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SUMMARY
We provide contributions to two classical areas of queueing. The first part of this
thesis focuses on finding new conditions for a Markov chain on a general state space
to be Harris recurrent, positive Harris recurrent or geometrically ergodic. Most of
our results show that establishing each property listed above is equivalent to finding
a good enough feasible solution to a particular optimal stopping problem, and they
provide a more complete understanding of the role Foster’s criterion plays in the
theory of Markov chains.
The second and third parts of the thesis involve analyzing queues from a transient,
or time-dependent perspective. In part two, we are interested in looking at a queueing
system from the perspective of a customer that arrives at a fixed time t. Doing this
requires us to use tools from Palm theory. From an intuitive standpoint, Palm proba-
bilities provide us with a way of computing probabilities of events, while conditioning
on sets of measure zero. Many studies exist in the literature that deal with Palm
probabilities for stationary systems, but very few treat the non-stationary case. As
an application of our main results, we show that many classical results from queueing
(in particular ASTA and Little’s law) can be generalized to a time-dependent setting.
In part three, we establish a continuity result for what we refer to as jump
processes. From a queueing perspective, we basically show that if the primitives
vii
and the initial conditions of a sequence of queueing processes converge weakly, then
the corresponding queue-length processes converge weakly as well in some sense. Here
the notion of convergence used depends on properties of the limiting process, there-
fore our results generalize classical continuity results that exist in the literature. The
way our results can be used to approximate queueing systems is analogous to the




Queues are prevalent within our society. Many examples of queues can be found
throughout the various manufacturing and production systems that exist today. Even
people that don’t work in a traditional industrial setting observe queueing systems
in action: they participate in them while visiting a doctor’s office, while waiting at a
traffic light, or while shopping at a supermarket. Therefore, it is important that we
learn as much as we can about queues, in order to improve our quality of life.
When designing a queue, it is important to understand whether or not it will be
able to handle all of the demands placed upon it. This is a question of stability, which
will be the topic of discussion in the first part of this thesis. The second and final
parts of the thesis will involve trying to understand how a queue behave in a “local”
sense, in other words, how it behaves at a fixed time t.
To be more specific, the first contribution of this thesis involves finding new con-
ditions for a Markov chain on a general state space to be Harris recurrent, positive
Harris recurrent or geometrically ergodic. Our results are stated in terms of drift
conditions that are similar to the standard drift conditions used to verify these cri-
teria, but our conditions involve random steps. In particular, our results imply that
showing a Markov chain is stable is equivalent to finding a “good enough” feasible
solution to an optimal stopping problem. Filonov gives sufficient conditions for a
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countable-state Markov chain to be positive recurrent, and we show how to use his
ideas to extend results to the general state-space setting. While the results them-
selves do not explicitly refer to a queue, it may be possible to use them as a first
step towards finding stability conditions for some queues in the literature, since it is
well-known that Markov processes can be used to model many interesting types of
queueing systems.
The second part of the thesis involves showing how non-stationary Palm proba-
bilities can be used to analyze transient properties of queues. We first show that,
even for non-stationary point processes, a point process has a Ft-intensity if and only
if (almost all of) the induced Palm probabilities Pt are absolutely continuous with
respect to the underlying measure P on the σ-field Ft−. This result is used to pro-
vide necessary and sufficient conditions for a transient version of ASTA (Arrivals See
Time Averages) to hold at a time t. What’s interesting about this result is that the
conditions are essentially the same, structurally, as the conditions given by Melamed
and Whitt in the stationary setting. Next, we present some local and long-run limit
results that pertain to our Palm probabilities, and we use these results to show that
a classical heuristic argument used to prove PASTA can actually be transformed into
a rigorous argument. After proving more results pertaining to Palm probabilities
within the context of Markov jump processes, we conclude this discussion by showing
how Palm theory can be used to provide quick proofs of the transient versions of Lit-
tle’s law that were derived by Bertsimas and Mortzinou. Moreover, the use of Palm
probabilities also allows us to relate any moment of the queue-length of time t to the
waiting times experienced by customers that arrive before time t. The reader should
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realize that our use of Palm probabilities still only allow us to come to conclusions
that are somewhat qualitative. In other words, they only lead to very broad (but still
useful) relationships between various distributions within our processes. Actually
computing some of the expressions given here, such as the expected waiting time of
a customer that arrives at a time t, would involve a heavy use of numerical methods,
and this alone could serve as the subject of another study.
The final part of the thesis continues the study of transient properties of queueing
systems. In this section, we provide a continuity result for queue-length processes.
Our results can be used to prove that, for a sequence {Qn(t) : t ≥ 0} of GI/GI/1
queues with interarrival distribution An and service distribution Sn, An ⇒ A and
Sn ⇒ S implies that Qn ⇒ Q with respect to the Skorohod topology, so long as
{Q(t) : t ≥ 0} is the queue-length process of a GI/GI/1 queue with continuous in-
terarrival and service time distributions A and B, respectively. For general A and
B, the Skorohod topology cannot be used, due to the fact that arrivals and services
may occur simultaneously. To account for this, we define a new notion of convergence
that allows for such behavior, and we prove another continuity result that allows
us to approximate such queues under this weaker (but necessary) notion of conver-
gence. These results approximate queues in a way that’s analogous to approximating





The classical Foster criterion is well-known for verifying whether an irreducible Markov
chain on a countable state space is positive recurrent. Intuitively, this criterion as-
sumes that the chain tends to drift (in unit steps) towards some small subset of the
state space, and the chain doesn’t wander too far when it makes a one-step transition
out of this set.
This chapter addresses the following issue. Can one find analogous drift criteria
for Markov chains on general state spaces that are based on steps that may be larger
than one or on random steps? Specifically, are there drift criteria that are sufficient
for Harris recurrence, positive Harris recurrence, or geometric ergodicity?
The first study that addresses such issues was by Filonov [13] (also see [25]).
He gives a sufficient drift condition for a Markov chain on a countable space to be
ergodic for steps that are stopping times. Meyn and Tweedie [22] obtained similar
results for Markov chains on arbitrary state spaces for deterministic steps. They also
derive a sufficient condition involving steps that are conditionally independent of the
Markov chain (given a fixed initial state), with tail probabilities that satisfy a certain
property. Because of this property, their random state-dependent drift criterion is
not a generalization of their deterministic version.
4
In this chapter we present new Foster-type drift conditions involving steps that
are stopping times with respect to a filtration that preserves the Markovian property
of the Markov chain under study. Our first result (Theorem 3) provides a sufficient
condition for a Markov chain on a general state space to be Harris recurrent. It
is based on a drift condition for steps that are stopping times with respect to a
suitable filtration. Theorems 2.1(i) and 2.2(i) in [22] are special cases. Our next
result (Theorem 5) is a sufficient condition for positive Harris recurrence under drift
conditions for steps that are integrable stopping times. Theorem 5 generalizes many
known results, including Filonov’s result [13] (for a countable state space), Theorem
2.1(ii) in [22] (for deterministic steps) and Theorem 1 in [14]. However, Theorem 5
and Theorem 2.1(ii) are not comparable for some cases; see the example in section
2 of [22] for further insight on this. Our next result (Theorem 6) gives a sufficient
condition for a Markov chain to be geometrically ergodic. The special case of this
result for deterministic steps is Theorem 2.1(iii) of [22]. We conclude by giving another
state-dependent drift condition for geometric ergodicity that’s similar to Theorem 1
in [14]. This result also generalizes Theorem 2.1(iii) of [22], but in a different way.
An important feature of our Theorems 5, 6, and 7 for establishing positive Harris
recurrence and geometric ergodicity is that they do not require the Markov chain to
be ψ-irreducibile. Costa and Dufour [9] also showed the ψ-irreducibility assumption
is not needed for the one-step drift condition for positive Harris recurrence. Another
sublety in their drift condition is that it uses extended real-valued test functions —
our conditions, and those in [22], simply use real-valued test functions.
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2.2 Preliminaries
We will study the type of Markov chain discussed in [21]. Let X := {Xn}∞n=0 be a
Markov chain with respect to a filtration F := {Fn}∞n=0 on an arbitrary state space
IE equipped with a countably generated σ-field E (e.g., IE could be a Polish space
equipped with its Borel σ-field E). The underlying probability space for the process
is (Ω,A, P ).
We will frequently use stopping times of the form τA := inf{n ≥ 1 : Xn ∈ A}, A ∈
E . A set C ∈ E is petite if there exist a nontrivial measure µ on E and a probability




α(n)Px(Xn ∈ B) ≥ µ(B), x ∈ C, B ∈ E .
The Markov chain X is ψ-irreducible if there exists a nontrivial measure ψ on E
such that Px(τA <∞) > 0, x ∈ IE, for any A ∈ E with ψ(A) > 0. The Markov chain
X is Harris recurrent if it is ψ-irreducible and Px(τA <∞) = 1, x ∈ A, for any A ∈ E
with ψ(A) > 0.
A measure π is invariant for X if π(A) =
∫
E Px(X1 ∈ A)π(dx), A ∈ E . A Harris
recurrent Markov chain has a unique invariant measure (up to constant multiple),
and the chain is positive Harris recurrent if the measure is finite.
The Markov chainX is geometrically ergodic if there exists a functionM : E → R+
and ρ < 1 such that
sup
A∈E
|Px(Xn ∈ A)− π(A)| ≤M(x)ρn, n ≥ 1.
We will use the following theorems from [22].
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Theorem 1 Suppose the Markov chain X is ψ-irreducible.
(i) ([22], Theorem 3.1(i)) X is Harris recurrent if there is a petite set C ∈ E such
that Px(τC <∞) = 1, for all x ∈ IE.
(ii) ([22], Theorem 3.2(i)) X is positive Harris recurrent if and only if there is a
petite set C ∈ E such that Px(τC <∞) = 1, for all x, and supx∈C Ex(τC) <∞.
(iii) ([22], Theorem 3.3(ii)) X is geometrically ergodic if it is aperiodic and
there exist a petite set C ∈ E and κ > 1 such that Ex(κτC ) < ∞, for all x, and
supx∈C Ex(κ
τC ) <∞.
Theorem 2 ([22], Theorem 3.1(ii)) Suppose X is ψ-irreducible. There is a set N ∈ E
such that N c (the complement of N) is empty or it is absorbing, and X restricted to
N c is Harris recurrent and ψ(N) = 0. If X is not Harris recurrent, then N is
nonempty and, for any petite set C ⊆ N and x ∈ N ,
Px(Xn ∈ N, n ≥ 0) > 0, Px(Xn ∈ C i.o.) = 0.
2.3 Results
For the following results, we assume the underlying probability space for the Markov
chain X has the additional structure that there is a shift operator θ : Ω → Ω such that
Xn(ω) = X0(θnω), where θ0 = I (the identity mapping on Ω) and θn = θ◦θn−1, n ≥ 1.
If (Ω,A) is the canonical probability space (i.e. the sequence space IE∞ equipped with
the product σ-field), then θ is just the usual shift operator for sequences.
Associated with a stopping time τ , define random variables 0 = τ0 < τ1 < . . . on
(Ω,A) by
τn+1 = τn + τ ◦ θτn , n ≥ 0.
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Note that each τn is an F -stopping time, and by the strong Markov property (which
holds because our time index is discrete), the process Xn := Xτn , n ≥ 0, is also a
Markov chain with respect to the filtration F τ := {Fτn}∞n=0. In addition to the first
entrance time τA to the set A, we will use
σA := inf{n ≥ 0 : Xn ∈ A}, σC := inf{n ≥ 0 : Xn ∈ C}.
Our first result provides a sufficient condition for X to be Harris recurrent.
Theorem 3 Suppose the Markov chain X is ψ-irreducible and there exist an f : IE →
R+ that is unbounded off petite sets, a finite F-stopping time τ ≥ 1, and a petite set
C such that
Ex[f(Xτ )] ≤ f(x), x 6∈ C. (1)
Then X is Harris recurrent.
Proof Proceeding as in the proof of Theorem 2.1(i) in [22], define Un = f(Xn)1(σC ≥
n). Clearly σC is an F τ -stopping time. This fact, along with our drift condition (1)
gives
E[Un|Fτn−1 ] = 1(σC ≥ n)E[f(Xn)|Fτn−1 ] ≤ Un−1.
This implies that U := {Un}∞n=0 is a nonnegative supermartingale with respect to the
filtration F τ , so it converges a.s. to a finite limit. Notice that if σC < ∞ a.s., then
the limit must be zero a.s..
Consider the setN given in Theorem 2, and suppose that it is nonempty (otherwise
we would be done). Notice that while on the set ΩN = {Xk ∈ N, k ≥ 0}, we only
have to consider the case when limn→∞ f(Xn) = ∞ a.s. on ΩN , since f is unbounded
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off petite sets and Px(Xn ∈ G i.o.) = 0 for any petite set G ⊆ N , and x ∈ N , by
Theorem 2 (if the limit inferior is finite with positive probability, the contrapositive of
the second part of Theorem 2 allows us to conclude that the chain is Harris recurrent).
Therefore, limn→∞ f(Xn) = ∞ a.s. on ΩN , which means that σC < ∞ a.s. on ΩN
(notice the use of the supermartingale U). Since τn <∞ a.s. for each n, we also know
that σC <∞ a.s. on ΩN .
Now assume that N c is nonempty (if it is empty, then our proof is complete
by Theorem 1(i)). From Theorem 2, we know there is a petite set D ⊂ N c such
that ψ(D) > 0, since ψ(N) = 0. From Harris recurrence on N c, it follows that
Px(σD <∞) = 1, x ∈ N c. However, for all paths not in ΩN , it follows that σD <∞
a.s. for any initial point y, because N c is an absorbing set.
¿From Theorem 5.5.5. of [21], we know that C∪D is petite. Thus, for any x ∈ IE,
Px(σC∪D = ∞) ≤ Px(σC = ∞,ΩN) + Px(σD = ∞,ΩcN) = 0,
which completes the proof (use Theorem 1(i)).
The following lemma will be used in the rest of our proofs.
Lemma 4 If there is a petite set C such that Px(τC < ∞) > 0, for all x ∈ IE, then
the Markov chain X is ψ-irreducible.
Proof Since C is petite, there exist a probability measure α(·) and a nontrivial
measure ψ such that
Kα(x,B) ≥ ψ(B), x ∈ C, B ∈ E .
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Fix y ∈ IE. Since Py(τC < ∞) > 0, there exists an integer n0 such that Py(Xn0 ∈
C) > 0. Thus, for any set B ∈ E such that ψ(B) > 0,
∞∑
m=n0












≥ ψ(B)Py(Xn0 ∈ C) > 0.
So by Proposition 4.2.1 in [21], X is ψ-irreducible.
The following result is an extension of Theorem 1 in Foss and Konstantopoulos
[14] to the random drift setting. Conditions (4)-(7) below are similar to (L1)-(L4) in
[14], respectively.
Theorem 5 X is positive Harris recurrent if there exist a petite set C, an f :
IE → R+ bounded on C, constants A and α, a stopping time τ ≥ 1 a.s., and a
F∞-measurable random variable η that satisfy the following:
Ex[f(Xτ ) + η] ≤ f(x), x 6∈ C (2)
sup
x∈C
Ex[f(Xτ ) + η] < ∞ (3)
η(ω) ≥ α > −∞, ω ∈ Ω (4)
η(ω) > 0, X0(ω) 6∈ C (5)
sup
x∈C
Ex[τ ] < ∞ (6)
τ(ω) ≤ Aη(ω), X0(ω) 6∈ C (7)
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This theorem is a generalization of many standard methods. When η = τ , we have
the general state-space analogue of Filonov’s result. In particular, if η = τ = g(X0)
for some function g and f is bounded on C, we end up with Meyn and Tweedie’s
criterion found in [22]. Another special case of Theorem 5 is Dai’s method [10], which
involves the use of fluid limits; see [14] for details on how this method is equivalent
to satisfying certain drift criteria.
Proof In addition to our sequence {τn}∞n=0, we introduce another sequence {ηn}∞n=0,




η ◦ θτk . (8)
Let ν := inf{n ≥ 0 : τn ≥ σC}. This is an F τ -stopping time since it is easy to see
that {ν ≤ n} ∈ Fτn .
We will now show that {Yν∧n}∞n=0 is an F τ -supermartingale, where Yn := f(Xn)+
E[ηn|Fτn ]. Notice that on the set {ν > n},
E[Yn+1|Fτn ] = E[f(Xτn+τ◦θτn ) + η ◦ θτn|Fτn ] + E[ηn|Fτn ]
= EXn [f(Xτ ) + η] + E[ηn|Fτn ]
≤ f(Xn) + E[ηn|Fτn ] = Yn.
Thus, {Yν∧n}∞n=0 is a nonnegative F τ -supermartingale. Since f is nonnegative,










τ ◦ θτk1(k < ν)
= A−1τν∧n.
The first inequality follows from property (7), since ν > k implies X0(θτkω) 6∈ C.
After taking limits, while using (9) and σC ≤ τν , we see that for x 6∈ C,
Ex[τC ] = Ex[σC ] ≤ Af(x). (10)
For x ∈ C,
Ex[τC ] = Ex[τC1(τC ≤ τ)] + Ex[τC1(τC > τ)]. (11)
Now, by (10)
Ex[τC1(τC > τ)] ≤ Ex[τ1(τC > τ)] + Ex[1(τC > τ)EX1 [τC ]]
≤ Ex[τ1(τC > τ)] + Ex[1(τC > τ)Af(X1)]
≤ Ex[τ1(τC > τ)] + AEx[f(X1) + η − η]
Using this with (3), (6) and (11), we have
Ex[τC ] ≤ Ex[τ ] + AEx[f(X1) + η]− Aα <∞.
Then X is positive Harris recurrent by Lemma 1 and Theorem 1(i).
Our next result provides sufficient conditions for X to be geometrically ergodic.
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Theorem 6 The Markov chain X is geometrically ergodic if it is aperiodic and there
exists an f : IE → [1,∞), an F-stopping time τ ≥ 1, a petite set C, and a constant
κ > 1 such that
Ex[κ




τf(Xτ )] < ∞, x ∈ C.
Proof This proof is similar to the proof of Theorem 5. Let Yn := κ
τnf(Xτn). Then
on the set {ν > n},
E[Yn+1|Fτn ] = E[κτn+τ◦θτnf(Xτn+τ◦θτn )|Fτn ]
= κτnEXτn [κ
τf(Xτ )] ≤ Yn.
This shows that {Yν∧n}∞n=0 is a nonnegative supermartingale with respect to F τ .
Next, observe that
Ex(κ
τν∧n) ≤ Ex(Yν∧n) ≤ Ex(Y0) = f(x), x ∈ IE.
Letting n→∞ and applying the monotone convergence theorem, we have
Ex(κ
σC ) ≤ Ex(κτν ) ≤ f(x), x ∈ IE.
Then, for x 6∈ C, Ex[κτC ] = Ex[κσC ] ≤ f(x) <∞. And for x ∈ C,
Ex[κ
τC ] ≤ Ex[κτEXτ [κσC ]1(τC > τ) + κτ1(τC ≤ τ)]
≤ Ex[κτf(Xτ )].
Combining these observations yields Ex[κ
τC ] < ∞ for all x ∈ IE, so again Lemma 1
tells us that X is ψ-irreducible. Therefore, X is geometrically ergodic by Theorem
13
1(iii).
It is also worth pointing out that a “supermartingale” approach helps to derive
another drift condition for geometric ergodicity that’s analogous to Theorem 1 in [14].
Theorem 7 The Markov chain X is geometrically ergodic if it is aperiodic and there
exist a petite set C, functions f : IE → [1,∞), g : IE → {1, 2, 3, . . .}, h : IE → (0,∞),
and constants A > 0 and κ > 1 that satisfy the following:
Ex[κ








g(x) ≤ Ah(x), x 6∈ C
Proof The proof of this result is very similar to the proofs of Theorems 5 and 6.
Remark 1 Theorems 3, 5, and 6 should allow us in principle to use tools from
optimal stopping theory (see Shiryayev [30]) to determine whether or not various






Ex[f(Xτ ) + τ ].
If we could guarantee the existence of an optimal stopping time τ ∗, then we would
only have to show that {x : Px(τ ∗ = 0) > 0} is petite. To do this, we would have to
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find a nontrivial upper bound h of the payoff function s and show that h(x) < f(x)
for all x outside of a petite set.
Remark 2 It is well known that the converse to Theorem 3.2 is also true (let
τ = 1, and consult chapter 11 of [21]). Analogously, here is a converse to Theorem 3.
Proposition 8 If the Markov chain X is Harris recurrent, then there exist an f :
IE → R+ unbounded off petite sets, a finite stopping time τ ≥ 1, and a petite set C
such that for x 6∈ C,
Ex[f(Xτ )] ≤ f(x).
Proof By ψ-irreducibility, we know from Theorem 5.5.5 of [21] that there exists an
increasing sequence of sets {Cn} where Cn is petite for each n, and ∪∞n=1Cn = IE. Let
r be a large enough integer such that ψ(Cr) > 0. Then τCr < ∞ almost surely, for
any initial starting point x ∈ IE.
Now consider the real-valued function f(x) := min{n ≥ 1 : x ∈ Cn}, x ∈ IE.
Clearly f is unbounded off petite sets. Moreover, Ex(f(XτCr )) ≤ r < f(x), x 6∈ Cr.
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CHAPTER III
USING PALM MEASURES TO ANALYZE
TRANSIENT PROPERTIES OF QUEUEING
SYSTEMS
3.1 Introduction
It is often of interest to analyze queues from the perspective of an arriving or departing
customer. An early example of this comes from the analysis of the M/G/1 queue:
one can use elementary Markov chain theory to study the embedded queue-length
process at the departure times. The stationary distribution of this embedded process
gives us the long-run fraction of departing customers that observe the system being
in a particular state.
However, it is also of interest to determine the likelihood that other, more compli-
cated events occur, while still observing things from the perspective of the departing
customer in steady-state. To do this, one uses a Palm measure. This measure is in-
duced by a stationary version of the point process on the doubly infinite time axis, and
under the Palm measure, a point is placed at time 0 with probability one. Since our
process is stationary, the customer at time 0 can be considered to be in steady-state.
Many classical results from queueing theory can be stated in terms of Palm mea-
sures induced by stationary systems. For instance, one can use these measures to
16
state and prove ASTA (arrivals see time averages) results (see [5]; for a survey of
ASTA, see [20]). A well-known special case is the PASTA theorem, which says that
in steady-state, the number of customers observed by an arrival is equal in distrib-
ution to the number of customers in the system at an arbitrary point of time. This
particular result was first proved rigorously by Wolff [36], but it was “known” long
before this. For instance, Kleinrock [17] provides an intuitive proof of PASTA by first
arguing intuitively that it holds in a transient sense.
Palm measures can also be used to prove expectation versions of Little’s law,
which says that in steady state, the expected number of customers (with respect to
the underlying measure) in the system is equal to the arrival rate of customers, times
the expected amount of time (with respect to the Palm measure) a customer that
arrives at time 0 spends in the system.
Our focus is on viewing queues from the perspective of a customer that arrives at
time t, without assuming that steady-state has been reached. To do this, one needs to
consider an entire family of Palm measures, indexed by the real numbers. A discussion
of such measures can be found in such references as [11, 16]. We first show that, even
in the non-stationary setting, there is a connection between the stochastic intensity of
a point process and the family of Palm measures induced by the same point process.
Papangelou first proved this result for stationary point processes, and Bremaud later
generalized the result for use in his study of stationary queueing systems. We then, as
a corollary to our result, provide necessary and sufficient conditions that the family
of Palm measures must satisfy for a point process to be Poisson (with respect to
a filtration). This is a non-stationary generalization of what Bremaud refers to as
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Mecke’s characterization of a Poisson process.
The motivation behind Bremaud’s generalization of Papangelou’s result was to
generate necessary and sufficient conditions for the ASTA property to hold. Similarly,
we show that essentially the same conditions are required for an ASTA-like property
to hold at a time t (so in our case, we are not looking at a time-average). This shows
that PASTA and Conditional PASTA holds in a transient sense, for almost every t.
Our next collection of results include limit lemmas associated with Palm probabili-
ties. The first lemma gives some insight on how probabilities of the form Pt(X(t) ∈ A)
behave for large t. The second lemma shows how to approximate probabilities of the
form Pt(X(t) ∈ A). One interesting consequence of our limit theorems is that they
provide the necessary justification needed to make Kleinrock’s PASTA proof rigorous.
In the next section, we show that Palm probabilities can be simplified when our
processes exhibit a semi-regenerative structure. This is used to derive, for example,
the Laplace transform of the Laplace transform of the waiting time experienced by
a customer at time t (this double transform is similar to the double transform of
the queue length) of an M/M/1 FIFO queue. We then focus on Palm probabilities
induced by point processes that consist of points that are a subset of the transition
times of a continuous-time Markov chain. These probabilities can be considerably
simplified in terms of our underlying measure, due to both the existence of a stochastic
intensity and the existence of a semi-regenerative phenomenon.
We conclude by showing how different forms of Little’s law carry over to the non-
stationary setting. Our results are very similar to the results of [4], but our approach
is much simpler, in that we don’t need to assume that various limits exist. We also
18
show that the use of Palm probabilities allows one to derive relationships between
any moment of the queue length at time t, to the waiting times of customers that
arrive in the interval (0, t].
3.2 Palm Measures
We will use the following notation throughout the paper. Let {N(B) : B ∈ B}
denote a point process on < defined on a probability space (Ω,F , P ), where N(B) is




1(Tn ∈ B), B ∈ B,
where . . . ≤ T−2 ≤ T−1 ≤ T0 ≤ 0 < T1 ≤ T2 ≤ . . . are the point locations. Assume
the mean measure µ(B) = E[N(B)] is σ-finite.
The main focus of our study are time-dependent Palm probabilities of N . Such
measures require some structure on the probability space. Accordingly, we assume
throughout that Ω is a complete, separable metric space, and F is its associated Borel
sets. Under the preceding assumptions, there exists a (µ-a.e. unique) probability
kernel Pt(A) such that
E[N(B)1(ω ∈ A)] =
∫
B
Pt(A)µ(dt), A ∈ F , B ∈ B. (13)
This is proved in [11, 16]. Here 1(statement) is the indicator function that is 1 or 0
according as the “statement” is true or false.
Definition 9 The collection Pt for µ-a.e. t defined by (13) is the family of time-
dependent Palm probabilities induced by the point process N . We interpret Pt(A)
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as the probability of A, given that N has a point at time t, and let Et denote the
expectation under Pt.
A major tool for the analysis below involving Palm probabilities is the following
Campbell-Mecke formula , which follows from (13).











Associated with the point process N , we will consider a stochastic process {X(t) :
t ∈ <} defined on (Ω,F , P ) that takes values in a complete, separable metric space
IE. We assume X(t) is a measurable process and its paths are right-continuous with
left-hand limits. The dependency between N and X will be specified later in the














The theory of Palm probabilities for stationary point processes is well understood;
see for instance [3]. However, there are only a few studies dealing with time-dependent
Palm probabilities for non-stationary processes [16], and even fewer studies are re-
lated to queueing [26]. We will now show a relation between time-dependent Palm
probabilities and a Palm probability for a stationary system.
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Suppose for now that N is stationary (i.e., its increments are stationary). That is,
StN
d
= N , t ∈ <, where St is the time-shift operator defined by StN = {N(B + t) :
B ∈ B}. With no loss in generality, assume
StN(ω,B) = N(θtω,B), ω ∈ Ω, t ∈ <, B ∈ B,
where θt is a stationary process (called a flow) on Ω that satisfies
θs(θt(ω)) = θs+t(ω), θ0(ω) = ω.
Also, assume N is simple (its point locations are distinct a.s.) and λ = E[N(0, 1]] is
finite. Then µ(B) = E[N(B)] = λ
∫
B dt, and λ is the (constant) intensity of N .
Under these assumptions, there is a “single” Palm probability P 0 for N condi-
tioned that it has a point at 0, which is defined by
P 0(A) = λ−1E[
∫ 1
0
1(θt ∈ A)dt]. (17)
It is well-known that P 0{N({0}) = 1} = 1 (i.e., N has a point at 0 a.s. under P 0),










The next result shows that time-dependent Palm probabilities Pt are invariant in
time in the sense that each Pt ◦θ−1t is equal to P 0. Here L denotes Lebesgue measure.
Proposition 11 For the simple stationary point process N described above,
Pt ◦ θ−1t = P 0, for L-a.e. t.
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Thus, it follows that Pt(θt ∈ A) = P 0(A) for a.e. t, which proves the assertion.
The preceding terminology and results also apply to processes defined on the
nonnegative time axis <+. In this setting we let N(t) and N(a, b] denote the number
of points in the respective intervals (0, t] and (a, b].
3.3 Palm Probabilities and Stochastic Intensities
In this section, we present a relationship between the stochastic intensity of a point
process and the Palm measures induced by the point process. This is a non-stationary
version of Brémaud’s result (who refers to his theorem as Papangelou’s theorem). We
then use this to provide a non-stationary analogue of Mecke’s characterization of a
Poisson process.
Suppose that N and X are processes defined on the nonnegative time axis as
above, but with the additional property that they are adapted to a filtration Ft,
t ≥ 0. Assume, for each rational number s, that Fs is countably generated by a
π-system Cs (a collection of subsets that is closed under finite intersections — if two
finite measures agree on a π-system, they agree on the σ-field generated by that π-
system [15]). This assumption is automatically satisfied by the filtration generated
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by (X,N).
We will use the following terminology for functions. Suppose f : <+×Ω → < is a
measurable function. The f is Ft-adapted if f(t, ·) is Ft-measurable, for each t. The
f is Ft-progressive if, for any fixed t ∈ <+, the set {(s, ω) ∈ [0, t]×Ω : f(s, w) ∈ A} ∈
B[0, t]⊗Ft. Finally, f is Ft-predictable if f(0, ·) is F0-measurable, and
{(t, ω) ∈ (0,∞)× Ω : f(t, ω) ∈ A} ∈ P(Ft),
where P(Ft) is the σ-field generated by the rectangles (s, t]×B, where 0 ≤ s ≤ t and
B ∈ Fs.
We will consider a time-dependent randomized intensity for N based on the in-
formation contained in the Ft.
Definition 12 A Ft-progressive function λ : <+ × Ω → <+ is a Ft-intensity of N
(under P ) if




∣∣∣Fa], (a, b] ∈ B.
Here is a key property of an intensity [6]; it is analogous to the Campbell-Mecke
formula.











We will now present necessary and sufficient conditions for Pt << P on Ft−, for
µ-a.e. t. This is a non-stationary generalization of Papangelou’s result, which states
that for a stationary point process N on the real line, P 0 << P on F0− if and only if
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the point process has an Ft-intensity. Brémaud later extended this result to histories
that aren’t necessarily the history induced by the point process. His proof includes
a lemma that all predictable processes on the line have a nice form, and he uses this
form along with the θt-invariance of P to prove the result.
Our approach is different. We show that when enough σ-fields are countably
generated, a well-known martingale approximation of Radon-Nikodym derivatives
yields an intensity that’s Ft-predictable.
Theorem 14 For the point process N (recall µ is its mean measure), the following
statements are equivalent:
(a) N has an Ft-intensity.
(b) Pt << P on Ft−, µ-a.e. t and µ << L .
The following proof shows how to construct a Ft-intensity λ that is Ft-predictable,














This formula is the basis of “arrivals see time averages” in the next section.
Proof (a) ⇒ (b). If N has a Ft-intensity λ, then clearly µ(B) =
∫
B E[λ(t)]dt, and so
24
µ << L. Next, fix A ∈ F and define tA = inf{t : A ∈ Ft} and
Y A(t, ω) = 1(ω ∈ A)1(t > tA).












E[Y A(t)λ(t)]dt, B ∈ B.







Fix a t in the set of points that satisfy this equality for all sets contained in our






dP, A ∈ Fs.
By using the same type of monotone-class argument, we see that this expression is
true for all A ∈ Ft−. This proves Pt << P on Ft−, µ-a.e. t, which finishes the proof
that (a) ⇒ (b).




N(a, b]dP = E
[





Pt(A)h(t)dt, A ∈ Fa.






















Hence, N has a stochastic intensity.
It remains to define a Ft-progressive nonnegative function f(t, w) that satisfies
(21). Consider the function




























where {Bnk,m}m is the (k, n)th finite partition of Ω that consists of F k
2n
-measurable
sets, and rk,n represents the number of sets in the (k, n)
th partition that have posi-
tive P -measure. We assume that for any fixed dyadic rational k0
2n0
, the sequence of
partitions {Bn0+pk02p,m}m becomes finer and finer as p increases, and it also generates
F k0
2n0
. We further refine our partitions so that {Bnk,m}m becomes finer and finer as k
increases (for fixed n). Notice that f is Ft-predictable, which implies that it is also
Ft-progressive. Finally, we can conclude from a martingale approximation of Radon-
Nikodym derivatives (see Application (VIII) of Section 9.5 of [8]) that for each t,
f(t) is the Radon-Nikodym derivative of Pt with respect to P on Ft−, since for any
fixed t, the resulting sequence of partitions must generate Ft−. To see this, notice
that for any fixed t, we see that the corresponding sequence of partitions generate Fs,
for every dyadic rational s < t, which implies that the sequence also generates Ft−.
Thus, f satisfies (21).
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Suppose for the moment that N is a stationary point process on <. Often, it may
be of interest to know whether or not N is a Ft-Poisson process.
Definition 15 A point process N is a Ft-Poisson process with deterministic rate
function λ(t) if, for any a ≤ b, and k ≥ 0,
P (N(a, b] = k|Fa) = e−µ(a,b](µ(a, b])k/k!,
where µ(a, b] =
∫ b
a λ(t)dt.
Mecke showed that a stationary point processN is Ft-Poisson if and only if P 0 = P
on F0−. The proof of the result is a simple consequence of Brémaud’s version of
Papangelou’s theorem.
Our Papangelou-type theorem suggests that a similar criterion should exist for
non-stationary point processes. This is due to the fact that the structural relationship
between Pt and P on Ft− is essentially the same as that between P 0 and P on F0−
in the stationary context.
Theorem 16 The point process N is a Ft-Poisson process with deterministic rate
function λ if and only if Pt = P on Ft−, µ-a.e. t and µ << L.
Proof Suppose N is Ft-Poisson. Then its Ft-intensity is just its rate function λ, and






dP = P (A).














This proves that N(t)−
∫
(0,t] λ(s)ds is a Ft-martingale, and hence N is a Ft-Poisson
process with rate function λ by Watanabe’s theorem below.
Theorem 17 (Watanabe) If λ is a locally integrable nonnegative measurable function
such that N(t)−
∫
(0,t] λ(s)ds is a Ft-martingale, then N is a Ft-Poisson process with
rate function λ.
We will see in the next section that our Palm characterization of Ft-Poisson
processes leads to a quick proof of transient PASTA phenomena.
3.4 Arrivals See Time Averages
Consider the processes N and X as in the preceding section, where Ft, t ∈ <+ is the
natural filtration generated by (N,X). Suppose N has a Ft-intensity λ.
In the Palm context, the ASTA problem is typically the problem of determining
whether or not P (X(0−) ∈ A) = P 0(X(0−) ∈ A), where P 0 is the Palm probability
induced by N and (N,X) are jointly stationary. Melamed and Whitt [19] focus on















converge to the same limit. Here r(t) = E[λ(t)], and µ(t) =
∫ t
0 r(s)ds, where λ(t)




0 E [f(X(s−))λ(s)] ds
µ(t)





Now when the limits W (∞) = limt→∞W (t), V (t) = limt→∞ V (t), and r(∞) =
limt→∞ t
−1µ(t) exist, then






Therefore, we have ASTA if the covariance term on the right approaches zero in the
limit. In the next section, we will show that W (∞) = V (∞) implies that ASTA
holds, if we assume that a jointly stationary version of (N,X) can be constructed.
For a good overview of the ASTA literature, see [20].
Furthermore, it was also established in [5] (and also in [19] by different methods)




This implies that we have ASTA if and only if E[λ(0)|X(0−)] = E[λ(0)], i.e. if
the stationary process has a Lack of Bias at time 0.
With these results in mind, our Papangelou-type theorem suggests that the ASTA
phenomenon exists at a fixed time t, if and only if we have a Lack of Bias (23) at t.
Theorem 18 (ASTA) Suppose t is such that Pt << P on Ft−. Under the preceding
assumptions,
Et[f(X(t−))] = E[f(X(t−))], (22)
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for each bounded continuous function f : IE → <+, if and only if
E[λ(t)|X(t−)] = E[λ(t)]. (Lack of Bias) (23)
Proof This proof parallels one in Melamed and Whitt [19]. Suppose t is such that





Now, if Et[f(X(t−))] = E[f(X(t−))], then
E[f(X(t−))]E[λ(t)] = E[f(X(t−))λ(t)].
This holds for all bounded continuous f , so it follows that this equality also holds for
all bounded measurable f . Thus (23) is true.





Now we’ll suppose that N is a Ft-Poisson process with deterministic rate function
λ(t). What’s very interesting about this case is that N being Ft-Poisson implies that
a PASTA-like phenomenon exists within (N,X), regardless of the limiting behavior
of X.
Theorem 19 (PASTA) If N is a Ft-Poisson process, then
Et[f(X(t−))] = E[f(X(t−))], µ− a.e. t.
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Proof This follows either by Corollary 16 or Theorem 18.
This property intuitively means that the distribution of X(t−) given that N has a
point at time t is the same as the distribution of X(t−) without knowing whether or
not N has a point at t. In other words, knowing that N has a point at time t does not
bias the distribution of X(t−). Of course, when X(t) is continuous in distribution
(X(t−) d= X(t)), then PASTA says Pt(X(t−) ∈ ·) = P (X(t) ∈ ·).
It should be noted that this property has been conjectured before by Kleinrock
[17], who provides an intuitive argument that implicitly assumes (he makes no mention
of Palm probabilities) that for any queueing system with Poisson arrivals, we know
that
Pt(X(t−) = k) ?= lim
h↓0
P (X(t−) = k|N [t, t+ h) ≥ 1), (24)
where X is a nonnegative integer-valued queueing process, N is the arrival process of
X, and Pt is the Palm probability induced by N . By assuming that (N,X) satisfies
a Lack of Anticipation assumption (see [36]), we see that
lim
h↓0
P (X(t−) = k|N [t, t+ h) ≥ 1) = P (X(t−) = k). (25)
As t → ∞, we expect the left-hand-side of (25) to approach the long-run fraction of
time an arrival observes k customers in the system, and we know that the right-hand-
side of (25) approaches the long-run fraction of time the system is in state k.
It is not mathematically clear at this point, however, that (24) holds for µ-a.e.t.
Moreover, it is also unclear that the right-hand-side of (24) actually converges. In
the next section, we will establish a convergence result for probabilities of the form
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Pt(X(t−) = k), and we will show when probabilities of this form can be represented
as a limit that’s similar to the right-hand-side of (24).
Next, we’ll show that there is also a transient PASTA phenomenon under a cer-
tain type of conditioning (the corresponding limit theorem was first noticed in [32]).
Suppose N is a point process with a Ft-intensity g(Y (t)), where Y (t) is integer-valued




1(Y (t) = i)N(dt),
where i is such that P (Y (t) = i) > 0, t > 0. Let P it denote the Palm measures
induced by Ni and let E
i
t denote the associated expectation.
Theorem 20 Under the preceding conditions,
Eit [f(X(t−))] = E[f(X(t−))|Y (t) = i], µ− a.e. t.
Proof The function λ : <+ × Ω → <+ defined by λ(t, ω) = g(i)1(Y (t) = i) is a
stochastic intensity of Ni. It is also predictable, and so by (20), for any bounded
continuous f ,
Eit [f(X(t−))] =
E[f(X(t−))g(i)1(Y (t) = i)]
g(i)P (Y (t) = i)
= E[f(X(t−))|Y (t) = i].
Example 21 (M/G/c Queue ) Consider a single-server queueing system with Pois-
son arrivals of rate λ, and a capacity of size c. If N represents the arrival process
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of customers to the system (including those that do not join the system), then the




1(X(s−) ≤ c− 1)N(ds).
Furthermore, if X is left-continuous and adapted to a filtration Ft, then it’s Ft-









Z(s)1(X(s−) ≤ c− 1)λds
]
This implies that an Ft-intensity of N∗ is λ1(X(s−) ≤ c−1). Using Theorem (20), we
find that, for a customer that joins the system at a time t, the probability that he/she
observes k ≤ c− 1 customers in the system is equal to P (X(t−) = k|X(t−) ≤ c− 1).
Example 22 (Queues with Markov Modulated Arrivals) Consider a generalization
of the queue in the previous example to one that consists of an arrival process of
potential customers that is a Markov modulated Poisson process. In this case, we
know that the Ft-intensity of such a process is of the form g(Y (t−)), where Y is a
Markov process with a finite, integer-valued state space. In this case, if we denote
N∗i as the point process of customers that join the system while observing that the




Z(s)N∗i (ds) = E
∫ t
0








Z(s)1(X(s−) ≤ c− 1)1(Y (s−) = i)g(i)ds.
Therefore, we see that if P it is the arrival process induced by N
∗
i , then for almost all
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t,
P it (X(t−) = k) = P (X(t−) = k|X(t−) ≤ c− 1, Y (t−) = i).
3.5 Limiting Behavior of Palm Probabilities
The first rigorous proof of PASTA was given by Wolff [36], who works under the
assumption that (N,X) satisfies a Lack of Anticipation property. What’s interesting
is that Kleinrock also uses this property in his intuitive proof of PASTA [17]. He was
interested in showing that the limiting probability p(k) = limt→∞ P (X(t−) = k) is
also equal to the long-run fraction of time that an arrival to the system observes k
customers in the system. To do this, he first shows that for each t > 0,
P (X(t−) = k) = lim
h↓0
P (X(t−) = k|N [t, t+ h) ≥ 1) (26)





P (X(t−) = k|N [t, t+ h) ≥ 1).
At this point, he claims (without proof) that the right-hand-side of this equation
represents the long-run fraction of time that an arrival to the system observes k
customers in the system. This should follow from the fact that the right-hand-side of
(26) could possibly be interpreted as the probability that X(t−) = k, given that an
arrival occurred at time t. This, however, needs to be justified.
From what we know about Palm probabilities, we expect that
Pt(X(t−) ∈ A) = lim
h↓0
P (X(t−) ∈ A|N [t, t+ h) ≥ 1),
In Theorem (24) below, we will establish a similar limit representation for Pt(X(t−) ∈
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A), and this will be a first step towards showing that Kleinrock’s intuitive argument
is indeed rigorous.
Before this is done, we will first need the following lemma based on the represen-
tation (16) of Palm probabilities as Radon-Nikodym derivatives.
Lemma 23 For µ-a.e.t,
Pt(S














] is the unique interval that contains t.
Proof The idea behind the proof involves approximating a Radon-Nikodym deriva-
tive with a martingale; see Application (VIII) of Section 9.5 of [8]. The only difference
here is that our measure µ is not a probability measure, but a similar argument goes
through in this case because µ is σ-finite.
We will now present a refinement of the limiting formula in Lemma 23. Assume
the process X has piecewise-constant sample paths that have at most a finite number
of jumps in finite time intervals. Let N denote a point process on < of a certain
subset of jump times and let M denote the point process of the other jump times.
Assume N is simple and that, for each t,
lim
ε↓0
E[N(t− ε, t+ ε]1(N(t− ε, t+ ε] ≥ 2]/P (N(t− ε, t+ ε] ≥ 1) → 0. (28)
This condition is satisfied by a Poisson process.





] be the unique interval that contains
t, and let νn(t) = N(Bn(t)) and un(t) = k(t)/2
n. As usual Pt refers to the Palm
probabilities for N .
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Theorem 24 Suppose the process X described above is such that, for each t ≥ 0
lim
n→∞
P (M(Bn(t)) ≥ 1|N(Bn(t)) ≥ 1) = 0. (29)
Then for µ-a.e.t,
Pt(S
tX ∈ C) = lim
n→∞
P (Sun(t)X ∈ C)|N(Bn(t)) ≥ 1). (30)
Many queueing processes satisfy the conditions in this theorem. For example, if
X is an M/M/1 queueing process with arrival rate λ and service rate µ, then
lim
n→∞





Proof We will prove (30) by proving the equivalent statement that, for any bounded








P (N(Bn(t)) ≥ 1)
. (31)













Since N is a simple Poisson process,
P (νn ≤ 1) → 1, P (νn ≥ 2) → 0.
Also, by assumption (28),
E[νn]
P (ν ≥ 1)
=
P (νn = 1)
P (νn = 1) + P (νn ≥ 2)
+
E[νn1(νn ≥ 2)]
P (νn ≥ 1)
→ 1.
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P (νn ≥ 1)







(Zn − f(Sun(t)X))1(νn = 1)
]




(Zn − f(Sun(t)X))1(νn ≥ 2)
]
P (νn ≥ 1)
.
Clearly |Zn − f(S(un(t)X)| ≤ 2bνn, where b is an upper bound on f . Then under
assumptions (28) and (29),
|dn| ≤
2P (νn = 1,M(Bn(t)) ≥ 1)







P (νn ≥ 1)
→ 0.
Applying these limits to (33) proves (31).
It is also of interest to know if one can say something about the behavior of
Pt(X(t−) = k) for large t. Our intuition leads us to expect that Pt(X(t−) = k)
should get close to P 0(X(0−) = k) as t gets large, if we were to assume that a
stationary version of (N,X) can be constructed on the probability space. In general,
for large t we expect that Pt(X(t−) = k) should approximately be π(k), where (we




k=1 1(X(Tk−) = k)
n
.
In the rest of this section, we address the issue of under what conditions Et[f(S
tX)]
converges a.s.-µ as t→∞, where f : D(<+) → < is a bounded measurable function
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with respect to B̃, which represents the Borel sets in D(<+). Here h(t) → c as t→∞
a.s.-µ means a.s. convergence for t in a set whose complement has µ-measure 0.
Proposition 25 Suppose there is a constant r > 0 such that
lim
t→∞
t−1N(t) = r a.s. and lim
t→∞
t−1E[N(t)] = r.
For a bounded f : D(<+) → <, if α = limn→∞ n−1
∑n
k=1 f(S








Proof From the Campbell-Mecke formula and a generalization of the Dominated























While this lemma doesn’t establish whether or not Et[f(S
tX)] converges µ-a.e. t,
it does establish that if it converges, it must converge to α.
Theorem 26 Let X denote the queue-length process of a GI/G/1 FIFO queue, and
let N denote its arrival process. Suppose the joint process (X,N) regenerates at the
beginning of each busy period, and the inter-arrival time distribution that has a density
that’s directly Riemann integrable. Then
lim
n→∞
Pt(X(t−) = k) = P 0(X(0−) = k) L-a.s. (34)
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Proof We know from [6] that the Ft-intensity is of the form h(A(t)), where h is the
hazard function of the interarrival times, and A(t) = t − TN(t) is the age process.




Moreover, we know that for L-a.e. t,




Since (X,N) regenerates at the beginning of each busy period, it’s clear that the term
on the right converges. Therefore Proposition 25 yields (34).
Remark 27 Our transient PASTA result tells us that Pt(X(t−) ∈ A) = P (X(t−) ∈
A) for µ-a.e. t. As t gets large, we see that P (X(t−) ∈ A) converges to p(A), where
p is the limiting distribution of X. Furthermore, if
π(A) =
∑n
k=1 1(X(Tk−) ∈ A)
n
,
we see from (25) that Pt(X(t−) ∈ A) converges µ-a.e. t. to π(A). Therefore, p(A) =
π(A), so we have proven a limiting version of PASTA, and our argument involves the
same type of reasoning that’s presented in Kleinrock’s argument.
3.6 Palm Prob. for Semi-Regenerative Processes
As above, N and X will denote Ft-adapted processes on the entire time axis < and
Pt denote the Palm probabilities induced by N . The process X has sample paths in
the Skorohod space D(<) with Borel σ-field B̃.
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We’ve seen how probabilities of the form Pt(S
tX ∈ C) can be expressed in terms
of the underlying measure when 1(StX ∈ C) is Ft-predictable. In this section, we
will investigate how probabilities of this form can be simplified when X is semi-
regenerative with respect to some point process N .
Definition 28 The process X is semi-regenerative with respect to N (whose points
Tn are Ft-stopping times) if, for any negative or nonnegative integer n,
P (STnX ∈ C|FTn) = p(X(Tn), C), C ∈ B̃, (35)
where p(x,C) is a probability kernel from IE to D(<+).
Note that (35) is essentially a Markov property for Yn = S
Tn−1X for n ≥ 1, but Yn
is not a Markov chain with respect to FTn since Yn need not be FTn-measurable. There
are numerous examples of semi-regenerative processes. For instance, a continuous-
time Markov chain is semi-regenerative with respect to its point process of transition
times. The queue-length process of a GI/M/1 queue is semi-regenerative with respect
to its point process of arrivals. This is due to the fact that when a new interarrival
time begins, the time until the next potential service completion is also exponential.
Proposition 29 If X is semi-regenerative with respect to N , then, for µ-a.e. t
Pt(S
tX ∈ C) =
∫
IE
p(x,C)Pt(X(t) ∈ dx), C ∈ B̃.






























The first equality follows from the Campbell-Mecke formula, and the third follows
from the fact that for each n, Tn is FTn-measurable.
Example 30 Suppose that X is the queue-length process of an M/M/1 FIFO
queue, and suppose N represents the point process of arrivals. Let W (t) denote






To see this, note that W (t) = f(StX), where f : D(<) → <+ is defined by
f(x) = inf{s > g(x) :
∑
g(x)≤u≤s
1(x(u) = x(u−)− 1) ≥ x(g(x))} − g(x)















Also, Pt(N(t) = 1) = 1, so from our transient PASTA result, we see that
Et[X(t)] = Et[X(t−)] + 1 = E[X(t−)] + 1 = E[X(t)] + 1.
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Combining the preceding observations proves (36).
We can also say something about the Laplace transform of W (t) under Pt. For






























This Laplace transform of the transient waiting time of a customer that arrives at time
t is as complicated as the generating function of the transient queue length at time
t, which has been studied in the literature. However, we can compute the Laplace
transform of the generating function of the queue length (see [1]), which means we can
also compute the Laplace transform of the waiting time transform. Indeed, assuming











































where ξ and η are the two roots of the equation
λz2 − (λ+ µ+ θ)z + µ = 0.
3.7 Palm Probabilities for Markov Processes
We have seen that the semi-regenerative property allows us to simplify expressions
involving Palm probabilities of events that occur in the “future”, with respect to the
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index of the Palm probability. In this section we present more detailed relationships
between Pt and P for the processes X and N as in the preceding section when X is
a Markov process. Our Markovian assumption will allow us to derive more detailed
relationships by using the stochastic intensity of N to simplify past events, and using
the strong Markov property of X to simplify future events.
Throughout this section, we assume X is a Markov jump process on the time
axis < with transition kernel q(x,A), and M is the point process of its jumps. Let
Xn = X(Tn) and Fn = FTn . Being a Markov jump process means the sequence
(Xn, Tn − Tn−1) is a Fn-Markov chain with transition probabilities
P (Xn+1 ∈ A, Tn+1 − Tn > t|Fn) = q(Xn, A)e−tq(Xn), (37)
where q(x) = q(x, IE). From this it follows that Xn is an Fn-Markov chain with





E[Tn+1 − Tn > t|Fn] = 1/q(Xn). (39)
We will be interested in describing Palm probabilities induced by point processes
that consist of points that form a subset of the transition times of the underlying
Markov process. Moreover, we will be interested in what we refer to as Palm proba-
bilities induced by C-events.
We will use the following terminology from [29].
Definition 31 A C-event of X occurs at time t if StX ∈ C, for C ∈ B̃. The point
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1(Tn ∈ B, STnX ∈ C), B ∈ B
We are interested in probabilities of the form Pt(S
tX ∈ G), where G ⊂ C (for
convenience). Sets of this type allow us to describe a wide variety of events associated
with our Markov process. Learning how to deal with probabilities of this type allows
us to study, for instance, the time that a Markov process spends in a subset, or the
amount of time it takes a Markov process to travel from one subset to another.
To handle such a set C, we will need to assume that it is decomposable, in the
sense that
1(StX ∈ C) = 1(StX ∈ C−X(t))1(S
tX ∈ C+X(t)).
For each element x ∈ IE, C−x is a set in the σ-field generated by the collection of
functions {πt : t ∈ (∞, 0)}, where πt : D(<) → IE satisfies πt(z) = z(t) (i.e. it
refers to the past with respect to time 0), and C+x is a set in the σ-field generated
by {πt : t ∈ [0,∞)}. Notice also that 1(StX ∈ C−x ) is predictable with respect
to the filtration generated by X. The following example will illustrate how this
decomposition works.
Example 32 Suppose C = {z ∈ D(<) : (z(0−), z(0)) ∈ A}, where A ⊂ IE × IE.
Then for each x ∈ IE, C−x = {z ∈ D : (z(0−), x) ∈ A}. Notice that 1(StX ∈ C−x ) is
predictable with respect to the natural filtration induced by X.
Theorem 33 For L-a.e. t,
Pt(S








1(StX ∈ C−x )P (X ∈ C+x |X(0) = x)q(X(t), dx).
Proof Let NC denote the point process of C-events (similarly for G-events). For any
B ∈ B, we see from the semi-regenerative property of X at the transition times, and






























1(StX ∈ C−x )P (X ∈ C+x |X(0) = x)q(X(t), dx)dt
This implies that µC is absolutely continuous with respect to L, with density νC .













1(StX ∈ G−x )P (X ∈ G+x |X(0) = x)q(X(t), dx)dt






without making explicit use of a stochastic intensity. Let
ξ(t) = {X(s) : s < t}
represent the “past” with regard to the time index t; similarly, let
η(t) = {X(s) : s ≥ t}
represent the “present” and “future” with respect to t. We will also need to use
another random variable τt = sup{s < t : X(s) 6= X(t−)}. This variable represents








where f : < → <+, and g : D(−∞, 0]×D((0,∞)) → <+. The use of f allows us to





Expectations like these need to be computed for all Borel sets A in order to generate
expressions for expectations like Et[g(ξ(τt), η(t))].
By the strong Markov property, we can write
h(ξ(Tn), x) = E [g(ξ(Tn), η(Tn+1))|FTn , X(Tn+1) = x] ,
where h : D((−∞, 0])× IE → <+.
The following result is an extension of Lévy’s formula. A similar result can be
found in [29].



















E [f(Tn+1)g(ξ(Tn), η(Tn+1))|Fn, Xn+1 = x]P (Xn+1 ∈ dx|Fn).




[h(ξ(Tn), x)E[f(Tn+1)|Fn, Xn+1 = x]q(Xn, dx)/q(Xn)] .
This follows from the fact that Tn+1 − Tn is conditionally independent of ξ(Tn) and
η(Tn+1), given Fn and Xn+1 = x. Furthermore,









































Substituting this in 41 yields 40.
As we mentioned above, this result is an extension of a result known as Lévy’s
formula , which we now state as a corollary.















As a possible application, let’s suppose we are interested in the amount of time a
Markov process X spends in a finite set I. We will not assume that the process is in
steady-state. Due to our interpretation of Palm probabilities, we see that the sojourn
time probabilities of interest are Pt(W (t) ≤ x), where W (t) is equal to the sojourn
time spent in the set after the last transition into the set before t. Our intuition tells
us that W (t) should be phase-type under Pt, since we enter the set at precisely time
t. Again, notice that
Pt(W (t) ≤ x) =
∑
k∈I





where each Fk is the cumulative distribution function of a phase-type random variable.
From [23], we see that W (t) is phase-type under the measure Pt for L-a.e. t, since it
is just a finite mixture of phase-type distributions.
3.8 Little Laws
Consider a queueing system that operates as follows. Let N denote the point process
on <+ of times at which jobs arrive to the system. For now, assume that N is simple,
and that there are no jobs in the system at time 0. Let X(t) denote the number
of jobs in the system at time t. The sojourn time in the system of job n will be
denoted as Wn, and W (s) will denote the waiting time in the system of the last job
that arrived before or at time s.
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For stationary systems, a classical Little law relates the expected queue length
to the expected waiting time experienced by a customer. If our process (N,X) is
stationary, and defined on <, we can say that
E[X(0)] = λE0[W (0)]
where λ is the rate of the stationary arrival process N .
Here we show that time-dependent expected queue lengths can also be written
in terms of expected waiting times experienced by customers. This requires us to
introduce a generalized notion of a Palm probability. Under our assumptions on F ,
there exists a (µ2-a.e. unique) probability kernel P(t1,t2)(A) such that






where µ2(B×C) = E[N(B)N(C)]. One can interpret P(t1,t2)(A) as the probability of
A, given that N has points at t1 and t2. Furthermore, it’s clear that this idea can be
carried further to construct probabilities that condition on the locations of n points,
for any integer n ≥ 1.




Ps(W (s1) > t− s1,W (s2) > t− s2, ...,W (sn) > t− sn)µn(ds)
where µn(A1×A2× · · ·×An) = E[
∏n
k=1N(Ak)], for Ak ∈ B, and s = (s1, s2, . . . , sn).
Proof For clarity, assume that n = 2 (the other cases follow similarly). Notice that




1(Tn ≤ t, Tn +Wn > t) =
∫
(0,t]
1(W (s) > t− s)N(ds).
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Then, by repeated applications of the Campbell-Mecke formula and Lemma 11.2 in




Ps (W (s1) > t− s1,W (s2) > t− s2)µ2(ds).
Now we will suppose that there are k customers waiting in the system at time 0.
One can easily model this situation by letting N∗ denote a point process with points
T1 = T2 = ... = Tk = 0, and 0 < Tn < Tn+1, for n ≥ k + 1 (N will consist of the
points Tk+1, Tk+2, . . .). Again, we do not assume that customers are served in any





1(Wn > t) +
∫
(0,t]
1(W (s) > t− s)N(ds)

















Ps(W (s1) > t− s1,W (s2) > t− s2)µ2(ds).
Remark 38 Corollary 42 holds for any type of queueing system, regardless of the




Ps(W (s) > t− s)h(s)ds.
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Bertsimas and Mourtzinou [4] derived what is essentially this equation by using a
sample-path approach. The first moment of X(t) was derived using Palm theory in
[24].
If we assume the service discipline of the queue is overtake-free, we can also derive
a distributional form of Little’s result using Palm measures.
Theorem 39 (Distributional Little’s Law) If the queueing system works under an
overtake-free discipline, then
P (X(t) ≥ n) =
∫ t
0
Ps(W (s) > t− s,N(s, t] = n− 1)µ(dt).
Proof This follows by applying the Campbell-Mecke formula to
1(X(t) ≥ n) =
∞∑
k=1
1(W (Tk) > t− Tk, N(Tk, t] = n− 1, Tk ≤ t).
Remark 40 In [4], this result was proved under the additional assumption that
future arrivals do not influence the service times of all customers currently in the
overtake-free system. In our Palm context, this means that, for µ-a.e.s, W (s) is
independent of N under Ps on the interval (s,∞).
Corollary 41 If, for µ-a.e.s, W (s) is independent of N under Ps on the interval
(s,∞), then
E[zX(t)] = 1 + (z − 1)
∫ t
0
Ps(W (s) > t− s)Es[zN(s,t]]µ(ds).
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Proof Under the independence assumption, we see from the result above that
P (X(t) ≥ n) =
∫ t
0
Ps(W (s) > t− s)Ps(N(s, t] = n− 1)µ(ds).
The generating function of X(t) can now be easily derived with simple algebra.
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CHAPTER IV
APPROXIMATION OF JUMP PROCESSES
4.1 Introduction
Finding good approximations for queue-length processes is currently a very active
area of research in applied probability. For example, it is known that under various
heavy traffic regimes, queue-length processes often converge weakly to functions of a
Brownian motion process. The closer the offered load is to one (hence the term heavy
traffic), the better the approximation.
In our research, we are interested in approximating queue-length processes, with-
out placing any assumptions on the parameters of the interarrival and service times
associated with the system. In other words, we want to know what can be said about
queues that do not fit within some sort of classical scaling regime. Our approxima-
tions will be with respect to how close queue-length processes are to each other, and
this closeness needs to be quantified. Fortunately, our processes will take values in a
special subset of D(<+), which consists of the set of right-continuous functions with
left-hand limits.
Suppose {zn}n≥1, z are points in the space D(<+). There are many ways to
measure how “close” zn gets to z as n → ∞. One of these ways involves using
a metric that induces the Skorohod topology . References on this metric include
[12, 34].
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Definition 42 We say that functions zn → z in the Skorohod topology if, for each
T > 0, there exists a sequence of strictly increasing continuous functions λn (possibly










|λn(t)− t| = 0.
Let D0(<+) denote the set of piecewise-constant functions that map from <+ to IE
that only have a finite number of jumps in any compact set, where IE is a metric space
(equipped with the topology generated by the metric). Notice that if a sequence of
functions {zn}n≥1 ∈ D0(<+) is such that the corresponding discontinuity points {tnk}k
converge to {tk}k and the sequence {zn(tnk)}k converges to {z(tk)}k, where z ∈ D0(<+)
is a function with discontinuities at {tk}k, then zn converges to z in the Skorohod
topology. This fact is a powerful one, as it allows us to simplify the problem of
showing that functions converge to showing that vectors converge. More importantly,
many of the well-known queueing systems have sample paths that lie in D0(<+); this
will prove to be very useful throughout the derivation of our results.
This simple observation leads to the following question: suppose Qn is a sequence
of queueing systems, where each system has associated with it a collection of primi-
tives V n (a collection of interarrival times, service times, routing variables, etc.). If
V n converges weakly to V , it is true that Qn converges weakly to Q (with primitives
V ) with respect to the Skorohod topology? In general, the answer is no, as the next
example illustrates.
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Example 43 Consider a sequence of single-server queueing systems Qn (that are
empty at time 0) with deterministic interarrival times Un1 = 5, U
n
2 = 4+1/n, U
n
k = 10
for n ≥ 3, and service times Sn1 = 4, Sn2 = 1, and Snk = 7 for n ≥ 3. Clearly our
primitives converge, but the corresponding queue-length processes cannot converge
with respect to the Skorohod topology. This has to do with the fact that the limiting
process doesn’t have as many jumps as the original process, because an arrival and a
service occur simultaneously at time 9.
This example suggests that if our queueing process is such that arrivals and de-
partures never occur simultaneously, we can approximate it with a simpler queueing
process under the Skorohod topology. However, if this assumption isn’t satisfied,
a weaker notion of convergence must be considered, if one hopes to arrive an an
approximation result.
It should be mentioned that such a question has been studied before. For instance,
Whitt [33] shows this result for queues that do not allow arrivals and departures to
occur simultaneously. His method of proof makes heavy use of the fact that the
queue-length at time t can be written as
Q(t) = A(t)−D(t).
where A(t) and D(t) denote the number of arrivals and departures in (0, t], respec-
tively.
Assuming that Q takes such a form, he then uses standard results from the theory
of convergence of functions in D[0,∞) to arrive at the result. We will prove a more
general statement, by taking advantage of the fact that Q ∈ D0(<+). Our proof will
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also give insight on how to handle the case when arrivals and departures are allowed
to occur at the same time. This proof also shows, in a more elementary way, why we
shouldn’t hope for Skorohod convergence if we allow arrivals and departures to occur
at the same time.
4.2 Jump Processes
Suppose X = {X(t)}t≥0 is a stochastic process that takes values in a metric space IE
that’s endowed with the topology of open sets. We’ll say that X is a Jump Process
if the sample paths of X reside in the space D0(<+). We will denote the jump times
of X as {T ′k}k≥0, with T
′
0 = 0. Recall that membership in D0(<+) implies that, with
probability one, limk→∞ T
′
k = ∞. Notice that our index set is just <+, and it will be
very convenient to associate a notion of time to this set (as is traditionally done in
the literature).
We will assume that X evolves through time as follows: at time T0 = 0, the
current state of X is just X(0). Furthermore, at time 0, a collection of clocks C0 ⊂ C
will begin operating, where C represents the set of all clocks, or the “clock space” of
the process (we will assume that C is countable). We will assume that there exists
a function g : IE → 2C, where g(X(t)) represents the collection of clocks that are
currently running at time t. At time 0, each clock c ∈ C0 will be assigned an initial
value of Wc(0), and the clock values will decrease through time at a rate of rc(X(0))
until it reaches zero, at which time it “alarms”.
These clocks will dictate when and how X transitions through the space IE. In
particular, X will make a possible transition at an action time (i.e. a time at which
56
an alarm goes off). We denote these action points as the sequence {Tk}k≥0, with
T0 = 0. For clarity of exposition, we will define these times in an inductive manner.






Let C∗1 denote the set of clocks that achieve the minimum in (42). Each clock c ∈ C∗1
triggers a new clock R(c, C∗1 , X(0)) (which could be random) to begin operation with
a time of VR(c,C∗1 ,X(0))(1), where R(c, A, x) represents the clock that’s triggered by an
alarming clock c from the alarm set A, while the process is in state x, and Vc(n) is
the time allocated to clock c immediately after begin triggered for the nth time. The
set of clocks that begin operation at time T1 is
C̃1 = {R(c, C∗1 , X(0)) : c ∈ C∗1}.
Each of the clocks in C\C∗1 will assign its remaining time to another clock h(c, C∗1 , C̃1),
where h is a function on {0, 1, 2, ...}× 2C × 2C such that h is one-to-one from C\C∗1 to
C\C̃1.
We will also require a set of clocks Cπ to run continuously throughout the duration
of the process (e.g., a clock representing arrivals into a queue). A clock in this
set can trigger other clocks not in the set to begin (an arrival to an empty system
typically triggers a service to begin), but clocks not in Cπ cannot trigger clocks in Cπ.
Accordingly, the assignment function satisfies h(c) = c for c ∈ Cπ.
Then the set of clocks that are running at time T1 is
C1 = C̃1 ∪ Cπ ∪ {h(c, C∗1 , C̃1) : c ∈ C\C∗1}
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and their wakeup values are
Wc(T1) = Vc(1), c ∈ C̃1
Wh(c)(T1) = Wc(0)− rc(X(0))T1, c ∈ C0\C∗1
Wc(T1) = Vc(1), c ∈ Cπ ∩ C∗1
Wc(T1) = Wc(0)− rc(X(0))T1, c ∈ Cπ\C∗1
and Wc(T1) = ∞ for all other c’s.
To complete our description of the event that occurs at time T1, we will need a
function f that dictates the transition behavior of X. In particular,
X(T1) = f(X(0), C∗1 , C̃1).
We will assume that f(·, A,B) is continuous, for any A,B ∈ C.
As indicated above, the rest of the process can be described using induction.
Suppose that we have constructed the process up to time Tn. Then the next action
time Tn+1 is just





The set of clocks that alarm at time Tn+1 is C∗n+1, and the set of clocks that begin
operating at this time is just C̃n+1 = {R(c, C∗n+1, X(Tn)) : c ∈ C∗n+1}. The next state
visited is of course just X(Tn+1) = f(X(Tn), C∗n+1, C̃n+1).
In order to update the clock times at each action point, we will need to define a
collection of point processes. Notice that the action points {Tk}k≥1 induce a point















Notice that Nc(t) represents the number of times clock c alarms in (0, t], and Ñc(t)
represents the number of times clock c is activated in (0, t].
Thus, the clocks at time Tn+1 are reset according to the following rule:
Wc(Tn+1) = Vc(Ñc(Tn+1)), c ∈ C̃n+1
Wh(c)(Tn+1) = Wc(Tn)− (Tn+1 − Tn)rc(X(Tn)), c ∈ Cn\C∗n+1
Wc(Tn+1) = Vc(Nc(Tn+1)), c ∈ Cπ ∩ C∗n+1
Wc(Tn+1) = Wc(Tn)− (Tn+1 − Tn)rc(X(Tn)), c ∈ Cπ\C∗n+1
and Wc(Tn+1) = ∞ for all other c’s.
To summarize the preceding formulation, we say that the jump process X is
represented by the jump process system
ζ = (X, {Wc}, V, R, r, f, g, h, Cπ).
At this point, the reader may be confused as to how these action times relate to
the jump times of X. For our applications, we will see that the set of jump times are
a subset of the set of action times. In our queueing examples, it will be apparent that
the action times may represent times at which an arrival and a service completion
occur at exactly the same time, which would cause the queueing process to remain in
the same state.
Below are some examples of queues that can be modelled as jump processes.
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Example 44 (FIFO Queues) A FIFO queue can easily be modelled by the preced-
ing framework. In this case, our clock set is just C = {a, s}, where R(a, {a}, 0) = s,
R(a, {a}, 1) = 0, R(s, {s}, 1) = 0, R(a, {a, s}, 1) = 0, R(s, {a, s}, 1) = s, and for
n ≥ 2, R(a, {a}, n) = 0, R(s, {s}, n) = s, R(a, {a, s}, n) = 0, and R(s, {a, s}, n) = s.
We always want our arrival process to operate, so Cπ = {a}. Clearly ra(n) = λ for all
n ≥ 0, rs(0) = 0, and rs(n) = µ for all n ≥ 1, and f(0, {a}, {s}) = 1, f(1, {a}, ∅) = 2,
f(1, {s}, ∅) = 0, f(1, {a, s}, {s}) = 1 and for n ≥ 2, f(n, {a}, ∅) = n+1, f(n, {s}, ∅) =
n− 1, f(n, {a, s}, {s}) = n.
Example 45 (LIFO queues) One can use exactly the same functions to model a
nonpreemptive LIFO queue as well.
Example 46 (Processor Sharing) Suppose we’re interested in a G/G/1 queue op-
erating under processor sharing. Under this queue discipline, all customers in the
system are processed simultaneously, so we’ll need more than two clocks. Our clock
space can be chosen to be {a, s1, s2, s3, ...}, and Cπ = {a}. The details of R are too
cumbersome to list explicitly, but we will give a few examples to show how it’s de-
fined. For example, when there are three customers in the system, {a, s1, s2, s3} is
the set of clocks that are running (to ensure this, we make sure that C0 is of this
form). If a finishes first, then R(a, {a}, 3) = s4. However, if {a, s2} alarm together,
then R(a, {a}, 3) = s4, R(a, {a, s2}, 3) = s3 (and h(s3) = s2), R(s2, {a, s2}, 3) = 0. In
other words, the new arrival occupies clock 3, and all servers switch to lower clocks
(so in this example we’re actually using the h function). If for instance s1 and s2 are
the clocks that achieve this minimum, then R(s1, {s1, s2}, 3) = R(s2, {s1, s2}, 3) = 0
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and h(s3) = s1. The rate functions are obvious: ra(n) = λ for all n ≥ 0, rsk(n) = µ/n
for all n ≥ 1, and rsk(0) = 0.
Notice that networks of such queues can be modelled using jump processes as well.
In this case, our routing functions R are random. R characterizes the randomness
present that controls how particles move from one queue to another. For instance, in
a Jackson network, when a particle leaves a queue it chooses another queue based on
a set of transition probabilities, and the choice of queue is independent of all other
past information.
The idea of allowing a collection of clocks to govern how a process moves through
time is not a revolutionary one. For instance, a very similar idea is used to described
what is referred to as a generalized Semi-Markov process, and these are studied in
the work of Schassberger [27, 28].
4.3 Continuity results
4.3.1 Skorohod convergence
We are now ready to state our main result. A similar result, within the context of
the generalized Semi-Markov processes mentioned above, can be found in Whitt [34].
The statement of the theorem involves the notion of a sequence of functions {fn}n≥1
converging continuously to a function f , which we now define.
Definition 47 We say that a sequence of functions {fn}n≥1 converges continuously
to f if, for each sequence xn → x as n→∞, fn(xn) → f(x) as n→∞.
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Theorem 48 Let ζ, ζ1, ζ2, . . . denote jump process systems as defined above. Suppose
the primitives of ζn converge to those of ζ in that, as n→∞,
(Xn(0), {W nc (0)}c, V n, Cn0 , Cnπ ) ⇒ (X(0), {Wc(0)}c, V, C0, Cπ) (43)
and (rn, fn, gn, hn, Rn) converges continuously to (r, f, g, h, R). Also, assume ζ is
such that |C∗k | = 1 for all k ≥ 1 w.p.1. Then Xn ⇒ X with respect to the Skorohod
topology.
The proof of this result uses the following elementary fact.
Lemma 49 Let u, u1, u2, . . . be vectors in <m, and, for a fixed m, let
I = {i : ui = min
1≤j≤m
uj},
and define In similarly. If un → u as n→∞ and |I| = 1, then there exists an integer
n0 such that I
n = I, for n ≥ n0.
Proof Suppose i ∈ I, and let ε > 0 be small enough so that ui < uj − ε for all j 6= I.
Since un converges to u, there exists an integer n0 such that |unj − uj| < ε/2 for all
n ≥ n0. Then for j 6= I and all n ≥ n0,







which completes the proof.
This lemma does not hold if the cardinality of I is larger than 1. For instance,
take unk = 1/(n+m−k) for 1 ≤ k ≤ m. It’s clear that un converges to the zero vector,
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but In = {1} and I = {1, 2, ...,m}. This keeps us from using the Skorohod topology
to approximate queues that allow arrivals and departures to occur simultaneously
(recall the remark at the beginning of the section).
Proof It suffices to show by induction that, with probability one,
lim
n→∞












= (Tk, X(Tk),Wc(Tk), Ck, Nc(Tk), Ñc(Tk)), k ≥ 0.
Clearly this is true for k = 0 by assumption (45). Now suppose it is true for some k.
Then there exists an integer n0 such that C
n
k = Ck for all n ≥ n0. Thus, for such n,
we see that










By Lemma 49, there exists an integer n1 ≥ n0 such that for all n ≥ n1, C∗nk+1 is
constant, so it converges to C∗k+1. Since C
∗
k+1 is finite, there exists n2 ≥ n1 such that
C̃nk+1 is the same for all n ≥ n2, so this sequence also converges to C̃k+1. Therefore,for
all n ≥ n1, Cnk+1 converges to Ck+1 (since the set Cπ is the same for all n). This
fact immediately shows that the sequences Nc(T
n
k+1) converge to Nc(Tk+1) (and sim-





to Wc(Tk+1), and by continuity, we see that T
n
k+1 converges to Tk+1. Finally, our con-
tinuity assumption of f allows us to conclude that Xn(T nk+1) converges to X(Tk+1).
Thus, (44) is true for k + 1, which completes the proof.
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4.3.2 A More General Convergence Result
As mentioned previously, to approximate queueing systems that allow arrivals and
departures to occur simultaneously, we will need to consider a weaker notion of con-
vergence.
We say that zn → z in DJ (here DJ stands for Disappearing Jumps) if there
exists a sequence of points {tnk}k≥0 and a collection of sequences {ν(k)n}k≥0 indexed













This notion of convergence allows us to consider a sequence of functions containing
jumps that “disappear” in the limit. It is easy to show that the queue-length processes
given in Example 43 converge in this sense.
Theorem 50 Let ζ, ζ1, ζ2, . . . denote jump process systems as defined above. Suppose
the primitives of ζn converge to those of ζ in that, as n→∞,
(Xn(0), {W nc (0)}c, V n, Cn0 , Cnπ ) ⇒ (X(0), {Wc(0)}c, V, C0, Cπ) (45)





Then there exists random times {ν(k)n}k≥1 such that, for each k ≥ 0,
T nν(k)n ⇒ Tk,




ν(k)n), {W nc (T nν(k)n)}c, Cnν(k)n , {Nnc (T nν(k)n)}c, {Nnc (T nν(k)n)}c)
⇒ (X(Tk), {Wc(Tk)}c, Ck, {Nc(Tk)}c, {N∗c (Tk)}c).
Moreover, these random elements converge jointly in distribution.
We will require an extra condition on our process. Let A : <C+ → <
C
+ be defined







In other words, A just maps the clock values at time Tk to the clock values at
time Tk+1. The reason we are introducing this notation is because we will require
the queueing processes to satisfy a sort of preservation assumption. Consider, for
example, the clock times {Wc(Tk)} at time Tk. If |C∗k | = m > 1, we realize that m
clocks will ring at time Tk+1. The preservation assumption says the following: suppose
that a process is currently at time t0 in state x with clock set Cx. If we know that
a collection of clocks {c1, c2, ..., cm} (that could possibly all alarm simultaneously)
have alarmed at times tc1 , tc2 , ..., tcm > t0, and only those clocks have alarmed in the
interval (t0, t], where t = max1≤i≤n tci , then at time t, the process will be in state y
with clock set Cy, and y is independent of tc1 , ..., tcm .
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where for two sequences {ac}c, {bc}c
B{an}n({bn}n)k =

bk, if ak <∞;
∞, if ak = ∞.
The reader should note that our jump process representations of FIFO, LIFO and
Processor Sharing queues satisfy this assumption.
Proof We will prove this result by induction on k. In particular, we will verify the
theorem for the case when, for each n, ν(0)n = 0, and for each k ≥ 0, ν(k + 1)n =
ν(k)n + |C∗nν(k)n+1|. As before, assume that our initial conditions converge w.p.1. We
assume that ν(0)n = 0 for all n ≥ 1, and for n ≥ n̂, we find that




converges to T1 w.p.1, and so this proves the result for the case when k = 0. Now
suppose that we know that for an integer k,
T nν(k)n → Tk, w.p.1




ν(k)n), {W nc (T nν(k)n)}c, Cnν(k), {Nnc (T nν(k)n)}c, {Nnc (T nν(k)n)}c)
→ (X(Tk), {Wc(Tk)}c, Ck, {Nc(Tk)}c, {N∗c (Tk)}c) w.p.1.
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Due to the discrete nature of the clock sets, we know that there exists an n0 such















At each c ∈ C∗k+1, a new random variable V nc (Ñnc (T nν(k)n + 1)) is selected as a new















(recall (46)). Futhermore, there exists an η ∈ (0, δ/2) and an integer n2 ≥ n1 such








Futhermore, for any ε we choose that satisfies 0 < ε < η, there exists an integer








− α| ≤ ε.
Therefore, for any n ≥ n3, the first |C∗k+1| clocks that will ring after time T nν(k)n are the
clocks that belong to the set C∗k+1 (a careful reader should realize that this statement
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is very similar to what we needed to verify in the previous proof with the use of
Lemma 49) , and T nν(k+1)n+1 − T nν(k+1)n ≥ η + α− (α+ ε) = η − ε > 0. Thus, for such
n we see that























ν(k+1)n) = Nc(Tk+1) and
Ñnc (T
n
ν(k+1)n) = Ñc(Tk+1) for n ≥ n3. The preservation assumption also tells us that
Xn(T
n






Finally, it is easy to use what we have just proved to show that









converges to Tk+2, and this completes the proof.
4.4 Phase-type Approximation
Suppose that we are interested in the queue-length process Q = {Q(t) : t ≥ 0}
corresponding to some queue of interest. Notice that if Q can be modelled as a jump
process, then Theorems 48 and 50 imply that Q can be approximated in some sense
by a sequence of queues Qn, such that (rn, fn, gn, hn, Rn) = (r, f, g, h, R), provided
that both the primitives and the initial conditions of Qn converge to those of Q.
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Notice that in this case, the queue discipline of Qn, for each n ≥ 1 is the same as that
of Q; only the primitives and initial conditions may be different.
A random variable ξ is phase-type if its distribution is that of an absorption time of
a finite-state continuous time Markov chain. It is well known that, for any nonnegative
random variable ξ, there exists a sequence of phase-type random variables ξn such
that ξn converge weakly to ξ.
Our convergence results show that to approximate the queue-length process of a
queue that possesses renewal interarrival and service times, we need only approximate
the interarrival times and the service times with appropriate phase-type distributions.
However, it should be mentioned that finding a good phase-type approximation to
a random variable can truly be a difficult task, and there are many papers in the
literature that are devoted to this topic. See, for example, [31]. Most of the literature
is also devoted to fitting phase-type distributions to data. This makes our result
very appealing, not only for the fact that it can be used to approximate any queue
in theory, but also for the fact that many researchers are currently working on the
problem of both efficiently collecting data on queueing systems, and fitting phase-type
distributions to the data. For example, Brown et. al. [7] collect data on interarrival
times, service times, waiting times, etc. from a small telephone call center.
Furthermore, it is also known (see [2]) that any point process on <+ can be
approximated by a sequence of Markovian arrival processes (while considering the
weak topology on the space of measures). This allows us to approximate queues
with dependencies among the interarrival times, and among the service times. The
reader should notice that in our jump process models, we do not specify any sort of
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independence structure amongst the primitives or the initial conditions.
4.5 Convergence to Markov jump processes
Even though we can now approximate any type of queue that fits within our jump
process framework, there still may be problems with implementing such an approxi-
mation.
In order to approximate a random variable ξ with a phase-type random variable
ξ̃, we need to know some more about the properties of ξ. At the very least, we should
hope that there is data available that represent realizations of ξ. If so, we can use
many of the known existing algorithms that create parameters for ξ̃ based on the
data. Similarly, we would need this kind of information if we want to approximate a
general queueing system with one that consists of primitives that are phase-type.
But what if such data does not exist, or is not available to us? Well, in this
case we need some sort of universal conditions to exist such that our complicated
queueing system is “close” in some sense to a much simpler queueing system when
these conditions are satisfied. From the viewpoint of our continuity results, we should
hope that if {Qn}n≥1 represents a sequence of queue-length processes converging to
a simpler queueing process Q, our complicated process is one of the terms that are
deep within the sequence. In other words, we’d like for our process to be equal in
distribution to Qn0 , for some very large n0.
This sort of philosophy is very standard in the queueing approximation literature.
Indeed, there are numerous papers in the literature that seek to approximate systems
that satisfy certain conditions with simpler processes. These simpler processes are
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typically functions of a Brownian motion, or some other type of diffusion.
In this section, we will attempt to find conditions under which a sequence of jump
processes converges to a Markov jump process. To do this, we need to know precisely
when a jump process is a Markov jump process. For instance, suppose that there
exists a jump process such that {Vc(k)}k≥1,c∈C and {Wc(0)}c are exponential random
variables. Can we then conclude that the corresponding jump process X is a Markov
jump process? It turns out that we can in this case, provided some extra conditions
hold.
Theorem 51 Suppose the jump process system ζ satisfies the following assumptions:
(a) The random variables Vc(n), for c ∈ C and n ≥ 1, are i.i.d. and are independent
of X(0) and {Wc(0)}c.
(b) Conditioned on X(0), the Wc(0) is exponential with rate λc, and Vc(n) is expo-
nential with rate λc, for all n ≥ 1.
(c) For any clock a, λa = λh(a).




λcrc(x)1(f(x, c, R(c, {c}, x)) ∈ B), x ∈ IE, B ∈ E .
Proof Suppose it were true that, on the set {X(Tk) = x},
P (Wc(Tk) > wc, c ∈ g(x)|FTk) = e
−
∑
c∈g(x) λcwc . (47)
Then given FTk ,Wc(Tk) is exponential with parameter λc, for c ∈ g(x), soWc(Tk)/rc(x)
is exponential with parameter λcrc(x). Therefore, we see that on the set {X(Tk) = x}













1(f(x, c, R(c, {c}, x)) ∈ B)λcrc(x)
q(x)
e−q(x)t
which proves that X is a Markov jump process.
It remains to prove (47). By property (b), we know that the result is true for
k = 0. Now assume that it is true for some k. Our induction hypothesis tells us
that, conditional on FTk and on the set {X(Tk) = x}, Wc(Tk) is exponential, so there
exists a unique clock c∗ such that C∗k+1 = c
∗. Let c̃ = R(c∗, {c∗}, x). Then on the set
{X(Tk) = x},
P (Wc(Tk+1) > wc, c ∈ g(X(Tk+1))|FTk+1)
= P (Vc̃(Nc̃(Tk+1)) > wc̃,Wc(Tk+1) > wc, c ∈ g(XTk+1)− c̃|FTk+1)
= P (Vc̃(Nc̃(Tk+1)) > wc̃,Wh(a)(Tk+1) > wh(a), a ∈ g(XTk)− c∗|FTk+1)












Thus, (47) is true for k + 1, which completes the proof.
With the preceding result in mind, we would like to find situations where our
primitives converge to exponential random variables. Suppose we are interested in
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scenarios where our sequence of interarrival times {Unk }k converges to an i.i.d. se-
quence of exponential random variables {Uk}k. Let Nn denote a point process with




j . Clearly we can think of Nn as a random element in the space
D(<+). The following result relates convergence of Nn to convergence of {Unk }k.
Proposition 52 Nn converges weakly to N in D(<+) with respect to the Skorohod
topology if and only if {T nk }k converges weakly to {Tk}k.




P (T n1 ≤ t1, T n2 ≤ t2, ..., T nm ≤ tm) = limn→∞P (Nn(t1) ≥ 1, Nn(t2) ≤ 2, ..., Nn(tm) ≥ m)
= P (N(t1) ≥ 1, N(t2) ≥ 2, ..., N(tm) ≥ m)
= P (T1 ≤ t1, T2 ≤ t2, ..., Tm ≤ tm).
Thus, {T nk }k converges weakly to {Tk}k.
Conversely, suppose the last statement holds. By the Skorohod representation
theorem, we can assume the sequences converge w.p.1. Then Nn converges w.p.1.
to N with respect to the Skorohod topology, since one can obviously pick increasing
functions λn, where λn is defined by linear interpolation between points Tk and Tk+1,
and λn(Tk) = T
n
k .
Fortunately, there are results in the literature that provide conditions for a se-
quence of point processes {Nn}n≥1 to converge to a Poisson process N . One of the
usual assumptions is that each Nn can be written as the sum of point processes that
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are “uniformly sparse”. In other words, the point processes that make up each sum
form what we will refer to as a null array, which we define below (see [15] for more
details):
Definition 53 Let {Nn,k}n≥1,k≥1 be a collection of point processes on <+. We say
that this collection forms a null array if for each fixed n, the point processes {Nn,k}k





E[|Nn,k(B)| ∧ 1] = 0.
Here is one such theorem (see [15]).
Theorem 54 Let Nn,k be a null array of point processes on <+, and consider a




if and only if (i) limn→∞
∑
k P (Nn,k(B) > 0) = µ(B) for all relatively compact sets B
such that µ(∂B) = 0.
(ii) limn→∞
∑
k P (Nn,k(B) > 1) = 0 for all relatively compact sets B.
This result intuitively tells us that our continuity results should be useful when
approximating queues who receive arrivals from many sources, each with long inter-
arrival times. The reason we require each source to have long interarrival times is
due to the fact that the point processes in the theorem form a null-array.
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