Background
Randomized clinical trials serve as the gold standard for providing strong evidence for the effects of new and existing treatments. 1 For numerous reasons including ethical and financial costs, however, it is not always feasible to conduct such trials. Alternatively, observational studies have a long history of providing evidence for comparative effectiveness of treatments and interventions, and can also serve as justification for conducting a definitive randomized clinical trial. [2] [3] [4] The presence of confounding, however, can threaten the ability of an observational study to draw causal inference. 5 Methods based on the propensity score (PS), defined as the conditional probability of being assigned a particular treatment given the subject's observed baseline covariates, can be used to mitigate issues of confounding present in observational studies. [6] [7] [8] While the true PS is not typically known, it can be estimated using logistic regression or other machine learning techniques. 9 PS-based methods include matching, inverse probability of treatment weighting (IPTW), stratification or subclassification, and covariate adjustment. 7,9-11 PS matching (PSM) is one of the more common tools used among the PS-based techniques and, thus the primary focus of the study presented here.
By way of background, we can estimate the average treatment effect in the treated (ATT) using PSM under the potential outcomes framework. 12, 13 PSM produces unbiased estimates of the ATT, under the assumptions of strongly ignorable treatment assignment (SITA) 6 , which requires 1) the exposure to be independent of potential outcomes given a set of covariates (unconfoundedness) 2) the probability of receiving each treatment conditional on any set of covariates to be strictly between zero and one (positivity), as well as the Stable Unit Treatment
Value Assumption (SUTVA) 14 , which states that the outcome of a subject is not affected by the treatment assignment of other subjects. Once these assumptions are met, researchers can choose from a variety of matching methods. This paper focus on nearest neighbor matching.
Other choices in matching include greedy or optimal matching, with or without replacement, one-to-one or many-to-one matching. 15 Individuals with comparable PSs and discordant exposures will be matched to achieve balance in covariates in the PS model across the comparator groups of interest. One way to ensure quality of matches is to introduce a caliper, although this introduces potential bias and inefficiency by discarding treated units outside the area of common support. [15] [16] [17] [18] Once balance of covariates has been achieved in the matched samples, an analysis can be conducted to estimate the treatment effect and its variance. In contrast to a simple comparison between the treatment groups within the matched samples, a regression-based treatment effect estimator removes residual imbalance in covariates between treatment groups by adjusting for confounders in the model after matching. 15, 19, 20 The variance estimation of the treatment effect in the context of PSM is not straightforward and remains controversial despite the large body of literature devoting attention to this issue. 15, 19, [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] In addition to the uncertainty in the treatment effect estimation, researchers disagree on how to account for uncertainty in the PS estimation 15, 25 or in the matching process 21, 26, 29 , if at all. Based on the current literature, we considered two variance estimators as relevant choices: a robust cluster variance estimator 26 to account for the clustering induced by matched observations as well as a bootstrapped-based estimator 28, 31 as it takes into account uncertainties in both the PS estimation and the matching process.
The statistical validity of PSM is threatened in the presence of missing data. 11, [32] [33] [34] For example, if systematic missingness exists among measured confounders, the estimated ATT may be biased. The most common approaches to handling partially observed confounders in PSM include complete-case analyses (CC), complete-variable analysis (CVA), and single imputation methods. 37 In the former, subjects missing at least one confounders are excluded from the analysis. 35, 36 Importantly, CC produces unbiased estimates when data are missing completely at random (MCAR), i.e. missingness is not related to either observed or unobserved data.
Complete-variable analysis (CVA) involves excluding variables with missingness from the analysis, and single imputation methods have been applied in this context although less frequently than CC and CVA. 37 Multiple imputation (MI) is a reasonably flexible method for handling missing data with good statistical properties that leads to unbiased and efficient estimators of parameters of interest when the data are missing at random (MAR), or when the missingness is related to observed data and not unobserved data conditional on the observed 38 .
MI may also be applicable when data are missing not at random (MNAR), or when missingness is related to unobserved variables, although researchers either need to explicitly model the missing data mechanisms under MNAR. 39 The implementation of MI even in the simplest of contexts, however, requires that the user make numerous decisions which can greatly impact the results. 40 Among the two modelling approaches of MI, our study focuses on fully conditional specification (FCS) instead of joint modeling (JM) for its flexibility to accommodate multiple data types and its increase in application. 41 In the context of PSM, MI presents unique issues. To incorporate the PS when using MI, one has to (1) estimate the PS and (2) integrate the PS into the analysis to obtain the treatment effect.
There are multiple options for the estimation step. Specifically, it is not clear whether one should impute the confounders first and then estimate the PS, referred to as a passive approach 40 , or whether one should impute the PS as if it were any other variable, referred to as an active approach 42 . The question of imputing in the presence of derived variables is not new and has been discussed in previous contexts, including for imputing interaction terms and higher-order terms; [42] [43] [44] [45] [46] however, the approach utilized in the context of PSM has been limited. [47] [48] [49] Active approaches have been promoted as bias-reducing because all variables and their interrelationships are considered in the imputation process, reflecting a proper and congenial imputation approach. 40, [50] [51] [52] In contrast, passive approaches have been supported because they result in internally consistent imputations (where the PS for subjects will perfectly correspond to its estimation as a function of their underlying confounders). Regarding the integration of PS, one can apply PSM within each imputed dataset and then arrive at an overall treatment effect estimate by averaging the effects obtained across imputed data sets (known as within integration). Alternatively, one can average the PSs across the imputed data sets, obtain one PS before estimating treatment effect from PSM (known as across integration). [47] [48] [49] 53 We are not the first to consider MI methods when using PSM for causal inference. [47] [48] [49] However, significant gaps in methods remain, as work to date has been limited and has consisted of only one form of passive imputation (where confounders are first imputed without consideration of the PS, which is subsequently estimated) along with within and across integration strategies. [47] [48] [49] We build upon this excellent body of literature by evaluating active imputations and variations of passive imputations that allow the consideration of auxiliary terms in the imputation model. Further, there is no consensus as to how to best estimate the uncertainty of the treatment effect. This paper presents a novel simulation study to comprehensively evaluate imputation and integration approaches in the context of PSM for the purpose of causal inference. Section 2 details gaps in the current literature that examined MI for PSM. Section 3 describes our methods for conducting a simulation study. We present our findings in Section 4 and discuss interpretation of our findings that inform best statistical practice in Section 5.
Multiple Imputation Methods for PSM
MI is a simulation based statistical tool to handle missing data, which involves three main steps.
In
Step 1, multiple sets of plausible values of the missing variable are generated based on the posterior predictive distribution of observed variables to reflect the uncertainties of the imputation process. In Step 2, analyses are performed within each imputed dataset independently, before their results are combined with the application of Rubin's Rules in Step 3. 54 It has been well established in the MI literature that the outcome should always be included in the model when regression parameters are of interest. 38, 40, [55] [56] [57] In the context of PSM, the various strategies we consider (described below) involve Steps 1 and 3.
With respect to Step 1, there are two broad categories of MI strategies that have been introduced in the literature for derived variables or variables that are functions of other variables: active (MI-active) and passive (MI-passive) (Figure 1a) . Such derived variables include interaction terms, higher order terms, ratios of two variables (e.g. body mass index), and rates of change. [42] [43] [44] [45] [46] In MI-active, the derived variable is imputed as if it were any other variable. 42 The simplest, "regular" form of MI-active, MI-regActive, involves calculating the derived variable in complete cases and imputing it together with all other missing variables in the imputation process, with no consideration of its known relationship to the variables involved in its derivation. MI-regActive is a proper imputation method, as all the relationships specified in the scientific model are included in the imputation models, i.e. the imputation model is congenial with the scientific model. 40, [50] [51] [52] Although MI-active is advantageous for its consideration of entire covariance structure, some argue that it undermines the imputation process by creating internally inconsistent values. This motivated a re-derived version of MIactive where the derived variable is recalculated post-imputation (MI-redActive). 42 In contrast to MI-active approaches, MI-passive approaches maintain the internal consistency between variables used to construct the derived variable and the derived variable itself. 40 In this case, the derived term is not to be imputed but derived after imputing the variables involved in the term's construction. PS estimates need to be integrated in the analysis to estimate the treatment effect. There has been considerable work in examining integration methods for MI-derPassive. Specifically, the PS can be estimated and incorporated within each imputed data set (INT-within) prior to obtaining the treatment effect through summarization in Step 3, or the PS can be averaged across the imputed data sets after completing
Step 1 and applied to the original data set to obtain the treatment effect (INT-across). [47] [48] [49] An additional variation on INT-across, has been previously applied in the context of IPTW. It involves averaging both the estimated regression coefficients corresponding to the covariates used to estimate the PS model and the covariates values themselves to arrive at one PS that can be applied to obtain the treatment effect. 53 The rationale is that the PS coefficients are more suitable for combination using Rubin's Rules given their distributional properties than are the PSs themselves, which are confined to be between 0 and 1 (Figure 1b) .
We comprehensively evaluate the different combinations of MI imputation and integration strategies described.
How to best estimate the variance of the treatment effect in the context of PSM when applying
MI is an open research topic. [47] [48] [49] In addition to the complications in variance estimation in PSM 
Simulation Study Design
We conducted an extensive simulation study to assess the performance of various MI-based strategies and commonly applied methods when estimating the treatment effect using PSM. In all scenarios, we included two binary confounders of the relationship between treatment and outcome, a binary variable representing the treatment or exposure of interest, and a continuous outcome. Missing values were present in one of the two confounders whereas the treatment and outcome variables were always fully observed. For each scenario, 1,000 simulated data sets were generated, each consisting of = 2000 subjects. All data analyses were conducted in R version 3.5.1. 62 MI and PSM were implemented using the mice and Matching packages respectively. 63, 64 The R code to replicate this study is publicly available in a Github repository at https://github.com/yling2019/psm_mi. Below we provide details on the data generation, missing data mechanisms, missing data methods considered, and metrics for performance evaluation.
Data generation
Confounders. Two binary variables = ( ' , ) ) that confound the relationship between treatment and outcome were generated, by first creating two variables from a bivariate normal distribution (correlation of 0.5) each with mean 0 and variance 1, which were then dichotomized at the mean.
Treatment indicator.
A binary treatment variable was generated from a binomial distribution such that:
where ' = ) = 2 so both covariates contributed equally to the treatment assignment. The intercept of the treatment 6 was selected such that roughly 30% of subjects were treated, to reflect real-world datasets where there are often many more control subjects than treated.
Outcome. A continuous outcome variable was generated as a linear function of the treatment and both covariates.
where ' = ) = 2 so both covariates were equally and positively associated with outcome and ~ (0, 10 ) ). The intercept 0 was set to zero and the true treatment effect : was set to 2.
Auxiliary variables. An auxiliary variable ) was generated to be highly correlated with ) (correlation = 0.98). An additional auxiliary variable @A was generated to be highly correlated with the estimated PS score (based on full observed data, with correlation of 0.98). More specifically, setting ẟ 6) = 1, ẟ 6@A = 0, ẟ ') = ẟ '@A = 10, the auxiliary variables were generated as:
where ~ (0, 1 ) ).
Missing data mechanisms (MDMs)
Missingness was always induced in ) , whereas ' was fully observed. We induced missing data in ) according to five different mechanisms: MCAR, MAR1, MAR2A, MAR2B and an MNAR scenario. Whereas MAR1 represented a simple MAR scenario, MAR2A and MAR2B were more sinister scenarios that captured the complexity of MDM in real-world datasets. In MAR1, MAR2A, and MNAR, missingness was related to treatment and outcome. In MAR2A, missingness was also related to ) , the auxiliary variable associated with ) . In MNAR, missingness was also related to ) . Let ) be an indicator variable denoting whether ) is missing ( ) = 1) or not ( ) = 0). We set F and )F to be dichotomizations at the median of the outcome variable Y and auxiliary variable ) respectively. Under each MDM, the intercept 6 was selected such that 50% of the observations were missing. Let '' = 5, 66 = 1, and be an indicator variable. Missingness in ) was induced as follows:
MAR1:
MAR2A:
MNAR:
To study the impact of having a partially observed auxiliary variable, we also induced missingness in ) according to a second MAR2 missing mechanism, MAR2B, based on treatment, outcome, and PS. Letting @AF be the dichotomizations of @A , missingness in ) was induced as follow:
MAR2B:
Additionally, we induced missingness in the auxiliary variable, @A , under three scenarios that assumed MAR2B for ) : aux_MCAR, aux_MAR1, and aux_MAR2. In both aux_MAR1 and aux_MAR2, missingness was related to and F , where F is the dichotomization at the median of the PS estimated using full data prior to inducing missingness. Let N be an indicator variable denoting whether @A is missing ( N = 1) or not ( N = 0). The intercept term e 6 was selected to ensure 20% missingness in @A and missingness can be expressed as: where e '' = 5, e '6 = 0, e 6' = 0, e 66 = 5 in aux_MAR1 and e '' = 0, e '6 = 5, e 6' = 5, e 66 = 0 in aux_MAR2.
Missing data methods
Common missing data methods. We applied various missing data methods that are widely used in the medical research literature including CC, CVA, mean imputation, and the use of missing data indicators.
Multiple imputation strategies. Figure 1 
PSM and treatment effect estimation
We estimated coefficients ' and ) using a correctly specified logistic regression model,
. PS scores were estimated as the fitted values of the regression model on the response scale. One-to-one nearest neighbor matching without replacement was applied. Subjects were matched by PS scores with calipers of width that is 0.2 of the standard deviation of the logit of the propensity score. 16, 65 After matching subjects, the treatment effect was estimated using standard linear regression methods, by regressing on and confounders ' and ) to obtain the estimate for the beta coefficient representing 26 with the exception of cases where INT-across was applied, as in the presence of multiple data sets, there were multiple sets of ' and ) .
Variance estimation
In the absence of missing data, we used two approaches to estimate the uncertainty of the treatment effect: (1) a robust cluster variance estimate 66 that accounts for the matched design and (2) a bootstrapped variance calculated as the standard deviation of treatment effects in 1,000 bootstrapped samples to account for both PS estimation and the matching process.
When commonly applied missing data methods were considered, the robust cluster variance estimator was used. When MI was applied in the context of PSM, we compared 1) the robust cluster variance estimator and 2) a bootstrapped variance. For the former, when the integration strategy was INT-within, a robust cluster variance was estimated within each of the imputed dataset, before application of Rubin's Rules to yield one final variance. For both INTacross and INT-across2, Rubin's Rules do not apply; instead we obtain only one robust cluster variance. For the latter, the detailed procedure is described as follows:
1. Sample with replacement = 2000 rows from the observed dataset = ( , , , , )
to obtain a bootstrapped dataset F which contains missing values; 
Performance metrics
After PSM, we examined the percentage of treated subjects matched and the standardized differences of covariates after matching. For mean imputation, standardized differences were calculated in the original full data and the imputed data. For missing indicator variables, standardized differences were calculated in the full data without missingness, as well as its observed and missing part. For INT-within, standardized differences were calculated in 1) each of the imputed datasets 2) the full dataset. For INT-across and INT-across2, standardized differences were calculated in 1) the average of imputed dataset and its observed and imputed parts respectively 2) the full dataset. 53, 55 For each missing data method, we report on bias, variance, mean squared error (MSE), relative MSE (relative to PSM in the full dataset), and coverage probability summarized over 1,000 simulations per scenario. 67 Reference metrics for missing dat methods were based on applying PSM to the full data (PSM_full).
Results
We validated the data generation process by comparing the resulting bias and standard error from fitting the true data generating model to that obtained from applying PSM to the full data (PSM_full). Both methods yielded unbiased treatment effect estimates (bias = -0.006 in both cases). PSM yielded a higher standard error as expected due to discarding unmatched samples (0.313 using regression in the full dataset and 0.380 using PSM_full). Coverage reached the nominal level of 95% using both methods. These results matched well with their corresponding empirical standard error (0.306 and 0.376 respectively). In PSM, the robust cluster standard error and bootstrapped estimators were comparable (0.380 in both cases) and close to the empirical (0.376).
Commonly applied missing data methods
Of the commonly applied approaches, CC had the most favorable MSE relative to that the of 
Variance estimation in MI-based strategies
While the robust cluster variance estimator and the bootstrapped-based variance estimator were comparable in the absence of missing data, differences were observed in the presence of missingness and when MI was applied. Specifically, the robust cluster variance estimator 
Comparing various MI strategies
For simplicity, we start by describing performance of MI strategies under MAR2A, as MAR2A
was induced to reflect a realistic but complex MDM. For all MI strategies, balance was achieved such that the absolute standardized difference in ' and ) between treated and controls based on the imputed dataset was below 0.1 with the exception of MI-regActive in the presence of an auxiliary term (Appendix Table A2 
The impact of auxiliary terms
Under MAR2A, when a fully observed auxiliary term, ) , was included in the imputation model, Inclusion of the auxiliary variable was required to obtain nominal level of coverage probability in both MAR2A and MNAR (Figure 4) . standard error and MSE, the order did not change our conclusions on the best performing imputation and integration MI strategies as mentioned above.
Comparison across MDMs
When auxiliary variables were not incorporated into the imputation model, MI-derPassive outperformed MI-redActive, followed by MI-regActive in terms of rMSE, bias, and efficiency (Appendix Table A3 and 
Discussion
We investigated several pragmatic research questions concerning how to optimally apply MI when utilizing PSM in the presence of a partially observed confounder. We compared the performance of non-MI missing data methods that are commonly applied along with various MI-based strategies that vary both in how the PS is estimated or imputed and in how the PS is integrated into the analysis. In addition, we evaluated the impact of inclusion of an auxiliary term in the imputation model on the ranked performance of the strategies as well as the impact of the order of inclusion when there is more than one variable with missing data.
Among the commonly applied missing data methods, CVA and single imputation methods (mean imputation and missing indicator imputation) led to large bias in our simulation study. In contrast, CC was not as biased due to the use of a caliper that ensured only those subjects with closely matched PSs were included. CC did, however, suffer from loss of efficiency. There was large heterogeneity among the MI strategies considered. While MI-derPassive INT-within performed well in MCAR and MAR1, inclusion of the auxiliary variable in the imputation model was necessary to achieve nominal coverage under MAR2A and MNAR. Based on our results, we recommend applied researchers to 1) adopt MI-derPassive approaches; and 2) consider INTwithin for mild MDMs (MCAR and MAR1) and INT-across for MDMs that are more complex. We note that this choice requires deep thought into the MDM and relies on unverifiable assumptions and our understanding of the nature of the study and variables involved.
Sensitivity analyses that demonstrate no difference may be reassuring, whereas those that highlight differences may reflect incorrect assumptions about the MDM. We also recommend 3) use of the bootstrap to estimate variance; and 4) inclusion of key auxiliary variables in the imputation model if available.
Our study is important in identifying the limitations of commonly applied methods.
Considerable bias and inefficiency were observed among all commonly applied methods relative to that yielded by applying PSM to the data set with no missing values. At least one of the MI-based strategies always outperformed the commonly applied methods. Importantly, when applying PSM, it is well established that balancing diagnostics are useful tools to guide analyses, and this proves difficult with commonly applied methods. In particular, if balance --as reflected by standardized differences in covariates --is not achieved, additional differential modeling of the PS should be considered. It is important to note, however, that in the presence of missing data, simple diagnostics are not straightforward to obtain. For example, while CC can be applied using those matched pairs where balance is achieved, bias may still occur because of the observations not included due to missingness. For missing indicators, we were unable to achieve balance in the variable with missing data, as revealed in our simulations when we parsed the data by observed and missing data to evaluate balance in these respective parts.
Thus, in practice, one may have a false sense of the balance as the user is only privy to assessing the balance in the observed data. Similarly, application of mean imputation distorts the distributional properties of the variable with missing data, potentially yielding a distorted view of balance when the imputed values are utilized in calculating the standardized differences (Appendix Table A1 ). Finally, for CVA, a false sense of security may be given when evaluating balance in only one variable, when exclusion of the other variable could lead to bias.
We have primarily examined the differences between passive and active MI methods when a derived variable, such as PS, was considered in the analysis and only partially observed. MIderPassive methods surpassed MI-regActive approaches in almost all performance metrics across all MDMs. Although active MI methods were proposed so the entire covariance structure of all variables including the PS itself could be retained, the covariance structure between PS and the PS variables is complex and difficult to learn using complete cases only. Unlike usual derived measures (e.g. interactions and higher order terms) that are derived as a simple function of other variables, PSM requires estimation. In this way, PS is different from other derived variables in that the exact function will vary depending on the data considered. This was particularly relevant for MDMs that were not MCAR, where PS --estimated from complete cases may be biased depending on the MDM -introducing further bias into the imputation procedure and consequently the treatment effect. Such bias was also reflected in the difficulty to achieve balance both in the imputed and fully observed data under MI-regActive (Appendix Table A2 ). Further, the poor estimation of the treatment effect has implications for estimates of uncertainty. More specifically, the bootstrapped-based variance involves multiple draws of the data with application of MI-regActive coupled with PSM performed on each draw. As the bias introduced in the estimation of the treatment effect highly varies across the draws, this leads to an increased estimate of the variation (Appendix Figure A1) MAR2A and MNAR conditions. We also share the perspective of Leyrat and others 53 that it was more straightforward to assess balance in INT-within strategies and observed that the covariates were mostly balanced in both the imputed and full data sets (Appendix Table A2 ).
Further, Leyrat and others pointed out that the INT-across and INT-across2 produced consistent estimators only when both the observed and imputed data were balanced. 53 covariates. By including a strong auxiliary variable in the imputation process, we showcased the maximal performance improvement given any auxiliary variable. In practice, the strength of auxiliary variable varies and consequently the improvement in performance may be moderate.
There are several limitations to our study. As with any simulation study, we recognize that the limited scope of our simulations may compromise generalizability. Specifically, only two covariates were included in the PS, and there were only main effects in the data generating mechanism. We also only considered the scenario when one confounder was partially observed, whereas missingness of covariates that are not confounders, treatment or outcome was not considered. 47, 49, 68 Whether our findings extend to binary or time-to-event outcomes remains to be studied, since odds ratios and hazard ratios are not collapsible. 70 Nevertheless, some of our findings agree with those from simulation studies on binary outcomes in a similar context (IPTW). 53, 68 Finally, we did not explore the impact of mis-specifying the correct PS model or having completely missing covariates.
Overall, we have addressed an important topic -how to apply MI strategies in the presence of missing values in confounders in the context of PSM. Our work will facilitate future applied researchers' choice of optimal missing data methods in all kinds of statistical analyses that involve PSM. In addition to classical causal inference settings, our results are applicable to other types of studies that utilize PSM including those that generalize randomized clinical trial findings to real-world target populations captured in observational databases.
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Figure 2.
Comparing robust cluster variance and bootstrap variance to empirical variance in various MI strategies in all four missing data mechanisms. Variance ratios were calculated by dividing the two variance estimates with the corresponding empirical variance of each specific MI strategy varying imputation methods, integration strategies, with or without auxiliary variable in the imputation model. The 95% confidence interval estimated using the 2.5% and 97.5% percentile of the variance estimated from 1,000 simulations are illustrated for each MI method as well. Note that some of the variance ratios above 5 are not shown. commonly applied missing data methods including complete case analysis, complete variable analysis, mean imputation and missing indicator 3) various multiple imputation (MI) strategies paired with integration strategies, averaged from our 1,000 simulations in our four missing data mechanisms. Results of methods with variance larger than 1 is not shown on the plot but are recorded in Table 2 and Table A2 . For 1) and 2), the robust cluster variance was plotted as this is what applied researchers would use in practice. For 3) the bootstrapped variance was plotted as this is our recommended variance estimator. The vertical and horizontal grey dotted lines indicate the average bias and variance obtained by applying PSM to the full data. Figure 4 . Coverage probability of 1) full data without missingness 2) commonly applied missing data methods including complete case analysis, complete variable analysis, mean imputation and missing indicator 3) various multiple imputation strategies paired with integration strategies from our 1,000 simulations in our four missing data mechanisms. For 1) and 2) the coverage was calculated using average bias and robust cluster variance and for 3) the coverage was calculated using average bias and bootstrapped variance. The grey dotted line is at coverage = 0.95. Figure 5 . Average bias and bootstrap variance estimated when ) was missing MAR2B (when the missingness of ) was related to treatment, outcome, and @A as described in the Methods section) and MI-derPassive and MI-regPassive were applied, averaged from out 1,000 simulations across three missing data mechanisms for auxiliary variable @A . The top three plots show results when ) was imputed before @A in the imputation process, and such order is reversed in the bottom three plots. The vertical and horizontal grey dotted lines indicate the average bias and variance obtained by applying PSM to the full data. 
Tables
, , , * is re-derived from ' and ) after MI procedure ** ) was used in MI-derPassive, MI-regActive, and MI-redActive when it was fully observed.
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