Contributions from the emerging fields of molecular genetics and evo-devo (evolutionary developmental biology) are greatly benefiting the field of evolutionary computation, initiating a promise of renewal in the traditional methodology.
. While these models make use of developmental methods and indirect encodings, and constitute a great achievement in the field, they are not focused on the implementation of engineering structures; thus, their practical utility is limited.
A few researchers have applied developmental methods to the form-finding of engineering structures. 1997) used simulated annealing to evolve shape grammars for the automation of the design process of roof trusses and discrete structures. Rudolph and Alber (2002) proposed an evolutionary algorithm based on genetic programming to evolve node-based graph grammars that encoded structures that resemble transmission towers. Finally, Lobo et al. (2009) proposed an encoding based on a construction tree to evolve the sequence of modifications that can transform a given truss structure into a new one that serves a different function. In summary, these works represent promising examples of the application of developmental methods to the formfinding of engineering structures.
Increased attention has been devoted to structures called tensegrity, a term coined by Buckminster Fuller (1975) to denominate structures consisting of a set of rigid elements (struts) connected by a set of tensile elements (strings). Tensegrities are characterized by their tensile integrity (Motro, 2006) , a property that has been found in biological structures (Ingber, 1993) and used in multiple engineering problems (Tibert and Pellegrino, 2003) . Consequently, it has been generated a natural interest in automated systems to find tensegrity structures.
Several methods have been proposed for exploring subsets of the entire search space of tensegrity structures (for a review see (Tibert and Pellegrino, 2003) and (Juan and Mirats Tur, 2008) ); however, the problem of discover- Therefore, while recent methods have been proposed to discover tensegrity structures that maximize their volume, a model that searches for complex tensegrity structures to optimize a complex engineering problem is yet to be undertaken.
In this work, we describe a novel artificial developmental model based on the formalism of regulated graph grammars, subscribed to the family of indirect encoding strategies in evolutionary computation. The performance of the proposed model has been tested in the well-known problem of form-finding. More precisely, the problem consists in designing three-dimensional tensegrity structures that perform well in a complex simulated scenario.
In order to demonstrate the significance of the proposed indirect encoding, we have performed a comparison with a direct encoding method presented by Paul et al. (2005) for the generation of tensegrity structures. The comparison highlights interesting qualitative biological properties that emerge when the solutions are indirectly encoded.
It is also worth noticing that such properties are highly valuable in an engineering context.
Developmental and evolutionary morphodynamics
We formulated the problem as to how a vehicle, configured as a mass-spring network, might land properly when falling from a given height. The physics of the simulation will be described in the next section; here we concentrate on how the structure of such a vehicle is encoded. Some indirect methods have been described in the literature to encode networks of springs, and search for structures with particular properties, partially benefiting from the strategies that biology exploits in searching fitted structures. Below it is described a very simple model of genetic expression that allows modularity of substructures in the development of an organism. This model will be compared to a method for direct encoding in evolutionary form-finding of landing structures.
An indirect encoding scheme
Similarly to other methods for indirect encoding that have been proposed, this model has a grammatical nature. More precisely, an individual develops according to the information contained in its genome, by regulated rewriting of an initial graph under the control of a regulated graph grammar. The production system of the grammar is made of rules which can (1) alter the properties of one edge in a graph, (2) replace the edge by two new edges, and (3) affect the future regulation of the resulting edge or edges. The genome of an individual is implemented as a string that results from the concatenation of substrings, each containing an index to a rule, and numeric values to instantiate the rule's attributes. These substrings will be referred as genes, since they represent indivisible units of genetic expression. be expressed (we will refer to this subset of genes as the domain of expression of a cell in a given time). This mechanism is implemented as a pair of indexes to the genes, indicating the domain's beginning and end. In addition to the morphological transformation that it may produce, the application of a rule always alters the domain of a cell. In each derivation step, every cell expresses simultaneously the first gene of its domain, afterwards the graph is rewritten, and the domains are updated in each cell of the resulting graph. If the domain of a cell is an empty string, then the cell has finished expressing the genome, entering a sort of stable house-keeping regime.
The development of an organism stops when all cells are in such stable regime. The rules have been designed in such a way that the resulting graph is connected, and a final graph is always obtained after a derivation of a finite length (i.e., development completes in a given time, and entering infinite loops cannot occur, as it is shown below).
In order to obtain a mass-spring network, the developing graph is extended with geometric properties in a Euclidean space (each node is labeled with spatial coordinates), and edges are considered as springs (labeled with physical properties). The grammar's rules can affect these values in order to configure the morphology and functionality of the developed organism. Individuals always start development from an initial graph that is the axiom of the grammar (or the zygote), and which is made of two nodes connected by a single edge. Graph rewriting proceeds until the development stops. The developed organism is then ready to be simulated in a landing test, as it is described in the next section.
The set of possible morphologies (and consequently, possible functions) is constrained by the characteristics of the production system. The rules of the generative model are described first for a two-dimensional model (Fig. 2a) . One rule to alter the length of a cell, and two different rules to implement cellular division are conside- As a special case, when the gene does not specify a value for this attribute, the domain for both descendants will be the same, and covers from the second gene to the end of the domain in the progenitor cell. As a consequence of this, concrete regions of the genome can be expressed simultaneously in different parts of the organism, allowing modularity.
The described genetic expression model generates an infinite family of 2D connected graphs. Although not all connected graphs are represented with this regulated graph grammar, the diversity of forms and behaviors dis- 
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played by the resulting springs networks is huge, and would cover the needs of most form-finding strategies.
We will refer to this model as ELSA (a short for Expression by Limited Splitting Actions). The performance of ELSA3 in form-finding will be compared to a direct encoding scheme, concretely to the model proposed in (Paul et al., 2005) . This method is appropriate for comparison since it was tested in the evolutionary search of tensegrities. It represents structures as a connected graph with vertices located in a three dimensional space and edges labeled as either struts or cables.
A genotype contains the initial position of the vertices, and the connectivity pattern of the struts and cables is obtained through shuffle actions. The final form of a structure is obtained by applying a relaxation algorithm to the initial position, setting the rest length of all cables to 0, and the rest lengths of all struts to 1.
Finally, we demonstrate that the genetic expression derived from the proposed model ends for all possible genomes, since a given genome will always produce a derivation of finite length. Firstly, we see that the derivation starts with a single edge that has a finite domain of genes (n > 0). After expressing the first gene of the genome, we get a graph that either has one edge (if the gene corresponded to a resize or a connection rule) or two edges (duplicate or split rules). In both cases, we can see that the domains of the resulting edges contains a number of genes smaller than n. In the first case, the resulting edge contains a domain with n − 1 genes. In the second case, either both edges contain a domain with n − 1 edges if the duplicate or split rule did not specify a value for the domain division, or they contain x and y genes, with x + y = n − 1, in the case that the domain apportion parameter was instantiated. From this argument it follows that, given a finite genome, the number of genes to be expressed by the cells of the organism as development progresses is strictly decreasing, which guarantees the development to stop for all possible genomes.
Physics of the model
As pointed out in the previous section, edges have been modeled as damped springs, while nodes are free movable joints. The dynamics of a spring is determined by the spring constant, the damping constant, and the rest length, being the first two global to all edges, and the last one particular of each edge. These values configure the compressive and tensile properties of the edge. The fact that an edge is stretched or compressed in a given moment during the simulation depends on the parameters and the forces applied on it by neighboring edges, and its interaction with the environment.
All the springs in the organism share the same spring and damping constants (k and c, respectively), while the rest length is settled during the development. Spring dynamics results from applying these equations to the nodes: F k = −k l (Hook's law), and F c = −c l (damping force), where l is the displacement vector of the edge (i.e., the distance and direction in which the edge is deformed).
Node dynamics is also affected by the friction with the medium. This is implemented according to the expression
where µ m is the friction coefficient, and v is the velocity vector of the node. During development, springs' dynamics are evaluated, and contribute to the final shape of the structure (the phenotype). In the evaluation of the individual's fitness, apart from these forces, the simulation also includes (1) gravitation
where g is gravity's acceleration constant, and u z is the vector orthonormal to the Z -axis; (2) a force that is nor- • Insertion: a new random gene is inserted in a random position.
• Deletion: a gene is randomly chosen and removed.
• Replacement: a gene is randomly chosen and replaced by a new random gene.
• Single-attribute: an attribute of a randomly chosen gene is replaced by a new random attribute.
The probabilities of occurrence associated to each operator are 0.2, 0.1, 0.1 and 0.6, for insertion, deletion, replacement, and attribute mutation, respectively. A new generation is obtained by mutating and replacing 90%
of the current population. The selection operator was implemented as a roulette algorithm, with a probability of selection linearly proportional to the fitness. In order to minimize the disruption of mutations, they are more likely to occur on positions of the genome to the right side, since the genome is interpreted from left to right, and with this strategy the first stages of development tend to stay unaltered. Elitism of one individual has also been implemented.
Simulation results
The developmental model, physical simulator, and evolutionary algorithm have been implemented in Matlab (The MathWorks, Inc.). The genetic search has been run 100 times to test the models (50 times for each encoding scheme). On average, simulation time for one run (initialization and evolution of the population) in a computer cluster of 52 CPUs (2 GHz) meant 4 hours. coded with a hot color map, from white (minimum) to black (maximum), going through yellow, orange and red.
In Fig. 7a it can be seen that the structure obtained Figure 6 : Ontogeny of evolved tensegrity structures using indirect encoding. Each row represents a representative selection of snapshots of the developmental process of a tensegrity structure (same structures that in Fig. 5 ), ordered from the zygote (left) to the final phenotype (right). Edges are colored according to its internal tensile state:
compressed (red), relaxed (green), and stretched (blue).
with direct encoding adopts the form of an irregular tensegrity, which helps in the impact absorption ( Fig. 8 and Movie 1). On the other hand, the particular morphology of this lander allows it to bounce in a way that keeps the position close to the impact point. Similarly, the structure evolved with indirect encoding (Fig. 7b ) develops tensegrities, with some differences, since they: (1) show a regular geometry, (2) are organized modularly, and (3) are strategically distributed in the organism. This structure incorporates four lateral modules (with a tensegrity on their base) which help in stabilizing the position of the structure after the impact. Also, another module has evolved in the basement (as seen in the landed position) which seems to propel the strong rebound that brings the lander backwards ( Fig. 9 and Movie 2), keeping it closer to the impact point (only 1.5 units apart, for 3.5 units of the direct method's best result).
Conclusions and discussion
The presented results demonstrate that both encoding strategies can find good solutions to the form-finding problem. The difference is more on their particular way to prospect candidate forms, mainly derived from the search-space that each type of encoding defines. Direct (Fig. 4) , where the diversity of constituent parts hinders production and assembly.
Despite its simplicity, ELSA resembles some fundamental biological mechanisms, like cellular differentiation, patterning, symmetry, modularity, and differential gene expression. This is a consequence of the particular gene expression modeled, which proceeds by blocking genes in a similar way to the gene methylation process that takes place during embryogenesis. Concerning the evolvability, the fact that the domain is defined in an indexed fashion (i.e., it addresses gene positions) makes this model very sensitive to the insertion or deletion of genes. For 
