We show an Ω ∆ lower bound on the runtime of any deterministic distributed O ∆ 1+η -graph coloring algorithm in a weak variant of the LOCAL model.
Introduction
Note that the theorem in particular implies that the time required for computing a ∆ 2−ε -coloring for any constant ε > 0 is at least polynomial in ∆ when using color reduction algorithms in the SET-LOCAL model.
In order to establish that there are non-trivial color reduction algorithms in the SET-LOCAL model, we also show that an existing distributed coloring algorithm from [KW06] works in this setting. The discussion of the following theorem appears in Section 5.
Theorem 1.2 (Color Reduction Upper Bound).
In graphs with maximum degree at most ∆ and an initial m-coloring, there is a deterministic distributed color reduction algorithm in the SET-LOCAL model which computes a (∆ + 1)-coloring in O(∆ log ∆ + log * m) rounds.
Furthermore, we hope that the proof technique of the lower bound improves the understanding of neighborhood graphs in general and that it will help towards finding a lower (runtime) bound for distributed graph coloring in the standard LOCAL model. E.g., the same proof technique works for one-round coloring algorithms in the standard LOCAL model and provides a simpler and more intuitive proof for the existing lower bound in [Kuh09] . A slight modification of the proof yields a previously unknown lower bound for one-round d-defective coloring algorithms. In a d-defective coloring each color class induces a graph with maximum degree d and we obtain the following theorem which is proven in Section 4.5. Related Work: Distributed coloring has been identified as one of the prototypical problems to understand the problem of breaking symmetries in distributed and parallel systems. In the following, we discuss the work which is most relavant in the context of this paper. For a more general overview of the research on distribted coloring, we refer to the monograph of Barenboim and Elkin [BE13] .
In a classic paper, Cole and Vishkin showed that a ring network can be 3-colored in O(log * N ) synchronous rounds, where N is the size of the space of possible node IDs [CV86] . 3 The algorithm was generalized in [GPS88] to a distributed O(∆ 2 + log * N )-round algorithm for (∆ + 1)-coloring graphs with maximum degree at most ∆. Most relevant in the context of this work is the seminal paper by Linial [Lin92] , where he in particular shows that the O(log * N ) algorithm of [CV86] is asymptotically optimal and that in O(log * N ) rounds, it is possible to color arbitrary graphs with O(∆ 2 ) colors. While there has been a lot of progress on developing distributed coloring algorithms, the lower bound of [Lin92] is still the best known time lower bound for the standard distributed coloring problem. All the above algorithms are deterministic and at the core, they are all based on iterative color reduction schemes where a given valid vertex coloring is improved in a round-by-round manner. A different approach is taken in [AGLP89, PS95] , where it is shown how to compute a (∆ + 1)-coloring in 2 O( √ log n) rounds (n is the number of nodes) based on first computing a decomposition of the network into clusters of small diameter. When measuring the time as a function of n, this is still the best known deterministic distributed (∆ + 1)-coloring algorithm for general graphs.
There has been significant recent progress on developing faster deterministic distributed coloring algorithms, particularly for graphs with moderately small maximum degree ∆. In [KW06] , it was shown that combined with a simple interative color reduction scheme, the algorithm of [Lin92] can be turned into a O(∆ log ∆ + log * N )-time (∆ + 1)-coloring algorithm. By decomposing a graph into subgraphs with small maximum degree, an improved time complexity of O(∆ + log * N ) was achieved in [BEK15] . The basic ideas of [BEK15] were extended and generalized in [BE10a] , where in particular it was shown that an O(∆ 1+o(1) )-coloring can be computed in time O(∆ o(1) + log * N ). The time complexity for (∆ + 1)-colorings was recently improved in [Bar15] and [FHK15] , where upper bounds of O(∆ 3/4 ) + log * N and O( √ ∆) + log * N rounds were shown. Both algorithm also work for the more general list coloring problem. 4 While the best deterministic algorithms for distributed (∆ + 1)-coloring have time complexities which are polynomial in ∆ or exponential in √ log n, much faster randomized algorithms are known. Based on the distributed maximal independent set algorithm of [ABI86, Lub86] and a reduction described in [Lin92] , by using randomizatiion, a (∆ + 1)-coloring can be computed in O(log n) rounds. This old result has recently been improved in [BEPS12] , where it was shown that a (∆ + 1)-coloring can be computed in time O(log ∆) + 2 O( √ log log n) and in [HSS16] , where the current best time bound of O( √ log ∆) + 2 O( √ log log n) was proven. Closing or understanding the gap between the distributed complexities of randomized and deterministic algorithms for (∆ + 1)-coloring and other basic symmetry breaking tasks is one of the main open problems in the area of distributed graph algorithms. Even though we are dealing with a weaker, non-standard communication model, we hope that the lower bound of the present paper provides a step in this direction.
Note that for ∆-coloring trees with max. degree at most ∆, an exponential separation between randomized and deterministic algorithms has recently been shown in [CKP16] . Although there has been steady progress on developing upper bounds for distributed coloring, much less is known about lower bounds. While by now there exist many distributed time lower bounds for related graph problems in the LOCAL model (e.g., [BFH + 16, GS14, GHS14, KMW04, KMW16]), the Ω(log * n) lower bound for coloring rings with O(1) colors by Linial [Lin92] is still the only time lower bound for the standard distributed coloring problem. Linial's lower bound is based on the fundamental insight that for a given r ≥ 1, the minimum number of colors which any r-round coloring algorithm needs to use can be expressed as the chromatic number of a graph Linial names the neighborhood graph. Linial then shows that the chromatic number of the r-round neighborhood graph for n-node rings is Ω(log (2r) n), where log k x is the k-times iterated log-function. For a more detailed discussion of how to use neighborhood graphs for proving distributed coloring lower bounds, we refer to Section 3. Using neighborhood graphs, a combination of techniques of [Lin92] and [Alo10] also shows that coloring d-regular trees with less than o(log d/ log log d) colors requires Ω(log d/ log log d) rounds; [BE10b] uses this result to show that O(a)-coloring graphs with arboricity a takes Ω(log(n)/ log(a)) rounds. Further, in [KW06, Kuh09] , neighborhood graphs were used to show that in a single round, when starting with an m-coloring with m sufficiently large, in graphs with maximum degree at most ∆, the number of colors cannot be reduced to fewer than Ω(∆ 2 ) colors. Similar, slightly weaker results were before already proven in [SV93] . In [BFH + 16], it has been shown that coloring d-regular graphs with d colors requires at least Ω(log log n) rounds. In addition, in [GKK + 07], it was shown that Ω(log n/ log log n) rounds are needed to compute a (∆ + 1)-coloring where in the end, each node has the smallest possible color which is consistent with the colors chosen by its neighbors.
Model & Problem Statement
Mathematical Notation: For a graph G = (V, E) and a node v ∈ V , Γ G (v) denotes the set of neighbors of v in G. Sometimes we write Γ(v) if the graph G is clear from the context. Given a graph G, we use ∆(G) to denote the maximum degree of G and χ(G) to denote the chromatic number of G (i.e., the number of colors of a minimum valid vertex coloring). We sometimes abuse notation and identify a set of nodes S of G with the subgraph induced by S. For example, we might write S ⊆ G, where S denotes a subset of the nodes of G and also the subgraph induced by S. By [m] we denote the set of integers {1, . . . , m}.
The Color Reduction Problem: In the distributed color reduction problem, we are given a network graph G = (V, E) of max. degree at most ∆. Each node v ∈ V is equipped with an initial color ψ(v) ∈ [m] such that the coloring ψ provides a valid vertex coloring of G. At the start, nodes can only be distinguished by their initial color and thus at the beginning, except for the value of their initial color, all nodes start in the same state. The goal of a color reduction algorithm is to compute a new color ϕ(v) for each v ∈ V such that the coloring ϕ also provides a valid vertex coloring of G, but such that the colors ϕ(v) are from a much smaller range. We say that a color reduction algorithm computes a c-coloring
Communication Model: We work with an adapted version of the LOCAL model [Lin92, Pel00], which we call the SET-LOCAL model. A communication network is modeled as an n-node graph G = (V, E), where the nodes of G can use unbounded local computation and communicate through the edges of G in synchronized rounds. In each round, a node can broadcast a single message of unbounded size to its neighbors and each node receives the set of messages sent to it by its neighbors. That is, if two or more neighbors of a node v ∈ V send the same message to v, v will receive the message only a single time. Thus, without any further knowledge, v cannot know whether a message was sent by only one or more than one neighbor. Note that a node which broadcasts a single message of arbitrary size can send different messages to different neighbors by indicating which part of the message is for which neighbor. However, to do so it is necessary that the node can already distinguish its neighbors by some property, e.g., by the use of (different) messages received from them previously. In [HJK + 15], different weak variants of the LOCAL model were studied for problems where the network nodes are completely anonymous without any initial labeling. The SET-LOCAL model corresponds to the SB model in the hierarchy of models discussed in [HJK + 15].
When running a distributed color reduction algorithm in the SET-LOCAL model, we assume that all nodes are aware of the parameters m and ∆ and of the number of nodes n of G. Note that since our main focus is proving a lower bound, this assumption only makes the results stronger.
The Role of Randomness: Generally, there is a large gap between the best known randomized and deterministic distributed coloring algorithms and understanding whether this large gap is inherent or to what extent it can be closed is one of the major open problems in the area of distributed graph algorithms. When considering color reduction algorithms as introduced above, randomness can only help if either an upper bound on n is known or if the running time can depend on n. To see this, assume that we have a randomized color reduction algorithm which computes a c(m, ∆)-coloring in T (m, ∆) rounds. To have an algorithm which cannot be derandomized trivially, the algorithm must either fail to terminate in T (m, ∆) rounds with positive probability ε > 0 or it must fail to compute a valid c-coloring with positive probability ε > 0. Let G be a graph on which the algorithm fails in one of the two ways with a positive probability ε > 0. Consider a graph H k which consists of k identical disjoint copies of G. As the randomness in the k copies has to be independent, when running the algorithm, one of the k copies fails with probability at least 1 − (1 − ε) k . Note that the parameters m and ∆ are the same for the two graphs G and H k . For sufficiently large k, this failure probability becomes arbitrarily close to 1.
Neighborhood Graphs for Lower Bounds in Distributed Coloring
Neighborhood graphs were introduced by Nati Linial in his seminal paper [Lin92] in which he uses them to derive his famous Ω(log * n) lower bound for 3-coloring rings. Let us quickly recall his main ideas: In the LOCAL model there is no loss of generality if one assumes that an r-round algorithm first collects all data, which it can learn in r rounds, and only then decides on its output. The data, which a synchronous r-round distributed algorithm running at a node v can learn in this model, consists of the IDs and the topology of all nodes in distance at most r, except for edges between nodes in distance exactly r. This is called the r-view of a node and corresponds exactly to the knowledge a node obtains if every node forwards everything it knows (i.e., its current state) to all neighbors in every round, which it can do due to unbounded message size. If the number of IDs n, the maximum degree ∆, and the number of rounds r are fixed, there are finitely many r-views and an r-round c-coloring algorithm is a function from those r-views to [c] . Neighborhood graphs formalize the neighborhood relation between r-views. The neighborhood graph N LOC r (n, ∆) for the LOCAL model has a node for each feasible r-view and there is an edge between two such nodes if the corresponding r-views can occur at neighboring nodes in some graph with n nodes and maximum degree ∆.
Neighborhood graphs are extensively useful when studying distributed graph coloring because any (correct) r-round c-coloring algorithm yields a c-coloring of the r-round neighborhood graph N LOC 
versa, [Lin92, KW06] . Therefore the existence of an r-round c-coloring algorithm reduces to the question whether the chromatic number of N LOC r (n, ∆) is smaller than or equal to c. Particularly, Linial showed χ N LOC r (n, 2) ∈ Ω log (2r) n which yields his lower bound of Ω(log * n) rounds.
Neighborhood Graphs in the SET-LOCAL Model
In the same way as in the LOCAL model we obtain the data a node v can learn in an r-round algorithm of the SET-LOCAL model if every node forwards its knowledge to all neighbors in every round. After 0 rounds a node knows nothing but its own color, after one round it knows its own color and the set of colors of its neighbors, and so on. Definition 3.1 formalizes the data which a node can learn in r rounds in the SET-LOCAL model. A node cannot detect cycles unless unique IDs are given (this holds in the SET-LOCAL model and in the standard LOCAL model). The r-views are thus not formed by the actual topology of the neighborhood, but by the tree unfolding of the neighborhood. Thus for color reduction algorithms, w.l.o.g., we can restrict our attention to the case of trees. Consequently, all r-views can be considered as trees and we therefore define r-neighborhoods in the following way.
Definition 3.1 (r-Neighborhood). Let G = (V, E) be a tree with maximum degree at most ∆ and an initial m-coloring ψ : V → {1, . . . , m}. We define
where r ≥ 0 and S G r (v) equals the data which a node v ∈ V can learn in an r-round distributed algorithm (r-view of v) in the SET-LOCAL model.
The r-view S G r (v) depends on the tree G, the coloring ψ, and the node v. However if we fix the number of initial colors m, the maximum possible degree ∆, and the number of rounds r, the number of feasible r-views which can occur at any node in any tree with maximum degree ∆ and any initial m-coloring is finite. The following definition adapts the neighborhood graphs of the LOCAL model to the SET-LOCAL model. 
Just as in the LOCAL model, any r-round c-coloring algorithm in the SET-LOCAL model with an initial mcoloring can be transformed into an equivalent algorithm in which every node first collects its r-neighborhood and then decides on its output. Such an algorithm is a function ϕ : V (N SL r ) → {1, . . . , c} such that ϕ(x) = ϕ(y) for all {x, y} ∈ E(N SL r ), that is, ϕ is a c-coloring of the graph N SL r .
Lemma 3.3. Any deterministic r-round distributed algorithm in the SET-LOCAL model, which correctly c-colors any intially m-colored graph with maximum degree ∆, yields a feasible c-coloring of N SL r (m, ∆) and vice versa.
Proof. The following proof uses the same ideas as the proof of [KW06, Lemma 3.1].
Assume that we are given an r-round distributed algorithm in the SET-LOCAL model, which correctly c-colors any initially m-colored graph with maximum degree ∆. This algorithm induces a c-coloring ϕ of the nodes of N SL r (m, ∆). Assume that this c-coloring is not proper, i.e., there are two nodes x, y ∈ V (N SL r (m, ∆)) with ϕ(x) = ϕ(y). By the definition of N SL r (m, ∆) we can construct an initially m-colored tree G with maximum degree ∆ where the r-round views x and y occur as r-round views of two adjacent nodes u and v of G. As a consequence the algorithm corresponding to the function ϕ assigns the same value to u and v, which is a contradiction to its correctness.
For the other direction we need to prove that any r-round c-coloring of N SL r (m, ∆) implies an r-round c-coloring algorithm of any initially m-colored graph G with maximum degree ∆. For that purpose assume that we have a c-coloring ϕ of N SL r (m, ∆) which is known by all nodes of G. This is no problem because the graph N SL r (m, ∆) does only depend on m and ∆ and is independent of the structure of any particular graph G. Due to Lemma 3.3 a lower bound χ(N SL r (m, ∆) > c on the chromatic number implies that there is no r-round color reduction algorithm in the SET-LOCAL model which can (correctly) c-color all initially m-colored graphs with maximum degree ∆.
Lower Bound Proofs
We begin with a lower bound of Ω(∆ 2 ) on the number of colors for any one-round color reduction algorithm in the standard LOCAL model (Section 4.1), i.e., χ(N LOC 1 ) ∈ Ω(∆ 2 ). This result was shown before in [Kuh09] , but our proof is much simpler and we believe that it is also instructive as it contains the core idea for the subsequent general lower bound proof for the SET-LOCAL model.
Afterwards, the goal is to device a lower bound on the chromatic number of N SL r . For this purpose, we (recursively) define graphs N r and N r . The recursive structure of the graph N r is simpler than the one of N SL r such that the repetitive application of the ideas of Section 4.1 amplify to a lower bound on χ(N r ) (Section 4.2). Any graph homomorphism h : G → H implies χ(G) ≤ χ(H) and in Section 4.3, we show that for the correct choice of parameters there is a chain of homomorphisms N r −→ N r −→ N SL r . Hence the lower bound on χ(N r ) translates into a lower bound on χ(N SL r ). In Section 4.4 we combine all results to compute a runtime lower bound on any distributed color reduction algorithm in the SET-LOCAL model.
One-Round Lower Bound in the LOCAL Model
For a set S let A S denote that A is a multiset consisting of elements of S. For integers ∆ ≥ 2 and m > ∆, we define the one-round neighborhood graph N LOC 1 (m, ∆) with
and there is an edge between two nodes (x, A), (y, B) ∈ N LOC 1 (m, ∆) if x ∈ B and y ∈ A. The above definition is the most general version of one-round neighborhood graphs in the LOCAL model; however, in [KW06] the authors show that for a single round it is sufficient to let A be a simple subset of [m] (not a multiset) having exactly ∆ elements. After all, we do not know whether multisets are necessary when extending the definition for more than a single round. 
.
The following proof captures the main idea of the constructions of Section 4.2 in a simpler setting. In particular, it contains the main idea for the proof of Lemma 4.7. Additionally, it provides an alternative characterization of the terms source and non-source (cf. Definition 4.3). We believe that this characterization gives a deeper understanding of subsequent proofs. , if there exists a node (x, A) ∈ I for which y ∈ A, we say that the edge {x, y} of K m is oriented from x to y. Because I is an independent set, it is not possible that an edge {i, j} is oriented in both directions. If I does not lead to an orientation of an edge {x, y}, we orient {x, y} arbitrarily. We say that an independent set covers a node (x, A) if the edge {x, y} is oriented towards y for all y ∈ A. Clearly, I covers all nodes with (x, A) ∈ I.
For a set W ⊆ K m we say that x ∈ K m is a W -source of I if for all y ∈ W \ {x}, the edge {x, y} of K m is oriented from x to y (in D I ). If W = K m we simply call x a source.
Now assume for contradiction that we are given a vertex coloring of N LOC . Note that every orientation has at most 1 source and therefore |S| ≤ c. For the remainder of the proof, we restrict our attention to integers inS = [m] \ S. We first fix an arbitrary set T ⊆S of size |T | = ∆/2 + 1. Because m ≥ ∆ 2 /4 + ∆/2 + 1, such a set T exists. Clearly, each orientation D k can have at most one T -source. By the pigeonhole principle there exists an x ∈ T such that x is a T -source for at most c/|T | orientations. W.l.o.g., assume that x ∈ T is a T -source for orientations D 1 , . . . , D q , where q ≤ c/|T |.
We now construct a node (x, A) ∈ V N LOC 1 that is not covered by any of the c orientations D 1 , . . . , D c . We start by adding all ∆/2 elements of T \ {x} to A. Because x is a T -source only for orientations D 1 , . . . , D q , none of the remaining c − q orientations can cover (x, A). We have to add additional elements to A in order to make sure that the orientations D 1 , . . . , D q also do not cover (x, A). As T only consists of elements that are not sources of any of the orientations, for each orientation D k , k ∈ [c], there is an element y k ∈ [m] such that the edge {y k , x} of K m is oriented from y k to x. For each of the orientations D k ∈ {D 1 , . . . , D q }, we pick such an element y k and add y k to A. In this way, we obtain a pair (x, A) that is not covered by any of the orientations D 1 , . . . , D q . The size of A is
and thus, (x, A) is a node of N LOC 1 (m, ∆) which is not covered by any independent set. In particular, it does not have a color, a contradiction. and N 2 , respectively. The colors indicate types. The left image is the 2-round view of the gray node in Figure 1 in the SET-LOCAL model. Here, after a single round node 2 only knows that its degree is at least 3, after the second round it learned that its degree is at least 4 as it can now distinguish two neighbors with color 3. In the second image there is a neighbor of every type of the center with the corresponding multiplicity. For feasible nodes of N 2 the combination of neighbors is arbitrary w.r.t. to types of the center, e.g., in the third image there is no node for type 4, i.e., no red node. We are not aware of a computational model to motivate N 2 .
Recursive Structure of the Neighborhood Graph
In this section we study the recursive structure of N SL r (the graph N SL r can be built from N SL r−1 ). We define two recursively defined sequences of graphs, (N 0 , N 1 , . . .) and ( N 0 , N 1 , . . .). The graphs N 0 and N 0 are equal to the m-node clique on the nodes [m]. The nodes of the remaining graphs of the sequences are built according to the following recursive procedure: For i ≥ 0, in each of the two sequences, a node of the (i + 1)-st graph is created by a node x of the i-th graph and a subset A of its neighbors. The sequences differ in the way which combinations of x's neighbors in the i-th graph are allowed to form the set A.
To specify this we need to introduce some notation: For i ≥ 0 each node of the graph N i+1 or N i+1 will be of the form (x, A), where x ∈ N i or N i and A ⊆ Γ(x). Define the center of a node (x, A) as z((x, A)) = x and the types of a node as R((x, A)) = A. For any set of nodes A let z(A) = {z(a) | a ∈ A}. For x ∈ N 0 or N 0 we define z(x) = ⊥ and R(x) = {⊥}. 
For i ≥ 1 there is an edge between two nodes (x, A), (y, B) ∈ N i (or N i ) if x ∈ B and y ∈ A. Figure 2) . When defining neighborhood graphs for the standard LOCAL model (which we do not do in this paper for r > 1) this restriction is even tighter. Then A, R(x) and z(A) need to be multisets and A needs exactly one fitting element for every type of x. We are not aware of a computational model which motivates the sequence (N 0 , N 1 , N 2 , . . .) .
In the proof of the lower bound on χ(N r ) we assume that we have a proper c-coloring of N r which implies (partial) c-colorings of the graphs N i , i < r, cf. Lemma 4.4 and Corollary 4.5. If c is too small, we can use these partial colorings to construct an uncolored node (x, A) ∈ N r , i.e., a contradiction. We begin with constructing an uncolored clique of N 0 , which implies a smaller uncolored clique in N 1 and then a smaller uncolored clique in N 2 and so on until we reach an uncolored node in N r .
The construction of a single uncolored node of N i+1 , denoted as (x, A), is similar to the proof in Section 4.1: For its construction we pick a suitable center node x from the uncolored clique of N i and then (carefully) select up to D neighbors to form the set A which will ensure that the resulting node is uncolored. To iterate the argument we need to construct an uncolored clique of N i+1 instead of a single uncolored node.
A center x is suitable for the above process (this corresponds to a non-source in Section 4.1) if for every color there exists a neighbor which, if contained in A, implies that (x, A) does not have this color. The (partial) c-coloring of N i induced by the (partial) c-coloring of N i+1 is formed by all unsuitable centers. The following definitions/lemmata make this more precise. If W = N i we call x simply a source of I.
In this section we define sources without the orientations from Section 4.1 because the proofs of consecutive statements become shorter, the characterization in Definition 4.3 is slighty more general and possibly, it might even be further generalized in order to obtain a lower bound in the standard LOCAL model.
Another intuition for the definition of sources is the following: Given a c-coloring of N i+1 one realizes that c can only be small if many nodes which have the same center have the same color. Note that nodes with the same center can never be adjacent. A natural approach would be to take a closer look at all centers x which already determine the color of any node (x, A). However, this is too restrictive and the centers which are sources generalize this approach.
In the following we show how a c-coloring of N r implies partial c-colorings of N i , i < r. For a set I ⊆ N r define S r (I) := I and for i = r − 1, . . . , 0 inductively define the following sequence of sets.
Lemma 4.4. Let I be an independent set of N r . Then for all i = 0, . . . , r the set S i (I) is an independent set of N i .
Proof. We prove the result by (backwards) induction on i = r, . . . , 0: the statement holds trivially for i = r. For the induction step let the statement be true for i + 1. Now, assume that S i (I) is not an independent set, i.e., there are two nodes x, y ∈ S i (I) with {x, y} ∈ E(N i ). As x and y are sources of S i+1 (I) there exist nodes (x, A x ), (y, A y ) ∈ S i+1 (I) with y ∈ A x and x ∈ A y . Hence {(x, A x ), (y, A y )} ∈ E(N i+1 ), which is a contradiction to S i+1 (I) being an independent set.
Each color class of a c-coloring is an independent set. Thus any (partial) c-coloring corresponds to c (disjoint) independent sets. Vice versa any collection of c independent sets induces a partial c-coloring though a single node might have more than one color. It is still a coloring in the sense that any of those colors is different from any color of its neighbors. With this identification of colorings and independent sets we obtain the following corollary. Lemma 4.7. Let p, c and d be positive integers and let I 1 , . . . , I c be independent sets of N r with
Any uncolored clique T ⊆ N i of size p + d leads to an uncolored clique T ⊆ N i+1 of size p.
Proof. We inductively determine nodes t 1 , . . . , t p ∈ T which will form the centers of the clique nodes in N i+1 . Assume that nodes t 1 , . . . , t j−1 ∈ T are already determined and let T j be any subset of T \ {t 1 , . . . , t j−1 } with size d. Such a set exists because |T \ {t 1 , . . . ,
T j is a clique in N i and by Lemma 4.4 the sets S i+1 (I 1 ), . . . , S i+1 (I c ) are independent sets in N i+1 . Hence there exists a node in T j which is a T j -source for at most q ≤ c |T j | = c d independent sets by Lemma 4.6 (c). Denote this node by t j and continue with determining the node t j+1 .
After determining t 1 , . . . , t p construct the uncolored clique of N i+1 as follows: For j = 1, . . . , p let
where B j will be constructed later. Regardless of the choice of the B i 's the nodes x 1 , . . . , x p form a clique because t j ∈ A j and t j ∈ A j for j = j . We argue how to choose the set B j such that x j is uncolored in N i+1 . Due to the choice of t j and T j \ {t j } ⊆ A j all but q independent sets do not contain x j and we eliminate each of those one-by-one with the choice of B j . W.l.o.g. let the remaining independent sets be S i+1 (I 1 ), . . . , S i+1 (I q ). Because t j ∈ T is uncolored in N i it is not a source for any of the independent sets S i+1 (I k ), k ∈ [q]. Hence via Lemma 4.6 (a) there exist b 1 , . . . , b q ∈ Γ N i (t j ) such that (t j , A j ) is not contained in any of the independent sets S i+1 (I k ), k ∈ [q], whenever B j := {b 1 , . . . , b q } ⊆ A j . Hence x j is uncolored.
The node x j actually is a valid node of N i+1 (cf. Definition 4.2), as A j ⊆ Γ N i (t j ) and
Hence x 1 , . . . , x p is an uncolored clique of N i+1 .
An identical proof for the neighborhood graphs in the LOCAL model fails in the last step because the newly constructed node might not be a node of N LOC i+1 due to mismatching types (cf. the comment after Definition 4.2). 
With Lemma 4.7 we obtain an uncolored clique of size p in N i+1 . By the principle of induction the result holds for all i and there is an uncolored clique of size 1 in N r , i.e., an uncolored node, a contradiction.
Graph Homomorphisms
The existence of a graph homomorphism from N r (m, D) to N SL r (m, D) is intuitive as the recursive structure of both graphs is exactly the same.
Lemma 4.9. There is a graph homomorphism
Proof. Formally the center function z is a function with domain N j+1 and range N j for some fixed j; so it should be indexed as z j . However, in the course of this proof we slightly missuse notation and for x ∈ N r we define z r−i (x) := z i (z i+1 (. . . z r−2 (z r−1 (x)) . . .)) ∈ N i as the element which one obtains when recursively applying z j with j = r − 1, . . . , i.
We perform a constructive proof with an induction on r. h 0 is well defined and a graph homomorphism.
, that is x ∈ N r (m, D) and A ⊆ Γ Nr (x) and define
In the proof of Lemma 4.9 there is a tree H a for every a ∈ A and a tree H x for x. We cut off one branch with (r − 1)-view h r−1 (z(x)). Then we connect all trees to the node z x and show that z x and all z a , a ∈ A still have the same r-views as in the respective trees.
Proof of Claim 1. We need to show that h r+1 ((x, A)) actually is a node of N SL r+1 , that is, there exists a tree G (x,A) with maximum degree D and a node which has (r + 1)-view h r+1 ((x, A) ).
Construct the following tree: Define z x := z r (x) ∈ N 0 and for a ∈ A define z a := z r (a) ∈ N 0 . By the induction hypothesis there are trees H a with root z a for every a ∈ A such that the r-view of z a in H a is h r (a). In H a the root z a has at least one neighbor with (r − 1)-view h r−1 (z(x)). Let H a denote the tree H a where the subtree starting at that node is removed. Build a new graph G (x,A) with node and edge set
For any a ∈ A the degree of z a in H a is at most D − 1. Hence the degree of z a in G (x,A) is at most D. Because |A| ≤ D the degree of z x is at most D and all remaining nodes have degree at most D as well. We need to show that the (r + 1)-view of z x in G (x,A) equals h r+1 (x, A). Because there is a node a ∈ A for every type of x (, i.e., z(A) = R(x), cf. Definition 4.2) it is sufficient to show that the r-view of z x is h r (x) and the r-view of z a in G (x,A) is h r (a) for all a ∈ A, that is, we need to show
At first observe that if the i-views of two nodes are the same also their j-views are the same for j ≤ i. To prove (3) we use a strong induction on 0 ≤ i < r with induction hypothesis simply assume any linear order on N r (m, (r + 1)D) and let A and B be the minimal sets which satisfy the above conditions. Further note that the size restriction on the right hand side can be met because
The reasoning is identical for B .
Note that f r+1 ((x, A)) and f r+1 ((y, B) ) are neighbors in N r+1 (m, (r + 2)D).
The SET-LOCAL model is crucial in the proof of the homomorphism in Lemma 4.10. The recursive construction of homomorphisms breaks when considering N LOC r instead of N r .
Proof of Theorem 1.1
Any graph homomorphism f : G → H implies that χ(G) ≤ χ(H) and we devised graph homomorphisms
The existence of the last homomorphism is trivial and together with Theorem 4.8 this implies
To prove Theorem 1.1 assume an r-round (C∆ 1+η )-coloring algorithm. Set the parameter D := 2C∆ 2+η 
Lower Bound for One-Round Defective-Coloring Algorithms
In this section we show an Ω (m, ∆) we can construct an initially m-colored tree G with maximum degree ∆ where the one-round view x 0 occurs as the view of a node v 0 ∈ G and the one-round views x 1 , . . . , x d+1 occur as one-round views of nodes v 1 , . . . , v d+1 ∈ Γ G (v). As a consequence the algorithm corresponding to the function ϕ assigns the same value to v 0 , . . . , v d+1 , which is a contradiction to its correctness.
For the other direction we need to prove that any r-round c-coloring of N LOC 1 (m, ∆) implies a one-round c-coloring algorithm of any initially m-colored graph G with maximum degree ∆. Assume that we are given a network graph G with initial m-coloring ψ. For that purpose assume that we have a c-coloring ϕ of N LOC 1 (m, ∆) which is known by all nodes of G. This is no problem because the graph N LOC 1 (m, ∆) does only depend on m and ∆ and is independent of the structure of any particular graph G. In one round let each node v collect the set of its neighbors' colors
There are several problems with extending Lemma 4.11 for more than one round. We now construct a node (x, A) ∈ V N LOC 1 that is not contained in any of the c color classes I 1 , . . . , I c . We start by adding all ∆/2 elements of T \ {x} to A. Because x is a (d, T )-source only of I 1 , . . . , I q , none of the remaining c − q color classes can contain (x, A). We have to add additional elements to A in order to make sure that the color classes I 1 , . . . , I q do not contain (x, A). As T only consists of elements that are not 
is nonempty. An assignment of colors to sets in the range [5∆ 2 log m] with that property exists due to a purely combinatorial result by Erdős et al. [EFF82] . After a single round of communication each node selects one of its non-conflicting colors which yields a 5∆ 2 log m-coloring. The process is repeated for O(log * m) rounds (each time with a smaller m) until we obtain a O(∆ 2 log ∆)-coloring. From there, a single additional round of the same kind suffices to directly get to O(∆ 2 ) colors [Lin92] .
The SET-LOCAL model differs from the LOCAL model only in terms of communication, that is, if two neighbors of a node v ∈ V send the same message to v, v will receive this message only a single time. In Linial's algorithm, to select a new color a node only needs to know the set of potential colors of its neighbors; in particular, a node's output does not change if two or more neighbors selected the same potential color set. Thus Linial's algorithm works without any modification in the SET-LOCAL model.
Kuhn-Wattenhofer Color Reduction Scheme
The color reduction scheme from [KW06] reduces an initial m-coloring to an m 1 − 1 ∆+2 -coloring in a single communication round. Combining this with Linial's algorithm one obtains a (∆ + 1)-coloring algorithm with time complexity O(∆ log ∆ + log * (m)). Let us take a look at a single round of the color reduction scheme as described in [KW06] : Assume that an m-coloring is given and let q be the desired number of colors of a new coloring. All nodes v with a color smaller or equal to q keep their color. Only nodes with one of the colors q + 1, . . . , m need to choose a color which is smaller or equal to q. We number those colors from x 0 , . . . , x t−1 where t = m − q. Then a node with color x i selects a new color from the range R i = {i(∆ + 1) + 1, . . . , (i + 1)(∆ + 1)} which is different from the initial color of its neighbors. To actually obtain a q-coloring each color in the range R i needs to be smaller or equal to q, which implies the condition q ≥ m 1 − 1 ∆+2 . Nodes with different colors choose their colors from disjoint ranges; hence the obtained q-coloring is feasible and all nodes with a color greater than q can choose their color at the same time, i.e., only one round of communication is needed.
In the above algorithm a node only needs to know its own color to determine its range R i and the set of colors of its neighbors to actually select one of the colors from this range. Its output does not depend on how many neighbors have a certain color, it is sufficient to know whether a color was selected by a neighbor at all. Hence the color reduction scheme works in the SET-LOCAL model without any modification.
Proof of Theorem 1.2. The proof follows with the above arguments.
