Quasi-3D (Gacez-Faria et al., 2000) and full-3D (Newberger and Allen, 2007a and 2007b) models were tested against undertow data obtained in a fixed-bed laboratory beach. The quasi-3D model performs well in the breaking region, provided that depthaveraged undertow values are used in lieu of modeled wave and roller mass flux. In offshore regions, the quasi-3D model does not reproduce the observed profiles of undertow. The full 3D model reproduces observations relatively well, but underestimates the strength of the depth-averaged undertow current. For both models, more research is needed into the formulation of the wave forcing terms, in offshore as well as in the surf zone regions.
INTRODUCTION
The mean cross-shore velocity (undertow) is a primary forcing in the formation of sandbars, the offshore movement of sediment, and the erosion of beaches. It has previously been established that the offshore directed undertow current balances the shoreward mass flux due to waves, and rollers (Svendsen, 1984) . However, uncertainties remain in the vertical structure of the undertow.
The purpose of this paper is to compare the capabilities of two models against undertow observations on a fixed-bed laboratory beach. The models are 1) the quasi-3D undertow model developed by Garcez-Faria et al. (2000) , and 2) a modified version of the fully 3D Princeton Ocean Model (referred to herein as Nearshore-POM), which was adapted for the nearshore region by Newberger (2007a and 2007b; hereafter NA1 and NA2) . Both models performed well when tested against the same DUCK94 dataset (Garcez-Faria et al. ,2000; NA2) EXPERIMENT SUMMARY
Experimental Setup
The data used to drive and test these models was obtained in the Large Wave Flume (LWF) at Oregon State University's O H Hinsdale Wave Research Laboratory. The LWF is 104 m long, 3.7m wide, and 4.6m deep. The fixed beach consisted of concrete slabs of similar roughness and width (Figure 1 ). It was configured to represent a 1:3 version of a field beach (Scott et al., 2005 A precise description of the experiment is given in Scott et al. (2005) . Herein, we analyze a random wave test, for which a TMA spectrum was generated at the wavemaker.
The TMA spectrum had the following characteristics: Hrms=0.4m, T=4s and γ=2. For wave measurement, six resistance-type wave gages were mounted on the sidewall of the flume, and three were mounted on a mobile cart (Figure 1 ). In addition, three Acoustic Doppler Velocitimeters (ADVs) were mounted on the mobile cart (Figure 2 ). Vertical position of the three ADVs was changed after each wave run in order to measure velocity at various heights in the water column. 
Results
Profiles of rms wave height and depth-averaged undertow measured during the experiment are presented in Figure 3 . Wall effects were negligible as no longshore current could be detected in the measurements. The maximum rms wave height was reached on the offshore slope of the bar, at X≈45m. Shoreward of the bar, Hrms decreased until X≈60m, which is the deepest part of the bar trough. From there, Hrms remained constant. Some waves were shoaling while others were breaking, until all waves broke at the shore break. The undertow peaked shoreward of the initial breakpoint, on the shoreward face of the bar. The maximum flow occurred close to the bed (Figure 3) , as was also observed in Garcez-Faria et al. (2000) . Also, offshore of the bar in the limited shoaling region, the vertical profile of the undertow exhibited positive (onshore) velocity near the bed and negative (offshore) velocity closer to the wave trough level (this shape will be referred to as upward convex). As waves propagated over the bar, the velocities negative (offshore) in the whole water column. They were relatively weaker near the surface than lower in the water column, (this shape will be referred to as upward concave). In the trough they were somewhat more uniform. Closer to the shoreline, undertow profiles exhibited a similar shape as in the offshore regions (upward convex).
MODELS DESCRIPTION
The quasi-3D undertow model developed by Garcez-Faria et al. (2000) simulates the undertow profile at a fixed cross-shore location by depthintegrating the time-averaged cross-shore momentum equation, following Wind (1982, 1986) and Rivero and Arcilla (1995) :
where F(x) is a depth uniform forcing term due to cross-shore gradients of radiation stress, mean water surface elevation, and convection of depth-averaged undertow (see Garcez-Faria et al. (2000) , Equation 6). The turbulent eddy viscosity µ x is a calibration factor, allowed to vary in the cross-shore direction. A 0 , A 1 and A 2 are integration constants, and the bed shear stress is computed using a quadratic formulation:
, where C f is a cross-shore invariant friction coefficient, taken as 0.01. U b and b u % are undertow and waveinduced velocity near the bed. Finally, the velocity term U r represents the depth-averaged undertow current, which balances the mass flux between wave trough and crest due to waves and roller (see Garcez-Faria et al. (2000) , Equation 4). The second model used here, Nearshore POM, was developed from the original 3D hydrostatic POM (Blumberg and Mellor, 1987; Mellor, 2004) by including wave-averaged forcing due to shallow water breaking waves, and includes the wave-current interaction terms in the water column and in the bottom boundary layer equations. The model solves the following equation at each defined grid point in the water column (see NA1 and NA2, 2007) ):
where u, v, and w, represent horizontal, lateral, and vertical velocities, respectively, in a σ-vertical coordinate system. K M represents eddy diffusivity computed using Mellor-Yamada level 2 turbulence closure scheme, D represent total water depth, and G x represent a weak horizontal mixing term. Finally,
F is a depth uniform forcing term, which consists of the sum of gradients in wave energy and velocity (see NA2, Appendix B for more details). Nearshore POM results can be calibrated by adjusting surface and bottom roughness values, which are used in the surface and bottom boundary conditions. As inputs to both models, wave and roller energies and dissipation, wavenumber, and mean water surface elevation values are necessary. Wave and roller energy and dissipation are computed following (Stive and DeVriend, 1994; Reniers et al., 2004) . For the purpose of this paper, the cross-shore varying breaking coefficient, following Ruessink (2003) , was also adopted. Wave dissipation was determined from Baldock et al. (1998) . Mean water surface elevation η, which is used as input in the quasi-3D model, is computed from Nearshore POM. As shown in Figure 4 , the wave and setup models performed relatively well, except close to the shoreline. 
MODELS RESULTS

Quasi-3D Model
The quasi-3D model was calibrated by choosing turbulent eddy viscosity values that minimized rms error between measurement and numerical prediction of undertow profile. As shown in Figure 5 (dashed lines), the model overpredicts the value of maximum undertow, and predicts it to occur on the bar, near the water surface. In contrast, measurements indicate maximum undertow to be on the shoreward face of the bar, close to the bed (Figure 3) . Furthermore, in the regions offshore of the bar, the model predicts a uniform negative undertow profile, while observations indicate an upward convex shape. Closer to the bar, the model does predict the correct profile shape (upward concave), but velocities are overestimated at the bed or at the trough level. The poor performance of the model in regions offshore of the bar can be attributed to the fact that, by construction, the model cannot predict an upward convex shape. Indeed, in Equation 1, the quadratic term coefficient is always positive, which is characteristic of upward concave profiles. A uniform profile in that region, made possible by imposing an unrealistically large eddy viscosity value (up to 0.5 m2/s), is the only possible one that can minimize the rms error between model and measurement. It is important to note, however, that the imposed eddy viscosity values in the bar region were fairly realistic (O (10-3) ), despite the relatively poor agreement.
Another source of error comes from the disagreement between measured mass flux below trough level and modeled mass flux above trough level. As shown in Figure 6 , the mass flux computed by integrating undertow values over depth is not equal to the mass flux computed from wave and roller quantities. The wave and setup predictions do not seem to be at fault, since wave height computed from model results and measurement matched fairly well. Also, quasi-3D model results remained unchanged after substituting measured mean water surface to model results.
Various options can be explored in order to improve model performance. First, assuming a depth-varying radiation stress gradient in the formulation of the undertow might lead to better results offshore of the bar. Also, it might be appropriate to evaluate mass flux in a random wave field by using an equivalent linear wave, as suggested by Tajima and Madsen (2002 and 2006 , instead of Hrms wave height. Similarly, the formulation of roller energy on a random wave field based on Hrms wave height (Stive and DeVriend, 1994; Reniers et al., 2004 ) might need to be revisited. The application of these suggested changes is beyond the scope of this paper. To confirm the importance of the depth-averaged current term in Equation 1, Ur was re-computed using measured undertow current velocity instead of using modeled wave and roller mass flux:
where η t represents the elevation of the trough, and h is the water depth. Measurements spanned most of the water column, but instruments could not be placed at the trough level, because of its irregular and turbulent nature. Consequently, measured undertow profiles were fit to a parabolic formulation (average correlation=0.99), and extended to mean trough level, determined from zero-upcrossing wave gage data (see Figure 5) . After recalibration, model results improved greatly (compare dashed orange and solid red curves in Figure 5) . The agreement between model and measurement is almost perfect on the shoreward face and at the crest of the bar (between X=54 and 62m). On the other hand, offshore of the bar and closer to the shoreline, the model predicts a uniform profile. As mentioned earlier, this error is due to assumptions made about the quadratic nature and expression of the undertow, and it cannot be fixed by changing the constant Ur (see Equation  1 ). The improvement of model skill points to the importance of accurately predicting wave and roller mass flux.
Fully-3D Model
Nearshore POM is a fully 3D model, and requires more processing power to run than the quasi-3D model. Overall, the model performs fairly well, and predicts the correct location and magnitude of the maximum undertow, even though bottom roughness had to be set unrealistically high at 20cm (Figure 7) . A detailed model/data comparison indicates that the model still needs improvement (Figure 8) . Over the bar, the model predicts shoreward directed velocity high in the water column, and underpredicts the strength of the undertow close to the bed. Offshore of the bar, the model does predict shoreward directed velocity at the bed, but it underpredicts its strength at crossshore location 32.61m, and underpredicts the shoreward directed velocity closer to the trough level. The relatively good performance of the model can be explained by comparing modeled and measured mass flux (Figure 9 ). The model correctly predicts the shape of the measured mass flux, but underpredicts its overall strength. Reasons for this agreement are unclear, but may be attributed to the fact that Nearshore POM does not explicitly balance shoreward mass transport due to wave and roller by depth average undertow current. However, more research is needed to evaluate the role of shoreward mass flux in the model. 
CONCLUSIONS
Undertow measured over a fixed bed in a large wave flume was modeled with a quasi-3D and fully-3D model. Results indicate that, for the quasi-3D model, it is important to model correctly mass flux in the breaking and surf zone in order to find good agreement. The formulation prevents the model from reproducing profiles measured in the offshore region, where velocity at the bed was positive, and velocity near the trough negative. The full-3D model performs relatively well, but underestimates the strength of the undertow and mass flux.
In order to improve modeling results, mass flux due to waves and rollers in a random wave field have to be predicted with higher accuracy. Furthermore, it is necessary to revisit the formulation of the forcing terms in both quasi-3D and full-3D models, especially in the offshore regions, where waves have not broken.
