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a b s t r a c t
For a graph G, p(G) and c(G) denote the orders of a longest path and a longest cycle of G,
respectively. For a graph G, we denote by dG(x) and κ(G) the degree of a vertex x in G and
the connectivity of G, respectively. In this paper, we prove that if G is a 3-connected graph
of order n such that
∑4
i=1 dG(xi) ≥ n+ κ(G)+ 3 for every independent set {x1, x2, x3, x4},
then p(G) − c(G) ≤ 1. This is a stronger result than the problem of Lu et al. [M. Lu, H. Liu,
F. Tian, Two sufficient conditions for dominating cycles, J. Graph Theory 49 (2005)
134–150], and this degree condition is sharp.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
In this paper, we consider only finite undirected graphs without loops or multiple edges. For standard graph-theoretic
terminology not explained, we refer the reader to [2]. Let α(G) and κ(G) be the independence number and the connectivity
of a graph G, respectively. For a graph G, we define σk(G) by the minimum degree sum of any k independent vertices if
α(G) ≥ k; if α(G) < k, we set σk(G) = +∞.
Many researchers have investigated degree sum conditions for the existence of a hamiltonian cycle. Ore [7] introduced a
degree sum condition of two nonadjacent vertices. Bauer, Broersma, Li and Veldma [1] gave a σ3(G) condition involving the
connectivity.
Theorem 1 (Ore [7]). Let G be a graph of order n ≥ 3. If σ2(G) ≥ n, then G is hamiltonian.
Theorem 2 (Bauer et al. [1]). Let G be a 2-connected graph of order n. If σ3(G) ≥ n+ κ(G), then G is hamiltonian.
In this paper, we investigate analogues of Theorems 1 and 2 for a generalization of the concept of hamiltonian cycle. For
a graph G, we define diff(G) := p(G) − c(G), where p(G) and c(G) are the orders of a longest path and a longest cycle of G,
respectively. A connected graph G is hamiltonian if and only if diff(G) = 0, and any longest cycle of a graph G is dominating
if diff(G) ≤ 1. A cycle C of a graph G is said to be a dominating cycle if V (G \ C) is an independent set. In [5,8], it is shown
that the property ‘‘diff(G) is small’’ implies a number of cycle-related properties. In this sense, the invariant diff(G) plays an
important role in the study of cycle-related properties. Therefore we consider the following problem, because Theorems 1
and 2 can be viewed as the results on diff(G) = 0.
Problem 3. Are there analogues of Theorems 1 and 2 in terms of diff(G)?
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We first consider the analogue of Theorem 1. In [3], Bondy proved that if G is a 2-connected graph of order n with
σ3(G) ≥ n + 2, then any longest cycle in G is dominating. Enomoto, van den Heuvel, Kaneko and Saito [4] showed the
same degree condition implies diff(G) ≤ 1.
Theorem 4 (Enomoto et al. [4]). Let G be a 2-connected graph of order n. If σ3(G) ≥ n+ 2, then diff (G) ≤ 1.
Recently, Ozeki, Tsugaki and the author proved the following result concerning diff(G) ≤ 2.
Theorem 5 (Ozeki et al. [8]). Let G be a 3-connected graph of order n. If σ4(G) ≥ n+ 6, then diff (G) ≤ 2.
In the same paper, they proposed the following conjecture. This has been verified for k = 1 (Theorem 1), k = 2
(Theorem 4) and k = 3 (Theorem 5).
Conjecture 6 (Ozeki et al. [8]). Let k be a positive integer and let G be a k-connected graph of order n. If σk+1(G) ≥ n+k(k−1),
then diff (G) ≤ k− 1.
Next, we consider the analogue of Theorem 2. In [6], Lu et al. proved that if G is a 3-connected graph of order n with
σ4(G) ≥ n + 2κ(G) then any longest cycle of G is dominating. Also they proposed the following problem: Does the same
degree condition imply diff(G) ≤ 1? In this paper, we prove a stronger result than this problem.
Theorem 7. Let G be a 3-connected graph of order n. If σ4(G) ≥ n+ κ(G)+ 3, then diff (G) ≤ 1.
This theorem implies the following corollary, which is stronger than the results in [6,9,10].
Corollary 8. Let G be a 3-connected graph of order n. If σ4(G) ≥ n+ κ(G)+ 3, then any longest cycle of G is dominating.
These degree conditions in Theorem 7 and Corollary 8 are best possible in a sense. Let κ,m and n be integers with
m ≥ κ ≥ 3 and n+κ−24 ≤ m ≤ n−23 . We consider the graph G = (Km + mK2) ∪ Kn−3m by joining κ vertices of Km and
each vertex of Kn−3m. Then κ(G) = κ and σ4(G) = 3(m + 1) + (n − 3m + κ − 1) = n + κ + 2, but diff(G) ≥ 2 and no
longest cycle of G is dominating.
As an answer of Problem 3, we propose the following question motivated by Theorems 2 and 7.
Question 9. Let k be a positive integer and let G be a (k+1)-connected graph of order n. If σk+2(G) ≥ n+κ(G)+(k+1)(k−1),
then diff (G) ≤ k− 1?
This degree condition, if it is true, is best possible in a sense. Let k, κ,m and n be positive integers with m ≥ κ ≥ k + 1
and n+κ−kk+2 ≤ m ≤ n−kk+1 . We consider the graph G = (Km + mKk) ∪ Kn−(k+1)m by joining κ vertices of Km and each vertex of
Kn−(k+1)m. Then σk+2(G) = (k+ 1)(m+ k− 1)+ (n− (k+ 1)m+ κ − 1) = n+ κ(G)+ (k+ 1)(k− 1)− 1 and diff(G) ≥ k.
The main idea of the proof of Theorem 7 comes from [6,10]. In Section 2, we give notation and lemmas. In Section 3, we
give the proof of Theorem 7.
2. Notation and preliminaries
We first prepare some notation used in this paper. Let G be a graph. For a subgraph H of G and a vertex x ∈ V (G), we
define NH(x) := NG(x) ∩ V (H) and dH(x) := |NH(x)|. For X ⊆ V (G),⋃x∈X NG(x) \ X is denoted by NG(X). Furthermore, for
a subgraph H of G and X ⊆ V (G), we define NH(X) := NG(X) ∩ V (H). If there is no fear of confusion, we often identify a
subgraph H of a graph G with its vertex set V (H). For example, G \ V (H) is sometimes denoted by G \ H . Throughout this
paper, we consider that every cycle has a fixed orientation. Let C be a cycle of G. For x ∈ V (C), we denote the successor and
the predecessor of x on C by x+ and x−, respectively. For X ⊆ V (C), we define X+ := {x+: x ∈ X} and X− := {x−: x ∈ X}. For
x, y ∈ V (C), we denote by C[x, y] a path from x to y along the orientation of C . The reverse sequence of C[x, y] is denoted by←−C [y, x]. We denote C[x, y] \ {x, y}, C[x, y] \ {x}, C[x, y] \ {y} by C(x, y), C(x, y] and C[x, y), respectively.
Nowwe give three lemmas used the proof of Theorem 7. The lemmas except Lemma 2(i) were proved in [6]. Lemma 2(i)
can be proved easily, by using the fact diff(G) = 2. So we omit the proofs.
Suppose thatG is a 3-connected graphwith diff(G) = 2. Let C be a longest cycle ofG and letH be a component ofG\C with
|V (H)| = 2. Let V (H) = {v1, v2} and NC (H) = {x1, . . . , xt}, and let x′i be a vertex in NC (H) such that C(xi, x′i) ∩ NC (H) = ∅,
that is, x′i is the successor of xi in NC (H) on C . A vertex u ∈ C(xi, x′i) is insertible if there exist vertices v, v+ ∈ C[x′i, xi] such
that uv, uv+ ∈ E(G); then vv+ ∈ E(C) is an insertion edge of u.
Lemma 1 ([6] Lemma 2 (1)). There exists a non-insertible vertex in C(xi, x′i) for 1 ≤ i ≤ t.
For 1 ≤ i ≤ t , let ui be the first non-insertible vertex along C(xi, x′i). Let Th = {ui : xi ∈ NC (vh)} for h = 1, 2.
Lemma 2 ([6] Lemmas 2 and 3). Let i, j be integers with 1 ≤ i 6= j ≤ t. Let u ∈ C(xi, ui] and v ∈ C(xj, uj]. Then the following
statements hold.
(i) If w ∈ NC (u), then NG\C (w−) = ∅. In particular, NG\C (u) = ∅.
(ii) NC (u) ∩ C(xj, uj] = ∅. In particular, uiuj 6∈ E(G).
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(iii) NC (u)− ∩ NC (v) ∩ C(ui, xj) = ∅.
(iv) If ui ∈ Th, then NC (u) ∩ (NC (v3−h) \ {xi})++ = ∅.
Lemma 3 ([6] Lemma 4). Let h, i, j, k be integers with h = 1, 2 and 1 ≤ i 6= j 6= k ≤ t. If ui ∈ Th and uj, uk ∈ T3−h, then
dG(ui)+ dG(uj)+ dG(uk) ≤ n− |(NC (v1) ∩ NC (v2)) \ NC ({ui, uj, uk})| + 1.
3. Proof of Theorem 7
In order to prove Theorem 7, we use the following result (a weaker version of Theorem 4 in [8]).
Theorem 10 (Ozeki et al. [8]). Let G be a 3-connected graph of order n. If σ4(G) ≥ n+ 6, then for any longest path Q of G, there
exist a cycle C and a component H of G \ C such that V (C) ∪ V (H) = V (Q ) and |V (H)| ≤ 2.
Proof of Theorem 7. Suppose that G is a 3-connected graph of order nwith κ(G) = κ and σ4(G) ≥ n+ κ + 3. Assume that
diff(G) ≥ 2. Let Q be a longest path in G. Since G is 3-connected, we have σ4(G) ≥ n+ κ + 3 ≥ n+ 6. By Theorem 10, there
exist a cycle C and a component H of G \ C such that V (C) ∪ V (H) = V (Q ) and |V (H)| ≤ 2. If |V (H)| ≤ 1, then there is
nothing to prove. Therefore we may assume that |V (H)| = 2, C is a longest cycle and diff(G) = 2. Let V (H) = {v1, v2} and
NC (H) = {x1, . . . , xt}. Suppose that x′i , ui (1 ≤ i ≤ t), T1 and T2 are the same as those in Section 2.
Claim 1. |Th| ≥ κ + 1 for each h = 1, 2.
Proof. Since G is 3-connected, we may assume that there exist three vertices ui, uj ∈ T1 and uk ∈ T2. By Lemma 3, we have
dG(ui)+ dG(uj)+ dG(uk) ≤ n+ 1. By Lemma 2(i) and (ii), {ui, uj, uk, vh} is independent for each h = 1, 2. By the degree sum
condition, we obtain dG(vh) ≥ κ + 2. Since dH(vh) = 1, it follows that |Th| = dC (vh) ≥ κ + 1 for each h = 1, 2. 
Let S be a vertex cut set with |S| = κ . Let B1, B2, . . . , Bp be the components of G \ S.
Claim 2. There exist two integers h and q such that |Th \ (S ∪ Bq)| ≥ 2.
Proof. Assume that |Ti \ S| ≤ 1 for some i. By Claim 1, S ⊆ Ti holds and G[C ∪ H] \ S is connected. Hence there exists a
component H ′ of G \ C with NC (H ′) ∩ Th 6= ∅. This contradicts Lemma 2(i). Therefore |Ti \ S| ≥ 2 for each i = 1, 2.
Suppose that Claim 2 does not hold. Then for each i = 1, 2, |Ti \ S| = 2 and |Ti ∩ S| = κ − 1, and moreover, there
exist two integers ri 6= si such that Ti ∩ Bri 6= ∅ and Ti ∩ Bsi 6= ∅. Without loss of generality, we may assume that v1 6∈ S,
u1 ∈ T1 ∩ B1 and u2 ∈ T1 ∩ B2. Let X = C[x1, x′1] ∪ C[x2, x′2] ∪ {v1}. Then G[X] is connected, and hence |X ∩ S| ≥ 2. Since|(C(x′1, x2) ∪ C(x′2, x1)) ∩ S| = κ − 1, we have |X ∩ S| ≤ 1, a contradiction. 
Without loss of generality, wemay assume that q = 1 in Claim 2. Choose h so that B1 \NG(v3−h) 6= ∅ if possible. Without
loss of generality, we may assume that h = 1 and u1, u2 ∈ T1 \ (S ∪ B1). Let A1 := C(x1, u1), C1 := C[u1, x2], A2 := C(x2, u2)
and C2 := C[u2, x1]. By Lemma 2(i)–(iii) and since ui 6∈ S ∪ B1, the following three statements hold.
(I) NG\C (ui) = ∅ for i = 1, 2.
(II) NAi(ui) ⊆ Ai \ B1 and NAi(u3−i) = ∅ for i = 1, 2.
(III) NCi(ui)
− ∪ NCi(u3−i) ⊆
(
Ci \
(
B1 ∪ NCi(v2)+
)) ∪ (NCi(ui)− ∩ B1) and NCi(ui)− ∩ NCi(u3−i) = ∅ for i = 1, 2.
Let Ui := NCi(ui)− ∩ B1 for i = 1, 2. Let VB := B1 ∩ NC (v2)+ \ {x+1 , x+2 }. By Lemma 2(i), we have
⋃2
i=1 NAi(v2)
+ = ∅. By
(I)–(III), we obtain
dG(u1)+ dG(u2) ≤
2∑
i=1
|Ai \ B1| +
2∑
i=1
∣∣(Ci \ (B1 ∪ NCi(v2)+)) ∪ (NCi(ui)− ∩ B1)∣∣
≤
2∑
i=1
|Ai| −
2∑
i=1
|Ai ∩ B1| +
2∑
i=1
|Ci| −
2∑
i=1
|Ci ∩ B1| −
2∑
i=1
∣∣NCi(v2)+ \ {x+3−i}∣∣
+
2∑
i=1
∣∣B1 ∩ (NCi(v2)+ \ {x+3−i})∣∣+ 2∑
i=1
|NCi(ui)− ∩ B1|
= |C | − |B1 ∩ C | −
∣∣NC (v2)+ \ {x+1 , x+2 }∣∣+ ∣∣B1 ∩ NC (v2)+ \ {x+1 , x+2 }∣∣+ 2∑
i=1
|Ui|
≤ (n− |H|)− |B1 ∩ C | − (dG(v2)− 1)+ 2+ |VB| +
2∑
i=1
|Ui|,
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and hence
dG(u1)+ dG(u2)+ dG(v2) ≤ n− |B1 ∩ C | + |VB| +
2∑
i=1
|Ui| + 1. (1)
By Lemma 2(i) and (ii), {u1, u2, v2} is an independent set. We divide into two cases.
Case 1. U1 = ∅ and U2 = ∅.
We first show that VB ∪⋃2i=1(Ti ∩ B1) = ∅. Suppose that there exists y1 ∈ VB ∪⋃2i=1(Ti ∩ B1). Note that y1 ∈ B1 and
NG(y1) ⊆ B1∪S. By Lemma 2(i) and (ii), we haveNG(y1) ⊂ V (C) andNG(y1)∩VB = ∅. Hence dG(y1) ≤ |B1∩C |+|S∩C |−|VB|.
Since u1, u2 6∈ S∪B1, {u1, u2, v2, y1} is an independent set. Hence, by the inequality (1), we have dG(u1)+dG(u2)+dG(v2)+
dG(y1) ≤ n+ |S ∩ C | + 1 ≤ n+ κ + 1, a contradiction. Therefore VB ∪⋃2i=1(Ti ∩ B1) = ∅.
Claim 3. H ∩ B1 = ∅.
Proof. Assume that vi ∈ B1 for some i. Since Ti ∩ B1 = ∅, there exists sj ∈ C[xj, uj) ∩ S for each uj ∈ Ti \ S. Let S ′ =
{sj : uj ∈ Ti \ S}. Since |S ′| = |Ti \ S| and S ′ ∪ (Ti ∩ S) ⊆ S, it follows from Claim 1 that κ + 1 ≤ |Ti| = |Ti \ S| + |Ti ∩ S| =
|S ′| + |Ti ∩ S| ≤ |S| = κ , a contradiction. 
Suppose that B1 \NG(v2) 6= ∅, say y2 ∈ B1 \NG(v2). Choose y2 so that y2 ∈ V (G \ C) if possible. Then |NG\C (y2)∩ B1| ≤ 1
because diff(G) = 2. Hence dG(y2) ≤ |B1 ∩ C | + |S| + 1. Since {u1, u2, v2, y2} is an independent set, the inequality (1) yields
dG(u1)+ dG(u2)+ dG(v2)+ dG(y2) ≤ n+ |S| + 1 = n+ κ + 1, a contradiction.
Suppose that B1\NG(v2) = ∅, that is, B1 ⊆ NG(v2) and v2 ∈ B1∪S. By Claim3,we have v2 ∈ S, and so |S∩C | ≤ κ−1. Since
T2∩B1 = ∅, it follows from Claim 1 that |T2 \ (S∪B1)| ≥ 2. The choice of h implies that B1 \NC (v1) = ∅, that is, B1 ⊆ NC (v1)
and v1 ∈ S by Claim 3. Then |S ∩ C | ≤ κ − 2. Since |T2 \ (S ∪ B1)| ≥ 3 by Claim 1, there exists u3 ∈ T2 \ (S ∪ B1) such that
u3 6= u1 and u3 6= u2. By Lemma 2(ii), {u1, u2, u3} is an independent set. Since B1 ⊆ (NC (v1)∩NC (v2)) \NC ({u1, u2, u3}), we
obtain dG(u1)+ dG(u2)+ dG(u3) ≤ n− |B1| + 1 by Lemma 3. Let y3 ∈ B1. Then dG(y3) ≤ |B1| + |S| − 1 and {u1, u2, u3, y3}
is an independent set, because u1, u2, u3 6∈ S ∪ B1. Hence dG(u1)+ dG(u2)+ dG(u3)+ dG(y3) ≤ n+ κ , a contradiction.
Case 2. U1 6= ∅ or U2 6= ∅.
By the symmetry of C , we may assume that U1 6= ∅. Take z1 ∈ U1 ∪ (VB ∩ C1) so that |C[u1, z1]| is as small as possible. By
Lemma 2(i), NG(z1) ∩ V (G \ C) = ∅ and {u1, u2, v2, z1} is an independent set.
We define D1 = {s ∈ S ∩ C : y ∈ U1, C(s, y] ⊆ B1}. Note that |D1| = |U1| since (U+1 ∪ {u1}) ∩ B1 = ∅. Because u1 6∈ B1
and D+1 ⊆ B1, we obtain
(IV) (NC1(u1)
− ∪ NC1(u2)) ∩ (D1 \ NC (u2)) = ∅.
It follows from (I)–(IV) that
dG(u1)+ dG(u2) ≤ |C | −
∣∣B1 ∩ C | − |NC (v2)+ \ {x+1 , x+2 }∣∣+ |VB| + 2∑
i=1
|Ui| − |D1 \ NC (u2)| +
∣∣D1 ∩ NC (v2)+∣∣
≤ (n− |H|)− |B1 ∩ C | − dG(v2)+ 3+ |VB| + |D1 ∩ NC (u2)| +
∣∣D1 ∩ NC (v2)+∣∣+ |U2|,
and so
dG(u1)+ dG(u2)+ dG(v2) ≤ n− |B1 ∩ C | + |VB| + |D1 ∩ NC (u2)| +
∣∣D1 ∩ NC (v2)+∣∣+ |U2| + 1. (2)
Let UB = NC (u2)+ ∩ B1 ∩ C[z1, x2) and VS = NC (v2)+ ∩ S ∩ C[z1, x2). By the choice of z1, (D1 ∩ NC (u2))+ \ {z2} ⊆ UB
and (D1 ∩ NC (v2)+) ⊆ VS , where z2 ∈ (D1 ∩ NC (u2))+ ∩ C[u1, z1]. By Lemma 2(i), we have x2 6∈ VB. Forw ∈ VB ∩ C[z1, x2),
if w ∈ UB then let w∗ = w+; otherwise let w∗ = w. Let V ∗B = {w∗ : w ∈ VB ∩ C[z1, x2)}, V 1B = V ∗B ∩ NC (v2)+ and
V 2B = V ∗B ∩ NC (v2)++. Then note that V ∗B = V 1B ∪ V 2B ⊂ B1 ∪ S and V ∗B ∩ UB = ∅. By the definition of V ∗B and the choice of z1,
we have |V ∗B | = |VB ∩ C[z1, x2)| = |VB ∩ C1|. Since UB ∪ V 1B ⊆ B1 and VS ⊆ S, it follows that UB ∩ VS = ∅ and VS ∩ V 1B = ∅.
By Lemma 2(i), we have VS ∩ V 2B = ∅ and hence VS ∩ V ∗B = ∅. Therefore we deduce
|UB ∪ VS ∪ V ∗B | = |UB| + |VS | + |V ∗B |
≥ |D1 ∩ NC (u2)| + |D1 ∩ NC (v2)+| + |VB ∩ C1| − 1. (3)
Claim 4. NC (z1) ∩ (UB ∪ VS ∪ V ∗B ) = ∅.
Proof. Assume not. Let z ∈ NC (z1)∩(UB∪VS∪V ∗B ). If z1 6∈ VB, then it follows from Lemma 2(ii), (iii) and (iv) that z 6∈ VS∪V 1B ,
z 6∈ UB and z 6∈ V 2B , respectively. Therefore z1 ∈ U1. By Lemma 2(iii), we have z 6∈ VS ∪ V 1B , that is, z ∈ UB ∪ V 2B . Since
z+1 ∈ NC (u1), there exists w1 ∈ C(x1, u1] with z+1 ∈ NC (w1). Choose w1 so that |C(x1, w1]| is as small as possible. If z ∈ UB,
then there existsw2 ∈ C(x2, u2]with z− ∈ NC (w2), and we choosew2 so that |C(x2, w2]| is as small as possible. Let
C ′ :=
{
C[w1, z1]C[z, x2]v2v1←−C [x1, w2]←−C [z−, z+1 ]w1 if z ∈ UB,
C[w1, z1]C[z, x1]v2v1←−C [z−2, z+1 ]w1 if z ∈ V 2B .
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By the choice of w1 and w2 and by Lemma 2(ii) and (iii), no edge in E(C) \ E(C ′) is an insertion edge of any vertex in
C(x1, w1) ∪ C(x2, w2). Hence we can insert all vertices in C(x1, w1) ∪ C(x2, w2) into C ′, and we obtain a longer cycle than
C , a contradiction. 
Claim 5. NG(z1) ∩ (U2 ∪ (VB ∩ C2)) = ∅.
Proof. Assume that z2 ∈ NG(z1) ∩ (U2 ∪ (VB ∩ C2)). By Lemma 2(iii), z1 6∈ VB and z2 6∈ VB. Hence z1 ∈ U1 and z2 ∈ U2. Since
z+i ∈ NC (ui), there existswi ∈ C(xi, ui]with z+i ∈ NC (wi). For i = 1, 2, we choosewi ∈ C(xi, ui] so that |C(xi, wi]| is as small
as possible. Then C[w1, z1]←−C [z, w2]C[z+2 , x1]v1←−C [x2, z+1 ]w1 is a cycle. By the choice ofw1 andw2 and by Lemma 2(ii) and
(iii), we can obtain a longer cycle than C , a contradiction. 
By Lemma 2(iv), we have U2 ∩ (VB ∩ C2) = ∅. By Claims 4 and 5 and the inequality (3), we deduce
dG(z1) ≤ |B1 ∩ C | + |S ∩ C | − |UB ∪ VS ∪ V ∗B | − |U2 ∪ (VB ∩ C2)|
≤ |B1 ∩ C | + |S ∩ C | − |VB| − |D1 ∩ NC (u2)| − |D1 ∩ NC (v2)+| − |U2| + 1.
Summing this inequality and the inequality (2) yields
dG(u1)+ dG(u2)+ dG(v2)+ dG(z1) ≤ n+ |S ∩ C | + 2 ≤ n+ κ + 2,
a contradiction. 
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