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T HERE has been an increasing interest in the research on multimedia indexing and retrieval based on subjective concepts, such as emotion, preference and aesthetics. The research efforts in this direction are considered human-centered and beyond the conventional keyword-or (semantic) object-based multimedia analysis paradigm [1] . In addition, the problems addressed by these efforts are considered challenging since they require multidisciplinary understanding of human behavior and perception as well as multimodal approaches integrating different modalities, e.g., audio, visual and text, to reach an acceptable level of performance. In addition to the multimedia content and to better take into account the human factors, users' spontaneous responses, either explicit (e.g., rating) or implicit (laughing, gaze direction, physiological responses) are increasingly also integrated as input in such approaches.
This special section focuses on affective analysis of multimedia, that is, the analysis focusing on estimating the expected emotional state of the user when interacting with multimedia content. The result of such analysis can enhance multimedia retrieval and recommendation systems by adding the emotion-related factor into the assessment of the appropriateness of the content for the user [2] . The mission of the special section is to provide a view at the state-of-the-art in this domain and point to the potentially interesting future research directions. It therefore features articles concerning multimedia affective understanding from different perspectives, including predicting likability and emotions from users' responses [3] , [4] , content analysis for music affective understanding [5] , [6] , [7] , visual content analysis for aesthetics and emotional understanding [8] , [9] , [10] , and an application for sentiment analysis [11] .
In response to an open call for our special section, we initially received 35 submissions [4] , [10] from which we accepted nine original articles. In the next section, we summarize the articles and their key findings. In the final section, we summarize the challenges for future research on affective analysis in multimedia.
FEATURED WORK
Users spontaneous reactions can be used for understanding the content they watch or consume. In [3] , Abadi et al. introduced a new database for emotion recognition in response to videos. The database includes near-infra-red (NIR) facial videos, horizontal Electrooculogram (hEOG), Electrocardiogram (ECG), trapezius-Electromyogram (tEMG) and most importantly Magnetoencephalogram (MEG) responses from participants who were watching short video clips. The selfassessed emotions and continuous annotation of the stimuli are provided with the goal of serving as ground truth. Correlation analysis and emotion recognition results were also given to serve as a baseline for the future database users. Emotional expressions in response to videos can be translated into how much the video was likable. McDuff et al. [4] first collected 12,000 sequences of facial expressions in response to 170 video advertisements. Then, using machine learning methods and face tracking techniques, they demonstrated the feasibility of detecting advertisement liking and potential purchase intent. This work, co-developed by an industrial partner, i.e., Affectiva Inc., presents a significant step in commercializing multimedia affective computing technologies.
Emotional content in music can be used for music indexing and recommendation. The special section contains three articles that characterize musical emotion as discrete classes. Ren et al. [5] proposed the use of a two-dimensional representation of frequency and modulation features, and demonstrated the significance of these novel features over three music mood datasets. They also described a leading solution for the music information retrieval evaluation exchange (MIREX) contest on audio mood classification. Liu et al. [6] considered music mood classification as a multi-label classification problem, and proposed a multi-label dimension reduction method to discover the intrinsic factors in music that convey emotions. Extensive numerical results showed that the dimensionality-reduced features lead to better classification accuracy, comparing to the original features. Wang et al. [7] explored a non-parametric Bayesian approach for emotional characterization of music. To construct a discriminative latent space while capturing correlations between emotions, they used a hierarchical Dirichlet process (HDP) mixture and modified it by introducing linear discriminant idea into the sampling distributions of HDP latent topics. Experiments demonstrated the effectiveness of the proposed approach for both music mood classification and emotionbased music retrieval.
Visual content expresses and evokes emotions in both utilitarian and aesthetics forms. Hence, image indexing will benefit from understanding their affective content. Aesthetics are closely related to natural responses of humans to multimedia content. To measure the consensus of aesthetic quality, the variance of the aesthetic quality scores is usually considered. Park and Zhang [8] , however, argued that further statistical moments such as skewness and kurtosis could be more adequate measures, because such score distributions tend to be non-Gaussian. Based on the higher order statistical moments, they designed a dynamical model named drift-diffusion model for aesthetic perception (DDM4AP), and showed that this model can better explain the properties of the behaviors. Social networking services are now a common platform to share their emotional experiences with their friends by exchanging photos, short clips, and their comments to those. Wang et al. [9] focused on modeling of emotion influences over social networks to improve affective image content analysis performance. They proposed a new graphical model that takes into account different types of relationships such as user-content, user-user (friendship), and temporal dynamics. Using this model, they showed that such relationships indeed contribute to improving affective content analysis performance. Chen et al. [10] explored how visual content is used to convey affects by publishers of images in online social media, and how such content evokes affective responses accordingly on the viewer side. From the visual content and the text comments associated with the images, the authors proposed to learn a set of publisher affect concepts (PACs) and viewer affect concepts (VACs). By modeling the correlation between PACs and VACs, they developed and evaluated an innovative system that can automatically generate multi-sentence comments related to the affect of images, with high perceptual plausibility.
Sentiment analysis deals with the intrinsic affect in content and has a large body of applications, e.g., opinion mining and content characterization. Nguyen et al. [11] presented a comprehensive study of online blogs related to the Autism Spectrum Disorder, using three types of textual features: sentiment information, topics of interest, and language style. These feature were found to be effective in detecting autism related blogs in both personal and social settings.
CHALLENGES AND PERSPECTIVES
Articles in this issue are covering multimedia affective understanding using different modalities including textual, visual and auditory modalities. What they all have in common is the affective understanding of the content and its users. The featured work demonstrated how affective analysis in multimedia has advanced to the point of commercialization. However, we are still in need of a common understanding with regard to the psychology of affect to advance this topic. Ideally, we need new models developed by an inter-disciplinary effort, including researchers from computing, communication and psychology, that can be used in computational modeling of affect in multimedia.
A great challenge in affective computing is understanding the true emotions that people feel, i.e., the ground truth. In affective analysis in multimedia, affect might refer to different aspects of emotional characteristics [1] , [12] , [13] , including intended, expected or felt emotions. Emotions that the content creator is intending to elicit in the audience are expressed or intended emotions; regardless of the fact that the users feel those emotions or not. Expected emotions arise in response to a content in most of its audience. Emotions that audience feel in response to a content are felt-emotions. Affect might be also referring to an intrinsic characteristic of the content, e.g., the subject of sentiment analysis. Each and every one of these aspects requires its own strategy for data collection. There is also some confusion over what we mean by affective terms in multimedia community, e.g., mood might refer to the intrinsic affect of a given content as opposed to its classic definition of a long and diffused affect with no certain stimulus [14] . A clearer definition for affective terminology will benefit the future work by dividing the affective analysis depending on its aim.
We ideally want to have access to a large number of emotional responses or labels, e.g., [4] . However, we cannot expect gathering this amount of data in a laboratory, e.g., [3] . The rise of crowdsourcing as an alternative for data collection to the laboratory settings is enabling efficient and effective data collection [1] . Also the proliferation of wearable devices will result in a massive generation of physiological and behavioral responses that can be used for this type of research. We should therefore position ourselves to benefit from these new opportunities and at the same time encourage developing and sharing databases such as the ones developed in MediaEval multimedia benchmarking campaign (http://www.multimediaeval.org) [15] or other publicly available databases such as [3] .
Content-based affective understanding of multimedia has been mainly focused on directly translating low level features to emotions. A better understanding of what affective analysis entails will strengthen content-based methods by further identifying and learning the mid-level affective attributes.
Finally, academic and industrial researchers yet need to find best practices in incorporating affect in multimedia applications and take it beyond its current applications, e.g., marketing and content retrieval. We hope this crossdisciplinary special section motivates further research on affective analysis in multimedia in both multimedia computing and affective computing communities.
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