observed that autocorrelation matrices, as used for time-domain design of digital deconvolution filters, are ill-conditioned in certain cases. They present an example, where the solution of such a system of linear equations results in significantly different filter points, when the solution is performed on different computers. This paper presents a survey of the causes of such problems from a mathematical point of view. Later, the effect of pre-whitening on numerical stability is examined.
DECONVOLUTION IS INCORRECTLY POSED
For the purposes of discussion here, deconvolution is considered between functions: b y ( t ) = I f(t -s)g(s) dF, c 5 t 5 d. a Deconvolution attempts to produce a function g(s) E G given f(t -s) E F and y ( t ) E Y, where G, F, and Y are the respective function spaces to which the functions belong. Such a problem would be said to be correctly posed if (i) for every function y ( t ) there corresponds a solution g(s) to the problem, (ii) the solution g(s) is unique for a given y ( t ) , and (iii) the solution g(s) is continuous with respect to y ( t ) .
Equation (1) is a special case of a Fredholm integral equation of the first kind:
As stated by Tihonov (1963) , it is not true that a solution g(s) may be produced for any given y ( t ) for equations of this type. So there may be no function, g(s), which, when convolved with a given filter, f, will yield a desired output y ( t ) , which means that deconvolution is incorrectly posed. If the left-hand side of equation (1) is only known to a finite accuracy, the different numerical methods to solve equation (1) lead to quite erratic results. Phillips (1962) presents some interesting numerical examples, and attributes this phenomenon to the fact that the integral operator with kernel K(t, s) generally has no bounded inverse. Franklin (1970) noted these effects, and discussed the use of stochastic processes to provide information about ill-posed linear problems.
SPECTRAL CHARACTERIZATION
In the theory of linear equations, the condition number of a positive definite symmetric matrix is defined as
where Amax and Amin are, respectively, the largest and smallest eigenvalues. This ratio was used by Treitel & Wang (1976) as a measure of ill-conditioning of the seismic deconvolution problem. In seismic deconvolution, the matrix in question is the autocorrelation matrix of the seismic trace. As stated by Robinson (1967) , this matrix is symmetric, Toeplitz, and positive definite. The physical meaning of the condition number may be determined by considering the meaning of the maximum and minimum eigenvalues. It was proved by Grenander & Szego (1958, chapter 3) that, defining x and X , respectively, as the smallest and largest values of the power spectrum, we have:
From this it may be seen that Related results are given by Ekstrom (1973) . Korvin (1978) has also given a derivation of equation (4) using much simpler arguments than are used by these previous authors.
These results indicate that small (in comparison with the maximum value) values of the power spectrum for certain frequencies may be expected to result in ill-conditioning of the deconvolution problem.
LINEAR DEPENDENCE OF COLUMNS
Equation (2) may be discretized to obtain an approximation: Hunt (1972) has shown that the smoother the function K(t, s) becomes (in the sense that derivatives with respect to t may be reasonably approximated by a Taylor's series expansion), the greater will be the linear dependence between the columns of the matrix A, which means that the matrix becomes more ill-conditioned. In relation to seismic deconvolution, this means that a smoother trace may be expected to result in a more ill-conditioned autocorrelation matrix, as was observed earlier by Franklin (1970) . Also, interestingly, finer sampling in equation (6) in order to improve the approximation of the linear equations to the underlying integral equation would most likely result in further ill-conditioning. The data used by Treitel & Wang (1976) was digitally recorded at a 4ms sampling rate and interpolated to a 2ms sampling rate for static correction purposes. Such a treatment has the effect of smoothing the data, which may have contributed to the ill-conditioning they observed.
THE EFFECT OF PRE-WHITENING
Treitel & Wang (1976) note, without proof, that the addition of a small amount of white noise, as commonly performed in seismic processing, improves the conditioning of the linear system. Mathematically, this manifests as the replacement of the element of the diagonal, @o with a value
where 6 is a small positive constant. Denoting D as the actual change in the diagonal element:
the condition number of the pre-whitened system will be (9) This function is monotonic decreasing for positive D and asymptotically approaches 1 as D becomes infinite. This is the reason a pre-whitened system is less ill-conditioned than the original linear system. However, it should be noted here that this is not an acceptable reason to make the change in the diagonal arbitrarily large. To see why, we write the pre-whitened linear system in matrix form as To understand what pre-whitening is actually doing, we consider the prediction problem, with prediction distance (Y and filter length m + 1. A derivation of the normal equations can be found in Robinson (1967) . Here, we simply start with the pre-whitened normal equations and perform the reverse of that derivation. The approach for other desired Wiener filters is identical to that for the prediction filter.
The pre-whitened normal equations, given in matrix form in equation (10) (13) is the error variance which is being minimized by the Wiener filter without prewhitening, and the second term is a (discrete) 'regularizing functional' in the sense of Tihonov (1963) . This regularizing functional has the effect of producing a smoother filter. As noted by Treitel & Wang (1976) , an ill-conditioned system may be expected to produce a set of filter elements which vary widely in magnitude. Such a smoothing of the filter, as discussed here, may be expected to alleviate this problem.
