The following equations and figures are supplementary material. The networks in our study have 1015 anatomically defined nodes. This leads to:
N edges = 1015 * (1015 − 1) 2 N edges = 514, 605
The total of all the classifier weights was obtained by summing the absolute value of all the weights:
= 2077.6096558590079
For each of the thresholding windows we calculated the percent of total weight represented. For example, in Figure 2 of the main text, we calculated the weight and amount of edges using the following method. First, we defined a binarizing threshold function to obtain the number of edges:
Next, we used this to obtain the total number of thresholded edges, and their percent of the total edges.
The percent of edges that remain are simply: The total weight of the edges that are within the threshold regions can be obtained similarly:
The percent of the total classifier weight contained within the thresholded edges is therefore: For future studies it may be simpler to only consider edges that exist in at least one structural network. This will speed classification and make visualization easier. That is to say, the classification should be given a mask that contains only edges that exist in the union of all all subject's networks. This can be expressed mathematically with set theory as:
Figure Legends This table details a single random (Val) subject's network edges. The vast majority of the edges had weights below a fiber count of 100.
