In this study, we used whole genome sequencing and gene expression profiling of 215 human induced pluripotent stem cell (iPSC) lines from different donors to identify genetic variants associated with RNA expression for 5,746 genes. We were able to predict causal variants for these expression quantitative trait loci (eQTLs) that disrupt transcription factor binding and validated a subset of them experimentally. We also identified copy number variant (CNV) eQTLs, including some that appear to affect gene expression by altering the copy number of intergenic regulatory regions. In addition, we were able to identify effects on gene expression of rare genic CNVs and regulatory single nucleotide variants, and found that reactivation of gene expression on the X
Summary
In this study, we used whole genome sequencing and gene expression profiling of 215 human induced pluripotent stem cell (iPSC) lines from different donors to identify genetic variants associated with RNA expression for 5,746 genes. We were able to predict causal variants for these expression quantitative trait loci (eQTLs) that disrupt transcription factor binding and validated a subset of them experimentally. We also identified copy number variant (CNV) eQTLs, including some that appear to affect gene expression by altering the copy number of intergenic regulatory regions. In addition, we were able to identify effects on gene expression of rare genic CNVs and regulatory single nucleotide variants, and found that reactivation of gene expression on the X chromosome depends on gene chromosomal position. Our work highlights the value of iPSCs for genetic association analyses and provides a unique resource for investigating the genetic regulation of gene expression in pluripotent cells.
Graphical abstract Introduction
Since their discovery 10 years ago, induced pluripotent stem cells (iPSCs) have been used to model a multitude of "diseases in a dish" by utilizing lines derived from a relatively small number of diseased and healthy donors (Avior et al., 2016) . Several recent initiatives, however, have begun to scale the generation of iPSC lines to create large banks of hundreds or thousands of iPSCs derived from diverse donors for studying stem cells and differentiated cell types in a variety of genetic backgrounds (McKernan and Watt, 2013; Panopoulos et al., In press; Streeter et al., 2017) . Using these large banks of iPSCs for experiments requires an understanding of how donor genetic background affects various iPSC phenotypes. Genetic background has been shown to affect gene expression in iPSCs, but only recently have sufficiently large collections of iPSCs with corresponding genotype and gene expression data become available that enable genotype-expression association studies (Banovich et al., 2016; Kilpinen et al., 2016; Rouhani et al., 2014; Thomas et al., 2015) . Understanding the effect of genetic background on iPSC gene expression is critical for estimating pluripotency and differentiation efficiency, studying gene dysregulation in disease, and comparing differentiated tissues to somatic tissues.
A common approach for investigating the effect of genetic background on gene expression is expression quantitative trait loci (eQTL) mapping. eQTLs are genomic regions that harbor genetic polymorphisms associated with the mRNA expression of a gene. Over the last 15 years, eQTL mapping has been performed in a variety of cell types and model organisms and has contributed to our understanding of how genetic variants regulate gene expression (Albert and Kruglyak, 2015) . Prior eQTL studies in other cell types have focused on correlating single nucleotide polymorphisms (SNPs) and small insertions and deletions (indels) with gene expression, but several studies have also established the importance of copy number variant (CNV) eQTLs (Gamazon et al., 2011; Gamazon and Stranger, 2015; Handsaker et al., 2015; Stranger et al., 2007; Sudmant et al., 2015) . Recent advances in high-depth whole genome sequencing (WGS) combined with new CNV-calling algorithms greatly enhance our ability to investigate how CNVs regulate gene expression Handsaker et al., 2015; Layer et al., 2014) . Understanding the effect of inherited CNVs is particularly important for modeling complex phenotypes using iPSCs because CNVs are more likely to affect gene expression and be associated with complex traits than SNPs or indels (Sudmant et al., 2015) .
Rare variants (minor allele<~0.5% in general population) constitute another class of variation whose effect on gene expression has been poorly assessed despite their established importance for disease (UK 10K Consortium, 2015) . Some studies have leveraged unique family structures (Li et al., 2014) or deep targeted sequencing (Zhao et al., 2016) to investigate the effect of the vast number of rare regulatory variants on gene expression but only recently has it become feasible to use high-depth WGS to identify rare variants and quantify their effect on gene expression in a large set of subjects as explored in (Zeng et al., 2015) and recent preprints Pala et al., 2016) . Thus the extent to which rare variants contribute to gene expression is not known, and it remains difficult to predict which of the estimated 40k-200k rare variants per genome may affect gene expression (1000 Genomes Project Consortium, 2015 .
In this study, we leverage high-depth WGS to explore the genetic regulation of gene expression in a set of 215 iPSC lines. We demonstrate that iPSCs are well-powered for eQTL mapping and have a distinct regulatory landscape relative to somatic tissues. We functionally annotate the iPSC eQTLs and show they are enriched in stem cell regulatory elements and for overlapping the binding sites of transcription factors (including NANOG and POU5F1) important for establishing and maintaining pluripotency. To identify putative causal variants underlying the eQTL signals, we identify variants that are both associated with gene expression and alter transcription factor binding. We show that these putative causal variants are associated with allelic transcription factor binding in iPSCs and validate several examples in vivo. We observe that a large proportion of common CNVs associated with gene expression levels are located in intergenic regulatory regions. We also find that rare genic CNVs have relatively large effects on gene expression that can be positive or negative dependent on their location relative to the gene while rare promoter SNVs overall have a small negative effect on gene expression. Finally, we investigate X chromosome reactivation during reprogramming for iPSC lines from female donors and find that overall X reactivation is heterogeneous across lines but that the reactivation statuses of nearby genes are correlated. This work provides a stem cell-specific map of genetic regulators of gene expression that can be leveraged by future studies investigating the genetic basis of gene expression in stem cells and stem cell models of disease and development.
Results
To investigate the genetic regulation of gene expression in iPSCs, we generated 30x germline WGS and RNA sequencing (RNA-seq) data for 215 human iPSC lines from a diverse set of donors (median age 48.3, 55% female) described in (Panopoulos et al., In press ). The donors consist of both unrelated individuals as well as families and represent several ancestries although the majority (66%) are European. We used the high-depth WGS data to identify 22,461,624 single nucleotide variants (SNVs) and insertions/deletions (indels) using GATK and 15,735 CNVs using LUMPY and GenomeSTRiP after filtering for 1% minor allele frequency among our 215 subjects and violations of Hardy Weinberg equilibrium (Methods) Layer et al., 2014; McKenna et al., 2010) . We verified that the WGS samples were concordant with reported sex, family structures, and ethnicity and found an average of 99.9% concordance with genotypes from HumanCoreExome arrays demonstrating the quality of our variant calls.
eQTL Mapping in iPSCs
We used gene expression estimates from RNA-seq and germline variant calls to map eQTLs in 215 iPSC lines from different donors. We identified eQTLs using a permutation approach similar to (GTEx Consortium, 2015) but used EMMAX (Kang et al., 2010) to calculate association p-values that accounted for relatedness amongst our donors (Methods). Of the 17,805 autosomal genes tested we found 5,746 (32%) with eQTLs (eGenes) including 4,622 protein coding genes ( Figure 1A , Table S1 ). The lead (most significant) variant was a SNV, indel, or CNV for 4,988, 1,376, and 108 eGenes respectively (some eGenes had multiple variants with equal significance) (Table S2 ). Consistent with previous eQTL studies, lead variants were enriched around the transcription start sites (TSSs) of genes ( Figure S1 ), and 4.8% of eGenes had evidence of allele specific expression (ASE) compared to 1.7% of genes without eQTLs which supports the presence of cis eQTLs at these loci. We also found on average 93% agreement for lead SNV direction of effect compared to 44 GTEx v6 tissues demonstrating that our eQTLs are of high quality. As in previous studies, we observed an enrichment of lead eQTL variants among associations from genome-wide association studies (Table S1 ) (GTEx Consortium, 2015) .
Since gene expression is often used to estimate stem cell pluripotency, we compared our eGenes to nine stem cell marker genes from and found that three (CXCL5, IDO1, and POU5F1) had eQTLs ( Figure 1B -C, Table S2 ). The lead variants for these four genes explained respectively 19%, 11%, and 18% of the variance in gene expression in a model using only batch, sex, and donor age as covariates. We also identified eQTLs for 36 of 191 genes involved in stem cell population maintenance (GO:0019827) such as the oncogene BCL9 and the developmental regulator FGFR1 (Ashburner et al., 2000) ( Figure 1D -E, Table S2 ) indicating genes relevant to pluripotency and differentiation also contain eQTLs.
To investigate the power to detect eQTLs in iPSCs, we compared the number of eGenes discovered in our study to the number identified in 44 GTEx v6 tissues, taking sample numbers in both studies into account ( Figure 1F ). Since GTEx uses unrelated subjects, we mapped eQTLs again using 131 of our 215 individuals who are genetically unrelated individuals and found eQTLs for 3,434 of 17,805 genes compared to 5,746 eGenes for all 215 subjects. The number of eGenes for both the 131 unrelateds and all 215 samples follow the same general trend observed in the GTEx data of an increase of about 30 eGenes per additional sample indicating that iPSCs are powered similarly to GTEx tissues for detecting eQTLs ( Figure 1F ). Since GTEx mostly focuses on somatic tissues, we hypothesized that the iPSCs might contain more unique eGenes (i.e. not found in other tissue types) than a typical GTEx tissue. To test this, we compared the percentage of eGenes that were unique to a given tissue relative to all GTEx eGenes plus the iPSC eGenes reported here ( Figure 1G ). GTEx tissues with more samples have a higher percentage of unique eGenes, with an increase of roughly 1.4% unique eGenes per 100 samples (excluding testis), likely reflecting the discovery of small effect size, tissue-specific eQTLs. Given this trend in the GTEx tissues, we would expect 2.4% (95% confidence interval [0.1%, 4.6%], excluding testis) of the 3,434 eGenes identified using the 131 iPSCs to be unique to iPSCs but instead observed that 6.8% of these eGenes are unique to iPSCs. Only testis (9.3% unique eQTLs) had a higher fraction of unique eQTLs consistent with testis as an outlier for gene expression and eQTLs (Mele et al., 2015) . These results demonstrate that iPSCs are well-powered for identifying eQTLs and that the gene regulatory landscape of iPSCs differs significantly compared to the primary tissues and transformed cell lines in GTEx.
iPSC eQTLs Enriched in Stem Cell Regulatory Regions
To determine whether our eQTLs correspond to annotated stem cell regulatory regions, we investigated whether noncoding lead eQTL SNVs and indels were more likely to overlap stem cell regulatory regions compared to regulatory regions for other cell types. We calculated the enrichment of the 4,616 noncoding lead variants in DNase hypersensitivity sites (DHSs) from 53 Roadmap Epigenomics cell types by determining whether lead variants overlapped DHSs more often than nucleotides in 5kb windows centered on the lead variants ( Figure 2A , Table S3 , Methods) (GTEx Consortium, 2015; Roadmap Epigenomics Consortium, 2015) . Although the lead eQTL variants are enriched in DHSs from most of the Roadmap cell types due to shared regulatory architecture across cell types, the enrichments are most significant in DHSs from hESCs and iPSCs consistent with these lead variants being located in stem cell regulatory regions. We also calculated the enrichment of noncoding lead SNVs and indels for 209 ENCODE DHS experiments comprising 134 different cell types and again found that noncoding lead variants enrichments were most significant in DHSs from stem cells followed by in vitro differentiated cells which likely reflects incomplete/heterogeneous differentiation or retention of some stem cell regulatory features in these lines ( Figure 2B , Table S3 ) (Encode Project Consortium, 2012) . The 209 ENCODE DHS experiments included nine skin fibroblast experiments that ranked from the 19th to the 206th most significant, so there does not appear to be a strong signal of epigenetic memory for the somatic cell type that affects iPSC gene expression (Table S3 ).
The fact that lead variants are enriched in DHSs from both hESCs and iPSCs agrees with previous work showing that these two cell types have highly similar gene expression and epigenetic marks (Choi et al., 2015; Rouhani et al., 2014) and enables us to use the substantial amount of functional genomics data publicly available for the H1 hESC line to annotate our eQTLs. We calculated the enrichment of the 4,616 noncoding lead SNVs and indels among peaks from 49 ENCODE H1 hESC transcription factor (TF) ChIP-seq experiments and found that NANOG and POU5F1 were the first and third most-enriched for non-coding lead variants consistent with these factors' known roles in reprogramming and pluripotency ( Figure 2C , Table S3 ). These results suggest that genetic variation in the binding sites for TFs such as NANOG, BCL11A, NANOG, and JUN (AP1) are particularly important for regulating gene expression in stem cells.
Disruption of Transcription Factor Binding Sites by eQTL Variants
While a single eQTL typically contains multiple variants associated with the expression of the eGene due to linkage disequilibrium, generally only one variant is the functional, or causal variant, termed the expression quantitative trait nucleotide (eQTN). Given that functional genomics annotations such as TF ChIP-seq or DHS peaks can help identify candidate eQTNs and altered TF binding is thought to be one of the primary causes of eQTLs (Gaffney et al., 2012; Pai et al., 2015) , we investigated how many eQTL SNVs and indels overlapped TF ChIP-seq peaks and disrupted motifs associated with those TFs. To identify putative eQTNs (peQTNs) that disrupt TF binding, we focused on 5,606 of the 5,746 eGenes that did not overlap a CNV eQTL and did not have an eQTL predicted to cause NMD since these eQTLs are less likely to be caused by altered TF binding. We overlapped the 191,871 eQTL SNVs and indels associated with the expression of these 5,606 eGenes with H1 hESC ChIP-seq peaks from 40 ENCODE TF ChIP-seq experiments and identified 3,140 variants that both overlapped a ChIP-seq peak and disrupted a motif associated with that TF in (Kheradpour and Kellis, 2014) (Table S4 ). Though we did not consider distance to the TSS when identifying peQTNs, 54% of the peQTNs were within 20kb of the nearest TSS for the associated eGene consistent with previous estimates of the distribution of eQTLs around the TSS ( Figure S2A ) (Wen et al., 2015) . 90% of the peQTNs overlap a DHS present in at least one of the four Roadmap stem cell lines and 61% overlap a DHS present in all four lines ( Figure 3A ). peQTNs were also four times more likely to interact with the promoter of the associated eGene according to ChIA-PET interactions from naive hESCs (OR=4.0, p<10 −18 , Fisher exact test) (Ji et al., 2016) . These observations suggest that the peQTNs are located in active stem cell regulatory regions.
In total, the 3,140 peQTNs we identified correspond to 1,526 of the 5,606 eGenes. 50% of these 1,526 eGenes have only one peQTN and 92% have five or less peQTNs indicating that most eGenes have few peQTNs ( Figure 3B ). A lead variant was a peQTN for 20% of the 1,526 genes though 61% of the genes had a peQTN with a p-value within one order of magnitude of their lead variants. eGenes with second, independent eQTLs were more likely to have their peQTN p-value differ by more than one order of magnitude from the lead variant (p<10 −12 , Fisher exact test) suggesting that the presence of multiple eQTLs (some of which we cannot detect at this sample size) may partially explain why only 20% of lead variants were identified as peQTNs. 60% of the 1,526 eGenes had a peQTN that disrupted a known motif for the overlapped TF ChIP-seq peak while the remaining 40% had a peQTN that disrupted a novel motif for the TF from (Kheradpour and Kellis, 2014) . In some cases, these novel motifs may be similar to known motifs for other TFs which may be due to cooperative/interfering binding or motif similarity (Kheradpour and Kellis, 2014) . Figure 3C shows an example of a peQTN for MED30, a component of the Mediator complex. The peQTN is a one base pair indel in the promoter of MED30 that overlaps a ChIP-seq peak for CEBPB in the H1 hESC line and disrupts a known motif for CEBPB. This indel is a strong candidate eQTN for the MED30 eQTL.
We next sought evidence that the peQTNs we identified cause differential TF binding. (Maurano et al., 2015) tested ~360k heterozygous SNVs located in DHSs for allelic bias caused by differential TF binding in vivo and found that 18% of tested variants affected TF binding. Of the 191,871 eQTL variants we used to identify peQTNs, (Maurano et al., 2015) assayed 13,664 including 992 peQTNs. We found that 38% of the 992 peQTNs showed evidence for altered TF binding in (Maurano et al., 2015) compared to only 19% of the 12,672 eQTL variants assayed by (Maurano et al., 2015 ) that we did not classify as peQTNs. Thus peQTNs are highly enriched for altering TF binding relative to eQTL variants that we did not classify as peQTNs (OR=2.5, p<10 −37 , Fisher exact test) and relative to all ~360k variants tested by Maurano (OR=2.8, , Fisher exact test). We also performed CTCF ChIP-seq for iPSCs from five subjects to test whether peQTNs that were predicted to disrupt CTCF binding showed evidence of allelic CTCF binding. We tested 73 heterozygous peQTNs on average in each sample and found that 207 of the 366 (57%) peQTNs tested had significant allelic bias in CTCF binding (binomial, p<0.005) . We also found the number of reads per CTCF peak was significantly associated with predicted CTCF binding affinity for peQTNs with significant allelic bias (r=0.087, p=0.039, Figure 3D ). These results indicate that many peQTNs disrupt TF binding and provide further evidence that the peQTNs we have identified are good candidate eQTNs.
To provide further validation of our peQTNs, we selected nine enhancer regions (E1-E9) and one promoter region (P1) containing peQTNs to test for function in vivo in the urochordate Ciona intestinalis, a member of the sister group to the vertebrates (Delsuc et al., 2006) . Ciona is an excellent system in which to screen for the impact of sequence variation on regulatory function as many of the transcriptional programs used during development are evolutionarily conserved with vertebrates (Abitua et al., 2015; Farley et al., 2015; Stolfi et al., 2015) . For the enhancer regions, constructs containing either the reference or alternate allele attached to a minimal super core promoter (Juven-Gershon et al., 2006) and GFP were electroporated into Ciona fertilized eggs; for the promoter region, the tail muscle enhancer Snail (Erives et al., 1998) was included upstream. 6/10 regions tested drove expression in Ciona embryos and 4/6 of these showed differential expression between the reference and alternate alleles (p<0.05, Fisher exact test, Figures 3E, S2B,C, Table S5 ). The allele with higher expression agreed with the iPSC eQTL for 3/4 regions with differential expression. The most striking result was seen for the promoter region where the reference allele drove expression in 96% of embryos while the alternate variant lead to a complete loss of expression ( Figure 3E -G). The peQTN for P1 disrupts a TATA motif, overlaps a TBP ChIPseq peak, and is near a TAF1 peak in the H1 line. However, the alternate allele also creates a binding site for the zinc finger transcriptional repressor SLUG that is upregulated following the addition of reprogramming factors . The presence of a SLUG binding site is consistent with evidence showing that SLUG represses transcription by preventing RNA Pol II and associated proteins from binding to the promoter region (Chiang and Ayyanathan, 2013) . Overall these results suggest that our peQTNs provide a good starting point for identifying functional regulatory variants that cause eQTLs.
Copy Number Variant eQTLs
To examine the effect of CNVs on gene expression, we used our high-depth WGS to identify 15,281 autosomal biallelic CNVs that were within 1Mb of at least one TSS and included these CNVs when testing for eQTLs as described above. We found significant CNVexpression associations (CNV eQTLs) for 247 genes including 108 genes for which the CNV was the lead variant (47 deletions, 41 duplications, and 28 mixed duplications/ deletions) and 64 genes whose expression was associated with a CNV but not a SNV or indel. Lead CNVs had larger effect sizes than lead SNVs and indels (p<10 −9 , Mann Whitney U, Figure 4A ), and we observed a positive correlation between copy number and gene expression for 82% of lead CNVs ( Figure S3A ). Consistent with previous reports, a large fraction (59%) of CNV eQTLs did not overlap their associated eGenes and therefore may regulate their associated eGene in trans (Gamazon and Stranger, 2015; Stranger et al., 2007; Sudmant et al., 2015) . We found that these intergenic CNV eQTLs are generally positively correlated with gene expression (p<10 −4 , binomial test) and are enriched for marks of active regulatory regions but not repressive marks or marks of active transcription relative to CNVs that were not eQTLs ( Figure 4B ,C) likely because the CNV eQTLs are longer (p<10 −74 , Mann Whitney U, median 2,386 bp versus 528 bp) and closer to transcription start sites (p<10 −75 , Mann Whitney U, median 3,547 bp versus 12,390 bp) than CNVs that were not eQTLs ( Figure S3B ,C). These data suggest that intergenic CNV eQTLs can affect gene expression levels by altering the dosage of intergenic regulatory regions.
It was recently reported that multiallelic CNVs (mCNVs) are an important class of CNVs that can affect gene expression . Since EMMAX is limited to testing for associations with biallelic variants and cannot test for associations with multiallelic loci, we identified mCNV eQTLs by regressing gene expression estimates against genotype using a linear model for the 131 unrelated individuals. After filtering (Methods), we identified 152 mCNVs segregating in the 131 unrelated individuals that were within 1 Mb of one or more genes and found mCNV eQTLs for 90 genes of which 22 overlapped an associated mCNV and 68 did not. The effect sizes for mCNV eQTLs were again skewed toward positive associations between gene expression and copy number for both mCNV eQTLs that overlapped genes and those that did not ( Figure S3D ,E) indicating that mCNVs may also affect gene expression by altering the dosage of regulatory regions. For example, we identified a 2kb mCNV on chromosome seven whose diploid copy number estimates ranged from one to eight and that was associated with the expression of seven nearby genes ( Figure  4D ). While this mCNV slightly overlaps one of the genes it is associated with, it also overlaps a DHS, CEBPB TF ChIP-seq peak, and predicted enhancer in the H1 hESC line suggesting that the CNV alters gene expression in the region by changing the copy number of this regulatory region ( Figure 4E ). Although most of the intergenic mCNV eQTLs were associated with the expression of only one or two genes, the bias toward positive associations between copy number and gene expression and the scaling of gene expression with the dosage of intergenic regions indicates that intergenic CNVs can cause eQTLs.
Effect of Rare Variants on Gene Expression
Rare variants are another class of variants whose effect on gene expression has been difficult to investigate because accurate identification of rare variants within an individual requires high-depth WGS, and large sample sizes are needed to achieve sufficient statistical power to detect rare variant associations. While we expect to observe many rare variants across our 215 subjects, most of these will not fall in genes or regulatory regions and are not likely to affect gene expression. Therefore, to investigate the effects of noncoding rare variants on gene expression, we decided to focus on rare variants located in the promoters of expressed genes. We identified 65,530 SNVs that (1) were located in the promoters of 17,820 robustly expressed autosomal genes, (2) overlapped a DHS from at least one of the four Roadmap stem cell lines (Figure 2A ), (3) had only one minor allele observed among the 131 unrelated subjects, and (4) were either not observed in 1000 Genomes or whose minor allele frequency was less than 0.5% in all 1000 Genomes populations (1000 Genomes Project Consortium, 2015 . We refer to these 65,530 SNVs as rare promoter DHS SNVs (rpdSNVs). In total, 14,589 of 17,820 robustly expressed genes had an rpdSNV in at least one of the 131 unrelated subjects.
To determine the effect of rpdSNVs on gene expression, we stratified gene expression estimates based on the presence of an rpdSNV (Methods) and found that expression estimates for samples with rpdSNVs were slightly lower than estimates for samples without rpdSNVs indicating that the presence of an rpdSNV has a small but significant effect on gene expression (p=0.00088, Mann Whitney U, Figure 5A ). Additionally, genes were more likely to have significant ASE in samples with an rpdSNV versus samples without an rpdSNV (OR=1.23, p<10 −8 , Fisher exact test) consistent with rare variants affecting gene expression in cis. It was reported previously that evolutionary constraint and functional annotations can help predict which rare variants may affect gene expression (Li et al., 2014) so we filtered the rpdSNVs according to phyloP conservation and CADD scores (Kircher et al., 2014; Pollard et al., 2010) . We found that the bias toward lower expression estimates was stronger for genes with an rpdSNV with a CADD Phred score greater than 20 (p<10 −4 , Mann Whitney U) or a phyloP score greater than 3 (p<10 −4 , Mann Whitney U, Figure 5B ). We also observed higher rates of ASE among genes with rpdSNVs with a CADD Phred score greater than 20 (OR=1.66, p=0.0008, Fisher exact test) or a phyloP score greater than 3 (OR=1.69, p=0.0002, Fisher exact test) compared to genes that did not have an rpdSNV.
These results show that rpdSNVs that affect gene expression generally cause a decrease in expression and that rpdSNVs are more likely to affect gene expression if they are in conserved sequences or have higher CADD scores.
We next asked whether rare CNVs that overlap genes may affect gene expression by altering the dosage or structure of the overlapped gene. We defined rare genic CNVs as CNVs that overlapped introns and/or exons of genes and were observed in only one of the 131 unrelated subjects in our study. In total, we identified 428 rare genic duplications and 2,122 rare genic deletions. We stratified expression estimates into three groups based on the presence or absence of either a rare genic duplication or deletion for a given gene and subject. We found that the 428 rare genic duplications had a much stronger effect on gene expression than rpdSNVs and generally caused increased gene expression ( Figure 5C ). This effect was stronger if we restricted to the 224 rare duplications that were predicted to overlap exons as opposed to the larger set of deletions which includes some deletions that are only intronic (p=0.015, Mann Whitney U). As observed for rpdSNVs, genes were much more likely to have significant ASE in subjects with rare genic duplications (OR=6.26, p<10 −10 , Fisher exact test) with nearly 16% of such genes demonstrating significant ASE. The presence of higher rates of ASE among genes with rare duplications indicates that the altered expression of these genes is likely caused by these duplications. As opposed to duplications, we found that the 2,122 rare genic deletions generally caused lower expression ( Figure 5D ). This effect was much stronger for the 507 rare deletions that were predicted to overlap exons (p<10 −12 , Manny Whitney U). 9.1% of genes with rare exonic deletions in a given sample had significant ASE compared to 2.9% of the genes that did not have rare exonic deletions (OR=3.39, p=0.0002, Fisher exact test). These results indicate that rare genic CNVs are more likely to affect gene expression than rpdSNVs and generally have larger effects whose direction is dependent on the CNV type.
X Reactivation Status Varies According to Gene Chromosomal Position
X inactivation (Lyon, 1961) has been studied in iPSCs derived from female donors to determine the behavior of the inactive X chromosome during reprogramming and passaging (Lessing et al., 2013; Pasque and Plath, 2015) but the heterogeneity of X chromosome reactivation (XCR) across a large set of systematically reprogrammed lines is unknown. Since our iPSCs are clonally derived from single fibroblasts, female-derived iPSCs should have one inactive and one active X unless the inactive X has been reactivated during reprogramming or passaging. iPSCs with residual X inactivation should have a higher amount of ASE for genes on the X chromosome relative to autosomal genes (i.e. ASE for genes on the X chromosome is a proxy for X inactivation). We calculated the percentage of X chromosome and autosomal genes with significant ASE per sample for 144 RNA-seq samples from the 116 iPSC lines derived from female donors (predominantly assayed at passage 12) and found that the X chromosome is highly enriched for ASE relative to autosomes with an average of 44% of X chromosome genes displaying significant ASE per sample compared to only 3% of autosomal genes per sample. We identified 120 robustly expressed X chromosome genes and stratified each gene's expression estimates into two groups based on whether or not the gene had significant ASE in a given sample. We calculated the average expression of each gene in the two groups and observed that 78% of the genes had lower average expression in the group of samples with significant ASE consistent with allelic silencing of these genes by X inactivation ( Figure 6A ). These results indicate that X inactivation persists at some level for most iPSCs derived from female subjects and affects the gene expression of X chromosome genes.
To examine the heterogeneity of XCR across the iPSCs, we defined the strength of ASE for a given gene as the percentage of RNA transcripts estimated to originate from the parental haplotype with higher expression, referred to as the allelic imbalance fraction (AIF) (Mayba et al., 2014) . The distribution of AIFs for X chromosome genes was bimodal with some genes showing relatively balanced expression (AIF near 0.5) and other genes displaying nearly mono-allelic expression (AIF near 1.0) consistent with some X chromosome genes remaining silenced following reprogramming ( Figure 6B ). In contrast, the AIFs for most autosomal genes was near 0.5 with few genes showing evidence for strong allelic bias ( Figure 6C ). Stratifying the AIFs by sample showed that there is considerable variation between samples with some iPSC displaying low levels of XCR and others displaying high levels of XCR ( Figure 6D ). The percentage of X chromosome genes with significant ASE per sample (a proxy for the overall amount of XCR per sample) is correlated with XIST (r=0.72, p<10 −24 , Spearman) gene expression consistent with previous reports that XIST is down-regulated as the inactive X is reactivated (Pasque and Plath, 2015) . We also found that TSIX expression was positively correlated with the percentage of X chromosome genes with significant ASE (r=0.51 and p<10 −11 , Spearman). XIST (r=−0.18, p=0.029, Spearman) and TSIX (r=−0.17, p=0.044, Spearman) expression are also negatively correlated with passage although passage is not correlated with the percentage of X genes with significant ASE (r= −0.07, p=0.43). However, most of our iPSC lines were at passage 12 so it is possible that we are not powered to find this latter association. These results suggest that XIST and TSIX are downregulated as the inactive X is reactivated during early passages.
While we observed that the overall amount of XCR differs between lines ( Figure 6C ), we also asked whether the reactivation status of genes was correlated with respect to their location on the X chromosome. We plotted the AIF estimates for each gene in each sample versus the position of the gene on the X chromosome and observed that clusters of nearby genes tended to show similar levels of reactivation even in different lines ( Figure 6E ,F). Our data suggest that while the overall amount of XCR differs between lines, reactivation follows the same physical pattern in different lines with some clusters of nearby genes consistently becoming reactivated faster than others.
Discussion
We present here a map of the genetic determinants of gene expression in stem cells derived using WGS and RNA-seq from 215 systematically reprogrammed human iPSCs. Large sets of iPSCs are a promising system for exploring the genetics of complex traits and diseases (McKernan and Watt, 2013; Pai et al., 2015) . This work underscores the suitability of iPSCs for genetic association studies and contributes to our understanding of how genetic variation affects gene expression in stem cells. These stem cell eQTLs will be useful for dissecting the regulatory architecture of gene expression in both normal stem cells and disease models.
Our results show that iPSCs are powered similarly to GTEx tissues for identifying genetic variants associated with gene expression (eQTLs) and have more unique eQTLs than expected compared to GTEx tissues suggesting that iPSCs have a distinct gene regulatory landscape. We based our eQTL mapping strategy on the GTEx methodology to enable this comparison, though it is possible technical differences between the two studies could contribute to the increased amount of unique iPSC eQTLs. In total we found 5,746 genes with eQTLs including 39 genes involved in stem cell population maintenance. iPSC eQTLs may affect gene expression-based approaches for estimating pluripotency and differentiation efficiency though it is unclear whether the variation in gene expression caused by eQTLs outweighs expression variation due to environmental factors. It may be necessary to perform differentiation assays for hundreds or thousands of lines to identify genetic variation that affects iPSC pluripotency.
Since altered TF binding has been proposed to be one of the primary causes of eQTLs (Pai et al., 2015) , we identified putative causal variants (peQTNs) that overlap H1 hESC TF ChIP-seq peaks and disrupt TF motifs. We used ChIP-seq for CTCF to demonstrate that many peQTNs predicted to disrupt CTCF binding are associated with allelic CTCF binding in vivo. We also demonstrated that several peQTNs have differential expression between the reference and alternate alleles in Ciona intestinalis embryos. We were able to identify peQTNs for 27% of eGenes indicating that it may be necessary to profile more TFs or explore other mechanisms in order to dissect the majority of eQTLs. Interestingly, the lead variant was identified as the peQTN for only 20% of the 1,526 eGenes although the peQTN p-value was within one order of magnitude of the lead for 61% of the genes. The association p-values can be affected by a number of factors including the presence of multiple independent eQTLs. These results may be improved by utilizing methods for jointly identifying multiple eQTLs and fine mapping causal variants (Veyrieras et al., 2008; Wen et al., 2015) . We found that rare SNVs in promoters can affect gene expression and that this effect is stronger for conserved variants or those that overlap functional annotations, consistent with previous reports (Li et al., 2014; Zhao et al., 2016) . Our results suggest that these rare variants typically act to decrease gene expression. We also found that though there are less rare genic CNVs than rare promoter SNVs, they are more likely to affect expression. It is notable that somatic variants that arise during the reprogramming process may have similar effects as inherited rare variants, and we anticipate future studies may benefit from genotyping iPSCs and germ cells to profile somatic variants genome-wide and incorporate them into association analyses.
We investigated the heterogeneity of XCR following reprogramming from female donors and found that most samples retain some amount of silencing on the X chromosome although the amount differs from sample to sample. We found that all lines share similar physical reactivation patterns across the X chromosome, with clusters of genes in some areas escaping silencing more quickly than clusters of genes in other areas. It has been suggested that human iPSCs do not undergo XCR and that increased expression of X-linked genes is due to instable X inactivation during iPSC passaging (Pasque and Plath, 2015; Tchieu et al., 2010) . Given that most of our iPSCs are only at passage 12, our results suggest that XCR does occur in human iPSCs though it is not complete. It may be the case that XCR will complete upon further passaging or regress back to an inactive X. The differing rates of reactivation between samples and across the X chromosome shown here will need to be accounted for when investigating X-linked molecular quantitative traits, modeling diseases, or using iPSCs for therapeutics.
iPSCs are a promising system for mapping expression and other molecular trait QTLs for several reasons including their ability to self-renew and differentiate into other cell types (Pai et al., 2015) . Genetic association analyses in iPSCs and differentiated cell types are not limited to gene expression or other molecular phenotypes like methylation levels but can also be extended to physiological phenotypes like electrophysiological responses or cellular phenotypes like cell survival after drug treatment (Avior et al., 2016) . Merging "disease in a dish" modeling approaches with large-scale genetic association analyses like the one presented here will be useful for dissecting complex diseases and drug-genotype interactions and will likely become an important strategy for exploring the genetic and molecular causes of disease. 
KEY RESOURCES TABLE

EXPERIMENTAL MODEL AND SUBJECT DETAILS
Sample collection and reprogramming-Skin biopsies were collected from 278 individuals and recorded sex, age, medical history, ethnicity, and relatedness were obtained through a questionnaire at enrollment. We successfully reprogrammed fibroblasts from 222 donors using Sendai virus. Pluripotency was assessed by measuring gene expression for pluripotency and mesoderm markers by RNA-seq and and by flow cytometry (>95% positive staining for keratan sulfate antigen Tra-1-81 and glycolipid antigen SSEA4) for a subset of lines (Panopoulos et al., In press ). The Institutional Review Boards of the University of California at San Diego and of The Salk Institute approved the study and all subjects gave informed consent (Project #110776ZF).
Ciona intestinalis collection-For electroporation of regulatory regions into Ciona, wild-caught Ciona intestinalis (species type A) were collected in the San Diego bay by
Scripps Institute of Oceanography staff or M-REP (San Diego, California).
METHOD DETAILS
RNA library preparation and sequencing-Total RNA was extracted from 222 iPSC lines using AllPrep DNA/RNA Mini Kit (Qiagen) following the manufacturer's protocol. RNA quality was assessed based on RNA integrity number (RIN) using an Agilent Bioanalyzer. Any samples with RIN less than 7.5 were re-isolated. Libraries were prepared using the Illumina TruSeq stranded mRNA kit and sequenced using an Illumina HiSeq2500 (~11 samples per lane). Samples were sequenced to an average of ~22 million read pairs. Biological replicates were sequenced for some lines.
DNA library preparation and sequencing-Genomic DNA was isolated from blood (or in 19 cases directly from the fibroblasts, DNEasy Blood & Tissue Kit), quantified, normalized, and sheared with a Covaris LE220 instrument. The samples were normalized to 1 ug and submitted for whole genome sequencing. DNA libraries were prepared (TruSeq Nano DNA HT kit, Illumina), characterized in regards to size (LabChip DX Touch, Perkin Elmer) and concentration (Quant-iT, Life Technologies), normalized to 2-3.5nM, combined into 6-sample pools, clustered and sequenced on the HiSeqX (150 base paired-end). In total, germline whole genome sequencing (WGS) was performed for 274 subjects though only 222 were reprogrammed into iPSCs. WGS was performed at Human Longevity, Inc. (HLI).
ChIP library preparation and sequencing-Cells were cross linked with 1% formaldehyde for 10min at room temperature. For each sample 3×10^6 cells were lysed and sonicated using Covaris M220 for 10min. Sonicated chromatin were immunoprecipitated with anti-CTCF antibody (Santa Cruz Biotechnology, sc-15914 X). Libraries were prepared according the method described in (Panopoulos et al., In press; Yan et al., 2013) using Illumina TruSeq adapters, size selected for 300bp-500bp, and sequenced on Illumina HiSeq4000 for paired-end sequencing to obtain 100bp reads. Samples were sequenced to an average of ~44 million read pairs.
Ciona experiments
Electroporation: Wild caught adult C. intestinalis (species type A) were maintained in filtered seawater at 18°C, under constant illumination. Dechorionation, in vitro fertilization, and electroporation were carried out as described in (Christiaen et al., 2009 ). For each electroporation, typically, eggs and sperm were collected from 15 adults, 70 μg DNA was resuspended in 100 μL water. Embryos were fixed at the appropriate developmental stage for 15 min in 4% (wt/vol) formaldehyde. The tissue was then cleared in a series of washes of 0.01% Triton-X in PBS. Samples were mounted in 50% (vol/vol) glycerol in PBS with 2% (wt/vol) DABCO compound for microscopy. Differential interference-contrast microscopy was used to obtain transmitted light micrographs with a Zeiss Axio Imager A2, using the ×20 EC Plan Neofluar objective. The same microscope was used to obtain GFP images. All constructs were electroporated at least twice in two completely separate experiments (biological replicates). For experiments testing enhancer regions embryos were fixed at larval stage, for experiments to test the promoter embryos were fixed at late tailbud stage.
Acquisition of images:
For enhancers that were being compared, images were taken on the same day and from electroporations performed on the same day, using identical settings. For images, embryos were chosen that represented the average from counting data. Images are rotated and cropped, but have no other manipulations. In each figure, the same exposure time for each image is shown to allow direct comparison.
Isolation of regulatory regions for reference and alternate alleles: Regulatory regions were amplified using Phusion High Fidelity Master mix (NEB M0531S) following their protocol. The genomic DNA used for amplification was isolated from iPSC line 1_14 using DNeasy Blood & Tissue Kit, Qiagen; primers and their coordinate are listed in Table S5 . The size of region amplified was dependent on the location of the regulatory region. These regions were cloned into a SCP>GFP vector. The SCP promoter was given to us by J. Kadonaga (UCSD) (Juven-Gershon et al., 2006) . For the promoter region this was cloned downstream of a 504bp Snail enhancer isolated by (Erives et al., 1998) .
Mutagenesis of regulatory region:
For site directed mutagenesis, 100ng of the reference vector was used as a template in the PCR along with 2.5uM forward and reverse primer (Table S5) . We used Phusion high Fidelity Master mix (NEB M0531S) for the PCR following their protocol. Following PCR, 2ul of DpnI (NEB R0176S) was added to the PCR reaction and incubated at 37°C for 1hr. 5ul of this product was transformed into chemically competent cells. Clones were then sequenced. Correct clones were grown up and midi prepped using NucleoBond ® Xtra Midiprep kit (Macherey-Nagel, 740410.10).
QUANTIFICATION AND STATISTICAL ANALYSIS
RNA sequencing analysis
Alignment and quality control: 2×100 bp RNA-seq reads were aligned with STAR (2.5.0a) to the hg19 reference (http://hgdownload.cse.ucsc.edu/goldenPath/hg19/bigZips/hg19.2bit) using Gencode v19 splice junctions with default alignment parameters exceptoutFilterMultimapNmax 20, -outFilterMismatchNmax 999, -alignIntronMin 20, -alignIntronMax 1000000, -alignMatesGapMax 1000000 (Dobin et al., 2013; Harrow et al., 2012) . Bam files were coordinate sorted using Sambamba (0.5.9) (Tarasov et al., 2015) and duplicate reads were marked using biobambam2 (2.0.21) bammarkduplicates (Tischler and Leonard, 2014 ).
We repeated library preparation and sequencing for samples that were outliers for percent uniquely mapped reads as reported by STAR or percent duplicate reads or 5′/3′ bias as estimated by Picard Tools. We identified outliers separately for each flow cell by converting each metric to a z-score; any z-scores with magnitude greater than 1.96 were considered outliers. Seven of the 222 samples that had outlying metrics after the second sequencing run were not used resulting in RNA-seq for 215 of the 222 lines. The minimum uniquely mapped read percentage was 86% and the median was 91%. The median percent duplicates was 16% and the maximum was 24%.
Gene expression:
We estimated transcript and gene expression using the STAR transcriptome bam file and RSEM (1.2.20) rsem-calculate-expression (-seed 3272015 -estimate-rspd -forward-prob 0) (Li and Dewey, 2011) .
Allele specific expression:
Uniquely mapped reads that were not marked as duplicates were tested for mapping bias using the WASP mapping pipeline (van de Geijn et al., 2015) . Reads that mapped uniquely to the same location after swapping in alternate alleles were used to calculate the coverage of heterozygous variants overlapping Gencode v19 exons for all exonic regions unique to one gene using the ASEReadCounter (-overlap COUNT_FRAGMENTS_REQUIRE_SAME_BASE, -U ALLOW_N_CIGAR_READS) from GATK (3.4-46) (Van der Auwera et al., 2013) . MBASED was used to estimate pergene and per-heterozygous variant allele specific expression (ASE) p-values (Mayba et al., 2014) . Heterozygous variants that met the following criteria were used as input for MBASED: (1) coverage greater than or equal to 8, (2) reference allele frequency between 2-98%, (3) located in unique mappability regions according to wgEncodeCrgMapabilityAlign100mer track, (4) not located within 10 bp of another variant in a particular subject (heterozygous or homozygous alternate). Additionally, for heterozygous variants within 300 bp of each other, only one variant was used to avoid double counting variant coverage from the same read pair. These filters are based on the GTEx and MBASED ASE pipelines (GTEx Consortium, 2015; Lappalainen et al., 2013; Mayba et al., 2014) . A gene was considered significant for ASE if the MBASED "p_val_ase" was less than or equal to 0.005 (GTEx Consortium, 2015) .
DNA sequencing analysis
Alignment and quality control:
We esitimated the quality of fastq files using FASTQC (http://www.bioinformatics.babraham.ac.uk/projects/fastqc/). Reads were aligned against human genome b37 with decoy sequences (1000 Genomes Project Consortium, 2015) using BWA-mem and default parameters (Li and Durbin, 2009 ). The resulting bam files were sorted using Sambamba (Tarasov et al., 2015) and duplicate reads were marked using biobambam2 (Tischler and Leonard, 2014) .
SNV/indel calling:
The bam files were split into individual chromosomes to maximize the efficiency of the variant calling process on our cluster. We applied the GATK (McKenna et al., 2010) best-practices pipeline for variant calling that includes indel-realignment, baserecalibration, genotyping using HaplotypeCaller, and finally joint genotyping using GenotypeGVCFs (DePristo et al., 2011; Van der Auwera et al., 2013) . We performed quality control for the genotypes of single nucleotide variants and indels using GATK's Variant Quality Score Recalibration (VQSR) (Van der Auwera et al., 2013). We performed variant calling for sex chromosomes in males and females separately and resolved the pseudoautosomal regions of the sex chromosomes independently: pseudoautosomal regions of male X chromosome (chrX: 60001-2699520, chrX: 154931044 -155260560) were treated as diploid, whereas the rest of male X chromosome as well as chromosome Y were treated as haploid.
A series of quality control processes was performed to ensure the sample identity and sequencing quality prior to further analyses: 1) We estimated sex based on the heterozygosity rate on chromosome X; 2) Genetic relatedness among individuals was determined using identical by descent (IBD) and compared with the reported family structure; 3) Ethnicity was assessed using PCA along with samples from 1000 Genomes to check the consistency of self-reported race and estimated continental ancestry. We identified one sample for which the above analyses results were not consistent with the reported information and removed this sample from further analyses. 4) All the samples have been previously genotyped on Illumina HumanCoreExome genotyping arrays. The genotypes of all these samples matched those from the WGS data (average concordance rate 99.9%). 5) We also examined sample heterozygosity rate to determine any potential sample contamination. We identified three samples with increased heterozygosity rate; we assessed the ratio of allelic depth between the reference allele and alternate allele to confirm the existence of sample contamination for these three samples and then re-isolated the DNA from these samples and re-sequenced. All three samples passed QC after re-sequencing. 6) We did not observe any outliers based on duplication rate (mean 11.3%) or properly mapped rate (mean 91.5%). Additional QC for the eQTL analysis based on genotyping call rate, minor allele frequency, and HWE were described below.
CNV calling: CNVs were called using two algorithmic approaches with the goal of finding variants across a wide spectrum of sizes and making use of both read-pair and read depth information. We used the population level read-depth and split-read caller Genome STRiP (svtoolkit 2.00.1611) to discover and genotype biallelic and multiallelic CNVs using whole genome sequencing data from 274 subjects. We merged adjacent CNVs reported by Genome STRiP using the following approach.
(1) We first calculate a genotype correlation matrix for all CNVs on a given chromosome. (2) Then we create a graph where nodes are CNVs and an edge exists between two CNVs if their copy number estimates are correlated > 0.9. (3) For each connected component with more than one CNV, we sort the CNVs by position and look at each pair of adjacent CNVs and determine whether the two should be merged. We merge if the two CNVs are adjacent amongst all the calls (not just the connected component) and if the average difference in their copy number estimates is less than 0.5.
We supplemented the Genome STRiP CNV call set using the split and discordant read-pair caller LUMPY (Layer et al., 2014) as implemented in the SpeedSeq software (version 0.1.0) (Chiang et al., 2015) . Speedseq SV calling was done individually on each of the 274 samples, excluding areas identified by the LUMPY developers with very high read-depth in family CEPH 1463 (Kronenberg et al., 2015) . SpeedSeq CNV calls with more than 200 split or discordant reads in a given sample or that overlapped centromeres, telomeres, or low complexity regions were removed. SpeedSeq calls were then merged using svtools lsort and lmerge (Larson et al., 2016) , before running the SVtyper Bayesian genotyping algorithm on these positions in each sample. Following genotyping, sites that were predicted as reference in all samples were removed as well as sites supported by less than 10 reads.
Calls from both Genome STRiP and Speedseq were removed if they overlapped the MHC region (chr6:29,600,000-33,100,000). To check the quality of our CNV calls, we investigated the concordance of calls between twins and found that Genome STRiP and SpeedSeq calls were 97% and 78% concordant between twins respectively. We also investigated the plausibility of CNV genotypes segregating in trios. Segregation plausibility was calculated using an algorithm to determine whether the observed copy number of a given CNV in a child was plausible given the observed copy numbers for the CNV in the parents. Genotypes of CNV calls segregating in 30 iPSCORE trios were found to be 99% plausible from sites discovered by Genome STRiP and 94% plausible from sites discovered by SpeedSeq.
eQTL analysis-We first selected one iPSC RNA-seq sample per subject for which WGS variant calls were also available. We constructed an empirical kinship matrix for all subjects with WGS variant calls by intersecting biallelic SNVs with 1000 Genomes phase 3 variants and LD pruning the resulting variants using plink 1.90b3x (-biallelic-only -indep-pairwise 50 5 0.2) for unrelated EUR 1000 Genomes subjects (1000 Genomes Project Consortium, 2015 Chang et al., 2015) . We used the remaining LD-pruned variants to construct the kinship matrix using EPACTS 3.2.6 (epacts make-kin -min-maf 0.01 -min-callrate 0.95) keeping variants whose frequency was above 1% in our cohort and that were called in at least 95% of our samples.
We normalized RSEM gene TPM values using calcNormFactors from edgeR to account for heterogeneous, highly expressed genes that can affect the expression of genes throughout a sample (Conesa et al., 2016; Robinson and Oshlack, 2010) . We then filtered the normalized TPM values by removing any genes whose expression was not greater than 2 TPM in 10 or more samples. We then transformed the expression values for each of the genes passing these filters to match a standard normal distribution and ran PEER for 15 factors (Stegle et al., 2010) . After PEER, we kept only 17,805 autosomal genes and quantile normalized the PEER residuals to a standard normal to minimize the effect of outliers on the eQTL analysis (GTEx Consortium, 2015) .
We filtered WGS variant calls by removing variants whose call rate was less than 95% or with Hardy-Weinberg p < 0.000001 for 104 unrelated European samples from our cohort.
We filtered GenomeSTRiP CNV calls to keep those that were observed in three diploid copy number states for at least 95% of our 215 eQTL samples. If a CNV was observed in three diploid copy number states for 95% of samples but also had other copy number states, we set those genotypes to missing. All CNVs were encoded as 0/0, 0/1, and 1/1 for increasing diploid copy number for the purposes of association. We filtered LUMPY CNV calls to keep calls with minor allele frequency greater than 1% in the 215 eQTL samples.
We tested autosomal genes for eQTLs using EMMAX (assoc -maxMAF 1 -maxMAC 1000000000 -minRSQ 0 -minCallRate 0.5 -minMAC 3) using the standard normal transformed PEER residuals and the empirical kinship matrix described above (Kang et al., 2010) . We provided the sex of each subject as a covariate for EMMAX. For each gene, we tested variants within 1Mb of any TSS for that gene from the Gencode v19 gene annotation and whose call rate was greater than 95%. We identified genes with significant eQTLs (eGenes) using the permutation approach from (GTEx Consortium, 2015) . For each gene, a single permutation consists of (1) permuting the expression values of the gene relative to the sample labels (e.g. we randomly assigned the expression values to different samples), (2) running EMMAX to obtain association p-values for each variant, and (3) recording the minimum p-value observed. We performed 1,000-10,000 permutations, stopping when we obtained 15 minimum p-values less than the minimum p-value observed for the real data or when we reached 10,000 permutations. We calculated an empirical p-value for each gene as the fraction of permutations with minimum p-values less than the observed minimum pvalue. We corrected these empirical p-values using the Storey method (Storey and Tibshirani, 2003) .
We identified additional independent eQTLs for the 5,746 eGenes by providing the lead variant as a covariate for EMMAX and performing the same permutation procedure. We corrected these permutation p-values using the Storey method and found 709 of the 5,746 eGenes had a second independent eQTL and 175 had a third eQTL.
Comparison to GTEx eQTLs: We compared our eQTLs to those reported in GTEx v6 (phs000424.v6.p1). When plotting the number of and percent unique eGenes versus the number of samples for Figure 1F -G, we omitted the GTEx testis results because they were highly different than all other GTEx tissues.
GO comparison-Genes in the "stem cell population maintenance" (GO:0019827) category were downloaded on March 17, 2016 from the AmiGO database (Ashburner et al., 2000; Carbon et al., 2009; Gene Ontology Consortium, 2015) and intersected with the 5,619 eGenes.
Functional Annotation
Roadmap Epigenomics DNase hypersensitivity site (DHS) enrichments: We downloaded DHS data for 53 Roadmap Epigenomics cell types from http://egg2.wustl.edu/roadmap/data/ byFileType/peaks/consolidated/narrowPeak/. We then defined one lead variant per eGene by randomly breaking ties and keeping only SNVs and indels, resulting in 5,420 lead SNVs/ indels. We removed any of the 5,420 variants that intersected a Gencode v19 exon, leaving 4,616 noncoding SNVs/indels remaining. We calculated how many SNV/indel bases did and did not overlap a DHS for each DHS experiment. We then created 5kb windows centered on each SNV/indel and calculated the number of base pairs that did and did not overlap a DHS in the window (excluding the lead variant). We used these counts to perform a Fisher exact test (fisher_exact, scipy) to determine an odds ratio and enrichment p-value for each DHS experiment as in (GTEx Consortium, 2015) .
ENCODE DHS enrichments:
We searched for all ENCODE DHS experiments with narrowPeak files for the hg19 assembly using the ENCODE web API (encodeproject.org) and pyencodetools (https://github.com/cdeboever3/pyencodetools). We used the most recent narrowPeak file for each experiment or chose randomly when the date was malformed. We used the same set of noncoding lead SNVs/indels described above and calculated odds ratios and enrichment p-values as described above.
ENCODE transcription factor (TF) enrichments:
We identified ENCODE TF ChIP-seq experiments for the H1 hESC cell line using pyencodetools as described above. We used the same set of noncoding lead SNVs/indels described above and calculated odds ratios and enrichment p-values as described above.
Identification of putative eQTNs-To identify putative expression quantitative trait nucleotides (peQTNS) for the 5,619 eGenes, we considered all significant associations with SNVs and indels but filtered out CNV associations because their mechanism of action is likely different than disrupting a TF binding site. We also removed any eGenes that overlapped a significant CNV or had an eQTL variant that was predicted to cause nonsense mediated decay according to SnpEff (Cingolani et al., 2012) . We then overlapped the remaining 186,656 variants with ENCODE TF ChIP-seq peaks (Table S4 ). For each variant that overlapped a peak, we calculated motif scores for motifs associated with the particular TF that the variant overlapped (http://compbio.mit.edu/encode-motifs/motifs.txt) (Kheradpour and Kellis, 2014) . We calculated the motif scores using MOODS (Korhonen et al., 2009) for both the reference and alternate alleles. If the MOODS scores for the reference and alternate alleles differed by more than 2.5, we said that the variant disrupted TF binding (Table S4) . When comparing to the data from (Maurano et al., 2015) , we considered q < 0.05 as evidence for significant TF allelic bias.
ChIP sequencing analysis-We evaluated the quality of the 2×100 bp ChIP-seq reads using FASTQC (http://www.bioinformatics.babraham.ac.uk/projects/fastqc/). The reads were aligned to the hg19 reference using BWA-MEM with default parameters (Li and Durbin, 2009) . Bam files were coordinate sorted using Sambamba (0.5.9) (Tarasov et al., 2015) and duplicate reads were marked using biobambam2 (2.0.21) bammarkduplicates (Tischler and Leonard, 2014) . We filtered the alignments by removing reads that mapped to the ENCODE blacklist regions, had mapping quality score <30, duplicate reads, and read pairs that were not properly paired. We used MACS2 to call peaks (-g hs -keep-dup all -SPMR -s 100 -cutoff-analysis -call-summits). We merged peaks using pybedtools and counted the number of reads overlapping peaks using featureCounts (Dale et al., 2011; Liao et al., 2014; Quinlan and Hall, 2010) . The counts were normalized for library size using estimateSizeFactors from DESeq2 and transformed into z-scores (Love et al., 2014) .
To identify allelic binding of CTCF at peQTNs, we used ASEReadCounter (-overlap COUNT_FRAGMENTS_REQUIRE_SAME_BASE, -U ALLOW_N_CIGAR_READS) to count the number of reference and alternate alleles sequenced at each heterozygous peQTN predicted to disrupt CTCF in the five samples with ChIP-seq data. We calculated binomial pvalues for each site with eight or more reads. To determine whether the direction of CTCF bias matched the predicted direction of bias based on our motif disruption predictions, we stratified the number of reads overlapping peaks that contained a CTCF peQTN by genotype: homozygous for low predicted CTCF binding, heterozygous, and homozygous for high predicted binding. We then calculated the Pearson correlation for the counts and genotype. For this analysis, we restricted to counts from peaks where the overlapped peQTN had at least one sample with significant allelic CTCF binding (p < 0.05).
Ciona embryo counting-For each experiment, once embryos had been mounted on slides, slide labels were covered with thick tape and randomly numbered by a laboratory member not involved in this project and randomized. Fifty embryos were counted for each biological replicate, unless otherwise noted. We scored embryos for expression of GFP in different embryonic tissues. Replicates were combined and p-values for differential expression between the reference and alternate alleles were calculated using a Fisher exact test.
GWAS enrichments-We downloaded the GRASP v2 database (Leslie et al., 2014) . For each phenotype, we identified independent GWAS associations with p-values less than 10 −5 .
We identified independent SNPs by creating graphs whose nodes were significant variants that shared an edge if the two variants were in LD > 0.8 (1000 Genomes phase 3 EUR). For each graph, we kept the variant with the smallest p-value per connected component and discarded the rest to create a set of independent variants. We then filtered the GRASP GWAS phenotypes to remove any phenotypes with less than 200 independent variants leaving 33 GRASP GWAS phenotypes.
To test for enrichment of GWAS associations from these 33 phenotypes among lead eQTL variants, we created 50 random sets of null SNPs matched on minor allele frequency, number of SNPs in LD > 0.8, and distance to the nearest protein coding gene; these statistics were obtained from SNPsnap (EUR population) (Pers et al., 2015) . We then LD pruned eQTL lead SNVs and counted the number of independent GWAS SNPs that were in LD (LD > 0.8, 1000 Genomes phase 3 EUR) with an independent eQTL lead variant for both the real and null data. We summed the results for the 50 null sets and calculated enrichments using a Fisher exact test (fisher_exact, scipy).
CNV eQTL Analysis
CNVs eQTLs: We included GenomeSTRiP and LUMPY CNVs when mapping eQTLs as described above. While GenomeSTRiP calls multiallelic CNVs, we only used CNVs with at most three biallelic copy number states for 95% of the 215 subjects when identifying eQTLs. Mixed CNVs are defined by GenomeSTRiP as CNVs with diploid copy numbers consistent with both deletions and duplications relative to the reference. We encoded the three copy number states as 0/0, 0/1, 1/1 in order of increasing copy number for use with EMMAX. For LUMPY, we used the genotypes from SVtyper.
CNVs overlapping genes:
We took a conservative approach for identifying which eGenes overlapped CNVs. We observed that in some instances, GenomeSTRiP called one CNV as two different CNVs. This was apparent because the two CNVs were in perfect LD and next to each other on the genome. We therefore merged nearby CNVs with highly correlated copy number estimates. For a given eGene, we also merged all CNVs associated with that eGene for the purpose of determining whether the eGene overlapped a significant CNV. Thus if there were two CNVs on either side of a gene and they were both associated with the expression of the gene, we would merge these two CNVs and consider that eGene to overlap a significant CNV.
CNV functional annotation:
We overlapped the eQTL mCNVs with functional annotations from Roadmap Epigenomics (http://egg2.wustl.edu/roadmap/data/byFileType/peaks/ consolidated/narrowPeak/) for stem cell lines ES-I3, ES-UCSF4, ES-WA7, HUES48, HUES6, HUES64, iPS, iPS-15b, iPS-18, iPS-20b. Some annotations were not available for some lines. We calculated enrichments using scipy's fisher_exact.
Multiallelic CNV (mCNV) eQTLs:
We identified mCNVs using the GenomeSTRiP CNV calls by first removing any CNVs that did not have more than three diploid copy number states among the 131 unrelated subjects or that were in the MHC region (chr6:29,600,000-33,100,000). We further filtered the mCNVs to only include mCNVs for which at least 6 subjects had diploid copy number states that differed from the three most prevalent diploid copy number states to avoid including CNVs that may have been classified as mCNVs due to erroneous copy number estimates for a small number of samples. We identified eQTLs by regressing PEER residual expression values for genes within 1Mb of an mCNV against the diploid copy number estimates for the 131 unrelateds for that mCNV. We included sex as a covariate. In total, there were 152 distinct mCNVs that we tested for eQTLs with 1,493 genes (2,952 total tests). We corrected these 2,952 test for multiple testing using the Benjamini Hochberg procedure. We determined whether an mCNV overlapped an eGene after merging the mCNVs as described above for CNVs.
Rare Variant Analysis
Rare variant identification: We first intersected GATK SNVs with promoters from Gencode v19. Promoters were defined as 2kb upstream and 200 bp downstream of a TSS for all Gencode genes. We only used promoters from 18,556 genes (including sex chromosome genes) with TPM > 2 in at least 10 of the 215 samples. We obtained DHSs for the H1, H9, iPS DF 6.9, and iPS DF 19.11 cell lines from Roadmap Epigenomics and merged them into one bed file. We the intersected the promoter variants with these merged DHSs. We next annotated each SNV with its minor allele frequency (MAF) from the 1000 Genomes phase 3. We kept variants whose MAF was less than 0.5% in all 1000 Genomes population groups and that only had one observed minor allele among the 131 unrelated individuals. We identified 65,552 rare promoter DHS SNVs (rpdSNVs) in total.
Effect of rare promoter DHS SNVs on gene expression: To determine the effect of rpdSNVs on gene expression, we focused on the expression the 17,820 genes in the 131 unrelated subjects to avoid confounding due to relatedness. We used the PEER residual gene expression estimates transformed into z-scores so that we could compare across genes. We stratified each of the 17,820×131=2,334,420 expression estimates into two groups based on whether a given gene had an rpdSNV in a given sample. In total, there were 69,013 estimates from genes/samples with an rpdSNV and 2,265,407 from genes/samples without an rpdSNV. We compared the distribution of these 69,013 and 2,265,407 expression values using a Mann Whitney U test to test whether the distributions differed. We also calculated whether a given gene/sample was more likely to have ASE if it contained an rpdSNV using a Fisher exact test.
We calculated CADD scores (Kircher et al., 2014) for all variants and used the CADD Phred scores to filter the 69,013 estimates from genes/samples with rpdSNVs to only include rpdSNVs with CADD Phred greater than 20. We also filtered based on phyloP score (Pollard et al., 2010) greater than 3.
Effect of rare genic CNVs on gene expression: We identified rare CNVs that overlapped genes where a gene was defined as the entire region from its 5′-most TSS to its 3′-most UTR. A CNV was defined as rare if it was observed in only one of the 131 unrelateds. We also characterized whether the CNV overlapped any exonic part of the gene. We stratified the 2,430,836 estimates as described above based on the presence of a genic duplication or a genic deletion. We similarly compared the distributions of expression values using a Mann Whitney U and used a Fisher exact test to test for ASE enrichment.
X Reactivation-We used 144 separate RNA-seq experiments from 116 iPSC lines derived from female subjects (some lines had biological replicates). We restricted the analysis to lines with no evidence of reprogramming-associated CNVs on the X chromosome (Panopoulos et al., In press ). We used the ASE results from MBASED described above. The major haplotype frequency estimates were also produced by MBASED.
DATA AND SOFTWARE AVAILABILITY
HumanCoreExome genotyping array, RNA sequencing, ChIP sequencing, and whole genome sequencing data are available through dbGaP (phs000924 and phs001325). The whole genome sequencing genotype calls will be available at the time of publication. Due to the large file sizes of the raw whole genome sequencing reads we have not yet been able to make them publicly available, but these data will be accessible on an NHLBI cloud server via dbGaP in the near future. At that time, we will issue a correction for this manuscript with the information for retrieving the raw whole genome sequencing reads. Code for this project is available on Github at https://github.com/frazer-lab/cardips-ipsc-eqtl.
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Refer to Web version on PubMed Central for supplementary material. Summary of eQTL Results and Power Analysis. (A) Number of genes tested (green) and significant (blue) by Gencode gene type (see Table S1 for all gene types). (B-E) log10 RSEM TPM gene expression estimates stratified by lead variant genotype for (B) POU5F1, (C) CXCL5, (D) BCL9, and (E) FGFR1. The x-axis is labeled with the genotypes for the lead variant for each eQTL. We used residual expression values to identify eQTLs but plot raw TPM here to demonstrate the effect of the eQTL on the raw expression data. (F) Number of eGenes and (G) percent unique eGenes versus number of samples for 44 GTEx v6 tissues (blue circles), 131 unrelated subjects from this study (red diamond), or all 215 subjects from this study (red star). The outlier GTEx tissue in (G) is testis. See also Figure  S1 and Tables S1 and S2. Expression can be seen in the tail muscle for the reference allele. Images were taken at the same exposure time to allow for direct comparison. See also Figure S2 and Tables S4 and  S5 . Effect of Rare Variants on Gene Expression. Distribution of gene expression estimates (PEER residual z-scores, Methods) for genes (A) with (green) or without (blue) a rare promoter DHS SNV (rpdSNV) and (B) without an rpdSNV (blue), with an rpdSNV with CADD Phred greater than 20 (green), or with an rpdSNV with a phyloP score greater than three (orange). Distribution of gene expression estimates for genes (C) without rare genic duplications (blue), with rare genic duplications (green), or with rare exonic duplications (orange) and (D) without rare genic deletions (blue), with rare genic deletions (green), or with rare exonic deletions (orange). See also Figure S3 . 
