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Abstract
To compute cross sections for processes at particle colliders such as the LHC, a
perturbative expansion in the small coupling is needed. Moving beyond the leading
order (LO) in this expansion, one can get a physical result by summing unphysical,
divergent parts which have to be regularized to be mathematically consistent. These
separate parts are scheme dependent, but they will give rise to a scheme independent
quantity once they are summed together.
Nowadays most calculations are done using dimensional regularization, where
the space-time dimension is shifted away from 4. However it is possible to define
several variants of dimensional regularization (i.e. several variants of regularizations
schemes). Certain powerful techniques to compute partial results can only be applied
in specific schemes and are not defined in some others. Therefore it is essential to
understand the relations between different variants of dimensional regularization and
to know how to translate a partial result from one scheme to another.
At next-to-leading order (NLO) these relations are well understood. However,
since nowadays many processes are computed in an expansion up to NNLO (and in
some cases even beyond), it was imperative to complete the study of these schemes
also beyond NLO. This has been done in the project presented in this thesis where a
full description of the scheme dependence at NNLO is given. In particular, details on
the use of schemes with four-dimensional external fields (such as the four-dimensional
helicity scheme FDH) are outlined.
Zusammenfassung
Um Wirkungsquerschnitte fu¨r Prozesse an Teilchenbeschleunigern wie dem Large
Hadron collider (LHC) zu berechnen, sind Entwicklungen der Sto¨rungsreihe nach
kleinen Kopplungen notwendig. Jenseits der fu¨hrenden Ordnung in dieser Entwick-
lung kann man physikalische Ergebnisse erhalten, indem man unphysikalische, diver-
gente Zwischenresultate summiert. Diese mu¨ssen regularisiert werden, um mathe-
matisch konsistent zu sein und ha¨ngen vom Schema ab, welches fu¨r die Regularisie-
rung der Divergenzen gewa¨hlt wurde. Die Summation liefert dann ein schemenun-
abha¨ngiges Ergebnis.
Heutzutage werden die meisten Berechnungen mit Hilfe dimensionaler Regula-
risierung durchgefu¨hrt, bei der die Dimension der Raum-Zeit von 4 weg verschoben
wird. Dabei ist es mo¨glich, mehrere Varianten zu definieren. Einige leistungsfa¨hige
Hilfsmittel zur Berechnung von Teilergebnissen stehen nur fu¨r bestimmte Regulari-
sierungen zur Verfu¨gung und sind in anderen Schemen nicht definiert. Deshalb ist
es zwingend notwendig, die Beziehungen zwischen den verschiedenen Varianten di-
mensionaler Regularisierung zu kennen und zu wissen, wie Teilergebnisse von einem
Schema auf ein anderes u¨bertragen werden ko¨nnen.
In na¨chst-fu¨hrender Ordnung (next-to-leading order, NLO) sind diese Bezie-
hungen gut verstanden. Da die meisten Prozesse heutzutage jedoch in der Entwick-
lung bis NNLO (next-to-next-to leading order) berechnet werden (und in manchen
Fa¨llen sogar daru¨ber hinaus), ist eine Untersuchung der Regularisierungsschemen
in ho¨heren Ordnungen notwendig. Diese wird in der vorliegenden Arbeit in NNLO
gegeben. Im Speziellen werden Einzelheiten u¨ber die Verwendung von Schemen mit
vierdimensionalen externen Feldern wie FDH diskutiert.
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1 Introduction
The Standard Model (SM) of particle physics is arguably one of the most successful
theories in the history of physics. It describes how the fundamental constituents of
matter interact through the strong, weak, and electromagnetic force.
We can classify all the elementary particles in two families: the fermions, which
constitute matter, and the vector bosons, which are the mediators of the fundamental
interactions. The only exception in this picture is given by the only scalar field in
the theory, the Higgs boson. The three fundamental forces described by the SM
are a consequence of an underlying gauge symmetry: the electromagnetic, weak
and strong forces are manifestations of U(1), SU(2), and SU(3) gauge symmetry,
respectively. The SM is a quantum field theory (QFT) based on these symmetries.
Unfortunately there is no corresponding description of gravity so far, and its quantum
nature remains unknown.
In the second half of the last century, it has been observed that the electromag-
netic and the weak interactions are unified to form the so called electro-weak inter-
action. However the experimental evidence pertaining to the masses of the bosons
responsible for the weak interaction suggested that the symmetry SU(2) × U(1) of
the unified theory must be broken. This is achieved by breaking the gauge symme-
try spontaneously through the Higgs mechanism. In this way the mediators of the
electro-weak force (the Z,W+,W− bosons) and fermions receive a mass term. On
the other hand, the photon (the mediator of the electromagnetic interaction) remains
massless. One consequence of the Higgs mechanism is the existence of a Higgs bo-
son. Thus, the direct observation in 2012 of the Higgs boson at the Large Hadron
Collider (LHC) was an extraordinary discovery which confirmed the validity of the
Higgs mechanism in the theory. Finally the third interaction of the SM, the strong
interaction, is described by Quantum Chromodynamics (QCD), an unbroken SU(3)
gauge symmetry mediated by the gluons, which remain massless.
Despite the extraordinary success of the SM, there are several pieces of evidence
(dark matter, matter-antimatter asymmetry, hierarchy problem, . . . ) that there must
be physics beyond it. Hence there is an extensive programme going on to search for
new physics and scattering experiments at high-energy colliders play a decisive role
in it. In order to fully exploit ever more precise experimental results, it is imperative
to also increase the accuracy of theoretical predictions for cross sections. Such pre-
dictions usually rely on the application of perturbation theory and are obtained as
an expansion in the couplings. To achieve the required precision, higher-order com-
putations are required and there has been a huge effort in the community over the
last few decades to push calculations up to (and in some cases even beyond) next-to-
next-to leading order (NNLO). The current forefront of particle collider experiments
is the LHC, where protons of several TeV in energy are collided. The dominating
interaction in this case is QCD, the topic of interest in this dissertation.
7
There are several difficulties that occur in the perturbative computation of a
cross section when hadrons are involved. In particular, we encounter the problem of
confinement: at energies below ∼ 1 GeV the strong coupling, αs, increases drasti-
cally. As a consequence, quarks and gluons combine to form hadrons, like protons,
neutrons, and pions. At this energy scale QCD is not in a perturbative regime, nor
are gluons and quarks the appropriate degrees of freedom. On the other hand, at
high energies (above several GeV), the strong coupling is small enough and QCD
can be approximated perturbatively by interactions between (asymptotically free)
gluons and quarks. Hence, a full description of a scattering process requires a careful
separation of the various scales involved.
Schematically high-energy scattering of hadrons can be split into several parts.
Constituents (quarks or gluons) of the hadrons might produce a high-energy collision.
While the probability of finding a particular constituent within a hadron, described
by the so called Parton Distribution Functions (PDF) is a non-perturbative quan-
tity, the large energy transfer in the scattering of the quarks and gluons ensures
that this process can be described perturbatively. After the hard interaction, gluons
and quarks are emitted from the partons that have been produced in the scatter-
ing. This sequence of emissions, called parton shower, is predominantly soft and/or
collinear to the initial high-energy partons. However, it can still be described using
perturbation theory. During this process the initial hard partons evolve into jet-like
structures. Finally, once the energy of the partons is small enough, due to con-
finement they transform into the hadrons observed in the detector. This last part,
called hadronization, is obviously non-perturbative. In order to minimize the impact
of hadronization usually observables are chosen such that they depend mainly on
energy flow. This leads to jet cross sections or similar quantities. The crucial feature
of such quantities is that they have to be infrared safe, i.e. they must not depend
on whether or not a final-state parton splits into two collinears or emit an additional
soft one.
The research presented in this thesis focuses on technical aspects regarding the
computation of the perturbative partonic cross section and particularly on the anal-
ysis of the regularization-scheme dependences of QCD amplitudes. Turning now to
the region of our interest we give more details on the technical aspects that one
encounters in the computation of the hard scattering cross section dσˆ. Practically,
we can write a generic fixed-order differential cross section (excluding parton shower
and hadronization) in a hadronic collision through the factorization theorem [1] via
dσH1,H2(k1, k2) =
∑
ab
∫
dx1dx2f
H1
a (x1)f
H2
b (x2)dσˆab(x1k1, x2k2) , (1.1)
where H1 and H2 are the interacting hadrons in the initial state carrying momen-
tum k1 and k2. The functions f
Hi(x) are the PDF and x denotes the momentum
fraction of the parton. In the subtracted partonic cross section dσˆ, initial collinear
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singularities have been cancelled by some counterterms (we will discuss the nature
of such singularities in Section 2). The sum in the equation runs over all the flavours
contributing to the process.
Computing the perturbative partonic cross section beyond tree level, several
complications arise. In particular one encounters the problem of ultraviolet (UV)
and infrared (IR) singularities in partial results. These singularities need to be
regularized in order to obtain mathematically well-defined expressions. Of course,
a final physical result has to be free of singularities. While UV poles are absorbed
via renormalization, the IR divergences cancel out when we sum over degenerate
states that contribute to the same physical jet cross section. Beyond tree level,
the partonic cross section consist of several components: at NLO there is a virtual
(one-loop diagrams) and a real component (tree-level diagrams with an additional
parton in the final state); at NNLO, there is a double virtual (two-loop diagrams),
a double real (tree-level diagrams with two additional partons in the final state)
and a real-virtual (one-loop diagrams with an additional parton in the final state)
contribution.
At NLO the cancellation of IR singularities works as follows: virtual amplitudes
generate IR singularities due to the integration of the loop momentum, while real
emission diagrams are finite, but nevertheless they become divergent once we perform
the phase-space integration over regions where the emitted partons become soft or
collinear. The final physical cross section is then a sum of these two quantities. If we
regularize such singularities in dimensional regularization (where one uses D = 4−2ǫ
for the dimension of the space-time) one schematically finds for the cancellation of
IR singularities
1
ǫ︸︷︷︸
virtual
+ (Q2)ǫ
∫ m2jet
0
dk2
(k2)1+ǫ︸ ︷︷ ︸
real
⇒ ln(m2jet/Q2). (1.2)
Here Q2 is the energy scale of the hard scattering and m2jet is the limit in the in-
tegration of the phase-space for the radiated gluon, which depends on the physical
observable considered (e.g. the jet mass). We immediately see that the residual
logarithm surviving the cancellation can become very large when m2jet ≪ Q2. If
αs ln(m
2
jet/Q
2)<∼1, the fixed order expansion in the coupling is then spoiled by such
logarithms (called Sudakov logarithms) as they occur at all orders in perturbation
theory. A resummation of the terms [αs ln(m
2
jet/Q
2)]n is often required for a reliable
prediction of a cross section.
Apart from standard perturbation theory in QCD, one can also make use of
effective theories (EFTs) for calculating physical quantities. They are well adapted
to dealing with problems containing two (or more) widely separate scales, as e.g.
m2jet ≪ Q2 above. Basically this technique allows for a decomposition of a prob-
lem into contributions due to the different energy scales, which can be evaluated
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individually. This usually simplifies the problem and is often a powerful method to
compute physical observables. More precisely, the effective theory we use is called
Soft-Collinear-Effective-Theory (SCET) [2–10]. It is a formalism that allows us to
derive a factorization theorem using an effective Lagrangian. This then allows the re-
summation of the Sudakov logarithms using renormalization group evolution (RGE)
techniques. As can be seen from Eq. (1.2) these logarithms are intimately linked to
the 1/ǫ singularities which in turn are linked to the regularization-scheme dependence
we want to study in this thesis. Hence, this method has been our main approach in
the study of regularization-scheme dependences.
An important issue is the one-to-one correspondence of SCET diagrams with
the suitably expanded QCD one: separating QCD diagrams into contributions from
different energy regions is a way to build an effective Lagrangian that reproduces the
expansion of such diagrams. In our context, the even more important aspect is that
the effective theory (in this case SCET) reproduces the long distance behaviour of
the full theory and so has the same IR behaviour as QCD. Furthermore, in SCET on-
shell integrals are scaleless and, therefore, vanish1. Hence, IR singularities in SCET
(and QCD) can be determined by UV singularities of SCET. This allows us to fully
reproduce the IR singularities of QCD and their scheme dependence by analysing
the UV structure of SCET. The advantage of this approach is that we can use RGE
techniques that are well established.
This thesis is organized as follows: we start by giving an overview of the dif-
ferent schemes in 1.1. We then describe some basics of QCD and SCET in Section
2 and Section 3. In Section 4 we give a precise definition of conventional dimen-
sional regularization (cdr), the ’t Hooft-Veltman scheme (hv), the four-dimensional
helicity scheme (fdh), and dimensional reduction (dred). Section 5 and Section 6
contain a discussion of how the various regularization schemes affect the UV and IR
structure of scattering amplitudes. It turns out that the IR structure is governed by
anomalous dimensions that contain the scheme dependence. Section 7 is devoted to
the computation of the anomalous dimensions that are required for the IR structure
in massless QCD. These computations are done in SCET. In Section 8 we use these
results to obtain explicit transition rules for two-loop amplitudes between hv and
fdh, as well as between fdh and dred. The transition rules are then checked with
explicit examples. To extend the result to the massive case, the “massive” form
factors, soft functions and their corresponding anomalous dimensions are computed
in Section 9. Our conclusions, including a discussion of the scheme independence of
cross sections at NNLO, are presented in Section 10. Finally, we give some explicit
results in Appendix A and list the required anomalous dimensions and β functions
in all schemes in Appendix B.
The results presented in this thesis are based on [11, 12].
1We will show some specific examples in Section 3.1.
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1.1 Introduction to regularization schemes
Higher-order calculations in QCD result in loop integrals that are UV and/or IR
divergent. The standard method to deal with these singularities is dimensional reg-
ularization, where space-time is shifted from 4 to D ≡ 4 − 2ǫ dimensions. The UV
and IR singularities then manifest themselves as poles of the form 1/ǫk.
There are several variants of dimensional regularization. The most common
scheme is conventional dimensional regularization (cdr), where all vector bosons
are treated as D-dimensional. From a conceptual point of view this is the simplest
possibility and guarantees a consistent treatment. However, cdr has some disadvan-
tages. Apart from breaking supersymmetry, it is also not directly compatible with
the helicity method and other computational techniques that rely on 4 dimensions
and, hence, leads to more tedious expressions in intermediate steps of a calculation.
Therefore, it is often advantageous to use other schemes, such as the ’t Hooft-Veltman
scheme (hv) [13], dimensional reduction (dred) [14] or the four-dimensional helicity
scheme (fdh) [15].
The result for a physical quantity such as a cross section is of course finite
and must not depend on the regularization scheme that has been used. However,
in practise such a result is obtained as a sum of several contributions, which are
usually individually divergent. Therefore, these partial results can depend on the
regularization scheme. It is often advantageous to use regularization schemes that
are adapted to the technique used for the computation of a particular contribution.
In order to be able to consistently combine the various partial results it is then
imperative to have full control over the scheme dependence.
The key observation is that the scheme dependence is actually intimately linked
to the structure of UV and IR singularities. The singularity structure in fdh and
dred is best understood if the (quasi) 4-dimensional gluons2 g are split into D-
dimensional gluons gˆ and Nǫ = 2ǫ scalars g˜. From a conceptual point of view these
so-called ǫ-scalars g˜ can be treated as independent fields with an initially arbitrary
multiplicity Nǫ. The identification Nǫ = 2ǫ is to be made only at the end of a
calculation. The decomposition of g into gˆ and g˜ has to be made in dred as well as
in fdh. This seems to be a disadvantage of these schemes. However, it is useful to
gain insight and to derive the scheme dependence, and for practical purposes, such
an explicit separation is often not required.
The contributions of the ǫ-scalars are UV and IR divergent, resulting in terms
of the form (Nǫ)
i/ǫk. It is precisely these terms that – after setting Nǫ = 2ǫ – induce
the scheme dependence in partial results. For a physical cross section the poles in
ǫ have to cancel, including poles of the form Nǫ/ǫ. This entails that the scheme
dependence for a (finite) physical result can be at most O(Nǫ ǫ0) and, hence, will
2The distinction between quasi 4-dimensional space and strictly 4-dimensional space will be
discussed in details in Section 4.
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vanish in the limit ǫ → 0. At next-to-leading order (NLO) this has been explicitly
demonstrated [16]. However, virtual corrections are generally UV and IR divergent
and, therefore, scheme dependent. To find this scheme dependence the structure of
UV and IR singularities has to be understood for a gauge theory with gluons and
ǫ-scalars.
Regarding the UV singularities, the main point is that treating the ǫ-scalars as
independent fields induces additional couplings. The independence of these couplings
and their UV renormalization was already required in the equivalence proof of dred
and cdr [17–19] and in explicit multi-loop calculations in dred [20–22]. It has to be
stressed that also in fdh the couplings have to be treated as independent [16, 23].
The development regarding the scheme dependence related to the IR divergent
part beyond NLO is more recent. The structure of the IR singularities for massless
gauge amplitudes has a remarkably simple form [24–27]. It can be expressed in terms
of the cusp anomalous dimension γcusp and the anomalous dimensions of the quark
and gluon, γq and γg, respectively. These anomalous dimensions have been extracted
from explicit results of form factors computed in cdr and are consistent with other
processes.
It seems natural to assume that this structure can be extended to other schemes
by applying the split of g into gˆ and g˜. This results in modified (i.e. scheme de-
pendent) anomalous dimensions. At NLO, this leads to results that are consistent
with the well-known scheme dependence of NLO amplitudes [28]. Based on this as-
sumption, γcusp, γq and γg have been extracted in the fdh scheme at NNLO [29, 30],
by comparing the generalized IR structure to explicit results of two-loop amplitudes
for the γ∗ → qq¯ and H → gg form factors and the process qq¯ → gγ. Considering
all these processes together yields an over-constrained system for the extraction of
γcusp, γq and γg in the fdh scheme. The fact that there is a solution to this system
suggests that fdh is a well defined scheme beyond NLO.
The main results presented in this thesis are the following: first, we will provide
further evidence that with a proper definition the four-dimensional helicity scheme
(fdh) can be used for loop calculations beyond NLO. To this end we show that
the anomalous dimensions γcusp, γq and γg can be computed directly in SCET by
relating them to the jet- and soft functions. We repeat the original calculation of
the quark-jet function [31] and gluon-jet function [32] in the fdh scheme and also
determine the soft function in fdh. This gives us an independent determination of
γcusp, γq and γg in the fdh scheme and the results we find are in agreement with
previous findings. Note that the fdh as we use it [16, 29] is slightly different from
previous implementations [33].
Second, we extend the scheme dependence study to dimensional reduction
(dred). While the anomalous dimensions in dred are the same as in fdh we
also need to consider amplitudes with external ǫ-scalars. Determination of the IR
structure of these amplitudes requires the knowledge of γǫ, the anomalous dimen-
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sion of the ǫ-scalar g˜. We compute γǫ in SCET via the calculation of the g˜-jet and
soft functions and give the generalization of the IR structure to amplitudes with
external g˜. Furthermore, we verify that this result for γǫ is in agreement with the
result extracted from an explicit computation of H → g˜g˜ at NNLO [34]. To com-
plete our study, we then generalize the results to the massive case by computing the
corresponding anomalous dimensions (γQ and γcusp(β)) from the massive form factor
and the heavy to light decay and by checking them through an independent SCET
approach by computing the relevant soft functions. We thus obtain a complete un-
derstanding of the relations between NNLO amplitudes in QCD in cdr, hv, fdh,
and dred.
Finally, we gain insights into how the regularization-scheme dependence cancels
for fully differential cross sections at NNLO. While a complete study of this issue
is beyond the scope of this work, our calculations in SCET show that the jet- and
soft functions are separately scheme independent. The same is true for the hard
function. Hence, if the cross section is written as a convolution of hard-, soft-, and
jet functions it is manifestly regularization-scheme independent. Recently, there has
been a lot of activity in performing fully differential NNLO calculations using the
SCET framework. This development started with the computation of top-quark
decay [35] and has subsequently been extended to more generic cases [36–45]. The
results of our work show how to apply a particular regularization scheme for the
calculation of either the hard-, soft- or jet function. For each of these building blocks
separately, the most convenient regularization scheme can be used. This opens up
possibilities for further technical advances.
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2 Dimensional regularization, UV and IR divergences in
QCD
2.1 Origin of the UV divergences
In order to discuss the UV origin in loop integrals, let us consider a simple example:
Int =
∫
d4k
(2π)4
1
k2 −m2 + iδ . (2.1)
To evaluate this integral we can consider it as a contour integral and make use of the
Wick rotation. The integral then becomes
Int =
∫ +∞
−∞
d3~k
(2π)4
∫ +i∞
−i∞
dk0
1
k20 − ~k2 −m2 + iδ
(2.2)
=
−i
(2π)4
∫
dΩ4
∫ +∞
0
dkE
k3E
k2E +m
2 − iδ , (2.3)
where in the last step we made the substitution k0 = ik
′
0 and calculated the integral
in four-dimensional spherical coordinates in the euclidean space. The UV divergence
then shows up explicitly in the limit kE → ∞, which makes the integral divergent.
There are several methods to regularize such infinities, but one of the most elegant
one is dimensional regularization, where space-time is shifted from 4 to D = 4 − 2ǫ
dimensions. We can then recompute the above integral in D dimensions and get the
following result:
Int =
∫
dDk
(2π)D
1
k2 −m2 + iδ = −i
∫
dΩD
(2π)D
∫ +∞
0
dkE
kD−1E
k2E +m
2 − iδ . (2.4)
The first term is the area of a unit sphere in D dimensions and is given by∫
dΩD =
2πD/2
Γ(D/2)
. (2.5)
The second term is∫ ∞
0
dkE
kD−1E
k2E +m
2
=
1
2
∫ ∞
0
d(l2)
(l2)
D
2
−1
l2 +m2
=
1
2
( 1
m2
)1−D
2
∫ 1
0
dx x−
D
2 (1− x)D2 −1, (2.6)
where we set x = m2/(l2 +m2). At this stage we can use the relation∫ 1
0
dx xα−1(1− x)β−1 = Γ(α)Γ(β)
Γ(α + β)
(2.7)
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p1
p2
p1 + p2
Figure 1. Origin of the IR singularities.
and finally get the result
Int =
−i
(4π)D/2
Γ(1− D
2
)
Γ(1)
( 1
m2
)1−D
2 . (2.8)
By setting D = 4− 2ǫ and series expanding the gamma function, we then obtain the
UV divergence as a pole in ǫ
Γ(1−D/2) = Γ(−1 + ǫ) = −1
ǫ
− 1 + γE +O(ǫ) , (2.9)
where γE ≈ 0.5772 is the Euler-Mascheroni constant. In a renormalizable theory
like QCD, we can subtract the UV divergences through the renormalization, i.e. by
expressing the bare parameters of the Lagrangian in terms of renormalized quantities.
2.2 Origin of the IR divergences
In addition to the UV divergences there are another type of singularities, which have
a different origin and are called IR divergences. To better understand how they are
generated, let us consider the general diagram of Figure 1, where an on-shell gluon
is emitted from a final state on-shell massless quark.
The singularities originate then from the intermediate propagator
1
(p1 + p2)2
=
1
2p1p2
=
1
2E1E2(1− cos θ) ≃
1
E1E2θ2
. (2.10)
We see immediately that the amplitude diverges if the emitted gluon becomes soft
(E2 → 0) and/or collinear to the final quark (θ → 0). Such singularities arise in real
diagrams when one performs the phase space integration and in virtual diagrams due
to the loop integrals. We can regularize such infinities in exactly the same way as
for the UV singularities, by applying dimensional regularization. For example we get
for the following integral
iπ−D/2µ4−D
∫
dDk
1
[k2 + i0]
[
(k + p1)2 + i0
][
(k + p1 + p2)2 + i0
] =
15
− Γ
2(1− ǫ)Γ(1 + ǫ)
Γ(1− 2ǫ)
1
s
[ 1
ǫ2
− 1
ǫ
ln
(−s + i0
µ2
)
+
1
2
ln2
(−s + i0
µ2
)]
+O (ε) ,
(2.11)
where s = (p1 + p2)
2 and the double pole originates from the momentum of inte-
gration becoming both, soft and collinear at the same time. The structure of such
singularities has been studied in cdr up to two-loop in [25, 27, 46, 47] and up to
three-loop in [48]. Contrary to the UV divergences, the IR singularities are not sub-
tracted through renormalization. However, a physical quantity can not be divergent
and such infinities have to cancel in some way. This is indeed the case and once
we add real and virtual contributions in the final state, the IR divergences cancel
out. For the initial state things are a bit more complicated since there is not a full
cancellation of IR singularities between virtual and real contributions and one needs
to add the counterterm from the PDF in order to cancel out remaining initial state
collinear singularities. IR cancellations occur at any order in the perturbation series
and any infrared safe QCD observable is guaranteed to be finite.
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3 Soft-collinear effective theory
In this section we closely follow what is given in [9] and we refer to it for more details.
The advantage of using an effective theory is that in many cases it simplifies
the calculation of a given process. It can be applied whenever one encounters two
widely different energy scales. The simplest possibility is to deal with exactly two
different scales, but the method also applies if there are more. The general idea of
an effective theory is to integrate out the large energy mode of the full theory from
the Lagrangian and build effective fields that can only reproduce the low-energy
behaviour. The large energy mode (also called hard contribution) is in that way
embedded in the so called Wilson coefficients, which are the effective couplings of
the new Lagrangian. These coefficients are determined by matching the effective
theory with the full one at a given energy scale. By construction, the effective theory
can only reproduce the low-energy behaviour of the full theory.
EFTs have been constructed for many different kinematic situations. For our
case, to approximate QCD amplitudes needed at high-energy colliders, the appropri-
ate EFT is SCET. It has also the peculiarity to deal with more energy scales (namely
hard, soft and collinear). In that way SCET diagrams are intrinsically linked to the
QCD ones, expanded around the high-energy limit. To expand the QCD loop dia-
grams one can use the so called strategy of regions technique, which also allows one
to perform the matching and determine the Wilson coefficient. We turn now to this
technique and discuss it in more detail.
3.1 The strategy of regions
The strategy of regions is an efficient method to compute loop-integrals approxi-
mately in particular kinematic regions. Basically one has to separate the original
integral into different regions (e.g. hard, soft and collinear) and then expand the
integrand in each sector to get an approximate result. In SCET we instead split the
fields of the full Lagrangian into effective fields, which describe the behaviour of any
single region. At the end the expanded integrals from the technique of the strategy of
regions will correspond to the diagrams computed in SCET through effective fields.
As an example let us consider the following off-shell integral with massless momenta:
I = iπ−D/2µ4−D
∫
dDk
1
[k2 + i0] [(k + l)2 + i0] [(k + p)2 + i0]
, (3.1)
where D = 4− 2ǫ. We also define
L2 ≡ −l2 − i0 , P 2 ≡ −p2 − i0 , Q2 ≡ −(l − p)2 − i0 . (3.2)
The final goal is then to calculate the integral in Eq. (3.1) for L2 ∼ P 2 ≪ Q2.
At this point we also need to introduce some notation used in SCET. We define
two light-like reference vectors, one along the direction of the momentum p and the
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other in the direction of l according to the reference frame in which ~Q = 0,
nµ = (1, 0, 0, 1) and n¯µ = (1, 0, 0,−1) (3.3)
with the properties
n2 = n¯2 = 0 , and n · n¯ = 2 . (3.4)
Thanks to these reference vectors we can then decompose any momentum in three
components; one proportional to n, a second proportional to n¯, and the last perpen-
dicular to both
pµ = (n · p) n¯
µ
2
+ (n¯ · p)n
µ
2
+ pµ⊥ ≡ pµ+ + pµ− + pµ⊥ . (3.5)
For the square and scalar product we get
p2 = (n · p)(n¯ · p) + p2⊥ , (3.6)
p · q = p+ · q− + p− · q+ + p⊥ · q⊥ . (3.7)
In the following we give the momenta in terms of their components and use the
notation
pµ = ( n · p︸︷︷︸
“+ comp.”
, n¯ · p︸︷︷︸
“− comp.”
, pµ⊥) . (3.8)
In order to define all the different regions in which we want to split our integral, we
need to introduce an expansion parameter λ
λ2 ∼ P
2
Q2
∼ L
2
Q2
, and p2 ∼ l2 ∼ λ2Q2 . (3.9)
The reference vectors are then chosen such that pµ ≈ Qnµ/2 and lµ ≈ Qn¯µ/2. We
get the following scaling for the components of p and l:
pµ ∼ (λ2, 1, λ)Q , and lµ ∼ (1, λ2, λ)Q , (3.10)
At this point we are finally able to define all the regions of interest in which we will
split our integral, namely:
• hard region where the integration momentum scales as kµ ∼ (1, 1, 1)Q,
• region collinear to p where k scales as kµ ∼ (λ2, 1, λ)Q,
• region collinear to l where k scales as kµ ∼ (1, λ2, λ)Q,
• soft region where k scales as kµ ∼ (λ2, λ2, λ2)Q.
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Once again we stress that any region we have just described above is represented in
SCET by a different effective field. The contribution of the hard region is given by
taking the leading contribution O(1) of the propagators appearing in our integrals,
(k + l)2 =
O(1)︷︸︸︷
k2 +2(
O(λ2)︷ ︸︸ ︷
k+ · l−+
O(1)︷ ︸︸ ︷
k− · l++
O(λ)︷ ︸︸ ︷
k⊥ · l⊥) +
O(λ2)︷︸︸︷
l2 = k2 + 2k− · l+ +O(λ) , (3.11)
and, similarly
(k + p)2 = k2 + 2k+ · p− +O(λ) . (3.12)
The hard region contributes to the integral I as follows
Ih = iπ
−D/2µ4−D
∫
dDk
1
[k2 + i0] [k2 + 2k− · l+ + i0] [k2 + 2k+ · p− + i0] ; (3.13)
it is identical to the one of an on-shell form factor integral (i.e. with p2 = l2 = 0).
The result of the integral is given by
Ih =
Γ(1 + ǫ)
2l+ · p−
Γ2(−ǫ)
Γ(1− 2ǫ)
(
µ2
2l+ · p−
)ǫ
=
Γ(1 + ǫ)
Q2
(
1
ǫ2
+
1
ǫ
ln
µ2
Q2
+
1
2
ln2
µ2
Q2
− π
2
6
)
+O (ǫ) , (3.14)
where all divergences are infrared.
We now investigate the region collinear to p where the momentum scales as
kµ ∼ (λ2, 1, λ)Q. In this region k2 ∼ λ2Q2, while
(k + l)2 = 2k− · l+ +O(λ2) , (k + p)2 = O(λ2) . (3.15)
By considering only the leading term one obtains
Ic = iπ
−D/2µ4−D
∫
dDk
1
[k2 + i0] [2k− · l+ + i0] [(k + p)2 + i0]
= −Γ(1 + ǫ)
2l+ · p−
Γ2(−ǫ)
Γ(1− 2ǫ)
(
µ2
P 2
)ǫ
=
Γ(1 + ǫ)
Q2
(
− 1
ǫ2
− 1
ǫ
ln
µ2
P 2
− 1
2
ln2
µ2
P 2
+
π2
6
)
+O(ǫ) . (3.16)
The integral in the collinear region scales as P−2ǫ and the poles are of UV origin.
Note that this integral is scaleless for p2 = 0 and so it vanishes if it is computed
on-shell. This is a general property of loop integrals in SCET. The region collinear
to l corresponds to the one collinear to p by replacing P 2 with L2 in the final result.
The last region to consider is the soft one, where all the components are propor-
tional to λ2. We get
k2 = O(λ4) , (k+ l)2 = 2k− · l++ l2+O(λ3) , and (k+p)2 = 2k+ ·p−+p2+O(λ3) .
(3.17)
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The integral is then given by
Is = iπ
−D/2µ4−D
∫
dDk
1
[k2 + i0] [2k− · l+ + l2 + i0] [2k+ · p− + p2 + i0]
= −Γ (1 + ǫ)
2l+ · p− Γ(ǫ)Γ (−ǫ)
(
2l+ · p−µ2
L2P 2
)ǫ
=
Γ(1 + ǫ)
Q2
(
1
ǫ2
+
1
ǫ
ln
µ2Q2
L2P 2
+
1
2
ln2
µ2Q2
L2P 2
+
π2
6
)
+O (ǫ) , (3.18)
where all divergences are UV.
At this stage we can sum all the contributions of any single region and get the
integral in Eq. (3.1) in the limit in which L2 ∼ P 2 ≪ Q2.
Ih =
Γ (1 + ǫ)
Q2
(
1
ǫ2
+
1
ǫ
ln
µ2
Q2
+
1
2
ln2
µ2
Q2
− π
2
6
+O(λ)
)
Ic =
Γ (1 + ǫ)
Q2
(
− 1
ǫ2
− 1
ǫ
ln
µ2
P 2
− 1
2
ln2
µ2
P 2
+
π2
6
+O(λ)
)
Ic¯ =
Γ (1 + ǫ)
Q2
(
− 1
ǫ2
− 1
ǫ
ln
µ2
L2
− 1
2
ln2
µ2
L2
+
π2
6
+O(λ)
)
Is =
Γ (1 + ǫ)
Q2
(
1
ǫ2
+
1
ǫ
ln
µ2Q2
L2P 2
+
1
2
ln2
µ2Q2
L2P 2
+
π2
6
+O(λ)
)
I≡Ih+Ic+Ic¯+Is = 1
Q2
(
ln
Q2
L2
ln
Q2
P 2
+
π2
3
+O(λ)
)
. (3.19)
We immediately see that the final result does not depend on ǫ. We also want to
stress that the IR poles from the hard region cancel out against the UV divergences
from the soft and collinear contributions. This fact suggests important constraints
on the IR pole structure of a general amplitude. In other words, knowing the UV
behaviour of SCET allows one to reproduce the structure of the IR divergences of
the hard part. This property is of fundamental importance in our study and we will
return to it later.
3.2 Scalar SCET
As already mentioned before, we can build an effective theory that directly reproduces
the hard, collinear and soft region of the integral studied in the previous paragraph.
In the following we only consider the case of scalar φ3 theory, since the procedure is
similar to the case of QCD, but considerably simpler. We refer once again to [9] for
the generalization to QCD.
Consider now the scalar Lagrangian
L (φ) = 1
2
∂µφ(x)∂
µφ(x)− g
3!
φ3(x) , (3.20)
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where g is the coupling constant and φ is the scalar field. The goal is to directly
reproduce the integral we computed above using effective fields. We then split the
scalar field into a collinear field to the momentum p, to the momentum l and into a
soft component, according to the regions defined before
φ(x)→ φc(x) + φc¯(x) + φs(x) . (3.21)
We note that there is no hard component of the field. This is not needed, since
the hard contributions are absorbed into the so called Wilson coefficients, which are
prefactors of the operators constructed from soft and collinear fields. In others words,
the Wilson coefficients are the coupling constants of the effective theory and they
can be adjusted in such a way that one reproduces the full theory. By replacing the
split of Eq. (3.21) into the Lagrangian (3.20) we get
L(φ) = L (φc)︸ ︷︷ ︸
≡Lc
+L (φc¯)︸ ︷︷ ︸
≡Lc¯
+L (φs)︸ ︷︷ ︸
≡Ls
+Lc+s (φc, φc¯, φs) , (3.22)
where the first three contributions are identical to the original Lagrangian in which
we replace the full scalar field by one collinear to p, one collinear to l and one soft.
The last term describes the interaction between collinear and soft fields and is given
by
Lc+s (φc, φc¯, φs) = −g
2
φ2cφs −
g
2
φ2c¯φs . (3.23)
At this point we still need to make a derivative (also called multipole) expansion,
which means expanding each term in the small momentum components. At the end
one obtains for the leading power scalar SCET Lagrangian
Leff = 1
2
∂µφc(x)∂
µφc(x)− g
3!
φ3c(x) +
1
2
∂µφc¯(x)∂
µφc¯(x)− g
3!
φ3c¯(x)
+
1
2
∂µφs(x)∂
µφs(x)− g
3!
φ3s(x)−
g
2
φ2c(x)φs(x−)−
g
2
φ2c¯(x)φs(x+) . (3.24)
3.3 Factorization and RGE
We now consider the case of the Sudakov form factor, in which it is possible to fac-
torize the soft and collinear interactions through so called jet (J ) and soft (S) func-
tions [9]. The hard contribution is instead integrated out into the Wilson coefficient
C˜V (Q
2, µ2). The factorization is schematically shown in Figure 2. Mathematically
we get
F
(
Q2, L2, P 2
)
= C˜V
(
Q2, µ2
)J (L2, µ2)J (P 2, µ2)S (Λ2s, µ2) , (3.25)
where Λ2s = L
2P 2/Q2. Any separate term on the r.h.s. of Eq. (3.25) fulfils a similar
renormalization group equation (RGE)
d
d lnµ
C˜V (Q
2, µ2) =
[
CFγcusp(αs) ln
Q2
µ2
+ γV (αs)
]
C˜V (Q
2, µ2) ,
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p l
F (Q2, L2, P 2)
=
C˜V (Q
2)
J (P 2) J (L2)
S(Λ2s)
+O (λ2)
Figure 2. Factorization of the Sudakov form factor into hard, soft and jet functions.
Figure taken from [9].
d
d lnµ
J (L2, µ2) = − [CFγcusp (αs) ln L2
µ2
+ γJ (αs)
]
J (L2, µ2) ,
d
d lnµ
S (Λ2s, µ2) =
[
CFγcusp (αs) ln
Λ2s
µ2
+ γS (αs)
]
S (Λ2s, µ2) . (3.26)
However, the full expression has also to be independent of the scale µ
d
d lnµ
[
C˜V
(
Q2, µ2
)J (L2, µ2)J (P 2, µ2)S (Λ2s, µ2)] = 0 . (3.27)
By plugging the expressions in (3.26) into Eq. (3.27) we finally obtain
CFγcusp ln
Q2
µ2
+ γV − CFγcusp
(
ln
L2
µ2
+ ln
P 2
µ2
)
− 2γJ − CFγcusp ln µ
2
Λ2s
+ γS = 0 .
(3.28)
In order to get a full cancellation of the µ-dependence it is mandatory that the
coefficient γcusp in front of the logarithms is identical in all RGE. The last equation
is crucial for our study of the scheme dependences and we will come back to it later
when we discuss the IR structure in the various regularization schemes.
3.4 IR structure of QCD amplitudes
In this section we show that the IR divergences of QCD amplitudes are related to the
UV divergences of SCET. The crucial point is that on-shell amplitudes in QCD match
up with the Wilson coefficients. Basically we need to compute the same quantity
in the full and the effective theory and then perform the matching to determine the
Wilson coefficients. One possibility is the calculation of n-jet on-shell amplitudes.
We denote an n-particle amplitude by
|Mn(ǫ, {p})〉.
We compute the amplitude on-shell and as a consequence we find that all loop cor-
rections in SCET vanish, since all the soft and collinear integrals are scaleless for
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p2i = 0. The matching between the full and the effective theory then directly re-
late the Fourier-transformed bare Wilson coefficients C˜n
(
ǫ, {p}) with the on-shell
amplitude:
|Mn(ǫ, {p})〉 = |C˜n(ǫ, {p})〉 × (“spinors and polarization vectors”) . (3.29)
At this stage we are able to relate the IR structure of QCD with the UV of SCET: the
left-hand side of Eq. (3.29) contains only IR poles, which then have to be identical
to the UV poles of the Wilson coefficient on the r.h.s. of the equation. This is a
consequence of the fact that the on-shell loop integrals in SCET have both UV and
IR singularities which cancelled each other out
1
ǫIR︸︷︷︸
on-shell amplitude
=
1
ǫUV︸︷︷︸
Wilson coeff.
+
(
1
ǫIR
− 1
ǫUV
)
︸ ︷︷ ︸
soft and coll. loop integrals
. (3.30)
Eq. (3.30) seems to be in contradiction to Eq. (3.14) where the singularities of
the hard part have an IR origins. However, according to the SCET framework,
the Wilson coefficient is the coupling of the effective Lagrangian and so it can only
contain UV singularities. Furthermore, SCET does not reproduce the full QCD, but
only its low-energy behaviour. This means that the high energy modes of SCET,
which are described by the Wilson coefficient, have to match up with the low energy
modes of the QCD hard part: this is the “border” of validity of SCET. In other
words, the IR singularities of the hard part in QCD are the “upper limit” (i.e. UV
limit) of the range accessible by SCET. In that sense the IR singularities of the hard
region in QCD can only be interpreted as UV in the framework of SCET and no
contradiction occurs.
We can subtract the UV divergences of the Wilson coefficient via a multiplicative
matrix Z in colour space [26, 27]:
|C˜n({p}, µ)〉 = lim
ǫ→0
Z−1(ǫ, {p}, µ)|C˜n(ǫ, {p})〉 . (3.31)
As a consequence the IR singularities in the amplitude can be subtracted by the same
factor Z and its structure is related to the renormalization group equation. Starting
from the RGE of the Wilson coefficient we have
d
d lnµ
|C˜n({p}, µ)〉 = Γ({p}, µ)|C˜n({p}, µ)〉 , (3.32)
where the anomalous dimension Γ is also a matrix in color space. In that way we
can relate the anomalous dimension to the renormalization factor and obtain
Γ({p}, µ) = −Z−1(ǫ, {p}, µ) d
d lnµ
Z(ǫ, {p}, µ) , (3.33)
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or equivalently
Z(ǫ, {p}, µ) = P exp
∫ ∞
µ
dµ′
µ′
Γ({p}, µ′) . (3.34)
From Eq. (3.30) we see that the UV singularities of the Wilson coefficient are also
related to the UV singularities of the loops integrals. This means that we are able
to extract the anomalous dimension Γ by computing off-shell jets and soft functions,
so that we screen the IR singularities and can read off the UV poles.
3.5 A conjecture for Γ
In [24–27] the following conjecture for the structure of Γ is given
Γ({p}, µ) =
∑
(i,j)
Ti ·Tj
2
γcusp(αs) ln
µ2
−sij +
n∑
i=1
γi(αs) , (3.35)
where the first sum in means that we have to consider all unordered pairs (i, j), (i, j ∈
{1, 2, · · · , n} with n the number of external legs) but without the case i = j. This
conjecture has been proven to be correct up to two-loop. It is of particular relevance
that it only involves two-parton correlations and no other complicated structures
appear. The exact definition of the colour matrix T and others details regarding
Eq. (3.35) will be given later. What is conceptually relevant from Eq. (3.35) is
that it gives the full description of the IR structure of any QCD amplitude with
massless partons and it only requires the knowledge of the universal cusp anomalous
dimension γcusp(αs) and of the external partons γi(αs), which can be either a quark
or a gluon. As we will see later, these anomalous dimensions will be the key point
of our study concerning regularization schemes.
3.6 Generalization to the massive case
If we assume there are only massive external legs in a given amplitude, we are then
allowed to factorize a cross section in the soft region in terms of an hard function and
a soft function. The structure of the IR divergences has been generalized in [47] to
the case in which both, massless and massive external partons are present. To this
end, a combination of SCET and Heavy Quark Effective Theory (HQET) has been
used. As a result the soft function describing such an amplitude depends on both,
massless and massive Wilson lines. If we assume that the amplitude contains massive
partons, then the anomalous dimension has fewer constraints than the massless case
and other more complicated color structures will show up at a given order. To be
more precise, we can decompose the anomalous dimension of an amplitude containing
both massive and massless external legs in a part which contains only one- and two-
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parton correlations given by
Γ
({p}, {m}, µ) ∣∣
2-parton
=
∑
(i,j)
Ti ·Tj
2
γcusp(αs) ln
µ2
−sij +
∑
i
γi(αs)
−
∑
(IJ)
TI ·TJ
2
γcusp(βIJ , αs) +
∑
I
γI(αs)
+
∑
(Ij)
TI ·Tj
2
γcusp(αs) ln
mIµ
−sIj , (3.36)
where the capital indices I, J refer to the massive partons and the angle βIJ is defined
as
βIJ = arcosh(
−sIJ
2mImJ
), (3.37)
with sij = 2σijpipj + i0, p
2
i = m
2
i and the sign factor σij = +1 if pi and pj are both
incoming or outgoing, and σij = −1 otherwise. The remaining contribution to the
anomalous dimension is a three-parton correlation function and is given by
Γ
({p}, {m}, µ) |3-partons = ifabc ∑
(I,J,K)
TaIT
b
JT
c
KF1 (βIJ , βJK , βKI)
+ifabc
∑
(I,J)
∑
k
TaIT
b
JT
c
kf2
(
βIJ , ln
(−σIkvI · pk
−σJkvJ · pk
))
.
(3.38)
The functions F1 and f2 are defined as
F1 (β12, β23, β31) =
(αs
4π
)2 4
3
∑
(I,J,K)
ǫIJK g (βIJ)βKI coth βKI , (3.39)
where
g (β) = coth β
[
β2 + 2β ln(1− e−2β)− Li2(e−2β) + π
2
6
]
− β2 − π
2
6
(3.40)
and
f2
(
β12, ln
(−σ23v2 · p3
−σ13v1 · p3
))
= −
(αs
4π
)2
4g (β12) ln
(−σ23v2 · p3
−σ13v1 · p3
)
. (3.41)
In the equations above we have used the four-velocities for a massive particle, defined
as
vµI ≡
pµI
mI
, v2I = 1 . (3.42)
As in the massless case, we can then subtract the IR divergences of loop amplitudes in
QCD by means of a Z-factor. However in the effective theory the virtual corrections
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from the heavy quarks are integrated out and the coupling constant entering in Z is
only defined for a massless theory, while in the massive case we also need to take into
account contributions from heavy-quark loops. In other words the Z-factor we get
from the effective low-energy theory reproduces the IR behaviour of massive QCD
amplitudes after we perform a matching of the coupling constant into the massless
effective theory,
lim
ǫ→0
Z−1(αs)
[∣∣Mn(αfs )〉
]
αfs→ ζαsαs
= finite . (3.43)
Here, αs is a coupling in the effective theory, meaning that the heavy quark flavours
have been integrated out. It is related to the corresponding coupling of the full theory
via the decoupling relation αfs = ζαsαs. The matching factor has been calculated in
[49] for NH heavy-quark flavours and it is given by
ζαs = 1 +
(αs
4π
)
NH
2
3
ln(
µ2
m2
) +O(α2) . (3.44)
We will come back to this point later and give more details on the computation
of such decoupling transformations in any regularization scheme.
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4 Regularization schemes
In dimensional regularization the most common scheme is cdr where all vector
bosons are treated as D-dimensional. However it is often advantageous from a com-
putational point of view to use schemes which rely on 4 dimensions as much as
possible. Since loop momenta are always D-dimensional objects, it follows that
if a 4-dimensional treatment of the vector bosons is applied (i.e. γ-matrices and
gauge fields remain 4-dimensional), two types of metric tensors can then appear in
the calculations of Feynman diagrams. For instance one can get the 4-dimensional
metric gµν from gluon propagators and the D-dimensional metric gˆµν from a D-
dimensional integral such as
∫
dDk[kµkνf(k2)]. If we decompose the 4-dimensional
metric tensor gµν into a D-dimensional subspace component gˆµν and an orthogonal
(4−D)-dimensional subspace with metric tensor g˜µν , we get the following relations:
gµν = gˆµν + g˜µν gµνgµν = 4 gˆ
µν gˆµν = D g˜
µν g˜µν = 4−D (4.1a)
gµν gˆν
ρ = gˆµρ gµν g˜ν
ρ = g˜µρ gˆµν g˜ν
ρ = 0 (4.1b)
4.1 Consistent regularization
By applying a naive use of the above relations we can get into mathematical in-
consistencies [50]. These can only be avoided by a proper and consistent use of the
regularization [51]. To illustrate such an inconsistency [50] we note that we can
project any 4-dimensional object aµ into a D-dimensional component aˆµ = gˆµνaν
and the orthogonal one a˜µ = g˜µνaν . If this is done for the ǫ-tensor we can write
down the expression
ǫˆµνρσ ǫ˜αβγδ ǫˆµνρσ ǫ˜
αβγδ (4.2)
and evaluate it in two ways by using the 4-dimensional relation
ǫµ1µ2µ3µ4 ǫν1ν2ν3ν4 ∝ det(gµiνj) . (4.3)
First if we contract the first and second factor in (4.2) we obtain zero. However the
contraction of the first and third factor yields D(D − 1)(D − 2)(D − 3) while the
contraction of the second and fourth factor results in (D− 1)(D− 2)(D− 3)(D− 4).
As a consequence we conclude that the expression in (4.2) is not well defined for
general D since it entails
0 = D(D − 1)2(D − 2)2(D − 3)2(D − 4) , (4.4)
which is not satisfied for D = 4−2ǫ. The inconsistency is solved by realizing that the
objects gµν , gˆµν and g˜µν do not belong to a proper 4-dimensional space and therefore
do not respect (4.3). This can be understood by requiring that the relation
p/p/ =
1
2
pµpν{γµ, γν} = pµpνgµν = p2 (4.5)
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cdr hv fdh dred
internal gluon gˆµν gˆµν gµν gµν
external gluon gˆµν g¯µν g¯µν gµν
Table 1. Different use of the metric tensor in the four schemes. Figure taken from
[16].
holds for D-dim. momenta to ensure that e.g. a Dirac propagator (p/+m)/(p2−m2)
can indeed be expressed as the inverse of (p/−m). As a consequence we get
gµν gˆρν = gˆ
µρ , (4.6)
meaning that the D-dimensional space has to be a subspace of the 4-dimensional
one. However it is known that the D-dim. space can be realized only formally and
it is an infinite dimensional vector space [52, 53]. To avoid any inconsistency we
are then forced to realize the metric gµν to belong to a “quasi-4-dimensional” space
(Q4S) which in fact is also infinite-dimensional.
It follows that in order to define new schemes one needs to distinguish three
spaces:
• the original 4-dimensional space (4S) with metric tensor gµν (a proper 4-
dimensional vector space)
• the “quasi-D-dimensional space” (QDS) with metric tensor gˆµν (in fact an
infinite-dimensional vector space)
• the “quasi-4-dimensional space” (Q4S) with metric tensor gµν (in fact an
infinite-dimensional vector space)
which are characterized by the following relations:
(4S) : gµνgµν = 4
(QDS) : gˆµν gˆµν = D = 4− 2ǫ
(Q4S) : gµνgµν = Ds = 4 (4.7)
and
gµν gˆρν = gˆ
µρ, gµνgρν = g
µρ, gˆµνgρν = g
µρ , (4.8)
which entails Q4S ⊃ QDS ⊃ 4S.
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4.2 Variants of dimensional regularization and dimensional reduction
Having defined the different spaces, we are allowed to introduce other schemes than
cdr that differ among themselves by the regularization of the gluons3. It is not
needed to regularize all the gluons, but only the ones that are either virtual and
part of a one-particle irreducible loop diagram or, collinear or soft gluons in real
correction diagrams. We follow the notation given in [16] and refer to these gluons
as “internal gluons”, all other gluons are then defined as “external gluons”. Since
only the internal vector bosons need to be regularized, we are allowed to distinguish
two variants of dimensional regularization:
• cdr (“conventional dimensional regularization”): internal and external gluons
are all treated as D-dimensional.
• hv (“’t Hooft Veltman scheme”): internal gluons are treated as D-dimensional
but external ones are treated as strictly 4-dimensional.
and two variants of dimensional reduction:
• dred (“original/old dimensional reduction”): internal and external gluons are
all treated as quasi-4-dimensional.
• fdh (“four-dimensional helicity scheme”): internal gluons are treated as quasi-
4-dimensional but external ones are treated as strictly 4-dimensional.
The different treatment of the metric tensor in the four schemes is illustrated in
Table 1.
Note that in order to obtain a mathematically consistent scheme, the metric
tensor for internal gluons either belongs to Q4S or to QDS, but never to the 4S,
as discussed in the previous section. On the other hand, any of the three metrics
is allowed for external ones. As an example, Figure 3 shows the same diagram
computed in the different four schemes, where the two final gluons are collinear and
so internal according to our definition.
Any scheme has some advantages and disadvantages. As already mentioned in
the introduction, the simplest scheme from the conceptual point of view is cdr,
since there is no need to distinguish between internal and external gluons and it
makes use of the “standard” QDS metric tensor. On the other hand, schemes such
as hv and fdh are conceptually more complicated but they have the advantage of
being compatible with the helicity method. dred has been introduced to preserve
supersymmetry (contrary to cdr) and it does not make any distinction between
internal or external gluons (contrary to fdh and hv). However, as we will see
3Since we are assuming to work in QCD, the only vector bosons are gluons and we will often
refer to them as a general statement valid for any other vector bosons in different theories.
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Figure 3. Two collinear gluons in the final state described in the four schemes. Note that
the gluons in the final state are defined as internal and the gluon propagator as external,
according to our definition. Figure taken from [16].
later, the use of the Q4S metric tensor gµν introduces some complications in the UV
renormalization (the same obviously occurs for fdh) and once again dred is not
compatible with the use of the helicity method. fdh has been introduced with the
aim of combining the use of helicity method with the preservation of supersymmetry.
At the end the choice of the scheme relies on the simplifications you can get by using
one scheme instead of another in the various parts of a calculation. In that sense,
knowing how to translate results from one scheme to another will allow one to get the
benefit and the flexibility to use different schemes in the computation of a physical
quantity (e.g. computing the virtual corrections in fdh and add the real contribution
calculated in cdr).
4.3 Decomposition of the gluon field in FDH and DRED
With the metric tensors defined before, we can decompose a quasi-4-dimensional
gluon field Aµ as
Aµ = gˆµνAν + g˜
µνAν = Aˆ
µ + A˜µ (4.9)
into a D-dimensional gauge field Aˆµ and an associated ǫ-scalar field A˜µ with mul-
tiplicity Nǫ = g˜
µν g˜µν = 2ǫ.
4 Correspondingly, there are two types of particles in
the regularized theory: D-dimensional gluons gˆ and ǫ-scalars g˜. The unregularized
external gluons g¯ of fdh are a part of gˆ.
The regularized Lagrangian of massless QCD then reads
LQCD, regularized = −1
4
Fˆ µνa Fˆµν,a −
1
2ξ
(∂µAˆµ,a)
2 + i ψ /ˆDψ + ∂µcaDˆµca + Lǫ, (4.10a)
Lǫ = −1
2
(DˆµA˜ν)a(DˆµA˜ν)a − ge ψ 6A˜ψ − 1
4!
(
g24ǫ
)αβγδ
abcd
A˜α,aA˜β,bA˜γ,cA˜δ,d.
(4.10b)
4In many applications of fdh the dimensionality of Q4S is left as a variable Ds, which is
eventually set to Ds = 4. The multiplicity of ǫ-scalars is then Nǫ = Ds −D [33].
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Here, Fˆ µν and Dˆµ = ∂µ + igsAˆ
µ denote the non-abelian field strength tensor and
the covariant derivative in D dimensions; ψ and c are the quark and ghost fields,
respectively. In Eq. (4.10b) the coupling of ǫ-scalars to (anti-)quarks is given by the
evanescent Yukawa-like coupling ge. This could in principle be set equal to the strong
coupling gs. But, since both couplings renormalize differently, this would only hold
at tree-level and for one particular renormalization scale [19]; the same results for
the quartic ǫ-scalar coupling g4ǫ
5. Ignoring this distinction one may obtain a non-
cancellation of the divergences, wrong results and violation of unitarity [23]. The
decomposition of these external gluons into gˆ and g˜ also allows to avoid all problems
related to factorization theorems [54] in dred regularized QCD. In Eq. (4.10b) we
introduce an abbreviation that includes the appearing Lorentz and colour structure:
(g24ǫ)
αβγδ
abcd := g
2
4ǫ(fabefcdeg˜
αγ g˜βδ + perm.), where “perm.” denotes the 5 permutations
arising from symmetrization in the multi-indices (a, α) . . . (c, γ). In the following we
use all couplings in the form αi =
g2i
4π
with i = s, e, 4ǫ.
4.4 Feynman rules and Dirac algebra in FDH and DRED
From the Lagrangian given in Eq. (4.10b) we can derive the following Feynman rules
(in addition to the usual ones already needed in cdr):
5Formally there are three different couplings (i.e. one per color structure) for the 4-ǫ-scalar
vertex. However for the study presented in this thesis no distinction is needed and the three
couplings can be set equal.
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where the dash lines represent the ǫ-scalar.
In addition to the Feynman rules related to the ǫ-scalar, we get the following
properties in the Dirac algebra:
p/ = pˆµγ
µ = pˆµ(γˆ
µ + γ˜µ) = pˆµγˆ
µ + gˆνµg˜
µρ︸ ︷︷ ︸
=0
pˆν γ˜ρ = pˆµγˆ
µ , (4.11)
γˆµγ˜ν = gˆσµg˜ρνγσγρ = gˆ
σµg˜ρν(2gσρ − γργσ) = 2 gˆµρ g˜ρν︸ ︷︷ ︸
=0
−γ˜ν γˆµ = −γ˜ν γˆµ , (4.12)
γ˜µγ˜µ =
1
2
g˜µν{γ˜µ, γ˜ν} = g˜µν g˜µν = Nǫ , (4.13)
γˆµγ˜µ = g˜νµgˆ
µσ︸ ︷︷ ︸
=0
γσγ
ν = 0. (4.14)
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5 UV renormalization in FDH and DRED
Scheme differences have their origin in UV and IR divergent contributions due to
the ǫ-scalars. These contributions are of the form (Nǫ)
i/ǫk and after setting Nǫ → 2ǫ
result in the scheme differences. This connection to UV and IR singular terms allows
for a completely systematic treatment of the regularization-scheme (rs) dependence6.
Regarding UV renormalization, fdh and dred behave in the same way. The
possible split of internal gluons into gauge fields and ǫ-scalars implies that in principle
five different couplings need to be distinguished (see in particular [19, 20, 23]): the
gauge coupling αs, the g˜qq¯ coupling αe, and three different independent quartic g˜-
couplings α4ǫ,i with i = 1, 2, 3. In general, we write the perturbative expansion of an
rs-dependent quantity XRS({α}) as
XRS({α}) =
∞∑
m,n,k,l,j
(αs
4π
)m (αe
4π
)n (α4ǫ,1
4π
)k (α4ǫ,2
4π
)l (α4ǫ,3
4π
)j
XRSmnklj . (5.1)
Accordingly, the β functions for αs and αe in full generality are written as
µ2
d
dµ2
αs
4π
= −ǫαs
4π
−
∑
Σ≥2
(αs
4π
)m (αe
4π
)n (α4ǫ,1
4π
)k (α4ǫ,2
4π
)l (α4ǫ,3
4π
)j
βsRSmnklj, (5.2a)
µ2
d
dµ2
αe
4π
= −ǫαe
4π
−
∑
Σ≥2
(αs
4π
)m (αe
4π
)n (α4ǫ,1
4π
)k (α4ǫ,2
4π
)l (α4ǫ,3
4π
)j
βeRSmnklj (5.2b)
with analogous expansions for the β functions for α4ǫ,i. In the sums, Σ ≥ 2 is
an abbreviation for m + n + k + l + j ≥ 2. The later results will show that the
β functions of the α4ǫ,i are not needed for our study and that we do not need to
distinguish between them; hence we will often denote them generically by α4ǫ.
7 Note
that in Eq. (5.2) all quantities are finite and the scheme dependence is O(Nǫ). Thus,
after setting Nǫ → 2ǫ and then ǫ → 0, the scheme dependence disappears and we
refrain from using an rs label on the l.h.s. of Eq. (5.2). In particular we write αs
and αe without an rs label.
6From now on we will refer to any regularisation schemes by the abbreviation rs and to only
cdr, hv and fdh by rs*.
7We remark that in practice the couplings can often be identified; only the bare couplings and
the associated renormalization constants and β functions must be kept different. Section 8 will
provide further discussion and examples.
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5.1 β functions and coupling renormalization
The renormalization of the couplings αs, αe, and α4ǫ is done by replacing the bare
couplings with the renormalized ones. For renormalization purposes we choose a
modified version of the MS scheme: as in Ref. [30] we treat the multiplicity Nǫ of the
ǫ-scalars as an initially arbitrary quantity and subtract divergences of the form
(
Nǫ
ǫ
)n
.
As a consequence, the corresponding β functions depend on Nǫ: β
i ≡ µ2 d
dµ2
(
αi
4π
)
=
β
i
(αs, αe, α4ǫ, Nǫ), with i = s, e, 4ǫ. They are given in Refs. [29, 30] and read (for β¯
s
and β¯e)
β
s
=−
(αs
4π
)2[
CA
(
11
3
− Nǫ
6
)
− 2
3
NF
]
−
(αs
4π
)3[
C2A
(
34
3
− 7
3
Nǫ
)
− 10
3
CANF − 2CFNF
]
−
(αs
4π
)2(αe
4π
)[
CFNFNǫ
]
+O(α4),
(5.3a)
β
e
=−
(αs
4π
)(αe
4π
)
6CF −
(αe
4π
)2[
CA(2−Nǫ) + CF (−4 +Nǫ)−NF
]
+O(α3).
(5.3b)
In addition we also provide a list of renormalization factors:
wave fct q : Zqq = 1 +
( 1
4π
)1
ǫ
CF
[
− αs − αeNǫ
2
]
, (5.4)
wave fct g : Zgg = 1 +
(αs
4π
)1
ǫ
[
CA
(5
3
− Nǫ
6
)− 4NFTR
3
]
, (5.5)
wave fct g˜ : Zg˜g˜ = 1 +
( 1
4π
)1
ǫ
[
αs (2CA)− αe (2NFTR)
]
, (5.6)
vertex qq¯g : Zqqg = 1 +
( 1
4π
)1
ǫ
[
− αs
(
CA + CF
)− αeCFNǫ
2
]
, (5.7)
vertex qq¯g˜ : Zqqg˜ = 1 +
( 1
4π
)1
ǫ
[
αs
(
CA − 4CF
)
+
αe
2
(
CA − 2CF
)(− 2 +Nǫ)
]
.
(5.8)
As an example Figure 4 shows the explicit diagrams contributing to the vertex qq¯g
in fdh and dred.
34
= + + +
Figure 4. Vertex qq¯g in fdh and dred.
Thanks to these expressions we can then obtain the coupling constants renormaliza-
tion and so the above β functions by computing the following expressions
coupling gqq¯ : Zgs = ZqqgZ
−1/2
gg Z
−1
qq , (5.9)
coupling g˜qq¯ : Zge = Zqqg˜Z
−1/2
g˜g˜ Z
−1
qq . (5.10)
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6 IR structure in various regularization schemes
6.1 IR structure in CDR, HV and FDH
After UV renormalization, on-shell scattering amplitudes in massless QCD still con-
tain IR poles 1/ǫk. In the framework of cdr it has been shown that these singularities
can be subtracted in the MS scheme, using the procedure described in [24–27, 55–57],
via a multiplicative renormalization factor Z which is a matrix in colour space (as
also discussed previously in Sections 3.4 and 3.5) . This can be generalized not only
to the hv but also to the fdh and dred schemes [29, 30].
For the following discussion we find more convenient to work with amplitudes
squared. More precisely, we consider
MRS∗(ǫ, Nǫ, {p}) ≡ 2Re 〈ARS∗0 (ǫ, Nǫ, {p})|ARS∗(ǫ, Nǫ, {p})〉 , (6.1)
where |ARS∗(ǫ, Nǫ, {p})〉 is a UV renormalized, on-shell n-parton scattering amplitude
containing IR poles and 〈ARS∗0 (ǫ, Nǫ, {p})| is the corresponding tree-level amplitude8.
Both the ǫ- and the Nǫ-dependence differ in the four regularization schemes. For the
moment we restrict ourselves to cdr, hv, fdh, as indicated by the label rs*. Then
the regularized external gluons behave completely as gauge fields and do not have to
be split into gauge fields and ǫ-scalars. The set {p} denotes the set of partons of the
process under consideration and contains only quarks or gluons.
The regularization-scheme dependence ofMRS∗ is related to the IR poles and can
be absorbed by a scheme-dependent factor (ZRS∗)−1. We can define IR subtracted
finite squared amplitudes as
MRS∗sub(ǫ, Nǫ, {p}, µ) = 2Re〈ARS∗0 (ǫ, Nǫ, {p})|
(
ZRS∗(ǫ, Nǫ, {p}, µ)
)−1|ARS∗(ǫ, Nǫ, {p})〉 ,
(6.2)
where µ represents the factorization scale. The expression on the l.h.s. of Eq. (6.2),
MRS∗sub , denotes the finite remainder of the amplitude where the poles have been
subtracted in a minimal way. MRS∗sub still depends on ǫ (and Nǫ) but does not contain
poles 1/ǫk any longer. Hence, the limit ǫ → 0 can be taken and then we obtain a
scheme independent finite matrix element squared
Mfin({p}, µ) = lim
(N)ǫ→0
MRS∗sub(ǫ, Nǫ, {p}, µ) . (6.3)
The limit (N)ǫ → 0 indicates that first we set Nǫ → 2ǫ and then ǫ → 0. To put
it differently, after setting Nǫ → 2ǫ, the scheme dependence of MRS∗sub is only in the
terms O(ǫ).
8Strictly speaking, the tree-level amplitudes in the rs*-schemes do not depend on Nǫ. Never-
theless, we keep the dependence on Nǫ in the notation to simplify the generalization to dred in
Section 6.2.
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The starting point for a typical NNLO calculation is the computation of the two-
loop virtual corrections in a particular regularization scheme. This corresponds to
MRS∗ as defined in Eq. (6.1). To understand the IR divergence structure and obtain
transition rules between schemes we want to exploit the relation of the scheme-
dependent MRS∗ to the scheme-independent Mfin. The key quantity for this is the
scheme dependent factor ZRS∗ to which we turn now.
The all-order amplitude |ARS∗(ǫ, Nǫ, {p})〉 in Eq. (6.2) is independent of the fac-
torization scale µ. It follows that the IR subtracted amplitude squared satisfies a
renormalization group equation (RGE)
d
d lnµ
MRS∗sub(ǫ, Nǫ, {p}, µ) = ΓRS∗(Nǫ, {p}, µ)MRS∗sub(ǫ, Nǫ, {p}, µ) , (6.4)
where the anomalous dimension ΓRS∗(Nǫ, {p}, µ) is related to the ZRS∗ factor through
ΓRS∗(Nǫ, {p}, µ) = −
(
ZRS∗(ǫ, Nǫ, {p}, µ)
)−1 d
d lnµ
ZRS∗(ǫ, Nǫ, {p}, µ) , (6.5)
as already shown in Eq. (3.33) for cdr. This equation can be formally solved to
obtain a path-ordered exponential with respect to colour matrices
ZRS∗(ǫ, Nǫ, {p}, µ) = P exp
∫ ∞
µ
dµ′
µ′
ΓRS∗(Nǫ, {p}, µ′) . (6.6)
In [24–27] it has been shown that in cdr the general structure of the anoma-
lous dimension operator Γ, which controls the IR divergences of QCD scattering
amplitudes, is exactly known up to two-loop level and only involves colour dipoles
(see Eq. (3.35)). Generalizing this from cdr to other schemes and suppressing the
dependence on Nǫ, we write according to Refs. [29, 30]
ΓRS∗({p}, µ) =
∑
(i,j)
Ti ·Tj
2
γRS∗cusp ln
µ2
−sij +
n∑
i=1
γRS∗i , (6.7)
where sij = ±2pi · pj + i0, the sign “+” is chosen when both momenta pi and pj are
incoming or outgoing and the sign “−” when one momentum is incoming and the
other one outgoing. The first sum in Eq. (6.7) runs over all pairs i 6= j of distinct
parton indices i, j ∈ {1, 2, . . . , n}, where n is the number of external partons. The
universal quantity γRS∗cusp that appears as coefficient of the two-particle correlation
term, Ti ·Tj ≡ TciTcj , is called “cusp” anomalous dimension. The quantity γRS∗i is a
single-particle term which depends on the type of the external particle, γRS∗q ≡ γRS∗q¯
in the case of a (anti)quark and γRS∗g in the case of a gluon. The explicit form of
the colour generator associated to the i-th parton, Tai , is as follows: for final-state
quarks or initial-state antiquarks, the colour matrices T are defined by (Tc)ba = t
c
ba,
where tc is a SU(N) generator. For final-state antiquarks or initial state quarks one
has instead (Tc)ba = −tcab, while for gluons (Tc)ba = ifabc.
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As a consequence the IR structure can be described by a set of three constants,
which depend on the scheme
RS∗ ∈ {CDR, HV, FDH} : γRS∗cusp, γRS∗q , γRS∗g . (6.8)
Thanks to the simple structure of the anomalous dimension matrix Γ, one can find
an explicit solution for the perturbative expansion of Z. It is also possible to drop
the path-ordering symbol in Eq. (6.6) since the colour structure of Γ is independent
of µ. The following notation is often introduced
Γ′RS∗({p}) ≡ ∂
∂ lnµ
ΓRS∗({p}, µ) = −γRS∗cusp
∑
i
Ci , (6.9)
where the last equality follows from colour conservation, Ci = Cq¯ = Cq = CF for
(anti)quarks and Ci = Cg = CA for gluons.
All scheme-dependent quantities introduced so far potentially depend on all cou-
plings {α(µ)} ≡ {αs(µ), αe(µ), α4ǫ,i(µ)}. Thus, in general the perturbative expansion
is of the form of Eq. (5.1).
Solving the differential equation Eq. (6.5) one obtains a perturbative expression
for lnZRS∗ which also depends on the β functions. Suppressing the arguments, in
particular the dependence on the process {p}, it can be written up to NNLO as
lnZRS∗ =
(
~α
4π
)
·
(
~Γ′RS∗1
4ǫ2
+
~ΓRS∗1
2ǫ
)
+
∑
Σ=2
(αs
4π
)m (αe
4π
)n (α4ǫ,1
4π
)k (α4ǫ,2
4π
)l (α4ǫ,3
4π
)j
(
− 3
~βRS∗mnklj · ~Γ′RS∗1
16ǫ3
−
~βRS∗mnklj · ~ΓRS∗1
4ǫ2
+
Γ′RS∗mnklj
16ǫ2
+
ΓRS∗mnklj
4ǫ
)
+O(α3) . (6.10)
Here the sum Σ = 2 denotes a sum over all terms satisfying m+ n + k + l + j = 2,
and the following vector notation for terms involving pure one-loop quantities has
been used:
~α · ~ΓRS∗1 ≡ αs ΓRS∗10000 + αe ΓRS∗01000 + α4ǫ,1 ΓRS∗00100 + α4ǫ,2ΓRS∗00010 + α4ǫ,3ΓRS∗00001 ,
(6.11a)
~βRS∗mnklj · ~ΓRS∗1 ≡ βsRS∗mnklj ΓRS∗10000 + βeRS∗mnklj ΓRS∗01000
+ β4ǫ,1RS∗mnklj Γ
RS∗
00100 + β
4ǫ,2RS∗
mnklj Γ
RS∗
00010 + β
4ǫ,3RS∗
mnklj Γ
RS∗
00001 , (6.11b)
and analogously for the combinations involving ~Γ′1. The dependence of Γ on the
individual couplings and the appearance of the different β functions constitutes an
important difference to the cdr case, where only the αs and β
s terms appear. It can
be obtained by setting αe, α4ǫ,i → 0 in Eq. (6.10) and identifying Γm0000 = Γm etc.
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Eq. (6.10) shows that the one-loop IR divergences are described by the one-loop
coefficients of Γ′, which depend on the process-independent quantity γRS∗cusp, and of
Γ. Both anomalous dimensions depend on the partons involved in the process. At
the two-loop level, the full 1/ǫ3 and parts of the 1/ǫ2 divergences are predicted by
one-loop β and Γ coefficients. The remaining 1/ǫ2 and the 1/ǫ poles are described
by genuine two-loop anomalous dimensions.
Eq. (6.2) together with Eq. (6.10) allows to describe the RS dependence of the
squared amplitude MRS∗:
• cdr-hv: since internal gluons are treated in the same way in cdr and hv
we have ZCDR = ZHV and all the anomalous dimensions are the same in these
two schemes. The difference in the squared matrix element comes entirely
from using different metric tensors for the polarization sum due to external
gluons. In cdr, where external gluons are D-dimensional, this polarization
sum involves gˆµν , whereas in hv g¯µν is to be used.
• hv-fdh: since internal gluons are treated differently in hv and fdh we have
ZHV 6= ZFDH and the anomalous dimensions are not the same in these two
schemes. This results in further scheme differences of the squared matrix ele-
ment. However, external gluons are treated in the same way in hv and fdh
and the metric tensors in polarization sums are the same in the two schemes.
6.2 IR structure in DRED
Understanding the IR structure of dred processes with external gluons is more
complicated. Each external quasi-4-dimensional gluon can be split into a gˆ and a
g˜, and the squared matrix element for a process with #g external gluons can be
decomposed into 2#g terms. Following Ref. [16], we can write for the amplitude
squared for such a process
MDRED(. . . g1 . . . g#g . . .) =
∑
g˘1∈{gˆ,g˜}
. . .
∑
g˘#g∈{gˆ,g˜}
MDRED(. . . g˘1 . . . g˘#g . . .) . (6.12)
Reinstating all variables explicitly, we write the same relation in a more compact
way as
MDRED(ǫ, Nǫ, {p}, µ) =
∑
{p˘}
MDRED(ǫ, Nǫ, {p˘}, µ) . (6.13)
Hence, the partons appearing in the list {p˘} on the r.h.s. can be either quarks or
gˆ, g˜, but not full quasi-4-dimensional gluons. We stress that practical calculations
are not as complicated as implied by Eqs. (6.12) and (6.13). The l.h.s. will typically
be computed directly as a whole with quasi-4-dimensional gluons, i.e. 4-dimensional
numerator algebra. Even the renormalized couplings αs, αe, α4ǫ can be identified, see
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section 8 for further discussion. However, from a conceptual point of view each term
in the sum on the r.h.s. of Eqs. (6.12) and (6.13) can be considered as an independent
process and the couplings as independent. Then, each of these processes behaves as
the processes in cdr, hv, fdh discussed in the previous subsection, and it becomes
possible to understand the IR structure and construct IR subtraction terms and
transition rules to other schemes.
For each process on the r.h.s. of Eqs. (6.12) and (6.13) a corresponding factor
Z(ǫ, Nǫ, {p˘}, µ) and a subtracted squared amplitudeMDREDsub (ǫ, Nǫ, {p˘}, µ) can be con-
structed, like for MRS∗ in Eq. (6.1) and Eq. (6.2). Overall, one can then define the
full subtracted squared amplitude in dred as
MDREDsub (ǫ, Nǫ, {p}, µ) =
∑
{p˘}
MDREDsub (ǫ, Nǫ, {p˘}, µ) . (6.14)
It satisfies an equation analogous to Eq. (6.4),
d
d lnµ
MDREDsub (ǫ, Nǫ, {p}, µ) =
∑
{p˘}
ΓDRED({p˘}, µ)MDREDsub (ǫ, Nǫ, {p˘}, µ) . (6.15)
The ΓDRED’s for the individual parton sets {p˘} satisfy relations analogous to
Eqs. (6.5), (6.6) and (6.7). Likewise, the subtraction factors Z can be written as
lnZDRED =
(
~α
4π
)
·
(
~Γ′DRED1
4ǫ2
+
~ΓDRED1
2ǫ
)
+
∑
Σ=2
(αs
4π
)m (αe
4π
)n (α4ǫ,1
4π
)k (α4ǫ,2
4π
)l (α4ǫ,3
4π
)j
(6.16)(
− 3
~βDREDmnklj · ~Γ′DRED1
16ǫ3
−
~βDREDmnklj · ~ΓDRED1
4ǫ2
+
Γ′DREDmnklj
16ǫ2
+
ΓDREDmnklj
4ǫ
)
+O(α3) .
Like in the corresponding Eq. (6.10) the arguments are suppressed. An important
difference to the rs* schemes is that in dred the individual split processes {p˘} have
to be used. This implies that the set of γ’s needed to describe the IR structure is
different in dred compared to the other schemes,
DRED : γDREDcusp , γ
DRED
q , γ
DRED
gˆ , γ
DRED
g˜ . (6.17)
This should be compared with Eq. (6.8). There are however several obvious relations,
since internal gluons are treated equally in fdh and dred:
γ¯cusp ≡ γFDHcusp = γDREDcusp , (6.18a)
γ¯q ≡ γFDHq = γDREDq , (6.18b)
γ¯g ≡ γFDHg = γDREDgˆ . (6.18c)
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Thus, the ǫ-scalar anomalous dimension γDREDg˜ is the only additional ingredient in
dred. To highlight this, we introduce the notation γ¯ǫ for this quantity,
γ¯ǫ ≡ γDREDg˜ . (6.19)
It is instructive to compare the individual processes with external gˆ or g˜ in
dred to a process in fdh. The squared amplitude for a process with at least one
external g˜ has an overall factor Nǫ from the ǫ-scalar polarization sum. As long as we
consider the UV renormalized, but not yet IR subtracted matrix element, we cannot
set (N)ǫ → 0 since there are still IR poles present. However, once these have been
subtracted, the squared matrix element is free of poles in ǫ and still contains a factor
Nǫ. Hence,
MDREDfin (. . . g˜ . . .) = lim
(N)ǫ→0
MDREDsub (. . . g˜ . . .) = 0 (6.20)
and
lim
(N)ǫ→0
MDREDsub (. . . g1 . . . g#g . . .) = lim
(N)ǫ→0
MDREDsub (. . . gˆ1 . . . gˆ#g . . .) =Mfin(. . . g . . .) ,
(6.21)
i.e. once the amplitudes are properly subtracted and the limit (N)ǫ → 0 is taken, pro-
cesses with external g˜ do not contribute any longer and the finite squared amplitude
is equal in all four regularization schemes.
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7 SCET approach to scheme dependence
In Section 4 it has been shown that the regularization-scheme dependence of any
massless QCD amplitude can be absorbed into a re-definition of the factor Z. Hence,
it is important to study the scheme dependence of the anomalous dimension Γ gov-
erning the RG equation for the Z-factor. We work at NNLO, and at this order the
anomalous dimension has a sum-over-dipoles structure. Thus, we need to compute
the three relevant anomalous dimensions in Eq. (6.7), γcusp, γq and γg in the several
schemes considered in this work, particularly in fdh (in dred, also γǫ is needed). In
principle γq and γg can be directly extracted from the IR divergences of the on-shell
quark and gluon form factors computed in the three schemes. This approach [29, 30],
which at first glance seems to be totally straightforward, turned out to hide highly
non-trivial technical complications related to the UV renormalization procedure in
schemes like fdh and dred.
Here we show that the same γ’s can be also extracted by combining the anoma-
lous dimensions of the quark and gluon jet functions together with the anomalous
dimensions of the corresponding soft functions (for Drell-Yan or Higgs production)
defined through SCET operators. The soft and the jet functions can be computed
with a standard diagrammatic procedure, and they are free of the renormalization
difficulties that appear in the form factor calculations. This is an easier and more
direct way to perform such a calculation. We have carried out this calculation at
NNLO. In addition, the computation has also been checked with the results obtained
in [34] by using the more traditional method. This gives an independent check of
the results presented in this work and shows that the scheme dependence of these
anomalous dimensions is universal and does not depend on the particular process
analyzed.
7.1 Outline of the method
In the following we present the procedure for the direct calculation of the relevant
anomalous dimensions in the four schemes via a SCET approach, in a similar way as
already shown in Section 3.3. The anomalous dimensions are obtained not from QCD
scattering amplitudes but from soft and jet functions defined in SCET. Schematically,
we get
soft function ⇒ γRScusp, γRSW{DY, H} , (7.1a)
jet function ⇒ γRScusp, γRSJ{q,g} , (7.1b)
where γRSW{DY, H} governs the single-logarithmic evolution of the soft function for the
case with an initial quark and an anti-quark (Drell-Yan) or two initial gluons (Higgs
production), respectively. γRSJ{q,g} is defined similarly via the jet function. In dred,
one has to distinguish the jet functions for D-dimensional gluons gˆ and ǫ-scalars g˜
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and the corresponding γDREDJgˆ and γ
DRED
Jǫ . The present discussion applies to these two
cases in an analogous way.
Thus, the cusp anomalous dimension γRScusp and its scheme dependence can be
easily extracted independently either from the soft or the jet functions. The situation
is slightly more involved for the quark and the gluon anomalous dimensions where we
need to exploit some known relations between anomalous dimensions to determine
γRSq and γ
RS
g . In the case of Drell-Yan and Higgs production, these relations hold as
a consequence of the factorization of the cross section in the threshold region [58].
In particular one finds
γRSW{DY, H} = 2γ
RS
φ{q,g}
+ 2γRS{q,g} , (7.2)
where γRSφ{q,g} is one half the coefficient of the δ(1 − x) term in the Altarelli-Parisi
splitting functions and controls the PDFs evolution. A similar relation involving the
jet anomalous dimension instead of the soft anomalous dimension is found for DIS
[59]
γRSφ{q,g} = γ
RS
J{q,g}
− 2γRS{q,g} . (7.3)
By combining Eq. (7.2) with Eq. (7.3) to eliminate the universal PDF anomalous
dimension one obtains [58]
γRS{q,g} = γ
RS
J{q,g}
−
γRSW{DY, H}
2
. (7.4)
The validity of Eq. (7.3) is a consequence of the factorization theorem for deep-
inelastic scattering in the threshold region. The factorization proof is explicitly
derived in [59] only for the quark current. Nevertheless by replacing the photon
with a Higgs boson and after integrating out the heavy top loop, the factorization
theorem for a gluon current follows in total analogy to the quark case. Indeed it can
be explicitly checked that this relation holds both for the quark and gluon cases up
to two-loop order by directly substituting the known expressions for the anomalous
dimensions in cdr.
Before we turn to the evaluation of the various anomalous dimensions we in-
troduce some notations. As explained in Section 6.2 the anomalous dimensions in
fdh and dred are equal, except for the appearance of the additional γ¯ǫ ≡ γDREDg˜ ,
see Eqs. (6.18) and (6.19). Likewise, the anomalous dimensions in cdr and hv are
equal. Thus, we will drop the label rs whenever possible and denote fdh/dred
quantities with a bar, schematically
γ ≡ γCDR = γHV, γ¯ ≡ γFDH = γDRED. (7.5)
In principle all perturbative expansions are carried out in terms of the five couplings
{α}, as indicated in Eq. (5.1). However, for the results presented in this thesis it is not
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necessary to distinguish the various α4ǫ,i. Therefore, a coefficient in the perturbative
expansion of the quantity X will have at most three labels, Xmnk, indicating the
power of αs, αe and α4ǫ, respectively. Very often, the quantities do not depend
on α4ǫ, i.e. the last of the three indices is zero. In this case we often drop this
label altogether and write the perturbative expansion with two labels only by setting
Xmn = Xmn0.
9
We mention two special cases. First, the β functions are defined with a negative
sign,
βsRS = −
∑
mn
(αs
4π
)m (αe
4π
)n
βsRSmn , (7.6)
so the one-loop renormalization factors of αs and αe in the various schemes are given
by
ZRSαs = 1− βsRS20
αs
4πǫ
+O(α2) (7.7a)
ZRSαe = 1− βeRS11
αs
4πǫ
− βeRS02
αe
4πǫ
+O(α2) (7.7b)
where the explicit form of the coefficients of the β functions are listed in Appendix B.
Second, we also introduce an abbreviation for the cusp anomalous dimension multi-
plied with a colour factor,
ΓRScusp ≡ CR γRScusp =
∑
mn
(αs
4π
)m (αe
4π
)n
ΓRSmn , (7.8)
where the colour factor CR is either CF or CA, depending on the quantity under
consideration. For brevity we omit the superscript cusp in the expansion coefficients
ΓRSmn of Γ
RS
cusp.
7.2 Computation and scheme dependence of the soft functions and γW
In this subsection we describe the calculation of the two-loop soft functions for Drell-
Yan and Higgs production in momentum space and the extraction of the soft anoma-
lous dimensions γWDY and γWH in the different regularization schemes considered in
this work. In the partonic threshold region, where the emitted gluons in the final
state are soft, the Drell-Yan and Higgs production hard-scattering kernels factorize
into the product of soft functions and hard functions. The factorization proof can
be found in [9, 58]. The soft functions describe the real emission of soft gluons and
contain singular distributions of the gluon energy while the hard functions depend
on the virtual corrections and are regular functions of their variables. The soft ma-
trix elements Wˆ{DY,H}(x) arise in the cross section after the decoupling transformation
which separates the soft and collinear sectors in the leading power SCET Lagrangian.
9In the cdr and hv schemes, all quantities of course only depend on αs. However, our notation
will be adapted for the cases of fdh and dred, unless noted otherwise.
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The building blocks for the soft functions are the soft Wilson lines
Si(x) = P exp
(
igs
∫ 0
−∞
ds ni · Aas(x+ sni)Tai
)
, (7.9)
where Aas(x) is a soft gluon field in SCET and ni = {n, n¯} (nµ = (1, 0, 0, 1),
n¯µ = (1, 0, 0,−1) are light-like reference vectors in the direction of the two incoming
partons). The path-ordering acts on the colour generators Tai in the representation
appropriate for the ith field. For the conjugate quark fields one finds Tai = −(ta)T
which turns into anti-path-ordering. The soft matrix elements Wˆ{DY,H}(x) are defined
in terms of a soft operator
Os(x) = [Sn¯Sn] (x) , (7.10)
as an expectation value of products of soft Wilson lines forming a closed Wilson loop
Wˆ{DY,H}(x) =
1
dR
tr〈0|T¯(O†s(x))T (Os(0))|0〉 , (7.11)
where dR = Nc for Drell-Yan and dR = N
2
c − 1 for Higgs production, T and T¯ are
the time-ordering and anti-time-ordering operators, respectively.
Since the collinear and soft sectors no longer interact, it is worth noting that
Wˆ{DY,H}(x) in Eq. (7.11) still contains the information about the colour and the
direction of the initial quarks/gluons, but it is insensitive to the spin of the external
particles due to the eikonal approximation. The soft function is defined as the Fourier
transform of the soft matrix element Wˆ{DY,H}(x) in Eq. (7.11):
S{DY,H}(ω) =
∫
dx0
4π
eix
0ω/2 Wˆ{DY,H}(x
0, ~x = 0) . (7.12)
The Drell-Yan and Higgs production soft functions are closely related to each other;
up to NNNLO they differ by Casimir scaling replacements [60]. At NNLO the situ-
ation is even simpler and the following replacement holds [61]:
SH(ω) = SDY(ω)
∣∣
CF→CA
+O(α3s) . (7.13)
Thus, we directly compute the soft function for Drell-Yan and obtain the Higgs soft
function by using Eq. (7.13). In the dred scheme the soft function for external
ǫ-scalars is also needed. Since soft gluon interactions are insensitive to the spinorial
structure of the external particles, it turns out that the soft function for external
ǫ-scalars is the same as the one for external gluons. Therefore we will not discuss it
further.
In momentum space it is more convenient to rewrite the soft function in Eq. (7.12)
as a squared amplitude by inserting a complete set of states
S(ω) =
1
dR
∑
Xs
tr〈0|T¯(O†s(0))|Xs〉〈Xs|T (Os(0))|0〉δ(ω − 2EXs) , (7.14)
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where Xs refers to a final state made of unobserved soft gluons carrying energy
EXs . For simplicity in Eq. (7.14) we drop the subscripts {DY,H}. To perform this
calculation, we need not only the usual QCD Feynman rules but also the momentum-
space Feynman rules for gluons emitted from Wilson lines up to O(α2s). In order to
derive such Feynman rules, we can expand the soft Wilson line. If we consider for
instance an incoming quark (or an outgoing anti-quark), one has to expand
Sn(x) = P exp
[
igs
∫ 0
−∞
ds n · Aas(x+ sn) ta
]
(7.15)
in the coupling constant. It turns out that at order gs, there is only one gluon emission
from the collinear direction n, and by performing the Fourier representation of the
gluon field one get the eikonal vertex approximation
Sn(x) = 1 + igs
∫ 0
−∞
ds n · Aas(x+ sn)ta +O(g2s)
= 1 + igs
∫ 0
−∞
ds
∫
d4k
(2π)4
e−ik·(x+sn)n · Aas(k) ta +O(g2s)
= 1 +
∫
d4k
(2π)4
e−ik·x
(
−gs n
µ
n · k t
a
)
︸ ︷︷ ︸
Eikonal Feynman rule
Aasµ(k) +O(g2s) , (7.16)
which is shown in the first line of Fig. 5. By moving at order g2s (needed for the
two-loop computation) in the expansion of the Wilson line one instead finds
− g
2
s
2
[∫ 0
−∞
dt
∫ 0
t
ds n · A(x+ sn)n · A(x+ tn) + ( s↔ t )]
=− g
2
s
2
[∫ 0
−∞
dt
∫ 0
t
ds
∫
k1
∫
k2
e−ik1·(x+sn)e−ik2·(x+tn)n · A(k1)n · A(k2) +
(
s↔ t
k1 ↔ k2
)]
=
g2s
2
[∫
k1
∫
k2
e−i(k1+k2)·x
(
nµ1nµ2
n · k2 n · (k1 + k2)
)
Aµ1(k1)Aµ2(k2) +
(
k1 ↔ k2
µ1 ↔ µ2
)]
,
(7.17)
where A ≡ Aa ta and we used the notation∫
k
≡
∫
d4k
(2π)4
. (7.18)
The Feynman rules can finally be extracted from Eq. (7.17) by summing over the
two possible permutations of the gluon momenta and indices. If we then replace the
t matrices by the colour space generators T, one obtains the Feynman rule given in
the second line of Fig. 5. In a similar way we can also obtain the Feynman rules for
collinear Wilson lines needed for the jet function.
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µ, a
k
n
→ gs n
µ
n · k T
a
µ1, a1 µ2, a2
k2k1
n
→ g2s nµ1nµ2
[
Ta1Ta2
n · k2 n · (k1 + k2) +
Ta2Ta1
n · k1 n · (k1 + k2)
]
Figure 5. Feynman rules for the emission of one and two gluons from a Wilson line.
Figure taken from [9].
The O(α2s) [62] Drell-Yan soft functions in the cdr scheme have been originally
calculated in position space directly from the definition in Eq. (7.11). An exclusive
soft function for Drell-Yan at O(α2s) has been computed in [63]. The state of the art
O(α3s) soft functions for Higgs and Drell-Yan production have been computed very
recently in a series of papers [60, 64, 65]. We also mention that related soft functions
for thrust distribution and N-jettiness have been computed at O(α2s) in [66, 67] and
[68] respectively.
In order to study the higher-order corrections of the soft functions in the regu-
larization schemes different from cdr, we define expansion coefficients of the pertur-
bative series as
SRSbare(ω) = δ(ω) + as(ω)S
RS
10 (ω) + a
2
s(ω)S
RS
20 (ω) + . . . , (7.19)
where we have introduced the superscript RS to indicate the scheme dependence. In
the above equation we have introduced
as(ω) ≡ e−ǫγE(4π)ǫ
(
1
ω2
)ǫ
αbares
4π
=
(
µ2
ω2
)ǫ ZRSαsαs
(4π)
(7.20)
and expressed the bare coupling αbares in terms of the renormalized coupling αs ≡
αs(µ) in the MS scheme. Note that as(ω) and α
bare
s are actually scheme independent,
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but if expressed in terms of the MS coupling αs(µ) depend on the scheme-dependent
renormalization factor ZRSαs . The all-order bare soft function in Eq. (7.19) is indepen-
dent of the renormalization scale µ. Up to NNLO the soft function depends only on
αs and not on αe or α4ǫ.
At NLO only two diagrams contribute to the soft functions; they describe the
real emission of one soft gluon from the Wilson lines. At NLO the bare soft function
turns out to be scheme independent,
S¯10(ω) =
8
ω
CR
eǫγEΓ(−ǫ)
Γ(1− 2ǫ) . (7.21)
As a result, the soft anomalous dimensions must be scheme independent, too. This
reproduces the well-known fact that γcusp is scheme independent at NLO, and it
implies γW RS10 = 0 in all rs. The reason is that for the fdh and dred schemes there
are no additional diagrams involving ǫ-scalars compared to cdr and hv. This is a
consequence of the fact that dot products of a ǫ-scalar field A˜ with the vectors n,
n¯ are vanishing, i.e. n · A˜ = n¯ · A˜ = 0. It follows that soft ǫ-scalars cannot be
emitted from the Wilson lines. This explains in a direct way the result [16] that the
scheme dependence of general NLO amplitudes is contained in the parton anomalous
dimensions.
At NNLO the situation is more involved; diagrams with two real soft emissions
and virtual diagrams with one real soft emission are present. The soft functions and
soft anomalous dimensions at NNLO have a scheme dependence, which originates
from the ǫ-scalar cut bubble contributing to the second diagram in Figure 6. The
grey blob represents the quark, gluon, ghosts and ǫ-scalar contributions. The latter
is present only in fdh and dred. After calculating the non-vanishing integrals using
the techniques described in [69, 70] and summing all the contributions we obtain the
NNLO coefficient in Eq. (7.19) in fdh/dred,
S¯20(ω) =
1
ω
CR
[
CA S¯A +NFTR S¯f + CR S¯R
]
, (7.22)
with
S¯A =
1
ǫ2
(
−44
3
+
2Nǫ
3
)
+
1
ǫ
(
16Nǫ
9
+
4π2
3
− 268
9
)
− 7π
2Nǫ
9
+
104Nǫ
27
+ 56ζ3 +
154π2
9
− 1616
27
+
(
− 124Nǫζ3
9
− 56π
2Nǫ
27
+
640Nǫ
81
+
2728ζ3
9
− 4π
4
9
+
938π2
27
− 9712
81
)
ǫ+O(ǫ2) , (7.23a)
S¯f =
16
3ǫ2
+
80
9ǫ
− 56π
2
9
+
448
27
+
(
−992ζ3
9
+
2624
81
− 280π
2
27
)
ǫ+O(ǫ2) , (7.23b)
S¯R = −32
ǫ3
+
112π2
3ǫ
+
1984ζ3
3
+
4π4ǫ
5
+O(ǫ2) , (7.23c)
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D1 D2
D3 D4, D5
Figure 6. Selected non-zero Feynman diagrams contributing to the one-loop and two-loop
soft functions. A complete list of diagrams can be found in [62]. Double lines indicate the
direction of Wilson lines while the red vertical cut indicates on-shell partons. The scheme
dependence originates from the diagram D2. Diagrams D2, D3 and D4 represent double
real soft emissions while diagram D5 represents a single virtual-real emission.
where CR = CF for Drell-Yan and CR = CA for Higgs production.
We now turn to the determination of the soft and cusp anomalous dimension
from the soft function. In order to do this we need to discuss the singularities of the
soft function that remain after coupling renormalization. From the point of view of
ordinary QCD computations, these remaining singularities are closely related to IR
singularities. However, from the SCET point of view they simply correspond to UV
singularities and are to be removed by renormalization within the effective theory.
For convenience this is done in Laplace space by introducing the Laplace transformed
soft function as
sRS(κ) =
∫ ∞
0
dω exp
(
− ω
κ eγE
)
SRS(ω) , (7.24)
where the integral transform can be easily carried out by using the relation∫ ∞
0
dω exp (−bω)ω−1−nǫ = Γ(−nǫ)bnǫ . (7.25)
The remaining UV divergences of the soft function can be subtracted multiplicatively,
sRSsub(κ, µ) = Z
RS
s (κ, µ) s
RS
bare(κ) . (7.26)
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Like in the case of general amplitudes in Eq. (6.4) and Eq. (6.5), the RGE
d
d lnµ
sRSsub(κ, µ) =
dZRSs (κ, µ)
d lnµ
(
ZRSs (κ, µ)
)−1
sRSsub(κ, µ) (7.27)
holds, and the corresponding anomalous dimension has a structure similar to
Eq. (6.7),
d
d lnµ
sRSsub(κ, µ) =
[−4 ΓRScusp Lκ − 2γRSW ] sRSsub(κ, µ) , (7.28)
which is derived from the RG invariance of the cross sections in the threshold region
in analogy to the cdr case in Ref. [58]. In Eq. (7.28) we have defined Lκ ≡ ln(κ/µ)
and CR = CF for Drell-Yan and CR = CA for Higgs production. Comparison of
the previous two equations yields an expression for the fdh renormalization factor
Z¯s(κ, µ) ≡ ZFDHs (κ, µ) in terms of the soft and cusp anomalous dimensions. This
expression has the same structure as Eq. (6.10), but can be written in a simpler form
because up to NNLO the soft function does not depend on αe and α4ǫ:
ln Z¯s =
(αs
4π
)[
− Γ¯10
ǫ2
+
1
ǫ
(
2Γ¯10Lκ + γ¯
W
10
)]
(7.29)
+
(αs
4π
)2 [3β¯s20Γ¯10
4ǫ3
− β¯
s
20
2ǫ2
(
2Γ¯10Lκ + γ¯
W
10
)− Γ¯20
4ǫ2
+
1
2ǫ
(
2 Γ¯20Lκ + γ¯
W
20
)]
+O(α3s) .
By requiring that the renormalization factor Z¯s in Eq. (7.29) minimally subtracts all
of the divergences of the bare soft function (in fdh, treating Nǫ as an independent
multiplicity), we extract the expressions for the anomalous dimensions in the fdh
scheme
Γ¯cusp =
(αs
4π
)
CR (4)
+
(αs
4π
)2
CR
[
CA
(268
9
− 4
3
π2
)
− 80
9
TRNF −Nǫ16
9
CA
]
+O(α3) , (7.30a)
γ¯W =
(αs
4π
)2
CR
[
CA
(
− 808
27
+
11
9
π2 + 28ζ3 +Nǫ
52
27
−Nǫπ
2
18
)
+ TRNF
(224
27
− 4
9
π2
)]
+O(α3) . (7.30b)
The fact that Γ¯cusp = CRγ¯cusp, with the known expression of the cusp anomalous
dimension in the fdh scheme, γ¯cusp, is a consistency check of the method. γ¯W is a
new result. The corresponding expressions in cdr/hv can be obtained by simply
using the appropriate β functions and anomalous dimensions in Eq. (7.29) and by
setting Nǫ = 0 in Eq. (7.30). They are consistent with the literature [58].
Finally we remark that in analogy to Eq. (6.3) we can obtain a finite and scheme
independent soft function sfin through
sfin(κ, µ) = lim
(N)ǫ→0
sRSsub(κ, µ) . (7.31)
The explicit expression for sfin is given in Eq. (A.2) of Appendix A.
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7.3 Computation and scheme dependence of the quark jet function and
γJq
The quark jet function has been calculated at NNLO in cdr [31]. Referring to [31]
for more details, we describe here the corresponding calculation in fdh (which is
identical to the one in dred, but for simplicity we will only refer to fdh in the
present subsection). The jet function is given in terms of the hard-collinear quark
propagator
n/
2
n¯ · pJ RSq (p2) =
∫
d4x eipx〈0|T{χhc(x)χ¯hc(0)}|0〉
=
∫
d4x eipx〈0|T{n/ n¯/
4
W †(x)ψ(x)ψ¯(0)W (0)
n¯/ n/
4
}|0〉 , (7.32)
with Wilson lines
W (x) = P exp
(
igs
∫ 0
−∞
ds n¯ · A(x+ sn¯)
)
, (7.33)
where Aµ = Aµa t
a. The field χhc(x) is the gauge-invariant (under both soft and hard-
collinear gauge transformations) effective-theory field for a massless quark after a
decoupling transformation has been applied, which removes the interactions of soft
gluons with hard-collinear fields in the leading-power SCET Lagrangian. As shown
in Eq. (7.32), we can rewrite the propagator in terms of standard QCD fields.
The hard-collinear quark propagator J RSq as defined in Eq. (7.32) is scheme de-
pendent. The fields χhc and ψ on the r.h.s. of Eq. (7.32) are Heisenberg fields,
so applying the usual perturbative expansion results in loop diagrams contributing
to the propagator. The scheme dependence is related to UV singularities of such
diagrams. Examples of two-loop diagrams are shown in Figure 7. In fdh the com-
putation is similar to the cdr scheme. However there are additional diagrams, which
include the ǫ-scalars and also depend on the coupling αe. An example of a two-loop
diagram needed for the jet function in fdh (and not present in the cdr scheme)
is shown in Figure 7 (b). Since n¯ is a D-dimensional vector, there are no ǫ-scalars
originating from the Wilson lines. Indeed, the scalar product in Eq. (7.33) will vanish
in the case of the ǫ-scalar.
The jet function JRSq (p
2) is the discontinuity of the propagator, i.e.
JRSq (p
2) =
1
π
Im
[
iJ RSq (p2)
]
, (7.34)
which is directly given by using
1
π
Im
[
(−p2 − i0)a
]
= −θ(p2)sin(πa)
π
(p2)a. (7.35)
To highlight the similarities with the discussion in Section 6 and the soft function it
is convenient to work in Laplace space, so we define RSq (Q
2), the Laplace transform
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(a) (b)
Figure 7. Examples of two-loop diagrams contributing to the quark jet function. Gluons
emitted from the crossed circles originate from the Wilson lines. Diagram (a) contributes
in cdr and fdh, whereas diagram (b) with two ǫ-scalars contributes only in fdh.
of the jet function as
RSq (Q
2) ≡
∫ ∞
0
dp2 exp
(
− p
2
Q2eγE
)
JRSq (p
2) . (7.36)
The analogous equation in the case of the soft function is Eq. (7.24).
To compute the propagator in the fdh scheme, J¯q(p2), the diagrams have been
generated with QGRAF [71] and the colour algebra has been done with Color-
Math [72]. For the reduction of the integrals, Reduze 2 [73] has been used. The
master integrals needed for the fdh jet function are the same as for the cdr scheme.
After taking the imaginary part and performing the Laplace transform, the bare
quark jet function at NNLO in fdh is obtained as
¯q bare(Q
2) = 1 + as(Q
2)CF
( 4
ǫ2
+
3
ǫ
+ 7− 2 π
2
3
+ ǫ
(
14− π
2
2
− 8ζ3
))
+ ae(Q
2)CF Nǫ
(
− 1
2 ǫ
− 1 + ǫ( − 2 + π2
12
))
+ a2s(Q
2)
(
C2F ¯
q;F
20 + CFCA ¯
q;A
20 + CFTRNF ¯
q;f
20
)
+ a2e(Q
2)
(
C2F ¯
q;F
02 + CFCA ¯
q;A
02 + CFTRNF ¯
q;f
02
)
+ as(Q
2)ae(Q
2)
(
C2F ¯
q;F
11 + CFCA ¯
q;A
11
)
+O(a3) . (7.37)
In analogy to Eq. (7.20) we have defined
as(Q
2) ≡ e−ǫγE(4π)ǫ
(
1
Q2
)ǫ
αbares
4π
=
(
µ2
Q2
)ǫ
Z¯αsαs
(4π)
, (7.38)
with an analogous equation for ae. The explicit expressions for the two-loop coeffi-
cients are given in Appendix A. Note that ¯q bare(Q
2) is independent of µ.
The renormalization procedure in any regularization scheme can easily be gen-
eralized from the corresponding procedure in cdr [31]. A renormalization factor
ZRSJq (Q
2, µ) absorbing the UV divergences of the bare jet function is introduced such
that
RSq sub(Q
2, µ) = ZRSJq (Q
2, µ) RSq bare(Q
2) (7.39)
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is finite. This equation is analogous to Eqs. (6.2) and (7.26). Requiring minimal
subtraction with Nǫ as an independent multiplicity determines the explicit form of
ZRSJq (Q
2, µ) uniquely in terms of the bare quark jet function ¯q bare(Q
2). In princi-
ple, ZRSJq depends on all couplings {α}. However, in fdh, up to NNLO there is no
dependence on α4ǫ.
To relate ZRSJq (Q
2, µ) to the cusp anomalous dimension γRScusp and the quark jet
anomalous dimension γRSJq , we follow the same procedure as for the soft anomalous
dimension. We compare the RGE of the quark jet function in the form
d
d lnµ
RSq sub(Q
2, µ) =
dZRSJq (Q
2, µ)
d lnµ
(
ZRSJq (Q
2, µ)
)−1
RSq sub(Q
2, µ) (7.40)
to the RGE written in terms of ΓRScusp and γ
RS
Jq ,
d
d lnµ
RSq sub(Q
2, µ) =
[
−2ΓRScusp LQ − 2γRSJq
]
RSq sub(Q
2, µ) . (7.41)
This relation is analogous to Eqs. (6.4) and (7.28); we have used LQ ≡ ln(Q2/µ2)
and ΓRScusp = CFγ
RS
cusp. With the help of Eqs. (7.40) and (7.41) we can express Z¯Jq in
terms of the fdh anomalous dimensions. Up to NNLO, the expression for ln Z¯Jq has
the same structure as Eqs. (6.10) and (7.29). We write it explicitly, using that up to
NNLO only the two couplings αs and αe appear:
ln Z¯Jq =
αs
4π
[
− Γ¯10
ǫ2
+
1
ǫ
(
Γ¯10 LQ + γ¯
Jq
10
)]
+
αe
4π
[
− Γ¯01
ǫ2
+
1
ǫ
(
Γ¯01 LQ + γ¯
Jq
01
)]
+
(αs
4π
)2[ 3 (β¯s20Γ¯10 + β¯e20Γ¯01)
4ǫ3
− β¯
s
20
2 ǫ2
(
Γ¯10 LQ + γ¯
Jq
10
)
− β¯
e
20
2 ǫ2
(
Γ¯01 LQ + γ¯
Jq
01
)
− Γ¯20
4 ǫ2
+
1
2 ǫ
(
Γ¯20 LQ + γ¯
Jq
20
)]
+
(αe
4π
)2[ 3 (β¯s02Γ¯10 + β¯e02Γ¯01)
4ǫ3
− β¯
s
02
2 ǫ2
(
Γ¯10 LQ + γ¯
Jq
10
)
− β¯
e
02
2 ǫ2
(
Γ¯01 LQ + γ¯
Jq
01
)
− Γ¯02
4 ǫ2
+
1
2 ǫ
(
Γ¯02 LQ + γ¯
Jq
02
)]
+
(αs
4π
)(αe
4π
) [ 3 (β¯s11Γ¯10 + β¯e11Γ¯01)
4ǫ3
− β¯
s
11
2 ǫ2
(
Γ¯10 LQ + γ¯
Jq
10
)
− β¯
e
11
2 ǫ2
(
Γ¯01 LQ + γ
Jq
01
)
− Γ¯11
4 ǫ2
+
1
2 ǫ
(
Γ¯11 LQ + γ¯
Jq
11
)]
+O(α3) . (7.42)
On the one hand this formula gives strong consistency checks. It allows for an
independent extraction of the cusp anomalous dimension and the coefficients of the
β functions of αs and αe in the fdh scheme. These coefficients agree with the well-
known results in the literature [29, 30].
On the other hand, comparing Eq. (7.42), in particular the 1/ǫ pole, to the ex-
plicit result for the bare quark jet function allows to read off the anomalous dimension
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γ¯Jq . We obtain the following explicit expression in the fdh scheme:
γ¯Jq =
(αs
4π
)
(−3CF ) +
(αe
4π
) Nǫ
2
CF
+
(αs
4π
)2 [
C2F
(
− 3
2
+ 2π2 − 24ζ3
)
+ CFCA
(
− 1769
54
− 11π
2
9
+ 40ζ3
)
+ CFTRNF
(242
27
+
4π2
9
)
+
Nǫ
2
(271
54
+
π2
9
)
CFCA
]
+
(αs
4π
)(αe
4π
) [Nǫ
2
(
11CFCA − 4C2F −
2
3
C2Fπ
2
)]
+
(αe
4π
)2 [
− N
2
ǫ
8
C2F −
3Nǫ
2
CFTRNF
]
+O(α3) . (7.43)
Using this expression together with Eqs. (7.4) and (7.30b) the quark anomalous
dimension in the fdh scheme, γ¯q can be found. Thus the computation of the soft
and quark jet functions provides an alternative determination of γ¯q. The result agrees
with previous determinations [29, 30] and is listed in Appendix B for completeness.
Of course, setting Nǫ = 0 only the pure αs terms survive and the well known results
in the cdr/hv scheme are recovered.
This is also true for the quark jet function as a whole. In analogy to Eq. (7.31)
we can define
q fin(Q
2, µ) = lim
(N)ǫ→0
RSq sub(Q
2, µ) , (7.44)
so the finite quark jet function is scheme independent and can be obtained using any
of the regularization schemes. The explicit result is given in Appendix A.
7.4 Computation and scheme dependence of the gluon jet function and
γJg
The discussion of the previous subsection can be readily adapted to the gluon case.
We closely follow Ref. [32], where the gluon jet function Jg(p
2) has been calculated
at NNLO in cdr. The starting point is the gauge-invariant field Aµ, related to the
collinear gluon field Aµc (x) through
Aµ(x) = Aaµ(x)ta = W †(x)[iDµcW (x)] . (7.45)
The treatment of this vector field depends on the regularization scheme; we will give
the details below. In all schemes the field Aµ satisfies n¯ · A = 0; hence it can be
decomposed as Aµ = Aµ⊥ + (n · A)n¯µ/2 and the leading term is Aµ⊥. The gluon jet
propagator Jg(p2) is then defined as
δabg2s (−gµν⊥ )J RSg (p2) =
∫
d4x eipx〈0|T{Aaµ⊥ (x)Abν⊥ (0)}|0〉 . (7.46)
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(a) (b)
Figure 8. Sample two-loop diagrams contributing to the gluon jet function. Diagram
(a) is present both in cdr and fdh, diagram (b) including an ǫ-scalar contributes only in
fdh.
For the calculation of J RSg (p2) it is actually more convenient to use an equivalent
definition in terms of the time-ordered product of the full fields Aµ,
δabg2s
[(
− gµν + n¯µpν + pµn¯ν
n¯ · p
)
J RSg (p2) +
n¯µn¯ν
(n¯ · p)2K
RS
g (p
2)
]
(7.47)
=
∫
d4xeipx〈0|T{Aaµ(x)Abν(0)}|0〉
and then extract J RSg (p2) using a projection. The gluon jet function JRSg (p2) is
the discontinuity of the leading part of the propagator, more precisely JRSg (p
2) =
Im[iJ RSg (p2)]/π. The function KRSg is related to power-suppressed terms and will not
be considered any further in this thesis.
As in the case of the quark jet function, after decoupling of the soft fields, the
collinear Lagrangian is equivalent to the QCD Lagrangian. Exploiting the gauge
invariance of J RSg we work in the light-cone gauge n¯ · A = 0. This is particularly
convenient as in this gauge W (x) = 1 and, therefore, no diagrams with additional
emission of gluons from the Wilson lines have to be considered. Therefore, for the
calculation of J RSg only standard QCD Feynman rules are required. Of course, ghost
loops are also absent in this gauge.
Now we give details on the regularization scheme dependence. Typical examples
of two-loop diagrams contributing to J RSg are shown in Figure 8. In cdr all gluons
are D-dimensional gluons gˆ and no ǫ-scalar diagrams are present. Correspondingly,
the metric tensor in Eq. (7.47) is gˆµν in cdr. In hv and fdh the external gluons are
understood to be strictly 4-dimensional. Thus, the gluons attached to the Wilson
lines in Figure 8 are to be interpreted as g¯, and the metric tensor in Eq. (7.47) is g¯µν
in these schemes. Furthermore, in fdh internal gluons are treated as g and hence
are decomposed into gˆ and g˜, as indicated in the left and right panel of Figure 8.
In dred the definitions of the present subsection apply to external D-dimensional
gluons gˆ. For these, the calculation and the result are the same as the corresponding
fdh calculation, see Eq. (6.18). Hence for simplicity we will only refer to fdh in the
remainder of the subsection.
After an explicit calculation of the diagrams in fdh, taking the imaginary part
and performing the Laplace transform, we obtain for the bare gluon jet function in
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fdh
¯g bare(Q
2) = 1 + as
(
CA
[ 4
ǫ2
+
11
3ǫ
+
67
9
− 2π
2
3
+ ǫ
(404
27
− 11π
2
18
− 8ζ3
)]
+NFTR
[
− 4
3ǫ
− 20
9
+ ǫ
(2π2
9
− 112
27
)]
+
Nǫ
2
CA
[
− 1
3ǫ
− 8
9
+ ǫ
(π2
18
− 52
27
)])
+ a2s
(
C2A ¯
g;AA
20 + CANFTR ¯
g;Af
20 + CFNFTR ¯
g;Ff
20 +N
2
FT
2
R ¯
g; ff
20
)
+ asae
(
CANFTR ¯
g;Af
11 + CFNFTR ¯
g;Ff
11
)
+O(α3) . (7.48)
The explicit results of the two-loop coefficients are given in Appendix A. In the limit
Nǫ → 0 all terms proportional to αe vanish and we obtain the results in cdr, in
agreement with Ref. [32].
The renormalization procedure is the same as for the quark jet function. In
Laplace space, the renormalized gluon jet function in the fdh scheme is obtained
by multiplying Eq. (7.48) by a factor Z¯Jg . This factor is the same as in Eq. (7.42)
apart from the replacement γ¯
Jq
ij → γ¯Jgij and ΓRScusp = CAγRScusp. After renormalization
of the coupling, all divergences of the bare gluon jet function have to be absorbed
by Z¯Jg(Q
2, µ). This allows to determine the anomalous dimension of the gluon jet
in the fdh scheme as
γ¯Jg =
(αs
4π
) (
−11
3
CA +
4
3
NFTR +
Nǫ
6
CA
)
+
(αs
4π
)2 [
C2A
(
− 1096
27
+
11π2
9
+ 16ζ3
)
+ CANFTR
(368
27
− 4π
2
9
)
+ 4CFTRNF
+
Nǫ
2
(248
27
− π
2
9
)
C2A
]
+
(αs
4π
)(αe
4π
) [
−Nǫ (2CFNFTR)
]
+O(α3) . (7.49)
Of course, it is again also possible to extract the cusp anomalous dimension as well
as the β functions of αs and αe from Z¯Jg(Q
2, µ). The fact that we obtain again the
same results for these quantities is a strong consistency check on the procedure.
From γ¯Jg we can determine γ¯g with the help of Eq. (7.4). The result is in agree-
ment with previous determinations [29, 30] and is listed in Appendix B for complete-
ness, but the present procedure provides a more direct alternative determination of
γ¯g.
Finally, as for the soft and quark jet function, we can obtain a finite and scheme
independent gluon jet function as
g fin(Q
2, µ) = lim
(N)ǫ→0
RSg sub(Q
2, µ) . (7.50)
For completeness the explicit result is listed in Appendix A.
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(a) (b)
Figure 9. Sample two-loop diagrams contributing to the ǫ-scalar jet function both.
Diagram (a) is proportional to αsαe whereas diagram (b) is ∼ α24ǫ
7.5 Computation of the ǫ-scalar jet function, γJǫ and result for γ¯ǫ in
DRED
In dred processes with external ǫ-scalars need to be considered. The discussion of
Section 7.1 applies analogously, and we can determine the anomalous dimension of
ǫ-scalars from an equation like Eq. (7.4),
γDREDg˜ ≡ γ¯ǫ = γ¯Jǫ −
γDREDWǫ
2
. (7.51)
As mentioned in Section 7.2 the soft function is the same as for external gluons,
hence γDREDWǫ = γ¯W , from Eq. (7.30b). For γ¯Jǫ an ǫ-scalar jet function is needed.
Such an object can be defined and computed in close analogy to the calculation of
the gluon jet function, with the difference that now the time-ordered product of two
fields A˜µ = g˜µνAν has to be considered. In light-cone gauge these fields reduce to
the ǫ-scalar field A˜µ. Starting from the propagator J¯ǫ(p2) ≡ J DREDǫ (p2) given by
δabg2s (−g˜µν) J¯ǫ(p2) =
∫
d4xeipx〈0|T{A˜aµ(x)A˜bν(0)}|0〉 (7.52)
the ǫ-scalar jet function is obtained as J¯ǫ(p
2) = Im[i J¯ǫ(p2)]/π.
Two examples of diagrams contributing (in light-cone gauge) at two-loop order
are shown in Figure 9. A new feature is the appearance of the quartic coupling α4ǫ.
We do not need to distinguish the three different α4ǫ since the quartic coupling only
appears at the two-loop level and hence the associated renormalization constants
and β functions do not appear. The only non-vanishing diagram ∼ α24ǫ is depicted
in Figure 9 b.
Performing a computation analogous to previous cases, the bare two-loop ǫ-scalar
jet function in Laplace space is found to be
¯ǫbare(Q
2) = 1 + asCA
( 4
ǫ2
+
4
ǫ
+ 8− 2π
2
3
+ ǫ
(
16− 2π
2
3
− 8ζ3
))
+ aeNFTR
(
− 2
ǫ
− 4 + ǫ(− 8 + π2
3
))
+ a2s
(
C2A ¯
ǫ;AA
200 + CANFTR ¯
ǫ;Af
200
)
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+ a2eNFTR
(
CA ¯
ǫ;Af
020 + CF ¯
ǫ;Ff
020 +NFTR ¯
ǫ; ff
020
)
+ a24ǫC
2
A ¯
ǫ;AA
002
+ asaeNFTR
(
CA ¯
ǫ;Af
110 + CF ¯
ǫ;Ff
110
)
+O(a3) . (7.53)
Due to the presence of α4ǫ, the various coefficients have now three labels, with the
last one indicating the power of α4ǫ. The explicit NNLO expressions are given in
Appendix A.
Once more, the UV divergences of the bare jet function are absorbed by a
renormalization factor ZDREDǫ (Q
2, µ), which has a structure similar to Eq. (6.10) or
Eqs. (7.29) and (7.42). In fact, it can be written as Eq. (6.16),
lnZDREDǫ =
(
~α
4π
)
·
(
~Γ′DRED1
4ǫ2
+
~ΓDRED1
2ǫ
)
(7.54)
+
∑
Σ=2
(αs
4π
)m (αe
4π
)n (α4ǫ
4π
)k
(
− 3
~βDREDmnk · ~Γ′DRED1
16ǫ3
−
~βDREDmnk · ~ΓDRED1
4ǫ2
+
Γ′DREDmnk
16ǫ2
+
ΓDREDmnk
4ǫ
)
+O(α3)
with the identification
Γ′DRED = −4CA γ¯cusp, ΓDRED = 2CA γ¯cusp LQ + 2 γ¯Jǫ . (7.55)
We refrain from using the explicit form of Eq. (7.42) since the dependence on α4ǫ leads
to a proliferation of similar terms. The only simplification used is the identification
of the couplings α4ǫ,i, which is possible since the explicit results show that these
couplings appear not at one-loop but only in the genuine two-loop coefficients.
By comparing with the explicit result for the ǫ-scalar jet function we deter-
mine the renormalization factor using minimal subtraction and extract from this the
anomalous dimension of the ǫ-scalar jet as
γ¯Jǫ =
(αs
4π
)
(−4CA) +
(αe
4π
)
(2NFTR)
+
(αs
4π
)2 [
C2A
(
− 4603
108
+
13π2
9
+ 16ζ3 +Nǫ
337
108
+Nǫ
π2
18
)
+ CANFTR
(338
27
+
4π2
9
)]
+
(αs
4π
)(αe
4π
) [
10CFNFTR − 4π
2
3
CANFTR
]
+
(αe
4π
)2 [
NFTR
(
2CA − 4CF −Nǫ(CA + CF )
)]
+
(α4ǫ
4π
)2 [
C2A
3
4
(−1 +Nǫ)
]
+O(α3) . (7.56)
Combining this result as prescribed by Eq. (7.51) with the soft anomalous dimension,
which has only α2s contributions, we find the ǫ-scalar anomalous dimension
γ¯ǫ =
(αs
4π
)
(−4CA) +
(αe
4π
)
(2NFTR)
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+
(αs
4π
)2 [
C2A
(
− 2987
108
+
5π2
6
+ 2ζ3 +Nǫ
233
108
+Nǫ
π2
12
)
+ CANFTR
(226
27
+
2π2
3
)]
+
(αs
4π
)(αe
4π
) [
10CFNFTR − 4π
2
3
CANFTR
]
+
(αe
4π
)2 [
NFTR
(
2CA − 4CF −Nǫ(CA + CF )
)]
+
(α4ǫ
4π
)2 [
C2A
3
4
(−1 +Nǫ)
]
+O(α3) . (7.57)
As discussed in Section 6.2, γ¯ǫ is needed to relate two-loop matrix elements computed
in dred to those computed in other schemes such as fdh. With this new result all
anomalous dimensions needed for the massless case are known at the two-loop level
in all four schemes.
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8 Cross check with explicit processes
The results of the previous sections allow us to predict the differences between UV
renormalized virtual two-loop amplitudes squared, as defined in Eq. (6.1), computed
in different regularization schemes. In this section we will make these transition rules
more explicit and will check them with explicit examples.
The following discussions will also shed more light on the role of the various
couplings αs, αe and α4ǫ,i. In the practical computation of the genuine two-loop
diagrams it is no problem to set these couplings equal from the beginning. In the
process of UV renormalization, i.e. in lower-order diagrams with counterterm inser-
tions, the bare couplings and the associated renormalization constants appear. It is
unavoidable to keep these distinct, regardless whether fdh or dred is used. Once
renormalization has been performed, it is possible to set the renormalized couplings
equal and to identify Nǫ and 2ǫ. Likewise, the derivation of the IR subtraction for-
mulas and the transition rules requires the couplings to be treated independently,
but in the end the transition rules can be easily written down for the special case of
equal couplings.
We will consider the transition rules fdh ↔ hv, as well as fdh ↔ dred. To
make connection to the scheme that is most often used, cdr, we remind the reader
of the discussion in Section 6.1. The only difference in the squared matrix element
between hv and cdr is due to the use of different metric tensors for the polarization
sum of external gluons. All anomalous dimensions are the same in the two schemes.
8.1 Transition between FDH and HV
Since external gluons are treated in the same way in fdh and hv, we can actually
relate directly virtual amplitudes and do not need to work with squared amplitudes.
The finite remainders of the scattering amplitudes are scheme independent. More
precisely
|Afin({p}, µ)〉 = lim
ǫ→0
Z−1(ǫ, {p}, µ)|A(ǫ, {p})〉
= lim
(N)ǫ→0
Z¯−1(ǫ, Nǫ, {p}, µ)|A¯(ǫ, Nǫ, {p})〉 , (8.1)
where |A〉 = |AHV〉 and Z = ZHV denote quantities in the hv scheme and |A¯〉 =
|AFDH〉 and Z¯ = ZFDH are the corresponding quantities in the fdh scheme. Suppress-
ing the arguments of the amplitudes, setting Nǫ = 2ǫ and writing Z
−1 = 1 + δZ in
both schemes, we can rewrite this equation as
|A〉+ δZ|A〉 = |A¯〉+ δZ¯|A¯〉+O(ǫ) . (8.2)
If the expansion coefficients δZ are known to O(αn) and the amplitudes |A〉 are
known to O(αn−1), this equation allows to obtain a relation between the O(αn)
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amplitudes computed in hv and fdh, up to O(ǫ) terms. We now give the explicit
results up to the two-loop level.
The tree-level amplitudes in the two schemes are the same |A¯0〉 = |A0〉. At
one-loop we can relate the O(αs) and O(αe) corrections in the fdh scheme, denoted
by |A¯10〉 and |A¯01〉 respectively, to |A1〉, the O(αs) corrections in the hv scheme
|A¯01〉 = −δZ¯01|A0〉+O(ǫ) , (8.3a)
|A¯10〉 − |A1〉 = (δZ1 − δZ¯10)|A0〉+O(ǫ) . (8.3b)
In the above equation we have also introduced the expansion coefficients δZm and
δZ¯mn of Z
−1 = 1+δZ in the hv and fdh scheme, respectively. Substituting in the last
equations the explicit expressions of these expansion coefficients, the explicit form
of the differences for a process with #q external massless quarks and #g external
gluons read
|A¯01〉 = #q γ¯
q
01
2ǫ
|A0〉+O(ǫ) = #qCF
2
|A0〉+O(ǫ) , (8.4a)
|A¯10〉 − |A1〉 = #g (γ¯
g
10 − γg10)
2ǫ
|A0〉+O(ǫ) = #gCA
6
|A0〉+O(ǫ) , (8.4b)
which agrees with the results in [16, 28]. In Eq. (8.4) and what follows we use the
notation γm0 ≡ γHVm (see footnote in Section 7.1) for the anomalous dimensions (and
the β-functions) in the hv scheme. Since in the hv scheme the anomalous dimensions
depend only on αs but not on αe the second label is always zero. Of course, this
is not the case in the corresponding quantities in the fdh scheme, γ¯mn. To obtain
Eq. (8.4) we have used γq10 = γ¯
q
10 and γ
cusp
10 = γ¯
cusp
10 .
Moving to the two-loop level, the corresponding equations are
|A¯02〉 = −δZ¯01|A¯01〉 − δZ¯02|A0〉+O(ǫ) , (8.5a)
|A¯20〉 − |A2〉 = δZ1|A1〉 − δZ¯10|A¯10〉+ (δZ2 − δZ¯20)|A0〉+O(ǫ) , (8.5b)
|A¯11〉 = −δZ¯01|A¯10〉 − δZ¯10|A¯01〉 − δZ¯11|A0〉+O(ǫ) . (8.5c)
The expressions given in (8.5a), (8.5b) and (8.5c) allow one to move from fdh to hv
(and vice versa) for any process with #g external gluons and #q external massless
quarks in QCD up to two-loop order. Exploiting γq10 = γ¯
q
10 and γ
cusp
10 = γ¯
cusp
10 we
obtain
|A¯02〉 =
[−1
8ǫ2
#qγ¯q01(2β¯
e
02 +#qγ¯
q
01) +
1
4ǫ
#qγ¯q02
]
|A0〉
+
[
1
2ǫ
#qγ¯q01
]
|A¯01〉+O(ǫ) , (8.6a)
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|A¯20〉 − |A2〉 =
[ −3
16ǫ3
[
(CA#g + CF#q)(β
s
20 − β¯s20)γcusp10
]
+
1
16ǫ2
[
(CA#g + CF#q)(γ
cusp
20 − γ¯cusp20 )− 2#g(−2βs20γg10 +#g(γg10 − γ¯g10)2
+ 2β¯s20γ¯
g
10) + (β
s
20 − β¯s20)
(
4#qγq10 + 2γ
cusp
10
∑
(i,j)
Ti ·Tj ln( µ
2
−sij )
)]
+
1
8ǫ
[
2#g(γ¯g20 − γg20) + 2#q(γ¯q20 − γq20)
+ (γ¯cusp20 − γcusp20 )
∑
(i,j)
Ti ·Tj ln( µ
2
−sij )
]]
|A0〉
+
[−1
4ǫ2
(CA#g + CF#q)γ
cusp
10
+
1
4ǫ
(
2#gγ¯g10 + 2#qγ
q
10 + γ
cusp
10
∑
(i,j)
Ti ·Tj ln( µ
2
−sij )
)]
|Adiff10 〉
+
[
1
2ǫ
#g(γ¯g10 − γg10)
]
|Afin1 〉+O(ǫ) , (8.6b)
|A¯11〉 =
[−1
4ǫ2
#q
(
β¯e11 +#g(γ¯
g
10 − γg10)
)
γ¯q01 +
1
4ǫ
(#gγ¯g11 +#qγ¯
q
11)
]
|A0〉
+
[
− 1
4ǫ2
(CA#g + CF#q)γ
cusp
10
+
1
4ǫ
(
2#gγ¯g10 + 2#qγ
q
10 + γ
cusp
10
∑
(i,j)
Ti ·Tj ln( µ
2
−sij )
)]
|A¯01〉
+
[
1
2ǫ
#qγ¯q01
]
|Adiff10 〉+
[
1
2ǫ
#qγ¯q01
]
|Afin1 〉+O(ǫ) , (8.6c)
where we have defined
|Adiff10 〉 = |A¯10〉 − |A1〉 , (8.7a)
|Afin1 〉 = lim
ǫ→0
[
δZ1|A0〉+ |A1〉
]
= lim
ǫ→0
[
δZ¯10|A0〉+ |A¯10〉
]
. (8.7b)
|Afin1 〉 is the NLO approximation to |Afin〉 and, thus, a finite and scheme independent
quantity. The one-loop quantities |Adiff10 〉 and |A¯01〉 have to be known up to O(ǫ2)
terms.
We remark that Eq. (8.5a) allows to obtain the O(α2e) contribution of a two-loop
amplitude in fdh up to O(ǫ) terms directly from the tree-level amplitude. This
is due to the fact that γ¯q01 ∼ Nǫ ∼ ǫ and hence the coefficient multiplying |A¯01〉 in
Eq. (8.6a) is finite. Therefore, we can use Eq. (8.3a) and with the explicit expressions
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of the anomalous dimensions we get
|A¯02〉 = CF #q
[
2CF − CA +NFTR
2 ǫ
+
1
8
(
4CA + CF (#q − 4)− 6NFTR
)]|A0〉+O(ǫ) .
(8.8)
For a process with no external quarks, #q = 0 there are no O(α2e) terms at NNLO,
as can easily be confirmed on a diagrammatic level.
As mentioned several times, once the UV renormalization has been carried out,
there is no need any longer to distinguish between the different couplings. After
setting αe = αs the full difference is given by
|A¯2〉 − |A2〉 =
[
− 1
4ǫ2
CA(#g CA +#q CF )
+
1
36ǫ
[
− 14C2A#g − 18CF#q(CF −NFTR) + CA(−19CF#q + 8NF#gTR)
+ 6CA
∑
(i,j)
Ti ·Tj ln( µ
2
−sij )
]
+
1
216
[
C2A#g(398− 3#g − 3π2) + CACF#q(869− 18#g + 9π2)
− 9CF
(
CF#q
(
3#q + 4(9 + π2)
)
+ 6NF (4#g + 3#q)TR
)
− 96CA
∑
(i,j)
Ti ·Tj ln( µ
2
−sij )
]]
|A0〉
+
[
− 1
ǫ2
(#gCA +#qCF )
+
1
6ǫ
[
− 11CA#g − 9CF#q + 4NF#gTR + 6
∑
(i,j)
Ti ·Tj ln( µ
2
−sij )
]
+
1
6
(#gCA + 3#qCF )
]
|Adiff1 〉
+
[
1
6
(#gCA + 3#qCF )
]
|Afin1 〉 , (8.9)
where we have introduced the notation
|A¯2〉 = |A¯20〉+ |A¯02〉+ |A¯11〉 , (8.10a)
|Adiff1 〉 = |A¯10〉+ |A¯01〉 − |A1〉 . (8.10b)
8.2 NNLO 2→ 2 amplitudes in HV and FDH in massless QCD
As an example for the transition rules derived in the previous subsection, we con-
sider the two-loop amplitudes gg → gg and qq¯ → gg for massless quarks. Initially
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O(α2s) O(αs δZαs)
O(αeαs) O(αe δZαe)
Figure 10. Examples of two-loop (left panel) and one-loop counterterm (right panel)
diagrams for gg → gg (top panel) and qq¯ → gg (bottom panel). Black vertices denote
couplings gs whereas white vertices denote couplings ge, and crosses denote counterterm
insertions. For gg → gg at one-loop, there are no contributions with couplings ge. The
order is given relative to the Born term |A0〉 ∼ O(αs).
the interference of these two-loop amplitudes with the tree-level amplitudes was cal-
culated in cdr [74, 75]. Later the helicity amplitudes were computed and explicit
results in the hv and fdh scheme were given [76, 77]. However, for the computation
and the UV renormalization procedure in the fdh scheme, no distinction between
αs and αe (and α4ǫ,i) was made. For the process gg → gg this is of no consequence,
but for qq¯ → gg this will lead to an incorrect UV renormalization. As shown in
Refs. [18, 19, 29] this leads to incorrect finite terms which violate unitarity. For our
purposes it also matters because an incorrectly renormalized amplitude cannot be
consistent with the IR structure and transition rules discussed above.
Hence, in order to check the validity of the transition rules, we first need to correct
the renormalization of the qq¯ → gg result of Ref. [77]. Figure 10 shows diagrams
which illustrate the problem. The left panels show genuine two-loop diagrams to
gg → gg and qq¯ → gg. One of them depends on αe, but setting αe = αs in these
two-loop diagrams causes no problem. However, the diagrams have subdivergences,
which should be cancelled by suitable counterterm diagrams, such as the ones in
the right panels. The first of these counterterm diagrams depends on the one-loop
renormalization constant δZαs , but the second one depends on δZαe , which differs
by a divergent amount. If, as in Ref. [77], this renormalization constant is effectively
replaced by δZαs , the subdivergence is not properly subtracted, and the final result
will not be correct.
The correct renormalization procedure requires to compute the lower-order am-
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plitudes for individual couplings. At tree-level, the amplitudes |A¯0〉 for both processes
are proportional to αs and hence are correctly renormalized by multiplying with Zαs.
At the one-loop level, the amplitudes receive contributions of O(αs) or O(αe) relative
to tree-level. The latter contribution |A¯01〉 must be renormalized by multiplication
with ZαsZαe .
The difference between the two processes gg → gg and qq¯ → gg is that for the
former process, |A¯01〉 happens to vanish. This is the reason why for this process the
identification αs = αe causes no problem. In order to restore the correct renormal-
ization for the latter process, we have computed the O(αs αe) contribution to the
one-loop amplitudes. We have then renormalized this contribution using ZαsZαe and
add the resulting NNLO term to the explicit results of Ref. [77]. We also subtracted
the corresponding terms obtained with the renormalization factor Z2αs that had been
applied in Ref. [77].
We have compared the difference between the fdh and hv amplitudes for both
processes with the prediction given by Eq. (8.9) and have found full agreement. This
is a further non-trivial confirmation that our treatment of the scheme dependence
is process independent and applicable at least to NNLO. It is also an independent
verification of the correctness of the anomalous dimensions in fdh.
8.3 Transition between FDH and DRED
The transition rules between dred and fdh can be derived similarly but are more
involved. To illustrate their structure let us first consider a process with a single
external gluon. The explicit calculation of the UV renormalized matrix element in
dred yields MDRED(g) that can be written as
MDRED(g) =MDRED(gˆ) +MDRED(g˜) = 2Re 〈Agˆ0|Agˆ〉+ 2Re 〈Aǫ0|Aǫ〉 , (8.11)
where we have introduced the shorthand notation Agˆ ≡ ADRED(gˆ) and Aǫ ≡ ADRED(g˜)
etc, and suppressed other arguments compared to Section 6.2. We would like to find
a relation between MDRED(g) and the corresponding result in fdh,
MFDH(g) = 2Re 〈A¯g0|A¯g〉 ≡ 2Re 〈AFDH0 (g)|AFDH(g)〉 . (8.12)
To do so, we start from the equality of the IR subtracted amplitudes computed in
dred and fdh, written with a similar shorthand notation for the Z-factors as
〈Agˆ0|
(
Zgˆ
)−1|Agˆ〉+ 〈Aǫ0|(Zǫ)−1|Aǫ〉 = 〈A¯g0|(Z¯g)−1|A¯g〉+O(ǫ) , (8.13)
where we have setNǫ = 2ǫ. Writing Z
−1 = 1+δZ, where δZ denote the perturbatively
expanded higher-order terms, we obtain an equation analogous to (8.2),
MDRED(g) + 2Re 〈Agˆ0|δZgˆ|Agˆ〉+ 2Re 〈Aǫ0|δZǫ|Aǫ〉
= MFDH(g) + 2Re 〈A¯g0|δZ¯g|A¯g〉+O(ǫ) .
(8.14)
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If the expansion coefficients δZ are known to O(αn) and the amplitudes |A〉 are
known to O(αn−1), Eq. (8.14) allows to obtain a relation between the O(αn) squared
matrix element computed in dred and fdh, up to O(ǫ) terms. For this relation, the
knowledge of Zǫ ≡ ZDRED(g˜) is required, even though Eq. (8.13) is still correct if the
second term on the l.h.s. containing Zǫ is dropped.
As a concrete example we consider the process H → g g in fdh and dred and
work out the transition rules between the two schemes for the UV renormalized
two-loop squared amplitudes. For simplicity we also set αe = α4ǫ = αs.
As we have #g = 2 external gluons, in dred the squared matrix element is to be
written as a sum over 2#g = 4 terms. However, in this particular case two of these
terms vanish to all orders, resulting in
MDRED(g, g) =M(gˆ, gˆ) +M(g˜, g˜) . (8.15)
Writing explicitly the equality of the subtracted matrix elements in fdh and dred
we get
〈A¯0|
(
1 + δZ¯1
(αs
4π
)
+ δZ¯2
(αs
4π
)2)(
|A¯0〉+ |A¯1〉
(αs
4π
)
+ |A¯2〉
(αs
4π
)2)
= 〈Agˆgˆ0 |
(
1 + δZgˆgˆ1
(αs
4π
)
+ δZgˆgˆ2
(αs
4π
)2)(
|Agˆgˆ0 〉+ |Agˆgˆ1 〉
(αs
4π
)
+ |Agˆgˆ2 〉
(αs
4π
)2)
+ 〈Aǫǫ0 |
(
1 + δZǫǫ1
(αs
4π
)
+ δZǫǫ2
(αs
4π
)2)(
|Aǫǫ0 〉+ |Aǫǫ1 〉
(αs
4π
)
+ |Aǫǫ2 〉
(αs
4π
)2)
+ O(ǫ) +O(α3) . (8.16)
In Eq. (8.16) we have introduced a compact notation for the perturbative coefficients
of the amplitudes and Z−1 in dred: |Aǫǫ2 〉 ≡ |A2(g˜, g˜)〉 and
Z−1(gˆ, gˆ) = 1 + δZgˆgˆ1
(αs
4π
)
+ δZgˆgˆ2
(αs
4π
)2
+O(α3) , (8.17)
with analogous expressions for other partonic processes. Comparing the order αs
terms yields
MDRED1 (g, g)−MFDH1 (g, g) =MDRED0 (g˜, g˜)
(γ¯ǫ010 + γ¯
ǫ
100 − γ¯g100)
ǫ
=MDRED0 (g˜, g˜)
(2NFTR − CA)
3ǫ
+O(ǫ) . (8.18)
This one-loop transition rule is in agreement10 with Ref. [16]. To make this agreement
more explicit we write the transition in a more general way as
MDRED1 (g, g)−MFDH1 (g, g) =
(MDRED0 (g, g˜) +MDRED0 (g˜, g))(2NFTR − CA)6ǫ +O(ǫ) .
(8.19)
10Note that in Ref. [16] a different convention for the γ’s has been used.
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Note that the difference is finite, since the tree-level matrix element squared on the
r.h.s. of Eq. (8.18) or Eq. (8.19) are of O(ǫ).
In order to write the scheme difference at NNLO we introduce a similar short-
hand notation for the squared matrix elements as for the amplitudes, denoting the
full tree-level and one-loop contribution for the H → g˜g˜ process by Mǫǫ0 ≡M0(g˜, g˜)
and Mǫǫ1 ≡M1(g˜, g˜), respectively. The difference can then be written as
MDRED2 (g, g)−MFDH2 (g, g) =
1
2ǫ3
CAMǫǫ0 γ¯cusp100
(
γ¯ǫ010 + γ¯
ǫ
100 − γ¯g100
)
− 1
2ǫ2
[
Mǫǫ0
(
β¯e020γ¯
ǫ
010 + β¯
e
110γ¯
ǫ
010 + β¯200(γ¯
ǫ
100 − γ¯g100) + (γ¯ǫ010 + γ¯ǫ100)2 − (γ¯g100)2
)
+ CAMdiff1 γ¯cusp100 − CAMǫǫ0 γ¯cusp100 γ¯ǫ010 ln(−
µ2
s
)
]
+
1
2ǫ
[
2Mǫǫ1 (γ¯ǫ010 + γ¯ǫ100 − γ¯g100) +Mǫǫ0 (γ¯ǫ002 + γ¯ǫ020 + γ¯ǫ110 + γ¯ǫ200 − γ¯g110 − γ¯g200)
+ 2Mdiff1 γ¯g100 − CAMdiff1 γ¯cusp100 ln(−
µ2
s
)
]
+O(ǫ) , (8.20)
where we have introduced the one-loop difference
Mdiff1 ≡MDRED1 (g, g)−MFDH1 (g, g) . (8.21)
Note that the squared matrix elements Mǫǫ0 and Mǫǫ1 are of O(ǫ) and Mdiff1 needs
to be known up to O(ǫ2). Using the explicit results for the anomalous dimensions
Eq. (8.20) translates into
MDRED2 −MFDH2 = −
2
3ǫ3
CAMǫǫ0 (CA − 2NFTR) +
1
ǫ2
[
− 2
3
(3CAMdiff1 + 2C2AMǫǫ0
− 5CANFTRMǫǫ0 + 3CF NFTRMǫǫ0 ) + 4CANFTR ln(−
µ2
s
)Mǫǫ0
]
+
1
18ǫ
[
CA(−66Mdiff1 − 6Mǫǫ1 + CAMǫǫ0 (−37 + 2π2))
+ 2NF TR(12Mdiff1 − 9CFMǫǫ0 + 6Mǫǫ1 − 2CAMǫǫ0 (−11 + π2))
− 36CAMdiff1 ln(−
µ2
s
)
]
+
1
3
CA(Mdiff1 −Mǫǫ1 ) +O(ǫ) . (8.22)
We have checked our prediction Eq. (8.22) with the explicit calculation of the gluon
form factor in dred and fdh [34] and we have obtained full agreement. This was
of course to be expected, as we have verified that the extraction of γ¯ǫ from the form
factor for H → g˜g˜ is in agreement with its determination in SCET.
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9 Scheme dependence for massive external legs
Exactly as in the massless case, the key point of the scheme dependences relies on
the anomalous dimensions. In the massive case this implies that we have to compute
γQ and γcusp(βIJ) in the various schemes. According to the discussion related to the
massless case, the expression in (3.36) has to be extended for the fdh case11, by
expanding the coefficients in all possible couplings {α}. Since in fdh the functions
in (3.38) do not receive evaneschent contributions form the ǫ-scalar, at NNLO Eq.
(3.38) is a scheme-independent quantity. Its value in fdh is therefore the same as in
cdr.
We can then extract γQ and γcusp(βIJ) by computing the heavy quark form factor
in fdh at NNLO. However this process alone does not allow us to disentangle the two
anomalous dimensions and obtain them separately. For that reason we also compute
the heavy to light form factor. We finally get a full knowledge of Eq. (3.36) in the
various schemes.
We turn now to the computation of the two form factors and discuss in detail
the technology needed at NNLO.
9.1 Heavy quark form factor
In order to study the scheme dependence in the case of massive QCD, we have to
compute the anomalous dimensions given in (3.36). One way to get them is via the
computation of the heavy form factor in the different schemes. The cdr result of the
form factor has been computed up to NNLO in [78]. Referring to [78], we describe
here the corresponding calculation in fdh (which is identical to the one in dred).
We express the QCD vertex of a virtual photon decaying into two massive quarks as
V¯ µc1c2(p1, p2) = u¯c1(p1) Γ¯
µ
c1c2
(p1, p2) vc2(p2) , (9.1a)
with
Γ¯µc1c2(p1, p2) = −i vQ δc1c2
[
F¯1(s) γˆ
µ +
1
2m
F¯2(s) i σˆ
µνqν
]
, (9.1b)
where p1, p2 are the momenta of the two on-shell massive external quarks with
colours c1 and c2 and mass p
2
1 = p
2
2 = m
2. u¯c1(p1), vc2(p2) denote the spinors,
σµν = i
2
[γµ, γν ] and F¯i(s) are dimensionless scalar form factors depending on the
dimensionless variable
s =
(p1 + p2)
2
m2
. (9.2)
The charge of the heavy quark QQ is given in terms of the positron charge e by
vQ = eQQ . (9.3)
11The anomalous dimension related to massive partons are identically in fdh and dred and we
will then refer only to fdh in the following, but the same statements will be also valid in dred.
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p1
p2
Figure 11. One-loop diagrams contributing to the heavy quark form factor in fdh.
The gamma matrices appearing in (9.1b) are scheme dependent. However, since we
are only interested in the structure of F1(s) in the various schemes, we can treat them
always as D−dimensional quantities in any scheme (although this is not formally
correct) and use an unique projector operator P
(i)
µ to extract F1(s). With
P (i)µ (m, p1, p2) =
6p2−m
m
[
i g
(i)
1 γµ +
i
2m
g
(i)
2 tµ
] 6p1+m
m
, (9.4)
we get
Tr
(
P (i)µ (m, p1, p2)Γ
µ(p1, p2)
)
= Fi(s), (9.5)
where tµ = pµ2 − pµ1 and the constants are
g
(1)
1 = −
1
vQNc
1
4(1− ǫ)
1
(s− 4) , (9.6)
g
(1)
2 =
1
vQNc
(3− 2ǫ)
(1− ǫ)
1
(s− 4)2 , (9.7)
g
(2)
1 =
1
vQNc
1
(1− ǫ)
1
s(s− 4) , (9.8)
g
(2)
2 = −
1
vQNc
1
(1− ǫ)
1
(s− 4)2
[
4
s
+ 2− 2ǫ
]
. (9.9)
We performed the integral reduction using Reduze 2 and we expressed the final result
in terms of 1-dimensional harmonic polylogarithms (HPLs) [79, 80] of the variable
x =
√−s + 4−√−s√−s + 4 +√−s , (0 ≤ x ≤ 1) . (9.10)
The master integrals [81, 82] are identical to those needed in cdr.
We express the result as a series expansion in as and ae:
F¯1(x) = 1 + as(m
2) F¯10(x) + ae(m2) F¯01(x) + a2s(m2) F¯20(x)
+a2e(m
2) F¯02(x) + as(m2)ae(m2) F¯11(x) +O(a3) , (9.11)
where the coupling constant as (and similar for ae) is defined as
as(m
2) ≡ e−ǫγE(4π)ǫ
( 1
m2
)ǫαbares
4π
=
( µ2
m2
)ǫZRSαsαs
4π
. (9.12)
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At one-loop there are only two diagrams contributing and they are shown in
Figure 11. We then get for the expression of the bare one-loop result
F¯10(x) = 2
ǫ
{
CF
[
1
2
+
(
1− 1
1 + x
− 1
1− x
)
H(0; x)
]}
+ 2CF
[
1
2
(
1− 2
1− x
)
H(0; x)−
(
1− 1
1 + x
− 1
1− x
)(
ζ(2)
−H(0; x)−H(0, 0; x) + 2H(−1, 0; x))
]
− 2ǫ
{
CF
[
1
2
(
1− 2
1− x
)(
ζ(2)−H(0, 0; x) + 2H(−1, 0; x))
+
(
1− 1
1 + x
− 1
1− x
)(
ζ(2) + 2ζ(3)
− (4−ζ(2))H(0; x)−2ζ(2)H(−1; x)−H(0, 0; x)
+ 2H(−1, 0; x)−H(0, 0, 0; x) + 2H(−1, 0, 0; x)
+ 2H(0,−1, 0; x)−4H(−1,−1, 0; x))
− π
2
12
(
1
2
+
(
1− 1
1 + x
− 1
1− x
)
H(0; x)
)]}
+O (ǫ2), (9.13)
F¯01(x) = 2CFNǫ
{
1
4ǫ
+
1 + x+ (1− x)H(0; x)
4(1 + x)
+ ǫ
(6− π2 + 6x+ π2x− 6(−1 + x)(H(0; x)− 2H(−1, 0; x) +H(0, 0; x))
24(1 + x)
+
π2
48
)}
+ O (ǫ2) . (9.14)
The cdr result can be obtained directly by taking the limit Nǫ → 0 and it agrees
with [78].
At two-loop the computation is more involved and several more diagrams need to
be computed. Some examples of two-loop diagrams contributing to the form factor
in fdh are given in Figure 12.
Although the computation of the bare result in fdh is almost equivalent to the
one in cdr from the technical point of view, the renormalization is unfortunately
a bit more involved. One reason for that is due to the absence of any symmetry
protecting the ǫ-scalar from acquiring an effective mass due to higher-order quantum
effects. This is not happening in the massless case where no additional complications
occur. It is exactly the contribution of diagram (c) in Figure 12 that makes the
ǫ-scalar massive and we are obliged to restore the condition of zero mass in the
renormalization procedure by introducing a ǫ-mass counterterm.
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Figure 12. Sample two-loop diagrams contributing to the heavy quark form factor in fdh.
We will turn now to that problem and discuss the renormalization in fdh in
detail.
9.1.1 Epsilon mass renormalization
Let us first consider for simplicity the QED case and study the photon two-point
function. The well known sum of the 1-particle-irreducible (1PI) insertion into the
photon propagator is given by iΠµν(q) and is graphically shown in Figure 13.
1PI
q
µ ν = iΠ
µν(q)
Figure 13. 1-particle-irreducible diagrams insert into the photon propagator.
The Ward identity guarantees that the tensor structure cannot contain a mass
term and we get the following expression
Πµν(q) =
(
qµqν − q2gµν
)
Π(q2). (9.15)
If we now sum over all the 1PI contributions and we use again the Ward identity by
taking into account that at least one end of this two-point function will connect to a
fermion line in any S-matrix calculation, one finds that the exact two-point function
of the photon reads as
−igµν
q2
(
1 + Π(q2)
) . (9.16)
Since Π(q2) is regular at q2 = 0, the propagator has a pole at q2 = 0, which means
that the photon remains massless at any order in perturbation theory. This is not
the case for the ǫ-scalar, where there is no Ward identity protecting the structure
of iΠµν(q). As we will see the vacuum polarization of the ǫ-scalar contains a term
∝ m2gµν (where m is the mass of the fermion). As a consequence, the ǫ-scalar’s
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Figure 14. Diagram generating the mass shift of the ǫ-scalar. The fermion loop is massive
and we denote the fermion-multiplicity by NH .
mass is effectively shifted away from zero, even if the ǫ-scalar is massless at tree-
level. Therefore we have to introduce a mass counterterm in the Lagrangian to
restore the initial on-shell condition of a vanishing ǫ-scalar mass [83].
If we now turn back to QCD, there is only one diagram at one-loop that effectively
generates a mass term in the two-point ǫ-scalar propagator, see Figure 14.
To compute the ǫ-scalar mass counterterm (which we define as δm2ǫ ), we need to
compute the full two-point function for the ǫ-scalar as we have done before for the
photon propagator. In this case the tensor structure is simply given by
− iΠ˜µν(q2, m2) = −i
(
q2g˜µν
)
Π˜(q2, m2) , (9.17)
where
Π˜(q2, m2) = A +
m2
q2
B (9.18)
and A and B are dimensionless quantities. We can then get the expression for δm2ǫ
by noticing that, summing over all the 1PI diagrams results in
−ig˜µν
q2
(
1 + Π˜(q2, m2)
)
+ δm2ǫ
=
−ig˜µν
q2(1 + A) +m2B + δm2ǫ
. (9.19)
In the expansion above we have explicitly inserted the δm2ǫ counterterm in the sum
of the 1PI diagrams. Finally, in order to keep the ǫ-scalar massless, we require for
δm2ǫ
δm2ǫ = −m2B = −aem2NH
(2
ǫ
+ 2 + ǫ
12 + π2
6
+O (ǫ2) ) , (9.20)
where NH denotes the number of heavy quark flavours. As a consequence, any time
we encounter a massive loop diagram insertion as in Figure 14, we have to add
the mass counterterm (9.20) in order to impose the on-shell condition of a massless
ǫ-scalar.
9.1.2 On shell Z2,h, Zm and δm in FDH
Let us start by first considering the calculation in cdr. We can compute Z2,h and
Zm in the on-shell scheme from the perturbative expansion of the bare self energy
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Σ(p) as a function of the bare coupling g0 and the bare mass m0. Z2,h is then given
by calculating the bare Feynman propagator
SF (p) ≡ 1
p/−m0 − Σ(p) =
Z2,h
p/−m + (terms regular at p
2 = m2) , (9.21)
where m is the renormalized mass. The bare self energy has the following structure,
Σ(p) =
∞∑
n=1
[ g20
(4π)D/2p2ǫ
]n(
m0An(m
2
0/p
2) + (p/−m0)Bn(m20/p2)
)
, (9.22)
where the coefficients An and Bn are dimensionless functions. The expression of Zm
and Z2,h can be written as a series expansion
m0
m
≡ Zm = 1 +
∞∑
n=1
[ g20
(4π)D/2m2ǫ
]n
Mn
(p/−m)SF (p) |p/=m ≡ Z2,h = 1 +
∞∑
n=1
[ g20
(4π)D/2m2ǫ
]n
Fn. (9.23)
At this point we can substitute Eq. (9.22) into (9.21) and use the expressions in
(9.23) to get the following relations for the coefficients:
M1 = −A1
M2 = −A2 + A1(A1 + 2A′1 − B1)
F1 = B1 − 2ǫA1 − 2A′1
F2 = B2 − 4ǫA2 − 2A′2 + (2A′1 −B1)2 + 4A1(A′′1 − B1)
+ 2(1 + 2ǫ)A1(ǫA1 + 3A
′
1)− 6ǫA1B1 , (9.24)
where all the terms A and B are evaluated at m20/p
2 = 1. In order to compute
the derivatives we can differentiate directly the diagrams with respect to the bare
mass and then compute the integrals on-shell. For example in the case of A1 we can
compute the derivative as follows
∂A1(x)
∂x
=
∂A1(p
2/m20)
∂m20
∂m20
∂x
= −m
4
0
p2
∂A1
∂m20
, (9.25)
where we have defined x = p2/m20. In practice we differentiate the diagrams before
applying the tensor reduction and then we impose the on-shell condition p2 = m20 to
compute the integrals. This allows one to simplify the calculation and no off-shell
integrals need to be calculated.
When we move to fdh there are basically two complications that we have to take
into account. The first one is the usual inconvenience that the ǫ-scalar introduces
the new coupling ge, which means that the previous expansions have to be computed
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✕Figure 15. Sample two-loop contributions to the field renormalization of the heavy quark.
The diagram on the r.h.s. shows the insertion of the mass counterterm δm2ǫ .
in both αs and αe. Secondly one has to introduce the ǫ-scalar’s mass counterterm,
as described in the previous section. Concretely this means that one has to add the
counterterm diagram in Figure 15, when we compute the bare self energy Σ(p) in
fdh.
The expression for Z¯2,h in the on-shell scheme (OS-scheme) in fdh in terms of
the bare couplings finally reads
Z¯2,h = 1 + as(m
2)CF
[
− 3
ǫ
− 4− ǫ
(
8 +
π2
4
)]
+ ae(m
2)CF Nǫ
[
− 1
2ǫ
− 1
2
− ǫ
(1
2
+
π2
24
)]
+ a2s(m
2)
{
C2F
[
9
2ǫ2
+
51
4ǫ
+
433
8
− 49
4
π2 + 16π2 ln(2)− 24ζ(3)
]
+ CACF
[
− 11
2ǫ2
− 101
4ǫ
− 803
8
+
49
12
π2 − 8π2 ln(2) + 12ζ(3)
+Nǫ
( 1
4ǫ2
+
11
8ǫ
+
5
24
π2 +
81
16
)]
+ CFNF
[
1
ǫ2
+
9
2ǫ
+
59
4
+
5
6
π2
]
+ CFNH
[
2
ǫ2
+
19
6ǫ
+
1139
36
− 7
3
π2
]}
+ a2e(m
2)Nǫ
{
C2F
[
1
ǫ2
+
2
ǫ
+
π2
2
− 3 +Nǫ
(
− 1
8ǫ2
− 3
16ǫ
− 13
48
π2 +
91
32
)]
+ CACF
[(
− 1
2ǫ2
− 1
ǫ
− π
2
4
+
3
2
)(
1− Nǫ
2
)]
+ CFNF
[
1
4ǫ2
+
7
8ǫ
+
21
16
+
5
24
π2
]
+ CFNH
[
1
4ǫ2
+
7
8ǫ
− 3
16
+
π2
24
]}
+ as(m
2) ae(m
2)Nǫ
{
C2F
[
3
2ǫ
+
47
4
− π2
]
+ CACF
[
− 9
4ǫ
− 77
8
+
π2
6
]}
+O(a3) .
(9.26)
In order to renormalise the form factor we also need the expression for δm, which is
easily obtained from Z¯m by δm = m −m0 = m(1 − Z¯m) (where we denote m to be
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the renormalized mass) and it reads
δm
m
= as(m
2)CF
[
3
ǫ
+ 4 + ǫ
(
8 +
π2
4
)]
+ ae(m
2)CF Nǫ
[
1
2ǫ
+
1
2
+ ǫ
(1
2
+
π2
24
)]
+ a2s(m
2)
{
C2F
[
− 9
2ǫ2
− 45
4ǫ
− 199
8
+
17
4
π2 − 8π2 ln(2) + 12ζ(3)
]
+ CACF
[
11
2ǫ2
+
91
4ǫ
+
605
8
− 5
12
π2 + 4π2 ln(2)− 6ζ(3)
+Nǫ
(
− 1
4ǫ2
− 9
8ǫ
− 5
24
π2 − 63
16
)]
+ CFNF
[
− 1
ǫ2
− 7
2ǫ
− 45
4
− 5
6
π2
]
+ CFNH
[
− 1
ǫ2
− 7
2ǫ
− 69
4
+
7
6
π2
]}
+ a2e(m
2)Nǫ
{
C2F
[
− 1
ǫ2
− 3
ǫ
+
π2
6
− 6 +Nǫ
( 1
8ǫ2
+
13
16ǫ
− 11
48
π2 +
75
32
)]
+ CACF
[( 1
2ǫ2
+
3
2ǫ
− π
2
12
+ 3
)(
1− Nǫ
2
)]
+ CFNF
[
− 1
4ǫ2
− 5
8ǫ
− 11
16
− 5
24
π2
]
+ CFNH
[
− 1
4ǫ2
− 5
8ǫ
− 3
16
− π
2
24
]}
+ as(m
2) ae(m
2)Nǫ
{
C2F
[
3
2ǫ
+
23
4
− π2
]
+ CACF
[
3
4ǫ
+
11
8
+
π2
2
]}
+O(a3)
(9.27)
up to the two-loop level.
9.1.3 UV renormalization of the form factor
Having calculated Z¯2,h, δm and δm
2
ǫ we have now all the ingredients needed for
the renormalization of the form factor. We also need the coupling renormalization,
which is however identical to the one of the massless case (up to the introduction of
the heavy quark flavour multiplicity), since the mass term does not introduce any
UV singularity. The expressions for Zα are then given by the simple replacement
NF → NF +NH in the expression used in the massless case.
We perform the UV renormalization as follows:
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δm(1l)×
(a)
δm(1l)
×
(b)
δm(1l)×
(c)
δm(1l)
×
(d)
δm2ǫ×
(e)
Figure 16. Counterterm diagrams originated from the mass renormalization (diagrams
(a)–(d)) and from the ǫ-scalar mass counterterm (diagram (e)).
• Add the wave function renormalization counterterm to the bare result.
• Then add the mass counterterm.
• Then add the ǫ-scalar mass counterterm.
• Renormalise the coupling constants.
The wave-function renormalization counterterm is simply given by multiplying the
bare result with Z¯2,h given in (9.26). The mass counterterm is obtained by rewriting
the bare mass as m0 = m − δm in the bare one-loop expression (before doing the
tensor reduction) and then expanding in αs, αe. A similar procedure occurs for the
ǫ-scalar mass counterterm.
Schematically, the diagrams needed for the mass and ǫ-scalar mass renormaliza-
tion are listed in Figure 16.
For instance the diagram (a) in Figure 16 is given by
δm(1l)× def
= − 1
m
δm(1l)
(
ǫ,m,
µ2
m2
)
×

m •

 , (9.28)
where the diagram on the r.h.s of Eq. (9.28) is defined as
m • = mCF as(m2)
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×
∫
D
Dk
Uµ[
(p1 + k)2 −m2
]2[
(p2 − k)2 −m2
]
k2
, (9.29)
with DDk defined as∫
D
Dk =
1
e−ǫγE(4π)ǫ
(
m2
µ2
)ǫ ∫
dDk
(2π)2(1−ǫ)
, (9.30)
and the numerator given by
Uµ = vQ γˆσ[6p1+6k+m][ 6p1+6k+m]γˆµ[6k−6p2+m]γˆσ . (9.31)
The diagram (e) in Figure 16 is instead given by
δm2ǫ× def= δm2ǫ ×

 •

 , (9.32)
where the diagram on the r.h.s. of Eq. (9.32) is defined as
• = CF ae(m2)
×
∫
D
Dk
Uµ[
(p1 + k)2 −m2
][
(p2 − k)2 −m2
]
k4
, (9.33)
and the numerator given by
Uµ = vQ γ˜σ[6p1+6k+m]γˆµ[6k−6p2+m]γ˜σ . (9.34)
With these expressions we can finally get the renormalized heavy quark form factor.
The difference between the renormalized fdh result and the cdr up to two-loops is
given by
F¯1(x)− F1(x) =
(αs
4π
)2{
CACF
[
1
3ǫ
− 8
9
](
− 1 + x
2 + 1
x2 − 1H(0; x)
)
+ C2F
[
2 (x2 − 1)H(0; x)− 4 (x2 + 1)H(0, 0; x)
(x+ 1)2
]
+O(ǫ1)
}
+O(α3s) , (9.35)
where we have set αe = αs and Nǫ = 2ǫ. This difference has to match with the
difference given by the condition
lim
(N)ǫ→0
Z¯−1({α})
[∣∣Mn({α}f)〉
]
αfi→ ζαiαi
=
77
Figure 17. Sample two-loop diagrams contributing to the heavy-to-light form factor in
fdh.
= lim
ǫ→0
Z−1(αs)
[∣∣Mn(αfs )〉
]
αfs→ ζαsαs
, (9.36)
which, after some algebra, is then given by
F¯1(x)− F1(x) =
(αs
4π
)2{
− 1
ǫ2
CF
(
β¯s20 − βs20
)(
− 1 + x
2 + 1
x2 − 1H(0; x)
)
+
1
4ǫ
[
CF
(
γ¯cusp20 (β)− γcusp20 (β)− 8Fdiff1
)
+ 2
(
γ¯Q20 − γQ20
)
+ 8CF Fdiff1
x2 + 1
x2 − 1 H(0; x)
]
+O(ǫ1)
}
+O(α3s) .
(9.37)
Here Fdiff1 = F¯ ren10 + F¯ ren01 − F ren1 is the difference of the UV renormalized one-loop
coefficients. By comparing Eq. (9.35) with Eq. (9.37) it is already possible to read
off the anomalous dimensions12.
The fdh two-loop result in terms of αs, αe and Nǫ is given in Appendix A.
9.2 Heavy-to-light quark decay
The decay process b → uW ∗ → ulν¯l has been computed in cdr at NNLO in [84–
87]. Following the procedure applied in [84], we extend here the calculation to fdh.
Examples of Feynman diagrams contributing to the NNLO corrections in fdh are
shown in Figure 17.
The tensor structure of the vertex is the following:
Γ¯µ(p1, p2) = F¯1(q
2) γˆµ +
1
2m
F¯2(q
2) σˆµν qν +
i
2m
F¯3(q
2) qµ + G¯1(q
2) γˆµ γ5
+
i
2m
G¯2(q
2) γ5 q
µ +
i
2m
G¯3(q
2) γ5 (p
µ
1 − pµ2 ) . (9.38)
We are only interested in the form factor F¯1 and we can get it through a projector
operator, similar to before. We compute the bare diagrams and perform the UV
12The explicit results for the anomalous dimensions, as well as the computation of the decoupling
transformation, will be given in Section 9.3.
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Figure 18. Non-vanishing diagrams contributing to the wave function renormalization of
the light quark.
renormalization exactly as in the case of the heavy quark form factor (taking into
account that here only one leg is massive). Again we will have to add a counterterm
to subtract the ǫ-scalar mass shift. The only missing term that was not present
in the heavy form factor is the two-loop wave function renormalization Z¯2,l of the
light quark. The non-vanishing diagrams contributing to Z¯2,l are shown in Figure 18.
There is no one-loop contribution, since there is no scale entering in the corresponding
diagrams. For the same reason, there is no contribution from the ǫ-scalar mass
counterterm at the two-loop level.
The expression for Z¯2,l is given by
Z¯2,l = 1+CFNH
[
a2s(m
2)
( 1
2ǫ
− 5
12
)
+a2e(m
2)Nǫ
(
− 1
4ǫ2
+
3
8ǫ
−13
16
−π
2
24
)
+O(ǫ)
]
+O(a3) .
(9.39)
Following the notation of Eq. (9.11) we get for the bare one-loop result expressed in
terms of the variable y = q2/m2
F¯10(y) = −CF
[
1
ǫ2
+
1 + 2H(1; y)
ǫ
+ 4 +
π2
12
+ 3H(1; y) + 2H(0, 1; y) + 4H(1, 1; y)
+ ǫ
(
8 +
π2
12
− ζ(3)
3
+
(
8 +
π2
6
)
H(1; y) + 3H(0, 1; y) + 6H(1, 1; y)
+ 8H(1, 1, 1; y) + 4H(−1, 0,−1;−y) + 4H(0,−1,−1;−y)
+ 2H(0, 0, 1; y)
)]
+ O (ǫ2) , (9.40a)
F¯01(y) = CF
[
1 + ǫ
(
1 +H(1; y)
)]
+ O (ǫ2) . (9.40b)
The renormalized difference between the fdh and the cdr result up to two-loop
is given by
F¯1(y)− F1(y) =
(αs
4π
)CF
2
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+
(αs
4π
)2{
CACF
[
− 1
4ǫ2
+
−25
36
− 1
3
H(1; y)− L
6
ǫ
+
965
216
+
π2
24
+
8
9
H(1; y) +
4
9
L
]
− C2F
[
− 1
2ǫ2
+
9
4
+ 2H(1; y) + L
ǫ
+
49
8
+
π2
4
+
(
6 + 4L
)
H(1; y)
+ 8H(1, 1; y) + 2H(0, 1; y) +
7
2
L+ L2
]
+ CFNF
[
1
4ǫ
− 3
8
]
− CFNH L
2
+O(α3s) , (9.41)
where L = ln
(
µ2
m2
)
and we have set αe = αs and Nǫ = 2ǫ. As for the massive form
factor we can express the difference in terms of the anomalous dimensions
F¯1(y)− F1(y) =
(αs
4π
) γ¯q01
2ǫ
+
(αs
4π
)2{ 3
16ǫ3
CFγ
cusp
10
(
β¯s20 − βs20
)
+
1
16ǫ2
[(
β¯s20 − βs20
)(
8CF − 4
(
γQ10 + γ
q
10
)
+ 2CFγ
cusp
10
(
2H(1; y) + L
))
− γ¯q01
(
4(β¯e11 + β¯
e
02) + 2γ¯
q
01
)
− CF
(
γ¯cusp20 − γcusp20 − 8γ¯q01
)
− 4CFγcusp10 Fdiff1
]
+
1
4ǫ
[
− 1
2
CF
(
2H(1; y) + L
)(
γ¯cusp20 − γcusp20 + 2 γcusp10 Fdiff1
)
+ (γ¯Q20 − γQ20) + (γ¯q20 − γq20) + γ¯q11 + γ¯q02 − 2NH γ¯q01 L
+ 2Fdiff1
(
γQ10 + γ
q
10 + γ¯
q
01
)
+ 2 γ¯q01Ffin1
]}
, (9.42)
with
Fdiff1 = F¯ ren10 + F¯ ren01 − F ren10 , (9.43a)
Ffin1 = lim
ǫ→0
[
F¯ ren10 + δZ¯10
]
= lim
ǫ→0
[
F ren10 + δZ1
]
. (9.43b)
The two-loop renormalized expression in terms of αs, αe and Nǫ is given in Ap-
pendix A.
9.3 Anomalous dimensions and decoupling transformation
Having calculated the heavy quark and the heavy-to-light form factors in fdh, we
are finally able to extract the anomalous dimensions through Eq. (3.36) (expressed
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in terms of αs and αe as in the massless case) by imposing the condition
lim
(N)ǫ→0
Z¯−1({α})
[∣∣Mn({α}f)〉
]
αf
i
→ ζαiαi
= finite (9.44)
as in Eq. (3.43) for cdr. For this we need the decoupling coefficients. ζαs has already
been calculated in [49], while the coefficient ζαe will be calculated below. Using the
results in Eq. (9.52) we finally get for γcusp(βIJ) and γQ in fdh
γ¯cusp(β, αs) = γ¯cusp(αs) β coth β + 8CA
(αs
4π
)2{
β2 +
π2
6
+ ζ3
+ coth β
[
Li2(e
−2β)− 2β ln(1− e−2β)− π
2
6
(1 + β)− β2 − β
3
3
]
+ coth2 β
[
Li3(e
−2β) + β Li2(e
−2β)− ζ3 + π
2
6
β +
β3
3
]}
+O(α3) ,
γ¯Q =
(αs
4π
)(− 2CF)
+
(αs
4π
)2{
CACF
[
− 98
9
+
2
3
π2 − 4ζ(3) + 8
9
Nǫ
]
+ CFNF
20
9
}
+O(α3).
(9.45)
The scheme dependence of γ¯cusp(β, αs) is fully described by the already known
γ¯cusp(αs) from the massless case and no other scheme dependence enters in the ex-
pression. We also notice that there is no αe term in both anomalous dimensions.
Eq. (9.45) also shows that there is no scheme dependence at the one-loop level, as
already discussed in [88]. With these results we have now the full understanding of
the scheme dependence for any QCD process up to two-loops.
In the last part of this chapter we now focus on the calculation of the decoupling
transformation.
In order to compute the decoupling transformations needed in Eq. (9.44) we
apply the procedure described in Ref. [89] and build an effective Lagrangian in which
the heavy quark flavors have been integrated out. As a consequence, the parameters
and fields of the effective theory are in general different from the ones of the full
theory. To relate the two theories we introduce decoupling constants in the following
way
g0,f = ζ0g g
0, X0,f =
√
ζ0X X
0 , (9.46)
where g and X stand for parameters and fields of the theory, respectively. In this
way we are able to relate the full and the effective bare QCD Lagrangian in terms of
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the re-scaled parameters and fields
Lf (g0,fs , g0,fe , Aˆ0,f , A˜0,f , ψ0,f , . . . ) = L (g0s , g0e , Aˆ0, A˜0, ψ0, . . . , {ζ0X}) . (9.47)
The decoupling constants can be obtained from a matching calculation. For ζ0
Aˆ
,
which is related to the gluon field decoupling, for example, we get
−gˆµν
p2
(
1 + Πˆ0,f
) = i ∫ d4x ei px 〈 T Aˆ0,fµ (x) Aˆ0,fν (0)〉 (9.48a)
= i ζ0
Aˆ
∫
d4x ei px 〈 T Aˆ0µ(x) Aˆ0ν(0)〉 = ζ0Aˆ
−gˆµν
p2
(
1 + Πˆ0
) , (9.48b)
where Πˆ0 only contains light degrees of freedom and Πˆ0,f receives virtual contribu-
tions from the heavy quarks. From Eq. (9.48b) we then get
ζ0
Aˆ
=
1 + Πˆ0
1 + Πˆ0,f
. (9.49)
Since the l. h. s. does not depend on the kinematics of the process it is possible to
consider the special case p = 0. The renormalization of the decoupling constant is
done in the usual way by means of the renormalization constants in the effective and
the full theory: ζAˆ = Z¯Aˆ/Z¯
f
Aˆ
ζ0A.
The same method also applies to the decoupling of the ǫ-scalar field where,
however, according to the discussion in Sec. 9.1.1 a mass counterterm has to be
added
ζ˜0
A˜
=
1 + Π˜0
1 + Π˜0,f + δm2ǫ
∣∣∣∣∣
p→0
. (9.50)
For the calculations in this work we need the decoupling transformations for αs
and αe at the one loop level which can be obtained from a matching of the gˆqq¯ and
g˜qq¯ vertices, in analogy to Eqs. (9.48)
ζ0gs =
1
ζ0ψ
√
ζ0
Aˆ
1 + Γ0,fgˆqq¯
1 + Γ0gˆqq¯
, ζ0ge =
1
ζ0ψ
√
ζ0
A˜
1 + Γ0,fg˜qq¯
1 + Γ0g˜qq¯
. (9.51)
Since ζ0ψ, (Γ
0,f
gˆqq¯−Γ0gˆqq¯), and (Γ0,fg˜qq¯−Γ0g˜qq¯) are of O(α2), the (bare) one-loop decoupling
constants for gs and ge are entirely given by ξ
0
Aˆ
and ξ˜0
A˜
, respectively. Using (ζ0gs)
2 = ζ0αs
and ζαs = Z¯αs/Z¯
f
αs and similar for the evanescent coupling we finally obtain
ζαs = 1 +
(αs
4π
)
NH
2
3
ln(
µ2
m2
) +O(α2) , (9.52a)
ζαe = 1 +
(αe
4π
)
NH ln(
µ2
m2
) +O(α2) (9.52b)
for the renormalized decoupling constants of αs and αe.
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Figure 19. Two-loop graphs containing ǫ-scalar contribution, which induce the scheme
dependence in fdh. Double line denote heavy-quark propagators, while the crosses denote
the insertion of the operator (ω + in ·D + i0)−1.
9.4 Alternative computation of the anomalous dimensions through
SCET
As in the massless case we can determine the anomalous dimensions through a SCET
computation. In that way we can determine γQ by computing the heavy-to-light soft
function and γ¯cusp(β, αs) by computing the heavy-to-heavy anomalous dimension.
9.4.1 Scheme dependence of the heavy-to-light soft function and γQ
In Ref. [35] it has been shown that the top quark decay factorizes into regions where
only soft radiations and (or) radiations collinear to the massless partons are present.
The factorization consists of a hard function whose the renormalization group equa-
tion (RGE) depends on the heavy quark anomalous dimension, a quark jet function,
and a soft function. In cdr, the jet and soft functions have been calculated up to
the two-loop level in Refs. [31] and [90], respectively. In fdh, so far only the jet
function is known [11] and it has been computed in Section 7.3.
The general relation between the corresponding IR anomalous dimensions is
given by
γRSQ = γ
RS
S + γ
RS
J − γRSq , (9.53)
where γRSS and γ
RS
J are the (regularization-scheme dependent) anomalous dimensions
of the soft and jet function. Eq. (9.53) is a direct consequence of the fact that the
RGE of the factorization formula does not depend on the factorization scale. The
values of γrsJ and γ
rs
q have been calculated in Section 7.3 (see also Ref. [11]) up to the
two-loop level. In order to obtain the scheme-dependent quantity γRSQ we therefore
have to compute γRSS .
Extending the approach of Ref. [90], we define the scheme-dependent (bare) soft
function as
SRSbare
(
ln
Ω
µ
, µ
)
:=
∫ Ω
0
dω 〈bv| h¯v δ(ω + in ·D) hv |bv〉 , (9.54)
where hv are effective quark fields in HQET [91], bv are on-shell b-quark states with
velocity v, and n is a light-like 4-vector with n ·v = 1 and n2 = 0. The normalization
is fixed by 〈bv| h¯v hv |bv〉 = 1.
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For the explicit calculations it is useful to express the soft function as a contour
integral
SRSbare
(
ln
Ω
µ
, µ
)
=
1
2πi
∮
|ω|=Ω
dω 〈bv| h¯v 1
ω + in ·D + i0 hv |bv〉 =
1
2πi
∮
|ω|=Ω
dω SRSbare
(
ω, µ
)
(9.55)
and to work in Laplace space
sRSbare(Ω) :=
∫ ∞
0
dω exp
(
− ω
Ω eγE
) 1
π
Im
[
SRSbare(ω)
]
. (9.56)
Since hv and bv are Heisenberg fields, the usual perturbative expansion results in
loop diagrams contributing to the heavy quark propagator. As in the massless case,
the scheme dependence is related to the UV singularities of such diagrams.
At the one-loop level there are no evanescent contributions since the ǫ-scalar
does not couple to heavy quark lines13. It is exactly three diagrams that induce a
scheme-dependence of the soft function at the two-loop level. These are shown in
Figure 19. For the explicit computation we generated the diagrams with QGRAF
and applied a tensor reduction of the integrals with Reduze 2, where the master
integrals needed in fdh are identical to the ones of cdr [90].
In fdh we then get up to the two-loop level
s¯bare(Ω) = 1 + as(Ω)CF
[
− 2
ǫ2
+
2
ǫ
− 5
6
π2 + ǫ
(5
6
π2 − 14
3
ζ3
)
− ǫ2
(193
720
π4 − 14
3
ζ3
)]
+ a2s(Ω)CF
[
CF K¯F (ǫ) + CAK¯A(ǫ) + TRNF K¯f(ǫ)
]
+O(a3) , (9.57)
where explicit NNLO expressions are given in Appendix A. Taking the limit Nǫ → 0
in Eq. (9.57) we obtain the cdr result which is in agreement with the one given in
Ref. [90].
As for the quark and gluon jet functions, the divergences of the soft function can
be removed multiplicatively by means of a Z factor
sRSsub(Ω, µ) = Z
RS
S (Ω, µ) s
RS
bare(Ω) . (9.58)
To relate ZRSS (Ω, µ) with γ
RS
S we compare the RGE of the soft function,
d
d lnµ
sRSsub(Ω, µ) =
[( d
d lnµ
ZRSS (Ω, µ)
)(
ZRSS (Ω, µ)
)−1]
sRSsub(Ω, µ) , (9.59)
13The explanation for the vanishing of the ǫ-scalar coupling in the eikonal approximation will be
shown explicitly in Section 9.4.2.
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with the RGE written in terms of γRSS ,
d
d lnµ
sRSsub(Ω, µ) =
[
CF γ
RS
cusp LΩ − 2γRSS
]
sRSsub(Ω, µ) , (9.60)
where LΩ ≡ ln(Ω/µ2) and the cusp anomalous dimension is known from the massless
case [11, 30, 34]. In fdh, the factor Z¯S is given by
ln Z¯S =
(αs
4π
)[CF γ¯cusp10
2ǫ2
− 1
ǫ
(
CF γ¯
cusp
10
2
LΩ − γ¯S10
)]
+
(αs
4π
)2[
− 3CF γ¯
cusp
10 β¯
s
20
8ǫ3
+
β¯s20
2 ǫ2
(
CF γ¯
cusp
10
2
LΩ − γ¯S10
)
+
CF γ¯
cusp
20
8 ǫ2
− 1
2 ǫ
(
CF γ¯
cusp
20
2
LΩ − γ¯S20
)]
+O(α3) . (9.61)
Imposing minimal subtraction with Nǫ as an independent quantity we can read off
the soft anomalous dimension
γ¯S =
(αs
4π
)(− 2CF )
+
(αs
4π
)2{
CACF
[
110
27
+
π2
18
− 18ζ(3)−
( 2
27
− π
2
36
)
Nǫ
]
+ CFNF
[
4
27
+
π2
9
]}
+O(α3). (9.62)
As a result, the soft anomalous dimension is scheme-independent at the one-loop
level. Apart from γ¯S it is also possible to extract the already known values of the
cusp anomalous dimension as well as the β functions in the fdh scheme. This
provides a strong consistency check on the applied procedure. Using the obtained
results together with Eq. (9.53) we finally find
γ¯Q =
(αs
4π
)(− 2CF)
+
(αs
4π
)2{
CACF
[
− 98
9
+
2
3
π2 − 4ζ(3) + 8
9
Nǫ
]
+ CFNF
20
9
}
+O(α3) ,
(9.63)
in perfect agreement with Eq. (9.45). For the IR anomalous dimension of the heavy
quarks in the fdh scheme like γ¯S, it does not depend on Nǫ at the one-loop level and
receives rs-dependent contributions ∝ Nǫ at NNLO. Eq. (9.63) is the main result of
this chapter. Finally we can obtain a finite and scheme independent soft function as
sfin(Ω, µ) = lim
(N)ǫ→0
sRSsub(Ω, µ) . (9.64)
For completeness the explicit result is listed in Appendix A.
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pI
k → 0 k → 0
Figure 20. Coupling of gluons and ǫ-scalars to heavy quark propagators in the eikonal
approximation.
9.4.2 Determination of γ¯cusp(β, αs)
The velocity-dependent cusp anomalous dimensions can be extracted from the heavy-
to-heavy anomalous dimension Γhh for the pair production of massive quarks. Using
cdr, Γhh has been calculated in Ref. [92] in the framework of the eikonal approxi-
mation. This method can also be used to derive the respective quantity in fdh.
In general, the eikonal approximation is suited for describing the emission of soft
gluons from partons in a hard scattering process, see the l. h. s. of Figure 20. For a
vanishing gluon momentum, the Feynman rule for the coupling of gluons to massive
quark propagators can be reduced to
u¯(pI)(−igsT a) γˆµ
[
i
/pI + /k +mI
(pI + k)2 −m2I
]
→ u¯(pI) gsT a γˆµ
[
/pI +mI
2 pI · k
]
(9.65a)
= u¯(pI) gsT
a
[
(pI)ν
{γˆµ, γˆν}
2 pI · k
]
(9.65b)
= u¯(pI) gsT
a
[
vµI
vI · k
]
, (9.65c)
where in the second line the Dirac equation u¯(pI)(/pI −mI) = 0 has been used. Since
the Feynman rule (9.65c) does not contain a Dirac matrix anymore, the evaluation
of loop contributions is much simpler compared to ordinary QCD.
Extending this to the case of an ǫ-scalar we get
u¯(pI)(−igeT a) γ˜µ
[
i
/pI + /k +mI
(pI + k)2 −m2I
]
→ u¯(pI) geT a
[
(pI)ν
{γ˜µ, γˆν}
2 pI · k
]
= 0 . (9.66)
Due to the vanishing anticommutator, a direct coupling of ǫ-scalars to massive quark
propagators does not exist in the eikonal approximation.
Following the approach of Ref. [92], the heavy-to-heavy anomalous dimension for
heavy quark pair production can be obtained from the UV-poles of corresponding
eikonal diagrams with one- and two-loop examples shown in Figure 21. The scalar
product of the two outgoing velocity vectors is in the following fixed by vI · vJ =
− cosh βIJ with βIJ given in Eq. (3.37). Since there is no direct coupling of ǫ-scalars
to massive quarks, the heavy-to-heavy anomalous dimension is scheme-independent
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pI
pJ
Figure 21. One- and two-loop contributions to the heavy-to-heavy anomalous dimension
in the eikonal approximation. Since there is no direct coupling of ǫ-scalars to massive quark
propagators there is no evanescent contribution at the one-loop level.
at the one-loop level. At the two-loop level, however, closed ǫ-scalar loops yield
evanescent contributions ∝ αsNǫ.
Generalizing Eq. (14) of Ref. [47] to the case of fdh, the obtained result for the
anomalous dimension can be represented as
Γ¯hh(vI , vJ , αs) = CF γ¯cusp(β, αs) + 2 γ¯Q(αs) . (9.67)
Using Eq. (9.63), it is then possible to extract the velocity-dependent cusp anomalous
dimension in fdh, which is
γ¯cusp(β, αs) = γ¯cusp(αs) β coth β + 8CA
(αs
4π
)2{
β2 +
π2
6
+ ζ3
+ coth β
[
Li2(e
−2β)− 2β ln(1− e−2β)− π
2
6
(1 + β)− β2 − β
3
3
]
+ coth2 β
[
Li3(e
−2β) + β Li2(e
−2β)− ζ3 + π
2
6
β +
β3
3
]}
+O(α3)
(9.68)
in terms of the renormalized couplings. Eq. (9.68) is in perfect agreement with the
previous extraction given in Eq. (9.45).
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10 Concluding remarks
With the results presented in this thesis we complete the understanding of the scheme
dependence of IR divergent NNLO virtual amplitudes. In particular, we have pre-
sented the generalization of this dependence to dred, where we have to consider
amplitudes with external ǫ-scalars and, hence, need the corresponding anomalous di-
mension γ¯ǫ. Furthermore, we have presented a SCET approach to the scheme depen-
dence and derived all anomalous dimensions again in this approach. In this way fdh
and dred are shown to be perfectly consistent IR regularization schemes (at least)
up to NNLO, as long as the UV renormalization is done consistently. Concretely, this
means that the various couplings αs, αe and α4ǫ,i have to be distinguished. This is
also the case in fdh, where at NNLO the only concrete modification appears due to
the UV renormalization of the NLO virtual amplitudes. Our results and definitions
of fdh are perfectly consistent with the results and definitions proposed in [23, 29].
Obviously, the virtual amplitudes are not the only ingredients needed for a calcu-
lation of a physical quantity. At NNLO, also double-real and real-virtual corrections
must be considered. Furthermore, if there are initial-state hadrons, a counterterm for
the initial-state collinear singularities is required. All these additional contributions
are also regularization-scheme dependent and only once all parts are combined to a
physical cross section, the regularization-scheme dependence cancels.
In virtually all NNLO calculations of cross sections completed so far, cdr has
been used. The results presented in this thesis allow for using any of the other
regularization schemes for the calculation of the virtual corrections. Using a scheme
different from cdr often facilitates the use of efficient calculational techniques for
loop amplitudes. The results can then be translated to obtain the virtual corrections
in cdr and can be combined with the additional parts mentioned above, obtained
again in cdr.
Of course, it is not imperative to treat the additional contributions (i.e. the
contributions other than the NNLO virtual corrections) in cdr. Also for these terms
other schemes might offer advantages. In fact, a modification of a subtraction scheme
at NNLO to the hv scheme has been presented recently [93], resulting in a reduction
of the algebraic complexity.
The question of the scheme (in)dependence of a full cross section at NNLO
becomes particularly transparent if the calculation is performed in a SCET inspired
way. Following ideas of the slicing method [94] and the qT -subtraction method [95],
the cross section is split into two regions, a ’hard’ region and a ’soft’ region. In the
hard region not all radiation in addition to the final state under consideration is soft
(or collinear). At least one of the emitted gluons is hard. Here we are effectively
dealing with a NLO calculation of a process for a final state with an additional parton
and the scheme independence of cross sections at NLO is well established [16]. In the
soft region all additional radiation is soft (or collinear) and a true NNLO calculation
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is required. For this part a SCET approach is used. This idea has first been applied
to the decay of a top quark [35] t → W bX where the invariant mass of the jet
b+X has been used for the split. Recently, the N-jettiness event-shape variable has
been used to obtain a similar setup for differential NNLO calculations of Higgs plus
jet [36], W plus jet [37] and Drell-Yan production [38].
In the soft region, the cross section factorizes into a product of hard-, soft- and jet
functions (and beam functions if there are initial-state hadrons). The corresponding
bare functions are all IR divergent and scheme dependent. However, we have shown
that the properly IR subtracted soft functions sfin, Eqs. (7.31) and (A.25), and jet
functions q fin and g fin, Eqs. (7.44) and (7.50), are not only finite but also scheme
independent, at least up to NNLO. The same holds true for the hard function [96, 97]
that is closely related to Mfin, Eq. (6.3). Hence the cross section in the soft limit
can be expressed in terms of these IR subtracted quantities in a manifestly scheme-
independent way.
The soft function that is required for the processes mentioned above is not the
soft function for Drell-Yan or Higgs production as we have computed. However, the
procedure to perform the IR subtraction (or UV renormalization in SCET language)
consistent with the regularization scheme used in the computation of the bare soft
function is exactly the same.
Since the soft, hard and jet functions are separately scheme independent, it is
possible to use different schemes in the computation of the various parts contributing
to the cross section. For example, the calculation of the virtual corrections (i.e. the
hard function) in fdh, where the helicity and unitarity methods are applicable, can
easily be combined with the soft or jet function computed in cdr. We are convinced
that this flexibility will be very beneficial for further developments of fully differential
NNLO calculations.
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A Explicit expressions for the soft and jet functions and for
the form factors
In this appendix we give the explicit results for several quantities as a perturbative
expansion. We use the conventions specified in Section 7.1. For most results it will
be sufficient to expand a quantity X in αs and αe and write, instead of Eq. (5.1),
XRS =
∞∑
m,n
(αs
4π
)m (αe
4π
)n
XRSmn . (A.1)
As in Eq. (7.5) we will use the short-hand notation Xmn ≡ XHVmn = XCDRmn and X¯mn ≡
XFDHmn = X
DRED
mn . The explicit results for scheme-dependent quantities will be given
in the fdh/dred scheme but we can obtain the corresponding coefficients in the
hv/cdr scheme as Xmn = limNǫ→0 X¯mn.
A.1 Soft function
It is convenient to solve the RGEs for the soft functions in Eq. (7.28) order by order
in αs. By using the expansion coefficients of the anomalous dimensions in Eq. (7.8)
one obtains the following scheme independent result
sfin(κ, µ) = 1 +
(αs
4π
) [
2Γ10L
2
κ + 2γ
W
10Lκ + c
W
1
]
+
(αs
4π
)2 [
2 (Γ10)
2 L4κ −
4Γ10
3
(
βs20 − 3γW10
)
L3κ
+ 2
(
Γ20 +
(
γW10
)2 − βs20γW10 + Γ10cW1 )L2κ
+ 2
(
γW20 + γ
W
10 c
W
1 − βs20cW1
)
Lκ + c
W
2
]
, (A.2)
where Γcusp = CR γcusp and
γW10 = 0 , (A.3a)
γW20 = CR
[
CA
(
− 808
27
+
11
9
π2 + 28ζ3
)
+NF
(112
27
− 2
9
π2
)]
, (A.3b)
and the one and two-loop non-logarithmic coefficients have the expressions
cW1 = CR
π2
3
, (A.4a)
cW2 = CR
[
CA
(
−22ζ3
9
+
2428
81
+
67π2
54
− π
4
3
)
+ CR
π4
18
+NF
(
4ζ3
9
− 5π
2
27
− 328
81
)]
.
(A.4b)
The result in Eq. (A.2) is in agreement with previous calculations in [58, 62].
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A.2 Quark jet function
Here we list the explicit two-loop coefficients entering Eq. (7.37):
¯ q;F20 =
8
ǫ4
+
12
ǫ3
+
(65
2
− 8π
2
3
) 1
ǫ2
+
(311
4
− 5π2 − 20 ζ3
)1
ǫ
+
1437
8
− 57π
2
4
+
5π4
18
− 54ζ3 , (A.5a)
¯ q;A20 =
11
3ǫ3
+
(233
18
− π
2
3
) 1
ǫ2
+
(4541
108
− 11π
2
6
− 20ζ3
)1
ǫ
+
86393
648
− 221π
2
36
− 37π
4
180
− 142
3
ζ3
+
Nǫ
2
(
− 1
3ǫ3
− 25
18ǫ2
+
(π2
6
− 523
108
)1
ǫ
− 10219
648
+
25π2
36
+
8ζ3
3
)
, (A.5b)
¯ q;f20 = −
4
3ǫ3
− 38
9ǫ2
+
(
− 373
27
+
2π2
3
)1
ǫ
− 7081
162
+
19π2
9
+
32
3
ζ3 , (A.5c)
¯ q;F02 =
N2ǫ
4
(
− 1
2ǫ2
− 7
4ǫ
− 33
8
+
π2
4
)
+
Nǫ
2
( 2
ǫ2
+
8
ǫ
+ 24− π2
)
, (A.5d)
¯ q;A02 =
N2ǫ
4
( 1
ǫ2
+
4
ǫ
+ 12− π
2
2
)
+
Nǫ
2
(
− 1
ǫ2
− 4
ǫ
− 12 + π
2
2
)
, (A.5e)
¯ q;f02 =
Nǫ
2
( 1
ǫ2
+
11
2ǫ
+
89
4
− π
2
2
)
, (A.5f)
¯ q;F11 =
Nǫ
2
(
− 4
ǫ3
− 14
ǫ2
+
(5π2
3
− 39)1
ǫ
− 201
2
+ 6π2 + 18ζ3
)
, (A.5g)
¯ q;A11 =
Nǫ
2
(
− 11
2ǫ
− 129
4
+
π2
3
+ 6ζ3
)
. (A.5h)
After renormalization and setting ǫ→ 0 we obtain a finite and scheme independent
quark-jet function. The terms containing αe cancel and we are left with only αs
dependent terms. In Laplace space the quark-jet function reads
q fin(Q
2, µ) = 1 +
αs
4π
[
Γ10
L2Q
2
+ γ
Jq
10LQ + c
Jq
1
]
+
(αs
4π
)2[
(Γ10)
2 L
4
Q
8
+
(
− βs20 + 3γJq10
)
Γ10
L3Q
6
+
(
Γ20 +
(
γ
Jq
10
)2 − βs20γJq10 + cJq1 Γ10)L2Q2
+
(
γ
Jq
20 + γ
Jq
10 c
Jq
1 − βs20cJq1
)
LQ + c
Jq
2
]
, (A.6)
where here Γcusp = CF γcusp and
c
Jq
1 = CF
(
7− 2π
2
3
)
, (A.7a)
c
Jq
2 = C
2
F
(205
8
− 97π
2
12
+
61π4
90
− 6ζ3
)
+ CFCA
(53129
648
− 155π
2
36
− 37π
4
180
− 18ζ3
)
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+ CFTRNF
(13π2
9
− 4057
162
)
(A.7b)
and is in agreement with previous results [31].
A.3 Gluon jet function
Here we list the explicit two-loop coefficients entering Eq. (7.48):
¯ g;AA20 =
8
ǫ4
+
55
3ǫ3
+
1
ǫ2
(
− 3π2 + 152
3
)
+
1
ǫ
(
− 40ζ3 − 143π
2
18
+
3638
27
)
+
13π4
180
− 352ζ3
3
− 617π
2
27
+
57415
162
+
Nǫ
2
[
− 5
3ǫ3
− 62
9ǫ2
+
1
ǫ
(13π2
18
− 214
9
)
+
85π2
27
− 12371
162
+
32
3
ζ3
]
+
N2ǫ
4
[ 1
9ǫ2
+
16
27ǫ
+
56
27
− π
2
18
]
, (A.8a)
¯ g;Af20 = −
20
3ǫ3
− 188
9ǫ2
+
1
ǫ
(26π2
9
− 536
9
)
+
80ζ3
3
+
262π2
27
− 12880
81
+
Nǫ
2
( 8
9ǫ2
+
104
27ǫ
+
320
27
− 4π
2
9
)
, (A.8b)
¯ g;Ff20 = −
2
ǫ
− 55
3
+ 16ζ3 , (A.8c)
¯ g; ff20 =
16
9ǫ2
+
160
27ǫ
+ 16− 8π
2
9
, (A.8d)
¯ g;Af11 = 3
Nǫ
2
, (A.8e)
¯ g;Ff11 =
Nǫ
2
(2
ǫ
+ 11
)
. (A.8f)
After renormalization and setting ǫ→ 0 we obtain a finite and scheme independent
gluon jet function. The structure in Laplace space is the same as for the quark jet
function, Eq. (A.6),
g fin(Q
2, µ) = 1 +
αs
4π
[
Γ10
L2Q
2
+ γ
Jg
10LQ + c
Jg
1
]
+
(αs
4π
)2[
(Γ10)
2 L
4
Q
8
+
(
− βs20 + 3γJg10
)
Γ10
L3Q
6
+
(
Γ20 +
(
γ
Jg
10
)2 − βs20γJg10 + cJg1 Γ10)L2Q2
+
(
γ
Jg
20 + γ
Jg
10 c
Jg
1 − βs20cJg1
)
LQ + c
Jg
2
]
, (A.9)
where here Γcusp = CA γcusp. The coefficients are given by
c
Jg
1 = CA
(67
9
− 2π
2
3
)
− 20
9
NFTR , (A.10a)
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c
Jg
2 = C
2
A
(20215
162
− 362π
2
27
− 88ζ3
3
+
17π4
36
)
+ CANFTR
(
− 1520
27
+
134π2
27
− 16ζ3
3
)
+ CFNFTR
(
− 55
3
+ 16ζ3
)
+N2FT
2
R
(400
81
− 8π
2
27
)
(A.10b)
and agree with Ref. [32].
A.4 ǫ-scalar jet function
The results in this subsection depend on α4ǫ as well as αs and αe. We start by listing
the explicit two-loop coefficients entering Eq. (7.53):
¯ ǫ;AA200 =
8
ǫ4
+
1
ǫ3
(59
3
− Nǫ
6
)
+
1
ǫ2
(493
9
− 3π2 − 7Nǫ
9
)
+
1
ǫ
(31675
216
− 17π
2
2
− 40ζ3 +Nǫ(π
2
12
− 625
216
)
)
+
502189
1296
− 445π
2
18
+
13π4
180
− 376
3
ζ3 +Nǫ
(− 12787
1296
+
7π2
18
+
4
3
ζ3
)
, (A.11a)
¯ ǫ;Af200 = −
4
3ǫ3
− 44
9ǫ2
+
1
ǫ
(2π2
3
− 457
27
)
− 9037
162
+
22π2
9
+
32
3
ζ3 , (A.11b)
¯ ǫ;Af020 =
1
ǫ2
(− 2 +Nǫ)+ 1
ǫ
(− 9 +Nǫ9
2
)− 61
2
+Nǫ
61
4
+ π2 −Nǫπ
2
2
, (A.11c)
¯ ǫ;Ff020 =
1
ǫ2
(
4−Nǫ
)
+
1
ǫ
(
18− 7Nǫ
2
)
+ 61−Nǫ33
4
− 2π2 +Nǫπ
2
2
, (A.11d)
¯ ǫ; ff020 =
4
ǫ2
+
16
ǫ
+ 48− 2π2 , (A.11e)
¯ ǫ;AA002 =
3
8ǫ
(
1−Nǫ
)
+
39
16
−Nǫ39
16
, (A.11f)
¯ ǫ;Af110 = −
8
ǫ3
− 24
ǫ2
+
1
ǫ
(10π2
3
− 64)− 156 + 32π2
3
+ 24ζ3 , (A.11g)
¯ ǫ;Ff110 = −
6
ǫ2
− 29
ǫ
− 227
2
+ 3π2 + 24ζ3 . (A.11h)
The expression for the renormalized ǫ-scalar jet function in Laplace space is consider-
ably more complicated than the corresponding expression for the quark- or gluon-jet
function. Contrary to the quark- and gluon-jet function, there is still a dependence
on αe and α4ǫ. The finite ǫ-scalar jet function is given by
ǫfin(Q
2, µ) = 1 +
αs
4π
[
Γ100
L2Q
2
+ γJǫ100LQ + c
Jǫ
100
]
+
αe
4π
[
Γ010
L2Q
2
+ γJǫ010LQ + c
Jǫ
010
]
+
(αs
4π
)2[
Γ2100
L4Q
8
+ (−βs200 + 3γJǫ100)Γ100
L3Q
6
+ (Γ200 + (γ
Jǫ
100)
2 − βs200γJǫ100 + cJǫ100Γ100)
L2Q
2
+ (γJǫ200 + γ
Jǫ
100c100 − βs200cJǫ100)LQ + cJǫ200
]
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+
(αe
4π
)2[
Γ2010
L4Q
8
+ (−βe020 + 3γJǫ010)Γ010
L3Q
6
+ (Γ020 + (γ
Jǫ
010)
2 − βe020γJǫ010 + cJǫ010Γ010)
L2Q
2
+ (γJǫ020 + γ
Jǫ
010c010 − βe020cJǫ010)LQ + cJǫ020
]
+
(α4ǫ
4π
)2[
Γ2001
L4Q
8
+ (−β4ǫ002 + 3γJǫ001)Γ001
L3Q
6
+ (Γ002 + (γ
Jǫ
001)
2 − β4ǫ002γJǫ001 + cJǫ001Γ001)
L2Q
2
+ (γJǫ002 + γ
Jǫ
001c
Jǫ
001 − β4ǫ002cJǫ001)LQ + cJǫ002
]
+
(αs
4π
)(αe
4π
)[
Γ010Γ100
L4Q
4
+ (−(βe110Γ010 + βs110Γ100) + 3(Γ010γJǫ100 + Γ100γJǫ010))
L3Q
6
+ (Γ110 + 2γ
Jǫ
010γ
Jǫ
100 − (βe110γJǫ010 + βs110γJǫ100) + cJǫ100Γ010 + cJǫ010Γ100)
L2Q
2
+ (γJǫ110 + γ
Jǫ
100c
Jǫ
010 + γ
Jǫ
010c
Jǫ
100 − (βe110cJǫ010 + βs110cJǫ100))LQ + cJǫ110
]
, (A.12)
where we have kept all terms of O(α2s), O(α2e), O(α24ǫ) and O(αs αe), that appear
in the structure of the equation, even if they are zero. The limit Nǫ → 0 has
been taken and as usual we indicate this in the notation by dropping the bar, e.g.
βe = limNǫ→0 β¯
e. The coefficients of the anomalous dimension of the ǫ-scalar jet can
be read off Eq. (7.56). In particular γJǫ001 = 0. The coefficients of the cusp anomalous
dimensions can be read off Eq. (B.1f) and only Γ100 and Γ200 are non-vanishing.
The non-logarithmic terms of Eq. (A.12) read
cJǫ100 = 8CA −
2π2
3
CA , (A.13a)
cJǫ010 = −4NFTR , (A.13b)
cJǫ001 = 0 , (A.13c)
cJǫ200 =
[177325
1296
− 257π
2
18
+
17π4
36
− 32ζ3
]
C2A +
[14
9
π2 − 5581
162
]
CANFTR , (A.13d)
cJǫ020 =
[π2
3
− 29
2
]
CANFTR +
[
29− 2π
2
3
]
CFNFTR +
[
16− 2π
2
3
]
N2FT
2
R , (A.13e)
cJǫ002 =
39
16
C2A , (A.13f)
cJǫ110 =
[16π2
3
− 28− 8ζ3
]
CANFTR +
[
π2 − 131
2
+ 24ζ3
]
CFNFTR . (A.13g)
A.5 Heavy form factor
We give here only the expressions for the renormalized result that contributes in fdh
and not in cdr. In addition to that, the full fdh result includes the already known
expression in cdr given in [78]. We follow the notation given in 9.11.
F01(x) = −2CFNǫ(x− 1)H(0, x)
4(x+ 1)
. (A.14)
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The two-loop contribution is given by
F20(x) = 4CACFNǫ
1− x2
[ 1
ǫ2
(
− 1
24
x2H(0, x)− 1
24
H(0, x) +
x2
24
− 1
24
)
+
1
ǫ
(1
9
x2H(0, x) +
1
9
H(0, x)− x
2
9
+
1
9
+ L(
1
12
x2H(0, x) +
1
12
H(0, x)
− x
2
12
+
1
12
)
)
+
1
36
π2x2H(−1, x) + 1
72
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311
432
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− 25
36
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72
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3
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6
x2H(−1, 0, 0, x)
− 1
6
x2H(0,−1, 0, x) + 1
12
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7
72
xH(0, x)− 1
6
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+
1
12
xH(0, 0, x) +
1
36
π2H(−1, x) + 1
72
π2H(0, x) +
311
432
H(0, x)
− 25
36
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72
H(0, 0, x) +
1
3
H(−1,−1, 0, x)− 1
6
H(−1, 0, 0, x)
− 1
6
H(0,−1, 0, x) + 1
12
H(0, 0, 0, x)− x
2ζ(3)
6
− 37π
2x2
432
− 83x
2
108
− π
2x
72
− ζ(3)
6
− 13π
2
432
+
83
108
+ L(
1
8
x2H(0, x)− 1
6
x2H(−1, 0, x)
+
1
12
x2H(0, 0, x) +
1
12
xH(0, x) +
1
8
H(0, x)− 1
6
H(−1, 0, x) + 1
12
H(0, 0, x)
− π
2x2
72
− x
2
6
− π
2
72
+
1
6
) + L2(− 1
24
x2H(0, x)− 1
24
H(0, x) +
x2
24
− 1
24
)
− 1
144
π2x2H(0, x)− 1
144
π2H(0, x) +
π2x2
144
− π
2
144
]
, (A.15)
F02(x) = 4CACF
{
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(−1 + x)(1 + x)5
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− 1
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24
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π2H(−1, x)x5 + 5
4
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H(0, 0, 0, 0, x)x5 − 3H(0, 1, 0, 0, x)x5 + 2H(1, 0, 0, 0, x)x5
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5
2
+
2π4x5
45
− 17π
2x5
4
+ x5 − 2π2H(−1, x)x4 − 25
4
π2H(0, x)x4
− 7
4
H(0, x)x4 − 1
4
H(−1, 0, x)x4 + 2π2H(0,−1, x)x4
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6
π2H(0, 0, x)x4 − 53
4
H(0, 0, x)x4 − 6π2H(1, 0, x)x4
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+
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H(0, 0, 0, x)x3 + 76H(0,−1, 0, 0, x)x3 − 50H(0, 0,−1, 0, x)x3
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− 76H(0, x)ζ(3)x3 + 349π
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+
13π2x3
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+ 2π2H(−1, x)x2
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12
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4
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π2H(0, 0, x)x− 2H(0, 0, x)x
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2
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+H(0, 1, 0, 0, x)x2 + 14H(1, 0, 0, 0, x)x2 − 10H(0, x)ζ(3)x2
− 22ζ(3)x2 + 59π
4x2
720
+
3π2x2
32
+
x2
8
− 5
4
π2H(−1, x)x+ 5
24
π2H(0, x)x+
17
16
H(0, x)x
− 7
4
H(−1, 0, x)x− 1
2
π2H(0,−1, x)x+ 3
8
H(0, 0, x)x
− 1
3
π2H(1, 0, x)x− 5
2
H(−1, 0, 0, x)x− 5
2
H(0,−1, 0, x)x
− 5
2
H(1, 0, 0, x)x−H(0,−1, 0, 0, x)x−H(0, 0,−1, 0, x)x
− 1
2
H(0, 0, 0, 0, x)x−H(0, 1, 0, 0, x)x− 2H(1, 0, 0, 0, x)x
+H(0, x)ζ(3)x+
5ζ(3)x
2
− π
4x
360
+
37π2x
48
− x
2
− 3
32
H(0, x) +
1
8
H(−1, 0, x)
− 3
16
H(0, 0, x) +
π2
32
− 3
8
+ L(−1
8
x6H(0, x)− 1
4
x5H(0, x) +
1
8
x4H(0, x)
+
1
2
x3H(0, x) +
1
8
x2H(0, x)− 1
4
xH(0, x)− 1
8
H(0, x))
]}
+ 4CFNFNǫ
{
1
(−1 + x)(1 + x)5
[ 5
16
x6H(0, x)− 1
4
x6H(−1, 0, x)
+
1
8
x6H(0, 0, x) +
9
8
x5H(0, x)− 1
2
x5H(−1, 0, x) + 1
4
x5H(0, 0, x)
+
27
16
x4H(0, x) +
1
4
x4H(−1, 0, x)− 1
8
x4H(0, 0, x) +
7
4
x3H(0, x)
+ x3H(−1, 0, x)− 1
2
x3H(0, 0, x) +
27
16
x2H(0, x) +
1
4
x2H(−1, 0, x)
− 1
8
x2H(0, 0, x) +
9
8
xH(0, x)− 1
2
xH(−1, 0, x) + 1
4
xH(0, 0, x)
103
+
5
16
H(0, x)− 1
4
H(−1, 0, x) + 1
8
H(0, 0, x)− π
2x6
48
− x
6
4
− π
2x5
24
− x5 + π
2x4
48
− 5x
4
4
+
π2x3
12
+
π2x2
48
+
5x2
4
− π
2x
24
+ x− π
2
48
+
1
4
+ L(
1
8
x6H(0, x) +
1
4
x5H(0, x)
− 1
8
x4H(0, x)− 1
2
x3H(0, x)− 1
8
x2H(0, x) +
1
4
xH(0, x) +
1
8
H(0, x))
]}
+ 4CFNHNǫ
{
1
(−1 + x)(1 + x)5
[ 5
16
x6H(0, x)− 1
8
x6H(0, 0, x)
+
7
8
x5H(0, x) +
1
4
x5H(0, 0, x) +
5
12
π2x4H(0, x)
+
59
16
x4H(0, x)− 17
8
x4H(0, 0, x) +
5
2
x4H(0, 0, 0, x)
− 1
6
π2x3H(0, x) +
25
4
x3H(0, x)− x3H(0, 0, 0, x)
+
5
12
π2x2H(0, x) +
59
16
x2H(0, x) +
17
8
x2H(0, 0, x)
+
5
2
x2H(0, 0, 0, x) +
7
8
xH(0, x)− 1
4
xH(0, 0, x)
+
5
16
H(0, x) +
1
8
H(0, 0, x)− π
2x6
48
− 5x
6
8
+
π2x5
24
− 2x5 − 17π
2x4
48
− 17x
4
8
+
17π2x2
48
+
17x2
8
− π
2x
24
+ 2x
+
π2
48
+
5
8
+ L(
1
8
x6H(0, x) +
1
4
x5H(0, x)
− 1
8
x4H(0, x)− 1
2
x3H(0, x)− 1
8
x2H(0, x)
+
1
4
xH(0, x) +
1
8
H(0, x)) + L2(x4H(0, x)
+ 2x3H(0, x) + x2H(0, x) +
x5
2
+ x4 − x2 − x
2
)
]}
, (A.16)
F11(x) = 4C
2
FNǫ
(−1 + x)(1 + x)5
[1
ǫ
(1
4
x6H(0, x)− 1
2
x6H(0, 0, x)
+
1
2
x5H(0, x)− x5H(0, 0, x)− 1
4
x4H(0, x)− 1
2
x4H(0, 0, x)
− x3H(0, x)− 1
4
x2H(0, x) +
1
2
x2H(0, 0, x) +
1
2
xH(0, x) + xH(0, 0, x)
104
+
1
4
H(0, x) +
1
2
H(0, 0, x)
)
− 3
4
LH(0, x)x6 +
1
6
π2H(0, x)x6
+
1
2
H(0, x)x6 +H(−1, 0, x)x6 − 7
4
H(0, 0, x)x6
+ 2H(−1, 0, 0, x)x6 −H(0,−1, 0, x)x6 − 1
2
H(0, 0, 0, x)x6
+H(0, 1, 0, x)x6 − 2H(1, 0, 0, x)x6 + ζ(3)x6 − π
2x6
24
− x
6
4
− 3
2
LH(0, x)x5 +
5
2
π2H(0, x)x5
+
7
2
H(0, x)x5 + 18H(−1, 0, x)x5 − 69
2
H(0, 0, x)x5
− 12H(1, 0, x)x5 − 2H(0,−1, 0, x)x5 + 15H(0, 0, 0, x)x5
+ 6H(0, 1, 0, x)x5 + 2H(1, 0, 0, x)x5 + 7ζ(3)x5 − 37π
2x5
12
− 2x5 + 3
4
LH(0, x)x4 +
3
2
π2H(0, x)x4 +
7
2
H(0, x)x4
− 33H(−1, 0, x)x4 + 1
3
π2H(0, 0, x)x4 +
141
4
H(0, 0, x)x4
− 30H(−1, 0, 0, x)x4 + 95H(0,−1, 0, x)x4 − 9
2
H(0, 0, 0, x)x4
− 39H(0, 1, 0, x)x4 + 94H(1, 0, 0, x)x4 − 12H(0, 0,−1, 0, x)x4
+ 6H(0, 0, 0, 0, x)x4 + 8H(0, 0, 1, 0, x)x4 − 8H(0, 1, 0, 0, x)x4
+ 6H(0, x)ζ(3)x4 − 7ζ(3)x4 + 11π
4x4
60
− 61π
2x4
24
− 13x
4
4
+ 3LH(0, x)x3 + 7π2H(0, x)x3 +H(0, x)x3
− 100H(−1, 0, x)x3 + 2
3
π2H(0, 0, x)x3 + 62H(0, 0, x)x3
+ 24H(1, 0, x)x3 + 42H(0, 0, 0, x)x3 − 48H(0,−1, 0, 0, x)x3
+ 168H(0, 0,−1, 0, x)x3 − 24H(0, 0, 0, 0, x)x3 − 80H(0, 0, 1, 0, x)x3
+ 152H(0, 1, 0, 0, x)x3 − 24H(0, x)ζ(3)x3 − 43π
4x3
30
− 13π
2x3
3
+
3
4
LH(0, x)x2 − 4
3
π2H(0, x)x2
+
7
2
H(0, x)x2 − 33H(−1, 0, x)x2 + 1
3
π2H(0, 0, x)x2
− 9
4
H(0, 0, x)x2 + 30H(−1, 0, 0, x)x2 − 95H(0,−1, 0, x)x2
+
11
2
H(0, 0, 0, x)x2 + 39H(0, 1, 0, x)x2 − 94H(1, 0, 0, x)x2
− 12H(0, 0,−1, 0, x)x2 + 6H(0, 0, 0, 0, x)x2 + 8H(0, 0, 1, 0, x)x2
105
− 8H(0, 1, 0, 0, x)x2 + 6H(0, x)ζ(3)x2 + 7ζ(3)x2 + 11π
4x2
60
− 71π
2x2
24
+
13x2
4
− 3
2
LH(0, x)x
+
5
6
π2H(0, x)x+
7
2
H(0, x)x+ 18H(−1, 0, x)x
+
9
2
H(0, 0, x)x− 12H(1, 0, x)x+ 2H(0,−1, 0, x)x
+ 5H(0, 0, 0, x)x− 6H(0, 1, 0, x)x− 2H(1, 0, 0, x)x
− 7ζ(3)x+ 25π
2x
12
+ 2x− 3
4
LH(0, x)
+
1
2
H(0, x) +H(−1, 0, x) + 3
4
H(0, 0, x)
− 2H(−1, 0, 0, x) +H(0,−1, 0, x) + 3
2
H(0, 0, 0, x)
−H(0, 1, 0, x) + 2H(1, 0, 0, x)− ζ(3) + 5π
2
24
+
1
4
]
+
4CACFNǫ
(−1 + x)(1 + x)5
[ 1
12
π2H(0, x)x6 − 11
8
H(0, x)x6 − 3
4
H(−1, 0, x)x6
+
1
4
H(0, 0, x)x6 − 1
2
H(1, 0, x)x6 +
1
2
H(0,−1, 0, x)x6
+
1
2
H(0, 0, 0, x)x6 +H(1, 0, 0, x)x6 − ζ(3)x
6
4
− π
2x6
3
+
7x6
8
− 95
12
π2H(0, x)x5
+
1
2
H(0, x)x5 +
57
2
H(−1, 0, x)x5 − 2
3
π2H(0, 0, x)x5
− 57
2
H(0, 0, x)x5 − 8
3
π2H(1, 0, x)x5 + 5H(1, 0, x)x5
+ 58H(−1, 0, 0, x)x5 − 27H(0,−1, 0, x)x5 − 63H(0, 0, 0, x)x5
− 2H(0, 1, 0, x)x5 − 29H(1, 0, 0, x)x5 − 16H(0,−1, 0, 0, x)x5
+ 8H(0, 0,−1, 0, x)x5 + 8H(0, 1, 0, 0, x)x5 − 16H(1, 0, 0, 0, x)x5
+ 16H(0, x)ζ(3)x5 − 59ζ(3)x5 − 17π
4x5
90
+
25π2x5
2
+ x5 +
121
4
π2H(0, x)x4 − 5
8
H(0, x)x4 +
3
4
H(−1, 0, x)x4
+
13
2
π2H(0, 0, x)x4 + 41H(0, 0, x)x4 +
80
3
π2H(1, 0, x)x4
+
1
2
H(1, 0, x)x4 − 208H(−1, 0, 0, x)x4 + 129
2
H(0,−1, 0, x)x4
+
487
2
H(0, 0, 0, x)x4 + 20H(0, 1, 0, x)x4 + 65H(1, 0, 0, x)x4
+ 160H(0,−1, 0, 0, x)x4 − 74H(0, 0,−1, 0, x)x4 − 3H(0, 0, 0, 0, x)x4
106
− 4H(0, 0, 1, 0, x)x4 − 76H(0, 1, 0, 0, x)x4 + 160H(1, 0, 0, 0, x)x4
− 163H(0, x)ζ(3)x4 + 911ζ(3)x
4
4
+
647π4x4
360
− 533π
2x4
24
− 5x
4
8
− 175
6
π2H(0, x)x3
− 5H(0, x)x3 − 57H(−1, 0, x)x3 − 41
3
π2H(0, 0, x)x3
+
47
2
H(0, 0, x)x3 − 160
3
π2H(1, 0, x)x3 − 10H(1, 0, x)x3
− 175H(0, 0, 0, x)x3 − 296H(0,−1, 0, 0, x)x3 + 76H(0, 0,−1, 0, x)x3
+ 12H(0, 0, 0, 0, x)x3 + 40H(0, 0, 1, 0, x)x3 + 84H(0, 1, 0, 0, x)x3
− 320H(1, 0, 0, 0, x)x3 + 332H(0, x)ζ(3)x3 − 551π
4x3
180
− 77π
2x3
12
+
77
6
π2H(0, x)x2 − 5
8
H(0, x)x2
+
3
4
H(−1, 0, x)x2 + 13
2
π2H(0, 0, x)x2 − 165
4
H(0, 0, x)x2
+
80
3
π2H(1, 0, x)x2 +
1
2
H(1, 0, x)x2 + 208H(−1, 0, 0, x)x2
− 129
2
H(0,−1, 0, x)x2 + 15H(0, 0, 0, x)x2 − 20H(0, 1, 0, x)x2
− 65H(1, 0, 0, x)x2 + 160H(0,−1, 0, 0, x)x2 − 74H(0, 0,−1, 0, x)x2
− 3H(0, 0, 0, 0, x)x2 − 4H(0, 0, 1, 0, x)x2 − 76H(0, 1, 0, 0, x)x2
+ 160H(1, 0, 0, 0, x)x2 − 163H(0, x)ζ(3)x2 − 911ζ(3)x
2
4
+
647π4x2
360
+
45π2x2
2
+
5x2
8
− 11
4
π2H(0, x)x
+
1
2
H(0, x)x+
57
2
H(−1, 0, x)x− 2
3
π2H(0, 0, x)x
+ 5H(0, 0, x)x− 8
3
π2H(1, 0, x)x+ 5H(1, 0, x)x
− 58H(−1, 0, 0, x)x+ 27H(0,−1, 0, x)x−H(0, 0, 0, x)x
+ 2H(0, 1, 0, x)x+ 29H(1, 0, 0, x)x− 16H(0,−1, 0, 0, x)x
+ 8H(0, 0,−1, 0, x)x+ 8H(0, 1, 0, 0, x)x− 16H(1, 0, 0, 0, x)x
+ 16H(0, x)ζ(3)x+ 59ζ(3)x− 17π
4x
90
− 73π
2x
12
− x− 11
8
H(0, x)− 3
4
H(−1, 0, x)− 1
2
H(1, 0, x)
− 1
2
H(0,−1, 0, x)−H(1, 0, 0, x) + ζ(3)
4
+
π2
24
− 7
8
]
, (A.17)
where L = ln
(
µ2
m2
)
.
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A.6 Heavy-to-light form factor
We give here only the expressions for the renormalized result that contributes in fdh
and not in cdr. In addition to that, the full fdh result includes the already known
expression in cdr given in [84]. We follow the notation given in 9.11.
F01(y) = NǫCF
[
+
1
4ǫ
+
1
4
− 1
2
H(−1,−x)
]
. (A.18)
F20(y) = CFCANǫ
{
− 1
8ǫ3
+
1
6
H(−1,−y) + L
6
− 7
72
ǫ2
+
−1
3
LH(−1,−y)− 4
9
H(−1,−y)− L2
12
+ 5L
12
+ π
2
48
+ 263
432
ǫ
+
1
6
L2H(−1,−y)− 1
2
LH(−1,−y) + 2
3
LH(−1,−1,−y)
− 1
3
LH(0,−1,−y)− H(−1,−y)
6y
− 5
36
π2H(−1,−y)− 311
108
H(−1,−y)
+
25
9
H(−1,−1,−y)− 25
18
H(0,−1,−y)− 4
3
H(−1,−1,−1,−y)
+
2
3
H(−1, 0,−1,−y) + 2
3
H(0,−1,−1,−y)− 1
3
H(0, 0,−1,−y)
+
L3
36
− 5L
2
24
− π
2L
72
+ L+
5ζ(3)
18
+
107π2
432
+
10799
2592
+
1
36
π2H(−1,−y) + π
2L
36
+
ζ(3)
12
− 7π
2
432
}
, (A.19)
F02(y) = C2F
{
Nǫ
[
1
2ǫ2
− L
ǫ
+ (y − 1)4
(L2y4
2
− Ly4 + 2LH(−1,−y)y4
+ 2H(−1,−y)y4 − 3H(−1,−1,−y)y4 +H(0,−1,−y)y4
− 5π
2y4
12
+
3y4
2
− 2L2y3 + 4Ly3
+
1
2
π2H(−2,−y)y3 − 8LH(−1,−y)y3 + 15
2
π2H(−1,−y)y3
− 13H(−1,−y)y3 − 31H(−1,−1,−y)y3 − 2π2H(0,−1,−y)y3
+ 45H(0,−1,−y)y3 +H(−2,−1,−1,−y)y3 − 15H(−1, 0,−1,−y)y3
+ 31H(0,−1,−1,−y)y3 − 17H(0, 0,−1,−y)y3+ 4H(0,−1, 0,−1,−y)y3
− 8H(0, 0,−1,−1,−y)y3+ 4H(0, 0, 0,−1,−y)y3− 9ζ(3)y
3
4
+
1
4
π2 ln(4)y3 − 3π
4y3
10
− 77π
2y3
6
108
− 5y3 + 3L2y2 − 6Ly2 − 7
2
π2H(−2,−y)y2
+ 12LH(−1,−y)y2 + 33
2
π2H(−1,−y)y2 + 29H(−1,−y)y2
+ 45H(−1,−1,−y)y2 − 18π2H(0,−1,−y)y2 − 19H(0,−1,−y)y2
− 7H(−2,−1,−1,−y)y2 − 33H(−1, 0,−1,−y)y2 + 59H(0,−1,−1,−y)y2
− 19H(0, 0,−1,−y)y2+ 36H(0,−1, 0,−1,−y)y2− 72H(0, 0,−1,−1,−y)y2
+ 36H(0, 0, 0,−1,−y)y2+ 63ζ(3)y
2
4
− 7
2
π2 ln(2)y2
− 27π
4y2
10
− 17π
2y2
3
+ 6y2 − 2L2y + 4Ly
+ 5π2H(−2,−y)y − 8LH(−1,−y)y − 39
2
π2H(−1,−y)y
− 29H(−1,−y)y + 15H(−1,−1,−y)y − 15π2H(0,−1,−y)y
− 35H(0,−1,−y)y + 10H(−2,−1,−1,−y)y + 39H(−1, 0,−1,−y)y
− 68H(0,−1,−1,−y)y + 32H(0, 0,−1,−y)y + 30H(0,−1, 0,−1,−y)y
− 60H(0, 0,−1,−1,−y)y + 30H(0, 0, 0,−1,−y)y− 19ζ(3)y
2
+ 5π2 ln(2)y − 9π
4y
4
+
37π2y
2
− 3y
+
L2
2
− L+ π2H(−2,−y) + 2LH(−1,−y)
− 9
2
π2H(−1,−y) + 13H(−1,−y)− 26H(−1,−1,−y)
− π2H(0,−1,−y) + 8H(0,−1,−y) + 2H(−2,−1,−1,−y)
+ 9H(−1, 0,−1,−y)− 16H(0,−1,−1,−y) + 10H(0, 0,−1,−y)
+ 2H(0,−1, 0,−1,−y)− 4H(0, 0,−1,−1,−y) + 2H(0, 0, 0,−1,−y)
+
ζ(3)
2
+
1
4
π2 ln(16)− 3π
4
20
+
5π2
12
+
1
2
− 2H(−1,−y)
y
)
+
π2
12
]
+N2ǫ
[
− 3
32ǫ2
+
−4H(−1,−y) + 8L+ 1
32ǫ
+ (y − 1)4
(
− 1
8
L2y4
+
Ly4
4
− 1
2
LH(−1,−y)y4 − 5
8
H(−1,−y)y4
+
5
4
H(−1,−1,−y)y4 − 3
8
H(0,−1,−y)y4 + π
2y4
16
+
7y4
64
+
L2y3
2
− Ly3 − 1
4
π2H(−2,−y)y3
109
+ 2LH(−1,−y)y3 + 7
4
H(−1,−y)y3 − 6H(−1,−1,−y)y3
+
5
2
H(0,−1,−y)y3 − 1
2
H(−2,−1,−1,−y)y3 − 1
2
H(0,−1,−1,−y)y3
+H(0, 0,−1,−y)y3 + 9ζ(3)y
3
8
− 1
8
π2 ln(4)y3
− π
2y3
12
+
9y3
16
− 3L
2y2
4
+
3Ly2
2
+
7
4
π2H(−2,−y)y2 − 3LH(−1,−y)y2 + 9
2
π2H(−1,−y)y2
− 15
4
H(−1,−y)y2 − 9H(−1,−1,−y)y2 − 3
2
π2H(0,−1,−y)y2
+
87
4
H(0,−1,−y)y2 + 7
2
H(−2,−1,−1,−y)y2 − 9H(−1, 0,−1,−y)y2
+
43
2
H(0,−1,−1,−y)y2 − 16H(0, 0,−1,−y)y2+ 3H(0,−1, 0,−1,−y)y2
− 6H(0, 0,−1,−1,−y)y2+ 3H(0, 0, 0,−1,−y)y2− 63ζ(3)y
2
8
+
7
4
π2 ln(2)y2 − 9π
4y2
40
− 181π
2y2
24
− 75y
2
32
+
L2y
2
− Ly − 5
2
π2H(−2,−y)y
+ 2LH(−1,−y)y + 7H(−1,−y)y + 59
2
H(−1,−1,−y)y
− 6π2H(0,−1,−y)y − 28H(0,−1,−y)y − 5H(−2,−1,−1,−y)y
− 5H(0,−1,−1,−y)y + 7
2
H(0, 0,−1,−y)y + 12H(0,−1, 0,−1,−y)y
− 24H(0, 0,−1,−1,−y)y + 12H(0, 0, 0,−1,−y)y+ 19ζ(3)y
4
− 5
2
π2 ln(2)y − 9π
4y
10
+
55π2y
12
+
41y
16
− L
2
8
+
L
4
− 1
2
π2H(−2,−y)− 1
2
LH(−1,−y)
− 9
2
π2H(−1,−y)− 53
8
H(−1,−y)− 57
4
H(−1,−1,−y)
− 3
2
π2H(0,−1,−y) + 29
8
H(0,−1,−y)−H(−2,−1,−1,−y)
+ 9H(−1, 0,−1,−y)− 19H(0,−1,−1,−y) + 17
2
H(0, 0,−1,−y)
+ 3H(0,−1, 0,−1,−y)− 6H(0, 0,−1,−1,−y) + 3H(0, 0, 0,−1,−y)
− ζ(3)
4
− 1
8
π2 ln(16)− 9π
4
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+
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− 3H(−1,−1,−y)
2y
+
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− 1
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2
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+
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2
H(−1,−1,−y)y + 15
2
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+
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+
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+
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4
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4
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2
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− 7
8
π2 ln(2)y2 − 27π
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40
− 17π
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+
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− L
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4
π2H(−2,−y)y
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− 2LH(−1,−y)y − 39
8
π2H(−1,−y)y − 29
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+
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4
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4
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4
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+ 8H(0, 0,−1,−y)y + 15
2
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+
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2
H(0, 0, 0,−1,−y)y− 19ζ(3)y
8
+
5
4
π2 ln(2)y
− 9π
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16
+
37π2y
8
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+
L2
8
− L
4
+
1
4
π2H(−2,−y)
+
1
2
LH(−1,−y)− 9
8
π2H(−1,−y) + 13
4
H(−1,−y)
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2
H(−1,−1,−y)− 1
4
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+
1
2
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4
H(−1, 0,−1,−y)− 4H(0,−1,−1,−y)
+
5
2
H(0, 0,−1,−y) + 1
2
H(0,−1, 0,−1,−y)−H(0, 0,−1,−1,−y)
+
1
2
H(0, 0, 0,−1,−y) + ζ(3)
8
+
1
16
π2 ln(16)
− 3π
4
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+
5π2
48
+
1
8
− H(−1,−y)
2y
)
+
π2
48
]}
+ CFNFNǫ
{
1
8ǫ2
+
1
ǫ
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− 3
16
− L
4
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+
1
2
LH(−1,−y)− H(−1,−y)
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+
5
4
H(−1,−y)−H(−1,−1,−y) + 1
2
H(0,−1,−y)
+
L2
8
− L
4
− 5π
2
48
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32
+
π2
48
}
+ CFNHNǫ
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− L
4ǫ
+ (y − 1)4
(1
2
Ly4H(−1,−y)
− 2Ly3H(−1,−y) + 3Ly2H(−1,−y)− 2LyH(−1,−y)
+
1
2
LH(−1,−y) + 5
4
y4H(−1,−y)− 1
2
y4H(0,−1,−y)
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2
y3H(−1,−y) + 19
2
y2H(−1,−y)− 2y2H(0,−1,−y)
+ 4y2H(0, 0,−1,−y)− 11yH(−1,−y) + 21
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H(−1,−y)
+
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H(0,−1,−y) + 2H(0, 0,−1,−y)− H(−1,−y)
2y
113
+
L2y4
8
− L
2y3
2
+
3L2y2
4
− L
2y
2
+
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8
− Ly
4
4
+ Ly3 − 3Ly
2
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+ Ly
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4
− π
2y4
48
− 41y
4
16
+
π2y3
12
+
37y3
4
+ 4y2ζ(3)− π
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8
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2
8
+
π2y
12
+
41y
4
+ 2ζ(3)− π
2
48
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16
)
+
}
, (A.20)
F11(y) = C2FNǫ
{
− 1
4ǫ3
+
H(−1,−y)− 13
8
ǫ2
+
3H(−1,−y)− 4H(−1,−1,−y) +H(0,−1,−y) + 3L
2
− π2
8
− 23
8
ǫ
+
1
6
π2H(−1,−y) + ζ(3)
6
− 13π
2
48
+ (y − 1)4
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− 3
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L2y4 +
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− 3LH(−1,−y)y4 + 1
3
π2H(−1,−y)y4 + 7H(−1,−y)y4
+
1
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π2H(1,−y)y4 − 5H(−1,−1,−y)y4 + 16H(−1,−1,−1,−y)y4
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5π2y4
24
− 10y4 + 3L2y3 − 6Ly3 − 5
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π2H(−2,−y)y3
+ 12LH(−1,−y)y3 − 2π2H(−1,−y)y3 − 26H(−1,−y)y3
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+ 23H(0,−1,−1,−y)y3 + 14H(0, 0,−1,−y)y3+ 16H(1, 0,−1,−y)y3
+
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4
− 5
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π2 ln(2)y3 +
13π2y3
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+ 41y3 − 9L
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+ 9Ly2
+ 8π2H(−2,−y)y2 − 18LH(−1,−y)y2 + 22
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+ 20H(0,−1,−1,−y)y2 − 12H(0, 0,−1,−y)y2+ 16H(1, 0,−1,−y)y2
+ 4H(0,−1, 0,−1,−y)y2 − 8H(0, 0,−1,−1,−y)y2 − 12H(0, 0, 0,−1,−y)y2
114
− 16H(0, 1, 0,−1,−y)y2− 33ζ(3)y2 + 8π2 ln(2)y2 + π
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+ 12LH(−1,−y)y + 6π2H(−1,−y)y − 4H(−1,−y)y
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3
π2H(1,−y)y + 107H(−1,−1,−y)y − 38
3
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+ CFCANǫ
{
11
8ǫ
+ (y − 1)4
(
− 11
2
H(−1,−y)y4 − 1
6
π2H(1,−y)y4
− 5
2
H(−1,−1,−y)y4 + 5
2
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3
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+
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16
)}
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A.7 Heavy-to-light soft function
Here we list the explicit two-loop coefficients entering Eq. (9.57):
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K¯F =
2
ǫ4
− 4
ǫ3
+
2 + 5π
2
3
ǫ2
+
2 (14ζ(3)− 5π2)
3ǫ
− 56ζ(3)
3
+
5π2
3
+
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, (A.22)
K¯A = − 11
6ǫ3
+
3π2 − 1
18ǫ2
+
9ζ(3)− 55
27
− 37π2
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ǫ
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−78660ζ(3)− 6520− 5535π2 + 963π4
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1
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1
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1
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, (A.23)
K¯f =
2
3ǫ3
− 2
9ǫ2
+
27π2 − 4
27ǫ
+
1
81
(
900ζ(3)− 8− 27π2) . (A.24)
After renormalization and setting ǫ→ 0 we obtain a finite and scheme indepen-
dent soft function. The structure in Laplace space is given by
sfin(Ω, µ) = 1 +
αs
4π
[
− Γ10L
2
4
+ γS10L+ c
S
1
]
+
(αs
4π
)2[
(Γ10)
2 L
4
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(
βs20 − 3γS10
)
Γ10
L3
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(
24γS10(−βs20 + γS10)− 12Γ10cS1 − 12Γ20
)L2
48
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(
cS1 (−βs20 + γS10) + γS20
)
L+ cS2
]
, (A.25)
where here Γcusp = CF γcusp and
cS1 = CF
(
− 5π
2
6
)
, (A.26)
cS2 = C
2
F
(25π4
72
)
+ CFCA
(
− 283ζ(3)
9
− 326
81
− 233π
2
36
+
107π4
180
)
+ CFTRNF
( 1
81
(
396ζ(3)− 8 + 63π2) ) (A.27)
and is in agreement with previous results [90].
B Anomalous dimensions
In this appendix we collect all results for the anomalous dimensions relevant for this
work without distinguishing the various α4ǫ,i.
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We give the explicit results with TR = 1/2 in the fdh/dred scheme, see
Eqs. (6.18) and (6.19) for definitions and relations. The cdr/hv results are ob-
tained by setting Nǫ = 0. Of course, γ¯ǫ is only meaningful for dred.
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+
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+
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+
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4π
)
( 4 )
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+
(αs
4π
)2 [
CA
(268
9
− 4
3
π2
)
− 40
9
NF −Nǫ16
9
CA
]
+O(α3) , (B.1e)
γ¯cusp(β) = γ¯cusp(αs) β coth β + 8CA
(αs
4π
)2{
β2 +
π2
6
+ ζ3
+ coth β
[
Li2(e
−2β)− 2β ln(1− e−2β)− π
2
6
(1 + β)− β2 − β
3
3
]
+ coth2 β
[
Li3(e
−2β) + β Li2(e
−2β)− ζ3 + π
2
6
β +
β3
3
]}
+O(α3) . (B.1f)
where O(α3) stands for a generic coupling α ∈ {αs, αe, α4ǫ,i}.
For the β functions we have
β¯s = −
(αs
4π
)2[11
3
CA − 2
3
NF +Nǫ
(
− CA
6
)]
+O(α3) , (B.2a)
β¯e = −
(αs
4π
)(αe
4π
)
(6CF )
−
(αe
4π
)2[
− 4CF + 2CA −NF +Nǫ
(
CF − CA
)]
+O(α3) . (B.2b)
A more complete list of coefficients for the β functions can be found in Ref. [29].
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