A new algorithm is proposed for the software implementation of modular multiplication, which uses pre-computations with a constant module. The developed modular multiplication algorithm provides high performance in comparison with the already known algorithms, and is oriented at the variable value of the module, especially with the software implementation on micro controllers and smart cards with a small number of bits.
Introduction
The operations of modular multiplication and modular exponentiation are the computational basis of an important category of the contemporary information security algorithms, which are based on the number theory [8] . In particular, the computational implementation of such important operations for the contemporary technologies where information security mechanisms are provided (Public Key Algorithms for encryption (RSA, ECC), Diffie-Hellman key exchange algorithm, Digital Signature Algorithms and Digital Signature Standard), are based on the operations of modular involution and modular multiplication. In order to provide the acceptable security level concerning attacks, the aforementioned algorithms utilize numbers with word lengths of thousands of bits. Thus, for the majority of applications, information security under contemporary conditions requires that the length of the numbers utilized in the algorithms (based on elliptical curves (ECC)), should range from 128 to 256 bits, while the length of the numbers utilized in the algorithms (based on exponential transformation) should range from 1024 to 2048 bits [5] .
Software implementation of modular multiplication for such long bit numbers on general-purpose processors or micro-controllers with a fixed number of bits (from 8 to 64) is very time consuming. Accordingly, the software implementation of information security, which is based on public key algorithms, on the universal processors, is carried out several orders slower in comparison with the symmetric algorithms (such as DES or AES), with the condition of ensuring adjacent levels of security attacks. The problem of the speed performance of the modular arithmetic operations of large numbers during the cryptographic algorithms implementation, is especially grave for low-length bit micro-controllers [2] .
The basic operation of the modular arithmetic utilized in algorithms of that class, is the modular involution, i.e., the calculation A К mod M. In this case, the majority of the cases of modular involution are carried out by the method of "squaring and multiplications" [1] , which uses a number of multiplications close to the theoretical minimum. Based on this, in order to increase the performance of the algorithms implementation by software, it is important to decrease the time needed for the modular multiplication. Consequently, searching for possibilities to increase the performance of modular multiplications with the use of software implementation on the general purpose processors and micro-controllers, is important and vital.
Principal Notations and Effectiveness Estimation Model of the Modular Multiplication Algorithms
The basic operation of the modular arithmetic, utilized in the information security algorithms is modular multiplication, i.e., the calculation R=A⋅B mod M. It is assumed that the result R, coefficient A, multiplicand B and module M are nbits binary numbers, and that the high-order bit of the module is equal to one: 2 n-1 ≤M 2 n , and that the co-factors are lower than the module: A<M, B<M. It is also assumed that the operation of modular multiplication is performed on the k-bits general purpose processors, microprocessors or micro-controllers.
Accordingly, each of the numbers, which participate in the operation of modular multiplication can be represented in the form of s = n/k -bits words:
where a j , b j , m j -k-bits word, j∈{0,…,s-1}. In contrast to the classical modular multiplication algorithm [1] , contemporary algorithms [3] , [6] , do not use the operation of division, which is ineffectively realized on the general purpose processors. Based on this, as a criterion of the productivity evaluation of the software implementation of modular multiplication algorithms, the total operation time of multiplication and addition, which are the basic operations of the contemporary algorithms of modular multiplication, is usually examined [5] .
It is assumed that the result of the multiplication command of two k-bits numbers is a 2k -bits representation. By denoting:
q m -as the number of the required multiplication commands t m -as the execution time needed for each command q a -as the number of additional commands t a -as the execution time of each additional command the estimation time of modular multiplication calculation of n-bits numbers, which is acceptable for the comparative accuracy analysis is: The classical algorithm for the modular multiplication software implementation [1] without detailing the method of the Reduce(X) procedure execution (which returns the modular reduction of X), is described as follows in the C++ language, in Algorithm 1. The operation of multiplication is performed word-by-word: each j -th (j=0,…, s-1) the k-bits word of coefficient a j is multiplied by shifting each of s words of multiplicand in B. The obtained product 2k-bits are added, forming (n+k) -bits, which is a partial representation of the product: (2) Following this, the modular reduction of the partial expression is carried out, obtaining j-th partial residual R j = a j ⋅B mod M. The result of the modular multiplication R=A⋅B mod M is formed as the sum of the modular reductions of the partial expression of the product:
The classical modular reduction algorithm is achieved with the use of the operation of the integer division of 2k bits divisible to the k-bits divider, obtaining a quotient and a residual.
Since the division of the n-bits numbers on the k-bits processor (n>>k) is carried out very ineffectively, the calculation of the reduction in the classical algorithm requires s(s+2 5) operations of multiplication and s operations of the integer division [3] .
At present, various algorithms are proposed [2] , [3] , [5] , which increase the performance of the software implementation of the modular multiplication operation. The largest part of the aforementioned algorithms realize the increase in the performance of modular multiplication due to the acceleration of modular reduction by the exception of the operation of integer division, which is used in the classical algorithm [1] .
Nowadays, the most effective method of modular multiplication is the Montgomery algorithm [6] , which is well adjusted to the architecture of universal processors. The Montgomery algorithm substitutes the operation of division into the random module M by the divisions into power of 2, which effectively are realized by SHIFTS. The operation of modular reduction in Montgomery's algorithm requires s(s+1) operations of multiplication.
The general computational complexity of the implementation of the Montgomery modular multiplication algorithm on a k -bits processor is determined by 2s 2 +s operations of multiplication and by 4s 2 +4s+2 additions. Accordingly, the calculation time T M of Montgomery's algorithm on the k-bits processor can be calculated approximately as follows:
Known algorithms assume that each calculation of modular multiplication is produced with the new values of co-factors A, B and of the module M. However, the analysis of the practical application of information security algorithms, which use modular multiplication, shows that both their keys, and respectively the module change relatively rarely. This offers the potential possibilities of further decrease of the computational complexity of modular multiplication by simplification in the reduction. The practical implementation of such possibilities requires special research and development. On this basis new modular multiplication algorithms should be developed, which will contain a constant module.
The purpose of this work is the development of an effective modular multiplication algorithm of large numbers on general purpose processors with a constant module.
Analysis of the Possibilities of Accelerating the Modular Multiplication in the Information Security Systems
The information security algorithms are based on cryptographic properties. This particular cryptographic property has to do with the non solution using an analytical method of "number theory" tasks. These algorithms require the special complex procedures of the generation of keys.
In particular, the widely used (in practice) algorithm RSA [5] uses a complex procedure to obtain the three numbers d, e and M, of length n from 1024 to 2048 bits, which satisfy the identity A One of the aforementioned keys depending on the protocol that the RSA uses is public, while the other is private. The analysis of the practical use of an RSA algorithm shows that the keys change relatively rarely so that with the use of the same key, tens of thousands of information blocks are processed. This makes it possible to consider that in the process of computational implementation, the RSA key and consequently the module are both in effect constant. Analogous reasonings can also be applied to a number of other, standardized and widely utilized in practice information security algorithms and in particular to the Digital Signature Standard algorithm [5] .
The constancy of the module M makes it possible to simplify the calculation of modular reduction in the multiplication process due to the use of precomputational results. Such pre-computations depend only on the value of the module M and therefore, they are carried out once with a change in the module. The results of the precomputations remain in the tabular memory and are used repeatedly with each modular multiplication calculation.
In the modular multiplication implementation, the part of the computational resources is strictly used for the calculation of multiplication and the other part for the modular reduction implementation.
In different modular multiplication algorithms [6] , [7] the specific weight of expenditures for these two procedures varies. Table 1 gives the quantity of the multiplication operations and the word divisions, which are utilized in the most known modular multiplication algorithms for the calculation of the product A·B and the modular reduction implementation [3] .
It is obvious that the possibilities of decreasing the number of operations for the calculation of the product A·B due to the pre-computations with a constant module, are completely limited, since the module itself is not used directly in such calculations.
Therefore, the basic reserve for increasing the speed of the software implementation of modular multiplication, is the use of pre-computations for decreasing the computational complexity of modular reduction.
Data analysis, given in Table I shows that with the use of pre-computations, the greatest effect of the decrease in the implementation time of modular multiplication, is achieved. This takes place due to the reduction of the time expenditures for the modular reduction. Quantity of multiplication operations and division above the k-bits words, utilized by different modular multiplication algorithms and calculation of the multiplication of the expression B A ⋅ and the residual of module M.
Modular Multiplication Organization Based on Pre-computations with the Fixed Module
In the classical algorithm (Algorithm 1) the modular reduction procedure, Reduce(X), is carried out from the partial products a j ⋅B and by shifting the code of multiplicand B by k bits to the left. In both cases, the length of the reduced number X is not more than (s+1) k--bits words or more than (s+1)⋅k=(n+k) bits х 0 , х 1 , х 2 ,…,х n+k-1 :
The number X can be represented in the form of the sum of two components: (n−1)-bits number X′′, which coincides with (n−1) low-order digits X and (n+k)-bits number X′, which consists of (k+1) high-order digits, coinciding with the similar bits of X and (n−1) low-order digits, equal to zero:
In accordance with the property of congruence for the modular reduction, the residual X mod M can be represented in the form of the modular reduction as the sum of the residuals of the components X composing X′ and X′′:
Since the high order digits, (n−1)-bits of module M are equal to one, and the Х′′ is equal to (n−1)-bits number, then Х′′ <M and, accordingly Х′′ mod M = Х′′. Number X′ contains only k+1 significant digits. The rest n−1 low-order digits are equal to zero. Consequently, X′ and accordingly X′ mod M assume only 2 k+1 different values. All possible n-bits values of X′ mod M for the appropriate X′, can be pre-computed and stored in the memory as tables.
If we designate through Z the binary code, which consists of (k+1) high order significant digits X′:
and with T(Z) − n-bits code of the tabular value T(Z) = X′modM, then the modular reduction procedure Reduce(X) is realized in accordance with the following expression:
In this case, the computational complexity of the modular reduction implementation is determined by maximum two operations of addition between (n+k)-bits numbers: the first for the calculation of T(Z)+X′′ and the second for executing the subtraction
Since 0≤T(Z)+X′′<2⋅M, for the modular reduction (T(Z)+X′′) mod M not more than one subtraction of n-bits numbers, is required. Therefore, the execution time of the procedure will not exceed 2⋅(s+1)⋅t a , with the average value of 1.5⋅s⋅t a . The storage memory, which is required for storing all the pre-computed possible values of T(Z) comprises 2 k+1 ⋅n bits or 2 k+1 ⋅s of k-bits words. The proposed approach is especially effective in the implementation of modular multiplication on the low-bits microprocessors, micro-controllers and smart cards. In this case, the memory size for storing the results of pre-computations with a constant module, proves to be completely acceptable for the majority of applications.
For example, for the accelerated multiplication implementation of the 1024-bits numbers on the 8-bits micro-controller, the capacity of the required storage memory will compose of (2 9 ⋅128)=2
16 of bytes (64 Kbyte). For the accelerated modular multiplication implementation on the 16-bits processor r, the above capacity requires storage memory, which substantially grows and therefore decreases the effectiveness of the application of pre-computations.
In order to decrease the capacity of the memory required for storing the results of pre-computations T(Z), its multi-section organization, is proposed.
The essence of the proposed tables organization of pre-computations lies in the fact that the value X′ is divided into q components: (8) Following this, in accordance with the property of congruence the modular reduction X mod M can be represented in the form: The use of multi-section tables makes it possible to substantially decrease the memory capacity of their storage. For example, under the conditions of the example given above, for the accelerated multiplication implementation of 1024-bits numbers on the 8-bits micro-controller with the two-section memory (q=2, r 1 =5, r 2 =4=2), the required memory capacity will compose of 1024·(2 5 +2 4 ) = 10 10 ⋅48 bits or 6144 bytes or 10.67 times less than during the single-section organization of tabular memory.
From another point of view, the use of multi-section organization of the tabular memory is combined with the increase of the execution time of the modular reduction. The calculation of the sum of expression (10) requires q(s+1) operations of summing up k-bits words.
The number of significant digits of the sum code will not exceed in this case n+q, so that, if r 1 ≥ q+1, then for executing the modular reduction of sum with the use of the first table T 1 (Z 1 ), 1.5(s+1) addition operations are required, on average. The total number of the additional operations is: (q+1.5)⋅(s+1).
Conclusions
The problem of increasing the performance of the modular multiplication software implementation, which is the basic computational operation used in a wide circle of information security algorithms was researched. It is shown that during the practical application of information security algorithms, based on the analytically insoluble tasks of the "number theory", the keys and consequently the module, change relatively rarely. Based on the conducted research, a new algorithm was proposed for the modular multiplication that differs from the classical organization of the modular reduction execution. Reduction in the computational complexity of the software implementation is achieved by the use of pre-computations results, which depend only on the module and which are stored in the tabular memory. The performance estimation of the proposed algorithm and memory use for storing the pre-computations tables are theoretically substantiated.
The executed analysis showed that the speed of the software implementation of modular multiplication on the micro-controllers with the use of the proposed algorithm grows 1.5-2, in comparison with the most effective algorithm today, the Montgomery algorithm.
