This study investigated interobserver (two observers) and intrasubject (two measurements) reproducibility of QT dispersion from abnormal electrocardiograms in patients with previous myocardial infarction, and compared a user-interactive with an automatic measurement system. Standard 12-lead electrocardiograms, recorded at 25 mm . s ~ ', were randomly chosen from 70 patients following myocardial infarction. These were scanned into a personal computer, and specially designed software skeletonized and joined each image. The images were then available for user-interactive (mouse and computer screen), or automatic measurements using a specially designed algorithm. For all methods reproducibility of the RR interval was excellent (mean absolute errors 3-4 ms, relative errors 0-3-0-5%). Reproducibility of the mean QT interval was good; intrasubject error was 6 ms (relative error 1 -4%), interobserver error was 7 ms (1-8%), and observers' vs automatic measurement errors were 10 and 11ms (2-5, 2-8%). However QTc dispersion measurements had large errors for all methods; intrasubject error was 12 ms (17-3%), interobserver error was 15 ms (221%), and observers' vs automatic measurement were errors 30 and 28 ms (35-4, 31-9%). QT dispersion measurements rely on the most difficult to measure QT intervals, resulting in a problem of reproducibility. Any automatic system must not only recognize common T wave morphologies, but also these more difficult T waves, if it is to be useful for measuring QT dispersion. The poor reproducibility of QT dispersion limits its role as a useful clinical tool, particularly as a predictor of events.
Introduction
QT dispersion (maximum minus minimum QT interval) on a surface electrocardiogram may reflect the degree of dispersion of ventricular repolarization, and identify potential re-entry circuits for ventricular tachyarrythmias'' 1 . QT dispersion has been proposed as a useful predictor of sudden death in patients with chronic heart failure' 2 ', and of ventricular arrhythmias in hypertrophic cardiomyopathy* 31 . In other studies whilst QT dispersion measurements may have provided insight into mechanisms of arrhythmias, the overlap in QT dispersion measurements between controls and patients suggest a much more limited role as a useful predictor of events' 4 ' 51 . For any clinical measurement to be useful, particularly as a predictor, it must be reproducible. In normal electrocardiograms the reproducibility of QT dispersion has been questioned, with large relative errors for both interobserver, and intrasubject measurements' 61 . This may have been partly the consequence of the absolute values for QT dispersion measurements being small in normal subjects, and therefore small absolute errors would convert into large relative errors. To address this problem we studied reproducibility of QT dispersion measurements in abnormal electrocardiograms, from patients with previous myocardial infarction. An answer to the problem of reproducibility would be a 100% accurate automated system. We also compared the two observers' measurements with an automatic algorithm, specially designed for QT interval measurement.
Methods
Patients with confirmed acute myocardial infarction were drawn from the placebo arm of the LIMIT-2 study*
71
, and had been admitted to Leicester Royal Infirmary between September 1987 and February 1992. Criteria for the diagnosis of acute myocardial infarction were at least two of the following: typical history; rise in serum creatine kinase to at least twice the upper limit of normal; evolving electrocardiogram changes consistent with acute infarction. A total of 135 patients had electrocardiograms available from at least 28 days post infarct. Seventy electrocardiograms were randomly chosen for analysis. Sixty of these electrocardiograms had inverted or biphasic T waves. Of the remaining 10 electrocardiograms, eight had Q waves, and eight had prominent U waves. Two electrocardiograms looked morphologically normal.
QT interval analysis was performed by two observers on 12-lead standard electrocardiograms recorded at 25mm.s~' (Marquette inkwriter, FCP-4101U, Cambridge 3038, or Hewlett Packard pagewriter). Observer 1 re-analysed the electrocardiograms at least 6 months after the first measurement. Electrocardiograms were scanned by a flatbed scanner (Hewlett Packard ScanJet Plus) interfaced with a personal computer. Each image was then cut and copied into 12 files (HP Paintbrush, Hewlett Packard) in the .PCX format, corresponding to the 12 leads of the electrocardiogram. Specially designed software skeletonized and joined each image. Each image can be magnified on the computer monitor for optimal QT interval measurement using a 'mouse'. At a recording speed of 25 mm . s ', and a scan density of 300 dots per inch, one pixel on the screen corresponds to 4 ms. Repeated estimates of one normal electrocardiogram waveform have shown errors less than 4 ms for QT interval measurements. The automatic algorithm relies on the creation of area maps for each electrocardiogram waveform, and the application of a series of rules to determine the QRS onset, and T wave offset. The rules were specifically designed to identify most common T wave morphologies. Visual monitoring of the automatic algorithm very occasionally revealed gross misinterpretation of a QT interval, such a lead was excluded from analysis. The 20 electrocardiograms with greatest error for QTc dispersion measurements between the automatic system and observers were re-analysed automatically. Observer 1 monitored the re-analysis and substituted his measurement of a QT interval if he felt the automatic system to be markedly wrong. Further details and validation of both the user-interactive and automatic systems have been described elsewhere 181 . Mean RR interval, unconnected mean QT interval, QT dispersion, and QTc dispersion for each electrocardiogram analysed were calculated. The QT dispersion is the difference between the maximum and minimum QT across the 12-lead electrocardiogram. The QTc dispersion is the QT dispersion adjusted for heart rate. QT measurements were by the definitions of Lepeschkin and Surawicz [9] , and rate adjustment was by Bazett's formula (QTc = QT/RR 1/2 ). Statistical analysis were by methods described by Bland and Altman [10] , with log transformation of data if necessary. The repeatability coefficient is the expected value below which 95% of the differences will fall for intrasubject and interobserver reproducibility. For comparison between the two methods of measurement 95% of expected differences will fall within the limits of agreement. If A and B are the repeat measurements A minus B is the absolute error. Mean absolute error is calculated by ignoring the direction of the error, for this calculation the absolute value of each error is used: persion are shown for intrasubject and interobserver variability in Table 1 ; and for comparison between the user-interactive and automatic systems in Table 2 .
Figures 1 and 2 are Bland-Altman plots for interobserver and intrasubject errors of QTc dispersion. Figure 3 is a similar plot combining the data from both observers vs the automatic system for QTc dispersion measurements.
There was a small bias of 6 ms for observer 2 to measure shorter mean QT intervals, compared to observer 1. There was bias for the automatic system to measure both longer mean QT intervals and higher QT and QTc dispersion than either observer. Greater errors of QT and QTc dispersion measurement between the automatic system and observers existed at higher average QT or QTc dispersion values.
For the 20 electrocardiograms re-analysed automatically observer 1 detected and corrected marked errors of QT interval measurements in one lead for 18 electrocardiograms, two leads for two electrocardiograms, and three leads for one electrocardiogram. Repeatability of the automatic system was confirmed as 100%. In nine leads a part of the T wave was misinterpreted as a U wave, for four leads the converse error was seen. In six leads the automatic system attempted to measure T waves too flat for accurate measurement, and in two leads misinterpreted baseline wander as a T wave. The remaining four leads had errors in the measurement of the QRS onset. Correction of these leads by observer 1 reduced the absolute error (relative error) in QTc dispersion measurements between observer 1 and the automatic system for these 20 electrocardiograms from 53 ms (53%) to 14 ms (14%). Figure 4 shows examples of leads causing greatest error for (a) the automatic system, and (b) between observers.
Results
Mean absolute errors, relative errors, and repeatability coefficients or limits of agreement for RR intervals, uncorrected QT intervals, QT dispersion, and QTc dis-
Discussion
Reproducibility of QT dispersion is a major problem. In normal subjects Kautzner et al. l6i found relative errors l2] studied 77 electrocardiograms from 120 patients during acute myocardial infarction (43 patients were excluded from the study), in combination with 50 electrocardiograms from age-and sex-matched normal controls. They reported a mean interobserver error of only 7 ms for QTc dispersion, and a mean intrasubject error of 6 ms for QT dispersion in the total group studied. Unfortunately errors within each group were compared by correlation coefficients, making comparison of their population of abnormal electrocardiograms with our data difficult. They concluded their reason for good reproducibility was that electrocardiograms were recorded at 50 mm . s""' and not 25 mm . s~ '. They compared a small subgroup of electrocardiograms at different recording speeds, again by correlation coefficients to try to confirm this hypothesis.
If the problem of reproducibility was due to paper speed recording, and therefore problems of resolution, then one would expect poor reproducibility for all QT intervals. These data and others do not show this 161 . Improved reproducibility of mean QT interval measurement has been shown with faster paper speeds in small numbers of electrocardiograms. However, the interobserver error of mean QT intervals reported here of 7 ms is less than that study's reported error in electrocardiograms recorded at 100 mm . s~ 1[13 '. Large errors in the determination of QT intervals during acute myocardial infraction have been reported between observers not specifically experienced in QT interval measurement' 141 . Accurate QT interval measurement requires some experience, the end of a T wave can be difficult to determine. The definitive paper by Lepeschkin and Surawicz in 1952 [91 remains the only benchmark for accuracy and repeatability of QT interval measurement, and its criteria for determining a T wave end must be adopted strictly. Even here there are problems. Some of their methods used to define T wave ends rely on the synchronicity of all T waves across a surface electrocardiogram, an idea contrary to the concept of a QT dispersion. The greatest potential source for error is the analysis of a T-U interval. If a notch or kink is present between a T and U wave then the measurement is easier. The often misquoted phrase 'if a U wave was present we defined the end of the T wave as the nadir between the T and U wave' in fact refers to the nadir of a notch if it is present. This misinterpretation from Lepeschkin's paper may be responsible for considerable error. In the abnormal electrocardiograms we studied an inverted T wave often flowed smoothly into a U wave, without any obvious notch, resulting in difficulty in determining the T wave end. When a U wave is superimposed on a T wave, e.g. the final waveform in Fig. 4 , phonocardiography was used by Lepeschkin and Surawicz to define the T wave end 191 . The method of extrapolating the downslope of the T wave to the baseline would seem to be the best method of analysing such leads'
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. Where problems with T and U waves are encountered, interlead variability of QT intervals is significantly decreased by excluding such leads'
161
. However, if these leads were ignored in analysis, a falsely low value of QT dispersion would be obtained. From our data it is likely that these difficult to measure QT intervals are those most likely to contribute to QT dispersion.
The advantage of a fully automated system of QT dispersion measurement is 100% reproducibility. This automatic algorithm was designed to recognize most common T wave morphologies. To this extent it appears quite successful, repeatability for mean QT intervals between this system and the two observers appear acceptable. However, recognition of rarer T wave morphologies appears poor, resulting in inaccurate measurements of QT dispersion. Methods of designing most automatic computer algorithms for QT interval measurement rely on recognizing common T wave morphologies, and have been validated using normal electrocardiograms'
17181 . The specific problem we have encountered with our automated measurement system is probably a general one. Increasing the repertory of algorithms available to automatic systems is feasible, but some form of 'operator monitoring' remains desirable. No system, whether automated or manual, will cope with the completely isoelectric T wave.
The poor reproducibility of QT dispersion measurement limits its usefulness. With an intrasubject coefficient of repeatability of 32 ms for QT dispersion and 28 ms for QTc dispersion, reported differences of this order for measurements in the same study for one observer should be treated with caution. Comparisons of QT dispersion measurements between either different observers or across studies call for even greater care.
