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Abstract
The theoretical analysis of detection and decoding of low-density parity-check (LDPC) codes
transmitted over channels with two-dimensional (2D) interference and additive white Gaussian noise
(AWGN) is provided in this paper. The detection and decoding system adopts the joint iterative detection
and decoding scheme (JIDDS) in which the log-domain sum-product algorithm is adopted to decode the
LDPC codes. The graph representations of the JIDDS are explained. Using the graph representations,
we prove that the message-flow neighborhood of the detection and decoding system will be tree-
like for a sufficiently long code length. We further confirm that the performance of the JIDDS will
concentrate around the performance in which message-flow neighborhood is tree-like. Based on the tree-
like message-flow neighborhood, we employ a modified density evolution algorithm to track the message
densities during the iterations. A threshold is calculated using the density evolution algorithm which can
be considered as the theoretical performance limit of the system. Simulation results demonstrate that
the modified density evolution is effective in analyzing the performance of 2D interference systems.
Index Terms
LDPC codes, 2D ISI, density evolution, sum-product algorithm, factor graph, turbo equalization.
I. INTRODUCTION
During the past decades, much research has been done in searching for good error-correcting
codes (ECCs). Turbo codes, proposed by Berrou et al. in 1993 [1], exhibit superior capabilities in
error correcting and approach the Shannon limit by only 0.7 dB. Another class of ECCs, called
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2low-density parity-check (LDPC) codes, was first proposed by Gallager in [2]. Inspired by the
success of turbo codes, the potentials of LDPC codes were re-examined in the mid-1990’s with
the work of MacKay, Luby, and others [3]- [5]. Comparing to Turbo codes, the LDPC codes
have lower decoding complexity and shorter latency. But these regular LDPC codes perform
about 0.5 dB worse than turbo codes. The construction of irregular LDPC codes was proposed
by Luby et al. in [6], [7], which can be used to further improve the performance of LDPC
codes. In [8], Richardson and Urbanke proposed a method, called density evolution, to analyze
the asymptotic performance of LDPC codes over various memoryless channels. By using this
method to optimize the degree distributions of LDPC codes, it was shown in [9] that the LDPC
codes can approach the Shannon limit by 0.0045 dB. In [10], a Gaussian approximation method
was proposed which can simplify the analysis of the LDPC decoding algorithm.
The application of LDPC codes over one-dimensional (1D) inter-symbol interference (ISI)
channel was investigated in [11]- [13]. In the joint detection and decoding scheme, the ISI
channel is considered as the inner code and the LDPC codes serve as the outer code. The
detector and decoder exchange extrinsic information and work iteratively in the same way as
inner and outer decoders of turbo codes. Thus, this scheme is called the turbo equalization. In
[14], the density evolution technique was adopted to analyze the message error probability in
LDPC coded ISI channels. Based on [14], the authors modified the result to account for symbol
errors in [15]. In [16], the thresholds and scheduling of LDPC codes over ISI channels were
investigated using the method of Gaussian approximation.
As the conventional magnetic storage systems are expected to encounter their storage density
limits soon, two-dimensional (2D) interference arises with the detection of next generation ultra-
high-density data storage systems, such as the patterned media storage (PMS) [17], [18] and
two-dimensional magnetic recording (TDMR) [19], [20] and heat-assisted magnetic recording
(HAMR) [21]. In these systems, the separation between adjacent tracks is so small that inter-track
interference (ITI) cannot be ignored. Along with the conventional ISI, the system suffers from 2D
interference which degrades the system performance significantly. Due to the lack of graph-based
descriptions of 2D interference channels, there is no simple optimal detection algorithm for 2D
interference channels, in contrast to the Viterbi algorithm [22] and the Bahl-Cocke-Jelinek-Raviv
(BCJR) algorithm [23] for 1D ISI channels. It has been proved that maximum-likelihood sequence
detection (MLSD) for 2D interference channels is NP-complete [24], which is too complex to be
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3implemented. The performance bound of MLSD for 2D interference channels has been analyzed
in [25]. Various suboptimal equalization and detection techniques have been proposed to mitigate
the effect of 2D interference in [26]- [38]. In [27]- [29], different equalization techniques have
been proposed to mitigate the effect of ITI. Several iterative detection algorithms have been
proposed in [31]- [36]. Specifically, in [33] and [34], the authors proposed an iterative row-
column soft decision feedback algorithm (IRCSDFA) which is a concatenation of two soft-
input/soft-output (SISO) detectors. In [35], a Markov chain Monte Carlo (MCMC) based 2D
detection algorithm was proposed. In this work, the a posteriori bit probability is converted to
the expected value of a function which is calculated using the Monte Carlo techniques. It has
been shown that the MCMC-based algorithm outperforms the IRCSDFA that has been reported
to have better performance than other existing detection algorithms. In [36]–[38], a joint iterative
detection and decoding scheme (JIDDS) was proposed, which was also a concatenation of two
constituent detectors. However, unlike the IRCSDFA in which the two detectors are concatenated
in parallel and exchange weighted soft information, in JIDDS the two detectors are serially
concatenated and the soft information exchanged between the two detectors is not weighted. It
has been shown that the JIDDS outperforms the MCMC-based algorithm.
For 2D interference channels, we are interested in two questions: 1). Do LDPC codes also
exhibit a threshold phenomenon over 2D interference channels? 2). What is the best performance
so far that the LDPC coded 2D interference system can achieve? These two questions have not
been answered in the literature, and they are addressed in this paper. Although the density
evolution algorithm has been adopted to calculate the noise thresholds in [26], the authors did
not prove or even agree to the concentration results. They claimed that the concentration results
do not hold due to the short cycles in the channel graph of their low-complexity joint equalization
and decoding scheme (LCJEDS). At the same time, the authors showed in [26] that the simulation
results for LCJEDS respect the thresholds calculated through the density evolution algorithm. In
this paper, the JIDDS is adopted in the detection of LDPC coded 2D interference systems. Via the
graph representation of the detection algorithm, we will prove a concentration result that as the
code length tends to infinity, the average performance of the system is closely concentrated around
the expected performance which exhibits a threshold phenomenon and it can be determined based
on the tree-like message-flow neighborhood. By using a modified density evolution algorithm, a
threshold is then calculated and can be considered as the supremum of performance for error-free
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4transmission. When the codeword length is long enough, error-free performance can be achieved
if and only if the parameter of the channel is below the calculated threshold. Simulation results
verify that the thresholds can accurately predict the performance of the JIDDS for large block
lengths. The rest of the paper is organized as follows. In Section II, we introduce the LDPC
coded 2D interference system. In Section III, we briefly describe the algorithm of the JIDDS. In
Section IV, we first demonstrate the graph representation of the detection algorithm. After that,
two concentration statements are shown and the density evolution and threshold calculation are
explained. Numerical results and discussions are presented in Section V. Finally, we conclude
the paper in Section VI.
II. SYSTEM MODEL
A discrete-time 2D ISI channel can be represented by a channel response matrix with a size
of Mh ×Nh given by
H = [h0,h1, ...,hNh−1] =

h(0, 0) h(0, 1) ... h(0, Nh − 1)
h(1, 0) h(1, 1) ... h(1, Nh − 1)
.. .. ..
h(Mh − 1, 0) h(Mh − 1, 1) ... h(Mh − 1, Nh − 1)
 (1)
where each hi is an Mh-tuple of real numbers, and Mh and Nh are the numbers of signals sensed
by the read head in the cross-track and down-track directions, respectively.
The channel model of a 2D recording system is illustrated in Fig. 1. An array of binary bits
u = {u(i) ∈ {0, 1} : i = 1, 2, ..., K} is first passed to the LDPC encoder. Let the parity-check
matrix of the LDPC code be denoted by Hc, and the corresponding generator matrix be denoted
by Gc (with the property Hc ·Gc = 0). Here we consider a coset code of LDPC code which is
specified by a parity-check matrix Hc and a 1×N coset-defining vector b, given by
s = [s(1), s(2), ..., s(N)] = [Gc · u]T ⊕ b (2)
where ⊕ represents binary addition. The codeword s satisfies
Hc · sT = dT = [d(1), d(2), ..., d(N −K)]T = Hc · bT . (3)
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5The code is linear if and only if d = 0; otherwise, this code is a coset code of an LDPC code.
The node degree distribution of the code is specified by two degree polynomials [7]
λ(x) =
dmaxv∑
i=1
λix
i−1 and ρ(x) =
dmaxc∑
i=1
ρix
i−1 (4)
where dmaxv and d
max
c are the maximal variable-node and check-node degrees, respectively. The
parameters λi and ρi represent the fraction of edges with variable-node degree i and check-node
degree i, respectively. A regular LDPC code is a code for which λdmaxv = ρdmaxc = 1. We denote
Ne as the total number of variable-to-check edges in the graph of LDPC codes.
The 1D encoded array s = {s(i) ∈ {0, 1} : i = 1, 2, ..., N} is first bipolar modulated to c with
c(i) = 2s(i) − 1 and then distributed on a 2D array {x(j, k) ∈ {−1, 1} : j = 1, 2, ..., Nr, k =
1, 2, ..., Nc} with N = Nr ×Nc according to a 1D sequence to 2D array mapping scheme. This
device is called the interleaver. The values Nc and Nr represent the number of columns and
rows of the 2D array, respectively. The deinterleaver converts a 2D array back to 1D sequence.
Due to the one-to-one correspondence between the variables c(i) and s(i), the soft information
of these two variables are equivalent and will be used interchangeably. We assume the 2D
array {x(j, k) : j = 1, 2, ..., Nr, k = 1, 2, ..., Nc} is surrounded by −1s, i.e., x(j, k) = −1 for
{j ≤ 0, j ≥ Nr + 1} or {k ≤ 0, k ≥ Nc + 1}. The desired signal is interfered by Nh − 1
symbols in the down-track direction and Mh − 1 tracks in the cross-track direction, which can
be expressed as
y(i, j) = h(i, j) ∗ x(i, j)
=
Mh−1∑
m=0
Nh−1∑
n=0
h(m,n)x(i−m, j − n) (5)
where the 2D interference is generated by a 2D convolution of the channel response matrix
with the corresponding interference in both along-track and cross-track directions. If we denote
the cross-track direction Mh-tuple coded bits at the i-th track time instant j as symbol xi,j =
[x(i−Mh + 1, j), x(i−Mh + 2, j), ..., x(i, j)], (5) can be rewritten as
y(i, j) =
Nh−1∑
n=0
xi,j−Nh+1+n · hn. (6)
The received signal is therefore equal to the 2D interfered signal plus additive white Gaussian
noise (AWGN), given by
r(i, j) = y(i, j) + v(i, j) (7)
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6where v(i, j) is AWGN with zero mean and variance σ2. Thus, the signal-to-noise ratio (SNR)
is defined as
SNR = 10 · log10
(
Eb
N0
)
= 10 log10
(∑Mh−1
i=0
∑Nh−1
j=0 (h(i, j))
2
2Rσ2
)
dB (8)
where Eb represents the energy per bit, N0 is the power spectral density level of the AWGN,
and R = K/N is the overall code rate.
III. JOINT ITERATIVE CHANNEL DETECTION AND LDPC CODE DECODING
In this section, we briefly describe the joint iterative channel detection and LDPC code
decoding algorithm proposed in [36]. The system diagram of the iterative detection and decoding
process is illustrated in Fig. 2. The channel detector and LDPC decoder exchange extrinsic binary
information and work iteratively to decode the input binary sequence of the system.
A. Iterative Channel Detector
The channel detector mainly consists of two constituent detectors, namely, the down-track
detector and cross-track detector as shown in Fig. 3. The down-track detector adopts the symbol-
based BCJR algorithm with a trellis state defined as S = [xi,k−Nh+1, xi,k−Nh+2, ..., xi,k−1]. The
log-domain symbol-based BCJR detection can be calculated as
γk(S
′, S) = Lid(xi,k)−
∣∣∣∣r(i, k)− Nh−1∑
n=0
xi,k−Nh+1+n · hn
∣∣∣∣2
2σ2
(9)
αk(S) = max
S′
∗ {αk−1(S ′) + γk(S ′, S)} (10)
βk−1(S ′) = max
S
∗ {βk(S) + γk(S ′, S)} (11)
Lod(xi,k) = log (P (xi,k = Ut|r))
= max
Ut
∗ {αk−1(S ′) + γk(S ′, S) + βk(S)} (12)
where Lid(xi,k) is the logarithmic a priori probability of the symbol xi,k, the subscript im-
plies Lid(xi,k) is the input to the down-track detector. Ut represents the t-th element from the
January 17, 2017 DRAFT
7symbol alphabet U of size 2MH , αk(S) and βk(S) are the forward and backward state metrics,
respectively. They are initialized as
α0(S) = βNc+1(S) =
 0 , state with all -1s−∞ , other states . (13)
Lod(xi,k) is the generated a posteriori logarithm probability of the symbol xi,k, the subscript
implies it is the output of the down-track detector. The extrinsic information transferred from
the down-track detector to the cross-track detector can thus be obtained as
Lic(xi,k) = Lod(xi,k)− Lid(xi,k) (14)
where the subscript of Lic(xi,k) implies that it is the input information to the cross-track detector.
The function max∗ is defined as [39]
max∗(x, y) , log(ex + ey)
= max(x, y) + log(1 + e−|x−y|). (15)
Due to the symmetries of the channel response matrix, the symbol xi,k is not fully distinguishable.
Thus, the cross-track detector is needed to further detect the binary bits in the cross-track
direction. The cross-track detector also adopts the trellis-based algorithm. A state in the trellis
is defined as Sck = [x(k−Mh+ 1, j), x(k−Mh+ 2, j), ..., x(k−1, j)]. Similar to the down-track
detector, the log-domain cross-track detection algorithm can be implemented as
ck(S
c
k, S
c
k+1) = Lic(xk,j) + log(P (x(k, j))) (16)
ak(S
c
k+1) = max
Sck
∗{ak−1(Sck) + ck(Sck, Sck+1)} (17)
bk−1(Sck) = max
Sck+1
∗{bk(Sck+1) + ck(Sck, Sck+1)} (18)
Loc(xk,j) = ak−1(Sck) + log(P (x(k, j))) + bk(S
c
k+1). (19)
Loc(x(k, j)) = log
(
P (x(k, j) = 1)
P (x(k, j) = −1)
)
= max
V1
∗{ak−1(Sck) + ck(Sck, Sck+1) + bk(Sck+1)}
−max
V−1
∗{ak−1(Sck) + ck(Sck, Sck+1) + bk(Sck+1)} (20)
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8where log(P (x(k, j))) is the a priori information of the binary bit x(k, j). The forward metric
ak(S
c
k+1) and backward metric bk(S
c
k+1) are initialized as
a0(S
c
1) = bNr+1(S
c
Nr+2) =
 0 , state with all -1s−∞ , other states . (21)
V1 represents the set of pairs (Sck, S
c
k+1) that correspond to the event x(i, j) = 1, and V−1 is
similarly defined. Loc(xk,j) and Loc(x(k, j)) are the newly generated symbol-based and bit-based
information, respectively. The subscripts imply that they are the output of the cross-track detector.
In order to make use of the binary information in the down-track detector, a bit-to-symbol
converter should be implemented via
logP (xi,j) =
Mh−1∑
k=0
logP (x(i− k, j)). (22)
The above symbol-based soft information logP (xi,j) and Loc(xk,j) in (22) will be used to update
the a priori information of Lid(xk,j) in (9) as shown in Fig. 3.
B. LDPC Decoder
In the t-th round iteration between the channel detector and LDPC decoder, let the dein-
terleaved extrinsic logarithmic likelihood ratios (LLRs) from the channel detector be denoted
by {Ltext1(n), n = 1, ..., N}. The LDPC decoder adopts the log-domain sum-product algorithm
which mainly consists of the variable-to-check message update and the check-to-variable message
update [40]. In the l-th iteration inside the LDPC decoder, the LLR zl,tmn of the n-th bit which
is sent from the variable node n to check node m can be calculated as
zl,tmn = L
t
ext1(n) +
∑
j∈Dv(n)\m
ql−1,tjn (23)
where Dv(n)\m represents all the check nodes connected to the variable node n except for the
check node m and ql,tmn is the LLR of bit n which is sent from the check node m to variable
node n. The update of ql,tmn can be calculated as
tanh[ql,tmn/2] = (−1)d(m) ·
∏
k∈Dc(m)\n
tanh[zl,tmk/2] (24)
where Dc(m)\n represents all the variable nodes connected to the check node m except for the
variable node n. The output LLR of the n-th bit of the LDPC decoder after t rounds of iterations
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9between the channel detector and LDPC decoder can be calculated via
Ltc(n) = L
t
ext1(n) +
∑
j∈Dv(n)
ql,tjn (25)
where Dv(n) represents all the check nodes connected to the variable node n. The extrinsic
information from the LDPC decoder to the channel detector in the t-th iteration can be calculated
via
Ltext2(n) =
∑
j∈Dv(n)
ql,tjn. (26)
C. The Full Message-Passing Algorithm
Figure 4 shows a factor graph representation of the system. The dark grids represent the
variable nodes and the dark circles represent the check nodes. The variable nodes connected
to the same check node are constrained by a parity-check equation. The grids with crosses
around x(i, j) represent all the binary signals that can interfere with x(i, j) and they form an
interference region of x(i, j). Similarly, x(i, j) can also interfere with all the bits within its
interference region. In this figure, Mh = Nh = 3 and each variable node is checked by 2
check nodes and each check node is connected to 3 variable nodes. The joint channel detection
and LDPC codes decoding algorithm is executed iteratively. Here we assume that the simplest
stopping criterion is adopted, i.e., the iterations are conducted for a pre-set number of times. The
full message-passing algorithm in the joint channel detection and LDPC codes decoding can be
summarized as
• Initialization
1) receive all the channel output {r(j, k), j = 1, ..., Nr, k = 1, ..., Nc};
2) set all the a priori and extrinsic information logP (xj,k), log(P (x(j, k))), q0,tmn to zeros;
3) set t = 1.
• Joint iterative detection/decoding
1) execute the channel detection algorithm (9)-(20) iteratively for Idet times;
2) deinterleave the soft information from the channel detector and obtain the extrinsic
information from the channel detector to the LDPC decoder Ltext1(n);
3) compute the variable-to-check messages zl,tmn and check-to-variable messages q
l,t
mn it-
eratively for Ic times;
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4) compute the extrinsic information from the LDPC decoder to the channel detector
Ltext2(n). Interleave the information L
t
ext2(n) and use it to update the a priori infor-
mation in the channel detector;
5) if t < Iout, repeat the processes 1)- 4). Increment t by 1.
• Decode
1) compute the estimated bits using ŝ(n) = (sign(Ltc(n)) + 1) /2.
IV. CONCENTRATION, DENSITY EVOLUTION AND THRESHOLD CALCULATION
In this section, we will first explain the message-flow neighborhood structures of the iterative
detection system. We will then prove a concentration statement for every possible input sequence,
and we will show that the average performance of the system is closely concentrated around the
system performance when the input sequence is independent and uniformly distributed (i.u.d.).
Based on the concentration result, we will introduce the density evolution method to track
the message densities in the iterations. Finally, using the density evolution technique, we can
calculate a threshold which can be considered as the performance limit of the system.
A. Message-Flow Neighborhoods
Assumption 1: In the channel detection algorithm, the soft decision of a certain bit is mainly
dependent on the information of its finite-size neighboring bits, i.e., the value of L(x(i, j)) is
calculated based on the information corresponding to the bits {x(k, l) : k = i−Fc, ..., i+Fc, l =
j − Fd, ..., j + Fd} with Fc < +∞ and Fd < +∞.
In order to verify this assumption, we will introduce the windowed-version channel detector.
In the original channel detector, all the received signals are processed and the full page of data
is detected as a whole. In contrast to the original channel detector, for the detection of the
bit x(i, j), the windowed-version channel detector does not require the whole page of received
signals but only require the received signals that are adjacent to the bit x(i, j), i.e., the received
signals {r(k, l) : k = i−Fc−Mh+1, ..., i+Fc+Mh−1, l = j−Fd−Nh+1, ..., j+Fd+Nh−1}.
Since this finite size region is not surrounded by −1s, the forward and backward metrics cannot
be initialized to the zero state. Instead, they are initialized as αj−Fd(S) = βj+Fd+Nh−1(S) =
−Mh(Nh − 1) · log(2), for S = 0, 1, ..., 2Mh(Nh−1) − 1 and ai−Fc(Sc) = bi+Fc+Mh−1(Sc) =
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−(Mh − 1) · log(2), for Sc = 0, 1, ..., 2Mh−1 − 1. The detection algorithm of the windowed-
version detector inside this region is the same as the original detector.
Figure 5 shows the simulated bit-error rate (BER) curves versus SNR for both the original
channel detector and the windowed-version channel detector. The channel response matrix used
in the simulation is [35]
HA =

0.050684 0.21273 0.050684
0.23825 1 0.23825
0.050684 0.21273 0.050684
 . (27)
In the simulation, we set Fc = Fd = 5 for the windowed-version channel detector. It
can be observed that the windowed-version channel detector performs nearly identical to the
original channel detector. Thus, it can be concluded that the soft decision of x(i, j) based on
the information of its neighboring bits cannot be improved when more information becomes
available, which verifies Assumption 1. In the following discussions, we will assume Assumption
1 is held.
For clarity of presentation, we consider regular LDPC codes, where each variable node has
degree dv = dmaxv and each check node has degree dc = d
max
c . Consider an edge ~e that connects
the variable node Ve to the check node Ce at the end of the t-th iteration between channel
detector and LDPC decoder. The message-flow neighborhood of depth t of the edge ~e, denoted
by Nt~e, is a subgraph that consists of the two nodes Ve and Ce, the edge ~e, and all nodes and
edges that contribute to the computation of the message zIc,tCeVe passed from Ve to Ce. Figure
6 shows a message-flow neighborhood with t = 1, Ic = 1 and Fc = Fd = 1. For a depth-1
message-flow neighborhood, the message zIc,tCeVe is directly dependent on its Ic − 1 stages of
check nodes and variable nodes. The information of the last-stage variable nodes is obtained
from the channel detector. From Assumption 1, in the channel detector, the detection of any bit is
dependent on its 4FcFd− 1 neighboring bits. Each of these neighboring bits also corresponds to
a variable node which is further constrained by Ic stages of check nodes and variable nodes. The
message-flow neighborhood of depth t can be obtained similarly by branching out the last-stage
variable-to-check edges of the depth-1 neighborhood.
Theorem 1: When the code graph is chosen uniformly at random from the ensemble of all
graphs, then for sufficiently large N , the message-flow neighborhood Nt∗~e will form a tree with
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the probability that
Pr{Nt∗~e is not tree-like} ≤ γ/N (28)
for some constant γ, where t∗ is a fixed depth which represents the number of iterations between
channel detector and LDPC decoder.
Proof : In a message-flow neighborhood of depth t, there are, in total,
Qtv :=
Ic−1∑
i=0
[(dv − 1)(dc − 1)]i
+ [(dv − 1)(dc − 1)]Ic−1 ·
t∑
j=1
{(4FcFd − 1)[1 + dv
Ic−1∑
i=1
(dv − 1)i−1(dc − 1)i]}j (29)
variable nodes and
Qtc := 1 + (dv − 1)
Ic−2∑
i=0
[(dv − 1)(dc − 1)]i
+ [(dv − 1)(dc − 1)]Ic−1 ·
t∑
j=1
{(4FcFd − 1)dv
Ic−1∑
i=1
[(dv − 1)(dc − 1)]i−1}j (30)
check nodes. Assume that Nt~e is tree-like, with t+1 < t∗. When we branch out the neighborhood
Nt~e to form the neighborhood N
t+1
~e , it can be shown that the probability that the newly revealed
check nodes do not create any loop can be lower bounded by (1−Qt∗c /M)Q
t+1
c −Qtc , with M =
N −K. Similarly, the probability that the newly revealed variable nodes do not create any loop
can be lower bounded by (1−Qt∗v /N)Q
t+1
v −Qtv . Thus, the probability that Nt∗~e is tree-like is lower
bounded by
(1−Qt∗v /N)Q
t∗
v (1−Qt∗c /M)Q
t∗
c . (31)
Note that Mdc = Ndv = Ne. Therefore, for sufficiently large N , it has
Pr{Nt∗~e is not tree-like} ≤
(Qt
∗
v )
2 + dc
dv
(Qt
∗
c )
2
N
= γ/N (32)
where γ is a constant dependent on t, Ic, dv, dc, FcFd, but not on N .
B. Concentration Theorems
For sufficiently large N , the message-flow neighborhood will form a tree which can be
specified by the binary bits of variable nodes in the tree. Denote Nv(t) as the number of possible
January 17, 2017 DRAFT
13
fillings of binary bits in the tree-like neighborhood of depth t. Each possible filling is referred
to as a message-flow neighborhood type. We index these neighborhoods as
θi ∈ {0, 1}Nv(t), where 1 ≤ i ≤ Nv(t). (33)
Denote cθ as the bipolar bit corresponding to the variable node Ve at the top of the message-
flow neighborhood of type θ. Define pt(θ) as the probability that a tree of type θ and depth t
delivers an incorrect cθ, i.e.,
pt(θ) = Pr(zIc,tCeVe · cθ < 0|tree type θ). (34)
Denote c as a particular sequence of transmitted bits. For a given edge ~e whose message-flow
neighborhood of depth t is tree-like, let pt(c) be the expected number of incorrect messages
passed along this edge at the t-th iteration when c is transmitted. Thus, pt(c) can be expressed
as
pt(c) =
Nv(t)∑
i=1
pt(θi) Pr(θi|c). (35)
Theorem 2: Denote et(c) as the number of erroneous variable-to-check messages when c is
the transmitted codeword and t rounds of the message-passing algorithm have been implemented.
Assume the code graph is chosen uniformly at random from the ensemble of all graphs. Let
Ne be the total number of variable-to-check edges in the graph. For any  > 0, there exists a
positive constant β, such that if N is sufficiently large, then
Pr
(∣∣∣∣et(c)Ne − pt(c)
∣∣∣∣ > ) ≤ 2e−β2N . (36)
Denote ci.u.d. as an i.u.d. random sequence. For a given edge ~e whose message-flow neigh-
borhood of depth t is tree-like, let pti.u.d. be the expected number of incorrect messages passed
along this edge at the t-th iteration when an i.u.d. random sequence is transmitted. The value
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pti.u.d. can be expressed as
pti.u.d. = E
[
pt(ci.u.d.)
]
=
2N∑
j=1
2−Npt(cj)
=
2N∑
j=1
2−N
Nv(t)∑
i=1
pt(θi) Pr(θi|cj)
=
Nv(t)∑
i=1
pt(θi)
2N∑
j=1
2−N Pr(θi|cj)
=
Nv(t)∑
i=1
pt(θi) Pr(θi|ci.u.d.)
=
Nv(t)∑
i=1
pt(θi)
1
Nv(t)
. (37)
The last step of the above equation comes from the fact that all neighborhood types are equally
probable when the transmitted sequence is i.u.d..
Theorem 3: Denote et(ci.u.d.) as the number of erroneous variable-to-check messages when
an i.u.d. codeword ci.u.d. is transmitted and t rounds of the message-passing algorithm have been
implemented. Assume the code graph is chosen uniformly at random from the ensemble of all
graphs. For any  > 0, there exists a positive constant β such that if N is sufficiently large, then
Pr
(∣∣∣∣et(ci.u.d.)Ne − pti.u.d.
∣∣∣∣ > ) ≤ 2e−β2N . (38)
Theorems 2 and 3 can be proved similarly by following the proofs of Theorems 1 and 2
in [14]. Theorem 3 states that if an i.u.d. random sequence is transmitted, then the probability
of a variable-to-check message being incorrect after t rounds of the message-passing decoding
algorithm is highly concentrated around the probability pti.u.d. in which the depth-t message-flow
neighborhood is tree-like. Thus, we can use pti.u.d. to evaluate the performance of the system with
i.u.d. transmitted sequence.
C. Density Evolution and Threshold Calculation
Based on the tree-like message-flow neighborhood, we can analyze the decoding algorithm by
tracking the evolution of the message densities during the iterations. This method was used in
[8] to analyze the performance of LDPC codes over memoryless channels, where it was called
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the density evolution. Let τ t(n) represent the correct extrinsic LLR of the n-th binary bit from
the channel detector to the LDPC decoder after t rounds of the message-passing algorithm,
i.e., τ t(n) = Ltext1(n) · c(n). Let f represent the probability density function (pdf) of the
corresponding variable. The evolution of the message densities of τ t(n) through channel detector
can be expressed as
f tτ = ξc(f
t−1
Lext2
, fN) (39)
where ξc(.) is symbolic notation of the message density evolution in the channel detector. Since
no closed-form expression of ξc(.) can be obtained, it is calculated using Monte Carlo techniques.
The evolution of average correct message densities inside the LDPC decoder can be expressed
as
f l,tz = f
t
τ ∗ λ(f l−1,tq ) (40)
f l,tq = ρ
[
ξ
(
f l,tz
)]
(41)
f tLext2 = f
t
τ ∗ λ¯
(
f l,tq
)
(42)
where ξ(.) is a symbolic notation of the average message density obtained by evolving the
density fzl+1 through a check node, and λ¯(x) =
∑dmaxv
i=1 λix
i/[i
∫ 1
0
λ(x)dx]. From (37), the value
pti.u.d. can be calculated as
pti.u.d. =
Nv(t)∑
i=1
pt(θi)
1
Nv(t)
=
Nv(t)∑
i=1
1
Nv(t)
∫ 0
−∞
f Ic,tz|θi (τ |θi)cθidτ
=
∫ 0
−∞
Nv(t)∑
i=1
1
Nv(t)
f Ic,tz|θi (τ |θi)cθi
 dτ
=
∫ 0
−∞
f Ic,tz (τ)dτ. (43)
Since the performance of the system degrades monotonously as the standard deviation σ of
the AWGN increases for a given channel response matrix, the threshold corresponds to the
supremum of all the values of σ such that the fraction of incorrect messages converges to zero
as the code length and number of iterations tend to infinity. For the turbo-equalized system
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in which t rounds of outer iterations are implemented between the channel detector and LDPC
decoder and Ic rounds of iterations are implemented inside the LDPC decoder per outer iteration,
the threshold is defined as
σte = sup
{
σ : lim
t,Ic,N→∞
pti.u.d. → 0
}
. (44)
For the non-turbo equalized system in which there is no outer iteration between the channel
detector and LDPC decoder but only l iterations inside the LDPC decoder, the threshold is
defined as
σnon−te = sup
{
σ : lim
l,N→∞
∫ 0
−∞
f l,1z (τ)dτ → 0
}
. (45)
V. NUMERICAL RESULTS AND DISCUSSIONS
In this section, we will present the simulation results and the thresholds of LDPC coded 2D
interference system detected by JIDDS. For comparisons, we will also include the simulation
results and thresholds of LDPC codes over an AWGN channel [8] and LDPC coded 2D inter-
ference system detected by a suboptimal strip-wise algorithm (SSWA) [29]. The SSWA is called
MAP algorithm in [28] because it is an optimal detection algorithm when only signals of three
adjacent tracks are processed to detect the bit sequence in the middle track. For the SSWA,
LDPC code is applied to the middle track and iterations are introduced between the detector and
the LDPC decoder. Thus, the threshold for the SSWA can be comprehended as the threshold of
LDPC coded 2D interference system where three tracks are used to detect the middle track. Note
that the thresholds of SSWA are obtained by blindly adopting the same method as introduced
in the previous section, but the concentration results are not proved.
For the calculation of thresholds for turbo-equalized system, we adopt a dynamic method.
We first fix an error rate step Pers (e.g., Pers = 10−6). In the t-th outer iteration, the iterations
inside the LDPC decoder will proceed until the performance improvement achieved by the next
iteration is smaller than the error rate step, i.e.,∫ 0
−∞
f l+1,tz (τ)dτ −
∫ 0
−∞
f l,tz (τ)dτ < Pers. (46)
If (46) is satisfied, then the iterations inside the LDPC decoder cease and the system moves to
the (t+1)-th outer iteration. This dynamic method can save some computations while generating
almost identical results in the calculation of threshold. Since it has been shown in [36] that there
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is hardly any performance improvement by introducing more iterations when Idet > 3, we fix
Idet = 3.
Table I shows the evolution of pti.u.d. during the iterations for various parameters. Besides the
channel response matrix HA, here we consider another channel response matrix [35]
HB =

0.0035638 0.14843 0.0035638
0.013382 0.55733 0.013382
0.0035638 0.14843 0.0035638
 . (47)
It can be observed that for the given parameters, the error probability pti.u.d. becomes smaller
and smaller during the iterations and zero-error probability can be achieved within 5 iterations.
However, if the standard deviation σ exceeds the threshold, the error probability will be stuck at a
certain value and will not evolve as the iteration process proceeds. Table II shows the thresholds
of LDPC coded 2D interference system detected by JIDDS and SSWA algorithm as well as
thresholds of LDPC codes over an AWGN channel. We denote the threshold of LDPC code
over AWGN channel and SSWA as σAWGN and σSSWA, respectively in the table. For the 2D
interference channel, the threshold is normalized by a factor |H| = |∑Mh−1i=0 ∑Nh−1j=0 (h(i, j))2 |1/2.
If the standard deviation σ is below the calculated threshold values, then any arbitrarily small
target error probability can be achieved by using a sufficiently long code with sufficient number
of iterations. It can be observed that as the code rate increases, the threshold decreases. Since
the interference level of channel HB is smaller than that of HA, the thresholds of channel HB is
larger than that of HA when the system is detected by JIDDS. The JIDDS always has a larger
threshold than the SSWA and the performance gap becomes larger as the code rate increases.
This is because the SSWA only processes three tracks to detect the data sequence in the middle
track, while the JIDDS detects the data in two directions and processes the information from
more than three tracks.
Next, we examine how tight the threshold upper bounds the performance of the system. Since
the results are similar for both HA and HB, we only adopt the channel HA in the following.
Note that here the thresholds correspond to the infimum of SNR such that the message error rate
converges to zero as the number of iterations tends to infinity. For a fixed 2D channel response
matrix, the threshold corresponding to σ and the threshold corresponding to SNR are one-to-one
mapping. The LDPC codes adopted in the simulation are constructed using the semi-random
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algorithm [4]. We denote the LDPC codes as (N,K). There are two sets of LDPC codes used in
our simulation. The first set contains LDPC codes (14000, 7000), (6000, 3000) and (2000, 1000),
which are all regular LDPC codes with code rate R = 0.5, variable node degree dv = 3 and
check node degree dc = 6. The second set contains LDPC codes (18000, 16000), (9000, 8000)
and (4500, 4000), which are all regular LDPC codes with code rate R = 0.89, variable node
degree dv = 4 and check node degree dc = 36. For the simulation, we let the coset-defining
vector b = 0. Figure 7 shows the simulation results and the thresholds of turbo-equalized
and non-turbo equalized 2D interference system detected by JIDDS. The simulation results are
based on two LDPC codes, namely, (14000, 7000) and (18000, 16000). We denote the number
of iterations as Ic/Iout in the figure. Iout = 1 corresponds to non-turbo equalized system and
Iout > 1 corresponds to the system with turbo-equalization. It can be observed that as the number
of iterations increases, the simulation results approach closer to the corresponding thresholds.
The effect of iterations is more significant for code (14000, 7000) than for code (18000, 16000).
Figures 8 and 9 show the simulation results and the corresponding thresholds for the first and
second set of LDPC codes, respectively. We compare the results of LDPC codes over AWGN
channel, and the LDPC coded 2D interference channel detected by JIDDS and SSWA. For the
AWGN channel, the SNR is defined as
SNR = 10 · log10
(
Eb
N0
)
= 10 log10
(
1
2Rσ2
)
dB. (48)
In these simulation results, the number of iterations inside the LDPC decoder is set to Ic = 50
and the number of outer iterations between the channel detector and LDPC decoder is fixed at
Iout = 10. In Fig. 8, for the three system setups, the simulation results with code (14000, 7000)
are about 0.4 dB away from the corresponding threshold. The simulation results and thresholds
of JIDDS are about 0.8 dB worse than those of LDPC code over AWGN channel and are about
0.7 dB better than those of SSWA. In Fig. 9, the performance gaps between the thresholds and
simulation results with code (18000, 16000) are less than 0.4 dB for all three system setups. This
time, as the code rate increases, the simulation results and thresholds of JIDDS are about 0.9
dB worse than those of LDPC code over an AWGN channel and are about 2.2 dB better than
those of SSWA. It can be observed in these two figures that as the code length N increases, the
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simulation results approach the thresholds. When code length and number of iterations increase,
the simulation result is expected to approach even closer to the threshold. The small gaps between
the simulation results and the corresponding thresholds confirm the effectiveness of the density
evolution technique in analyzing the performance of the system for large code lengths.
VI. CONCLUSION
In this paper, we have analyzed the performance of LDPC codes over 2D interference channels.
The JIDDS is adopted in the 2D interference system. We have shown the graph representation
of the message-flow neighborhood of JIDDS and proved that the message-flow neighborhood
will be tree-like for a long code length. We have also shown two concentration theorems. The
two concentration theorems state that for a particular transmitted codeword or i.u.d. random
codeword, the message error probability of the system concentrates around the probability in
which the message-flow neighborhood is tree-like. For the tree-like message-flow neighborhood,
a modified density evolution algorithm was employed to track the message densities during
the iterations. We have also used the density evolution algorithm to calculate the threshold
values of the JIDDS and SSWA. For a fixed channel response matrix, the threshold represents
the largest noise level the system can tolerate in order to achieve reliable transmission. Thus,
whenever the standard deviation of noise is below the threshold, transmission will be reliable
given that the code length and number of iterations are large enough. The simulation results have
been compared to the corresponding thresholds and the gaps between them are relatively small.
Therefore, the threshold calculated using density evolution can be used to accurately predict the
system performance for large code lengths.
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TABLE I
EVOLUTION OF pti.u.d. DURING THE ITERATIONS FOR VARIOUS PARAMETERS.
pti.u.d. for HA pti.u.d. for HB
t (3,6),σ = 0.81 (4,36),σ = 0.45 (3,6),σ = 0.84 (4,36),σ = 0.47
1 0.120135 0.024950 0.113098 0.022694
2 0.101857 0.019691 0.097696 0.019235
3 0.086699 0.013585 0.088068 0.015846
4 0.011226 0.000000 0.063708 0.013504
5 0.000000 0.000000 0.000000 0.000000
TABLE II
THRESHOLD VALUES FOR REGULAR LDPC CODES OVER AWGN CHANNEL AND 2D ISI CHANNEL.
AWGN 2D ISI: HA 2D ISI: HB
(dv, dc) R σAWGN σte σnon−te σSSWA σte σnon−te σSSWA
(3, 4) 0.25 1.26 1.19 1.10 1.12 1.22 1.15 1.14
(3, 6) 0.50 0.88 0.81 0.73 0.74 0.84 0.78 0.75
(3, 10) 0.70 0.68 0.62 0.56 0.54 0.64 0.59 0.53
(3, 20) 0.85 0.54 0.50 0.46 0.39 0.52 0.49 0.38
(4, 36) 0.89 0.50 0.45 0.43 0.35 0.47 0.46 0.33
Fig. 1. Read channel model of the LDPC coded 2D interference system.
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Fig. 2. System diagram of detector and decoder.
Fig. 3. Iterative detection scheme in the channel detector.
Fig. 4. Factor graph representation of the joint detection and decoding algorithm.
January 17, 2017 DRAFT
24
3 4 5 6 7 8 9 10
10−6
10−5
10−4
10−3
10−2
10−1
SNR (dB)
BE
R
 
 
original detector
windowed−version detector
Fig. 5. Performance comparisons of the original channel detector and the windowed-version channel detector.
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Fig. 6. Message flow neighborhood of a variable node to a check node with t = 1, Ic = 1 and Fc = Fd = 1.
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Fig. 7. Simulation results and thresholds for turbo-equalized and non-turbo equalized JIDDS with different LDPC codes and
different number of iterations.
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Fig. 8. Simulation results and thresholds for the LDPC codes with dv = 3, dc = 6 and R = 0.5. The solid curves correspond
to the LDPC codes over AWGN channel. The dashed curves correspond to the LDPC coded 2D interference system detected by
JIDDS with turbo equalization. The dotted curves correspond to the LDPC coded 2D interference system detected by SSWA.
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Fig. 9. Simulation results and thresholds for the LDPC codes with dv = 4, dc = 36 and R = 0.89. The solid curves correspond
to the LDPC codes over AWGN channel. The dashed curves correspond to the LDPC coded 2D interference system detected by
JIDDS with turbo equalization. The dotted curves correspond to the LDPC coded 2D interference system detected by SSWA.
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