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Advantages and a Limitation of Using LEG Nets in a Real-Time 
Problem 
Thomas B. Slack 
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New Hartford, New York 13413 
After experimenting with a number of nonprobabilistic methods for dealing with 
uncertainty, many researchers eaffirm a preference for probability methods, although 
this remains controversial. The importance of being able to form decisions from 
incomplete data in diagnostic problems has highlighted probabilistic methods that 
compute posterior probabilities from prior distributions in a way similar to Bayes' rule 
and thus are called Bayesian methods. This paper documents the use of a Bayesian 
method in a real-time problem that is similar to medical diagnosis in that there is a need to 
form decisions and take some action without complete knowledge of conditions in the 
problem domain. This particular method has a limitation, which is discussed. 
Theory-Based Inductive Learning: An Integration of Symbolic and 
Quantitative Methods 
Spencer Star 
Department of Computer Science, Carnegie-Mellon University, 
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The objective of this paper is to propose amethod that will generate a causal explanation 
of observed events in an uncertain world and then make decisions based on that 
explanation. Feedback can cause the explanation and decisions to be modified. Star calls 
the method Theory-Based Inductive Learning (T-BIL). T-BIL integrates deductive 
learning, based on a technique called Explanation-Based Generalization (EBG) from the 
field of machine learning, with inductive learning methods from Bayesian decision 
theory. T-BIL takes as inputs (1) a decision problem involving a sequence of related 
decisions over time, (2) a training example of a solution to the decision problem in one 
period, and (3) the domain theory relevant to the decision problem. T-BIL uses these 
inputs to construct a probabilistic explanation of why the training example is an instance 
of a solution to one stage of the sequential decision problem. This explanation is then 
generalized tocover a more general class of instances and is used as the basis for making 
the next-stage decisions. As the outcomes of each decision are observed, the explanation 
is revised, which in turn affects the subsequent decisions. A detailed example ispresented 
that uses T-BIL to solve a very general stochastic adaptive control problem for an 
autonomous mobile robot. 
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In our previous eries of studies to investigate the role of evidential reasoning in the 
RUBRIC system for full-text document retrieval, we identified the important role that 
problem structure plays in the overall performance of the system. In this paper, we focus 
on these structural elements and show how explicit consideration of their properties 
reduces what previously were seen as difficult evidential reasoning problems to more 
tractable questions. 
By making a distinction between the semantic structure and the evidential structure of 
the document retrieval problem, we gain a more detailed understanding of the role that 
uncertainty plays in this domain. In particular, we see that uncertainty in the evidential 
structures i  related to the degree of evidence or belief we wish to accumulate given the 
occurrence ofcertain patterns of text. Uncertainty inthe semantic structures, on the other 
hand, is primarily concerned with issues uch as the completeness and coherence of the 
basic structure, and also with the relative preferences among concepts when the structure 
is used for retrieval. In a system in which it is not possible to make these distinctions 
(e.g., the earlier version of RUBRIC) writing rules, assigning weights and defining 
uncertainty calculi becomes increasingly difficult as the rule-base gets larger and the 
various uncertainty concepts intermingle. 
The discussion i  this paper is an attempt to provide support for our conjecture that he 
problem of evidential reasoning is one which is in general to be resolved at the semantic 
level rather than at the syntactic one. We believe that in any given problem it is 
imperative that we develop an understanding of the major reasoning patterns before we 
attempt any formal modeling of the uncertainty. In artificial intelligence systems uch as 
RUBRIC this means that he quality of the reasoning will often be dominated by a proper 
structuring ofthe domain knowledge, rather than by questions about he formal properties 
of the uncertainty calculus. That is not to say, of course, that we should ignore the 
question of uncertainty representation a d manipulation, but only that there may be 
higher-level questions that have more overall significance and whose resolution may 
reduce the representational choices. 
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Definitions and notations with historical references are given for some numerical 
coefficients commonly used to quantify relations among collections of objects for the 
purpose of expressing approximate knowledge and probabilistic reasoning. 
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