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Abstract Standard approaches for variable selection in linear models are not
tailored to deal properly with high dimensional and incomplete data. Currently,
methods dedicated to high dimensional data handle missing values by ad-hoc
strategies, like complete case analysis or single imputation, while methods dedi-
cated to missing values, mainly based on multiple imputation, do not discuss the
imputation method to use with high dimensional data. Consequently, both ap-
proaches appear to be limited for many modern applications.
With inspiration from ensemble methods, a new variable selection method is
proposed. It extends classical variable selection methods such as stepwise, lasso or
knockoff in the case of high dimensional data with or without missing data. The-
oretical properties are studied and the practical interest is demonstrated through a
simulation study.
In the low dimensional case without missing values, the performances of the
method can be better than those obtained by standard techniques. Moreover, the
procedure improves the control of the error risks. With missing values, the method
performs better than reference selection methods based on multiple imputation.
Similar performances are obtained in the high-dimensional case with or without
missing values.
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1 Introduction
Large scale data is challenging for data visualisation, data understanding, large
measurement and storage requirements, training and utilisation times, or predic-
tion. Variable selection is one of the strategies to tackle the issue. Many proce-
dures of variable selection are available in the literature such as stepwise, Lasso
[1], Bolasso [2], cross-validation, knockoff [3, 4] among others (see for example
[5] for a review).
We consider a classical linear regression framework in which a Gaussian re-
sponse Y is related to variables among a set of explanatory Gaussian variables Xj
(j = 1, . . . , p). In this context, variable selection consists in identifying explana-
tory variables which are significantly related to Y .
Issues commonly encountered in variable selection gather stability of the se-
lected subset of variables, high dimensionality, or missing data for instance. Many
methods have been developed to overcome each of them.
Ensemble learning methods provide a way to improve stability [6, 7]. Such
methods consist in perturbing the data several times, applying the selection pro-
cedure on the perturbed data, and then, aggregating over all obtained subsets. For
example, ensemble methods have been suggested for variable selection by random
forests [8] or lasso [7]. As regards the high dimensionality, it can be tackled by
techniques like shrinkage methods (e.g. ridge regression or lasso [1]), or by using
preliminary screening steps [9, 4]. As regards the missing data issue, multiple
imputation [10, 11, 12] appears the most intensively investigated. In particular,
many methods have been proposed to pool several subsets of variables obtained
from each imputed data set, independently to the way used to fill-in the data [13].
However, in practice, we potentially face to all challenges simultaneously,
making difficult to perform variable selection in a suitable way. In this paper,
we propose an original variable selection method based on an ensemble learning
method allowing variable selection in various cases, notably for high dimensional
data or missing data, while improving stability of the selection. To achieve this
goal, the main idea is to perform variable selection on random subsets of vari-
ables and, then, to combine them to recover which variables Xj are related to the
response Y . Note that ensemble learning methods for variable selection gener-
ally resample the individuals, but here, only variables are resampled. Performing
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variable selection on several subsets of variables solve the high-dimensional issue
and allows treatment of missing values by classical techniques. More precisely,
the outline of the algorithm are as follows: let consider a random subset of size
k among p variables. By choosing k small, this subset is low dimensional, al-
lowing treatment of missing values by standard imputation method. Then, any
selection variable scheme can be applied. We will focus on standard variable se-
lection methods, such as stepwise, lasso, but also on a more recent method, named
knockoff [4], which has the specific property to be consistent. By resampling B
times, a sample of size k among the p variables, we may count how many times, a
variable is considered as significantly related to the response variable Y and how
many times it is not. We need to define a threshold to conclude if a given variable
is significantly related to the response Y .
In the next section, we fully describe the proposed algorithm. Rules to tune
its parameters are given and mathematically justified. We also derive some the-
oretical properties of the algorithm. In Section 3, we illustrate the relevance of
the selection of variable method through a simulation study. Finally, a discussion
about extensions closes the paper.
2 Algorithm
2.1 Notation and context
Let consider a classical linear regression model
Y = Xβ + ε (1)
whereX = (X1, . . . , Xp) denotes a set of p explanatory variables, β = (β1, . . . , βp)
denotes the vector of regression coefficients, ε is a Gaussian noise with variance
σ2 and null expectation, Y is the response variable. n independent realisations of
(Y,X) are observed, leading to a data set with n rows and p+ 1 columns.
We assume that missing values occur on covariates only, without loss of gener-
alities [12].We noteR = (R1, . . . , Rp) the missing data mechanism so thatRj = 1
indicates variable Xj is missing, and Rj = 0 indicates variable is observed. The
n realisations of R are assumed to be independent. We do not put any restrictions
on the missing data mechanism, and any restrictions on the number of missing
values in order to cover a large range of situations.
We intended to select the “best” subset of predictors, i.e. the subset of non-
null coefficients of β. The central premise is that the data contains many features
3
that are either redundant or irrelevant, and can thus be removed without incur-
ring much loss of information. Successful procedures are characterized by high
predictive accuracy, yielding interpretable models while retaining computational
efficiency. Penalized methods that perform coefficient shrinkage (such as lasso)
have been shown to be successful in many cases. Models with correlated predic-
tors are particularly challenging to tackle and missing data are difficult to handle
[14, 15]. Some alternative such as knockoff also provide statistical guarantees
[3, 4] but have not been adapted to handle missing data. Stepwise regression is
also very popular process of building a model by successively adding or remov-
ing variables based solely on the statistics such as AIC criterion or t−test of their
estimated coefficients. Unfortunately, the model is fit using unconstrained least
squares, therefore nothing can be said about the mathematical properties of the re-
sults. Furthermore, stepwise cannot be directly applied on high dimensional data
or data with missing values.
2.2 The method
As for ensemble methods, our algorithm has two phases: one which creates many
regression instances and one which aggregates instances into an overall regres-
sion. More precisely, each regression instance allows to test if the relationships
between (part of) explanatory variables and the response variable is significant
or not. Then, we aggregate tests of the instances to obtain a global test for each
variable.
To create regression instance, we sample k variables among the p variables.
Next, a variable selection procedure is applied on the k variables. If the method
does not handle high-dimensional data, k is chosen less than n, so that the high
dimensional issue is tackled. If the dataset has missing values, two cases can be
considered: the first one is the number of individuals with missing is very small.
For such a case, complete-case analysis can be a sufficient strategy to solve the
missing data issue. Otherwise, single stochastic imputation by the multivariate
Gaussian model can be performed. Note that because we do not aim to build con-
fidence intervals for regression coefficients, multiple imputation is not required
here. Imputation methods need accounting for the nature of the missing data
mechanism [11, 10, 12]. We will consider a classical method dealing with miss-
ing at random (MAR) mechanisms [10], but methods dedicated to missing not at
random (MNAR) mechanisms could also be used [16, e.g.].
Thus, any variable selection procedure can be applied, leading to the regres-
sion instances among the k variables that are significantly related to Y (according
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to a given threshold). We iterate the process B times, leading to B regression
instances.
As a second step of the algorithm, the regression instances are aggregated.
For each variable Xj , we count the ratio rj between (i) the number of times the
variable Xj is selected as significantly related to the response variable Y and (ii)
the number of times the variable is present in the subsets. We conclude that a
variable Xj is significantly related to Y if rj is greater that a threshold r.
Three questions arise: (i) how to choose k, (ii) how to choose B and finally
(iii) how to choose the threshold r.
2.2.1 What is the optimal size of regression instances k?
To avoid the curse of dimensionality it is easier to choose k such that the number of
complete observations for k variables is greater than k. The aim of the following
proposition is to bound the probability that the number of complete observations
for a random subset of k variables is less than k.
Proposition 1. Let j1, j2, . . . , jk a subset of k variables among the p original
variables, δj1,j2,...,jk the probability to observe, for any individual, at least one
missing value on the subset j1, j2, . . . , jk and δ∗ = max
j1,j2,...,jk
δj1, j2, . . . , jk. Then,
for any subset j1, j2, . . . , jk the number of complete observations is less than k
with probability less than
exp
(
−
(
1− k
n(1− δ∗)k
)2
(1− δ∗)kn/2
)
(2)
for any k so that k/n(1− δj1,j2,...,jk)k < 1
Proof. Let Wj = 1 − Rj be the random variable indicating if variable j is ob-
served (1 ≤ j ≤ p). In addition, let U = Wj1Wj2 · · ·Wjk be the binary variable
indicating if an individual is fully observed on the subset j1, j2, . . . , jk and let
Nj1,j2,...,jk =
∑n
i=1 Ui be the random variable for the number of individuals fully
observed for the subset j1, j2, . . . , jk.
U follows a Bernoulli distribution with expectation 1− δj1,j2,...,jk . In addition,
by independence between the n realisations of R and between realisations of X ,
the n realisations of U are independent (whatever the missing data mechanism).
Therefore, using standard Chernoff bounds for binomial distribution gives for any
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0 < η < 1:
P
(
Nj1,j2,...,jk < n(1− δj1,j2,...,jk)k(1− η)
)
≤ exp (−η2(1− δj1,j2,...,jk)kn/2) (3)
For k < n (1− δj1,j2,...,jk)k, by using η = 1− k/n(1− δj1,j2,...,jk)k, we have
P (Nj1,j2,...,jk < k) ≤ exp
(
−
(
1− k
n(1− δj1,j2,...,jk)k
)2
×
(1− δj1,j2,...,jk)kn/2
)
(4)
For any subset j1, j2, . . . , jk, this probability can be bounded by
exp
(
−
(
1− k
n(1− δ∗)k
)2
(1− δ∗)kn/2
)
(5)
where δ∗ = max
j1,j2,...,jk
δj1, j2, . . . , jk < 1.
To choose k according to Proposition 1, we define a confidence level (e.g. 1%)
and identify k so that the upper bound equals α, ensuring that the probability to
encounter high dimensional data is less than the confidence level. If the missing
data mechanism is unknown, δ∗ needs to be estimated from the missing data pat-
tern. It can be done by ordering variables by decreasing number of missing values
and estimating δ∗ as the proportion of incomplete individuals from the k first ones.
Note that having nj1,j2,...,jk > k for any subset j1, j2, . . . , jk is a necessary con-
dition to overcome the curse of dimensionality when missing values are handled
by complete case analysis. However, if an imputation method is used, this condi-
tion is not necessary. For instance, imputation by fully conditional specification
[17] can be applied when each incomplete variable has more observed values than
k.
2.2.2 How many iterations?
To improve the stability of the procedure, the proportion of times that a variable
is considered as significant (rj) needs to be calculated from many iterations (B).
The following Proposition upwardly bounds the probability that this number does
not reach a sufficient number B˜.
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Proposition 2. Consider the random variable Zj that counts the number of time
that Xj (j = 1, . . . , p) is present in B regression instances of size k. Then,
min
j=1,...,p
Zj < B˜ with probability less than
p exp
−(1− pB˜
Bk
)2
Bk/(2p)
 (6)
for any B such that B˜p
Bk
< 1
Proof. Zj is a binomial random variable with mean equal to Bk/p. Therefore,
using standard Chernoff bounds give for any 0 < η < 1:
P (Zj < (1− η)Bk/j) ≤ exp (−η2Bk/(2p)) (7)
Application of the union bounds yields to the result with η = 1− pB˜
Bk
The Proposition 2 ensures that all variables are selected, with high probability,
in at least B˜ regression instances. B˜ can be chosen, so that V (rj) is small. For
example, for B˜ regression instances, and if the number of times the variable Xj
is significant follows a Binomial distribution, then, V (rj) is less than 14B˜ . Thus,
B˜ = 100 leads to a standard error less than 5%.
We can note that B is related to p, meaning that the number of iterations of the
algorithm needs to be chosen according to the number of variables.
2.2.3 Which value for the threshold r?
rj is the ratio between the number of times the variable Xj is selected over the
number of times the variable Xj is in the regression instances. Under the hypoth-
esis H0 : “βj = 0′′, rj can be seen as an estimate of the α risk of the global test,
while under the hypothesis H1 : “βj 6= 0′′, it can be seen as an estimate of the
power. Thus, two strategies are possible to decide between both hypotheses:
• keeping all variables so that rj is over than rpower (e.g. 95%) to control the
power of the test
• keeping all variables so that rj is over than rα (e.g. 5%) to control the α risk
of the test
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According to the selection procedure used, one strategy could me more rele-
vant than the other one. For instance, it will make more sense to use the second
one for knockoff, because this variable selection procedure controls the false dis-
covery rate. Thus, this property could be preserved by the global test.
Finally, the threshold r needs to be chosen a priori, according to the objective
of the selection. Note that by controlling one risk, the other one is also indirectly
controlled but, its values is unknown. Afterwards, we arbitrarily will use the first
strategy by considering r = rpower = 95%.
2.3 Some mathematical properties
2.3.1 Aggregation of regression coefficients
Even if our goal is only to identify the subset of variables related to the response
Y , we investigate the performances of the aggregation of the regression coeffi-
cients estimates obtained by averaging of the B instances.
At first, let consider the sampling of variables for a regression instance and
assume for the moment the absence of missing data. For a regression instance,
let’s define δj such that δj = 1 if βj is drawn and zero otherwise. Putting them in
a diagonal matrix ∆ = diag(δ1, . . . , δp), the regression model based on a sample
of k variables can be rewritten as:
Y = Xβ + ε
= X∆β +X(I −∆)β + ε
= X∆β + ε′
X∆ corresponds to the design matrix constructed on selected variables and ε′ ∼
N (X(I−∆)β, σ2I). Since ∆ is a projection matrix, then ∆2 = ∆ and (X∆)(∆β) =
X∆β.
We assume that X is inversible and, by convention, 0/0 = 0. Therefore
∆βˆ = (∆X ′X∆)−1∆X ′Y
and
E(∆βˆ) = (∆X ′X∆)−1∆X ′E(Y )
= (∆X ′X∆)−1∆X ′(X∆β +X(I −∆)β)
= ∆β + (∆X ′X∆)−1∆X ′X(I −∆)β (8)
V(∆βˆ) = (∆X ′X∆)−1σ2 (9)
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We see from Equation (8) that the bias of βˆ is induced by the correlation be-
tween the subset of variables in the regression instance and the other variables
that are not selected in the regression instance. Thus, aggregation of regression
estimates by averaging is relevant if and only if the design is orthogonal.
2.3.2 Relevance to use k variables instead of p
The practical usefulness to perform selection from a subset of k variables instead
of p have been already explained. We now highlight how does this strategy influ-
ence the performances of a selection procedure.
Without loss of generality, consider that X gathers significant explanatory
variables only (i.e. βj 6= 0 for all 1 ≤ j ≤ p). Then, by independence between ε
and X
V(Y |X∆) = V(X(I −∆)β) + V(ε) (10)
= V(X(I −∆)β) + V(Y |X). (11)
The more higher the proportion of significant variables not present in the re-
gression instances, the more V(X(I − ∆)β) can be large (and V(Y |X∆) a for-
tiori). This implies that the regression scheme will be noised if relevant significant
variables are missed. This situation arises when the variables are sampled through
the algorithm, but identifying significant variables is more challenging on noisy
data. Thus, to limit this loss of power, it seems more relevant to consider a large
value for the number of selected instances (k).
3 Simulations
3.1 Simulation design
To study the quality of the procedure we simulate various cases varying the num-
ber of variables (p), the correlation between covariates (ρ), the signal to noise
ratio (snr), the nature of the missing data mechanism, as well as the proportion
of missing values. For each configuration, T = 100 data sets are generated, and
for each one, variable selection is performed according to the proposed algorithm
and methods presented below.
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3.1.1 Data generation
For a given configuration, data sets are generated as follows. First, n observations
for p covariates are generated according to a multivariate normal distribution with
null expectation, and variance

1 ρ . . . . . . ρ
ρ 1 ρ . . . ρ
.
.
.
. . .
. . .
. . .
.
.
.
ρ . . . ρ 1 ρ
ρ . . . ρ . . . 1
 where −1 ≤ ρ ≤ 1. Then,
the response Y is simulated according to a linear model Y = Xβ + ε where ε
is Gaussian with null expectation and variance 1
snr+1
, β is the sparse vector of
regression coefficients composed of zeros and a fixed value β only. This value is
chosen so that Var (Y ) = 1.
For all configurations, we keep:
• the number of individuals n = 200
• and the number of non-zero values in β is 8.
Before introducing missing values, configurations vary only by the values of p, ρ
and snr:
• we consider p = 100 or p = 300 variables. Let note that for the second
case, the number of variables is higher that the number of observations
• we test two cases for the correlation ρ = 0 and ρ = 0.4. High correlation
among explanatory variables often generates spurious results for variable
selection
• finally, we test snr = 2 and snr = 4, by tuning β and the variance of the
noise under the constraint that the variance of Y is equal to one. Each case
corresponding to high or low difficulty to select relevant variables.
3.1.2 Missing data mechanisms
Next, missing values are added on covariates of each data set according to several
mechanisms. We consider a missing completely at random (MCAR) mechanism,
so that P (Rj = 1) = a for all j (1 ≤ j ≤ p) and a MAR mechanism, so that
P (Rj = 1|Y ) = Φ (a+ Y ) with Φ the cumulative distribution function of the
standard normal distribution. The coefficient a of those models is tuned to get (in
expectation) 20% of missing values. The MCAR mechanism is a particular case
of MAR mechanism, which is generally simpler to handle.
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3.1.3 Methods
The parameters of the proposed algorithm (k,B,r) need to be tuned for the various
configurations. As regards k, exact calculation from the cumulative distribution
function leads to choose k less than 10 for a risk to have nj1,j2,...,jk < k less than
1%. We choose k = 10. Furthermore, we chooseB = 3000 iterations for p = 100
and B = 10000 for p = 300. These choices correspond to a risk less than 1% to
observe less than B˜ = 100 times a variable. Note that the sensitivity to the pa-
rameters k and B is assessed in Section 3.3. Finally, variables that are selected at
least rpower = 95% of the time are kept.
The investigated variable selection procedures are the knockoff, the lasso and
the stepwise (with AIC). In any configuration, these methods can be used through
the proposed algorithm, but not directly on the full data set because they have
some lacks with high dimensional data and or missing values. Thus, we make
comparisons as follows: we first generate the data sets (without missing data)
and apply knockoff, lasso as well as stepwise variable selection procedure. Two
versions of the knockoff are available: the fixed-X knockoff and the model-X
knockoff. According to recommendations [18], we use fixed-X knockoff for low
dimensional data and model-X knockoff for high dimensional data. Note that in
the proposed algorithm, only fixed-X knockoff is used. High dimensional setting
is tackled by a screening step in stepwise.
Then, we generate the missing values according to a pre-defined missing data
mechanism. If possible, knockoff, lasso and stepwise variable selection are ap-
plied using complete case analysis. Note that handling missing values by imputa-
tion would be challenging here because of the large number of variables compared
to the number of individuals [19]. The proposed algorithm is also applied by using
knockoff, lasso and stepwise variable selection where missing values are handled
by single stochastic imputation according to the Gaussian model. In addition,
we make comparison with a recent method combining multiple imputation and
random lasso variable selection [20] named MIRL. This method consists in per-
forming multiple imputation by chained equations to fill the data, then applying
random lasso on imputed data sets and combining selected subsets of variables.
Since multiple imputation by chained equations is too much time consuming for
large data sets, we cannot apply it for high dimensional data.
All computations were performed using R [21]. Lasso was computed using
the library glmnet, knockoff using the library knockoff and stepwise using the
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library stats. The R code used for MIRL has been obtained from authors. Single
stochastic imputation by the Gaussian model has been performed with the library
norm. The R code used for simulations is available on demand.
3.2 Results
3.2.1 Low dimensional data without missing values
Table 1 summarizes performances of the proposed algorithm in the case n > p
without missing values. In this setting, direct application of any standard selection
variable procedures can be performed: lasso and stepwise methods show a very
large number of false positives (over than 17). On the contrary, this number is
well controlled by knockoff (close to 1), while having many true positives (close
to 7.5) when the signal to noise ratio is large and correlation between covariates
is small.
When the proposed ensemble method is applied, the selection based on knock-
off shows very similar results to its direct application on the full data. For stepwise
and lasso, performances are much better improved by the algorithm whatever the
correlation and the signal to noise ratio. Indeed, the number of false positives is
systematically less than 3.
3.2.2 Low dimensional data with missing values
Table 2 reports simulation results when data are missing at random. In such a
case, lasso, knockoff and stepwise cannot be directly applied. Therefore, com-
plete case analysis is used. Because of the decrease of the number of individuals,
selection methods have less power, leading to very poor performances (a number
of true positives close to 0 and a number of false negatives close to 8). When
applying the MIRL method, selection is also quite bad. Indeed, the issue is that
the predictive distribution of missing values is not well estimated because of the
too large number of variables compared to the number of individuals [19].
On the contrary, by using the proposed algorithm, the number of false nega-
tives is always smaller, and the performances are globally like the case without
missing values. We note that the number of false positives tends to increase. Sim-
ilar results are obtained for the MCAR mechanism (cf Table 5 in Appendix).
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Algorithm Full
ρ snr method ok - + ok - +
0 2 Knockoff 7.03 0.97 0.76 7.43 0.57 0.96
0 4 Knockoff 7.60 0.40 0.66 7.78 0.22 1.10
0.4 2 Knockoff 4.41 3.59 1.57 3.92 4.08 0.69
0.4 4 Knockoff 6.28 1.72 1.36 6.24 1.76 0.91
0 2 Lasso 7.46 0.54 0.98 8.00 0.00 18.75
0 4 Lasso 7.72 0.28 0.90 8.00 0.00 17.89
0.4 2 Lasso 5.34 2.66 2.70 7.64 0.36 17.61
0.4 4 Lasso 7.13 0.87 3.17 8.00 0.00 17.64
0 2 Stepwise 4.93 3.07 0.01 8.00 0.00 29.87
0 4 Stepwise 5.77 2.23 0.03 8.00 0.00 28.35
0.4 2 Stepwise 2.27 5.73 0.25 7.20 0.80 29.90
0.4 4 Stepwise 4.15 3.85 0.43 7.90 0.10 30.70
Table 1: Low dimensional setting without missing values: comparison of three
variable selection methods (Knockoff, Lasso and Stepwise) when they are directly
applied on the data set (Full) or when they are iteratively applied on subsets of
variables (Algorithm). Data sets varying by the correlation between covariates (ρ)
and the signal to noise ratio (snr). For a given configuration, T = 100 data sets
are generated and performances of the selection procedure are assessed by: the
mean number of true positives (ok), the mean number of false negatives (−) and
the mean number of false positives (+).
3.2.3 High dimensional data without missing values
Table 3 summarizes simulation results in the case n < p without missing values.
In a similar way to the case where the dimensionality is low, the proposed algo-
rithm decreases the number of false positives for selection by lasso or stepwise,
but does not improve performances of the knockoff. Note that the knockoff is well
adapted to handle high-dimensional data when data are complete [4].
3.2.4 High dimensional data with missing values
Table 4 reports results for configurations where n < p with missing values gener-
ated according to a MAR mechanism. Because of the large number of variables,
MIRL method cannot be applied since the imputation becomes too much time
consuming. Direct application of variable selection methods by complete case
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Algorithm Full
ρ snr method ok - + ok - +
0 2 Knockoff 6.35 1.65 0.88 0.13 7.87 0.51
0 4 Knockoff 6.67 1.33 0.75 0.14 7.86 0.53
0.4 2 Knockoff 3.60 4.40 1.51 0.05 7.95 0.39
0.4 4 Knockoff 5.40 2.60 1.57 0.05 7.95 0.61
0 2 Lasso 7.33 0.67 3.40 0.50 7.50 3.62
0 4 Lasso 7.35 0.65 3.46 0.63 7.37 3.26
0.4 2 Lasso 5.44 2.56 5.32 0.23 7.77 1.71
0.4 4 Lasso 6.84 1.16 5.42 0.20 7.80 1.88
0 2 Stepwise 6.16 1.84 0.92 0.00 8.00 1.00
0 4 Stepwise 6.43 1.57 0.75 0.00 8.00 1.00
0.4 2 Stepwise 3.53 4.47 1.98 0.00 8.00 1.00
0.4 4 Stepwise 5.34 2.66 2.05 0.00 8.00 1.00
0 2 MIRL 1.29 6.71 0.94
0 4 MIRL 2.97 5.03 0.91
0.4 2 MIRL 0.18 7.82 0.75
0.4 4 MIRL 0.44 7.56 0.87
Table 2: Low dimensional setting with missing values generating according to a
MAR mechanism: performances of three variable selection methods (Knockoff,
Lasso and Stepwise) when they are directly applied on the complete individuals
of the data set (Full) or when they are iteratively applied on imputed subsets of
variables (Algorithm). In addition, comparisons with a method combining mul-
tiple imputation and random lasso variable selection is included (MIRL). Data
sets varying by the correlation between covariates (ρ) and the signal to noise ra-
tio (snr). For a given configuration, T = 100 data sets are generated and per-
formances of the selection procedure are assessed by: the mean number of true
positives (ok), the mean number of false negatives (−) and the mean number of
false positives (+).
analysis (Full) appears clearly irrelevant. Indeed, the number of false negatives
is close to 8, whatever the selection variable method: like in the low dimensional
case, complete case analysis decreases the power of the tests and selection vari-
ables methods rarely reject the null hypothesis.
On the opposite, the proposed algorithm reduces significantly the number of
false negatives. Nevertheless, this number is a little higher than in the case without
missing values.
Results for missing values generated according to the MCAR mechanism are
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Algorithm Full
ρ snr method ok - + ok - +
0 2 Knockoff 7.19 0.81 2.51 7.94 0.06 1.15
0 4 Knockoff 7.61 0.39 2.63 8.00 0.00 0.91
0.4 2 Knockoff 4.39 3.61 2.92 4.48 3.52 1.00
0.4 4 Knockoff 6.35 1.65 4.31 6.96 1.04 1.08
0 2 Lasso 7.33 0.67 1.83 8.00 0.00 26.44
0 4 Lasso 7.74 0.26 1.99 8.00 0.00 27.98
0.4 2 Lasso 5.21 2.79 2.92 7.40 0.60 20.37
0.4 4 Lasso 6.54 1.46 3.92 7.99 0.01 26.71
0 2 Stepwise 4.57 3.43 0.01 8.00 0.00 35.00
0 4 Stepwise 5.69 2.31 0.02 8.00 0.00 33.45
0.4 2 Stepwise 1.37 6.63 0.09 6.73 1.27 38.11
0.4 4 Stepwise 3.26 4.74 0.25 7.82 0.18 35.39
Table 3: High dimensional setting without missing values: comparison of 3 vari-
able selection methods (Knockoff, Lasso and Stepwise) when they are directly
applied on the data set (Full) or when they are iteratively applied on subsets of
variables (Algorithm). Data sets varying by the correlation between covariates (ρ)
and the signal to noise ratio (snr). For a given configuration, T = 100 data sets
are generated and performances of the selection procedure are assessed by: the
mean number of true positives (ok), the mean number of false negatives (−), and
the mean number of false positives (+).
similar (cf Table 6 in Appendix).
3.3 Influence of tuning parameters
To complete this simulation study, robustness to the tuning parameters is assessed.
We only focus on the number of variables sampled (k) and the number of iterations
(B) since the third parameter (the threshold r) can be chosen a priori according to
the application of the selection procedure (cf Section 2.2.3).
Influence of k Figure 1 reports the false negative rate and the false positive rate
according to the number of variables sampled in the algorithm (when n < p with-
out missing values). Surprisingly, the false negative rate is globally increasing
when k is increasing, while the false positive rate is decreasing. More precisely,
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Algorithm Full
ρ snr method ok - + ok - +
0 2 Knockoff 6.14 1.86 3.28 0.05 7.95 0.70
0 4 Knockoff 6.89 1.11 3.34 0.04 7.96 0.69
0.4 2 Knockoff 3.78 4.22 3.45 0.04 7.96 1.00
0.4 4 Knockoff 5.57 2.43 3.07 0.00 8.00 0.97
0 2 Lasso 6.95 1.05 7.84 0.11 7.89 2.31
0 4 Lasso 7.31 0.69 7.67 0.04 7.96 2.42
0.4 2 Lasso 5.01 2.99 6.46 0.05 7.95 1.30
0.4 4 Lasso 6.37 1.63 6.31 0.00 8.00 1.42
0 2 Stepwise 5.54 2.46 1.32 0.00 8.00 1.00
0 4 Stepwise 6.29 1.71 1.33 0.00 8.00 1.00
0.4 2 Stepwise 2.60 5.40 0.92 0.00 8.00 1.00
0.4 4 Stepwise 4.16 3.84 0.87 0.00 8.00 1.00
Table 4: High dimensional setting with missing values generating according to a
MAR mechanism: performances of three variable selection methods (Knockoff,
Lasso and Stepwise) when they are directly applied on the complete individuals
of the data set (Full) or when they are iteratively applied on imputed subsets of
variables (Algorithm). Data sets varying by the correlation between covariates (ρ)
and the signal to noise ratio (snr). For a given configuration, T = 100 data sets
are generated and performances of the selection procedure are assessed by: the
mean number of true positives (ok), the mean number of false negatives (−) and
the mean number of false positives (+).
the increase is important for stepwise, while it is more moderate for lasso and
knockoff. The opposite could be expected since the regression scheme is more
noised if k is small (cf Section 2.3). The reason is that the counterpart to increas-
ing k is to decrease the degrees of freedom attributed to the model selection mech-
anism. However, by drawing k among p, the gain to increase k is small because
the probability of selecting significant variables is small (here 8 over 300), while
degrees of freedom are decreasing, implying a loss of power, but not a substantial
decrease of noise on the regression scheme.
The behaviour is more severe for stepwise. The explanation is that the proce-
dure often rejects the null if there are no significant variables in the subset. Such
cases are more frequent when k is small and tends to disappear when k increases.
For this reason, the false negative rate is small for small k and it increases for
larger k, while the false positive rate tends to decrease when k increases.
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Figure 1: Influence of k for high dimensional setting without missing values: false
negative rate (on the left) and false positive rate (on the right) according to the
number of variables sampled in the algorithm (k) for the 4 configurations varying
by the signal to noise ratio (snr) and the correlation between covariates (ρ). Three
variable selection methods are reported (lasso, stepwise and knockoff).
Note that similar results are observed for the low dimensional setting (without
missing values).
Figure 2 reports the false negative rate and the false positive rate according to k
when n < p and data are missing at random. Contrary to the case without missing
values, the false negative rate is decreasing when k is increasing, while the false
positive rate is increasing. This behaviour can be explained by the supplementary
variability due to imputed values. Indeed, because of the increase of the noise
with smaller values of k, the imputation model fails to capture the relationship
between the response Y and significant covariates that are sampled. Consequently,
imputed values are more noised than the observed ones, making the power lower.
Therefore, the false negative rate increases (and mechanically, the false positive
rate decreases).
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Figure 2: Influence of k for high dimensional setting with missing values: false
negative rate (on the left) and false positive rate (on the right) according to the
number of variables sampled in the algorithm (k) for the 4 configurations varying
by the signal to noise ratio (snr), the correlation between covariates (ρ) and values
missing at random. Three variable selection methods are reported (lasso, stepwise
and knockoff).
Influence of B B controls the uncertainty on the proportion rj: for low values
of B, the subset of selected variables is expected to be unstable. To assess the
robustness of the results to the number of iterations, we inspect the standard de-
viation of the false positive and false negative rates over the T = 100 generated
data according to the number of iterations. For simplicity, we only inspect 2 con-
figurations: in the first one (Figure 3) data are complete, with a signal to noise
ratio of 4, null correlation between covariate and n < p, while data are missing
according to a MAR mechanism for the second one (Figure 4). As expected, in
both cases, the variability of the error rates is decreasing and reaches convergence
before 5000 iterations. Furthermore, the false positive rate is low and more stable
than the false negative one, which is directly related to the larger number of neg-
atives than positives in the data. Finally, we note that the variability of the error
rates varies according to the selection procedure used.
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Figure 3: Influence of B for high dimensional setting without missing values:
standard deviation of the false negative rate over the 100 generated data sets (on
the left) and false positive rate (on the right) according to the number of iterations
of the algorithm (B) for the configuration with signal to noise ratio equal to 4
and null correlation between covariates (ρ). Three variable selection methods are
reported (lasso, stepwise and knockoff).
4 Discussion
In this article we proposed an algorithm for variable selection in the framework
of linear models. This algorithm can improve the performances of a selection
method (in terms of false positive and false negative rates). Indeed, it allows a bet-
ter control of risks contrary to most of standard selection methods. Furthermore,
it allows handling missing values (MAR or MCAR) and/or high dimensional set-
tings, while giving good results. From a computational point of view, the method
has the advantage to allow parallel calculation, solving some potential calculation
time issues.
Various extensions of the algorithm can be proposed. First, the algorithm
can be easily adapted in the case of Generalized Linear Models (GLM) or mixed
models, but additional statistical work has to be done to tune the parameters.
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Figure 4: Influence of B for high dimensional setting with missing values: stan-
dard deviation of the false negative rate over the 100 generated data sets (on the
left) and false positive rate (on the right) according to the number of iterations
of the algorithm (B) for the configuration with signal to noise ratio equal to 4,
null correlation between covariates (ρ) and values missing at random. 3 variable
selection methods are reported (lasso, stepwise and knockoff).
We did not explore the specific case of data missing not at random, but the
algorithm could be easily adapted to accounting for such mechanisms by using
suitable imputation method [16, e.g.].
Refinements of the algorithm could also be possible. In particular, accounting
for the variation around rj in the threshold could be quite easy. This could be
useful for high time-consuming configurations, where the number of iterations
need to be limited, since this variability could not be ignored anymore.
Outliers is also a classical problem in data analysis. While robust estimates
can be considered (see [22] for example), it is also possible to remove them by
replacing them with missing values. Therefore, this algorithm provides a way to
handle outliers in variable selection.
Moreover, in this article we fixed a threshold to include (or not) a variable
in the model for a given instance, but we could also aggregate the probabilities
20
(under the null hypothesis) that βj = 0 . A natural aggregation over all instances
is given by the empirical mean, that can be seen as the mean of the estimates of
P(βj = 0). Then, for each variable, this mean would be thresholded, as usual.
Finally, we focused on variable selection, but one may notice that each in-
stance give estimates of β and we can also aggregate these estimates. However,
such an extension is not straightforward since estimates are generally biased on
all instances. Further research on aggregation of those biased estimates could
lead to the development of a robust estimator of regression coefficients in a high
dimensional setting with missing values.
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Appendix: results for MCAR mechanism
ρ snr method ok - +
0 2 Knockoff 6.25 1.75 0.51
0 4 Knockoff 7.00 1.00 0.47
0.4 2 Knockoff 3.52 4.48 1.12
0.4 4 Knockoff 5.29 2.71 1.09
0 2 Lasso 7.13 0.87 1.48
0 4 Lasso 7.50 0.50 1.51
0.4 2 Lasso 5.19 2.81 3.58
0.4 4 Lasso 6.82 1.18 4.11
0 2 Stepwise 5.20 2.80 0.08
0 4 Stepwise 6.05 1.95 0.11
0.4 2 Stepwise 2.93 5.07 0.85
0.4 4 Stepwise 5.10 2.90 1.30
0 2 MIRL 3.33 4.67 8.92
0 4 MIRL 4.40 3.60 9.84
0.4 2 MIRL 1.44 6.56 9.14
0.4 4 MIRL 2.35 5.65 10.88
Table 5: Low dimensional setting with missing values generating according to a
MCAR mechanism: performances of three variable selection methods (Knock-
off, Lasso and Stepwise) when they are iteratively applied on subsets of variables
with missing values. In addition, comparisons with a method combining multi-
ple imputation and random lasso variable selection is included (MIRL). Data sets
varying by the correlation between covariates (ρ) and the signal to noise ratio
(snr). For a configuration, T = 100 data sets are generated and performances of
the selection procedure are assessed by: the mean number of true positives (ok),
the mean number of false negatives (−), and the mean number of false positives
(+). Comparisons with selection methods applied on the full data set using com-
plete case analysis are not available since the data set gathers too few complete
individuals.
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ρ snr method ok - +
0 2 Knockoff 6.36 1.64 1.66
0 4 Knockoff 7.04 0.96 1.57
0.4 2 Knockoff 3.65 4.35 2.37
0.4 4 Knockoff 5.23 2.77 2.67
0 2 Lasso 7.14 0.86 3.15
0 4 Lasso 7.53 0.47 3.30
0.4 2 Lasso 4.55 3.45 4.43
0.4 4 Lasso 6.18 1.82 5.01
0 2 Stepwise 4.92 3.08 0.15
0 4 Stepwise 5.87 2.13 0.22
0.4 2 Stepwise 1.85 6.15 0.40
0.4 4 Stepwise 3.80 4.20 0.55
Table 6: High dimensional setting with missing values generating according to a
MCAR mechanism: performances of three variable selection methods (Knockoff,
Lasso and Stepwise) when they are directly applied on the complete individuals
of the data set (Full) or when they are iteratively applied on imputed subsets of
variables (Algorithm). Data sets varying by the correlation between covariates
(ρ) and the signal to noise ratio (snr). For a given configuration, T = 100 data
sets are generated and performances of the selection procedure are assessed by:
the mean number of true positives (ok), the mean number of false negatives (−)
and the mean number of false positives (+). Comparisons with selection methods
applied on the full data set using complete case analysis are not available since
the data set gathers too few complete individuals.
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