Quasi-multiplication and polynomial sequences  by Wyss, Walter
Discrete Mathematics 27 (1979) 3 17-330 
@ North-Holland Publishing Company 
QUASI-MULTIPLICATION AND POLYNOMIAL SEQUENCES 
Walter WYSS 
Departrnerlt of Physics and Astrophysics, Unkersity of Colorado, Boulder, CO 80309, USA 
Received 10 July 1978 
Revised 26 February 1979 
The concept of quasi-multiplication is used to describe the theory of polynomial sequences, in 
particular Sheffer and Steffensen sequences. 
1. Introduction 
In [ 1,2] one finds a very nice treatment of the theory of polynomial sequences, 
in particular Sheffer and Steffensen sequences. With the concept of quasi- 
we can describe the theory of polynomial 
some new insight. 
multiplication as introduced in 
sequences advantageously and 
r39 41 
obtain 
2. The sequence space IV(a) 
IV(%) consists of sequences a = {a,,, a,, a2, -. . } where ilk E C and czo = 1 always. 
Addition and multiplication by complex scalars are defined by 
(a+Wo= 1, (a + Mk = a, + bk, k = 1,2, . . . 
(A&= 1, (ha)k=Aak, k--1,2,... 
N(?X) thus is a vector space. 
Next we introduce the quasi-multiplication 
It has the properties 
(1) 
(2) 
(3) 
(4) 
W8bh8c = n@(b&), aQPb=h@a, 
a@(b+c)=a@b+a&-a, 
(Aa)~b=A(a~b)+(l-A)b, 
O@a=a, o= (1, O,O, . . .). 
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Furthermore defining a product by 
ab=a@b-a--b 
turns IV(%) into a commutative algebra in which every power series xrC1 c,a* 
converges. 
Power series of special importance are 
(1) quasi-inverse: a@‘-” = 2 !-l)‘a’, 
I=1 
i2) IL truncation: a T= 2 (-l)‘+l - a’, 
I=1 I 
(3 
= 1 
exponent: al= 1 - a’. 
1-1 I! 
The following relations then hold. 
(1) 
(2) 
(3) 
(4) 
(5) 
(6) 
(a EN-I) 1 @x-l)= a , 
(a@b)‘8’- 1) = a@(-“@b@‘-“, 
(a’)’ = (a *)T= a, 
(a@b)T=aT-tbT, 
(a+b)l=al@bf 
(c?“) T= na ‘, n E N. 
Obsetvl that the nth component of a’ is given by 
(a’),, = 1 ‘! , a,, l l l 4,. 
S,+’ . .+ S(-_,, s,! l l * q- 
3. Spddl sequences 
Here we collect a few known results about special sequences, their truncated 
sequences and their quasi-inverse sequences [3], [4], [5]. 
(1) T(x)={l,x,x”, . . .}, {T(X)}, = ix”, 
(3 e(x) = (1, x, 0, < . .}, k (XL = a, 17 
(3) h = (1, ;, 4, . . .;, w,, =L n+l’ 
(4) 
(9 
(6) 
(7) 
09 
(9 
(W 
(11) 
(12) 
(13) 
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f=wL1,0,...}, 
* i 
n= ; ; ;;tn, 
B = (1, &, &, . . 01, {B), = Bernoulli numbers, 
E = (1, El, &, . . .I, {E), = Euler numbers, 
E: = { 1, q, c2, . . .}. {L}, = exponential numbers, 
FH e ={l, FH e,, FH e2,. . .}, 
0 
m3 eL = 1(2m)!,rn! 2”’ 
n odd 
n=2m’ 
7={1, l!, 2!, . . .), {T}n =tl!!, 
l ={I, 11, 12, l l 01, ma=k~,$(~~~)9 
. 
L =I19 b, L2, l l .I, {I,), = (1 + na)“-‘, 
?’ = (1, PI9 p2, * l .I, Ml = n ! p(n) (partitio numerorum) 
CT={1 9 Cl, u2, l * .I, {CT}, = (n - l)! u(n) (sum of divisors). 
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Now we W.e the following relations. 
(1) 
(2) 
(3) 
(4) 
(5) 
(6) 
(7) 
(8) 
(9) 
(10) 
(11) 
(12) 
G(X) T= E(X), 
B = h@‘(-l, 
E = f-1, 
E: = 7r(lY, 
(FH e) T= (LO, 1, 0, 0, 0, . . -1, 
(E(x)T}n = (-l)“-‘(n - l)! xn, 
(e(X)@+“)n = (-l)nn! xn, e(-l)@(-‘I= 7, 
{TV},, = (n - l)!, 
lT=7, 
(LT), = (kl)n-l, 
pT=iT, 
{rr(x)Lln n = x” & S( n, k) = d’q,, (Sterling numbers of the second kind). 
The relation (11) seems to be of numb$cr theoretical interest. 
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4. Special maps 
We now introduce special maps from N(?l)-+N(91). 
(I) {MA )a),, = A’%,, M(i) = F, 
(2) u(h)=~g+l~. U,bEN(%). . 
Both of these maps are algebra homomorphisms and U(E( 1)) = a. 
Furthermore u(h)(c) = a(h(c)) and (~(l))(b) = b. If two elements u, h E N(91) 
satisfy u(h) = C( l), then h is called the inverse of a. 
Proof. Let u = -‘P or u,, = - II! Then 
= a 
u(u)= C-!,‘= - f (-1)+-p’ “=_+.l)~E(l), 
III! II 
5. On sequences that are functions of x E 08. 
Here we study sequences u(x) = { 1, a,(x) , . . .}. where a,, tz Cz( lJ?O Vrt. We call a 
sequence u(x) a polynomial sequence if u,,(x) is a polynomial in x for every tt. 
The following maps will play an important role [(i] 
(Ii {da(x)},, = y, 
(2) 
(3) 
(4) 
(5) 
E(r)u(x)={l,u,(x+z),. . .}, u3z)u(x)),, = t&(X + 2). 
&z)= E(z)--Il. A =6(l), v= n-E(-l), E= E(l), 
qu(x) = { 1, xu,(x), . . .}, {su WI,, = xa,, i’x), 
xtl 
u,(y) dy. l l l 1, {J4x,jo, - I’+’ u,,(y) dy. 
Jr 
These operators satisfy the following relations 
(1) [d, E(z)] = 0, 
v/ E=ed, A =e - 1, 
(3) I4 ql=ll, 
(4) ,iJ = A, 
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(6) E’ = E(z), 
Observe that any power series c ukdk is well defined on all polynomial sequences, 
because only finitely many terms contribute. 
A map A is called translation invariant if [A, E(z)] = 0 V.?. 
6. Recurrence relations involving truncation and iexponent 
Let 3 be the set of C-functions de fned on neighborhoods of x = 0 and 
assuming the value 1 at x = 0. The map T: R+N(%) is defined by 
{Tfj,=$i l 
Y (I 
According to the rules of differentiating composite function the map T has the 
following properties: 
(1) T(l)=& 
(2) Vftd = T(f)@ ng)1 
(3) T( 1 lf, = ( TfP(-- ’ ), 
(4) T(I+Inf)=(TfJT, 
(5) T(c“--‘) = (Tf) l. 
This leads now to two recurrence relations 
Theorem 1. Let ITI E IV(%) and c = m ’ or equivalently WI = c *. Then 
(1) 
proof. Let T(f) = C, Then m = T(f)’ = T(e’- ‘). From 
d” -t 1 
dx tl t I 
&I = 
we find 
n n 
WI -I- I = c() k ‘k+lmn-kn k =O 
The second part is proved similarly. 
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7. Binomial sequences 
De6nitioti 1. A sequence p(x) is called a binomial sequence if 
(1) p,(x) i.3 a polynomial of nth degree, p&) = 1. 
4 p(x + y) = PW@P(Y 1. 
Theorem 2. A sequence p(x) is a binomial sequence ifi 
p(x) = (xc) “, cdV(8) and cl ZO, 
or equivalently 
p(x) = c(dx)). 
Pm& From P(X + y) = p(x)@p(y) we get p(x + y)’ = p(x)’ +p(y)’ and thus 
‘P(X)’ = xc, where c is a constant vector in N(U). In order that p,,(x) is a polynomial 
of degrele n it is necessary and sufficient that cl # 0. 
Corollary 1. A binomial sequence p(x) is given by 
p(x)=(xc)l or c=~(l)~, 
and has the explicit representation 
where cl f 0. 
Corollary 2. A binomial sequence p(x) given by .D( x) = (xc) L implies 
k 
gr P”(X) I = {Ck)“. x=0 
In particuiw 
d 
CR =dx P,,(X) l 
I x -=o 
Proof. This follows immediately fwm 
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Coroky 3. A binomial sequence p( 5) satisfies the recurrence relation 
where p(x) = (xcj 1. 
Pro&. This is a consequence of Theorem 1. 
Theorem 3. A binomial sequence p(x) satisfies 
dp(x) = c 8 p(x) - p(x) 
or 
U+d)p(x)=c@;l(x). 
hence 31 +d acts on p(x) as quasi-multiplication by c. 
Proof. 
n-1 Xk n-l 
=c,+ c - n c() k=l k!,=, s 
n-l 
=c,+ c ( n)cn-sPsw = ‘E 
s=l s .S=O 
( ~)c._sPs~J4 
This leads now to dpJx) = {&p(x)), -p,,(x). 
Theorem 4. Let p(x) be a binomial sequence and D the operation (Dp (x)), = 
np,_,(x). Then on p(x) 
where p(x) = (xc) 1. 
Proof. From {Dkp(x)), = (n)kp,-k(x) anil by the previous Theorem we get 
h,(x) = “c’ (“)c,_JY-“p,(x) & 
s-o s ‘fl s 
n-l 
= c h D”-spn(x) = i + DkpJx) 
s=. (n -s)! k-1 K! 
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d=k$l$Dk. . 
Theorem 5. Let p(x) be a binomial sequence, i.e. p(x) = (xc) -! With {Dp(x)},, = 
YI~,_~(x) and 
as operatiorz on p(x) we get p,,,(x) = xWp,(x). 
Prcc~of, From Corollary 3 we find 
Ck+,F;n-k(X) 
n ck+l 
= x c - Dkp,,(x) 
k=() k! 
or with the operator 
on has p,,,,(x) = x Wp, (x). This is the so called Rodrigues formula. 
Examples. Here we give a few examples of p(x) = (xc)“. 
(1) 
(2) 
(3) 
(4) 
(9 
!ii) 
(7) 
P(X) = n(x), c = E( 1) (powers); 
P(X) = (xl, p,,(x) = (x), = x(x - 1) l l l (x - n + 1); 
c=E(l)T, c,, = (- 1)“-‘(, - l)! (lower factorial); 
Q(X) = [xl, p,,(x) = [xl” = x(x + 1) l . . (x + n - l), 
c = 7 T 9 c, = (n - l)! (upper factorial): 
p(x) = A(x), pn(kS = x(x + na)“-‘, 
C= LT. c, = (na)” -’ (Abel), 
P(X) = dx). p,(x) = g Sh Ox’, 
1=1 
c=e T = 7r(l), c, = 1 (Touchard), 
P(X) = L(x), P.(x)=~~~~(~_:)(-l)kx’, 
. 
c= --7 , ctt = - n ! (Laguerre), 
p(x) = h(x), c = F!H eT, c=(l,Q,l,O,O )... ). 
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This last example shows how to construct new polynomials from canonicaf c 
vectors. The relations in Section 3 lead to very interesting cases. 
Lemma 2. Let p(x), q(x) be two binomial sequences. Then the following sequences 
are also binomial sequences. 
(1) d(x) = Pw3q(~), 
(2) A(x) = m(A)PW 
Proof, Straight forward. 
Definition 2 (Connection matrix), Let p(x), q(x) be two binomial sequences. C is 
called a connection matrix between q and p if 
%(x) = it Gp,W or q(x) L-= Q(X). 
I=1 
Theorem 6. A connection matrix C satisfies the identities 
k 0 l ($k = lGZGk-1, 2SkGn. 
Proof. From the fact that p and q are binomial sequences we get 
s.(~+Y)=q.(x)+q"(Y)+n~' ($&(x)q,_,(y) 
I=1 
f GSPS (x + Y I= i CIsps (x) + e C,*&(y) 
S=l S=l S=l 
+Y 0i 
n-l 
I=1 l s=l GSPSW c G-,rph). r=l 
with 
we get 
For arbitrary p arnd q this leads to the announced identities. 
Lemma 3. If p and q are binomial sequences then h(x) = p(q(x)) is also a binomial 
sequence. With p(x)= (xa)l, q(x)= (xb)l and h(x) = (xc)~, we have the relation 
c = a(b). 
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Proof. 
PW)) = ,t, $ qAx)a’ = a(q(x)) . 
but then 
h(x)’ = @(q(x)))’ = a(q(x)T) = a(xb) = xa(b), 
meaning that h(x) is a binomial sequence and that h(x) = (xa(b)) 1. 
This Lemma enables us now to find the connection matrix between the binomial 
sequences. 
Theorem 7. Let p(x), q(x) be two binomial sequences and q(x) = Cp(x), where C is 
the connection matrix. Let r(x) be the polynomial s;*quence r”(x) = I;=, C,,,x’. 
Then r(x) is a binomial sequence and with p(x)-(xa)‘, q(x)=(xb)-‘ and 
r(x) = (xc)’ we have b = c(a). With a-’ the inverse of a, i.e. a(a-‘) = ~(1) we then 
get c = b(a-‘). 
Proof. Obviously r@(x)) = q(x) or by the preceeding lemma b = c(a) and thus 
c - b(a ‘). 
Example. Let p(x)=(x), q(x) = n(x) and r(x) as above. Then with p(x)= (xa)“, 
q(x) = (x6) 1 and r(x) = (xc) I we have 
a =E(!);-, b=~(l) and b=c(a). 
Thus 
E(l)=C(E(I)T)=(C(E(l))}T=CT 
Or 
” - e(1) I= n(l). 
Hence r(x) is the sequelape of exponential polynomials (Touchard) given as an 
example in this section. 
8. Cross-sequences 
Definition 3. A sequence p(x. A) is called a cross-sequence if 
(1) p,, (x, A) is a polynomial in x of degree n, p,(x, A) = 1 and A E C. 
(2) P(X + Y, A + CL) = p(x, W@p(y, c.c). 
Theotenm 03. A sequence p(x, A) is a cross-sequence ifl 
3(x, A) = (xcI%?)(Aa) “, c, a EN(%) and cl # 0, 
Quasi-multiplication and polynomial sequences 324 
Or equivuleritl y 
pk A) = c(+))@a(4A)). 
PJx, A) is then of degree at most n in A. 
PEOO~;, From 
P(X + Y9 A + 0) = p(x, A)@( y, 9) 
we get 
p(x+y,A+O)T=p(x,A)T+p(h8jT 
implying 
p(x)’ =xc+ha. 
If a, Z 0, then p,,(x, A) is of degree n in A otherwise of a smaller degree. 
Corollary 4. For a cross -sequence p(x, A ) we find 
d“ 
dXk P&T 0) 
I 
= Ck n { 1 
x=0 
and 
dk 
ZPn ’ (0 A)) = {ak),. 
A =o 
Corollary 5. A cross-sequence satisfies the recrmence relation 
pn+l(x, A)= f (;>I,+,  Ac;.,+,]p,-kk A) 
k ;z() 
Note. The results for binomial sequences can be taken over to the case of 
cross-sequences in a straight forward way. 
9. Shefler sequences 
Definition 4. A sequence s(x) is called a Shefler sequence relative to g(z) if 
s(x + y) = s(x)@ P(Y), 
where p(z) is a binomial sequence. 
Theorem 9. A sequence s(x) is a Shefler sequence ifl 
s(x) = s(O)GNxc) *, 
where s(0) E IV(%) ard arbitrary and p(x)’ = xc. 
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Proof. s(x) = s(0)03p(x) 2nd p(x) = (xc)‘. Let So= a. Then So = a t xc or 
s(x) = sid))@(xc)‘-, where s(0) is arbitrary. 
Corollary 5. Let s(x) = s (0) @ p(x) be a Sheffer sequence and D the operatioiz 
{Dp,ix)L = np,,_,(k). Then 
d = kg, $ Dk 
. 
where p(x) = (xc) ’ and {D,;i(x)),, = ns,,_. ,(x) by linearity. Also ds(x) = s(O)@dp(x). 
Theorem 10. Let D be as above. Then s(x) = Sp(x), where 
D’, and (sp(x)}, = sp,,(x). 
Proof. From 
s,,(x) = f (;)s,oP,,- Ax) 
I- 0 
we get 
Lemma 4. Let s(x) = s(O)@p(x) arzd r(x) =- rfO)@q(xj be two Shefier sequences. 
With So = s(0)T+ xa and r(x, ‘= r(0)T +xb, we find that s(r(x)) = h(x) is also a 
Shefler sequence with h(x) = h(0)T + xc, where h(0) = s(O)@a(r(O)) and c = a(b). 
Proof. From 
S(X) = s(O)@(xaj I= s(O)@a(77(x)) 
WC find 
Wx)) = h( 1) = s(O)@a(r(x)) 
Hence 
h(x) = SW8 aW)@q(x)) = s(O)@ a(r(O))@ u (q(x)) 
and thus 
h(x)T = s(O)l’+ a(r(0))T+xa(b). 
KkMtion 5. A Sheffer sequence s(x) = s(0) @ T(X) is called an Appell sequence. 
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Lemma 5. Le,’ s(x) = s(O)@ p(x) be a SheRev sequence and 
mW,, = W”-,(x)* 
Then 
Nzz f 
1 
- (bk + xak)Dk, 
a$ (k - l)! 
where b = s(O)‘, a = am, has as eigenfunctions s,(x) with eigenvaiue n. 
Proob. Fkm the recurrence relation 
s,,+*(x) = & g ;@,+I  xal+,)D’+ls,+,(x). 
I 0 ’ 
Note that the operation N is related to raising operator W of Thelorem 5. 
Theorem 11. Let s(x) = s(0)@(xa)A and r(x) = r(O)@(xb)’ be two Shefer se- 
quences. Let C be the connection matrix between r(x) and s(x), i.p m(x) = 
I;+ C,$?+(x). Then the sequence t(x), defined by t,,(x) = Cyzfj Cnlx’ is also a Shejfer 
sequence, i.e. t(x) = t(O)@(xc)‘,where t(0) = r(0)@a(s(O)@‘~U”) and c = b(a-‘). 
Proof. Use Ler=lma 4 and Theorem 7. 
Theorem 12. Let s(x) be a Shefler sequence, i.e. s(x) = s(O)@(xc)l, and D the 
operation on p(x) = (xc) A- giver? by 
(DPWL = np,,_,Ix). 
Then 
I:, i sods = exd = E(X), and 
. 
Igj F Df = Se”d. 
. 
Proof. From the exponent-truncation relationship 
and Theorem 4 we get 
I=(, I! D =exd = wd. 
2 Pdd l 
330 w. wyss 
Similarly 
where C is given by Theorem 10. 
Examples. ( 1) Poisson-Charlier polynomials. s(x) = s(O)@ p(x), whtl e p(x) = (x) 
and s(O) = ‘rr(-I). 771~s ~(0)~ = E(- l), and p(x) = (XC)‘, where c, = (- l)“-‘(n - l)! 
(2) Herrnife polynovnials (Appell sequence). He (x) = He 8 W(X), where 
Hea, = (-1,fJS. . 
Then He’={l,O,-l,O,O ,... } and n(x)‘-&) or He(~)~={l,x,-l&O ,... ). 
A380 S = e mf”‘2, d=D and N=xd-d2. 
10, steff &men sequences 
belnition 6, A sequence t(x, A) is &led a Steflensen sequence if 
t(x + ye A + @I = t(x, A)@pty, /.d, 
