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ABSTRACT 
We show that, if A is a finite-dimensional *-simple associative algebra with 
involution (over the field K of real or complex numbers) whose hermitian part 
H( A, * > is of degree > 3 over its center, if B is a unital algebra with involution over 
06, and if (I.11 is an algebra norm on H( A @ B, * 1, then there exists an algebra norm 
on A @ B whose restriction to H(A @ B, *> is equivalent to 11 . 11. Applying 
zel’manovian techniques, we prove that the same is true if the finite dimensionality of 
A is relaxed to the mere existence of a unit for A, but the unital algebra B is assumed 
to be associative. We also obtain results of a similar nature showing that, for suitable 
choices of algebras A and B over K, the continuity of the natural product of the 
algebra A @ B for a given norm can be derived from the continuity of the sym- 
metrized product. 0 1998 Elsevier Science Inc. 
0. INTRODUCTION 
The so-called norm extension problem is the following. Given an algebra 
C with (linear) involution * over the field K of real or complex numbers, and 
given an algebra norm II-II on the hermitian part H(C, *) of C (which is 
considered as an algebra under the restriction of the symmetrization of the 
product of C), try to find an algebra norm on C whose restriction to H(C, * > 
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is equivalent to II*II. If for some (C, *, 1) * 11) as above we have been able to 
answer the norm extension problem affirmatively, then it is easy to see that 
the algebra norm on C we have found can be replaced by a (possibly 
nonequivalent) algebra norm which answers the problem too and in addition 
makes * continuous. 
If the algebra C above is associative (as will be assumed through this 
paragraph), then the norm extension problem becomes specially relevant 
because of its close relation to the normed treatment of Zel’manov’s prime 
theorem for Jordan algebras [29] (see [ll, 9, 10, 25, 7, 81). Concerning known 
results about the norm extension problem, we mention in the first place the 
pioneering paper [9], where an affirmative answer is given under rather 
technical conditions on the algebra C not involving the given norm ]I * II on 
H(C, *) (see for instance the first part of our Lemma 5.6). Affirmative 
answers to the norm extension problem like the one quoted above, where no 
condition on the norm I] * I] is assumed, will be called global affirmative 
answers. Some arguments in [9] are taken as the starting point in [25], where 
it is proved that, whenever C is a * -tight envelope of H(C, * > (a reasonable 
condition whose meaning can be found in Remark 4.4), the norm extension 
problem has an affirmative answer if (and only if) the tetrad mapping 
(x, fj, .z, t) - xyzt + tzyx from H(C, *) x H(C, *> x H(C, *) x H(C, *) 
to H(C, *) is II * I]-continuous. It is shown also that, if H(C, *) is semiprime 
and if ]I. II is complete, then the tetrad mapping is automatically ]I. II- 
continuous. By the way, our paper contains an example showing that the 
assumption in the above result that H(C, * 1s semiprime cannot be dropped > . 
(see Remark 4.4). Another affirmative answer, now of global type, can be 
found in [6, Theorem 41. In the opposite direction, it is worth mentioning that 
the norm extension problem can have a negative answer even if C is a 
*-tight envelope of H(C, *) and C is simple with nonzero socle [6, The- 
orem 71. 
As far as we know, to date the norm extension problem has been 
considered only in an associative context. Now, in its easiest form, our main 
result asserts that, if C is of the form M,(B) (the algebra of all n X n 
matrices over B) for some n > 3 and some unital (possibly nonassociative) 
algebra B with involution over K, and if * is the standard (or merely a 
canonical) involution on C relative to that of B, then the norm extension 
problem for (C, *) h as a global affirmative answer (Theorem 3.3). Moreover, 
for (C, *> as above, we enjoy the uniqueness of the extended norm topology, 
i.e., two algebra norms on C are equivalent whenever they make * continu- 
ous and their restrictions to H(C, * > are equivalent. Such a nice situation for 
the norm extension problem was completely unknown in any context. Theo- 
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rem 3.3 also ensures that, again for (C, * 1 as above, if 11. I] is a complete 
algebra norm on H(C, *>, then the unique algebra norm on C making * 
continuous and generating on H(C, *) the topology of ]I. 11 is complete too. 
The very good behavior (concerning the norm extension problem) of the 
algebras (C, *> in the above paragraph remains unchanged for the more 
general situation that C is of the form A @ B, A is a finite-dimensional 
*-simple associative algebra with involution whose hermitian part is of 
degree > 3 over its center, B is a unital algebra with involution, and the 
involution * on C is the tensor involution of that of A and B (Theorem 3.5). 
This is the abstract side of our main result. We think that both sides of our 
main result are new, even in the associative context. 
As far as we have been able, we have tried to confirm that the assump- 
tions in all the results we have proved cannot be substantially relaxed. In this 
line we would like to emphasize that there exist in abundance triples 
(C, *, II . 11) [with C = M,(B), B a unital associative algebra with involution 
over K, * the standard involution on C, and I]. (1 an algebra norm on 
H(C, *)I for which the norm extension problem has a negative answer 
(Theorem 4.3). The abundance of such triples (C, * , II .II> is so big that the 
normed space (H(C, *>, II - II> can be chosen equal to an arbitrarily prefixed 
infinite-dimensional normed space over K. 
Applying zel’manovian techniques, we have also obtained that the norm 
extension problem has a global aff umative answer for algebras with involution 
(C, *) where C is of the form A B B for some unital (possibly infinite-cl- 
mensional) *-simple associative algebra A with involution whose hermitian 
part is of degree > 3 over its center and some unital associative algebra B 
with involution, and the involution * on C is the tensor involution (Theorem 
5.5). In obtaining this result, the following purely algebraic fact becomes 
crucial. If A is a *-simple associative algebra with involution whose hermi- 
tian part is of degree > 2 over its centroid, and if B is a unital algebra with 
involution, then A @ B is a *-tight envelope of H( A @ B, *> (Proposition 
5.1). 
We have also dealt with the problem of deriving the continuity of the 
product from that of the symmetrized product. Precisely, the question is the 
following. Given an algebra C over K and an algebra norm I(. II on C+ (the 
algebra obtained by symmetrizing the product of C), try to show that, up to 
the multiplication by a suitable positive number, ]I. 1) becomes an algebra 
norm on C. This question is rather related to the norm extension problem 
(see Corollary 6.2 and Remark 6.3). As happens for this last problem, there 
also are several papers more or less directly dealing with the former (see [27, 
21, 23, 2, 4, 9, 3, 25, 10, 6, 28, 24, S]), and some of the known affirmative 
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answers are global, i.e., they do not impose any condition on the algebra 
norm 11. (1 on C+. 
We prove that, if C is of the form M,(B) for some n > 2 and some 
unital algebra B over K, then the problem of deriving the continuity of the 
product of C from that of C+ has a global affirmative answer (Corollary 6.6). 
This result has an abstract side (Corollary 6.8) and an interesting variant 
(Theorem 6.7). In fact, all these results derive from a “very nonassociative” 
theorem asserting that, if A and B are algebras over K, if A is finite-dimen- 
sional and not commutative, if A+ is central simple, and if B has a unit, then 
the problem of deriving the continuity of the product of A @ B from that of 
(A 8 B)+ has a global affirmative answer (Theorem 6.4). We also know that, 
if A is a unital (possibly infinite-dimensional) simple associative algebra over 
K of degree > 2 over its center, if B is a unital associative algebra over K, 
and if either A or B has an involution, then the problem of deriving the 
continuity of the product of A @ B from that of (A 8 B)+ has a global 
affirmative answer too (Corollary 6.11). 
Among the tools applied to obtain some of the results quoted until now, 
we would like to mention our Theorem 1.4 asserting that, if A and B are 
algebras over Dd, if A is finite-dimensional central simple, and if B has a unit, 
then every algebra norm on the tensor product A 8 B is equivalent to the 
projective tensor norm of suitable algebra norms on the factors A and B. 
This also applies in Section 7 to provide a negative answer to a question 
implicitly raised in [2O]. 
1. ALGEBRA NORMS ON TENSOR PRODUCTS OF ALGEBRAS 
Let X and Y be normed spaces over K (which always will mean either Iw 
or C). If, for a in the algebraic tensor product X @ Y, we denote 
Ilall~ := inf 
i 
i llx,ll II yjll : ftEN(;XjEX,YjEY; cTj@tJj=a , 
j=l j=l i 
then 11. (IT becomes a norm on X 8 Y called the projective tensor norm on 
X @ Y. The fact 11x @ yll,, = 11x11 1 ~(1, for x in X and y in Y, is well known. 
It is also well known and easy to see that, if F and G are bounded linear 
operators on X and Y, respectively, then the linear operator F o G on 
X @ Y, defined on elementary tensors by (F 0 GXx 8 y) := F(x) @ G( y), 
is (1. II,-bounded with IIF @ GI(,, = ((FII (IGIl. The following lemma must be 
considered also as folklore. 
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LEMMA 1.1. Let X and Y be normed spaces over K, assume that X is 
finite-dimensional, and let (e,, . . . , ek} be a basis of X. Then X @ Y, endowed 
with the projective tensor norm, is the topological direct sum of the family of 
subspaces {ej 8 Y : j = 1,. . . , k}. As a consequence, the projective tensor 
norm on X 8 Y is complete if and only if the norm of Y is complete. 
Proof. We know that X 60 Y = @IF= l(ej @ Y ), in a purely algebraic 
meaning, so that it is enough to show that the projections Pj (j = 1, . . . , k) 
on X @ Y corresponding to the above decomposition are 11. I/,-continuous. 
But, if pj (j = 1, . . . , k) denote the projections on X corresponding to the 
decomposition X = @]!= 1 Kej (which are continuous thanks to the finite 
dimensionality of X), and if Id stands for the identity operator on Y, then we 
cleary have PI = pj @ Id for all j = 1,. . . , k. H 
It is straightforward that the topology of the projective tensor norm on the 
tensor product of normed spaces does not depend on the precise norms on 
the factor spaces, but only on the topologies of these norms. In this way, we 
can and will speak about the (normable) projective tensor topology on the 
tensor product of two given normable spaces. If 71 and 72 are normable 
topologies on the vector spaces X and Y, respectively, then 71 @ G-~ will 
denote the projective tensor topology on the tensor product of the normable 
spaces (X, TV) and (Y, TV). If X and Y are vector spaces over K, if X is 
finite-dimensional, and if T,, stands for the unique (automatically normable) 
Hausdorff vector-space topology on X, then 7 + 7O @ 7 becomes a one-to- 
one mapping from the set of normable topologies on Y into the set of 
normable topologies on X @ Y. However, if the dimension of X is greater 
than on&, and if Y is infinite-dimensional, then the above mapping is not 
surjective. 
Let A and B be (possibly nonassociative) algebras over a field IF (which 
will be always assumed to be of characteristic different from 2). Then the 
vector space A @ B can and will be considered as an algebra over F under 
the product defined on elementary tensors by 
(al Q b,)(a, 8 b2) := a,a, @ b,b,. 
LEMMA 1.2. Let A and B be algebras over K. assume that B has a unit, 
and let 11. II be an algebra norm on A EI B. Then F @ Id is II* II-continuous on 
A @ B whenever F is in the multiplication algebra of A. 
Proof. Recall that, for an algebra C, the multiplication algebra M(C) of 
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C is defined as the subalgebra of the algebra L(C) (of all linear operators on 
C> generated by the identity operator on C and all the operators of left and 
right multiplication by elements of C. Since B has a unit (say l), the 
inclusion 
{F@Id:FEM(A)} cM(A@B) 
holds. Indeed, the mapping G * G @ Id from L(A) to L( A 8 B) is an 
algebra homomorphism sending a left (respectively, right) multiplication on 
A by an element a to the left (respectively, right) multiplication on A @ B by 
a Q 1. Since II-II is an algebra norm on A 8 B, the inclusion proved above 
implies that F Q Id is II* II- continuous whenever F is in M(A). W 
Recall that an algebra A is said to be simple if its product is not zero and 
(0) and A are the only (two-sided) ideals of A. 
LEMMA 1.3. Let A and B be algebras over K, assume that A is simple 
and that B has a unit, and let II * II b e an algebra norm on A 8 B. Then, for 
any fixed nonzero element a in A, the mapping b - I( a Q b/l is a norm on B 
making the product of B continuous and whose topology does not depend on 
the fixed nonzero element a. 
Proof. For a nonzero element a in A and an arbitrary element b in B, 
denote Ilbll, := Ila 8 bll. Let a, and a2 be nonzero elements in A. Then 
M( AXa,> is a nonzero ideal of the simple algebra A, so M( AXa,> = A, and 
so there exists F in M(A) satisfying a2 = F(a,). Therefore we may apply 
Lemma I.2 to obtain 
Ilbll,, = Ila, Q bll = 11 F(q) Q b 11 = II( F 8 Id)( a, @ b) II 
< IIF 8 Idll llal @ bll = IIF @ IdI llbll,, 
for all b in B, which proves that the topology of the norm II - [Ia2 on B is 
smaller than that of )I * Ilnl. By symmetry, the two norms are equivalent. To 
conclude the proof, let us prove that, for every nonzero a in A, the norm 
II * Ila makes the product of B continuous. But A2 is a nonzero ideal of the 
simple algebra A, so A2 = A, and so a = Cy= lxiyj for a suitable natural 
number n and xi, . . . , x,, yr, . . . , y,, in A. Therefore, for all b and c in B, 
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we have 
< k llXj c3 bll Ily, @ CII = i Il~llx,llcll~,,. 
j=l j=I 
Since all the norms (1. I( ?? are equivalent on B, we obtain the existence of a 
suitable constant M, > 0 satisfying ]]hc]], < M,]]b]lo]]c]ln for all h, c in B. w 
If A and B are normed algebras over W, then, as in the associative case 
[5, Proposition 42.181, the projective tensor norm on A 8 B actually is an 
algebra norm. For any algebra C over K, we denote by 9(C) the set of all 
topologies on C associated to algebra norms on C (equivalently, the set of all 
normable topologies on C making the product of C continuous), so that, if A 
and B are algebras over K, if 7, is in 9(A), and if r; is in JYB), then 
r, @ r2 belongs to JYA @ B). Recall also that an algebra A over a field 1F is 
called central (over [F) if the IF-multiples of the identity operator on A are the 
only linear mappings f : A + A satisfying f(xy) = rf<y> =f(x-)y for all 
X, y in A. It is well known and easy to see that every finite-dimensional 
simple algebra over an algebraically closed field 5 is automatically central 
over [F. 
Now we can state and prove the main result in this section. 
THEOREM 1.4. Let A and B he algebras ouer M, assume that A is 
finite-dinwnsional central simple and that B has a unit, urtd let r. denote thr, 
unique Hausdog oector-space topology on A. Then r H r. 8 T brco~w.v (1 
one-to-one mapping from s( B) onto 9% A @ B >. 
Proof. We only need to prove that the mapping r * T() @ r from Y7 B ) 
into fi A 8 B) is surjective. Let therefore I/ . 1) be an arbitrary algebra norm 
on A 8 B. Lemma 1.3 allows us to fix a nonzero element x in A such that, 
by defining ])6]] := J]x B b]] for all h in B, 11. II becomes an algebra norm on 
B. Fixing any algebra norm on A (also denoted by I] . II), the strategy of the 
proof will consist in showing that the given algebra norm I(. II on A QD B is 
equivalent to the projective tensor norm ]I . IIT on the tensor product of the 
normed spaces (A, I] * ]I) and (B, /I . II). The assumption that A is central 
simple over 06 can be rephrased by saying that A is an irreducible module 
over its multiplication algebra M(A), with centralizer set equal to K. Since 
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also A is finite-dimensional, the Jacobson density theorem [5, Theorem 
24.101 implies that every linear operator on A belongs to M( A). This implies, 
in view of Lemma 1.2, that if F is such a linear operator, then F 8 Id is 
11. II-continuous on A @ B. As a consequence, if {ei, . . . , ek} is a basis of A, 
and if pj (j = I..., k) denote the projections on A corresponding to the 
decomposition A = @$= 1 Kej, then pj Q Id is (1. II-continuous for all j = 
1 , . . . , k. This means that A 8 I? is the 11. II-topological direct sum of the 
family of subspaces {ej @ B : j = 1, . . . , k). Since, by Lemma 1.1, also A 8 B 
is the 11. II,-topological direct sum of the same family of subspaces, the proof 
is concluded by showing that the restrictions of 11. II and 11. IIm to any of the 
subspaces in this family are equivalent. But this follows by observing that, for 
j = l,..., k, the mapping b c, ej @ b is a topological isomorphism from 
(B, II * II) onto (ej Q I?, II * II,> (in an obvious manner) and also from (B, II * II> 
onto (ej 8 B, II * II> (by Lemma 1.3. = 
REMARK 1.5. For an algebra C over K, we denote by%(C) the set of all 
topologies on C associated to complete algebra norms on C. It follows 
directly from Lemma 1.1 and Theorem 1.4 that, if A and B are algebras over 
K satisfying the assumptions in the theorem, then r e T,, CX, r becomes a 
one-to-one mapping from z( B > onto z( A 8 B ); hence, as a consequence, 
A 8 B carries a unique complete algebra norm topology if and only if B 
does. The weakest known general algebraic condition implying the unique- 
ness of the complete algebra norm topology for a complete normed algebra is 
that the weak radical of the algebra vanishes [22]. Therefore, denoting by 
w-Rad(C) the weak radical of any algebra C, it would be interesting to know 
whether or not, for A and B as in the theorem, the condition w-Rad(B) = 0 
is equivalent to w-Rad( A 8 B) = 0. 
2. ALGEBRA NORMS ON TENSOR PRODUCTS OF ALGEBRAS 
WITH INVOLUTIONS 
By an involution on an algebra C over a field IF we mean an [F-linear 
mapping c ++ c* from C into C satisfying (cd)* = d*c* and (c* )* = c for 
all c, d in C. In some classical references (like [14]) the words simple and 
central, applied to an object in the category of algebras with involution, 
change their original meanings. In order to avoid any ambiguity, we will not 
follow this convention. Therefore, the terms simple (respectively, central), 
applied to an algebra with involution, will mean that the algebra is simple 
(respectively, central) in the category of algebras, without any reference to 
the involution. The variants of these concepts in the category of algebras with 
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involution will be identified with the names * -simple and * -central, respec- 
tively. If A and B are algebras with involutions (both denoted by *), then 
the tensor product A @ B can and will be seen as a new algebra with 
involution (again denoted by * ) defined as the operator tensor product of the 
involutions on each factor. 
In this section we are dealing with algebra norms on a tensor product of 
algebras with involution, subjected to the natural requirement of making the 
tensor involution continuous. Note that, if C is an algebra with involution, if 
11. (1 is an algebra norm on C, and if II*jI makes the involution of C 
continuous, then 1.1, defined on C by ICI := max{llcll, IIc* II} for all c in C, is 
an equivalent algebra norm on C making the involution of C isometric. For 
any algebra C with involution over K, we denote by SC, *) the set of all 
topologies on C associated to algebra norms on C making the involution of C 
continuous, and, for T in 9’(C), T* will stand for the topology on C whose 
open sets are the images by * of the T-open sets of C. If T is in 9(C), then 
clearly T* lies in 9’(C), and T is actually in flC, *) if and only if 7 = T*. It 
is also straightforward to verify that, if A and B are algebras with involution 
over Db, if TV is in 9(A), and if TV is in fiB), then (TV (8 TV)* = of 8 ~2. 
As a consequence, if A and B are algebras with involution over K, if T, is in 
9(A, *>, and if TV is in fiB, *), then TV C3 T2 belongs to Y(A @ A, *). 
With these ideas in the mind, our first result in this section is an eas? 
consequence of Theorem 1.4. 
COROLLARY 2.1. Let A and B be algebras with involution over K, 
assume that A is finite-dimensional central simple and that B has a unit, and 
let T,, denote the unique Hausdofl vector-space topology on A. Then 
T +-+ TV 63 T becomes a one-to-one mapping from fl B, *) onto s( A 8 B, * ). 
proof. It is enough to prove that the mapping T t-) TV 63 T from fi B, * ) 
into fl A @ B, *) is surjective. If T is in fiA 8 B, *), then Theorem 1.4 
gives T = TV @ 7 for a unique element T in 9’(B), and therefore we must 
show that T actually lies in s( B, *). But, since T is in .9’(A 8 B, *), we have 
T = T* = (T,, @3 T)* = T; @ T* = 7” ‘8’ T*. 
Hence T* = T, and therefore T is in s( B, * ). ??
REMARK 2.2. For any algebra C with involution over K, denote by 
z(C, *) the set of all topologies on C associated to complete algebra norms 
on C making the involution of C continuous. From Lemma 1.1 and Corollary 
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2.1 we obtain that, if A and B are algebras with involution over K satisfying 
the assumptions in the corollary, then r e To @ r becomes a one-to-one 
mapping from q( B, * > onto q( A @ B, * >. 
Let A be an algebra with involution over a field IF. Then A is said to be 
*-simple if its product is not zero and (0) and A are the only *-invariant 
ideals of A; and A is called *-central if the [F-multiples of the identity 
operator on A are the only linear operators on A satisfying f( xy) = xf< y) = 
f(r)y and f(x*> = <f(z)>* for all x, y in A. Note that every finite-dimen- 
sional *-simple algebra over an algebraically closed field (F is *-central. It 
could have been expected that the conclusion in Corollary 2.1 would remain 
true if the assumption that A is central simple is weakened to the one that A 
is * -central * -simple. However, this is not right, as we show by means of two 
examples corresponding to the two easiest choices of A. 
EXAMPLE 2.3. Let A denote the (finite-dimensional * -central * -simple) 
algebra K @ K with involution equal to the exchange involution [defined by 
(A, p)* := ( CL, h)], and let B b e a unital algebra with involution over K such 
that there exists an algebra norm 1.1 on I? making discontinuous the involu- 
tion of B. Via the decomposition A @ B = (LO) @ B @ (0,l) @ B, the 
algebra A 8 B naturally identifies with the algebra B @ B, and in this 
identification the tensor involution converts into the one given by (X @ y)* 
= ( y* @ x*>, whereas the operator * @ Id is given by x @ y * y @ X. 
Now, defining I]* 11 on A 8 B by 113~ $ y(I := max{]x],]y*D, II*]] becomes an 
algebra norm on A @ B making isometric the tensor involution and making 
discontinuous the operator * 8 Id. It follows that the topology of this norm 
belongs to 9(A 8 B, *) but cannot be of the form r,, 8 r for some r in 
9’(B) (rO denoting as always the unique Hausdorff vector-space topology on 
A). In view of the inclusion flC, * > G P’(C) for any algebra C with involu- 
tion, this shows simultaneously that the assumption in Theorem 1.4 that A is 
central simple cannot be weakened to the one that A is separable (in the 
algebraic meaning of this word [14, p. 2381) and that the same assumption in 
Corollary 2.1 cannot be weakened to the one that A is *-central *-simple. 
Note that the algebra A in our example is associative and commutative, and 
that (as easy examples show) the algebra B can be chosen with the same 
properties. For suitable choices of these B, the norm I - I on B can even be 
taken complete. If this is the case, then the norm ]I * II on A 8 B also 
becomes complete. 
The finite-dimensional * -central * -simple algebra A over K in the above 
example is not simple. Now we want to enjoy a similar example with A 
finite-dimensional simple (hence * -simple) * -central but not central over K. 
It is known and easy to see that, if A is such an algebra, then K must be 
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equal to II%, A must be a simple algebra over Q= (regarded as a real algebra), 
and the involution * of A must be complex-conjugate-linear. The easiest 
choice for such an A is the one given by A = @ with * equal to the familiar 
conjugation on @. 
EXAMPLE 2.4. Let C be a commutative real algebra with involution cri 
and a unit 1 such that there exists an algebra norm 1.1 on C making 
discontinuous the involution (+i. For A = a= (regarded as a real algebra), (1. II 
equal to the usual absolute value on A, and * equal to the familiar 
conjugation on A, denote also by I - I the projective tensor norm on the tensor 
product of the normed spaces (A, 1) .II> and (C, 1. I>, and let oz be the tensor 
involution on A Q C corresponding to * on A and u1 on C, so that 
(A @ C, 1.1) is a normed algebra, and the involution us on A @ C is 
I * ]-discontinuous. Because C is commutative, the operator os := * 8 Id,, is 
another (clearly I * I- continuous) involution on A @ C which obviously com- 
mutes with uz. Since A 8 C is also commutative, it follows that the set 
B := {a E A @ C : us,(a) = a} is a crs-invariant subalgebra of A @ C, hence 
a new algebra with involution (denoted also by * > equal to the action of crl 
on B. Moreover, the mapping 4 from A @ B (= 1 @ B @ i 8 B) into 
A @ C defined by 4(1 Q r + i Q y) := x + (i @ 1)~ becomes a (surjective) 
algebra isomorphism satisfying $I 0 ( * @ Id,) = uz 0 4 and 4 0 * = cs 0 4, 
where in the last equality * stands for the tensor involution corresponding to 
* on A and * on B. It follows that, defining ]I * (1 on A 8 B by \ln]l := ]4(n)( 
for all n in A 8 B, (I* 1) is an algebra norm on A @ B making * continuous 
and making * @ Id, discontinuous. Therefore the topology of this norm 
belongs to fiA Q B, *> b u cannot be of the form rO 8 r for some r in t 
s(B). This shows simultaneously that the assumption in Theorem 1.4 that A 
is central cannot be dropped and that the same assumption in Corollary 2.1 
cannot be weakened to the one that A is * -central. Comments similar to that 
in Example 2.3, about the possibilities of choice of the algebra B and the 
norm ) * I,- can be made in the present situation, obtaining identical conse- 
quences. Note also that, since A = @ in our present example, the algebras 
A Q C and A @ B above are complex algebras in a natural way (the 
“complex&cations” of C and B, respectively), the norm I . I on A Q C can bc 
replaced without changing its topology by a complex-algebra norm (see 1.5, 
Proposition 13.3]), and the mapping 4 is complex-linear. Therefore the 
pathological norm (1. II on A @ B can be chosen also to be actually a 
complex-algebra norm. 
With the above examples in mind, we determine the range of the 
mapping T ++ rO Q r from fi B, * ) into s( A @ B, * > in the case A is a 
finite-dimensional *-central *-simple algebra over K and B is an algebra 
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over K with a unit. The appropriate variant of Lemma 1.3 in our new context 
will be useful to this end. 
LEMMA 2.5. Let A and B be algebras with involution over K, assume 
that A is * -simple and that B has a unit, and let )I * (( be an algebra norm on 
A @ B making the tensor involution isometric. Then, for any fixed nonzero 
element a in A, the mapping b c) [la @ bJI + Ila Q b*() is a norm on B 
making the product of B continuous and whose topology does not depend on 
the fixed non-zero element a. 
Proof. For any algebra C with involution, M(C, * > will denote the 
subalgebra of L(C) generated by the involution and all the operators of left 
and right multiplication by elements of C. For a nonzero element a in A and 
an arbitrary element b in B, denote IjbJI, := jla 8 b(l + /Ia 8 b*(I. Let a, 
and a2 be nonzero elements in A. Then M( A, *Ma,) is a nonzero *-in- 
variant ideal of the *-simple algebra A, so there exists F in M( A, *) 
satisfying a2 = F(a,). But, by [14, p. 2081, there exist G, H in M(A) such 
that F = G + H 0 *, and * 0 H 0 * belongs to M(A). Therefore we may 
apply Lemma 1.2 to have 
Ila, @ bll <[[G(q) @ bI/ +I1 H(aT) 8 b(I 
= IIGh) @ bll + II QD q* II 
=ll~(aJ ~bll+ll(*“Ho*)(a,) @b*ll 
=I/(G 8 Id)(a, @b)l( +ll(*oH~* 8 Id)(a, @b*)Il 
< max{ llG @ Idll, II * 0 H 0 * @ Idll} (Ila, 8 bll + llq QD b* II) 
for all b in B. Replacing b by b" , we can sum the resulting inequality with 
the previous one to obtain 
Ilbll,, G 2max{ llG 8 Idll, II* 0 H 0 * Q Idll}llblla, 
for all b in B, which proves that the topology of the norm II * llnz on B is 
smaller than that of II - llaL. By symmetry, the two norms are equivalent. Let a 
be any nonzero element in A. Since A2 is a nonzero * -invariant ideal of the 
* -simple algebra A, we can write a = IX;= lxj yj for suitable n in N and 
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x1,. * * > r,,, y1,. . . > yn in A, and therefore, for all b, c in B, we have 
< k IIxj Q bll IIyj @ cII G 5 IlblI~,IlclI~~~ 
j=l j=l 
Since all the norms II* 11 ?? are equivalent on B, we obtain the existence of a 
suitable constant M, > 0 satisfying (Ia 8 bell < M,llbllallclla for all b, c in B. 
Finally 
Ilbcll, = Ila @ bell + [Ia 8 (bc)*/ = Ila @ bell + Ilu C+ c*b*II 
< M,llblIallclla + M,llc* Ilnllb* IL = ~M,lIbll~,llclla 
for all b, c in B, which shows that II . Iln makes the product of B continuous. 
??
PROPOSITION 2.6. Let A and B be algebras with involution over K. 
Assume that A is finite-dimensional * -central * -simple and that B has a unit. 
Then a topology T in 9(A @ B, *> is of the form r,, 8 T for some 7 in 
s( B, * > if (and only if > * @ Id is T-continuous on A @ B. 
Proof. Assume T is in fl A @ B, *) and that * @ Id is T-continuous. 
We can take an algebra norm on A @ B making the tensor involution 
isometric and whose topology is T. Then Lemma 2.5 allows us to fix a 
nonzero element x in A such that, by defining llbll := IIx 8 b/l + Ilr 6~ b*II 
for all b in B, II . II becomes an algebra norm on B making the involution of 
B isometric. Fixing any algebra norm on A (also denoted by II . II), the proof 
will consist in showing that the given algebra norm II * II on A 8 B is 
equivalent to the projective tensor norm II * Ilr on the tensor product of the 
normed spaces (A, 11. II> and (B, II . II). S’ mce A is * -central *-simple over K, 
A is an irreducible module over M( A, *), with centralizer set equal to K. As 
in the proof of Theorem 1.4, this and the finite dimensionality of A imply the 
equality M( A, *) = L(A). On the other hand, the mapping G r* G @ Id 
from L(A) to L(A @ B) is an algebra homomorphism sending the natural 
generators of M( A, *) to (1. II- con muous operators on A @ B (use Lemma t’ 
1.2 and the assumption that * @ Id is T-continuous). It follows that F @ Id 
is II . II-continuous for every F in I,( A). Choosing a basis {e,, . . . , ek) of A 
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such that e; = k ej for all j = 1, . . . , k, and denoting by pj (j = 1, . . . , k) 
the projections on A corresponding to the decomposition A = g)i”- 1 Kej, we 
have that pj 8 Id is I] * I(-continuous for all j = 1,. . . , k and therefore A Q B 
is the (1. I]-topological direct sum of the family of subspaces {ej @ B : j = 
1 ,.--, k}. Since, by Lemma 1.1, also A @ B is the ]I * ]l,topological direct 
sum of the same family of subspaces, to conclude the proof it is enough to 
show that the restrictions of (1. II and I] * IIT to any of the subspaces in this 
family are equivalent. But, for j = 1,. . . , k, the mapping b - ej 8 b is a 
topological isomorphism from (I?, ]I * 11) onto (ej 8 B, 11. II,) and also from (B, 
II * II> onto (ej QD B, II * II>: apply h mma 2.5 together with the fact that, for 
every b in B and j = I, . . . , k, we have 
llej 8 bll + llej C+ b*II = llej 8 bll +II(ej 8 b*)*II = IIej Q bll + ll$ @ bll 
= llej @ bll + II f ej @ bll = 211ej 8 bll. ??
We conclude this section by showing that, in Corollary 2.1 and Theorem 
1.4, neither the finite dimensionality of A nor the existence of a unit for B 
can be removed. Our argument is strongly inspired by the proof of the main 
result in [6]. 
EXAMPLE 2.7. Let A denote the algebra M,(K) with involution *A 
equal to the transposition. Consider the algebra C := A 8 A with involution 
*c := ** 8 *A) and denote D := Ku, where u := Cf j=l uij 8 uij and the 
uij stand for the usual matrix units in A = M,(K). Then D is a *c-invariant 
subalgebra of C, but it is not invariant under the operator F := *A 8 Id,. 
Denote by M_,(C) the algebra of all countably infinite matrices over C with a 
finite number of nonzero entries, let * stand for the involution on M,(C) 
consisting in transposing a given matrix and applying the involution *c to - -- 
each entry, choose an algebra norm ]I * ]I on C making *c isometric, and let 
II * II be the norm on M,(C) defined bY 
C llcijII 
(i,j)ENXN 
for all (cij) in M,(C). Then )I. II is an algebra norm on M,(C) making * 
isometric. Regarding the algebra M,(C) as the algebraic tensor product 
C @ M&-Q, we have * = *c 8 *m [where xm means the transposition on 
M,(K)] and, identifying for each k in N the algebra M,(K) with the 
subalgebra of M,(K) of those matrices (hjj) in M,(W) satisfying hij = 0 
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whenever either i > k or j > k, we may consider the *-invariant subalgebra 
gk of M,(C) given by ~8~ := C @ Mk_i(K) + D 8 ek, where M,(K) := 0 
and ek denotes the element (hij)(i,l)E NXN in M,(K) given by A,, = o 
whenever (i, j) z (k, k), and A,, = 1. Now, we may define a norm 1.1 on the 
vector space of M,(C) by 
for all a in M,(C). As in the proof of [6, Proposition 31, Lemma 3 of [25] 
gives us that 1. I is an algebra norm on M,(C). Moreover, we easily see that 
I * I makes * isometric and that, for all k in N and c in C, the equality 
lc @ ekl = (1 + 22 + ... +22’-1)llcll + 2’“;llc + Dll 
holds. Since D is not invariant under F, we can choose d in D such that 
11 F(d) + Dll # 0. Then, denoting by Id the identity mapping on M,(K), for k 
in N we have 
I<F @ Id)(d @ e,)l IF(d) @ e,l 
Id @ ekl = Id@eekl 
(1 + 22 + ... +2+’ )IIW)! + 221;11W) + Dll = 
(I + 2” + ..e +22’-1)lldll 
~ 22kbW + D/l 22L.-‘II F(d) + Dll 
k22’-111dll = klldll 
and therefore F 8 Id is I . l-discontinuous. Denoting B := A @ M,(K) and 
*B := ** 8 *m, we have A@B=C@&&(K)=M,(C), *A 8 *a = *, 
and *A B Id, = F Q Id. It follows that ) * I is an algebra norm on A 8 B 
making *A Q *B isometric but cannot be equivalent to the projective tensor 
norm of any algebra norms on A and B. This shows that the assumption of 
the existence of a unit for B in Corollary 2.1 and Theorem 1.4 cannot be 
removed in general. Since the tensor product of algebras is commutative and 
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B is central simple over K [actually it is isomorphic to M,(K)], we may 
interchange the names of A and B above to see that the assumption of finite 
dimensionality for A in Corollary 2.1 and Theorem 1.4 cannot be relaxed. 
3. THE MAIN RESULT: THE NORM EXTENSION PROBLEM 
FOR TENSOR PRODUCTS OF ALGEBRAS 
Let B be an algebra with involution * over a field 1F. We denote by 
H(B, *> the subspace of B consisting of all *-invariant elements in B. In 
general, H( B, > * is not a subalgebra of B, but it can and will be seen as an 
algebra under the product 
x0 y := +<mj +yx). 
Now, let n be a natural number. Then the algebra M,(B) has a natural 
involution (also denoted by * and called the standard involution) consisting 
in transposing a given matrix and applying the involution * to each entry. If 
B has a unit, then we can take a diagonal matrix 
d = diag(b,, . . . , b,}, 
where the bi are * -invariant invertible elements in the nucleus of B (see [14, 
p. 181 for the definition of the nucleus), and consider the involution ??: a ++ 
d-‘a*d. Involutions of such a form are called canonical involutions on 
M,(B). Canonical involutions on M,(B) can be also considered in the case 
that B has not a unit, by taking the unital hull B, of B, extending in the 
unique possible way the involution of B to B,, regarding naturally M,(B) as 
a subalgebra of M,(B,), and noticing that it4,(B) is invariant under any 
canonical involution on M,( B,). In this way, independently of whether or not 
there exists a unit for B, the standard involution on M,(B) is a canonical 
involution. Let x be in B, ?? a canonical involution on M,(B), and 
i,j E (l,..., n}. Following [24, p. 1251, we put 
x[y] := Uij c3 x + (Uij c3 Lx)“) 
where uij denotes the usual matrix unit in M,(lF) and, of course, we are using 
the identification M,(B) = M,(F) o B. In this way, if d = diag{b,, . . . , b,) is 
an 11 X n diagonal matrix over B, such that a0 = d-‘a*d for all a in 
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M,(B), then we have 
x*[y] = bj-‘xbi[ji] 
[14, p. 125, equality (22)]. Therefore, B[y] = B[ji] and H(M,(B), ??1) = 
@l<i<j<nBIY' 
LEMMA 3.1. Let B be an algebra with involution * over K, n a natural 
number, ??a canonical involution on M,(B), and II.II an algebra norm on 
H(M,( B), ??). Zf n > 3, then 
(i> the mapping x + !xI := 2max{llx[ijlll: i,j E 11,. . . , n), i fj} is an 
algebra norm on B making * continuous. 
lf in addition B has a unit, then 
(ii) fork and m in (1,. . . , n) with k z m, the mapping x * Ilx[kmlll is a 
norm on B equivalent to 1.1 ( precisely, 
11 r[km]ii < 1x1 G 2411131i x[ km111 
for all x in B). 
Proof. Assumen>3,andletx,ybeinBandi,jbein{l,...,n}with 
i # j. Then there exists k E (1,. . . , n} satisfying k + i and k z j, so that by 
[14, p. 125, equality (IS)] we have 
xy[y] = 2x[ik]o y[kj]. 
Since II . II is an algebra norm on H(M,( B), ??1, we obtain 
211 y[Yl11 = 4ildikl~ y[kjlll G 4iidiklllII y[kjlll c 1x11 yl; 
hence 
lxyl= 2max{llxy[ij]ll:i,j E {l,..., n), i +j} G Ixllyl. 
Therefore 1. I is an algebra norm on B. To prove that * is I . I-continuous, we 
will extend this norm, if necessary, to an algebra norm (also denoted by I . I> 
on B,. Let d = diag{b,, . . . , b,} be an n x n diagonal matrix over B, such 
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that the canonical involution ??on M,(B) derives from the standard one * 
by means of the equality a ’ = d- ‘a*d for all a in M,(B). Then, for every x 
in B, we have 
Ix*1 = 2max(]]x*[ij]]]:i,j E {l,...,n}, i Zj} 
= 2max(Il~~~‘xb,[ji]II:i,j E {l,...,n},i #j) 
< max[]bJ~‘rbi]: i,j E {l,..., n}, i #j} 
Q (max(]bjP1]]bi(:i,j E {l,...,n}, i Zj])lxl. 
This concludes the proof of assertion (i). 
Assume in addition that B has a unit 1, let x be in B, and let k, m be in 
(1,. . *, n}withk#m.Then,foralli,jin(l,...,n}withi+j,wehave: 
(1) x[y] = x[km] whenever i = k and j = m; 
(2) x[ij] = 2 l[ik] 0 x[ km] whenever i # k and j = m; 
(3) x[ij] = 2 x[km] 0 l[mj] whenever i = k and j z m; 
(4) x[ij] = 4 l[ik]o(x[km]ol[mj]) whenever i # k, j # k, and j # m; 
(5) x[ij] = 4(l[ik]o x[km]>ol[mj] whenever i # k, i + m, and j f m; 
(6) x[ij] = 8 l[ip]o((l[ pk]o x[kml)~l[mj]) for some p in 11,. . . , n} with 
p z i and p # j, whenever i = m and j = k; 
hence, since ]I - ]I is an algebra norm on H(M,( B), ??), in any case we obtain 
Therefore 
LEMMA 3.2. jet B be an algebra over l-6 with involution * and a unit 
1, n a natural number, ??a canonical involution on M,(B), and II * II an 
algebra norm on H(M,( B), ??). Then H(M,( B), ??), endowed with the norm 
II*II, is the topological direct sum of the family of subspaces 
{B[ij]:l <i Gj Gn}. 
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Proof. Fix k in (1, . . . , n}, and denote by Tk the 11. II-continuous opera- 
tor on H(M,(B), ??> defined by Tk(c) := l[kk]o c. Then we may apply [14, 
pp. 125-126, equalities (191, (21), (22), and (2311 to see that, for 1 < i < j < n 
and c in B[ij], we have 
2c whenever i = j = k, 
Tk(c) = c whenever either i < k and j = k, or i = k and j > k, 
0 otherwise. 
Therefore, for an arbitrary element b = C, G i <j< .Xij[YI in H(M,,(B), ??), 
we have 
(T/x - l)Tdb) = 2x&k] 
for all k in (1, . . . , n}, and 
R - 2)L(Tk - W,(b) = %n[w 
for all k,m in {l,..., n} with k < m. It follows that the projections on 
H( M,( B), III ) corresponding to the decomposition 
are 11 . (I-continuous. 
If E is a set, if F is a subset of E. and if T is a topology on E, then ~1~ 
will denote the topology on F induced by 7. Let C be an algebra over K with 
an involution •I . If r is in fiC, ??), then clearly T~H(~, ??) belongs to 
Y( H(C, ??)>, and it actually belongs to q( H(C, 0)) whenever T is taken in 
q(C, 01. The gl b I o a norm extension problem for (C, 0) [namely, whether 
for every algebra norm on H(C, 0) there exists an algebra norm on C whose 
restriction to H(C, KI) is equivalent to the given norm] can be rephrased by 
asking if the mapping T e T~H(C, ??) from Y(C, 0) to flH(C, 0)) is surjec- 
tive. On the other hand, the question of the uniqueness of the extended norm 
topology [namely, whether two algebra norms on C must be equivalent 
whenever they make ??continuous and their restrictions to H(C, ??) are 
equivalent] can be reformulated by asking if the above mapping is injective. 
Note also that the problem whether for every complete algebra norm on 
H(C, 0) there exists a complete algebra norm on C making KI continuous 
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and whose restriction to H(C, ??) is equivalent to the given norm reduces to 
the problem whether the mentioned mapping r ++ rlH(c, ??1 sends <(C, ??) 
onto q(H(C, 0)). According to our next result, all questions raised above 
have an affirmative answer whenever C is of the form M,(B) (n > 3) for 
some algebra B with involution and a unit, and ??is any canonical involution 
on C. 
THEOREM 3.3. Let B be an algebra over D6 with involution * and a unit 
1, n > 3, and 0 be a canonical involution on M,(B). Zf we denote 
C := M,(B), then 7 e ~lH(c, ??) becomes a one-to-one mapping from SC, III 1 
onto 9fH(C, 0)). Moreover, the above mapping sends q(C, ??> onto 
~W(C, 0 1). 
Proof. First of all, note that, denoting by * the standard involution on 
C, we clearly haveP(C, ??I) = SC, *). Then, identifying C with M,(K) @ B, 
the standard involution on C is nothing but the operator tensor product of 
the transposition on M,(K) and the involution * of B, so that we may apply 
Corollary 2.1 and Remark 2.2 to see that what we must prove is precisely 
that, if ra denotes the only Hausdorff vector-space topology on M,(K), then 
the mapping Q, : T 4 (To @ ~)IH(c, ??j from 9’(B, *> to Y’(H(C, 0)) is bijec- 
tive and sends q( B, *> onto q(H(C, 0)). 
We begin by proving that @ is sujective and sends 9J B, *> onto 
z(H(C, 0)). Let T be in flN(C, 0)). Choose an algebra norm II. II on 
H(C, •I ) whose topology is T, and let I * I d enote the corresponding norm on 
B given by Lemma 3.1(i). For x in B and i in (1, . . . , n), we may take j in 
0, * * * > n} with j # i, so that, by [14, pp. 125-126, equalities (20) (21) (23)], 
we have 
x[ii] = l[ii]o(l[y]o x[ji]), 
and hence 
Therefore, denoting 
r := ~rnax{~~l[ii]~~IIl[~]II:i,j E {l,...,n), i Zj}, 
we obtain 
II x[ii]ll Q f-14 
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for all x in B and all i in { 1, . . . , n}. Let b = C 
element in H( M,( B ), ??). Then we have 
,GiGiGn~ij[~]beanarbitrary 
Now choose an algebra norm 1. I on M,(K), denote by 11. II,, the projective 
tensor norm on c = M,(K) B B corresponding to the norms I * I on M,,(K) 
and I * I on B, and note that, in writing b = C 
biP1x:bi = xii for all i in {l,..., n}, where d 
IGiGjGn~ij[ij],we mayassume 
= diag{b,, . . . . b,] is an n X n 
diagonal matrix over B such that a ' = d - ‘a*d for all a in M,( B 1. Then 
b=2 c uii 63 xii + c (Uij Q9 xij + u,ii @3 b,-'q+): ($1 
l<i<TI l<i<j<?l 
so we may apply Lemma 1.1 and the fact that I . I is an algebra norm on B 
making * continuous to show the existence of a positive number s indepen- 
dent on b and satisfying 
C IXijI Q SkIIT, 
l<i<j<n 
and hence 
bll < s max{r, ~}bll,. 
On the other hand, from the equality ($1 we easily obtain the existence of a 
positive number t (also independent on b) such that 
IIbIIr G t C IXijI> 
l<iQj$ll 
and Lemma 3.2 gives us the existence of another positive constant z (again 
independent of b) satisfying 
C (I Xij[q]l( 4 ZIIbII. 
lgidjdn 
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Let i be in (1, . . . , n}, and x be in B satisfying bi-’ x* bi = x. Then, applying 
the multiplication rules in [ 14, p. 1251, for all j, k in { 1, . . . , n} with j # k we 
have: 
(1) x[jk] = x[iilol[ikl whenever j = i; 
(2) x[jk] = x[ii]o l[jil whenever k = i; 
(3) x[jk] = Q(x[ii]o l[jil>o l[ikl, otherwise; 
hence, in any case, we obtain 
Therefore 
Now, with the help of Lemma 3.1(n) we have 
We have proved that the norms I]. II and I]. II,., are equivalent on H(C, 0). 
In other words: if r denotes the topology of the norm I * I on B [which of 
course belongs to fl B, * >I, then 
Consequently @ is surjective. If T is in <(H(C, ??)), then ]I - II is a complete 
norm on H(C, ??), so (B[12], I] - 11) . IS complete (by Lemma 3.21, (B, I * 1) is 
also complete (since, by Lemma 3.1(n), x H x112] is a linear homeomor- 
phism from (B, I * D onto (B[12], ]I - II)), and so r belongs to 9$B, *>. This 
shows that @ sends z(B, *> onto z(H(C, III)). 
Now we prove that @ is injective. To this end, note that the topology 
-r E fl B, * ) constructed in the above paragraph from a given topology 
T E s( H(C, ??)) depends functionally on T. In fact, if we denote by T the 
mapping from P’(H(C, 0)) to s( B, *) obtained in this way, then we have 
proved that @ 0 1I’ is nothing but the identity mapping on flH(C, ??)). 
Therefore, it only remains to show that w 0 @ is the identity mapping on 
s( B, *). Choose an algebra norm II . II on B making * isometric, take an 
algebra norm I * 1 on M,(K), d enote by 11. II,, the projective tensor norm on 
C = M,(K) 8 B corresponding to the norms 1. I on M,(K) and 11. II on B, 
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and let 1.1 be the norm on B defined by 
1x1 := 2max{((x[y]II,:i,j E {l,..., n), i #j} 
for all x in B. The problem is to show that the norms 11.1) and 1. I are 
equivalent. In view of Lemma 3.l(ii), that problem actually reduces to 
proving that the norms 11. I( and x ++ llx[IZ]ll, on B are equivalent. But, for 
x in B, we have 
and, with the help of Lemma 1.1, we obtain in an analogous way the 
existence of a positive number 4 independent of x and satisfying 
II x[12]11m a qllxll. ??
Now we will appeal to the representation theory of finite-dimensional 
*-simple algebras with involution in order to obtain an interesting variant of 
the theorem we have just proved. 
Let C be an algebra over a field F. If there exists a natural number n 
such that the dimensions of all one-generated subalgebras of C are less than 
or equal to n, then we define the degree of C as the smallest such n. 
Otherwise, we say that C is of infinite degree. 
LEMMA 3.4. Let F be an algebraically closed field, A be ajnite-dimen- 
sional *-simple associative algebra over F, and p denote the degree of the 
Jordan algebra H( A, *>. Th en there exist a natural number n > p and a 
composition associative algebra D over IF such that the algebra with involu- 
tion (A, * > is isomorphic to (M,(D), ??), where ??denotes the standard 
involution on M,(D) relative to the Cayley involution on D. lf in addition IF 
is infinite, then n = p. 
Proof. By [14, pp. 208-2091, there exist a natural number n and a 
composition associative algebra D over [F such that the algebra with involu- 
tion (A, * ) is isomorphic to (M,(D), 0 >. If D = ff, then clearly p Q n (by 
the Hamilton-Cayley theorem). If D = F @ IF, then the Jordan algebra 
H( M,,(D), ??I) is isomorphic to M,(F)’ [the Jordan algebra obtained from 
M,,(F) by symmetrizing its associative product]; hence, again by the 
Hamilton-Cayley theorem, we have p < n. According to 114, Example C, pp. 
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230-2321, the inequality p < n is also true for the remaining case D = M,(F). 
Assume that [F is infinite. Then we may choose pairwise different elements 
h i,‘“, h, in lF so that, denoting by 1 the unit of D, the matrix 
diag{h,l,...,h,l} 
is an element in M,,(D) generating an n-dimensional subalgebra of 
H(M,( D>, 0 ). Therefore p = n. ??
If A is a * -simple associative algebra with involution, then H( A, * > is a 
simple Jordan algebra [13]; hence the centroid of H( A, * > [equal to center of 
H( A, * ) if A has a unit] is a field. 
THEOREM 3.5. Let A be a finite-dimensional *-simple associative alge- 
bra with involution over K whose hermitian part H( A, * ) is of degree > 3 
over its center, and let B be an algebra over K with involution and a unit. 
Then 7 * ~H(A~B, *) becomes a one-to-one mapping from s( A @ B, * ) 
ontoflH(A 8 B, *>) sendingq(A @ B, *> ontoq(H(A @ B, *)). 
Proof. First assume K = C. By Lemma 3.4, there exist n > 3 and a 
complex composition algebra D such that A = M,(D) and * is the standard 
involution relative to the Cayley involution on D. Therefore A 8 B = 
M,(D) 8 B = M,(C) @ D Q B = M,(D 8 B) with involution equal to the 
standard involution on M,( D @ B) relative to the operator tensor product of 
the Cayley involution on D and the involution * on B. The proof in this case 
concludes by applying Theorem 3.3. 
Now assume that K = R and that A is not *-central. Then A is the 
realification C, of a complex (automatically finite-dimensional) * -simple 
associative algebra C with C-linear involution. As above, there exist n > 3 
and a complex composition algebra D such that A = (M,(D)>, and * is the 
standard involution on M,(D) relative to the Cayley involution on D. Now 
A B B = (M,(D& 8 B = M,(D,) 8 B 
= M,(R) @ D, @ B = M,( D, @ B) 
with involution equal to the standard involution on M,( D, Q B) relative to 
the operator tensor product of the Cayley involution on D and the involution 
* on B. Again Theorem 3.3 concludes the proof in this case. 
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To study the remaining case, namely that K = [w and that A is *-central, 
we introduce some terminology and point out some elemental facts. Let C be 
a real algebra. We denote by Cc = C @ iC the complexification of C and by 
4(C) the set of all topologies on Cc associated to norms on Cc converting it 
into a complex normed algebra and making the direct sum Cc = C @ iC 
topological. Note that, regarding Cc as @ @n C and denoting by u the 
conjugation on @, a topology r E SC,) is in AC> if and only if (+ @ Id, is 
r-continuous. Also, we put x(C) := AC> n q(Cc), and, if * is an involu- 
tion on C, then we write AC, *> :=4(C) nfic,, *) and x(C, *> := 
@3 n SC,, * >, where * on Cc denotes the unique complex-linear invo- 
lution on Cc extending that of C. In view of the nonassociative version of [5, 
Proposition 13.31, we easily see that the mapping T e rlc from AC) to 
9’(C) is bijective and sends 4(C) onto z(C). Moreover, simple arguments 
like the ones applied to derive Corollary 2.1 from Theorem I.4 show that, if 
C has an involution * , then the above mapping sends AC, *> onto fiC, *), 
and therefore also sends <(C, * ) onto q(C, * ). Now, assume that K = [w 
and A is *-central. Then A, is a finite-dimensional * -simple complex 
algebra [14, p. 2081 and H( A,, * ) = (H( A, *)& has degree > 3 over @. 
By the first paragraph in our proof, the mapping r c-, r)HcA,@,s,, * ) from 
%A, ~c B,, *> to ~W(A, 8c B,, *>) is bijective and sends q( A, ac 
B,, *) onto K(H(A, ac B,, *)). Hence, using the identification A, @c 
B, = (A @a B),, we obtain that the mapping r H rlH((AW,s),, *) from 
fi(A % B),, *> to fiH((A % B),, *)) is bijective and sends q(<A s 
B),, *) onto q(H((A s B),, *)). Identifying H((A s B),, *) with 
(H( A s B, * )), and arguing again as we did in deriving Corollary 2.1 from 
Theorem 1.4, we see that the mapping r ++ rlcH(AB,s, *) from AA + B, * 1 
toAH(A @n B, *)) b’j t’ is I ec ive and sends z( A s B, * ) onto .$ H( A aR 
B, * )). Finally, th e p roof is concluded by applying the obvious commutativitv 
of the following diagram (where all arrows mean the passing to the induced 
topology): 
y(A@a R,*) + JZ(H(A% B,*)) 
I 1 
??
flA@a B, *) + qH( A @,a B, *)). 
4. DISCUSSING THE MAIN RESULT 
The main aim in this section is to show that neither the assumption in 
Theorem 3.5 on the degree of H( A, *) over its center nor the condition 
n > 3 in Theorem 3.3 may be relaxed in general, even if the algebra B in 
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those theorems is assumed to be associative (Theorem 4.3). Simultaneously 
we will see that a certain assumption in the main result of [25] cannot be 
dropped (Remark 4.4). The remaining assumptions in Theorems 3.3 and 3.5 
will be also discussed (Examples 4.5 and 4.6). 
Let F be a field. The well-known peculiar behavior of the Cayley 
involution on a composition algebra over F invites us to consider the following 
generalization. An involution * on an [F-algebra D with a unit 1 is called a 
Cayley involution if, for every d in D, d + d* and dd* belong to IF1 
[equivalently, H(D, *> = IFl]. G iven a vector space X and a symmetric 
bilinear form f on X, the vector space F @ X endowed with the product 0 
defined by 
wwO(P@ $4 := (b+f(x, y)) @ (Ay + px) 
becomes a Jordan algebra called the ]ordun algebra of the symmetric bilinear 
form f (on the vector space X> and denoted by J( X, f ). The following 
lemma is of straightforward verification. 
LEMMA 4.1. Let IF be a field, and B be an algebra over F with a unit 1 
and a Cayley involution * . Then H( M,( B), *) is isomorphic to a Jordan 
algebra of a symmetric bilinear form. More precisely, if g is the unique 
symmetric bilinear form on B satisfying bb* = g(b, b)l, if we denote X := [F 
@ B, and iff is the (symmetric bilinear) form on X given by 
f( (~1 @ b,, (~2 @ b,) := ala2 + g(b,> 6,) 
for all (Ye, cx2 in IF and b,, b, in B, then the mapping 
becomes an isomorphism from J(X, f > onto H( M,( B), * >. 
Our next result is taken from [21]. Since the reference is not easily 
available, we include the proof here. 
LEMMA 4.2. On every infinite-dimensional normed space there is a 
discontinuous anticommutative associative product. 
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Proof. Let Y be an infinite-dimensional normed space. Let S’ be an 
algebraic basis of Y consisting of norm-one elements of Y, take a countably 
infinite subset I?? of 9 such that 9 \ E’ is nonempty, and choose b in 
~8’ \ %?. Then, if n ++ c, is a bijection from M to ‘Z!?‘, the product on Y 
determined by the rules 
C”CTll = (n - m)b forall n,minN, 
xy = 0 whenever both x, y are in 9 and one of them is in z%’ \ ZF 
is a discontinuous anticommutative associative product on Y. ??
THEOREM 4.3. Let X be an arbitrary infinite-dimensional nonned space 
over K. Then there exist an associative algebra B over K with a unit, and a 
Cayley involution * on B, satisfying: 
(i) X = H(M,( B), * >, as vector spaces. 
(ii) Up to multiplication by a suitable positive number if necessary, the 
norm of X becomes an algebra norm on H( M,( B), * ). 
(iii) There is no algebra norm on M2( B) whose restriction to H( M,( B), * ) 
is equivalent to the norm of X. 
(iv) M,(B) is generated by H( M,( B), * >. 
(v) Eve y non.zero * -invariant ideal of M,( B) has nonzero intersection 
with H(M,(B), *). 
Proof. Take a S-dimensional subspace (say 2) of X, choose a basis 
{u, v, w} of 2, and let Y be a topological complement of 2 in X. By Lemma 
4.2, there exists a discontinuous anticommutative associative product (that 
will be denoted by juxtaposition) on Y. Denoting B := Kw + Y, and defin- 
ing a product on B by 
( P1w + Yl)( Pzw + Y2> := PlPZW + PlY2 + PZYl + YlY2 
and an involution * on B by 
( pw + y)* := pw - y, 
B becomes an associative algebra over K with unit w, and * is a Cayley 
involution on B satisfying 
( Pw + y>*( Pw + y) = p2w 
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for all /3 in K and Y in Y. By Lemma 4.1, the mapping 
x=hu+av+b -M:=(hb+*u ,“,) 
identifies X with H(M,(B), *) as vector spaces and, via this identification, 
the Jordan product on H(M,(B), * > becomes the one on X given by 
VP + UlV + PlW + yl)“&u + ffzv + P2w + Yz) 
= (4b + al% + Pl P&J + (4% + &a,)v 
+(4 Pz + 4 Plb + AlY, + k2Yl. 
Since the direct sum X = Ku @ Ku @ Kw @ Y is topological, we easily 
realize that the above product on X is continuous; hence, up to the 
multiplication by a suitable positive number if necessary, the norm of X 
becomes an algebra norm on H(M,( B), * >. In this way we have proved (i> 
and (ii). 
To prove (iii) we argue by contradiction. Assume (iii) does not hold, so 
that we may assume that the norm of X is the restriction to X of an algebra 
norm II*II on M,(B). Then, for all yi, yz in Y, we have 
2[Y,Y,l = [Y1l[Yzl[Wl1 u + VI + [u + ~1M[Y21[Y11~ 
and therefore 
II y1 yzll G Ml lb + VII II yJ II ynll. 
This contradicts the discontinuity of the chosen product on Y. From the 
straightforward equality 
i 
PlW + Yl PP + Yz 
P3w + Y3 P4w + Y4 i 
= p1 ; p4 [u] + p1 ; p4 [VI + P,[wl 
+G + VI[:Yel + :< PC3 - &>1~ - ollwl 
+ 3v - ul1 Y31 + flu + VI1 YilM + 30 - uI[ Y41[Wl 
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which is true for all pi,. . . , /?, in K and yl,. . . , y, in Y, it follows that 
M,(B) is generated by H( M,( B), * ). Let Z be a * -invariant ideal of M2( B) 
having zero intersection with H( M,( B), *). Then every element a in Z 
satisfies a* = - a, and therefore must be of the form 
i 
Pw+y2 
-z+ Ye y3 I 
for some p in K and yl, ys, ys in Y. Since 
i 
Yl 
0 
fiw + Y2 = ;[u + + 
0 1 
belongs to .I, it follows that /3 = 0 and y2 = 0. Now, 
(: F)=(i )(“; :3) and (!t S)=(s i)(Y; ;J 
also belong to Z, and hence yr = y3 = 0. Therefore Z = 0. w 
REMARK 4.4. Let A be an algebra with involution * over a field [F. We 
say that A is a *-tight envelope of H( A, *) if A is generated by H( A, *) 
and every nonzero *-invariant ideal of A has nonzero intersection with 
H( A, *). Now, assume [F = K, and let II- 11 be an algebra norm on H( A, * ). 
It is easy to see that, if A is associative, if H( A, *> is finite-dimensional, and 
if A is generated by H( A, * ), then A is finite-dimensional, and therefore 
the norm extension problem has a trivial affirmative answer in this case. 
However, it follows from the above theorem that, in general, no normed-space 
condition on (H( A, *), II- II), other than the finite dimensionality, can be 
sufficient to ensure the existence of an algebra norm on A whose restriction 
to H( A, *) is equivalent to II * 11, even if we know that A is associative and a 
*-tight envelope of H( A, *). Therefore, nontrivial positive results on the 
norm extension problem must involve, in one or another way, extra conditions 
of algebraic nature on (A, *). This is the case of [25, Theorem 21, where it is 
proved that, if II * II 1s complete, if A is associative and a * -tight envelope of 
H( A, *), and if H( A, *) is semiprime, then the norm extension problem has 
an affirmative answer. By choosing any infinite-dimensional Banach space X 
over K, considering the corresponding algebra B with involution given by 
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Theorem 4.3, and taking A = M,(B) with standard involution, we realize 
that the assumption in [25, Theorem 21 that H( A, *> is semiprime cannot be 
dropped. As far as we know, this fact was unnoticed to date. 
Now, we pass to discuss the remaining assumptions in Theorems 3.3 and 
3.5. 
EXAMPLE 4.5. Let n be an arbitrary natural number, let A be any unital 
finite-dimensional central simple commutative algebra of degree n over K 
(e.g. the Jordan algebra of all symmetric n X n matrices over W) with 
involution equal to the identity operator on A [so that H( A, *> = A is of 
degree n over its center], and let (B, * ) b e any unital algebra with involution 
over K with the property that there exists an algebra norm II* 1) on H(B, *> 
such that there is no algebra norm on B whose restriction to H( B, * > is 
equivalent to ]I. 11. [I n view of Theorem 4.3, such an algebra with involution 
(B, *> does exist, and even can be chosen associative.] Then H( A 8 B, *> = 
A @ H( B, *); hence, denoting by r,, the unique Hausdorff vector-space 
topology on A and by ri the topology of ]I * (1 on H( B, * >, we see that 
rO @ r1 belongs to 9(H( A @ B, * )). However, it is easy to see that there is 
no topology r ESA @ B, *) satisfying T]H(A~~, *I = r,, B ri. This shows 
that the assumption in Theorem 3.5 that A is associative cannot be removed 
in general, even if A is *-central and B is associative. 
EXAMPLE 4.6. Let (+ denote the Cayley involution on M,(K), and for p 
in N U {m} let t, be the transposition on M,(K). The proof of [6, Theorem 
71 (see also [8, Corollary 11) h s ows the existence of an algebra norm II * I( on 
H(M,(K) @ M,(K), t, Q a) whose topology cannot be obtained by restrict- 
ing to !f(M,(K) 8 M,(K>, t, Q a> any algebra norm on M,(K) @ M,(K). 
Taking (A, *) = (M,(K) @ M,(K), t, @ a> and (B, *> = (W, Id,), we see 
that, for the best possible choice of (B, *), the assumption in Theorem 3.5 
that A is finite-dimensional cannot be dropped, even if A is central simple. 
Now, let n be an arbitrary natural number. Then the algebras with involution 
(M,(K), t,) and (M,(K) 8 M,(K), t, Q t,> are isomorphic; hence, taking 
(A, *> = G%o% 4J and (B, *) = (Mm(K) 8 M,(K), t, Q u), 
we realize that the assumption that B has a unit in Theorems 3.3 and 3.5 
cannot be removed, even if B is associative and central simple. 
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All the counterexamples we have provided in order to realize that no 
assumption in Theorems 3.3 and 3.5 can be removed actually show algebras 
with involution (C, * ) over K for which the mapping r H rlHcc, * ) from 
SC, *) to flH(C, *>) is not surjective. We must recognize that we do not 
know if, in those counterexamples, the above mapping is injective. The best 
remedy would be to find other counterexamples in which the mapping 
r ++ rlH(c, *) from 9(C, *> to flH(C, *>) is surjective but it neither is 
injective nor sends z(C, *) onto .T(H(C, *I). 
5. APPLYING ZEL’MANOVIAN TECHNIQUES 
In this section we introduce in our development some ideas of E. 
Zel’manov taken from his fundamental paper [29] and his collaborations in 
[17] and [25]. The next proposition becomes the key tool to link those ideas 
with the topics considered in Section 3. 
PROPOSITION 5.1. Let F be a field, A a * -simple associative algebra 
with involution whose hermitian part H( A, * ) is of degree > 2 over its 
centroid, and B an algebra over F with involution and a unit. Then A Q B is 
a * -tight envelope of H( A @ B, * >. 
Proof. If the simple Jordan algebra H( A, * ) is associative, then it is a 
field (say S), so the centroid of H( A, *) is equal to G, and so H( A, * ) is of 
degree 1 over its centroid, contrary to the assumption. Since H( A, * ) is not 
associative, the subalgebra C of A generated by H( A, * ) cannot be commu- 
tative. By [15, Lemmas 1.1, 1.21, C contains a nonzero * -invariant ideal of A. 
Since A is *-simple, we have C = A. In this way we have proved that A is 
generated by H( A, * ). Note also that we clearly have H( A, * ) # 0, and, 
since A is not commutative, also S( A, * ) := {a E A : a * = -a} # 0. 
Let D denote the subalgebra of A 8 B generated by H( A 8 B, * ). We 
note that, since the mapping a e a 8 1 from the associative algebra A to 
A @ B is a *-homomorphism, and A is generated by H( A, * ), A 8 1 is 
contained in D as well as in the nucleus of A 8 B. To show that D = A ~3 B 
it is enough to see that, if E E (1, - l}, if a is in A with a* = &a, and if b is 
in B with b* = -~b, then a 8 b belongs to D. Let E, a, and b be as 
above, and choose c in A \ (0) with c* = -EC. Then M( A, *Xc) is a 
nonzero * -invariant ideal of the *-simple algebra A; hence there exists F in 
M( A, *) satisfying a = F(c) [for the meaning of M( A, * ) see the proof of 
Lemma 2.51. By [14, p. 2081, there exist G, H in M(A) (see the proof of 
Lemma 1.2 for the notation) such that F = G + H 0 * . Therefore a = (G - 
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&H)(c). Since G - EH lies in M(A), there exist n in N, x1 ,..., x,, 
y1, * *. , yn, z, t in A, and A in F satisfying 
a = AC + zc + ct + e xjcyj, 
j=l 
and therefore 
a 8 b = AC 8 b + (z Q l)(c 8 b) + (c 8 b)(t 8 1) 
Since c 8 b belongs to H( A Q B, * ) c D, and A 8 1 G D, it follows that 
a CO b lies in D. This completes the proof that A Q B is generated by 
H(A @ B, *>. 
Now, denote by E the * -centroid of A [equal to the centralizer set for A, 
when A is regarded as an irreducible module over M( A, * >I, and note that E 
is a field and that A can be seen as a *-central *-simple algebra with 
(E-linear) involution over IE. Let Z be a *-invariant ideal of A Q Z3 having 
zero intersection with H( A 8 B, * >, and a be in 1. Then Z is contained in 
S( A 8 B, *I, and consequently, since 
S( A Q B, *) = H( A, *) Q S( B, *) + S( A, *) 8 H( B, *), 
there exist n, m E N, p, 9 E N U (0), matrices 
over E, sets Ix,, . . . , x,} c H( A, * ), { yl, . . . , ym} c S( A, * ) of linearly inde- 
pendent vectors over E, and sets {z,, . . . , zJ c S( B, *), {tl, . . . , tq} c 
H( B, * > of linearly independent vectors over F, such that 
a = C hijxi C3 zj + c pkhyk @ the 
lgkgm 
l<h<q 
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Assume that some h,, is nonzero. Then we may choose a in S( A, * ) \ {O} 
and, by the Jacobson density theorem [5, Theorem 24.101, we may find T in 
M(A, *) satisfying T(r,.) = a, T(xj) = 0 whenever i E (1,. . ., n} \ {r}, and 
I’( yk) = 0 for all k E {l, . . . , m}. Therefore 
(T @ Id,)(a) = &a @ 
belongs to H( A @ B, *). But, writing T = U + * 0 V with U, V in M(A), 
we have 
(T @ Ids) = (U 8 Ids) + (* @ Id,)(V @ Id,); 
hence, since U Q Id, and V 8 Id, belong to M(A 8 B) (see the proof of 
Lemma 1.2) and S(A @ B, *) = H(A, *) @ S(B, *> + S(A, *> @ H(B, *> 
is invariant under * @ Id,, we obtain 
= (U @ Ids)(a) + (* @ Ids)(V Q Id,)(a) 
~(~~ds)(l)+(* @Ids)(v@Ids)(Z)~Z+(* @Id,)(Z) 
cS(A@B,*) +(* @Id,)(S(A@B,*)) =S(A@BB,*). 
It follows that 
(T@Id,)(a)=h,,a@ 
so c id jQ Pzj = 0, contradicting the fact that the set {zi, . . . , xp) is linearly 
independent. A similar argument shows that pkh = 0 for all k E (1, . . . , m} 
and h E (1,. . . , q}. Therefore a = 0; hence I = 0. H 
COROLLARY 5.2. Zkt [F be a field, B be an algebra over IF with 
involution * and a unit, and p be in N U (~1. Zfp > 2, then M,(B) is a 
* -tight envelope of H( M,,( B), * ). 
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When the algebra B in Theorem 3.5 is associative, we can provide 
additional information, which includes the fact, already proved in that theo- 
rem, that the mapping 7~ rln(AOs,*) from fiA @ B, *) to 9’(H(A @ 
B, *)) is injective. 
THEOREM 5.3. Let A be a finite-dimensional *-simple associative alge- 
bra with involution over K whose hermitian part H( A, * ) is of degree > 3 
over its center, B be an associative algebra over K with involution and a 
unit, II*11 be an algebra norm on A @ B making the tensor involution 
continuous, C be an associative norrned algebra over K, and $I be a 
homomorphism from A @ B into C. lf the restriction of 4 to H( A @ B, *> is 
)I . II-continuous, then 4 is II * II-continuous. 
Proof. Assume that +]n(AQs, *) is ]I . I]-continuous. By Proposition 5.1 
and [25, Corollary 11, there exists an algebra norm 1-1 on A @ B such that 
(a) the tensor involution * is 1. ]-continuous, 
(b) the restrictions of 1. I and ]I * II to H( A 8 B, *) are equivalent norms 
on H(A 8 B, *), and 
(c) 4 is I - ]-continuous. 
It follows from (a), (b), and Theorem 3.5 that II * II and I * I are equivalent 
norms on A @ B. Therefore, by cc), 4 is II . II-continuous. H 
REMARK 5.4. Let (B, *> be any unital algebra with involution over K 
such that there exists an algebra norm I] . )I on B making * discontinuous, let 
n be an arbitrary natural number, and take (A, * > = (M,(K), t,). Choose an 
algebra norm ]I . II on A, and denote also by I] * II the projective tensor norm 
on the tensor product of the normed spaces (A, I( . II> and (B, 1) . II). Then ]I - 1) 
is an algebra norm on A @ B making the tensor involution discontinuous. 
Now let C be the normed algebra (A @ B, I * I>, where 
lal := max{ Ilall, Ila* II} 
for all a in A @ B. Then the identity mapping is a II . I]-discontinuous 
homomorphism from A @ B into C whose restriction to H( A Q B, *> is 
1) * I]-continuous. This shows that the assumption in Theorem 5.3 that I] * II 
makes the tensor involution continuous cannot be removed. 
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If the finite dimensionality of A in Theorem 5.3 is relaxed to the 
requirement that A have a unit, then we have the following rather weaker 
result (compare also Theorem 3.5). 
THEOREM 5.5. Let A and B be unital associative algebras with involu- 
tion over 06. Assume that A is * -simple and that H( A, * ) is of degree > 3 
over its center. Then the mapping r ++ rlH(ABB, x ) from fi A Q B, * ) to 
flH( A 8 B, *>> is subjective. More precisely: for every algebra norm 11 . II 
on H(A 8 B, *>, and f or every positive number K, there exists an algebra 
norm I- 1 on A 8 B making * isometric, generating on H( A Q B, *) the 
same topology as II . II do es, and having the property that, if C is any 
associative normed algebra over K, and if r#~ is any homomorphism from 
A @ B to C whose restriction to H(A @ B, *) is 1). Ii-continuous with 
1144 H(AeB, * )lI Q K, then 4 beconws 1. I-contractive. 
With a minor additional effort, the first part of Theorem 5.5 could have 
been obtained in [9] if only Proposition 5.1 had been known at that time. On 
the other hand, the second part of Theorem 5.5 follows directly from the 
former and [25, Corollary 11. This could allow us to provide a very short proof 
of the theorem, by referring with more or less precision to [9] and [25]. If we 
had done so, however, then a reader interested in completely verifying the 
arguments of the proof would have had to go through the same path twice, 
and found unnecessary difficulties once. On the other hand, no reader would 
then enjoy the deep zel’manovian methods in [29] and [I71 involved in the 
arguments of [9]. Therefore we prefer to provide an outline of the complete 
proof of the theorem in the light of the simplifications and improvements 
made in [25] of some arguments in [9]. Under this philosophy, our next result 
(Lemma 5.6) is nothing but [9, Lemma 11. 
From now on, X will stand for a countably infinite set of indeterminates. 
We denote by 4x1 the free associative algebra (over some fured field [F) on 
X, and by g(X) the free sp ecial Jordan algebra over [F on X, namely the 
Jordan subalgebra of 4X) g enerated by X. Intuitively, the elements of g(X), 
called Jordan polynomials, are those elements in &X) which can be ob- 
tained from that of X by a finite process of taking sums, Jordan products, and 
products by elements of IF. If * denotes the unique involution on M(X) fting 
the elements of X, we clearly have 8(X) c H&f(X). * ). For every element a 
in any algebra with involution * , put 
{a} := $(a + a*). 
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For p in AX) and x1,x2,x3,x4 in X, the pentad {px1x2x3x4} belongs to 
H(&X), * > but not necessarily to AX). Following [17], we say that the 
element p in 8(X) is a pentud eater if {px1x2x3x4} lies in AX) whenever 
x1,x2,x3,x4 are in X. The set of all pentad eaters is a subspace of AX>, 
which will be denoted by Es. For a subset 9 of AX) and a special Jordan 
algebra J, we denote by fiI) th e set of valuations in J of all elements in 9. 
LEMMA 5.6. Let D be an associative algebra over K with involution * 
and a unit 1. Assume that D is a *-tight envelope of H(D, *> and that 1 
belongs to E,( H( D, * >>. Then the mapping r H rl~(o, * ) from s( D, * > to 
P’(H(D, *)) is surjective. More precisely: for every algebra norm 11 - )I on 
H( D, * >, and for eve y positive number K, there exists an algebra norm I * I 
on D making * isometric, generating on H( D, *) the same topology as II * II 
does, and having the property that, if C is any associative normed algebra 
over K and if 4 is any homomorphism from D to C whose restriction to 
H(D, *> is II* JI-continuous with II+IH(o, *))I < K, then 4 becomes I * I- 
contractive. 
Proof. Let II - II b e an algebra norm on H( D, * ). Since 1 E E,( H( D, * >>, 
there exist p = p<xl, . . . , xm> in E, and h,, . . . , h, in H(D, *) satisfying 
1 = p(h,,...,h,). 
By the definition of E,, 
q = q(~W.~%%+‘I) := {P(X17...,Xm)Xm+1Xm+zXm+3Xm+4} 
is a Jordan polynomial, and therefore, since II*11 is an algebra norm on the 
special Jordan algebra H( D, *>, there exists a positive number M such that 
IIq(h,,...,h,, x> y, o}(j G M 
for all norm-one elements x, y, z, t in H(D, *). Since for all x, y, z, t in 
H(D, *) we have 
{xyzt} = {lxyzt} = {p(h,,...,h,)xyzt} =q(h,,...,h,,x, y,o>> 
we obtain II{xyzt}ll ( M for all norm-one elements x, y, z, t in H( D, *>. 
Therefore the “tetrad mapping” (x, y, z, t> ++ {xyzt) from 
H( D, *) x H( D, *) X H( D, *) x H( D, *) 
to H( D, * > is 11. II-continuous. Now the result follows from [25, Corollary 11. 
??
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Now the point is that, over an arbitrary field [F, there exist Jordan 
polynomials, like the one denoted by q,, in [17], satisfying [17, 14.21 
(1) q,,W(M,(F), *>I z 0, h w ere * denotes transposition, and 
(2) the ideal Q4s of AX) generated by q,, is contained in E,. 
Moreover, these properties become crucial in classifying prime nondegen- 
erate special Jordan algebras. Let J be a Jordan algebra over [F. For x in / 
we define the operator U, : J -+ J by the equality 
U,(y) :=2xo(xoy) -x%1. 
If J is special, then, denoting by juxtaposition the product of any associative 
envelope of J, we have U,(y) = ryx for all x, y in J. J is said to be 
nondegenerate if, whenever x is in J and U, = 0, we have x = 0. One of the 
main results in the zel’manovian theory for Jordan algebras is that, if J is 
special, prime, and nondegenerate, and if qh8(J) = 0, then the center of 1 is 
nonzero and the central localization of J is isomorphic to the Jordan algebra 
of a bilinear form [17, Theorem 11.11 ( see also [29, Section 31, where the 
same is proved replacing qd8 by a more involved Jordan polynomial enjoying 
properties similar as that of q,,). 
Now let A be a *-simple associative algebra over IF such that the Jordan 
algebra H( A, * > is of degree > 3 over its centroid. Then, since H( A, * ) is 
simple, it is prime, and, since A is semiprime, H( A, * ) is nondegenerate [15, 
Lemma 3.11. Moreover we have qd8(W(A, *I> # 0, since otherwise, by the 
above paragraph and the simplicity of H(A, *>, we would obtain that 
H( A, *> is isomorphic to the Jordan algebra of a bilinear form, contradicting 
the assumption that H( A, *> is of degree 2 3 over its centroid. Since 
Q48(H( A, *>) is a nonzero ideal of H( A, *) and QJ8 c E,, again by the 
simplicity of H( A, *), we obtain H( A, *) = E,(H(A, *)I. 
Let us collect the result we have just proved in the next lemma, which, on 
the other hand, is folklore for people dealing with zel’manovian methods in 
Jordan algebras. 
LEMMA 5.7. Let A be a *-simple associative algebra over F such that 
H( A, * > is of degree > 3 oner it.7 centmid. Then H( A, *) = E,( H( A, * 1). 
Conclusion of the proof of Theorem 5.5. By Proposition 5.1 and Lemma 
5.6, it is enough to show that l,, @ 1, belongs to E,( H( A 8 B, * >>. By 
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Lemma 5.7, there exist p = p(xl,. . . ,xm) in E, and hi,. . . , h, in H(A, *> 
such that 1, = p(h,, . . . , h,). Now, we have 
1, CSI 1, = p(h, 8 l,,...,h, @ 1s). 
Therefore 1, 8 1, lies in E5(H( A 8 B, * )), as required. 
REMARK 5.8. In Lemma 5.6 we assumed that the unit 1 of the algebra D 
belongs to E,(H(D, *>). In the proof of its forerunner [9, Lemma I] the 
conceptually stronger condition 1 E IE,( H( D, * )) was imposed, where IE, 
denotes the set of all embedded pentud eaters in B(x> (see [17, pp. 186-1871 
for the definition). It is worth mentioning that the two requirements coincide, 
since, as has been proved recently in [l], the clear inclusion IE, c E, is in 
fact an equality. 
It would be interesting to know if the assumption in Theorems 5.3 and 5.5 
that B is associative can be dropped. 
6. DERIVING THE CONTINUITY OF THE PRODUCT FROM 
THE CONTINUITY OF THE SYMMETRIZED PRODUCT 
Let A be an algebra over a field IF. We denote by A+ the algebra over lF 
obtained by replacing the product of A by the one 0 defined by 
Now assume [F = K. Then clearly we have 
but the converse inclusion may be untrue. To be more precise, let us fx an 
algebra norm I]. 11 on A+. Then no normed space condition on (A, I] * II), 
other than the finite dimensionality, can be sufficient in general to ensure 
that the product of A becomes ]I * II- continuous, even if A is associative (see 
Lemma 4.2). Also, strong algebraic conditions on A, such as semisimplicity 
(see [4] and [WI> or even simplicity [6], are not sufficient in general to imply 
the )I - II-continuity of the product of A, even again if A is associative. 
Concerning positive results on the question we are considering, it is known 
that, if A is associative, and if either A is simple with a unit [6], or I] * II is 
ALGEBRA NORMS ON TENSOR PRODUCTS 295 
complete and A is semiprime [2I], then the 11 . l/-continuity of the product of 
A holds. The question of obtaining the 11 * II- continuity of the product of A is 
linked with the affirmative answers to the norm extension problem by means 
of our next result, which recovers an idea already exploited in [9] and [6]. 
Let C be an algebra over a field IF, and let C” denote the oppositr, 
algebru of C, namely the one obtained by replacing the product xy of C 1,)~ 
yx. Then C @ Co can and will be seen as an algebra with involution (T (the 
so-called exchange involution), given by (T(X @ y) := y @ X. Furthermore. 
C @ C” contains C (under the form C @ 0) as a non-a-invariant ideal. 
Moreover, x ++ x $ x is a one-to-one homomorphism from Cf onto H(C @I 
C ", u ). In the case [F = K, we will denote by 4 the bijection from 9? H(C @ 
C”, (T)) to fiC’) induced by the irnrerse of that isomorphism, L will stand 
for the inclusion mapping SC> 3 fiC’) and \Ir, r will be the mappings 
given b\r 
7 - dH(CbC", IT) from flC @ C”, a) into ."7(H(C @ C", u)), 
7 - 4: from JYC 63 C”, a) into Y(C). . 
respectively. Since clearly SC> = .flC”), the mapping T t-) T @ T from 
9(C) into fiC 6l3 C O, u) provides us with a right inverse for r, and therefore 
r is surjective. Moreover, the diagram in the next lemma subcommute.r, i.e., 
for r in 9(C @ Co, a), the inclusion CD 0 WT) c L 0 T(r) holds. Indeed, if 
11. II is an algebra norm on C @ Co making (T isometric, then, for all x in C. 
we have 
llx @ XII = 11 x a3 0 + cT( Lx a3 0) 11 < 2llx CD 011. 
LEMMA 6.1. Zf C is an algebra over K with a unit 1, then the following 
diagram commutes. 
Proof. If it is enough to show that, if 11. II is an algebra norm on C @ C” 
making (T isometric, then the norms x H IJx @ 011 and x t) 11~ @XII are 
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equivalent on C. But, for all x in C, we have 
IIX @ 011 =ll(l @ O>(” @ gll 4lp @ O>IIIIb 63 X)II> 
and the inequality 11% @ XI] < 211~ ED 011 is already known. ??
As a direct consequence we obtain the following corollary. 
COROLLARY 6.2. If c is an algebra over K with a unit, and if the 
mapping 7 - &WICO, *) from 9(C @ Co, cr) to fiH(C @3 Co, U)) is sur- 
jective, then 9’(C) = flC’). 
REMARK 6.3. Let C be an algebra over K with a unit. Then it is easy to 
see that the mapping r in the commutative diagram of Lemma 6.1 is 
bijective. Since @ is bijective, it follows that 9 is surjective if and only if L is, 
i.e., the global norm extension problem for (C @ Co, a) has an affirmative 
answer if and only if 9’(C) = fiC+). S ince in addition L is injective, it also 
follows that q is injective. In this way, algebras with involution of the form 
(C @ Co, u), with C as above, provide examples in which the question of the 
uniqueness of the extended norm topology has an affirmative answer. 
Independently of the above apparatus, which will be applied later, we can 
prove the following theorem. 
THEOREM 6.4. Let A and B be algebras over K. Assume that A is 
finite-dimensional and not commutative (respectively, not anticommutative), 
that A’ (respectively, A-) is central simple, and that B has a unit. Then 
9’(( A @ B)+) = 9’( A @I B) (respectively, .9’((A @ B)-) = %A Q B)). 
For an algebra C, C- stands for the algebra obtained from C by 
replacing its product by the one [*, - ] given by [x, y] := ry - yx. The 
following lemma will be useful in the proof of Theorem 6.4. 
LEMMA 6.5. Let A be a not commutative (respectively, not anticommu- 
tative) algebra over a field F, and assume that A 0 A = A (respectively, 
[ A, A] = A). Then there exist n in N and ul, . . . , u,, vl, . . . , v, in A such 
that Cy= I viui = 0 and Cy==, uivi # 0. 
Proof. Assume on the contrary that, for n in N and ui, . . . , u,, vl, . . . , v, 
in A, Cy= i viui = 0 implies Cy==, uivi = 0; and note that, since A 0 A = A 
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(respectively, [A, A] = A), we have A2 = A. Then 
t uiui - 5 uiui 
i=l i=l 
(n E N, Ul, . . . )  U”, Ul, . . . , u, E A) becomes a (well-defined) linear mapping 
from A into A. Now, applying again that A 0 A = A (respectively, [A, A] = 
A), we see that the above mapping is equal to Id, (respectively, - Id,). As a 
consequence, A is commutative (respectively, anticommutative), contradict- 
ing the unique assumption not applied until now. ??
Proof of Theorem 6.4. In view of the parallelism of the arguments, we 
consider only the bracket-free situation. Let T be in 9’(( A @ B)+), and 
choose an algebra norm /I.[] on (A 8 B)+ whose topology is T. If for an 
element c in an algebra C we denote by L: the operator of left (= right) 
multiplication by c on Cf, then the equality Lz C+ Id, = L& 1 holds for all c1 
in A. Therefore, using that A is finite-dimensional, that A+ is central 
simple, and that B has a unit, minor changes on the arguments in Section 1 
allow us to obtain that {b + Ila @ bll : a E A \ (O)} becomes a set of pairwise 
equivalent norms on B providing a topology r which satisfies T = T(, 8 T 
(where ra denotes the unique Hausdorff vector-space topology on A). Note 
that, with the assumptions taken until now, we cannot expect that r lies in 
fl B) (take A = W). Indeed, with such assumptions only, we are unable to 
show that r lies in flB+) [the point is that (A 8 B)+ and A+@ B+ need 
not be isomorphic]. Now, we involve the remaining assumption that A is not 
commutative, so that, since A 0 A = A (a consequence of the fact that At is 
simple), Lemma 6.5 gives us the existence of n in N and u,, . . . , u,, cl, . . . , c,, 
in A satisfying C~=i,ujui = 0 and u := C~,iu,u, # 0. Then, for all x, y in B, 
we have 
n 
= c (Ui 8 X)(Ui 8 y) + (q @ y)(u, @ x) 
i=l 
= 2 2 (Ui Q X)“(l_iic3 y); 
i=l 
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This inequality shows that the product of B is r-continuous, i.e., r is in 
fl B). Therefore T = r,, 8 r belongs to 9’( A Q B). ??
The next corollary is a direct consequence of Theorem 6.4. 
COROLLARY 6.6. Let n be in N, and B be an algebra over K with a unit. 
Zfn > 2, then P’(M,(B)+) =9(&(B)). 
Now, arguments like the ones applied to derive Theorem 3.5 from 
Theorem 3.3 allow us to obtain the following theorem. 
THEOREM 6.7. Let (A, *) b e a an2 e f’ ‘t -d imensional *-simple associative 
algebra over K whose hermitian part has degree > 2 over its center, and let 
B be an algebra over K with a unit. Then %(A @ B)+) = 9(A CZJ B). 
Applying Wedderbum’s theory, Frobenius’s theorem on finite-dimen- 
sional division algebras over R, and the fact that the division algebra W of 
Hamilton real quatemions has a non-Cayley involution, we easily see that 
every finite-dimensional simple associative algebra A over K of degree > 2 
over its center has an involution * such that the degree of H( A, * ) over its 
center is also > 2. Therefore we can derive from Theorem 6.7 the following 
corollary. 
COROLLARY 6.8. Let A be a finite-dimensional simple associative algebra 
over K of degree > 2 over its center, and let B be an algebra over II6 with a 
unit. Then fl( A Q B)+) = P’( A Q B). 
As a consequence, if B is a unital real algebra, then 9’((W @ B)+) = 9(W 
@ B). Now we put together Theorem 5.5 and the results previously obtained 
in this section. 
THEOREM 6.9. Let (A, *) be a unital * -simple associative algebra over 
K whose hermitian part has degree > 2 over its center, and let B be a unital 
associative algebra over K. Then s(( A 8 B)+) = fl A 8 B). 
ALGEBRA NORMS ON TENSOR PRODUCTS 299 
Proof. Let n E N U {w} denote the degree of H( A, *) over its center. 
Assume n > 3, then, by Theorem 5.5, the mapping r H rl~(~~(aea~~, * @CT) 
from .Y’(A Q (B @ B’), * @ cr> to 9(H(A @ (B @ I?‘), * @ o.)) is surjec- 
tive. But we have a natural isomorphism 
(A@((B@B’),* @m)a((A@R)~(rl@B)~,o) 
[the one defined on elementary tensors by a @ (b, @ b,) c-) (a @ b,) @ (a* 
@ b,)]. Therefore the result follows from Corollary 6.2. Now assume n = 2, 
and note that, if fl( A 8 B)+) = 0, then there is nothing to prove. Let us 
therefore also assume that fl( A 8 B)+) z 0, and denote by Z the center of 
H( A, *). Then the simple Jordan algebra H( A, * ), regarded as an algebra 
over Z, is isomorphic to the Jordan algebra of a nondegenerate symmetric 
bilinear form, and, since B has a unit, we have Y( A+) z 0; hence 
flH( A, *>> # 0 too. Now Z is a normed field extension of K, hence, by the 
Gelfand-Mazur theorem, we have Z = C if K = C, and either Z = R or 
Z = @ if H = R. It follows from [6, Lemmas 1 and 21 that H( A, *) has finite 
dimension over IK. Since A is associative and is generated by H(A, *> (see 
Proposition 5.I), A has finite dimension too, and the proof concludes by 
applying Theorem 6.7. ??
To obtain an interesting consequence, let us prove a lemma. For any 
algebra C, let Z(C) denote the center of C, so that clearly we have 
Z(C) c Z(C’) and, if C has an involution *, then Z(C) n H(C, *> c 
Z( H(C, * )). 
LEMMA 6.10. Let A be a unital simple [respectively, *-simple] nssocia- 
tive algebra over K, and assume that there exists an algebra norm on A + 
[respectively, on H( A, *)]. Th en Z(A) = Z( A+) [respectively, Z(A) n 
H(A, *) = Z(H(A, *>>I. 
Proof. If the simple Jordan algebra A+ [respectively, H(A, *)] is 
central over K, then there is nothing to prove. Otherwise, since there exists 
an algebra norm on A+ [respectively, on H( A, * )I, the Gelfand-Mazur 
theorem gives K = R and Z( A+) = @ [respectively, Z(H( A, * )) = C]. Then, 
for all x in A [respectively, in S(A, *)], the mapping y ++ [x, y] := yx - xy 
from A+ to A’ [respectively, from H( A, *> to H( A, * )I is a derivation. 
Since derivations on an algebra leave the center invariant, and C does not 
possess (R-linear) derivations other than zero, it follows that Z( A+) c Z(A) 
[respectively, every element in Z( H( A, * I) commutes with every element in 
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S( A, *>]. Now, concerning the noninvolutive situation, the proof is con- 
cluded, and to conclude the proof in the remaining case it is enough to show 
that every element in Z( H( A, * >) commutes with every element in H( A, * ). 
Let i denote the imaginary unit of @ regarded as an element of Z( H( A, * )). 
Then, for every x in H( A, * >, [ i, x] is in S(A, *>, so i[i, x] = [i, x]i, and 
so 
0 = i[- 1,x] = i[i', x] = i(i[i,x] + [i,x]i) = -2[i,x]. ??
COROLLARY 6.11. Let A be a unital simple associative algebra over K of 
degree z 2 over its center, and let B be a unital associative algebra over K. 
Zf either A or B has an involution, then fl( A 8 B)+) = fi A CO B). 
Proof. We may suppose that P’((A 8 B)+) # 0, so that flA+) # 0 
and, if A has an involution * , then also .5’(H( A, * >) # 0. Assume that B 
has some involution. Then we know that the algebras (A @ A’) 8 B and 
(A @ B) @ (A 8 B)’ are isomorphic. On the other hand, (A @ A’, o) is a 
unital o-simple associative algebra with involution, and, thanks to Lemma 
6.10, H( A @ A’, a) z A+ has degree > 2 over its center. It follows from 
Theorem 6.9 [with (A @ A’, a> instead of (A, *)] that 
Now, if T is in .5’((A @ B)+), then 2’ @ T belongs to 9’(((A @ B) @ (A 8 
B)‘)‘), hence also to s(( A @ B) @ (A @ B)‘). Since (T @ T)]AOs = T, we 
obtain that T belongs to P’( A Q B), and the proof is concluded. Now assume 
that A has an involution * , and denote by n the degree of H( A, * ) over 
Z := Z(H( A, *)). If n > 2, then the result follows from Theorem 6.9. 
Assume that n = 1. Then H( A, *) = Z, so, since A can be regarded as an 
algebra over Z (see Lemma 6.10) and in this perspective * becomes a Cayley 
involution, we can assert that A is of degree Q 2 over Z. Since unital simple 
associative algebras of degree < 2 are composition algebras (hence finite-di- 
mensional [14, Theorem 5, p. 164]), and Z is finite-dimensional over ll-6, A 
becomes finite-dimensional over K, and the result follows from Corollary 6.8. 
??
Of course, it would be interesting to know if the assumption in the above 
corollary that either A or B has an involution can be dropped. 
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REMARK 6.12. 
(i) Let A be a unital * -simple associative algebra with involution over 06, 
denote by n and m the respective degrees of A and H( A, *) over their 
centers, and let B be a unital algebra over K. According to Theorems 6.7 and 
6.9 and Corollaries 6.8 and 6.11, if either A is finite-dimensional or B is 
associative, then the inclusion fl A @ B) c fl( A @ B)+) can be strict only if 
m = 1 and either n = 1 or A is not simple. Actually, the pathology fl( A 8 
B)+) # fi A @ B) can occur in both possibilities. Indeed, choosing as B any 
unital associative algebra over K such that 9(B)+ # fl B) (see Lemma 4.2 
and consider unital hull with natural topology), it is enough to take (A, *) = 
(W, Id) for the first possibility, and (A, * ) = (W @ K, u) for the second one. 
(ii) It is known that flM,(K)+) # flM,(K)) (see [6]). Therefore the 
assumption in Theorem 6.9 and Corollary 6.11 that A has unit cannot be 
removed in general. Since M,(K) E M,(K) @ M,(K) for all n E N U (ml, 
also the assumption in those results, as well as in Theorem 6.7 and Corollary 
6.8, that B has a unit cannot be dropped. 
7. AN APPENDIX 
Let B be an algebra. A bilinear form f on B is said to be associative if, 
for all x, y, .z in B, we have f(xy, z) =f(x, yz) =f(y, zx). B is called 
flexible if, for all x, y in B, the equality x( yx) = (xy)x holds. B is said to be 
a noncommutative]ordan algebra if it is flexible and B+ is a Jordan algebra. 
If this is the case, then B is called nondegenerate if the Jordan algebra B+ is 
nondegenerate. 
Now, let C be an anticommutative algebra over a field [F, and f be an 
associative symmetric bilinear form on C. If A stands for the product of C, 
then the vector space F @ C endowed with the product defined by 
c* @ x>( CL @J y) := (Al-L +f( x, y)) a3 (Ay + /Lx + x A y) 
becomes a noncommutative Jordan algebra which will be denoted by J(C, f). 
Note that, if the dimension of C over IF is < 1, then J(C,f> is associative 
and commutative. Therefore the interest centers on the case that the dimen- 
sion of C is > 2. If the dimension of C is > 2, then it is not difficult to 
show that I(C, f) is simple if and only if f is nondegenerate, and, if this is 
the case, then J(C, f) . 1s central over F. It is also well known and easy to see 
that, by means of the above construction, all unital noncommutative Jordan 
algebras of degree < 2 over lF are obtained. When we take C equal to a 
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given vector space over [F endowed with the zero product, and f equal to any 
symmetric bilinear form on that space, we reencounter the Jordan algebras of 
a bilinear form. Note also that the algebra B in Theorem 4.3 is of the form 
J(C, f) for a suitable anticommutative algebra C and f = 0. 
The unital central simple noncommutative Jordan algebras of degree 2 
described above (which, for brevity, will be called noncommutative spins) are 
relevant in relation to the general structure theory of noncommutative Jordan 
algebras [16], and in particular to the description of prime nondegenerate 
noncommutative Jordan algebras with nonzero socle. We do not enter the 
theory of the socle; we only refer the reader to [ES], [12], and [20, Section l] 
for such a theory, and notice that noncommutative spins are particular types 
of prime nondegenerate noncommutative Jordan algebras with nonzero socle. 
Now, let B be a normed algebra over E-6. We say that B has minimality of 
norm topology (respectively, minimum norm topology) if the topology of the 
norm of B is minimal (respectively, the minimum) in fi B), relative to the 
inclusion order. It is shown in [20, Theorem 3.1 and its proof together with 
Theorem 1.2 and Proposition 3.11 that, if B is a prime nondegenerate 
noncommutative Jordan complete normed complex algebra with nonzero 
socle and minimality of norm topology, then B has minimum norm topology 
and, if in addition B is not a spin, then Bf (with the norm of B) has 
minimum norm topology too. Now, with the help of Theorem 1.4, we can 
prove the following result. 
THEOREM 7.1. There exists a complete normed noncommutative complex 
spin B with minimum norm topology and such that B+ has not minimality of 
norm topology. 
For the proof, it is convenient to recall the following folklore result (see 
the proof of [19, Theorem 3.11). 
LEMMA 7.2. Let C be an anticommutative complex algebra, and f be an 
associative symmetric bilinear form on C. If rO denotes the usual topology on 
C, then the mapping T * r,, @ r, from the set 
{ 7 E Y(C) : f is ?-continuous} 
into .5’( J(C, f )) is bijective. 
Proof of Theorem 7.1. Let L denote the central simple complex Lie 
algebra of all trace-zero 2 x 2 matrices over C endowed with the restriction 
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to L of an algebra norm I] - II on M,(C) such that the standard involution ??
on M,(c) relative to the conjugation on @ becomes isometric, and F([O, 11) 
be the commutative complex Banach algebra of all continuous complex-val- 
ued functions on the closed real interval [0, 11. Then C := L 8 E’([O, 11) 
endowed with the projective tensor norm becomes a complete normed Lie 
complex algebra. Moreover, since ‘8’([0, l]) has minimum norm topology [26, 
Theorem 1.2.41, Theorem 1.4 gives us that C has minimum norm topology 
too. Up to equivalent renorming, C can and will be identified in a natural 
manner with the complete normed Lie complex algebra of all continuous 
L-valued functions on [0, 11. In this way we can consider the continuous 
associative symmetric bilinear form f on C defined by 
Here tr means the usual trace on M,(C), and the juxtaposition of elements of 
L means their associative product as elements of M,(c). Since L is n-in- 
variant, we can extend 0 pointwise to a conjugate-linear involution on C 
(denoted by the same symbol), and we easily realize that 
(xly) :=f(x, y”) 
defines an inner product on the vector space of C. As a consequence f is 
nondegenerate. Now B := ICC, f) (= C @ C as a vector space), with the 1, 
norm, is a complete normed noncommutative complex spin. Moreover, since 
C has minimum norm topology and f is continuous, Lemma 7.2 gives us that 
B has minimum norm topology too. Now, putting 
(h c9 X] := Ih] + ( XIX)1’2, 
1. ) becomes an algebra norm on B +, whose topology is smaller than that of 
the natural norm I] * (I. Moreover, the two norms are not equivalent (indeed, 
fvr a nonzero element 1 in L, take a sequence {u,} in S?([O, l]) with I]u,ll = 1 
for all n in N and {/,’ ]u,(t)]’ dt} ++ 0, and consider the sequence {x,} in C 
given by x,(t) = zl,(t)E for all n in N and all t in [0, 11). It follows that B + 
has not minimality of norm topology. W 
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