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Users of quantum computers must be able to confirm they are indeed functioning as intended,
even when the devices are remotely accessed. In particular, if the Hilbert space dimension of the
components are not as advertised – for instance if the qubits suffer leakage – errors can ensue
and protocols may be rendered insecure. We refine the method of delayed vectors, adapted from
classical chaos theory to quantum systems, and apply it remotely on the IBMQ platform – a quantum
computer composed of transmon qubits. The method witnesses, in a model-independent fashion,
dynamical signatures of higher-dimensional processes. We present evidence, under mild assumptions,
that the IBMQ transmons suffer state leakage, with a p value no larger than 5×10−4 under a single
qubit operation. We also estimate the number of shots necessary for revealing leakage in a two-qubit
system.
I. INTRODUCTION
Computing is entering a new era of remotely-accessible
quantum machines, with examples in optical [1] and su-
perconducting [2, 3] platforms: stepping stones on the
route to full scale, error-corrected quantum computers [4]
promising dramatic speedups over their classical counter-
parts [5]. It is desirable to seek assurance on the reliable
operation of such machines, even when the user has no di-
rect physical access to the interior of the ‘server’ to which
a quantum computation has been delegated [6]. Further-
more, this must be possible even when the remote user
is unable or unwilling to rely on particular details of the
hardware platform.
Characterisation and mitigation of the errors affecting
quantum computer components is vital for their reliable
operation. Recent years have seen great improvements in
the performance of one- and two-qubit gate in supercon-
ducting [7, 8] and trapped ion platforms [9, 10]. Further
improvements in gate performance is often limited by
leakage – the phenomenon of quantum information evolv-
ing outside of a predefined computational subspace (such
as a qubit). Leakage is of particular concern for quantum
computer engineers, due to its impact on fault-tolerance
thresholds [11]. For remote users, it may undermine the
assumption of trusted operations – preparation, memory
or measurement – that quantum verification [12] or quan-
tum key distribution protocols [13] rely on to guarantee
their security. Leakage has been studied in some detail in
specific quantum computing platforms [14–18]. General
frameworks have been developed, but rely on certain as-
sumptions. For example, that any population in the leak-
age space is depolarised and that twirling over Clifford
gates averages out coherences between the computational
and leakage subspaces [19], as well as those assumptions
concomitant with randomised benchmarking [20]. For
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a distant user seeking to ascertain the reliability of a
remote quantum device, the invalidity of these assump-
tions, as well as the specific laboratory operations which
the frameworks call for, is a severe difficulty. We over-
come these issues by taking a different approach: Leakage
may be detected by witnessing the existence of a process
operating in higher dimensions than expected.
Dimension witnesses (DWs) are functions of observable
probabilities exhibiting dimension-dependent bounds,
and were originally based on entanglement witnesses such
as the Bell or CHSH inequality [21]. A DW has also been
developed from a quantum coherence witness [22]. All
these approaches require specific operations to be faith-
fully implemented — a major drawback. Moreover, many
states will fail to trigger such DWs despite having ostensi-
bly sufficient dimension. DWs based on nonlocal correla-
tions are inapplicable to systems lacking a tensor-product
structure. For the coherence witness-based DW [22], the
dimension dependence becomes weaker with increasing
dimension: implying its diminishing robustness to noise.
So-called device-independent DWs have also been de-
veloped [23–25] and tested [26, 27]. Device-independent
DWs do not rely on the faithful implementation of any
particular preparations or measurements for their valid-
ity, but instead on reasoning about the space of con-
ditional probabilities describing a set of prepare-and-
measure experiments. Drawbacks to these approaches
include (i) that the DWs themselves can be difficult to
find, e.g. sometimes being the output of heuristic numer-
ical routines; and (ii) states and measurements must be
carefully engineered in order to trigger the witnesses, and
experiments therefore need to be very precise in order to
be successful. These are impediments to remote users as
well as designers of quantum computers.
The method of delays originated as a tool to extract
the dimension of classical chaotic flows from time se-
ries [28, 29] and was adapted to quantum mechanical
systems by Wolf and Perez-Garcia (WP-G) in 2009 [30].
It bounds the dimension of a system by analysing only
the time series emanating from it, and is a more trans-
parent and flexible approach to platform- and model-
independent dimension witnessing. It makes a minimum
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2of assumptions, both with respect to the preparations
and measurements available, as well as with respect to
the dynamics of the system. Moreover, it is relatively
easy to find an experimental prescription that will ex-
pose the dimensionality of the system at hand.
In terms of quantum computation, witnessing a process
operating in higher than the advertised dimension implies
state leakage at some point during the evolution (i.e. a
trace less than one on the computational space [19]).
Throughout the paper we shall use terms state leak-
age and leakage interchangeably, since our method does
not necessarily expose the origin of the state leakage.
We cannot distinguish, for example, so-called gate leak-
age and/or seepage (where population crosses from the
computational space to another space [19]) from observ-
ables that are influenced by non-computational popula-
tion that evolves entirely independently. Our application
of the presented method does not quantify the magni-
tude of the leakage or its contribution to the overall error
of the computation: rather, it constitutes a simple and
qualitative test of the quantum machine from the user’s
perspective, complementary to the hardware-specific ap-
proaches.
In this paper we refine WP-G’s method: equipping it
with a robust procedure for dealing with shot noise. We
apply this refined method to the IBM Quantum Experi-
ence (IBMQ) transmonic quantum computer ibmqx4 [31]
remotely and reveal evidence of qubit leakage under cer-
tain evolutions with a p value less than 5×10−4.
Sec. II lays out the theoretical basis of the method of
delays, including a new, transparent proof and various
example evolutions. Sec. III introduces our methods for
dealing with shot noise; simulations and experimental
results are presented and discussed in Sec. IV. We draw
our conclusions in Sec. V.
II. METHOD OF DELAYS
The method of delays begins by assembling an N×N
matrix V with elements
Vkl = 〈M(k + l − 2)〉, (1)
where 〈M(t)〉 is the time series of an arbitrarily chosen
Hermitian observable M :
〈M(t)〉 = Tr(ME(t)[ρ0]). (2)
Here E(t) describes the time evolution of the initial state
ρ0 to the final state ρ(t), for a discrete set of instants
t ∈ {0, 1, 2, . . . 2N − 2}. A bound on the dimension will
be inferred directly from V , which is known as the matrix
of delayed vectors. Let si be the singular values of V ,
arranged in descending order so that s1 ≥ s2 ≥ s3 . . ..
Since V is real and symmetric, si = |λi| where λi are the
eigenvalues of V , sorted by magnitude. Letting 10 be an
indicator function for the set of zero valued quantities,
we have rank(V ) =
∑N
i [1− 10(si)] =
∑N
i [1− 10(λi)] =
N −∑Ni 10(λi), which clearly shows that the amount of
data collected (the number of instants sampled) sets an
upper bound on the rank of V — and hence (as we shall
see) on the dimension that may be witnessed.
It is important to understand that although the LHS
of (2) will be directly measured, the operators appear-
ing in the RHS are, by hypothesis, unknown to the user.
By delegating a quantum program to a remote server,
we may attempt to implement target evolutions such as
E(t)[ρ0] = U tρ0(U†)t, where U is a unitary operator.
However, after being compiled into a set of control in-
structions, transmitted to the remote location and trans-
lated (by a possibly noisy, unknown, or even dishonest
procedure) into time-varying control fields, we need no
longer take the target evolution at face value since the as-
sessment of dimensionality (or leakage) follows only from
the returned measurement results and does not rely on
any particular choice of control instructions.
WP-G’s method [30] calls for an evolution E(t) satis-
fying both:
1. Stroboscopic homogeneity and Markovianity, that
is, E(t) = Et, and
2. Trace preservation, that is, Tr[E(ρ)] = Tr[ρ].
Assumption 1 can be enforced by concatenating any map
E with itself t times. We introduce the term ‘strobo-
scopic Markovianity’ to emphasize that the assumption
is weaker than full homogeneity and Markovianity, which
would require that E(s) = Es for s ∈ [0,∞). That is, ho-
mogeneity and Markovianity holding on a finer timescale
than that which was used to sample the overall evolution–
a needlessly strong assumption. If the dimension of the
system is known, the assumption 1 above may be relaxed
and WP-G’s technique could instead be used to learn the
minimal dimension of the environment [30].
The complete positivity of E , namely that it has a
Kraus representation E(ρ) = ∑iKiρK†i , is not required
as an assumption. This means that not completely pos-
itive maps in quantum theory [32] or even dynamics be-
yond quantum theory [33] could be incorporated into the
method. More straightforward is the concept of a trace-
non-preserving map, intimately related to leakage. In our
alternative proof of WP-G’s bound on the dimension, the
trace preservation assumption will be unnecessary.
We may rewrite equation (2) as 〈M(t)〉 = ⟪M |T tE |ρ⟫,
where |M⟫ and |ρ⟫ are elements of a d2-dimensional
complex vector space, with inner product ⟪A|B⟫ =
Tr(A†B) [30]. A bound on the dimension follows quickly
from the Cayley-Hamilton theorem. This theorem states
that TE satisfies its own characteristic equation [34], and
implies that the d2th power of TE may be written as a
linear combination of the d2 lower matrix powers (down
to and including the zeroth power):
T d
2
E =
d2−1∑
j=0
cjT
j
E . (3)
3Multiplying this equation by TE , it is clear that
T d
2+1
E =
d2∑
j=1
cjT
j
E , (4)
and that by recursive application of this formula, any
higher power of TE will have a similar decomposition (al-
beit with different cj). We then have ∀ q ≥ d2 + 1,
Vql = ⟪M |T q+l−2E |ρ⟫ = ⟪M |T qET l−2E |ρ⟫ (5)
=
d2∑
j=1
cj⟪M |T jET l−2E |ρ⟫ = d2∑
j=1
cjVjl, (6)
and therefore, since all rows with index greater than (d2+
1) are in the space spanned by the first d2 rows,
rank(V ) ≤ d2. (7)
This enables WP-G’s method to certify that a certain
evolution 〈M(t)〉 cannot be described by a quantum sys-
tem with dimensionality less than
√
rank(V ), where V is
constructed from experimentally gathered data. As with
all DWs, some leakage may not be witnessed: since the
bound (7) depends only on the dynamics (represented
by TE), and not on just a single output state ρ(t), the
latter could exhibit state leakage which would go un-
detected unless it is accompanied by dynamics of the
non-computational space that is exposed by the measure-
ment.
Although it is possible to reason about tighter bounds
via the minimal polynomial of TE [30], for this purpose
we shall find it more instructive to investigate the dense
subset of non-defective evolutions.
A. Specialisation to non-defective evolutions
Assume the superoperator TE may be spectrally de-
composed as TE =
∑
j λj |λj⟫⟪λj | with complex eigen-
values λk and orthonormal eigenvectors ⟪λi|λj⟫ = δij .
This leads to
〈M(t)〉 =
d2∑
j=1
λtj⟪M |λj⟫⟪λj |ρ⟫. (8)
We have assumed here that TE is normal, or diagonaliz-
able, i.e not defective. Almost all matrices are not defec-
tive, with each eigenvalue having algebraic multiplicity
equal to geometric multiplicity.
The matrix of delayed vectors V now has elements
Vkl =
d2∑
j=1
⟪M |λj⟫⟪λj |ρ⟫λk+l−2j =: d2∑
j=1
V
(j)
kl . (9)
An alternative route to the bound on the rank of V may
be found by bounding the rank of the individual matrices
V (j). The latter are easily seen to be rank 1:
V
(j)
ml = ⟪M |λj⟫⟪λj |ρ⟫λm+l−2j = λm−1j ⟪M |λj⟫⟪λj |ρ⟫λl−1j
= λm−1j V
(j)
1l , (10)
since all rows are proportional to the first row. Because
of the subadditivity of matrix rank and the number of
terms in the sum in Eq. (9), we recover rank(V ) ≤ d2.
It is also clear that the sum in Eq. (9) need only run
over the distinct eigenvalues of TE , such that a tighter
upper bound on the rank of V may be found. For exam-
ple, assume λk = λj , k 6= j. Then W (j) := V (j) + V (k) is
a matrix with elements
W
(j)
ml = ⟪M |λj⟫⟪λj |ρ⟫λm+l−2j + ⟪M |λk⟫⟪λk|ρ⟫λm+l−2k
= ⟪M |λj⟫⟪λj |ρ⟫λm+l−2j + ⟪M |λk⟫⟪λk|ρ⟫λm+l−2j
= [⟪M |λj⟫⟪λj |ρ⟫+ ⟪M |λk⟫⟪λk|ρ⟫]λm+l−2j
= λm−1j W
(j)
1l ; (11)
i.e. it is also rank one but replaces two matrices in the
sum in Eq. (9).
Specific evolutions may have fewer than the maximal
number of distinct eigenvalues. Trace preserving maps
satisfy ⟪I|TE |ρ⟫ = ⟪I|ρ⟫ which implies ⟪I|TE = ⟪I|. Then
TE has at least one eigenvalue equal to 1, and the cor-
responding matrix V (j) would therefore be a constant
‘zero frequency, unit magnitude’ matrix. This need not
impact on the rank of V : if there are x linearly indepen-
dent eigenvectors with eigenvalue 1, however, then x of
the V (i) are aggregated into the zero frequency matrix.
Fig. 1 provides a visualisation of typical (unitary and
non-unitary) evolutions in d = 2, 3. Also shown are the
corresponding delayed-vector matrices and the flow of the
eigenvalues {λsj} of T sE .
B. Specialisation to unitary evolutions
Unitary evolutions only have a single Kraus opera-
tor in their operator-sum representation, so that a ma-
trix representation exists where TE =
∑
iKi ⊗ K¯i =
U ⊗ U¯ [30, 36]. U¯ denotes the complex conjugate of
U . It is easy to see that the eigenvalues of TE are
ei[ωl−ωk], l, k = 1 . . . d, with eigenvectors |lk⟫, where
eiωl are the eigenvalues of U . It then immediately fol-
lows that d eigenvalues (when l = k) are equal to 1, and
therefore
rank(V ) ≤ d2 − d+ 1. (12)
To see this, note that
〈M(t)〉 =
∑
l,k
eit[ωl−ωk]⟪M |lk⟫⟪lk|ρ⟫
=
d∑
m=1
⟪M |mm⟫⟪mm|ρ⟫
+
∑
l 6=k
eit[ωl−ωk]⟪M |lk⟫⟪lk|ρ⟫. (13)
4a.
b.
c.
d.
1
0
(i)
unitary
d = 2
(ii)
non-unitary
d = 2
(iii)
unitary
d = 3
(iv)
non-unitary
d = 3
rank 3 rank 4 rank 7 rank 9
FIG. 1. The spectra of nondefective quantum channels determines the maximum complexity of any time series that they
generate, and the rank of the corresponding matrix of delayed vectors. Various homogenous, Markovian, completely-positive
and trace preserving processes E(t) are illustrated. (a) The flow of the spectrum {λsj} of T sE is shown in the complex plane for
1 ≤ s ≤ 2 for a d = 2 (i) unitary, (ii) non-unitary and d = 3 (iii) unitary and (iv) non-unitary process. Where |λj | = 1, the flow
is on the unit circle; where |λj | < 1 there is an inexorable spiral towards the origin. All of these processes feature a stationary
eigenvalue at 1 because of their trace preserving nature. The time varying expectation 〈M(t)〉, defined by a rank one initial
state ρ, rank one measurement operator M and T tE , is shown in (b) and (c) for discrete instants t = 0, 1, 2 . . . 18. Smooth curves
show 〈M(t)〉 for continuous 0 ≤ s ≤ 18, and are a guide for the eye. Oscillation frequencies, phase offsets, decay envelopes
and vertical shifts may be traced back to the spectral properties of TE . Indeed, the different frequencies were also noted in the
time series of classical dynamical systems [28]. The matrix of delayed vectors V , whose rank (in these non-defective cases) is
no more than the number of distinct eigenvalues of TE , is shown in (d). If U is a matrix drawn from the Haar ensemble and
Y = U1/3, unitary evolutions were constructed as TE = Y ⊗ Y¯ and non-unitary evolutions as TE = 0.08TB + 0.92(Y ⊗ Y¯ ); TB
is a random CPTP map generated via the algorithm in Ref. [35].
Since TE is unitary it is also non defective. The eigenvalue
1 has multiplicity at least d, and |mm⟫ are a linearly
independent set of vectors spanning the corresponding
eigenspace.
A time independent, zero frequency term absorbs some
of the degrees of freedom of TE , leaving up to d2 − d
further terms with unique ‘beating’ angular frequencies,
with each positive frequency matched with a negative
one [36, 37].
The rank may also be reduced by certain choices of
M,ρ and U . If either M or ρ commute with U , then
the second sum vanishes since e.g. ⟪M |lk⟫ = 0: the
evolution is then constant and the rank of V becomes 1.
Similarly, if U is degenerate (i.e. ωl = ωk, l > k),
degrees of freedom will be lost: the maximum rank of V
is therefore 2×(q2)+1 – where q is the number of distinct
eigenvalues of U . In such a situation, U is an embedding
of SU(q) into SU(d): the most extreme case being when
q = 1 and U → I (an embedding of U(1)) .
One method for ensuring the eigenvalues of a target
unitary matrix are distinct is to draw them from the Haar
(circular unitary) ensemble. Single qubit Haar-random
unitary operators may be constructed as follows:
U =
(
cosφeiψ sinφeiχ
− sinφe−iχ cosφe−iψ
)
, (14)
where the Euler angles ψ and χ are chosen uniformly
in the intervals 0 ≤ ψ < 2pi, 0 ≤ χ < 2pi, and
φ = sin−1(ξ1/2) with ξ chosen uniformly in the inter-
val 0 ≤ ξ < 1. The generalisation to arbitrary dimension
may be found in Ref. [38], and involves d2 angles. Such
a technique ensures with high probability that no more
5than d of the eigenvalues of TE are equal to 1.
While the preceding arguments allow one to predict
the rank of V from a known evolution, it is of course
our aim to learn something of the dimension of the evo-
lution from an experimentally measured V without as-
suming unitarity. We therefore proceed with the mini-
mal assumptions (namely stroboscopic homogeneity and
Markovianity), and rely on Eq. (7) to draw conclusions
about d.
C. Irreducible dimension witnesses
One may ask whether the method of delays is an
irreducible dimension witness [39] of a quantum sys-
tem, namely, one that allows processes admitting vari-
ous tensor product decompositions to be mutually dis-
tinguished. For instance, processes of the form E1 ⊗ E2
from E (those without a product structure) but with
dimTE1⊗E2 = dimTE [40]. Removing the controlled-NOT
gates from Fig. 2b will convert it from the latter class to
the former. We show in Appendix B that in general, the
method of delays is not an irreducible DW. When the
states, measurements, and evolutions all share the same
product structure, the rank of the matrix of delayed vec-
tors may still reach up to d2. When the assumption of
unitary evolutions hold, the situation changes and the
method becomes an irreducible DW.
III. DEALING WITH SHOT NOISE
Experimental noise imposes some important considera-
tions on the method of delayed vectors. The original work
on the method of delays already noted the paramount
importance of low-noise data in determining the dimen-
sions of classical chaotic systems [28]. In a quantum com-
puter, noise arises from numerous sources including deco-
herence, finite temperature effects, undesirable crosstalk
between components, and limited user runtime. Many
of these do not affect the method of delayed vectors be-
cause they do not violate the assumption of stroboscopic
homogeneity and Markovianity. Most importantly, how-
ever, finite statistics imply (for nontrivial evolutions) a
full-rank matrix of delayed vectors with high probability,
meaning that some method of validation (of the ‘true’ sin-
gular values of that matrix) or discreditation (of the noisy
ones) is necessary for the method to be effective. Erro-
neous signals arising from finite statistics are unavoidable
and blight all DWs, and can mask any small signatures of
leakage. One cannot therefore completely avoid the risk
of false positives: low dimensional systems classified as
being much higher dimensional simply due to unavoid-
able statistical noise in their observable dynamics. The
validation method we shortly introduce offers to redress
the situation, but at the increased risk of false negatives.
WP-G suggest that a validation threshold may be set
by the estimated amount of errors [30]. We complete
this suggestion in a way that preserves model indepen-
dence, by taking a worst case view of statistical errors.
Following WP-G, take the observed data after n shots
M ′ = M + M for some perturbation M. V ′ and V
(with respective singular values s′i and s
()
i once more or-
dered by decreasing magnitude) are defined analogously.
We may bound the singular values of V [41]
s
()
i ≤ N maxt |〈M(t)〉|. (15)
Next, assume (for simplicity) that M has eigenvalues ±1
with associated success probabilities of p±(t). The exper-
imentally measured value |〈M ′(t)〉| = |(n+ − n−)/n| =
|2n+/n − 1| where n± are the number of successes as-
sociated to each eigenvalue. Now the distribution of n+
is binomial with mean np+ and variance np+(1 − p+),
implying that 〈M ′(t)〉 has mean 2p+ − 1 and variance
4p+(1 − p+)/n. All of this implies that N maxt〈M(t)〉
has mean zero and variance σ2 = 4N2p+(1−p+)/n. Set-
ting a tolerance threshold h := zN/
√
n, we have
Pr(s
()
i ≥ h) / 1− erf
(
h
σ
√
2
)
(16)
= 1− erf
(
h
√
n
2N
√
2p+(1− p+)
)
(17)
≤ 1− erf
(
h
√
n
N
√
2
)
(18)
≤ 1− erf
(
z√
2
)
. (19)
In the first line, we used a two-tailed test for a normal
approximation to the binomial distribution. In the third
line, we took the worst case p+→1/2 [42], meaning that
the final expression is thus a model-independent, upper
bound on the p value. Here z is the number of standard
deviations, and controls the desired significance level.
Weyl’s inequalities [43] yield
si ≥ s′i+j−1 − s()j ∀j (20)
≥ s′i − s()1 . (21)
Combining (19) and (21) and replacing s
()
1 by the thresh-
old h (which is an upper bound with high probability) we
have
Pr(si ≤ max(0, s′i − h)) ≤ 1− erf
(
z√
2
)
. (22)
This leads us to an estimate of the true rank
validatedRank(V ′, z) := min{k|s′k+1 ≤ Nz/
√
n}. (23)
We used the fact that singular values are always positive.
The probability of the true rank being lower than this
estimate is correspondingly lowered as z increases. Note
how the threshold scales with the size of the delayed-
vector matrix, but exhibits a 1/
√
n scaling with respect
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FIG. 2. Circuits representing target (a) single qubit and
(b) two qubit unitary evolutions. In each case the highlighted
region shows a single step that is repeated t times, where
t ∈ {0, 1, . . . 2N − 2}. Single-qubit gates are defined by three
angles, and the two-qubit gate is a controlled-NOT.
to the number of shots. After fixing a desired p value, the
threshold is then set. We set a p value level of 0.001 (cor-
responding to z = 3.29). In decision-theoretic language,
this sets a significance level at which to reject the null hy-
pothesis. The null hypothesis is that the device has the
advertised quantum dimension da, and evolves in a time-
homogenous, Markovian manner. We calculate a conser-
vative upper bound on the p value for the null hypothesis
by assuming the worst case shot noise. The worst-case
shot noise is realised when e.g. 〈M(t)〉 = 1 ∀t. We
emphasise that our approach gives a conservative, up-
per bound on the p-value, and there is some scope for
tighter bounds that increase the statistical power of the
test. (The statistical power of a binary hypothesis test
is the probability of rejecting the null hypothesis – e.g.
that d = da – when it is false [44]). Nevertheless, our ap-
proach will tend to underestimate the significance of the
experimental findings. A further consideration is the de-
pendence on N , which implies that the matrix of delayed
vectors should be chosen large enough to test the desired
dimension boundary, but no larger (since that raises the
tolerance and increases the false negative rate). This will
become an issue later when we apply the dimension wit-
ness on a remote quantum processor.
It is also possible to let the data itself dictate a tighter
bound on the p value. Let da be the advertised dimen-
sion. The probability of a noisy singular value reaching
s′1+d2a or more is the p value for rejecting the null hypoth-
esis:
Pr
(
s
()
i ≥ s′1+d2a
)
= 1− erf
(√
ns′1+d2a
N
√
2
)
. (24)
IV. EXPERIMENTAL RESULTS FROM IBMQ
We now apply the method of delays, along with our
refinements, on the publicly accessible IBMQ quantum
computer ibmqx4 [31]. The components of this de-
vice are transmons – weakly anharmonic, resonant su-
perconducting circuits exhibiting a countable but po-
tentially infinite number of energy states [45]. Their
anharmonicity, derived from non-linear circuit elements
called Josephson junctions, implies that transitions into
unwanted energy levels are detuned from the targeted
microwave control frequencies. Ideally such unwanted
transitions never occur: but spectral congestion, weak
non-linearity and finite temperatures imply that they
will with potentially non-negligible probability. Experi-
mental techniques have been developed to minimise leak-
age [46, 47]. Leakage may be characterised in a model-
specific way by engineers utilising a direct measurement
of non-computational states [17, 47], but this operation
is not available to remote users.
In this device, all qubits start in their fiducial, com-
putational and ground state ρ = |0〉〈0|. The follow-
ing, single-qubit target unitary operations are drawn
from the Haar ensemble: UP selects the initial state
ρ0, UM selects the measurement M and Ui, i = 1, 2
describe single qubit gates. For single qubit experi-
ments, E [ρ] = U1ρU†1 and for two qubit experiments
E [ρ⊗ ρ] = C(1,2)X (U1 ⊗U2)(ρ⊗ ρ)(U1 ⊗U2)†C(1,2)X , where
C
(1,2)
X is a controlled-NOT gate [48] controlled on qubit 1
and targeted on qubit 2. E is repeated t times as shown
in Fig. 2 before being measured in the computational Z
basis.
Target circuits were compiled into the openQASM lan-
guage [49], and submitted for execution on IBM’s device
remotely. For the single qubit experiments, control in-
structions known as barriers were inserted between the
U1 gates to prevent IBM’s compiler from simplifying the
circuit. Assuming these barrier commands are obeyed,
we expect the assumption of stroboscopic homogeneity
and Markovianity to be valid in this system, since the in-
structions for each of the repeated target evolutions are
identical. Arbitrary single qubit gates (native to each
qubit) are specified by three angles and controlled-NOT
gates by specifying control and target qubits (native, up
to a limited chip topology). An example of remotely ac-
cessed device data, along with a locally-run simulation,
is shown in Fig. 3.
Firstly, we locally simulated 2000, 8192-shot (but oth-
erwise idealised) experiments for random unitary evolu-
tions for d = 2, 3 (see Fig. 4a), and d = 4, 5 (see Fig. 4c)
that mimic the target evolution to be applied to trans-
mons. We applied our validation condition Eq. (23), and
the distribution over validated singular values represents
an expectation for ideal experiments of the correspond-
ing dimension and number of shots. Since the transmons
are expected to be evolving as approximate qubits, the
behaviour of the real device under the target evolutions
described in circuits in Fig. 2 should match d = 2, 4 (re-
spectively) more closely than d = 3, 5.
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FIG. 3. The observed singular values for (a) single qubit and
(c) for two qubit evolutions (shown in logarithmic scale for
ease of comparison in the inset (d)). The grey dots in inset
(b) show the time series of an example evolution for a sin-
gle qubit, with the continuous blue line showing a continuous
time simulation of the target evolution. Thick grey bars cor-
respond to the IBMQ device, while thin red bars correspond
to a local simulation of the target evolution. The dashed line
shows the tolerance level at a p value of 0.001 (see Eq. (23) ).
A. Single qubits
Fig. 4a indicates that the statistical power of our test,
using 8192 shots, is sufficiently high to provide a good
chance of exposing single-qubit leakage if it exists. This is
because in over half of the simulated d = 3 experiments,
the null hypothesis (that d = 2) is rejected with p value
no more than our chosen value of 0.001.
Twenty experiments, as depicted in Fig. 2a, of 8192
shots each were performed remotely during 2018.10.26
to 2018.10.28 for a randomly selected initial state (via
UP), measurement (via UM) and evolution (via U1) for
each qubit of the IBMQ 5-qubit device ibmqx4 version
1.3.0 [31]. We constructed a 10×10 matrix V , and ap-
plied our refined WP-G analysis. The results are shown
in Fig. 4b and show evidence of leakage in a single case
at a p value no greater than 0.001.
Re-examining this single experiment, we calculate a
tighter upper bound on the p value using Eq. (24), and
find it to be 0.000476. This is significant evidence that
IBM’s transmonic ‘qubits’ evolve in a space that is higher
dimensional than advertised. Note that the small p value
represents a large statistical significance, but this should
not be confused with the magnitude of the effect itself.
B. Two qubits
To explore the possible leakage from higher dimen-
sional computational spaces, we next target two-qubit
evolutions. Two qubit gates are more challenging exper-
imentally, usually exhibiting far worse errors compared
to single qubit gates [9], and potentially suffering more
from leakage [47]. In a similar fashion to the single qubit
experiments we constructed a circuit from 2 random uni-
tary single qubit gates (acting on each qubit) interleaved
with a controlled-NOT gate to target a partially entan-
gling evolution, as depicted in Fig. 2b. As above, the ini-
tial state and measurement were randomised by selecting
random single qubit gates UP and UM.
A pseudo-random two-qubit unitary may be imple-
mented by repeating the gate sequence enclosed in dashes
in Fig. 2b. The final unitary approaches the Haar mea-
sure exponentially in the number of repetitions [50], and
it may take only tens of repetitions to attain a good ap-
proximation for a two-qubit unitary [51]. The decoher-
ence and relaxation times of the IBMQ transmon qubits
limit us to a single repetition per time step t. The result-
ing two-qubit unitaries we implement are thus unlikely
to be pseudo-random. We have numerically sampled one
million two-qubit unitaries using the prescription in the
highlighted area in Fig. 2b and in all instances found
|λi − λj | > 1×10−15 ∀i > j, where λi are the eigen-
values of the sampled matrix. This makes the chosen
unitaries ‘optimal’ in the sense of saturating Eq. (12).
Twenty experiments, as depicted in Fig. 2b, of 8192
shots each were performed remotely during 2018.10.28
to 2018.10.31 on each qubit pair whose connectivity via
controlled-NOT is allowed on the IBMQ 5-qubit device
ibmqx4 version 1.3.0 [31]. We chose to construct a 20×20
matrix V to keep N low while avoiding clipping the max-
imum witness-able dimension.
To justify the choice of a low value for N , consider
our treatment of shot noise. Because of the worst-case
analysis, the tolerance level is proportional to N . The
singular values of experimental time series, however, will
not generally be the worst case and will be subject to
a lower upper bound. The tolerance level upper bound
will become looser as N increases, which could lead to
needless reduction in statistical power.
Fig. 4c presents the result of our 8192-shot sim-
ulations, and shows the impossibility of distinguishing
whether the advertised two-qubit system was four- or
five-dimensional. Indeed, we found no evidence of leak-
age (or reason to reject the null hypothesis) in the data
shown in Fig. 4d.
This inconclusive outcome is not unexpected given the
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low statistical power of the test due to the relatively
low number of 8192 shots. In Appendix A, we illustrate
the increased statistical power obtainable with a higher
number of shots, by simulating 4- and 5-dimensional ex-
periments. From this analysis we estimate that at least
218 ∼ 3×105 shots are needed to allow the test to have
sufficient power to investigate the d > 4 borderline.
Given current limitations of the IBMQ interface, this is
highly time consuming due to the overhead time of sub-
mitting, compiling, queuing and retrieving jobs.
V. DISCUSSION
We have developed the method of delayed vectors for
quantum systems and applied it to test leakage in the
transmon qubits of the remotely-accessed IBMQ device.
We infer evidence of leakage from our single-qubit exper-
iments with high statistical confidence. Remarkably, we
relied only on a limited, public-facing interface to a re-
mote quantum computer to reach our conclusions: using
nothing other than (what are advertised as) single-qubit
gates and measurements. For our two-qubit experiments,
the lack of sufficient statistical power prevents us from
conclusively establishing the absence or presence of leak-
age. This could be remedied in future experiments.
In the emerging era of remotely-accessed quantum
computing devices, the principal advantage of the
method of delays lies in its model and device indepen-
dence. The task of witnessing the dimension using this
method can be readily automated for users without ex-
pertise in specific quantum hardware platforms. The
user’s ability to place a rigorous upper bound on the p
value for rejecting the null hypothesis that the dimension
is as advertised should be welcome.
Compared to other DWs, the appeal of the method of
delays lies in the lack of a user’s need to trust the compo-
nents of the quantum device. The required assumptions
of stroboscopic homogeneity and Markovianity can be
independently tested [52] to further increase the confi-
dence in findings such as those we have presented. Simi-
lar to our treatment of shot noise, spurious singular val-
ues arising from finite levels of non-Markovianity could
be bounded and discarded if sufficiently small. Com-
pared to randomised-benchmarking-based approaches to
leakage detection, the main drawback of the method of
delays lies is the need for a large circuit depth. Indeed
Eq. (7) implies that a circuit depth of at least 2d2a is re-
quired to detect leakage beyond an advertised dimension
of da.
The method of delays may become more effective at
exposing leakage by implementing evolutions TE with dis-
tinct eigenvalues, each having the same weight in 〈M(t)〉.
Given that Eq. (7) is a greater lower bound than (12),
non-unitary processes can introduce more singular values
into V than unitary ones, and therefore may be a more
optimal target for exposing leakage.
However, the eigenvalues of a non-unitary TE will tend
to be closer together, which reduces the robustness to
noise by bringing the evolution closer to a lower dimen-
sional one. In fact, the most informative evolutions would
likely arise from modelling the physics of the system in
question plus its control apparatus – for example driving
transitions most likely to lead to leakage.
Our results from the remotely-accessed IBMQ illus-
trate the limiting role of statistics due to shot noise in
9a model-independent detection of leakage. Depending
on our chosen tolerance level, this leads to false posi-
tives and false negatives. As quantum devices improve,
the demand for lower thresholds will raise the cost of
model-independent detection leakage. Eventually, quan-
tum leakage detection will require formal quantum ver-
ification methods analogous to those regularly deployed
for classical hardware verification.
In the mean time, the method of delays should be a
useful way to estimate the effective dimensionality of a
broad range of quantum dynamical systems. Its model-
independence should be useful in comparing different
quantum computing hardware platforms such as trapped
ions or silicon photonics, as well as helping to determine
the minimum complexity required to model various sys-
tems in condensed matter physics or quantum biology:
where the Hilbert space of a complex quantum system
(such as a photosynthetic light harvesting complex) is
unclear and often an issue of debate [53].
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Appendix A: Singular values from simulated 4- and
5-dimensional systems
One hundred 2x shot ideal simulations with random
initial state, measurement operator and evolution were
generated with x ∈ {14, 15, 16, 17, 18, 19} for 4- and 5-
dimensional systems. The results are shown in Fig. 5
and illustrate the increased statistical power of the test
as more shots are gathered.
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FIG. 5. Number of validated singular values via a finite-shot
ideal simulation of a 4-dimensional system (thick red bars)
and a 5 dimensional system (thin light green bars) for different
number of experimental shots. The thresholds from Eq. (23)
were set at a p value of 0.001. The multiplication factor for
the number of shots used, compared to the main experiment
which used 8192 shots, is shown in the lower left corner of
each panel.
Appendix B: Delayed vector method not an
irreducible dimension witness
In the case of an evolution composed of uncorrelated
preparations, evolutions and measurements we have
〈M(t)〉 = Tr
(⊗
i
MiEti [ρi]
)
(B1)
=
∏
i
⟪Mi|T tEi |ρi⟫ (B2)
=
∏
i
d2i∑
j=1
[λ
(i)
j ]
t⟪Mi|λ(i)j ⟫⟪λ(i)j |ρi⟫ (B3)
=
d2m∑
jm=1
. . .
d21∑
j1=1
[∏
i
λ
(i)
ji
]t∏
i
⟪Mi|λ(i)ji ⟫⟪λ(i)ji |ρi⟫,
where di is the dimension of the ith such component evo-
lution. Now as long as all λ
(i)
j are unique, and more-
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over that no λ
(i)
j is a product of some of the others,
then
∏
i λ
(i)
ji
are all unique. Then this expression has
the same form as Eq. (8) and is a linear combination of
up to
∏
i d
2
i = (
∏
i di)
2 unique eigenvalues. This is the
same maximal number of unique eigenvalues as for an
irreducible evolution in the whole space having dimen-
sions
∏
i di. This is a counterintuitive result since in the
independent case much of the total Hilbert space remains
unexplored. We sacrificed no loss in generality by choos-
ing non-defective evolutions, since any counterexample is
sufficient to rule out an irreducible witness.
The picture is subtly different with unitary evolu-
tions. Re-applying the arguments of Sec II B, we see
from the above expression that rank(V ) ≤ ∏i(d2i − di +
1). This is a a tighter upper bound than rank(V ) ≤
(
∏
i di)
2 − (∏i di) + 1, achievable for an irreducible evo-
lution. Therefore if we allow the assumption that the sys-
tem evolves unitarily, WP-G’s method is an irreducible
dimension witness, but otherwise it is not.
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