The exponent of periodicity is an important factor in estimates of complexity of word-unification algorithms. We prove that the exponent of periodicity of a minimal solution of a word equation is at most 22.54n, where n is the length of the equation. Since the best known lower bound is 2°.31n our upper bound is almost optimal and exponentially better than the original bound (6n)za"4 + 2. Thus our result implies exponential improvement of known upper bounds on complexity of word-unification algorithms. Moreover we give some evidence that, contrary to the common belief, the algorithm deciding satisfiability of equations in free groups, given by Makanin in not primitive recursive.
0 Introduction. In this note we improve the known upper bound on the exponent of periodicity thus obtaining exponential speed-up of several word unification algorithms. We also comment on the complexity of the Makanin's algorithm deciding satisfiability of equations in free groups.
By N we denote the set of non-negative integers, N+ is the set of positive integers. Given any non empty set C by C* we denote the set of all words in C . If W is a word, then IWI denotes the length of W . E is the empty word. Let Z,Z be two disjoint, nonempty, finite alphabets. C = {al, . . . , a,} is the set of (constant) letters and B = (21,. . . It was shown by Makanin [MAl] , that the problem if a word equation has a solution is decidable. Later related variants of word-unification problem, namely C+ is the set of non-empty words in C . Leszek Pacholskit the problems of finding a solution, finding a minimal solution and finding all minimal solutions, were studied by various researchers (see e.g. [APE] , [PEC] , [JAF] ). Moreover, some variants of Makanin's algorithm have been implemented (see [ABD] ).
W Z ( V (~I )
In [JAF] Jaffar gave a procedure generating for a word equation 8 the minimal and complete collection of unifiers. This procedure stops with a positive answer when € is satisfiable. To stop the procedure in the case when € is not satisfiable a bound B , depending on the size of &, is placed on the length of each path of the reduction tree, B being an increasing function of the exponent of periodicity of a minimal solution of E. Thus the number of steps of the generation procedure of Jaffar will, in the case of unsatisfiable equation depend on the known bounds on the periodicity exponent.
In spite of the fact that the algorithm of Makanin and its variants seem to have important applications and have been intensively studied, no serious investigations of their complexity have been undertaken. It seems that the understanding of the nature of the algorithm of Makanin is still very low.
This paper contains a report on an attempt to understand the complexity of the Makanin's algorithm for semi-groups and the complexity of the problem of solvability of word equations. An important factor in estimates of the complexity of the Makanin's algorithm is the periodicity exponent of a minimal solution of a word equation. A periodicity exponent of a word W is the maximal integer p such that W = U1UPU, for some non-empty word U . An important fact used in the Makanin's algorithm and its variants is that the periodicity exponent can be bounded by a recursive function of the length of an equation. In fact V.K.Bulitko [BUL] proved that if n is the length of an equation, then the index of periodicity of its minimal solution does not exceed (6n)Z2n' + 2.
In [KPA] we forced this bound down to nZn4 . The method, we have used, was based on Makanin's reduction lemma and consisted of obtaining better bounds on the size of minimal positive integer solutions of sets of linear diophantine equations. The bounds we have obtained are close to the ones obtained recently by E.Bombieri and J.Vaaler [BVA] for minimal absolute values of integer solutions (not necessarily positive) of such equations, and seem to be close to optimal. On the other hand we gave a lower bound 2°.31n, which we believe is the best, so it was evident that some further work was necessary, and that the problem could not be solved by an analysis of general diophantine linear equations alone.
Here we give a further improvement of the upper bound to 22.54". The paper is divided into four parts. In the first we study presentations of words in a special form and prove the uniqueness of such presentations. In the second we construct a set h/ of linear diophantine equations whose minimal solutions describe the periodicity exponent of a minimal solution of a word equation &. The third part gives an upper bound on the size of minimal solutions of this set of linear d i e phantine equations.
The problem of solvability of word equations can, using a different terminology, be rephrased as a problem of solvability of equations in a free (finitely generated) semi-group. In 1983 Makanin ([MA2]) proved that a similar, but much more difficult, problem of solvability of an equation in a free group is also solvable. The problem of generation of all minimal solutions of equations in a free group was studied by A.A. Razborov
In the fourth part we comment on the complexity of Makanin's algorithm for free groups. We argue that, contrary to the common belief, the algorithm given in [MA21 is not primitive recursive. In fact one can prove (see [KOS] ) that the functions defined in [MA21 describing the number of iterations of elementary steps of Makanin's algorithm are not primitive recursive. However, it is impossible to give a concise and comprehensive proof of this statement without copying a large part of Makanin's paper, since definitions of the actual functions used in [MA21 are quite complicated and are mixed with the proof of correctness of algorithm and
with algebraic arguments. Instead, we intioduce a notion of an abstract Makanin's algorithm which, in our opinion, describes the main algorithmic properties used to prove the decidability of the satisfiability problem for equations in free groups. Then we prove the halting property of abstract Makanin's algorithms. Moreover, we prove that there are abstract Makanin's algorithms which are not primitive recursive. Since, as we believe, the notion of an abstract Makanin's algorithm describes the properties of the Makanin's algorithm, this gives some evidence that the algorithm given in [MA21 is not primitive recursive.
1 Presentation of words. Lemma 1.1. For any words WI,WZ, if W1W2 = W2W1, then W1 = U", and WZ = U" for some word
Here we prove some facts necessary to obtain a reduction of a problem concerning word equations to some problem concerning linear diophantine equations. U and integers m, n. Definition 1.2. U # Vn, for every word V and every integer n 2 2. Lemma 1.3. Suppose that U is simple. Then,
A non-empty word U is simple if or U1 = U and U2 = E or U1 = U2 = U, or U1 = E and U2 = U 2 . Definition 1.4. Let n be a positive integer and let P be a non-empty word. A sequence (UO, ..., Un) is P-stable if
P3 is not a subword of Vi, Vi # P , P is a s u e of Ui and P2 is not a P is a prefix of Vi and P2 is S U E X of vi, not a prefix of U,.
Clearly if a sequence (Uo, ..., Un) is stable, then any subsequence of it is stable. Moreover lUil > lPl for 0 < i < n and if n > 0, then 12701 2 lPl, and lUnl2 IP1.
Since P is often fixed, we sometimes omitt the subcript UoPk'Y = V0P"Z.
First we are going to prove that lU0l = IVol, which clearly implies that U0 = VO. Suppose that lU01 < IVol.
By the stability of d and ?, U0 = U P and VO = V P for some words U, V. Clearly VP3 has a prefix UP3 and IUI < IVI. We also have, IVI < IUP21, since otherwise
where IV' I < IP21. But V'P3 has a prefix P3, so P3 has a prefix VIP. Now, by Lemma 1. Now, IU1Y'I 2 IP21 and P 2 is not a prefix of U1. Consequently IU1l < IP2I and Y' is not the empty word.
Theref05 U1 is not the last element of the stable sequence U, so U1 has a suffix P . But by (3) U1 is a prefix of P2 so by Lemma 1.3.(i) either U1 = E 33: U1 = P .
It is clear that none of these cases hold, so we get a contradiction. In a similar way we prove that the assumption k.1 > I1 also leads to a contradiction, which finishes the proof that k l = 11. Now, using the inductive hypothesis and the fact that subsequences of stable sequences are stable, the conclusion of the lemma can easily be obtained. From now on we fix a simple word p E E+. We write order and presentation for P-order and P-presentation respectively. By ord(X) we denote the P-order of X. (UO, ... U") P-stable, then we say that Pkl and Pkm are in boundary nesting and P k a , ..., Pk*-l are in internal nesting. The variables 2, correspond to boundary nesting of P and the variables y, correspond to internal nesting of P. 5, 9, ..., L l(w', Z, 9) (ii) x i , , Ci (v)
Proof. The sequence t such that (i) holds is constructed by induction on the length of W using Lemmas 1.12 and 1.13. Properties (ii) -(v) easily follow from the construction.
Main reduction.
Assume we are given an equation E = (W, W') (E, E) and a fixed simple word P E E ' . Let do, d l , dz,d 
Proof. It follows by an easy calculation from Lemma

and the fact that
3 The bounds.
Lemma 3.1. Assume (ai,j) is a square matrix and ci,j loi,jI = A. Then
Idet(ai,j)l 5 (e')A.
Proof. Let r be the dimension of (ai,j), an easy induction gives that det (ai,j) 5 ni ai, where ai = Cj lai,jl.
Clearly ni<,+lai 5 (+), 5 (e!)A. Definition 3.2. We say that a sequence <= (q1, ..., qr)
is positive if for each 0 < i 5 r, qi > 0. We write <> 0 to denote that f i s positive. Ql, ...,Qr) and (-Q1, . ..,-Qr) are called the standard solutions of the set We put G = {g' E N'nV : g'is the standard positive solution The proof of this theorem will be divided into lemmas. First we decompose a minimal solution into a of a set of r -1 independent equations of the form sum of two vectors whose size will then be estimated. Z j f = 0, or qi = 0). Makanins's algorithm for groups.
(i) Let 0 be an infinite set of "objects", P a set of "parameters", r : 0 -+ 0 a "reduction function", p : 0 -+ P a parameter function, s : 0 -+ N a "size function" and Q C 0 a halting set. with f(0) > 0 there exists an A M A with complexity parameters e, f whose time complexity is not primitive recursive. Proof. Let Ack be the Ackermann function and let g , h be the functions defined in the proof of Theorem 4.5. It is easy to prove by induction on n , that if Ack(m,n) < g(m + 1,n + l), then Ack(m + 1,n) < h(n + 1 , m + l , n ) , which implies that Ack(m,n) < g(m + 1, n + 1) for all m, n E N. Now, an A M A with complexity parameters e, f can be constructed which stops exactly after g steps.
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