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Abstract
In the stability analysis of numerical processes the problem arises of establishing (moder-
ate) upper bounds for the norm of the nth power of given s  s matrices. Recently, new upper
bounds were derived under generalized versions of the resolvent condition occurring in the
Kreiss matrix theorem. In the present paper, the question is answered of whether these new
bounds are sharp, with respect to their behaviour as n ! 1 and s ! 1. © 2000 Elsevier
Science Inc. All rights reserved.
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1. Introduction
1.1. The purpose of the paper
In the following, we denote by j  j an arbitrary given norm on the s-dimensional
complex vector space Cs , with s > 1. For any s  s matrix A, we define the corre-
sponding norm by
kAk D maxfjA xj=jxj V x 2 Cs with x =D 0g: (1.1)
Further, we shall denote the norm of A, induced by the lp-norm on Cs , by kAkp, and
the spectral radius of A by
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r.A/ D maxfjj V  is an eigenvalue of Ag:
In the stability analysis of numerical processes, one is often faced with the prob-
lem of estimating the norm of the nth power of given s  s matrices B. Stable pro-
cesses are distinguished by the property that kBnk is of moderate size (for n > 1,
s > 1); see e.g. [15].
Important information about the size of kBnk can be extracted from the condition
that
r.B/ 6 1 and k. I − B/−1k 6 Lj j − 1 for all  2 C with j j > 1: (1.2)
Here I denotes the s  s identity matrix, and L is a positive constant. One usually
calls . I − B/−1 the resolvent of B at  , and we shall refer to (1.2) as the Kreiss
resolvent condition. We use the latter terminology since (1.2) was used (with k  k
equal to k  k2) by Kreiss [7] in formulating what nowadays is called the Kreiss
matrix theorem.
The Kreiss theorem has been one of the fundamental results for analysing numer-
ical stability. Till recently, much research was devoted to this theorem and variants
thereof, see e.g. [4,10,14,16,17]. The current form of the Kreiss theorem implies that
the stability estimate
kBnk 6 eL  minfs; n C 1g .for n > 1; s > 1/ (1.3)
is valid, whenever k  k is a norm of the form (1.1) and B is an s  s matrix satisfying
(1.2); for the proof of (1.3) see e.g. [3].
In various situations (see e.g. [2,11,13]), matrices B are encountered satisfying
(only) conditions which are weaker than (1.2) or which are variants to (1.2) of a
different kind. Accordingly, in the literature, upper bounds for kBnk were established
under generalized versions of the Kreiss condition. Recently, the following condition
(1.4) was dealt with:
r.B/ 6 1 and k. I − B/−1k 6 L
.j j − 1/kj − 1jl .1 < j j < /: (1.4)
Here L is a positive constant as above,  is a constant with 1 <  6 1, and k, l are
fixed integers satisfying
k > 0; l > 0; k C l > 1: (1.5)
The subsequent theorem about (1.4) is valid; see [2].
Theorem 1.1. There is a positive constant ; depending only on k; l; L; ; such
that the following estimates .1:6/ hold; whenever n > 1; s > 1; k  k is a norm of
the form (1.1), and B is an s  s matrix satisfying (1.4).
kBnk6  nk−1 minfs; ng .if k > 1; l D 0/; (1.6a)
kBnk6  nk minflog.s C 1/; log.n C 1/g .if k > 0; l D 1/; (1.6b)
kBnk6  nkCl−1 .if k > 0; l > 2/: (1.6c)
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Clearly, (1.4) and (1.6) can be viewed as generalizations of (1.2) and (1.3),
respectively.
In the stability analysis of numerical processes, one is primarily interested in
bounds on kBnk for large values of n (and s); see e.g. [2–4,15]. Accordingly, it is an
important question of whether the upper bounds in Theorem 1.1 are best possible in
that no general bounds exist growing more slowly, as n ! 1 and s ! 1, than in
proportion to the right-hand members in (1.6). The purpose of the paper is to shed
light on this question about the sharpness of (1.6).
1.2. Outline of the rest of the paper
In Section 2, we give results concerning the question raised above. We review
material from the literature related to the sharpness of (1.6). Furthermore, we formu-
late Theorem 2.1 constituting the main result of our paper. The theorem reveals, by
means of a counterexample, for which values k, l the estimates (1.6) are best possible
(in a sense specified in Section 2). Rather surprisingly, this turns out to be the case
for all k, l under consideration, except when k D 0, l D 1.
Section 3 is entirely devoted to proving Theorem 2.1. In Section 3.1, we introduce
a special s  s matrix B, which will be essential in constructing the counterexample
of Theorem 2.1. Section 3.2 gives three lemmas which are relevant to this matrix B.
The first of these lemmas is needed for computing the resolvent and the nth power of
B, the second lemma shows that B satisfies (1.4) and the third one provides us with
a useful lower bound for the norm of Bn. In Section 3.3, the actual proof of Theorem
2.1 is given by making use of the lemmas of Section 3.2.
2. Results about the sharpness of (1.6)
2.1. Stability estimates under condition (1.4)
If B is a matrix such that (1.4) holds with  D 1, we have
L > lim
!1.j j − 1/
kj − 1jl  k. I − B/−1k D lim
!1 j j
kCl−1
so that k C l 6 1. Therefore, in order to avoid trivialities, we confine ourselves in all
of the following to values  satisfying
1 <  6 1 if k C l D 1; (2.1)
1 <  < 1 if k C l > 1:
Let k, l be given integers satisfying (1.5). In discussing the sharpness of corre-
sponding stability estimates, it is convenient to consider arbitrary functions F with
the property that
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kBnk 6 F.n; s; L; / .for all n > 1 ; s > 1/ ; whenever (2.2)
k  k is a norm of the form .1:1/ and
B is an s  s matrix satisfying .1:4/:
We address the question of whether the estimates of Theorem 1.1 are best possible
in the sense that no F exists such that (2.2) holds with values F.n; s; L; / grow-
ing more slowly (for all fixed L,  and n ! 1, s ! 1) than in proportion to the
corresponding right-hand member in (1.6). Below we shall answer this question.
2.2. Results from the literature
We shall review some results which are relevant to the sharpness of (1.6), for the
case k C l D 1. No sharpness results from the literature are known to the authors for
other values k, l.
First we consider the case k D 1, l D 0, so that (1.4), with  D 1, reduces to
(1.2). In [8], constants Ls and s  s matrices Bs were specified such that (1.2) holds,
with L D Ls , B D Bs , k  k D k  k2 (for s D 1; 2; 3; : : :), and
lim
s!1
k.Bs/s−1k2
sLs
D e:
This nice counterexample shows that the constant e in (1.3) cannot be replaced by
any smaller constant. However, in this example, Ls ! 1 (for s ! 1), so that un-
fortunately no conclusion is obtained regarding the possible growth of k.Bs/s−1k2
or the sharpness of (1.3) for any fixed L and s ! 1.
Another sharpness result, for k D 1, l D 0 but with fixed L, was obtained by Kra-
aijevanger [6]. Building on earlier work by McCarthy and Schwartz [9], he succeed-
ed in constructing s  s matrices Bs , satisfying (1.2) with L D  C 1, k  k D k  k1,
such that
k.Bs/nk1 D 1 C 2.s − 1/
sin n2s
 .for all n > 1; s > 1/:
This important counterexample shows, for each fixed L >  C 1 and 1 <  6 1,
that any F with property (2.2) must satisfy
F.n; s; L; / > minfs; ng .for s > 1 and n D s; 3s; 5s; : : :/:
This indicates that (1.6a), with k D 1, is best possible in the sense of Section 2.1.
Note however that the above counterexample, as presented in [6], gives no useful
lower bound for F.n; s; L; / when (e.g.) n is an even multiple of s > 1.
Next we assume that
k D 0; l D 1: (2.3)
The corresponding factor  in (1.6b) can be chosen equal to  D T1 C 1= log 2U eL;
moreover (1.4) now implies the estimate
kBnk 6 eL2=2 .for all n > 1 s > 1/I (2.4)
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see [1,2]. Consequently, for k D 0, l D 1, the answer to the question formulated in
Section 2.1 is negative – the upper bound in (2.4) is constant whereas the upper
bound in (1.6b) tends to infinity, for fixed L and n ! 1, s ! 1.
2.3. The main result of this paper
Theorem 2.1 is the main result of our paper. It is about s  s matrices B satisfying
both the resolvent condition (1.4) (with k  k D k  k1) and the inequalities
kBnk1 >c  nk−1 minfs; ng .if k > 1; l D 0/; (2.5a)
kBnk1 >c  nk minflog.s C 1/; log.n C 1/g .if k > 1; l D 1/; (2.5b)
kBnk1 >c  nkCl−1 .if k > 0; l > 2/: (2.5c)
Theorem 2.1. Let k; l be given integers satisfying .1:5/ but not .2:3/; and let k  k D
k  k1. Then there are s  s matrices Bs;n (for n > 1; s > k C l/ with both of the
following propertiesV
(i) For any  satisfying .2:1/ there is a constant L such that .1:4/ holds for B D
Bs;n whenever n > 1; s > k C l. Here L only depends on k; l; .
(ii) There is a positive constant c such that .2:5/ holds for B D Bs;n whenever n >
1; s > k C l. Here c only depends on k; l.
Clearly, Theorem 2.1 implies the following corollary.
Corollary 2.2. Let k; l be given integers satisfying .1:5/ but not .2:3/. Then  > 1;
L > 0; c > 0 exist such that any F with property .2:2/ necessarily satisfies relation
.2:6/ for all n > 1; s > k C l.
F.n; s; L; />c  nk−1 minfs; ng .if k > 1; l D 0/; (2.6a)
F.n; s; L; />c  nk minflog.s C 1/; log.n C 1/g .if k > 1; l D 1/; (2.6b)
F.n; s; L; />c  nkCl−1 .if k > 0; l > 2/: (2.6c)
Remark 2.3. The above corollary, in combination with (2.4), shows that the esti-
mates of Theorem 1.1 are best possible (in the sense of Section 2.1) if and only if:
k =D 0 or l =D 1.
Remark 2.4. Even for the classical case k D 1, l D 0, the above corollary gives a
lower bound which seems not to have been stated earlier in the literature: we have
F.n; s; L; / > c  minfs; ng with fixed  > 1, L > 0, c > 0, for all n > 1, s > 1.
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This cannot be concluded from the counterexample as given in [6] and reviewed in
Section 2.2. We mention that this lower bound also follows from an unpublished note
[5].
3. The proof of Theorem 2.1
3.1. The construction of special s  s matrices B
The proof of Theorem 2.1, for the case where l > 2, is by far more easy than for
l D 0 and l D 1. Some of the ideas, in our subsequent proof for l D 0; 1 were used
earlier (in connection with (1.2)), by McCarthy and Schwartz [9], Kraaijevanger
[5,6] and Spijker and Straetemans [14].
In this section we focus on the situation, where k > 1, l D 0; 1, and we define
special s  s matrices B which will be essential in the proof of the theorem. In
defining these matrices, we use the notation Cq;r to denote the set of all complex
matrices with q rows and r columns, whenever q > 1, r > 1.
Let q be an arbitrary integer with q > 1. We define p, s and the matrix B by
p D k C l; s D pq; B D U D U−1: (3.1a)
Here
D D diag.J1; J2; : : : ; Jq/
with
Jj D
0
BBB@
j
1 j
.
.
.
.
.
.
1 j
1
CCCA 2 Cp;p (3.1b)
and
j D j D exp.itj / for 1 6 j 6 q; l D 0;
j D 1; j D exp.itj / for 1 6 j 6 q; l D 1; (3.1c)
where tj D j=N with some integer N > q . We denote by Jj the matrix Jj D .j /
in case p D 1.
Further, U is a nonsingular s  s matrix,
U D TU1; U2; : : : ; Uq U
with
Uj D

uj .1/; uj .2/; : : : ; uj .p/
 2 Cs;p: (3.2a)
Here the column vectors uj .i/ 2 Cs are defined by
T u1.1/; : : : ; uq.1/; u1.2/; : : : ; uq.2/; : : : ; u1.p/; : : : ; uq.p/U
D Tu1; u2; : : : ; usU; (3.2b)
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where the column vectors un constitute the following lower triangular s  s Toeplitz
matrix:
Tu1; u2; : : : ; us U D
2
6664
1 0    0
1 1
:::
:::
.
.
.
:::
1 1 : : : 1
3
7775 : (3.2c)
Sometimes we shall write
B D B.k; l; q;N/; (3.3)
so as to make the fact explicit that B is uniquely determined by the parameters k, l,
q , N .
In analogy to (3.2a) and (3.2b), we denote, for column vectors x 2 Cs , the com-
ponents by j .i/ and by n, according to the following relations:
x D (1.1/; : : : ; 1.p/; 2.1/; : : : ; 2.p/; : : : ; q .1/; : : : ; q.p/T ; (3.4a)
with (
1.1/; : : : ; q .1/; 1.2/; : : : ; q.2/; : : : ; 1.p/; : : : q .p/
 D .1; 2; : : : s/:
Below we shall use repeatedly that, for x as above,
jUxj1 D max
16n6s
j1 C 2 C    C nj (3.4b)
and that, for any s  s matrix A,
kAk1 D max
x =D0
jAUxj1=jUxj1: (3.4c)
For 1 6 m 6 p, 1 6 i 6 p, 1 6 j 6 q , we shall denote by Pj .m; i/ the s  s
matrix specified by the relations
Pj .m; i/uj 0.i
0/ D

uj .m/ .for i 0 D i; j 0 D j/;
0 .for all other i 0; j 0/:
Using (3.4a)–(3.4c), it can be seen that, for 1 6 m 6 p, 1 6 n 6 q ,∥∥∥∥∥∥
nX
jD1
Pj .m; 1/
∥∥∥∥∥∥1
D 1;
∥∥∥∥∥∥
nX
jD1
Pj .m; i/
∥∥∥∥∥∥1
D 2 .if 2 6 i 6 p/: (3.5)
The form (3.1) for B allows for the derivation of manageable expressions for
Bn and . I − B/−1. Further, the above choice for j , j and relation (3.5) will be
essential in proving that B satisfies the resolvent condition (1.4). Finally, our choice
for j , j in combination with (3.2) will yield a “large” lower bound kBnk1 >
jBnUxj1=jUxj1 when n and N are suitably related to each other and x satisfies
(3.4a) with j D .−1/j . We have chosen the above basis u1; u2; : : : ; us of Cs with
an eye to (3.5) and to the lower bound just mentioned. Such a basis was used earlier
(implicitly) in [5,6,14].
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3.2. Three lemmas
The following general lemma, Lemma 3.1, is useful in computing the resolvent
and the powers of the matrices (3.3). Moreover, this lemma will be used in the ac-
tual proof, in Section 3.3, of Theorem 2.1 for the case where l > 2. The subsequent
lemmas, Lemmas 3.2 and 3.3, give useful information about the norm of the resol-
vent and of the powers for the matrices (3.3).
Lemma 3.1. Let p > 1 and let J be a bidiagonal p  p matrix of the form
J D
0
BBB@

1 
.
.
.
.
.
.
1 
1
CCCA ;
where J D ./ if p D 1.
(a) Let  2 C;  =D ;  =D . Then . I − J /−1 is a lower triangular matrix of the
form
. I − J /−1 D
0
BBBBB@

 
:::
:::
.
.
.
p−2 p−2    
p−1 p−1    2 
1
CCCCCA
with  D . − /−1;  D . − /−1.
(b) Let n > 1 and  D . Then J n is a lower triangular Toeplitz matrix of the form
J n D
0
BBB@
γ0
γ1 γ0
:::
.
.
.
.
.
.
γp−1    γ1 γ0
1
CCCA with γr D

n
r

n−r :
(c) Let n > 1 and  D 1. Define γr as in part (b). Then J n is a lower triangular
matrix of the form
J n D
0
BBBBB@
1
1 γ0
2 γ1 γ0
:::
:::
.
.
.
.
.
.
p−1 γp−2    γ1 γ0
1
CCCCCA
with r D
n−rX
iD0

i C r − 1
r − 1

i :
Here we use the convention that r D 0 for n < r .
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Proof. 1. Put γ D  − ,  D  − . With the notations
D D
0
BBB@
γ

.
.
.

1
CCCA ; E D
0
BBB@
0
1 0
.
.
.
.
.
.
1 0
1
CCCA ;
we have  I − J D D − E D D.I − D−1E/, where D−1E D E. Since . I − J /−1
D fI C D−1E C .D−1E/2 C   gD−1, we obtain
. I − J /−1 D
0
BBB@
1
 1
:::
.
.
.
.
.
.
p−1     1
1
CCCA
0
BBB@


.
.
.

1
CCCA ;
which proves part (a) of the lemma.
2. The proofs of parts (b) and (c) can be given by the principle of mathematical
induction on n. 
Lemma 3.2. Let k > 1 and l D 0 or l D 1. Then for any  satisfying .2:1/ there
exists a constant L D L.k; l; / such that; whenever q > 1; N > q and B is defined
by (3.3), the resolvent condition (1.4) is fulfilled with k  k D k  k1.
Proof. In view of Lemma 3.1 (part (a)) and the definition of Pj .m; i/ in Section
3.1; we can represent the resolvent . I − B/−1; for j j > 1; in the form
. I − B/−1 D
qX
jD1
pX
m;iD1
j .m; i/Pj .m; i/
with j .m; i/ D 0 for m < i, j .m; 1/ D jm−1j for 1 6 m 6 p, and j .m; i/ D
m−iC1j for 2 6 i 6 m 6 p, where j D . − j/−1, j D . − j /−1. Hence
. I − B/−1 D
pX
m;iD1
q.m; i/Qq.m; i/
C
pX
m;iD1
q−1X
nD1
Qn.m; i/.n.m; i/ − nC1.m; i//;
where Qr.m; i/ D PrjD1 Pj .m; i/. It follows from (3.5) that, for j j > 1,
k. I − B/−1k1 6
pX
mD1
.m; 1/ C 2
pX
iD2
pX
mDi
 .m; i/; (3.6)
where
.m; i/ D jq.m; i/j C jq−1.m; i/ − q.m; i/j C    C j1.m; i/ − 2.m; i/j:
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Defining
f .t/ D 1
. − ei.1−l/t/
1
. − eit /m−1 for i D 1;
and
f .t/ D 1
. − eit /m−iC1 for 2 6 i 6 m 6 p;
we have j .m; i/ D f .tj /. Consequently,
.m; i/Djf .tq /j C jf .tq/ − f .tq−1/j C    C jf .t2/ − f .t1/j
6 jf .tq /j C
Z 
0
jf 0.t/j dt : (3.7a)
For any rational function R.z/ D P.z/=Q.z/, where P.z/, Q.z/ are polynomials
of a degree 6 p and Q.z/ =D 0 (for jzj D 1), the following inequality is valid:Z 2p
0
jR0.eit /j dt 6 2pp max
t2T0;2pU jR.e
it /j
(see [12,18]). Choosing R such that f .t/ D R.eit /, we thus obtainZ 2p
0
jf 0.t/j dt 6 2pp max
t2T0;2pU
jf .t/j: (3.7b)
Combining (3.7a) and (3.7b), we obtain an upper bound for .m; i/ which in com-
bination with .3:6/ shows that, for any  satisfying (2.1), there is a constant L D
L.k; l; / such that B satisfies (1.4), with k  k D k  k1. 
Lemma 3.3.
(a) Let k > 1 and l D 0. Then there exists a positive constant c D c.k/ such that;
whenever 1 6 q 6 N and B is defined by .3:3/; the following inequality is validV
kBnk1 > c nk−1 q .for n D N C k − 1/:
(b) Let k > 1 and l D 1. Then there exist positive constants c1 D c1.k/; c2 D c2.k/
such that; whenever 1 6 q 6 N and B is defined by (3.3), the following inequal-
ity is validV
kBnk1 >c1nk log q − c2nk .for n D N C k − 1/:
Proof. 1. Let B be given by (3.3), and let n > 1. Clearly, Bn D U  diag.R1; R2; : : : ;
Rq/  U−1; where Rj D .Jj /n. We denote the entries of Rj in the mth row and ith
column by j .m; i/. The values for j .m; i/ can be found using Lemma 3.1 (parts
(b) and (c)).
Using the notation as in (3.4a), we have
BnUx D Bn
X
i;j
j .i/ uj .i/ D
X
i;j;m
j .i/ j .m; i/ uj .m/:
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According to (3.4a), we write j .1/ D j , and we choose j .i/ D 0 (if 1 < i 6 p).
Writing j .m; 1/ D m;j , we thus obtain
jBnUxj1 D

p−1X
mD1
qX
jD1
m;j j uj .m/ C
qX
jD1
p;j j uj .p/
1
:
Defining
y D
p−1X
mD1
qX
jD1
m;j j uj .m/; z D
qX
jD1
p;j j uj .p/
and using (3.2b) and (3.2c) it follows that
jBnUxj1 D jy C zj1 > maxfjzj1 − jyj1; jyj1g > jzj1=2:
Consequently,
jBnUxj1 > 12

qX
jD1
p;j j
 :
We now choose j D .−1/j , so that jUxj1 D 1 and
kBnk1 > 12

qX
jD1
.−1/j p;j
 : (3.8)
2. Let k > 1, l D 0. From (3.8) and Lemma 3.1 (part (b)) we easily obtain for
n D N C k − 1
kBnk1 > 12

n
k − 1
 
qX
jD1
.−1/2j
 D

n
k − 1

q
2
:
This implies part (a) of the lemma.
3. Let k > 1, l D 1 and n D N C k − 1. Applying Lemma 3.1 (part (c)), there
follows:
p;j D fk−1.j /; (3.9a)
where we use the notation
fr./ D

r
r

C

r C 1
r

 C    C

r C N − 1
r

N−1 .for r > 0/:
Defining
f−1./ D 1; (3.9b)
one easily sees that
fr./ D

r C N − 1
r

N − fr−1./

 . − 1/−1 .for r > 0/: (3.9c)
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A combination of (3.8), (3.9a) and (3.9c) shows that
kBnk1 > ja − bj=2 > jaj=2 − jbj=2; (3.10a)
where
a D

k C N − 2
k − 1
 qX
jD1
1
j − 1 and b D
qX
jD1
.−1/j fk−2.j / 1
j − 1 :
In order to obtain a suitable lower bound for jaj, we note that
Im

1
1 − j

D cos.j =2N/
2  sin.j =2N/:
It follows that
jaj >

k C N − 2
k − 1

 N

p
2

MX
jD1
1
j
;
where the integer M satisfies
M 6 minfq;N=2g < M C 1:
Consequently,
jaj>

k C N − 2
k − 1

N

p
2
log.M C 1/
> N

p
2

k C N − 2
k − 1

log
q
2

: (3.10b)
In order to obtain an upper bound for jbj, we note that
jfr.j /j 6 NrC1=j .for r > 0/:
This relation easily follows from (3.9b) and (3.9c) by using mathematical induction
with respect to r . Hence, in view of the definition of b, we have
jbj 6 N
k
2
qX
jD1
1
j2
.for k > 2/: (3.10c)
Applying (3.10a)–(3.10c) and using that n=k 6 N 6 n, we obtain, for k > 2,
kBnk1 > c1 nk log q − c2 nk
with positive c1, c2 (which only depend on k). For k D 1, the same result can easily
be obtained as for k > 2, e.g. by applying (3.10a) and (3.10b) in combination with
jbj D

qX
jD1
.−1/j
1 − j
 6 c0  N D c0  n;
where (e.g.)
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c0 D 12 C

4

1X
jD1
1
j .j C 1/ :
This completes the proof. 
3.3. The actual proof of the theorem
1. Let k > 0, l > 2 be given. For any n > 1, s > k C l we define the s  s matrix
Bs;n D .ij / by ii D 1 (1 6 i 6 s), i;i−1 D 1 (2 6 i 6 k C l) and ij D 0 other-
wise. By applying Lemma 3.1 (parts (a) and (b) with p D k C l,  D  D 1), it can
be seen that the matrices Bs;n are as required in Theorem 2.1.
Next, we suppose that k and l are given integers, with k > 1 and with l D 0 or
l D 1. Below (in the parts 2–4) we shall construct matrices Bs;n with the properties
(i) and (ii) of Theorem 2.1.
2. Assuming p D k C l 6 s 6 n, we shall define suitable s  s matrices Bs;n.
We introduce integers q , r by
s D pq C r; q > 1; 0 6 r 6 p − 1;
which implies
q > s .k C l/−2: (3.11a)
Further, we introduce N D n − k C 1, so that
1 6 q 6 N and n D N C k − 1: (3.11b)
For certain values s (to be specified below) and all n > s, we define the s  s
matrix Bs;n by
Bs;n D

B 0
0 I

; (3.12a)
where B is the pq  pq matrix (3.3), and I is the r  r identity matrix. In view of
Lemma 3.2, for any  satisfying (2.1), there is an L (only depending on k, l, ) such
that Bs;n satisfies (1.4). Further, for l D 0 we have from Lemma 3.3(a) and (3.11a)
and (3.11b)
k.Bs;n/nk1 > c nk−1 q > c0 nk−1 s .for p 6 s 6 n/ (3.12b)
with c0 D c k−2 > 0 only depending on k. For l D 1, we obtain (with the notations
of Lemma 3.3 (b))
k.Bs;n/nk1 > c12 n
k log.s C 1/ .for s0 6 s 6 n/; (3.12c)
where s0 is the smallest integer with log.s0 C 1/ > 2c2=c1 C 2 log.2 p2/. Here c1 >
0, c2 > 0 only depend on k.
In view of (3.12b) and (3.12c) we define Bs;n actually by (3.12a) for p 6 s 6 n
when l D 0, and for s0 6 s 6 n when l D 1. For l D 1, p 6 s < s0, we define Bs;n
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as above in part 1 of the proof. In conclusion, we have now specified s  s matrices
Bs;n (for k > 1, l D 0; 1 and for k C l 6 s 6 n) which satisfy (1.4) and (2.5) (with
L only depending on k, l,  ; and with c > 0 only depending on k, l).
3. Assume now that p D k C l 6 s and 1 6 n < minfs; pg. Defining 0 D pk and
1 D pk log.p C 1/, we have
nk−1 minfs; ng 6 0 and nk minflog.s C 1/; log.n C 1/g 6 1:
In view of the last two inequalities, we define Bs;n D I , the s  s identity ma-
trix. Clearly k.Bs;n/nk1 > nk−1 minfs; ng=0 and k.Bs;n/nk1 > nk minflog.s C
1/; log.n C 1/g=1, so that (2.5a) and (2.5b) holds with c D 1=0 and c D 1=1,
respectively. Moreover, Bs;n satisfies (1.4) with L only depending on k, l, .
4. Finally, we assume that p D k C l 6 s and p 6 n < s. We define
Bs;n D

Bn;n 0
0 I

;
where Bn;n was specified above in part 2 of the proof and I is the identity matrix
of order s − n. By using the bounds for k. I − Bn;n/−1k1 and for k.Bn;n/nk1
obtained in part 2, we see that Bs;n satisfies (1.4) and (2.5) with positive constants
L, c only depending on k, l (and ).
Collecting the results obtained above in the parts 2–4 we see that our matrices
Bs;n (for n > 1, s > k C l) are as required in Theorem 2.1 for k > 1 and l D 0; 1.

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