In this paper, a bias-eliminated output error model identification method is proposed for industrial processes with time delay subject to unknown load disturbance with deterministic dynamics.
Introduction
Unexpected or time-varying load disturbance is often encountered when performing identification tests for industrial processes [1] [2] [3] , e.g. an inherent type load disturbance arising from the mold cavity pressure affects the injection velocity to fill up the mold cavity during the filling process of injection molding [4] . Unknown load disturbance may propagate throughout the process and blur the output response when performing an identification test, causing undesired identification error [2] [3] [4] [5] . Bias-eliminated model identification against load disturbance has therefore become increasingly appealed in the recent years [6, 7] . Different identification tests have been explored to deal with load disturbance. To enumerate a few, for the use of step response test, a time integral identification method [8] was proposed to eliminate the influence from stochastic or static type load disturbance. A robust step response identification algorithm was developed for unbiased parameter estimation against unexpected deterministic type load disturbance [9] , by using the transient response data obtained by adding and subsequently removing a step change to the process input. With a pulse type input excitation, a two-stage identification algorithm was developed to cope with a specific class of load disturbance with a continuous spectrum of amplitude [10] . The approach was further extended to deal with periodic disturbance by using multiple sinusoidal excitations [11] . For the use of a closedloop relay feedback identification test subject to static type load disturbance, a frequency domain transfer function identification method was proposed based on using the symmetric property of output response to eliminate the influence from such load disturbance [12] . By comparison, a so-called Alocus analysis method was presented to identify integrating and unstable processes subject to static type load disturbance [13] . However, a prior knowledge of the occurrence of load disturbance or its dynamics is needed to apply these identification methods, which may not be available in engineering applications subject to unknown load disturbance.
In discrete-time domain, a few output error (OE) model identification algorithms were presented to deal with stationary stochastic load disturbance for both open-loop and closed-loop identification tasks in the literature [5, 14] . In cases where both the system input and output suffer from colored noises, errors-in-variables methods were developed to procure consistent estimation [15, 16] . In the presence of unknown but bounded disturbance, an error-bounded parameter estimation algorithm was -3- proposed based on using a membership set [17] . A refined instrumental variable (RIV) approach was recently developed by using a unified operator to estimate the Box-Jenkins model [18] . For the presence of non-stationary disturbance, a bias compensation identification algorithm [19] was given to obtain an extended ARMAX or OE model with good accuracy, by using a variable forgetting factor to estimate the model parameters and disturbance. For time delay systems, only a few papers presented discrete-time domain identification methods for obtaining an OE model with an integer type delay parameter, due to the difficulties for identifying the linear model parameters together with an integer type delay parameter that involves mixed-integer programming, which was recognized to be a non-convex problem for parameter estimation [20] [21] [22] .
In this paper, to deal with unknown load disturbance having deterministic dynamics, a discretetime domain OE model identification method is proposed for industrial processes with time delay response, to facilitate computer-aided control design for implementation. The output response to such load disturbance is viewed as a dynamic parameter which is lumped into the model parameters for estimation. To solve the above non-convex problem for parameter estimation, a one-dimensional searching strategy is given by minimizing the output prediction error to determine the optimal integer type delay parameter. An auxiliary model is constructed to realize consistent estimation of the model parameters against stochastic noise, in consideration of that the standard recursive least-squares (RLS) algorithm cannot guarantee consistent estimation of an OE model [23] . Moreover, dual forgetting factors are introduced to expedite the convergence rates of estimating the model parameters and the load disturbance response, respectively, with tuning guidelines to avoid the 'wind-up' of estimation error arising from using a constant forgetting factor as adopted in a traditional RLS algorithm, in particular for using a poor excitation for identification [24] [25] [26] [27] . The convergence and unbiased estimation of the proposed algorithm is analyzed with a rigorous proof. The paper is organized as follows. In Section 2, the identification problem is presented. In Section 3, the proposed identification algorithm is detailed, followed by convergence analysis given in 
Problem description
When performing an identification test for a sampled system with time delay subject to load disturbance and measurement noise, the output response can be generally described by the following discrete-time OE model with an integer type delay parameter,
where d is an integer type delay. The polynomials The identification objective is to estimate the above OE model parameters including an integer delay from sampled data, with a prior knowledge or assumption on the orders of a n and b n for model fitting. For unknown system dynamics, the optimal model order may be determined by using the Akaike information criterion (AIC), a hypothesis testing condition [14] , or a cross-correlation function between the input and the univariate residual sequence [19] , so as to check if a higher order model could result in better fitting in terms of the parsimony principle on the number of model parameters.
Proposed identification method

Linear model parameter estimation
Denote the linear model parameter vector and plant information vector, respectively, by
where 0 a b n n n .
The noise-free output response can be written by
For the convenience of identification, the deterministic load disturbance response, ( ) t , is considered as a dynamic parameter to be estimated. We define an augmented parameter vector together with the corresponding information vector, respectively, by
where m 1 a b n n n .
Hence, the plant description in (1) can be rewritten as a linear regression form,
Note that a prediction of ( 
Given a persistent excitation (PE) condition of m ( ) PE u n , it can be easily verified that ( ) P t keeps nonsingular and its inverse can be derived as
It follows from (12) that
which can be reformulated in a recursive form as below
P t P t t t y t P t P t t t t t y t t P t t y t t t t P t t e t
( 1 6 ) where 1( ) ( ) ( ) ( 1)
T e t y t t t .
To relieve the computation effort on matrix inversion involved with (14) for a recursive estimation of ˆ , we use the following fact of matrix inversion for any matrices, A , B , C , D , with appropriate dimensions [14] , (17) for (14), a recursive computation law for P(t) is obtained as (
It can be derived from (18) that ( 1) 
Substituting (20) into (18) yields
Accordingly, it follows from (16) that
Since the information vector ˆ( ) t contains the unknown inner variables ( )
n , the above parameter estimation cannot be implemented. To solve the problem, an auxiliary model for predicting ( ) x t is therefore proposed based on the previously estimated result
where 0 ( ) t is an estimation of 0 ( ) t in (3), and 0 ( 1) t is an estimation of 0 ( 1) t in (2) at the ( 1) t -th step for recursion.
Delay estimation
It is obvious that the prediction error in (9) cannot be computed if the delay parameter is unknown, and therefore, the other model parameters cannot be estimated by using the above recursive algorithm without an estimated delay. In fact, the cost function ( , ) J t in (10) is a nonconvex function with respect to the delay parameter. For illustration, consider the following noise-free system, . The input excitation is taken as a Guassian white noise for model identification. By taking [5, 50] d and [ 1, 2] to represent identified models by using any identification algorithm, the corresponding J of prediction error is plotted in Fig.1 .
It is seen that there exists many local minima for the cost function ( , ) J t with respect to an integer type time delay for parameter estimation, relating to a mixed integer programming problem as studied in [20] [21] [22] . Note that if using the existing continuous-time identification algorithms (e.g. [7, 8, 22] ) to simultaneously estimate all the linear model parameters together with the delay parameter, fractional delays will be turned out during the recursive procedure for parameter estimation, and thus the convergence of such a recursive algorithm cannot be guaranteed, especially for the presence of stochastic noise or load disturbance [22] . Although cross-correlation analysis [14, 19] on the input and output sequences may be adopted to separately estimate the time delay, the approach may give incorrect estimation because the variance of cross-correlation estimation could be blurred by colored noise or load disturbance. Considering that a possible range of the time delay (i.e. min max
based on a prior knowledge of system operation or experimental observation such as from a step response test, a one-dimensional searching of integer delay is preferred to implement the above recursive estimation algorithm, i.e. ˆˆ( ) min ( , ( ), ) that the mixed integer programming problem together with the computation issue of fractional delay can be definitely avoided.
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Recursive identification with dual forgetting factors
It can be seen from (14) and (16) that a constant forgetting factor should be adopted in the standard RLS method, i.e.
( 1)
Considering that the dynamic parameter reflecting load disturbance response is time-variant while the true model parameters are time-invariant, it is desirable to forget past values of ( ) t with a fast rate and adjust the convergency rate for estimating the model parameters 0 in terms of fitting accuracy. For this purpose, two adaptive forgetting factors (AFFs) are proposed for estimating 0 and ( ) t , respectively, as
where 1min [0.95,1) and 2min [0.8, 0.95] are the lower limit to avoid over sensitivity in the presence of the output measurement outliers. The key idea behind using these AFFs is to set a smaller forgetting factor to obtain a faster tracking rate when the prediction error is larger, and when the estimated model parameters converge to the true values, these AFFs will become a larger value closed to the unity to maintain fitting stability and accuracy against stochastic noise or disturbance.
Correspondingly the AFF matrix is constructed as
Denote the Hadamard product of ( ) t λ and 1 ( 1)
An updating law for 1 ( ) P t is therefore obtained by substituting (30) into (14) as 1ˆ( ) ( ) ( ) ( )
Note that the two AFFs should satisfy 1 2 ( ) ( ) t t to ensure the positive definiteness of ( ) P t and ( ) H t for recursive computation [14, 28] .
By using the matrix inverse lemma in (17) , it follows that
where the gain matrix is computed by (ii) Construct the information vectors 0 ( ) t and ˆ( ) t in terms of (3) and (6) (vii) Increase t by one and return to the above step (ii), until a specified convergence condition is satisfied, i.e.
2ˆ1
t t , where is a user-specified threshold, or the end of the measured data length ( t N ).
Convergence analysis
Before the convergence analysis, a preliminary lemma is firstly presented as below.
Lemma 1 [29] . where m and M satisfy
Proof : Taking into account on the PE condition in (38), it follows from (30) and (31) 
Note that which is equivalent to (39) in Corollary 1. This completes the proof.
□
Consequently, the asymptotic property of the proposed algorithm is addressed in the following proposition. Substituting (16) into (44) yields
Proposition 1. For a sampled system subject to load disturbance as described by (1), the proposed algorithm based on the persistent excitation condition in (38) and the assumption of
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(45) 
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It can be seen from (14) 
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Taking the expectation on (47), we have 
P t P t t P t t t P t P t P t P t t P t t t P t t t P t P P t i i (57)
Based on the PE condition in (38), we take the expectation on both sides of (57), obtaining 
Note that the auxiliary model prediction ˆ( ) x i could converge to its true value ( ) x i for linear model identification under stochastic measurement noise and static disturbance, as discussed in the references [5, 23, 30] . The conclusion can be easily extended to time delay system identification -16-based on the true delay estimation, i.e. 
With the convergence of parameter estimation, the two AFFs will tend to one, i.e. M 
which indicates that the proposed algorithm can give unbiased estimation when the load disturbance response settles down. is assumed for illustration.
Illustrative examples
To perform an identification test, the input excitation ( ) u t is taken as a pseudorandom binary sequence (PRBS) with a magnitude switching between ±1. The measurement noise ( ) v t is assumed to be a white noise sequence with zero mean and variance of 2 2 0.18 v , causing the signal-to-noise ratio, SNR=14 (dB). For applying the proposed algorithm, The identification algorithm given in [19] for identifying an extended OE model is also performed.
In addition, the identification algorithm composed of (20)- (23) in section 3.1 using a single forgetting factor ( 0.99 ), therefore named as SDLS, is performed for comparison. To procure consistent estimation, a one-dimensional searching approach to estimate the integer time delay is adopted for all these identification methods. The recursive identification results for parameter estimation are shown in Fig.2 . It is seen that without using any prior knowledge of the load disturbance, the proposed algorithm gives evidently improved identification accuracy and convergence rate. In contrast, the extended OE model identification algorithm given in [19] results in biased estimation on a few model parameters except for the time delay identified by the one-dimensional searching approach, due to using the predicted output rather than the auxiliary model prediction to construct the regressor, and using a single forgetting factor for recursive estimation. The SDLS algorithm gives unstable estimation arising from the use of a constant forgetting factor that cannot make a good compromise between estimating the time-invariant model parameters and tracking time-varying load disturbance. To perform an identification test, the external excitation 1 are also performed for comparsion. A one-dimensional searching approach to estimate the integer time delay is adopted for all these identification methods. The averaged parameter estimation results for 100 MC tests are shown in Fig.5 . It is seen that convergent and unbiased parameter estimation is obtained by the proposed method, while the OE model identification algorithm given in [19] and the above SDLS method result in biased estimation though the time delay is identified by using the onedimensional searching approach. The injection velocity response with respect to the above trapezoidal input excitation is shown in Fig.7 , with a sampling period of 10 (ms). Using the proposed algorithm, we take again seen that the proposed algorithm gives evidently improved estimation. Moreover, the dynamics change of load disturbance is well predicted by the proposed method, while the OE model identification algorithm given in [19] and the above SDLS method could not give proper estimation on the load disturbance and thus result in biased estimation on the model parameters.
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Conclusions
For identifying industrial sampled systems with time delay subject to unknown load disturbance with deterministic dynamics, a bias-eliminated OE model identification method has been proposed by taking the output response arising from such load disturbance as a dynamic parameter for estimation together with the model parameters. A discrete-time domain recursive identification algorithm is developed to estimate the linear model parameters together with the load disturbance response, while the integer delay parameter is determined by using a one-dimensional searching approach that can guarantee the minimization of the output fitting error. Dual AFFs are introduced to 
