In this paper we show that for sufficiently dense grids Poisson wavelets on the sphere constitute a weighted frame. In the proof we will only use the localization properties of the reproducing kernel and its gradient. This indicates how this kind of theorem can be generalized to more general reproducing kernel Hilbert spaces. With the developed technique we prove a sampling theorem for weighted Bergman spaces.
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The main theorem
A family of vectors { f i , i ∈ I} ⊂ H in a Hilbert space H indexed by some measure space I with positive measure ρ is called a frame with weight ρ if the mapping i → f i is weakly measurable, i.e., i → f i , s is measurable, and if for some 0 < 1 
for k ∈ N 0 . Then the sequence s k converges to s in the topology of H.
Some good surveys on the theory of frames can be found in [5] and [6] .
The wavelets
We consider families of Poisson wavelets on the unit sphere Ω. it is the reproducing kernel of the space Harm l of harmonic functions of degree l. We refer to [13] for further details on spherical Poisson wavelets. It is shown there that {g x,a , (x, a) ∈ Ω × R + } is a tight frame with weight (1/Γ (2d)) dω(x) da/a, with dω normalized surface measure on Ω. The parameter space of wavelets is (x, a) ∈ Ω × R + =: H so that x is the position of the wavelet and a is the scale. For a justification of a as scale see also [13] . The mapping L 
The grid
In this paper we want to show that purely discrete frames of Poisson wavelets exist. We introduce the density of a grid of points in the unit ball with respect to the natural measure of Poincaré's model of a hyperbolic space, compare, e.g., [19, 7] . Definition 1. We say a grid of points inside the unit ball B is of density ρ if any hyperbolic ball inside B with radius ρ with respect to the metrics dζ h := 2 1 − r 2 (dr, h dθ, h sin θ dφ) (in spherical coordinates, h ∈ R + ) contains at least one grid point.
With this notion we may state the main theorem. 
Ω).
In the case of wavelet analysis based on group representations, the existence of a density bound for frames has been shown in [9] . For wavelets g over R with suppĝ ⊂ [−ω 2 , −ω 1 ] ∪ [ω 1 , ω 2 ] explicit bounds for the density of sampling are given in [10] so that the set of sampled coefficients constitutes a weighted frame. In this case, first scales, and then positions are sampled. Another result concerning frames of wavelets over the real line sampled first over the scales, and then over positions, is presented in [15] and it states that for band-limited wavelets g with a certain decay, the existence of frames can be ensured by a condition on the density of the set of dilations. However, a sampling density for the corresponding translations is not explicitly given. Some more results on sampling density for wavelet frames over R can be found in [16] .
Similar sampling theorems for functions in the unit ball have been proven in [7] . Our proof will be based on localization of the reproducing kernel. The proof is constructive, in such a way that it gives, in principle, an explicit formula for a density bound.
A similar problem of constructing frames of wavelets over the sphere was considered in [1] . The authors prove the existence of discrete frames of stereographic wavelets defined in [2, 3] , where first the scales and then the positions are discretized. They consider only semi-angular discretizations of positions.
Weighted frames of Poisson wavelets satisfying conditions of Theorem 1 have been successfully used in numerical applications, compare [14, 4] . In both articles, scales a = log λ are chosen to be in a geometric progression. For each scale, one has a discrete set of positions (θ, φ) with a proper density. Holschneider et al. [14] adapt the projection of hierarchical subdivision of a cube onto the sphere, whereas Chambodut et al. [4] employ an icosahedron and subdivision of its facets into congruent triangles. Our result is a justification for these applications and a generalization to more irregular grids. The strategy of the proof is as follows: We first establish the existence of semi-discrete frames, where only the scales are discretized. The positions are discretized in a second step. The central estimate for the frame bounds relies on some general principles about frames in reproducing kernel Hilbert spaces. In order to apply this estimate to the wavelet case, we have to prove the localization of the reproducing kernel of Poisson wavelets. Finally, we vary the positions along the scales and formulate the density result.
Frames in reproducing kernel Hilbert spaces
The proof of the main theorem will be based on the following general principles which link tight frames with reproducing kernel Hilbert spaces and the characterization of general frames in such Hilbert spaces.
Let V = L 2 (I, dρ) be a Hilbert space of functions over I with reproducing kernel
The family of functions { f i = K (i, ·)} with i ∈ I is a tight frame with weight dρ. Indeed, we may write using 
Note that the last integral is absolutely convergent since
Proof. That the mapping is an isometry is simply the definition of what it means to be a tight frame. For the second 
is the kernel of a bounded operator F on U with F < 1.
Note that in view of the identity
the theorem shows that the existence of frames is intimately linked to the existence of good quadrature rules for functions in U .
Proof. The proof is adapted from [12] . We may write for arbitrary
This integral is absolutely convergent since K (z, ·) ∈ L 2 (I, dρ), and hence it is equal to
By hypothesis we have
and we may conclude since F is self-adjoint. 2
We will use this general principle together with the following perturbation result. 
is the kernel of an operator G with operator norm G 1 − F , where the kernel of F is given by (2) , then {u j , j ∈ J } is a frame with weight γ .
Proof. Simply apply triangular inequality. 2
Semi-continuous frames of Poisson wavelets
In this section, we establish the existence of semi-discrete frames based on discretization of the scales. In Theorem 4 we show that for any decreasing sequence of scales such that the ratio of two successive scales is bounded from below and from above the corresponding family of Poisson wavelets is a frame. Then, in Theorem 5 we prove the existence of parameters for sequences of scales such that the corresponding wavelet families are frames with prescribed . These frames are then perturbed through further sampling of the positions. 
with constants 0 < A < B. Once it is shown, one sets the constant C to be equal to (a j l)ν j is larger than the integral
Hence, the first inequality in (3) is satisfied with
For the upper bound, let k be again the smallest index such that log(
and since a k−1 l d, the sum on the right-hand side is less than
Further, let κ be the largest index such that a κ l d, supposed to exist. If κ > 0, the sum
, and the sum of ν j (equal to the difference between log(a κ ) and log(a k )) cannot exceed 3c 2 . Altogether, the second inequality in (3) is satisfied with 
satisfying the frame condition (1) with the prescribed .
Proof. Let ν j be given by log(a j /a j+1 ) 
The inner integral in the series may be estimated by
bounded by log X . When summing up over all scales and decreasing the lower bound in the second integral to a 0 we obtain
there exist X and a 0 such that the right-hand side of this inequality is less than I · . By the Funcke-Hecke formula, the frame condition is satisfied. 2
Discrete frames in wavelet phase space
In this section we show a general theorem that links the localization of the reproducing kernel and its derivative to the existence of fully discrete frames as perturbation of purely scale discrete frames. We formulate it in a slightly abstract way, to stress the influence of the localization of the reproducing kernel in this theorem.
Consider a Hilbert space of functions over Ω × R + with reproducing kernel Π
Examples of such spaces are precisely given by the wavelet coefficients.
We suppose that {Π(x, a; ·, ·), (x, a) ∈ Ω × B} is a frame with respect to the weight C ν k δ b k dω(x) with some constant C ,
The discretization of the grid is performed as in the definition.
Definition 2.
We say a grid Λ ∈ Ω × R + is of type (X, Y , δ) if the following holds: There is a sequence of scales B = (b j ) j∈N 0 such that the ratio b j /b j+1 is uniformly bounded from below and from above with the lower bound larger than 1 (i.e., the sequence {b j } j∈N 0 is decreasing) and upper bound equal to X The theorem of this section can now be formulated as follows. 
Theorem 6. If in addition the reproducing kernel Π satisfies
The proof makes use of a convolution estimate for functions over the parameter space H = Ω × R + . First we need a lemma, which is somehow analogous to Young inequality for R n .
Lemma 1. Denote by
where the operation • is defined by
We may also suppose, that F and T are non-negative.
By change of variables a/b → a and exchanging the integrals (since all functions are positive, the integrals may only converge absolutely) we obtain
Consider the inner integral with respect to dω(x), which we write for simplicity as g(x · y)r(x) dω(x). Let A = A y be the isometry of the sphere which maps y to the North Poleê andê to y. Then
Now, Ax describes the position of the point x relative to the point y (depending also on the position of the North Pole).
Let x be fixed; by R x we denote the function (y, a) → R( A y x, a) (= r( Ax)). Since A was an isometry, we have
Then we have (once again exchanging the integrals)
where θ = (x,ê), and further, by Hölder inequality,
Now, the integral over Ω may be estimated as follows:
and therefore, by Hölder inequality with respect to db/b,
Therefore, we have by the Riesz representation theorem
Since by assumption all the norms are finite, the exchanges of integrals were justified. 2
We can now proceed with the proof of Theorem 6.
Proof of Theorem 6. According to the above convolution estimate and the general perturbation of frame theorem it is enough to show that
If the sets K
x and K z are not disjoint, we split the error that one makes by exchanging integration over Ω by summation over {y ∈ Ω: (y, b) ∈ Λ} into two parts
In the other case, if the sets K x and K z have an empty intersection, we consider three parts: 
The set D contained in K x ∪ K z and hence, the area of D r is bounded by 2 · area(K r ), where K is the larger of the circles K x and K z . This is given by 2π λ 2 · (c
a c. In the case α 1, we obtain from (8):
The second fraction is smaller than 1, and the last one ensures the summability over b, thus, for ϑ λ(α + 1) we have the estimation
For large ϑ , ϑ > λ(α + 1), we use the fact that the sets K x and K z have a non-empty intersection only for b such that λ(α + 2β + 1) ϑ , i.e., 2(1 + β) ϑ/λ + 1 − α, and therefore we may enlarge the last fraction in the estimation (9), and write
Consequently, we obtain
In the other case, α > 1, we get
and for ϑ > λ(1 + α) we write
since for b we take into account the relation 2(α + β) ϑ/λ + α − 1 holds. 
We have to assume that the maximal diameter of a partition set is less than c · λb, with some c < 1/2. For the sake of simplicity, we set r λb/3. Altogether we obtain
Further, in the considered range of scales we have ϑ/λ > α + 2β + 1, and this inequality implies
For α 1, we write the estimation (10) in the form
and for α > 1 we have
(B2)
Part 3). Similarly as in the previous case, we obtain from
the estimations
for α 1 and
for α > 1.
Part 4)
. a) Consider first large θ and small scales b, that is, satisfying the condition θ > λ(a + 2b + c). For the points y on the sphere that lie closer to the spherical circle K x , i.e., elements of the set
and for one set
, we estimate the error using formula (7); the terms sup η∈O |G(η)| and sup η∈O |∇ * G(η)| may be replaced by the largest possible value in the r-parallel extension of R x , i.e.
with
multiplied by ν(b). The bound we obtain for the error is larger if we sum up over all the partition sets having a nonempty intersection with the complement of K x (with sup η |G(η)| given by (13), a property that does not hold in the whole (Ω \ K x ) r ). Since r λb/3, we obtain
4 (b) means the error made in the set R x and Ω x is the set {y ∈ Ω: (x, y) λ(a + 2b/3)}. Denote (x, y) by σ , then the integral is given by
and upon replacing sin σ by σ = (σ − λb/3) + λb/3 and the upper integration bound π by ∞, we obtain
For α 1 we can write:
In the second case, α > 1, the inequality (15) yields
Analogously for points closer to the other spherical circle, i.e., elements of
we obtain
where Ω z = {y ∈ Ω: (z, y) λ(c + 2b/3)} and
4 is the error made in the set R z ). The right-hand side of the inequality (19) may be enlarged so that we get
and we write it for α 1 as
If α > 1, we use the factorization
b) If θ > λ(a + c) and b is such that θ λ(a + 2b + c), we estimate the error in a similar way, but we set
We obtain again the estimations (16), (17) , (21) Consequently, we obtain from (16) and (21)
for α 1 and from (17) and (22) 
yields an estimation of the error made in the whole set I 4 . For α 1 we write it as
and obtain for the sum over all scales:
In the opposite case, α > 1, one has
and consequently
The following table sorts the obtained estimations:
Explicitly, we have
for α 1 and ϑ λ(α + 1),
for α 1 and ϑ > λ(α + 1), 
Localization of g d a and its surface gradient
In order to apply the above general result to Poisson wavelets, we have to prove that they are localized as required in Theorem 6.
Localization of the wavelet
We now show the following localization:
holds uniformly in a for some constant c. N denotes the North Pole of the sphere. Since the wavelet is rotation invariant, we shall denote it by g a (aθ).
The proof needs a technical lemma first. 
Lemma 2. Let E d , d ∈ N, be a sequence of polynomials in two variables satisfying the recursion
We rewrite the relation (25) in the form
Then, the kth derivative of e d+1 is given by
and since only the first and the second derivative of a d and only the second and the third derivative of b do not vanish in
Consequently, e
Now, using the relation (28) we are able to prove that 
The last equation means, we were able to reduce the order of differentiation in y and the index of the polynomial; however, one more differentiation in λ is needed. A k-fold application of this procedure yields:
where c j are some polynomials.
all the derivatives on the right-hand side of (30) vanish, and consequently (29)), i.e., different from zero in λ = 1. This yields 
Proof. For any
where E d is a polynomial obtained recursively via (25). Consider the functionf : 
Note that the critical point is around 0. For arguments θ far from 0 the inequality (32) is valid for any k.
Functions that satisfy the conditions of the lemma are, e.g., those describing the field generated by a multipole inside the Earth.
be the field on the sphere generated by the multipole (monopole Proof. The first multipole is given by
with E 1 (λ, y) = y − λ. This polynomial satisfies the conditions (26) and its restriction to λ = 1 has a simple root in y = 1.
Thus, the previous lemma applies and (33) holds for d 1. For d = 0 the estimation may be proven in the same way as in the last lemma using the direct representation of the monopole:
Now we may come to the localization of Poisson wavelets. 
holds uniformly in a = − log λ. Upon replacing θ by aθ and multiplying both sides by a d+2 , we obtain the desired inequality. Remark. This theorem may be proven directly with use of Lemma 3. One chooses 
and for ρ tending to infinity, the last fraction tends to c(a/π ) d+2 , i.e., does not vanish.
Localization of the colatitudinal derivative of the wavelet
Analogous statements can be made for the colatitudinal derivative of the wavelet g d a .
Since the longitudinal one is equal to zero, we immediately have 
where E d is a polynomial obtained recursively via (25). Consider the functionf : (1, y) in y = 1) is the largest possible exponent in the last fraction that ensures that the limit of the fraction exists; further,
Again, this lemma may be applied to (colatitudinal derivative of) the field generated by a multipole. 
, the colatitudinal height of each of the sets is not larger than
On the other hand, it is larger than
Further, divide each of the slices 
The diameter of each of the sets Ω 0 , Ω K −1 , and Now we show the relation between the grids. 
for some τ ∈ (−ρ, 0). The function g τ is continuous on (0, ∞), and such that both limits t → 0 and t → ∞ exist. Therefore, it is bounded and there exists a common bound c for all g τ with τ ∈ In the end of the section, we prove a theorem on the existence of discrete wavelet frames. Proof. According to Theorem 5 there exist b 0 and X such that for any sequence of scales constructed as in Definition 3 the family {g x,b j : x ∈ Ω, b j ∈ B} is a semi-continuous frame for L 2 (Ω) satisfying 8 9 < A 1 B < 10 9 . 
