IL CONTROLLO DI UN DEFLUSSO AUTOSTRADALE CON RETI NEURALI by MUSSONE, LORENZO
UNIVERSITÀ DEGLI STUDI DI TRIESTE 
POLITECNICO DI MILANO 
DIPARTIMENTO DI SISTEMI DI TRASPORTO E MOVIMENTAZIONE 
• 
IL CONTROLLO DI UN DEFLUSSO AUTOSTRADALE 
CON RETI NEURALI 
IL 
LORE~NZO MUSSONE t r~· 
TESI DI 
DOTIORATO DI RICERCA IN INGEGNERIA DEI TRASPORTI 
VI CICLO- 1992-94 
PROF. C.PODESTÀ 
RINGRAZIAMENTI 
V o gli o ringraziare tutti coloro che hanno contribuito, anche se in minima parte ma sempre 
determinante (''E' la somma che dà il totale"), al lavoro che, nell'arco di quasi quattro anni, 
ha portato alla scrittura di questa tesi dottorale. 
Un particolare riconoscimento va al Prof Savino Rinelli che mi ha incoraggiato alla 
pubblicazione di alcuni estratti e indirizzato molteplici volte. 
Un ringraziamento al C.S.S.T. di Torino e, in particolare all'Ing. Morello, per la cortesia-. 
la disponibilità e l'aiuto fornitomi sia per l'acquisizione dei dati essenziali per questo lavoro 
sia per gli utili consigli sui modelli di traffico. 
Come in tutti gli articoli già pubblicati, un necessario ringraziamento va alla Società qelle 
Autostrade di Venezia e Padova, che fisicamertte ha messo a disposizione i dati. 
INDICE 
Introduzione 
PARTE l 
LE TEORIE DEL DEFLUSSO E LE STRATEGIE DI 
CONTROLLO 
l. n flusso veicolare 
1.1. Concetti basilari 
1.2. Diagramma flusso-densità 
2. I modelli del flusso veicolare 
2.1. I modelli macroscopici 
2.2. Le teorie del continuo idrodinamico 
2.3. I modelli microscopici 
2.4. I modelli Psico-fisici o comportamentali 
2.5. Cenni sulla teoria delle catastrofi 
2. 6. La stabilità del traffico 
2. 7. I diagrammi di spostamento 
2.8. Le onde d'urto e gli imbottigliamenti 
2.9. Cenni sulla teoria delle code 
3. La capacità ed i livelli di servizio 
3.1. Le nozioni di capacità 
3.2. I Livelli di Servizio 
4. Metodi di controllo del flusso 
4.1. Controllo sulle rampe di accesso e di uscita 
4.2. Controllo in linea del flusso 
4.3. Controllo di rete 
Bibliografia 
vi 
l 
l 
6 
9 
9 
11 
16 
26 
29 
38 
40 
40 
42 
54 
54 
57 
61 
62 
71 
88 
94 
PARTE II 
LE RETI NEURALI ARTIFICIALI 
l. I legami con le teorie biologiche 99 
1.1. I principi funzionali 99 
2. I modelli di reti ne orali l 05 
2.1. Struttura di una connessione neurale 105 
2.2. Gli elementi di processo o neuroni 107 
2.3 Dinamiche di stato e di connessione 108 
2.4. Alcune nozioni di distanza 11 O 
2.5. Alcune leggi di apprendimento 114 
2.6. n riconoscimento di campioni 127 
2.7. Modelli di reti neurali 128 
2.8. Reti spaziotemporali, stocastiche e gerarchiche 141 
3. Problematiche e vantaggi connessi con l'uso delle reti neurali 147 
3.1. Cenni sulla stima delle prestazioni 147 
di un sistema di classificazione 
3.2. Metodologia e sviluppo delle specifiche 
funzionali delle reti neurali 
3.3. Analisi delle reti Backpropagation, 
di Hopfield e di Kohonen 
4. Le reti neurali nei trasporti 
4.1. Le applicazioni e le prospettive 
4.2. Una panoramica delle applicazioni attuali 
Bibliografia 
ii 
150 
159 
165 
165 
172 
180 
PARTE III 
LO SCENARIO DI RILEVAMENTO DATI E L'APPLICAZIONE 
DELLE RETI NEURALI 
l. Descrizione dello scenario autostradale di Easy Driver 189 
1.1. Le stazioni e le sezioni di rilevamento 189 
1.2. Le informazioni rilevate 189 
1.3. Caratteristiche spazio-temporali dei dati 190 
1.4 I dati rilevati 191 
2. Software di base e programmi implementati 193 
2.1. In linguaggio C 193 
2.2. In Superbase: particolarità e limitazioni del database 193 
2.3. Lo shell NeuralWorks 195 
3. Trattazione dei dati 196 
3 .1. Verifica correttezza formale e coerenza sostanziale dei dati 196 
3.2. Omogeneizzazione dei dati 203 
3.3. Classificazione dei dati 205 
3.4. L'estrazionedi campioni casuali 206 
3.5. La preparazione del set dei dati per il modello di stabilità 208 
4. I modelli implementati 209 
4.1 n modello di rete neurale feedforward 209 
4.2 I tre modelli implementati 209 
4.3 n modello per la ricostruzione delle curve di deflusso: 211 
apprendimento e test 
4.4 Il modello per il riconoscimento della stabilità 214 
apprendimento e test 
4.5 n modello per la predizione temporale del flusso 218 
apprendimento e test 
Bibliografia 222 
iii 
PARTE IV 
RISULTATI E CONCLUSIONI 
l. La ricostruzione delle curve di deflusso con rete neurale 
1.1. La curva flusso-densità 
1.2. La curva velocità-densità 
1.3. Particolarità dei risultati: critiche e possibili sviluppi 
2. n riconoscimento della stabilità del flusso con rete neurale 
2.1. Risultati 
2.2. Ambito e limiti di applicazione 
2.3. Nuovi approcci possibili : la teoria delle catastrofi 
3. La predizione temporale delle caratteristiche 
del flusso con rete neurale 
3.1. La predizione della velocità 
3.2. La predizione del flusso 
3.3. La predizione della densità 
3.4. Ampliamento dell'orizzonte temporale 
4. Il modello di controllo: Conclusioni e sviluppi futuri 
4.1 n modello di controllo del flusso 
4.2 Sviluppi futuri: 
-Ampliamnento dell'insieme di dati disponibili 
-Risoluzione temporale adatta a studi di spacing e headway 
-Predizione spaziale dei dati di flusso 
-Costruzione di un modello spazio-temporale del flusso 
-Modello di controllo per tratte 
4.3 Conclusioni 
Bibliografia 
iv 
223 
223 
227 
231 
232 
232 
234 
234 
236 
236 
239 
241 
244 
245 
245 
246 
247 
249 
APPENDICE 
l. Listato dei programmi in C-Ianguage 251 
2. Listato dei programmi in SuperBase 266 
3. Tracciato record dei file SuperBase 286 
v 
INTRODUZIONE 
n controllo di un flusso veicolare trova una sua motivazione sia nel miglioramento 
d'uso della struttura (per avere flussi prossimi alla capacità della stessa struttura) sia 
nell'individuazione e gestione delle situazioni anomale di flusso: quelle imprevedibili 
(derivanti da incidenti, onde d'urto, code, etc ... ) o quelle previste (derivanti da cantieri, 
deviazioni, etc ... ). In ogni caso soddisfa la necessità di prevedere e prevenire situazioni di 
forte pericolosità che si possono verificare nel flusso. 
Gli strumenti telematici tuttora a disposizione consentono di realizzare facilmente 
un sistema in grado di rilevare tutti i parametri necessari per la valutazione corretta delle 
condizioni di deflusso e di indicare ai guidatori le soluzioni più appropriate per migliorare 
lo stato del deflusso. I sistemi di rilevamento sono ormai molto precisi e poco costosi, 
come le spire magnetiche, o molto sofisticati, come le videotelecamere, che consentono 
oltre al rilevamento dei parametri convenzionali (flusso, velocità, occupazione e lunghezza 
dei veicoli) anche quello diretto della densità, delle onde d'urto e di maggiori 
caratteristiche veicolari. La trasmissione delle infonnazioni rilevate ad un centro di 
elaborazione e da questo di ritorno alla periferia (p.e. con sistemi VMS) può essere 
realizzato su una ampia gamma di supporti: dal doppino telefonico alla fibra ottica, per 
trasmettere volumi di dati più consistenti. 
I costi di un sistema di rilevamento hon appaiono rilevanti rispetto alla 
infrastruttura autostradale e possono essere ancora ridotti se progettati congiuntamente 
alla infrastruttura stessa. Di questi costi una parte cospicua è da attribuire all'installazione 
dei portali di supporto ai pannelli a messaggio variabile (VMS) per l'invio di informazioni 
all'utente: i costi potrebbero essere ulteriormente ridotti se invece dei VMS si facesse uso 
di un'altra tecnologia emergente, l'RDS (Radio Data System), con l'invio a bordo veicolo 
delle infonnazioni. 
I sistemi di controllo sono composti, essenzialmente, di un modulo per la 
modellizzazione del deflusso, di uno per il calcolo della sua evoluzione nelle sezioni 
autostradali interessate, in modo da potere valutare eventuali interventi correttivi, e da una 
strategia di controllo basata sull'ottimizzazione (o sub-ottimizzazione) di un funzionale di 
costo o su regole basate sulla conoscenza. 
Nuovi strumenti di analisi, quali le reti neurali, consentono di superare abbastanza 
agevolmente alcuni limiti dei metodi di analisi e modellizzazione convenzionali: sono 
intrinsecamente non lineari, apprendono dai dati (quindi non è necessario fare ipotesi 
preliminari sul processo che si vuole modellizzare ), e non riducono le loro prestazioni 
all'aumentare del numero di variabili utilizzate nel modello. 
n lavoro si è sviluppato in due macrofasi consequenziali: nella prima, si è effettuata 
la verifica teorica di applicabilità delle reti neurali al problema specifico del controllo del 
deflusso e delle problematiche dei trasporti congiuntamente alle modalità di utilizzo dello 
strumento "rete neurale"; nella seconda fase, di carattere prettamente sperimentale, si 
applica questa metodologia ad un caso particolare di controllo. 
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L'esposizione della tesi si articola in quattro punti: 
1- Stato dell'arte sui metodi di controllo del flusso; 
2- Le reti neurali; 
3- La metodologia di applicazione delle reti neurali al controllo del deflusso; 
4-I risultati dell'attività sperimentale. 
La panoramica sullo stato attuale dell'arte rappresenta un necessario punto di 
riferimento per inquadrare correttamente lo sviluppo della ricerca. Vengono analizzate le 
teorie di deflusso fmora formulate, dalle concezioni idrodinamiche (tra cui i modelli 
macroscopici) fmo ai più recenti modelli microscopici. L'evoluzione nel tempo dei modelli 
di deflusso è stata la conseguenza di inadeguatezze che gli stessi modelli presentavano nel 
descrivere il flusso in tutte le sue molteplici caratteristiche. Una prima importante 
distinzione, proposta in letteratura, è quella dovuta alle differenze che il flusso esibisce in 
condizioni di stabilità o di instabilità. Questa distinzione fu sottolineata da Edie nel 1961 
con la formulazione dei modelli macroscopici a più regimi e successivamente non seguita 
presumibilmente per le difficoltà operative che comportava la taratura dei modelli, uno per 
ogni regime considerato. Si sottolinea che la difficoltà del rilevamento di dati, con 
un'ampia significatività per tutte le condizioni di deflusso, rimane uno degli aspetti più 
critici anche delle attuali modellizzazioni. 
Recentemente con i lavori di Hall si è dimostrata l'applicabilità della teoria delle 
catastrofi per la descrizione del deflusso, individuando la transizione tra la stabilità e 
l'instabilità del flusso, come l'insieme dei punti di catastrofe di una superficie flusso-
densità-velocità (con le appropriate trasformazioni di coordinate). Tutto questo sottolinea 
la difficoltà che una impostazione macroscopica come quella del continuo idrodinamico ha 
nel descrivere quei fenomeni di flusso che non posseggono la necessaria continuità spazio-
temporale. 
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Le formulazioni microscopiche superano, introducendo nel modello la descrizione 
analitica dei singoli veicoli, molte delle difficoltà dei modelli macroscopici e riescono 
anche a conglobare nel modello alcuni aspetti del comportamento dell'utente. Qualche 
problema può essere rappresentato dalla taratura del modello per le varie situazioni di 
flusso e dalla gestione software del modello (per complessità algoritmica e durata delle 
elaborazioni). 
Un aspetto non ancora trattato esaustivamente dalla letteratura è rappresentato 
dalle possibili interazioni tra effetti meteorologici e caratteristiche di deflusso che, fmo ad 
ora, vengono trattati separatamente supponendo che la loro interazione possa essere 
rappresentata come una sovrapposizione di effetti. 
La prima parte si conclude con l'analisi delle metodologie di controllo già 
implementate sia a livello di tratta che a quello di rete autostradale. 
La panoramica sulle reti neurali artificiali, trattata nella seconda parte, è 
strettamente necessaria per la comprensione dello strumento successivamente utilizzato 
nella ricerca e un corretto inquadramento nelle molteplici architetture e algoritmi di 
apprendimento proposti in letteratura. Questa molteplicità realizzativa delle reti neurali si 
traduce in distinte funzionalità e conseguenti applicazioni che si possono affrontare: 
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problemi di ottimo, regressione lineare e non lineare, riconoscimento di immagini, 
riconoscimento della voce, filtraggio di segnali, classificazione, etc .... 
L'esposizione si concentra su quel particolare tipo di reti, di cui si è 
successivamente fatto uso nella ricerca e che vengono individuate in letteratura come 
"Feedforward Multilayer Networks" ( reti multistrato con collegamento in avanti). La 
caratteristica peculiare di queste reti parametriche è la capacità di rappresentare una 
qualsiasi funzione continua (è possibile dimostrare la rappresentabilità anche per funzioni 
appartenenti al primo insieme di Lebesgue). Per chiarire meglio questo aspetto vengono 
esposti i numerosi teoremi presenti in letteratura sulla rappresentabilità di funzioni legata 
ad architetture strutturate come le reti neurali feedforward. 
Gli algoritmi di apprendimento rappresentano anch'essi una categoria vasta ed in 
continuo accrescimento. Lo scopo di questi algoritmi è quello di individuare la 
configurazione ottimale (nel senso delle prestazioni) delle connessioni tra i neuroni e 
vengono utilizzati, quindi, solo nella fase preliminare della costruzione di una rete neurale 
(fatta eccezione per le reti competitive e le memorie associative). L'algoritmo 
backpropagation (retropropagazione) è il più noto e comunemente adottato per le reti 
feedforward: recentemente sono stati proposti algoritmi più efficienti (Gauss-Newton e 
Marquardt-Levenberg) per ridurre il numero di iterazioni necessario per la convergenza 
dell'apprendimento. 
La fase sperimentale viene descritta nella terza e quarta parte. 
Inizialmente si descrive lo scenario da cui si sono prelevati i dati di flusso: la tratta 
Padova-Mestre oggetto del progetto "Easy Drive". Viene posta particolare attenzione ai 
sistemi di rilevamento e alle caratteristiche spa?io-tempora.li dei dati rilevati, evidenziando 
le operazioni necessarie per qisporre di un database di informazioni coerenti di flusso. 
Le tecniche di elaborazione si articolano in quelle di estrazione dei dati dal 
supporto e formato originale, di differenziazione per singola sezione di rilevamento e di 
omogeneizzazione spazio-temporale. Quest'ultima si riferisce al collegamento di tutte le 
informazioni di flusso, meteo e VMS che non sono tni loro sincrone e rilevate con 
differente frequenza spaziale. n prodotto fmale di queste elaborazioni consiste in un 
database che contiene per ogni sezione di rilevamento ( in totale 20, una ogni 500 metri 
per 10 km) i record dei dati di flusso, con frequenza media di rilevamento di 45 secondi, 
relativi a densità, velocità, classe veicolare, e corredati delle informa7ioni meteo e VMS, 
giorno e ora di rilevamento. Per ogni sezione si hanno mediamente 360.000 record. L'uso 
di un database interattivo e relazionale consente peraltro facili ed immediate estrazioni dei 
dati. 
La costruzione di un modello di controllo viene articolata in tre fasi: nella 
defmizione di un modello di deflusso per una singola sezione, di un modello di 
riconoscimento della stabilità o meno del flusso e nella predizione temporale delle variabili 
del flusso. La combinazione di questi modelli consente di ottenere un modello che, per una 
singola sezione, è in grado di predire nel tempo la stabilità o meno del flusso. 
Vengono, inoltre, presentate le impostazioni per i modelli di ricostruzione della 
superficie di catastrofe e di determinazione della velocità di controllo ad una determinata 
sezione. 
La generazione dei modelli con rete neurale richiede la preparazione di due distinti 
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insiemi di dati utilizzati il primo per l'apprendimento vero e proprio della rete e il secondo 
per la validazione dell'errore commesso dal modello. Per i tre modelli si è proceduto con 
differenti tecniche di estrazione per meglio connotare i dati di apprendimento al modello 
da rappresentare. 
Nell'ultima parte vengono esposti i risultati ottenuti nella ricerca. 
I risultati forniti singolarmente dai modelli appaiono interessanti per la 
significatività mostrata dai modelli nel descrivere le tendenze presenti nei dati; appare 
opportuno usare un po' di cautela nella valutazione numerica per la non esaustiva 
rappresentatività dei dati nella zona di transizione tra stabilità e instabilità del flusso e alla 
forte componente di rumore presente nei dati di flusso. 
La ricostruzione delle curve di deflusso per una singola sezione autostradale, è il 
modello che, da un punto di vista strettamente trasportistico, offre lo spunto per discutere 
le caratteristiche del flusso e gli approcci possibili a questa problematica. n modello 
mostra la tendenza evidente di alcune delle variabili utilizzate (per esempio la visibilità e la 
percentuale di veicoli pesanti) nel variare non solo il valore di capacità ma anche quello del 
corrispondente valore di densità. Si assiste, quindi, ad un fenomeno che non è di sola 
riduzione proporzionale della capacità e mette in discussione gli approcci classici di 
riduzione della stessa (basati su un concetto di sovrapposizione degli effetti) in base a 
coefficienti moltiplicati vi come quelli, per esempio, per la presenza di pioggia o di neve. 
Va sottolineato che questo particolare risultato non è, a priori, generalizzabile ad 
altre autostrade sebbene lo sia la metodologia seguita. D'altra parte il metodo garantisce 
una notevole aderenza al caso esaminato (quasi perfetta, dipende solo dal rumore presente 
nei dati), tramite i dati di apprendimento, e consente di enucleare anche i fenomeni tipici 
solo di quella tratta autostradale. Si può pensare di mettere in evidenza il comportamento 
di tratti particolari in presenza di situazioni particolari, sia meteorologiche che di flusso. 
n secondo modello realizza una look-up table per il riconoscimento dello stato del 
flusso. Questa soluzione rappresenta una semplificazione alla problematica legata alla 
implementazione di una look-up-table. In questa applicazione essa sarebbe costituita da un 
numero elevatissimo di casi (ogni combinazione delle variabili di ingresso del primo 
modello costituisce un caso) anche se si suppone fmito lo step con cui viene variato il 
valore dei parametri. Utilizzando per l'apprendimento della rete neurale solo alcune 
combinazioni di valori estremi e intermedi delle variabili, si sfrutta la capacità di 
interpolazione delle reti feedforward per ottenere il risultato voluto. 
n terzo modello realizza la predizione dei dati di flusso, densità e velocità. Le 
sequenze temporali estratte dal database sono composte da dieci eventi consecutivi e 
vengono classificate ed utilizzate, poi, per l'apprendimento della rete neurale. Un ulteriore 
prosieguo della ricerca potrebbe consistere nella valutazione delle prestazioni in caso di 
sequenze più lunghe e/o articolate sulla predizione a più step. 
Lo studio delle caratteristiche del flusso può essere sviluppato ulteriormente con la 
stessa metodologia per realizzare modelli di predizione spaziale che leghino il 
comportamento del flusso tra più sezioni consecutive. 
Nell'appendice si riportano i listati dei programmi scritti in linguaggio C utilizzati 
per la prima elaborazione dei dati di rilevamento, di quelli scritti in SuperBase per la 
creazione e manutenzione degli archivi dei dati, e il tracciato record degli archivi stessi . 
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In conclusione si può affermare che il contributo che le reti neurali possono offrire 
nelle problematiche connesse al controllo del deflusso può essere di estremo interesse. 
Alcune delle applicazioni proposte nel lavoro possono essere traslate con pari risultati ad 
altri settori dei trasporti ed appaiono come un nuovo originale modo di affrontare e 
sviluppare determinate problematiche. Alcuni risultati (tra cui anche quelli ottenuti 
dall'autore in settori relativi al comportamento utente e all'analisi dei dati di incidente) 
testimoniano l'apporto di questi contributi nel settore della predizione del flusso in ambito 
urbano ed extra-urbano, della valutazione delle scelte utente, del comportamento e della 
scelta utente e della valutazione della probabilità di incidente. 
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l. IL FLUSSO VEICOLARE 
1.1. CONCETII BASILARI 
Il flusso veicolare è un fenomeno complesso, assimilabile ad un processo stocastico nelle 
caratteristiche sia dei veicoli sia dei guidatori nonché delle loro interazioni. Non va dimenticato 
che è un sistema di trasporto che richiede ancora strettamente una guida "a vista". E' abbastanza 
comune elaborare modelli della realtà nei quali gli effetti degli eventi accidentali vengono ignorati 
o mediati, e che, ad un dato ingresso, facciano corrispondere una risposta esatta e prevedibile. 
Evidentemente questi modelli, anche se si basano su distribuzioni probabilistiche delle variabili del 
processo, sono modelli deterministici. L'alternativa a questo approccio potrebbe consistere nel 
consentire variazioni casuali nel modello e analizzare poi le probabilità delle differenti soluzioni. Il 
metodo della modellizzazione stocastica considera la variabilità tra i possibili risultati e non il loro 
effetto medio (Khisty, 1990). 
L'interazione esistente in un flusso veicolare è un processo assai articolato che ha dato 
origine a tre tipologie di studio: l'approccio macroscopico, quello microscopico, e quello del 
fattore umano ( strettamente correlato al precedente, Drew, 1968). 
Ci sono almeno otto variabili o misure fondamentali per descrivere il flusso di traffico; 
altre caratteristiche possono derivarsi da queste. Le principali tre, quelle con maggior riscontro in 
letteratura, sono : 
l) la velocità, v [m/s], 
2) il volume/flusso di traffico, q [veic/h], 
3) la densità, k [ veiclkni]. 
Altre tre, usate soprattutto nell'analisi o nel controllo del flusso, sono (Fig. 1.1 ): 
4) l' "headway", h [s], 
5) lo "spacing", s [m], 
6) l'occupazione, R [ adimensionato]. 
Simili allo headway e allo spacing sono gli ultimi due parametri: 
7) la visibilità, c [m], 
8) il "gap", g [s]. 
Nelle misure dei parametri fondamentali del flusso deve essere posta particolare attenzione 
nella scelta della sezione di rilevamento che può influire in modo determinante sui risultati 
(Fig.l.2). 
In dettaglio: 
l) La velocità rappresenta le velocità dei veicoli e poiché vi è una grande dispersione di 
tali valori viene considerato il valore medio: 
n t. 
v s= L l L ;- (l. l) 
l 
l 
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~earance (ft) •\• L (ft)-1 l Gop l..cl l l ~ c: ~ 
~Spacing (ft) or headway (sec) -----1 
Fig. 1.1: Parametri del flusso veicolare: headway [s], spacing [m], clearance (visibilità) [m], gap 
[s] e lunghenza del veicolo, L, [m]. 
--------- ---- -------- - - - -------- ------ ------
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Fig. 1.2: Importanza del posizionamento nelle misure di campo: relazione tra i parametri del 
flusso (k, densità, u, velocità, q, flusso) per sezioni di differente capacità (o = veicoli non 
eccedenti il valore di capacità di due corsie, o = veicoli eccedenti il valore di capacità di due corsie 
per un valore pari alla capacità di mezza corsia) (May, 1990). 
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dove n è il numero di veicoli transitati negli intervalli t j,t2,···,tn per un tratto di 
lunghezza L. Questa viene anche chiamata velocità media spaziale (o istantanea) per distinguerla 
dalla velocità media temporale (o locale) che è data da : 
n v· :L:....r 
n 
(1.2) 
l 
dove vi è la velocità dei veicoli. La media temporale è la media aritmetica delle singole 
velocità mentre la media spaziale ne è la media annonica. Si può din1ostrare che la media 
temporale è sempre maggiore della media spaziale ad eccezione di quando tutti i veicoli 
procedono alla stessa velocità, nel qual caso coincidono. Una relazione approssimata (Ashton, 
1966) tra le due espressioni della velocità è data da : 
(1.3) 
o dualmente 
(1.4) 
dove as e at sono rispettivamente la varianza della media spaziale e temporale. 
Ci sono ovviamente molte altre relazioni per le misure di velocità; interessante è la 
proposta di J o n es e Potts del 1962, di utilizzare la dispersione dell'accelerazione, a, definita come 
(1.5) 
d T ' l'" 11 d" "d d
2 
x ' l l . l c C'. l ove e tnterva o 1 tempo const erato e dt2 e 'acce eraztone a tempo t . on 10rmu a 
approssimata risulta: 
(1.6) 
dove L1t è il tempo necessario per avere una variazione nL1v di velocità, con L1v costante. Tale 
parametro risulta particolarmente utile per le analisi di stabilità delle strade extra-urbane a 
circolazione libera essendo un buon indicatore della regolarità del flusso di traffico (Leutzbach, 
1988); non appare invece molto sensibile a condizioni di traffico congestionate con bassi valori di 
velocità media. In Ferrari et al. (1982) l'analisi dei dati el passaggio di 155.000 veicoli su una 
autostrada di due corsie, mostra che le distribuzione dell'accelerazione è strettamente collegata a 
quella della velocità e, quindi, trascurabile; ciò viene spiegato con il fatto che, quando due veicoli 
sono sufficientemente vicini da dovere correlare le proprie velocità, c'è un simultaneo aumento per 
i valori di più alta frequenza dell'accelerazione necessari per adeguare la velocità al veicolo che 
precede. 
(Ferrari, 1988) mostra che la sequenza dei valori di velocità registrati ad una sezione 
autostradale o, in particolare, nella corsia esterna (Ferrari, 1990) in stato di congestione 
costituiscono un processo integrato a media mobile di primo ordine. Il valore del processo in un 
certo istante può essere rappresentato dalla media condizionata della velocità in quell'istante, data 
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la storia precedente del processo. La velocità all'istante t, è data da: 
Vt = Vt-1 +at- (1-lt} at-1 (1.7) 
dove Vt e Vt-1 sono le velocità misurate negli istanti t-l e t; at è la variazione della velocità Vt 
dal corrispondente livello V t media condizionata della velocità all'istante t, e lt è un coefficiente 
' 
compreso tra O e l che tiene conto del peso di a t sul successivo valore di v t+ l· I valori a t 
costituiscono un processo di passeggiata casuale e sono a media zero e distribuzione normale: 
pertanto la relativa distribuzione è descritta completamente dalla varianza del processo. Ciò che 
pare particolarmente importante è il legame lineare individuato tra la velocità, nella forma del 
processo suddetto, e il logaritmo della densità: la densità limite, che è funzione della corsia, 
risulta essere proporzionale alla varianza delle differenze di velocità tra i veicoli (Ferrari, 199la). 
Poiché la congestione si manifesta al superamento di una densità critica, è possibile partendo dalla 
situazione corrente, simulando il processo per N istanti successivi, calcolare in quanti casi il 
sistema ha raggiunto la congestione. Da ciò deriva il concetto di base dell'affidabilità del flusso 
come probabilità che la velocità scenda sotto certi livelli ritenuti a rischio per la stabilità del flusso 
stesso. 
2) Il volume e il.flusso sono due distinte misure. Il volume è il numero di veicoli osservato 
o previsto passare in un punto in un certo intervallo. Il flusso rappresenta il numero di veicoli 
passati in un punto durante un certo intervallo, minore di un ora, ed espresso poi in termini orari 
(Fig.l.3, Fig.l.4). 
3) La densità o concentrazione è definita come il numero di veicoli che occupano un 
tratto di strada, mediato nel tempo, ed espresso in veicoli per km. Una misura diretta della 
densità può essere ottenuta con una fotografia aerea di tratto stradale, oppure calcolata dalla 
relazione fondamentale del flusso, q= V* k, di cui si tratta in seguito (si ricorda che v è la velocità 
media spaziale). 
4), 5) Lo"headway" (h) e lo "spacing" (s) sono due caratteristiche del flusso che 
definiscono rispettivamente il tempo intercorrente tra il fronte di due veicoli misurato ad un punto 
fisso, e la distanza tra gli stessi misurata in metri. E' ovvia la relazione con la velocità, il flusso e la 
densità: h= s l v, k= 1000 l s, q= 3600 l h. 
Lo "spacing" può essere dedotto da fotografie aeree del tratto, mentre lo "headway" può 
essere osservato con un sistema di rilevamento a terra al passaggio in un dato punto. 
Queste caratteristiche sono considerate di tipo microscopico per la relazione che le lega 
due singoli veicoli all'interno di un flusso di traffico; le formule precedenti collegano queste 
variabili microscopiche con quelle macroscopiche. E' mostrato da molti autori che, quando lo 
"headway" di una serie di veicoli scende al di sotto di certi valori, il flusso diviene instabile. Ne 
consegue che questo parametro può essere un indicatore della stabilità del flusso. Esiste, inoltre, 
una notevole differenza tra le corsie che hanno funzioni di densità di probabilità di headway assai 
dissimili o comunque quasi non correlate (Smulders, 1990a). E' consolidato il fatto che i processi 
di headway autostradale siano assimilabili a processi di rinnovamento diversamente dalla velocità 
che costituisce un processo di passeggiata casuale. 
Va detto che taluni autori indicano come "headway" anche quello qui riportato come 
"spacing" non facendo molta distinzione tra quello temporale e quello spaziale. 
6) L'Occupazione (R) di corsia è la misura usata nel controllo autostradale [Huber, 1977] 
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ed è data dal rapporto tra la somma delle lunghezze dei veicoli su un tratto stradale divisa per la 
lunghezza del tratto stesso. La relazione con la densità è data dal rapporto tra l'occupazione e la 
lunghezza media dei veicoli. Da ciò si capisce come sia più facile calcolare la densità attraverso 
l'occupazione che non direttamente. La misura della lunghezza dei veicoli non è molto pratica per 
cui in alternativa la si calcola come il rapporto tra il tempo in cui i veicoli sono presenti sul punto 
di rilevamento e l'intervallo di campionamento: 
R=It; l T (1.8) 
dove t; è il tempo di occupazione di ogni veicolo e T è l'intervallo di campionamento. 
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Fig. 1.3: Composizione del flusso (in PCU/h, passeggeri-veicolo/ora) per corsia su una strada a 3 
corsie per senso di marcia (W empie et al., 1991). 
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Fig. 1.4: Composizione del flusso (in PCU/h, passeggeri-veicolo/ora) per corsia su una strada a 4 
corsie per senso di marcia (Wemple et al., 1991). 
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Va ricordato che, utilizzando la formula (l. 8) per l'occupazione nel calcolo della densità, 
la lunghezza media deve essere sostituita dalla lunghezza effettiva, Le, dei veicoli, che è data dalla 
lunghezza media del veicolo più la lunghezza del rivelatore: se la composizione dei veicoli leggeri 
e pesanti è fortemente variabile, la formula precedente può portare a pesanti errori per cui è 
consigliabile considerare separatamente il peso dei veicoli pesanti e leggeri, secondo la formula 
della media ponderata: 
(1.9) 
dove gli indici L e p indicano rispettivamente i veicoli leggeri e pesanti, L e n rispettivamente la 
lunghezza e il numero dei veicoli. 
7), 8) La visibilità e il ''gap" corrispondono allo"headway" e allo "spacing" meno la 
quantità dovuta alla lunghezza del veicolo. 
Tra gli altri parametri ricavabili da un flusso, Ferrari et al. (1983), come metodo di misura 
della sicurezza e del comfort di circolazione, propongono la velocità angolare, q, cioè la velocità 
relativa come percepita dal veicolo che segue e data dalla relazione: 
e= a ~v l x2 (1.10) 
dove a è la larghezza trasversale del veicolo, ~v è la velocità relativa e x la distanza tra l'occhio 
del conducente e la parte posteriore del veicolo che precede. La distribuzione di e, nel caso di 
conducenti che accettino di adeguarsi al veicolo che precede, si approssima ad una normale con 
media zero e densità quasi nulla al di fuori delle soglie di percezione delle velocità relative. Nel 
caso di conducenti che non accettino di adeguarsi al veicolo che precede e che, quindi, si 
awicinano ad esso o per effettuare un sorpasso o per sollecitarlo a cambiare corsia, la 
distribuzione di e è simmetrica di varianza superiore al quella del caso precedente, con valori di 
densità di probabilità bassi fra le soglie di percezione. Nel caso di guida libera la varianza di e è 
molto piccola. 
1.2. IL DIAGRAMMA FLUSSO-DENSITÀ 
N el descrivere il flusso lungo una strada, nella quale sia possibile effettuare il sorpasso e 
senza cause esterne che possano causarne l'interruzione, si può assumere che, in un certo 
momento e in un certo punto, esista un funzione di distribuzione della velocità veicolare, f(x, v, t), 
per singola corsia. Cioè che esistono dN macchine all'istante t tra i punti x e x+dx nell'intervallo 
di velocità v e v + dv , secondo la relazione: 
· dN = f(x, v, t) dx dv (1.11) 
Nota la funzione di distribuzione della velocità, si possono ricavare altre proprietà del 
fenomeno, come la densità puntuale k(x,t) (veic./km) data da: 
e il flusso puntuale q (veic./h): 
00 
k(x, t) = f dv f(x, v, t) 
o 
6 
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00 
q= v k(x,t) = J dv v f(x, v, t) 
o 
o la dispersione di velocità data da : 
00 
k( v-v )2= J dv(v -v)2j(x,v,t) 
o 
dove il segno di soprascritto indica l'operatore di media. 
(1.13) 
(1.14) 
Tutte queste quantità sono momenti della funzione di velocità secondo la terminologia 
statistica. 
Considerando, quindi, un tratto uniforme di strada di flusso ininterrotto, si può usare la 
relazione tra i valori medi del processo, per cui il flusso q può essere scritto in funzione della 
densità k, come : 
q=kv (1.15) 
Questa è l'equazione "fondamentale del flusso" che è una relazione tridimensionale del 
flusso veicolare: nel senso che le tre variabili possono variare in modo indipendente e simultaneo. 
Di conseguenza è generalmente errato calcolare il valore di una delle tre variabili variando la 
seconda e tenendo costante la terza (Fig.1. 5). 
Le relazioni tra flusso e densità e tra velocità e densità, al cambiare delle condizioni al 
contorno, mantengono praticamente la stessa forma qualitativa (Fig.l.6). La curva flusso-densità 
è stata definita oltre che "diagramma fondamentale" del traffico veicolare anche "equazione di 
stato" della teoria del traffico. 
L'interpretazione del comportamento qualitativo della curva velocità-densità è 
sufficientemente intuitiva; per basse concentrazioni la velocità media è praticamente costante e 
uguale alla "velocità libera media", Vf, poiché non esiste interazione tra i veicoli. Per 
concentrazioni maggiori la velocità media inizia a decrescere provocando un aumento della 
densità in conseguenza della mutua interazione dei veicoli. Questo significa che, in queste 
condizioni, la distribuzione f(x, v, t) ha una struttura differente che tiene conto della interazione tra 
i veicoli. Altri valori significativi sono la densità di saturazione, kj, e la densità ottima, ko: la 
prima definisce la densità massima in corrispondenza della quale sia il flusso che la velocità sono 
nulli, la seconda le condizioni di flusso massimo. 
Se si suppone lineare la relazione tra la densità e la velocità, si può scrivere, utilizzando le 
precedenti notazioni: 
v = Vj - (vj l kj) k 
moltiplicando per k , tenuto conto che q = v k , si ottiene per il flusso q: 
(1.16) 
(1.17) 
da cui derivando il flusso secondo la densità, dqldk, e ponendo a zero, si ottiene il punto di 
massimo: 
k0 = k11 2 (1.18) 
cioè la condizione di flusso massimo, detta anche "capacità" della strada, che si ottiene quando la 
densità è la metà della densità di saturazione; in corrispondenza si ha v0= Vf12· 
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L'importanza della relazione velocità-densità, oltre a caratterizzare la fenomenologia del 
flusso, motivo di uso in molti lavori teorici, consiste nell'essere una funzione ad un solo valore o 
biiettiva, cosa che non si può dire delle curve flusso/densità e velocità/flusso. Un altro motivo 
consiste nella similarità della sua forma con quella della teoria di "car-following" (o del veicolo 
accodato). La relazione densità-flusso viene usata come base per sistemi di controllo autostradale: 
a basse densità non si effettua controllo poiché il flusso è in regime di flusso libero. All'aumentare 
della densità si rende necessaria una azione di controllo per mantenere la densità al di sotto del 
valore di densità ottima. Infine, la relazione flusso-velocità viene usata prevalentemente per 
individuare la relazione tra livello di servizio (velocità) e il livello di produttività (spazio), come 
indicato in Highway Capacity Manual (TRB, 1985). 
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2. l MODELLI DEL FLUSSOVEICOLARE 
2.1 I MODELLI MACROSCOPICI 
Nel corso degli anni sono stati proposti molti modelli di traffico. I primi assumevano un 
regime del flusso unico in tutte le condizioni, dal traffico libero a quello congestionato; 
successivamente, per migliorare le prestazioni dei modelli, si sono considerati due o più regimi 
separati e si sono introdotti parametri addizionali per connotare meglio gli ambienti stradali. 
2.1.1 A singolo regime 
Il primo modello a regime singolo fu proposto da Greenshields nel 1934 (modello lineare) 
ed era basato sull'osservazione delle misure velocità-densità ottenute con tecniche fotografiche 
aeree. Da queste Greenshields concluse che la velocità era funzione lineare della densità e utilizzò 
la già citata equazione q= kv per ricavare il flusso. Il modello: 
v= v1 ( l - k l k) (2.1} 
richiede la conoscenza della velocità di flusso libero, vfi e la densità di saturazione, k1,per 
risolvere la relazione v-k. La velocità di flusso libero è di facile stima e coincide generalmente con 
la velocità progettuale della strada; di difficile valutazione è invece la densità di saturazione che 
raramente può essere dedotta sul campo anche se orientativamente può ritenersi compresa 
nell'intervallo di 125, 200 veic./km per corsia. Secondo questo modello la densità ottima è uguale 
alla metà della densità di saturazione cosa invece che risulta incompatibile con i dati sperimentali. 
Il secondo modello a regime singolo fu proposto da Greenberg nel 1959 (modello 
logaritmi co) che lo elaborò in seguito alle misure di velocità, densità e flusso effettuate al Lincoln 
Tunnel. Usando una analogia idrodinamica, combinando l'equazione di continuità o conservazione 
del flusso e l'equazione di moto, ottenne: 
v= vo ln(k11 k) (2.2) 
dove k; è la densità di saturazione evo è la velocità ottima (che è in corrispondenza del flusso 
massimo). L'importante risultato conseguito da questo modello consiste nell'avere individuato il 
collegamento tra questo modello macroscopico e i modelli microscopici di "car-following". Da 
questa scoperta si poté evincere il collegamento di tutte le teorie di "car-following" con quelle 
macroscopiche. 
Difficoltosa, come per il precedente modello, è la valutazione della densità di saturazione e 
della velocità ottima ancor più della velocità libera. Una stima rozza potrebbe assumere 
quest'ultima pari alla metà della velocità di progetto. Altro svantaggio consiste nell'avere dal 
modello una velocità libera infinita. 
Il terzo modello fu proposto ·da Underwood nel 1961 in seguito a studi di campo in 
Connecticut: 
v= vr e -kl ko (2.3) 
dove v! è la velocità di traffico libero e ko è la densità ottima. La conoscenza della densità 
ottima appare difficoltosa tramite osservazione e dipende dalle caratteristiche stradali. In questo 
modello la velocità di flusso libero non è infinita e la velocità non raggiunge lo zero quando la 
densità è quella di saturazione. 
Un gruppo di ricercatori della Northwestern University nel 1967, osservando che la 
maggior parte delle relazioni velocità-densità (v-d) sono ad S, propose la seguente equazione: 
v= v
1 
e-112 ( k l ko)2 (2.4) 
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molto simile al modello di UndeiWood. 
Ulteriori sviluppi furono rivolti verso l'introduzione di parametri che fornissero modelli 
con uno spettro di tipologie di traffico più ampio, Nel 1965 Drew propose una formula derivata 
da quella di Greenshields ma con l'introduzione di un parametro addizionale n, per rendere 
l'approccio più generalizzabile, come nella seguente relazione velocità-densità: 
v= v1 [ 1- (kl k) (n+ 1)!2] (2.5) 
Successivamente, nel 1967, Pipes e Munjal, per avere un approccio più generalizzato ai 
modelli a regime singolo, proposero una famiglia di modelli della forma : 
(2.6) 
dove n è un numero reale più grande di uno. Nel caso di n = l il modello diviene quello di 
Greenshields. 
Sempre nel 1967, May e Keller, partendo dalla formulazione di modelli di car-following 
non interi, hanno ricavato una famiglia di modelli per la relazione velocità-densità: 
v = vr [ 1 - (k 1 kj) (l - l )](m - l) (2.7) 
dove l> l e O< m< l sono non interi. I precedenti limiti discendono dalla considerazione che per 
valori di 1:::; l la velocità libera tende ad infinito ee per m 2: l vi tende la densità massima. Si noti 
che per m=O e 1=2 si ha il modello di Greenshields. Esistono in letteratura numerose formulazioni 
non intere del modello: tra le più recenti quella fornita dallo Highway Capacity Manual (1985) dà 
l= 2.5, m= 0.8, con vf= 96 [km/h] e k1 = 161 [veic/km/corsia]. 
In presenza di limitazioni di velocità in conseguenza di interventi di controllo l'analisi delle 
variabili macroscopiche rivela che i livelli di velocità hanno legami con il valore della densità 
diversi da quelli di flusso non controllato. Le osservazioni condotte da Zackor nel 1972 sulle 
autostrade tedesche, nelle quali, va ricordato, non sono poste limitazioni di velocità, indicano che 
l'imposizione di un limite di velocità altera la relazione velocità-densità: per bassi o medi valori di 
densità si hanno velocità medie più basse, mentre per densità elevate la velocità media aumenta, 
cioè la capacità aumenta, come conseguenza dell'omogeneizzazione del flusso. In seguito, 
Cremer nel 1979 (Cremer, 1987) propose una relazione velocità-densità, derivata da quella di 
May e Keller, con coefficienti ed esponenti correttivi che tengono conto delle limitazioni di 
velocità imposte: 
(2.8) 
dove l e m sono reali positivi e u2 rappresenta il coefficiente corrispondente al valore di velocità 
limite imposto: 
u2 =l 
u2 = 0.82 
u2 = 0.66 
u2 = 0.5 
per flusso libero, senza limitazioni (circa 125 kmlh); 
con limite a l 00 km/h 
con limite a 80 km/h 
con limite a 60 km/h 
Prove sperimentali con i primi modelli a regime singolo hanno dimostrato grandi 
deficienze almeno in una parte dell'intervallo di densità. L'elemento più sconcertante è l'incapacità 
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di rappresentare in modo sufficientemente fedele la realtà in condizioni prossime alla capacità. Dai 
dati sperimentali si può notare una discontinuità nella relazione v-d, cosa che ha portato, 
inizialmente, i ricercatori a proporre modelli a due regimi con formulazioni separate per il flusso 
libero e la congestione. 
2.1.2 A più regimi 
Edie nel 1961 fu il primo a introdurre l'idea di un modello a due regimi per 
l'inapplicabilità, per flussi prossimi al flusso libero, sia dei modelli "car-following" che per i 
pessimi risultati del modello di Greenberg. Precisamente, Edie propose l'uso del modello di 
Underwood per il flusso libero (densità k ~31 veic./km) e quello di Greenberg per la congestione. 
In questa ottica il gruppo della Northwesten1 University propose tre ulteriori modelli: 
-il primo prevede il modello di Greenshields sia per flusso libero che per la congestione 
con ovviamente parametri differenti (v1e k1) per i due casi distinti per valori di densità pari 
circa a k = 45 veic./km. 
-il secondo suggerisce l'uso di un modello a velocità costante per flussi liberi (k<=22 
veic./km) e un modello di Greenberg per la congestione (k >22 veic./km). 
-il terzo propone un modello a tre regimi ognuno dei quali rappresentato con un modello 
del tipo di Greenshields; con i valori· k = 25 veic./km, k = 45 veic./km a separazione dei tre 
regmu. 
La prima evidente difficoltà di questi modelli consiste nella determinazione dei cambi di 
regime. I corrispondenti valori di densità possono comunque essere ricavati statisticamente 
utilizzando, per esempio, il tnetodo del1a regressione. Da dati sperimentali si evince una stima 
sicuramente migliore rispetto a quella dei modelli a regime singolo pur mantenendo alcuni punti 
deboli (May, 1990). 
2.2. LE TEORIE DEL CONTINUO IDRODINAMICO 
Nell'ottica di sviluppare modelli di carattere macroscopico si è sviluppata una teoria del 
flusso veicolare essenzialmente basata sull'analogia di questo con il flusso di un liquido. 
L'analogia ha degli ovvi limiti nel fatto che per un liquido le forze attive e reattive sono di verso 
opposto mentre gli impulsi di traffico hanno sempre lo stesso verso; non sono applicabili le leggi 
di massa e di comprimibilità; l'accelerazione (decelerazione) di un veicolo ha valori finiti; il 
comportamento del traffico ha solo natura statistica. 
I modelli elaborati sono di tipo deterministico nel senso che descrivono il flusso di traffico 
come una dinamica controllabile o un processo stazionario basato su specifici principi fisici. 
Questo li rende adatti per lo sviluppo di strategie di controllo ottimo nel senso della moderna 
teoria dei controlli. D'altra parte,· è ragionevole sviluppare strategie di controllo ottimo utilizzando 
modelli macroscopici dei fenomeni di traffico in termini di variabili aggregate come il flusso, la 
velocità media e la densità (Papageorgiou, 1983). 
La prima descrizione di questa teoria è dovuta a Lighthill e Whitham nel 1955; il risultato 
principale consiste nell'individuazione delle onde cinetiche tramite la soluzione dell'equazione 
differenziale del modello e questo senza avere la necessità di un approccio microscopico. 
La teoria è basata su due relazioni: la prima è l'equazione di continuità che può essere 
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espressa come legge di conservazione dei veicoli: 
éklòt = - ékv liJx (2.9) 
la seconda è la relazione tra il flusso q e la densità k : 
kv= q(k) (2.10) 
L'ultima relazione è in accordo con i dati sperimentali per traffici omogenei. Assunto che 
questa dipendenza funzionale continui ad essere valida in condizioni di variabilità spaziali e 
temporali e posto ò(kv )l & = c ( c=costante ) per piccole variazioni di k intorno al valore medio, 
le due equazioni si possono scrivere: 
éklòt +c òk liJx =o (2.11) 
La soluzione di questa equazione di primo grado a derivate parziali ha la forma di: 
k = k(x- et) (2.12) 
Cioè le variazioni di k e q hanno velocità c ; il flusso rimane costante sulle onde cinetiche 
individuate dalla velocità c che risulta essere ben diversa concettualmente e numericamente dalla 
velocità media veicolare, data invece da v = qlk (nel par.2.8 è esposta una descrizione analitica 
semplificata delle onde cinetiche o d'urto). Si dimostra che c= v + kov l ò k ~ v poiché il 
termine in derivata parziale è sempre negativo. Le curve flusso-densità in questo caso sono linee 
rette ( Ashton, 1966). 
La trattazione matematica delle onde cinetiche è più semplice rispetto a quella del 
continuo dinamico (o idrodinamico). Infatti la velocità che è una variabile indipendente nel 
continuo meccanico diviene funzione della densità; si può scrivere la velocità locale come: 
v(x,t) = v(k (x, t)) (2.13) 
Si può ricavare immediatamente una relazione tra l'accelerazione media e il gradiente di 
densità per un osservatore che si muove alla velocità media del flusso, v: 
avi dt = av lòt + vovliJx = 
=ovl& * éklòt + vovl& * ékliJx = 
=F *&liJx (2.14) 
dove F (k ) = - k ( iJV l & )2 , è detto coefficiente di frizione ed è sempre negativo. Questa 
equazione risulta essere un interessante punto di partenza per la comparazione e la distinzione tra 
la teoria dinamica dei flussi di traffico e quella classica dei fluidi. Poiché F è sempre negativo, 
l'accelerazione media appare, ad un osservatore che si muove alla velocità media del flusso, 
positiva quando ci si muove in regioni di flusso con densità minore( & l iJx <O ) e negativa in 
regioni con densità maggiore. La stessa forma dell'equazione 2.14, si può ritrovare nel modello di 
Greenberg ed in altri autori (Prigogine et al., 1971). 
A dispetto della semplicità dell'approccio idrodinamico e della radicale differenziazione 
con le teorie statistiche del flusso, questo non consente di descrivere completamente il processo 
di traffico: non è dato conoscere la forma della curva flusso-densità; si presuppone che questa 
curva valga, indifferentemente in condizioni di dipendenza spaziale e temporale, quando la 
relazione flusso-densità ha carattere locale e potrebbe essere inapplicabile per inomogeneità locali 
eccessive del flusso (valori di concentrazioni maggiori di 60 veic./km) o per variazioni di scala 
temporali (cioè per tempi sufficientemente brevi da potere trascurare l'interazione ); sono 
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trascurate completamente le instabilità che, ad alte concentrazioni, hanno un effetto dominante. 
Riprendendo il concetto di associare alla velocità una funzione di distribuzione f(x, v, t) e 
supponendo che in condizioni di basse densità questa sia costante nel tempo, cioè vi sia una 
omogeneizzazione del traffico dovuta al libero sorpasso dei veicoli, si può scrivere l'equazione 
cinetica o di continuità, come proposto da Herman nel 1962, nel seguente modo: 
Of/ éJt +v Of/t3x =o (2.15) 
la quale esprime che il cambio del numero di macchine su una superficie elementare dxdv è 
uguale alla differenza tra quelle che entrano e quelle che escono. La soluzione generale 
dell'equazione differenziale è una funzione del tipo f(x,v,t)=f(x-vt, v, t=O). 
Se si introduce una nuova funzione di distribuzione della velocità j 0(x, v, t) , detta della 
velocità desiderata, (Prigogine, 1971 ), l'equazione rappresenta sempre per superficie elementare 
dxdv il numero di macchine i cui guidatori hanno, al tempo t e per un intervallo dx , una velocità 
desiderata compresa tra v e v+dv . La differenza con il precedente approccio consiste nel 
contemplare che una perturbazione (ostacoli, tempo, interazioni) al sistema provoca una 
variazione della funzione di distribuzione. Senza entrare nel dettaglio della teoria, questo 
transitorio avviene in un tempo di rilassamento, T, che soddisfa alla equazione differenziale del 
rilassamento. 
Se l'inomogeneità temporale non consente l'applicazione della precedente semplificazione, 
la funzione di distribuzione cambia sia per il termine di flusso che per il termine di rilassamento 
che tiene conto del ritardo di risposta dei veicoli ad ogni cambio nelle condizioni di flusso: 
Of l c1 + v Ofl t3x = - ( f- !o) l T (2.16) 
Analogamente può essere introdotto un termine dovuto alla interazione tra i veicoli come 
proposto da Hirschfelder et al. nel 1964. Kiihne, riprendendo l'analogo idrodinamico di Whitham 
del 1974, inserisce,· oltre ad un termine di viscosità, un ternune di anticipo delle variazioni di 
traffico (Kiihne, 1989) o di consapevolezza delle condizioni di traffico a valle (Kiihne, 1991) cioè 
una dipendenza della velocità media dalla densità, sotto la forma di un termine di pressione. 
Una variante della equazione di continuità, che ha avuto molto interesse e deriva da una 
impostazione microscopica, è stata formulata da Payne nel 1971 e meglio nota con il nome del 
programma di simulazione che la utilizza come modello: FREFLO. Questa formulazione tenta di 
risolvere il problema dell'occlusione (lockup) introducendo come termine noto dell'equazione 
differenziale, una velocità desiderata vo funzione della densità e un termine aggiuntivo 
proporzionale all'opposto della variazione spaziale della densità: 
tv là+ v tvlt3x =- (v- vo(k)) !T - (( g!T) ék là) 
dove g è una costante [ m3 /h]. 
(2.17) 
(Papageorgiou, 1983) e (Papageorgiou et al., 1989) elaborano una serie di modelli sia per 
progetti di strategie di controllo sia per scopi di simulazione. La formulazione di ogni modello 
tiene conto della equazione che rappresenta la legge di conservazione dei veicoli e di una 
relazi~ne (statica o dinamica) non-lineare tra la velocità media e la densità. La relazione dinamica, 
come proposto già da Payne, si è dimostrata dal punto di vista della struttura matematica, di stima 
dei parametri e di sensitività, quella decisamente superiore. Alla proposta di Payne sono stati 
aggiunti due termini: uno dovuto alla presenza di rampe d'accesso, il termine on-off ramp ed uno 
di miscelazione tra corsie in prossimità degli accessi. Quest'ultimo termine non solo tiene conto 
degli effetti di confluenza in prossimità degli accessi ma anche di ogni eventuale riduzione nel 
numero di corsie od ostacolo che forzi ad un cambio di corsia; tale inserimento supera una nota 
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lacuna del modello di Payne che aveva scarse prestazioni proprio in caso di riduzione di corsie. Il 
test del modello e la taratura dei parametri si sono attuati nel controllo con tecnica di regolazione 
di rampa sul Boulevard Périphérique di Parigi per una lunghezza totale di 6 km. (Papageorgiou et 
al., 1990). Il modello matematico del flusso è stato denominato META (Modèle d'Ecoulement du 
Trafic Autoroutiere) che oltre alle strategie di controllo può avere altre aree di applicazione: 
ricostruzione on-line del traffico reale tra due stazioni di rilevamento (3 km o più), previsioni on-
line del flusso date le condizioni al contorno, analisi e simulazione di condizioni di traffico 
partendo da dati storici o ipotetici valori al contorno (Papageorgiou et al., 1990, Morin et al., 
1991 b). Sulla base del modello precedente sono stati sviluppati altri programmi di simulazione: 
MET ANET, che è una evoluzione del precedente META, e considera reti autostradali per un 
controllo non solo di regolazione di accesso dalle rampe ma anche di rerouting dei flussi 
all'interno della rete; MCONTRM, assegna il traffico ad una rete e predice il comportamento 
macroscopico del traffico nell'ottica di una strategia di rerouting (Morin et al., 1991 a). 
Un approccio singolare alla modellizzazione del flusso veicolare è quello descritto da 
(Morin et al., 1991b) che, rimanendo di tipo macroscopico, produce un modello, SIMAUT, 
basato sulla teoria della propagazione delle onde d'urto ed è in grado di seguire la propagazione e 
la collisione di onde d'urto, fornendo, poi, i dati di traffico per formazioni omogenee di 
autostrada. L'equazione del modello è a due regimi distinti per valori di occupazione inferiori o 
superiori al valore di flusso massimo. 
(Ross, 1988), per eliminare l'effetto di occlusione non sufficientemente risolto da Payne, in 
seguito ad indagini su campioni di traffico, considera la velocità desiderata, vo, costante e non 
dipendente dalla densità: ciò in quanto sostiene che la velocità a cui si desidera viaggiare non 
cambia: 
iV là + v iV! a = - (v - v o) l T 
dove T è il tempo di rilassamento. 
(2.18) 
Questa formulazione sembra dare ottimi risultati numerici anche se una critica a questa 
impostazione proviene da (Newell, 1989) che sostiene il problema di Ross essere una semplice 
questione di funzioni al contorno da utilizzare in modo corretto nella risoluzione della equazione 
differenziale e non una sostanziale lacuna del modello di Payne. (Leo et al., 1992) pongono 
l'attenzione sulla difficoltà numerica delle soluzioni dei modelli macroscopici, in particolare di 
quello di Payne, e sulla scelta del metodo più appropriato per produrre risultati realistici; in 
particolare focalizzano l'analisi sul metodo che utilizza l'algoritmo di Roe basato sulla dispersione 
delle differenze di flusso. 
(Alvarez et al., 1990) introducono il concetto della probabilità che un veicolo possa 
effettuare il sorpasso, P , funzione della densità; inoltre il tempo di rilassamento, T, è funzione 
crescente della densità: 
òf 1 a + v òf 1 a = - r J-J o) !T + r 1- P J J k (v- v J (2.19) 
che ha l'unico difetto di essere una equazione integro-differenziale con in più la dipendenza di P 
dalla densità. Sulla questione del cambio di corsia, (Chang et al., 1991 ), ne elaborano un modello 
empirico per situazioni di traffico non congestionato ponendo in evidenza il legame tra 
l'effettuazione del cambio corsia e i parametri del traffico: i risultati indicano chiaramente che i 
principali fattori che influenzano il comportamento del guidatore sono la distribuzione dello 
headway e il rapporto tra la velocità e la densità delle corsie adiacenti. (Ferrari, 1990) evidenzia 
che, nel caso di autostrada percorsa da viaggiatori abituali, il processo legato alla occupazione 
delle corsie può essere assimilato ad un processo di Markov (una catena, in quanto a passi 
discreti); omogeneo poiché la probabilità di transizione tra gli stati ( le combinazioni delle possibili 
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occupazioni delle corsie) non dipende dal passo di discretizzazione; irriducibile poiché tutti gli 
stati sono comunicanti, ed infine non periodico: ne consegue (si veda il par.3.1) che la 
distribuzione degli stati tende sempre alla stessad istribuzione di equilibrio indipendentemente 
dalla situazione iniziale; inoltre tutti gli stati del processo risultano essere ergodici per cui anche il 
processo stesso risulta essere ergodico (Kleinrock, 1975). 
(Smulders, 1987), (Smulders, 1990a), (Smulders, 1990b) considera un modello valido per 
un solo tronco stradale, derivato da quello di Payne; la semplificazione derivante non limita le 
analisi ne~essarie e mantiene fattibile il progetto delle procedure di controllo. Il modello è 
descritto dalle equazioni differenziali della densità di traft1co e dalla velocità media: per questa 
ultima, l'equazione è a doppio regime, distinto per il valore rcrit ; va sottolineata che la stocasticità 
del processo di traffico è rappresentata dalla deviazione standard del rumore e dal fattore che 
simula un moto browniano: 
dove: 
l 
dr= LI (q0 -lrv)dt + s dw 
l 
dv= -T (v- ve(r))dt +m dz 
( 
v free- ar, O :S r :S rcrit J 
ver- l l · ( )- d(-- -) r . < r < r. ' r f· ' cnt- - JaDl 
Jam 
r =la densità alla sezione al tempo t (in veic/km/corsia); 
v= la velocità media (km/h) dei veicoli alla sezione al tempo t; 
l = numero di corsie; 
L= lunghezza della sezione (km); 
q0 =flusso in entrata (veic/h); 
s = deviazione standard del rumore per l'equazione della densità; 
w= un moto Browniano standard (veic/km/corsia); 
v free = velocità libera; 
rcrit =densità critica (veic/km/corsia); 
rjam =densità di saturazione (veic/km/corsia); 
T= tempo di rilassamento (h); 
(2.20a) 
(2.20b) 
(2.2la) 
(2.2lb) 
m =deviazione standard del rumore per l'equazione della velocità; tiene conto del rumore 
di accelerazione; 
z =un moto Browniano standard (km/h). 
a= una costante (km/veic.). 
Un approccio assimilabile a quelli macroscopici è quello di Ahmed (1983). Il modello 
elaborato è basato sulla costruzione di un processo casuale partendo da rilevazioni sul campo 
delle variabili di stato del traffico. Un dato che molti sistemi di sorveglianza e controllo 
autostradale richiedono è quello dell'occupazione media opportunamente mediata sulle corsie 
disponibili. Il comportamento dinamico della variabile occupazione, campionata ad istanti regolari 
può essere visto come un processo casuale a tempo discreto {~} e può, quindi, essere 
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rappresentato da una ampia classe di modelli lineari a media mobile della forma: 
FP(B) Vd( X t- m)= qq (B)~ (2.22) 
dove p, d e q sono numeri naturali, m è il valore medio della variabile di stato, F p(B) è un 
operatore autoregressivo di ordine p, qq (B) è un operatore a media mobile di ordine q, Vd è un 
operatore derivata di ordine d, le variabili ~ rappresentano rumore bianco. Ovviamente, la 
definizione del modello finale richiede una notevole mole di dati (il lavoro di Ahmed utilizza 225 
ore di rilevamento senza incidenti), per arrivare ad una formulazione numerica dei parametri. Il 
vantaggio di questa categoria di modelli consiste nella loro generalità e nel rappresentare bene la 
natura stocastica di molti processi fisici. 
2.3. I MODELLI MICROSCOPICI 
La separazione longitudinale tra veicoli di uno stesso flusso veicolare è di particolare 
importanza per lo studio e il controllo della sicurezza, della capacità e del livello di servizio. E' 
ovvio che ogni veicolo deve avere uno spazio minimo disponibile lungo la direzione di marcia in 
modo che il guidatore abbia la possibilità di effettuare le manovre opportune per evitare collisioni 
con i veicoli che lo precedono o con ostacoli fissi. La spaziatura tra i veicoli costituisce uno dei 
parametri fondamentali nella definizione della capacità di una strada e di conseguenza influisce sul 
livello di servizio. 
Lo spazio longitudinale occupato dai veicoli nel flusso di traffico si può distinguere nello 
spazio occupato· fisicamente dal veicolo e nell'intervallo compreso tra due di essi. I due parametri, 
definiti nel primo paragrafo, lo spacing (s) e la visibilità (c), sono, quindi, le misure necessarie 
per la descrizione del sistema. 
I modelli microscopici, quindi, calcolano lo stato del sistema sulla base delle caratteristiche 
dei singoli guidatori e dei singoli veicoli e delle loro interazioni. 
2.3.1. Le Teorie di "Car-Following" 
Le teorie di questo tipo si applicano bene a corsie con traffico denso ma senza sorpasso, 
con una distanza media (spazio libero), tra i veicoli compresa tra i 50 e i 100 metri cioè una 
densità media compresa tra l O e 20 veic./km, equivalente ad una distanza temporale di 2 , 6 
secondi. 
L'assunto fondamentale consiste nel ritenere che il guidatore reagisca in qualche modo ad 
uno stimolo proveniente dal veicolo davanti o dietro di lui. In generale, inoltre, si assume che le 
condizioni stradali non influiscano sul comportamento del guidatore. L'obiettivo è quello di 
descrivere matematicamente il modo di procedere dei veicoli e di determinare qualitativamente 
quello che accade all'insieme di veicoli accodati quando interviene una fluttuazione del moto o 
della velocità. 
L'equazione fondamentale non è di derivazione dinamico-meccanica ma di carattere 
psicologico: la relazione stimolo-risposta lega la risposta del veicolo successivo nel flusso, cioè la 
sua accelerazione al tempo t + T, con la grandezza dello stimolo al tempo t ,proporzionalmente ad 
una certa sensitività del sistema (Fig. 2. l), cioè: 
Risposta (t+ T) = Sensitività *Stimolo (t) (2.23) 
Lo stimolo potrebbe anche essere funzione della posizione dei veicoli ma analisi 
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sperimentali hanno evidenziato la stretta relazione tra la risposta e la velocità relativa dei veicoli. 
La sensitività ha un campo di interpretazione molto vario: da costante, inversamente 
proporzionale alla distanza tra i veicoli, ad altre funzioni più complesse. 
Le notazioni utilizzate relativamente a due veicoli accodati sono (Fig.2.2): 
n= veicolo di testa 
n+ l = veicolo successivo o accodato 
Ln = lunghezza del veicolo di testa 
Ln+ 1 = lunghezza del veicolo successivo 
Xn = posizione del veicolo di testa 
Xn+ 1 = posizione del veicolo successivo 
~n = velocità del veicolo di testa 
~n+ 1 = velocità del veicolo successivo 
~n+ 1 = accelerazione del veicolo successivo 
L\t = intervallo di tempo successivo al momento considerato t 
da cui si deriva la formula generale: 
00 o o 
x n+ 1 (t+L\t) = A [ xn(t) - Xn+ 1 (t)] 
dove A è la sensitività che può assumere i valori: 
A = c, costante~ cioè i! flusso è stabile; 
A = a, costante, per densità minori di quella critica~ 
= b,costante, pér densità maggiori di quella critica~ 
A= cis, c=costante, s=separazione tra i veicoli~ 
A = ~n+ l l s2 ~ 
A= c l s2 · , 
(2.24) 
In forma generale il coefficiente di sensitività può essere espresso come Gazis nel 1961, 
funzione sia della velocità del veicolo accodato che della separazione tra i veicoli: 
A= Ao [ ~n+ 11m l [xn-1 - xnJ1 
dove Ao è una costante, m e l delle costanti intere. 
2.3.2 La teoria di Pipes (1953') 
(2.25) 
La semplice regola su cui si basava tale teoria era di considerare necessaria una distanza di 
sicurezza tra un veicolo e il precedente pari alla lunghezza del veicolo stesso per ogni -16km/h 
(10 miglia/h) di velocità. L'equazione risultante per la separazione dei veicoli è funzione della 
velocità: 
(2.26) 
dove dmin è la distanza minima tra i veicoli. Immediato è il calcolo dello headway minimo: 
hmin= Ln114.7 + L#n+l(t) (2.27) 
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n+ 1 n 
(a) 
1----s(t) ___ ,_, 
Vehicle n initiates deceleration 
~-----~----------~ 
Stopping distance far n 
n+1 n+ 1 n 
t---d,----t-----d2-----+--
Oistance trave!led 
during ti me T 
Stopping distance 
for n+ 1 
-Vehicle n+ 1 initiates 
deceleration 
(b) 
Fig. 2.1: Relazione intercorrente tra la risposta, al tempo t+ T, e lo stimolo, al tempo t, nella 
valutazione delle distanze di sicurezza. 
x (t) 
n 
"in+ l (t+~ t) 
in+ l (t) 
L n+1 
l~ x (t) -n 
Fig. 2.2: Notazioni di car-following. 
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Secondo questa teoria la distanza minima di sicurezza cresce linearmente con la velocità 
mentre lo headway decresce inversamente proporzionale alla velocità raggiungendo il minimo 
assoluto a velocità infinita. I risultati di campo danno risultati in accordo solo per l'intervallo di 
velocità 25-60 kmlh, il che costituisce una ottima approssimazione per la semplicità del modello. 
Poiché il flusso è inversamente proporzionale allo headway, all'aumentare della velocità esso 
aumenta: questo rimane vero per basse velocità quando tutti i veicoli sono effettivamente accodati 
e mantengono lo headway vicino al minimo. A velocità (medie) maggiori non tutti i veicoli 
viaggiano alla stessa velocità e, quindi, non tutti hanno lo stesso headway minimo. Perciò mentre 
teoricamente il flusso potrebbe crescere con la velocità, la capacità viene raggiunta per valori di 
velocità dell'ordine di 50, 70 kmlh. E' interessante notare come un aumento di capacità potrebbe 
essere ottenuto con un sistema di controllo automatico dei veicoli per matenere il minimo 
headway alla massima velocità. 
2.3.3. La teoria di Forbes (1958) 
In questo caso l'approccio consiste nel considerare il tempo di reazione necessario ad un 
veicolo accodato per percepire la necessità di una accelerazione o decelerazione: cioè l'intervallo 
tra il fronte del veicolo accodato e il retro del veicolo precedente deve essere maggiore del tempo 
di reazione. La relazione si scrive matematicamente: 
(2.28) 
dove Dt è il tempo di reazione (tipico 1.5 s). 
Dualmente, l'equazione per la distanza è: 
. o 
dmin= Dt 1 xn(t) + Ln (2.29) 
C'è una notevole similitudine tra questo modello e quello di Pipes; come quest'ultimo, il 
modello di F orbes ha una buona corrispondenza con i valori di campo per velocità medie; per 
basse e alte velocità il comportamento è lievemente migliore mantenendo comunque forti 
differenze con i dati di campo. 
2.3.4. Le Teorie Generai Motors ( 1959-1961) 
Particolare importanza assumono i lavori svolti da un gruppo di ricercatori (Herman, 
Montroll, Potts, Rothery, Gazis, etc.) associati alla Generai Motors sia per i relativi esperimenti di 
campo sia per la scoperta del legame matematico con le teorie macroscopiche del flusso. 
Le teorie di questo gruppo sviluppano cinque modelli distinti, basati tutti sulla relazione: 
Risposta (t + T) = funz (Sensitività , Stimolo ) (2.30) 
cioè la risposta è sempre rappresentata dall'accelerazione del veicolo che precede; lo stimolo è 
dato dalla velocità relativa tra i veicoli e la sensitività può assumere varie forme di 
rappresentazione. 
Il primo modello è di tipo lineare e considera costante la sensitività, a, pervenendo alla 
seguente equazione: 
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00 o o 
X n+ l (t+Dt) =a. [ Xn(t) - Xn+ l (t)] (2.31) 
Dai valori relativi della velocità, si deduce se la risposta è una accelerazione o una 
decelerazione. 
Esperimenti sul campo per valutare il tempo di reazione, ~t, e la sensitività, a., furono 
condotti dalla G.M. in modo assai articolato; i risultati danno un tempo di reazione compreso tra 
l e 2.2 secondi e una sensitività compresa tra 0.17 e 0.74 (s-1). L'intervallo molto ampio per la 
significatività ha indotto a formulare un modello con una sensitività a due stati: quando i due 
veicoli sono molto vicini, la sensitività è più alta, a. l, mentre quando sono distanti viene usato un 
più basso valore, a.2. 
a. l 
~n+ 1 (t+~t) = o [ xn(t) - Xn+ 1 (t)] 
a.2 
(2.32) 
E' evidente la difficoltà intrinseca del modello per l'individuazione dei due valori a. l, a.2, 
che portò, dopo altri esperimenti di campo, a incorporare nella significatività la separazione, 
assumendo la forma dei modelli non lineari: 
(2.33) 
Da notare che dimensionalmente a.0 è una velocità, fatto che presumibilmente costituì la 
tra~cia per l'individuazione del legame tra i modelli microscopici e macroscopici. 
Anche per questo modello i valori rilevati sul campo danno un intervallo molto ristretto 
per il tempo di reazione (1.2-1.5s) ma assai più grande per la sensitività (8-12 m/s). 
Il quarto modello migliora la formulazione della sensitività introducendo oltre ai termini già 
esistenti nei modelli precedenti anche la dipendenza dalla velocità del veicolo che precede: 
oo ( ~) _ a.' [ Xn+] {t+Dt)] 
X n+ l t+ t - [xn(t)- Xn+ l (t)] [ xn(t) - Xn+ 1 (t)] (2.34) 
dove a.' è una costante adimensionata. 
Assai simile al precedente, con una connotazione di maggiore generalità, è il quinto 
modello che introduce degli esponenti nel termine della significatività sia per la dipendenza con la 
velocità che con la separazione: 
oo CJ..) m [ Xn+l {t+Dt~]m o o 
X n+ l (t+Dt) = '[xn(t)- Xn+ l (t)] [ xn(t) - Xn+ l (t)] (2.35) 
dove a.1 m è una costante [mi-m sm-1]. 
' 
E' facile individuare al variare di m e l il primo modello, lineare intero, e il secondo, 
semilineare intero, per m=O e 1=0; così il terzo e il quarto, non lineari, per m=O e l= l. 
2.3.5. Altri modelli 
Ulteriori sviluppi sono stati apportati a queste teorie, tra cui i più importanti sono quelli 
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che hanno dato origine ai modelli non-interi, utilizzando valori di m o l non interi. 
Nel tentativo di includere anche un secondo veicolo di testa si è pervenuti alla 
formulazione di un modello detto dei tre veicoli (Gabard, 1991): 
00 o o o o 
Xn+2(t+Dt) = a1 [ Xn+ 1 (t) - Xn+2 (t)] + a2 [ xn(t) - Xn+2 (t)] (2.36) 
dove a1 e a2 sono dei coefficienti di sensitività [s-1]. Le prove sperimentali hanno, peraltro, 
mostrato che lo stimolo prodotto dal secondo veicolo di testa, pedice n, non è fortemente 
significativo. 
Nel 1961 Helly suppose che il guidatore che segue cerchi di minimizzare sia la differenza 
di velocità che di spazio con il veicolo che lo precede cosa che i precedenti modelli non 
consideravano assumendo che a velocità uguale la distanza tra i veicoli non poteva cambiare. 
Inoltre, introdusse un parametro, D, per tenere conto della distanza desiderata tra veicoli : 
00 o o 
x n+ 1 (t+Dt) = c1 [ xn(t) - Xn+ 1 (t)] + c2 [ xn(t)- Xn+ 1 (t) +D] (2.37) 
dove c 1 e c2 sono rispettivamente il coefficiente di controllo della velocità [ s-1] e della distanza 
[s-2]. 
Una successiva evoluzione tiene conto della diversa capacità di reazione per 
l'accelerazione e per la decelerazione formulando un modello derivato dal primo modello di car-
following dove il coefficiente a è sostituito da a-t nel caso di velocità relativa positiva 
(accelerazione) e da a_ per velocità relativa negativa (decelerazione). 
Nel 1981, Gipps propose un nuovo modello di car-following basato sull'assunto che ogni 
guidatore stabilisce la propria velocità in funzione di una desiderata capacità di frenatura e di 
accelerazione; le due componenti hanno una formulazione separata. 
Per l'accelerazione: 
o a o 
xn+ 1 (t+L\t) = Xn+ 1 (t)+ 
+ 2.5 an+ l L\t [1- ~n+ l (t) l V n+ I] [ 0.025 +~n+ l (t) l Vn+Ill/2 (2.38) 
o a 
dove xn+ 1 (t+L\t) è la massima velocità alla quale il veicolo n+ l può accelerare nell'intervallo L\ t; 
· V n+ 1 è la velocità desiderata e an+ 1 è la massima accelerazione possibile del veicolo n+ l. 
Per la frenatura: 
ob 2 xn+ 1 (t+L\t) = Pn+ l L\ t + ( [J3n+ l L\ t] - Pn+ l* 
* {2 [xn(t)- In- Xn+ 1 (t)] +~n+ 1 (t) L\ t- ~n(t)2 l~} )112 (2.39) 
ob 
dove xn+ 1 (t+L\t) è la massima velocità di sicurezza per il veicolo n+ l rispetto al veicolo n; Pn+ 1 
è la frenata più brusca che il veicolo n+ l è disposto a compiere ( < O); In è l'effettiva lunghezza del 
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veicolo n e ~ è la stima dei J3n utilizzata dal veicolo n+ l. Le velocità individuate dalle due 
precedenti equazioni rappresentano dei limiti superiori, quindi, il guidatore del veicolo n+ l, che 
tende a viaggiare alla massima velocità coerentemente con questi vincoli, adotta la minima tra le 
due. La limitazione dovuta alla accelerazione (quindi alla potenza del mezzo) influsice in 
condizioni di bassa densità quando i veicoli, molto spaziati tra di loro, si influenzano poco. L'altra 
condizione è sicuramente più restrittiva e riproduce meglio il comportamento in situazioni di car-
following; va detto che questa velocità viene selezionata tenendo presente la capacità di frenata 
desiderata, mantenendo la possibilità di effettuare una frenata più intensa in caso di urgenza. 
La questione del cambio di corsia e del sorpasso (Fig.2.3) possono essere introdotti in un 
modello di car-following in una forma leggermente modificata. La misura dei parametri necessari 
a questi modelli è assai onerosa poiché è richiesta la rilevazione contemporanea di più variabili 
(Leutzbach, 1986). L'aspetto geometrico delle distanze tipiche di un sorpasso è trattato da 
(O'Flaherty, 1986) che ne propone 4: una distanza relativa al tempo di esitazione prima di 
effettuare il soprasso, una di sorpasso vera e propria, una di sicurezza da un eventuale veicolo 
sopraggiungente in direzione opposta e una ultima che tiene conto della distanza a cui un veicolo 
sopraggiungente dovrebbe essere prima che si effettui il sorpasso. Evidentemente queste 
definizioni si applicano bene per strade a due corsie a doppio senso di marcia e con qualche 
restrizione, sull'ultima distanza definita, a quelle con tre corsie. Sono da ritenersi adatte a 
questioni proogettuali più che operative tenuto conto che strade a più di tre corsie esibiscono un 
flusso assimilabile a quello delle file parallale per le quali non ha senso parlare di sorpasso. 
puslng allned 
anly reluatlan 
na passlng 
Fig. 2.3: Modello per il cambio di corsia e il sorpasso (Alvarez et al., 1990). 
La Fondazione G.Marconi (1985) ha elaborato una variante al modello generale con m=O 
e l= l che tiene conto della possibilità di compiere il sorpasso. L'accorgimento adottato è quello di 
eliminare dal modello, per la fase di sorpasso, il termine dipendente dalla velocità, sostenendo che 
l'accelerazione di un'auto che inizia il sorpasso è tanto più alta quanto minore è la distanza 
dall'auto che deve superare. 
Un contributo molto consistente sulla formulazione del comportamento di decisione che è 
a monte del cambio di corsia è stato fornito da Gipps (1986) ed è una parte integrale del 
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programma di simulazione del traffico veicolare, MUL TSIM, basato sul modello di car-following 
elaborato dallo stesso Gipps. I fattori considerati che sono ritenuti influenti nella decisione di 
cambiare corsia sono i seguenti (Fig.2.4): 
- Se è possibile o sicuro cambiare corsia; 
- La dislocazione di ostruzioni perman.enti; 
- La presenza di corsie preferenziali; 
- La convinzione di cambiare corsia; 
-La presenza di veicoli pesanti; 
- La velocità. 
Il modello, in base ai precedenti fattori, risolve una serie di questioni soggettive sul 
comportamento del guidatore, inerenti a: 
- La scelta della corsia su cui girare; 
- La fattibilità del cambio di corsia; 
- La convinzione ad effettuare il cambio di corsia; 
- L'urgenza del cambio di corsia; 
-L'uso di corsie preferenziali; 
- Il comportamento a media distanza dal possibile cambio di corsia; 
-I vantaggi della corsia attuale o di quella obiettivo; 
- L'effetto del veicolo che precede; 
- L'influenza di veicoli pesanti; 
-La sicurezza. 
2.3.6. Modelli derivati daUateoria del controllo ottimo 
Nei modelli derivati dalla teoria del controllo ottimo l'equazione che rappresenta il moto 
del veicolo che segue, n+ l, ha la forma generica della seguente equazione vettoriale: 
Xn+ 1 (t+~t) =An+ 1 Xn+ 1 (t) + B u(t) (2.40) 
dove Xn+ 1 è un vettore di stato bidimensionale del veicolo n+ l che ne definisce la 
posizione, Xn+ 1 (t) e la velocità Xn+ 1 (t); An+ 1 è una matrice quadrata di ordine 2, B è una 
matrice rettangolare 2xl, e u(t) rappresenta il controllo esercitato dal guidatore (accelerazione o 
decelerazione). Per il veicolo di testa viene utilizzata una identica formulazione, senza il termine di 
controllo B u(t). 
Il criterio di valutazione del controllo ottimo che viene applicato al modello è legato 
all'obiettivo della strategia di controllo. In letteratura sono stati proposti numerosi funzionali di 
costo; tra questi (C.S.S.T., 1992): 
-massimizzazione del flusso nello spazio e nel tempo ovvero minimizzazione del tempo 
speso nel sistema dai veicoli; 
-massimizzazione del prodotto del flusso per la velocità sia nello spazio che nel tempo 
(criterio dell'energia cinetica); 
-minimizzazione della densità veicolare nello spazio e nel tempo ovvero minimizzazione del 
tempo speso nel sistema dai veicoli; 
-minimizzazione del quadrato delle densità nello spazio e nel tempo ( omogeneizzazione 
della densità); 
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Il problema diviene quello di trovare una sequenza, Uh di controllo che, applicata alla 
funzione obiettivo, la minimizzi. Questo approccio è deterministico; un approccio stocastico può 
essere implementato inserendo nel modello il rumore di osservazione e di stato; è ovvio che la 
soluzione al problema di controllo stocastico viene ricavata dopo opportuno filtraggio dei termini 
di ordine superiore dello sviluppo in serie delle componenti non lineari dovute al rumore. 
Fig. 2.4: Flow-chart del comportamento decisionale per un cambio di corsia (Gipps, 1986). 
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2.3. 7. Il Legame tra i Modelli microscopici e macroscopici 
E' interessante evidenziare il legame matematico tra il terzo modello di car-following e 
quello di Greenberg che fu il primo ad essere dimostrato. Successivamente si dimostrò anche che 
la derivabilità dei modelli macroscopici da quelli microscopici era generalizzabile. Integrando in t 
l'equazione differenziale del modello microscopico ricavato dal modello generale per m=O e 1=2, 
si ottiene: 
o 
Xn+l = ao [In (xn- Xn+I)] +c l 
Se si sostituisce v a Xn+ 1 e 1/k: a (xn- Xn+ I) , si può scrivere: 
l 
v= a0 In k +C 1 
(2.41) 
(2.42) 
Se si pone a0 lnC2 = C 1 e si impone che per v= O , k = kj , si ricava che C 2 = ki 
L'equazione iniziale diviene: 
o o 
l o 
1.5 o 
2 o 
2 l 
3 l 
k 
v= a0 In (ft) 
v = v1 r k 1 k r 1 J 
v= v0 ln(k/ k) 
v= VJ [ l - (k l k) l 12] 
V = Vf ( l - k l k) 
v= v! e -k l k0 
v=v e-112 ( k 1 koJ2 
(2.43) 
--------------
Greenberg 
Drew (n=O) 
Greenshields 
Underwood 
Northwestern University 
Tab.2.1: Equivalenza tra la formulazione microscopica, a parametri l e m, e quella macroscopica. 
-2 -1 o +l +2 
-l 
o 
+l Greenberg 
Esponente di 
headway, l 
+2 Greenshields 
di 
+3 
+4 
Esponente della velocità, m 
Fig. 2.5: Relazione tra i modelli macroscopici e microscopici nel piano dei parametri di car-
following, m e l. 
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Poiché dalla equazione fondamentale del flusso si ha q = v k, moltiplicando entrambi i 
termini della precedente equazione per q e derivando per dk, imponendo che per dq/dk=O 
(condizioni di flusso massimo) k=ko , si ottiene che k0 = kje. Imponendo, poi, v=vo , k=ko , 
nell'equazione precedente , si ottiene v0=a0 e, quindi, l'equazione finale : 
k 
v = Vo In r (2.44) 
che è l'equazione del modello macroscopico di Greenberg, dove: 
v= velocità media (nello spazio), 
v0 =velocità di flusso massimo, 
kj = densità di saturazione, 
k =densità. 
Le relazioni più note tra i modelli microscopici e macroscopici sono riportate in Tab.2.1; 
va notato che la relazione valendo anche per valori di l e m non-interi può essere meglio 
rappresentata nel piano dei parametri l-m (Fig.2.5). 
2.4. I MODELLI PSICO-FISICI O COMPOR T AMENf ALI 
I modelli di car-following assumevano nelle prime formulazioni, assai poco 
realisticamente, che la ·reazione dei guidatori potesse avvenire anche per piccole variazioni di 
velocità e persino a grandi distanze, almeno fintantoché la differenza di velocità non è nulla. 
I modelli psico-fisici sono strutturati per descrivere i processi del flusso il più strettamente 
vicini alla realtà. La ricerca nella psicologia della percezione ha mostrato che i guidatori hanno 
una risposta allo stimolo limitata (Leutzbach, 1988) (Fig.2.6, Fig. 2. 7). Le basi di questi modelli 
sono: 
O per grandi separazioni il guidatore del veicolo che segue non è influenzato dalla differenza 
di velocità con il veicolo che precede, 
O per piccole separazioni ci sono combinazioni di velocità relative e separazioni per le quali 
non succede nulla, come nel caso precedente, poiché il movimento relativo è troppo 
piccolo. 
Questo significa che ci sono soglie di percezione che discriminano la abilità di riconoscere 
variazioni sia di velocità che di dimensione. Queste soglie sono rappresentate da parabole nel 
o 
piano ~ x - ~ x , differenziale, rispettivamente, di spazio e velocità. 
Se si assume che la relazione delle soglie di percezione sia simmetrica sia per variazioni 
positive che negative della velocità, il comportamento spaziale risultante assomiglia a quello di un 
pendolo intorno al suo punto di equilibrio. 
Tali modelli includono condizioni più realistiche sul flusso di traffico e si prestano ad 
essere utilizzati nelle simulazioni: va fatto notare che l'equazione di moto precedentemente 
descritta corrisponde all'espressione di car-following con m=O e 1=2, e perciò tali modelli vengono 
anche denominati di car-following comportamentale. 
L'introduzione delle tecnologie di informazione all'utente costituiscono un fattore di 
influenza delle scelte comportamentali di guida. La stessa scelta tra due o più itinerari è basata 
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sulla loro qualità percepita e sulla utilità attesa che ne consegue. Nelle sequenze di scelta la 
funzione di costo, o di utilità, deve essere aggiornata tenendo conto di un processo di 
apprendimento. Non va dimenticato che la scelta può dipendere semplicemente dall'abitudine, 
determinando un comportamento ripetitivo e fisso . Le informazioni prescrittive o descrittive 
fornite dai sistemi a messaggio variabile o, genericamente, R TI, influenzano in modo non 
deterministico il comportamento dei guidatori per cui diviene necessario elaborare dei modelli che 
tengano conto della componente aleatoria delle reazioni. In tale direzione è stato sviluppato il 
modello P ACSIM che fornisce l'effetto qualitativo di un sistema avanzato di informazione 
(Dehoux et al., 1991). 
Zona di 
non reazione 
Fig. 2.6: La modalità di avvicinamento tra veicoli si modifica solo quando il veicolo seguente 
supera determinati valori di soglia in distanza e velocità (Leutzbach, 1988). 
~x 
• +~x 
Fig. 2. 7: Andamento tipico di avvicinamento tra veicoli (Leutzbach, 1988). 
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Fig. 2.8: Soglie di percezione per modelli di 
car-following (Reiter, 1991) . 
Fig. 2.9: Soglie di percezione per procedure 
di controllo: 
R TI : Road Transport Information 
SDV valutazione delle differenze di 
velocità a distanza elevata. 
OPDV Opening Difference Velocity 
(percezione di una velocità minore rispetto 
al veicolo che precede) 
CLDV Closing Difference Velocity 
(percezione di una velocità maggiore 
rispetto al veicolo che precede) 
BX : distanza minima desiderata 
SDX distanza mtmma di percezione 
dell'aumento della distanza 
(Reiter, 1991). 
Fig. 2.10: Soglie e procedure di guida per la 
guida automatica 
(Reiter, 1991 ). 
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(Reiter, 1991) ha investigato l'influenza dei dispositivi RTI sul controllo dello "headway", 
della velocità e del cambio di corsia (Fig. 2.8, Fig.2.9, Fig.2.10). La difficoltà nella formulazione 
del modello teorico comportamentale consiste nella taratura dei valori di soglia che discriminano 
la scelta o la reazione del guidatore su basi di dati sufficientemente numerose. Analogamente, 
(Arione et al., 1990), hanno sviluppato un modello per rappresentare il modo con cui gli utenti 
reagiscono alle indicazioni di velocità. 
(Van der Mede et al., 1992) analizzano l'effetto dei dispositivi RTI nella scelta del 
percorso. Il modello proposto usa una funzione di costo casuale che tiene conto, nella formazione 
dell'utilità percepita dall'utente, del tempo e del costo per viaggio percepito, delle varianza del 
tempo e del costo per viaggio, delle possibili alternative e di fattori di disturbi indipendenti. Il 
ruolo della conoscenza e del suo aggiornamento risulta essere determinante nell'influenzare la 
scelta effettuata dall'utente. La conoscenza si basa sulla serie di scelte ritenute possibili e 
dall'inerzia (cioè la tendenza a non cambiare percorso indipendentemente dai funzionali di costo). 
Nel caso di messaggi VMS errati od imperfetti il modello mostra un rapido recupero degli utenti 
dalla cattiva esperienza e non perdono completamente la fiducia nel sistema. 
2.5. CENNI SULLA TEORIA DELLE CATASlROFI 
La teoria delle catastrofi è un modello matematico, formulato da Thom nel 1972, con la 
particolarità di rappresentare improvvisi cambi in una variabile quando le altre variabili correlate 
esibiscono un cambiamento modesto e continuo. Questi cambi improvvisi sono definiti catastrofi e 
possono essere modellati in sette differenti modelli elementari . 
L'applicazione di questa teoria per i modelli. di deflusso stradale discende dalla 
constatazione che la relazione tra velocità, flusso e densità esibisce comportamenti sia continui 
che discontinui collegati allo stato del traffico (flusso libero, stop-and-go, coda, etc ... ) e dalla 
importanza che il punto di rilevamento (e della corsia) ha sulla caratteristica dei dati raccolti (Fig. 
2.11, Fig. 2.12, Fig. 2.13); la conoscenza di queste relazioni e l'individuazione dello stato del 
traffico dalle variabili del processo sono in genere il principio guida delle strategie di controllo. 
Esiste, comunque, un certo disaccordo nell'identificazione dello stato del traffico particolarmente 
nelle fasi di transizione (Fig. 2.14, Fig. 2.15, Fig. 2.16). Per quanto riguarda il rilevamento di 
incidente, il massimo disaccordo c'è quando si ha transizione dallo stato di congestione a quello di 
non congestione. La questione di come il traffico si comporti durante questa transizione o durante 
il viceversa è ulteriormente complicato e non è ancora ben noto se possa dipendere solo dalla 
dimensione dell'intervallo su cui sono rilevati i dati di traffico. Persaud et al.(1989) esaminando 
dati campionati ogni 30 secondi sono in grado di descrivere chiaramente il comportamento delle 
variabili del flusso attraverso l'uso della teoria delle catastrofi utilizzandone i risultati per la 
rilevazione di incidente: questo approccio fomisce una logica alternativa al classico algoritmo 
California basato sul rilevamento dell'occupazione veicolare e presenta vantaggi operazionali 
evidenti. 
Delle sette superfici elementari di catastrofe quella che appare essere la più adatta a 
descrivere il deflusso stradale è quella a cuspide che ricorda un foglio piegato parzialmente la cui 
proiezione sul piano orizzontale è proprio una figura a cuspide. Tale modello possiede cinque 
proprietà che devono essere soddisfatte affinché si possa applicare (Fig. 2.17): la catastrofe, la 
bimodalità, l'isterisi, la divergenza e la inaccessibilità che trovano perfetto riscontro nelle modalità 
operative di traffico. Queste caratteristiche si prestano bene a spiegare quei vuoti nei dati di 
rilevamento che i modelli idrodinamici o di car-following non sono in grado di gestire: queste 
lacune ricorrono quando vi è transizione da o verso lo stato di congestione (Forbes et al., 1990). 
Le variabili utilizzate per descrivere il processo sono, velocità, flusso, e densità (o suoi derivati, 
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come l'occupazione). La velocità viene definita variabile di stato, le altre due, variabili di 
controllo,. Di seguito si analizzano le cinque proprietà. 
La catastrofe: deve accadere in una delle tre variabili e precisamente in quella di stato, cioè 
la velocità. Si manifesta con un cambio improvviso nel valore di questa variabile quando in 
precedenza se ne erano rilevati solo cambi graduali e non se ne potevano prevedere ampie 
variazioni. Il flusso cambia in modo poco consistente, ma la velocità cambia rapidamente non 
appena l'occupazione aumenta. L'equazione fondamentale del flusso, q = kv, (si ricorda che 
l'occupazione è direttamente e linearmente proporzionale alla densità) non è in grado di spiegare 
questo fenomeno, ribadendo l'assunto che essa rappresenta una relazione tridimensionale di tre 
variabili indipendenti. Nella transizione dalla congestione non è assolutamente detto che si 
ripresentino gli stessi valori di occupazione o di flusso: ciò significa che possono verificarsi 
diverse combinazioni di valori nel movimento dalla zona congestionata a quella non-
congestionata. L'analisi dei dati di traffico condotta da (Persaud e Hall, 1989) conferma la 
presenza della catastrofe sulla velocità con valori compresi tra 20 e 50 km/h con campionamento 
a 30 secondi. Analisi con intervallo di campionamento di 5 minuti mostrano lo stesso andamento 
mostrando che gli scostamenti di velocità riscontrati non dipendono dalla frequenza di 
campionamento. I salti di velocità dalla congestione alla non congestione risultano 
considerevolmente superiori a quelli del caso opposto. 
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Fig. 2.11: Relazioni flusso-occupazione per singola corsia e per tre successive sezioni a valle di 
un disturbo di velocità (Hall, 1987). 
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La bimodalità: implica che per certi valori delle variabili di controllo, l'occupazione e il 
flusso, esistano, all'interno della cuspide, due valori stabili per la variabile di stato, la velocità: 
questi valori corrispondono alla stessa combinazione che dà sia la velocità di congestione che di 
non congestione. Nell'analisi su dati di flusso (Forbes et al., 1990) riscontrano l'assenza del 
comportamento bimodale ma suggeriscono che non sia il modello di catastrofe inappropriato ma 
che la definizione di bimodalità nella convenzione del ritardo perfetto sia invece inappropriata. 
Suggeriscono di adottare la convenzione di Maxwell (Fig. 2.18) che non possiede il 
comportamento bimodale: invece di un foglio ripiegato la superficie di catastrofe è rappresentata 
da un taglio verticale. Di conseguenza le combinazioni che determinano la velocità di congestione 
sono distinte da quelle della non congestione. 
x 
u 
v 
Fig. 2.12: Proiezioni dei dati flusso-occupazione sulle superfici di catastrofe (Hall, 1987). 
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L'isteresi: è il fenomeno in base al quale la catastrofe, verso la congestione e viceversa, 
non awiene necessariamente per gli stessi valori delle variabili. Nella convenzione del ritardo 
perfetto il fenomeno dell'isteresi è parte essenziale del modello; nella convenzione di Maxwell non 
è strettamente necessaria. 
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flusso (Forbes et al., 1990) 
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La divergenza: è il fenomeno per cui un piccolo cambio nella traiettoria sulla superficie di 
catastrofe ne cambia in modo significativo il comportamento. Non dipende dalla convenzione di 
bimodalità utilizzata e la traiettoria è rappresentata dalla sezione di un piano verticale al piano 
della cuspide. Poiché un piccolo spostamento sulla superficie può implicare una situazione di 
congestione come una di non congestione, questo fenomeno non risulta di facile rrusura e 
l'applicabilità di questa proprietà viene assunta valida senza eccessivo approfondimento. 
La inaccessibilità: La parte interna al foglio compresa nella cuspide o l'area verticale della 
convenzione di Maxwell rappresentano entrambe delle superfici inaccessibili. I valori 
corrispondenti a queste superfici rappresentano condizioni instabili da cui il fenomeno 
rapidamente si sposta verso le superfici stabili superiori o inferiori. La questione dell'inaccessibilità 
dipende dalle trasformazioni che vengono effettuate sui dati : usare trasformazioni che forzano 
l'inaccessibilità consente di potere applicare questa proprietà della catastrofe. 
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Fig. 2.14: Rappresentazione tipica della discontinuità nella relazione concentrazione-flusso per un 
modello a due regimi (Hall, 1987). 
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Fig. 2.17: a) la cuspide di catastrofe; b) le cinque proprietà della catastrofe a cuspide. 
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Fig. 2.18: Caratteristica del ritardo di isteresi nella formulazione esatta, a), e nella convenzione di 
Maxwell, b). 
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La simbologia usata nella descrizione della catstrofe a cuspide è la seguente: 
x, variabile di stato, velocità media spaziale, 
v, variabile di controllo, occupazione o densità, 
u, variabile di controllo, flusso . 
Il sistema viene descritto come quello che minimizza il potenziale (Hall, 1987): 
V(x) = x4 + ux2 + vx (2.45) 
I punti critici di questa funzione sono definiti dalla superficie (di catastrofe) (Fig. 2.19): 
4x3 + 2ux + v = O (2.46) 
OCCUPANCY 
v 
OCCUPANCY 
Fig. 2.19: Applicabilità della teoria delle catastrofi al flusso veicolare (Forbes et al., 1990) 
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Questa equazione possiede una o tre radici reali in relazione al segno del discriminante, 
8u3 + 27v2, e descrive una superficie parzialmente piegata. La variabile di controllo u, 
l'occupazione, è detta anche varibile di diversione: per valori di u2:_0, la variabile di stato, x, non 
esibisce catastrofe ed ha soli cambi graduali nei propri valori; per valori di u<O, si può verificare 
discontinuità in alcuni valori di v, che per ciò è detta anche variabile "normale". 
(Corriere, 1977) partendo dall'assunto che la teoria delle catastrofi altro non è che una 
analisi di stabilità strutturale dinamica in uno spazio delle fasi che utilizza un sistema di funzioni 
gradienti per la sua descrizione dinamica, utilizza la relazione fondamentale del flusso, q=kv, e la 
relazione che lega la velocità alla densità, v = a - bk, dove a e b sono delle costanti. Combinando 
le due equazioni si ricava la relazione tra v e q: 
v2 a b - b v+ q= o (2.47) 
Il legame funzionale è, in questo caso, ridotto di una dimensione; la velocità è sempre la 
variabile di stato e il flusso è la variabile di controllo. La funzione potenziale, V(v), della 2.46, 
nell'ipotesi che il termine noto sia nullo, cioè che V(O) = O per v= O, è data da: 
v3 a 
V(v) = 3b - 2b v2 + qv (2.48) 
In questo modo è possibile ricavare il punto critico sede dell'instabilità strutturale. Questo 
si ricava ricercando i punti singolari di V(v): derivando V(v) e risolvendo la conseguente 
equazione di 2° grado (2.47), il valore di v che annulla il discriminante rappresenta il punto di 
diversione ricercato. In questocaso vale v = a/2 per q = a2/4b che rappresenta il punto di 
massimo flusso della equazione flusso/velocità. Quando la -variabile di controllo, il flusso, supera il 
valore critico si ha una caduta catastrofica nella variabile di comportamento e la velocità tende ad 
annullarsi determinando una catastrofe. Corriere ( 1977) giunge così alla conclusione che la 
circostanza, intuitiva ed euristica, che un elevato flusso di traffico superando i limiti di capacità 
della struttura, riduce le possibilità di movimento all'interno del flusso determinandone la 
congestione. 
(Ki.ihne, 1991) in uno studio sulla instabilità del traffico individua condizioni di cambio 
catastrofico in altri parametri del flusso (Fig. 2.20). Partendo da una rappresentazione 
macroscopica del flusso (v. par.2.2) in condizioni di instabilità e in prossimità del punto di lavoro, 
evidenzia soluzioni oscillatorie, nello spazio e nel tempo. Introducendo un parametro a, definito 
come la capacità normalizzata di un collo di bottiglia, dato da: 
(2.49) 
con Qo, capacità del collo di bottiglia (veic./h), ro, densità flusso del punto di lavoro (veic./km), 
co, velocità di propagazione delle perturbazioni del flusso (km/h). Per a < O si hanno oscillazioni 
smorzate e, quindi, soluzioni stabili; per a > O le oscillazioni sono divergenti e, quindi, soluzioni 
instabili. Ne consegue che a risulta essere un punto di biforcazione strutturale. Studiando il 
modulo della funzione complessa della soluzione stazionaria, considerando solo il termine di 
primo ordine, e trascurando quelli di ordine maggiore e le armoniche superiori, si ricava il 
modulo del valore dell'onda stazionaria, IAI, a cui si formano le onde cinetiche di stop-and-start; 
esso è proporzionale alla radice quadrata del termine di biforcazione: 
IAI = y;;;:- (2.50) 
L'applicazione della teoria della catastrofe, per la quale è richiesta ancora la zona di 
inaccessibilità e di isteresi, discende dalla constatazione che in funzione delle condizioni del punto 
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operativo può esistere un ciclo stabile separato da uno instabile, da un salto nel valore di IAI (Fig. 
2.21 ). La variabile di stato è, quindi, IAI, e le variabili di controllo sono a e r0 (Fig. 2.22). Questa 
metodologia dovrebbe essere focalizzata a situazioni dinamiche con particolare attenzione alla 
costante di tempo che non deve essere né troppo grande, ottenendo solo risultati qualitativi, né 
troppo piccola, con amplificazione dei piccoli disturbi e oscillando tra lo smorzamento e la 
divergenza. 
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Fig. 2.22: Superficie di catastrofe per ranalisi di un flusso veicolare perturbato 
(Kuhne, 1991) 
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2.6. LA STABILITÀ DEL TRAFFICO 
Un aspetto di notevole interesse consiste nella quantificazione dei parametri del modello di 
car-following tali per cui si possa identificare la stabilità del flusso di traffico a livello locale o 
asintotico: la prima, si riferisce alla risposta di un veicolo accodato, la seconda, al modo in cui la 
variazione del moto del veicolo di testa si propaga all'indietro. 
Per inciso, va ricordato che la teoria del car-following ignora, nella sua formulazione 
deterministica, il rumore di accelerazione, dato dalla deviazione standard della accelerazione 
media: questa componente dovrebbe essere sempre aggiunta al modello considerato in particolare 
quando il flusso non è né stabile né poco consistente, quando cioè l'effetto del rumore scompare 
dopo i primi cinque o sei veicoli. Kiihne (1987) dimostra che in condizioni di densità critica sia la 
distribuzione della velocità che della accelerazione ha un allargamento prima ancora che la 
velocità stessa diminuisca, cioè prima che il traffico diventi instabile. Drew et al. nel 1967 (Drew, 
1968) hanno formulato una espressione per il rumore d'accelerazione data da: 
dove: 
T 
l:!. v = 
(2.51) 
totale tempo per segmento di viaggio; 
incremento costante del cambio di velocità (-3km/h) 
intervallo([ s]) per il cambio di velocità di una 
velocità iniziale e finale del viaggio 
numero di segmenti di accelerazione uniforme. 
grandezza niDv 
II prodotto tra il tempo di reazione e la sensitività, detta C = a (!:!.t), indica bene le 
condizioni di traffico: valori alti comportano traffico instabile e valori bassi traffico stabile. La 
Generai Motors, in seguito agli studi sul car-following, ha determinato valori limiti di C per le 
condizioni di traffico: 
- Stabilità Locale: è divisa in tre regioni: non-oscillatoria, oscillatoria smorzata, e 
oscillatoria divergente e precisamente per valori di C compresi tra O e 0.37, 0.37 e 1.57, 
maggiori di 1.57; 
- Stabilità asintotica: è divisa in due regioni: oscillatoria smorzata e divergente distinti per 
C=0.5. 
Darroch et al. (1972) propongono una analisi di stabilità basata sulle tecniche dell'analisi 
spettrale. Detta y(t), l'accelerazione, e x(t), la differenza di velocità, tra il veicolo che precede e 
quello accodato, esistenti nell'equazione del modello di car-following, può risultare di estremo 
interesse la funzione di densità spettrale, Sxx, e la funzione di cross-correlazione della densità 
spettrale, Sxy. 
In una ottica di controllo del flusso i parametri che possono definire il punto critico della 
stabilità sono: lo headway, la densità critica, la velocità, l'accelerazione o misure ad esse correlate. 
La condizione di stabilità definisce un valore di soglia in coincidenza del quale avviene il 
cambiamento dalle condizioni di flusso stabile a quello instabile con saturazione e onde stop-start. 
Assai più articolato dei precedenti è l'approccio al fenomeno dell'instabilità è quello proposto dal 
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già citato lavoro di Ferrari (1988), che propone lo studio dell'instabilità del flusso di traffico sulla 
base del concetto di affidabilità, F, del flusso stesso: essa definisce la probabilità che, entro un 
certo periodo di tempo avente inizio con l'inizio della misura di affidabilità, non vi siano cadute di 
velocità al di sotto di valori a rischio. Nel lavoro del 1982 (Fig. 2.23) veniva già affrontato una 
analisi di qualità del flusso in funzione delle caratteristiche di stabilità del flusso; successivamente, 
Ferrari, (Ferrari, 1991a) e (Ferrari, 1991b), sviluppa ulteriormente questo concetto in un contesto 
di strategia di controllo per la prevenzione e la rilevazione dell'instabilità . 
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Fig. 2.23: Indice di qualità del flusso e sua classificazione 
(Ferrari et al., 1982). 
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L'osservazione macroscopica del flusso porta · ad una definizione assai semplice delle 
condizioni di stabilità. La funzione flusso-densità può essere divisa in due regioni distinte dal 
valore di densità critica, che corrisponde al valore di flusso massimo: per valori di densità inferiori 
alla densità critica, ad un aumento della densità corrisponde un aumento del flusso mantenendo le 
condizioni di flusso stabile; per valori maggiori ad un aumento della densità corrisponde una 
diminuzione del flusso, innescando un processo autoalimente di congestione, che perciò risulta 
instabile. Analogamente ma considerando il segno della derivata prima del flusso rispetto alla 
densità, valori negativi indicano flusso instabile e valori positivi flusso stabile. Questo approccio è 
molto utilizzato dagli operatori di controllo che si basano sulla misura dell'occupazione, di più 
facile rilievo della densità ed ad essa legata linearmente. La funzione velocità-flusso consente di 
definire il concetto di stabilità in funzione del flusso massimo: la suddivisione della curva in aree 
omogenee per velocità e flusso illustra bene le condizioni di stabilità e instabilità ed è quanto 
espresso dal concetto dei livelli di servizio dello Highway Capacity Manual. 
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2. 7. l DIAGRAMMI DI SPOSI AMENTO 
La relazione velocità-flusso è adatta per analizzare il comportamento aggregato dei veicoli 
del flusso (Fig. 2.24). Se si vuole esaminare il comportamento di singoli veicoli, può essere di 
estrema utilità il diagramma di spostamento dai quali, tra l'altro, risulta facilmente comprensibile 
l'insorgere di instabilità microscopiche del flusso . 
Una traiettoria rappresenta il movimento nello spazio e nel tempo di un singolo veicolo e 
la combinazione di più linee, cioè più veicoli, illustra l'interazione tra i veicoli stessi; la pendenza 
delle traiettorie rappresenta la velocità dei veicoli. Il campo di applicazione dei diagrammi di 
flusso così rappresentati è ampio, sia per lo studio della formazione e scioglimento dei plotoni sia 
per la coordinazione del traffico (Papacostas, 1987; Khisty , 1990) analogamente alla funzione 
delle tabelle di marcia ferroviarie. 
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Fig. 2.24: Diagramma spazio-tempo rilevato per una strada statunitense 
(Ferrari, 199lb). 
2.8. LE ONDE D'URTO E GLI IMBOTTIGLIAMENTI 
100 l (s)_ 
Quando una strada, nella quale non sia possibile effettuare sorpasso, è percorsa da un 
veicolo lento, ogni veicolo sopraggiungente a velocità maggiore è costretto ad accodarsi : si forma 
così una onda d'urto (Fig. 2.25, Fig. 2.26) cioè una rapida compressione tra veicoli che può 
portare anche alla collisione, se il guidatore non è attento. Supponendo che il veicolo lento di 
testa si tolga dal percorso, tutti i seguenti veicoli possono viaggiare a velocità libera (fino ad 
incontrare un altro veicolo lento) formando così una nuova onda d'urto : questa volta di 
decompressione. Situazioni simili si possono verificare anche in corrispondenza di riduzioni del 
numero di corsie di una autostrada ( da tre a due o da due ad una) dando origine ai cosiddetti 
imbottigliamenti. La formazione degli imbottigliamenti si spiega, secondo questa teoria, facendo 
riferimento al diagramma flusso-densità; il cambio delle condizioni di flusso avviene ad una 
velocità, Vw, detta d'onda, data in forma differenziale da: 
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Fig. 2.25: Il meccanismo di propagazione delle perturbazioni e formulazione dei plotoni 
(Ferrari, 1991 b) 
Fig. 2.26: Propagazione delle onde cinetiche in seguito ad instabilità del flusso. Si possono notare 
le oscillazioni di velocità, onde stop-start, sulla stessa sezione con periodo T=4 minuti, la 
propagazione delle onde a valle e a monte: in questo caso, la fase della velocità di gruppo è 
opposta a quella di propagazione lungo la direzione del flusso. Misure effettuate su tre sezioni 
dell'autostrada A16 vicino a Rotterdam (Ki.ihne, 1987). 
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_g_q 
Vw- dk (2.52) 
dove q e k sono rispettivamente il flusso e la densità; oppure, in forma discretizzata da: 
Vw = ~:~~~ (2.53) 
dove gli indici a e b rappresentano rispettivamente le condizioni di flusso libero e di plotone. 
Owiamente se vw è positivo l'onda procede in direzione del flusso; se è negativo in direzione 
opposta al flusso . 
Partendo dall'equazione del modello di Greenshields, Hamburger, nel 1982, ha elaborato 
una equazione per la velocità d'onda in funzione della densità di saturazione. 
Ponendo x = ki l kj. l'equazione di Greenshields, si scrive: 
vi =vf( I-x) (2.54) 
dove Vf è la velocità a flusso libero e l'indice i rappresenta il regime attuale. Se due regioni di un 
flusso hanno diversa densità si può, analogamente all'impostazione precedente, 
contraddistinguerle con x 1 e x2; da cui, usando la precedente equazione di V w, quella 
fondamentale del flusso, q=vk, e qualche passaggio algebrico, si ha per la velocità dell'onda d'urto 
in funzione delle densità: 
(1.55) 
Possono presentarsi tre casi: 
• XI e x2 sono quasi uguali, per cui : vw = Vf [ l - 2xi] che viene definita onda di 
discontinuità; 
• x2 è prossimo all'unità, cioè la densità della seconda regione è in condizione di 
saturazione: v w = - Vf ( x 1 ) ; quindi, se venissero fermati i veicoli all'istante t=O dopo un 
tempo t=t1 si sarebbe formato un plotone di lunghezza Vf( XI) t1 . 
• x 1 è prossimo all'unità, cioè la prima regione è in condizione di saturazione: V w = - Vf ( 
x2 ); se v2 =T, vw= -T che rappresenta la velocità di svuotamento della coda. 
2.9.CENNI SULLA TEORIA DELLE CODE 
Il ritardo causato da una congestione è un evento topico di molti tipi di sistemi di 
trasporto . Vengono coinvolti il periodo di tempo di attesa, il numero di unità che attendono, la 
disponibilità di un servizio o, più in generale, la percentuale di tempo per cui può verificarsi un 
evento positivo. 
La congestione può awenire se vi è una irregolarità nel sistema, per esempio un aumento 
degli arrivi ad una stazione di uscita autostradale oppure apprezzabili variazioni nel tempo di 
servizio. Cioè la congestione dipende essenzialmente dall'irregolarità del sistema e non dai suoi 
valori o proprietà medie; queste ultime determinano, al contrario, le condizioni di saturazione 
(Cox et al., 1961) 
Ci sono vari modi per descrivere la congestione: in termini del tempo di coda o del tempo 
di servizio libero od occupato. Il sistema può essere sufficientemente descritto dalla caratteristica 
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degli arrivi, dal meccanismo di servizio, e dalla disciplina della coda. Altre specifiche possono 
riguardare le interazioni tra le parti del sistema. 
2.9.1. Alcuni processi stocastici rilevanti 
Un processo stocastico è essenzialmente costituito da una famiglia di variabili casuali, 
X(t), individuate dai diversi valori del parametro tempo, t, e può essere pensato come come la 
descrizione del moto di una particella nelìo spazio (Fig. 2.27). La caratterizzazione di un processo 
casuale dipende, quindi, da tre quantità: Io spazio degli stati, il parametro indice (il tempo) e le 
dipendenze statistiche tra le variabili X( t) al variare di t (Kleinrock, 1975). 
Lo spazio degli stati è formato dall'insieme di tutti i valori (o stati) che le variabili X( t) 
possono assumere. Se le posizioni nello spazio degli stati sono in numero finito o numerabile, 
allora il processo è a stato discreto o a catena; viceversa, se le posizioni sono in numero infinito il 
processo è a stato continuo. 
o 
~ 
ii5 
m q n 
Te m pc 
Fig. 2.27: Evoluzioni possibili tra due stati di un processo stocastico (Kleinrock, 1975). 
Il parametro indice (tempo), al pari delle posizioni nello spazio degli stati, se può assumere 
un numero finito di valori definisce un processo a parametro discreto, indicato come Xn e spesso 
chiamato sequenza casuale (Fig. 2.28); viceversa, un processo a parametro continuo, indicato 
come X(t) e indicato propriamente come processo casuale. 
k-1. Sn C>l 
C n C n+ l C n+2 
.o. ~~ ~~ ~~ 
Servizio 
__.,_ 
W n <1-Xn -"' __.,__., cri> ~Xn+2 -{> n+ 
~ .. ~~ ~~ 
C n C n+ l C n+2 Tempo 
Coda 't n 't n+ l 't n+2 
~~ H. ~· 
f<l-tn+l tn+2 J-o ... 
C n+ l Cn+2 
Fig. 2.28: Notazione spazio-tempo in un processo stocastico discreto. 
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La relazione che intercorre tra le variabili casuali X(t) si deduce dalla funzione di 
distribuzione congiunta tra le variabili casuali, X=[X(tl),X(t2), .. . ,X(tn)], cioè: 
Fx(x;t) = P[X(tl) :S xl>··-,X(tn) :S xn] (2.56) 
dove x=(xl,X2, .. . ,xn), t= (tl>t2, .. . ,tn). Molti processi casuali possono, fortunatamente, essere 
descritti in modo più semplice; di seguito viene presentata una classificazione globale dei processi 
casuali. 
Processi stazionari: Un processo casuale è detto stazionario se la funzione Fx(x;t) è 
invariante per traslazioni nel tempo per tutti i valori dei suoi argomenti; cioè, detta t una costante, 
deve valere la seguente relazione: 
Fx(x; t+ 't)= Fx(x;t) (2.57) 
dove la notazione t+ 't deve essere estesa a tutto il vettore t, (t1+'t,t2+'t, .. . ,tn+ 't). 
Nel caso che solo il momento primo e secondo del processo siano invarianti per 
traslazione di parametro, cioè E[X(t)] non dipende da t e E[X(t)X(t+t)] dipende solo da t, si 
introduce una nozione più debole, definendo il processo stazionario in senso lato. Owiamente un 
processo stazionario è anche stazionario in senso lato, non vale il viceversa. 
Processi indipendenti: Il più semplice processo casuale che si possa considerare è quello di 
una sequenza casuale in cui {X(n)} forma un insieme di variabili casuali indipendenti, per cui la 
funzione di distribuzione delle probabilità congiunta del processo si scrive: 
(2.58) 
Un esempio noto di processo casuale nel continuo è quello che viene comunenmente 
chiamato "rumore bianco". 
Processi di Markov: I processi di questo tipo furono descritti per primi da Markov (da cui 
il nome) nel 1907 creando un tipo di dipendenza, tra le variabili, semplice ma molto utile. Un tale 
processo con spazio degli stati finito o numerabile, per consuetudine, viene chiamato catena di 
Markov. Questi ultimi sono i più semplici da analizzare dal punto di vista matematico. 
Un insieme di variabili casuali {Xn} forma una catena di Markov se la probabilità che il 
valore (cioè lo stato) seguente sia X n+ 1, dipende solo dal valore (cioè lo stato) corrente x n e non 
da tutti gli altri valori precedenti. Nel caso continuo, poiché le transizioni possono awenire in 
qualsiasi istante, la proprietà di Markov impone che la storia passata sia ~ompletamente riassunta 
nella specificazione dello stato corrente e non consente di scegliere arbitrariamente il tempo di 
permanenza nello stato corrente. Tale restrizione implica che la distribuzione dei tempi di 
permanenza in uno stato sia esponenziale, cioè una distribuzione continua "senza memoria". Nel 
caso di catene di Markov il processo può rimanere in un certo stato per un periodo di tempo la cui 
lunghezza deve essere distribuita geometricamente: funzione di probabilità discreta unica ad 
essere "senza memoria". 
La caratteristica dell'assenza di memoria dei processi e delle catene di Markov limita 
peraltro la generalità dei processi che si possono considerare (per esempio i processi semi-
Markoviani). Una catena di Markov può essere espressa analiticamente come: 
P[X(tn+l) = Xn+l l X(tn)= Xn l X(tn-1)= xn-11··· l X(t1)= Xl] 
= P[X(tn+ l)=xn+ 1 l X(tn)= Xn] 
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dove, ovviamente, t1 < t2 < t3 < ... < tn< tn+ 1 e gli Xi appartengono ad uno spazio di stati 
discreto. 
Esistono alcune definizioni che servono a caratterizzare meglio il tipo di catena che si 
vuole analizzare: di omogeneità, di irriducibilità, di ricorrenza o transitorietà, di periodicità e di 
ergodicità. 
-Una catena di Markov è omogenea quando le probabilità di transizione sono indipendenti 
da n, cioè dal tempo o dal passo n-esimo che si sta considerando; per cui la probabilità di 
raggiungere un generico stato j, condizionata dallo stato corrente i, è data da: 
Pij = P[Xn = j l Xn-1 = i] (2.60) 
Va ricordato che, normalmente, si trattano solo catene omogenee. 
-Una catena di Markov si dice irriducibile se ogni stato può essere raggiunto da qualsiasi 
altro stato; oppure, formulando un'altra proprietà, se l'insieme degli stati è chiuso e non 
contiene altri sottoinsiemi chiusi allora la catena è irriducibile. Un sottoinsieme di stati si 
dice chiuso se non è possibile nessuna transizione ad un solo passo verso stati esterni al 
sottoinsieme. 
-Se la probabilità di ritornare in uno stato è pari ad uno, si dice che lo stato è ricorrente, 
se è minore si dice transitorio; se esiste una sequenza di passi y, 2y, 3y, ... , con y > 1, per 
cui si ripropone lo stesso stato , questo si definisce periodico di periodo y. Se il tempo 
medio di ritorno ad uno stato tende ad infinito e Io stato è ricorrente, questo si dice 
ricorrente nullo; se invece il tempio medio tende ad un numero finito si dice ricorrente non 
nullo . La probabilità di trovare il sistema in uno stato j all'n-esimo passo è dato da: 
1t/n) = P[Xn = j] (2.61) 
Da ciò si perviene al seguente teorema: "In una catena di Markov omogenea, irriducibile e 
aperiodica le probabilità limite, 
1t' = lim p·(n) 
J n~oo J 
esistono sempre e sono indipendenti dalla distribuzione di probabilità dello stato iniziale". 
(2 .62) 
-Uno stato è detto ergodico se è aperiodico, ricorrente non nullo; se tutti gli stati della 
catena sono ergodici anche la catena è detta ergodica. Una catena è detta ergodica, inoltre, se la 
distribuzione di probabilità { 1t/n)} converge secondo n sempre alla distribuzione stazionaria 
limite { 7tj} finita, indipendentemente dalla distribuzione dello stato iniziale. Si dimostra facilmente 
che tutti gli stati di una catena di Markov aperiodica, irriducibile e finita, sono ergodici . 
Processi di nascita e morte: Questi processi costituiscono una sottoclasse dei processi di 
Markov e possono essere sia a tempo discreto che continuo, e a stato discreto. Le transizioni di 
stato possono avvenire solo tra stati adiacenti e ciò costituisce la caratteristica peculiare del ruolo 
primario che hanno avuto tali processi nello sviluppo delle teorie delle code. La loro adeguatezza 
a rappresentare i cambiamenti di dimensione di una popolazione ne giustifica il nome. Nella 
descrizione del cambiamento di una popolazione, che risulta un processo a tempo continuo e a 
stato discreto, si interpreta l'essere in uno stato Ek come rappresentazione della numerosità della 
popolazione, di k individui. Una transizione dallo stato Ek allo stato Ek+ 1 significa la nascita di 
un nuovo individuo, mentre una transizione allo stato Ek-1 denota la morte di un individuo della 
popolazione (Fig.2.29). 
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Processi semi-markoviani: Per superare la restrizione posta dai processi di Markov sul 
tempo di permanenza in uno stato, si considera la nozione di processo semi-markoviano nei quali i 
tempi tra le transizioni di stato, nel caso discreto, o i tempi di permanenza negli stati, nel caso 
continuo, obbediscono ad una distribuzione di probabilità arbitraria. Negli istanti di transizione 
tra gli stati il processo è identico a quello di Markov: nel caso discreto, si parla di catena di 
Markov interna (imbedded). 
i 
Ek-1~ 
l 
i 
t Tempo t+~ t 
Fig. 2.29: Processo di nascita e morte. 
Passeggiate casuali (random walk): Una sequenza di variabili casuali {Sn} viene detta una 
passeggiata casuale se: 
Sn =X 1 + X2 + ... + Xn n=l,2, ... (2 .63) 
dove So = O e X 1 X2, ... è una sequenza di variabili casuali indipendenti. L'indice n numera 
semplicemente le transizioni di stato del processo; se gli istanti delle transizioni appartengono ad 
un insieme discreto si ha una passeggiata a tempo discreto, viceversa si ha una passeggiata a 
tempo continuo. In ogni caso si assume che gli intervalli tra le transizioni siano distribuiti in modo 
arbitrario per cui questi processi costituiscono un tipo particolare di processo semi-markoviano. 
La caratteristica principale di questi processi è, quindi, data dal fatto che lo stato che assumerà il 
processo è dato dallo stato precedente più un valore funzione di una variabile casuale 
indipendente e di distribuzione arbitraria. 
Un esempio di passeggiata casuale a tempo continuo è il moto browniano; a tempo 
discreto è il rilevamento di velocità di uno stesso veicolo. 
Processi di rinnovamento: Un processo di rinnovamento può essere considerato un caso 
particolare di passeggiata casuale, a cui del resto è strettamente legato; occasionalmente viene 
indicato anche come processo ricorrente. A differenza della passeggiata casuale, non segue il 
valore delle transizioni nello spazio degli stati, ma ne conta il numero. Assunto che il processo 
parta dallo stato O (cioè X( O) = O) e che tale stato si incrementi di una unità ad ogni transizione, 
X( t) ha come valore il numero di transizioni di stato awenute fino all'istante t. La sequenza {Xn} 
è un insieme di variabile casuali indipendenti e, a differenza delle passeggiate casuali, Xn 
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rappresenta il tempo intercorrente tra la (n-l)esima ransizione e l'n-esima transizione di stato. La 
variabile Sn denota in questo caso il tempo in cui avviene la transizione. La differenza tra le 
passeggiate casuali e i processi di rinnovamento consiste proprio in ciò: nel primo Sn denota lo 
stato del processo, nel secondo il tempo dell'n-esima transizione. Un esempio di processo di 
rinnovamento è rappresentato dallo headway veicolare misurato ad una sezione stradale. 
In Fig. 2.30 si riportano schematicamente le relazioni tra i vari processi casuali e le 
implicanze tra i processi. 
SMP Pijarbitrario 
f. arbitrario RW 
Pij = qj-i 
f. arbitrario 
f. arbitrario 
Fig. 2.30: Relazioni tra alcuni processi casuali: SMP (processi semi-markoviani), MP (processi 
markoviani), RW (passeggiate casuali), RP (processi di rinnovamento), BD (processi di nascita e 
morte) (Kleinrock, 1975). 
2.9.2. Le caratteristiche degli arrivi 
Arrivi Regolari : è la modalità dal punto di vista fisico più semplice in cui gli arrivi si 
susseguono a distanze uguali, a 1 ,per unità di tempo. La frequenza degli arrivi è a. = 1/a l · 
Arrivi completamente casuali : è il caso più semplice da trattare matematicamente ed 
anche il più usato nelle applicazioni; si verifica quando tutti gli arrivi sono completamente casuali. 
Detto a. il valore medio degli arrivi, tale per cui in un intervallo (t , t + L1lj , la probabilità che 
non si verifichino arrivi è l- a L1t +o(L1t) o dualmente che se ne verifichi uno a L1t +o(L1t) , o più 
di uno o( L1lj (o piccolo di L1t sta a denotare genericamente una quantità trascurabile rispetto L1t , 
quando L1t-+ O ). Quanto succede nell'intervallo temporale si assume sia statisticamente 
indipendente da quello che succede in altri intervalli temporali che non non si sovrappongono. 
La serie di arrivi casuali si presta come ottima approssimazione di quei processi in cui gli 
elementi del sistema agiscono in modo completamente indipendente uno dall'altro. Si può 
dimostrare (Cox, 1961, Ashton, 1966, Kleinrock, 1975) in vari modi che la probabilità che in un 
dato intervallo si verifichino k arrivi [indicata prima come o(L1lj ] è data dalla funzione di 
distribuzione di Poisson: 
e-a.t 
k! 
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dove il termine at è noto come coefficiente di traffico o, semplicemente, traffico. La media è pari 
a at, e la varianza a ~-
E' utile, inoltre, la distribuzione della lunghezza degli intervalli tra gli arrivi, la variabile 
headway, che si può dimostrare essere la distribuzione esponenziale: 
<l>( t) =a e-at (2.65) 
che, contrariamente alla funzione di Poisson, è una funzione continua. E' il caso di riportare 
brevemente le caratteristiche principali di questa funzione: 
a) l'intervallo medio è 1/a ; 
b) la deviazione standard è l/a ; 
c) il valore massimo si ha per t=O, cioè intervalli piccoli hanno maggiori probabilità; ciò 
suggerisce che una serie completamente casuale possa mostrare la tendenza al 
raggruppamento; 
d) la distribuzione è la stessa sia che si consideri un intervallo tra un istante fissato e 
l'arrivo susseguente sia tra due arrivi successivi; questo poiché gli arrivi sono indipendenti 
e quindi ciò che succede in un istante successivo non dipende dall'istante precedente: il 
processo è cioè senza memoria. Si ricorda che il processo di arrivo di Poisson, il tasso di 
nascita costante e i tempi di arrivo esponenziali sono legati tra loro secondo il cosiddetto 
triangolo dell'assenza di memoria (Fig.2.31): l'assunzione di una delle predette 
caratteristiche implica anche le altr:e due in modo bidirezionale.-
Fig. 2.31: Il triangolo dell'assenza di memoria (le implicazioni sono bidirezionali). 
Una ulteriore proprietà delle serie completamente casuali è la distribuzione degli intervalli 
tra un arrivo e l'ennesimo arrivo successivo. Si dimostra (Cox et al. , 1961) che essa è data dalla 
funzione di densità di probabilità: 
che ha media pari a a+at. 
e-at 
fìk(t) = a(at)k -1 --
(k-1)! 
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Arrivi genericamente indipendenti: in questo caso gli intervalli tra gli arrivi sono variabili 
casuali, indipendentemente distribuite. La condizione per cui differenti variabili sono 
statisticamente indipendenti, significa che un intervallo tra due arrivi può essere particolarmente 
lungo o corto senza che la distribuzione dell'intervallo successivo sia influenzata. 
Arrivi regolari ma senza puntualità: è il caso di un arrivo ennesimo previsto per il tempo 
na (dove a è l'intervallo tra gli arrivi) ma verificatosi al tempo na + &n, dove &J ,&2 ,&3 ... sono 
variabili casuali indipendenti. Se la media degli s è nulla, non c'è tendenza media né per il ritardo 
né per l'anticipo. In generale, se la dispersione degli & è piccola rispetto ad a , l'effetto della non 
puntualità risulta trascurabile. Se la dispersione è grande rispetto ad a , la serie è equivalente a 
quella completamente casuale. 
Arrivi aggregati : i casi precedenti si riferiscono ad arrivi singoli ma può succedere che gli 
arrivi siano raggruppati. La serie è rappresentata dalla distribuzione dei tempi di arrivo e da quella 
delle dimensioni dei gruppi. 
Arrivi deterministici complessi: l'irregolarità degli arrivi può dipendere non solo da 
caratteristiche statistiche ma dalla complessità del sistema. Molto spesso possono essere assimilati 
a quelli completamente casuali, sèbbene non vi siano definizione generali. 
Arrivi a intervalli discreti : talvolta, e spesso per convenienza matematica, si 
rappresentano gli arrivi con una serie soltanto per un insieme discreto di istanti. Dal punto di 
vista matematico c'è una stretta relazione con gli arrivi raggruppati, dove gli istanti sono 
equamente distanti e il numero degli arrivi è l o O. 
Arrivi non-stazionari : se la struttura del processo considerato ha caratteristiche variabili 
nel tempo si parla di arrivi non-stazionari. E' possibile trattare questo caso in modo stazionario 
permettendo ai parametri di variare lentamente o discretamente nel tempo. 
Arrivi correlati ad altri aspetti del sistema : talvolta la frequenza degli arrivi è correlata 
ad altre proprietà del sistema. E' il caso in cui, per esempio, si verifica attrazione o repulsione per 
una coda già esistente: la scelta di uscire ad un casello precedente a quello di destinazione per la 
presenza di code sulla tratta può rientrare in questa categoria. 
Arrivi in flusso continuo fluido : nella gran maggioranza dei casi, gli utenti del sistema 
possono essere trattati individualmente con arrivi occorsi in ben definiti istanti. E' possibile 
trattare gli utenti in coda come fossero dei sistemi con un flusso continuo di fluidi. In 
approssimazione di primo ordine del processo, si utilizza il valore medio del processo in funzione 
del tempo, sia per gli arrivi che per le partenze (o tempi di servizio). Particolare applicazione di 
tale approccio si trova nella "teoria delle ore di punta" dovuta a Newell, anche se, si sottolinea 
che, tale approccio offre stime assai ottimistiche del processo (Kleinrock, 1975). 
2.9.3. I meccanismi di servizio 
Ci sono tre aspetti necessari per descrivere le operazioni di servizio: il tempo di servizio, la 
capacità e la disponibilità. 
Il tempo di servizio , cioè il tempo necessario per servire un utente: nella maggior parte 
dei casi si può assumere che sia una variabile causale indipendente da utente a utente. Le 
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distribuzioni più usate per il tempo di servizio sono: 
- costante: è una idealizzazione ma particolarmente utile con arrivi molto irregolari; 
- esponenziale : a e-at, dove a è il reciproco della deviazione standard; è ragionevole 
usarla quando la maggior parte degli utenti richiede brevi tempi di servizio poiché dà una 
migliore approssimazione per valori vicini allo zero (esponenziale uguale ad l); 
- tipo G e Erlangiana speciale: la formula della curva di frequenza è data da: 
l k kt k-1 kt 
r (k) hl (hl) e - bl (t >=O) (2.67) 
con media b 1 e coefficiente di variazione l 00/0k. Casi speciali si verificano per k= l, per 
cui si ottiene la curva esponenziale (f( l)= l) o , al limite, per k tendente ad infinito a cui 
corrisponde un tempo di servizio costante, b1. Per k intero, la funzione (f(k)= (k-1)!, e 
la formula precedente viene definita di tipo Erlangiano speciale. 
- Erlangiana generale: la formula generale è data, per comodità, come trasformata di 
Laplace, dal rapporto di due funzioni polinomiali in s, P(s) e Q(s). Poiché il rapporto dei 
due polinomi deve corrispondere ad una variabile casuale positiva, il grado del numeratore 
dovrà essere inferiore a quello del denominatore, e gli zeri del denominatore dovranno 
avere parte reale negativa. 
- non-stazionario: quando il tempo di servizio subisce variazioni in funzione del tempo: 
per esempio una maggiore lentezza degli esattori affaticati. 
- disuniformità degli utenti: se la composizione degli utenti è varia ed ognuno ha la propria 
distribuzione del tempo di servizio, potrebbe essere troppo approssimativo ignorare la 
differenza tra le categorie di utenti assumendo una distribuzione raggruppata in 
proporzioni adeguate. In generale, la distinzione tra le singole distribuzioni si dimostra 
importante. 
La capacità del sistema, cioè il numero massimo di utenti che possono essere serviti 
contemporaneamente o, con analogia trasportistica,. che possono essere trasportati in un solo 
vtaggto. 
La disponibilità, o capacità di immagazzinamento, cioè l'indicazione di eventuali 
restrizioni che possono portare il numero di utenti servibili al di sotto della capacità del sistema: 
per esempio, la probabilità di trovare tutti i caselli di pedaggio autostradale aperti, è una 
indicazione di disponibilità del sistema così come il numero di corsie aperte al traffico; quando, 
invece, il servizio è sempre garantito si parla di disponibilità completa, e questo è il caso più 
trattato matematicamente. 
2.9.4. I modelli di code 
Un altro elemento nella descrizione di un sistema è il modo in cui le singole unità vengono 
servite: cioè la disciplina di coda. Solitamente si considerano separatamente i sistemi a canale 
singolo e multiplo. Si assume, per comodità, la piena disponibilità del sistema e l'equilibrio 
statistico dello stesso: cioè si assume di analizzare il sistema su periodi di tempo abbastanza 
grandi tali per cui esistono solo stati stabili e, quindi, considerare le sue proprietà medie in tempi 
sufficientemente lunghi (rispetto alla dinamica del processo). Questa assunzione consente di 
utilizzare le equazioni dell'equilibrio probabilistico che sono assai spesso più semplici da usare di 
quelle differenziali del processo (che, peraltro,danno soluzione completa al problema). Inoltre, la 
soluzione all'equilibrio è una soluzione stazionaria, in quanto costante e non dipendente dal 
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tempo. In molte applicazioni pratiche si richiedono solo valori medi facilmente stimabili dalla 
distribuzione all'equilibrio. 
Va sottolineato che, nonostante il numero degli stati stabili di un sistema possa essere 
infinito, non è detto che esista una distribuzione di equilibrio: per esempio, se il tempo di servizio 
è superiore all'intervallo medio di arrivo degli utenti, il loro numero cresce indefinitamente. 
Sistemi a singolo canale 
Un caso familiare di sistema a singolo canale è quello di una riduzione nel numero di 
corsie da due (o tre) ad una: si pone, quindi, la questione di come i veicoli usufruiranno dell'unica 
corsia, cioè di come verranno serviti. La modalità più comune è quella dell'ordine di arrivo 
(FIFO); quella della scelta casuale tra gli utenti (telefonia, random order); oppure dell'ultimo 
arrivato (LIFO). 
Caso con intervalli temporali casuali tra gli arrivi (M) e tempi di servizio con funzione di 
distribuzione esponenziale (M) ad l canale. (M/M/l) 
Detto À, il tasso di arrivi medio e j..t, quello di servizio, il rapporto Vj..t viene denominato 
intensità di traffico o fattore di utilizzazione e denotato generalmente come r. Tale rapporto deve 
essere minore di uno (p < l) affinché possano esistere le condizioni di equilibrio stabile e, quindi, 
applicare le equazioni di equilibrio. 
La probabilità di non avere unità nel sistema (nessuno in coda e nessuno in servizio) è 
data da: 
P(O) =l- p (2.68) 
e di averne n da: 
P(n) = pn P(O) =(l -p) pn (2.69) 
E' ovvio che tale relazione rimane valida solo per r minori di uno in quanto, oltre a quanto 
detto prima, si avrebbe, per p> l, una probabilità negativa e per p= l una probabilità nulla. 
La distribuzione P(n) è una distribuzione geometrica che ha media, p/(1-p), varianza, p/( l-
p )2; cioè, rispettivamente, il numero medio e la varianza di unità nel sistema. La probabilità di 
trovare più di N unità nel sistema è pN+ l. 
Il tempo medio di attesa è (Àij..t)(j..t - À) o, in modo simile, (1/j..t)/(1-p ), per cui il tempo 
medio di presenza nel sistema (coda e servizio) è 1/(j..t - À). 
Arrivi e tempo di servizio dipendenti dalla lunghezza della coda. 
I risultati del caso precedente possono estendersi facilmente a condizioni più generali 
quali, per esempio, quelli in cui il tasso di arrivi dipenda dalla lunghezza della coda. Tuttavia, può 
essere che di fronte ad una lunga coda, il tempo di servizio si accorci, o, dualmente, si allunghi di 
fronte ad una coda breve. 
Dette p 1 ,p2, ... ,P v le intensità di traffico per numero di unità presenti nel sistema, 
rispettivamente 1,2, ... ,n, e purché la serie P l +PlP2+ ... +PtP2···Pn+ ... sia convergente a un valore 
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finito , la funzione di distribuzione di probabilità stazionaria è data da: 
P(n) = (PlP2 ... Pn) P(O) 
dove P(O) =(l+ Pl+PlP2+ ... +PlP2···Pn+ ... )-l. 
Sistemi a canale multiplo (M/M/m) 
(2.70) 
Non ci sono grandi differenze concettuali nel trattare sistemi a più canali di servizio, la 
complicazione consiste nelle difficoltà matematiche. 
Si suppongano gli intervalli tra gli arrivi, indipendenti e distribuiti con funzione di 
distribuzione A(t) con tasso di arrivo pari ad a; i tempi di servizio distribuiti in modo 
esponenziale e indipendente per canale, secondo la funzione esponenziale, se- st ; sia m il 
numero dei canali. Detti qn+ 1 e qn il numero di utenti che trova l'utente n+ l-esimo ed n-esimo, si 
definisce: 
Pij = prob( q n+ l = j l q n = i ) (2.71) 
la probabilità condizionata che l'utente n+ l-esimo trovi j utenti precedenti quando l'utente n-
esimo ne abbia trovati n. Per j>i+ l, si ha Pij=O. 
Se j>=m, tutti i canali di servizio sono occupati nell'intervallo considerato. In forma 
integrale si scrive: 
.. - oo e-mcrt (mcrt)i-j+ l 
PtJ-f (i-j+l) dA(t) (msjsi+l) 
o 
(2.72) 
e Pij dipende solo da i e j. 
Detto Ak il numero medio di casi per cui lo stato Ek+ 1 (stabile) cade tra due stati Ek 
successivi, si può dimostrare che è una costante, A., per tutti i k ~ m-l. In genere si perviene alla 
probabilità di k unità nel sistema con l'equazione: 
Pk =C A,k (k ~m-l) (2.73) 
C è una costante, e l si ricava dall'equazione trascendente: 
A.= A* (mcr-mcrA.) (2.74) 
dove il simbolo * indica che la funzione è da considerarsi nel dominio della trasformata di 
Laplace. 
Senza passare attraverso la trasformata di Laplace, utilizzando le equazioni differenziali 
del sistema, arrivi casuali con tasso a e tempi di servizio esponenziali con tasso s, quindi, con 
fattore di utilizzazione per singolo canale p=a./cr, e per l'intero sistema p/m (con m pari al 
numero di canali di servizio; p/m < l per le condizioni di equilibrio stabile), si può scrivere, per n 
= O (Orlandi, 1978): 
d 
dt P o( t)= cr P1 (t)- a P o( t) (2.74) 
e, per n< m: 
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d 
dt Pn(t) = (n+1)s Pn+1(t) -(l+ ncr) Pn(t) + a Pn-1(t) (2.77) 
per n 2:: m: 
d 
dt Pn(t) = mcr Pn+1(t) -(l+ mcr) Pn(t) + a Pn-1(t) (2. 76) 
Poiché in equilibrio, a regime stazionario, Pn(t) = cost., si ottiene per sostituzione dalla 
prima equazione e con metodo induttivo: 
m-1 n m 
P(O)- ( L ~+ p )-1 
- n! m!(1- p/m) 
n=O 
p n 
P(n) = m!mn-m P(O) per n> m 
Per n ::; m non vale la formulazione precedente ed è dato da: 
m 
P( n) = ~ P( O) per n ::; m m. 
Si ricava, inoltre, per la lunghezza media di coda: 
_ pm+l 1 
E(k)- m!m (l- p/m)2 P(O) 
il numero medio di unità nel sistema: 
E(n) = E(k) +p 
il tempo medio nel sistema: 
E(v) = E(n)/ a 
il tempo medio di attesa: 
E( w)= E(v)- 1/cr 
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3. LA CAPACITA' ED I LIVELLI DI SERVIZIO 
3.1. LE NOZIONI DI CAPACITÀ 
In senso lato, la capacità di una struttura di trasporto è una misura della sua abilità nel 
ricevere flussi in movimento: in particolare, la capacità di una strada è la massima frequenza oraria 
alla quale le persone o i veicoli possono ragionevolmente attendersi di attraversare un punto o una 
sezione uniforme di corsia o strada, in un dato periodo di tempo, per ben definite condizioni di 
strada, di traffico e di controllo. Per una strada con flusso ininterrotto, la capacità è data dal 
massimo flusso sostenibile (in un intervallo di 15 minuti) espressa in veicoli/ora, al quale il traffico 
può transitare in un punto o in un segmento uniforme in determinate condizioni di traffico (TRB, 
1985). Si fa notare che la capacità, in questo contesto, è una frequenza e non è paragonabile alla 
capacità di un container o di uno spazio chiuso. 
Sebbene la definizione di capacità dello Highway Capacity Manual sia un indiscusso 
riferimento, si trovano in letteratura altre definizioni che possono essere classificate in una delle 
tre seguenti categorie (Persaud et al., 1991 ): 
-di massimo flusso, per esempio il massimo valore o il 90esimo percentile di un flusso 
osservato per m minuti; 
-di flusso medio, il valore medio di un flusso osservato ad un tempo t per alcuni giorni; 
-il flusso massimo atteso, il valore massimo definito sulla base di una osservazione di m 
minuti mediato con analoghe misure effettuate per molti giorni. 
(Liu, 1991) evidenzia l'importanza, nella determinazione ed evoluzione della congestione, 
non solo della capacità di flusso ma anche quella detta di "trasporto" che rappresenta la capacità 
di smaltimento in condizioni di saturazione; la prima costituisce un fattore critico della formazione 
della congestione, la seconda della sua evoluzione temporale. 
La capacità può essere collegata alle connotazioni della strada, del traffico e del controllo 
operato: 
- Infrastruttura stradale: si riferisce alle caratteristiche geometriche , alla tipologia e alle 
condizioni ambientali, al numero di corsie, alla loro dimensione, a quella delle banchine, 
alla visibilità laterale, alla velocità di progetto, all'allineamento orizzontale e verticale; 
- Condizioni di traffico: si riferisce alla distribuzione della tipologia dei veicoli del flusso, 
la quantità e la distribuzione per corsia, la distribuzione spaziale (direzionale) del traffico; 
- Azioni di controllo: si riferisce agli eventuali dispositivi di controllo e regolazione del 
traffico presenti sulla strada; la disposizione, il tipo e la temporizzazione dei segnali di 
traffico possono modificare in modo considerevole il valore delle capacità. La distinzione 
tra traffico ininterrotto (senza nessuna limitazione al flusso di tipo autostradale od extra-
urbano [ambito a cui è limitata questa esposizione]) ed interrotto (controllo semafori co o 
segnaletica orizzontale) è definita da questo parametro. 
Va notato comunque, che un elemento basilare nella definizione della capacità, è il 
guidatore o la somma dei guidatori che possono assumere decisioni diverse anche in contesti 
simili: le condizioni prevalenti di traffico, a cui si riferisce l'HCM, non sono fisse ma variano da 
ora ad ora nel corso della giornata (O'Flaherty, 1986) per cui, anche per questo motivo, la 
capacità di una strada è intrinsecamente variabile e questa variabilità rende difficile il riutilizzo dei 
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dati di capacità per situazioni infrastrutturali e culturali distinte (Carter et al., 1982). (Ferrari, 
1989), (Ferrari, 1990) evidenzia l'ampio intervallo di volumi di traffico massimi che possono 
viaggiare su autostrade con parametri di progetto simili: per una autostrada a due corsie per senso 
di marcia lo HCM fornisce, per contesti extraurbani, valori di flusso compresi tra 3100 a 4300 
vph, per contesti urbani, valori tra 3600 e 5200 vph. In Olanda i valori misurati per analoghe 
autostrade extraurbane sono compresi nell'intervallo 3600 e 4000 vph; in Italia, 3200 e 3400 vph . 
(Schofield, 1986) sottolinea la complessità delle relazioni tra velocità/flusso e capacità, e come i 
risultati di una analisi di campo possano trovare applicazione in dettaglio solo nel contesto da cui 
si sono ricavati. (Agyemang-Duah et al., 1991), in un studio critico sul valore di capacità per 
corsia di 2000 vph (come indicato dallo HCM), evidenziano una difficoltà nella definizione stessa 
della capacità, se di pre-coda o di flusso di scaricamento della coda, e la necessità di aggiornare il 
valore di capacità non solo per la variazioni geometriche della strada ma anche alle condizioni di 
traffico, alle dimensioni dei veicoli e al comportamento dei guidatori. (Westland, 1991 ), al 
contrario, non riconosce una grossa diversificazione tra i valori di capacità rilevati nel continente 
americano ed europeo. 
La capacità varia lungo il tracciato della strada anche per cause fisiche (caratteristiche 
geometriche), e per certe sezioni ha, quindi, valori più bassi. Queste sezioni vengono definite 
"colli di bottiglia" ed in corrispondenza di esse si verificano congestioni ricorrenti, essendo 
prevedibili con sufficiente accuratezza in base al volume di traffico. La loro criticità è tanto più 
prolungata e grave quanto più si è operato male in fase previsionale e programmatoria (Treglia, 
1988). Alcune delle cause più comuni dei cosiddetti "colli di bottiglia" geometrici sono: 
- riduzione del numero di corsie: è spesso collegata a lavori stradali; le manovre per 
lasciare la corsia interrotta creano turbolenze al flusso, riduzione dello headway (Ressel, 
1991) e, di conseguenza, una riduzione della velocità; anche una riduzione della larghezza 
della corsia od ostacoli ai suoi bordi (peggio se con soluzione di continuità ed in 
particolare a distanza inferiore a 1.83m (Torrieri, 1990)), aumentano la tensione di chi 
guida e, quindi, una diminuzione della velocità; la riduzione di capacità per corsia si 
manifesta anche sulle corsie libere dopo la strozzatura, di un fattore di circa l' 11% 
(Papendrecht, 1991 ); 
- curvatura orizzontale: per una curvatura moderatamente accentuata, in condizioni di 
traffico pesante, il cambio di corsia di un veicolo è causa di esitazioni e riduzioni di 
velocità, ovvero di turbolenza; questo parametro, la sopraelevazione e la visuale libera 
sono strettamente correlati alla fase progettuale, contribuendo a definire la velocità di 
progetto della strada; 
- rampe di accesso: un angolo di raccordo grande, corsie di accelerazione corte o non 
esistenti, scarsa visibilità tendono a ridurre la capacità; 
- numero delle corsie: la capacità non è linearmente proporzionale al numero di corsie: 
strade a 6 od 8 corsie esibiscono una capacità per corsia maggiore di quella di una strada a 
4 corsie. Ciò può trovare spiegazione introducendo un parametro, P, dipendente dalla 
concentrazione di traffico, che misura la probabilità che possa avvenire un sorpasso. E' 
chiaro che, a parità di volume di traffico complessivo, maggiore è il numero di corsie 
maggiore è la probabilità che un veicolo più veloce superi uno più lento. Ciò che si vuole 
sottolineare, come è stato mostrato (Alvarez et al., 1990), è che per valori molto bassi di 
probabilità di sorpasso, cioè per un traffico relativamente denso, si manifesta una sensibile 
riduzione della velocità media al di sotto dei valori medi di traffico fluido, e, quindi, anche 
della capacità. Inoltre, (Wemple et al., 1991) sottolineano che la distribuzione del flusso 
non è uniforme tra le corsie e dipende dal loro numero; per valori non prossimi alla 
saturazione il flusso è concentrato nelle corsie di mezzo; e la prima corsia porta la più 
piccola percentuale di traffico. 
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- allineamento verticale: quando la composizione veicolare del traffico comprende sia 
veicoli leggeri che pesanti, divengono sensibili gli effetti sulla capacità dovuti 
all'allineamento verticale; 
- sezioni di scambio: quando la rampa di uscita è molto vicina a quella di ingresso, il tratto 
intermedio può avere un valore di capacità molto basso rispetto ad una sezione analoga, 
dal punto di vista geometrico, ma situata altrove; 
- illuminazione: se la strada non è illuminata si avrà una diminuzione della capacità nelle 
ore notturne o per altri effetti atmosferici (foschia, nebbia, etc.); il tramonto e l'alba 
costituiscono essi stessi momenti di transizione del valore di capacità. 
Altri fattori che causano una riduzione della capacità sono determinati da eventi 
imprevedibili che possono causare congestioni di tipo non ricorrente, e precisamente: 
- incidenti: alla impraticabilità delle corsie occupate in conseguenza dell'incidente si 
aggiungono, nel determinare la diminuizione di capacità, altri due fattori correlati: la 
curiosità di chi transita fa diminuire la velocità "per vedere cosa è successo"; lo 
svuotamento della coda eventualmente formatasi avviene ad una velocità minore di quella 
di flusso libero ed è pari alla velocità dell'onda d'urto (positiva rispetto al senso di marcia); 
-veicoli fermi per guasti o altro; 
- merci o materiali rovesciati sul manto stradale; 
- transito di veicoli di emergenza; 
-eventi meteorologici: alcuni studi indicano nel l 0% la riduzione di capacità in caso di 
pioggia o addirittura del 14% se la pavimentazione è sdrucciolevole (Carter et al., 1982); 
per le stesse cause, (McShane et al., 1990) indicano come tipica, una riduzione 
percentuale compresa tra il l 0% e il 20%, con valori più alti piuttosto possibili; in caso di 
neve o di nebbia la capacità può ridursi a zero. 
La distribuzione dei tipi di veicolo è la caratteristica principale del flusso che agisce nella 
definizione della capacità: i veicoli pesanti, oltre ad alcuni fattori di influenza già citati, agiscono 
negativamente sulla capacità in due modi: 
-sono più grandi dei veicoli passeggeri e, quindi, occupano più spazio; 
-hanno una minore manovrabilità degli altri veicoli a causa della maggiori dimensioni, in 
accelerazione e decelerazione, e in genere nelle manovre di emergenza. 
La velocità media dei veicoli pesanti non viene influenzata dall'aumento del flusso; al 
contrario, quando la corsia di destra è densamente occupata dai veicoli pesanti, vi è una maggiore 
occupazione, da parte dei veicoli leggeri, delle corsie di sinistra il che ne riduce la velocità media 
di percorrenza (Schmidt et al., 1991). (Fisk, 1990) mostra che l'assunzione di considerare un 
equivalente di veicoli leggeri per i veicoli pesanti può portare ad errori di previsione poiché non 
vanno considerate solo le caratteristiche fisiche ma anche le differenti prestazioni in particolare 
quando la geometria della strada limita le possibilità di sorpasso. 
Tra i veicoli pesanti possono annoverarsi i camion addetti al trasporto merci o servizi 
similari, i veicoli del tempo libero e i pulman. Non tutti questi presentano le stesse caratteristiche 
di influenza sulla capacità, e si potrebbero definire altre sottoclassi di veicoli pesanti così come si 
fa per i veicoli leggeri, senza, peraltro, modificare sensibilmente la descrizione del sistema. 
Una definizione originale è fornita da (Smulders, 1990); per una sezione ad l corsie può 
essere calcolata come: 
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C = max l p ve(p) (3.1) 
O<p<pjam 
dove r è la densità e ve(p) è la velocità. 
3.2. I LIVELLI DI SERVIZIO 
Abbinato al concetto di capacità vi è quello di livello di servizio, seguendo l'impostazione 
data dallo Highway Capacity Manual. Diversamente dalla capacità essa è una misura qualitativa 
delle condizioni di traffico. Ad ogni livello di servizio viene poi associato un volume di servizio, 
che rappresenta il massimo valore di flusso associabile. 
Normalmente, la questione che si pone ad un ingegnere del traffico è proprio quella di 
determinare il massimo volume di servizio per uno specifico livello di servizio e per determinate 
condizioni di capacità. L'obiettivo è di combinare una quantità di domanda di traffico con una 
accettabile qualità di servizio. La qualità appare ad un utente nei termini di potere scegliere 
liberamente un certo cammino, una certa velocità, libertà di manovra, assenza di interruzioni, 
comfort, convenienza e sicurezza. Oltre a ciò, comunque, vi è, nel viaggio, una certa quantità di 
rischio intrinseca a cui l'utente è sottoposto, spesso inconsciamente. Le misure della qualità sono 
spesso di carattere troppo soggettivo e difficilmente misurabili, per cui ci si riconduce, in ultima 
istanza, alle misure di velocità, flusso e densità, nelle relazioni, velocità/densità e flusso/densità. 
Va sottolineato che la velocità utilizzata è quella spaziale o velocità operativa: come già 
accennato precedentemente nella descrizione dei parametri del flusso, le misure di velocità 
puntuali (veicolo per veicolo) e mediate, riflettono la velocità media temporale, solitamente 
maggiore di circa 1.5/4.5 km/h (TRB, 1985). 
I livelli di servizio introdotti dallo Highway Capacity Manual sono 6, da A a F, e per flussi 
ininterrotti ed extraurbani sono di facile descrizione: 
Livello A: è il migliore livello che può essere esercìto e rappresenta le condizioni di flusso 
libero. A causa delle velocità alte e dei bassi volumi, l'occorrenza di incidenti può essere 
più alta rispetto agli altri livelli di servizio e, quindi, rendere eccessivi i costi per 
provvedere a mantenere tale livello. 
Livello B: è una zona di flusso stabile dove la velocità operativa è però influenzata dagli 
altri veicoli; la limitazione di manovra è ancora trascurabile e ci sono poche probabilità di 
riduzioni di velocità o flusso. E' solitamente il livello di servizio di progetto. 
Livello C: è una zona di flusso stabile dove però sono significativamente ristrette le libertà 
di scelta di velocità, cambio corsia o sorpasso. La velocità operativa è compresa 
nell'intervallo compreso tra i 2/3 e 3/4 della massima velocità. 
Livello D: è ancora zona di flusso stabile ma con alte densità di flusso. Possono essere 
mantenute velocità medie operative accettabili che possono, però, essere soggette a 
considerevoli ed improvvise variazioni; difatti, piccoli aumenti di traffico possono creare 
difficoltà di controllo. La libertà di manovra e il comfort sono bassi a causa delle forte 
densità (28, 31 veic/km, in media un veicolo ogni 33 metri). 
Livello E: rappresenta la capacità del sistema. Il flusso è instabile e non c'è quasi 
possibilità di scelta di velocità e di manovra. La velocità operativa è soggetta a rapide 
fluttuazioni, il comfort è basso e il potenziale di incidentalità è alto. Piccoli aumenti di 
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Fig. 3.1: Individuazione dei livelli di servizio in funzione dei parametri del flusso 
(Carter et al., 1982). 
Sebbene la descrizione dei livelli di servizio sia corredata anche da valori numenc1 
(Fig.3.1) che ne individuano gli intervalli di inerenza, va ricordato che, a causa del grande numero 
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di variabili coinvolte, resta un discreto spazio per le interpretazioni soggettive (Fig.3 .2). 
Il criterio per individuare il massimo flusso MSFi per livello di servizio, i, è fornito dallo 
Highway Capacity Manual, secondo la relazione: 
MSFi = Cj (~)i (3.2) 
dove: 
MSFi = è il massimo flusso di servizio per corsia e per livello di servizio in condizioni ideali, 
ed espresso in passeggero/veicoli per ora per corsia; 
( ~ )i = il massimo rapporto flusso/capacità associato allivello di servizio i; 
Cj = la capacità in condizioni ideali per la velocità di progetto j . 
L'equazione precedente deve essere modificata per tenere conto delle condizioni 
predominanti di circolazione che possono essere diverse da quelle ideali. Di ciò si tiene conto 
utilizzando fattori di correzione, come indicato di seguito: 
dove: 
SFi = il flusso di servizio per il livello i per N corsie in una direzione (in veic./h); 
N = numero di corsie per singola direzione; 
(3.3) 
fw =coefficiente di aggiustamento per gli effetti -dovuti al restringimento delle corsie e/o 
alla visibilità laterale; 
fHv = coefficiente di aggiustamento per gli effetti dovuti alla presenza nel flusso di veicoli 
pesanti (camion, T, tempo libero, R, pulman, B) secondo la formula: 
(3.4) 
dove E e P rappresentano rispettivamente i passeggeri-veicolo equivalenti e la percentuale nel 
flusso delle classi di veicoli pesanti; 
fp = coefficiente di aggiustamento per gli effetti dovuti alle caratteristiche dei guidatori. 
Al flusso di servizio, SF, si perviene utilizzando anche una altra formula che lo lega 
direttamente a due variabili osservate sul campo: il parametro ora-di-picco, PHF, e la domanda 
oraria di traffico, V; come: 
v 
SF=-
PHF 
(3.5) 
Il valore dell'ora-di-picco, PHF, è una misura delle brevi variazioni di domanda; è dato dal 
rapporto tra il flusso totale di una ora e tra il valore di picco del flusso in un intervallo minore di 
una ora e successivamente espresso in termini orari. Un PHF sulla base di 5 minuti troverebbe 
applicazione in contesti extra-urbani; in quelli urbani, invece, è utilizzata una base di 15 minuti. Lo 
Highway Capacity Manual consiglia, indistintamente dal contesto di osservazione, una base di 
rilevamento di 15 minuti. La questione è strettamente legata alla definizione di capacità che viene 
adottata. I parametri che agiscono sul PHF non sono ancora quantificati: è noto, comunque, che il 
PHF è una funzione legata al tipo e alla diversità dei generatori di traffico. L'uso del parametro 
ora-di-picco per rendere conto delle variazioni di domanda nell'ora di picco è essenziale per una 
corretta soluzione di molti progetti e problemi di traffico (Carter et al., 1982) 
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Livello di Servizio A Livello di Servizio D 
Livello di Servizio B Livello di Servizio E 
Livello di Servizio C Livello di Servizio F 
Fig. 3.2: Rappresentazione sul campo dei livelli di servizio 
(Carter et al., 1982). 
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4. METODI DI CONTROLLO DEL FLUSSO 
Molti metodi di controllo del flusso veicolare autostradale sono stati sviluppati e applicati 
per migliorare l'efficienza operativa e minimizzare l'impatto e il numero delle congestioni. Va, 
tuttavia, notato che i pur notevoli miglioramenti sia di progetto che di controllo del traffico 
autostradale non possono annullare il fatto che tale sistema di trasporto sia a guida libera e, 
quindi, strettamente dipendente dal comportamento dei guidatori (Ferrari, 1986). 
I metodi di controllo possono essere classificati secondo la tipologia del controllo come: 
-Controllo sulle rampe d'accesso e d'uscita; 
-Controllo in linea del flusso 
-Controllo di rete. 
Oppure, in funzione degli obiettivi perseguiti e del relativo grado di automatismo, st 
possono classificare secondo tre categorie (Bolelli et al., 1990): 
-Prima Categoria: sono inclusi quei sistemi che forniscono agli utenti informazioni parziali 
(le condizioni meteorologiche, del traffico, etc.) in alcuni punti specifici della linea (i caselli 
di ingresso, le stazioni di servizio, etc.). Generalmente non sono dotati di molti punti di 
rilevamento e richiedono l'intervento di un operatore per la scelta e l'invio del messaggio 
più appropriato. L'efficacia è limitata ad una informazione generica e complessiva, e non 
ha grosso rilievo sull'effettiva dinamica del flusso; 
-Seconda Categoria: si propone di controllare e prevenire le situazioni critiche con un 
rilevamento continuo del traffico nei punti di accesso. I dati relativi sono centralizzati ed 
elaborati tramite modelli matematici di flusso, il controllo degli accessi può essere 
automatizzato. Il limite di questi sistemi consiste nella conoscenza incompleta delle 
condizioni di traffico, il che può compromettere seriamente l'efficacia degli interventi; 
-Terza Categoria: garantisce un continuo rilevamento del flusso lungo l'intera linea, la 
completa automazione della strategia di controllo e un sistema molto fitto di messaggi e 
segnali per l'utente sia in linea che nei punti di accesso. 
Un altro modo di classificare le strategie di controllo è dato da Ferrari (1990) che 
suddivide le strategie in parametriche e non-parametriche: le prime influenzano il comportamento 
dell'utente per prevenire l'instabilità del flusso modificando i parametri del modello di flusso e non 
la domanda; le seconde controllano la domanda di trasporto senza agire sul comportamento degli 
utenti. 
Superando gli attuali maggiori costi di installazione ed esercizio, un impulso notevole ai 
sistemi di controllo potrebbe derivare dall'uso dei processori di immagini nella rilevazione diretta 
sia dei principali parametri attualmente rilevati con sistemi a spira magnetica sia di quelli spaziali: 
la concentrazione, i tempi di riempimento e di visibilità, le zone pericolose, i diagrammi 
spazio/temporali di flusso (Blosseville et al., 1989). Una applicazione orientata prevalentemente 
alla rilevazione di incidente è il processare Tipo B, basato su una tecnica di visione particolare su 
computer, IMP ACTS, dà una descrizione spaziale delle caratteristiche basilari di traffico di sola 
natura qualitativa con l'intento di fornire il comportamento del traffico direttamente. Tale 
descrizione spaziale del traffico viene elaborata dal processare per verificare la presenza degli 
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indicatori di incidente (Ho o se, 1991). 
Negli Stati Uniti, il Dipartimento dei Trasporti, Federai Highway Administration, ha prodotto il 
"Manual on Uniform TraffiC Devices" (MUTCD) che fornisce, a livello federale e di singolo 
stato, gli standard e i principi che regolano, o su cui si basano, i dispositivi di controllo del traffico 
(McShane et al., 1990). 
Una tematica che si inserisce trasversalmente nelle strategie di controllo è quella del 
controllo ottimo. Dati, un modello matematico che simuli il sistema del flusso di traffico, le 
condizioni al contorno e una funzione di costo, la soluzione al controllo ottimo consiste 
nell'ottimizzare la quantità espressa dalla funzione di costo. Una. tale procedura, applicata su reti 
autostradali o tratte molto lunghe, richiede uno sforzo computazionale notevole (Cremer et al., 
1987) per cui si scelgono metodologie alternative quali quelle dei contraili sub-ottimi, euristici e 
di reazioni sugli stati: 
-nel primo caso si riduce il tratto autostradale considerato alle sole sezioni ritenute 
influenti per la sezione in esame; dalle soluzioni di questi sub-problemi è possibile, 
coordinandole, ottenere una soluzione sub-ottima al problema globale (Charbonnier et al., 
1991 ); 
-nel secondo si delineano strategie di controllo basate sull'esperienza, veri e propri assunti, 
che agiscono come condizioni di vincolo riducendo la complessità computazionale; 
-nel terzo si limita il controllo delle variabili di stato; nel caso di Cremer et al. (1987) e di 
Ari o ne et al. ( 1990) la variabile di stato è una sola e corrisponde alla densità. 
4.1. CONTROLLO SULLE RAMPE D'ACCESSO E D'USCITA 
Il principio su cui si basa questa modalità di controllo è quello di limitare il numero di 
veicoli entranti in modo che la domanda di flusso non ecceda la capacità strutturale 
(Papageorgiou et al., 1983) (Fig.4.1). I flussi massimi sono conseguiti assicurandosi che il traffico 
si muova in stretta prossimità della velocità ottima. Di conseguenza si possono formare code in 
ingresso alle rampe, così che un utente potenziale può decidere di: 
- aspettare in coda sperando che la migliore velocità della autostrada compensi il ritardo 
d'attesa; 
-scegliere un altro punto d'ingresso o un altro orario con minore domanda, o un percorso 
alternativo; 
-scegliere un'altra modalità di trasporto o un trasporto intermodale. 
s. 
J 
tratta J 
r. 
J 
Pj+l 
q· 
J 
Fig. 4.1: Schema di un sistema di controllo di rampa (Papageorgiou et al., 1983). 
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Alcuni benefici del controllo sulla rampa d'ingresso sono costituiti dalla migliore 
prevedibilità del livello di servizio ed un conseguente miglioramento della sicurezza complessiva. 
D'altra parte si possono creare difficoltà operative sulle alternative di percorso o sulla rampa 
stessa se non ha una adeguata capacità. 
Un contributo importante alla regolazione di rampa viene fornito dalle informazioni di 
Origine/Destinazione. Le matrici 0/D indicano la domanda alle rampe e consentono di allocare, 
proporzionalmente al traffico entrato, quello alle rampe d'uscita. Supposta corretta questa 
allocazione, l'assegnazione alle tratte autostradali del traffico calcolato consente, con l'uso di 
appropriati modelli temporali, di prevedere la congestione. Le informazioni di 0/D consentono 
anche la previsione degli effetti sulla rete secondaria e la combinazione della regolazione con altre 
tecniche di controllo (Nelson et al., 1991). 
La regolazione di rampa viene utilizzata come un metodo efficace per migliorare le 
condizioni di flusso in corrispondenza della confluenza degli accessi di rampa aumentando le 
caratteristiche di sicurezza di rampe con scarsa visibilità o estremamente corte. Consente, inoltre, 
di disperdere eventuali plotoni in entrata. I segnali di regolazione sono collocati sulla rampa, 
prima della corsia di accelerazione. Viene consentito l'accesso ad ogni segnale di verde ad un 
veicolo per volta o, in casi particolari e, comunque, ben progettati, ad un plotone di veicoli. 
I segnali possono essere predisposti per permettere l'ingresso ad intervalli regolari 
(tipicamente ogni 5, l O secondi), precalcolati in funzione di dati storici, o possono operare 
congiuntamente ad un rilevatore di traffico presente sulle corsie prima della rampa d'accesso: 
l'entità dell'occupazione o del flusso su tale corsia discrimina l'ingresso dalla rampa (Fig. 4.2). 
~ ? Segnale di avvertimento di regolazione di rampa 
levi ' Semaforo di regolazione levi Autostrada ~ levi Rilevatore delle variabili di controllo [g) Rilevatore di coda 
[!] Rilevatore di arrivo 
@] Rilevatore di partenza 
~ Rilevatore di confluenza 
Strada di Superficie 
Linea di stop 
Fig. 4.2: Schema dei dispositivi di controllo su una rampa di accesso. 
modi: 
Le implementazioni di controllo sulla rampa possono realizzarsi attraverso seguenti 
-chiusura; 
- regolazione precalcolata; 
- regolazione in funzione del traffico reale; 
- controllo di confluenza in funzione del traffico reale; 
-controllo integrato. 
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4.1.1. Chiusura 
Questa tecnica, come si intuisce dal nome, consiste nella chiusura al traffico della rampa in 
modo permanente o a breve termine. E' la più semplice e più restrittiva forma di controllo, e, per 
quest'ultimo motivo, di scarsa applicazione. La chiusura permanente può essere utilizzata come 
ultima risorsa in situazioni dove vi siano serie difficoltà di confluenza. 
La chiusura nelle ore di punta può essere una soluzione nelle seguenti situazioni: 
- la capacità della rampa è inadeguata al flusso entrante, cosa che può causare intralci al 
traffico esterno; 
- il traffico in prossimità della rampa è in condizione di criticità, ed è, disponibile una 
strada alternativa di adeguata capacità per i potenziali utenti; 
- il progetto della rampa non consente una confluenza del traffico senza escludere un 
considerevole rischio. 
Una applicazione di questo tipo di controllo è stata implementata in Giappone sulla 
Hanshin Expressway all'interno di una strategia più complessa e coordinata di controllo di rampe: 
tale strategia implica la chiusura delle rampe di accesso successivamente a partire dal punto di 
congestione in direzione opposta al flusso. I criteri di decisione di quando e quanto tenere chiuse 
le rampe deriva da analisi e simulazioni su dati storici. 
4.1.2. Regolazione precalcolata 
E' una delle forme più semplici di regolazione, essendo questa fissata per intervalli orari 
(giornalieri o settimanali). 
Le strutture necessarie sono limitate ad un semaforo sulla rampa collegato ad un 
controllore attuato da un orologio e da un segnale di attenzione che indichi, al flusso in 
avvicinamento alla rampa, l'impianto di regolazione. 
Il flusso di entrata viene regolato sulla base di dati storici. Il metodo di calcolo dipende 
dallo scopo della regolazione: miglioramento della sicurezza di confluenza o riduzione della 
congestione. Nel caso di riduzione della congestione si tratta solamente di consentire l'accesso ad 
un numero di veicoli pari alla differenza tra la capacità del tratto dopo la rampa e la quantità di 
veicoli transitanti prima della rampa. Nell'altro caso, oltre a limitare la quantità di veicoli entranti, 
è necessario evitare l'ingresso di plotoni di veicoli che altrimenti potrebbero causare tamponamenti 
o collisioni per cambio di corsia. 
Va notato che il rapporto prezzo/prestazioni di un tale sistema è molto alto. Il maggiore 
vantaggio consiste nella regolare l'accesso dei veicoli con una adeguata frequenza. D'altra parte il 
sistema non riesce a seguire le rapide ed impreviste variazioni della domanda per incidenti o altre 
cause. 
4.1.3. Regolazione in funzione del traffico esistente 
Questo tipo di controllo è basato sullo stesso principio del precedente: regolare il legame 
domanda/capacità. La differenza consiste nel metodo di quantificazione della regolazione. In 
questo caso il flusso in ingresso viene regolato in funzione delle misure real-time del traffico; 
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supera, così, l'incapacità del precedente nel seguire cambi a breve termine delle condizioni di 
traffico. 
L'implementazione delle strutture necessarie è abbastanza complessa e richiede: uno o due 
segnali di traffico, un segnale di avvertimento per indicare la regolazione della rampa, un 
controllore che dalle misure dei dati di traffico scelga o calcoli il flusso ammissibile all'ingresso 
della rampa, vari rilevatori di traffico per misure real-time delle variabili del flusso necessarie al 
controllore. 
La strategia di base consiste, quindi, nell'utilizzare le misure real-time delle condizioni di 
traffico per comprendere l'attuale livello di servizio e determinare il massimo numero di veicoli per 
rampa che possono entrare senza causare congestione o portare a condizioni critiche di stabilità 
del flusso. Flusso (veic./h), velocità media spaziale (Papageorgiou, 1990) e occupazione (Capelle, 
1982) (Fig. 4.3) sono le variabili generalmente utilizzate nella modellizzazione di controllo. 
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Fig. 4.3: Variazione nella 
relazione volume-occupa-
zione in presenza di 
controllo di rampa 
(Capelle et al., 1982). 
Due sono le principali strategie di controllo: della domanda-capacità e di occupazione. 
Il controllo della domanda-capacità: il flusso di ingresso dalla rampa è determinato per 
differenza confrontando il flusso esistente nel tratto prima della rampa, con la capacità del tratto 
successivo. Tale capacità o è derivata dai dati storici o calcolata basandosi sui dati correnti di 
flusso (per tenere conto dell'influenza delle condizioni meteorologiche, della composizione del 
traffico e di incidenti). Poiché i dati di volume non sono sufficienti a determinare le condizioni di 
congestione, sono necessarie anche misure di occupazione eseguite su almeno uno dei rivelatori a 
monte della rampa (si presume che esista un rilevatore per corsia). Viene, comunque, mantenuto 
un flusso minimo di ingresso, 3/4 veic./min, anche se vi sono condizioni di congestione o 
superamento di capacità. 
Il controllo dell'occupazione: viene selezionato un flusso di regolazione tra i molti 
predefiniti sulla base delle misure in tempo reale di occupazione ed applicato per il periodo 
successivo (solitamente lungo1 min.). Le misure di occupazione possono essere effettuate prima o 
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(BENTLEY) 
Fig. 4.4: Accesso l O dell'autostrada M6, Regno Unito (Keen et al., 1988). 
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Llmlts of 
ot motorway 
Fig. 4.5: Cartografia della zona interessata dal controllo di rampa sulla autostrada M6, Regno 
Unito (Keen et al., 1988). 
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dopo la rampa e il flusso di regolazione che, viene elaborato sulla base di valori di 
volume/occupazione collezionati nello stesso punto, è la differenza tra i valori storici elaborati e 
quelli in tempo reale. Viene, comunque, garantito un flusso minimo di 3/4 veic./min .. 
La struttura necessaria per questo tipo di controllo è simile a quella della regolazione 
precalcolata. Il rapporto prezzo/prestazioni è però più basso del precedente, permettendo, in 
misura orientativa, un l 0% di benefici addizionali. Il principale vantaggio di questo sistema 
consiste nella capacità di adeguamento alle variazioni imprevedibili di capacità (colli di bottiglia) e 
di domanda. 
Sasaki et al. (1987) propongono un modello di regolazione di rampa implementato 
utilizzando una logica di tipo fuzzy migliorando le prestazioni operative del controllo. Chen et al. 
(1990) utilizzano lo stesso tipo di logica per il controllo delle rampe d'accesso del San Francisco-
Oakland Bay Bridge nell'ottica di superare il dilemma posto dalla eccessiva complessità da una 
parte delle reali condizioni di traffico che ostacolano l'individuazione di una strategia di 
regolazione locale e, dall'altra, delle tecniche di controllo ottimo che rendono difficoltosa una loro 
implementazione nell'ambito della operatività stradale. Oltre a ciò, le implementazioni basate su 
una logica fuzzy non richiedono, come altri tecniche di controllo, un modello sofisticato per la 
rappresentazione del sistema. Il miglioramento sul precedente controllo manuale si riscontra nella 
maggiore efficienza in caso di incidente o di congestione; poco meno efficiente nella gestione della 
coda alle rampe che tendenzialmente aumentano di lunghezza. 
Nell'applicazione all'accesso 10 dell'autostrada M6, nel Regno Unito, (Fig. 4.4, 4.5, 4.6) 
Keen et al. (1986, 1988) hanno progettato un sistema di regolazione che usa segnali di tipo 
tradizionale con ciclicità variabile in funzione della domanda e della velocità alla giunzione: il 
segnale di rosso è attivato se si verifica una delle due condizioni: la domanda di traffico eccede un 
valore limite (variabile in funzione delle condizioni meteorologiche), la velocità è sotto un valore 
di soglia ( 45kph). Il segnale di rosso è limitato nel tempo per garantire l'osservanza dello stesso. 
C'l'? ca!)lt 
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Fig. 4.6: Collegamenti telematici 
per il controllo di rampa sull'auto-
strada M6 (Keen et al., 1986) 
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4.1.4. Controllo di confluenza 
E' una altra forma di controllo sulle rampe di entrata in funzione del traffico reale e si basa 
sull'ottirnizzazione della confluenza dei veicoli nel flusso di traffico. La riduzione dei conflitti 
veicolari in ingresso riduce parimenti la probabilità di tamponamenti e previene la formazione di 
onde d'urto nelle vicinanze della rampa. 
Si tratta di individuare un tratto libero entro il quale un veicolo in attesa sulla rampa possa 
confluire senza generare conflitti con i veicoli del flusso . In taluni casi può essere previsto 
l'ingresso di più veicoli per volta (Fig.4. 7). 
I benefici di tale metodo sono discutibili e possono non giustificare la necessaria e non 
elementare strumentazione . 
___ Acceptablegap __ ----____ _ 
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4.1.5. Controllo integrato 
Fig. 4.7: Schema di un 
controllo di confluenza. 
I metodi precedenti si riferiscono al controllo di una singola rampa. Spesso è necessario 
effettuare il controllo contemporaneamente su più rampe in una visione integrata o sisternica. E' 
evidente che la strategia di controllo è basata sulla valutazione della domanda e della capacità 
dell'intero sistema e non più di una singola entrata. 
Il controllo integrato è applicato ad una sene di rampe che sono soggette ad una 
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regolazione o di tipo precalcolato o basata sul traffico reale (Papageorgiou et al., 1990) (Fig. 4.8). 
Le operazioni di ogni singola rampa sono identiche a quelle prima descritte ad eccezione del 
calcolo e dei flussi di ingresso che vengono elaborati centralmente. 
Tratta l Tratta i Tratta N 
o 0.53 1.03 1.531.93 2.43 2.93 3.41 3.91 4.44 4.93 5.43 
l l l 2 l 3 l 4 l 5 l 6 l 7 l 8 l 9 l 10 l 11 l 
D D D DD D D D D D D D 
Vanves Plain 
12 
D 
o 
D 
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Fig. 4.8: Schema di principio(sopra) ed applicazione (sotto) sul boulevard di Parigi di un 
controllo integrato di rampa (Papageorgiou et al., 1989; Papageorgiou et al., 1990). 
Tali sistemi offrono il vantaggio di una migliore utilizzazione del sistema permettendo di 
ottimizzare le variazioni di domanda sull'intero sistema. 
METALINE e SIRTAKI sono due strategie di regolazione integrata di rampa sviluppate 
nell'ambito del progetto Drive I CHRISTIANE. Nella prima si attua un controllo di retroazione 
basato su una legge di ottimizzazione lineare-quadratica o lineare-quadratica-integrale; nella 
seconda il controllo è di tipo feed-forward. 
4.1.6. Controllo sulle rampe d'uscita 
Anche sulle rampe di uscita può essere effettuato il controllo (Fig.4.9), o tramite chiusura 
o con qualche forma di regolazione. La regolazione delle rampe d'uscita può essere causa di 
congestione sulla viabilità ordinaria oltre che aumentare la probabilità di coda prima della rampa. 
La chiusura è una strategia auspicabile come misura di sicurezza in situazioni in cui si 
debbono ridurre drasticamente le manovre di defluenza, frequenti quando le uscite sono molto 
vicine. Può essere utilizzata in corrispondenza di una riduzione di corsia, chiudendo le uscite 
successive alla riduzione, per incoraggiare ad utilizzare le uscite precedenti. Lo svantaggio di tale 
soluzione consiste nella possibilità di creare tamponamenti. Una applicazione di questo tipo di 
strategia è stata realizzata a Napoli da Lepera et al. nel 1973, ed utilizza rilevatori di coda e 
display, disposti poco prima della stessa rampa e di quella precedente, per informare gli utenti 
della chiusura. 
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Fig.4.9: Schema esemplificativo di un sistema a percorso guidato con controllo sulle rampe 
d'uscita. 
4.2. CONTROLLO IN LINEA DEL FLUSSO 
Un approccio che tende al miglioramento della sicurezza e della efficienza operativa della 
struttura di trasporto consiste nel controllo del flusso in linea; ciò comporta la regolazione, 
l'awertimento e l'indirizzamento del traffico in modo da soddisfare tutti od alcuni dei seguenti 
obiettivi: 
- acquisire un flusso più uniforme e stabile nel momento in cui la domanda diviene 
prossima alla capacità, cioè migliorare l'uso delle strutture e fermare la congestione sul 
nascere; 
- prevenire i tamponamenti nel caso di onde d'urto presenti nel flusso per congestioni 
preesistenti : l'insieme degli incidenti secondari, cioè susseguenti altri incidenti o 
saturazioni, è il più consistente rappresentando il 40-60% del totale; 
- distribuire il ritardo in modo equilibrato lungo la linea lasciando opportunità d'accesso 
dalle rampe; 
- aumentare l'efficienza operativa in condizioni di emergenza per incidenti o per 
manutenzione o di particolari manifestazioni meteorologiche. La tempestività della 
segnalazione all'utenza delle anomalie dei flussi di transito o del superamento di 
determinati limiti di velocità costituisce un obiettivo primario per la riduzione del numero 
di incidenti e la limitazione dei danni (Cretti, 1992). 
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Questi obiettivi si realizzano per mezzo di una o più delle seguenti strategie: 
- sistema di informazioni all'utente 
- segnali di velocità variabili; 
- rerouting del traffico su altri percorsi; 
-variazione nel numero di corsie disponibili (o della capacità); 
In questo tipo di controllo assume estrema importanza il rilevamento dei dati atmosferici , 
generalmente ghiaccio, nebbia, pioggia: a questi può essere data diversa priorità in funzione della 
pericolosità del fenomeno stesso (Italtel-Telesis, 1990). Possono aggiungersi la misura della 
luminosità ambientale, della concentrazione dei gas inquinanti, della velocità del vento (Locatelli, 
1991). Nel caso dell'incidentalità in presenza di nebbia, ma presumibilmente in genere per ogni 
evento meteorologico accentuato, essa può essere considerata non solo una circostanza 
dell'incidente ma un fattore scatenante o, quanto meno, una delle principali concause dell'incidente 
stesso (Salvatore, 1991 ). 
Una componente importante dei sistemi di controllo e di guida del traffico è la stima dinamica dei 
movimenti per Origine/Destinazione, cioè l'informazione della domanda per la pianificazione del 
trasporto a lungo termine così come alle dimensioni e alle variazioni temporali (Beli, 1991 a, 
1991b). Allo scopo il progetto ODIN, DRIVE I, ha sviluppato e definito le tecniche di stima 
dinamica distinte per tipologia di applicazione. 
A tutt'oggi, in Italia, le strategie ·adottate dalle Società Concessionarie delle autostrade 
perseguono obiettivi simili sebbene i sistemi realizzati differiscano sia per principi funzionali che 
per architettura degli apparati; le impostazioni progettuali sono originali basate su 
componentistica non ancora standardizzata e, soprattutto, adattata alle caratteristiche della 
propria infrastruttura stradale (Crotti, 1991 ). 
4.2.1. Sistema di informazione all'utente 
Tali sistemi consentono di informare gli utenti delle condizioni del flusso in modo che essi 
possano effettuare l'azione più corretta aumentando l'efficienza e la sicurezza delle strutture. 
Treglia (1986), in una analisi sulla sicurezza in autostrada, sottolinea il bisogno dell'utente di 
sentirsi "guidato" e "assistito" nel momento in cui si mette in viaggio in autostrada. 
La filosofia consiste nel fornire all'utente alcune informazioni in tempo reale sulle 
condizioni del flusso a valle, così da potere scegliere o di variare il proprio percorso o di 
continuare rispettando qualche forma di controllo (Fig. 4.10, 4.11, 4.12, 4.13). La tempestiva 
segnalazione di ostruzioni e relative indicazioni di velocità tendono a ridurre la probabilità che ne 
accadano di secondari (FIAT, "Easy Driver", 1992). In generale, le informazioni possono essere 
suddivise concettualmente in tre categorie (Ben-Akiva et al., 1991) (Fig. 4.14, 4.15): informazioni 
storiche dello stato del sistema di trasporto nei periodi precedenti, informazione corrente sulla 
situazione più aggiornata delle condizioni di traffico, informazioni relative alle condizioni di 
traffico atteso nei periodi successivi all'inizio del viaggio. 
La progettazione dei sistemi di informazione richiede il rispetto di alcuni pnnc1p1 o 
raccomandazioni: il consorzio V AMOS, progetto DRIVE V1003, ha elaborato un testo, il "White 
Book", Ottobre 1991, che raccoglie tutte le indicazioni relative all'applicazione dei segnali a 
messaggio variabile (VMS), le prestazioni, il contenuto, l'interazione coi segnali statici, la 
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combinazione di messaggi e simboli. Si riporta una schematica sintesi di quanto presente nel 
"White Book" e in (Bolelli et al., 1991) (Fig. 4.16, 4.17, 4.18, 4.19): 
-i malfunzionamenti del sistema e dei pannelli non debbono comportare messaggi errati; 
-priorità delle informazioni (maggiore impatto per le informazioni più importanti); 
-evitare le informazioni improwise e inaspettate (i messaggi non dovrebbero essere cambiati 
con frequenza maggiore di un minuto); 
-il sistema deve essere in grado di predire gli effetti di un messaggio; 
-i pannelli a messaggio variabile dovrebbero essere facilmente distinguibili da quelli fissi; 
SCHEMA DELLE FUNZIONI DEL SISTEMA 
LIVELLO CENTRALE 
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TRAS~/ ! SS IC~~E DATI 
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CONDIZiOt~ l ATMOSFERICHE 
AUSILIO 
ALLA GEST:m:E 
Fig. 4.10: Schema del sistema Easy Driver (FIAT, 1992). 
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Fig. 4.11a: Sezione 
tipo di una stazione di 
rilevamento del siste-
ma Easy Driver 
(FIAT, 1992). 
Fig. 4.11b: Schema 
del posizionamento 
delle stazioni di 
rilevamento nel 
progetto Easy Driver 
(FIAT, 1992). 
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Fig. 4.12: Schema a blocchi funzionali del sistema Easy Driver 
(FIAT, 1992). 
Fig. 4.13: Sinottici del sistema di controllo Easy Driver (FIAT, 1992). 
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Pre-via io 
In-viaggio 
Giorno w 
Info/ Aggiorna dal giorno w -
Info/Progetto per il giorno w 
Scelta dell'ora di partenza & 
Percorso per il giorno w 
Vai al prossimo incrocio 
Aggiorna la scelta percorso 
Fig. 4.14: Ruolo dell'informazione nella gerarchia di scelte di un guidatore 
(Ben-Akiva et al., 1991). 
ercezione storica 
della condizione 
della Rete 
Esperienza/Info 
del giorno prim 
ggiorna la perce-
zione storica 
Resoconto dei 
mezzi di infor. 
Percezione corrente 
Sì 
Percorso 
precedente 
Scegli un 
nuovo 
percorso 
Fig. 4.15: Comportamento di un guidatore prima di iniziare uno spostamento 
(Ben-Akiva et al., 1991}. 
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-i segnali devono essere leggibili ad una distanza tale da consentirne una doppia lettura; 
-i messaggi devono essere brevi e chiari, un massimo di 7 parole per messaggio, non più di 4 
località per direzione e, combinando le due, non più di 9 tra parole e località; 
-dove possibile, si devono usare pittogrammi; 
-mantenere la credibilità del messaggio cercando di dame giustificazione. 
Le indicazioni precedenti evidenziano che oltre ai benefici, il potenziamento del sistema di 
informazione può generare effetti negativi contrari, cioè: la saturazione di informazioni per cui 
l'utente non è in grado né di prendere una decisione né di acquisirli completamente; la 
sovrareazione di una frazione di utenti che seguono una informazione ricevuta causando uno 
spostamento della congestione; la concentrazione di utenti che, avendo lo stesso tipo di 
preferenze, si ritrova, su percorsi indicati come migliori, negli stessi tempi di viaggio. 
La questione della leggibilità dei pannelli e, di riflesso, della loro struttura geometrica e 
della composizione del messaggio, richiede una attenzione particolare oltre che alla acuità visiva 
(il più piccolo carattere visibile ad una certa distanza) anche alla tipologia del pannello: nel caso 
dei pannelli a matrici di led, uno studio sul campo (Colomb, 1992) mostra che la leggibilità diurna 
del pannello dipende dal contrasto di luminosità, definito come C=L!Lf, dove Lf è luminosità di 
fondo e L = Li + Lf è la somma della luminosità dei led e di quella di fondo; che la notte essa 
dipende esclusivamente dalla luminosità del led essendo Lf praticamente nulla. 
Va sottolineato che l'informazione va costantemente aggiornata e che se l'utente ha 
qualche valido motivo per ritenere che il messaggio sia errato, la credibilità del sistema si flette e il 
sistema stesso non potrà conseguire i risultati proposti. 
Nelle strategie di omogeneizzazione, le sezioni di controllo e, quindi, la distanza a cui 
vanno posti i pannelli è indicata in ietteratura in un massimo di l km ( Ferrari (1991 b), Smulders 
(1990b), Italtel-Telesis (1990), FIAT (1992) effettuando i rilevamenti mediamente ogni 500 metri, 
in modo da poter considerare le condizioni di traffico uniformi all'interno della sezione. 
Una successiva evoluzione potrebbe essere costituita dai segnali intelligenti a messaggio 
variabile (IVMS) (Fig. 4.20, 4.21) inseriti in sistemi che controllano e supervisionano i processi di 
traffico basandosi sulle loro precedente esperienze (Siefker et al., 1992) (Fig. 4.22, 4.23). 
L'architettura del sistema sfrutta le capacità dei sistemi a multi-processori in combinazione con i 
gate-array ad alta densità di integrazione. L'elaborazione a processi paralleli consente di lavorare 
su grandi moli di dati più rapidamente dei sistemi tradizionali. Lo scopo è di pervenire ad un 
segnale che integrato con un sistema locale di informazione sia in grado di elaborare una propria 
strategia. I vantaggi derivano da una parte dall'uso di sistemi adattivi, dall'altra, le risposte sono 
più rapide, rispetto ai sistemi convenzionali, a parità di costo hardware; non esiste vincolo con i 
parametri di traffico utilizzando i metodi di apprendimento dall'esperienza né per l'hardware né per 
il software. 
Vi sono altri due modi per fornire informazioni agli utenti (oltre ai sistemi che forniscono 
una pianificazione degli itinerari migliori prima di effettuare il viaggio) e sono basati sulla 
comunicazione radio: la radio commerciale e la radio a lato strada (ad isofrequenza). 
La radio commerciale basata su stazioni di trasmissione locale, e, quindi, più adatta ad 
ambiti urbani, basa la sua efficacia sostanzialmente sul suo grado di successo commerciale: 
l'affidabilità del sistema di informazioni dipende chiaramente dalla cooperazione con altre stazioni 
radio e dalla rapidità di accesso alle informazioni di traffico. Il potenziale di utenza può essere 
elevato in quanto molti utenti ascoltano la radio commerciale durante il viaggio. 
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Il sistema radio ad isofrequenza è un sistema di comunicazione nel quale i messaggi 
possono essere trasmessi direttamente all'utente dal trasmettitore presente a lato della strada. Il 
vantaggio maggiore consiste nella specificità del messaggio che può essere inviato relativamente 
ad un particolare tratto. Lo svantaggio risiede nella necessità di dovere avere un ricevitore sul 
veicolo agganciato alla frequenza richiesta. A parte ciò questo sistema appare di estrema 
flessibilità, bassi costi, e in grado di fornire più informazioni in tempo reale degli altri sistemi. 
I servizi di elaborazione dei percorsi sfruttano le metodologie precedenti nell'ottica di dare 
a chi guida le indicazioni passo passo come farebbe un navigatore esperto (Foster, 1989). E' 
evidente che, a prescindere dalle tecniche di comunicazione, sono necessari grandi database per 
quanto riguarda le mappe, la geometria stradale, il tipo di circolazione, le ostruzioni, etc ... Tutte 
queste informazioni devono, in qualche modo, essere trasferiti all'utente non appena cambiano le 
condizioni di traffico. Un miglioramento del servizio radio può consistere nell'introduzione del 
sistema dei dati radio digitale (RDS, Radio Data System) in grado di immagazzinare e restituire le 
informazioni su basi selettive. 
Fig.4.16: Architettura tipo per una autostrada; (sopra) per una diversione, (sotto) per un tratto in 
linea (Vamos Consortium,"White Book", 1991). 
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Fig. 4.17: Blocchi funzionali di un sistema di controllo 
(Vamos Consortium,"White Book", 1991). 
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Fig. 4.18: Pittogrammi raccomandati 
dalla commissione COST 30 per l'uso 
con pannelli a messaggio variabile 
(V amos Consortium, 
"White Book", 1991). 
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Fig. 4.19: Dimensioni consigliate per i punti (led) di una matrice per VMS (V amos 
Consortium,"White Book", 1991). 
Dipendenti 
dall'esperienza 
IVMS 
Fig. 4.20: Definizione di un sistema IVMS (Siefker et al., 1992). 
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Fig. 4.21: Struttura dell'elaborazione delle informazioni in un sistema IVMS (Siefker et al., 1992). 
Ingresso di un nuovo stato 
nuovo stato 
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successiva 
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no 
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la nuova 
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Fig. 4.22: Flow-chart di un sistema IVMS (Siefker et al., 1992). 
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30% 
' probabilità di transizione 
Fig. 4.23: Definizione della probabilità di transizione tra stati possibili in un processo di tipo 
adattivo (Siefker et al., 1992). 
4.2.2. Segnali di velocità variabili 
Il controllo con segnali di velocità variabili si pone l'obiettivo di regolare la velocità del 
traffico affinché questa consenta o di conseguire il massimo flusso o di omogeneizzare il flusso 
stesso. 
Una delle prime applicazioni di questa filosofia, è costituito dal sistema Philips operativo 
dalla fine del 1981 sulla A13 fra Aia e Rotterdaril. Il sistema (MCS, Sistema di controllo 
autostradale) , ha obiettivi limitati alla gestione di eventi particolari, quali gli incidenti, le code, o a 
condizioni atmosferiche quali la nebbia, il ghiaccio (Rinelli, 1985). 
(Klijnhout, 1984) sottolinea il miglioramento della sicurezza e il miglioramento in capacità 
con un sistema di controllo (MCSS, Sistema di controllo e sorveglianza autostradale) che indichi 
all'utente la velocità più opportuna. Tra i miglioramenti in capacità possono inserirsi i colli di 
bottiglia, causati da lavori o incidenti, che, se non possono essere evitati, possono essere resi 
meno pesanti. 
Alla base di questa strategia vi è la considerazione che aumentando la domanda fino alla 
densità ottima, il controllo della velocità può aumentare la stabilità del flusso. Questo vale solo se 
la domanda non supera la capacità della struttura, nel qual caso tale sistema di controllo può solo 
ritardare il formarsi della congestione. L'omogeneizzazione delle velocità, peraltro, riduce la 
probabilità di congestione e, quindi, dei tamponamenti aumentando la sicurezza del sistema 
(Smulders, 1990a). 
(Kuhne, 1989), partendo dall'assunto che l'analisi della distribuzione della velocità è in 
grado di rilevare gli incidenti e prevedere le condizioni di saturazione, elabora un sistema di 
regolazione della velocità composto di sette distinte indicazioni, che tiene conto oltre che della 
velocità media sulla corsia di sinistra e la sua deviazione standard, della velocità media dei veicoli 
passeggeri, anche del volume di traffico progettuale e della densità critica: i confronti, una serie di 
IF ... THEN ... ELSE in cascata, tra i valori correnti e quelli di riferimento, sono tredici (Fig. 4.24). 
82 
Il Controllo di un deflusso autostradale con reti neurali Parte I- Le Teorie del Deflusso e le Strategie di controllo 
Pc Densità critica 
vi Velocità media della corsia di sinistra 
crv,l Deviazione standard della velocità 
v p Velocità media veicoli passeggeri 
f l' f11 Moltiplicatori (08-1.0) 
Fig. 4.24: Procedura di controllo in cascata delle condizioni di flusso per l'individuazione della 
velocità di controllo (Ki.ihne, 1989). 
Una estensione di questa metodologia è costituita dal controllo coordinato di più sezioni 
contigue di un tratto autostradale (Ferrari, 1991a), (Ferrari, 1991b). Questo approccio discende 
dalla considerazione che in seguito ad instabilità, si ha propagazione di onde d'urto sia a monte 
che a valle del tratto che ha causato l'instabilità: in entrambi i casi si possono verificare situazioni 
di estrema pericolosità, a monte, per il rischio di tamponamenti, a valle, per condizioni di flusso 
caratterizzato da alta velocità ed alta densità. Il controllo di velocità su più sezioni dà indicazioni 
di limiti di velocità progressivamente maggiori sia a monte che a valle dell'instabilità. 
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Fig. 4.25: Schema di regolazione di velocità per sezioni contigue in funzione dell'" affidabilità" e 
della velocità misurata (Ferrari, 1991 b). 
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Sulla base della misura dell'affidabilità di una autostrada (Ferrari, 1988) e dei valori di 
velocità misurati nella sezione centrale al tratto in considerazione, CSi, la Fig. 4.25 mostra un 
esempio di programmi di controllo coordinato per la stessa sezione, CSi, e quelle precedenti, CSi-
1, CSi-2, e seguenti, C Si+ 1 CSi+2· Questa strategia ha già avuto applicazione, all'interno del 
programma DRIVE, su un tràtto dell'autostrada A43, tra Bochum e Recklinghausen in Germania, 
in cui le distanze tra le sezioni variano tra 500 e l OOOmetri. 
Una delle principali difficoltà associate a questo tipo di controllo, come già evidenziato, in 
genere, per le strategie basate sui pannelli a messaggio variabile, è l'effettiva influenza od 
incidenza nel comportamento di guida. D'altra parte, contrariamente alle strategie basate su 
modelli matematici di comportamento, questa è una strategia semplice, il che rende facile definire 
i vincoli di sicurezza e conseguire un ampio grado di robustezza. Il controllo di 
omogeneizzazione, sulla base di un modello di traffico, può essere formulato come un problema di 
controllo ottimo per la massimizzazione di un certo criterio; l'obiettivo consiste nell'agire in due 
modi per eliminare la congestione: rimuovere le sorgenti di disturbo nel traffico e ridurre il 
numero di headway corti (Smulders, 1990a, 1990b ). In Smulders (1990b) il controllo è attuato 
con un segnale di velocità, con un valore prossimo a quello attuale del flusso', unico ed identico 
per ogni corsia, inviato contemporaneamente ad un insieme consecutivo di pannelli. 
4.2.3. Rerouting del traffico su altri percorsi 
La diversione o rerouting del traffico su altri percorsi è una metodologia che può trovare 
spazio su un sistema autostradale a rete sufficientemente fitta in cui la diversione avviene su 
strutture analoghe e parimente controllate: 
Si migliorano le prestazioni in situazioni di forte domanda e si realizza comunemente con 
pannelli direzionali variabili indicanti un percorso alternativo. In questo modo il controllo agisce 
su quella componente del flusso che lascia quello principale ad una rampa d'uscita (Cremer et al., 
1987). 
In situazioni pratiche l'entità del flusso che effettua la diversione non può essere 
conosciuta esattamente. Sebbene la dimensione del flusso interessato alla diversione possa 
costituire un elemento di aiuto in una strategia di controllo, la sua conoscenza non è necessaria. 
Difatti, una diversione oraria minore di quanto auspicabile aumenterà il tempo per cui sarà 
mantenuto il segnale di diversione. Va osservato che questo tipo di controllo ha consistenza solo 
in combinazione con gli altri controlli in linea. 
Charbonnier et al. ( 1991) hanno affrontato il problema del rerouting dinamico in termini di 
controllo ottimo: l'intento di ottimizzare su una rete la presenza totale di veicoli guidati può 
generare problemi computazionali consigliando una riduzione del problema a ricercare soluzioni 
sub-ottime che consentono di ridurre la complessità del sistema con solo quattro valori per le 
variabili di controllo. La decomposizione in sotto-problemi coordinati tra loro permette 
ugualmente di ottenere una soluzione ottima per il problema complessivo. 
4.2.4. Variazione del numero di corsie 
Ci sono due filosofie che utilizzano, in modo opposto, la variazione del numero di corsie 
disponibili e, quindi, la capacità della struttura: la chiusura o, dualmente, la apertura di una o più 
corsie aggiuntive. 
La chiusura è praticata in periodi in cui la capacità è molto bassa, per migliorare la 
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sicurezza operativa e l'efficienza. Si applica come preavviso per corsie bloccate, come diversione 
di traffico in ore di punta, con controllo di galleria e miglioramento delle operazioni di confluenza. 
Acquista maggiore efficacia in combinazione con il controllo di velocità variabile per preparare 
gli utenti ad eventuali chiusure successive o addirittura al blocco del traffico in caso di incidente. 
E' ovvio che tale strategia può comportare un aumento del tempo di percorrenza. Una prima 
applicazione europea si trova sull'autostrada Al a sud di Lille, dove per mezzo di cartelli retti da 
portali, è possibile riassegnare le corsie disponibili per senso di marcia, utilizzando simboli con 
croci rosse e frecce verdi (Centro Ricerche FIAT, 1985). 
L'apertura di nuove corsie può trovare applicazione in quei casi in cui la domanda storica 
di traffico presenti dei valori di picco in una sola direzione: la direzione del flusso in una o più 
corsie a domanda bassa può essere invertita usando segnali di informazione e barriere e cancelli 
per prevenire manovre errate. E' un sistema molto economico ed efficace se la condizione di 
sbilanciamento della domanda perdura. I sistemi di controllo del flusso "tidal" (a marea) sono 
oggetto del progetto Drive V l 020 che ha il compito di fornire le appropriate raccomandazioni di 
operatività (Stathopoulos, 1991). La pratica comune attualmente limita queste applicazioni a 
situazioni in cui i tratti coinvolti non presentino entrate od uscite. 
6 CORSIE 
7,50 1 3.:.4 1 7-:-8 1 3-:-4 1 7,50 
30~33 metri 
A A 7 CORSIE 
7.50 10~ 11 l 3 + 4 l 7,50 
33.;.36 metri 
8 CORSIE 
10,50 l 3+4 l 7~8 l 3~4 l 10,50 
36~39 metri 
Fig. 4.26: Proposte di nuove tipologie autostradali: 6-8 corsie (Treglia, 1990). 
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E' un approccio non scevro, comunque, da pericolosità intrinseca e da difficoltà di 
implementazione ed in caso di nuovi progetti sarebbe meglio separare le corsie in più dal contesto 
e, quando la domanda è sostanzialmente non bilanciata per direzione, costruirle in "una terza 
strada". (Treglia, 1990) propone una nuova tipologia di sezioni autostradali che, oltre alle solite 
carreggiate, abbiano una o più corsie centrali da utilizzare, nei periodi normali, per manutenzione 
e gestione del traffico e, nei periodi di punta o di incidente, per aumentare la capacità totale nella 
direzione di maggiore intensità (Fig. 4.26, 4.27, 4.28). La capacità equivalente per le ore di picco 
di queste strutture, supposto di utilizzare la "terza strada" per una sola direzione, è per sezioni di 
3-2-3 e 3-3-3 corsie, rispettivamente di dieci e dodici corsie. 
~~------------------------~~~----------------------~~~ !===--============ __ :...... --j •::::.-.:c;:: ______ z _______ s s.------z :? ______ -s: =>-·:.::::i 
l ------- ----------i 
l - - -- ,-----;;- -s.::::::i i: ·:::::ç ,---- % '-- -- ......... - - i 
~ - - - - - - - - - - - - - - - - - - -_r!--:--:-\~-~----~~!)()----~~-~:~~--_·o_o _-_:l~_-..,... __ -_--_:_,-s-_o~~------~~~~0~0~~7_-_-_-_-_~-50===-:\~~~----~5-0-----.---~ 
SCIIEMA f'lAPIO·rttnSrETTICO O[I.LA SEZIONI: A 8 (UIISit: 
Fig. 4.2 7: Schema plano-prospettico della sezione ad 8 corsie (Treglia, 1990). 
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Fig. 4.28: Proposte di nuove tipologie autostradali: 9-12 corsie (Treglia, 1990). 
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4.3. CON1ROLLO DI RETE 
Il controllo di rete amplia il campo di applicazione ad una area non limitata ad una sola 
parte di una rete più grande. Gli approcci precedentemente citati non offrono risultati così positivi 
come ci si potrebbe aspettare proprio perché limitati a piccoli tratti o con un sistema di 
informazione incompleto dello stato dell'intera rete (Cremer et al., 1987) (Fig. 4.29). 
Scopo del controllo di rete è di distribuire in modo ottimizzato i volumi di traffico sugli 
itinerari alternativi all'interno della rete (Ferrari, 1990). Per fare ciò i possibili disturbi derivanti da 
un sovraccarico devono essere riconosciuti prontamente, e se possibile essere previsti. Questi, 
poi, possono essere eliminati o almeno sensibilmente ridotti i loro effetti per mezzo delle 
indicazioni di rerouting (BABSY/X, Siemens) (Fig. 4.30, 4.31, 4.32, 4.33); filosofia applicata 
nelle autostrade A9/A92/A99 di Monaco Nord (Autobahndirektion Siidbayem). 
Questa tipologia di controllo può essere un modo di gestire le situazioni generate dagli 
incidenti. Il programma OPERA (Morin et al., 1991a, Morin et al., 1991b) (Fig. 4.34, 4.35, 4.36) 
applica la simulazione del traffico in tempo reale su una rete autostradale per la ricostruzione e la 
previsione a breve termine dei flussi correnti, ricostruzione automatica del flusso in caso di 
scostamento tra i dati elaborati e quelli osservati (ad esempio in seguito ad un incidente), oltre, 
ovviamente, alla funzione di decisore della strategia più opportuna. 
Per affrontare un controllo di rete sono necessari tre tipi di conoscenza (Kirschfink et al., 
1992) (Fig. 4.36, 4.37): 
- la topologia di rete è quella che contraddistingue maggiormente questa strategia 
dalle precedenti; essa include tutti i collegamenti, le relative lunghezze, numero di 
corsie, connessione con altre sezioni, informazioni sui segnali di messaggio di 
traffico, rilevatori e altre particolarità; 
- l'analisi dei dati di traffico, per avere la descrizione dell'interdipendenza tra tr~tti 
vicini, il diagramma dei volumi di traffico o dati di natura statistica, etc.; 
- l'esperienza dell'ingegnere del traffico per risolvere problemi che non possono 
essere inferiti dai dati di traffico. 
Fig. 4.29: Schema di un controllo di rete (Cremer et al., 1987). 
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Alternative route 
. ~ . 
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Traffic contrar 
computer .-/: . . ,,· 
- Trafficanalysis 
• Forecast : . · · 
• Contrai ,: i-:;:_ · · 
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Fig. 4.30: Schema di un controllo di rete (Siemens). 
Lane! Jhut 
: · .. 
UZ Su~er 
v;:::;z Tta~c control comi)U'ter centet 
<:::::J Varia.b'e signposting c.~ains 
Fig. 4.31: Schema della rete interessata nel controllo della autostrada A9, Baviera, Germania 
(Siemens) 
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FLUGHAFE:--.1 
,'v\UNCHEN 
AK Mi.inchen-Nord 
LA:-..iDSHUT 
Fig. 4.32: Scenario della rete autostradale di Monaco, Baviera: il triangolo indica la centrale di 
controllo del traffico, le frecce i punti di rerouting, la fascia ombreggiata i tratti interessati da 
VMS (Siemens). 
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signA 
Additional sign 
Fig. 4.33: Pittogrammi proposti per il controllo sulla rete autostradale di Monaco, Baviera 
(Siemens). 
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spetto et 
segnali Domanda 
Ri d · Incidenti 
Segnale 
~, ,, , ' v 1 · , 
Conversione 
e oc1ta
Calcolo dei VMS..._ Percorsi misurate..._ 'tdiff ..... alternativi ... · del segnale ... ... tempi di viaggio -
(rete elementare) 
f3 l Controllore L. .... l l~ 
Fig. 4.34: Schema a blocchi di un controllo di rete (Morin et al., 199la). 
<J Detector Station 
® NodeNo. 
@ UnkNo. 
U2 
Fig. 4.35: Layout del programma applicativo OPERA (Morin et al, 199la). 
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Raccolta dati 
Dati Storici 
Fig. 4.36: Struttura del programma OPERA (Morin et al., 199la). 
raccolta 
dati 
check di 
Analisi di 
vario tipo 
Prowedimenti 
di guida 
Fig. 4.37: Schema delle interazioni della conoscenza utilizzabili in un controllo di rete (Kirschfink 
et al., 1992). 
93 
Il Controllo di un deflusso autostradale con reti neurali Parte I- Le Teorie del Deflusso e le Strategie di controllo 
Bibliografia 
Agyemang-Duah K., Hall F.L.(1991), "Some issues regarding the numerica/ value of freeway 
capacity and leve/ of service", Karlsruhe, July 1991, pp.l-15, Brannolte U., Balkema ed. 
Ahmed S.A. (1983), "Stochastic processes infreeway traffic", Traffic Engng Cntrl., June/July 
1983, pp.306-314. 
Alvarez A., Brey J.J., Casado J.M. (1990), ''A simulation mode/ for traffic flow with passing", 
Transpn. Res., Vol.24-B, No.3, pp.l93-202. 
Arione F. , Bianco B. (1990), "Controlli ottimi e subottimi di flusso di traffico autostradale", 
Tesi di laurea - Relatore: Prof V.MAURO, C. d.L. Ing.Elettronica, Ottobre 1990. 
Ashton W. (1966), "The theory ofroad trafficflow", John Wiley & Sons, Inc., New York 1966. 
Autobahndirektion Siidbayern, "Verkehrsleitsystem Munchen-Nord A9/A92/A99", brochure. 
Beli M.G.H. (199la), "The ral lime estimation of origin-destinationflows in presence ofplatoon 
dispersion", Transpn .. Res., Vol.25-B, No.s2/3, pp.llS-125. 
Beli M.G.H., Inaudi D., Lange J., Maher M. (199lb), "Techniquesfor the dynamic estimation 
of O-D matrices in traffic networks", Progetto DRIVE V l 04 7, Proceedings of the DRIVE 
Conference, Brussels, 4-6 February 1991, VoLI, pp.l040-1056. 
Ben-Akiva M., De Palma A., Kaysi l. ( 1991 ), "Dynamic network models and driver 
information systems", Transpn. Res., Vol.25-A, No.5, pp.251-266. 
Blosseville J.M., Beucher S. (1989), "lmage processing applied to transport measurements: the 
TITAN system", RTS- 1989, Issue N.4, pp.IS-24. 
Bolelli A., Morello E., Versolato C. (1990), "EASY DRIVER: an automatic motorway contro/ 
system -Functionsandarchitecture ofthe systemforA4", SECAP, PARIGI 1990. 
Bolelli A., Rutley K. ( 1991 ), "The V AMOS WHITE BOOK for vari ab/e message signs 
application", Progetto DRIVE V 1003, Proceedings of the DRIVE Conference, Brussels, 4-6 
February 1991, VoLI, pp.l34-147. 
Capelle D.G., Basu S. (1982), "Freeway surveillance and contro/", Transportation & traffic 
engineering handbook, Cap.l6, pp.783-806, Prentice Hall, Inc. 
Carter A.A.jr., Merrit D.R., Robinson C.C. (1982), "Highway Capacity and Leve/ of Service", 
Transportation & traffic engineering handbook, Cap.l6, pp.471-487, Prentice Hall, Inc. 
Centro Ricerche FIA T ( 1985), "Gli interventi gestionali sulla rete stradale extraurbane", CNR 
- PFT l, Rapporto Finale 1985. 
Chang Gang-Leo, Kao Yang-Ming (1991), ''An empirica/ investigation of macroscopic lane 
changing characteristic on uncongested multilane freeways", Transpn. Res., Vol.25-A, No.6, 
pp.375-389. 
Charbonnier C., Farges J.L., Henry J.J. (1991), ''Models and strategies for dynamic route 
guidance - Optimal contro/ approach", DRIVE Project V 1011, Proceedings of the DRIVE 
Conference, Brussels, 4-6 February 1991, Vol. I, pp.l06-112. 
Chen L.L., May A.D., Auslander D.M. (1990), "Freeway ramp contro/ using fuzzy set theory 
for inexact reasoning", Transpn. Res., Vol.24a, No. l, pp.IS-25 . 
Colomb M., Carta V., Hubert R., Bry M., Dorè J. (1992), "Les panneaux à message variable 
leur lisibilitè", Bull Liaison Lbo. P. ET CH., 177, Janv-Fevr. 1992, Ref 3616, pp. 3-11. 
94 
Il Controllo di un deflusso autostradale con reti neurali Parte I- Le Teorie del Deflusso e le Strategie di controllo 
Corriere F. (1977), ''Applicazione della teoria della catastrofe allo studio dei modelli di 
deflusso", Convegno- In t. delle Comunicazioni, Genova, l 0/13 Ottobre 1997. 
Cox D.R. (1971), "Queus", Chapman & Hal11971, London. 
Cremer M., Fleischmann S. (1987), "Traffic responsive contro/ of jreeway networks by a state 
feedback approach", in Transportation & Traffic Theory, Gartners & Wilson Editors, pp. 357-
376, Elsevier 1987. 
Crotti A. (1991), "Problematiche connesse con l'installazione di sistemi automatici di controllo 
e gestione del traffico in autostrada", 41" Conferenza del Traffico e della Circolazione, Stresa 
2-5 Ottobre 1991. 
Crotti A. (1992), "Il segreto è: Tempestività", Onda Verde, anno IV, No.l5, Gen-Feb 92. 
CSST (1992), "Analisi e valutazioni delle funzioni PROMETHEUS. Rendicontazionefinale 90", 
CNR- PFT, Fascicolo 5, Marzo 1992. 
Darroch J.N., Rothery R.W. (1972), "Car following and spettral ana/ysis", pp.47-56, Traffic 
flow and Transportation, Newell G.F., Editor. 
Dehoux P h., Toint P h. L. (1991 ), "Some comments on dynamic traffic modlling in the presence 
of advanced driver information systems", Progetto DRIVE V 1014, Proceedings ofthe DRIVE 
Conference, Brussels, 4-6 February 1991, Vol. II, pp.964-979. 
Drew D. (1968), "Traffic flow theory and contro!", McGraw Hill Book Co., London 1968. 
Ferrari P., Treglia P.F., Cascetta E., Nuzzolo A., Olovotto P. (1982), ''A new method for 
measuring the quality of circulation on motorways", Tran~pn. Res., Vol.l6B, No.5, pp.399-418. 
Ferrari P., Treglia P.F., Cascetta E., Nuzzolo A., Olivotto P. (1983), "Un metodo di misura 
della sicurezza e del comfort della circolazione sulle autostrade", AUTOSTRADE 1983, 
Vol.5.83, pp. 23-30. 
Ferrari P. (1986), "L'evoluzione del sistema di trasporto autostradale", AUTOSTRADE 1986, 
3.86, pp.l0-17. 
Ferrari P. (1988), "The reliabi/ity ofthe motorway transport system", Transpn. Res., Vol.22-B, 
No.4, pp.291-310. 
Ferrari P. (1989), "The effect of driver behaviour on motorway reliability", Transpn. Res., 
Vol.23-B, No.2,pp.l39-150. 
Ferrari P. (1990), "Contro/ strategies for increasing motorway capacity", pp.273-278. 
Ferrari P. (1991a), "The contro/ of motorway re/iabi/ity", Transpn. Res., Vol.25-A, No.6, 
pp.419-427. 
Ferrari P. (199lb), "The traffic contro/ on motorways", Università di Reggio Calabria, Giornate 
di studio sui Trasporti, l 0-11 Ottobre 1991. 
FIA T (1992), ''EASY DRIVER", Brochure illustrativa. 
Fisk C.S. (1990), ''Effects of heavy traffic on network congestion", Transpn. Res., Vol.24-B, 
No.5, pp.391-404. 
Fondazione G. MARCONI (1985), "Sistema antinebbia per autostrade. Simulazione con 
l'elaboratore di un sistema di controllo del traffico", CNR-PFTl, Rapporto Finale N. l. 
Forbes G.J., Hall F.L. (1990), "The app/icability of catastrophe theory in modelling freeway 
traffic operations", Transpn. Res., Vol.24-A, No.5, pp.335-344. 
Foster M.R. (1989), "Vehicle /ocation, navigation and route guidance. Where next?" ISATA, 
95 
Il Controllo di un deflusso autostradale con reti neurali Parte I - Le Teorie del Deflusso e le Strategie di controllo 
Firenze 1989. 
Gabard J.F. (1991), "Car-following mode/s", in Concise Encyclopedia of Traffic & 
Transportation Systems, M.Papageorgiou, editor, Pergamon Press. 
Gartner N.B., Wilson N.H.M., Eds (1987), "Transportation and Traffic theory", Elsevier, 
1987. 
Gipps P.G.(1986), ''A modelfor the structure of lane changing decisions", Transpn. Res., Vol. 
20-B, No. 5, pp. 403-414. 
Hall F.L.. (1987), "An interpretation of flow-concentration relationships using catastrophe 
theory", Transpn. Res., Vol. 21-A, No.3, pp. 191-201. 
Hoosen N., Vicencio M.A., Bessaguet F. (1991), "lnvaid Type B processar: the use of road 
images techniques to detect traffic incidents jrom qualitative traffic data", Progetto DRIVE V 
1026, Proceedings ofthe DRIVE Conference, Brussels, 4-6 February 1991. 
Huber M.J. (1982), "Traffic flow theory. Transport and Traffic Engineering handbook", 
Cap.15, pp. 437-469, Prentice Hall, Inc. 1982. 
Italtel-Telesis (1990), "Traj-lnform Autostrada Serravalle -Milano. Progetto per un sisten1a di 
controllo e gestione. ", IT AL TEL, rapporto interno 
Keen K.G., Schofield M.J., Hay G.C. (1986), ''Ramp metering access contro/ on M6 
Motorway", Proceedings I.E.E. 2nd International Conference on Road Traffic Contro), London, 
April1986 
Keen K.G., Schofield M.J., Bannon R. (1988), ''Access contro/ by ramp metering on M6", 
PTRC, September 1988. 
Khisty C.J. (1990), "Transportation Engineering", Englewood Cliffs, Prentice Hall 1990. 
Kirschfink H., Jansen B. (1992), ''Al-based methods for traffic contro/ computers", ISAIA 
Proceedings RTIIIVHS, Florence,1-5 June 1992, pp.93-100. 
Kleinrock L. (1975), "Sistemi a coda", J.Wiley & Sons, 1975, edizione italiana U.Hoepli, 1992. 
Klijnhout J.J. (1984), ''Motorway contro/ and signalling. The test of lime", Traffic Engng. 
Cntrl. Vol.25, pp.193-197. 
Kiihne R.D. (1987), ''Freeway speed distribution and acceleration noise-calculations from 
stochastic continuun1 theory and comparison with measurements", in Transportation and Traffic 
Theory, pp.119-137, Gartner and Wilson Eds., Elsevier 1987. 
Kiihne R. D. ( 1989), ''Freeway contro/ and incident detection using a stochastic continuum 
theory oftrafficflow", AATT Conference, February 1989, pp.287-292. 
Kiihne R. ( 1991 ), "Traffic patterns in unstable traffic jlow o n jreeways ", in Highway Capacity 
and Level ofService, Brannolte U. ed .. , Karlsruhe, July 1991, pp.211-223, Balkema 1991. 
Leo C.J., Pretty R.L. (1992), "Numerica/ simulation ofmacroscopic continuum traffic mode/s", 
Transpn. Res., VoL. 26-B, No.3, pp. 207-220. 
Leutzbach W., Wiedemann R. (1986), "Development and applications of traffic simulation 
models at the Karlsruhe Institut for verkerwessen", Traffic Engng. Cntrl., May 1986, pp.270-278. 
Leutzbach W. (1988), "lntroduction to the theory ojtrafficflow", Springer Verlag 1988. 
Liu G.Q. (1991), "Congestion, Flow, Capacity", in Highway Capacity and Level of Service, 
Brannolte U. Ed., Karlsruhe, July 1991, pp. 245-251, Balkema 1991. 
Locatelli P. (1991), "//controllo del traffico in ambito urbano ed extraurbano", Urbania, 
96 
Il Controllo di un deflusso autostradale con reti neurati Parte 1- Le Teorie del Deflusso e le Str.Jtegie di controllo 
Padova 1991, Atti del convegno, pp.233-259. 
May A. (1990), "Trafficflow fundamentals", N.J.Prentice Hal11990. 
Mede P.H.J., van der, Berkum E.C., van, {1992), ''Model/ing route choice, inertia and 
responses to variable message signs", ISATA Proceedings, RTIIIVHS, Florence, 1-5 June 92, 
pp.245-252. 
Morin J.M., Gower P., Papageorgiou M., Messmer A. (1991a), ''Motorway networks, 
Modelling and contro/", DRIVE Project V 1035, VoLI, pp.l48-171. 
Morin J.M., Papageorgiou M., Hadj-Salem H., Pierrelee J.C., Gabard J.F. (199lb), 
"Validation resu/ts of traffic flow modelling on linear motorways", DRIVE Project V 1035, 
Proceedings ofthe DRIVE Conference, Brussels, 4-6 February 1991, Vol. Il, pp.981-1006. 
McShane W., Roess R.P. (1990), "Traffic Engineering", Prentice Hall1990. 
Nelson J.D., Bella M.G.H. (1991), "Ramp metering strategies for motorways incorporating 
dynamic origin-destination information", W.P.443, DRIVE project ODIN. 
Newell G.F., editor (1972), "Traffic jlow and tranportation", Proceedings of the 5th 
International Symposium on the theory oftraffic flow and transportation, American Elsevier Co. 
Newell G.F. {1989), "Comments on traffic dynamics", Transpn. Res., Vol.23-B, pp.386-389. 
Nihan N.L., Davis G.A. (1987), "Recursive estimation oj 0-D matrices from output counts", 
Transpn. Res., Vol.21-B, pp. 149-163. 
Orlandi A. (1978), ''Elementi di teoria delle file di attesa con applicazioni ai trasporti", Patron, 
Bologna 1978. 
O'Fiaherty (1986), "Traffic planning and engineering", Vol. I, Edward Arnold, 1986. 
Papacostas C.S. (1987), "Fundamenta/s oj transportation engineering", Prentice-Hall Int., 
1987. 
Papageorgiou M., Posch B., Schmidt G. {1983), "Comparison of macroscopic models jor 
contro/ offreeway traffic", Transpn. Res., 1983, Vol.17-B, No.2, pp.107-116. 
Papageorgiou M., Blosseville J-M., Hadj-Salem H. (1989), ''Macroscopic modelling ojtraffic 
jlow on the boulevard peripherique in Paris", Transpn. Res., Vol. 23-B, No. l, pp.29-47. 
Papageorgiou M., Blosseville J-M., Hadj-Salem H. {1990), ''Modelling andrea/ time contro/ 
of traffic flow on the southern part of boulevard peripherique in Paris: Part I : Modelling", 
Transpn. Res., Vol.24-A, No.5, pp.345-359. 
Papendrecht J.H., Schuurman H. (1991), "Bottle-necks on jreeways: traffic operational 
aspects of roadworks" in Highway Capacity and Level of Service, Brannolte U., Ed., Karlsruhe, 
July 1991, pp.283-288, Balkema 1991. 
Persaud B.N., Hall F.L. (1989), "Catastrophe theory and patterns in 30-secondfreeway traffic 
data implicationsfor incident detection", Transpn. Res. -A, Vol. 23-A, No.2, pp 103-113 . 
Persaud B.N., Hurdle V.F. (1991), ''Freeway capacity: definition and measurement issues" in 
Highway Capacity and Level of Service, Brannolte U., Ed., Karlsruhe, July 1991, pp.289-306, 
Balkema 1991. 
Prigogine 1., Herman R. (1971), "Kinetic theory oj vehicular traffic", American Elsevier, 
B.C.42.115, New York 1971. 
Reiter U. (1991), ''Model/ing the driving behaviour injluenced by information technologies" in 
Highway Capacity and Level of Service, Brannolte U., Ed:, Karlsruhe, July 1991, pp.309-320, 
97 
Il Controllo di un deflusso autostradale con reti neurali Parte I - Le Teorie del Deflusso e le Strategie di controllo 
Balkema 1991. 
Ressel W.(1991), "Traffic jlow and capacity at work sites on jreeways" in Highway Capacity 
and Level ofService, Brannolte U., Ed., Karlsruhe, July 1991, pp.321-328, Balkema 1991. 
Rinelli S. (1985), "Controllo elettronico del traffico autostradale. Alcune soluzioni europee", Le 
Strade anno LXXXVII, n.1221, Luglio/ Agosto 1985. 
Ross P. (1988), "Traffic dynamics", Transpn. Res., Vol.22-B, No.6, pp.421-435. 
Salvatore F. (1991), ''Analisi dell'incidentalità in presenza di nebbia", Autostrade, 4.91, 
pp.l09-125. 
Sasaki T., Akiyama T. (1987), "Fuzzy on-ramp contro/ mode/ on urban expressway and its 
extension", in Transportation & Traffic Theory, Gartners & Wilson Editors, pp. 377-395, 
Elsevier 1987. 
Schmidt G., Stappert K.H. (1991), "Some aspects of speed-flow relations on german 
motorway" in Highway Capacity and Level of Service, Brannolte U., Ed., Karlsruhe, July 1991, 
pp.329-336, Balkema 1991. 
Schofield M. (1986), "Speed, jlow and capacity on the M6 motorway", Traffic Engng. Cntrl., 
Vol.27, pp.509-513. 
Siefker H., Janke M. (1992), "lntelligent variable message sign - IVMS", Isata Proceedings, 
RTIIIVHS, Florence, 1-5 June 92, pp.301-308. 
Siemens , ''BABSYIX a new generation of traffic information systems for motorways ", Brochure, 
Green light-Traffic Eng. News Special issue. 
Smulders S.A. (1987), ''Modelling and filtering of freeway traffic jlow", in Transportation & 
Traffic Theory, Gartners & Wilson Editors, pp. 139-158, Elsevier 1987. 
Smulders S.A. (1990a), "Contro/ ofjreeway trafficjlow by variable speed signs", Transpn. Res., 
Vol.24-B, No.2, pp.lll-132. 
Smulders S.A.(1990b ), ''Application of stochastic contro/ concepts to a jreeway traffic contro/ 
problem", pp.295-301. 
Statopoulos A. ( 1991 ), "Ti dal jlow systems", DRIVE Project V l 020, Proceedings of the 
DRIVE Conference, Brussels, 4-6 February 1991, Vol. II, pp.l057-1062. 
Torrieri V. (1990), ''Analisi del sistema dei trasporti", Falzea, Reggio Calabria, 1990 
Transportation Research Board (1985), "Highway Capacity Manual", Special Report 209. 
Treglia P.F. (1986), ''Autostrada e sicurezza", Autostrade, 1986, 1.86, pp.4-10. 
Treglia P.F. 198 8), ''La congestione stradale: impatti e strumenti di gestione", Autostrade, 
1988, 3.88, pp.26-46. 
Treglia P.F. (1990), "Proposta per una nuova tipologia di sezioni autostradali", Autostrade 
S.p.a., rapporto interno. 
V amos Consortium (1991), "WHITE BOOKfor Variable message signs application", October 
1991, DRIVE Project V l 003. 
Wemple E.A., Morris A.M., May A.D. (1991), "Freeway capacity andjlow relationships" in 
Highway Capacity and Level of Service, Brannolte U., Ed., pp.439-455, Balkema, Karlsruhe, July 
1991. 
Westland D. (1991), "Potential methods to forecast the actual highway capacity" in Highway 
Capacity and Level of Service, Brannolte U., Ed., pp.457-465, Balkema, Karlsruhe, July 1991. 
98 
PARTE II 
LE RETI NEURALI ARTIFICIALI 
Il Controllo di un deflusso autostradale con reti neurali Parte II - Le Reti N eurali Artificiali 
l. l LEGAMI CON LE TEORIE BIOLOGICHE 
l. l. l PRlNCIPI FUNZIONALI 
Il termine rete neurale è usato per descrivere modelli assai differenti tra loro ed elaborati 
ad imitazione di alcune funzioni del cervello umano o di qualche sua struttura di base. L'analogia 
antropomorfa e, in genere, della metafora biologica, possono creare fraintendimenti se questa 
viene ritenuta valida, esasperandola, per le reti artificiali (McCord et al., 1990). D'altra parte, 
almeno a livello analogico, alcune reti neurali artificiali possono essere viste come corrispondenti 
dei sistemi neuronali reali (Durbin, 1989). E', comunque, una metafora che ha interessato (e 
interesserà probabilmente) molti osservatori e ha dato origine a molte discussioni sui meriti e le 
limitazioni di questo approccio (Fig. 1.1 ): essenzialmente molti ricercatori, partendo da questa 
analogia, sono stati portati a credere che le reti neurali avessero un grande potenziale nelle 
applicazioni dove la componente legata alla elaborazione sensoriale umana fosse predominante 
(Weiss et al., 1991). 
Gli studi in questa area hanno avuto origini e sviluppi molto articolati. Nel 1943, 
McCulloch e Pitts studiarono una serie di modelli neuronali e mostrarono la loro capacità di 
elaborare alcune funzioni logiche. Successivamente, nel 1949, Hebb puntualizzò l'importanza della 
connessione sinaptica nel processo di apprendimento dei neuroni. Rosenblatt descrisse nel 1958 il 
primo modello operazionale di reti neurali, unendo i lavori di McCulloch, Pitts e Hebb. Risultato 
di questo lavoro fu il percettrone che era in grado di imparare modificando le connessioni tra le 
proprie sinapsi (Rosenblatt, 1962). Quando nel 1969, Minsky e Papert, dimostrarono 
matematicamente i limiti teorici del percettrone, la ricerca spostò il proprio interesse verso 
l'approccio simbolico dell'intelligenza artificiale che, a quell'epoca, pareva più promettente 
(Fig.1.2). 
Il crescente interesse verso le reti neurali è dovuto al contributo che Hopfield diede nel 
1982 quando mostrò l'analogia tra reti neurali ed alcuni sistemi fisici. La caratteristica saliente 
delle reti neurali artificiali (ANN) è il parallelismo a cui vanno aggiunte le prestazioni ottenute 
recentemente per rendere adattivi e non deterministici gli algoritmi di apprendimento di queste 
strutture. Il parallelismo permette di sfruttare maggiori potenzialità di calcolo, in particolare 
quella dei calcolatori paralleli, e, quindi, di minimizzare i tempi di calcolo. Un altro aspetto delle 
ANN consiste nel potere affrontare non solo problemi di ottimo ma anche sistemi che devono 
esibire solo un comportamento "intelligente": obiettivo assai più coerente quando si sia in 
presenza di problemi non semplici, non statici, poco chiari e "rumorosi" (Colorni et al., 1992). 
Lo studio e il ruolo degli organi umani più importanti, quali il cervello, hanno da sempre 
occupato l'interesse e la fantasia dei filosofi e dei ricercatori. Solo a partire dal XIX secolo si 
abbandonò la teoria globalista del cervello e, con il lavoro di Braca, si diede avvio alla neuro-
psicologia che affronta lo studio del cervello tramite le relazioni tra le caratteristiche anatomiche e 
i comportamenti: ne è esempio lo studio anatomo-patologico del linguaggio. Una conseguenza di 
questa impostazione fu l'affermarsi del concetto, e in genere del processo, di evoluzione del 
cervello fino ad arrivare alla conclusione che le specie con più alto rapporto tra il peso del cervello 
e quello del proprio corpo sono quelle meglio adattate all'ambiente e tendono a divenire 
dominanti. 
Dal punto di vista fisico-biologico il cervello è caratterizzato da tre elementi: i neuroni, le 
sinapsi e le celle di supporto (Fig. 1.3, Fig. 1.4). 
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. t 
Fig. 1.1: I diagrammi anatomici di reti neuronali reali sono spesso semplicisticamente 
ispirati ai diagrammi di circuiti elettronici. L'illustrazione mostra l'idealizzazione della 
rete nello strata superiore della corteccia cerebrale dei mammiferi (Braitemberg, 1991 ). 
Simbolico 
Si riferisce alle 
prestazioni di specifici 
compiti intelligenti 
(p.e.: dimostrazioni di 
teoremi o soluzioni di giochi 
di abilità) 
~ 
Comunità AI 
~ 
Psicologia 
+ 
sistemi seriali 
Continuo 
Si riferisce soprattutto 
al riconoscimento di 
campioni e allo sviluppo 
dell'apprendimento 
l 
Cibernetici 
~ 
N eurofisiologia 
+ 
sistemi ad alto 
parallelismo 
Fig. 1.2: Percorso storico dell'intelligenza artificiale (Khanna, 1990). 
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Fig. 1.3: Esempi di celle neurali (Nicholls et al., 1992). 
I neuroni sono l'elemento fondamentale del sistema nervoso centrale, che, nel caso umano, 
ne contiene mediamente 5 bilioni. Le sue cinque funzioni peculiari sono relative alla gestione del 
segnale che viene trasmesso all'interno del sistema nervoso: ricezione ed integrazione del segnale 
proveniente da neuroni contermini, elaborazione, instradamento e trasmissione dell'impulso 
nervoso ad altri neuroni . La struttura del neurone si compone di tre parti: il corpo cellulare, le 
dendriti e i neuriti (o assoni). Il corpo cellulare, sferico o piramidale con diametro di pochi 
micron, contiene il nucleo del neurone ed elabora la trasformazione biochimica necessaria per 
sintetizzare gli enzimi e le altre molecole necessarie alla vita del neurone. Intorno al corpo 
cellulare si ramifica la struttura dei dendriti, che si estendono per alcune decine di micron, con 
forma tubolare di pochi decimi di micron di diametro, e rappresentano i recettori dei segnali 
nervosi. I neuriti sono più lunghi dei dendriti, da un millimetro a un metro, e rappresentano la 
porta d'uscita del segnale nervoso verso altri neuroni. La connessione tra due neuroni ha luogo 
nella sinapsi, separati da una distanza di circa un centesimo di micron, detta appunto separazione 
sinaptica. 
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Fig. 1.4: Architettura della corteccia visiva (Nicholls et al., 1992). 
Semplificando l'operatività del neurone, si può dire che questo elabora le correnti 
elettriche che gli pervengono attraverso i dendriti e le trasmette agli altri neuroni collegati dai 
suoi neuriti. La rappresentazione classica del modello di neurone propone un processo a soglia: i 
segnali elettrici pervenuti al neurone vengono sommati e costituiscono l'input di una funzione a 
gradino. Solo se il valore di soglia di questa funzione viene superato allora viene formato un 
nuovo impulso che il neurone invia con i propri neuriti. 
La membrana del neurone ha la finalità di mantenere una differenza di potenziale tra 
l'interno e l'esterno che, a riposo, è dell'ordine di -70mv (Fig. 1.5). Tale differenza viene 
mantenuta dalla stessa membrana che agisce come una pompa ionica emettendo od attraendo ioni. 
Canale aperto potenziale positivo 
-·~~ 
Neurite potenziale negativo 
- t= .. ~~~r==~ 
+ ' Membrana del neurone Canale chiuso 
Fig. 1.5: Membrana del neurita a riposo (Davalo et al., 1991). 
Agli impulsi elettrici che le pervengono dalle dendriti, la membrana reagisce attraverso questo 
meccanismo di pompaggio ionico. La risposta può essere caratterizzata da una ampia gamma di 
frequenze, anche se solitamente è centrata su una sola. La propagazione degli impulsi usa questo 
meccanismo di pompaggio nella membrana dei neuriti agendo sulla concentrazione degli ioni di 
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potassio, negativi, e di sodio, positivi (Fig. 1.6). In fase di riposo il canale del neurite ha un 
potenziale negativo e l'esterno della sua membrana uno positivo. Non appena la membrana del 
nucleo del neurone modifica il suo potenziale, la soglia è a -55mV (Miall, 1989), anche il neurite 
ad esso collegato modifica il suo potenziale interno, provocando l'apertura dei canali di 
pompaggio ionico: si apre dapprima il canale del sodio, rendendo positivo l'interno del neurite; 
contemporaneamente si apre il canale del potassio immediatamente a monte di questo, 
ripristinando le condizioni di equilibrio iniziali. Questo processo si propaga fino al termine del 
neurita, e da questo alla dendrite per mezzo di un trasmettitore chimico liberato, attraverso la sua 
membrana, nella sinapsi. Dalla dendrite, poi, l'impulso si propaga fino al corpo cellulare del 
neurone. La produzione di impulsi elettrici da parte del neurone non è continua. Immediatamente 
dopo un impulso vi è un intervallo di tempo, assai diverso da cella a cella, durante il quale il 
neurone non può generare impulsi: questo intervallo è detto refrattario assoluto. Di seguito vi è 
un altro intervallo, compreso tra l e 200 ms, detto refrattario relativo, durante il quale la soglia 
elettrica da superare per produrre un impulso è molto più elevata del suo valore di regime 
(Heiden, 1980). 
Impulso nervoso + + + + .,... ti~rsio+ di +ari+ione 
+I "d~~ . oru t potassto ,_ + + Ioni ~i sodio entrano, 
lasciano il neurite polarizzando il neurite positivamente 
Fig. 1.6: Propagazione dell'impulso nervoso nel neurita (Dava! o et al., 1991 ). 
Il ruolo delle sinapsi (Fig. l. 7) è essenziale nelle comunicazioni tra cellule nervose che non 
posseggono connessioni dirette. In generale, la sinapsi può avvenire anche tra neuriti, tra dendriti 
e tra neuriti e corpi cellulari. La funzione della sinapsi si può sintetizzare nelle seguenti fasi . 
L'arrivo di un potenziale all'estremità di una rete terminale (p.e. il neurite) provoca il rilascio di 
una sostanza chimica chiamata neurotrasmettitore che diffonde attraverso la separazione sinaptica 
e si attacca a specifici recettori (i neurorecettori) situati alle terminazioni del dispositivo di 
ricezione (dendriti, neuriti, corpi cellulari). Ciò provoca l'apertura del canale ionico e dà inizio 
all'invio del segnale elettrico. Prima di un successivo impulso, i recettori vengono ripristinati alle 
condizioni iniziali. Il segnale può essere inibitorio, con potenziale di -24m V, o eccitatori o, 
+24m V. 
L'ultimo componente del cervello, la cella di supporto, ha un ruolo differente dai 
precedenti e non interviene nella formazione e comunicazione dei segnali ma ha compiti di 
supporto e di nutrimento. Un esempio di questa categoria è fornito dalla cella di Schwann che 
avvolge i neuriti e forma uno strato protettivo detto mielina. 
Per quanto riguarda le funzioni di apprendimento e di memoria del cervello, recenti 
ricerche in elettrochimica suggeriscono la teoria di evoluzione del sistema nervoso: cioè, alla 
nascita il sistema nervoso è completo di tutte le connessioni secondo il programma ereditario e lo 
sviluppo successivo è dovuto all'interazione con gli stimoli ambientali. Questo sviluppo ha luogo 
per mezzo di variazioni nelle sinapsi che possono anche scomparire o inibirsi in modo irreversibile. 
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L'idea del meccanismo sinaptico fu proposta da Hebb nel 1949 col seguente postulato: "Quando 
una cella A eccita una cella B per mezzo del suo neurite e, quando ripetutamente partecipa alla 
sua eccitazione, un processo di accrescimento o di variazione metabolica ha luogo in una od in 
entrambe le celle, così che l'azione della cella A, di stimolare e provocare l'impulso nella cella B, è 
accresciuto e maggiore di quello che possono avere tutte le altre celle collegate a B". 
Synapse 
Axon 
.........__ 
Dendrites 
Fig. 1.7: Ruolo della sinapsi nella propagazione dell'impulso nervoso (Davalo et al., 
1991). 
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2.l~ODELLIDIRETINEURALI 
2.1. STRUTIURA DI UNA CONNESSIONE NEURALE 
Le reti neurali sono essenzialmente delle strutture semplici, composte da elementi di 
processo e da connessioni. Il tipo di connessione contribuisce a definire l'architettura della rete 
che può essere a connessione totale (tutti i neuroni sono connessi con tutti gli altri) o a 
connessione locale (i neuroni sono connessi solo con quelli 'limitrofi'). E' abbastanza comune far 
uso di reti con una architettura regolare per facilitarne l'implementazione e l'apprendimento. Una 
rete neurale, peraltro, può rappresentare una macchina di Turing-equivalente eliminando le 
limitazioni dell'impostazione di von Neumann (Corneliusen et al., 1990). 
In termini di teoria dei grafi la topologia di una rete neurale è quella di un grafo orientato 
pesato G = (V, A, W), dove V è l'insieme dei vertici, A dei rami orientati e W dei pesi dei rami 
(Masson et al., 1990). Le caratteristiche dei modelli di proces3o parallelo e distribuito (Rumelhart 
et al., 1986e) si ritrovano anche nell'analogo topologico secondo la quale una rete neurale ha le 
seguenti caratteristiche: 
-i nodi del grafo sono gli elementi di processo; 
-i rami del grafo sono le connessioni ed hanno impedenza nulla; 
-ogni elemento di processo può ricevere un qualsivoglia numero di connessioni; 
-ogni elemento può pilotare un numero qualsivoglia di connessioni con l'unica restrizione 
che il segnale inviato sia identico per tutte le connessioni; 
-gli elementi di processo possono avere memoria locale; 
-ogni elemento di processo ha una propria funzione di trasferimento che può usare la 
memoria locale e i segnali di ingresso, e che può produrre i segnali d'uscita. La funzione di 
trasferimento può operare in modo continuo o discreto; in questo ultimo caso vi deve 
essere un segnale che attiva la funzione di trasferimento, che è perciò detto attivatore. 
In aggiunta alla struttura presentata, le reti neurali possono suddividere i propri elementi di 
processo in sottoinsiemi disgiunti, detti strati, all'interno dei quali tutti gli elementi posseggono la 
stessa funzione di trasferimento o, per lo meno, hanno le stesse caratteristiche. In tal caso la rete è 
detta multistrato o stratificata. Lo strato di ingresso di una rete, solitamente, non ha altra funzi_one 
che di distribuire i segnali agli altri elementi; non ha memoria locale e la funzione di trasferimento 
è una costante unitaria. Le unità nascoste superano il problema di avere un insieme limitato e 
fissato di primitive di rappresentazione, consentendo di adeguare la rete all'insieme di campioni 
che si vuole rappresentare (McClelland et al., 1986) superando così quei limiti delle reti neurali a 
soli due strati (il percettrone) mostrati da Minsky e Papert nel 1969 (Fig. 2.1 ). 
L'azione di una connessione può essere eccitatoria se il suo valore è positivo, inibitoria se 
negativo. Se la connessione d'uscita di un neurone agisce direttamente o attraverso altri neuroni 
sullo stesso neurone, la rete è detta retroazionata. 
L'elaborazione di nuovi modelli di neuroni continua anche nella direzione di individuare 
formulazioni che consentano di incorporare altri meccanismi biologici, quali quelli pre e post-
sinaptici. Queste similitudini danno l'opportunità di utilizzare le reti neurali anche per simulare la 
codifica delle informazioni nel sistema nervoso umano (Gorse, 1989). Caianiello (1989, 1991) ha 
un approccio composto di equazioni neuroniche, mnemoniche e di ipotesi di apprendimento 
adiabatico per la definizione del modello di rete neurale. Essenzialmente una rete è determinata, 
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Strato I 
Strato l+ l 
Fig. 2.1 : Rete neurale feedforward stratificata. Lo stato della cella i dello strato l+ l è 
determinato dagli stati di tutte le celle dello strato l (Domany, 1991 b) 
o • • 1. • o L\ X • • • n 
Fig. 2.2 : Struttura di un modello ibrido di rete neurale (Sun et al., 1993). 
Corpo cellulare l rlia 
Somma 
Fig. 2.3 : Il modello neuronale biologico 
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ad ogni passo, dai valori assunti in quanti temporali precedenti, tali per cui la rete può sembrare 
sincrona o, comunque, serve per creare un meccanismo di discretizzazione di un comportamento 
continuo. Anche soluzioni con strutture originali vengono studiate e proposte: modelli di rete 
neurale ibrida per problemi di ottimizzazione (Fig. 2.2) (Sun et al., 1993; Gersho et al., 1990), 
reti modulari per predizioni di mercato (Kimoto et al., 1990), reti con ritardi adattivi nei pesi 
(Bodenhausen, 1990) 
Il segnale trasmesso da una connessione può essere uno qualsiasi dei tipi di dati 
matematici: un intero, un reale, un numero complesso o un infinitesimale: le reti neurali non sono, 
quindi, limitate all'uso della logica Booleiana o delle variabili reali a virgola mobile. 
In letteratura sono state proposte varie definizioni per le reti neurali artificiali (McCord 
Nelson et al., 1991) come: 
-modelli a processo parallelo distribuito (PDP); 
-modelli connettivisti/connessionismo; 
-sistemi adattivi; 
-sistemi autoorganizzanti; 
-neurocomputing; 
-sistemi neuromorfici. 
2.2. GLI ELEMENTI DI PROCESSO O NEURONI 
La forma di base dei neuroni (Fig. 2.3) può essere pensata costituita dalla funzione di 
trasferimento e da una eventuale memoria locale. La funzione di trasferimento riceve i valori dalle 
connessioni di ingresso e dalla memoria locale, e può produrre due tipi di uscite: qutili verso la 
memoria locale e quelli verso le connessioni di uscita. Nelle reti che agiscono non in continuo, tra 
i segnali di input vi è anche quello di attivazione delle funzioni del neurone. Alle connessioni sono 
comunemente associati dei pesi che modificano il segnale emesso dalla unità origine: questi 
vengono definiti "feed forward" quando il segnale che si propaga è diretto in avanti e non ci sono 
retroazioni verso il nodo di ingresso. Ad ogni unità di uscita può essere associata una soglia, 
denominata polarizzazione. 
Un esempio ricorrente di come la funzione di trasferimento combini i segnali (qui si 
assumono per comodità valori reali) provenienti dalle n connessioni di ingresso di una stessa 
classe (o strato) k, è la seguente somma pesata: 
n 
Ik= L WkjXkj=w k • Xk 
j=J 
(2.1) 
dove w kj è un coefficiente moltiplicativo di Xkj , j-esimo input dello strato k . Questo 
coefficiente, o peso, è una variabile di memoria locale associato all'input dello strato k e non è un 
elemento strettamente necessario. 
Il modello di McCulloch e Pitts (1943) 
E' il primo modello elaborato e susseguente gli studi sui neuroni biologici condotti da 
McCulloch e Pitts. Il neurone di questo modello elabora una somma pesata dei potenziali in 
ingresso e si attiva solo se questa somma supera un certo valore di soglia: in questo caso 
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trasmette una risposta nella forma di potenziale il cui valore corrisponde al valore dell'attivazione 
del neurone. Se il neurone non si attiva, non trasmette nulla. 
In generale la funzione di trasferimento, o regola di attivazione, può avere, oltre alla 
funzione a scalino con soglia diversa da zero, anche altre rappresentazioni (Fig. 2.4): 
-la funzione a scalino centrata nell'origine(Rosenblatt, Minsky e Papert); 
-la funzione segno; 
-la funzione lineare con soglia semplice o a scalini multipli (Kohonen); 
-la funzione sigmoide o logistica (backpropagation) 
f(x) 
x x 
a) b) 
Fig. 2.4 : Alcune funzioni di trasferimento con soglia: a) sigmoide; b) a rampa lineare; 
c) a scalini multipli (Da val o et al., 1991) 
2.3. DINAMICHE DI STATO E DI CONNESSIONE 
(2.2) 
L'evoluzione degli stati dei neuroni nella rete è oggetto di studio per determinare 
l'esistenza di stati, o di cicli di stati, stabili relativamente ad alcune celle, a gruppi di celle o 
all'intera rete. Si definisce microstato l'uscita di ogni neurone, e macrostato l'insieme ordinato di 
tutti i microstati dei neuroni di una rete. Considerando la rete artificiale come un sistema 
autonomo, si tratta di valutare se, evolvendo, è in grado di stabilizzarsi. 
In generale, gli stati stabili esistono se non vi è nessun segnale di ingresso o se questo è 
costante e solitamente una rete possiede parecchi stati stabili possibili (Heiden, 1980). 
L'interesse di questi studi nasce dalla considerazione (di analogia biologica) che a certi 
stimoli il cervello risponde con comportamenti osservabili e descrivibili con relazioni stabili: ciò 
suggerisce l'idea che il sistema nervoso del cervello raggiunga una configurazione stabile 
associabile ad ognuno dei diversi stimoli. Per analogia si investiga se le reti artificiali possiedono 
queste proprietà associative e se hanno la stessa immunità al rumore. 
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L'analisi delle reti neurali con la teoria del caos è uno strumento per valutare i vari regimi 
che possono instaurarsi in questi sistemi. L'idea deriva dall'analogia delle reti neuronali biologiche 
nelle quali il caos è stato osservato sperimentalmente. Questi studi (Chapeau-Blondeau, 1993) 
hanno messo in evidenza come le dinamiche stabili non siano molto probabili rispetto a quelle 
instabili: sebbene il ruolo dei regimi caotici nelle dinamiche neuronali non sia ancora 
completamente compreso, regimi periodici o quasi-periodici paiono offrire schemi per il controllo 
delle funzioni ritmiche biologiche come la respirazione o la locomozione. 
Lo studio della dinamica della connessione riguarda quelle reti i cui pesi variano nel 
tempo. Le regole di apprendimento basate sulla variazione dei pesi delle connessioni possono 
ritenersi molto differenti tra loro (Fig. 2.5). Una prima divisione può consistere in quelle basate 
sull'analogia biologica e in quelle di tipo matematico. L'evoluzione di una rete può essere 
sincrona o asincrona: è sincrona quando lo stato di ogni neurone all'iterazione i+ l dipende dallo 
stato della rete all'iterazione i, come se tutti i neuroni venissero aggiornati contemporaneamente; è 
asincrona quando i neuroni vengono aggiornati uno per volta, per esempio sequenzialmente. 
Ingresso: 
Apprendimento : 
Memoria: 
Energia: 
Richiamo: 
Stabilità: 
Convergenza : 
Xi( t)- cr[aj(t)] dove aj(t) è un vettore 
d N N 
dt aj(t) =Q aj(t) + L L Wij cr[aj(t)] + fj(t) 
j=l i=l 
- -
Ew(X) = Q(X,W) 
aj(t+l) = r(aj(t) + ~ ~Wij aj(t)J 
j=l i=l 
l N N 
L(A) =2 L L aj ai Wij 
j=l i=l 
o 
-=E [(d") 2] 
BWij J 
N 
-L a j [ a i - f( a i ) ] 
j=l 
Fig. 2.5 : Tipico sistema di equazioni utilizzato nelle dinamiche neurali 
(McCord et al., 1991). 
Tra le prime, vi è la regola di apprendimento di Hebb (si veda 2.5.1) che agisce sulla rete 
modificando la caratteristica della connessione; questa può essere rinforzata o inibita in funzione 
del ruolo giocato dalle celle nel comportamento della rete. 
Tra le seconde, vi è, per esempio, la back-propagation, che vede la rete come una funzione 
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di trasferimento tra l'ingresso e l'uscita che realizza una determinata funzione. Questo approccio 
si basa sulla minimizzazione di una funzione di costo o su tecniche di algebra lineare. 
Oltre che alle dinamiche dei neuroni e delle connessioni, le ricerche procedono nella 
direzione di approfondire i dettagli di tipo biologico quali i ritardi sinaptici o le triple interazioni 
(Kinzel et al., 1991). La formalità del neurone non è un elemento necessario anche se rende la 
teoria più semplice (van Hemmen et al., 1991). 
Dopo avere programmato una rete e definito i pesi delle connessioni, i neuroni modificano 
il loro stato in funzione delle regole che la rete implementa. Le variazioni degli stati e il loro 
ordine di aggiornamento definiscono le dinamiche di calcolo (Fig. 2.6). Il modo con cui vengono 
perseguiti gli obiettivi e, quindi, le dinamiche adottate, può fornire una prima classificazione delle 
reti in classificatrici e ottimizzatrici. Le reti classificatrici sono tali per cui ad un campione in 
ingresso rispondono con una determinata classificazione del campione. Quelle ottimizzatrici 
possono essere descritte da una dinamica di tipo a rilassamento vincolato: il grado di errore sui 
vincoli definisce una misura di energia (e di errore) che serve per portare lo stato ad un punto di 
minore energia (Masson et al., 1990). 
E 
Fig. 2.6 : Diagramma schema ti co dello spazio degli stati (Masson et al., 1990). 
2.4. ALCUNE NOZIONI DI DISTANZA 
La nozione di distanza secondo Hamming 
Dati due vettori X e Y, definiti in uno spazio cartesiano, la distanza, H, secondo Hamming 
è data da: 
(2.3) 
Nel caso di vettori binari, il calcolo può essere realizzato dalla funzione di OR esclusivo e 
la misura per stringhe, della medesima lunghezza, è data dal numero di bit omologhi che risultano 
diversi. Non esistono bit più significativi. Una rete basata su questa definizione di distanza è la 
rete di Hamming che, peraltro possiede anche altre proprietà (capacità di apprendimento puntuale, 
convergenza rapida). 
La distanza Euclidea 
E' definita come: 
(2.4) 
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Per vettori binari la distanza è equivalente alla radice quadrata della distanza secondo 
Hammings. 
La distanza di Minkowski 
E' una metrica più ampia di quella Euclidea ed è definita come: 
"' 1/'A. d(Xi,Yi) =( L (l Xi - Yi l )11.) (2.5) 
I coseni direttori 
Dati due vettori, X e W, definiti nello stesso spazio, si può misurarne la distanza 
misurando l'angolo compreso. Se i due vettori sono normalizzati, l'angolo, e, si ricava da: 
cose= x. w (2.6) 
cioè dall'arcocoseno del prodotto scalare dei due vettori. Questa definizione porta anche alla 
definizione di distanza di un arco sferico secondo la formula: 
d= I-cose (2.7) 
La distanza del quartiere di città (Manhattan) 
E' una versione semplificata della distanza euclidea, e non calcola né il quadrato né la 
radice quadrata dei dati (Fig. 2.7): 
dcb = L (Xi - Yi) (2.8) 
L'effetto è che punti ad uguale distanza da un vettore giacciono su un quadrato. Questo 
introduce un errore di misura che viene però compensato dalla maggiore velocità di calcolo 
dovuta alla maggiore semplicità della formula. 
Distanza Euclidea 
Punti ad uguale distanza 
giaciono su un quadrato 
Fig. 2. 7 : Metrica della distanza del quartiere di città (Beale et al., 1990). 
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La distanza quadrata 
Una ulteriore semplificazione della nozione euclidea e, quindi, con una mmore 
accuratezza, è la misura di distanza quadrata (Fig. 2.8). E' definita come il massimo tra le 
differenze delle componenti di due vettori : 
dsq = MAX (Xi - Yi) (2.9) 
Questa formulazione individua un quadrato come luogo dei punti di equidistanza da un 
vettore. 
X t 
Fig. 2.8 : Metrica della distanza quadrata ( Beale et al., 1990) 
La distanza di Mahalanobis 
Rappresenta una estensione della metrica Euclidea in quanto pesa in modo diverso le 
componenti dei vettori di cui si vuole misurare la distanza. La nozione di Mahalanobis si applica al 
caso di vettori dipendenti tra loro, in quanto generati da processi stocastici: caso tipico è quello di 
vettori a cui sia sovraimposto del rumore gaussiano. 
Determinata la matrice di covarianza dei due vettori, T, la distanza è data da: 
dM(x,y) =.V ex- y)T T -l (x- y) (2.10) 
Appare evidente l'onere della determinazione ed inversione della matrice, T. 
Altre definizioni 
Rosenblatt (1962) ha formulato definizioni di similarità che in qualche modo esprimessero 
le relazioni che potrebbero far apparire due oggetti simili ad un osservatore (Fig. 2.9). A tale 
scopo vengono distinte le due definizioni di similarità oggettiva, cioè quella che produce gli stessi 
effetti biologici (per esempio gli stimoli alla retina) e quella soggettiva che è quella che un 
osservatore riconosce e registra. 
Nel campo del riconoscimento e della classificazione dei campioni è utilizzata una variante 
della analisi discriminante, nota come "nearest neighbour" o vicini primi (Beale et al., 1990) 
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Retina toroidale 
o = origine inibitoria 
• = origine eccitatoria 
unità x1> 
t. 
Valon =.±l 
Parte Il- Le Reti Neurali Artificiali 
Unità A2) 
R 
l .t . b .•. Va on vana 11 
Fig. 2.9 : Struttura di un percettrone a similarità forzata (Rosenblatt, 1962). 
Fig. 2.1 O : Architettura di un sistema di apprendimento competitivo (Rumelhart et al., 
1986d). 
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2.5. ALCUNE LEGGI DI APPRENDIMENTO 
Le leggi di apprendimento sono importanti relativamente all'ambiente in cui le 
informazioni operano. Si possono elencare almeno quattro tipologie di paradigmi di 
apprendimento: auto-associatori, associatori di campioni, classificatori, rilevatori di regolarità, tra 
questi ultimi l'apprendimento di tipo competitivo è il più caratteristico (Fig.2.1 O) (Rumelhart et 
al., 1986d). La Fig. 2.11 presenta l'ordinamento dei modelli neurali proposto da Hanson et al. 
(1991). ' 
Anderson (1976) 
Willshaw ( 1977) 
Mappe di Infomax Appren. Percettrone Art 
prestazione Linsker (1987) competitivo regola delta Grossberg 
Kohonen (1988) Rumelhart & 
back-propagation ( 1987) 
Zipser (1986)Rosenblatt ( 1962) 
Widrow & Hoff(1961) 
Rumelhart, Hinton & 
Williams (1986) 
BSB Art 
reti di Grossberg 
Hopfield (1987) 
Attivazione 
interattiva 
Boltzmann 
Recurrent 
back -propagation 
reti di Jordan 
Ackley, Hinton & 
Seinowslci (1985) 
Pineda (1989) 
Jordan (1986) 
Fig. 2.11 : Ordinamento dei modelli di Reti Neurali Artificiali proposto da Hanson et 
al.(l991). 
Le leggi più note sono cinque: 
-legge di Hebb (associazione); 
-legge di Widrow (prestazione); 
-legge di Kohonen (competitivo); 
-legge di Grossberg (filtro); 
-legge di Kosko!Klopf ( spaziotemporale ), 
tra parentesi è indicata la categoria di apprendimento cui appartengono. La Fig. 2.12 propone una 
classificazione dei modelli di reti neurali per caratteristiche di apprendimento e funzionali 
(McCord Nelson et al., 1991). 
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Problem On-Iine Otf-Iine Pattern Type 
Paradigm Type Solved Lc.arning uarning Matching Learning Limitations Implanentation 
AG Unsupervised data Yes No Yes Hebbian Limited storage Optical anà electronic 
classifica ti o n 
SG Human information Yes No Yes Hebbian Limited storage Elcc:tronic 
processing 
ARTl Classify complex Yes No Yes Competitive Restricted to binary Neural computer 
patterns decay 
OH Speech processing No Yes No Hebbian Restricted to binary Optical electronic VLSI 
CH Com bina tori al No Yes Yes Hebbian or Li.m.ited storage Optical electronic Vl.SI 
optimization competitive 
BAM Image recognition No Yes Yes Hebbian Extensive off-line Optical and neural 
· learning computer 
TAM Store spa ti al· No Yes No Hebbian Extensive off-line Computer sirnulation 
temporal pattems leaming 
ABAJ\1 Process analog pat- Yes No ':'f's Hebbian Lirnited storage Neural computer 
tems in continuous 
ti me 
CABAM Com bina tori a l Yes Yes Yes Hebbian Limited storage Computer simulation 
optimization 
FCv1 Combinatoria! Yes Yes No Hebbian Extensive off-line Computer simulatior. 
optimization learning 
Perceptron Prediction No Yes Yes Errar None reported Mark I perceptton 
correction mac.'ùne 
AD ALINE! Predicrion noise- No Yes Yes Error Extensive off-line Magnetic optical 
MA DALL'lE canceling correction Jeaming 
BP Crypting c.~arac- No Yes Yes Error Extensive off-line Optical electronic VlSI 
ter-recognition correction leaming 
AVQ Se lf -organiza ti o n No Yes Yes Error Extensive off-line Neural-computer Vl.SI 
oi data corredo n leaming 
CPN Self-program- No Yes Yes Hebbian Lack of contro! w/o Neural computer 
ming star mapping 
BM Combina torial No Yes Yes Hebbian and Extensive off-line Optical electronic Vl.SI 
opti.mization simulated leaming 
annealing 
CM Combina tori al No Yes Yes · Hebbian and Extensivé off-line Optical 
opti.mization simulated leaming 
annealing 
AHC Prediction control Yes No No Errar corree· Restricted to bipo- Computer simulation 
tion and re- lar inputs 
ward/punish 
ARP P a ttem-ma tdting Yes No Yes Stochastic re- Extensive off-line Computer simulation 
contro l inforcement Jeaming 
SN:\1F Speech-image- ~-!o Yes Yes Hebbian Extensive off-line Computer simulation 
recognition leaming 
Fig. 2.12a: Classificazione delle reti neurali per paradigma di apprendimento (McCord 
Nelson et al., 1991). 
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Problem On·line Off-line P:zttern Type 
P::radigm Type Solved Leaming Learning Matching Learning Limitations lmplemen:ation 
L\( Process No Yes Yes Hebbian None reported Mechanical electtonic 
:Vfonitoring magnetic 
DR Prediction No Yes Yes Hebbian Restricted to 
Robot simulations 
discrete tirne .. 
LA.\11 System control No Yes Yes Hebbian Limited storage 
Computer simulation 
OLA.\-1 Signa! processing No Yes Yes Hebbian Extensive off-line Optical 
leaming 
FAM Knowledge Yes No Yes Hebbian Limited storage 
Computer simulation 
processing and silicon chip 
BSB Real-time No Yes Yes Error cor- · Extensive oif-l.ine Computer simulation 
dassification rection leaming 
Fig. 2.12a (continua) : Classificazione delle reti neurali per paradigma di 
apprendimento (McCord Nelson et al., 1991). 
Paradigma Descrizione 
AG Grossberg additiva 
SG Grossberg shunting 
ARTI Teoria della risonanza adattativa binaria 
DH Hopfield discreto 
CH Hopfield continuo 
BAM Memoria associativa bidirezionale discreta 
TAM Memoria associativa temporale 
ABAM Memoria associativa bidirezionale adattativa 
CABAM ABAM competitiva 
FCM Mappa ad apprendimento fuzzy 
LM Matrice di apprendimento 
DR Drive Reinforcement 
LAM Memoria associativa lineare 
OLAM Memoria associativa lineare ottimale 
FAM Memoria associativa fuzzy 
BSB Brain-state-in-a-box 
PERCEP Percettrone 
AD ALINE Elemento ADAtattivo LINeare 
MADALINE ADALINE multiplo 
BP Back -propagation 
AVQ Quantizzatore vettoriale adattativo 
CPN Counter-propagation 
BM Macchina di Boltzmann 
CM Macchina di Cauchy 
ARP Associativa premio-penalità 
SNMF Filtro spaziotemporale a massimo accoppiamento 
Fig. 2.12b : Tabella degli acronimi utilizzati per la Fig. 2.12a. 
116 
Il Controllo di un deflusso autostradale con reti neurali Parte II - Le Reti N eurali Artificiali 
Le reti neurali sono, come già detto, strutture distribuite di elaborazione delle informazioni 
e i neuroni, come elementi locali di processo, rispondono ad un segnale di input secondo la 
propria funzione di trasferimento. Perciò, se l'apprendimento serve per ottenere particolari 
risultati, è necessario capire come ogni neurone, durante questa fase, si auto-configuri in funzione 
delle informazioni locali che gli pervengono. Per fare ciò è necessario considerare l'insieme delle 
informazioni globali in cui l'intera rete opera, e successivamente derivare la caratteristica di 
apprendimento a livello locale. Normalmente, e non è da considerarsi un limite, il sistema di 
informazioni ha natura statistica e viene descritto in termini di funzione di densità di probabilità. 
Nella maggior parte delle reti neurali che abbiano la capacità dell'apprendimento, questa si realizza 
tramite la variazione dei pesi associati ad ogni neurone. L'insieme di queste variazioni determina il 
processo di variazione dei pesi la cui trattazione può essere anche molto onerosa ma non 
complicata: si limita l'esposizione di questo processo al caso in cui i pesi siano rappresentati da 
numeri reali ed ogni neurone abbia un numero uguali di nodi, n. 
In una rete neurale siffatta, composta da N neuroni con pesi adattivi (cioè modificabili con 
l'apprendimento), il vettore dei pesi di rete è formato dall'insieme dei pesi di tutti i neuroni e si può 
scnvere come: 
=(T T T)T W} 'W2 ' ••• 'WN (2.11) 
dove wb w2, ... , WN sono i vettori dei pesi associati ai neuroni identificati con 1,2, ... , N, 
rispettivamente; T rappresenta l'operatore trasposta. Si noti che w ha dimensione N*n in uno 
spazio euclideo (Fig. 2.13). 
Fig. 2.13 : Comportamento del vettore dei pesi nello spazio dei campioni (Beale et al. , 
1990). 
Il vantaggio di trattare w, che è composto dai vettori relativi ad ogni neurone, e quindi 
elaborati dalle memorie locali, è quello di potere rappresentare vettorialmente ogni insieme di 
configurazioni del processo di informazione. Cioè, se una particolare informazione deve essere 
realizzata dalla rete, a questa informazione si può sempre associare, cioè esiste almeno, un valore 
di w appartenente alla rete che la realizza. Lo scopo dell'apprendimento è quello di sviluppare 
una legge o un insieme di leggi che portino w in un punto dalle prestazioni desiderate. Molte di 
queste leggi sono formulate per raggiungere uno scopo specifico. Comunemente l'obiettivo è di 
portare w in un punto che minimizza o massimizza una funzione di costo globale della rete 
neurale, quale l'errore quadrati co medio, il profitto netto, il consumo di carburante, etc .... Leggi 
che non perseguono ottimizzazioni specifiche basate sulle funzioni di costo, hanno obiettivi che 
possono essere espressi in termini comportamentali o matematici, come l'apprendimento del 
valore medio di un segnale per un certo periodo di tempo. 
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La rappresentazione di questo processo di apprendimento può essere definita da una 
funzione di input/output, G: 
y = G{x, w) {2.12) 
dove x è il vettore degli input del sistema, y il vettore degli output e w il vettore dei pesi della 
rete. L'obiettivo di trovare un vettore dei pesi che minimizzi un costo, per esempio l'errore 
quadratico medio, si rappresenta analiticamente tramite la funzione: 
F(w) = f l f(x)- G(x, w) 12 p(x) dV(x) 
A 
(2.13) 
dove A rappresenta la regione di approssimazione della funzione e p(x) la funzione di densità di 
probabilità associata al vettore x. Data questa formulazione si possono studiare metodi di 
minimizzazione di F senza conoscere dettagliatamente la funzione G; questi metodi sono stati 
sviluppati per decenni nei più svariati settori di ricerca. 
Le caratteristiche dell'insieme delle informazioni, necessarie per l'apprendimento della rete, 
. sono legate alla tipologia di apprendimento di rete utilizzata per raggiungere il risultato finale. Ad 
un livello basilare si possono individuare tre categorie generali di apprendimento incrementate: 
guidato (o supervisionato ), classificato (o rinforzato) e auto-organizzato. 
Nel guidato(supervisionato) si dice che la rete apprende attraverso gli esempi, agendo 
come un sistema di ingresso-uscita, che riceve un vettore degli ingressi x ed elabora un vettore y. 
La sequenza delle coppie di esempi (xl, YI), (x2, Y2), ... , (xk, Yk), .... , rappresenta un corretto, 
o quanto meno desiderabile, comportamento della rete. In questo modo l'uscita attuale della rete, 
y', rappresenta una stima dell'uscita corretta Yk- In alcuni sistemi si assume che la coppia di valori 
sia legata da una funzione costante, cioè Yk = f(xk). In altri casi si assume che tale relazione sia 
stocastica: per esempio può essere ·scritta Yk = f(xk) + "k , dove "k è un vettore di rumore 
casuale a media nulla. Il passo di apprendimento costituisce un parametro da ottimizzare e varia 
con la rete che viene implementata. La generalizzazione dei dati di ingresso per l'apprendimento 
può essere misurata usando separatamente insiemi di dati di apprendimento e di test: tanto meno 
errata risulta la classificazione per l'insieme dei dati di test, migliore è la generalizzazione (si veda 
il cap 4.1 per quanto riguarda il corretto metodo di valutazione dell'errore di un classificatore). La 
superficie che statisticamente rappresenta la decisione ottima, per una data funzione di densità dei 
dati di ingresso, è quella di Bayes. In pratica, poiché la funzione di densità non è nota, non è, in 
genere, possibile pervenire alla decisione ottima. 
N el classificato( o rinforzato) si procede come nel guidato, solo che invece di conoscere 
l'uscita corretta Yk per ogni assegnazione, la rete conosce solamente un valore che indica quanto 
sia ridotto l'errore commesso per una certa sequenza di ingressi-uscite. Ad intervalli qualsivoglia, 
che racchiudono, comunque, più coppie di ingresso-uscita, la rete dispone di un punteggio (o una 
classificazione) che rappresenta il valore della funzione di misura della prestazione della rete 
misurata o stimata in quell'intervallo di tempo. La funzione di costo può essere, anche 
semplicemente, un valore binario (come nell'esempio di Barto, Sutton e Anderson del 1983) 
(Hecht-Nielsen, 1991 ). Molti biologi ritengono che questo tipo di apprendimento sia il più simile a 
quello animale in quanto in natura un animale in seguito ad una azione riceve una punizione o un 
premio dall'ambiente che però non gli dice in dettaglio cosa deve fare (Werbos, 1991). Il 
vantaggio di questo sistema consiste nella non necessaria conoscenza di ogni coppia di ingresso-
uscita. D'altra parte questa tecnica non è così incisiva come quella supervisionata. I campi di 
applicazione possono essere quelli legati al controllo e all'ottimizzazione dei processi dove non è 
noto con certezza come deve essere il valore di uscita. 
118 
Il Controllo di un deflusso autostradale con reti neurali Parte II - Le Reti N eurali Artificiali 
Nell'autoorganizzato(non guidato), detto anche clustering (Weiss et al., 1991), la rete si 
modifica in risposta ad un ingresso x, senza che vi sia né un valore di uscita y né una 
classificazione delle prestazioni della rete. Esempi di applicazioni sono la stima delle funzioni di 
densità di probabilità, sviluppo di mappature topologiche continue da uno spazio euclideo a uno 
sferico, in generale le mappe autoorganizzanti . Altri esempi includono la legge di apprendimento 
competitiva (legge di Kohonen) come per lo sviluppo di categorie basato sul clustering,. Per 
questa tipologia di apprendimento la questione della generalità è più difficile da definire e può 
essere legata, come limite superiore, alla capacità della rete, cioè al numero dei neuroni. Una 
ultima categoria è rappresentata dalle reti che modellano le dinamiche delle variabili osservate 
(reti di identificazione di sistema). 
Sono state presentate (Bodenhausen, 1990) anche reti non solo con pesi adattivi ma con 
ritardi adattivi sulla connessione: questo accorgimento fornirebbe il vantaggio di avere una rete 
con un minore numero di connessioni e con una particolare abilità a trattare sequenze di eventi 
non adiacenti. Per potere meglio riflettere l'andamento dinamico dei sistemi reali sono state 
proposte reti in cui il peso adattivo è sostituito con un filtro lineare (del tipo a risposta con 
impulso finito, FIR). Oltre a meglio rappresentare l'analogia biologica costituisce uno strumento 
per migliorare la qualità del riconoscimento di eventi strettamente dinamici, quale ad esempio il 
riconoscimento della voce (W an, 1990). 
Tra le reti di tipo competitivo sono state proposte reti (Sutton et al., 1990) che esibiscono 
un meccanismo di attivazione anch'esso di tipo competitivo. Il vantaggio di un simile 
apprendimento consiste nel rendere non più necessarie quelle connessioni inibitorie create solo per 
potere avere un certo nodo vincente. 
Oltre all'apprendimento vi sono altri due temi altrettanto importanti nella teoria delle reti 
neurali: il disimparare e il dimenticare e sono complementari e strettamente connessi. 
L'apprendimento programma il valore delle connessioni in modo da massimizzare la capacità di 
informazione; il secondo, il disimparare, consente una codifica tipo Hebb variando quelle 
connessioni più interessate a specifiche informazioni; il terzo, il dimenticare, crea spazio per nuovi 
dati ed è modellato come proprietà intrinseca della rete. 
2.5.1 La legge di apprendimento di Hebb 
L'idea di base proposta da Hebb si può sintetizzare nella seguente proposizione: 
"quando ad un neurone proviene un input da un neurite, attraverso il processo 
sinaptico, e ciò contribuisce a far emettere al neurone un impulso, allora l'efficacia 
di quell'input viene incrementata, nel senso che quel neurite sarà in grado di dare 
un maggior contributo all'emissione di un impulso da parte del neurone". 
Questa idea, che una rete apprenda attraverso la plasticità sinaptica (Kinzel et al., 1991 ), è 
stata riconosciuta valida anche dal punto di vista neurobiologico. Secondo questa disciplina, 
peraltro, vi sono anche altri meccanismi presenti nell'apprendimento biologico. 
Il tipo di apprendimento rientra nella categoria delle leggi di apprendimento di coincidenza 
poiché i pesi cambiano in corrispondenza di eventi che awengono simultaneamente all'interno del 
neurone. Il principio su cui questa regola si basa è quindi detto di inferenza ottima: è interessante 
notare che queste condizioni sono le stesse richieste dall'analisi delle componenti principali (ACP); 
analisi che viene naturalmente realizzata da questo apprendimento (Khanna, 1990). 
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Per descrivere questa legge si fa riferimento ad una architettura di rete denominata 
associatore lineare, composta da uno strato di m neuroni e da n elementi di input, collegati 
ognuno ad ogni neurone. Se x è il vettore degli ingressi e y' quello delle uscite, si può scrivere: 
l 
y =Wx (2.14) 
dove W= (wij) è la matrice m x n dei pesi. L'idea di base dell'associatore lineare è quella che la 
rete deve apprendere L coppie di vettori di ingresso-uscita e che ad un ingresso Xk deve 
corrispondere una uscita Yk Ad un ingresso xk+ e (e piccolo) deve corrispondere una uscita Yk + 
8 (8 piccolo). 
Per associare ad ogni Xk gli appropriati Yk è necessario trovare la matrice W più adatta a 
questo scopo. La legge di Hebb può essere scritta per ogni singolo peso come: 
new old 
Wij = Wij + YkiXkj (2.15) 
dove Yki e Xkj , sono rispettivamente l'i-esimo e il j-esimo componente di Yk e Xk ; in forma 
matriciale si scrive: 
(2.16) 
con wold che inizialmente viene posto a zero. Quando non viene proposto nessun valore di 
uscita, Yk, la rete non apprende e, quindi, non si applica la legge di Hebb ai pesi. Supposto che vi 
siano L coppie di vettori di ingresso-uscita, e tenuto conto che la matrice W è inizializzata a zero, 
la stessa matrice alla l-esima coppia di apprendimento ha un valore dato da: 
(2.17) 
detta anche formula della somma dei prodotti esterni. Se i vettori degli ingressi sono ortogonali e 
di lunghezza unitaria, cioè sono ortonormali, la matrice W si scrive come: 
(2.18) 
La dimostrazione è semplice e si ottiene moltiplicando per Xk entrambi i membri della 
formula generica della somma dei prodotti esterni. Poiché si sono assunti ortonormali i vettori x, 
solo la componente k-esima dà un prodotto diverso da zero e pari ad uno. La condizione di 
ortonormalità è molto stringente ed esclude che vi siano coppie ingresso-uscita superflue cioè 
combinazione lineari di altre coppie. 
Se la condizione di ortonormalità non è soddisfatta, la soluzione ottenuta ricostruendo Yk 
ha una componente di errore, J.l, che può essere resa piccola usando appropriati algoritmi. 
La scelta della migliore matrice dei pesi, quando i vettori Xk non sono ortonormali, può 
essere risolta facendo uso dell'algebra lineare. Va definito quale sia il criterio che misura la bontà 
della matrice, o in termini più analitici la distanza. Può essere assunta la distanza euclidea che nel 
caso di L coppie di vettori di ingresso-uscita dà luogo all'errore quadratico medio, F: 
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l L 
F(W) = L L l Yk - Wxk 12 (2.19) 
k=l 
dove W è la matrice dei pesi della rete. Se i vettori fossero ortonormali, l'apprendimento secondo 
Hebb consentirebbe di ottenere una matrice W tale per cui si avrebbe un errore quadratico medio 
nullo. Per sviluppare la formula generica, si scrive la funzione Fin forma matriciale: 
F(W) = i Il y- w x 112 
Si dimostra che la matrice così definita: 
W=YX+ 
(2.20) 
(2.21) 
minimizza l'errore quadratico medio. La matrice x+ è la pseudoinversa della matrice X (ogni 
matrice ha la sua pseudoinversa). In genere X è una matrice di dimensioni N x q con q < N, 
pertanto non esiste inversa. Questa matrice detta anche la pseudoinversa di Moore-Penrose, esiste 
sempre e rappresenta la migliore soluzione al problema di inversione; in tale senso è certamente 
uruca. 
La formula della pseudoinversa di W può sembrare radicalmente differente da quella di 
Hebb, W = Y xT, Si dimostra, peraltro, che quest'ultima rappresenta il primo termine di una 
espansione in serie della matrice pseudoinversa, risultandone strettamente collegata (Hecht-
Nielsen, 1991 ). 
La matrice pseudoinversa di A è data da: 
00 
A+= llAT L (I -llAAT~ (2.22) 
j=l 
dove 11 è una costante sufficientemente piccola. Alcune proprietà della matrice pseudoinversa (A è 
una generica matrice rettangolare) sono: 
AA+A=A, 
A+ AA+ =A, 
AA+ = (AA+)T, 
A+A=(A+A)T 
2.5.2 La legge di apprendimento di Widrow 
(2.23) 
Lo scopo di questo tipo di apprendimento è quello di trovare il vettore dei pesi che 
minimizzi il criterio del minimo errore quadratico medio. Per ciò appartiene alla categoria di 
apprendimento detta di prestazione che ha come obiettivo quello di minimizzare o massimizzare 
una specifica funzione di misura delle prestazioni. 
Questa legge è una delle più potenti tra quelle utilizzate nelle reti neurali in quanto 
converge al suo ottimo da qualsiasi posizione iniziale si trovi. Un aspetto di estremo interesse di 
questa legge è la possibilità di rappresentare i campioni (di apprendimento) come vettori ai cui 
elementi corrispondono i valori di attivazione delle corrispondenti unità (Fig. 2.14) (Stone, 1986). 
Questo comporta essenzialmente una trasformazione di coordinate dal sistema delle unità di base 
121 
Il Controllo di un deflusso autostradale con reti neurali Parte II - Le Reti N eurali Artificiali 
a quello dei campioni. I vettori delle uscite, nel nuovo sistema di coordinate, possono essere 
interpretati, per ogni componente j, · come la quantità del campione j-esimo presente in uscita. Ciò 
comporta una facile definizione dell'errore in uscita associato ad un campione p: 
E =L (t·- o·) p o J J 
J 
dove t e o sono i vettori di uscita, rispettivamente di campione e misurati. 
- l 
Unità 2 
+l 
- l 
Campione l 
<+1,+1> 
Campione 2 
<+1, -1> 
-l 
-l 
l 
l 
l 
l , 
l 
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1 -- ...... 
l 
l 
l 
l 
l 
l 
l 
l 
(2.24) 
+l 
Campione l 
<0,+1> 
Campione 2 
+l <+1,0> 
Fig. 2.14 : Esempio della trasformazione di coordinate dalla base unitaria alla base dei 
campioni (Stone, 1986). 
Una tipologia di neurone che utilizza l'apprendimento di Widrow è la ADALINE 
(ADAptive LINear Element) in grado, insieme ·al percettrone di Rosenblatt, di ·rappresentare il 
neurone di McCulloch e Pitts. L'elemento di processo ha in ingresso un vettore x e in uscita un 
numero reale (o complesso) y'. Il vettore di ingresso è x = (xo, x1, ... ,xn)T dove xo viene 
chiamato termine, o ingresso, di polarizzazione ed è posto costantemente ad l. Il vettore dei pesi 
è w= (wo, w1, ... ,wn)T e l'uscita è data day'= w.x = wTx = wo + w1x1 + w2x2 + ... + wnxn. 
L'idea di base dell'ADALINE è di assumere che l'uscita viene determinata da quell'iperpiano, 
perpendicolare al vettore w, su cui giace un vettore ! (equivalente al vettore x a meno del termine 
xo). Ogni iperpiano così definito è una superficie avente y'= costante. Con il termine di 
polarizzazione, xo, sempre non nullo, si ha che l'iperpiano, con y'=O, non viene forzato a passare 
dall'origine. 
L'errore quadratico medio si scrive: 
l N 
F(w) = lim (N) L (Yk- Y'k)2 = E[(Yk- y'k)2l 
N~oo k=l 
(2.25) 
dove il simbolo E è l'operatore statistico di valore atteso o momento. Si assume che il termine tra 
parentesi quadre sia una variabile casuale con una certa funzione di densità di probabilità. Ciò 
deriva dall'assunzione che i vettori ! siano caratterizzati da una certa funzione di densità di 
probabilità. 
Espandendo F(w), si ha: 
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F(w) 
(2.26) 
Si noti che w è considerata costante. L'equazione precedente mostra come la dipendenza 
di F da w sia quadratica e determina una superficie paraboloidale: il minimo (unico se la forma 
quadrati ca non è degenere) del paraboloide rappresenta il punto in corrispondenza del quale F è 
nuruma. 
Il problema è, quindi, trovare il w* che minimizza F. Un modo può essere quello· di partire 
da un peso iniziale e scendere sulla parabola dell'errore quadratico medio. Il gradiente della 
funzione della superficie di prestazione, è dato da V wF( w) = V (p - 2w T q + w T R w) = -2q + 
2Rw = O. Cioè: 
(2.27) 
dove il simbolo + rappresenta la notazione di matrice pseudoinversa. 
In generale è poco conveniente calcolare le quantità q e R. Per ciò Widrow e Hoff 
svilupparono nel 1959 l'idea di cercare w* partendo da un valore iniziale di w e da questo 
scendere nella superficie di prestazione dell'ADALINE, fintanto che non venga raggiunto il 
minimo; la superficie del paraboloide non presenta né ostacoli né minimi locali: è questa una 
approssimazione del gradiente di discesa anche se modifica i pesi ad ogni singolo campione di 
apprendimento piuttosto che globalmente sull'intero insieme di apprendimento (Davalo et al., 
1991). Per la necessaria stima di VF si procede sviluppando la formula originaria, non dal valore 
atteso ma dalla definizione di limite: 
l N 
V w [ lim (N) L (Yk- Y'k)2 ] 
N--+oo k=l 
VwF(w) 
l N 
= lim (N) L Vw[(Yk- y'k)2] 
N--+oo k=l 
l N 
= lim (N) L 2(Yk - y'k) V w( -y'k) ] 
N--+oo k=l 
l N 
= lim (N) L 2(Yk- y'k) ( -xk) ] (2.28) 
N--+oo k=l 
Il passaggio dell'operatore derivata sotto limite è consentito con determinate ipotesi di 
continuità sulla funzione argomento del limite. Si noti che Vw(-Y'k) = Vw(-wTxk) = (-xk). 
Detto 8k= (Yk- y'k)l'errore commesso dalla rete al k-esimo ingresso si ha: 
(2.29) 
Per cui per stimare VF è sufficiente fare la media su un grande numero di vettori ÒkXk 
Un passo successivo consiste nell'uso diretto della quantità ÒkXk per correggere 
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direttamente il valore di w. Si dimostra che la serie risultante, (che rappresenta la legge di 
Widrow/Hoff, detta anche regola delta, o del delta), 
(2.30) 
è convergente sempre a w*, partendo da un qualsiasi valore iniziale; a è una costante positiva 
minore della quantità, 2 diviso il massimo autovalore di R. Poiché il calcolo di R non è 
strettamente necessario, il limite superiore di a non è facilmente calcolabile: in pratica st 
assumono valori compresi tra 0.01 e 10.0. Valori troppo elevati possono compromettere la 
convergenza, così come valori troppo bassi possono richiedere tempi lunghi di convergenza. 
Vi sono due varianti (tra le più comuni) alla legge di Widrow: la versione batching e quella 
del momento. Nella prima il vettore dei pesi viene aggiornato solo dopo molti ingressi. Nel 
frattempo viene mediato il contributo di Òk·Xk Nella seconda, la formula della regola delta è 
modificata con l'aggiunta del termine, Wk-1, valore di w al passo precedente, k-1. Questo termine 
è moltiplicato per un fattore ~ che può variare dinamicamente per meglio adeguarsi ai differenti 
problemi affrontati. Questo accorgimento aumento la velocità di convergenza dell'apprendimento 
(Rabelo et al., 1992). 
La decisione di usare la legge di Widrow in una delle tre versioni non è facile, e non esiste 
alcun metodo per sapere quale approccio è più appropriato per un determinato problema (Hecht-
Nielsen, 1991). 
2.5.3 La legge di apprendimento di Kohonen 
Questo tipo di legge differisce significativamente da quello di Hebb e di Widrow, 
sostanzialmente per il metodo di apprendimento che è di tipo autoorganizzato e non guidato. 
L'idea di base è quella di avere uno strato di neuroni che regola i propri vettori dei pesi in modo 
tale che essi siano distribuiti in Rn con densità proporzionale alla funzione di densità di 
probabilità, p, caratteristica del vettore di ingresso, x. 
La struttura di uno strato di neuroni, che obbediscono alla legge di Kohonen, consiste in N 
elementi, ognuno dei quali riceve in ingresso gli n ingressi, x1, x2, ... ,xn, da uno strato di 
distribuzione degli ingressi. L'intensità, I, che ogni neurone, i, riceve è data dalla formula: 
I·= D(w· x) l l' (2.31) 
dove Wi, x e D(.,.), sono rispettivamente la trasposta del vettore dei pesi, la trasposta del vettore 
degli ingressi, la funzione di misura della distanza, non necessariamente euclidea. Le nozioni di 
distanza più comunemente utilizzate sono quella euclidea e quella dei coseni direttori. Da un 
punto di vista espositivo non vi è differenza tra le varie nozioni e si assume, come riferimento, 
quella euclidea. 
Calcolate le intensità di ingresso, Ii, per ogni neurone, si verifica quale di questi abbia il 
valore di Ii più piccolo, cioè abbia il vettore Wi più vicino ad x. Questo confronto o competizione 
può avvenire in vari modi: ordinando per dimensione di Ii gli elementi e, individuato quello con 
valore minore, inviare questa informazione all'indietro alle altre unità; oppure usare delle inibizioni 
laterali in modo che sia attivo solo l'elemento con Ii più basso. Individuato l'elemento che ha 
superato la competizione, la sua uscita viene posta uguale ad l, le altre unità hanno le uscite poste 
a zero. 
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La legge di apprendimento assume che l'insieme dei dati di ingresso costituiscano una 
sequenza di vettori con funzione di densità di probabilità, p. L'apprendimento, quindi la variazione 
dei pesi, avviene secondo la seguente legge, detta di Kohonen: 
new old old 
w· =w· +r~(x w· )z· l l v. - l l (2.32) 
dove a è una costante, compresa tra O e l. Zi è la costante di attivazione. Poiché Zi = l per 
l'elemento vincente e Zi = O per tutti gli altri, la precedente equazione si può scrivere: 
new old 
Wi = (l - a) Wi + a x (2.33) 
per l'elemento vincente, e: 
new old 
Wi = Wi (2.34) 
per gli altri elementi. 
La legge di apprendimento agisce sul vettore dei pesi, modificandone la direzione di 
variazione verso quella del vettore x, proporzionalmente ad a. 
All'inizio dell'apprendimento, a, è posto ad un valore relativamente alto, 0.8; 
successivamente, per la regolazione finale, viene posto a meno di 0.1. Difatti, nel corso 
dell'apprendimento, i vettori dei pesi divengono più fitti lungo la direzione dove gli x sono più 
frequenti, e divengono meno densi o sono assenti lungo quelle direzioni dove il vettore x è poco o 
per nulla presente. In questo modo lo strato di elementi si conforma alla struttura della funzione 
di densità di probabilità, p. Va notata la similitudine di questo metodo con quello statistico delle 
k-mediane: cioè, dato un vettore di dati, {xl, x2, ... ,xL}, con funzione di densità di probabilità, p, 
si deve trovare un set di k vettori, { w1, w2, ... ,wL} che minimizzano la somma degli elementi 
D2(xi, w(xi)), dove D(.,.) è una misura della distanza tra x e w. Il metodo delle k-mediane non è, 
però, equiprobabile e, quindi, anche la legge di Kohonen non lo è. Il risultato dell'apprendimento 
non è, in genere, quello di produrre un set di vettori dei pesi equiprobabili. A ciò si può porre 
rimedio moltiplicando il vettore x per un coefficiente p che inizialmente abbia valori molti bassi, 
prossimi a zero). Poiché, inizialmente, il vettore dei pesi è nullo, questo fa sì che i vettori degli 
ingressi siano ad essi vicini. Quando l'apprendimento è avviato, p viene progressivamente portato 
ad l. L'inconveniente di questo metodo è l'aumento considerevole del tempo di apprendimento. 
Un'altra idea che ovvia alla non equiprobabilità della legge di Kohonen è quella proposta 
da Desieno nel 1988 che introduce il concetto di "coscienza" del neurone. Questo fattore viene 
inserito nella funzione di trasferimento del neurone (o nell'unità che governa la competizione) e 
agisce nel seguente modo: se un neurone vince la competizione per più di l/N volte del tempo .(N 
è il numero di neuroni), la sua "coscienza" lo ritira dalla competizione per un certo periodo. 
2.5.4 La legge di apprendimento di Grossberg 
Questo metodo di apprendimento, come tutti quelli della categoria dei filtri, determina i 
pesi con un processo di filtraggio nel quale uno degli ingressi del neurone è trattato come un 
segnale di una serie temporale e il peso considerato (non necessariamente lo stesso del segnale) 
assume valori elaborati filtrando quel segnale. 
Il punto focale dell'apprendimento di Grossberg è l'equazione delle differenze scalari, nota 
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come equazione del volano, che, considerando il tempo una variabile discreta, si scrive come: 
z(t+ l)= z(t) +a[ l( t)- z(t)] (2.35) 
o dualmente 
z(t+ l)- b z(t) =a I( t) (2.36) 
dove O<a<l, b = l -a, e I(t) è la funzione che rappresenta l'agente esterno. 
La soluzione di questa equazione è nota in letteratura e si ottiene assumendo che t sia 
grande e che I(t) abbia variazioni piccole intorno al suo valore medio I, per intervalli di tempo 
maggiori di Ila. Si può scrivere che : 
z(t) == I (2.37) 
dove il simbolo, == , equivale a circa uguale. 
Grossberg assunse che i valori di ingresso Xi valessero O per la maggior parte del tempo e 
valori positivi molto grandi quando quell'ingresso divenisse attivo. La legge si scrive: 
(2.38) 
dove O<a<l, y è un segnale di stimolo incondizionato, eU(.) è la funzione scalino di Heavyside. 
Questa equazione è equivalente a quella del volano salvo per i termini in cui si ha Xi = O; 
considerando solo i termini in cui Xi è diverso da zero si ha: · 
new old old 
w· = w· + a[x·y w· ] l l l - l (2.39) 
che, utilizzando la precedente soluzione approssimata, si scrive: 
(2.40) 
dove XiY è la media del prodotto XiY· 
2.5.5 La legge di Kosko/Klopf 
L'idea di usare le derivate dei segnali di ingresso per modificare i valori dei pesi è la 
peculiarità delle metodologie di apprendimento spaziotemporali. A questo approccio pervennero 
indipendentemente Kosko e Klopf nella metà degli anni ottanta. 
Per ottenere una forte connessione temporale tra neuroni che sono attivati frequentemente 
in stretta successione, si può pensare di aumentare i pesi che collegano i neuroni in una direzione 
e diminuire quelli in direzione opposta. Connessioni che sono sensibili all'ordine di attivazione, 
definiscono una specie di freccia temporale all'interno della rete. 
La legge di Kosko/Klopf è espressa dalla formula: 
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(2.41) 
dove U(.) è la funzione a scalino di Heavyside; a, b, e c sono costanti positive con a << b; k e l 
rappresentano rispettivamente il neurone la cui uscita è Xk e il cui peso agisce con l'uscita del 
neurone j; x 1 e x k sono le derivate di Xk e X}. Il termine introdotto dalle funzioni a scalino è 
quello che garantisce l'apprendimento della sequenza temporale: infatti, il loro prodotto è diverso 
da zero solo in una delle quattro combinazioni possibili. Questo garantisce, inoltre, la non 
reversibilità della rete, cioè di non esibire un funzionamento identico scambiando gli ingressi con 
le uscite, che potrebbe essere, invece, un inconveniente da evitare. 
2.6. Il RICONOSCIMENTO DI CAMPIONI 
E' forse questa l'area dominante delle applicazioni delle reti neurali e chiunque si occupi di 
reti neurali difficilmente può evitare di occuparsene (Beale et al., 1990). 
Obiettivo fondamentale del riconoscimento di campioni è la loro classificazione: partendo 
da un certo dato di ingresso, analizzandolo e fornendo una categorizzazione significativa del suo 
contenuto. 
Un sistema di questo tipo può essere considerato a due stadi: nel primo vi è l'estrazione 
delle caratteristiche dal campione, nel secondo la sua classificazione. La definizione delle 
caratteristiche è solitamente intesa come una sua misura secondo uno dei criteri di distanza (si 
veda 2.4. ). Questo primo stadio è forse l'aspetto meno banale del problema di riconoscimento e 
spesso ne costituisce la parte più consistente. 
Una ben nota soluzione teorica al problema di classificare un campione sconosciuto in uno 
di due gruppi, in modo tale da minimizzare la probabilità di compiere un errore di assegnazione, o 
in modo da rendere uguale l'errore per i due gruppi, è quella di minimizzare la perdita attesa o 
secondo altri criteri il rapporto di similitudine (Kanal, 1991 ). 
Normalmente si rendono necessarie più misure per distinguere adeguatamente gli ingressi 
che appartengono a distinte categorie (o classi). Le prestazioni misurate sul campione possono 
essere raccolte in notazione vettoriale in un vettore delle prestazioni la cui dimensione dipende, 
owiamente, dal numero di misure effettuate e definisce uno spazio delle prestazioni. 
Essenzialmente, le tecniche di classificazione possono dividersi un due grandi categorie: 
quelle numeriche e quelle non-numeriche. Le prime includono le misure deterministiche e 
statistiche "geometriche" intese nello spazio dei campioni. Le seconde sono quelle relative al 
dominio dei processi simbolici. 
L'analisi discriminante è alla base della maggior parte delle tecniche di riconoscimento 
numeriche e consiste, in modo semplicistico, nella definizione matematica dei confini che 
delimitano le diverse categorie. 
Il classificatore lineare è una tecnica di riconoscimento numerica deterministica assai 
frequente che si applica nei problemi linearmente separabili. Nei problemi non-separabili si può 
introdurre una non linearità nella superficie di decisione per mezzo di una trasformazione non-
lineare dei dati. 
Una tecnica statistica di riconoscimento è la classificazione secondo Bayes. Questa tecnica 
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trova fondamento nella teoria statistica delle probabilità e delle probabilità condizionate. Detti X 
e Y due eventi, la probabilità che l'evento X si verifichi congiuntamente al verificarsi dell'evento 
Y, si scrive come: P(X/Y). La legge di Bayes asserisce che dato un evento X, la probabilità che 
esso appartenga alla categoria (o classe) Gi è data dalla formula: 
P(G·/X) = P(X/Gi) P(Gi) 
1 ~ P(X/Gj) P(Gj) (2.42) 
J 
P(Gi) è la probabilità che un campione appartenga ad una categoria e può essere trovata 
senza grosse difficoltà; P(X/Gi) può essere stimata assumendo che segua la distribuzione 
normale. 
2. 7. MODELLI DI RETI NEURALI 
2. 7 .l LE RETI ASSOCIATIVE 
Una rete associativa è una rete con, essenzialmente, almeno un singolo strato funzionale 
che associa un insieme di vettori ad un altro insieme di vettori, cioè mappa i vettori dei dati di 
ingresso, X}, x2, ... , XL, nei vettori Yb Y2, ... , YL· Se il comportamento della rete fosse 
descrivibile da una funzione \!', l'obiettivo sarebbe di ottenere \!'(xi) = Yi , \ii<L. L'applicazione 
che viene realizzata deve essere iniettiva, cioè non possono esistere due diversi valori di y 
assegnati allo stesso valore x. 
La distinzione tra memoria associativa e rete neurale è imprecisa ed è spesso oggetto di 
preferenze personali in quanto molte reti operano come memorie associative così come delle 
memorie associative esibiscono lo stesso processo di una rete (Beale et al., 1990). 
Un tipico problema delle reti associative è quello di definire il massimo valore di L, cioè il 
numero di vettori associati, per un dato numero di neuroni. 
Nel 1981 Hinton sviluppò l'algebra lineare alla base della esistente concezione della 
memoria associativa. Da questa si evince che il corretto recupero del campione associato con il 
campione di ingresso dipende dalla ortogonalità dei campioni stessi. Un sistema lineare di n unità 
con n2 connessioni immagazzina n differenti associazioni se i vettori di ingresso sono ortogonali. 
Se non sono ortogonali, gli effetti di interferenza, detti "cross-talk", aumentano la difficoltà di 
memorizzazione all'avvicinarsi a n. 
La definizione della capacità nel caso di reti a tre strati è data da Akaho et al. (1990) in 
forma di intervallo. Data una rete con h elementi nascosti, n di ingresso, la capacità, m, soddisfa 
le disequazioni: 
nh/log(nh2) <m <nh log(h) (2.43) 
La dimostrazione parte dalla considerazione che per un singolo neurone, a soglia lineare, 
la capacità è 2n, dove n è il numero di ingressi del neurone. Per cui se in ingresso si hanno m 
vettori di dimensione n, il neurone è in grado di realizzare tutte le combinazioni possibili se 
m/n<l/2. L'estensione ad una rete di neuroni si basa su una codifica sparsa dello strato nascosto. 
La classificazione basilare delle reti associative è divisa tra le due tipologie feedforward e 
ricorrente. 
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Nella feedforward, il segnale di ingresso agisce sul singolo strato funzionale che fornisce il 
segnale di uscita in un singolo passaggio. L'elemento di base di una tale rete è costituito da un 
neurone con una funzione di trasferimento non lineare. I neuroni sono disposti a strati collegati in 
sequenza tra loro. L'apprendimento di queste reti è un problema NP-completo, motivo per cui 
vengono adottati metodi euristici di apprendimento. 
In una ricorrente, i segnali di uscita dai neuroni sono connessi a quegli stessi neuroni come 
segnali di ingresso. In queste reti il segnale di ingresso, x, entra utilizzando un diverso strato di 
connessioni. Quando il segnale di ingresso viene immesso, si attiva illoop retroazionato della rete. 
La rete converge asintoticamente ad un valore stabile che è proprio l'uscita voluta, y. Si dimostra, 
peraltro, che ogni rete ricorrente è equivalente ad una rete a strati feed-forward correttamente 
definita (Fig. 2.15) (Domany et al., 1991). 
Un altro tipo di classificazione è nelle due classi, autoassociative e eteroassociative: la 
differenza consiste nell'assumere rispettivamente un numero di vettori di ingresso uguale o diverso 
da quello di uscita. Un'altra differenza consiste nel numero di elementi, quindi, nel tempo di 
apprendimento necessario per risolvere la rete: nel caso di reti autoassociative questo risulta 
molto più grande di una rete eteroassociativa (Gersho et al., 1990). 
Una tipologia di apprendimento che trova applicazione nelle reti assoctattve è quella 
dell'apprendimento competitivo. Le reti autoassociative sono composte da due strati di neuroni in 
cui il primo strato è quello di ingresso, il secondo quello in cui avviene la competizione~ servono 
per riconoscere campioni e, in genere, stimano un funzione di densità di probabilità. Le reti 
eteroassociative hanno tre strati: il primo e il terzo sono gli strati di ingresso uscita, quello di 
mezzo contiene i neuroni che sono in competizione. Questa tipologia non stima direttamente una 
funzione di densità di probabilità ma una funzione continua che, partendo da un grande numero di 
campioni vettoriali casuali, con molta probabilità la definisce. Sono paragonabili alle reti 
multistrato backpropagation. Un'altra categoria è costituita dalle reti autoassociative e 
eteroassociative retroazionate la cui dinamica è molto più complicata (Kosko, 1990). La 
questione della capacità delle reti autoassociative discende dal fatto che per una rete con N 
elementi quando il numero di vettori da memorizzare supera il valore di N/2 il bacino di attrazione 
diviene così piccolo che la rete non può più essere considerata associativa. Il metodo 
dell'immagazzinamento pseudo-inverso (Geva et al., 1990) supera questo limite di capacità. Il 
metodo si basa sulla determinazione degli pseudo-prototipi ottenuti con il calcolo della 
pseudoinversa della matrice le cui colonne sono i vettori dei prototipi. Questo comporta un nuovo 
limite di capacità pari a N, che viene superato introducendo una clusterizzazione dei prototipi ed 
aggregando per similarità. 
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Fig. 2.15 : Confronto tra una rete ricorrente (A) e una equivalente feedforward 
completamente connessa (B) (Rumelhart et al., 1986c). 
2. 7.2 RETI CHE APPROSSIMANO UNA FUNZIONE (RETI DI MAPPING) 
L'approssimazione di una funzione è un obiettivo centrale in campi tra loro molto diversi 
quali teoria del controllo, la statistica, etc. Gli approcci sviluppati negli anni risolvono questo 
problema sfruttando, in qualche modo, il metodo della somma minima degli errori quadratici, 
varianti dei metodi di analisi della regressione statistica. 
Esistono delle reti neurali, per esempio la backpropagation e la counterpropagation, in 
grado di risolvere il problema di approssimazione anche se le capacità offerte sono 
sostanzialmente differenti da quelle di regressione: alcune reti, infatti, potrebbero essere viste 
come una specie di super-regressione che generalizza la regressione tradizionale. 
Ci sono due tipi base di reti che svolgono questa funzione: le reti a caratteristica e le reti a 
prototipo. 
Le reti a caratteristica implementano una relazione funzionale ingresso-uscita in termini di 
una forma funzionale generale e modificabile solitamente agendo sui pesi della rete. La variazione 
dei pesi avviene nella fase di apprendimento e consente di adattare la rete alla funzione da 
approssimare. 
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Le reti a prototipo operano creando un insieme specifico di esempi ingresso-uscita che 
rappresentano statisticamente la funzione. Un vettore di ingresso non noto viene confrontato con 
quelli campione; ne viene calcolata la distanza relativa, ed, infine, combinando appropriatamente i 
vettori d'uscita noti, la rete produce una stima del valore della funzione per quel vettore di 
ingresso. 
Nel 1957 il matematico Kolmogorov pubblicò un teorema sulla rappresentabilità di una 
funzione continua: 
Teorema (Kolmogorov, 1957): Esistono funzioni continue hpq(x) sull'intervallo l= {0,1} tali 
che ogni funzione continua f su J11 può essere scritta nella forma : 
n 
f(xb···,xrJ = (L hpq(xpJ) 
p=1 
dove le funzioni gq sono funzioni continue propriamente scelte e a una sola variabile. 
(2.44) 
Da questo teorema Hecht-Nielsen (Hecht-Nielsen, 1991) derivò un teorema di esistenza 
secondo il quale una rete neurale feedforward è in grado di implementare una qualsiasi funzione 
continua; la relativa dimostrazione viene fatta discendere da quella data da Sprecher nel 1964 al 
teorema originale. Nulla è possibile ricavare da questo teorema (di sola esistenza) per calcolare il 
valore delle connessioni della rete. 
Da questa formulazione sono state tratte varie conclusioni, più o meno legate alla possibilità di 
sostituire le funzioni gq con una singola funzione continua e la funzione hpq con lphq.Una 
conclusione (Hecht-Nielsen, 1992) consiste nell'affermare che con una rete neurale con un solo 
livello nascosto, di 2n+ l neuroni, si può ricostruire esattamente l'andamento di qualsiasi funzione 
continua reale. La dimostrazione sfrutta l'appartenenza della funzione ad L2 e, quindi, di 
conseguenza il possibile sviluppo in serie di F ourier. Continua, poi, mostrando come ogni 
componente sinusoidale possa essere approssimata arbitrariamente usando alcune unità dello 
strato nascosto e una parte della somma pesata delle appropriate unità d'uscita. In sostegno al 
precedente teorema si può sostenere che una rete con due strati nascosti è in grado di 
approssimare una funzione f: Rn ~ R se esistono l funzioni,~, tali per cui: 
l 
f(u) = w0 + L Wi 9(~(u)) 
i=1 
con w i E Re le funzioni ~sono reti a singolo strato (Sontag et al., 1991 ). 
(2.45) 
In un altro lavoro (Previdi et al., 1993) si afferma che di strati nascosti ne occorrono due e 
il numero di neuroni necessario è n(2n+ l). Sebbene questo teorema di esistenza possa sembrare 
estremamente importante il suo risultato è patologico e di scarso uso per le reti neurali (Girasi et 
al., 1991). Difatti il numero di funzioni hpq necessarie potrebbe essere illimitato se le funzioni di 
attivazione hanno derivabilità limitata rispetto alla funzione da ricostruire. 
Sono, invece, estremamente importanti i vari teoremi che affermano che reti neurali a più 
strati (>2) con funzioni di trasferimento dei neuroni non lineari (sigmoidali) e combinazioni lineari 
degli ingressi possono approssimare tutte le funzioni appartenenti a~ con un errore piccolo. A 
proposito sono stati formulati numerosi teoremi (Cybenko, 1989; Hornik et al., 1990; Hornik, 
1991; Girasi et al., 1991; Koiran, 1993; Leshno et al., 1993). 
Teorema l di Hornik (1991): Data una funzione di attivazione limitata e non-costante, per 
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qualsiasi valore finito p, una rete feedforward multistrato può approssimare una qualsiasi 
funzione in LP ( J.L) arbitrariamente bene, fatto salvo l'uso di un numero adeguato di unità 
nascoste. 
Teorema 2 di Hornik (1991): Data una funzione di attivazione continua, limitata e non-
costante, allora per sottointervalli compatti X c Rn una rete feedforward può approssimare una 
qualsiasi funzione su X arbitrariamente bene purché sia usato un nunzero sufficiente di neuroni. 
Teorema di Complessità (Koiran, 1993): Una funzione arbitraria di Lipschitz può essere 
realizzata con una accuratezza & da una rete feedforward con uno strato nascosto con un 
numero di unità O(llnel; l 2n+3). 
Teorema di Girosi et al (1991): Per applicazioni R --)>R con funzione di attivazione sigmoide, 
rete feedforward con un solo strato nascosto possono uniformemente approssimare (per un & 
scelto arbitrariamente) qualsiasi funzione continua su un intervallo reale finito. 
Il numero di neuroni nascosti per ottenere l'approssimazione voluta è oggetto di studio (Hecht-
Nielsen, 1991; Antsaklis, 1992; Previdi et al., 1993; solo per citarne alcuni) e, tuttora vi sono 
indicazioni solo su presunti limiti superiori. Per quanto riguarda il numero di strati nascosti, 
questo può essere uno o due a seconda della trasformazione che si vuole eseguire. 
2. 7.3 IL MODELLO DI HOPFIELD 
E' una rete completamente connessa, non stratificata, appartenente alla categoria delle reti 
associative ricorrenti (Fig. 2.16), che includono anche la rete BSB (brain state in box) e BAM 
(memorie associative bidirezionali). Come tutte le reti di tipo associativo ricorrente è in grado di 
esibire un comportamento accrescitivo, capacità assai debole invece nelle reti feedforward. 
Tipicamente le reti di questa categoria partono da un dato stato iniziale e convergono ad uno 
degli stati stabili ammessi dalla rete. E' importante, quindi, dimostrare la convergenza ad uno stato 
stabile che dovrebbe essere quello più vicino allo stato iniziale (secondo una certa metrica). Un 
altro scopo di questa categoria di reti è quella di potere possedere un qualsivoglia numero di stati 
stabili. Purtroppo, si dimostra, tutti questi obiettivi non possono essere raggiunti da una rete 
associativa (bensì da una rete ad approssimazione di funzione) che deve limitare i propri obiettivi 
al primo, quello della convergenza. 
L'apprendimento è detto meccanico per distinguerlo da quelli basati sulla verifica d'errore. 
La rete ha n neuroni ognuno dei quali riceve in ingresso il segnale d'uscita (bipolare) di tutti gli 
altri ad eccezione del proprio. Ai pesi può essere attribuito un valore reale desiderato con la 
condizione che sia Wij = Wji e Wii = O. La condizione di simmetria garantisce la convergenza 
dell'apprendimento verso stati stabili (Hopfield et al., 1985). 
La funzione di trasferimento del neurone è data da: 
X.new-1 -
n 
l se "" w·· x-old >T. ~ lJ 1 l 
j=l 
n 
Xiold se L Wij Xjold = Ti 
-l 
j=l 
n 
Se "" W" x·Old < T· ~ lJ 1 l 
j=l 
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per i=1, 2, ... ,n. I neuroni possono essere aggiornati contemporaneamente (modalità sincrona) o 
secondo altre scelte (modalità asincrona). In questa ultima modalità, la scelta del neurone da 
aggiornare può awenire su basi statistiche di pura casualità, con il vincolo che tutti i neuroni 
debbano essere aggiornati con la stessa frequenza media. I valori Ti sono detti soglie e svolgono 
lo stesso ruolo della polarizzazione nell'ADALINE (si veda il paragrafo relativo alla legge di 
Widrow). L'evoluzione degli stati di rete dipende, owiamente, dalla sequenza d'aggiornamento 
utilizzata e ciò rende non unica la dinamica del vettore di stato sulla superficie individuata dal 
cubo { -1, l} n a parità di stato iniziale. Hopfield usa gli stati l e -l in quanto il suo modello era 
derivato dai sistemi fisici dei vetri di spin, il valore del quale è appunto l o -1. Nulla vieta, 
trasformando opportunamente le eventuali soglie, modificare la rete con una equivalente che usi 
gli stati l e O. 
Fig. 2.16: Rete di Hopfield- vista alternativa (Beale et al., 1991) 
L'iperpiano individuato dal vettore Wi e dalla soglia Ti è perpendicolare a Wi ed è situato 
ad una distanza dall'origine in direzione di Wi pari a 1 ~~ 1· 
Il comportamento della rete può essere caratterizzato con l'analisi di una funzione 
d'energia del seguente tipo: 
n n n 
H(x) = - L L Wij XiXj + 2 L Ti Xi (2.47) 
i=l j=l i=l 
che risulta essere sempre monotonicamente decrescente ad ogni cambiamento sequenziale di stato 
di ogni neurone. La dimostrazione è semplice e non viene riportata. La differenza della funzione 
d'energia tra due stati continui è, dunque, sempre tale che .MI ~ O e che, ad ogni cambiamento, H 
decresca almeno di una quantità minima. Ne consegue che H può raggiungere il proprio minimo in 
un numero finito di passi. Se nessun elemento della rete cambia stato durante l'aggiornamento, 
allora vuoi dire che H ha già raggiunto il minimo. Non è però detto che lo stato stabile raggiunto 
sia quello più vicino al punto di partenza e, a tuttora, questo problema non è, in generale, risolto 
(Hecht-Nielsen, 1991). 
La convergenza è assicurata se esiste una funzione di Liapunov, funzione del macrostato, 
decrescente ad ogni iterazione e limitata inferiormente. L'idea alla base dei modelli di 
ottimizzazione, affrontati tramite l'architettura della rete di Hopfield, è quello di mettere in 
corrispondenza le configurazioni della rete con le soluzioni del problema combinatorio 
corrispondente e la funzione di Liapunov con la funzione obiettivo del problema stesso (Righini, 
1991). 
La natura della memoria di questo tipo di rete è che risulta essere indirizzabile a contenuto 
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proprio per questa corrispondenza tra le condizioni iniziali e la struttura della rete: è sufficiente 
specificare "abbastanza" del contenuto di un campione per assicurarsi che lo stato iniziale della 
rete si trovi nel relativo bacino di attrazione affinché la rete evolva alla condizione di minimo 
locale. Una proprietà di questa rete è la robustezza ai danni strutturali così come al rumore. 
L'assenza di qualche connessione può produrre solo piccoli cambi nella forma della superficie 
della funzione energia in modo tale che gli stati memorizzati sono solo leggermente perturbati 
(Forrest et al., 1991). 
Come condizione per la stabilità degli stati è sufficiente che gli stati siano mutuamente 
ortogonali (Davalo et al., 1991). 
2. 7.4 LA RE1E DI KOHONEN 
Le reti di questa tipologia (Fig. 2.17), che hanno la caratteristica di essere reti 
autoorganizzanti, si basano sui due assunti: 
-che l'appartenenza ad una classe sia ampiamente definita dai dati di mgresso che 
esibiscono le stesse prestazioni comuni; 
-che la rete sia in grado di identificare le prestazioni comuni nella gamma dei campioni di 
mgresso. 
L'apprendimento è di tipo non guidato e modifica lo stato interno della rete per adattarsi 
alle prestazioni rappresentate dai dati di apprendimento. La rete è formata da uno strato di 
ingresso e da uno di uscita, completamente connessi e non retroazionati. A differenza di una rete 
backpropagation non viene realizzata direttamente la mappatura di una data funzione: essa viene 
realizzata in modo implicito attraverso una mappatura topologica continua basata sugli esempi y 
scelti da un sottoinsieme C, a caso rispetto la funzione di densità di probabilità che li caratterizza. 
L'idea, da cui sono nati questi modelli, è mutuata dall'ambito biologico, ed è basata sullo 
sviluppo selettivo dei neuroni sensitivi nella regione della corteccia ottica. 
Il neurone, secondo il modello di Kohonen, è caratterizzato da una variabile di stato, S, 
che ne costituisce sia il suo livello di attivazione che la sua uscita. L'equazione dinamica di stato è: 
dS dt= E- p(S) (2.48) 
dove E rappresenta il totale degli ingressi; p(S) è un termine di perdita non lineare che tiene conto 
del fenomeno di saturazione e limita la frequenza con la quale un neurone può emettere il proprio 
segnale. Trascurando il transitorio nei cambi di stato, e considerando solo gli stati stabili, cioè tali 
. dS . . . 
per cm dt = O, st n cava che la legge dt governo del neurone è: 
(2.49) 
dove la funzione p-1 è la funzione sigmoide. 
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Uscita 
N euro n i di ingresso 
Fig. 2.17 : Rappresentazione di una mappa di Kohonen (Beale et al., 1990). 
Interazione 
Fig. 2.18 : La funzione detta "cappello messicano" (Davalo et al., 1991). 
Kohonen sviluppò l'idea di una rete i cui neuroni reagissero in modo particolare agli 
stimoli, che avessero, cioè, delle risposte localizzate. Queste risposte localizzate corrispondono a 
caratteristiche particolari del segnale di ingresso. In un problema di classificazione, ad ogni 
neurone della rete è associata una classe tra quelle presenti in ingresso e, quindi, ogni neurone ha 
una risposta selettiva per quella classe. Questo tipo di comportamento, mutuato dal campo 
biologico, si basa sul meccanismo di interazione laterale che risulta essere funzione della distanza 
tra i neuroni: tale funzione viene detta del "sombrero" o del "cappello messicano" (Fig. 2.18) per 
la conformazione simile a quel tipo di copricapo. Questa funzione esibisce sostanzialmente tre 
zone: la prima, quella centrata sullo zero, è positiva ed ha una azione eccitatoria; l'altra, contigua 
alla prima e più decentrata, è negativa e di minore intensità ed estensione laterale, ha una azione 
inibitoria; la terza, esterna alle prime due, ha valori bassi e quasi nulli e, pertanto, manifesta una 
azione laterale trascurabile. 
Nelle Fig. 2.19, 20 e 21 vengono proposti alcuni esempi di funzionamento delle reti di 
Kohonen. 
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Fig. 2.19 Sviluppo spaziale dei vettori dei pesi in una mappa di Kohonen (Beale et al., 
1990). 
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Fig. 2.20 : Sviluppo spaziale dei vettori dei pesi in una mappa di Kohonen (Davalo et 
al., 1991). 
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Fig. 2.21 : Esempio di funzionamento di una rete di Kohonen (Storti Gaiani, 1990). 
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2. 7.5 LA RETE BACKPROPAGATION 
La rete backpropagation rappresenta il più importante sviluppo nel settore delle reti 
neurali. Le sue potenzialità sono state applicate con successo in una ampia gamma di settori. 
L'applicazione della backpropagation alle reti neurali (Fig. 2.22) così come viene ora concepita 
deriva da una idea di Werbos del 1981 (Werbos, 1991) ed è apparsa particolarmente adatta ad 
analisi di sensitività e identificazione delle serie temporali. Questa regola di apprendimento è una 
generalizzazione della regola di Widrow-Hoff per reti multistrato. 
Uscite 
attese 
+ Derivatore 
Variazione 
peso 
Derivatore 
Uscite 
correnti 
Unità 
L..
-S-eg_n_a_l_i -d-i ___.r----:-----.:~E~~--~~ nascoste errore Segnale di 
apprendimento 
Ingressi 
Fig. 2.22 : Architettura del modello backpropagation (Khanna, 1990). 
La tecnica backpropagation è una soluzione euristica al problema dell'apprendimento delle 
reti feedforward che, si ricorda, costituisce un problema NP-completo. Non si deve ritenere, 
quindi, che questa tecnica garantisca di trovare i pesi corretti per un certo numero di neuroni e per 
un certo insieme di apprendimento. Motivo per cui spesso è necessario procedere per tentativi 
nella corretta individuazione del numero dei neuroni nascosti (Sankar et al., 1991). 
L'architettura consiste in una struttura (feedforward) gerarchica di strati completamente 
interconnessi (Fig. 2.23). Lo scopo di questa rete è l'approssimazione di una mappatura o 
funzione f, definita in A E Rn , che realizzi l'applicazione Rn ~ Rm. Ciò avviene utilizzando una 
fase di apprendimento, guidato, su esempi di coppie ingresso uscita (xk, Yk). Si assume che gli 
esempi utilizzati per l'apprendimento siano scelti casualmente in A secondo una certa funzione di 
densità di probabilità. Oltre alla versione classica di architettura sono state proposte molte 
varianti. In generale, come già detto, l'architettura consiste di K strati di neuroni: il primo strato, 
di n neuroni, è lo strato di ingresso che ha il solo compito di ricevere i vettori Xi e distribuirli, 
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senza alterarli, al secondo strato. Ogni unità di ogni strato riceve i segnali di uscita dello strato 
precedente fino all'ultimo strato che è formato da m neuroni: questi producono la stima del 
vettore di uscita y. Normalmente gli strati, K, sono 3 o più; gli strati compresi tra quello di 
ingresso e quello di uscita sono detti nascosti (hidden) in quanto non collegati con l'esterno. I 
neuroni sono caratterizzati da una funzione di tipo sigmoidale; va ricordato che la 
backpropagation non si potrebbe applicare a neuroni con funzione a soglia di trasferimento a 
gradino ma a funzioni derivabili C00. Recentemente alcuni algoritmi suggeriscono il superamento 
di questo limite (Kinzel et al., 1991). 
Campioni di ingresso 
Unità di 
rappresentazione 
interna 
Fig. 2.23 : Rete multistrato con strati completamente connessi (Rumelhart et al., 
1986c). 
Altri autori (Girosi et al., 1991) mostrano che questi risultati sono piuttosto "patologici". 
Il problema nasce da una corretta definizione di complessità che non è possibile rappresentare con 
solo il numero delle variabili, escludendo, quindi, la possibilità che ogni funzione complessa possa 
essere rappresentata dalla composizione di funzioni meno complesse. Rimane valida la 
dimostrazione che reti feedforward multistrato, con funzioni di neurone non-lineari e 
combinazioni lineari degli ingressi, possono approssimare funzioni con errori molto piccoli (Girosi 
eta/., 1991). 
Oltre ai collegamenti "in avanti", ogni unità degli strati nascosti riceve una connessione per 
l'errore di retroazione da ogni unità dello strato che lo precede; queste connessioni sono separate 
da quelle di feed-forward e il segnale trasmesso è differente. Ogni unità è composta da un 
elemento di processo centrale e da n elementi di processo satelliti (n è il numero di unità dello 
strato precedente). Il segnale di uscita, proveniente dagli elementi degli strati precedenti, arriva 
agli elementi satelliti che inviano un segnale di uscita all'elemento centrale sia della propria unità 
che di quelle dello strato precedente. Questi elementi satelliti ricevono, a loro volta, il segnale 
d'uscita sia del proprio elemento centrale che di quelli precedenti. 
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L'idea alla base di questo algoritmo è quella di usare una funzione non decrescente e 
differenziabile (quindi non a soglia) come per esempio una sigmoide (detta anche funzione S o 
funzione logistica) che sostituiscono appunto la funzione a soglia usata nelle reti lineari semplici: 
questo accorgimento consente di superare il problema detto dell'assegnazione del credito che 
consiste nella valutazione di quanto dovrebbe essere usato un errore del segnale, misurato solo 
allo strato d'uscita della rete, per modificare ogni singola connessione che contribuisce 
debolmente, e forse in modo non lineare, a formare quel segnale d'uscita (Davalo et al., 1991). Le 
reti, con neuroni che utilizzano questa funzione, hanno almeno il doppio della capacità di 
rappresentazione rispetto a quelle che usano funzioni a soglia che, peraltro, paiono più utili 
nell'approssimazione delle funzioni implicite come per un tipico problema di controllo (Sontag et 
al., 1991). 
Le operazioni svolte durante l'apprendimento si suddividono i due fasi. Nella prima (in 
avanti) viene inserito il vettore Xk nello strato di ingresso che lo invia alle unità dello strato 
successivo e così via fino a che lo strato di uscita non emette il vettore y'k (stima di Yk). In 
seguito viene immesso, al posto di y'k, il valore corretto Yk, iniziando la seconda fase (all'indietro) 
che consente l'aggiustamento dei pesi con una legge simile a quella di Widrow. Il ciclo di 
apprendimento può essere ripetuto fino al raggiungimento di prestazioni soddisfacenti: secondo il 
criterio dell'errore quadratico medio. L'uso dell'errore quadratico medio è un limite teorico delle 
reti BP in quanto possono esistere situazioni in cui una differente funzione d'errore può fornire 
prestazioni migliori. 
La definizione della funzione di uscita stimata dalla rete consente di formulare il criterio di 
valutazione dell'errore e, quindi, delle sue prestazioni. Il quadrato della differenza, Fk (dove k è il 
k-esimo dato di apprendimento), tra la stima e il valore reale dell'uscita costituisce tale criterio. Si 
consideri la funzione definita come (assumendo w, vettore dei pesi, costante): 
l N 
F(w) = lim (N) L Fk 
N~oo k=l 
(2.50) 
questa funzione, detta errore quadratico medio della rete, è sempre maggiore od uguale a zero. 
L'equazione F = F(w) individua al variare del vettore dei pesi w delle superfici di altezza F. 
Queste superfici hanno, generalmente, aree piatte estese e insaccature con pendenze poco 
accentuate. Questa tipologia di rete fa uso della legge di apprendimento della regola delta 
generalizzata. Non si riporta la derivazione matematica della legge ma solo la formula che lega la 
variazione dei pesi con la funzione dell'errore. Si può esprimere come: 
new old V F( ) w =w -a. w w (2.51) 
oppure 
new old . l N k k 
Wlij = Wlij - a. Nhm (N) L Oli Z(l-1 )j 
~00 k=l 
(2.52) 
dove a. è una costante detta passo d'apprendimento, z è il valore d'uscita del neurone nascosto, l è 
il numero di strato, i la i-esima coordinata nello spazio dei pesi, j il j-esimo neurone, o il valore 
della derivata parziale di F secondo z. La forma di questa legge, detta appunto o generalizzata, è 
simile a quella del delta nella quale il peso di ogni connessione deve essere cambiato con un valore 
proporzionale al prodotto di un segnale di errore, o. 
Si dimostra che la regola delta implementa essenzialmente un metodo di ottimizzazione di 
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discesa del gradiente utilizzando la funzione della somma degli errori quadratici per funzioni di 
attivazione lineari. Il metodo della regola delta che si applica su una funzione locale e non 
dell'intero sistema, può presentare inconvenienti quando vi siano altri massimi locali che 
impediscono la ricerca del massimo globale. 
La regola delta generalizzata supera questo possibile limite (Rumelhart et al., 1986c) 
anche se non rappresenta nulla di più significativo dei noti metodi del gradiente a diametro 
limitato e l'apprendimento detto backpropagation non costituisce altro che un modo per calcolarlo 
superando, talvolta, le limitazioni della ricerca dell'ottimo del 'hill-climbing'.(Minsky et al., 1988). 
Il passo di apprendimento è scelto il più grande possibile in modo da evitare che la 
procedura di apprendimento entri in oscillazione. Un modo per aumentare il passo, ovviando alle 
oscillazioni, è quello di modificare la regola introducendovi un termine, detto di momento (come 
nella regola Widrow-Hoft), che agisce come un filtro che impedisce variazioni troppo rapide 
sulla superficie d'errore nello spazio dei pesi (Rumelhart et al., 1986c) (Fig. 2.24). 
Traiettoria nello spazio di energia 
senza termine di momento 
Traiettoria con il termine di momento: 
veloce convergenza lungo il fondo 
del canale 
Fig. 2.24 : Il termine di momento può velocizzare la convergenza dell'apprendimento 
(Beale et al., 1990). 
Con i tipi di superfici di errore diuna rete backpropagation è necessario spostarsi con il 
vettore w di distanze considerevoli per raggiungere il minimo. Una seconda caratteristica delle 
superfici di errore è quella di possedere più minimi globali: infatti, la permutazione dei pesi 
produce esattamente la stessa funzione di ingresso/uscita. Esistono, inoltre, anche i minimi locali. 
Questi tre aspetti non sono ancora completamente noti e la loro conoscenza può migliorare l'uso 
(apprendimento) della rete backpropagation. 
2.8.RETI SP AZIOTE:MPORALI, STOCASTICHE E GERARCHICHE 
Le reti Spaziotemporali 
Sono reti che possono trattare dati di ingresso e di uscita che siano funzioni esplicite del 
tempo. Questa peculiarità si traduce nella caratteristica architetturale di una rete con connessioni 
tra stati asimmetriche o, almeno, avere pesi asimmetrici per i collegamenti tra gli strati. 
In genere, queste reti, sono generalizzazioni delle reti di mappatura, dove l'ingresso e 
l'uscita sono vettori funzione del tempo, rispettivamente x(t), y(t). Il tempo, t, si assume che sia 
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una variabile orientata positivamente e continua; in taluni casi si è adottata una discretizzazione 
anche se in passi molto piccoli. 
L'utilizzo di queste reti può essere visto prevalentemente in due settori: la classificazione 
dei campioni spaziotemporali (per es~mpio con una rete di riconoscimento del campione 
spaziotemporale, SPR) e il controllo di sistemi (per esempio con una rete backpropagation 
ricorrente, RB). 
Si analizza in dettaglio, per coerenza con lo scopo e l'economia di questo lavoro, solo la 
prima categoria, le reti neurali con riconoscimento di forme spaziotemporali (SPRNN). 
Nella teoria tradizionale del riconoscimento di forme, si considera una forma 
semplicemente come un vettore di configurazione n-dimensionale. Una forma spaziotemporale è 
una funzione x :[to, tt] ~ Rn , cioè da un intervallo chiuso ad uno spazio n-dimensionale 
Euclideo. 
Nel riconoscimento, l'obiettivo è di classificare una forma spaziotemporale relativamente 
breve. La classificazione opera su tutta la forma e, quindi, viene elaborata solo dopo che essa è 
completamente immessa nella rete. 
Una difficoltà intrinseca di queste reti è il riconoscimento dell'istante di inizio e di fine 
della forma: classificatori, che possono operare su dati già raggruppati per forme, sono da 
considerasi meno complicati da realizzare. Il processo di localizzazione ed estrazione della forma 
interessata è chiamato segmentazione. 
Un'altra caratteristica di queste reti è l'operazione di deformazione spaziotemporale. 
Questa peculiarità consente (con una dilatazione o una contrazione temporale) di ma p pare 
l'insieme di ingresso in un altro insieme più comprensibile. Ciò è utile quando il segnale di ingresso 
può. essere soggetto a variazioni sulla variabile di deformazione mantenendo, peraltro, inalterate la 
altre caratteristiche della forma. In generale questo tipo di reti deve essere insensibile ad una o 
più deformazioni. 
La sequenza che può essere memorizzata e, quindi, riconosciuta, dipende dall'architettura 
della rete (Ktihn et al., 1991). 
La nozione di distanza utilizzata per misurare la prestazione della rete è data da: 
00 
D(u,v) = f l u(t)- v(t) l dt (2.53) 
-00 
dove u e v sono due forme spaziotemporali definite nell'intervallo (-oo,+oo). Poiché interessano 
forme temporali definite in un intervallo [t}, t2], si assume che altrove la forma spaziotemporale 
valga zero. 
Da questa definizione di distanza si ricavano altre proprietà della funzione D{.,.) che la 
connotano come una vera e propria nozione di metrica. 
E' abbastanza agevole riscrivere questa formulazione della distanza come se fosse la 
convoluzione di due funzioni e, quindi, collegarla alla definizione dei filtri e, in generale, alla 
definizione dei filtri di segnali. Nel campo del riconoscimento dei caratteri o dei fonemi del 
parlato, quale quello in cui si applicano questi modelli di reti neurali, tali filtri vengono denominati 
filtri di corrispondenza. Senza entrare in ulteriori dettagli, questa denominazione deriva dal fatto 
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che il segnale, il carattere o il fonema, che si vuole riconoscere viene confrontato con un insieme 
di possibili forme d'onda e calcolata la distanza relativa. Quella che risulta essere a minore 
distanza è, appunto, la forma d'onda corrispondente. 
In figura viene riportato uno schema di un automa con apprendimento stocastico che 
interagisce con un sistema casuale (Barto, 1989). 
Reti Stocastiche 
Tipicamente sono reti che usano il rumore nelle loro operazioni di ottimizzazione di una 
funzione di energia o di prestazione. Il rumore viene utilizzato nella procedura di raggiungimento 
del minimo. Una tecnica di questo tipo è quella della "ricattura simulata" (simulated annealing) 
che nasce da una analogia con la ricattura metallurgica. II raffreddamento di un corpo metallico 
scaldato fino quasi al punto di fusione, e quindi sottoposto ad una forte agitazione termica, può 
avvenire in due modi: o lento o rapido. Il primo, che è quello usato nella ricattura, consente di 
ottenere una struttura molecolare finale con un reticolo cristallino avente un numero minimo di 
impurità. A questa condizione corrisponde una funzione di energia globale del reticolo cristallino 
resa minima per l'assenza di impurità. L'agitazione termica a cui viene sottoposto il corpo 
metallico è un processo stocastico ma si dimostra che i risultati a cui si perviene, cioè il livello di 
energia, sono approssimativamente gli stessi . 
L'analogia metallurgica e i fondamenti matematici furono elaborati da un gruppo guidato 
da N. Metropolis. L'idea base è quella di cambiare singolarmente e in modo provvisorio una parte 
del sistema scelta a caso. Se ciò produce una diminuzione dell'energia del sistema il cambio 
diviene permanente; se produce un aumento, al cambio viene associata una probabilità, p, di 
essere accettato data da: 
(-~E) p=exp T (2.54) 
dove T è la "temperatura" del sistema e ~E la differenza di energia tra il vecchio e il nuovo stato 
(Fig. 2.25). 
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Fig. 2.25 : Funzione di probabilità in funzione della temperatura di sistema in una rete 
stocastica (Rumelhart et al., 1986e). 
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Il metodo per ridurre la "temperatura", simulando il processo di ricattura, è una tecnica di 
ottimizzazione matematica ed è da intendersi come un processo di ricerca stocastico 
estremamente efficiente nella rilevazione dei minimi globali. Applicazioni tipiche sono i problemi 
di ottimizzazione combinatoriale: tra questi la macchina di Boltzmann in cui viene applicata la 
tecnica della ricattura ad una rete di Hopfield. 
Fig. 2.26 : Soluzione intermedia di un problema TSP con una macchina di Boltzmann 
(Davalo et al., 1991). 
Fig. 2.27 : Soluzione finale del problema TSP di Fig. 2.26 (Da val o et al., 1991 ). 
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Sono già state proposte (Kosko, 1990) reti associative con regole di apprendimento 
competitive stocastiche. Queste regole sono equazioni differenziali stocastiche che descrivono 
come i processi casuali sinaptici cambiano in funzione di altri processi casuali. La soluzione di 
queste equazioni differenziali è un processo sinaptico casuale. 
Un esempio di reti di questo tipo è la macchina di Boltzmann (BZM) che rientra nella 
categoria dei classificatori di campioni di tipo supervisionato, in particolare una rete di Hopfield a 
tempo discreto in cui le funzioni di trasferimento di ogni neurone sono modificate per utilizzare la 
tecnica del simulated annealing (SA). Originariamente questo modello è stato sviluppato per 
applicazioni nel riconoscimento di campioni, ma il modello esibisce potenzialità sia come memoria 
associativa che induttiva (Korst et al., 1988). Può essere rappresentato da un grafo non orientato 
non necessariamente interamente connesso. Le Fig. 2.26, 27, 28 e 29 propongono applicazioni al 
problema TSP. 
a'~~ • o o oa a o .. . . . 
a o : ~ 
o a~ a o 
c~•. oaa; o 
. o a 0 o 
l 
-a 'D o o 0 ~o a 
&, o 0 a o ~ 
~ s o o 
o o o a~o o 
o =a~ o ~ o o 
• • /(& 0 . 1:3 o o K = o.oe .. 
Fig. 2.28 : Evoluzione della soluzione di un problema TSP (Durbin et al., 1987). 
L'apprendimento è diviso in due fasi: una fissa e una libera. Le rappresentazioni interne 
sono generate da un insieme di unità nascoste binarie (o n o oft) e l'apprendimento viene ottenuto 
modificando le interconnessioni tra le unità. Nella fase fissata i campioni da apprendere sono 
applicati alle unità di ingresso e di uscita e per l'apprendimento delle unità nascoste si applica la 
tecnica del simulated annealing. Nella fase libera, la tecnica di rilassamento si applica a tutte le 
unità. Le statistiche relative ai pesi vengono raccolte in entrambe le fasi e i pesi vengono 
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modificati in base alle differenze riscontrate tra le statistiche. Si può dimostrare che questa tecnica 
di variazione dei pesi corrisponde ad un gradiente di discesa che misura la distanza tra le 
distribuzioni tra la fase fissata e quella libera. In pratica la prima fase serve per avere una prima 
conformazione della distribuzione basandosi sui campioni di apprendimento ed i pesi vengono, 
quindi, modificati per meglio adattarsi a questa distribuzione. L'ordine con cui i campioni vengono 
visti dalla rete è ininfluente, al contrario la loro frequenza è molto significativa. La dinamica può 
essere indifferentemente sincrona che asincrona. La convergenza è garantita dalla convergenza del 
metodo del simulated annealing (Korst et al., 1988). 
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Fig. 2.29 : Evoluzione della soluzione di un problema TSP (Angeniol et al., 1988) 
Reti Gerarchiche 
L'idea di base di questa categoria di reti è quella di avere elementi di processo (neuroni), 
su uno qualsiasi degli strati, collegati ad un numero ristretto e localizzato di elementi appartenenti 
allo strato precedente; ciò implica che ogni elemento può agire solo su una parte dell'informazione 
complessiva. L'idea nasce anche dall'osservazione che le informazioni che pervengono ad un 
organismo hanno una struttura interna di tipo gerarchico così come l'organizzazione della stessa 
memoria umana: pare sia più facile memorizzare un oggetto che assomiglia ad uno noto che 
immagazzinare e richiamarne uno nuovo e diverso (Feigel'man et al. , 1991). 
Il vantaggio di una simile struttura è duplice: gli elementi di uno strato, avendo una 
gestione di una parte limitata di informazione, devono affrontare una situazione relativamente 
semplice; il numero di elementi di processo richiesto da una rete di questo tipo è molto minore di 
quello di una rete che voglia trattare l'informazione di ingresso come una unità singola. 
Naturalmente le reti gerarchiche possono trovare appropriata applicazione quando l'ingresso è 
strutturabile in livelli gerarchici, di basso, medio ed alto livello, relazionabili tra loro. Per esempio, 
un segnale casuale non possiede queste caratteristiche di strutturabilità. 
Gli strati possono essere costruiti con architetture diverse e dare origine a reti gerarchiche 
ibride che consentono di ottenere una maggiore accuratezza nei risultati (Gersho et al., 1990). 
La capacità di immagazzinamento è pari a N (con N numero di neuroni) (Fleigel'man et al., 1991). 
Alcuni settori a cui possono applicarsi queste reti sono: 
-la codifica di segnali, con scherni di codifica detti di ipercompressione combinatoriale; 
-riconoscimento di campioni inseriti in contesti molto ampi e con altre forme sovrapposte 
o interferenti. 
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3. PROBLEMATICHE E OPPORTUNITÀ CONNESSE ALL'USO DELLE RETI NEURALI 
3.1. CENNI SULLA STIMA DELLE PRESTAZIONI DI UN SISTEMA DI CLASSIFICAZIONE 
Le considerazioni svolte in questo capitolo, tratte da Weiss et al. ( 1991 ), sono relative alle 
stime di correttezza dei sistemi di apprendimento ed applicabili non solo ai sistemi di reti neurali 
ma ai sistemi di riconoscimento statistico di campioni, o ai sistemi basati sull'apprendimento 
meccanico. 
Per descrivere i sistemi di apprendimento il termine più utilizzato è quello di 
classificazione; in statistica viene talvolta chiamata predizione e, nel campo dell'apprendimento 
meccanico, apprendimento di concetto. 
Il modo più semplice per descrivere un classificatore è una scatola nera che dà una 
risposta ad ogni ammissibile campione di dati di ingresso. Per la sua costruzione, questo sistema 
deve avere a disposizione un numero finito di esempi di casi risolti, cioè di campioni di 
osservazioni correttamente classificate. Partendo da queste osservazioni, l'obiettivo è di creare 
una struttura di classificazione generalizzata per uno specifico problema. L'insieme dei dati di 
osservazione viene anche definito come le caratteristiche del modello; altre definizioni sono gli 
attributi, le variabili, i test e le misure. Le caratteristiche non sono predittive, cioè sono casuali, 
devono essere considerate rumore, in quanto lo scopo di un classificatore non è quello di 
discriminare tra i casi degli esempi esistenti ma di predire, con successo, su nuovi casi. 
La qualità di un classificatore è misurata, in modo inversamente proporzionale, dal numero 
di classificazioni errate. Il rapporto tra il numero di errori e il numero di casi analizzati viene 
denominato tasso di errore. Se il numero di casi è sufficientemente grande, questo viene detto 
statisticamente il 11Vero 11 tasso di errore. E' importante che il numero dei casi sia asintoticamente 
grande per potere assumere la corretta distribuzione dei casi sull'intera popolazione. 
Il tasso d'errore 11 apparente11 di un classificatore è il tasso di errore sui casi di esempio 
utilizzati per il suo apprendimento (l'insieme di apprendimento o train). Questo tipo di errore è 
noto anche come tasso di errore di risostituzione o riclassificazione, e tende ad essere polarizzato 
in modo ottimistico per cui il tasso di errore vero è invariabilmente più alto. La costruzione di un 
classificatore che sia un buon predittore per i dati di esempio ma non su nuovi casi è ovviamente 
un cosa inutile, per cui usare solo l'errore apparente per valutare le prestazioni del classificatore 
può portare a risultati disastrosi . Del resto l'errore apparente non è un buon predittore dell'errore 
vero se non nelle tabelle di ricerca (lookup-table) in cui ad ogni dato corrisponde una relazione 
nella tabella: è evidente che l'errore apparente è nullo . Una impostazione basata sul concetto delle 
lookup-table porta ai problemi di sovraspecializzazione o sovradattamento del classificatore sui 
dati (Fig. 3.1, Fig. 3.2). 
Al limite, con un numero di casi elevato l'errore apparente dovrebbe coincidere con quello 
reale. La questione è, quindi, quella di individuare il numero di casi necessari per rendere 
ininfluente l'errore apparente. Un criterio analitico per individuare, tra tutte le possibili 
distribuzioni di un dato insieme di campioni, quella che garantisce una classificazione corretta 
entro un certo margine di errore, è l'analisi P AC (Probabilmente Approssimativamente Corretto). 
Una alternativa all'analisi P AC, per stimare l'errore vero, consiste nel dividere in due 
l'insieme dei da~i campione: un insieme per l'apprendimento del classificatore, l'altro per il suo test. 
Sebbene questa procedura non offra garanzie per tutte le distribuzioni, è in grado di dare una 
stima dell'errore vero, con un errore più alto rispetto all'analisi PAC ma con un numero di casi 
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sorprendentemente basso. Questo metodo è detto di train-e-test; e conseguentemente sono detti i 
due insiemi di dati; questi devono essere campioni casuali della popolazione ed indipendenti tra 
loro, nel senso che non devono esserci relazioni tra i dati se non altro quella di appartenere alla 
stessa popolazione. Il tasso di errore del classificatore sui dati di test è detto del campione di test. 
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Fig. 3.1 : Relazione tra l'errore vero e di predizione in funzione del numero di casi del 
campione di test (Weiss et al., 1991). 
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Fig. 3.2 : Relazioni tra l'errore apparente e vero in funzione del numero di neuroni 
(Weiss et al., 1991). 
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La relazione tra il numero di casi di test e l'errore del campione di test è dato in forma 
empirica dal grafico in figura. Da questo si può osservare che già con un campione di test di 50 
casi si commette un errore nella stima del vero errore di poco superiore del l 0%. Con 250 casi 
l'errore è di circa il 5% e con 1000 casi è praticamente nullo. 
Quando non vi sono casi sufficienti per la partizione nei due insiemi di train-e-test, 
possono esserci serie difficoltà nella divisione casuale degli insiemi. In questi casi, i metodi di 
ricampionamento offrono una migliore stima dell'errore vero. 
Le tecniche di ricampionamento sono: sottocampionamento casuale, validazione 
incrociata, bootstrap. 
Il sottocampionamento casuale si basa sull'idea che mediando il tasso di errore di una serie 
di classificatori derivati da partizioni dell'insieme di test, indipendenti e casualmente generati, si 
produca una migliore stima dell'errore vero rispetto a quella ottenuta con una singola operazione 
di train-e-test. Il numero di sottocampionamenti deve essere, comunque, molto minore del 
numero dei casi disponibili. 
La validazione incrociata è una stima elegante del tasso di errore ma richiede un notevole 
sforzo computazionale, per cui viene riservata a quei problemi con un numero molto limitato di 
campioni. La tecnica più semplice, consiste nell'effettuare tante partizioni dei dati tante volte 
quanti sono i casi disponibili. Ogni partizione è realizzata prendendo un caso singolo, per volta, 
come test e utilizzando gli altri per l'apprendimento. Il tasso di errore è dato dalla media 
aritmetica dei tassi di errore. Una tecnica simile alla precedente, detta di stratificazione, più adatta 
nel caso di campioni numerosi, consiste nel dividere l'insieme dei dati in k sottoinsiemi di test 
mutuamente esclusivi e di pari dimensione. I dati che non vengono utilizzati per il test, servono 
per l'apprendimento. Vengono realizzati k classificatori e la media sui k tassi di errore, dà il tasso 
di errore stimato. Un k pari a IO viene indicato come adeguato e accurato per grandi campioni. 
Lo svantaggio di questa tecnica consiste nell'utilizzare, nelle varie partizioni, tutti i casi disponibili 
sia per il test che per l'apprendimento. 
La tecnica di bootstrap si presta molto bene per piccoli campioni meglio della validazione 
incrociata che, sebbene abbia un errore assai poco polarizzato, ha una varianza molto elevata per 
piccoli campioni. Vi sono numerosi metodi di boostrap: i più noti sono quelli denominati eO e 
.632. Per illustrare la tecnica di ricampionamento del bootstrap, nel metodo eO, per esempio, 
l'insieme di apprendimento, ad ogni iterazione, viene ricavato dall'insieme dei dati iniziali, 
attraverso un campionamento senza memoria. Se l'insieme dei dati disponibili è n, l'insieme dei 
dati per l'apprendimento è costituito anch'esso da n elementi, prelevati dall'insieme iniziale e tra i 
quali possono esserci dei doppioni. I casi dell'insieme iniziale non utilizzati per l'apprendimento, 
vengono utilizzati per il test. Circa 200 iterazioni di questo tipo sono considerate necessarie per 
ottenere una buona stima. 
Per ottenere buoni risultati vengono consigliati i seguenti accorgimenti: 
-usare il ricampionamento; 
-applicare lo stesso metodo di classificazione a tutti i casi disponibili. 
Il metodo di ricampionatura che deve essere usato dipende dal numero di camptom~ 
precisamente: 
-per campioni più grandi di l 00, la validazione incrociata o la stratificazione a l O strati che 
potrebbe essere meno onerosa computazionalmente; 
-per campioni minori di l 00, la validazione incrociata; 
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-per campioni minori di 50, oltre alla validazione incrociata, una tecnica di bootstrap o una 
stratificazione a due strati. 
La complessità del classificatore è un altro aspetto da analizzare: tanto più il metodo di 
classificazione è potente tanto più uno si aspetta che i risultati siano migliori. Purtroppo sono 
aspettative frustrate dalla pratica. Spesso i dati disponibili sono scarsi, rumorosi o ridondanti e 
aggiunte successive, di non migliori caratteristiche, possono degradare ulteriormente le 
prestazioni. Intuitivamente, si può comprendere come una soluzione semplice possa dare migliori 
risultati. La maggiore complessità di un classificatore non è linearmente legata al miglioramento 
delle sue prestazioni: inizialmente all'aumentare della complessità l'errore diminuisce ma, a un 
certo punto, l'errore rimane costante, e, in taluni casi, aumenta nuovamente. Il tasso d'errore 
apparente è, invece, sempre decrescente. 
3.2. METODOLOGIA E SVILUPPO DELLE SPECIFICHE FUNZIONALI DELLE RETI NEURALI 
Le reti neurali hanno l'abilità di trattare dati parzialmente corretti o incompleti e di fornire, 
comunque, un risultato accurato. Anche nei casi in cui le tecniche classiche (p.e. l'analisi di 
Newton o di regressione) falliscono perché, per esempio, mal condizionate, la rete neurale per la 
sua strutturazione ed impostazione riesce a trovare una soluzione accettabile. In generale, le reti 
neurali sono buone interpolatrici ma non altrettanto buone estrapolatrici: sono cioè in grado di 
riconoscere i campioni presenti in ingresso e i suoi valori intermedi; ma quando l'ingresso è una 
estensione dell'intervallo dei campioni la classificazione non è altrettanto buona perché la rete 
possiede pochi dati di riferimento (Beale et al., 1990). 
Nel seguito vengono citati alcuni tra i lavori più recenti sulle reti neurali, alcuni dei quali 
specifici del settore dei trasporti che, se si escludono le trattazioni relative al problema TSP 
(problema del commesso viaggiatore), sono ancora abbastanza limitati (si veda cap 4.1). Di questi 
vengono messi in evidenza gli accorgimenti utilizzati e le difficoltà riscontrate nella 
implementazione della rete con maggior interesse quando si possa riscontrare una certa 
similitudine con analoghe problematiche del settore dei trasporti. 
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Fig. 3.3 : Individuazione della linea di discriminazione in una classificazione lineare 
(Beale et al., 1990). 
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Fig. 3.4 : Evoluzione della classificazione da una orientazione casuale della linea di 
discriminazione (O) a quella finale (30) in un classificatore lineare (Beale et al., 1990). 
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Fig. 3.5 : Differenti classificazioni lineari dello stesso insieme di dati (Beale et al., 
1990). 
La tecnologia informatica corrente pone una serie di limitazioni, una di queste è il sistema 
di processo sequenziale. La macchina convenzionale di von Neumann è uno strumento 
insufficiente per l'implementazione delle reti neurali e Io sforzo attuale è nella direzione dei 
calcolatori a processo parallelo (Allinson et al., 1989). D'altra parte l'intelligenza artificiale non è 
stata in grado di rispettare molte delle promesse fatte. Le reti neurali manifestano le loro 
potenzialità proprio in quei settori e, in genere, dove non sia applicabile una logica formale 
(McCord Nelson et al., 1991). 
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In applicazioni come classificatori (per esempio una rete feedforward) vi sono difficoltà 
pratiche dovute al numero finito di esempi e conseguenti vincoli nella progettazione della rete 
(Raudys, 1991) (Fig. 3.3, 3.4 e 3.5). Nel caso di un set di apprendimento piccolo (il numero di 
campioni dovrebbe essere almeno tre volte la dimensione del problema (Girosi et al., 1991)) può 
essere valida l'analogia con i classificatori di Parzen, e, quindi, riscontrare che (si veda anche 3.1): 
-il rapporto di restituzione dell'errore ha una polarizzazione ottimistica; 
-si osserva spesso un picco nella prestazione di classificazione all'aumentare dei campioni; 
-nel caso di un numero di esempi di apprendimento diverso per classe, i limiti decisionali 
possono essere non bilanciati. 
Il problema della correttezza dell'apprendimento connesso ad un numero limitato di 
esempi non è di facile soluzione. Empiricamente si può pensare di verificare la sufficienza del 
campione di apprendimento verificando se, aumentandolo, la rete esibisce prestazioni migliori; 
oppure, verificare che il campione di apprendimento e quello di test diano risultati identici. In ogni · 
caso se la dimensione del campione è troppo piccola, la rete non dà risultati soddisfacenti: questo 
vale anche per i sotto intervalli non sufficientemente descritti. 
E' stato provato (Giro si et al., 1991) che un solo strato nascosto è sufficiente per 
approssimare una qualsiasi funzione continua. L'utilità di questo risultato dipende dal numero di 
unità nascoste che sono necessarie e una cui valutazione non è in generale assicurata. In alcuni 
casi questo numero può crescere esponenzialmente in funzione delle unità di ingresso (Hertz et 
al., 1991 ). Questi autori riportano una dimostrazione non rigorosa dovuta a Lapedes e Farber del 
1988 secondo la quale due strati sono sufficienti. I punti essenziali della dimostrazione sono: 
-ogni "ragionevole" funzione può essere rappresentata da una combinazione lineare di 
funzioni localizzate che valgono zero su quasi tutto l'intervallo di esistenza eccetto che 
nella piccola regione di pertinenza; 
-queste funzioni possono essere implementate da una rete a due strati. 
Questo approccio non deve essere considerato il migliore per ogni problema, ma deve 
essere inteso come strumento della dimostrazione. La scelta della dimensione della rete ottima per 
una certa applicazione rimane una questione aperta per cui uno dei principali metodi per 
individuare questo ottimo è quello di sovradimensionare la rete e successivamente ridurla. La 
tecnica standard per ridurre la rete consiste nell'introdurre termini addizionali nella funzione di 
costo delle connessioni e, progressivamente, eliminare quelle di scarsa influenza. Questo metodo 
può interferire con l'apprendimento poiché modifica la forma dei contorni e delle posizioni dei 
minimi della funzione d'errore (Burkitt et al., 1992). 
L'apprendimento della rete è un processo iterativo ed è, quindi, necessario indicare il 
criterio con il quale concluderlo. Per un rete qualsiasi non è però possibile pensare che la nozione 
di distanza utilizzata per l'apprendimento possa fornire un errore convergente a zero ed infatti può 
essere molto più grande. Va detto che un comportamento inaspettato delle reti di mapping è 
quello del sovra-allenamento tale per cui aumentando il numero di cicli di apprendimento le 
prestazioni della rete peggiorano asintoticamente fino ad un livello superiore a quello minimo. 
L'origine di questo problema non è ben nota e pare collegata al modo in cui la rete costruisce la 
sua mappatura. Il punto in cui fermare l'apprendimento viene rilevato in modo empirico misurando 
le prestazioni di due distinti insiemi di dati: quello di apprendimento e quello di test. 
E' stato facilmente provato che una qualsiasi funzione Booleiana con k variabili, anche non 
linearmente separabile, può essere calcolata da una rete di percettroni con 2k neuroni nascosti 
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(Masson et al., 1990). Nell'analisi del problema XOR (problema non linearmente separabile, di 
parità a due dimensioni) con una rete a due strati Rumelhart et al.(1986c) (Fig. 3.6), propongono 
una equazione empirica per determinare il numero, S, di iterazioni degli esempi di apprendimento 
in funzione del numero, H, di nodi nascosti: 
S = 280 -33log2H (3 .1) 
Unità di uscita 
Unità di ingresso 
Fig. 3.6 :Una rete per la soluzione del problema XOR (Rumelhart et al., 1986c). 
Tra le varie regole empiriche, vi è quella che suggerisce che il numero dei campioni sia 
mediamente pari a dieci volte il numero dei pesi (Weiss et al., 1991). Quando il numero di 
campioni disponibili non è sufficiente e non se ne possono recuperare altri si può pensare di 
(Weiss et al., 1991): 
-riempire gli intervalli mancanti con valori medi degli altri casi; 
-rigettare quei campioni o casi che non sono completi; 
-creare surrogati. 
Va osservato che, a parità di set di apprendimento, è più facile far apprendere una rete 
complessa che una semplice (Raudys, 1991) anche se una rete minima esibisce una migliore 
generalizzazione poiché una rete troppo grande è in grado di interpolare i dati di apprendimento 
meglio ma in modo da memorizzare i campioni di apprendimento senza però generalizzarli 
(Burkitt et al., 1992). 
Osservazioni empiriche fanno propendere per ritenere che reti, con più strati nascosti e più 
nodi per strato, comportino un minore numero di iterazioni di apprendimento. Questa 
osservazione concorda con la ben nota nozione di teoria di riconoscimento statistico secondo la 
quale, in un caso d-dimensionale, un iperpiano può discriminare perfettamente ogni set di d+ l 
punti con classificazione arbitraria. 
Berman et al. (1992) introducono un concetto di affidabilità di un circuito legato alla 
altamente probabile correttezza delle sue prestazioni in presenza di difetti casuali. Nel caso di un 
circuito rappresentante una rete neurale, la questione è quanto correttamente questo circuito 
possa funzionare quando un neurone si danneggi. Gli autori mostrano come sia possibile simulare 
il comportamento di una rete composta da neuroni con funzione di trasferimento a soglia, 
caratterizzata da un numero di neuroni z, strati d e limitato numero di ingressi, con una rete 
analoga ma sicuramente affidabile variandone il numero di neuroni, in misura proporzionale a 
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zloglz), e il numero di strati in misura proporzionale a d. Questo approccio circuitale, 
limitatamente alle reti con funzione a soglia (quindi non BP), non tratta la questione 
dell'apprendimento e non dà indicazioni delle relative difficoltà con una nuova struttura di così 
aumentate dimensioni. Peraltro suggerisce un percorso diverso all'individuazione dei criteri che 
consentono di minimizzare le dimensioni di una rete. La soluzione proposta, quasi una nuova rete 
che come -neuroni ha la rete iniziale, evidenzia, ancora una volta, una proprietà delle reti neurali: 
di essere una struttura a memoria distribuita. 
All'aumentare del set di apprendimento aumenta anche la complessità dei limiti decisionali, 
quindi, i tempi di apprendimento sono tipicamente più lunghi. La convergenza dell'apprendimento 
è, in questi casi, molto lenta. E' frequente che il numero di parametri di una rete sia molto grande 
creando così difficoltà nel corrispondente problema di minimizzazione per l'individuazione dei 
pesi. In alcuni casi, quando il numero delle variabili è molto alto il problema può essere 
computazionalmente intrattabile, rendendosi necessarie tecniche di minimizzazione particolari. 
L'uso di queste tecniche consente la riduzione dei tempi di elaborazione e di allargare 
significativamente l'insieme dei problemi che può essere risolto positivamente (Shanno, 1990). 
Una alternativa, come indicato in 3 .l, può consistere nell'adozione di tecniche di 
ricampionamento. 
In problemi di mappatura, quando la funzione diventa molto complessa dovrebbe 
aumentare anche la dimensione della rete (Fig. 3. 7). 
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Fig. 3. 7 : Relazione tra tipi di regioni decisionali e complessità della rete neurale in 
grado di rappresentarle (Khanna, 1990). 
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La dimensione del problema può essere approssimativamente quantificata pari alla 
dimensione dello spazio dei dati di ingresso; un aumento della loro dimensione produce un 
aumento esponenziale del loro numero ed un probabile aumento della non-linearità della 
mappatura (Yeung et al., 1993). Se Khanna (Khanna, 1990) indica come tre gli strati di una rete 
per rappresentare regioni arbitrarie, studi più recenti (Abe et al., 1993) dimostrano che una rete a 
tre strati per riconoscimento di campioni può essere sintetizzata se le classi di campioni possono 
essere separate da iperpiani in una singola regione convessa; altrimenti si deve utilizzare una rete a 
quattro strati. Va, comunque, sottolineato che l'uso di una rete backpropagation come 
approssimatore di funzione si differenzia da quello di riconoscimento di campioni; precisamente 
quest'ultimo compito risulta essere molto meno vincolato (Buturovié et al., 1993) 
Per owiare parzialmente alle difficoltà citate, sfruttando una analogia comportamentale, è 
stata proposta una rete sensitiva al contesto. Si suppone che alcune variabili della funzione da 
mappare possano essere trattate come parametri, riducendo così la complessità dei dati di 
ingresso. La rete complessiva è, quindi, composta da due blocchi: la rete dei parametri di 
sensitività e la rete della funzione da mappare. Quest'ultima agisce sulla prima definendo i pesi 
delle connessioni. 
In modo simile all'approccio precedente, può essere utile decomporre i dati di ingresso 
riducendo la complessità dell'apprendimento. Si possono individuare variabili che per il problema 
particolare affrontato e per un determinato contesto, possono essere considerate parametri 
costanti. Si riduce così il numero delle variabili oltre a creare una struttura più flessibile. Questa 
rete può essere riutilizzata per altri contesti variando le sole variabili di parametrizzazione. Per 
quanto riguarda i dati di apprendimento, questi, rappresentano il punto critico per una soluzione 
positiva della rete; l'insieme dei dati di ingresso, così come quelli di uscita, dovrebbe essere il più 
ortogonale possibile, cioè le variabili dovrebbero essere indipendenti e, quindi, non correlate. 
La scelta dei valori iniziali delle connessioni contribuisce ad eliminare i minimi locali. 
L'inizializzazione delle connessioni con valori bassi casuali è l'unica regola comunemente seguita 
(Weiss et al., 1991, Wessels et al., 1992) con la motivazione che valori grandi fanno sì che i nodi 
nascosti siano o troppo attivi o troppo inattivi e, quindi, insensitivi al processo da apprendere. La 
casualità ha lo scopo di rompere eventuali simmetrie all'interno della rete. Un metodo più raffinato 
per inizializzare le connessioni e, conseguentemente, per ridurre i minimi locali, è quello proposto 
da Wessels et al. (1992): vengono trattati diversamente le connessioni tra lo strato di ingresso e il 
primo strato nascosto e tra l'ultimo strato nascosto e lo strato d'uscita. Per quest'ultimi, la scelta di 
avere pesi uguali pare essere la migliore con un valore assoluto legato alla funzione della somma 
dei quadrati dei pesi e alla dimensione del problema affrontato (va ricordato che valori grandi 
amplificano l'errore che, dai nodi d'uscita, viene retroazionato all'indietro nella rete). Per i primi la 
scelta dei pesi deve essere effettuata in base alla regione di pertinenza dei dati di apprendimento, 
collocandoli il più possibile al centro di questa regione. 
La questione della complessità risultante variando la scala di un problema è legata alla 
linearità del problema stesso. Gran parte della teoria sulla complessità è legata alla questione della 
variazione di scala. Minsky et al. (1988) mostrano che le reti neurali sono in generale soggette a 
critici fenomeni di variazione di scala. Come caso estremo dimostrano che una struttura come il 
percettrone, purché sufficientemente grande, può rappresentare qualsiasi limitato predicato 
rimanendo, comunque, da verificare la praticabilità di una tale affermazione. 
Un caso di applicazione per previsione a breve termine è quello proposto da Srinivasan et 
al. (1992) per la valutazione della domanda di elettricità. La rete implementata ha quattro strati ed 
è di tipo feedforward. La funzione di trasferimento utilizzata per i neuroni nascosti è la sigmoide, 
e per i neuroni d'uscita una funzione di trasferimento lineare. L'apprendimento è quello della 
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regola del delta. Gli errori di previsione sono stati confrontati con quelli prodotti applicando i 
metodi statistici della regressione multipla e ARMA. In ogni caso la rete neurale dà risultati 
percentualmente migliori; inoltre, i tempi di esecuzione sono molto più veloci e la complessità di 
calcolo è molto minore. 
L'effetto della variazione della dimensione dell'insieme di apprendimento sul numero di 
cicli necessari per l'apprendimento è evidentemente legato alla percentuale di errore che si decide 
di accettare ed alla generalizzazione voluta (Fig. 3.8). Utilizzando una rete di percettroni sono 
state esperimentate alcune combinazioni tra numero di neuroni, n, e campioni di ingresso, m, 
(Mitchinson, 1989). Nel caso sia m=n non vi sono eccessive differenze all'aumentare di m, 
specialmente se la percentuale di errore viene elevata. Per m=2n, l'aumento di m è più sensibile: 
semplificando si può far corrispondere ad ogni raddoppio di m, un aumento del numero di cicli di 
apprendimento di un fattore 10. Se si accetta un errore del 12.5%, questo viene sensibilmente 
ridotto. 
Estrazione di regole 
Generalizzazione 
Fig. 3.8 : Rappresentazione della superficie decisionale in un problema di estrazione di regole e di 
generalizzazione (Hertz et al., 1991). 
(Mirchandani et al., 1989) hanno posto in discussione l'assunto che in una rete 
feedforward il numero dei neuroni nascosti dipenda dal numero dei campioni di apprendimento, T, 
sia nella relazione h=T -l che H= log2 T. L'osservazione principale è che tali congetture non 
tengono conto degli effetti della dimensione del segnale di ingresso e mostrano che questa 
dimensione, d, unitamente al numero di neuroni nascosti, H, definisce il numero massimo di 
regioni separabili presenti nello spazio di ingresso, M. La relazione analitica si esprime come: 
d 
M(H,d)= L© 
k=O 
(3.2) 
dove il simbolo tra parentesi rappresenta il binomio di Newton. Nel caso bidimensionale, d=2, la 
relazione è invertibile e dà H= (..J8M-7 -1)/2. 
Con l'obiettivo di superare le difficoltà incontrate con le tecniche più usuali, vengono 
proposte in letteratura nuovi metodi originali. Tra questi la regola di apprendimento del metodo 
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della proiezione (P:MLR), o più correttamente della approssimazione della proiezione, in quanto 
basato sul metodo della proiezione su insiemi convessi e sulla sua estensione su insiemi non-
convessi, della proiezione generalizzata (Yeh et al., 1991). II vantaggio di questo metodo consiste 
nella sua efficienza: velocità di apprendimento e assenza di minimi locali, maggiori rispetto a quelli 
della backpropagation che, pur tuttavia, esibisce una di poco maggiore precisione nel calcolo dei 
valori di uscita. 
3.3. Analisi delle reti Backpropagation, di Hopfield e di Kohonen 
3.3.1. BACK-PROPAGATION 
La rete backpropagation (BP) (Fig. 3.9) ha dimostrato la capacità di apprendere 
trasformazioni complesse e di potersi applicare altrettanto bene anche in problemi di previsione 
(Kiimasauskas, 1992). In taluni casi la rete può non funzionare immediatamente richiedendo 
l'aggiustamento di alcuni parametri. Per ovviare a questo inconveniente sono state introdotte 
nuove tecniche di apprendimento tra le quali si può citare: la delta-barra-delta estesa (EDBD), 
backpropagation proiettiva (PBP), e la ricerca casuale diretta (DRS). I problemi che devono 
essere risolti sono: la scelta appropriata del passo di discesa nella ricerca del minimo (EDBD); 
individuazione del minimo globale anche in presenza di forte rumore senza peraltro essere troppo 
selettivo verso le alte frequenze (DRS). La PBP mappa lo spazio d'ingresso in una sfera (come 
una trasformata z) consentendo la costruzione in modo semplice sia di spazi piani che ellittici. La 
convergenza è molto veloce e garantisce anche una certa immunità dal rumore. Tra le varianti 
della backpropagation vi è quella che fa uso della equazione differenziale ordinaria (ODE) che 
rimuove la necessità di tarare i parametri (Weiss et al., 1991). Un'altra variante è una architettura 
chiamata rete neurale ad albero (NTN) costituita da un albero con un singolo strato di neuroni per 
ogni suo nodo. La struttura definitiva non è fissata a priori ma si forma durante l'apprendimento 
(Sankar et al., 1991). Altri studi (Yu X.H, 1992) mostrano la necessità di utilizzare algoritmi non 
convenzionali (per intendersi quello descritto da Hecht-Nielsen, 1991) per l'apprendimento della 
backpropagation in quanto questa può non convergere a un minimo globale partendo da una 
configurazione dei pesi qualsiasi; inoltre, anche se la superficie d'errore di backpropagation è 
senza minimi locali, l'algoritmo di apprendimento potrebbe cadere in un minimo locale. Questo ha 
conseguenze, evidentemente, anche sulla velocità di convergenza dell'algoritmo stesso. 
Ingressi Strato nascosto Uscite 
Fig. 3.9 : Modello di rete multistrato (Davalo et al., 1991). 
La rappresentazione interna della conoscenza acquisita, cioè la distribuzione dei pesi delle 
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connessioni, può essere considerata come un tipo di modello interno di misura che collega 
l'informazione rappresentata con i parametri geometrici; una interpretazione sui collegamenti tra 
lo strato di ingresso e il primo strato nascosto rappresentano le caratteristiche statistiche 
dell'insieme di apprendimento. Questo risultato può essere usato per inizializzare i pesi e ridurre i 
tempi di apprendimento (Feng, 1992). 
I domini di applicazione sono molteplici e assai differenti: tra i principali il riconoscimento 
di campioni, il riconoscimento di caratteri, l'analisi e riconoscimento della voce, making decision, 
mapptng. 
Nella progettazione di una rete BP possono essere utilizzati uno o due strati nascosti (un 
numero maggiore non dà alcun beneficio). Con questa struttura, e un numero sufficiente di 
neuroni (si veda il teorema di Kolmogorov, par. 2. 7.2) la rete è in grado di realizzare una qualsiasi 
funzione. Come già detto, la questione del corretto dimensionamento della rete è ancora aperta e 
spesso si sostiene (tautologicamente) che la dimensione appropriata è quella che dà le migliori 
predizioni (Weiss et al., 1991). Esperimenti (de Villiers et al., 1993) dimostrano che a parità di 
complessità le due strutture esibiscono lo stesso comportamento, salvo che una rete a quattro 
strati può facilmente cadere in un minimo non globale. (La complessità di una rete può essere 
misurata dalla dimensione di Vapnik-Chervonenkis (VC) che è strettamente collegata al numero di 
pesi presenti nella rete). 
Definizione: 
:·L~ dime~sione _ve di R (dove ~ è un _al_goritm~) è il più ~rande intero ~R tale ~er cui esist~ un 
msteme dt puntt U c X (spazto degh tngresst) con l U l= dR su cut l'algontmo R reahzza 
l'attributo interessato. Se R realizza l'attributo su insiemi finiti arbitrariamente grandi di X allora la, 
dimensione di R è infinita" (Venkatesh, 1992). 
Ne consegue che una rete a quattro strati ha maggiori difficoltà di apprendimento. Altri 
ricercatori (Surkan et al., 1990) sostengono che una rete con due strati nascosti esibisce un 
comportamento, misurato sui valori dell'uscita, superiore a quello di una rete ad un solo strato 
nascosto, a parità del numero di neuroni. Tra quelle con due strati nascosti, esibiscono un migliore 
comportamento quelle in cui il numero dei neuroni nascosti per strato è decrescente: per esempio, 
viene indicata come migliore una rete strutturata con un numero di neuroni del tipo {7,10,5,2} 
piuttosto che {7,5,10,2}. Intuitivamente questo risultato viene spiegato da Weiss et al.(1991) 
pensando agli strati nascosti come una serie di filtri che riducono la loro dimensione ad ogni strato 
fino a quello finale. Quando si sia scelta una rete con un solo strato nascosto, risulta più agevole 
individuare il numero di unità nascoste partendo da una configurazione con zero unità nascoste e, 
gradualmente, aggiungendone una alla volta (Weiss et al., 1991). Le tecniche di riduzione della 
dimensione della rete (citate nel capitolo precedente) possono dare risultati sorprendenti e 
dimensioni di rete assai minori delle indicazioni teoriche a scapito, però, di maggiori tempi di 
apprendimento. 
Nel caso di modellizzazione di sistemi dinamici, solitamente non lineari, si suppone che la 
rete sia in grado di rappresentare adeguatamente bene il sistema negli intervalli interessati 
dall'applicazione. La questione è quanto accuratamente la rete possa rappresentare il 
comportamento di un sistema dinamico che risulta tanto più accurato quanto più indietro nel 
tempo si riferiscono i dati di apprendimento. Non pare vi siano regole che consentono di legare il 
numero di neuroni alla accuratezza desiderata (Antsaklis, 1992). Una presunzione che spesso 
blocca l'accettazione delle reti neurali come procedure di controllo è la credenza nell'esistenza di 
ben definiti, riproducibili standard. In questi casi un obiettivo importante e necessario è, peraltro, 
quello di stabilire un coerente e riproducibile standard di controllo (Corneliusen et al., 1990). 
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In sintesi l'apprendimento di una rete backpropagation può essere un problema complesso: 
è necessario individuare l'architettura (numero di neuroni, numero di strati), la dimensione e le 
caratteristiche dei dati di apprendimento, i valori di inizializzazione (pesi iniziali) (Rohani et al., 
1992), i parametri di apprendimento (passo di apprendimento) più adeguati ed, infine, evitare un 
super apprendimento. Gli accorgimenti già citati possono essere ulteriormente raffinati e meglio 
combinati. Appare importante utilizzare tre distinti insiemi di dati per la predisposizione della rete: 
uno per l'apprendimento vero e proprio, uno di validazione (per evitare il su per allenamento) (Fig. 
3 .l O) ed uno di test, che contiene dati mai utilizzati prima, per stimare le prestazioni della rete 
(Rabelo et al., 1992). Il passo di apprendimento è di significativa importanza e assume un ruolo 
critico per l'applicazione pratica della back-propagation: se è troppo piccolo la convergenza 
dell'intera rete è molto lunga, se troppo grande c'è il rischio di oscillazioni (Da val o et al, 1991 ). 
D'altra parte, per una data rete, un passo di apprendimento infinitesimale consentirebbe di trovare 
i pesi che danno il minimo errore possibile (Weiss et al., 1991 ). 
Fig. 3.10 :a) Buon adattamento ai dati di 'train' e di test; b) Overfitting per gli stessi dati: pur 
essendo perfetto sui dati di 'train' risulta scarso sui dati di test (Hertz et al., 1991 ). 
Per migliorare i tempi di apprendimento Allred et al. (1990) suggeriscono l'uso delle 
seguenti tecniche: 
l) l'apprendimento viene ristretto a quegli esempi per i quali la rete esibisce valori non 
corretti. L'apprendimento viene esteso a tutti gli esempi quando le prestazioni migliorano; 
2) accelerare l'apprendimento di quei neuroni che non paiono sensibili ai dati di esempio; 
3)ottimizzare il rapporto di apprendimento congiuntamente a quello del momento. 
Per questa ultima tecnica vengono proposti valori del rapporto di apprendimento À minore 
o uguale a Àeff (compreso tra l e 3 in assenza di momento, J..l ), e valori minori in presenza di 
momento, J..L, secondo le relazioni: 
J..L = o.slln 
À = Àeff(l - J..L) 
(3.3) 
(3.4) 
dove n è la dimensione dell'insieme di apprendimento. Per il termine di momento, J..L, si assume 
solitamente un valore di 0.9 (Hecht-Nielsen, 1991, Corneliusen et al., 1990). Burkitt et al. (1992) 
in applicazioni di problemi booleiani scelgono valori del momento pari a 0.94 (rapporto di 
apprendimento pari a l) e 0.86 (rapporto di apprendimento pari 0.8) rispettivamente per il 
problema della parità di dimensione due (XOR) e quattro. 
Una possibilità di aumentare la generalità della rete senza incrementare l'insieme di 
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apprendimento è quello proposta da Drucker et al. (1992) con l'uso di una doppia 
backpropagation (Fig. 3.11). Druèker parte dalla constatazione che per piccole variazione del 
segnale di ingresso, l'uscita non si deve modificare sostanzialmente. Questo si può ottenere 
fornendo alla rete ingressi con piccole variazioni o con del rumore additivo, cosa che risulta essere 
computazionalmente onerosa. Lo stesso risultato può essere ottenuto con una struttura di rete 
duplicata, in cui la prima componente è una normale backpropagation che con l'aggiunta della 
seconda rete produce la rete voluta. La seconda componente tiene conto di un contributo di 
energia funzione dello J acobiano della funzione di energia diretta della componente della sola 
backpropagation. Questo contributo addizionale è quello che riesce a includere automaticamente 
nel comportamento della rete anche le piccole variazioni dei segnali di ingresso. Le prove 
sperimentali mostrano un miglioramento delle prestazioni dal 20% al 40% nell'errore di 
valutazione (Fig. 3.12). Per ovviare ai tempi di elaborazione più lunghi, gli autori propongono una 
doppia backpropagation parziale che rappresenta un compromesso tra backpropagation semplice 
e doppia. 
Un altro approccio per ridurre i tempi di apprendimento e migliorarne la robustezza verso 
i minimi locali è quello proposto da (Denoeux et al., 1993). Prima dell'apprendimento vero e 
proprio i pesi vengono inizializzati con prototipi significativi dei dati. Questo metodo dà risultati 
positivi sia per problemi di riconoscimento di campioni sia di approssimazione di funzioni. 
Secondo gli autori si riscontra anche una migliore generalizzazione. Rimane aperta la questione di 
quale sia il numero ottimo di prototipi che si devono usare. 
~ ~ 
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Fig. 3.11 : Schema di una rete back-propagation (fino al tratteggio) e doppia back-
propagation (l'intera rete) (Drucker et al., 1992). 
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Fig. 3.12 : Incremento delle prestazioni con una rete doppia back-propagation rispetto 
ad ualla sola back-propagation (Drucker et al., 1992). 
Una applicazione particolare può consistere nella estrazione di regole (Bochereau et al., 
1990) o di algoritmi da una rete (Abe et al., 1993). Questo approccio appare efficiente quando sia 
noto il dominio di validità ma non siano facilmente esplicitabili le regole che lo governano. 
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Fig. 3.13 : Architettura di un sistema di predizione (a) e caratteristica dei periodi di 
simulazione evolventi (b) (Kimoto et al., 1990). 
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In un problema di riconoscimento di campioni temporali, (Kamijo et al., 1990) utilizzano 
una rete ricorrente backpropagation con due strati nascosti; lo strato di ingresso è, però, 
composto da due insiemi di dati: quello dei dati di ingresso vero e proprio ed un secondo insieme 
detto dello strato contestuale in cui vengono posti i valori dei neuroni del primo strato nascosto 
per l'intervallo precedente. La predizione che la rete deve compiere riguarda ben determinate 
forme temporali e lo strato contestuale ha lo scopo di rivelarle meglio. Kimoto et al. {1990) 
utilizzano una rete neurale backpropagation con un solo strato nascosto per la predizione dei 
prezzi di stock (Fig. 3.13). 
Particolare attenzione è stata posta nella pretattazione dei dati (derivati dagli indici 
economici) usando non i dati puntuali ma le medie mobili settimanali per minimizzare l'influenza 
dovuta al cammino casuale. Oltre a tener conto della componente casuale dovuta al processo di 
cammino casuale cui sottostanno gli indici, sono state preprocessate le irregolarità presenti nei 
dati per mezzo di funzioni log o erf (error function); infine, sono state normalizzate nell'intervallo 
[0, l]. Evan et al .• {1990) utilizzano una rete backpropagation ricorrente per il riconoscimento di 
forme temporali (Fig. 3.14). L'uso di una forma contestuale di rappresentazione del tempo evita la 
parallelizzazione del tempo che rappresenta sempre una soluzione insoddisfacente e poco 
flessibile. Nel meccanismo di apprendimento inseriscono un algoritmo adattivo che considera 
variabili sia il passo di apprendimento sia il coefficiente del momento: ciò comporta un 
apprendimento più rapido ed elimina scelte errate di tali coefficienti. 
Khanna ( 1990) consiglia l'uso di questa tecnica di apprendimento per problemi specifici 
con architetture e compiti molto specifici. 
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Fig. 3.14 :Schema di una rete ricorrente completamente connessa (Evan et al., 1990). 
3.3.2. HOPFIELD 
Una prima difficoltà nell'applicazione delle reti neurali in problemi di ottlnuzzazione 
combinatoriale (CO) consiste nella loro trasformazione in problemi di minimizzazione 
Hamiltoniana 0-1. Nel caso di problemi strutturalmente semplici non vi sono eccessive difficoltà 
nella riduzione del problema e ad un suo inserimento in una rete neurale con algoritmi come 
quello di Hopfield e Tank. All'aumentare della complessità del problema, la rete da implementare 
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può richiedere come necessarie unità nascoste. Hellstrom et al. (1990) propongono un metodo 
che definisce le unità nascoste necessarie per risolvere problemi complessi non riducibili o non 
continuamente differenziabili nell'intervallo di interesse. L'applicazione al problema del viaggiatore 
di commercio (TSP), che è un problema NP-completo con N!/2N possibili cammini, dove N è il 
numero di città da visitare, si deve a Hopfield et al. (1985). Una debolezza di questo algoritmo è 
la scarsa ripetitività dei risultati e ciò per la forte dipendenza della funzione di energia dai 
parametri del problema (Yu D.H. et al., 1992). 
Per applicazioni a problemi combinatoriali è stato mostrato che in una rete di Hopfield, per 
esempio, la potenza di calcolo non è superiore a quella di una macchina di Turing. Nel caso di un 
problema NP-difficile a dimensione n, se il numero di neuroni è S e le iterazioni T , è impossibile 
che si verifichi che S < p(n) e T< q(n), dove p e q sono polinomi qualsiasi (Righini, 1991). 
L'uso della regola di apprendimento di Hebb nella rete di Hopfield può introdurre stati 
stabili non desiderati formanti bacini di attrazione forte. Una soluzione consiste nel modificare il 
valore delle connessioni in modo da allargare il bacino di attrazione degli stati voluti e diminuire 
quello degli stati non voluti. 
Una distinzione nelle prestazioni di una rete di Hopfield deve essere fatta valutando 
l'ortogonalità o meno dei campioni di apprendimento: la funzione di probabilità di pervenire ad 
uno stato stabile nel caso di non ortogonalità ha una convergenza tanto meno accentuata quanto 
meno ortogonali sono i campioni di apprendimento (Lee et al., 1990). 
Alcune problematiche connesse con l'uso delle reti di Hopfield, in genere quelle che usano 
metodi di apprendimento detti di rilassamento, sono stati formulati da Hinton (Khanna, 1990): 
-se e quando l'apprendimento converge ed eventualmente in quanto tempo; 
-che cosa calcola la rete nel processo di apprendimento; 
-quante informazioni ogni unità deve trasferire a quelle vicine durante il processo di 
apprendimento; 
-come sono i pesi che codificano la conoscenza acquisita . 
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Fig. 3.15 :Riconoscimento di un campione imperfetto con una rete di Hopfield (Beale 
et al., 1990). 
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La capacità di memorizzazione è per campioni casuali ridotta a a.c=0.15N (o a.c=0.145 
secondo (Kenzel et al., 1991 ), dove N è il numero di neuroni, assai al di sotto del limite teorico di 
N (che è di 2N per reti di percettroni) (Forrest et al., 1991). Per questo motivo si rendono 
necessari altri tipi di apprendimento per migliorare la capacità; per esempio quelli basati 
sull'apprendimento del tipo del percettrone. Se vengono proposti esempi alla rete oltre alla sua 
capacità, questa dimentica quelli già memorizzati in modo catastrofico: li dimentica tutti al primo 
esempio aggiuntivo (Davalo et al., 1991). La Fig. 3.15 propone un processo di riconoscimento di 
un carattere con una rete di Hopfield. 
3.3.3. KOHONEN 
I problemi di classificazione, in cui sia necessario anche fondere dati di diversa natura, 
sono affrontati con qualche difficoltà dalle metodologie classiche. L'uso di una mappa di Kohonen 
permette di superare quella definizione di pesi di omogeneizzazione necessaria per attribuire ad 
ogni tipologia di misura la stessa incertezza del dato (Cappellini et al., 1993). L'applicazione 
proposta da Cappellini consiste nella mappatura di una zona territoriale i cui dati sono stati 
acquisiti da un SAR polametrico e da uno scanner multispettrale. 
L'implementazione di una rete di Kohonen per una quantizzazione di vettori (VQ) può 
trovare un limite nel massimo numero di vettori. La loro codifica, ad ognuna corrisponde un 
neurone, aumenta esponenzialmente con il numero di vettori e corrispondentemente aumenta il 
carico computazionale. L'algoritmo di ricerca ha una complessità pari a O(N) dove N è il numero 
dei neuroni. Koikkalainen et al. (1990) propongono un algoritmo di ricerca con una complessità 
pari a O(logN) implementando una VQ strutturata ad albero. · 
La potenzialità delle mappe auto-adattive di Kohonen nei problemi di ottimizzazione è 
stata mostrata abbastanza recentemente (Angéniol et al., 1988) con una applicazione al problema 
del viaggiatore di commercio (TSP). Questo approccio presenta due vantaggi: 
il primo consiste nella proporzionalità del numero dei nodi e delle connessioni con il solo 
numero, N, di città del problema: rendendo relativamente agevole trattare con un numero 
di città grande; si ricorda che in un approccio con una rete di Hopfield il numero di 
neuroni cresce con il loro quadrato, N2, e il numero di connessioni con N4; 
il secondo è con non richiede che un solo parametro per controllare il numero di iterazioni. 
Un aspetto importante per la 111emorizzazione ottima delle informazioni, in reti 
autoorganizzanti come quelle di Kohonen, è costituita da un efficiente preelaborazione delle 
stesse. E', naturalmente, cosa più auspicabile acquisire una densità di informazione elevata 
attraverso un filtraggio che rapidamente distingua le caratteristiche importanti dei dati di ingresso 
in modo tale da ridurre la memorizzazione solo a quest'ultimi (Ritter et al., 1991). 
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4. LE RETI NEURALI NEI TRASPORTI 
4.l.LE APPLICAZIONI E LE PROSPETIIVE 
I sistemi futuri nel controllo del traffico, nella gestione delle relative informazioni, nella 
pianificazione dei trasporti, nella sicurezza del traffico saranno sempre più basati su calcolatore 
per conseguire le necessarie prestazioni di velocità, comfort e sicurezza (Wild, 1991). 
Una ricerca Drive (Automa, 1990) sulle potenzialità delle tecniche di AI rivolte al settore 
dei trasporti, indica gli allora campi di applicazione delle reti neurali nei seguenti settori: 
-interpretazione e classificazione dei dati raccolti da sensori; 
-completamento e miglioramento delle immagini; 
-analisi di dati medici; 
-riconoscimento del parlato; 
-soluzione di problemi di ottimizzazione, TSP, o di assegnazione; 
-controllo del movimento di robot; 
-recupero di informazioni. 
segnalando le migliori prestazioni dei sistemi a reti neurali rispetto ad altre tecniche di AI, 
quando si verificano le seguenti condizioni: 
-un sistema deve adeguare il proprio comportamento in funzione dell'ingresso proveniente 
dal contesto; 
-la funzione ingresso/uscita non è facilmente o per niente ricostruibile in forma analitica; 
-nessuna struttura di controllo può essere elaborata per descrivere il meccanismo di 
soluzione del problema; 
-il sistema deve iterativamente elaborare dati o incompleti o rumorosi; 
-molti cammini indipendenti e semi-indipendenti sono necessari per pervenire alla giusta 
decisione. 
Le applicazioni attuali al settore dei trasporti riguardano essenzialmente: 
-il riconoscimento di immagini, 
-problemi di ottimizzazione, 
-problemi di classificazione. 
In una panoramica più recente (Burke et al., 1992) si connotano le reti neurali come una 
alternativa ai metodi tradizionali, quali la programmazione lineare, l'ottimizzazione discreta, 
l'analisi discriminante statistica, l'analisi di regressione e cluster: pur non costituendo la panacea 
per tutte le applicazioni, i vantaggi offerti dalle reti neurali possono essere anche sostanziali. Un 
altro interessante utilizzo delle reti neurali consiste nel supporto, più o meno integrativo o 
sostanziale, ad altre tecniche, quali i sistemi esperti o la fuzzy logic (Nanda et al., 1992). 
Le potenzialità delle ANN nel campo dei sistemi dinamici non lineari, delle analisi 
statistiche, e in genere della modellizzazione appaiono, allo stato attuale, fuori discussione (Fig. 
4.1, Fig. 4.2) (Narendra et al., 1992; Sartori et al., 1992). 
Nelle applicazioni convenzionali di controllo viene, attualmente, utilizzata una 
approssimazione lineare del sistema reale. Questa approssimazione può risultare impraticabile dal 
punto di vista computazionale se il sistema è molto complesso (per cui si può pensare di attuare 
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un controllo sub-ottimo) e fortemente dinamico. Inoltre la qualità del controllo è molto "sensitiva" 
alla qualità dell'approssimazione che a sua volta può avere difficoltà ad adattarsi alle variazioni dei 
parametri del sistema. Le reti BP appaiono le più appropriate tra le varie architetture per 
affrontare controlli di sistemi complessi e dinamici (Schiffmann et al., 1993). Va ricordato che 
altri algoritmi possono essere più efficienti della backpropagation: tra questi il filtro di Kalman 
che, per inciso, è un algoritmo di discesa del secondo ordine; oppure l'algoritmo delle pendenze 
variabili. Un confronto sperimentale tra la backpropagation e altri algoritmi (Tepedelenlioglu et 
al., 1991) mostra, per il problema del cerchio in un quadrato, prestazioni nettamente superiori per 
il filtro di Kalman così come le pendenze variabili per il problema di parità. 
x( ti) x( t i-1) ••• x( ti-n) y(ti-1) y(ti-2) • • • y(ti-m) 
,, ,, ,, ,, ,, ,, 
A.N.N. 
,, y'(ti) 
Fig. 4.1 : Schema di rete neurale per l'identificazione di sistemi dinamici non lineari. 
x( ti) x(ti-1) ••• x( ti-n) y(ti-1) y(ti-2) • • • y(ti-m) 
, ,, ,, ,, ,, ,, 
- A.N.N. -
y'(ti) 
legge di ,+ 
apprendimento :. y(t i) --(backpropagation) e( ti) 
Fig. 4.2 : Schema della rete neurale della Fig. 4.1 nella fase di apprendimento guidato. 
I risultati dei teoremi sulla capacità delle reti neurali feedforward, citati nei capitoli 
precedenti e quasi coevi all'indagine Drive, già citata (Automa, 1990), dimostrano come una ANN 
possa approssimare una qualsivoglia funzione con un numero limitato di neuroni e, tenuto conto 
delle difficoltà di implementazione di una rete neurale, rendono le tecniche ANN non solo un 
valido strumento operativo ma anche scientifico per lo studio e l'individuazione di nuovi modelli: 
da quelli del flusso veicolare in regime di instabilità a quelli comportamentali dell'utenza, solo per 
citarne alcuni. Le problematiche relative alle discontinuità del traffico, alle onde d'urto ed agli 
effetti catastrofici riscontrati nelle caratteristiche del flusso, e soprattutto la loro predizione 
possono essere affrontati con questo nuovo strumento. Il vantaggio ulteriore dell'applicazione 
delle ANN consiste, inoltre, nel poter introdurre nella modellizzazione parametri aggiuntivi, oltre 
a quelli tradizionalmente utilizzati, senza particolari sforzi computazionali. La vettorizzazione 
degli ingressi è una operazione relativamente semplice. Può essere interessante sviscerare come un 
certo processo, di cui si conosce l'andamento in condizioni ottimali, si modifichi in presenza di 
particolari perturbazioni: si pensi al flusso veicolare perturbato dalle condizioni meteorologiche o 
da un incidente. Va ricordato che le ANN consentono non solo di applicarsi a processi ARMA a 
166 
Il Controllo di un deflusso autostradale con reti neurali Parte II - Le Reti N eurali Artificiali 
uno e a più passi ma, soprattutto, ed è ciò che conta, a processi dinamici non lineari (Y oung et al., 
1993~ Previdi et al., 1993; Dracopoulos et al., 1993) e al riconoscimento di particolari forme 
temporali (Evan et al., 1990). 
Si ricorda che la difficoltà maggiore nell'uso delle ANN non consiste nell'individuare la 
dimensione minima della rete, che rimane un problema duro solo dal punto di vista teorico, bensì 
nella definizione di un insieme di dati corretto, fatta salva l'adozione delle tecniche di 
ricampionatura. Ciò in quanto le reti neurali sono ottimi interpolatori ma assai scarsi estrapolatori. 
Ciò che si evince dalle trattazioni teoriche e dalle applicazioni, anche in settori diversi dai 
trasporti, è che le ANN appaiono come uno strumento per ottenere 'buoni' risultati con poco 
sforzo. Sono disponibili sul mercato parecchi ambienti di sviluppo per reti neurali che appaiono 
più che sufficienti per la realizzazione di prototipi. Questi pacchetti consentono l'implementazione 
delle architetture e dei paradigmi di apprendimento più noti in letteratura. Tra questi NeuralWorks 
(1988) e N-Train (1992). 
La letteratura offre, per il momento, pochi ma significativi esempi di applicazioni fatta 
eccezione per il ben noto problema TSP (viaggiatore di commercio) di cui si può trovare ampia 
trattazione (Hopfield et al., 1985; Durbin et al., 1987; Korst et al., 1988; Angéniol et al., 1988; 
Masson et al., 1990~ Righini, 1991; Kamgar-Parsi et al., 1992; Potvin et al., 1992, 1993~ per 
citare solo quelli riportati nel riferimento bibliografico). Le altre applicazioni sono tutte basate 
sulla tecnica di apprendimento della backpropagation (BP). 
§ La valutazione ed aggiornamento delle matrici 0/D, con le dovute distinzioni per le 
condizioni contestuali, cioè la distinzione tra ambito urbano e extraurbano, è un problema 
connesso non solo allo studio delle reti di traffico ma anche alloro controllo. Yang et al., (1992), 
hanno affrontato questo problema con le ANN in uno scenario di flusso ininterrotto. La 
ricostruzione dinamica della matrice 0/D partendo dalla rilevazione dei dati di flusso viene 
applicata ad un tratto limitato dell'autostrada di Hanshin. La precisazione di un tratto limitato non 
è superflua in quanto permette agli autori di dare per scontato che i flussi netti all'interno del 
tratto siano nulli: cosa che si può verificare solo se il campionamento temporale è maggiore 
rispetto ai tempi di percorrenza. Ciò costituisce, pertanto, un grave limite di questo lavoro che, 
pertanto, difficilmente può trovare applicazione in un contesto urbano non semplice. 
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Fig. 4.3 : Rappresentazione di una intersezione con una rete neurale per la valutazione 
della matrice 0/D (Yang et al., 1992). 
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I dati sono raggruppati per intervalli di 5 minuti, quindi, su tratte all'incirca di 10 km. Non 
viene specificato che intervalli temporali inferiori al maggiore tra i tempi di percorrenza di ogni 
0/D non sarebbero gestibili dal sistema proposto. L'applicazione si basa sull'apprendimento 
backpropagation; non usa la rete per la elaborazione degli ingressi, ed è quindi un approccio assai 
originale. L'idea consiste nel riconoscere che la funzione errore tra i flussi stimati e quelli 
osservati, è simile alla funzione errore di una rete backpropagation. Pertanto, la rete ha due strati 
(Fig. 4.3): il primo rappresenta i nodi di ingresso e il secondo quelli di uscita. L'uso 
dell'apprendimento backpropagation permette di calcolare i pesi che collegano i nodi; questi pesi 
coincidono con i rapporti tra il numero di veicoli provenienti da un nodo e diretti verso un altro 
nodo. 
I primi risultati sulla Hanshin sembrano essere interessanti in particolare per la buona 
corrispondenza in condizioni di veloci fluttuazioni del traffico. L'applicazione sfrutta la capacità di 
ottimizzazione dell'algoritmo, che si ricorda essere un normale metodo di discesa del gradiente. 
L'uso della BP sembra più adeguato per affrontare la questione della ricostruzione della matrice 
da un punto di vista non tanto di ottimizzazione quanto di predizione dei flussi. In alternativa, può 
sembrare più ortodosso l'uso di reti quali quelle di Kohonen od Hopfield che implemetano 
intrinsecamente funzioni di ottimo. 
§L'analisi del comportamento utente in presenza o meno di sistemi di informazione è un altro 
settore di ricerca già avviato. La modellizzazione del comportamento utente costituisce un punto 
critico nelle strategie di controllo dei flussi. L'uso delle reti neurali, in particolare della 
backpropagation, appare ben posto, in quanto, sebbene non si conosca quale possa essere la 
funzione del modello comportamentale, i teoremi di approssimazione garantiscono che con un 
numero di adeguato di neuroni è possibile, approssimarla, a prescindere dalla sua complessità. 
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Fig. 4.4 :Un modello di rete neurale per l'analisi delle scelte modali (Yang et a/.,1993). 
Due sono i lavori proposti dalla letteratura: (Dougherty et al., 1992b) e (Yang et al., 
1993). In entrambi l'esperimento viene costruito in laboratorio. Un programma di simulazione o 
un set di scenari urbani forniscono le situazioni alle quali utenti volontari ed addestrati vengono 
sottoposti e in base alle quali devono prendere delle decisioni. Le variabili prese in considerazione 
tengono conto dei fattori che gli autori hanno ritenuto significativi per la modellizzazione: per 
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esempio, le caratteristiche stradali, le influenze create dalle scelte di altri utenti, dall'accordo che vi 
è stato nelle precedenti scelte tra ciò che è indicato e ciò che si è riscontrato, etc.... Ciò che 
appare interessante notare nel lavoro di Yang et al. (1993) è il tentativo di modellizzare il 
comportamento utente come un processo con memoria, per cui la sequenza di risposte degli utenti 
viene pesata diversamente e in modo crescente in funzione di un certo coefficiente di 
apprendimento. In Fig. 4.4 viene proposto il modello di rete neurale utilizzato. 
Dougherty et al. (1992b} ottengono un errore di apprendimento del 25% che ritengono 
naturale in quanto la funzione d'errore stessa non è detto che tenda a zero. Elaborando gli stessi 
dati utilizzati per la ANN utilizzando un modello LOGIT, hanno ottenuto risultati comparabili 
anche se leggermente peggiori: il grande vantaggio delle ANN consiste nel tempo di sviluppo del 
modello. 
Una migliore rappresentazione del modello è stata ottenuta da Yang et a/.(1993) con un 
errore sul campione di apprendimento compreso tra 5% e 8%. Non avendo sottoposto il modello 
ad un campione di test viene il sospetto che il risultato sia fortemente polarizzato forse anche per 
overfitting. 
§ D rilevamento di incidente è un altro settore in cui le ANN trovano naturale applicazione. Una 
constatazione di carattere trasportistico evidenzia come altre tecniche di rilevazione di incidente, 
quali gli alberi decisionali, le serie temporali, i filtri di Kalman, e la stessa teoria delle catastrofi, 
sono state applicate con discordanti livelli di successo; i nuovi concetti dell'IVHS (lntelligent 
Vehicle-Highway Systems}, pongono la necessità di migliorare queste tecniche per renderle più 
affidabili e più rapide nel rilevamento di incidente (Ritchie et al., 1992}. Il lavoro di Ritchie et al. 
(1992) applica ad un contesto autostradale (Fig. 4.5) le tecniche ANN. 
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Fig. 4.5 : Schema della tratta autostradale e del posizi_onamento dei rilevatori per il 
rilevamento automatico di incidente con ANN (Ritchie et al., 1992}. 
169 
Il Controllo di un deflusso autostradale con reti neurali Parte II- Le Reti Neurali Artificiali 
La tratta considerata viene suddivisa in varie sezioni per creare un campionamento 
spaziale che oltre a quello temporale possa fornire una buona stima del verificarsi dell'incidente. Il 
concetto che viene utilizzato è molto semplice e basato sulla constatazione che i valori di flusso in 
due sezioni successive tlevono coincidere in istanti successivi (il tempo necessario per percorrere 
il tratto che separa le sezioni). Quando questo non si verifica si deve presumere che vi sia una 
discontinuità del flusso che può indicare una presenza di incidente. Le variabili che vengono 
utilizzate sono il flusso, l'occupazione. L'uscita della rete ha un solo neurone che rappresenta il 
rilevamento o meno di incidente. I dati di apprendimento della rete e di test sono simulati su 
intervalli di 30s. L'errore misurato sui dati di test è del 2.30%. Interessante è l'introduzione di 
indicatori di prestazione quali il DR (tasso di rilevamento), il FAR (tasso di falsi allarmi) e il TTD 
(tempo necessario per il rilevamento di incidente). Per queste variabile la rete implementata 
esibisce valori di DR=97%, FAR=0.213% e TTDmedio=170s. Il valore relativamente alto di FAR 
può essere ridotto considerando come dovuti ad un unico incidente due segnali consecutivi. 
Confrontando questi risultati con quelli ottenuti dagli autori con l'algoritmo California #8, 
applicato agli stessi dati, si nota un miglioramento delle prestazioni di rilevamento dell'incidente 
che è in alcuni casi di parecchie volte superiore. 
L'utilizzo di dati di incidenti reali costituisce sicuramente un test più significativo per il 
modello ANN. L'inserimento di ulteriori variabili nella modellizzazione, quali le condizioni di 
traffico, potrebbe dare meno importanza al tempo di percorrenza tra due sezioni, che nel lavoro 
presentato si assume essere sempre costante. La modellizzazione potrebbe essere effettuata anche 
in due fasi, cioè con due reti neurali: in una prima si sfrutta la capacità di predizione a più passi 
per conoscere le caratteristiche del flusso nelle sezioni a valle e negli intervalli successivi voluti; 
nella seconda si utilizzano i risultati della prima elaborazione per l'identificazione di incidente. Il 
probabile vantaggio potrebbe consistere esclusivamente in una migliore valutazione del modello di 
flusso che si è implementato e quindi un migliore controllo sui parametri del sistema. 
§ II riconoscimento di immagini è una branca particolare delle ANN e sono disponibili 
amplissime bibliografie sull'argomento. Nella gestione del traffico possono fornire un contributo 
come nuovi dispositivi di riconoscimento automatico di immagini per l'analisi della circolazione 
stradale e ferroviaria. L'utilizzazione di immagini video di un contesto stradale permette di 
disporre dei dati spaziali della circolazione (densità, direzione dei flussi, lunghezza delle code, 
etc ... ). L'utilizzo di telecamere per la sorveglianza e la gestione del flusso veicolare non è certo 
innovativo. Un lavoro di Belgaroui et al. (1992) sull'applicazione delle tecniche neuronali al 
traffico, per la elaborazione di immagini video del flusso, descrive la realizzazione di un sistema 
ANN in grado di riconoscere le categorie veicolari. La Fig. 4.6 mostra il processo di 
riconoscimento di un veicolo pesante. I risultati sono, comunque, paragonabili a quelli ottenibili 
con una analisi discriminante. In questo caso, le ANN sono riuscite ad individuare una terza classe 
di immagini tra quelle rifiutate, cosa che l'analisi discriminante, per la sua natura, non sarebbe mai 
riuscita a fornire. Inoltre, la difficoltà computazionale viene drasticamente ridotta. 
§ La previsione e il riconoscimento delle condizioni del traffico rappresentano un settore in cui 
le ANN possono fornire un grande contributo. Come per il rilevamento di incidente, si può notare 
anche in questo settore che le tecniche "tradizionali" soffrano di qualche limitazione: o per una 
intrinseca incapacità di rappresentazione dei processi dinamici non lineari o per una talvolta 
improponibile mole computazionale. Il problema è già stato affrontato da Dougherty et al. 
(1992a) e Dougherty et al. (1993) per contesti urbani. In questi lavori vengono affrontate tre 
tematiche: il riconoscimento della congestione, la sua predizione a breve termine e la stima dei 
parametri del traffico, quale l'occupazione veicolare. Particolare attenzione viene dedicata alla 
dimensione dei dati campione che potrebbe essere suscettibile di un necessario ampliamento. I 
primi risultati mostrano che la congestione in ambito urbano può essere meglio diagnosticata 
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tramite l'osservazione di parecchi parametri e che la rete neurale sembra essere un buon approccio 
per l'interpretazione di grandi volumi di dati (non altrimenti analizzabili). La predizione del flusso 
veicolare fornisce i valori di flusso con passo di predizione di 5 minuti partendo dai dati di flusso 
al tempo zero, 5 e l O minuti prima. I risultati sono soddisfacenti ma, in questo caso, l'utilizzo di 
una analisi di serie temporali dà migliori risultati. Come gli stessi autori consigliano, l'utilizzo dei 
dati mediati su 5 minuti può avere modificato la relazione spazio-temporale e, quindi, averla 
linearizzata al punto che il metodo statistico risulta più efficace. Si ricorda che la predizione di 
una rete neurale risulta, allo stato attuale delle conoscenze, essere tanto più efficiente di quella di 
un metodo statistico ottimo quanto più il processo dinamico è non lineare. La predizione del 
valore di occupazione si è basata su valori simulati, per l'impossibilità, allo stato attuale 
dell'esperimento, di avere dati reali: i risultati, sebbene si debba usare cautela nel trasferirli al caso 
reale, sono di grande interesse per la continuità dei risultati della stima e la buona corrispondenza 
con i dati di test. 
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Fig. 4.6 : Riconoscimento delle caratteristiche di un flusso veicolare tramite 
riconoscimento di immagini (Belgaroui et al., 1992). 
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4.2. UNA P ANORAWCA DELLE APPLICAZIONI ATIUALI 
Nel seguito vengono proposti in modo dettagliato i lavori citati nel paragrafo precedente. 
Ritchie S.G., Cheu R.L., Recker W.W.- 1992 
Rilevamento di incidente per flussi veicolari ininterrotti usando le reti neurali 
artificiali 
L'idea di applicare ad un caso pratico di rilevamento di incidente le tecniche delle ANN 
(reti neurali artificiali), oggetto di questo lavoro, trae origine da due considerazioni. La prima, di 
carattere trasportistico, discende dalla constatazione che altre tecniche di rilevazione di incidente, 
quali gli alberi decisionali, le serie temporali, i filtri di Kalman e la stessa teoria delle catastrofi, 
sono state applicate con discordanti livelli di successo; i nuovi concetti dell'IVHS (Intelligent 
Vehicle-Highway Systems), pongono la necessità di migliorare queste tecniche per renderle più 
affidabili e più rapide nel rilevamento di incidente. La seconda, di carattere tecnico, discende da 
un lavoro preliminare degli Autori sulla applicabilità delle reti neurali nel rilevamento di incidente 
e su una loro verifica con dati di flusso ottenuti con una simulazione di traffico ottenuti con 
modelli veicolari microscopici. 
Il contesto di rilevamento dati dello studio è la direzione ovest della SR-91 Riverside nella 
Contea di Orange, California, nel tratto compreso tra la Sr-57 e la lnterstate-5 (Fig. 4.5). La 
lunghezza della tratta è di 7.8km su cui sono disposte otto (8) stazioni di rilevamento che 
utilizzano- convenzionali spire magnetiche. I segmenti di tratta, o sezioni, sono pertanto sette (7); 
gli ultimi tre costituiscono rispettivamente la sezione a monte, la sezione di test, e· la sezione a 
valle. I dati della sezione di test sono quelli utilizzati per l'apprendimento della rete neurale. I dati 
raccolti sono il volume e l'occupazione per corsia mediati su intervalli di 30 secondi. Poiché 
l'evento incidente non è statisticamente molto probabile per una sezione qualsiasi, un numero di 
casi reali da utilizzare per l'apprendimento è praticamente impossibile raccoglierlo in tempi brevi. 
Pertanto, il lavoro fa uso di dati di incidente simulati con un modello microscopico di flusso 
veicolare, il modello INTRAS (Integrated Traffic .S.imulation model) che è stato implementato da 
Wicks e Liberman nel 1980 per trattare in modo specifico le strategie di controllo di rampa e di 
rilevamento di incidente. 
L'attenzione della ricerca è mirata ad ottimizzare le prestazioni che per un rilevatore di 
incidente possono essere misurate dal tasso di rilevamento (DR), dal tasso di falsi allarmi (FAR) e 
dal tempo necessario per la rilevazione di incidente (TTD). In caso di incidente la capacità viene 
ridotta e il traffico veicolare è soggetto ad un ritardo addizionale: il rilevamento dell'incidente 
deve, quindi, attendere che questo ritardo si propaghi sia a monte che a valle della sezione 
interessata. Tanto più evidente è il blocco di una o più corsie tanto più chiaramente e 
repentinamente viene rilevato l'incidente: se il flusso veicolare è basso o, addirittura, rarefatto le 
anomalie del traffico sono scarsamente percettibili; al contrario, se è molto consistente anche 
piccoli incidenti, come una sosta obbligata sulla corsia di emergenza, possono essere facilmente 
distinti. 
La struttura di rete utilizzata è una rete stratificata feedforward con apprendimento 
backpropagation. Il numero di nodi di ingresso è 16, quello di uscita l; il numero dei nodi 
nascosti, su di un solo strato, è stato oggetto di studio verificando le prestazioni della rete con 
valori compresi tra 2 e 15. 
I dati di ingresso si riferiscono al valore del volume e dell'occupazione alle sezioni a valle e 
a monte di quella di osservazione, all'istante t e agli istanti precedenti (gli intervalli sono di 30s). 
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Per la sezione a valle sono stati considerati gli intervalli, t, t-l t-2; per la sezione a monte gli 
intervalli da t a t-4. Questa distinzione è dovuta alla constatazione che, per quel tratto stradale e in 
caso di flusso normale, tenendo conto del tempo di viaggio tra le due sezioni, i valori della sezione 
a valle negli istanti t,t-l,t-2, devono coincidere con quelli della sezione a monte negli istanti t-2,t-
3,t-4. Quando questa coincidenza non si verifica, vi è una discontinuità del flusso che può indicare 
la presenza di incidente. Il valore del volume viene normalizzato ad uno, dividendo i valori per il 
flusso massimo di 2500 veic.lh/per corsia. 
L'uscita ha un solo nodo e rappresenta la presenza o meno di incidente nella sezione di 
rilevamento centrale. Lo stato dell'uscita assume. un valore binario O-l, e al valore l viene 
associata la condizione di incidente. Questo valore viene assegnato quando si verifica una dei 
seguenti assunti: 
-c'è discontinuità nei valori di volume e di occupazione degli istanti t-2,t-l,t, della sezione 
a valle e quelli t-4,t-3,t-2 della sezione a monte; 
-c'è un aun1ento dei valori di occupazione nella sezione a monte agli istanti t-2,t-l,t; 
-i valori di occupazione a monte sono relativamente più alti di quelli a valle. 
L'apprendimento viene effettuato con valori del passo e del momento pari rispettivamente 
a O .l e O. 9 con l 000 cicli. Il numero dei nodi risulta essere direttamente proporzionale alla 
percentuale di classificazioni corrette sia sull'insieme di apprendimento che di test. La scelta di 13 
nodi tiene conto del fatto che un ulteriore numero di nodi nascosti non comporta un evidente 
riduzione dell'errore. I 400 dati di incidenti sono stati divisi in modo casuale in due gruppi, uno di 
apprendimento e uno di test. Dei 200 dati l 00 si riferiscono ad incidenti nella sezione centrale, 50 
in quella a monte e 50 in quella a valle. Con 13 nodi nascosti la rete esibisce una percentuale di 
errore sui dati di apprendimento dello 0.33% e sui dati di test del2.30%. 
Gli indicatori di prestazione risultano avere i seguenti valori: 
DR=97% 
FAR=0.213% 
TTDmedio=l70s 
E' possibile diminuire il FAR, a scapito degli altri parametri, considerando come 
provenienti da un unico incidente due segnali consecutivi di incidente. In questo modo si ottiene: 
DR=85% 
FAR=0.075% 
TTDmedio= 192s 
Gli Autori, a conclusione del loro lavoro, hanno confrontato i risultati ottenuti con la rete 
neurale con quelli ottenibili utilizzando l'algoritmo California #8. La base dati è la stessa, 
l'intervallo temporale è di 60 secondi, necessariamente richiesto dall'algoritmo. I risultati sono 
presentati nella seguente tabella. 
algoritmo soglia intervallo [s] DR(%) FAR(%) TTD [s] 
California #8 peak 60 28 0.225 336 
California #8 offpeak 60 30 0.275 325 
California #8 peak 30 34 0.075 364 
California #8 offpeak 30 35 0.213 355 
Rete Neurale continuo 30 85 0.075 192 
Tab. 4.1: Confronto tra i metodi California e le reti neurali nel riconoscimento delle 
condizioni di incidente. 
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Dougherty M., Kirby H., Boyle R.- 1992 
L'uso delle reti neurali per il riconoscimento e la predizione della congestione del 
traffico 
Questo lavoro è stato presentato a Lione, in occasione del Congresso Internazionale sulla 
ricerca sul trasporto del 1992. Si dispone per ora solo degli abstract; gli atti sono in corso di 
pubblicazione. 
La rete sviluppata si pone l'obiettivo di riconoscere i campioni di traffico e di fare 
previsioni sui parametri del flusso. L'essenza del metodo è quella di disporre di una strumento, la 
rete neurale, che in tempo reale riceve in ingresso i dati di traffico ed elabora dei dati di uscita. 
Questi dati corrispondono a predefinite relazioni temporali o spaziali, cioè possono essere valori 
di traffico in sezioni più a valle o a monte oppure nella stessa sezione di riferimento in intervalli 
successivi. Non è noto come venga effettuato l'apprendimento della rete. Prove sperimentali sono 
state effettuate nella città di Leicester. 
Dougherty M., Joint M. - 1992 
L'uso delle reti neurali per un modello comportamentale utente nella scelta del 
percorso 
In questo lavoro viene affrontata la questione di come gli utenti reagiscono alle 
informazioni di guida sui percorsi. Allo scopo vengono elaborati due modelli di scelta utente: uno 
basato sul modello statistico logit, l'altro su una rete neurale. Ciò ha consentito agli autori di 
effettuare una valutazione comparativa tra i due metodi. 
Le variabili prese in considerazione sono otto: 
l-congestione del traffico; 
2-dimensione della strada; 
3-numero di altri utenti che scelgono una particolare uscita; 
4-direzionalità; 
5-indicatori stradali di destinazione; 
6-presenza sul percorso della possibilità di scelta; 
7 -qualità dell'awiso che dovrebbe essere fornito dal sistema; 
8-qualità media degli awisi dati all'utente. 
e servono per caratterizzare il contesto nel quale l'utente prende una decisione. Tutte le 
variabili sono caratterizzate da tre valori: per la direzione a sinistra, dritto, e a destra. Per facilitare 
il confronto dei risultati tutte le variabili sono normalizzate ad l. 
Per ottenere la base dati è stato costruito un programma di simulazione al computer noto 
come IGOR, basato su una rete stradale. Utenti volontari sono stati sottoposti a scelte decisionali 
di percorso interagendo con il programma IGOR ed hanno valutato la significatività degli elementi 
direzionali (quelli di cui è stata realizzata la parametrizzazione nelle otto variabili). Ogni percorso, 
con le scelte effettuate e la valutazione dei parametri va a formare la base dati. 
La modellizzazione con la funzione di scelta casuale logit presenta delle difficoltà pratiche, 
in particolare dovute al limite sul numero di variabili trattabili. 
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La rete neurale implementata allo scopo ha tre stati, con 24 nodi nello strato di ingresso, 3 
nodi di uscita, e 8 nodi nascosti. La funzione di trasferimento dei nodi è la sigmoide. I nodi di 
ingresso corrispondono alle otto variabili, ed ognuna per le tre direzioni possibili, citate in 
precedenza. I nodi di uscita corrispondono alle tre scelte possibili nella direzione presa dall'utente: 
destra, dritto, sinistra., 
L'apprendimento di circa 2000 esempi ha richiesto 20000 iterazioni; il test su un insieme di 
esempi distinto dal precedente (non diversamente specificato) dà un tasso di successo del 75%. 
Un tasso di errore del 25% è ritenuto dagli Autori inevitabile in quanto la funzione d'errore 
dell'uscita potrebbe non essere tendente a zero. Se come criterio di convergenza si assume la 
separazione dell'insieme di test in tre sottoinsiemi sufficientemente distinti, l'apprendimento 
termina dopo circa 12000 iterazioni. 
I risultati forniti dalla rete neurale sono dell'ordine di grandezza, di poco migliori, del 
modello logit; in questo caso, il grande vantaggio nell'uso della rete consiste nel tempo necessario 
per lo sviluppo del modello che è decisamente più veloce. 
Yang H., Kitamura R., Jovanis P.P., Vaughn K.M., Abdel-Aty M.A.- 1993 
Analisi del comportamento di scelta di percorso con avanzate informazioni utente 
utilizzando i concetti delle reti neurali. 
Come il lavoro precedente, questo studio affronta la possibilità di conoscere 
preventivamente le decisioni degi guidatori di fronte ad informazioni fornite da sistemi avanzati di 
informazione utente (ATIS). L'esperitnento che viene costruito in laboratorio tende a investigare 
le capacità di apprendimento dei guidatori e il relativo comportamento di scelta, presentando, ad 
un gruppo di 20 soggetti, situazioni di scenari urbani per un totale di 32 giorni simulati. 
Dopo un opportuno addestramento sul funzionamento del simulatore, i soggetti sono 
istruiti sul loro compito principale: minimizzare il tempo di percorrenza tramite la decisione, la più 
rapida possibile, di seguire o meno le informazioni sul traffico loro fornite sapendo che il tempo di 
reazione, per il raggiungimento di una decisione, viene misurato. Conclusa la simulazione viene 
richiesto ai soggetti il grado di soddisfazione per le scelte effettuate e del tempo di percorrenza 
percepito sul percorso scelto. Altre informazioni registrate sono la disponibilità di acquisto di un 
dispositivo di informazione del traffico, l 'accuratezza percepita del dispositivo sperimentato, un 
paragone tra la abilità di scelta dei percorsi con e senza il dispositivo di informazione. 
La rete neurale implementata è una rete backpropagation a tre strati: 9 ingressi e l uscita. 
Il numero di neuroni dello strato nascosto è stato oggetto di analisi per valori compresi tra 3 e 7. 
Le variabili di ingresso rappresentano: 
-awiso corrente: l se è consigliata una superstrada o O se una strada locale; 
-il grado di accordo pesato per la scelta di una strada locale; 
-il grado di disaccordo pesato per la scelta di una strada locale; 
-la velocità pesata sulla strada locale secondo la percezione utente; 
-il ritardo pesato sulla strada locale secondo la percezione utente; 
-il grado di accordo pesato per la scelta di una superstrada; 
-il grado di disaccordo pesato per la scelta di una superstrada; 
-la velocità pesata sulla superstrada secondo la percezione utente; 
-il ritardo pesato sulla superstrada secondo la percezione utente; 
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Se si vuole analizzare il comportamento di un gruppo piuttosto che di singoli soggetti, 
vengono proposte altre due variabili: 
-la frequenza di guida; 
-il sesso del guidatore: l se maschio, O se femmina. 
L'età dei guidatori non è stata considerata in questo esperimento solo tn quanto il 
campione di soggetti era costituito da giovani studenti. 
La variabile di uscita vale O o l se viene scelta rispettivamente la strada locale o la 
superstrada. 
I pesi moltiplicativi di alcune delle variabili elencate in precedenza sono calcolati secondo 
il metodo dei combinatori lineari e costituiscono un primitivo sistema di apprendimento per tenere 
conto dell'esperienza accumulata dall'utente. Detti w un giorno generico, x( w-l) il vettore della 
percezione utente delle condizioni delle strade il giorno precedente, u( w-1) il vettore dei valori 
calcolati nel viaggio del giorno prima, e À una costante detta fattore di apprendimento, il valore 
corrente della percezione utente x( w) è calcolata come: 
x(w) = (1- À) x(w-1) + À u(w-1), O~ À ~l ; (4.1) 
Con una formula recursiva si sostituisce facilmente il contributo di x( w-1) con quello di 
u(.). E' chiaro che variando il valore di À si varia l'impatto che l'esperienza dei viaggi precedenti ha 
su quello in corso. Nell'esperimento il valore di À è tenuto costante, 0.8, per i vari giorni ed 
identico per tutti i soggetti pur riconoscendo i limiti che ha un tale assunto. Questo è 
particolarmente evidente quando il campione di soggetti sia fortemente disomogeneo. 
L'apprendimento della rete è stato realizzato utilizzando per il termine di momento un 
valore di 0.2, per quello di apprendimento un valore di 0.9. Il set di apprendimento è costituito dai 
risultati di un singolo soggetto per tutti i 32 giorni. In questo caso, dopo circa l 000 iterazioni, 
l'errore quadratico medio del campione di apprendimento è abbastanza simile per le configurazioni 
a 3, 5 e 7 neuroni nascosti. Con un campione di apprendimento relativo ai dati di l O soggetti per 
3 2 giorni, la configurazione a 7 neuroni nascosti esibisce un comportamento migliore per 2000 
cicli. L'errore nella risposta è compreso tra 5% e 8%. 
Infine, il lavoro evidenzia l'importanza del fattore di apprendimento e una possibile 
categorizzazione delle tipologie di soggetti secondo la relativa curva di questo fattore con l'errore 
commesso dalla rete. 
I limiti riconosciuti sono essenzialmente 4: 
-il numero di risposte è fortemente influenzato dal numero di scelte concesse. In generale i 
soggetti tendono a scegliere la superstrada; 
-la strategia di aggiornamento dei pesi è primitiva; 
-miglioramento del modello di scelta del percorso; 
-polarizzazione del campione di soggetti. 
Va inoltre accennato al mancato uso di un campione specifico di test per la valutazione 
dell'errore di stima. 
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Belgaroui B., Blosseville J.M. - 1992 
Tecniche neuronali applicate al traffico stradale 
Questo studio si presenta come un contributo alla ricerca di nuovi dispositivi di 
riconoscimento automatico di immagini per l'analisi della circolazione stradale. L'utilizzazione di 
immagini video di un contesto stradale permette di disporre dei dati spaziali della circolazione 
(concentrazione, direzione dei flussi, lunghezza delle code, etc ... ). 
Nel caso studiato le immagini, rilevate da una videocamera, vengono digitalizzate con 
numero di punti 256x256 con 64 tonalità di grigio e coprono una zona di 10mx20m. Le classi 
veicolari che vengono identificate sono quattro: i veicoli leggeri (vi), i pesanti (pl), le camionette 
(et), e gli autobus (bs). La classificazione viene risolta con una rete neurale i cui ingressi derivano 
da una strutturazione a griglia della informazione video. La griglia viene divisa in caselle numerate 
per limitare gli ingressi alla rete e di meglio localizzare l'informazione da estrarre. 
Le immagini utilizzate sono 3 70 divise in due sottoinsiemi uguali, uno per l'apprendimento 
e uno per il test della rete, e contenenti veicoli di tutte e quattro le classi. 
L'individuazione dei parametri è stata effettuata inizialmente con l'analisi discriminante 
che, tra tutti i parametri ritenuti significativi per il riconoscimento di immagine, ha individuato 18 
parametri come descrittivi, non ridondanti. Il limite di questa tecnica è costituito dall'essere una 
tecnica lineare che comunque inserisce un caso nella classe più vicina anche quando sarebbe più 
opportuna un'altra scelta. Per questo motivo gli Autori ritengono più adeguato per questo caso di 
classificazione di immagini, l'utilizzo di una tecnica non lineare, quale appunto quella delle reti 
neurali 
La rete implementata è una rete feedforward stratificata a 4 strati e completamente 
connessa; i neuroni di ingresso sono 18 e corrispondono ai parametri ritenuti descrittivi; il primo 
strato nascosto ha l O neuroni e il secondo 7; l'uscita ha 4 neuroni che corrispondono alla 
classificazione veicolare riportata in precedenza. Tutti i neuroni, eccetto quelli di ingresso, sono 
polarizzati con un neurone di polarizzazione con in ingresso un valore l. L'ampiezza della 
sigmoide dei neuroni è stata scelta pari a 0.95. 
L'apprendimento, backpropagation, è stato effettuato con un campione di 80 casi, 20 per 
classe, e il test con un campione di l 00 casi, 25 per classe. Oltre ad una tecnica di apprendimento 
diretta, non ritenuta soddisfacente, è stata provata una tecnica di apprendimento progressiva: 
vengono fatti apprendere alla rete i centri di gravità delle varie classi progressivamente (Fig. 4.6). 
Con questo accorgimento la percentuale di immagini ben classificate sul campione di test risulta 
del 89%, con un 5% di immagini mal classificate e il 6% rifiutate. Il risultato non è di molto 
migliore a quello ottenuto con l'analisi discriminate, ma con questa tecnica è stato possibile 
individuare una classe di immagini rifiutate, risultato che l'analisi discriminante non avrebbe mai 
potuto fornire. 
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Yang H., Akiyama T., Sasaki T.- 1992 
Un approccio con rete neurale all'identificazione dei flussi di origine-destinazione 
dai conteggi di traffico 
E' una applicazione particolare della tecnica backpropagation per l'implementazione di un 
metodo dinamico di ricostruzione della matrice 0/D (Origine/Destinazione) dai dati di flusso. Il 
lavoro consiste di una parte di verifica del modello su dati simulati relativi ad un incrocio a 
quattro rami ed una applicazione al tratto Higashi-Osaka della Hanshin freeways. 
La tipologia di rete è una rete feedforward a due strati, quindi, senza strati nascosti. Il 
numero di ingressi corrisponde al numero di rami entranti nell'incrocio e il numero di uscite alle 
possibili direzioni in uscita dall'incrocio. I collegamenti esistenti tra i nodi di ingresso e quelli di 
uscita corrispondono agli effettivi collegamenti dell'incrocio reale (Fig. 4.3). Come già detto, 
l'apprendimento è di tipo backpropagation ed è pertanto da ritenersi una applicazione 
estremamente originale. 
Per comprendere l'idea alla base di questa impostazione si rende necessario descrivere in 
termini analitici la questione della ricostruzione della matrice O/D. 
Detti m e n gli indici, interi, corrispondenti al ramo di ingresso e al ramo di uscita, k 
l'intervallo temporale generico, qm(k) rappresenta il numero di veicoli entranti in m per l'intervallo 
k , y n(k) il numero di veicoli uscenti in n per l'intervallo k , fmn(k) il numero di veicoli entrati in m 
ed usciti in n per l'intervallo k , bmn(k) il rapporto tra il numero di veicoli provenienti da m ed 
usciti in n con quello di tutti i veicoli provenienti da m per l'intervallo k : cioè 
fmn(k) = 'ùn(k) bmn(k) 
I valori di bmn(k) devono soddisfare ad alcuni vincoli fisici: 
N 
L bm11(k) =l 
n= l 
bmn(k) ~O 
bmn(k) = 0 (m,n) E Q 
(4.2) 
(4.3) 
(4.4) 
(4.5) 
Questi vincoli esprimono rispettivamente il principio di conservazione dei veicoli, e nel 
caso di vincolo nullo l'impossibilità di effettuare una particolare manovra. Q definisce l'insieme 
delle coppie (m,n) che non hanno corrispondenza nella realtà (per esempio la svolta ad U). 
Il legame con il conteggio in uscita, y(.), è dato dalla relazione: 
M 
Yn(k) = L ClJ1,(k) bmn(k) + C,11(k) (4.6) 
m= l 
dove il termine çn(k) introduce una componente casuale dovuta ai ritardi sul percorso e agli errori 
di misura. 
La misura di Yn(k) e qm(k) è diretta e relativamente facile; i flussi parziali fmn(k) non 
possono essere ottenuti facilmente da misure automatiche (anche se i recenti sistemi di 
riconoscimento di immagini possono superare questa difficoltà) e devono essere stimati dai valori 
di Yn(k) e '1J11(k) per mezzo della precedente relazione. In letteratura sono presenti numerosi 
metodi per la stima di aggregata di f,,n calcolata dal totale dei flussi entranti, q1m e uscenti, Yn· 
178 
II Controllo di un deflusso autostradale con reti neurali Parte II - Le Reti N eurali Artificiali 
Poiché il problema è, comunque, sottodeterminato, la risoluzione fa uso o di informazioni 
aprioristiche sulla matrice 0/D o di metodi di ottimizzazione di una funzione obiettivo. 
Quest'ultimo caso è stato scelto dagli Autori come base del loro metodo dinamico che stima i 
flussi 0/D da sequenze temporali dei conteggi di traffico minimizzando l'errore quadratico tra il 
flusso stimato e quello osservato. La funzione errore viene definita come: 
K N { M }2 
min E(bmn) = L L ì.. ~k) Yn(k) - L CJm(k) bmn(k) 
k=l n=l n m=l 
(4.7) 
dove An(k) (O<An(k)~l) è peso arbitrario. 
La soluzione al problema di ottimo richiede il calcolo dei valori di bmn(k) che 
minimizzano E(.). Il metodo del gradiente o di Newton permette di calcolare ricorsivamente, b 
mn(k), che è una stima di bmn(k). 
Il metodo di apprendimento backpropagation è un metodo di ricerca di minimo basato sul 
metodo del gradiente (si veda 2.6.4) che ottimizza i pesi delle connessioni. Appare chiaro che le 
connessioni della rete neurale, implementata dagli Autori, rappresentano esattamente i coefficienti 
di diversione, bmn(k), ricercati. L'analogia, quindi, sfrutta non tanto le potenzialità delle reti 
neurali come sistemi di modellizzazione ma esclusivamente il metodo di ottimizzazione del loro 
apprendimento. 
I dati di flusso sono raggruppati per intervalli di 5 minuti. 
L'applicazione ad un incrocio a 4 rami, con passo diapprendimento 0.5, e momento 0.8, 
utilizza dati simulati e, quindi, la matrice 0/D ricercata è nota ed è possibile confrontarla con 
quella stimata. La procedura di apprendimento dà una riduzione dell'errore a circa il l 0% dopo 
l 00 iterazioni. 
L'applicazione alla Hanshin Highways, con passo d'apprendimento 0.5, e momento 0.4, ha 
una interpretazione più difficoltosa in quanto la matrice 0/D dinamica non è nota e il riferimento 
può essere fatto solo con le stime statiche. Dall'analisi dei dati si può notare una buona 
corrispondenza tra i dati osservati e stimati specialmente per quanto riguarda le veloci fluttuazioni 
del traffico. 
Non viene riportato il tempo necessario per le l 00 iterazioni, e in genere, per terminare 
l'ottimizzazione il quale deve essere ragionevolmente inferiore ai 5 minuti essendo questo 
l'intervallo di raggruppamento. Data la scarsa complessità della rete non pare vi siano eccessive 
difficoltà ad effettuare l'elaborazione in tale limite. 
L'instradamento dei veicoli è ancora prevalentemente basato sulla esperienza umana. Un 
lavoro di Potvin et al. (1992) e Potvin et al. (1993) affronta questa tematica con le ANN dopo 
avere concluso che un approccio simbolico per esplicitare il modello sarebbe stato molto difficile. 
Le ANN vengono utilizzate come una alternativa sub-simbolica ed empirica per il processo 
decisionale. In questo caso la rete neurale è di tipo competitivo. Appare particolarmente 
interessante una applicazione di questa esperienza per risolvere problemi di distribuzione delle 
risorse: per esempio la allocazione di una flotta di veicoli di limitata capacità e immagazzinata in 
un deposito centrale; oppure nel settore del trasporto su rotaia la gestione della occupazione degli 
scambi. 
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PARTE III 
LO SCENARIO DI RILEVAMENTO DATI E 
L'APPLICAZIONE DELLE RETI NEURALI 
Il Controllo di un deflusso autostradale con reti neurali Parte III - Lo Scenario di Rilevamento dati. .• 
l. DESCRIZIONE DELLO SCENARIO AUTOSTRADALE DI EASY DRIVER 
La tesi ha un carattere sperimentale e si avvale dei dati forniti dal complesso sistema di 
controllo del traffico attivo dal 1992 sulla autostrada A4 Padova-Mestre, della Società delle 
Autostrade di Venezia e Padova S.p.A. L'autostrada, a tre corsie di marcia, è compresa tra la 
stazione di Padova Est e la barriera di Mestre-Villabona, con uno sviluppo di circa 20.5 km, e 
risulta connessa ad ovest con la A4 (Milano-Brescia-Verona-Vicenza) senza soluzione di 
continuità. In prossimità di Padova si innesta la A13 (Bologna-Padova) dotata di due semibarriere 
di pedaggio; presso Dolo in posizione quasi baricentrica all'autostradala (la tratta Dolo-Mestre è 
di quasi l O km) vi è la stazione di Dolo; alla stazione di Mestre-Villabona è presente una barriera 
di esazione con un tempo di servizio (al 1993) di circa 2600 veicoli/ora; dopo la barriera, la 
tangenziale di Mestre che si collega nuovamente alla A4 in direzione di Trieste e la A27 (Udine-
Tarvisio). Tutta l'autostrada è coinvolta dal progetto con sistemi di rilevazione del flusso e portali 
per l'invio dei messaggi. In particolare, la tratta Dolo-Mestre, è quella in cui si attiva la strategia di 
controllo del flusso con indicazioni di limitazione di velocità; in questa tratta il rilevamento dei 
dati di flusso è puntuale ad alta risoluzione temporale e spaziale, ed a questi dati fa riferimento il 
presente lavoro. 
Su questa autostrada insiste un traffico composto da molteplici componenti: quello locale 
gravitante su Venezia e sulle coste del veneto orientale, quello merci dell'area metropolitana e di 
attraversamento dell'area centrale veneta, proveniente dall'Italia Occidentale e peninsulare, con i 
paesi dell'Est europeo attraverso i valichi di Tarvisio, Gorizia e Trieste. L'intensità del traffico 
giornaliero medio è di circa 50.000 veicoli, di cui circa il 27% sono veicoli merci e con una 
crescita annuale del 6%. Il traffico nei periodi estivi e, comunque, di vacanza è quasi doppio a 
quello di periodi invernali. Il picco è in prossimità del casello di Mestre, verso Trieste, con valori 
prossimi alla capacità del casello (Crotti, 1991 ). 
Questo sistema di controllo del traffico viene identificato come "Easy Driver", sigla di 
riferimento all'interno dei progetti DRIVE in cui è nato, ed ha come obiettivo quello di realizzare 
una serie risultati quali l'aumento della sicurezza, il miglioramento dell'utilizzo della capacità di 
deflusso disponibile, l'ausilio della gestione corrente e la consultazione di una banca dati per la 
pianificazione e la ricerca. La presente ricerca fa riferimento proprio a questo ultimo obiettivo e i 
successivi paragrafi forniscono una panoramica dello scenario di rilevamento specificando in 
dettaglio le caratteristiche dei dati rilevati e utilizzati. 
1.1 LE STAZIONI E LE SEZIONI DI RILEVAMENTO 
Il sistema implementato in Easy Driver ha una architettura di tipo gerarchico (livello 
centrale e locale) modulare (consente estensioni senza necessità di riprogettazioni) ad intelligenza 
distribuita e ad elevato livello di affidabilità ed automazione (Fiat, 1992). 
Il livello centrale del sistema è costituito da una rete di elaboratori cui pervengono tutte le 
informazioni raccolte dalla rete di microelaboratori che costituiscono il livello locale. 
I microelaboratori sono disposti lungo il tracciato dell'Autostrada, nella tratta Dolo-
Mestre, collegati con una rete dati dedicata e alloggiati mediamente ogni l OOOmetri in appositi 
armadietti. Ogni microelaboratore rappresenta una stazione di rilevamento; ad esso sono associate 
due sezioni di rilevamento dei dati di flusso, posti ad una distanza di circa 500m (salvo particolari 
caratteristiche della carreggiata che impongano diverso posizionamento) (Crotti, 1991): ogni 
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sezione è dotata di 6 spire induttive immerse nel manto stradale, ad una profondità di almeno 
lOcm, per un totale di 120 spire, due per ognuna delle tre corsie. 
Sono installati, inoltre, l O portali per la segnaletica di controllo del traffico con pannelli a 
led luminosi a distanze di circa l km; 5 postazioni per il rilevamento delle condizioni 
meteorologiche. Inoltre, i portali per i pannelli a messaggio variabile rilevano il valore di 
luminosità ambientale. 
Sono inoltre presenti 56 sensori di traffico in corrispondenza delle barriere di Dolo, sulla 
tangenziale di Mestre e agli svincoli di Padova; l O pannelli a messaggio variabile di informazione, 
3 sulla carreggiata autostradale e 7 sulla viabilità ordinaria di accesso all'autostrada. 
Si rimanda alla fig. 5.11b (Parte I) che presenta la disposizione del sistema di rilevamento. 
1.2.LE INFORMAZIONI RILEVA lE 
Tutti i file contengono il giorno e l'ora di rilevamento, l'unione dei quali valori rappresenta 
una delle chiavi principali di lettura; vi è inoltre la stazione e/o la sezione di rilevamento. 
Le rilevazioni meteorologiche (file tipo :MET) sono rilevate alle sezioni 2, 4, 6, 8, 10: la 2, 
la 6 e la l O rilevano solo la visibilità (nel campo l 0-500m) e la presenza di pioggia; la 4 e la 8 
rilevano anche la quantità di pioggia, la velocità e direzione del vento, la temperatura dell'aria, lo 
stato della superficie stradale (in particolare la presenza di ghiaccio, umidità e temperatura e 
concentrazione salina). 
I dati di flusso (file tipo OXX) riportano il conteggio veicolare progressivo, la densità, il 
flusso e la velocità. Queste ultime tre quantità sono filtrate con un filtro di Kalman (CSST, 1993). 
Il vettore di stato descrive i valori di densità e velocità sperata. I dati di misura in ingresso al filtro 
sono la velocità media spaziale, il flusso conteggiato e l'occupazione delle spire, da cui si perviene 
al valore stimato di densità e velocità. Il flusso stimato è calcolato tramite l'equazione 
fondamentale del flusso in base al valore stimato di densità e velocità. Il periodo di tempo con cui 
lavora il filtro è di circa 15 secondi. Il guadagno del filtro non è attualmente ricostruibile dai dati 
disponibili. 
I file che contengono queste informazioni sono del tipo OXX; dove XX è un numero 
compreso tra l e l O che identifica una delle dieci stazioni di rilevamento; la successiva 
suddivisione in sezioni l e 2 è specificata per ogni record all'interno del file. 
Esiste un file (tipo TRA) che fornisce i dati di flusso suddivisi secondo la lunghezza dei 
veicoli per categoria ANAS del veicolo (flag "K") e per categoria di velocità (flag "W"). Le classi 
di veicoli sono 6 (nell'intervallo è incluso l'estremo superiore): 
l) O m 3m 
2) 3m 4.5m 
3) 4.5m - 5.5m 
4) 5.5m - 8m 
5) 8m 12m 
6) >12m 
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Nella ricerca si raggruppano le prime tre classi come veicoli leggeri, e le ultime tre come 
veicoli pesanti. Le classi di velocità sono 6 (nell'intervallo, dove non diversamente specificato, è 
incluso l'estremo superiore): 
l) 
2) 
3) 
4) 
5) 
6) 
50km/h 
90km/h 
llOkmlh 
13lkm/h 
>150kmlh 
<50km/h 
90kmlh 
llOkmlh 
13lkmlh 
150km/h 
Sono disponibili anche i dati sulla verifica di funzionamento delle spire che vengono 
utilizzati per un primo test sulla correttezza dei dati di flusso (file tipo DIA, flag "L", 2 byte, 
255+ 15, per due sezioni). 
Sono registrati anche i messaggi sui pannelli dei portali (file tipo VMS, flag "U") sia lungo 
l'autostrada che agli accessi e sulla viabilità ordinaria. Questi ultimi si riferiscono ai messaggi sulla 
presenza di code, nebbia, incidenti nel tratto interessato. Sono disponibili anche i messaggi di 
controllo del flusso inviati sui portali in itinere (flag "J"). 
La luminosità è un dato compreso tra l (notte) e 6 (pieno giorno) (file tipo DIA, flag "I"). 
La maggior parte dei dati è descritta dai due valori estremi l o 6; solo all'alba o al tramonto si 
assiste alla transizione, abbastanza veloce, tra i due valori estremi; anche in giorni particolarmente 
nuvolosi la luminosità diurna può scendere ad un valore di 3 o 4. 
I file, contenenti esclusivamente dati codificati in binario, sono 14 per ogni gtorno, 
precisamente: 
-OOX l O file, uno per ogni stazione, X identifica il numero della stazione 
progressivamente a partire da Dolo, e contiene i dati di flusso delle due sezioni 
associate a quella stazione; 
-rvffiT l file, contiene i dati meteo divisi per stazione di rilevamento; 
-DIA l file, contiene i dati di luminosità, di autodiagnosi delle spire divisi per stazione; 
-TRA l file, contiene i dati di conteggio del flusso divisi in categorie ANAS, e divisi in 
classi di velocità per sezione; 
-VMS l file, contiene i messaggi inviati dati di luminosità, di autodiagnosi delle spire 
divisi per stazione; 
1.3.CARATIERISTICHE SPAZIO-TE!v1PORALI DEI DATI 
L'interrrogazione dei sistemi periferici non è contemporanea ma sequenziale; inoltre alcune 
informazioni vengono rilevate con periodo diverso tra loro. Per questi motivi i rilevamenti per 
ogni tipologia di file non sono sincroni tra le varie sezioni ed, inoltre, la frequenza di rilevamento, 
per i file OXX e 1\ffiT, non è fissa ma variabile in un certo intervallo di tempo. I tempi di 
rilevamento medi sono riportati in tab. 1.1. 
191 
Il Controllo di un deflusso autostradale con reti neurali Parte III - Lo Scenario di Rilevamento datL .. 
tipo file Tempi di rilevamento 
O xx da 3 O secondi a 120 secondi 
TRA 15 minuti 
DIA (luminosità) 2 minuti 
DIA (test spire) l ora 
MET da 60 secondi a 120 secondi 
VMS lO minuti 
Tab. 1.1.: Risoluzione temporale dei dati 
Per quanto riguarda la risoluzione spaziale le informazioni presenti net file fanno 
riferimento ad alcune stazioni come riportato nella tab.l.2. 
tipo file stazioni di rilevamento 
O xx Tutte, e tutte le sezioni 
TRA Tutte, e tutte le sezioni 
DIA 2,4,6,8, lO 
MET 4, 8 (dati completi) 
2,6, l O (solo visibilità e pioggia) 
VMS Tutte 
Tab 1.2: Risoluzione spaziale dei dati 
1.4.1 DATI RILEVATI 
I dati disponibili si riferiscono al periodo compreso tra il l Dicembre 1992 e il 3 l Agosto 
1993. Errori sulla linea di comunicazioni tra le periferiche e il sistema centrale hanno impedito la 
raccolta in alcuni giorni o in qualche sezione. La trascrizione su dischetti magnetici dei dati ha 
richiesto un numero considerevole di dischetti; successivi errori di lettura hanno causato 
l'inutilizzo di altri giorni di rilevamento. In tab. 1.3 è riportato il prospetto dei giorni non 
disponibili o incompleti. 
mese giorni scartati giorni incompleti 
Dicembre '92 12,13,26,27 16,22 (stazione 2,7,9), 19 
(stazione 1,2), 21 (stazione 
3) 
Gennaio '93 7 nessuno 
Febbraio '93 nessuno nessuno 
Marzo '93 30,31 24,26 (dati :MET) 
Aprile '93 nessuno nessuno 
Maggio '93 15,16,27,28 1,2 (stazione 1,2,3) 
Giugno '93 2,5, 15,22,30 nessuno 
Luglio '93 nessuno nessuno 
A2osto '93 nessuno nessuno 
Tab. 1.3: Elenco giorni mancanti o incompleti 
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I giorni per i quali sono disponibili i dati di flusso, ma che sono incompleti dei dati 
accessori, sono utilizzati ugualmente nella formazione del database. Questi dati possono essere 
ugualmente utili per altre elaborazioni; le regole di validazione ed estrazione dei dati in funzione 
degli obiettivi posti vengono descritte nel capitolo 3 .. 
2. SOFTWARE DI BASE E PROGRAMMI IMPLEMENTATI 
2.1. lN LINGUAGGIO C 
Il nucleo del programma di transcodifica dei file binari in file di testo, fa parte dei lavori 
realizzati all'interno del Progetto Easy Driver, pertanto non si è resa necessaria una particolare 
conoscenza del formato di codifica. Questo programma è scritto in linguaggio C e ciò ha indotto a 
realizzare nello stesso linguaggio tutti i programmi di prima elaborazione sui dati. D'altra parte i 
vantaggi e le potenzialità del linguaggio C sono ben noti ed appare ben adatto per le applicazioni 
previste. In appendice si riporta il listato sorgente dei programmi realizzati. 
Il programma TYPELOG visualizza e/o stampa il contenuto ASCII di tutti i file, 
consentendo l'introduzione di filtri di lettura per il tipo di file, di informazione, di stazione e/o 
sezione, di intervallo orario e di numero di record. Rappresenta un primo strumento per visionare 
il contenuto dei file e per effettuare controlli sui risultati delle successive elaborazioni. 
Il programma GRAFLOG visualizza con grafici le relazioni fondamentali e l'andamento nel 
tempo delle variabili fondamentali (si veda il paragrafo 3.1 per alcuni casi esemplicativi). In 
particolare: l'andamento nell'arco di una giornata del flusso stimato (dal filtro di Kalman) e quello 
contato per ogni sezione di rilevamento; l'andamento nell'arco di una giornata della densità e della 
velocità filtrata; la relazione densità-flusso e densità-velocità. 
Il programma FLOG esamina tutti i file di un singolo giorno ed elabora una prima tabella 
di valutazione statistica sulle caratteristiche di flusso di quel giorno (si veda il paragrafo 3.1 per 
alcuni casi esemplicativi). Letti tutti i dati di un giorno, si contano, per ogni sezione di 
rilevamento, i record che contengono informazioni di pioggia, neve, visibilità inferiore a 520metri, 
valori di densità superiori a 20 veic./km, di velocità inferiori a 50km/h e una percentuale di veicoli 
pesanti superiore al 30%. Inoltre, viene dato il numero di messaggi inviati sui pannelli a messaggio 
variabile contenenti l'informazione di "CODE" "NEBBIA" e "INCIDENTI" e "PIOGGIA" e la 
' percentuale sul totale di messaggi inviati. Infine si dà il totale dei veicoli transitati alla prima 
sezione di rilevamento della stazione 4, che nel periodo analizzato ha dato meno problemi di 
corretto funzionan1ento. 
Il programma CREA trascrive in formato ASCII e con tracciato predefinito i dati di tutti i 
file di un giorno utilizzati per la costruzione del database dei dati di flusso. I file prodotti sono dei 
tipi: 000 (ricavato dall'unione dei dieci OXX), :MET, VMS, DIA (per la luminosità), LUP (per la 
verifica di funzionamento delle spire), TRA. Viene effettuato un primo controllo sul valore di 
densità (si veda il paragrafo 3 .l) 
2.2. IL DATABASE SUPERBASE: P ARTICOLARITÀ E LIMITAZIONI 
SuperBase è un prodotto della SPC, Software Publishing Corporation. La versione usata è 
la 2.00 del Dicembre 1992. E' un database relazionale, interattivo, programmabile e predisposto 
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per differenti tipi di applicazione. La scelta di questo prodotto, nel 1992 di prima importazione in 
Italia, è stata fatta "a tavolino". Prendendo come riferimento un altro database per PC abbastanza 
diffuso, Paradox, fornisce più opportunità sulle prestazioni più avanzate (per esempio la 
possibilità di eseguire DLL). 
Richiede Windows come ambiente operativo ed è integrabile ad esso con tutta una serie di 
programmi che oltre, ad utilizzare le funzioni tipiche del database, possono disporre 
dell'interfaccia grafica. Il linguaggio, SuperBasic, è interpretato (non esiste a tuttora un 
compilatore) ed è un linguaggio procedurale che consente l'uso di tutte le funzioni accessibili 
anche attraverso menù. E' possibile fare uso del meccanismo di scambio dinamico dei dati (DDE) 
e accedere a procedure contenute all'interno di librerire di funzioni (DLL}. Con queste funzioni è 
possibile, per esempio, interfacciarsi al kernel di Windows. 
Le operazioni fondamentali per lo scopo del lavoro sono realizzabili in modo facile e 
veloce: impostazione della struttura di un database, creazione degli indici multipli, scansione a 
video rapida dei dati per un primo controllo formale, interfacciamento con l'ambiente esterno. 
Le limitazioni riscontrate riguardano essenzialmente l'uso del linguaggio SuperBasic: l'editor dei 
programmi è rudimentale e talvolta imprevedibile (come con un copia-tagli-incolla); manca il 
controllo sui processi figli; gli errori di sintassi non vengono rilevati se non durante l'esecuzione: 
le variabili non devono essere inizializzate; non distingue (anche se il manuale afferma il contrario) 
tra variabile locali e globali presenti nelle procedure di un programma; alcune funzioni agiscono 
solo in interattivo (come la Query). 
Gli altri problemi riscontrati sono solo inconvenienti non pregiudizievoli: quale la 
dimensione dei file di database che quadruplica rispetto al formato ASCII dei dati, e la 
considerevole dimensione degli indici (quest'ultima ovviamente proporzionale alla dimensione del 
database). 
I programmi implementati (il listato del codice sorgente è in appendice, così come la 
struttura dei database utilizzati) sono: 
Associa.sbp: importa i file ASCII in database Superbase temporanei e implementa 
l'algoritmo di associazione (si veda il paragrafo 3 .2) dei dati presenti nei 
diversi tipi di file per un singolo giorno. Il database risultante viene salvato in 
formato ASCII per ridurre lo spazio occupato. E' possibile automatizzare 
l'elaborazione per la sequenza di giorni voluti; 
Estrai.sbp: Estrae dai file dei dati associati, i dati relativi ad una sola sezione di 
rilevamento e genera il database ESTRATTI; 
Analisi.sbp: Classifica (si veda il paragrafo 3.3) i dati presenti nel database ESTRATTI ed 
estrae casualmente un campione di dati; 
Campioni.sbp: Divide, tramite estrazione casuale di campioni, l'insieme di dati prodotto dal 
programma Analisi.sbp in due insiemi di uguali dimensioni per la 
preparazione della rete neurale del modello corrispondente: uno per 
l'apprendimento e l'altro per il test; 
Nopestra.sbp: Estrae dai file associati i dati relativi ad una sola sezione di rilevamento, 
genera un indice per la classificazione delle sequenze temporali di l O eventi 
consecutivi (si veda paragrafo 3.4); 
Analnop.sbp: Classifica le sequenze di l O eventi, ed estrae in modo casuale un insieme di 
sequenze suddiviso, a sua volta, in due insiemi di uguali dimensioni per la 
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preparazione della rete neurale del modello corrispondente: uno per 
l'apprendimento e l'altro per il test. 
2.3. LO SHELL NEURAL WORKS 
NeuralWorks Professional II è uno shell (la traduzione letterale di questo termine è ostrica 
e potrebbe essere inteso come ambiente di sviluppo, 11 insieme di strumenti per svolgere una 
determinata funzione 11 ) per lo sviluppo di reti neurali con architettura sia feedforward che 
associativa. Per il primo e il terzo modello si è fatto uso della versione l. 00 e per il secondo della 
versione 3.02. Le due versioni non differiscono sostanzialmente, ma la versione 3.02 consente una 
migliore gestione del file di input e offre un numero maggiore di architetture di reti neurali già 
implementate. Per entrambe le versioni i dati devono essere normalizzati al valore massimo e in 
virgola mobile. Nella versione 1.00 i dati di input della rete devono essere preceduti da una i, e di 
output da una d. Nella 3.02 è necessario specificare solo da quale colonna iniziano i dati di 
output. Inoltre è possibile, richiedendo gli assai onerosi file sorgenti alla società che ha 
implementato NeuralWorks, NeuralWare, disporre dei sorgenti per integrare lo shell con 
architetture o algoritmi di apprendimento proprii, e modificare l'apparato dell'interfaccia grafica. 
Lo shell è interattivo ed ha un output grafico immediato della struttura di rete 
implementata. E' possibile agire graficamente per la scelta dello strato o del neurone che si vuole 
modificare, aggiungere scritte ai neuroni e salvare il contenuto grafico in un file di tipo bitmap. 
Per il controllo e la visualizazione dell'esecuzione, sia in test che in apprendimento, si possono 
usare delle sonde che consentono di visualizzare in finestre grafiche l'andamento delle variabili 
selezionate per specifici punti di misura. Si possono aprire più finestre contemporaneamente. Le 
variabili selezionate possono essere preelaborate per ottenere il valore medio, il valore assoluto, il 
valore quadrati co medio ed altre misure sia istantanee che per epoche (cioè mediate per un certo 
intervallo di dati). 
Nel caso di apprendimento backpropagation la ricerca dell'ottimo è empirica e non ci sono 
strumenti per automatizzare questa fase che risulta essere abbastanza lunga e di scarso contenuto 
tecnico. La tecnica backpropagation è l'unica implementata e non sono offerte altre tecniche per 
l'appredimento di reti feedforward. Le sonde non sono sempre attendibili per cui si rende 
necessaria una valutazione a parte, per esempio con Excel, dell'errore di apprendimento e di 
classificazione. 
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3. TRATTAZIONEDEIDATl 
3.1. VERIFICA CORRE'ITEZZA FORMALE E COERENZA SOSTANZIALE DEI DATI 
La verifica dei dati si è svolta in tre fasi: 
-analisi dei dati e conteggi giornalieri (programma FLOG.C); 
-analisi del funzionamento delle spire (programma CREA. C); 
-analisi di correttezza formale e sostanziale dei dati (programma ASSOCIA.SBP). 
Analisi dei dati e conteggi giornalieri 
L'analisi è stata realizzata per tutti i giorni di rilevamento producendo dei listati come 
quello riportato in tab.3.1 per il giorno l Maggio 1993. La tabella contiene nella prima colonna il 
numero della stazione seguito da una A o un B per distinguere la sezione di rilevamento: nella 
direzione del flusso, la A precede la B. Per le successive colonne, a gruppi di due, sono riportati il 
numero di rilevamenti effettuati per quella variabile e la percentuale di quelli che contengono 
l'informazione cercata. Per la densità si individua il superamento del valore di 20 veic./km che può 
rappresentare una situazione discriminante del flusso stabile in ambito autostradale; pertanto, 
facendo riferimento alla prima riga per la sezione 4A, nell'arco della intera giornata, su tale 
sezione si è verificato Il volte (2112*0.52) il superamento di tale valore. Per la velocità il valore 
critico è assunto in 50km/h che, per flussi autostradali, rappresenta condizioni di flusso forzato o 
quasi; la lettura dà 15 casi (2112*0.71) in cui è stata rilevata una velocità inferiore al limite 
fissato. Per la pioggia e la neve l'informazione interessata è di sola presenza e, pertanto, la 
percentuale si riferisce ai casi per cui si è riscontrato il fenomeno. Per la visibilità si considerano i 
casi in cui questa è minore di 520metri, e per i veicoli pesanti quando la loro percentuale sul totale 
del numero di veicoli supera il 30%. Per i messaggi all'utenza, si ricorda che quelli che vengono 
utilizzati in questa fase e nel prosieguo della ricerca, si riferiscono ai messaggi inviati ai portali a 
monte della tratta Dolo-Mestre (tipo 2xx) e non a quelli in itinere. Di questi messaggi interessano 
quelli di incidente, coda e nebbia. In tabella viene indicato il totale dei messaggi inviati al portale, 
il numero dei messaggi che contengono l'informazione cercata e la percentuale di quest'ultimi sul 
totale. Nel caso specifico della tab. 3.1, alla sezione 202 sono stati inviati, nell'arco della giornata, 
477 messaggi, di cui 41 (8.6%) relativi a incidenti, code o nebbia. 
Una prima informazione ricavata dall'analisi di queste tabelle è stata quella di completa 
assenza di neve o ghiaccio per tutti i giorni di rilevamento sulla tratta in esame, e ciò coincide con 
le informazioni meteorologiche gestite a parte dalla Società Autostradale. Si è potuto constatare il 
malfunzionamento della stazione l fino a quasi tutto il mese di Giugno 1993, i cui valori di densità 
e velocità sono sempre anomali. 
L'analisi delle tabelle, inoltre, ha consentito di stilare una prima lista di giornate tipo per 
poter meglio approfondire la lettura descrittiva dei dati. Per questi giorni tipo si è poi proweduto 
a effettuare i grafici più significativi. Nella tab. 3.2a, tab. 3.2b, tab.3.2c e tab.3.2d si riportano 
alcuni esempi di questi grafici. In tab. 3.2a si riporta l'andamento nel tempo del flusso contato: si 
può osservare come, per stazione di rilevamento, l'andamento del flusso, nell'arco del giorno (in 
ascissa vi è l'ora del giorno) vari in funzione della vicinanza o meno al casello di Mestre, in 
particolare si può osservare lo spostamento all'indietro della perturbazione creatasi alla stazione 
l O. In tab3 .2b si riportano gli andamenti della velocità, della densità e del correttore del filtro di 
Kalman. In tab. 3.2c le relazioni flusso densità e in tab. 3.2d le relazioni flusso velocità sempre per 
lo stesso giorno di rilevamento. 
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Sintesi dati del giorno : 010593 
Valori di soglia: 20 veic./km, 50km/h, 30% veicoli pesanti 
Messaggi di incidente, coda e nebbia (solo per stazioni non in itinere) 
Totale Giornaliero Veicoli alla sez. 4A = 29170 veic. 
(Percentuali sul totale rilevato) 
Sezione densità% velocità 0/o pioggia % neve 0/o visibilità 0/o pesanti% 
4A 2112 0.52 2112 0.71 720 2.36 720 0.00 720 0.00 96 0.00 
4B 2112 0.95 2112 1.09 o 0.00 o 0.00 o 0.00 96 1.04 
5A 2129 1.55 2129 1.55 o 0.00 o 0.00 o 0.00 96 0.00 
5B 2129 1.50 2129 1.50 o 0.00 o 0.00 o 0.00 96 0.00 
6A 2110 1.75 2110 1.71 720 0.00 720 0.00 720 0.42 96 3.13 
6B 2110 2.23 2110 2.13 o 0.00 o 0.00 o 0.00 96 0.00 
7A 2125 2.49 2125 2.31 o 0.00 o 0.00 o 0.00 96 0.00 
7B 2125 2.54 2125 2.59 o 0.00 o 0.00 o 0.00 96 1.04 
8A 2114 2.65 2114 2.65 721100.00 721 0.00 721 0.00 96 0.00 
8B 2114 2.74 2114 2.70 o 0.00 o 0.00 o 0.00 96 0.00 
9A 2124 2.97 2124 2.82 o 0.00 o 0.00 o 0.00 96 0.00 
9B 2124 3.06 2124 2.97 o 0.00 o 0.00 o 0.00 96 0.00 
10A 2115 3.40 2115 3.36 721 1.25 721 0.00 721 0.00 96 0.00 
10B 2115 5.34 2115 5.67 o 0.00 o 0.00 o 0.00 96 0.00 
Messaggi presenti sui pannelli non in itinere 
Sezione = 202 tot.= 477 mes.= 41 %8.60 
Sezione = 203 tot.= 519 mes.= 40 %7.71 
Sezione = 204 tot.= 572 mes.= 47 %8.22 
Sezione = 206 tot.= 658 mes.= 40 %6.08 
T ab. 3.1: Listato tipo della analisi giornaliera sui dati di flusso 
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Stazione IO Sezione l 
lOOY. ,.---------r-r-----------~•40105'JJ 
7SX .. .. .. .. .. .. .. .. .. .. .. .. ·\ ----------------
2SX - - - - - - - - (. - - -
o 1 2 3 4 6 ' 7 8 , 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 
Stazione (> 
lOOX ,----------,------------~•4010593 
75X .. .. .. .. .. .. .. .. .. .. .. - - .. .. - - - - .. - - - - - - • - -
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Stazione 5 Stazione ~ 
r
----------------------,•4010593 lOOX ,--------------------~•4010511 
1007. 
75X .. .. .. .. .. .. .. .. .. .. .. .. .. - - - - - - - .. - .. - .. .. .. - -
7SY. .. .. .. .. .. .. .. .. .. .. - - - - - .. - - - - .. - - - - - - - - -
2SX ............ .. .. - - - - - 2SX .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. • - - - - - - - - • - - - -
o 1 2 3 4 5 6 7 8 , 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 
• De.n. (100) • Ve.l. (200) • Aid l{ (130) 
Tab. 3.2b: Andamento della velocità, della densità e del correttore del filtro di Kalman per 
stazione di rilevamento 
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Tab. 3.2c: Relazioni flusso-densità per stazione di rilevamento 
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Tab. 3.2d: Relazioni flusso-velocità per stazione di rilevamento 
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Analisi del funzionamento delle spire (programma CREA. C): 
Per tutte le stazioni, ad eccezione della stazione 2, l'esito positivo della verifica di 
funzionamento delle spire, da parte del sistema di rilevamento dati, 6 spire per ognuna delle due 
sezioni di rilevamento, viene registrato su 12 bit suddivisi in due byte da 8 bit ciascuno (fig. l). I 
primi 6 bit del primo byte si riferiscono alle spire a monte del flusso, partendo dalle spire più a 
destra e da quella più a monte. Gli ultimi due bit si riferiscono alle prime due spire più a destra 
della sezione successiva, mentre alle restanti quattro spire si riferiscono i primi quattro bit del 
secondo byte. I restanti bit sono sempre nulli. Pertanto se il funzionamento delle spire è corretto il 
primo byte vale 25 5 e il secondo vale 15. 
Direzione del flusso > 
corsia sx 
byte l corsia centrale byte2 
corsia dx byte l 
Stazione di rilevamento 
Sezione A Sezione B 
Fig. 2.1: Schema della disposizione delle spire di rilevamento e relativa codifica dei bit di verifica 
funzionamento. 
Per la stazione 2 i byte utilizzati sono 3 poiché vengono registrati i dati non solo delle 
spire inerenti la stazione 2 ma anche quelli delle spire poste in prossimità del casello di Dolo. In 
questo caso il corretto funzionamento si ha con i primi due byte pari a 255 e il terzo a 15. 
Il programma verifica il contenuto dei byte e differenzia la scrittura del file di tipo LUP a 
seconda dell'esito della verifica. Se la verifica è positiva viene registrato, oltre al numero di 
sezione e la data, l'ora in cui è stata effettuata la verifica; se l'esito è stato negativo viene registrata 
l'ora della precedente verifica Ciò perché tutti i dati appartenenti all'intervallo temporale che va 
dalla precedente verifica positiva sono da ritenersi tutti incerti e, quindi, da scartare (compito 
svolto dal successivo programma ASSOCIA.SBP). 
Analisi di correttezza formale e sostanziale dei dati (programma ASSOCIA.SBP). 
La prima verifica effettuata è quella legata alla lettura del file tipo LUP per il corretto 
funzionamento delle spire. Se il dato è negativo, per cautela, vengono scartati tutti i dati di flusso 
a partire dall'ora in cui si è avuta l'ultima verifica positiva. Scartando tutti i dati di flusso, 
automaticamente vengono scartati anche i dati accessori. 
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Per una anomalia del SuperBase vengono scartati tutti i record che hanno una ora del tipo 
24:00:00 poichè non è in grado di gestire questo formato e non è parso opportuno, dato il numero 
limitato di casi, provvedervi con una variazione al programma di elaborazione. 
Se i dati di flusso sono corretti ma non lo sono i dati accessori, i dati di flusso vengono 
registrati ugualmente indicando questa anomalia nella variabile CATEGORIA (come indicato in 
3.3.2.). Va detto che questi dati non vengono utilizzati nelle successive elaborazioni ma 
potrebbero esserlo in altre analisi del flusso. 
I controlli di validità vengono effettuati sui flussi contati per singola corsia che devono 
essere non negativi e minori di 3000veic./h; sulla percentuale di veicoli pesanti che deve essere 
minore di l 00 e non negativa per ogni corsia; l'intervallo che intercorre tra due rilievi di flusso non 
deve essere superiore a 200 secondi, poiché è da presumere che vi sia stata una interruzione del 
rilevamento; viene calcolato il prodotto densità/velocità, e il risultato confrontato con il valore di 
flusso contato per valutare se differiscono meno del 30%; la velocità deve essere minore di 
200km/h; la densità deve essere inferiore a 150 veic./km; la luminosità compresa tra l e 6; la 
visibilità maggiore di zero e minore o uguale a 520 metri (520 metri indicano condizioni di 
massima visibilità). In tutti i precedenti casi l'esito negativo della verifica fa sì che i dati vengano 
scartati. Inoltre, si verifica che i valori degli altri campi sia contenuto nell'intervallo di variazione. 
Viene verificato che il numero di sezione e di stazione sia identico a quello indicato per 
tutti i record. 
~ 3.2. 0MOGENEIZZAZIONE DEI DATI 
Si è sottolineato in precedenza che i rilevamenti non sono sincroni né tra le stazioni né tra 
le varie tipologie di rilevamento; oltre a ciò alcune sezioni non sono dotate di tutti i rilevamenti. 
Quindi, per poter utilizzare i dati di tutte le sezioni e all'interno di questa i vari tipi di rilevamento, 
si pone la questione di come omogeneizzarli sia temporalmente che spazialmente. 
L'associazione spaziale riguarda i file DIA, 1\1ET, VMS come descritto nella tabella 1.2. I 
file di tipo TRA e DIA (verifica funzionamento spire) sono disponibili per ogni sezione di 
rilevamento del flusso. Il criterio scelto per i VMS è stato quello di associare l'informazione a 
tutte le sezioni poiché i messaggi inviati sono non in itinere e, presumibilmente, hanno effetto su 
tutta la tratta. Per gli altri si è scelto il criterio di prossimità spaziale. In tabella 3.3 viene riportato 
lo schema di associazione. 
Stazione l 2 3 4 5 6 7 8 9 lO 
Sezione l 2 l 2 l 2 l 2 l 2 l 2 l 2 l 2 l 2 l 
DIA 2 2 2 2 4 4 4 4 6 6 6 6 8 8 8 8 10 10 lO 
MET 4 4 4 4 4 4 4 4 4 4 8 8 8 8 8 8 8 8 8 
VMS + + + + + + + + + + + + + + + + + + + 
Tab. 3.3: Schema di associazione spaziale dei dati per stazione di rilevamento 
( + sta per tutte le stazioni) 
2 
10 
8 
+ 
Per quanto riguarda l'associazione temporale si prende come riferimento il file tipo Oxx che 
ha la maggiore frequenza di rilevamento. Ai dati di flusso vengono, quindi, associati gli altri dati. 
Gli intervalli di campionamento dei dati accessori possono sovrapporsi a quelli dei dati Oxx in due 
modi: o l'intervallo si sovrappone completamente o parzialmente. Nel primo caso, copertura 
totale, si associa il dato accessorio a quello di flusso; nei secondo caso, si associa il dato 
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accessorio che ha la maggiore copertura, e a parità si sceglie quello successivo. Nella tabella 3.4 
viene riportato un caso esemplificativo. 
Si supponga di avere già effettuato l'associazione spaziale e si disponga dei dati rilevati ai 
seguenti istanti: 
Esempio di rilevamento per tipo file e ora 
File ora 
O xx 10:00 10:01 10:02 10:03 10:04 10:05 10:06 
TRA 09:48 10:03 10:18 
DIA 09:59 10:01 10:03 10:05 10:07 
rvffiT 09:59 10:01 10:02 10:04 10:05 10:07 
VMS 09:53 10:03 10:13 
e l'associazione che viene praticata è indicata in tab. 3.4. 
O xx TRA DIA MET VMS 
10:00 10:03 10:01 10:01 10:03 
10:01 10:03 10:01 10:01 10:03 
10:02 10:03 10:03 10:02 10:03 
10:03 10:03 10:03 10:04 10:03 
10:04 10:18 10:05 10:04 10:13 
10:05 10:18 10:05 10:05 10:13 
10:06 10:18 10:07 10:07 10:13 
Tab. 3.4: Schema di associazione temporale per l'esempio citato 
Quando la frequenza di rilevamento dei dati accessori è molto superiore alla media si può 
ritenere che vi sia una lacuna nel rilevamento. In questi casi si mantiene valido l'ultimo rilevamento 
per un periodo quadruplo rispetto a quello medio. Se non vi sono ulteriori rilevamenti i dati si 
considerano non associabili. 
Tutti i dati vengono normalizati in funzione del valore massimo che possono assumere, 
essendo questa una richiesta specifica dello shell per reti neurali utilizzato. Nella Tab.3 .5 si 
riportano i valori utilizati. 
parametro\ valore minimo massimo 
Flusso (veic./h) o 6000 
densità (veic./km) o 150 
velocità {kmlh) o 200 
percentuale pesanti o 100 
luminosità l (buio) 6 (viva luce) 
Visibilità (m) o >520 
Tipo meteo O (sereno) l (pioggia) 
VMS (messaggi di O (assenza) !(incidente) 
informazione) 2 (coda) 3 (nebbia) 
Tab. 3.5: Intervallo numerico di normalizzazione dei 
parametri utilizzati 
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3.3. CLASSIFICAZIONE DEI DATI 
3.3.1. La classificazione per la ricostruzione delle curve di deflusso 
Esiste una forte disomogeneità nella frequenza con cui si presentano le diverse situazioni 
di flusso: i campioni di flusso instabile o prossimo alla capacità sono estremamente meno 
numerosi rispetto, ad esempio, a quelli di flusso stabile. Poiché si vuole rappresentare il processo 
in tutte le sue caratteristiche, prima dell'estrazione del campione per l'apprendimento, è necessario 
classificare i dati. 
A tale scopo si è creata una variabile aggiuntiva, nella struttura del database ESTRATTI, 
chiamata CATEGORIA, alla quale si è associato un primo criterio di associazione. Tale criterio si 
basa sulla rilevazione delle seguenti informazioni: presenza di pioggia, di neve/ghiaccio, di 
messaggi sui pannelli, percentuale di veicoli pesanti (il valore medio sulle tre corsie), la visibilità e 
la luminosità. Considerando queste informazioni come parte (bit) di una informazione complessa 
(byte) si costruisce la parola binaria che rappresenta la categoria a cui appartiene il dato. In questo 
caso 8 bit sono sufficienti a identificare i vari casi. Precisamente, partendo dal bit meno 
significativo, l'associazione utilizzata è la seguente: 
bit O = pioggia 
bit l =neve/ghiaccio 
bit 2 = messaggi sui pannelli 
bit 3 = percentuale di veicoli pesanti superiore al 25% 
bit 4 = visibilità 
bit 5 = visibilità 
bit 6 = luminosità 
bit 7 = luminosità 
I primi 4 bit valgono l se l'informazione a cui sono associati si è verificata; per la visibilità, 
che varia da O a 520metri, si è suddiviso l'intervallo in tre segmenti: da O a 20, da 20 a 120 e da 
120 a 520, e di conseguenza i due bit associati (bit 4 e bit 5) valgono 00, 01, Il rispettivamente; 
per la luminosità, che varia da l a 6, si è suddiviso l'intervallo in tre gruppi: l e 2, 3 e 4, 5 e 6, e di 
conseguenza i due bit associati (bit 6 e bit 7) valgono 00, O l, Il rispettivamente. 
N el caso siano presenti tutte le informazione nella codifica massima la variabile 
CATEGORIA assume il valore di 175. Si è, pertanto, potuto utilizzare il valore di 255 per 
classificare quei record che non sono completi di tutti i dati accessori e, per questo particolare 
lavoro, non sono utilizzabili. 
Una seconda classificazione è stata fatta in base al valore di densità. Una variabile 
numerica DENSCLAS rappresenta una classe di densità calcolata secondo il seguente algoritmo: 
DENSCLAS = (densità/3 +l) * [- (densità~ 39)] + (densità/I O+ l O) * [- (densità> 39)] (3 .l) 
dove densità è la variabile che contiene il valore di densità. L'espressione in parentesi quadra 
rappresenta un if logico e vale (in SUPERBASE) O se è falsa, -l se vera. Si è voluto in questo 
modo differenziare le classi di densità prossime allo zero da quelle prossime alla saturazione 
poiché per le prime è necessaria una maggiore risoluzione. Le classi per densità minori o uguali a 
39 veic./km hanno una risoluzione di 3 veic./km, le altre di 10 veic./km. La scelta del valore 39 
(veic./km) per la densità è stata fatta su basi empiriche, ritenendo tale valore ragionevole per 
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comprendere i valori di densità ottima in tutte le possibili condizioni di flusso; inoltre, 39 è 
divisibile per 3 e 40 è divisibile per l O. 
L'unione delle due variabili, detta COMPINDEX, definisce la chiave di classificazione 
definitiva. 
3.3.2. La classificazione per la predizione temporale del flusso 
La classificazione per la predizione temporale del flusso (programma Nopestra.SBP) è una 
elaborazione della classificazione precedente (paragrafo 3.3.1) sviluppata su una sequenza di dieci 
eventi consecutivi. Con evento si intende, in questo contesto, un singolo rilevamento di flusso e si 
definisce consecutivo ad un altro evento, un evento che non sia stato rilevato più di 150 secondi 
dopo. Si ricorda che i tempi tra i rilevamenti non sono fissi. Pertanto la sequenza di dieci eventi 
che viene classificata è composta da eventi distanti non più di 150 secondi e, quindi, la durata 
della sequenza può avere un massimo di 1500 secondi (25 minuti); come descritto più avanti la 
durata media risulta di 8.67 minuti. 
Si assume, poi, che, nel caso un evento risulti essere a più di 150 secondi dal precedente, i 
nove eventi precedenti quell'evento non possano essere usati come punto iniziale di una sequenza 
ma solo come punti intermedi o finali. 
Il calcolo della variabile CATEGORIA, descritta al paragrafo precedente, viene effettuato 
per tutti i dieci eventi. A coppie di eventi, tenendo fisso il primo e confrontandolo con gli altri 
nove, il secondo con i successivi otto, ecc ... , si verifica se il valore di CATEGORIA o di 
DENSITA è diverso. Se è diverso viene incrementata una variabile che tiene conto del totale delle 
diversità ADDEND (massimo valore assunto 45). Se il primo elemento della coppia è anche il 
primo elemento della sequenza, viene calcolata la quantità, BASE che tiene conto solo degli 
eventi dissimili dal primo: 
BASE= BASE+ 21\(i- 2) (3.2) 
dove i, che varia da 2 a l O, è la posizione dell'evento di confronto all'interno della sequenza. 
Se il valore di CATEGORIA è 255 o la distanza tra gli eventi è maggiore di 150 secondi, 
l'indice di classificazione, NOP, vale 255. Altrimenti si assume NOP =BASE. 
Questo tipo di classificazione è evidentemente orientato ad individuare disomogeneità nel 
tempo delle sequenze di eventi e pertanto viene data importanza al valore assunto all'interno della 
sequenza dalla variabile CATEGORIA. Questa pesa abbastanza bene tutti i possibili casi rilevabili. 
Una diversa classificazione potrebbe essere auspicabile nel momento in cui il numero di eventi 
della sequenza fosse minore di quello scelto per questa ricerca. 
Come per la precedente classificazione (paragrafo 3.3 .l) la chiave di classificazione 
definitiva è costituita dall'unione dei due parametri, CATEGORIA e NOP. 
3.4. L'ESTRAZIONE DI CAMPIONI CASUALI 
Il concetto di estrazione dei dati è identico sia nel caso di ricostruzione della curva di 
deflusso che per la predizione temporale. Per il modello di riconoscimento della stabilità del 
flusso, si adotta, invece, una diversa impostazione. 
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Per i primi due modelli, l'estrazione dei dati, dovendo rispettare il più possibile le 
caratteristiche del processo, viene effettuata per classi con un numero massimo di elementi, 
compatibilmente con la loro stessa frequenza media. Questo problema insorge a causa di una non 
omogenea distribuzione dei dati nelle classi, ci sono classi con frequenze molto elevate 
corrispondenti a condizioni di flusso stabile, e classi con pochi elementi corrispondenti a 
combinazioni particolari dei parametri o a condizioni di flusso instabile. L'obiettivo da raggiungere 
con l'estrazione è quello di estrarre il numero più elevato di elementi per classe mantenendo il più 
omogeneo possibile il numero di estrazioni per classi. Come indicatore di tale criterio, I, si è 
assunta la seguente relazione: 
I= 
Ne 
2:(N-Ni)2 
i=1 
(3.3) 
dove Ni rappresenta il numero di campioni che si sono effettivamente potuti estrarre (se il numero 
di campioni da estrarre è maggiore del numero degli elementi della classe, Ni coincide con 
quest'ultimo), N il numero di campioni che si sarebbero voluti estrarre ed Ne il numero di classi 
presenti. E' ovvio che N è sempre maggiore o uguale ad Ni . Quindi, se le classi contenessero tutte 
almeno N elementi l'indicatore, l, varrebbe O. Poichè ciò non si verifica se non per valori di N=2 
per il primo modello e N=1 per il secondo e si è più interessati ad una buona omogeneità del 
campione complessivo piuttosto che a quella di singole classi, si scelgono valore di N tali per cui 
1~2. 
Per il primo modello il numero di estrazioni per classe è risultato di 5 elementi, e per il 
secondo di 3. Si osserva che la bassa frequenza per classe è abbastanza ben compensata dal 
procedimento iterativo di apprendimento della rete neurale, che considera lo stesso insieme 
d'apprendimento più volte. 
La sezione di rilevamento utilizzata per la ricostruzione delle curve di deflusso è stata la 
8.1. La considerazione alla base della scelta è che in prossimità del casello siano più frequenti 
fenomeni di coda e, quindi, i valori di densità rilevati possano essere frequentemente maggiori 
della densità ottima. Si presume che rispetto a sezioni più a monte vi sia una migliore 
distribuzione dei dati; la presenza di tutti i rilevamenti meteo per questa sezione ha indotto a 
scartare quelle più a valle verso il casello. Il numero di record estratti dai rilevamenti è circa 
360.000, a cui vanno tolti record risultati incompleti o errati, arrivando ad un totale di 346.000 
record utili. Le classi presenti sono 191. Estraendo 5 elementi per classe si ottiene un campione di 
811 record (completo al 85% ). Da questo campione si estraggono casualmente i due insiemi di 
dati per il test e l'apprendimento: 405 per l'uno e 406 per l'altro. 
La sezione di rilevamento utilizzata per la predizione temporale dei dati di flusso è stata la 
4 .1. La scelta della stazione 4 ha voluto privilegiare la posizione intermedia della sezione e la 
possibilità di correlare successivamente i dati sia con le sezioni più a valle che a monte. Inoltre, la 
stazione 4 dispone di tutti i rilevamenti meteo. A partire dal 15 Luglio la stazione 4 risulta non 
funzionante e la sezione di rilevamento è stata sostituita con la 5 .1. Il numero di record estratti dai 
rilevamenti è circa 350.000. I record utilizzabili per la ricostruzione di sequenze valide sono 
risultati circa 294.000. Le classi presenti sono 2957. Estraendo 3 elementi per classe si ottiene un 
campione di 7867 record (completo al 89%). Da questo campione si estraggono casualmente i 
due insiemi di dati per il test e l'apprendimento: 3934 per l'uno e 3933 per l'altro. 
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3.5. LA PREPARAZIONE DEL SET DEI DATI PER IL MODELLO DI STABILITÀ 
Questo modello ha lo scopo di identificare la condizione di stabilità del flusso come 
descritto in modo più approfondito nel paragrafo 4.2 e 4. 4. La realizzazione del modello con rete 
neurale ha l'unico scopo di sfruttare la loro capacità di interpolazione per limitare il numero 
campioni da utilizzare. Difatti, se si disponesse di capacità di memoria illimitate e potenzialità 
sufficienti per gestirle, il problema si potrebbe affrontare con una look-up table deterministica e 
dai risultati esenti da errore. Le informazioni necessarie sono ricavate dal modello di ricostruzione 
della curva di deflusso, flusso-densità: poiché non vi è limite al numero di curve ricostruibili, 
variando il valore dei parametri con valori discreti o meno nelle possibili combinazioni si tratta di 
individuare un sottoinsieme ragionevole di tali curve, limitato ma rappresentativo del fenomeno. 
E' quindi questa limitazione operativa che giustifica l'uso di una rete neurale le cui capacità di 
interpolazione sono ben note (Sjoberg J. et al., 1994; Curram et al., 1994). 
Sia per l'apprendimento che per il test sono state scelte 32 distinte relazioni flusso-densità 
corrispondenti ad altrettante combinazioni di parametri. La scelta di queste combinazioni di 
parametri è stata quella di disporre delle situazioni estreme e di un buon numero di situazioni 
intermedie. Per quanto riguarda il set di test, il campione ha dati per valori di densità compresi tra 
O e 150 veic./km. Il campione di apprendimento è stato tagliato dei dati estremi per non 
appensantire troppo la fase di apprendimento. Difatti le zone estreme, con bassi valori di densità, 
ma soprattutto quella con densità elevate (maggiori di quella ottima), non contribuiscono a 
modificare il comportamento del modello rimanendo inalterata l'informazione di flusso instabile. 
Pertanto, poiché la capacità di estrapolazione della rete neurale avviene semplicemente 
mantenendo l'ultimo valore acquisito non vi è ragione di far apprendere alla rete i valori estremi. 
Le zone in cui viene divisa la curva di deflusso sono tre, come comunemente riportato in 
letteratura (Blosseville et al, 1994): una zona stabile, una critica ed una instabile a cui si associano 
i valori l, 0.5 e O. La zona critica è intermedia alle altre due in corrispondenza del massimo valore 
di flusso. La zona stabile è corrispondente ai rimanenti valori della curva con derivata prima 
positiva, la zona instabile è corrispondente ai rimanenti valori della curva con derivata prima 
negativa. L'individuazione del valore di massimo flusso non è banale in quanto, più che un punto, i 
risultati sperimentali (Capitolo l, Parte IV) hanno mostrato una zona piatta con ampiezza variabile 
a seconda della combinazione di parametri scelta. Vi sono poi alcune "riseghe" nella curva di 
difficile comprensione e presumibilmente attribuibili o alla scarsità e rumorosità dei dati o a 
processi di transizione di stato (dallo stabile allo instabile e viceversa). Pertanto come zona stabile 
si considera l'intervallo di densità che comprende variazioni del flusso fino al l 0% del valore di 
flusso massimo. 
I tre insiemi di dati hanno una diversa estensione per i valori di densità, essendo 
sicuramente più numerosi, in ordine decrescente, quelli della zona instabile, stabile e critica. 
Poiché è necessario disporre di sottoinsiemi bilanciati, cioè con circa lo stesso numero di valori 
per le tre zone di identificazione del flusso affinché l'apprendimento avvenga con la stessa 
probabilità. Individuata la numerosità della zona critica si individua un pari numero di casi per le 
altre zone. Il campione di apprendimento per ogni relazione flusso-densità risulta essere composto 
mediamente da 42 valori per ogni relazione flusso-densità rappresentata. 
Il campione di apprendimento risulta composto da 1344 dati e quello di test da 4800 dati. 
208 
Il Controllo di un deflusso autostradale con reti neurali Parte III - Lo Scenario di Rilevamento dati ... 
4.I~ODELLinwPLEMENTATI 
4.1. IL MODELLO DI RETE NEURALE FEEDFORW ARD 
Il modello di rete neurale utilizzato per tutti e tre i modelli è quello feedforward con 
apprendimento di tipo backpropagation, descritto nel capitolo 2. 7 della Parte II. 
Gli accorgimenti utilizzati per l'apprendimento e l'uso della rete sono descritti nel capitolo 
3. della Partell. 
Quello che operativamente è necessario compiere è una tecnica di "pruning" o potatura su 
una struttura generica sicuramente sovradimensionata. Si parte da una rete con due strati nascosti 
con 8 neuroni nel primo e 6 nel secondo. Si inizia l'apprendimento che si conclude quando l'errore 
sui dati di apprendimento è piccolo (p.e., RMSE ~ 0.01) oppure il valore di RMSE sui dati di test 
diviene crescente. In quest'ultimo caso si individua il cosiddetto overfitting, o 
sovrallenamento,trattato nel capitolo 3.1. della Parte II. Recenti lavori (p.e., Master, 1993) 
suggeriscono che questo fenomeno avvenga essenzialmente per due motivi: il primo è che la rete 
non sia correttamente dimensionata rispetto ai dati disponibili, il secondo che i dati non siano 
sufficientemente rappresentativi della funzione da implementare, per cui i due insiemi di dati, di 
test e di train, risultano molto dissimili dando origine all'overfitting. Nel proseguimento del lavoro 
si tiene conto della sola prima motivazione, per ovvie limitazioni pratiche. 
Oltre a variare la dimensione della rete è possibile modificare la funzione di trasferimento 
dei singoli neuroni. In teoria tutti i neuroni di tutti gli strati possono assumere funzioni di 
trasferimento qualsivoglia, purchè continue e infinitamente derivabili. In pratica le applicazioni di 
questa architettura presenti in letteratura utlizzano per il primo strato, quello di input, una 
funzione di trasferimento di tipo lineare e così ogni modello implementato in questa ricerca. 
Difatti, tentativi di utilizzare diverse funzioni di trasferimento hanno dato risultati disastrosi. Si 
utilizza, inoltre, un altro accorgimento anch'esso presente in letteratura: quello di utilizzare la 
stessa funzione di trasferimento per i neuroni appartenenti allo stesso strato. Ciò dovrebbe 
semplificare l'individuazione della configurazione ottimale. 
Le funzioni di trasferimento utilizzabili sono la sigmoide, la tangente iperbolica (tanh) e il 
seno. Il seno non ha mai dato risultati apprezzabili richiedendo, oltrettutto, un numero elevato di 
cicli di apprendimento. Pertanto non verrà considerata nel seguito del lavoro. 
4.2. I TRE MODELLI IMPLEMENTATI 
L'interesse della ricerca è quello di sviluppare i modelli necessari per implementare un 
controllo del deflusso veicolare. Per sistema di controllo del flusso deve intendersi un sistema che 
induca variazioni del flusso, o per limitazione negli accessi o per riduzione di velocità, per 
esempio, con l'uso di pannelli a messaggio variabile. La definizione non è, quindi, da intendersi 
nell'accezione della teoria dei controlli e non vi è la necessità di verifica di stabilità del controllo 
stesso in quanto il sistema non è in grado di retroazionarsi positivamente. Inoltre, eventi anomali, 
quali gli incidenti o altre perturbazioni al flusso, possono creare condizioni di instabilità del flusso 
imprevedibili, rendendo vani approcci troppo complicati di controllo. E', quindi, necessario 
prevedere le condizioni di flusso instabile per aumento della densità, per esempio perché è 
cambiata la dinamica degli arrivi, così come per l'instaurarsi di perturbazioni. Per limitare l'attività 
di ricerca e anche poiché il settore di ricerca relativo al riconoscimento delle situazioni di incidente 
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con reti neurali è già ben sviluppato (per esempio, Ritchie et al., 1993), ci si dedica alla sola 
previsione delle condizioni del flusso. 
La realizzazione del modello finale, che consente la valutazione delle condizioni di stabilità 
o meno del flusso e l'individuazione del valore di velocità di controllo del flusso, avviene in tre fasi 
a cui corrispondono tre distinti modelli "elementari": il modello per la ricostruzione della curva di 
deflusso, il modello per il riconoscimento della stabilità del flusso e il modello per la predizione 
temporale del flusso. Il modo con cui questi modelli interagiscono è presentato in fig.4.1. Nella 
fig. 4 .l viene indicato in modo differente il modello di predizione, come "Predizione dei valori di 
flusso" e "Modello per la predizione dei valori di flusso". La rete è sempre la stessa, la differenza è 
dovuta all'uso che se ne fa: nel primo caso è in tempo reale, cioè dato un insieme di valori di 
ingresso si ricavano i valori di uscita in tempo reale; nel secondo si utilizzano le curve che 
pongono in relazione il flusso di ingresso con le velocità predette in uscita, ricavando da queste la 
corrispondenza tra valore di flusso e di velocità di controllo. Va fatto notare che in questo caso, 
poiché si opera a livello di singole sezioni, una situazione di congestione si affronta aumentando la 
velocità di controllo e, di conseguenza, a parità di flusso ad abbassare il valore di densità. Nelle 
applicazioni su tratte ~ più sezioni si adotta una regolazione di velocità che tende a ridurre la 
velocità nelle sezioni a monte e, quindi, il flusso nelle sezioni a valle soggette a congestione, cioè 
ancora ad abbassare il valore di densità. E' ovvio che questo controllo potrebbe a sua volta 
provocare instabilità, a monte, o ad essere impraticabile per la perdurante condizione (anche 
parziale o tendenziale) di congestione anche sulle sezioni a monte. 
MODELLO COMPLETO 
Ricostruzione 
curve di deflusso 
~ Stabilità e flusso di 
Valori di flusso 
........ Predizione Valutazione controllo -- ........ -/ dei valori di flusso / della stabilità -
Flusso Velocità 
di controllo Modello per la di controllo - ........ predizione -- / -
dei valori di flusso 
Fig. 4.1: Il modello complessivo finale nelle sue parti elementari 
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4.31L MODELLO PER LA RICOSTRUZIONE DELLE CURVE DI DEFLUSSO: APPRENDIMENTO E 
TEST 
Il modello per la ricostruzione delle curve di deflusso ha la struttura di fig. 4.2. La scelta di 
porre la densità in ingresso e il flusso in uscita non è casuale ed è dovuta al fatto che la funzione 
che esse rappresentano non è biunivoca, ma univoca solo per valori di densità. L'idea di porre in 
uscita anche il valore di velocità piuttosto che creare un altro modello con in ingresso la densità 
ed in uscita la velocità, è conseguente alla considerazione che una relazione R n~ R 2 piuttosto che 
R n~ R 1 consente di meglio rappresentare un processo che è a tre variabili congiunte non 
separate; la superficie di errore risultante è sicuramente più complessa per una relazione R n~ R2 
e, in questo modo, la rete neurale può apprendere meglio la complessità del processo. 
In Tab. 4.1 si riporta la sintesi delle misure di test preliminari effettuate. I valori di A e di Jl 
si riferiscono rispettivamente al coefficiente di apprendimento e di momento utilizzati. La funzione 
di trasferimento è la sigmoide; altre funzioni non danno risultati soddisfacenti con nessuna 
architettura, anzi l'appredimento risulta essere persino non convergente. 
Si rimanda al capitolo 3 per la trattazione dei dati e la scelta delle variabili. 
Si può notare come valori di A elevati, A=5, non diano risultati soddisfacenti. Ciò è 
presumibilmente dovuto al fatto che un passo di apprendimento troppo grande impedisca 
l'individuazione di minimi troppo localizzati delle funzione di errore. La configurazione indicata in 
fig.4.3 è quella che dà i migliori risultati: una rete con un solo strato nascosto con 4 neuroni. Per 
meglio valutare l'importanza del passo di apprendimento si è approfondito lo studio di questa 
configurazione, Tab.4.2. La rete con due strati nascosti, 8 + 4 neuroni, ha un RMSE paragonabile, 
ma ha un rapporto d'errore decisamente più stàvorevole (cioè è più polarizzata) e soprattutto ha 
prestazioni peggiori per il flusso che è invece il parametro più importante. 
RICOSTRUZIONE DELLE CURVE DI DEFLUSSO 
Densità -
Meteo -- Flusso Visibilità --- -
Luminosità - Velocità -
%veic. pesanti ----
Messagi VMS --
Fig. 4.2: Il modello per la ricostruzione delle curve di deflusso 
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No. lterazioni 10000 20000 30000 40000 50000 60000 
Neuroni flusso velocità flusso velocità flusso velocità flusso velocità flusso velocità flusso velocità 
A.=3 J.l= 0.6 
4 error rate 0.58942 0.28811 0.52409 0.29694 0.36183 0.26953 0.3668 0.18984 
ave error 0.08834 0.05967 0.08463 0.06223 0.07496 0.06093 0.06978 0.04725 
rmse 0.11974 0.07771 0.1161 0.08127 0.10638 0.08139 0.10155 0.06678 
regr.lin. 0.85135 1.01228 0.83682 1.02877 0.85712 1.03724 0.96711 0.97127 
6 error rate 0.62576 0.30451 0.5671 0.30345 0.68662 0.26474 0.62161 0.22283 
ave error 0.10137 0.06062 0.09267 0.06873 0.08675 0.06912 . 0.09272 0.06781 0.08668 0.06409 
rmse 0.13739 0.07944 0.12959 0.09166 0.12555 0.09262 0.12794 0.09203 0.11904 0.08728 
regr.lin. 0.80993 1.02901 0.80925 1.078 0.88629 1.09684 0.85312 1.09928 0.87361 1.07246 
8 error rate 0.55788 0.26567 0.46378 0.26363 0.33581 0.23382 0.34106 0.22047 0.35675 0.19615 
ave error 0.0961 0.05819 0.0832 0.06106 0.0695 0.05495 0.07298 0.05375 0.07778 0.04902 
rmse 0.13077 0.07869 0.11603 0.07935 0.10072 0.07807 0.1004 0.0763 0.10173 0.06997 
regr.lin. 0.81534 1.04564 0.85757 1.02444 0.90321 1.04476 0.88363 1.05415 0.8407 1.01817 
8+4 error rate 0.56887 0.37582 0.67214 0.24116 0.508 0.24161 0.4962 0.29659 0.51676 0.26722 0.53674 0.26309 
ave error 0.09496 0.08632 0.08834 0.05461 0.07338 0.04868 0.0764 0.05476 0.07363 0.05534 0.07616 0.04985 
rmse 0.12571 0.11139 0.11804 0.06909 0.10277 0.06306 0.10691 0.07235 0.10272 0.07374 0.10654 0.06434 
regr.lin. 0.91573 1.12575 0.90069 0.99972 0.96369 0.98059 0.98618 1.05658 1.02776 1.07057 1.06021 1.01116 
A.=5 J.l= 0.6 
5+3 error rate 1.08903 0.22188 0.80239 0.23233 0.28143 0.40006 0.64541 0.19255 0.57811 0.18472 
ave error 0.14872 0.04924 0.10702 0.05759 0.09235 0.05284 0.08563 0.0537 0.0801 0.05298 
rmse 0.19491 0.06863 0.13983 0.07998 0.12269 0.07428 0.11616 0.07613 0.11346 0.07497 
regr.lin. 0.53768 1.04409 0.75347 1.07197 0.8492 1.05981 0.89249 1.079 0.87713 1.07391 
T ab. 4.1: Sintesi delle misure effettuate per l'individuazione della configurazione ottimale del modello per la ricostruzione delle curve di deflusso 
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errar rate 
ave errar 
rmse 
r.lin. 
0.40226 0.18557 0.33203 0.18945 0.31997 0.17544 0.31492 0.17904 
0.07080 0.04857 0.06777 0.04826 0.06898 0.04828 0.06688 0.04590 
0.09881 0.06863 0.09658 0.06900 0.09656 0.06559 0.09450 0.06430 
0.93688 1.01326 0.92422 1.03986 0.86116 0.97644 0.87638 0.99877 
lteraziani 
errar rate 0.31692 0.18043 
ave errar 0.06625 0.04565 
rmse 0.09369 0.06320 
r.lin. 0.88452 0.99754 
0.31491 0.18655 
0.06588 0.04558 
0.09358 0.06311 
0.88123 1.00510 
Tab. 4.2: Analisi del minimo globale con variazione decrescente del passo di apprendimento per 
la configurazione ad un solo strato nascosto e con 4 neuroni. 
I risultati dell'approfondimento sono riportati in Tab. 4.2. La configurazione ottimale è 
quella contraddistiata con il fondo grigio, con un numero di iterazioni pari a 60.000. L'errore per il 
flusso è RMSE= 0.09339, percentuale di errore= 0.31598, errore medio= 0.06567, per la velocità 
è RMSE= 0.06322, percentuale di errore = 0.12188, errore medio= 0.04558. n modello di rete 
neurale è in fig. 4.3. 
lineare 
densità 
condiz. meteo 
sigmoide 
visibilità 
flusso 
luminosità 
velocità 
0/oveicoli pesanti 
messaggi VMS 
Fig. 4.3: Modello ottimo per la ricostruzione della curva di deflusso 
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4.4 IL MODELLO PER IL RICONOSCIMENTO DELLA STABILITÀ: APPRENDIMENTO E TEST 
n modello per il riconoscimento della stabilità del flusso ha la struttura di fig. 4.4. n 
modello differisce dal precedente per l'aggiunta, nei parametri di ingresso, del valore di flusso, in 
quelli di uscita, per averne uno solo, la valutazione della stabilità. Questo modello è conseguenza 
del precedente modello sulla ricostruzione delle curve di deflusso (come descritto in 3.5): cioè 
note quelle curve e il valore di densità si ricava immediatamente l'informazione sulla derivata 
prima e, quindi, sulla stabilità. n problema si potrebbe risolvere, come già detto in 3.5, con una 
look-up table, che dato il numero elevato di parametri e la loro ampia variabilità, ha 
l'inconveniente di richiedere un numero elevatissimo di dati. L'introduzione di una rete neurale 
consente di ridurre la complessità del problema, riducendo il numero di curve campione 
opportunamente scelte, sfruttando la capacità di interpolazione delle reti neurali. n parametro di 
flusso sarebbe inutile come variabile di ingresso se il processo fosse deterministico, poiché il 
segno della derivata prima è identificabile dal solo valore di densità: si può facilmente verificare la 
forte rumorosità presente dei dati. Inoltre, non va dimenticato che le variabili fondamentali del 
flusso possono essere considerate legate dalla equazione fondamentale del flusso solo in 
condizioni di omogeneità spaziale e temporale del flusso. L'aggiunta del parametro flusso in 
ingresso ha l'obiettivo di includere nel modello queste due ultime considerazioni. Si realizza, 
quindi, una relazione R 7 ~R 1. 
In Tab. 4.3 si riporta la sintesi delle misure di test preliminari effettuate. I valori di 'A. e di 
Jl si riferiscono rispettivamente al coefficiente di apprendimento e di momento utilizzati. La 
funzione di trasferimento è la sigmoide e la tangente iperbolica; la funzione seno non dà risultati 
soddisfacenti con nessuna architettura, anzi l'appredimento risulta essere persino non convergente. 
Si rimanda al capitolo 3 per la trattazione dei dati e la scelta delle variabili. 
Si riportano gli esempi per i soli valori di À.=2 e 11 = 0.6, negli altri casi i risultati ottenuti 
sono particolarmente insoddisfacenti. L'apprendimento è risultato particolarmente difficoltoso 
anche per il verificarsi, abbastanza spesso, del fenomeno di azzeramento dei pesi. E' noto che la 
tecnica backpropagation non è applicabile a reti con pesi nulli; è buon accorgimento, infatti, 
provvedere all'inizializzazione dei pesi con valori piccoli ma non nulli prima di ogni fase di 
apprendimento. n raggiungimento in fase di apprendimento della configurazione a pesi nulla ne 
blocca l'appredimento, rende inutilizzabile la rete ed è necessario riinizializzare i pesi e 
ricominciare dall'inizio l'apprendimento. Alcune configurazioni, come la 8+6 sigmoidale, superato 
il limite delle 90.000 iterazioni, esibiscono costantemente questo fenomeno. Questa anomalia 
deve attribuirsi allo shell utilizzato che, probabilmente, con funzioni di errore particolarmente 
complicate non è in grado di applicare correttamente l'algoritmo di minimizzazione. 
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À=2 Jl= 0.6 funzione di trasferimento Sigmoide funzione di trasferimento Tanh 
Neuroni lterazioni 50000 90000 130000 170000 210000 50000 90000 130000 170000 210000 
4 error rate 0.082689 0.053952 0.049281 0.058317 0.07471 0.051157 0.048475 0.045225 0.045488 
ave error 0.017744 0.014246 0.013525 0.01592 0.02020 0.016163 0.015783 0.013697 0.014117 
rmse 0.066934 0.052438 0.051491 0.052556 0.07043 0.058202 0.059606 0.053552 0.057986 
regr.lin. 1.089253 0.990406 0.991957 1.025535 1.088311 0.975549 0.968818 0.977233 0.961913 
malclass .• 74 87 85 99 88 85 84 73 73 
6 error rate 0.071175 0.07629 0.053017 0.049572 0.04917 0.051548 
ave error 0.016831 0.01966 0.015039 0.015054 0.014433 0.01527 
rmse 0.064461 0.07067 0.055365 0.055588 0.055513 0.062006 
regr.lin. 1.10411 o 1.08415 0.977334 0.9766 0.965424 0.950654 
malclass. 87 85 79 81 74 86 
8 error rate 0.086635 0.052298 0.056512 0.060578 0.054439 0.09967 0.067978 0.075912 0.089791 
ave error 0.018457 0.013464 0.014085 0.014122 0.015313 0.02184 0.015543 0.015758 0.017086 
rmse 0.070987 0.050515 0.050864 0.050284 0.055308 0.07548 0.053156 0.050341 0.048971 
regr.lin. 1.089701 0.994458 0.999958 1.014119 0.956276 1.09468 0.983717 0.992053 0.991636 
malclass. 73 82 75 68 66 84 84 74 71 72 
5+3 error rate 0.054503 0.054591 0.047654 0.906403 
ave error 0.018317 0.016255 0.015054 0.092691 
rmse 0.077032 0.054643 0.053725 0.102052 
regr.lin. 1.103172 0.998787 1.034293 0.934571 
malclass. 75 76 74 136 
6+6 error rate 0.069783 0.043834 0.071517 
ave error 0.015605 0.012793 0.017426 
rmse 0.057032 0.050583 0.055819 
regr.lin. 1.072911 0.988356 1.025085 
malclass .• 75 75 119 
Tab. 4.3: Sintesi delle misure effettuate per l'individuazione della configrazione ottimale del modello per il riconoscimento della stabilità del flusso 
(continua nella pagina seguente) 
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8+2 error rate 0.940665 0.896502 0.90422 
ave error 0.041212 0.035513 0.077724 
rmse 0.07121 0.054523 0.086741 
regr.lin. 1.113812 1.014655 0.991776 
malclass. 75 73 76 
8+4 error rate 0.11648 0.060533 0.053544 
ave error 0.01855 0.015287 0.016292 
rmse 0.07365 0.057124 0.057501 
regr.lin. 1.11928 1.030606 0.995231 
malclass. 88 105 77 
8+6 error rate 0.102604 0.041178 0.185707 0.89298 0.939314 0.07172 
ave error 0.020356 0.013789 0.013243 0.03538 0.136185 0.018251 
rmse 0.077444 0.060185 0.054769 0.07971 0.146468 0.065035 
regr.lin. 1.125841 0.977394 1.004078 0.99425 0.831784 0.939934 
malclass. 81 84 61 136 2403 49 
Tanh solo sul 10 Tanh solo sul 2 
strato nascosto strato nascosto 
casi per 50.000 e casi per 80.000 e 
130.000 iterazioni 210.000 iterazioni 
Tab. 4.3: Sintesi delle misure effettuate per l'individuazione della configurazione ottimale del modello per il riconoscimento della stabilità del flusso 
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RICONOSCIMENTO DELLA STABILITA' DEL FLUSSO 
Densità --
Meteo --
Visibilità --
Luminosità --
%veic. pesanti --
Messagi VMS --
Flusso --
---
Stabile 
Flusso Critico 
Instabile 
Fig. 4.4: n modello per il riconoscimento della stabilità del flusso 
In T ab. 4.3 sono riportati i risultati delle misure; "malclass." sta per mal classificato e indica 
il numero di casi che, su tutto il campione di test, non vengono classificati correttamente. Poiché è 
importante rilevare il cambio di stato e non il valore preciso della valutazione, si considera 
accettabile una valutazione della stabilità con un errore del 10% (tra 0.9 e l) così come per la 
instabilità (tra O e 0.1). n numero di malclassificati si riferisce pertanto a questa convenzione. 
sigmoide 
densità 
condiz. meteo 
visibilità 
luminosità stabilità 
o/oveicoli pesanti 
messaggi VMS 
flusso 
Fig. 4.5: Modello ottimo per il riconoscimento della stabilità del flusso 
La configurazione ottimale è quella rappresentata in fig.4.5 e contraddistinta in Tab. 4.3 
con il fondo grigio con un numero di iterazioni pari a 210.000. L'errore per il flusso è RMSE= 
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0.042959, percentuale di errore = 0.076839, errore medio= 0.010595 e misplaced=38. L'errore 
commesso appare abbastanza basso. in tutte le misure ma è ovvio che è possible ulteriormente 
ridurre l'errore aumentando il numero di casi (disponibili) utilizzati per l'apprendimento della rete. 
4.5.1L MODELLO PER LA PREDIZIONE TEMPORALE DEL FLUSSO: APPRENDIMENTO E TEST 
Il modello per la predizione dei dati di flusso, velocità e densità, ha la struttura di fig.4.6. 
Oltre ai dati già presenti negli altri modelli, meteo, messaggi VMS, percentuale veicoli 
pesanti, visibilità e luminosità, sono presenti in ingresso la densità, il flusso e la velocità, di cui si 
richiede la predizione temporale, e l'intervallo temporale di predizione, deltaT. Questo parametro 
si è reso necessario poiché l'intervallo di rilevamento dei dati di flusso non è costante e, di 
conseguenza, anche la lunghezza temporale della sequenza è variabile e condiziona sicuramente la 
capacità di predizione. L'idea di studiare l'effetto del numero degli elementi che compongono la 
sequenza, non è stata sviluppata poiché il primo esperimento, con i soli due elementi estremi ha 
dato risultati più che soddisfacenti, tali da suggerire, in un eventuale sviluppo futuro della ricerca, 
lo studio di sequenze più lunghe. Nel modello implementato, deltaT rappresenta la durata di dieci 
eventi; come mostrato in tab. 4.4 deltaT ha una varianza di 69.62 secondi che indica, a parte un 
masssimo di 17 minuti, una scarsa rappresentitività per valori lontani dal valore medio. Nell'uso 
del modello si deve, pertanto, mantenere cautelativamente questo valore tra i 7 e i 9 minuti. Le 
caratteristiche dei valori di flusso di ingresso e di predizione sono in Tab. 4.4. Si ricorda che i 
valori sono normalizzati secondo i valori della Tab. 3.5. ll numero di dati per l'apprendimento è 
3935. 
RICONOSCIMENTO DELLA STABILITA' DEL FLUSSO 
Densità -
Flusso -
Velocità - Densità delta T -- Flusso Meteo --- Velocità Visibilità -- -
Luminosità (valori ali 'istan - t+ delta T) 
%veic. pesanti 
te 
--
Messagi VMS -
Fig. 4. 6: Il modello per la predizione dei dati di flusso 
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in Ingresso in Uscita 
trai n 
densità flusso velocità delta T densità flusso velocità 
media 0.02482 0.183212 0.509551 7.92m 0.025304 0.18801 0.509231 
dev. st. 0.01535 0.120631 0.056568 57.70s 0.015531 0.122867 0.056076 
massimo 0.41333 0.7375 0.65 17.96m 0.4 0.7667 0.66 
minimo. 0.0067 0.0090 0.060 88s 0.067 0.0087 0.075 
in Ingresso in Uscita 
test 
densità flusso velocità delta T densità flusso velocità 
media 0.02421 0.176511 0.509226 8.67m 0.024649 0.179985 0.509089 
dev. st. 0.01596 0.116847 0.05477 69.22s 0.016570 0.119283 0.054223 
massimo 0.4 0.7635 0.67 17m 0.4067 0.7200 0.655 
minimo. 0.0067 0.0063 0.075 85s 0.067 0.009 0.089 
Tab. 4.4: Caratteristiche statistiche dei dati di flusso in ingresso, in uscita e di delta T per l'insieme 
dei dati di apprendimento e di test della rete di predizione. 
Il modello realizzato rappresenta una funzione R9--) R3. 
In Tab. 4.5 si riporta la sintesi delle misure di test preliminari effettuate. La funzione di 
trasferimento è la sigmoide, in quanto le altre funzioni non hanno dato risultati soddisfacenti. Si 
riportano gli esempi per i soli valori di À=3 e Il = 0.6, negli altri casi i risultati ottenuti sono 
particolarmente insoddisfacenti. 
densità 
flusso 
velocità 
delta T 
meteo 
visibilità 
luminosità 
%veicoli pesanti 
Messaggi VMS 
lineare 
sigmoide 
densità 
flusso 
velocità 
(valori all'istante 
t+deltaT} 
Fig. 4.7: Modello ottimo per la predizione dei dati di flusso. 
219 
Il Controllo di un deflusso autostradale con reti neurali 
20000 
Parte III - Lo Scenario di Rilevamento dati ... 
.053290 
.025189 
.034162 
.0157262 
Tab. 4.5: Sintesi delle misure effettuate per l'individuazione della configurazione ottimale del modello di predizione dei dati di flusso. 
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L'apprendimento non è risultato particolarmente difficoltoso, il numero elevato di campioni ha 
ridotto il numero di iterazioni necessarie. La configurazione ottimale, a due strati nascosti con 8+4 
neuroni, ha richiesto solo 20.000 iterazioni. Questa configurazione, rispetto a quella con un solo 
strato nascosto con quattro neuroni, ha un RMSE minore per il flusso e la densità e maggiore per 
la velocità; ha un RMSE complessivo, la somma dei tre RMSE, leggermente migliore. Poiché si è 
più interessati a ridurre l'errore sul flusso e la densità la configurazione a due strati, nonostante più 
onerosa computazionalmente, è, quindi, da preferirsi. 
La configurazione ottimale è quella rappresentata in fig. 4.7 e contraddistinta in Tab. 4.5 
con il fondo grigio, con un numero di iterazioni pari a 20.000. L'errore per il flusso è 
RMSE=0.072815, per la densità è RMSE= 0.012211, per la velocità è RMSE= 0.032923 
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PARTE IV 
RISULTATI E CONCLUSIONI 
Il Controllo di un deflusso autostradale con reti neurali Parte IV - Risultati e Conclusioni 
Vengono presentati i risultati ottenuti con le reti neurali implementate e descritte (per 
quanto riguarda l'errore di classificazione) in Parte III. cap.4.3., cap.4.4, cap.4.5; vengono, 
inoltre, presentati gli sviluppi al seguente lavoro e le prospettive future. 
Nella discussione dei risultati si fa riferimento ai modelli ottenuti come fossero black-box, 
nel senso che nulla è possibile apprendere delle caratteristiche del processo dalla struttura fisica 
(numero di strati, numero di neuroni, valori delle connessioni, etc ... ) della rete neurale. Sono stati 
molti i tentativi di dare una interpretazione ai valori dei pesi delle connessioni tra neuroni per 
intepretare il processo senza arrivare a conclusioni certe ed attendibili. Recenti lavori ( Sjoberg et 
al., 1994) ribadiscono questo concetto e l'autore si uniforma all'impostazione di non ricercare 
riferimenti fisici nella struttura della rete neurale. 
L'uso delle reti neurali avviene tramite file campioni (detti di recall) che contengono le 
situazioni, o le sequenze di situazioni, da utilizzare come dati di ingresso alla rete. In base a questi 
dati si ricostruisce il comportamento del modello nella modalità più conveniente: analisi di 
sensitività ai parametri di ingresso, classificatore o predittore. 
l. La ricostruzione delle curve di deflusso con rete neurale 
Il modello utilizzato è descritto in Parte III, cap.4.3, ed è lo stesso sia per la ricostruzione 
della curva flusso-densità che flusso;..velocità, così come è unico il file campione per l'utilizzo 
della rete. Per comodità di esposizione si presentano separatamente i risultati. 
l.l.LA CURVA FLUSSO-DENSITÀ 
I risultati proposti dalle figure seguenti sono solo quelli ritenuti più esemplificativi delle 
possibilità del modello. Come già detto, il modello consente, nell'ambito del dominio della 
conoscenza utilizzata per l'apprendimento, di conoscere il comportamento del processo, 
minimizzando l'errore del classificatore, al variare dei dati di ingresso. Per questo motivo questo 
particolare modello non è in grado di fornire alcun risultato attendibile per le condizioni 
meteorologiche di neve, perché nei dati raccolti non si è mai verificata una tale situazione. 
L'analisi delle Fig 1.1, 1.2 e 1.3 consente di evidenziare l'influenza che i parametri in esse 
rappresentati hanno nella definizione del flusso. La visibilità, la percentuale di veicoli pesanti e la 
presenza di messaggi VMS modificano in modo consistente la curva e va sottolineato anche in 
modo differente. Sebbene sia necessario una validazione successiva del metodo su altri dati di altri 
contesti, appare interessante la variazione del valore di densità ottima, oltre alla corrispondente 
variazione del valore del flusso massimo, al variare dei parametri di ingresso, tendenza che può 
essere oggetto di approfondimento. 
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Fig. 1.1: La curva Flusso-Densità al variare della distanza di visibilità 
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Fig. 1.2: La curva Flusso-Densità al variare della percentuale di Veicoli pesanti 
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Fig. 1.3: La curva Flusso-Densità con e senza messaggi VMS sui portali di accesso 
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Il comportamento in presenza di messaggi VMS (Fig. 1.3) è ben definito anche in 
situazioni più articolate ( Fig.1.4, 1.5, 1.8). Quello che appare evidente è un aumento della 
capacità in condizioni di densità elevate: non si modifica l'evoluzione del flusso in condizione di 
flusso stabile (minore della capacità) ma solo in presenza di flusso instabile. La luminosità e la 
variabile meteo (Fig. 1.4, 1.5) non appaiono di estrema importanza nella definizione della curva. 
Per quanto riguarda la luminosità si può notare che la sua influenza dovrebbe, probabilmente, 
essere ricercata nell'effetto di transizione dalle condizioni di bassa luminosità a quelle di completa 
luminosità e viceversa: cioè all'alba e al tramonto che sono condizioni critiche per il deflusso, 
almeno per quanto riguarda il rischio di incidentalità. La presenza di pioggia non influisce 
significativamente nella definizione della curva. Ciò è in contrasto a quanto comunemente noto ed 
è dovuto a due motivi: i dati con l'indicazione di presenza pioggia sono circa un terzo del totale e 
corrispondono ad un numero elevato di situazioni; l'informazione di presenza di pioggia non dà 
indicazioni sulla quantità di pioggia che è un dato non disponibile. La possibile spiegazione, 
quindi, è che dai dati a disposizione non sia possibile discriminare una variazione della curva dalla 
sola presenza dell'informazione di pioggia, dato troppo generico, e che eventuali effetti di 
limitazione (per pioggia forte, per esempio) siano conglobati nella variabile visibilità. 
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Fig. 1.5: La curva Flusso-Densità al variare delle condizioni meteorologiche e con VMS 
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Fig. 1.6: La curva Flusso-Densità al variare della percentuale di veicoli pesanti in condizioni di visibilità ridotta 
(200m) 
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Fig. l. 7: La curva Flusso-Densità al variare della percentuale di veicoli pesanti in condizioni di visibilità ridotta 
(50 m) 
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Fig. 1.8: La curva Flusso-Densità al variare della percentuale di veicoli pesanti in presenza di VMS 
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Fig. 1.9: La curva Flusso-Densità al variare della percentuale di veicoli pesanti in condizioni di visibilità ridotta 
(200m) e di pioggia 
Le Fig. 1.6 e l. 7 mostrano l'effetto combinato della percentuale di veicoli pesanti e della 
visibilità ridotta. Si osserva una meno evidente variazione, al variare della percentuale di veicoli 
pesanti, del valore di densità ottima che risulta essere insensitiva alla variazione dei parametri 
tendendo ad assestarsi su un singolo valore. 
La Fig. l. 8 mostra l'influenza dei messaggi VMS al variare della percentuale di veicoli 
pesanti. La Fig. l. 9 mostra l'effetto combinato di tre variabili: la percentuale di veicoli pesanti, la 
visibilità e la pioggia. Rispetto alla Fig. 1.6 si può notare una maggiore linearità delle curve 
dovuta presumibilmente all'effetto della pioggia. 
1.2LA CURVA VELOCITÀ-DENSITÀ 
Vengono presentate, nello stesso ordine, le curve ottenute con le stesse combinazioni di 
variabili illustrate nel paragrafo precedente per la curva Flusso-Densità. 
La lettura di queste curve è sicuramente meno significativa ed immediata rispetto a quelle 
di Flusso-Densità, e non vi sono particolari commenti da fare. L'influenza delle variabili nella 
definizione delle curve è meno marcata o del tutto assente (si confronti per esempio la fig. 1.15 e 
la fig. l. 18, per le quali l'introduzione del fattore pioggia comporta minimi e trascurabili 
variazioni). In corrispondenza ad una diminuzione del valore di flusso massimo, nelle curve 
Flusso-Densità, si assiste in quelle Velocità-Densità, ad una diminuzione del valore di velocità 
libera. L'andamento è abbastanza simile tra le varie curve, presentando abbastanza spesso una 
forma concava e solo in taluni casi una forma convessa, raggiungendo, comunque, sempre 
asintoticamente lo zero sull'asse della densità. 
Il legame tra flusso, velocità e densità non corrisponde esattamente a quello dell'equazione 
fondamentale del flusso. L'insieme di dati disponibili non è però sufficientemente grande (in senso 
statistico) per eliminare la forte componente di rumore presente sui valori di flusso e, quindi, non 
consente valutazioni più precise. 
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Fig. 1.10: La curva Velocità-Densità al variare della visibilità 
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Fig. 1.11: La curva Velocità-Densità al variare della percentuale di veicoli pesanti 
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Fig. 1.12: La curva Velocità-Densità in presenza di messaggi VMS 
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Fig. 1.13: La curva Velocità-Densità al variare della luminosità ambientale e con VMS 
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Fig. 1.14: La curva Velocità-Densità al variare delle condizioni meteorologiche e con VMS 
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Fig. 1.15: La curva Velocità-Densità al variare della percentuale di veicoli pesanti in condizioni di visibilità ridotta 
(200m) 
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Fig. 1.16: La curva Velocità-Densità al variare della percentuale di veicoli pesanti in condizioni di visibilità ridotta 
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Fig. 1.17: La curva Velocità-Densità al variare della percentuale di veicoli pesanti in presenza di VMS 
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Fig. 1.18: La curva Velocità-Densità al variare della percentuale di veicoli pesanti in condizioni di visibilità ridotta 
(200m) e di pioggia 
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1.3.PARTICOLARITÀ DEI RISULTATI: CRITICHE E POSSIBllJ SVILUPPI 
I risultati mostrati in precedenza indicano come gli strumenti e i metodi applicati possano 
essere d'ausilio nello studio delle caratteristiche del flusso al variare dei parametri del processo. La 
forte tendenza mostrati da alcuni parametri nell'influire sulla forma delle curve Flusso-Densità, 
confermata da altri studi analoghi sulle caratteristiche del flusso (Seddiki, 1993), può essere 
oggettto di ulteriori approfondimenti per pervenire ad uno strumento completamente operativo. 
L'ambito descrittivo è ancora d'obbligo per questo lavoro anche solo per l'impossibilità di disporre 
del dato di quantità di pioggia e di precipitazione nevosa. La completezza dell'insieme di 
conoscenza necessario non implica necessariamente un maggiore numero di dati disponibili, 
potrebbe richiedere semplicemente un maggiore tempo di osservazione per i necessari rilevamenti. 
Va ricordato che la ricostruzione delle curve è legata ad una singola sezione di rilevamento; nulla 
vieta ovviamente di disporre, come nel caso della Autostrada Padova-Mestre, di più punti di 
rilevamento ed effettuare per ogni sezione la ricostruzione delle curve di deflusso, valutandone in 
parallelo le caratteristiche sia statiche che dinamiche. 
Le applicazioni di un modello così implementato sono almeno due: 
a) Valutazione della stabilità del flusso per una specifica sezione; è quello che viene 
utilizzato per il modello presentato nel capitolo succesivo (cap. 2). L'approccio, già 
dettagliatamente descritto nella Parte III, cap. 3.5 e cap. 4.4., si basa sulla valutazione del segno 
della derivata prima della curva Flusso-Densità; 
b) Valutazione delle caratteristiche stati che della sezione presa in considerazione; le curve 
che si ottengono con questa metodologia sono conseguenza diretta non solo delle caratterstiche 
del flusso circolante, ma anche di ogni qualsiasi altra caratteristica quale, per esempio, quella 
geometrica. Si evidenzia che i risultati ottenuti per le curve Flusso-Densità della Autostrada 
Padova-Mestre danno un valore di capacità di circa 3600 veic./h. Per una autostrada a tre corsie 
di marcia per senso di circolazione questo dato potrebbe essere sicuramente inaccettabile 
senonché la presenza di una barriera di esazione a valle con un livello di servizio, all'epoca del 
rilevamento, di circa 2600 veic./h, rende il dato giustificabile. Pertanto i risultati ottenibili non 
sono esportabili se non in condizioni di completa uguaglianza di tutti i fattori significativi del 
processo. Questo è un limite alla generalizzazione dei risultati specifici ottenuti, ma è anche un 
~antaggio poiché il metodo garantisce l'adeguamento alle condizioni particolari della sezione presa 
m esame. 
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2. D riconoscimento della stabilità del flusso con rete Ìleurale 
2.1.RISULTATI 
Nelle figure 2.1, 2.2, 2.3, 2.4, 2.5 vengono proposti i risultati ottenuti per alcune 
combinazioni dei parametri di ingresso. La curva tratteggiata, a forma di doppio ·scalino 
decrescente rappresenta il comportamento desiderato per ogni combinazione di parametri ed è 
ripresa direttamente dai valori della relativa curva di Flusso-Densità. Il valore uno è relativo a 
situazioni di flusso stabile, 0.5 critico e O instabile. Per la definizione della zona critica si rimanda 
alla Parte III, cap.3.5. Le curve sono limitate al valore di densità di 40 veic./km; per valori 
maggiori, infatti, corrispondono per tutte le combinazioni dei parametri di ingresso condizioni di 
flusso instabile; per valori di densità superiore il flusso non può che rimanere instabile. La risposta 
del modello è rappresentata dalla curva piena. L'andamento di questa curva è abbastanza uniforme 
per le varie combinazioni per alcune delle quali la corrispondenza tra la curva desiderata e quella 
calcolata è molto soddisfacente. Il punto critico potrebbe consistere nella definizione della zona 
critica, dove il comportamento è talvolta difforme. L'uso di funzioni di trasferimento a scalino per 
il neurone d'uscita del modello potrebbe rappresentare un possibile miglioramento delle 
prestazioni. 
Le figure seguenti riportano della combinazione considerata anche quella con la presenza 
di messaggi sui pannelli (indicata con VMS) che presentano inopinatamente una maggiore 
difficoltà di adeguamento. 
09 
0.5 
0.5 
~ 
0369Q~-~~~~~~»0369Q~-~~~~~~» 
Dansllà [wlcAaTI 
ccn '11.6 
0~~~--~~~~~~--~++--~~ 
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Fig. 2.1: Riconoscimento delle condizioni di stabilità del flusso per le situazioni di 
Bel tempo (Visibilità> 520m, Luminosità= 6, Sereno, Percentuale di veicoli pesanti= 
0%) e con una Percentuale di veicoli pesanti= 30% 
\A si bill tà • 30m 
~ 
ccn \t.& 
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Dansllà [wlcAatt 
\A si bill tà • 100m 
~ 
ccn \t.& 
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Fig. 2.2: Riconoscimento delle condizioni di stabilità del flusso per le situazioni di 
Visibilità = l Om di e di Visibilità = l OOm. 
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Fig. 2.3: Riconoscimento delle condizioni di stabilità del flusso per le situazioni di 
Visibilità= 300m di Pioggia. 
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Fig. 2.4: Riconoscimento delle condizioni di stabilità del flusso per le situazioni di Luminosità = l 
e Luminosità= 4. 
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Fig. 2.5: Riconoscimento delle condizioni di stabilità del flusso per la situazione di 
Luminosità= 4, Visibilità= 100m e Pioggia. 
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2.2.Al\.1BITO E LIWTI DI APPLICAZIONE 
Lo scopo di questo modello è duplice: di sopperire ad inevitabili carenze operative legate 
alla preparazione e gestione di un numero elevato di combinazioni realizzabili e di dimostrare 
l'applicabilità delle reti neurali in problemi di questo tipo (cioè di look-up table). 
Per quanto riguarda la prima motivazione è tanto più importante quanto più il numero di 
parametri di ingresso del modello possa aumentare, per tenere conto, per esempio, di nuovi 
fattori. In una impostazione tradizionale di look-up table l'aggiunta di nuovi parametri comporta il 
rifacimento completo di tutta la tabella ed, inoltre, aumenta le possibili combinazioni di cui tenere 
conto. 
I limiti dell'applicazione derivano dal concetto di stabilità/instabilità adottato. Esso 
presuppone una formulazione continua della relazione Flusso-Densità che recenti studi (Acha-
Daza e Hall, 1994) hanno dimostrato essere interessata da punti di discontinuità catastrofici. La 
soluzione, adottata in questo lavoro, di introdurre una zona critica intermedia tra la stabilità e 
l'instabilità tende a superare, non solo questioni pratiche di identificazione del punto critico di 
massimo flusso, ma anche questa possibile discontinuità della curva Flusso-Densità. 
2.3.NUOVI APPROCCI POSSIBILI: LA TEORIA DELLE CATASTROFI 
La possibilità di descrivere le caratteristiche del flusso per mezzo della teoria delle 
catastrofi è stata sviluppata negli ultimi anni da molti lavori di Hall F.L. (si veda Parte I, cap. 2.5) 
e recentemente è stata dimostrata anche su dati di campo (Acha-Daza e Hall, 1994). 
Modello proposto per la ricostruzione 
della superficie di catastrofe 
Densità 
Meteo 
Visibilità 
Luminosità Flusso 
%veic. pesanti 
Messagi VMS 
Velocità 
Fig. 2.6: Modello con rete neurale per la ricostruzione delle superfici di catastrofe 
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La formulazione di questa teoria rappresenta tridimensionalmente la relazione tra la velocità, il 
flusso e la densità le cui proiezioni sui piani degli assi rappresentano a due a due le singole 
relazioni ( Flusso-Densità, Velocità-Densità, Flusso-Velocità). Il modello di ricostruzione delle 
curve di deflusso del cap l rappresenta pertanto due di queste relazioni. Modificando 
l'impostazione del modello presentato in Parte III, cap. 4.3., ponendo in ingresso la variabile di 
stato, la velocità, si ottiene il modello di Fig. 2.6. 
La differenza di questa formulazione rispetto a quella del cap. l non è solo di carattere 
matematico, una relazione R7 ~ R1 piuttosto che R6 ~ R2, ma anche operativo. Ad ogni piano 
individuato dal valore di velocità si ricavano, al variare della densità, i corrispondenti valori di 
flusso. Si ricostruisce in questo modo la superficie tridimensionale che lega le tre variabili. 
Sarebbe più corretto parlare di insiemi di superfici poiché è presumibile che per ogni 
combinazione delle variabili meteo, visibilità, etc ... , questa superficie abbia cartteristiche differenti. 
Il vantaggio di questa nuova formulazione dovrebbe consistere, pertanto, nella corretta 
identificazione del punto di transizione per ogni valore di flusso e di combinazione degli altri 
parametri. 
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3. La predizione temporale delle caratteristiche del flusso con rete neurale 
Il modello realizzato consente di effettuare la predizione delle tre variabili: velocità, 
densità e flusso. Come già esposto in Parte III, cap. 3 e cap 4.5 (dove vengono riportati anche gli 
errori di classificazione), la rete neurale è stata addestrata con un insieme di dati classificati non 
solo in base alla caratteristiche dei dati all'istante t ma anche in base a quelli dell'istante t+DeltaT. 
Ciò per meglio tenere conto delle caratteristiche evolutive del processo. Il modello è unico per le 
tre variabili al fine di intepretare non solo il fenomeno di evoluzione temporale ma anche quello 
che lega le stesse tre variabili tra loro. 
Per ogni variabile vengono di seguito presentate alcune sequenze estratte dal file utilizzato 
per il test della rete neurale (quindi, con un errore di classificiazione tendenzialmente peggiore 
dell'insieme dei dati di apprendimento). Non ha senso, per modelli di predizione, effettuare 
esperimenti di sensitività ai parametri del tipo di quelli effettuati per i precedeti modelli. I 
campioni mostrati nelle seguenti figure sono solo alcuni di quelli misurati grazie alla considerevole 
dimensione del file di test. D'altra parte per alcune combinazioni di variabili, il numero di casi 
risulta limitato, come per esempio, nel caso di predizioni temporali con orizzonte molto inferiore 
al valore medio, caso, peraltro, che viene citato per completezza di esposizione .. 
3.1. LA PREDIZIONE DELLA VELOCITÀ 
E' la variabile che viene predetta con il minore errore (cap. 4.5) e come si può osservare 
nelle seguenti figure (da fig. 3. l. a fig. 3. 7.) presenta le stesse caratteristiche anche nelle varie 
combinazioni .. 
0.9 
.... 0.8 o o 
~ 0.7 
.r:: e o.s 
~ 
';!! 0.5 
·c:; 
o 0.4 
Qj 
> 0.3 
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Predizione della velocità --Predizione 
- ·- • • • • O esiderato 
--Errore ass. 
D e lta T [m in ] 
Fig. 3.1: Predizione del valore di velocità per alcuni casi con orizzonte temporale nell'intorno del 
valore medio (Delta T= 8.67 minuti) 
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Fig. 3.2: Predizione del valore di velocità per tutti i casi con orizzonte temporale inferiore al 
valore medio 
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Fig. 3.3: Predizione del valore di velocità per alcuni casi con orizzonte temporale superiore al 
valore medio 
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Fig. 3.4: Predizione del valore di velocità per alcuni casi con visibilità nell'intorno di l 00 metri 
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Fig. 3.5: Predizione del valore di velocità per alcuni casi con visibilità nell'intervallo 250+450 
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3.2. LA PREDIZIONE DEL FLUSSO 
La predizione del flusso è influenzata dalla forte rumorosità che presentano i dati. Questa 
rumorosità non è ancora ben nota da quali variabili possa dipendere e, quindi, si possono fare solo 
alcuni tentativi con l'introduzione di nuove variabili nei modelli di predizione. Le reti neurali 
appaiono particolarmente adatte a questi tentativi di analisi di sensitività ai parametri. Come si 
può osservare dalle seguenti figure (da fig 3.8. a fig. 3.14) la variabilità dei dati è forte e il 
modello presenta per alcuni casi difficoltà di predizione. A parziale giustificazione si ricorda che la 
predizione del flusso potrebbe essere sfavorita dall'uso di valori filtrati di densità e velocità; il 
filtraggio potrebbe, infatti, nascondere legami utili all'apprendimento della rete neurale. 
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Fig. 3.8: Predizione del valore di Flusso per alcuni casi con orizzonte temporale nell'intorno del 
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Fig. 3.13: Predizione del valore di Flusso per alcuni casi con una percentuale di veicoli pesanti 
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Fig. 3.14: Predizione del valore di Flusso per alcuni casi con una percentuale di veicoli pesanti 
pari al40% 
3.3. LA PREDIZIONE DELLA DENSITÀ 
La predizione della densità appare condizionata dall'ampia variabilità che tale variabile 
assume a parità delle altre condizioni. Come nel caso del flusso, può costituire un utile 
approfondimento l'analisi dei parametri che meglio possono contribuire a migliorare la predizione 
(si pensi, per esempio, allo headway, allo spacing, alla distribuzione del flusso sulle corsie, etc ... ). 
Come si può osservare dalla seguenti figure (da fig 3.15. a fig. 3.21) la variabilità dei dati è 
consistente e il modello presenta per alcuni casi difficoltà di predizione. 
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Fig. 3.21: Predizione del valore di Densità per alcuni casi con una percentuale di veicoli pesanti 
pari al40% 
3.4. POSSIBILE AMPLIAMENTO DELL'ORIZZONTE TE:rviPORALE 
L'orizzonte temporale del modello presentato è, come già detto, di circa 9 minuti. ·Data 
l'enorme quantità di sequenze verificabili, appare interessante, nella prosecuzione del lavoro, 
valutare l'importanza del tipo di classificazione sulla capacità di predizione: per il modello 
implementato si è scelta una classificazione che tendeva ad evidenziare eventuali disomogeneità 
all'interno della sequenza, ma non era in grado di quantificare l'entità della disomogeneità. La 
difficoltà di previsione per alcuni casi particolari del flusso e della densità (fig. 3 .l O, fig. 3.14 e fig. 
3.21) può essere giustificata con un non perfetto adeguamento alle condizioni particolari del 
flusso conseguenti una cattiva classificazione. 
La sequenza utilizzata per l'apprendimento del modello è composta dai solo due eventi 
estremi di una sequenza di dieci eventi. La valutazione della variazione nella capacità di predizione 
al variare del numero di eventi intermedi utilizzati rappresenta un ulteriore elemento di ricerca; 
potrebbe essere determinante nei casi in cui la sequenza è caratterizzata da forte disomogeneità 
per potere allungare l'orizzonte temporale della predizione senza pregiudicare le prestazioni del 
modello. L'estensione dell'orizzonte temporale per intervalli maggiori di 9 minuti può essere utile 
anche perché può essere occasione di valutare il grado di influenza delle variabili del processo o 
addirittura di nuove variabili. L'importanza dell'headway nella valutazione statistica del flusso 
veicolare è confermata da (Luttinen, 1992) e l'impressione che si possa migliorare la predizione 
introducendo nel modello anche l'headway è degna di essere approfondita. Va comunque 
ricordato che per molte applicazioni un orizzonte temporale di 9 minuti corrisponde circa a 18 
chilometri per una velocità di 120 kmlh, e può considerarsi sufficiente per molte applicazioni .. 
Altre applicazioni (Dochy et al, 1994) affrontano la predizione del traffico con reti neurali 
per problemi legati alla qualità del servizio piuttosto che al controllo del flusso. In questo caso 
l'orizzonte temporale è a livello orario con profili di circa sei ore. Appare interessante per 
confrontare i risultati e per avere maggiori indicazioni sulle caratteristiche sia del metodo che del 
flusso implementare, in un fase successiva del lavoro, anche un approccio simile. 
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4. n modello di controllo: Conclusioni e sviluppi futuri 
4.l.IL MODELLO DI CONIROLLO DEL FLUSSO 
I tre modelli presentati in cap. l, cap.2 e cap.3 rappresentano i moduli di un modello più 
complesso e già descritto in Parte III, cap.4, fig. l. La validità di questo modello è strettamente 
legata alla sezione da cui si sono prelevati i dati. Nel caso della Padova-Mestre ripetendo per tutte 
le sezioni le operazioni svolte e ricostruendo i suddetti moduli si perviene ad un sistema 
complesso in grado di fornire per ogni sezione l'informazione di stabilità e di predizione di stabilità 
del flusso e del valore di densità/flusso necessario per riportare in situazione di stabilità il flusso 
stesso. Una rappresentazione grafica di come queste informazioni possono essere collegate alle 
sezioni di rilevamento e delle possibili azioni di intervento è in fig. 4.1., dove viene rappresentata 
la formazione di una d'onda d'urto che tende a propagarsi all'indietro riproponendo la condizione 
di instabilità alle sezioni a monte. Si evidenziano con sottofondo grigio le caselle attive. Rimane 
una visione semplficata poiché non va dimenticato che una riduzione di velocità ad una sezione 
corrisponde inevitabilmente ad un aumento di densità per le sezioni a valle: quindi, oltre a valutare 
correttamente questa strategia va tenuto conto che al di là di certi valori di densità il controllo a 
monte, o a valle, non può che essere di controllo sulle rampe di ingresso e di uscita. 
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Fig. 4.1: Schema di un sistema di controllo per una tratta autostradale 
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Il modello essendo basato su sottomoduli ricavati per le singole sezioni è ancora 
imperfetto in quanto non è in grado di collegare direttamente gli interventi sulle varie sezioni. Per 
fare ciò, come viene esposto nel successivo capitolo degli sviluppi futuri, si richiede la 
preparazione di un modello il cui apprendimento sia stato eseguito con i dati sincroni di due o più 
seztoru. 
4.2, SVILUPPI FUTURI: 
-Ampliamento dell'insieme di dati disponibili 
E' necessario disporre di dati che descrivano il più esaustivamente possibile tutte le 
situazioni verificabili. Sono auspicabili condizioni in cui eventuali lacune costringano il modello ad 
interpolazioni dei dati piuttosto che a estrapolazioni. Per sopperire direttamente ad alcune lacune 
dell'insieme di dati di apprendimento sono consigliabili le tecniche descritte in Parte II, cap. 3 .l. 
L'ampliamento dei dati alle situazioni non ancora rilevate è, quindi, una operazione ovvia per 
completezza del risultato. 
L'utilizzo di dati provenienti da altri contesti è altrettanto necessario per una prima 
valutazione comparativa del metodo utilizzato. Si è già detto che, per quanto riguarda la 
ricostruzione delle curve di deflusso, il metodo è strettamente connesso alle caratteristiche 
strutturali e gestionali dell'autostrada su cui vengono rilevati i dati. Il riconoscimento della stabilità 
e la predizione dei valori di flusso appaiono essere, salvo casi particolarissimi, non legati a questi 
fattori. 
-Studi su spacing e headway 
Le caratteristiche del flusso sono legate ai fattori microscopici del comportamento utente 
da cui con un processo di somma pesata si perviene alle variabili macroscopiche solitamente 
usate per la descrizione del flusso. Le modalità con cui avviene questa somma di effetti singoli è, 
ovviamente, la chiave per ottenere un modello di deflusso efficiente in tutte le condizioni e regimi 
di traffico. L'osservazione delle variabili macroscopiche è, pertanto, utile per valutare gli effetti 
finali delle interazioni, ma è assai difficile pensare che possano essere altrettanto utili in condizioni 
di non debole interazione tra i veicoli e, in genere, di disomogeneità spazio-temporale del flusso 
stesso. L'impostazione dei modelli microscopici è quella che meglio descrive le caratteristiche del 
flusso consentendo di introdurre nel modello anche fattori comportamentali come, per esempio, la 
percezione del guidatore della distanza di sicurezza e della differenza di velocità, oltre ai fattori 
obiettivi quali la distanza tra i veicoli, la loro velocità, la loro accelerazione e la loro lunghezza. 
Non sono ancora stati proposti fattori legati per esempio alle caratteristiche del guidatore, quali 
l'età. 
Il modello realizzato con rete neurale non può avere un minore dettaglio e appare 
necessario disporre dei dati di headway e spacing (o dualmente della lunghezza dei veicoli) per 
conseguire il massimo grado di adattività al processo. 
-Predizione spaziale dei dati di flusso e modello spazio-temporale del flusso 
Il seguente lavoro si è dovuto limitare alla costruzione di un modello di predizione 
temporale del flusso solo per questioni pratiche-operative di disponibilità di tempo. L'estensione 
della metodologia alla costruzione di un modello di predizione spaziale, cioè di un modello in 
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grado di valutare la composizione del flusso partendo dai valori o da sezioni a valle o da sezioni a 
monte, non presenta alcuna difficoltà: ciò che appare incerto e il numero di sezioni di rilevamento 
a monte e a valle necessari della sezione in esame, necessari per ottenere risultati soddisfacenti. La 
combinazione di questo modello di predizione spaziale con quello di predizione temporale 
consente di ottenere un modello di deflusso completo. Va detto che il modello di predizione 
temporale va ulteriormente raffinato per potere essere utilizzato a questo scopo. Per ciò sarebbe 
necessario disporre o di un modello che abbia un orizzonte temporale di predizione variabile 
oppure di tanti modelli ognuno dei quali tarato su uno specifico orizzonte temporale (tra i quali 
troverebbe posto quello realizzato che è tarato sui 9 minuti). 
-Modello di controllo per tratte 
La conclusione di questo insieme di ricerche si realizza nella definizione di un modello di 
controllo del flusso su un tracciato autostradale anche a più tratte. La presenza di punti di 
ingresso o di uscita lungo il tracciato non influisce sul controllo se non si effettua una regolazione 
di rampa (a parte ovviamente il contributo di incremento o decremento di flusso dovuto 
rispettivamente agli ingressi e alle uscite). La regolazione di rampa rende il problema più 
complesso in quanto diventa necessario definire un problema di scelta di priorità nel momento in 
cui è necessario effettuare delle azioni di limitazione del flusso: cioè su quale flusso, quello in linea 
o quello di rampa, effettuare, e con quale entità, il controllo. 
4.3. CONCLUSIONI 
Il lavoro si è incentrato essenzialmente su due obiettivi: verificare l'applicabilità delle reti 
neurali artificiali in problemi connessi al traffico e, quindi, impostare un sistema di controllo del 
flusso autostradale con le reti neurali. 
L'analisi dello stato dell'arte sui metodi di controllo del flusso e i relativi modelli di 
deflusso, svolta nella Parte I, ha messo in evidenza le problematiche attuali e ha indicato 
strategicamente le possibili impostazioni della ricerca: 
-l'equazione fondamentale del flusso e in genere l'impostazione idrodinamica è insufficiente 
a modellare le condizioni di flusso in assenza della continuità spazio-temporale del flusso 
veicolare; 
-fenomeni di catastrofe nelle dinamiche dei flussi veicolari sono stati verificati su dati 
sperimentali (Acha-Daza e Hall, 1994); 
-i modelli macra e microscopici di flusso veicolare presentano o difficoltà concettuali o 
computazionali che li rendono di non immediata applicazione alla problematica del 
controllo e di non perfetta adattatività alle varie condizioni di deflusso; 
-le condizioni meteorologiche e della composizione del flusso non sono conglobate nei 
modelli se non come fattori riduttivi complessivi. 
Lo studio delle reti neurali, svolto nella seconda parte, si è basato sulla sempre più vasta 
letteratura di questo settore evidenziando la molteplicità delle architetture e dei modelli proposti. 
L'attenzione si è incentrata sulle reti di tipo feedforward, piuttosto che sulle memorie associative o 
competitive, per molti versi suggestive; sulle reti feedforward esiste una consistente serie di 
teoremi che ne dimostra la capacità di approssimare una qualsiasi funzione continua. La loro 
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applicazione non è, comunque, scevra di difficoltà che sono quelle normalmente incontrate nella 
implementazione di un classificatore: dal superamento di queste difficoltà dipende la più o meno 
buona riuscita del modello di rete neurale. Per questo motivo si è dedicato a questo aspetto il 
capitolo 3 della Parte II e il capitolo 2 delle Parte III. 
La scelta di affrontare con le reti neurali la definizione di un modello di deflusso come 
nucleo di una strategia di controllo consegue direttamente da quanto detto: parziali difficoltà di 
formulazione dei modelli di deflusso attuali e potenzialità delle reti neurali feedforward come 
approssimatori di funzioni. 
Sebbene le reti neurali si siano dimostrate ottimi controllori di processo nel campo della 
robotica, si nutre qualche dubbio sulla loro applicabilità ad un settore come quello del traffico la 
conoscenza delle cui dinamiche potrebbe non essere esaustiva come invece sarebbe necessario. 
Pertanto, la strategia di controllo proposta prevede l'utilizzo delle reti neurali solo nel modulo di 
definizione del modello di deflusso. Va detto che, nel caso si escluda la chiusura degli accessi, 
l'azione di controllo può essere esercitata solo attraverso indicazione di limitazione di velocità ed 
è realizzabile con il modello di Fig. 4 .l, Parte III. 
I modelli sono stati implementati facendo uso dei dati raccolti nell'ambito del progetto 
Easy-Driver sulla autostrada Padova-Mestre su un arco temporale di quasi nove mesi. Le 
caratteristiche dei dati e gli accorgimenti che si sono resi necessari per un corretto utilizzo sono 
descritte nella Parte III. 
La definizione del modello di deflusso ha evidenziato l'influenza dei parametri 
meteorologici e di composizione del flusso stesso attraverso le curve Flusso-Densità e Velocità-
Densità del cap. l: questi risultati suggeriscono l'applicazione del metodo per ulteriori ricerche 
tendenti a studiare l'effetto di altri parametri, quali l'headway, lo spacing, l'occupazione per singola 
corsia, la quantità di pioggia, etc ... 
Il modello di riconoscimento della stabilità del flusso, unitamente al modello di predizione 
temporale dei dati di flusso, consente di pervenire al modello di predizione della stabilità del flusso 
e alla definizione della velocità di controllo. I risultati conseguiti con i singoli modelli dimostrano 
l'estendibilità dell'uso delle reti neurali in problemi di riconoscimento e di predizione di serie 
temporali. Per quest'ultimo settore vengono proposti ulteriori sviluppi e ricerche tra cui un 
possibile ampliamento dell'orizzonte temporale. 
Sembrerebbe così ben impostato il problema di affrontare con l'uso di reti neurali anche la 
costruzione di un modello spazio-temporale del flusso: in pratica di un modello di deflusso 
alternativo a quelli microscopici e macroscopici. 
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l. Listato dei programmi in C-Language 
l* 
** FLOG.C: stampa prospetto di analisi per singolo giorno 
*l 
#include <def.h> 
#include <stdlib.h> 
#include <stdio.h> 
#include <string.h> 
#include <ctype.h> 
#include <conio.h> 
#include <getopt.h> 
#include "typelib.h" 
#define LNGMSG 80 
#define NUMSEZ 50 
#defineCAT_ANAS 6 
#define NUMMIC 20 
#define NUMCORS 3 
void main(int argc, char **argv); 
BOOL _pascalletturaRec(UCHAR *msg, FILE *f); 
void traffico(FILE *ftra, short CodMicro); 
void statistiche(FILE *fsta); 
void meteo(FlLE *fmet); 
void dispVMS(FILE *fvms); 
void dispDIA(FILE *fdia); 
void inizioMsg(USHORT i, UCHAR M, char *h, USHORT m, USHORT t, USHORT n); 
void dispstat(FILE *finps); 
long _pascal sdm_HP _PS2(UCHAR *sdmHP); 
void_pascal strmdm(char *str, USHORT mdm); 
void _pascal strsdm(char *str, long *sdm); 
struct InfoSensori 
{ 
UCHAR Report; 
short TempSup; 
UCHAR StatoSup; 
UCHAR FattChim; 
}; 
struct meteo 
{ 
UCHARConn; 
UCHAR StSensP; 
USHORT Dur_impulsi; 
USHORT N_impulsi; 
UCHAR LastPrec; 
UCHAR TendenzaVis; 
USHORT Visibilita; 
UCHAR StSensVis; 
UCHAR MinDirVen; 
UCHAR MedDirVen; 
UCHAR MaxDirVen; 
USHORT VelMedVen; 
USHORT VeiMaxVen; 
short TempAria; 
short TempRugiada; 
UCHAR UmiditaRel; 
struct lnfoSensori Sensore[4); 
UCHAR StatoRelay; 
} Met; 
/*struttura di supporto per l'analisi dati, 
frequenze di superamento di valori di soglia*/ 
struct tipo~iorno 
{ 
char *giorno; 
short dens; 
short vel; 
short conttra; 
short pioggia; 
short contmet; 
short neve; 
short vis; 
short pesanti; 
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short contpes; 
short msg; 
short contmsg; 
}; 
struct tipo _giorno Sez[NUMSEZ]; 
char pathLMAX_PATH), driveLMAX_DRIVE], dirLMAX_DIR], 
fnarneLMAX_FNAME], extLMAX_EXT], prgLMAX_FNAME], 
tipoMess = ' '; 
longsdm; 
double Tot VeicGiomo; 
BOOL nostop = FALSE; 
USHORT micro, ree; 
FILE *fmp, *fmps; 
void main(int argc, char **argv) 
{ 
charnomefileLMAX_PATH),nomefilesLMAX_PATH]; 
short i; 
_splitpath(argv[O], drive, dir, prg, ext); 
if(argc < 2) sintassi(); 
/*azzeramento vettore conteggi per frequenza dati*/ 
for (i=l;i<NUMSEZ;i++) 
{ 
Sez[i].giomo=argv[ l); 
Sez[i).dens=O; 
Sez[i].vel=O; 
Sez[i].conttra=O; 
Sez[i].pioggia=O; 
Sez[i).contmet=O; 
Sez[i].neve=O; 
Sez[i].vis=O; 
Sez[i).pesanti=O; 
Sez[i].contpes=O; 
Sez[ i ).msg=O; 
Sez[i].contmsg=O; 
} 
/*apertura file supporto*/ 
sprintf(nomefiles, "X4%s.XRX", argv[l ]); 
if((finps = fopen(nomefiles, "w"))== NULL) 
{ 
} 
printf(" Impossibile aprire il file di scrittura o/oS \n\n", nomefiles); 
exit(O); 
l* apertura file log meteo */ 
sprintf(nomefile, "A4o/oS.MET", argv[ l]); 
if((finp = fopen(nomefile, "rb")) == NULL) 
{ 
} 
printf("0/oS: impossibile aprire il file o/oS -\n", strupr(prg), nomefile); 
exit(O); 
else 
{ 
} 
meteo(fmp ); 
fclose(fmp ); 
l* apertura file conteggi sui micro */ 
for(i = l; i<= lO; i++) 
{ 
sprintf(nomefile, "A4o/oS.%03d", argv[l], i); 
if((fmp = fopen(nomefile, "rb")) == NULL) 
{ 
printf("o/oS: impossibile aprire il file o/oS -\n", strupr(prg), nomefile); 
exit(O); 
} 
} 
else 
{ 
} 
traffico(fmp, i); 
fclose(fmp ); 
l* apertura file statistica traffico */ 
sprintf(nomefile, "A4o/oS.TRA", argv[l]); 
if((fmp = fopen(nomefile, "rb")) == NULL) 
{ 
} 
printf("o/oS: impossibile aprire il file o/oS -\n", strupr(prg), nomefile); 
exit(O); 
else 
{ 
statistiche(fmp ); 
fclose(fmp); 
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} 
l* apertura file VMS *l 
sprintftnomefile, "A4o/oS.VMS", argv[l])~ 
if{(fmp = fopen(nomefile, "rb")) == NULL) 
{ 
printft"%s: impossibile aprire il file o/os -\n", strupr(prg), nomefile); 
exit(O); 
} 
} 
else dispVMS(fmp)~ 
dispstat(fmps); 
fclose(fmps ); 
exit(O)~ 
/* 
**traffico: visualizzazione messaggi T dei file A4ggmmaa.Oxx 
*l 
voi d traffico(FILE *ftra, short CodMicro) 
{ 
char ora[9]~ 
UCHAR tipo, msg[LNGMSG]~ 
short i, k. nstaz; 
USHORT mie, indst, cl, fl, c2, f2, c3, t3, d, v, 
short DLIM, VLIM; 
USHORT tsez; 
printft" ... lettura file. o/o03d ... \n", CodMicro ); 
while(!feof{ftra)) 
{ 
if{kbhit() && getch() == TASTO_ESC) retum~ 
if{letturaRec(msg, ftra)) 
{ 
sdm = sdm_HP _PS2(&msg[2)); 
tipo = msg[O]~ 
mie = (USHORT)msg[ l]~ 
nstaz = (short)msg(5]~ 
indst = (USHORT)msg[6]~ 
strsdm(ora, &sdm)~ 
l* inizioMsg(rec, tipo, ora, mie, O, O); */ 
k = 7; if( nstaz > 2) nstaz = 2; 
for(i =O; i< nstaz; i++) 
{ 
cl = (USHORT)msg[k++); 
fl = (USHORT)msg[k++ ]; 
c2 = (USHORT)msg[k++ ]; 
f2 = (USHORT)msg[k++]; 
c3 = (USHORT)msg[k++ ]; 
f3 = (USHORT)msg[k++]; 
d = (USHORT)msg[k++); 
v = (USHORT)msg[k++ ]; 
/*test per superamento valori di densità e velocità*/ 
DLIM = 20; /*veicolilkm */ 
} 
} 
l* 
} 
VLIM = 50; /*kmlh*/ 
if(CodMicro <= 10) 
tsez = (CodMicro-1) * 2 +i+ l; 
else 
continue; 
Sez[tsez].conttra++; 
if( (d> DLIM) Il (v< VLIM)) 
{ 
} 
} 
if(d > DLIM) 
Sez[tsez ).dens++; 
if(v< VLIM) 
Sez[tsez).vel++; 
** statistiche: visualizzazione messaggi 'K' e 'W' dei file A4ggmmaa. TRA 
*l 
void statistiche(FILE *fsta) 
{ 
char ora[9); 
UCHAR tipo, msg[LNGMSG]; 
short i, j, k. ncors; 
USHORT mie, tsez, tratta; 
double kont, app; 
double offset; 
double top=65535; 
double kontp, kontt; 
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} 
double kf; 
double prec[NUMMIC+1][NUMCORS)[CAT_ANAS]; 
double diff; 
printf{" ... lettura file .TRA ... \n"); 
for (tsez=l; tsez <= NUMMIC; tsez++) 
{ 
} 
} 
for(i = O; i < NUMCORS; i++) 
{ 
for(j = O;j < CAT_ANAS;j++) 
{ 
prec[tsez][i][j] =O; 
TotVeicGiorno=O; 
while(!feof{fsta)) 
{ 
if{kbhit() && getchQ == TASTO_ ESC) exit(O); 
if{letturaRec(msg. fsta)) 
{ 
sdm = sdm_HP _PS2(&msg[2]); 
tipo = msg[O]; 
mie = (USHORT)msg[1]; 
tratta= (USHORT)msg[5]; 
ncors = (short)msg[6]; 
strsdm( ora, &sdm); 
k=7; 
kontt=O; 
kontp=O; 
if( ncors > 3) ncors = 3; 
if (mie <= l O && tratta<= 2 ) 
{ 
tsez = (mie -1 ) * 2 +tratta; 
if ( tipo == 'K' ) 
{ 
for(i =O; i< ncors; i++) 
{ 
forG = l;j <= 6;j++) 
{ 
/*solo conteggi per classe anas*/ 
l* 
memcpy( &app, &msg[k ], sizeof{ double) ); 
swab((char *)&app, (char *)&kont, sizeof{double)); 
k+=2; 
} 
} 
} 
*l 
kont = ( (double)msg[k]) * 256 + (double)msg[k+l]; 
k+=2; 
if( prec[tsez][i]lj-1] ==O) 
{ 
else 
diff= O; 
if( prec[tsez][i]lj-l] > kont) 
{ 
offset =top- prec[tsez][i]lj-1 ]; 
prec[tsez][i]U-l] =O; 
} 
else offset=O; 
diff= kont- prec[tsez][i]U-l] + offset; 
} 
} 
prec[tsez][i]lj-l] = kont; 
kontt += diff; 
ifG>=4) kontp += diff; 
Sez[ tsez ].contpes++; 
if (kontt ! =O ) kf = kontplkontt; 
elsekf= O; 
if( (kontt !=O) && ( kf>= .3)) 
{ 
Sez[tsez].pesanti++; 
} 
if(tsez == 7) TotVeicGiomo += kontt; 
} 
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l* 
** meteo: visualizzazione messaggi 'F dei file A4ggmmaa.MET 
*l 
void meteo(FILE *finet) 
{ 
char ora[9]; 
UCHAR tipo, rnsg[LNGMSG]; 
short i; 
USHORTmic; 
USHORT tsez; /*mappatura prim. numero sezione/staz. per stat. tipologie giorno*/ 
char flagneve; 
printft" ... lettura file .MET ... \n"); 
while(!feoftfinet)) 
{ 
iftkbhit() && getch() ==TASTO _ESC) exit(O); 
iftletturaRec(rnsg. finet)) 
{ 
sdm = sdm_HP _PS2(&rnsg[2]); 
tipo= rnsg[O]; 
mie= (USHORT)rnsg[l]; 
mernset(&Met, O, 44); 
memcpy(&Met, &rnsg[5], 44); 
/*mappatura prim. sezioni-stazioni*/ 
if(mic <= lO) 
else 
tsez =(mie -l)* 2 +l; 
continue; 
strsdm(ora, &sdm); 
Sez[tsez].contmet++; 
if(Met.Visibilita < 520) Sez[tsez].vis++; 
l* solo il primo SUP,i=O, gli altri 3 non utilizzati */ 
i=O; 
if(Met.Sensore[i].StatoSup == 10 Il Met.Sensore[i].StatoSup == 12) 
Sez[tsez ].neve++; 
if ( (Met.StSensP == 2) Il 
( Met.Sensore[i].StatoSup >= 4 && Met.Sensore[i].StatoSup <=6) ) 
Sez[tsez].pioggia++; 
} 
/* 
** dispVMS: 
*l 
void dispVMS(FILE *funs) 
{ 
char ora[9], str App(31 ]; 
UCHAR tipo, rnsg[LNGMSG]; 
USHORT mie, tsez; 
printft" ... lettura file . VMS ... \n"); 
while( !feoftfuns )) 
{ 
iftkbhit() && getch() ==TASTO _ESC) exit(O); 
iftletturaRec(rnsg, funs)) 
{ 
sdm = sdm_HP _PS2(&rnsg[2]); 
mie = (USHORT)rnsg[ l]; 
tipo = rnsg[O]; 
if(mic <= lO) 
tsez =(mie- l)* 2 +l; 
else 
tsez = (mie - 200) + 20; 
strsdm(ora, &sdm); 
l* inizioMsg(rec, tipo, ora, mie, O, O);*/ 
switch(tipo) 
case 'J': 
break; 
case 'U': 
memcpy(&strApp[O], &rnsg[5], 10); 
memcpy(&strApp[lO], &rnsg[20], 10); 
memcpy(&strApp[20], &rnsg[35], 10); 
strApp[30] = '\0'; 
/*printft"« o/os »\n", strApp);*/ 
/*registro la presenza di un messaggio 
se si protrae nel tempo viene ugualmente contato 
si deve valutare la permanenza sul totale*/ 
Sez[tsez ].contrnsg++; 
ift (strstr(strupr(strApp),"INCID")) Il 
(strstr(strupr(strApp),"COD"))) 
{ 
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} 
} 
l* 
} 
Sez[tsez ].msg++; 
} 
break; 
default: printft"Errore in lettura\n\n"); exit(l); 
** letturaRec: 
*l 
BOOL _pascalletturaRec(UCHAR *msg, FILE *f) 
{ 
UCHARlung; 
if{fread((void *)&lung, l, l, f)== O) 
return FALSE; 
else 
{ 
} 
} 
l* 
memset(msg, '\0', (USHOR1)-lung); 
iftfread((void *)msg, l, (USHORT)lung, f)== O) 
return FALSE; 
else 
{ 
++ree; 
return TRUE; 
} 
** inizioMsg: visualizzazione dei dati iniziali del messaggio 
*l 
void inizioMsg(USHORT i, UCHAR M, char *h, USHORT m, USHORT t, USHORT n) 
{ 
} 
printft"rec: %5d tipo: %le ora: %8s micro: %3d ",i, M, h, m); 
if(t) printf("tratta: %Id ",t); 
iftn) printft"corsie: %l d", n); 
printft''\n"); 
l* 
** sintassi: 
*l 
void sintassi(void) 
{ 
} 
printft"SINTASSI: %s data\n", strlwr(prg)); 
printft"data =giornata da considerare (formato ggmmaa) -\n"); 
exit(O); 
l* 
**dispstat 
*l 
void dispstat(FILE *fmps) 
{ 
short i,j; 
printft"\n\n\n\t\t\t\tSintesi dati del giorno: o/oS \n\n",Sez[l].giorno); 
printft"Valori di soglia: 20 veic.lkm, 50km/h, 30%% veicoli peanti\n"); 
printft"Messaggi di incidente e coda (solo per sez. sopra 200)\n\n"); 
printft" Totale Giornaliero Veicoli alla sez. 4A = %6.0fveic.\n\n",TotVeicGiorno); 
printft"Percentuali sul totale rilevato\n\n"); 
fprintftfinps, "\n\n\n\t\t\t\tSintesi dati del giorno : o/os \n\n",Sez[ l ].giorno); 
fprintftfinps,"Valori di soglia: 20 veic.lkm, 50km/h, 30%% veicoli peanti\n"); 
fprintftfmps,"Messaggi di incidente e coda (solo per sez. sopra 200)\n\n"); 
fprintftfmps," Totale Giornaliero Veicoli alla sez. 4A = %6.0fveic.\n\n",TotVeicGiorno); 
fprintftfmps,"Percentuali sul totale rilevato\n\n"); 
printft"Sez. dens. %% vel. %% piog. %% neve %% vis. %% pes. %%\n"); 
fprintftfmps,"Sez. dens. %% vel. %% piog. %% neve %% vis. %% pes. %%\n"); 
for (i= l ; i<20 ; i++ ) 
{ 
j=i/2+1; 
printft''\n "); 
fprintftfmps, ''\n"); 
if( (Sez[i].conttra!=O && (Sez[i].dens !=O Il Sez[i].vel !=O)) 
{ 
Il ( Sez[i].contmet !=O && ( Sez[i].pioggia !=O Il Sez[i].neve !=O Il Sez[i].vis !=O)) 
Il ( Sez[i].contpes !=O && Sez[i].pesanti !=O)) 
printft''\n%2d A", j); 
printft " %4d %6.2f%4d %6.2f%4d %6.2f%4d %6.2f%4d %6.2f%4d %6.2f', 
Sez[i].conttra, Sez[i].conttra ==O? O : (float)IOO*Sez[i].dens/Sez[i].conttra, 
Sez[i].conttra, Sez[i].conttra ==O? O: (float)lOO*Sez[i).veVSez[i].conttra, 
Sez[i].contmet, Sez[i).contmet ==O? O: (float)lOO*Sez[i].pioggia/Sez[i].contmet, 
Sez[i].contmet, Sez[i].contmet ==O? O : (float)lOO*Sez[i].neveiSez[i].contmet, 
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} 
Sez[i].contmet, Sez[i].contmet ==O? O : (float)lOO*Sez[i].vis/Sez[i].contmet, 
Sez[i].contpes, Sez[i].contpes ==O? O : (float)lOO*Sez[i).pesanti/Sez[i].contpes)~ 
fprintf{fmps,"\n%2d A", j)~ 
fprintf{fmps," %4d %6.2fo/o4d %6.2fo/o4d %6.2fo/o4d %6.2fo/o4d %6.2fo/o4d %6.2f', 
Sez[i].conttra, Sez[i].conttra =O? O: (float)lOO*Sez[i].dens/Sez[i].conttra, 
Sez[i].conttra, Sez[i].conttra ==O? O: (float)lOO*Sez[i].veVSez[i].conttra, 
Sez[i].contmet, Sez[i}.contmet ==O? O: (float)lOO*Sez[i).pioggia/Sez[i].contmet, 
Sez[i].contmet, Sez[i}.contmet ==O? O: (float)lOO*Sez[i}.neve/Sez[i}.contmet, 
Sez[i].contmet, Sez[i].contmet ==O? O: (float)lOO*Sez[i}.vis/Sez[i].contmet, 
Sez[i].contpes, Sez[i}.contpes ==O ? O : (float)lOO*Sez[i].pesanti/Sez[i].contpes)~ 
} 
i++; 
if( (Sez[i}.conttra!=O && (Sez[i].dens !=O Il Sez[i}.vel !=O)) 
{ 
Il ( Sez[i].contmet !=O && ( Sez[i].pioggia !=O Il Sez[i].neve !=O Il Sez[i].vis !=O)) 
Il ( Sez[i).contpes !=O && Sez[i].pesanti !=O)) 
printft''\n%2d B", j)~ 
printft" o/o4d %6.2fo/o4d %6.2fo/o4d %6.2fo/o4d %6.2f 0/o4d %6.2fo/o4d %6.2f', 
Sez[i].conttra, Sez[i].conttra ==O? O : (float)lOO*Sez[i].dens/Sez[i].conttra, 
Sez[i).conttra, Sez[i].conttra ==O? O : (float)lOO*Sez[i].veVSez[i].conttra, 
Sez[i].contmet, Sez[i).contmet ==O? O : (float)lOO*Sez[i].pioggia/Sez[i].contmet, 
Sez[i].contmet, Sez[i}.contmet ==O? O: (float)lOO*Sez[i].neve/Sez[i].contmet, 
Sez[i}.contmet, Sez[i}.contmet ==O? O: (float)lOO*Sez[i].vis/Sez[i].contmet, 
Sez[i].contpes, Sez[i].contpes ==O? O: (float)lOO*Sez[i}.pesanti/Sez[i).contpes); 
fprintf{fmps,''\n%2d B", j); 
fprintf{finps," 0/o4d %6.2fo/o4d %6.2fo/o4d %6.2fo/o4d %6.2fo/o4d %6.2f 0/o4d %6.2f', 
Sez[i].conttra, Sez[i].conttra ==O? O: (float)lOO*Sez[i].dens/Sez[i).conttra, 
Sez[i].conttra, Sez[i].conttra ==O? O : (float)lOO*Sez[i].veVSez[i].conttra, 
Sez[i].contmet, Sez[i].contmet ==O? O: (float)lOO*Sez[i).pioggia/Sez[i].contmet, 
Sez[i].contmet, Sez[i].contmet ==O? O: (float)lOO*Sez[i}.neve/Sez[i].contmet, 
Sez[i].contmet, Sez[i].contmet ==O? O : (float)lOO*Sez[i].vis/Sez[i].contmet, 
Sez[i].contpes, Sez[i].contpes ==O? O : (float)lOO*Sez[i].pesanti/Sez[i].contpes); 
} 
printft"\n\n"); 
fprintft finps, "\n \n")~ 
for (i=21; i<=30; i++) 
{ 
j =i+ 180; 
if( Sez[i).contmsg !=O && Sez[i].msg !=O) 
{ 
printft"\nSezione = o/od\t", j); 
printft" tot.= %6d mes.=%6d %%%5.2f', 
Sez[i].contmsg, 
Sez[i].msg, 
Sez[i].contmsg==O? O : (float)lOO*Sez[i].msg!Sez[i].contmsg); 
fprintf{finps, "\nSezione = o/od\t", j); 
fprintf{fmps," tot.= %6d mes.=%6d %%%5.2f', 
Sez[i].contmsg, 
Sez[i].msg, 
Sez[i].contmsg==O? O: (float)lOO*Sez[i].msg/Sez[i].contmsg); 
} 
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/* 
**CREA. C: creazione file di record ASCII dal set completo giornaliero 
*l 
#include "def.h" 
#include <stdlib.h> 
#include <stdio.h> 
#include <string.h> 
#include <ctype.h> 
#include <conio.h> 
#include "getopth" 
#include "typelib.h" 
#defme LNGMSG 80 
#defme NUMSEZ 50 
#defme CAT _ANAS 6 
#defme NUMMIC 20 
#defme NUMCORS 3 
void main(int argc, char **argv); 
BOOL _pascalletturaRec(UCHAR *msg, FILE *f); 
void traffico(FILE *ftra, short CodMicro); 
void statistiche(FILE *fsta); 
void meteo(FILE *fìnet); 
void dispVMS(FILE *fvms); 
void dispDIA(FILE *fdia); 
void inizioMsg(USHORT i, UCHAR M, char *h, USHORT m, USHORT t, USHORT n); 
void dispstat(FILE *finps); 
long _pascal sdm _HP _PS2(UCHAR *sdmHP); 
void _pascal strmdm(char *str, USHORT mdm); 
void _pascal strsdm(char *str, long *sdm); 
struct InfoSensori 
{ 
UCHAR Report; 
short TempSup; 
UCHAR StatoSup; 
UCHAR FattChim; 
}; 
struct meteo 
{ 
UCHARConn; 
UCHAR StSensP; 
USHORT Dur_impulsi; 
USHORT N _impulsi; 
UCHAR LastPrec; 
UCHAR TendenzaVis; 
USHORT Visibilita; 
UCHAR StSensVis; 
UCHAR MinDirVen; 
UCHAR MedDirVen; 
UCHAR MaxDirVen; 
USHORT VelMedVen; 
USHORT VelMaxVen; 
short TempAria; 
short TempRugiada; 
UCHAR UmiditaRel; 
struct InfoSensori Sensore[4); 
UCHAR StatoRelay, 
} Met; 
/*struct tipo _giorno Sez[NUMSEZ];*/ 
char pathLMAX_PATH], driveLMAX_DRIVE], dirLMAX_DIR], 
fuameLMAX_FNAME], extLMAX_EXT), prgLMAX_FNAME], 
tipoMess = ' '; 
longsdm; 
char giorno[?); 
BOOL nostop = FALSE; 
USHORT micro, ree; 
FILE *fmp, *finps, *finpss; 
voi d main(int argc, char **argv) 
{ 
char nomefileLMAX_PATH], /* file aperto in lettura */ 
nomefilsLMAX_PATH], /* file aperto in scrittura*/ 
nomefilssLMAX_PATH); /* file aperto in scrittura*/ 
short i; 
_splitpath(argv[O], drive, dir, prg, ext); 
if(argc < 2) sintassi(); 
/*definiz. giorno di elaborazione*/ 
sprintf(giorno, "o/oS", argv[l ]); 
l* Apertura conteggi .xxx*/ 
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/*apertura file supporto*/ 
sprintf(nomefils, "Ro/o.s.OOO", argv[l]); 
ift(fmps = fopen(nomefils, "w"))== NULL) 
{ 
printf(" Impossibile aprire il file di scrittura o/os \n\n", nomefils); 
} 
else 
{ 
for(i =l; i<= IO; i++) 
{ 
sprintf(nomefile, "A4%s.%03d", argv[l], i); 
if{(fmp = fopen(nomefile, "rb")) == NULL) 
{ 
printf("o/os: impossibile aprire il file o/os -\n", strupr(prg), nomefile); 
} 
fcloseall( ); 
} 
else 
traffico(finp, i); 
fclose(fmp ); 
/* apertura file statistica traffico */ 
sprintf(nomefils, "Ro/o.s.tra", argv[l]); 
ift(finps = fopen(nomefils, "w"))== NULL) 
{ 
printf(" Impossibile aprire il file di scrittura o/os \n\n", nomefils); 
} 
else 
{ 
sprintf(nomefile, "A4%s.TRA", argv[l]); 
if{(finp = fopen(nomefile, "rb")) == NULL) 
{ 
printf("o/o.s: impossibile aprire il file 0/o.s -\n", strupr(prg), nomefile); 
} 
else 
} 
} 
statistiche(finp ); 
fcloseall( ); 
l* apertura file METEO *l 
sprintf(nomefils, "Ro/o.s.VIS", argv[l]); 
if((finps = fopen(nomefils, "w"))== NULL) 
{ 
printf(" Impossibile aprire il file di scrittura o/os \n\n", nomefils); 
} 
else 
{ 
sprintf(nomefilss, "Ro/o.s.MET", argv[l]); 
if((finpss = fopen(nomefilss, "w"))== NULL) 
{ 
printf(" Impossibile aprire il file di scrittura o/os \n\n", nomefilss); 
} 
else 
sprintf(nomefile, "A4%s.MET", argv[l]); 
ift(finp = fopen(nomefile, "rb")) == NULL) 
{ 
else 
} 
printf("o/os: impossibile aprire il file ~Os -\n", 
strupr(prg), nomefile ); 
{ 
meteo( fin p); 
fcloseall( ); 
} 
l* apertura file VMS *l 
sprintf(nomefils, "Ro/os.vms", argv[l]); 
ift(fmps = fopen(nomefils, "w"))== NULL) 
{ . 
printf(" Impossibile aprire il file di scrittura o/os \n\n", nomefils); 
else 
{ 
sprintf(nomefile, "A4°/o.s.VMS", argv[l]); 
ift(fmp = fopen(nomefile, "rb")) == NULL) 
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printf("o/oS: impossibile aprire il file o/oS -\n", strupr(prg), nomefile); 
else 
} 
{ 
} 
dispVMS(fmp); 
fcloseall( ); 
l* apertura file DIA *l 
sprintf(nomefils, "Ro/oS.DIA", argv[l)); 
if((fmps = fopen(nomefils, "w"))== NULL) 
{ 
printf(" Impossibile aprire il file di scrittura 0/oS \n\n", nomefils); 
else 
{ 
sprintf(nomefilss, "Ro/oS.LUP", argv[ l]); 
if ((fmpss = fopen(nomefilss, "w")) == NULL) 
{ 
printf(" Impossibile aprire il file di scrittura o/oS \n\n", 
nomefilss); 
else 
{ 
sprintf(nomefile, "A4°/oS.DIA", argv[ l]); 
ift(finp = fopen(nomefile, "rh"))== NULL) 
{ 
printf("o/oS: impossibile aprire il file o/oS -\n", 
strupr(prg), nomefile); 
else 
} 
{ 
} 
dispDIA(finp ); 
fcloseall( ); 
} /*fine main*/ 
/* 
** traffico: visualizzazione messaggi 'T' dei file A4ggmmaa.Oxx 
*l 
void traffico(FILE *ftra. short CodMicro) 
{ 
char ora[9]; 
UCHAR tipo, msg[LNGMSG]; 
short i, j, k. nstaz; 
USHORT mie, indst, cl, fl, c2, f2, c3, f3, d, v; 
short DLIM, VLIM; 
USHORT tsez; 
short start[2] = {O, O}; 
USHORT start_dens[2][3] = {0,0}; 
USHORT new_dens[2][3] = {0,0}; 
USHORT dens[2][3] = {0,0}; 
long ora_old[2][11] = {0,0}; 
long ora_diff; 
printf(" ... lettura file .o/o03d ... \n", CodMicro); 
while(!feoftftra)) 
{ 
iftkbhit() && getch() == TASTO_ ESC) retum; 
iftletturaRec(msg, ftra)) 
{ 
sdm = sdm_HP _PS2(&msg[2)); 
tipo = msg(O]; 
mie = (USHORT)msg[l]; 
nstaz = (short)msg[5]; 
indst = (USHORT)msg[6]; 
strsdm( ora. &sdm ); 
l* inizioMsg(rec, tipo, ora. mie, O, O); *l 
k=7; 
if( nstaz > 2) nstaz = 2; 
for(i = O; i < nstaz; i++) 
{ 
cl= (USHORT)msg[k++]; 
fl = (USHORT)msg[k++]; 
c2 = (USHORT)msg[k++ ]; 
f2 = (USHORT)msg[k++]; 
c3 = (USHORT)msg[k++]; 
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} 
/* 
f3 = (USHORT)msg[k++ ); 
d = (USHORT)msg[k++]; 
v = (USHORT)msg[k++]; 
/*new _ dens contiene i valori dei conteggi 
quindi la differenza con i vecchi valori 
dà il valore di flusso */ 
new_dens[i][O] =cl; 
new_dens[i][l] = c2; 
new_dens[i][2] = c3; 
if ( start[i] == l ) 
{ 
for(j=0~<3~++) 
{ 
} 
dens[i]O] = new_dens[iJO]- start_dens[iJO]; 
if( dens[iJO] > 256) 
dens[i]O] = dens[i]UJ + 256; 
ora_diff= sdm- ora_old[i][mic]; 
fprintftfmps, "%6s, %3d, %1 d, c:'lo8s, %3d", 
giorno, mie, i+ l, ora, ora_difl); 
fprintf(fmps, ",%3d, %3d, %3d, %3d, %3d\n", 
dens[i][O),dens[i][ l ),dens[i][2],d, v); 
} 
start_dens[i)[O) =cl; 
start_dens[i)[l] = c2; 
start _ dens[i)[2] = c3; 
ora_otd[i][mic] = sdm; 
if( start[i] ==o) start[i] = l; 
} 
**statistiche: mes~aggi 'K' dei file A4ggmmaa.TRA 
*l 
void statistiche(FILE *fsta) 
{ 
char ora[9]; 
UCHAR tipo, msg[LNGMSG); 
short i,j, k, t, m, ncors, fl; 
USHORT mie, tsez, tratta; 
double kont, new kont, old kont; 
short cont[360]; - -
short start[60]; 
/*inizializzazione */ 
for(i=O;i< l O;i++) 
for(j=OJ<2J++) 
for(k=O;k<3;k++) 
{ 
m= ((2*i+j)*3+k); 
start[m] =O; 
for(l=O;I<6;l++) 
cont[m+l) =O; 
printft" ... lettura file .TRA ... \n"); 
while(!feof(fsta)) 
{ 
if{kbhitQ && getch() == TASTO_ESC) exit(O); 
if(letturaRec(msg, fsta)) 
{ 
sdm = sdm_HP_PS2(&msg[2]); 
tipo = msg[O]; 
mie = (USHORT)msg[ l]; 
tratta= (USHORT)msg[5}; 
ncors = (short)msg[6]; 
strsdm(ora, &sdm); 
k=7; 
if( ncors > 3) ncors = 3; 
if (mie <= l O && tratta <= 2 ) 
{ 
tsez = (mie -l ) * 2 +tratta; 
if ( tipo == 'K' ) 
{ 
fl =O; 
l= ((2*(mic-l)+(tratta-1))*3); 
if(start[l} == l ) 
{ 
fprintf(fmps, "%6s,%3d, o/o l d, %8s", 
giorno, mie, tratta, ora ); 
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l* 
fl =l; 
} 
for(i =O; i< ncors; i++) 
{ 
l= ((2*(mic-l)+(tratta-1))*3+i); 
m=l*6; 
for(j = O;j < 6;j++) 
{ 
/*solo conteggi per classe anas*/ 
l* 
memcpy(&app, &msg(k), sizeoftdouble)); 
swab((char *)&app, (char *)&kont, sizeoftdouble)); 
k+=2; 
*l 
kont = ( (double)msg[k]) * 256 + (double)msg(k+l]; 
k+=2; 
if(start[l] == l ) 
{ 
old_kont = (double)cont[m+j); 
if(old_kont <O) old_kont = old_kont + 65536; 
new kont = kont - old kont ; 
if (new _ kont > 65 536) 
new kont = new kont- 65536; 
if(new_kont <:O) -
new_kont = new_kont + 65536; 
/*errore sulle spire- dato perso*/ 
if(new_kont > 999) new_kont =-l; 
fprintftfinps, ", o/o3 .f' ,new _ kont ); 
cont[m+j) = (short)kont; 
} 
if(start[l] ==o) 
{ 
} 
start(l] = l; 
} 
if(fl == l) 
fprintft finps, "\n"); 
} 
cont[m+j] = (short)kont; 
} 
** meteo: visualizzazione messaggi 'F dei file A4ggmmaa.MET 
**l 
void meteo(FILE *finet) 
{ 
char ora[9]; 
UCHAR tipo, msg[LNGMSG]; 
short i; 
USHORTmic; 
USHORT tsez; /*mappatura prim. numero sezione/staz. per stal tipologie giorno*/ 
char flag = ' '; 
printft" ... lettura file .MET ... \n"); 
while(!feof(finet)) 
{ 
iftkbhit() && getch() ==TASTO _ESC) exit(O); 
if(letturaRec(msg, finet)) 
else 
{ 
sdm = sdm_HP _PS2(&msg[2]); 
mie = (USHORT)msg[l); 
tipo= msg[O]; 
strsdm( ora, &sdm); 
memset(&Met, O, 44); 
memcpy(&Met, &msg[5], 44); 
if(mic <= 10) 
tsez =(mie -l)* 2 + l; 
continue; 
strsdm(ora, &sdm); 
flag= 'O'; /*condizioni normali*/ 
if ( MetStSensP == Ox2) flag= 'l'; 
/*pioggia dato rilevato da tutte le stazioni*/ 
if(mic == 411 mie== 8) 
{ 
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/*solo il primo SUP,i=O, gli altri 3 non utilizzati*/ 
i=O~ 
if(Met.Sensore[i).StatoSup == 10 Il Met.Sensore[i).StatoSup == 12) 
flag='2'~ /*neve*/ 
if ( (Met.StSensP == 2) Il 
( Met.Sensore[i].StatoSup >= 4 && Met.Sensore[i).StatoSup <=6) ) 
flag='1' ~ /*pioggia*/ 
fprintftfmpss, "%6s,%3d,%8s,o/oe\n", giorno, mie, ora, flag); 
} 
fprintftfmps, "%6s,%3d,%8s,%3d\n", giorno, mie, ora, Met.Visibilita)~ 
} 
} 
l* 
** dispVMS: 
*l 
void dispVMS(FILE *fvms) 
{ 
char ora[9], strApp(31 )~ 
UCHAR tipo, msg[LNGMSG); 
USHORT mie, tsez~ 
char mess = '0', 
l* flag= O; *l 
flag_mess[10] ={ 
'0', '0', '0', '0', '0', '0', '0', '0', '0', 'O' 
}; 
printft" ... lettura file. VMS ... \n"); 
while(!feoftfvms)) 
{ 
iftkbhit() && getch() ==TASTO _ESC) exit(O); 
iftletturaRec(msg, fvms)) 
{ 
sdm = sdm_HP _PS2(&msg[2]); 
mie = (USHORT)msg[l]; 
tipo = msg(O]; 
strsdm( ora, &sdm ); 
l* inizioMsg(rec, tipo, ora, mie, O, O);*/ 
if (tipo == U ) 
{ 
memcpy(&strApp(O), &msg[S], 10); 
memcpy{&strApp(lO), &msg[20), 10); 
memcpy(&strApp(20), &msg(35), lO); 
strApp(30] = "\0'; 
l* printft"« %s »\n", strApp);*/ 
l* registro la presenza di un messaggio 
se si protrae nel tempo viene ugualmente contato 
si deve valutare la permanenza sul totale*/ 
l* mess ='O';*/ 
iftstrstr(strupr(strApp),"INCID")) 
{ 
mess ='l'; 
} 
iftstrstr{strupr(strApp),"COD")) 
{ 
mess = '2'; 
} 
ift (strstr(strupr(strApp),"NEBBI"))) 
{ 
mess = '3'; 
} 
ift (strstr{strupr(strApp),"PIOGG"))) 
{ 
mess='4'; 
} 
if ( (mess !='O') &&(mess !=flag_mess[mic-201])) 
{ 
} 
} 
l* 
} 
** dispDIA: 
*l 
flag_mess[mic-201] = mess; 
fprintftfmps, "%6s, %3d, %8s, o/oe\n", 
giorno, mie, ora, mess); 
void dispDIA(FILE *fdia) 
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} 
{ 
UCHAR tipo, msg[LNGMSG]~ 
USHORT mie, k. i~ 
longsdm~ 
short h. m, fl, f2, f3, ft~ 
int flag_funct[lO] ={ 
l, l, l, l, l, l, l, l, l, l 
}~ 
char ora[9], 
ora_prec[10][9]={ 
"00:00:00","00:00:00","00:00:00","00:00:00","00:00:00", 
"00:00:00","00:00:00","00:00:00","00:00:00","00:00:00" 
} ~ l* lnizializza il vettore degli istanti di 
aggiornamento con un valore di default*/ 
printft" ... lettura file .DIA ... \n")~ 
while(!feoftfdia)) 
{ 
iftkbhit() && getch() == TASTO_ ESC) exit(O)~ 
iftletturaRec(msg, fdia)) 
{ 
sdm = sdm_HP _PS2(&msg[2])~ 
mie = (USHORT)msg[l)~ 
tipo = msg[O]~ 
strsdm(ora, &sdm); 
if(mic <=lO) 
{ 
switch(tipo) 
{ 
case 'I': 
l* lettura luminosita' 
* printft"lumin: o/oc o/oc o/oc\n", 
msg[7], msg[22], msg[37]); 
corsia n. l corsia n.2 corsia n.3 
* O =notte ~ l -5= alba/tramonto; 6 =giorno */ 
break; 
case 'L': 
fl = (short)msg[7] - 48 ; l* Calcola la luminosita' */ 
f2 = (short)msg[22] - 48 ; l* media e la stampa insieme*/ 
f3 = (short)msg[37] - 48; /* al giorno ed all'ora di */ 
ft = (short)((fl +f2+f3)13)~/* rilevamento... *l 
fprintftfinps,"%6s,%3d,%8s,%d\n", giorno, mie, ora, ft); 
l* lettura loop diagnostico */ 
ift((mic!=2) && l* Se la verifica alloop ha avuto */ 
((USHORT)msg(5]==255) && l* esito positivo ogni spira deve *l 
((USHORT)msg[6]==15)) Il l* avere l'indicatore ad l, quindi */ 
((mic==2) && l* il messaggio deve contenere un */ 
((USHORT)msg[5)==255) && l* dato tipo 11111111 1111 */ 
((USHORT)msg[6]==255) && 
((USHORT)msg[7)==15))) { 
for(k =O; k < 9~ k++) /*Aggiorna, per ogni micro, */ 
{ /*l'ora in cui questo ha */ 
ora_prec[mic-l][k] = ora[k); /*dato esito positivo al *l 
} 
if( !flag_funct[mic-1]) 
{ 
} 
flag_ fu n et[ mie-l]= l~ 
fprintftfmpss,"%6s,%3d, %8s,%d\n", 
giorno, mie, ora, flag_funct[mic-1])~ 
} 
else 
if ( flag_ funct[ mie-l]) 
{ 
flag_funct[mic-1] =O~ l* Se l'esito delloop */ 
fprintftfmpss,"%6s,%3d,%8s,%d\n",/* e' stato negativo */ 
giorno, mie, ora_prec[mic-1], 
flag_ funct[ mie-l]); 
break; 
/* 
** letturaRec: 
*l 
BOOL _pascalletturaRec(UCHAR *msg, FILE *f) 
{ 
UCHARiung; 
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if(fread((void *)&lung, l, l, f)== O) 
retum FALSE; 
else 
{ 
} 
} 
l* 
memset(msg, \O', (USHORT)--lung); 
if(fread((void *)msg, l, (USHORT)Iung, f)== O) 
retum FALSE; 
else 
{ 
} 
++ree; 
retumTRUE; 
** inizioMsg: visualizzazione dei dati iniziali del messaggio 
*l 
void inizioMsg(USHORT i, UCHAR M, char *h, USHORT m, USHORT t, USHORT n) 
{ 
} 
printft"rec: %5d tipo: %le ora: %8s micro: %3d ",i, M, h, m); 
if(t) printft"tratta: %l d ",t); 
if(n) printft"corsie: %l d", n); 
printft"\n"); 
/* 
** sintassi: 
*l 
voi d sintassi( ) 
{ 
printft"*********************************\n"); 
printft"*********************************\n"); 
printft"** SINTASSI: o/os data **\n", strlwr(prg)); 
printft"** **\n"); 
printft"** data= giornata considerata **\n"); 
printft"** (formato ggnunaa) **\n"); 
printf("*********************************\n"); 
printft"*********************************\n"); 
exit(O); 
} 
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2. Listato dei programmi in SuperBase 
l* 
** ASSOCIA.SBP: import dati ASCII in formato SuperBase, verifica e 
*l 
SBP 
associazione per sezione 
ver. 6.2 
REMversione 6.2 
SUBmain() 
GLOBAL id mico/o,id staz% 
GLOBAL E,;alTRA%~EvalMET%,EvalDIA%,EvalVIS%,EvalVMS% 
GLOBAL CheckLoop% 
GLOBAL Micro000$,Staz000$,0ra000$,Fl000o/o,F2000%,F3000%,Interval000%,Dens000% 
GLOBAL FEl o/o,FE2%,FE3o/o, VelOOO% 
GLOBAL MicroTRA$,StazTRA$,0raTRA$,PercPesl o/o,PercPes2%,PercPes3%, 
GLOBAL MicroDIA$,0raDIA$,LumMedDIA% 
GLOBAL MicroMET$,0raMET$,TipoMetMET% 
GLOBAL Mi ero VIS$,0ra VIS$, Visib VISo/o 
GLOBAL MicroLUP$,0raLUP$,StatoLUP% 
GLOBAL Mi ero VMS$,0ra VMS$,MessVMS%(10) 
GLOBAL micOOO$,stOOO$,micTRA$,stTRA$,micDIA$ 
GLOBAL micMET$,micVIS$ 
GLOBAL validMETo/o,validVIS% 
REMLa variabile Uncompleteo/oe' inutilizzata in questa versione 
GLOBAL Corruptedo/o,validRECORDo/o,SaveRecordo/o,Uncomplete% 
GLOBAL contcats%%(256) 
GLOBAL GIORNO$ 
OPEN WINDOW ("Status Window") 
READ GIORNO$ 
WHILE (GIORNO$<> "FINE") 
IF EXISTS (".\B4\B4" +GIORNO$+ ".ZIP") THEN 
OPEN WINDOW "Status Window" 
CALL IMPORT A() 
FORi%= O TO 255 
ontcats%o/o(i%) =O 
NEXTi% 
CALLReset() 
CALL AGGREGA() 
CALLReset() 
CALL ESPOR T A() 
CALLReset() 
ENDIF 
READ GIORNO$ 
WEND 
DATA "010893" 
DATA"FINE" 
END 
END SUB REMmain() 
SUB Reset() 
? "Resetting ... " 
CLOSEALL 
END SUB REMReset() 
SUB ApriFiles() 
DATEBASE (''dd mm yy") 
DATEBASE ("hh mm ss") 
OPEN FILE "dataOOO" 
OPEN FILE "datatra" 
OPEN FILE "datadia" 
OPEN FILE "datamet" 
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OPEN FILE "datavis" 
OPEN FILE "datalup" 
OPEN FILE "datavms" 
OPEN FILE "puredata" 
END SUB REMApriFiles() 
SUB AGGREGA() 
CALL ApriFiles() 
FORid mie%= l TO 10 
FOR i(_ staz% = l TO 2 
? id_mico/o,id_staz%, NOW 
SELECT KEY ( STR$ (id_mic%,"999") + STR$ (id_staz%,"9") + "00:00:00") FILE "dataOOO" INDEX "combindex" 
micOOO$ = micro.dataOOO 
stOOO$ = staz.dataOOO 
SELECT KEY (micro.dataOOO + staz.dataOOO + "00:00:00") FILE "datatra" INDEX "combindex" 
micTRA$ = micro.datatra 
stTRA$ = staz.dataTRA 
SELECT KEY (micro.dataOOO + "00:00:00") FILE "datadia" INDEX "combindex" 
micDIA$ = micro.dataDIA 
SELECT KEY (micro.dataOOO + "00:00:00") FILE "datavis" INDEX "combindex" 
mie VIS$ = mi ero. data VIS 
IF (id_ mie% OR 6 ) THEN 
SELECT KEY (" 100:00:00") FILE "datamet" INDEX "combindex" 
vali dM ET%= 4 
ELSE 
SELECT KEY ('' 600:00:00") FILE "datamet" INDEX "combindex" 
validMET% = 8 
ENDIF 
micMET$ = micro.datamet 
SELECT FIRST FILE "datavms" INDEX "ora" 
SELECT KEY (micro.dataOOO + "00:00:00") FILE "datalup" INDEX "combindex" 
IF (V AL (micro.datalup) =id _mie%) THEN 
heck.Loop% = - l 
astLoop% =O 
heck.Loop% = O 
ENDIF 
EvaiTRA% =- l 
EvalMET% = - l 
EvalDIA% =- l 
EvalVIS% =- l 
SaveRecord% = - l 
IF (id_ mie%= l) ERR$ id_ mie%= 3) ERR$ id _mie%= 5) ERR$ id_ mie%= 7) ERR$ id _mie% = 9) THEN 
validVIS% = id mie%+ l 
ELSE -
validVIS% = id mie% 
ENDIF -
Corrupted% = O 
IF (V AL (micOOO$) <> id_mic%) ERR$ V AL (stOOO$) <> id_staz%) THEN Corrupted% =-l 
IF (V AL (micTRA$) <> id_mic%) ERR$ V AL (stTRA$) <> id_staz%) THEN Corrupted% =-l 
IF (V AL (micDIA$) <> id_mic%) ERR$ V AL (micVIS$) <> validVIS%) THEN Corrupted% =-l 
IF ( V AL (micMET$) <> validME'fO/o) THEN Corrupted% =- l 
FORi%= l TO 10 
essVMSo/o(i%) =O 
NEXTi% 
WHILE ( NOT Corrupted%) 
BLANK FILE "puredata" 
CALL Esamina() 
ora.PUREDAT A= OraOOO$ 
densita.PUREDATA= DensOOO% 
velocita.PUREDATA = VelOOO% 
fel.PUREDATA= FEl% 
fe2.PUREDAT A= FE2% 
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fe3.PUREDATA= FE3% 
lum media.PUREDATA = LumMedDIA% 
tipo= metPUREDATA = TipoMetMET% 
visibilita.PUREDAT A= Visib VIS% 
percpesl.PUREDATA= PercPesl% 
percpes2. PURE DA T A = PercPes2% 
percpes3.PUREDAT A= PercPes3% 
VMS _O l.PUREDAT A= MessVMSo/o(O l) 
VMS _ 02.PUREDAT A= MessVMSo/o(02) 
VMS_03.PUREDATA= MessVMSo/o(03) 
VMS_04.PUREDATA = MessVMSo/o(04) 
VMS_05.PUREDATA= MessVMSo/o(05) 
VMS _ 06.PUREDAT A= MessVMSo/o(06) 
VMS_07.PUREDATA = MessVMSo/o(07) 
VMS _ 08.PUREDATA = MessVMSo/o(08) 
VMS _ 09.PUREDAT A= MessVMSo/o(09) 
VMS_lO.PUREDATA= MessVMSo/o(lO) 
micro.puredata = MicroOOO$ 
staz.puredata = StazOOO$ 
REMLa chiamata a classifica deve rimanere dopo l'assegnamento 
REMdi tutti i campi del RECORD e prima del salvataggio. 
REMQuesto e' il posto migliore!! 
CALL classifica() 
validRECORD% = - l 
REMContollodi validita' sui campi principali del record 
IF ((fe l OR O ) ERR$ fe2 OR O ) ERR$ fe3 OR O )) THEN validRECORD% =O 
IF ((fel > 3000) ERR$ fe2 > 3000) ERR$ fe3 > 3000)) THEN validRECORD% =O 
IF ((percpesl > 100) ERR$ percpesl OR O)) THEN validRECORD% =O 
IF ((percpes2 > 100) ERR$ percpes2 OR O)) THEN validRECORD% =O 
IF ((percpes3 > l 00) ERR$ percpes3 OR O )) THEN validRECORD% = O 
IF ((SaveRecord%) ANO ( NOT Corrupted%) ANO (validRECORD%)) THEN 
STORE FILE "puredata" 
contcats%o/o(categoria) = contcats%o/o(categoria) + l 
ENDIF 
WEND 
NEXT id staz% 
NEXT id_mic% 
END SUB REMAGGREGA() 
SUB Esamina() 
MicroOOO$ = MICRO.DATAOOO 
StazOOO$ = ST AZ. DAT AOOO 
OraOOO$ = ORADATAOOO 
FIOOO% = FLUSSOl.DATAOOO 
F2000% = FLUSS02.DAT AOOO 
F3000%= FLUSS03.DATAOOO 
REMControllo di accettabilita' dell' intervallo di campionamento 
IF (INTERV AL.DATAOOO >O) ANO (INTERV AL.DATAOOO OR 
200 )THEN 
lnterva!OOO% = INTERV AL.DATAOOO 
lntervalOOO% = - 3600 
ENDIF 
DensOOO% = DENS.DAT AOOO 
VeiOOO% = VEL.DATAOOO 
FEl% = (FlOOO% * 3600) l Interva!OOO% 
FE2% = (F2000% * 3600) l lntervaiOOO% 
FE3% = (F3000% * 3600) l lntervaiOOO% 
IF ( EOF ("DAT AOOO") ERR$ micro.dataOOO <> micOOO$) ERR$ staz.dataOOO <> stOOO$)) THEN Corrupted% = - l 
SELECT NEXT FILE "dataOOO" INDEX "combindex" 
268 
Appendice 
II Controllo di un deflusso autostradale con reti neurali 
REM*********************************************************** 
WHILE ( NOT Corrupted%) AND ( NOT EOF ("datavrns")) AND (OraOOO$ > ora.datavrns) 
MessVMSo/o( V AL (micro.datavrns)- 200) =tipo _mes.datavrns 
SELECT NEXT FILE "datavrns" INDEX "ora" 
WEND 
REM* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
IF (CheckLoop% =- l) THEN 
OraLUP$ = ora. DAT ALUP 
StatoLUP% = stato. DAT ALUP * - l 
IF (OraLUP$ NOT raOOO$) THEN 
SaveRecord% = StatoLUP% 
IF (LastLoop%) THEN 
CheckLoop% = O 
SELECT NEXT FILE "datalup" INDEX "combindex" 
IF ( V AL (micro.datalup) = id_ mie%) THEN 
CheckLUP% = - l 
SELECT PREVIOUS FILE "datalup" INDEX "combindex" 
LastLoop% = - l 
ENDIF 
ENDIF 
ENDIF 
ENDIF 
REM* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
WHILE ( NOT Corrupted%) AND (OraOOO$ > ora.datatra) 
SELECT NEXT FILE "datatra" INDEX "combindex" 
IF ( EOF ("DATA TRA") ERR$ micro.dataTRA <> micTRA$) ERR$ staz.dataTRA <> stTRA$)) THEN Corrupted% =- l 
IF ( TIMEV AL (ora.datatra)- TIMEV AL (OraOOO$)) OR 
TIMEV AL ("02:00:00") THEN EvalTRA% =- l 
WEND 
IF EvalTRA% THEN 
MicroTRA$ = micro.DATATRA 
StazTRA$ = staz.DAT ATRA 
Ora TRA$ = ora. DAT ATRA 
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PercPesl% = (flusl_ 4.DATATRA + flusl_5.DATATRA + flusl_6.DATATRA) l (flusl_l.DATATRA + flusl_2.DATATRA + 
flusl_3.DATATRA + flusl_ 4.DATATRA + flusl_5.DATATRA + flusl_6.DATATRA) * 100 
PercPes2% = (flus2_ 4.DATATRA + flus2_5.DATATRA + flus2_6.DATATRA) l (flus2_l.DATATRA + flus2_2.DATATRA + 
flus2_3.DATATRA + flus2 4.DATATRA + flus2 5.DATATRA + flus2 6.DATATRA) * 100 
PercPes3% = (flus3_ 4.DATATRA + flus3_5.DATATRA + flus3_6.DATATRA) l (flus3_l.DATATRA + flus3_2.DATATRA + 
flus3_3.DATATRA + flus3_ 4.DATATRA + flus3_5.DATATRA + flus3_6.DATATRA) * 100 
EvalTRA%=0 
ENDIF 
REM* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
WHILE ( NOT Corrupted%) AND (OraOOO$ > ora.datadia) 
SELECT NEXT FILE "datadia" INDEX "combindex" 
IF ( EOF ("DAT ADIA") ERR$ micro.dataDIA <> mie DIA$)) THEN Corrupted% =- l 
IF ( TIMEV AL (ora.datadia)- TIMEV AL (OraOOO$)) OR 
TIMEV AL ("00:15:00") THEN EvalDIA% =-l 
WEND 
IF EvalDIA% THEN 
Mi ero DIA$= micro.DAT ADIA 
LumMedDIA%=lum med.DATADIA 
OraDIA$ = ora.DATADIA 
EvalDIA%=0 
ENDIF 
REM*********************************************************** 
WHILE ( NOT Corrupted%) AND (OraOOO$ > ora.datamet) 
SELECT NEXT FILE "datamet" INDEX "combindex" 
IF ( EOF ("DAT AMET") ERR$ micro.dataMET <> micMET$)) THEN Corrupted% =- l 
IF ( TIMEV AL (ora.datamet)- TIMEV AL (OraOOO$)) OR 
TIMEV AL ("00:15:00") THEN EvalMEP/o =- l 
WEND 
IF EvalMET% THEN 
MicroMET$ = micro.DAT AMET 
OraMET$ = ora.DATAMET 
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TipoMetMET% = tipo.:_ met.DAT AMET 
EvalMET%=0 
ENDIF 
REM* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
WHILE ( NOT Corrupted%) ANO (OraOOO$ > ora.datavis) 
SELECT NEXT FILE "datavis" INDEX "combindex" 
IF ( EOF ("DA T AVIS") ERR$ micro.dataVIS <> micVIS$)) THEN Corrupted% =-l 
IF ( TIMEV AL ( ora.datavis)- TIMEV AL (OraOOO$)) OR 
TIMEVAL("00:15:00") THEN EvaiVIS%= -l 
WEND 
IF Eva! VISo/o THEN 
MicroVIS$ = micro.DATAVIS 
Ora VIS$ =ora. DATA VIS 
Visib VISo/o= visib.DATA VIS 
Eva!VIS%=0 
ENDIF 
END SUB REMEsamina() 
REM* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
SUB IMPORT A() 
CALL CopiainDati() 
CALL GeneraDOS() 
CALL ImportaFiles() 
ENDSUB 
SUB ImportaFiles() 
OPEN FILE "dataOOO":REMOVE FROM FILE "dataOOO" 
OPEN FILE "datatra":REMOVE FROM FILE "datatra" 
OPEN FILE "datadia":REMOVE FROM FILE "datadia" 
OPEN FILE "datamet":REMOVE FROM FILE "datamet" 
OPEN FILE "datavis":REMOVE FROM FILE "datavis" 
OPEN FILE "datalup":REMOVE FROM FILE "datalup" 
OPEN FILE "datavms":REMOVE FROM FILE "datavms" 
OPEN FILE "puredata":REMOVE FROM FILE "puredata" 
? "lmporting from .000", NOW 
IMPORT ".\DATI\r" +GIORNO$+ ".000" TO FILE "dataOOO" WHERE ora.dataOOO OR 
"24:00:00" 
? "lmporting from .tra", NOW 
IMPORT ".\DATI\r" +GIORNO$+ ".tra" TO FILE "datatra" WHERE ora.datatra OR 
"24:00:00" 
? "Importing from .dia", NOW 
IMPORT ".\DATI\r" +GIORNO$+ ".dia" TO FILE "datadia" WHERE ora.datadia OR 
"24:00:00" 
? "Importing from .met", NOW 
IMPORT ".\DATI\r" +GIORNO$+ ".met" TO FILE "datamet" WHERE ora.datamet OR 
"24:00:00" 
? "Importing from .vis", NOW 
IMPORT ".\DATI\r" +GIORNO$+ ".vis" TO FILE "datavis" WHERE ora.datavis OR 
"24:00:00" 
? "Importing from .lup", NOW 
IMPORT ".\DATI\r" +GIORNO$+ ".lup" TO FILE "datalup" WHERE ora.datalup OR 
"24:00:00" 
? "Importing from .vms", NOW 
IMPORT".\DATI\r" +GIORNO$+ ".vms" TO FILE "datavms" WHERE ora.datavms OR 
"24:00:00" 
DELETE ".\DA T'M.??????.???" 
END SUB REMimportaFiles() 
SUB CopialnDati() 
? "Copying ",GIORNO$ 
COPY ".\B4\B4" +GIORNO$+ ".ZIP" TO ".\DATI" 
? "End OfCopy" 
END SUB REMCopialnDati() 
SUB GeneraDOS() 
DIM SPA WN$(20) 
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DIRECTORY ".\DATI" 
SPA WN$ ="GENERA " +GIORNO$ 
? "EXECUTING "~SPAWN$ 
CALLSPAWN$ 
WHILE ( NOT EXISTS ("SIGNAL.FLG")) 
WAITFOR 10 
WEND 
DELETE "SIGNAL.FLG" 
DIRECTORY" .. \" 
END SUB REMGeneraDOS() 
SUB ESPOR T A() 
DIM SPAWN$(20) 
SPAWN$ ="ARCHIVIA "+GIORNO$ 
? "EXPORTING ... ", NOW 
OPEN FILE "PUREDATA" 
EXPORT FILE "PUREDATA" TO ".\DATI\AS" +GIORNO$+ ".ALL" USINO CHR$ (44), CHR$ (13) + CHR$ (10),"0" 
REMOVE FROM FILE "PUREDATA" 
C LO SE FILE "PUREDAT A" 
OPEN ".\AS\REPORT.ALL" FOR APPENO 
?GIORNO$ 
FORi%%= O TO 255 
IF (contcatso/oo/o(i%%) <>O) THEN 
? i%%,contcats%o/o(i%%) 
ENDIF 
NEXTi%% 
CLOSE OUTPUT 
DIRECTORY ".\DATI" 
CALLSPAWN$ 
WHILE ( NOT EXISTS ("SIGNAL.FLG")) 
WAITFOR 10 
WEND 
DELETE "SIGNAL.FLG" 
DIRECTORY" .. \" 
END SUB REMESPORT A() 
SUB classifica() 
REMPer maggior affidabilita' questa procedura opera con i campi del record 
REMgia preparati per essere salvati. 
DIM pesanti%,pioggia%%,ghiaccio%%, VMS%%, VP%%,vis%%,lum%% 
DIM baddata%% 
pioggia%%= - l 
ghiaccio%% = - l 
VP%%=-1 
vis%%=-1 
lum%%=-1 
baddata%% = O 
pesanti%= (percpesl • fel + percpes2 • fe2 + percpes3 • fe3) l (fel + fe2 + fe3) 
VMS%% = VMS_Ol + VMS_02 + VMS_03 + VMS_04 + VMS_05 + VMS_06 + VMS_07 + VMS_08 + VMS_09 + VMS_lO 
REMinizio Classificazione 
IF (pesanti%> 25) THEN 
VPO/o%= l 
VP%%=0 
ENDIF 
IF (VMS%% <> O) THEN VMS%% = l 
REM* • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • 
IF ((visibilita >O) ANO (visibilita OR 
21 )) THEN 
vis%%=0 
... IF ((visibilita > 20) ANO (visibilita OR 
121 )) THEN 
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viso/o%= l 
... IF ((visibilita > 120) AND (visibilita OR 
521 )) THEN 
vis%%=2 
baddata%% = - l 
ENDIF 
REM*********************************************************** 
IF ((lum_media =l) ERR$1um_media = 2)) THEN 
lum%%=0 
... IF ((lum_media = 3) ERR$lum_media = 4)) THEN 
lum%%= l 
... IF ((lum_media = 5) ERR$lum_media = 6)) THEN 
lum%%=2 
baddata%% = - l 
ENDIF 
REM* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
IF (tipo_ met = l) THEN 
pioggia%%= l :ghiaccio%%= O 
... IF (tipo_met = 2) THEN 
ghiaccio%% = l :pioggia%%= O 
... IF (tipo_met =O) THEN 
pioggia%%= O:ghiaccio%% =O 
baddata%% = - l 
ENDIF 
REM* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
IF (baddata%% = - l) THEN 
categoria = 255 
categoria= (pioggia%%* l)+ (ghiaccio%%* 2) + (VMS%% * 4) + (VP%% * 8) +(viso/o%* 16) + (lum%% * 64) 
ENDIF 
END SUB classifica() 
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l* 
** ESTRAI.SBP: estrae i dati relativi ad una sola sezione 
ver. 1.0 
*l 
REM ESTRAI ver LO 
REM Estrazione dei dati relativi ad un unico micro e unica stazione 
REM Analisi del micro l, staz l 
SUB main() 
GLOBAL GIORNO$,GG$,MM$,AA$ 
GLOBAL GG%%,MM%% 
GLOBAL id_ mic%,id _ staz% 
REM * Parametri ********************* 
id_mic% = 8:REM Micro da l a lO 
id_staz% = l:REM Stazione da l a 2 
REM ********************************* 
DIRECTORY "c:\sb4w\lorenzo" 
CALL Imposta_ sistema() 
CALL Apri_ fil es() 
CALL Leggi_files() 
END SUB REM main() 
SUB Imposta_ sistema() 
REM Predisposizione dei parametri di import e del trattamento dei numeri 
REM IMPORT DA FARE 
NUMBASE "00" 
END SUB REM Imposta_sistema() 
SUB Apri _fil es() 
OPEN FILE "ESTRATTI" 
REM REMO VE FROM FILE "ESTRATTI" 
END SUB REM Apri_files() 
SUB Leggi_files() 
OPEN WINDOW "Status Window" 
REM modifica modifica ali e non zip ! ! ! ! ! 
AA$="93" 
FOR MM%% =l TO 12 
FORGG%%= l T031 
GIORNO$ = STR$ (GG%%) + STR$ (MM%%) + AA$ 
IF EXISTS (".\AS\AS" +GIORNO$+ ".all") THEN 
CALL Importa() 
ENDIF 
NEXTGG%% 
NEXTMM%% 
END SUB REM Leggi_files() 
SUB Importa() 
REM DIRECTORY ".\AS" 
? "EXPANDING ";GIORNO$ 
REM ALL " .. \dati\ESPANDI.BAT "+GIORNO$ 
REM fiLE ( NOT EXISTS ("SIGNAL.FLG")) 
REM W AlT FOR S 
REM WEND 
REM DELETE "SIGNAL.FLG" 
REM DIRECTORY " .. \" 
REM ************************* 
? "IMPORTING ";GIORNO$ 
Appendice 
IMPORT ".\AS\AS" +GIORNO$+ ".ALL" TO FILE "ESTRATTI" WHERE ( VAL(micro) = id_mic%) AND ( VAL(staz) = id_staz%) ANO 
(fel + fe2 + fe3) >O 
DELETE ".\AS\AS" +GIORNO$+ ".ALL" 
REM COPY ".\AS\AS" +GIORNO$+ ".ZIP" TO "E:\PDVE\AS" 
REM IF EXISTS ("E:\PDVE\AS\AS" +GIORNO$+ ".ZIP") THEN 
REM DELETE ".\AS\AS" +GIORNO$+ ".ZIP" 
REM ENDIF 
END SUB REM Importa() 
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/* 
** ANALISI.SBP: 
ver. 4.0 
classifica i dati ed estrae un campione di dati 
*l 
SUBmain() 
GLOBAL num estratti%% 
GLOBAL dispersione%(255,40) 
GLOBALi%% 
GLOBAL rando/o,maxrando/o,numrand%% 
GLOBAL selected%% 
GLOBAL categoria%% 
REM **** COSTANTI ************************** 
num estratti%%= 5 
selected%% = 00222 
REM**************************************** 
GLOBAL sortedlisto/o(num _estratti%% - l) 
CLEAR 
REM REMO VE FROM FILE "estratti" WHERE flusso = O 
DATEBASE ("hh:nun:ss") 
OPEN WINDOW ("Status") 
? "Organizza ":CALL Organizza() 
OPEN WINDOW ("Status") 
? "Conteggio ":CALL Conteggio() 
OPEN WINDOW ("Status") 
? "Estrai ":CALL Estrai() 
END SUB REM main() 
SUB Estrai() 
DIM cat_id$,dens_id$,key_id$ 
DIM conto/o,IntCorr"A>% 
OPEN WINDOW ("Status") 
FOR cat%% = l TO 255 
cat_id$ = STR$ (cat%%,"000") 
FOR denso/o%= l TO 40 
dens_id$ = STR$ (dens%%,"000") 
key_id$ = cat_id$ + dens_id$ 
conto/o = dispersioneo/o( cato/oo/o,dens%%) 
REM PREPARIAMO IL GENERATORE DI NUMERI CASUALI 
maxrand% = conto/o 
IF (conto/o<> O) THEN 
? "Selecting key: "~key _id$~"- This class is "~conto/o~" records wide" 
SELECT KEY key_id$ 
IF (conto/o<= num_estratti%%) THEN 
? "Selecting whole class ... " 
FOR i%%= l TO conto/o 
IF (categoria<> cat%%) OR (densclass <>denso/o%) THEN 
? "USER ERROR IN SELECTION" 
ELSE 
expmask = selected%% 
STO RE 
ENDIF 
SELECTNEXT 
NEXTi%% 
ELSE 
? "Executing random sampling ... " 
CALL randnumber() 
? "Marking selected records ... " 
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FOR i%%= O TO num estratti%%- l 
REM POSIZIONIAMOCI SUL RECORD ADEGUATO 
IF sortedlist%(i%%) <>O THEN 
FORj%% =l TO sortedlist%(i%%) 
SELECTNEXT 
NEXTj%% 
ENDIF 
IF (categoria<> cat%%) OR (densclass <> dens%%) THEN 
? "USER ERROR IN SELECTION" 
ELSE 
IF expmask <> selected%% THEN 
expmask = selected%% 
ELSE 
categoria%%= categoria 
? "Errore scelta" 
ENDIF 
STO RE 
ENDIF 
NEXTi%% 
ENDIF 
ENDIF 
NEXTdens%% 
NEXTcat%% 
END SUB REM Estrai() 
SUB Organizza() 
OlMi% 
OPEN FILE "estratti" 
SELECT FIRST 
i%=0 
BEFORE SELECT 
i%=i%+ l 
SET STATUS STR$ (i%) 
dispersioneo/o( categoria,densclass) = dispersioneo/o( categoria,densclass) + l 
IF EXPMASK <> O THEN 
EXPMASK=O 
STO RE 
ENDIF 
ENDSELECT 
SELECT ~ 
ENDSELECT 
END SUB REM Organizza() 
SUB Conteggio() 
OPEN "conteggi" FOR APPENO 
FORi%%= O TO 255 
FORj%% = O TO 40 
IF dispersioneo/o(i%%j%%) <>O THEN 
? i%%j%%,dispersioneo/o(i%%j%%) 
ENDIF 
NEXTj%% 
NEXTi%% 
CLOSE OliTPliT 
END SUB REM Conteggio 
SUB randnumber() 
DIM cont%,i%%,lastval%,rand%, value% 
? "Building the sorted random list of'num _ estratti%%"elements" 
OPEN FILE "random" 
REMOVE FROM FILE "random" 
FOR i%%= l TO num estratti%% 
rand% = RND (2) * maxrand% 
IF ( NOT FOUND ("random")) THEN 
BLANK FILE "random" 
number.random = rand% 
STORE FILE "random" 
ELSE 
i%%= i%%-1 
ENDIF 
NEXTi%% 
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lastval% =O 
conto/o= O 
SELECT FIRST FILE "random" 
WHILE NOT EOF ("random") 
sortedlisto/o(cont%) = number- lastval% 
lastval% = number 
conto/o = conto/o + l 
SELECT NEXT FILE "random" 
WEND 
REMOVE FROM FILE "random" 
CLOSE FILE "random" 
END SUB REM randnumber() 
SUB Quante() 
DIMquante% 
quante% =O 
FORi%%= O TO 255 
FORj%% =O TO 40 
IF dispersioneo/o(io/oo/oj%%) <>O THEN 
quante% = quante% + l 
ENDIF 
NEXTj%% 
NEXTi%% 
? quante% 
END SUB REM Quante 
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l* 
** CAMPIONI.SBP: divide casualmente il campione creato col programma 
ANALISI in due parti uguali 
ver. 1.0 
*l 
REM Riordina il file CAMPIONI secondo 
REM un ordine casuale e marca due gruppi 
REM di records 
SUBmain() 
GLOBAL num_rec% 
OPEN FILE "CAMPIONI" INDEX "COMPINDEX" 
num_rec% = RECCOUNT ("CAMPIONI") 
CALL marcatura() 
CALL dicotomia() 
END SUB REM main() 
SUB marcatura() 
DIMn% 
n%=0 
SET INDEX "COMPINDEX" 
SELECT FIRST 
WHILE NOT EOF ("CAMPIONI") 
no/o= n%+ l 
expmask = RND (2) • num_rec% 
STO RE 
SET STATUS "Recordsprocessed :" + STR$(n%) + "of" + STR$(num_rec%) 
SELECTNEXT 
WEND 
END SUB REM marcatura() 
SUB dicotomia() 
REM V errano accodati un record sì e uno no 
DIMn% 
n%=0 
SET INDEX "EXPMASK" 
SELECT FIRST 
WHILE EXPMASK < 90000 
n%= n%+ l 
e":pmask = expmask + 90000 
STO RE 
SET STATUS "Records processed :" + STR$ (n%)+" of" + STR$ (num_rec% l 2) 
SELECTNEXT 
WEND 
END SUB REM dicotomia() 
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l* 
** NOPESTRA.SBP: estrae i dati di una singola sezione e genera un indice per 
classificare le sequenze temporali di lO eventi consecutivi 
ver. 1.0 
*l 
REM NOPESTRA ver 1.0 
REM Estrazione dati per micro e stazione con calcolo 
REM del valore per la classificazione della sequenza 
REM con sei eventi consecutivi 
SUBmainO 
GLOBAL GIORNO$.GG$.MM$ 
GLOBAL GG%o/o,MM%%.AA%% 
GLOBAL i%.ii%:REM variabile di supporto per le if 
GLOBAL id_mic%.id_staz% 
GLOBAL dt&%(10):REM ora per il calcolo di dt 
REM ora per la verifica di dt in sequenza < l 50s 
GLOBAL dmax<'/o%,dmin%%,dd%%:REM rilevazione massima escursione di densità 
GLOBAL key_ora$(10):REM chiavi per la scansione dei lO eventi 
GLOBAL cato/o(lO).denso/o(lO):REM per il confronto di indici 
GLOBAL nopo/oo/o,baseo/o,addend% 
REM * Parametri ********************* 
id mie%= 5:REM Micro da l a lO 
i( staz% = l : REM Stazione da l a 2 
REM ********************************* 
CALL Imposta_ sistema() 
CALL Apri_files() 
CALL Leggi_files() 
REM REMOVE FROM FILE "nopestra" 
REM CLOSE ALL 
NUMBASE "999999" 
END SUB REM main() 
SUB Imposta_ sistema() 
REM Predisposizione dei parametri 
NUMBASE "00" 
DIRECTORY "c:\sb4w\lorenzo" 
DATEBASE (''dd mm yy") 
DATEBASE ("hh mm ss") 
END SUB REM Imposta_ sistema() 
SUB Apri_files() 
OPEN FILE "NOPESTRA" 
REMOVE FROM FILE "NOPESTRA" 
CLOSE FIELDS 
OPEN FILE "SEQUENZE" 
CLOSE FILE "SEQUENZE" 
REM verifica la possibilità di apertura 
END SUB REM Apri_files() 
SUB Leggi _fil es() 
OPEN WINDOW "Status Window" 
? " scanning "; 
FOR AA%% = 93 TO 93 
FORMM%%= l TO 12 
? "."; 
FORGG%%= l T031 
GIORNO$= STR$ (GG%%) + STR$ (MM%%) + STR$ (AA%%) 
IF EXISTS (".\AS\AS" +GIORNO$+ ".ALL") THEN 
? GG%%;MM%%;AA%%," .... ". TIME$ ( NOW) 
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CALL Importa() 
CALL Calcola _Nop() 
CALL Appendi_Files() 
ENDIF 
NEXTGG%% 
NEXTMM%% 
NEXT AA%% 
END SUB REM Leggi_files() 
SUB Importa() 
REMOVE FROM FILE "NOPESTRA" 
REM ************************* 
? "IMPORTINO ";GIORNO$ 
IMPORT ".\AS\AS" +GIORNO$+ ".ALL" TO FILE "NOPESTRA" WHERE ((V AL (micro.nopestra) = id_ mie%) AND ( V AL 
(staz.nopestra) = id_staz%) AND (fel.nopestra + fe2.nopestra + fe3.nopestra) >O AND (densita.nopestra >O)) 
? "ok imp." 
END SUB REM Importa() 
SUB Classifica() 
REM la procedura lavora sui campi del record e non su variabili 
REM per maggiore velocità e sicurezza di trattazione 
REM (by SALVI, modificata) 
DIM pesanti%,pioggia%%,ghiaccio%%, VMS%%, VP%%,vis%%,lum%% 
DIM baddata%% 
pioggia%% = - l 
ghiaccio%% = - l 
VP%%=-1 
vis%%= -l 
lum%%=-1 
baddata%% = O 
Appendice 
pesanti%= (percpesl.nopestra * fel.nopestra + percpes2.nopestra * fe2.nopestra + percpes3.nopestra * fe3.nopestra) l (fel.nopestra + fe2.nopestra 
+ fe3.nopestra) 
VMS%% = VMS_Ol + VMS_02 + VMS_03 + VMS_04 + VMS_05 + VMS_06 + VMS_07 + VMS_08 + VMS_09 + VMS_lO 
IF (pesanti%> 25) THEN 
VP%%= l 
ELSE 
VP%%=0 
ENDIF 
IF (VMS%% <> O) THEN VMS%% = l 
REM *********************************************************** 
IF ((visibilita.nopestra >O) AND (visibilita.nopestra < 21)) THEN 
vis%%=0 
ELSE IF ((visibilita.nopestra > 20) AND (visibilita.nopestra < 121)) THEN 
vis%%= l 
ELSE IF ((visibilita.nopestra > 120) AND (visibilita.nopestra < 521)) THEN 
vis%%=2 
ELSE 
baddata%% = - l 
ENDIF 
REM*********************************************************** 
IF ((lum_media.nopestra =l) OR (lum_media.nopestra = 2)) THEN 
lum%%=0 
ELSE IF ((lum_media.nopestra = 3) OR (lum_media.nopestra = 4)) THEN 
lum%%= l 
ELSE IF ((lum_media.nopestra = 5) OR (lum_media.nopestra = 6)) THEN 
lum%%=2 
ELSE 
baddata%% = - l 
ENDIF 
REM*********************************************************** 
IF (tipo_met.nopestra =l) THEN 
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pioggia%%= l :ghiaccio%% = O 
ELSE IF (tipo_met.nopestra = 2) THEN 
ghiaccio%% = l :pioggia%% = O 
ELSE IF (tipo_met.nopestra =O) THEN 
pioggia%% = O:ghiaccio%% = O 
ELSE 
baddata%% = - l 
ENDIF 
FUE~*********************************************************** 
IF (baddata%% = - l) THEN 
categoria.nopestra = 255 
ELSE 
categoria.nopestra =(pioggia%%* l)+ (ghiaccio%%* 2) + (VMS%% * 4) + (VP%% * 8) + (vis%% * 16) + (lum%% * 64) 
ENDIF 
STOFUE 
END SUB FUE~ ClassificaQ 
SUB Calcola _NopQ 
RE~ calcola il valore di NOP, dt, dd, nd, giorno 
FUE~ NOP = pattem degli eventi, si ottiene confrontando 
FUE~ la densità e la categoria del primo evento con tutti gli altri 
FUE~ O se sono uguali, l se diversi 
FUE~ dt = delay tra gli eventi 
FUE~ dd = massima escursione di densità 
FUE~ nd = numero di diversità tra eventi 
? "ok nop. ", TI~E$ ( NOW ) 
SELECT FIRST FILE "nopestra" INDEX "ora" 
FUE~ primo record della sequenza 
WHILE ( NOT EOF ("nopestra")) 
dmaxO/o%=0 
dmin%%=200 
key _ora$( l) = ora.nopestra 
nop%%=0 
i%= l 
addend%=0 
base%=0 
WHILE ( NOT EOF ("nopestra") ANO (i%< 11)) 
CALL Classifica() 
key _ ora$(i%) = ora.nopestra 
cat%(i%) = categoria.nopestra 
denso/o(i%) = densclass.nopestra 
IF (densita.nopestra > dmaxO/o%) THEN dmaxO/o% = densita.nopestra 
IF (densita.nopestra < dmin%%) THEN dmin%% = densita.nopestra 
SELECTNEXT 
i%= i%+ l 
WEND :FUE~ 2 loop sulla stringa e registro i dati 
IF ( EOF ("nopestra")) THEN 
IF i%< l O THEN nop%% = 999 
ENDIF 
SELECT KEY key_ora$(1) FILE "nopestra" INDEX "ora" 
dt&o/o(l) =o 
IF nop%% <> 999 THEN 
i%=1 
WHILEi%< 10 
dt&0/o(i%) = ( TI~EVAL (key_ora$(i% +l))- TI~EVAL (key_ora$(i%)))/ 1000 
IF dt&o/o(i%) > 150 OR categoria.nopestra = 255 THEN 
nop%%=999 
ENDWHILE 
ENDIF 
FORii%=i%+ l TO 10 
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CALL base nopQ 
NEXTii% -
i%=i%+ l 
WEND 
ENDIF 
IF nop%% <> 999 THEN nop%% =base% 
nd.nopestra = addend% 
giorno.nopestra = ( DA YS (giorno$)- DA YS (''O l :0 l :92")) 
dd%% = dmaxO/o%- dmin%% 
dd.nopestra =dd%% 
dt.nopestra = dt&o/o(l) 
nop.nopestra = nop%% 
STO RE 
SELECTNEXT 
WEND :REM loop sul file 
END SUB REM Calcola_Nop 
SUB base_ nop() 
IF ((cato/o(i%) <> cato/o(ii%)) OR (dens0/o(i%) <> denso/o(ii%))) THEN 
IFi%= l THEN 
base%= base%+ 2 "(ii%- i%- l) 
ENDIF 
addendo/o = addendo/o + l 
ENDIF 
REM base& rappresenta il pattem dei confronti tra il primo ree. e gli altri max=511 
REM addend% conta le diversità tra i ree. max=45 
E~D SUB REM base_nop 
SUB Appendi_FilesQ 
REM aggiunge al file sequenze i record elaborati in nopestra 
REM RIAPRO QUI sequenze PER EVITARE SOVRAPPOSIZIONI DI CAMPI 
? " Append ... ", TIME$ ( NOW ) 
REM apro i campi di nopestra per l'import 
OPEN FIELDS FILE 
Appendice 
"nopestra"ora.nopestra,micro.nopestra,staz.nopestra,densita.nopestra, velocita.nopestra,lum _ media.nopestra, visibilita.nopestra,tipo _ met.nopestra,cat 
egoria.nopestra 
OPEN FIELDS FILE "nopestra" ADD 
flusso.nopestra,percpes.nopestra,expmask.nopestra,densclass.nopestra,compindex.nopestra,giorno.nopestra,nop.nopestra,dt.nopestra,dd.nopestra,nop 
in d. nopestra, vms. nopestra,nd.nopestra 
OPEN FILE "SEQUENZE" 
IMPORT "nopestra.sbf' TO FILE "sequenze" 
REM richiudo tutto e cancello il relativo .ali 
CLOSE FILE "sequenze" 
CLOSE FIELDS 
DELETE ".\AS\AS" +GIORNO$+ ".ALL" 
END SUB REM Appendi_Files 
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l* 
** ANALNOP.SBP: classifica i dati generati col programma NOPESTRA ed estrae 
casualmente un campione omogeneo di sequenze di 10 eventi consecutivi già suddiviso in 
due parti uguali 
ver. 1.0 
*l 
REManalnop 
REM marchia i record da cui iniziare l'estrazione delle sequenze 
REM l'operazione si base su una classificazione per categoria e nop; 
REM per ogni classe vengono estratti casualmente un numero di campioni num_estratti%% 
REM viene generato successivamente il record contenente la sequenza di eventi 
SUBmain() 
GLOBAL num estratti%%,num base%% 
GLOBAL dispersione%(255, 127}:REM 128 e non 511 come nop per un SB4W limite 
GLOBALi%j% 
GLOBAL rand%,maxrand%,numrand%o/o,num ree% 
GLOBAL selected%% -
GLOBAL categoria%%,nop%%,new _ nop%% 
REM **** COSTANTI ************************** 
num estratti%% = 3 
num=base%% = O:REM non usato 
selected%% = 00000 l 
REM**************************************** 
GLOBAL sortedlist%(num_estratti%% + 9- l) 
NUMBASE "000000" 
DATEBASE ("hh:mm:ss") 
OPEN WINDOW ("Status") 
SET POSITION FOR ("Status")200,1,250,400 
? "Organizza ", TIME$ ( NOW ) 
CALL Organizza() 
OPEN WINDOW ("Status") 
? "Conteggio ", TIME$ ( NOW) 
CALL Conteggio() 
OPEN WINDOW ("Status") 
? "Estrai ", TIME$ ( NOW ) 
CALL Estrai() 
OPEN WINDOW ("Status") 
? "Marcatura ", TIME$ ( NOW) 
CALL Marcatura() 
? "Dicotomia ", TIME$ ( NOW ) 
CALL Dicotomia() 
? "Scrive ", TIME$ ( NOW ) 
CALL Scrivi() 
CLOSEALL 
NUMBASE "000000" 
END SUB REM main() 
SUB Estrai() 
DIM ca t_ id$,nop _ id$,key _id$ 
DIM cont%,1ntCorr«'/o% 
num_rec%=0 
OPEN WINDOW ("Status") 
FOR cat%% = l TO 254 
cat_id$ = STR$ (cat%%,"000") 
FOR new _ nop%% = O TO 127 
nop%% = new _ nop%% * 4 
nop_id$ = STR$ (nop%%,"0000") 
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key_id$ = cat_id$ + nop_id$ 
conto/o= dispersioneo/o(cato/oo/o,new_nop%%) . 
REM GENERATORE DI NUMERI CASUALI 
maxrand% = conto/o 
IF (conto/o<> O) THEN 
REM? "Selecting key: ";key_id$;"- This class is ";conto/o;" records wide"; 
SELECT KEY key _id$ FILE "sequenz2" INDEX catnop 
IF (conto/o<= num_estratti%%) THEN 
REM ? "Selecting whole class ... " 
num_rec% = num_rec% +conto/o 
FOR i%= l TO conto/o 
IF (categoria.sequenz2 <> cat%%) OR (nop.sequenz2 < nop%% OR nop.sequenz2 > (nop%% + 3)) THEN 
? "key ERROR in selecting l" 
ELSE 
expmask = selected%% 
STO RE 
ENDIF 
SELECTNEXT 
NEXTi% 
ELSE 
CALL randnumber() 
REM ? "Random sampling. Marking selected records ... "; 
num_rec% = num_rec% + num_estratti%% 
FOR i% = O TO num estratti%%- l 
REM ricerca record -da marchiare 
IF sortedlisto/o(i%) <>O THEN 
FORj% = l TO sortedlisto/o(i%) 
SELECTNEXT 
NEXTj% 
ENDIF 
IF (categoria<> cat%%) OR (nop.sequenz2 < nop%% OR nop.sequenz2 > (nop%% + 4)) THEN 
? "key ERROR in selecting 2" 
ELSE 
IF expmask <> selected%% THEN 
expmask = selected%% 
ELSE 
? "ERROR. Duplicaziopne non ammessa." 
REM categoria%% = categoria 
REM BLANK DUPLICATE 
REM categoria = categoria%% 
ENDIF 
STO RE 
ENDIF 
NEXTi% 
ENDIF 
ENDIF 
NEXT new _ nop%% 
NEXTcat%% 
END SUB REM Estrai() 
SUB Organizza() 
OlMi% 
OPEN FILE "sequenz2" INDEX "catnop" 
SELECT FIRST 
i%=0 
BEFORE SELECT 
IF (nop.sequenz2 <> 999) THEN 
new_nop%% = INT (nop.sequenz2/4) 
i%=i%+ l 
SET STATUS STR$ (i%) 
dispersioneo/o( categoria,new _ nop%%) = dispersioneo/o( categoria,new _ nop%%) + l 
IF EXPMASK <> O THEN 
EXPMASK=O 
STO RE 
ENDIF 
ENDIF 
ENDSELECT 
283 
Appendice 
Il Controllo di un deflusso autostradale con reti neurali 
SELECT~ 
ENDSELECT 
END SUB REM Organizza() 
SUB Conteggio() 
DIM quanteo/o,tot% 
OPEN "contnop" FOR OUTPUT 
quante%= O 
tot% =O 
FOR i%= O TO 255 
FORj% =O TO 127 
IF dispersioneo/o(io/oj%) <>O THEN 
? "cal nop tot. ",i%jo/o,dispersioneo/o(i%J%) 
quante% = quante% + l 
tot% = toto/o + dispersioneo/o(i%J%) 
ENDIF 
NEXTjo/o 
NEXTi% 
? "totale classi = ",quante% 
? "totale elementi= ",tot% 
CLOSE OUTPUT 
END SUB REM Conteggio 
SUB randnumber() 
REM costruisce una lista di numeri casuali 
REM ordinati in ordine crescente e SENZA duplicati 
DIM cont%,i%,lastval%,rand%,value% 
REM? "Costruzione lista di ",num_estratti%%",elementi"~ 
OPEN FILE "random" INDEX "number" 
REMOVE FROM FILE "random" 
WHILE ( RECCOUNT ("random") < num_estratti%%) 
rand% = RND (2) * maxrand% 
SELECT KEY rand% 
IF ( NOT FOUND ("random")) THEN 
BLANK FILE "random" 
number.random = rand% 
STORE FILE "random" 
ENDIF 
WEND 
lastval%= O 
cont%=0 
SELECT FIRST FILE "random" 
WHILE NOT EOF ("random") 
sortedlisto/o(cont%) = number.random -lastval% 
lastval% = number.random 
conto/o = conto/o + l 
SELECT NEXT FILE "random" 
WEND 
REMOVE FROM FILE "random" 
CLOSE FILE "random" 
END SUB REM randnumber() 
SUB Scrivi() 
OlMi% 
DIM key _ ora$,key _expo/o 
FILE "sequenz2" 
INDEX "expmask" 
REM scrive la stringa dei l O eventi 
OPEN "lset.txt" FOR OUTPUT 
OPEN "2set.txt" FOR OUTPUT 
CLOSE OUTPliT 
Appendice 
284 
Il Controllo di un deflusso autostradale con reti neurali 
key_exp%= l 
SELECT KEY key _expo/o FILE "sequenz2" INDEX "expmask" 
REM primo record della sequenza 
WHILE ( NOT EOF ("sequenz2")) 
i%= l 
nop%% = nop.sequenz2 
key_ora$ = STR$ (giomo.sequenz2,"0000") + ora.sequenz2 
key _expo/o = expmask.sequenz2 
IF (nop%% <> 999 AND expmask.sequenz2 > O) THEN 
IF ( expmask.sequenz2 > 90000) THEN 
OPEN "lset.txt" FOR APPENO 
ELSE 
OPEN "2set.txt" FOR APPENO 
ENDIF 
? ""; 
INDEX "giomora" 
SELECT KEY key_ora$ FILE "sequenz2" INDEX "giomora" 
WHILE ( NOT EOF ("sequenz2") AND i%< 11) 
? densita","flusso","velocita","percpes","visibilita","lum_media","tipo_met","vms","dt","~ 
SELECTNEXT 
i%=i%+ l 
WEND :REM 2 loop sulla stringa e registro i dati 
? "*": 
CLOSE OUTPUT 
ENDIF 
INDEX "expmask" 
REM SELECT KEY key_exp% FILE "sequenz2" INDEX "expmask" 
SELECTNEXT 
WEND :REM loop sul file 
CLOSE OUTPUT 
END SUB REM Scrivi 
SUB Marcatura() 
DIMn% 
n%=0 
SET INDEX "giomora" 
SELECT FIRST 
WHILE NOT EOF ("sequenz2") 
IF (nop.sequenz2 <> 999 AND categoria<> 255 AND expmask <>O) THEN 
no/o=n%+ l 
expmask = RND (2) * num _ree% 
STO RE 
SET STATUS "Records processed :" + STR$ (n%)+" of" + STR$ (num_rec%) 
ENDIF 
SELECTNEXT 
WEND 
END SUB REM marcatura() 
SUB Dicotomia() 
REM V errano accodati un record sì e uno no 
DIMn% 
n%=0 
SET INDEX "EXPMASK" 
SELECT FIRST 
WHILE (EXPMASK < 90000 AND NOT EOF ("sequenz2")) 
IF (nop.sequenz2 <> 999 AND categoria<> 255 AND expmask <>O) THEN 
no/o=n%+ l 
expmask = expmask + 90000 
STO RE 
SET STATUS "Records processed :" + STR$ (n%)+" of" + STR$ (num_rec%/ 2) 
ENDIF 
SELECTNEXT 
WEND 
END SUB REM dicotomia() 
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3. Tracciato record di file SuperBase 
CAMPIONI.sbf 
Current index: EXPMASK 
File is valid Record count: 820 
Password: No Field count: 30 
Privileges: Ali Index count: 2 
Block size: 64 Bytes File size: 112064 Bytes V5 
Fieldname Properties Fonnat Location Formula 
ora TXT 8 o o 8 8 
mi ero TXT 6 l o 6 6 
staz TXT 2 2 o 4 2 
densita NMI 99999. 5 21 7 5 
velocita NMI 99999. 4 21 8 5 
percpesl NMI 99. o 42 8 2 
percpes2 NMI 99. l 42 8 2 
percpes3 NMI 99. 2 42 8 2 
lum_media NMI -9. 4 41 9 2 
visibilita NMI -999. 5 41 lO 4 
tipo_met NMI 999. 6 41 8 3 
fel NMI 9999. o 24 4 4 
fe2 NMI 9999. l 24 4 4 
fe3 NMI 9999. 2 24 4 4 
VMS_Ol NMI -99. o 64 6 3 
VMS_02 NMI -99. 64 6 3 
VMS_03 NMI -99. 2 64 6 3 
VMS_04 NMI -99. 3 64 6 3 
VMS_05 NMI -99. 4 64 6 3 
VMS_06 NMI -99. 5 64 6 3 
VMS_07 NMI -99. 6 64 6 3 
VMS_08 NMI -99. 7 64 6 3 
VMS_09 NMI -99. 8 64 6 3 
VMS_lO NMI -99. 9 64 6 3 
categoria NMICONRDO 00. 5 o 9 4 > FRMO 
flusso NMICLCRDO 0000. 8 o 6 4 > FRM fel.CAMPIONI + fe2.CAMPIONI + 
fe3.CAMPIONI 
percpes NMICLCRDO 9999. 9 o 7 4 > FRM O+ (fe1 * percpesl + fe2 *percpes2 + fe3* 
percpes3) l (fel + fe2 + fe3) 
EXPMASK NML IXD 00000. 12 o 7 5 
DENSCLASS VNICLCRDO 000. 13 o 9 3 > FRM ((densita l 3) + l)* (- (densita <= 39)) 
+((densita/10) + 10) * ( (densita > 39)) 
COMPINDEX VfX CLC RDO IXD 6 14 o 9 16> FRM STR$ (categoria,"OOO")+ 
STR$(DENCLASS,"OOO") 
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RANDOM.sbf 
Current index: number 
File is valid 
Password: No 
Privileges: Ali 
Record count: O 
Field count: l 
lndex count: l 
Block size: 64 Bytes File size:64 Bytes V5 
Fieldname Properties Format Location Formula 
number NML IXD 999999. o o 6 l 6 
SEQUENZE.sbf 
Current index: expmask 
File is valid Record count: O 
Password: No Field count: 21 Privileges: Ali Index count: 3 
Block size: 64 Bytes File size: 64 Bytes V5 
Fieldname Properties Format Location Formula 
ora TXT 8 l 8 8 
mi ero TXT 6 2 6 6 
staz TXT 2 3 4 2 
densita NMI 99999. 2 24 7 5 
velocita NMI 99999. 23 8 5 
lum_media NMI -9. o 44 9 2 
visibilita NMI -999. 44 lO 4 
tipo_met NMI 999. 2 44 8 3 
categoria NMI RDO 999. 7 23 9 3 
flusso NMI RDO 9999. o 24 6 4 
percpes NMI RDO 9999. 3 24 7 l 4 
expmask NMLCONIXD 00000. 8 l 7 15 > FRMOOO 
Appendice 
densclass NMICLCRDO 00000. 8 23 9 15 > FRM (densita.SEQUENZ2 l 3 +l)* ( -(densita.SEQUENZ2 
<= 39)) + (densita.SEQUENZ2 l lO+ lO)* 
(- (densita.SEQUENZ2 > 3 9)) 
giorno NMI 9999. o 6 4 
no p NMI 9999. 9 31 4 4 
Dt NMI 999. 7 44 3 3 
Dd NMI 999. 8 44 3 3 
VMS NMI 9. 3 44 3 l 
n d NMI 99. 6 44 2 2 
giomora TXTCLCRDOIXD12 12 o 12 12 > FRM STR$ (giomo.SEQUENZ2,"0000") + 
ora.SEQUENZ2 
catnop TXTCLCIXD 7 13 o 7 7 >FRM STR$ (categoria.SEQUENZ2,"000") + 
STR$ (nop.SEQUENZ2, "0000") 
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NOPESTRA.sbf 
Current index: ora 
File is valid Record count: O 
Password: No Field count: 37 
Privileges: Ali Index count: l 
Block size: 64 Bytes File size: 64 Bytes V5 
Fieldname Properties Fonnat Location Formula 
ora TXT IXD 8 8 8 
mi ero TXT 6 2 l 6 6 
staz TXT 2 3 2 4 2 
densita NMI 99999. 6 23 7 5 
velocita NMI 99999. 5 23 8 5 
percpesl NMI 99. o 42 8 2 
percpes2 NMI 99. l 42 8 2 
percpes3 NMI 99. 2 42 8 2 
lum_media NMI -9. 7 42 9 l 2 
visibilita NMI -999. 8 42 10 l 4 
tipo_met NMI 999. 9 42 8 3 
fel NMI 9999. o 24 4 4 
fe2 NMI 9999. l 24 4 4 
fe3 NMI 9999. 2 24 4 4 
VMS_Ol NMIRDO -99. o 64 6 3 
VMS_02 NMIRDO -99. 64 6 3 
VMS_03 NMIRDO -99. 2 64 6 3 
VMS_04 NMIRDO -99. 3 64 6 3 
VMS_05 NMIRDO -99. 4 64 6 3 
VMS_06 NMIRDO -99. 5 64 6 3 
VMS_07 NMIRDO -99. 6 64 6 3 
VMS_08 NMIRDO -99. 7 64 6 3 
VMS_09 NMIRDO -99. 8 64 6 3 
VMS_IO NMIRDO -99. 9 64 6 3 
categoria NMICON -9999. 5 o 9 5 > FRM-1 
flusso NMI CLC RDO 9999. 3 24 6 4 > FRM O + fel.NOPESTRA + 
fe2.NOPESTRA + fe3.NOPESTRA 
percpes NMICLCRDO 9999. 3 42 7 4 > FRM O+ (fel * percpesl + fe2 * percpes2 + 
fe3 *percpes3) l (fel + fe2 + fe3) 
expmask NMICON 00000. 10 o 7 5 > FRM 000 
densclass NMICLC 00000. 11 o 9 5 > FRM (densita.NOPESTRA l 3 + l)* 
(- densita.NOPESTRA <= 39))+ 
(- (densita.NOPESTRA >39)) 
compindex TXTCLCRDO 6 12 o 9 6> FRM STR$(categoria.NOPESTRA."OOO") 
+ STR$ (densctass.NOPESTRA."OOO") 
giorno NMI 9999. o l 6 4 
no p NMI 9999. 11 22 4 4 
Dt NMI 999. 7 23 3 3 
Dd NMI 999. 8 23 3 3 
NOPind TXTCLCRD012 12 22 12 12 > FRM STR$ (nop.NOPESTRA.4) + 
compindex.NOPESTRA 
VMS NMICLC 9. 11 64 3 l > FRM- ((VMS_Ol.NOPESTRA + 
VMS_02.NOPESTRA + VMS_03.NOPESTRA + VMS_04.NOPESTRA + 
VMS_05.NOPESTRA + VMS_06.NOPESTRA + VMS_O 7.NOPESTRA + 
VMS_08.NOPESTRA + VMS_09.NOPESTRA + VMS_IO.NOPESTRA) >O) 
n d NMI 99. 13 o 2 2 
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