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Abstract 
Dulucq, S. and S. Gire, Complexit& d’algorithmes et op6rations sur les arbres, Theoretical Computer 
Science 117 (1993) 187-198. 
We consider operations on trees like paths reversals and standard path compression used in a recent 
mutual exclusion algorithm (Naimi and Trihel 1987) or the algorithm for maintaining disjoint sets 
under union (Tarjan and van Leeuwen 1984). We give exact values for the worst-case cost of 
a sequence of these operations performed on an arbitrary initial tree. To obtain these bounds, we 
apply the potential function method of amortized analysis introduced by Tarjan (1985). 
0. Introduction 
La structure d’arbre est l’une des plus importantes et des plus spkifiques de 
l’informatique. Certains algorithmes, utilisant cette structure pour la gestion 
dynamique ou logique d’informations, sont basks sur des transformations agissant sur 
les arbres. 
Citons par exemple l’algorithme de gestion de partitions [I, 4, 111 qui consiste 
d maintenir une collection d’ensembles disjoints (ou parts) oti les seules opkrations 
autoriskes sont l’union de deux parts et la recherche de la part contenant un Cltment 
donnt. Cet algorithme est utilisk pour la gestion des “Common” et “Equivalence” en 
Fortran [S], la recherche d’un arbre recouvrant de poids minimal d’un graphe [3], le 
probkme de l’kquivalence de deux automates d’Ctats finis Cl], . . . 
Le but des transformations rCalisCes sur ces structures de donnkes arborescentes, 
lors de chaque acds g un Gment, est de diminuer le coQt des oplrations ultkieures. 
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Dans [9, lo], Sleator et Tarjan montrent l’interet des structures arborescentes 
modifiables suivant de telles transformations, par rapport aux structures de donntes 
auxquelles sont associees des contraintes, comme par exemple les conditions 
d’equilibre dans les arbres AVL. 
Les transformations les plus frequemment utilisees sont la compression standard, 
l’eclatement, le partage et l’inversion de chemin [ 111, cette derniere transformation se 
trouvant a la base d’un nouvel algorithme d’exclusion mutuelle [S]. Nous nous 
inttressons ici plus particulierement a la compression standard et a divers types 
d’inversion de chemin dans les arbres. 
Une inversion de chemin (que nous appellerons plus loin de type 0) est a la base 
d’un algorithme d’exclusion mutuelle dans un rtseau rtparti, algorithme recemment 
propose par Nai’mi et Trehel. Cet algorithme a pour but d’assurer l’accbs exclusif de 
IZ processus a une ressource, ces processus communiquant par Cchange de messages. I1 
consiste a maintenir une organisation logique des processus sous forme arborescente, 
la demande d’acces a la ressource se traduisant par une inversion du chemin dans 
l’arbre menant du processus demandeur au processus situ& a la racine (Fig. 1). 
Le coQt dune telle inversion est la longueur du chemin en nombre de sommets (k 
sur la Fig. 1) et correspond au nombre de messages envoy&s par les processus (chaque 
processus du chemin prtvient son “p&e” de la demande d’acds du processus x a la 
ressource). Recemment, Arnold et al. [2] ont montre que le cotit moyen M, (pour 
n processus) dune telle transformation est exactement H,_ 1 le (n- 1)ieme nombre 
harmonique. 
Nous nous interessons ici au cot% au pire de cet algorithme, et done de l’inversion 
de chemin dans les arbres a n sommets. Lorsque l’arbre est filiforme (une seule feuille 
f), l’inversion du chemin de fa la racine est de coQt n et l’arbre obtenu est le “peigne” 
(n - 1 feuilles); toute nouvelle inversion de chemin sur cet arbre est ensuite de cot3 Cgal 
a 2. Cette constatation nous am&e a non pas considlrer la complexitt au pire dune 
seule inversion (qui vaut done n), mais la notion de complexite amortie introduite par 




Fig. 1. Inversion du chemin de x B r. 
Complexit d’algorithmes et opdrations SW /es arbres 189 
Soient done, pour les arbres a n sommets, 
Ch(n, m) = max,{ coQt moyen( w): w suite de m inversions), 
Cy(n) = max,G { coat moyen( W): W cycle &inversions}, 
oti un cycle W correspond a une suite d’inversions telles que le premier et le dernier 
arbre de cette suite soient identiques. 
Ginat et al. [6] ont recemment montre que 
nlogn 
Ch(n, m)<l +logn+F, Cy( n) d 1 + log n.l 
Le choix d’un meilleur potentiel que celui considere dans [6] nous permet de montrer 
dans la seconde partie de cet article que 
nf (n) 
Ch(n, m)< 1 +f(n)+x, 
De plus, en mettant en evidence des cycles construits a partir d’une classe particuliere 
d’arbres, les arbres binomiaux, nous montrons que 
n_2t~wnJ 
Q(n)= 1 +S(n)= 1+LlognJ + 2LlognJ 7 
la longueur des cycles correspondants Ctant 
pgcd(2L’%“J, n _ 2L’WnJ) 
Ce resultat complete celui obtenu par Arnold et al. [2] et montre que l’algorithme 
d’exclusion mutuelle de Na’imi et Trehel [S] a une complexite en moyenne et au pire 
(complexite amortie) logarithmique, ce qui en fait le meilleur algorithme connu a ce 
jour pour rtaliser l’exclusion mutuelle. Nous l’exposons, apt-es des preliminaires, dans 
le paragraphe 2. Dans les deux paragraphes suivants, nous nous interessons au cout 
au pire de deux autres transformations sur les arbres intervenant dans la gestion de 
partitions: la compression standard de chemin (Fig. 4 du paragraphe 5) et l’inversion 
de chemin de type p ou 1 <p<n- 1 (Fig. 3 du paragraphe 4) dans les arbres 
a n sommets (l’inversion ttudiee dans le debut de l’article se trouve &tre l’inversion de 
type 0). En utilisant la m&me technique, nous montrons que dans le cas de l’inversion 
de chemin de type 1 
Cy(n)=2+f(n-l), 
1 Nous notons logn le logarithme B base 2 de n. 
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et que pour l’inversion de type p, oti 1 < p < n - 1 
n-3 










1. Complexiti! amortie 
La notion de complexite amortie a Cte introduite par Tarjan [lo]. Nous rappelons 
ici les rtsultats utilises par la suite. Soit w = cp 1, . . . , cpD, une suite de m transformations 
sur un arbre T,. On appelle coQt moyen de la suite w la quantite coQt 
moyen(w)= ( l/m)C5 1 c( cp,) oli c( cpi) est le cot3 de la transformation (Pi. Lorsque 
l’arbre obtenu a l’issue de ces transformations est Cgal a l’arbre initial T,, on nommera 
cycle cette suite de transformations. 
On note 
Ch(n,m)=max,(coQt moyen(w): jw(=m et j&l=n}, 
Cy( n) = max, (cotit moyen( W): W cycle de transformations}. 
En vue de calculer ses grandeurs, on associe a tout arbre T un nombre reel $(T), 
appele le potentiel de T. Le cotit amorti dune transformation cp sur un arbre T relative- 
ment au potentiel 4(T) est alors dtfini par 
a(cp)=c(cp)+Hcp(T))-4(T), 
oti c(q) est le cotit de la transformation cp et cp( T) est l’arbre obtenu A Tissue de la 
transformation. L’emploi des cotits amortis est utile a cause des deux rtsultats 
immediats uivants. 
Lemme 1.1. Le co& moyen d’une suite de m transformations est la quantitk 
oti a(qi) est le cotit amorti de la iPme transformation cpi et r&, (&,,) est le potentiel de 
l’arbre initial (final). 
Corollaire 1.2. Le cotit moyen d’un cycle de m transformations est 
i i$l c(Vi)=k .$ 444 
L-1 
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2. L’inversion de chemin 
Etant donne un arbre T de racine r et un sommet x de T, l’arbre obtenu par 
inversion du chemin joignant r A x est I’arbre T’ dont la racine est x et tous les autres 
sommets du chemin ont x pour p&e. Le co& de l’inversion est egal a la longueur (en 
nombre de sommets) du chemin de r a x (k sur la Fig. 1). 
Thborkme 2.1. Le maximum des cotits moyens Ch(n, m) d’une suite de m inversions de 
chemin sur un arbre a n sommets verifie 
llognl +n-2L’0g’J). 2L’wJ 
Thkorkme 2.2. Pour tout n, il existe un cycle d’inversions sur un arbre a n sommets de 
coat moyen 
n-2t’%-nJ 
1+LlwJ + 2LlognJ 
et de longueur 
2L~wnJ 
pgcd(2t’“gnl,n_2t’“9nJ)’ 
Corollaire 2.3. Le maximum des co& moyens Cy(n) d’un cycle d’inversions sur un arbre 
a n sommets est Cy( n) = 1 +Llog n J + (n - 2L’ognJ)/2L’ognJ. 
Avant de proctder aux demonstrations, nous avons besoin de quelques notations et 
definitions. Pour tout entier positif p, nous notons 
P_ 2L’WPJ 
f(P)=LlosPJ+ 2LlogpJ . 
Pour tout sommet x d’un arbre T, soit sT(x) le nombre de descendants de x, 
x compris. Nous considtrons le potentiel d’un arbre T defini par 
4(T)=; c ./-(sT(x)). 
XGT 
Lemme 2.4. Le cotit amorti d’une inversion de chemin q sur un arbre a n sommets verifie 
a(q)< 1 +f(n). 
Preuve. Soit cp l’inversion du chemin de x1 a xk sur un arbre T d n sommets (Fig. 1). 
Soit T’ = q( T). Nous avons 
_ Vx#xi, iE{ 1, . . . . k}, sT(x)=sT'(x), 
- sT'(&)=sT(xl)=n, 
- Vi= 1, . . . . k- 1, sT’(xi)=sT(xi)-sT(xi+ 1). 
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Le cot3 amorti de I’inversion s’exprime alors sous la forme 
u(V)=l+fxgl (2+f(ST(Xi)-ST(XI+1))-f(ST(Xi+l))). 
I-1 
La fonction f vtrifiant la propritte 2 +f(~--4)<2f(p)-f(q) pour tous entiers 
p>q>, 1 (une demonstration en est donnte dans [7]), il vient 
k-l 
a(q)<1 + iTl (f(ST(Xi))-f(ST(Xi+l)))=l+f(ST(X1))-f(ST(xk)), 
et done 
Preuve du ThCorkme 2.1. Etant donnt un arbre T ?I n sommets, son potentiel verifie 
f(n)<2~$(T),<nf(n). Ainsi, r#~,,-&<1/2(n-l)f(n). Des Lemmes 1.1 et 2.4, nous 
deduisons immtdiatement 
nf (n) 
Ch(n, m)<l +j+~)+~, 
c’est a dire 
~l~gn~+~-~-“*“‘). 2L’wJ C! 
Esquisse de la preuve du Thkortime 2.2. Nous ne donnons ici que les grandes etapes de 
cette preuve (pour plus de details, voir [7]). Le cycle de cot% maximal Cy(n) est 
construit a partir dune classe d’arbres appelts arbres binbmiaux dont la definition est 
don&e dans la Fig. 2, l’arbre binomial & &ant de taille 2k et de hauteur k+ 1. La 
preuve du theorcme est base sur la decomposition du nombre de sommets n en base 2. 
ler cas: r1=2~. Une inversion du chemin de la racine a s oti s est le sommet de 
hauteur k + 1 sur & ( feuille la plus basse) est de cot3 k + 1 et redonne l’arbre &. Le 
cycle de longueur 1 ainsi obtenu est de coQt k + 1 = 1 +f( n). 
2itSme cas: n=2k+2i, O,<i<k. NOUS notons Bk[Bi,h], O,<i<k, l<h<k-i+l, 
l’arbre compost de l’arbre binomial Bi greffi a hauteur h sur la branche principale (la 
Bk = 
sik>O 
Fig. 2. Arbre bhBmia1 &. 
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plus longue) de l’arbre bin6mial Bk. Nous notons Bk[Bi, (h)] l’arbre compost de Bi 
greffk A hauteur h sur Bk, non nCcessairement sur la branche principale. 
Soit cp I’inversion du chemin de la racine au sommet s, oti s est le sommet de hauteur 
k+l sur Bk. Pour tout h, l<h<k-i+l, nous avons cpzh-‘(Bk[Bi, k])= 
Bk[Bi, k+ 11, et pour j<2h-1, p’(B,[Bi, k])=B,[Bi,(k’)] avec k’<k+ 1. 
Si $ est l’inversion du chemin de la racine au sommet s oti s est le sommet de 
hauteuri+l deB,(ou k+2dansBk[Bi,k-i+l]),$(Bk[Bi,k-i+l])=Bk[Bi,l]et 
le cotit de cette inversion est k+2. 
Consid&ons l’arbre T, = Bk [B,, k-i]. En effectuant 
k-i-l 




inversions cp ou $ sur &, on obtient A nouveau l’arbre To. Le cotit moyen de ce cycle 
est alors 
$(k+2)+(k+l)(m-l))=k+l+&=l+f(n). 
SiPme cas: n=2k+2i1+...+2iP avec O,<i,<.‘. < iI <k, 0 dp d k. Les notations et 
propri6tls prtc&dentes se glnCralisent pour ce cas. Considtrons To l’arbre A n sommets 
compos6 de l’arbre binbmial Bk sur la branche principale duquel sont greffks les arbres 
bin6miaux Bi aux hauteurs k - i pour ic { i, , . . . , i,}. En effectuant 
m=ppcm(2k-‘l, zk-iz, . . ..2k-b)=2k-ip= 
2LlwJ 
pgcd(2Ll”g”J, ,-2L’OgnJ) 





(pour les inversions du type 40) 
iE{i,,...,i,} 
+(k+l) 2k-ip- 
( ie(i,,...,i,j 2imii) 
c (pour les inversions du type Ic/) 
ce qui donne un cotit moyen pour ce cycle d’inversions de 1 +f(n). 0 
Preuve du Corollaire 2.3. Ce rksultat est une constquence immkdiate des Thtortime 
2.2, Lemme 2.4 et Corollaire 1.2. 
3. L’inversion de chemin de type 1 
Etant don& un arbre Tde racine Y et un sommet s de T, l’arbre obtenu par inversion 
de type I du chemin de Y A s est l’arbre T’ oti le sommet s a r pour p&e et les sommets 
du chemin autres que s et r ont s pour p&e. Ceci correspond i une inversion de type 0 
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sur le sous arbre de T de racine x2 (Fig. 3 du paragraphe 4). Le coQt dune telle 
transformation est Cgal a la longueur du chemin (k sur la Fig. 3). 
TMorGme 3.1. Le maximum des co&s moyens Ch(n, m) dune suite de m inversions de 
chemin de type 1 SW un arbre a n sommets verijie 






Thborbme 3.2. Pour tout n, il existe un cycle d’inversions de type 1 sur un arbre 




et de longueur 
2LWn-l)J 
pgcd(2t10g(“-‘)J,(n_l)-2t’“g’“-1)J)’ 
Corollaire 3.3. Le maximum des cot&s moyens Cy( n) d’un cycle d’inversion de type 1 sur 




La demonstration de ces resultats se fait de man&e analogue au cas de l’inversion 
de type 0. Ici aussi, nous prenons comme potentiel d’un arbre T la quantite 
W)=; c ~(sT(x)). 
XET 
Lemme 3.4. Le cotit amorti d’une inversion de chemin cp de type 1 sur un arbre 
a n sommets verijie a((p)<2+f(n-1). 
Preuve du Thitorime 3.1. La preuve est identique au cas de l’inversion de type 0. 
Le maximum des cotits moyens vtrifie 
nf (n) 
Ch(n, m)<2+f(n-1)+x. 
Preuve du ThCorkme 3.2. Soient Tb, T;, . . , Tk_ 1, Tk = T6 les arbres a n - 1 sommets 
qui forment le cycle d’inversions de type 0 de coQt maximal Cy( n - 1) = 1 +f( n - l), 
Od 
2Llo!dn-l)l 
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Considerons l’arbre TO d n sommets constitd dune racine Y a laquelle est accroche 
l’arbre Tb. En effectuant les m inversions de type 1 sur TO (correspondant aux 
m inversions de type 0 sur les arbres T:), on obtient un cycle de longueur m forme des 
arbres TO, . . . . T, _ 1, T, = TO od chaque arbre z (i = 1, . . . , m) est constitue de la racine 
r d laquelle est accroche l’arbre Tf. Le cotit moyen de ce cycle est alors 
l+(l+f(n-1))=2+f(n-1). 0 
4. L’inversion de chemin de type p 
Etant donne un arbre Tde racine Y et un sommet s de T, l’arbre obtenu par inversion 
de type p, oti 1 <p<n- 1, du chemin de r i s est l’arbre T’ od les p- 1 premiers 
sommets (non compris r) du chemin ainsi que le sommet s ont r pour pere et les autres 
sommets du chemin ont s pour pere (Fig. 3). Le coat d’une telle transformation est 
Cgal au nombre de sommets du chemin de r A s (k sur la Fig. 3). 
ThCorkme 4.1. Le maximum des co&s moyens Ch(n, m) d’une suite de m inversions de 










On note N’(T) le nombre de sommets a hauteur i dans l’arbre T. 
l=T 
A 








x1 = t 
Fig. 3. Inversion de type p (pa 1) du chemin de r A s dans les cas k&p (a) et k>p (b) 
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Remarque 4.2. Soit T’ l’arbre obtenu par inversion de type p sur un sommet s de T: 
(i) Si s est la racine ou est a hauteur 2, alors T’ = T. 
(ii) Si s est a hauteur k, 2<kdp, alors N’(T’)=N’(T)+k-2. 
(iii) Si s est a hauteur k, p<k, alors N2(T’)=N2(T)+p-1. 
Dans le cas de l’inversion de type p, nous dtfinissons le potentiel dun arbre 
T comme Ctant la quantite 4( T)=-N2( T)-N3( T). 
Lemme 4.3. Le coat amorti d’une inversion cp de type p v&ijie a( cp)< 3. 
Preuve. Soit l’inversion de type p du chemin de x1 a xk sur l’arbre T. En utilisant les 
notations de la Fig. 3, deux cas se presentent suivant la longueur du chemin. 
ler cas: k<p. Le codt amorti de la transformation est alors 
a(cp)=k+ -N2(TI)-(k-l)-N3(q)- i N2(T) 
i=2 > 
-(-N2(Ti)-l-N3(&)-N2(G)-l) 
=3- i N2(lJ<3. 
i=3 
ditme cas: k > p. Le coQt amorti de la transformation est alors 
a(cp)=k+ 
( 
-N2(T)-p-N3(TI)- i N2(z)-N’(q)-(k-p-l) 
i=2 > 
-(-N2(&)-l-N3(&)-N2(G)-1) 
i N2(ZJ+N2(7J 0 
i=3 
Lemme 4.4. Le maximum des colits moyens d’une suite de m inversions de type p sur un 
arbre Li n sommets v6rijie Ch(n, m)< 3 +(n- 3)/m. 
Preuve. Pour tout arbre T d n (n > 2) sommets, le nombre de sommets a hauteur 2 ou 
3estcomprisentre2etn-l.D’ou -(n-l)<~(T)<-2,etainsi$,-&,,<n-3.Des 
lemmes 1.1 et 4.3, nous dtduisons alors que Ch(n, m)< 3 +(n- 3)/m. 0 
Lemme 4.5. Pour tout n et m < n - p, il existe une suite de m inversions de type p sur un 
arbre ci n sommets de co& moyen 3 +(n-3)/m. 
Preuve. Considerons TO l’arbre filiforme a n sommets (une seule feuille f ). En effec- 
tuant n-p inversions de type p sur TO (une inversion de cout n et n-p- 1 de coQt 3), 
on obtient le “peigne” (n- 1 feuilles), arbre invariant par toute inversion de cotit 2. 
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Ainsi, si l’on effectue m inversions, mdn-p, le codt moyen du chemin obtenu est 
k(fi+?(m-1))=3+2. 





Preuvedu Th6orGme 4.1. Si m<n-p, nous dtduisons l’egalitt Ch(n, m)=3 +(n-3)/m 
des Lemmes 4.4 et 4.5. Considerons alors le cas od m > n -p, et montrons par l’absurde 
que Ch( n, m) d 2 + (2n -p - 3)/m. Pour cela, considbrons une suite de m inversions de 
type p oti m=n-p+q avec q>O, d’arbre initial (final) T, (T,) et de coQt total 
C > 2m + 2n -p - 3. Supposons que cette suite se compose de qr inversions de co& 2, 
0 < q1 < m. Une inversion de cout 2 sur un arbre T redonnant le mCme arbre T, on peut 
extraire de cette suite de m inversions une suite de mf=m-ql inversions cpl, . . . . (P,,,, 
telles que C((pi)>2 pour i=l, . . ..m’. Le codt total de cette suite est 
CyLI c(Cpi)=C_2q,. Deux cas se presentent. Si ql>q, alors CriI c(cpi)>3m’+n-3, 
ce qui est impossible d’apres le Lemme 4.4. Si en revanche q1 <q, il y a d nouveau deux 
cas: 
(a) Parmi les m’ inversions, au moins une est de cot% >p. D’apres les Remar- 
que4.2(ii) et (iii), N2(T,)-N2(T,)Z(p-l)+( m’- l)>n-2, ce qui est impossible. 
(b) Pour tout i= 1, . . ..m’. 2<c(rPi)<P. D’aprb la Remarque 4.2(ii), 
N2(T,)-N2(&)=CyL1 (c(qi)-2)=C-2m>n-2, ce qui est impossible. 
Ainsi, Ch(n,m),(2+(2n-p-3)/m. Le chemin consider+ dans la preuve du 
Lemme 4.5 a un cot% moyen &gal a 2+(2n-p-3)/m. Ainsi, Ch(n, m)= 
2+(2n-p-3)/m. 0 
5. La compression standard 
Etant donne un arbre T de racine r et un sommet s de T, l’arbre obtenu par 
compression standard du chemin de Y a s est l’arbre T’, oti tous les sommets du chemin 
ont Y pour p&e. Le coQt de cette transformation est egal a la longueur du chemin (k 
sur la Fig. 4). La compression standard sur un arbre a n sommets peut etre considerte 
comme une inversion de type p 3 n - 1. 
ThkorGme 5.1. Le maximum des co&s moyens Ch(n, m) d’une suite de m compressions 
standards sur un arbre d n sommets est Ch( n, m) = 2 + (n - 2)/m. 
Pour la preuve, dtfinissons le potentiel d’un arbre T par 4(T) = -N2( T). Soit q la 
compression standard du chemin de x1 d xk sur l’arbre T (Fig. 4). Le coQt amorti de 
cette compression est a(cp)=k+(-N’(T,)-(k-l))-(-N2(TI)-1)=2. 




X1 = T 
Fig. 4. Compression standard du chemin de r a s. 
Preuve du Thkorkme 5.1. Etant donnC un arbre T 9 n sommets, son aritt est comprise 
entre 1 et n-l. I1 en rksulte que &--4,<n-2, et done Ch(n,m)<2+(n_2)/m. 
Cette borne est atteinte. En effet, si l’on effectue sur l’arbre filiforme A n sommets une 
compression standard du chemin de la racine A la feuille (de cofit n), on obtient le 
“peigne”, et toute nouvelle compression standard redonne le peigne (cot3 = 2). Le coQt 
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