Abstract-Expectation
I. INTRODUCTION
Automatic three-dimensional (3-D) segmentation of the magnetic resonance (MR) scans is a challenging problem that has received an enormous amount of attention lately. Quantitative analysis of signal intensity on MRI changes and their correlation with clinical finding provide important information to diagnose of many neurodegenerative and psychiatric diseases. After the enhancement of images and brain extraction, brain segmentation is the next level. As a result, brain segmentation is of great interest to many researches.
In the context of neuro-imaging, 3-D segmentation of white matter (WM), gray matter (GM), and cerebro-spinal fluid (CSF) are extremely important for quantitative analysis such as volume measurements. An accurate and robust tissue classification is the basis for many applications such as: quantitative measurement of tissue volume in normal and diseased brain, morphological analysis, or visualization. Manual or even semi-automatic, Classification performed by a trained expert is labor-intensive and hence impractical for processing large amounts of data, highly subjective, and non-reproducible [1] . The main difficulties found in the automatic segmentation of MR brain images are due to the fact that image intensities are not necessarily constant for each tissue class. Several methods have been developed for this purpose, Lee and his colleagues not only applied active contours for automatic segmentation [2] another method watershed transform [3] . Besides, Duta developed a fully automated active shape model for segmentation and interpretation of MR images [4] . Watershed transform is another method that have used by some researchers such as Lee and his colleagues [3] .In addition to aforementioned methods, atlas-based segmentation and Learning vector quantization (LVQ) models are two other methods applied in brain MR segmentation [5] , [6] .
As the most natural framework for the design of such methods is statistical/ probabilistic, Bayesian approach is more suitable for such applications with anatomical/geometric constraints about the location of each class which may be specified as prior probabilities, The resulting estimation procedure is EM algorithm which is iterative; in general, it contains two steps that are repeated until convergence as follows: Estimating the segmentation (class label), given the intensity models (GMM) for each class and Estimating the intensity models (probability density function), given segmentation with an appropriate initialization step.
The EM algorithm has been used by a number of medical image processing researchers for different kinds of studies [7] , [8] .
Yongyue improved EM by using hidden Markov random field (HMRF) model in which state sequence estimated through observations [9] . Also, Fua and his colleagues proposed an automatic hybrid image segmentation model that integrates the statistical EM model and the spatial pulse coupled neural network (PCNN) for brain magnetic resonance imaging (MRI) segmentation [10] .
Mounira suggested another approach on building statistical model from data itself, for normal brain MRI and including clustering tissue type [11] . Gu proposed another improvement on EM algorithm to estimate parameters of the prior probabilities and likelihood probabilities and the Segmentation is carried out by means of a MAP estimator [12] . Also, Quost proposed a fuzzy EM algorithm in clustering imprecise data using finite mixtures of Gaussians [13] .
In this paper we applied Quost's proposed fuzzy EM model to 3d brain MR images along with improvement on initialization phase done by a histogram based on k-means algorithm and a histogram based membership function II. METHOD Many kinds of computerized analyses can be used to extract information from three dimensional MRI data of the human head such as atlas based and mathematical morphological method. Another categorization is manual,
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Soodabeh Safa, Behrouz Bokharaeian, and Ali Soleymani semi-automatic and automatic categories. Manual segmentation is possible but is time-consuming task and subject to operator variability .In this section, first we explain our preprocessing phase, and will mention our Fuzzy EM method and our histogram-based EM initialization procedure. During the preprocessing phase, the brain images are aligned with each other and in the normalizing each subject's anatomy becomes roughly the same shape, we corrected them for differences in slice time acquisition, and smooth them spatially. Data is combined across individuals and use standard coordinate system. In order to compare different data from different scans and research subjects, all the brain images have to be in the same 3D space. In the normalization step we stretch and squeeze the shape of the images so that their anatomy roughly matches a standard template and also makes localizing our activations easier and more meaningful, by making individual voxels' locations in a given image file match up in a standard way to a particular anatomical location.
An EM algorithm is used in statistics for finding maximum Likelihood estimate of parameters in probabilistic models, where the model depends on unobserved hidden variables [14] . EM is an iterative method which alternates between performing an expectation (E) step, which computes an expectation of the log likelihood with respect to the current estimate of the distribution for the hidden variables, and a maximization (M) step, which computes the parameters which maximize the expected log likelihood found on the E-step. These parameters are then used to determine the distribution of the hidden variables in the next E step .The Classic EM algorithm is an iterative procedure to compute the Maximum Likelihood (ML ) estimate in the presence of missing or hidden data. In ML Estimation, the model parameter(s) are estimated for which the observed data are the most likely. In the expectation, or E-step, the missing data are estimated given the observed data and current estimate of the model parameters. The result is achieved using the conditional expectation, explaining the choice of terminology. In the M-step, the likelihood function is maximized under the assumption that the missing data are known. Convergence is assured since the algorithm is guaranteed to increase the likelihood at each iteration [15] .
A fuzzy EM algorithm can be considered as follows [13] : The value x x can be interpreted as the degree of possibility in which the real value is taken by the random variable is x. We suppose that the membership function of a multidimensional fuzzy number produced by the membership functions of its components. The complete data sample is , . Also, the probability of a fuzzy event definition may be applied to measure the observed data log-likelihood [16] :
Therefore, the E-step consists in calculating
The conditional density of a continuous random variable X with respect to a fuzzy event with fuzzy membership function is:
With the following notations:
And using Bayes' theorem, we have:
The E-step now consists in computing [9] :
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Example of histogram and membership function for one sample MRI image is given in the Fig. 1 .
Another improvement in our proposed algorithm was in initialization phase. EM algorithm can be initiated with different methods. Initialization means finding mixture model parameters , , ( (µ i , σ i , c i ) in classic notation). These parameters can be obtained using various techniques such as: a) guess or experience, b) Histogram (with plotting histogram), c) K-means clustering algorithm.
We ran algorithm with two different initialization methods: classic histogram and a histogram-based k-means. Based on results, histogram based k-means shows better performance. 
III. RESULTS
This section provides simulation results on MRI human brain data set. It also provides some performance analysis of EM algorithm with and without K-means initialization. Computational steps are explained through examples. Synthetic One dimensional data set and Gaussian Mixture Model using EM algorithm Data Analysis results using histogram, K-Means and EM algorithms on Real MR image data set from Harvard University (Massachusetts General Hospital, Center for Morphometric Analysis Internet Brain Segmentation Repository) (IBSR) which has MRI data base for doing scientific study on human brain on different subjects and has been considered during this project. Data set consists twenty Normal Subjects, T1-Weighted Scans with Segmentations: 16-bit MR data files or 16-bit MR data files or first half 16-bit MR data files or 8-bit MR data files or 8-bit brain-only MR data files and CSF/gray/white/other manual segmentation files OR 8-bit that can analyze format raw images and segmentations .An example of the implementation of the method is shown in the following figures. Fig. 2 presents three representative slice of a normal T1 MR image of a brain; Fig. 3 display the White matter after segmentation and Fig. 4 shows grey matter after FEM-KMeans segmentation process. Besides the classic EM algorithm segmented MR image has been shown at Fig. 5 In this study, Fuzzy logic is used to cluster MR images, other Fuzzy based methods will be applied in the segmentation of MR images. Furthermore, augmenting Fuzzy-k-means in initialization step along with Fuzzy-EM and employing better Fuzzy membership function scan improve results. These are the issues that future research may assist.
