On Favard's theorems  by Yuan, Rong
J. Differential Equations 249 (2010) 1884–1916Contents lists available at ScienceDirect
Journal of Differential Equations
www.elsevier.com/locate/jde
On Favard’s theorems✩
Rong Yuan
School of Mathematical Sciences & Laboratory of Mathematics and Complex Systems, Beijing Normal University, Beijing 100875, PR China
a r t i c l e i n f o a b s t r a c t
Article history:
Received 3 August 2009
Revised 7 January 2010
Available online 5 August 2010
MSC:
42A75
43A60
34K14
Keywords:
Favard’s theorems
Module containment
Almost periodic functions/sequences
Almost automorphic functions/sequences
N-almost periodic functions
In this paper, we improve and extend the classical Favard’s
theorems, i.e. Favard’s theorem of the module containment, Favard’s
theorem of linear differential equations. We study Favard’s theory
of linear differential equations with piecewise constant argument.
An example shows that the new module containment is necessary
in the study of differential equations with piecewise constant
argument. The equivalence between almost automorphic functions
and N-almost periodic ones is studied.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Favard’s theorems [16,56] are the very important contents in theory of almost periodic functions.
H. Bohr’s theory of almost periodic functions was founded in 1920s, which has given a strong impe-
tus to the development of harmonic analysis on groups and both topological and smooth dynamical
systems [1,3,11,14,17,20,25,26,29,31,32,40,42,43,45,52]. Due to the time variation in most physical sys-
tems, a vast amount of research has been directed toward the study of almost periodic differential
equations. The interesting to the subject always exists. See [9,11,13,17,19,22,29,30,41,43,45] and the
references therein.
In this paper, we would like to generalize and extend Favard’s theorems. Favard’s theorems we are
addicted to are the following two theorems [1,11,16,17,28,29,45,56].
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R. Yuan / J. Differential Equations 249 (2010) 1884–1916 1885Theorem 1.1. Assume that f , g are almost periodic. Then the following statements are equivalent.
(1) mod(g) ⊂mod( f );
(2) whenever Tα f = f for a sequence α, then Tα g = g.
Theorem 1.2. Consider the linear differential equations
dx
dt
= A(t)x+ f (t), (1.1)
where the matrix A(t) and the vector-function f (t) are almost periodic in Bohr’s sense. If for any B ∈ H(A),
any nontrivial bounded solution x(t) of
dx
dt
= B(t)x (1.2)
satisﬁes inft∈R |x(t)| > 0 and Eq. (1.1) admits a bounded solution, then Eq. (1.1) has at least one almost periodic
solution x(t) and mod(x) ⊂mod(A, f ).
Theorem 1.1 is the criterion of the module containment of almost periodic functions. If f (t) is
periodic, this inclusion just means that g(t) is periodic and the minimal period of g(t) is a multiple
of the minimal period of f (t). The module of an almost periodic function encodes its periodicity type.
For instance, saying that a (continuous) function u(t) is T -periodic rewrites as mod(u) ⊂ ωZ, where
ω = 2π/T . More generally, u(t) is quasi-periodic with basic frequencies ω1, . . . ,ωk if and only if
mod(u) ⊂ ω1Z+· · ·+ωkZ. Theorem 1.1 is widely used in the module containment of almost periodic
solutions. Recently, M. Tarallo [47] shown a result about the periodicity type of the solutions to (1.1)
as follows, which answers a question provided by R. Ortega.
Theorem 1.3. (See [47].) If (1.1) admits almost periodic solutions, then at least one of them satisﬁes
mod(x) ⊂mod(A, f ).
Although Theorem 1.1 is powerful, we ﬁnd that Theorem 1.1 fails to be used in the study of hy-
brid dynamical systems. The ﬁrst aim in the present paper is to improve Theorem 1.1 in order to
study the module containment of almost periodic solutions of hybrid dynamical systems. We will
study the module containment of almost periodic functions/sequences and almost automorphic ones,
respectively.
Theorem 1.2 is well known in the theory of linear differential equations with almost periodic co-
eﬃcients. Sometimes this ﬁeld is called Favard’s theory. The key assumption in this Favard’s theorem
is the separation condition. Favard’s theorem is nowadays among the few general existence results in
the literature.
If the condition of Favard’s theorem does not hold, such problem has been considered by many
authors [24,38,44–46,56], and some fascinating counter-examples have been constructed to explain
that sometimes almost periodic solutions do not exist, see Zhikov and Levitan [56], Johnson [24],
Ortega and Tarallo [38], and Sell [44], which show the optimality of Favard’s separation condition.
Ortega and Tarallo [38] uniﬁed the two situations in [24,56]. When it extended to almost automorphic
context, a generalization of Favard’s theorem and the module containment are possible [45].
Theorem 1.4. (See [38].) Assume that for some B ∈ H(A), Eq. (1.2) has nontrivial bounded solutions, and all
of them are homoclinic to zero. Then there exists an almost periodic vector f (t) such that mod( f ) ⊂ mod(A)
and (1.1) has bounded solutions, but none of them is almost periodic.
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has a unique almost automorphic solution, which is a positive statement in contrast to the previous
theorem, but the module containment is not discussed. One of main results in [7,8] is as follows.
Theorem 1.5. (See [7,8].) If the bounded solutions of the homogeneous equation
dx
dt
= A(t)x
are homoclinic to zero and (1.1) has at least one bounded solution, then (1.1) admits a unique almost automor-
phic solution.
The second aim in the present paper is to establish Favard’s theory to linear differential equations
with piecewise continuous delay
dx(t)
dt
= A(t)x(t) + B(t)x([t])+ f (t) (1.3)
on Rq , which contains piecewise continuous delay t − [t]. We assume that A(t) and B(t) are almost
periodic functions with values in Rq×q and f (t) is an almost periodic function with values in Rq .
Clearly, Eq. (1.3) reduces to Eq. (1.1), if B(t) = 0.
Differential equations with piecewise continuous delay were proposed and studied by Cooke et al.
[6,10,18,27,50,51,53,54]. The strong interest in these equations is the fact that they have applications
in certain biomedical models [6]. Eq. (1.3) is a hybrid system, which has the structure of continuous
dynamical system within intervals of unit length and the continuity of a solution at a point joining
any two consecutive intervals implies the recursion relation for the value of the solution at such a
point.
We say that a function x :R → Rq is a solution of Eq. (1.3) if the following conditions are satisﬁed
(i) x is continuous on R;
(ii) the derivative x′ of x exists on R except possibly at the point t = n, n ∈ Z = {. . . ,−1,0,1, . . .}
where one-sided derivative exists;
(iii) x satisﬁes Eq. (1.3).
Corresponding to the famous Favard’s theorems, our main theorems in the present paper are for-
mulated as follows. Of course, the contents in this paper are more than these.
Theorem 1.6. Assume that h > 0 is ﬁxed and f , g are almost periodic/automorphic functions, respectively.
Then the following statements are equivalent:
(i) If ∀α′ ⊂ hZ such that Tα′ f = f , there exists α ⊂ α′ such that Tα g = g;
(ii) mod(g) ⊂ span(mod( f ) ∪ { 2πh }).
Theorem 1.7. Assume that x, y are almost periodic/automorphic sequences, respectively. Then the following
statements are equivalent.
(i) mod(y) ⊂mod(x);
(ii) For any α′ ⊂ Z, if Tα′x= x, there exists α ⊂ α′ such that Tα y = y.
Theorem 1.8. If for any (A∗, B∗) ∈ H(A, B), any nontrivial bounded solution x(t) of
dx(t) = A∗(t)x(t) + B∗(t)x
([t]) (1.4)dt
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solution x(t) and mod(x) ⊂ span(mod(A, B, f ) ∪ {2kπ ; k ∈ Z}).
Theorem 1.9. If any nontrivial bounded solution x(t) of
dx(t)
dt
= A(t)x(t) + B(t)x([t]) (1.5)
satisﬁes inft∈R |x(t)| > 0 and Eq. (1.3) admits a bounded solution, then Eq. (1.3) has at least one almost auto-
morphic solution x(t) and mod(x) ⊂ span(mod(A, B, f ) ∪ {2kπ ; k ∈ Z}).
Almost automorphic functions, generalizing the almost periodic ones, were ﬁrst introduced by
Bochner [4] in 1955 in a differential geometry context. An almost periodic function is necessarily
almost automorphic, but not vice versa. Fundamental properties of almost automorphic functions
on groups and abstract almost automorphic minimal ﬂows were studied by W.A. Veech [48,49] and
others ([3,14,23,25,34–36,45,52] and the references therein). The almost automorphic solutions of dif-
ferential equations were investigated in a series of recent works, see [5,12,15,21,35,37,45,55] and the
references therein. Almost automorphic dynamics is known to be fundamental in almost periodically
forced differential equations. There has recently been increasing interesting in this topic.
As a generalization to almost periodicity, N-almost periodicity was ﬁrst introduced by B.M. Levitan
[28,29]. The theory of harmonic analysis was developed for N-almost periodic functions. N-almost
periodic dynamics was studied. The fact that a numerical bounded uniformly continuous almost au-
tomorphic function is a bounded N-almost periodic function was proved (see Levitan and Zhikov [29,
p. 63], Reich [39], Yi [45, p. 18], and the references therein). A relation between almost automor-
phic and N-almost periodic dynamics has been discussed [34]. In some papers, e.g. [7,8], authors
used the conclusion that a bounded uniformly continuous almost automorphic function is equiva-
lent to a bounded uniformly continuous N-almost periodic one. But, to my knowledge, the proof to
this equivalence does not seem to be available in literature, especially in English. There are no exact
proofs to this equivalence in [29,39,45]. Our third aim in this paper is to discuss their relations. We
will rigorously show that a numerical bounded uniformly continuous almost automorphic function is
equivalent to a bounded uniformly continuous N-almost periodic one. We would like to say that even
though this equivalence would be known, our proof in this paper maybe new. So, it is signiﬁcance to
present it.
The present paper is organized as follows. The module containment will be discussed in Section 2.
We will discuss the equivalence between almost automorphic functions and N-almost periodic ones
in Section 3. In Section 4, we will study Favard’s theory of linear differential equations with piecewise
constant argument.
2. The module containment
In this section, we study the module containment of almost periodic/automorphic functions on R,
almost periodic/automorphic sequences on Z, respectively.
Let V denote a Banach space with the norm ‖ · ‖. Deﬁne the vector spaces
C = C(R, V ): the set of continuous functions f :R → V ;
BC = BC(R, V ): the set of bounded continuous functions;
BUC = BUC(R, V ): the set of bounded uniformly continuous functions.
If we deﬁne
‖ f ‖∞ = sup
t∈R
∥∥ f (t)∥∥, ∀ f ∈ BC, or BUC,
then (BC,‖ · ‖∞) is a Banach space and (BUC,‖ · ‖∞) is a closed linear subspace.
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We begin with the deﬁnition of almost periodic functions, which is well known in [1,11,17,28,29].
Deﬁnition 2.1 (Bohr). A function f ∈ C is called an almost periodic function if for each ε > 0, the set
T ( f , ε) = {τ ∈ R ∣∣ ∥∥ f (t + τ ) − f (t)∥∥< ε, ∀t ∈ R}
is relatively dense. Each τ in T ( f , ε) is called an ε-almost period of f .
Bochner’s Theorem. f :R → V is almost periodic if and only if the family of functions Γ = { fτ ; −∞ < τ <
∞} is compact in (BC(R, V ),‖ · ‖∞), where fτ (t) = f (t + τ ), for all t ∈ R.
Let AP = AP(R, V ) denote the vector space of almost periodic functions. It is known that AP ⊂
BUC ⊂ BC ⊂ C and (AP,‖ · ‖∞) = AP is a Banach space. If f ∈ AP , it is well known that the
function f (t)e−iλt is almost periodic and the limit
lim
T→∞
1
2T
T∫
−T
f (t)e−iλt dt ≡ a(λ; f )
exists for every λ ∈ R. a(λ; f ) is called the Bohr transformation of f . It is proved that the set Ω f =
{λ | a(λ, f ) = 0} is at most a countable set, which is called the spectrum of f . With each almost
periodic function f we associate the Fourier series
f (t) ∼
∑
n
ane
iλnt, an = a(λn; f ).
The set mod( f ) := {∑kj=1 n jλ j | ∀k ∈ N, n j ∈ Z, λ j ∈ Ω f } is called the module of f . For two f , g ∈
AP , the module containment has been characterized by Favard’s Theorem 1.1 as follows:
mod(g) ⊂ mod( f ) if and only if for all α′ = {α′n} ⊂ R satisfying limn→∞ f (t + α′n) = f (t) for all t ∈ R,
there exists α = {αn} ⊂ α′ such that limn→∞ g(t + αn) = g(t) for all t ∈ R.
Clearly, Favard’s Theorem 1.1 cannot be used in the study of differential equations with piecewise
continuous delay. In order to study the hybrid dynamical systems, we would like to provide a new
module containment of almost periodic functions, which will sharp and extend the classical module
containment Theorem 1.1 due to Favard. An example in Section 4 will explain that our new module
containment cannot be improved whenever we study the hybrid dynamical systems. Denote Tα f =
limn→∞ f (t + αn), if limn→∞ f (t + αn) exists for all t ∈ R. Set span(A) = {n1s1 + n2s2 + · · · + nksk;
k ∈ N, s j ∈ A, n j ∈ Z, 1 j  k} for A ⊂ R.
Theorem 2.1. Assume that h > 0 is ﬁxed and f , g ∈ AP . Then the following statements are equivalent.
(i) If ∀α′ ⊂ hZ such that Tα′ f = f , there exists α ⊂ α′ such that Tα g = g;
(ii) mod(g) ⊂ span(mod( f ) ∪ { 2πh }).
Proof. Consider auxiliary functions
F (t) = ( f (t), e2πti/h), G(t) = (g(t),0).
Clearly, mod(G) =mod(g),mod(F ) = span(mod( f ) ∪ { 2πh }).
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This implies that there is β ′ = {β ′n} ⊂ hZ such that γ ′n = α′n − β ′n → 0 as n → ∞. By the uniform
continuity of almost periodic functions, we then have limn→∞ f (t + β ′n) = limn→∞ f (t + α′n) = f (t).
Then by the assumption, there is β = {βn} ⊂ β ′ such that limn→∞ g(t + βn) = g(t). Let α = {βn + γn}
be the corresponding subsequence of α′ (note γn → 0). By the uniform continuity of almost periodic
functions again, we have limn→∞ g(t + αn) = g(t). Then by Theorem 1.1, mod(G) ⊂ mod(F ), that is,
mod(g) ⊂ span(mod( f ) ∪ { 2πh }).
(ii) ⇒ (i). If mod(G) ⊂ mod(F ), from Theorem 1.1, we have that for any α′ = {α′n}, limn→∞ F (t +
α′n) = F (t) ⇒ limn→∞ G(t + α′n) = G(t). Now for any α′ = {α′n} ⊂ hZ with limn→∞ f (t + α′n) = f (t),
then limn→∞ F (t + α′n) = F (t), since limn→∞ e2π i(t+α′n)/h = e2π it holds. By Theorem 1.1, there is an
α = {αn} ⊂ α′ , such that limn→∞ G(t + αn) = G(t). Thus, limn→∞ g(t + αn) = g(t). 
2.2. Almost periodic sequences
Almost periodic sequences and their properties have been studied in the literature. We refer the
reader to [11,17,33] for details.
Deﬁnition 2.2. (See [11,17,33].) A sequence x :Z → Rm is called an almost periodic sequence, if the
-translation set of x
T (x, ) = {τ ∈ Z: ∣∣x(n + τ ) − x(n)∣∣< , ∀n ∈ Z}
is a relatively dense set in Z for all  > 0. That is, for all  > 0, there exists an integer l = l() such
that any integer interval with length l contains at least one point τ satisfying∣∣x(n+ τ ) − x(n)∣∣< , ∀n ∈ Z.
τ is called an -translation number of x.
It is well known that if f (t) is an almost periodic function, then { f (n)} is an almost periodic
sequence; if {x(n)} is an almost periodic sequence, then there is an almost periodic function f (t) such
that x(n) = f (n), ∀n ∈ Z [11,17]. Both almost periodic functions on R and almost periodic sequences
on Z can be regarded as special cases of almost periodic functions on groups, due to J. Von Neumann.
The Fourier series and the approximation theorem have been studied for almost periodic functions on
groups [11,28], which means that a similar theory holds for almost periodic sequences on Z. For our
purpose in the present paper, we prefer to study almost periodic sequences on Z itself.
Denote by AP(Z,Rn) the set of all almost periodic sequences. For almost periodic sequences, we
would like to follow the deﬁnition of the module of almost periodic functions on R [17,29]. Notice
that eint is 2π -periodic in t . So, we should make a modiﬁcation.
For any s, t ∈ R, denote s ∼ t ⇔ there exists n ∈ Z such that s − t = 2nπ . Clearly, ∼ is an
equivalence relation. We deﬁne eis˜n = eisn (n ∈ Z), where s˜ denotes the equivalence class of s. Let
x ∈ AP(Z,Rn). It is well known in [11] that
lim
N→∞
1
2N
N+τ∑
n=−N+τ
x(n) := M(x)
exists uniformly on τ ∈ Z. We set a(λ˜; x) := M(xe−iλ˜·) and call the set
σx :=
{
λ˜; a(λ˜; x) = 0}
the spectrum of x. It can be shown that σx is at most countable. With each almost periodic sequence
{x(n)} we also associate the Fourier series
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∑
k
ake
iλ˜kn, λ˜k ∈ σx,
where ak = a(λ˜k; x). The elements ak are called the Fourier coeﬃcients and the numbers λ˜k the
Fourier exponents of {x(n)}. The approximation theorem of almost periodic sequences on Z can be
formulated as follows.
Theorem 2.2 (The Approximation Theorem). Suppose that {x(n)} is an almost periodic sequence. For any  > 0
there is a sequence of approximating polynomials P(n) of the form
P(n) =
n∑
k=1
bk,e
iλ˜k,n, λ˜k, ∈ σx
such that
sup
n∈Z
∣∣x(n) − P(n)∣∣< ,
where bk, is the product of a(λ˜k,; x) and certain positive number.
Proof. This theorem can be established by modifying the arguments in [29, pp. 14–21]. We omit its
proof. Indeed, this theorem can also be regarded as a special case of the approximation theorem of
almost periodic functions on group [11, p. 208]. 
It follows from Theorem 2.2 that if x, y ∈ AP(Z,Rn) and a(λ˜; x) ≡ a(λ˜; y), then x ≡ y. It can be
concluded that if σx is ﬁnite, then {x(n)} is a trigonometric polynomial.
We would like to say that even though the Fourier series and the Approximation Theorem have
been established for almost periodic functions on group, to my knowledge, the module containment
of almost periodic functions on group does not seem to be available in the literature. We would like
to provide a module containment of almost periodic sequences on Z in this subsection.
Theorem 2.3. Suppose that {x(n)} is an almost periodic sequence on Z. Let
f (t) = x(n) + (t − n)(x(n+ 1) − x(n)), n t < n+ 1, ∀n ∈ Z.
Then f (t) is an almost periodic function on R and
σx = {λ˜; λ ∈ Ω f }, σx = Ω f /2πZ.
Proof. It is well known in [11,17] that f (t) is an almost periodic function. For any λ = 0, it is easy to
see that
N∫
0
f (t)e−iλt dt =
N−1∑
n=0
n+1∫
n
(
x(n) + (t − n)(x(n+ 1) − x(n)))e−iλt dt
= − 1
iλ
(
N−1∑
n=0
x(n+ 1)e−iλ(n+1) −
N−1∑
n=0
x(n)e−iλn
)
+ 1
λ2
(
N−1∑(
x(n+ 1) − x(n))e−iλ(n+1) − N−1∑(x(n + 1) − x(n))e−iλn
)
.n=0 n=0
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a(λ; f ) = lim
N→∞
1
N
N∫
0
f (t)e−iλt dt = 2− 2cosλ
λ2
a(λ˜; x).
If λ = 0, it is easy to see that
N∫
0
f (t)dt =
N−1∑
n=0
[
x(n) + 1
2
(
x(n+ 1) − x(n))],
which implies that
a(0; f ) = a(0; x).
This completes the proof. 
Deﬁnition 2.3. For almost periodic sequence {x(n)}, the set
mod(x) = {m1λ˜1 +m2λ˜2 + · · · +mkλ˜k; mj ∈ Z, λ˜ j ∈ σx, 1 j  k}
is called the module of x.
Corollary 2.1. Suppose that {x(n)} is an almost periodic sequence and
f (t) = x(n) + (t − n)(x(n+ 1) − x(n)), n t < n+ 1.
Then
mod(x) =mod( f )/2πZ.
The merit of Deﬁnition 2.3 is that a discrete version of Favard’s theorem can be formulated.
Theorem 2.4. Assume that x, y are almost periodic sequences. Then the following statements are equivalent.
(i) mod(y) ⊂mod(x);
(ii) For any α′ ⊂ Z, if Tα′x= x, there exists α ⊂ α′ such that Tα y = y.
Here, (Tαx)(n) = limk→∞ x(n+ αk) if the limit exists and α = {αk} ⊂ Z.
Proof. Since {x(n)} and {y(n)} are almost periodic sequences, it is known that
f (t) = x(n) + (t − n)(x(n+ 1) − x(n)), g(t) = y(n) + (t − n)(y(n+ 1) − y(n)), n t < n+ 1
are almost periodic functions [11,17]. Clearly, for any α ⊂ Z, Tα f = f ⇔ Tαx = x and Tα g = g ⇔
Tα y = y.
(i) ⇒ (ii). Under the assumptions, it follows from Corollary 2.1 that mod(g) ⊂ span(mod( f ) ∪
{2kπ}). From Theorem 2.1, we arrive at that Tα f = f ⇒ Tα g = g , which implies that Tαx = x ⇒
Tα y = y.
(ii)⇒ (i). It is from Theorem 2.1 and Corollary 2.1. 
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also encodes its periodicity type, e.g., if mod(x(n)) ⊂ 2πT Z and T is rational, then {x(n)} is a periodic
sequence.
Suppose that f (t) is an almost periodic function on R. As a direct consequence of Theorem 2.3,
we can establish a relationship between the modules of f (t) on R and { f (n)} on Z.
Theorem 2.5. Suppose that f (t) is an almost periodic function on R. Then
mod
({
f (n)
})⊂mod( f (t))⊂ span(mod({ f (n)})∪ {2kπ ; k ∈ Z}).
2.3. Almost automorphic functions
Let V be a ﬁnite dimensional vector space over the complex ﬁeld C.
Deﬁnition 2.4. A function f ∈ C(R, V ) is almost automorphic if for any sequence {t′n} ⊂ R, there are
a subsequence {tn} and a function g :R → V such that
f (t + tn) → g(t) and g(t − tn) → f (t) (2.1)
hold pointwise.
If for each sequence {tn} the corresponding limiting function g in (2.1) is continuous, then f is
called a continuous almost automorphic function.
It is well known that the following properties hold [35,45,48]:
(1) an almost automorphic function is always bounded;
(2) a continuous almost automorphic function is uniformly continuous;
(3) an almost periodic function is necessarily almost automorphic. But the converse is not true.
Let AA = AA(R, V ) be the set of almost automorphic functions and CAA = CAA(R, V ) be the
set of continuous almost automorphic functions. It is well known that (AA,‖ · ‖∞) and (CAA,‖ · ‖∞)
are Banach spaces and AP ⊂ CAA ⊂ BUC ⊂ BC ⊂ C and AP ⊂ AA ⊂ BC .
Since we are interested in the solutions of differential equations, almost automorphic functions to
be considered are within the class of continuous almost automorphic functions. We will restrict our
discussion to continuous almost automorphic functions for the rest of this paper.
For f ∈ CAA, Veech [48] studied the Fourier analysis of f . Yi [45] studied the module contain-
ment. We use some symbols from [45].
Denote X f = H( f ) and let (Y f ,R) be a maximal almost periodic factor of the natural ﬂow (X f ,R),
that is, there are a homomorphism p f : (X f ,R) → (Y f ,R) and y0 ∈ Y f such that card p−1f (y0) = 1. It
was seen that Y f is an abelian solenoidal group and y f ≡ p f f can be viewed as its identity. Let Y ′f
denote the character group of Y f . It is known that Y ′f is isomorphic to an at most countable subgroup
Ω of the discrete group Rd , that is, for each λ ∈ Ω , eiλt admits a unique extension to a continuous
character χˆλ ∈ Y ′f , and eiλt ≡ χˆλ(y f · t) [20,45]. Let μ be an invariant probability measure on (X f ,R).
For each λ ∈ Ω , the Fourier coeﬃcient of f associated to λ ∈ Ω is deﬁned as follows:
aμλ ( f ) =
∫
X f
F (g)χˆλ(p f g)μ(dg), (2.2)
where F is the extension of f on C(X f , V ), i.e., F ( f · t) ≡ f (t). The set
Sμ( f ) =
{
λ ∈ Ω ∣∣ aμλ ( f ) ≡ 0} (2.3)
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Sμ( f ). It is clear that Sμ( f ) and mod( f ) are at most countable. The Fourier series of f is as
f (t) ∼
∑
λ∈mod( f )
aμλ ( f )e
iλt . (2.4)
It is known that a Fourier series of f need not be unique in general and only depends on the choice
of an invariant probability measure of (X f ,R). However, mod( f ) is uniquely deﬁned.
For continuous almost automorphic functions f and g , the module containment is established by
Yi in [45] as follows.
Theorem 2.6. (See [45].) The following statements are equivalent.
(1) mod(g) ⊂mod( f );
(2) Whenever Tα f = f for a sequence α ⊂ R, Tα g = g.
Theorem 2.6 is a generalization of Favard’s Theorem 1.1 and has an application to differential
equations, see [45]. But, clearly, Theorem 2.6 fails in differential equations with piecewise continuous
delay. In the following, we would like to extend Theorem 2.6 and establish a new important property
of the module containment of almost automorphic functions, which is applicable in the study of
hybrid dynamical systems.
Theorem 2.7. Assume that h > 0 is ﬁxed and f , g are continuous almost automorphic. The following state-
ments are equivalent.
(i) mod(g) ⊆ span(mod( f ) ∪ { 2πh });
(ii) If ∀α′ ⊂ hZ such that Tα′ f = f , then there exists α ⊆ α′ such that Tα g = g.
The proof is similar to that of Theorem 2.1. Theorem 2.7 generalizes Theorem 2.1 and extends
Theorem 2.6.
2.4. Almost automorphic sequences
An almost automorphic sequence on Z can be regarded as an almost automorphic function on
group G , where G = Z [48]. In the present paper, we will ﬁnd that the concept of almost automorphic
sequence on Z is necessary in the study of differential equations.
Deﬁnition 2.5. A sequence {x(n)} on Z is called an almost automorphic sequence on Z, if for any
sequence α′ = {α′k} ⊂ Z, there exists a subsequence {αk} ⊂ {α′k} such that
lim
l→∞
lim
k→∞
x(n+ αk − αl) = x(n)
for any n ∈ Z.
It is well known that an almost automorphic sequence is bounded, and an almost periodic se-
quence is necessarily almost automorphic, but the converse is not true.
Theorem 2.8. Suppose that {x(n)} is an almost automorphic sequence on Z. Set
f (t) = x(n) + (t − n)(x(n+ 1) − x(n)), n t < n+ 1.
Then the function f (t) is almost automorphic and uniformly continuous on R.
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f (t) = x([t])+ (t − [t])(x([t] + 1)− x([t])), ∀t ∈ R.
For any sequence α′ = {α′k} ⊂ R, set α′k = [α′k] + θ ′k , 0 θ ′k < 1. Without loss of generality, we assume
that {θ ′k} is monotone and θ ′k → θ0 as k → ∞ (possibly passing to a subsequence). Since {x(n)} is
almost automorphic on Z, there is a subsequence α = {αk} ⊂ α′ such that
lim
m→∞ limk→∞
x
(
n+ [αk] − [αm]
)= x(n)
hold pointwise on Z.
For any ﬁxed t ∈ R, set t = [t] + θ , 0 θ < 1. Then
t + αk − αm = [t] + [αk] − [αm] + θ + θk − θm.
We show the proof by considering two cases: Case I. 0 < θ < 1; Case II. θ = 0.
Case I. 0< θ < 1. In this case, there exists a k0 such that
0 < θ + θk − θm < 1
as k,m > k0, since θk is convergent. Thus,
[t + αk − αm] = [t] + [αk] − [αm]
as k,m > k0. Hence, as k,m > k0, we have
f (t + αk − αm) = x
([t] + [αk] − [αm])+ (t + αk − αm − [t] − [αk] + [αm])
· (x([t] + [αk] − [αm] + 1)− x([t] + [αk] − [αm])).
Therefore, we obtain
lim
m→∞ limk→∞
f (t + αk − αm) = x
([t])+ (t − [t])(x([t] + 1)− x([t]))= f (t).
Case II. θ = 0, i.e. t = [t] = n integer. Then
t + αk − αm = [t] + [αk] − [αm] + θk − θm.
We consider two subcases.
If θm  θk as m < k, i.e. θk is nondecreasing and θk → θ0, then
[t + αk − αm] = [t] + [αk] − [αm]
if k >m. As in Case I, we have
lim
m→∞ limk→∞
f (t + αk − αm) = f (t).
If θm > θk as m < k, i.e. θk is decreasing, then
[t + αk − αm] = [t] + [αk] − [αm] − 1.
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f (t + αk − αm) = x
([t] + [αk] − [αm] − 1)+ (t + αk − αm − [t] − [αk] + [αm] + 1)
· (x([t] + [αk] − [αm])− x([t] + [αk] − [αm] − 1))
as m < k. Therefore,
lim
m→∞ limk→∞
f (t + αk − αm) = x
([t])= f (t),
since t = [t].
It is easy to show uniform continuity. Indeed, for any  > 0, take δ < 4M , where M > supn∈Z |x(n)|.
As |t1 − t2| < δ, | f (t1) − f (t2)| <  . 
Corollary 2.2. A sequence {x(n)} on Z is almost automorphic if and only if there exists an almost automorphic
function f (t) on R such that f (n) = x(n), ∀n ∈ Z.
Even though the Fourier analysis of almost automorphic functions on group G was discussed
in [48], the module containment does not be studied for almost automorphic sequences on Z. It
is known that for almost automorphic sequence {x(n)} on Z, the mean value
lim
N→∞
1
2N
N∑
n=−N
x(n)
does not necessarily exist. In this subsection, we would like to provide a new approach to deﬁne the
module for averting the complex discussions. From the above-mentioned subsections, we can deﬁne
the module of almost automorphic sequences on Z as follows.
Deﬁnition 2.6. Suppose that {x(n)} is an almost automorphic sequence. The set
mod
(
x(n)
) :=mod( f (t))/2πZ
is called the module of {x(n)}, where
f (t) := x(n) + (t − n)(x(n+ 1) − x(n)), n t < n+ 1.
This deﬁnition is well deﬁned, because f (t) is almost automorphic and the module of f is well
deﬁned. The merit of the deﬁnition is that the module of x also encodes its periodicity type and a
module containment theorem can be formulated.
Theorem 2.9. Suppose that {x(n)} and {y(n)} are almost automorphic sequences. Then the following state-
ments are equivalent:
(i) mod(y) ⊂mod(x);
(ii) For any α′ ⊂ Z, if Tα′x= x, there exists α ⊂ α′ such that Tα y = y.
Here, (Tαx)(n) = limk→∞ x(n+ αk) if the limit exists and α = {αk} ⊂ Z.
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f (t) = x(n) + (t − n)(x(n+ 1) − x(n)), g(t) = y(n) + (t − n)(y(n+ 1) − y(n)),
n t < n+ 1.
It is known that f (t) and g(t) are almost automorphic. Clearly, for any α ⊂ Z, Tα f = f ⇔ Tαx = x
and Tα g = g ⇔ Tα y = y. Thus, (i) ⇔ mod(g) ⊂ span(mod( f ) ∪ {2kπ}) ⇔ (ii) from Deﬁnition 2.6 and
Theorem 2.7. 
As a direct consequence of Deﬁnition 2.6 and Theorem 2.7, a relationship between the modules of
f (t) and { f (n)} can be established as follows.
Theorem 2.10. Suppose that f (t) is an almost automorphic function on R. Then
mod
(
f (n)
)⊂mod( f (t))⊂ span(mod( f (n))∪ {2kπ}).
3. The equivalence between almost automorphic functions and N-almost periodic ones
Levitan [28,29] introduced a class of generalized almost periodic functions, called N-almost peri-
odic ones. N-almost periodic dynamics of differential equations was studied in [28,29].
Deﬁnition 3.1. (See [28,29].) A continuous function f :R → V is called N-almost periodic, if it satisﬁes
the following two conditions:
(1) For all ε > 0 and N > 0, the set
Eε,N =
{
τ
∣∣ ∥∥ f (t ± τ ) − f (t)∥∥< ε, |t| N}
is a relatively dense set, called the set of ε,N-almost periods of f (t).
(2) For all ε > 0 and N > 0 there exists an η = η(ε,η) > 0 such that
Eη,N ± Eη,N ⊂ Eε,N .
Denote by N AP the set of N-almost periodic functions. From the deﬁnition, it is clear that an
almost periodic function is N-almost periodic, that is, AP ⊂ N AP .
In [29], Levitan and Zhikov showed that ψ(t) = 1
2+cos t+cos√2t is N-almost periodic. Clearly, ψ(t)
is unbounded. Since almost automorphic function is bounded, it follows that ψ(t) is not almost
automorphic, that is N AP = AA. Boles [2] and Reich [39] (also see [29, p. 63]) proved indepen-
dently that a numerical bounded uniformly continuous almost automorphic function is a bounded
N-almost periodic one, i.e., AA ∩ BUC ⊂ N AP ∩ BUC . As a remark in [45, p. 18], Yi showed
CAA = CAA∩BUC ⊂ N AP ∩BUC . Veech also gave a note about the relation between almost auto-
morphic functions and N-almost periodic ones in [48, pp. 719–720]. In the present section, we prove
that there is an equivalent relation between almost automorphic functions and N-almost periodic
ones, which also answers the question due to Veech [48, p. 720]. To my knowledge, complete proofs
do not seem to be available about such equivalence in literature. To present its proof is signiﬁcance.
Theorem 3.1. A numerical bounded uniformly continuous N-almost periodic function coincides with an uni-
formly continuous almost automorphic one, i.e., N AP ∩ BUC = AA ∩ BUC .
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iﬁcation and a combination of Veech’s [48] and Levitan’s [28] methods. Let f ∈ N AP ∩ BUC . Take
ε j = 1j > 0,N j = j > 0. From uniform continuity it follows that there exists δ j = δ(ε j) < 1, such that∣∣ f (t + h) − f (t)∣∣< ε j/2, as |h| < δ j. (3.1)
From Deﬁnition 3.1, we know that the set Eε j ,N j is relatively dense and there exists η j = η(ε j,N j),
such that if τ1, τ2, τ3, τ4, τ5, τ6 ∈ Eη j ,N j+1, then
τ1 + τ2 + τ3 − τ4 − τ5 − τ6 ∈ Eε j/2.N j+1. (3.2)
Deﬁne B j = Eη j ,N j+1 ∪ (−Eη j ,N j+1). By Bogolyubov’s Theorem [29], we know that there exist
η1, j,ω1, j,ω2, j, . . . ,ωn j , j such that for each τ ∈ R satisfying
|ωk, jτ | η1, j (mod 2π) (k = 1,2, . . . ,n j),
we can ﬁnd τ1, τ2, τ3, τ4 ∈ B j , such that∣∣τ − τ ∗∣∣ δ j, τ ∗ = τ1 + τ2 − τ3 − τ4. (3.3)
From (3.1), (3.2), and (3.3), it follows that | f (t + τ ) − f (t)| < ε j , for |t| N j . Take V j = {h; |h| < δ j}
and E j = B j + B j − B j − B j + V j . Then V j ⊃ V j+1 and E j ⊃ E j+1. By adding ﬁnite if necessary for
each j we may assume that {ω1, j,ω2, j, . . . ,ωn j , j} ⊂ {ω1, j+1,ω2, j+1, . . . ,ωn j+1, j+1}.
Denote
E(η1, j;ω1, j, . . . ,ωn j , j) =
{
τ
∣∣ |ωk, jτ | η1, j (mod 2π), k = 1,2, . . . ,n j}
and
σn j (s) =
1
n j
(cosω1, j s + cosω2, j s + · · · + cosωn j , j s).
We have the following properties (1)–(5) (see [28]):
(1) If s ∈ E(η1, j;ω1, j, . . . ,ωn j , j), η1, j < π2 , then σn j (s) > cosη1, j ;
(2) If s /∈ E(η1, j;ω1, j, . . . ,ωn j , j), η1, j < π2 , then |σn j (s)| < 1− cosη1, jn j ;
(3) Let Sn j (s) = σn j (s) + α j , where α j = 1−cosη1, j2n j . If s /∈ E(η1, j;ω1, j, . . . ,ωn j , j), then
∣∣Sn j (s)∣∣< 1− 1− cosη1, jn j + α j = 1− α j;
(4) Taking η′1, j > 0 such that cosη
′
1, j > 1− α j2 , then for s ∈ E(η′1, j;ω1, j, . . . ,ωn j , j), we have
Sn j (s) > cosη
′
1, j + α j > 1−
α j
2
+ α j = 1+ α j2 ;
(5) Setting
kn j ,p = limT→∞
1
2T
T∫
−T
[
Sn j (s)
]2p
ds,
then when n j is ﬁxed, we have kn j ,p → ∞ as p → ∞.
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f (t) is bounded, then supt∈R | f (t)| ≡ M < +∞. Set Iμ = {z ∈ C | |z| M}, μ ∈ M f . Iμ is a compact
set. By the Tychonoff product theorem, it follows that
∏
μ∈M f Iμ is compact. Deﬁne
Aμ(T ) = 1
2T
T∫
−T
f (t)e−iμt dt (T  1).
Then, we have
{(
Aμ1(T ), Aμ2(T ), . . .
) ∣∣ T  1}⊂ ∏
μ∈M f
Iμ.
Therefore, there exists a sequence {Tm}, Tm → ∞, such that the limits
lim
m→∞
1
2Tm
Tm∫
−Tm
f (t)e−iμnt dt (n = 1,2, . . .)
hold. For ﬁxed n j, p, we deﬁne
Pn j ,p(t) =
1
kn j ,p
lim
m→∞
1
2Tm
Tm−t∫
−Tm−t
f (t + s)[Sn j (s)]2p ds, t ∈ R,
which is a trigonometric polynomial. From Theorem 3.3.1 in [28], we have the following conclusion:
For any ε, N, there exist n j , p such that for |t| < N, it follows | f (t) − Pn j ,p(t)| < ε.
In the following, we would like to prove that {Pn j ,p(t)} is jointly continuous almost automor-
phic [48], that is, it is equally uniformly continuous and jointly almost automorphic.
Since f (t) is uniformly continuous, it follows that for any ε > 0, there exists a δ > 0, such that if
|u| < δ,
∣∣ f (t + u) − f (t)∣∣< ε, ∀t ∈ R.
Thus, when |u| < δ,
∣∣Pn j ,p(t + u) − Pn j ,p(t)∣∣ 1kn j ,p limm→∞
1
2Tm
Tm−t∫
−Tm−t
∣∣ f (t + u + s) − f (t + s)∣∣ · [Sn j (s)]2p ds < ε,
which implies that Pn j ,p(t) is equally uniformly continuous.
Next, we would like to prove that {Pn j ,p(t)} is jointly almost automorphic.
Set α1,α2 = 0,1, or −1. Take σ ,τ ∈ E(η1, j;ω1, j, . . . ,ωn j , j) ≡ E˜ j . For ∀t ∈ E˜ j , then t can be ap-
proached by elements of the form τ1 + τ2 − τ3 − τ4 + τ0 where τ j ∈ B j, j = 1, . . . ,4 and τ0 ∈ V j . If
|s| N j , then
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
∣∣ f (s + α1σ + α2τ + τ1 + τ2 − τ3 − τ4 + τ0) − f (s+ α1σ + α2τ + τ1 + τ2 − τ3 − τ4)∣∣
+ ∣∣ f (s + α1σ + α2τ + τ1 + τ2 − τ3 − τ4) − f (s + τ1 + τ2 − τ3 − τ4)∣∣
+ ∣∣ f (s + τ1 + τ2 − τ3 − τ4) − f (s + τ1 + τ2 − τ3 − τ4 + τ0)∣∣
< ε j/2+ ε j + ε j/2= 2ε j .
Thus if t ∈ E˜ j and |s| N j ,
∣∣ f (s+ α1σ + α2τ + t) − f (s + t)∣∣ 2ε j.
Set E j,m,t ≡ E˜ j ∩ (−Tm, Tm) and CE j,m,t = (−Tm, Tm) \ E j,m,t . If |t| N j , then
∣∣Pn j ,p(t + α1σ + α2τ ) − Pn j ,p(t)∣∣
 1
kn j ,p
lim
m→∞
1
2Tm
∫
E j,m,t
∣∣ f (t + α1σ + α2τ + s) − f (t + s)∣∣ · [Sn j (s)]2p ds
+ 1
kn j ,p
lim
m→∞
1
2Tm
∫
CE j,m,t
∣∣ f (t + α1σ + α2τ + s) − f (t + s)∣∣ · [Sn j (s)]2p ds.
From the property (3), we know that if s ∈ CE j,m,t , |Sn j (s)| < 1− α j . Therefore, if |t| N j , we have
∣∣Pn j ,p(t + α1σ + α2τ ) − Pn j ,p(t)∣∣ 2ε j + 2M · 1kn j ,p  4ε j (p  1).
Hence, {Pn j ,p(t)} is jointly almost automorphic.
Combining the previous argument, we obtain the following conclusion.
A bounded uniformly continuous N-almost periodic function f (t) is the pointwise limit of a jointly contin-
uous almost automorphic sequence of trigonometric polynomials.
By Theorem 3.3.2 in [48], it follows that f (t) is almost automorphic, i.e., f ∈ AA∩BUC . Therefore,
N AP ∩ BUC = AA ∩ BUC . This completes the proof. 
Almost automorphic solution of differential equations was ﬁrst studied by S. Bochner in [5]. Almost
automorphic dynamics in differential equations was extensively studied by some authors [3,25,36,37,
45,52] with respect to almost periodically forced systems. Almost automorphic functions and ﬂows
play an important role in characterizing recurrence, randomness and complexity of dynamical systems
[3,25,32,37,52].
We note that N-almost periodicity of the trajectory was discussed by Levitan and Zhikov [29,
p. 109]. Since an almost automorphic function yielding a compact ﬂow is necessarily uniformly con-
tinuous, it follows from Theorem 3.1 that almost automorphic dynamics coincides with N-almost
periodic one.
The Fourier analysis of N-almost periodic functions on R has been established in [28,29]. To our
knowledge, the module containment does not be discussed for N-almost periodic functions on R in
[28,29]. Now, we can formulate the module containment theorems of N-almost periodic functions on
R as follows.
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the following statements are equivalent.
(1) mod(g) ⊂mod( f );
(2) Whenever Tα f = f for a sequence α ⊂ R, Tα g = g.
Theorem 3.3. Assume that h > 0 is ﬁxed and f , g are bounded uniformly continuous N-almost periodic
functions. The following statements are equivalent.
(i) mod(g) ⊆ span(mod( f ) ∪ { 2πh });
(ii) If ∀α′ ⊂ hZ such that Tα′ f = f , then there exists α ⊆ α′ such that Tα g = g.
The proofs follow from Theorems 2.6, 2.7, and 3.1.
4. Favard’s theory of linear differential equations with piecewise continuous delay
In this section, we will study Favard’s theory to a class of linear differential equations of the form
dx(t)
dt
= A(t)x(t) + B(t)x([t])+ f (t), (4.1)
on Rq , which contains piecewise continuous delay t − [t]. We assume that A(t), B(t) are almost pe-
riodic functions with values in Rq×q and f (t) is an almost periodic function with values in Rq . Thus,
there is a constant K > 0 such that |A(t)|, |B(t)|, | f (t)| K , ∀t ∈ R.
The strong interest in these equations is the fact that they have applications in certain biomedical
models [6] and sampled-data feedback control systems with the same step size [53], describe hybrid
dynamical systems (a continuous and discrete combination), and, therefore, combine properties of
both differential and difference equations. There exists an extensive literature dealing with differential
equations with piecewise constant argument [6,10,27,50,51,54].
4.1. The generalized Favard’s theory
Let H(A) denote the hull of almost periodic matrix A(t) which is composed by those functions
A∗(t) obtained as uniform limit on R of the type
A∗(t) = lim
n→ A(t + tn),
where {tn} is some sequence in R. We extend the classical Favard’s theorem as follows.
Theorem 4.1. If for any (A∗, B∗) ∈ H(A, B), any nontrivial bounded solution x(t) of
dx(t)
dt
= A∗(t)x(t) + B∗(t)x
([t]) (4.2)
satisﬁes inft∈R |x(t)| > 0 and Eq. (4.1) admits a bounded solution, then Eq. (4.1) has at least one almost periodic
solution x(t) and mod(x) ⊂ span(mod(A, B, f ) ∪ {2kπ ; k ∈ Z}).
The differential equations in the present section show the motivation of our new module con-
tainment Theorems 2.1, 2.4, and 2.7. Clearly, the classical Favard’s Theorem 1.2 is obtained from
Theorem 4.1, if we let B(t) ≡ 0. For linear differential equations (1.1), many authors [29,45] have
considered to relax the conditions and shown the existence of an almost automorphic solution. For
Eq. (4.1), we continue to consider the weaker condition and obtain a generalization. We ﬁnd that its
proof is a nontrivial modiﬁcation.
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dx(t)
dt
= A(t)x(t) + B(t)x([t]) (4.3)
satisﬁes inft∈R |x(t)| > 0 and Eq. (4.1) admits a bounded solution, then Eq. (4.1) has at least one almost auto-
morphic solution x(t) and mod(x) ⊂ span(mod(A, B, f ) ∪ {2kπ ; k ∈ Z}).
The module containment property is an interesting topic. Recently, M. Tarallo [47] discussed a
problem due to R. Ortega and shown an interesting Theorem 1.3. We can extend Theorem 1.3 as
follows.
Theorem 4.3. If (4.1) admits almost periodic solutions, then at least one of them satisﬁes
mod(x) ⊂ span(mod(A, B, f ) ∪ {2kπ ; k ∈ Z}).
Theorem 4.4. Suppose that the trivial one is the unique almost periodic solution of the homogeneous
equation (4.3). Then every almost periodic solution x(t) to (4.1) has the module containment mod(x) ⊂
span(mod(A, B, f ) ∪ {2kπ ; k ∈ Z}).
If the separation condition in the classical Favard’s Theorem 1.2 does not hold, such problem has
been considered by many authors [24,38,44,45,56], and some fascinating counter-examples have been
constructed to explain that sometimes almost periodic solutions do not exist, see Zhikov and Levitan
[56], Johnson [24], and Ortega and Tarallo [38]. Strongly non-separated solutions appear in their ex-
amples, which is implied if the associated homogeneous system has homoclinic solutions. T. Caraballo
and D. Cheban [7,8] shown that the equation admits a unique almost automorphic solution, if the
associated homogeneous system has homoclinic solutions. We can extend their results.
Theorem 4.5. Assume that any nontrivial bounded solution x(t) of the homogeneous equation (4.3) is homo-
clinic to zero (i.e. lim|t|→+∞ |x(t)| = 0). If Eq. (4.1) has a bounded solution, then it admits a unique almost
automorphic solution x(t), and mod(x) ⊂ span(mod( f ) ∪ {2kπ}).
If B = 0, then Theorem 4.5 reduces to Theorem 1.5 [7,8]. Moreover, the module containment is
shown here. In fact, for the corresponding theorems in [7,8], by using Theorem 2.6, the module con-
tainment can be shown through compatible by the character of recurrence.
The module containment mentioned above cannot be improved in the study of differential equa-
tions with piecewise continuous delay. This is because it follows from [27] that for any T -periodic
function f (t), the scalar equation
x˙(t) = ax(t) + bx([t])+ f (t)
possesses a unique quasi-periodic solution with frequencies (2π, 2πT ) and no any periodic solution if
ea + a−1b(ea − 1) = ±1, where a,b ∈ R and T ∈ R is irrational.
4.2. A discrete version of Favard’s theorem
In this subsection, we formulate a discrete version of the classical Favard’s Theorem 1.2. Although
its proof is similar to that of the classical Favard’s theorem, we also provide its proof for reader’s
convenience.
Theorem 4.6. Consider the linear difference equations
x(n + 1) = C(n)x(n) + h(n), (4.4)
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{x(n)} on Z of
x(n + 1) = C∗(n)x(n) (4.5)
satisﬁes infn∈Z |x(n)| > 0 and Eq. (4.4) admits a bounded solution {φ(n)} on Z+ , then Eq. (4.4) has at least
one almost periodic solution {x(n)} and mod(x) ⊂ mod(C,h). Here, H(C) denotes the hull of almost periodic
matrix {C(n)} which is composed by those sequences {C∗(n)} obtained as uniform limit on Z of the type
C∗(n) = lim
k→∞
C(n+ nk),
where {nk} is some sequence in Z.
Proof. For any (C∗,h∗) ∈ H(C,h), it is known that {C∗(n)}, {h∗(n)} are almost periodic and there
exists a sequence {nk} ⊂ Z such that
C(n+ nk) → C∗(n), h(n+ nk) → h∗(n), k → +∞,
uniformly on Z [11,54]. By using diagonal procedure, the sequence {φ(n + nk)} has a convergent
subsequence, without loss of generalization, denoted by itself, φ(n+nk) → φ∗(n) as k → +∞. {φ∗(n)}
is bounded and satisﬁes
x(n+ 1) = C∗(n)x(n) + h∗(n) (4.6)
on Z+ .
We claim that Eq. (4.6) admits a bounded solution on Z. In fact, since {C∗(n)}, {h∗(n)} are almost
periodic sequences, there is an integer sequence {nk} ⊂ Z, nk → +∞ as k → +∞, such that
C∗(n+ nk) → C∗(n), h∗(n+ nk) → h∗(n), k → +∞,
uniformly on Z. By using diagonal procedure, the sequence {φ∗(n+nk)} has a convergent subsequence,
without loss of generalization, denoted by itself, φ∗(n+nk) → φ˜∗(n) as k → +∞, and φ˜∗(n) is deﬁned
on Z. Clearly, {φ∗(n+ nk)} satisﬁes the following equality
φ(n+ nk + 1) = C∗(n+ nk)φ(n+ nk) + h∗(n+ nk), n−nk,
which easily implies that Eq. (4.6) admits a bounded solution {φ˜∗(n)} on Z.
Let
λ∗ = inf
{‖x‖∞; {x(n)} is a bounded solution of Eq. (4.6) on Z},
where ‖x‖∞ = supn∈Z |x(n)|. For any k, it follows from the deﬁnition of λ∗ that there exists a bounded
solution {xk(n)} on Z of Eq. (4.6) such that
sup
n∈Z
∣∣xk(n)∣∣ λ∗ + 1k .
Again by using diagonal procedure, it follows that Eq. (4.6) admits a bounded solution {ψ∗(n)} on
Z such that ‖ψ∗‖∞ = λ∗ . Such a bounded solution {ψ∗(n)} is called a minimum norm solution of
Eq. (4.6) or a solution with minimum ‖ · ‖∞ norm, and λ∗ is called the minimum value of Eq. (4.6).
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the hull H(C,h). In fact, the above process has also shown that Eq. (4.4) admits a minimum norm
solution {ψ(n)} on Z. Let λ be the minimum value of Eq. (4.4), i.e. λ = ‖ψ‖∞ . Since
C(n+ nk) → C∗(n), h(n+ nk) → h∗(n), k → ∞,
by using diagonal procedure, the sequence {ψ(n+nk)} has a convergent subsequence, without loss of
generalization, denoted by itself, ψ(n + nk) → ψ˜∗(n), and {ψ˜∗(n)} satisﬁes Eq. (4.6). Since |ψ(n)| λ
for any n ∈ Z, we have that |ψ˜∗(n)|  λ for any n ∈ Z, which implies that λ∗  λ. By using (C,h) ∈
H(C∗,h∗), we arrive at λ λ∗ . So, λ∗ = λ.
Next, we claim that the minimum norm solution of Eq. (4.6) is unique, denoted by {ψ∗(n)}, under
the assumption of the theorem. Otherwise, there would be two distinct minimum solutions {ψ∗1(n)},
{ψ∗2(n)} of Eq. (4.6) and λ∗ = ‖ψ∗1‖∞ = ‖ψ∗2‖∞ . Then, { 12 (ψ∗1(n) − ψ∗2(n))} is the nontrivially
bounded solution of Eq. (4.5). From the assumptions, there exists a positive number ρ > 0 such that
inf
n∈Z
1
2
∣∣ψ∗1(n) − ψ∗2(n)∣∣ ρ > 0.
The parallelogram identity for the Euclidean norm in Rn implies
∣∣∣∣12
(
ψ∗1(n) + ψ∗2(n)
)∣∣∣∣
2
+
∣∣∣∣12
(
ψ∗1(n) − ψ∗2(n)
)∣∣∣∣
2
= 1
2
(∣∣ψ∗1(n)∣∣2 + ∣∣ψ∗2(n)∣∣2) λ2∗,
which yields
∣∣∣∣12
(
ψ∗1(n) + ψ∗2(n)
)∣∣∣∣
√
λ2∗ − ρ2 < λ∗, ∀n ∈ Z,
contradicting the deﬁnition of λ∗ , since { 12 (ψ∗1(n) + ψ∗2(n))} is a bounded solution of Eq. (4.6).
Finally, we claim that the minimum norm solution {ψ(n)} of Eq. (4.4) is an almost periodic solution
of Eq. (4.4). In fact, let α′, β ′ ⊂ Z be two integer sequences. Since {C(n)}, {h(n)} are almost periodic
and {ψ(n)} is bounded, there are subsequences α ⊂ α′ , β ⊂ β ′ such that Tα+β(C,h) = TαTβ(C,h)
uniformly on Z, and Tα+βψ and TαTβψ exist on Z, where TαC(n) = limk→∞ C(n + nk) if α = {nk} ⊂
Z. From the above process, it follows that both Tα+βψ and TαTβψ are the minimum norm solution
of the following difference equation
x(n + 1) = Tα+βC(n)x(n) + Tα+βh(n),
which yields
Tα+βψ = TαTβψ,
because the minimum norm solution is unique under the assumption of the theorem. A discrete
version of Bochner criterion says that {ψ(n)} is almost periodic [54].
It remains to prove that {ψ(n)} enjoys the module containment. We apply the module con-
tainment Theorem 2.4 of almost periodic sequences. For any sequence α ⊂ Z such that TαC = C ,
Tαh = h, it follows from the uniqueness of the minimum norm solution that Tαψ = ψ . Thus,
mod(ψ) ⊂mod(C,h). 
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Let X(t) be the fundamental matrix solution of
dx(t)
dt
= A(t)x(t), (4.7)
such that X(0) = I , I is the identity matrix. For reader’s convenience, we begin with several lemmas.
These lemmas are signiﬁcant itself.
Lemma 4.1.
(i) There exists K0 > 0 such that ∣∣X(t)X−1(s)∣∣ K0, 0 < t − s 2;
(ii) For 0 < t − s 2,∣∣X(t + τ )X−1(s + τ ) − X(t)X−1(s)∣∣ K0e2K sup
u∈R
∣∣A(u + τ ) − A(u)∣∣.
Proof. Since X(t) is the fundamental matrix solution of Eq. (4.7), X−1(t) is a fundamental matrix
solution of the adjoint equation
x˙(t) = −x(t)A(t).
It follows that
X−1(t) − X−1(s) = −
t∫
s
X−1(u)A(u)du, t > s.
Thus,
X(t)X−1(s) = I +
t∫
s
X(t)X−1(u)A(u)du, t > s,
X(t + τ )X−1(s + τ ) = I +
t∫
s
X(t + τ )X−1(u + τ )A(u + τ )du, t > s.
By using Gronwall’s inequality, we have∣∣X(t)X−1(s)∣∣ |I|e2K := K0, 0 < t − s 2.
From the above mentioned relationship, we obtain
∣∣X(t + τ )X−1(s + τ ) − X(t)X−1(s)∣∣
=
∣∣∣∣∣
t∫ [
X(t + τ )X−1(u + τ )A(u + τ ) − X(t)X−1(u)A(u)]du
∣∣∣∣∣
s
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s
∣∣[X(t + τ )X−1(u + τ ) − X(t)X−1(u)]A(u + τ )∣∣du
+
t∫
s
∣∣X(t)X−1(u)[A(u + τ ) − A(u)]∣∣du
 K0 sup
u∈R
∣∣A(u + τ ) − A(u)∣∣+ K
t∫
s
∣∣X(t + τ )X−1(u + τ ) − X(t)X−1(u)∣∣du,
as 0< t − s 2. Gronwall’s inequality implies
∣∣X(t + τ )X−1(s + τ ) − X(t)X−1(s)∣∣ K0e2K sup
u∈R
∣∣A(u + τ ) − A(u)∣∣,
as 0< t − s 2. 
Lemma 4.2. For any τ ∈ Z and n t  n+ 1, we have
∣∣∣∣∣X(t + τ )
t+τ∫
n+τ
X−1(u) f (u)du − X(t)
t∫
n
X−1(u) f (u)du
∣∣∣∣∣
 K0e2K‖ f ‖∞ sup
u∈R
∣∣A(u + τ ) − A(u)∣∣+ K0 sup
u∈R
∣∣ f (u + τ ) − f (u)∣∣,
where ‖ f ‖∞ = supt∈R | f (t)|.
Proof. The proof follows easily from Lemma 4.1, so we omit it. 
Lemma 4.3. (See [17,33].) Suppose that {x(n)}n∈Z is an almost periodic sequence and f (t) is an almost peri-
odic function. Then the sets T ( f , ) ∩ Z, T (x, ) ∩ T ( f , ) are relatively dense.
Lemma 4.4. Suppose that A(t) is almost periodic and X(t) is the fundamental matrix solution of Eq. (4.7).
Then {X(n+ 1)X−1(n)}n∈Z is an almost periodic sequence and mod(X(n+ 1)X−1(n)) ⊂mod(A).
Proof. For any τ ∈ T (A, ) ∩ Z, it follows from Lemma 4.1 that
∣∣X(n + τ + 1)X−1(n+ τ ) − X(n+ 1)X−1(n)∣∣ K0e2K , ∀n ∈ Z.
From the deﬁnition, it is known that {X(n+ 1)X−1(n)} is almost periodic.
For any α = {αk} ⊂ Z, if A(t + αk) → A(t) uniformly on R as k → ∞, it follows from Lemma 4.1
that
X(n + αk + 1)X−1(n+ αk) → X(n+ 1)X−1(n),
uniformly on Z as k → ∞. The module containment follows from Theorems 2.4 and 2.5. 
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any almost periodic function f (t), the sequence
h(n) = X(n+ 1)
n+1∫
n
X−1(u) f (u)du, n ∈ Z
is an almost periodic sequence and mod(h(n)) ⊂mod(A, f ).
Proof. For any τ ∈ T (A, ) ∩ T ( f , ) ∩ Z, Lemma 4.2 yields∣∣h(n+ τ ) − h(n)∣∣ K0e2K‖ f ‖∞ + K0.
From the deﬁnition, {h(n)} is almost periodic.
The proof of the module containment is similar to that of Lemma 4.4. In fact, for α = {αk} ⊂ Z,
if A(t + αk) → A(t), f (t + αk) → f (t) uniformly on R as k → ∞, it follows from Lemma 4.2 that
h(n + αk) → h(n) uniformly on Z as k → ∞. The module containment follows from Theorems 2.4
and 2.5. 
Lemma 4.6. Let X(t) and X˜(t) be the fundamental matrix solutions of dxdt = A(t)x and dxdt = A˜(t)x, respec-
tively, with X(0) = I and X˜(0) = I . Suppose |A(t)|, | A˜(t)| K , for all t ∈ R. Then for 0 t − s 2,
∣∣X(t + τ )X−1(s + τ ) − X˜(t) X˜−1(s)∣∣ K0e2K sup
s∈R
∣∣A(s + τ ) − A˜(s)∣∣.
Proof. From
X(t)X−1(s) = I +
t∫
s
X(t)X−1(u)A(u)du, t > s
and
X˜(t) X˜−1(s) = I +
t∫
s
X˜(t) X˜−1(u) A˜(u)du, t > s,
we obtain that ∣∣X(t + τ )X−1(s + τ ) − X˜(t) X˜−1(s)∣∣
=
∣∣∣∣∣
t∫
s
[
X(t + τ )X−1(u + τ )A(u + τ ) − X˜(t) X˜−1(u) A˜(u)]du
∣∣∣∣∣

t∫
s
∣∣X(t + τ )X−1(u + τ ) − X˜(t) X˜−1(u)∣∣∣∣A(u + τ )∣∣du
+
t∫
s
∣∣ X˜(t) X˜−1(u)∣∣∣∣A(u + τ ) − A˜(u)∣∣du.
The conclusion follows from Gronwall’s inequality and Lemma 4.1. 
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that
x(t) = X(t)
[
X−1(n) +
t∫
n
X−1(u)B(u)du
]
x(n) + X(t)
t∫
n
X−1(u) f (u)du,
n t < n+ 1 and {x(n)}n∈Z satisﬁes the inhomogeneous difference equation
x(n + 1) = C(n)x(n) + h(n), (4.8)
where
C(n) = X(n+ 1)
[
X−1(n) +
n+1∫
n
X−1(u)B(u)du
]
,
h(n) = X(n + 1)
n+1∫
n
X−1(u) f (u)du.
From the above lemmas, we know that {C(n)}, {h(n)} are almost periodic. Clearly, under the as-
sumptions of Theorem 4.1, for any C∗ ∈ H(C), any nontrivial bounded solution {x(n)} on Z of
x(n+ 1) = C∗(n)x(n) (4.9)
satisﬁes infn∈Z |x(n)| > 0. Thus, from Theorem 4.6, we know that the difference equation (4.8) has an
almost periodic solution {ψ(n)}, |ψ(n)|  β , ∀n ∈ Z and mod(ψ) ⊂ mod(C,h). For n  t < n + 1, we
set
x˜(t) = X(t)
[
X−1(n) +
t∫
n
X−1(u)B(u)du
]
ψ(n) + X(t)
t∫
n
X−1(u) f (u)du.
Clearly, x˜(t) is continuous on R and satisﬁes Eq. (4.1), i.e., x˜(t) is a solution of Eq. (4.1). We claim that
x˜(t) is almost periodic. In fact, setting τ ∈ T (ψ, ) ∩ T (A, ) ∩ T (B, ) ∩ T ( f , ), then we have
∣∣x˜(t + τ ) − x˜(t)∣∣=
∣∣∣∣∣X(t + τ )
[
X−1(n+ τ ) +
t+τ∫
n+τ
X−1(u)B(u)du
]
ψ(n+ τ )
− X(t)
[
X−1(n) +
t∫
n
X−1(u)B(u)du
]
ψ(n)
+ X(t + τ )
t+τ∫
n+τ
X−1(u) f (u)du − X(t)
t∫
n
X−1(u) f (u)du
∣∣∣∣∣

∣∣[X(t + τ )X−1(n+ τ ) − X(t)X−1(n)]ψ(n+ τ )∣∣
+ ∣∣X(t)X−1(n)[ψ(n+ τ ) − ψ(n)]∣∣
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∣∣∣∣∣
t∫
n
[
X(t + τ )X−1(u + τ )B(u + τ ) − X(t)X−1(u)B(u)]duψ(n+ τ )
∣∣∣∣∣
+
∣∣∣∣∣
t∫
n
X(t)X−1(u)B(u)du
[
ψ(n+ τ ) − ψ(n)]
∣∣∣∣∣
+
∣∣∣∣∣
t∫
n
[
X(t + τ )X−1(u + τ ) f (u + τ ) − X(t)X−1(u) f (u)]du
∣∣∣∣∣
 βK0e2K + K0 + β
(
K0Ke
2K + K0
)+ K0K + K0Ke2K + K0.
From the deﬁnition, we know that x˜(t) is almost periodic, i.e. Eq. (4.1) has an almost periodic solu-
tion x˜(t).
It remains to prove that x˜(t) enjoys the module containment. To do this, for any integer sequence
α ⊂ Z such that Tα A = A, TαB = B , Tα f = f , it follows from Lemmas 4.1 and 4.2 that TαC = C ,
Tαh = h. Theorem 2.4 yields Tαψ = ψ . Again from Lemmas 4.1 and 4.2, it implies that Tα x˜= x˜. Thus,
mod(x˜) ⊂ span(mod(A, B, f ) ∪ {2kπ ; k ∈ Z}) follows from Theorem 2.1. 
4.4. The proof of Theorem 4.2
For linear differential equations (1.1), many authors [29,45] have considered to relax the separation
condition which implies the existence of an almost automorphic solution. In Theorem 4.2, the sepa-
ration condition has been relaxed. In order to complete our aim in this subsection, we ﬁrst consider
to relax the separation condition in Theorem 4.6.
Theorem 4.7. Consider the difference equations
x(n+ 1) = C(n)x(n) + h(n), (4.10)
where {C(n)}, {h(n)} are almost periodic. If any nontrivial bounded solution {x(n)} on Z of
x(n+ 1) = C(n)x(n) (4.11)
satisﬁes infn∈Z |x(n)| > 0 and Eq. (4.10) admits a bounded solution {φ(n)} on Z+ , then Eq. (4.10) has at least
one almost automorphic solution {ψ(n)}, and mod(ψ) ⊂mod(C,h).
Proof. It is known that the almost periodic sequence is almost automorphic. As in the discussion in
Theorem 4.6, our condition implies that Eq. (4.10) has a unique bounded solution {ψ(n)} with mini-
mum ‖ · ‖∞ norm. Since {C(n)}, {h(n)} are almost periodic and {ψ(n)} is bounded, for any sequence
α′ ⊂ Z, it follows that there exists a subsequence α ⊂ α′ such that
T−αTαC = C, T−αTαh = h, uniformly on Z
and T−αTαψ exists. It is easy to see that
‖Tαψ‖∞  ‖ψ‖∞. (4.12)
Let ψ˜ = T−αTαψ . Then, {ψ˜(n)} is also a solution of Eq. (4.10). From (4.12), we have
‖ψ˜‖∞  ‖Tαψ‖∞  ‖ψ‖∞.
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{ψ(n)} is an almost automorphic solution of (4.10).
The module containment follows from Theorem 2.9. In fact, to do this, for any sequence α ⊂
Z such that Tα(C,h) = (C,h), it follows from the uniqueness of the minimum norm solution that
Tαψ = ψ . 
Now, we begin the proof of Theorem 4.2.
Obviously, if x(t) is a solution of Eq. (4.1), the deﬁnition of the solution implies that
x(t) = X(t)
[
X−1(n) +
t∫
n
X−1(u)B(u)du
]
x(n) + X(t)
t∫
n
X−1(u) f (u)du,
n t < n+ 1 and {x(n)}n∈Z satisﬁes the inhomogeneous difference equation
x(n + 1) = C(n)x(n) + h(n), (4.13)
where
C(n) = X(n+ 1)
[
X−1(n) +
n+1∫
n
X−1(u)B(u)du
]
,
h(n) = X(n + 1)
n+1∫
n
X−1(u) f (u)du.
From the above Lemmas 4.4 and 4.5, we know that {C(n)}, {h(n)} are almost periodic. Clearly,
under the assumptions of Theorem 4.2, any nontrivial bounded solution {x(n)} on Z of
x(n+ 1) = C(n)x(n) (4.14)
satisﬁes infn∈Z |x(n)| > 0. Thus, from Theorem 4.7, we obtain that the difference equation (4.13) has
an almost automorphic solution {ψ(n)} and mod(ψ) ⊂mod(C,h). For n t < n+ 1, we set
x˜(t) = X(t)
[
X−1(n) +
t∫
n
X−1(u)B(u)du
]
ψ(n) + X(t)
t∫
n
X−1(u) f (u)du.
Clearly, x˜(t) is continuous on R and satisﬁes Eq. (4.1), i.e., x˜(t) is a solution of Eq. (4.1), and x˜(n) =
ψ(n). We claim that x˜(t) is almost automorphic.
We ﬁrst assert that x˜(t) can be written as
x˜(t) = X(t)X−1([t] − 1)x˜([t] − 1)
+ X(t)
t∫
[t]−1
X−1(s)B(s)x˜
([s])ds + X(t)
t∫
[t]−1
X−1(s) f (s)ds (4.15)
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x˜(t) = X(t)X−1([t])x˜([t])+ X(t)
t∫
[t]
X−1(s)B(s)x˜
([s])ds + X(t)
t∫
[t]
X−1(s) f (s)ds, (4.16)
where t ∈ R. In fact, from (4.1) we have
X−1(t)dx˜(t)
dt
= X−1(t)A(t)x˜(t) + X−1(t)B(t)x˜([t])+ X−1(t) f (t),
which implies from dX
−1(t)
dt + X−1(t)A(t) = 0 that
d
dt
(
X−1(t)x˜(t)
)= X−1(t)B(t)x˜([t])+ X−1(t) f (t).
The assertions follow from the integrating the above formula from [t] − 1 and [t] to t , respectively.
Now, we will show that the function x˜(t) is almost automorphic.
For any sequence {t′n} ⊂ R, set θ ′n = t′n − [t′n]. Then there are subsequences {θn} ⊂ {θ ′n} and {τn} ⊂{[t′n]} such that limn→∞ θn = θ0 ∈ [0,1],
lim
n→∞ψ(τn +m) = ψˆ(m), limn→∞ ψˆ(−τn +m) = ψ(m),
for any m in Z and that
lim
n→∞ A(τn + t) = Aˆ(t), limn→∞ Aˆ(−τn + t) = A(t),
lim
n→∞ B(τn + t) = Bˆ(t), limn→∞ Bˆ(−τn + t) = B(t),
lim
n→∞ f (τn + t) = fˆ (t), limn→∞ fˆ (−τn + t) = f (t),
for any t uniformly in R. Setting t = [t] + θ, tn = [tn] + θn , then t + tn = [t] + [tn] + θ + θn . Clearly, if
0 < θ + θn < 1, [t + tn] = [t]+ [tn]; if 1 θ + θn < 2, [t + tn] = [t]+ [tn] + 1. From Lemmas 4.1 and 4.6,
it follows that
X(t + tn)X−1
(
s + [t] + [tn]
)→ Xˆ(t + θ0) Xˆ−1(s + [t]), n → ∞, 0 t − s < 2,
and
Xˆ(t − tn) Xˆ−1
(
s + [t] − [tn]
)→ X(t − θ0)X−1(s + [t]), n → ∞, 0 t − s < 2,
where Xˆ(t) is the fundamental matrix solution of dxdt = Aˆ(t)x. Using (4.15) and (4.16), we obtain
x˜(t + tn) = X(t + tn)X−1
([t] + [tn])ψ([t] + [tn])
+
t+tn−[tn]−[t]∫
X(t + tn)X−1
(
u + [t] + [tn]
)
B
(
u + [t] + [tn]
)
du · ψ([t] + [tn])0
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t+tn−[tn]−[t]∫
0
X(t + tn)X−1
(
u + [t] + [tn]
)
f
(
u + [t] + [tn]
)
du → y(t)
as n → ∞, where
y(t) = Xˆ(t + θ0) Xˆ−1
([t])ψˆ([t])+
t−[t]+θ0∫
0
Xˆ(t + θ0) Xˆ−1
(
u + [t])Bˆ(u + [t])du · ψˆ([t])
+
t−[t]+θ0∫
0
Xˆ(t + θ0) Xˆ−1
(
u + [t]) fˆ (u + [t])du.
Conversely, if t − [t] θn , [t − tn] = [t] − [tn]. Thus,
y(t − tn) = Xˆ(t + θ0 − tn) Xˆ−1
([t] − [tn])ψˆ([t] − [tn])
+
t−[t]−θn+θ0∫
0
Xˆ(t + θ0 − tn) Xˆ−1
(
u + [t] − [tn]
)
Bˆ
(
u + [t] − [tn]
)
du · ψˆ([t] − [tn])
+
t−[t]−θn+θ0∫
0
Xˆ(t + θ0 − tn) Xˆ−1
(
u + [t] − [tn]
)
fˆ
(
u + [t] − [tn]
)
du
→ x˜(t), as n → ∞.
If t − [t] < θn , [t − tn] = [t] − [tn] − 1. Thus
y(t − tn)
= Xˆ(t + θ0 − tn) Xˆ−1
([t] − [tn] − 1)ψˆ([t] − [tn] − 1)
+
t−[t]−θn+θ0+1∫
0
Xˆ(t + θ0 − tn) Xˆ−1
(
u + [t] − [tn] − 1
)
Bˆ
(
u + [t] − [tn] − 1
)
du · ψˆ([t] − [tn] − 1)
+
t−[t]−θn+θ0+1∫
0
Xˆ(t + θ0 − tn) Xˆ−1
(
u + [t] − [tn] − 1
)
fˆ
(
u + [t] − [tn] − 1
)
du
→ x∗(t), as n → ∞
where
x∗(t) = X(t)X−1([t] − 1)ψ([t] − 1)+
t−[t]+1∫
X(t)X−1
(
u + [t] − 1)B(u + [t] − 1)du · ψ([t] − 1)0
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t−[t]+1∫
0
X(t)X−1
(
u + [t] − 1) f (u + [t] − 1)du ≡ x˜(t), ∀t ∈ R.
Therefore, x˜(t) is almost automorphic.
Finally, we would like to prove the module containment mod(x˜) ⊂ span(mod(A, B, f ) ∪ {2kπ ; k ∈
Z}). To do this, for any sequence α′ ⊂ Z such that Tα′ (A, B, f ) = (A, B, f ) uniformly on Z, it follows
from Lemmas 4.1 and 4.2 that Tα′ (C,h) = (C,h) uniformly on Z. Since {ψ(n)} is the unique minimum
norm solution (see Theorem 4.7), it follows that there exists an α ⊂ α′ such that Tαψ = ψ uniformly
on any compact subset of Z. From Lemmas 4.1 and 4.2, we obtain Tα x˜ = x˜. The conclusion about the
module containment follows from our new module containment Theorem 2.7.
4.5. The proof of Theorem 4.3
We begin with two lemmas. They can be regarded as the discrete versions of ODE.
Lemma 4.7. Suppose that {x(n)} is an almost periodic solution of (4.11). Then one of the following assertions
holds: infn∈Z |x(n)| > 0 or x(n) ≡ 0, ∀n ∈ Z.
Proof. Otherwise, assume x(nk) → 0 for some sequence {nk} ⊂ Z. By almost periodicity, if necessary,
taking a subsequence, we obtain that
C(n+ nk) → Cˆ(n), x(n+ nk) → xˆ(n), as k → ∞,
uniformly on n ∈ Z, {Cˆ(n)}, {xˆ(n)} are almost periodic, and {xˆ(n)} satisﬁes xˆ(n + 1) = Cˆ(n)xˆ(n). Now,
xˆ(0) = 0, so that xˆ(n) = 0,∀n 0, which implies that x(n) ≡ 0, ∀n ∈ Z from the almost periodicity. 
Lemma 4.8. If (4.10) admits almost periodic solutions, then at least one of them satisﬁesmod(x) ⊂mod(C,h).
Proof. Denote by {ψ(n)} the existing almost periodic solution of (4.10). Let
λ = inf{‖x‖∞; {x(n)} is an almost periodic solution of Eq. (4.10) on Z} ‖ψ‖∞,
where ‖x‖∞ = supn∈Z |x(n)|. For each k > 0, there exists an almost periodic solution {xk(n)} of (4.10)
such that
sup
n∈Z
∣∣xk(n)∣∣ λ + 1k .
Thus, zk(n) := xk(n) − ψ(n) is the almost periodic solution of Eq. (4.11). Let S be the linear space of
the almost periodic solutions of (4.11). S is ﬁnite dimensional. Now, zk ∈ S and {zk} is bounded. It
implies that there exists a z∗ ∈ S such that ‖zk − z∗‖∞ → 0 (possible passing to a subsequence) [11].
Thus, ψ∗(n) := ψ(n) + z∗(n) is an almost periodic solution of (4.10) such that λ = ‖ψ∗‖∞ , i.e. λ is
attained at ψ∗ = ψ + z∗ .
We claim that λ is uniquely attained at ψ∗ . In fact, otherwise, suppose that λ is also attained at
a different almost periodic solution φ∗ . Then, { 12 (ψ∗(n) − φ∗(n))} is the nontrivially almost periodic
solution of Eq. (4.11). From Lemma 4.7, there exists a positive number ρ > 0 such that
inf
1 ∣∣ψ∗(n) − φ∗(n)∣∣ ρ > 0.n∈Z 2
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∣∣∣∣12
(
ψ∗(n) + φ∗(n))∣∣∣∣
2
+
∣∣∣∣12
(
ψ∗(n) − φ∗(n))∣∣∣∣
2
= 1
2
(∣∣ψ∗(n)∣∣2 + ∣∣φ∗(n)∣∣2) λ2,
which yields
∣∣∣∣12
(
ψ∗(n) + φ∗(n))∣∣∣∣
√
λ2 − ρ2 < λ, ∀n ∈ Z,
contradicting the deﬁnition of λ, since 12 (ψ
∗(n) + φ∗(n)) is an almost periodic solution of Eq. (4.10).
The module containment follows from Theorem 2.4. In fact, for any sequence α ⊂ Z such that
TαC = C, Tαh = h, it follows from the uniqueness of the minimum norm solution that Tαψ∗ = ψ∗ .
Thus, mod(ψ∗) ⊂mod(C,h). 
We begin the proof of Theorem 4.3.
Obviously, if x(t) is a solution of Eq. (4.1), the deﬁnition of the solution implies that
x(t) = X(t)
[
X−1(n) +
t∫
n
X−1(u)B(u)du
]
x(n) + X(t)
t∫
n
X−1(u) f (u)du,
n t < n+ 1 and {x(n)}n∈Z satisﬁes the inhomogeneous difference equation
x(n + 1) = C(n)x(n) + h(n), (4.17)
where
C(n) = X(n+ 1)
[
X−1(n) +
n+1∫
n
X−1(u)B(u)du
]
,
h(n) = X(n + 1)
n+1∫
n
X−1(u) f (u)du.
From Lemmas 4.4, 4.5, and 4.8, we know that Eq. (4.17) has an almost periodic solution ψ∗ with
mod(ψ∗) ⊂mod(C,h) ⊂mod(A, B, f ). For n t < n+ 1, we set
x∗(t) = X(t)
[
X−1(n) +
t∫
n
X−1(u)B(u)du
]
ψ∗(n) + X(t)
t∫
n
X−1(u) f (u)du.
Similarly, we can show that x∗(t) is an almost periodic solution of (4.1). It remains to prove the
module containment mod(x∗) ⊂ span(mod(A, B, f ) ∪ {2kπ ; k ∈ Z}). To do this, for any α ⊂ Z such
that Tα(A, B, f ) = (A, B, f ), it follows from Lemmas 4.1 and 4.2 that Tα(C,h) = (C,h). Theorem 2.4
yields Tαψ∗ = ψ∗ . Again from Lemmas 4.1 and 4.2, it implies that Tαx∗ = x∗ . The conclusion follows
from Theorem 2.1.
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Assume by contradiction that x(t) is an almost periodic solution to (4.1) which does not satisfy the
module containment mod(x) ⊂ span(mod(A, B, f ) ∪ {2kπ ; k ∈ Z}). Because of our Theorem 2.1, this
implies the existence of a sequence α = {αn} ⊂ Z such that
Tα A = A, TαB = B, Tα f = f , but x(t + αn) → x(t).
Here, the involved limits are uniform on the real line. We can suppose that x(t + αn) → y(t), if
necessary, take a subsequence, then y(t) is an almost periodic solution of (4.1) with y = x. Thus
z = y − x should be a nontrivial almost periodic solution to the homogenous equation (4.3).
4.7. The proof of Theorem 4.5
We begin with a known theorem.
Theorem 4.8. (See [7,8].) Consider the almost periodic difference equations (4.10). Assume that any nontrivial
bounded solution {x(n)} on Z of Eq. (4.11) is homoclinic to zero. If Eq. (4.10) admits a bounded solution {φ(n)}
on Z+ , then Eq. (4.10) has a unique almost automorphic solution {ψ(n)}, and mod(ψ) ⊂mod(C,h).
Remark. Even though the module containment does not be studied in [7,8], we note that a uniformly
compatible solution by the character of recurrence is shown in [7,8]. Now, the module containment
follows from this property and Theorem 2.9.
Obviously, if x(t) is a solution of Eq. (4.1), the deﬁnition of the solution implies that
x(t) = X(t)
[
X−1(n) +
t∫
n
X−1(u)B(u)du
]
x(n) + X(t)
t∫
n
X−1(u) f (u)du,
n t < n+ 1 and {x(n)}n∈Z satisﬁes the inhomogeneous difference equation
x(n+ 1) = C(n)x(n) + h(n), (4.18)
where
C(n) = X(n+ 1)
[
X−1(n) +
n+1∫
n
X−1(u)B(u)du
]
,
h(n) = X(n+ 1)
n+1∫
n
X−1(u) f (u)du.
From Lemmas 4.4 and 4.5, we know that {C(n)}, {h(n)} are almost periodic. Clearly, under the as-
sumptions of Theorem 4.5, any nontrivial bounded solution {x(n)} on Z of
x(n+ 1) = C(n)x(n) (4.19)
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almost automorphic solution {ψ(n)} and mod(ψ) ⊂mod(C,h). For n t < n+ 1, we set
x˜(t) = X(t)
[
X−1(n) +
t∫
n
X−1(u)B(u)du
]
ψ(n) + X(t)
t∫
n
X−1(u) f (u)du.
Clearly, x˜(t) is continuous on R and satisﬁes Eq. (4.1), i.e., x˜(t) is a solution of Eq. (4.1), and x˜(n) =
ψ(n). As in the proof of Theorem 4.2, we can prove that x˜(t) is almost automorphic and mod(x˜) ⊂
span(mod( f ) ∪ {2kπ}).
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