The problem of validating or criticising models for georeferenced data is challenging, since the conclusions can vary significantly depending on the locations of the validation set. This work proposes the use of cross-validation techniques to assess the goodness of fit of spatial models in different regions of the spatial domain to account for uncertainty in the choice of the validation sets. An obvious problem with the basic cross-validation scheme is that it is based on selecting only a few out of sample locations to validate the model, possibily making the conclusions sensitive to which partition of the data into training and validation cases is utilized. A possible solution to this issue would be to consider all possible configurations of data divided into training and validation observations. From a Bayesian point of view, this could be computationally demanding, as estimation of parameters usually requires Monte Carlo Markov Chain methods. To deal with this problem, we propose the use of estimated discrepancy functions considering all configurations of data partition in a computationally efficient manner based on sampling importance resampling. In particular, we consider uncertainty in the locations by assigning a prior distribution to them. Furthermore, we propose a stratified cross-validation scheme to take into account spatial heterogeneity, reducing the total variance of estimated predictive discrepancy measures considered for model assessment. We illustrate the advantages of our proposal with simulated examples of homogeneous and inhomogeneous spatial processes to investigate the effects of our proposal in scenarios of preferential sampling designs. The methods are illustrated with an application to a rainfall dataset.
Introduction
In many practical problems, the researcher is interested in modelling some phenomenon that occurred in space as a stochastic process. Goodness of fit of the assumed model is an important step. However, in the geostatistical context, this is a challenging problem since only one realization of the process is available for both parameter estimation and model checking. Diggle (2014) points out that if a model fits the data well, it can be used to generate datasets which are statistically similar to the observed sample. In addition, the practioner may be interested in making predictions for out-of-sample locations from the fitted model. These practical statistical problems indicate that cross-validation techniques are potentially useful tools for model checking.
The usual approaches for model checking in spatial statistics are based on selecting a subset from the locations to make prediction with the assumed model. The observed values which were left out of the estimation procedure are then compared with the predicted values. However, the choice of locations used for model fitting and prediction is usually ad-hoc. We are interested in assessing the goodness of fit of spatial models using cross-validation tools, as well as allowing for model checking in different regions of the spatial domain.
From a theoretical point of view, statistical inference goes beyond parameter estimation and prediction (see Robert, 2007, page 343) . Often, tests are performed regarding model parameters that are based on models that are not adequate to the data under study. That is, model adequacy checking should not be based on model parameter testing. Some verification of model goodness of fit is then called for. From a Bayesian perspective, statements are made regarding the posterior distribution, which are also based on the chosen sampling distribution of the data. The usual model criticism is done through model comparison and prediction for a few out-of-sample observations. Often, these model checks are not able to assess whether the assumed model is plausible for the data in the whole spatial domain.
In the literature, various authors have suggested the use of cross-validation for modelling univariate data. Burman (1989) introduces validation techniques in a study of optimal transformation of variables, based on k-fold cross-validation and repeated learning testing methods. Thall et al. (1997) demonstrate that repeated data splitting is preferred over k-fold cross-validation. They propose to apply cross-validation to a very large number of randomly generated partitions of the data.
From a Bayesian standpoint, Marshall and Spiegelhalter (2003) and Burman (1989) , amongst others, show that the cross-validation can be computationally very expensive, since a full MCMC analysis has to be repeated, leaving out each in turn validation set. Stern and Cressie (2000) consider importance weighting and resampling methods in the context of posterior predictive model checking via conditional predictive ordinate (CPO) and posterior predictive p value. In the univariate setting, Alqallaf and Gustafson (2001) propose Bayesian cross-validation for several data partitions sampled from the prior distribution of the possible partition into training and validation sets. The model checking is based on estimating discrepancy functions, which are statistical measures commonly used in the literature for model comparison. Although many papers have exploited cross-validation methods for univariate data, this is not the case for spatial data analysis. For instance, the usual setup for model checking in geostatistics is to make prediction for one or a few selected validation sets. Cressie (1993) states that the basic cross-validation idea in the spatial setup is to delete some of the data and use the remaining data to predict the deleted observations. Then the prediction error can be inferred from the predicted and observed values. If the model adequately described the implicit spatial dependence on the dataset, then the predicted value should be close to the true value.
However, the choice of observation sites in a spatial process is not always "robust" to the considered sampling or allocation of sites. In general, it does not consider the sampling process that generated the locations. In fact, models that ignore information about sample selection can lead wrong inferences and, therefore, to wrong predictions. In that context, we propose to allow for uncertainty in the selection of the validation sets by considering a prior distribution for the spatial locations. In particular, the prior assigned is uniform on the spatial domain of interest. This process is considered to be homogeneous or homogeneous in sub-regions to account for possible preferential sampling in the locations.
The use of cross-validation techniques in a large volume of spatial data becomes a computational challenge, due to the difficulty of applying traditional prediction methods in a time-tolerant boundary. If we were to make prediction for several vectors of points, the cross-validation procedure would be repeated again for all possible selected configurations of training and validation samples. For most geostatistics problems, this scheme becomes computationally prohibitive. Thus, more sophisticated approach are useful, both to reduce the final cost and increase efficiency. To deal with this problem, we propose an efficient algorithm for cross-validation, which is based on importance weighting and only a handful of MCMC runs. This paper is organized as follows. In Section 2, the main motivation of this work is presented. Section 3 briefly reviews the main aspects of spatial data analysis. Section 4 describes the Bayesian cross-validation of the spatial data using estimators of expected discrepancy functions via MCMC (Monte Carlo Markov Chain). Given this foundation, Section 5 reports a procedure for validating models based on stratified spatial data. In Section 6, simulated examples are presented. Finally, Section 7 shows an application to a rainfall dataset.
Motivation

Uncertainty of the data partition
In general in geostatistical inference, to evaluate an assumed model some locations are removed from the dataset, the so-called validation set, and then observed data and predicted values are compared through some discrepancy function. The choice of the locations to be removed from the data for validation purposes depends on the spatial arrangement and is usually done in a random manner. In this work, the spatial locations are assumed to be a random sample from a specified distribution and locations are sampled to compose the validation set according to the prior probabilities of the sets.
The predictive performance of a model is typically based on the assumption that the reference model is believed to best describe the knownledge about future observations. In the scope of geostatistical modelling, the basic component are spatial locations and data observed at these locations. According to Cressie (1993) , the data, or even sometimes the locations, are assumed to be random. In this circumstance, the use of adequate spatial models is crucial for prediction.
As discussed in Berger and Pericchi (2004) , the important objective of approaches to Bayesian model selection is the use of training samples. However, the choice of the training data is not trivial. In particular, this is most relevant in the spatial data analysis context, because different sets of training data might lead to very different inferences.
Our main contribution is to develop an efficient computing procedure to make crossvalidation of statistical models for spatially correlated data. Thus, we extend the work of Alqallaf and Gustafson (2001) to correlated data modelling, in particular, the spatial dependence and training and validation sets uncertainty are take into account by allowing the locations to be realizations of a spatial point process.
The way the phenomenon is observed may be related to the intensity of the process. In this context, we consider the spatial heterogeneity as being a feature of a natural phenomenon. The heterogeneity comprises two elements of second-order variation: global variance and the spatial autocorrelation. We adopt spatial stratified sampling, where that are the heterogeneous area is divided into several subareas more homogeneous than the whole area, reducing the total variance of estimated predictive discrepancy measures considered for model assessment.
An illustrative example
Let us consider an illustrative example simulated in a unit square, with 52 data points randomly located within the area (irregular grid). The simulated values were generated according to a Student-t process with ν = 3, σ 2 = 1, µ = 2 and φ = 0.3.
where R is an exponential correlation matrix, with range parameter φ. For prediction purpose, we choose 100 randomly selected validation configurations of all possible subsets of size 3. Notice that there are 52 3 possible validation sets, thus performing cross-validation for all possibilities is too time consuming. For this arbitrarily chosen configurations], we omitted three points (validation sampling) and calculated the predicted value for these locations using the remaining points (training sampling). We fitted the Gaussian and Student-t spatial models to the simulated data and used MCMC techniques for estimating the model parameters. The prior distribution assigned to µ, σ 2 , φ and ν, can be seen in Appendix 1.
For model assessment, we considered the mean square prediction error as the discrepancy measure, which is given by Although the process was generated from the Student-t distribution, the performance of the Student-t model is worse in 26% of the validation sets when compared to the Gaussian model. This example motivates our work to incorporate the uncertainty in the validation set. According to Breusch et al. (1997) , the similar inferences are made about the mean µ under Gaussian model (GM) and Student-t model (STM), but different inferences can be made about scale, because the scale is differently represented in the two models. Thus, each model used for prediction might lead to different prediction intervals for ungauged locations. As discussed in Alqallaf and Gustafson (2001) , an obvious problem with the basic cross-validation scheme is that the results may be sensitive to which particular partition of the data into training and validation cases is utilized. In some circumstances, predictive assessments may even be sensitive to how the data are segmented for k-fold cross-validation (Burman (1989) ).
From this illustrative example, we propose an approach that is able to verify the goodness of fit of a model for different configurations of data validation sampling and still preserve computational feasibility.
Basic geostatistical model
In this section we present the essential elements of spatial models for geostatistical data analysis.
The fundamental concept underlying the theory according to Banerjee et al. (2004) is a stochastic process {Y (x) : x ∈ A}, where A is a fixed subset of a d-dimensional Euclidean space. In the spatial context, we usually have d equal to 2 (northings and eastings) or 3 (northings, eastings and altitude). We consider situations where d > 1 and refer to them as a spatial process.
Let us consider a finite set of spatial sample locations x = (x 1 , x 2 , . . . , x n ) within a region A. Geostatistical data consist of measurements taken at the sample locations x. Therefore, we denote the data vector by (y(x 1 ), y(x 2 ), . . . , y(x n )), the observed values of a random vector Y . We assume that x varies continously throughout the region A.
According to Diggle et al. (2010) , the data are obtained by sampling a spatially continuous phenomenon S(x) = x ∈ R 2 at a discrete set of locations x i = 1, . . . , n in a spatial region of interest A ⊂ R 2 . Hence, if Y i denotes the measured value at the location x i , a simple model for the data takes the form
where µ represent the mean and the Z i s are mutually independent, zero-mean random variables with variance τ 2 . The underlying spatial process {S(x) : x ∈ R 2 } is a stationary Gaussian process with zero mean, constant variance σ 2 and correlation function ρ(u, φ), where φ is the correlation function parameter and u is the distance between two locations.
Cross-validation of Bayesian models for spatially correlated data
We consider the uncertainty in the choice of data split into validation and training sets by defining a prior distribution of such sets. In the Bayesian analysis of spatial data, the fit of the model usually requires MCMC sampling from the posterior distribution. We extend the technique proposed by Alqallaf and Gustafson (2001) to spatially correlated data, so the validation measure does not require a separate posterior sample for each training sample.
The reference distribution for spatial data
Suppose that the observed data consist of responses y = (y 1 , y 2 , . . . , y n ) arising from the process Y (x) and locations X = (x 1 , . . . , n n ) described in equation (2). Our cross-validation assessments are based on expectations under a reference distribution for (s y , y, θ, y rep ), following Alqallaf and Gustafson (2001) , where the split s y is a 0 -1 vector which divides the n cases into training and validation cases. The parameter θ describes the statistical model and the replicated response y rep is a hypothetical realization of the response vector.
The reference distribution is most easily defined via factorization
We consider the prior p(s y ) to be the uniform distribution over such splits. Notice that this choice of prior might not be reasonable if there is a pattern in the X = (x 1 , . . . , x n ) generation, as in the case of inhomogeneous processes. We consider an extension of this prior in Section 5.
For the purpose of building the split vectors, we denote the sample sizes of training (0 -zero) and validation (1 -one) by n T and n V , respectively. In spatially correlated data, we define the specific split vector as
0, x l is a training location 1, otherwise, and split vector s y = (s 1 , . . . , s n ) are vectors of the same dimension of y, indicating for all locations x 1 , . . . , x n where y l , l = 1, . . . , n is used for training or validation.
After the choice of a specific split vector s y , let y T [sy] and y V [sy] be defined as the observed training and validation cases, with length n T and n V respectively. Given the split s y , p(θ | s y , y) is defined as the posterior distribution of θ given the training data only. Thus, using Bayes theorem:
Notice that y rep is simply distributed according to the sampling model assumed for the data, i.e., [y rep | θ, s y , y]. Thus, under the reference distribution, this is
, θ], which represents the predictive distribution of the validation given the training data, for a specific split vector s y .
Expected discrepancy estimation
The cross-validation assessments are based on the expected discrepancy to be computed under a reference distribution. It requires the distribution of the replicated response vector y rep . In particular, we are interested in computing expectations, generically denoted by
The expected value in (5) represents a statistical measure for comparing Bayesian models and r represents a discrepancy function. The expected value can be calculated as,
The Monte Carlo approximation to this expected discrepancy under the uniform prior for the splits s y is given by
The split vectors s
y . . . , s
y are simulated independently from p(s y ) and I represents the number of splits. Algorithm 1 describes how to compute (6) by simulation using Monte Carlo and MCMC simulations from the posterior distribution of model parameters. This estimation is based on obtaining one MCMC sample for each split. We call this estimator the MC estimator and it is given bŷ
which is an unbiased estimator of expression (5).
Notice that when p(θ | s y , y) does not have a closed form, MCMC methods can be used to simulate a sample from p(θ | s y , y). Next, we present some alternatives to (5), which are computed from samples from the posterior p(θ | y) and p(y rep | θ). The number of splits I and the size of the posterior sample for each split J must be specified. The estimator in (7) takes too much time to compute, since each sampled split s y requires many MCMC runs to sample from p(θ | s y , y).
Algorithm 1 MC estimator 1: Simulate independent split vectors s
Aiming to reducing the computational cost, we consider the importance sample estimator, which requires only a handful of MCMC runs as an alternative estimate of expression (5). The idea is to approximate the posterior density of a given training sample by a distribution that is based heuristically on the same amount of data, but which does not depend on the specific split s y . In particular, this distribution is used as an importance function and is defined as
where f (y | θ) denotes the likelihood function for the complete data, π(θ) is the prior distribution and α = n T /n. Sampling importance resampling is considered to obtain a sample from the desired posterior distribution from the approximation (8).
Algorithm 2 SIR estimator 1: Simulate independent split vectors s hj from p(y rep | θ = θ hj , y), for h = 1, . . . , H and j = 1, . . . , J 4: Each of these H samples yields an importance sampling
The SIR estimator is defined as the average of importance sampling estimate of
y ] across the I independent splits and the H independent samples from g(θ),Ψ
where each weight term w hj = p(θ hj | s
The number of splits I, the size of the posterior sample for each split J and the H independent MCMC samples must be specified.
Note that if the simulation standard error is not required, then in fact this estimator can be based on a single MCMC run, i.e., H = 1, otherwise H > 1 and it is expected to be quite small. Appendix 2 shows how to determine a standard error forΨ mc and Ψ sir estimators.
The choice of discrepancy functions
It is very common to use the sum of squared prediction errors as a measure of discrepancy, because it is a form of cross-validation that provides a measure of model fit for those observations left out of the estimation procedure. Alqallaf and Gustafson (2001) and Thall et al. (1997) adopt this measure for fitting a univariate dataset, described as r(s y , y, θ,
We consider the mean squared prediction errors. This measure can be written as
This measure does not take into account the correlation between observations. As an alternative, we can consider the Mahalanobis distance, which takes into account the covariance matrix of the common distribution of the two random vectors.
where Σ = τ 2 I τ + σ 2 R is covariance matrix of the regions formed by the locations that belong to both vectors. Therefore, using the Mahalanobis distance, we can compare de validation data sample, taking into account the spatial dependence.
Notice that so far we have considered a uniform prior for the validation sets which corresponds to assuming a homogeneous point process for the locations. In the following section, we propose a uniform prior in sub-regions to take into account spatial heterogeneity and to accommodate possible preferential sampling in the locations.
Accounting for heterogeneity of locations
We consider stratified sampling to obtain training and validation sets. In stratified sampling, the region of n units is first divided into sub-regions which are called strata of n 1 , n 2 , . . . , n K units, respectively. These sub-regions are non-overlapping, and together they comprise the whole region, so that, n = n 1 + n 2 + . . . + n K . In each stratum, the full training data size n T , is n T 1 + n T 2 + . . . + n T K and the full validation data size n V is n V 1 +n V 2 +. . . n V K . If a simple random sample is taken in each stratum, the whole procedure is described as stratified random sampling.
Let k denote the stratum and T, V respectively denote the training and validation samples. The following symbols all refer to stratum k.
Notation n: total number of sample spatial points in the study region n k : total number of spatial points in stratum k n T k : number of spatial points of training data in stratum k n V k : number of spatial points of validation data in stratum k w k = n V k n V : stratum weight f V = n V n : sampling fraction, i.e., the ratio of validation sample size to the total sample size.
: training sampling fraction in the k th stratum
: validation sampling fraction in the k th stratum Stratification might produce a gain in precision in the estimates of characteristics of the whole region, if the variability inside each stratum is small and the variability between strata is large, Cochran (1999) . It may be possible to divide a heterogeneous region into sub-regions, where each is internally homogeneous in the context of spatial cross-validation.
The following steps should be carried out to perform cross-validation using a stratified sampling scheme :
1. Stratify the study region into k strata, where n = n 1 + . . . + n K , k = 1, 2, . . . , K.
2. In each stratum k, sampling via simple random sampling, to obtain the split vectors s
, where k = 1, . . . , K represents the stratum and i = 1, 2, . . . , I k the sizes of the split vectors generated in each stratum k.
The chosen sizes of the split vectors I k are the same in all strata, I k , k = 1, 2, . . . , K. Note that the sizes of split vectors I k do not need to be the same.
The generation of vector splits in each stratum s
is simulated jointly from p(s y ). Thus, we define the vector s
y as the i-th split vector considering all strata.
The proposed stratification changes the sampling of spatial locations for validation and training sets, however, the sampling model is conditional on s y and does not change with our proposal. Thus, the likelihood function is not affected. The vector of all observations can be written as y = (y 11 , . . . , y 1n 1 , . . . , y ki , . . . , y Kn K ) 1×n .
The split vectors are jointly generated. In particular, the splits s y are not uniformly distributed over the entire spatial domain. The proposed prior considers the stratification design and is given by
where each term of the product is the probability of choosing a sample of size n T k in each stratum k. Our cross-validation assessments are based on the expectation under a reference distribution of (s y , y, θ, y rep ) as defined in (3). We compute expectations with respect to the reference distribution for each stratum, denoted generically as
where the expression (13) represents the expectation with respect to the reference distribution in each stratum k.
Stratified Estimators
To compute the stratified estimators, we jointly simulate the split vector s 
and the stratified SIR estimator as,
where,
is the stratified weight, calculated using a proportional allocation of the sample n V k . Each weight term is given by w *
y , y)/g(θ hj ).
Simulated examples
To illustrate the usefulness of our cross-validation proposal we consider homogeneous and inhomogeneous processes under geostatistical modelling. We simulated data for different scenarios, considering different configurations for the location sampling. For each scenario, we first simulated an approximate realization of a stationary Gaussian process on the unit square, treating the spatially continuous process S(·) as constant within each lattice cell. After that, we simulated non-preferentially or preferentially scenarios according to each of the sampling designs presented in Figure 3 . The data were generated from equation (2) where:
(A1) S is stationary Gaussian process with mean 0, variance σ 2 and correlation function ρ(u, φ) = Corr(S(x), S(x )) for any x and x from a distance u apart.
(A2) X | S is an inhomogeneous Poisson process with log-linear intensity function
X is a set of mutually independent Gaussian variates with
(a) (b) (c) Notice that if β = 0, the sampling is done completely at random (CRS), i.e., a homogeneous Poisson process. The simulated surface in (A1) is given by a Gaussian process with the following parameters: µ = 4, σ 2 = 1.5, φ = 0.15, κ = 0.5 and τ 2 = 0.25. We adopted the exponential correlation function in all scenarios.
Scenario 1 -CRS, we account for the case representing the situation where the β parameter leads to null intensity function λ(x). Therefore, the point pattern does not rely on S and because λ is a constant, we have a completely random point pattern.
A dataset was simulated with sample size equal to n = 82 and intensity parameters β = 0, α = 4.605. This is presented in Figure 3 (a).
Scenario 2 -CRS with outlier, we study the same surface of Figure 3 (a) with observations contaminated by summing a random increment uσ, such that σ is the observational standard deviation and u ∼ U (6, 8) for observations 10, 48, 50 and 82. The contaminated locations considered are neighbours in space. This is presented in Figure 3 (b).
Scenario 3 -preferential sampling, we choose the configuration with highest concentration of points in a given region. The spatial locations are simulated from the non-homogeneous process. This process represents the inhomogeneous Poisson process, with intensity λ(x), α = 2.996, β = 1.0 and n = 100. This is presented in Figure 3 (c).
For all sample designs presented above, we made a cross-validation comparison of the models. In the following, it is considered a mixture model in a geostatistical context. The general spatial mixture model considered for model fitting is given by
Consider the observations y 1 , . . . , y n at locations x 1 , . . . , x n .The particular cases of model (17) investigated in this work are detailed as follows.
(M2) Student-t model: Define δ(x) = δ, ∀x ∈ A such that δ | ν ∼ Ga(ν/2, ν/2). Then, by marginalization, the distribution of Y is
Similar to the Gaussian process, the Student-t process has the advantage of depending on the mean and covariance functions. Details about the Student-t process in a non-Bayesian context may be seen in Roislien and Omre (2006) .
(M3) Gaussian-Log-Gaussian model: As proposed by Palacios and Steel (2006) , this process is able to capture heterogeneity in space through a mixing process used to increase the Gaussian process variability,
This model assumes ∆ = diag(δ(x 1 ), . . . , δ(x n )) and ln(δ) ∼ N ormal n − υ 2 , υ R . This mixing generates a multivariate scale mixture of Normals. Properties, estimation and prediction for the GLG model are introduced in Palacios and Steel (2006) and extended to the space-time case in Fonseca and Steel (2011) . The υ ∈ R + is a scalar parameter introduced into the distribution ln(δ) and variation inflation is achieved when it is close to zero.
For the CRS and CRS with outlier scenarios, we arbitrarily choose n T = 77, n V = 5. The sampling process in space was done randomly without considering the correlation between spatial locations, that is, p(s y ) is assumed to be a uniform distribution. The parameter ν is fixed at 3 for M2 in the CRS scenario. MC and SIR estimators are based on averaging over the same I = 100 splits. We sampled from the posterior of the model parameters using Metropolis-Hastings with random walk proposals, which led to reasonable acceptance rates in the vicinity of 30% to 50% for each parameter. In this case, we fixed the nugget effect τ 2 at 0.25.
For the preferential scenario, we considered n T = 95 and n V = 5. The training and validation sampling process in space were done randomly without considering the correlation between spatial locations. We obtained posterior samples of this model parameters via the Metropolis-Hastings with random walk proposals, which led to reasonable acceptance rates in the vicinity of 30% to 55% for each parameter. In this case, it is adopted the nugget effect τ 2 equal to 0.25.
As can be seen in Table 1 , the execution time for the SIR estimator using H = 5 is shorter than that for the MC estimator. The high computational cost is due to the need to calculate the covariance matrix for each split vector sampled using a machine Intel Core i5 3210M CPU 2.50GHz 2.50GHz 4GB RAM memory -System 64 bitsWindows 10 Home. Table 2 presents the mean square prediction error measures based on the MC and SIR estimators with their respective standard errors. It is clear that the SIR estimator variability must be greater than that of the MC estimator, because the estimator is a heuristic approximation based on the same amount of data. However, the SIR estimator is a good approximation of the original estimator. Table 2 (CRS) presents original estimates of mean square error. M3 has similar performance as that of M1. This is due to the fact that M1 is a particular case of M3. In particular, when υ → 0, we retrieve Normal tails, while larger values of υ induce thicker tails. In the Gaussian case, δ is equal to 1. M2 has much worse performance. Although the Student-t process has heavier tails than the Gaussian, it does not have the flexibility to model georeferenced data. Its behaviour is inadequate when compared to M1 and M3. According to Lobo and Fonseca (2016) , the Student-t process inflates the variance of the whole process in the presence of outliers and does not allow for both individual or regional outlier detection and different kurtosis behaviours across space. Table 2 presents the results of the three proposed models. Observe that estimates are more precise for the GLG model. This is due to the fact that this model tends to detect sub-regions with larger variability. The use of M3 scale mixing reduces the variance estimate. M1 and M2 overestimate the variance.
In the case of Gaussian data contaminated by outliers, M3 has smaller discrepances. The Gaussian Log Gaussian process is able to capture heterogenity in space through a mixing process used to increase the Gaussian process variability. This proposal is an alternative to the usual Gaussian model which is very sensitive to outliers.
Analysing heterogeneity of locations
In stratified sampling we have to sample in all strata of the spatial region A. This condition does not occur in random sampling. Stratification is carried out in order to not favour any particular area, making the process as uniform as possible. After that, the sampling procedure is done randomly in each unit.
We stratified the unit square into four strata for all scenarios. Figure 4 presents the stratification of the study region in A. Since we have a homogeneous process, we expected the number of events to be similar in each stratum, as shown in Table 3 (CRS). The choice of I k is arbitrary for each stratum. Table 3 shows the stratification and selection of training and validation data for the respective strata via the sampling process for all scenarios. Again, the execution time for the SIR estimator using H = 5 is shorter than of the MC estimator, which can be seen in Table 4 . The hypothesis of complete spatial randomness establishes that the number of events per unit area is a constant, λ, over all the region considered. In the homogeneous case, we have approximately the same estimates in each stratum. The stratified estimator is equivalent to the global estimator presented in Table 5 (CRS), considering the mean square error as the measure of precision. This occurs because the sample size is similar in all strata. Regarding the performance of the stratified estimator, their variability is smaller, mainly for the SIR estimator. Stratification reduces the variability of the process in order to transform the stratum as homogeneously as possible. This can be confirmed by analysing Tables 5 and 6 for all scenarios.
Clearly there is an increase in the accuracy of the estimator by stratifying the spatial region. Furthermore, the stratification allows the identification of lack of fit for all models in region 3 for the scenario with outliers. All models have much larger values of the discrepancy function for stratum 3, which contains the contaminated observations, as presented in Tables 5 and 6 (CRS with outlier) using different discrepancy measures .
Note, however the reduction of the variability of both estimators. The performance of the models is similar to that of Section 6 except for M3 in the preferential scenario. In this case, the GLG model has much better performance, indicating that dividing the region in sub-regions provides a much better predictive performance of this model in all sub-regions.
M3 again stands out because of its ability to capture heterogeneity in space. This is an appealing feature in the non-homogeneous setup, because strata with a high concentration of events tend to present larger variability.
The use of Mahalanobis distance discrepancy improved model discrimination by indicating the Gaussian model as the best model in scenario 1. This is an expected result, since the data are generated by the Gaussian model. On the other hand, when we consider the mean squared error as a measure, the Gaussian and GLG models have approximately the same results, with a bit better performance of the GLG model. This can be seen in Tables 5 and 6 . 7 Application to a rainfall data
The dataset used in this application contains the total rainfall (in mm) recorded in Octorber 2010 in 31 locations in the city of Rio de Janeiro, Brazil, obtained from Instituto Pereira Passos, known for offering one of the largest collections of maps and statistical data of Rio de Janeiro available in the Armazem de Dados. Stations with missing information were removed from the study. Ferreira and Gamerman (2015) analyzed the same kind of data for October 2005 in the context of achieving the optimal design using preferential sampling. Figure 5 presents the spatial arrangement of rainfall stations in Rio de Janeiro city. Notice that the spatial arrangement of the monitoring stations seems to indicate a higher concentration in places where precipitation levels are very large. It appears that the point pattern associated with the stations has been observed from an inhomogeneous process. For statistical inference purposes, the spatial mean was adjusted considering latitude and longitude as covariates. The mixture models considered were the Gaussian (M1) and Gaussian-Log-Gaussian (M3) models presented in Section 6. We investigated the goodness of fit for rainfall spatial modelling via cross-validation for spatially correlated data.
First, we arbitrarily choose n T = 26 and n V = 5, for the training and validation samples, respectively. In addition, we use I = 500 split vectors and H = 3 independent MCMC samples simulated from SIR estimator. We adopted the Mahalanobis distance as discrepancy measure between two random vectors of the same distribution, taking into account the covariance matrix.
The analysis of the posterior distribution of spatial mean shows significantly different estimates for both models. The spatial mean for M3 is significantly lower than the spatial mean estimated by M1. Actually, this makes sense since the process for the data is inhomogeneous. We evaluated both models with exponential covariance structures for spatial dependence.
The SIR estimator requires less computation time. Table 7 shows the performance of both models using the Mahalanobis distance. The estimates obtained for M3 are smaller than M1 for both estimators. This is due to the fact that the Gaussian-LogGaussian process proposed by Palacios and Steel (2006) is able to capture heterogeneity in space through a mixing process used to increase the Gaussian process variability, although it does not take into account the monitoring stations arrangement dependence with the total rainfall. In addition, we take into account spatial heterogeneity using stratified cross-validation. We divide the spatial region into only two strata, arbitrarily. In the first stratum, the monitoring stations are closed and there is a higher concentration of total rainfall data. The other stratum is defined by the remainder of the locations, i.e., more distant locations with lower values of total precipitation. This design is called design A1. Table 8 presents the sample arrangement given by design A1 with the weights, w respectively. The results for design A1 can been see in Table 10 . Among the strata, the best performance is achieved by M3.
An important issue in using cross-validation is the training dataset size. If we have an acceptable amount of training data, the model is sufficiently informed by the training set. Furthermore, this model is able to reproduce the observed data. We arbitrarily choose a small training sample, i.e., n T = 10 and n V = 21. Again, we use I = 500 split vectors and H = 3 independent MCMC samples simulated from SIR estimator. It is expected that using a reduced training sample size might cause some impact on the estimation of model parameters. Table 9 displays the values of the Mahalanobis distance for the models considered without taking into account the heterogeneity of the data. The results of our analysis suggest it is best to use a relatively large training sample for making cross-validation under our approach. Table 12 presents the stratified design A2, considering a "small " size for training sample. Observe that M1 produces high estimates in stratum 2 for both arrangements, as can be seem from Tables 10 and 11 . In fact, this might a result of the number of neighbours that are far apart. Table 12 : Stratified design A2: training and validation samples. strata n t n v w 1 7 6 0.4 2 9 9 0.6 total 16 15 1.0
It can be noted from Tables 10 and 11 that there is an increase in the accuracy of the SIR estimator by stratifying the spatial region. Furthermore, the stratification allows the identification of lack of fit for all models.
Note that M3 performs better for both designs indicating better predictive performance in all sub-regions considered in the two stratifications proposed in this application.
Conclusions
We consider Bayesian model comparison and criticism of geostatistical models. Crossvalidation techniques are considered to evaluate the model predictive performances and we allow for uncertainty in the choice of validation sets through the prior distribution on the possible sets.
The results obtained in this study are useful for understanding the effect of crossvalidation in spatial data analysis. This paper addresses important issues that have not been completely dealt with in the literature, such as the ad hoc choice of validation sets in spatial data analysis.
The proposed stratified reference distribution contributes to computing the stratified estimator and reduces the global variability in stratified cross-validation. The SIR estimator is a good approximation of the MC estimator and requires only a few MCMC runs for the parameter estimation step.
As pointed out by Cochran (1999) , there are important issues related to the building of the strata, such as: as the potential variables used to determine them; the determination of their boundaries; and the number of strata. Moreover, the question of choosing the training sample size should also be considered and it is not trivial. We considered two different designs in the application to rainfall data to accommodate the possible effect of choosing a training set that is too small or too large. 
SIR estimator details
We draw a MCMC sample from g(θ), which is then reweighted using importance sampling to obtain p(θ | s y ). The same posterior sample serves for every split s y considered, saving computational time. is the MC estimator in each stratum. We can obtain the variance of the stratified MC estimator as
where
and r k represents any reference distribution. Note that equation (26) 
