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ABSTRACT 
The conventional processing of airborne gamma-ray spectrometric data uses 3 broad 
energy windows to estimate the ground concentrations of K U and Th. This thesis 
investigates the potential for using the full gamma-ray spectrum in an attempt to 
increase the amount of information currently extracted from airborne gamma-ray data. 
The observed spectrum is considered as the sum of 3 terrestrial and 3 background 
components. Given the shapes of the component spectra, the airborne gamma-ray 
spectrometric inverse problem is to determine the relative contributions of the 
components to the observed spectrum. The component spectra are determined through 
suitable airborne and ground calibrations. The limitations of the component spectra have 
necessitated a model-based approach to multichannel fitting. The components are fit to 
real data, and only those energies over which a good fit is achieved are used for 
multichannel processing. 
A parametric model based on a principal component analysis of the terrestrial 
component spectra as functions of simulated detector height is used to find the K, U and 
Th terrestrial component spectra that best fit the background-corrected airborne data. 
The simulated heights are mapped onto actual heights using airborne calibrations over a 
calibration range. This enables the terrestrial component spectra to be used for the 
calibration of multichannel background estimation methods. The component spectra are 
then fit to the background-corrected observed spectra to obtain elemental count rates. 
This strategy ensures the best possible fit between model and data, and minimizes the 
propagation of statistical errors in the observations into the estimates of the elemental 
count rates. The analysis of multichannel spectra using this model produces 3 new 
parameters - the effective height of the detector above K, U and Th sources. These 
effective heights may be useful for regolith mapping and for refining the data processing 
procedures. 
The multichannel processing results in significant reductions in the fractional errors 
associated with the estimated elemental count rates. For 3 surveys processed using the 
new methodology, the average deviations of the K, U and Th elemental count rates from 
the estimated mean elemental count rates at each observation point are reduced by 
12.4%, 26.5% and 20.3%, respectively, when compared to the conventional 3-channel 
method. This results in a better structural resolution of small anomalies in enhanced 
images of the processed data. 
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INTRODUCTION 
1.1 Historical Review 
Potassium (K), uranium (U) and thorium (Th) are the only naturally occurring elements 
with radio-isotopes that produce gamma rays of sufficient energy and intensity to be 
observed at airborne survey heights. The energies of these gamma-ray emissions are 
diagnostic of the source radio-isotope. The earliest airborne gamma-ray surveys used 
Geiger-Muller counters or small-volume scintillation crystals as detectors. These early 
detectors only measured the total count radiation, and could not distinguish between the 
radio-elements. However, the development of multichannel analyzers and large-volume 
sodium iodide detectors by the late 1960s enabled the relative contributions of each of 
K, U and Th to be estimated, and led to a far greater use of the method. 
Early airborne gamma-ray spectrometric surveys were mainly used as an aid to U 
exploration. Large-scale surveys were used for both the delineation of prospective U 
provinces as well as for the direct detection of U ore deposits. Applications of the 
method have, however, grown considerably over the past 25 years. By the late 1970s the 
method was increasingly recognized as a valuable lithological mapping tool, and 
lithological mapping remains the primary application of the method. With the advent of 
interactive image processing systems, gamma-ray data could be displayed by assigning 
each of the flux estimates to a primary colour to produce composite coloured images of 
the terrestrial radiation. This allows even slight changes in radioactive concentrations to 
be mapped, and has led to a demand for improved data acquisition and data processing 
techniques. Over the past 15 years the scope of the method has expanded to include the 
direct detection of orebodies through an increased awareness of the relationships 
between the radio-elements and other economic minerals. Environmental applications 
such as health risks associated with radon in houses, soil mapping, groundwater 
discharge and salinity studies, as well as the mapping of fallout from nuclear accidents 
have also been developed. 
Most airborne spectrometers can record at least 256 channels of data in the energy 
range 0-3 MeV. However, little of this data is actually used. Instead, three relatively 
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broad energy windows monitoring the highest energy diagnostic photopeaks of each of 
K, U, and Th are analyzed (the '3-channel method'). 
This thesis investigates the potential for extracting more information from airborne 
gamma-ray spectrometric data through the analysis of multichannel spectra. The work 
encompasses the acquisition of component spectra for a model-based approach to 
multichannel processing, an analysis of multichannel models, background estimation, 
optimum channel combinations for reducing the number of channels of data, and a 
strategy for the processing of multichannel data. 
This chapter reviews the fundamentals of airborne gamma-ray spectrometry and the 
3-channel method. This is followed by a presentation of the basic arguments central to 
the thesis, and a detailed overview of the thesis by chapter. 
1.2 Fundamentals of Airborne Gamma-ray Spectrometry 
The observed airborne gamma-ray flux is affected by many variables. For example, in 
addition to the geometry and physical property contrasts of the radioactive sources, the 
observed gamma-radiation is a function of the size, efficiency and speed of the detector, 
and is also dependent on environmental and other effects such as soil moisture, rainfall, 
vegetation, non-radioactive over-burden, and the movement of airborne sources of 
radiation in the lower atmosphere. 
J.2.1 Sources of gamma radiation 
Some isotopes are unstable and change to more stable nuclei by the emission of 
energetic ionizing radiation. The three main types of radiation arising from radioactive 
decay are alpha, beta, and gamma rays. Alpha rays (or alpha particles) are fragments of 
the original nuclei and are easily absorbed by a few centimetres of air. Beta particles 
(electrons) are less easily absorbed than alpha particles, and can travel up to a metre in 
air. The emission of an alpha or beta particle usually leaves the new nucleus in an 
excited state and the surplus energy is radiated as gamma rays. These are quanta or 
photons of energy that are highly penetrating because they possess neither charge nor 
rest mass. Gamma rays can penetrate up to 30 cm of rock or several hundred metres of 
air, and are thus suitable for the remote sensing of terrestrial radioactivity. Each gamma-
ray photon has a discrete energy, and this energy is characteristic of the source isotope. 
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This forms the very basis of gamma-ray spectrometry, i.e., the measurement of gamma-
ray photon energies allows the source of the radiation to be determined. 
K, U, and Th are the only naturally occurring elements with radio-isotopes that 
produce gamma rays of sufficient energy and intensity to be observed at airborne survey 
heights. Average crustal abundances are K - 2000 ppm (2%), U - 2.5 ppm, and Th -
9 ppm. The decay of these radio-isotopes and their daughters is sometimes accompanied 
by gamma-ray emissions. 
4
°K is the only radioactive isotope of K, and occurs as 0.012% of natural K. Eighty-
nine percent of 4°K nuclei decay by electron emission to 4°Ca, while the remaining 11 % 
decay by electron capture to 40 Ar. This is followed by the emission of a single gamma-
ray photon with energy 1.46 MeV. Since 4°K occurs as a fixed proportion of K in the 
natural environment, the gamma-ray flux from 4°K can be used to estimate the total 
amount of K present. 
U occurs naturally as the radio-isotopes 238U and 235U, which give rise to decay series 
that terminate in the stable isotopes 206Pb and 207Pb respectively. Th occurs naturally as 
the radio-isotope 232Th, which gives rise to a decay series that terminates in the stable 
isotope 208Pb. Neither 238U nor 232Th emit gamma rays, and thus we rely on the gamma-
ray emissions from their radioactive daughter products to estimate their concentrations. 
Disequilibrium in the uranium decay series is a serious source of error in gamma-ray 
spectrometer surveying. Disequilibrium occurs when one or more decay products are 
completely or partially removed or added to the system, and it may take days, weeks or 
even millions of years to restore equilibrium, depending on the half-lives of the radio-
isotopes involved. Thorium rarely occurs out of equilibrium in nature, and there are no 
disequilibrium problems with potassium. However, in the uranium decay series, 
disequilibrium is common in the natural environment. Estimates of uranium and 
thorium concentrations are therefore usually reported as 'equivalent uranium' (eU) or 
' equivalent thorium' (eTh), as the accuracy of the estimates is dependent on the 
presence of equilibrium conditions. 
1.2.2 Background radiation 
Any radiation not originating from the ground is regarded as 'background', since it is of 
no geological significance and needs to be removed from the observed data. There are 
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four sources of background radiation flux: atmospheric radon, cosmic background, 
aircraft background, and fall-out products from atomic explosions and nuclear accidents. 
Atmospheric 222Rn and its daughter products, specifically 214Bi and 214Pb, are the 
major contributors to the background. 222Rn (radon gas) is a daughter product in the 238U 
decay series. It is very mobile and can escape into the atmosphere from soils and rock 
fissures in response to the 'pumping' action of changing temperatures and pressures. Its 
daughter products, 214Bi and 214Pb, attach to airborne aerosols and dust particles and 
their distribution is thus a function of air movements and wind patterns. The mobility of 
222Rn is a major source of error for the estimation of U, since the main gamma-ray 
emitters occur below 222Rn in the 238U decay chain. 
Primary cosmic radiation from outside our solar system and from the sun reacts with 
atoms and molecules in the upper atmosphere and generates a complex secondary 
radiation. This radiation reacts with the air, aircraft and detector to produce the observed 
'cosmic' gamma-ray background. Aircraft background refers to radiation due to trace 
amounts of K, U and Th in the aircraft and equipment, as well as in the detector itself. 
This component of background is constant. 
The main fall-out product from nuclear explosions and accidents, and which affects 
airborne gamma-ray spectrometry, is 137Cs. This exhibits a single photopeak at 
0.662 MeV and has a half-life of about 30 years. 
1.2.3 Interaction of gamma rays with matter 
There are three principal processes by which gamma rays interact with matter; the 
photoelectric effect, Compton scattering, and pair production. The photoelectric effect is 
the predominant absorption process at low energies and results in all the energy of the 
photon being absorbed by the bound electron of an atom. Compton scattering is the 
predominant process for moderate energies and occurs when an incident photon loses 
part of its energy to an electron, and is 'scattered' at an angle to its original direction. 
Pair production can occur at energies greater than 1.02 MeV, and predominates at high 
energies and in materials of high atomic number. It is the process whereby an incident 
photon is completely absorbed. 
Compton scattering is the predominant process for the range of energies and 
absorbing media encountered in airborne gamma-ray surveymg. The gamma-ray 
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photons lose energy through successive Compton scattering events, until eventually the 
resulting low-energy photons are completely absorbed through the photoelectric effect. 
1.2.4 Properties of airborne gamma-ray spectra 
K and the U and Th equilibrium series each have a characteristic theoretical line 
spectrum (Fig. 1.1 ). These line spectra represent the energy distribution of emitted 
photons at the source. But the energies of these original photons are reduced by 
Compton scattering in the source, in matter between the source and the detector, and in 
the detector itself. Figure 1.2 shows the simulated gamma-ray flux due to each of K, U, 
and Th at 300 m height (Kirkegaard & Lovborg, 1974). Each radio-element generates a 
sharp peak representing the energy of directly transmitted photons. This is 
superimposed on the spectrum of Compton scattered photons, which shows a continuum 
of energies up to the maximum energy of the photons emitted by the isotope [e.g. 
Fig. 1.2(a)). This continuum is due to single and multiple scattering events between the 
source and the detector. The gamma-ray flux distributions shown in Figs 1.2(b) and 
1.2( c) are the sum of the flux spectra for each of the radio-elements in the respective 
decay series. The relative contributions of scattered and unscattered photons to the 
gamma-ray flux at airborne heights depend on the source geometry (thickness and 
lateral extent) and on the amount of attenuating material between the source and the 
detector. 
The shape of the gamma-ray flux spectrum at airborne heights is thus a function of 
the concentration of radio-elements in the source, the source geometry, the thickness of 
any non-radioactive overburden, and the height of the detector above the ground. In 
practice, it is impossible to record the gamma-ray flux spectra shown in Fig. 1.2. This is 
because the shape of the observed spectrum, in addition to the factors mentioned above, 
is also a function of the detector response; the detector itself modifies the recorded 
spectrum considerably. The main aspects of the detector response are: the detector 
efficiency as a function of energy; directional sensitivity; resolution; deadtime; and 
factors contributing to the shape of the actual pulse height spectrum measured by 
spectrometers. 
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Detector efficiency can be considered as a measure of the probability that a photon 
emitted from the source will interact in the detector, with the loss of a finite amount of 
energy. Nal(Tl) detectors are more efficient at absorbing low-energy photons than high-
energy photons. This is one reason for the higher count rates in the lower-energy 
channels. Also, slab crystals laid side by side present a greater cross-sectional area to 
photons approaching from below the aircraft than from the side, and this gives the 
detector a directional sensitivity. Detector resolution is a measure of a detector's ability 
to distinguish between two gamma rays of only slightly differing energy. Deadtime 
refers to the finite time required for the spectrometer to process individual photons. This 
should be as small as possible, since the total counting time available is reduced by the 
time taken to process all of the photons detected. 
Heath (1964) gives a good summary of factors affecting the shape of the pulse 
amplitude spectrum, such as escape events, accidental summing, and the characteristic 
' Compton edge' , representing maximum energy transfer between the photon and a 
recoil electron. Some photons may escape the detector after being only partially 
absorbed, and their interaction would result in an observed energy somewhat lower than 
that of the incident photon ('Compton scatter escape'). In each 'pair-production' event, 
two 0.51 MeV gamma rays are produced. Escape of either or both of these photons 
results in recorded pulses with energies 0.51 MeV and 1.02 MeV less, respectively, than 
that of the incident photon ('pair-production escape'). This effect can lead to 
recognizable 'escape peaks' in the spectrum. A similar effect occurs when the 28 keV 
X-ray given off during the photoelectric process escapes the crystal without further 
interaction ('x-ray escape'). Also, pair production outside the crystals can result in either 
or both of the 0.51 MeV photons being detected, to produce 'annihilation radiation 
peaks'. 
Both source thickness and source type (i.e. point, line, or broad) affect the shape of 
the observed spectrum. Gregory & Horwood (I 961) showed that with increasing source 
thickness there is a greater build-up of the Compton continuum. The photopeaks -
which are the distinguishing characteristic of all spectra - are reduced relative to the 
Compton background. This effect is most severe in the low-energy region of the 
spectrum, since low-energy photons are more easily attenuated than high-energy 
photons. Also, the build-up due to Compton scattering is greatest in the low-energy 
region of the spectrum. A similar change in spectrum shape is seen between spectra due 
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to point and broad sources - i.e. with broad sources, greater Compton scattering in the 
sources themselves results in a build-up of the Compton continuum. 
Radiation from the ground is attenuated by material between the source and the 
detector, as well as within the source itself (e.g. barren regolith, vegetation, moisture, 
air). Again, with increasing attenuation the photopeaks diminish relative to the energy 
continuum. However, the attenuation of low-energy radiation is greater than that of 
high-energy radiation, with the result that even with increased energy degradation due to 
scattering, the total flux at all energies is reduced for increasing source-detector 
distances or increasing cover. The effect of the height of the detector above the ground 
on total flux is also important. For example, a 10% change in height at 100 m will cause 
an 8% change in the observed total count rate. 
Observed spectra are thus complex functions of many variables. In addition to the 
concentration and geometry of the source, the spectra are also functions of the height of 
the detector above the ground, the thickness of any non-radioactive overburden, and the 
response function of the detector. Examples of K, U, and Th spectra that would be 
recorded at airborne height if the detected gamma rays were accumulated over a long 
period of time are shown in Fig. 1.3. These spectra, which are continuous functions of 
energy, were recorded on the ground over radioactive sources shielded with wood to 
simulate the attenuation of the gamma rays by air. A comparison with the simulated 
fluxes shown in Fig. 1.2 (note log scale on the ordinates in Fig. 1.2) illustrates the large 
effect the detector response has on the observed data. Obviously, the detector response 
must be considered in the calibration of airborne spectrometers, and in the processing of 
airborne gamma-ray spectrometric data. 
1.2.5 Environmental effects 
Environmental effects that can influence the gamma-ray spectrometric method include 
the effects of non-radioactive overburden, air temperature and pressure, precipitation, 
temperature inversion layers and air movements in the lower atmosphere, and soil 
moisture. 
Barren overburden, because of its high density, can dramatically reduce the radiation 
emanating from the earth's surface. Just 2 cm of non-radioactive superficial cover can 
reduce the gamma-ray flux at the earth's surface by 35%. In some areas, dense 
vegetation may have the same capacity to shield the sources of radiation as 50 m of air. 
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Figure 1.3. Observed gamma-ray spectra due to each of (a) 
K, (b) U equilibrium series, and ( c) Th equilibrium series at 
a simulated height of 100 m. 
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The trunks of trees in dense forests will have a collimating effect on radiation from the 
ground. Changing temperatures and pressures can lead to a change in air density (and 
hence the capacity of the air to attenuate gamma rays) by up to 30%. The effect ofradon 
trapped in temperature inversion layers close to the ground can adversely affect 
estimates of background. 
The effect of rainfall is complicated. In general, an increase in soil moisture of 10% 
will decrease the radiation flux emanating from the surface by about the same amount. 
But for U estimation, the effect of rainfall is one of competing effects. The daughter 
products of airborne radon attach themselves to dust particles in the atmosphere. The 
radioactive precipitation of these particles by rain can lead to apparent increases of more 
than 2000% in U ground concentrations (Charbmmeau & Darnley, 1970). Fortunately, 
these daughter products decay to negligible concentrations within a few hours. Radon 
also escapes more freely from dry soil than from wet soil, and high moisture contents 
can actually lead to an increase in the radiation output due to U because of a build-up of 
radon in the soil (Grasty, 1996). 
1.2.6 Statistical models 
Each atomic disintegration during radioactive decay occurs completely independently of 
every other decay event. This means that the frequency of the radioactive decay, or the 
frequency of the observed gamma rays associated with the decay, follow a Poisson 
statistical distribution, i.e. 
x -w 
P(x) = \jJ e 
x! 
where \jJ is a given constant. 
(x = 0, 1, 2, 3, .... ), (1.1) 
A special property of the Poisson distribution which is often used in gamma-ray 
spectrometry is that the variance of the distribution is equal to the mean: 
v = cr
2 
= n (1.2) 
where n and cr are the distribution's mean and standard deviation respectively. The 
fractional deviation expressed as a percentage of the mean is given by 
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d (%) - 100 x .Jn - 100 sev o - -c· 
n vn 
(1.3) 
These relationships provide a convenient means for estimating errors in gamma-ray 
spectrometry. All errors are usually assumed to be due to the random nature of 
radioactive decay, and the variance of an observation is taken to be approximately equal 
to the number of counts observed. For large count rates, the Poisson distribution 
approaches a Gaussian distribution, and for mean count rates greater than 20, the 
Poisson and Gaussian distributions are almost identical (Dickson, 1980). Under these 
circumstances it is appropriate to use the weighted least-squares method for the 
inversion of over-determined systems in gamma-ray spectrometry. 
1.3 Airborne Surveying 
Airborne geophysical surveys are flown on a regular grid along parallel lines ('flight 
lines') which are between 50 m and 400 m apart. The surveys are usually flown at a 
constant height above the ground of between 40 m and 100 m. This is the 'nominal' 
height of the aircraft above the ground, and the extent to which the aircraft deviates 
from this height depends on both the topography and the skill of the pilot. A 
complementary set of lines ('tie lines') are often flown perpendicular to the flight lines, 
and with a line spacing about 5 times that of the flight line spacing. The flight line 
spacing is a compromise between the desired resolution of the data, and the cost of the 
survey. The flying height is usually related to the line spacing, but is limited by safety 
considerations. The speed of the aircraft is about 50-60 mis for fixed-wing surveys, but 
can be appreciably slower for helicopter surveys. 
There is obviously a trade-off in data acquisition between the observed count rates, 
and hence the accuracy of the measurements, and sampling time, aircraft speed, and 
spatial resolution of the data. Gamma-ray spectrometric data are usually acquired over a 
sample interval of 1 s. During this interval the aircraft traverses about 55 m along the 
line. This dense sampling along lines, with a complete absence of data between lines, is 
typical of airborne surveying. Some of the data reduction procedures may require that 
the gamma-ray data be summed over longer time intervals ('integration intervals') to 
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reduce the fractional errors associated with each channel count. However, the final 
processed data are invariably presented with a 1-s sample interval. 
Modem airborne gamma-ray spectrometric data acquisition systems used for regional 
mapping would comprise a multichannel spectrometer capable of measuring 256 
channels of data in the energy range 0-3 MeV, and a detector volume of not less than 
32 litres of Nal (Tl) crystals. Unless otherwise indicated, all data shown in this thesis 
have been acquired using the Australian Geological Survey Organisation's (AGSO) 
airborne data acquisition system. This comprises an Exploranium GR820 gamma-ray 
spectrometer with a 32-litre detector mounted in a 'Shrike' Aero Commander aircraft. 
Gamma-ray spectra are recorded every second. GPS navigation equipment and a radio-
altimeter record the instantaneous position and height of the aircraft every second. 
Temperature and pressure are recorded every 10 s. 
1.4 Multichannel Recording - 3 Channel Analysis 
The conventional approach to the acquisition and processing of airborne gamma-ray 
spectrometric data is to monitor three or four relatively broad spectral windows 
(Fig. 1.4). The K window monitors the 1.46 MeV gamma rays emitted by 4°K. The U 
and Th windows monitor gamma-ray emissions of decay products in the U and Th 
decay series. These windows are generally accepted as the most suitable for the 
measurement of K, U and Th. The total-count window gives a measure of total 
radioactivity. 
This section reviews each of the corrections that needs to be applied to airborne 
gamma-ray spectrometric data using the 3-channel method. Each of these corrections 
must be accommodated in some way in multichannel processing. The corrections are 
described below in the same sequence in which they are applied. Current practice is to 
apply deadtime, energy calibration and background corrections to the recorded 
multichannel spectra before summing over the conventional windows. The window 
count rates are then stripped, height corrected and reduced to elemental concentrations 
on the ground. 
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Figure 1.4. A typical gamma-ray spectrum showing the pos1ttons of the 
conventional 3-channel windows. The spectrum was recorded at I 00 m height 
with a large integration time. 
1.4.1 Deadtime correction 
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Spectrometers require a finite time to process each pulse from the detector. Any pulse 
that arrives while another is being processed is not recorded, and the total counting time 
available is thus reduced by the time taken to process all those pulses actually detected. 
A typical 'deadtime' would be of the order of 5-15 µs/pulse. Most modern 
spectrometers automatically record the system deadtime, which is output with the data 
stream for later processing. 
1.4.2 Energy calibration 
All spectrometers are affected by energy drift in the observed spectra. This is due 
mainly to changes in the gains of the photomultiplier tubes because of drift in the high-
voltage supply and changes in temperature. Modem spectrometers have in-built self-
stabilizing features and the total drift with these instruments is less than the width of one 
channel (approx. 12 keV). Multichannel airborne spectrometer data can be corrected for 
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energy drift as long as all of the crystal/photomultiplier assemblages comprising the 
detector drift sympathetically. 
A simple method for energy calibrating multichannel spectra is that used by the 
Geological Survey of Canada (R.L. Grasty - personal communication). Spectra are 
integrated over at least 500 s to reduce the fractional errors associated with each 
channel. The energies of at least two prominent photopeaks in the sum spectrum are 
determined as the maximum value of a quadratic fitted in the vicinity of each 
photopeak. A linear function is then fitted to the photopeak positions (channel numbers 
vs energy) to obtain the energy at channel 1 and the gain (keV per channel). These 
parameters are then used to correct each 1-s spectrum within the integration period by 
re-sampling each channel to its correct energy range. 
1.4.3 Aircraft and cosmic background corrections 
The procedure for removing aircraft and cosmic backgrounds uses the fact that in the 
lower atmosphere the cosmic spectrum has a near constant shape, but its amplitude 
decreases with decreasing height (Aviv and Vulcan, 1983). Also, at energies greater 
than 3.0 MeV all radiation is cosmic in origin, and airborne spectrometers routinely 
monitor a 'cosmic' window (typically 3.0-6.0 MeV) for estimating cosmic background. 
The cosmic contribution in any channel is thus proportional to the cosmic window count 
rate, and if the shape of the cosmic spectrum for a particular installation is known, then 
the cosmic window count rate can be used to estimate the cosmic contribution in any 
particular channel. The procedure for determining aircraft and cosmic background is 
described in detail in Chapter 2. 
1.4.4 Radon background correction 
There are two procedures commonly used for removing radon background. The first is a 
spectral-ratio method where the relative heights of U series photopeaks are used to 
determine the contributions to the spectrum of U in the ground and radon in the air. The 
second approach uses observations from upward-looking detectors. 
The spectral-ratio method (Minty, 1992) derives from the observation that the low 
energy 214Bi photopeak at 0.609 MeV from atmospheric radon suffers far less 
attenuation relative to the 214Bi peak at 1.76 MeV than is the case for radiation from the 
ground. So the ratio of the counts in these two photopeaks is diagnostic of the relative 
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contributions of airborne radon and U in the ground to the observed spectrum. 
Variations on this method and a new procedure for calibrating the method are described 
in Chapter 5. 
The upward-looking detector method (Grasty et al., 1988) uses an additional crystal 
pack that is partially shielded from radiation from below. This gives the system a 
directional sensitivity and the ability to discriminate between radiation from the 
atmosphere and from the ground. 
1.4. 5 Stripping 
This correction is also known as the 'channel interaction correction' and is used to 
correct the K, U and Th window count rates for those gamma rays not originating from 
the radio-element or decay series being monitored. For example, Th series gamma rays 
appear in both the U and K windows, and U series gamma rays appear in the K window. 
The corrections are applied as follows: 
NTh (corr) = NTh (1.4) 
Nurcorr) =Nu -a N rh(corr) 
N K(corr) = N K - P N Th(corr) - Y N U(corr) 
where a is the number of counts in the U window per unit count in the Th window, pis 
the number of counts in the K window per unit count in the Th window, and y is the 
number of counts in the K window per unit count in the U window. Equation (1.4) 
represents the simplest form of this correction where the K contribution to the U and Th 
windows and the U contribution to the Th window are assumed negligible. 
The stripping ratios a, p and y can be calculated directly from pure spectra due to U 
and Th. These spectra are derived from measurements over four specially constructed 
radioactive concrete slabs. The stripping ratios are corrected for the detector height 
(measured using a radio-altimeter) using published correction factors (IAEA, 1991). 
These correction factors were derived through a combination of theory and experiment. 
1.4.6 Height correction 
A gross correction for deviations in the height of the detector from the nominal survey 
height is obtained by assuming an exponential fall-off of radiation as a function of the 
instantaneous height of the detector above the ground: 
N = N e-~l(H-h) 
0 
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(1.5) 
where µ the empirically derived height attenuation coefficient for any particular 
energy interval and a particular source type; 
N0 = the observed count rate at the instantaneous height, h, and 
N = the corrected count rate for the nominal survey height H. 
This algorithm is adequate for subdued topography and detector heights in the range 50-
250 m. Attenuation coefficients for broad sources are universally used as this is the most 
common source type in the geological environment. More accurate algorithms are 
available. Schwarz et al. (1992), for example, model the terrain in both 2 and 3 
dimensions to develop an improved method for handling height corrections in areas of 
rugged topography. 
Height attenuation coefficients for each window are estimated from data acquired 
over a calibration range. This is an easily navigated strip of land with uniform 
concentrations of the radio-elements - thus approximating an infinite source. The 
calibration range is flown at several heights, and attenuation coefficients are estimated 
from an exponential regression of each background-corrected and stripped channel 
count rate against detector height. 
1.4. 7 Reduction to elemental concentrations 
The airborne count rates are converted to mean ground-level abundances of the 
respective elements by dividing each of the corrected 3-channel count rates by a 
'sensitivity' coefficient. These sensitivities are derived from flights at survey height 
over a calibration range with known radio-element abundances. 
More sophisticated inversion methods have been suggested by Gunn (1978) and 
Crossley and Reid ( 1982), but the large fractional errors associated with poor counting 
statistics in airborne gamma-ray spectrometry have thus far precluded their use. 
J. 4. 8 Levelling the data 
Changes in soil moisture, vegetation thickness, and the radon content of rocks and soils 
during the course of an airborne survey contribute to variations in the radiation output of 
the earth. This results in unwanted changes in the observed radiation both along and 
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between flight lines. Also, all of the data correction procedures make assumptions about 
source geometry that may not always be valid. This, combined with errors in the 
calibration constants, can result in long wavelength 'level shift' errors in the processed 
data. There are several method that can be used to correct the data. 
(a) Conventional levelling using cross-over ties. Tie lines can be used to level the data 
by warping each line and tie (using low-order polynomials, for example) in order to 
minimize the differences at their intersection points. 
(b) Use of between-channel correlation information. Green (1987) developed a 
procedure for removing residual background estimation errors for the U window 
using between-channel correlation information. 
( c) Microlevelling. Minty (1991) described a simple method for removing residual 
levelling errors from aeromagnetic data, but the method is just as applicable to 
airborne gamma-ray spectrometric data. A directional grid filtering teclmique is 
used in an attempt to remove the residual levelling errors from a grid of the data. 
The filtered grid is then used to correct the line data. 
1.4.9 Error propagation for the 3-channel method 
Equations 1.2 and 1.3 provide a convenient means for estimating errors in gamma-ray 
spectrometry. If all of the errors are assumed to be due to the random nature of 
radioactive decay, then the variance in the observed count rates is approximately equal 
to the number of counts observed. Also, for a function of two variables, f(x,y), with 
known standard deviations (crx and cry, say) associated with the uncorrelated variables x 
andy, the standard deviation in f(x,y) is given by (Tsoulfanidis, 1995, p 56): 
(1.6) 
Equation (1.6) can be used to trace the propagation of statistical errors through the data 
processing stream to obtain an insight into the magnitude of the statistical errors, and 
how these errors are amplified by the data processing using the 3-channel method. 
Table 1.1 shows the window count rate contributions from both background and 
terrestrial sources for typical crustal material (2000 ppm K, 2.5 ppm eU, 9 ppm eTh) at 
100 m height. Background count rates for both low and high atmospheric radon 
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concentrations are shown. For the 'high radon' count rates, 45% of the counts in the U 
channel are due to atmospheric radon. For the 'low radon' count rates, 20% of the 
counts in the U channel are due to radon. These data have been used to simulate the 
propagation of statistical errors by the data processing procedures. Tables 1.2 and 1.3 
show how the background correction and stripping [eqn (1.4)) affect both the absolute 
and fractional standard deviations. 
Since the purpose of the simulation is to illustrate how the error envelope on the data 
is affected by the data processing, no errors are assumed to be associated with the 
background estimates. Backgrounds are usually estimated by integrating spectra over 
intervals of 100-200 s, and since the same background is subtracted from successive 
samples, this procedure does not increase the absolute size of the error envelope. 
However, the background correction increases the fractional errors in all channels, since 
the count rates are reduced in all channels. 
The data are assumed to be adequately stripped using just 3 stripping ratios - a, p 
and y [eqn (1.4)]. The stripping correction results in an increase in the absolute error in 
both the K and U channels, since Th statistical errors are propagated into the U channel, 
and both Th and U statistical errors are propagated into the K channel. 
The error analysis summarized in Tables 1.2 and 1.3 has only been concerned with the 
noise envelope. The height correction procedure has not been included in this analysis 
since the procedure scales both signal and noise by the same factor, and the fractional 
errors thus remain the same. But for significant variations from the nominal survey 
height, the factors by which the height correction procedure scales the data are large 
(Table 1.4). At 300 m height, for example, U channel data are scaled by 9.97 to reduce 
these data to a nominal height of 100 m (Table 1.4), and the noise envelope is amplified 
to the same degree. Table 1.5 illustrates the propagation of errors for data acquired at 
various heights. The errors increase rapidly for data acquired at heights above about 
200m. 
It is not commonly recognized that the height correction procedure can also introduce 
large errors if the data have not been adequately background corrected. This is because 
the amplitudes of the background radiation components (particularly radon) are largely 
unaffected by the height of the detector above the ground. But the amplitude of the 
height correction imposed by eqn (1.5) depends on both the deviation of the height of 
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Table 1.1. Window coW1t rate contributions over typical crustal material (2000 ppm K, 
2.5 ppm eU, 9 ppm eTh) at 100 m height and under conditions of both low and high 
atmospheric radon concentrations. For the ' high radon' count rates, 45% of the counts in the 
U channel are due to atmospheric radon. For the ' low radon' count rates, 20% of the counts 
in the U channel are due to radon. 
Window count rates Window count rates 
Low radon High radon 
Source K u Th K u Th 
ground 212. l 30.3 45.5 212.1 30.3 45.5 
background 25.2 17.0 6.3 41.6 36.0 8.0 
observed 237.3 47.3 51.8 253.7 66.3 53.5 
Table 1.2. Propagation of statistical errors by the data processing procedures for airborne count 
rates over typical crustal material (2000 ppm K, 2.5 ppm eU, 9 ppm eTh) at 100 m height and 
under conditions of high atmospheric radon concentrations. The fractional errors are shown in 
parentheses and are the standard deviations expressed as percentages of the count rates. 
observed 
background adjusted 
stripped 
Window count rates and fractional errors 
K U Th 
253.7 ± 15.9 (6.3) 
212.1 ± 15.9 (7.5) 
175.9 ± 18.3 (10.4) 
66.3 ± 8.1 (12.3) 
30.3 ± 8.1 (26.9) 
14.7 ± 8.5 (58.0) 
53.5 ± 7.3 (13.7) 
45.5 ± 7.3 (16.1) 
45.5 ± 7.3 (16.1) 
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Table 1.3. Propagation of statistical errors by the data processing procedures for airborne count 
rates over typical crustal material (2000 ppm K, 2.5 ppm eU, 9 ppm eTh) at 100 m height and 
under conditions of low atmospheric radon concentrations. The fractional errors are shown in 
parentheses and are the standard deviations expressed as percentages of the count rates. 
observed 
background adjusted 
stripped 
Window count rates and fractional errors 
K U Th 
237.3 ± 15.4 (6.5) 
212.1 ± 15.4 (7.3) 
175.9 ± 17.3 (9.8) 
47.3 ± 6.9 (14.5) 
30.3 ± 6.9 (22.7) 
14.7 ± 7.3 (49.8) 
51.8 ± 7.2 (13.9) 
45.5 ± 7.2 (15.8) 
45.5 ± 7.2 (15.8) 
Table 1.4. Height correction factors for a range of heights and for a 
nominal detector height of 100 m. The attenuation coefficients used for 
estimating the correction factors are shown in parantheses. 
Height correction factor 
Height K u Th 
(m) (µ=0.00943 m-1) (µ=0.01150 m-1) (µ=0.00747 ffi- 1) 
110 1.09 1.12 1.07 
150 1.60 l.77 l.45 
200 2.56 3.15 2.11 
300 6.59 9.97 4.45 
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Table 1.5. Propagation of U statistical errors by the data processing procedures for airborne 
count rates over typical crustal material (2000 ppm K, 2.5 ppm eU, 9 ppm eTh) at various 
heights and under conditions of high atmospheric radon concentrations. The count rates are 
height corrected to a nominal detector height of 100 m. The fractional errors are shown in 
parentheses and are the standard deviations expressed as percentages of the count rates. 
observed 
background adjusted 
stripped 
height corrected 
(to lOOm) 
U window count rates and fractional errors 
for data acquired at 100, 200 and 300 m height 
100 m 
66.3 ± 8.1 (12.3) 
30.3 ± 8.1 (26.9) 
14.7 ± 8.5 (58.0) 
14.7 ± 8.5 (58.0) 
200m 
48.9 ± 7.0 (14.3) 
12.9 ± 7.0 (54.3) 
4.6 ± 7.3 (156.9) 
14.7 ± 22. (156.9) 
300 m 
41.8 ± 6.5 (15.5) 
5.8 ± 6.5 (112.0) 
1.5 ± 6.7 (455.7) 
14.7 ± 66. (455.7) 
the detector from the nominal survey height, and on the background-corrected count rate 
N0. If N0 includes a background component, then large errors can be introduced into the 
data. Specifically, if N0 = N1+Nbgd is the observed count rate at height h, where N1 is the 
terrestrial component and Nbgd is an uncorrected background component, then eqn (1.5) 
can be rewritten as 
N - (N + N )e-µ<H - h) 0 - I bgd (1 .7) 
= N - µ(H- h) + N - 11(H- h) 
,e bgde ' 
and the uncorrected background term is amplified by the factor e - µ(H- h) . 
In areas of rugged topography where large deviations from the nominal survey height 
occur, it is common practice to restrict the height used in the height correction 
procedure to about 200-250 m for actual heights above this limit. This limits the large 
amplification of statistical noise and background estimation errors that would otherwise 
occur. 
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J. 4.10 Implications for multichannel processing 
Background removal, stripping and height correction are the major corrections in the 3-
channel processing procedure. Each of these corrections makes large adjustments to the 
data. The background correction is particularly important where large variations in the 
height of the detector are experienced, since any errors in the background estimation are 
amplified by the subsequent stripping and height correction procedures. 
Since the shapes of airborne gamma-ray spectra are complex and functions of many 
variables, the approach taken to the calibration of the 3-channel method is empirical. 
The source and detector are considered as a single system, and the response of the 
system to changes in source concentrations and source-detector geometry are observed. 
The calibration procedures for each of the corrections necessarily make some 
assumptions about source-detector geometry. For example, since effectively infinite 
sources are by far the most abundant source type encountered in the natural 
environment, these are generally used for the calculation of height attenuation and 
sensitivity coefficients. Where gamma rays from finite sources are height corrected, the 
processed data will be in error, since the response of a finite source falls off more 
rapidly with height than that due to an infinite source. 
Gamma-ray transport simulation is a possible means for calibrating the airborne 
gamma-ray spectrometric method. But a comprehensive simulation of gamma-ray 
transp011, even for a simple two layer (earth/air) model is complex. Many gamma-ray 
emissions of different energies from the U and Th decay series have to be 
accommodated, and each of these has a characteristic emission intensity and attenuation 
coefficient. But the greatest difficulty with this approach is the detector response. In 
airborne gamma-ray spectrometry a large proportion of the observed counts is due to 
scattered radiation, and the effects of partial outscatter, escape peaks, and so on, have to 
be considered in developing an adequate detector response function. Grasty (1979) 
suggested that the detector response can only be satisfactorily detern1ined through a 
combination of experiment and Monte Carlo simulations. 
Consider the problem of inverting multichannel data as opposed to 3-channel data. 
The airborne gamma-ray spectrometric response depends on the source-detector 
geometry. While stripping ratios for the 3-channel method are generally estimated from 
measurements over finite calibration sources, there is evidence to suggest that these 
ratios differ little from those that would be determined from effectively infinite sources 
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(Grasty et al., 1991) - i.e. the change in spectral shape with source diameter at the 
energies used in the 3-channel method are small. This may not be true for the lower 
energies used in the multichannel method. The 3-channel stripping ratios are corrected 
for the survey height using correction factors determined through a combination of 
theory and experiment. Height attenuation coefficients for each channel are estimated 
from a series of measurements over a calibration range that effectively represents an 
infinite source. 
In multichannel laboratory spectrometry the least-squares method can be used for the 
fitting of component spectra to determine the composition of the source. But in this 
controlled environment the source-detector geometry is held constant for both 
calibration and measurement. For multichannel airborne gamma-ray spectrometry the 
situation is more complex, since the variation in spectral shape and intensity with survey 
height and source diameter are now required - neither of which can be assumed to be 
adequately simulated using finite sources on the ground. 
Few publications on multichannel airborne gamma-ray spectrometry are to be found 
in the literature. Dickson et al. (1979) used two energy windows to model the change in 
spectrum shape with uranium overburden thickness. Dickson (1980) and Dickson et 
al. (1981) used a principal component analysis to study the change in shape of the 
gamma-ray spectrum as a function of the height of the detector. In a related study, 
Bailey (1986) presented an analytic model, which is loosely based on the underlying 
physics, to describe this change in shape with height. Crossley and Reid (1982) 
described a matrix method for inverting multichannel airborne gamma-ray spectra. They 
also presented a method for obtaining a measure of the inversion importance of each 
channel. Both Dickson (1980) and Grasty et al. (1985) investigated the statistical 
improvement in the processed data that could be achieved using a full multichannel 
analysis as opposed to the conventional 3-channel method. Grasty et al. (1985) 
concluded that the multichannel method could reduce statistical errors by about 25% 
compared to the conventional 3-channel method. But neither Dickson (1980) nor Grasty 
et al. (1985) considered a comprehensive strategy for the processing of multichannel 
airborne data. Their analysis of real data was restricted to a series of lines over a test 
strip. 
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1.5 On 'Equivalent', 'Simulated' and 'Effective' Heights 
Throughout this thesis reference is made to the height of the detector in several different 
contexts. 
'Measured' or 'observed' height refers to the actual instantaneous height of the 
detector above the ground as measured by a radio-altimeter. These heights are generally 
corrected for the ambient temperature and pressure, since both affect the density and 
thus the attenuating properties of the air. The equivalent height at standard temperature 
(273.15 °K) and pressure (101.325 kPa) - i.e. the 'STP height', is given by 
(IAEA, 1991) 
h = 273.15 X PX hobs 
STP (T + 273.15) X (101.325) 
where hobs = observed height above ground level (metres); 
hsrP = equivalent height at STP (metres); 
T = air temperature (°C); 
P = barometric pressure (kPa). 
Typically, 89 m STP corresponds to an observed height of about 100 mat 20°C. 
(1.8) 
'Simulated' height refers to the simulation of equivalent STP height during 
calibration experiments on the ground. Wood is used to simulate the attenuating 
properties of air. 
'Effective' height refers to an equivalent STP height that incorporates all of the 
attenuating material between the source and the detector. Thus non-radioactive 
overburden, vegetation, and the column of air between the source and the detector all 
contribute to the effective height of the detector above the ground. 
1.6 Thesis Overview 
This thesis follows on from the work of Dickson (1980) and Grasty et al. (1985) to 
develop a comprehensive strategy for the processing of multichannel airborne gamma-
ray spectra. Central to the thesis is the assumption that the observed spectrum can be 
considered as the sum of 3 terrestrial and 3 background components as follows: 
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(1.9) 
where h, lu and /Ti, are the spectra due to Kand the U and Th decay series, and I ain !cos 
and !rad are the aircraft, cosmic and atmospheric radon background components 
respectively. The typical airborne gamma-ray spectrometric inverse problem is 
illustrated in Fig. 1.5. Gamma-ray spectra are recorded at a nominal height of about 
100 m using a sample integration time of 1 s. The source of the gamma rays is a 
combination of background radiation due to cosmic radiation, the radioactivity of the 
aircraft, and radon in the air, as well as a two-dimensional distribution of K, U, and Th 
sources on the ground. The problem is to separate these components and determine the 
distribution of terrestrial sources given a knowledge of the spectral shapes of each of the 
terrestrial and background components (the 'component spectra'). 
The background components are determined through suitable high-altitude and other 
calibrations (Chapter 2). The shapes of these component spectra are accepted as being 
constant for the range of detector heights encountered in airborne surveying. The 
terrestrial component spectra are derived from calibration experiments on the ground 
using radioactive concrete sources shielded by wood to simulate the attenuation of the 
gamma rays by air. The simulation, however, is not perfect. The sources are of finite 
extent, and the derived spectra can not be expected to adequately represent spectra due 
to infinite sources - particularly at the lower energies where the 'skyshine' component 
(back-scattered gamma rays) is expected to predominate. 
The spatial and temporal variations of the components are also important for the 
development of a processing strategy. Whereas the terrestrial components vary rapidly 
as each new sample brings new sources into the field of view of the spectrometer, the 
background components vary relatively slowly along each line. This enables the 
background components to be independently estimated. 
Following Dickson (1980), the terrestrial component spectra are modelled as 
functions of detector height using a principal component (PC) analysis (Chapter 3). The 
parametric model described by Dickson (1980) uses the first two principal components 
for each of K, U and Th calibration spectra to model the change in shape of the 
terrestrial components as functions of simulated height. Several multichannel models 
based on this parametric PC model are then assessed. The errors associated with each of 
Observed spectrum 
[ ~ o 
Component 
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u j~ 
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------{> I M 0 DEL I ---<> Ground concentrations 20 distribution 
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Figure 1.5. Diagrammatic representation of the typical gamma-ray 
spectrometric inverse problem. The ground concentrations of the radio-elements 
must be determined given the observed spectrum and a knowledge of the 
component spectra. 
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the models are investigated usmg synthetic spectra and simulated noise. A 6-
component/6-parameter PC model can be used to determine an effective height for each 
of the K, U and Th sources in the field of view of the spectrometer. The model uses the 
subtle changes in spectrum shape with attenuating cover to estimate these effective 
heights. While the errors associated with the effective heights are large for a single 
observed spectrum, these errors can be reduced by integrating the observed spectra over 
longer times. A 3-component/3-parameter model using a fixed height tends to minimize 
the propagation of statistical errors in the inversion, but cannot be expected to fit 
airborne data adequately where there are large variations in the effective height of the 
detector above the sources. 
Chapter 3 concludes with the development of a broad strategy for the processing of 
multichannel spectra. The observed spectra are deadtime corrected and energy calibrated 
before the background components are independently estimated and removed. A two-
stage strategy is then employed to reduce the background-corrected spectra to elemental 
count rates at the observation height. A 6-component/6-parameter parametric model 
based on the principal components described earlier together with a large integration 
interval is used to determine an ' effective' height profile for each of K, U and Th that 
results in the best fit of the component spectra to the observed spectra. These effective 
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heights are used to invert the observed spectra at each observation point using a 3-
component/3-parameter model that minimizes the propagation of statistical errors. The 
elemental count rates are then height-corrected and reduced to elemental concentrations 
on the ground in exactly the same way as for the conventional 3-channel method. 
There are two aspects to the development of a good model - the model should 
provide a good fit to the observed data as well as minimize the propagation of 
observational errors into the model parameters. Chapter 4 describes the acquisition and 
analysis of data acquired over an airborne calibration range. These data are used to 
determine height attenuation and sensitivity coefficients for the multichannel method as 
well as demonstrate a good fit of the model to the observed data over a range of heights 
typically encountered in airborne surveying. The calibrations demonstrate that 
component spectra derived from finite sources can be used to model real spectra from 
infinite sources by a suitable adjustment to the simulated heights. An exponential 
mapping of simulated heights (finite sources) onto actual heights at STP (infinite 
sources) is demonstrated. 
Adequate background correction is a crucial step in the processmg of airborne 
gamma-ray spectrometric data. There are two spectral methods that can be used for the 
estimation of atmospheric radon background - the spectral-ratio method and the full-
spectrum method. A heuristic approach to the calibration of the spectral-ratio method of 
estimating atmospheric radon background is proposed (Chapter 5). An iterative 
minimization method is used to find the optimum values of the calibration constants 
such that the radon background over suitable calibration lines are best removed. The 
method can be applied to a range of models, including a simple two-component model 
comprising an atmospheric radon spectrum and a composite K, U and Th 'ground' 
spectrum. This two-component model removes atmospheric radon background almost 
as well as the more complete models, and is easily calibrated using normal survey data. 
The mapping of simulated heights onto STP height also enables the terrestrial 
component spectra to be used for the calibration of both the spectral-ratio and full-
spectrum methods of estimating radon background. Having demonstrated that the 
background components can be independently estimated, these can then be removed 
from the observed spectra, thus simplifying the inversion for the terrestrial components. 
Several problems are associated with multichannel processing. These include the low 
count rates in individual channels, the computer time required to process the data, and 
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the effect of energy drift in observed spectra. For example, for low count rates a Poisson 
statistical model is required to invert the data. But for this model the solution is non-
linear and has to be determined iteratively. The summing of channel count rates to 
reduce the number of channels in multichannel airborne gamma-ray spectrometry 
minimizes the effect of these problems. The summing increases the count rates in all 
channels to the extent that their error distributions approach a Gaussian distribution, and 
it is then appropriate to use the least-squares method for the inversion of the data. The 
processing time is minimized through a reduction in the number of channels used in the 
inversion, and the use of optimum channel combinations reduces the effect of energy 
calibration errors on the processed data. Chapter 6 describes a new method for 
determining the optimum channel combinations for reducing the number of channels of 
data for multichannel airborne gamma-ray spectrometry. The concept of 'generalized' 
channels, which are the summation of one or more 12 keV data channels that are not 
necessarily contiguous in the spectrum, is introduced. The new method is an 
improvement on existing methods, with the greatest improvement occurring as the 
number of generalized channels is decreased. As further demonstrations of the power of 
the technique, the optimum window boundaries for the conventional 3-channel method 
and for a 4-channel radon estimation model are determined. 
The proposed strategy for the processing of multichannel spectra is implemented in 
Chapter 7. Spectral fitting is via a least-squares method where the data are weighted 
inversely as their variances. The multichannel processing strategy results in significant 
reductions in elemental count rate errors. For example, the average deviations for 
multichannel-processed data for 3 surveys processed are reduced, on average, by K-
12.4%, U-26.5%, and Th-20.3% relative to the 3-channel method. Finally, the potential 
for 'smooth' processing of multichannel data is demonstrated. The data are inverted a 
line at a time subject to the constraints that the elemental count rate profiles should be 
smooth. 
The processing strategy converts mutichannel spectra to elemental count rates at the 
nominal survey height. The complete inversion to either a two-dimensional or three-
dimensional distribution of sources on the ground is not covered in this thesis. However, 
the processing strategy does not preclude the complete inversion to elemental 
concentrations on the ground, but can be viewed as the first stage of a two-stage 
process. The strategy reduces airborne spectra to elemental count rates at the nominal 
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survey height. If a suitable response function for a finite source element can be derived, 
then the elemental count rates can still be inverted to a 2-dimensional distribution of 
elemental concentrations on the ground. Gunn (1978) and Crossley and Reid (1982) 
proposed such techniques, although Gunn (1978) suggested that the quality of data 
required for this type of analysis is not yet available. 
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Chapter 2 
REPRESENTATION OF OBSERVED SPECTRA 
2.1 Introduction 
The concept that any observed airborne gamma-ray spectrum can be considered as a 
linear combination of several discrete spectral components is fundamental to gamma-ray 
spectrometry, but is seldom explicitly stated. In this chapter it is argued, via the 
superposition principle (§2.2), that this concept is a valid assumption for airborne 
gamma-ray spectrometry. 
Observed spectra can then be considered as a linear combination of 3 background and 
3 terrestrial components. But the shape of an observed airborne spectrnm is a 
complicated function of many variables. Source thickness, source width, and the 
presence of attenuating material between the source and detector all affect the energy 
distribution of the gamma-ray flux at the detector. The effect of the detector response 
function results in the observed spectrum being an imperfect representation of the 
incident gamma-ray flux. While it is possible to simulate the gamma-ray flux at airborne 
heights for various source geometries, it is difficult to simulate the detector response 
function. The logical solution is to try and measure the discrete spectral components. 
In §2.3 the conventional methods for determining the aircraft, cosmic and radon 
components are described. Section 2.4 describes the acquisition of simulated K, U and 
Th component spectra as functions of both the source diameter and the effective height 
of the detector. 
2.2 The Superposition Principle 
Consider the proposition that an observed airborne gamma-ray spectrum can be 
considered as the sum of several discrete spectral components, where each component 
is associated with a different source of gamma radiation. The proposition is based on the 
following assumptions. 
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(a) Under normal survey conditions the gamma-radiation from a radioactive source 
medium is the linear sum of the radiation from isotropic point sources of gamma-
radiation within the medium. For very high concentrations ofradioactive nuclei and 
gamma-ray flux densities, the absorbing and radiation properties of the medium 
change as a result of the interaction of the gamma rays with the medium. However, 
under normal survey conditions (i.e. weak gamma-ray fluxes) these effects are 
extremely small (Kogan et al., 1969, p 45). The assumption is therefore made that 
the decay of an individual nucleus and the scattering and/or absorption of the 
resulting gamma-ray quanta in the medium take place independently of the decay 
of other nuclei in the medium and the interaction of their gamma-ray quanta with 
the medium. 
(b) The response of an airborne detector due to several sources of gamma-ray flux is 
the same as the sum of the detector's response due to the individual sources. This is 
not strictly true for several reasons. Spectrometers require a finite time to process 
each gamma ray (the equipment 'deadtime'). Any quanta entering the detector 
during this time are simply ignored. Fortunately, the equipment deadtime is small 
(5-15 µ s/pulse), and only becomes significant for very high count rates. The 
deadtime can also be estimated, allowing the data to be corrected for this effect. 
Coincident detection and pulse pile-up are also no longer a problem for modem 
spectrometers and for the low count rates encountered in airborne surveying. 
Coincident detection occurs when two gamma rays strike the detector 
simultaneously, and are recorded as a single gamma-ray of energy equal to the sum 
of the energies of the two incident gamma rays. Modern spectrometers have anti-
coincident detection circuits to minimize this effect. Pulse pile-up was a feature of 
older spectrometers, and refers to a shift in recorded energies for gamma rays 
arriving in rapid succession. 
Airborne spectra can therefore be considered as the sum of 6 spectral components. 
These components are the contributions from K, U, and Th in the ground, plus the 
aircraft, cosmic and radon backgrounds. 
33 
2.3 Background Components 
The procedure for determining aircraft and cosmic background uses the fact that in the 
lower atmosphere the cosmic spectrum has a near constant shape, but its amplitude 
decreases with decreasing height (Aviv and Vulcan, 1983). Also, at energies greater 
than 3.0 MeV, all radiation is cosmic in origin, and airborne spectrometers routinely 
monitor a 'cosmic' window (typically 3.0-6.0 MeV) to facilitate estimation of cosmic 
background. The constant shape of the cosmic spectrum means that the cosmic 
contribution in any channel is proportional to the cosmic window count rate, and if the 
shape of the cosmic spectrum is known, then the cosmic window count rate can be used 
to estimate the cosmic contribution in any particular channel. 
The aircraft and cosmic background spectra are estimated as 
(2.1) 
where Ni = aircraft+cosmic background count rate in the ith channel; 
Ncos = cosmic window count rate; 
ai aircraft background in the /h channel; 
bi cosmic background in the /h channel normalized to unit counts in the 
cosmic window (the cosmic 'sensitivity'). 
The ai and bi have to be determined by suitable calibration. The calibration strategy 
requires the acquisition of gamma-ray spectra at a number of different heights (say 1.0, 
1.5, 2.0, ... 4.0 km agl) in an area where atmospheric radon is at a minimum. At these 
heights all radiation due to terrestrial sources has been absorbed by the air. The 
observed spectra are each the sum of the aircraft component (constant) and the cosmic 
component. Also, the count rate in the 3-6 MeV cosmic window is related to the count 
rate in the /h energy channel by eqn (2.1). Thus a linear regression of the cosmic 
window count rate on any other particular channel yields the cosmic sensitivity (slope of 
regression line) and aircraft background (zero intercept) for that channel. Any deviation 
from the linear relationship is a clear indication of the presence of radon. 
This type of analysis has been employed for many years to estimate the aircraft and 
cosmic components of background for the 3-channel method. A typical regression is 
shown in Fig. 2.1. Aircraft and cosmic spectra are shown in Figs 2.2( a) and 2.2(b ). 
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Figure 2.1. High altitude regression of the K window count rate against 
the cosmic window count rate. The regression is used for determining 
aircraft and cosmic background in the K window. 
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The radon spectrum is derived from calibration flights at survey height over water and 
in the presence of radon. Since all terrestrial gamma rays are attenuated by about 1 m of 
water, the observed spectrum is due to the background components only. The aircraft 
and cosmic contributions are subtracted from the observed spectrum to give the radon 
spectrum. A typical radon spectrum is shown in Fig. 2.2( c ). 
2.4 Terrestrial Components 
K, U and Th component spectra as functions of height could theoretically be acquired 
by flying over three calibration ranges, where each of the calibration ranges has high 
concentrations of one of the radio-elements. But, in practice, suitable calibration ranges 
are difficult to find, and many flights at each height would be required to obtain suitably 
smooth component spectra. Dickson et al. (1981) used large airport calibration pads 
(normally used to determine 3-channel stripping ratios) to acquire K, U, and Th 
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component spectra at various simulated heights. They used plywood sheets to shield a 
detector and thus simulate the attenuation of the gamma rays by air. 
In the present study, two types of portable sources have been used - slab sources and 
cylindrical sources. The slab sources have been used to simulate the effect of detector 
height on K, U, and Th component spectra, and the cylindrical sources have been used 
in an attempt to estimate the effect of source diameter on these spectra. 
Sheets of high density building boards were used to shield the detector from the 
sources and thus simulate the attenuation of the radiation by air. These sheets have a 
basic composition of Portland cement, ground sand, cellulose fibre and water. Since this 
material has the same number of electrons per gram as air, an equivalent aircraft height 
can be assigned to each thickness of board based on the density relative to air. This is 
because the constituent elements of the building board have low atomic numbers, and 
their attenuation of gamma rays, as with air, is principally by Compton scattering - i.e. 
an electron collision process. The scattering cross sections for the building boards and 
air thus differ only in their electron densities. This can be formalised as follows (after 
Dickson, 1980). 
Let µa and µw be the linear attenuation coefficients for the air and wood respectively. 
Then the attenuation of gamma rays by an air column of thickness ha is equivalent to the 
attenuation by wood of thickness hw when 
(2.2) 
But the linear attenuation coefficients(µ) are related to the electron densities (n) by 
µ=na e (2.3) 
where o-c is the Compton scattering cross-section. Finally, since 
(2.4) 
where A is Avogadro's number, Z is the nuclear charge, Mis the atomic weight, and p is 
the mass density, then 
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(2.5) 
i.e. since ZIM for air is approximately equal to ZIM for wood, the height equivalents of 
wood and air are proportional to their densities. 
Note, however, that the simulation is deficient in two respects. The source-detector 
geometry for finite sources is not well modelled by the simulation experiment, and the 
calibration sources are finite. Most sources encountered in the geological environment 
have diameters in excess of 1 km and are thus effectively infinite in size. 
2.4.1 Simulating the effect of detector height 
Grasty et al. (1991) originally constructed sets of portable concrete slabs for the 
calibration of portable gamma-ray spectrometers. Each set consists of four 
lm x lm x 0.3m slabs, and each slab weighs about 700 kg. Three of the slabs have high 
concentrations of either K, U, or Th, respectively. The fourth slab is doped to have 
concentrations of the radio-elements as near as possible to that of the impurities in the 
other 3 slabs and serves as a background slab. They showed that the 3-channel stripping 
ratios derived from the slabs were not significantly different from those derived from 
larger airport calibration pads, and could therefore be used to calibrate airborne systems, 
thus replacing the much larger and more expensive airport pads. 
The Commonwealth Scientific and Industrial Research Organisation (CSIRO) 
Division of Exploration Geoscience constructed five sets of portable calibration slabs in 
November 1992 for use by the Australian exploration industry. The Australian 
Geological Survey Organisation (AGSO) purchased a set of these slabs and they have 
been used to obtain a set of K, U, and Th spectra as functions of simulated height for the 
AGSO 32-litre detector system. 
The aircraft was elevated on jacks to enable each slab in tum to be placed directly 
beneath the detector. The detector was shielded using either 0, 3, 6, 8 or 10 sheets of 
0.015 m board (density=l.733 x 103 kg/m3). This corresponds to simulated heights of 0, 
60, 120, 160, and 200 m of dry air at 0° C. The integration time used for each source 
and for each spectrum was 35 minutes. A background measurement using the 
background slab was taken immediately before or after each source measurement using 
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the same thickness of attenuating board. This ensured the best possible background 
estimates over the course of the 3-day calibration period. Each observed spectrum was 
corrected for deadtime, energy drift and background before making a final correction for 
the impurities in the sources. The final corrected spectra due to each of K, U and Th at 
each simulated detector height are shown in Fig. 2.3. 
2.4.2 Simulating the effect of source diameter 
Minty et al. (1990) built a set of portable cylindrical calibration sources and used these 
to simulate the response of an airborne spectrometer to semi-infinite sources over a 
range of detector heights. The experiment resulted in K, U, and Th component spectra at 
five simulated heights between 0 and 200 m. The portable sources consist of radioactive 
material sealed in cylindrical aluminium canisters 0.35 m in height and 0.35 m in 
diameter. Each source weighs about 70 kg. Each of the sources have high concentrations 
of either K, U, or Th, respectively. 
The basic calibration concept was to measure the spectrometer response due to 
various source-detector geometries and then integrate the results to obtain the response 
due to an effectively infinite source. Each source was set into the ground within a 
specially designed sleeve such that its upper surface was at ground level. The response 
of the system to the K, U and Th sources was then observed at various sampling 
positions by manually maneuvering the aircraft as required. Sheets of building board 
were used to shield the sources at each position and thus simulate the attenuation of the 
radiation by air. Observed spectra were corrected for deadtime, energy drift and 
backgrounds. The spectra were then interpolated onto a regular grid beneath the detector 
before integrating to determine broad source spectra. As an example of the grids used in 
the integration, Fig. 2.4 shows a mesh diagram of the total count rate (0.4-3.0 MeV) for 
a single 16-litre detector pack. This shows the response of the detector as a function of 
source position and illustrates the fall-off of radiation with distance from the source. 
Appendix A describes an experiment to acquire component spectra as functions of 
source diameter by integrating each grid over successively greater diameters. A 
principal component analysis of the derived spectra suggests that the change in spectral 
shape with source diameter may be similar to the change in shape with simulated height. 
However, the derived spectra are corrupt to the extent that the source detector geometry 
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Figure 2.4. Total count detector response at a height of 0.65 m 
above a K canister source for a single (16-litre) detector package. 
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used in the experiment is not a true reflection of the source-detector geometry 
experienced under survey conditions. This is best illustrated by a mesh diagram of the 
TC window count rate (0.4-2.81 MeV) as a function of the K source position for a twin 
detector system (Fig. 2.5). Two peaks are apparent, and each peak associates with the 
position of a detector package. This emphasizes that the response functions shown in 
Figs 2.4 and 2.5 are also functions of the detector geometry rather than the source 
geometry alone. 
2.5 Temporal/Spatial Variations of the Components 
One aspect of the component spectra that is important to the development of a 
processing strategy is their temporal and spatial variations. The K, U and Th 
components can be expected to vary rapidly along a line as each sample brings new 
sources into the field of view of the spectrometer. In contrast, the background 
components vary slowly along each line, and this enables the background components 
to be estimated independent of the terrestrial components (see Chapter 5). 
Figure 2.5. Total count detector response at a height of 0.65 m 
above a K canister source for twin detector packages (32 litre total 
volume). The centres of the two packages are approximately 0.8 m 
apart. 
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The aircraft component is generally considered to be constant, although small variations 
with altitude (air density) could be expected. The cosmic component is known to vary 
only slowly with time (Grasty and Carson, 1982) in response to the solar cycle and 
because of variations in the Earth's magnetic field (Durrance, 1986, p364), and due to 
changes in air density. This component is also easily estimated through suitable 
calibration and the monitoring of the cosmic channel. Typically, an integration time of 
only a few tens of seconds is required to obtain a good estimate of cosmic background. 
Variations in the radon background component are common. If the radon has heen 
thoroughly mixed throughout the lower atmosphere, then the contribution would be 
constant. However, 222Rn and its daughter products tend to accumulate close to the 
ground overnight and then disperse only gradually during the early part of each day in 
response to thermal mixing. Typically, if atmospheric mixing has occurred, then the 
atmospheric radon concentration tends to vary slowly over distances in the tens of 
kilometre and estimates of the radon background from spectra integrated over about 
150 s (approx. 10 km along a flight line) are sufficient to affect an adequate correction. 
However, atmospheric radon can be trapped locally by inversion layers over 
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topographic depressions - typically under early morning still-air conditions, and this can 
present a problem for the estimation of atmospheric radon background. 
Temporal variations in the K, U and Th gamma-ray flux emanating from the ground 
can also be effected by variations in soil moisture during the course of a survey. 
Grasty (1996) reports that over sandy soils the count rates due to each of K, U and Th 
decrease with increasing soil moisture. However, over clay soils, while the K and Th 
flux show the expected decrease with increasing moisture content, the gamma-ray flux 
due to the U decay series can actually increase for high moisture concentrations. This is 
attributed to the build-up of radon daughter products in the clay soils. Sandy soils have 
low radon emanation properties as opposed to the high radon emanation coefficients 
associated with fine-grained clay soils. Obviously, these soil moisture effects are a 
significant problem for the acquisition and processing of airborne gamma-ray 
spectrometric data. 
Perhaps the largest source of error in the airborne gamma-ray spectrometric method is 
due to the mobility of radon. The emanating fraction of radon in soils (that fraction that 
escapes from soil particles into pore spaces) is typically between 20% and 40%, but can 
exceed 50% (Markkanen & Arvela, 1992, Barretto et al., 1972, Nazaroff, 1992, 
Grasty, 1996). The concentration of the emanating fraction shows an exponential 
increase with depth which depends on the prevailing soil moisture concentrations 
(Grasty, 1996). Changes in the radon concentration within the top 0.3 m of soil lead to 
large errors in the estimation of U. Also, it may be possible that changes in the radon 
concentration depth profile could affect the 'effective' height of the detector above the 
source. 
2.6 Component Spectra Limitations 
The single detector response to a canister source shown. in Fig. 2.4 raises the possibility 
of measuring the detector response to finite sources at lateral positions and thus enabling 
a complete 3-dimensional inversion of airborne gamma-ray spectra to elemental 
concentrations on the ground. Unfortunately, this is not possible for several reasons. 
The canister source calibration is fraught with difficulties. Severe deadtime problems 
were experienced with a GeoMetrics GR900 spectrometer at source positions close to 
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the detector because of the extremely high count rates. Conversely, at lateral counting 
positions the count rates are low, resulting in even small background estimation and 
energy calibration errors corrupting the background-corrected spectra. Consequently, 
while these sources can yield adequate broad source spectra through the use of a suitable 
calibration strategy (Minty et al., 1990), they cannot be used to simulate finite sources 
of small dimensions. The difficulties associated with the use of these sources are 
discussed in more detail in Appendix A. 
The source-detector geometry for finite sources is also not well modelled by the 
calibration experiments. For example, at a height of 0.65 m above the sources, the 
detector is large compared to the dimensions of both the slab and canister sources, and 
therefore has an undue influence on the source-detector geometry. An airborne detector, 
by contrast, is small compared to the dimensions of terrestrial sources. It could be 
argued that the effect of this results in the observed spectra being representative of 
broader sources than those actually simulated. Consider the detector as a composite of a 
large number of small detectors where the source detector geometry for each of these 
small detectors adequately represents the airborne situation. Each calibration spectrum 
is then the sum of the response of each of these small detectors to a finite source. And 
since the source-detector geometry for each of the small detectors is different, the 
integration of their responses is representative of a source of larger diameter than that 
simulated. 
The preferred calibration procedure for the acquisition of component spectra is 
through the use of the calibration slabs described in §2.4.1. The data acquisition time for 
these sources is much shorter and the processing procedures are far simpler than for 
canister sources. 
The simulation using the concrete slab sources is also not perfect. The use of wood to 
shield the detector, and thus simulate the attenuation of gamma rays by air, is only an 
approximation to the physical processes in the airborne situation. For example, while 
the electron density between the source and the detector may be well approximated, the 
mean free paths of individual photons are not. As with the canister sources, this results 
in the observed spectra being representative of broader sources than those actually 
simulated. 
The effect of source diameter on the shape of the observed spectra remains virtually 
unknown. Grasty et al. (1991 , pl7) consider that a geometric correction to 3-channel 
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stripping ratios is unnecessary for calibration data acquired from finite sources. This 
implies that, for energies down to 1.35 MeV, the spectral distortion of U and Th spectra 
due to the finite dimensions of the sources is negligible. Kogan et al. (1969, p222) 
suggest that for a calibration source with a weight in the tens of kilograms, the spectral 
composition due to gamma rays from these sources is essentially the same as for an 
infinite source for energies down to about 0.5-0.6 MeV. 
Perhaps the greatest limitation on the use of portable calibration sources for the 
acquisition of component spectra for multichannel processing is that these sources do 
not produce a 'skyshine' component in the observed spectra. 'Skyshine' refers those 
gamma-ray photons that have been scattered back towards the ground from above the 
detector, and these originate at large lateral distances from the detector. Below 0.4 MeV, 
the skyshine component is almost twice the direct radiation from the pads, but this 
skyshine component is removed as part of the background during the data processing. 
The component spectra should not, therefore, be expected to provide a good fit at these 
energies to observed spectra at airborne heights. 
The limitations of the component spectra require that a model-based approach to 
multichannel fitting be adopted. In Chapter 4 the component spectra are fit to real data 
and only those energies over which a good fit is achieved are used for multichannel 
processing. Also, the component spectra are only used to separate the contributions to 
the observed spectrum of each of K, U and Th (Chapter 7) and are not used to correct 
the data for the height of the detector. 
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Chapter 3 
MULTICHANNEL SPECTRA MODELS 
3.1 Introduction 
Multichannel spectral analysis using the least-squares method is used in laboratory 
spectrometry (e.g. Quittner, 1972). Under laboratory conditions the source-detector 
geometry remains constant, integration times are large, and the errors associated with 
the observations are essentially Gaussian distributed. Component spectra are then fitted 
to the observed spectra using the least-squares method. In airborne gamma-ray 
spectrometry the situation is more problematical. Source-detector geometry is 
continually changing due to variations in the height of the detector above the ground, 
variations in the amount of non-radioactive overburden or vegetation between the 
source and the detector, and variations in the effective source diameters of finite sources 
in the field of view of the spectrometer as the aircraft proceeds along the flight path. 
The multichannel analysis of airborne gamma-ray spectra must address both the low 
count rates encountered in airborne gamma-ray surveying and the continually changing 
source-detector geometries. 
3.2 Previous Work 
3.2.1 Multichannel models 
The change in spectrum shape with detector height or overburden thickness has been 
studied previously. Dickson et al. (1979) used two energy windows to model the change 
in spectrum shape with uranium overburden thickness. They showed that the ratio of the 
counts in the conventional uranium window to the counts in either of two low-energy 
windows are monotonic functions of the overburden thickness, and could therefore be 
used to estimate this thickness. 
Dickson (1980) used principal component analysis to study the change in shape of the 
gamma-ray spectrum as a function of detector height. He showed that the spectra (as 
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functions of detector height) for each of the three radio-elements consist of essentially 
two components, whose proportions vary according to the simulated height of the 
detector. Variations on this model are used extensively in this thesis, and the principal 
component method is described in more detail in §3.3. Dickson et al. (1981) suggested 
three uses for the method. 
(a) Estimating ground radio-element concentrations by synthesizing K, U and Th 
spectra for each height and fitting the three spectra to the background-corrected 
observed spectrum. 
(b) Calculating the mass equivalent of the absorbing material between the source and 
the detector - this could be used to estimate the thickness of barren overburden or 
snow. 
( c) Estimating atmospheric background radiation. 
In a related study, Bailey (1986) presented an analytical model to describe the variation 
in shape of pure K, U, and Th spectra with distance from the source. The principal 
components of Dickson et al. (1981) were used, in a sense, to 'calibrate' the model. The 
model is based only loosely on the underlying physics. It has two spectral components -
one that identifies with gamma rays that have not been scattered before being detected 
(zero-order gamma rays), and another that identifies with gamma rays that have suffered 
only one scattering event before being detected (first-order gamma rays). Bailey argues 
that above about 0.7 MeV nearly all gamma rays detected have either not been scattered 
or have been scattered only once. Gamma rays scattered twice would have their energy 
reduced to about one-fifth of their original energy. Thus, even for the high-energy 
2.61 MeV gamma rays in the Th decay series, two successive scattering events would 
reduce these photons to an energy of about 0.6 MeV. 
Bailey (1986) believes that the model has an advantage over the principal 
components of Dickson et al. (1981) in that it could conceivably be used to fit observed 
spectra at heights outside the range of those used in the Dickson et al. study - i.e. it 
provides a rational basis for extrapolation. 
3.2.2 Statistical models 
As is well known, radioactive decay conforms to the Poisson statistical law. However, 
for large count rates the Poisson distribution can be approximated as a Gaussian 
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distribution centred around the mean count rate (Tsoulfanidis, 1995). In laboratory 
gamma-spectroscopy, where sample integration times are large, the generalized 
weighted least-squares method is commonly used to solve for the concentrations of the 
source. In multichannel airborne gamma-ray spectrometry, however, count rates are 
notoriously low. At 12 keV/channel and for a 32-litre detector at 100 m height, some 
channels may receive 0 or only 1 count per second. 
Dickson (1980) used both Gaussian and Poisson statistical models to derive 
concentration estimators. For the Poisson model, the solution is non-linear and has to be 
determined iteratively. Following Bevington (1969), Dickson shows that for 'large' 
count rates the Poisson distribution approaches a Gaussian distribution. For mean count 
rates greater than 10, the Poisson and Gaussian distributions are almost identical, and 
the weighted least-squares method can be used. In fact, Dickson (1980) goes further to 
show that if just some of the channel counts are 'large' (>10 cps), then the Gaussian and 
Poisson estimators give almost identical solutions. Grasty et al. (1985) confirmed this 
using data from the Breckenridge test strip where the two methods gave almost identical 
results. They do caution, however, that this will not necessarily be the case in areas of 
lower radioactivity. 
3.2.3 The least-squares method 
In the following description of the least-squares method it is assumed that statistical 
errors conform to a Gaussian distribution. Also, the source-detector geometry is 
assumed constant, and a single component spectrum for each of K, U, and Th is thus 
adequate for the analysis. 
Consider the observed spectrum to be a linear sum of three components ifK, f u and 
/77i) due to each ofK, U and Th as follows: 
J obs = JKJ/ K + JUJ/ U + JThJ/ Th (3.1) 
where IKI, IV] and !Thi are the elemental count rates due to K, U, and Th respectively. In 
matrix notation 
d=Gm (3.2) 
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where d is a vector of observed channel count rates (the observed spectrum), m are the 
elemental count rates, and G is the matrix of unit component spectra. Thus the columns 
of G are fK, Ju and f 171> normalized such that the sum of the elements of each is unity. 
Equation (3 .2) has the weighted least-squares solution 
(3.3) 
where V is the covariance matrix associated with the elements of d. Crouthamel (1970, 
p238) refers to this as 'spectrum unfolding'. It is generally assumed that the component 
spectra (i.e. the matrix G) are known with no uncertainty. The variance in the model 
parameter estimates is then given by 
where 
2 
vii= a = n 
vii= 0 
(i = j) 
(i * j) 
(3.4) 
(3.5) 
and n is the average count rate for each channel prior to background removal. This is 
based on the assumption that there is no covariance between the errors in each channel -
i.e. channel count rates are independent. The data are thus weighted inversely by their 
variances. The independence of the channel count rates results from the following. 
(a) Each atomic disintegrations in a source occurs independently of every other atomic 
disintegration in the source. Also, if an atomic disintegration gives rise to two (or 
more) gamma rays, and these gamma rays enter the detector, they will be recorded 
as a single count. 
(b) Each gamma ray detected can be recorded in only one channel. 
Note that since the covariance matrix, V, in eqn (3.3) is diagonal, its effect is to scale 
the rows of G and d by the inverse of the channel variances. 
2 
A useful statistical parameter is the goodness-of-fit (X ) between the observed and 
calculated spectra (Grasty et al., 1985). This is given by 
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X 2 = (d - Gmyv-'(d-Gm)/m (3.6) 
where m is the number of channels used in the fit. If the model fits the data, and if the 
2 2 
errors ind are Gaussian distributed, then the goodness-of-fit statistic, X , will have a X 
distribution with (m-k) degrees of freedom, where k is the number of model parameters. 
Crossley and Reid (1982) present theory to incorporate general linear constraints into 
the least-squares solution. This can be used, for example, to require that all of the counts 
(i.e. I,d; ) be assigned to the sources - i.e. the total count is conserved. 
3.2.4 Information density 
Crossley and Reid (1982) also present a matrix method of obtaining a measure of the 
inversion importance of each channel for a particular set of component spectra. Let G be 
an (mxk) calibration matrix whose columns comprise the K, U, and Th component 
spectra. Then the (mxk) information density matrix 
S = G(G1Gf1 G' (3.7) 
is of interest because the nearness of S to the identity matrix has been identified as a 
measure of the degree of independence of the columns of G (Wiggins, 1972). A 
measure of this independence is thus given by 
sk = ~(s - 8 ) 2 , L...J ki ki (3.8) 
i=l 
where <5ki are the elements of the identity matrix. Crossley and Reid (1982) convert sk 
into a relative information vector 
(3.9) 
Thus, s~ = 0 .5 implies that an equation contributes completely independent information 
about a problem, and reduces as the independence of the information decreases. 
The relative information vector for the system comprising K, U and Th component 
spectra at 89 m STP height is shown in Fig. 3.1. The regions of the spectrum with high 
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Figure 3.1. Relative information vector for simulated 
K, U and Th spectra at a detector height of 89 m STP. 
The photopeaks are the distinguishing features of the 
spectra. 
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information content associate with the positions of prominent photopeaks in each of the 
K, U and Th component spectra. This demonstrates that the photopeaks are the 
distinguishing features of airborne spectra, and the Compton continuum contributes 
little information about the relative concentrations of the radio-elements in the source. 
The conventional 3-channel windows are centred on the highest energy diagnostic 
photopeaks for each of K (1.46 MeV), U (l.76 MeV) and Th (2.61 MeV). Most of the 
information content above 1.3 MeV is already used in the 3-channel method. But there 
are lower-energy photopeaks in the spectrum that contribute information about the 
relative contributions of K, U and Th to observed spectrum. If this information is used, 
it may lead to improved estimates of the concentrations of the radio-elements. 
3.3 Principal Component Analysis 
Principal component analysis is widely used to study the relationships between variables 
in multivariate datasets. The principal components of a set of observations are the 
eigenvectors of the covariance matrix of the system, with each component being a linear 
combination of the original variables. The principal components are mutually 
orthogonal and are sorted, by eigenvalue, into descending order. If variance is now 
considered in the context of the relationships between variables, rather than the errors 
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associated with observations, then the first principal component has the largest variance 
of any (unit length) linear combination of the variables; the n1h component has the 
largest variance in a direction orthogonal to the previous (n- 1) components, and so on. 
Dickson's (1980) description of the technique provides an insight into the 
mathematical meaning of the principal components and is summarized briefly as 
follows. Consider the k vectors X in a p dimensional space of variables. A unit vector Ji 
is found such that it is the most common direction of the X. This common direction is 
then subtracted out from all the vectors X, and the next most common direction fi, that 
is orthogonal to Ji is found, and so on, until all of the p vectors are found. A review of 
principal component analysis in the geological sciences can be found in Davis (1973). 
Dickson (1980) performed a principal component analysis on K, U and Th spectra 
acquired over a range of simulated detector heights. He showed that the spectra of each 
of the three radio-elements (as functions of height) are composed of essentially 2 
components, whose proportions vary according to the simulated height of the detector. 
i.e. 
S(h,E) = a(h)fi (E) +b(h) f 2 (E). (3.10) 
The observed spectrum, S - a function of simulated height (h) and energy (E), is thus 
expressed as a linear combination of the first two principal components. a(h) and b(h) 
are the amplitudes of f 1 andJ; respectively, and were found to vary exponentially with 
simulated height according to the relationships 
a(h) = A1 e-µ,n + C1 
b(h) = ~ e-µ2h + c2 
(3 .11) 
where A1, A2, µ 1, µ2, C1 and C2 are different for each of K, U, and Th. The lower order 
principal components are devoid of any coherent spectral shape and show no systematic 
variation in amplitude with simulated height. They are thus interpreted to arise mainly 
due to statistical noise. This representation of multichannel spectra as the sum of two 
principal components ( eqns 3 .10 and 3 .11) is hereafter referred to in this thesis as the 
'parametric PC model'. 
52 
3.3.1 Modelling the effect of detector height 
Following Dickson (1980), a principal component analysis of the calibration spectra as 
functions of simulated detector height has been used in order to obtain an insight into 
how the shape of the gamma-ray spectrum changes with the effective height of the 
detector. The analysis was performed on the 5 spectra for each of K, U and Th shown in 
Fig. 2.3. The principal component analysis yields 5 principal components for each of K, 
U and Th. The first three principal components (with amplitudes) are shown in Figs 3.2 
to 3.4. 
The contribution of all five components to the total variance in the shape of the 
observed spectra is shown in Tables 3.1 to 3.3. Each successive component contributes 
at least an order of magnitude less than the previous component to the shape of the 
observed spectra. This increases to almost two orders of magnitude between the second 
and third components (Tables 3.1 to 3.3). The first component for both the U and Th 
spectra accommodates over 99% of the variance in these data, but this reduces to only 
97.9% for the K spectra. This is due to the large 1.46 MeV K photopeak at a relatively 
low energy relative to the U and Th spectra. Note that for each ofK, U, and Th, the first 
two principal components account for over 99.9% of the variance in the data. This 
suggests that only these two components are required to adequately describe the changes 
in spectral shape with simulated height. 
The first component can be interpreted as an average or gross spectrum. The second 
component accommodates the main change in shape of the spectrum with height - i.e. a 
decrease in the photopeak intensities and an increase in the Compton continuum at 
lower energies as the simulated height increases. The third component is due to a 
combination of energy calibration error, statistical noise, and some structure related to 
changes in simulated height - specifically U at 0.609 MeV and Th at 2.62 MeV 
[Figs 3.3(c) and 3.4(c)]. Lower-order components represent statistical noise. Energy 
calibration effects are evident from the presence of asymmetrical anomalies in the 
vicinity of photopeaks. 
Figure 3.2. Principal component analysis of K spectra at various simulated detector heights. 
(a), (b) and (c) show the first 3 principal components (PC's), respectively. (d), (e) and (f) 
show the corresponding amplitudes for each component (triangles), and the exponential 
model used to empirically model these amplitudes (solid line). 
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Figure 3.3. Principal component analysis of U spectra at various simulated detector 
heights. (a), (b) and (c) show the first 3 principal components (PC's), respectively. (d), 
(e) and (f) show the corresponding amplitudes for each component (triangles), and the 
exponential model used to empirically model these amplitudes (solid line). 
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Figure 3.4. Principal component analysis of Th spectra at various simulated detector 
heights. (a), (b) and (c) show the first 3 principal components (PC's), respectively. (d), 
(e) and (f) show the corresponding amplitudes for each component (triangles), and the 
exponential model used to empirically model these amplitudes (solid line). 
Table 3.1. Relative contributions of the principal components to the total 
variance in spectral shape for K spectra acquired at various simulated 
heights. 
PC Eigenvalue Total variance Cumulative variance 
(%) (%) 
1 22.7582 97.9102 97.9102 
2 0.4797 2.0637 99.9739 
3 0.0031 0.0134 99.9873 
4 0.0016 0.0069 99.9943 
5 0.0013 0.0057 100.0000 
Table 3.2. Relative contributions of the principal components to the total 
variance in spectral shape for U spectra acquired at various simulated 
heights. 
PC Eigenvalue Total variance Cumulative variance 
(%) (%) 
1 5.1025 99.0513 99.0513 
2 0.0485 0.9411 99.9924 
3 0.0003 0.0049 99.9973 
4 0.0001 0.0019 99.9992 
5 <0.0001 0.0008 100.0000 
Table 3.3. Relative contributions of the principal components to the total 
variance in spectral shape for Th spectra acquired at various simulated 
heights. 
PC Eigenvalue Total variance Cumulative variance 
% % 
1 0.9720 99.5001 99.5001 
2 0.0048 0.4914 99.9915 
3 <0.0001 0.0047 99.9962 
4 <0.0001 0.0029 99.9990 
5 <0.0001 0.0010 100.0000 
56 
57 
The use of two principal components to model changes in spectral shape is both 
necessary and sufficient. Figure 3.5 shows the least-squares fit of the first principal 
component for each of K, U, and Th spectra at a simulated height of 160 m. At this 
height the contribution of the second component to the spectral shape variation is 
largest. The poor fit demonstrates the requirement for more than one principal 
component to accommodate changes in spectral shape with height. Figure 3.6 shows the 
least-squares fit of both the first and second principal components for each of K, U, and 
Th spectra at a simulated height of 60 m. At this height the contribution of the third 
principal component is largest. In all cases, a good fit is achieved using just the first two 
principal components. 
Note that the least-squares fit of the first and second principal components to the 
observed spectra is constrained by the empirical model for the relevant principal 
component amplitudes given by eqn (3.11), - i.e. the following function has been 
minimized: 
2 L[ D{( Al e -µ,h + c1)!i, + ( ~ e - it2h + c2)!2J- si] ' (3.12) 
where S is the observed spectrum, Ji, Ji are the principal components, and D is the 
unknown scaling factor. The parameters A1, µ 1, C1, A2, µ2, C2 are the model parameters 
for the best fit of eqn (3 .11) to the principal component amplitudes, h is the simulated 
height, and the summation is over all channels used in the fit. 
This analysis has demonstrated that the use of just two principal components per 
radio-element is sufficient to model the change in spectral shape with simulated height. 
Also, the K spectra show the largest change in shape with increasing height. Therefore, 
if the principal component model is to be used to determine the thickness of attenuating 
material, then the K components will be most diagnostic. Note that these are essentially 
the same conclusions as reached by Dickson (1980). 
It is important to realize that the parametric representation of the spectral variations 
with height described above (the 'parametric PC model' ) is based on a limited set of 
measurements. The exponential fitting functions a(h) and b(h) [eqn (3.11)] are purely 
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Figure 3.5. Least-squares fit of the first principal component 
to (a) K, (b) U, and (c) Th component spectra at a simulated 
height of 160 m. The first principal component alone does 
not provide a good fit to the spectra. 
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empirical, and only have validity within the range of the measurements. In fact, as 
Bailey (1986) points out, the model gives physically impossible spectra if extrapolated 
beyond the range of effective heights used during the calibration experiment. The only 
alternative to this parameterized model would be to derive component spectra as 
functions of detector height and source diameter through gamma-ray transport 
simulation. While this might result in physically realistic component spectra, the 
problems associated with adequately simulating the detector response function would 
have to be dealt with. 
3.3.2 Modelling the effect of source diameter 
The acquisition of component spectra using portable cylindrical sources was described 
in §2.4.2. Spectra were acquired for various source-detector geometries. These spectra 
were then interpolated onto a regular grid beneath the detector. Appendix A describes an 
experiment to acquire component spectra as functions of source diameter by integrating 
each of these grids over successively greater diameters. A principal component analysis 
of the derived spectra suggests that the change in spectral shape with source diameter 
may be similar to the change in shape with simulated height. However, the derived 
spectra are corrupt to the extent that the source detector geometry used in the 
experiment is not a true reflection of the source-detector geometry experienced under 
survey conditions. 
3.4 Multichannel Models 
The parametric model proposed by Dickson (1980), along with several variations on this 
model, is described below. An acronym for each model appears in parentheses after 
each sub-heading. These acronyms will be used to refer to the model in subsequent text. 
3.4.1 6-component/6-parameter non-linear model (3/id) 
This is the model proposed by Dickson (1980) and summarized by eqns (3 .10) and 
(3 .11 ). The model incorporates the first two principal component spectra for each of K, 
U and Th as functions of height as follows: 
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lobs = IKI{ AK 1 e- >•KihK + CK 1} I K 1 + IKI{ AK2 e _,,KlhK + CK2} !Kl (3.13) 
+ IUJ{ Aul e-µuihu +Cul} f u1 + IUJ{ Au2 e-µuzhu + Cu2} f u2 
+!Thi{ ATh 1 e-µn.ihTI> + CTh1} f Th1 + IThl{ ATh2 e-iimhTh + CTh 2} frh2 
where l obs is the observed spectrum and ifKJ• fK2, JUJ, fw. frhl• fm) are the primary and 
secondary component spectra derived from the calibration data. IK], JU), and !Thi are the 
elemental concentrations on the ground. 
Dickson solved the least-squares problem by separating the problem into its linear 
and non-linear components. He used a combination of linear inversion and iterative 
solution to solve for the model parameters. In matrix notation eqn (3.13) can be written 
as 
d = Gm, (3.14) 
where d is the 256x 1 observed spectrum, G is a 256x6 matrix whose columns are the 
six spectral components, and each element of m (6xl) is the product of the elemental 
count rate and the empirical model for the variation of the PC amplitudes given by 
eqn (3.11 ). i.e. 
mKI IKI aK(hK) (3.15) 
mu1 IUJ au(hu) 
mThl !Thi aTh(hTh) 
m = = 
' mK2 IKI bK(hK) 
mu2 IUJ bu(hu) 
mTh2 IThl bTh(hTh) 
where JKJ, JU) and !Thi are the elemental concentrations and aJhK), aJ.hu), an/hr1), 
bJhK), bJ.hu) and b711(hn,) are from the empirical model given by eqn (3.11). The ratio 
(3. 16) 
for example, is a monotonic function of hK, and since the concentration is eliminated, hK 
can be solved for iteratively. Once hK is known, IKI can be found from either 
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(3.17) 
or 
(3.18) 
JU], JThl, hu, and hTh are determined in similar fashion. 
The errors associated with estimates of the model parameters are not easily 
determined for this model. Dickson (1980) used an analytic approximation to determine 
the errors in both the concentrations and effective heights. 
3.4.2 6-component/6-parameter linear model (3h) 
The model proposed by Dickson (1980) has several limitations. One undesirable aspect 
of the model is that it effectively height-corrects the data to elemental concentrations on 
the ground, and the effective height used for the correction is estimated from the shape 
of the observed spectrum. This results in large errors associated with the hi being 
propagated into the estimates of elemental abundances (§3.5). 
A variation on Dickson's model is therefore introduced to overcome this limitation. 
This new model differs from that of Dickson (1980) in that it is only used to determine 
the elemental count rates at airborne height for each of the radio-elements. Let 
where 
IKI= JK,J+JK2l 
IVI = Ju,J + Ju2J 
IThl = JTh, I+ jTh2 I 
(3.19) 
(3.20) 
l obs is the observed spectrum and JK], JU], and JThl are now the elemental count rates at 
the airborne height. This model requires that the component spectra are normalized such 
that, for each component, the sum of the counts over all channels is unity. 
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The model is linear with respect to !Kil, IK2I, IUil, IU21, JThd and 1Th21, and these can 
be solved for directly. The heights are obtained iteratively from the ratios IK21/IK1 I, 
IU21flUd and 1Th2111Thd, since there is a one-to-one correspondence between height and 
the ratio of the secondary to primary component contributions to the observed spectrum. 
3.4.3 6-component/4-parameter linear model (1 h) 
A simple variation on the 3h model described above is to solve eqn (3 .19) subject to the 
constraint that hx=hu=hrh=h, although there is no a priori reason why the effective 
height for each of K, U and Th should be the same. Thus 
where 
IKI = IK1I + IK2I 
IUI = IUi I+ 1u2I 
!Thi= l~l+ ITh2I 
(3.21) 
(3.22) 
Jobs is the observed spectrum and IKI, IUJ, and !Thi are the elemental count rates at the 
airborne height as before. But eqns (3.21) and (3.22) must now be solved subject to the 
constraint that the ratios IK21/1Ktl, IU2l/IUd and 1Th2l/IThil yield h,rhu=hTh=h. The easiest 
solution is to solve iteratively for IK1, IUJ, IThl and h by minimizing 
L W;[IKI{( AK1 e-i,,h +CK, )!K1 + ( AK2 e-µih + CK2 )!K2} (3.23) 
+ IVI{( Au, e-µ,h +Cu, )fu1 + ( Auz e- ~i,h +Cw )Jui } 
+IThl{ ( AThl e-µsh + Cr1i1 )f Thi + ( A1'h2 e-µ6h + CTh2 )JTh2 }] 2 
where w;. is a weighting factor for each channel, and the summation is over all channels 
used in the fit. As with the 3h model, the component spectra have been normalized to 
unit counts over the channels used in the fit. 
3.4.4 3-component/3-parameter linear model (Oh) 
This is the simplest model where the principal component model of Dickson ( 1980) is 
used merely as a convenient means of storing and interpolating the component spectra. 
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At each observation point the current radio-altimeter reading is used to generate the 3 
component spectra ifK, f u. frh) to be used to affect the inversion at this point. Thus 
(3.24) 
where l obs is the observed spectrum and IKJ, IUJ, and !Thi are now the elemental count 
rates at the airborne height. The component spectra are thus first normalized such that 
for each component the sum of the counts over all channels is unity. Dickson et 
al. ( 1981) recommended this model for processing multichannel airborne gamma-ray 
spectrometric data, and this same model was also used by Grasty et al. (1985). The 
weighted least-squares method is used to determine the elemental count rates [eqn (3.3)] 
and eqn (3.4) can be used to determine the errors in the elemental count rates. The 
obvious limitation of this model is that the effect of non-radioactive overburden, such as 
vegetation, on the shape of the component spectra is not accommodated. 
3.5 Error Propagation 
The multichannel models described above are now investigated as to their suitability for 
multichannel processing. There are two aspects to the appropriateness of the application 
of a particular model. The first relates to how well the model fits real data, and this will 
be dealt with in subsequent chapters. The second relates to how random errors in the 
observed data are propagated by the model into the estimates of the model parameters in 
terms of both the precision and accuracy of the estimates. 
The precision of the model parameter estimates associated with each of the 3hd, 3h 
and lh models have been investigated in the following way. The parametric PC model 
has been used to generate a synthetic 1-s spectrum for a 32-litre detector at 89 m STP, 
and due to a source with typical crustal concentrations of the radio-elements (2000 ppm 
K, 2.5 ppm eU and 9 ppm eTh). A random number generator has then been used to 
generate Poisson noise associated with the mean count rate in each channel due to both 
simulated terrestrial and background sources. The background was assumed to comprise 
typical aircraft and cosmic components, and a radon contribution based on average 
concentrations of atmospheric radon typically encountered in airborne surveying (25 cps 
in the conventional U window). The pseudo-random noise was added to the mean count 
Table 3.4. Fractional errors associated with the model parameters for various 
models for a 32-litre detector at 89 m STP and average crustal abundance of the 
radio-elements (2000 ppm K, 2.5 ppm eU, 9 ppm eTh) and average levels of 
atmospheric radon (25 cps in the conventional U window). The fractional errors 
are the standard deviations of the distributions expressed as a percentage of the 
means. An integration time of 1 s was used in the analysis. 
Fractional Errors 
Model % 
IKI IUJ !Thi hK hu hr11 
3hd 125.4 2504.5 434. l 60.5 122.9 97.1 
3h 12.0 47.4 13.0 60.9 126.6 99.4 
lh 10.5 42.3 12.9 53.9 
Oh 8.0 36.6 12.5 
Conventional 9.7 51.8 15.8 
3-channel 
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rate for each channel and the model parameters for each model were estimated and 
saved. This process was repeated several thousand times to allow the solutions for each 
model parameter to be analyzed for mean and variance. Only channels 45-256 (0.515-
3.0 MeV) were used in the analysis. 
The results are given in Table 3.4. Fractional errors for the 3-component/3-parameter 
model (Oh) and the conventional 3-channel method are also included for comparison. As 
expected, the fractional errors associated with each of hK, hu and hTh are the same for the 
3hd as for the 3h model. But these errors are large for the one second integration 
interval used in the analysis. The smallest fractional error is associated with hK, 
followed by hr11 and then hu. This is partly due to the fact that the K spectrum shows the 
largest change in shape with the effective height of the detector (Table 3.1), but the 
errors mainly reflect the number of counts in the observed spectrum due to each of K, U 
and Th (694, 215 and 475 cps respectively). 
The 3hd model is severely compromised by the fact that large errors in hK, hu and hTlz 
are propagated into the estimates of the elemental abundances, i.e. hK, hu and hTh are 
estimated from the shape of the observed spectrum, and these effective heights are used 
to transform the data to elemental abundances on the ground. The 3h model, by 
comparison, performs better, with the fractional U and Th errors smaller than those 
found in the 3-channel method. As the number of parameters decrease, so too do the 
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Table 3.5. Average values of the model parameters determined by various models for a 32-litre 
detector at 89 m STP and average crustal abundance of the radio-elements (2000 ppm K, 
2.5 ppm eU, 9 ppm eTh) and average levels of atmospheric radon (25 cps in the conventional U 
window). An integration time of 1 s was used in the analysis. Actual values of the model 
parameters are shown in parentheses. 
Model Model parameters 
IKI IUJ !Thi hK (m) hu (m) hr11 (m) 
3hd 2700 ppm 16.8 ppm 18.6 ppm 91.8 95.3 97.2 
(2000.0) (2.5) (9.0) (89.0) (89.0) (89.0) 
3h 692.1 cps 219.6 cps 474.3 cps 92.0 97.7 98.1 
(694.9) (215.2) (475.8) (89.0) (89.0) (89.0) 
lh 695.7 cps 214.0 cps 475.4 cps 93.3 
(694.9) (215.2) (475.8) (89.0) 
fractional errors associated with the remaining parameters. The Oh model gives the 
smallest errors (Table 3.4), showing a 13.8%, 31.1% and 21.6% reduction in fractional 
errors for each of K, U and Th, respectively, when compared to the conventional 3-
channel method. 
Consider now the accuracy of the model parameter estimates. Table 3.5 shows the 
mean values of the model parameters for each of the models tested. These data suggest a 
potential problem with the application of the 3hd, 3h and lh models. At low integration 
intervals, the mean does not provide an unbiased estimate of the true model parameters. 
This is typical of non-linear systems, and is apparent for all six model parameters in the 
3hd model and the effective heights in the 3h and lh models. The effective height hu, 
for example, is overestimated by 10% for a 1-s sample interval using the 3h model. 
Figure 3.7 shows the mean effective heights for K, U and Th as functions of the 
integration interval. As the integration interval increases, the mean values trend towards 
the true value. The bias is best illustrated by the frequency distribution of the estimated 
parameters for the 3h model (Fig. 3.8). The effective height distributions are skewed, 
and this effect is particularly noticeable for hu, where the distribution is bi-modal. This 
is a direct result of the large variance in the data being mapped onto the effective heights 
by an exponential function. For a 10-s integration interval, the distributions begin to 
approximate a Gaussian distribution (Fig. 3.9). 
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Figure 3.8. Frequency distribution of elemental count rates (a, b, and c) and effective 
heights (d, e and f) for each of K, U and Th respectively. The analysis used simulated 1-s 
spectra over typical crustal materials and average radon concentrations, and a 32-litre 
detector at 89 m STP. The effective height distributions are skewed, resulting in a bias in the 
estimates of effective height. 
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Figure 3.9. Frequency distribution of elemental count rates (a, b, and c) and effective heights 
( d, e and f) for each of K, U and Th respectively. The analysis used simulated 10-s spectra over 
typical crustal materials and average radon concentrations, and a 32-litre detector at 89 m STP. 
The effective height distributions begin to approach the Gaussian distribution. 
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The fractional errors associated with each effective height as a function of integration 
interval are shown in Fig. 3.10. While the errors are large for small integration intervals, 
there is the potential to filter the estimates provided that a minimum integration interval 
is used for estimating these heights and thus prevent a bias in the means. Based on 
average crustal concentrations of the radio-elements, and average atmospheric radon 
concentrations, minimum integration intervals of 1, 5 and 3 seconds for K, U and Th 
respectively, will provide estimates whose means will be within about 3.5% of the true 
values. These minimum intervals will obviously be higher for lower concentrations of 
the radio-elements or higher radon background concentrations. 
Finally, we consider the extent to which estimates of the elemental count rates are 
biased by errors in the effective height for the 3-component/3-parameter (Oh) model. 
The model requires that the effective height for each of K, U and Th is known. These 
effective heights are then used to generate the K, U and Th component spectra required 
by the model. Grasty et al. (1985) used the current radio-altimeter reading at each 
observation point as a measure of the effective height for each of the radio-elements. 
However, the presence of non-radioactive overburden, such as vegetation, will 
obviously bias the estimates of the elemental count rates. The extent of this bias was 
investigated as follows. 
A series of theoretical (noise-free) spectra were generated for a range of heights . 
between 60 m and 140 m. The spectra were simulated for a 32-litre detector over typical 
crustal concentrations of the radio-elements. The spectra were then inverted to elemental 
count rates using the Oh model with component spectra calculated for an effective height 
of 100 m STP. Deviations in the estimated elemental count rates from the true elemental 
count rates at each height are due to the bias in the estimates resulting from the use of 
the incorrect effective height, and are shown in Fig. 3.11. The bias in the estimates is 
given as the percentage deviation of the estimated elemental count rates from the true 
elemental count rates for each height. Thus, a +40% systematic error in the K, U and Th 
effective heights at 100 m results in a 6.3%, 13.5%, and 3.9% bias in the estimates of 
the elemental count rates due to K, U and Th respectively. This is perhaps a worst case 
simulation, where each of the K, U and Th effective heights are in error to the same 
extent and in the same direction. If only one of the K, U or Th effective heights are 
perturbed, then the extent of the bias tends to reflect the contribution of the perturbed 
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Figure 3.10. Fractional errors for various integration intervals 
associated with the effective heights for each of (a) K, (b) U and 
(c) Th for the 6-component/6-parameter (3h) model. The errors 
are representative of spectra over typical crustal materials and 
average radon concentrations for a 32-litre detector at 89 m STP 
height. 
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elements count rate to the observed spectrum. Figure 3 .12 shows the bias for 
perturbations to the K effective height in the observed spectra, where the U and Th 
effective heights are held constant at 100 m. The bias is similar to that seen in Fig. 3 .11. 
The bias associated with perturbations to the U effective height only (Fig. 3.13), or the 
Th effective height only (Fig. 3.14), are smaller than that seen for systematic errors in 
the K, U and Th effective heights (Fig. 3 .11 ). 
3.6 A Strategy for Multichannel Processing 
The development of a processing strategy for multichannel airborne gamma-ray 
spectrometry is influenced by the following factors. 
(a) The temporal and spatial variations in the spectral components. Whereas the 
terrestrial components vary with every measurement along each line, the 
background components vary slowly. Since the background components can be 
estimated independently (Chapter 5), it makes sense to exclude them from the 
spectral fitting procedure. Note that the radon spectrum can not be included as a 
component in the 3h type model - even if it is constrained to vary slowly, since the 
only difference between the radon and U spectra is the effective distances between 
the source and detector. 
(b) A height-correction procedure based on effective heights deduced from the shape of 
observed spectra is not feasible, since the errors associated with the estimated 
effective heights are large. 
( c) The processing strategy must accommodate the effective height between the source 
and the detector. Dense forest, for example, can have the same attenuating 
properties as up to 80-90 m of air (Rubin et al., 1979). The effective height can thus 
change by this amount as changes in vegetation, for example, pass through the field 
of view of the detector. 
( d) The choice of multichannel model for spectral fitting. The choice of model should 
maximize the precision and accuracy of the model parameter estimates, and provide 
a good fit to real data. 
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Figure 3.11. Bias in the estimates of (a) K, (b) U and (c) Th 
elemental count rates for deviations in the effective height of the 
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The proposed strategy for the processmg of multichannel data follows a similar 
sequence to that used for the processing of 3-channel data, and wherever possible, 
calibration constants are determined empirically under survey conditions. 
• The observed spectra are deadtime corrected, energy calibrated, and background 
corrected along the same lines as described for the 3-channel method. 
• The spectra are then converted to elemental count rates at airborne height using a 
two-pass approach that uses both the 3h and Oh models described in §3.4. 
• The 3h model is applied using an integration interval greater than one second for the 
sole purpose of obtaining effective heights for each of K, U and Th along each line 
at the best possible spatial resolution. 
• The effective heights are then used to generate the 3 component spectra for each 
sample required by the Oh model for reduction of the observed spectra to elemental 
count rates. 
With this strategy, the observed spectra are 'unfolded' by including variations in the 
effective height of the detector yet minimizing the propagation of errors into the 
elemental count rates through the use of the Oh model. The elemental count rates are 
then height-corrected using empirically determined attenuation coefficients in exactly 
the same way as for the 3-channel method. 
The use of the 3h model to determine the effective heights has the advantage that the 
required information is extracted directly from the observed data. The use of radio-
altimeter information alone is considered unsuitable for this purpose. Radio-altimeter 
measurements do not reflect the total amount of absorber present between the source 
and the detector, as this may include non-radioactive overburden and vegetation. Also, 
radio-altimeter data can be seriously in error where the signal is reflected, for example, 
off rainforest canopies some tens of metres from the ground. The lh model is also 
considered unsuitable for the determination of effective height, since there is no 
fundamental reason why the effective height for each of K, U and Th should be the 
same. 
The use of the principal component method to model changes in spectral shape with 
source-detector geometry offers a simple empirical solution to the modelling of several 
complex processes. But since the method is purely empirical it cannot be used 
confidently as a basis for extrapolation, and the model is only valid within the range of 
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the measurements. Also, in view of the limitations of the component spectra, it must 
still be established that the 3h model actually fits real data. 
In Chapter 4 the component spectra are fit to real data and only those energies over 
which a good fit is achieved are used for multichannel processing. The component 
spectra do not provide a good fit to observed spectra at low energies because of the 
'skyshine' component in the observed spectra. Consequently, only channels 45-256 
(0.515-3.0 MeV) are used for multichannel processing. This is the same range of 
energies used for the error analysis in this chapter. Grasty et al. (1985) restricted their 
spectral fitting to energies above 0.768 MeV to avoid the contribution of 137Cs at 
0.668 MeV due to atomic weapons fall-out and nuclear accident. They report that the 
0.662 MeV photopeak is present in all Canadian spectra from the ground. In Australia, 
airborne spectra at 100 m detector height show no indication of the presence of 137Cs. 
The effect of the lower energy limit for spectral fitting on the precision of the model 
parameter estimates using the Oh model is summarized in Table 3.6. Increasing the 
lower energy limit to 0.761 MeV has little effect on the Kand Th fractional errors, but 
the U fractional errors increase by about 9%. The use of the 0.761-3.0 MeV energy 
range, however, still yields a 12. 7%, 24.7% and 20.3% reduction in fractional errors for 
each of K, U and Th, respectively, when compared to the conventional 3-channel 
method. 
In Chapter 4 the 3h model is also calibrated to allow the estimated effective heights to 
be mapped onto STP heights. This will demonstrate that the model is well calibrated for 
the range of effective heights encountered in airborne surveying. The elemental 
sensitivities (elemental count rate per unit concentration) are also established. These 
transformations (both heights and sensitivities) were, in fact, used in the error analysis 
presented in this chapter to give the best possible simulation of the errors that can be 
expected in multichannel processing. 
Before the proposed processing strategy 1s applied to real data in Chapter 7, 
background estimation (Chapter 5) and the derivation of optimum channel combinations 
to reduce the number of channels in the multichannel analysis (Chapter 6) are 
investigated. 
Table 3.6. The effect of the lower energy limit on the fractional errors 
associated with the model parameters for the Oh model. The analysis 
is for a 32-litre detector at 89 m STP, average crustal abundance of 
the radio-elements, and average levels of atmospheric radon. The 
fractional errors are the standard deviations of the distributions 
expressed as a percentage of the means. An integration time of l s 
was used in the analysis. 
Model 
(energy range) 
Oh 
(0.515-3.0 MeV) 
Oh 
(0.761-3.0 MeV) 
Conventional 
3-channel 
IKJ 
8.1 
8.2 
9.4 
Fractional enors 
% 
IUJ !Th i 
36.5 12.7 
39.9 12.9 
53.0 16.2 
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Chapter 4 
AIRBORNE CALIBRATIONS 
4.1 Introduction 
Access to a suitable calibration range is essential for calibration of both the 3-channel 
and multichannel airborne gamma-ray spectrometric methods. The data from flights 
over the calibration range are used to determine the response of the source-detector 
system to changes in aircraft height (height attenuation coefficients), and to sources of 
known concentration (sensitivity coefficients). The concentrations of the radio-elements 
along the calibration range are established by ground measurements using a well 
calibrated portable spectrometer at the same time as the airborne data are acquired. This 
allows changing radiation output from the ground due to soil moisture content and other 
envirorunental factors to be accommodated. 
This chapter describes the selection and assessment of an airborne gamma-ray 
spectrometric calibration range for south-eastern Australia. The selection criteria for 
establishing a calibration range are reviewed, and the conventional 3-channel calibration 
results for a new calibration range near Albury, New South Wales, are presented. The 
calibration range data are then applied to the calibration of the spectrometer system for 
multichannel operation. Specifically, the data are used to estimate height attenuation 
coefficients for the elemental count rates due to each of K, U and Th, and sensitivity 
constants that relate these airborne count rates to elemental concentrations on the 
ground. The calibration range data are used to demonstrate a good fit to real data by the 
6-component/6-parameter (3h) multichannel model using the simulated component 
spectra described in Chapter 3, and to relate the simulated heights used in the ground 
calibration to actual heights at STP. 
4.2 Calibration Range Selection Criteria 
Ground calibrations using finite calibration sources and the use of wood to simulate the 
attenuation of gamma-rays by air can not be used for the determination of height 
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attenuation and sensitivity coefficients, as most geological sources in the field of view 
of an airborne gamma-ray spectrometer approximate infinite sources. The logical 
alternative is to estimate height attenuation and sensitivity coefficients from airborne 
calibration flights over a uniform stretch of land - the calibration range. 
The selection of a suitable calibration range is based on both practical and technical 
criteria. The calibration range must approximate effectively infinite sources. The 
calibration range should therefore have uniform concentrations of the radio-elements 
within the field of view of the spectrometer. This will also ensure that accurate 
navigation, both in the air and along the ground, is not crucial to the estimation of the 
height attenuation and sensitivity coefficients. A topographically flat calibration range 
enables data to be acquired at near constant detector height along the line, and this 
removes the need to height correct the data. Large variations in detector height cannot 
simply be averaged along the length of the line because the fall-off of radiation with 
height is not linear. Also, a flat calibration range ensures that 3-dimensional topographic 
effects can be neglected, and changes in observed radiation are due to changes in source 
concentration and detector height only. The calibration range should be close to a large 
body of water for the measurement of background radiation. Over-water backgrounds 
give an absolute background correction and remove any uncertainties associated with 
other methods of removing background. Finally, the calibration range should be easy to 
navigate. A calibration range along a power line, road or fence is easy to navigate and 
usually provides good access for ground measurements. 
Poor counting statistics is a major source of error in gamma-ray spectrometry. These 
errors depend on the concentrations of K, U and Th in the ground, the sample 
integration time and number of measurements, as well as on the various calibration 
parameters of the detection systems such as background count rates, sensitivities and 
stripping ratios. The higher the radio-element concentrations of the calibration range, 
the more reliable will be the individual ground and airborne measurements. On the basis 
of fifty 100-s ground measurements and one hundred and fifty 1-s airborne 
measurements using a 32-litre detector system, Grasty and Minty (1995) recommended 
average concentrations of 1000 ppm K, 3 ppm U and 6 ppm Th as a lower limit for 
calibration ranges. 
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The above criteria follow the guidelines recommended by the International Atomic 
Energy Agency (IAEA, 1991 ), and are summarized as follows. An airborne calibration 
range should: 
- be relatively flat; 
- have uniform concentrations ofK, U and Th; 
- be close to a body of water for the measurement of background; 
- be free of flight restrictions; 
- be readily accessible for surface measurements; 
- be easy to navigate (a suitable calibration range would follow a dirt road or 
power line); 
- be about 8 km long, equivalent to about 150-s flying time at 50 mis; 
- have no hills within about 1 km of the flight line. 
4.3 Lake Hume Calibration Range 
The search for a suitable calibration range site was guided primarily by the requirement 
for access to a large body of water close to the range to enable good estimates of 
gamma-ray background to be made. This requirement restricts potential sites in SE 
Australia to either the coastal belt or close to a large inland lake. The coastal area of 
New South Wales (NSW) is mainly forested outside of the urban areas, and also has 
generally low concentrations of the radio-elements. The search was therefore 
concentrated around one of the largest inland lakes in this part of the continent - Lake 
Hurne. 
Lake Hume is situated on the border between New South Wales and Victoria about 
12 km east of Albury and Wodonga. The main basin (SW of Albury) is approximately 
14 km long by 3 km wide. This is sufficient to obtain good gamma-ray background 
estimates at airborne heights without coming within 1 km of the shoreline. 
The calibration range selected is 8 km long, is situated approximately 15 km north-west 
of Albury, and follows a power line north of the Riverina highway (Fig. 4.1). The 
eastern end of the range is about 27 km from the Lake Hume main basin and at 
approximately the same barometric altitude. The geology is superficial Quaternary 
cover (clay, silt, sand, gravel) and is mapped as the Shepparton Formation. 
1c11• so1 
Powel11ne 
Road 3 .. 60'$ 
Railway 
GQ Blilt upArea 
o Vllage 
Figure 4.1. Location diagram showing the position of the calibration range (A-
A') relative to Albury and Lake Hume. The Lake Hume main basin is SE of 
Albury and is not shown on this diagram. 
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The area is topographically flat and comprises grazing land that supports a mixture of 
cattle and sheep farming. Also, since the calibration range follows a power line, it is 
easy to navigate both on the ground and from the air. The range traverses 7 different 
properties owned by 6 landowners. All landowners granted access to their properties for 
the ground survey. The only reason for restricting the calibration range to a length of 
8 km is that the properties north of How long township are small, and any extension of 
the line in this direction would involve the agreement of many more property owners for 
ground access. Spol measurements at road intersections along the western extension of 
the line had indicated that constant concentrations of the radio-elements persist in this 
direction for many kilometres. The airborne survey lines were therefore extended by a 
further 8 km to the west of the line shown in Fig. 4.1 . These 16 km long lines were used 
for determining height attenuation coefficients for both the 3-channel and multichannel 
methods, and provided good quality spectra at each height for the multichannel 
calibration. Only the 8 km line shown in Fig. 4.1 was surveyed on the ground and used 
for the calculation of sensitivity coefficients. 
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The Lake Hume calibration range has most of the attributes recommended for an 
ideal range. The line is accessible for surveying on foot, but is not suitable for vehicle-
borne spectrometer ground surveys. Although the line is along an electricity easement, 
several of the gates are locked and some of the fences along the line have no gate at all. 
Also, the risk of weed propagation from foreign vehicles is a concern to at least one 
landowner. 
4.3.J Ground survey 
The ground survey was conducted on foot using an Exploranium GR256 spectrometer 
that had been calibrated along the lines recommended by Grasty and Minty (1995). A 
sample integration time of 200 s was used to acquire full 256-channel spectrum data 
while the operator walked under the power lines at a brisk pace. Each 200-s spectrum 
thus represents about 300 m along the traverse. Positional information was not recorded 
since preliminary measurements indicated that the calibration range had uniform 
concentrations of the radio-elements, and this was confirmed after analysis of both the 
ground and airborne data. The precise location of the ground and airborne data was 
therefore deemed unnecessary. A total of 28 spectra were recorded over a period of 
2 hours. 
The ground spectra were energy calibrated by summing 5 spectra at a time and then 
fitting a linear function to the K and Th photopeak positions of the sum spectrum (i.e. 
channels vs energy) to obtain an average base level and gain. These parameters were 
then used to integrate each of the five 200-s spectra over the conventional 3-channel 
windows recommended by the IAEA (IAEA, 1991). This incremental analysis of the 
spectral data indicated that the spectrometer had drifted by 2.6 channels at the 2.61 MeV 
Th photopeak during the course of the 2-hour survey. The 3-channel window count rates 
were corrected for background (observed over Lake Burley Griffin, Canberra) and 
stripped before averaging over the length of the calibration range. 
Radio-element concentrations along the profile are shown in Fig. 4.2, and the average 
concentrations for the whole line are given in Table 4.1. 
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Figure 4.2. Ground concentrations along the Lake Hume calibration range. The left edge 
of this profile coincides with the western end of the calibration range. 
Table 4.1. Average radio-element concentrations for the Lake 
Hume calibration range. The errors quoted are the standard 
errors on the mean. 
Element 
K 
eU 
eTh 
Average concentration 
1360 ± 10 ppm 
2.60 ± 0.06 ppm 
15.91 ± 0.09 ppm 
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4.3.2 Airborne survey 
The airborne survey comprised seven 16-km long background lines over the main basin 
on Lake Hume at heights of 60, 90, 120, 150, 180, 210 and 240 m agl respectively. 
These were followed by seven passes over the extended 16-km calibration range over 
the same range of heights. Good height control was facilitated by the flat terrain. Most 
of the data fall within ±5 m of the reference height for the lower altitude lines, and 
within about ±10 m for the higher altitude lines. 
Initial data processing involved truncation of the airborne data so that each line 
traversed the same stretch of ground. The airborne spectra were then deadtime corrected 
and energy calibrated before integrating each 1-s spectrum over the conventional 
windows for 3-channel processing. Unlike the ground spectra, the energy calibration 
parameters were determined from a sum spectrum comprising all background and 
calibration lines. These were then applied to each of the 1-s spectra on all lines. This 
approach was adopted because the Exploranium GR820 self-stabilizing spectrometer 
generally maintains the photopeaks to within 1 channel of their true position, and at 
least 400 s of spectral data are required to effect an adequate calibration on airborne 
data. The 3-channel data were then background corrected by subtracting the average 
over-water count rate for each corresponding height prior to stripping in the normal way 
and averaging over the length of the calibration range. 
Figure 4.3 shows the background-corrected and stripped airborne profile (8-km line) 
for 90-m (79.4 m at STP) height. This profile shows that the calibration range is 
reasonably uniform in each of the radio-elements. Most of the variation along the line 
can be attributed to random errors in the observations and their propagation through the 
data processing procedures. The average background-corrected and stripped count rates 
for all heights are given in Table 4.2. 
Table 4.3 shows the observed backgrounds averaged along each over-water line, and 
Table 4.4 gives these same background averages as a percentage of the average raw 
calibration range count rates for each height. Thus a large proportion of observed U 
window counts are due to background, and large errors in the estimation of this 
background can lead to significant errors in the U sensitivity coefficients. Most of the 
background counts in the U window are due to radon, and it is assumed that the radon 
background at Lake Hume is the same as the radon background over the calibration line 
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Figure 4.3. Airborne profile at 90 m (79.4 m STP) along the Lake Hume calibration 
range. The left edge of this profile coincides with the western end of the calibration 
range. The TC data has been background corrected. The K, U, and Th data have been 
background corrected and stripped. 
Table 4.2. Line averages of the background-corrected and stripped window count 
rates (3-channel method) over the 8-km long calibration range. STP height refers to 
the effective height after correcting the radio-altimeter height to a standard 
temperature and pressure. 
Height 
(m) 
57.1 
85.1 
114.3 
149.0 
175.1 
204.5 
241.8 
STP Height 
(m) 
51.8 
77.3 
103. l 
134.2 
157.1 
183.3 
215.3 
TC 
(cps) 
2803.2 
2263.7 
1883 .1 
1382.3 
1232.4 
997.8 
803.3 
K 
(cps) 
201.5 
154.8 
121.3 
83.4 
73.9 
57.8 
45.4 
u 
(cps) 
28.3 
21.8 
17.8 
12.2 
10.3 
7.4 
4.5 
Th 
(cps) 
114.8 
95.0 
78.3 
58.8 
50.6 
42.6 
34.5 
Table 4.3. Average background count rates (3-channel method) recorded at 
various heights over Lake Hume. 
Height STP Height TC K u Th 
(m) (m) (cps) (cps) (cps) (cps) 
57.1 51.8 337.9 26.8 19.2 6.8 
85.1 77.3 350.6 27.6 19.9 7.0 
114.3 103.1 361.0 28.0 20.4 7.1 
149.0 134.2 367.5 28.8 20.7 7.6 
175.1 157.1 366.8 28.4 20.7 7.7 
204.5 183.3 370.2 28.4 21.0 7.9 
241.8 215.3 370.2 28.6 21.0 7.7 
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Table 4.4. Over-water window backgrounds (3-channel method) as percentages of 
the average raw count rates at each height over the calibration range. 
STP Height Window backgrounds(%) 
(m) 
TC K u Th 
51.8 10.7 8.9 22.8 5.6 
77.3 13.3 11.3 27.2 6.8 
103.1 16.0 14.0 31.3 8.3 
134.2 20·.9 19.0 38.3 11.5 
157.1 22.8 20.8 42.4 13.2 
183.3 27.0 24.9 47.7 15.6 
215.3 31.5 29.6 53.8 18.3 
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some 27 km away. The airborne survey was flown in the afternoon on a clear, sunny 
day, and a light breeze was present all day. Under these circumstances it appears likely 
that the radon had been well mixed both vertically and horizontally through the lower 
atmosphere. The cosmic component of background is expected to be the same over the 
lake as over the calibration range, since they are at approximately the same barometric 
altitude. 
4.3.3 3-Channel method results 
An exponential model of the fall-off of radiation with detector height is widely used in 
airborne gamma-ray spectrometry, i.e. 
where N= 
h = 
µ = 
A = 
Thus 
(4.1) 
background corrected and stripped window count rate at height h (cps) 
height above ground level (m); 
height attenuation coefficient (m-1); 
constant. 
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lnN = lnA - µh ' (4.2) 
and a linear regression of the natural logarithm of the background-corrected and stripped 
window count rates against height yields the attenuation coefficient for each window 
(slope of regression line). This has been the conventional approach to the calculation of 
the attenuation coefficients. But the natural logarithm is a non-linear transformation, and 
this inevitably leads to a bias in the estimation of the attenuation coefficients. A non-
linear least-squares algorithm has therefore been used to fit the data to eqn ( 4.1) directly. 
The regression plots for the K, U and Th windows are shown in Fig. 4.4, and the 
height attenuation coefficients derived from these regressions are given in Table 4.5. 
The average heights used for these regressions were adjusted to STP height. The U 
height attenuation coefficient is almost 3% smaller than the corresponding biased 
estimate derived from the conventional log-linear regression. Note that the U window is 
centred on a higher-energy photopeak than the K window, and the 214Bi gamma rays at 
1.76 MeV (U) can be expected to be more penetrating than the 4°K gamma-rays at 
1.46 Me V. However, the height attenuation coefficients (Table 4.5) indicate a greater 
fall-off of radiation with detector height for U window gamma rays than for K window 
gamma rays. This anomaly is found consistently in all previous calibrations of this kind, 
and the reason for it is unknown. The attenuation coefficients shown in Table 4.5 
adequately height-corrects 3-channel survey data. The use of a smaller attenuation 
coefficient for the U window results in these data being under-corrected for variations in 
the height of the detector. 
Sensitivity coefficients for each window are estimated by dividing the average 
background corrected and stripped window count rates at each height by the appropriate 
average ground concentration for the calibration range, i.e. 
S = N 
c' 
where N = average background-corrected and stripped count rate at the survey 
height (cps); 
C = average ground concentration (ppm); 
S = sensitivity coefficient (cps/ppm). 
(4.3) 
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Figure 4.4. (a) K window, (b) U window, and (c) Th window 
height attenuation coefficient regression plots for the 3-
channel method. 
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Table 4.5. Height attenuation coefficients (3-channel method) 
derived from the Lake Hume calibration range data. The errors 
quoted are the standard deviation of the means. 
Window Coefficient 
-1 
m 
TC 0.00785 ± 0.00017 
K 0.00943 ± 0.00023 
u 0.01150 ± 0.00043 
Th 0.00747 ± 0.00017 
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The window sensitivities for the AGSO's 32-litre detector system are listed in Table 4.6. 
The errors quoted should be treated with caution, since they are based on the assumption 
that the background radiation over Lake Hume is the same as the background over the 
calibration range. This will be discussed later. The errors in the U sensitivity are highest 
because of the high radon background, and the slightly lower than recommended U 
concentrations of the calibration range. 
4.3.4 Multichannel calibration 
After correcting for deadtime and energy drift, the multichannel spectra for each line 
were averaged over the same 16-km spatial interval. Each calibration range line was 
background corrected by subtracting the average over-water spectrum for each 
corresponding height. The background-corrected spectra were then reduced to elemental 
count rates due to each of K, U and Th (Table 4. 7) using the 6-component/6-parameter 
model (3h) described in Chapter 3 [eqns (3.19) to (3.20)]. 
The elemental count rates include both scattered and unscattered photons and, in the 
case of the U and Th decay series, are due to gamma-ray emissions at several different 
energies. We assume that the elemental count rates can be modelled as functions of 
detector height using an exponential model of the fall-off of radiation and an 'effective' 
height attenuation coefficient for each of K, U and Th. The effective height attenuation 
coefficients are estimated in exactly the same way as for the 3-channel method. The 
exponential regressions are shown in Fig. 4.5, and the height attenuation coefficients are 
Table 4.6. Window sensitivities (3-channel method) for the Australian Geological 
Survey Organisation's 32-litre detector system. The errors quoted are the standard 
errors on the mean. 
STP Height K u Th 
(m) (cps/1000 ppm K) (cps/ppm e U) (cps/ppm eTh) 
51.8 148.1 ± 1.9 10.9 ± 0.4 7.22 ± 0.08 
77.3 113.8 ± 1.6 8.4 ± 0.4 5.97 ± 0.07 
103.1 89.2 ± 1.4 6.8 ± 0.3 4.92 ± 0.06 
134.2 61.3 ± 1.1 4.7 ± 0.3 3.70 ± 0.05 
157.1 54.3 ± 1.0 3.9 ± 0.2 3.18 ± 0.05 
183.3 42.5 ± 1.0 2.8 ± 0.2 2.68 ± 0.04 
215.3 33.3 ± 0.8 1.7 ± 0.2 2.17 ± 0.04 
Table 4.7. Elemental count rates due to K, U and Th sources on the 
ground, derived using a multichannel analysis of spectra in the energy 
range 0.521-3.0 MeV (channels 45-256). 
Height 
(m) 
57.l 
85.1 
114.3 
149.0 
175.1 
204.5 
241.8 
STP Height 
(m) 
51.8 
77.3 
103. l 
134.2 
157.1 
183.3 
215.3 
K 
(cps) 
637.8 
503.5 
424.l 
323.9 
278.9 
229.3 
190.7 
u 
(cps) 
330.5 
244.2 
198.9 
127.8 
114.7 
88.1 
65.0 
Th 
(cps) 
1128.2 
910.0 
746.7 
582.9 
491.6 
410.9 
340.6 
93 
600 
en 500 a. 
.s 
E 400 
::> 
·c;; 
en 
ro 
0 
Cl.. 
300 
200 
100 
(a) 
0-+r~~,....,.,~~M"TT~~~~~~~~~~ 
40 60 80 100 120 140 160 180 200 220 240 260 
300 
en 250 
a. 
.s 200 
E 
::> 
·c: 150 
~ 
:::::> 100 
50 
STP Height (m) 
40 60 80 100 120 140 160 180 200 220 240 260 
STP Height (m) 
1000 (c) 
-~ 800 
.s 
E 600 
::> 
·;:: 
0 
.!: 400 
I-
200 
40 60 80 100 120 140 160 180 200 220 240 260 
STP Height (m) 
Figure 4.5. (a) K, (b) U and (c) Th height attenuation coefficient 
regression plots (multichannel method) for elemental count rates 
in the energy range 0.521-3.0 MeV (channels 45-256). 
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given in Table 4.8. Figure 4.5 shows a good fit between the elemental count rates and 
the exponential model for the fall-off of radiation intensity with detector height. The 
attenuation coefficients are very similar to those determined for the conventional 3-
channel method (Table 4.5). This means that the amplification of errors by the 
multichannel height correction procedure is the same as for the 3-channel method. 
Sensitivity coefficients for the multichannel method are given in Table 4.9. 
The best-fit of the 3h model to the background-corrected calibration range spectra are 
shown in Figs 4.6 to 4.12. The initial spectral fitting was performed using channels 35 
to 256 (0.404-3.0 MeV). This consistently produced a poor fit below the 0.609 MeV 
photopeak. An example is shown in Fig. 4.13. The modelling was therefore restricted to 
channels 45 to 256 (0.521-3.0 MeV). With the exception of the lower calibration lines at 
60 m and 90 m height (51 m and 79 m STP), the experimentally derived component 
spectra provide a good fit to the calibration line data. At 51 m and 79 m (STP) there is 
some divergence at the lower energies - particularly in the vicinity of the 0.609 MeV 
photopeak (Figs 4.6 and 4.7). 
The equivalent heights for each of K, U and Th estimated through the application of 
the 3h model are shown as functions of STP height in Fig. 4.14. An exponential 
relationship between each of the equivalent heights and the actual height at STP is 
evident. The K and Th equivalent heights show a good fit to this exponential model. T.he 
errors associated with the U equivalent height are much larger. This may be due to 
several reasons. The large errors may indicate an error in the assumption of identical 
radon backgrounds at the calibration range as at Lake Hume. The errors are also partly a 
function of the model itself (investigated in detail in Chapter 7), and because of the low 
U concentration of the calibration range relative to Th. The highest altitude line has not 
been used for the fitting of the exponential model to the equivalent heights because of 
excess noise in the background-corrected spectrum at this height. 
4.4 Sources of Error 
The errors quoted for the height attenuation coefficients and sensitivity constants were 
estimated by tracing the statistical errors in the calibration range data and Lake Hume 
background data through the data processing procedures. This analysis was based on 
Table 4.8. Height attenuation coefficients (multichannel 
method) for elemental count rates in the energy range 0.521-
3.0 MeV (channels 45-256) derived from the Lake Hume 
calibration range data. The errors quoted are the standard 
deviation of the means. 
Element 
K 
u 
Th 
Coefficient 
. J 
m 
0.00757 ± 0.00017 
0.01011 ± 0.00037 
0.00753 ± 0.00016 
Table 4.9. Window sensitivities (multichannel method) for elemental count rates in the 
energy range 0.521-3.0 MeV (channels 45-256) derived from the Lake Hume 
calibration range data. The errors quoted are the standard error on the mean. 
STP Height K u Th 
(m) (cps/1000 ppm K) (cps/ppm eU) (cps/ppm eTh) 
51.5 469.0 ± 5.7 127.1 ± 4.0 70.9 ± 0.5 
79.4 370.2 ± 4.9 93.9 ± 3.3 57.2 ± 0.4 
103.5 311.8 ± 4.2 76.5 ± 2.8 46.9 ± 0.3 
134.4 238.2 ± 3.6 49.1 ± 2.3 36.6 ± 0.3 
158.6 205. l ± 3.2 44.l ± 2.0 30.9 ± 0.2 
184.9 168.6 ± 3.0 33.8 ± 1.9 25.8 ± 0.2 
214.8 140.2 ± 2.6 25.0 ± 1.6 21.4 ± 0.2 
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Figure 4.6. (a) Best fit of the 6-component/6-parameter (3h) model and simulated spectra to the 
background-corrected calibration range spectra at an STP heights of 51 m. (b) Best-fit residuals. 
The fit is between 0.521 and 3.0 MeV (channels 45-256). 
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(a) 
h = 79 m STP 
x2 = 1. rn 
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Figure 4.7. (a) Best fit of the 6-component/6-parameter (3h) model and simulated spectra to the 
background-corrected calibration range spectra at an STP heights of 79 m. (b) Best-fit residuals. 
The fit is between 0.521 and 3.0 MeV (channels 45-256). 
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(a) 
h = 103 m STP 
X2 =1 .31 
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Figure 4.8. (a) Best fit of the 6-component/6-parameter (3h) model and simulated spectra to the 
background-con-ected calibration range spectra at an STP heights of 103 m. (b) Best-fit 
residuals. The fit is between 0.521and3.0 MeV (channels 45-256). 
JOO 
25 
observed (a) 
-- best fit 
20 
--c 
ro 
.c 15 (..) 
-en h = 134 m STP 0. (..) 
.......... 
>. x2 = 1.39 ..... 
. Ci) 
10 c (l) 
..... 
c 
5 
0 
0 2 3 
Energy (MeV) 
2 
1-- residuals j (b) 1.5 
--c 
ro 
.c 
(..) 
-en fr 0.5 
.......... 
>. 
~ 
(/) 0 c 
(l) 
..... 
c 
ro -0.5 
::J 
"'O 
.Ci) 
-1 (l) 
a: 
-1.5 
-2 
0 2 3 
Energy (MeV) 
Figure 4.9. (a) Best fit of the 6-component/6-parameter (3h) model and simulated spectra to the 
background-corrected calibration range spectra at an STP heights of 134 m. (b) Best-fit 
residuals. The fit is between 0.521 and 3.0 MeV (channels 45-256). 
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Figure 4.10. (a) Best fit of the 6-component/6-parameter (3h) model and simulated spectra to 
the background-corrected calibration range spectra at an STP heights of 158 m. (b) Best-fit 
residuals. The fit is between 0.521 and 3.0 MeV (channels 45-256). 
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(a) 
h = 184 m STP 
x2 = 1.43 
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Figure 4.11. (a) Best fit of the 6-component/6-parameter (3h) model and simulated spectra to 
the background-corrected calibration range spectra at an STP heights of 184 m. (b) Best-fit 
residuals. The fit is between 0.521 and 3.0 MeV (channels 45-256). 
16 
14 
12 
........... 
c 
ro 10 ..c 
(.) 
-(/) c.. (.) 8 
-->-
-·u; 
c 6 Cl) 
-c 
4 
2 
0 
0 
2 
1.5 
........... 
c 
ro 
..c 
(.) 
-(/) fr 0.5 
-->-
-·u; 0 c 
Cl) 
-c 
-ro -o.5 
::J 
-0 
·u; 
-1 Cl) 
0::: 
-1 .5 
-2 
0 
observed 
-- best fit 
2 
Energy (MeV) 
j -- residuals I 
2 
Energy (MeV) 
h =214 m STP 
x2 = 1.38 
103 
(a) 
3 
(b) 
3 
Figure 4.12. (a) Best fit of the 6-component/6-parameter (3h) model and simulated spectra to 
the background-corrected calibration range spectra at an STP heights of 214 m. (b) Best-fit 
residuals. The fit is between 0.521and3.0MeV (channels 45-256). 
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Figure 4.13. (a) Best fit of the 6-component/6-parameter (3h) model and simulated spectra to 
the background-corrected calibration range spectra at an STP heights of 103 m. (b) Best-fit 
residuals. The fit is between 0.404 and 3.0MeV (channels 35-256). 
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Figure 4.14. Exponential modelling of the relationship between 
effective height simulated in the ground calibration experiments for 
each of K (a), U (b) and Th (c), and STP heights of calibration range 
spectra. 
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two assumptions. First, the errors associated with the stripping ratios for both the 
portable spectrometer and the 3-channel airborne system, and the errors associated with 
the component spectra for the multichannel system are assumed to be negligible. This is 
a reasonable assumption, as these parameters can be estimated to high precision through 
adequately long sample integration times during calibration. Second, the observed 
background radiation over Lake Hume is assumed to be the same as the background 
radiation over the calibration range some 27 km away. This assumption is a source of 
some concern, as the extent of these errors is difficult to assess. The Lake Hume 
calibration range was first flown by AGSO in May 1995. On that occasion, low cloud 
persisted until about an hour before the airborne survey was flown in the early 
afternoon. An analysis of the data using the spectral-ratio method for background 
estimation (Chapter 4) suggested that the backgrounds over the lake were significantly 
higher than the backgrounds over the calibration range and the data from this survey 
were subsequently rejected. 
The timing of the ground and airborne surveys on the most recent survey 
(March 1996) was ideal. The surveys were conducted on the afternoon of a clear sunny 
day. A light breeze was also present all day, and under these conditions it can be 
confidently assumed that the atmospheric radon was thoroughly mixed throughout the 
lower atmosphere. Also, while widespread rain over the previous few days had resulted 
in low concentrations of atmospheric radon, there was no surface water present on the 
ground. Radon count rates of about 12 cps in the conventional U window were recorded. 
Typically, radon contributions to the U window vary between 10 and 80 cps during the 
course of a survey. In some instances, radon count rates over 100 cps have been 
recorded. The low radon concentrations on the current calibration range survey 
significantly reduce the errors associated with background estimation. 
In addition to the determination of height attenuation and sensitivity constants, the 
calibration range data have also been used to demonstrate that, over a range of heights, 
the component spectra estimated in Chapter 2 via simulation experiments on the ground 
fit real data well. This spectral fitting experiment has allowed the mapping of the 
effective heights simulated in the ground experiments to be mapped on to real heights at 
STP. These height mappings will be used for the calibration of the spectral-ratio and 
full-spectrum methods of determining radon background described in Chapter 5. 
107 
Chapter 5 
ESTIMATION OF RADON BACKGROUND 
5.1 Introduction 
Adequate background correction is a crucial step in the processing of airborne gamma-
ray spectrometric data, since any background estimation errors are amplified by 
subsequent data processing procedures. For example, the height correction is normally 
applied as an exponential scaling of the data based on variations of the height of the 
detector from the nominal survey height. In areas of rugged topography, large variations 
in detector height result in large height corrections, and any errors in background 
estimation are amplified accordingly. 
There are three procedures that can be used for removing radon background. Grasty 
et al. (1988) describe the use of upward-looking detectors to monitor the background 
level of radiation continuously. An additional crystal pack is partially shielded from 
radiation from below to give the system a directional sensitivity and the ability to 
discriminate between radiation from the atmosphere and from the ground. The main 
disadvantage of this method is the weight penalty imposed by the additional detector 
volume. 
The second procedure is a spectral-ratio method where the relative heights of U series 
photopeaks are used to determine the contribution of airborne radon to the observed 
spectrum (Minty, 1992). The main disadvantage of this method is that it can not be used 
where 137 Cs contamination from atomic weapons fall-out or nuclear accidents is 
significant. The method is based on the observation that the low-energy 214Bi photopeak 
at 0.609 MeV from atmospheric radon suffers far less attenuation relative to the 2 14Bi 
peak at 1.76 MeV than is the case for radiation from the ground. So the ratio of the 
counts in each of these photopeaks is diagnostic of the relative contributions of 
atmospheric radon and terrestrial U to the observed spectrum. Minty (1992) attempted 
to remove the K and Th contributions at these energies by considering only those counts 
above the Compton continuum in each of the photopeaks using a linear approximation 
to the Compton continuum. The required calibration constants were obtained from a 
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radon spectrum acquired over water at the survey height, and a simulated U spectrum 
acquired over slab sources on the ground and using wood to shield the detector and thus 
simulate the attenuation of the gamma rays by air. 
There are two problems with this approach. First, the linear approximation to the 
Compton Continuum in the vicinity of the 0.609 and 1.76 MeV photopeaks does not 
completely remove the Th and K contributions at these energies. Th affects both the 
1.76 and 0.609 MeV peak count rates and K affects the 0.609 MeV peak count rate since 
both the Th and K spectra are not linear in the vicinity of these photopeaks. Second, the 
use of simulated spectra to estimate the required calibration constants may be a source 
of error. Specifically, the calibration sources are of finite width (1 m x 1 m), and can not 
be used to simulate the response due to an infinitely broad source adequately -
particularly at the lower energies. 
Dickson et al. (1981) suggested a full-spectrum approach to the estimation of 
atmospheric radon based on the parametric PC model of airborne spectra. They 
suggested that a radon spectrum could be expected to have the same shape as a U 
spectrum at ground level due to an infinite source. If the aircraft height (radio-altimeter 
height) were used as the effective height for each of K, U and Th, then the component 
spectra for a full-spectrum approach to the estimation of radon background are at hand. 
Note that both the spectral-ratio and full-spectrum methods of estimating atmospheric 
radon background require a knowledge of the effective height of the detector above the 
terrestrial sources. This is particularly important for U, since the only difference 
between the atmospheric radon and terrestrial U spectra is the relative heights of U 
series photopeaks. This is because most of the U gamma-ray emitters occur below 222Rn 
in the 238U decay chain. The relative information vector for the system comprising an 
atmospheric radon spectrum and a U spectrum at 89 m STP is shown in Fig. 5.1. The 
0.609 MeV 214Bi photopeak is the most prominent feature of this vector, and it is this 
photopeak that is targeted by the spectral-ratio method. 
In this chapter, two new methods for calibrating the spectral-ratio method for 
removing radon background are investigated. A 'heuristic' approach to the calibration of 
the spectral-ratio method is described. The calibration method is applied to a 
background estimation model that incorporates the contribution due to each of K, U and 
Th to the energy windows of interest. This model is an improvement on the model 
described by Minty (1992). The model is also adequately calibrated using simulated 
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Figure 5.1. Relative information vector for the system 
comprising a simulated U spectrum at a height of l 00 m 
(89 m STP) and an observed radon spectrum. 
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component spectra - as long as the effective heights for these spectra have been mapped 
on to STP heights as described in Chapter 4. 
The 'heuristic' calibration procedure is then applied to a simple two-component 
model comprising an atmospheric radon spectrum and a composite K, U and Th 
'ground' spectrum. This two-component model removes atmospheric radon background 
almost as well as the more complete (four-component) model, and is also easily 
calibrated using normal survey data. 
Finally, the full-spectrum approach to the estimation of radon background is 
implemented and tested. The extent to which observational errors are propagated into 
the estimates of radon background by both the spectral-ratio and full-spectrum methods 
are compared. 
5.2 Radon Estimation - Spectral-Ratio Method 
Airborne spectra can be considered to be the sum of three terrestrial and three 
background components. After removal of aircraft and cosmic background, the resultant 
spectrum is due to K, U and Th sources in the ground, and atmospheric radon. 
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Consider two models for the estimation of radon background using the spectral-ratio 
method: 
(a) Model A incorporates the contributions of K, U, Th and atmospheric radon to the 
photopeaks of interest and thus represents a complete description of the background 
estimation problem; 
(b) Model B does not attempt to distinguish between the terrestrial components of 
radiation and uses only a radon component and a composite K, U and Th 
component - hereafter referred to as the 'ground' component of radiation. 
Both models use the ratio of the counts in the 0.609 MeV photopeak vs the counts in the 
1. 7 6 Me V photopeak to determine the contribution of atmospheric radon to the observed 
spectrum. Minty (1992) removed a linear approximation to the Compton continuum in 
the vicinity of the 0.609 MeV and 1.76 MeV photopeaks in order to minimize the 
contributions from K and Th to the peak count rates. Although the actual fitting of the 
linear segment is prone to error where spectra are noisy, this approach improves the 
condition of the background estimation problem and the use of this 'low-energy peak' 
for the spectral-ratio method is retained. Both models monitor the 1.76 MeV photopeak 
using the conventional U window (1.660-1.860 MeV). 
5.2.1 Model A - 4-component model 
The 0.609 MeV photopeak is monitored by considering only those counts above the 
Compton continuum in a window centred on the photopeak. These counts are estimated 
by subtracting a exponential approximation to the Compton continuum in the vicinity of 
the photopeak from the observed window count rates. The conventional K and Th 
windows (Table 5 .1) are also monitored, and the background-corrected and stripped 
count rates in these windows are used to correct for Th and K contributions to the 0.609 
and 1.76 MeV window count rates. The Th window count rates are background 
corrected through the removal of aircraft and cosmic background. Therefore the Th 
contributions to the U and K windows can be removed using the conventional 'Th into 
U' (a.) and 'Th into K' (~)stripping ratios (see§ 1.4.5). U contributions to the K channel 
are removed using the conventional 'U into K' (y) stripping ratio - even though the 
stripped U count rate includes a radon component. The stripping ratio y is thus assumed 
to be the same for a terrestrial U source as for atmospheric radon. This is a reasonable 
Table 5.1. IAEA recommended windows for conventional 3-channel airborne 
gamma-ray spectrometry (IAEA, 1991). 
Element Isotope Gamma ray energy Energy window 
analyzed used (MeV) (MeV) 
K 4oK 1.46 1.370-1.570 
u 21 4Bi 1.76 1.660-1.860 
Th 208TI 2.61 2.410-2.810 
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assumption, smce at energies above 1.3 MeV the radon and U spectra are similar 
(Fig. 5.1). 
Model A calls for the monitoring of four windows which are denoted by L (low 
energy), K (potassium), U (uranium) and Th (thorium). L represents counts above the 
Compton continuum in the 0.609 MeV photopeak, and K, U, and Th represent counts in 
the conventional K, U and Th windows (Table 5.1) respectively. 
Let L 0 b = observed count rate in the low-energy peak after correcting the spectrum 
for aircraft and cosmic background; 
Lk = K contribution to the low-energy peak; 
L 11 U contribution to the low-energy peak; 
L 1h = Th contribution to the low-energy peak; 
Lr = radon contribution to the low-energy peak; 
U0 b = observed count rate in the U window after correcting the spectrum for 
aircraft and cosmic background; 
U11 U counts in the U window. 
Ur = radon counts in the U window; 
K0 b = observed count rate in the K window after correcting the spectrum for 
aircraft and cosmic background; 
Kk = K counts in the K window; 
Th = Th counts in the Th window, i.e. the observed Th window count rate. 
These quantities are shown graphically in Fig. 5.2. Note that the K contribution to the 
low-energy peak is negative, since the K spectrum is concave upward at these energies. 
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Figure 5.2. The radon, K, U and Th spectra relative to the four 
windows used by the spectral-ratio background estimation method 
(Model A). The observed spectrum has been corrected for aircraft 
and cosmic background. 
ll2 
l13 
Then 
(5.2) 
and 
U0 b = Ur + Uu + aTh , (5.3) 
where a is the conventional Th into U window stripping ratio. Also, since the shapes of 
each of the component spectra are assumed constant for a particular detector height, we 
have 
Lr= c1U,·' (5.4) 
(5.5) 
(5.6) 
and 
(5.7) 
where, with the application of the stripping ratios, 
(5.8) 
and 
(5.9) 
That is, Lk is the product of c4 and the background corrected and stripped K channel 
count rate. a, p, and y are the conventional stripping ratios, and cl> c2, c3 and c4 are 
constants that have to be determined. Note that eqns (5.8) and (5.9) are essentially the 
stripping equations for U and K ( eqn 1.4) with a radon component included. Solving 
eqns (5.2) to (5.9) yields 
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(5.10) 
The radon contribution in the conventional U window is then estimated from eqn (5.4), 
and similar equations can be used to determine the radon contribution to the K and Th 
windows for conventional 3-channel processing. Alternatively, the radon contribution to 
the U window can be used to scale a standard radon spectrum for multichannel 
background removal. 
5.2.2 Model B - 2-component model 
Consider now the simplest model for describing the spectral-ratio method. Having noted 
that in the geological environment the concentrations of U and Th tend to correlate 
highly across most lithological units and that the K contribution to the peak count rates 
at 0.609 MeV and the conventional U window at 1.76 MeV is small, we no longer 
attempt to distinguish between these terrestrial components. Model B is therefore based 
on just two components of radiation: the atmospheric radon component, and a 
composite K, U and Th or 'ground' component of radiation. The shape of the 'ground' 
spectrum in those regions of the spectrum of interest is thus assumed to remain constant. 
Model B calls for the monitoring of just two windows which are denoted by L (low 
energy) and H (high energy). L represents counts above the Compton continuum in the 
0.609 MeV photopeak, and H represents counts in the conventional U window. 
Let L 0 b = observed count rate in the low-energy peak after correcting the spectrum 
for aircraft and cosmic background; 
Lg the ground contribution to the low-energy peak; 
Lr radon contribution to the low-energy peak; 
H ob = observed count rate in the U window after correcting the spectrum for 
aircraft and cosmic background; 
Hg the ground contribution to the U window. 
Hr = radon contribution to the U window; 
These quantities are shown graphically in Fig. 5.3. Then 
(5.11) 
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Figure 5.3. The radon and ground spectra relative to the two 
windows used by the spectral-ratio background estimation method 
(Model B). The observed spectrum has been corrected for aircraft 
and cosmic background. 
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IJ6 
and 
(5.12) 
Also, since the shapes of the radon and ground spectra are assumed constant for a 
particular detector height, we have 
(5.13) 
and 
(5.14) 
where and cl> and c2, are constants that have to be determined. Solving eqns (5.11) to 
(5.14) gives 
(5.15) 
The radon contribution in the U window is estimated from eqn (5.13), and similar 
equations can be used to determine the radon contribution to the K and Th windows for 
conventional 3-channel processing. Except for the definition of the high energy window, 
model B is essentially the same as the model used by Minty (1992). Note, however, that 
there is an error in eqn (9) of Minty (1992), which should be altered to eqn (5.15) above. 
5.2.3 Heuristic calibration procedure 
The constants required by models A and B can be determined directly from K, U, Th 
and radon component spectra. This is calibration in the forward sense, based on the 
physics of the background estimation method. But the terrestrial component spectra 
were simulated using finite sources, and there is some uncertainty as to how 
representative these components are of actual spectra at airborne survey heights. This is 
particularly the case for the U component. The best fit of the component spectra to real 
spectra observed over the Lake Hume calibration range was lacking in the vicinity of the 
0.61 MeV photopeak - particularly at the lower detector heights (see Figs 4.6 and 4.7). 
Also, the mapping of simulated U heights onto STP heights (see Fig. 4.13) was based on 
noisy data. An alternative calibration strategy is to seek to determine the required 
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calibration constants directly from survey data, i.e. a 'heuristic' calibration strategy. 
Thus, rather than use a reasonable physical approach based on suspect measurements, a 
heuristic approach to calibration based on real data is proposed. 
The new method searches for a set of coefficients (the model constants) that provide 
internal consistency to background corrected data, i.e. the method determines the values 
of the model constants that 'best' estimate the radon background. Consider a survey line 
that traverses both land and water. If this line is adequately background corrected, then 
two conditions will be met. 
(a) The background-corrected count rate over the over-water section of the line will be 
zero. Terrestrial radiation is almost completely absorbed by about 500 m of air or 
1 m of water. The background components are thus the only contributors to the 
observed over-water spectrum for those sections of the line more than 500 m from 
land. 
(b) Assuming the atmospheric radon is well mixed through the lower atmosphere, the 
radon background estimate over the water will be the same as the radon 
background estimate over the adjacent land. This is a reasonable assumption, as the 
radon background along a line at sample positions 10-20 km apart are usually the 
same. 
These conditions provide the basis for an iterative scheme for calculating the model 
constants. If several offshore-onshore lines are flown such that each line samples a 
different ground and radon signal, then these lines can be used to maximize the internal 
consistency of the radon estimation. The radon estimates are consistent if the conditions 
(a) and (b) above are met for all of the lines. An obvious way of ensuring internal 
consistency is to penalize those coefficients that result in deviations from these 
conditions. 
Let C represent the background-corrected count rate over the water sections of the 
offshore-onshore lines. Let B w represent the estimated radon background count rates 
over each water section of line, and let BL represent the corresponding estimated radon 
background count rates over each land section of line. Then the 'best' values of the 
model constants are those that minimize the function 
JJ8 
(5.16) 
where the summation is over all lines used in the calibration. 
Both the downhill simplex method in multidimensions and the simulated annealing 
method (Press et. al., 1986) have been used to iteratively minimize eqn (5.16). If the 
minimization method is to be well conditioned, the calibration dataset should include 
lines that contain a range of radon concentrations and traverse a variety of lithological 
units. Specifically, the onshore parts of the lines should exhibit a range of ratios 
between the radio-elements. 
The dataset used for the calibration is an airborne gamma-ray spectrometric survey 
flown over the Joseph Bonaparte Gulf area, Western Australia. The survey was flown at 
a nominal survey height of 100 m agl, 500 m line spacing, and with a Na(Tl) detector 
volume of 32 litres. The survey covers the MEDUSA BANKS and part of the PORT 
KEATS sheet areas, Western Australia (Fig. 5.4). The locations of the lines used for the 
calibration are indicated on the ternary image of K, U and Th shown in Fig. 5 .4. The 
line locations were specifically chosen to give as wide a range of ratios between the 
radio-elements as possible. The average onshore count rates for each of the background-
corrected, stripped and height-corrected K, U and Th channel count rates used in the 
calibration and at the sites indicated in Fig. 5.4 are shown in Table 5.2. The onshore 
calibration data show a wide variation in KIU and K/Th ratios, but only a small 
variation in the Th/U ratio. 
Thirty lines were used in the calibration. Atmospheric radon concentrations tend to 
vary from day to day. Lines flown on days of high atmospheric radon concentrations, as 
well as lines flown on days of low atmospheric radon concentrations, were selected at 
each location. The calibration lines were deadtime corrected, energy calibrated, and 
corrected for aircraft and cosmic background. A 200-s integration interval 
(approximately 14 km) on either side of the coastline was then used for determining 
offshore-onshore pairs of radon background model variables (L0 b, U0 b, K0 b, Th for 
model A; and L0 b, H0 b for model B). These 30 sets of model variables were then 
inverted to obtain the optimum values of the calibration constants (cl> c2 , c3, c4 for 
model A; and c 1, c2 for model B) that minimize F [eqn (5.16)]. 
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Figure 5.4. Ternary image of K (red), U (blue) and Th (green) for the Medussa Banks survey 
area. The locations of survey lines used in the heuristic calibration procedure are indicated by 
yellow arrows. 
Table 5.2. Processed K, U and Th window count rates for the onshore portion at each site 
used in the heuristic calibration procedure. The sites are indicated by arrows in Fig. 5.4 
and are numbered sequentially in an anticlockwise direction from the northwest. The 
radio-element ratios at each site are also indicated. 
Site No. K u Th K/U Th/U Kffh 
(cps) (cps) (cps) 
1 18.1 10.0 28.5 1.81 2.85 0.63 
2 33.8 9.4 31.2 3.59 3.31 1.08 
3 20.1 6.4 18.8 3.14 2.93 1.06 
4 62.7 6.7 24.9 9.35 3.71 2.51 
5 97.8 6.9 37.0 14.17 5.36 2.64 
6 110.3 13.2 54.7 8.35 4.14 2.01 
7 4.1 9.1 27.7 0.45 3.04 0.14 
8 5.0 12.4 44.l 0.40 3.55 0.11 
9 45.1 9.4 27.6 4.79 2.93 1.63 
Table 5.3. Calibration constants (spectral-ratio method) derived from the 
heuristic calibration for models A and B. The parameter Fmin is the minimum 
value of the function minimized, and is a measure of how well the model fits 
the calibration data. 
Model 
Model A 
Model B 
c 
1.757 
1.952 
Calibration constants 
c 
-1.949 
0.301 
c 
0.744 
c 
-0.125 56 
160 
120 
The calibration constants are given in Table 5.3. Note that the calibration constants for 
model A do not reflect the physical nature of this model. For example, the calibration 
has returned a negative c2 value - clearly at odds with the known shape of the U 
spectrum. This is not considered a generic problem of the calibration technique, but 
rather a problem with the calibration dataset. The Th and U concentrations for this 
calibration dataset are highly correlated. Thus a negative value for c2 is compensated for 
by a larger than expected c3. The concave structure of the K spectrum in the vicinity of 
the 0.609 MeV photopeak results in an expected negative c4 value. 
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The parameter Fmin listed in Table 5 .3 is the final value of the function minimized for 
each calibration. Small values of Fmin indicate a good fit between model and data. The 
4-parameter model thus fits the calibration data better than the 2-parameter model. 
5.2.4 Model tests on real data 
Figure 5.5 shows a pseudocolour image of the raw U window data from the Medussa 
Banks survey. The image has been enhanced by modulating the saturation and intensity 
of colour using a N-S gradient of the gridded data. This enhances linear features in the 
flight line direction (E-W). The significant banding in the image is due to variations in 
atmospheric radon concentrations during the course of the survey. The smoothed over-
water U window count rates in this image vary between 20 and 55 cps, thus 
demonstrating the large effect that changes in atmospheric radon concentrations can 
have on airborne gamma-ray spectrometric U window count rates. Figure 5.6 shows the 
same data after applying deadtime, energy drift, background, stripping and height 
corrections (i.e. conventional 3-channel processing). Figures 5.6(a) and 5.6(b) are the U 
window data for model A and B respectively, calibrated using the heuristic method. In 
both cases an integration time of 200 s was used for the estimation of the radon 
background. 
The absence of significant streaking in Fig. 5 .6( a) indicates that the radon background 
has been effectively removed. Model B also gives surprisingly good results 
[Fig. 5.6(b)]. Even though some E-W streaking is evident, the background estimation by 
this simple model has still dramatically improved the quality of the data processing. The 
residual streaking in Fig. 5.6(a) and 5.6(b) is interpreted as background estimation errors 
in the U window. The stripping of Th counts out of the U window is unlikely to 
contribute to streaking in the U window, since the Th window data are generally streak-
free. The smoothed variations in the over-water U window count rates shown in 
Fig. 5.6(b) have been reduced to about 4 cps. 
A comparison of Figs 5.5 and 5.6 is perhaps not a fair demonstration of how well the 
background estimation method has performed. The raw U window count rates shown in 
Fig. 5.5 are high, resulting in a crisp image. These counts include contributions from 
scattered photons from terrestrial Th, as well as the contributions of the 3 background 
components. The processed U window count rates shown in Fig. 5.6 are low, as these 
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Figure 5.5. Gradient-enhanced pseudocolour image of the raw U window data from the 
Medussa Banks survey area. The E-W banding correlates with individual survey flights and is 
due to atmospheric radon variations during the course of the survey. Many of the E-W lines 
terminate at 129°, resulting in the N-S discontinuity evident m the image. 
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Figure 5.6. Background-corrected and stripped U window data for the Medussa Banks survey 
area. (a) Background removed using the 4-parameter spectral-ratio method (model A) calibrated 
using the heuristic calibration procedure (top). (b) Background removed using the 2-parameter 
model (model B) calibrated using the heuristic calibration procedure (bottom). 
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data have been both background corrected and stripped. Consequently, even small errors 
in the estimation of radon background will appear as along-line (E-W) streaking in the 
images. For example, average background-corrected and stripped U window count rates 
over the onshore parts of the Joseph Bonaparte Gulf survey area are only 11 cps. But the 
radon contribution to the raw U window count rate varies between 12 and 47 cps. The 
radon background has obviously been well estimated since the method has produced 
essentially streak-free processed data. Figure 5.7 shows the U window data for the 
Joseph Bonaparte Gulf survey area after background correction but before stripping, i.e. 
scattered Th counts have not yet been removed. A comparison with the raw data in 
Fig. 5.5 demonstrates that the radon background has been effectively removed. 
5.2.5 Alternative calibration (model A - spectral-ratio method) 
Simulated K, U and Th spectra can be generated for any particular height using the 
parametric PC model described in Chapter 3. By including the exponential relationship 
between the simulated heights and the actual STP heights described in Chapter 4 (see 
Fig. 4.9), these spectra produce a good fit to spectra observed over the calibration range 
at various heights (Chapter 4). A series of K, U and Th spectra have been generated in 
this way, and these have been used to calibrate model A for a range of detector heights. 
The c2, c3, c4 coefficients (model A) exhibit a linear dependence on effective height 
and are shown in Fig. 5.8. Typical coefficients at 89 m STP are given in Table 5.4. 
The c1 coefficients are determined directly from an observed radon spectrum. 
Figure 5.9 shows c1 as a function of height. The radon spectra were observed over Lake 
Hume at various heights during the calibration range surveys described in Chapter 4. 
There is no clear height relationship evident, but the spectra on which these coefficients 
are based are not of good quality. The calibration range survey was flown during a 
period of low atmospheric radon concentration, and under these circumstances, errors in 
the estimation and removal of aircraft and cosmic background are propagated as 
significant errors into the resulting estimate of the radon spectrum. Previous calibration 
flights over Lake Hume had been for the calibration of the 3-channel method, and the 
spectra integration times used were not sufficient to obtain good quality radon spectra. 
The c1 coefficient used during this study (Table 5.4) is based on an average radon 
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Figure 5.7. Background-corrected U window data for the Medussa Banks survey area. 
Background was removed using the 4-parameter spectral-ratio method (model A) calibrated 
using the heuristic calibration procedure. The data have not been stripped, i.e. Th counts are still 
present in the U window. A comparison with the raw data in Fig. 5.5 demonstrates that the radon 
background has been effectively removed. 
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Figure 5.8. Model A calibration coefficients c2 , c3 , c4 as functions 
of detector height The coefficients were determined from 
calibration spectra at various simulated heights. 
Table 5.4. Calibration constants (spectral-ratio method, model A) for a 
detector height of 89m STP (about lOOm at 20°C). The constants were 
derived from simulated terrestrial spectra and an observed radon spectrum. 
Model Type Calibration constants (Model A) 
c c c c 
Peak 1.944 0.645 0.014 -0.018 
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Figure 5.9. Models A and B calibration coefficient c1 as a function 
of detector height. The coefficients were derived from radon 
spectra observed over Lake Hume. 
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spectrum, derived by averaging of over-water lines in the Bonaparte Gulf area flown on 
days of high atmospheric radon concentrations. The coefficient is assumed to remain 
constant with detector height. 
Processed U window data for model A calibrated using the simulated component 
spectra produced a result similar to that shown in Fig. 5.6(b). The method was thus 
effective at estimating the radon background. The advantage of using the component 
spectra to calibrate the spectral-ratio method is that the calibration can be performed for 
a range of detector heights, and the height dependence of the calibration coefficients can 
be accommodated in the background estimation procedure. 
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5.2.6 Alternative calibration (model B -spectral-ratio method) 
The data requirements for both the heuristic calibration procedure and the use of 
simulated component spectra are stringent. Simulated component spectra or offshore-
onshore lines over a range of lithologies and under various atmospheric radon 
concentrations are usually not readily available. But adequate calibration of model B 
can be achieved using typical survey data. The calibration requirements for this model 
are a radon spectrum and a composite K, U and Th 'ground' spectrum. The constant c1 
is then estimated from the radon spectrum as the ratio of the peak count rates at 
0.609 MeV to the count rate in the conventional U window, and c2 is derived from the 
ground spectrum in similar fashion. 
A radon spectrum is easily acquired as described earlier. A ground spectrum can also 
be acquired directly from survey data. Since the background radiation at successive 
sample positions along a line are virtually the same, the difference between successive 
observed spectra will remove all background components. The difference spectrum will 
represent the change in radiation from the ground at the two measurement locations. 
While these changes may be small, they can be progressively accumulated for an entire 
survey to produce a well-defined spectrum. Note that the ground spectrum derived using 
this differencing procedure does not represent the average spectrum due to ground-based 
sources over the survey area. For example, if there was no variation in Kover the survey 
area, then the accumulated ground spectrum would have no K component. 
The strategy adopted for determining a ground spectrum is based on the differencing 
procedure. However, there are two sources of error in this approach that need to be 
considered. 
(a) There is a risk of accumulating statistical noise and thus corrupting the resultant 
ground spectrum. This is addressed by attempting to maximize the contribution to 
the difference spectrum due to changes in ground radio-element concentrations by 
accumulating the differences between spectra that are 10 s apart (about 600 m along 
the flight line). Over this distance, the differencing procedure can effectively 
sample the full dynamic range of individual anomalies recorded at 100 m height. 
The contribution of statistical noise is also limited by accumulating only those 
difference spectra whose total count is greater than five standard deviations (5cr) of 
the prevailing observed total count. This helps ensure that the difference spectra 
used are actually a result of changing radiation output from the ground. The 
Table 5.5. Calibration constants for Model B (spectral-ratio 
method) derived directly from observed radon and ground 
spectra at a height of 89m STP. c1, and c2 , are the ratios 
between the 0.609 MeV peak count rate and the conventional 
U window count rate for a radon spectrum and a composite K, 
U and Th ground spectrum respectively. 
c c 
1.944 0.364 
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difference spectra are also multiplied by the sign of the total count to ensure that 
each contribution is positive. 
(b) There is the potential to contaminate difference spectra with the effect of changes in 
detector height. For example, a typical survey aircraft can climb 14 m during 10 s. 
Due to the rapid fall-off of radiation with distance from the source, this change in 
height alone can produce a change in the observed radiation equivalent to 5cr of the 
total count. The selection of spectra for differencing was therefore restricted to 
pairs of spectra at which the observed heights differed by less than 3 m. The choice 
of spectra was also limited to those whose heights were within ± 10 m of the survey 
reference height. 
The calibration constants estimated from the derived radon and ground spectra are given 
in Table 5.5. The background corrected U window data using these constants was 
virtually identical to that using the heuristic calibration procedure and shown in 
Fig. 5.6(b). 
5.3 Radon Estimation - Full-Spectrum Method 
Dickson et al. (1981) suggested the full-spectrum approach to the estimation of 
atmospheric radon. But the difficulties associated with the adequate modelling of 
airborne spectral components using simulated spectra from ground-based experiments 
has thus far precluded its use. However, the mapping of simulated heights (for finite 
sources) onto actual STP heights (for infinite sources) described in Chapter 4 provides 
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the means to generate the component spectra required for a full-spectrum approach to 
the estimation of atmospheric radon. 
Consider the observed spectrum to be a linear sum of four components due to each of 
K, U, Th and atmospheric radon as follows: 
(5.17) 
where l obs is the observed spectrum, IKJ, IV], !Thi and !RI are the elemental count rates 
due to K, U, Th and atmospheric radon, respectively, andfK, f u, fTh, andf,.adon are the 
normalized component spectra due to each of K, U, Th and atmospheric radon. The K, 
U and Th components are functions of detector height, and are generated for each height 
using the parametric PC model. The radon component spectrum is assumed to remain 
constant with the height of the detector. 
The elemental count rates in eqn (5.17) can be estimated using the least-squares 
method [eqn (3.3)]. The statistical errors associated with the estimation of the radon 
component can be determined using eqn (3.4). 
The processed U window data for the Medusa Banks survey using the full-spectrum 
background estimation method and a 200-s integration interval is shown in Fig. 5 .10. 
Significant streaking is evident. The smoothed variations in the over-water count rates 
have amplitudes up to 12 cps. Possible sources of error for the full-spectrum method are 
discussed in §5.5. 
5.4 Error Propagation 
Errors in the estiprntes of atmospheric radon concentration for the full-spectrum method 
can be estimated from eqn (3.4). However, errors in the estimates of radon concentration 
are not easily estimated for the spectral-ratio method. This is because of the difficulty in 
estimating the errors associated with the exponential approximation of the Compton 
continuum under the low-energy peak. A statistical analysis of simulated spectra has 
therefore been used to determine the errors in the radon background estimates for this 
model. 
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Figure 5.10. Background-corrected and stripped U window data for the Medussa Banks survey 
area. Background was removed using the full-spectrum method. 
Table 5.6. K, U and Th window count rates for the simulated 
ground spectrum used for the calculation of errors in the radon 
estimates. 
Potassium Uranium Thorium 
(cps) (cps) (cps) 
unstripped 230.5 33.8 47.7 
stripped 197.3 12.6 47.7 
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A typical observed spectrum at 89 m (STP) height due to both terrestrial and 
background sources was constructed using simulated K, U and Th spectra and observed 
background components. Synthetic noise, based on the count rate in each channel, was 
then added to this simulated spectrum and the radon background estimated. This cycle 
was repeated many times to enable the variance in the radon background estimates to be 
reliably estimated. 
Both unstripped and stripped window count rates for the ground spectrum used in the 
analysis are given in Table 5.6. These count rates represent the U window response at 
89 m (STP) height due to average crustal concentrations of the radio-elements. The 
terrestrial and background contributions to the U window for the simulated spectrum are 
given in Table 5.7. The radon contribution to the U channel was set at 25 cps and 
represents about 44% of the total raw U window count rate. This is typical of the 
average radon levels encountered on the Medussa Banks survey. 
The fractional errors in the estimated radon concentrations for various integration 
intervals are summarized in Fig. 5.11 for both the full-spectrum method and the 
spectral-ratio method (model A). Note that the fractional errors are the standard 
deviations in the estimated radon count rate in the conventional U window (25 cps) 
expressed as a percentage of the background-corrected and stripped U window count 
rate (12.6 cps). The model A calibration constants derived from component spectra were 
used in the analysis (Table 5.4). The propagation of random errors in the data into the 
radon estimates is about twice as large for the spectral-ratio method (model A) as for the 
full-spectrum method (Fig. 5 .11 ). 
Table 5.7. Source contributions to the U window of the 
simulated spectrum used for calculating radon estimation 
errors. 
Source 
ground sources 
aircraft background 
cosmic background 
radon background 
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Figure 5.11. Fractional errors in the estimated radon 
concentrations for the spectral-ratio and full-spectrum 
methods. The fractional errors are the standard deviations in 
the estimated radon count rate in the conventional U window 
(25 cps) expressed as a percentage of the background 
corrected and stripped U window count rate (12.6 cps). 
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5.5 Model Comparisons, Sources of Error 
The full-spectrum method is potentially the best method for estimating atmospheric 
radon background concentrations. The model minimizes the propagation of random 
observational errors into the estimates of the radon concentration, and the effect of 
variations in the detector height on the model components is easily accommodated. 
However, the method has not removed radon background from the Medussa Banks 
survey data as effectively as the spectral-ratio method. A possible explanation for this is 
that systematic errors associated with estimation of the aircraft and cosmic components 
of background have adversely affected the method. By contrast, the heuristic calibration 
of the spectral-ratio method is able to better accommodate these errors, since the 
calibration coefficients are estimated from data that have already been corrected for 
aircraft and cosmic background. An alternative explanation relates to the vertical 
distribution of radon in soils. If the vertical distribution in the survey area differs from 
that at the calibration range, then the effective height used to construct the U component 
spectrum used by the full-spectrum method will be in error. If this is the case, then 
perhaps the inadequate representation of the real data by the component spectra at low 
energies is minimized by the use of the spectral-ratio method. In other survey areas, the 
full-spectrum method has removed the radon background as effectively as the 4-
component spectral-ratio method. 
The spectral-ratio method can be calibrated in several different ways. The heuristic 
calibration procedure has the advantage that it is easily applied to a range of models. 
The procedure could, for example, even be applied to the calibration of the upward-
looking detector method. The procedure has been used to calibrate two models based on 
the spectral-ratio method for estimating atmospheric radon background. The most 
complete model (model A), which considers all spectral contributions to the regions of 
interest, has been effective in estimating the radon background. This model was also 
calibrated using simulated component spectra to derive the required calibration 
constants for a range of detector heights. This allows changes in the height of the 
detector to be accommodated in the background estimation procedure, and this may be 
valuable in areas of rugged topography. The spectral-ratio method performed well with 
this form of calibration. 
The data requirements for the heuristic calibration procedure are strict. A series of 
offshore-onshore lines must be flown such that each line samples a different ground and 
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radon signal. But the two-component spectral-ratio method (model B) is easily 
calibrated using normal survey data. A radon spectrum can be acquired by recording a 
background spectrum over water and then subtracting the aircraft and cosmic 
components. A ground spectrum can be derived from survey data using a differencing 
technique to remove background components. The difference spectra represent the 
changes in radiation from the ground along each line and these can be progressively 
accumulated to produce a well-defined average ground spectrum. However, care must 
be taken to avoid the contribution of statistical noise and changes in detector height to 
the difference spectra. 
There are two problems with the ground-spectrum approach. Large variations in the 
height of the detector will introduce errors into the estimation of radon background. 
This is because the shape of the 'ground' spectrum changes with the height of the 
detector. The constant c2, for example, increases from about 0.340 to 0.607 for ground 
spectra at 100 m and 60 m respectively. The topography in the Joseph Bonaparte Gulf 
area is relatively subdued, and the processing of these data were based on the 
assumption of a constant detector height of 100 m. The method should ideally be 
calibrated for a continuous range of heights, and the calibration constants used for each 
spectrum integration interval should reflect the average detector height for the interval. 
The main limitation on the use of the two-component model (model B) is that it fails in 
areas where there are large variations in the Th/U ratio. The model appears to tolerate 
changes in the K/Th and K/U ratios, possibly because the exponential approximation to 
the Compton continuum effectively removes the K contribution to the low-energy peak 
count rate. However, large variations in the U/Th ratio, typically over mineralized 
granites, lead to large errors in the estimation of radon background. The method should 
not be used in such circumstances. 
The estimation of the Compton continuum m the vicinity of the 0.609 MeV 
photopeak is probably a significant source of error in the spectral-ratio method. In this 
study the continuum has been estimated by a least-squares exponential fit to six points -
three points on either side of the peak. Perhaps this method could be improved by first 
smoothing the integrated spectrum prior to estimating the Compton continuum. 
Quittner (1972) describes a simple smoothing procedure based on the piecewise fitting 
of low order polynomials to the observed spectrum. 
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Chapter 6 
OPTIMUM CHANNEL COMBINATIONS 
6.1 Introduction 
The inversion of multichannel gamma-ray spectra can be a computationally intensive 
task - particularly for non-linear models. In a typical survey, spectra may be acquired at 
up to half a million data points - with each spectrum requiring inversion. Processing 
time is thus an important consideration, and this raises the issue as to the best way of 
reducing the number of spectral channels by the summing of discrete gamma-ray 
channel count rates. Summing channels also increases the count rates in the resulting 
combined channels, thus ensuring that the errors associated with the resulting count 
rates approximate a Gaussian distribution. Finally, the summing of channels tends to 
reduce the covariance between adjacent channels, which is introduced through the 
energy calibration of observed spectra. This will be discussed further in Chapter 7. 
This chapter first reviews existing methods for combining channels by summing 
discrete 12 keV channel count rates. The existing methods are restricted in the sense that 
they confine the choice of channels being summed to contiguous channels in the 
spectrum. This restriction is relaxed, and a new method for summing channels is 
proposed. While the optimum channel combinations are now more difficult to 
determine, the results are an improvement over existing methods. The use of optimum 
channel combinations is shown to minimize the effects of spectral drift in the observed 
spectra. Finally, methods for determining optimum window boundaries for conventional 
3-channel gamma-ray spectrometry, and for a 4-channel atmospheric background 
estimation model are described. 
6.2 Previous Work 
Previous work by Dickson (1980) and Grasty et al. (1985) relied on the 3-component/3-
parameter model (Oh model) - i.e. the observed spectrum is assumed to be a linear sum 
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of 3 pure spectra due to each of K, U and Th. For consistency, the use of this model is 
retained, although all of the techniques discussed in this chapter can be applied to more 
complicated models. The Oh model requires that the background-corrected airborne 
spectrum be acquired at a fixed height, and the source of the gamma rays are infinite 
sources of K, U, and Th. The least-squares solution for this model was presented in 
§3.2.3. 
Dickson (1980) investigated the effect on the fractional errors associated with the 
model parameter estimates (eqn 3.4) of reducing the number of channels by summing 
adjacent channels in such a way that all channels retain the same width - i.e. 'equal-
width' channels. This strategy can be used to estimate the fractional errors for 256, 128, 
85, 64 etc. channels. Results from this type of analysis using component spectra 
acquired by a 32-litre detector system at a simulated height of 89 m STP and a sample 
integration time of 1 s, are given in Table 6.1 and summarized in Fig. 6.1. The errors are 
the standard deviations expressed as percentages of the source concentrations. As noted 
by Dickson (1980), the fractional errors in the estimated radio-element concentrations 
asymptotically approach a minimum as the number of channels increases. Also, this 
minimum is reached when further increases in the number of channels no longer add to 
the structural resolution of the spectrum. 
Grasty et al. (1985) also summed adjacent 12 keV data channels and showed that the 
fractional errors in the estimated concentrations of the radio-elements for a fixed 
number of channels can be reduced by removing the restriction that the summed 
channels be equi-energy partitions of the spectrum - i.e. they used 'variable-width' 
channels. They used an iterative method to determine the optimum position of the 
channel boundaries for a fixed number of channels as follows. By trying all possible 
combinations they find two adjacent channels that, when combined, produce the 
smallest increase in the fractional errors of the model parameters. These two adjacent 
channels are then combined permanently, and the number of channels has been reduced 
by one. This process is then repeated until the number of channels is reduced to the 
required value. There is a risk associated with this type of iterative procedure, since the 
search for a minimum is via an essentially steepest descent downhill search method. 
There is no guarantee that the minimum reached is a global minimum. This work has 
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Table 6.1. Concentration errors for various equal-width channel configurations over typical 
crustal material (2000 ppm K, 2.5 ppm eU, and 9 ppm eTh) using a 32-litre detector at 89 m 
STP under conditions of average atmospheric radon concentrations (25 cps in the 
conventional U window). Only channels 45 (0.515 MeV) to 256 (3.0 MeV) were used in the 
analysis. Errors for the conventional 3-channel method (K: 1.37-1.57 MeV, U: 1.66-
1.86 MeV, Th: 2.41-2.81 MeV) are given for comparison. 
No. of Channel width Standard deviations as percentages Condition no. of 
channels (keV) of the source concentrations matrix 
{for 1-s data2 G1V 1G (Eqn 3.3) 
K u Th 
212 12 8.11 36.58 12.78 158.8 
106 24 8.13 36.68 12.80 159.3 
70 36 8.15 36.82 12.83 160.1 
53 48 8.19 37.03 12.88 161.4 
42 60 8.22 37.16 12.93 162.3 
35 72 8.28 37.38 12.95 162.8 
26 96 8.40 38.23 13.13 168.3 
21 120 8.58 38.82 13.18 169.7 
14 180 8.51 39.63 13.64 182.5 
10 240 10.09 43.77 13.82 186.7 
7 360 9.29 45.97 15.16 235.0 
5 520 22.94 99.30 17.31 623.1 
3 conventional 9.45 53.01 16.20 n/a 
3-channel 
therefore been repeated using a simulated annealing method. The resulting optimum 
channels were the same as those determined using the iterative method, thus suggesting 
that the minima found by Grasty et al. (1985) are global minima. The results are given 
in Table 6.2 and shown in Fig. 6.2. 
Note that the errors quoted in Tables 6.1 and 6.2 and shown in Figs 6.1 and 6.2 are 
for spectra acquired using a 1-s integration time. However, the spectral plots shown in 
Figs 6.1 and 6.2 are for spectra averaged over long integration times, and are included 
only to show the positions of the channel boundaries relative to the prominent 
photopeaks. 
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Figure 6.1. (a) K, (b) U and (c) Th concentration errors for various equal-width channel 
configurations over typical crustal material (2000 ppm K, 2.5 ppm eU, and 9 ppm eTh) and 
using a 32-litre detector at 100 m height. Errors for the conventional 3-channel method (K: 
1.36-1.56 MeV, U: 1.66-1.86 MeV, Th: 2.41-2.81 MeV) are given for comparison. (d)-(f) 
Multichannel spectra over typical crustal material for 36, 27, and 14 equal-width channels, 
respectively. 
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Table 6.2. Concentration errors for various variable-width channel configurations 
over typical crustal material using a 32-htre detector at 89 m STP under conditions 
of average atmospheric radon. Only channels 45 (0.515 MeV) to 256 (3.0 MeV) 
were used in the analysis. Errors for the conventional 3-channel are given for 
comparison. The function minimized was the sum of the percentage standard 
deviations for K, U, and Th. 
No.of Standard deviations as percentages Condition no. of 
channels of the source concentrations matrix 
~for 1-s data} G1v·1G (Eqn 3.3) 
K u Th 
212 8.11 36.58 12.78 158.8 
106 8.11 36.60 12.79 159.0 
70 8.12 36.63 12.81 159.3 
53 8.13 36.68 12.82 159.6 
42 8.13 36.74 12.84 160.0 
35 8.14 36.81 12.86 160.8 
26 8.15 36.96 12.91 162.1 
21 8.18 37.08 12.95 162.9 
14 8.30 37.76 13.11 167.2 
10 8.35 38.45 13.29 173.1 
7 8.37 40.06 14.43 200.8 
5 9.34 42.16 14.69 201.7 
conventional 9.45 53.01 16.20 n/a 
3-channel 
6.3 Optimum Channel Combinations 
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The use of variable-width channels is seen to be an improvement over the use of equal-
width channels. A possible explanation for this is that where discrete 12 keV adjacent 
channels have a high degree of linear dependence the method can improve the condition 
of the resulting system of equations (relative to the equal-width system) by summing 
these channels. But since the method only involves the summing of adjacent channels, it 
can not accommodate the possibility of a linear dependence between channels or groups 
of channels that are not physically adjacent in the spectrum. This is the motivating 
factor in developing a new and improved method for combining channels in such a way 
as to minimize any increase in the fractional errors of the model parameters. The 
potential of the method is evident from a study of the data resolution matrix. 
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Figure 6.2. (a) K, (b) U and (c) Th concentration errors for various variable-width channel 
configurations over typical crustal material using a 32-litre detector at 100 m height under 
conditions of average atmospheric radon concentrations. Errors for the conventional 3-channel 
are given for comparison. (d)-(f) Multichannel spectra over typical crustal material for 60, 30, 
and 15 variable-width channels, respectively. 
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6.3.1 The data resolution matrix (after Menke, 1989) 
Consider one of the design tools available from linear mverse theory - the 'data 
resolution matrix'. Suppose we have a generalized inverse for Gm= d, i.e. 
(6.7) 
where dobs is the observed data, G-g is the generalized inverse, and mest is the estimate of 
the model parameters. Then an estimate of how well mest fits the data can be obtained 
by substituting mest form in Gm=d. i.e. 
(6.8) 
where dpre is our prediction of the data based on our estimate of the model parameters. 
Then, by definition 
N = GG-g = Data Resolution Matrix. (6.9) 
If N = I, then dpre = dobs and we have perfect resolution. The rows of N describe how 
well neighbouring data can be resolved. The diagonal of N is known as the 'data 
importance' , and is similar to the relative information vector of eqn (3.9). Where there is 
a natural ordering to the data, large off-diagonal elements in the matrix can be 
interpreted as representing high degrees of correlation between channels. 
The data resolution matrix for the 3-component least-squares model (Oh) is shown in 
Fig. 6.3. Large off-diagonal elements are evident where two photopeaks due to the same 
element or decay series occur in the spectrum. This indicates that there is a measure of 
linear dependence between photopeaks some way removed (in energy) from each other 
in the spectrum. 
The new method for determining optimum channel combinations derives from the 
idea that perhaps the linear dependence between data channels can be reduced, and the 
condition of the resulting set of equations thus improved, by summing over different 
parts of the spectrum as opposed to the variable-width method of restricting the 
summing to adjacent channels only. The question of which channels to sum is possibly 
best answered using the method of simulated annealing. 
Figure 6.3. The data resolution matrix for the 100 m height, 3-component 
least-squares model. The diagonal of the matrix is from left to right in this 
figure. 
6.3.2 The simulated annealing method 
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The simulated annealing method is a global combinatorial minimization method. We 
wish to find the 'best' combination from a large but finite set of possibilities. The 
method is based on the analogy with the way metals cool and anneal. If molten metal is 
cooled slowly then the constituent atoms are often able to align themselves in such a 
way to achieve a minimum energy state. The method seeks to minimize an objective 
function (in this case the errors in the elemental concentrations) by determining the 
'best' combination of model parameters (in this case the channel combinations). The 
minimization is essentially by trial and error: the model parameter set is randomly 
sampled from the parameter space many thousands of times and each time the objective 
function is calculated and compared to the current minimum. If a model parameter set 
produces a new minimum for the objective function, then this is saved as the current 
minimum. However, a model parameter set producing a larger objective function value 
than the current minimum can occasionally be accepted as the new minimum. The 
probability that this happens depends on a control parameter analogous to temperature. 
This scheme, where the method usually takes a downhill step but occasionally takes an 
uphill step in search of the global minimum, is known as the Metropolis algorithm 
(Metropolis et al., 1953). By careful choice of annealing schedule (how the control 
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parameter is lowered from high to low values) the method can avoid the convergence of 
the system to local minima. A description of the method is given by Press et al. (1986). 
6.3.3 Optimum channel combinations for the multichannel method 
The concept of a 'generalized channel' is introduced. A generalized channel is the 
summation of one or more 12 keV data channels where these 12 keV data channels are 
not necessarily contiguous. The strategy for determining the best combination of 12 keV 
data channels to sum for each generalized channel uses a simulated annealing 
minimization technique as follows. 
Say we have 256 data channels and want 20 generalized channels. Each 12 ke V data 
channel is assigned to one and only one of the 20 generalized channels. How this initial 
assignment is done is not important. The fractional errors of the model parameter 
estimates for the current set of generalized channels are then calculated using eqn (3.4). 
One of the 256 data channels is then randomly chosen and reassigned to another 
generalized channel. If this reassignment results in an improvement to the fractional 
errors, then the new configuration is accepted. If the new configuration is not an 
improvement, then the new configuration is accepted only with a certain probability that 
depends on how 'bad' the new fractional errors are compared to the current minimum, 
and on the current 'temperature' of the system as noted in §6.3.2. If the new 
configuration is rejected, then the old configuration is reinstated. The whole process is 
repeated many thousands of times until a stable minimum for the fractional errors is 
reached. 
Typical results are given in Table 6.3 and shown in Fig. 6.4. Figure 6.4 shows a 
comparison of the fractional errors for K, U, and Th vs number of channels for both the 
variable-width channels and the new generalized-channel method. The objective 
function minimized in this case was the sum of the fractional errors of each of the 3 
source concentrations. The new method has resulted in marginal improvements to the 
fractional errors for K and Th, but significant improvements for U as the number of 
channels decrease. For example, relative to the variable-width method of summing 
channels, U fractional concentration errors are reduced by 3% for 10 channels and by 
5% when the number of channels is reduced to 7. The matrix G1V'1G is also marginally 
better conditioned for the generalized-channel systems than the variable-width systems. 
Table 6.3. Concentration errors for various generalized channel configurations 
over typical crustal material using a 32-litre detector at 89 rn STP height under 
conditions of average atmospheric radon. Only channels 45 (0.515 MeV) to 256 
(3 .0 MeV) were used in the analysis. Errors for the conventional 3-channel 
method are given for comparison. The function minimized was the sum of the 
percentage standard deviations for K, U, and Th. 
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Note that the condition of the matrix GtV-1G deteriorates slightly and the fractional 
errors increase as the number of channels decreases. This is interpreted as the result of 
two competing effects. While the summing of channels may reduce the linear 
dependence between data channels, over most of the spectrum the similarity between 
the component spectra is increased, since the summing is essentially an averaging 
process. This leads to a less well-conditioned system. 
As a simple example of the results from the optimization process, the best 5 
generalized channels are shown in Table 6.4. Generalized channel no. 1 is a summation 
of 12 keV channels about the 0.609 MeV and 1.12 MeV U photopeaks as well as 
channels on either side of the 1.76 MeV U photopeak. Channels 2, 3, and 4 cover 
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Figure 6.4. A comparison of (a) K, (b) U and (c) Th 
concentration errors for vanous variable-width and 
generalized-channel configurations over typical crustal 
material (2000 ppm K, 2.5 ppm eU, and 9 ppm eTh) and 
using a 32-litre detector at 100 m height. 
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Table 6.4. Optimum channel combinations for 5 generalized channels over typical crustal 
material using a 32-litre detector at 89 m STP height under conditions of average atmospheric 
radon concentrations. Only channels 45 (0.5 15 MeV) to 256 (3.0 MeV) were used in the 
analysis. For reference, prominent photopeaks (with source and channel numbers in 
parentheses) are found at 0.609 MeV (U, 52), 0 .908 MeV (Th, 78), 1.12 MeV (U, 96), 
1.46 MeV (K, 125), 1.76 MeV (U, 151), and 2.61 MeV (Th, 223). 
Channel Channel numbers of the 12 keV data channels Comments 
number summed for this generalized channel 
2 
3 
4 
5 
45 46 47 48 49 50 51 52 53 54 Summation of 12 keV data 
55 56 57 88 89 90 91 92 93 94 channels about the 0.609 MeV 
95 96 97 98 99 100 101 102 103 104 and 1.12 MeV (U) photopeaks as 
105 106 107 108 109 110 111112113 114 wellaschannelsoneither sideof 
115 116 11 7 118 134 135 140 141 142 143 the 1.76 MeV (U) photopeak. 
160 161 162 163 185 186 187 188 189 190 
191 192 
198 199 200 201 202 203 204 213 214 215 
216 217 218 219 220 221 222 223 224 225 
226 227 228 229 230 231 232 233 234 235 
236 
120 121 122 123 124 125 126 127 128 129 
130 
144 145 146 147 148 149 150 151 152 153 
154 155 156 157 158 159 
58 59 60 61 62 63 64 65 66 67 
68 69 70 71 72 73 74 75 76 77 
78 79 80 81 82 83 84 85 86 87 
89 119 131 132 133 134 135 136 137 138 
139 164 165 166 167 168 169 170 171 172 
173 174 175 176 177 178 179 180 181 182 
183 184 193 194 195 196 197 205 206 207 
208 209 210 211 212 237 238 239 240 241 
242 243 244 245 246 247 248 249 250 251 
252 253 254 255 256 
Mainly a summation over the 
2.61 MeV (Th) photopeak. 
Summation over the 1.46 Me V 
(K) photopeak. 
Summation over the 1.76 MeV 
(U) photopeak. 
Mainly Compton continuum 
between major photopeaks, but 
includes the 0.908 (Th) 
photopeak. 
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exclusively the 2.61 MeV (Th), 1.46 MeV (K) and 1.76 MeV (U) photopeaks 
respectively. Channel 5 mainly samples the Compton continuum between major 
photopeaks, but also includes the 0.908 MeV (Th) peak. 
6.3.4 The effect of energy drift and the resolution of the observed spectrum 
All spectrometers are affected by energy drift in the observed spectra. In older systems, 
drift of up to 2% ( 4.5 channels for the Th photopeak at 2.46 Me V) during the course of a 
day is common. The drift is caused by changes in the gains of the photomultiplier tubes 
due to drift in the high voltage supply and changes in temperature. If all of the crystals 
comprising a detector package do not drift sympathetically, then the sum spectrum will 
also suffer a loss of energy resolution. The effect of this drift on elemental abundance 
estimation for each of the full-spectrum and generalized-channels systems has been 
investigated. Simulated spectra have been used to estimate the effect of both energy drift 
and loss of resolution in terms of the bias that is introduced into the estimates of the 
elemental count rates, and in terms of the effect on the fractional errors associated with 
these estimates. 
The parametric PC model was used to generate a theoretical background-corrected 
spectrum that would be observed over typical crustal material using a 32-litre detector at 
89 m STP height. The variance associated with each channel count rate was estimated as 
the count rate in each channel due to both terrestrial and background sources. The 
background was assumed to comprise typical aircraft and cosmic components, and a 
radon contribution based on average concentrations of atmospheric radon typically 
encountered in airborne surveying (25 cps in the conventional U window). Various gain 
shifts were then applied to the theoretical spectrum, and for each gain shift, the spectrum 
was inverted to elemental count rates using the Oh model. 
The bias associated with estimates of the elemental count rates usmg 212 data 
channels (0.521-3.0 MeV) and 21 generalized channels are shown in Figs 6.5 and 6.6 
respectively. The use of generalized channels reduces the bias to about one-third that 
observed using the full spectrum. For a 1 % gain shift, the bias is large - particularly for 
the estimation of U. This demonstrates the importance of energy calibration for the 
processing of airborne gamma-ray spectrometric data. Post-processing of gamma-ray 
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Figure 6.5. Bias in the estimates of (a) K, (b) U and (c) 
Th elemental count rates introduced through gain shifts 
in the observed spectra. The simulated spectra used in 
the analysis comprised 212 12 keV channels in the 
energy range 0.521-3.0 MeV. The bias is quoted as the 
percentage deviation of the estimated elemental count 
rates from the true elemental count rates. 
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spectra should reduce errors in the gain to less than 0.1 %. This will reduce the bias in 
the elemental count rates due to energy drift to negligible proportions. 
The effect of a loss of resolution has been simulated by summing two theoretical 
spectra that have been gain-shifted in opposite directions - i.e. a positive and negative 
gain shift respectively. Thus, a positive and negative gain shift of 1 % (i.e. +/- 1 %) 
simulates a spectrum where half the crystals have drifted upward by 2.2 channels at the 
2.61 MeV Th photopeak, and half the crystals have drifted downward by 2.2 channels at 
the same peak. The bias in the elemental count rates associated with a loss of resolution 
are shown in Figs 6.7 and 6.8 for 212 data channels (0.521-3.0 MeV) and 21 generalized 
channels respectively. The errors are much smaller than those associated with energy 
drift. The use of generalized channels also results in a marginally smaller bias in the 
estimates of the K, U and Th elemental count rates. 
The effect of both energy drift and resolution on the standard deviations of the 
estimated elemental count rates was investigated in the same way as the precision of 
model parameter estimates were investigated in §3.5. A random number generator was 
used to generate Poisson noise associated with the mean count rate in each channel of 
the theoretical spectrum. The noise was assumed to be due to both simulated terrestrial 
and background sources. The pseudo-random noise was added to the mean count rate 
for each channel and the elemental count rates were estimated and saved. This process 
was repeated several thousand times to allow the solutions for K, U and Th elemental 
count rates to be analyzed for mean and variance. Variations in the fractional errors due 
to energy drift and loss of resolution are small - always less than 3%, and generally less 
than 1.5%. 
Modem spectrometers now have automatic gain stabilization, and this limits the loss 
of resolution due to energy drift. Also, the energy calibration of gamma-ray spectra 
during processing should reduce errors in the gain to less than 0.1 %. The anticipated 
errors due to spectrum drift and loss of resolution are thus expected to be negligible. The 
bias in K, U and Th elemental count rates due to energy drift can also be significantly 
reduced by reducing the number of channels through channel summing and the use of 
generalized channels. 
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Figure 6.7. Bias in the estimates of (a) K, (b) U and (c) 
Th elemental count rates introduced through a loss of 
resolution in the observed spectra. The simulated spectra 
used in the analysis comprised 212 12 ke V channels in 
the energy range 0.521-3.0 MeV. The bias is quoted as 
the percentage deviation of the estimated elemental 
count rates from the true elemental count rates. 
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6.3.5 Optimum windows for the 3-channel method 
The simulated annealing method can also be used to calculate optimum window 
boundaries for the conventional 3-channel method used in airborne gamma-ray 
spectrometry. Starting with an initial arbitrary assignment of the window boundaries, 
the boundaries are then perturbed at random and the minimization proceeds in exactly 
the same way as for the multichannel case described earlier. The results for a simulated 
height of 89 m STP and for various source types are given in Table 6.5. 
The positions of the optimum window boundaries tend to be stable except for sources 
with anomalous concentrations of one or more of the radio-elements. Note that for high 
U concentrations, the optimum position of the U window is centred on the low-energy 
0.609 MeV 214Bi photopeak rather than on the 1.76 MeV 214Bi photopeak usually 
monitored. By 'optimum' it is meant that for a simple model consisting of spectra 
acquired at a fixed height of 89 m STP over infinite sources, the sum of the fractional 
errors of the estimated source concentrations is a minimum. So this analysis does not 
take into consideration the fact that the conventional windows centred on the 1.46 MeV 
(K), 1.76 MeV (U), and 2.61 MeV (Th) photopeaks were originally chosen because they 
represent the highest energy diagnostic photopeaks for each of the 3 radio-elements. The 
intensity of the gamma rays from these high-energy photopeaks are thus less susceptible 
to variations in source detector geometry such as source diameter or the effective height 
of the detector than gamma rays from lower-energy photopeaks. 
The optimum windows for average crustal concentrations shown in Table 6.5 are near 
optimum for all source types analyzed. Although this is not shown in Table 6.5, 
fractional errors for all source types, other than high U and ultrabasic rocks (see 
Table 6.5 for concentrations), usmg the optimum windows for average crustal 
concentrations are within 0.7% of the optimum for each source type. These ' average 
crust' optimum windows are therefore a logical choice for 3-channel airborne gamma-
ray spectrometry. 
Minty and Kennett (1995) reported only small differ~nces between the optimum 
'average crust' windows for K and U and those recommended by the International 
Atomic Energy Agency (IAEA, 1991), but they did achieve a 4.5% reduction in the Th 
fractional error (from 17.10% to 16.32%) by broadening the conventional Th window. 
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Table 6.5. Optimum window boundaries for conventional 3-channel airborne gamma-ray 
spectrometry. The conventional photopeaks used in 3-channel spectrometry are 1.46 MeV for K 
(channel 125), 1.76 MeV for U (channel 151) and 2.61 MeV for Th (channel 223). A low-
energy U photopeak occurs at 0.609 MeV (channel 52). Concentration errors are the standard 
deviations expressed as percentages of the source concentrations. The IAEA standard window 
boundaries are those recommended in IAEA (1991) and are given for comparison purposes 
only. 
Source Concentration Optimum Windows Concentration Errors 
Source Type (channel numbers) (for optimum windows) 
K u Th Window Window Window K u Th 
{EEm2 {EEm2 {EEm2 1 2 3 
Average crust 2000 2.5 9.0 118-131 140-163 213-236 9.2 51.8 16.3 
High potassium 10000 2.5 9.0 70-132 141-163 213-236 2.9 51.5 15.7 
High uranium 2000 50.0 9.0 45-111 121-129 215-235 14.2 3.5 16.9 
High thorium 2000 2.5 30.0 119-130 143-159 198-243 10.2 69.3 8.0 
Acid igneous 3300 3.5 18.0 118-131 142-161 197-238 6.9 44.8 10.5 
Intermediate igneous 2300 1.8 7.0 117-131 139-163 214-236 8.2 66.6 18.8 
Basic igneous 830 0.5 3.0 40-117 121-130 215-235 17.9 173.4 32.0 
Shale and clay 3200 4.0 11.0 117-131 140-163 213-237 6.9 35.5 14.5 
Sandstones 1200 3.0 10.0 45-11 8 121-130 213-237 15.2 41.8 15.5 
Limestone 300 1.4 1.8 45-117 121-130 215-234 38.2 53. I 45.4 
Evaporites 100 0.1 0.4 45-117 121-129 216-232 90.6 574.3 149.7 
IAEA windows 2000 2.5 9.0 11 6-134 142-159 206-240 9.4 53.0 16.2 
(average crust) 
But Minty and Kennett (1995) did not include the effect of aircraft, cosmic and radon 
background on the channel variances. After including these influences, the present study 
suggests that the optimum windows for average crustal concentrations are found by 
narrowing the conventional Th window and broadening the conventional U window. 
This leads to a 2.6% reduction in the U fractional error (from 53.0% to 51.8%) at the 
expense of a small increase in the Th fractional error (Table 6.5). 
6.3. 6 Optimum windows for 4-channel radon estimation 
Chapter 4 described the spectral-ratio method for estimating atmospheric radon 
background. A source of error with this method is the estimation of the Compton 
continuum beneath the low-energy peak at 0.609 MeV. A possible alternative is the use 
70 
60 
......... 
c 
ro 50 
..c. 
(.) 
---
CJ) 40 0. 
~ 
>. 
:t::! 30 
CJ) 
c 20 Q) 
c: 
10 
0 
0 1 2 3 
Energy (MeV) 
Figure 6.9. Optimum four windows for the estimation of 
atmospheric radon background. 
156 
of four energy windows, and a procedure for determining the optimum windows for 
estimating radon background in this way is described below. 
The full-spectrum background estimation model described in Chapter 5 [ eqn (5.17)] 
represents an over-determined system. The even-determined system comprises four 
channels of data and four unknowns (K, U, Th and radon). Exactly the same procedure 
for the calculation of the optimum window boundaries for the 3-channel method can be 
applied to the determination of optimum windows for atmospheric radon estimation. 
Windows are initially arbitrarily assigned. The window boundaries are then perturbed at 
random, and the simulated annealing method is used to minimize the fractional 
concentration error for the radon estimates. 
Figure 6.9 shows the optimum positions of the windows for average crustal 
concentrations of the radio-elements, a height of 89 m STP, and an average radon 
concentration (25 cps in the conventional U channel). The analysis included the effect of 
aircraft, cosmic and radon backgrounds on the channel variances. Note that the 
conventional U window is no longer monitored. Instead, a broad, low-energy window 
just above the 0.61 MeV photopeak produces the smallest error in the estimated radon 
concentration. 
Note that the 4-window radon estimation model described above is essentially a 
subset of the full-spectrum model described in Chapter 5. Although this 4-window 
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model has not been tested on real data, it seems reasonable that it can perform no better 
than the full-spectrum method if the same calibration procedure as applied to the full-
spectrum method (the use of component spectra) is used to calibrate the method. 
However, the model may provide improved estimates of atmospheric radon if it were 
calibrated using the heuristic calibration procedure. 
6.4 Optimum Channels for Multichannel Processing 
All methods of summing channels lead to an increase in the fractional errors of the 
radio-elements. But these increases are minimized through the use of generalized 
channels for the summing of discrete 12 ke V channel count rates. At 89 m STP height, a 
256-channel airborne spectrum is over-sampled, and the structural resolution of the 
spectrum can be preserved with far fewer channels. For example, for a 3-component/3-
parameter (Oh) model, and using 21 generalized channels as opposed to 212 discrete 
12 keV channels in the energy range 0.515-3.0 MeV, the fractional errors for each ofK, 
U and Th increase by only 0.5% (Table 6.3). Similar results are obtained for the 6-
component/6-parameter linear model (3h). As the number of generalized channels is 
reduced below 21, the fractional errors increase significantly. 
Multichannel processing benefits from a reduction in the number of channels m 
several ways. 
(a) The count rates in the resulting combined channels are increased, and the errors 
associated with these count rates thus approximate a Gaussian distribution more 
closely. 
(b) The effect of the covariance between the errors in adjacent channels is reduced. 
This covariance is introduced through the energy calibration of observed spectra. 
( c) The introduction of errors into the estimates of elemental count rates due to energy 
drift and loss ofresolution in observed spectra is minimized. 
( d) The processing time required to invert the observed spectra is reduced. 
The trade-off for these benefits is an increase in the fractional errors in the estimates of 
the model parameters. This analysis suggests that the use of 21 generalized channels is a 
good compromise for the processing of multichannel airborne gamma-ray spectrometric 
158 
data. If fewer channels than this are used, then the trade-off between the benefits of 
reducing the number of channels further, and the increases in the fractional errors of the 
model parameters need to be considered. 
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Chapter 7 
MULTICHANNEL PROCESSING 
7.1 Processing Strategy 
The options for a multichannel processmg strategy are limited by the quality and 
availability of adequate component spectra. A complete inversion from airborne spectra 
to elemental concentrations on the ground would require a knowledge of the response of 
the detector to a finite source element on the ground for a range of detector heights and 
for various lateral displacements of the source from beneath the detector. The 
component spectra required for a complete inversion of this type are not currently 
available. In this study, terrestrial component spectra were estimated through the use of 
finite sources shielded by wood to simulate the attenuation of airborne gamma-ray 
spectra by air, but these simulations are far from perfect. The finite calibration sources 
can not be expected to model adequately the effectively infinite sources typically 
encountered in airborne surveying - particularly the fall-off of radiation with the 
effective height of the detector. The use of the terrestrial component spectra have 
therefore been limited to the 'unfolding' of background-corrected airborne spectra to 
elemental count rates at airborne height. Wherever possible, calibration constants are 
determined empirically at airborne heights through airborne calibrations. The proposed 
processing strategy is summarized below. 
(a) Deadtime correction. The spectra are corrected for deadtime. Each channel count 
rate is divided by the 'livetime' [1.0 - (total deadtime)] for the 1-s integration 
period. 
(b) Energy calibration. Energy drift introduces an unacceptable bias into the estimates 
of elemental count rates. Good quality spectra are required to achieve an energy 
calibration adequate to compensate for drift in the detectors. Spectra are therefore 
integrated over intervals of at least 500 s to obtain a sum spectrum for determining 
the energy calibration parameters. The channel positions of at least two photopeaks 
are determined as the maximum value of a quadratic fitted in the vicinity of each 
photopeak. A linear approximation to the Compton continuum in the vicinity of 
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each photopeak is removed before fitting the quadratic. Since each photopeak 
energy is known, a linear regression of channel number against energy yields the 
energy at channel 1 and the width of each channel (keV per channel). If more than 
two photopeaks are used in the analysis, the linear regression is performed via a 
least-squares fit. The energy calibration parameters are then used to energy 
calibrate each 1-s spectrum within the integration period to its correct energy range. 
All spectra shown in this thesis have been energy calibrated to a standard based on 
an energy of 0 MeV associated with the bottom of channel 1 and an energy of 
3.0 MeV associated with the top of channel 256. 
(c) Aircraft and cosmic background removal. The aircraft spectrum is subtracted from 
the observed spectra. The cosmic window data are lightly filtered and then used to 
scale a normalized cosmic spectrum that is subtracted from the observed spectra. 
Both the aircraft and normalized cosmic spectra are determined from high-altitude 
calibrations. 
( d) Radon background removal. Spectra are integrated over intervals of between 100 
and 200 s to obtain a sum spectrum. Either the full-spectrum method or the 
spectral-ratio method are used to estimate the radon background from the sum 
spectrum. The estimated radon spectrum is subtracted from each 1-s spectrum in 
the integration period. 
(e) Determination of 'effective' heights. The purpose of this phase of the processing is 
to obtain effective heights for each of K, U and Th at the maximum resolution. A 6-
component/6-parameter model (3h) based on the first two principal components of 
each of K, U and Th spectra as functions of simulated height is used to determine 
effective K, U and Th height profiles. The remaining parameters (K, U and Th 
elemental count rates) are not used. Errors in the effective heights are minimized 
through the use of sum spectra acquired using large integration intervals, and 
through the smoothing of the effective heights. 
(f) Inversion to elemental count rates. The 1-s spectra are reduced to elemental count 
rates at airborne height using a 3-component/3-parameter model (Oh) which 
minimizes the propagation of statistical errors into the model parameters. The 3 
components at each data point are the K, U and Th spectra calculated from the 
parametric PC model using the effective heights estimated in (e) above. 
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(g) Height correction. The elemental count rates are corrected for variations in the STP 
height of the detector from the nominal STP survey height using an empirical 
exponential model of the fall-off ofradiation with distance from the source. The K, 
U and Th attenuation coefficients for this model are determined from a series of 
flights over a calibration range in exactly the same way as for the 3-channel 
method. 
(h) Reduction to elemental concentrations. The elemental count rates are scaled to 
equivalent concentrations on the ground using sensitivity factors determined from 
the calibration range data in exactly the same way as for the 3-channel method. 
The success of this strategy depends on several factors. It has already been established 
that the 3h (and hence Oh) models fit observed airborne spectra well where these spectra 
have been averaged over long intervals, and that the Oh model minimizes the 
propagation of statistical errors into the estimates of the elemental count rates. Also, the 
reduction in :fractional errors achieved through multichannel processing as opposed to 
the 3-channel method can be sustained through the height correction procedure since the 
height attenuation coefficients for both the 3-channel and multichannel methods are 
similar. 
In this chapter the multichannel processing procedure is developed and applied to real 
data, and the method is tested on 3 airborne surveys. A locality map showing the 
locations and survey parameters for these surveys is given in Figure 7.1. The least-
squares solution results in spectral fits being dominated by the large count rates (and 
large associated variances) at the low-energy end of the spectrum. Each channel must 
therefore be weighted inversely as its variance. A potential source of bias for the 
multichannel method relates to the estimation of channel variance for this purpose. A 
second source of bias relates to the use of effective heights for generating the terrestrial 
component spectra. Neither of these issues is relevant to the 3-channel method. The 3-
channel 'stripping' is essentially the inversion for an even-determined system and there 
is no question of weighting the individual channels. Furthermore, the 3-channel method 
uses the radio-altimeter height to adjust the stripping ratios for height(§ 1.4.5). 
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7.2 Channel Variance and Drift 
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Figure 7 .2 shows a 1-s airborne spectrum typical of a low count rate area. This 
illustrates the large variances associated with the count rates in each channel. Each 
channel count rate is a random observation from a Poisson distribution with variance 
equal to the distribution mean. But the recorded counts are poor approximations to the 
mean because of the large variances, and the means must be estimated in some other 
way. 
Grasty et al. (1985) suggested that a good measure of the variance associated with 
each channel is obtained by first applying the 3-channel method to obtain estimates of 
the K, U and Th concentrations. These concentrations, along with the estimated 
background components, are used to reconstruct a smooth airborne spectrum using the 
parametric PC model. Each channel count rate of the reconstructed spectrum is used as 
the estimated mean count rate, and hence variance, for that channel. This method 
provides an improved estimate of the variances because of the higher 3-channel window 
count rates compared to the individual 12 keV channel count rates. 
A simpler approach to the estimation of the variance associated with each channel 
count rate is adopted in this thesis. The channel count rates are low-pass filtered to 
reduce the statistical noise associated with random decay in the source, and the 
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smoothed channel count rates are accepted as estimates of the mean count rate, and 
hence variance, for each channel. The filter used is a recursive filter designed for the 
reduction of statistical noise in airborne gamma-ray spectrometric data (Tammenmaa et 
al., 1976). The recursion equation is given by 
(7.1) 
where 
Yn h th 1 . h . t e n va ue m t e output senes, 
= the n'h value in the input series, and 
= the filter coefficients (a0 = 0.339, a 1 = 0.992, a2 = -0.331 ). 
Equation (7.1) must be applied in both directions as the filter has a non-zero phase 
response. 
The channel count rates are low-pass filtered in two stages. Each channel is first 
filtered along the line, i.e. channel count rates for successive spectra along the line 
comprise the input series. A low-pass filter is then passed across each spectrum in the 
line, i.e. each spectrum now comprises the input series. These smoothed channel count 
rates are accepted as estimates of the variance for each channel. 
Changes in the variance associated with each channel are traced through the data 
processing procedures to the point where the variances are used in the weighted least-
squares inversion to elemental count rates [ eqn (3.3)]. For example, as each spectrum is 
corrected for deadtime (by dividing the channel count rates by the system livetime), the 
associated variances are adjusted through division by the square of the livetime [from 
eqn (1.6)] . The removal of backgrounds does not affect the channel variances, since the 
estimated backgrounds are smooth functions along each line. 
The energy calibration procedure can have a complicating effect on channel 
variances, and this can be dealt with in one of two ways. 
(a) The component spectra are energy calibrated to fit the observed spectra. The 
advantage of this approach is that the variances associated with each data channel 
are not affected by the energy calibration. The disadvantage is that it complicates 
the use of optimum channel combinations for reducing the number of channels, as 
each new channel is now not necessarily an integral number of 12 keV data 
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cham1els. The interpolation of channel count rates to exact energy boundaries will 
introduce a covariance between cham1els, but this covariance can be included in a 
least-squares inversion. 
(b) The 1-s spectra are energy calibrated and the estimated channel vanances are 
adjusted accordingly. Each new energy-calibrated channel is a linear combination 
(or weighted average) of either one, two or three of the uncalibrated channel count 
rates. The energy calibration thus has a smoothing effect on the energy-calibrated 
spectra. The advantage of this approach is that optimum channel combinations for 
reducing the number of channels are now an integral number of channels. 
Unfortunately, the energy calibration introduces a covariance between adjacent 
channels. 
The approach adopted in this thesis follows (b) above. All observed spectra are energy 
calibrated and the estimated channel variances are adjusted by tracing the effect of the 
energy calibration procedure on individual channel variances. The effect of the energy 
calibration on individual channel variances and the degree to which a covariance 
between adjacent channels is introduced depends on the energy calibration parameters 
and varies for each channel in the spectrum. The largest effect occurs when the energy-
calibrated channel boundaries fall midway between uncalibrated channels, and the 
smallest effect occurs when energy-calibrated and uncalibrated channel boundaries are 
coincident. 
The energy calibration of component spectra [(a) above] is obviously the best 
approach to energy calibration where the full spectrum is used in the analysis. But, if the 
discrete 12 keV channels are summed to increase channel count rates and reduce 
computation time, then the resulting covariance between channels is exactly the same 
for both options (a) and (b) above. In this study, the 1-s spectra are energy calibrated 
and the discrete 12 ke V channels are summed to a maximum of 21 generalized 
channels. The number of channels is thus reduced from 212 to 21, and, on average, the 
covariance between channels is reduced by an order of magnitude. This covariance is 
then assumed to be zero in subsequent processing of the data. 
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means. 
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That the distribution mean provides a good estimate of the variance for channel count 
rates in airborne gamma-ray spectrometry, and that this variance can be adequately 
adjusted for the energy calibration of the spectra is easily demonstrated. Figure 7.3(a) 
shows the computed mean channel count rates and associated variances for a 
background line recorded over 2461 son the ground. Even at the higher energies, where 
count rates are low, the mean provides a good estimate of the variance. At all energies 
the estimated mean and variance generally differ by less than about 5% [Fig. 7.3(b)]. 
The effect of energy calibration on the channel variances is illustrated in Fig. 7.4. The 
variance is reduced for all channels because of the averaging effect of the energy 
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calibration, and the change in the variance for each channel is predictable. Figure 7.4(b) 
shows the differences between the actual and predicted variances for each channel. 
These are generally within about 5% of the actual variances for most of the spectrum. 
Figure 7.4( c) shows the difference between the predicted variance and the mean for each 
channel, which illustrates the effect of the energy calibration on the channel variances. 
The effect is greatest where a calibrated channel is close to the mean of two adjacent 
channels (up to 50% difference), and smallest where a calibrated channel is closely 
aligned with an uncalibrated channel. 
7.3 Determination of Effective Heights 
For any effective height, the parametric PC model can be used to calculate the 
corresponding K, U and Th component spectra. The determination of 3 effective heights 
using the 3h model is thus equivalent to finding K, U and Th component spectra that 
best fit the observed spectra. This is so irrespective of the integration interval used for 
the 3h model. However, for small integration intervals, or for low elemental count rates, 
the deviation of the estimated effective heights from their 'true' values can be large (see 
Fig. 3.10). The effect of these deviations is to introduce a bias into the estimates of the 
elemental count rates determined using the Oh model. Theoretical examples of this bias 
were given in Figs 3.11-3.14. The use of a particular integration interval thus represents 
an obvious trade-off between the errors in the effective heights (and consequent bias in 
the elemental count rates) and the resolution of the effective heights along a flight line. 
Short integration intervals give rise to large errors in the effective heights and a 
consequent large bias in the resulting estimates of the elemental count rates. Conversely, 
if the integration interval is too large, then rapid changes in the true effective height 
along a flight line will not be resolved. There must, therefore, be an optimum value of 
the integration interval for a particular flight line or survey area. 
Unfortunately, there is no apparent way of knowing the true variations in effective 
heights across a survey area. An integration interval of 40 s has therefore been selected 
(largely arbitrarily) for the purpose of evaluating the 3h model using real data. The 
effective heights are determined every 40 s along the flight using non-overlapping 
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integration intervals. While overlapping intervals would allow an estimate every 1 s, 
this would increase the computation time by a factor of 40. The 40-s integration interval 
represents a spatial interval of about 2.4 km along a flight line. For a 32-litre detector at 
89 m STP and average crustal concentrations of the radio-elements, fractional errors of 
9.7%, 28.1 % and 16.9% for the K, U and Th effective heights, respectively, can be 
expected (see Fig. 3.10). These errors could introduce a bias of up to 10% into the 
estimates of the elemental count rates (see Figs 3.11-3.14) if they were used to calibrate 
the Oh model for reduction to elemental count rates. 
Figure 7.5 shows the K, U and Th effective heights (after being mapped onto STP 
height - see Fig. 4.14) for a line flown at a nominal height of 60 m (line 2000, Fowler's 
Gap survey). The radio-altimeter height and the total count profiles are included for 
reference. Since the effective heights include the effect of overburden, the K, U and Th 
effective heights can be expected to vary sympathetically. Individual, uncorrelated 
variations between the profiles are interpreted as errors. Although some agreement 
between the effective heights and the radio-altimeter height is apparent, there would 
appear to be large errors associated with the estimated effective heights. Fractional 
deviations of up to 50% (K), 100% (U) and 50% (Th) from the local mean are evident. 
The errors would appear to be much larger than those expected over average crustal 
concentrations of the radio-elements at 100 m height, even though the survey was flown 
at 60 m nominal height. The estimated median radio-element concentrations in the 
survey area are K-1120ppm, U-l.92ppm and Th-10.2ppm. Thus the K and U 
concentrations are well below average crustal abundances, and this may partly explain 
the high interpreted errors. 
The errors associated with the estimated effective heights are very much a function of 
the prevailing elemental count rates. This is nowhere more apparent than where a flight 
line crosses a body of water. For example, Fig. 7.6 shows part of a line flown at a 
nominal height of 100 m (line 5090, Medussa Banks survey). The effect of the water is 
clearly seen on the Th elemental count rate profile as a region of zero average count rate 
[Fig. 7.6(a)]. Over this same region, the estimated Th effective height shows large 
variations of several hundreds of metres [Fig. 7.6(b)]. One solution to this problem is to 
replace the effective height with the radio-altimeter height where the elemental count 
rate (determined using the 3h model) drops below a prescribed limit. Fig. 7.6(c) shows 
an example of this for a prescribed Th limit of 150 cps. 
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Figure 7.5. Profiles of (a) total count rate, (b) radio-altimeter height, (c) estimated K effective 
height, (d) estimated U effective height, and (e) estimated Th effective height for line 2000, 
Fowler's Gap survey. An integration interval of 40 s was used for estimating the effective 
heights. 
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Figure 7.6. Adjusting effective heights for low count rates. Profiles of (a) estimated Th 
elemental count rate, (b) estimated Th effective height, and ( c) the adjusted Th effective 
height. The effective height was adjusted by replacing the effective height with the radio-
altimeter height in those areas where the Th elemental count rate was less than 150 cps. 
The change in effective heights over all survey areas studied shows a good correlation 
with the measured radio-altimeter height. This is true for each of K, U and Th effective 
heights. An example is given in Fig. 7.7. Fig. 7.7(a) shows the gridded radio-altimeter 
data for the Lissadel survey area. The estimated K effective height is shown in 
Fig. 7.7(b). The effective heights were determined using an integration interval of 40 s. 
A 120-point moving average filter (i.e. three 40-s intervals) was applied to the effective 
heights prior to gridding. A comparison of Fig. 7.7(a) and 7.7(b) shows that coherent 
variations in the effective heights (i.e. variations that correlate across adjacent lines) 
appear to correlate well with variations in the height of the detector above the ground. 
An important issue is whether a coherent structure that is unrelated to variations in 
the height of the detector can be interpreted from the effective height images. 
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Figure 7.7. Pseudocolour images of (a) radio-altimeter STP height, (b) 
estimated K effective height, and (c) the difference between the 
estimated K effective height and radio-altimeter height for the Lissadel 
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Figure 7.7(c) shows the difference between the K effective height and the radio-
altimeter height for the Lissadel survey. Note that the height scale in this image has 
been enhanced dramatically to show the lack of correlation between Figs 7.7(a) and 
7.7(b). The height differences were determined by subtracting the radio-altimeter 
heights, averaged over the same 40-s intervals as were used for the determination of the 
effective heights, from the K effective heights. The effective height differences shown 
in Fig. 7.7(c) are still dominated by radio-altimeter height variations. This is interpreted 
to be due to the inadequate mapping of effective heights onto STP heights for the large 
STP heights encountered in this survey. Radio-altimeter heights for the Lissadel survey 
area exceed 400 min places [Fig. 7.7(a)]. Yet the mapping of effective heights onto STP 
heights (see Fig. 4.14) is only calibrated up to an STP height of about 220 m. In spite of 
this, some structure that is unrelated to variations in the radio-altimeter height is still 
evident. For example, the height differences in the SE of the survey area are small 
compared to the height differences in the central west of the survey area. However, the 
amplitude of the structure is small compared to the effect of variations in the height of 
the detector above the ground. 
Note that the effective height differences shown in Fig. 7.7(c) also shows level shifts 
between flight lines - i.e. the effective height correlates with the time at which a line 
was flown. This feature was evident, to some extent, on all of the surveys processed. 
However, large variations in the effective heights with time were evident for the 
Fowler's Gap survey. The radio-altimeter height for this survey is shown in Fig. 7.8. 
The effective heights for each ofK, U and Th are shown in Fig. 7.9(a), 7.9(b) and 7.9(c) 
respectively. While each of the effective heights show a correlation with the radio-
altimeter height, the effective height images are dominated by large level shifts between 
lines and between groups of lines. Also, while the level shifts in the K and Th effective 
heights appear to correlate well, the level shifts in the U effective height show a 
negative correlation with K and Th. These effects are interesting, because the pattern of 
level shifts reflects the time at which the lines were flown. 
Figure 7.10 is a diagrammatic representation of the sequence in which the Fowler's 
Gap survey lines were flown. The survey was flown over two field seasons. Blocks 95a, 
95b and 95c were flown (in that order) during October-November 1995. Blocks 96a and 
96b (in that order) were flown during March-April 1996. While the survey flight plan 
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Figure 7.8. Pseudocolour image of the radio-altimeter STP height for the 
Fowler' s Gap survey area. The scale-bar units are metres. 
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was not entirely systematic, the arrows in each block approximate the direction of 
progressive accumulation of data within each block. A comparison of the effective 
heights in Fig. 7.9 and the flight plan shown in Fig. 7.10 reveals several features. 
There is a marked difference in average effective heights between the 1995 and 1996 
stages of the survey for Kand Th, as opposed to U. On average, the effective heights for 
the 1995 survey lines are 5 m higher for K and Th, yet 25 m lower for U. There are three 
possible explanations for this effect. 
• The average height differences are due to a change in the aircraft background with 
time. Since the aircraft background is assumed to have been constant throughout the 
survey period, actual changes in aircraft background could introduce a bias into the 
estimation of the elemental count rates and effective heights. 
• The effective heights shown in Fig 7.9 reflect a change in the true K, U and Th 
effective heights during the course of the survey - perhaps as a consequence of 
seasonal variations in soil moisture content. 
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• The effective heights shown in Fig 7.9 reflect a bias in the estimation of radon 
background due to a seasonal variation in the moisture content of the soils within the 
survey area . For example, consider the possibility that the true U effective height is 
a function of soil moisture content. Since the radio-altimeter heights were used for 
determining the component spectra for the full-spectrum estimation of radon 
background, the radon background estimates are in error where the radio-altimeter 
heights differ from the true effective heights. High U effective heights reflect areas 
where too much radon background has been removed, and low U effective heights 
reflect the fact that too little radon background has been removed. Radon 
background estimation errors have thus introduced a bias into the estimation of the 
effective heights since the background-corrected spectra are now corrupt. Low U 
effective height values are compensated by high K and Th values, and vice versa. 
The latter explanation is supported by a close examination of the processed U data for 
this area [see §7.4, Fig 7.13(b)]. While background estimation errors are small, areas 
where insufficient radon background has been removed correlate with areas of low U 
effective height in Fig. 7.9(b). 
The 1996 survey started in block 96a, progressing from north to south. This was then 
followed by block 96b - again progressing from north to south. In general, the estimated 
U effective heights follow a similar pattern, with the heights increasing as the survey 
progressed. The survey started 4 days after very heavy rains in the area - 2-3 inches in 
one day. At the start of the survey, some surface water was still present, suggesting that 
the soil moisture content was near saturation. The soil then gradually dried out over the 
remainder of the survey period. High U effective heights are thus interpreted to reflect 
low soil moisture conditions for this survey, and low heights reflect high soil moisture 
conditions. 
An explanation for the postulated dependence of U effective height on soil moisture 
can be found from a study of the distribution of 222Rn in soils under various soil 
moisture conditions. There are two components of 222Rn in soils - an emanating fraction 
that finds its way into soil pores, and a non-emanating fraction that is trapped in the soil 
particles. The emanating fraction typically varies between 20% and 40% (Markkanen & 
Arvela, 1992) of the total 222Rn concentration. For steady-state diffusion and a 
homogeneously radioactive earth, the concentration of the emanating fraction with 
depth is given by [Rogers et al. (1984), Tanner (1964), Lovborg (1984), Grasty (1996)] 
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C(z) = C00 [1- exp(-z~A./ D )] , (7.2) 
where 
C(z) 222Rn . f h . fr . concentration o t e emanatmg action, 
= 
222Rn concentration of the emanating fraction at large depths, 
D = the diffusion coefficient for the emanating fraction, 
222 -6 I 
= the decay constant for Rn (2.1 x 10 s- ), and 
z = depth 
Following Grasty (1996), the concentration of the emanating fraction with depth for a 
soil under three different soil moisture conditions is calculated from eqn (7 .2) and 
shown in Fig. 7 .11. The concentrations have been normalized to 100 arbitrary 
concentration units for effectively infinite depths. The diffusion coefficients (0.05 cm2/s 
for dry soil, 0.002 cm2/s for wet soil and 0.00001 cm2/s for saturated soil) are the same 
as those used by Grasty (1996). The interesting feature of these depth distributions is 
that for high moisture concentrations the depth distribution of emanating radon begins 
to approximate that of a two-layer earth - i.e. a high-concentration and infinitely thick 
layer at a depth of 10-15 cm overlain by a thin, low-concentration layer. It is thus 
reasonable to speculate that the effective height of the detector above uranium sources is 
affected by the soil moisture concentration. Note that the radiation output due to U does 
not necessarily increase with increasing soil moisture, as the higher concentration of 
222Rn at shallow depth is compensated by the attenuating properties of the higher water 
content of the soil. Grasty (1996) has comprehensively modelled this effect. For high 
emanation soils (e.g. clays) the radiation output due to U remains relatively stable for 
soil moisture concentrations of 0-70%. 
The large level shifts in the effective heights shown in Fig 7 .9 are thus interpreted to 
be due to changes in the true U effective height with soil moisture concentration. The 
radon background estimation method uses radio-altimeter heights mapped onto K, U 
and Th effective heights using a transformation based on measurements over the Lake 
Hume calibration range. If the soil moisture and soil type at the calibration range differ 
from that at the survey area, the U effective height used for radon estimation will be in 
error. This results in small errors in the estimation of atmospheric radon. But these small 
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Figure 7.11. The variation in the concentration of the 222Rn emanating 
fraction with depth below ground level for 3 different soil moisture 
conditions (after Grasty, 1996). 
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errors are amplified into significant errors in the estimation of effective heights for K 
and Th as well as U. The errors in the effective heights will also translate into a bias into 
the estimates of K, U and Th. This bias will be small for the level shifts in the effective 
heights encountered in this survey. 
If the above interpretation of the source of the effective height level shifts is correct, 
then interesting possibilities arise for further research into the use of the estimated 
effective heights - particularly for the estimation of radon background. For example, it 
may be possible to devise an iterative scheme whereby the estimated effective heights 
are used to refine the initial estimates of the radon background. 
7.4 Determination of Elemental Count rates 
In addition to the weighting of individual channels according to their variances, an 
important aspect for the determination of elemental count rates using the Oh model is the 
choice of effective heights for generating the K, U and Th component spectra for each 
sample along a flight line. While the radio-altimeter height has been related to the K, U 
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and Th effective heights using the Lake Hume calibration data, this mapping of the 
effective heights may not be valid elsewhere under different soil type and soil moisture 
conditions, and for different vegetation cover. The use of the radio-altimeter height is 
therefore considered unsuitable. The use of the effective heights estimated using the 3h 
model is also not suitable. For short integration intervals, the errors in the estimated 
effective heights are large, and this introduces an unacceptable bias into the estimates of 
the elemental count rates. For large integration intervals, rapid changes in radio-
altimeter height can not be accommodated, again introducing an unacceptable bias into 
the estimates of the elemental count rates. 
A good compromise is to use both the radio-altimeter height and the effective heights 
estimated using the 3h model. The strategy is to use the radio-altimeter height, but to 
adjust the average radio-altimeter height, for each line, for seasonal soil 
moisture/vegetation effects using the average effective height for each of K, U and Th. 
The 3h model, with an integration interval the length of each line, is used to determine 
average K, U and Th effective heights for each line. With these integration intervals 
(1000-3000 s, depending on the survey area), the errors in the estimated average 
effective heights are small. For example, for average crustal concentrations of the radio-
elements, average atmospheric radon levels, and a 32-litre detector at 89 m STP height, 
a 1000 s integration period yields fractional errors for the K, U and Th effective heights 
of 1.2%, 4.3% and 2.5% respectively. This translates into a bias in the elemental count 
rates of less than 2% for U and less than 1 % for both K and Th. 
The difference between the average effective height for each of K, U and Th, and the 
average radio-altimeter height is then added to the radio-altimeter height. The K 
effective height, for example, is adjusted as follows. 
where 
hJJ_J) = the adjusted K effective height profile, 
hR(i) = the observed radio-altimeter height profile, 
hKave = the whole-line average K effective height, 
hRave = the whole-line average radio-altimeter height. 
(7.3) 
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The U and Th effective heights are determined in similar fashion. This strategy enables 
the best possible radio-altimeter height to be used while still accommodating any base 
level shift due to soil moisture or vegetation for each line. Changes in effective height 
along a line that are unrelated to radio-altimeter height or broad-scale soil 
moisture/vegetation effects have been small in all surveys processed thus far. These 
changes will introduce a bias into the estimates of the elemental count rates. But there is 
a geological or botanical source to this bias, which can therefore be accommodated by 
the interpreter. This is preferable to the introduction of a bias into the processed data 
based on random noise. 
Note that the determination of effective heights in this way is an improvement over 
the 3-channel method. The standard procedure for the 3-channel method is to use the 
radio-altimeter height to adjust the stripping ratios. If the radio-altimeter heights are not 
a true reflection of the K, U and Th effective heights, then this will introduce a bias into 
the estimates of window count rates using the 3-channel method. 
The multichannel processing procedure adopted in this thesis can now be summarized 
as follows. 
(a) An estimate of the variance associated with each channel of each spectrum is made 
by smoothing the raw spectra in two stages. Each channel is first low-pass filtered 
along the line. A low-pass filter is then passed across each spectrum. The channel 
count rates thus filtered are accepted as estimates of the variance for each channel. 
(b) The raw spectra (unfiltered) are corrected for deadtime, and then energy calibrated. 
Both the deadtime correction and the energy calibration affect the variance of each 
channel count rate. The estimated variances are therefore adjusted accordingly. 
(c) Aircraft, cosmic and radon background are removed. Either the spectral-ratio 
method or the full-spectrum method (Chapter 5) are used to estimate the radon 
backgrounds using an integration interval of between 100 s and 200 s. Background 
removal does not affect the estimated variance associated with each channel count 
rate. 
( d) Channel count rates are summed to the optimum 21 generalized channels for the 6-
component/6-parameter (3h) model. The estimated channel variances are adjusted 
accordingly. The 3h model is used to estimate effective heights for each of K, U 
and Th. Average effective heights are obtained by setting the integration interval to 
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the length of each line. K, U and Th effective heights are determine for each line by 
combining the average effective heights for each line with the radio-altimeter STP 
heights as described above. 
(e) Channel count rates are summed to the optimum 21 generalized channels for the 3-
component/3-parameter (Oh) model. The estimated channel variances are adjusted 
accordingly. The Oh model is used to estimate the elemental count rates due to each 
of K, U and Th. The component spectra for the Oh model are estimated at each 
observation point using the effective heights estimated in ( d) above. 
(f) The elemental count rates are corrected for variations in the radio-altimeter STP 
height from the nominal survey height, and then scaled to elemental concentrations 
on the ground. 
The theoretical analysis of variance presented in Chapter 3 predicted a 13.8%, 31.1 % 
and 21.6% reduction in fractional errors for K, U and Th, respectively, for the Oh model 
as opposed to the conventional 3-channel method. A quantitative measure that will 
enable a comparison of the relative performance of the multichannel and 3-channel 
methods on real data is now required. The strategy adopted is as follows. 
• A base level shift and scaling factor are determined for each line of 3-channel 
processed data, which, when applied to the 3-channel data, provide the best fit (in a 
least-squares sense) of 3-channel method data to the corresponding multichannel 
method data. This is done for each of the K, U and Th elemental count rates. 
• Both the 3-channel and multichannel elemental count rates are low-pass filtered 
using a recursive filter (Tammenmaa et al., 1976) to remove statistical noise due to 
the random nature of radioactive decay. The smoothed count rates are then assumed 
to provide a good measure of the true mean elemental count rate at each observation 
point. 
• The absolute deviation between the unfiltered elemental count rates and the 
estimated 'mean' count rate at each observation point is calculated and averaged 
over all observation points in the survey. This is done for each of the K, U and Th 
elemental count rates. The resulting parameter is hereafter referred to as the 'average 
deviation'. 
The average deviation is thus a measure of the amplitude of the average noise envelope 
on the processed elemental count rate profiles. By scaling the 3-channel method profiles 
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to fit the multichannel profiles, a direct comparison between the amplitudes of the noise 
envelopes on the 3-channel and multichannel profiles can be made. The method is thus 
attempting to measure a better serial correlation in the processed multichannel data. Any 
bias in the estimates of the elemental count rates wi II not be detected using this method. 
Figure 7.12 shows the K, U and Th window count rates for the Fowler's Gap survey, 
after processing using the conventional 3-channel method. The corresponding 
multichannel-processed elemental count rates are shown in Figure 7.13. The figures 
show pseudocolour images of the gridded K, U and Th elemental count rates. The 
images have been enhanced by modulating the saturation and intensity of colour using 
an E-W gradient of the gridded data. The K, U and Th average deviations for the 
multichannel processed data are reduced, relative to the 3-channel data, by 9.1 %, 23.9% 
and 22.6% respectively. Although the improvement in the K data is not visually 
apparent in Fig. 7.13, the multichannel U and Th images [Figs 7.13(b) and 7.13(c)] 
show better resolution of structure than the corresponding 3-channel data [Figs 7.12(b) 
and 7.12(c)). This improved resolution is further demonstrated by the smaller scale U 
images of parts of the Fowler's Gap survey shown in Figs 7.14 and 7.15. In both cases, 
the multichannel-processed U data show better structural resolution of small features 
than the data processed using the 3-channel method. 
The reduction in average deviations achieved for the Fowler's Gap survey using the 
multichannel method is typical of all surveys processed. Figure 7 .16 shows the K, U and 
Th window count rates for the Lissadel survey, after processing using the conventional 
3-channel method. The multichannel-processed elemental count rates for this survey are 
shown in Figure 7.17. The corresponding data for the Medussa Banks survey is shown 
in Figures 7 .18 and 7 .19. A significant improvement in structural resolution is evident in 
the multichannel-processed U data for both the Lissadel and Medussa Banks surveys. In 
the case of the Lissadel survey, this tends to enhance the effect of radon estimation 
errors as well [Fig. 7.17(b)]. A small improvement can be seen in the resolution of the 
multichannel-processed Th data. The reduction in fractional errors for the multichannel-
processed K data is not visually apparent. Note that no levelling procedures have been 
applied to any of the data shown in this thesis. 
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Table 7.1. A comparison of the fractional average deviations in elemental count rates for 
surveys processed using the conventional 3-channel method and the new multichannel 
method. The average deviation is a measure of the amplitude of the noise envelope on an 
elemental count rate profile. 
3-channel method Multichannel method Reduction in 
Survey area Average deviations Average deviations average deviations 
(%) (%) (%) 
K u Th K u Th K u Th 
Lissadel 13.8 39.6 12.5 11.8 27.7 10.2 13.9 29.9 18.5 
Medussa Banks 17.5 45.6 13.6 15.0 33.8 10.9 14.3 25.8 19.9 
Fowler's Gap 7.2 25.4 8.1 6.6 19.3 6.3 9.1 23.9 22.6 
Table 7 .1 summanzes the reduction m average deviations achieved through 
multichannel processing for the 3 surveys processed. The average deviations for the 
Fowler's Gap and Lissadel surveys are the average for all of the lines in these surveys. 
The average deviations for the Medussa Banks survey are for 4 lines over the southern 
part of the survey area and 4 tie-lines over the eastern part of the survey area. These 
lines were chosen because they mainly traverse land. On average, the average deviations 
for all 3 surveys are reduced by 12.4% (K), 26.5% (U) and 20.3% (Th) through the use 
of the multichannel processing method. 
Ternary images of the 3-channel and multichannel gamma-ray spectrometric data for 
the Fowler's Gap, Lissadel and Medussa Banks survey areas are shown in Figs 7.20, 
7.21 and 7.22, respectively. These show K (red), U (blue) and Th (green) as a single 
composite image. Although clear differences between the 3-channel and multichannel-
processed data were apparent in enhanced images of the individual channels (Figs 7.12-
7 .19), the differences in the ternary images are subtle. The largest reduction in fractional 
errors as a result of multichannel processing are for the estimation of U, however, since 
U is traditionally assigned to blue, and the human eye is less sensitive to changes in blue 
than the other primary colours, the improvement in U estimation is not readily translated 
into obvious improvements in the ternary images. 
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Figure 7.12. Gradient-enhanced pseudocolour images of (a) K 
window count rates, (b) U window count rates and (c) Th window 
count rates for the Fowler' s Gap survey area. Processing of the data 
was by the 3-channel method. 
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Figure 7.13. Gradient-enhanced pseudocolour images of (a) K 
elemental count rates, (b) U elemental count rates and ( c) Th elemental 
count rates for the Fowler's Gap survey area. Processing of the data 
was by the multichannel method. 
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Figure 7.14. Gradient-enhanced pseudocolour images of (a) U window count rates 
processed using the 3-channel method, and (b) U elemental count rates processed using 
the multichannel method. These detailed images are of an area in the north-east of the 
Fowler' s Gap survey area. 
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Figure 7.15. Gradient-enhanced pseudocolour images of (a) U window count rates 
processed using the 3-channel method, and (b) U elemental count rates processed using 
the multichannel method. These detailed images are of an area in the east of the Fowler's 
Gap survey area. 
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Figure 7.16. Gradient-enhanced pseudocolour images of (a) K 
elemental count rates, (b) U elemental count rates and (c) Th 
elemental count rates for the Lissadel survey area. Processing of 
the data was by the 3-channel method. 
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Figure 7.17. Gradient-enhanced pseudocolour images of (a) K 
elemental count rates, (b) U elemental count rates and ( c) Th 
elemental count rates for the Lissadel survey area. Processing of 
the data was by the multichannel method. 
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Figure 7.18. Gradient-enhanced pseudocolour images of (a) K elemental count rates, (b) U 
elemental count rates and (c) Th elemental count rates for the Medussa Banks survey area. 
Processing of the data was by the 3-channel method. 
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Figure 7.19. Gradient-enhanced pseudocolour images of (a) K elemental count rates, (b) U 
elemental count rates and ( c) Th elemental count rates for the Medussa Banks survey area. 
Processing of the data was by the multichannel method. 
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Figure 7.20. Ternary images of K (red), U (blue) and Th (green) for the Fowler's Gap survey 
area showing (a) window count rates processed by the 3-channel method, and (b) elemental 
count rates processed by the multichannel method. 
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Figure 7.21. Ternary images of K (red), U (blue) and Th (green) for the Lissadel survey area 
showing (a) window count rates processed by the 3-channel method, and (b) elemental count 
rates processed by the multichannel method. 
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Figure 7.22. Ternary images of K (red), U (blue) and Th (green) for the Medussa Banks 
survey area showing (a) window count rates processed by the 3-channel method, and (b) 
elemental count rates processed by the multichannel method. 
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7.5 'Smooth' Processing 
Were it not for the random nature of radioactive decay, the processed K, U and Th 
elemental count rate profiles would be smooth. This is because of the penetrating nature 
of gamma-radiation which, for a point source, falls off inversely as the square of the 
distance from the source. For a detector at a height h above the ground and at a 
horizontal distance x from a point source at ground level, the intensity of observed 
monoenergetic radiation, I(x), is given by (Tammenrnaa et al., 1976) 
(7.4) 
where A is a function of the detector system and the radioactivity of the source, and µts 
the linear absorption coefficient of air. This function is shown in Fig. 7.23 for Th 
gamma rays at 2.61 MeV (µ = 0.00505 m-1), a detector height of 100 m, and a sample 
interval of 60 m along the ground. Thus, for typical survey parameters, the anomaly due 
to even a point source is a smooth function spread over several observation points. 
That the elemental count rate profiles should be smooth can be included as an a priori 
constraint into the inversion of the airborne spectra to elemental count rates using the Oh 
model. This type of constraint has been used by several authors in other fields of 
geophysics [e.g. Constable et al. (1987), Sambridge (1990), VanDecar and 
Snieder (1994)]. The model parameters are constrained to be smooth at the expense of a 
reduction in the goodness-of-fit between the model and the observations. 
Following Constable et al. (1987), we define roughness (the converse of smoothness) 
as the integrated square of the second derivative with respect to distance along the 
model parameter profile. i.e. 
(7.5) 
where x is the distance along the profile. In the discrete case 
N- l 
R = L(m;+i -2m,. +m;_1)2, (7.6) 
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Figure 7.23. The airborne gamma-ray response at 100 m 
height and 60 m sample interval due to a point source of 
monoenergetic gamma radiation (2.61 MeV) on the 
ground. 
where N is the number of observation points along the line. 
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Consider the simultaneous inversion of an entire line of data usmg the 3-
component/3-parameter (Oh) model with nch data channels. Then the linear inverse 
problem can be written in matrix notation as 
d = Gm, (7.7) 
where dare the observed spectra [(Nxnch)xl], mare the K, U and Th elemental count 
rates (3Nxl), and G is the data kernel [(Nxnch)x3N] comprising the component spectra 
for each observation point along the line. We wish to obtain a solution for eqn (7.7) that 
is penalized for roughness. For zero roughness (after VanDecar and Snieder, 1994) 
O=Dm , (7.8) 
where Dis the derivative operator 
D = 
-2 1 0 0 
1 -2 1 0 
0 1 -2 1 
0 0 0 
0 0 0 
Combining (7.7) and (7.8) we have 
0 0 0 
0 0 0 
-2 I 0 
I -2 
0 1 -2 
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(7.9) 
(7.10) 
where K is a constant that weights the 'roughness' contribution to the system of 
equations given by eqn (7. l 0). Note that the equations comprising (7. 7) and (7 .8) are not 
necessarily compatible, and so eqn (7 .10) must be solved in the least-squares sense. For 
the airborne gamma-ray spectrometric problem, D can be formulated as block-diagonal 
with dimensions (3Nx3N) and with three K values to control the degree of smoothing for 
each of the K, U and Th elemental count rate profiles. 
The variance in the channel count rates can be incorporated into the least-squares 
solution of eqn (7 .10) by scaling d and G inversely as the square-root of the estimated 
channel variances. Note that while the data kernel in eqn (7.10) is large (24000x3000 
for 21 channels and 1000 observations), it is very sparse, and eqn (7.10) is perhaps best 
solved using an iterative method such as the method of conjugate gradients . 
Using a published conjugate gradient algorithm (Press et al., 1986), smooth 
processing of multichannel gamma-ray spectrometric data has been implemented along 
the lines indicated above. An example of the application of the method is shown in 
Fig. 7.24. The method produces smooth profiles of the elemental count rates, and the 
degree of smoothing can be controlled for each of K, U and Th. Figure 7.25 shows 
gradient-enhanced K images of part of the Fowler's Gap survey processed using the 
multichannel method [Fig. 7.25(a)] and the smooth processing method [Fig. 7.25(b)]. 
199 
The smooth processing appears to have removed much of the noise while retaining most 
of the geological structure in the data. 
Smooth processing is an improvement over conventional filtering for the removal of 
statistical noise, and may prove useful for the smoothing of elemental count rates to the 
point where a one- or two-dimensional inversion to elemental concentrations on the 
ground can be sustained. The method can be viewed as a form of cross-channel filtering, 
as each of the K, U and Th profiles are not smoothed in isolation. The method is based 
on a trade-off between the smoothness of the elemental count rate profiles and the 
goodness-of-fit between the Oh model and the background-corrected observed spectra. 
Note that all methods of smoothing gamma-ray spectrometric profile data are based 
on the assumption that, were it not for the random nature of radioactive decay, the 
observed profiles would be smooth. This is not necessarily the case in the natural 
environment. For example, a radioactive source could be exposed in a creek bed, with 
steep-sided banks shielding any lateral radiation. Under these circumstances, the 
anomalous radiation might only be detected at one or two sample points. All methods 
for smoothing gamma-ray spectrometric data should therefore be used with caution. 
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Figure 7.24. (a) K elemental count rates, (b) smooth K elemental count rates, (c) U elemental 
count rates, (d) smooth U elemental count rates, (e) Th elemental count rates, and (f) smooth 
Th elemental count rates for part ofline 5000, Fowler's Gap survey. 
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Figure 7.25. Gradient-enhanced pseudocolour images of (a) K elemental count rates 
processed using the multichannel method, and (b) K elemental count rates processed using 
'smooth ' multichannel processing. These detailed images are of an area in the east of the 
Fowler' s Gap survey area. 
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Chapter 8 
CONCLUSIONS 
While early airborne gamma-ray surveys were used mainly as an aid to uramum 
exploration, the applications of the method have grown considerably over the past 
25 years. Today the primary application is as an aid to lithological mapping. But the 
method is increasingly being used for soil mapping, and is also viewed as a potentially 
valuable tool for groundwater discharge and salinity studies. This renewed interest in 
the method has led to a demand for improved data processing and presentation 
techniques. 
Multichannel airborne gamma-ray spectrometers, capable of recording up to 
256 channels in the energy range 0-3 MeV, have been used for the acquisition of 
gamma-ray spectrometric data for over 20 years. The conventional approach to the 
processing of these data has been to sum the spectra over 3 relatively broad energy 
windows for the estimation of K, U and Th elemental abundances. This 3-channel 
method does not use all of the information in the observed spectra. Previous studies, 
based on a theoretical analysis of errors, have suggested that significant reductions in 
the fractional errors associated with the estimation of elemental abundances could be 
achieved through the use of a full-spectrum analysis. The extent to which these 
reductions in fractional errors could be achieved through the application of multichannel 
processing to real data was unknown. The additional information in observed spectra 
resides mainly in the lower-energy region of the spectrum - outside the energy range of 
the conventional 3-channel method. But the channel count rates at these energies are 
more susceptible to changes in source-detector geometry than the higher-energy 
channels used by the 3-channel method. 
The ultimate goal for airborne gamma-ray spectrometry is to extract the maximum 
amount of information from observed spectra. The 3-channel method extracts 
information on the concentrations of the radio-elements in the source. However, 
multichannel spectra contain information on the following. 
• The concentrations of K, U and Th in the source. 
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• The source-detector geometry - specifically, the distance between the source and 
detector. 
• The relative contribution of atmospheric radon to the observed spectrum. 
The aim of this thesis has been to research the potential for using the full gamma-ray 
spectrum in an attempt to increase the amount of useful information currently extracted 
from airborne gamma-ray data. 
The analysis of multichannel spectra m this thesis uses a model based on the 
proposition that observed spectra are composed of several discrete components. For a 
fixed source-detector geometry, the observed spectrum is considered to be the sum of 3 
terrestrial and 3 background components. The terrestrial components are the K, U and 
Th spectra, and the background components are the aircraft, cosmic and atmospheric 
radon spectra. Given the shapes of the component spectra, the airborne gamma-ray 
spectrometric inverse problem is to determine the relative contributions of each of the 
components to the observed spectrum. 
In this thesis, the background component spectra are determined through suitable 
airborne calibrations, and the terrestrial components are measured in calibration 
experiments on the ground. A complicating factor for airborne gamma-ray spectrometry 
is that the source-detector geometry is not constant. In addition to the concentration of 
the source, observed spectra are functions of the source geometry and the effective 
distance between the source and the detector. This effective distance includes the height 
of the detector above the ground and the thickness of any non-radioactive overburden. 
The ground calibration uses radioactive calibration sources shielded by wood to 
simulate the effect of detector height and non-radioactive overburden. The greatest 
limitation of the terrestrial component spectra is that they do not contain a skyshine 
component of radiation, which dominates at energies below about 0.4 MeV. The 
limitations of the component spectra have necessitated a model-based approach to 
multichannel fitting. The component spectra are fit to real data, and only those energies 
over which a good fit is achieved are used for multichannel processing. 
This thesis develops a processing strategy that exploits the spatial and temporal 
variations in the components. Whereas the terrestrial components vary rapidly as each 
new sample brings new sources into the field of view of the spectrometer, the 
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background components vary relatively slowly along each line. This allows the 
background components to be estimated independently. 
The processing strategy uses a parametric model based on a principal component 
analysis of the terrestrial component spectra as functions of simulated detector height. 
This model is used to estimate the K, U and Th terrestrial component spectra that best fit 
the background-corrected airborne data. These component spectra are then fit to the 
background-corrected observed spectra to obtain elemental count rates. This strategy 
minimizes the propagation of random errors in the observations into the estimates of the 
elemental count rates. The elemental count rates are corrected for deviations in the 
height of the detector from the nominal survey height and reduced to elemental 
concentrations on the ground in exactly the same way as for the 3-channel method. 
The multichannel processing strategy results in significant reductions in the fractional 
errors associated with the estimated elemental count rates. For three surveys processed 
using the new methodology, the average deviations of the K, U and Th elemental count 
rates from the estimated mean elemental count rates at each observation point are 
reduced by 12.4%, 26.5% and 20.3%, respectively, when compared to the conventional 
3-channel method. This results in a better structural resolution of small anomalies in 
enhanced images of the multichannel-processed data. 
The K, U and Th effective heights are new parameters that can be determined from 
the analysis of multichannel spectra. Further research is required to determine just how 
useful these parameters are. For example, if the effective heights are biased by errors in 
the estimation of radon background, then it may be possible to devise an iterative 
scheme whereby the effective heights are used to refine the initial estimates of the radon 
background. Also, there may be a coherent structure in the effective heights that is 
related to soil type. If this is the case, then the effective heights could be used for 
mapping the regolith. However, the use of the effective heights in this way depends on 
the adequate removal of the effects due to variations in the height of the detector. This 
requires that the simulated heights used in the ground calibration experiments are related 
to actual STP heights using airborne calibrations over a calibration range. The effective 
heights may also be subject to temporal variations due to soil moisture effects and the 
vertical distribution of radon in soils. This will complicate the mapping and 
interpretation of these parameters. 
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Calibration of the full-spectrum and spectral-ratio methods for estimating 
atmospheric radon background is based on the assumption that the effective height of 
the detector is known. This is because the only difference between the spectra due to U 
in the ground and atmospheric radon is due to the distance between the source of the 
radiation and the detector. Since the simulated heights used in the ground calibration 
can be mapped onto actual STP heights, the terrestrial component spectra can now be 
used for the calibration of these methods. 
The complete 2-dimensional inversion of airborne spectra to elemental concentrations 
on the ground requires a knowledge of the spectral response of the detector to a finite 
source element on the ground for a range of detector heights and for various lateral 
displacements of the source element beneath the detector. The component spectra 
required for a complete inversion of this type are not currently available. Perhaps the 
only way of estimating such component spectra would be through a Monte Carlo type 
simulation of gamma-ray transport that includes the response function of the detector. A 
complete inversion of this type would, however, be complicated by changes in the 
radiation output and effective heights due to varying soil moisture conditions during the 
course of a survey. The processing strategy implemented in this thesis is a practical 
compromise based on the available component spectra. 
Note that the processing strategy does not preclude the 2-dimensional inversion of the 
airborne gamma-ray spectrometric data to elemental concentrations on the ground, but 
can be considered as the first stage of a two-stage process. The strategy reduces airborne 
spectra to elemental count rates at the nominal survey height. If a suitable response 
function for a finite source element can be derived, then the elemental count rates can be 
still be inverted to a 2-dimensional distribution of elemental concentrations on the 
ground. 
The goals of this thesis have, to a large extent, been achieved. A theoretical analysis 
of errors, using average crustal concentrations of the radioelements, indicated that the 
multichannel method could reduce the fractional standard deviations of the processed 
data by 13.8%, 31.1 % and 21.6% for each ofK, U and Th, respectively, when compared 
to the conventional 3-channel method. Most of this potential improvement in elemental 
abundance estimation has been realized. The analysis of multichannel spectra also 
results in the estimation of 3 new parameters - the K, U and Th effective heights. These 
parameters may be useful for the refinement of data processing procedures, and as new 
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tools for mapping the regolith. The calibration of the full-spectrum and spectral-ratio 
methods for estimating radon background have been improved. These goals have been 
achieved through careful consideration of the following. 
• The use of a good model. A comprehensive analysis of potential models for both 
accuracy and precision resulted in the selection of a combination of models that, 
while ensuring the best possible fit of the component spectra to the observed spectra, 
also minimizes the propagation of errors into the elemental count rates. 
• The acquisition of good quality component spectra. 
• Energy calibration of all component spectra and observed spectra to a common 
standard. Neglecting energy drift can lead to a large bias in the estimates of the 
elemental count rates. 
• The use of optimum channel combinations for reducing the number of channels. 
This minimizes errors due to energy drift, increases the count rates in the resulting 
channels, and reduces the covariance between channels due to energy calibration. 
• Airborne calibrations for the determination of height attenuation coefficients and the 
mapping of effective heights onto STP heights. This allows the calibration of both 
the spectral-ratio and full-spectrum methods of background estimation to be 
calibrated using the terrestrial component spectra. 
• Improved calibration procedures for the estimation of atmospheric background using 
the spectral-ratio and full-spectrum methods. 
Each of these contributes to the success of the research. An important feature of the 
processing strategy is that no specialized calibration facilities or procedures are required 
for its implementation. The calibration requires access to suitable concrete calibration 
sources and to a suitable airborne calibration range. These facilities are currently widely 
available, and are routinely used for the calibration of the conventional 3-channel 
method. While the 3-channel method extracts most of the useful information from 
airborne geophysical data, this research achieves significant progress towards extracting 
the maximum information from the multichannel data in a computationally efficient 
way. Additional research is required to improve the methodology even further. A Monte 
Carlo type simulation of component spectra may enable a complete inversion from 
airborne spectra to a 2-dimensional distribution of sources on the ground. Background 
estimation can be included as part of the inversion, with the background components 
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constrained to vary only slowly along each line. A better understanding of the source of 
the deviations in the effective heights is required, and how these may be useful as a 
mapping tool. Further research into how errors in background estimation affect the 
estimates of the K, U and Th effective heights may lead to improved methods for 
estimating backgrounds. For example, consider the possibility that, were it not for 
background estimation errors, the K, U and Th effective heights are always the same. 
This type of condition can be incorporated as a constraint into the inversion procedure. 
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Appendix A 
GROUND CALIBRATION EXPERIMENTS 
A.1 Introduction 
Minty et al. (1990) built a set of portable cylindrical calibration sources for the 
calibration of airborne gamma-ray spectrometers. The sources consist of radioactive 
material sealed in cylindrical aluminium canisters 0.35 m in height and 0.35 m in 
diameter. Each source contains high concentrations of one of the three radio-elements. 
The basic calibration concept was to estimate the spectrometer response over a regular 
grid above each source, and then integrate the results to obtain the response due to an 
effectively broad source. Wood was used to shield the sources at each position and thus 
simulate the attenuation of the radiation by air. 
This appendix describes calibration experiments, based on the cylindrical sources, to 
investigate the effect of source diameter on simulated spectra. The experiments attempt 
to answer the following questions. 
(a) Using the cylindrical source calibration concept, can the observed spectral response 
due a finite source be extrapolated outside the range of measurements to a source of 
greater effective diameter? 
(b) What effect does source diameter have on the shape of observed spectra, and can 
component spectra derived from finite sources be used to model sources of 
effectively infinite diameter? 
The cylindrical sources have been used to simulate spectra due to sources with various 
diameters. An attempt has then been made to model the change in spectral shape with 
source diameter using both semi-empirical modelling and the principal component 
method. 
Table A.1. Radio-element concentrations of the canister sources 
used for the calibration experiments. 
Source 
Potassium 
Uranium 
Thorium 
K (ppm) 
56600 
0 
0 
eU (ppm) 
0 
3720 
510 
A.2 Ground Calibration Using Cylindrical Sources 
eTh (ppm) 
0 
72 
14080 
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The U and Th sources used in this study were constructed (in 1988) in the hazardous 
materials laboratory of the CSIRO Division of Exploration Geoscience, Sydney, under 
the supervision of Dr Bruce Dickson. Dr Dickson also undertook the sampling and 
radiometric analysis of samples for determination of the radio-element concentrations of 
individual sources. The U and Th sources were constructed by diluting high grade 
natural ores with pure silica sand, and setting the mixture in the canisters within a 
cement matrix. A single K source was constructed by filling a canister with laboratory 
grade K2C03 - thus giving the highest possible K concentration of 56.6%. The 
concentrations of the sources used in the calibrations are shown in Table A. l. 
The calibration strategy for the present study has been to measure the spectrometer 
response due to various source-detector geometries, and then integrate the results to 
obtain the response due to 'effective' sources of successively greater diameter. Two sets 
of calibration data were used in the analysis. 
• Minty et al. (1990) set individual sources into the ground within a specially designed 
sleeve such that their upper surface was at ground level. The response of a 16-litre 
detector system to the K, U, and Th sources was then observed at various sampling 
positions by manually maneuvering the aircraft as required. A GeoMetrics GR900 
spectrometer was used in the calibration. These data have been reprocessed for the 
current study. 
• In February 1993, the AGSO's 32-litre detector system was calibrated usmg a 
slightly different approach. The calibration sources were set into a sleeve in the 
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Figure A.1. Sampling positions used during the cylindrical source 
calibrations. The detector was at a height of 0.668 m above the top surface 
of the sources. 
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middle of a 1-m diameter aluminium tub filled with low radioactivity sand - thus 
simulating a source set into the ground with the top surface of the source at ground 
level. The sand was expected to attenuate over 95% of the lateral gamma-ray flux. 
The aircraft was elevated on jacks, and the landing gear retracted, to allow the 
tub/source assembly (on a wooden pallet) to be manually maneuvered beneath the 
aircraft using a fork lift. A GeoMetrics GR900 spectrometer was used in the 
calibration. 
The response of the spectrometer system to the K, U, and Th sources was observed at 
the sampling positions shown in Fig. A.1 (1993 calibration). Sheets of high density 
building boards were used to shield the detector from the sources and thus simulate the 
attenuation of the radiation by air (see Chapter 2). Observed spectra were corrected for 
deadtime, energy drift and backgrounds, before interpolating, gridding and integrating 
to simulate spectra due to sources of various diameters. A final correction for impurities 
in the sources was then applied to the spectra. The interpolation scheme used is 
summarized in Fig. A.2 (plan view). The initial grid [Fig. A.2(a)] was first subjected to 
a cubic spline interpolation radially from the source position [Fig. A.2(b)]. A linear 
interpolation was then applied between these radial 'arms' [Fig. A.2(c)], prior to 
+ (a) (b) 
+ 
+ 
+ + + + + + + 
• 
+ 
+ 
Figure A.2. Schematic illustration of the interpolation scheme 
(plan view): (a) initial grid of source positions; (b) cubic 
spline interpolation along radial arms; ( c) linear interpolation 
between radial arms; ( d) gridding. 
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gridding [Fig. A.2(d)). The grids were then integrated over successively greater 
diameters to obtain estimates of spectra for various simulated source diameters. The 
simulated sources vary in diameter from 0.697 m to 4.880 m in increments of 0.697 m 
(Fig. A.3) - i.e. 7 spectra for each source/simulated height combination. The detectors 
were at an actual height of 0.668 m above the sources. For a simulated detector height of 
120 m, the simulation corresponds to source diameters between 124 m and 876 m. The 
spectra for a simulated height of 120 m and a 32-litre detector are shown in Fig. A.4. 
A significant problem relating to deadtime was encountered during processing. 
Specifically, at near-central counting positions (i.e. extremely high count rates), the 
deadtime of the system appeared to vary in a non-linear fashion. This resulted in some U 
and Th spectra being corrupted. The measured system deadtime was 13.95 µs/pulse. 
However, at count rates above about 15,000 cps the deadtime appears to have increased, 
occasionally up to 24 µs/pulse, in an unpredictable way. The source of the problem is 
still unclear. One possibility is that the high count rates encountered during the 
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Figure A.3. Integration limits relative to the source pos1t1ons for the 
simulation of spectra due to sources of variable diameter. 
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calibration (up to 25,000 cps) exceed the design capability of the spectrometer - thus 
causing it to behave unpredictably. 
The solution to the problem was to do the deadtime, energy drift and background 
corrections interactively, and iteratively adjust the deadtime until each background 
corrected spectrum showed no evidence of either a peak or trough in the vicinity of the 
1.46 Me V potassium photopeak. The accuracy to which the actual deadtime could be 
estimated in this way is believed to be better than 0.1 % at lateral counting positions but 
only about 15% at the central counting position. 
A.3 Semi-Empirical Modelling 
Perhaps the simplest approach to the modelling of gamma-ray fields is a senu-
empirical one based on monoenergetic (i.e. unscattered) radiation. A radiation intensity 
law for an elementary point source is either assumed or determined by laboratory 
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experiment. This expression is then integrated over various geometries to obtain the 
intensities due to the required sources. 
For a collimated beam of radiation intensity, I, the amount of radiation, 81, absorbed 
by an absorber of thickness 8x is proportional to both I and 8x (Grasty, 1979). Thus 
81 = -µ/8x (A.1) 
where µ is called the linear attenuation coefficient and is characteristic of the absorbing 
medium and the energy of the radiation. If I= ! 0 for no absorber present (.x=O), then 
I= 1 e- µx 
0 ' 
(A.2) 
which is the classical law of absorption. This relationship has been verified 
experimentally (Fane, 1953). However, gamma rays are also subject to the Gaussian 
inverse-square law of attenuation for point sources of electromagnetic radiation. Thus, 
for monoenergetic radiation from an isotropic point source at a distance r, from the 
detector, we have 
e-w 
Joc-2 • 
r 
(A.3) 
Consider now a two-layer model with the earth as an infinite half-space with a constant 
density and radio-element concentration overlain by non-radioactive air of constant 
density (Fig. A.5). Assume, also, that the detector at the point P presents an equal cross-
sectional area in all directions, and has an efficiency which is not directionally 
dependent. Then the monoenergetic radiation intensity, OJ, due to a photopeak of 
intensity E0 from gamma-ray emissions by a volume element 8 V within the earth is 
given by (Clark et al., 1972) 
(A.4) 
1 
h 
Air 6-ta> 
Earth (µe) 
Figure A.5. Source detector geometry for the monoenergetic 
radiation model. The detector is at the point P relative to the 
source element 8V within the earth. 
where A = effective cross-sectional area of the detector, 
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& = photopeak efficiency of the detector for gamma rays of energy E0 , 
µe, µa = linear attenuation coefficients for the earth and air respectively, 
re, ra = the distances through the earth and air that the gamma rays travel 
(R=ra+re). 
Using first principles, or the Jacobian operator for coordinate transformations, it can be 
shown that 
(A.5) 
and therefore 
(A.6) 
Equation (A.6) can be integrated over vanous geometries to obtain the photopeak 
response due to a range of source types. This type of analysis has been carried out by 
many authors (King (1912), Godby et al. (1952), Purvis and Foote (1964), Darnley et 
al. (1968), Duval et al. (1971), Clark et al. (1972), Grasty (1975), Grasty et al. (1979), 
Pitkin and Duval (1980), and Tewari and Raghuwanshi (1987)). Grasty et al. (1979) 
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incorporated the effect of the angular sensitivities of cylindrical detectors into the 
analysis. Tewari and Raghuwanshi (1987) repeated this work using the measured 
angular sensitivity of the more modem rectangular slab detectors. 
Neglecting the angular sensitivity of the detectors, eqn (A.6) can be integrated to 
derive an expression for the radiation due to a circular source centred directly below the 
detector and whose diameter is constrained by the angle 8 as follows (Tewari and 
Raghuwanshi, 1987): 
(A.7) 
where 
(A.8) 
is the exponential integral of the n1h kind. 
Grasty et al. (1979) found that the measured angular sensitivity of cylindrical 
detectors could be well represented by an expression of the form 
AE =a+ bcos81 
' 
(A.9) 
where a and b are constants that must be derived experimentally, and 8 1 is the angle 
between the vertical and the incoming gamma-ray photon. Incorporating (A.9) into 
(A.7), and following Tewari and Raghuwanshi (1987), it can be shown that 
(A.10) 
where E3 is the exponential integral of the third kind. The intensity due to an infinitely 
broad source is then 
(A.11) 
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Finally, the monoenergetic radiation due to a thick circular source as a percentage of the 
radiation due to an infinite source is given by (Tewari and Raghuwanshi, 1987) 
(A.12) 
P = 1-cose 
An example plot of eqn (A.12) is shown in Fig. A.6. This shows the percentage of the 
infinite source yield for thorium gamma rays (208Tl) at 2.61 MeV (µa= 0.00505 m-1) as 
a function of source diameter for a detector height of 100 m. This shows that less than 
40% of the observed infinite source radiation originates from a source with a diameter 
of 200 m, and over 20% of the observed photons for an infinite source originate beyond 
a source with a diameter of 600 m. The simulated height also has far more influence in 
the relationship than the energy of the gamma rays, and Fig. A.6 can be considered 
representative of gamma rays in the range 0.5-3.0 MeV. The portable canister sources 
were used to simulated sources with diameters up to 876 m at a simulated height of 
120 m. This represents about 80% of the radiation that would be detected from an 
infinitely broad source. Similar calculations can be done for source thickness. Minty et 
al. (1990) show that at 0.35 m thick, the canister sources contribute over 98% of the 
radiation that would be observed from infinitely thick sources. 
An attempt was then made to fit eqn (A.10) to a single channel across all spectra at 
the same simulated height - i.e. to model the change in channel count rate as the 
diameter of the source increases. Since the model has its basis in the physics of the 
method, it was hoped that a good fit to the observations would provide a rational basis 
for extrapolation of the spectra to sources of greater diameter. A non-linear fitting 
technique was used and both A and µ were allowed to vary. Although eqn (A.10) was 
derived for monoenergetic radiation only, it was hoped that a reasonable fit might be 
obtained by consideringµ as an 'effective' attenuation coefficient for both scattered and 
unscattered radiation. The directional sensitivity coefficients (a and b) used in the fit 
were those derived by Tewari and Raghuwanshi (1987) for a slab crystal (a = 0.39, b = 
0.61 ). The 32-litre detector calibration data was used for the analysis. 
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Figure A.6. Simulated infinite source yield for sources of various 
diameters. The detector is at a height of 100 m. The simulation is for 
thorium gamma-rays at 2.61MeV(µ=0.00505 m·1). 
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The attempted regression was largely unsuccessful. In most cases the minimization 
procedure fails, since the best fit between the model and the data requires µ to go 
negative, which is a physically ridiculous condition. Figure A.7 shows the best fit (µ 
= 0.0544) of the model to channel 148 (1.73 MeV) for uranium spectra at the simulated 
source diameters shown in Fig. A.3. The model does not provide a realistic fit to the 
observed data. 
The most likely reason for the poor fit is that the source-detector geometry for finite 
sources is not well modelled by the calibration experiment. This is because at an actual 
height of 0.668 m above the sources, the detector is very large compared to the source 
diameters. Also, 32-litre detector systems commonly used in airborne surveying 
comprise two crystal packs - positioned about 0.8 m apart in the case of the AGSO 
system. Figure A.8 shows a mesh diagram of the total count rate (0.4-3.0 MeV) for a 
single 16-litre detector pack as a function of the K source position. Figure A.9 shows the 
same mesh diagram for a twin-detector system. Two peaks are apparent, and each peak 
associates with the position of a detector package. This emphasizes that the response 
600 
c 500 
cu 
.c 
u 
(i) 400 
Cl.. 
u 
-~ 300 
CJ') 
c 
Q) 
c 200 
100 
0---+-:;........,.~~~~~~~~~~~~~~~~~~~.-.-l 
0 2 3 4 5 6 7 8 9 10 
Source diameter (m) 
Figure A. 7. Best fit of the monoenergetic radiation model to channel 148 
( 1. 73 Me V) of simulated uranium spectra at various simulated source 
diameters. 
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functions shown in Figs A.8 and A.9 are also functions of the detector geometry rather 
than the source geometry alone. 
The failure of the monoenergetic radiation model [ eqn (A.10)] to fit the data is 
therefore not surprising. The calibration source-detector geometry is not a good 
simulation of the airborne response to discrete sources. Also, the model was developed 
for monoenergetic radiation only, and there is no fundamental reason why the use of an 
'effective' attenuation coefficient should accommodate both scattered and unscattered 
radiation, although this approach has been tried previously (Steljes et al., 1952). The 
model was also developed for gamma-ray flux and does not include the detector 
response. For these reasons the model is considered inadequate for the problem at hand. 
Note that in this experiment the simulated finite sources were centred below the 
detector. For a finite source displaced laterally by a small distance relative to the height 
of the detector, we can expect a similar shape to that for a source below the detector but 
at a greater effective height. This is because the main change in source-detector 
Figure A.8. Total count detector response at a height of 0.65 m 
above a K canister source for a single (16-litre) detector package. 
Figure A.9. Total count detector response at a height of 0.65 m 
above a K canister source for twin detector packages (32 litre total 
volume). The centres of the two packages are approximately 0.8 m 
apart. 
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geometry (other than an increase in the distance between the source and the detector) is 
that both the solid angle subtended by the source at the detector and the solid angle 
subtended by the detector at the source are reduced - resulting in a reduced count rate at 
all energies. At greater displacements the air/ground interface can be expected to affect 
the scattering cross-section at the detector. 
A.4 Principal Component Analysis 
The spectra as functions of source diameter were analyzed usmg the principal 
component method. The analysis was along the same lines as the modelling of the slab 
source spectra as functions of simulated height in Chapter 3 (see §3.3). The contribution 
of all 7 components to the total variance in the shape of the spectra is shown in 
Tables A.2-A.4 for a simulated height of 120 m. The corresponding principal 
components are shown in Figs A. I O-A.12. Only the first three components are shown, 
as these account for virtually all the variance in the data. 
The primary and secondary components shown in Figs A. l O-A.12 are similar to those 
generated in §3.3.1 using spectra as a function of simulated height, and can be 
interpreted in a similar way. The first component can be considered as an average or 
gross spectrum and the second component accommodates the change in spectral shape 
with source diameter. However, for the range of source diameters modelled, the change 
in spectral shape with source diameter is much smaller than the change in spectral shape 
with height for simulated heights in the range 0-200 m. The percentages given in 
Tables A.2-A.4 are representative of all of the spectra analyzed, and the pnmary 
component accounts for over 99.9% of the variance in each set of 7 spectra. 
An important observation is that for the larger simulated source diameters, the change 
in spectral shape with source diameter at low energies is similar to the change in 
spectral shape with effective height discussed in Chapter 3. Thus, as the simulated 
source diameter increases, the photopeaks reduce relative to the Compton continuum. 
This is apparent for both the K and U spectra. The Th spectra are anomalous in this 
respect - in fact the 2.61 MeV photopeak appears to increase relative to the Compton 
continuum as the simulated source diameter increases. However, the change in shape of 
Table A.2. Relative contributions of the principal components to the total 
variance in spectral shape for K spectra acquired at a simulated altitude of 
120 m and for various simulated source diameters. 
PC Eigenvalue Total variance Cumulative variance 
(%) (%) 
1 2.2627 99.9400 99.9400 
2 0.0011 0.0485 99.9886 
3 0.0002 0.0101 99.9987 
4 <0.0001 0.0012 99.9999 
5 <0.0001 0.0001 -100.0000 
6 <0.0001 -0.0000 - 100.0000 
7 <0.0001 -0.0000 100.0000 
Table A.3. Relative contributions of the principal components to the total 
variance in spectral shape for U spectra acquired at a simulated altitude of 
120 m and for various simulated source diameters. 
PC Eigenvalue Total variance Cumulative variance 
(%) (%) 
1 0 .. 3311 99.9897 99.8897 
2 0.0001 0.0086 99.9983 
3 <0.0001 0.0017 99.9999 
4 <0.0001 0.0001 -100.0000 
5 <0.0001 -0.0000 -100.0000 
6 <0.0001 -0.0000 - 100.0000 
7 <0.0001 -0.0000 100.0000 
Table A.4. Relative contributions of the principal components to the total 
variance in spectral shape for Th spectra acquired at a simulated altitude of 
120 m and for various simulated source diameters. 
PC Eigenvalue Total variance Cumulative variance 
(%) (%) 
1 0.0486 99.9905 99.9905 
2 <0.0001 0.0084 99.9989 
3 <0.0001 0.0011 -100.0000 
4 <0.0001 - 0.0000 - 100.0000 
5 <0.0001 -0.0000 -100.0000 
6 <0.0001 -0.0000 -100.0000 
7 <0.0001 -0.0000 100.0000 
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the Th spectra is almost an order of magnitude smaller than for the K and U spectra. The 
asymmetrical anomaly at 0.58 MeV on the Th second principal component vector 
(Fig. A.10) is almost certainly an energy calibration effect. 
There is the possibility that some of the change in shape witnessed in the source 
diameter experiment is due to summation effects. Thus, as the simulated source 
diameter increases, there is a corresponding increase in the number of original observed 
spectra that contribute to the simulation. Since none of the original spectra can be 
perfectly energy calibrated, the integration of their responses can be expected to lead to 
a loss of resolution in the sum spectra as the simulated source diameter increases. 
The effect of source diameter on the shape of the U and Th spectra would appear to 
be small for energies greater than about 0.7 MeV. This tends to be supported by Kogan 
et al. (1969, p222) who state that for a calibration source with a weight in the tens of 
kilograms, the spectral composition due to gamma rays from these sources is essentially 
the same as for an infinite source for energies down to about 0.5-0.6 MeV. 
The principal component method has provided an insight into how the gamma-ray 
spectra observed in the source diameter experiments change as a function of source 
geometry. The analysis suggests that for small simulated diameters the change in 
spectral shape is dominated by the detector geometry. For larger simulated diameters the 
small change in spectral shape may be similar to the change in spectral shape associated 
with effective height described in Chapter 3. This raises the possibility that the PC's 
determined from the effective height experiments can perhaps be used to model the 
spectra due to finite sources - i.e. the principal component model can accommodate 
changes in spectral shape due to both detector height and source diameter. 
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