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Abstract
We consider the non-equilibrium dynamics for the Widom–Rowlin-
son model (without hard-core) in the continuum. The Lebowitz–
Penrose-type scaling of the dynamics is studied and the system of the
corresponding kinetic equations is derived. In the space-homogeneous
case, the equilibrium points of this system are described. Their struc-
ture corresponds to the dynamical phase transition in the model. The
bifurcation of the system is shown.
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1 Introduction
Critical behavior of complex systems in the continuum is one of the cen-
tral problems in statistical physics. For systems in Rd, d > 1, consisting of
particles of the same type there is, up to our knowledge, only one rigorous
mathematical analysis of this problem, the so-called LMP (Lebowitz–Mazel–
Presutti) models with Kac potentials, see [23, Chapter 10] and the references
therein. The case of particles of different types has been more extensively
studied. The simplest model was proposed by Widom and Rowlinson [26]
for a potential with hard-core. In this model, there is an interaction only
between particles of different types. For large activity, the existence of phase
transition for the model in [26] was shown by Ruelle [24]. A natural modifica-
tion of this model for the case of three or more different particle types is the
Potts model in the continuum. Within this context, Lebowitz and Lieb [22]
extended Ruelle’s result to the multi-types case and soft-core potentials. For
a large class of potentials (with or without soft-core), Georgii and Ha¨ggstro¨m
[13] established the phase transition. Further activity in this area concerns
a mean-field theory for the Potts model in the continuum and, in particular,
for the Widom–Rowlinson model, without hard-core, see [14] for the most
general case (that is, two or more different types) and [4, 5] (for three or
more different types).
All these works deal with Gibbs equilibrium states of continuous particle
systems. Another approach to study Gibbs measures goes back to Glauber
and Dobrushin and it consists in the analysis of the stochastic dynamics as-
sociated with these measures. In the continuous case, an analogue of the
Glauber dynamics is a spatial birth-and-death process whose intensities im-
ply the invariance of the dynamics with respect to a proper Gibbs measure
(the so-called detailed balance conditions). For continuous particle systems
of only one type, the corresponding non-equilibrium dynamics was recently
intensively studied, see e.g. [9, 11] and the references therein. In this work
we consider the corresponding Glauber-type dynamics in the continuum, but
for two different particle types. Here we use the statistical Markov evolution
rather than the dynamics in the sense of trajectories. In other words, we
study the dynamics in terms of states. This can be done using the language
of correlation functions corresponding to the states or the language of the
corresponding generating functionals.
We construct this dynamics for the Widom–Rowlinson model and study
its mesoscopic behavior under the so-called Lebowitz–Penrose scaling (see
[23] and the references therein). For this purpose, we exploit a technique
based on the Ovsjannikov theorem, see e.g. [11] and the references therein.
This allows us to derive rigorously the system of kinetic equations for the
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dynamics, which critical behavior reflects the phase transition phenomenon
in the original microscopic dynamics. This scheme to derive the kinetic
equations for Markov evolutions in the continuum was proposed in [7] and
goes back to an approach well-known for the Hamiltonian dynamics, see
[25]. Another approach is based on minimizing some energy functionals, see
e.g. [2, 3].
In Section 2 we briefly recall some notions of the analysis on one- and
two-types configuration spaces. A more detailed explanation can be found
in e.g. [1, 17] and [6, 12], respectively. We introduce and study a generaliza-
tion of generating functionals for two-types spaces as well. In Section 3 we
consider the dynamical Widom–Rowlinson model. We prove that the corre-
sponding time evolution in terms of entire generating functionals exist in a
scale of Banach spaces, for a finite time interval (Theorem 3.5). Section 4
is devoted to the mesoscopic scaling in the Lebowitz–Penrose sense. We
prove that the rescaled evolution of entire generating functionals converges
strongly to the limiting time evolution (Theorem 4.5). The latter preserves
exponential functionals (Theorem 4.6), which corresponds to the propagation
of the chaos principle for correlation functions, cf. e.g. [10]. This allows to de-
rive a system of kinetic equations (4.13), which are non-linear and non-local
(they include convolutions of functions on Rd, cf. e.g. [8]). We also prove the
existence and uniqueness of the solutions to the aforementioned system of
equations (Theorem 4.7). In Section 5 we consider the same system but in
the space-homogeneous case. Even this simplest case reflects the dynamical
phase transition, which is expected to occur in the original non-equilibrium
dynamics. Namely, in Theorem 5.2 we prove that there is a critical value
below of which the system of kinetic equations will have a unique stable
equilibrium point. For higher values, the system will have three equilibrium
points: two of them are stable (they correspond to the pure phases of the
reversible Gibbs measure) and the third one is unstable (it corresponds to
the symmetric mixed phase). It is worth noting that at the critical point
the system has a unique mixed equilibrium point (saddle-node). Therefore,
there is a bifurcation in the system of the kinetic equations corresponding
to the dynamical Widom–Rowlinson model without hard-core. We note that
the existence of such a critical value for the original (equilibrium) model was
an open problem, see e.g. [13, Remark 1.3].
2 General Framework
This section begins by briefly recalling the concepts and results of combina-
torial harmonic analysis on one- and two-types configuration spaces needed
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throughout this work. For a detailed explanation see e.g. [1, 6, 12, 17] and
the references cited therein.
2.1 One-component configuration spaces
The configuration space Γ := ΓR over Rd, d ∈ N, is defined as the set of all
locally finite subsets (configurations) of Rd,
Γ :=
{
γ ⊂ Rd : |γ ∩ Λ| <∞ for every compact Λ ⊂ Rd} ,
where |·| denotes the cardinality of a set. We will identify a configuration
γ ∈ Γ with the non-negative Radon measure ∑x∈γ δx on the Borel σ-algebra
B(Rd), where δx is the Dirac measure with mass 1 at x and
∑
x∈∅ δx :=
0. This identification allows to endow Γ with the vague topology and the
corresponding Borel σ-algebra B(Γ).
Let ρ > 0 be a locally integrable function on Rd. The Poisson measure
piσ with intensity the Radon measure
dσ(x) = ρ(x)dx
is defined as the probability measure on (Γ,B(Γ)) with Laplace transform
given by ∫
Γ
dpiσ(γ) exp
(∑
x∈γ
ϕ(x)
)
= exp
(∫
Rd
dx ρ(x)
(
eϕ(x) − 1))
for all smooth functions ϕ on Rd with compact support. For the case ρ ≡ 1,
we will omit the index pi := pidx.
For any n ∈ N0 := N ∪ {0}, let
Γ(n) := {γ ∈ Γ : |γ| = n}, n ∈ N, Γ(0) := {∅}.
Clearly, each Γ(n), n ∈ N, can be identified with the symmetrization of the
set {(x1, ..., xn) ∈ (Rd)n : xi 6= xj if i 6= j} under the permutation group over
{1, ..., n}, which induces a natural (metrizable) topology on Γ(n) and the
corresponding Borel σ-algebra B(Γ(n)). Moreover, for the product measure
σ⊗n fixed on (Rd)n, this identification yields a measure σ(n) on (Γ(n),B(Γ(n))).
This leads to the space of finite configurations
Γ0 :=
∞⊔
n=0
Γ(n)
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endowed with the topology of disjoint union of topological spaces and the
corresponding Borel σ-algebra B(Γ0), and to the so-called Lebesgue–Poisson
measure on (Γ0,B(Γ0)),
λσ :=
∞∑
n=0
1
n!
σ(n), σ(0)({∅}) := 1.
We set λ := λdx.
2.2 Two-component configuration spaces
The previous definitions can be naturally extended to n-component config-
uration spaces. Having in mind our goals, we just present the extension for
n = 2.
Given two copies of the space Γ, denoted by Γ+ and Γ−, let
Γ2 :=
{
(γ+, γ−) ∈ Γ+ × Γ− : γ+ ∩ γ− = ∅} .
Similarly, given two copies of the space Γ0, denoted by Γ
+
0 and Γ
−
0 , we
consider the space
Γ20 :=
{
(η+, η−) ∈ Γ+0 × Γ−0 : η+ ∩ η− = ∅
}
.
We endow Γ2 and Γ20 with the topology induced by the product of the
topological spaces Γ+ × Γ− and Γ+0 × Γ−0 , respectively, and with the corre-
sponding Borel σ-algebras, denoted by B(Γ2) and B(Γ20).
We consider the space Bls(Γ
2
0) of all complex-valued B(Γ20)-measurable
functions G with local support, i.e., GΓ20\(Γ+Λ×Γ−Λ)≡ 0 for some bounded set
Λ ∈ B(Rd), where Γ±Λ := {η ∈ Γ± : η ⊂ Λ}. Given a G ∈ Bls(Γ20), the
K-transform of G is the mapping KG : Γ2 → C defined at each (γ+, γ−) ∈ Γ2
by
(KG)(γ+, γ−) :=
∑
η+⊂γ+
|η+|<∞
∑
η−⊂γ−
|η−|<∞
G(η+, η−). (2.1)
Note that for every G ∈ Bls(Γ20) the sum in (2.1) has only a finite number
of summands different from zero and thus KG is a well-defined function on
Γ2. Moreover, K : Bls(Γ
2
0) → K(Bls(Γ20)) is a positivity preserving linear
isomorphism whose inverse mapping is defined by(
K−1F
)
(η+, η−) :=
∑
ξ+⊂η+
∑
ξ−⊂η−
(−1)|η+\ξ+|+|η−\ξ−|F (ξ+, ξ−), (η+, η−) ∈ Γ20.
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The K-transform might be extended pointwisely to a wider class of func-
tions. Among them we will distinguish the so-called Lebesgue–Poisson expo-
nentials eλ(f
+, f−) defined for complex-valued B(Rd)-measurable functions
f+, f− by
eλ(f
+, f−; η+, η−) := eλ(f+, η+)eλ(f−, η−), (η+, η−) ∈ Γ20, (2.2)
where
eλ(f
±, η±) :=
∏
x∈η±
f±(x), η± ∈ Γ±0 \{∅}, eλ(f±, ∅) := 1.
Indeed, for any f+, f− described as before, having in addition compact sup-
port, for all (γ+, γ−) ∈ Γ2(
Keλ(f
+, f−)
)
(γ+, γ−) =
∏
x∈γ+
(
1 + f+(x)
) ∏
y∈γ−
(
1 + f−(y)
)
. (2.3)
The special role of functions (2.2) is partially due to the fact that the right-
hand side of (2.3) coincides with the integrand functions of generating func-
tionals (Subsection 2.3 below).
Let now M1fm(Γ2) be the set of all probability measures µ on (Γ2,B(Γ2))
with finite local moments of all orders, i.e., for all n ∈ N and all bounded
sets Λ ∈ B(Rd) ∫
Γ2
dµ(γ+, γ−) |γ+ ∩ Λ|n|γ− ∩ Λ|n <∞,
and let Bbs(Γ
2
0) be the set of all bounded functions G ∈ Bls(Γ20) such that
G
Γ20\
(⊔N+
n=0 Γ
(n)
Λ+
×⊔N−n=0 Γ(n)Λ−)≡ 0 for some N+, N− ∈ N0 and for some bounded
Borel sets Λ+,Λ− ⊂ Rd. Here, for k ∈ N0 and for bounded sets Λ± ∈ B(Rd),
Γ
(k)
Λ± := {η ∈ Γ±Λ± : |η| = k}. Given a µ ∈ M1fm(Γ2), the so-called correlation
measure ρµ corresponding to µ is a measure on (Γ
2
0,B(Γ20)) defined for all
G ∈ Bbs(Γ20) by∫
Γ20
dρµ(η
+, η−)G(η+, η−) =
∫
Γ2
dµ(γ+, γ−) (KG) (γ+, γ−). (2.4)
Note that under these assumptions K |G| is µ-integrable, and thus (2.4) is
well-defined. In terms of correlation measures, this shows, in particular,
that Bbs(Γ
2
0) ⊂ L1(Γ20, ρµ).1 Actually, Bbs(Γ20) is dense in L1(Γ20, ρµ). More-
over, still by (2.4), on Bbs(Γ
2
0) the inequality ‖KG‖L1(Γ2,µ) ≤ ‖G‖L1(Γ20,ρµ)
1Throughout this work all Lp-spaces, p ≥ 1, consist of complex-valued functions.
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holds, allowing an extension of the K-transform to a bounded operator K :
L1(Γ20, ρµ) → L1(Γ2, µ) in such a way that equality (2.4) still holds for any
G ∈ L1(Γ20, ρµ). For the extended operator, the explicit form (2.1) still
holds, now µ-a.e. In particular, for functions f+, f− such that eλ(f+, f−) ∈
L1(Γ20, ρµ) equality (2.3) still holds, but only for µ-a.a. (γ
+, γ−) ∈ Γ2.
Let us now consider two measures on Rd, in general different, dσ± = ρ±dx,
both defined as above. The Lebesgue–Poisson product measure λ2σ+,σ− :=
λσ+ ⊗ λσ− on (Γ20,B(Γ20)) is the correlation measure corresponding to the
Poisson product measure pi2σ+,σ− := piσ+ ⊗ piσ− on (Γ2,B(Γ2)). Observe that
a priori λ2σ+,σ− is a measure defined on (Γ0 × Γ0,B(Γ0)⊗ B(Γ0)) and pi2σ+,σ−
is a measure defined on (Γ × Γ,B(Γ) ⊗ B(Γ)). It can actually be shown
that Γ20 = (Γ0 × Γ0) \ {(η, ξ) : η ∩ ξ 6= ∅} has full λ2σ+,σ−-measure and
Γ2 = (Γ× Γ) \ {(γ, γ′) : γ ∩ γ′ 6= ∅} has full pi2σ+,σ−-measure, cf. [6, 21].
It can also be shown that eλ(f
+, f−) ∈ Lp(Γ20, λ2σ+,σ−) whenever f± ∈
Lp(Rd, σ±) for some p ≥ 1, and, moreover,
‖eλ(f+, f−)‖pLp(Γ20,λ2σ+,σ− ) = exp(‖f
+‖p
Lp(Rd,σ+) + ‖f−‖pLp(Rd,σ−)).
In particular, for p = 1, one additionally has, for all f± ∈ L1(Rd, σ±),∫
Γ20
dλ2σ+,σ−(η
+, η−) eλ(f+, f−; η+, η−)
= exp
(∫
Rd
dx
(
ρ+(x)f+(x) + ρ−(x)f−(x)
))
. (2.5)
In the sequel we set
λ2 := λ2dx,dx, pi
2 := pi2dx,dx.
2.3 Bogoliubov generating functionals
The notion of Bogoliubov generating functional corresponding to a probabil-
ity measure on (Γ,B(Γ)) [19] naturally extends to probability measures de-
fined on a multicomponent space (Γn,B(Γn)). For simplicity, we just present
the extension for n = 2. Of course, a similar procedure is used for n > 2,
but with a more cumbersome notation.
Definition 2.1. Given a probability measure µ on (Γ2,B(Γ2)), the Bogoliubov
generating functional (shortly GF) Bµ corresponding to µ is the functional
defined at each pair θ+, θ− of complex-valued B(Rd)-measurable functions by
Bµ(θ
+, θ−) :=
∫
Γ2
dµ(γ+, γ−)
∏
x∈γ+
(
1 + θ+(x)
) ∏
y∈γ−
(
1 + θ−(y)
)
,
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provided the right-hand side exists.
Clearly, for an arbitrary probability measure µ, Bµ is always defined
at least at the pair (0, 0). However, the whole domain of Bµ depends on
properties of the underlying measure µ. For instance, probability measures
µ for which the GF is well-defined on multiples of indicator functions 1 Λ of
bounded Borel sets Λ, necessarily have finite local exponential moments, i.e.,∫
Γ2
dµ(γ+, γ−) eα(|γ
+∩Λ|+|γ−∩Λ|) <∞, for all α > 0. (2.6)
The converse is also true. In fact, for all α > 0 and for all Λ described as
before we have that the left-hand side of (2.6) is equal to∫
Γ2
dµ(γ+, γ−)
∏
x∈γ+∪γ−
eα11Λ(x) = Bµ
(
(eα − 1)1 Λ, (eα − 1)1 Λ
)
<∞.
According to the previous subsection, this implies that to such a measure µ
one may associate the correlation measure ρµ, leading to a description of the
functional Bµ in terms of the measure ρµ:
Bµ(θ
+, θ−) =
∫
Γ2
dµ(γ+, γ−)
(
Keλ(θ
+, θ−)
)
(γ+ γ−)
=
∫
Γ20
dρµ(η
+, η−) eλ(θ+, θ−; η+, η−),
or in terms of the so-called correlation function
kµ :=
dρµ
dλ2
corresponding to the measure µ, provided ρµ is absolutely continuous with
respect to the product measure λ2:
Bµ(θ
+, θ−) =
∫
Γ20
dλ2(η+, η−) eλ(θ+, θ−; η+, η−)kµ(η+, η−). (2.7)
Throughout this work we will consider GF which are entire on the whole
L1(Rd, dx)× L1(Rd, dx) space with the norm
‖(θ+, θ−)‖L1×L1 = |θ+|1 + |θ−|1.
Here and below we use the notation
|θ|1 := ‖θ‖L1 , θ ∈ L1 := L1(Rd, dx).
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We recall that a functional A : L1 × L1 → C is entire on L1 × L1 whenever
A is locally bounded and for all θ±0 , θ
± ∈ L1 the mapping
C2 3 (z+, z−) 7→ A(θ+0 + z+θ+, θ−0 + z−θ−) ∈ C
is entire [20], which is equivalent to entireness on L1 of A on each component.
Thus, at each pair θ+0 , θ
−
0 ∈ L1, every entire functional A on L1 × L1 has a
representation in terms of its Taylor expansion,
A(θ+0 + z
+θ+, θ−0 + z
−θ−)
=
∞∑
n,m=0
(z+)n(z−)m
n!m!
d(n,m)A(θ+0 , θ
−
0 ; θ
+, . . . , θ+︸ ︷︷ ︸
n times
, θ−, . . . , θ−︸ ︷︷ ︸
m times
),
z± ∈ C, θ± ∈ L1. Extending the kernel theorem [19, Theorem 5] to the
two-component case, each differential d(n,m)A(θ+0 , θ
−
0 ; ·) is then defined by a
kernel δ(n,m)A(θ+0 , θ
−
0 ; ·) ∈ L∞((Rd)n×(Rd)m), which is symmetric in the first
n coordinates and in the last m coordinates. More precisely,
d(n,m)A(θ+0 , θ
−
0 ; θ
+
1 , . . . , θ
+
n , θ
−
1 , . . . , θ
−
m)
=
∂n+m
∂z+1 ...∂z
+
n ∂z
−
1 ...∂z
−
m
A
(
θ+0 +
n∑
i=1
z+i θ
+
i , θ
−
0 +
m∑
j=1
z−j θ
−
j
)∣∣∣∣
z+1 =...=z
+
n =z
−
1 =...=z
−
m=0
=
∫
(Rd)n×(Rd)m
dx1 . . . dxndy1 . . . dym
× δ(n,m)A(θ+0 , θ−0 ;x1, . . . , xn, y1, . . . , ym)
n∏
i=1
θ+i (xi)
m∏
j=1
θ−j (yj),
for all θ+1 , ..., θ
+
n , θ
−
1 , ..., θ
−
m ∈ L1, n,m ∈ N. Moreover, the operator norm of
the bounded (n+m)-linear functional (on L1×L1) d(n,m)A(θ+0 , θ−0 ; ·) is equal
to
∥∥δ(n,m)A(θ+0 , θ−0 ; ·)∥∥L∞((Rd)n×(Rd)m) and for all r > 0 one has∥∥δ(n,m)A(θ+0 , θ−0 ; ·)∥∥L∞((Rd)n×(Rd)m)
≤ n!m!
(e
r
)n+m
sup
|θ±|1≤r
|A(θ+0 + θ+, θ−0 + θ−)|.
For the cases where either n = 0 or m = 0, the entireness property on L1
of each pair of functionals A(·, θ−0 ), A(θ+0 , ·) implies by a direct application
of [19, Theorem 5] that the corresponding differentials are defined by a sym-
metric kernel δnA(θ+0 , θ
−
0 ; ·, ∅) ∈ L∞((Rd)n), δmA(θ+0 , θ−0 ; ∅, ·) ∈ L∞((Rd)m),
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respectively, and for each r > 0 one has∥∥δA(θ+0 , θ−0 ; ·, ∅)∥∥L∞ ≤ 1r sup|θ+|1≤r |A(θ+0 + θ+, θ−0 )|,∥∥δA(θ+0 , θ−0 ; ∅, ·)∥∥L∞ ≤ 1r sup|θ−|1≤r |A(θ+0 , θ−0 + θ−)|
and, for n,m ≥ 2,∥∥δnA(θ+0 , θ−0 ; ·, ∅)∥∥L∞((Rd)n) ≤ n!(er)n sup|θ+|1≤r |A(θ+0 + θ+, θ+0 )|,∥∥δmA(θ+0 , θ−0 ; ∅, ·)∥∥L∞((Rd)m) ≤ m!(er)m sup|θ−|1≤r |A(θ+0 , θ−0 + θ−)|.
All these considerations hold, in particular, for A being an entire GF
Bµ on L
1 × L1 corresponding to some probability measure µ on Γ2 which
is locally absolutely continuous with respect to pi2, that is, for all disjoint
bounded Borel sets Λ+,Λ− ⊂ Rd the image measure µ ◦ p−1Λ+,Λ− of µ under
the projection pΛ+,Λ−(γ
+, γ−) := (γ+∩Λ+, γ−∩Λ−) ∈ ΓΛ+×ΓΛ− is absolutely
continuous with respect to the product of image measures (pi◦p−1Λ+)×(pi◦p−1Λ−),
pΛ±(γ
±) := γ± ∩Λ±. In this case, the correlation function kµ exists and it is
given for λ2-a.a. (η+, η−) ∈ Γ20 by
kµ(η
+, η−) = δ(n,m)Bµ(0, 0; η+, η−),
kµ(η
+, ∅) = δnBµ(0, 0; η+, ∅),
kµ(∅, η−) = δmBµ(0, 0; ∅, η−),
for |η+| = n, |η−| = m, n,m ∈ N [19, Proposition 9]. As a consequence,
similarly to [19, Proposition 11] one finds
δ(|η
+|,|η−|)Bµ(θ+, θ−; η+, η−)
=
∫
Γ20
dλ2(ξ+, ξ−) kµ(ξ+ ∪ η+, ξ− ∪ η−)eλ(θ+, θ−; ξ+, ξ−) (2.8)
for λ2-a.a. (η+, η−) ∈ Γ20, which gives an alternative description of the ker-
nels δ(n,m)Bµ(θ
+
0 , θ
−
0 ; ·), n,m ∈ N0. Moreover, the previous estimates for
the norms of the kernels lead to the so-called Ruelle generalized bound [19,
Proposition 16], that is, for any 0 ≤ ε ≤ 1 and any r > 0 there is a constant
C ≥ 0 depending on r such that
kµ(η
+, η−) ≤ C (|η+|!|η−|!)1−ε (e
r
)|η+|+|η−|
, λ2−a.a. (η+, η−) ∈ Γ20.
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Similarly to the one-component case [19, Proposition 23], the latter motivates
for each α > 0 the definition of the Banach space Eα of all entire functionals
B on L1 × L1 such that
‖B‖α := sup
θ+,θ−∈L1
(∣∣B(θ+, θ−)∣∣ e− 1α(|θ+|1+|θ−|1)) <∞. (2.9)
Observe that this class of Banach spaces has the property that, for each
α0 > 0, the family {Eα : 0 < α ≤ α0} is a scale of Banach spaces, that is,
Eα′′ ⊆ Eα′ , ‖ · ‖α′ ≤ ‖ · ‖α′′
for any pair α′, α′′ such that 0 < α′ < α′′ ≤ α0.
Of course these considerations hold, more generally, for any entire func-
tional B on L1 × L1 of the form
B(θ+, θ−) =
∫
Γ20
dλ2(η+, η−) eλ(θ+, θ−; η+, η−)k(η+, η−), k : Γ20 → [0,+∞) .
3 The Widom–Rowlinson model
The dynamical Widom–Rowlinson model is an example of a birth-and-death
model of two different particle types, let us say + and −, where, at each
random moment of time, + and − particles randomly disappear according
to a death rate identically equal to m > 0, while new ± particles randomly
appear according to a birth rate which only depends on the configuration of
the whole ∓-system at that time. The influence of the ±-system of particles
is none in this process. More precisely, let φ : Rd → R ∪ {+∞} be a pair
potential, that is, a B(Rd)-measurable function such that φ(−x) = φ(x) ∈ R
for all x ∈ Rd \ {0}, which we will assume to be non-negative and integrable.
Given a configuration (γ+, γ−) ∈ Γ2, the birth rate of a new + particle at a
site x ∈ Rd\(γ+∪γ−) is given by exp(−E(x, γ−)), where E(x, γ−) is a relative
energy of interaction between a particle located at x and the configuration
γ− defined by
E(x, γ−) :=
∑
y∈γ−
φ(x− y) ∈ [0,+∞] .
Similarly, the birth rate of a new − particle at a site y ∈ Rd \ (γ+ ∪ γ−) is
given by exp(−E(y, γ+)).
Informally, the behavior of such an infinite particle system is described
11
by a pre-generator2
(LF )(γ+, γ−) :=m
∑
x∈γ+
(
F (γ+ \ x, γ−)− F (γ+, γ−))
+m
∑
y∈γ−
(
F (γ+, γ− \ y)− F (γ+, γ−))
+ z
∫
Rd
dx e−E(x,γ
−) (F (γ+ ∪ x, γ−)− F (γ+, γ−))
+ z
∫
Rd
dy e−E(y,γ
+)
(
F (γ+, γ− ∪ y)− F (γ+, γ−)) ,
where z > 0 is an activity parameter. Of course, the previous expression will
be well-defined under proper conditions on the function F [12].
In applications, properties of the time evolution of an infinite particle
system, like the described one, in terms of states, that is, probability measures
on Γ2, are a subject of interest. Informally, such a time evolution is given by
the so-called Fokker–Planck equation
dµt
dt
= L∗µt, µt|t=0 = µ0, (3.1)
where L∗ is the dual operator of L. As explained in [12], technically the
use of definition (2.4) allows an alternative approach to the study of (3.1)
through the corresponding correlation functions kt := kµt , t ≥ 0, provided
they exist. This leads to the Cauchy problem
∂
∂t
kt = L̂
∗kt, kt|t=0 = k0,
where k0 is the correlation function corresponding to the initial distribution
µ0 of the system and L̂
∗ is the dual operator of L̂ := K−1LK in the sense∫
Γ20
dλ2(η+, η−) (L̂G)(η+, η−)k(η+, η−)
=
∫
Γ20
dλ2(η+, η−)G(η+, η−)(L̂∗k)(η+, η−). (3.2)
To define L̂ and L̂∗ with a full rigor, see [12].
2Here and below, for simplicity of notation, we have just written x, y instead of {x},
{y}, respectively.
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Now we would like to rewrite the dynamics (3.1) in terms of the GF Bt
corresponding to µt. Through the representation (2.7), this can be done,
informally, by
∂
∂t
Bt(θ
+, θ−) =
∫
Γ20
dλ2(η+η−) eλ(θ+, θ−; η+, η−)
( ∂
∂t
kt(η
+, η−)
)
(3.3)
=
∫
Γ20
dλ2(η+, η−) eλ(θ+, θ−; η+, η−)(L̂∗kt)(η+, η−)
=
∫
Γ20
dλ2(η+, η−) (L̂eλ(θ+, θ−))(η+, η−)kt(η+, η−),
for all θ± ∈ L1. In other words, given the operator L˜ defined at
B(θ+, θ−) :=
∫
Γ20
dλ2(η+, η−) eλ(θ+, θ−; η+, η−)k(η+, η−),
for some k : Γ20 → [0,+∞), by
(L˜B)(θ+, θ−) :=
∫
Γ20
dλ2(η+, η−) (L̂eλ(θ+, θ−))(η+, η−)k(η+, η−),
one has that the GF Bt, t ≥ 0 are a (pointwise) solution to the equation
∂Bt
∂t
= L˜Bt.
We will find now an explicit expression for the operator L˜. The fact that
the expression is well-defined will follow from Proposition 3.2 below.
Proposition 3.1. For all θ± ∈ L1, we have
(L˜B)(θ+, θ−)
=−
∫
Rd
dx θ+(x)
(
mδB(θ+, θ−;x, ∅)− zB(θ+, θ−e−φ(x−·) + e−φ(x−·) − 1))
−
∫
Rd
dy θ−(y)
(
mδB(θ+, θ−; ∅, y)− zB(θ+e−φ(y−·) + e−φ(y−·) − 1, θ−)).
Proof. As shown in [12, Sections 3 and 5],
(L̂G)(η+, η−)
=−m (|η+|+ |η−|)G(η+, η−)
+ z
∑
ξ−⊆η−
∫
Rd
dxG(η+ ∪ x, ξ−)e−E(x,ξ−)eλ(e−φ(x−·) − 1, η− \ ξ−)
+ z
∑
ξ+⊆η+
∫
Rd
dy G(ξ+, η− ∪ y)e−E(y,ξ+)eλ(e−φ(y−·) − 1, η+ \ ξ+),
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and thus, for G = eλ(θ
+, θ−), θ± ∈ L1,
(L̂eλ(θ
+, θ−))(η+, η−) = −m (|η+|+ |η−|) eλ(θ+, θ−; η+, η−)
+ z
∫
Rd
dx θ+(x)eλ(θ
+, θ−e−φ(x−·) + e−φ(x−·) − 1; η+, η−)
+ z
∫
Rd
dy θ−(y)eλ(θ+e−φ(y−·) + e−φ(y−·) − 1, θ−; η+, η−),
where we have used the equality shown in [18, Proposition 5.10],∑
ξ±⊆η±
eλ(θ
±, ξ±)e−E(x,ξ
±)eλ(e
−φ(x−·) − 1, η± \ ξ±)
= eλ(θ
±e−φ(x−·) + e−φ(x−·) − 1, η±). (3.4)
In this way,
(L˜B)(θ+, θ−)
=
∫
Γ20
dλ2(η+, η−) (L̂eλ(θ+, θ−))(η+, η−)k(η+, η−)
=−m
∫
Γ20
dλ2(η+, η−)
(|η+|+ |η−|) eλ(θ+, θ−; η+, η−)k(η+, η−)
+ z
∫
Rd
dx θ+(x)B(θ+, θ−e−φ(x−·) + e−φ(x−·) − 1)
+ z
∫
Rd
dy θ−(y)B(θ+e−φ(y−·) + e−φ(y−·) − 1, θ−)
with ∫
Γ20
dλ2(η+, η−)
(|η+|+ |η−|) eλ(θ+, θ−; η+, η−)k(η+, η−)
=
∫
Γ0
dλ(η+)
∑
x∈η+
θ+(x)eλ(θ
+, η+ \ x)
∫
Γ0
dλ(η−)eλ(θ−, η−)k(η+, η−)
+
∫
Γ0
dλ(η−)
∑
y∈η−
θ−(y)eλ(θ−, η− \ y)
∫
Γ0
dλ(η+)eλ(θ
+, η+)k(η+, η−),
which, by (2.8), is equal to∫
Rd
θ+(x)δB(θ+, θ−;x, ∅) +
∫
Rd
θ−(y)δB(θ+, θ−; ∅, y).
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Proposition 3.2. Let 0 < α < α0 be given. If B ∈ Eα′′ for some α′′ ∈ (α, α0],
then L˜B ∈ Eα′ for all α′ > 0 such that α ≤ α′ < α′′, and we have
‖L˜B‖α′ ≤ 2α0
α′′ − α′
(
m+ zα0e
|φ|1
α
−1
)
‖B‖α′′ .
In order to prove this result as well as other forthcoming ones the next
two lemmata show to be useful. They extend to the two-component case
lemmata 3.3 and 3.4 shown in [11].
Lemma 3.3. Given an α > 0, for all B ∈ Eα let
(L+0 B)(θ
+, θ−) :=
∫
Rd
dx θ+(x)δB(θ+, θ−;x, ∅),
(L−0 B)(θ
+, θ−) :=
∫
Rd
dy θ−(y)δB(θ+, θ−; ∅, y), θ± ∈ L1.
Then, for all α′ < α, we have L±0 B ∈ Eα′ and, moreover, the following
estimate of norms holds:
‖L±0 B‖α′ ≤
α′
α− α′‖B‖α.
Proof. First we observe that, by Subsection 2.3, L±0 B are entire functionals
on L1 × L1 and, moreover, for all r > 0 and all θ± ∈ L1,∣∣(L+0 B)(θ+, θ−)∣∣ ≤ |θ+|1 ∥∥δB(θ+, θ−; ·, ∅)∥∥L∞(Rd)
≤ |θ
+|1
r
sup
|θ+0 |1≤r
∣∣B(θ+ + θ+0 , θ−)∣∣ ,
where, for all θ+0 ∈ L1 such that |θ+0 |1 ≤ r,∣∣B(θ+ + θ+0 , θ−)∣∣ ≤ ‖B‖αe 1α (|θ+|1+|θ−|1+r).
Hence,
‖L+0 B‖α′ = sup
θ±∈L1
(
e−
1
α′ (|θ+|1+|θ−|1)|(L+0 B)(θ+, θ−)|
)
≤ e
r
α
r
sup
θ±∈L1
(
e−(
1
α′− 1α)(|θ+|1+|θ−|1)|θ+|1
)
‖B‖α,
where the latter supremum is finite if and only if 1
α′ − 1α > 0. In such a
situation, the use of the inequalities xe−n(x+y) ≤ xe−nx ≤ 1
en
, x, y ≥ 0, n > 0
leads for each r > 0 to
‖L+0 B‖α′ ≤
e
r
α
r
αα′
e(α− α′)‖B‖α.
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Analogously to [11, Lemma 3.3], the required estimate of norms follows by
minimizing the expression e
r
α
r
αα′
e(α−α′) in the parameter r. Similar arguments
applied to L−0 B completes the proof.
Lemma 3.4. Let ϕ, ψ : Rd×Rd → R be such that, for a.a. ω ∈ Rd, ϕ(ω, ·) ∈
L∞ := L∞(Rd), ψ(ω, ·) ∈ L1 and ‖ϕ(ω, ·)‖L∞ ≤ c0, |ψ(ω, ·)|1 ≤ c1 for some
constants c0, c1 > 0 independent of ω. For each α > 0 and all B ∈ Eα,
consider
(L+1 B)(θ
+, θ−) :=
∫
Rd
dx θ+(x)B(θ+, ϕ(x, ·)θ− + ψ(x, ·)),
(L−1 B)(θ
+, θ−) :=
∫
Rd
dy θ−(y)B(ϕ(y, ·)θ+ + ψ(y, ·), θ−), θ± ∈ L1.
Then, for all α′ > 0 such that c0α′ < α, we have L±1 B ∈ Eα′ and
‖L±1 B‖α′ ≤
αα′
α− α′ e
c1
α
−1‖B‖α. (3.5)
Proof. As before, the entireness property of L+1 B and L
−
1 B on L
1×L1 follows
from Subsection 2.3. In this way, given a B ∈ Eα, for all θ± ∈ L1 one has
|B(θ+, ϕ(x, ·)θ− + ψ(x, ·))| ≤ ‖B‖α e 1α(|θ+|1+c0|θ−|1+c1),
which implies
‖L+1 B‖α′ ≤ sup
θ±∈L1
(
e−
1
α′ (|θ+|1+|θ−|1)
∫
Rd
dx
∣∣θ+(x)B(θ+, ϕ(x, ·)θ− + ψ(x, ·))∣∣)
≤ e c1α ‖B‖α sup
θ±∈L1
(
e−(
1
α′− 1α)|θ+|1−( 1α′−
c0
α )|θ−|1|θ+|1
)
.
Concerning the latter supremum, observe that it is finite provided 1
α′ − 1α > 0
and 1
α′ − c0α > 0. In this case, the use of the inequality xe−m1x−m2y ≤ xe−m1x,
x, y ≥ 0, m1,m2 > 0 allows us to proceed by arguments similar to those used
in the previous lemma. A similar proof yields the estimate of norms (3.5) for
L−1 B.
Proof of Proposition 3.2. In Lemma 3.4 replace ϕ by e−φ and ψ by e−φ − 1.
Due to the positiveness and integrability properties of φ one has e−φ ≤ 1
and |e−φ − 1| = 1− e−φ ≤ φ ∈ L1, ensuring the conditions to apply Lemma
3.4. This combined with an application of Lemma 3.3 leads to the required
estimate of norms.
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As a consequence of Proposition 3.2, one may state the next existence
and uniqueness result. Its proof follows as a particular application of an
Ovsjannikov-type result in a scale of Banach spaces {Eα : 0 < α ≤ α0}, α0 >
0, defined in Subsection 2.3. For convenience of the reader, this statement is
recalled in Appendix below (Theorem A.1).
Theorem 3.5. Given an α0 > 0, let B0 ∈ Eα0. For each α ∈ (0, α0) there is
a T > 0, that is,
T =
(
2eα0
(
m+ zα0e
|φ|1
α
−1
))−1
(α0 − α),
such that there is a unique solution Bt, t ∈ [0, T ), to the initial value problem
∂Bt
∂t
= L˜Bt, Bt|t=0 = B0 in the space Eα.
4 Lebowitz–Penrose-type scaling
In the lattice case, one of the basic questions in the theory of Ising models
with long range interactions is the investigation of the behavior of the system
as the range of the interaction increases to infinity, see e.g. [16, 23]. In this
section we extend this investigation to a continuous particle system, namely,
to the Widom–Rowlinson model.
By analogy with the lattice case, the starting point is the scale transfor-
mation φ 7→ εdφ(ε·), ε > 0, of the operator L, that is3,
(LεF )(γ
+, γ−) :=m
∑
x∈γ+
(
F (γ+ \ x, γ−)− F (γ+, γ−))
+m
∑
y∈γ−
(
F (γ+, γ− \ y)− F (γ+, γ−))
+ z
∫
Rd
dx e−ε
dE(εx,εγ−) (F (γ+ ∪ x, γ−)− F (γ+, γ−))
+ z
∫
Rd
dy e−ε
dE(εy,εγ+)
(
F (γ+, γ− ∪ y)− F (γ+, γ−)) .
As explained before, in terms of correlation functions this yields an initial
value problem
∂
∂t
k
(ε)
t = L̂
∗
εk
(ε)
t , k
(ε)
t |t=0 = k
(ε)
0 , (4.1)
3Here and below, for simplicity of notation, we have just written εγ±, instead of {εx :
x ∈ γ±}. In the sequel, we also will use the notation ε−1η± for the set {ε−1x : x ∈ η±}.
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for a proper scaled k
(ε)
0 initial correlation function, which corresponds to a
compressed initial particle system. More precisely, we consider the following
mapping
(Sεk)(η
+, η−) := k(εη+, εη−), ε > 0,
and we choose a singular initial correlation function k
(ε)
0 such that its renor-
malization k
(ε)
0,ren := Sε−1k
(ε)
0 converges pointwisely as ε tends to zero to a
function which is independent of ε. This leads then to a renormalized ver-
sion of the initial value problem (4.1),
∂
∂t
k
(ε)
t,ren = L̂
∗
ε,renk
(ε)
t,ren, k
(ε)
t,ren|t=0 = k
(ε)
0,ren, (4.2)
with L̂∗ε,ren = Sε−1L̂
∗
εSε, cf. [7]. Clearly,
k
(ε)
t,ren(η
+, η−) = (Sε−1k
(ε)
t )(η
+, η−) = k(ε)t
(
ε−1η+, ε−1η−
)
,
provided solutions to (4.1) and to (4.2) exist.
In terms of GF, this scheme yields
B
(ε)
t,ren(θ
+, θ−) :=
∫
Γ20
dλ2(η+, η−) eλ(θ+, θ−; η+, η−)k
(ε)
t,ren(η
+, η−)
leading, as in (3.3), to the initial value problem
∂
∂t
B
(ε)
t,ren = L˜ε,renB
(ε)
t,ren, B
(ε)
t,ren|t=0 = B
(ε)
0,ren (4.3)
with
(L˜ε,renB)(θ
+, θ−) =
∫
Γ20
dλ2(η+, η−) (L̂ε,reneλ(θ+, θ−))(η+, η−)k(η+, η−).
Here, by a dual relation like the one in (3.2), L̂ε,ren = S
∗
ε L̂εS
∗
ε−1 with
(S∗εG)(η
+, η−) = ε−d(|η
+|+|η−|)G
(
ε−1η+, ε−1η−
)
, (4.4)
(S∗ε−1G)(η
+, η−) = εd(|η
+|+|η−|)G(εη+, εη−). (4.5)
In the sequel we fix the notation
ψε(x) =
e−ε
dφ(x) − 1
εd
, x ∈ Rd, ε > 0. (4.6)
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Proposition 4.1. For all ε > 0 and all θ± ∈ L1, we have
(L˜ε,renB)(θ
+, θ−)
=−
∫
Rd
dx θ+(x)
(
mδB(θ+, θ−;x, ∅)− zB
(
θ+, θ−e−ε
dφ(x−·) + ψε(x− ·)
))
−
∫
Rd
dy θ−(y)
(
mδB(θ+, θ−; ∅, y)− zB
(
θ+e−ε
dφ(y−·) + ψε(y − ·), θ−
))
.
Proof. Similarly to the proof of Proposition 3.1, one obtains the following
explicit form for L̂ε := K
−1LεK,
(L̂εG)(η
+, η−) (4.7)
=−m (|η+|+ |η−|)G(η+, η−)
+ z
∑
ξ−⊆η−
∫
Rd
dxG(η+ ∪ x, ξ−)e−εdE(εx,εξ−)eλ(e−εdφ(ε(x−·)) − 1, η− \ ξ−)
+ z
∑
ξ+⊆η+
∫
Rd
dy G(ξ+, η− ∪ y)e−εdE(εy,εξ+)eλ(e−εdφ(ε(y−·)) − 1, η+ \ ξ+).
Therefore, for any θ± ∈ L1, it follows from (4.4) and (4.7)
(L̂ε,reneλ(θ
+, θ−))(η+, η−) = ε−d(|η
+|+|η−|)(L̂εS∗ε−1eλ(θ
+, θ−))
(
ε−1η+, ε−1η−
)
with
(L̂εS
∗
ε−1eλ(θ
+, θ−))
(
ε−1η+, ε−1η−
)
=−m (∣∣ε−1η+∣∣+ ∣∣ε−1η−∣∣) (S∗ε−1eλ(θ+, θ−)) (ε−1η+, ε−1η−)
+ z
∑
ξ−⊆ε−1η−
∫
Rd
dx (S∗ε−1eλ(θ
+, θ−))
(
(ε−1η+) ∪ x, ξ−)
× e−εdE(εx,εξ−)eλ
(
e−ε
dφ(ε(x−·)) − 1, (ε−1η−) \ ξ−
)
+ z
∑
ξ+⊆ε−1η+
∫
Rd
dy (S∗ε−1eλ(θ
+, θ−))
(
ξ+, (ε−1η−) ∪ y)
× e−εdE(εy,εξ+)eλ
(
e−ε
dφ(ε(y−·)) − 1, (ε−1η+) \ ξ+
)
,
where |ε−1η±| = |η±|. Moreover, for a generic function G one has∑
ξ⊆ε−1η
G(ξ) =
∑
ξ⊆η
G
(
ε−1ξ
)
,
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allowing us to rewrite the latter equality as
(L̂εS
∗
ε−1eλ(θ
+, θ−))
(
ε−1η+, ε−1η−
)
=−m(|η+|+ |η−|)(S∗ε−1eλ(θ+, θ−))
(
ε−1η+, ε−1η−
)
+ z
∑
ξ−⊆η−
∫
Rd
dx (S∗ε−1eλ(θ
+, θ−))
(
(ε−1η+) ∪ x, ε−1ξ−)
× e−εdE(εx,ξ−)eλ
(
e−ε
dφ(εx−·) − 1, η− \ ξ−
)
+ z
∑
ξ+⊆η+
∫
Rd
dy (S∗ε−1eλ(θ
+, θ−))
(
ε−1ξ+, (ε−1η−) ∪ y)
× e−εdE(εy,ξ+)eλ
(
e−ε
dφ(εy−·) − 1, η+ \ ξ+
)
.
As a result, since by (4.5)
(S∗ε−1eλ(θ
+, θ−))
(
ε−1η+, ε−1η−
)
= εd(|η
+|+|η−|)eλ(θ+, θ−; η+, η−),
(S∗ε−1eλ(θ
+, θ−))
(
(ε−1η+) ∪ x, ε−1ξ−) = εd(|η+|+|ξ−|+1)eλ(θ+, θ−; η+ ∪ εx, ξ−),
(S∗ε−1eλ(θ
+, θ−))
(
ε−1ξ+, (ε−1η−) ∪ y) = εd(|ξ+|+|η−|+1)eλ(θ+, θ−; ξ+, η− ∪ εy),
a change of variables, εx 7→ ω1, εy 7→ ω2, followed by an application of
equality (3.4) lead at the end to
(L̂ε,reneλ(θ
+, θ−))(η+, η−)
=−m(|η+|+ |η−|)eλ(θ+, θ−; η+, η−)
+ z
∫
Rd
dx θ+(x)eλ
(
θ+, θ−e−ε
dφ(x−·) + ψε(x− ·); η+, η−
)
+ z
∫
Rd
dy θ−(y)eλ
(
θ+e−ε
dφ(y−·) + ψε(y − ·), θ−; η+, η−
)
,
where ψε is the function defined in (4.6).
Similar arguments used to prove Proposition 3.1 then yield the required
expression for the operator L˜ε,ren.
Remark 4.2. The proof of Proposition 4.1 yields an explicit form for the
operator L̂ε,ren. One can show that the mesoscopic scaling in the sense of
Vlasov, cf. [7, 8], gives the same expression for the corresponding operator
L̂ε,ren.
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Proposition 4.3. (i) If B ∈ Eα for some α > 0, then, for all θ± ∈ L1,
(L˜ε,renB)(θ
+, θ−) converges as ε tends to zero to
(L˜LPB)(θ
+, θ−)
:=−
∫
Rd
dx θ+(x)
(
mδB(θ+, θ−;x, ∅)− zB(θ+, θ− − φ(x− ·)))
−
∫
Rd
dy θ−(y)
(
mδB(θ+, θ−; ∅, y)− zB(θ+ − φ(y − ·), θ−)) .
(ii) Let α0 > α > 0 be given. If B ∈ Eα′′ for some α′′ ∈ (α, α0], then
L˜ε,renB, L˜LPB ∈ Eα′ for all α′ > 0 such that α ≤ α′ < α′′. Moreover,
‖L˜#B‖α′ ≤ 2α0
α′′ − α′
(
m+ zα0e
|φ|1
α
−1
)
‖B‖α′′ ,
where L˜# denotes either L˜ε,ren or L˜LP .
Proof. (i) Given a θ ∈ L1, observe that for a.a. ω ∈ Rd one clearly has
lim
ε↘0
(
θe−ε
dφ(ω−·) + ψε(ω − ·)
)
= θ − φ(ω − ·) in L1.
Hence, due to the continuity of the functionals B(θ+, ·) and B(·, θ−) in L1
(both are even entire on L1) the following limits hold a.e.
lim
ε↘0
B
(
θ+, θ−e−ε
dφ(x−·) + ψε(x− ·)
)
= B
(
θ+, θ− − φ(x− ·)),
lim
ε↘0
B
(
θ+e−ε
dφ(y−·) + ψε(y − ·), θ−
)
= B
(
θ+ − φ(y − ·), θ−), (4.8)
showing the pointwise convergence of the integrand functions which appear in
the definition of (L˜ε,renB)(θ
+, θ−) and (L˜LPB)(θ+, θ−). Moreover, since the
absolute value of both expressions appearing in the left-hand side of (4.8)
are bounded, for all ε > 0, by
‖B‖α exp
(
1
α
(|θ+|1 + |θ−|1 + |φ|1)),
an application of the Lebesgue dominated convergence theorem leads then
to the required limit.
(ii) Both estimates of norms follow as a particular application of Lemmata
3.3 and 3.4. For the case of L˜ε,renB, by replacing in Lemma 3.4 ϕ by e
−εdφ and
ψ by ψε, defined in (4.6), for the case of L˜LPB, by replacing in Lemma 3.4 ϕ
by the function identically equal to 1 and ψ by −φ. Due to the positiveness
and integrability assumptions on φ the proof follows similarly to the proof of
Proposition 3.2.
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Proposition 4.3 (ii) provides similar estimate of norms for L˜ε,ren, ε > 0,
and the limiting mapping L˜LP , namely, ‖L˜ε,renB‖α′ , ‖L˜LPB‖α′ ≤ Mα′′−α′‖B‖α′′ ,
0 < α ≤ α′ < α′′ ≤ α0, with
M := 2α0
(
m+ zα0e
|φ|1
α
−1
)
.
Therefore, given any B0,LP , B
(ε)
0,ren ∈ Eα0 , ε > 0, it follows from Theorem
A.1 that for each α ∈ (0, α0) and δ = 1eM there is a unique solution B(ε)t,ren :
[0, δ(α0 − α)) → Eα, ε > 0, to each initial value problem (4.3) and a unique
solution Bt,LP : [0, δ(α0 − α))→ Eα to the initial value problem
∂
∂t
Bt,LP = L˜LPBt,LP , Bt,LP |t=0 = B0,LP . (4.9)
That is, independent of the initial value problem under consideration, the
solutions obtained are defined on the same time-interval and with values in
the same Banach space. Therefore, it is natural to analyze under which
conditions the solutions to (4.3) converge to the solution to (4.9). These
conditions are stated in Theorem 4.5 below and they follow from the next
result and a particular application of [11, Theorem 4.3], recalled in Appendix
below (Theorem A.2).
Proposition 4.4. Assume that 0 ≤ φ ∈ L1 ∩ L∞ and let α0 > α > 0 be
given. Then, for all B ∈ Eα′′, α′′ ∈ (α, α0], the following estimate holds
‖L˜ε,renB − L˜LPB‖α′ ≤ 2εdz‖φ‖L∞e
|φ|1
α
(
α0
α′′ − α′ |φ|1 +
α30
(α′′ − α′)2e
)
‖B‖α′′ ,
for all α′ such that α ≤ α′ < α′′ and all ε > 0.
Proof. Since∣∣∣(L˜ε,renB)(θ+, θ−)− (L˜LPB)(θ+, θ−)∣∣∣
≤ z
∫
Rd
dx
∣∣θ+(x)∣∣
×
∣∣∣B(θ+, θ−e−εdφ(x−·) + ψε(x− ·))−B (θ+, θ−−φ(x− ·))∣∣∣ (4.10)
+ z
∫
Rd
dy
∣∣θ−(y)∣∣
×
∣∣∣B(θ+e−εdφ(y−·) + ψε(y − ·), θ−)−B (θ+−φ(y − ·), θ−)∣∣∣ , (4.11)
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first we will estimate (4.10). For this purpose, given any θ+, θ−1 , θ
−
2 ∈ L1,
let us consider the function Cθ+,θ−1 ,θ
−
2
(t) = B
(
θ+, tθ−1 + (1− t)θ−2
)
, t ∈ [0, 1].
Hence
∂
∂t
Cθ+,θ−1 ,θ
−
2
(t) =
∂
∂s
Cθ+,θ−1 ,θ
−
2
(t+ s)
∣∣∣
s=0
=
∂
∂s
B
(
θ+, θ−2 + t(θ
−
1 − θ−2 ) + s(θ−1 − θ−2 )
)∣∣∣
s=0
=
∫
Rd
dy (θ−1 (y)− θ−2 (y)) δB(θ+, θ−2 + t(θ−1 − θ−2 ); ∅, y),
which leads to∣∣B(θ+, θ−1 )−B(θ+, θ−2 )∣∣ = ∣∣∣Cθ+,θ−1 ,θ−2 (1)− Cθ+,θ−1 ,θ−2 (0)∣∣∣
≤ max
t∈[0,1]
∫
Rd
dy
∣∣θ−1 (y)− θ−2 (y)∣∣ ∣∣δB(θ+, θ−2 + t(θ−1 − θ−2 ); ∅, y)∣∣
≤ |θ−1 − θ−2 |1 max
t∈[0,1]
‖δB(θ+, θ−2 + t(θ−1 − θ−2 ); ∅, ·)‖L∞ ,
where, by similar arguments used to prove Lemma 3.3,∥∥δB(θ+, θ−2 + t(θ−1 − θ−2 ); ∅, ·)∥∥L∞
≤ e
α′′
exp
( |θ+|1 + |θ−2 + t(θ−1 − θ−2 )|1
α′′
)
‖B‖α′′ .
As a result∣∣B(θ+, θ−1 )−B(θ+, θ−2 )∣∣
≤e
|θ+|1
α′′ +1
α′′
|θ−1 − θ−2 |1‖B‖α′′ max
t∈[0,1]
exp
(
t|θ−1 |1 + (1− t)|θ−2 |1
α′′
)
,
for all θ−1 , θ
−
2 ∈ L1. In particular, this shows that∣∣∣B (θ+, θ−e−εdφ(x−·) + ψε(x− ·))−B (θ+, θ− − φ(x− ·))∣∣∣
≤ εd e
|θ+|1
α′′ +1
α′′
‖φ‖L∞
(|θ−|1 + |φ|1) ‖B‖α′′
× max
t∈[0,1]
exp
(
1
α′′
(
t
(|θ−|1 + |φ|1)+ (1− t) (|θ−|1 + |φ|1)))
=
εd
α′′
‖φ‖L∞
(|θ−|1 + |φ|1) exp( 1
α′′
(|θ+|1 + |θ−|1 + |φ|1)+ 1) ‖B‖α′′ ,
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where we have used the inequalities
|θ−e−εdφ(x−·) − θ−|1 ≤ εd‖φ‖L∞ |θ−|1,
|ψε(x− ·) + φ(x− ·)|1 ≤ εd‖φ‖L∞ |φ|1,
|θ−e−εdφ(x−·) + ψε(x− ·)|1 ≤ |θ−|1 + |φ|1.
Of course, a similar approach may also be used to estimate (4.11). In this
case, given any θ+1 , θ
+
2 , θ
− ∈ L1 and the function defined by Cθ+1 ,θ+2 ,θ−(t) =
B
(
tθ+1 + (1− t)θ+2 , θ−
)
, t ∈ [0, 1], similar arguments lead to∣∣∣B(θ+e−εdφ(y−·) + ψε(y − ·), θ−)−B (θ+ − φ(y − ·), θ−)∣∣∣
≤ ε
d
α′′
‖φ‖L∞
(|θ+|1 + |φ|1) exp( 1
α′′
(|θ+|1 + |θ−|1 + |φ|1)+ 1) ‖B‖α′′ .
As a result, from the estimates derived for (4.10) and for (4.11) one ob-
tains
‖L˜ε,renB − L˜LPB‖α′
≤ 2εdz e
|φ|1
α′′ +1
α′′
‖φ‖L∞‖B‖α′′
× sup
θ±∈L1
(
|θ+|1|θ−|1 exp
(
−
( 1
α′
− 1
α′′
)
(|θ+|1 + |θ−|1)
))
+ εdz
e
|φ|1
α′′ +1
α′′
‖φ‖L∞|φ|1‖B‖α′′
×
{
sup
θ±∈L1
(
|θ+|1 exp
(
−
( 1
α′
− 1
α′′
)
(|θ+|1 + |θ−|1)
))
+ sup
θ±∈L1
(
|θ−|1 exp
(
−
( 1
α′
− 1
α′′
)
(|θ+|1 + |θ−|1)
))}
,
and the proof follows using the inequalities xye−n(x+y) = (xe−nx)(ye−ny) ≤
1
e2n2
and xe−n(x+y) ≤ xe−nx ≤ 1
en
for x, y ≥ 0, n > 0.
Theorem 4.5. Given an 0 < α < α0, let B
(ε)
t,ren, Bt,LP , t ∈ [0, T ), be the local
solutions in Eα to the initial value problems (4.3), (4.9) with B(ε)0,ren, B0,LP ∈
Eα0. If 0 ≤ φ ∈ L1 ∩ L∞ and limε↘0 ‖B(ε)0,ren − B0,LP‖α0 = 0, then, for each
t ∈ [0, T ),
lim
ε↘0
‖B(ε)t,ren −Bt,LP‖α = 0.
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Proof. This result follows as a consequence of Proposition 4.4 and a particular
application of Theorem A.2 for p = 2 and
Nε = 2ε
dz‖φ‖L∞e
|φ|1
α max
{
α0|φ|1, α
3
0
e
}
.
A purpose of considering a mesoscopic limit of a given interacting particle
system is to derive a kinetic equation which in a closed form describes a
reduced system in such a way that it reflects some properties of the initial
one. To do this one should prove that the derived limiting time evolution
satisfies the so-called chaos propagation principle. Namely, if one considers as
an initial distribution a Poisson product measure pi2
ρ+0 dx,ρ
−
0 dx
= piρ+0 dx⊗ piρ−0 dx,
ρ±0 > 0, then, at each moment of time t > 0, the distribution must be
Poissonian as well. Observe that due to (2.7) and (2.5), the GF corresponding
to a Poisson product measure has an exponential form. This leads to the
choice of an initial GF in (4.9).
Theorem 4.6. If the initial condition B0,LP in (4.9) is of the type
B0,LP (θ
+, θ−) = exp
(∫
Rd
dx ρ+0 (x)θ
+(x) +
∫
Rd
dy ρ−0 (y)θ
−(y)
)
, θ± ∈ L1
for some ρ+0 , ρ
−
0 ∈ L∞ such that ‖ρ±0 ‖L∞ ≤ 1α0 , then the functional defined
for all θ± ∈ L1 by
Bt,LP (θ
+, θ−) = exp
(∫
Rd
dx ρ+t (x)θ
+(x) +
∫
Rd
dy ρ−t (y)θ
−(y)
)
, (4.12)
solves the initial value problem (4.9) for t ∈ [0, T ), provided ρ+t , ρ−t are clas-
sical solutions to the system of equations
∂
∂t
ρ+t = −mρ+t + ze−(ρ
−
t ∗φ),
∂
∂t
ρ−t = −mρ−t + ze−(ρ
+
t ∗φ),
t ∈ [0, T ) , x ∈ Rd, (4.13)
such that, for each t ∈ [0, T ), ρ+t , ρ−t ∈ L∞ and ‖ρ±t ‖L∞ ≤ 1α . Here ∗ denotes
the usual convolution of functions,
(ρ±t ∗ φ)(x) :=
∫
Rd
dy φ(x− y)ρ±t (y), x ∈ Rd.
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Proof. Let Bt,LP be given by (4.12). Then, for any θ
±, θ+1 ∈ L1 one has
∂
∂z
Bt,LP (θ
+ + zθ+1 , θ
−)
∣∣∣∣
z=0
= Bt,LP (θ
+, θ−)
∫
Rd
dxρ+t (x)θ
+
1 (x),
meaning δBt,LP (θ
+, θ−;x, ∅) = Bt,LP (θ+, θ−)ρ+t (x). In a similar way one can
show that δBt,LP (θ
+, θ−; ∅, y) = Bt,LP (θ+, θ−)ρ−t (y). Hence, for all θ± ∈ L1,
(L˜LPBt,LP )(θ
+, θ−)
=−Bt,LP (θ+, θ−)
∫
Rd
dx θ+(x)
(
mρ+t (x)− z exp
(−(ρ−t ∗ φ)(x))))
−Bt,LP (θ+, θ−)
∫
Rd
dy θ−(y)
(
mρ−t (y)− z exp
(−(ρ+t ∗ φ)(y)))) .
That is, if ρ±t are classic solutions to (4.13), then the right-hand side of the
latter equality is equal to
Bt,LP (θ
+, θ−)
d
dt
{∫
Rd
dx ρ+t (x)θ
+(x) +
∫
Rd
dy ρ−t (y)θ
−(y)
}
=
∂
∂t
Bt,LP (θ
+, θ−).
This proves that Bt,LP , given by (4.12), solves equation (4.9). If, in addition,
ρ±t ∈ L∞ with ‖ρ±t ‖L∞ ≤ 1α , then one concludes from (2.9) that Bt,LP ∈ Eα
(the entireness of Bt,LP is clear by its definition (4.12)). The uniqueness of
the solution to (4.9) completes the proof.
Observe that the statement of Theorem 4.6 does not consider any posi-
tiveness assumption on ρ±t . However, having in mind the propagation of the
chaos property, we are mostly interested in positive solutions to the system
(4.13). The next theorem states conditions for the existence and uniqueness
of such solutions.
Theorem 4.7. Let 0 ≤ ρ±0 ∈ L∞(Rd) be given and let c0 > 0 be such that
‖ρ±0 ‖L∞ ≤ c0. Set c = max
{
c0,
z
m
}
. Then there exists a solution to (4.13)
such that 0 ≤ ρ±t ∈ L∞, t > 0, and
‖ρ±t ‖L∞ ≤ c, t > 0. (4.14)
Such a solution is the unique non-negative solution to (4.13) which fulfills
(4.14).
Proof. For T > 0 fixed, let us consider the Banach space L∞ × L∞ with the
norm
‖(v+, v−)‖∞ := ‖v+‖L∞ + ‖v−‖L∞
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and the Banach space of all L∞ × L∞-valued continuous functions on [0, T ],
XT := C
(
[0, T ]→ L∞ × L∞),
with the norm defined for all v ∈ XT , v : [0, T ] 3 t 7→ vt = (v+t , v−t ) ∈
L∞ × L∞, by
‖v‖T := max
t∈[0,T ]
‖(v+t , v−t )‖∞.
Let X+T be the cone of all elements v ∈ XT such that, for all t ∈ [0, T ],
v±t (x) ≥ 0 for a.a. x ∈ Rd. For an arbitrary c > 0, we denote by B+T,c the
intersection of the cone X+T with the closed ball BT,c := {v ∈ XT : ‖v‖T ≤
2c}.
Given a 0 ≤ ρ±0 ∈ L∞(Rd) such that ‖ρ±0 ‖L∞ ≤ c0 for some c0 > 0, let
Φ be the mapping which assigns, for each v = (v+, v−) ∈ B+T,c, the solution
u := (u+, u−) to the system of linear non-homogeneous equations
∂
∂t
u+t (x) = −mu+t (x) + ze−(v
−
t ∗φ)(x),
∂
∂t
u−t (x) = −mu−t (x) + ze−(v
+
t ∗φ)(x),
t ∈ [0, T ] , a.a. x ∈ Rd, (4.15)
for the initial conditions u±t |t=0 = ρ
±
0 . That is, u = Φv := ((Φv)
+, (Φv)−).
Actually, straightforwardly calculations show that, for each v = (v+, v−) ∈
B+T,c, Φv = ((Φv)
+, (Φv)−) is explicitly given for all t ∈ [0, T ] and a.a. x ∈ Rd
by
(Φv)±t (x) = e
−mtρ±0 (x) + z
∫ t
0
ds e−m(t−s)e−(v
∓
s ∗φ)(x) ≥ 0.
Moreover, by the positiveness assumptions on v± and φ, one finds
‖(Φv)±t ‖L∞ ≤ c0e−mt+z
∫ t
0
ds e−m(t−s) = c0e−mt+
z
m
(1−e−mt) ≤ c, t ∈ [0, T ] ,
where c := max
{
c0,
z
m
}
, showing that Φv ∈ B+T,c for all v ∈ B+T,c.
For all v, w ∈ B+T,c and all t ∈ [0, T ] one has
‖(Φv)t − (Φw)t‖∞ = ‖(Φv)+t − (Φw)+t ‖L∞ + ‖(Φv)−t − (Φw)−t ‖L∞
with ∣∣(Φv)±t (x)− (Φw)±t (x)∣∣ ≤ z ∫ t
0
ds e−m(t−s)
∣∣∣e−(v∓s ∗φ)(x) − e−(w∓s ∗φ)(x)∣∣∣
≤ z|φ|1 sup
s∈[0,t]
‖v∓s − w∓s ‖L∞
1− e−mt
m
,
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where in the latter inequality we have used the inequalities |e−a − e−b| ≤
|a− b|, a, b ≥ 0 and ‖f ∗ g‖L∞ ≤ |f |1‖g‖L∞ , f ∈ L1, g ∈ L∞. Therefore, for
any t ∈ [0, T ],
‖(Φv)±t − (Φw)±t ‖L∞ ≤ z|φ|1T sup
s∈[0,T ]
‖v∓s − w∓s ‖L∞ ,
and thus
‖Φv − Φw‖T ≤ z|φ|1T‖v − w‖T .
As a consequence, the mapping Φ is a contraction on the metric space B+T,c
whenever T < 1
z|φ|1 . In such a situation, there is a unique fixed point ρ =
(ρ+, ρ−) ∈ B+T,c, i.e., Φρ = ρ, which leads to a unique solution to the system
of equations (4.13) on the interval [0, T ].
Now let us consider (4.13), (4.15) on the time interval [T, 2T ] with the
initial condition given by ρT . By the previous construction, ‖ρ±T ‖L∞ ≤ c.
One can then repeat the above arguments in the same metric space B+T,c,
because max
{
c, z
m
}
= c and, for any t ∈ [T, 2T ],∫ t
T
ds e−m(t−s) =
1− e−m(t−T )
m
≤ t− T ≤ T.
This argument iterated for the intervals [2T, 3T ], [3T, 4T ], etc, yields at the
end the complete proof of the required result.
5 Equilibrium: multi-phases and stability
In this section we realize the analysis of the system of kinetic equations (4.13)
in the space-homogeneous case. More precisely, we consider the stationary
system corresponding to the space-homogeneous version of (4.13),{
−mρ+t + ze−βρ
−
t = 0,
−mρ−t + ze−βρ
+
t = 0,
(5.1)
where
β :=
∫
Rd
dx φ(x) > 0.
Observe that for r±t = βρ
±
t , a =
z
m
β > 0 one obtains the following system{
ae−r
−
=r+
ae−r
+
=r−
(5.2)
and thus
r± = a exp
(−a exp (−r±)) .
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Proposition 5.1. Given an a > 0, let f be the function defined on [0,+∞[
by
f (x) = a exp (−a exp (−x))− x, x ≥ 0.
If a ≤ e, then there is a unique positive root x0 of f . Moreover, x0 =
a exp (−x0). If a > e, then there are three and only three positive roots
x1 < x2 < x3 of f . Moreover, x1 = a exp (−x3), x2 = a exp (−x2), x3 =
a exp (−x1) and
0 <x1 < a exp
(
−a
e
)
, (5.3)
a >x3 > a exp
(
−a exp
(
−a
e
))
. (5.4)
Proof. First of all, let us observe that if f (x) = 0, then a exp (−x) = − ln x
a
,
which means that ln x
a
< 0 and thus
x < a. (5.5)
Furthermore, − ln x
a
is also a root of f :
f
(
− ln x
a
)
= a exp
(
−a exp
(
ln
x
a
))
+ ln
x
a
= a exp (−x) + ln x
a
= 0.
Let us consider
f ′ (x) = a2 exp (−a exp (−x)) exp (−x)− 1.
Using the well-known inequality te−t ≤ e−1, t ≥ 0, with t = ae−x, x ≥ 0, we
obtain
f ′ (x) ≤ a
e
− 1.
Therefore, if a < e, f is a strictly decreasing function on [0,+∞). For
a = e, we have f ′(x) ≤ 0 for all x ≥ 0 with f ′(x) = 0 only for x = 1.
Independently of the case under consideration, in addition, one has f (0) =
ae−a > 0 and limx→+∞ f(x) = −∞, which implies that f has only one
positive root x0. Due to the initial considerations, then x0 = − ln x0a , that is,
x0 = a exp (−x0).
Let now a > e. Since f ′ (x) = 0 implies
−a exp (−x)− x = − ln a2,
let us consider the following auxiliary function
g (x) = x+ a exp (−x)− 2 ln a, x ≥ 0,
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which allows to rewrite f ′ as
f ′ (x) = a2 exp (−g (x)− 2 ln a)− 1 = exp (−g (x))− 1.
Concerning the function g′,
g′ (x) = 1− a exp (−x) , x ≥ 0,
one has g′ (x) = 0 only for x = ln a. For x > ln a we have g′ (x) > 0, meaning
that g is increasing on [ln a,+∞). Since the sign of the g′ is the same in
whole the interval [0, ln a), in particular, it coincides with the sign of g′ (0) =
1− a < 0. Thus, g is strictly decreasing on [0, ln a). As a result, on [0,+∞)
the function g has a unique minimum. Moreover, limx→+∞ g (x) = +∞,
g (ln a) = ln a+ 1− 2 ln a = 1− ln a < 0,
and g (0) = a − 2 ln a > 0, which follows from the fact that for the function
h (t) = t − 2 ln t one has h′ (t) = 1 − 2
t
= t−2
t
> 0, t > e, and thus h (a) >
h (e) = e − 2 > 0. Consequently, g has two positive roots, say y1, y2,
0 < y1 < y2 < +∞. In terms of the function f , this implies that f ′ > 0 on
(y1, y2) (where g < 0) and f
′ < 0 on [0, y1)∪(y2,+∞), meaning that y1 is the
point of the minimum of the function f and y2 is the point of the maximum
of f .
The number of positive roots of f depends on the sign of f (yj), j = 1, 2.
Let us prove that
f (y1) < 0 < f (y2) , (5.6)
which then implies that the function f has three and only three roots.
As g (yj) = 0, j = 1, 2, which implies that −a exp (−yj) = yj − 2 ln a, one
has
f (yj) = a exp (yj − 2 ln a)− yj = 1
a
eyj − yj = eyj
(
1
a
− yje−yj
)
.
Let us consider the function p (t) = 1
a
− te−t, t ≥ 0. Since p′ (t) = (t− 1) e−t,
this function has a minimum at the point t = 1, p (1) = 1
a
− 1
e
< 0. Moreover,
p (0) = 1
a
> 0 and limt→+∞ = 1a > 0. Therefore, this function has two roots,
0 < t1 < 1 < t2 < +∞, and p < 0 on (t 1, t2), p > 0 on [0, t1) ∪ (t2,+∞).
Thus, inequality (5.6) will follow from the inequality
t1 < y1 < t2 < y2. (5.7)
In order to show (5.7), first we observe that t1 < t2 are the only roots of
p. However, for y1 < y2 one finds p (a exp (−yj)) = 1af ′(yj) = 0, j = 1, 2,
meaning that
a exp (−y2) = t1 < t2 = a exp (−y1) .
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Hence, to prove the sequence of inequalities (5.7) is equivalent to show
e−t1 > e−y1 > e−t2 > e−y2 ⇐⇒ e−t1 > t2
a
> e−t2 >
t1
a
or
1
at1
>
t2
a
>
1
at2
>
t1
a
.
Since t2 > 1, the latter three inequalities hold if and only if
t1t2 < 1. (5.8)
So we will prove (5.8). Since w(t) = te−t is a increasing function on [0, 1)
and t2 > 1 (
1
t2
< 1), observe that to show (5.8) it is enough to prove
1
t2
exp
(
− 1
t2
)
>
1
a
= t2 exp (−t2) , (5.9)
because due to the fact that p(tj) = 0, j = 1, 2, the right-hand side of (5.9)
is also equal to t1 exp (−t1). Concerning (5.9), note also that it is equivalent
to
t22 < exp
(
t2 − 1
t2
)
⇐⇒ exp (2t2 − 2 ln a) < exp
(
t2 − 1
t2
)
⇐⇒ t2 + 1
t2
< 2 ln a
⇐⇒ t22 − (2 ln a) t2 + 1 < 0. (5.10)
Clearly, the solutions to the inequality v(t) = t2 − (2 ln a)t + 1 < 0 are
t ∈ (ln a −
√
ln2 a− 1, ln a +
√
ln2 a− 1). Since v(1) = 2(1 − ln a) < 0 and
t2 > 1, inequality (5.10) holds if and only if
t2 < ln a+
√
ln2 a− 1. (5.11)
In addition, because w(t) = te−t is a decreasing function for t > 1 and
w(t2) =
1
a
, inequality (5.11) holds if and only if
w
(
ln a+
√
ln2 a− 1
)
< w(t2)
⇐⇒
(
ln a+
√
ln2 a− 1
)
exp
(
− ln a−
√
ln2 a− 1
)
<
1
a
,
which is equivalent to(
ln a+
√
ln2 a− 1
)
exp
(
−
√
ln2 a− 1
)
< 1
⇐⇒ ln a+
√
ln2 a− 1 < exp
(√
ln2 a− 1
)
.
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Set
u (y) = ey − y −
√
y2 + 1, y ≥ 0.
We have
u′ (y) =ey − 1− y√
y2 + 1
,
u′′ (y) =ey −
√
y2 + 1− y2√
y2+1
y2 + 1
= ey − 1
(y2 + 1)
3
2
,
with ey ≥ 1 and 1
(y2+1)
3
2
≤ 1. Therefore, u′′ ≥ 0 and u′′ (y) = 0 only for y = 0,
meaning that u′ is a increasing function. Hence, u′ (y) ≥ u′ (0) = 0 for all
y ≥ 0. We have u′ (y) = 0 only for y = 0. Therefore, also u is increasing, and
thus u (y) > u (0) = 0 for all y > 0. In particular, for y =
√
ln2 a− 1 > 0.
As result, for a > e there are three and only three positive roots of f , say
x1 < x2 < x3.
4 By the considerations at the beginning, − ln x3
a
< − ln x2
a
<
− ln x1
a
are also positive roots of f . Hence,
x1 = − ln x3
a
, x2 = − ln x2
a
, x3 = − ln x1
a
,
that is,
x3 = a exp (−x1) , x2 = a exp (−x2) , x1 = a exp (−x3) .
To prove (5.3) and (5.4) we recall that x1 < y1 < ln a, where the latter
inequality follows from the fact that the function g is decreasing on [0, ln a]
with g(ln a) < 0 = g(y1). Therefore,
x3 = a exp (−x1) > a exp (− ln a) = 1.
Moreover, since w(t) = te−t is decreasing on [1,+∞[ and thus
f (1) = a exp
(
−a
e
)
− 1 = ea
e
exp
(
−a
e
)
− 1 < e1
e
− 1 = 0,
one may conclude that x1 < 1 < x2. Hence, x3 = a exp (−x1) > ae . Then,
finally,
0 < x1 = a exp (−x3) < a exp
(
−a
e
)
and, by (5.5),
a > x3 = a exp (−x1) > a exp
(
−a exp
(
−a
e
))
.
The statement is fully proven.
4Of course, x1 < y1 < x2 < y2 < x3.
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Theorem 5.2. Consider the space-homogeneous version of the system of
equations (4.13) 
d
dt
ρ+t = −mρ+t + ze−βρ
−
t ,
d
dt
ρ−t = −mρ−t + ze−βρ
+
t ,
t ∈ [0, T ) , (5.12)
where β :=
∫
Rd dx φ(x), a :=
z
m
β. Let x0, x1, x2, x3 be the positive roots given
by Proposition 5.1. If a ≤ e, then there is a unique equilibrium solution(
1
β
x0,
1
β
x0
)
to (5.12). For a < e, this solution is a stable node, while for
a = e it is a saddle-node equilibrium point. If a > e, then there are three
and only three equilibrium solutions
(
1
β
x1,
1
β
x3
)
,
(
1
β
x2,
1
β
x2
)
,
(
1
β
x3,
1
β
x1
)
to
(5.12). The second solution is a saddle point and the other two solutions are
stable nodes of (5.12).
Proof. First of all note that properties of stationary points of (5.12) are the
same as the corresponding properties for the system of equations
d
dt
r+t = P
(
r+t , r
−
t
)
d
dt
r−t = Q
(
r+t , r
−
t
) (5.13)
where r±t = βρ
±
t and
P (x, y) = −mx+mae−y, Q (x, y) = −my +mae−x.
Clearly, equilibrium points of (5.13) do not depend on m. They solve (5.2)
and can be obtained from Proposition 5.1.
To study the character of the equilibrium points of (5.13), let us consider
the following matrix
A (x, y) :=

∂P
∂x
∂P
∂y
∂Q
∂x
∂Q
∂y
 =
( −m −mae−y
−mae−x −m
)
We have
D(x, y) := detA(x, y) = m2 − a2m2e−xe−y, (5.14)
T (x, y) := trA(x, y) = −2m < 0,
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and
T 2 (x, y)− 4D (x, y) = 4m2a2e−xe−y > 0.
Therefore, by e.g. [15], the nature of an equilibrium point of (5.13) (and thus
of (5.12)) depends on the sign of D(x, y) at that point.
For a < e, one has from (5.14) that D(x0, x0) > 0 if and only if e
x0 > a,
which is equivalent to x0e
x0 > ax0 and to a > ax0, x0 < 1, where we have
used the equality x0e
x0 = a given by Proposition 5.1. The latter inequality
is true, since the function h(x) = xex is strictly increasing and the equation
xex = 1 has a unique solution, x = 1. Therefore, a solution to xex = a < e
should be strictly smaller than 1. Hence, (x0, x0) is a stable node of (5.13).
Similarly, for a > e, (5.14) yields D(x2, x2) < 0 if and only if e
x2 < a,
which holds because x2 > 1 and x2e
x2 = a, cf. Proposition 5.1. Hence,
(x2, x2) is a saddle point of (5.13).
Still for the case a > e, D(x1, x3) = D(x3, x1) > 0 if and only if e
x1+x3 >
a2. Since x1 = ae
−x3 and x3 = ae−x1 (Proposition 5.1), the latter inequality is
equivalent to x1x3 < 1. To show that x1x3 < 1, let us consider the function
r(t) = ate−t, which is strictly decreasing for t > 1. Since the equation
r(t) = 1 is equivalent to p(t) = 0, where p is the function defined in the proof
of Proposition 5.1, the solutions to r(t) = 1 are the roots of p, that is, t1,
t2. Therefore, it follows from the proof of Proposition 5.1 that 1 < t2 < x3,
leading to
1 = r(t2) > r(x3) = ax3e
−x3 = x1x3.
Hence, (x1, x3) and (x3, x1) are also stable nodes of (5.13).
Finally, for a = e, one has x0 = ae
−x0 = e1−x0 , and thus x0 = 1.
Therefore, D(x0, x0) = D(1, 1) = 0 and one has a saddle-node equilibrium
point.
As a result, one has a bifurcation in the system (5.12) depending on the
value of a = z
m
β.
In Appendix below, we present numerical solutions to (5.12) for different
values of a. Namely, we consider a set of initial values ρ±0 from the interval
[0, 2] with step 0.5 and we draw the corresponding graphs of, say, ρ+t on the
time interval t ∈ [0, 200]. Of course, the graphs of ρ−t have the same shape.
As one can see in Figure 1, there is a unique stable solution for a < e (that
is, x0
β
). For a > e, one has two stable solutions (x1
β
and x3
β
). For a = e,
stable solutions do not exist at all. The corresponding phase plane pictures
are presented in Figure 2.
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Figure 1: Graphs of ρ+t for ρ
±
0 ∈ {0, 0.5, 1, 1.5, 2}
Theorem A.1. On a scale of Banach spaces {Bs : 0 < s ≤ s0) consider the
initial value problem
du(t)
dt
= Au(t), u(0) = u0 ∈ Bs0 (A.1)
where, for each s ∈ (0, s0) fixed and for each pair s′, s′′ such that s ≤ s′ <
s′′ ≤ s0, A : Bs′′ → Bs′ is a linear mapping so that there is an M > 0 such
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Figure 2: Phase plane pictures
that for all u ∈ Bs′′
‖Au‖s′ ≤ M
s′′ − s′‖u‖s′′ .
Here M is independent of s′, s′′ and u, however it might depend continuously
on s, s0.
Then, for each s ∈ (0, s0), there is a constant δ > 0 (i.e., δ = 1eM ) such
that there is a unique function u :
[
0, δ(s0 − s)
)→ Bs which is continuously
differentiable on
(
0, δ(s0− s)
)
in Bs, Au ∈ Bs, and solves (A.1) in the time-
interval 0 ≤ t < δ(s0 − s).
Theorem A.2. On a scale of Banach spaces {Bs : 0 < s ≤ s0) consider a
family of initial value problems
duε(t)
dt
= Aεuε(t), uε(0) = uε ∈ Bs0 , ε ≥ 0, (A.2)
where, for each s ∈ (0, s0) fixed and for each pair s′, s′′ such that s ≤ s′ <
s′′ ≤ s0, Aε : Bs′′ → Bs′ is a linear mapping so that there is an M > 0 such
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that for all u ∈ Bs′′
‖Aεu‖s′ ≤ M
s′′ − s′‖u‖s′′ .
Here M is independent of ε, s′, s′′ and u, however it might depend continu-
ously on s, s0. Assume that there is a p ∈ N and for each ε > 0 there is an
Nε > 0 such that for each pair s
′, s′′, s ≤ s′ < s′′ ≤ s0, and all u ∈ Bs′′
‖Aεu− A0u‖s′ ≤
p∑
k=1
Nε
(s′′ − s′)k ‖u‖s′′ .
In addition, assume that limε→0Nε = 0 and limε→0 ‖uε(0)− u0(0)‖s0 = 0.
Then, for each s ∈ (0, s0), there is a constant δ > 0 (i.e., δ = 1eM ) such
that there is a unique solution uε : [0, δ(s0 − s))→ Bs, ε ≥ 0, to each initial
value problem (A.2) and for all t ∈ [0, δ(s0 − s)) we have
lim
ε→0
‖uε(t)− u0(t)‖s = 0.
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