The evolution of quantum light through linear optical devices can be described by the scattering matrix S of the system. For linear optical systems with m possible modes, the evolution of n input photons is given by a unitary matrix U = ϕ m,M (S) given by a known homomorphism, ϕ m,M , which depends on the size of the resulting Hilbert space of the possible photon states, M. We present a method to decide whether a given unitary evolution U for n photons in m modes can be achieved with linear optics or not and the inverse transformation ϕ −1 m,M when the transformation can be implemented. Together with previous results, the method can be used to find a simple optical system which implements any quantum operation within the reach of linear optics. The results come from studying the adjoint map bewtween the Lie algebras corresponding to the Lie groups of the relevant unitary matrices.
trivial cases when n = 1 or m = 1, linear multiports can only provide a limited subset of all the possible operations over n photons in m modes, which are described by M × M unitary matrices U with 2M 2 − 1 degrees of freedom [8] .
The scattering matrices S are elements of the unitary group U(m) and any general evolution U on H m,n is an element of the unitary group U(M). The subgroup of all the operations which can be implemented with linear optics is described by the image subgroup of ϕ m,M , imϕ m,M = {B ∈ U(M) : ∃ A ∈ U(m) such that ϕ m,M (A) = B}.
We say
In this paper, we relate these groups to give a decision criterion that checks if any particular operator U is in imϕ m,M (it is an (m, n)-optical realization) and, if it is possible, compute the inverse ϕ −1 m,M (U) and recover the unitary matrix S of the linear interferometer which gives the desired evolution. Once we find S, we can use previous known results which tell how build any desired multiport with a fixed scattering matrix using only beam splitters and phase shifters [9] or only beam splitters [10, 11] , closing the full circle for the experimental implementation of U. ϕ m,M is a differentiable group homomorphism [1] and it induces an algebra homomorphism, dϕ m,M , as described by the commutative diagram which relates the unitary groups U(m) and U(M) containing the scattering matrix S and the n-photon evolution operator U, respectively, to the algebras u(m) and u(M) whose elements correspond to antihermitian matrices iH S and iH U which give an equivalent description of the evolution through exponentiation of the Hamiltonians H S and H U [12, 13] . Consider the canonical basis {|1 = |1, 0, . . . , 0 , |2 = |0, 1, . . . , 0 , . . . , |m = |0, . . . , 0, 1 } of C m . The matrices e jk := i 2 | j k| + |k j| (1)
give a basis of u(m). The real linear combinations of the matrices
give any desired antihermitian matrix in the algebra.
Observe that e jk = e k j and f jk = − f k j and dϕ m,M (iH S ) = ∑ jk iH S jkâ † jâ k for iH S ∈ u(m) (see [13] ), whereâ † i andâ i are the photon creation and annihilation operators for mode i respectively. In particular
and therefore the map dϕ m,M is injective.
Let Ad U : u(M) → u(M) be the adjoint map defined by Ad U (iH S ) = UiH S U † [14] . We denote by d the subalgebra dϕ m,M (u(m)) ⊆ u(M), and by sd the subalgebra dϕ m,M (su(m)) ⊆ u(M) where su(m) is the special unitary algebra of dimension m which gives by exponentiation the matrices in the special unitary group which describe any quantum evolution for a quantum state up to an unobservable global phase shift. Notice that dϕ m,M : u(m) → d is a bijection.
Therefore, v ∈ sd if and only if tr(v) = 0. Moreover
, taking into account that the sum for the average of the photon number operatorn j =â † jâ j in mode j, ∑ ℓ ℓ|n j |ℓ , must be the same for every mode (we cover all the permutations for photon occupation). For n total photons and M possible states, the total sum is nM, which is divided by m for each position.
Observe that span R (iI M ) is a subalgebra of d, since
. The result follows from the fact that sd ∩ span R (iI M ) = 0.
Lemma 2 Let U ∈ U(M), then Ad U | d is an automorphism if and only if Ad U | sd is an automorphism.
Proof: We first assume that Ad U | d is an automorphism, then for any v ∈ sd tr(Ad U (v)) = tr(UvU † ) = tr(v) = 0, therefore Ad U (v) ∈ sd by Lemma 1. This proves that Ad U is an endomorphism. Moreover, the kernel is trivial, since Ad U (v) = 0 implies v = 0 for any v, as can be checked for the trace norm:
Conversely, let us assume that Ad U | sd is an automorphism. By Lemma 1, since d = sd ⊕ span R (iI M ) and Ad U : span R (iI M ) → span R (iI M ) is the identity, then Ad U | d is an automorphism.
] + · · · and clearly Ad U (v) ∈ d, since iH U , v ∈ d and the Lie bracket is closed in d. This proves that Ad U is an endomorphism. Moreover, the kernel is trivial, since Ad U (v) = 0 implies v = 0 for some v (see proof of Lemma 2).
⇐=) Let U ∈ U(M) such that Ad U | d is an automorphism. There exists θ ∈ R such that exp(iθ )U ∈ SU(M). Moreover, for any W ∈ ϕ m,M (SU(m)), there exists w ∈ sd with W = exp(w), and exp(iθ )UW (exp(iθ )U) † = U exp(w)U † = exp(UwU † ) = exp(Ad U (w)), by Lemma 2, Ad U (w) ∈ sd, and so exp(Ad U (w)) ∈ ϕ m,M (SU(m)). Finally, by Lemma 9 of [15] exp(iθ )U = exp(iβ )U ′ for some β ∈ R and U ′ ∈ ϕ m,M (SU(m)). Hence
Theorem 1 gives a criterion to decide whether a matrix U ∈ U(M) is an (n, m)-optical realization or not. A quantum operation U can be implemented with linear optics if and only if Ad U | d is an automorphism (for any v in the image subalgebra d, the adjoint UvU † remains in the subalgebra). We only need to see this is the case for a basis of d which can be obtained by transforming the elements of a basis of u(m) by the algebra homomorphism dϕ m,M .
We can choose a basis of u(m) {a 1 , · · · , a m } following Equations (1) and (2) so that any element in the algebra can be expressed as a real linear combination of the a i matrices. For that basis, the matrices b i = dϕ m,M (a i ) form a basis for d. U is an optical realization if and only if, for any v that is a real linear combination of the computed b i , we can also write UvU † in the same basis. There must exist real coefficients X i j such that
In order to check whether a given U can be realized with linear optics we need to satisfy m 2 equations with M × M complex matrices, one for each element of the basis, for a total of m 2 M 2 independent real equations [16] with m 4 indeterminates. If the system is consistent, U is an (n, m)optical realization. When the operation can be implemented, we have an explicit implementation which uses the solution to the system of equations. Let U ∈ U(M), then Theorem 1 shows that, if Ad U | d is an automorphism, there exists an S ∈ U(m) such that ϕ m,M (S) = U. The goal is to obtain an algorithm which provides this S. This is possible by using the adjoint representation of S which is given by
. 
and similarly
This allows us to obtain
for all ℓ, j, h, k and, for ℓ = h and j = k
Since the matrix S is unitary, there exists S ℓ 0 j 0 = 0 and there is θ ∈ R with S ℓ 0 j 0 = |S ℓ 0 j 0 |e iθ . By (4) and (5),
All the relevant adjoint operators can be written from Ad S (a i ) for the elements a i of the basis of u(m) and the desired U. Notice that dϕ m,M (Ad S (a i )) = Ad U (dϕ m,M (a i ))) = ∑ m 2 j=1 X i j dϕ m,M (a i ) for the X i j from the system in Equation (3) 
where all the X i j and a i are known. Given an operator U, we first solve the system in Eq. (3) (or say it cannot be realized if it is inconsistent). Then, we try different integer pairs ℓ, j in Eq. (5) . If the chosen |S ℓ j | 2 = 0 we have one element of S. We continue until we find a pair ℓ 0 , j 0 which gives a nonzero element of S. This S ℓ 0 j 0 = e iθ |S ℓ 0 j 0 | will be our reference. We can only compute the modulus, but, if we use the same S ℓ 0 j 0 for all the ℓ, j pairs, all the elements of S will have the same global phase, which can be ignored. Using Eq. (7) we can compute all the elements of a scattering matrix which realizes the desired operator U. The scattering matrix, in turn, can be used to build the desired device with linear optical elements [9] [10] [11] . In the Appendix we include two examples of the procedure for an operation which is not a realization and one which can be implemented.
This solves the problem completely for any given U. There are some limitations to this result worth mentioning. First, it applies only to systems which can be exactly implemented, which, as n and m grow, become a smaller subset of the possible matrices U. In many cases we are more concerned with finding the best approximation. In a future work we will present a different method which finds the linear optics evolution which is locally closest to the desired operator in terms of some operator distance.
Second, that a particular operation cannot be implemented has limited implications to the related quantum information problem of whether a given quantum gate can be implemented with linear optics or not. Apart from encoding issues (a gate might be realized using only a subspace of the possible states), notice that, in linear interferometers, permutations are not trivial. For instance, the Quantum Fourier Transform matrix might be realizable for some mapping of the logical states to the photon states but not for others.
Taking into account these precautions, the inverse method we have given can be used in quantum optics and quantum information to search for particular quantum tasks or primitives which can be implemented with linear optics, such as particular instances of quantum cloning machines [17] or simple quantum algorithms showing quantum advantage. In general, the framework provided from group theory helps us to understand better the connections between classical and quantum evolution in linear optics.
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APPENDIX: EXAMPLES
In this Appendix we provide two worked examples of the method that determines if a quantum operation can be realized with linear optics or not. In both examples we are going to consider the case with m = 2 modes and n = 5 photons. The relevant Hilbert space is C 6 . In what follows we use the basis
The (2,6)-photonic homomorphism will be denoted as ϕ 2,6 : U(2) → U(6). The basis for C 2 will be {|1, 0 , |0, 1 } .
Theorem 1 of the main paper states that U ∈ imϕ 2,6 if and only if Ad U is an automorphism of the image subalgebra d. We study how Ad U acts on d = dϕ 2,6 (u(2)) using the basis {e 11 , e 12 , e 22 , f 12 } of u(2),
The U and iH U matrices in these examples are given for the state order of the basis in Eq. (8) (i.e. U 11 = 1|U |1 = 50|U |50 , . . ., U 32 = 3|U |2 = 32|U |41 , . . ., considering |i a column vector with a 1 in the ith row and the rest of the elements 0). The same applies to S and iH S and the basis in Eq. (9) . For a given iH S ∈ u(2), the corresponding element in the image subalgebra d iH U = dϕ 2,6 (iH S ) is given by [13] :
with the usual photon creation and annihilation operatorsâ † k andâ k [18] acting on states with n k photons in mode k followinĝ
The matrices {a i } in the basis of u(2), ordered as in Eq. 
In order to decide whether the matrix U is an (2, 6)-optical realization or not, by Theorem 1, we have to compute Ad U and see if Ad U (v) ∈ d for any v ∈ d. The adjoint is linear and it is enough to verify the property for the vectors in the basis {b 1 , b 2 , b 3 , b 4 } of d. This leads to a real linear system with 2 · 2 2 · 6 2 equations
in the 2 4 indeterminates X jk belonging to R. If the system is consistent, then U is a (2, 6)-photonic realization.
Non-existence of S First, we are going to use Theorem 1 to show that not every unitary 6 × 6-matrix is a (2, 6)-optical realization. For example, if we take the matrix 
the system (17) is inconsistent. Consider, for instance, Eq. (17) for b 2 :
which, in matrix form, is 
(20)
The system is clearly inconsistent. In the first row we see two constants, 3i 2 and √ 2i, which should be equal to zero, which is impossible.
Therefore, since Ad U is not an automorphism of d, we have that U / ∈ Im(ϕ 2,6 ) by Theorem 1 and U is not a (2, 6)-optical realization. Another way to show that inconsistency is noticing that, if v ∈ d, then n ′ 1 , n ′ 2 |v|n 1 , n 2 = 0 implies that the input state |n 1 , n 2 is one photon away from the output state |n ′ 1 , n ′ 2 (cf. Eq. (11) and [13] ). This is not the case for the given U and our basis order in Eq. (8): notice that |2, 3 is two photons away from |4, 1 , but 
there exists a matrix S in U(2) such that ϕ 2,6 (S) = U and give the scattering matrix S explicitly. We start by solving the system in Eq. (17) . We write one matrix identity for each element in the {b i } basis. For instance, for b 1 : 
from which we see X 11 = 1 2 , X 12 = 1, X 13 = 1 2 and X 14 = 0. If do the same operation for each b i in the basis, we see the system (17) is consistent and its solutions are given by the matrix
Therefore, since Ad U is a linear map Ad U : dϕ 2,6 (u(2)) → dϕ 2,6 (u(2)), we know (by Theorem 1) that there exists at least one S ∈ U(2) such that ϕ 2,6 (S) = U. In order to find this matrix S up to global phase we apply Theorem 2.
We first look for a nonzero element of S from Eq. (5) of the main text:
|S ℓ j | 2 = −i ℓ| Ad S (e j j ) |ℓ .
We start with ℓ = j = 1
We also need to use Eq. (7) of the main text
which for a 1 = e 11 gives Ad S (e 11 ) = X 11 e 11 + X 12 e 12 + X 13 e 22 + X 14 f 12 = i 2
so that
We obtain S 11 = e iθ 1 √ 2 . Using Theorem 2, we see the remaining S ℓ j are:
S ℓ j = √ 2 exp(iθ )( ℓ| Ad S ( f j1 ) |1 − i ℓ| Ad S (e j1 ) |1 ).
We use the same reference S 11 to find the rest of the entries in S:
S 21 = √ 2 exp(iθ )( 2| Ad S ( f 11 ) |1 − i 2| Ad S (e 11 ) |1 ),
All the elements can be computed from the basis {e 11 , e 12 , e 22 , f 12 } (remembering f ii = 0, e jk = e k j and f jk = − f k j ). Apart from Ad S (e 11 ), we need the matrices
Ad S ( f 21 ) = −Ad S ( f 12 ) = −(X 41 e 11 + X 42 e 12 + X 43 e 22 + X 44 f 12 ) = f 12 = 1 2
Ad S (e 21 ) = Ad S (e 12 ) = X 21 e 11 + X 22 e 12 + X 23 e 22 + X 24 f 12 = 1 2 e 11 − 1 2 e 22 = i 2
which give the solution
