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Abstract

With the recent upsurge in mental health concerns and ongoing isolation
regulations brought about by the COVID-19 pandemic, it is important to
understand how an individual’s daily travel behavior can affect their
mental health. Before finding any correlations to mental health,
researchers must first have individual travel behavior information: an
accurate number of activities and locations of those activities.
One way to obtain daily travel behavior information is through the
interpretation of cellular Global Positioning System (GPS) data. Previous
methods that interpret GPS data into travel behavior information have
limitations. Specifically, rule-based algorithms are structured around
subjective rule-based tests, clustering algorithms include only spatial
parameters that are chosen sequentially or require further exploration,
and imputation algorithms are sensitive to provided context (input
parameters) and/or require lots of training data to validate the results of
the algorithm.
Due to the lack of provided training data that would be required for
an imputation algorithm, this thesis uses a previously adopted clustering
method. The contribution of this thesis is a method to determine which
spatial, entropy, and time parameters cause the clustering algorithm to
give the most accurate travel behavior results. This optimal set of
parameters was determined using a comparison of two non-linear
optimization methods: simulated annealing and a limited-memory
Broyden-Fletcher-Goldfarb-Shanno Bound (L-BFGS-B) optimizer.
Determining the optimal parameters in this way addresses the
limitations that typically come with clustering algorithms. First, entropy
and time parameters are used, not just spatial parameters. Second, this
thesis explores the entropy and time parameters, thus providing further
exploration of them. Third, the parameters are chosen simultaneously,
not sequentially, when using non-linear optimization.
Ultimately, simulated annealing optimization found the best set of
clustering parameters leading to 91% clustering algorithm accuracy
whereas L-BFGS-B optimization found parameters that were only able
to produce a maximum of 79% accuracy.

Using the most optimal set of parameters in the clustering algorithm,
an entire set of GPS data can be interpreted to determine an individual’s
daily travel behavior. This resulting individual travel behavior sets the
groundwork to answer the question of how individual travel behavior
can affect mental health.
Keywords: travel behavior, GPS data, clustering algorithm, simulated annealing,
L-BFGS-B
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1 Introduction

1.1 Purpose
Social isolation can impact almost every facet of one’s mental health
including links to less restful sleep, decreased ability to regulate eating,
increased stress, increased difficulty in focusing on and completing tasks,
and even increased suicidal thoughts [1]. Mass social isolation has
occurred world-wide over the last few years due to the COVID-19
pandemic. For example, the United States delivered social isolation
restrictions, including “stay home” recommendations [2] to slow the
infectious spread of the COVID-19 virus. Unfortunately, these social
isolation precautions led to a rise in observed mental health disorders [3,
4]. In fact, those affected by emotional and psychiatric disorders may
outnumber those physically impacted by COVID-19 [5].
With what is already known about the effects of social isolation on
mental health, in addition to the mass social isolation brought about since
COVID-19, it has become increasingly important to determine the
impacts of individual travel behavior, or lack thereof, on one’s mental
health. Determining these relationships can help those who are
susceptible to mental health disorders. Specifically, relationships between
activities to certain places and individual mental health can help people
manipulate their travel behavior to influence their mood. For example, if
it is found that grocery stores increase anxiety, individuals who
experience anxiety may choose to avoid grocery shopping on a day when
they are feeling emotionally unstable.
To find these relationships between travel behavior and mental
health, one must determine an individual’s daily travel behavior. Global
Positioning System (GPS) and Location-based Services (LBS) data
obtained from mobile devices are an increasingly important tool in
modern travel behavior research [6]. However, raw GPS location points
and corresponding timestamps do not by themselves reveal when an
individual is participating in an activity or traveling, what activity they
are likely participating in, or what mode they are using for their travel.
Therefore, despite the benefits that come from using GPS data in
transportation studies, much work remains to be done in interpreting
large amounts of GPS data into semantic, or interpreted, activities.
1

1.2 Scope
One method used to interpret GPS data into semantic activities is
clustering algorithms. This thesis proposes a new methodology of
determining optimal parameters for a density-based spatial clustering of
applications with noise, time and entropy (DBSCAN-TE) algorithm [7].
The optimal parameters are the values that cause the DBSCAN-TE
algorithm to produce the most accurate number and location of clusters,
or daily activities, participated in by each volunteer on each day.
The GPS data that will be analyzed and used to train the DBSCANTE algorithm in this thesis comes from 78 volunteers from the Utah
County area. It was collected by the Brigham Young University
Counseling and Psychological Services (CAPS) office using location
Metricwire Software [8]. The 78 volunteers also participated in mental
health surveys up to twice a day using the same Metricware Software
[8]. Both the GPS data and mental health surveys were collected
anywhere from six months to a year, depending on the respondent.
To summarize, the purpose of this thesis is to determine these 78
volunteers’ individual travel behaviors via a DBSCAN-TE algorithm with
optimal parameters. This lays the groundwork to be able to answer
questions regarding relationships between travel behavior and mental
health; with the individual travel behaviors determined, future
researchers can use the corresponding mental health surveys in this
dataset to determine what relationships exist between individual travel
behavior and mental health.
1.3 Outline
The remainder of this thesis will first further describe the current
methods used to determine activity locations from GPS data and the
limitations of the methods. Second, the thesis will describe the
methodology used to determine individual travel behavior from the 78
respondents. Specifically, it will describe the data, the DBSCAN-TE
algorithm itself, and how the algorithm was trained to determine the
optimal set of parameters. Third, the results of applying the optimized
parameters to the entire dataset are analyzed. An important aspect of the
results is a preliminary statistical analysis to determine if there is an
indication of mental health being related to individual travel behavior.
From there, a discussion of the current research for travel behavior and
mental health will solidify the importance of finding patterns and
relationships between the two. Then opportunities for future research
will be presented. Finally, this thesis ends with a discussion of study
limitations and conclusions.

2

2 Literature Review

Researchers develop methods to interpret semantic activities from GPS
data for multiple reasons such as: removing human error from selfreporting travel diaries, making data available in digital form thus
allowing for more efficiency and larger datasets, bringing benefits to the
quality of the travel demand models, and providing useful insights into
the driving force behind a traveler’s decisions expressed in the form of
activity patterns [9].
Three main methods of interpreting semantic activities from GPS data
exist in current research: rule-based algorithms, clustering algorithms,
and imputation algorithms. The strengths and limitations of all three
methods, including their applicability to the question of mental health
versus semantic activities, will be discussed in the following sections.
This discussion on current literature provides context of why a DBSCANTE clustering algorithm was used for this thesis.
2.1 Rule-Based Algorithms
One of the simpler methods for trip purpose inference in past research is
the rules-based method [10]. A rule-based algorithm requires a set of facts
or source of data, and a set of rules for storing, sorting, and/or
manipulating that data.
First, rules can apply when cleaning the data. When cleaning the data,
it is common for a researcher to exclude data points that: came from less
than three satellite signals, have a low-level positioning accuracy, have
speeds that are impossible and are thus ascribed to GPS satellite error,
and/or fall within an unreasonable altitude [11]. This removes what are
likely incomplete or erroneous GPS trajectories.
Rules also apply when determining if a GPS point is part of a moving
trajectory or an activity. It is important to distinguish between the two
when the researcher is only concerned with the number of activities an
individual makes – not his/her traveling methods (transportation mode,
transportation time, etc.) Some rules that can determine whether if a GPS
point is part of an activity or a moving trajectory are a minimum speed
threshold, a duration threshold, a distance/radius threshold, and/or a
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dwell-time threshold. For example, if a set of consecutive GPS points are
under the minimum speed threshold for a certain duration, then they
may be considered stationary. Subsequently, if those stationary GPS
points stay stationary within a defined distance/radius for a specified
dwell-time, then they may be defined as an activity.
One encompassing method for combining many of these rules into
one algorithm is a decision tree. A decision tree provides a sequential set
of easy-to-interpret decision rules that are necessary for decision makers
to make appropriate decisions or classifications about location prediction
[12]. Specifically, decision trees contain nodes with different tests, or
rules. The results of one test determine which tree node, or test, the case
moves to next, until there it reaches the final node which classifies it.
Applying this to clustering, a raw GPS point and its attributes (such as
timestamp and geometry) can be sent through a decision tree to
determine if the point is part of an activity or not.
By nature, each test on a node is a set of rules. For example, one study
determined if a GPS point was continuous or movement only. Any points
that were continuous could be used to compute a trip stop length by
taking the difference of the first and last records of contiguous entries
with a velocity of zero [13]. This trip length would become a
rule/test/node in the decision tree to determine if a GPS point with a
certain time stamp was a part of that trip. Another rule is the timestamp
itself. If the timestamp was within a range of times of points defined in a
certain cluster, then it makes sense to add that GPS point to the cluster
sharing those timestamps. After training the decision tree with artificial
data, these rules created in the decision tree led to a maximum accuracy
of just over 90% when using actual data.
It is also effective to include attributes outside of the raw GPS data
such as the land-use type of trip ends and demographic and
socioeconomic characteristics of the respondents [14]. The researchers
acknowledged that each attribute provided only partial evidence to the
depiction of a given purpose and none of them could work alone to
achieve trip purpose derivation.
While decision trees can have an overall classification accuracy of
87.6% [14], rule-based systems are not adequate at handling variables
with many possible values. In this scenario, variables fitting that
description could include speed, radius, acceleration, timestamp, and
many other variables associated with GPS data. Arbitrarily converting
these continuous variables into discrete variables via rules may lead to
the researcher missing patterns or deriving false patterns [15]. For
example, if a rule states that a person must be moving 3.0 m/s to be
considered part of a trajectory and not a cluster, then the rule-based
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algorithm could falsely define a GPS point with a speed of 2.99 m/s as
part of a cluster.
Another limitation of rule-based algorithms is that they go through
rules one at a time, much like a flowchart. Therefore, if a GPS point is
misinterpreted early on due to the discrete nature of the rule-based tests,
then the GPS point will continue to go down the wrong set of rules and
likely be defined incorrectly at the end of the tree. In other words, it could
end up going through the wrong set of rules entirely if it is falsely set
down one path over another early on.
2.2 Clustering Algorithms
Clustering can be defined as the task of identifying subgroups in data
such that data points in the same subgroup are considered a cluster
whereas data points in other clusters are very different [16]. In the case of
using clustering for converting GPS data to activities, the similarity
measure used to define homogeneous subgroups can differ depending on
the application. Two popular clustering methods used for the application
of converting GPS datapoints to activities are the 𝑘-means algorithm and
the DBSCAN algorithm. The limitations of both will be described in the
following subsections.
2.2.1 K-Means
The 𝑘-means algorithm is an iterative algorithm that partitions datapoints
into a predetermined number of clusters, where each data point belongs
to only one cluster. When partitioning the datapoints into the
predetermined clusters, it does so in a way that makes the intra-cluster
points as homogeneous as possible while keeping the different clusters
different.
The first step is to specify the number of clusters k. Then, initialize the
centroids by randomly selecting k number of data points for the centroids
without replacement. Once the centroids are initialized, the Euclidean
distance between all the data points in a cluster to their respective
centroid is computed. Each data point is assigned to the closest centroid.
Then, compute the true centroids for the clusters by taking an average of
all the data points that belong to each cluster. Finally, iterate through this
process until there is no change to the centroids, so the assignments of the
datapoints to the correct cluster does not change.
𝑘-means has been used to convert GPS data into clusters or activities.
However, the biggest limitation with this clustering method is
predetermining the value of k, or how many activities the algorithm
should be sorting the datapoints into. One method to determine K is the
silhouette analysis. The silhouette analysis determines the degree of
separation between clusters by computing the average distance from all
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data points in the same cluster, computing the average distance from all
the points in the closest cluster, and computing the coefficient between
the two [16]. The closer the coefficient is to 1, the more likely it is that the
correct number of clusters were chosen.
Another common method to determine k is the elbow method. The
idea of the elbow method is to run the 𝑘-means algorithm on the dataset
using a range of values for k and calculate the sum of squared errors
between the data points and their centroid [16]. As k increases, the
centroids become closer to the cluster centroids since there are more
available centroids to be sorted to. The improvements eventually decline
rapidly and create and elbow shape when one graphs the value of k
against the sum of squared error. Where the improvements significantly
decrease, or the elbow of the graph appears, is the proposed optimal
value for k.
Unfortunately, neither method for determining k considers any other
factors besides spatial factors. This would be a significant limitation for
trying to determine the activities someone makes in one day because it is
very common for someone to go somewhere like home, multiple times in
a day. Therefore, temporal factors between GPS points should also be
considered when deciding the value of k. Another limitation is that the
algorithm requires the number of clusters to be known beforehand. This
is not helpful for the purposes of this thesis; the whole point of this thesis
is to determine how many activities individuals made each day and
where they were. This information is not already known.

2.2.2 DBSCAN
A DBSCAN algorithm is defined as a classical density-based algorithm
used to find the high-density areas in space, and different derivative
methods of this algorithm have been proposed to find the stops in
trajectories [17]. One benefit of a DBSCAN algorithm is that it can be used
to detect stops in their respective scenarios instead of using one rule
based on time and speed that defines a “stop.” For example, a rule-based
algorithm based on speed may erroneously identify a stop light as an
activity because someone would have a speed of 0 m/s while they are at
the stop light.
DBSCAN algorithms avoid these potential errors as they require two
objective spatial parameters that both need to be met for a GPS point to
be considered part of a cluster. The first objective spatial parameter is the
epsilon neighborhood distance (𝜀), or the defined radius that points must
fall within to be considered part of a cluster [13]. The second objective
spatial parameter is the minimum number of points (𝜌), or the defined
minimum number of points that must be present within that radius to
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deem it a cluster [13]. In other words, DBSCAN algorithms require both a
certain density of points within a cluster via the 𝜌 parameter and a certain
spatial requirement for the points to be in via the 𝜀 parameter. Going back
to the previous example, a DBSCAN algorithm would not falsely define a
stop light as its own cluster because there would not be enough GPS
points at that location due to how short a stop light is.
Parameters 𝜀 and 𝜌 explain DBSCAN’s ability to identify arbitrarily
shaped clusters instead of favoring symmetric shaped clusters like the 𝑘means clustering algorithm does [18]. Accounting for both the radius and
the minimum number of points stops DBSCAN from grouping sparse
data points into a cluster, even if those sparse data points are within the
radius. Since GPS data can have error within 10 meters of where a person
is [19], accounting for 𝜌 within the radius removes potential error that
could come from GPS data occasionally recording a location 10 meters
off. It instead defines the cluster as where the respondent is for the longer
period and therefore, does not necessarily have to be a circle. All other
GPS points in the given trajectory is considered noise. Using just a
DBSCAN algorithm has been found to be up to 92% accurate [17] which
is significantly better than the typical 43% to 61% accuracy reported
from using rule-based algorithms [20].
Despite the high accuracy obtained from using DBSCAN clustering,
it faces the limitation that it requires only spatial parameters. There are
no other factors, such as time, to determine whether the GPS points are
part of a cluster or a moving trajectory. This becomes a limitation when
an individual makes an activity to the same location multiple times a day.
If only spatial parameters are accounted for in this situation, then the
DBSCAN algorithm may falsely identify all those GPS points as part of
one cluster or activity. Those GPS points should be split into at least two
activities if the person left that location and then returned to it again later.
Another limitation of DBSCAN is that the two spatial parameters 𝜀
and 𝜌 are chosen arbitrarily and/or sequentially. For example, one
common method to determine 𝜌 is to refer to the number of dimensions
(latitude, longitude, elevation, etc.) in the collected data and how much
noise is in the dataset. Research suggests that the minimum number of
points should be 3 but is recommended to chosen as 𝜌 = 2 * D where D is
the number of dimensions [18]. GPS data is often two-dimensional, but
sometimes three. In other words, the larger the dataset, the larger the
value of 𝜌 should be using 3 as an absolute minimum. One of the biggest
problems with this theory is that it could change from day to day,
depending on how much GPS data was recorded that day, thus giving it
the same limitations as rule-based data. Not every day will have the same
amount of noise or data just like every person may have a different
walking speed, etc.
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After determining a somewhat subjective 𝜌 using the theory
previously described, the next most common step is to determine the
optimal 𝜀 value based off the selected 𝜌. This is done using a derivation
of the 𝑘-means clustering method that was described earlier called a kdistance graph. By plotting the distance to the K = 𝜌 – 1 nearest neighbor,
ordered from largest to smallest, the optimal 𝜀 value can be found at the
“elbow” or “knee” point in the k-distance plot. However, there may be no
obvious knee, or there can be multiple knees, making it hard to
confidently decide what the best value for 𝜀 is [21]. Overall, it is difficult
to be confident in DBSCAN parameters when they are chosen in this way.
2.2.3 DBSCAN-TE
To account for the limitation of only including spatial parameters,
entropy and temporal features can be taken into consideration via a
DBSCAN-TE method. DBSCAN-TE uses entropy 𝜏 and temporal
sequence ∆𝑇, as defined in the next two paragraphs, as updated
constraints in addition to the typical 𝜀 and 𝜌 parameters associated with
DBSCAN [7].
The entropy constraint prevents slowly moving points from being
misidentified as clusters. To accomplish this, the chaos and pattern of the
GPS should be observed. Slowly moving points in an orderly pattern, like
moving from stoplight to stoplight while driving on the road, are
excluded. If the points are slowly moving, but are more sporadic, they
could be part of a cluster or activity because the person could be moving
around slowly in different parts of the same building, park, etc. The
entropy index acts as a threshold of chaos that the GPS points must meet
to go from being excluded from a cluster to part of a cluster.
The temporal sequence constraint means that a sudden increase in
timestamps should not be found within the same cluster. For example,
GPS data points from 8 AM and 9 PM should not be included in the same
cluster if there are GPS points in another location in between those times.
If a sudden increase in timestamps is found, then the cluster is divided
into two separate clusters; it is assumed that the individual left the
activity location in between the sudden increase and then returned to the
same activity location later. By adding the entropy and time constraints,
accuracy of trip identification improved from 90.0% to 91.5% [7].
While arguably the most accurate method to determine clusters from
raw GPS data, DBSCAN-TE still has some limitations. The biggest
limitation is knowing which values to pick for 𝜌, 𝜀, ∆𝑇, and 𝜏. Picking all
four of them arbitrarily or sequentially would result in the same
limitations that come from a normal DBSCAN approach. Furthermore,
only one paper has been found that explores these entropy and time
parameters, so they require further exploration [7].
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2.3 Imputation Algorithms
Imputation algorithms replace missing values or data with an estimated
value based on other available information [22]. For example, in this case,
if GPS points where missing on a given day, an imputation algorithm
could replace those missing values with an estimated activity provided
from a travel diary from that same day.
Algorithms for GPS data imputation report an average accuracy of
anywhere between 70% to 85% [23] where accuracy is defined as how
closely the algorithm was able to replicate activity episodes. The reason
for this substantial range is that the accuracy of GPS data imputation
algorithms varies based not only on the contexts of which they’re applied,
but also on how the imputation results were validated [24]. Therefore, the
biggest limitations for imputation algorithms are that the accuracy varies
greatly if one does not apply it with correct context and they require
complex validation methods that don’t give consistent results.
2.3.1 Sensitivity to Context
Context in imputation algorithms refers to the number and type of input
variables. The weight, number, and type of these input variables can
greatly affect the accuracy of the imputation results.
For example, one popular imputation method, the radial basis
function neural network, uses unweighted spatial and temporal features
[25]. Spatial and temporal features can be the difference between defining
GPS points as an activity or a momentary stop at a stoplight. Therefore,
making the spatial features just as important as the temporal features
could cause the imputation algorithm to falsely identify a semantic, or
interpreted, activity.
Another imputation method, logistic regression, predicts the
probabilities of different possible outcomes given a set of input
independent variables [24]. However, too many input variables cause the
logistic model to become too complex, so the model begins to describe the
random error in the data rather than the relationships between variables
[26]. This is called overfitting a model and can be difficult to catch
because it may just appear as though the logistic model just happens to fit
the data extremely well [24].
One last example of how the context, or input variables, of imputation
algorithms greatly impact the accuracy can be found in the Naïve
Bayesian imputation algorithm. The Naïve Bayesian imputation
algorithm assumes that all input variables are independent of each other
[24] and each one contributes independently to the probability of a GPS
point belonging to an activity or not. This can lead to error when creating
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the model if the researcher falsely assumes an input variable to be
dependent of another.
2.3.2 Varying Validation Methods
The second limitation with using imputation algorithms is that the
accuracy of the algorithm can vary depending on how the imputation
results were validated. Not only that, but oftentimes the validation
methods are just, if not more complex, as the imputation algorithm itself.
Perhaps the best example of this concept is the many validation
methods that have been used alongside the Bayesian Network (BN)
imputation algorithm [27]. A BN measures the interrelationship between
spatial and temporal factors (inputs) and activity-travel patterns (output)
to interpret GPS trace data [24]. All the input variables are considered
nodes of a network which can later be represented as a graph with an
associated set of probability tables. Some methods that have been used to
try to validate a BN include: parameterizing the probability values of BNs
so as to directly address the roles of latent variables [28]; adducing seven
common dimensions of validity including nomology, face, content,
concurrency, predictability, convergence, and discriminant validity [29];
and estimating error bars around posterior probability calculations [30].
Overall, while the imputation methods discussed can produce
accuracy up to 99.8% [24], making it the best out of all the discussed
methods, the dataset provided by the BYU CAPS department did not
include a large set of training data that would be required to validate an
imputation algorithm. Furthermore, the time required to not only write a
complex validation method but also determine the correct context to
supply would be a substantial obstacle.
2.4 Chapter Summary
To summarize, previous methods used to interpret GPS data into
semantic activities have limitations. Rule-based methods face issues when
converting continuous variables, such as speed, into discrete variables
that act as a rule-based test. This can cause GPS points to proceed down
an incorrect path. If this happens early on, concatenated error occurs
since the GPS points run through rule-based tests one at a time. While
clustering algorithms are more accurate than rule-based algorithms, they
only use spatial parameters such as distance (k-means), radius
(DBSCAN), and minimum number of points (DBSCAN), to determine
which points belong to clusters. While DBSCAN-TE adds time and
entropy parameters, only one paper has been done to analyze the values
of those parameters. Finally, imputation algorithms have been shown to
have high accuracy when the researcher has lots of training data, the time
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to write a validation algorithm, and can correctly define the context or
input parameters necessary for the algorithm.
Since training data was not provided for this thesis, it was not feasible
to use an imputation algorithm. Therefore, a DBSCAN-TE clustering
algorithm was chosen to analyze the BYU CAPS GPS dataset. However,
the limitations that have been mentioned regarding clustering algorithms
have been addressed; the methodology used in this thesis uses entropy
and time parameters (not just using spatial parameters) and those
parameters are chosen simultaneously through the training of the
DBSCAN-TE algorithm. More details on this methodology are provided
in Section 3.
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3 Methodology

As discussed in Section 2, and based off the lack of training data
provided, a DBSCAN-TE clustering algorithm appears to be the best
method to interpret GPS data into semantic activities. The remainder of
Section 3 will first describe the DBSCAN-TE algorithm. Second, it will
discuss the collection, cleaning, and sampling of the BYU CAPS data.
Third, Section 3 will explain the process for selecting the best set of
DBSCAN-TE input parameters to use when interpreting the entire BYU
CAPS dataset.
3.1 DBSCAN-TE Algorithm
The main concepts from a previously developed DBSCAN-TE algorithm
[7] were taken and rewritten in R [31] to convert a trajectory of GPS
points into semantic activities. The DBSCAN-TE algorithm requires four
parameters and uses each of those to classify which GPS points are part of
a cluster or part of a moving trajectory. The definitions of those
parameters and how they work in the algorithm are described in the
following subsections.
3.1.1 Parameter Definitions
There are four parameters used in a DBSCAN-TE algorithm to determine
how many clusters there are, and where they are, given a GPS trajectory.
To start, there are the two spatial 𝜀 and 𝜌 parameters as described in the
Section 2.3.1. 𝜀 , or the epsilon neighborhood, is the defined radius that
points must fall within to be considered part of a cluster. 𝜌 is the defined
minimum number of points that must be present within that radius to
deem it a cluster [13].
Next, there are the two parameters that DBSCAN-TE includes in
addition to the 𝜀 and 𝜌 parameters: the time difference threshold ∆𝑇 and
the entropy threshold 𝜏 . ∆𝑇 is the maximum time difference that can exist
between two consecutive points in a cluster before it is deemed that there
were multiple activities made to the same cluster at different times. 𝜏 is
the entropy threshold that determines if GPS points are indeed part of a
cluster or part of a moving trajectory. Therefore, in the DBSCAN-TE
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algorithm used in this thesis, four parameters are required to interpret a
GPS trajectory into a cluster: the defined radius 𝜀, the minimum number
of points that must exist within that radius 𝜌, the time difference
threshold to determine when multiple activities happened at the same
location ∆𝑇, and the entropy threshold to confirm that points are indeed
part of a cluster and not a moving trajectory 𝜏.
3.1.2 Algorithm Functionality
Now that the four DBSCAN-TE algorithm parameters have been defined,
the next step is to understand how the algorithm works. First, the
algorithm is given a GPS trajectory or set of cleaned GPS data. The
algorithm then determines the number and location of activity points
from that trajectory using only the 𝜀 and 𝜌 parameters, not ∆𝑇 or 𝜏.
After this spatial set of clusters is determined using only the 𝜀 and 𝜌
parameters, the ∆𝑇 constraint is checked to see if any of those clusters
should be split into two or more clusters. This is done by calculating the
time difference between each consecutive point in the spatial cluster. If
the amount of time that has passed between any two consecutive points
within the spatial cluster exceeds the ∆𝑇 constraint, then that cluster is
split into two clusters between those two consecutive points. For
example, if the datapoints in cluster 1.0 exceeded the ∆𝑇 constraint, then
that cluster would be split into two clusters: 1.0 and 1.1. This concept for
hypothetical consecutive points 1-7 is illustrated in Figure 3.1.

Figure 3.1:Consecutive cluster GPS points exceeding threshold ∆T.

To make sure neither of those newly split clusters need further
splitting, all the points in both new clusters are checked against the ∆𝑇
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constraint again. If points in either of the new clusters do exceed the ∆𝑇
threshold, then they will be split again into 1.0, 1.1, and 1.2, and so on.
After checking the points in the clusters against the ∆𝑇 constraint, the
𝜏 constraint is checked to ensure slowly moving trajectory points that
could be incorrectly identified as activities are excluded from clusters.
The entropy is calculated for each cluster by first computing the distance
and angle in radians between consecutive points. The distance of a ray is
equal to the amount of time that has passed between two consecutive
points, the angle of that ray is used to determine the direction of the
consecutive points, and then all those rays in the cluster are plotted in a
2𝜋 circle split into 8 quadrants [7].
If multiple rays from the same cluster fall within the same quadrant,
then those rays are considered orderly and are likely from a piece of a
moving trajectory rather than a cluster. However, if the rays fall within
different quadrants, then they are more chaotic and more likely to be a
cluster or activity. Examples of hypothetical consecutive points 1 through
7 with low and high entropy are shown in Figure 3.2.

Figure 3.2: Consecutive cluster GPS Points with (a) low and (b) high entropy.
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After plotting the consecutive trajectories onto octants of a 2𝜋 circle,
the entropy is calculated using the following equation [7]:
(3.1)
where 𝑛𝑑 is the number of directions falling in octant 𝑑, 𝑁 is the total
number of directions in the cluster in question, and 𝐷 is the total number
of octants occupied by directions in this cluster. If the calculated entropy
is less than the provided 𝜏 constraint, then those points are excluded from
the cluster.
Now that the spatial clusters determined from the 𝜌 and 𝜀
parameters have been validated or redefined using ∆𝑇 and 𝜏
constraints, the clusters need to be documented in the correct order of
when they happened during the day. This is done by putting the
clusters in order of their timestamp. The resulting number of clusters in
their determined order are referred to as “algorithm clusters” for the
remainder of this thesis since they are the output of what the algorithm
deemed to be the correct number and order of clusters. A synthetic
example table of what one “algorithm cluster” looks like for one date
for one ID is shown in Table 3.1. The centroid geometries represent the
locations of the cluster centroids before projected onto the earth’s
surface using a coordinate reference system (CRS).
Table 3.1: Algorithm Clusters
Cluster

Start
Time

End
Time

Elapsed
Time (∆𝑻)

Entropy
(𝝉)

1.0

09:51:22

10:58:23

4022 secs

1.10

2.0

17:51:12

18:59:27

4095 secs

1.42

3.0

19:18:28

19:23:49

7521 secs

1.83

1.1

21:11:32

22:43:40

5528 secs

1.12

Centroid
Geometry
(442382,
4432886)
(445636,
4482551)
(444672,
4410437)
(442382,
4432886)

3.2 Data
The Brigham Young University CAPS department collected cellular GPS
data [8] from 78 volunteers over the course of 1 to 6 months, depending
on the volunteer. All the volunteers were young adults residing in Utah
County. Some of the volunteers participated in the study longer than
others (6 months to a year), while the minimum participation time was
approximately 4 weeks.
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Apart from GPS data, this dataset was also particularly useful for the
overarching question regarding individual travel behavior and mental
health because the same volunteers also provided individual mental
health information. First, the volunteers were also monetarily
incentivized to participate in a mental health survey every morning and
evening. Second, each of the 78 volunteers belonged to one of three
prescribed groups: control, social anxiety, or autism. Therefore, this
dataset will be particularly useful to see not only how individual travel
behavior impacts individuals in general, but also how it can impact
individuals of different mental health statuses.
Before being able to use the GPS data collected from these 78
individuals, the data had to be cleaned and sampled. Specifically, the
sample data was used to obtain a set of “ground-truth” activities that will
later be used to train the DBSCAN-TE algorithm. The steps included in
the cleaning and sampling procedures are further described in the
following subsections, respectively.
3.2.1 Cleaning the Data
The first step is to clean the raw GPS data. The raw GPS data included
important variables such as the ID of the volunteer, the date the GPS data
was collected, the geometry of each GPS datapoint and the timestamp
that the GPS datapoint was collected on. The data collection software
recorded a GPS point every second that the volunteer’s cell phone was
on. Hence, to make the data more workable, a random sample of 10 GPS
points per minute was extracted from each volunteer on each day.
Instead of having a single day of activities be defined from midnight
to midnight, the data was further cleaned to define a 24-hour period of
activities from 3 AM to 3 AM. In other words, if a timestamp was
recorded between midnight or 3 AM, it was assigned to the previous
calendar date; it was the last activity of the previous day instead of being
considered the first activity of the next day.
From there, the GPS data was grouped by date and ID to obtain a GPS
trajectory for every individual and their corresponding days of data.
Then, the total number of GPS datapoints collected for that date for that
ID was calculated. If there were not at least 1000 datapoints available to
work with at this stage, then the date with less than 1000 datapoints was
removed. For this dataset, that discarded approximately one-third of the
data. Lastly, the coordinates given in the raw GPS data were converted to
latitude and longitude coordinates to make them plottable on a map.
The following subsection describes the sample of the data used to
train the DBSCAN-TE algorithm with. It also describes how the
information gained from the sample data set was converted into the
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“ground-truth” number and location of clusters that the DBSCAN-TE
algorithm will strive to replicate.
3.2.2 Sampling the Data
A sample of 20 volunteers and 5 days per volunteer was used for a total
of 100 random days of cleaned GPS data to train the algorithm with.
Then, a map was created for each of the 100 random days, and the GPS
points were colored by their times to gauge the order of activities made
throughout the day. A researcher would then analyze the maps to
determine the number and location of clusters/activities that volunteer
did on that day as well as what order they happened in. The geometry of
each proposed cluster centroid was then selected and labeled in a
geographic information system software to have the same nomenclature
as the DBSCAN-TE algorithm. Keeping the same nomenclature makes it
possible to compare these “ground-truth” cluster centroids to the
algorithm cluster centroids later. A synthetic example of where and in
what order the researcher would pick the cluster centroids is shown in
Figure 3.3. [32].

Figure 3.3: Using (a) GPS trajectory maps to determine (b) "ground-truth" cluster centroids.

Each of the cluster centroids were then appended to a spatial frame
table including the name of the cluster centroid and the associated
geometry of that centroid, as selected by the researcher. A synthetic
example of one of the tables associated with the data in Figure 3.3 is
shown in Table 3.2. This table of cluster names and their respective
centroid geometries act as the “ground-truth” for the number and order
of clusters that the DBSCAN-TE algorithm should strive to produce.
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Similar to the algorithm cluster centroids, the centroid geometry values
represent the centroid’s location before being projected onto the earth’s
surface using a CRS.
After reading in the table of “ground-truth” clusters into R, they
were joined by date and ID with the cleaned GPS data to make one
larger table that included the cleaned GPS data points, the “groundtruth” cluster centroids, and the number of GPS points for the
corresponding date and ID. A synthetic sample of what this table
looked like for two of the 20 volunteers is shown in Table 3.3, where
each cell in the “ground-truth clusters” is a table like the one in Table
3.2.
Table 3.2: “Ground-Truth” Cluster Centroids
Cluster
1.0
2.0
3.0
4.0
1.1

Centroid Geometry
(444125, 4455124)
(444820, 4455643)
(444760, 4455339)
(444837, 4455285)
(444125, 4455124)

Table 3.3: Merged “Ground-Truth” Clusters and Cleaned GPS Data Points
Date
2020-05-05
2020-06-10
2020-07-03
2020-07-21
2020-08-01
2020-04-14
2020-05-10
2020-10-12
2020-10-30
2020-11-14

ID
id_01
id_01
id_01
id_01
id_01
id_02
id_02
id_02
id_02
id_02

Ground-Truth
Clusters
5 pts
3 pts
6 pts
3 pts
4 pts
3 pts
3 pts
4 pts
6 pts
5 pts

GPS
Points
4323
5234
6612
3465
5942
4875
3088
5114
5733
6043

Now, there are “ground-truth” cluster centroids that the algorithm
should strive to replicate. The following section discusses determining
which DBSCAN-TE parameters allow the DBSCAN-TE algorithm to
replicate most closely what the researcher deemed to be the “groundtruth” number and location of cluster centroids.

18

3.3 Optimization of DBSCAN-TE Parameters
The next step is to determine the best four parameters to use in the
DBSCAN-TE algorithm. First, an objective error function used to optimize
the four parameters will be introduced. Then, two optimization methods
that both use the objective error function will be described. Those two
optimization methods are compared in Section 4 to determine not only
the optimal set of four DBSCAN-TE parameters, but also which
optimization method is preferred for this kind of objective error function.
3.3.1 Objective Error Function
Now that both “ground-truth” cluster centroids and algorithm centroids
exist for all 100 days from the sample data, there needs to be a way to
compare those centroids or determine the error of the algorithm. To
calculate the objective error function between the “ground-truth” and
algorithm cluster centroids, the algorithm clusters were appended onto
Table 3.3 to have both the algorithm and “ground-truth” cluster centroids
easily available together for the entire sample dataset. Like the “groundtruth clusters” column, each cell in the “algorithm clusters” column is a
table like the one in Table 3.1. An example of what the first 10 rows of the
resulting table looked like is given in Table 3.4
Table 3.4: Appended Algorithm Clusters
Date
2020-05-05
2020-06-10
2020-07-03
2020-07-21
2020-08-01
2020-04-14
2020-05-10
2020-10-12
2020-10-30
2020-11-14

ID
id_01
id_01
id_01
id_01
id_01
id_02
id_02
id_02
id_02
id_02

Ground-Truth
Clusters
5 pts
3 pts
6 pts
3 pts
4 pts
3 pts
3 pts
4 pts
6 pts
5 pts

GPS
Points
4323
5234
6612
3465
5942
4875
3088
5114
5733
6043

Algorithm
Clusters
3 pts
2 pts
6 pts
3 pts
4 pts
3 pts
5 pts
3 pts
5 pts
4 pts

From there, a prescribed buffer of 50 feet is drawn around the cluster
centers for both the “ground-truth” and algorithm cluster centroids. An
example of what this looked like is given in Figure 3.4 [32].
As seen from the example in Figure 3.4, the initial set of parameters
given to the DBSCAN-TE algorithm caused the algorithm to miss one of
the clusters that the researcher defined earlier as a “ground-truth” cluster.
To quantify this error, the number of GPS point that appeared in one of
the centroid buffers but not the other was added up and divided by the
total number of points between both buffers to get a percent error for the
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clustering algorithm. This was done for all buffers in the sample dataset
to get a total percent error for that ID for that date. A visualization of this
error function is provided in Figure 3.5

Figure 3.4: Algorithm and ground-truth centroid buffers

.

Figure 3.5: Objective error conceptualization.
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An equation to represent the calculation of the error is
(3.2)
where E represents the error, PA is the number of points with the
algorithm centroid buffer, PG is the number of points with the “groundtruth” centroid buffer, and PT is the total number of points between both
buffers.
Therefore, the best set of DBSCAN-TE parameters are the ones that
minimize this error; they will cause the algorithm to produce cluster
centroids as close to the “ground-truth” cluster centroids as possible. In
other words, the buffers drawn around both centroids will ideally be on
top of one another, and the same amount of GPS points will appear in
both buffers. This will lead to an accurate number of activities and
accurate centroids, or locations, of those activities made by each
respondent for each date in the sample dataset.

3.3.2 Non-linear Optimization Functions
To determine which set of DBSCAN-TE parameters will minimize the
objective error function described in the previous section, two non-linear
optimization functions were used and compared: a limited memory
Broyden-Fletcher-Goldfarb_Shanno with bounds (L-BFGS-B) function
and a simulated annealing function. Both non-linear optimization
functions, as well as their required box constraints and initial values, will
be described in the following subsections.
A.1.1.1 L-BFGS-B
The first function attempted to optimize the DBSCAN-TE parameters is
the L_BFGS_B optimization function. L-BFGS-B is a limited-memory
modification of the Broyden-Fletcher-Goldfarb_Shanno (BFGS) quasiNewton method which uses function values and gradients to build up a
picture of the surface to be optimized [33]. The surface is used to
determine the easiest route for the tested parameters to take that
minimize the error calculated from the objective error function.
The main reason the L-BFGS-B method was selected for this thesis is
not only that is uses less memory, but it also allows box constraints. Box
constraints are the minimum and maximum values for each parameter
that an optimization function is allowed to test. This is important for the
purposes of this thesis because, for example, it would not make sense to
allow an optimization function to test any values greater than the number
of seconds in one day for the ∆𝑇 parameter. Therefore, the researcher
should provide a maximum box constraint of the number of seconds in
one day for the ∆𝑇 parameter.
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A.1.1.2 Simulated Annealing
The second method that was experimented with to optimize the
DBSCAN-TE parameters is simulated annealing optimization, also with
box constraints for each parameter.
Simulated annealing is particularly useful in finding global optima in
the presence of large numbers of local optima. The term “annealing”
refers to the cooling of metal in thermodynamics [34]. Hence, simulated
annealing uses the objective function of an optimization problem instead
of the energy of a metal. The algorithm is given an initial set of
parameters and then selects a random move, or random changes in all the
given parameters. If the selected random move improves the solution
from the objective function, error in this case, then it is always accepted.
Otherwise, the algorithm continues the move anyways, but with a
probability less than 1. The worse the move gets, the more the probability
exponentially decreases, and the more likely the move will change
toward a direction that improves the probability.
A.1.1.3 Box Constraints
In both methods, L-BFGS-B and simulated annealing, the lower and
upper box constraints were given for 𝜀, 𝜌, ∆𝑇, and 𝜏, respectively, as
follows:
lower = 10, 3, 300, 1
upper = 100, 300, 24 * 3600, 4
The box constraint for 𝜀 was arbitrary with a minimum of 10 feet and
a maximum of 100 feet. However, the box constraints for 𝜌 was chosen
because 3 is often the minimum value for 𝜌 [18] and 3 * 100 seemed a
reasonable maximum. The chosen minimum amount of time that can pass
between activities is 300 seconds, or 5 minutes whereas the maximum
amount of time that can occur between activities is the number of seconds
in an entire day because someone can stay at the same place all day.
Therefore, the maximum ∆𝑇 was set to be 24 hours * 3600 seconds/hour
seconds. The entropy box constraints were chosen because 1-4 covers all
entropy values of activity stops in a 2𝜋 space with 4 to 32 divisions and
an entropy value of 1 has been proven to be just as accurate as an entropy
as low as 0.5 when there are 8 divisions in the circle, like in this thesis [7].
A.1.1.4
Initial Values
Along with box constraint, both non-linear optimization methods also
require a set of initial parameters, or starting point, to begin optimization
from. Initial parameters given to an optimization function play a crucial
role in either speeding up convergence when a maximum number of
iterations is not provided or achieving lower error rates within the
maximum number of iterations [35]. To see how sensitive the results of
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the optimization functions were to the initial set of parameters they were
given, 5 sets of initial parameters were tested in each optimization
method. The initial 5 sets of parameters given for both optimization
methods are provided in Table 3.5 where the parameters are given in the
following order: 𝜀, 𝜌, ∆𝑇, and 𝜏.
Table 3.5: Sets of Initial Parameters used for Optimization
Initial Parameter Values
Set

𝜺 (m)

𝝆 (points)

∆𝑻 (s)

𝝉

a
b

45
75

120
250

1800
1000

1.3
1.0

c

25

60

320

2.0

d

90

5

3600

3.0

e

10

3

36000

1.3

3.4 Chapter Summary
To summarize, the goal is to use a DBSCAN-TE algorithm to
determine an individual’s travel behavior, given GPS points from that
individual. However, the best set of four parameters 𝜀, 𝜌, ∆𝑇, and 𝜏 to use
in the DBSCAN-TE algorithm are unknown. To determine the parameters
that provide the most accurate results, the algorithm had to be trained.
The algorithm was trained using a dataset of GPS points provided by the
BYU CAPS department. This dataset of GPS points was cleaned, and a
sample of 100 random days was taken to train the algorithm with.
First, each of these 100 random days were plotted onto maps and
evaluated by a researcher who determined the “ground-truth” number,
location, and order of activities made on each of the 100 days. Then, the
DBSCAN-TE algorithm is run with an initial set of parameters to produce
algorithm cluster centroids. Having both the “ground-truth” cluster
centroids and the algorithm centroids, they were both plotted on one map
and a buffer was drawn around both centroids.
Second, the error between the “ground-truth” cluster centroids and
the algorithm cluster centroids was calculated by determining the
percentage of GPS points that appeared in a buffer drawn around the
“ground-truth” centroid, but not the algorithm centroid. The best set of
DBSCAN-TE parameters are the parameters that minimize this error or
produce algorithm cluster centroids the same as the “ground-truth”
cluster centroids. Third, to find this optimal set of parameters, two nonlinear optimization functions were used and compared: L-BFGS-B and
simulated annealing.
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Section 4 describes the results of comparing the two non-linear
optimization methods and thus discusses what was determined to be the
optimal set of parameters to use in the DBSCAN-TE algorithm. The
optimal set of parameters is then used in the DBSCAN-TE algorithm for
the entire BYU CAPS dataset. Then, the resulting individual travel
behavior for the dataset is discussed to lead into applications for future
research.
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4 Results

The two non-linear optimization methods L-BFGS-B and simulated
annealing were run to determine the optimal parameters for the
DBSCAN- TE algorithm. The optimal parameters are those that minimize
the objective error function or get the algorithm to produce cluster
centroids as close to the “ground-truth” cluster centroids as possible. For
both the L-BFGS-B and simulated annealing optimization methods, the
box constraints and initial values described in Section 3.3.4 and Section
3.3.5, respectively, were provided. In addition, a maximum of 100
iterations was given. In other words, both optimization functions had 100
iterations to reach an optimal value for each of the four parameters,
starting from the initial parameters and within the box constraints.
The remainder of Section 4 first compares the results of the 100
iterations for all 5 sets of initial parameters to determine which
optimization method works best for the objective error function in this
thesis. Second, Section 4 describes what the four optimal parameters
turned out to be. Third, Section 4 provides results of applying those
optimal parameters in the DBSCAN-TE algorithm for the entire BYU
CAPS GPS dataset to determine all 78 respondents’ daily activities.
Finally, an initial statistical analysis is performed on the resulting number
of activities to show how this thesis has set the groundwork to answer the
question of how individual travel behavior impacts mental health.
4.1 Preferred Optimization Method
Visualizations of the different parameter values that the simulated
annealing optimization and L-BFGS-B functions tried for the duration of
the 100 iterations are shown in Figure 4.1 and Figure 4.2, respectively.
As seen from Figure 4.1, the entropy threshold 𝜏 parameter has the
biggest impact on the error since its curve most closely follows the shape
of the error curve. Furthermore, the 𝜏 parameter appeared to be the only
parameter that had a wide range of values tested for it throughout the 100
iterations; none of the other parameter graphs stray far from the initial set
of parameters, regardless of what the initial set of parameters was.
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Figure 4.1: Unscaled simulated annealing optimization results.

Figure 4.2: Unscaled L-BFGS-B optimization results.

In fact, this problem is also seen in Figure 4.2. The L-BFGS-B method
also barely strayed from the initial set of parameters given, thus causing
the error to stay the same, thus causing the L-BFGS-B function to
sometimes not feel the need to run the maximum 100 iterations. This was
suspicious because it indicates that none of the initial set of parameters
needed to change to optimize the error, or the error would never get
better than it was with the initial set of parameters. This did not make
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sense considering the initial sets of parameters were all significantly
different from each other.
After further discussion, it was discovered that the parameter values,
apart from 𝜏, never strayed far from their initial value because the
parameters were not scaled in the optimization functions. All the
parameters were required to make equal jumps in value between
iterations. For example, if the 𝜏 parameter went from 1.1 in one iteration
to 1.6 in the next iteration, this is a jump of 0.5. This is a significant change
in values for the 𝜏 parameter since its box constraints only range from 1.0
to 4.0. However, it is a negligible jump for the ∆𝑇 parameter since its box
constraint ranges from 300 seconds all the way to 24 * 3600 seconds =
86,400 seconds. Therefore, instead of making equal jumps in value
throughout each iteration, the jump should be proportional to how big
one parameter is expected to be in comparison to another. This concept is
shown in Figure 4.3.
Initial Value

Not Scaled Jump

Scaled Jump

Tested Value for Parameter

450

300 301

2

3
entr_t

3

5

6

7.5

30

minpts

31

45

eps

delta_t

Parameter

Figure 4.3: Scaled vs. unscaled parameter jumps.

As shown in Figure 4.3, when the tested 𝜏 value increases by one from
one iteration to the next, the other parameters are also forced to increase
by one when they are not scaled to 𝜏. However, when the other
parameters are scaled in reference to 𝜏, or the optimization functions
know how much larger the other parameters are expected to be in
comparison to 𝜏, they can make jumps proportional to those made by the
𝜏 parameter.

27

With this realization, the same 5 sets of initial parameters were run
through both optimization methods again, but this time the parameters
were scaled according to how much larger one parameter is expected to
be than another. The parameters were scaled in reference to the jumps
made by the 𝜏 parameter, so the scale for the 𝜏 parameter was always 1.0.
For example, if the initial set of parameters was 30, 60, 300, 2, then the
parscale argument would be 15,30,150,1. This allows the optimization
methods to test larger ranges of values for each parameter and get closer
to those box constraints if necessary. Another difference is that only 50
iterations were run since the error seems to stay consistent after the first
30 or so iterations.
To test the validity of the first scaling method, the parameters were
also scaled according to the given proportions in the maximum box
constraints in reference to the 𝜏 parameter. Again, the 𝜏 parameter was
set to 1.0 to act as the reference. The 𝜏 parameter equals 1.0 by dividing
the maximum box constraint of 4.0 by 4. To scale all the other parameters
in reference to the 𝜏 parameter, the maximum box constraints of all other
parameters were also divided by 4. In the end, this set the parscale
argument equal to 25,75,21600, 1 The scale always stayed the same
because the maximum box constrains remained the same. However,
scaling the parameters in this way gave a maximum accuracy of only
approximately 89% when using simulated annealing, which is less
accurate than the results of the first scaling method, as described later.
Therefore, only the results of the first scaling method will be discussed in
the remainder of Section 4 since it gave more accurate results than the
second scaling method.
The results of those 50 iterations for the same 5 sets of initial
parameters when run through the simulated annealing function using the
first scaling method is shown in Figure 4.4. The results from using the LBFGS-B optimization function and the first scaling method are shown in
Figure 4.5.
As seen from the many rises and falls between iterations in Figure 4.4,
scaling the parameters indeed allowed for larger ranges of parameters
closer to the box constraints to be tested throughout the 50 iterations of
the optimization process. Testing a wider range of values for each
parameter led to different error values being found. When the error
changes, the optimization function is given more feedback on which
values work better than others thus causing more optimal parameters to
be found and a lower resulting error.
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Figure 4.4: Scaled simulated annealing optimization results.

Figure 4.5: Scaled L-BFGS-B optimization results.

Figure 4.4 shows that scaling the values also allows most of the
parameters, apart from 𝜀, to converge to a similar optimal value, despite
the initial set of parameters. These are positive results because it suggests
that simulated annealing is not significantly sensitive to the initial
parameters provided. Oppositely, Figure 4.5 shows that even with scaled
parameters, a wide range of values close to the box constraints were not
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tested throughout the 50 iterations, and convergence to an optimal value
was never reached for any of the four parameters. Sometimes the
maximum of 50 iterations wasn’t met because the error was not changing
between iterations. This is likely because the objective error function was
not able to create a smooth enough gradient for the L-BFGS-B function to
be able to find the easiest route for the parameters to take.
The average minimum error using scaled simulated annealing came
out to about 23% which correlates to an average accuracy of 77%. The
highest accuracy that simulated annealing achieved was about 91%. On
the other hand, the L-BFGS-B method achieved an average error of 48%,
which is an accuracy of only 52%. Additionally, the highest accuracy that
L-BFGS-B returned was 79%, which is still much smaller than the highest
91% accuracy of simulated annealing.
Therefore, simulated annealing is determined to be the better
optimization method for determining optimal DBSCAN-TE parameters
when this objective error function and ground truth method are used.
4.2 Final Optimized Parameters
The optimal parameters to be used in a DBSCAN-TE algorithm, as
determined through simulated annealing optimization, are: 11.72, 3.0,
300, and 1.0 where they equal 𝜀, 𝜌, ∆𝑇, and 𝜏, respectively. Those four
parameters are what resulted in the maximum accuracy of 91%.
Therefore, those parameters are recommended in a DBSCAN-TE method,
in conjunction with cleaned GPS data, to determine the number of
activities any respondent goes to on any given day.
However, there are a few important things to note about these
optimal parameter values. First, based on Figure 4.4, 𝜀 has a lower impact
on the error than the rest of the three parameters. Its low impact on the
error meant it did not always converge to around the same optimal value
as the other three did and is not as essential for high accuracy. This could
indicate that the other parameters matter more than 𝜀, or there are
multiple parameter values that could work equally well for 𝜀. The second
important thing to note is that all the optimal values, apart from 𝜀, are
equal to their minimum box constraint value. This could indicate that the
objective error could have improved if the optimization functions were
able to experiment with values lower than the minimum box constraints.
More research may need to be performed to figure out the reason for this,
but based on previous literature, it does not make sense to lower the
minimum box constraints further.
Now that the optimal values for each parameter have been
determined, they can be applied into the DBSCAN-TE algorithm for the
entire BYU CAPS GPS dataset, not just with the sample dataset used to
train the algorithm.
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4.3 Number of Activities on Entire Dataset
The optimal parameters from simulated annealing were then
implemented in the DBSCAN-TE algorithm to calculate the number of
activities for all 78 respondents in the BYU CAPS GPS dataset. The
resulting distribution of the number of activities made per day is
provided in Figure 4.6.

Figure 4.6: Distribution of number of daily activities.

As seen from Figure 4.6, most individuals made 10 or fewer activities
per day. The most common number of activities is 5, which closely
reflects the United States national average of about 4 trips per day [36]. A
map representing the density of the approximate locations of where the
activities took place is provided in Figure 4.7. Figure 4.7 was zoomed to
only include where the majority of the activities took place to provide
sufficient density detail for that area, but it is important to note there
were a few activities outside of the provided area on the map.
As seen from Figure 4.7, most of the activities occurred in Provo. This
makes sense seeing as most, if not all, of the respondents have some
affiliation with Brigham Young University, which is in Provo. Brigham
Young University collected the GPS data and provided the survey
questions through the Metricwire Software, so it matches that many of
the respondents make trips or live close to the University.
Ultimately, it appears that the set of optimal parameters create a set
of clusters that pass an initial reasonability test. Now, the researchers
have a set of activities and locations of those activities for the entire
dataset of 78 respondents.
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Figure 4.7: Location density of activities

4.4 Initial Statistical Analysis
After analyzing individual travel behavior for all 78 volunteers from the
BYU CAPS GPS, an initial statistical analysis was performed to see if
there were any significant differences in individual travel behavior
depending on which prescribed group the individual was in: the control
group, social anxiety group, or autism group.
First, the distribution of daily number of activities per group is
provided in Figure 4.8.
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Figure 4.8: Distribution of daily activities per mental health group.

As seen from Figure 4.8, the distribution of number of daily activities
appears to be different from group to group. For example, the social
anxiety group did not have as many days where more than 10 activities
were made as the control group did. Another example is that the autism
group appears to have the least number of days where more than about 5
activities were made. To see if there is a statistical difference of the
number of daily activities between each mental health group, a Poisson
regression analysis was performed. The results of the analysis are
summarized in Table 4.1.
As shown in Table 4.1, the coefficient of having autism (-0.287) is
statistically significant (p-value = 0.00 < 0.05), so having autism does in
fact influence the number of activities. Specifically, being in the autism
group is associated with a reduction of 25% (1 − 𝑒 −0.287 = 1 − 0.75 =
0.25) in the number of activities made compared to the control group.
Similarly, the coefficient of having social anxiety (-0.273) is also
statistically significant (p-value = 0.00 < 0.05), so having social anxiety
does influence the number of activities. Having social anxiety is
associated with a reduction of 24% (1 − 𝑒 −0.273 = 1 − 0.76 = 0.24) in the
number of activities made compared to the control group.
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Table 4.1: Poisson Regression of Daily Activities per Mental Health Group

Variable

Value

Intercept

2.133

p-value

0.000

Autism Group Coefficient

-0.287

p-value

0.000

Social Anxiety Group Coefficient

-0.273

p-value

0.000

Number of Observations

8756

AIC

65425.5

BIC

65446.7

Log Likelihood

-32709.7

F

574.5

RMSE

2.0

From this initial statistical analysis, individual travel behavior is
statistically different between the prescribed groups in the BYU CAPS
dataset. This initial analysis demonstrates the possibility for further
exploration regarding how individual travel behavior differs depending
on one’s mental health state, and on the opposite side of the coin, how
mental health can differ depending on one’s individual travel behavior.
4.5 Chapter Summary
All in all, the initial groundwork of determining individual behavior has
been accomplished; the number of activities and where those activities
occurred has been determined with the DBSCAN-TE algorithm and its
newly discovered optimal parameters. Based on the initial statistical
analysis performed, there is evidence that there is a relationship between
the number of activities made and the prescribed mental health group of
the individual. To see what those specific relationships are and how they
might vary depending on the location of the activity, further exploration
is very possible given that the 78 respondents had the option to fill out
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mental health surveys twice a day. Section 5 further discusses possible
applications of the results of this thesis.
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5 Discussion & Application

Now that the number of activities for each respondent, and the location of
said activities, have been determined via the DBSCAN-TE algorithm, the
following question is proposed for further discussion: How is reported
mental health correlated to these number of activities in a day, the
average number of activities across several days, or the presumed activity
types of the trips? The remainder of this discussion will analyze current
literature regarding the relationship between number of activities and
mental health, including the research gaps within the literature. Finally,
Section 5 proposes a way to answer the questions regarding travel
behavior and mental health using the results from this thesis.
5.1 Relationship Between Trips and Mental Health Literature Review
It is important to summarize the current literature that exists regarding
the relationship/correlation between travel and mental health. First, travel
accessibility and mobility will be analyzed. Then, literature specific to
parks/green spaces, grocery stores, and libraries will be discussed to see if
there are proposed mental health relationships. Lastly, identified gaps in
all the current literature will reveal the need to answer the question more
fully using a proposed method based off the results of this thesis.
5.1.1 General Mobility and Accessibility
Whether trip activities are actually made or not, the foundational ability
to make trips and the extent of which kinds of trips can be made has a
significant impact on one’s mental health. In fact, adults living in low
amenity neighborhoods were more likely to have symptoms of
depression than those living in high amenity neighborhoods [37]. People
living in neighborhoods with the lowest diversity of amenities and
mobility were associated with almost a 6-fold increase in the odds of
developing or having depression.
In agreement with this notion, urban environmental characteristics
which improve social interaction and support are associated with
reduced psychological distress via social support and networks which act
as a coping mechanism to reduce stress [38]. Unfortunately, these

36

findings did not go into specific environmental characteristics but
grouped them together as a whole. Also, the results may be limited by
same-source bias because most of the studies used in the review use selfreported measurements for both environmental variables and mental
health outcomes.
By using an SIRS (French acronym for Health, Inequalities, and Social
Ruptures) survey instead of self-reported mental health outcomes, more
measurable results were found: people with a limited activity space and
less access to public amenities were more sensitive to residential
characteristics and fell vulnerable to symptoms of depression [39]. While
these results remove the potential same source bias and has measurable
mental health outcomes via the survey, it still grouped public amenities
together as one factor instead of exploring each public amenity as its own
unique environment.
5.1.2 Parks and Green Spaces
Green spaces are defined as “an umbrella term used to describe either
maintained or unmaintained environmental areas, which includes natural
reserves, wilderness environments, and urban parks” [40]. Green spaces
improve people’s mental health because they are equigenic, reduce
socioeconomic health inequalities, facilitate physical activity, and
integrate such biophilic designs where biophilia is “the love of life or
living things, often tied to loving the outdoors” [40]. Unfortunately,
biophilia is subjective and can be difficult to measure.
Fortunately, longitudinal and cross-sectional analyses, as well as
systematic reviews of similar studies, do include numerical results
confirming the idea that parks and green spaces benefit mental health.
One such longitudinal study discovered that children living at lower
green space presence had the highest likelihood of developing a
psychiatric disorder [41]. Specifically, the risk ranged anywhere from 15%
to 55%. While these results are significant, the weakness of this study is
that it primarily focuses on children and children can have many other
factors influencing their mental health development.
A more encompassing cross-sectional analysis focused on parks
specifically and included people of all ages [42]. The participants in this
study completed mental health inventory – 5 (MHI-5) surveys which use
a scoring system of 0-100 where a score of 100 represents optimal mental
health. Ultimately, mental health declined an average of 2 points for
residents living more than 400 meters from a park but still within walking
distance and by 4.5 points for residents living more than 800 meters
away. There is no statistically significant relationship between mental
health and being more than 1.6 km away from a park, but this can be
attributed to the idea that those individuals are not expecting to be able to
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go to a park in the first place, so they experience less disappointment or
feelings of missing out.
Lastly, a recent systematic review of 14, peer-reviewed studies
reported similar patterns. Three of the fourteen studies reported
beneficial relationships between green space and mood and three more
studies found a significant correlation with stress reduction [43]. All the
other studies, except for two, predominantly demonstrated beneficial
relationships between green space and depression, emotional well-being,
and mental health/behavior [43]. Those other two studies showed
inconsistent relationships, like the individuals who lived more than 1.6
km away from a park. To sum everything up, there has been no recent
study or review suggesting that parks and green spaces negatively
impact mental health. In fact, every study shows either a positive
relationship or, rarely, no statistically significant relationship at all.
5.1.3 Grocery Stores
The effects of trips to grocery stores on mental health seemed to lack in
the amount of current research the most, so there is the most room for
exploration using the results of this study. In fact, most studies had not
been conducted until and because of the COVID-19 pandemic. This is
likely because many people found their stress increased when they had to
travel anywhere, let alone a grocery store, during the deadly pandemic.
For the purposes of this thesis, grocery store literature revolving around
the COVID-19 pandemic will not be discussed because those stressors
would not be unique to a grocery store visit. Unfortunately, there were
only a handful of sources that provided information on the relationship
between mental health and grocery store visits, without the influence of
the pandemic.
One such source explored a few causations of mental health
depreciation when shopping at a grocery store [44]. This source described
an exploratory study in which 239 respondents who were chosen on a
voluntary basis reported the things that made them feel stressed or
anxious while grocery shopping. Some of the factors included: crowd
density, staff attitude, store layout, impulse purchasing pressure, music,
and time pressure. Unfortunately, in this study, the respondents did not
numerically or objectively measure their mental health. Therefore, these
responses are based on the respondent’s feelings, but not their mental
health state. Furthermore, the study happened in 1998, increasing its
potential to be outdated.
A more recent website article published in 2020 acknowledges that
grocery shopping anxiety has existed even before the COVID-19
pandemic and confirms similar sources of stress while grocery shopping
[45]. The sources that Vermillion lists are: the vast amount of choices
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available, being in a place where escape may be difficult or embarrassing
in the event of a panic attack, and fear of judgement from the staff –
particularly if the shopper is overweight. Unfortunately, like the 1998
study, participants’ mental health was not measured before and after
entering the grocery store. Additionally, psychologists and health experts
were interviewed for this article more than individuals who suffer from
anxiety.
5.1.4 Libraries
The consensus for the effect of trips to the library is that libraries benefit
mental health. One qualitative study ultimately describes how the public
library serves as a therapeutic landscape for three main reasons: it is
familiar and welcoming, comforting/calming, and empowering [46]. The
16 respondents in this qualitative study visited 10 of the 27 community
libraries and blanketly implied that libraries helped them avoid an
escalation of their depressive or anxious symptoms.
Building and expanding on the feedback from those 16 respondents,
one literature review explains that one reason libraries are comforting is
the supportive behavior from the staff toward those suffering from
mental illness [47]. The same literature review discusses how some
libraries offer mental health assistance programs such as a weekly
mindfulness program. When done with others, these collaborative
programs reduce feelings of loneliness and isolation that are often linked
to mental illness. These aspects expand upon the idea of a library being
empowering as mentioned above.
As an important note, libraries often serve a range of users afflicted by
mental illness including veterans, homeless individuals, and young
children. A literature examination explains that while mental health
programs at libraries are not intended to replace professional medical
help, people are more likely to visit their local library than a doctor
because it is free, accessible, and a crucial element of community
engagement [48]. While this literature all promotes the same feelings
toward libraries, none of it, unfortunately, has any data measuring one’s
mental health before and after going to a library. Once again, like the
grocery store literature, a lot of the literature is based on overall feelings
and feedback from individuals with mental health, but there aren’t any
measurements of mental health regarding these feelings.
5.2 Proposed Application of Results
At this point, the result of this study is a set of semantic activities for 78
respondents and where those activities took place, all created with
DBSCAN-TE parameters with up to 91% accuracy. The groundwork of
determining individual travel behavior has been accomplished and now
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that groundwork can be used to further explore relationships that already
appear to exist based on the initial statistical analysis done in the results
section. Not only did the initial statistical relationship show potential for
these relationships, but so does previous literature as described in the
previous subsection. Therefore, it is proposed that the BYU CAPS dataset
be further analyzed to see what relationships lie between what facilities
the activities are made to and their impact(s) on mental health.
First, it is proposed that the resulting activities be used in coincidence
with shapefiles of all the parks, grocery stores, and libraries in Utah
County to determine which activities took place at one of those specific
types of facilities for each respondent on each day. Using those
determined number of activities at each type of facility, along with the
mental health surveys that the same respondents participated in, a
researcher could perform statistical analyses to see if there is a
relationship between the number of activities people make and their
mental health. Not only that, but how the specific location of the activity
impacts mental health. Specifically, are the impacts on mental health
significantly different depending on if someone goes to a green space
versus a grocery store, like current research may suggest.
If any relationships are found between travel behavior and mental
health, individuals can choose to manipulate their daily travel behavior in
a way that would avoid worsening their mental health if they are
struggling. Vice versa, they may choose to make activities to place that
decrease mental health on a day where they are feeling emotionally
strong because they will have more resilience to endure straining daily
travel patterns. Another possibility is individuals who are struggling with
poor mental health could be prescribed trip-making as treatment. All in
all, there is potential for mental health to improve if researchers can take
the results of this methodology and discover relationships from it.

40

6 Limitations

The three limitations in this thesis are: data disparities, the subjective
nature of the “ground-truth” maps, and simulated annealing’s sensitivity
to the parameter scaling argument.
6.1 Data Disparities
First, the biggest disparity in the data is the varying period in which
respondents participated in the study. As stated previously, some
respondents only participated in the study for a few weeks while others
stayed for a few months. While this does not greatly affect the process in
determining the number of activities or clusters, it could greatly impact
the results of the mental health analysis. If a future researcher wants to
look at mental health trends over the course of, for example, 2 months,
then this would automatically eliminate any respondents that
participated for a shorter time. Less respondents in the statistical analysis,
or a smaller sample size, would reduce the impact of any findings or
relationships between travel behavior and mental health.
Another data disparity is how long a participant has their phone on
during the day. If a participant’s cell phone battery dies or they wait until
midday to turn their cell phone on, then the number of activities that they
attended that day will not be correct. This could hinder the possibility of
finding correlations between activities to certain facilities and mental
health. For example, if the respondent went to a park during the day, but
left their phone at home, then there is no way to see if there is a
correlation between parks/ green spaces and mental health for that
person. If this scenario happened enough times within the sample size, it
could hinder the significance of any statistical findings.
The last data disparity is the fact that respondents were not required
to participate in the mental health surveys, but monetarily incentivized
to. As a result, there could be gaps in how many surveys each respondent
participated in. Furthermore, if a respondent made a trip to a facility of
interest (park, grocery store, or library), but did not partake in the mental
health survey in the morning and the evening that day, it would be
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impossible to confirm if that activity had any statistically significant
impact on a mood change from the morning to the evening.
6.2 Ground-Truth Subject to Error
Another limitation is that the ground-truth, or “ground-truth” maps, are
subject to error since the researcher is determining where clusters are
based on the cleaned GPS data. If multiple researchers are determining
where the “ground-truth” clusters are and their approximate centroids,
then the number of points that one researcher deems to be a cluster may
be different than what another researcher believes to be a cluster.
Additionally, if there are many gaps in the GPS trajectory that the
researcher is looking at, like if a respondent’s phone died, then it could be
difficult for the researcher to determine the order of activities, if a
respondent traveled to the same place multiple times, or if they just
stayed in the same spot for a long period of time. Data disparities
manifesting themselves in the maps could lead to researchers having to
make educated guesses on the location, number, and order of activities.
Fortunately, most of these possible errors should be accounted for when
the data is cleaned and filtered to have a certain number of GPS points.
The more GPS points, the higher the chance that it was a good data
collection day for that respondent. However, the possibility for ambiguity
remains and is hard to check when there are no travel diaries kept by the
respondent.
6.3 Simulated Annealing is Sensitive to Scaling Method
The last limitation that impacts this thesis is that simulated annealing
may require further testing or experimentation. As seen from the two
different methods of scaling the parameters, the way in which the
parameters jump in value between iterations does impact the minimum
error the optimization function is able to find. Perhaps other scaling
methods could be tested to see if an even higher accuracy can be found.
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7 Conclusions

The purpose of this thesis was to set the groundwork for answering the
question of how individual travel behavior impacts mental health. The
specific scope of this thesis was to determine 78 volunteers’ individual
travel behaviors via collected GPS data and the training of a DBSCAN-TE
clustering algorithm. This new optimization method addressed current
gaps of clustering literature by accounting for more than just the spatial
clustering parameters seen in DBSCAN algorithms, determining all four
DBSCAN-TE parameters simultaneously instead of one by one, and
providing more research for optimal entropy and temporal parameters
since those are fairly new parameters to consider in clustering algorithms
[7].
The DBSCAN-TE algorithm was trained using: a random sample of
GPS data from the 78 total respondents, ground-truth clusters as
determined by the researchers, and the comparison of L-BFGS-B
optimization and simulated annealing optimization. It was discovered
that simulated annealing optimization provides DBSCAN-TE parameters
approximately 12% more accurate than those found through L-BFGS-B
optimization. Specifically, simulated annealing found parameters that
resulted in 91% accuracy at best whereas L-BFGS-B optimization found
parameters resulting in only 79% accuracy at best. The four optimal
DBSCAN-TE parameters that resulted in 91% accuracy were 11.72, 3.0,
300, and 1.0 where they equal 𝜀, 𝜌, ∆𝑇, and 𝜏, respectively.
Using those optimal values, the DBSCAN-TE algorithm was then
implemented for all 78 respondents to determine how many activities
those individuals made every day and where the activities were. An
initial statistical analysis performed in this thesis suggests there is a
difference between the number of activities those respondents made
depending on their mental health group. Therefore, it is proposed that
further research and statistical analysis be done to determine more
specific relationships between the number and location of activities taken
per day and the respondent’s mental health. If a correlation can be found
between the two, then individuals can alter and manipulate their travel
patterns to their advantage when seeking either an opportunity for a
mental health boost or an avoidance of mental health deterioration.
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