Abstract Proteins in the gas phase present an extreme (and unrealistic) challenge for self-consistent-field iteration schemes because their ionized groups are very strong electron donors or acceptors, depending on their formal charge. This means that gas-phase proteins have a very small band gap but that their frontier orbitals are localized compared to "normal" conjugated semiconductors. The frontier orbitals are thus likely to be separated in space so that they are close to, but not quite, orthogonal during the SCF iterations. We report full SCF calculations using the massively parallel EMPIRE code and linear scaling localized-molecular-orbital (LMO) calculations using Mopac2009. The LMO procedure can lead to artificially over-polarized wavefunctions in gas-phase proteins. The full SCF iteration procedure can be very slow to converge because many cycles are needed to overcome the over-polarization by inductive charge shifts. Example molecules have been constructed to demonstrate this behavior. The two approaches give identical results if solvent effects are included.
Introduction MNDO-like [1] neglect of diatomic differential overlap (NDDO) self-consistent-field (SCF) calculations are now being applied routinely to systems of thousands of atoms. Both linearscaling techniques such as divide and conquer (D&C) [2] [3] [4] and the localized-molecular-orbital (LMO) technique [5, 6] or conventional but highly parallel calculations [7] are now available that can handle tens of thousands of atoms easily, so that we are now able for the first time to compare the wavefunctions obtained for very large systems with linear-scaling and conventional algorithms. During the development of the EMPIRE code [7] , it became evident that SCF convergence is very slow for physically unrealistic but testing gas-phase calculations on zwitterionic (i.e., almost all) proteins, whereas such calculations converge very effectively using the LMO-SCF technique [5, 6] . Closer investigation of this phenomenon suggested that the very slow inductive charge-transfer process that made the conventional SCF calculations so slow to converge is prevented in the LMO-SCF scheme, so that we might expect the two procedures to converge to different wavefunctions. We now report a detailed study of this phenomenon and specify the types of system for which the results of LMO-and conventional SCF schemes may be expected to give different results.
Theoretical background and computational details
The EMPIRE [7] and Mopac2009 [8] programs were used for all calculations, which used the AM1 Hamiltonian [9] . EM-PIRE uses a conventional SCF scheme in which the initial guess is obtained by diagonalization of an extended-Hückel-like matrix [7] and the SCF-iterations simply involve a parallel pseudodiagonalization [10] step, possibly combined with a separate calculation of the Eigenvalues of the Fock matrix. This procedure has been demonstrated to converge to the same wavefunction as conventional SCF iterations using full diagonalizations and is terminated by a full diagonalization of the Fock matrix to obtain canonical molecular orbitals (MOs).
LMO-SCF calculations using Mopac2009 start with an LMO initial guess and achieve linear scaling by ensuring that the MOs remain local during the SCF iterations [5] . This enforced locality reduces both the numbers of virtual/occupied pairs of MOs to be rotated during the SCF and the number of atomic orbitals involved in each virtual/occupied rotation, thus ensuring linear scaling. Mopac2009 also allows the use of cutoffs for, for instance the two-electron integrals, in order to speed up calculations. In order to retain compatibility with EMPIRE, cutoffs were not used in LMO-SCF calculations with Mopac2009 where possible (standard cutoffs were applied in calculations with explicit solvent).
Even without cutoffs, Mopac2009 and EMPIRE are not exactly comparable because they use different convergence criteria and some physical constants are marginally different between the two programs. This would not normally be important but for very large systems (with heats of formation of several thousand kcal mol −1 ) these small differences can lead to noticeably different calculated energies. We therefore used EM-PIRE to compare the energies given by different wavefunctions by reading the converged MOs from Mopac2009 calculations into EMPIRE as the initial guess and either calculating the electronic energy non- Charges were summed over all atoms for each amino-acid residue iteratively (i.e., simply calculating the energy given by the initial guess) or allowing the calculation to converge using the conventional EMPIRE SCF-procedure. All energies reported below are calculated in this way unless otherwise noted. The protein structure was based on the X-ray structure of hNur77 [11] and was taken from another study in which the protein was subjected to moleculardynamics simulations with AMBER [12] . The protein was placed in an octahedral water box with TIP4PEw water [13] . The AMBER 1999 force field (ff99SB, [14] ) was used for the simulations. The particle mesh Ewald (PME, [15] ) technique was used to treat long-range electrostatics and constant-pressure periodic boundary conditions were applied. SHAKE [16] was used to constrain bonds to hydrogen atoms, allowing an integration step size of 2 fs. After initial unconstrained minimization, the system was equilibrated for 200 ps at 300 K after slowly heating over a period of 100 ps by coupling to a heat bath with Cartesian restraints on backbone atoms.
A force-field optimized structure starting from a snapshot from the equilibrated simulation was used for the AM1 calculations. In one case, the "gas-phase" protein was constructed by removing all the solvent molecules, and in the other, the periodic water box was truncated to a non-periodic water shell surrounding the protein for the AM1 calculation. The former comprised 3707 atoms and the latter 9929. We emphasize that protein calculations without solvent are artificial; our purpose here is to investigate and define the behavior of the alternative SCF-procedures.
hNur77: a test protein AM1 single-point calculations on the snapshot geometry for the gas-phase protein given in the Supporting material gave wavefunctions that correspond to an EMPIRE heat of formation of −9,845.39 kcal mol initial guess converged to the same energy as the pure EMPIRE calculation using the standard initial guess. An analysis of the Coulson net atomic charges for the two calculations is shown in Fig. 1 . Figure 1 shows that charged groups have higher numerical charges (i.e., are more highly charged) in the LMO-SCF calculation than in the full SCF. The nature of the discrepancy is clearer in the histogram of the differences in Coulson atomic charges for the two calculations shown in Fig. 2 .
This phenomenon explains the slow convergence of gas-phase proteins in EMPIRE compared to the very fast convergence in Mopac2009. The lowest unoccupied MOs are localized on formally positively charged groups and the highest occupied ones on formally negative groups. When these centers are far from each other, there is no direct overlap but shifting electrons from the negatively charged group to the positive one will nonetheless result in a reduction of the charge separation and thus of the total energy. Within the SCF iteration scheme, this charge transfer can only occur inductively in a stepwise fashion through the intervening atoms. This process is slow and results in the large number of iterations needed for the full SCF calculation. Figure 1 not only shows the highly charged groups that differ strongly between the two procedures, but also indicates the paths by which the charges wander through the protein during the SCFiterations as small residual charge differences. Exactly this result would be expected from the interpretation given above.
In the LMO-SCF scheme, the initial charges on the charged groups are high (as is also the case for the extended Hückel-like initial guess used in EMPIRE [5] ). However, when the slow charge-transfer by induction begins to occur in the SCF calculation, it is negated by the re-localization procedure used in Mopac2009 [4] . Thus, long-range inductive charge transfer cannot occur within the LMO-SCF scheme, which results in the differences observed for hNur77 above. The progress of the charge transfer is illustrated for an EMPIRE SCF calculation on hNur77 in Fig. 3 for selected charged residues.
The slow migration of charge to decrease the charge separation in the final converged solution can be seen clearly. This charge migration is prevented by the combination of the LMO initial guess and the re-localization step in the LMO-SCF procedure.
Test molecules
In order to test exactly when the full and the LMO-SCF procedures deviate from one another, we Fig. 4 Difference between heats of formation calculated with EMPIRE and with the LMO-SCF formalism for compounds 1 and 2 with increasing numbers of CH 2 groups (from n=0 to 58). The LMO-SCF heat of formation was subtracted from the full SCF heat of formation, thus negative numbers indicate a higher (less stable) energy for LMO-SCF
Scheme 2 Smallest model compound that shows a significant difference between LMO-SCF and full-SCF constructed the zwitterionic test molecules 1 and 2 (see Scheme 1) . Figure 4 shows the observed differences in the heats of formation (calculated as outlined above) between the LMO-SCF and full schemes.
Model compound 1 gives identical results for the two programs, whereas compound 2 with more highly charged separated groups exhibits the same behavior as found for the protein. The results agree for short alkane chains and then deviate to give a constant difference of approximately 80 kcal mol −1 for n=35 and larger. We thus conclude that pairs of singly charged zwitterionic centers do not lead to differences between the LMO-SCF procedure and the full SCF, but that more highly charged residues separated by large distances do. The energetic effect reaches a plateau value at a distance between the charged centers of approximately 50 Å. The smallest molecule for which a significant difference (3 kcal mol −1 ) is found between the two procedures is 3, in which the charge centers are eight bonds, or approximately 10 Å, apart (see Scheme 2). The geometry used for the calculations on 3 is included in the Supporting information. The number of bonds separating the highly charged groups is the important factor because it determines whether the MOs are relocalized during the LMO-SCF procedure.
The effect of solvent
The above results apply to the gas phase and are thus not relevant for real-world protein calculations. As no implicit solvent model is yet implemented in EMPIRE, we chose to compare the two SCF-formalisms by calculating hNur77 in an explicit water box taken from a classical molecular-dynamics simulation. The system consisted of the protein and 2074 water molecules to give 9929 atoms. In this case (when the localized charges are stabilized by the solvent environment), both programs converge to the same wavefunction, as shown in Fig. 5 , a plot of the differences in Coulson charges for the protein atoms given by the two programs.
The largest deviations in Coulson charges found are well below 0.01 electrons, indicating that the two different SCF schemes have converged to the same wavefunction.
Conclusions
It is possible to construct molecules with highly charged groups that do not converge to the variational wavefunction using the LMO-SCF procedure. The LMO-SCF wavefunction is "more polar" than the variational one because remote charged groups cannot transfer charge from one to the other if the molecular orbitals are re-localized during the SCF calculation. This effect does not arise for simple zwitterions with one positive and one negative center, but is likely for most proteins, which have several charged groups of each polarity. The result is that, for instance, local properties [17] calculated from the LMO-SCF wavefunction will not be correct for problem molecules, even after a full diagonalization of the Fock matrix to calculate the canonical molecular orbitals.
However, no difference between LMO-SCF and the full (pseudodiagonalization-based) procedure is found for solvated proteins, so that, protein calculations that use an implicit solvent model will converge to the variational wavefunction.
The above discussion is restricted to restricted Hartree-Fock (RHF) SCF calculations. In many of the examples discussed, the global minimum wavefunction has significant open-shell character (i.e., the RHF calculations exhibit UHF instability). In such cases, the variational RHF wavefunction represents an electronic stationary point but not the global minimum. We have not investigated the effect described for unrestricted calculations because such large molecules are likely to exhibit many almost degenerate UHF wavefunctions, so that comparisons between different iteration schemes become very difficult. Fig. 5 Histogram of the charge differences between the full SCF calculation and LMO-SCF for the hNur77 structure shown in Fig. 1 in an explicit water box summed over all atoms of each residue
