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Fourier  Transform  Infrared  (FTIR)  has  been  use  to  discriminate  different  pathogens  by 
signals  from  cells  infected with  these  versus normal  cells as  references. To do  the  statistical 







corresponding  to  80%,  90%,  and  95%  sensitivities.  The  result  shows  that our procedure  can 
significantly  discriminate  these  pathogens when we  compare  infected  cells with  the  normal 
























































































































all  the  stages of  the writing of  this  thesis. Without his  consistent  and  illuminating 
instruction,  I could never have  the precious opportunity  to study at GSU, nor does 
the  opportunity  to  do  the  research,  and  this  thesis  could  not  have  reached  its 
present form. 







Also,  I would  like  to  thank Ruili and  Jing Guo  for offering  the original data 
and  patient  explanation  the meaning  of  the  data which  is  very  important  for  the 
whole process of data analysis. 






















































































































































































































































































−−=                                                                       i =1, 2, … , 728 












































Inner1=m1‐m2,                                  Inner2=h1‐h2, 























0:0 =MH       0: ≠MHa . 
To obtain WSRT statistic the difference between each observation and the 
hypothesized mean M, iii xMxd =−=   were calculated (where ix is the thi
observation). Secondly rank of the set  |{| id ;  ,1=i   … ,  }n   and name them  ,iY  
=i 1, …,  n . Define iii YsignXR )(= . Then the Wilcoxon rank statistic W is defined to 
be the sum of all positive  iR s. It is well known that under the null hypothesis M=o, 
the mean and the standard deviation of W is given as:     
4/)1( += nnwμ , 
24/)12)(1( ++= nnnwσ . 
where  n   is the sample size. 
The null distribution of W when sample size is large ( 20>n ) can be 
approximated by a normal distribution. Therefore, the p‐value is given by P(Z>|z|) 



















the predicted model. If denoted  jx as the  jth significant variable selected from 





























































Test Result  Positive  True Positive(TP)  False Positive(FP) 
Negative  False Negative(FN)  True Negative(TN) 
Then we have: 
FP ofNumber   TN ofNumber 
TN of 





































)( 1 CXPySensitivit ≤=  
)( 2 CXPySpecificit ≥=  
Furthermore, DeLong (1988) Bamber (1957) showed: 
)( 21 XXPAUC ≤=  
1X ， 2X   are normally distributed with means  1μ ,  2μ and standard deviations 
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minus Mock as  1X , Mock minus HSV1 as  2X and Mock minus Coxsackie as  3X , 
and  1a ,  2a ,  3a be the probability in Mock, Coxsackie and HSV1 respectively, for 































































































































































As  mentioned  before,  we  have  21  groups  of  data  for  Mock  and  HSV1, 
respectively. So we obtain 42 groups of Inner data which are shown as blue, and 42 
groups of  Intra data  shown  as  red  in  the  Figure‐1. As  in  Figure‐1,  Inner  and  Intra 
difference overlay with each other for most of the wavenumbers. However, there are 
certain  ranges over which  Inner and  Intra data  separated. Figure‐2  is  the graph of 
P‐value obtained  from WSRT. To differentiate Mock  from HSV1  infected cells,  those 
frequencies  of  which  P‐values  are  less  or  equal  than  0.0002  are  selected  as 
significant variables to do PLSR. The P‐value  is determined through the Bonferroni’s 
multiple  test.  There  are  72  selected  frequencies  whose  locations  are  shown  in 






























Current  Total  Current  Total 
1  56.9113  56.9113  65.4694  65.4694 
2  21.0183  77.9296  6.7177  72.1872 
3  6.9845  84.9142  5.3509  77.5380 
4  3.9435  88.8576  6.2306  83.7687 
5  6.1763  95.0339  3.0464  86.8151 
6  2.1166  97.1505  1.1429  87.9580 
7  0.5531  97.7036  1.9126  89.8706 
8  0.9969  98.7005  1.0629  90.9335 
9  0.3922  99.0926  2.6901  93.6236 









variable  coefficient  variable  coefficient variable  coefficient variable  coefficient 
969.2278  2.40571  1092.672  ‐0.80202  1162.109 4.141104  1277.838  2.573121 
973.0854  ‐1.7279  1096.529  ‐0.46591  1165.967 ‐7.80916  1281.695  4.011748 
976.943  0.851569  1100.387  0.402074  1169.824 ‐10.9246  1285.553  4.117925 
1034.807  ‐4.31488  1104.245  1.118464  1204.543 ‐4.50405  1289.41  5.401583 
1038.665  ‐4.52704  1108.102  1.363855  1208.4  ‐3.45379  1293.268  6.135614 
1042.523  ‐3.27098  1111.96  ‐0.25496  1212.258 3.796854  1297.126  4.812678 
1046.38  0.357261  1115.817  ‐1.03622  1216.116 4.615034  1300.983  1.108285 
1050.238  2.570739  1119.675  ‐1.59614  1219.973 4.173997  1304.841  ‐0.88234 
1054.095  4.896635  1123.533  ‐2.96474  1223.831 0.256281  1308.699  ‐3.21023 
1057.953  4.399465  1127.39  ‐0.142  1227.688 ‐0.8532  1312.556  ‐4.19975 
1061.811  1.632553  1131.248  2.96959  1231.546 ‐1.78863  1316.414  ‐1.86935 
1065.668  0.014091  1135.106  4.038975  1235.404 ‐0.8378  1320.271  ‐1.06322 
1069.526  ‐1.64993  1138.963  0.348473  1254.692 ‐3.67702  1324.129  ‐0.50471 
1073.384  ‐1.76568  1142.821  2.256314  1258.549 ‐2.93105  1327.987  ‐1.66381 
1077.241  ‐1.29508  1146.678  1.299303  1262.407 ‐1.68277  1331.844  ‐3.17146 
1081.099  ‐0.29131  1150.536  3.815472  1266.265 ‐1.07098  1381.993  ‐2.76318 
1084.956  ‐0.30766  1154.394  1.563418  1270.122 0.772767  1385.851  2.599533 

































BT         
final 
CV         
final  Average 













































Current  Total  Current  Total 
1  45.2461  45.2461  57.4882  57.4882 
2  20.2041  65.4503  4.4442  61.9323 
3  9.8070  75.2572  6.3680  68.3003 
4  15.4898  90.7470  1.2849  69.5852 
5  2.4711  93.2181  4.4070  73.9922 
6  3.2884  96.5065  3.0521  77.0444 
7  2.6453  99.1518  2.8007  79.8450 
8  0.2937  99.4456  5.4630  85.3080 
9  0.2878  99.7333  2.9562  88.2642 
10  0.0908  99.8242  2.8545  91.1187 
11  0.0550  99.8791  3.3061  94.4248 
12  0.0580  99.9372  0.7073  95.1320 
13  0.0078  99.9450  2.1014  97.2335 
14  0.0267  99.9717  0.2453  97.4788 










Variable  coefficient  variable  coefficient variable  coefficient variable  coefficient 
894.0041  16.10422  932.5803  ‐14.2163  975.0142 ‐1.62225  1302.912  ‐3.03676 
897.8617  2.318229  936.438  14.92157  1017.448 ‐0.73084  1306.77  ‐4.67095 
901.7194  ‐7.43914  940.2956  6.164857  1021.306 1.900459  1310.627  ‐4.83333 
905.577  ‐14.9607  944.1532  4.91767  1025.163 2.918608  1391.637  ‐2.61931 
909.4346  7.106428  948.0108  4.439454  1029.021 ‐0.47518  1395.495  0.796733 
913.2922  21.62438  951.8685  0.360445  1283.624 1.859231  1399.353  2.659035 
917.1499  6.916377  955.7261  1.01493  1287.482 2.964753  1403.21  1.619077 
921.0075  ‐6.15804  963.4413  4.643868  1291.339 8.385121     
924.8651  ‐16.3421  967.2989  ‐0.64618  1295.197 3.641702     






















AUC  1  0.0057682  0.0557993  0.9942318  0.9442007  0.9692163
Sp 
(sen=95%)  1  0.0162822  0.3605640  0.9837178  0.6394360  0.8115769
Sp 
(sen=90%)  1  0.0021444  0.1736157  0.9978556  0.8263843  0.9121200
Sp 






















Model Effects      Dependent Variables 
Current  Total  Current  Total 
1  44.9579  44.9579  75.4549  75.4549 
2  19.4883  64.4462  4.7542  80.2091 
3  12.4480  76.8942  3.0451  83.2542 
4  7.5435  84.4376  2.2286  85.4828 
5  1.6714  86.1091  7.8812  93.3640 
6  9.8054  95.9145  0.6627  94.0267 
7  1.5915  97.5060  0.8004  94.8270 
8  1.6350  99.1411  0.3981  95.2252 
9  0.1942  99.3353  1.0984  96.3236 







variable  coefficient  variable  coefficient Variable Coefficient variable  coefficient 
895.9329  10.5515  949.9396  1.383823  1154.394 0.829049  1254.692  ‐0.13805 
899.7905  7.352137  953.7973  2.180964  1158.251 1.444732  1258.549  ‐0.29153 
903.6482  2.073188  957.6549  3.396522  1162.109 2.564662  1262.407  ‐0.40727 
907.5058  ‐1.10856  961.5125  4.650166  1165.967 3.313081  1266.265  ‐0.41144 
911.3634  ‐3.27855  1011.662  0.358282  1200.685 ‐1.52828  1270.122  ‐0.58546 
915.221  ‐4.74862  1015.519  0.368065  1204.543 ‐1.7593  1273.98  ‐0.66289 
919.0787  ‐4.71022  1019.377  0.323084  1208.4  ‐1.8836  1277.838  ‐0.48853 
922.9363  ‐5.3993  1023.234  0.239398  1212.258 ‐2.04895  1281.695  ‐0.03246 
926.7939  ‐5.37332  1027.092  0.127122  1216.116 ‐1.66405  1285.553  0.65095 
930.6515  ‐4.09006  1135.106  ‐1.38547  1219.973 ‐0.77283  1289.41  1.46524 
934.5092  ‐3.02199  1138.963  ‐1.32705  1223.831 0.452887  1293.268  2.124589 
938.3668  ‐1.67272  1142.821  ‐0.82344  1227.688 1.059691     
942.2244  ‐0.0034  1146.678  ‐0.09856  1231.546 1.00258     










































extracted         
Factors 
Model Effects  Dependent Variables 
Current  Total  Current  Total 
1  48.9946  48.9946  71.1989  71.1989 
2  26.4531  75.4477  12.3020  83.5010 
3  10.6421  86.0898  6.6828  90.1837 
4  4.2682  90.3579  2.4808  92.6645 
5  3.2101  93.5680  1.5116  94.1762 
6  1.7331  95.3011  0.5724  94.7485 
7  1.1659  96.4670  0.5092  95.2577 
8  2.2227  98.6898  0.1040  95.3617 
9  0.4052  99.0950  0.2562  95.6179 









variable  coefficient  variable  coefficient variable  coefficient variable  coefficient
899.7905  0.894496  1054.095  0.078171  1142.821  ‐0.1437  1266.265  ‐0.62877 
903.6482  ‐0.681  1057.953  0.042874  1146.678  0.139795  1270.122  ‐0.75658 
907.5058  ‐2.07676  1061.811  0.036097  1150.536  0.389834  1273.98  ‐0.83068 
911.3634  ‐2.9635  1065.668  0.028762  1154.394  0.673103  1277.838  ‐0.85471 
915.221  ‐3.15268  1069.526  0.032307  1158.251  0.966435  1281.695  ‐0.87637 
969.2278  ‐0.32206  1073.384  0.058846  1162.109  1.164495  1285.553  ‐0.87085 
973.0854  ‐0.24103  1077.241  0.06661  1165.967  1.285578  1289.41  ‐0.8082 
976.943  ‐0.46555  1081.099  0.066696  1196.828  ‐0.10511  1293.268  ‐0.73246 
980.8006  ‐0.61484  1084.956  0.070272  1200.685  ‐0.20277  1297.126  ‐0.59998 
1000.089  ‐0.29246  1088.814  0.084217  1204.543  ‐0.31724  1300.983  ‐0.40394 
1003.946  ‐0.18273  1092.672  0.086161  1208.4  ‐0.30543  1304.841  ‐0.17862 
1007.804  ‐0.13647  1096.529  0.057802  1212.258  ‐0.42495  1308.699  0.041111 
1011.662  ‐0.08581  1100.387  0.009833  1216.116  ‐0.41842  1312.556  0.22759 
1015.519  ‐0.01117  1104.245  ‐0.02932  1219.973  ‐0.35313  1316.414  0.310752 
1019.377  0.035466  1108.102  ‐0.08506  1223.831  ‐0.27331  1320.271  0.322096 
1023.234  0.043286  1111.96  ‐0.14726  1227.688  ‐0.17738  1324.129  0.259901 
1027.092  0.041343  1115.817  ‐0.22914  1231.546  ‐0.13375  1327.987  0.210695 
1030.95  ‐0.01163  1119.675  ‐0.31719  1235.404  ‐0.10381  1331.844  0.194287 
1034.807  ‐0.03298  1123.533  ‐0.41987  1246.977  ‐0.13914  1370.421  0.245327 
1038.665  0.012979  1127.39  ‐0.56325  1250.834  ‐0.18358  1486.149  ‐0.13627 
1042.523  0.047211  1131.248  ‐0.67549  1254.692  ‐0.24854  1490.007  ‐0.20273 
1046.38  0.097071  1135.106  ‐0.68389  1258.549  ‐0.34912  1493.864  ‐0.30124 


















shrinkage  BT final  CV final  Average 

















































Current  Total  Current  Total 
1  58.4046  58.4046  53.1031  53.1031 
2  17.9649  76.3695  6.1215  59.2246 
3  7.5538  83.9233  6.3637  65.5882 
4  2.3291  86.2524  9.4914  75.0797 
5  12.3827  98.6351  0.7889  75.8686 
6  0.3167  98.9518  9.6675  85.5361 
7  0.4911  99.4428  0.9185  86.4546 
8  0.1592  99.6021  1.3677  87.8223 
9  0.2719  99.8740  0.6125  88.4348 
10  0.0322  99.9062  3.8530  92.2878 
11  0.0269  99.9331  1.3191  93.6068 
12  0.0242  99.9572  0.4396  94.0464 
13  0.0155  99.9727  0.2752  94.3216 
14  0.0102  99.9829  0.1754  94.4969 













variable  coefficient  variable  coefficient variable  coefficient variable  coefficient
895.9329  ‐32.373  934.5092 14.6213  1285.553 10.57296  1316.414  ‐2.41311 
899.7905  28.55549  938.3668 5.570504  1289.41  9.409508  1320.271  ‐5.31319 
903.6482  16.94194  965.3701 ‐5.90303  1293.268 3.796267  1324.129  ‐8.70611 
915.221  12.33587  969.2278 ‐6.721  1297.126 ‐0.32284  1389.709  ‐0.29298 
919.0787  1.910436  973.0854 14.59353  1300.983 2.767476  1393.566  ‐0.56368 
922.9363  ‐28.6364  1273.98  ‐15.8304  1304.841 ‐0.40561  1397.424  ‐0.54517 
926.7939  ‐12.7679  1277.838 ‐2.4026  1308.699 2.60186     






















shrinkage BT final  CV final  Average 


























































Current  Total  Current  Total 
1  53.9804  53.9804  53.0736  53.0736 
2  14.8356  68.8160  8.6209  61.6945 
3  23.1883  92.0042  1.1512  62.8457 
4  4.8950  96.8992  3.0527  65.8984 
5  1.3388  98.2379  1.8178  67.7162 
6  0.4708  98.7087  3.2611  70.9773 
7  1.1270  99.8357  0.3437  71.3210 
8  0.1486  99.9843  1.4746  72.7955 
9  0.0064  99.9906  3.4591  76.2546 
10  0.0046  99.9952  1.8920  78.1467 
11  0.0017  99.9969  0.3464  78.4931 
12  0.0014  99.9983  0.1537  78.6468 
13  0.0010  99.9992  0.0073  78.6541 
14  0.0008  100.0000  0.0001  78.6542 
Table‐ 19 Coefficients from PLSR for selected variables 
variables  971.1566  975.0142  978.8718  1171.753  1221.902  1279.766  1283.624 
coefficient  37.55268  ‐74.9173  37.64728  ‐5.58801  ‐1.28176  ‐0.01432  12.04739 
variables  1287.482  1291.339  1295.197  1299.055  1302.912  1306.77  1387.78 










































mock  17(85%) 0(0%)  0(0%) 
coxackie 3(15%)  34(85%) 4(10%) 
















   original VUS  BT shrinkage CV shrinkage BT final  CV final  Average 
linear mapping  0.824889  0.0194  0.045318  0.805489 0.779571  0.79253 
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          set &data; 
          %do i=3 %to &number2;   
                  varr&i=var&i; 
                  drop var&i; 
  %end; 
data &data; 
        set &data(rename=(varr3‐varr&number2=var2‐var&number1)); 
run; 
data &data; 






          var var1‐var&number; 
          output out=mean mean(var1‐var&number)=var1‐var&number; 
          output out=std std(var1‐var&number)=var1‐var&number; 
run; 
data mean; /*mean*/ 
          set mean; 
          drop _freq_ _type_; 
run; 
data std; /*std*/ 
          set std; 











          var var1‐var&number; 
run; 
data stdtr; 
          set stdtr; 
          rename v729=mean v730=std; 
run; 
%macro std; 
          %do i=1 %to 728; 
          data stdtr; 
              set stdtr; 
              var&i=(v&i‐mean)/std; 
        drop v&i; 
          run; 













          set &data1; 
                  %do i=1 %to 182; 
                          c&i=0; 
                            %do j=0 %to 3; 
                                    %let m=%sysevalf(1+4*(&i‐1)+&j, integer); 
                                              c&i=c&i+var&m; 
                            %end; 
                          c&i=c&i/4; 
                  %end; 
run; 
data &data2; 

































































































































































































































































































































































































































































































































































































































































































































































































































































                      haxis=axis2   
                      vaxis=axis1   
                                                                                        href=969.22776 973.085383
  976.943006  1034.80735  1038.664973  1042.522595  1046.380218
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                        OUTFILE= "C:\Dongmei Wang\Research\vus bootstrap\shrinkage_m 
ean.xls"   
                        DBMS=EXCEL2000 REPLACE; 




                        OUTFILE= "C:\Dongmei Wang\Research\vus bootstrap\shrinkage.xls"   
                        DBMS=EXCEL2000 REPLACE; 
          SHEET="shrinkage_boots";   
RUN; 
 
APPENDIX 3.2    2‐fold cross validation for the shrinkage of VUS 
 
/***** 2‐fold cross validation to calculate the shrinkage of VUS******/ 
libname class 'C:\Dongmei Wang\Research\vus bootstrap'; run; 
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libname cross 'C:\Dongmei Wang\Research\VUS cross';run; 
/******************* bootstrap sample ************************/ 
data class.mh_pop;/********* pop for mock‐HSV1 **********/ 
  merge class.mh1(rename=(mh1‐mh182=m1‐m182)) 
class.mh2(rename=(mh1‐mh182=h1‐h182)); 
  drop _name_; 
  id=_n_; 
run; 
 
data class.mc_pop;/********* pop for mock‐HSV1 **********/ 
  merge class.mc1(rename=(mc1‐mc182=m1‐m182)) 
class.mc2(rename=(mc1‐mc182=c1‐c182)); 
  drop _name_; 
  id=_n_; 
run; 
 
/***************** generate bootstrap sample *********************/ 
%macro sampling(data1,data2,data3,a,n);/** data1=population data2=sample**/ 
 
%let j=%sysevalf(&a*666+666); 
  data one; 
    set &data1; 
    index=ranuni(&j); 
  run; 
proc sort data=one out=one;by index;run; 
data &data2; 
  set one; 
  by index; 
  if _n_<=&n/2; 
  drop index; 
run; 
data &data3; 
  set one; 
  by index; 
  if _n_>&n/2; 
  drop index; 
run; 
%mend; 
 
%macro calculate(data);/*********** sign rank test ****************/ 
*ods trace on; 
ods output    TestsForLocation=p; 
proc univariate data=&data;run; 
data p; 
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  set p; 
  if Testlab="S" then output; 
run; 
%mend; 
 
/************ find the common range ****************/ 
%macro range(data); 
proc transpose data=&data out=&data prefix=v;run; 
data one; 
  merge &data class.p; 
run; 
data one; 
  set one; 
  if p1<=0.005; 
  if p2<=0.005; 
  drop p1 p2; 
run; 
proc transpose data=one out=one prefix=v;run; 
%mend; 
 
%macro mean_std(n); 
data two; 
  set one(keep=p inf); 
  if inf=&n; 
  drop inf; 
run; 
proc means data=two noprint;     
  output out=mean; 
run; 
data mean; 
  set mean; 
  if _n_>=4; 
  drop _stat_ _type_ _freq_; 
run; 
proc transpose data=mean out=mean prefix=v;run; 
%mend; 
 
data cross.percent_number; 
  if 1=1 then delete; 
run; 
data cross.var_number; 
  if 1=1 then delete; 
run; 
data cross.mean_std_mh; 
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  if 1=1 then delete; 
run; 
data cross.mean_std_mc; 
  if 1=1 then delete; 
run; 
data cross.mean_std_mm; 
  if 1=1 then delete; 
run; 
data cross.mean_std_mh_v; 
  if 1=1 then delete; 
run; 
data cross.mean_std_mc_v; 
  if 1=1 then delete; 
run; 
data cross.mean_std_mm_v; 
  if 1=1 then delete; 
run; 
   
 
%macro repeat; 
%do a=0 %to 99; 
 
%sampling(class.mh_pop,mh1,mh2,&a,21); 
 
data sample1; set mh1(keep=m1‐m182 rename=(m1‐m182=mh1‐mh182));run; 
data sample2; set mh1(keep=h1‐h182 rename=(h1‐h182=mh1‐mh182));run; 
data mh_sample1;/*********** model ************/ 
  set sample1 sample2; 
run; 
 
data sample1; set mh2(keep=m1‐m182 rename=(m1‐m182=mh1‐mh182));run; 
data sample2; set mh2(keep=h1‐h182 rename=(h1‐h182=mh1‐mh182));run; 
data mh_sample2;/************* validation **************/ 
  set sample1 sample2; 
run; 
 
/************* sample for mock‐cox 18+18 ****************/ 
%sampling(class.mc_pop,mc1,mc2,&a,18); 
 
data sample1; set mc1(keep=m1‐m182 rename=(m1‐m182=mc1‐mc182));run; 
data sample2; set mc1(keep=c1‐c182 rename=(c1‐c182=mc1‐mc182));run; 
 
data mc_sample1;/******** model ********/ 
  set sample1 sample2; 
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run; 
 
data sample1; set mc2(keep=m1‐m182 rename=(m1‐m182=mc1‐mc182));run; 
data sample2; set mc2(keep=c1‐c182 rename=(c1‐c182=mc1‐mc182));run; 
 
data mc_sample2;/******** validation ********/ 
  set sample1 sample2; 
run; 
 
/************* sample for mock‐mock 21 ****************/ 
%sampling(class.inner_m_m,mm_sample1,mm_sample2,&a,21); 
 
%calculate(mh_sample1);/************* sign rank sum test ************/ 
data p1;set p(keep=pvalue rename=(pvalue=p1));run; 
%calculate(mc_sample1); 
data p2;set p(keep=pvalue rename=(pvalue=p2));run; 
 
data class.p; 
  merge p1 p2; 
run; 
 
%range(mh_sample1);/*************** find the common range 
*********************/ 
data mh1;   
  set one; 
  inf=2; 
run; 
%range(mh_sample2); 
data mh2;   
  set one; 
run; 
 
%range(mc_sample1); 
data mc1;   
  set one; 
  inf=1; 
run; 
%range(mc_sample2); 
data mc2;   
  set one; 
run; 
 
%range(mm_sample1); 
data mm1;   
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  set one; 
  inf=0; 
run; 
%range(mm_sample2); 
data mm2;   
  set one; 
run; 
 
data depend;/************** count the number of variables used *************/ 
  set class.p; 
  retain p 0; 
  if p1<=0.005 & p2<=0.005 then p=p+1; 
  call symput("counterxzero",p); 
run; 
%let counter=%sysevalf(&counterxzero+0); 
 
data a; a=&counter; run; 
data cross.var_number; 
  set cross.var_number a; 
run; 
 
data pls; 
  set mh1 mc1 mm1 mh2 mc2 mm2; 
run; 
 
ods output    PercentVariation=percent;/************** count the percentage 
**************/ 
proc pls data =pls; 
  model inf=v1‐v&counter/solution; 
output out=no PREDICTED=no; 
run; 
 
data percent; 
  set percent(keep=TotalYVariation rename=(TotalYVariation=y)); 
  retain p 0; 
  if y<=94.5 then p=p+1; 
  call symput("percent",p); 
run; 
%let percentnumber=%sysevalf(&percent+0); 
/***************** record number of components ************************/ 
data p; p=&percentnumber;run; 
 
data cross.percent_number; 
  set cross.percent_number p; 
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run; 
/********************************************************************
******/ 
proc pls data =pls nfac=&percentnumber;/*pls is selected intra*/ 
  model inf=v1‐v&counter; 
output out=one PREDICTED=p; 
run; 
 
%mean_std(2); /************* mean std for VUS of bootstrap data 
****************/ 
data cross.mean_std_mh; 
  set cross.mean_std_mh mean; 
run; 
%mean_std(1); 
data cross.mean_std_mc; 
  set cross.mean_std_mc mean; 
run; 
%mean_std(0); 
data cross.mean_std_mm; 
  set cross.mean_std_mm mean; 
run; 
 
data one; set one; if _n_>48;run; 
data one;   
  set one; 
  if _n_<=22 then inf=2; 
  if _n_<=40 & _n_>22 then inf=1; 
  if _n_>40 then inf=0; 
run; 
 
%mean_std(2); /************* mean std for VUS ****************/ 
data cross.mean_std_mh_v; 
  set cross.mean_std_mh_v mean; 
run; 
%mean_std(1); 
data cross.mean_std_mc_v; 
  set cross.mean_std_mc_v mean; 
run; 
%mean_std(0); 
data cross.mean_std_mm_v; 
  set cross.mean_std_mm_v mean; 
run; 
 
%end; 
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%mend; 
%repeat; 
 
 
 
