Abstract-This paper is concerned with the class imbalance problem in activity recognition field which has been known to hinder the learning performance of classification algorithms. To deal this problem, we propose a new version of the multi-class Weighted Support Vector Machines (WSVM) method to perform automatic recognition of activities in a smart home environment. Then, we compare this approach with CRF, k-NN and SVM considered as the reference methods. Our experimental results carried out on various real world imbalanced datasets show that the new WSVM is capable of solving the class imbalance problem by improving the class accuracy of activity classification compared to other methods.
I. INTRODUCTION
In recent years, the classification problem with imbalanced data has received considerable attention in areas such as Machine Learning and Pattern Recognition. A two-class data set is said to be imbalanced (or skewed) when one of the classes (the minority class) is heavily under-represented in comparison to the other class (the majority one) in training dataset. In this paper, we are concerned with the problem of imbalanced classification activity recognition field to assist sick or elderly people for performing daily life activities [1] such as eating, brushing teeth, dressing, using the toilet, using the telephone, bathing and so on. In this situation, it is costly to misclassify examples from the minority class, the learning system may have difficulties to learn the concept related to the minority class, and therefore, results in a classifier's suboptimal performance.
Activity recognition datasets are generally imbalanced, meaning certain activities occur more frequently than others. These differences in frequency may corresponds to how often a particular activity is performed (e.g. sleeping is generally done once a day, while toileting is done several times a day), or to the number of timeslices an activity takes up (e.g. a sleeping activity generally takes up considerably more timeslices than a toileting activity). However, not incorporating this class imbalance results in an evaluation that may lead to disastrous consequences for elderly person.
In recent years, there have been several attempts at dealing with the class imbalance problem [2, 3] . Traditionally, research on this topic has mainly focused on a number of solutions both at the data and algorithmic levels.
At the data level, these solutions include many different forms of re-sampling such as oversampling [4] (in which new samples are created for the minority class), undersampling [5] (where, the samples are eliminated for the majority class) and combination of the above techniques. At the algorithmic level, the solutions include adjusting the costs associated with misclassification so as to improve performance [6] , adjusting the probabilistic estimate at the tree leaf (when working with decision trees), adjusting the decision threshold, and recognitionbased (i.e., learning from one class [7] ) rather than discrimination-based (two class) learning.
Many popular machine learning algorithms have been tried to see how well they can cope with the imbalanced situation, e.g. k-nearest neighbors (k-NN) [8] , Support Vector Machine (SVM) [9, 10] , random forests [11] , but none of them has found to be superior over one another. Our objective is to deal the class imbalance problem to perform automatic recognition of activities from binary sensor patterns in a smart home. The main contribution of our work is twofold. Firstly, we propose a new version of the discriminative method named Weighted Support Vector Machines (WSVM) in order to avoid the overfitting caused by imbalanced class samples. Secondly, this method is compared with Conditional Random Fields (CRF), k-NN and the traditional SVM utilized as reference methods.
The next section II describes the k-NN, SVM baseline methods and the new WSVM method. Then, the results and evaluation are presented in section III. Lastly, we will conclude with some future work.
II. DISCRIMINATIVE METHODS FOR ACTIVITY RECOGNITION

A. Conditional Random Fields (CRF)
CRF has a single exponential model for the conditional probability (1) of the entire sequence of labels Y given an input observation sequence X. CRF is defined by a weighted sum of K feature functions i f that will return a 0 or 1 depending on the values of the input variables and therefore determines whether a potential should be included in the calculation. Each feature function carries a weight i λ that gives its strength for the proposed label.
These weights are the parameters we want to find when learning the model. CRF Model parameters can be learned using an iterative gradient method by maximizing the conditional probability distribution defined as
One of the main consequences of this choice is that while learning the parameters of a CRF we avoid modelling the distribution of the observations, p(x). As a result, we can only use CRF to perform inference (and not to generate data), which is a characteristic of the discriminative models. In ADL recognition, the only thing we are interested in is classification and therefore CRF fit our purpose perfectly.
To find the predicted label y for new observed features, we take the maximum of the conditional probability.
B. k-Nearest Neighbors (k-NN)
The k-nearest neighbors algorithm is amongst the simplest of all machine learning algorithms [8] , and therefore easy to implement. The m training instances n R x ∈ are vectors in an n-dimensional feature space, each with a class label. In the k-NN method, the result of a new query is classified based on the majority of the k-NN category. The classifiers do not use any model for fitting and are only based on memory to store the feature vectors and class labels. They work based on the minimum distance from an unlabelled vector (a test point) to the training instances to determine the k-NN. The k positive integer is a user-defined constant. Usually Euclidean distance is used as the distance metric.
C. Support Vector Machines (SVM)
Support Vector Machines (SVM) based on statistical learning theory were initially proposed by Vapnik [9] . SVM classifies data by determining a set of support vectors, which are members of the set of training inputs that outline a hyperplane into a higher dimensional space (feature space). 
where w is normal to the hyperplane, b is the translation factor of the hyperplane to the origin and (.)
φ is a nonlinear function which maps the input space into a feature
. That is, the dot product in that feature space is equivalent to a kernel function K(.,.) of the input space. In a support vector machines, we need to select a kernel function K(.,.) and the regularization parameter C.
The radial basis kernel function (RBF) is easy to implement; its computation is not as complex as the other kernel's. So we choose the RBF kernel:
where σ is the width parameter. The construction of such functions is described by the Mercer conditions [12] . The regularization parameter C is used to control the trade-off between maximization of the margin width and minimizing the number of training error of nonseparable samples in the training set represented by slack variables ξ i in order to avoid the problem of overfitting [8] .
In practice the parameters σ and C are varied through a wide range of values and the optimal performance assessed using a separate validation set or a technique known as cross-validation for verifying performance using only training set.
The dual formulation of the soft margin SVM can be reformulated as [9] 
with sv m is the number of support vectors
In this study, a software package LibSVM [13] was used to implement the multiclass classifier algorithm. It uses the one-versus-one method [9] . In this work, we focus on the new WSVM discriminative method to appropriately tackle the problem of class imbalance.
D. Weighted SVM (WSVM)
For daily recognition activities applications, especially in daily recognition tasks, the misclassification of minority class members due to large class imbalances is undesirable. An extension of the SVM, weighted SVM (WSVM), was presented to cope with this problem. Two different penalty constraints were introduced for the minority and majority classes:
The WSVM dual formulation gives the same Lagrangian as in the original SVM in (5), but with different constraints on i α as follows:
, and
C are regularization parameters for positive and negative classes, respectively, to construct a classifier for multiple classes. They are used to control the trade-off between margin and training error. Some authors [14, 15] have proposed adjusting different penalty parameters to different class which effectively improves the low classification accuracy caused by imbalanced samples. For example, it is highly possible to achieve the high classification accuracy by simply classifying all samples as the class with majority samples (positive class), therefore the minority class (negative class) is the error training. Veropoulos et al. in [14] propose to increase the tradeoff associated with the minority class.
E. New Weighted SVM
The new Weighted SVM method advocates analytic parameter selection of the 
III. EXPERIMENTAL RESULTS AND DISCUSSION
A. Datasets
For the experiments, we use an openly accessible datasets gathered from three houses having different layouts and different number of sensors [16] , see Table 1 . Each sensor is attached to a wireless sensor network node. Data are collected using binary sensors such as reed switches to determine open-close states of doors and cupboards; pressure mats to identify sitting on a couch or lying in bed; mercury contacts to detect the movements of objects like drawers; passive infrared sensors to detect motion in a specific area; float sensors to measure the toilet being flushed. Time slices for which no annotation is available are collected in a separate activity labelled "Idle". The data were collected by a Base-Station and labelled using a Wireless Bluetooth headset or a handwritten diary. 
B. Setup and Performance Measures
We separate the data into a test and training set using a "leave one day out cross validation" strategy. In this strategy, one full day of sensor readings is used for testing and the remaining days are used for training; this is repeated l times, with different training sets of size (l -1) and report the average performance measure.
Sensors outputs are binary and represented in a feature space which is used by the model to recognize the activities performed. We do not use the raw sensor data representation as observations, instead we use the "Change point" and "Last" representation which have been shown to give much better results in activity recognition [17] . The raw sensor representation simply gives a 1 when the sensor is firing and a 0 otherwise. The "change point" representation gives a 1 when the sensor reading changes from 0 to 1 or from 1 to 0 and gives a 0 otherwise. While the last sensor representation continues to assign a 1 to the last sensor that changed state until a new sensor changes state. (See Figure 1 As the activity instances were imbalanced between classes, we evaluate the performance of our models by two measures, the accuracy and the class accuracy. The accuracy shows the percentage of correctly classified instances, the class accuracy shows the average percentage of correctly classified instances per classes. These measures are defined as follows: A problem with the accuracy measure is that it does not take differences in the frequency of activities into account. Therefore, the class accuracy should be the primary way to evaluate an activity classifier's performance.
C. Results
We compared the performance of the CRF, k-NN, SVM (using cross validation research) and the proposed WSVM method on the imbalanced dataset of the houses (A), (B) and (C) in which majority class are all classes that have a longer duration (e.g. 'Idle', 'Leaving' and 'Sleeping' for the house (A) and house (B); 'Idle', 'Leaving', 'Sleeping' and 'Relax' for the house (C)), while others are the minority classes. These algorithms are tested under MATLAB environment and the SVM algorithm is tested with implementation LibSVM [13] .
In our experiments, the SVM hyper-parameters (σ, C) have been optimized in the range (0.1-2) and (0.1-10000) respectively to maximize the class accuracy of leave-oneday-out cross validation technique. The best pair parameters (σ opt , C opt ) = (1, 5), (σ opt , C opt ) = (1, 5) and (σ opt , C opt ) = (2, 500) are used for the three datasets (A), (B) and (C) respectively, see Tables III, IV , V. The k parameter for the k-NN method is optimised by the leave-one-dayout cross validation technique. Then, we tried to find the penalty parameters C adaptatif (class) adapted for different classes by using our proposed criterion, see Tables VI,  VII, VIII.   TABLE III Our empirical results in tables III, IV, V suggest that the value of regularization parameter C has negligible effect on the generalization performance (as long as C is larger than a certain threshold analytically determined from the training data (C =5 for the houses (A) and (B); C =500 for the house (C)). We see in Tables VI, VII, VIII that the minority class requires a large value of C compared with the majority class. This fact induces a classifier's bias in order to give more importance to the minority ones. Table IX shown the summary of the accuracy and the class accuracy obtained with the concatenation of Changepoint and Last representations for CRF, k-NN, SVM and the new WSVM using our criterion for all datasets. This table shows that the proposed WSVM performs better in terms of class accuracy, while SVM performs better for the houses (A), (C) in terms of accuracy.
In order to find out which activities are relatively harder to be recognized, we report in figures 2, 3, 4 the classification results in terms of accuracy measure for each activity with k-NN, SVM and the proposed WSVM methods for different houses.
In Figure 2 , the activities 'Idle', 'Leaving' and 'Sleeping' give the highest accuracy for SVM method. The table shows that the proposed WSVM mainly performs better for the minority activities : 'Showering', 'Brush teeth', 'Breakfast', 'Dinner', 'Snack' and 'Drink'. Most confusion takes place in the 'Brush teeth' activity. In Figure 3 , for the proposed WSVM, the minority activities 'Toileting', 'Brush teeth', 'Dressing', 'Prep.Breakfast', 'Prep.Dinner', 'Dishe s', 'Eat Dinner' and 'Eat Breakfast', give the highest accuracy while the 'Showering' and 'Play piano' activities are less accurate compared to SVM. It can be seen that the 'Drink' activity with 12 instances has not been recognized. Finally, We can see in Figure 4 that with the proposal WSVM, the minority activities 'Eating', 'Showering', 'Toileting', 'Shaving', ' Dressing', 'Medication' and 'Snack' are better recognized comparatively with others methods. It can be seen that most of the confusion obtained with the new WSVM takes place in 'Idle' activity. Our results give us early experimental evidence that our proposed method combined WSVM with our proposed criterion works better for model classification; it consistently outperforms the other methods in terms of the class accuracy for all datasets. k-NN and SVM perform better for the majority activities. This explains the high accuracy of k-NN and SVM methods .
D. Discussion
In this section, we explain the difference in terms of performance between k-NN, SVM and the new WSVM classification methods. In k-NN method, the class with more frequent samples tends to neighbourhood of a test instance despite of distance measurements, which leads to suboptimal classification performance on the minority class. This is why k-NN performs better for the majority activities ('Idle', 'Leaving', 'Sleeping' and 'Relax'). A multiclass SVM trains several binary classifiers to differentiate the classes according to the class labels and optimise with the cross validation research the regularization parameter C for all class. When not considering the weights in SVM formulation, this affect the classifiers performances and favorites the classification of majority activities ('Idle', 'Leaving', 'Sleeping' and 'Relax'). In other words, k-NN and SVM overfit for these activities since they occur more often in the datasets.
The new WSVM considering the weights in SVM formulation and including the individual setting of parameter C for each class separately shows that WSVM becomes more robust for classifying the minority activities compared to the others classification methods. It is observed for the new WSVM, the 'Idle' activity gave the worst results compared to the others methods. In particular, this activity often takes up a large amount of time slices but is usually not a very important activity to recognize. It might therefore be useful to less weigh this activity.
IV. CONCLUSION
In this paper, we have proposed a new version of multi-class WSVM learning method that has the power to effectively control the performance generalization by dealing imbalanced datasets in human activity recognition field in smart homes. We showed that WSVM based our proposed criterion is effective to classify multiclass sensory data over common techniques such as CRF, k-NN and SVM using an equal misclassification cost. The WSVM using different penalty parameters for each activity improves the low classification accuracy caused by imbalanced datasets.
