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Abstract
Let fXi: i>1g be i.i.d. uniform points on [ − 1=2; 1=2]d, d>2, and for 0<p<1. Let
L(fX1; : : : ; Xng; p) be the total weight of the minimal spanning tree on fX1; : : : ; Xng with weight
function w(e)= jejp. Then, there exist strictly positive but nite constants (d; p); C3=C3(d; p),
and C4=C4(d; p) such that for large n, C3n−1=d6EL(fX1; : : : ; Xng; p)=n(d−p)=d−(d; p)6C4n−1=d.
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1. Introduction
Let fX1; : : : ; Xng be a nite subset of Rd, d>2, and let 0<p<1. A minimal
spanning tree (MST) on fX1; : : : ; Xng with weight function w(e) = jejp is a collection
T of edges e of the form (Xi; Xj) such that T is a spanning tree on fX1; : : : ; Xng with
X
e2T
jejp =min
(X
e2T 0
jejp: T 0 a spanning tree on fX1; : : : ; Xng
)
where jej = jXi − Xjj is the Euclidean length of the edge e = (Xi; Xj). Denote the
total weight of a minimal spanning tree T on fX1; : : : ; Xng with weight function
w(e) = jejp by
L(fX1; : : : ; Xng; p) :=
X
e2T
jejp:
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In the case fX1; : : : ; Xng= ;, we dene L(;; p) = 0: If fXi: i>1g are i.i.d. with some
restrictions on common distribution , then Steele (1988) for 0<p<d and Yukich
(2000) for 16p<1 showed that as n !1
L(fX1; : : : ; Xng; p)
n(d−p)=d
! (d; p)
Z
f(d−p)=d(x) dx a:s:
where (d; p) is a strictly positive but nite constant and where f is the density
function of the absolutely continuous part of . For recent works on minimal spanning
trees see Aldous and Steele (1992), Kesten and Lee (1996), Lee (1997, 1999a) and
Penrose (1996), and for surveys see Steele (1997) and Yukich (1998).
In this paper, we address the rate of convergence of power-weighted Euclidean
minimal spanning trees. When fXi: i>1g are i.i.d. uniform points on [ − 1=2; 1=2]d,
d>2, Alexander (1994) for p=1 and Yukich (2000) for 16p<1 showed that there
exists a strictly positive but nite constants C1 =C1(d; p) and C2 =C2(d; p) such that
(d; p)− C1n−1=d6 EL(fX1; : : : ; Xng; p)n(d−p)=d 6 (d; p) + C2n
−1=d: (1.1)
Jaillet (1993) gave a hint that this rate of convergence would be optimal in the case
p=1. Here, we prove that n−1=d is indeed the correct order of the rate of convergence
even when 0<p<1.
Theorem 1. Let fXi: i>1g be i.i.d. uniform points on [ − 1=2; 1=2]d, d>2 and let
0<p<1 be xed. Then; there exist strictly positive but nite constants (d; p);
C3 = C3(d; p), C4 = C4(d; p), n0 = n0(d; p) such that for n>n0
(d; p) + C3n−1=d6
EL(fX1; : : : ; Xng; p)
n(d−p)=d
6 (d; p) + C4n−1=d: (1.2)
Note that in the left-hand side of (1.1) there is the −C1n−1=d term whereas in
the left-hand side of (1.2) we have C3n−1=d term. In other word, (1.1) tells that
EL(fX1; : : : ; Xng; p)=n(d−p)=d converges to (d; p) with at most n−1=d speed whereas
(1.2) says that EL(fX1; : : : ; Xng; p)=n(d−p)=d converges to (d; p) with exact n−1=d
speed. This is the whole point of the paper.
In this paper there are many of strictly positive but nite constants whose specic
values are not of interest to us. We denote them by Cj.
2. Proof
In this section, we review the stabilization property of the Euclidean minimal span-
ning trees from the view of the objective method, which was introduced by Aldous
and Steele (1992). We also recall the boundary rooted dual L of L, which was
due to Redmond and Yukich (1994). From these two we get an upper bound for
EL(fX1; : : : ; Xng; p) − (d; p)n(d−p)=d, where fXi: i>1g are i.i.d. uniform points on
[− 1=2; 1=2]d. A lower bound for EL(fX1; : : : ; Xng; p)− (d; p)n(d−p)=d easily follows
from the argument of Jaillet (1993) and Lemma 5 below.
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Proof of Theorem 1 (Lower bound). One just follows the argument of Jaillet (1993).
Then, EL(Pn; p)>(d; p)n+C5n(d−1)=d and hence by Lemma 5 we have EL(Un; p)>
(d; p)n + C3n(d−1)=d for large n. Since n−1=dUn are the n i.i.d. uniform points on
[− 1=2; 1=2]d in distribution, the lower bound follows.
Let us review minimal spanning trees rst. Let G = (V; E; w) be a nite connected
weighted graph. A minimal spanning tree on G is a tree T with vertex set V (so, T is
a spanning tree on V ) and edge set E0E (which we express by T E for brevity)
such that
X
e2T
w(e) = min
(X
e2T 0
w(e): T 0 a spanning tree on V; T 0E
)
: (2.1)
There are several algorithms for the construction of an MST. One may look at Lee
(1997, 1999a) for the add and delete algorithm and Prim's algorithm.
Let a nite subset A of Rd, d>2, and a strictly increasing function  be given.
Construct a connected weighted graph G (A)= (V; E; w) on A by the following way;
V :=A, E := f(x; y): x 6= y 2 Ag, w((x; y)) :=  (jx − yj), where jx − yj is the Eu-
clidean distance between x and y. If all inter point distances in A are distinct, i.e., if
for (x; y) 6= (x0; y0) in E
jx − yj 6= jx0 − y0j (2.2)
then, since  is strictly increasing, the weights w(e), e 2 E, are all distinct. So, by
Lemma 5 of Lee (1997) there exists a unique MST T (A) on G (A). Furthermore,
by Prim's algorithm T (A) does not depend on  as long as  is strictly increasing.
We therefore drop  from T (A) in the sequel and we denote the MST on G (A)
by T (A) (we sometimes call T (A) an MST on A instead).
From now on;  is strictly increasing. We assume that all nite sets A of interest
satisfy (2:2) so that an MST T (A) on A is unique and independent of  . We also
assume that all innite sets W of interest are locally nite. These assumptions hold
with probability 1 in our study.
Denote the Poisson point process of intensity 1 in Rd and [ − n1=d=2; n1=d=2]d by
P and Pn, respectively. We also let the n i.i.d. uniform points on [ − n1=d=2; n1=d=2]d
be Un.
Aldous and Steele (1992) constructed a forest (which means a graph with no loop)
F on the Poisson point process P by the following greedy way. For each x 2 P,
let T0(x) = (fxg; ;). Once a tree Tn(x) = (Vn(x); En(x)) has been determined, choose
y 2 (P n Vn(x)) such that
minfjy − z0j: z0 2 Vn(x)g= min
y02(PnVn(x))
minfjy0 − z0j: z0 2 Vn(x)g:
Then, choose z 2 Vn(x) such that jy − zj=minfjy − z0j: z0 2 Vn(x)g. Now, we let
Vn+1(x) = Vn(x) [ fyg;
En+1(x) = En(x) [ f(y; z)g;
Tn+1(x) = (Vn+1(x); En+1(x))
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V1(x) =
1[
n=0
Vn(x); E1(x) =
1[
n=0
En(x); T1(x) = (V1(x); E1(x))
and
F = (P; f(y; z): (y; z) 2 E1(y) or (y; z) 2 E1(z)g):
F is uniquely determined and it is a forest with probability 1. They conjectured that F
is connected for low dimensions and disconnected for high dimensions. This conjecture
was partially settled by Alexander (1995). He showed that for d = 2, F is connected
with probability 1.
Lemma 1. Let F be the Aldous{Steele forest on the Poisson point process P. Then;
with probability 1[
x2P
E1(x) = f(y; z): (y; z) 2 E1(y) or (y; z) 2 E1(z)g (2.3)
Proof. By the construction of the forest F we have
S
x2P E1(x)f(y; z): (y; z) 2
E1(y) or (y; z) 2 E1(z)g. Suppose there exist three Poisson points x; y; z such that
(y; z) 2 E1(x); (y; z) 62 E1(y); (y; z) 62 E1(z): (2.4)
Without loss of generality we may suppose that there is an integer n such that y 62
Vn−1(x), y 2 Vn(x), z 62 Vn(x). If z 2 V1(y), then, since (y; z) 62 E1(y), there
exists a sequence (u(1); : : : ; u(m)) of P-points from u(1) = y to u(m) = z such that
ju(i + 1) − u(i)j< jy − zj for 16i<m. Now, we look at the construction of T1(x)
step by step. At time n we pick up y rst, i.e., y 62 Vn−1(x), y 2 Vn(x), z 62 Vn(x)
and since (y; z) 2 E1(x), at time l>n we pick up z using the edge (y; z), i.e.,
(y; z) 62 El−1(x), (y; z) 2 El(x). Then, since ju(i + 1) − u(i)j< jy − zj for 16i<m,
before time l we should pick up ui, 16i<m. Since ju(m)− u(m− 1)j< jy − zj and
since u(m) = z, to pick up z at time l it is cheaper to use (u(m − 1); u(m)) than to
use (y; z). This contradicts to (y; z) 2 E1(x). Therefore, z 2 V1(y) cannot happen.
By similar reasoning one can rule out the possibility that z 62 V1(y). Therefore,
there do not exist three Poisson points x; y; z for which (2.4) holds. Hence, we haveS
x2P E1(x)f(y; z): (y; z) 2 E1(y) or (y; z) 2 E1(z)g.
In our study all the trees and the forests of interest are quite simple in a sense that, if
we know the edge set of the tree or the forest, then we can identify the corresponding
vertex set. So, from now on we abuse the notation for the tree or the forest to denote
the corresponding edge set. Sometimes, it is convenient to visualize the edge (x; y) by
the line segment between x and y and the MST by the union of several line segments.
Let Tn be the MST on the Poisson point process Pn of intensity 1 in [−n1=d=2; n1=d=2]d
and let Fn be
Fn = f(x; y): x; y 2 Pn; (x; y) 2 Fg:
Lemma 2. With probability 1; FnTn.
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Proof. Let (x; y) be an edge in Fn. Without loss of generality, we let (x; y) 2 T1(x).
Suppose (x; y) 62 Tn. Then, there exists a sequence (u(1); : : : ; u(m)) of Pn-points
from u(1) = x to u(m) = y such that ju(i + 1) − u(i)j< jx − yj for 16i<m. Now,
we look at the construction of T1(x). Since ju(i + 1)− u(i)j< jx − yj for 16i<m,
before we pick up y using the edge (x; y), we should pick up ui, 16i<m. Then,
since ju(m) − u(m − 1)j< jx − yj and since u(m) = y, to pick up y it is cheaper to
use (u(m− 1); u(m)) than to use (x; y). This contradicts to (x; y) 2 T1(x). Therefore,
we have (x; y) 2 Tn.
In the previous lemma, we see that FnTn. Let Hn be
Hn = Tn n Fn:
Fn is very close to the MST Tn. In fact, in Lemma 7 below we show that the number
of edges in Hn is at most of order n(d−1)=d on average (note that the number of edges
in Tn is of order n on average). In terms of Fn, we can state the stabilization property
of the Euclidean minimal spanning trees by the following. But, rst we introduce a
notation. For x = (x1; : : : ; xd) 2 Zd, let Q(x) be
Q(x) =
dY
i=1
[xi − 1=2; xi + 1=2]
Proposition 1. For x = (x1; : : : ; xd) 2 Zd; there exists a strictly positive but nite
random D = D(x) such that for any positive integer n with [ − n1=d=2; n1=d=2]dQd
i=1 [xi−1=2−D; xi+1=2+D] and for any nite set ARd with A\
Qd
i=1 [xi−1=2
− D; xi + 1=2 + D] = ;
f(y; z) 2 Tn: y 2 Q(x)g
= f(y; z) 2 T (Pn [A): y 2 Q(x)g
=
(
(y; z) 2 T
 
Pn \
dY
i=1
[xi − 1=2− D; xi + 1=2 + D]
!
: y 2 Q(x)
)
= f(y; z) 2 Fn: y 2 Q(x)g (2.5)
Proof. The rst and second equality in (2.5) is Proposition 1 of Lee (1999a). By
Lemma 2, then it suces to show that, if (y; z) 2 Tn for all large n, then (y; z) 2 F .
Suppose that (y; z) 2 Tn for all large n. For a set W of points in Rd and for
0<r<1, dene
C(r;W) =
[
y2W
fz 2 Rd: jy − zj6rg;
C0(r;W) =
[
y2W
fz 2 Rd: jy − zj<rg:
Now, let C0; v(r;W) be the connected component of C0(r;W) containing v. We claim
that with probability 1
for y; z 2 P; either C0;y(jy − zj=2;P) or C0; z(jy − zj=2;P) is bounded: (2.6)
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First, note that
C0;y(jy − zj=2;P) \ C0; z(jy − zj=2;P) = ;: (2.7)
Otherwise, there exists a sequence (z(1); : : : ; z(m0)) of P-points from z(1)=y to z(m0)=
z such that jz(i + 1)− z(i)j< jy − zj for 16i<m0. By Lemma 2 of Kesten and Lee
(1996), then for n with fz(1); : : : ; z(m0)g [−n1=d=2; n1=d=2]d the edge (y; z) cannot be
in the MST Tn. This contradicts to (y; z) 2 Tn for large n. So, (2.7) holds.
Let us assume, to derive a contradiction, that both C0;y(jy− zj=2;P) and C0; z(jy−
zj=2;P) are unbounded. Then, C0;y(jy − zj=2;P) and C0; z(jy − zj=2;P) contain un-
bounded connected components U1 and U2, respectively, of C0(jy−zj=2;Pn[−S; S]d),
S = djyje _ djzje. By (2.7)
U1 \ U2 = ; (2.8)
Since y and z are not in P n [ − S; S]d, for any y0; z0 2 P n [ − S; S]d we have
jy0 − z0j 6= jy − zj. Moreover, since P n [− S; S]d is locally nite, by (2.8) we have
U 1 \ U 2 = ; (2.9)
i.e., C(jy − zj=2;P n [ − S; S]d) has at least two unbounded connected components.
By Lemma 9 of Lee (1997) this cannot happen with probability 1. Thus, (2.6) indeed
holds.
If C0;y(jy− zj=2;P) is bounded, then (y; z) 2 T1(y) and by the construction of F ,
(y; z) 2 F . Similarly, if C0; z(jy − zj=2;P) is bounded, then (y; z) 2 F . Therefore, by
(2.6), (y; z) 2 Tn for all large n implies (y; z) 2 F .
Note that by (2.5), in fact we can choose fD(x): x 2 Zdg identically distributed.
Now, we collect some known facts on the MST.
Lemma 3. There exists a nite constant Dd; which depends only on d; such that for
any MST T (A) on a nite subset A of Rd; T (A) has maximum vertex degree
bounded by Dd.
Proof. See Lemma 4 of Aldous and Steele (1992) or Proof of Lemma 11:3:1 of
Talagrand (1995).
Lemma 4. There exists a constant C6 = C6(d; p; q) such that for x 2 Zd and 0<
p; q<1
E
0
@ X
(y; z)2Tn; y2Q(x)
jy − zjp
1
A
q
6C6;
E
0
@ X
(y; z)2Fn; y2Q(x)
jy − zjp
1
A
q
6C6;
E
0
@ X
(y; z)2F; y2Q(x)
jy − zjp
1
A
q
6C6:
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Proof. See Section 3 of Kesten and Lee (1996).
Lemma 5. Let Pn be the Poisson point process of intensity 1 in [−n1=d=2; n1=d=2]d
and let Un be the n i.i.d. uniform points on [− n1=d=2; n1=d=2]d. Then;
lim
n!1 n
−1=2(EL(Un; p)− EL(Pn; p)) = 0:
Proof. See (4:35) of Kesten and Lee (1996).
Lemma 6. There exists a constant C7 =C7(d; p); 0<p6d; such that for any nite
subset A of [− 1=2; 1=2]d
jL(A; p)j6C7jAj(d−p)=d:
Proof. The growth bound for L is obtained by the space-lling curve argument, which
is based on the existence of a Lipschitz continuous function h of order 1=d from [0; 1]
onto [0; 1]d. Look at Section 2:6 of Steele (1997).
The following Theorem is Corollary 3:2 of Yukich (1995). We provide a new proof
of this. The limit (d; p) of the form (2.10) is useful for our presentation. But, rst
we need some notations. For a nite subset A of Rd; d>2, and for x 2 Zd, dene
L(A; Q(x); p) by
L(A; Q(x); p) =
1
2
X
(y; z)2T (A); y2Q(x)
jy − zjp
Recall that Hn = Tn n Fn. Let Zd(n) and Hn(x), x 2 Zd(n), be
Zd(n) = fx 2 Zd: Q(x) \ [− n1=d=2; n1=d=2]d 6= ;g;
Hn(x) = f(y; z): (y; z) 2 Hn; y 2 Q(x)g:
Theorem 2. Let (d; p) be
(d; p) =
1
2
E
X
(x;y)2F; x2Q(0)
jx − yjp (2.10)
Then; (d; p) is a strictly positive but nite constant such that
lim
n!1
EL(Pn; p)
n
= (d; p); (2.11)
and
lim
n!1
EL(Un; p)
n
= (d; p): (2.12)
Proof. By Lemma 4, (d; p)<1. Also, by the usual block argument (see for example
Section 4 of Kesten and Lee (1996)) one can easily see that (d; p)> 0. Since by
(2.5), for x 2 Zd with Qdi=1 [xi − 1=2− D0; xi + 1=2 + D0] [− n1=d=2; n1=d=2]d,
EL(Pn; Q(x); p) =
1
2
E
X
(y; z)2F; y2Q(x)
jy − zjp1(D(x)6D0)
+EL(Pn; Q(x); p)1(D(x)>D0)
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and since by (2.10) and by the homogeneity of the Poisson point process, for x 2 Rd
(d; p) =
1
2
E
X
(y; z)2F; y2Q(0)
jy − zjp = 1
2
E
X
(y; z)2F; y2Q(x)
jy − zjp
we have
jEL(Pn; Q(x); p)− (d; p)j6 12E
X
(y; z)2F; y2Q(x)
jy − zjp1(D(x)>D0)
+EL(Pn; Q(x); p)1(D(x)>D0): (2.13)
Since by Lemma 4
E
X
(y; z)2F; y2Q(x)
jy − zjp1(D(x)>D0)
6
0
B@E
0
@ X
(y; z)2F; y2Q(x)
jy − zjp
1
A
2
1
CA
1=2
(P(D(x)>D0))1=2
6C8(P(D(x)>D0))1=2
and
EL(Pn; Q(x); p)1(D(x)>D0)6C8(P(D(x)>D0))1=2
and since by (2.5) we can choose fD(x): x 2 Zdg identically distributed, by (2.13) for
a given 0<<1 we can nd D0 =D0(), which is independent of x 2 Zd, such that
for x 2 Zd with Qdi=1 [xi − 1=2− D0; xi + 1=2 + D0] [− n1=d=2; n1=d=2]d
jEL(Pn; Q(x); p)− (d; p)j6: (2.14)
Now we write EL(Pn; p) as
EL(Pn; p) =
X
x2Zd(n)
EL(Pn; Q(x); p): (2.15)
Since 
(
x 2 Zd(n):
dY
i=1
[xi − 1=2− D0; xi + 1=2 + D0] 6 [− n1=d=2; n1=d=2]d
)
is of order n(d−1)=d and since by Lemma 4, EL(Pn; Q(x); p)6C6, we have by
(2.14){(2.15)
((d; p)− )(n− C9n(d−1)=d)6EL(Pn; p)6((d; p) + )n+ C9n(d−1)=d:
Since  is arbitrary, we have (2.11). Eq. (2.12) follows from (2.11) and Lemma 5.
Recall that FnTn and that Hn = Tn n Fn. Here, we show that the number of edges
in Hn is at most of order n(d−1)=d on average. To do this, we dene L(A; B; p),
A a nite subset of a box B =
Qd
i=1 [xi; xi + s], x = (x1; : : : ; xd) 2 Rd, 0<s<1,
d>2, 0<p<1, by
L(A; B; p) :=L(A; p) ^min
(X
j
L(Aj [ fbjg; p)
)
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where the minimum is taken over the partition fAjg of A and bj 2 @B. In the case
A=Pn, B=[−n1=d=2; n1=d=2]d, we simplify the notation L(Pn; [−n1=d=2; n1=d=2]d; p) to
L(Pn; p). L is called the boundary rooted dual of L (see Redmond and Yukich (1994,
1996), Yukich (1998) for detail). If L(Pn; p)=L(Pn; p), L(Pn; p) is the total weight
of the MST Tn. However, if L(Pn; p) 6= L(Pn; p), then we interprete L(Pn; p) as
the total weight of the MST T n on a connected weighted graph G

n = (V; E; w) where
V =Pn [ fg;
E = f(x; y): x 6= y 2 Png [ f(; x): x 2 Png;
w((x; y)) =
(
jx − yjp for x 6= y 2 Pn;
minfjy − zjp: z 2 @[− n1=d=2; n1=d=2]dg for x = ; y 2 Pn
In the case L(Pn; p) =
P
i L(Pn; i [ fbig; p), let ai be the Poisson point in Pn; i such
that jai − bijp = minfja0i − bijp: a0i 2 Pn; ig. Then, it is convenient to visualize the
MST T n on G

n by the collection of the MSTs T (Pn; i) with the edge (ai; bi) attached
(see Figure 2:3 of Yukich (1998)). We call these edges (ai; bi) as the rooted edges
of T n . Note that the rooted edge (ai; bi) is perpendicular to the face of the boundary
@[− n1=d=2; n1=d=2]d containing bi.
Lemma 7. There exists a constant C10 = C10(d) such that
Ejfe 2 Hngj6Ejf(; x) 2 T n gj6C10n(d−1)=d:
Proof. First, note that the MST T n on G

n does not depend on the power p at all.
Then, the second inequality of the Lemma is quite well-known. See for example the
argument for Lemma 4 of Lee (1999b). Here, we prove the rst inequality. Recall that
Fn is the collection of edges (x; y) 2 F with x; y 2 [ − n1=d=2; n1=d=2]d, FnTn, and
Hn = Tn n Fn. For each x 2 Pn, we call the connected component of Fn containing x
as Fn(x).
If Fn = Tn, then Hn = ; and obviously we have
jfe 2 Hngj6jf(; x) 2 T n gj: (2.16)
If Fn 6= Tn, then for (x; y) 2 Hn, by (2.3), (x; y) 62 T1(x). Therefore, there exist
x1 2 Fn(x) and x2 2 P n Pn such that jx1 − x2jp < jx − yjp and hence there exist
x3 2 Fn(x) and x4 2 @[− n1=d=2; n1=d=2]d such that
jx3 − x4jp =minfjz3 − z4jp: z3 2 Fn(x); z4 2 @[− n1=d=2; n1=d=2]dg< jx − yjp:
Then, T n;0 = Fn [ f(; x3)g is a tree on the connected weighted graph Gn . Since jfe 2
Hngj+1 is the number of connected components of Fn and since T n;0 =Fn [f(; x3)g
is a tree on Gn , we have jfe 2 Hngj+ 1 = jf(; x3)gj. In particular, we have
jfe 2 Hngj6jf(; x) 2 T n;0gj: (2.17)
Now, we claim that for the MST T n on G

n
jf(; x) 2 T n;0gj6jf(; x) 2 T n gj (2.18)
We rename the set f(; x): x 2 Png n f(; x) 2 T n;0g of edges from the boundary 
which are not in T n;0 as f(; x): x 2 Png n f(; x) 2 T n;0g= fe1; : : : ; emg. We run the
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add and delete algorithm to T n;0 with fe1; : : : ; emg to construct an MST T n on Gn (see
Lee (1997) for detail): Let T n;0 be given as the above. Once T

n; i has been determined,
form T n; i [ fei+1g. T n; i [ fei+1g contains a unique circuit Ci+1. Choose fi+1 2 Ci+1
such that jfi+1jp = maxe2Ci+1 jejp, and dene T n; i+1 = (T n; i [ fei+1g) n ffi+1g. T n;m is
then the MST T n . During the construction of T

n;m = T

n , if some edge (; x) in T

n;0
has been deleted at some step, say, at time l, then at the very same time we already
add an edge el of the form (; y), i.e., we have (2.18). By (2.17){(2.18) we still
have (2.16).
The next Proposition, which is a simple consequence of Lemma 7, provides some in-
teresting view on the Aldous{Steele conjecture. Recall that F is a forest. Let
Nn be the number of connected components of F containing some Poisson point in
[−n1=d=2; n1=d=2] and let N1 = limn!1Nn. Then, the conjecture is that N1 = 1 for
low dimensions and N1 6= 1 for high dimensions.
Proposition 2. There exists a constant C11 = C11(d) such that ENn6C11n(d−1)=d.
Proof. Since the number of connected components of Fn is greater than or equal to
Nn and since the number of connected components of Fn is jfe 2 Hngj + 1, we have
Nn6jfe 2 Hngj+ 1 and the Proposition follows from Lemma 7.
Lemma 8. Let T n be the MST on the connected weighted graph G

n . Then there
exists a constant C12 = C12(d; p) such that
E
X
(; x)2Tn
w((; x))6C12n(d−1)=d:
Proof. Let Q be a (d− 1)-dimensional cube, whose side length is 1, which is in the
boundary @[− n1=d=2; n1=d=2]d. Let En(Q) and En;f(Q) be
En(Q) = f(a; b) 2 T n : a 2 Pn; b 2 Qg;
En;f(Q) = f(a; b) 2 En(Q): ja− bj>
p
d− 1g:
Suppose that there are two rooted edges (a; b) and (a0; b0) of the MST T n which are
in En;f(Q). In general we may assume ja− bj> ja0 − b0j>
p
d− 1. Since (a; b) and
(a0; b0) are perpendicular to Q and since ja− a0j< ja− bj,
(T n n f(a; b)g) [ f(a; a0)g
has a smaller total weight than T n . Furthermore, it is a spanning tree on G

n . This is
a contradiction. Therefore, there is at most one rooted edge (a; b) in T n \ En;f(Q). If
there is one rooted edge (a; b) in T n \ En;f(Q), let Rn(Q) be
Rn(Q) = ja− bj:
Otherwise, we let Rn(Q) = 0. Then, we haveX
(a; b)2En(Q)
ja− bjp6(d− 1)p=2jEn(Q) n En;f(Q)j+ Rpn (Q):
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Obviously, EjEn(Q) n En;f(Q)j6C13. By the moment estimates of Kesten and Lee
(1996, Section 2), one can also see that ERpn (Q)6C13. Therefore, we have
E
X
(a; b)2En(Q)
ja− bjp6C14:
Since the boundary @[ − n1=d=2; n1=d=2]d can be partitioned into C15n(d−1)=d such Q's,
the lemma follows.
Proof of Theorem 1 (Upper bound for 0<p6d − 1). First we construct Tn. Some
edges e in Tn are in Fn and some are not. Suppose that Tn 6= Fn. Let Bn be
Bn = fb 2 [− n1=d=2; n1=d=2]d: (a; b) 2 T n ; a 2 Png:
Now, we unfold @[ − n1=d=2; n1=d=2]d in a certain way and we may consider Bn as a
subset of the (d− 1)-dimensional space. With this unfolding we construct an MST on
Bn. After this construction we fold again and we have a tree Tb on Bn which may not
be an MST on Bn. Since these b's are in the (d− 1)-dimensional face, by Lemma 6
E
X
e2Tb
jejp6C16np=dEjBnj(d−1−p)=(d−1)
6C16np=d(EjBnj)(d−1−p)=(d−1) (by Lemma 7)
6C16np=d(n(d−1)=d)(d−1−p)=(d−1) = C16n(d−1)=d: (2.19)
If (b; b0) 2 Tb, we add an edge (a; a0) to Fn, i.e., form
Fn [ f(a; a0) : (b; b0) 2 Tbg:
Note that ja−a0jp63pja−bjp+3pjb−b0jp+3pjb−ajp. Note also that by Lemma 1
the maximum vertex degree of Tb is bounded by Dd−1. Since by the argument of
Lemma 7, Fn [ f(a; a0) : (b; b0) 2 Tbg contains a tree on Pn, we have
EL(Pn; p)6 E
X
e2Fn
jejp + E
X
(b; b0)2Tb
ja− a0jp
6 E
X
e2Fn
jejp + E
X
(b; b0)2Tb
(3pja− bjp + 3pjb− b0jp + 3pjb0 − a0jp)
6 E
X
e2Fn
jejp + 2(3pDd−1)E
X
(a; b)2Tn ; a2Pn; b2Bn
ja− bjp + 3pE
X
e2Tb
jejp:
By (2.10),
E
X
e2Fn
jejp6(d; p)(2[n1=d=2] + 2)d6(d; p)n+ C17n(d−1)=d:
By Lemma 8,
E
X
(a; b)2Tn ; a2Pn; b2Bn
ja− bjp6C12n(d−1)=d:
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Therefore, by (2.19)
EL(Pn; p)6(d; p)n+ C18n(d−1)=d
and hence by Lemma 5 we have EL(Un; p)6(d; p)n + C19n(d−1)=d: Since n−1=dUn
are the n i.i.d. uniform points on [ − 1=2; 1=2]d in distribution, the upper bound for
0<p6d− 1 follows.
The previous argument strongly depends on Lemma 6, which unfortunately does not
hold for high p. To get an upper bound for high p we have to replace the estimate of
Lemma 6. We provide this replacement below. This one strongly depends on the fact
that L is superadditive (2.23), which does not hold for low p (see Lee, 1988b).
Lemma 9. For 16p<1
lim
n!1
EL(Pn; p)
n
= (d; p) (2.20)
and
EL(Pn; p)6(d; p)n: (2.21)
Moreover; we have
EL(Pn; p)6EL(Pn; p) + C20n(d−1)=d (2.22)
Proof. For a partition fQj; 16j6mdg of [0; 1]d into md subboxes of edge length m−1
we have
L(A; [0; 1]d; p)>
mdX
j=1
L(A \ Qj; Qj; p): (2.23)
Note that this does not hold for 0<p< 1. Therefore, since EL(Pn; p)6EL(Pn; p),
by Theorem 2 it suces to show (2.22). Let Gi, 16i6C21n(d−1)=d, be regularly spaced
grid points on the boundary of [ − n1=d=2; n1=d=2]d. For concreteness, for each pair
u; v 2 Zd with u 2 [ − n1=d=2; n1=d=2]d, v 62 [ − n1=d=2; n1=d=2]d, ju − vj = 1, j(u; v) \
@[ − n1=d=2; n1=d=2]dj = 1, we have one grid point, that is the boundary point in the
edge (u; v). Recall that in the case L(Pn; p)<L(Pn; p), we visualize the MST T n
on Gn by the collection of the MSTs T (Pn; j) with the edge (aj; bj), aj 2 Pn; j, bj 2
@[ − n1=d=2; n1=d=2]d, attached. For each (aj; bj) 2 T n , choose a nearest grid point
G( j) to the edge (aj; bj). Also, for each grid point Gi choose a nearest Poisson point
X(i) 2 [− n1=d=2; n1=d=2]d. Now, consider
En = (T n [ f(aj; G( j))g [ f(Gi; X(i))g) n f(aj; bj)g:
Note that En may be disconnected. From this set we construct a spanning tree on Pn
by the following. First, for each grid point Gi we name the connected components
T (Pn; j) of T n n f(aj; bj)g with G( j) = Gi or X(i) 2 T (Pn; j) as T 1i ; : : : ; Tmi . For each
Tki , 16k6m − 1, if (X ki ; Gi); (X k+1i ; Gi)2En, X ki 2Tki ; X k+1i 2Tk+1i , we add an edge
(X ki ; X
k+1
i ) to the forest
S
T (Pn; j). Second, for grid points Gi and Gj with jGi −
Gjj6C22 we add an edge (X 1i ; X 1j ) to
S
T (Pn; j). For large C22,
S
T (Pn; j) with these
added edges is connected graph on Pn. By deleting some edges, then we have a
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spanning tree ~Tn on Pn. By Lemma 8 we have E
P jaj−bjjp6C23n(d−1)=d and hence,
by Lemma 7,
E
X
jaj − G( j)jp6C23n(d−1)=d: (2.24)
Also, one can easily see that
E
X
jGi − X(i)jp6C23n(d−1)=d: (2.25)
Now, since ~Tn is a spanning tree on Pn, by the construction of ~Tn we have
EL(Pn; p)6 E
X
e2 ~Tn
jejp
6 EL(Pn; p) + C24

E
X
jaj − G( j)jp + E
X
jGi − X(i)jp

:
Therefore, (2.22) follows from (2.24){(2.25).
Proof of Theorem 1 (Upper Bound for 16p<1). By (2.21){(2.22) we have
EL(Un; p)6(d; p)n + C20n(d−1)=d: Since n−1=dUn are the n i.i.d. uniform points on
[− 1=2; 1=2]d in distribution, the upper bound for 16p<1 follows.
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