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9 LEAST ZERO OF A CUBIC FORM
by
T.D. Browning, R. Dietmann & P.D.T.A. Elliott
In memory of H. Davenport
Abstract. — An effective search bound is established for the least non-trivial integer
zero of an arbitrary cubic form C ∈ Z[X1, . . . ,Xn], provided that n > 17.
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1. Introduction
Let n > 3 and let F ∈ Z[X1, . . . , Xn] be an indefinite form of degree d > 2, with
coefficients of maximum modulus ‖F‖ and greatest common divisor 1. It is very
natural to try and ascertain procedures for determining whether or not the equation
F = 0 is soluble in integers. One such approach involves providing an effective upper
bound for the smallest positive integer λ with the property that when there is a non-
zero solution x = (x1, . . . , xn) ∈ Z
n to the equation F = 0, so there is such a solution
with max16i6n |xi| 6 λ. Let us denote this quantity by Λn(F ) when it exists.
When d = 1 the problem is straightforward, and it follows from Siegel’s lemma that
Λn(F ) 6 n
1
n−1 ‖F‖
1
n−1 . For polynomials of higher degree the problem has received
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the most attention in the case d = 2 of quadratic forms F = Q. There is a well-known
result due to Cassels [4], which shows that
Λn(Q) 6 cn‖Q‖
n−1
2 ,
with a completely explicit value of cn. Although the exponent of ‖Q‖ is known to be
best possible in general, recent joint work of Browning and Dietmann [3] demonstrates
that one can do much better for generic quadratic forms. It is interesting to remark
that Cassels’ bound played an important roˆle in the work of Birch and Davenport
[2] on the solubility in integers of Diophantine inequalities |Q(x1, . . . , xn)| < 1, for
suitable quadratic forms Q defined over R.
The situation for forms of degree d = 3 is far less satisfactory, and a proper analogue
of Cassels’ result for quadratic forms remains a distant prospect. Aside from the
intrinsic interest of this problem, such a bound would be very desirable in the context
of cubic Diophantine inequalities.
Let us record some of the progress that has been made for cubic forms F = C. Sup-
pose first that the form is diagonal and has 7 variables, with coefficients A1, . . . , A7.
Then Li [14] has shown that there is a non-trivial integral solution with
7∑
i=1
|Aix
3
i | 6 c|A1 · · ·A7|
14,
for some absolute constant c > 0. In particular it easily follows from this result that
Λn(C) 6 c‖C‖
95
3 , for any diagonal cubic form in n > 7 variables.
For general cubic forms one of the few results in the literature is due to Pitman
[16]. For any ε > 0, Pitman establishes the existence of constants Nε and cn,ε > 0
such that
Λn(C) 6 cn,ε‖C‖
25
6 +ε,
whenever n > Nε. One notes that the exponent of ‖C‖ is independent of n, unlike
the situation for quadratic forms discussed above. However, the number of variables
needed to make this argument work is extremely large. This loss is due to the wasteful
nature of the proof, in which a diagonalisation process is applied to reduce the problem
to bounding Λn(C) for a diagonal cubic form. Still working with cubic forms in many
variables, it has been shown by Schmidt [17, Theorem 2] that Pitman’s estimate is
valid with the exponent 256 replaced by a function e1(n) that tends to 0 as n→∞.
At the expense of a much weaker exponent of ‖C‖, it is nonetheless possible to
produce estimates for Λn(C) when n is as small as 17, by avoiding the use of diag-
onalisation arguments. This is the point of view adopted by Elliott [8] in his Ph.D.
thesis, where it is shown that there exists a constant cn > 0 such that
Λn(C) 6 cn‖C‖
e2(n),
for n > 17, where
e2(n) =
{
{1 + 34 (
n+24
n−16 )(
11n(n−1)
n−9 + 10n− 13)}{
(2n+3)2
8 − n− 1}, if n 6 30,
n{1 + 34 (
3n+120
3n−80 )(
11n(n−1)
n−9 + 10n− 13)}, if n > 30.
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Figure 1. The function e3(n) for 17 6 n 6 100
Taking n = 17 one finds that e2(17) = 2500417. In later work, seemingly unaware of
Elliott’s thesis, Lloyd [15] succeeded in showing that
Λ17(C) 6 c‖C‖
8×108 ,
for some absolute constant c > 0 and any non-singular cubic form in 17 variables.
Thus Lloyd’s exponent is worse than that obtained by Elliott and has the defect of
only applying to non-singular cubic forms.
The primary aim of this paper is to stimulate further interest in this and allied
problems. Our main achievement will be a sharper upper bound for Λn(C) when
n > 17. The following result deals with cubic forms C for which the corresponding
hypersurface C = 0 has a suitably restricted singular locus.
Theorem 1. — Let C ∈ Z[X1, . . . , Xn] be a cubic form, with n > 17, defining a
hypersurface with at most isolated ordinary singularities. Then for any ε > 0 there
exists a constant cn,ε > 0 such that
Λn(C) 6 cn,ε‖C‖
e3(n)+ε,
where
e3(n) =
{
22n3+107n2−597n−432
(n−2)(n−16)(n−9) , if n 6 20,
n4+125n3+1518n2−7236n−4320
32(n−2)(n−9) , if n > 20.
(1.1)
The constant cn,ε in Theorem 1 is effectively computable, a feature shared by all
the implied constants in this work. In Figure 1 we have graphed the function e3(n)
for small values of n. Taking n = 17 and ε sufficiently small, one concludes from
Theorem 1 that
Λ17(C) 6 c‖C‖
1071
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for an absolute constant c > 0, provided that the hypersurface C = 0 is non-singular or
contains isolated ordinary singularities. When n = 20 this exponent can be improved
to 261. Theorem 1 provides a palpable improvement over the earlier works of Elliott
or Lloyd discussed above. In fact e3(n) ∼
1
32n
2, as n→∞, whereas e2(n) ∼
63
4 n
2.
It is natural to ask what can be said about arbitrary cubic forms. At the expense
of a weaker exponent, we answer this in the following result.
Theorem 2. — Let C ∈ Z[X1, . . . , Xn] be a cubic form, with n > 17. Then there
exists an absolute constant c > 0 such that
Λn(C) 6 c‖C‖
360000.
All of the bounds for Λn(C) that we have discussed so far are based on applications
of the Hardy–Littlewood circle method, and our approach is no exception. The in-
formed reader will notice that the restriction to cubic forms in at least 17 variables is
at odds with current understanding of rational points on cubic hypersurfaces. Indeed,
by employing the machinery of Hooley [11] one ought to be able to handle cubic forms
that define hypersurfaces with at most isolated ordinary singularities in only 10 vari-
ables. Similarly, for general cubic forms, the work of Heath-Brown [10] should allow
a reduction from n > 17 to n > 14 in Theorem 2. Both of these improvements would
be at the expense of considerable extra labour, however. In the present investigation
we have decided to place the emphasis on brevity of exposition, and it is hoped that
the deficiency alluded to above will be taken in the light of this fact.
The relative strength of our results arises from a more sophisticated treatment of
the major arcs and of the positivity of the singular series. The latter phase of the
argument hinges upon good lower bounds for the quantity
̺(pk) = #{x ∈ (Z/pkZ)n : C(x) ≡ 0 (mod pk)}, (1.2)
for prime powers pk. Taking k = 1, the problem reduces to estimating the number of
points on the cubic hypersurface C = 0 over Fp. We will seek estimates of the form
̺(p) = pn−1 + O(pn−θ), where the implied constant depends at most on n. When
C is non-singular modulo p the work of Deligne shows that θ = n2 is permissible.
For general C we can take θ = 12 by the Lang–Weil estimate, provided that C is
absolutely irreducible modulo p. This is not good enough for our purposes however.
We circumvent this difficulty with the following result.
Theorem 3. — Let C ∈ Fp[X1, . . . , Xn] for n > 10. Suppose further that C is non-
degenerate. Then
̺(p) > pn−1 +O(pn−2), (1.3)
where the implied constant depends at most on n.
The investigation of least non-trivial zeros of cubic forms is currently enjoying a
resurgence of interest. The problem is most intriguing in the case n = 4 of surfaces.
As highlighted by Swinnerton-Dyer [19, Question 15], a real milestone in this domain
would be to discover whether one could estimate Λ4(C) effectively when C is diagonal.
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Elsenhans and Jahnel [9] have gone further, based on numerical calculations, asking
whether one can expect inequalities of the sort
Λ4(C) 6
cε
τ(C)1+ε
,
where τ(C) is a Tamagawa number associated to the corresponding cubic surface.
It would be interesting to explore whether the ideas in this paper could be adapted
to handle non-singular forms of degree exceeding 3. This would be in complete analogy
to the extension by Birch [1] to higher degree of Davenport’s [5] treatment of cubic
forms. It is easily checked that the treatment of minor and major arcs goes through
with little alteration. The main obstacle appears to be achieving effective lower
bounds for the singular integral and singular series, respectively.
Notation. — All of the implied constants in our work will be allowed to depend
on n and ε, with any further dependence being made completely explicit. We will
adhere to common practice and allow ε to take different values at different parts of the
argument, but we shall always assume it to be very small. Throughout the remainder
of the paper we write
M = ‖C‖,
for the height of the cubic form C that is under scrutiny, and |x| for the norm
max16i6n |xi| of any vector x ∈ R
n.
Acknowledgement. — While working on this paper the first author was supported
by EPSRC grant number EP/E053262/1.
2. Skeletal proof of the theorems
We write our cubic form in the shape
C(x1, . . . , xn) =
∑
i,j,k
cijkxixjxk, (2.1)
in which the coefficients cijk ∈ Z are symmetric in the indices i, j, k. According to our
hypothesis concerning notation the modulus of any coefficient cijk is bounded by M .
We claim that it will suffice to proceed under the assumption that c111 is positive,
with
c111 ≫M, (2.2)
for an absolute implied constant.
Now it is already plain that there is no loss of generality in assuming that one of
|c111|, |c112|, |c123| is at leastM . Suppose that |c123| > M and for σ ∈ {−1, 1} consider
the unimodular transformation
xi 7→
{
yi, if 1 6 i 6 n and i 6= 3,
σy1 + y3, if i = 3.
This produces a new cubic form C′(y1, . . . , yn) such that ‖C
′‖ ≪ M , with integer
coefficients c′ijk(σ). In particular we have
|c′112(σ)| = |c112 + 2σc123 + c233| = |2c123|+ |c112 + c233| > 2M,
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on choosing σ to be the sign of c−1123(c112 + c233).
Hence it suffices to assume that |c112| > M above. We now carry out the unimod-
ular transformations
xi 7→
{
yi, if 1 6 i 6 n and i 6= 2,
σy1 + y2, if i = 2,
for σ ∈ {−1, 1}. If |c′111(σ)| >
M
2 for either choice of σ then we will be done.
Alternatively, we have M2 > |c
′
111(σ)| = |c111+σc112+c122+σc222|, for σ =∈ {−1, 1}.
Choosing σ to be the sign of c111 + c122, we deduce that |c112 + c222| <
M
2 , whence
|c222| > | − c112| − |c112 + c222| >
M
2
.
On permuting the variables we can therefore assume that (2.2) holds in this case too.
Note that the reduction from negative c111 to positive c111 is trivially achieved by
multiplying the equation through by −1.
The basic idea behind the proof of Theorems 1 and 2 is very simple. Given a
suitable bounded region B ⊂ Rn we wish to establish an asymptotic formula for the
counting function
N(P ) = NB(P ;C) =
∑
x∈Zn∩PB
C(x)=0
1,
as P → ∞, uniformly in the coefficients of C. Here, PB = {Px : x ∈ B}. One
then obtains explicit bounds on the size of P needed to ensure that the main term
dominates the error term in this estimate. For such P we will thus have N(P ) > 0,
which then yields an upper bound for Λn(C).
As indicated in the introduction we plan to use the Hardy–Littlewood circle method
to estimate N(P ), based on the argument developed by Davenport [5]. For given
z ∈ Rn and ̺ ∈ (0, 1), let
B = B(z; ̺) =
n∏
i=1
[zi − ̺, zi + ̺].
This is the box that we will work with. Note that meas(B) = 2n̺n. The choice of z
and ̺ will be made in due course, but we record now that
M−2−
5
n−2 ≪ ̺≪M−2−
5
n−2 , |z| ≪M
1
n−2 . (2.3)
Recall the definition (2.1) of the cubic form C. We define an n× n matrix M(x)
by taking its entries to be
M(x)jk =
∑
16i6n
cijkxi. (2.4)
Let ψ ∈ R>1 ∪ {∞}. If one writes r(x) = rank(M(x)), then we shall say that C is
“ψ-good” if for any ε > 0 the estimate
#{x ∈ Zn : |x| 6 H, r(x) = r} ≪ Hr+ε (2.5)
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holds for each 0 6 r 6 n and any H in the range 1 6 H 6 Mψ. Although we will not
make this restriction yet, it turns out that our work is optimised by taking ψ = ∞
for the proof of Theorem 1 and ψ = 2646 for the proof of Theorem 2.
An ∞-good form is one for which (2.5) holds for each 0 6 r 6 n and H > 1. It
follows from work of Hooley [11, Lemma 28] that cubic forms defining a hypersurface
with at most isolated ordinary singularities are all ∞-good. The following result,
which will be proved in §3, handles the possibility that C fails to be ψ-good, for a
given choice of ψ.
Proposition 1. — Let n > 3 and let ψ > 1. Then either C is ψ-good or
Λn(C)≪M
n2
2 −1+
ψn(n−1)
2 . (2.6)
By our remarks above we may assume that the cubic forms considered in Theorem 1
are∞-good. For a ψ-good cubic form C we now desire an estimate for N(P ) in which
the implied constant is completely uniform in ̺, z and in the coefficients of C. Our
starting point is the identity N(P ) =
∫ 1
0
S(α)dα, where
S(α) =
∑
x∈Zn∩PB
e(αC(x)).
We will always assume that ̺P > 1, so that this sum is non-trivial. Let P0 > 1. We
will take as major arcs
M(a, q) =
[a
q
−
P0
M̺3P 3
,
a
q
+
P0
M̺3P 3
]
,
for given coprime integers a, q such that 0 6 a < q 6 P0. The full set of major arcs is
M =
⋃
q6P0
q−1⋃
a=0
gcd(a,q)=1
M(a, q),
and the corresponding set of minor arcs is m = [0, 1]\M, defined modulo 1. Our work
will be optimised by taking
P0 =
(
M
n
8 ̺P
) 8
n+16 . (2.7)
It is clear that P0 > 1. Note, furthermore, that the union of major arcs will be disjoint
provided that P0 ≪M
1
3 ̺P. Substituting in our choice of P0, we see that this holds if
and only if ̺P ≫M
2(n−8)
3(n+8) , which follows from the assumption that
P ≫M15, (2.8)
for ̺ satisfying (2.3) and n > 17. Moreover, under this assumption it follows that
P0 ≪M
n
n+16P
8
n+16 ≪M−4P 2. (2.9)
This will prove useful shortly.
The truncated singular series for our counting problem is given by
S(R) =
∑
q6R
∑
06a<q
gcd(a,q)=1
q−n
∑
r (mod q)
eq(aC(r)), (2.10)
8 T.D. BROWNING, R. DIETMANN & P.D.T.A. ELLIOTT
for any R > 1. The assumption that our cubic forms are ψ-good is rather weak when
ψ < ∞ and we cannot hope to establish the usual Hardy–Littlewood asymptotic
formula for the full class of ψ-good cubic forms. In particular, the singular series
S = limR→∞S(R) may fail to converge in general and we will be forced to work with
the truncated series instead. The following two results handle the contribution from
the minor arcs and major arcs, and will be established in §4 and §5, respectively.
Proposition 2. — Let ε > 0 and assume that n > 17. Assume that C is ψ-good and
that ̺P > 1. Then we have∫
m
|S(α)|dα ≪M−
ψn
4 ̺nPn+ε +M
n
8−1̺n−3Pn−3+εP
2−n8
0 .
Proposition 3. — Let ε > 0 and assume that n > 17. Assume that C is ψ-good and
(2.8) holds. Then there exists a positive constant I satisfying I ≫ ̺n−1M−1−
2
n−2
such that ∫
M
S(α)dα = S(P0)IP
n−3 +O
(
M−1̺n−4Pn−4P 40
)
+O
(
M
n
8+
7
2+
11
n−2 ̺n−
1
2Pn−3P
− 12
0
)
+O
(
M6−
ψn
4 ̺nPn−3P
3
2+ε
0
)
.
In our application we will take any ̺ in the range (2.3), under which assumption
we have
I≫M−
2n2−1
n−2 (2.11)
in Proposition 3. Furthermore, under (2.9), it follows that the third error term in
this result is O(M−
ψn
4 ̺nPn+ε). Making the choice (2.7) for P0, Propositions 2 and 3
combine to give the following result.
Proposition 4. — Let ε > 0 and assume that n > 17. Assume that C is ψ-good and
(2.8) holds. Then we have
N(P ) = S(P0)IP
n−3 +O
(
M
4n
n+16−1(̺P )
32
n+16+n−4+ε
)
+O
(
M−
ψn
4 ̺nPn+ε
)
+O
(
M
n(n+12)
8(n+16)
+ 72+
11
n−2 ̺n−
1
2−
4
n+16Pn−3−
4
n+16
)
+O
(
M
n
8−1−
n(n−16)
8(n+16) ̺n−3−
n−16
n+16Pn−3−
n−16
n+16+ε
)
.
We have one major task remaining: we must establish an effective lower bound for
the truncated singular series (2.10). This is probably the most challenging part of our
argument. The following result will be proved in §7.
Proposition 5. — Let ε > 0 and assume that n > 17. Suppose that (2.6) does not
hold and that C is ψ-good. If ψ =∞ then
S(P0)≫M
− 12n
n−9−εP−ε0 −M
n
8 P
2−n8+ε
0 .
If ψ <∞ and δ satisfies
2 < δ <
n
8
,
2n
n− 8δ
< 1 + 2ψ, (2.12)
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with P0 ≪M
1+2ψ, then we have
S(P0)≫M
− 12n
n−9−εP−ε0 −M
n
n−8δ+εP 2−δ+ε0 .
We now have everything in place to deduce Theorems 1 and 2. Beginning with the
former we suppose that C defines a hypersurface with n > 17 variables and at most
isolated ordinary singularities. Then we have already seen that C is ∞-good by the
work of Hooley [11, Lemma 28]. We will take
P =M e3(n)+ε
in Proposition 4, where e3(n) is given by (1.1). In particular it is clear that (2.8)
holds for n > 17. With this choice of P , and for ̺ in the range (2.3), we may combine
the lower bound in (2.11) with the first part of Proposition 5 to conclude that
S(P0)IP
n−3 ≫M (n−3)e3(n)−
2n2−1
n−2 −
12n
n−9−ε
in Proposition 4. We must now check that each error term in Proposition 4 is smaller
than this bound with the above choice of P . This is clearly trivial for the second
term, and for the the remaining terms it follows from a tedious calculation. Thus we
may conclude that N(P ) > 0 for our choice of P , which therefore gives the statement
of Theorem 1.
Turning to the deduction of Theorem 2, in which no restrictions are made upon
the singular locus of C = 0, we observe that for a given cubic form in n > 17 variables
we can always set n− 17 of the variables equal to zero in order to obtain a cubic form
in exactly 17 variables. Thus it follows that we may proceed under the assumption
that n = 17. Following the argument above we will take
P =ME
in Propositions 4 and 5 and we will optimise for E. In particular, taking ̺ in the
range (2.3), we see that (2.7) becomes
P0 = cM
8E
33 −
5
99 .
for a suitable absolute constant c > 0. We will assume that E > 15, so that (2.8)
holds. Taking n = 17 we note that if C fails to be ψ-good, then Proposition 1 gives
Λn(C)≪M
143+ 12+136ψ, (2.13)
with an absolute implied constant. We may suppose therefore that C is ψ-good.
Under this assumption for n = 17 we deduce that either (2.13) holds or else we
can combine Propositions 4 and 5 with (2.11) to obtain
N(P ) = S(P0)IP
14 +O
(
M
461E
33 −
3122
99 +ε +M17E−
119
3 −
17ψ
4
)
,
for E > 15, with
S(P0)IP
14 ≫M14E−
577
15 −ε
(
M−
51
2 −M
17
17−8δ+(2−δ)(
8E
33 −
5
99 )
)
.
The latter lower bound is for any δ such that (2.12) holds and is valid provided that
P0 ≪M
1+2ψ, which forces upon us the additional constraint
8E
33
−
5
99
6 1 + 2ψ. (2.14)
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Let us write δ = 2 + δ0, say. Then the constraints in (2.12) become
0 < δ0 <
1
8
,
34
1− 8δ0
< 1 + 2ψ. (2.15)
We observe that the first term dominates the second term in our lower bound for
S(P0)IP
14 provided that
8E
33
−
5
99
>
1
δ0
(51
2
+
17
1− 8δ0
)
.
We will choose δ0 to minimise the right hand side, subject to the left hand condition
in (2.15). Taking δ0 = 0.076 and selecting E to be the least integer satisfying this
inequality, we therefore deduce that N(P ) > 0 if
3739 = E <
17ψ
12
−
81
10
. (2.16)
Collecting together (2.14), (2.15) and (2.16), we conclude that Λn(C)≪M
E provided
that C is ψ-good for ψ > 2646. Note that the implied constant in this estimate is
independent of n since we are applying the circle method machinery at n = 17.
Taking ψ = 2646 and combining this with (2.13), we therefore arrive at the statement
of Theorem 2.
3. Elementary considerations
In this section we establish Proposition 1, thereby clearing the way for an applica-
tion of the circle method. The following well-known result will prove useful, its proof
being readily supplied by consulting [18, Lemma I.1], for example.
Lemma 1. — Let m > k > 1, and suppose that a1, . . . , ak ∈ Z
m are non-zero with
modulus at most A. Then there exists x ∈ Zm such that
a1.x = · · · = ak.x = 0
and 0 < |x| ≪m A
k
m−k .
Our proof of Proposition 1 closely follows the argument of Davenport [5, §2], and
so we will attempt to be brief. Let us write
Bj(x;y) =
∑
i,k
cijkxiyk, (3.1)
for the jth bilinear form in the system M(x)y. For given ψ > 1 we must deal
with the possibility that C fails to be ψ-good. Thus there exists r ∈ Z ∩ [0, n] and
H ∈ Z ∩ [1,Mψ] such that there are ≫ Hn−r+ε points x, with |x| 6 H , such that
the bilinear equations M(x)y = 0 have exactly r linearly independent solutions in
y; that is, for which the matrix M(x) has rank exactly n − r. In particular we may
assume that r > 1, since there are O(Hn) integer vectors x with |x| 6 H .
Our goal is to derive the existence of a solution x ∈ Zn to the equation C(x) = 0,
with
0 < |x| ≪M
n2
2 −1H
n(n−1)
2 . (3.2)
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Given that H 6 Mψ this will therefore ensure that (2.6) holds, as required to conclude
the proof of the proposition.
Let X denote the set of integer points |x| 6 H for which some particular minor of
order n−r is non-zero and all minors of order n−r+1 are zero. Then #X ≫ Hn−r+ε,
by assumption. For any x ∈ X , we suppose without loss of generality that the non-
zero minor of order n − r, ∆ say, lies in the top left-hand corner. It follows that
solutions to the entire system of equationsM(x)y = 0 can be deduced from solutions
to the first n− r bilinear equations
B1(x;y) = · · · = Bn−r(x;y) = 0.
For 1 6 i 6 r, let ∆
(i)
j denote the determinant obtained from ∆ by replacing the jth
column by the (n − r + i)th column. Then an application of Cramer’s rule reveals
that r linearly independent solutions of the system M(x)y = 0 are given by
y(1) =(∆
(1)
1 , . . . ,∆
(1)
n−r,−∆, 0, . . . , 0),
...
y(r) =(∆
(r)
1 , . . . ,∆
(r)
n−r, 0, . . . , 0,−∆).
Note that each such vector is non-zero since ∆ 6= 0, and furthermore, has modulus
O((MH)n−r). Indeed, each ∆
(i)
j ,∆ is a form in x of degree n − r with integer
coefficients of modulus O(Mn−r).
Now consider any pointY =
∑r
p=1 λpy
(p) in the r-dimensional linear space spanned
by y(1), . . . ,y(r). Arguing as in the proof of [5, Lemma 3] we are led to the conclusion
that ∑
j
∑
k
cνjkYjYk +
∑
k
r∑
p=1
λp∆
(p)
k
∂Yk
∂xν
=
∑
j
r∑
p=1
λpYj
∂∆
(p)
j
∂xν
, (3.3)
for each 1 6 ν 6 n. We now appeal to [5, Lemma 2], with f1, . . . , fN being all the
minors ∆
(p)
j of order n− r+1, for 1 6 j 6 n and 1 6 p 6 r. Thus there is an element
x ∈ X for which all ∆
(p)
j are zero and for which the matrix
{∂∆(p)j
∂xν
}
16j,ν6n
16p6r
has rank at most r − 1. But then, for 1 6 j 6 n and 1 6 p 6 r, the rows
∂∆
(p)
j
∂x1
, . . . ,
∂∆
(p)
j
∂xn
, are all linearly dependent on r − 1 particular rows, which we de-
note by U
(̺)
1 , . . . , U
(̺)
n , for 1 6 ̺ 6 r− 1. These are all integers and are the values of
bihomogeneous forms of degree n− r + 1 in the coefficients of C and degree n− r in
x. It therefore follows that U
(̺)
ν ≪Mn−r+1Hn−r for 1 6 ν 6 n and 1 6 ̺ 6 r − 1.
We may now deduce the existence of numbers Tjp̺ ∈ Q such that
∂∆
(p)
j
∂xν
=
r−1∑
̺=1
Tjp̺U
(̺)
ν ,
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for 1 6 j 6 n and 1 6 p 6 r. At the particular point x under consideration we make
this substitution into (3.3), multiply by Yν and finally sum over ν. This yields
C(Y) =
r−1∑
̺=1
V̺
r∑
q=1
∑
ν
λqy
(q)
ν U
(̺)
ν ,
where V̺ =
∑r
p=1
∑
j λpYjTjp̺. We will choose the numbers λ1, . . . , λr to satisfy
r∑
q=1
λq
∑
ν
y(q)ν U
(̺)
ν = 0,
for 1 6 ̺ 6 r − 1. Observe that
∣∣∣∑ν y(q)ν U (̺)ν ∣∣∣ ≪ M2(n−r)+1H2(n−r). Hence an
application of Lemma 1 with (k,m) = (r − 1, r) implies that there exists a non-zero
solution (λ1, . . . , λr) ∈ Z
r to this system of equations, in which
λi ≪ (M
2(n−r)+1H2(n−r))
r−1
r−(r−1) =M (2(n−r)+1)(r−1)H2(n−r)(r−1),
for 1 6 i 6 r. But then
|Y| ≪ max
i,p
|λi||y
(p)| ≪M (2(n−r)+1)(r−1)H2(n−r)(r−1)(MH)n−r
=M (2r−1)(n−r)+r−1H(2r−1)(n−r).
Since the maximum over 1 6 r 6 n is attained at r = n2 , this therefore confirms the
existence of a solution x ∈ Zn to the equation C(x) = 0 with (3.2) holding.
4. The minor arcs
Our main task in this section is to investigate the cubic exponential sum S(α),
for typical α ∈ [0, 1], under the assumption that the underlying cubic form is ψ-
good. Let Q > 1. By Dirichlet’s approximation theorem there exist coprime integers
0 6 a < q 6 Q such that α = a
q
+ z for some z ∈ R such that |z| 6 (qQ)−1. Our work
will be optimised by taking
Q =M
1
2 (̺P )
3
2 , (4.1)
in which we recall the notation M = ‖C‖ and the standing assumption that ̺P > 1
in the definition of S(α).
With this choice of α we must produce an upper bound for S(α) that is uniform
in the various parameters ̺, z and M . The basic underlying approach is that of
Davenport, which is based on an application of Weyl differencing.
Lemma 2. — Let ε > 0 and assume that ̺P > 1. Assume that α = a
q
+ z for
coprime integers 0 6 a < q and that C is ψ-good. Then we have
S(α)≪ (̺P )n+ε
( 1
̺2P 2
+Mq|z|+
q
̺3P 3
+
1
q
min
{
M,
1
|z|̺3P 3
}
+
1
M2ψ
)n
8
.
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Proof. — Beginning with the first step in the Weyl differencing process, we obtain
the inequality
|S(α)|2 6
∑
w∈Zn∩PB
∣∣∣ ∑
x∈Zn∩R(w)
e
(
α(C(x +w)− C(x))
)∣∣∣,
where R(w) is a certain box inside PB, depending on w. An application of Cauchy’s
inequality now yields
|S(α)|4 ≪ ̺nPn
∑
w,x∈Zn∩PB
∣∣∣ ∑
y∈Zn∩S (w,x)
e
(
αC(w,x;y)
)∣∣∣,
where S (w,x) ⊆ PB is a further region depending on w and x, and
C(w,x;y) = C(w + x+ y) − C(w + y) − C(x+ y) + C(y).
Here we have used the fact that #(Zn ∩ PB) ≪ (̺P + 1)n ≪ ̺nPn, which follows
from the fact that ̺P > 1.
Recall the notation introduced in (2.1) for the coefficients of C, and the definition
(3.1) of the bilinear forms Bi(w;x), for 1 6 i 6 n. It is now straightforward to arrive
at the conclusion that
|S(α)|4 ≪ ̺nPn
∑
w,x∈Zn∩PB
n∏
i=1
min{̺P, ‖6αBi(w;x)‖
−1}.
We proceed to estimate the sum over w and x, which we call M(α, P ).
For fixed w, let N(w) denote the number of points x ∈ Zn such that |x| 6 2̺P
and ‖6αBi(w;x)‖ < ̺
−1P−1, for 1 6 i 6 n. Then for any integers r1, . . . , rn with
0 6 ri < ̺P , and fixed w, we claim that there are at most N(w) points x ∈ Z
n ∩PB
which satisfy
ri
̺P
6 {6αBi(w;x)} <
ri + 1
̺P
,
for 1 6 i 6 n. To see this, suppose that x0 is any one such point and write y = x0−x.
If x ∈ Zn ∩ PB also satisfies the inequalities involving the ri, then clearly
‖6αBi(w;y)‖ = ‖6αBi(w;x0 − x)‖ < ̺
−1P−1,
and |y| 6 2̺P . Hence there are at most N(w) possibilities for y.
It therefore follows that
M(α, P )≪
∑
w∈Zn∩PB
N(w)
̺P∑
r1=0
· · ·
̺P∑
rn=0
n∏
i=1
min
{
̺P,
̺P
ri
}
≪
∑
w∈Zn∩PB
N(w)(̺P logP )n,
whence
|S(α)|4 ≪ (̺P )2n(logP )n#
{
(w,x) ∈ Z2n :
w ∈ PB, |x| 6 2̺P,
‖6αBi(w;x)‖ < (̺P )
−1
}
.
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Assuming that the set whose size needs to be estimated has at least one point (w0,x0),
say, we make the substitution t = w0 −w. Then, since ‖α+ β‖ 6 ‖α‖+ ‖β‖ for any
real numbers α, β, we easily deduce that
|S(α)|4 ≪ (̺P )2n(logP )n#
{
(t,x) ∈ Z2n :
|t|, |x| 6 2̺P,
‖6αBi(t;x)‖ < 2(̺P )
−1
}
.
One now follows more or less verbatim the argument described in detail by Heath-
Brown [10, §2]. Thus we obtain
|S(α)|4 ≪
(̺P )2n(logP )n
Z2n
#
{
(w,x) ∈ Z2n : |w|, |x| ≪ Z̺P, M(w)x = 0
}
,
in the notation of (2.4), for any Z ∈ R such that
0 < Z < 1, Z2 ≪ (Mq|z|̺2P 2)−1, Z2 ≪ ̺q−1P,
and
Z2 ≪ max
{ q
M̺2P 2
, q̺P |z|
}
.
For such Z, we wish to apply (2.5) to estimate the above cardinality.
Now if Z̺P < 1 it trivially follows that
|S(α)|4 ≪ (̺P )4n ≪ Z−n(̺P )3n+ε.
Assuming that Z̺P > 1 we write H = Z̺P . Under the hypothesis that C is ψ-good,
we deduce that
|S(α)|4 ≪
(̺P )2n(logP )n
Z2n
∑
16r6n
∑
|w|≪H
r(w)=r
(Z̺P )n−r ≪ Z−n(̺P )3n+ε,
by (2.5), provided that H = Z̺P 6 Mψ. Choosing Z as big as possible, given all of
these constraints, we easily conclude the proof of Lemma 2.
A useful feature of Lemma 2 is that the upper bound is completely independent
of the choice of z made in the definition of the box B. We are now in a position
to deduce a number of useful estimates from this result. A key ingredient in our
treatment of the truncated singular series is an estimate for the complete sum
S(a, q) =
∑
r (mod q)
eq(aC(r)), (4.2)
for given coprime integers a, q such that q > 1. It is easily checked that the proof of
Lemma 2 goes through with B replaced by the box [0, ̺)n. Taking (̺, P, z) = (1, q, 0),
we deduce the subsequent estimate for S(a, q).
Lemma 3. — Let ε > 0 and assume that C is ψ-good. Then we have
S(a, q)≪M
n
8+εq
7n
8 +ε +M−
ψn
4 qn+ε.
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Assuming for the moment that C is ∞-good, one can adapt the van der Corput
argument developed by Heath-Brown [10, §3] to derive a bound of the shape
S(a, q)≪M
n
6 q
5n
6 +ε
for q > M . While this is considerably sharper than Lemma 3, it is not enough to give
a worthwhile saving without an extensive overhaul of our minor arc treatment.
Recall the definition (4.1) of Q. The following result is a further easy consequence
of Lemma 2.
Lemma 4. — Let ε > 0 and assume that C is ψ-good. Assume that α = a
q
+ z for
coprime integers 0 6 a < q 6 Q such that |z| 6 (qQ)−1. Then we have
S(α)≪ (̺P )n+ε
{
q−
n
8 min
{
M,
1
|z|̺3P 3
}n
8
+M−
ψn
4
}
.
We are now equipped to tackle the proof of Proposition 2. Let α ∈ m, and write
α = a
q
+ z for coprime integers a, q such that 0 6 a < q 6 Q, and z ∈ R such that
|z| 6 (qQ)−1. Here, as usual, Q is given by (4.1). In particular, we may assume that
q > P0 whenever |z| 6 M
−1̺−3P−3P0 =
P0
Q2
, else α ∈ M(a, q). It now follows from
Lemma 4 that∫
m
|S(α)|dα≪ (̺P )n+ε
(
M−
ψn
4 +
∑
q6Q
q1−
n
8
∫ 1
qQ
− 1
qQ
min
{
M,
1
|z|̺3P 3
}n
8
dz
)
≪ (̺P )n+ε
(
M−
ψn
4 +M
n
8−1̺−3P−3P
2−n8
0
)
=M−
ψn
4 ̺nPn+ε +M
n
8−1̺n−3Pn−3+εP
2−n8
0 ,
since n > 17. This therefore concludes the proof of Proposition 2.
5. The major arcs
The purpose of this section is to establish Proposition 3, for which we assume that
n > 17. It will be convenient to define B to be the smallest real number exceeding 1
such that B ⊆ [−B,B]n. In particular we have
1 6 B ≪ 1 + |z|. (5.1)
Let a, q be coprime integers such that 0 6 a < q 6 P0, and let α =
a
q
+ z ∈M(a, q).
Then we have
S(α) =
∑
r (mod q)
eq(aC(r))
∑
y∈Zn
r+qy∈PB
e(zC(r+ qy)). (5.2)
We wish to show that the sum over x can be replaced by an integral. It turns out that
a sharper error term is available through the Poisson summation formula, rather than
using the approach adopted by Davenport [5, §8]. This is achieved in the following
result.
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Lemma 5. — Let α = a
q
+ z ∈ M(a, q), for coprime integers a, q such that 0 6
a < q 6 P0, where P0 is given by (2.7). Assume that (2.8) holds. Then either
Λn(C) = O(1), or else we have
S(α) = q−nS(a, q)IP (z) +O
(
q(̺P )n−1
)
,
where S(a, q) is given by (4.2) and
IP (z) =
∫
PB
e(zC(x))dx.
Proof. — Let f ∈ Z[X1, . . . , Xn] be a homogeneous polynomial of degree d > 3 for
which one of the partial derivatives ∂
2f
∂X2i
vanishes identically. It is then a trivial matter
to see that the coefficient of Xdi vanishes in f , whence the equation f = 0 has the
non-trivial integer solution (0, . . . , 0, 1, 0 . . . , 0), with only the ith component of the
vector being non-zero.
Let us define a box C =
∏n
i=1[ai, bi], for ai, bi ∈ R. We let RC = max16i6n |bi−ai|.
Still in the setting of arbitrary forms f as above, and with λ being an arbitrary non-
zero real number, we will show that∑
x∈Zn∩PC
e(λf(x)) =
∫
PC
e(λf(t))dt+Od(ψ
−1(RCP )
n−1), (5.3)
under the hypothesis that none of the partial derivatives ∂
2f
∂X2i
vanish identically, and
furthermore, there exists ψ ∈ (0, 1] such that
|λ∇f(x)| 6 1− ψ
for all x ∈ PC . We may clearly proceed under the assumption that RCP > 1, since
otherwise (5.3) is trivial.
We argue by induction on n. For the case n = 1, with I = [Pa1, P b1], we deduce
from [12, Proposition 8.7] that∑
x∈Z∩I
e(λf(x)) =
∫
I
e(λf(t))dt+O(ψ−1), (5.4)
provided that f ′′(t) 6= 0 and |λf ′(t)| 6 1 − ψ on I. When f ∈ Z[X ] is a polynomial,
then provided it does not vanish identically, we see that f ′′ is a polynomial that has
at most d− 2 roots in R. Breaking up the interval I into the finite number of pieces
on which f ′′ has constant sign, we easily conclude that (5.3) holds in the case n = 1.
When n > 1 we have∑
x∈Zn∩PC
e(λf(x)) =
∑
y∈Zn−1∩PC1
∑
xn∈Z∩I
e(λf1(xn)),
where y = (x1, . . . , xn−1), C1 =
∏n−1
i=1 [ai, bi], I = [Pan, P bn], and f1(X) = f(y, X).
We may now apply (5.4) to estimate the inner sum, finding that∑
x∈Zn∩PC
e(λf(x)) =
∑
y∈Zn−1∩PC1
( ∫
I
e(λf1(t))dt+O(δf1ψ
−1)
)
,
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where
δf1 = min
{
RCP,#{t ∈ I : f
′′
1 (t) = 0}
}
.
Let us divide the y in the outer summation into two sets: those for which f ′′(y, X)
vanishes identically as a polynomial in X , and those for which it does not. It follows
from elimination theory that the cardinality of the first set is O((RCP )
n−2), since ∂
2f
∂X2n
doesn’t vanish identically. The cardinality of the second set is clearly O((RCP )
n−1).
Moreover, for y belonging to the second set we have δf1 = Od(1). Putting this
together we deduce that
∑
x∈Zn∩PC
e(λf(x)) =
∫
I
∑
y∈Zn−1∩PC1
e(λf(y, t))dt +Od
(
ψ−1(RCP )
n−1)
)
.
Finally, we apply the induction hypothesis to estimate the integrand, which thereby
completes the proof of (5.3).
We are now ready to establish Lemma 5. Let f(y) = C(r + qy). We may assume
that none of the diagonal second order derivatives of f vanish identically, since the
alternative hypothesis implies that Λn(C) = O(1). Given any y in the box PC
determined by the inequalities r+ qy ∈ PB, we clearly have z∇f(y)≪ q|z|M(BP )2,
where B satisfies the inequality in (5.1) and ̺, |z| are assumed to satisfy (2.3). On
recalling the definition of the major arcs, together with the expression (2.7) for P0,
so it follows that
q|z|M(BP )2 ≪
(1 + |z|)2P 20
̺3P
≪
M
2n
n+16+
2
n−2 (̺P )
16
n+16
̺3P
≪M
2n
n+16+
2
n−2+
(3n+32)(2n+1)
(n+16)(n−2) P
16
n+16−1
=
(M 8n2+65n+64n−2
Pn
) 1
n+16
.
Taking the inequality in (2.8) for P one easily deduces that this is O(M−δ) for a
certain value of δ > 0 when n > 17. Taking ψ = 1 − q|z|M(BP )2, we therefore
deduce that ψ ≫ 1. In the present setting we have RC =
2̺
q
. It therefore follows
from applying (5.3) in (5.2) that
S(α) − q−nS(a, q)IP (z)≪ q
n
(̺P
q
)n−1
= q(̺P )n−1.
This completes the proof of the lemma.
It is perhaps interesting to compare Lemma 5 with Davenport’s approach. If we
were to apply his argument directly we would instead be led to an overall error term
O
(
qB2̺n−3Pn−1P0
)
in the lemma, which is visibly worse.
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Integrating over |z| 6 (M̺3P 3)−1P0 = ZP
−3, say, we may now deduce from
Lemma 5 that∫
M(a,q)
S(α)dα = q−nS(a, q)
∫
|z|6ZP−3
IP (z)dz +O
( q̺n−4Pn−4P0
M
)
= q−nS(a, q)I(Z)Pn−3 +O
(̺n−4Pn−4P 20
M
)
,
where
I(Z) =
∫
|z|6Z
I1(z)dz.
On recalling the definition (2.10) of S(P0), and summing over the relevant a, q, we
deduce that ∫
M
S(α)dα = S(P0)I(Z)P
n−3 +O
(̺n−4Pn−4P 40
M
)
, (5.5)
where Z =M−1̺−3P0.
We would now like to show that I(Z) can be approximated by a positive constant
as Z → ∞. Thus it is time to choose the real point z that features in our definition
of B = B(z; ̺). The following argument is a refinement of an analogous result due
to Lloyd [15, Lemma 4.1].
Lemma 6. — Either
Λn(C)≪M
1
n−2 , (5.6)
or else there exist constants c, c′ > 0 and a vector z = (ξ,y) ∈ Rn such that C(z) = 0
and
M−1−
2
n−2 ≪ |ξ| ≪M
1
n−2 , |y| ≪M
1
n−2 , (5.7)
with
∂1 =
∂C
∂x1
(ξ,y) >
c
M1+
4
n−2
(5.8)
and
|∂2| =
∣∣∣ ∂C
∂x2
(ξ,y)
∣∣∣ > c′
M2+
7
n−2
. (5.9)
Proof. — Let us write
C(x) = ax31 + F1x
2
1 + F2x1 + F3,
where a = c111 ∈ Z and Fi ∈ Z[X2, . . . , Xn] are forms of degree i, with F1 =
3
∑n
i=2 c11iXi. It follows from (2.2) that a ≫ M . Furthermore, Lemma 1 implies
that there exists y = (y2, . . . , yn) ∈ Z
n−1 such that F1(y) = 0 and 0 < |y| ≪M
1
n−2 .
In particular we may assume that F3(y) 6= 0, else consideration of the point (0,y)
shows that (5.6) holds.
Writing F2 = F2(y) and F3 = F3(y) we have C(X1,y) = aX
3
1 + F2X1 + F3, with
∂C
∂X1
(X1,y) = 3aX
2
1 + F2.
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Since a > 0 we have C(x1,y) → ±∞ as x1 → ±∞, and so there exists ξ ∈ R such
that C(ξ,y) = 0 and ξF3 < 0. We have ξ(aξ
2 + F2) = −F3, whence
aξ2 + F2 = −
F3
ξ
=
∣∣∣∣F3ξ
∣∣∣∣ > 0. (5.10)
It will be convenient to note that |F3| > 1. Our argument now breaks into two cases,
according to whether F2 is non-negative or negative.
Suppose that F2 > 0. Then (5.10) yields a|ξ
3| 6 |F3| ≪ M
1+ 3
n−2 and |ξ| 6 |F3
a
|
1
3 .
But then it follows that ξ ≪M
1
n−2 and
|ξ| > (aξ2 + F2)
−1 ≫M−(1+
2
n−2 ).
In particular z = (ξ,y) satisfies (5.7). When F2 < 0 we deduce from (5.10) that
|ξ| > |F3
a
|
1
3 ≫M−
1
3 . Furthermore it follows that
aξ2 + F2 6 |F3||a
−1F3|
− 13 = |a|
1
3 |F3|
2
3 ,
whence ξ2 6 |F2
a
|+ |F3
a
|
2
3 ≪M
2
n−2 . This establishes that ξ ≪M
1
n−2 , which is enough
to show that z = (ξ,y) satisfies (5.7) in this case too.
Let ∂i =
∂C
∂xi
(z), for 1 6 i 6 n. We therefore deduce from (5.10) that
∂1 = 3aξ
2 + F2 > 2aξ
2 ≫M−1−
4
n−2 ,
as required for (5.8). In order to establish (5.9) we employ the triangle inequality in
Euler’s identity x.∇C(x) = 3C(x). Thus it follows that
|y2∂2 + · · ·+ yn∂n| > |ξ∂1| − 3|C(ξ,y)| = |ξ∂1| ≫M
−2− 6
n−2 ,
whence there exists i ∈ {2, . . . , n} such that
M
1
n−2 |∂i| ≫ |yi∂i| ≫M
−2− 6
n−2 .
This therefore completes the proof of Lemma 6, possibly after relabelling the variables
of C.
We may clearly proceed under the assumption that (5.6) does not hold in Lemma 6.
Now for any Z > 1 we have
I(Z) =
∫ Z
−Z
∫
B
e(θC(x))dxdθ =
∫
B̺
sin 2πZC(z+w)
πC(z +w)
dw,
where B̺ = {w ∈ R
n : |w| < ̺}. The idea now is to make the change of variables
t = C(z +w), using this relation to express w1 in terms of t and w˜ = (w2, . . . , wn).
We begin by noting that
∂C
∂x1
(z+w) =
∂C
∂x1
(z) +O(̺M |z|)
for any w ∈ B̺. Hence it follows from the choice of z made in Lemma 6, and in
particular (5.7) and (5.8), that
1
M1+
4
n−2
≪
∂C
∂x1
(z +w)≪M |z|2 + ̺M |z| ≪M1+
2
n−2 , (5.11)
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provided that ̺ satisfies (2.3).
Let f : Rn → Rn be the transformation taking w to (t, w˜), with t = C(z + w).
Write R = f(B̺). Since f has polynomials for components, so f is differentiable on
B̺. Furthermore it is a bijection between B̺ and R, since
∂C
∂x1
(z +w) > 0 for any
w ∈ B̺ by (5.11). Define the function g : R → B̺ by
f−1(t, w˜) = (w1, w˜) =
(
g(t, w˜), w˜
)
.
By definition w1 = g(t, w˜) is the inverse of t = C(z +w), regarded as functions of t
and w1 only. Thus
g1(t, w˜) =
∂g
∂t
(t, w˜) =
(
∂C
∂x1
(z+wg)
)−1
is the Jacobian of f−1, where wg = (g(t, w˜), w˜). We deduce from (5.11) that
1
M1+
2
n−2
≪ g1(t, w˜)≪M
1+ 4
n−2 , (5.12)
for any (t, w˜) ∈ R.
Making the change of variables from w1 to t in our expression for I(Z), we find
that
I(Z) =
∫
R
sin 2πZt
πt
g1(t, w˜)dtdw˜ =
∫ σ
−σ
sin 2πZt
πt
V (t)dt,
where
σ = sup{|C(z+w)| : w ∈ B̺} (5.13)
and
V (t) =
∫
w˜∈Rn−1
(t,w˜)∈R
g1(t, w˜)dw˜. (5.14)
Assuming that V is well-behaved, the Fourier inversion theorem leads to the equality
limZ→∞ I(Z) = V (0). We will need a more explicit version of this, for which a careful
analysis of the function V (t) is required. This analysis is routine but lengthy, it being
necessary to establish the continuity of V (t), together with the existence of left and
right derivatives at all points in the interval (−σ, σ). One also requires an upper
bound for the size of these derivatives. This calculation is carried out in full detail by
Lloyd [15, Lemma 4.7 and Lemma 4.8] and we content ourselves with recording the
outcome of his investigation in the following result.
Lemma 7. — Let Z > 1. Then we have
I(Z) = V (0) +O
(
V (0)σ−1Z−1 +A(1 + σ)Z−
1
2
)
,
where σ is given by (5.13), V (0) is given by (5.14) and
A = ̺n−2∂−11 (|∂2|
−1 + ̺M |z|∂−21 ).
The integral V (0) is over a box in Rn−1 with side length 2̺ and it follows from
(5.12) that
̺n−1
M1+
2
n−2
≪ V (0)≪ ̺n−1M1+
4
n−2 . (5.15)
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Next, we note that in view of (2.3), (5.8) and (5.9), we clearly have
A≪ ̺n−2∂−11 (|∂2|
−1 +M−1−
4
n−2 ∂−21 )≪M
3+ 11
n−2 ̺n−2.
Turning to σ, as given by (5.13), we observe that for any w ∈ B̺ we have C(z+w) =
w.∇C(z) + O(̺2M |z|). In particular, for z, ̺ satisfying (2.3), we deduce that σ ≪ 1
and σ−1 ≪ ̺−1∂−11 ≪ ̺
−1M1+
4
n−2 .
Putting this all together we deduce from Lemma 7 that
I(Z) = V (0) +O
(
̺n−2M3+
11
n−2Z−
1
2
)
,
for Z > 1, where V (0) satisfies (5.15). Inserting this into (5.5), with Z =M−1̺−3P0,
we therefore conclude that∫
M
S(α)dα = S(P0)V (0)P
n−3 +O
(̺n−4Pn−4P 40
M
)
+O
(
|S(P0)|M
7
2+
11
n−2 ̺n−
1
2Pn−3P
− 12
0
)
.
Since n > 17 we may deduce from Lemma 3 that
S(P0)≪
∑
q6P0
(
M
n
8 q1−
n
8+ε +M−
ψn
4 q1+ε
)
≪M
n
8 +M−
ψn
4 P 2+ε0 .
Taking I = V (0) and noting that M
7
2+
11
n−2 ̺−
1
2 ≪M6 for n > 17, we therefore arrive
at the statement of Proposition 3.
6. Cubic forms over finite fields
We are now ready to prove Theorem 3. To this end we make use of the h-invariant
h = h(C) of C over Fp as introduced by Davenport and Lewis [7]. If h > 8, then
an easy application of their work gives the result. In fact it produces an asymptotic
formula for ̺(p), rather than merely a lower bound. Thus we may assume that h 6 7.
Without loss of generality we suppose that C is of the form
C(X1, . . . , Xn) =
h∑
i=1
XiQi(X1, . . . , Xn)
for suitable quadratic forms Qi, where h 6 7. We will achieve our aim by fixing
choices of X1, . . . , Xh which leave the resulting polynomial with a quadratic part of
sufficiently large rank. This will allow us to apply the following elementary result.
Lemma 8. — Let Q ∈ Fp[X1, . . . , Xn] be a quadratic form of rank at least three, let
L ∈ Fp[X1, . . . , Xn] be a linear form and let c ∈ Fp. Then we have
#{x ∈ Fnp : Q(x) + L(x) + c ≡ 0 (mod p)} = p
n−1 +O(pn−2).
Proof. — When L and c vanish the estimate is well-known and can be proved using
the explicit evaluation of the quadratic Gaussian sum. The general case follows on
considering the form Q(X)+ZL(X)+cZ2 in n+1 variables and counting the solutions
to the polynomial congruence projectively.
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In the above decomposition of C, let
Qˆi(Xh+1, . . . , Xn) = Qi(0, . . . , 0, Xh+1, . . . , Xn), (1 6 i 6 h).
If X2h+1 does not occur in any of the Qi, then we may conclude that C is of the form
Xh+1Q(X1, . . . , Xh, Xh+2, . . . , Xn) + C˜(X1, . . . , Xh, Xh+2, . . . , Xn) (6.1)
for a suitable quadratic form Q and cubic form C˜. By the non-degeneracy of C,
the form Q is not identically zero. Hence there are pn−1 + O(pn−2) choices for
x1, . . . , xh, xh+2, . . . , xn ∈ Fp such that Q(x1, . . . , xh, xh+2, . . . , xn) 6= 0. In each case
we can solve (6.1) for xh+1 to find a zero x ∈ F
n
p of C. We conclude that (1.3) is true
in this case.
We now assume without loss of generality that X2h+1 occurs in Q1, say. Then by
completing the square and using a suitable non-singular linear transformation on the
variables Xh+1, . . . , Xn we can assume that Qˆ1 is of the form
a1X
2
h+1 + Q˜1(Xh+2, . . . , Xn),
for a1 6= 0 and a suitable quadratic form Q˜1. We continue by considering X
2
h+2. If
X2h+2 does not occur in any Qi, then we can use the same argument as above to
deduce the lower bound (1.3). Alternatively, there are two further cases to consider
according to whether or not X2h+2 occurs in Qˆ1. If it does then we can again complete
the square to obtain
Qˆ1(Xh+1, . . . , Xn) = a1X
2
h+1 + a2X
2
h+2 +
˜˜Q1(Xh+3, . . . , Xn)
where a1a2 6= 0 and
˜˜Q1 is a suitable quadratic form. In the remaining case, we may
suppose without loss of generality X2h+2 occurs in Qˆ2, say, giving
Qˆ2(0, Xh+2, . . . , Xn) = b2X
2
h+2 + Q˜2(Xh+3, . . . , Xn),
for b2 6= 0 and a suitable quadratic form Q˜2. In a similar fashion we repeat the
analysis on Xh+3. This leads to another diagonal term for Qˆ1 or Qˆ2, or one for Qˆ3.
Let
D(x1, . . . , xh) = det
(
h∑
i=1
xiQi(0, . . . , 0, Xh+1, Xh+2, Xh+3, 0, . . . , 0)
)
,
the determinant being that of a quadratic form in Xh+1, Xh+2, Xh+3. We claim that
D is not identically zero. To see this, suppose first that Qˆ1 splits off three diagonal
terms a1X
2
h+1 + a2X
2
h+2 + a3X
2
h+3, where a1a2a3 6= 0, then we can choose x1 = 1
and x2 = · · · = xh = 0 to get a non-singular quadratic form in Xh+1, Xh+2, Xh+3.
Suppose next that Qˆ1 splits off a pair of diagonal terms a1X
2
h+1 + a2X
2
h+2, where
a1a2 6= 0, and Qˆ2 splits off a3X
2
h+3, where a3 6= 0. Our construction implies that
Qˆ1(Xh+1, Xh+2, Xh+3, 0, . . . , 0) has no term in Xh+3, so that D(x1, x2, 0, . . . , 0) is the
determinant of
x1(a1X
2
h+1 + a2X
2
h+2) + x2(a3X
2
h+3 +
˜˜Q2(Xh+1, Xh+2)),
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for a suitable binary quadratic form ˜˜Q2. It is now clear that we can choose x1, x2 to
arrive at a non-singular quadratic form in Xh+1, Xh+2, Xh+3. The remaining cases
are handled in a similar way.
For fixed x1, . . . , xh such thatD(x1, . . . , xh) 6= 0, an application of Lemma 8 reveals
that there are pn−h−1 +O(pn−h−2) solutions of
h∑
i=1
xiQi(x1, . . . , xn) = 0
in xh+1, . . . , xn. Moreover, since D is not identically zero, there are p
h + O(ph−1)
possible choices for x1, . . . , xh. This completes the proof of (1.3).
7. The truncated singular series
In this section we establish Proposition 5, for which we may freely assume that
n > 17. In particular the equation C = 0 has a non-singular solution in Qnp . This
fact has been established by a number of authors, but a comprehensive treatment can
be found in Davenport [6, Chapter 18], where the quantity ∆(C) ∈ Z is introduced.
This is defined to be the greatest common divisor of all the n×n subdeterminants of
the n× 12n(n+ 1) matrix formed from the coefficients of C. It is left invariant under
any unimodular change of variables and it is easy to see that ∆(C) = 0 if and only
if C is degenerate. In our work we may assume that ∆(C) 6= 0, for otherwise Lloyd’s
work [15, Lemma 5.9] shows that Λn(C) ≪ M
n−1, which is certainly sharper than
the bound in (2.6). It follows that
0 < ∆(C)≪Mn.
Recall the definitions (1.2), (2.10) of ̺(pk) and S(R), respectively. We will write
̺∗(pk) for the set of non-singular solutions modulo pk. As is well-known, we have
k∑
i=0
A(pi) = p−k(n−1)̺(pk),
where
A(q) =
∑
06a<q
gcd(a,q)=1
q−nS(a, q) (7.1)
and S(a, q) is given by (4.2). With this notation we have S(P0) =
∑
q6P0
A(q).
Our first task is to produce some good lower bounds for ̺(pk) that are uniform
in the coefficients of M . The following result is pivotal in our work and is based on
Theorem 3.
Lemma 9. — Assume that p ∤ ∆(C) and p ≫ 1, with n > 10. Then for any k > 1
we have
̺∗(pk) > pk(n−1)
(
1 +O(p−1)
)
.
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Proof. — Since p ∤ ∆(C), the cubic form C is non-degenerate modulo p. It will suffice
to assume that k = 1 in the statement of the lemma, the general case following from
Hensel’s lemma. Now if there are no singular zeros counted by ̺(p), then Theorem 3
implies that there is nothing to do. Alternatively, we may assume without loss of
generality that (1, 0, . . . , 0) is a singular zero of C. Thus
C(X1, . . . , Xn) = X1Q(X2, . . . , Xn) + C˜(X2, . . . , Xn), (7.2)
for a quadratic form Q and a cubic form C˜. Since C is non-degenerate, Q does not
vanish identically. Hence there are pn−1 + O(pn−2) choices for x2, . . . , xn ∈ Fp such
that Q(x2, . . . , xn) 6= 0. Each choice gives a non-singular zero x ∈ F
n
p of C by solving
(7.2) for x1 and noting that
∂C
∂X1
(x) = Q(x2, . . . , xn) 6= 0.
This therefore shows that ̺∗(p) > pn−1+O(pn−2), as required to complete the proof
of the lemma.
The order of C modulo a prime p is defined to be the positive integer h such that
the reduction of C modulo p is a form in precisely h variables, with no non-singular
linear transformation modulo p taking the cubic form into a form in fewer than h
variables. When p ∤ ∆(C) one has h = n, for example. The following result is weaker
than Lemma 9, but has the advantage of applying to forms of small order.
Lemma 10. — Assume that C has order h modulo p, with h > 4. Then for any
k > 1 we have
̺∗(pk) > pk(n−1)
(
1 +O(p−
1
2 )
)
.
Proof. — In view of Hensel’s lemma it will suffice to establish the inequality for
k = 1. Since h > 4 an application of the Chevalley–Warning theorem implies that
the congruence
C(X1, . . . , Xn) ≡ 0 (mod p) (7.3)
has a non-trivial solution. We now apply the work of Leep and Yeomans [13,
Lemma 3.3]: if a form of prime degree has a non-trivial zero modulo p and is non-
degenerate, then either the form is absolutely irreducible modulo p or it is reducible
modulo p. In the first case, we can apply the Lang–Weil estimate in order to deduce
that
̺∗(p) = pn−1 +O(pn−
3
2 ),
which is satisfactory.
In the second case, we may suppose that
C(X1, . . . , Xn) ≡ L(X1, . . . , Xh)Q(X1, . . . , Xh) (mod p)
for a suitable linear form L and quadratic form Q. Assuming without loss of generality
that the coefficient of X1 in L is non-zero, we may make the non-singular linear
transformation Y1 = L(X1, . . . , Xh) and Yi = Xi for 2 6 i 6 h. Thus C can be taken
to be Y1Q(Y1, . . . , Yh) modulo p, for a suitable quadratic form Q. Moreover, we may
assume that Q(0, Y2, . . . , Yh) is not identically zero, since otherwise we could carry
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out a non-singular linear change of variables bringing C into a form with fewer than
h variables present. Each x ∈ (Z/pZ)h with p | x1 and p ∤ Q(0, x2, . . . , xh) leads to a
non-singular zero of (7.3). Hence
̺∗(p) > pn−1 − 2pn−2,
since there 6 2pn−2 choices of x2, . . . , xn modulo p such that p | Q(0, x2, . . . , xh).
This completes the proof of the lemma.
For any prime p it follows from [6, Lemma 18.7] that C satisfies property A (pℓ(p))
for some positive integer ℓ(p) 6 3m(p) + 3, where m(p) satisfies pm(p)(n−9) | ∆(C).
Here propertyA (pℓ(p)) means that the congruence C ≡ 0 (mod p2ℓ(p)−1) has a solution
x modulo p2ℓ(p)−1 for which pℓ(p)−1‖∇C(x). We will associate to each prime p the
number
k(p) =
{
maxt∈N:pt6P0{t}, if p ∤ ∆,
maxt∈N:pt6P0{t, 2ℓ(p)− 1}, if p | ∆.
(7.4)
We may now define the truncated Euler product
S(P0) =
∏
p6P0
k(p)∑
i=0
A(pi) =
∏
p6P0
p−k(p)(n−1)̺(pk(p)).
The following result is concerned with a uniform lower bound for this quantity.
Lemma 11. — Let ε > 0. Then we have
S(P0)≫M
− 12n
n−9−εP−ε0 .
Proof. — We break the product S(P0) into those primes which divide ∆(C) and
those which do not. Beginning with the latter, it follows from Lemma 9 and Merten’s
formula that∏
1≪p6P0
p∤∆(C)
p−k(p)(n−1)̺(pk(p)) >
∏
1≪p6P0
p∤∆(C)
(
1 +O(p−1)
)
≫M−εP−ε0 ,
for any ε > 0. To deal with the primes p ≪ 1 such that p ∤ ∆(C) we note that
̺∗(p) > 1 for such primes, whence∏
p≪1
p∤∆(C)
p−k(p)(n−1)̺(pk(p))≫ 1,
by a lifting argument.
Turning to the contribution from primes p | ∆(C), we note that the lower bound
is trivial when ∆(C) = 1, for then the product is empty. Thus we assume that
∆(C) > 1. We have two basic possibilities: either h > 4, where h is the order of C
modulo p, or h < 4. In the former case it follows from Lemma 10 that
̺(pk(p))≫ pk(p)(n−1), (7.5)
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for p ≫ 1. But the same estimate holds for p ≪ 1 since ̺∗(p) > 1 in this setting by
[6, Lemma 18.3]. In the second case we write
C(X1, . . . , Xn) ≡ C1(X1, . . . , Xh) (mod p),
for a further cubic form C1 that cannot be expressed in fewer than h variables after
any non-singular linear transformation modulo p. We now have two further cases
according to whether or not C1 has a non-trivial zero modulo p.
Suppose first that C1 has a non-trivial zero modulo p, which we may assume to be
(1, 0, . . . , 0). If this zero is non-singular, then any zero
(1, 0, . . . , 0, xh+1, . . . , xn)
of C will be non-singular modulo p. In this way we obtain ̺∗(p) > pn−h > pn−3,
giving
̺(pk(p)) > pk(p)(n−1)−2. (7.6)
Alternatively, if (1, 0, . . . , 0) is a singular zero of C1 modulo p, then we have
C1(X1, . . . , Xh) ≡ X1Q(X2, . . . , Xh) + C2(X2, . . . , Xh) (mod p),
where Q is a quadratic form and C2 is a cubic form. Choose x2, . . . , xh modulo p
such that Q(x2, . . . , xh) 6≡ 0 (mod p). Note that Q cannot be identically zero modulo
p, since otherwise C1 would have order less than h. Defining
x1 ≡ Q(x2, . . . , xh)
−1C2(x2, . . . , xh) (mod p),
and allowing xh+1, . . . , xn to be arbitrary modulo p, we therefore conclude that
̺∗(p) > pn−h > pn−3. Hence (7.6) holds in this case too.
Finally we must deal with the possibility that h < 4 and C1 has no non-trivial
zero modulo p. But then each solution of C(X1, . . . , Xn) ≡ 0 (mod p) forces p | xi for
1 6 i 6 h, whereas xh+1, . . . , xn are free. We conclude that
̺(pk) = pn−h̺1(p
k−1),
for each k ∈ N, where ̺1 is defined as for ̺ but with C replaced by the cubic form
C˜(X1, . . . , Xn) = p
−1C(pX1, . . . , pXh, Xh+1, . . . , Xn).
It is clear that one can now repeat the above argument with C replaced by C˜. Since
C has property A (pℓ(p)), there exists a p-adic zero of C with gradient divisible by at
most ℓ(p) − 1 powers of p. Thus after at most ℓ(p) − 1 steps we are in a situation
where a non-singular zero modulo p exists.
Combining (7.5) and (7.6), a modest pause for thought therefore leads to the final
outcome that
̺(pk(p))≫ pk(p)(n−1)−2ℓ(p) > pk(p)(n−1)−6(m(p)+1).
Here the final inequality follows from the fact that ℓ(p) 6 3m(p) + 3, as recorded
above. Recalling that m(p) satisfies pm(p)(n−9) | ∆(C), we therefore deduce that
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there exists a constant c′ > 1 such that∏
p6T
p|∆(C)
p−k(p)(n−1)̺(pk(p)) >
∏
p|∆(C)
1
c′p6(m(p)+1)
> c′
−ω(∆(C))
∆(C)−
6(m(p)+1)
m(p)(n−9)
≫M−
12n
n−9−ε,
for all ε > 0. This completes the proof of the lemma.
Our final task is to show how to approximate our truncated singular series S(P0)
by the truncated product S(P0). For a given prime p recall the definition (7.4) of
k(p). Define
Q(P0) = {q ∈ N : q > P0, p
i | q ⇒ p 6 P0 and i 6 k(p)}.
We now have everything in place to analyse the difference
R(P0) = |S(P0)− S(P0)| 6
∑
q∈Q(P0)
|A(q)|,
where A(q) is given by (7.1). The following result will allow us to conclude the first
part of Proposition 5.
Lemma 12. — Assume that C is ∞-good. Then we have
R(P0)≪M
n
8 P
2−n8+ε
0 .
Proof. — It follows from Lemma 3 that A(q) ≪ M
n
8 q1−
n
8+ε, for any ε > 0. This
readily establishes the lemma for n > 17.
Combining Lemma 12 with the lower bound for S(P0) in Lemma 11 we are easily
led to the first part of Proposition 5.
It remains to consider the case of ψ-good forms, with ψ < ∞. Assume that δ is
chosen so that (2.12) holds. Then we have the following result, which once combined
with Lemma 11 thereby establishes the second part of Proposition 5.
Lemma 13. — Assume that C is ψ-good, for ψ < ∞. Assume furthermore that
P0 ≪M
1+2ψ. Then we have
R(P0)≪M
n
n−8δ+εP 2−δ+ε0 .
Proof. — Let q be an integer in the interval
M
n
n−8δ+ε 6 q 6 M1+2ψ. (7.7)
Then the upper bound here implies that A(q)≪M
n
8 q1−
n
8+ε, in Lemma 3. Assuming
that δ satisfies (2.12), we therefore conclude from (7.7) that
A(q) = O(q1−δ), (7.8)
uniformly in M .
In order to produce an upper bound R(P0) we will need to sort the q according to
how it factorises. For ease of notation let us henceforth set
A =
n
n− 8δ
+ ε, B = 1 + 2ψ.
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Note that the inequalities in (2.12) imply that 2A < B. We claim that for each
q ∈ Q(P0) there is a factorisation
q = q1 · · · qtqt+1, (7.9)
with gcd(qi, qj) = 1 for each 1 6 i < j 6 t + 1, such that qi satisfies the upper and
lower bounds in (7.7) for 1 6 i 6 t and qt+1 < M
A.
Taking the claim on faith for the moment we note that for δ selected as in (2.12),
we may apply Lemma (7.8) to deduce that
|A(q)| = |A(q1)| · · · |A(qt)||A(qt+1)| ≪ (q1 · · · qt)
1−δqt+1 ≪M
A(q1 · · · qt)
1−δ.
Here we have employed the trivial bound |A(qt+1)| 6 qt+1. Writing q = q0qt+1, with
q0 = q1 · · · qt, we conclude that
R(P0)≪M
A
∑
qt+1<MA
∑
q0>
P0
qt+1
q1−δ+ε0 ≪M
AP 2−δ+ε0 ,
which is satisfactory for the lemma. Here we have used the fact that δ > 2 in (2.12).
It remains to establish the claimed factorisation (7.9) of q. Suppose that
q = pk11 · · · p
kr
r
is the factorisation of q into primes. We make the partition {1, . . . , r} = I ⊔ J , where
j ∈ J if and only if p
kj
j satisfies the upper and lower bounds in (7.7). For j ∈ J we
may then take p
kj
j to form the set {q1, . . . , q#J} in (7.9). Turning to the remaining
factor q′ =
∏
i∈I p
ki
i of q, we rewrite this as
q′ = p′ℓ11 · · · p
′ℓs
s , p
′ℓ1
1 6 · · · 6 p
′ℓs
s < M
A.
Here the final inequality is by construction. Suppose that p′ℓ11 p
′ℓ2
2 > M
A. Then we
may take q#J+1 = p
′ℓ1
1 p
′ℓ2
2 in (7.9) since the final inequality in (2.12) implies that
MA 6 q#J+1 < M
2A
6 MB.
We may then repeat the analysis on q−1#J+1q
′. Alternatively, if p′ℓ11 p
′ℓ2
2 < M
A we ask
instead whether or not p′ℓ11 p
′ℓ2
2 p
′ℓ3
3 exceedsM
A. If the answer is in the affirmative then
we can take q#J+1 = p
′ℓ1
1 p
′ℓ2
2 p
′ℓ3
3 , and if negative, then we proceed to consider the size
of p′ℓ11 · · · p
′ℓ4
4 . It is clear that this process terminates and leads to the factorisation
described in (7.9).
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