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Abstract—Penalty functions or regularization terms which
promote structured solutions to optimization problems are of
great interest in many fields. Proposed in this work is a nonconvex
structured sparsity penalty that promotes one-sparsity within
arbitrary overlapping groups in a vector. We show multiple
example use cases, demonstrate synergy between it and other
regularizers, and propose an algorithm to efficiently solve prob-
lems regularized or constrained by the proposed penalty.
Index Terms—sparsity, structured sparsity, group sparsity,
regularization, inverse problems
I. INTRODUCTION
SPARSITY-promoting regularization is an integral com-ponent of modern-day signal processing, optimization
and machine learning. The most prevalent sparsity penalty,
LASSO [1], uses the `1 norm to promote solutions to opti-
mization problems that have few nonzero coefficients. More
recently, within some application domains there has been
significant interest in structured sparsity. For instance, group
sparsity aims to set entire groups of components within a
vector entirely to zero and allow the components in other
groups to take on any value [2]. This is often achieved
using the `2,1 norm over groups, called group LASSO (G-
LASSO) [3]. Conversely, we propose a sparsity penalty that
promotes intra-group sparsity, that is, ensuring groups within
a vector, or groups within a transformation of the vector, are
sparse. This allow us to encode mutual exclusivity between
components, which has already been used to great success
in areas such as deep learning [4], computer vision [5], [6],
and medicine [7], [8]. Previous work in this area includes
exclusive [9], [10], or elitist LASSO (E-LASSO) [11] which
result in sparse, disjoint groups, and ‘sparsity within and
across groups’ (SWAG) [12] plus extensions [13] that allow
for overlapping groups of components.
We propose here a more general, nonconvex structured spar-
sity penalty that allows for sparsity within and across overlap-
ping groups for general estimation and recovery (SWAGGER).
The SWAGGER formulation encodes mutual exclusivity be-
tween pairs of components, or a transform of the components,
using a easily constructed sparsity structure matrix. This
results in one-sparse groups with minimal bias in the non-
zero entries, where bias is typically an unwanted byproduct
of using convex sparsity penalties such as elitist LASSO. We
demonstrate the utility of SWAGGER in a number of settings,
including a novel total variation-style denoising in one and two
dimensions and modeling occlusions plus allowing mutually
exclusive discretizations in imaging problems. Additionally,
we introduce a novel algorithm to efficiently solve problems
regularized or constrained by this proposed penalty.
II. PROPOSED PENALTY
We introduce a general structured sparsity penalty
R(x) = Φ(Bx)TSΦ(Bx), (1)
for x ∈ RN . For certain choices of the matrix B ∈ RM×N ,
where M is any integer, function Φ : RM → RM , and matrix
S ∈ RM×M , this penalty encodes deviation from a selected
form of structured sparsity. Possible prototypes for B include
the identity matrix, finite difference matrices, or a transform to
a different basis; see Section VII. The function Φ introduces
a nonlinearity that helps to bound the penalty from below. We
constrain Φ in Prop. 1 below, and examples are discussed in
Section VI. The matrix S is key, as it encodes the structural
sparsity properties. It is also constrained in Prop. 1 below, and
examples are given in Section V.
We can consider S defined in a probabilistic setting as
Si,j = Sj,i = P (zj = 0 | zi 6= 0), where z = Φ(Bx). In other
words, given that one element in Φ(Bx) is nonzero, what is
the likelihood that a different element is nonzero? Given this
interpretation, the diagonal of S will be zero and hence S will
typically be indefinite, resulting in nonconvexity. A second
consequence is to consider Si,j = 1 as establishing that the
ith and jth components in the vector are mutually exclusive.
In order for the penalty function to be useful in regularizing
minimization problems, it must be bounded from below.
Proposition (1) outlines sufficient conditions for this.
Proposition 1: In order for (1) to be bounded from below:
1) Si,j ≥ 0 ∀ (i, j) ∈ {1, 2, . . . ,M}
2) Φ(x) ≥ 0 ∀ x
Unless specifically noted otherwise, we assume here that
Φ(x) is the absolute value |x|, which satisfies this criteria.
III. ALGORITHMS
First, we note that when Φ(·) = | · | and B = I, the penalty
can be expressed
R(x) = |x|TS|x| = ‖x‖21−‖x‖22−|x|T(11T−S− I)|x|, (2)
where 1 is a column vector of 1s of appropriate dimension.
An efficient algorithm to evaluate the proximal operator of the
`21 norm is available (see Appendix A) [14]. Hence, we can
efficiently solve any problem of the form:
xˆ = arg min
x
f(x)
s.t. |x|TS|x| = 0
(3)
using projected gradient descent (Algorithm 1). This simply
requires us to evaluate the (sub)gradient of f(x) − ‖x‖22 −
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2|x|T(11T − S − I)|x| and the proximal operator of ‖x‖21. In
practice, we find the convergence speed of this algorithm is not
negatively affected by the use of a subgradient of −|x|T(11T−
S−I)|x| as this term will always aim to push the components
of x away from the discontinuity in the gradient at x = 0.
Furthermore, in cases with no overlapping groups, this term
equals zero.
As this penalty is nonconvex, it is prudent to start with an
initial estimate of x that minimizes the data fidelity. Given this,
Algorithm 1 outlines the projected gradient descent scheme
that can be used to solve the problem in (3).
Algorithm 1 Projected gradient descent for SWAGGER con-
strained problems
Input: Initial estimate x0 = arg minx f(x), λ0 = 0
Output: xˆ
1: while not converged do
2: xk+1 = Pαλk(x
k−α(∇xf(xk)−λk|x|T(11T−S)|x|))
3: λk+1 = λk + α(|xk|TS|xk|)
4: end while
5: return xˆ = xk+1
In Algorithm 1, Pαλk is the proximal operator associated
with the `21 term, ‖·‖21, and α is a step size that can be fixed or
computed dynamically. There exists an accelerated projected
gradient descent algorithm which is guaranteed to converge to
a stationary point even for nonconvex problems [15], which
could be used here also. The algorithm for this is outlined in
Appendix B.
When B is not the identity, we instead solve a problem of
the form:
xˆ = arg min
x
f(x)
s.t. Bx = z
|z|TS|z| = 0
(4)
using the alternating direction method of multipliers (ADMM),
which also uses Algorithm 1 or an accelerated variation thereof
at each iteration.
IV. PROPERTIES OF THE SWAGGER PENALTY
When Φ(·) = | · |, the Hessian of the penalty is given by
∇2xR(x) = 2XSX,
where X = diag(sign(x)). The sparsity structure matrix, S, is
symmetric and has zeros along its main diagonal. S must be
indefinite as it has at least one positive eigenvalue (see [16])
and the the sum of the eigenvalues is zero (since the trace
of a symmetric matrix is equal to the sum of its eigenvalues
and Tr(S) = 0). The Hessian has the same structure, and
can therefore not be positive semidefinite unless x = 0. More
analysis of the eigenvalues of matrices of this kind can be
found in [17]. Thus, the penalty is always nonconvex for
practical purposes.
We can compare SWAGGER with the E-LASSO penalty in
the context of a one-sparse group (see Section V-A), that is,
where S = Sc = 11T− cI. In this case, we have introduced a
(a) Canonical 1-sparsity (b) Intra-group 1-sparsity (c) Local neighborhood 1-sparsity
1
0
Fig. 1. (a) S matrix that promotes a one-sparse solution. (b) S matrix that
promotes one-sparse groups in the solution. (c) S matrix that promotes a
minimum separation distance between nonzero components in the solution.
scalar parameter c ∈ [0, 1] which gives us E-LASSO for c = 0
and SWAGGER for c = 1:
R(x) = Rc(x) = |x|TSc|x| = ‖x‖21 − c‖x‖22.
This makes the nonconvexity of SWAGGER clear, as when
c > 0 we are subtracting a convex function, giving a non-
convex function overall. In the case of a more general S, the
closest convex penalty would be to replace S with S − cI,
where c takes on the value of the smallest eigenvalue of S.
Maintaining convexity of a full cost function: There
has recently been interest in so called ‘convex nonconvex’
sparsity regularization where some parameter for a nonconvex
penalty is set to a value which maintains convexity of the
full cost function with the data fidelity, e.g. [18]. This is
achievable with the SWAGGER penalty, also. When using
a cost function 12‖Ax − y‖22 + λ|x|T(S − cI)|x|, one can
use c = λmin(S) + 12λλmin(A
TA) to achieve nonconvex
regularization whilst maintaining the overall convexity of the
problem (see derivation in Appendix D). This is only useful
when the smallest eigenvalue of ATA is not too small and the
regularization strength parameter λ is not too large. The work
presented in this paper is focused on only the c = 1 case, but
further analysis of the intermediate convexity paradigm may
be of interest.
V. NOTABLE CASES FOR S
A. Canonical One-sparsity
Define Φ(·) = | · | and B = I. In this case, we obtain:
R(x) = |x|TS|x|. (5)
This is the ‘sparsity within and across overlapping groups’
formulation which is introduced in [13]. If we define S =
11
T − I, then we see that:
R(x) = |x|TS|x| = |x|T(11T − I)|x|
= (|x|T1)2 − |x|T|x| = ‖x‖21 − ‖x‖22,
(6)
which is equal to zero for any one-sparse x. Hence, this
can be used to promote one-sparse solutions to optimization
problems. See Fig. 1(a) for a graphical depiction.
B. Intra-group Sparsity
Define Φ(·) = | · | and B = I. Consider a vector x ∈
Rgn where g is a number of groups and n is the number of
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components in each group. Then, we can promote one-sparsity
within each group using S ∈ Rgn×gn defined in blocks:
S =

S˜ 0 · · · 0
0 S˜ · · · 0
...
...
. . . 0
0 0 0 S˜
 ,
where S˜ = 11T − In (see Fig. 1(b)). This is now a
block-separable problem, equivalent to applying the penalty
defined in Section V-A to different sections of x, i.e.,∑g
k=1 |xk|TS˜|xk|, where k indexes blocks of n components.
One use case for this formulation is in modeling occlusions
in imaging problems, which we address with an example in
Section VII-C.
C. Local Neighborhood Sparsity
Sparsity can be promoted in overlapping local neighbor-
hoods by restricting the nonzeros to a band around the
diagonal, to form a symmetric Toeplitz matrix (see Fig. 1(c)):
Sn=1 =

0 1 0 0 . . .
1 0 1 0
. . .
0 1 0 1
. . .
0 0 1 0
. . .
...
. . . . . . . . . . . .

In the local neighborhood case, a row in S is given by
Si,j =
{
P (xj = 0 | xi 6= 0), |i− j| ≤ n;
0, otherwise.
This imposes local-n-neighborhood one-sparsity, which en-
sures nonzeros in a solution occur with a minimum separation
distance of n indices.
VI. CHOICES FOR Φ(·)
The typical choice for Φ(·) is the absolute value | · |. This
is the main focus of this paper and admits fast algorithms to
result in one-sparse groups with a prescribed structure, with
minimal bias. However, we note that other choices can enjoy
interesting properties. For instance, using Φ(x) = max(0,x)
or Φ(x) = max(0,−x) acts on positive or negative values
only, respectively and meets the condition outlined in Prop. 1.
Thus, combining two constraint terms,
xˆ = arg min
x
f(x)
s.t. max(0,x)T Smax(0,x) = 0
max(0,−x)T Smax(0,−x) = 0
(7)
can result in a solution where only positive correlation is
penalized, i.e., a group may contain one positive and negative
component, rather than being one-sparse. In [4], exclusive
sparsity regularization is used to reduce redundancy in the
learned kernels in convolution neural networks. The Φ(·) =
max(0, ·) formulation could function as a relaxed approach to
this, allowing more degrees of freedom in the filter kernels.
In a case where there can be a large disparity between the
size of components within groups in the solution vector, one
may wish to impose a nonlinear scaling and use Φ(x) = |x|κ
where κ < 1. This reduces the effect of large but possibly
incorrect components on other, potentially correct components.
This can be seen in use in the two dimensional local neigh-
borhood total variation example in Section VII-B.
VII. EXAMPLE APPLICATIONS
A. Comparison with Other Methods
Three experiments were performed, where measurements
y were generated using y = Ax, with white Gaussian
noise added to achieved a signal-to-noise radio (SNR) of
25 dB. Matrix A ∈ R25×60 has random Gaussian entries
realized for each trial. The vector x has entries ±U(0.5, 1.5)
and is made to fit a specific sparsity structure such that
|x|TS|x| ≈ 0 for some S. Details of how this is achieved
are presented in Appendix C. In the first experiment, S is
fixed and enforces intra-group one-sparsity in ten groups (see
Section V-B), where S˜ ∈ R6×6. In the second experiment, a
local neighborhood S (see Section V-C) is used, with a band
of ones four wide around the diagonal. In the third experiment,
a new binary S is generated per trial with entries equal to zero
or one with 50% probability. We compare the performance of
the SWAGGER penalty with other typical sparsity regularizers,
both structured and unstructured. The problems solved are of
the form xˆ = arg minx
1
2‖Ax−y‖22 +λR(x), where R(x) is:
1) LASSO: ‖x‖1
2) p-shrinkage [19], with p = 0.5
3) E-LASSO/`1,2:
∑
i ‖xgi‖21
The exclusive sparsity penalty uses a sum of the `1-squared
term over groups. We form one group per row in S, where each
group contains the non-zero components in each row (and the
diagonal), i.e., gi = { j | Si,j + I = 1 }. This penalty is not
designed for overlapping groups, so the results are poor in the
local neighborhood and random S experiments. The pseudo-
inverse is used in the initialization for the nonconvex penalties,
x0 = (ATA)−1ATy.
Table I shows the results from the three experiments. The
metrics evaluated are the percentage of components correctly
identified as nonzero, the Jacard index (the intersection of
the true support and estimated support divided by the union),
and the mean-squared error (MSE) for the components that
are nonzero in the ground truth. We see that SWAGGER
outperforms the other algorithms in almost every case. It is
unsurprising the unstructured sparsity regularizers (LASSO
and p-shrinkage) perform especially poorly in the group S
and local neighborhood settings as the true support is not
especially sparse overall – whereas SWAGGER is agnostic to
the overall sparsity level. Furthermore, the E-LASSO (`1,2)
regularizer performs poorly when groups are overlapping,
whereas SWAGGER handles this gracefully and without any
additional effort required. We also see that the MSE within
the correct support is particularly low with SWAGGER, as
it implicitly de-biases the solutions (this can be readily seen
from the −‖x‖22 term in (6)). Of particular interest are the
results where λ is tuned to result in the correct sparsity
4Table I
SIMULATED RESULTS OVER 1000 TRIALS FOR THREE DIFFERENT
SPARSITY STRUCTURES. METRICS ARE THE PERCENTAGE OF NONZERO
COMPONENTS IDENTIFIED, THE JACARD INDEX (0 - 1), AND THE
MEAN-SQUARED ERROR (MSE) WHERE THE GROUND TRUTH IS NONZERO.
Experiment Support correct(%) Jacard Index
MSE in
support
Group S
λ tuned for sparsity level
SWAGGER 75.69 0.646 1.987
E-LASSO 59.84 0.398 4.634
p-shrinkage 68.89 0.559 2.564
LASSO 56.71 0.404 3.813
λ tuned for Jacard index
SWAGGER 84.10 0.699 1.633
E-LASSO 87.38 0.509 2.849
p-shrinkage 77.82 0.638 2.122
LASSO 73.91 0.492 3.221
Local neighborhood S
λ tuned for sparsity level
SWAGGER 79.89 0.701 1.653
E-LASSO 60.37 0.241 5.432
p-shrinkage 68.02 0.545 2.671
LASSO 56.46 0.402 3.813
λ tuned for Jacard index
SWAGGER 85.18 0.754 1.328
E-LASSO 82.18 0.306 5.278
p-shrinkage 76.92 0.625 2.187
LASSO 72.10 0.479 3.318
Random S
λ tuned for sparsity level
SWAGGER 95.32 0.927 0.171
E-LASSO 56.20 0.147 3.151
p-shrinkage 89.68 0.845 0.461
LASSO 70.90 0.563 1.708
λ tuned for Jacard index
SWAGGER 95.84 0.932 0.151
E-LASSO 88.64 0.206 3.173
p-shrinkage 93.15 0.888 0.327
LASSO 88.26 0.661 1.173
level. The SWAGGER results are particularly favorable in this
setting, and this is the most typical use case – as it is roughly
equivalent to solving the constrained SWAGGER problem in
(3), and hence requires no user tuning of the regularization
strength.
B. Local Neighborhood Total Variation
The well established total variation (TV) penalty, ‖Dx‖1
where multiplying by D takes finite differences, aims to
sparsify the changes along the solution vector x. We propose
here a local neighborhood total variation (LN-TV) penalty
using SWAGGER. LN-TV is achieved by assigning B = D
and using an S that promotes sparsity in local neighbor-
hoods as defined in Section V-C. LN-TV simply ensures that
changes in the vector are spaced apart by a certain distance
– but it allows changes of any amplitude. This is a prior
which suggests the vector is piecewise-constant with a certain
minimum segment length. If a typical minimum separation
distance between significant changes in a vector is known, LN-
TV can outperform TV and Moreau-enhanced TV (a convex-
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Fig. 2. The proposed local neighborhood total variation (LN-TV) denoising,
which only allows changes in the derivative to occur with some minimum
separation, compared to standard total variation (TV) and Moreau-enhanced
total variation (M-TV) compared to denoising.
nonconvex variation) [20] in a denoising setting, as seen in
Fig. 2.
For more general problems, where a piecewise approxima-
tion is helpful but the segments do not necessarily have a
minimum length well known a priori, the LN-TV penalty can
be combined with the traditional TV by solving a problem of
the form:
xˆ = arg min
x
1
2
‖Ax−y‖22 +λ1|Dx|TS|Dx|︸ ︷︷ ︸
LN−TV
+λ2‖Dx‖1︸ ︷︷ ︸
TV
(8)
where the λ’s are parameters that control the strength of the
regularization. If A = I, this acts to denoise the input y, but
different choices of A can be used to solve deconvolution or
deblurring problems, super-resolution, and so on. The addition
of the LN-TV term can help avoid the ‘staircasing’ artefacts
that often arise when using TV, and allow for weaker TV
regularization, which reduces the bias in the result. We present
an example of these favorable effects in Fig. 3. Here, the S
matrix used promotes sparsity in Dx within five indices either
side of a nonzero component. This formulation is distinct from
the one discussed in (3), as instead of a constraint we are
using the SWAGGER term as a regularization with a strength
prescribed by λ1. This allows us to have some more nuance
by having a linear ramp from 1 to 0.5 in the band around the
diagonal, to make close changes less likely than ones a greater
distance away.
We can extend this formulation to a 2D setting also.
Using the penalty formulation in (9), we promote horizontal
and vertical differences that occur only with some minimal
separation distance:
R(x) = λ(|Dhx|TSh|Dhx|︸ ︷︷ ︸
Horizontal
+ |Dvx|TSv|Dvx|︸ ︷︷ ︸
V ertical
), (9)
where Dv and Dh are matrices that take finite differences
along the vertical columns and horizontal rows, respectively,
and Sv and Sh impose local neighborhood sparsity in the ver-
tical and horizontal directions. We choose Φ(x) = |x|κ which
introduces another parameter κ as discussed in Section VI.
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Fig. 3. Combining local neighborhood total variation with standard total
variation can help to reduce bias and avoid ‘staircasing’ artefacts.
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Fig. 4. (a) A test image blurred with a Gaussian kernel and corrupted with
Gaussian noise. (b) Reconstruction using total variation. (c) Reconstruction
using local neighborhood TV only. (d) Reconstruction using a combination
of both.
We find that, in general, κ should be kept somewhat smaller
than one if the initial estimate is especially blurred or noisy,
and larger than one if there exist hard edges in the initial
estimate that should be maintained.
C. Modeling Mutual Surface Occlusions in Non-Line-of-Sight
(NLOS) Imaging
The aim of NLOS imaging is to form reconstructions of
scenes hidden from the direct line of sight of the observer.
Typical methods to achieve this rely on the use of ultra-fast
pulsed lasers and time-resolved single photon counting to infer
the hidden geometry by measuring round-trip distances [21],
[22], [23], [24]. Often, to recover a 3D scene, the hidden area
will be discretized into patches or surfaces in some manner.
Some of these patches may occlude others: if a surface is
actually present in the scene, light coming from others behind
it may have no paths to the measurement device. As the
discretization is prescribed beforehand, the surfaces occluded
by each other are known a priori, and they should be mutually
exclusive. Therefore, we can use SWAGGER to ensure that
groups of surfaces that occlude one another will be one-sparse
in the recovered output. This provides two benefits. Firstly,
the recovered output will be physically plausible as surfaces
that cannot contribute any light in the measurements will not
be present in the solution. Secondly, ensuring this physical
constraint is met during the optimization process should lead
to better estimations overall.
This idea extends to any situation in which an ideal dis-
cretization of some physical area, field, etc., involves some
mutual exclusivity between elements of the discretization.
Typically, to deal with this one may instead use a discretization
that is less desirable but avoids or reduces this exclusivity
requirement, use post-processing to make the recovery fit the
expected structure, or simply ignore it. Using SWAGGER
can instead ensure that reconstructions both fit the expected
structure prescribed by the underlying physics of the problem,
and also enjoy improved estimates due to the knowledge of
the structure being used within the optimization procedure.
One NLOS imaging system, Edge-Resolved Transient Imag-
ing [25], uses a laser to illuminate the floor at numerous
positions in an arc around a vertical edge, such as a doorway,
to form a 3D reconstruction of the room beyond. For each
measurement position, a histogram of the arrival times of
photons reaching a single photon avalanche diode (SPAD)
detector is accumulated using time-correlated single photon
counting. Each subsequent laser position illuminates more of
the hidden scene, and by taking differences between mea-
surement histograms one can recover a noisy measurement
containing photon arrivals originating mostly from within a
single wedge in the hidden area.
From this difference histogram measurement, one can at-
tempt to fit surfaces to the scene within a wedge, to reconstruct
the hidden area. It is assumed that surfaces always start at the
ground, extend to a certain height, and are a certain distance
from the corner. We can form a reconstruction by solving the
following problem:
xˆ = arg min
x≥0
1
2
‖Ax− y‖22 + λ1‖x‖1
s.t. |x|TS|x| = 0
(10)
where y is a difference histogram measurement and A is a
matrix governing the light transport to and from surfaces at
different distances from the edge, and with different heights.
Fig. 5 shows reconstructions of a wedge using experimental
data from [25]. One reconstruction uses only the ‖x‖1 term
and no constraints, and a second that includes the SWAGGER
constraint. In [25], a Markov chain Monte Carlo (MCMC)
method was used to form the reconstructions as it could im-
plicitly include occlusions model and needed to only estimate
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Fig. 5. (a) Experimental measurement data containing predominantly photon
returns from a single wedge in a hidden area. The data corresponds to the
18th wedge in the ‘Staircase’ scene, Figure 4 in [25]. (b) The ground truth
scene and the reconstruction using SWAGGER. The displayed reflectivity
estimate is enhanced by scaling based on the amount of the surface that
is occluded. (c) The sparsity matrix used to model occlusion and mutual
exclusivity of surfaces occupying the same space. (d) Reconstructions without
using SWAGGER, with increasing regularization strength. No choice of λ
gives accuracy comparable to the reconstruction using SWAGGER in (b).
parameters for a small number of surfaces, rather than use
a full scene discretization. Here, we use SWAGGER and a
full scene discretization to ensure that surfaces which should
occlude those behind them, and vice versa, are accurately
modeled. Secondly, it permits us to use a discretization with
mutually exclusive elements – surfaces in the same position
but with differencing heights – where only one should be
present in the solution. As such, the result is a physically plau-
sible reconstruction, which is quite accurate in both support,
height and reflectivity.
VIII. CONCLUSION
Using SWAGGER as a constraint allows one to recover
solutions to problems which fit a known sparsity structure,
including any number of one-sparse overlapping groups within
the solution vector or a transform thereof. This is useful in
modeling a wide variety of phenomena, such as occlusions
in imaging problems. We illustrate the usefulness of the
proposed penalty for some example use cases where, by
simply constructing a sparsity structure matrix S, one can
ensure estimates fit known hard structured sparsity constraints
derived from domain knowledge of the problem. This re-
sults in solutions that are both physically plausible and also
improved overall. Similarly, SWAGGER can be used as a
regularization term with some strength, to promote solutions
that fit a sparsity structure whilst allowing more nuance, which
gives rise to local-neighborhood total variation. SWAGGER
can be readily combined with other priors, regularization
terms and constraints to improve estimations. A proximal
gradient descent algorithm (and accelerated algorithm) have
been proposed to quickly solve SWAGGER-constrained and
SWAGGER-regularized problems.
APPENDIX
A. Proximity Operator Algorithm for `21
Algorithm 2 reproduces the method from [14] to compute
the proximal operator for the `21 norm (with O(N logN)
complexity).
Algorithm 2 Proximity operator of `21
Input: z ∈ RN , λ ≥ 0
Output: zˆ = arg minq ‖z− q‖22 + 12λ‖q‖21
1: sort entries of |z| into y s.t. (y1 ≥ · · · ≥ yN )
2: set ρ = max{j ∈ {1...N} |yj − λ1+jλ
∑j
r=1 yr > 0}
3: return zˆ = max (|z| − τ, 0) sign(z)
where τ = λ1+jλ
∑ρ
r=1 yr
B. Accelerated SWAGGER Algorithm
In [15], a monotonic accelerated proximal gradient descent
algorithm is outlined that is guaranteed to converge to a
stationary point for nonconvex problems. Algorithm 3 applies
this acceleration to Algorithm 1, where αx, αy and αλ are
step sizes that can be fixed or computed dynamically with a
back-tracking scheme.
Algorithm 3 Accelerated Projected gradient descent for
SWAGGER
Input: z1 = x1 = x0, t1 = 1, t0 = 0
Output: xˆ
1: while not converged do
2: yk = xk + t
k−1
tk
(zk − xk) + tk−1−1
tk
(xk − xk−1)
3: zk+1 = P`21(y
k − αy(∇xf(yk)− |y|T(11T − S)|y|))
4: vk+1 = P`21(x
k − αx(∇xf(xk)− |x|T(11T − S)|x|))
5: xk+1 =
{
zk+1, F (zk+1) ≤ F (vk+1);
vk+1, otherwise
6: tk+1 = 12 (
√
4(tk)2 + 1 + 1)
7: λk+1 = λk + αλ(|xk|TS|xk|)
8: end while
9: return xˆ = xk+1
C. Generating Test Vectors
For the experiments in Section VII-A, we must generate
a test vector x for each trial which fits the sparsity structure
described by a specific S matrix. To do so, we use Algorithm 4.
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Algorithm 4 Generate a vector xS s.t. |xi|TS|xi| ≈ 0
Input: x0 ∼ N(0, 1), S, µ 1
Output: xS
1: while |xi|TS|xi| ≥ µ do
2: xi+1 = arg minx ‖xi − x‖+ |x|TS|x|
3: end while
4: return xS,j =
{
0, xi+1j = 0;
sign(xi+1j )uj , x
i+1
j 6= 0
where ui ∼ U(0.5, 1.5), i.e. is drawn from a random
uniform distribution.
D. The Choice of c for Convex Nonconvexity
The Hessian of the cost function
xˆ = arg min
x
1
2
‖Ax− y‖22 + λ|x|TS|x|
is given by ATA + 2λXSX (where X = diag(sgn(x))). We
introduce a term cI to the S matrix:
ATA+ 2λX(S− cI)X = ATA+ 2λXSX− 2λcXIX
= ATA+ 2λXSX− 2λcI.
To maintain convexity, we wish to have
λmin(A
TA+ 2λXSX)− 2λc ≥ 0,
or equivalently
2λc ≤ λmin(ATA+ 2λXSX).
Since ATA and 2λXSX are both Hermitian,
λmin(A
TA+ 2λXSX) ≥ λmin(ATA) + λmin(2λXSX)
by Weyl’s inequality [26]. Finally, we note
min
X
λmin(2λXSX)) = 2λλmin(S),
providing us with a bound for the choice of c:
c ≤ 1
2λ
λmin(A
TA) + λmin(S).
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