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Introduction
The present work treats the Cauchy Problem for nonlinear periodic (in space variable)
Korteweg–de Vries (KdV) equation and the periodic Ostrovsky equation for initial data
in low regularity Sobolev spaces. These equations are model equations for the propagation
of nonlinear dispersive waves and arise e.g. in the theoy of water waves, see [32, 37, 38].
Our concern is to study the well-posedness results for these problems. This means, for given
initial data we show that there exists a unique solution whose regularity persists and that
depends continuously on the initial data. The goal of this work is to weaken regularity
assumptions and to obtain the minimal order of regularity.
For this purpose, we apply some basic tools from harmonic analysis. The classical Fourier
restriction method has been introduced by Bourgain [3] to tackle the well-posedness prob-
lems first for the nonlinear Schrödinger (NLS) equations and second for the KdV equation.
Combining harmonic analysis tools and Picard iteration, this approach reduces the well-
posedness problem to multilinear estimates in suitable function spaces, the so called Xs,b
spaces, also known as Bourgain or Fourier restriction spaces. As the Bourgain spaces are
defined according to the linear part of KdV, we consider the periodic Airy equation on
T = R/2piZ,
∂tu+ ∂3xu = 0. (0.0.1)
Using Fourier series expansion, we may state explicit solutions u : T× [−T, T ] −→ R. For a
periodic initial datum of the form φ(x) = ∑k∈Z ckeikx, the solution is given by superposition
of simple plane waves ei(kx+τt), i.e.
u(x, t) =
∑
k∈Z
cke
i(kx+k3t).
This suggests that the dispersion relation for the Airy equation is cubic: τ = h(k) = k3 and
that the k-th Fourier mode of the initial datum φ propagates with group velocity −h′(k) =
−3k2. We study selected dispersion relations from an analytic point of view. Let us observe
that the spacetime Fourier transform uˆ of the solution is supported on the hypersurface
{(τ, k) : τ = k3}. It is worth to note that multiplying with a smooth compactly supported
time cutoff function η only leads to a small distort of the support. Since
η̂u(k, τ) = ̂η(t)S(t)φ(k) = ηˆ(τ − k3)φˆ(k),
and ηˆ is rapidly decreasing in τ -direction, the spacetime Fourier transform η̂u will be highly
concentrated near the algebraic curve τ = k3. This observation motivates the definition for
the Bourgain spaces Xs,bτ=k3 . The intuition suggests that these spaces are well adapted to
the free solutions of the linear constant coefficient dispersive equations. If we introduce a
nonlinear perturbation of the linear equation, it turns out that (under certain surprisingly
iv
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weak assumptions on the nonlinearity and the regularity of the initial data) the short time
solution has the spacetime Fourier transform η̂u that concentrates close to the cubic curve.
The Bourgain spaces are appropriate to capture this type of ’dispersive smoothing effect’
[42, 18].
Well-posedness for KdV
First we study the Cauchy Problem for the periodic KdV equation,
∂tu+ ∂3xu+ u∂xu = 0. (0.0.2)
The equation (0.0.2) has been derived in 1895 by D. J. Korteweg and G. de Vries [32] as model
for long wave propagating in a channel. There is extensive literature devoted to the initial
value problem (IVP) for KdV, especially in the nonperiodic setting. Different approaches
to the problem have been developed, the inverse scattering method (e. g. [14, 15]) and the
Fourier restriction method are only two prominent examples. However, our results do not
rely to the former method. We refer to the website created by J. Colliander, M. Keel, G.
Staffilani, H. Takoka and T. Tao [12] for an excellent overview and bibliography of known
results.
Local Problem
J. Bourgain [3] obtained a local well-posedness result for the Cauchy Problem in H0(T) =
L2(T) that lead to a global result by means of conservation laws. This has been the first result
in Hs with s ≤ 32 in the periodic setting. C.E. Kenig, G. Ponce, L. Vega [31] improved this
result to local well-posedness in Hs(T) for s ≥ −12 . In order to conclude by the contraction
mapping principle, both works Loc. cit. exploit the special structure of the nonlinearity
u∂xu = ∂x u
2
2 and the gauge freedom for KdV to normalize the solution u to have mean zero.
The key point for the proof is the mentioned bilinear estimate of the type
‖∂x(fg)‖Xs,b−1
τ=k3
. ‖f‖
Xs,b
τ=k3
‖g‖Xs,b , (0.0.3)
with s ≥ −12 and b = 12 . This estimate can be interpreted as smoothing effect for KdV. It
is interesting to discuss whether these estimates are sharp as this provides an intrinsic limit
how far the regularity in sense of the exponent s for the L2 based Sobolev spaces Hs can be
optimized using this method.
J. Bourgain uses a Stichartz estimate for the proof of the the bilinear estimate, while C. E.
Kenig - G. Ponce - L. Vega obtain the result by means of elementary integral inequalities
and convergence of series. Since Strichartz estimates in the nonlinear periodic setting are
quite sophisticated, our goal is to follow [31] and to obtain a well-posedness result for the
second problem to consider, the Ostrovsky equation (0.0.5).
The strategy is to apply the contraction mapping principle. Therefore we deduce linear
estimates for the solution u represented via the Duhamel formula. Let S(t) be the linear
v
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propagator for the Airy equation. It is a standard result to see that for the free solution
multiplied by a Schwartz cutoff in time yields
‖η(t)S(t)φ‖
Xs,b
τ=k3
.η,b ‖φ‖Hs .
Secondly, using Fourier analysis techniques and assuming b > 12 we obtain a linear estimate
for the solution of KdV
‖η(t)u‖
Xs,b
τ=k3
.η,b ‖φ‖Hs + ‖F‖Xs,b−1
τ=k3
,
where φ ∈ Hs is the initial datum and F = u∂xu the nonlinear term.
Thirdly, for b > 12 theX
s,b
τ=k3 spaces enjoy the embeddingX
s,b
τ=k3 ↪→ C0tHsx. In the nonperiodic
setting, combining these estimates and the bilinear estimate (0.0.3) it is a straightforward
matter to conclude by the contraction argument. Finally, we notice that the Xs,bτ=k3 spaces
are stable with respect to time localization and in particular satisfy for −12 < b′ ≤ b < 12 and
for 0 < T < 1 the estimate
‖ηT (t)u‖Xs,b′
τ=k3
.η,b,b′ T b−b
′‖u‖
Xs,b
τ=k3
, (0.0.4)
where ηT (·) = η( ·T ) is the rescaled smooth time cutoff. This statement is of particular
interest when dealing with large data.
Our concern is the periodic setting where these arguments are more involved due to the
following observations.
1. A counterexample introduced in [31] implies that necessarily b = 12 in (0.0.3). There
is a breakdown for some of the linear estimates in the Xs, 12 spaces and the canonical
map Xs,bτ=k3 ↪→ C0tHsx is not an embeddign so that we need to augment theses spaces
by a technical norm.
2. There is no longer needs to exist a factor T δ with δ > 0 as in (0.0.4) that allowed us
to deal with large data due tho the requirement b = 12 .
3. To overcome this difficulty we exploit the rescaling symmetry. The period of the initial
data changes under scaling and this causes some technical issues in the periodic setting,
see [10].
Global Problem
The local result can be extended to global well-posedness using the so called “I -method“.
J. Colliander, M. Keel, G. Staffilani, H. Takaoka and T. Tao [10] showed sharp global well-
posedness in Hs(T) for s ≥ −12 . To that end, they introduced the ’I-method’ that allows
to construct almost conserved quantities that are sufficient to iterate the local result to a
global one.
This method can be extended to the generalized KdV equation [9] then requiring multilinear
estimates.
vi
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Local Well-posedness for Ostrovsky
Finally we address the local well-posedness of the Cauchy problem for the periodic Ostrovsky
equation
∂tu− β∂3xu− γ∂−1x u+ u∂xu = 0. (0.0.5)
This equation differs from the KdV equation in the nonlocal term ∂−1x and was derived
as model for weakly nonlinear long waves in a rotating frame of reference. L. A. Ostrovsky
proposed the equation (0.0.5) to describe propagation of nonlinear surface waves in the ocean
[37]. The parameter γ measures the effect of rotation corresponding to the Coriolis force,
whereas the parameter β determines the type of dispersion. For γ = 0 the equation reduces
to the KdV equation (0.0.2). This equation can be considered as perturbation of (0.0.2)
and thus the natural question about analogues properties of the solution for the Cauchy
Problem for (0.0.5) arises. In the nonperiodic setting, this question has been treated in
various papers, we refer the reader for instance to [33, 26, 27]. The equation is known to be
locally well-posed for s > −34 and to be ill-posed for s < −34 , see [27]. The best known (to
our knowledge) global result is s > − 310 introduced in [26].
Our next result is a bilinear estimate of the type (0.0.3) for the Ostrovsky equation. We
obtain that the periodic Cauchy Problem for (0.0.5) is locally well-posed in Hs for s ≥ −12
provided that the initial data is sufficiently small in Hs norm and the initial data has 0-mean.
Our strategy is to exploit the smoothing effect (0.0.3) captured by the bilinear estimates in
order to conclude via the contraction mapping principle. As we introduce a result in the
periodic setting, we have to resolve the analogue technical issues as 1. and 2. for the KdV
equation. Further, the lack of a rescaling property for (0.0.5) is an essential obstacle in the
large data theory. A similar result including the existence of a factor T δ for small δ > 0 in
the bilinear estimate has been announced in [36], where some technical details in the proof
are unclear (at least to the author of the present work).
We conclude by discussing the difficulties to extend our result to a global result in low
regularity domain. In the nonperiodic setting, P. Isaza and J. Mejía [27] succeeded to
implement the I -method in order to obtain a global result for the Cauchy problem for (0.0.5)
in Hs(R) with s > − 310 . It is necessary to overcome the difficulties arising from the lack of
scaling for (0.0.5) before proceeding to implement the I -method for the Ostrovsky equation
and address the global Cauchy Problem with initial data in Hs for s < 0. More precisely, the
problems concerning this task are firstly whether it is possible to obtain a bilinear estimate
of the type (0.0.3) involving the length of the time existence interval for the solution and
secondly to discuss the rescaling argument. If we assume that the coefficient γ depends on
λα where λ is the period of the initial data and α ∈ R, then it may be possible to use a
rescaling argument. For this purpose, the dependence of c on γ and λ in (0.0.3) has to be
quantified. We plan to address these problems in future work.
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1. Analysis of dispersive equations
We discuss a general theory for the analysis of dispersive equations that are first order in
time. This introduction focuses on dispersive equations in the periodic setting and provides
an heuristic approach to the method in order to introduce both notations and basic concepts.
For the sake of simplicity, many results are adapted to this choice for the spatial domain. In
section 1.1, we will start with the study of linear constant coefficient equations that furnish
the simplest example for dispersive equations. The approach presented in this thesis is a
perturbative method, thus a good understanding of the linear problem is needed before
tackling the nonlinear problem. Our existence theory includes local and global results for
linear and nonlinear problems with rough initial data. The low regularity of the the solution
u ∈ Hs below the critical exponent s for classical solutions requires new methods. In
particular, we deal with negative Sobolev expontents s so that is difficult to use the known
conservation laws. However, let us precise that in our applications to the Korteweg–de Vries
equation (KdV) equation, we treat the subcritical case, that is 0 ≥ s > sc where sc is the
critical Sobolev exponent obtained via rescaling. For this purpose, we recall some facts
about Fourier analysis tools with applications to differential equations in section 1.2. The
Bourgain spaces Xs,b introduced in section 1.3, capture particularly well the behavior of
dispersive equations with low regularity initial data. For the sake of generality, we present
the Xs,b-estimates in a general case in order to allow an easier application to the periodic
KdV in chapter 3 and the periodic Ostrovsky equation in chapter 4. For this purpose we
often refer to the Airy equation ∂tu + ∂3xu = 0 as example and consider the KdV equation
as a nonlinear perturbation.
This chapter follows the introduction to this theory by T. Tao in [42]. This reference provides
a more detailed presentation of this theory. We refer the reader as well to [18] providing a
standard introduction to Bourgain spaces.
1.1. Constant coefficient linear dispersive equations
Let us develop our analysis for dispersive equations beginning with the simplest example of
this type of equation, the constant coefficient linear dispersive PDE. In this work, we are
concerned with the periodic initial value problem for KdV-type equations and hence our
equation shall have as spatial domain the standard d-dimensional torus defined as
Td =
( R
2piZ
)d
.
It is worth to note that functions defined on Td can be seen as periodic functions on Rd
and hence the theory in the Td-case can be derived from the theory for the Euclidean space
1
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Rd. Nevertheless, we introduce our theory on Td and we state the results for Rd if it
seems to be instructive - e.g. observations on dispersive effects in the Euclidean space. Our
considerations are restricted to PDE being first order in time such as the KdV-equation or
Schrödinger equation.
Definition 1.1.1 (Constant coefficient linear dispersive equation). We say that a PDE is a
constant coefficient linear dispersive equation if it is of the form{
∂tu(t, x) = Lu(t, x),
u(0, x) = u0(x),
(1.1.1)
where the field u : R × Td −→ V takes values in a finite-dimensional Hilbert space V and
L is a skew-adjoint constant coefficient linear differential operator in space, thus taking the
form
Lu(x) =
∑
|α|≤k
cα∂
α
xu(x),
where the integer k ≥ 1 is the order of the differential operator, α = (α1, α2, · · · , αd) ∈ Zd
ranges on all multi-indices with |α| = α1 + · · · + αd ≤ k, ∂αx is the partial derivative ∂αx =(
∂
∂x1
)α1 · · · ( ∂∂xd )αd , where cα ∈ End(V ) are coefficients that do not depend on x.
We will seek classical solutions and weak (distributional) solutions extending the differential
operator to distributions.
The frequency operator is defined as
D := 1
i
∇ =
(1
i
∂x1 , · · ·
1
i
∂xd
)
,
and allows us to denote the differential operator as L = ih(D) where h : Zd −→ End(V ) is
the polynomial
h(k1, · · · , kd) =
∑
|α|≤k
i|α|−1cαξα11 · · · ξαdd . (1.1.2)
Further we suppose L to be skew-adjoint, thus∫
〈Lu(x), v(x)〉 dx = −
∫
〈u(x), Lv(x)〉 dx,
for all test-functions u, v. Note that this is equivalent to the assumption that the coefficients
of the polynomial h are self-adjoint. We say that the field u is real valued if it takes values in
a real vector space and we say that it is scalar if V is one dimensional. Note that in the scalar
case assuming that L is skew-adjoint is equivalent to assuming that h has real coefficients.
The polynomial h indicates the dispersion relation of the equation (1.1.1). By dispersion,
we intend, informally, the following phenomena: different frequencies in this PDE will tend
to propagate at different velocities, see Principle 1.
For the sake of simplicity, we will only consider scalar fields 1.
1For a study of PDE on manifolds (different from Td) or PDE with fields u taking values in a finite-
dimensional Hilbert space we refer to standard literature.
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Let us give some first examples for dispersive equations (for simplicity with spatial domain
Rd). The phase rotation equation presents a first, degenerate example of this class of PDE{
∂tu(t, x) = iωu(t, x),
u(0, x) = u0(x);
where u is a complex field, ω ∈ R. The explicit solution is given by u(t, x) = eiωtu0(x),
during the dispersion relation is equal to h(ξ) = ω.
The transport equation is another degenerate example for a linear dispersive equation having
dispersion relation h(ξ) = −v · ξ{
∂tu(t, x) = −v · ∇xu(t, x),
u(0, x) = u0(x),
for some constant vector v ∈ Rd. This equation has the explicit solution u(t, x) = u0(x−vt).
Thus in these two examples, there is no effect of dispersion, the transport equation moves
all frequencies with the same velocity.
In the case of the heat equation ∂tu = ∆u as example for a dissipative equation, the fre-
quencies do not propagate but instead attenuate to zero.
Passing to more interesting examples, let us nominate the Schrödinger equation,{
i∂tu− h2m∆u = 0,
u(0, x) = u0(x),
where u : R× Rd → V is a complex field, ∆ = ∑dj=1 ∂2∂xj is the Laplacian, Planck’s constant
h > 0 and mass m > 0 are fixed scalars. The dispersion relation is h(ξ) = − h2m |ξ|2.
Let us close the list of examples with the one dimensional Airy-equation, the most relevant
for this work, {
∂tu+ ∂xxxu = 0,
u(0, x) = u0(x),
(1.1.3)
where u : R× T −→ R is a real scalar field. The dispersion relation is given by h(ξ) = ξ3.
Remark. This type of dispersive PDE is invariant under
• time translation u(t, x) 7→ u(t− t0, x),
• and spatial translation u(t, x) 7→ u(t, x− x0).
In the case of the Airy equation (1.1.3) there is as well a time reversal symmetry u(t, x)→
u(−t,−x). This time reversal symmetry depends on the operator L and is hence different
for different examples of this type of PDE.
Lemma 1.1.2 (Scaling invariance). Let P : Zd → Cd be a homogeneous polynomial of degree
k, L = P (∇), then the equation ∂tu = Lu is invariant under scaling u(t, x) 7→ u( tλk , xλ) for
λ > 0.
Remark (Scaling for Airy-equation). The one-dimensional Airy equation is invariant under
the rescaling u(t, x) 7→ u( t
λ3 ,
x
λ). Informally, the time variable has “three times the dimen-
sion” of the space variable.
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1.2. Basic Function spaces and Fourier transform
Let us shortly introduce the following well-known function spaces and the Fourier transform
in order to clear the notation and conventions used in this work. Our concern is the periodic
setting, thus we introduce the relevant function spaces on the domain Td. Let C∞(Td) be
the linear space of infinitely differentiable functions f : Td → C and for u ∈ C∞(Td) we
define the seminorms
[u]β = sup
x∈Td
∣∣∣∂βxu(x)∣∣∣ ,
for all (multi-)indices β = (β1, β2, ..., βd) ∈ Nd0. We start with defining the space of Schwartz
functions.
Definition 1.2.1. The Fréchet space of smooth periodic functions is defined as
S(Td) :=
{
u ∈ C∞(Td)|[u]k,Td := max|β|≤k[u]β <∞, k ∈ N0
}
.
This allows us to define the Fourier transform on the torus Td
Definition 1.2.2 (Fourier transform on Td). For f ∈ C∞x (Td → C) the Fourier transform1
f˜ : Zd → C is defined by
Ff = fˆ(k) = 1(2pi)d
∫
Td
f(x)e−ikxdx. (1.2.1)
It is standard to see that The Fourier transform fˆ is a rapidly decreasing function. We use
the Lebesgue norm
‖f‖Lpx(Td→C) :=
(∫
Td
|f(x)|p
) 1
p
,
for 1 ≤ p < ∞ for complex-valued measurable functions f : Td → C, applying the usual
convention
‖f‖L∞x (Td→C) := ess sup
x∈T d
|f(x)| .
For convenience, we shall use the abbreviated notation Lpx(Td), Lp(Td) or Lp whenever it is
possible without loss of clearness. The mapping properties of the Fourier transform forces
us to define the lp spaces on the lattice Zd, for instance
‖f‖`px(Zd→C) :=
∑
k∈Zd
|f(k)|p
 1p .
In particular, we observe that L2(T d) is a Hilbert space with inner product
(f, g)L2(Td) =
∫
Td
f(x)g(x)dx.
The Fourier transform enjoys the following properties
1If necessary we use the notation Fx in order to distinguish the Fourier transform in the x-variable from
the space-time Fourier transform which we shall denote as fˆ .
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Proposition 1.2.3. F(L2(Td) = l2(Zd)). Moreover, F : L2(Td)→ `2(Zd) is unitary and
‖Fu‖`2(Zd) = ‖u‖L2(Td).
For u ∈ L2(Td), we have the following inversion formula
u(x) =
∑
k∈Zd
u˜(k)eikx. (1.2.2)
We proceed to the Sobolev spaces by introducing the dual of S(Td).
Definition 1.2.4. The linear space S ′(Td) is defined as the topological dual of S(Td). For
u ∈ S ′ we write u(φ) = 〈u, φ〉, with φ ∈ S
Further we denote 〈x〉 = (1 + |x|2) 12 and define the Sobolev space
Definition 1.2.5. For s ∈ R, the L2-based Sobolev space Hsx(Td) is defined as
Hsx(Td) =
{
u ∈ S ′(Td)|‖u‖Hx(Td)s <∞
}
,
endowed with the norm
‖u‖Hsx(Td) = ‖ 〈x〉
s uˆ‖l2
k
.
We observe that S(Td) ⊂ Hs(Td) is dense and that Hs(Td) ⊂ L2(Td) for all s ≥ 0. By
the Riesz representation theorem we may identify H−s(Td) with the dual of Hs(Td). The
usual Sobolev embeddings hold, we refer the reader to [39] and [24] for a more formal
introduction to these spaces and the proof of these embeddings. Concerning a introduction
to these spaces adapted to the study of periodic and nonperiodic dispersive equations, the
reader might consult as well the dissertation of the S. Herr devoted to the well-posedness of
dispersive equations [23].
Further, we shall use the mixed Lebesgue norms LptLqx(I ×Td) for any time interval I as the
space of all functions u : I × Td → C with norm
‖u‖LptLqx :=
(∫
I
‖u‖p
Lqx
dt
) 1
p
=
(∫
I
(∫
Td
|u|q dx
) p
q
dt
) 1
p
,
with the usual convention for p, q = ∞. Finally, we define the Fréchet space of smooth
functions that are spatially periodic
Definition 1.2.6. The linear space S(Td×R) of smooth functions that are spatially periodic
is defined as
S(Td×R) :=
{
u ∈ C∞(Td × R)|[u]k,Td×R := max
α1,|β|≤k
sup
(x,t)∈T d×R
∣∣∣tα1∂βu(x, t)∣∣∣ <∞} . (1.2.3)
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1.2.1. Applications of Fourier transform to PDE
Consider again a constant coefficient linear dispersive equation of the type (1.1.1)
∂tu(t, x) = Lu(t, x),
with L = ih(D). Given an arbitrary frequency k0 ∈ Zd it is immediate to see that the plane
wave eixk0+itτ) solves the equation with τ0 = h(k0). In fact substituting the plane wave in
the equation we obtain
(iτ − ih(k))ei(xko+tτ) = 0.
We can construct solutions for the linear dispersive equation by superposition of plane
waves2. This fact suggests that the Fourier-transform will be a useful tool for the study
of dispersive equations.
In what follows, we restrict our considerations to the scalar case, so that the dispersion
relation h : Zd → R is real valued. Initially, we consider solutions to the IVP in Schwartz
spaces in order to extend these results in a second step.
Suppose u ∈ C1t,locS(R × Td) is a classical solution to the IVP (1.1.1) associated to the
dispersive equation, then yields
ˆ∂tu(t)(k) = ih(k) ˜u(t)(k),
that has unique solution
ˆu(t)(k) = eih(k)u˜0(k).
As uˆ is Schwartz, the function eih(k)uˆ0(k)is then also a Schwartz function for any t ∈ R.
Hence, by applying the inversion formula it holds
u(t, x) =
∑
k∈Zd
eikx+ih(k)u˜0k. (1.2.4)
This motivates the definition of the linear propagator etL = eith(D).
Definition 1.2.7 (Linear Propagator). For f ∈ S(Td) define the linear propagator associ-
ated to the linear homogeneous problem ∂tu+ L = 0 as
etLf(x) =
∑
k∈Zd
eith(k)+ikxf˜(k). (1.2.5)
This propagator enjoys the following properties.
Remark. 1. The propagator etL can be extended to other spaces using density arguments.
2The principle of superposition for linear equations states that the superposition of two solutions is still a
solution to the linear equation.
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2. By Plancharel’s Theorem we have the following identities in L2 and Hs for s ∈ R:
‖etLf‖Hs(Td) = ‖f‖Hs(Td), ‖etLf‖ ·
Hs(Td)
= ‖f‖ ·
Hs(Td)
, ‖etLf‖L2(Td) = ‖f‖L2(Td).
The linear propagator is an unitary operator on these spaces. In particular, the propa-
gator is a Fourier multiplier and thus they commute with differentiation and integration
operators such that constant coefficient differential operators, other propagators and
operators of the type ∇s for any s ∈ R.
3. The propagator etL can be extended to tempered distributions by duality.
4. Note that the individual modes eikx in the periodic setting are square integrable, they
lie in Hs(Td), thus ‖eikx‖Hsx(Td) is equal to 〈k〉
s. This observation allows us to talk
about the individual Fourier modes more easily compared to the non-periodic case
where the Fourier modes lie in a continuum.
1.2.2. Space-time Fourier transform
The spatial Fourier transform captures the oscillations of a function in space. For a complete
study of the dispersive equation, we need to consider the oscillations in time as well and this
motivates the space-time Fourier transform.
Definition 1.2.8 (Space-time Fourier transform). For u : R × Td → C is a complex field
being Schwartz in time and space, we can define its space-time Fourier-transform3 uˆ : R ×
Zd → C formally as
uˆ(τ, k) =
∫
R
∫
Td
u(t, x)e−i(tτ+xk)dxdt. (1.2.6)
Again, we start for functions being Schwartz in time and space and extend the result to more
general function spaces and to tempered distributions by density and by duality. Formally,
we have the inversion formula
u(t, x) = 1(2pi)d+1
∫
R
∑
k∈Zd
ei(tτ+xk)uˆ(τ, k)dτ. (1.2.7)
The space-time Fourier transform diagonalizes both the linear operator L and the time
derivative ∂t. Let us suppose that u is a tempered distributional solution to the IVP (1.1.1)
with L = P (∇) = ih(∇i ) as before, then the application of the space-time Fourier transform
reduces the equation to
iτ uˆ(τ, k) = ih(k)uˆ(τ, k)
and thus
(τ − h(k))uˆ(τ, k) = 0.
This leads to the following observation on the support of uˆ.
3If necessary, we will distinguish the Fourier transform in spatial or time variable from the spacetime Fourier
transform by writing respectively Fx or Ft.
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Lemma 1.2.9 (Support of the space-time Fourier transform). Let u be a solution (in tem-
pered distributional sense) of ∂tu = Lu defined as above, then its space-time Fourier trans-
form is supported in the characteristic hypersurface {(τ, k) : τ = h(k)} of the space-time-
frequency space R× Zd.
uˆ(τ, k) = δ(τ − h(k))a(k)
for some spatial tempered distribution a, where δ is the Dirac delta.
In the case of the Schwartz solution ˆu(t)(k) = eih(k)uˆ0(k), we have a = uˆ0, thus
uˆ(τ, k) = δ(τ − h(k))uˆ0(k).
Explained intuitively, one may think of the linear solution u to the IVP as the time-
independent field u0 twisted by the transformation (τ, k) 7→ (τ + h(k), k). The Bourgain
spaces we will introduce in the next paragraph use this phenomena and thus turn out to be
an appropriate tool for our analysis.
To summarize the discussion on the Propagation of waves we formulate the following ruther
informal principle, stated similarly Tao in [42].
Principle 1 (Propagation of waves). Given a scalar dispersive equation with initial datum
u0, let us suppose that the initial datum has spatial frequency k0, e. g. a plane wave u0 =
Aei(k0x+τ0t). Then the solution of the equation will have spatial frequency roughly k0 for all
times. In particular, for the time oscillations roughly yields τ0 = h(k0). Further, the solution
u will travel in physical space with velocity roughly −∇h(ξ0). Let us remark that the spatial
and frequency uncertainty of u have to be taken in account when using these heuristics.
As direct consequence we note that under the Airy equation field frequencies ξ0 will propagate
at velocity −3ξ2.
1.2.3. Duhamel formula
So far, we discussed the solution theory for linear constant coefficient dispersive equations.
In particular, the previous discussion provides an explicit formula for the solution u to the
linear homogeneous problem of the type ∂tu + L = 0. Introducing a forcing term F , one
obtains an inhomogeneous problem of the type
∂tu+ L = F,
where L is the usual spatial operator and F the forcing term. Duhamel’s Formula constructs
an explicit solution u to this problem as superposition of free solutions arising from both the
initial data and the forcing term. If u, u0 and F have enough regularity and L is a constant
coefficient linear operator Duhamel’s formula can be justified by Fourier transform. Let us
recall the Duhamel formula for linear inhomogeneous equations (see e. g. [23])
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Proposition 1.2.10 (Duhamel’s formula). Let I be a time interval. Suppose that u ∈
C1t Sx(I × Td) and F ∈ C0t (I × Td) solve the equation ∂tu = Lu + F , where L = ih(D) is
skew adjoint. Then we have the Duhamel formula
u(t) = e(t−t0)Lu(t0) +
∫ t
t0
e(t−s)LF (s)ds (1.2.8)
for all t0, t ∈ I.
Remark. If L = 0, this statement reduces to the fundamental theorem of calculus. Indeed, by
conjugating the fundamental theorem of calculus with the linear propagator etL, one obtains
Duhamel’s formula. We refer again to [23], paragraph 1 for the proof.
The analysis of nonlinear dispersive equations seen as perturbed linear dispersive equations
will be based on a generalized version of Duhamel’s formula.
1.3. Bourgain spaces
The Bourgain spaces or Xs,b-space turn out to be an appropriate space to establish a fixed
point argument in. In this work, we will mainly use these spaces in order to prove the
well-posedness results for the KdV equation.
Let us consider again a general scalar coefficient dispersive linear equation
∂tu = Lu,
where L = ih(∇/i) for some real valued polynomial h. As discussed in the previous para-
graph 1.2, the space-time Fourier transform u˜ of solutions to this equation is supported on
the hypersurface {(τ, ξ) : τ = h(ξ)}. While studying the well-posedness it occurs to localize
the problem in time what may be done by multiplying by a smooth cutoff function η(t).
Considering that the Fourier transform translates the multiplication to the convolution of
functions, for the space-time Fourier transform of the localized solution ηu one obtains that
η̂u = ηˆ ∗ uˆ. This suggests that η̂u will be concentrated in the region
{(τ, ξ) : τ = h(ξ) +O(1)}.
Introducing a nonlinear perturbation to the dispersive equation, so that the equation takes
the form
∂tu = Lu+N(u), (1.3.1)
we are interested in the change of the support of uˆ or the localized solution η̂u. Without
localizing one expects a distort of the Fourier transform as the solution does not even need
to exist globally. When considering smooth short time cut-off functions η we observe a
smoothing effect for the operator ∂t−L away from the characteristic hypersurface τ = h(k)
that we shall call “dispersive smoothing effect” and discuss this in detail later. Due to
this phenomena, the localized Fourier transform ηˆu still concentrates near the characteristic
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hypersurface. The function spaces we are going to introduce capture this dispersive smooth-
ing effect. These spaces are also known as Bourgain spaces, Fourier restriction spaces or
dispersive Sobolev spaces4.
Definition 1.3.1 (periodic Xs,b-space). Let h : Zd → R be a continuous function, and let
s, b ∈ R. The space Xs,bτ=h(k)(R × Td), abbreviated Xs,b(R × Td) or simply Xs,b, is then
defined to be the closure of the Schwartz functions St,x(R× Td) under the norm
‖u‖
Xs,b
τ=h(k)(R×Td)
=
∥∥∥〈k〉s 〈τ − h(k)〉b uˆ(τ, k)∥∥∥
L2τ l
2
k
(R×Zd) ,
where uˆ is the spatially periodic temporally non periodic Fourier-transform as introduced
above.
In what follows, we present the basic properties of the Xs,b-spaces and we introduce the
estimates needed in the next chapters. Reconsider the linear dispersive equation ∂tu = Lu,
where L = ih(D) = ih(∇i ) that has solution u(t) = etLu(0). The free solutions lies then in
Xs,b.
Lemma 1.3.2 (Free solutions). Let f ∈ Hs(Td) for some s ∈ R, L as above for some
polynomial h : Zd → R. Then for any Schwartz time cutoff η ∈ St(R), we have the estimate
‖η(t)etLf‖
Xs,b
τ=h(k)(R×Td)
.η,b ‖f‖Hsx(Td).
Proof. We compute the spatial periodical time non periodical Fourier-transform at (τ, k)
and observe that it is equal to η˜(τ − h(k))f˜(k). Hence, taking the Xs,bτ=h(k)(R × Td) norm,
we obtain
‖η(t)etLf‖
Xs,b
τ=h(k)(R×Td)
=
∥∥∥〈k〉s 〈τ − h(k)〉b η˜(τ − h(k))f˜(k)∥∥∥
L2τ l
2
k
(R×Zd)
=
∑
k∈Zd
〈k〉2s
∣∣∣f˜(k)∣∣∣2 ∫
R
〈τ − h(k)〉2b |η˜(τ − h(k))|2 dτ
 12 .
Since η˜ is rapidly decreasing, the claim follows.
The next lemma lists some of the basic properties of the Xs,b space that seem familiar
thinking about Sobolev spaces.
Lemma 1.3.3 (Basic properties). 1. The Xs,b spaces are Banach spaces.
2. We have the trivial nesting
Xs
′,b′
τ=h(k) ⊂ Xs,bτ=h(k),
whenever s ≤ s′ and b ≤ b′.
4For the sake of clearness, we will call them Xs,b spaces.
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3. We have the dual relationship (
Xs,bτ=h(k)
)∗
= X−s,−bτ=−h(−k).
4. The Xs,b spaces interpolate nicely in the s, b indices.
5. The Xs,b spaces are invariant under translations in space and time, but they are not
invariant under frequency modulations (e. g. multiplication by a spatial phase eixk or
a temporal phase eitτ ).
Proof. The proof of the first two properties is standard. In order to show the duality re-
lationship, one uses Parseval’s identity and Cauchy-Schwarz. The interpolation property is
shown by an application of the Stein complex interpolation theorem, we refer to literature
for details. The translations invariance and the non invariance for phase modulations can
be shown by a direct computation.
The next result will be particularly useful for the theory of nonlinear dispersive equations.
Once the existence and uniqueness of a solution in the appropriate Bourgain space Xs,b have
been shown, one needs the embedding Xs,b ↪→ C0tHs to conclude that the problem is locally
well-posed.
For b > 12 , the Xs,b are close to free solutions of the linear dispersive equation ∂tu = Lu.
Lemma 1.3.4. For b > 12 , let L = ih(
∇
i ) for some polynomial h : Zd → R, let s ∈ R and
let Y be a Banach space of functions on R× Td with the property that∥∥∥eitτ0etLf∥∥∥
Y
≤ ‖f‖Hsx(Td) (1.3.2)
for all f ∈ Hs ∗ (Td), τ0 ∈ R. Then we have the embedding
‖u‖Y .b ‖u‖Xs,b
τ=h(k)
. (1.3.3)
Proof. By the Fourier inversion formula we have
u(t, x) = 1(2pi)d+1
∫
R
∑
k∈Zd
uˆ(τ, k)ei(tτ+xk)dτ.
Writing τ = h(k) + τ0 and setting
fτ0(x) :=
1
(2pi)d+1
∑
k∈Zd
uˆ(h(k) + τ0, k)eixk),
we have
etLfτ0(x) :=
1
(2pi)d+1
∑
k∈Zd
uˆ(h(k) + τ0, k)eith(k)eixk).
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and thus the representation
u(t) = 1(2pi)
∫
R
eitτ0etLfτ0dτ0.
Taking the Y -norm and using the Minkowski inequality A.0.2 and the hypothesis on Y
according to (1.3.2) we obtain
‖u‖Y =
∥∥∥∥ 1(2pi)
∫
R
eitτ0etLfτ0dτ0
∥∥∥∥
Y
≤
∫
R
‖f‖Hsx(Td)dτ0.
And hence applying Cauchy-Schwarz and the hypothesis b > 12 yields
‖u‖Y .b
(∫
R
〈τ0〉2b ‖f‖2Hsx(Td)dτ0
) 1
2
.
By an application of Plancharel’s theorem, we obtain(∫
R
〈τ0〉2b ‖f‖2Hsx(Td)dτ0
) 1
2
= Cb‖u‖Xs,b ,
and this concludes the proof.
Remark. This result can be generalized to continuous functions h rather than polynomials.
The operator L is then a Fourier multiplier rather than a differential operator.
As mentioned above, the space Y = C0tHsx is of particular interest. This space satisfies the
hypothesis (1.3.2) and hence we have the following corollary.
Corollary 1.3.5 (Embedding for C0tHsx). Let b > 12 , s ∈ R and h : Zd → R be continuous.
Then for any u ∈ Xs,bτ=h(k)(R× Td) we have
‖u‖C0tHsx(R×Td) .b ‖u‖Xs,bτ=h(k)(R×Td). (1.3.4)
In the following we are concerned by nonlinear dispersive equations. The spaces Xs,bτ=h(k)(R×
Td) are only suitable for the analysis of problems that have been localized in time. The
following result guarantees the stability with respect to time localization.
Lemma 1.3.6 (stability with time localization). Let η ∈ S(R) be a Schwartz function in
time. Then we have
‖η(t)u‖
Xs,b
τ=h(k)(R×Td)
.η,b ‖u‖Xs,b
τ=h(k)(R×Td)
, (1.3.5)
for any s, b ∈ R and any h : Zd → R and any field u ∈ St,x(R× Td).
Furthermore if −12 < b′ ≤ b < 12 , then for any 0 < T < 1,
‖η( t
T
)u‖
Xs,b
′
τ=h(k)(R×Td)
.η,b,b′ T b−b
′‖u‖
Xs,b
τ=h(k)(R×Td)
(1.3.6)
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Remark. 1. Hence, free solutions will lie in Xs,b once suitable truncated in time.
2. When dealing with large data, the second estimate is useful to control the Xs,b-norm.
It can be kept small by making an appropriate choice for a suitable small time interval5.
3. Consider a temporal frequency modulation Φτ0 : u(t, x) 7→ eitτ0u(t, x). We want to
analyze the behavior of the Xs,b-spaces with respect to the map Φτ0 . Note that the
spacetime Fourier transform of eitτ0u(t, x) is given by∫
R
∫
Td
e−it(τ−τ0)e−ikxu(t, x)dxdt = uˆ(τ − τ0, k).
Using the crude estimate
〈τ − τ0 − h(k)〉b .b 〈τ0〉|b| 〈τ − h(k)〉b ,
and Fourier calculus we can estimate the frequency modulation in terms of Xs,b-norms
as follows
‖eitτ0u‖
Xs,b
τ=h(k)
=
∥∥∥∥∥〈k〉s
(∫
R
〈τ − h(k)〉2b |uˆ(τ − τ0, k)|2 dτ
) 1
2
∥∥∥∥∥
l2
k
=
∥∥∥∥∥〈k〉s
(∫
R
〈τ − τ0 − h(k)〉2b |uˆ(τ, k)|2 dτ
) 1
2
∥∥∥∥∥
l2
k
.b 〈τ0〉|b|
∥∥∥〈k〉s 〈τ0 − h(k)〉b uˆ(τ, k)∥∥∥
L2τ l
2
k
and hence obtain ‖eitτ0u‖
Xs,b
τ=h(k)
.b 〈τ0〉|b| ‖u‖Xs,b
τ=h(k)
.
See as well equation (3.9) in [11] and [40] for more details.
Proof of Lemma 1.3.6. As η is Schwartz in time, we can write it as Fourier expansion
η(t) =
∫
R
ηˆ(τ0)eitτ0dτ0.
Using this identity and the previous remark on frequency modulations and Fubini, it is easy
to see that the spacetime Fourier transform equals
η̂u(τ, k) =
∫
R
∫
Td
(∫
R
ηˆ(τ0)eitτ0dτ0
)
u(t, x)e−ikxe−itτdxdt
=
∫
R
ηˆ(τ0)uˆ(τ − τ0, k)dτ0.
5Note that this holds only for b > 12 . In the endpoint, this estimates fails.
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Taking the Xs,bτ=h(k)-norm we find
‖ηu‖
Xs,b
τ=h(k)
=
∑
k∈Zd
〈k〉s
∫
R
〈τ − h(k)〉2b
∣∣∣∣∫
R
ηˆ(τ0)uˆ(τ − τ0, k)dτ0
∣∣∣∣2 dτ
 12
≤
∫
R
|ηˆ(τ0)|
∥∥∥〈k〉s 〈τ0 − h(k)〉b uˆ(τ, k)∥∥∥
L2τ l
2
k
dτ0
≤
(∫
R
|ηˆ(τ0)| 〈τ0〉|b| dτ0
)
‖u‖
Xs,b
τ=h(k)
,
where we used Minkowski’s Integral Inequality A.0.2 in the first inequality and the previous
remark in the second inequality. As ηˆ is rapidly decreasing the fist claim follows.
Let us prove the second claim. By conjugating with ∇s we may assume s = 0. By compo-
sition it suffices to treat the cases 0 ≤ b′ ≤ b or b′ ≤ b ≤ 0. By duality we may then obtain
the case 0 ≤ b′ ≤ b. Let us start with the case b′ = 0. Once established we can deduce the
case b = b′ and we conclude by an interpolation argument.
For b′ = 0, we have to show that
‖η( t
T
u)‖L2τ l2k(R× Td) .η,b T b‖u‖Xs,b
τ=h(k)(R×Td)
, (1.3.7)
for 0 < b < 12 . We divide the proof in two cases by partitioning the frequency space R×Zd,
where uˆ is supported in 〈τ − h(k)〉 ≥ 1T and 〈τ − h(k)〉 ≤ 1T .
Note that in the first case we have the following estimate for u in X0,0τ=h(k)
‖u‖
X0,0
τ=h(k)
=
∥∥∥∥∥〈τ − h(k)〉
b
〈τ − h(k)〉b uˆ
∥∥∥∥∥
L2τ `
2
k
≤ T b‖u‖
X0,b
τ=h(k)
.
Since ‖η‖L∞ < c for a c > 0, we obtain∥∥∥∥η( tT )u
∥∥∥∥
X0,0
τ=h(k)
.η,b T b‖u‖X0,b
τ=h(k)
.
In the region where 〈τ − h(k)〉 ≤ 1T , consider
‖u(t)‖L2x(Td) . ‖u˜(t)(k)‖l2k(Zd)
.
∥∥∥∥∥
∫
〈τ−h(k)〉≤ 1
T
|uˆ(τ, k)| dτ
∥∥∥∥∥
l2
k
(Zd)
≤
(∫
〈τ−h(k)〉≤ 1
T
1
〈τ − h(k)〉2bdτ
) 1
2 ∥∥∥〈τ − h(k)〉b uˆ(τ, k)∥∥∥
L2τ l
2
k
≤ T b− 12 ‖u‖
X0,b
τ=h(k)
,
where we used Plancharel’s theorem, the triangle inequality, Cauchy-Schwarz and the local-
ization of uˆ. We integrate against η( tT ) and obtain(∫
R
∣∣∣∣η( tT )
∣∣∣∣2 ‖u(t)‖2L2x(Td)dt
) 1
2
. T b
(∫
R
∣∣∣∣η( tT )
∣∣∣∣2 T−1dt
) 1
2
‖u‖
X0,0
τ=h(k)
,
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and thus we have shown the claim∥∥∥∥η( tT u)
∥∥∥∥L2τ l2k(R× Td) .η,b T b‖u‖Xs,b
τ=h(k)(R×Td)
.
It remains to show this claim for b′ = b. We partition the frequency space R× Zd as before
in the regions 〈τ − h(k)〉 ≤ 1T and 〈τ − h(k)〉 ≥ 1T .
On the first region, we can reduce the claim to the b′ = 0-case.∥∥∥∥η( tT )u
∥∥∥∥
X0,b
=
∥∥∥∥∥〈τ − h(k)〉b ̂η( tT )u
∥∥∥∥∥
L2τ l
2
k
≤ T−b
∥∥∥∥∥̂η( tT )u
∥∥∥∥∥
L2τ l
2
k
=
∥∥∥∥∥̂η( tT )u
∥∥∥∥∥
L2τ l
2
k
Applying the estimate for the b′ = 0-case we obtain∥∥∥∥η( tT )u
∥∥∥∥
X0,b
≤ T−bT b‖u‖X0,b . (1.3.8)
On the second region, let P define the Fourier projection on 〈τ − h(k)〉 ≥ 1T . Applying the
triangle inequality, it suffices then to show that∥∥∥∥P (η( tT ))u
∥∥∥∥
X0,b
≤
∥∥∥∥P (η( tT ))Pu
∥∥∥∥
X0,b
+
∥∥∥∥P (η( tT ))(1− P )u
∥∥∥∥
X0,b
.
For the former term, see that for any frequency τ0 ∈ R yields
‖P (eitτ0Pu)‖Xs,b .b 〈Tτ0〉b ‖u‖Xs,b .
This improves the estimate in the previous remark. Having this estimate we can perform
the analogue proof as in the b′ = 0-case. For the second member we have
‖P (η( t
T
))(1− P )u‖X0,b . T 1−b‖(∂t − L)(η(
t
T
))(1− P )u‖Xs,0 .
By the Leibniz-rule, the expression inside the norms splits to η( tT )(∂t − L)(1 − P )u and
T−1η′( tT )(1− P )u. The first term contributes at most
T 1−b‖η( t
T
)(∂t − L)(1− P )u‖Xs,0 . T 1−b‖(∂t − L)(1− P )u‖Xs,0 . ‖u‖Xs,b .
The second term contributes at most
T 1−b
∥∥∥∥T−1η′( tT )(1− P )u
∥∥∥∥
Xs,0
.b T−bT b ‖(1− P )u|Xs,b = ‖(1− P )u‖Xs,b ,
using the estimate established for the b′ = 0 case. Hence, in the b = b′-case we established
on the region 〈τ − h(k)〉 ≥ 1T the following∥∥∥∥P (η( tT ))u
∥∥∥∥
X0,b
.b ‖u‖Xs,b + ‖(1− P )u‖Xs,b
that is acceptable to conclude the proof.
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Next, we study the interaction with Fourier multipliers, the well known interaction of Sobolev
spaces and Fourier multipliers turn out to be similar to the behavior of Fourier multipliers
in Xs,b spaces.
Remark (Fourier multiplier for space-time functions). A Fourier multiplier Dn of order n,
that is
D̂nf(k) = m(k)fˆ(k)
for all Schwartz functions f ∈ Sx(Td) and some measurable multiplier m : Zd → C satisfying
|m(k)| ≤ 〈k〉n, then D can be extended to space-time functions in the following way
(Du)(t) = D(u(t)),
that is by acting on each time separately: D̂ku(τ, k) = m(k)uˆ(τ, k).
We have then the following estimates.
Lemma 1.3.7 (Fourier multiplier). 1. D maps Xs,bτ=h(k) continuously to X
s−n,b
τ=h(k) for any
s, b ∈ R.
2. If n is a non negative integer, the converse holds
‖u‖
Xs,b
τ=h(k)
. ‖u‖
Xs−n,b
τ=h(k)
+ ‖∇u‖
Xs−n,b
τ=h(k)
For free solutions, we have the following estimate.
Lemma 1.3.8 (Linear estimate). For any s, b ∈ R, if h : Zd → R is a polynomial and
L := ih(∇i ), then we have the estimate
‖(∂t − L)u‖Xs,b−1
τ=h(k)(R×Td)
. ‖u‖
Xs,b
τ=h(k)
. (1.3.9)
Proof. The proof follows the same idea as the estimates established by Fourier multipliers.
We have
̂(∂t − L)u(τ, k) = i(τ − h(k))uˆ(τ, k).
and thus the claim follows.
For solutions to the nonlinear dispersive equation, the following energy estimates holds.
Proposition 1.3.9 (Energy estimate). Let h : Zd → R be a polynomial, let L = ih(∇i ) and
let u ∈ C∞t,locSx(R × Td) be a smooth solution to the equation ∂tu = Lu + F . Then for any
s ∈ R and b > 12 , and any compactly supported smooth time cutoff η(t), we have
‖η(t)u‖
Xs,b
τ=h(k)(R×Td)
.η,b ‖u(0)‖Hsx(Td) + ‖F‖Xs,b−1τ=h(k)(R×Td). (1.3.10)
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Proof. The proof uses the stability with respect to time localization and the Duhamel formula
in order to establish the statement. Let [−R,R] be a time interval containing the support
of η. Next, truncate F smoothly in time using a compactly supported cut off function that
equals 1 on [−R,R]. The previous Lemma 1.3.6 allows us to assume that F is supported in
[−2R, 2R] and is Schwartz in spacetime. Notice that it suffices to consider the case s = 0.
The general case can be reduce to s = 0 by applying 〈∇〉s to both u and F .
In a first step, suppose that u vanishes at −2R, the general case will treated in a second
step. By Duhamels formula (1.2.8) for t0 = −2R,
η(t)u(t) = η(t)
∫ t
−∞
e(t−s)LF (s)ds = η(t)
∫
R
ψ(t− s)1[0,∞)(t− s)e(t−s)LF (s)ds,
where ψ is a smooth compactly supported function which equals 1 on [−3R, 3R]. By Lemma
1.3.6 it is sufficient to show that∥∥∥∥∫
R
ψ(t− s)1[0,∞)](t− s)e(t−s)LF (s)ds
∥∥∥∥
X0,b
τ=h(k)(R×Td)
.η,b ‖F‖Xs,b−1
τ=h(k)(R×Td)
.
This is a direct computation using the fact that the Fourier transform commutes convolution
and multiplication. In fact,
FtFx(
∫
R
ψ(t− s)1[0,∞)(t− s)e(t−s)LF (s)ds)
=
(∫
R
ψ(t)1[0,∞)(t)e−it(τ−h(k)))dt
)
Fˆ (τ, k)
By integration by parts one obtains the bound∫
R
ψ(t)1[0,∞)(t)e−it(τ−h(k)))dt .ψ 〈τ − h(k)〉−1 .
The claim for the case u(−2R) = 0 follows.
In the general case, we write the solution as u(t) =
(
u(t)− e(t+2R)Lu(−2R)
)
+e(t+2R)Lu(−2R).
The first term can be treated by the previous estimate since it vanishes in −2R. Thus we
have
‖u(t)− e(t+2R)Lu(−2R)‖
X0,b
τ=h(k)(R×Td)
.η,b ‖F‖Xs,b−1
τ=h(k)(R×Td)
.
It remains to control the X0,b-norm of e(t+2R)u(−2R).
By Lemma 1.3.2 this reduces to∥∥∥e(t+2R)Lu(−2R)∥∥∥
X0,b
τ=h(k)(R×Td)
≤
∥∥∥e2RLu(−2R)∥∥∥
L2x
,
and hence we have to show that∥∥∥e2RLu(−2R)∥∥∥
L2x
.η,b ‖u(0)‖L2x(Td) + ‖F‖Xs,b−1τ=h(k)(R×Td).
Again we invoke the Duhamel formula (1.2.8) and from the support of F we have
e2RLu(−2R) = u(0) +
∫
R
ψ(s)1(−∞,0](s)e−sLF (s)ds
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where ψ is defined as before. By the triangle inequality, it suffices to show that
‖
∫
R
ψ(s)1(−∞,0](s)e−sLF (s)ds‖L2x .η,b ‖F‖Xs,b−1
τ=h(k)
.
Applying Parseval’s identity, the left hand side equals (modulo a constant)∥∥∥∥∫
R
(∫
R
ψ(s)1(−∞,0](s)eis(τ−h(k))ds
)
Fˆ (τ, k)dτ
∥∥∥∥
l2
k
.
The integral in the parentheses can be controlled by∫
R
ψ(s)1(−∞,0](s)eis(τ−h(k))ds .ψ 〈τ − h(k)〉−1 ,
performing an integration by parts. Using this estimates, Cauchy-Schwarz inequality and
the hypothesis b > 12 , we find∥∥∥∥∫
R
ψ(s)1(−∞,0](s)e−sLF (s)ds
∥∥∥∥
L2x
.ψ
∥∥∥∥∫
R
1
〈τ − h(k)〉 Fˆ (τ, k)dτ
∥∥∥∥
L2x
=
∥∥∥∥∥
∫
R
〈τ − h(k)〉b
〈τ − h(k)〉1+b Fˆ (τ, k)dτ
∥∥∥∥∥
L2x
.b
(∫
R
1
〈τ − h(k)〉2b
) 1
2 (
〈τ − h(k)〉2(b−1)
∣∣∣Fˆ (τ, k)∣∣∣2) 12
The claim follows and this concludes the proof of the proof.
In our existence theory for dispersive equations, in particular for the Korteweg-de Vries
equation 0.0.2 we want to establish a well-posedness result in the endpoint space Xs,b with
b = 12 . The naturally arising question is how the estimates established above behave in this
space. In the periodic case, the previous results are known to be sharp, i. e. they break down
in the critical case b = 12 . This suggests that the existence theory in this case is technically
more involved.
Proposition 1.3.10 (Sharp estimates). In the critical case b = 12 , the endpoint space
Xs,bτ=h(k) is badly behaved in the sense that the following estimates break down
1. Lemma 1.3.4,
2. the embedding C0tHsx ↪→ Xs,b, Lemma 1.3.5,
3. stability to localization in time, Lemma 1.3.6,
4. the energy estimate, Proposition 1.3.9.
Some more technical effort is necessary to overcome this obstacle. It turns out that is
possible to define the slightly smaller Y s-spaces that satisfy the desired embeddings and
energy estimates.
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Definition 1.3.11 (Y s,b spaces). Define the space Y s,bτ=h(k)(R× Td) to be the closure of the
Schwartz functions under the norm
‖u‖
Y s,b
τ=h(k)(R×Td)
:=
∥∥∥〈k〉s 〈τ − h(k)〉b uˆ∥∥∥
l2
k
L1τ (R×Zd)
. (1.3.11)
We have the following embeddings
Lemma 1.3.12 (Embeddings for Y s,b spaces). For all Schwartz functions u and all  > 0,
the following yields
‖u‖
Y
s,b− 12−
τ=h(k) (R×Td)
. ‖u‖Xs,b
τ=h(k)(R×Td)
(1.3.12)
and
‖u‖C0tHsx(R×Td) . ‖u‖Y s,0τ=h(k)(R×Td) (1.3.13)
The former embedding breaks down for  = 0.
Proof. Fix  > 0. The former estimate follows from the Cauchy-Schwarz inequality applied
in the variable τ since
‖u‖2
Y s,b−
1
2−
=
∑
k∈Z
(
〈k〉
∫
R
〈τ − h(k)〉b− 12− |uˆ(k, τ)| dτ
)2
∑
k∈Z
(∫
R
〈τ − h(k)〉2(− 12−) dτ
)(∫
R
〈τ − h(k)〉2b |uˆ(k, τ)|2 dτ
)
and as −(1 + ) < −1 there exists a c > 0 such that∫
R
〈τ − h(k)〉−(1+) dτ . c.
To show the second estimate, it suffices to consider u ∈ S(R× T) and to prove an estimate
for the sup-norm in time by density. The Fourier inversion formula allows us to write
Fx(u)(k, t) = c
∫
R
eitτ uˆ(k, τ)dτ.
Hence, taking the Hs norm in the spatial variable leads to
‖u(t)‖Hsx ≤ c
∥∥∥∥∫
R
eitτ 〈k〉s uˆ(k, τ)
∥∥∥∥
L2
k
≤ c ‖〈k〉s uˆ(k, τ)‖L2
k
L1τ
We take the supremum with respect to the time variable t and this completes the proof.
Further, the Y s,0 space behaves well with respect to multiplication with cutoff functions in
time. Let η ∈ St(R)
Lemma 1.3.13 (stability of Y s,0 spaces with time localization ). Let η ∈ S(R) be a Schwartz
function in time. Then we have
‖η(t)u‖Y s,0(R×Td) .η,b ‖u‖Y s,0
τ=h(k)(R×Td)
(1.3.14)
for any s, b ∈ R and any h : Zd → R and any field u ∈ St,x(R× Td).
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Proof. It suffices to show the statement for smooth u. From Young’s inequality follows for
fixed k that
‖Ft(ηTu)‖L1τ = c
∥∥∥∥∫
R
ηˆT (τ − τ1)uˆ(k, τ1)dτ1
∥∥∥∥
L1
≤ ‖ηˆT (τ)‖L1τ ‖uˆ(k, τ)‖L1τ .
Since ‖ηˆT (τ)‖L1τ = ‖ηˆ(τ)‖L1τ , it suffices to take the weighted L2-norm with respect to variable
k in order to complete the proof.
Finally, we can show the following energy estimate in the critical case b = 12
Proposition 1.3.14 (Energy Estimate in the Endpoint space). Let h : Zd → R be a poly-
nomial, let L = ih(∇i ) and let u ∈ C∞t,locSx(R × Td) be a smooth solution to the equation
∂tu = Lu + F . Then for any s ∈ R and b = 12 , and any compactly supported smooth time
cutoff η(t), we have
‖η(t)u‖
Y s,0
τ=h(k)(R×Td)
+ ‖η(t)u‖
Xs,b
τ=h(k)(R×Td)
.η,b ‖u(0)‖Hsx(Td) + ‖F‖Y s,−1τ=h(k)(R×Td) + ‖F‖Xs,b−1τ=h(k)(R×Td).
This allows us to use the endpoint space Xs, 12 augmented by the Y s.0 space for our analysis
of dispersive equations. The Proposition follows from the following two Lemma. For sake of
simplicity we divide the proof and start with an estimate for the free solution.
Lemma 1.3.15.
‖η(t)S(t)φ‖
Xs,
1
2
+ ‖η(t)S(t)φ‖Y s,0 . ‖φ‖Hs . (1.3.15)
Proof. The proof uses the basically the Fourier transform properties. The spacetime Fourier
transform of η(t)etLφ equals
̂η(t)etLφ = ηˆ(τ − h(k))φˆ(k).
The contribution in Xs, 12 norm can be controlled by∑
k∈Z
〈k〉s
∫
R
〈τ − h(k)〉
∣∣∣ηˆ(τ − h(k))φˆ(k)∣∣∣2 dτ
 12
≤
(
sup
k
∫
R
〈
τ − k3
〉
|ηˆ(τ − h(k))|2 dτ
)
‖φ‖Hs
≤ C‖φ‖Hs
since ηˆ is a rapidly decreasing function.
The estimates for the contribution in Y s,0 norm can be controlled similarly∑
k∈Z
[
〈k〉s
∫
R
〈τ − h(k)〉b
∣∣∣ηˆ(τ − h(k))φˆ(k)∣∣∣ dτ]2
 12 ≤ C ′‖φ‖Hs ,
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since the integral ∫
R
〈τ − h(k)〉b
∣∣∣ηˆ(τ − h(k))φˆ(k)∣∣∣ dτ
is bounded for any k as ηˆ is rapidly decreasing.
Due to Duhamel’s formula the second part of the solution is equal to
η(t)
∫ t
0
e(t−t
′)LF (t′)dt′.
We estimate this quantity in Y s,0 norm and Xs, 12 norm.
Lemma 1.3.16.
‖η(t)
∫ t
0
e(t−t
′)LF (t′)dt′‖Y s,0 + ‖η(t)
∫ t
0
e(t−t
′)LF (t′)dt′‖
Xs,
1
2
. ‖F‖Y s,−1 + ‖F‖Xs,− 12 .
(1.3.16)
Proof. By applying a smooth cutoff, we may assume that F is supported on [−3, 3]×T. Let
a(t) = sign (t)η1(t), where η1 is a smooth bump function supported on [−10, 10] that equals
1 on [−5, 5]. This implies the identity
χ[0,t)(t′) =
1
2
(
a(t′)− a(t− t′))
valid for t ∈ [−2, 2] and t ∈ [−3, 3], allows us to rewrite the inhomogeneous part of the
solution η(t)
∫ t
0 S(t− t′)F (t′)dt′ as linear combination of
η(t)S(t)
∫ t
0
a(t′)S(−t′)F (t′)dt′. (1.3.17)
and
η(t)
∫ t
0
a(t− t′)S(t− t′)F (t′)dt′ (1.3.18)
Applying the triangular inequality it suffices to control each of the contributions (1.3.17)
and (1.3.18). Applying Lemma 1.3.2, the former contribution is controlled by∥∥∥∥η(t)S(t) ∫ t0 a(t′)S(−t′)F (t′)dt′
∥∥∥∥
Y s,0
+
∥∥∥∥η(t)S(t) ∫ t0 a(t′)S(−t′)F (t′)dt′
∥∥∥∥
Xs,
1
2
.
∥∥∥∥∫ t0 a(t′)S(−t′)F (t′)dt′
∥∥∥∥
Hs
and it remains to justify that
‖
∫
R
a(t′)S(−t′)F (t′)dt′‖Hs . ‖F‖Y s,−1 + ‖F‖Xs,− 12 .
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Let us calculate the spatial Fourier transform evaluated at k.∫
T
∫
R
a(t′)e∂xxxt′e−ikxF (t′, x)dxdt′ =
∫
R
a(t′)e−ih(k)t′F˜ (t′, k)dt′
=
∫
R
a(t′))e−ih(k)t′
∫
R
eiτt
′
Fˆ (τ, x)dτdt′
=
∫
R
aˆ(τ − k3)Fˆ (τ, k)dτ
where we used the Fourier inversion formula in time in the second identity.
Since by Lemma it follows that |aˆ(τ)| = O(〈τ ′〉−1), in terms of Hs norm the contribution
(1.3.17) reduces to∥∥∥∥∫
R
aˆ(τ − h(k))Fˆ (τ, k)dτ
∥∥∥∥
Hs
≤ C
∥∥∥∥∫
R
1
〈τ − h(k)〉 Fˆ (τ, k)dτ
∥∥∥∥
Hs
This proves the statement for the first contribution. For the latter one (1.3.18) we discard
the cutoff and evaluate the spacetime Fourier transform of
∫ t
0 a(t − t′)S(t − t′)F (t′)dt′. As
the Fourier transform converts the convolution of functions to multiplication, the spacetime
Fourier transform equals
̂a(t)S(t) · F̂ (t, x).
The first factor is of order O(〈τ − h(k)〉−1), sine
̂a(t)S(t) = ŝign (τ − h(k)) ∼ 〈τ − h(k)〉−1 .
Similarly to the previous case, this allows us to estimate the contribution (1.3.18) in Y s,0
and Xs, 12 norm by ‖F‖Y s,−1 and ‖F‖Xs,− 12 respectively. This proves the Lemma.
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1.4. What is well-posedness?
Let us consider again the Initial Value Problem (IVP){
∂tu− Lu = F (u),
u(0, x) = φ(x),
(1.4.1)
with the notation introduced in the previous section. Before tackling, the study of particular
dispersive equations and discussing an existence theory, it is worth to ask what we intend
by a well-posed problem. What are local and global well-posedness? We already mentioned
in the introduction that for a given initial value problem (IVP) we try to find a
1. unique
2. solution
3. whose initial regularity persists
4. and that depends continuously on the initial data.
Let us formalize this in a definition according to the well-posedness notion introduced by J.
Hadamard [22].
Definition 1.4.1. The Cauchy Problem 1.4.1 is locally well-posed in the Sobolev space
Hs(T) if for any R > 0 there exists a time T = T (R) > 0 and a functional space XsT being
Banach and continuously embedded in C([0, T ], Hs) such that for every
u0 ∈ BR := {u0 ∈ Hs(T) : ‖u0‖Hs(T) < R}
there exists a unique solution u(t, x) ∈ XsT ⊂ C([0, T ], Hs). Moreover, the solution map
B(R) 3 u0 7→ u(t, x) ∈ C([0, T ], Hs)
is continuous. If we can take XsT = C0tHs([−T, T ]× Td) then we say that the wellposedness
is unconditional; if we can take T arbitrarily large, we say the wellposedness is global rather
than local.
Remark. Note that this is weaker than T = +∞. If the time depends only on the Hsx
norm of the initial datum we say the well-posedness is in the subcritical sense, otherwise in
the critical sense. We say that the well-posedness is uniform if the solution map u0 7→ u is
uniformly continuous from B toX; similarly we define the notion of Lipschitz well-posedness,
Ck well-posedness for k = 1, 2, ... , and analytic well-posedness.
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2. Korteweg-de Vries equation
In this chapter, we apply the introduced theory of Xs,b spaces to the periodic initial value
problem for the Korteweg de Vries (KdV) equation{
∂tu+ ∂xxxu = u∂xu, x ∈ [0, 2pi]
u(x, 0) = φ(x).
(2.0.1)
for a real scalar field u : R×T −→ R in one spatial dimension. This is a dispersive equation
with a nonlinearity that involves a derivative. Consequently, the KdV equation is not a
purely semilinear equation but a derivative semilinear equation. Since the nonlinearity term
is of lower order than the dispersive term ∂xxxu, we do not classify the KdV equation as
quasilinear equation. The presence of a derivative in the nonlinearity makes the local well-
posedness theory more involved, e. g. the Strichartz estimates that provide good estimates
for semilinear equations such as the Schrödinger equation are not quite useful for the KdV
equation. Strichartz estimates gain integrability but here we need a gain of regularity. This
chapter introduces smoothing estimates that allow us to gain regularity and to apply a per-
turbative method. In fact, we start studying the linear Airy equation ∂tu+∂xxxu introduced
in (1.1.3) and we consider the KdV equation as nonlinear perturbation of the Airy equation.
This dispersive equation arises, as many other of this class, as physical model for the prop-
agation of waves on shallow water surfaces. The equation was introduced by Boussinesq
(1877) and independently by Korteweg de Vries (1895).
This chapter, firstly gives a short overview of general properties of the KdV equation and
secondly establishes a local and a global well-posedness result. To that end, we start study-
ing the linear initial value problem for the Airy equation and we deduce the necessary linear
estimates in section 2.4. In order to close the iteration argument, we will need a bilinear
estimate for the nonlinearity u∂xu, introduced in section 2.5.
2.1. Symmetries
For a start, let us observe that the replacement u 7→ −u shows that the choice of the sign ±
in ±12∂xu2 is irrelevant and hence we do not distinguish the focusing and defocussing case.
This becomes necessary in the case of generalized KdV equations ∂tu+ ∂xxxu± 1k∂xuk = 0
when k is odd, see section 2.9.
The KdV equation enjoys different symmetries, such as a time reversal symmetry, a scaling
symmetry and a ’Galilean’ symmetry.
Lemma 2.1.1 (Symmetries for KdV equation). The evolution for the KdV equation respects
the following:
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1. Time reversal symmetry u(x, t) 7→ u(−t,−x);
2. Scaling symmetry u(x, t) 7→ 1
λ2u(
x
λ ,
t
λ3 );
3. A ’Galilean’ symmetry u(x, t) 7→ u(t, x− vt)− v6 for v ∈ T.
It is intuitive to think about the scaling symmetry as useful tool for the large data theory
2.6.1. Explicitly, we use the invariance to resolve the Cauchy problem for arbitrary initial
data by re-conducting it to the rescaled Cauchy Problem for initial data with small norm.
It is worth to remark that the rescaling changes the period, the circle T = R/(2piZ) dilates
to a larger circle T = R/(2piλZ). The change of the period causes some difficulties that has
been resolved in [10] and [9].
The latter symmetry will be useful to justify the 0-mean assumption.
2.1.1. Complete integrability
The KdV equation is one of the simplest PDE enjoying the phenomena of complete inte-
grability. This is particularly useful as consequently there is a infinite number of conserved
quantities during this evolution. The phenomena of complete integrability allows to approach
the well-posedness for regular initial data using conservation laws. This topic shall not be
discussed in this work as our well-posedness theory does not rely directly to this phenomena.
The conservation of the mass
M [u] =
∫
T
u(x)dx
is the only conservation law that we will exploit in this work. The utility for conservation
laws is shortly discussed in paragraph 2.7 and the used method for global well-posedness
exploits the existence of almost conserved quantities when dealing with negative Sobolev
exponents s, see paragraph 2.8.
2.2. Iteration argument
With the introduced notation of the second chapter, the linear propagator for the Airy
equation is given by
S(t) = e−t∂xxx ,
and the nonlinearity is given by
F (u) = u∂xu =
1
2∂xu
2.
Thus the free solution for the IVP associated to the linear Airy equation (1.1.3), ∂tu+∂xxx =
F , with initial data φ has the explicit solution
S(t)φ. (2.2.1)
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Using the spacetime inverse Fourier transform, the free solution S(t)φ may be written as
S(t)φ(x) =
∑
k∈Z
∫
R
eikxeitτ0δ(τ0 − k3)φˆdτ0, (2.2.2)
where δ(η) is a 1 dimensional Dirac Delta at η = 0. This property of the support of Ŝ(t)φ
has been discussed in Lemma 1.2.9. The solution to the inhomogeneous problem is given by
Duhamel’s formula
u(t) = S(t)φ+
∫ t
t0
S(t− t′)F (t′)dt′. (2.2.3)
Suppose for instant that the initial data vanishes, that is φ = 0. In this case the solution u
to the linear inhomogeneous problem equals
u(x, t) =
∫ t
0
S(t− t′)f(x, t′)dt′,
where f = f(x, t) is a given time dependent and spatial periodic function. Using the Fourier
inversion formula we find
u(x, t) =
∑
k∈Z
∫
R
eikxeik
3t
∫ t
0
e−ik
3t′eit
′τdt′fˆ(k, τ)dτ
=
∑
k∈Z
∫
R
eikxeik
3t
∫ t
0
ei(τ−k
3)t′dt′fˆ(k, τ)dτ
by rearranging the integral. Performing the integration in t′, we obtain
u(x, t) =
∑
k∈Z
∫
R
eikxeik
3t e
i(τ−k3)t − 1
i(τ − k3) fˆ(k, τ)dτ. (2.2.4)
Passing to the KdV equation, we introduce the nonlinearity u∂xu and the IVP becomes{
∂tu+ ∂xxxu = u∂xu, x ∈ [0, 2pi]
u(x, 0) = φ(x).
For instance, if we wanted to try to control the solution u in terms of the spatial Hsx norm
by a Duhamel iteration scheme such that for the n-iterate
u(n)(t) = e−t∂xxxu(0) +
∫ t
0
e−(t−t
′)∂xxx
(
u(n−1)(t′)∂xu(n−1)(t′)
)
dt′.
we would obtain by standard energy estimates an estimate of the form
‖u(n)(t)‖Hsx ≤ ‖u(0)‖Hsx +
∫ t
0
‖u(n−1)(t′)∂xu(n−1)(t′)‖Hsxdt′.
The right hand side requires regularity of degree s+1 for u(n). This suggests that an iteration
scheme in which each iterate has at least as much regularity as the previous one can not
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solve the problem. We present smoothing estimates for the homogeneous and inhomogeneous
linear equation in paragraph 2.4 in order to avoid the loss of derivative.
The available smoothing estimates form the main difference between the nonperiodic and
the periodic setting. In the former case, the dispersive effect allows us to deduce a smoothing
effect. Therefore, one needs necessarily the fact that high frequencies move to spatial infinity.
In the periodic cases theses estimates are not available. This makes the theory technically
more involved.
Nevertheless, there is a smoothing effect in the periodic setting that allows us to avoid
the loss of a derivative. The first smoothing estimates in this setting were introduced by
Bourgain in [3]. The crucial point in order to show these estimates is the special structure
of the nonlinearity u∂xu. In fact we can rewrite it as 12∂xu2 and hence we can define the
bilinear operator B : (f, g) 7→ ∂x(fg) for f, g in an appropriate space of functions. The Xs,b
spaces, see Definition 1.3.1, turn out to be the appropriate choice. In fact, it can be shown
that for s ≥ −12 and b = 12 the bilinear operator
B : Xs,b ×Xs,b −→ Xs,b−1 (2.2.5)
is bounded. Wee will use a contraction argument in order to show the local well-posedness
in the Xs,b spaces. We seek results for s ≥ −12 and b = 12 . This is the endpoint case b = 12 for
which the essential linear estimates fail, see Proposition 1.3.10. Thus especially the energy
estimate 1.3.9 being fundamental for the contraction argument fails. Therefore, there are
some solvable technical issues in order to establish the desired estimates and to choose the
appropriate function space. The Definition 1.3.11 of Y s,b spaces that are slightly smaller
solves the problem. It suffices to augment the Xs,b spaces by a technical Lemma so that
the needed linear estimates and embedding hold and the bilinear estimate i still valid. In
fact concerning the embdedding and linear estiamtes, the Lemma 1.3.12, Lemma 1.3.13 and
Proposition 1.3.14 guarantee the needed results.
2.3. 0-mean hypothesis
The Korteweg de Vries equations enjoys an infinite number of conservation laws. The spatial
mean of u given by
∫
T u(x, t)dx is conserved during the evolution (2.0.1). Therefore, we may
firstly consider the case
φ0 = φˆ(0) =
∫
T
φ(x)dx = 0, (2.3.1)
that is the case in which the solution u satisfies a zero-mean assumption. This assumption is
essential for the following analysis of the local and global theory. Further, it is a reasonable
assumption since in the general case we can replace the dependent variable u by v = u−φˆ(0).
In fact, consider the modified initial value problem
∂tv + ∂xxxv = v∂xv + φ0∂xv, x ∈ [0, 2pi];
u(x+ 1, t) = u(x, t);
u(x, 0) = φ(x).
(2.3.2)
It is easy to see that u is a solution of (2.0.1) iff v is a solution of the modified IVP (2.3.2).
The expense of this modification is a linear first order term, the dispersion relation for the
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modified equation is h(k) = k3 − φ0k. In what follows, we assume that the initial datum
has zero mean. We will illustrate how to adapt the main results (the bilinear estimates in
2.5) to the general case. More precisely, we will see that the linear term φ0k is acceptable
for showing the needed estimates.
2.4. Linear estimates
The previous considerations motivate the definition of our workspace Y˜ s. For simplicity
we don’t write Y˜ sτ=k3 as we only deal with the dispersion relation h(k) = k3 for the KdV
equation in this chapter.
Definition 2.4.1 (Y˜ s spaces). The space Y˜ sτ=k3 = X
s, 12
τ=k3 ∩ Y s,0τ=k3 is defined via the norm
‖u‖Y˜ s = ‖u‖Xs, 12 + ‖ 〈k〉
s uˆ(k, τ)‖l2
k
L1τ
. (2.4.1)
The mapping properties of the bilinear operator B, defined in (2.2.5), motivate us to define
the companion spaces Zs.
Definition 2.4.2 (Zsspaces). The space Zs is defined via the norm
‖u‖Zs = ‖u‖
Xs,−
1
2
+ ‖ 〈k〉
s
〈τ − k3〉 uˆ(k, τ)‖l2kL1τ . (2.4.2)
Remark. Note that thanks to the Lemma 1.3.6 and the Lemma 1.3.13 the Y˜ s space are stable
with respect to time localization. Similarly one shows this property for the Zs spaces.
This motivates the following definition.
Definition 2.4.3. For T > 0 define the restriction norm space
Y˜ sT :
{
u|[−T,T ]|u ∈ Y˜ s
}
(2.4.3)
with norm
‖u‖Y˜ sT = inf
{
‖u˜‖Y˜ s | u = u˜|[−T,T ], u˜ ∈ Y˜ s
}
We are now ready to prove the linear estimates. Consider again the initial value problem
for the linear Airy equation {
∂tu+ ∂xxxu = F,
u(0, x) = φ(x);
(2.4.4)
By the Duhamel formula the solution is given by
u(t) = S(t)φ−
∫ t
t0
S(t− t′)F (t′)dt′,
as discussed above. We have the following two linear estimates in our workspace Y˜ s and Zs.
The first lemma provides an estimate for free solutions.
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Lemma 2.4.4 (Free solution of the Airy equation). For −12 ≤ s ≤ 0 yields
‖η(t)S(t)φ‖Y˜ s . ‖φ‖Hs , (2.4.5)
where φ ∈ C∞0 is a smooth cutoff function supported on [−2, 2] and with η = 1 on [−1, 1].
For the second term of the composed solution we have the estimate
Lemma 2.4.5 (Estimate for Duhamel term). For −12 ≤ s ≤ 0 yields
‖η(t)
∫ t
t0
S(t− t′)F (t′)dt′‖Y˜ s . ‖F‖Zs , (2.4.6)
where φ ∈ C∞0 is a smooth cutoff function supported on [−2, 2] and with η = 1 on [−1, 1].
Note that these are special cases of the Proposition 1.3.14. It remains to establish an estimate
for the nonlinearity in Zs. Once this is done, the iteration argument under the assumption
of initial data with 0-mean satisfying a smallness condition is straight forward.
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2.5. Bilinear estimate
A bilinear estimate of this type has first been used by Bourgain in [3]. C. E. Ponce, G.
Kenig and L. Vega provided a simplified proof in [19]. This proof has the advantage that it
uses basically elementary integral inequalities and does not need Strichartz type estimates
as used in [3] and [10].
Theorem 2.5.1 (Bilinear estimate in Xs,b). Let be −12 ≤ s ≤ 0 and b = 12 . If F,G are 2pi
periodic functions of x, also depending on t such that for all t ∈ R∫
T
F (x, t)dx = 0 =
∫
T
G(x, t)dx,
then the following bilinear estimate holds
‖B(F,G)‖Xs,b−1 ≤ c‖F‖Xs,b‖G‖Xs,b . (2.5.1)
Theorem 2.5.2. For any s < −12 and b ∈ R the estimate (2.5.1) fails.
Remark. The theorem 2.5.2 implies that the inequality (2.5.1) is sharp. In particular, one
can show that for any s ∈ R the condition b = 12 is necessary, see Lemma 2.5.11.
The proof of Theorem (2.5.1) uses elementary techniques and needs some preliminary lemma.
Let us give the idea of the proof in order to present a formal calculation.
It is to prove that
‖B(F,G)‖Xs,b−1 ≤ c‖F‖Xs,b‖G‖Xs,b ,
for s ∈ [−1/2, 0] and b = 1/2.
Let us define ρ := −s,
if F ∈ Xs,b this implies F ∈ X−ρ,b and we can write for such an F
f(k, τ) =
(
1 +
∣∣∣τ − k3∣∣∣)b |k|−ρ Fˆ (k, τ) ∈ L2τ (R, `2k(T)), (2.5.2)
and we see that
‖f‖L2τ `2k = ‖F‖X−ρ,b . (2.5.3)
Notice that we can calculate the Xs,b−norm of B(F, F ) explicitly because of the identity
̂∂x(FG)(k, τ) = ck
(
Fˆ ∗ Gˆ
)
(k, t).
Using the identity (2.5.2) we can define the following
B(f, g) = k
(1 + |τ − k3|)(1−b) |k|ρ× (2.5.4)∑
k1 6=0,k1 6=k
∫ +∞
−∞
|k1(k − k1)|ρ f(k1, τ1)
(1 +
∣∣τ1 − k31∣∣) 12
g(k − k1, τ − τ1)dτ1
(1 + |τ − τ1 − (k − k1)3|) 12
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and this allows us to express the estimate (2.5.1) in terms of f as
‖B(F,G)‖Y s,b−1 =
∥∥∥∥(1 + ∣∣∣τ − k3∣∣∣)b−1 |k|−ρ ∂̂xFG(k, τ)∥∥∥∥
L2τ `
2
k
(2.5.5)
= c
∥∥∥(1 + ∣∣∣τ − k3∣∣∣)b−1 |k|−ρ k (Fˆ ∗ Gˆ) (k, τ)∥∥∥
L2τ `
2
k
=
∑
k 6=0
∫ +∞
−∞
|B(f, g)|2 dτ
 12
= ‖B(f, g)‖L2τ `2k (2.5.6)
It remains to estimate the quantity (2.5.6) as follows:
‖B(f, g)‖L2τ `2k ≤ c‖f‖L2τ `2k‖g‖L2τ `2k . (2.5.7)
This means that we reduce the problem of a bilinear estimate in Xs,b spaces to a bilinear
form defined on L2τ `2k spaces. In particular, we can consider the expression
k
(1 + |τ − k3|)(1−b) |k|ρ×∑
k1 6=0,k1 6=k
∫ +∞
−∞
|k1(k − k1)|ρ 1
(1 +
∣∣τ1 − k31∣∣) 12
1
(1 + |τ − τ1 − (k − k1)3|) 12
as Fourier multiplier and to show its boundedness can be seen as denominator problem. We
have to justify the estimate, i. e. the boundedness of the constant c. Let us observe that when
studying the multiplier, we will need to discuss its behavior dependent on the behavior of
each factor of the denominator. By symmetry, we will assume
∣∣τ − τ1 − (k − k1)3∣∣ ≤ ∣∣τ1 − k31∣∣
and then distinguish the cases∣∣∣τ1 − k31∣∣∣ ≤ ∣∣∣τ − k3∣∣∣ , ∣∣∣τ1 − k31∣∣∣ ≥ ∣∣∣τ − k3∣∣∣ .
To do so, we use as key arguments elementary inequalities for integrals. The following
technical lemma establish the inequalities needed, taking in account the distinguished cases
mentioned.
Lemma 2.5.3 (Integral inequalities). For all ε > 0 and 0 < ρ < 1 there exists c > 0 such
that
1. ∫
R
dβ
(1 + |β|)(1 + |α− β|) ≤ c
log(2 + |α|)
1 + |α| ,
and
2. ∫
R
dβ
(1 + |β|)1+ε(1 + |α− β|)1+ε ≤ c
1
(1 + |α|)1+ε ,
and
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3. ∫
R
dβ
(1 + |β|)ρ(1 + |α− β|) ≤ c
1 + log(1 + |α|)
(1 + |α|)ρ ,
We need as well the following series to be convergent.
Lemma 2.5.4 (Convergence of series). 1. There exists c > 0 such that for any integer
k 6= 0 and any τ ∈ R
∑
k1 6=0,
k1 6=k
log(2 +
∣∣τ − k3 − 3kk1(k − k1)∣∣)
1 + |τ − k3 − 3kk1(k − k1)| < c, (2.5.8)
and
2. there exists c > 0 such that for any integer k1 6= 0 and any τ1 ∈ R
∑
k 6=0,
k 6=k1
log(2 +
∣∣τ1 − k31 − 3kk1(k − k1)∣∣)
1 +
∣∣τ1 − k31 − 3kk1(k − k1)∣∣ < c, (2.5.9)
and
3. for ρ > 23 there exists c > 0 such that for any integer k1 6= 0 and any τ1 ∈ R
∑
k 6=0,
k 6=k1
1 + log(1 +
∣∣τ1 − k31 − 3kk1(k − k1)∣∣)
(1 +
∣∣τ1 − k31 − 3kk1(k − k1)∣∣)ρ < c. (2.5.10)
Proof. We show in detail the first statement. The second is analogue and the proof of the
third statement can be reduced to the first one.
Observe that for real x ≥ 1, there exists c > 0 so that
log(1 + x) ≤ cxε,
for ε > 0. In particular setting x = 1 +
∣∣τ − k3 − 3kk1(k − k1)∣∣, for ε = 14 it yields
log(1 + x)
x
≤ c
x
3
4
,
and thus it suffices to show that there exists c > 0 such that for any integer k 6= 0 and any
τ ∈ R ∑
k1
1
(1 + |τ − k3 − 3kk1(k − k1)|)
3
4
< c. (2.5.11)
Since k 6= 0, let µ = 13k (τ − k3) and this leads to∣∣∣∣∣∣
∑
k1
1
(1 + |τ − k3 − 3kk1(k − k1)|)
3
4
∣∣∣∣∣∣ =
∑
k1
1
(1 + |k| |µ− k1(k − k1)|)
3
4
.
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Using the hypothesis 0 6= k ∈ Z, this quantity can be controled by∑
k1
1
(1 + |µ− k1(k − k1)|)
3
4
.
Hence, it suffices to show that exists c > 0 such that for any 0 6= k ∈ Z and for any τ ∈ R,∥∥∥∥∥∥
∑
k1
1
(1 + |µ− k1(k − k1)|) 34
∥∥∥∥∥∥
L∞µ `∞k
< c. (2.5.12)
Let α, β be the roots of the equation
µ− k1(k − k1) = 0,
then
µ− k1(k − k1) = (k1 − α)(k1 − β),
with α = α(k, τ) and β = β(k, τ).
Note that it therefore suffices to prove that there exists c > 0 such that∥∥∥∥∥∥
∑
k1∈Z∗
1
(1 + |(k1 − α)(k1 − β)|) 34
∥∥∥∥∥∥
L∞α L∞β
< c. (2.5.13)
We observe that for fixed (α, β) ∈ R2 there exists at most eight k1’s such that
|k1 − α| ≤ 2 or |k1 − β| ≤ 2. (2.5.14)
For the remaining k1 one has that
1 + |k1 − α| |k1 − β| ≥ 12(1 + |k1 − α|)(1 + |k1 − β|). (2.5.15)
Let us define
X = {k1 ∈ Z : k1 6= 0 and |k1 − α| ≥ 2, |k1 − β| ≥ 2}. (2.5.16)
Finally combining the observations (2.5.14) and (2.5.15), the expression (2.5.13) reduces to∑
k1
1
(1 + |(k1 − α)(k1 − β)|) 34
≤ 8 +
∑
k1∈X
1
(1 + |(k1 − α)(k1 − β)|) 34
≤ 8 +
 ∑
|k1−α|≥2
1
(1 + |(k1 − α)|) 32
 12 ×
 ∑
|k1−β|≥2
1
(1 + |(k1 − β)|) 32
 12
< c.
where the first inequality is due to (2.5.15) and the Cauchy-Schwarz-Inequality. Since the
constant c not depends on α, β, this completes the proof.
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We are now able to prove the following technical lemmata.
Lemma 2.5.5. If ρ = −s ∈ [0, 12 ], then for any (k, τ) ∈ Z× R there exists c > 0 such that
k
(1 + |τ − k3|) 12
1
|k|ρ ×
∑
k1∈A
∫
τ1∈A
|k1(k − k1)|2ρ
(1 +
∣∣τ1 − k31∣∣)(1 + |τ − τ1 − (k − k1)3|)
 12 < c (2.5.17)
where A is the parameter set such that
∣∣τ − k3∣∣ ≥ ∣∣τ1 − k31∣∣.
A = A(k, τ, ) (2.5.18)
=
{
(k1, τ1) ∈ Z× R : k1 6= 0, k1 6= k,
∣∣∣τ − τ1 − (k − k1)3∣∣∣ ≤ ∣∣∣τ1 − k31∣∣∣ ≤ ∣∣∣τ − k3∣∣∣} .
Proof. Note that it is sufficient to show the cases s = 0 and s = −12 . The general case follows
then by the three lines Theorem A.0.3. We make use of the algebraic identity
τ − k3 − (τ1 − k31)− (τ − τ1 − (k − k1)3) = 3kk1(k − k1)
as in [3]. This implies for
σ := max{
∣∣∣τ − k3∣∣∣ , ∣∣∣τ1 − k31∣∣∣ , ∣∣∣τ − τ1 − (k − k1)3∣∣∣}, (2.5.19)
that
σ ≥ |kk1(k − k1)| . (2.5.20)
This explains the choice for the set A.
Let us now consider the Case −ρ = s = 0:
By the definition of the set A and (2.5.20) it follows that∣∣∣τ − k3∣∣∣ ≥ |kk1(k − k1)| ≥ k22 , (2.5.21)
where the last inequality is obvious.
Therefore the expression in (2.5.17) reduces to∑
k1∈A
∫ +∞
−∞
dτ1
(1 +
∣∣τ1 − k31∣∣)(1 + |τ − τ1 − (k − k1)3|) (2.5.22)
Let us first study the integral. Performing a change of variables
β = τ1 − k31
and setting
α = τ − k3 + 3kk1(k − k1),
we find that ∫ +∞
−∞
dτ1
(1 +
∣∣τ1 − k31∣∣)(1 + |τ − τ1 − (k − k1)3|)
=
∫ +∞
−∞
dβ
(1 + |β|)(1 + |β − α|)
c ≤ log(2 + |α|)1 + |α| . (2.5.23)
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Applying the estimate (2.5.23) to the quantity (2.5.22), we complete the proof for the case
s = 0 by Lemma 2.5.4.
Similar to the previous case, let us consider the Case s = −12 :
The expression (2.5.17) becomes
k
(1 + |τ − k3|) 12
1
|k| 12
×
∑
k1∈A
∫
A
|k1k2|
(1 +
∣∣τ1 − k31∣∣)(1 + |τ − τ1 − (k − k1)3|)
 12 . (2.5.24)
Applying (
1 +
∣∣∣τ − k3∣∣∣) 12 ≥ |k| 12 |k1(k − k1)| 12 , (2.5.25)
valid in A, the proof reduces to the previous case.
The next Lemma treats the case where
∣∣τ − k3∣∣ ≥ ∣∣τ1 − k31∣∣.
Lemma 2.5.6. If ρ = −s ∈ [0, 12 ], then for any (k1, τ1) ∈ Z×R there exists c > 0 such that
1
(1 +
∣∣τ1 − k31∣∣) 12 × (2.5.26)∑
k∈D
∫
D
|k|2(1−2ρ) |kk1(k − k1)|2ρ
(1 + |τ − k3|)(1 + |τ − τ1 − (k − k1)3|)dτ
 12 < c,
where
D = D(k1, τ1) =
{
(k, τ) ∈ Z× R : k 6= 0, k 6= k1, (2.5.27)∣∣∣τ − k3∣∣∣ ≤ ∣∣∣τ1 − k31∣∣∣ , ∣∣∣τ − τ1 − (k − k1)3∣∣∣ ≤ ∣∣∣τ1 − k31∣∣∣ }.
Proof. As in the previous proof, it is sufficient to consider the cases s = 0 and s = −12 .
Let us consider Case s = 0 As above it follows from (2.5.19) and (2.5.20) that
∣∣∣τ1 − k31∣∣∣ ≥ |kk1(k − k1)| ≥ k22 . (2.5.28)
Therefore the proof reduces to the one given in Lemma 2.5.5, holds for the case s = 0,
interchanging respectively k and k1 and τ and τ1.
Let us consider Case ρ = s = −12 In the same way as (2.5.25),(
1 +
∣∣∣τ1 − k31∣∣∣) 12 ≥ |k| 12 |k1(k − k1)| 12 . (2.5.29)
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Therefore the numerator in the integrand in (2.5.26) cancels the expression outside the
parentheses. Hence the expression (2.5.26) reduces to∑
k∈D
∫
τ∈D
dτ
(1 + |τ − k3|)(1 + |τ − τ1 − (k − k1)3|)
 (2.5.30)
and the proof is done by the same argument as in the previous case.
We are now ready to prove the bilinear estimate.
Proof of theorem 2.5.1. In order to prove
‖B(F,G)‖Xs,b−1 ≤ c‖F‖Xs,b‖G‖Xs,b .
for s ∈ [−1/2, 0] and b = 1/2, we rewrite the expression in terms of f, g as done in (2.5.2).
Furthermore we note that is sufficient to show the estimate on the set
E = E(k, k1, τ, τ1) = {(k, k1, τ, τ1) ∈ Z× Z× R× R :
∣∣∣τ − τ1 − (k − k1)3∣∣∣ ≤ ∣∣∣τ1 − k31∣∣∣}.
(2.5.31)
The general case follows by a symmetry argument. In particular, recalling the definitions
(2.5.18) and (2.5.27) respectively given for the sets A and D, one sees that it suffices to show
the estimate on A and D separately and it follows on E. We show that the inequality is
valid on each of these sets.
On the set A, we have that
‖B(F,G)‖Xs,b−1 = ‖B(f, g)‖L2τ `2k
=
(∑
k 6=0
∫ +∞
−∞
|k|2
(1 + |τ − k3|) |k|2ρ×∣∣∣∣∣∣
∑
k1 6=0,k1 6=k
∫ +∞
−∞
|k1(k − k1)|ρ f(k1, τ1)
(1 +
∣∣τ1 − k31∣∣) 12
g(k − k1, τ − τ1)dτ1
(1 + |τ − τ1 − (k − k1)3|) 12
∣∣∣∣∣∣
2
dτ
) 1
2
≤ (∑
k 6=0
∫ +∞
−∞
|k|2
(1 + |τ − k3|) |k|2ρ× ∑
k1 6=0,k1 6=k
∫ +∞
−∞
|k1(k − k1)|2ρ
(1 +
∣∣τ1 − k31∣∣)(1 + |τ − τ1 − (k − k1)3|)dτ1

 ∑
k1 6=0,k1 6=k
∫ +∞
−∞
|f(k1, τ1)g(k − k1, τ − τ1)|2 dτ1
 dτ) 12
37
2.5. Bilinear estimate
≤
∥∥∥∥∥ |k|(1 + |τ − k3| 12 ) |k|ρ×∑
k1 6=0,k1 6=k
∫ +∞
−∞
|k1(k − k1)|2ρ
(1 +
∣∣τ1 − k31∣∣)(1 + |τ − τ1 − (k − k1)3|)dτ1
∥∥∥∥∥
L∞τ `∞k
(2.5.32)
×
∑
k 6=0
∑
k1 6=0,k1 6=k
∫ +∞
−∞
∫ +∞
−∞
|f(k1, τ1)f(k − k1, τ − τ1)|2 dτ1
 12
≤ c‖f‖L2τ `2k‖g‖L2τ `2k = c‖F‖Xs,b‖G‖Xs,b ,
where the first inequality follows from Cauchy-Schwarz and the inequality (2.5.32) follows
from Lemma 2.5.5. This completes the proof on the set A.
Let us now prove the inequality on the set D. We use a duality argument in (2.5.33).
‖B(F,G)‖Xs,b−1(D) = ‖B(f, g)‖L2τ `2k(D)
= sup
‖w‖
L2τ `2k
=1
∑
k 6=0
∫ +∞
−∞
1Dw(k, τ)B(f, g)(k, τ)dτ (2.5.33)
= sup
‖w‖
L2τ `2k
=1
∑
k 6=0
∫ +∞
−∞
1Dw(k, τ)
k
(1 + |τ − k3|) 12 |k|ρ
×
∑
k1 6=0,k1 6=k
∫ +∞
−∞
|k1(k − k1)|ρ f(k1, τ1)
(1 +
∣∣τ1 − k31∣∣) 12
g(k − k1, τ − τ1)
(1 + |τ − τ1 − (k − k1)3|) 12
dτ1dτ
= sup
‖w‖
L2τ `2k
=1
∑
k,k1
∫
R2
1Dw(k, τ)
k |k1(k − k1)|ρ
(1 +
∣∣τ1 − k31∣∣) 12 |k|ρ
f(k1, τ1)g(k − k1, τ − τ1)
(1 + |τ − τ1 − (k − k1)3|) 12 (1 + |τ − k3|) 12
dτ1dτ
≤
(
sup
‖w‖
L2τ `2k
=1
∑
k1
∫ +∞
−∞∑
k
∫ +∞
−∞
∣∣∣∣∣ 1Dk |k1(k − k1)|
ρ
(1 +
∣∣τ1 − k31∣∣) 12 |k|ρ
1
(1 + |τ − τ1 − (k − k1)3|) 12 (1 + |τ − k3|) 12
∣∣∣∣∣
2
dτ
 (2.5.34)
[∑
k
∫ +∞
−∞
w2(k, τ)f2(k − k1, τ − τ1)dτ
]
dτ1
) 1
2
‖g‖L2τ `2k
≤
∥∥∥∥∥∥∥
1
(1 +
∣∣τ1 − k31∣∣) 12 ×
∑
k∈D
∫
D
|k|2(1−2ρ) |k1(k − k1)|2ρ
(1 + |τ − k3|)(1 + |τ − τ1 − (k − k1)3|)
 12
∥∥∥∥∥∥∥
L∞τ1`
∞
k1
(2.5.35)
sup
‖w‖
L2τ `2k
=1
∑
k1
∫ +∞
−∞
∑
k
∫ +∞
−∞
w2(k, τ)f2(k − k1, τ − τ1)
 12 ‖g‖L2τ `2k
≤ c‖w‖L2τ `2k‖f‖L2τ `2k‖g‖L2τ `2k = c‖f‖Xs,b‖g‖Xs,b ,
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where we applied the Fubini theorem in 2.5.34 and the Cauchy-Schwarz inequality in (2.5.35).
This completes the estimate on the set D and hence the proof of Theorem 2.5.1.
For the contraction argument in the space Y˜ s we need to control as well the contribution
in Y s,b that is the weighted L1t `2k part of the norm. The following Proposition provides the
necessary estimate.
Proposition 2.5.7 (Bilinear estimate in Y s,−1). Let be −12 ≤ s ≤ 0. If F,G are 2pi periodic
functions of x, also depending on t such that for all t ∈ R∫
T
F (x, t)dx = 0 =
∫
T
G(x, t)dx,
then the following bilinear estimate holds
‖η(t)∂x(FG)‖Y s,−1 . ‖F‖Xs, 12 ‖G‖Xs, 12 . (2.5.36)
Proof. The method we use to show this statement is essentially the same as for Theorem
2.5.1. Again, thanks to the properties of Fourier transform, we have
〈k〉s
∣∣∣ ̂∂x(FG)(k, τ)∣∣∣ ∼ 〈k〉1+s ∣∣∣F̂G(k, τ)∣∣∣ .
And hence it suffices to prove for −12 ≤ s ≤ 0 that∥∥∥∥∥ 〈k〉
1+s
〈τ − k3〉 F̂G(k, τ)
∥∥∥∥∥
`2
k
L1τ
. ‖F‖
Xs,
1
2
‖G‖
Xs,
1
2
.
Again we use the notation (2.5.2):
f(k, τ) =
(
1 +
∣∣∣τ − k3∣∣∣)b |k|−ρ Fˆ (k, τ) ∈ L2τ (R : `2k(T)),
and we recall that
‖f‖L2τ `2k = ‖F‖Xs,b .
Further, we notice that due to the zero mean hypothesis we have that kk1(k − k1) 6= 0.
Again, we make use of the identity
τ − k3 − (τ1 − k31)− (τ − τ1 − (k − k1)3) = 3kk1(k − k1)
as in [3] in order to study the resonances. This implies for
σ := max{
∣∣∣τ − k3∣∣∣ , ∣∣∣τ1 −k 13∣∣∣ , ∣∣∣τ − τ1 − (k − k1)3∣∣∣},
that
σ ≥ |kk1(k − k1)| .
With the analogue symmetry argument to the one used in the proof of Theorem 2.5.1, we
can reduce the proof to the cases where
〈
τ − k3〉 and to the case where 〈τ1 − k31〉 is the
maximum.
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In the first case , that is in the region where
〈
τ1 − k31
〉 ≤ 〈τ − k3〉, this suggests to define the
set A as before as
A = A(k, τ) = {(k1, τ1) ∈ Z×R : k1 6= 0, k1 6= k,
∣∣∣τ − τ1 − (k − k1)3∣∣∣ ≤ ∣∣∣τ1 − k31∣∣∣ ≤ ∣∣∣τ − k3∣∣∣}.
By duality and Fubini’s Theorem it is sufficient to control the quantity given by the following
on A for ω ∈ l2(T),
sup
‖ω‖=1
∑
k
∑
k1
∫
R
∫
R
1Aω(k)
〈k〉1+s 〈k1〉−s 〈k − k1〉−s
〈τ − k3〉 〈(τ − τ1)− (k − k1)3〉
1
2
〈
τ1 − k31
〉 1
2
f(k1, τ1)g(k−k1, τ−τ1)dτ1dτ.
An application of Fubini’s theorem and applications of Cauchy-Schwarz first in (k, τ1) and
then in (k, τ) reduces the quantity to control to
sup
‖ω‖=1
∑
k1
∫
R
[∑
k
∫
R
1Aω(k)
〈k〉1+s 〈k1〉−s 〈k − k1〉−s
〈τ − k3〉 〈(τ − τ1)− (k − k1)3〉
1
2 〈τ1 − k31〉
1
2
g(k − k1, τ − τ1)dτ
] 1
2
dτ
2 ‖f‖L2τ `2k
≤ sup
‖ω‖=1
(∑
k1
∫
R
[∑
k
∫
R
1
2
A
〈k〉2(1+s) 〈k1〉−2s 〈k − k1〉−2s
〈τ − k3〉2 〈(τ − τ1)− (k − k1)3〉 〈τ1 − k31〉
dτ
]
×
[∑
k
∫
R
ω(k)g(k − k1, τ − τ1)dτ
]
dτ1
) 1
2
‖f‖L2τ `2k .
We formulate the claim.
Claim. There exists c > 0 such that
sup
k1
∑
k
∫
R
∫
R
1
2
A
〈k〉2(1+s) 〈k1〉−2s 〈k − k1〉−2s
〈τ − k3〉2 〈(τ − τ1)− (k − k1)3〉 〈τ1 − k31〉
dτdτ1 ≤ c. (2.5.37)
The claim will be proved in Lemma 2.5.8. Thanks to this statement, in the case
〈
τ − k3〉 ≥ 〈τ1 − k31〉
we conclude ∥∥∥∥∥ 〈k〉1+s〈τ − k3〉 F̂G(k, τ)
∥∥∥∥∥
`2
k
L1τ
. ‖F‖
Xs,
1
2
‖G‖
Xs,
1
2
.
In the second case, that is in the region where
〈
τ1 − k31
〉 ≥ 〈τ − k3〉, this suggests to define the set
D as before as
D = D(k1, τ1) ={(k, τ) ∈ Z× R : k 6= 0, k 6= k1,∣∣τ − k3∣∣ ≤ ∣∣τ1 − k31∣∣ , ∣∣τ − τ1 − (k − k1)3∣∣ ≤ ∣∣τ1 − k31∣∣}.
We write 〈
τ − k3〉 = 〈τ − k3〉1−r 〈τ − k3〉r
for an real number 12 < r < 1. With the introduced notation we can rewrite the quantity to control
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as∥∥∥∥∥ 〈k〉1+s〈τ − k3〉 F̂G(k, τ)
∥∥∥∥∥
`2
k
L1τ (D)
=
∥∥∥∥∥ 〈k〉1+s〈τ − k3〉 Fˆ ∗ Gˆ(k, τ)
∥∥∥∥∥
`2
k
L1τ (D)
=
∥∥∥∥∥∥
∥∥∥∥∥ 〈k〉1+s〈τ − k3〉∑
k1
∫
R
1DFˆ (k1, τ1)Gˆ(k − k1, τ − τ1)dτ1
∥∥∥∥∥
L1τ
∥∥∥∥∥∥
`2
k
=
∥∥∥∥∥∥
∥∥∥∥∥ 〈k〉1+s〈τ − k3〉∑
k1
∫
R
1D
〈k1〉−s f(k1, τ1)
〈τ1 − k31〉
1
2
〈k − k1〉−s g(k − k1, τ − τ1)
〈(τ − τ1)− (k − k1)3〉
1
2
dτ1
∥∥∥∥∥
L1τ
∥∥∥∥∥∥
`2
k
=
∑
k
(∑
k1
∫
R
1D
〈τ − k3〉r
〈k〉1+s 〈k1〉s 〈k − k1〉s
〈τ − k3〉1−r 〈(τ − τ1)− (k − k1)3〉
1
2 〈τ1 − k31〉
1
2
f(k1, τ1)g(k − k1, τ − τ1)dτ1dτ
)2 12
By an application of Cauchy-Schwarz to the integration in τ , we obtain that it suffices to control(∑
k 6=0
(∫
R
dτ
〈τ − k3〉2r
)
×
∫
R
∑
k1 6=0
∫
R
1D 〈k〉1+s 〈k1〉s 〈k − k1〉s
〈τ − k3〉1−r 〈(τ − τ1)− (k − k1)3〉
1
2 〈τ1 − k31〉
1
2
f(k1, τ1)g(k − k1, τ − τ1)dτ1
2 dτ
) 12 .
Since 2r > 1, the first integral is bounded, there exists c > 0 such that∫
R
dτ
〈τ − k3〉2r ≤ c,
and it remains to control the quantity
(∑
k
∫
R
∑
k1 6=0
∫
R
1D 〈k〉1+s 〈k1〉s 〈k − k1〉s
〈τ − k3〉1−r 〈(τ − τ1)− (k − k1)3〉
1
2 〈τ1 − k31〉
1
2
f(k1, τ1)g(k − k1, τ − τ1)dτ1
2 dτ) 12 .
By duality it suffices to control the following on the set D for ω ∈ L2τ `2k
sup
‖ω‖=1
∑
k
∫
R
1Dω(k, τ)
(∑
k1
∫
R
〈k〉1+s 〈k1〉s 〈k − k1〉s
〈τ − k3〉1−r 〈(τ − τ1)− (k − k1)3〉
1
2 〈τ1 − k31〉
1
2
f(k1, τ1)g(k − k1, τ − τ1)dτ1
)
dτ
≤ sup
‖ω‖=1
(∑
k1
∫
R
∑
k
∫
R
(
1D
〈k〉1+s 〈k1〉s 〈k − k1〉s
〈τ − k3〉1−r 〈(τ − τ1)− (k − k1)3〉
1
2 〈τ1 − k31〉
1
2
)2
dτ
×
[∑
k
∫
R
(ω(k, τ)g(k − k1, τ − τ1))2 dτ
]
dτ1
) 1
2
‖F‖Xs,b ,
where we applied Fubini’s Theorem and Cauchy-Schwarz first in (k1, τ1) and then in (k, τ). We for-
mulate the claim
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Claim. There exists c > 0 such that
sup
τ1,k1
∑
k
∫
R
(
1D
〈k〉1+s 〈k1〉s 〈k − k1〉s
〈τ − k3〉1−r 〈(τ − τ1)− (k − k1)3〉
1
2 〈τ1 − k31〉
1
2
)2
dτ ≤ c. (2.5.38)
The claim will be proved in Lemma 2.5.9. Due to this statement, in the case
〈
τ − k3〉 ≤ 〈τ1 − k31〉
we conclude ∥∥∥∥∥ 〈k〉1+s〈τ − k3〉 F̂G(k, τ)
∥∥∥∥∥
`2
k
L1τ
. ‖F‖
Xs,
1
2
‖G‖
Xs,
1
2
.
Together with the estimate for the first case, this concludes the proof of Proposition 2.5.7.
It remains to show the two claims stated in the proof of the bilinear estimates 2.5.7.
Lemma 2.5.8. There exists c > 0 such that
sup
k1
∑
k
∫
R
∫
R
1
2
A
〈k〉2(1+s) 〈k1〉−2s 〈k − k1〉−2s
〈τ − k3〉2 〈(τ − τ1)− (k − k1)3〉
〈
τ1 − k31
〉dτdτ1 ≤ c.
Proof. The proof does not change substantially respect to the proof of Lemma 2.5.5. Note
the double integration in time respect to τ and τ1. This can be controlled by the additional
exponent of
〈
τ − k3〉. Note that it is sufficient to show the cases s = 0 and s = −12 . The
general case follows then by the three lines Theorem A.0.3. We make use of the identity
τ − k3 − (τ1 − k31)− (τ − τ1 − (k − k1)3) = 3kk1(k − k1)
as in [3]. This implies for
σ := max{
∣∣∣τ − k3∣∣∣ , ∣∣∣τ1 − k31∣∣∣ , ∣∣∣τ − τ1 − (k − k1)3∣∣∣},
that
σ ≥ |kk1(k − k1)| ≥ |k|
2
2 .
For 0 < r < 14 , write 〈
τ − k3
〉
=
〈
τ − k3
〉r 〈
τ − k3
〉1−r
.
Let us now consider the Case s = 0:
By the definition of the set A and (2.5) it follows that it is sufficient to control
sup
k1
∑
k
∫
R
∫
R
1A
1
〈τ − k3〉2r
1
〈τ − k3〉(1−2r) 〈(τ − τ1)− (k − k1)3〉
〈
τ1 − k31
〉dτdτ1
≤ sup
k1
∑
k
1
|k|2−4r
∫
R
∫
R
1A
1
〈(τ − τ1)− (k − k1)3〉1+r
〈
τ1 − k31
〉1+r dτdτ1 (2.5.39)
(2.5.40)
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Consider the integral∫
R
∫
R
1A
1
〈(τ − τ1)− (k − k1)3〉1+r
〈
τ1 − k31
〉1+r dτdτ1 (2.5.41)
Evaluate first the integral
∫
R 1A
1
〈(τ−τ1)−(k−k1)3〉1+r〈τ1−k31〉1+r dτ1 and integrate with respect to
τ1. Performing a change of variable
β = τ1 − k31
and setting
α = τ − k3 + 3kk1(k − k1),
we find that the integral in τ1 equals∫
R
1A
1
(1 + |β|)1+r
1
(1 + |α− β|)1+r dτ1 .
1
(1 + |τ − k3 + 3kk1(k − k1)|)1+r , (2.5.42)
thanks to Lemma 2.5.4. Performing now the integration with respect to τ it is immediate
to see that there exists c > 0 such that∫
R
1
(1 + |τ − k3 + 3kk1(k − k1)|)1+r dτ < c
Finally, it yields for a constant c > 0
sup
k1
∑
k
∫
R
∫
R
1
2
A
〈k〉
〈τ − k3〉2 〈(τ − τ1)− (k − k1)3〉
〈
τ1 − k31
〉dτdτ1 ≤∑
k
1
|k|2−4r ≤ c,
since 2− 4r > 1.
Similar to the previous case, let us consider the Case s = −12 :
Notice that
〈k〉2(1+s) 〈k1〉−2s 〈k − k1〉−2s
〈τ − k3〉 . 1
and hence this case reduces to the previous one. This concludes the proof of the Lemma.
Lemma 2.5.9. There exists constant c > 0 such that
sup
τ1,k1
∑
k∈D
∫
τ∈D
〈k〉2(1+s) 〈k1〉−2s 〈k − k1〉−2s
〈τ − k3〉2(1−r) 〈(τ − τ1)− (k − k1)3〉
〈
τ1 − k31
〉dτ ≤ c.
Proof. The proof is essentially the same as the proof of Lemma 2.5.6. Since 12 < r < 1, the
integral estimate and hence the series slightly change. After using the fact that
∣∣τ1 − k3∣∣ ≥
|kk1(k − k1)|, we remain to control
sup
τ1,k1
∑
k∈D
∫
τ∈D
1
〈τ − k3〉2(1−r) 〈(τ − τ1)− (k − k1)3〉
dτ
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Considering only the integral, we perform the same change of variable as in the proof of
Lemma 2.5.6, that is β = τ − k3 and α = τ1 − k31 − 3kk1(k − k1). The integral is controlled
by ∫
R
dβ
(1 + |β|)2(1−r)(1 + |α− β|) .
1 + log(1 + |α|)
(1 + |α|)2(1−r) .
If we resubstitute α = τ1 − k31 − 3kk1(k − k1), the series reduces to
sup
τ1,k1
∑
k∈D
1 + log(1 +
∣∣τ1 − k31 − 3kk1(k − k1)∣∣)
(1 +
∣∣τ1 − k31 − 3kk1(k − k1)∣∣)2(1−r) .
For 12 < r <
2
3 the convergence of the series follows by Lemma 2.5.4 and hence we conclude.
Once this is shown, we have the following bilinear estimate that allows us to close the
contraction argument together with the introduced energy estimates.
Corollary 2.5.10 (Bilinear estimate for KdV). Let be −12 ≤ s ≤ 0. If F,G are 2pi periodic
functions of x, also depending on t such that for all t ∈ R∫
T
F (x, t)dx = 0 =
∫
T
G(x, t)dx,
then
‖η(t)∂x(FG)‖Zs,−1 . ‖F‖Xs, 12 ‖G‖Xs, 12 . (2.5.43)
Proof. This is a direct consequence of Theorem 2.5.1 and Proposition 2.5.7.
It remains to show that the conditions on s and b are sharp. This counterexample was
first published in [31] and later generalized to the multilinear estimates for generalized KdV
equations in [9]. More precisely, we show that the estimate in Proposition 2.5.1 is sharp.
Firstly, the condition on b is shown to be sharp and secondly we derive that for the parameter
s necessarily s ≥ −12 .
Recall that we denote the bilinear form B : Xs,b ×Xs,b → Xs,b−1
B : (f, f) 7→ ∂x(f2),
and Bs,b : L2τ `2k × L2τ `2k → L2τ `2k by
B(f, f) = k
(1 + |τ − k3|)(1−b) |k|ρ× (2.5.44)∑
k1 6=0,
k1 6=k
∫ +∞
−∞
|k1(k − k1)|ρ f(k1, τ1)(1 + ∣∣τ1 − k31∣∣)b f(k − k1, τ − τ1)dτ1(1 + |τ − τ1 − (k − k1)3|)b
where ρ = −s. By Theorem 2.5.1 we have for −12 ≤ s ≤ 0 and b = 12 the estimate
‖Bs,b(f, f)‖L2τ `2k ≤ c‖f‖L2τ `2k .
The condition b = 12 is necessary for the boundedness of the operator B.
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Lemma 2.5.11. If there exists s ∈ R such that for any f ∈ L2τ `2k,
‖Bs,b(f, f)‖L2τ `2k ≤ c‖f‖L2τ `2k , (2.5.45)
then
b = 12 .
Remark. Consequently, the iteration argument has to be established around the Xs, 12 spaces.
This restriction causes some technical difficulties in the local well-posedness theory in the
periodic setting. In the light of Lemma 1.3.6, a parameter b′ < 12 would be a convenient
choice in order to gain a factor T in the estimate.
Proof. Choose
f(k, τ) = akχ 1
2 (τ−k3),
where
ak =
{
1, k = 1, N − 1,
0, elsewhere,
for fixed N ∈ Z+, and
χθ(x) =
{
1, |x| < θ,
0, elsewhere,
We evaluate the bilinear form Bs,b(k, τ) at k = N for a fixed N ∈ Z+.
B(f, f)(N, τ) = N
(1 + |τ −N3|)(1−b) |N |ρ×∑
k1 6=0,k1 6=k
∫ +∞
−∞
|k1(N − k1)|ρ f(k1, τ1)(1 + ∣∣τ1 − k31∣∣)b f(N − k1, τ − τ1)dτ1(1 + |τ − τ1 − (N − k1)3|)b
= N
(1 + |τ −N3|)(1−b) |N |ρ ×
(∫ +∞
−∞
|(N − 1)|ρ f(1, τ1)(1 + |τ1 − 1|)b
f(N − 1, τ − τ1)dτ1
(1 + |τ − τ1 − (N − 1)3|)b
+
∫ +∞
−∞
|(N − 1)|ρ f(N − 1, τ1)(1 + |τ1 − (N − 1)3|)b
f(1, τ − τ1)dτ1
(1 + |τ − τ1 − 1|)b
)
This quantity can be bounded by below by
N
(1 + |τ −N3|)1−b (2.5.46)
for those τ ∈ R for which there is a τ1 interval if size larger than a fixed positive constant
such that
|τ1 − 1| ≤ 12 ,
∣∣∣τ − τ1 − (N − 1)3∣∣∣ ≤ 12 . (2.5.47)
Assuming that
|τ1 − 1| ≤ 14 ,
∣∣∣τ − τ1 −N3 + 1 + 3N(N − 1)∣∣∣ < 12 , (2.5.48)
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the condition (2.5.47) is satisfied, and the lower bound (2.5.46) for B(f, f)(N, τ) yields. In
particular, we obtain ∣∣∣τ −N3∣∣∣ ∼ N2.
Hence using the hypothesis (2.5.45) for any f ∈ L2τ `2k
N
N2(1−b)
≤ ‖Bs,b‖L2τ `2k ≤ c‖f‖L2τ `2k ,
this implies b ≤ 12 . It remains to show that b ≥ 12 . This can be done by a similar argument.
Define the bilinear form
B˜(f, f) = 1(1 +
∣∣τ1 − k31∣∣)b×∑
k 6=0,k 6=k1
∫ +∞
−∞
|k| f(k, τ)
(1 + |τ − k3|)(1−b) |k|ρ
|k1(k − k1)|ρ f(k − k1, τ − τ1)
(1 + |τ − τ1 − (k − k1)3|)b dτ
Using a duality argument, it is easy to see that the inequality∥∥∥B˜s,b(f, f)∥∥∥
L2τ `
2
k
≤ c‖f‖L2τ `2k , (2.5.49)
is equivalent to the hypothesis (2.5.45). We show that if there exists s ∈ R so that the
inequality holds for any f ∈ L2τ `2k, then b ≥ 12 . Choose,
f(k, τ) = bkχ 1
2 (τ−k3),
where
ak =
{
1, k = N − 1, N
0, elsewhere,
for fixed N ∈ Z+. We evaluate the bilinear form B˜(f, f) at k1 = 1 and we obtain similarly
to the previous case the lower bound
N
(1 + |τ1 − 1|)b (2.5.50)
for those τ1 ∈ R for which there is a τ interval of size larger than a fixed positive constant
such that ∣∣∣τ −N3∣∣∣ ≤ 12 ,
∣∣∣τ − τ1 − (N − 1)3∣∣∣ ≤ 12 . (2.5.51)
The condition (2.5.51) holds in an interval of τ1’s larger than 12 in which∣∣∣τ −N3∣∣∣ ∼ N2.
Indeed, it suffices to assume as before∣∣∣τ −N3∣∣∣ ≤ 14 ,
∣∣∣τ − τ1 −N3 + 1 + 3N(N − 1)∣∣∣ < 12 ,
and thus (2.5.49) implies that
N
N2b
≤ c
for any N ∈ Z+ and hence b ≥ 12 . This completes the proof.
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It remains to show that the condition on s is sharp. The appropriate counterexample is
again a function in L2τ `2k that equals 1 close to the cubic curve τ − k3 and vanishes away
from it.
Proof of Theorem 2.5.2. By Lemma 2.5.11 it suffices to show that the bilinear estimate 2.5.1
fails for every ρ = −s > 12 . Choose
f(k, τ) = akχ 1
2 (τ−k3),
where
ak =
{
1, k = N2 ,
0, elsewhere,
for fixed N ∈ Z+, and χ as above. We evaluate Bs, 12 (f, f) at n = N . One obtains a lower
bound by
N
(1 + |τ −N3|) 12
1
N s
N2s (2.5.52)
for those τ ’s so that in a unit size interval of τ1’s we have∣∣∣∣∣τ1 −
(
N
2
)3∣∣∣∣∣ ≤ 1,
∣∣∣∣∣τ − τ1 −
(
N
2
)3∣∣∣∣∣ ≤ 1. (2.5.53)
Assuming that ∣∣∣∣∣τ1 −
(
N
2
)3∣∣∣∣∣ ≤ 12
∣∣∣∣∣τ − 2
(
N
2
)3∣∣∣∣∣ ≤ 1 (2.5.54)
the condition (2.5.53) is satisfied, and the lower bound (2.5.52) for B(f, f)(N2 , τ) yields. In
particular, we obtain that∣∣∣∣∣τ − N34
∣∣∣∣∣ ≤ 12 implies
∣∣∣τ −N3∣∣∣ ∼ N3.
Thus one obtains substituting this in the lower bound (2.5.52)
N
N
3
2
1
N s
≤ c
for any N ∈ Z+. Therefore, necessarily −s = ρ ≤ 12 . This completes the proof.
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2.6. Local well-posedness
The previous sections provide all necessary statements to close the contraction argument and
to show local well-posedness under both the 0-mean assumption and the smallness condition
on initial data. Bourgain has been the first to observe the local smoothing effect related to
the bilinear estimate and to establish the well-posedness result for low regularity. In [3], he
showed global well-posedness for initial data in Hs for s ≥ 0. More precisely, this has been
the first well-posedness result in Hs with s < 32 for perdioc KdV. G. Kenig, C. E. Ponce
and L. Vega improved this result. The result, published in [31], states local well-posedness
in Hs, s > −12 for initial data with 0-mean and provided that the Hs-norm is sufficiently
small. As the linear estimates 2.4 and the embedding in C0tHsx break down in the endpoint
case s = −12 and b = 12 , it is has been necessary to introduce the slightly smaller spaces Y˜ s,
see Proposition 1.3.10, this section follows the proof presented in [10].
We call the Cauchy problem Hs subcritical if the homogeneous Sobolev norm Hs is invariant
under the scaling
u(x, t) 7→ 1
σ2
u(x
σ
,
t
σ3
),
where σ > 0. The critical Sobolev exponent for the KdV equation is sc = −32 ; it is worth to
notice that there is a large gap between sc and the analytic local well-posedness result for
s = −12 , we study the well-posedness in the subcritical case.
The main result in this chapter is the global well-posedness of the Cauchy Problem (2.0.1).
To that end, we firstly try to find a result under the assumptions:
1. initial data of 0-mean,
2. small initial data,
3. local problem.
Step by step, we will remove theses assumptions. As far as the first assumption is concerned,
we have seen that it is crucial for the proof of the bilinear estimate, but it can be easily
removed exploiting the Galilean symmetry and the conservation of mass, see paragraph
2.3.
Proposition 2.6.1 (LWP, small initial data). The 2pi-periodic initial value problem (2.0.1)
with periodic initial data φ ∈ Hs, for s ≥ −12 , satisfying the 0-mean assumption
∫
T φ(x)dx =
0 is locally well-posed in a time interval ∼ 1 provided that ‖φ‖
H−
1
2
is sufficiently small.
Proof. Fix φ ∈ Hs(T), with s ≥ −12 such that
∫
T φ(x)dx = 0. For ω ∈ Zs we define the
operator
Wφ(ω) = η(t)S(t)φ− η(t)
∫ t
t0
S(t− t′) (ω(t′)) dt′.
Define now the transformation Φ : Y˜ s −→ Y s as
Φ(u) = Wφ
(
η(t)12∂x(u
2)
)
. (2.6.1)
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The bilinear estimate 2.5.10 guarantees that if u ∈ Y˜ − 12 then η(t)12∂x(u2) ∈ Z−
1
2 and hence
the operator Φ is defined on Y˜ − 12 . For u ∈ Y˜ − 12 it is equivalent to be a fix-point for the
operator Φ and to solve the IVP 2.0.1. Therefore it suffices to show that Φ describes a
contraction on an appropriate ball B ⊂ Y˜ − 12 .
Claim (1). The operator Φ maps bounded sets onto bounded sets in Y˜ − 12 .
This is straightforward invoking the linear estimates of Lemma 2.4.4 and Lemma 2.4.5 and
the bilinear estimate of Corollary 2.5.10. For u ∈ Y˜ − 12 yields
‖Φ(u)‖
Y˜ −
1
2
≤ ‖S(t)φ‖
Y˜ −
1
2
+ ‖η(t)
∫ t
t0
S(t− t′)
(
η(t′)12∂x(u
2(t′))
)
dt′‖
Y˜ −
1
2
≤ C1‖φ‖Hsx + C2‖η(t)∂x(u2)‖Z− 12
≤ C1‖φ‖Hsx + C2C3‖u‖2Y˜ − 12 .
This proves the claim.
It remains to show that Φ is a contraction on an appropriate ball B ⊂ Y − 12 . Consider the
ball
B =
{
u ∈ Y˜ − 12 : ‖u‖
Y˜ −
1
2
≤ C4‖φ‖Hs
}
,
where C4 depends on C2C3, and formulate the claim
Claim (2). The mapping Φ is a contraction on B if ‖φ‖
H−
1
2
is sufficiently small.
We need to show that there exists a θ ∈ (0, 1) so that
‖Φ(u)− Φ(v)‖
Y˜ −
1
2
≤ θ‖u− v‖
Y˜ −
1
2
for all u, v ∈ B. Using the identity u2 − v2 = (u+ v)(u− v), it is standard to see that
‖Φ(u)− Φ(v)‖
Y˜ −
1
2
= ‖
∫ t
0
S(t− t′)η(t′)12∂x ((u− v)(u+ v)) dt
′‖
Y˜ −
1
2
≤ 12‖∂x ((u+ v)(u− v)) ‖Z− 12
≤ C2C3(‖u‖
Y˜ −
1
2
+ ‖u‖
Y˜ −
1
2
)‖u− v‖
Y˜ −
1
2
,
where we applied the energy estimate 2.4.5 in the first inequality and in the second inequality
bilinear estimate 2.5.10 and the triangle inequality. Since u, v ∈ B, this reduces to
‖Φ(u)− Φ(v)‖
Y˜ −
1
2
≤ ‖φ‖
H−
1
2
‖u− v‖
Y˜ −
1
2
.
Finally, it is enough to take φ such that
‖φ‖
H−
1
2
<< 1.
This proves the second claim and thus by the contraction argument the existence and unique-
ness of a fix point for Φ is guaranteed.
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2.6.1. Large data
In [3], Bourgain showed local and global well-posedness in Hs(T) with s ≥ 0 without the
smallness assumption on the initial data φ. The generalization of the local well-posedness
provided initial data with small Hs-norm to local well-posedness for arbitrary initial data
in Hs uses a rescaling of the localization in time. Let η be a smooth cutoff function with
compact support such that η equals 1 in [−1, 1] and localize the solution for the KdV equation
as
u(x, t) = η(t)S(t)φ+ η(t)
∫ t
0
S(t− t′)ω(t′)dt′, (2.6.2)
where ω = u∂xu.
Remark. Let us make a general remark about Fourier transformation of rescaled functions.
Given a smooth cutoff function ψ and a scalar δ > 0 such that
ψ = 1 in [−1, 1].
We consider the rescaled function defined as
ψδ(t) = ψ(
t
δ
). (2.6.3)
One easily sees that ψδ = 1 in [−δ, δ] and
ψˆδ(τ) =
̂
ψ( t
δ
)(τ) = δψˆ(δτ). (2.6.4)
One might think about the additional factor δ, if chosen appropriately tiny, as useful tool in
order to close the contraction argument for large data.
In fact, in [3] this technique is used. Let η and the rescaled ηδ be defined as above. If we
assume ηδ satisfying the standard derivative estimates so that in particular{∫
R
(1 + |λ|)
∣∣∣tkψˆδ(t)∣∣∣2 dλ} 12 ≤ c(1 + k)δk,
then Bourgain shows that the linear estimates for the solution localized to [−δ, δ] admit
at most a logarithmic loss log 1δ in δ. Improving the respective bilinear estimates used in
[3], it is possible to gain a factor δc for a small c > 0. This improvement of the bilinear
estimate is due to the Strichartz type estimate used by Bourgain. If one localizes to a small
time interval, for appropriate δ << 1, then the additional factor δc allows to establish a
contraction argument for large data in Hs(T), with s ≥ 0.
The behavior of Xs,b spaces with respect to time localization such as stated in Lemma 1.3.6
is difficult to use in this setting. By Lemma 2.5.11, the iteration argument has to be placed
around the Xs, 12 spaces. This method does not apply as there is no longer a gain of a factor
T . Proposition 1.3.10 states that the respective estimate breaks down at b = 12 . In this case,
we use the scaling symmetry for the KdV equation. Lemma 2.1.1 states that the equation
satisfies the rescaling symmetry u(x, t) 7→ 1
σ2u(
x
σ ,
t
σ3 ) for σ > 0. The scaling argument
directly quantifies the dependence of the length of the existence interval on the size of the
initial data in an appropriate norm.
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Let us turn to the Cauchy Problem for the periodic KdV equation (2.0.1) with period λ = λ0
and initial data φ ∈ Hs(0, λ0) for s ≥ −12 . The well-posedness of the λ0 periodic problem
on a time interval [0, δ] is equivalent to the well-posedness of the σ-rescaled problem{
∂tuσ + ∂xxxuσ + ∂x u
2
σ
2 = 0, x ∈ [0, σλ0]
uσ(x, 0) = σ−2φ(xσ ).
(2.6.5)
in [0, σ3δ]. Note that the Hs norm of the initial data rescales as
‖φσ‖Hs(0,σλ0) = σ−1‖φ‖Hs(0,λ0).
This suggests the following strategy: Given the Cauchy Problem for the periodic KdV equa-
tion with fixed period λ0 and initial data φ large in Hs norm, this equivalence allows us
to pass to the σλ0 periodic problem with initial data φσbeing small in Hs, choosing an
appropriate large rescaling parameter σ depending on the Hs norm of the initial data φ.
Moreover, the dependence of the scaling parameter on the dimension of the initial data can
be quantified. The difficulties arise from the fact that the rescaling in the spatial period
dilates the torus. For this purpose, a review of the linear and bilinear estimates is necessary
to quantify the dependence on the spatial period. In [10], the following has been shown.
Proposition 2.6.2. If f and g are λ-periodic functions of x, also depending upon t having
zero spatial mean for all t, then
‖η(t)∂x(fg)‖
Z−
1
2
. λ0+‖f‖
Xs,−
1
2
‖g‖
Xs,−
1
2
. (2.6.6)
The loss of a factor λ0+ is due to the weighted L1τ `2k contribution in the Zs-norm. More
precisely, one has to generalize the periodic IVP for an arbitrary period λ and to quantify
the dependence for the estimates on the period. Therefore, we define the normalized measure
on Z/λ ∫
a(x)(dk)λ =
1
λ
∑
k∈Z/λ
a(k), (2.6.7)
and the Fourier transform of a function f defined on [0, λ]
fˆ(k) =
∫ λ
0
e−ikxf(x)dx,
with Fourier inversion formula
f(x) =
∫
eikxfˆ(k)(dk)λ.
Notice that the usual properties of the Fourier transform (Plancharel, Parseval and Con-
volution) hold. The relevant function spaces are defined with respect to this measure: the
Sobolev space Hs, the Xs,b spaces, the smaller Y s,b spaces and the companion spaces Zs.
The linear estimates remain invariant under the change of the period, whereas there is
atechnical issue for the bilinear estimate. The proof in [10] makes use of a rescaled variant
of the Strichartz estimate introduced by Bourgain [3]. Let η ∈ C∞c (R) be a bump function
supported on [−2, 2] so that η equals 1 on [−1, 1].
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Proposition 2.6.3. If u = u(x, t) is a λ-periodic function of x, then
‖η(t)u‖L4x,t . ‖u‖X0, 13 . (2.6.8)
The invariance under rescaling is not trivial, see as well [9], page 27. Turning to the proof of
Proposition 2.6.6, we recall that we have to estimate a Xs,− 12 contribution and a weighted
L2(dk)λL
1
τ contribution. In [10] it has been shown, that there is no loss of factor λ0+ for the
Xs,−
1
2 contribution. The loss occurs in the estimate for the weighted L2(dk)λL
1
τ contribution.
More precisely, the proof uses the algebraic key fact,
τ − k3 = (τ1 − k31) + (τ − τ1 − (k − k1)3)− 3kk1(k − k1)
that implies
max(
〈
τ − k3
〉
,
〈
τ1 − k31
〉
,
〈
τ − τ1 − (k − k1)3
〉
) & |kk1(k − k1)|
and by symmetry it suffices to treat separately the cases where
〈
τ1 − k31
〉
and
〈
τ − k3〉 are
the maximum. In the former case, the bilinear estimate can be shown without loss of any
λ using the extra exponent 13 <
1
2 in b, Cauchy-Schwarz, the Hoelder inequality and the
Strichartz estimate 2.6.8. The latter case is split in two subcases, away from the algebraic
curve and close to it, that is〈
τ1 − k31
〉
<< |kk1(k − k1)|
1
100 ,
〈
τ − τ1 − (k − k1)3
〉
<< |kk1(k − k1)|
1
100 . (2.6.9)
In this case close to the cubic curves the estimate is not uniform in λ. For more details, see
page 735 in [10].
Proposition 2.6.4 (LWP). The λ-periodic initial value problem (2.0.1) with periodic initial
data φ ∈ Hs, for s ≥ −12 , satisfying the 0-mean assumption
∫
T φ(x)dx = 0 is locally well-
posed in a time interval ∼ 1.
Proof. The IVP (2.0.1) is locally well-posed on the time interval [0, δ] if the σ- rescaled IVP
(2.6.5) is locally well-posed on the time interval [0, σ3δ]. Denote the rescaled solution by
uσ and the rescaled initial data by φσ, we will see in a moment how to choose the scaling
parameter σ > 0. Using linear estimates and the bilinear estimate 2.6.6 we obtain the
estimate
‖Φ(uσ)‖
Y˜ −
1
2
≤ C1‖φσ‖Hsx + C2C3(σλ)0+‖uσ‖2Y˜ − 12 .
It follows that Φ maps bounded sets of Y˜ − 12 onto bounded sets of Y˜ − 12 . It remains to show
that Φ is a contraction on a appropriate ball B ⊂ Y˜ − 12 . Consider the ball
B =
{
u ∈ Y˜ − 12 : ‖u‖
Y˜ −
1
2
≤ C4‖φσ‖Hs
}
,
where C4 depends on C2C3, and formulate the claim
Claim. The mapping Φ is a contraction on B if σ is sufficiently large.
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Since u, v ∈ B, this reduces to
‖Φ(uσ)− Φ(vσ)‖
Y˜ −
1
2
≤ C2C3(σλ0)0+‖(‖u‖
Y˜ −
1
2
+ ‖v‖
Y˜ −
1
2
)‖uσ − vσ‖
Y˜ −
1
2
.
≤ C4(σλ0)0+‖φσ‖
H−
1
2
‖uσ − vσ‖
Y˜ −
1
2
≤ C4(σλ0)0+σ−1‖φ‖
H−
1
2
‖uσ − vσ‖
Y˜ −
1
2
.
For an appropriately large scaling parameter σ = σ(λ0, ‖φ‖
H−
1
2 (0,λ0)
) the contraction condi-
tion is satisfied. This proves well-posedness of the rescaled problem 2.6.5 on a time interval
[0, T ] and hence the well-posedness of the original IVP 2.0.1 on a time interval [0, σ−3T ].
2.7. Conservation laws
The KdV equation enjoys an infinite number of conservation laws that have been well studied.
In [16], J. Gardner, M. Kruskal, R. Miura have introduced the first complete algorithm to
obtain these conservation laws. We present the first three and refer to literature for further
details.
1. Mass conservation:
M [u] :=
∫
T
udx. (2.7.1)
2. conservation of L2 norm:
E[u] :=
∫
T
u2dx. (2.7.2)
3. The KdV equation is Hamiltonian, with Hamiltonian
H[u] :=
∫
T
(∂xu)2 + 2u3dx. (2.7.3)
The conservation of the L2 norm is essential for the approach towards the global result in
2.8 and thus we give the proof presented in [10] using Fourier analysis. The argument has
been used before in [28].
Claim. If u ∈ L2(0, λ) is a solution of the IVP (2.0.1), then
‖u(t)‖L2 = ‖φ‖L2 ∀t ∈ R.
Proof. Using Plancharel and the fact that u is R-valued, we write
‖u‖2L2 =
∫
uˆ(k)uˆ(k)(dk)λ =
∫
uˆ(k)uˆ(k)(dk)λ =
∫
k1+k2=0
uˆ(k1)uˆ(k2)(dk)λ,
and thus
‖u‖2L2 =
∫
k1+k2=0
uˆ(k1)uˆ(k2)(dk)λ.
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We apply the time derivative ∂t, and use symmetry and the equation to obtain the equation
∂t(‖u‖2L2) = 2i
∫
k1+k2=0
k31uˆ(k1)uˆ(k2)− i
∫
k1+k2=0
k1uˆ2(k1)uˆ(k2). (2.7.4)
The first expression is symmetric under the interchange of k1 and k2 and thus the factor k31
may be replaced by 12(k31 + k32). Since the first integral is evaluated on the set k1 + k2 = 0,
the first expression in 2.7.4 vanishes. Using the identity
û2(k) =
∫
k1+k2=0
uˆ(k1)uˆ(k2),
we rewrite the second term in (2.7.4) as
− i
∫
k1+k2+k3=0
[k1 + k2]û2(k1)uˆ(k2)uˆ(k3). (2.7.5)
Observing that on the set k1 + k2 + k3 = 0, we can replace k1 + k2 in the equation (2.7.5)
by −k3. Therefore, after symmetrization we can replace k1 + k2 by −13(k1 + k2 + k3).
Consequently, the second integral vanishes and this completes the proof.
2.8. Global well-posedness
In the previous section, we were concerned with conservation laws satisfied by R-valued
solutions of the KdV equation such as the conservation of the L2 mass
E(u(t)) = ‖u(t)‖2L2x = ‖φ‖
2
L2 .
Combining the local-in-time existence and this conservation law a global well-posedness re-
sult in L2 can be obtained by iterating the local result, see [3]. In the present work, we
seek a global result for initial data that is less regular than L2. Bourgain introduced in [4]
the so called high/low method consisting in a decomposition argument in high and low fre-
quencies. With this new method, Bourgain established global results for certain non linear
Schroedinger and nonlinear Wave equations. In [29] and [30], M. Keel and T. Tao developed
this high/low -method further in order to deal with nonlinearities involving derivatives. J.
Colliander, G. Staffilani and H. Takaoka adapted the high/low-method to treat the KdV-
equation with rough initial data.
These five authors introduce in [10] sharp global well-posedness for the periodic and nonpe-
riodic KdV equation. We present a survey of the results in the periodic case and the used
method, in particular the I-method.
Theorem 2.8.1. The R-valued periodic initial value problem (2.0.1) is globally well-posed
for initial data φ ∈ Hs(T) with s ≥ −12 .
In what follows, we introduce the I-method and we limit ourselves to present the main ideas,
we omit the details and refer the reader to [42] for a general introduction and to [10] for
the complete proof. Since a wide range of well-posedness problem may be affronted using
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this approach, it is worth having a good understanding of this technique, as well concerning
future work.
The idea is to obtain a global result form an iteration of the local one. A local solution can
only cease to exists if the spatial Hs norm blows up in finite time, hence the aim is to seek
upper bounds for ‖u(t)‖Hs that allows us to perform such an iteration. More precisely,it is
necessary to show that the solution exists on an arbitrary time interval [0, T ] and thus that
this interval can be covered by successive local-in-time existence intervals. The length of
these intervals will depend on the size of the appropriate quantitiy depending on the initial
data. In the classical case we use here the conservation laws, whereas in the low regularity
setting, the modified energies combined with correctiont terms turn out to be appropriate.
We introduce the modified energy
E[I (u(t))] =
∫
T
(Iu)2dx, (2.8.1)
where I is the spatial Fourier multiplier
Îu(k) = m(k)uˆ(k),
with m to be determined. Let us calculate the time derivative for the modified energy using
the idea of the Fourier proof for the L2 conservation.
∂t‖I(u(t))‖2L2 = −
i
2
∫
k1+k2=0
(m(k1)m(k1) +m(k2)m(k2)) {k31 + k32}uˆ(k1)uˆ(k2)
+ i6
∫
k1+k2+k3=0
3∑
j=1
(m(−kj)m(−kj) +m(kj)m(kj)) kj uˆ(k1)uˆ(k2)uˆ(k3)
(2.8.2)
Again, the first term vanishes since k31 + k32 = 0 on the set k1 + k2 = 0. We define the
spatial Fourier multiplier I such that it acts like the identity on low frequencies and makes
the energy bounded for high frequencies,
m(k) =
{
1 |k| < N
N−s|k|s |k| >> N . (2.8.3)
The parameter N that indicates the transition from low to high frequencies will be chosen
appropriately. We observe the following basic properties.
1. If N = 1, the operator I is essentially the integration operator Ds.
2. For N = +∞, the operator I is essentially the identity operator.
3. If φ ∈ Hs, then ‖Iφ‖L2 is bounded.
The strategy in order to show a global result follows the steps.
1. Firstly, let the local-in-time existence interval be [0, δ] and prove a variant of the local
well-posedness result including a lower bound for δ, by ‖Iφ‖−αL2 , for α > 0 for an
appropriate range of the parameter s.
55
2.8. Global well-posedness
2. Second, find an upper bound for the time derivative of the modified L2-mass given by
(2.8.2). If iterating the result the quantity ‖Iφ‖−αL2 increases sufficiently “slowly“, one
may be able to implement an iteration. That is for small β > 0, we show the estimate
sup
t∈[0,δ]
‖Iu(t)‖L2 ≤ ‖Iu(0)‖L2 + cN−β‖Iu(0)‖3L2 . (2.8.4)
If the parameter N can be chosen to be huge, this implies that the quantity ‖Iu(t)‖L2
is increasing very little during the evolution of t from 0 to δ.
3. Use the rescaling invariance introduced in the previous paragraph to reduce this study
to initial data satisfying a smallness condition
‖Iφ‖L2 ∼ 0 << 1. (2.8.5)
4. Further, a multilinear correction technique is applied. Using a multilinear correction
term, it is possible to improve the estimate (2.8.4) to
sup
t∈[0,δ]
‖Iu(t)‖L2 ≤ ‖Iu(0)‖L2 + cN−
5
2+‖Iu(0)‖5L2 , (2.8.6)
for tiny 0 > 0. For the sake of legibility, we will just motivate the ideas for this
correction technique without detailed proofs. We refer to [10] and [9] for details.
5. Deduce an upper bound for ‖u(t)‖
H
− 12
x
and perform an iteration to conclude.
Multilinear forms
We will need some notation and properties for multilinear forms in order to introduce the
almost conserved quantities combined with correction terms. The classical theory of multi-
linear operators is due to Coifman–Meyer. We refer the reader to [7, 8] for an introduction to
the classical multilinear operator theory and in particular for the well-known Coifman-Meyer
Theorem on multilinear operators.
We use the notation introduced in [10] and adapt it to the λ-periodic case.
Definition 2.8.2 (k-Multiplier). A l-multiplier is a function m : (Z/λ)l ↔ C. A l-multiplier
is symmetric if m(k1, k2, ..., kl) = m(σ(k1, k2, ..., kl)) = for all σ ∈ Sl, the group of all
permutations on k objects. The symmetrization of a k-multiplier m is the multiplier
[m]sym(k1, k2, ..., kl) =
1
k!
∑
σ∈Sk
m(σ(k1, k2, ..., kl)). (2.8.7)
The domain of m is (Z/λ)l, of interest in this work is m on the set k1 + k2 + ...+ kl = 0.
Definition 2.8.3. A l-multiplier generates a l-linear functional or l-form acting on l func-
tions u1, u2, ..., ul,
Λl(m;u1, u2, ..., uk) =
∫
k1+..+kl=0
m(k1, ..., kl)uˆ(k1)uˆ(k2) · · · uˆ(kl) (2.8.8)
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In our applications, we will consider Λl acting on l copies of the same function u, this allows
us to reduce the notation to
Λl(m;u) = Λl(m,u, u, ..., u).
If the multiplier m is symmetric, then the generated functional Λl is symmetric. A first
example for an application consists in observing that the L2 norm of a R-valued function
may be represented via a bilinear form using the identity of Plancharel,
‖u‖2L2 =
∫
uˆ(k)uˆ(k)(dk)λ =
∫
k1+k2=0
uˆ(k1)uˆ(k2) = Λ2(1;u).
We seek (almost) conserved quantities during the evolution in time and are thus interested
in the time derivative of a symmetric l-linear functional. The time derivative can be directly
calculated if the function u satisfies a particular PDE. If u satisfies the KdV equation this
gives the following result.
Proposition 2.8.4. Suppose u satisfies the KdV equation (0.0.2) and that m is a symmetric
l-multiplier. Then
d
dt
Λl(m;u) = Λl(mαl)− i l2Λl+1 (m(k1, · · · , kl−1, kl + kl+1){kl + kl+1}) , (2.8.9)
where
αl = i(k31 + · · ·+ k3l ).
Modified energies
We use the introduced l-linear functional to construct the modified energies. We shall show
that these are almost conserved and will allow us to iterate the local well-posedness result.
Let m : Z/λ→ R be an arbitrary even R-valued 1-multiplier and let us define the modified
energy E2I (t) by
E2I (t) = ‖Iu(t)‖2L2 , (2.8.10)
where I is the spatial Fourier multiplier
Îu(k) = m(k)uˆ(k),
with m defined according to 2.8.3. If we consider m = 1, then yields E2I (t) = ‖u‖2L2 . This
motivates the name ’modified energy’ for the EI(t). The modified energy can be expressed
via a bilinear functional
E2I (t) = Λ2(m(k1)m(k2))
that allows us to calculate directly the time derivative for the modified energy using equation
2.8.9,
d
dt
E2I (t) = Λ2(m(k1)m(k2)α2)− iΛ3(m(k1)m(k2 + k3){k2 + k3}). (2.8.11)
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The first term vanishes as α2 = i(k31 + k32) and after symmetrization the remaining term
equals
d
dt
E2I (t) = Λ3(−i[m(k1)m(k2 + k3)(k2 + k3)]sym). (2.8.12)
This is a 3-linear expression and motivates us to denote
M3(k1, k2, k3) = −i[m(k1)m(k2 + k3)(k2 + k3){k2 + k3}]sym.
For m = 1, this reduces to M3 = c(k1 + k2 + k3) and hence implies the conservation of L2
mass.
Define now the new modified energy
E3I (t) = E2I (t) + Λ3(σ3), (2.8.13)
where the choice of the symmetric multiplier σ3 will allow a cancellation in the time deriva-
tive. Again by Proposition 2.8.9,
d
dt
E3I (t) = Λ3(M3) + Λ3(σ3α3) + Λ4(−i
3
2σ3(k1, k2, k3 + k4){k3 + k4}). (2.8.14)
Choosing
σ3 = −M3
α3
, (2.8.15)
the time derivative of E3I (t) reduces to the 4-linear expression,
d
dt
E3I (t) = Λ4(M4), (2.8.16)
where
M4(k1, k2, k3, k4) = −i32[σ3(k1, k2, k3 + k4){k3 + k4}]sym. (2.8.17)
In the same way, let us define
E4I (t) = E3I (t) + Λ4(σ4), (2.8.18)
with σ4 = −M4α4 . The time derivative of E4I (t) equals a quintilinear expression
d
dt
E4I (t) = Λ5(M5), (2.8.19)
where
M5(k1, k2, k3, k4, k5) = −i2[σ4(k1, k2, k3, k4 + k5){k4 + k5}]sym. (2.8.20)
We observe that this process can be iterated to generate EnI satisfying
d
dt
EnI (t) = Λn+1(Mn+1) (2.8.21)
for n = 2, 3, · · · . For our applications E4I (t) turns out to be sufficient.
58
2.8. Global well-posedness
A variant local well-posedness result
In order to perform an iteration of the local-in-time existence, we need a lower bound for the
length of the time interval [0, δ] in which the local solution u for the KdV equations exists.
The local well-podesness can be stated in the following form
Proposition 2.8.5 ([10]). If s ≥ −12 , the initial value problem 2.0.1 is locally well-posed for
data φ satisfying Iφ ∈ L2(T). Moreover, the solution exists on a time interval [0, δ] with the
lifetime
δ ∼ ‖Iφ‖αL2 , α > 0, (2.8.22)
and the solution satisfies the estimate
‖Iu‖Y˜ 0 . ‖Iφ‖L2 . (2.8.23)
Rescaling
We need to construct the solution of the 1-periodic IVP 2.0.1 on an arbitrary fixed time
interval [0, T ]. For this purpose, it suffices to show that the rescaled solution uσ solves the
σ-rescaled problem on a time interval [0, σ3T ]. By Proposition 2.8.5, the lifetime of the local
solution is controlled by ‖Iφ‖L2 . Notice that for the rescaled initial data φσ it holds
‖Iφσ‖L2(0,σ) . σ−
3
2−sN−s‖φ‖Hs(0,1).
This allows us to choose σ >> 0 so that
‖Iφσ‖L2(0,σ) = 0 << 1⇒ σ ∼ N
−s
s+32 .
Due to this choice, the local-in-time existence is guaranteed on a time interval of size 1.
Almost conservation and iteration
We recall that ddtE4I (t) = Λ5(M5) according to (2.8.18). The goal is to show that the quantity
E4I is almost conserved during the evolution in time and to show that it is ”comparable”
to E2i . In order to control the increment of E4I , it occurs to show an upper bound for the
multilinear operator Λ5(M5). We have the following result
Lemma 2.8.6 ([10]). If m is defined according to (2.8.3) with s = −12 , then∣∣∣∣∣
∫ δ
0
Λ5(M5)
∣∣∣∣∣ . λ0+N− 52+‖Iu‖5Y˜ 0 . (2.8.24)
Let us now consider the rescaled problem so that we can assume that the solution exists on
a time interval of size 1 and ‖Iφσ‖L2(0,σ) = 0 << 1. This allows us to obtain∣∣∣E4I (1)− E4I (0)∣∣∣ . σ0+N− 52+‖Iφσ‖L2(0,σ) ≤ σ0+N− 52+0. (2.8.25)
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Since σ = σ(N) the factor σ0+ might be absorbed by slightly adjusting the factor N− 52+.
Further, the modified E2I (t) and E4I (t) energies can be shown to be comparable, i. e.
E4I (t) ∼ ‖Iφσ‖2L2 .
We refer the reader to [10], Lemma 6.1, page 724. Hence, we can control ‖Iφσ(1)‖2L2 as
follows
‖Iφσ(1)‖2L2 . ‖Iφσ(0)‖2L2 + (‖Iφσ(1)‖2L2 − ‖Iφσ(0)‖2L2)
≤ 0 + C50N−
5
2+ +O(30).
For appropriate small 0 and large N , it follows that ‖Iφσ‖L2 is of size 0. The local result
can be iterated M times until E4I (M) ≥ 2E4I (0), that is until
MN−
5
2+ ∼ 0 ⇒M ∼ N 52−.
Thus we succeeded to extend the local solution of the σ(N)-periodic IVP 2.0.1 to the interval
[0, N 52−]. If N = N(T ) is chosen such that N− 52 > (σ(N))3T ∼ N 32T , we conclude that the
rescaled IVP is well-posed on the desired time interval and hence the original IVP is globally
well-posed in H− 12 (T).
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2.9. Generalized Korteweg-de Vries equations
Let us consider the Cauchy Problem for periodic generalized Korteweg-de-Vries equations of
the form {
∂t + ∂xxxu+ F (u)x = 0,
u(x, 0) = φ(x)
(2.9.1)
with a real scalar field u : T × [0, T ] −→ R and F a polynomial of degree k + 1, the initial
data φ is in Hs(T). This chapter gives a brief survey of known results. The study of the
local well-posedness theory simplifies as we can assume that F has no linear or constant
terms. These can be removed by the Galilean transform introduced in Lemma 2.1.1. The
idea how to prove the local well-posedness is similar to the method introduced for the KdV
equation. A multilinear estimate for the nonlinearity F (u) is needed. The appropriate
multilinear estimate, established in [9], is crucial to prove the local well-posedness for the
periodic Cauchy problem (2.9.1).
Theorem 2.9.1 (Multilinear estimate). For any s ≥ 12 , we have∥∥∥∥∥
k∏
i=1
ui
∥∥∥∥∥
Xs−1,
1
2
.
k∏
i=1
‖ui‖Y˜ s (2.9.2)
From this Theorem combined with the bilinear estimate 2.5.10 of the previous section, one
can show the necessary estimates of the nonlinearity F (t) for the generalized KdV equation.
We need to control the nonlinearity in Zs-norm by the Y˜ s norm as introduced in 2.4.1 and
2.4.2.
Proposition 2.9.2. For any s ≥ 12 and functions u1, ..., uk+1 in Y s we have∥∥∥∥∥P
(
P
(
k∏
i=1
ui
)
∂xuk+1
)∥∥∥∥∥
Zs
.
k∏
i=1
‖ui‖Y˜ s , (2.9.3)
where P denotes the orthogonal projection onto mean zero functions
P (u)(x) := u(x)−
∫
T
u(x)dx.
Moreover, the estimate (2.9.3) fails for s < 12 .
Once this Proposition is proved, one obtains the local well-posedness theory similarly to
the KdV case. One uses a contraction argument in the Y˜ s spaces combining this estimates
(2.9.3) and linear estimates introduced in paragraph 2.4. This approach gives a local result
for small initial data in Hs with s ≥ 12 . Again the mean zero assumption, see paragraph 2.3,
justified by the Galilean symmetry is essential.
Theorem 2.9.3 (Local Well-posedness for small initial data). If F (u) is a polynomial then
the Cauchy Problem for the periodic generalized KdV equation (2.9.1) is locally well-posed if
φ ∈ Hs(T) for all s ≥ 12 , if the Hs norm of the data is sufficiently small.
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For quadratic F , this reduces to the KdV equation for which global well-posedness is known
down to a exponent s ≥ −12 . When F is cubic, this is the modified KdV equation, locally well-
posed for s ≥ 12 . This range is known to be sharp for the purpose of uniformly continuity, see
[31]. For F (u) = u4 the problem was shown to be analytically ill-posed in Hs for any s < 12 ,
a counterexample is given in [9]. This counterexample can be generalized to polynomials
F of degree ≥ 3. The difficulty arises if we wish to pass to large initial data. A possible
approach is to replace at least one of the Xs, 12 norms by a Xs, 12−δ norm. If one localizes to
small time T , one can estimate the Xs, 12−δ norm by the Xs, 12 norm in order to gain a small
power of T . The factor T , sufficiently small depending on Hs norm, is crucial for obtaining
the desired contraction. In [9], a rescaling argument was used instead. Again we note, that
by the scaling properties of the evolution associated to KdV this rescales the spatial variable
x 7→ xλ that dilates the 1D Torus.
In particular, one can deduce the global result for cubic F .
Theorem 2.9.4 (Global well-posedness for gen-3 KdV). The Cauchy Problem for the peri-
odic gen KdV equation {
∂t + ∂xxxu+ u3∂xu = 0,
u(x, 0) = φ(x)
(2.9.4)
is locally well-posed for large Hs(T) initial data for s ≥ 12 and globally well-posed for large
real data Hs(T) for s > 56 .
Moreover the initial value problem (2.9.4) is analytically ill-posed in Hs(T).
In [9] this result is proved by means of the “I-method”. This method allows us to pass from
a local to a global well-posedness result below the energy norm by constructing “almost
conserved” quantities.
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3. Ostrovsky equation
In this chapter, we consider the Cauchy Problem for the Ostrovsky equation
∂x
(
∂tu− β∂3xu+ αu∂xu
)
= γu, (3.0.1)
where β, γ ∈ R and we suppose β · γ 6= 0. We show a local and global well-posedness result
for this problem in the periodic case, that is x ∈ T.
This equation has various physical models, e.g. it represents a model for weakly nonlinear
long waves in a rotating frame of reference, see for instance [1, 13, 17, 37, 34]. L.A. Ostrovsky
introduced the equation in [37] to describe the propagation of surface waves in the ocean.
The effect of rotation is measured by the parameter γ and corresponds physically speaking
to the Coriolis force. We suppose γ to be small and we observe that the problem reduces
to KdV equation (2.0.1) in the absence of rotation (γ = 0). The parameter β represents
the dispersion. If β > 0 the equation is a model for surface waves in the ocean, whereas
it provides a model for the propagation of oblique magnetic acoustic waves in the case of
β < 0, see e. g. [1, 5, 13, 17, 34, 35]. We refer the reader to [37] for the physical background
of the Ostrovsky equation.
We study the Cauchy problem associated to (3.0.1) and its well-posedness in the associated
Bourgain spaces Xs,b. The Ostrovsky equation can be considered as perturbation of the
KdV-equation by a nonlocal term. Thus it is natural to think about adapting the method
used in the previous chapter. It occurs to understand the influence of the nonlocal term.
We define the anti-derivative as
∂−1x f(x) =
1
2
(∫ x
−∞
f(x′)dx′ −
∫ −∞
x
f(x′)dx′
)
, (3.0.2)
for details see [25]. This allows us to rewrite the problem as{
∂tu− β∂3xu− γ∂−1x u+ u∂xu = 0, x ∈ T, t ∈ R
u(0, x) = u0(x).
(3.0.3)
Note that it yields
∂−1x f = F−1
(
fˆ(k)
ik
)
.
By a change of variables and scaling we may assume,
α = 1, β = ±1, γ ∈ R.
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Let us first consider the linear problem{
∂tu− β∂3xu− γ∂−1x u = 0, t ∈ R, x ∈ T
u(0, x) = u0(x).
(3.0.4)
For a field u it is equivalent to solve the IVP (3.0.4) or the associated integral equation
u(x, t) = W (t)u0 =
∑
k∈Z
ei(xk+τh(k))uˆ0(k), (3.0.5)
where the symbol is given by h(k) = −βk3 − γk−1.
Passing to the nonlinear problem, we consider{
∂tu− β∂3xu− γ∂−1x u+ u∂xu = 0, t ∈ R, x ∈ T
u(0, x) = u0(x).
By Duhamel’s principle, the equivalent integral equation is given by
u(x, t) = W (t)u0 +
∫ t
0
W (t− t′)(u∂xu)(t′)dt′. (3.0.6)
Again, the crucial point in order to proof well-posedness is to estimate the nonlinear term
u∂xu,
being the same in both equations: Korteweg de Vries (0.0.2) and Ostrovsky equation (0.0.5).
The Bourgain space we have to deal with is slightly different as the associated operator is
modified. The key point is again to introduce the bilinear estimate for the nonlinearity.
We adapt the respective proof for KdV equation of section 2.5, so we use again the proof
introduced by C.E. Kenig, G. Ponce and L. Vega in [31]. Therefore, one has to assume a
0-mean hypothesis, see section 2.3. By a similar argument as for the KdV equation, one
obtains the necessary condition b = 12 for the bilinear estimate in Xs, spaces when dealing
with periodic initial data. This choice for the parameter b implies some technical difficulties,
since it becomes necessary to introduce the Y s,b spaces such that we have the embedding
‖u‖L∞t Hsx . ‖u‖Y s .
This allows us to show local well-posedness of the Cauchy Problem associated to the Ostro-
vsky equation (3.0.3) under the following hypothesis
1. 0-mean hypothesis, i. e. initial data with zero mean combined with the conservation
of the mass during the evolution in time,
2. smallness condition for the Hs norm of the initial data φ.
In order to show the local well-posedness for large data in the case of the KdV equation,
we used the scaling symmetry satisfied by the equation. The lack of a rescaling properties
forces us to use a different technique here.
In the following, we consider the case β = +1, γ = ±1.
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3.1. Notation and function spaces
We adapt the notation and the function spaces to the linear operator associated to the
Ostrovsky equation. Assuming that β = +1, γ = ±1, the symbol h of the equation becomes
h(k) = −k3 ∓ k−1.
The proof of the bilinear estimates necessarily requires functions of mean zero. For this
purpose, let us introduce the space of L2 functions with zero mean
L20 =
{
u ∈ L2;
∫
T
udx = 0
}
.
Further, we introduce the zero mean-value Sobolev spaces Hs0 defined by:
Hs0 =
{
u ∈ S′(T); ‖u‖Hs ≤ +∞ and
∫
T
udx = 0
}
, (3.1.1)
where
‖u‖Hs0 = ‖〈·〉sû‖l2n .
We define the space Xs, 12 corresponding to the Ostrovsky equation (3.0.1) by the completion
of S(T) with respect to the norm
‖u‖
Xs,
1
2
= ‖〈k〉s〈τ + k3 ∓ 1
k
〉û‖l2nL2τ . (3.1.2)
As mentioned above, in the endpoint case we need the Y s,b spaces where Y s,b is the comple-
tion of S(T) with respect to the norm
‖u‖Y s,b = ‖ 〈k〉s 〈τ − h(k)〉b û(k, τ)‖l2
k
L1τ
. (3.1.3)
Finally we define our workspace Y˜ s.
Definition 3.1.1 (Y˜ s spaces). The space Y˜ sτ=h(k) = X
s, 12
τ=h(k) ∩ Y s,0τ=h(k), with h(k) = −k3 ∓
γk−1 is defined via the norm
‖u‖Y˜ s = ‖u‖Xs, 12 + ‖u‖Y s,0 . (3.1.4)
The mapping properties for the bilinear operator B : Xs,b ×Xs,b −→ Xs,b−1 (b = 12) associ-
ated to the nonlinearity motivates the definition of the companion space Zs.
Definition 3.1.2 (Zsspaces). The space Zs is defined via the norm
‖u‖Zs = ‖u‖
Xs,−
1
2
+ ‖ 〈k〉
s
〈τ − h(k)〉 uˆ(k, τ)‖l2kL1τ . (3.1.5)
Remark. Note that due to the Lemma 1.3.6 and the Lemma 1.3.13 the Y˜ s space are stable
with respect to time localization. Similarly, one shows this property for the Zs spaces.
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This motivates the following.
Definition 3.1.3. For T > 0 define the restriction norm space
Y˜ sT :
{
u|[−T,T ]|u ∈ Y˜ s
}
. (3.1.6)
with norm
‖u‖Y˜ sT = inf
{
‖u˜‖Y˜ s | u = u˜|[−T,T ], u˜ ∈ Y˜ s
}
3.2. Conservation laws
The Ostrovsky equation enjoys the following conserved quantities.
Proposition 3.2.1. The following quantities are conserved during the evolution in time
associated to the Ostrovsky equation
1. the mass ∫
T
u(x)dx, (3.2.1)
2. the squared L2-norm ∫
T
u2(x)dx, (3.2.2)
3. the energy ∫
T
(β∂x)2 +
γ
2 (∂
−1
x u)2 +
1
3u
3dx. (3.2.3)
We refer the reader to [6, 21, 43] for the argument of conserved quantities and the proof of
this Proposition.
3.3. Linear estimates
We use a contraction argument and hence we need linear estimates of the type of the es-
timates shown in section 2.4. Recall that by the Duhamel formula we have the following
representation for the associated integral equation
u(x, t) = W (t)u0 +
∫ t
0
W (t− t′)(u∂xu)(t′)dt′,
with linear propagatorW (t) = et(−∂xxx±∂−1x ) and thus we need the following linear estimates.
It is important to note that since we suppose to be the initial data and hence by conservation
of mass the solution to be of 0-mean, we can assume k 6= 0 and thus the term γ 1k in the
symbol can be controled. The first estimate guarantees that our workspace Y˜ s behaves well
with free solutions.
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Lemma 3.3.1 (Free solution). For −12 ≤ s ≤ 0, we have
‖η(t)W (t)φ‖Y˜ s . ‖φ‖Hs0 , (3.3.1)
where φ ∈ C∞0 is a smooth cutoff function supported on [−2, 2] and with η = 1 on [−1, 1].
For the second term of the composed solution we have the estimate given by
Lemma 3.3.2 (Estimate for Duhamel term). Let −12 ≤ s ≤ 0, then we have
‖η(t)
∫ t
t0
W (t− t′)F (t′)dt′‖Y˜ s . ‖F‖Zs , (3.3.2)
where φ ∈ C∞0 is a smooth cutoff function supported on [−2, 2] and with η = 1 on [−1, 1].
Note that these Lemmata are special cases of the Proposition 1.3.14. Notice that these
estimates have formally been established for polynomial h. It is standard to see that this
result extends to the function h associated to the Ostrovsky equation. In particular, we can
assume k 6= 0 since the functions are assumed to have 0-mean.
It remains to establish an estimate for the nonlinearity in Zs. The following Theorem
contains the bilinear estimate for the Ostrovksy equation.
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3.4. Bilinear estimate
We seek a well-posedness result for the Ostrovsky equation, wherefore we need an estimate
for the Zs norm of the nonlinearity of type
‖u∂xu‖Zs . ‖u‖2Y˜ s ,
in order to complete the contraction argument. To this end, we define the bilinear operator
B : Xs,b×Xs,b −→ Xs,b−1, where b = 12 . The following Proposition shows that this operator
is bounded.
Theorem 3.4.1 (Bilinear estimate for Ostrovsky equation). Let −12 ≤ s ≤ 0. If F,G are
2pi periodic functions of x, also depending on t such that for all t ∈ R∫
T
F (x, t)dx = 0 =
∫
T
G(x, t)dx,
then
‖η(t)∂x(FG)‖Zs,−1 . ‖F‖Xs, 12 ‖G‖Xs, 12 . (3.4.1)
Remark. Notice that the inequality (3.4.1) implies ‖η(t)∂x(FG)‖Zs,−1 . ‖F‖Y˜ s‖G‖Y˜ s . For
convenience purposes, we relax the notation and we will not write down explicitely all con-
stant involving pi.
This result is strictly connected to the bilinear estimate introduced for the KdV equation
in section 2.5. In fact, the norms slightly changed due to the additional factor γk−1 being
relatively harmless since we can suppose k 6= 0 due to the 0-mean assumption that is essential
for the proof of the bilinear estimate. In particular, the proof of Lemma 3.4.7 becomes more
sophisticated than the proof of Lemma 2.5.4.
We split the proof of Theorem 3.4.1 in two parts. We estimate in a first Proposition the
Xs,−
1
2 contribution and in a second Proposition the Y s,− 12 contribution.
Proposition 3.4.2 (Bilinear estimate in Xs,b). Let −12 ≤ s ≤ 0 and b = 12 . If F,G are 2pi
periodic functions of x, also depending on t such that for all t ∈ R∫
T
F (x, t)dx = 0 =
∫
T
G(x, t)dx,
then the following bilinear estimate holds
‖B(F,G)‖Xs,b−1 ≤ c‖F‖Xs,b‖G‖Xs,b . (3.4.2)
We observe that this estimate is sharp.
Proposition 3.4.3 (Sharp estimate). The statement of Proposition 3.4.2 is false for s < −12 .
One easily obtains a counterexample adapting the proof of Theorem 2.5.2. In particular, the
analogue version of Lemma 2.5.11 forces us to show b = 12 .
The next Proposition provides the estimate for the Y s,− 12 contribution.
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Proposition 3.4.4 (Bilinear estimate in Y s,−1). Let be −12 ≤ s ≤ 0. If F,G are 2pi periodic
functions of x, also depending on t such that for all t ∈ R∫
T
F (x, t)dx = 0 =
∫
T
G(x, t)dx,
then the following bilinear estimate holds
‖η(t)∂x(FG)‖Y s,−1 . ‖F‖Xs, 12 ‖G‖Xs, 12 . (3.4.3)
The algebraic key fact for the proof of the bilinear estimate for the KdV equation in [3] is
τ − k3 − (τ1 − k31)− (τ − τ1 − (k − k1)3) = 3kk1(k − k1)
For the Ostrovsky equation, where we assume for simplicity β = 1 and γ = ∓1, the resonance
relation is given by:
R(k, k1) =τ − h(k)− (τ1 − h(k1))− (τ − τ1 − h(k − k1)) (3.4.4)
= 3kk1(k − k1) + γ
k
(
1− k
3
kk1(k − k1)
)
,
We can determine a lower bound for the resonance relation R.
Lemma 3.4.5. If |k| |k1| |k − k1| 6= 0, and 1|k| < 1, then
|R(k, k1)| & |k| |k1| |k − k1| , (3.4.5)
and
k2 ≤ 2 |kk1(k − k1)| . (3.4.6)
Proof. The equation (3.4.6) follows immediately as it suffices to consider the two cases |k1| ≥
|k|
2 and |k − k1| ≥ |k|2 separately. Each of them is obvious. Using the identity (3.4.4), one
obtains
R2(k, k1) = 9k2k21(k − k1)2 + 6γk1(k − k1)− 6γk2 +
γ2
k2
(
1− k
3
kk1(k − k1)
)2
.
In order to establish the inequality (3.4.5) it suffices to show that
8k2k21(k − k1)2 + 6γk1(k − k1)− 6γk2 +
γ2
k2
(
1− k
3
kk1(k − k1)
)2
≥ 0.
Let us define x = k1(k − k1), y = k and the function
F (x, y, γ) = 8x2y2 + 6γx− 6γy2 + γ
2
y2
(
1− y
2
x
)2
.
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It remains to show that for −1 ≤ γ ≤ 1 holds F (x, y, γ) ≥ 0 where by definition and
hypothesis |y| ≥ 2 and thus |x| ≥ 1 from inequality (3.4.6). We obtain
F (x, y, γ) ≥ 6x2y2 + 2x2y2 + 6γx− 6γy2
≥ (6x2y2 − 6γy2) + (2x2y2 − 6|γ||x|).
Now it is easy to see that for |γ| ≤ 1 we have
6x2y2 ≥ 6y2 ≥ 6γy2,
and
2x2y2 ≥ 2 · |x| · 4 = 8|x| ≥ 6|γ||x|.
This implies F (x, y, γ) ≥ 0 for |x||y||xy| 6= 0 and |y| > 1 and −1 ≤ γ ≤ 1 and completes the
proof.
In particular, it follows from Lemma 3.4.5 that for σ defined as
σ : = max {|τ − h(k)| , |τ1 − h(k1)| , |τ − τ1 − h(k − k1)|} (3.4.7)
we have
σ & |kk1(k − k1)| ≥ 12k
2. (3.4.8)
This suggests to separate the proofs for Proposition 3.4.2 and 3.4.4 in the case where
|τ − h(k)| and |τ1 − h(k1)| are respectively the maximum. For symmetry the last case fol-
lows. As in the KdV case, we need the following elementary integral inequalities stated in
Lemma 2.5.3. For convenience, we recall the statement.
Lemma 3.4.6 (Integral inequalities). For all ε > 0 and 0 < ρ < 1 there exists c > 0 such
that
1. ∫
R
dβ
(1 + |β|)(1 + |α− β|) ≤ c
log(2 + |α|)
1 + |α| ,
and
2. ∫
R
dβ
(1 + |β|)1+ε(1 + |α− β|)1+ε ≤ c
1
(1 + |α|)1+ε ,
and
3. ∫
R
dβ
(1 + |β|)ρ(1 + |α− β|) ≤ c
1 + log(1 + |α|)
(1 + |α|)ρ ,
The next Lemma provides the necessary convergence results for the used series and is ana-
logue to Lemma 2.5.4 that has been used for the proof of the bilinear estimate 2.5.1 in the
KdV case.
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Lemma 3.4.7 (Convergence of series). 1. For ρ > 23 , there exists c > 0 such that for
any integer k 6= 0 and any τ ∈ R
∑
k1 6=0,
k1 6=k
log(2 +
∣∣∣τ + k3 − 3kk1(k − k1) + γ kk1(k−k1) ∣∣∣)(
1 +
∣∣∣τ + k3 − 3kk1(k − k1) + γ kk1(k−k1) ∣∣∣)ρ ≤ c, (3.4.9)
and
2. there exists c > 0 such that for any integer k1 6= 0 and any τ1 ∈ R
∑
k 6=0
k 6=k1
log(2 +
∣∣∣τ1 + k31 + 3kk1(k − k1)− γ k1k(k−k1) ∣∣∣)
(1 +
∣∣∣τ1 + k31 + 3kk1(k − k1 − γ k1k(k−k1) ∣∣∣) ≤ c, (3.4.10)
and
3. if ρ > 23 there exists c > 0 such that for any integer k1 6= 0 and any τ1 ∈ R
∑
k 6=0
k 6=k1
1 + log(1 +
∣∣∣τ1 + k31 + 3kk1(k − k1)− γ k1k(k−1) ∣∣∣)
(1 +
∣∣∣τ1 + k31 + 3kk1(k − k1 − γ k1k(k−1) ∣∣∣)ρ) ≤ c. (3.4.11)
Remark. Let us observe that this Lemma for the Ostrovsky equation is analogue to Lemma
2.5.4 for the KdV case. We motivate the proof discussing the first statement. Whereas in
the proof of Lemma 2.5.4 we have considered the second order characteristic equation (in
k1),
τ + k3 − 3kk1(k − k1) = 0,
we have to deal with a fourth order equation (in k1) here. In fact, the characteristic equation
is given by
τ + k3 − 3kk1(k − k1) + γ k
k1(k − k1) = 0.
We shall reduce the proof of the Lemma 3.4.7 to the the proof of Lemma 2.5.4 by studying
the roots of equation (3.4). We reduce the equation by a change of variables to
µ− k1(k − k1) + ε
k1(k − k1) = 0,
with −1 < ε < 1. For instance, let us assume that ε < 0 and that the equation (3.4) has
four simple roots ri = ri(µ, k) for i = 1, · · · , 4, then we obtain
µ− k1(k − k1)− ε
k1(k − k1) =
(k1 − r1)(k1 − r2)(k1 − r3)(k1 − r4)
k1(k − k1) .
Notice that it suffices to show that there exists a c > 0 such that
(k1 − r1)(k1 − r2)(k1 − r3)(k1 − r4)
k1(k − k1) . (k1 − r1)(k1 − r2).
To this end, one needs to study the behavior of the roots under the variation of µ and k.
More precisely, one needs the continuous dependence of the roots on the parameters. For
literature concerning this matter, we refer the reader e. g. to [20]. The statement follows
then from Lemma 2.5.4.
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We formalize this heuristic motivation in the following.
Proof of Lemma 3.4.7. We shall show how to reduce the statement to Lemma 2.5.4.
For the first statement, let us observe that for real x ≥ 1 there exists a constant c > 0 such
that
log(1 + x) ≤ cxε
for ε > 0.
In particular, setting z = 1 +
∣∣∣τ + k3 − 3kk1(k − k1) + γ kk1(k−k1) ∣∣∣ yields
log(1 + z)
zρ
≤ c
zρ−ε
.
Thus it suffices to chose ε such that ρ′ := ρ − ε > 12 and to show that there exists c > 0 so
that for any τ ∈ R and for any 0 6= k ∈ Z holds∑
k1∈Z∗
k1 6=k
1(
1 +
∣∣∣τ + k3 − 3kk1(k − k1) + γ kk1(k−k1) ∣∣∣)ρ′ < c. (3.4.12)
Since k 6= 0, let µ = 13k (τ + k3), this leads to∑
k1∈Z∗
k 6=k
1(
1 +
∣∣∣τ + k3 − 3kk1(k − k1) + γ kk1(k−k1) ∣∣∣)ρ′
=
∑
k1∈Z∗
k 6=k
1(
1 + 3 |k|
∣∣∣µ− k1(k − k1) + γ3(k1(k−k1)) ∣∣∣)ρ′ .
Hence it suffices to show that there exists c > 0 such that∥∥∥∥∥∥∥
∑
k1∈Z∗
1(
1 +
∣∣∣µ− k1(k − k1) + γ3(k1(k−k1)) ∣∣∣)ρ′
∥∥∥∥∥∥∥
L∞µ `∞k
< c. (3.4.13)
The characteristic equation
µ− k1(k − k1) + γ3(k1(k − k1)) = 0
can be written as
µ− x+ ε
x
= 0,
with x = k1(k− k1) and with ε = γ3 . As mentioned above, we only consider γ = ±1, but for
the sake of generality, we will illustrate the proof for small positive and negative parameter
ε.
Let us start with the case ε > 0, we define the function φ : R\{0} → R as
φ(x) = φε,µ(x) = µ− x+ ε
x
.
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The first derivative of φ is equal to
φ′(x) = −1− ε
x2
.
This implies that φ is decreasing away from the singularity x = 0. It follows that φ has
two real roots, one negative x1 and one positive root x2.Hence, there exists c = c(µ) > 0
such that |x1 − x2| > c. This implies that for any 0 < δ < c2 , we have or |x − x1| > δ or
|x − x2| > δ. By symmetry, let us assume |x − x1| > δ and thus since x = k(k − k1) is an
integer and x = k(k − k1) 6= 0 this allows us to control for any µ and x sufficiently large
(x− x1)(x− x2)
x
& (x− x2).
Therefore it suffices to show that for k 6= 0 there exists c > 0 such that∥∥∥∥∥∥
∑
k1∈Z∗
1
(1 + |k1(k − k1)− x2|)ρ′
∥∥∥∥∥∥
L∞x1`
∞
k
< c.
This follows from Lemma 2.5.4.
Next, we consider the case ε < 0.
The equation now has the roots
x1/2 = µ
1±
√
1 + 4ε
µ2
2
 . (3.4.14)
Let ηε(µ) =
1±
√
1+ 4ε
µ2
2 , this allows us to write the roots as function depending on µ as
x1/2 = µ · ηε(µ).
In particular, ηε ∈ C∞ and hence the roots depend continuously on the parameter µ. We
separate now two cases, for µ ≤ 2 and µ > 2.
In the case |µ| ≤ 2, it suffices to see that∣∣∣∣µ− (x+ εx)
∣∣∣∣ ≥ ∣∣∣∣x+ εx
∣∣∣∣− |µ| ≥ |x| − |µ| ≥ |x|2
for x sufficiently large. Consequently, it remains to show that there exists c > 0 such that∥∥∥∥∥∥∥
∑
k1∈Z∗
1(
1 +
∣∣∣k1(k−k1)2 ∣∣∣)ρ′
∥∥∥∥∥∥∥
L∞µ `∞k
< c. (3.4.15)
Concerning the case |µ| > 2, we have the following estimates. There exist c1, c′1, c2, c′2 > 0
such that for i = 1, 2
c1 ≤ |xi(µ)| ≤ µc2,
c′1 ≤ |x1(µ)− x2(µ)| ≤ c2µ. (3.4.16)
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The inequality (3.4.16) implies that for any 0 < δ < c′1, any µ > 2 yields |x− x1| ≥ δ or
|x− x2| ≥ δ. Thus without loss of generality we can assume by symmetry that |x− x1| > δ.
Taking into account that x = k(k − k1) is an integer and k(k − k1) 6= 0 allows us to control
for any µ and x sufficiently large
(x− x1)(x− x2)
x
& (x− x2).
We shall show that for k 6= 0 there exists a c > 0 so that∥∥∥∥∥∥
∑
k1∈Z∗
1
(1 + |k1(k − k1)− x2|)ρ′
∥∥∥∥∥∥
L∞x1`
∞
k
< c.
This follows from Lemma 2.5.4 and the proof for the first statement is complete.
Regarding the second statement, we observe that for ε > 0 by the same argument as in the
first part of the proof we obtain
log(2 +
∣∣∣τ1 + k31 + 3kk1(k − k1) + k1k(k−k1) ∣∣∣)
(1 +
∣∣∣τ1 + k31 + 3kk1(k − k1) + k1k(k−k1) ∣∣∣) .
1
(1 +
∣∣∣τ1 + k31 + 3kk1(k − k1) + k1k(k−k1) ∣∣∣)1−ε
If ε > 0 is chosen such that 1− ε > ρ the convergence of the series follows from the first part
by interchanging the k, k1 and τ, τ1.
The argument for the last statement is analogue.
1 log(1 +
∣∣∣τ1 + k31 + 3kk1(k − k1) + k1k(k−k1) ∣∣∣)
(1 +
∣∣∣τ1 + k31 + 3kk1(k − k1) + k1k(k−k1) ∣∣∣) .
1
(1 +
∣∣∣τ1 + k31 + 3kk1(k − k1) + k1k(k−k1) ∣∣∣)ρ−ε
One has to ensure that ρ − ε > 12 . It is standard to conclude similarly to the proof of the
previous statement.
Proof of Proposition 3.4.2
Before proceeding to the proof of Proposition 3.4.2 we state the following two Lemmata, the
former needed for the proof in the case in which σ = |τ − h(k)|, the latter in the case in
which σ = |τ1 − h(k1)| according to (3.4.7). We observe that these Lemma are a variant of
the analogue Lemma 2.5.5 and 2.5.6.
Lemma 3.4.8. If ρ = −s ∈ [0, 12 ], then there exists c > 0 such that for any 0 6= k ∈ Z and
τ ∈ R, ∑
k1∈A
∫
τ1∈A
k2(1−ρ)(k1(k − k1)2ρ
〈τ − h(k)〉 〈τ1 − h(k1)〉 〈τ − τ1 − h(k − k1)〉dτ1 < c, (3.4.17)
where
A = A(k, τ) =
{
(k1, τ1) ∈ Z× R : k1 6= 0, k1 6= k, (3.4.18)
|τ − τ1 −m(k − k1)| ≤ |τ1 −m(k1)| ≤ |τ −m(k)|
}
.
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Proof. As shown in the proof of Lemma 2.5.5, it suffices to show this estimate for s = 0 and
s = −12 . The general case follows by the three lines lemma A.0.3.
We make use of the identity (3.4.4), for σ defined according to (3.4.7), we have on the set A
that
σ := |τ − h(k)| (3.4.19)
and the inequality (3.4.8) holds if k1 6= 0, k 6= 0, k 6= k1 and 1|k| < 1.
Let us now consider the Case s = 0:
Using the estimate (3.4.8) for σ, the expression in (3.4.17) reduces to
c
∑
k1∈A
∫ 2
A
dτ1
〈τ1 − h(k1)〉 〈τ − τ1 − h(k − k1)〉 . (3.4.20)
Let us first study the integral in τ1. Performing the change of variables
β = τ1 − h(k1),
and setting
α = τ − h(k1)− h(k − k1),
we find that ∫
A
dτ1
〈τ1 +m(k1)〉 〈τ − τ1 +m(k − k1)〉
=
∫
A
dβ
〈β〉 〈α− β〉
∼
∫ +∞
−∞
dβ
(1 + |β|)(1 + |β − α|)
≤ log(2 + |α|)(1 + |α|) , (3.4.21)
where the last estimate follows from Lemma 3.4.6. Inserting now (3.4.21) in (3.4.20) and
using the identity
α = τ + k3 − 3kk1(k − k1) + γ k
k(k − k1) ,
we obtain the series
∑
k1∈A
1 + log(1 +
∣∣∣τ + k3 − 3kk1(k − k1) + γ kk(k−k1) ∣∣∣)(
1 +
∣∣∣τ + k3 − 3kk1(k − k1) + γ kk(k−k1) ∣∣∣) . (3.4.22)
This series is bounded for any k 6= 0 and τ ∈ R by Lemma 3.4.7 completing the proof for
the case s = 0.
Case s = −12 :
With the same change of variables as in the previous case, the expression (3.4.17) becomes
for −ρ = s = −12 ∑
k1∈A
|k| |k1(k − k1)|
〈τ − h(k)〉
∫
A
dβ
〈β〉 〈α− β〉 . (3.4.23)
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Applying the estimate 3.4.8 for σ = |τ − h(k)|, the proof reduces to the previous case and
this concludes the proof of the Lemma.
The respective estimate for the case |τ − h(k)| ≤ |τ1 − h(k1)| is provided by the following
Lemma.
Lemma 3.4.9. If ρ = −s ∈ [0, 12 ], then there exists c > 0 such that for any 0 6= k1 ∈ Z and
τ1 ∈ R, ∑
k∈D,
∫
D
k2(1−ρ)(k1(k − k1)2ρ
〈τ − h(k)〉 〈τ1 − h(k1)〉 〈τ − τ1 − h(k − k1)〉dτ < c, (3.4.24)
where
D = D(k1, τ1) =
{
(k, τ) ∈ Z× R : k 6= 0, k 6= k1 (3.4.25)
|τ − τ1 −m(k − k1)| ≤ |τ1 −m(k1)| ;
|τ −m(k)| ≤ |τ1 −m(k1)|
}
.
Proof. The proof is analogue to the proof of Lemma 2.5.6. We make use of the identity
(3.4.4), for σ as defined above (3.4.7), we have on the set D that
σ = |τ1 − h(k1)| (3.4.26)
and the inequality (3.4.8) holds if k1 6= 0, k 6= 0, k 6= k1 and 1|k| < 1. Again it suffices to
consider the cases s = 0 and s = −12 since the general case follows from the Three Lines
Lemma A.0.3.
Let us start with the Case s = 0: By the definition of σ on the set D the expression in
(3.4.24) reduces to
c ·
∑
k∈D,
k 6=0
∫
D
1
〈τ − h(k)〉 〈τ − τ1 − h(k − k1)〉dτ. (3.4.27)
The proof is similar to the previous one. It suffices to perform the change of variables
β = τ − h(k),
and consequently we set
α = τ1 − h(k) + h(k − k1).
Notice that
α = τ1 + k31 + 3kk1(k − k1)− γ
k1
k(k − k1) .
An application of Lemma 3.4.6 and Inequality 3.4.6 reduces the expression (3.4.27) to the
series ∑
k∈D,
k 6=0
log(2 +
∣∣∣τ1 + k31 + 3kk1(k − k1)− γ k1k(k−k1) ∣∣∣)
(1 +
∣∣∣τ1 + k31 + 3kk1(k − k1)− γ k1k(k−k1) ∣∣∣) ,
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that is bounded for any 0 6= k1 and τ1 ∈ R by Lemma 3.4.7. This concludes the proof in the
case s = 0.
In the Case s = −12 , the expression (3.4.17) becomes∑
n∈D
|k| |k1(k − k1)|
〈τ1 − h(k1)〉
∫
D
dτ
〈τ − h(k)〉 〈τ − τ1 − h(k − k1)〉 . (3.4.28)
Applying the inequality (3.4.8) valid for σ in D, the proof reduces to the previous case,
completing the proof of the Lemma.
Now that we have shown the necessary technical Lemmata, we proceed with the proof of
Proposition 3.4.2 which is analogue to the proof of Theorem 2.5.1.
Proof of Proposition 3.4.2. With the analogue notation as in proof of Theorem 2.5.1, we
write for F ∈ Xs,b,
f b(k, τ) = (1 + |τ − h(k)|)b |k|−ρ Fˆ (k, τ) ∈ L2τ (R, `2k(T)),
and we see that
‖f‖L2τ `2l = ‖F‖X−ρ,b .
We will write f instead of f b when no confusion is likely to arise. Finally we define the
bilinear form B for f 12 , g 12 ∈ L2τ (R, `2k(T)):
B(f
1
2 , g
1
2 ) = k
s+1
〈τ − h(k)〉 12
∑
k1 6=0
k1 6=k
∫ +∞
−∞
(k1(k − k1)) f
1
2 (k1, τ1)
〈τ1 − h(k1)〉
1
2
g
1
2 (k − k1, τ − τ1)
〈τ − τ1 − h(k − k1)〉
1
2
dτ1,
(3.4.29)
and hence for F,G ∈ Xs,b
‖B(F,G)‖
Xs,−
1
2
= ‖B(f 12 , g 12 )‖L2τ `2l .
This identity reduces the proof to a bilinear estimate in L2τ `2l , more precisely we can consider
this problem as Fourier multiplier that needs to be bounded.
As in the KdV case, by symmetry it is sufficient to show the estimate on the set
E = E(k, k1, τ, τ1) = {(k, k1, τ, τ1) : |τ − τ1 − h(k − k1)| ≤ |τ1 − h(k1)|} . (3.4.30)
Let the sets A and D be defined according to (3.4.18) and (3.4.25):
A = A(k, τ) =
{
(k1, τ1) ∈ ZR : k1 6= 0, k1 6= k, |τ − τ1 − h(k − k1)|
≤ |τ1 − h(k1)| ≤ |τ − h(k)|
}
.
D =
{
(k1, τ1) ∈ Z× R : k 6= 0, k 6= k1 |τ − τ1 − h(k − k1)| ≤ |τ1 − h(k1)| ;
|τ − h(k)| ≤ |τ1 − h(k1)|
}
.
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and let us observe that it suffices to show the estimate on A and D in order to conclude that
it holds on E.
With the same argument as in the proof of Theorem 2.5.1, one obtains
‖B(ηf 12 , g 12 )‖L2τ `lf2 ≤ c‖F‖Xs,b‖G‖Xs,b .
This completes the proof.
Proof of Proposition 3.4.4
It remains to show Proposition 3.4.4. The proof is essentially analogue to the proof of
Proposition 2.5.7. On this purpose, we first establish the necessary technical Lemmata,
more precisely the estimates on the set A and D from which the Proposition will follow.
Lemma 3.4.10. There exists c > 0 such that
sup
k1
∑
k
∫
R
∫
R
1
2
A
|k|2(1+s) |k1|−2s |k − k1|−2s
〈τ − k3〉2 〈τ1 − k31〉 〈(τ − τ1)− (k − k1)3〉dτdτ1 ≤ c.
Proof. The proof is similar to the proof of Lemma 3.4.8 and is analogue to the proof of
Lemma 2.5.8 for the KdV case. It suffices to adapt the symbol of the equation. Note
the double integration with respect to τ and τ1. This can be controlled by the additional
exponent of 〈τ − h(k)〉. Note that it is sufficient to show the cases s = 0 and s = −12 . The
general case follows then by the three lines Theorem A.0.3. We make use of the identity
(3.4.4), for σ defined above (3.4.7), we have on the set A that
σ = |τ − h(k)| , (3.4.31)
and the inequality (3.4.8) holds if k1 6= 0, k 6= 0, k 6= k1 and 1|k| < 1. For 0 < r < 14 , write
〈τ − h(k)〉 = 〈τ − h(k)〉r 〈τ − h(k)〉1−r .
Let us now consider the Case s = 0.
By the definition of the set A and the estimate for σ (3.4.8) it follows that it is sufficient to
control
sup
k1
∑
k
∫
R
∫
R
1A
1
〈τ − h(k)〉2r
1
〈τ − h(k)〉(1−2r) 〈τ1 − h(k1)〉 〈(τ − τ1)− h(k − k1)〉
dτdτ1
≤ sup
k1
∑
k
1
|k|2−4r
∫
R
∫
R
1A
1
〈(τ − τ1)− h(k − k1)〉1+r 〈τ1 − h(k1)〉1+r
dτdτ1, (3.4.32)
(3.4.33)
where we used the inequality (3.4.8) to obtain 〈τ − h(k)〉1−2r ≥ c |kk1(k − k1)|1−2r.
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Consider the integral∫
R
∫
R
1A
1
〈τ1 − h(k1)〉1+r 〈(τ − τ1)− h(k − k1)〉1+r
dτdτ1 (3.4.34)
Firstly, we evaluate the integral
∫
R 1A
1
〈τ1−h(k1)〉1+r〈(τ−τ1)−h(k−k1)〉1+r dτ1 integrating with re-
spect to τ1 and performing a change of variables
β = τ1 − h(k1),
Setting
α = τ − h(k1)− h(k − k1) = τ + k3 − 3kk1(k − k1) + γ k
k1(k − k1) ,
we find that the integral in β, former τ1, is equivalent to∫
R
1A
1
(1 + |β|)1+r
1
(1 + |α− β|)1+r dτ1 .
1
(1 +
∣∣∣τ + k3 − 3kk1(k − k1) + γ kk1(k−k1) ∣∣∣)1+r ,
(3.4.35)
due to Lemma 3.4.6. Performing now the integration with respect to τ it is immediate to
see that there exists a constant c > 0 such that∫
R
1
(1 +
∣∣∣τ + k3 − 3kk1(k − k1) + γ kk1(k−k1) ∣∣∣)1+r dτ < c.
Finally, it yields for a constant c > 0
sup
k1
∑
k∈D
∫
R
∫
R
1
2
A
|k|
〈τ − h(k)〉2 〈τ1 − h(k1)〉 〈(τ − τ1)− h(k − k1)〉
dτdτ1 ≤
∑
k 6=0
1
|k|2−4r ≤ c,
since 2− 4r > 1.
Similar to the previous case, let us consider the Case s = −12 :
Notice that by the definition of A and the inequality (3.4.8), one has
|k|2(1+s) |k1|−2s |k − k1|−2s
|τ − h(k)| . 1
and hence this case reduces to the previous one. This concludes the proof of the Lemma.
Lemma 3.4.11. There exists c > 0 such that
sup
τ1,k1 6=0
∑
k∈D
∫
τ∈D
|k|2(1+s) |k1|−2s |k − k1|−2s
〈τ − h(k)〉2(1−r) 〈τ1 − h(k1)〉 〈(τ − τ1)− h(k − k1)〉
dτ ≤ c.
Proof. The proof combines the arguments from the proof of Lemma 3.4.9 and Lemma 2.5.9.
Observe that it suffices to adapt the symbol of the equation. Since 12 < r < 1, the integral
estimate and hence the series slightly change. Note that it is sufficient to show the cases
s = 0 and s = −12 . The general case follows then by the three lines Theorem A.0.3.
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Observe that on the set D, for σ as defined in 3.4.7, yields
σ = |τ1 − h(k1)| .
In the Case s = 0, notice that after using the estimate (3.4.8) for σ on the set D, we need
to control
sup
τ1,k1
∑
k∈D
∫
τ∈D
1
〈τ − h(k)〉2(1−r) 〈(τ − τ1)− h(k − k1)〉
dτ
Considering only the integral, we perform the same change of variable as in the proof of
Lemma 3.4.9, that is β = τ − h(k) and α = τ1 + k31 + 3kk1(k − k1)− γ k1k(k−k1) . The integral
is controlled by ∫
R
dβ
(1 + |β|)2(1−r)(1 + |α− β|) .
1 + log(1 + |α|)
(1 + |α|)2(1−r) .
If we re-substitute α = τ1 + k31 + 3kk1(k − k1)− γ k1k(k−k1) , the series reduces to
sup
τ1,k1
∑
k∈D
1 + log(1 +
∣∣∣τ1 + k31 + 3kk1(k − k1)− γ k1k(k−k1) ∣∣∣)
(1 +
∣∣∣τ1 + k31 + 3kk1(k − k1)− γ k1k(k−k1) ∣∣∣)2(1−r) .
For 12 < r < 1 such that 2(1− r) > 23 the convergence of the series follows by Lemma 3.4.7.
To treat the Case s = −12 , it suffices to notice that by a direct application of the estimate
(3.4.8), this case reduces to the series previous one. Hence we conclude the proof of the
Lemma.
We are now ready to show Proposition 3.4.4. We only sketch the proof as it is similar to the
proof of the bilinear estimates of Proposition 2.5.7.
Proof of Proposition 3.4.4. We use the same notation as in the proof of Proposition 3.4.2.
The proof is then analogue to the proof of Proposition 2.5.7. By symmetry it suffices to
show the estimate on the set
E = E(k, k1, τ, τ1) = {(k, k1, τ, τ1) : |τ − τ1 − h(k − k1)| ≤ |τ1 − h(k1)|} . (3.4.36)
Let the sets A and D be given as above:
A = A(k, τ) =
{
(k1, τ1) ∈ Z× R : k1 6= 0, k1 6= k, |τ − τ1 − h(k − k1)|
≤ |τ1 − h(k1)| ≤ |τ − h(k)|
}
.
D = D(k1, τ1)
{
(k, τ, ) ∈ Z× R : k 6= 0, k 6= k1 |τ − τ1 − h(k − k1)| ≤ |τ1 − h(k1)| ;
|τ − h(k)| ≤ |τ1 − h(k1)|
}
,
and let us remark that it suffices again to establish the estimate separately on the sets A
and D, the estimate on E follows. More precisely, we shall show
‖∂x(FG)‖Y s,−1 . ‖F‖Xs, 12 ‖G‖Xs, 12 .
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on the set A and D using the Cauchy-Schwarz inequality and duality arguments. On the
set A we conclude applying Lemma 3.4.10 and on the set Lemma 3.4.11. This completes the
proof of Proposition 3.4.4.
In particular the Theorem 3.4.1 follows.
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3.5. Local well-posedness
In the previous sections, the necessary linear and bilinear estimates have been introduced in
order to introduce a local well-posedness result in Hs(T) with s ≥ −12 . In fact, these esti-
mates allow us to use a contraction argument. In the nonperiodic setting, the well-posedness
for the Cauchy Problem associated to the Ostrovsky equation has been sufficiently studied.
In dependence on the parameters β and γ, local and global results has been introduced.
The most recent result has been found by P. Isaza and J. Mejia [27], the authors show local
well-posedness for the non periodic Cauchy problem with parameters β = 1 and γ = ±1
in Hs with s > −34 . This result is close to the sharp one obtained for the KdV equation
(s ≥ −34).
We observe that due to the lack of a scaling symmetry, the critical Sobolev exponent sc
can not be determined by a scaling argument. Therefore, we are not able to prove that the
result is sharp. As the local well- posedness result for the KdV in H− 12 is sharp, we do not
expect to find a well-posedness result in Hs for the Ostrovsky equation below s = −12 . The
technical 0-mean assumption is again necessary for the bilinear estimate, moreover we need
a smallness condition on the initial data.
Proposition 3.5.1 (Local Well-Posedness). The 2pi-periodic initial value problem (3.0.1)
with periodic initial data φ ∈ Hs, for s ≥ −12 , satisfying the 0-mean assumption
∫
T φ(x)dx =
0 is locally well-posed in a time interval [0, T ] where T = T (‖φ‖Hs) provided that the Hs-
norm of the initial data is sufficiently small.
Proof. Fix φ ∈ Hs(T), with s ≥ −12 such that
∫
T φ(x)dx = 0. For ω ∈ Zs we define the
operator
Wφ(ω) = η(t)S(t)φ− η(t)
∫ t
t0
S(t− t′) (η(t′)ω(t′)) dt′.
Define now the transformation Φ : Y˜ s −→ Y s as
Φ(u) = Wφ
(
η(t)12∂x(u
2)
)
. (3.5.1)
The bilinear estimate 3.4.1 guarantees that if u ∈ Y˜ − 12 then η(t)12∂x(u2) ∈ Z−
1
2 and hence
the operator Φ is defined on Y˜ − 12 . For u ∈ Y˜ − 12 it is equivalent to be a fix-point for the
operator Φ and to solve the IVP 3.0.1. Therefore it suffices to show that Φ describes a
contraction on an appropriate ball B ⊂ Y˜ − 12 .
Claim (1). The operator Φ maps bounded sets onto bounded sets in Y˜ − 12 .
This is straightforward invoking the linear estimates of Lemma 3.3.1 and Lemma 3.3.2 and
the bilinear estimate of Theorem 3.4.1. For u ∈ Y˜ − 12 yields
‖Φ(u)‖
Y˜ −
1
2
≤ ‖S(t)φ‖
Y˜ −
1
2
+ ‖η(t)
∫ t
t0
S(t− t′)
(
η(t′)12∂x(u
2(t′))
)
dt′‖
Y˜ −
1
2
≤ C1‖φ‖Hsx + C2‖η(t)∂x(u2)‖Z− 12
≤ C1‖φ‖Hsx + C2C3‖u‖2Y˜ − 12 .
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This proves the claim.
It remains to show that Φ is a contraction on an appropriate ball B ⊂ Y − 12 . Consider the
ball
B =
{
u ∈ Y˜ − 12 : ‖u‖
Y˜ −
1
2
≤ C4‖φ‖Hs
}
,
where C4 depends on C2C3, and formulate the claim
Claim (2). The mapping Φ is a contraction on B if ‖φ‖
H−
1
2
is sufficiently small.
We need to show that there exists a θ ∈ (0.1) so that
‖Φ(u)− Φ(v)‖
Y˜ −
1
2
≤ θ‖u− v‖
Y˜ −
1
2
(3.5.2)
for all u, v ∈ B. Using the identity u2 − v2 = (u+ v)(u− v), it is standard to see that
‖Φ(u)− Φ(v)‖
Y˜ −
1
2
= ‖
∫ t
0
S(t− t′)η(t′)12∂x ((u− v)(u+ v)) dt
′‖
Y˜ −
1
2
≤ 12‖∂x ((u+ v)(u− v)) ‖Z− 12
≤ C2C3(‖u‖
Y˜ −
1
2
+ ‖u‖
Y˜ −
1
2
)‖u− v‖
Y˜ −
1
2
,
where we applied the energy estimate 3.3.2 in the first inequality and in the second inequality
bilinear estimate 3.4.1 and the triangle inequality. Since u, v ∈ B, this reduces to
‖Φ(u)− Φ(v)‖
Y˜ −
1
2
≤ C‖φ‖
H−
1
2
‖u− v‖
Y˜ −
1
2
.
Finally, when C‖φ‖Hs < 1, we conclude. This proves the second claim and thus by the
contraction argument the existence and uniqueness of a fix point for Φ is guaranteed.
Remark. Due to the lack of the rescaling property for the Ostrovsky equation, the result
here is weaker than the respective local well-posedness result for the KdV equation stated
in Proposition 2.6.4. The rescaling argument for KdV allows us to obtain a local-in-time
existence interval of length ∼ 1 without smallness condition on the Hs norm of the initial
data. In particular, it allows us to determine the correct power dependence of T on ‖φ‖Hs .
Without rescaling, we are limited to a local result for short times [0, T ]. Further, it is not
clear how to use this result to tackle the global well-posedness problem.
3.5.1. Large data
We observe that the lack of the scaling property for the Ostrovsky equation forces us to
develop another strategy for the well-posedness theory for large data. In order to overcome
this problem, we have to find a factor T δ with δ > 0 in the bilinear estimate where [0, T ]
is the interval of existence in time. Similar to the KdV case, we can show the analogue of
Lemma 2.5.11, thus the condition b = 12 is necessary. We recall that the respective estimates
for localization in time stated in Lemma 1.3.6 break down if b = 12 . The strategy is to
substitute one of the Xs, 12 norms on the right hand side of the bilinear estimate by a Xs, 12−δ
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norm and to use a rescaled time cut off ηT (t) = η( tT ) for 0 < T < 1. This would allow us to
apply Lemma 1.3.6 and hence to obtain
‖ηT (t)∂x(FG)‖Zs,−1 . ‖ηT (t)F‖Xs, 12−δ‖G‖Xs, 12 . T
δ‖F‖
Xs,
1
2
‖G‖
Xs,
1
2
. (3.5.3)
This idea has been introduced for the KdV equation in [3] for initial data in Hs(T) with
s ≥ 0 and was suggested for generalized KdV equations in [9]. Regarding the Ostrovsky
equation a similar result has been announced in [36]. The proof provided is not complete
and especially not clear to the author of the present work.
Is is easy to see that this is particularly useful for large data. In fact, it would suffice to
choose T so that T =
(
C
4‖φ‖Hs
) 1
δ in order to obtain a contraction in (3.5.2) for arbitrary
initial data. If we plug the results obtained by the rescaling argument in paragraph 3.5 it
is immediate to see that the result obtained by rescaling is stronger. This leads to a lower
bound for T , where [0, T ] is the local-in-time existence interval, see Proposition 2.8.5.
We discuss the appearing difficulties in the proof. As mentioned above, the idea is to
substitute one of Xs, 12 norms on the right hand side of by a Xs, 12−δ norm. We sketch the
ideas developed essentially using the argument of the proof of Theorem 3.4.1.
The respective estimate for the case |τ − h(k)| ≤ |τ1 − h(k1)|, necessary for an estimate of
the type 3.5.3, is provided by the following Lemma. Let us remark that this corresponds to
Lemma 3.4.9
Lemma 3.5.2. If ρ = −s ∈ [0, 12 ], then there exists c > 0 such that for any k1 ∈ Z and
τ1 ∈ R ∑
k∈D
∫
τ∈D
k2(1−ρ)(k1(k − k1)2ρ
〈τ − h(k)〉 〈τ1 − h(k1)〉1−2δ 〈τ − τ1 − h(k − k1)〉
dτ < c, (3.5.4)
where
D = D(k1, τ1) =
{
(k, τ) ∈ Z× R : k 6= 0, k 6= k1 (3.5.5)
|τ − τ1 −m(k − k1)| ≤ |τ1 −m(k1)| ;
|τ −m(k)| ≤ |τ1 −m(k1)|
}
.
If one tries to adapt the proof of Lemma 3.4.9, the following technical issue arises.
We make use of the identity (3.4.4), thus for σ defined according to (3.4.7) we have on the
set D that
σ = |τ1 − h(k1)| (3.5.6)
and the inequality (3.4.8) holds if k1 6= 0, k 6= 0, k 6= k1 and 1|k| < 1. Again it suffices to
consider the cases s = 0 and s = −12 since the general case follows from the Three Lines
Lemma A.0.3.
Let us start with the Case s = 0:
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By the property of σ on the set D the expression in (3.5.4) reduces to
c ·
∑
k∈D,
k 6=0
∫
D
|k|4δ
〈τ − h(k)〉 〈τ − τ1 − h(k − k1)〉dτ. (3.5.7)
Let us separate the sub-cases, assuming for both that kk1(k − k1) 6= 0 due to the 0-mean
assumption:
1. At least one of |τ − h(k)| and |τ − τ1 − h(k − k1)| exceeds (|k| |k1| |k − k1|)2δ. Recall
that (|k|k1||k − k1|)2δ ≥ 12 |k|4δ due to inequality (3.4.6).
2. It holds |τ − h(k)| << (|k|k1||k − k1|)2δ and ‖τ − τ1−h(k−k1)‖ << (|k|k1||k − k1|)2δ.
Regarding the first sub-case, let us assume that
|τ − h(k)| ≥ (|k|k1||k − k1|)2δ ,
the other subsubcase is analogue. The expression (3.5.7) can be controlled by
c ·
∑
k∈D,
k 6=0
∫
D
1
〈τ − h(k)〉1−2δ 〈τ − τ1 − h(k − k1)〉
dτ. (3.5.8)
At this point, we proceed performing the change of variables
β = τ − h(k),
and consequently we set
α = τ1 − h(k) + h(k − k1) = τ1 + k31 + 3kk1(k − k1)− γ
k1
k(k − k1) .
Since applying Lemma 3.4.6 yields∫
D
1
〈β〉1−2δ 〈α− β〉dτ .
1 + log(1 + |α|)
(1 + |α|)1−2δ ,
we are left with proving that the series
∑
k∈D,
k 6=0
1 + log(1 +
∣∣∣τ1 + k31 + 3kk1(k − k1) + k1k(k−k1) ∣∣∣)
(1 +
∣∣∣τ1 + k31 + 3kk1(k − k1) + k1k(k−k1) ∣∣∣)1−2δ ,
is bounded for any 0 6= k1 and τ1 ∈ R. This follows by Lemma 3.4.7.
Hence, it remains to study the second situation. If we are close to both algebraic curves
τ = h(k) and τ − τ1 = h(k − k1), we are in the problematic case. The numerator |k|4δ can
not be canceled by spending some of the “extra“ power in the denominator. This suggests
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to consider the series after an application of |k|
2
2 . |k||k1||k − k1| and the evaluation of the
integral in τ ,
∑
k∈D,
k 6=0
|kk1(k − k1)|2δ
log(2 +
∣∣∣τ1 + k31 + 3kk1(k − k1) + k1k(k−k1) ∣∣∣)
(1 +
∣∣∣τ1 + k31 + 3kk1(k − k1) + k1k(k−k1) ∣∣∣) .
It is not clear how to fix this convergence.
In the Case s = −12 , similar difficulties arise.
One may think about invoking the Strichartz estimates introduced in [3] in order to overcome
these difficulties. Let us observe that T. Tao affirms in [42] that there is no gain of factor
T δ in the case of KdV equation. This problem is going to be addressed by the author of the
present work in future work.
3.6. Global well-posedness
In the non-periodic case, Isaza and Mejia [26] showed in 2007 that the nonperiodic Cauchy
problem is globally well-posed in Hs with s > − 310 and parameters β = 1 and γ = ±1. For
this purpose, they used the I -method.
Our result extends to global well-posedness of the problem for initial data in L2 since the
L2-norm of the solution is conserved during the evolution.
Concerning global well-posedness below H0 = L2, one firstly needs to find a lower bound for
the time T where [0, T ] is the local-in-time existence interval of the solution u. A lower bound
depending on an almost conserved quantity is necessary before proceeding to an iteration
argument. Due to the lack of scaling, this seems to be difficult. If one assumes that the
coefficient γ depends on the period λ of the function and thus on the scaling parameter δ,
this issue might be resolved. In [26], the following rescaling has been used for the nonperiodic
case. For δ ∈ (0, 1] we define
uδ(x, t) = δ
2
3u(δ
1
3x, δt),
and u0δ(x) = δ
2
3u(δ 13x). Formally u is a solution of the IVP for (3.0.1) in [−T, T ] iff uδ
solves {
∂x
(
∂tuδ − β∂3x + αuδ∂xuδ
)
= γδuδ,
u(x, 0) = u0δ(x),
(3.6.1)
in [−δT, δT ], with γδ = γδ 34 . Recall that the period of the initial data is not invariant under
rescaling. Before implementing this approach one needs to determine the dependence of the
constant c in the bilinear estimate (3.4.1) on γ, λ and δ . These are problems that the author
will address in future work.
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Fourier transform
In section 1.3, we need the following Lemma.
Lemma A.0.1. Let be φ(t) = η(t)sign (t), where η ∈ C∞0 is a smooth cutoff such that η
equals 1 on [−1, 1]. Then there exists c > 0 such that
|F(φ(t))(τ)| ≤ c〈τ〉 . (A.0.1)
It is standard to see this comparing the sign function to the Heaviside function. More
generally, we refer to literature concerning the Hilbert transform, e. g. [41].
Minkowksi Integral Inequalities
Minkowski’s Inequality in integral form is particularly useful to establish the estimates of
Bourgain space, such as the energy estimate (Proposition 1.3.9). It can be found in standard
literature such as Stein [41]. Minkowski’s inequality for integrals states in effect that the
norm of an integral is not greater that the integral of corresponding norms. In explicit form,
for the case of Lp-spaces this can be formulated as follows.
Theorem A.0.2 (Minkowski’s Integral Inequality). Suppose (X,A, µ) and (Y,B, ν) be two
σ-finite measure spaces. Let 1 ≤ p < ∞ and suppose F (x, y) is measurable with respect to
A× B. Then ∥∥∥∥∫
X
F (x, y)dµ(x)
∥∥∥∥
Lp(dν)
≤
∫
X
‖F (x, y)‖Lp(dν) dµ(x).
Three Lines Lemma
Proposition A.0.3. Let F : S → S be bounded and continuous where S := {z ∈ C : 0 ≤
Re (z) ≤ 1}. Additionally let F be analytic on S◦. For 0 ≤ θ ≤ 1 let
Mθ = sup
y∈R
F (θ + iy).
Then we have
Mθ ≤M θ0M1−θ1 . (A.0.2)
Proof. A proof of the three lines lemma can be found in [2].
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