For a two-dimensional piece-wise linear map exhibiting on-off intermittency, the scaling property of fluctuation, i.e., the large deviation property is investigated. It is shown that there are three phases of fluctuation and the q-weighted average of an observed quantity has singularities such as jumps or a plateau due to transitions between the phases. At the onset of on-off intermittency, the width of the plateau vanishes due to the disappearance of one of the three phases and the singularity becomes weaker but more probable. The singularity at the onset of on-off intermittency is also examined on the coupled logistic map.
I. INTRODUCTION
On-off intermittency [1, 2] and riddled basins [3] appear in nonlinear dynamical systems with invariant subspaces, where the dynamics restricted to the invariant subspace is chaotic.
Due to the chaotic property of the dynamics in the invariant subspace, on-off intermittency and riddled basins possess considerable complexity despite its simple structure of the dynamics. In the present paper, we focus on on-off intermittency that has been investigated in many respects not only in low-dimensional dynamical systems [4] [5] [6] [7] [8] but also in continuously spatially extended systems [9] .
For an understanding of complex behavior in nonlinear dynamical systems, the scaling property of fluctuation, which is formulated as thermodynamic formalism, is useful [10, 11] .
For example, the nonhyperbolicity of chaotic attractor due to homoclinic tangency is characterized by the discontinuity in the q-weighted average of local expansion rate [12] . The structure of riddled basin is characterized by a spectrum of multifractal [13] . On-off intermittency is also characterized by its scaling property of fluctuation. The large deviation property, one of the scaling property of fluctuation, of on-off intermittency is investigated for the distance from the invariant subspace with a multiplicative noise model [5] and for the portion of time spent in the laminar phase with a piecewise linear map [8] . It is demonstrated that there appears a singularity in the q-weighted average of the observed quantity. The common feature of the above two models is the existence of underlying random walks, which is considered to be the origin of the observed singularity. This is suggested by the fact [14] that inhomogeneous random walks generate singularities in their thermodynamic structure functions. Our purpose in the present paper is clearly demonstrating singularities in the fluctuation of on-off intermittency for piecewise linear maps by considering a set of observed variables.
In Sec. II, we introduce two piecewise linear maps which exhibit on-off intermittency. In Sec. III, we calculate the thermodynamic structure functions and show that there appear two types of singularities. A summary and concluding remarks concerning the nonhyperbolicity due to underlying random walks of on-off intermittency are given in Sec. IV.
II. PIECEWISE LINEAR MODELS OF ON-OFF INTERMITTENCY
We consider two-dimensional piecewise linear maps of the form
where G(x, 0) = 0 and thus y = 0 is the invariant subspace. Assume that the restricted dynamics x n+1 = F (x n ) to the invariant subspace is chaotic. If the transverse Lyapunov ln |∂G(x n , 0)/∂y| (2) along an orbit on the invariant subspace converges and is less than 0, then the invariant subspace is transversally stable with respect to this orbit. If we have such an orbit with negative transverse Lyapunov exponent and the orbit is associated with the natural invariant measure of x n+1 = F (x n ), then the invariant subspace contains an attractor in Milnor's sense [15] . On-off intermittency [1, 2, 6] is observed, if the following conditions are satisfied:
(a) the invariant subspace contains no attractor, (b) there are orbits on the invariant subspace having negative transverse Lyapunov exponents, and (c) there is a global mechanism of reinjection. Note that the second condition enables the invariant subspace somewhat "attracting".
As a tractable model exhibiting on-off intermittency [7] , we introduce the following simplified two-dimensional piecewise linear map:
where 1/2 < a < 1 and 0 < b < 1 are constants. And we also consider another model [8] by replacing the dynamics in y with
which is referred to as the model II while the first model is referred to as the model I in the following.
The natural invariant measure for the asymmetric triangular map x n+1 = F (x n ) of Eq. (3) is the Lebesgue measure [16] . Since
if a > 1/2, the condition (a) is satisfied and a = a 0 ≡ 1/2 + 0 is the onset point of on-off intermittency. The condition (b) is also satisfied, since x n+1 = F (x n ) has a set of initial conditions x 0 such that the orbit {x n } spends longer time in the interval [0, a] than in the interval (a, 1] . The condition (c) is satisfied as well. Let us consider a partition of the phase
With this phase space partition, a symbolic dynamics can be considered, where the graphs of possible symbol sequence have similar structures with random walks as shown in Fig. 1 .
More precisely, the rectangle
and
in the models I and II, respectively.
III. LARGE DEVIATION PROPERTIES
In this section, we investigate large deviation properties [17] of on-off intermittency by introducing a set of observed variables and generalize the result shown in the previous paper [8] , where only a certain variable is observed.
Let us consider a quantity u(X) defined at each phase space point X. Its finite time average over n-steps is
where T k denotes k-th iterate of the map T . Then the large deviation property [10, 11] is characterized by
for large n with the fluctuation spectrum S(u), where G(X) denotes the average with respect to the natural invariant measure. Note that S(u) is a concave function taking its minimum value 0 at u = u(X) . The thermodynamic structure functions associated with u(X) are introduced by
where −∞ < q < ∞. The fluctuation spectrum S(u) is related to φ(q) with the Legendre transformation
In the following, we consider
for the model I and 
where ρ(X) denotes the natural invariant density and H denotes the Frobenius-Perron op- [11] . Let us introduce
(α = 0, 1, j = 0, 1, 2, . . .), then, in the present models, the linear space spanned by {E α (X)E j (X)} is mapped to the linear space spanned by {E j (X)} under the operation of the Frobenius-Perron operator H and ρ(X), which is a fixed point of H, can be found in the linear space spanned by {E j (X)}. Moreover, if we are considering piecewise constant
, which is the case in Eqs. (16) and (15), then the operation of He qu (X) in the linear space spanned by {E j (X)} is expressed
with an infinite dimensional matrix as follows:
with
where p j ≡ dXρ(X)E j (X). Note that, at q = 0, [P q ] ij is identified as the transition probability from the state j to the state i of an infinite Markov chain and p i , which satisfies
for the model I and
for the model II. Note also that, for j > 0, in both models,
represents random walks as shown in Fig. 1 and
of Eqs. (16) and (15).
By evaluating Eq. (29) for large n,
. Equation (29) is rewritten as
where the summation is taken over all the possible paths {i 
where
. In another way, the possible paths are divided into two groups S 0 n and S 0 n according to whether all the i 0 , i 1 , · · · , i n are greater than 0 or not. If a path is in S 0 n , then the path is equivalent to a path of random walks as mentioned above. The contribution from the random walk paths S 0 n is denoted by
It is apparent that S 
with a small l compared with n, so that the exponential dependence of M n (q) on n is obtained by evaluating the sum of M (m) n (q) with m → ∞ and Z n (q). As shown in the appendix C,
where λ q denotes e λ > λ > 2 a/a , in the phase R the contribution from random walks is dominant, i.e., λ > λ > 2 a/a , and in the phase B the band edge is dominant, i.e., λ = λ = 2 a/a . By comparing the magnitudes of λ and λ , we obtain the boundary between the phases D and
and, if b < a /a,
for the model II.
Let us fix the values of u 0 and u ± , then (ln η = q(u In the previous paper [8] , (u) are also observed at a = a 0 . In this way, at the onset of on-off intermittency, the degree of singularity is weakened but it becomes more probable in the sense that it appears at the minimum of S(u). This singularity at the onset of on-off intermittency can be formulated by considering conditional variances of nu n (X). Let us introduce the conditional variances σ
and σ
For n 1, Eq. (11) leads to
where, In Fig. 10 , σ + (nu n (X)) and σ − (nu n (X)) are plotted for the coupled logistic map
with f (x) ≡ 3.8x (1 − x) , where u(X) ≡ (x + y)/2 is observed and the parameter value is set in two ways nearly at the onset of on-off intermittency α = 0.4321 and out of on-off intermittency α = 0.1. Figure 10 confirms the singularity κ + = κ − at the onset of onoff intermittency. As in Figs and S(u). The q-weighted average u(q) exhibits two types of singularities a jump and a plateau. As the system approaches the onset of on-off intermittency, the width of plateau in u(q) shrinks to zero, if it exists, and its position converges to at q = 0. In this way, at the onset of on-off intermittency, a jump in the slope du(q)/dq of u(q) at q = 0 appears.
The singularity at the onset of on-off intermittency is also confirmed for the coupled logistic map by introducing conditional variances.
In nonhyperbolic systems with homoclinic tangencies, the fluctuation of expansion rate exhibits a singularity which appears as a linear slope in S(u) [12] . The singularities observed here are also related to nonhyperbolicity. In the models I and II, the tangent space at X is expressed as a direct sum E
and E y (X) along x and y directions, respectively, each of which is invariant under the tangent map, i.e., DT (E
The stability in E y (X) changes between stable and unstable depending on X within the attractor while it is always unstable in E x (X), i.e., the system posses nonhyperbolicity called unstable dimension variability [18] . In contrast with unstable dimension variability, homoclinic tangencies are points where the unstable and stable tangent spaces degenerate such that the direct sum of them does not coincide with the full tangent space. In the present systems, unstable dimension variability is due to the fact that there are infinitely many paths each of which has infinite length and negative transverse Lyapunov exponent as well as infinitely many paths with positive Lyapunov exponents. Indeed, if the Markov chain shown in Fig. 1 is truncated into a finite Markov chain, then all the paths with infinite length have only positive transverse Lyapunov exponents and moreover only the discrete eigenvalues of P q are possible, which implies that no singularity appears in φ(q). In this sense, the singularities observed here are considered to be due to nonhyperbolicity of on-off intermittency.
We conjecture that, for systems exhibiting on-off intermittency, the fluctuation has singularities due to nonhyperbolicity of unstable dimension variability. Finally it should be noted that long-term numerical calculations on systems exhibiting on-off intermittency may require much care due to unstable dimension variability which implies a breakdown of shadowing [19] .
Both numerical and theoretical investigations on general systems are the future works.
APPENDIX A: DISCRETE EIGENVALUES
In this appendix, the largest discrete eigenvalue of e
For the model I, the truncated m × m matrix P 
With
and constants c + and c − , (A4) can be expressed as
With (A7), (A3) and (A5) become
respectively. Thus,
If λ > 2 √ aa , then µ − /µ + < 1 and with the limit of m → ∞, Eq. (A10) leads to
where the non-physical solution a − λµ + = 0, which means c − = 0, is abandoned. Eq. (A6) is equivalent to
and, together with Eq. (A11), this gives
is the largest real eigenvalue of e
there is no eigenvalue of e
For the model II, the truncated m × m matrix P
In a similar way as for the model I, let us find λ and v satisfying
then Eq. (A3) is substituted by
and Eq. (A8) is substituted by
Thus, we obtain
If µ − is real and µ − bz −1 < 1, then, with the limit of m → ∞, Eq. (A19) leads to
where the non-physical solution a − λµ + = 0, which means c − = 0, is abandoned. Eq. (A20) together with Eq. (A12) determines the largest real eigenvalue of e
If the condition (A21) is not satisfied, then there is no eigenvalue of e −q(u + +u − )/2 P q greater than 2 √ aa .
APPENDIX B: CONTINUOUS EIGENVALUES
In this appendix, the continuous eigenvalues of e and it is satisfied with 
for the model II, and, by eliminating ψ by Eq. (B2), it leads to
where γ(θ) ≡ arg{g(θ)}. For the model I, γ(θ) is continuous and P q for the model II.
Each element of S 0 n is a path of random walks with length n which never visit the state 0. Let us define
and let i, j > 0. Then the number of the possible paths of length n from i to j is
by the reflection principle [20] . Our purpose is to evaluate
where m ≡ (n + j − i)/2 is the number of steps toward the positive direction. With
Note that
} for the models I and II, respectively, and let us evaluate
with 0 < w < 1. The second term of Eq. (C5) is
By using Stirling's formula, the first term of Eq. (C5) is approximated by
Since w < 1, the maximum of the integrand is achieved at a point on {(r 0 , r)|r 0 = 0, 0 ≤ r ≤ 1} ∪ {(r 0 , r)|0 ≤ r 0 = −r ≤ 1} and thus Eq. (C7) is evaluated as
Similarly, the third term of Eq. (C5) is evaluated and its contribution can be neglected.
Since w < 1, Eqs. (C6) and (C8) lead to 
where w = a /a and max{a /a, b} for the models I and II, respectively. With z = e σ + (nu n (X)) and σ − (nu n (X)) confirms the discontinuity of the curvature of S(u) at the minimum at the onset of on-off intermittency. The average is taken along an orbit of length 10 7 .
