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In this paper, we give several results of learning errors for linear programming support vec-
tor regression. The corresponding theorems are proved in the reproducing kernel Hilbert
space. With the covering number, the approximation property and the capacity of the
reproducing kernel Hilbert space are measured. The obtained result (Theorem 2.1) shows
that the learning error can be controlled by the sample error and regularization error.
The mentioned sample error is summarized by the errors of learning regression function
and regularizing function in the reproducing kernel Hilbert space. After estimating the gen-
eralization error of learning regression function (Theorem 2.2), the upper bound (Theorem
2.3) of the regularized learning algorithm associated with linear programming support vec-
tor regression is estimated.
Crown Copyright  2010 Published by Elsevier Inc. All rights reserved.1. Introduction
The main aim of this paper is the error analysis for the linear programming support vector regression (SVR) problem in
leaning theory. To this end, this paper is organized as follows. We start by giving a brief introduction of the basic techniques
of support vector machine (SVM) or SVR in Section 1, including the history, motivation, most important publications and
some corresponding results with this paper. Moreover, a brief review of linear programming support vector regression
(LP-SVR) and quadratic programming one (QP-SVR) in the reproducing kernel Hilbert space is presented in Section 2. Learn-
ing error analysis of LP-SVR is given in Section 3. In Section 4, we plus a short conclusion and summary with our research
work, also, some future works are attached.
First of all, we brieﬂy describe the historic background of support vector learning algorithm (SVLA). The SVLA is a non-
linear generalization of the generalized portrait algorithm developed in the sixties (see, [1,2]).
As such, the SVLA is ﬁrmly grounded in the framework of statistical learning theory. In 1995, Cortes and Vapnik (see, [3])
proposed a learning network named support-vector network. Originally, it is a learning machine for two-group classiﬁcation
problems. One of the most important idea is that input vectors had been non-linearly mapped to a very high-dimension fea-
ture space. In this feature space a linear decision surface was constructed. They showed that the training data (separable and
non-separable) could be separated without errors. After that, this learning network became more and more popular and re-
named as SVM.
Today, SVM has become an important subject in learning theory and has evolved into an active area of research.
Mathematically, SVM is from a pattern classiﬁcation problem based on a given classiﬁcation of m points (x1,x2, . . . ,xm) in2010 Published by Elsevier Inc. All rights reserved.
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i = 1, 2, . . . , m in the classes 1 or 1 as speciﬁed by a given m m diagonal matrix D with 1 or 1 diagonals.
Primarily, SVM (see, [4]) is given by the following quadratical programming with linear inequalities constraintsmin
ða;bÞ2Rnþ1
1
2
kak2 þ 1
2
kyk2;
s:t: DðAaþ beÞP eþ y;
y P 0:
ð1ÞModel (1) can be seen as the original model of QP-SVM. Here, a is a vector of separator coefﬁcients (direction vector of clas-
siﬁcation hyperplane), b is an offset (the control parameter of the distance of hyperplane plane to the origin) and e 2 Rm
stands for a vector of ones.
The decision function of classiﬁcation is given byf ðxÞ ¼ signðaTxþ bÞ: ð2Þ
By now, many different forms of QP-SVM (1) have been introduced for different purposes (see [4]). In this work, we
mainly pay our attention to the learning error or the convergence rate of the proposed algorithm. For the convergence rate
of QP-SVM (1), there are many works. We refer the readers to Steinart [5], Zhang [6], Wu and Zhou [7], Zhao and Yin [8],
Hong [9], and Wu et al. [10].
Among of forms of SVM, the LP-SVM is important because of its linearity and ﬂexibility for large data setting. Many
authors have introduced the LP-SVM. We refer the readers to Bradley and Mangasarian [11], Kecman and Hadaic [12], Niyogi
and Girosi [13], Pedroso and Murata [14] and Vapnik [4]. Its primal optimization model is as followsmin
ðk;yÞ2R2m
1
m
eTkþ 1
C
eTy;
s:t: DðAATkþ beÞP e y;
kP 0; yP 0:
ð3ÞThe trade-off factor C = C(m) > 0 depends on m and is crucial.
Many experiments demonstrate that LP-SVM is efﬁcient and perform even better than QP-SVM for some purposes: capa-
ble of solving huge sample size problems (see, [11]), improving the computational speed (see, [14]), and reducing the num-
ber of support vectors (see, [12]).
However, little is known for the learning error or the convergence of the LP-SVM. We only ﬁnd that a classiﬁcation prob-
lem of LP-SVM was studied in Wu and Zhou [15].
The primal goal of this paper is to address in the investigation of regression problem and to provide the error analysis for
linear programming support vector regression (LP-SVR).
2. LP-SVR and QP-SVR in the reproducing kernel Hilbert space
For regression problem, SVR can be seen as a SVLA with continuous output or support vector machines for function esti-
mation. In 2004, Smola and Schölkopf [16] have given an overview of the basic ideas underlying SVM for function estimation.
They indicated that the SVR was more difﬁcult to analysis the learning error and convergence. This is the motivation of this
work.
Let (X,d) be a compact metric space and let X  Rn; Y ¼ R. In this work, we only discuss the single output regression
problem. For multi-output regression problem, there is some difﬁcult coming from the multivariate output space. It seems
that it is a very challenge work to study learning errors for multi-output LP-SVR in reproducing Hilbert spaces. In 2009, Liu
et al. [17] studied the output space as a Riemannian submanifold to incorporate its geometric structure into the regression
process. They proposed a locally linear transformation (LLT), to deﬁne the loss functions on the output manifold. An algo-
rithm was given under the framework of SVR.
Let q be a probability distribution on S = X  Y. The error (or generalization error) for a function f : X? Y is deﬁned asEðf Þ ¼
Z
S
ðy f ðxÞÞ2 dq:The function that minimizes the error is called the regression function. It is given byfqðxÞ ¼
Z
Y
y dqðyjxÞ; 8x 2 X;where q(jx) is the conditional probability measure at x induced by q.
The target of regression problem is to learn the regression function or to ﬁnd good approximation from random samples.
The least-square algorithm for the regression problem is a discrete least-square problem associated with a Mercer kernel.
Let K : X  X ! R be continuous, symmetric and positive semideﬁnite, i.e., for any ﬁnite set of distinct points
1822 F. Cao, Y. Yuan / Applied Mathematical Modelling 35 (2011) 1820–1828{x1,x2, . . . ,xm}  X, the matrix ðKðxi; xjÞÞmi;j¼1 is positive semideﬁnite (at the rest part of this paper, we denote this matrix as K).
Such a function is called a Mercer kernel.
The reproducing kernel Hilbert space (RKHS)HK associated with K is deﬁned (see, [18]) to be the closure of the linear span
of the set of functions {Kx = K(x, ) : x 2 X} with the inner product h; iHK ¼ h; iK , i.e.,HK ¼ spanfKx : x 2 Xg:The inner product satisﬁes hKx,KyiK = K(x,y). That is,X
i
aiKxi ;
X
j
bjKyj
* +
K
¼
X
i;j
aibjKðxi; yjÞ:The reproducing property takes the fromhKx; f iK ¼ f ðxÞ; 8x 2 X; f 2 HK :
Denote C(X) as the space of continuous functions on X with the norm k  k1. Let j ¼ supx2X
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Kðx; xÞp . Then the above repro-
ducing property tell us thatkfk1 6 jkfkK ; 8f 2 HK : ð4Þ
Throughout this paper, we assume that for someMP 0, q(jx) is almost everywhere supported on [M,M], that is, jyj 6M
almost surely (with respect to q). It follows from the deﬁnition of the regression function fq that jfq(x)j 6M.
Let z = {(x1,y1), (x2,y2),. . ., (xm,ym)}  (X  Y)m be the sample. In e-SVR (see, [4,16,19]), the primal goal is to ﬁnd a function
that has at most e deviation from the actually obtained targets yi for all the training data, and at the same time the function is
as ﬂat as possible. In other words, we do not care about errors as long as they are less than e, but will not accept any deviation
larger than this. This may be important if you want to be sure not to lose more than e money when dealing with exchange
rates, for instance (see, [16], p. 200). The QP-SVR (see, [4,16,19]) in the reproducing Hilbert space can be formulated as
followingmin
ða;a ;bÞ2R2mþ1
1
2
ðkak2 þ kak2Þ;
s:t:  ee 6 Kða aÞ þ be y 6 ee:
ð5ÞWith the slack variables n; n 2 Rm, we arrive at the formulation presented in [4,16,19]min
ða;a ;bÞ2R2mþ1
1
2
ðkak2 þ kak2Þ þ 1
C
ðknk2 þ knk2Þ;
s:t: Kða aÞ þ be y 6 eeþ n;
y Kða aÞ  be 6 eeþ n;
n; n P 0:
ð6ÞMotivated by reducing the number vectors of the 1-norm soft margin SVM, Smola and Schölkopf (see, [4,19]), Vapnik (see,
[16]) introduced the LP-SVM algorithm associated to a Mercer kernel K. In fact, the LP-SVR is based on the following linear
programming optimization problemmin
ða;a ;bÞ2R2mþ1
1
m
ðeTaþ eTaÞ þ 1
C
ðeTnþ eTnÞ;
s:t: Kða aÞ þ be y 6 eeþ n;
y Kða aÞ  be 6 eeþ n;
a;a; n; n P 0:
ð7ÞRemark 1. There are many methods or algorithms to solve QP-SVR (6) (see, [20–23]), but little of LP-SVR (7). Unlike with
QP-SVR, the LP-SVR has the following characteristics
(i) The 1-norm is less sensitive to outliers such as those occurring when the underlying data distributions have pro-
nounced tails, hence LP-SVR (7) has a similar effect to that of robust regression (see, [24], pp. 82–87);
(ii) The transformation into its dual does not give any improvement in the structure of the optimization problem. Hence it
is best to minimize empirical risk directly, which can be achieved by a linear optimizer. (see, [16], p. 210).
In next section, we will discuss the learning errors of LP-SVR (7).
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If (a,a*,b) solves the optimization problem (7), then the decision-making function of LP-SVR isfz ¼ ða  aÞTKðA; xÞ þ b:
Set the empirical error asEzðf Þ ¼ 1m
Xm
i¼1
ðyi  f ðxiÞÞ2:Then the LP-SVR scheme (7) can be written asfz ¼ arg min
f¼f þb2HKþR
fEzðf Þ þ kXðf Þg; ð8Þhere we have denoted Xðf Þ ¼ kakl1 ¼
Pm
i¼1ai for f  ¼
Pm
i¼1aiKxi with aiP 0.
We focus on the error between the function fz and fq, i.e.,EðfzÞ  EðfqÞ: ð9Þ
Our main goal is to estimate the error (9) for the least-square regression algorithm (8) by means of properties of q and K.
From [15], we see that the punishment item is not a Hilbert space norm, which raises the technical difﬁculty for the math-
ematical analysis. Since the solution fz of the LP-SVM has a reputation similar to the QP-SVM’s, we can estimate the error for
the former using the stepping stone:X f z
 
6 CEzðfzÞ þ kf z k2:
In the last section, we have gotten the solution fz. Next we will analyze the excess generalization error EðfzÞ  EðfqÞ.
Denote the regularization error aseDðCÞ ¼ inf
f¼f þb2HKþR
Eðf Þ  EðfqÞ þ 1CXðf
Þ
 
; C P 0:Let ef K;C ¼ argminf2HK eDðCÞ.
To estimate EðfzÞ  EðfqÞ, we introduce the regularizing function fK;C 2 HK , which depends on K and C, and is deﬁned byfK;C ¼ arg min
f¼f þb2HKþR
Eðf Þ þ 1
C
Xðf Þ
 
:The regularization error for a regularization function fK,C is deﬁned asDðCÞ ¼ EðfK;CÞ  EðfqÞ þ 1CXðf

K;CÞ:The following results is an estimation for error EðfzÞ  EðfqÞ.
Theorem 2.1. Assume C > 0 and fK;C 2 HK . Then there holds
EðfzÞ  EðfqÞ 6 Sðm;CÞ þ DðCÞ;where S(m,C) is the sample error deﬁned bySðm;CÞ ¼ EðfzÞ  EzðfzÞ þ EzðfK;CÞ  EðfK;CÞ:Proof. We see from the deﬁnition of fq thatEðfzÞ  EðfqÞ 6 EðfzÞ  EðfqÞ þ 1CX f

z
 
andEðfzÞ  EðfqÞ þ 1CX f

z
  ¼ EðfzÞ  EzðfzÞ½  þ EzðfK;CÞ  EðfK;CÞ½  þ EzðfzÞ þ 1CX f z 
	 

 EzðfK;CÞ þ 1CXðf

K;CÞ
	 
 
þ EðfK;CÞ  EðfqÞ þ 1CXðfK;CÞ
	 

:From the deﬁnition of fz it follows thatEzðfzÞ þ 1CX f

z
 	 
 EzðfK;CÞ þ 1CX f K;C 
	 
 
6 0:
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
z
 
6 ðEðfzÞ  EzðfzÞÞ þ ðEzðfK;CÞ  EðfK;CÞÞ
 þ EðfK;CÞ  EðfqÞ þ 1CX f K;C 
	 

:This ﬁnishes the proof of Theorem 2.1. h
We now give some deﬁnitions. Deﬁnitions 2.1 and 2.2 can be found in [25–28], and Deﬁnitions 2.3 and 2.4 can be found in
[15,28].
Deﬁnition 2.1. For a subset F of a metric space and g > 0, the covering number NðF ;gÞ is deﬁned to be the minimal integer
l 2 N such that there exist l disks with radius g covering F .
Let BR ¼ ff 2 HK : kfkK 6 Rg. It is a subset of C(X). We denote the covering number of unit ball B1 as
NðeÞ ¼ N ðB1; eÞ; e > 0:Deﬁnition 2.2. We say that the RKHS associated with the Mercer kernel K has polynomial complexity exponent s > 0 iflogNðeÞ 6 C0ð1=eÞs; 8e > 0: ð10ÞDeﬁnition 2.3. We say that the probability measure q can be approximated by HK with exponent 0 < b 6 1 if there exists a
constant cb such thateDðCÞ 6 cbCb; 8C > 0: ð11Þ
Deﬁnition 2.4. The projection operator p is deﬁned on the space of measurable functions f : X ! R as8pðf ÞðxÞ ¼
1; if f ðxÞ > M;
1; if f ðxÞ < M;
f ðxÞ; if M < f ðxÞ < M:
><>:
The following theorem gives the bound for deterministic distributions, i.e., EðfqÞ ¼ 0.
In order to prove the result, we need the following ratio probability inequalities and an estimate of coving number. These
results are standard in the learning theory, and can be found in [7,15,27–29], etc.
Bernstein inequality. Let n be a random variable on Z satisfying E(n) = l, r2(n) = r2. If jn  lj 6M, then for every e > 0 there
holdsProb l 1
m
Xm
i¼1
nðziÞ

 > e
( )
6 2exp  me
2
2ðr2 þ 13MeÞ
( )
:Lemma 2.1. Let n be a random variable on Z satisfying E(n) = lP 0, jn  lj 6M almost everywhere, and r2 6 cls, 0 6 s 6 2.
Then for any e > 0 there holdsProb
l 1m
Pm
i1nðziÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ls þ esp > e
1s2
 
6 exp  me
2s
2ðc þ 13Me1sÞ
( )
:Lemma 2.2. Let 0 6 s 6 1, M > 0,c > 0, and G be a set of functions on Z such that for every g 2 G; Eg P 0; jg  Egj 6 M, and
E(g2) 6 c(Eg)s. Then for e > 0,Prob sup
g2G
Eg  1m
Pm
i¼1gðziÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðEgÞs þ ðeÞs
p > 4e1s2( ) 6 NðG; eÞ exp me2s
2 c þ 13Me1s
 ( );where Eg ¼ RZ gðzÞdq.
Denote the functions set GR asGR ¼ fðf ðxÞ  yÞ2  ðfq  yÞ2 : f 2 BR; R > 0g: ð12ÞLemma 2.3. Assume GR be deﬁned by (12). If (10) holds, then there exists a constant c0s > 0, such thatlogNðGR; eÞ 6 c0s
R
e
	 
s
:
F. Cao, Y. Yuan / Applied Mathematical Modelling 35 (2011) 1820–1828 1825From Lemmas 2.2 and 2.3, we have the following Corollary.Corollary. Let GR be deﬁned by (12) and (10) hold. Then for every 0 < d < 1, with conﬁdence at least 1  d, there holdsfEðf Þ  EðfqÞg  fEzðf Þ  EzðfqÞg 6 4
ﬃﬃﬃﬃﬃﬃﬃﬃ
em;R
p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃEðf Þ  EðfqÞÞ þ em;Rq
for all f 2 BR, where em,R is given byem;R ¼ 8 cR þ 13
	 

c0sR
s
m
	 
 1
1þs
þ logð1=dÞ
m
 !
; cR ¼ ðjRþ 3mÞ2:Proof. Consider the set GR. Each function g 2 GR has the form g(z) = (f(x)  y)2  (fq  y)2 with f 2 BR. HenceEg ¼ Eðf Þ  EðfqÞP 0; 1m
Xm
i¼1
gðziÞ ¼ Ezðf Þ  EzðfqÞandgðzÞ ¼ ðf ðxÞ  fqðxÞÞððf ðxÞ  yÞ þ ðfqðxÞ  yÞÞ:
Since kfk1 6 jkfkK 6 jR, and jfq(x)j 6M almost everywhere, we ﬁnd thatjgðzÞj 6 ðjRþMÞðjRþ 3MÞ 6 cR ¼ ðjRþ 3MÞ2:
So we have jg(z)  Egj 6 B = 2cR almost everywhere. Also,Eg2 ¼ Eððf ðxÞ  fqðxÞÞ2ððf ðxÞ  yÞ þ ðfqðxÞ  yÞÞ2Þ 6 ðjRþ 3MÞ2ðEðf Þ  EðfqÞÞ:
Thus Eg2 6 cREg for each g 2 GR.
Applying Lemma 2.2 with s = 1, we deduce thatsup
f2BR
Eg  1m
Pm
i¼1gðziÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Eg þ ep 6 4 ﬃﬃep ;with conﬁdence at least1NðGR; eÞ exp  me2 cR þ 13B
 ( ) ¼ 1 d:So we can see thatfEðf Þ  EðfqÞg  fEzðf Þ  EzðfqÞg 6 4
ﬃﬃﬃﬃﬃﬃﬃﬃ
em;R
p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃðEðf Þ  EðfqÞÞ þ em;Rq :
We see from the Corollary 5.1 of [15] (with p =1, s = 1) thatem;R ¼ 8 cR þ 13
	 

c0sR
s
m
	 
 1
1þs
þ logð1=dÞ
m
 !
:This enable us to end the proof of Corollary. hTheorem 2.2. Suppose EðfqÞ ¼ 0. If fK,C is a function in HK satisfying k(y  fK,C)2k1 6M, then for every 0 < d < 1, with conﬁdence
1  d there holdsEðfzÞ 6 17em;C þ 20M logð2=dÞ3m þ 8DðCÞ:where em,C is given byem;C ¼ 8 j2C 5M logð2=dÞ3m þ 2DðCÞ
	 

þ 3M
	 
2
þ 1
3
 !

csjsCs 5M logð2=dÞ3m þ 2DðCÞ
 s
m
0B@
1CA
1
1þs
þ logð1=dÞ
m
0BB@
1CCA:Proof. Since EðfqÞ ¼ 0; ðy fqðxÞÞ2 ¼ 0 almost everywhere. We ﬁrst consider the random variable n = (y  fK,C)2. Since
0 6 n 6M, and En ¼ EðfK;CÞ 6 DðCÞ, we have
1826 F. Cao, Y. Yuan / Applied Mathematical Modelling 35 (2011) 1820–1828r2ðnÞ 6 En2 6 MEn 6 MDðCÞ:
Applying Bernstein inequality to n, we see by solving the equation  me22ðr2þMe=3Þ ¼ logðd=2Þ that with conﬁdence 1  d/2,EzðfK;CÞ  EðfK;CÞ 6
2M log 2d
 
3m
þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2r2ðnÞ logð2=dÞ
m
r
6 5M logð2=dÞ
3m
þDðCÞ:Next we estimate the EðfzÞ  EzðfzÞ. By the deﬁnition of fz, there holds
1
C
X f z
 
6 EzðfzÞ þ 1CX f

z
 
6 EzðfK;CÞ þ 1CX f

K;C
 
and EðfqÞ ¼ 0;DðCÞ ¼ EðfK;CÞ þ 1CX f K;C
 
. It follows that1
C
X f z
 
6 EzðfK;CÞ  EðfK;CÞ þ DðCÞ:Recalling fz 2 HK , we see from the reproducing property of kernel thatkf z kK ¼
Xm
i;j¼1
aiajKðxi; xjÞ
 !1=2
6 j
Xm
i¼1
aiaj
 !1=2
¼ jX f z
 
6 R ¼ jC 5M logð2=dÞ
3m
þ 2DðCÞ
	 

:Corollary and R given as above imply thatEðfzÞ  EzðfzÞ 6 4
ﬃﬃﬃﬃﬃﬃﬃﬃ
em;C
p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃEðfzÞ þ em;Cq
with conﬁdence 1  d where em,C is deﬁned in the statement.
Putting the above two estimates into Theorem 2.1, there holdsEðfzÞ 6 4
ﬃﬃﬃﬃﬃﬃﬃﬃ
em;C
p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃEðfzÞ þ em;Cq þ 10M logð2=dÞ3m þ 4DðCÞ:
Solving the quadratic inequality for
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃEðfzÞ þ em;Cp leads to
EðfzÞ 6 17em;C þ 20M logð2=dÞ3m þ 8DðCÞ:The proof of Theorem 2.2 is completed. h
The next result is on general distribution satisfying Tsybakov condition (see, [30]).
Theorem 2.3. Assume the hypotheses (10) and (11) with 0 < s <1 and 0 < b 6 1. Take t > 1. For every e > 0 and every 0 < d < 1
there exists two constants cs depending on s and c0s depending on s and b such that with conﬁdence 1  d,EðfzÞ  EðfqÞ 6 2cst R
s
m
	 
 1
1þs
þ 2tc0s
Cð2bÞ
m
þ 1
m
þ C
ð1bÞ
m
þ Cb
 !
:Proof. Denote Dz ¼ EðfzÞ  EðfqÞ þ 1CX f z
 
. Then we have X f z
 
6 CDz. Theorem 2.1 tells us thatDz 6 Sðm;CÞ þ DðCÞ:
Take fK;C ¼ ef K;C . By the assumption (11),Dz 6 Sðm;CÞ þ cbCb:
Recall the expression for S(m,C), we haveSðm;CÞ ¼ fðEðfzÞ  EðfqÞÞ  ðEzðfzÞ  EzðfqÞÞg þ fðEzðfK;CÞ  EzðfqÞÞ  ðEðfK;CÞ  EðfqÞÞg ¼ S1 þ S2:
Take tP 1, CP 1. For S1, we apply Corollary with d = et 6 1/e, and know that there is a set V ð1ÞR  Zm of measure at most
d = et such thatS1 6 cst
Rs
m
	 
 1
1þs
þ R
s
m
	 
 1
2ð1þsÞ
D
1
2
z
( )
;where cs ¼ 32 ðjRþ 3MÞ2 þ 13
 
c0s þ 1
 
is a constant depending only on s.
To estimate S2, consider n = (fK, C  y)2  (fq  y)2 on (Z,q). From (4), it follows thatkfK;Ck1 6 jkfK;CkK 6 j2XðfK;CÞ 6 j2CDðCÞ:
Write n = n1 + n2 where
F. Cao, Y. Yuan / Applied Mathematical Modelling 35 (2011) 1820–1828 1827n1 ¼ ðfK;C  yÞ2  ðpðfK;CÞ  yÞ2; n2 ¼ ðpðfK;CÞ  yÞ2  ðfq  yÞ2:
It is easy to check that 0 6 n1 6 ðj2CDðCÞ þ 3MÞ2 ¼ BC . Here r2(n1) is bounded by ðj2CDðCÞ þ 3MÞ2Eðn1Þ. Then Bernstein
inequality with d = et tells us that there is a set V ð2ÞR  Zmof measure at most d = et such that for every z 2 Zm n V ð2ÞR , there
holds1
m
Xm
i¼1
n1ðziÞ  En1 6 exp 
me2
2ðr2ðn1Þ þ 13BCeÞ
( )
:Solving the quadratic equation for eme2
2ðr2ðn1Þ þ 13BCeÞ
¼ twe have1
m
Xm
i¼1
n1ðziÞ  En1 6
1
3BCt þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
3BCt
 2 þ 2mr2ðn1Þtq
m
6 2BCt
3m
þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2t
m
r2ðn1Þ
r
:But the fact 0 6 n1 6 BC implies r2(n1) 6 BCE(n1). Therefore, we have1
m
Xm
i¼1
n1ðziÞ  En1 6
7BCt
6m
þ Eðn1Þ; 8z 2 Zm n V ð2ÞR :Next we consider n2. Since both p(fK,C) and fq are on [M,M], n2 is a random variable satisfying jn2j 6 B. Applying Bernstein
inequality as above, we know that there exists another subset V ð3ÞR  Zm with measure at most d = et such that for every
z 2 Zm n V ð3ÞR , there holds1
m
Xm
i¼1
n2ðziÞ  En2 6
2Bt
3m
þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2tr2ðn2Þ
m
r
:By the fact r2(n2) 6 BE(n2), we have1
m
Xm
i¼1
n2ðziÞ  En2 6
7Bt
6m
þ Eðn2Þ; 8z 2 Zm n V ð3ÞR :Combine the above two estimates for n1 and n2 with the fact En1 þ En2 ¼ En 6 DðCÞ 6 cbCb. We conclude thatS2 6
7BCt þ 7Bt
6m
þDðCÞ 6 c0st
Cð2bÞ
m
þ 1
m
þ C
ð1bÞ
m
þ Cb
 !
; 8z 2 Zm n V ð2ÞR n V ð3ÞR ;where c00s ¼
7j4c2
b
þ42Mj2cbþ63M2þ7B
6 þ cb is a constant depending only on s.
Putting the above two estimates for S1 and S2, we ﬁnd that for every z 2 Zm n V ð1ÞR n V ð2ÞR n V ð3ÞR there holdsDz 6 2cst
Rs
m
	 
 1
1þs
þ 2tc00s
Cð2bÞ
m
þ 1
m
þ C
ð1bÞ
m
þ Cb
 !
:Here we have used another elementary inequality: if a, b > 0 and 0 < a < 1, thenx 6 axa þ b; x > 0) x 6 maxfð2aÞ1=ð1aÞ;2bg:
The proof of Theorem 2.3 is complete. h4. Conclusions
In reproducing Hilbert spaces, with the covering number, a new upper bound for estimating learning errors of linear pro-
gramming support vector regression has been presented in this paper. This errors bound formulation has been shown thatBðm;CÞ ¼ 2cst R
s
m
	 
 1
1þs
þ 2tc0s
Cð2bÞ
m
þ 1
m
þ C
ð1bÞ
m
þ Cb
 !
:Here m is the number of sample points, C is the trade-off who control the regulation item in the model of LP-SVR(7), s is the
polynomial complexity exponent of the given reproducing Hilbert spaces, cs and c0s are two constants who depend on s and
can be estimated by Deﬁnition 2.3 and Lemma 2.3, t > 1 is a given constant and 0 < b 6 1 is also a given constant.
Observing the B(m,c), we can see that there is gap between EðfzÞ and EðfqÞ because
1828 F. Cao, Y. Yuan / Applied Mathematical Modelling 35 (2011) 1820–1828lim
m!þ1
Bðm; cÞ ¼ 2tc
0
s
Cb
:It means that the gap can not vanish no matter how to select the sample data points.
Due to the difﬁculty of calculating the covering number, large body of work can not be done in the ﬁeld of experiments.
The authors think that it will be a very challenge future work.
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