Abstract-Time series prediction is a challenging task in reality, and various methods have been proposed for it. However, only the historical series of values are exploited in most of existing methods. Therefore, the predictive models might be not effective in some cases, due to: (1) the historical series of values is not sufficient usually, and (2) features from heterogeneous sources such as the intrinsic features of data samples themselves, which could be very useful, are not take into consideration. To address these issues, we proposed a novel method in this paper which learns the predictive model based on the combination of dynamic features extracted from series of historical values and static features of data samples. To evaluate the performance of our proposed method, we compare it with linear regression and boosted trees, and the experimental results validate our method's superiority.
I. INTRODUCTION
Time series prediction is to build models based on previously observed values to predict future values. Currently, it has been a major research focus in the field of data mining and machine learning because of its wide application in industries including banking, finance, retailing, and manufacturing and so on.
Until now, a variety of methods have been proposed or adapted for learning predictive models, i.e., linear methods [1] , kernel based methods [2] , Gaussian processes, recurrent neural networks (RNNs) [3] , and tree-based optimization models [4] etc. However, these methods mainly use previously observed series of values to learn models and make predictions, while more features could be extracted from heterogeneous sources. Therefore, in order to incorporate various types of features into the learning process to improve predicting performance, we propose a novel method in this paper which is capable of integrating both previous series of value and features of data samples to learn predictive models (TS-F). In this way, more information are exploited and thus the potential issue of insufficient series of previous value is alleviated. To validate the practical effectiveness of our proposed method, we compare it with the other advanced models on a dataset collected from the Commonwealth Bank of Australia 1 .
1 www.commbank.com.au
II. METHODOLOGY
This section formulates the research question to be resolved, followed by the description of the proposed predictive learning model. 
A. Problem Definition
Let X = {x 1 , x 2 , . . . , x n } be
B. TS-F Predictive Learning Model
The proposed learning method is based on the stochastic gradient boosting optimization [4] to minimize the loss between predictions (y ) and actual values (y) with explicit consideration of both time series data and static features. The objective function is defined as
where X t is time series data, f wt is the predictive learning model of time series data with parameter w t while X f is the static features of samples, f w f is the predictive learning model of static features with parameter w f ; α is the tradeoff parameter and λ is a hyper-parameter to control the strength of the regularization which is introduced to decrease model complexity and avoid over-fitting. In the experiment, we applied Gaussian Regression to deal with time series data and regression tree model to deal with static features as most 
C. Evaluation
The performance of the proposed forecasting model is evaluated by a set of benchmark regression evaluation metrics including Mean Absolute Error (MAE), Relative Squared Error (RAE), Root Mean Squared Error (RMSE) and Coefficient of Determination (R 2 ).
III. EXPERIMENT
This section describes the experimental dataset followed by the configuration of experiment and the comparative results of linear regression, boosted trees and TS-F.
A. Experimental Datasets
The experimental dataset is collected by Commonwealth Bank of Australia that contains 19,535 financial advisers with time series data of their annual customer balance ranging from 2012 to 2016 and 53 adviser profiling features. It can be found that the time series data is short-term with only six time slots.
B. Experimental Results
In this experiment, we forecast the number of customers and their balances in terms of ages for each financial adviser. For evaluating and comparing the performance of predictive learning models, 10-fold cross validation is used and the results of the average performance of each model is demonstrated in Table I . It can be found that the performance of our proposed TS-F predictive learning model outperforms linear regression and boosted trees. For Count, the proposed TS-F model achieves highest value (0.929) in R 2 followed by boosted tree (0.871) and linear regression (0.521). For balance, TS-F achieves 0.879 in R 2 followed by boosted trees and linear regression as 0.811 and 0.422 respectively. The reversed pattern can be found in MAE, RAE and RMSE. Figure 1 further illustrates that the predicated results by TS-F are highly correlated to the actual results where dots are condensed into an area along with the diagonal of the coordinates.
IV. CONCLUSION
The proposed TS-F method considers both time series and sample features so as to decrease the information loss and then increase the accuracy of prediction. Specifically, TS-F achieve highest values in R 2 and lowest values in MAE, RAE and RMSE. In the future, we will further evaluate the effectiveness and efficiency of TS-F model on public benchmark datasets.
