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Abstract 
The number of vehicle accidents in the world each year is considerable which yield to 
an approximately 1.2 million deaths. Besides, the car manufacturers are now investing 
significantly on autonomous vehicles, which highlights the need for communication 
between vehicles and the surrounding environment. Intelligent Transportation Systems 
(ITS) enables the vehicles to realize this need. In ITS, vehicles and infrastructure can 
communicated directly without the need of cellular networks. Currently, the developed 
technology for ITS is based on radio frequency (RF) under the name of dedicated 
short-ranged communication (DSRC), which shares the frequency spectrum with other 
RF applications such as fixed satellite and wireless services, mobile services, 
radiolocation, etc. Therefore, DSRC can be a potential interfering source for other 
communication services. Besides, the licence to use this spectrum makes this service 
costly in the frequency range of 5.855-5.925 GHz and in heavy traffics may cause 
severe packet collision. Alternatively, visible light communication (VLC) can be used 
to release the pressure on RF. The equipment required for VLC, such as light emitting 
diodes (LEDs), camera, and computer, is already available on most of the vehicles 
nowadays. Therefore, VLC can be considered as a less expensive option for ITS. Most 
of the works done in camera-based VLC, also known as optical camera communication 
(OCC), consider a line-of-sight (LOS) link from the transmitter (Tx) to the receiver 
(Rx). However, in some scenarios, the LOS link might not be available. In this thesis, 
a non-LOS (NLOS) link is considered to decrease the probability of outage. 
Accordingly, this thesis highlights another advantage of using camera compared to 
photodiodes, i.e., the Rx can extract the data information from the off-axis projection 
of the Tx on the road surface when the LOS link is blocked or is not available. An end-
to-end NLOS OCC system is proposed which employs differential signalling and 
frame subtraction. Throughout the thesis, different detection techniques are proposed 
based on spatial division multiplexing (SDM) and time division multiplexing (TDM), 
hybrid selection/equal gain combining (HS/EGC), hybrid selection/maximal ratio 
combining (HS/MRC), and zero forcing (ZF) equalization, respectively. The thesis 
deals with different types of the road in terms of the density of the light sources. An 
experimental investigation of the proposed system shows that, using HS/EGC and 
simple detection zero forcing equalization (SDZFE), the system can achieve the 7% 
overhead forward error correction limit of 3.8×10-3 at a very low transmit power of 9 
dBm over a link span of 5 m at a data rate of 30 bps, when the Tx is 2 m above the 
floor surface. It is also shown that by doubling the ISO level, exposure time and 
aperture size, the performance of the system improves by ~3 dB. In addition, by 
increasing the link span from 5 to 10 m, the power penalty is ~3 dB. This is because 
at very low light environment, the intensity of received light is close to the nonlinear 
region of the camera and since the footprint shrinks as the link span increases, the 
nonlinearity affects the signal less in longer link spans.The thesis states that the focal 
length and focusing distance of the camera does not make a significant impact on the 
performance of the system. Therefore, the camera can have a large field of view with 
a wide-open aperture. In addition, the thesis demonstrates that the ZF-based detection 
schemes outperform the HS/EGC schemes under severe level of interference. It is 
shown that, in ZF-based cases the normalized height of the eye diagram in is 70% 
higher compared to HS/EGC when the spacing between Txs is double the height of 
them.   
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Chapter 1  INTRODUCTION 
1.1 Background 
Applications of solid-state light emitting diodes (LEDs) for illuminations, indoor 
data communications and localization, as well as sensing have been growing over the 
last few years [1, 2]. Visible light communication (VLC) systems, which uses the 
LED-based lights installed in indoor and outdoor environments to provide wireless 
services, offers a potential licence-free bandwidth 𝐵 orders of magnitude higher than 
the radio frequency (RF) technologies [2]. Line of sight (LOS) VLC systems 
employing LEDs and standard photodiodes (PDs) have been adopted in many 
applications in indoor environments offering high data rates 𝑅b over a short 
transmission span (~10 m). However, LOS based links suffer from shadowing and 
limited user mobility [1]. Both mobility and shadowing can be addressed by adopting 
(i) multi-array transmitters (Txs) and receivers (Rxs) (i.e., increased complexity); and 
(ii) the diffuse system but at the cost of reduced 𝑅b, see [1, 2] and the references within.  
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The wide spread use of smart devices equipped with LED based screen lighting, 
flashlight ,and quality cameras offer the opportunity to establish VLC links, where the 
flashlight and the camera can be used as a transceiver without the need for the 
additional hardware. The optical camera communications (OCC) offer new 
possibilities for the use of VLC systems in a number of applications including display 
based transmission, device to device communications (D2DC) - as part of the Internet 
of things, vehicular communications where the camera based Rx will offer multiple 
functionalities including vision, data transmission, localization and range 
measurement [1, 3-5]. In contrast to the single PD-based VLC systems, a camera based 
Rx in OCC, which is composed of an imaging lens and an image sensor (IS), has many 
unique features including a wide field of view (FoV) due to the PD array as well as 
spatial and wavelength separation of the light beams [6]. 
OCC can help intelligent transportation systems (ITS) mainly for transmission of 
safety warnings and traffic information, which can be effective for avoiding accidents 
and traffic congestion. Every year, road accidents cause ~1.2 million deaths and 50 
million injuries around the world, which if it is not controlled, car accidents will 
become the third-leading cause of death by 2020 [7]. Cameras (i.e., a matrix of PDs) 
can be employed for object and people detection as well as collision warning, 
enhancing driving safety, range estimations and data communications in vehicle-to-
vehicle (V2V), and vehicle-to-road side infrastructure (V2I) communications [6, 8, 9]. 
In this Chapter, we outline the concept of OCC and challenges associated with it 
as well as the need for this research work. The Chapter present the aims and objectives 
as well as outlines the original contributions made to this field of research. Also 
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presented are the thesis’s structure, a list publications generated during the PhD 
research work and awards. 
1.2 Problem Statements 
Globally, approximately 1.2 million people die each year as a result of road traffic 
accidents [7, 10]. Moreover, with the introduction of autonomous vehicles, localization 
and communications between vehicles and the surrounding environment (i.e., the road 
side infrastructure, etc.) has become an essential part of future smart cities [11]. Within 
this context, ITS have been proposed as a means to support improving the traffic flow, 
reduce pollution and road accidents, reduced energy usage, and improve economical 
productivity and the quality of life [12-14]. ITS enables sharing of information 
between vehicles and/or vehicles and road infrastructures. The current ITS 
technologies are also known as the vehicular ad hoc networks (VANET), V2V or V2I 
communications, and are RF-based under the name of dedicated short-range 
communications (DSRC) [15]. In ITS, vehicles can communicate with each other 
without the use of cellular wireless base stations. The main features of VANET are 
safety, improved road usage efficiency and providing in vehicle 
information/entertainment [16-18].  
There are a number of use cases for ITS considered in the standards, which 
generally fall into eight categories as bellows [19]: 
 Localisation: The location information can be transmitted to the vehicles 
employing a number of road-side units (RSUs). 
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 Electronic Parking Management: In parking, this technology can be 
used for payment transactions. 
 Traffic Signal Control Management: RSUs along the roads can collect 
the traffic information and use it for traffic management applications such 
as adaptive traffic-light phasing at the junctions. Besides, RSUs can give 
priority at the junctions to the emergency vehicles or the public 
transportation at traffic junctions. 
 Traffic Information: Warning information such as road conditions, 
obstruction, low height clearance, road works, etc. as well as curve speed 
assistance, stop light assistance, and parking availability information can 
be transmitted using the RSU to the vehicles. Left turn assistant and lane 
change warning are other information that can be transmitted among cars 
using their on-board units (OBUs). Moreover, enhanced guidance and 
navigation, green light optimal speed advisory, and lane merging assistant 
signals are the essential part of the improved road usage efficiency [16]. 
 Safety Application: ITS also supports safety services such as intersection 
collision avoidance, platooning, pre-crash sensing, cooperative adaptive 
cruise control, and cooperative collision warning, which can be 
transmitted among vehicles. 
 Emergency Applications: Live videos captured by DSRC devices can be 
sent to the control centre as a supporting evidence as required. 
 Kiosk Related Services: Diagnostic data such as automotive repair 
records and firmware/software updates may be transferred through this 
service. Other applications such as ordering  takeaway foods or purchasing 
fuel can  use this service. 
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 Other ITS Application and Services: Pedestrians and cyclists can carry 
DSRC devices to alert other drivers when approaching an intersection or 
crossing roads. 
ITS can help off-load data from the existing cellular communication systems, thus 
reducing the spectrum congestion in existing RF wireless systems [16, 20]. However, 
there is a number of drawbacks to RF-based VANET communications including: 
(i) Sharing the same carrier frequency with a number of RF-based services 
such as fixed satellite and wireless services, mobile services, radiolocation, 
amateur radio, etc. Therefore, they may both experience and introduce 
interference [21, 22]. 
(ii) Incurring higher costs since a DSRC link will need RF OBU and RSU to 
be mounted on vehicles and roadsides, respectively.  
(iii) Incompatibility with future systems and services. This is due to the fact 
that, the bandwidth of DSRC defined by regulatory agencies (i.e., Federal 
Communications Commission (FCC), European Conference of Postal and 
Telecommunications Administrations (CEPT), Australian 
Communications and Media Authority (ACMA), car-to-car consortium, 
and Canadian Radio-television and Telecommunications Commission 
(CRTC)) is about 70 MHz in the frequency band of 5.855-5.925 GHz, 
which may not be sufficient in the future [21-23].  
(iv) Vulnerability to the so-called broadcast storm, where several vehicles 
transmitting at the same time that may lead to packet collision [24]. 
(v) Potential hazards to the environment and human health [25]. 
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As a viable alternative solution, the VLC technology [26] could be adopted in V2V 
communications by simply using new lighting fixtures (i.e., front, back and internal) 
in new vehicles, which are based on LEDs, organic LEDs (OLEDs), or laser diodes 
(LDs). 
In VLC systems, two types of detectors are commonly used: (i) PDs with a wide 
bandwidth 𝐵𝑃𝐷 (i.e., a few MHz to beyond a GHz depending on the PD’s size), which 
is the most widely used due to their high-speed communications [5]; and (ii) ISs (i.e., 
multi-array PDs as in cameras with much lower data rates 𝑅b [1, 3-5, 27]). Short range 
PD-based VLC systems offer higher 𝑅b (up to 4.81 Gbps [28] compared to ~200 Kbps 
for a high-speed camera [29] and 55 Mbps for an optical communication image sensor 
[30]) at the cost of reduced mobility and an increased level of shadowing and blocking 
[1]. However, in indoor environments both mobility and shadowing have been 
addressed using multi-array Txs and Rxs and/or non-line-of-sight (NLOS) VLC links, 
but at much reduced 𝑅b as a result of multipath induced dispersion in the case of NLOS 
link (see [1, 2] and the references within). Note that, in outdoor environments PD-
based VLC system will suffer from the high level of ambient light (i.e., sunlight) 
induced noise, thus resulting in significant deterioration in the link’s performance (i.e., 
signal to noise ratio (SNR) and the bit error rate (BER) [31].  
Unlike PDs, complementary metal oxide semiconductor (CMOS) based cameras 
offer spatial separation of multiple Txs (i.e., sunlight, street light, vehicle lights, etc.), 
which is highly useful in VLC [1, 3, 4, 27]. Such systems also offer MIMO capability 
[3, 32] for use in indoor [33, 34] and outdoor [6] applications including ITS, indoor 
localizations and D2DC [35, 36]. In ITS, the MIMO feature of cameras can be 
exploited for collision warning, adaptive cruise control, enhancing driving safety, 
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people and object detection, range estimation, and data transmission in V2V and V2I 
communications [6, 8, 9, 37]. In addition, cameras can be used for multiple purposes 
such as vision, surveillance, biometric facial recognition [38], scene change detection 
[39], augmented reality [40] and positioning [41]. Nowadays, new vehicles come with 
at least two front and one rear cameras for the purpose of people and object detection, 
smart lighting (where the position of on-coming or can be estimated using the camera 
and the information is used for adjusting the front lights intensity and profiles in order 
to avoid dazzling) [42], parking, ranging, etc. 
OCC-based ITS can be categorized into LOS and NLOS link configuration. LOS-
based OCC for ITS has been extensively investigated in the literature [6, 9, 43-45]. 
However, in some scenarios, the Txs may not be within the field of view (FoV) of the 
LOS path or the LOS link might be blocked, which requires communications via 
NLOS paths – an obvious option [27, 46]. Below are some examples for transmitting 
localisation, traffic information, road conditions, road works, obstruction, collision 
warning, pre-crash sensing, accident reports, etc. via the NLOS link: 
 Vehicles approaching a road junction or a crossroad from different 
directions, where there is no LOS link between them.  
 Vehicles travelling in the same direction, which are not in the FOV of 
neither the front or rear camera of each other. Hence, the need for vehicles 
to send information for lane changing. 
 Heavy good vehicles blocking the LOS link between the vehicle and 
roadside lights. 
 In urban areas, tall trees, especially in the spring and summer, may block 
the LOS link between the streetlights and the vehicles. In this case, the 
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[8]information about vehicles approaching a junction and cyclists or 
pedestrians crossing the road is achievable via a NLOS link. 
 In indoor car parking areas, the lights might be behind a wall or be blocked 
by indoor signs and fixtures, which sends the information about the parking 
availability. 
 Tall streetlights not in the FoV of the vehicles, especially at roundabouts 
and urban areas, therefore unable to transmit the information about the 
traffic conditions, emergency vehicles, etc. 
 In heavy traffic road condition, where the LOS between cars might not be 
available, therefore reflections from the road surface may be the option to 
establish communications. 
In NLOS links, the reflected optical beams normally have a large illumination 
footprint, thus offering an increased level of mobility and link tolerance to the cameras’ 
movements but at the cost of reduced detected power level at the Rx, thus leading to 
higher BER. Enabling the OCC system to establish a link via NLOS along with a LOS 
path reduces the probability of outage, increases the reliability, improves the quality 
of service, and gives more flexibility in the design of the lighting fixtures, etc. 
Note that, in some countries vehicles head and are on while on the road for 
improved visibility, thus making V2V communications possible at all times. However, 
with the streetlights being off during the daytime, V2I communications is no possible. 
One possible solution would be to use a hybrid infrared/OCC system [47], where the 
streetlights should have both infrared and visible  LEDs or lasers  but at a cost of  a 
considerable capital expenditure (CAPEX). Therefore, during the daytime with the 
available technology, the information that was supposed to be broadcasted by 
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streetlights will be offloaded to V2V links and at nighttime the process is reversed. 
Thus, in this thesis we are more interested in providing the NLOS link during the 
nighttime to improve the quality of service. 
In addition, there are a number of challenges in IS-based VLC links, which is also 
known as OCC, as outlined below: 
1- Detection and tracking of the Txs: Given that the Txs is positioned within  the 
captured image by the camera, a number of detection schemes have been 
proposed such as frame subtraction in LOS [30, 35] and NLOS [48], block 
matching [36], and vision-based image processing [49, 50].  
2- Limited data rate: In OCC, the data rate is limited by the frame rate of the camera 
(typically 60 frames per second (fps)), which is very low from data 
communications, therefore not suitable in applications where high data rates is 
the main requirement such as Internet access. However, in the CMOS-based IS 
technology, the quality of captured videos using modern digital cameras has 
improved significantly. Cameras in new smartphones can record video streams 
up to an 𝑅f of 960 fps at a resolution of 720p [51]. In addition, there are 
commercially available high-speed cameras with 𝑅f of 25.7 kfps and 1 Mfps at 
resolutions of 1280 × 800 and 128 × 32, respectively [52]. In addition, in [6], 
a CMOS IS with a data capture rate of 20 Mb/s/p was reported. Moreover to 
increase 𝑅b (i.e. > 𝑅f) the rolling shutter (RS) has been used [53]. In [54], a novel 
multi-level intensity modulation was used to achieve 𝑅b of >10 kbps using a RS 
camera with 𝑅f = 30 fps at a distance of 2 m. In [27] and [55], RS cameras were 
employed in a NLOS OCC to detect the fast changing intensity of reflected lights 
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in an indoor environment. However, these systems have a number of problems 
including a complex detection mechanism and a limited link span 𝐿s of up to 1.5 
m [55]. Note that, VLC links with low 𝑅b can be effectively used in a number of 
applications such as ITS, indoor visible light localization (VLL), sensing, etc., 
where high 𝑅b is not a requirement [1].  
3- Flickering: is an effect that takes place as a result of low-frequency changes in 
the intensity of the Tx. To address this problem, high-speed cameras or the RS 
effect can be used to increase 𝑅b. In [56] and [57], an under-sample frequency 
and phase shift OOK modulation technique was investigated, respectively for 
OCC with low-speed cameras in order to increase the frequency of alteration 
between low and high signal to 120 Hz.  
4- Multiple access and multiplexing: This refers to the case where signals from 
independent sources are combined at the Rx, which leads to interference. In [50], 
a space division multiplexed system was demonstrated for an OCC LOS link at 
a distance of 120 m and 𝑅f of 1000 fps. In [58], colour-shift keying and code-
division multiple access schemes were proposed for OCC at a distance of 50 cm 
and 𝑅b = 15 bps, which employed Tx and Rx modules with increased levels of 
complexity. 
1.3 Aim and Objectives 
This research aims to conduct a comprehensive theoretical and experimental 
investigation of an NLOS OCC VLC system using LEDs and a camera in order to 
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transmit road safety, traffic, electronic parking, and localisation information. In order 
to achieve this, a list of research objectives are outlined as follows: 
 Comprehensive review of the fundamental concepts of OCC systems, and 
outline the key technical challenges associated with OCC. 
 Review the basics of cameras within the context of OCC and develop a 
comprehensive channel model for a NLOS OCC system. 
 Develop a dedicated experimental test-bed (i.e., prototype) for the NLOS OCC 
system. 
 Propose a novel packet structure and a data extraction method for OCC. 
 Evaluate experimentally and numerically the performance of the proposed 
schemes in terms of BER under different camera settings such as ISO, exposure 
time, aperture size, and defocusing, and different channel conditions. 
1.4 Original Contributions 
As outcomes of the conducted research, the following original contributions have 
been made to the research field: 
1. Proposing a unique packet structure and a novel extraction method for a MIMO 
NLOS OCC system based on  hybrid selection/equal gain combining 
(HS/EGC), hybrid selection/maximal ratio combining (HS/MRC), differential 
signalling and frame subtraction (see Chapter 4).  
2. Investigating the impact of channel and camera parameters on the performance 
of the system (see Chapter 4). 
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3. Proposing a comprehensive theoretical channel model for an NLOS OCC 
system (see Chapter 4). 
4. Proposing a unique packet structure, space-time division multiplexing scheme, 
and a detection method for NLOS OCC for increased level of interference 
between the neighbouring Txs (see Chapter 5). 
5. Proposing two detection methods for NLOS OCC based on zero-forcing 
equalization and comparing the results with HS/EGC  (see Chapter 6). 
 
These original contributions are further summarised in Fig. 1.1. The green boxes show 
what has been carried out in this work within the context of VANET. 
 
Figure 1.1: VLC domains in the ITS. 
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1.5 Thesis Structure 
This thesis is arranged into seven chapters. Chapter 1 highlights the challenges in 
ITS and OCC, as well as the research motivations and objectives. Chapter 2 outlines a 
literature review on the recent works and achievements in VLC-based ITS systems, 
including the channel model, the Tx and the Rx. Chapter 3 covers the literature review 
on different parts of OCC block diagram. The advance modulation techniques for OCC 
is reviewed. A theoretical model for LOS channel is given followed by detailed 
structure of a typical camera including the lens system and the IS. The structure of ISs 
for both charge-coupled device (CCD) and CMOS sensors, as well as two types of ISs 
also are discussed in terms of their exposure to light. The Bayer pattern for coloured 
ISs and the method to change coloured images into grayscale are also discussed. In 
addition, the parameters related to the exposure, such as exposure time, ISO, and 
aperture, are presented, and the impact of them on the quality of the picture is 
discussed. Furthermore, a non-linear conversion method, called gamma correction, is 
reviewed. Next, the noise in ISs is studied and finally, different combining methods 
used in OCC is reported. In Chapter 4, a comprehensive theoretical channel model for 
an NLOS OCC system is proposed. Then, a novel packet structure and detection 
scheme based on HS/EGC and HS/MRC and frame subtraction is suggested in order 
to extract information from a video stream in a 2 × 𝑁 MIMO NLOS OCC system. 
Furthermore, a practical investigation of the performance of the proposed system is 
presented under different channel conditions and camera settings. In Chapter 5, in 
order to reduce the interference level, a space and time multiplexing technique along 
with a unique packet structure is proposed and the proposed method was 
experimentally investigated for different link spans and under different ambient light 
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level. In Chapter 6, two detection techniques are proposed based on zero-forcing 
equalization for a MIMO NLOS OCC system. An experimental setup for the proposed 
techniques is presented and the results are compared with the algorithms in Chapters 
4 and 5. Finally, Chapter 7 concludes the thesis by providing a summary of all key 
findings, as well as some recommendations for future work on OCC. 
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Chapter 2 VISIBLE LIGHT 
COMMUNICATIONS FOR 
ITS 
2.1 Introduction 
Light was one of the earliest means of communication employed by humans since 
ancient times. In Iliad, Homer, the ancient Greek poet [59], reported the use of optical 
signals to announce the fall of Troy in ~1200 BC. Furthermore, Anabasis, the famous 
book of the Ancient Greek professional writer Xenophon, indicates that the same 
technique was used between Perseus and the army of Xerxes in ~440 BC. Furthermore, 
ancient Greeks polished their shields to reflect the sunlight as a means of providing 
signs to other soldiers in wars. Ancient Romans also used polished metals as mirrors 
to transmit information over long distances. Later, the Romans placed watchtowers on 
top of mountains all over the Roman Empire to transmit optical signals. Moreover, in 
150 BC, native Indian Americans used smoke to communicate over very long 
distances. In recent times, the use of light beams to transmit information has become 
more advanced. In 1792, Claude Chappe created the first optical telegraph network, 
which enabled transmission of 192 different symbols using two arms connected to a 
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crossbar. The next version of the optical telegraph used sunlight or oil lamps to flash 
light messages encoded via Morse code, which was widely used by Navy ships for 
navigation. In 1880, Alexander Graham Bell invented the photophone, which could 
transmit voice signals on light carriers (see Fig. 2.1) [60]. In his setup, a vibrating 
mirror at the transmitter modulated the voice signal onto light carriers, while a 
crystalline selenium cell located at the focal point of a parabolic mirror at the Rx 
converted the light beams to electrical signals. With the development of the positive-
intrinsic-negative (PIN) PDs in late 1950 and the invention of the p-n junction infrared 
LED using gallium arsenide (GaAs) in early 1960, a revolution in the 
telecommunication industry started. 
 
Figure 2.1:  The concept of the photophone introduced by A. G. Bell. The sunlight is reflected on a 
modulator, the output of which is transmitted over a wireless channel and received by a photo-
collector Rx [61]. 
Due to the ever-growing wireless networks and demand for higher bandwidths, the 
congested frequency spectrum in the RF region has become insufficient. As discussed 
in Chapter 1, in the DSRC standard set for RF-based car-to-car communications, the 
frequency spectrum is shared with fixed satellite and wireless services, mobile 
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services, radiolocation, and radio amateur services. VLC being license free, 
directional, and short ranged, is an ideal alternative for multi-hop car-to-car 
communication environment. The new generation of cars are equipped with LED head 
and taillights, as well as front and rear cameras, which reduces the CAPEX for car 
industries to establish a communication link. Both head and taillights are directional 
with a maximum intensity pointing towards the road direction (i.e., the transmitter light 
has little interference with other optical Rxs outside the road or roadside). VLC is a 
technology that can be utilized to ease the pressure on RF spectrum and let it be used 
for more efficient and effective applications. Furthermore, VLC can offer multiple 
functionalities simultaneously such as data communications, localization, and 
illumination. The other advantages of VLC over the already mature technologies such 
as RF communications are:  
1- Licence free: There is no licences fee for using the light spectrum. 
2- High bandwidth: Using micro-LEDs and PDs, multi-Gbps VLC links 
have been reported in  [62], and [63].  
3- High transmission security: Since light is highly directional and is 
confined within a closed environment, therefore eavesdropping is 
considerably more difficult in VLC compared to the RF systems, thus 
offering inherent security at the physical layer in contrast to the RF based 
wireless technologies. 
4- Green and available technology: VLC takes advantage of the off-the-
shelf LEDs, which are highly energy efficient (more than 50%) compared 
to the traditional lights and are used for illumination. 
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5- No electromagnetic interference (EMI): VLC systems do not suffer from 
RF induced EMI and do not introduce interference to other wireless 
communication systems.  
6- Broad frequency spectrum: The visible light spectrum band is broad 
within the range of 380 – 780 nm, see Fig. 2.2 [61]. 
 
Figure 2.2: The electromagnetic spectrum showing the visible light spectrum band, which is 
10000 higher than the RF band [61]. 
In this Chapter, a typical VLC system for ITS is presented. Popular modulation 
schemes used in VLC is reviewed and advances in light sources in the literature as 
well as industry as well as typical arrangements and requirements for streetlights are 
discussed. The channel model of the ITS system including the road surface and the 
impact of channel impairments such as turbulence, fog, rain, and ambient light is 
covered. Moreover, the typical Rxs used in VLC is reviewed and the main noise 
sources are discussed.  
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2.2 VLC System 
Figure 2.3 depicts a typical system model for VLC. The intensity modulated light 
beam is transmitted through a free space channel (i.e., LOS, NLOS, or a combination 
of the two). On the Rx side, the information is captured using an optical Rx and 
processed in order to recover the transmitted data. 
 
Figure 2.3: Typical VLC system block diagram. 
2.2.1 Transmitter 
2.2.1.1 Modulation 
In VLC, the information is carried on the intensity of the light (i.e., the optical 
carrier signal), which is unipolar and real-valued. The popular modulation schemes 
adopted in VLC are outlined as follows: 
 On-Off-Keying non-Return-to-Zero (OOK-NRZ): which is the simplest 
modulation scheme, in VLC where the low and high states represent bits 
“1” and “0”. The simplicity of implementation has made OOK-NRZ a very 
popular candidate for modulation among researchers. In [64], OOK-NRZ 
along with a pre-equalizer at the Tx was employed achieving a spectral 
efficiency of ~2 bit/s/Hz for the forward error correction (FEC) limit of 
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3.8 × 10−3. Note that, OOK with a return to zero (RZ) format can also be 
adopted in VLC but at the cost of doubling the bandwidth requirement 
compared to the OOK-NRZ. 
 Pulse Amplitude Modulation (PAM): which is a multi-level modulation 
in order to increase the spectral efficiency. In 𝑀-PAM, where 𝑀 = 2𝑚 
levels of intensities are used to represent 𝑚 bits. Accordingly, the spectral 
efficiency can be improved by 𝑚 times compared to OOK-NRZ. 8-PAM 
and wavelength division multiplexing (WDM) together with phase shifted 
Manchester coding and hybrid time frequency domain equalizations have 
been used to transmit data at rates of 3.375 and 4.05 Gb/s in [65] and [66], 
respectively. A spectral scrambling technique was proposed in [67] by 
employing 8-PAM with a data rate of 1.08 Gb/s over a 1.2 m transmission 
distance. 
 Orthogonal Frequency Division Multiplexing (OFDM): is a multi-carrier 
modulation scheme where each carrier is orthogonal to the others during a 
symbol period. Each subcarrier can be modulated independently and hence 
can exploit the out of band frequencies of the LEDs. Since signals in VLC 
are unipolar and real, the complex and bipolar OFDM modulated signals 
cannot be directly sent through a VLC channel. Therefore, in optical 
OFDM, following mapping the signal on quadrature amplitude modulation 
(QAM) constellations, Hermitian symmetry is employed before inverse fast 
Fourier transform (IFFT) in a way that a complex conjugate version of the 
subcarriers is considered for the negative frequencies [68]. In order to make 
the signal unipolar, two popular techniques of DC-biased optical OFDM 
(DCO-OFDM) and asymmetrically clipped OFDM (ACO-OFDM) are used. 
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In [69], it is demonstrated that in a multi-user MIMO (MU-MIMO) system, 
ACO-OFDM is more efficient than DCO-OFDM under low optical power 
conditions. It is also shown that, at the average emitted optical power of 0 
dB and for 25 subcarriers DCO-OFDM can reach a spectral efficiency of 
>15 bit/s/Hz. One of the drawbacks with OFDM is the high peak to average 
power ratio (PAPR). Since the dynamic range (i.e., power-current 
relationship) of LEDs is limited, higher PAPR results in clipped signal, 
hence reduced performance. A data rate of 5.04 Gb/s and a spectral 
efficiency of 4.2 bit/s/Hz with a soft-decision FEC (SD-FEC) limit of 2.4 ×
10−2 was experimentally achieved over a 5-m free space link span for a 450 
nm blue LD with a bandwidth of ~1 GHz in [70]. 
 Carrier-less Amplitude and Phase (CAP): is another multi-carrier 
modulation scheme, in which the signal after QAM mapping is filtered by 
in-phase and quadrature root-raised cosine filters (RRCF) and for 
demodulation matched filters are deployed. By introducing multiple 
passband RRCF with different central frequency, an 𝑚-subcarrier CAP (𝑚-
CAP) modulation can be realized, which is more tolerant to non-flat LED 
frequency responses [71]. The advantage of using 𝑚-CAP over OFDM is 
lower PAPR and the relaxed requirement to have IFFT and fast Fourier 
transform (FFT) blocks, hence a simpler implementation [72]. It is shown 
that, at a transmission distance of 1 m, the spectral efficiency of 10-CAP 
can reach 4.85 b/s/Hz [73]. This has enhanced to 23.25 b/s/Hz using a 4×4 
MIMO system at a signal bandwidth of 5 MHz [74].  
From the aforementioned modulation schemes, OOK-NRZ and PAM can be 
adopted in OCC, whereas due to  high PAPR and non-linearity of the camera, OFDM 
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and CAP are not the most suitable options. In this thesis, we have adopted the OOK-
NRZ modulation scheme for ITS applications, which can be changed to PAM as part 
of the future works. In Chapter 3, modulation schemes for OCC proposed in the 
literature are reviewed. 
2.2.1.2 Light Source 
Conventionally, incandescent, mercury vapour, metal halide, high-pressure sodium, 
low pressure sodium, fluorescent, compact fluorescent and induction lamps have been 
used for lighting. In comparison, LEDs have longer lifetime of at least 50000 hours 
[75], higher luminous efficiency of ~100 lumens/watt [76], a wide range of colour, 
higher colour rendering index and faster switching time. In addition to illumination, 
LEDs provide the extra capability of encoding data onto the light carriers at a very 
high speed. In the past two decades, numerous research studies have been carried out 
in VLC employing visible LEDs as transmitters (Txs) and PDs as the Rxs  [1]. The 
applications of VLC can range from indoor systems such as light-fidelity (Li-Fi), 
D2DC and localization to outdoor systems such as car-to-car communications. 
The beam profile of the LEDs normally follow a Lambertian pattern. Lambertian 
surfaces are defined as emitting or scattering flat surfaces whose radiance is uniform 
in different directions [3]. However, based on Federal Motor Vehicle Safety Standards 
[77] and United Nations Economic Commission for Europe, the headlamps of cars do 
not follow Lambertian model [78]. These regulations are set to ensure that car’s 
headlights illuminate the road surface while not dazzle other drivers. The headlamp 
usually has two levels of high and low beams, where the former is used to illuminate 
long distances in the absence of oncoming cars, and the latter is utilised for 
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illumination of short distances with minimum dazzling of the oncoming cars. Figures 
2.4 and 2.5 illustrate the iso-candela and iso-illuminance diagrams of a road surface of 
a market-weighted pair of headlamps with a spacing of 1.12 m and at a height of 0.62 
m, respectively for high and low beams [79]. The high beam has a very narrow 
illumination pattern projected horizontally, while the low beam is wider, asymmetrical 
and projected with an angle towards the road surface to avoid dazzling of the other 
drivers. 
 
(a) 
 
(b) 
Figure 2.4:  (a) Iso-candella and (b) iso-illuminance patterns of a market weighted high beam 
headlight [79]. 
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(a) 
 
(b) 
Figure 2.5: (a) Iso-candella and (b) iso-illuminance patterns of a market weighted low beam 
headlight [79]. 
Based on regulations set by the British government for street lights, the light poles 
should have a height of 6-12, 6-30, 8-10 and 12-18 m in small towns, city centres, 
motorways, and roads, respectively [80, 81]. Lighting falls into different classes based 
on the areas and applications. The ME lighting class refers to lighting of motorized 
roads with medium to high speed driving speed and the luminance level vary from 2 
to 0.3 cd/m2 for ME1 to ME6 classes, respectively. The CE lighting class represents 
the lighting for areas where vehicles have to expect other road users (e.g., pedestrians 
and cyclists) and areas such as complex road intersections, roundabouts, queuing areas, 
shopping streets, etc. In this class, the illuminance intensity is important and ranges 
from 50 to 7.5 lux for CE0 to CE5 class. S and A classes are related to lighting intended 
for the pedestrian and cyclists on footways, cycle-ways, pedestrian streets, emergency 
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lanes, residential roads, schoolyards, parking places, etc.  The luminance level in the 
S class ranges from 2 to 15 lux [82]. In order to avoid light pollution, different types 
of street lights are defined depending on the vertical light distribution (see Fig. 2.6) as 
in [83]: 
 Full cut-off luminaires: a maximum of 10% of the total lumens are emitted 
at the angles of >80o and <90o and 0% at >90o. 
 Cut-off luminaires: a maximum of 10% of the total lumens are emitted at 
an angle of >80o and 2.5% at an angle of >90o. 
 Semi cut-off luminaires: a maximum of 20% of the total lumens of the 
lamp is emitted at >80 and 5% at >90. 
 Non-cut-off: the light emits to all directions. 
 
(a) 
 
(b) 
 
(c) 
Figure 2.6: Definition of cut-off criteria: (a) full cut-off, (b) cut-off, and (c) semi cut-off [83]. 
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In [84], a rectangular street light illumination is presented using two cylindrical 
spherical lenses to create a uniform illumination pattern on the road surface with a 
divergence-angle ratio of 7:3. The arrangement of streetlights depends on the geometry 
of the road, the ground condition of the road, the environmental requirements, physical 
characteristics of the mast, the space available for maintenance, the available budget, 
etc. [83]. The most common arrangements are single-sided, staggered, opposite, and 
central/twin central as shown in Fig. 2.7. 
 
(a) 
 
(b) 
 
 
(c) (d) 
Figure 2.7: Arrangement of streetlights: (a) single-sided, (b) staggered, (c) opposite, and (d) 
central/twin central [83]. 
2.2.1.2.1 LEDs 
LEDs are vastly being used for illumination as they are cost-effective, low power 
consuming, illumination efficient, compact in size and they require low maintenance 
cost. LEDs unlike traditional light sources such as compact fluorescent light (CFL) 
and incandescent bulbs can switch on and off at a fast speed, which makes it a viable 
option for communications [1]. Early versions of phosphor-based white LEDs, which 
are made of Gallium Nitride (GaN) semiconductors offer a modulation bandwidth 
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limited to several MHz, which is due to long response time of the yellow phosphor. 
Using blue filters [85] and pre-equalizations [64], the modulation bandwidth can be 
increased to ~20 MHz and 45 MHz, respectively. With the introduction of micro-
scaled LEDs (𝜇LEDs), the modulation bandwidth is increased further by orders of 
magnitude. In [86], a 72-𝜇m LED with a bandwidth of 245 MHz, which is an order of 
magnitude more than standard white LEDs, was reported for a wavelength of 450 nm, 
while by decreasing the size to 44 𝜇m the bandwidth increased to ~430 MHz [87]. 
Later, a bandwidth of >800 MHz for a 450-nm 𝜇-LED was presented in [62] for VLC. 
Recently, a nonpolar InGaN/GaN 𝜇LED is proposed with improved bandwidth of 1.5 
GHz [88], which is further extended to  2.5 GHz [63], which is the highest bandwidth 
reported for an LED to date. However, the drawback of the micro-LEDs is the low 
output intensity level for illumination. This means that for a typical room illumination 
a large number of LEDs (i.e., 𝜇-LED array) will be required thus leading to increased 
cost, which could eventually reduce as more of these devices are used [89]. In the car 
industry, Lexus is the pioneer in using LED-based  headlights in LS 600h L series, 
followed by Audi (R8 V-12 TDI series) [90]. Nowadays, most car manufacturers are 
considering the use of LEDs for both head and taillights. 
2.2.1.2.2 Laser Diodes (LDs) 
LDs with more converged emission and smaller size compared to LEDs, are a better 
option for high beam headlights for long-range illumination. LDs are particularly 
impressive due to their small size, where a single LD is much brighter light that a LED. 
The primary benefit for drivers is that these headlights will have the longest range 
provided by any current headlight technology. This offers the driver improved 
visibility, resulting in increased road traffic safety. In addition, LDs offer a narrower 
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spectral linewidth and higher modulation bandwidth than LEDs. With the current 
advances in the design of LDs, the modulation bandwidth can reach up to ~730 MHz 
for LD with an external cavity length of 19 cm [91]. In 2014, laser headlights were 
first adopted in BMW i8 series for an improved quality of illuminations (see Fig. 2.8). 
Compared to LED headlights, BMW laser lights are much brighter, which enhances 
the visibility from 300 m to 600 m and consume 30% less energy [92]. Following 
BMW i8, this technology was adopted in Audi R8 LMX, and BMW 7 series [93].  
 
Figure 2.8: Laser headlights (right) offer increased visibility compared to LED headlights (left) 
[92]. 
2.2.1.2.3 Organic LEDs (OLEDs) 
OLED, which is mainly made of long-chain polymers (PLED) or small organic 
molecules (SMOLED), is an emerging technology in the light industry. This 
technology is particularly used in displays as it provides an improved image quality in 
terms of contrast and colour range [94]. Besides, OLEDs can be made flexible, which 
is ideal for decorative lighting fixtures and where the light needs to be attached to a 
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non-flat surface. Recently, Royole introduced the world’s first foldable screen called 
FlexPai with an OLED display [95]. Furthermore, OLEDs can be designed to be 
transparent in large proactive areas [96]. Although the illumination level and the 
luminous efficacy of typical OLEDs (i.e., 80-90 lm/W) [97] is comparably lower than 
to phosphor-based white LED (~160 lm/W) [98], RGB-based white LED (330 lm/W) 
[98] and phosphor-based white LD (~223.71 lm/W) [99],  OLEDs are being used as a 
dazzle-free option for headlights in car industries. Audi proposed the OLED matrix 
taillight on TT RS series for the first time in its production line [100]. BMW is another 
pioneer, which has decided to equip the M4 GTS series with OLED taillights [101]. 
2.2.2 Channel  
2.2.2.1 Surface Reflection 
In vehicular communications, the channel can be either LOS or NLOS. The NLOS 
cover reflections from road surface, walls, pavement, etc. Reflections can be classified 
into three general types; specular, spread, and diffused reflections (see Fig. 2.9). 
Specular reflections occurs in polished surfaces, where the incident light beam is 
reflected at the same angle. In rough surfaces, the incident light is reflected at more 
than one angle, causing what is known as spread reflection. Diffuse reflections, also 
known as Lambertian diffusion, happens when a light beam hits a matt surface and is 
reflected in all directions following a first order Lambertian pattern [102]. On road 
surfaces and pavements various conditions (e.g., dry, wet, icy, etc.) can cause 
reflections to be a combination of diffuse and specular [103]. Besides, the reflective 
coefficient of the road surface may vary depending on how long the road was being 
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used. To quantify the reflectivity of the pavement and road surfaces two parameters of 
average luminance coefficient Q0 and the mirror factor S1 as well as a reflection 
coefficient table also known as the r-table are used. As a general rule, higher Q0 
indicates road being more matt whereas higher S1 means shinier road and more 
specularity [104]. Reflection coefficient is an effective indicator of the absorbance of 
the material, which is defined as the ratio of total luminance from an element of surface 
to the total illuminance from the same element of surface. For a typical asphalt road, 
this coefficient is 0.1 to 0.2 [105]. More details on the channel modelling for OCC 
systems will be given in Chapter 4.  
 
(a) 
 
(b) 
 
(c) 
 
(d) 
Figure 2.9: Reflection patterns from road surfaces: (a) specular, (b) spread, (c) diffuse, and (d) a 
combination of specular and diffuse. 
2.2.2.2 Turbulence 
In outdoor environments, VLC is vulnerable to atmospheric conditions such as fog, 
haze, rain, snow, and atmospheric turbulence, also known as fading and scintillation. 
 33 
 
Scintillation is temporal and spatial variation in the intensity of the received light 
beams. Scintillation can be a result of phenomena such as pressure and temperature 
gradients, which yield to random variation in pressure and temperature (hence different 
refraction indices) in the medium along the beam path. In outdoor VLC systems, this 
effect can be observed as heatwaves in hot sunny days or distorted images of distant 
objects. To model scintillation, log-normal for weak turbulences and Gamma-Gamma 
and K-distribution for strong turbulences are used [106]. In some outdoor applications, 
the channel may change slowly, hence sufficient time to estimate the channel state 
information accurately. In these scenarios, a symbol-by-symbol maximum likelihood 
(ML) [107] or ML sequence detection (MLSE) [108] can be employed provided that 
the marginal distribution of channel coefficient is known at the Rx. However, in C2C 
communications where the vehicles move at a relatively high-speed, channel will 
change rapidly. In order to mitigate the impact of fading, repetition coding (RC) is 
used in [106] for an outdoor MISO VLC system under a weak turbulence region, which 
could achieve a BER of 3.8 × 10−3 at  SNR of ~8 using two Txs and coding block 
length of 101 bits. In this thesis, we consider a car to infrastructure NLOS scenario, 
which can function during the nighttime, as streetlights are on at nights or heavy 
overcast situations. In these scenarios, usually the floor surface is not hot enough to 
produce heatwaves. Therefore, in this work we do not consider the impact of 
turbulence on the proposed system. 
2.2.2.3 Absorption and Scattering 
In the atmosphere, parameters such as snow and dense dust can absorb a part of 
transmit power, which results in reduced received power, hence SNR. Moreover, the 
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small water particles of rain and snow can absorb and scatter the light. More 
importantly, heavy fog can strongly reduce the received power through a combination 
of absorption, scattering and reflection, which can be observed as reduced visibility 
[109]. The impact of Fog on the SNR of the received signal is investigated in [110]. It 
is shown that, at visibility level of 50 m and a distance of 20 m, the path losses due to 
rain and dense fog are ~0.5 dB and ~3 dB, respectively. It is shown that, in a PD-based 
vehicular VLC system for OOK-NRZ and a transmit power of 10 dBm, the maximum 
distance to achieve a BER of 10−6 under conditions of clear, rain, and fog with a 
visibility of 50 m is ~72, ~69, and ~53 m, respectively. In [111], the impact of fog on 
vehicular communications is mitigated using multiple PDs with the help of a Fresnel 
lens and SC, which enabled the system to achieve a SNR of ~33 dB under a heavy fog 
condition over a link span of 1 m. In this work we only consider a road under clear 
condition. Outdoor cases with fog, rain, etc.  will be considered as part of the future 
work. 
2.2.2.4 Ambient Light 
The most significant problem in C2C VLC is the strong background noise caused 
by solar radiations during daytime or artificial lights during night time [112]. Note, the 
outdoor illuminance can vary from 120,000 lux for direct sunlight at noon to less than 
5 lux for thick storm clouds. PDs may become saturated if they are in direct exposure 
to the sunlight, which leads to deterioration of the system performance as it blinds the 
Rx in capturing the modulated signals from Txs. However, in V2V and V2I VLC 
systems, the sun can only shine directly on a PD at the sunrise and the sunset [113]. 
Even if the PD is not saturated, the shot noise due to the ambient light can severely 
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affect the SNR of the link. To alleviate the impact of ambient light-induced shot noise, 
a solution is to reduce the FoV of the Rx. In [114], it was shown that this is possible 
for a FoV of 20o where a BER of 10−7 at a distance of 50 m was achieved. However, 
by reducing the FoV, the mobility decreases. The other approach is to use direct 
sequence spread spectrum (DSSS), which enables a communication over a link span 
of 40 m by expanding each bit to 10 bits, hence reducing in the data rate [115]. Since 
the streetlights are normally on during nighttime, the performance of the proposed 
system in this research work is limited to the nighttime. Therefore, we do not consider 
the impact of sunlight. However, the impact of artificial ambient light will be 
investigated in Chapters 5 and 6. 
2.2.3 Receiver 
In VLC systems, two types of detectors are commonly used at the Rx: (i) PDs; and 
(ii) image sensors (ISs) i.e., multi-array PDs as in cameras. This section gives an 
overview of each. 
2.2.3.1 PDs 
Typical commercial silicon (Si)-based positive-intrinsic-negative (PIN) PDs can 
provide a 2 GHz of bandwidth for a photosensitive area 𝐴PD of ~0.00785 mm
2 [116]. 
Higher bandwidth in PDs yields to smaller photosensitive area, hence reduced optical 
gains. On the other hand, due to limited Étendue of PD-based Rxs, with increase in the 
optical gain, the FoV decreases. In [117], a fluorescent antenna was used to boost the 
optical gain to 12 while maintaining a full-width half-maximum FoV at 120o. At a low 
intensity of light, PIN PDs do not offer the required SNR. Alternatively, avalanche 
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PDs (APDs), which have built-in first stage gain, can be employed under low 
illumination conditions. The commercial Si-based APDs with 𝐴PD =  0.0314 mm
2 
can reach a bandwidth of 2 GHz at a wavelength of 700 nm offering a gain of 100 
[118]. The other option is the single-photon avalanche PDs (SPADs), which works 
above the breakdown voltage and are capable of detecting a single photon. However, 
at the detection of a photon, the bias voltage across the SPAD drops. In order to detect 
the second photon the bias voltage needs to recover and hence the “dead time”. In 
order to mitigate the “dead time”, an array of SPADs has been employed [119]. 
However, the APDs and SPADs are very costly and require high bias voltage levels of 
~100 and ~10 V, respectively. Besides, PD-based VLC systems are for short-range 
links and are complex to implement for multiple access-based schemes, and suffer 
from high-level of ambient light noise. 
2.2.3.2 Cameras 
A cameras , on the other hand, are well-developed and cheap, which can be  
considered as a massive MIMO Rx, thus offering spatial separation of multiple light 
sources as well as spatial diversity [3], [4]. Buick was the first company, which 
employed a camera on Centurion XP-301 series in 1956, to give the driver a rear view 
of the vehicle [120]. Since then, many other manufacturers have used cameras to assist 
the drivers. Moreover, the luxury division of Nissan, Infiniti, for the first time 
employed cameras in the new technology called Omniview technology or Birdview on 
Infiniti EX35 SUV series, which assists the driver in parking with a 360o view of the 
car. Now the car manufacturers are installing a dashcam to record while driving for 
accident and insurance purposes, parking, protection against the crash for cash frauds, 
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report dangerous drivers, capture and report road rage incidents and record driving 
memories. In addition, Mercedes-Benz has developed a technology based on stereo 
camera to detect the pedestrians and other obstacles within a range of 35 m in order to 
avoid accidents. Typical cameras have a low frame rate within the range of 30 to less 
than few thousand frames per second, hence a low speed Rx. However, with the 
imaging MIMO capabilities of the camera, higher order modulation schemes together 
with the RS effect can be effectively utilised in order to increase the data rate in OCC. 
Accordingly, since cameras are already available on most cars, they are a suitable 
option as Rx in low-data-rate road safety and traffic related applications as part of the 
ITS. Thus, in this thesis the camera-based Rx is investigated and is covered in details 
in Chapter 3. 
 
2.3 Summary 
In this Chapter, different parts of a VLC system, including Tx, channel, and Rx was 
discussed. The typical modulation schemes in VLC was reviewed. The regulations on 
the light sources in ITS was discussed and the advancements in the literature on LEDs, 
LDs, and OLEDs were reviewed. The NLOS channel in VLC-based ITS, which 
includes the road surface and the pavements, was introduced and characterized in 
terms of reflectivity. In addition, different types of optical Rxs with the current place 
in the car industry was discussed.  
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Chapter 3 OPTICAL 
CAMERA 
COMMUNICATIONS 
3.1 Introduction 
Following the introduction of the charge-coupled device (CCD) in 1969 by AT&T’s 
Bell Labs for use in semiconductor memory devices, Michael Tompsett invented the 
CCD image sensor, which was the first electronic photography device. Later in 1975, 
the first digital camera built by Kodak had a CCD sensor with 0.01 megapixels image 
capability [121]. In the early 1990s, National Aeronautics and Space Administration 
(NASA) initiated a research on the employing CMOS technology as an architecture 
for imaging devices, which was commercialize as CMOS ISs in 1995 [121]. By 2005, 
almost all cameras were using this technology, thus the emergence of digital cameras. 
Nowadays, digital cameras with ISs containing a large number of micro-scale PDs are 
used for photography, vision, surveillance, motion detection, augmented reality [40], 
virtual reality [122], localization [123, 124], and data communications [125]. This 
development has led to the emergence of OCC, which has gained interests within the 
researchers [126] and is being considered as an option in IEEE 802.15.7m (TG7m) 
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visible light communication task group [127]. A number of applications for OCC in 
IEEE 902.11-17/0962r1 [128] have been proposed including indoor localization [129], 
digital signage [130], lighthouse-to-ship/ship-to-ship communications [131], and 
drone-to-drone communications for collision avoidance [132]. 
ISs are also used in C2C communications [6, 9, 43, 133]. ISs (or cameras), unlike 
PIN or APD PDs, are capable of differentiating the angle of arrival of light beams 
being received from different directions. As such, they provide a viable option to 
establish spatial division multiplexing in VLC [126]. In addition, in VLC systems, the 
level of interference using OCC is considerably lower than PD-based Rxs, which is 
particularly useful in C2C communications, where large number of mobiles and fixed 
optical Txs are in use. Moreover, due to longer sampling time and integrated high 
quality circuits, OCC offer relatively higher SNR compared to LiFi, which is beneficial 
in C2C communications with longer transmission ranges (i.e., tens of meters). The 
output intensity of head and taillights available in the market is limited, which limits 
the received optical power level at the Rx thus leading to a reduced transmission range 
or reduced data rates in PD-based VLC systems. However, ISs-based Rxs can 
overcome the power limitation by simply adjusting the exposure time, ISO, or aperture 
of the camera.  
Accordingly, in this thesis, a camera is used as a Rx in C2C communications. In this 
Chapter, the modulation formats developed specifically for the OCC system are 
reviewed. Furthermore, the channel model for the LOS and NLOS based systems are 
reviewed and discussed. Also presented are the typical camera structure (lens and IS) 
and the parameters related to the exposure of the picture and gamma correction. 
Finally, the dominant noise sources in IS-based Rxs and the combining techniques 
adopted in OCC are discussed. 
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3.2 OCC 
Figure 3.1 shows a block diagram of a typical OCC communications system. The 
input data 𝑑𝑘(𝑡) is modulated 𝑥𝑘 prior to intensity modulation (IM) of the light source 
(i.e., LED). The modulated light beam 𝑥op is transmitted over the free space channel. 
At the Rx side, the camera is used to capture images of intensity modulated LEDs in 
order to recover the data. 
  
Figure 3.1: The block diagram of a typical OCC system. 
3.2.1 Transmitter 
The Tx is composed of the modulator, LED driver and LEDs.  
3.2.1.1 Modulator 
The random data stream 𝑑𝑘 is applied to the modulator, LED driver and LED in 
order for transmission over  the OCC (i.e., free space) channel. In OCC systems with 
RS- and non-rolling-shutter (NRS)-based detection mechanisms, there are a number 
of modulation schemes that can be used. In [53], the simplest scheme of return to zero 
(RZ) or non-return to zero (NRZ) OOK based VLC with a data rate higher than the 
frame rate of camera was presented. In NRS-based OCC, the camera is only sensitive 
to the intensity of the light, as such advanced modulation techniques such as m-ary 
phase shift keying (m-PSK) and m-ary quadrature amplitude modulation (m-QAM) are 
implemented spatially.  
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Unlike in VLC, flickering is the major issue in OCC due to the low frame rate of the 
camera. One of the most popular techniques to avoid flickering is the under-sampled 
frequency shift OOK (UFSOOK) modulation scheme, which uses OOK with two 
different frequencies for two alternative sequences of ‘0’ and ‘1’ [56]. Note that, the 
camera samples either high or low intensity of the received signal provided the sample 
interval of less than one chip duration of the high frequency symbol. In contrast, the 
human eye do averaging over alternating symbols. A similar concepts known as 
undersampled phase shift OOK (UPSOOK) was proposed in [134], where the phase 
shift between two symbols was used to transmit data at double the data rate compared 
to UFSOOK. In [45], a spatial-2-phase-shift-keying (S2PSK) scheme was proposed 
for C2C communications. In this scheme, one taillight transmits an alternative 
sequence of ‘0’ and ‘1’, and based on the bit value of the data, the other taillight 
transmits the same sequence with a phase difference of ‘0’ or ‘180’ degrees. The 
advantage of this scheme are (i) flexibility of using cameras with variable frame rates; 
and/or (ii) using mismatch frequencies at the Tx and the Rx. In [135], an under-
sampled-PAM scheme with a 50 fps camera was used to increase the modulation order 
and hence the transmission data rate to 250 bps. In addition, in [136], an under-sampled 
1024-QAM scheme was demonstrated using two LEDs one each for the in-phase and 
the quadrature phase information of the QAM signal, where 32-PAM was used to 
generate 1024-QAM and a 50 fps camera was used to achieve a data rate of 500 bps 
for a 50 fps camera was achieved. Colour shift keying (CSK) modulation was 
demonstrated for a red-green-blue (RGB) LED to achieve data rates of 150 bps and 
5.2 kbps in [4] and [137], respectively. In [138], a priority-based modulation scheme 
was proposed for traffic lights as part of ITS, employing a 2D fast Haar wavelet 
transform to modulate the data on different spatial components. As a result, high and 
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low priority signals with low and high data rates were transmitted over longer and 
shorter distances, respectively. In this thesis, OOK modulation, which is the simplest, 
is used for IM of the light sources (i.e., LEDs). However, the algorithms proposed in 
this thesis can be also adopted in other modulation schemes. 
3.2.1.2 LED driver and LED 
The output of the modulator 𝑥𝑘 (in Volts) is then applied to the LED driver for IM 
of the LED, see Fig. 3.2. The LED drive current is given by: 
𝐼LED ≅
𝑥𝑘   
𝑅e
, (3.1) 
where 𝑅e is the emitter resistor.  
 
Figure 3.2: A typical voltage to current transducer used for driving LED. 
A wide-beam optical source can be represented by a unit orientation vector , 
transmit power 𝑃t, position vector 𝐫t, and radiation intensity pattern 𝑅t(𝜃). For a 
uniaxial symmetrical light source, a generalized Lambertian radiation pattern model 
can be used, which is expressed as [139]: 
𝑅t(𝜃) =
𝑚t + 1
2𝜋
cos𝑚t(𝜃), 
(3.2) 
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where 𝑚t = ln(2) / ln (𝜙1
2
) is the mode number of the radiation lobe. Figure 3.3 
shows a Lambertian radiation pattern for different mode numbers. 
 
Figure 3.3: Lambertian illumination patterns. 
3.2.2 Channel 
In OCC, the transmission link can be LOS [9, 44, 45], NLOS [27, 140], or both. 
The channel impulse response for the LOS link can be represented as a matrix 𝐇ch =
[ℎch,𝑢,𝑣]𝑈×𝑉, where 𝑈 and 𝑉 are the number of rows and columns of the image sensor 
and ℎch,𝑢,𝑣 is the channel impulse response of  the (𝑢, 𝑣)-th pixel. Using a single LED 
and a Gaussian mixture model, ℎch,𝑢,𝑣 is estimated as [32]: 
ℎch,𝑢,𝑣 = 𝐴∑
𝜅2𝑐𝑘
2𝜋𝜎𝑥,𝑘𝜎𝑦,𝑘𝜅𝑜2
𝑣
𝑘=1
×∫ ∫ exp(−
𝑥2
2𝜎𝑥,𝑘
2 −
𝑦2
2𝜎𝑦,𝑘
2 )𝑑𝑦𝑑𝑥
𝑎𝑦+
𝑎
2
𝑎𝑦−
𝑎
2
𝑎𝑥+
𝑎
2
𝑎𝑥−
𝑎
2
, 
(3.3) 
where 𝐴 = 1/𝑎2, 𝑎 is the pixel length, 𝜅0 and 𝜅 are the magnification factor of the 
camera at a reference link span 𝐿s,0 and at a distance of 𝐿s, respectively, 𝜎𝑥,𝑘
2 =
(
𝜅
𝜅0
)
2
𝜎𝑖
′2 + 𝜎𝑏,𝑥
2 , and 𝜎𝑦,𝑘
2 = (
𝜅
𝜅0
)
2
𝜎𝑖
′2 + 𝜎𝑏,𝑦
2 , with 𝜎𝑖
′ denoting the parameter of the 
 44 
 
model and 𝜎𝑏,𝑥 and 𝜎𝑏,𝑦 is the standard deviations in the x and y directions on the image 
plane, respectively. In (3.2), 𝑎𝑥 =  (𝑢 − 𝑖)(𝑎 + 𝑔) − 𝜉𝑥 and 𝑎𝑦 =  (𝑣 − 𝑗)(𝑎 +
𝑔) − 𝜉𝑦, where (𝜉𝑥 , 𝜉𝑦) and (𝑖, 𝑗) are the coordinates of the centre of the image and 
the nearest pixel to this centre, respectively and 𝑔 is the gap between two pixels.     
Most OCC systems reported are based on the LOS configuration. However, in 
scenarios where the Txs are not within the LOS FoV, such as for two vehicles 
approaching a cross-road and vehicles travelling on a motorway, the communication 
channel will be via NLOS. In NLOS, reflected beams normally have large off-axis 
projected optical illumination footprints, which can increase the link tolerance to the 
camera movements. In [27], a RS camera and Manchester coding were employed to 
avoid flickering while capturing the reflected lights from the floor surface. Frequency 
shift keying was adopted in [140] for an RS-based OCC using reflected lights from 
surfaces. A data rate of 10 bps was achieved using a camera with frame rate of 30 fps 
for a MIMO system in an indoor environment. However, this approach is not efficient 
for OCC in terms of the bitrate. A long distance RS-based OCC approach was proposed 
in [55], which was based on the reflections from the floor surface at a distance of 1.5 
m. Multi-level illumination [141] and Manchester coding with variable pulse widths 
[142] are other techniques used in NLOS RS-based OCC. A novel spatial multiplexing 
scheme for NLOS RS-based OCC with PSK was proposed in [143], where a data rate 
of 4.5 kbps was achieved at a distance of 1 m. However, RS-based OCC is not a 
suitable option for ITS, as its performance highly depends on the footprint of the light 
source. Since in ITS the link span is more than 5 m and the camera has a wide FoV 
located at ~1.3 m from the road surface, the footprints of the reflections are small 
especially at longer distances. Therefore, in the rest of the thesis, NRS-based OCC is 
considered. In Chapter 4, a comprehensive channel impulse response for NLOS OCC 
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is proposed. 
3.2.3 Receiver 
Figure 3.4 depicts a cut-through of a typical digital camera. The camera consists of 
a complex lens system, an adjustable aperture, optical low pass filters, an infrared cut 
filter, a micro lens array, a colour filter array and a sensor chip. Here, the structure and 
functionality of the main parts of a camera are briefly discussed. 
 
Figure 3.4: A simplified cut-through of a camera. 
3.2.3.1 Lens System 
A lens is a device to converge or diverge light beams. In imaging, convex lenses are 
used to create a real image on the image plane of the camera, which is located at the 
image sensor plane. However, for the purpose of variable magnification and image 
correction, usually a complex set of convex and concave lenses are used in a lens 
system. Nevertheless, the overall complex lens system can be represented by a single 
lens with variable focal length, aperture size, and position (see Fig. 3.5). Therefore, in 
Chapter 4, the lens system is replaced by a single lens for simplicity, and the equations 
for the proposed system are derived. The magnification factor of the lens can be 
expressed as:  
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𝜅 =
𝑓
𝑓 − 𝐿s
, (3.4) 
where 𝐿s is the distance of the object from the lens and 𝑓 is the focal length of the lens. 
  
Figure 3.5: Ray tracing using a convex lens. 
3.2.3.2 Image Sensor 
A typical pixel structure of IS is illustrated in Fig. 3.6. A micro-lens array is used 
to increase the light collection efficiency of the IS since only a part of it is sensitive to 
the incoming photons. Following a colour filter array, which is used to recover the 
colours of the scene in the camera, part of the photons are absorbed by the PD to 
generate photoelectrons. To transfer charges from PDs to image processing circuits 
two techniques are used as outlined in the following. 
 
Figure 3.6: The structure of a pixel. 
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3.2.3.2.1 CCD Image Sensor 
CCDs refer to devices where charges are transferred by moving them between 
capacitive bins within the device one at a time. In CCD cameras, the photosensitive 
region absorbs the light photons and a shift register region acts as the transmission 
part. In the CCD’s structure, a large number of metal-oxide semiconductor (MOS) 
capacitors are placed within a close space to each other. The charge packet in the i-th 
potential well, see Fig. 3.7(a), can be transferred to the next well if a high voltage is 
applied to the electrode on both wells, thus forming a coupled potential well. In this 
case, the electrons from the i-th well can spread over the coupled well, see Fig. 3.7(b).  
Reducing the applied voltage on the electrode of the i-th well, the electron packet is 
completely transferred to the (i+1)-th well, see Fig. 3.7(c). In CCD cameras, the 
electron packets of each pixel are read through a vertical CCD (VCCD) and a 
horizontal CCD (HCCD) process, see Fig. 3.8. A single trans-impedance amplifier at 
the end of the horizontal CCD process then amplifies the electron packets. One of the 
artefacts of this architecture is the blooming effect, where the electrons from 
oversaturated pixels flow to the vertical neighbour pixels. 
 
(a) 
 
(b) 
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(c) 
Figure 3.7: The concept of CCD charge transfer: (a) Gate1 is activated by high voltage and 
Gate2 is deactivated, (b) both gates are activated, and (c) Gate1 is deactivated and Gate2 is activated. 
 
Figure 3.8: Charge transfer in a CCD camera employing a vertical CCD followed by a horizontal  
CCD [144]. 
3.2.3.2.2 CMOS IS 
Complimentary metal-oxide semiconductor (CMOS) technology is a mature 
technology used in a wide range of devices such as solid-state memories, CPUs, and 
ISs. In the CMOS technology, metal-oxide semiconductor field effect transistors 
(MOSFET) are used for switching. The applications of CMOS cameras range from 
professional photographing cameras, low-cost cameras, and surveillance to industrial 
high-speed machine vision.  The advantages of using CMOS over CCD cameras 
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include low power consumption, faster readout, more programmability, and low cost. 
Accordingly, CMOS is preferred for communication applications in the literature [6, 
9, 27]. In a CMOS active pixel sensor (APS), each pixel is equipped with an amplifier 
(see Fig. 3.9), providing suppressed noise generated in the signal readout path (e.g., 
smear artefact, which occurs in the form of vertical streaks as a result of photodetectors 
being exposed to the light during readout process [145]). Pixel scanning in CMOS 
cameras is based on the X-Y address scheme, providing flexibility to activate the 
desired pixels. This helps to increase the readout speed (i.e., achieves a higher frame 
rate and a low power consumption). In C2C communications, this feature can be 
beneficial because when the link span increases, the camera can limit its active area to 
increase the frame rate. Moreover, CMOS cameras are cheaper, which has motivated 
car manufacturers to adopt them for the dash and rear cameras. Therefore, in this thesis, 
a CMOS-based image sensor is employed. The drawback associated with CMOS 
cameras compared to CCD is that they have smaller optical sensitive active area, which 
results in a low SNR. Moreover, having an individual amplifier on each pixel yields 
more circuit noise and fixed pattern noise.  
 
 
Figure 3.9: CMOS architecture with the X-Y addressing readout method (recreated from [144]). 
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3.2.3.2.3 Rolling Shutter and Global Shutter 
In global shutter cameras, all pixels are exposed to the light at the same time, while 
in a RS camera, the reset and readout pulses are sent to each row sequentially (see Fig. 
3.10(a)). In very fast movements, RS cameras present a distorted shape of the object 
in the image, which is unpleasant for photography purposes. However, RS cameras 
can be utilized to increase the data reception rate. By employing a high frequency 
transmitted signal, each row of the image is exposed with a different level of light 
throughout the shape of the object if the exposure time is set to a very low value (see 
Fig. 3.10(b)). As explained earlier, RS-based OCC is not compatible with ITS. 
Therefore, in this thesis, a NRS-based approach is employed.  
 
(a) 
 
(b) 
Figure 3.10: (a) RS timing, and (b) RS-based data reception 
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3.2.3.2.4 Bayer Pattern 
In digital cameras, a very popular approach to record the colour information of 
objects is to use a colour filter array (CFA). CFAs consist of an array of alternating 
colour filters, each located in front of a PD. Thus, a different colour band, usually red, 
green, and blue, illuminates each PD. The most popular CFA pattern is the Bayer 
pattern, where the number of green filters is double the number of red and blue filters. 
The reason behind this arrangement is that the human eye is more sensitive to the green 
colour, hence the need to have precise green information (see Fig. 3.11(a)) [146]. 
Figure 3.11(b) illustrates a RGBG Bayer pattern. In order to retrieve the information 
of other colours at each pixel, a demosaicing algorithm is required. This algorithm can 
be as simple as a linear interpolation, or can involve complex non-linear interpolators 
[147].  
  
(a) 
 
(b) 
Figure 3.11: (a) Spectral efficiency of the human eye as a function of wavelength [148], and (b) Bayer 
pattern colour filter array [149]. 
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The available LED-based streetlights and head and taillights are single tone (i.e., 
either white LEDs made from a blue LED coated by a yellow phosphorescence or red 
LEDs). Accordingly, in this thesis, colour division multiplexing and CSK are not 
considered. Therefore, before processing the frames of the video stream, it is converted 
to grayscale as advised in the BT.601-7 recommendation [150]: 
?̃? = 0.2989 × ?̃?R + 0.5870 × ?̃?G + 0.1140 × ?̃?B, (3.5) 
where ?̃?R, ?̃?G, and ?̃?B are the red, green and blue components of the image, 
respectively.  
3.2.3.3 Noise in Image Sensors 
The noise in ISs can be categorised as either temporal or spatial noise.  
3.2.3.3.1 Spatial Noise 
The spatial noise is known as the fixed pattern noise (FPN). In a CMOS image 
sensor, FPN in dark conditions is mainly due to the dark current non-uniformity, 
whereas under illumination, it is a result of the gain variation of the active transistors 
inside each pixel. The number of dark current charges can be calculated via [144]: 
𝜎dark
2 = 𝑁dark =
𝐼dark𝑇exp
𝑞
, (3.6) 
where 𝐼dark is the dark current produced in the PD, 𝑇exp is the exposure time, and 𝑞 is 
the electron charge. 
3.2.3.3.2 Temporal Noise 
The main temporal noise sources in an image sensor are thermal noise, photocurrent 
shot noise, and flicker noise.  
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 Thermal noise in a camera mostly occurs in the form of readout and reset 
noise and is a result of thermal agitation of electrons in the resistance of the 
circuits in a Bandwidth of 𝐵. The variance of the thermal noise can be 
calculated as follows [144]: 
𝜎thermal
2 = 4𝐾𝑇𝐵 (𝑅 +
1
4𝐶
+
𝜛
𝑔m
), (3.7) 
where 𝐾 is Boltzmann’s constant, 𝑇 is the temperature in kelvin, 𝑅 is the 
resistance, 𝐶 is the capacitance at the reset gate, 𝑔m is the transconductance 
of the MOS transistor and 𝜛 is a coefficient, which depends on the modes of 
the MOS transistor operation.  
 Photocurrent shot noise occurs mainly due to the stochastic nature of the 
photo conversion process in the PD. The probability that 𝑁𝑒 number of 
photoelectrons released in a 𝑇exp time interval has a Poisson distribution with 
a mean of 𝑁𝑒̅̅ ̅ is [144]: 
𝑃𝑁𝑒 =
𝑁𝑒̅̅ ̅
𝑁𝑒 exp(−𝑁𝑒̅̅ ̅)
𝑁𝑒!
. (3.8) 
Hence, the variance of the photocurrent shot noise 𝜎shot
2 = 𝑁𝑒̅̅ ̅.  
 In MOS transistors, there is another source of noise called flicker noise (also 
referred to as 1/𝐹 noise) and is calculated via [144]: 
𝑣1/𝐹
2 =
𝐾𝐹
𝐶𝑜𝑥𝑊mos𝐿mos
.
Δ𝐹
𝐹
, (3.9) 
where 𝐾𝐹 is a constant which depends on the device parameters such as 
transistor size, 𝐹 is the frequency, Δ𝐹 is the bandwidth, and 𝐶ox, 𝑊mos, and 
𝐿mos denote the gate capacitance, width and length of the MOS gate, 
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respectively. 
3.2.3.4 Exposure 
In a camera, three main parameters control the brightness level in the picture: 
exposure time, ISO, and the aperture. Here, each parameter is discussed in terms of the 
role it plays in the quality of the picture. 
3.2.3.4.1 ISO 
In ISs, sensitivity is defined as the ratio of the output signal of the image sensor to 
the exposure level, which is the product of illuminance and 𝑇exp [144]. In a 
photographic system, the ISO indicator shows the adequate exposure and can be 
obtained via: 
𝑆ISO  =
𝐾ISO
𝐸
, (3.10) 
where 𝐾ISO is a constant, which according to the standard ISO 2240 and ISO 2721 can 
be set to 10, and 𝐸 is the exposure measured in lux-seconds (i.e., ISO 100 is equivalent 
to 𝐸 = 0.1 (lux-s)). After sampling, a programmable gain amplifier (PGA) is used to 
effectively utilize the input range of the analogue to digital converter (ADC) (see Fig. 
3.8). The PGA controls the ISO speed, where with every doubling in ISO speed, the 
brightness of the image is doubled [144]. 
3.2.3.4.2 Aperture 
The aperture is a device, similar to a pupil, installed in the lens system of the camera 
to control the amount of light coming through the lens system. It usually consists of a 
number of blades that form a circular shape (see Fig. 3.12(a)). A parameter called the 
 55 
 
𝑓-number usually represents the diameter of the aperture: 
𝑓# =
𝑓
𝐷lens
 (3.11) 
where 𝐷lens is the diameter of the aperture. For example, for a given 𝑓 the area of an 
aperture with an 𝑓-number of 𝑓/5.6 is double the area of an aperture with an 𝑓-number 
of 𝑓/4. Although, larger apertures yield higher SNRs, they decrease the depth of field, 
which is defined as the range of distance from the plane of focus, where objects look 
reasonably sharp in the image. The out-of-focus objects look unclear, which is due to 
the image of the object being created in another plane other than the image sensor 
plane. In this situation, every point on the clear image of the object is convoluted by a 
circle of confusion (CoC), which has the same shape as that of the aperture surface. 
The concept of the circle of confusion is illustrated in Fig. 3.12(b).  
  
(a) (b) 
Figure 3.12: (a) An aperture, and (b) circle of confusion: when the point source is too close or too 
far to the camera. 
3.2.3.4.3 Exposure time 
As explained earlier, before exposing the PDs to the light, each pixel needs to be 
reset. Due to the parasitic capacitance 𝐶 of the PD, the resetting  duration is 𝑇res. In 
the time interval between when the pixel is reset and when it is ready to be read-out 
(also known as the exposure time 𝑇exp), the PD is exposed to the light and accumulates 
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the photoelectrons. Accordingly, the read-out circuit at time 𝑡 = 𝑘𝑇fr + 𝑇res + 𝑇exp 
reads and samples the signal, where 𝑇fr is the frame duration. The CMOS APS pixel 
can be modelled as a linear shift-invariant (LSI) system [151]. Thus, the output signal 
of pixels can be calculated as: 
𝐘(𝑡) = (𝑥op(𝑡) × 𝐇ch(𝑡) + 𝐍(𝑡)) ⊗ 𝐇cam(𝑡)
= 𝐀∫ (𝑥op(𝜏) ⊗ 𝐇ch(𝜏) + 𝐍(𝜏)) 𝑑𝜏
𝑡
𝑡−𝑇exp
 
(3.12) 
where 𝐇cam(𝑡) and 𝐍(𝑡) denote the integrator impulse response and the noise of the 
image sensor, respectively. ⊗ denotes the convolution operator. 𝐀 =
− [
𝑔PIX(𝑢,𝑣)𝑔bℛ(𝑢,𝑣)
𝐶
]
𝑈×𝑉
, where 𝑔PIX and 𝑔𝑏 are the gain of the (𝑢, 𝑣)-th pixel amplifier 
and PGA, respectively, ℛ(𝑢, 𝑣) is the quantum efficiency of the PD, and 𝐶 is the 
capacitance at the (𝑢, 𝑣)-th pixel’s PD. If the integrator starts sampling at 𝑡 = 𝑘𝑇fr +
𝑇res, then we have: 
𝐘[𝑘𝑇fr] = 𝐀∫ 𝑥(𝜏)𝑑𝜏
𝑘𝑇fr+𝑇res+𝑇exp 
𝑘𝑇fr+𝑇res
, (3.13) 
where 𝑇fr = 1/𝑅𝑓 is the time interval between two frames. If the received signal 
remains unchanged during the exposure time,  then we have [151]: 
𝐇cam(𝑡) = 𝐀(Γ(𝑡) − Γ(𝑡 − 𝑇exp)), (3.14) 
where Γ(𝑡) is Heaviside step function. The frequency response of 𝐇cam(𝑡) can be 
expressed by applying a Fourier transform [151]: 
𝐇cam(𝜔) = 𝐀exp (−
𝑗𝜔𝑇exp
2
 )
2 sin(𝜔𝑇exp/2)
𝜔
, (3.15) 
where 𝑗 = √−1 and 𝜔 is the angular frequency. Accordingly, the -3 dB bandwidth of 
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the integrator is 𝐵 ≈
3.791
𝑇exp
. This means that, if the bandwidth of the RS signal is more 
than 𝐵, the output signal will be distorted. In addition, it can be concluded that under 
long exposures times, it is more likely that motion blur may occurs due to movement 
of the camera or objects within its FoV.  
3.2.3.5 Gamma Correction 
The human eye’s response to brightness follows a logarithmic law, known as the 
Weber-Fechner law, which is given by [152]: 
𝐼ab = 𝜒 log (
𝐼b
𝐼b,th
) , 𝐼b > 𝐼b,th, (3.16) 
where 𝐼b, 𝐼b,th, and 𝐼ab denote the magnitude of the brightness, the threshold 
brightness, and the apparent brightness, respectively and 𝜒 is a constant. Ideally, the 
brightness of a picture taken with a camera should follow the logarithmic curve of the 
human eye. As such, cameras change the brightness of the pictures in the JPEG format 
on a logarithmic scale as follows: 
𝐘𝐺(𝑘𝑇fr) = [𝑦𝐺(𝑘𝑇fr)]𝑀×𝑁 = 𝐺(𝐘(𝑘𝑇fr)) = 𝐘(𝑘𝑇fr)
𝛾, (3.17) 
where 𝐺(. ) is a logarithmic function intensity and 𝛾 is the gamma factor. This process 
is known as the gamma correction or the tone curve correction. However, different 
cameras may have slightly different curves. For instance, Canon cameras apply an S-
shape gamma curve shown in Fig. 3.13. This means that in the logarithmic scale, the 
slope of the curve might change with the input intensity. 
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Figure 3.13: The gamma correction curve for Canon cameras [153]. 
3.2.3.6 Combining Techniques in OCC 
In a camera, each pixel can be employed as an independent Rx to record independent 
information (i.e., a few million independent Rxs). Accordingly, the camera can be 
employed as a diversity Rx. In order to exploit the information at the diversity Rxs in 
a SIMO systems, there are a number of combining techniques available, including 
selection combining (SC) and gain combining [154]. The output signal 𝑦 in the gain 
combining technique is simply a linear combination of the received signals as given 
by [154]: 
𝑍(𝑘𝑇fr) = [𝐘𝐺(𝑘𝑇fr)]𝑁𝑟×1
T 𝐰𝑁𝑟×1 = ∑𝑤𝑛𝑦𝐺,𝑛(𝑘𝑇fr)
𝑁𝑟
𝑛=1
, (3.18) 
where 𝐰𝑁𝑟×1 = [𝑤𝑛]𝑁𝑟×1 is the matrix of combining weights (see Fig. 3.14). 
Depending on these weights, different combining techniques can be defined. In SC, 
the Rx compares the SNR, absolute power, or error rate of different branches and 
chooses the branch with the highest quality. In the case of equal noise levels on all 
branches, the SC detector selects the branch with the largest received amplitude. 
Therefore in 𝐰𝑁𝑟×1, only one of the elements is 1 and the rest are zero. 
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Figure 3.14: The general diagram of combining methods. 
The simplest gain combining method is the equal gain combining (EGC), where all 
the weights are unity. In this case, the received signal can be expressed as: 
𝑍(𝑘𝑇fr) = [𝐘𝐆]𝑁r×1
T × 𝟏𝑁r×1 = ∑𝑦𝐺,𝑛
𝑁𝑟
𝑛=1
(𝑘𝑇fr). (3.19) 
where 𝟏𝑁r×1 is the matrix of unity. Another combining method is the maximal ratio 
combining (MRC) method, where 𝐰𝑁r×1 = 𝐇𝑁r×1
H  and 𝐇𝑁r×1
H = [𝐻𝑘
H]
𝑁r×1
 is the 
Hermitian transform of 𝐇𝑁r×1 = [𝐇cam]𝑁r×1⊗ [𝐇ch]𝑁r×1, hence [154]: 
𝑍(𝑘𝑇fr) = [𝐘𝐆]𝑁r×1
T × 𝐇𝑁r×1
H , (3.20) 
This scheme maximizes the average output SNR [155]. It is also possible to use a 
hybrid selection/MRC (HS/MRC) or a hybrid selection/EGC (HS/EGC) method. In 
these methods, at each time instant, 𝑁r
′ < 𝑁r Rxs with the largest SNRs are chosen 
among 𝑁r Rxs, and then the EGC or MRC techniques are applied to the selected Rxs. 
The advantage of using HS/MRC and HS/EGC is enabling the use of only 𝑁r′ Rxs to 
extract the full diversity and a large array gain. In this thesis, HS/EGC and HS/MRC 
are adopted to extract information from a video stream in the presence of interference 
sources.  
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While SC is the most popular method in the OCC literature, EGC and MRC help to 
further improve the SNR of the received signal. In [32], MRC, EGC, and SC schemes 
were demonstrated for the proposed model of a single LED to camera 
communications. In [6] and [9], a customized IS was used, where each pixel was 
equipped by a low-frame-rate camera pixel and a high speed 𝜇-scale PD to receive 
high frequency information. A special SC method was developed to use the camera 
pixel to find the location of the Tx and activate the neighbour PDs. In [156] and [157], 
a SC scheme was used to recover the intensity of the Tx in a SIMO RS-based OCC, 
where the best column of the picture (i.e., the column with the most number of ribbons) 
was selected. In [27] and [158], a HS/EGC method was employed for a RS-based OCC 
to increase the SNR, and a correction method was proposed to correct the shape 
distortion. In Chapters 4 and 5, HS/EGC is adopted to extract the information from 
video frames under low to medium levels of interference. However, in Chapter 6, the 
performance of HS/EGC, HS/MRC and ZFE are compared under high levels of 
interference. 
In the demodulator, the combined signal is demodulated in order to recover the 
estimated data ?̂?. 
3.3 Summary 
In this chapter, a typical OCC system block diagram was presented. Furthermore, 
different modulation formats proposed in the literature for OCC in order to avoid 
flickering were reviewed. A channel model for LOS OCC was also introduced, and 
the research conducted in the literature on NLOS OCC was highlighted. A typical 
camera structure was subsequently illustrated, and the roles of the main part of the 
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camera (i.e., lens system, aperture, and image sensor) were discussed. In addition, 
different parameters that affects the exposure in a camera were explained in detail. A 
correction factor in the camera, namely the gamma curve, was also introduced. 
Moreover, noise sources in image sensors were discussed, and finally, combining 
techniques adopted in the literature were reviewed. 
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Chapter 4 SPACE DIVISION 
MULTIPLEXING HYBRID 
SELECTION/EQUAL GAIN 
COMBINING 
4.1 Introduction 
As discussed earlier, the OCC offer new possibilities for the use of VLC systems in 
a number of applications including display based transmission, D2DC - as part of the 
internet of things, and vehicular communications where the camera based Rx will offer 
multiple functionalities including vision, data transmission, localization and range 
measurement. A camera-based Rx in OCC, which is composed of an imaging lens and 
IS has many unique features including a wide FoV due to the PD array, as well as 
spatial and wavelength separation of light beams. 
Most OCC systems reported are based on the LOS transmission mode. However, in 
some scenarios the Txs are not within the LOS’s FoV. Figure 4.1(a) illustrates two 
vehicles approaching a crossroad, where the vehicle B is not in the FoV of the vehicle 
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A but the light beams and its reflections from the road surface are. Note, the blue area 
within the dashed lines is where the camera can see. Another example is when two 
vehicles travel on a motorway side-by-side where the camera can only pick the 
reflections of the headlight of the other car from the road surface (see Fig. 4.1(b)). In 
addition to car-to-car scenarios, the LOS link may not be available for car to 
infrastructure communications. For example, (i) lampposts in highways, which can be 
outside the camera’s FoV, where  light reflections from the road surface can be picked 
up by the camera (see Fig. 4.1(c));(ii)  a heavy goods vehicle blocking the LOS of the 
vehicle behind, see Fig. 4.1(d), where the camera can pick up off-axis projected optical 
illuminations induced reflections; (iii) in urban areas tall trees might block the 
streetlights as depicted in Fig. 4.1(e), where camera can only capture the reflected 
lights. 
  
(a) 
 
(b) 
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(c) 
 
(d) 
 
(e) 
Figure 4.1: Different scenarios where there is no LOS between the transmitter and Rx in C2C OCC: 
(a) two vehicles approaching a cross road, (b) two vehicles driving side-by-side in a highway, (c) 
Streetlight being out of FoV of the camera, (d) a truck blocking the LOS link, and (e) tall trees 
blocking the LOS link in urban areas [159]. 
In order to reduce the impact of channel crosstalk, different multiple 
access/multiplexing techniques based on time, frequency, space, wavelength and code 
have been proposed in VLC. These techniques include frequency division multiple 
access (FDMA)/multiplexing (FDM) [160], time division multiple access 
(TDMA)/multiplexing (TDM) [161], code division multiple access (CDMA) [162], 
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space division multiple access (SDMA)/multiplexing (SDM) [163], wavelength 
division multiplexing (WDM) [164], orthogonal frequency division multiple access 
(OFDMA)/multiplexing (OFDM) [165], non-orthogonal multiple access (NOMA) 
[166], etc. In RS-based OCC, FDMA/TDMA was adopted in [47] as multiple access 
techniques in a hybrid VLC system for camera and low-power embedded devices using 
high spatial frequency components of the RS signal and achieved a data rate of >10 
bps with a 30-fps camera. In [58], CDMA together with CSK were used to achieve a 
data rate of 15 bps for a spreading factor of 4, with a frame rate of 30 fps and a bit per 
symbol of 2. An OFDM-like transmission scheme was proposed in [167], which 
encodes the data in spatial frequencies in a liquid crystal display (LCD)-based  camera 
communications, with a data rate of ~15 Mbps over a distance of 5 m, i.e., >13 Mbps 
more data rate compared to quick response (QR) codes. WDM for OCC was presented 
in [168], which used an RGB LED and RS effect to achieve a data rate of 2.88 kbit/s.  
The most popular multiplexing/multiple access technique is SDM/SDMA due to a 
massive built-in matrix of Rxs in the camera,  thus effecting MIMO or MU-MIMO Rx 
camera abilities. In [169], SDMA was adopted to provide multiple access for a two-
way OCC for mobile objects and using a synchronisation algorithm demonstrated  a 
measured data rate of 25 fps with a 30-fps camera. SDM was adopted in [170], to 
spatially separate the link between an 8×8 array of LEDs and a camera with a frame 
rate of 30 fps, which could achieve a data rate of 1280 bps and support camera rotation 
compensation. 
Among these multiple access/multiplexing techniques, FDMA and OFDMA 
require either RS-based OCC or LCD as the Tx. Therefore, due to the low frame rate 
of the camera, in NRS-based LED to camera OCC only WDMA, TDMA, SDMA and 
NOMA can be adopted. Since the available LED-based street lights are single colour, 
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we do not consider WDMA in this work. Moreover, since the streetlights are 
positioned at  a distance of >20 m from each other and in a mobile system the view of 
the camera is changing constantly, applying NOMA is very complex. Accordingly, in 
this Chapter we employ SDM and in Chapter 5 we investigate the SDM-TDM 
technique. 
In this chapter, we considered the scenario where there is no LOS from streetlight to 
the vehicle. An end-to-end NLOS 2 × 𝑁r OCC system is proposed, which is based on 
a combination of successive frame subtraction and differential signalling schemes for 
detection and transmission, respectively. Moreover, two combining techniques of 
HS/EGC and HS/MRC are adopted and their results are compared. Note, in the 
literature SC is also known as block matching [50]. A unique non-standard packet 
structure is suggested for the proposed system and a new detection algorithm is also 
given. We experimentally investigate the system BER performance and show that it 
can be improved by increasing both the ISO and the exposure time 𝑇exp of the camera. 
We show that, the BER performance of HS/MRC is very similar to HS/EGC, which 
we attribute this to the fact that in the region of interest the intensity of the pixels does 
not vary significantly. We also show that, a very low transmit power of 16 mW per Tx 
is needed to achieve a BER of 10−3, which is below the 7% forward error correction 
(FEC) limit of 3.8  10-3, over a link span of 5 m. Moreover, we investigate the impact 
of interference from other nearby Txs on the link performance and we show that, with 
two Txs if the overlapping area of optical footprints is more than 50% of the total 
footprint of a single Tx then the signal cannot be fully recovered. 
4.2 Theory 
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Assuming a linear shift-invariant channel and considering a single light reflection, 
the received optical signal is given by: 
𝐘𝑙(𝑡) = 𝑃t,𝑙ℜ𝑔lens𝑥op,𝑙(𝑡) ⊗ 𝐇𝑙(𝑡) + 𝐍(𝑡) + 𝐈(𝑡), (4.1) 
where 𝑃t,𝑙 is the transmit power of the 𝑙-th Tx located at (𝑥t,𝑙 , 𝑦t,𝑙 , 𝐻t,𝑙), ℜ is the 
responsivity of the IS array with a size of 𝑈 × 𝑉, where 𝑈 and 𝑉 are the number of 
rows and columns in the image, respectively and 𝑔lens presents the gain of the camera 
lenses. 𝑥op,𝑙(𝑡) is the transmitted optical signal of the 𝑙-th Tx, which is a scalar number, 
and 𝐍(𝑡) is the noise, which is modeled as a Gaussian distributed random variable 
(GDRV) with the mean of 𝜇N and variance of 𝜎N
2 [171]. 𝐈(𝑡) is the interference from 
other Txs. Note, 𝐇𝑙(𝑡) = 𝐇ch,𝑙(𝑡) ⊗ 𝐇cam(𝑡), which is a matrix of size 𝑈 × 𝑉, where 
𝐇ch,𝑙(𝑡) is the impulse response of the channel, and 𝐇cam(𝑡) is the impulse response 
of the CMOS with an active pixel matrix given by [151]: 
  
Figure 4.2: Configuration of the proposed system. 
𝐇cam(𝜔) = 𝐆𝑒
−
𝑗𝜔𝑇exp
2 (
2 sin(0.5𝜔𝑇exp)
𝜔
) , (4.2) 
where 𝐆 is the gain matrix of the preamplifiers and 𝜔 is the angular frequency. Here, 
⊗ denotes the convolution operation, which acts element-wise on the matrix. 
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In the proposed NLOS model, see Fig. 4.2, the trajectory of light beams to the camera 
located at (𝑥c, 𝑦c, 𝐻c) can be divided into two LOS paths i.e., Path1 and Path2, which 
exist between the Tx and the floor, and between the element of area d𝐴 =  d𝑥d𝑦 on 
the floor and the camera, respectively. Note, the light intensity in d𝐴 is assumed to be 
constant. The overall received power from the 𝑙-th Tx at the pixel (𝑖, 𝑗) of the camera 
is given by [139]: 
ℎch,𝑙(𝑢, 𝑣) = ∫ ∫ 𝑅t,𝑙(𝑥, 𝑦)
d𝐴
𝑑t,𝑙
2 (𝑥, 𝑦)
× 𝑅r(𝑥, 𝑦)
𝐴lens
𝑑c2(𝑥, 𝑦)
𝜌
𝑦𝑣(𝑥)
𝑦𝑣−1(𝑥)
𝑥𝑢
𝑥𝑢−1
× cos(𝜓c(𝑥, 𝑦)) , 𝑢 = 1,… , 𝑈, 𝑣 = 1,… , 𝑉. 
(4.3) 
where 𝐴lens ≈
𝜋
4
(
𝑓
𝑓stop
)
2
 and 𝑓 are aperture area and the focal length of the lens, 
respectively, 𝑓stop is the f-stop number for the aperture and 𝜌 is the reflection 
coefficient of the surface. 𝑑t,𝑙(𝑥, 𝑦) and 𝑑c(𝑥, 𝑦) are the distances between the 𝑙-th Tx 
and the 𝑑𝐴(𝑥, 𝑦, 0), and between the camera and 𝑑𝐴, respectively defined as [139, 
172]: 
𝑑t,𝑙(𝑥, 𝑦) = √(𝑥 − 𝑥t,𝑙 )
2
+ (𝑦 − 𝑦t,𝑙 )
2
+ 𝐻t,𝑙
2 , (4.4) 
𝑑c(𝑥, 𝑦) = √(𝑥 − 𝑥c )2 + (𝑦 − 𝑦c )2 + 𝐻c2. (4.5) 
𝑅t,𝑙(𝑥, 𝑦) and 𝑅r(𝑥, 𝑦) are LED beam profile and Lambertian radiation pattern of d𝐴, 
respectively, which is given by [139]: 
𝑅t,𝑙(𝑥, 𝑦) =
𝑚t,𝑙 + 1
2𝜋
cos𝑚t,𝑙 (𝜃t,𝑙(𝑥, 𝑦)), (4.6) 
𝑅r(𝑥, 𝑦) =
𝑚r + 1
2𝜋
cos𝑚r(𝜃r(𝑥, 𝑦)). (4.7) 
where 𝑚t,𝑙 and 𝑚r are Lambertian order for the 𝑙-th LED and the reflected beam 
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profile, respectively. 𝜃t,𝑙(𝑥, 𝑦) and 𝜃r(𝑥, 𝑦) are emission angles of the Tx and the 
reflection to the Rx, respectively given as: 
𝜃t,𝑙(𝑥, 𝑦) = tan
−1
(
 
√(𝑥 − 𝑥t,𝑙)
2
+ (𝑦 − 𝑦t,𝑙)
2
𝐻t,𝑙
)
 , (4.8) 
𝜃r(𝑥, 𝑦) = tan
−1 (
√(𝑥 − 𝑥c)2 + (𝑦 − 𝑦c)2
𝐻c
). (4.9) 
In (4.7), the incident angle of the camera 𝜓𝑐(𝑥, 𝑦) = cos
−1(𝑛𝑙⃗⃗  ⃗. 𝑛𝑐⃗⃗⃗⃗ ) where 𝑛𝑙⃗⃗  ⃗ =
(𝑥 − 𝑥𝑐 , 𝑦 − 𝑦𝑐 , −𝐻𝑐) and 𝑛𝑐⃗⃗⃗⃗ = (− cos(𝜙tilt) cos(𝜃tilt) , sin(𝜙tilt) cos(𝜃tilt) ,
− sin(𝜃tilt)) denote the unitized incident beam and the camera plain normal vector, 
respectively and the dot denotes the inner product. Here, 𝜙tilt and 𝜃tilt are azimuth and 
elevation tilting angles of the camera, respectively, see Fig. 4.2.  
In (4.7), the integral limits of 𝑥𝑢 and 𝑦𝑣(𝑥) are the boundaries of the area, which 
the pixel (𝑢, 𝑣) cover in the 𝑥 and 𝑦 dimensions on the floor surface. Fig. 4.3(a) 
illustrated the boundaries that each pixel covers on the floor plane in the 𝑦  direction, 
which can be obtained as: 
𝑥𝑢 = 𝐻c × tan(∑𝜃𝑖
𝑢
𝑖=0
) + 𝑥c. (4.10) 
where 𝑥c and 𝐻c are the camera position in the 𝑦 direction and its height from floor, 
respectively. Here, 𝜃0 = 𝜃T −
𝜃FoV
2
 is the angle between the normal line to the floor 
that passes the center of the lens and lower boundary of FoV. 
∑𝜃𝑖
𝑢
𝑖=0
= 𝜃T + tan
−1(
(𝑢 −
𝑈
2)𝑎
𝑓
) , 1 ≤ 𝑢 ≤ 𝑈, (4.11) 
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where 𝜃T =
𝜋
2
− 𝜃tilt, 𝑎 is the width of the pixel. Ultimately, the boundaries can be 
calculated as: 
𝑥𝑢 = 𝑥c − 𝐻c ×
(𝑢 −
𝑈
2)𝑎 cos
(𝜃T) + 𝑓 sin(𝜃T)
𝑓 cos(𝜃T) − (𝑢 −
𝑈
2) 𝑎 sin
(𝜃T)
. (4.12) 
Fig. 4.3(b) shows a 3D illustration of the areas covered by each pixel. 𝐴′𝐵′𝐶′𝐷′ is 
a rectangle proportional to and in parallel with 𝐴𝐵𝐶𝐷, with the lower side touching 
the floor plane and the line connecting the centre of 𝐴𝐵𝐶𝐷 and the centre of 𝐴′𝐵′𝐶′𝐷′ 
crosses 𝑂. Since 𝐴𝐵|| 𝐶𝐷, according to the proportionality theorem 
𝐴′𝐵′
𝐸𝐹
=
𝑂𝑇′
𝑂𝐺
. Since 
𝑂𝑄′𝑇′ is an isosceles triangle, 𝑂𝑇′ = 𝑂𝑄′ =
𝐻c
cos(𝜃T)−𝜃FoV/2
  and 𝑂𝐺 =
𝐻c
cos(𝜃T)+𝜃FoV/2
. 
Accordingly, if the length of 𝐴′𝐵′ is 𝛼 then the length of 𝐸𝐹 is given by: 
𝛽 =
cos (𝜃T +
𝜃FoV
2 )
cos (𝜃T −
𝜃FoV
2 )
𝛼. (4.13) 
Knowing that the length of 𝑂𝑇 is 𝑔 = √(𝑎𝑈/2)2 + 𝑓2}, and due to proportionality 
of 𝑂𝑇𝑄 and 𝑂𝑇′𝑄′ we have: 
𝛼 =
𝑉𝐻c
𝑔 cos(𝜃T − 𝜃FoV/2)
𝑎, (4.14) 
where 𝑉 is the number of photodetectors in a row of the camera sensor.  
The area boundary on the floor plane, which each photodetector covers in 𝑥  
direction, is given by: 
𝑦𝑣(𝑥) =
𝑣(𝛽 − 𝛼)
𝑉𝑥𝑈
(𝑥 − 𝑥0) +
𝑣𝛼
𝑉
, −
𝑉
2
≤ 𝑣 ≤
𝑉
2
. (4.15) 
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(a) 
 
(b) 
Figure 4.3: (a) Side view of areas that each photodetector covers, and (b) 3D view of areas covered by 
PD. 
In this work, the main noise sources considered are the photocurrent shot noise, 
readout noise (i.e., the thermal noise in the readout circuit), dark current shot noise, 
and fixed pattern noise[173, 174], which are modelled as an additive GDRV [171]. 
Note that, in IS-based Rxs the dark current and quantization noise sources are 
negligible and therefore are ignored and only the shot and reset noise sources are 
considered. Hence, the total noise 𝜎N
2 = 𝜎res
2 + 𝜎shot
2 . Here, we consider the OOK-
 72 
 
NRZ signal format, where the BER is defined as: 
BER =  𝑄 (
𝜇1 − 𝜇0
𝜎1 + 𝜎0
), (4.16) 
where 𝑄(. ) is Gaussiang Q-function, 𝜇1 and 𝜇0 are the mean of bit "1" and "0", 
respectively, and 𝜎1  = √𝜎res2 + 𝜎shot
2  and 𝜎0 = 𝜎res are the variance of bit "1" and 
"0", respectively.  
Given thatthe desired Tx is the 𝑙-th, lights from other Txs can results in crosstalk 
due to overlapping optical footprints, which will affect the link performance depending 
on the size of the overlapping area. The overall received signal at the IS with crosstalk 
from 𝑀 − 1 interfering sources is given by: 
𝐼(𝑢, 𝑣) = ∫ ∫ ∑ 𝑃t,𝑞𝑥op,𝑞𝑅t,𝑞(𝑥, 𝑦)
𝑀
𝑞=1,𝑞≠𝑙
𝑦𝑣(𝑥)
𝑦𝑣−1(𝑥)
𝑥𝑢
𝑥𝑢−1
×
d𝐴
𝑑t,𝑙
2 (𝑥, 𝑦)
𝑅r(𝑥, 𝑦)
𝐴lens
𝑑c2(𝑥, 𝑦)
cos(𝜓c(𝑥, 𝑦)). 
(4.17) 
From (4.19) we can see that, since a fixed level of illumination for streetlights is 
expected only two parameters can be used to reduce the level of interference, i.e., the 
distance between Txs and the viewing angle of the Txs. By increasing the spacing 
between the desired and the interfering Tx, the term 𝛼t−f,𝑙(𝑥, 𝑦) decreases, hence 
reducing the interference level. 
4.3 System Model 
In this chapter, we consider a 2 × 𝑁r OCC system as a simplified version of the real 
system, the results of which can be applied to an 𝑁t × 𝑁r system. In addition, this 
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system represent the scenarios where only two Txs interfere such as: (i) two vehicles 
approaching a crossroad (see Fig. 4.1(a)), where only headlights of vehicles A and B 
interfere; and (ii) in urban areas where the streetlights might are blocked by tall trees 
(see Fig. 4.1(e)) where the footprint of the streetlight only interferes with the vehicle’s 
headlight, etc. The schematic block diagram of the proposed system is shown in Fig. 
4.4(a).   
At the Tx, a OOK-NRZ input data stream 𝑑𝑙 , where 𝑙 = 1, 2, is applied to the packet 
generator (see Fig. 4.4(c)); the output of which is differentially encoded with 𝑥𝑘,𝑙 =
 𝑥𝑘−1,𝑙⊕ 𝑏𝑘,𝑙 prior to intensity modulation of LEDs (see Fig. 4.4(a) in order to enable 
frame subtraction at the Rx side. Here, ⊕ represents the modulo-2 addition, 𝑏𝑘,𝑙 is the 
output of packet generator block and 𝑥𝑘,𝑙 is the output of differential signalling block. 
Note that, the initial state of modulo-2 addition 𝑥0 is set to 0, and 𝑅𝑏 is set to half of 
the camera frame rate 𝑅𝑓. Two rectangular boxes (RB1, RB2) located in front of LEDs 
are used to project a desired illumination patterns on to the floor for the propose of 
experimental investigation in this research work, see Fig. 4.4(a). For each Tx, the LED 
light source create a beam angle of 𝜙𝑙 = 2 × tan
−1 (
𝑤𝑅𝐵,𝑙
2𝐻𝑅𝐵,𝑙
), where 𝑤RB,𝑙 and 𝐻𝑅𝐵,𝑙 
represent the width and height of boxes, respectively, and 𝑙 = 1, 2.  Fig. 4.4(c) 
illustrates a proposed packet structure, which is composed of preamble (64-bit), pilot 
(𝑁t-bit), where 𝑁t is the number of Txs, and payload (1000-bit) as in [9]. Note that, a 
common preamble for both Txs can be used since LEDs are synchronized. The pilot 
is used as a mask to determine the position of the reflected light beams from the floor, 
and its length depends on the number of Txs. Here, we have used two sequences of [0, 
1} and [0, 0} for Tx1 and Tx2, respectively, which also represent the Tx’s identity. 
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(a) 
 
(b) 
 
(c) 
Figure 4.4: Proposed OCC system: (a) schematic block diagram, (b) system orientation with LEDs’ 
illumination patterns, and (c) proposed packet format. The camera is used to capture reflected lights. 
At the Rx, a typical digital camera is used to capture temporal samples of the 
reflected lights from the floor at a sampling frequency equal to the frame rate 𝑅f =
2𝑅b. Each frame is an 8-bit matrix with dimensions of 𝑈 × 𝑉 per primary colour, 
where 𝑈 and 𝑉 are the numbers of pixels of the frame in vertical and horizontal 
directions, respectively. Note that, the sampling duration is equal to 𝑇exp. 
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A time frame of the system is depicted in Fig. 4.5. The bit duration of the OOK 
modulation is set to 𝑇b =
2
𝑅f
 in order to avoid inter-symbol interference (ISI), hence 
each bit is sampled twice to ensure that we always have a sample of the signal between 
the rise and fall edges (see Fig 4.5(c)). Accordingly, we define the samples in terms of 
two sets of odd and even samples prior to applying the detection process independently 
(see Figs. 4.5 (d) and (e)). Note that, the set with a lower BER is considered. 
 
Figure 4.5: A time frame of the system showing the procedures taking place on the input signal in 
each stage: (a) output of the packet generator, (b) differentially encoded data, (c) sampled data at 𝑅f = 
2𝑅b using the camera, (d) even frames of the sampled data, (e) odd frames of the sampled data, (f) 
absolute value of the mean of subtracted even frames, and (g) absolute value of the mean of subtracted 
odd frames. Red lines show the value of the sampled data with the time. 
4.4 Detection Algorithm 
The detailed detection process at the Rx is best illustrated by a flowchart in Fig. 4.6. 
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Following grayscale conversion, frame subtraction is first carried out for all odd 
frames followed by the even frames for the entire video frame (i.e., 𝑈 × 𝑉 pixels) as 
given by: 
𝚫?̃?𝑘
o = ?̃?𝑘
o − ?̃?𝑘−1
o , (4.18) 
where 𝐘𝑘
o and 𝐘𝑘−1
o  are the subsequent frames. The absolute values of the mean of 𝚫?̃?𝑘
o 
for the entire array is given by: 
𝑆𝑘 = |mean
𝑖,𝑗
(𝚫?̃?𝑘
o(𝑖, 𝑗))| , 𝑖 = 1,… , 𝑈, 𝑗 = 1,… , 𝑉. (4.19) 
Next, 𝑆𝑘 is compared with a threshold level 𝑡ℎpr to regenerate the preamble sequence, 
which is then correlated preamble bits. On achieving pattern matching, 𝐹𝑙𝑎𝑔pr is set 
to 1, and a pixelated version of the mask frames is created based on averaging over 
blocks of 𝑚 × 𝑛, where 𝑚 = 𝑛 = 10 pixels, which is given by: 
Δ𝑦pi,𝑙
′ (𝑢, 𝑣) = mean
𝑢,𝑣
(Δ𝑦𝑙(𝑢, 𝑣)) , 
𝑢 = (𝜉 − 1)𝑚 + 1,… , 𝜉𝑚, 𝑣 = (𝜁 − 1)𝑛 + 1,… , 𝜁𝑛, 
𝜉 = 1,… , 𝐼/𝑚, 𝜁 = 1,… , 𝐽/𝑛. 
(4.20) 
Based on the mask two strategies can be pursued: 
 HS/EGC: In HS/EGC algorithm, every element of Δ𝑦pi,𝑙
′ (𝑢, 𝑣) is binarized 
to form a 𝑈 × 𝑉 matrix. The (𝑢, 𝑣)-th pixel binary value of the 𝑙-th mask 
frame is given by: 
𝑦pi,𝑙(𝑖, 𝑗) = {
1,   Δ𝑦pi,𝑙
′ (𝑖, 𝑗) ≥ 𝑡ℎpi
0,  Δ𝑦pi,𝑙
′ (𝑖, 𝑗) < 𝑡ℎpi
 
𝑙 = 1,… , 𝑁pi, 𝑢 = 1,… , 𝑈, 𝑣 = 1,… , 𝑉, 
(4.21) 
where 𝑡ℎpi is the threshold level for the mask. 
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 HS/MRC: Unlike HS/EGC, here there is no need for binarization, i.e., each 
mask is employed in the current form. 
 
 
Figure 4.6: A flowchart illustrating the detection process to recover the data. 
Finally, for data recovery part of the subtracted frame is multiplied by a 𝑈 × 𝑉 mask 
matrix for Tx1, so that all non-illuminated pixels are set to zero as given by: 
𝐙𝑙,𝑘  = (𝚫?̃?𝑘
o. )𝐘pi,𝑙 , (4.22) 
where dot represents the elementwise product of matrices. This procedure is performed 
for 𝑁pi  =  2 times in this case and then the pilot extraction stage flag, 𝐹𝑙𝑎𝑔pi, is 
toggled to one. The mean of 𝐙𝑙,𝑘, which is a scalar number, is given by: 
𝑦𝑙,𝑘 = mean
𝑢,𝑣
(𝑍𝑙,𝑘(𝑢, 𝑣)) . (4.23) 
𝑦𝑙,𝑘 is then compared with a threshold level 𝑡ℎpa to regenerated the transmitted data 
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stream as given by: 
?̂?𝑙,𝑘 = {
1,  𝑦𝑙,𝑘 ≥ 𝑡ℎpa
0,  𝑦𝑙,𝑘 < 𝑡ℎpa
. (4.24) 
4.5 Experimental Results 
Fig. 4.7 shows the experimental setup for evaluation of the proposed system. 
According to [175], to ensure a confidence level 𝐶𝐿 for a target BER, the number of 
bits required to be transmitted can be calculated as:   
𝑁pa =
− ln(1−𝐶𝐿)
BER
. (4.25) 
Therefore, to achieve a CL of 99.99% and meet the 7%-overhead FEC limit of 3.8 ×
10−3, ten packets each contained a pseudo random OOK-NRZ pattern of length 1000 
bits as payload, i.e., a total of 10000 payload bits, was generated using a TTi 
TGA12104 arbitrary waveform generator. 
 
Figure 4.7: Experimental setup for the proposed system and the light source shown in the inset. The 
floor surface is covered by sheets of white paper and the red-highlighted area is the area that the 
camera observes. 
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 Two identical light sources each composed two LUSTREON 4W 48led  chip-on-
board LEDs (COB-LEDs) mounted on a heat sink were placed within the tent at a 
height of 1.8 m and a distance of 1 m from each other. The illumination profiles of 
the light sources were similar to Lambertian emission pattern of 𝑅t(𝜃) =
(𝑚t+1)
2𝜋
cos𝑚t(𝜃), where 𝑚t  =  1 and 2/3 in 𝑦 and 𝑥 directions, which is equivalent 
to the viewing angles of 𝜑y,𝑙 = 60
o and 𝜑x,𝑙 = 70
o, respectively, see Fig 4.8. The 
LEDs have linear optical power-current characteristics with a wide current dynamic 
range of 300 mA. A rectangular box (RB) was placed on each Tx to control the 
viewing angle in order to comply with different realistic scenarios. The floor surface 
was covered by sheets of white paper. Fig. 4.9(a) shows the light source’s 
normalized illumination footprint on the floor plane, which is measured using an 
optical power meter. Note, since the optical power meter is calibrated on a narrow 
range of wavelengths, a blue filter was mounted on the LED to measure the blue part 
intensity of the light. Then, a spectrometer was used to measure the spectrum of the 
light with and without blue filter and hence calibrating the measurements for the 
white light. Note that, the illumination level of reflected and diffracted light from the 
RBs and their edges, respectively were about 10% of the maximum illuminance level 
of the light source. The floor surface area of 130 × 130 cm is divided into a number 
of segments of size of 3 × 3 cm, and the normalized measured reflection pattern of 
light reflected from each segment at a distance of 50 cm in the polar plot is depicted 
in Fig. 4.9(b), which matches with the normalized 1st order Lambertian emission 
pattern. Note, in order to minimize the reflection from the unwanted surfaces, the 
aforementioned piece of white paper was placed on a large sheet of black fur. We 
observed the same profile in every segments.
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Figure 4.8: Normalized beam profile of the light source in x and y dimension and the fitted 
Lambertian curves with m = 1 and m = 2/3. 
A camera (Canon Rebel SL1 EOS 100D) is used to capture a 5.8 minutes long video 
stream at the RGB-coloured HD resolution (i.e., 1280 × 720), and at 60 fps. Each 
video file is composed of 10 packets of 1066-bit long, which corresponds to a 5.8 
minutes video stream. The captured video is then processed off-line in the Matlab, 
where subtracted frames are pixelated over blocks of 10 × 10 pixels in order to detect 
the mask. By this approach, we reduce the noise variance by ~100, thus leading to a 
clearer mask. As discussed in Chapter 3, three parameters determine the exposure level 
of pixels: (i) the shutter speed or 𝑇exp; (ii) ISO – which determines the sensitivity of 
the IS; higher ISO leads to increased brightness of the captured image, thereby 
increasing the level of perceptible shot noise; and (iii) the aperture – which controls 
the amount of light being captured and limits or widens the depth of field. 
Consequently, objects located outside this range will appear hazy in the image. In 
NRS-based OCC, the transmission rate is usually limited to 𝑅f (in this work it is limited 
to half of 𝑅f). All the key system parameters are shown in Table 4.1.  
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(a) 
 
(b) 
Figure 4.9: Normalized: (a) footprint of the LED on the floor plane, and (b) reflection beam profile. 
Table 4.1.  System Parameters 
Symbol Description Value 
𝐻t Height of the Tx 1.8 m 
𝐷  Distance between two Txs 1 m 
𝑁pa  Number of payload data bits 1000 bits 
𝑁pi  Number of mask bits 2 bits 
𝑁pr  Number of preamble bits 64 bits 
𝐷𝐿𝐸𝐷  Distance between two COB-LED 6 cm 
𝑅𝑏  Transmitter bit rate 30 bps 
𝐿s  Link ground span 3 m 
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𝜌  Reflection coefficient of the floor 0.67 
𝐻c  Height of the camera 1.3 m 
𝑅f  Camera frame rate 60 fps 
𝜃𝑡𝑖𝑙𝑡  Tilt angle 20
o 
𝑓  Camera focal length 18 mm 
𝐿𝑅𝐵  Length of the box 18 cm 
𝑤𝑅𝐵  Width of the box 13 cm 
𝐴𝑝𝑖𝑥𝑒𝑙  Pixel area 18.4 𝜇m
2 
𝐴𝐼𝑆  Image sensor area 22.3×14.9 mm 
𝑈 × 𝑉  Camera frame resolution 1280×720 
Fig. 4.10 shows the measured BER as a function of the transmit power for different 
values of ISO, HS/EGC, HS/MRC, and simulation results for HS/EGC, an aperture of 
𝑓/4, a shutter speed of 1/100 s, a 𝐿s of 5 m, and a camera tilt angle of 20
o. At a BER 
of 3.8×10-3 (i.e., the FEC limit) the power penalties are ~3 and ~6 dB for ISOs 3200 
and 1600, respectively compared to ISO 6400. This is because in JPEG format at low 
illumination levels, the intensities below a certain value are set to 0, i.e., the signal will 
be clipped from the lower side, hence reduced SNR (on average). Therefore, when the 
signal was amplified before ADC using ISO levels, the signal moved away from the 
clipping point that resulted in increased SNR compared to the first ISO level.  
Moreover, the results of HS/MRC are very close to HS/EGC, which is attributed to the 
fact that the intensity of the pixels in the region of interest did not vary significantly. 
In order to perform simulation, we first set the camera 0.5 m away from and on the 
axis of a Luxeon rebel LED on a defocused mode. We took an average over the circle 
of confusion of 50 images of RAW and JPEG formats. We also measured the received 
power at the same point using a power meter along with blue filter and a spectrometer 
and rescaled using the ratio of the aperture area of the camera to the effective 
photosensitive area of the power meter. Figure 4.11(a) demonstrates the output 
 83 
 
intensity after ADC for RAW and JPEG images against the received power per pixel 
for the ISO of 800, 𝑇exp = 0.004, 𝑓 = 18 mm and aperture stop of 𝑓/5.6. We 
performed this experiment for different cameras settings. 
 
Figure 4.10: BER vs. the transmit power for different values of ISO, an aperture of f 4, a link span of 
5 m, and an exposure time of 1/100 s in the focused mode. 
To evaluate the variance of the noise as a function of the mean value of the pixels, 
we performed an experiment using an OSRAM Orbeos OLED panel at a very close 
range from the camera. The camera was defocused to reduce the impact of cell borders 
of the OLED panel. ISO, 𝑇exp, and aperture was set to 6400, 1/100 ms, and f/5.6, 
respectively. The input current of the OLED was increased gradually and for each 
current setting 20 RAW images were captured. For each RAW image, an area of 
1000×1000 pixels was chosen at the centre of the picture, i.e., 2e+7 samples were 
chosen in total. A Gaussian curve was fitted to the histogram of the pixel intensities 
and the variance of the noise was estimated. The experiment was performed for a range 
of camera parameters. Figure 4.11(b) shows the variance of the noise as a function of 
mean value of the pixels and a linear-fitted curve. The results show a close match with 
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the linear curve, where at 𝜇 = 0 the variance is not zero. Hence, the dominant noise in 
low exposures is the signal independent noise sources (i.e., readout noise and reset 
noise) whereas in high exposures signal-induced noise (i.e., photocurrent shot noise) 
is dominant. 
 
(a) 
 
(b) 
Figure 4.11: (a) Output intensity value of the pixel after ADC in RAW and JPEG format, and (b) 
variance of the pixel intensity as a function of the mean intensity of the pixel at ISO of 6400 for RAW 
images. 
 85 
 
Next, we considered 𝑇exp of the camera for a given ISO and under the focused 
condition. Figure 4.12 depicts the BER against the transmit power for a range of 𝑇exp  
(i.e., 1/100, 1/200, and 1/400 s) and for an aperture of 𝑓/4. At a BER of 10-3, we 
observe a 3 dB power penalty for every doubling of 𝑇exp toward 𝑇exp of 1/100. Note 
that, increasing and decreasing 𝑇exp can lead to a higher chance of capturing the rise 
and fall time edges of OOK-NRZ and decreasing the exposure level of the recorded 
image, respectively. The same trend in the BER performance is also observed for a 
range of camera aperture of 𝑓/4, 𝑓/5.6, and 𝑓/8 at 𝑇exp = 1/100 s. 
  
Figure 4.12: BER vs. the transmit power for different exposure times, an aperture of f/4, a link 
span of 5 m, and ISO of 6400 in the focused mode. 
To find the impact of interference from other sources, we used the following 
parameters for the camera 𝑇exp =  1/100 ms, aperture of 𝑓/4 and ISO of 6400. Here, 
we define the intersection ratio 𝑟int = 𝐴int/𝐴f, where 𝐴int and 𝐴f denote the  
intersecting and footprint area, respectively. We set the transmit power  𝑃t  to 25 dBm 
per the Tx. Fig. 4.13 shows the BER performance of the proposed link as a function of 
𝑟int. Note that, for 𝑟int > 0.5, the BER is higher than the FEC limit, and therefore a 
reliable link cannot be established. 
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Figure 4.13: BER vs. width of intersection ratio , 𝑟𝑖𝑛𝑡 when two transmitters are 1 m apart for ISO 
of 6400, aperture of 𝑓/3.5, exposure time of 1/100 s and 𝑃𝑡 = 25 dBm. 
4.6 Summary 
In this chapter, we reported for the first time a novel 2 × 𝑁R OCC system, which 
extracts the data information from the NLOS beams. We suggested a comprehensive 
channel model for NLOS OCC in ITS, and proposed a dedicated packet structure and 
a detection methodology for extracting the data from the recorded video streams. 
Using an experimental test bed was developed for the proposed system, we showed 
that higher ISO levels and exposure times led to a reduced transmit power level by up 
to 6 dB for ISO of 6400 compared to ISO of 1600, and 3 dB for every doubling of the 
exposure time at a BER of 10-3. We also showed that, the proposed system works well 
for the intersection ratio lower than 0.5.
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Chapter 5 SPACE-TIME 
DIVISION MULTIPLEXING 
FOR NLOS VLC 
5.1 Introduction 
In the previous chapter, a 2 × 𝑁r NLOS OCC system with a small overlap 
illumination region was proposed for streetlight to vehicle communications. It was 
shown that, for an overlap level above a certain limit (i.e. 50%), the information could 
not be extracted. Hence, in scenarios where the overlap level increases (see Fig. 
5.1(a)), if all the lights transmit data simultaneously then the information cannot be 
retrieved successfully. 
One solution to this problem is to adopt the TDM scheme, where each streetlight is 
allocated a dedicated time slot along with SDM. Figures 5.1(a) and (b) depict the first 
and second time slots for the TDM-based approach in which only the first and the 
second groups can transmit information, respectively.  Within the context of VLC 
systems, TDM is used for two reason of data communications [176], and visible light 
positioning system (VLPS) in indoor environments [177, 178]. In [179], the TDM was 
considered as an access scheme for the uplink in a full-duplex VLC local area network, 
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in which four time slots were assigned to each user and a time domain schedule was 
used to determine the source of the data. In [180] and [181], TDM was utilized to avoid 
inter-cell interference (ICI) in a VLPS. However, for a large-scaled VLC system, TDM 
is not an efficient technique due to increased level of delay (i.e., the latency), which is 
not desirable in data communications. To reduce the transmission delay in [182], a 
novel STDM technique was employed in a form of block encoding TDM, where LEDs 
lights within the room were grouped together in order to reuse the allocated time-slots, 
with  each group transmitting data information in only one time slot. 
 
(a) 
 
(b) 
  
(c) 
Figure 5.1: Arrangement of streetlights: (a)  increased level of overlap, (b) TDM in the first time slot, 
and (c) TDM in the second time slot. 
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In this chapter, a method based on STDM for a 𝑁t × 𝑁r MIMO NLOS OCC is 
proposed and investigated, where light sources acting as Txs illuminate the floor 
surface in a grid form with some overlapping areas. In order to recover the transmitted 
data stream at the Rx from the captured images of light sources for both LOS and 
NLOS configurations we have developed and adopted the followings steps: 
(i) Differential modulation and the frame subtraction schemes - at the Tx and 
the Rx, respectively in order to remove the unwanted background objects 
within frames;  
(ii) Mask matching - to determine the optical footprint of the desired Tx in a 
given frame;  
(iii) MIMO-based SDM and TDM schemes - are employed to spatially separate 
the Txs and recover the transmitted data;  
(iv) EGC - to improve the SNR and the BER performance.  
The proposed system is experimentally implemented and evaluated under different 
channel conditions. We show that, for link span Ls of 5 m, the transmit power 𝑃t levels 
of 100 mW and 10 mW with and without the ambient light, respectively are required 
to achieve a BER of 10-3, which is just below the forward error correction limit of 
3.8 × 10−3. In addition, we show that, there is no need for the Txs to be placed in 
focus, hence larger aperture sizes can be used. Moreover, we show that, in the MIMO 
system a power penalty of ~2 dB is imposed to the system. 
5.2 System Model 
The block diagram of the proposed system is shown in Fig. 5.2(a). In Chapter 4, it 
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was shown that, if the overlapping area of optical footprints is > 50% of the area of 
each optical footprint, the full recovery of the signal using a camera was not possible. 
Therefore, here we consider a TDM-based scheme where the Txs are divided into 
groups. 
 
(a) 
 
(b) 
 
(c) 
Figure 5.2: Proposed OCC system: (a) schematic block diagram, (b) proposed packet structure, 
and (c) system orientation with Txs optical footprints with two groups of Txs. The camera is used 
to capture reflected lights. 
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5.2.1 Packet Generator  
To mark the beginning of the packet, a preamble sequence 𝑁pr is added to 𝑁t 
independent pseudo-random sequences of data (i.e., payload) 𝑑𝑙 of length 𝑁pa where 
𝑙 = 1,… ,𝑁t,  using the packet generator block, see Fig. 5.2(b). Note, 𝑁p length should 
be selected such that both the overhead and the likelihood of appearing in the payload 
which can be obtained as: 
𝑃𝑋(𝑃 ∈ 𝐷) = ∑ ∑
(𝑁pa − 𝑖(𝑁pr − 1))
(𝑁pa − 𝑖𝑁pr − 𝑗)! 𝑖! 𝑗!
𝑁pa−𝑖𝑁pr
𝑗=1
⌊
𝑁pa
𝑁pr
⌋
𝑖=1
, 
(5.1) 
are reduced.  
For a payload of length 1000 bits, a 64-bit preamble will give 𝑃𝑋(𝑃 ∈ 𝐷) = 5 ×
10−17. The field group and mask are used for the Txs's group ID, and their positions, 
respectively as well as representing the Tx's ID, see Fig. 5.2(b). 
5.2.2 Differential Signalling and Interleaver  
The output of packet generator 𝑏𝑘,𝑙 is differentially encoded with 𝑥𝑘,𝑙 = 𝑥𝑘−1,𝑙⊕
𝑏𝑘,𝑙 , where ⊕ denotes the modulo-2 addition, 𝑥𝑘,𝑙 is the output of differential 
signalling block, and 𝑥0,𝑙 = 0. To reduce the flickering effect, a bit by bit-based 
interleaver is used, in which the 𝑖-th bit of 𝑔-th group of Txs is followed by the 𝑖-th bit 
of the (𝑔 + 1)-th group of Txs, and the (𝑖 + 1)-th bit of the 𝑔-th group of Txs follows 
the 𝑖-th bit of the (𝑔 − 1)-th group of Tx, see Fig. 5.2(b). Accordingly, for the Txs 
𝑅𝑏 = 𝑀𝑅f/2𝑁g, where 𝑀 is the number of symbols per frame (for OOK-NRZ 𝑀 = 1) 
and 𝑁g is the number of Txs's group. Note, we have assumed that 𝑅f is fixed, but for 
cameras with variable 𝑅f the condition of 𝑅b < min(𝑅f) must hold. However, the 
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additional frames captured needs to be removed by means of thresholding. 
5.2.3 Light Source, NLOS OCC Channel, and Sampler 
Array LEDs located within rectangular boxes (RBs), see Fig. 5.2(c), are used to 
illuminate the floor with the required rectangular optical footprints, which is give as: 
𝑤f,𝑙 =
𝑤RB,𝑙
𝐻RB,𝑙
𝐻t, (5.2) 
where 𝐻t is the height of the room and 𝑤𝑅𝐵,𝑙 and 𝐻RB,𝑙 are the width and the height of 
the 𝑙-th RB, respectively. Note, for the 𝑙-th Tx (𝑥t,𝑙 , 𝑦t,𝑙 , 𝐻t) the viewing angle 𝜙𝑙 =
2 × tan−1 (
𝑤RB,𝑙
2𝐻𝑅𝐵,𝑙
). 
At the Rx, the captured video streams of the reflected lights from the floor surface 
are processed frame by frame in the Matlab domain in order to recover 𝑑𝑙. The detailed 
channel response of NLOS OCC were given in Chapter 4. In offline processing, 
following the selection of frames, the received frame first is converted to the grayscale 
(see Chapter 3). 
5.3 Detector 
5.3.1 Frame Subtraction 
Following the selection of odd and even frames, frame subtraction is first carried out 
for all frames per group, and then for frames of other groups for the entire video frame 
(i.e., 𝑈 × 𝑉) in order to eliminate the background objects in the image, as given by: 
𝚫?̃?𝑘,𝑔 = ?̃?𝑘,𝑔 − ?̃?𝑘−1,𝑔, (5.3) 
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where ?̃?𝑘,𝑔 is the matrix of the 𝑘-th frame of the 𝑔-th group. 
The operation of the detection algorithm for the proposed system is best described 
by the flow chart shown in Fig. 5.3. The algorithm is composed of four stages of  (i) 
preamble detection; (ii) group detection; (iii) mask detection; and (iv) payload 
extraction. Note, the first three stages are controlled using three flags of 𝐹𝑙𝑎𝑔pr, 
𝐹𝑙𝑎𝑔g, and 𝐹𝑙𝑎𝑔pi, respectively. The initial value for all flags is set to zero.  
 
Figure 5.3: Flowchart of the proposed detection scheme composed of four stages: preamble, group, 
mask, and payload. 
5.3.2 Hybrid Selection/Equal Gain Combining 
In the first stage of detection, the average over the entire matrix of 𝚫?̃?𝑘,𝑔 (i.e., EGC) 
is given by: 
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𝑆𝑘,𝑔 = |mean
𝑖,𝑗
(Δ𝑦𝑘,𝑔(𝑢, 𝑣))| , 𝑢 = 1,… , 𝑈, 𝑣 = 1,… , 𝑉. (5.4) 
𝑆𝑘 is then compared with a threshold level 𝑡ℎp with the output given as: 
𝑅𝑘,𝑔 = {
1, 𝑆𝑘,𝑔 ≥ 𝑡ℎp 
0, 𝑆𝑘,𝑔 < 𝑡ℎp
, 𝑙 = 1,… ,𝑀, 𝑖 = 1,… , 𝑈,
𝑗 = 1, … , 𝑉 
(5.5) 
𝑅𝑘,𝑔 is then correlated with preamble and when matched 𝐹𝑙𝑎𝑔pr is toggled to “1”. The 
next step is to find the group ID, which together with the mask, represents the Tx's ID. 
Using (5.4) and (5.5) the detector determine 𝑁g number of iterations and recovers the 
group number for all Txs in the same group all at the same time, and then 𝐹𝑙𝑎𝑔g is 
toggled to “1”. 
Once again 𝑆𝑘 is compared with 𝑡ℎp to check for a mask within a particular frame. 
If 𝑆𝑘 > 𝑡ℎpr, a pixelated version of 𝚫?̃?𝑘 is generated by averaging over blocks of 𝑚 ×
𝑛, which isgiven by: 
Δ𝑦m,𝑙,𝑔
′ (𝑢, 𝑣) = mean
𝑢,𝑣
(Δ𝑦m,𝑙,𝑔(𝑢, 𝑣)) , 𝑢 = (𝜉 − 1)𝑚 + 1,… , 𝜉𝑚,
𝑣 = (𝜁 − 1)𝑛 + 1,… , 𝜁𝑛, 𝜉 = 1,… ,
𝑈
𝑚
,
𝜁 = 1,… ,
𝑉
𝑛
. 
(5.6) 
Lemma 1: For N number of independent normally distributed random variables of 𝑋𝑖, 
the mean and the variance of 𝑌 =
1
𝑁
∑ 𝑋𝑖
𝑁
𝑖=1  are given by, 𝜇𝑌 =
1
𝑁
∑ 𝜇𝑋
𝑁
𝑖=1  and 𝜎𝑌
2 =
1
𝑁2
∑ 𝜎𝑋
2𝑁
𝑖=1 , respectively, where 𝜇𝑋 and 𝜎𝑋
2 are the mean and variance of 𝑋𝑖, 
respectively. 
Note that, with 𝑛(𝑡) considered as GRDV, from Lemma 1, it can be seen that by 
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taking the average over a block of pixels 𝜎𝑋
2 decreases, radically. Figures 5.4(a) and 
(b) illustrates the probability mass function (PMF) of an arbitrary distribution of light 
for a row of subtraction frame before and after pixilation, respectively. For higher 
values of 𝑚 and 𝑛, 𝜎𝑋
2 decreases more, which represents a highly accurate mask. 
However, the resolution of the mask frame reduces, thus resulting in no detection of 
the signal from the Txs with footprints smaller than (𝑚 × 𝑛) pixels. Following 
pixelation, every element of 𝚫?̃?pi,𝑙
′  is binarized forming a matrix of 𝑈 × 𝑉 as: 
𝑦pi,𝑙(𝑢, 𝑣) = {
1, Δ𝑦pi,𝑙
′ (𝑢, 𝑣) ≥ 𝑡ℎpi 
0, Δ𝑦pi,𝑙
′ (𝑢, 𝑣) < 𝑡ℎpi
, 𝑙 = 1,… ,𝑀,
𝑖 = 1,… , 𝑈, 𝑗 = 1,… , 𝑉 
(5.7) 
where 𝑦pi,𝑙(𝑢, 𝑣)  denotes the (𝑢, 𝑣)-th pixel of the 𝑙-th mask frame.  
Figure 5.4 depicts the process of mask frame extraction (c) after frame subtraction, (d) 
after pixelation, and (e) the output mask frame. Since masks are unique for each Tx, 
they also represent the Tx ID and refer to the area illuminated exclusively by the 𝑙-th 
Tx. Therefore, when a subtracted frame is element-wise-multiplied by the mask 
matrix, all pixels are set to zero if not illuminated by the 𝑙-th Tx. Otherwise, pixels 
remain unchanged. This procedure is performed for 𝑀 frames and then the mask stage 
flag is toggled to “1”. 
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(a) 
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(e) 
Figure 5.4: PDF of intensity of pixels of a row of the subtracted image with Lambertian Tx for 
pixilation: (a) before, and (b) after and mask frame extraction process: (c) frame subtraction (d) 
pixelation, and (e) mask frame. 
5.3.3 Mask Matching and EGC 
Finally, once masks are identified, the proceeding frames are element-wise-
multiplied by all masks (i.e., SC) as given by (4.24) followed by (4.25) and (4.26). 
This approach increases the tolerance of the system to the noise; hence higher SNR 
levels. 
5.4  Experimental Investigation 
In this work, we investigate the impact of channel parameters on the system 
performance using a single Tx. Fig. 5.5 shows the experimental test-bed, which is used 
to evaluate the proposed system depicted in Fig. 5.2(c). For each Tx, an independent 
1068-bit long packet composed of 64-bit preamble, 2-bit group, 2-bit mask, and 1000-
bit payload created in Matlab was generated in the OOK-NRZ format using an 
arbitrary waveform generator (TTi TGA12104). For each Tx, we have used a Luxeon 
rebel LED positioned at the height of 1.8 m from the floor. The LED’s beam have first 
 98 
 
order Lambertian profile. An RB of the size 13 × 13 × 40 cm3 was used for each Tx 
to create a footprint of 0.6 × 0.6 m2. The floor surface was covered by white papers 
with a reflection coefficient of 𝜌 ≅ 0.67. At the Rx, a Canon Rebel SL1 (EOS 100D) 
camera with a sensor size of 22.3 × 14.9 mm and a Canon EF-S 18-55 mm lens 
positioned 1.3 m above the floor level were used to record a ~5.8 minutes long RGB 
video stream with a 720p resolution at 60 fps. Note, The typical value of 𝜂 in case of 
an advanced photo system sensor is ~0.37 [183]. The white balance was set to “off”-
mode. The pixel area was 18.4 𝜇m2, 𝜃tilt was 20
o, and JPEG image resolution was 
1280 × 720. The video streams were then processed off-line in Matlab. In the 
detection process, the mask was created by taking average over blocks of 10 × 10 
pixels. The pixel dimensions of the CMOS-based IS are in the order of a few 𝜇m, 
which is far larger than the half wavelength of the LED light and thus the camera is 
able to serve as a spatial diversity Rx. 
  
Figure 5.5: Experimental setup for the proposed system. 
To assess the system BER as a function of 𝑃t we captured video streams for 𝑓 = 18 
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mm, aperture of 𝑓/4, 𝑇exp = 1/100 s, ISO level of 6400, and  𝐿s of 2 m, 5 m and 10 
m for SIMO and  𝐿s = 2 m for MIMO and a 40% overlap area, see Fig. 5.6. It can be 
seen that shorter 𝐿s requires lower 𝑃t for a given BER value. Note, increasing 𝐿s results 
in reduced size of the optical footprint in the same rate as the drop in the signal level, 
hence the mean power in the illuminated area of the image is at a fixed level. Thus, 
based on Lemma 1, the power penalty due to 𝐿s is related to the noise, which is 
averaged over a reduced number of pixels, and hence less clipping.The results also 
show that, a long-range and low data rate communications system can be established 
with a very low transmit power of ~15 dBm. Note, MIMO displays higher BER 
compared to SIMO, which is due to increased level of interference. Moreover, a 2 dBm 
power penalty was shown for the BER level of 10-3. We attribute this to reduced 
probability of all interfering Txs being on at the same time. 
 
Figure 5.6: Predicted and measured BER vs. the transmit power for SIMO and MIMO and a range 
of 𝐿cs. 
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Next, we located the camera at a distance of 5 m from the Tx. We measured the BER 
against 𝑃t the transmit power for the aperture of 𝑓/5.6, 𝑇exp of 1/100 s, a ISO level 
of 6400, and 𝑓 of 18 and 55 mm with and without the ambient light, see Fig. 5.7. To 
measure the performance of the system with ambient light, the desired Tx in Fig. 5.5 
was transmitting information while the rest of the Txs were on without transmitting 
information with the overall intensity level of 20 dBm. For higher 𝑓 the size of the 
reflection footprint increase covering more pixels with the aperture size become larger. 
Therefore, we observed no improvement in BER when zooming. The results highlight 
a ~10 dB improvement with the ambient light. This is due to the non-linear RAW to 
JPEG curve in the camera. Therefore, the ambient light does not degrade the system 
performance, but acts as a bias point at the Tx by shifting the signal into the linear 
region of the camera. Next, for the aperture of 𝑓/5.6, 𝑇exp of 1/100 s, and a ISO level 
of 6400 we measured the BER against 𝑃t for focused and defocused cases with no 
ambient light, see Fig. 5.7. In this case, we observe a slight improvement in BER for 
the focused case. Changing the camera focusing distance slightly changes the focal 
point of the lens, but aperture remains the same. Accordingly, we observed a slight 
increase in the image size for the defocusing case, which resulted in light distribution 
over a higher number of pixels; hence lower SNR/pixel. We can, therefore, conclude 
that although large aperture leads to out-of-focus footprints, the system SNR 
performance improves. Note that, in order to reduce the frames processing time one 
option would be to use binning, where the image resolution is reduced by taking the 
average of 𝑚 ×𝑚 blocks [184]. 
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Figure 5.7: The BER vs. the transmit power for different focal lengths, ambient light levels, 
focused and defocused modes. 
5.5 Summary 
In this chapter, a novel NLOS MIMO STDM system was proposed for increased 
level of streetlight footprint overlap. To avoid the data loss due to crosstalk, STDM 
was adopted by allocating time slots to groups of Txs. We proposed a dedicated packet 
structure based on differential modulation in order to uniquely label the Txs and to 
ease the reception of the packets. A novel effective detection algorithm were proposed 
to effectively extract the information from video streams. In the proposed algorithm, 
frame subtraction and a mask were used to remove unwanted background objects, and 
to effectively locate reflections from a specified Tx to extract the data, respectively. 
An EGC technique was used to extract the data from the diversity Rx, which made the 
system more tolerant to the noise. The proposed system was evaluated under fixed 
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conditions and for different channel and camera parameters showing transmission over 
longer Ls under very low transmit power levels. We demonstrated that, the system 
performance improved in the presence of ambient light because of nonlinearity of the 
RAW to JPEG conversion process. Finally, we showed that, camera defocusing and 
FoV do not have a significant impact on the link performance, hence the camera 
aperture could be set to the maximum to take advantage of higher received power 
levels. 
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Chapter 6 COMPARISON 
OF COMBINING 
TECHNIQUES FOR NLOS 
OCC 
6.1 Introduction 
In Chapter 5, a detection technique employing differential signalling, STDM as the 
multiplexing technique and HS/EGC as the combining technique was proposed for a 
VLC-OCC scheme with large overlaps of the illumination footprints. However, using 
TDM the system throughput is reduced [185], more specifically in urban areas with a 
large number of light sources (i.e., streetlights, vehicles, display signs, etc.), see Fig. 
6.1. In this situation, since the camera frame rate is low, selecting TDM as a multiple 
access technique is not the most efficient option. Considering that, in cameras the IS 
is a massive matrix of PDs, a zero forcing (ZF) equalization can be used as the 
combining technique while the channel access is SDM. 
ZF, which eliminates the interference by directly forcing the interference terms to 
be zeros, has been investigated within the context of VLC for interference cancellation 
in multi-colour based MIMO and MISO links. In [186], the performance of ZF was 
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compared with ZF and successive interference cancellation (SIC) for a 3 × 3 MIMO 
WDM VLC system. It was shown that, when the optical band pass filter and the signal 
have the same full width half maximum (FWHM), the BER performance of ZF+SIC 
is half that of ZF. ZF was also adopted for multiuser MIMO-OFDM VLC and 
compared to minimum mean square error (MMSE) for a transmit power of 0 dBW 
offering a spectral efficiency of 0.5 bit/s/Hz or less [69]. The performance of ZF was 
theoretically investigated in [187] for MIMO CAP Rxs in VLC showing that for a BER 
of 3.8 × 10−3 combining it with optimally-ordered SIC (OSIC) improves the SNR by 
~3 dB at a cost of increased complexity. In [188] a MISO downlink VLC system such 
as in airplane cabins, ZF was adopted  showing a dynamic scenario compared to 
Tomlinson-Harashima precoding (THP) with the average per-user rate of ~0.3 bps/Hz 
lower at a 20 degrees of LED directivity. ZF was also adopted in a MU-MIMO 
underwater VLC system with spectral efficiency of ~15 bps/Hz compared to ~8 bps/Hz 
for a TDMA scheme [185]. 
Note, ZF is the preferred option provided the SNR is high. Under ill-conditioned 
channel matrix, ZF needs a large normalization factor, which will dramatically reduce 
the SNR [189]. Therefore, for low SNR, ZF cannot achieve a good performance since 
noise not the interference is dominant. Thus, the use of MMSE precoding. It is worth 
noting that, under higher SNR (i.e., high transmit power levels), the performance of 
ZF is the same as MMSE [69, 187]. Note, in linear MMSE precoding, the interference 
at the Rxs is not identically zero, thus the trade-off between noise and interference 
based their dominance at the Rx. In addition, in [190] ML detection was adopted for a 
generalised space shift keying signalling for an indoor MIMO VLC environment with 
a symbol error rate of 10-4 at a SNR of ~23.5 dB using 4 Rxs. A fast ML detection 
technique was proposed in [191] based on space-collaborative constellations, which 
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offers the same performance as the conventional ML detectors with a reduced 
complexity. However, ML detectors are too complex and since the frame rate of the 
camera is limited, they may introduce delay, which is undesirable in C2C 
communications. Therefore, in this work ZF is adopted to reduce the complexity 
compared to MMSE, ML, and MLSE, which is described in this chapter. 
 
Figure 6.1: Lighthing sources in a typical urban environment showing overlapping illumination 
areas. 
In this chapter, we propose two detection schemes of (i) optical simple detection and 
ZFE (SDZFE); and (ii) differential detection and ZFE (DDZFE) for NLOS MIMO-
based OCC in order to mitigate the impact of crosstalk. We show that, (i) using these 
schemes an error-free transmission is possible even under a high-level of crosstalk 
compared to HS/EGC, see Chapter 4; (ii) in terms of the eye-height in the eye-diagram 
of the received signal, at a distance 5 m and ISO of 6400, SDZFE offers improved 
performance compared to HS/EGC and DDZFE by ~1.1 and 1.2 ADU/ADU, 
respectively at the cost of increased process time by 3; and (iii) for the Txs located 
close to each other, both DDZFE and SDZFE offer improved performance compared 
to HS/EGC. 
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The structure of the chapter is as follows: We introduce the system model used in 
this work with a block diagram. We then present our proposed detection algorithms of 
DDZFE and SDZFE. Finally, we present the evaluations of the simulation and 
experimental results. 
6.2 System Model 
The schematic system block diagram of the proposed system is illustrated in Fig. 
6.2. 𝑁t independent pseudo-random binary sequences 𝑫1×𝑁t = [𝐝
𝑙]1×𝑁t  of 𝑁pa-bit 
length, where 𝑙 = 1,… , 𝑁t, and 𝑁t is the number of Txs in the OOK-NRZ format are 
generated as the payload. The payload is applied to a packet generator module, where 
preamble and pilot bits with the lengths of 𝑁pr and 𝑁t, respectively are added. The 
generated packet streams 𝐁1×𝑁t = [𝐛
𝑙]1×𝑁t are differentially encoded as 𝐗1×𝑁t =
[𝐱𝑙]1×𝑁t where 𝑥𝑘
𝑙 = 𝑏𝑘
𝑙 ⊕𝑥𝑘−1
𝑙 , and 𝑥0
𝑙  is set to “0”. Note that, in order to ensure 
interfere-free pilots, for the 𝑙-th Tx only the 2𝑙-th bit is assiagned “1” and remaining 
bits are set to “0” for the pilot signal. The output of the differential signalling block 
are then used for intensity modulation of the light sources for transmission over the 
NLOS channel. The free space channel impulse response is given by: 
𝐇𝑁r×𝑁t
ch = [𝐇𝑁r×1
ch,𝑙 ]
1×𝑁t
, (6.1) 
where 
𝐇𝑁r×1
ch,𝑙 = [ℎch,𝑙(𝑢, 𝑣)]
𝑁r×1
, (6.2) 
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Figure 6.2: Proposed NLOS MIMO OCC system block diagram. 
At the Rx, a camera is used for recording the intensity modulated light sources (i.e., 
capturing the changes  in the light intensity) by sampling as given by [151]: 
𝐇𝑁r×1
cam (𝑘𝑇fr) = 𝐆𝑁r×1 × (Γ(𝑘𝑇fr) − Γ(𝑘𝑇fr − 𝑇ex𝑝)), (6.3) 
where 𝑁r = 𝑉 × 𝑈, 𝐺𝑁r × 1, 𝑇exp, 𝑇fr = 1/𝑅f and Γ(. ) denote the number of Rxs, gain 
of an array of pixels, exposure time, inter-frame time and Heaviside step function, 
respectively. The camera’s sampling rate 𝑅f is set to 2𝑅b in order to avoid inter-symbol 
interference (ISI).  
The received signal is given as: 
𝐘𝑁r×1(𝑘𝑇fr) = 𝐇𝑁r×𝑁t(𝑘𝑇fr)𝐗1×𝑁t
T (𝑘𝑇fr) + 𝐍𝑁r×1(𝑘𝑇fr), (6.4) 
where 𝐇𝑁r×𝑁t(𝑘𝑇fr) = [𝐇1×𝑁r
𝑙 (𝑘𝑇fr)]
T
 and 𝐍𝑁r×1(𝑡) are the matrices of channel 
coefficients and the additive white Gaussian noise (AWGN) with the mean value 𝜇N 
and variance 𝜎N
2, respectively, with 𝑙 = 1,… ,𝑀. 𝐇1×𝑁r
𝑙 (𝑘𝑇fr) =
𝑃t𝐇1×𝑁r
ch,𝑙 . 𝐇1×𝑁r
cam (𝑘𝑇fr), where 𝑃t is the transmit power per Tx. 
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Note that, in this work we do not deal with the colours, therefore following the 
selection of odd/even frames all frames are converted to the grayscale as given by Eq. 
(3.5) In order to reduce the complexity of processing of the received data, we apply an 
𝑚 × 𝑛 binning to ?̃?𝑁r× 1(𝑘𝑇fr) as given by: 
𝐘𝑁r×1(𝑘𝑇fr) = [𝑦?̅?]𝑁r×1
= 𝐇𝑁r×𝑁t(𝑘𝑇fr)[𝐗1×𝑁t(𝑘𝑇fr)]
𝑇
+ 𝐍𝑁r×1(𝑘𝑇fr), 
(6.5) 
where 𝑦?̅? =
1
𝑚𝑛
𝟏1×𝑚𝑛𝐀𝑚𝑛×1
𝑖 , 𝐀𝑚𝑛×1
𝑖 = [𝑦?̃?]𝑚𝑛×1, 𝑗 = 𝑚𝑜𝑑 (𝑖 − 1,
𝑉
𝑛
) 𝑛 + 𝑜1 +
(⌊
(𝑖−1)𝑛
𝑉
⌋𝑚 + 𝑜2 − 1)𝑉, 𝑜1 = 1,… , 𝑛, 𝑜2 = 1,… ,𝑚, 𝟏1×𝑚𝑛 is the matrix of ones.  
    Based on Lyapunov central limit theorem, when 𝑚𝑛 is a large number, 𝑏𝑖 is a 
Gaussian distributed random variable with mean of 𝜇𝑏𝑖 =
1
𝑚𝑛
∑ ∑ 𝜇?̃?𝑗
𝑚
𝑜2=1
𝑛
𝑜1=1
 and 
variance of 𝜎𝑏𝑖
2 =
1
(𝑚𝑛)2
∑ ∑ 𝜎?̃?𝑗
2𝑚
𝑜2=1
𝑛
𝑜1=1
. Note that, following binning the number of 
pixels cannot be less than the number of Txs.  
6.3 Proposed Algorithms 
Two detection schemes are proposed in order to extract the payload from captured 
video streams and compare them to the HS/EGC algorithm. The operation of 
algorithms are best described with reference to the flowchart shown in Fig. 6.3. For 
the entire captured video, the proposed algorithms are first applied to odd and then to 
even frames of 𝐘𝑁r×1
o
 and 𝐘𝑁r×1
𝑒
, respectively. In the algorithms there are three stages 
of (i) preamble detection; (ii) pilot detection; and (iii) payload extraction, which are 
controlled by two flags, i.e., 𝐹𝑙𝑎𝑔pr and 𝐹𝑙𝑎𝑔pi. Note that, at the start of algorithm, 
both flags are set to “0”. In order to locate the footprint of the Tx on the floor surface 
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each frame is subtracted from the previous frame as given by: 
Δ𝐘𝑁r×1
o
(𝑘𝑇fr) = 𝐘𝑁r×1
o
(𝑘𝑇fr) − 𝐘𝑁r×1
o
((𝑘 − 1)𝑇fr)
= 𝐇𝑁r×𝑁t(𝑘𝑇fr)[Δ𝐗1×𝑁t
𝑜 (𝑘𝑇fr)]
𝑇
+ Δ𝐍𝑁t×1
o
(𝑘𝑇fr), 
(6.6) 
where Δ𝐗1×𝑁t
o (𝑘𝑇fr) = 𝐗1×𝑁t
o (𝑘𝑇fr) − 𝐗1×𝑁t
o ((𝑘 − 1)𝑇fr) and Δ𝐍𝑁r×1
o
(𝑘𝑇fr) =
𝐍𝑁r×1
o
(𝑘𝑇fr) − 𝐍𝑁r×1
o
((𝑘 − 1)𝑇fr) is an AWGN with zero mean and variance of <
2𝜎N
2. Note, elements of Δ𝐘𝑁r×1
o
(𝑘𝑇fr) can have any integer values within the range of 
-255 to +255. 
At the preamble detection stage, which is the same for both schemes, since Txs are 
synchronized and share the same preamble, Δ𝐘𝑁×1
o (𝑘𝑇fr) is averaged as given by: 
𝑆𝑘 = |mean (Δ𝐘𝑁r×1
o (𝑘𝑇fr))|, (6.7) 
where |. | is the absolute value. This procedure is performed 𝑁pr times. 𝑆𝑘 is then 
applied to a preamble hard threshold module the output of which is compared with the 
preamble. On matching, 𝐹𝑙𝑎𝑔pr is toggled to “1” and detection proceeds to the next 
stage. 
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Figure 6.3: The flowchart of the proposed detection algorithms. 
In the following subsections, each of the proposed detection techniques are 
described. 
6.3.1 Zero-Forcing Equalization (ZFE) 
Following preamble detection, 𝐇𝑁r×𝑁t(𝑘𝑇fr) is generated for even values of 𝑘 using 
pilot bits of the Txs. Since pilots are unique and only with a single bit set to “1” for 
each Tx, the frame related to each pilot is then used to construct each row of the 
DDZFE matrix of coefficient, i.e., 𝐇𝑁r×𝑁t(𝑘𝑇fr), and on completion 𝐹𝑙𝑎𝑔pi is toggled 
to “1”. Finally, in the payload extraction stage, in order to estimate the values of 
𝐗𝑁t×1
o (𝑘𝑇fr) both sides of (6.9) are multiplying with [𝐇𝑁r×𝑁t(𝑘𝑇fr)]
−1
 to force the 
interfering terms to be zero. Note that, 𝑁r ≠ 𝑁t, 𝐇𝑁r×𝑁t is rank deficient, therefore no 
inversed matrix. Instead, a pseudo inverse matrix can be used, which is given as [192]: 
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𝐇𝑁t×𝑁r
+
= (𝐇𝑁t×𝑁r
H
𝐇𝑁r×𝑁t)
−1
𝐇𝑁t×𝑁r
H
, (6.8) 
where 𝐇𝑁t×𝑁r
H
 is Hermitian transpose of 𝐇𝑁r×𝑁t. Accordingly, ZFE is applied to 
Δ𝐘1×𝑁r
o
(𝑘𝑇), hence the transmitted signal can be estimated as: 
Δ?̂?𝑁t×1
o (𝑘𝑇fr) = 𝐇𝑁t×𝑁r
+
[Δ𝐘1×𝑁r
o
(𝑘𝑇fr)]
T
−𝐇𝑁t×𝑁r
+
[Δ𝐧1×𝑁r
o (𝑘𝑇fr)]
T
. (6.9) 
However, this approach also leads to noise amplification (i.e., reduced SNR and higher 
BER). 
Finally, Δ?̂?𝑁t×1
o (𝑘𝑇fr) is passed through a hard threshold module to estimate ?̂?𝑘
𝑙 . 
Note, with the upper and lower levels of Δ?̂?𝑁t×1
o (𝑘𝑇fr) being “1” and “0”, respectively 
𝑡ℎpa is set to 0.5. This stage is repeated for 𝑁pa iterations. 
6.3.2 Simple Detection Zero-Forcing Equalization (SDZFE) 
The SDZFE algorithm is very similar to DDZFE except for 𝐇𝑁t×𝑁
+  that is applied to 
𝐘𝑁×1 as given by: 
?̂?𝑁t×1
o (𝑘𝑇fr) = 𝐇𝑁t×𝑁r
+
[𝐘1×𝑁r
o
(𝑘𝑇fr)]
T
− 𝐇𝑁t×𝑁r
+
[𝐍1×𝑁r
o
(𝑘𝑇fr)]
T
. (6.10) 
?̂?𝑁t×1
o (𝑘𝑇fr) is then passed through a hard threshold module and successively 
subtracted to estimate ?̂?𝑘
𝑙 . In DZFE, the detection is carried out on each received frame. 
The advantage of using SDZFE over DDZFE would be the relaxed requirement for 
differential signalling, hence no enhanced noise. 
6.4 Experimental Results 
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To evaluate the performance of the proposed system, a similar experimental test-bed 
to the one in Chapter 4 was used, see fig. 6.4(a) . Ten 1066-bit packets composed of 
the payload, pilot, and preamble of 1000, 2, and 64 bits long, respectively was 
generated in the OOK-NRZ format. 
Note that, in the detection process, we used 10 binning. A camera-based Rx (i.e., IS-
based Rx) offers a spatial diversity capability given that, the pixel size in the IS is in 
the order of ~μm, which is larger than the lights’ half wavelength. 
 
(a) 
 
(b) 
Figure 6.4: (a) The experimental testbed and (b) normalized light intensity on the floor for 𝐷 =  1 m. 
Figures 6.5 show the measured eye diagrams of the received signals for HS/EGC, 
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ZFE, and SDZFE before 𝑡ℎpa, where 𝑅b is reduced ten times in order to have 10 
samples per symbol. Note that, with high levels of interference, it is not possible to 
establish an error-free transmission with HS/EGC. Then it can be observed for all eye 
diagrams that: (i) the eye symmetry is maintained thus indicating very little 
contributions due channel distortion; (ii) sharp slopes indicate good tolerance to the 
timing jitter; (iii) the wide eye width for some cases (i.e., reduced interference and 
noise thus lower BER); (iv) multi-levels; and (v) higher SINR levels for some cases. 
 
(a) 
 
(b) 
 
(c) 
Figure 6.5: Eye diagrams of the received signal with  interference and non-linear gamma 
correction for: (a) HS/EGC, (b) ZFE, and (c) SDZFE. 
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(a) 
 
(b) 
Figure 6.6: State diagrams for multi-levels eye diagrams: (a) HS/EGC, and (b) ZFE. 
As shown in Figs. 6.5(a), and (b), for HS/EGC and ZFE, there are 7 and 4 levels, 
i.e., L1 to L7, respectively, which are best explained with reference to state diagrams 
depicted in Fig. 6.6.  Additionally, for SDZFE scheme, 3-level shown is based on the 
states of desired and interfering Txs as outlined in Table 6.1. The multi-levels observed 
in the eye-diagrams for DDZFE and SDZFE are mainly due to non-linear gamma 
correction curve, while for HS/EGC it is due to both gamma correction and 
interference. In the presence of gamma correction, the intensity of light in the 
overlapping area is not the summation of the footprints; hence following ZFE, new 
levels are evident in the eye diagrams. 
Table 6.1.  State of Txs for Each Level of The Eye-Diagram for SDZFE. 
DZFE Desired Tx Interfering 
Tx L1 “0” “0” 
L1 “0” “1” 
L3 “1” “0” 
L2 “1” “1” 
 
 115 
 
Figure 6.7(a) shows the simulated normalized eye-height (i.e., normalized to the 
widest eye opening  
𝑤eye,1
𝑤eye,2
 as a function of 𝐷/𝐻 for HS/EGC, DDZFE and SDZFE and 
for two Txs with the viewing angles of 60o. Notice that, the DDZFE and the SDZFE 
has an almost flat response over all 𝐷/𝐻 up to 2 m/m, which outperforms the HS/EGC. 
The negative value of the normalized eye opening for HS/EGC shows that L2 is less 
than L3, hence data cannot be recovered. Figure 6.7(b) depicts the normalized eye-
height against the normalized ambient light illumination level 𝛾 (i.e., normalized to 
the peak illumination level of the Tx1) for the proposed algorithms, 𝑃t of 20 dBm, and 
for 𝐷/𝐻 = 0.5 m/m. Here as well, HS/EGC displays the worse normalised eye-height 
of < −0.3 compared with the average normalized heights of 0.8 and 0.9 for DDZFE 
and SDZFE, respectively, over 0.5 < 𝛾 < 4. Note that, as expected HS/EGC displays 
an almost flat response. Note, for SDZFE and DDZFE, the increase in the eye width 
beyond 𝛾 = 0.5 is due to the increase in the intensity of low-level pixels, hence the 
entire image is shifted to the more linear region of gamma correction curve. 
 
(a) 
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(b) 
Figure 6.7: The normalized eye height as a function of: (a) 𝐷 in the absence of ambient light; and 
(b) 𝛾 at 𝐷/𝐻 = 0.5 m/m for the proposed algorithms, 𝑃t of 20 dBm, 𝐿 = 5 m, and a Tx’s viewing 
angle of 60o. The inset is the average intensity of a pixel as a function of total received power at the 
camera for ISO of 3200, 𝑇exp of 0.004 s, focal length of 55 mm, and aperture f-stop of f/5.6. 
Figure 6.8(a) depicts the measured BER performance as a function of the transmit 
power for the proposed algorithms and for the ISO levels of 3200 and 6400, 𝑇exp =
0.01 s, 𝐿s = 5 m, and f-stop of 𝑓/4 with only a single Tx in the absence of ambient 
light. The results show almost the same BER performance for HS/EGC and DDZFE 
schemes with a marginal power penalty of 0.1 dB irrespective of the ISO. Note, for 
ISO of 6400, a 3 dB lower transmit power level is required compared to the ISO of 
3200 for all schemes at BER lower than the forward error correction (FEC) limit of 
3.8 × 10−3. In addition, there is a ~1 dB of power penalty between SDZFE and 
HS/EGC irrespective of the ISO levels. Finally, Fig. 6.8(b) demonstrates the BER plots 
as a function of the transmit power for the three schemes and for link spans of 5 m and 
10 m, ISO of 6400, 𝑇exp of 0.01 s, and f-stop of 𝑓/4 displaying a similar profile as in 
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Fig. 6.8(a). Note, for a link span of 5 m the transmit power level is ~3 dB lower than 
the link span of 10 m at the BER below the FEC limit of 3.8 × 10−3 for all schemes. 
 
(a) 
 
(b) 
Figure 6.8: BER as a function of transmit power for Texp of 1/100 s, aperture f-stop of f/4 for: (a) 
different ISO levels, and (b) different link spans. 
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6.5 Link Budget 
The link budget analysis for a link span of 60 m, which is a typical distance detecting 
an object from the reflected light in urban areas [193], is outlined in Table 6.2 showing 
the required power values for two cases where (i) no ambient light is considered such as 
highways at night and (ii) other lights in the street provide ambient light such as urban 
areas and shopping streets. As discussed in Chapter 2, the CE0 class dictates an average 
illuminance of 50 Lux, which is equivalent to 32.65 dB for a lamp at a height of 2 m, 
which is the average transmit power, i.e., in OOK-NRZ signalling the peak intensity is 
35.65 dB (i.e., the peak is double the average value). Note, since the requirement is set 
on illuminance on the surface of the road, the height of the lamp only defines the area of 
the footprint. This means if the height is increased, the mean illuminance on the road 
surface is fixed, but the area of the footprint increases.  
Here, we consider a 10 m lamp post, which compared to 2 m height of the Tx in the 
experiments gives a gain of 14 dB. Note, this analysis is based on the results for a 𝑇exp =
0.01 s, ISO of 6400, aperture stop of 𝑓/4, and 𝑓 = 18 mm. The results show link margins 
of 13 and 14 dB for HS/EGC and SDZFE algorithms in the absence of ambient light, 
respectively, and 23 and 24 dB for HS/EGC and SDZFE in the presence of ambient light, 
respectively. Therefore, this link margin allows a less exposure time for high frame rate 
cameras, or less aperture area for smaller cameras, e.g., a camera with a half aperture size 
and double the frame rate leaves a link margin of ~7 dB for HS/EGC in the absence of 
ambient light. Note that, a 100 m link span for a vehicle speed of 70 mph in the highways 
is equivalent to >3 s of link duration. Therefore, for a camera with 120 fps, this translates 
to 180 bits, i.e., a packet can contain ~100 bits to be in the safe side. In addition, for a 
speed of 30 mph in the urban area provided that a clear link span up to 100 m is available, 
 119 
 
a link duration of ~7.5 s and hence 450 bits can be expected. Note, this link margin can 
also consider the blockage of the footprint due to obstacles or footprints being partially 
in the FoV of the camera. 
 
Table 6.2.  Link budget for different ambient light conditions and detection methods in OCC. 
Background illumination No Ambient light Ambient Light 
Detection Method HS/EGC DZFE HS/EGC DZFE 
Required 𝑷𝐭 for 𝑳𝐬 = 𝟏𝟎 m (dBm) 11.5 10.5 1.5 0.5 
Loss due to increase in the height 
from 2 m to 10 m (dB) 
-14 
Geometrical loss at 100 m compared 
to 10 m (dB) 
20 
Ratio of road surface to white paper 
reflection coefficient (dB) 
5.2 
Total loss (dB) 11.2 
Required 𝑷𝐭 for 𝑳𝐬 = 𝟏𝟎𝟎 m and 
road surface (dBm) 
22.7 21.7 12.7 12.7 
Available transmit intensity based 
on CE0 (dBm) 
35.65 
Link margin (dB) 12.95 13.95 22.95 23.95 
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6.6 Summary 
In this chapter, we proposed two algorithms based on DDZFE for NLOS MIMO 
OCC systems, in order to extract the payload in the presence of gamma correction, 
noise, and interference. We showed that, the proposed algorithms tolerate higher levels 
of interference compared to the HS/EGC scheme. For the OOK-NRZ signalling 
format, we showed that the eye diagrams displayed multiple-levels due to gamma 
correction and interference. We also showed that for higher transmit power level of 20 
dBm, ZFE-based algorithms outperformed HS/EGC because of high tolerance to the 
ambient light and ratio of spacing to height of Txs (i.e., 0.25 m/m). However, for lower 
transmit power levels (i.e., 6 dBm < 𝑃t < 13 dBm), HS/EGC offered almost the same 
BER performance as DDZFE below the FEC limit. Moreover, HS/EGC shows ~1.1 
dB worse performance compared to SDZFE due to increased level of noise as a result 
of frame subtraction. Although DDZFE showed ~1.2 dB power penalty compared to 
SDZFE, 𝑡ℎpa in this scheme is fixed to 0.5. Compared to HS/EGC, which is limited to 
few scenarios, the proposed DDZFE and SDZFE algorithms offered higher tolerance 
to the spacing between Txs, but at the cost of increased computation time (i.e., by three 
times for 10 binning) for obtaining the inverse channel matrix. Finally, we showed that 
a link margin of ~13 dBm can be expected for HS/EGC for a street light with a height 
of 10 m, and a link span of 100 m, which enables the system to use higher frame rate 
cameras, or operate with some blocking or shadowing. 
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Chapter 7 CONCLUSIONS 
AND FUTURE WORK 
7.1 Conclusions 
This thesis highlighted the technical challenges, motivations behind conducting this 
study and the contributions made to knowledge in Chapter 1. An overview on the 
fundamentals of VLC in ITS including Tx, channel and Rx were given in Chapter Two. 
Typical modulation schemes used in VLC, features and requirements on the 
head/taillights and streetlights as well as reflection characteristics of road surfaces 
under different conditions were discussed. Chapter three provided an overview on 
OCC highlighting typical modulation schemes for OCC to avoid flickering problem 
due to low frame rate of the camera. A channel model for LOS OCC links as well as a 
review on the NLOS based were also presented. The chapter also illustrated a typical 
camera structure, discussing the role of lens system and a typical structure of CCD and 
CMOS image sensors. Moreover, the concept of rolling shutter and global shutter as 
well as the major noise sources were highlighted.  
Chapter 4 presented an end-to-end NLOS 2 × 𝑁r OCC system. For the first time, a 
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comprehensive theoretical model of the channel impulse response for NLOS OCC 
under clear weather conditions was developed. The image sensor of the camera is 
composed of a massive number photodetectors, which offers diversity capability that 
can be exploited to improve the link performance. Two hybrid combining techniques 
of HS/EGC and HS/MRC were investigated in terms of BER against the transmit 
power for different camera parameters.  
In addition, in camera based optical Rxs with massive imaging capability, where 
light beams are mapped on a specific area of the image sensor, the illuminated sections 
(i.e., PDs) can be selected using SC. This chapter presented a SC technique known as 
mask matching, block matching, or region of interest in order to select the pixels with 
higher received intensity. A unique non-standard packet structure composed of 
preamble, pilot, and payload and a novel detection technique based on the packet 
structure were introduced. A comprehensive experimental test-bed was developed for 
measurements and evaluation of the proposed scheme. It was shown that, for an ISO 
of 6400, 𝑇exp of 0.01 s, aperture f-number of 𝑓/4, the Tx being 1.8 m above the floor 
surface, in the absence of ambient light, and the camera being 5 m away from the Tx, 
by employing an RB only a transmit power of ~16 dBm was needed to achieve the 7% 
FEC BER limit of 3.8 × 10−3. We showed that, both HS/MRC and HS/EGC-based 
systems offered almost the same performance because the intensity of the pixels in the 
region of interest did not vary significantly. It was also shown that, with  doubling ISO, 
exposure time, and aperture area, the required transmit power to achieve the 7% FEC 
BER limit improved by ~3 dB. However, no improvement was expected by increasing 
the ISO as it does not improve the SNR of the system. The mismatch between the 
figures is because, in the JPEG format, low intensities below a certain value defined 
by the camera are clipped to zero. Therefore, by applying an amplification before 
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ADC, the signal moved away from the clipping point, hence improved power gain. 
Moreover, we showed that, the information could not be fully extracted when the 
overlapping area of two Txs exceeds ~50%. The overlap above 50% resulted in a part 
the signal related to level “1” fall below another part of the signal related to level “0”.  
In the urban areas where the number of light sources in a small area is more, such as 
intersections, crossroads, or streets with opposite or staggered streetlight 
arrangements, the level of overlapping footprint of the Tx increases, hence enhanced 
interference. Therefore, the condition on the limited overlap may not apply. In Chapter 
Five, a SDM-TDM technique was proposed to reduce the overlapping area of the 
footprints. A dedicated packet structure was given for this system. The experiments in 
this chapter was carried out for different link spans, ambient light levels, focal points, 
and focusing modes. The results showed that, in the experimental setup, at a distance 
of 10 m and in the absence of ambient light, a transmit power of ~16 dBm per Tx was 
required, which showed a power penalty of ~3 dB compared to a link span of 5 m. This 
is because in low intensity levels, the camera in JPEG format clipped the signal. 
Therefore, when the camera was further away from the source, since the image of the 
Tx’s footprint shrinks, the received light was concentrated over a reduced number of 
pixels, hence less clipping. Moreover, by introducing ambient light to the system, the 
required power to achieve the BER of 3.8 × 10−3 improved by ~10 dB, since ambient 
light shifts the received signal away from the clipping point. In addition, the chapter 
highlighted that the focal point and focusing distance of the camera did not have a 
significant impact on the performance of the system, if the entire footprint of the Txs 
after changing the focal point is inside the FoV of the camera. The reason is that, by 
increasing the focal length at a fixed f-number the aperture area increases with the 
same speed, hence no improvement in the required transmit power. Therefore, the 
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camera can have a wide FoV and a wide aperture area. 
Although TDM could solve the problem of increased overlapping footprints, in very 
dense urban areas such as shopping streets where the number of streetlights, screens, 
shopping lights, etc. exceeds tens in a small area, this technique may severely decrease 
the data rate. Chapter 6, for the first time, adopted ZF in the context of OCC. Two 
algorithms based on ZF was proposed which were capable of extracting the data under 
very high level of interference. It was shown that, when the ratio of the spacing 
between Txs was double the height of the Txs, the normalized height of the eye 
diagram for DDZFE and SDZFE algorithms was ~0.7 more compared to HS/EGC. 
Moreover, if the spacing was less than 1.5 times the height of the Txs, HS/EGC was 
not capable of recovering the data. This means, the spacing between two neighbouring 
lampposts with a height of 5 m must be at least 7.5 m to be able to use HS/EGC. In 
addition, if the illumination level of the ambient light on the road surface is equal to 
the peak intensity of the Txs, it was shown that, when the spacing between the Txs was 
four times more than the height of the Txs, the height of eye diagram for ZDF, SDZFE, 
and HS/EGC is ~0.8, ~0.9, and -0.4, respectively. This signifies that the ZF-based 
algorithms showed a high tolerance under high level of interference as well as ambient 
light. Although ZF increases the level of the noise in the Rx, in this chapter it was 
shown that, at the 7% FEC limit, the impact of noise enhancement was insignificant. 
However, SDZFE achieved a gain ~1 dB compared to HS/EGC at a cost of triple 
processing time. The thesis stated that, a link margin of ~13 dB can be expected for a 
link span of 100 m and a street light height of 10 m. This indicates that the link duration 
in a highway with 70 mph speed can be >3 s, which yields to a packet size of 100 bits 
for a frame rate of 120 fps. 
In conclusion, this thesis investigated a solution to link outage in OCC due to 
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shadowing or the absence of LOS link by extracting the information from the off-axis 
reflection of the Txs. Different detection schemes were proposed for different 
scenarios based on the level of interference and experimentally evaluated as a feasible 
option. The proposed schemes were shown to be capable of extracting information 
under low levels of illumination.  
7.2 Future work 
Even though the objectives stated in Chapter one have been accomplished, the 
following future work is recommended in order to extend the work reported in this 
thesis. 
1. Flicker-free modulation formats: In this work, OOK-NRZ was adopted as 
a modulation technique, which in very low data rates can cause flickering. 
There are a number of techniques reported in the literature that can avoid 
flickering. However, in RS-based OCC modulation schemes such as 
UPSOOK may be seen as dark and bright ribbons in large footprints. To 
solve this problem differential signalling can be adopted in which after frame 
subtraction only dark or bright regions will remain, provided that the Tx and 
camera are synchronised in frequency. 
2. Higher order modulation formats: Since in the C2C communications, 
vehicles drive at a relatively high speed, it is necessary that the packets are 
short and receive at a high data rate before the scene is changed significantly. 
Therefore, since the data rate is fixed higher orders of 𝑚PAM can reduce the 
packet size. This ensures that the packets receive with less probability of 
error. 
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3. Different level for preamble: In this work, we considered 64 bits for 
preamble in order to avoid the repetition of preamble in the payload. 
However, this length for a C2C communication is long. Another option to 
avoid repetition is to use a different level of the signal as preamble. This level 
is suggested to be the highest level of the packet since preamble is the most 
important part of the packet and needs to be detected with less probability of 
error. 
4. Impact of fog on the performance of the system: As mentioned in Chapter 
two, we did not consider the impact of fog on the performance of the system 
since the dominant condition of the weather is clear weather. However, it 
will be interesting to investigate that under what level of fog, illumination 
intensity, and link span, an NLOS communication link can be realized.  
5. Tracking the footprint: Since the relative speed of the vehicles is high, the 
channel coefficients attained at the beginning of the packet might be outdated 
for the last few bits of the packet. This problem is especially important when 
the length of the packet is high compared to the frame rate of the camera. 
Hence, a need to track the footprint of the Txs and update the channel 
coefficients throughout the packet reception time. This can be estimated and 
implemented using image processing techniques. 
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