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Certain techniques for modifying LR(k) parsing tables to decrease their size have 
been developed by Korenjak [2] and DeRemer [3, 4]. We show that the techniques of 
the latter can be characterized bytwo transformations onsets of tables. We then show 
that the "simple" LR(1) method of DeRemer [4] can be considered a special case of 
Korenjak's method [2]. 
I. INTRODUCTION 
In [1] Knuth defined the class of LR(k) grammars. This class of grammars includes 
most of the grammars one would want to use in the description of the syntax of 
programming languages. It is also the largest known class of unambiguous context-free 
grammars which can be "naturally" parsed bottom-up, without backtracking, using a 
deterministic pushdown automaton. 
The algorithm given by Knuth in [1] for the construction of a parser for an LR(k) 
grammar often produces parsers that are too large for practical use. Techniques to 
produce more economical parsers for certain LR(k) grammars have been developed 
by Korenjak [2], DeRemer [3, 4] and Aho and Ullman [5]. 
In this paper we develop two simple transformations on sets of LR(k) tables that can 
be used to reduce the size of LR(k) parsers. We then couch DeRemer's techniques in 
terms of these transformations and show that DeRemer's imple LR(1) approach can 
* A summary of this paper appeared in Proceedings of the 3rd Annual ACM Symposium on 
Theory of Computation under the title "Care and Feeding of LR(k) Grammars." The work of 
J. D. Ullman was partially supported by NSF grant GJ-465. 
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be considered as a special case of a slight modification of Korenjak's method. We also 
show that by using these transformations independently it is possible to obtain LR(k) 
parsers that are smaller than those attainable by either Korenjak's or DeRemer's 
techniques. 
II. BACKGROUND 
In this section we present he notation and terminology used in this paper. 
A context-free grammar (CFG) is a four-tuple G = (N, 27, P, S), where N and 27 
are finite disjoint sets of nonterminals and terminals, respectively; S, in N, is the start 
symbol, and P is a finite set of productions of the form A -+ a, where A is in N and o~ 
in (N u Z)*. We assume the productions are numbered 1, 2 ..... p in some order. 
Referring to a CFG G ---- (N, 27, P, S), A, B, and C denote nonterminals in N;  
a, b, and c denote terminals in Z; and X, Y, and Z are in N u Z. We use u, %.., z 
for strings in 27* and a, fl,.., for strings in (N U 27)*. We use e for the empty string. 
I f  A --~ a is in P, then for all fl and y we write flAy => fiery. I f  y is in Z*, then the 
replacement is said to be rightmost, and we write flay => flay. The explicitly shown a 
~r tm 
is said to be a handle of flay. The relations *=> and => denote the reflexive and transitive 
closure of => and =>, respectively. Arrows mayrbe subscripted by the name of the 
rm 
grammar, to resolve ambigmties. 
The language defined by G is L(G) = {w ] S *=> zo}. It is well known that if S ~ w, 
then S *=> w, That is, every sentence in the language has a rightmost derivation. 
rm , 
A right sententialform of G is a string c~ such that S ~m a" If  S *r~ aAw r=>m aflw, then 
a prefix of aft is called a viable prefix of G. 
We define FIRST~a(a) as {w l a *~ wx and either i w ]1 = k or  ] w I ( h and x = e}. 
I f  a is in Z*, then FIRSTka(a) has one member w, which is either a, if ]a]  ~ k, 
or the first k symbols of a. Note that FIRSTka(a) is independent of G in this case. 
We delete G and k from F IRST  when no ambiguity arises. 
Let S = Yo, Yl .... , y,, = w be a sequence of right sentential forms such that for 
0 ~ i < n, 7i = a iA iw i ,  7i+x = a i f l iw i  and A i ~ fl i is production Pi of G. Then the 
sequence of produetionsp~_xp,_2 ...pxpo is called a bottom-upparse of w according to G. 
A special case of the F IRST  function, which is important in the context of LR(k) 
grammars, is EFF, the e-free F IRST  function. Formally, EFFa(a), or EFF(a), 
where G and k are understood, is{w ] a *=> wx where ] w 1 = k or I w I < h and x = e, 
r i l l  
and the last step in the derivation ~ *=> xw, if it exists, 2 does not use a production of 
rm 
the form A -+ e}. 
For example, if G is a CFG with productions S--> SaSb [ e, then F IRSTI (S  ) ---- {e, a}, 
while EFFI (S ) is the empty set. 
x [ fl I stands for the length of ft. 
2 That is, if a is not itself a terminal string. 
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The augmented grammar associated with a CFG G = (N, X, P, S) is the grammar 
G' = (N u {S'}, X, P W {S' --+ S}, S') obtained by adding a new starting production 
S' ~ S to P, where S' is a new nonterminal not in N U 27. 
A CFG grammar G is LR(k) if the two rightmost derivations in the associated 
augmented grammar: 
(1) S' ~ ~Aw =~ o~flw, and 
I 'm rm 
(2) S' ~ yBx =~ ~3Y, 
. I ' l l [ l  - -  r i l l  ." - 
together w:th the condition FIRSTka(w)= FIRST~(y), imply that 7Bx = c~Ay, 
i.e., that e = ~, A ---- B, and x = y. 
Informally, agrammar is LR(k) if the handle fl of a right sentential form aflw in the 
augmented grammar is unique, and the production that derived the handle, say 
A -+ fl, can be uniquely determined by examining aft and FIRST,(w). One not- 
immediately obvious consequence of this definition is that for each LR(k) grammar 
we can design a deterministic bottom-up arsing algorithm. 
In the LR(k) definition the augmented grammar is essential in certain cases. 
For example, consider the LR(1) grammar G with the two productions S --~ Sa and 
S--~ a. If S replaced S' in the LR(k) definition, G would be LR(0). Intuitively, 
however, we want G to be LR(1) rather than LR(0), because given the viable prefix S, 
we cannot determine whether S is a handle unless we look to see if there is a symbol 
after the S. 
For each LR(k) grammar G ~ (N, X, P, S) we can construct a deterministic 
bottom-up arsing algorithm. The algorithm uses a pushdown list and at each step 
decides whether to shift the current input symbol onto the top of the pushdown list 
or whether to call for a reduction using one of the productions in P. If a reduction 
is called for, there will be a string of grammar symbols on top of the pushdown list 
which matches the right side of the given production. In the reduction this string is 
replaced by the nonterminal on the left side of that production. 
The parsing algorithm uses a finite set of tables, a where each table is a pair of func- 
tions (f, g) such that 
(1) f, the parsing action function, maps lookahead strings, i.e., strings in X* of 
length at most k, to the actions hift, error, accept, and reduce i, where i is the number 
of a production in P; 
(2) g, thegoto function, maps N t3 27 to the set of tables and the word error. 
These tables are used to parse input strings as follows. The pushdown list holds a 
string of alternating rammar symbols and table names, say ToX1T a ... XmT,~, 
where the T's are tables and the X's are symbols in N u 27. 
3 A set of tables is called a "table" in [1]. 
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Let us suppose that w is the unexpended suffix of the original input string and that 
we are observing the parser at a time when either m = 0, i.e., at the beginning, or 
after it has just performed a reduction, i.e., when Xm is a nonterminal. Let Tm= (f, g). 
We determine the lookahead string u by finding FIRSTk(w). Then we apply the 
parsing action function f to u. I f  that action is shift, the next input symbol, say a, 4 
is shifted onto the pushdown list, and then the table g(a) is placed on top of a. The 
pushdown list thus becomes ToX1T 1 ... XmTmaTm+l, where Tin+ 1 ~-g(a). In the 
same manner, we shift additional symbols from input to pushdown list, as long as the 
action of the current able on top of the pushdown list applied to the first k remaining 
input symbols is shift. The actions error and accept have the obvious meaning. 
If  X 1 "" X,~w is a right sentential form, we will eventually enter a configuration 
with ToX1T1 "" XrT  r on the pushdown list and lookahead string x such that the 
action of T r on x is reduce i. At  that time, the right side of production i will be a 
suffix of the grammar symbols on the pushdown list, that is, production i is either 
A --+ e or A -~ XqXq+ 1 ... X r for some 1 ~ q ~ r. The symbols Xq ,..., Xr and the 
intervening tables are removed from the pushdown list, leaving Tq_ 1 on top. ( I f  
production i is A--~ e, then no symbols are removed and q -  1 = r.) Suppose 
Tq_ 1 ~- ( f ' ,g ' ) ,  and g'(A) = T. Then the symbols A and T are placed on top of the 
pushdown list, leaving the pushdown list with the string ToX1T 1 ... Xq_ITq_IAT.  
We are now "back where we started," with a nonterminal as the top grammar 
symbol on the pushdown list. The process repeats, until either an error or accept 
action is called for. 
Our LR(k) parsers have the property that when a reduce i move is called for, the 
right side of production i is guaranteed to be on top of the pushdown list. Thus, to 
implement a reduce move we do not need to match the grammar symbols on the right 
side of a production with those on top of the stack. In fact, grammar symbols need not 
appear on the stack at all. We show them there only to help explain how an LR(k) 
parser works. 
We can construct a parsing algorithm of this nature for each LR(k) grammar G. 
To do so, we first construct he set of tables for G. Following [1], these tables can be 
constructed from G by generating what we call sets of LR(k) items. 5 An LR(k) item 
for G is a pair [d ~ a ' f l ,  u], where A--~ aft is a production in the augmented 
grammar, and u is in Z'*, with [ u [ ~ k. I tem [A -~ c~ 9 fl, u] is said to be valid for 
viable prefix ~ if there exists a derivation S'  ~ ~Aw :~ $aflw in the augmented 
grammar such that y = ~a, and u --~ FIRSTk(wr). m rm 
The key to constructing the set of tables for an LR(k) grammar G is to first construct 
the sets of valid items for all the viable prefixes of G'. The number of such sets of 
items is clearly finite. 
, If k > 0, then a will be the first symbol of u. 
5 "Partial states" in [1]. 
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Let C/be a set of items. The closure of C/is defined to be the least set 0/', satisfying 
(1) OC_ C/'; 
(2) If [d --~ a .  Bfl, u] is in O', then [B --~ -y, v] is in O', for all B ~ y in P 
and v in FIRST(flu). 
Let O be a set of items. Then the function GOTO(O, X) is defined as follows. 
Let 0 '  be the set of items [B ~ aX'/3, u] such that [B --~ a" Xfl, u] is in C/. That is, 
find all items in O with an X immediately to the right of a dot. O' is the set of these 
items with the dot shifted to the right of X. Then GOTO(O, X) is the closure of 0 ' .  
LEMMA 1. (From [1]). I f  C~ is the set of items valid for ~, then GOTO(C/, X)  is 
the set of items valid for ~X. [] 
The collection 5f of the sets of valid items for an LR(k) grammar G ---- (N, 27, P, S) 
can be computed as follows. 
(1) Let C/o be constructed by taking the closure of the single item [S' ~ 9 S, e], 
where S' --~ S is the starting production in the augmented grammar. 
(2) Begin with .5 P = (O0). Apply Step (3) until no new sets of items can be 
added to 5C 
(3) If C/is in .9 ~ add GOTO(C/, X) to 5 f for all X in N U Z', if GOTO(C/, X) 
is nonempty. 
EXAMPLE I. Consider the LR(1) grammar with productions 
(1) S-~ AS  
(2) s -~ b 
(3) A --. da  
(4) A -~ b. 
The six sets of items for G are listed below. Brackets are removed, and the notation 
A --~ 9 da, a/b is an abbreviation for the two items A --~ 9 Aa, a and A --+ 9 da, b 
for example. 
S' -+ 9 S, e 
S--~.  AS,  e 
~o: S-~ . b, e 
A --~ 9 da, a/b 
A -~ 9 b, a/b 
01:  S ' - -~S. ,e  
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S- -+A.S ,e  
A -+ A . a, a/b 
S -+ .AS ,  e 
G~: S -+.b ,e  
A --~ 9 Aa, a/b 
A -+ 9 b, a/b 
l S - -+b. ,e  
Ga: A--+b ,a/b 
G4 : S -+ AS . ,e  
G 5: A - -~Aa ' ,a /b  
For example, we compute 0/o, the closure of{[S' --+ 9 S, el}, by adding [S -+.  AS, u] 
and [S--+ 9 b, u] to G o for all u in FIRST(e) [FIRST(e) = el. Then, we add [A --+ "Aa, u] 
and [A -+ 9 b, u] for all u in F IRST(S) ,  because item [S -+ 9 AS, el has previously 
been added. Note that F IRST(S)  = {b}. Then, since [A -~ 9 Aa, b] is in Go, we add 
[A -+ 9 Aa, a] and [A --+ 9 b, a]. No more items can be added to G 0 . We construct 
G2 = GOTO(Go,  A) by taking the closure of {[S ~ A 9 S, el, [A --+ A 9 a, a/b]}. 
The latter items are formed from [S --+ 9 AS,  el and [A --+ - Aa, a/b] in G o . 
To  see that these are all the sets generated by the above algorithm, we list the 
GOTO function. []  
A S a b 
F|UURE ] 
GOTO(Cr, X) 
We can extend the GOTO function to strings in (N u 27)* in the obvious way. 
That is, 
(1) GOTO(G,  e) ----- G, 
(2) GOTO(G,  ~X) = GOTO(GOTO(G,  a), X). 
It should be evident by Lemma 1 that if G o is the starting set of items, then 
GOTO(Go,  ~) is nonempty if and only if a is a viable prefix. 
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The following algorithm constructs a table from a set of items. Let 5 be a set of 
items such that if [A ~ a . ,  u] and [B --~ fl" y, v] are in 5 ,  then u is not in EFF(~v). 
Note that y may be e, whereupon EFF(~v) = FIRST(v).  (It is known [1] that the sets 
of items for an LR(k) grammar satisfy this property.) The table (f ,  g) constructed 
f rom 5 is defined as follows: 
(1) I f  [,4 -+ o~., u] is in 5,  and A ~ o~ is not S '  --* S, then f (u )  = reduce i, 
where i is the number of production A ~ a. 
(2) I f  [.4 ~ a "fi, u] is in 5,  fl 4: e, then f (v )  = shift for all v in EFF(flu). 
(3) I f  [S' ~ S ", e] is in 5 ,  thenf(e) = accept. 
(4) f (u )  = error, otherwise. 
(5) g(X)  is the name of the table constructed from GOTO(5 ,  X) whenever 
GOTO(5 ,  X) is not empty. 
(6) g(X)  = error if GOTO(5 ,  X) is empty. 
We will refer to this process of constructing a set of tables as Knuth's method and 
the set of tables so constructed for an LR(k) grammar G will be called the canonical 
set of tables for G. 
EXAMPLE 2. We display the canonical tables for the grammar in Example 1 in 
Fig. 2. Tables throughout his paper are shown in rows, with columns for the argu- 
ments o f f  and g. The following code is used: 
S : error 
A : accept 
S = shift 
i = reduce i. [] 
f g 
f 
a b e A S a b 
To 
/'1 
% 
TO 
7", 
TO 
x s x TO T~ X % 
X X A X X X X 
S S X TO 7"4 TO T3 
4 4 2 X X X X 
X X I X X X X 
3 3 X X X X X 
FICURE 2 
Canonical Tables 
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II I .  TrIE GENERAL NOTION OF A SET OF LR(k) TABLES 
The amount of computation required to produce a set of tables and the number of 
tables produced using Knuth's method can be quite large for practical grammars. 
Recently, several methods [2-4] have been advanced for the generation of more 
economical LR(k) parsers. In order to study these methods, we define an abstract 
notion of a set of LR(k) tables, define certain operations on them and show how the 
transformations of [2-4] can be expressed in terms of these operations. 
One preliminary observation is necessary. It is possible that certain entries in a 
table will never be "exercised," that is, they could be replaced arbitrarily, with no 
effect on the parser's operation. We will therefore allow a new action % or "don't care" 
in the range of both f and g. 
With this in mind, we define a set of LR(k) tables for grammar G = (N, 27, P, S) 
to be a pair (J-, To) , where each member of 3" is a pair of functions (f, g), such that 
(1) fmaps  strings u in 2:*, where [ u [ ~ k, to the actions hift, accept, error, ~, 
and reduce i, where i is the number of some production of G; 
(2) g maps N u 2: to Y w {error, 9}. 
T O is in J "  and is called the initial table. 
We refer to (5 r ,  To) as 3- if T o is understood. 
Note that the canonical set of tables qualifies as a set of LR(k) tables. However, it 
is not necessary that a given set of LR(k) tables form a parser for a given grammar. 
We can define the action of the LR(k) parser constructed from a set of LR(k) tables 
in the following manner. The LR(k) parser has a pushdown list and an input tape as 
before. A configuration of the parser is a pair (ToX1T 1 ... XmT,~, w), where T o is the 
initial table, To, T 1 ,..., Tm are in 3-, X 1 ,..., Xm are in N ~./2:; and w is in 2:*. The 
string ToXIT 1 ... XmTm represents the pushdown list with table Tm on top. The 
string w represents he unexpended input. Let Tm ~ (f, g) and u = FIRSTk(w). 
(1) I f f (u)  = shift, and g(a) = T, where w = aw', then we write 
(ToX1T 1 "'" X~T~ , w) ~-- (ToXIT 1 "'" XmTmaT, w'). 
(2) If  f (u) = reduce i, production i is A ~ a, ] a ] = m -- n + 1, and T~_ 1 ---- 
( f ' ,  g'), then (ToX1T 1 ... XmT,~ , w) ~-- (ToX1T 1 ... X~_IT~_IAT , w), where Tisg'(A).  
To implement this reduce move, we pop 2] a ] symbols from the pushdown list and 
apply the nonterminal A to the table that is then exposed on top of the pushdown list. 
(3) If f(u) is error, accept or % or if f (u )~ reduce i, and the right side 
of production i is longer than m, then there is no configuration C such that 
(ToX~Tx "'" XmTm , w) ~-- C. 
(4) If  f (u)=accept ,  m= 1, X 1 =S and w=e,  then the configuration 
(ToST1, e) is said to be an accepting configuration. 
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An initial configuration isone of the form (To, w). Let ~- be the reflexive and transitive 
closure of ~---, and le t / -  be the composition of ~-- with itself i times. A configuration C 
such that (To, w) ~- C for some w is said to be accessible. 
A set of tables (J-, To) is said to be a parser for G if for each w in L(G), 
(To, w) ~- (ToST, e) 
and (ToST, e) is an accepting configuration. 6 
It is straightforward to show that the canonical set of tables forms an LR(k) parser 
for G and that for each w in L(G), the sequence of reductions made by the parser is 
the bottom-up arse for w. 
It is possible that given an LR(k) grammar G, one would like to find the "smallest" 
parser for G. However, there is an important feature of LR(k) parsers which we would 
like to enforce. As soon as the LR(k) parser of Section I reaches a point where no 
possible continuation of the input could yield a right sentential form, the parser 
announces an error. The modifications of [2-4] preserve this property, although each 
allows the modified parser to perform some reductions when the original parser 
signals error. The modified parsers of [2-4] do not, however, allow a shift after the 
original has declared an error. Thus, these modifications do not diminish the good 
error-detection feature inherent in the canonical parser of Section I. We will make a 
definition of equivalent tables which reflects this desire to preserve rapid error detection. 
Let (~", To) and (~, Ro) be two sets of LR(k) tables for grammar G = (N, Z', P, S). 
Let C O ~-- C 1 ~- "" ~-- Cm and D o ~- D 1 ~-- "" ~-- Dn be sequences of configurations 
of the parsers constructed from ~ and ~,  respectively, such that 
(I) C o = (T o , w) and D O = (R0, w) for some w in 2:*; 
(2) either m = n, or m < n and there is no configuration C such that Cm ~-- C, 
or n < m and there is no configuration D such that D~ ~-- D. 
Let C,~ = (ToX1T1 ''' XrT~, x) and Dn = (RoY1R1 "'" YsRs, y). We say f and 
are equivalent if for arbitrary sequences as above, the following condition holds: 
(1) I f  m = n, then X 1 " "Xr  = Y1 "'" Y~, x =y ,  and Cm is an accepting 
configuration if and only if Dn is an accepting configuration. 
(2) If m ~A n, then x =y .  
Informally, the consequence of this definition is that if one parser produces the 
action error or % an equivalent parser may not shift any more input symbols onto the 
pushdown list but may make several reduce moves before ultimately reporting error. 
Our first objective is to determine when the action 9~ can be truly considered a
"don't  care," that is, an action which can never get exercised. 
6 Note that if (To, w) ~-- (ToST, e), then w must be in L(G). 
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We say a set of LR(k) tables 57- is free of accessible q~ entries (~-inaccessible, for short) if 
for each accessible configuration (ToX1T1 ... XmTm,  w) in which Tm = (f, g) and 
u = FIRST(w) the following conditions hold: 
(1) f (u )  # % and 
(2) (a) i f f (u)  = shift and the first symbol of w is a, then g(a) va % or 
(b) if f (u)  = reduce i, production i is A ~ Xr . . .  Xm and T,_ 1 = ( f ' ,  g'), 
then g'(A) ~ q~. 
The following algorithm replaces an error action by 9 whenever possible in the 
canonical set of tables so that the resulting set of tables is ~0-inaccessible and equivalent 
to the canonical set. 
ALGORITHM 1. Introduction of ~o actions. 
Input. oq-, the canonical set of tables for an LR(k) grammar G = (N, 27, P, S), 
k>/1 .  
Output. An equivalent set of tables ~r',, with error entries replaced by % wherever 
possible. 
Method. 
(1) Let T = ( f ,g)  be in ~J-. Replaceg(X) = error byg(X)  = ~o for each X. 
(2) For all u, replace f (u)  = error by f (u)  = q~ unless T is the initial table, or 
there is a table T' : ( f ' ,g ' )  in J - ,  a in 27 and v in 27* such that 
(i) f ' (av)  = shift, 
(ii) g'(a) = T, and 
(iii) u i sv i f [v [  <k- -  1, or u is vb for some b in 27 tO {e} if ] v ] =k- -  I. []  
EXAMPLE 3. Note that if h = 1, then v -- e in rule (2) of Algorithm 1. Thus, the 
condition under which error is not replaced by 9 reduces to T not being g'(a) for any a 
and any table ( f ' ,  g'). 
Then the tables of Example 2 become, by Algorithm I, those shown in Fig. 3. 
a b e A S a b 
To 
T1 
To 
To 
To 
% 
x z x TO T, ~ TO 
q) cp A cp 9~ ~ 
S S ~o TO 7"4 T5 2"3 
4 4 2 ~ ~ ~o 
3 3 X ~ ~ ~ 
Fmul~ 3 
~o-Inaccessible Set of LR(1) Tables 
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The only error entries remaining are in To, because it is the initial table, and in T 5 , 
because it appears under a in the goto portion of T~. [] 
TrlEOmM 1. The set of tables constructed by Algorithm 1 is 9-inaccessible and 
equivalent o the original set. 
Proof. The equivalence of J "  and J "  is straightforward, since the LR(k) parser 
does not distinguish between error and 9 in any way. (Thus, the purpose of 9 is only 
to mark entries that can be changed.) 
To show that ~v-, is 9-inaccessible, suppose that it is not. Then there is some smallest i 
such that C o ~2_ C, where C O is our initial configuration, and C violates the condi- 
tions of 9-inaccessibility. Let C = (ToXxT 1 "" XmTm,  w) and u = FIRSTk(w ). 
Suppose Tm= (f, g). 
Case 1. f (u )  = 9. Then i = 0 is not possible, since Tm may not be T O . Also, 
by Algorithm 1, the previous step of the parser could not have been a shift. Thus, 
we may write C O ~ C'  ~ C for some C' = (ToXaT t "" Xm_IT,,,_aYaS 1 "'" Y rSr ,  w), 
where the last reduction was by production X m --~ Ya "'" Y r .  
Let us consider the set of items from which table Sr was constructed. Obviously, 
it includes item [Am --+ Ya "'" Yr ", u]. Thus, X 1 "." Xmuy is a right sentential form 
for some y, where u = FIRST(uy). 7 Then the explicitly shown X m is introduced at 
some step of a rightmost derivation of X 1 "" Xmuy. Since Xm is a nonterminal, 
subsequent replacements occur to the right of Am. Let A --+ oOfm/3 be the production 
which introduced Xm, i.e., S'  rm g yAx r~m v~X,,/3x *r~m v~X,,uy,  where ~'~Xm = 
)(1 "'" Am. Then u is in FIRST(/3x),  so [A ~ c~X,~./3, z] is valid for )(i "" X~,  
if z = FIRST(x). We conclude that the action of T,~ on u should not be error, and 
thus, it could not have been changed to 9 by Algorithm 1, as supposed. 
Case 2(a). f (u )  = shift, a is the first symbol of u, and g(a) = 9. Then there is an 
item [A--+ ~-/3, v] valid for X 1 "- 'Xm, where /3 @ e, and u is in EFF(/3v). I f  
/3 = aft', then [A --~ aa-/3', v] is valid for X 1 "" Xma. Otherwise, there is a deriva- 
tion/3v rm *=" By ~ ayy rm ~ uz, [B --+ " ay, y'] is valid for X 1 "" Xm,  and [B --~ a 9 y, y'] 
is valid for X 1 "" X~a,  where y '  = FIRST(y).  In either case, the set of valid items for 
X 1 ... X~a is nonempty, and g(a) should not be % as supposed. 
Case 2(b). f(u) = reducep, where productionp is A --~ Xr "" X,,,, T,_a = ( f ' ,g ' ) ,  
and g'(A) = 9. Then [A ~ X1-'" X~., u] is valid for X1--- X,~, and [A --+ "Xr "'" Xm, u] 
is valid for X 1 "- Xr_ a . In a manner similar to Case 1, we can show that there is an 
item [B --~ a 9 v] valid for X 1 " "  Xr_ lA  , and thus, g'(A) should not be 9. [] 
We comment that the "converse" of Theorem 1 is also true. Since we do not use it, 
we merely state the result and omit the proof. 
That is to say, y = e i f [u l  <kandy isarb i t ra ry i f [u ]  =k .  
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THEOREM 2. I f  the canonical set of tables is modified by replacing with ~o any 
error entry not replaced in Algorithm 1, then the resulting set of tables will not be 
go-inaccessible. [] 
IV. MODIFICATION OF TABLE SETS 
If a set of tables is go-inaccessible, and two tables have entries which disagree only 
where one is % then the two tables can clearly be identified. A generalization f this 
idea is the following. 
A partition H on a set of LR(k) tables J -  is said to be compatible if whenever 
T1 - -~  (f l ,  gl) and T~ = (f~, g2) are in the same block of H, then 
(1) for each u, eitherfl(u ) = f2(u) or one offl(u ) andf2(u ) is go. 
(2) for each X eithergl(X ) andg2(X) are in the same block of// ,  or one ofgl(X ) 
and g~(X) is go. 
We can merge all tables in a block of a compatible partition by the following 
algorithm. 
ALGORITHM 2. Merger of compatible tables. 
Input. A go-inaccessible s t (J-, To) of LR(k) tables and a compatible partition/-/ 
on ,~". 
Output. A go-inaccessible s t of LR(k) tables (~J", To) equivalent to (~z-, To). 
Method. 3z" consists of one table for each block of / / .  The block containing the 
initial table of ~Y- yields the initial table of 5 7''. Let [(fl, gl),-.., (fr,  gr)] be a block of 
//. Then the table (f, g) constructed from this block has 
(i) f(u) = fi(u) if fi(u) @ go; otherwise, f(u) ~ go; 
(ii) g(X) is the table constructed from the block ofgi(X ) ifgi(X ) @ 9; otherwise, 
g i (X)  = go. 
The definition of compatible partition ensures that this construction is consistent. [] 
EXAMPLE 4. Let us consider the grammar with productions 
(1) S - .  AA 
(2) A -+ a 
(3) A -~ bS. 
The go-inaccessible s t of tables constructed by applying Algorithm 1 to the canonical 
set of tables is shown in Fig. 4. 
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a b e A S a b 
To 
T, 
T~ 
T~ 
T4 
r~ 
T~ 
7", 
7". 
T~ 
T~o 
T~ 
S S X 
cp ~ A 
S S 
2 2 X 
S S X 
~v ~ l 
X X 2 
S S X 
3 3 
S S 
9 ~o 3 
1 1 
T~ Tt Ts T, 
T5 ~o T~ 7"7 
go ~ ~ go 
7"9 Ts 7"3 T4 
~o go go ~o 
cp ~o ~ go 
T~ 7"1o :/'3 7"4 
go 9 ~ ~v 
Tn go T3 2"4 
~o go T q~ 
~o 5v ~o T 
FIGURE 4 
go-Inaccessible Tables 
Let /7  be the partit ion with blocks {To}, {T1, Tz}, {T3}, {T , ,  TT}, {T 5 , Tg}, (T6}, 
{Ts ,  Tlo}, and {Tax }. I f  we denote the table for block {Ti} by Ri and the table for block 
{ T~, T~) by Ri, if i < j ,  then the result of A lgor i thm 2 is shown in Fig. 5. ~] 
a b e A S a b 
Ro 
R1 
Rs 
R4 
R5 
R6 
Rs 
Rll 
S S X Rt Rt R3 R, 
S S A R5 9 Re R, 
2 2 X go go 9 
S S X R5 Rs R3 R, 
S S 1 Rn ~ R3 R4 
X X 2 ~ ~ 9 go 
3 3 3 go ~ ~ 
1 1 go go go go 
FIGURE 5 
Tables after Compatible Mergers 
THEOREM 3. The set of tables resulting from Algorithm 2 is ~o-inaccessible and 
equivalent to the given set of tables. 
Proof. Let  [T] be the table constructed in Algor i thm 2 from the block containing T. 
Then  we may show by induction on i that if C O = (T  O , w) is any initial configuration, 
then (To, w) ~-- (ToXaT a"" XmTm, y) under the set of tables J -  if and only if 
([To] , w) ~-  ([To] XI[T1] -" X,~[T~], y) under ~J". 
The  induction is straightforward and turns on the following observations: 
(1) For  each T in 5 7", the action of T on lookahead u agrees with that of [T] 
whenever either action is not ~p. 
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(2) If the action of [T] on u is % then so is that of T. 
(3) If the goto entry of T on X is S, then the goto entry of [T] on X is [S]. 
(4) If the goto entry of [T] on X is ~o, then so is the goto entry of T on X. 
We omit further details. [] 
It was observed by Brzozowski [6] that we could strengthen Theorem 3 by allowing 
overlapping partitions of the set of tables 3- in Algorithm 2. In fact, Pager [7] has done 
essentially this, using a much less restrictive but less practical s definition of com- 
patibility. 
The second idea for alteration of tables is to allow the announcement of error to be 
delayed provided that we do not shift any input symbols onto the pushdown list. 
Thus, if we have table (f, g), and f (u )  = error, we could change f (u)  to reduce i, if we 
were sure that 
(1) The right side of production i appears on top of the pushdown list, and 
(2) the error would be caught by any table which could appear on top of the 
pushdown list immediately after the reduction. 
In fact (2) is slightly too strong. We would like to know that if ( f ' ,  g') could next 
appear on top of the pushdown list, then f ' (u)  = error. However, we could simul- 
taneously change f ' (u)  to a reduce action, and equivalence would be preserved. 
A few definitions are useful. First we extend the GOTO function to tables and 
strings of grammar symbols as follows. 
(1) GOTO(T, e) = T. 
(2) GOTO(T, X) = g(X),  if T = (f, g). 
(3) GOTO(T, aX) = GOTO(GOTO(T, a), X). 
Let i be production A -+ a and let T be a table. We define the function NEXT, by 
NEXT(T, i) ----{T'[there exists table T" such that GOTO(T", a) ~- T and 
GOTO(T", A) ---- T'}. Thus, NEXT(T, i) gives the set of tables that could appear on 
top of the pushdown list after T calls for a reduce i action. 
Let (9-, To) be a set of tables. A postponement set for (3-, To) is a set 5 p of triples 
(T, u, i), where T is in 3-, u is a terminal string and i is a production umber, with 
the following conditions. 
(1) If T = (f,g), thenf(u) is error or ~0. 
(2) If production i is A --~ a, and T = GOTO(T0, fl), then a is a suffix of ft. 
(This assures that a reduction by production i will only be called for if a appears on top 
of the pushdown list.) 
s The parsers obtained in [7] are more difficult o implement than the conventional LR(k) 
parser. 
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(3) I f  T'  is in NEXT(T , i ) ,  and T'  = ( f ' ,g ' ) ,  then f ' (u)  is error or cp. [This 
assures that errors will be caught before a shift, even if (T',  u, j)  is also in 6 r for some].] 
ALGORITHM 3. Postponent of error checking. 
lnput .  A ~o-inaccessible s t of tables 57" and a postponement set 5 a for oq-. 
Output .  A ~o-inaccessible s t of tables ~7-, equivalent to J - .  
Method.  
(I) For each (T, u, i) in 5 a, where T = ( f ,g ) ,  setf(u) to reduce i. 
(2) I f (T ,  u, i ) is in 5 ~, and NEXT(T,  i) contains T '  = ( f ' ,g ' ) ,  setf ' (u) = error 
if it was originally ~o and was not changed in Step (1). 
(3) Let (T, u, i) be in 5 p, and let production i be A ~ ~. For all T '  = ( f ' ,g ' )  
such that GOTO(T ' ,  ~) = T and g ' (A)  = ~, set g ' (A)  = error. 
Call the resulting set of tables J " .  [] 
EXAMPLE 5. Let us consider the grammar 
(1) S-~ AS  
(2) S --+ b 
(3) A -~ aB 
(4) B --~ aB  
(5) B ~ b. 
The ~p-inaccessible s t of tables obtained using Algorithm 1 on the canonical set 
of tables for G is shown in Fig. 6. 
a b e S A B a b 
To 
7"1 
To 
To 
7", 
TO 
T~ 
7"7 
TO 
To 
s s x T1 TO v 7", TO 
q~ qJ i ~o q~ ~ q~ q~ 
S S ~o TO % ~o TO 7"3 
X X 2 q~ ~ ~ q~ q~ 
S S X q~ q~ Ts 7"7 :Is 
3 3 qo 9 ~ ~ 9~ qo 
S S X ~ ~ 7"9 T~ TO 
5 5 x ~o ~ ~ ~ q~ 
4 4 ~ ~ ~ ~ ~ 
FiouaE 6 
~o-Inaccessible Tables for G 
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We can choose to replace the error entries in T a with reduce 5, and the error entry 
of T s by reduce 2. That is, we pick a postponement set {(7"3, a, 5), (T~, b, 5), (T 8 , e, 2)}. 
Production 5 is B --~ b, and GOTO(T0,  b) = GOTO(T2,  b) = 7"3. Thus, the entries 
under B in T O and T~ must be changed from ~o to error. Similarly, the entries under S 
for T 4 and T 7 are changed to error. Since NEXT(Ta ,  5) and NEXT(Ts ,  2) are empty, 
no qCs in the action fields need be changed to error. The resulting set of tables is 
shown in Fig. 7. 
a b e S A B a b 
To 
r~ 
% 
T4 
T~ 
r~ 
% 
T~ 
T~ 
s s x 7"1 7"2 x 7", % 
S S q~ Ts 7"2 X T~ 7"3 
5 5 2 ~o ~o ~o ~o ~o 
S S X X q~ Te T7 T8 
3 3 ~o ~o ~ ~ ~o ~o 
S S X X ~o To T, T s 
5 5 2 ~ ~o ~o ~o 
4 4 ~ ~o ~ ~ ~o ~o 
FmuP~ 7 
Tables After Postponement  of Error Checking 
I f  we wished, we could now apply Algorithm 2 with a compatible partition grouping 
T 3 with Ts, T 1 with T 2 and T 5 with T 6 . (Other combinations of three pairs are also 
possible.) The resulting set of tables is given in Fig. 8. 
a b e S A B a b 
To 
7"1 
T~ 
7", 
T~ 
T~ 
T~ 
s s x 1"1 7"1 x 7", G 
s s A 7"5 TI X 7", 7"3 
5 5 2 q~ ~o ~o q~ ~o 
S S X X ~o Ts T~ I"3 
3 3 1 ~o ~o ~o q~ rr 
S S X X q~ 7'9 I"7 T~ 
4 4 ~o ~ ~o ~o ~ ~o 
FmtJaB 8 
Merged Tables 
THEOREM 4. Algorithm 3 produces a q~-inaccessible s t of tables 3- '  which is equivalent 
to 3 z'. 
Proof. Let C O = (To, w) be an initial configuration (of either ~7- or J - ' - - the  table 
names are the same). Let Co e-- C1 ~ "'" e-- C,~ be the entire sequence of configura- 
tions entered by the parser for Y ,  and let C O e-- D 1 ~ ".. e-- D,~ be the corresponding 
sequence for 3- ' .  Since ~7-, is formed from 3-  by replacing only error and ~o entries, 
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we must have m >/n, and Di = Ci, for 1 ~< i ~< n. (That is, the table names are 
the same, although different ables are represented.) 
If m = n, the theorem is immediate, and if Cn is an accepting configuration, then 
m = n. Thus, assume that C,, declares an error, and m > n. By the definition of a 
postponement set, since the action in configuration C~ is error, and the action in D,~ 
is not error, the action in configuration Dn must be reduce. Thus, let s be the smallest 
index greater than n such that the action in configuration D8 is neither error, % nor 
reduce. (If ther is no such s, we have the theorem.) Then the action in each of 
D,, ,..., Ds-1 was reduce. Therefore, we can find some r, n ~< r < s, such that the action 
entry in D r was introduced by Algorithm 3, but violates condition (3) in the definition 
of postponement set. [] 
V. DEREMER'S METHODS 
Two subclasses of LR(h) grammars, called SLR(k) [3, 4] and LALR(k) [4], for 
simple LR(k) and lookahead LR(k), respectively, were defined by DeRemer. For each 
class of grammars, an algorithm which produces ets of LR(k) tables for the grammars 
of that class was given. The number of tables generated is in many cases considerably 
smaller than the number of tables in the canonical set. It turns out that the relation 
between DeRemer's ets of tables and the canonical set of tables can be expressed 
simply. We will show that an application of Algorithm 3 (postponement) followed by 
Algorithm 2 (compatibility) to the canonical set of tables yields the set of tables 
generated by the SLR method or by the LALR method. 
We will first discuss the SLR(k) method. For simplicity, from here on, we restrict 
ourselves to the case k ~- 1. Given CFG G = (N, 2], P, S) we can attempt to construct 
a set of SLR(1) tables for G as follows. 
(1) Construct Sfo, the canonical set of LR(0) items for G. 
(2) Replace every item of the form [.4 ~ fl ", e] in each 0/~ SP 0 by [A --~ fl ", a] 
for all a in FOLLOWa(A), where FOLLOWa(A) = {a [ there exists a right sentential 
form a.~/w such that a = FIRSTa(w)}. 
(3) Construct tables from the collection of altered sets of items as in [1]. I f  a set 
of items gives rise to a table in which more than one parsing action is possible on the 
same lookahead string, then halt and report failure, lit is possible that even though G 
is LR(1), certain action conflicts occur in these sets of items.] If  no set of items causes 
failure, then the resulting set of tables created forms an LR(1) parser for G equivalent 
to the set generated by [1]. Moreover, if the method is successful, the grammar G is 
said to be SLR(1). (Thus, DeRemer's algorithm forms a definition of SLR grammars.) 
THEOREM 5. The set of tables constructed for SLR(k) grammars by DeRemer's 
method isequivalent to the canonical set of tables. 
57x/6/6-8 
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Proof. We omit a proof of Theorem 5 at this point. Theorem 5 is actually a special 
case of a more general theorem to be proven later. We merely comment hat we can 
obtain the SLR(1) set of tables from the canonical set by applying Algorithm 3 (post- 
ponement), then applying Algortihm 2 (merger of compatible tables). [] 
EXAMPLE 6. Let us consider the grammar with productions 
(1) S = AA 
(2) A --+ aA 
(3) A b, 
FOLLOW(S ' )  = FOLLOW(S)  = {e} and 
The collection of LR(0) sets of items, with ",e" deleted, is 
I 
S ' - * .  S 
S--* AA 
~o : A -~ aA 
A- -~b 
~1:  S ' - -+S"  
I S - -+A.A  
~2 : A ~ 9 aA 
A--~ "b 
l 
A-+a "A 
~3 : A ~ 9 aA 
A---~.b 
~4: A- - -~b"  
~5 : S - -~  AA " 
~e  : A ~ aA  9 
FOLLOW(A)  = {a, b, e). 
The SLR(1) tables constructed from these items by DeRemer's method are shown 
in Fig. 9. For example, since FOLLOW(A)  = {a, b, e}, the action in R 4 on each of 
these symbols is reduce 3. 
In comparison, the canonical set of tables contains ten tables. [] 
We can define the LALR method as follows. 
DEFINITION. Let 6~ be a set of items. The core of C/is {A --~ a" fl ] 0/has an item 
of the form [A ~ a 9 t3, u]}. That is, the core of a set of items C/is the set of first 
components of the items in C{. 
To construct a set of LALR(1) tables for a CFG G = (N, Z, P, S) we can use the 
following procedure. 
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a b e S A a b 
R 0 
RI 
R2 
R3 
R4 
R5 
R, 
S S X R1 R2 Ra R~ 
X X A X X X X 
S S X X R5 R3 R4 
S S X X Re R3 R4 
3 3 3 X X X X 
X X l X X X X 
2 2 2 X X X X 
FIGURE 9 
SLR(1) Tables 
(1) Construct SPa, the canonical collection of LR(1) sets of items for G. For each 
5 in SPa, let [5] be the collection of sets of items in ~ with the same core as 6'/. Let 5g 
be the collection of sets of items formed by taking, for each 0/in 5P 1 , the union of all 
the sets of items in [5]. Thus, 5g is formed by merging sets of items with common cores. 
(2) Construct ables from the sets of items in ~q~, as in [1]. I f  no parsing action 
conflicts arise, the then G is said to be LALR(1). 
EXnMPrE 7. 
sets of items for that grammar are 
AA,  e 
~~ : tAA-+ aA,  a/b 
--~ b, a/b 
51 :  S ' - -+S ' ,e  
52: --+ " aA,  e 
---+ " b ,  e 
{ i  - -+a 'A ,a /b  5~ : ---,-" aA,  a/b 
-+ 9 b, a/b 
~4 : A --,. b " , a/b 
0[5 : S--+ AA " , e 
56 :  ---~ . aA,  e 
-----~ " b ,  e 
57:  A---~ b " , e 
~8: A~aA' ,a /b  
59:  A ---~ aA . , e 
Let us reconsider the grammar of Example 6. The canonical LR(1) 
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We see that ~3 and 5 6 have the same cores, and in the LALR method these are 
replaced by 
A ~ a" A,  a/b/e 
A ~ 9 aA, a/b/e 
A --+ 9 b, a/b/e. 
Likewise, 5 4 and 5 7 have the same cores, as do 5 s and 5 9 . These are replaced by 
their unions 
A -+ b. ,  a/b/e 
and 
A ~ aA ", a/b/e, 
respectively. 0/o, 51 , 5 2 , and 5~ remain the same. The tables constructed from these 
sets of items happen to be those of Fig. 9. 
In general, if a grammar is SLR(1), then the LALR(1) method will succeed, and 
the number of tables produced will be the same for both methods [4]. The sets of 
tables may not be the same, but we can obtain the SLR set by a postponement operation 
on the LALR set. 
THEOREM 6. The set of LALR(1) tables for an LALR(1)  grammar G = ( N, Z, P, S) 
is equivalent o the canonical set of tables for G. 
Proof. Let (J-, To) and (J- ' ,  To' ) be, respectively, the canonical and LALR sets 
of tables for G. Let h : 3 -  --+ o~" be the mapping which associates with each T in J ' ,  
that T' in J - '  which was constructed from the set of items having the same core as 
the set from which T was constructed. Let T ----- (f, g) and T' = ( f ' ,  g'), and let T 
and T' be constructed from sets of items ~ and ~' .  We make the following observations. 
(1) f (u)  = shift if and only i f f '(u) ---- shift. 
Proof. If  f ' (u)  = shift, then there is some [A -+ a-/3, v] in ~ '  such that/3 :/: e, 
and u is in EFF(/3v). Since [ u [ ~- 1, by definition of EFF, we must have u in EFF(/3). 
That is,/3 cannot derive e in a derivation which never replaces a leftmost nonterminal 
by e. Since ~ and 5 '  have the same cores, there is some [A--~ a' /3,  x] in 5,  so 
f (u)  ~- shift. The converse is obvious. 
(2) 
Proof. 
(3) 
Proof. 
(4) 
f (u)  = accept if and only if f '(u) = accept. 
It is easy to show that if [S' ~ S ", u] is a valid item, then u = e. 
If f ' (u )  -~ reduce i, then there is some v such that f (v )  = reduce i. 
We must have [A --+ c~ -, u] in ~ ' ,  and thus [A --+ a ", v] in ~ for some v. 
GOTO(h(T), X) = h(GOTO(T, X)). 
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Proof. Let ~ '  be the union of 0/1 ,.-., 6~k. Then for all i and j, GOTO(~,,  X) and 
GOTO(~j,  X) have the same cores, and I,)7=1 GOTO(~,,  X )= GOTO(~',  X). 
Thus GOTO(h(T), X), which is constructed from a set of items GOTO(6~', X), is 
certainly h(GOTO(T, X)), since GOTO(T, X) is constructed from one of 
GOTO(6~I, X),..., GOTO(~, .  X). 
Now, we define a postponement set 5: = {(T, u, i) [ h(T) has action reduce i on 
lookahead u, but T has action error on u}. To show that 5: is a postponement set, 
we note that by observation (3) above, T has action reduce i on some lookahead v, 
and so can only appear as the top table on the pushdown list if the top grammar 
symbols form the right side of production i. 
We must only show that if (T, u, i) is in 5 r then U has error action on u if U is in 
NEXT(T, i). Suppose not. Then let U be constructed from set of items ~, and let 
A --+ a be production i. Then there is some item [B -+ft. y, v] in~, with u in EFF(wo). 
[The case y ---- e is not ruled out, in which case, EFF(vv) = FIRST(v).] Let ~ be 
the set of valid items for 8. Then 3 ends in A. There is a right sentential form 3uy 
for some y such that u = FIRST(uy). Let 3 = 8'.4. Then there is an item [A -+ a ", u] 
valid for 3'a. But then the action of T on u is not error, as was supposed. 
Thus, ~9 ~ is a postponement set. The effect of Algorithm 3 on J ' ,  using 5:, is 
clearly to make the actions of T and T' agree on all lookaheads, whenever T' = h(T), 
by observations (1) and (2) and the definition of 50. 
We now define a partition on the resulting set of tables, placing T 1 and T 2 in the 
same block if and only if h(T1) = h(T~). Observation (4) implies that this is a com- 
patible partition. The result of applying Algorithm 2 is clearly 37-'. [] 
VI. KORENJAK'S METHOD 
A simple modification of the method of [2] can also be characterized bythe operations 
of merger and postponement. Korenjak's algorithm is, essentially, the following. 
(1) Given a CFG G = (N, 27, P, $1) , select a splitting set N' = (S 1 ..... Sin} _C N 
of nonterminals, including the start symbol, and form grammar G' = (N, 27t327', P', $1) 
by replacing symbols in N' on the right side of all productions by corresponding ew 
terminal symbols in 27' = {s 1 ,..., sin}. N', the set so selected, can determine whether 
the algorithm is successful in producing a set of LR(1) tables. Form component 
grammars G~, 1 ~< i ~< m, from G', by choosing Si as the start symbol and deleting 
useless ymbols and productions. 9 
9 In [2], S~ was not replaced by si in the productions of its own grammar. We choose this 
related approach for its symmetry. 
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(2) For each component grammar G i , we construct he collection of sets of items 
for G i in a manner similar, but not identical, to Knuth's method. We define g/', the 
closure with respect o G of set of items g/, as follows: 
(i) g /gO/ ' ;  
(ii) I f  [A --+ ~. Bfl, u] is in g/', then [B --+ 9 y, v] is in g/' for all productions 
B --+ 7 of G i and v in FIRSTa(fl'u), where fi' is fi with s t replaced by S~- for all j. 
Thus, all lookahead strings are in X*, while the first components of the items 
reflect productions in Gi. 
Now, we construct 5#/, the collection of sets of items for Gi as follows: 
(i) Begin with the closure of {[Si -~ " oL, a] r Si -~ o~ is a production in Gi and 
a is in FOLLOW(Si)}. 
(ii) I f  g/is in 5~i , let g/' be {[A -~ aX .  fi, u] [ [A -+ o~. Xfl, u] is in g/}, where X 
is in N u 27 u Z'. Then add the closure with respect o G of g/' to 5~. 
We will refer to the collection of sets of items for G i as 5P/ = {Jo i, Jli,...}. 
(3) In the first component of all items replace s i in 27' on the right side of a 
production by Si (the original symbol). Retain the original name for each set of items. 
(4) Let 9~ 0 = {IS 1' --+ 9 $1, e]} tJ Jo a. Apply the following augmenting operation 
to 9~ o and call the resulting set of items Off o . This 9~ 0will be the initial set of items 
for G. 
Augmenting operation. I f  a set of items J contains item [A ~ ~'Bf l ,  a] and 
B *~ S W for some S t in N '  and 7' in (N~) 27)*, then add J0 ~ to J .  Repeat his process a 
until no new sets of items can be so added to J .  
(5) Now construct ~9 ~ the sets of items for G accessible from 9~ 0 as follows. 
Initially, let 5: = {o~0}. Then perform Step (6) until no new sets of items can be 
added to 5#. 
(6) Let ~ be in St. ~ can be expressed as j~r = J0 u J~i w ~r u --- w A~,  
where Jo is either the empty set or {[S l' --+ 9 S1, e]} or {[$1' -+ St ", e]}. For each X 
in N u 27, let Jo '=  GOTO( J0 ,  X) and J~-  =- GOTO(J~,] ,  X). i~ Let ~ '  be the 
union of Jo' and these J~fs .  Then apply the augmenting operation to 3r ' and call 
the resulting set of items ~ ' .  Add ~g' to 5# if it is not already in 5:. For the given 
Of ~ repeat his process for each X in N w Z. 
(7) When no new set of items can be added to 5:, construct, if possible, LR(1) 
tables from Oo using Knuth's method. If  a table is being constructed from set of items 
oYf, then its goto entry on X is the table constructed from o~r ', defined in Step (6). 
I f  not possible because of parsing action conflicts, report failure. 
to The GOTO function for G~ is meant here. 
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EXAMPLE 8. 
with productions 
(1) 
(2) 
(3) 
Let us apply Korenjak's algorithm as outlined above to the grammar G
&- -+a& 
& --+ b. 
us use the splitting set N' = ($1, $2}. After Step (1), G 1 consists of the Let 
one production 
(1) & ~ s~s~ 
and G2 consists of the two productions 
(2) $2 ~ as2 
(3) $2 ~ b. 
From Step (2), the sets of items for G 1 are 
a'01 : Sx -~ 9 s~,  e 
JX 1 : $1 ~ S2 " $2, e 
J21 : S t --~ s2s a ", e 
Those for G~ are 
IS2 - - * .  asz ,  a/b/e J~ : S z - -+.  b, a/b/e 
J t  ~ : S 2--~ a " s2 , a/b/e 
~2 : S 2 ~ asz . , a /b/e 
J~  : $2- -+ b " , a/b/e 
Note that FOLLOW~ = {a, b, e}. 
In Step (4), to compute ~o we begin with the set of items 
$1' --+ 9 S1, e 
S 1 --~ " $2S2,  e. 
Since S~ ~- S~ and S~ is in N'  we add to ~fo the items of J02: 
G 
S 2 - , -  9 aS2 ,  a/b/e 
S 2 --> 9 b, a/b/e.  
Thus, go  = {IS1' -~  S l ,  eli v Jo 1 v ~g.  
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Let us now apply Step (6) to compute GOTO(~o,  X) for X in {$1, Ss, a, b}. 
In the first part of Step (6) we obtain 
~1 = GOTO(~o,  $1) -- {[$1' ~ $1 ", el}. 
The augmenting operation in the second part of Step (6) does not enlarge a~f 1 . Then 
we compute 
---- GOTO(d/fo, Ss) ---- 41. 
Since S 1 --~ S~'S  s , e is in ~r the augmenting operation will add or to ~.  
Continuing in this fashion, we obtain the following sets of items for Sf: 
= {[S  1 - -~"  $1,  el} U Jo 1 U Jfo 2 
= {[s l  -~  s l . ,  ~]} 
= .s~ u do s 
= 4 s u A s 
= As  
= A1 
= 4s .  
All these sets of items are consistent (produce no parsing action conflicts), so in 
Step (7) we can obtain a set of LR(1) tables for G. These are shown in Fig. 10. 
Note that Knuth's algorithm would have produced ten tables for this grammar. [] 
To 
T~ 
T~ 
T~ 
T~ 
T~ 
T~ 
a b e S1 S~ a b 
s s x T, T~ T~ T, 
X X A X X X X 
S S X X T5 Ta T, 
S S X X Te T3 I'4 
3 3 3 X X X X 
X X 1 X X X X 
2 2 2 X X X X 
FIGURE 10 
LR(1) Tables 
We will show that Korenjak's algorithm yields a set of tables equivalent to the 
canonical set. n Our first job is to characterize the sets of items generated by Korenjak's 
algorithm. 
11 This is well known [2], at least for Korenjak's algorithm without our modification. However, 
we feel that our proof is instructive nough to warrant presentation. 
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DEFINITION. Let K -GOTO(~,  X) be ~ ' ,  if W' ,  W, and X are related as in 
Step (6) of Korenjak's algorithm. We extend K -GOTO to strings as follows: 
(i) K-GOTO(3r ~, e) = Jr 
(ii) K-GOTO(3(~, aX) = K~GOTO(K-GOTO(3~,  a), X). 
Let G = (N, ~', P, S) be a CFG and N '  a splitting set. We say item [A -~ a 9 a] 
is quasivalid for string 7 if it is valid (as defined in Section I I)  or if there is a derivation 
S' ~- 6aBx ~ 313~Ax ~ ~a32o~flx in the augmented grammar, where 
T in  l 'm 
(i) ~2~ : ~,; 
(ii) B is in N ' ;  
(iii) a is in FOLLOW(B).  
Note that if [A --+ ~-/3, a] is quasivalid for ~, then there exists b such that [A --+ ~'/3, b] 
is valid for ~,. 
LEMMA 2. Let K-GOTO(~0,  ~,) = ~,o. Then .Jr is the set of quasivalid items for y. 
Proof. We prove the result by induction on [ ~, l- The basis, ~, = e, is omitted, as 
it follows from observations made during the inductive step. 
Assume that y = y 'X  and J ,  the set of quasivalid items for y' is K -GOTO(~0,  y'). 
Let J = J~l t u . . .  V) J~ .  The case where IS ' -+"  S, e] or [S' --+ S- ,  e] is in J 
can be handled easily, and we omit it. Suppose [-4 --+ ~ 9 a] is in J r .  
Case 1. [A--+ e~./3, a] is in GOTO( J~,X)  for some p, ~ = co'X, and 
[A --+ ~' 9 X/3, a] is in J~ .  Then [A --+ a' 9 Aft, a] is quasivalid for y', and it follows 
that [A -+ a"/3, a] is quasivalid for 7. 
Case 2. [A --+ o~./3, a] is in GOTO( J~,  X), and e~ = e. Then there is an item 
[B--+ 81X'C82, b] in GOTO( J~ X), and C *~ Aw, where a ~ FIRST(w82b ). 
' rm 
Then [B --+ 8 a 9 XCS~, b] is quasivalid for y', and [B --+ 81X- CSz, b] is quasivalid 
for y. I f  a is the first symbol of w or w = e and a comes from 3z, then [.4 ~ ~ 9 a] 
is valid for y. Likewise, if [B --+ 3 iX-  C~,  b~ is valid for y, so is [A --+ ~ 9 a]. 
Thus, suppose w = e, a s *~ e, a = b, and B --+ 81X" C82, b is quasivalid, but not valid 
for y. Then there is a derivation S' *~ ~aDx ~ 8aSaBx r~ 8z3481XC32x ~:~ ~3~481XA$' 
l 'm rm 
where ~33a31X = 7, D is in N '  and b is in FOLLOW(D).  Thus, [A --+ a 9 a] is 
quasivalid for ~,, since a = b. 
Case 3. [A--+ a . f l ,  a] is added to W during the augmenting operation. Then 
a = e, and there must be some [B ~ 31X" C32, b] in GOTO( J~,  X) such that 
C *~ Dw 1 *~ Awzwl, D is in N' ,  and a is in FIRST(w~c) for some c in FOLLOW(D).  
i 'm rm 
That is, D is S , ,  where [A ~ a ./3, a] is added to 3eg ' when J0 * is adjoined. The 
argument proceeds as in Case 2. 
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We must now show the converse of the above, that if [A --~ ~ 9 fl, a] is quasivalid 
for 7, then it is in ~.  We omit the easier case, where the item is actually valid for 7- 
Let us assume that [A --+ a 9 a] is quasivalid, but not valid. Then there is a derivation 
S'  rm *~31Bx rm *:> 3132Ax r~m ~132~flx' where 7 = 3132~x, B is in N '  and a in FOLLOW(B).  
I f  e :A e, then ~ = ~'X. Then [A -+ ~' 9 Xfl, a] is quasivalid for 7', and therefore in J .  
It is immediate that [A --~ ~ ./3, a] is in ~t ~ 
Thus, suppose o~ = e. We consider two cases, depending on whether 32 :A e or 
3 2 =e.  
Case 1. 32 :/: e. Then there is a derivation B ~, 3aC r~m 3334X35 and 35 *~ A. 
rm rm 
Then [C--~ 34"X35, a] is quasivalid for 7' and hence is in J .  It  follows that 
[C--+ 34X. 35, a] is in oW. Since 35 r*:~m A, it is not hard to show that either in a 
modified closure operation or in the augmenting operation, [A --~ e 9 a] is placed 
in ~f'. 
Case 2. 32 = e. Then there is a derivation S' *~ 33Cy :~ 3334X35y , where 
rm rm 
35y *~ Bx. Then [C --+ 34 9 X35, c] is valid for 7', where c = F IRST(y) .  Hence, 
[C rm34x 9 35, c] is in oW. Then, since 35y *r~m Bx, in the augmenting operation, all 
items of the form [B --+ 9 e, b] are added to ~,  where B -+ e is a production and b is 
in FOLLOW(B).  Then, since B *~ A, the item [A --* e 9 a] is added to ~r either 
l-m 
in the modified closure of the set containing [B -+ 9 E, b], or in a subsequent augmenting 
operation. [] 
THEOREM 7. Let (o~-, To) and (~", To' ) be, respectively, the set of tables for LR(1) 
grammar G = (N, Z, P, S) generated by Korenjak's method and the canonical set. 
Then the two sets of tables are equivalent. 
Proof. We observe by Lemma 2 that the table of J "  associated with string y agrees 
in action with the table of f '  associated with 7, whenever the latter is not error. Thus, 
if the two sets are inequivalent, hen we can find an input w such that 
(To', w) ~- ( To'X~ T/  "" XmT./, x) 
using ~r,, and then an error is declared, while 
(To ,  w) ~- ( ToXI TI ... Xm~m , x) ~- ( VoY1S 1 ... YnSn , x) I.-- ( ToYlS 1 " "  YnSnaS, X t) 
using 57". 
Let S,~ be constructed from set of items o~  Then W has some member [A --~ a .  fl, b], 
where fl =A e, and a is in EFF(fl). Since [A -~ a "fl, b] is quasivalid for YI "'" Y,~, 
by Lemma 2, there is a derivation S'  rm *~Ay r~ 7aflY for somey, where 7a = Y1 "'" yR. 
Since Y1 "'" Yn *~ X1 "'" Xm, it follows that there is an item [B --* 3 9 E, c] valid for 
rill 
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XI "'" Xm, where a is in EFF(Ec). (The case r ~- e, where a = c is not ruled out. 
In fact, it will occur whenever the sequence of steps 
(ToX1T1 "" X..T.~ , x) ~-  (ToY lS l  "'" Y .S .  , x) 
is not null. I f  that sequence is null, then [A --+ a" fl, b] suffices for [B --~ ~ 9 E, c].) 
Since a = FIRST(x), the hypothesis that J - '  declares an error in configuration 
(ToXxT 1 ....  XmTm', x) is false, and we may conclude the theorem. [] 
VII. RELATION BETWEEN THE METHODS 
We observe that the SLR table construction method and Korenjak's method 
coincide in the case that the splitting set N '  is taken to be all nonterminals. 
THEOREM 8. Let G = (N, X, P, S) be a CFG. Then G is SLR(1) if and only if 
Korenjak' s method succeeds, with splitting set N. I f  so, then the sets of tables produced by 
the two methods are the same. 
Proof. If N '  -~ N, then [A --+ , ' /3,  a] is quasivalid for y if and only if [A ~ c~ 9 fi, b] 
is valid for some b, and a is in FOLLOW(A). This is a consequence of the observation 
that if B ~- 3C, then FOLLOW(B) _C FOLLOW(C). It follows from Lemma 2 that 
rm 
the SLR sets of items are the same as those generated by Korenjak's method. [] 
Theorem 5 is thus a corollary of Theorems 7 and 8. 
VIII. CONCLUSIONS 
We have demonstrated that the two transformations on a set of LR(k) tables 
(1) postponement of error checks, 
(2) merger of compatible tables, 
serve to the characterize the SLR and LALR methods of DeRemer. Along with 
insertion of "don't cares" into tables, these transformations can also shrink the size of 
parsers independently of the techniques of DeRemer and Korenjak. 
We also showed that the SLR method can be considered a special case of Korenjak's 
method. This is not meant o imply that the SLR method is unimportant. Just the 
opposite is true. Many practical grammars that are LR(1) are also SLR(1) [4]. 
Moreover, when the SLR method works, it is much simpler to apply than Korenjak's 
method, and no application of the latter produces a smaller set of tables than the SLR 
method. For grammars that are not SLR, we could consider the LALR method, 
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Korenjak's method with a splitting set smaller than the set of all nonterminals, or an 
ad hoc application of Algorithms 1-3 (~0-inaceessibility, merger, and postponement). 
We close with the observation that Algorithms 1-3 may together do better than any 
of the methods of [2-4]. 
EXAMPLE 9. Consider the grammar 
(1)  S 1 --)" S2AS2B 
(2) s2-  ac  
(3) A ~ b 
(4) a c 
(5) B --~ c 
(6) B -+ d 
(7) C-+ C/ 
(8) f 
taken from [2]. The canonical set of tables has 18 members, shown in Fig. 11, with 
~'s introduced by Algorithm 1. The SLR method and Korenjak's method yield a set 
of 14 tables [2]. 
a b c d f e $1 $2 A B C a b c d f 
To 
T~ 
To 
To 
TO 
TO 
T~ 
T, 
TO 
To 
T~ 
T~ 
T~ 
T~s 
T~, 
S X X X X X 
go go cp go q~ A 
go S S go go 
X X X X S X 
S go go go go go 
3 X X X X X 
4 X X X X 5 
go 2 2 2 S go 
X 8 8 8 8 X 
go go S S go go 
X X X X S X 
X 7 7 7 7 X 
go go go go go 1 
4 X X X X 5 
X X X X X 6 
go 2 2 2 S go 
X 8 8 8 8 X 
X 7 7 7 7 X 
T~ TO go go go TO go go go go 
go go go 9~ go go ~ ~o go ~o 
go go TO ~ go go TO T .  go go 
go go go go % go go go go TO 
go T9 go go go 2",0 go go go 
go go go go go go go go go go 
go go go go go go go go go go 
go go go go go go go go go Tu  
go go go go go go go go ~o go 
go go go T~ go go go T~s Tt4 go 
q~ go go go Tls ~o q~ ~ go Ta~ 
go go go go go go go go go cp 
go go go go go go go go go ~o 
go go go go go go go go go go 
go go go go go ~o go go ~o go 
go go go go go go go go go Tt7 
go go go go go go r go go go 
go go go go ~o go go T go 
Fmu~E I1 
Canonical Set of Tables 
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We may use Algor i thm 3 with postponement set 
(T13 a, 4) 
(TI~ 
(T17 
(T~ 
(T~ 
(T~. 
(Ts 
e, 5) 
d, 7) 
b, 7) 
b, 2) 
d, 2) 
b, 8) 
d, 8) 
and then apply Algor i thm 2 with partitions 
{To}, {T1, T2}, {T3, Tlo}, {T4, TT, T12, T15), {Ts}, 
{T6, TIa}, {T8, T16), (Tg}, {T i l ,  T17}, {T14}, 
to obtain the set of ten tables of Fig. 12. The  tables R 0 ,..., R o correspond to the above 
blocks in order. []  
a b c d f e St $2 A B C a b c d f 
R o 
Rt 
R2 
Ra 
R4 
R5 
R6 
R7 
Rs 
R9 
S X X X X X 
50 S S X 50 A 
X X X X S X 
S 2 2 2 S I 
3 X X X X X 
4 X X X X 5 
X 8 8 8 8 X 
X S S 50 50 
X 7 7 7 7 X 
X X X X X 6 
R1 Rt ~o 50 50 R 2 50 50 50 ~o 
50 50 R3 X ~o 50 R4 R5 50 50 
50 50 50 R3 50 50 50 50 R6 
50 R7 50 50 ~ R~ rp 50 50 Rs 
50 50 ~ 5o 50 50 50 50 cp ~o 
cp 50 50 50 qo 50 50 50 50 50 
9 50 50 9 ~ 9 cp 50 9 qo 
50 9 X R 3 50 50 50 R5 R9 
50 ~ ~o 50 50 50 50 qo 50 50 
50 50 50 9 50 50 50 9 ~ 
FiGures 12 
Modified Set of Tables 
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