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P -PARTITIONS AND QUASISYMMETRIC POWER SUMS
RICKY INI LIU AND MICHAEL WESELCOUCH
Abstract. The (P, ω)-partition generating function of a labeled poset (P, ω) is a quasisym-
metric function enumerating certain order-preserving maps from P to Z+. We study the
expansion of this generating function in the recently introduced type 1 quasisymmetric power
sum basis {ψα}. Using this expansion, we show that connected, naturally labeled posets
have irreducible P -partition generating functions. We also show that series-parallel posets
are uniquely determined by their partition generating functions. We conclude by giving a
combinatorial interpretation for the coefficients of the ψα-expansion of the (P, ω)-partition
generating function akin to the Murnaghan-Nakayama rule.
1. Introduction
For a finite poset P = (P,≺) with a labeling ω : P → [n], the (P, ω)-partition generating
function K(P,ω)(x) is a quasisymmetric function enumerating certain order-preserving maps
from P to Z+. In this paper, we study the expansion of K(P,ω)(x) in the type 1 quasisym-
metric power sum basis {ψα} introduced by Ballantine, Daugherty, Hicks, Mason, and Niese
in [3]. Such expansions have previously been considered in the naturally labeled case by
Alexandersson and Sulzgruber in [2].
It is well known that the (P, ω)-partition generating function of a disconnected poset
is reducible since it can be expressed as a product over the connected components of P .
McNamara and Ward [14] asked whether the converse is true, namely whether the (P, ω)-
partition generating function of a connected poset is always irreducible in QSym. We answer
this question affirmatively in the naturally labeled case. In particular, we relate part of
the ψα-expansion of KP (x) to certain zigzag labelings of P , which exist only for connected
posets. We then use this to deduce that connected, naturally labeled posets have irreducible
P -partition generating functions in Section 4. It remains open whether this is true for all
connected labeled posets (P, ω). (See [10] for some discussion of irreducibility in QSym.)
An important object in this study is a pair of linear functionals η and η˜ on QSym (defined
by the present authors in [11]) that can be used to determine if a poset has exactly 1 minimal
or 1 maximal element. These functionals also have the property that they send any reducible
element of QSym to 0. In Section 3, we express η and η˜ in terms of the basis {ψα} and use
this to describe the action of various involutions of QSym on this basis.
In [11], the present authors studied the question of when two distinct (naturally labeled)
posets can have the same P -partition generating function. This question has been studied
extensively in the case of skew Schur functions [4, 13, 15], by McNamara and Ward [14] for
general labeled posets, and by Hasebe and Tsujie [8] for rooted trees (and more generally
(N, ⊲⊳)-free posets). Hasebe and Tsujie ask in [8] whether series-parallel posets can be distin-
guished by their partition generating functions. (A poset is series-parallel if it can be built
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from one-element posets using ordinal sum and disjoint union operations, or alternatively,
if it is N -free.) We use the previously stated result on irreducibility to give a complete,
affirmative answer to this question in Section 5.
Alexandersson and Sulzgruber [2] show that when (P, ω) is naturally labeled, KP (x) =∑
α cαψα is ψ-positive, and they give a combinatorial interpretation for the coefficients cα.
In Section 6, we extend this work and give a (signed) combinatorial interpretation for the
coefficients in the ψα-expansion of K(P,ω)(x) for any labeled poset. This interpretation gener-
alizes the Murnaghan-Nakayama rule for computing the expansion of a skew Schur function
in terms of power sum symmetric functions.
In summary, in Section 2 we will give some preliminary information; in Section 3 we de-
scribe η, η˜, and various involutions of QSym in terms of the type 1 quasisymmetric power
sum basis {ψα}; in Section 4 we show that connected, naturally labeled posets have irre-
ducible P -partition generating functions; in Section 5 we show that series-parallel posets
are uniquely determined by their partition generating function; and in Section 6 we give a
combinatorial interpretation for the coefficients in the ψα-expansion of K(P,ω)(x) akin to the
Murnaghan-Nakayama rule.
2. Preliminaries
We begin with some preliminaries about compositions, posets, quasisymmetric functions,
and Hopf algebras. For more information, see [7, 11, 14, 19].
2.1. Compositions and partitions. A composition α = (α1, α2, . . . , αk) of n is a finite
sequence of positive integers summing to n. (When it is clear from context, we will remove
the parentheses and commas when writing a composition.) A weak composition of n is a
finite sequence of nonnegative integers summing to n. A partition of n is a composition of
n whose parts are in weakly decreasing order. Given a composition α and partition λ, we
write α ∼ λ if λ is formed by rearranging the parts of α into weakly decreasing order. We
use the notation α  n if α is a composition of n and λ ⊢ n if λ is a partition of n.
We will use the shorthand 1k to denote the composition (1, 1, . . . , 1︸ ︷︷ ︸
k
). The reverse of α,
denoted αrev, is the composition formed by reversing the order of α. The length of α, denoted
l(α), is the number of parts of α.
The compositions of n are in bijection with the subsets of [n− 1] in the following way: for
any composition α, define
D(α) = {α1, α1 + α2, . . . , α1 + α2 + · · ·+ αk−1} ⊆ [n− 1].
Likewise, for any subset S = {s1, s2, . . . , sk−1} ⊆ [n − 1] with s1 < s2 < · · · < sk−1, we can
define the composition
co(S) = (s1, s2 − s1, s3 − s2, . . . , sk−1 − sk−2, n− sk−1).
Given two nonempty compositions α = (α1, α2, . . . , αk) and β = (β1, β2, . . . , βl), their
concatenation is
α · β = (α1, α2, . . . , αk, β1, β2, . . . , βl),
and their near-concatenation is
α⊙ β = (α1, α2, . . . , αk + β1, β2, . . . , βm).
Observe that if α  n and β  m, then both α · β  (n +m) and α⊙ β  (n +m).
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For a partition λ, define zλ = 1
m1m1! · 2
m2m2! · · · , with mi being the multiplicity of i in
λ. This number is the size of the centralizer of a group element g ∈ Sn whose cycle type is
λ [19]. For a composition α where α ∼ λ, we define zα = zλ.
2.1.1. Refinement. If α and β are both compositions of n, then we say that α refines β
(equivalently, β coarsens α), denoted α  β, if
β = (α1 + · · ·+ αi1, αi1+1 + · · ·+ αi1+i2, . . . , αi1+···+ik−1+1 + · · ·+ αi1+···+ik),
for some i1, i2, . . . , ik summing to l(α). Equivalently, α  β if and only if D(β) ⊆ D(α).
The following function will be important in a number of combinatorial formulas.
Definition 2.1. Given a refinement α of β, let α(i) be the composition consisting of the
parts of α that combine to form βi, so α
(i)
 βi. We then define
π(α) =
l(α)∏
i=1
i∑
j=1
αj and π(α, β) =
l(β)∏
i=1
π(α(i)).
Observe that π(α) = π(α, (n)).
Example 2.2. If α = (1, 1, 4, 2, 1) and β = (2, 7), then α  β, and
π(α, β) = (1 · (1 + 1))(4 · (4 + 2) · (4 + 2 + 1)) = 336.
This function has the following combinatorial interpretation. Given compositions α, β  n
with α  β, let
D(α) = {s1, s2, . . . , sl−1}, 0 = s0 < s1 < s2 < · · · < sl−1 < sl = n,
D(β) = {si1, si2 , . . . , sik−1}, 0 = i0 < i1 < i2 < · · · < ik−1 < ik = l.
Let Π(α, β) (denoted Consαβ in [3]) be the set of permutations σ ∈ Sn such that σj ≤ σsi for
all sim−1 < j ≤ si ≤ sim , where 1 ≤ m ≤ k. Alternatively, these are the permutations that
satisfy σsi = maxj∈(sim−1 ,si] σj whenever im−1 < i ≤ im. In other words, suppose that the
letters in σ are broken into blocks with sizes given by the parts of β and then into subblocks
with sizes given by the parts of α. Then the maximum of any subblock must occur at the
end of that subblock, and these maximum entries must increase within any block.
Example 2.3. Let α = (1, 1, 4, 2, 1) and β = (2, 7). It follows that D(α) = {1, 2, 6, 8} and
D(β) = {2}. Then (using bars to indicate the composition β and spaces to indicate the
refinement given by α)
σ = 2 3 | 6417 58 9 ∈ Π(α, β),
but
σ′ = 1 4 | 2738 56 9 /∈ Π(α, β)
because σ8 6= max{σ3, . . . , σ8}.
The following result is Lemma 3.7 from [3]; we sketch a proof here for completeness.
Lemma 2.4. For compositions α  β,
|Π(α, β)| =
n!
π(α, β)
.
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Proof. Choose im−1 < i ≤ im. For a random permutation σ ∈ Sn, the probability that
σsi = maxj∈(sim−1 ,si] σj is
1
si − sim−1
=
1
α
(m)
1 + · · ·+ α
(m)
i−im−1
.
It is easy to check that these probabilities are independent, and taking the product over all
i gives 1
pi(α,β)
. 
Using Lemma 2.4, one can prove the following identity, which we will need later.
Lemma 2.5. Let α be a composition of n. Then
n!
π(αrev)
=
∑
βα
(−1)l(α)−l(β)
n!
π(α, β)
.
Proof. Let l(α) = l and D(α) = {s1, s2, . . . , sl−1} with 0 = s0 < s1 < s2 < · · · < sl−1 < sl =
n.
By an argument similar to the one used in the proof of Lemma 2.4, the left hand side counts
the number of permutations σ such that for all i = 1, . . . , l, max{σsi−1+1, . . . , σn} = σsi. In
other words, out of the last αi+ · · ·+αl values of σ, the largest of those values is in position
si. Observe that these are the permutations in Π(α, α) such that σs1 > σs2 > · · · > σsl.
The right hand side counts pairs (σ, β) such that σ ∈ Π(α, β) ⊆ Π(α, α) with a sign
depending on the length of β. We will describe a sign-reversing involution whose fixed
points are the permutations that are counted by the left hand side. Let j be the smallest
positive number such that σsj < σsj+1 . Then σ ∈ Π(α, β
′), where
D(β ′) =
{
D(β) ∪ {sj} if sj /∈ D(β),
D(β) \ {sj} if sj ∈ D(β).
In either case, l(β ′) = l(β)± 1, so (σ, β) 7→ (σ, β ′) is a sign-reversing involution. The fixed
points are exactly the permutations in Π(α, α) where σs1 > σs2 > · · · > σsl , which are
counted by the left hand side. 
2.1.2. Shuffles. An important notion when working with compositions and quasisymmetric
functions is that of shuffles.
Definition 2.6. Let α = (α1, α2, . . . , αk) and β = (β1, β2, . . . , βl). The multiset of shuffles
α  β consists of all
(
k+l
k
)
compositions of length k + l that contain α and β as disjoint
subsequences, counted with multiplicity.
Example 2.7. Let α = (4, 2, 1) and β = (3, 1), then the multiset of shuffles of α and β is:
(4, 2, 1, 3, 1), (4, 2, 3, 1, 1), (4, 2, 3, 1, 1), (4, 3, 2, 1, 1), (4, 3, 2, 1, 1),
(4, 3, 1, 2, 1), (3, 4, 2, 1, 1), (3, 4, 2, 1, 1), (3, 4, 1, 2, 1), (3, 1, 4, 2, 1).
The shuffle operator  is commutative, meaning α β = β  α as multisets.
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2.2. Posets and P -partitions. Let P = (P,≺) be a finite poset of size n. A labeling of P
is a bijection ω : P → {1, 2, . . . , n}.
Definition 2.8. For a labeled poset (P, ω), a (P, ω)-partition is a map θ : P → Z+ that
satisfies the following:
(a) If x  y, then θ(x) ≤ θ(y).
(b) If x  y and ω(x) > ω(y), then θ(x) < θ(y).
Definition 2.9. The (P, ω)-partition generating function K(P,ω)(x1, x2, . . . ) for a labeled
poset (P, ω) is given by
K(P,ω)(x) = K(P,ω)(x1, x2, . . . ) =
∑
(P,ω)-partition θ
x
|θ−1(1)|
1 x
|θ−1(2)|
2 · · · ,
where the sum ranges over all (P, ω)-partitions θ.
Note that K(P,ω)(x1, x2, . . . ) depends only on the relative order of ω(x) and ω(y) when y
covers x. In the Hasse diagram of (P, ω), we will use a bold edge (or strict edge) to represent
when x ≺ y but ω(x) > ω(y), while we will use a plain edge (or natural edge) when x ≺ y
and ω(x) < ω(y). We will replace the nodes of a labeled poset by circles with the label
inside.
Example 2.10. The following is a depiction of a labeled poset (P, ω) for n = 3. Note that
there is one strict edge and one natural edge.
3
2
1
If ω is order-preserving, then K(P,ω)(x1, x2, . . . ) depends only on the structure of P . In
this case, we call P naturally labeled and write KP (x) = K(P,ω)(x).
Remark 2.11. If P is a disconnected poset, then K(P,ω)(x) can be written as a product
of K(Pi,ωi)(x), where the Pi are the connected components of P (and ωi is obtained by
appropriately restricting ω to Pi).
A linear extension of a labeled poset (P, ω) is a permutation π of [n] that respects the
relations in (P, ω), that is, if x  y, then π−1(ω(x)) ≤ π−1(ω(y)). The set of all linear
extensions of (P, ω) is denoted L(P, ω). Note that |L(P, ω)| is the coefficient of x1x2 · · ·xn
in K(P,ω)(x).
2.3. Quasisymmetric Functions. A quasisymmetric function in the variables x1, x2, . . .
(with coefficients in C) is a formal power series f(x) ∈ C[[x]] of bounded degree such that,
for any composition α, the coefficient of xα11 x
α2
2 · · ·x
αk
k equals the coefficient of x
α1
i1
xα2i2 · · ·x
αk
ik
whenever i1 < i2 < · · · < ik. We denote the algebra of quasisymmetric functions by QSym =⊕
n≥0QSymn, graded by degree.
We will consider the following bases for QSym: the monomial basis {Mα}, the fundamental
quasisymmetric function basis {Lα}, and the (unnormalized) type 1 quasisymmetric power
sum basis {ψα} introduced in [3].
The monomial quasisymmetric function basis {Mα}, indexed by compositions α, is given
by
Mα =
∑
1≤i1<i2<···<ik
xα1i1 x
α2
i2
· · ·xαkik .
6 RICKY INI LIU AND MICHAEL WESELCOUCH
The fundamental quasisymmetric function basis {Lα}, also indexed by compositions α, is
given by
Lα =
∑
i1≤···≤in
is<is+1 if s∈D(α)
xi1xi2 · · ·xin .
In terms of the monomial basis, Lα =
∑
βαMβ , where the sum runs over all refinements β
of α. By Mo¨bius inversion, this implies that Mα =
∑
βα(−1)
l(β)−l(α)Lβ .
For any labeled poset (P, ω), K(P,ω)(x) is a quasisymmetric function, and we can express
it in terms of the fundamental basis {Lα} using the linear extensions of (P, ω). For any
linear extension π ∈ L(P, ω), define the descent set of π to be des(π) = {i | π(i) > π(i+1)}.
Abbreviating co(des(π)) by co(π), we then have the following result.
Theorem 2.12 ([6, 18]). Let (P, ω) be a labeled poset. Then
K(P,ω)(x) =
∑
pi∈L(P,ω)
Lco(pi).
2.3.1. Quasisymmetric power sums. Formally, the type 1 quasisymmetric power sum basis,
as defined in [3], is the basis {Ψα} of QSym that satisfies 〈Ψα,Ψβ〉 = zαδα,β , where Ψβ is the
noncommutative power sum of the first kind (introduced in [5]). The type 1 quasisymmetric
power sum basis refines the power sum symmetric functions (see Section 6.3) as
pλ =
∑
α∼λ
Ψα,
where the sum runs over all compositions α that rearrange to the partition λ. We will
consider the unnormalized version of the type 1 quasisymmetric power sum basis with basis
elements {ψα} given by ψα =
Ψα
zα
. From now on, when we refer to the type 1 quasisymmetric
power sum basis, we are referring to the unnormalized version ψα unless stated otherwise.
We can express ψα in terms of the monomial basis:
ψα =
∑
βα
1
π(α, β)
Mβ,
where the sum runs over all coarsenings β of α. This was proven in [3], but for the purposes
of this paper, this can be taken as the definition of ψα.
For more information on the type 1 quasisymmetric power sum basis, see [2, 3].
2.3.2. Length. The type 1 quasisymmetric power sum basis has the following multiplicative
property as shown in [3]:
ψαψβ =
∑
γ∈αβ
ψγ.
Every composition γ in the ψ-support of ψαψβ satisfies l(γ) = l(α) + l(β). We can then use
the ψ-basis to refine QSymn:
QSymn =
⊕
λ⊢n
QSymλ,
where QSymλ is spanned by {ψα : α ∼ λ}. Observe that if f ∈ QSymλ and g ∈ QSymµ,
then f · g ∈ QSymν , where ν is the partition formed by combining and rearranging the parts
of λ and µ.
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We define QSymn,m to be
QSymn,m :=
⊕
λ⊢n
l(λ)=m
QSymλ.
If f ∈ QSymn,m, then we say the length of f is m. This gives a grading for QSymn,
QSymn =
⊕
m≥0
QSymn,m.
If f ∈ QSymn1,m1 and g ∈ QSymn2,m2, then f · g ∈ QSymn1+n2,m1+m2 .
2.3.3. Hopf Algebra. The ring of quasisymmetric functions is a Hopf algebra; in particular, it
is equipped with a coproduct. For more details on combinatorial Hopf algebras, see [1, 7, 17].
The coproduct is defined on the fundamental quasisymmetric function basis (see Proposi-
tion 5.2.15 in [7]) by
∆(Lα) :=
∑
(β,γ)
α=β·γ or β⊙γ
Lβ ⊗ Lγ .
The coproduct on the type 1 quasisymmetric power sum basis satisfies
∆(ψα) =
∑
β·γ=α
ψβ ⊗ ψγ .
This follows from the definition of the ψα in [3]: the ψα are defined to be dual to the noncom-
mutative power sums Ψα, whose multiplication is given by concatenation of compositions.
We define the graded comultiplication ∆α(ψβ) to be
∆α(ψβ) :=
∑
γ(1)···γ(l)=β
γ(i)αi
ψγ(1) ⊗ · · · ⊗ ψγ(l) ,
where each γ(i) is a composition of αi. (Therefore ∆α(ψβ) = 0 unless α  β.) In other words,
the graded coproduct gives one graded component of the iterated coproduct. We define the
graded comultiplication on the fundamental quasisymmetric function basis similarly.
From Theorem 2.12 and the coproduct on the fundamental basis described above, one can
derive the following comultiplication formula for a (P, ω)-partition generating function:
∆(K(P,ω)(x)) =
∑
I
K(I,ω)(x)⊗K(P\I,ω)(x),
where I is an order ideal of P (we abuse notation slightly by writing ω for the appropriate
restriction of ω to either I or P \I). Iterating and applying the graded comultiplication then
gives
(∗) ∆α(K(P,ω)(x)) =
∑
K(P1,ω)(x)⊗ · · · ⊗K(Pl,ω)(x),
where for each i, |Pi| = αi; P1, P2, . . . , Pl partition P ; and P1 ∪ · · · ∪ Pi is an order ideal of
P .
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3. Operations on QSym
In this section, we will express some useful linear functionals in terms of the type 1
quasisymmetric power sum basis. We will then see how some well known automorphisms of
QSym act on this basis.
3.1. The η and η˜ functionals. In [11], the present authors showed the existence of linear
functionals η and η˜ on QSym that satisfy
η(KP (x)) =
{
1 if P has exactly 1 minimal element,
0 otherwise,
and
η˜(KP (x)) =
{
1 if P has exactly 1 maximal element,
0 otherwise,
whenever P is a naturally labeled poset. (These functions were denoted min1 and max1 in
[11].) On the fundamental quasisymmetric function basis, these functions act as follows:
η(Lα) =
{
(−1)k if α = (1k, n− k) for 0 ≤ k < n,
0 otherwise,
and
η˜(Lα) =
{
(−1)k if α = (n− k, 1k) for 0 ≤ k < n,
0 otherwise.
These functions can do more than just determine if a poset has exactly one minimal
element or one maximal element: they can be used to test if a quasisymmetric function is
irreducible.
Lemma 3.1. For all non-constant, homogeneous f, g ∈ QSym, η(f · g) = η˜(f · g) = 0.
Proof. The P -partition generating functions of naturally labeled posets span QSym [20].
Therefore we can express f and g as a linear combination of these partition generating
functions. The product of the partition generating functions of any two naturally labeled
posets gets sent to 0 by η since no disconnected poset has exactly 1 minimal element.
A similar proof shows that η˜(f · g) = 0.
(One can also easily prove this result using the fundamental basis.) 
Note that if f is a (non-constant, homogeneous) quasisymmetric function and η˜(f) 6= 0
(or similarly if η(f) 6= 0), then Lemma 3.1 tells us that f is irreducible (and in fact does not
lie in the span of homogeneous reducible elements of QSym).
It is straightforward to evaluate η and η˜ on the monomial basis.
Lemma 3.2. On the monomial basis {Mα},
η˜(Mα) = (−1)
l(α)−1α1 and η(Mα) = (−1)
l(α)−1αl(α).
Proof. Expanding Mα in the {Lα} basis and applying η˜ gives
η˜(Mα) =
∑
βα
(−1)l(β)−l(α) η˜(Lβ).
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Since η˜(Lβ) = 0 unless β = (n− k, 1
k) we have
η˜(Mα) =
α1−1∑
i=0
(−1)n−α1+i+1−l(α) η˜(L(α1−i,1n−α1+i)).
But η˜(L(α1−i,1n−α1+i)) = (−1)
n−α1+i, therefore η˜(Mα) = (−1)
l(α)−1α1 as desired.
A similar argument shows that η(Mα) = (−1)
l(α)−1αl(α). 
We can now evaluate the functions η˜ and η on the type 1 quasisymmetric power sum basis.
Lemma 3.3. On the type 1 quasisymmetric power sum basis {ψα},
η˜(ψα) =
l(α)∑
i=1
(−1)l(α)−i
π(α1 · · ·αi−1) · π((αi+1 · · ·αl(α))rev)
,
and
η(ψα) =
{
1 if α = (n),
0 otherwise.
Proof. We first calculate η˜(ψα). Expanding ψα in the monomial basis and applying η˜ using
Lemma 3.2 gives
η˜(ψα) =
∑
βα
1
π(α, β)
η˜(Mβ) =
∑
βα
(−1)l(β)−1β1
π(α, β)
.
Let l(α) = l. For each β that coarsens α, β1 = α1 + · · ·+ αi for some value of i, and the
composition γ = (β2, . . . , βl(β)) coarsens α
i := (αi+1, . . . , αl). We can then group together
the compositions β by their first component:
η˜(ψα) =
l∑
i=1
∑
γαi
(−1)l(γ)(α1 + · · ·+ αi)
π(α, (α1 + · · ·+ αi) · γ)
=
l∑
i=1
∑
γαi
(−1)l(γ)
π(α1 · · ·αi−1) · π(αi, γ)
.
By Lemma 2.5, we have that, for all i,∑
γαi
(−1)l(γ)
π(α1 · · ·αi−1) · π(αi, γ)
=
(−1)l(α
i)
π(α1 · · ·αi−1)
∑
γαi
(−1)l(α
i)−l(γ)
π(αi, γ)
=
(−1)l−i
π(α1 · · ·αi−1) · π((αi+1 · · ·αl)rev)
,
as desired.
We will now show that η(ψα) = 0 unless α = (n), in which case η(ψ(n)) = 1. As before,
we will express ψα in terms of the monomial basis, and evaluate η on both sides. This gives
η(ψα) =
∑
βα
1
π(α, β)
η(Mβ) =
∑
βα
(−1)l(β)−1βl(β)
π(α, β)
.
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When l(α) > 1, for each γ that coarsens (α1, . . . , αl−1), both β = γ · (αl) and β
′ = γ ⊙ (αl)
are coarsenings of α. Therefore∑
βα
(−1)l(β)−1βl(β)
π(α, β)
=
∑
γ(α1,...,αl−1)
(
(−1)l(γ)αl
π(α, γ · (αl))
+
(−1)l(γ)−1(γl(γ) + αl)
π(α, γ ⊙ (αl))
)
.
But for all γ,
π(α, γ · (αl)) = π((α1, . . . , αl−1), γ) · αl,
and
π(α, γ ⊙ (αl)) = π((α1, . . . αl−1), γ) · (γl(γ) + αl).
Therefore each term in the sum vanishes, so η(ψα) = 0 when l(α) > 1. When α = (n), we
have
η(ψ(n)) =
n
π((n), (n))
= 1. 
Example 3.4. Let α = 3421. We have
η˜(ψ3421) =
(−1)3
(1 · 3 · 7)
+
(−1)2
(3)(1 · 3)
+
(−1)1
(3 · 7)(1)
+
(−1)0
(3 · 7 · 9)
=
4
189
.
Due to the simplicity of the behavior of η on ψα, we can now compute the coefficients in
the ψα-expansion of any quasisymmetric function.
Theorem 3.5. Suppose f ∈ QSym and f =
∑
α cαψα. Then
cα = η
⊗l(α)(∆αf).
Proof. Since η is linear, we can prove this by showing that η⊗l(α)(∆αψβ) = δα,β . Recall that
∆α(ψβ) =
∑
γ(1)···γ(l)=β
γ(i)αi
ψγ(1) ⊗ · · · ⊗ ψγ(l)
and η(ψα) = δl(α),1. The only way compositions with length 1 can concatenate to β is if the
compositions are (β1), (β2), . . . . Since then βi = αi for all i, it follows that η
⊗l(α)(∆αψβ) =
δα,β. 
It should be noted that Theorem 3.5 follows immediately from the combinatorial descrip-
tion of the coefficient of ψα in KP (x) given by Alexandersson and Sulzgruber [2]. Indeed,
consider the following definition of a pointed P -partition.
Definition 3.6. Let P be a naturally labeled poset. A P -partition θ is pointed if θ is
surjective onto [k] for some k, and θ−1(i) has a unique minimal element for all i ∈ [k].
We say that the weight of a pointed (P, ω)-partition θ is the composition
wt(θ) = (|θ−1(1)|, |θ−1(2)|, . . . ).
It is shown in [2] that the coefficient of ψα in KP (x) is the number of pointed P -partitions
with weight α. This is the same as evaluating η on each factor in the graded coproduct of
KP (x). We will state this as a corollary to Theorem 3.5.
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Corollary 3.7 ([2], Theorem 5.4). Let P be a naturally labeled poset. Then
KP (x) =
∑
θ
ψwt(θ),
where the sum runs over all pointed P -partitions θ.
Proof. Suppose KP (x) =
∑
α cαψα. By Theorem 3.5, cα = η
⊗l(α)(∆αKP (x)). Recall that
η(KP (x)) = 1 if P has exactly one minimal element and η(KP (x)) = 0 otherwise. From
equation (∗) above, this means that η⊗l(α)(∆αKP (x)) is the number of ways to partition P
into P1, P2, . . . , Pl(α) where for all i, |Pi| = αi, P1 ∪ · · · ∪ Pi is an order ideal of P , and Pi
has exactly one minimal element. This is exactly the number of pointed P -partitions with
weight α. 
In Section 6 we will extend this result to all labeled posets.
3.2. Automorphisms. For this section, suppose that (P,w) is a labeled poset. Let P ∗ be
the poset formed by reversing the relations of P , that is x P y ⇐⇒ y P ∗ x. Let w
∗ be
the labeling of P or P ∗ defined by w∗(x) = n− w(x) + 1.
We will consider three well-known automorphisms of QSym: ω, ρ, and their composition
ωρ. (In [12], ωρ is denoted by ψ.) These automorphisms act as follows on the fundamental
basis {Lα}:
ω(Lα) = L(αc)rev ,
ρ(Lα) = Lαrev ,
ωρ(Lα) = Lαc .
Here αc is the composition such that D(α) and D(αc) are complementary subsets of [n− 1].
These automorphisms perform the following actions on K(P,ω)(x):
ω(K(P,w)(x)) = K(P ∗,w)(x),
ρ(K(P,w)(x)) = K(P ∗,w∗)(x),
ωρ(K(P,w)(x)) = K(P,w∗)(x).
Informally, in terms of the Hasse diagram of P , ρ flips P upside down, ωρ switches natural
edges with strict edges, and ω does both. Each of these automorphism can be expressed as
the composition of the other two. For more on these automorphisms, see Section 3.6 in [12].
The authors of [3] show that ω(ψα) = (−1)
|α|−l(α)ψαrev (though they do not give an ex-
pansion for the other two automorphisms). This result is easy to deduce given the earlier
results in this section, as we now show.
Theorem 3.8 ([3]). For any composition α, ω(ψα) = (−1)
|α|−l(α)ψαrev.
Proof. If α = (1k, n − k), then (αc)rev = (1n−k−1, k + 1). Hence, for all compositions α,
η ◦ω(Lα) = (−1)
|α|−1 η(Lα). In other words, η ◦ω acts like (−1)
n−1 η on QSymn.
By Theorem 3.5, the coefficient of ψβ in ω(ψα) is η
⊗l(β)∆β(ω(ψα)). From the action of ω
on the fundamental basis Lα as given above, we see that
∆β ◦ ω = rev(ω
⊗l(β) ◦∆βrev),
where rev is the automorphism of QSym⊗l(β) that reverses tensor factors. Thus since
η⊗l(β) ◦ rev = η⊗l(β),
η⊗l(β)∆β(ω(ψα)) = (η ◦ω)
⊗l(β)∆βrev(ψα).
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This is only nonzero if β = αrev, in which case it equals
∏
i(−1)
|αi|−1 = (−1)|α|−l(α). 
Since η(Lα) = η˜(Lαrev), it follows that η ◦ρ = η˜. This allows us to give an expansion for
ωρ(ψα) in the type 1 quasisymmetric power sum basis.
Theorem 3.9. Let ρ(ψα) =
∑
β cβψβ. Then
cβ = η˜
⊗l(β)∆βrev(ψα).
Proof. Using the fact that η ◦ρ = η˜, we have from Theorem 3.5 that
cβ = η
⊗l(β)∆β(ρ(ψα)) = (η ◦ρ)
⊗l(β)∆βrev(ψα) = η˜
⊗l(β)∆βrev(ψα).
Here we use the fact that, as with ω in Theorem 3.8, ∆β ◦ ρ = rev(ρ
⊗l(β) ◦∆βrev). 
Combining these results immediately gives the following theorem.
Theorem 3.10. Let ωρ(ψα) =
∑
β cβψβ. Then
cβ = (−1)
|β|−l(β) η˜⊗l(β)∆β(ψα).
In particular, ψβ can only appear in the expansion of ρ(ψα) if β
rev coarsens α, and likewise
ψβ can only appear in the expansion of ωρ(ψα) if β coarsens α. Of course, these coefficients
can be computed explicitly using Lemma 3.3.
Example 3.11. By the previous theorem, the expansion of ωρ(ψ3421) in the ψα basis is
ωρ(ψ3421) = ψ3421 +
1
2
ψ343 +
1
4
ψ361 +
1
8
ψ37 −
1
12
ψ721 −
1
24
ψ73 −
1
28
ψ91 −
4
189
ψ10.
4. Irreducibility of KP (x)
In this section, we will restrict our attention to the case when P is naturally labeled. We
will show that in this case, KP (x) is irreducible whenever P is connected, which partially
answers a question from [14].
We first give a brief outline of the proof. We begin by showing that KP (x) is irreducible
whenever the truncation K˜P (x) of KP (x) to its terms of shortest length is irreducible, and
we give a combinatorial description of the ψα-expansion of K˜P (x). We then use Lemma 3.3
to evaluate η˜(K˜P (x)) as an alternating sum. By interpreting the terms in this sum combina-
torially using inclusion-exclusion, we show that η˜(K˜P (x)) counts certain zigzag labelings of
P that exist if and only if P is connected. In particular, η˜(K˜P (x)) > 0 when P is connected,
so by Lemma 3.1, we can then conclude our result.
As a remark, it was shown in [10] that a homogeneous quasisymmetric function is reducible
in QSym if and only if it is reducible in the ring C[[x1, x2, . . . ]] of formal power series of
bounded degree. (Though the authors of [10] work over Z instead of C, the results of
that paper as well as this one hold in either context.) Note also that by standard degree
considerations, if a homogeneous quasisymmetric function is reducible, then its irreducible
factors must be homogeneous as well.
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4.1. Minimal length. Given a poset P of size n, let m be the minimum length of a com-
position in the ψα-expansion of KP (x). (As we will see shortly, m will equal the number of
minimal elements of P .) Then define K˜P (x) to be the sum of the terms in the ψα-expansion
of KP (x) of this minimum length m. In other words, K˜P (x) is the projection of KP (x) to
QSymn,m.
Example 4.1. Let P be the following 5-element poset.
Then
KP (x) = ψ23 + ψ14 + 2ψ221 + 2ψ131 + 2ψ122 + ψ113
+ 2ψ2111 + 4ψ1211 + 4ψ1121 + 2ψ1112 + 8ψ11111,
K˜P (x) = ψ23 + ψ14.
Just as with the usual notion of degree, we can check for irreducibility of a quasisymmetric
function by checking irreducibility on the part of minimal length.
Lemma 4.2. If KP (x) is reducible, then K˜P (x) is also reducible.
Proof. Recall that multiplication in terms of the type 1 quasisymmetric power sum basis is
the shuffle product, so length gives a grading on QSym. If KP (x) is reducible, then KP (x)
can be expressed as KP (x) = f · g for some nonconstant homogeneous f, g ∈ QSym. If f˜
and g˜ are the terms of shortest length in f and g, respectively, then K˜P (x) = f˜ · g˜. 
It follows that if K˜P (x) is irreducible, then KP (x) must also be irreducible.
We now give a combinatorial interpretation for K˜P (x) in terms of certain special pointed P -
partitions. Let {z1, . . . , zm} be the set of minimal elements of P . For any subset {i1, . . . , il} ⊆
[m], we will denote by V (zi1 , . . . , zil) the filter of P whose minimal elements are {zi1 , . . . , zil}.
Definition 4.3. Suppose P has m minimal elements and σ ∈ Sm. The σ-partition θσ is the
pointed P -partition that sends any element x ∈ P to the largest number j such that zσj  x.
In other words, θ−1σ (i) = V (zσi) \ V (zσi+1 , . . . , zσm) for i = 1, . . . , m.
Denote by α(σ) the weight of θσ. Explicitly,
α(σ)i = |V (zσi) \ V (zσi+1 , . . . , zσm)|
= |V (zσi , . . . , zσm)| − |V (zσi+1 , . . . , zσm)|.
Example 4.4. Let P be the poset shown below (on the left). On the right is the σ-partition
of P when σ = 312 with weight α(σ) = (1, 2, 5).
z2 z3z1 3
3
3
1
3
2
2
3
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Lemma 4.5. Let P be a poset with m minimal elements. Then
K˜P (x) =
∑
σ∈Sm
ψα(σ).
Proof. This follows from Corollary 3.7. Note that in any pointed P -partition, the minimal
elements of P must be sent to different values. Hence the minimum length part of K˜P (x)
has length (at least) m.
If θ : P → [m] is a pointed P -partition, then there exists some permutation σ such that
θ(zσi) = i for all i. Since θ
−1(m) must be a principal filter of P , it must be V (zσm). Similarly,
θ−1(m−1) must be a principal filter of P\V (zσm), so it must be V (zσm−1)\V (zσm). Continuing
in this manner, we see that we must have θ = θσ, and the result follows. 
Example 4.6. Let P be the poset shown in Example 4.4. One can compute for all σ ∈ S3:
α(123) = (2, 3, 3), α(132) = (2, 1, 5), α(213) = (1, 4, 3),
α(231) = (1, 2, 5), α(312) = (1, 2, 5), α(321) = (1, 2, 5).
It follows from Lemma 4.5 that
K˜P (x) = ψ233 + ψ215 + ψ143 + 3ψ125.
4.2. Evaluation of η˜. We will now give a combinatorial interpretation for the value of η˜
when applied to some term ψα(σ) appearing in K˜P (x). To do this, we will need the following
technical notion.
Definition 4.7. Let π, σ ∈ Sm and let {z1, . . . , zm} be the set of minimal elements of a poset
P . We say that a bijection φ : P → [n] is a (π, σ)-labeling if the following are true:
(1) φ(zpi1) > φ(zpi2) > · · · > φ(zpim); and
(2) for all y ∈ P , φ(y) ≥ φ(z), where z is the minimal element such that θσ(z) = θσ(y).
Denote by TP (π, σ) the set of all (π, σ)-labelings of P .
In other words, unraveling the definition of θσ in condition (2), we must have φ(y) ≥ φ(zi),
where i is the number appearing latest in the word of σ such that y  zi.
Example 4.8. Shown below are the 1423-partition θ of a poset P (left), and an example
of a (2314, 1423)-labeling φ (right). Here z1, z2, z3, z4 are taken to be the minimal elements
from left to right.
1 3 4 2
1 4 3 2
2 7 5 1
3 6 8 4
It is clear that condition (1) holds since φ(z2) > φ(z3) > φ(z1) > φ(z4).
For condition (2), consider for instance the element x that covers z1, z2, and z3. Since 3
appears last among 1, 2, and 3 in σ = 1423, it follows that θ(x) = θ(z3) = σ
−1(3) = 4, so we
must have φ(x) ≥ φ(z3).
Consider the operations fi, gi : Sm → Sm for i = 1, . . . , m− 1 defined by
fi(π) = π1 · · · π̂i · · ·πmπi,
gi(π) = π1 · · ·πi−1πmπi · · ·πm−1.
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Observe that fi and gi are inverses of each other. For any subset S = {s1, . . . , sl} ⊆ [m− 1]
with s1 < · · · < sl, define
fS = fs1 ◦ fs2 ◦ · · · ◦ fsl,
gS = gsl ◦ gsl−1 ◦ · · · ◦ gs1.
Explicitly,
fS(π) = π1 · · · π̂s1 · · · π̂s2 · · · π̂sl · · ·πmπslπsl−1 · · ·πs1 ,
and gS is the inverse of fS.
We can now give the following description of η˜(ψα(σ)).
Lemma 4.9. Let P be a poset of size n with m minimal elements, and let σ ∈ Sm. Then
(n− 1)! η˜(ψα(σ)) =
∑
S⊆[m−1]
(−1)|S||TP (gS(σ), σ)|.
Proof. Note that for fixed σ, the permutations gS(σ) are distinct for distinct sets S, so the
sets TP (gS(σ), σ) are all disjoint.
Fix a value of i with 1 ≤ i ≤ m. Every labeling φ of P in the union⋃
S⊆[m−1]
|S|=m−i
TP (gS(σ), σ)
must satisfy the following two conditions:
(1) φ(zσ1) > φ(zσ2) > · · · > φ(zσi−1) > φ(zσi) < φ(zσi+1) < · · · < φ(zσm−1) < φ(zσm); and
(2) for all y ∈ P , φ(y) ≥ φ(z), where z is the minimal element such that θσ(z) = θσ(y).
Equivalently, for all y ∈ P , φ(y) must be at least φ(zσj ) for any j between i and θσ(y),
inclusive. It follows that (1) and (2) are equivalent to the following:
• φ(zσi) = 1 (which of course is the smallest label among all n elements of P );
• for j = i− 1, i− 2, . . . , 1: zσj has the smallest label among P \V (zσj+1 , . . . , zσm), and
• for j = i+ 1, i+ 2, . . . , m: zσj has the smallest label among V (zσj , . . . , zσm).
It is easy to check that for a random bijection from P to [n], these events are all independent
of one another. If we let α = α(σ), then
|P \ V (zσj+1 , . . . , zσm)| = α1 + · · ·+ αj ,
|V (zσj , . . . , zσm)| = αj + · · ·+ αm.
Hence the number of such labelings φ is
n!
n ·
∏i−1
j=1(α1 + · · ·+ αj) ·
∏m
j=i+1(αj + · · ·+ αm)
=
(n− 1)!
π(α1 · · ·αi−1) · π((αi+1 · · ·αm)rev)
.
When we include the (−1)|S| and sum over all values of i, we find that the right hand side
equals
m∑
i=1
(−1)m−i(n− 1)!
π(α1 · · ·αi−1) · π((αi+1 · · ·αm)rev)
.
This value is exactly (n− 1)! η˜(ψα(σ)) by Lemma 3.3, as desired. 
The following two lemmas about TP (π, σ) will be helpful for giving a combinatorial inter-
pretation for η˜(K˜P (x)). This is because many of the terms on the right hand side of Lemma
4.9 for different σ will cancel out due to the principle of inclusion-exclusion.
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Lemma 4.10. Let P be a poset with m minimal elements. For all S ⊆ [m − 1] and all
π ∈ Sm,
TP (π, fS(π)) =
⋂
s∈S
TP (π, fs(π)).
Proof. We will show that the two sets above are equivalent by showing that the inequalities
that φ must satisfy are the same in both sets. Clearly, a labeling φ must satisfy φ(zpi1) >
φ(zpi2) > · · · > φ(zpim) to be in either of the sets. Since this determines the inequalities
that must be satisfied among minimal elements of P , we will turn our attention to some
non-minimal element y ∈ P .
Define Sy = {s ∈ [m] | y ≻ zpis}. Then the condition on φ(y) for φ ∈ TP (π, σ) is
φ(y) ≥ φ(zpis), where πs is the value that, over all s ∈ Sy, appears latest in the word of σ.
Let a = max(Sy) = θpi(y) (where θpi is the π-partition of P ), and let s
′ = min(Sy ∩ S) if
Sy ∩ S 6= ∅. We claim that any labeling φ in either side of our desired equality must satisfy
φ(y) ≥ φ(zpis′ ) if Sy ∩ S 6= ∅, and φ(y) ≥ φ(zpia) otherwise.
For the left hand side, fS(π) by definition reverses the order of πs for s ∈ Sy∩S and places
these elements after any element of Sy \ S. Thus the last πs for s ∈ Sy appearing in fS(π)
will be πs′ if Sy ∩ S 6= ∅ and πa otherwise, as desired.
For the right hand side, a labeling φ in TP (π, fs(π)) must satisfy φ(y) ≥ φ(zpis) if s ∈ Sy∩S
or φ(y) ≥ φ(zpia) otherwise. Since we have that φ(zpi1) > φ(zpi2) > · · · > φ(zpim) and
s′ = min(Sy ∩ S), it follows that the strictest inequality that φ must satisfy on the right
hand side is φ(y) ≥ φ(zpis′ ) if Sy∩S is nonempty (when s = s
′), and φ(y) ≥ φ(zpia) otherwise,
as desired. 
Example 4.11. Consider again the poset shown in Example 4.8, and let π = 2314, so that
φ(z2) > φ(z3) > φ(z1) > φ(z4).
z1 z2 z3 z4
x
Since the element x covers z1, z2, and z3, the condition on φ(x) in TP (π, σ) depends on which
of 1, 2, and 3 appears latest in σ. For s = 1, 2, 3, we then have the following values of fs(π)
with the corresponding conditions on φ(x) for each φ in TP (π, fs(π)).
f1(π) = 3142 : φ(x) ≥ φ(z2),
f2(π) = 2143 : φ(x) ≥ φ(z3),
f3(π) = 2341 : φ(x) ≥ φ(z1).
Suppose that S = {1, 2}. Then in
⋂
s∈S TP (π, fs(π)) = TP (π, f1(π)) ∩ TP (π, f2(π)), we must
have φ(x) ≥ max{φ(z2), φ(z3)} = φ(z2). But this is also the condition imposed on φ(x) in
TP (π, fS(π)) since fS(π) = 1432.
We will now see that for all i, any (π, fi(π))-labeling is also a (π, π)-labeling.
Lemma 4.12. Let P be a poset with m minimal elements. For all π ∈ Sm,
m−1⋃
i=1
TP (π, fi(π)) ⊆ TP (π, π).
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Proof. Let φ ∈
⋃m−1
i=1 TP (π, fi(π)). This means that φ is a (π, fi(π))-labeling for some value
of i. No matter the value of i, φ must satisfy φ(zpi1) > φ(zpi2) > · · · > φ(zpim), which also
must be satisfied to be in TP (π, π).
It remains to show that for all y ∈ P , φ(y) ≥ φ(zpia), where a = θpi(y), and θpi is the
π-partition of P . If y  zpii , then φ(y) ≥ φ(zpia). If instead y  zpii, then φ(y) ≥ φ(zpii), but
φ(zpii) ≥ φ(zpia) since i ≤ a by the definition of θpi. Therefore φ ∈ TP (π, π). 
As we will show in Lemma 4.16, a (π, π)-labeling φ appears on the right hand side of
Lemma 4.12 but not the left hand side if and only if, for all i = 1, . . . , m − 1, there exists
y ≻ zpii with φ(y) < φ(zpii). We will describe such labelings more thoroughly in the next
subsection.
4.3. Zigzag labelings. In this subsection, we introduce the notion of a zigzag labeling,
which will allow us to give a combinatorial interpretation for η˜(K˜P (x)).
Definition 4.13. A bijection φ : P → [n] is a zigzag labeling if the following conditions hold:
(1) if x is minimal and φ(x) 6= 1, then there exists y ≻ x with φ(y) < φ(x); and
(2) if x is not minimal, then there exists a minimal element y ≺ x with φ(y) < φ(x).
We say that a zigzag labeling φ has type π if φ(zpi1) > φ(zpi2) > · · · > φ(zpim).
Example 4.14. The following is an example of a zigzag labeling of P of type 4231. (We
take z1, z2, z3, z4 to be the minimal elements drawn from left to right.)
1 5 4 7
2 3 6 8
Zigzag labelings can be used to determine whether or not a poset is connected.
Lemma 4.15. A poset P has a zigzag labeling if and only if it is connected.
Proof. Suppose P is connected and has m minimal elements. Since P is connected, there
exists a permutation π′ ∈ Sm such that V (zpi′1, . . . , zpi′i−1) ∩ V (zpi′i) 6= ∅ for all i. Indeed, if it
were not possible to find π′i given π
′
1, . . . , π
′
i−1, then V (zpi′1, . . . , zpi′i−1) would be a connected
component of P , which contradicts the fact that P is connected.
An example of a zigzag labeling φ of P is as follows: label zpi′1 with 1, and label the rest of
V (zpi′1) with 2, 3, . . . . Then label zpi′2 with the lowest number available, and label the elements
of V (zpi′1, zpi′2) \ V (zpi′1) with the next lowest remaining labels. Continue this process until all
elements of P are labeled. For all i > 1, there exists an element x ∈ V (zpi′1 , . . . , zpi′i−1)∩V (zpi′i),
and this element satisfies x ≻ zpi′i and φ(x) < φ(zpi′i). Therefore φ is a zigzag labeling. (One
can check that φ has type π = (π′)rev.)
Now suppose P is disconnected, and let φ : P → [n] be any bijection. Let x be the element
with the smallest label that is not in the same connected component as the element labeled
1. Then x is not comparable to any element y with a smaller label, so φ cannot be a zigzag
labeling. 
We will now use the lemmas in the previous subsection to show that we can count zigzag
labelings of a fixed type by an alternating sum.
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Lemma 4.16. Let P be a finite poset with m minimal elements, and let π ∈ Sm. The set of
zigzag labelings of P of type π is
TP (π, π) \
m−1⋃
i=1
TP (π, fi(π)),
and the number of such labelings is∑
S⊆[m−1]
(−1)|S||TP (π, fS(π))|.
Proof. First note that for a labeling φ of type π, condition (2) for being a (π, π)-labeling is
equivalent to condition (2) for being a zigzag labeling. Indeed, for any non-minimal x ∈ P ,
if there exists a minimal element zpii ≺ x with φ(zpii) < φ(x), then certainly we can take i to
be the maximum value such that zpii ≺ x since that will only decrease the value of φ(zpii).
A labeling φ ∈ TP (π, π) does not lie in TP (π, fi(π)) if there exists some element y ≻ zpii
with φ(y) < φ(zpii). Hence this occurs for all i < m when φ satisfies condition (1) of being a
zigzag labeling, which completes the proof of the first claim.
From the principle of inclusion-exclusion and Lemma 4.10,∑
S⊆[m−1]
(−1)|S||TP (π, fS(π))| = |TP (π, π)| −
∣∣∣∣∣
m−1⋃
i=1
TP (π, fi(π))
∣∣∣∣∣ .
By Lemma 4.12, we have that
|TP (π, π)| −
∣∣∣∣∣
m−1⋃
i=1
TP (π, fi(π))
∣∣∣∣∣ =
∣∣∣∣∣TP (π, π) \
m−1⋃
i=1
TP (π, fi(π))
∣∣∣∣∣ .
This is exactly the number of zigzag labelings of type π. 
We now have the required tools to prove that the number of zigzag labelings of P can be
determined from KP (x).
Theorem 4.17. The number of zigzag labelings of P is counted by (n− 1)! η˜(K˜P (x)).
Proof. By Lemmas 4.5 and 4.9,
(n− 1)! η˜(K˜P (x)) = (n− 1)!
∑
σ∈Sm
η˜(ψα(σ))
=
∑
σ∈Sm
∑
S⊆[m−1]
(−1)|S||TP (gS(σ), σ)|
For all π ∈ Sm, we can group together the terms for which gS(σ) = π, meaning σ = fS(π)
since gS and fS are inverses. It follows that∑
σ∈Sm
∑
S⊆[m−1]
(−1)|S||TP (gS(σ), σ)| =
∑
pi∈Sm
∑
S⊆[m−1]
(−1)|S||TP (π, fS(π))|.
By Lemma 4.16, this counts the number of zigzag labelings of P (of any type). 
Example 4.18. Let P be the following naturally labeled poset.
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One can compute
KP (x) = 4ψ122 + 2ψ113 + 4ψ1211 + 8ψ1121 + 4ψ1112 + 16ψ11111.
It follows that
K˜P (x) = 4ψ122 + 2ψ113.
Applying η˜ and multiplying by 4!, we have
4! · η˜(K˜P (x)) = 24(−
1
6
+ 1
2
) = 8.
The following are the 8 zigzag labelings of P :
1
2
3
4
5 5
4
3
2
1 4
2
1
3
5 4
3
1
2
5
5
3
1
2
4 5
2
1
3
4 3
2
1
4
5 5
4
1
2
3
Now that we have this combinatorial interpretation, it is easy to show our main result
about the irreduciblity of KP (x).
Theorem 4.19. A poset P is connected if and only if KP (x) is irreducible over QSym.
Proof. The “if” direction is true by Remark 2.11. The “only if” direction is an immediate
consequence of Theorem 4.17 and Lemma 4.15. If P is connected, then (n−1)! η˜(K˜P (x)) > 0,
so it follows from Lemma 3.1 that K˜P (x) is irreducible. Therefore by Lemma 4.2, KP (x) is
irreducible. 
In fact, this method implies that if P is connected, then KP (x) does not even lie in the
span of the homogeneous, reducible elements of QSym.
This result also tells us how KP (x) factors as a product of irreducible partition generating
functions. It is well known that QSym is isomorphic to a polynomial ring and hence is a
unique factorization domain (see [9, 10]).
Corollary 4.20. Let P be a naturally labeled poset. Then the irreducible factorization of
KP (x) is given by KP (x) =
∏
iKPi(x), where Pi are the connected components of P .
Proof. This follows from the fact thatKP (x) factors into a product of the partition generation
functions of its connected components, and each of these is irreducible by Theorem 4.19. 
This result also gives a condition on when two posets can have the same partition gener-
ating function based on their connected components.
Corollary 4.21. Let P and Q be naturally labeled posets. Let P1, . . . , Pk be the connected
components of P , and Q1, . . . , Ql the connected components of Q. If KP (x) = KQ(x), then
k = l, and there exists a permutation π ∈ Sk such that KPi(x) = KQpii (x) for all i.
Proof. This follows immediately from Corollary 4.20 and the fact that QSym is a unique
factorization domain. (There are no scalar factors since Theorem 2.12 implies that the
coefficient of Ln in the expansion of any KPi(x) or KQj (x) in the Lα-basis is 1.) 
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It is still open whether a connected poset (P, ω) that is not naturally labeled need have an
irreducible generating function K(P,ω)(x). Our approach will not work in this more general
setting: for a general labeled poset (P, ω), it is possible for K(P,ω)(x) to be irreducible even
when K˜(P,ω)(x) is reducible. (Moreover, K(P,ω)(x) may be irreducible yet lie in the span of
homogeneous, reducible elements of QSym.)
Example 4.22. Let (P, ω) be the the following labeled poset with the generating function
shown. (This can either be computed from the fundamental basis expansion using Theo-
rem 2.12 and the results of [3], or from Theorem 6.9 below.)
1
2
3
4
5
K(P,ω)(x) =− ψ32 − ψ23 − ψ311 − ψ221 − 3ψ212 + ψ122
+ ψ113 − 3ψ2111 + ψ1211 + ψ1121 + 3ψ1112 + 3ψ11111.
The minimum length part of K(P,ω) is then
K˜(P,ω)(x) = −ψ32 − ψ23
= −ψ3 · ψ2.
Since K˜(P,ω)(x) is reducible, it follows that η˜(K˜(P,ω)(x)) = 0 even though P is connected.
However, one can check that K(P,ω) is itself irreducible (for instance, by considering the
coefficients of ψ311, ψ131, and ψ113).
5. Series-parallel posets
We will now turn our attention to a collection of naturally labeled posets known as series-
parallel posets. We will use the results of the previous section to show that distinct series-
parallel posets have distinct partition generating functions.
Definition 5.1. The class SP of series-parallel posets is the smallest collection of posets
that satisfies the following:
• the one-element poset 1P lies in SP ;
• if P ∈ SP and Q ∈ SP , then P ⊔Q ∈ SP ; and
• if P ∈ SP and Q ∈ SP , then P ⊕Q ∈ SP .
Here, the disjoint union P ⊔Q is the poset on the disjoint union of P and Q with relations
x  y if and only if x P y or x Q y, while the ordinal sum P ⊕ Q is the poset on the
disjoint union of P and Q with relations x  y if and only if x P y, x Q y, or x ∈ P and
y ∈ Q.
It is well known that P ∈ SP if and only if P is N -free [21]. (A poset is N-free if there does
not exist an induced poset on four elements {a, b, c, d} ⊆ P with relations a ≺ b ≻ c ≺ d.)
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Note that if a series-parallel poset is disconnected, then it can be expressed as the disjoint
union of series-parallel posets. If it is connected (and has more than one element), then it
can be expressed as an ordinal sum of series-parallel posets.
In [8], Hasebe and Tsujie show that if a poset P is a finite rooted tree, then it can be
distinguished by its P -partition generating function. They then ask if the same can be said
about series-parallel posets. We will now give an answer to this question.
Theorem 5.2. Let P be a series-parallel poset. Then P is uniquely determined (up to
isomorphism) by KP (x).
Proof. We will prove this by induction on the size of P . If P has a single element, then
the result holds trivially since there is a unique single-element poset. Now suppose that the
results holds for all series-parallel posets with fewer than |P | elements.
If P is disconnected, then P = P1 ⊔ P2 ⊔ · · · ⊔ Pk, where each Pi is a connected series-
parallel poset. By Lemma 4.20, the irreducible factors of KP (x) are the partition generating
functions of the connected components of P . By induction, we can determine the connected
components from their partition generating functions.
We will now assume that P is connected and series-parallel. We can express P as P =
P1⊕P2⊕ · · ·⊕Pk, where each Pi is series-parallel. By Lemma 2.7 in [11], we can determine
KPi(x) from KP (x) for all i. Since each Pi is series-parallel, it follows by induction that it
is uniquely determined by KPi(x). 
It should be noted that Theorem 5.2 does not hold when (P, ω) is not naturally labeled.
Example 5.3. The following labeled series-parallel posets have the same partition generating
functions.
1
2
3
1
2
3
Although the labeled posets in Example 5.3 are not isomorphic, they are both series-
parallel.
Question 5.4. Let (P, ω1) and (Q, ω2) be labeled posets, and suppose that P is series-
parallel. If K(P,ω1)(x) = K(Q,ω2)(x), does this imply that Q is series-parallel?
6. A Combinatorial Description of the Coefficients
In this section, we will give a combinatorial interpretation for the coefficients in the ψα-
expansion of K(P,ω)(x) akin to the Murnaghan-Nakayama rule.
6.1. Generalized border-strips. We will begin by considering the following question: for
which labeled posets (P, ω) does η(K(P,ω)(x)) 6= 0? By Lemma 3.3, this is equivalent to
asking when the composition (n) lies in the ψ-support of K(P,ω)(x).
As mentioned earlier, in the fundamental quasisymmetric function basis {Lα},
η(Lα) =
{
(−1)k if α = (1k, n− k),
0 otherwise.
This means that we must only consider linear extensions of (P, ω) whose descent set is
{1, . . . , k} for some value of k (or empty when k = 0) when computing η(K(P,ω)(x)).
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Lemma 6.1. Suppose (P, ω) is a labeled poset. If there exists a chain a ≺ b ≺ c such that
ω(a) < ω(b) > ω(c), then η(K(P,ω)(x)) = 0.
Proof. Every linear extension of (P, ω) has an ascent at some point between the appearance
of ω(a) and ω(b), as well as a descent between the appearance of ω(b) and ω(c). Therefore
K(P,ω)(x) has no compositions of the form α = (1
k, n−k) in its L-support, so η(K(P,ω)(x)) =
0. 
We say that a labeled poset (P, ω) is a generalized border-strip if (P, ω) does not contain
a chain a ≺ b ≺ c such that ω(a) < ω(b) > ω(c). Note that any generalized border-strip
has a maximum order ideal I containing only strict edges, in which case P \ I is naturally
labeled (i.e., contains only natural edges). The use of the term “generalized border-strip” will
become clear in Section 6.3 when we consider labeled posets that arise from semistandard
Young tableaux.
Denote by J the maximal subset of I such that (P \ I)∪J is naturally labeled and I \J is
an order ideal. In other words, J is the set of elements j such that the principal order ideal
generated by j contains only strict edges, while the principal filter generated by j contains
only natural edges. Then J must be a subset of the maximal elements of I. Note that for all
j ∈ J and x ∈ P , if j and x share an edge in the Hasse diagram of (P, ω), then ω(x) > ω(j).
Observe that J is nonempty since the element labeled 1 (which we denote by 1) must be a
maximal element in I, and (P \ I) ∪ {1} is naturally labeled, so 1 ∈ J .
Example 6.2. Suppose that (P, ω) is the following generalized border-strip.
7 3 1
6 2 4
5
The ideal I has maximal elements {1, 3, 6}, while J = {1}.
This set J can be used to compute the value of η(K(P,ω)(x)) for generalized border-strips.
Lemma 6.3. Suppose (P, ω) is a generalized border-strip, and let I and J be defined as
above. Then
η(K(P,ω)(x)) =
{
(−1)|I|−1 if J = {1},
0 otherwise.
Proof. We only need to consider the linear extensions of (P, ω) whose descent set is {1, . . . , k}
for some value of k. The only linear extensions of (P, ω) with a descent set of this form must
begin with, for some subset A ⊆ J \ {1}, the elements of I \ A in decreasing order and end
with the elements of (P \ I) ∪A in increasing order. Therefore we can express η(K(P,ω)(x))
as
η(K(P,ω)(x)) =
∑
A⊆J\{1}
(−1)|I|−|A|−1.
This value is 0 unless J = {1}, in which case η(K(P,ω)(x)) = (−1)
|I|−1. 
Observe that if P is naturally labeled, then η(KP (x)) = 1 if and only if P has a unique
minimal element. (In this case, I and J are both just the set of minimal elements of P .)
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We say that (P, ω) is rooted if η(K(P,ω)(x)) 6= 0. In other words, (P, ω) is rooted if it is a
generalized border-strip and J = {1}, that is, 1 is the unique element whose principal ideal
contains only strict edges and whose principal filter contains only natural edges.
Corollary 6.4. If (P, ω) is rooted, then it is connected.
Proof. If (P, ω) is disconnected, then K(P,ω)(x) is the product of the (P, ω)-partition gener-
ating functions of the connected components of P . By Lemma 3.1, η(K(P,ω)(x)) = 0.
Alternatively, the elements with the minimum label in each connected component of P lie
in the set J . 
6.2. Enriched (P, ω)-partitions. We will now give an alternate combinatorial description
of rooted posets in terms of enriched (P, ω)-partitions. We will then use this to give a
combinatorial formula (with signs) for the coefficient of ψα in K(P,ω)(x).
Let P′ be the nonzero integers with the total order
−1 <P′ 1 <P′ −2 <P′ 2 <P′ · · · .
For k ∈ P′, we define the absolute value of k by |k| = i ∈ Z+ if k ∈ {−i, i}, and we say
k < 0 if k = −|k|, and k > 0 otherwise.
The following definition is due to Stembridge [22].
Definition 6.5. Let (P, ω) be a labeled poset. An enriched (P, ω)-partition is a map f : P →
P′ such that |f | is surjective onto [k] for some k, and if x is covered by y, then we have
(i) f(x) ≤P′ f(y),
(ii) if |f(x)| = |f(y)| and ω(x) < ω(y), then f(y) > 0,
(iii) if |f(x)| = |f(y)| and ω(x) > ω(y), then f(x) < 0.
It should be noted that if x ≺ y ≺ z is a chain with ω(x) < ω(y) > ω(z), then for
all enriched (P, ω)-partitions f , |f(x)| < |f(z)|. It follows that for each i, the subposet
Pi = {x ∈ P | |f(x)| = i} is a generalized border-strip.
Suppose that f is an enriched (P, ω)-partition and we know the value of |f(x)| for all x.
Is this enough information to determine the value of f(x) for all x? The answer to this
question is no.
Example 6.6. Let (P, ω) be the following poset. Suppose f is an enriched (P, ω)-partition,
and |f(x)| = 1 for all x.
−1 −1 ±1
−1 1 1
1
The element in the bottom right can either be sent to −1 or 1 by f .
For each x ∈ P and enriched (P, ω)-partition f , define the map fx : P → P
′ by
fx(y) =
{
−f(x) if x = y,
f(y) otherwise.
We say that an element x ∈ P is ambiguous with respect to f if fx is still an enriched
(P, ω)-partition.
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Let P∗ = P′ ∪ {1∗, 2∗, . . . }, where each i∗ satisfies −i <P∗ i
∗ <P∗ i and |i
∗| = i. For an
enriched (P, ω)-partition f , consider the map f ∗ : P → P∗ defined by
f ∗(x) =
{
|f(x)|∗ if x is ambiguous with respect to f ,
f(x) otherwise.
The map f ∗ is called a starred (P, ω)-partition. Note that f ∗ is uniquely determined by the
generalized border-strips Pi.
The ambiguity of f ∗ is the sequence amb(f ∗) = (a1, a2, . . . , ak), where ai = |(f
∗)−1(i∗)|,
the number of elements labeled i∗ by f ∗, The sign of f ∗ is
sign(f ∗) = (−1)|{x|f
∗(x)<0}|,
and the weight of f ∗ is wt(f ∗) = (b1, b2, . . . , bk), where bi is the total number of elements
labeled −i, i∗, or i by f .
Example 6.7. Let f be the enriched (P, ω)-partition from Example 6.6. Then the starred
(P, ω)-partition f ∗ is shown below.
−1 −1 1∗
−1 1 1
1
Here, amb(f ∗) = (1), sign(f ∗) = (−1)3, and wt(f ∗) = (7).
We say that a starred (P, ω)-partition f ∗ is a pointed (P, ω)-partition if amb(f ∗) =
(1, 1, . . . , 1). For instance, if f : P → [n] is any linear extension of (P, ω), then f ∗ is a
pointed (P, ω)-partition. When P is naturally labeled, f ∗ will be pointed whenever each
subposet Pi = {x ∈ P | |f
∗(x)| = i} has a unique minimal element, so this agrees with our
previous definition of pointed P -partitions.
The following lemma is equivalent to Lemma 6.3.
Lemma 6.8. Let (P, ω) be a labeled poset. Then there exists a pointed (P, ω)-partition f ∗
with wt(f ∗) = (n) if and only if (P, ω) is rooted. In this case, η(K(P,ω)(x)) = sign(f
∗);
otherwise η(K(P,ω)(x)) = 0.
Proof. We know from Lemma 6.1 that in order for η(K(P,ω)(x)) 6= 0, there cannot be a chain
a ≺ b ≺ c with ω(a) < ω(b) > ω(c). If there are no such chains, then there exists a starred
(P, ω)-partition f ∗ with wt(f ∗) = (n). Explicitly, f ∗ labels the elements of P is as follows:
if an element lies at the bottom of a strict edge, then it gets sent to −1; if it lies at the top
of a natural edge, then it gets sent to 1; otherwise, it gets sent to 1∗. There are no elements
that lie both at the bottom of a strict edge and at the top of a natural edge.
The elements that get sent to 1∗ are what we called J in Lemma 6.3, and the elements
that get sent to −1 or 1∗ are what we called I. Therefore the result holds by Lemma 6.3. 
A pointed (P, ω)-partition f ∗ can be interpreted as a partitioning of (P, ω) such that each
part is rooted. Specifically, each subposet Pi = {x ∈ P | |f
∗(x)| = i} is a rooted poset, and
the weight of f ∗ is the composition (|P1|, |P2|, . . . ). This allows us to give a combinatorial
description of the coefficient of ψα in K(P,ω)(x).
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Theorem 6.9. Let (P, ω) be a labeled poset. Then
K(P,ω)(x) =
∑
f∗
sign(f ∗)ψwt(f∗),
where the sum ranges over all pointed (P, ω)-partitions f ∗.
Proof. Recall that Theorem 3.5 states that the coefficient of ψα in K(P,ω)(x) can be computed
by η⊗l(∆αK(P,ω)(x)), and that
∆αK(P,ω)(x) =
∑
K(P1,ω)(x)⊗ · · · ⊗K(Pl,ω)(x),
where |Pi| = αi, P1 ∪ · · · ∪ Pi is an order ideal of P , and P1, P2, . . . , Pl(α) partition P .
Therefore the coefficient of ψα in K(P,ω)(x) is given by
η⊗l(∆αK(P,ω)(x)) =
∑
η(K(P1,ω)(x))⊗ · · · ⊗ η(K(Pl,ω)(x)).
By Lemma 6.8, a term in this summation is 0 unless each (Pi, ω) is rooted, meaning there
exists a pointed (Pi, ω)-partition f
∗
i with weight (αi). These can be combined to form a
unique pointed (P, ω)-partition f ∗ with wt(f ∗) = α. Since η(K(Pi,ω)(x)) = sign(f
∗
i ), it
follows that η(KP1(x))⊗ · · · ⊗ η(KPl(x)) = sign(f
∗). 
Example 6.10. Let (P, ω) be the following poset.
The following are the pointed (P, ω)-partitions.
−1
1
1∗ 1∗
2
2∗ −2
2∗
1∗ 2∗
3∗
1∗ 1∗
3∗
2∗
Therefore K(P,ω)(x) = −ψ3 + ψ12 − ψ12 + 2ψ111 = −ψ3 + 2ψ111.
Observe that although the labeled poset in the previous example has a pointed (P, ω)-
partition with weight (1, 2), the composition (1, 2) is not in the ψ-support of K(P,ω)(x).
Question 6.11. What is the ψ-support of K(P,ω)(x)?
One should note that the combinatorial interpretation given in Theorem 6.9 is consistent
with the description given in [2] (or Corollary 3.7 above) when (P, ω) in naturally labeled.
6.3. Murnaghan-Nakayama rule. In this section, we will compare Theorem 6.9 to the
Murnaghan-Nakayama rule, which expresses a Schur symmetric function in terms of power
sum symmetric functions.
We begin with some background on symmetric functions and tableaux. (For more infor-
mation, see [16, 19].) A symmetric function in the variables x1, x2, . . . (with coefficients in
C) is a formal power series f(x) ∈ C[[x]] of bounded degree such that, for any composition α,
the coefficient of xα11 x
α2
2 · · ·x
αk
k equals the coefficient of x
α1
i1
xα2i2 · · ·x
αk
ik
whenever i1, i2, . . . , ik
are distinct. We denote the algebra of symmetric functions by Λ. Clearly every symmetric
function is also quasisymmetric.
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The power sum symmetric function basis {pλ}, indexed by partitions λ, is given by pn =
xn1 + x
n
2 + · · · and pλ = pλ1pλ2 · · · . In [3], it was shown that
pλ
zλ
=
∑
α∼λ
ψα,
where the sum runs over all compositions α that rearrange to the partition λ.
For any partition λ, the Young diagram of shape λ is a collection of boxes arranged in
left-justified rows such that row i has λi boxes. If λ and µ are partitions such that µi ≤ λi for
all i, then the Young diagram of the (skew) shape λ/µ is the set-theoretic difference between
the Young diagram of shape λ and the Young diagram of shape µ.
A semistandard (Young) tableau (SSYT) of (skew) shape λ/µ is a labeling of the boxes of
the Young diagram of shape λ/µ such that the entries in the rows are weakly increasing from
left to right, and the entries in the columns are strictly increasing from top to bottom. If T is
an SSYT of shape λ/µ, then we write λ/µ = sh(T ). We say that T has type α = (α1, α2, . . . ),
denoted α = type(T ), if T has αi = αi(T ) parts equal to i. For any SSYT T of type α, we
write xT = x
α1(T )
1 x
α2(T )
2 · · · . The skew Schur function sλ/µ is the formal power series
sλ/µ(x) =
∑
T
xT ,
where the sum runs over all SSYT T of shape λ/µ. The Schur functions {sλ} for partitions
λ form a basis for Λ.
Example 6.12. The following is an SSYT of shape 652/21 and type (3, 3, 3, 1).
1 1 2 3
1 2 3 3
2 4
Define Pλ/µ to be the poset whose elements are the squares (i, j) of λ/µ, partially ordered
componentwise. Define a labeling ωλ/µ : Pλ/µ → [n] as follows: first, the bottom square of
the first column of Pλ/µ is labeled 1. The labeling then proceeds in order up the first column,
then up the second column, and so forth.
Example 6.13. The following is (Pλ/µ, ωλ/µ) when λ = 652 and µ = 21.
5 7 9 10
3 4 6 8
1 2
1
2
3
4
5
6
7
8
9
10
It follows immediately from the definition of K(P,ω)(x) that
K(Pλ/µ,ωλ/µ)(x) =
∑
T
xT = sλ/µ(x),
where the sum runs over all SSYT T of shape λ/µ.
We can express sλ/µ in terms of the power sum symmetric function basis using the following
combinatorial rule, known as the Murnaghan-Nakayama rule.
A border strip is a connected skew shape with no 2× 2 square. Define the height ht(B) of
a border strip B to be one less than its number of rows.
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A border-strip tableau of shape λ/µ and type α = (α1, α2, . . . ) is an assignment of positive
integers to the squares of λ/µ such that
• every row and column is weakly increasing,
• the integer i appears αi times, and
• the set of squares occupied by i forms a border strip.
The height of a border-strip tableau T , denoted ht(T ), is the sum of the heights of the border
strips that make up T .
Theorem 6.14 (Murnaghan-Nakayama rule). For partitions λ, µ, and ν,
sλ/µ =
∑
ν
χλ/µ(ν)
pν
zν
.
Here χλ/µ(ν) =
∑
T (−1)
ht(T ), where the sum ranges over all border-strip tableaux of shape
λ/µ and type ν.
When µ = ∅, Theorem 6.14 gives a change of basis formula for expressing Schur functions
in terms of the power sum symmetric functions.
Since the quasisymmetric power sums refine the symmetric power sums, the Murnaghan-
Nakayama rule also gives a description of the ψα-expansion of sλ/µ. Since χ
λ/µ(ν) also does
not depend on the order of the parts of ν [19], we find that the Murnaghan-Nakayama rule
is equivalent to
sλ/µ =
∑
α
χλ/µ(α)ψα,
where the sum ranges over all compositions α.
In fact, this description agrees with the one obtained by Theorem 6.9 above as we will
next demonstrate.
Proposition 6.15. When (P, ω) = (Pλ/µ, ωλ/µ), η(K(P,ω)(x)) = 0 unless λ/µ is a border
strip, in which case η(K(P,ω)(x)) = (−1)
ht(λ/µ).
Proof. If λ/µ contains a 2 × 2 square, then (Pλ/µ, ωλ/µ) contains a chain a ≺ b ≺ c with
ω(a) < ω(b) > ω(c). It follows from Lemma 6.1 that η(K(P,ω)(x)) = 0. Similarly, if
(Pλ/µ, ωλ/µ) is disconnected, then by Corollary 6.4, we have η(K(P,ω)(x)) = 0. Therefore the
only way to have η(K(P,ω)(x)) 6= 0 is if λ/µ is connected and contains no 2× 2 square, that
is, if it is a border strip.
Using the terminology of Lemma 6.3, when λ/µ is a border strip, the elements of (Pλ/µ, ωλ/µ)
that lie in I are the leftmost boxes in the rows of the Young diagram with shape λ/µ. There-
fore |I| is equal to the number of rows of λ/µ. The only element of J is the box in the
southwest corner. By Lemma 6.3, we have that η(K(P,ω)(x)) = (−1)
ht(λ/µ). 
Example 6.16. The following is (Pλ/µ, ωλ/µ) when λ = 6332 and µ = 221.
6 7 8 9
5
3 4
1 2
1
2
3
4
5
6
7
8
9
Since λ/µ is a border strip, it follows that η(K(Pλ/µ,ωλ/µ)(x)) = (−1)
3. We see that I =
{1, 3, 5, 6} and J = {1}.
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Corollary 6.17. For partitions λ and µ and compositions α,
sλ/µ =
∑
α
χλ/µ(α)ψα.
Here χλ/µ(α) =
∑
T (−1)
ht(T ), where the sum ranges over all border-strip tableaux of shape
λ/µ and type α.
Proof. By Proposition 6.15, a pointed (Pλ/µ, ωλ/µ)-partition f
∗ is equivalent to a border-strip
tableau T of shape λ/µ. In this case, wt(f ∗) = type(T ) and sign(f ∗) = (−1)ht(T ), so the
result follows immediately from Theorem 6.9. 
Example 6.18. Let λ = (6, 4, 4, 4, 2) and µ = (3, 2, 1, 1). The following is a border strip
tableau of shape λ/µ and the pointed (Pλ/µ, ωλ/µ)-partition f
∗ that corresponds to it.
2 2 2
1 2
1 1 2
1 3 3
4 4
4∗
4
1∗
−1
3∗
1
3
−1
2∗
−2
−2
2
2
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