Introduction
The protein-ligand docking problem is known as the prediction of a ligand conformation and orientation relative to the active site of a known target protein. Because binding of ligands to proteins is the basis of molecular recognition and interaction, the docking problem is the key problem in structure-based drug design projects whenever the structure of the target protein is known.
In order to approach the docking problem algorithmically, it is necessary to classify it further by the kind of input molecules. Here, we consider only small organic compounds as ligand molecules, which is the typical situation in drug design. The interactions occurring between the protein and the ligand can be roughly divided into polar (salt bridges, hydrogen bonds) and hydrophobic (contacts between hydrophobic groups). While polar interactions are very restricted in the geometry between the interacting groups, hydrophobic interactions are based on a rough steric fit only.
In recent years, placement algorithms based on the matching of interacting groups rather than on the search for steric complementarity were developed for de novo ligand design and docking [see Kuntz (1992) , Blaney and Dixon (1993) , Guida (1994) , Rosenfeld et al. (1995) and Lengauer and Rarey (1996) for reviews]. Some tools based on this concept are LUDI (Böhm, 1992a,b) , PRO-LIGAND (Clark et al., 1995) , and docking tools like FlexX (Rarey et al., 1996a (Rarey et al., , 1997 , Hammerhead (Welch et al., 1996) and GOLD (Jones et al., 1995 (Jones et al., , 1997 . Although the search algorithms themselves are quite different (clique detection in LUDI, geometric hashing and clustering in FlexX, a genetic algorithm in GOLD), they all use matching of interacting groups as an underlying concept.
If the interactions used for matching are geometrically restrictive, the algorithms have only a low number of combinations of interactions which can occur in common. Therefore, the algorithms are quite successful as long as at least a minimal number of polar interactions occur. In principle, geometrically less restrictive interactions like hydrophobic interactions can be modeled in the same way as polar interactions, but then the number of combinations of simultaneously occurring interactions usually increases rapidly, which results in a low performance of the algorithm.
In this paper, we introduce an extension to the models and algorithms in our docking tool FlexX to handle hydrophobic ligands. The idea is a simple categorization of the interaction types into levels. As long as a fragment contains interaction groups belonging to a geometrically restrictive interaction type, these are preferably used. If the fragment has a very limited number of interactions of this type, the algorithm starts using less geometrically restrictive interaction types for placement. In Methods, we will describe this extension in detail. We applied FlexX on a dataset of 200 proteinligand complexes taken from the Brookhaven Protein Data Bank (PDB) in order to show the influence of the multi-level interaction model on the docking results. In Results, we give some general statistics as well as some examples for docking hydrophobic ligands.
Methods

The FlexX multi-level interaction model
In FlexX, protein-ligand interactions are described by interaction types and geometries. The interaction types defined are listed in Table 1 . The set of interaction types is divided into groups and counter groups. If no counter group is defined, the group and the counter group are identical. In each row, the interaction types in the left and the middle column can be matched. The interaction types aromatic-ring-center/aromatic-ring-atom are used to generate the preferred t-shaped arrangement of neighboring aromatic ring systems. The last row contains hydrophobic interactions added to the previous interaction scheme of FlexX. The last column gives the placement level for all interactions contained in the corresponding line.
Besides types, interaction geometries are defined. An interaction geometry consists of an interaction center and an interaction surface. The interaction surface is always a part of a spherical surface. This can be either a full sphere, a cap, a spherical rectangle, or combinations of them.
For each interacting group at the ligand or protein, an interaction type and geometry are defined with an automatic procedure in FlexX. An interaction between a group A of the ligand and B of the protein occurs if: S the interaction type of B is in the counter group of the interaction type of A; S the interaction center of A lies approximately on the interaction surface of B and vice versa. In order to handle polar as well as hydrophobic interactions during ligand placement, we divide interaction types into different levels, called placement levels. The higher the placement level of an interaction, the more geometrically restrictive are the corresponding interaction geometries. Therefore, interactions with a high placement level are preferred by the placement algorithm. We currently use three different placement levels which are described below (see also Figure 2a . Because of the short distance (∼1.9 Å for the hydrogen-hydrogen-bond acceptor distance) and additional angular constraints, the interaction surfaces are quite small.
Level 2 interactions. These are specific hydrophobic interactions between an aromatic ring center and aromatic ring atoms, amides or methyl groups. Interaction surfaces of this type are shown in Figure 2b . Although the interaction geometries are already geometrically less restrictive, we separated them from purely hydrophobic contacts. Analyzing protein-ligand interactions reveals that these interactions occur frequently, while the corresponding interaction groups are less frequent than hydrophobic groups.
Level 1 interactions. These are unspecific hydrophobic contacts between aliphatic or aromatic carbon atoms. These interactions are spherical in general with a radius of ∼4 Å, and usually cover large portions of the ligand. An example is given in Figure 2c .
Selecting base fragments
The first step in the selection of base fragments is the division of the ligand molecule into components by cutting each acyclic, non-terminal single bond. A valid fragment is a collection of up to three components which results in a connected part of the molecule and has ≤30 conformations [for a description of the conformation model, see Klebe and Mietzner (1994) and Rarey et al. (1996a) ]. For each valid fragment, a scoring function evaluating the eligibility of the fragment as a base fragment is evaluated and a set of up to four base fragments is selected. A more detailed description of the selection algorithm can be found in Rarey et al. (1997) . For introducing the multi-level interaction model, only the scoring scheme has to be adapted and should therefore be described here. The parameters of the scheme are the number of conformations n c and the number of interacting groups n i with level higher than or equal to i for each of the three levels n 3 , n 2 and n 1 :
f bs (n 3 , n 2 , n 1 , n c ) = 1 000 000 min (n 3 , 4) + 10 000 min (n 2 , 6) + 100 min (n 1 , 6) -n c The goal of the selection algorithm is to identify fragments which are likely to be placed correctly in a reasonable computation time with the subsequent base placement algorithm. Fragments with geometrically restrictive interactions can be placed with higher accuracy in shorter computation time because fewer fragment orientations establishing a set of interactions occur simultaneously. Because a small number of interacting groups is sufficient for placing the fragment in most cases, and a higher number results in an increase in computation time, interacting groups are only considered up to constant threshold (four for level 3 interactions; six for up to level 2 and level 3 interactions). The scoring terms for each interaction level are considered lexicographically, i.e. only if the number of interacting groups of level i are identical level i -1 is considered. If two fragments have the same number of interactions at each level, the fragment with less conformations is preferred. Lexicographical ordering is achieved by the constant factors in the scoring function.
Choosing the placement algorithm and interaction level
The placement algorithms in FlexX are based on a geometric hashing scheme which searches for placements where either three (triangle algorithm) or two (line algorithm) interactions between the protein and the ligand can occur simultaneously (Rarey et al., 1996b) .
In a first step, the interaction surfaces of the active site are approximated by points similar to Böhm's (1992a) approach. The points are generated on concentric circles with a fixed point-to-point distance of 1.2 Å for hydrogen bonds/salt bridges and 1.6 Å for hydrophobic interactions. On each point, a sphere with a minimum radius of an atom forming the interaction is placed. If the sphere has significant overlap with the protein, the point is removed again.
All pairs of points with a distance within a specified interval (0.5-10 Å in practice) are stored as (type of interaction point 1, type of interaction point 2, distance) in a hash table. Then, the algorithm generates all triplets (or pairs) of interaction centers in the fragment which should be placed. For each such triplet, compatible triplets of interaction points are extracted from the hash table [see Rarey et al. (1996b) for a detailed description of the algorithm]. From a match between two triplets, a relative orientation can be directly computed by superimposing the corresponding triangles. In the case of pairs, the remaining degree of freedom (rotation around the axis described by the line segment) is sampled. The final orientations are filtered by various criteria and then clustered by their pairwise RMSD.
The computation time of these algorithms depends mostly on the number of matched triangles/pairs. In order to reduce the number of placements generated, FlexX distinguishes between active and less active interactions (Rarey et al., 1996b) (here, active is meant in the sense of 'be used in the placement algorithm'). FlexX only enumerates and matches triangles/lines where at least one of the three/two interactions are active. While in the previous version of FlexX the definition of which interactions were active or less active was constant, we have now developed a scheme for assigning the activity flag to the different interaction levels. This assignment is based on the number of interacting groups occurring in the base fragment and summarized in Table 2 . 
n 3 ≤ 1 ∧ n 2 ≤ 2 a a a n 3 , n 2 are the number of interacting groups of level greater than or equal to 3 or 2, respectively. Activity flags: a, active; 1, less active; i, inactive (not used).
The overall algorithm for fragment placement in FlexX uses both the triangle and the line algorithm. The triangle algorithm is tried first because placements based on three interactions can be more accurately generated and are energetically more favorable than those based on two interactions only. In addition, there are less triplets of matching interactions than pairs, therefore the triangle algorithm has a better performance. The drawback of the algorithm is the coverage of the solution space. For obvious reasons, only placements with at least three interactions are found. These placements are mostly energetically favorable ones. Problems occur only if the number of generated placements is low (insufficient coverage of the search space) or the fragment contains a single level 3 interaction group. In the latter case, placements matching the level 3 interaction may not be found because no matching triplet containing this interaction is found. A placement with two interactions containing the level 3 interaction may have a higher score than those based on three interactions from level 2 or 1.
In these cases, the line algorithm is called in a specific operation mode: 1. If the number of interaction types classified as active is less than three and the number of solutions is less than eight, the line algorithm is called with standard parameters. 2. If the number of interaction types is greater than or equal to three and the number of solutions does not exceed 100, the line algorithm is called in support mode 2. In this mode, pairs between two active interactions are forbidden. It is assumed that these placements are already found with the triangle algorithm. 3. If none of the two previous cases apply and the fragment has one level 3 interaction, the line algorithm is called in support mode 3. In this mode, all considered pairs must have at least one interaction of level 3.
Results
The multi-level interaction concept including all algorithmic modifications described here is implemented in FlexX Version 1.6.5. We applied the extension to our validation data set containing 200 protein-ligand complexes from the PDB (Bernstein et al., 1977) . The data set has a large variance in ligand size and structure, as well as the occurring protein-ligand interactions. A detailed description of the data set and how it is prepared can be found in Kramer et al. (submitted for publication). Here, we will focus on some overall statistics and case studies containing hydrophobic ligands.
Statistics about interacting groups
The most important parameter for analyzing the increase in complexity is the number of interacting groups in the ligand and receptor. The ligand molecules in our data set have on average 22.6 interacting groups with individual contributions of ∼40, 27 and 33% for levels 3, 2 and 1. A frequency distribution counting the number of ligands for a given number of interactions is shown in Figure 1 . Of special interest for analyzing our extension are ligands with a low number of groups forming hydrogen bonds and salt bridges (level 3 interactions). The data set contains 17 such cases which will be considered in detail in the case studies section.
In the active site of the protein, the interaction surfaces are approximated by discrete points. For level 1 and 2 interactions, we used a 30% decreased approximation accuracy to keep the number of interaction points within a moderate size. The statistical information about interaction points in the data set is summarized in Table 3 . Average, minimum and maximum number of interactions points in active sites of the data set. Relative improvements 3% 6% 6% 8% 2.5%
Overall docking performance
Row 1: number of examples which can be predicted with an RMSD below a given threshold; row 2: the average of the lowest ranking solution below the threshold over all examples which can be predicted with an RMSD below the threshold.
If the rank of the solution is considered, we were able to improve the results in 10% of the cases and, if only changes by more than four positions in rank are considered, by 13%. A complete list showing the number of improvements and deteriorations is given in Table 5. Using the multi-level interaction model, the average computation time on a SUN Ultra-30 workstation for docking a protein-ligand complex is increased by ∼20% from 73 to 91 s (excluding time for loading and preparing input data, which is ∼8 s for a receptor and ∼1 s for a ligand). Relative improvements 10% 11.5% 13.5% 13% 12.5%
Comparison on a case-to-case basis under consideration of the rank of the correct prediction. Rows are the number of test cases with an improvement, the number of test cases with a deterioration, and the balance for thresholds 1-5 for the minimum difference in rank.
Case studies
In this section, we want to focus on the mostly hydrophobic ligands contained in our data set. There are 17 test cases where the number of level 3 interacting groups (hydrogen bonds, salt bridges) is less than three. All cases belonging to this class, together with the corresponding docking results, are given in Table 6 . In all of the 17 test cases, the result could be improved with the multi-level interaction model. The number of test cases with no solution within this class is reduced to one. In 1hdy, the experimentally determined complex contains an atomatom overlap of ∼3.8 Å 3 , which is above the FlexX threshold for atom-atom contacts. In the following, we want to analyze the remaining four test cases which still have an insufficient solution. Columns from left to right: PDB code, number of level 3 interacting groups, best prediction with multi-level interaction model (RMSD in Å, rank, elapsed computation time in minutes:seconds), best prediction before (RMSD, rank, computation time). The best prediction is the highest ranking solution with RMSD below 1.0 Å or the solution with lowest RMSD if no solution with RMSD ≤ 1.0 Å is produced. 1ctr contains a complex between calmodulin and trifluoperazine. The solution with lowest RMSD is reasonably close to the crystal structure (1.7 Å), but has a very low rank (221). At rank 1, a solution with 2.2 Å can be found which is still in good agreement with the crystal structure (see Figure 3a) . The difference in score results from a larger lipophilic contact surface.
1epb contains a complex between retinoic acid-binding protein and retinoic acid. The solution at rank 1 has an RMSD of ∼3 Å resulting from a 180_ rotation of the cyclohexene ring and a different location of the carboxylate group (see Figure 3b) . The solution at rank 2 has an RMSD of 2.2 Å; the carboxylate and the cyclohexene ring are approximately at the correct place. The solution closest to the crystallographic orientation (1.4 Å) has a very low rank (602). The reason for this can be found in the orientation of the carboxylate group of the ligand, which is able to form two hydrogen bonds to lysine A 85 in the highest ranking solution, but only one hydrogen bond (with an increased acceptor-donor distance of 3.3 Å) in the crystallographic orientation. Here, it is obvious that the scoring function overestimates hydrogen bonds lying close to the protein-water interface.
1icn contains a complex between a mutant of a fatty acidbinding protein and oleate. The active site has the shape of a tunnel; therefore, there are two reasonable ways of docking a long, chain-like molecule like oleate. At rank 1, the oleate is directed in the opposite way with respect to the crystal structure, resulting in an RMSD of 10 Å (see Figure 3c) . The correct orientation of the ligand is first found at rank 140 (2.2 Å). Again, the difference in rank results from hydrogen bonds. The highest ranking solution forms two hydrogen bonds between the carboxylate group of the ligand and two backbone NH groups, while in the crystallographic orientation the carboxylate group lies deep in the active site with space for some additional water molecules.
1mup contains a complex between a pheromone binding protein and 2-(sec-butyl) thiazoline. Compared to the ligand, the active site of the protein is fairly large, resulting in a lot of possible ligand orientations and a low steric fit. The FlexX highest ranking solution positions the thiazoline ring such that a hydrogen bond can be formed to tyrosine 124 (see Figure 3d ). The solution with lowest RMSD (2.2 Å) located at rank 96 covers approximately the same space in the active site as the crystallographic orientation.
In summary, 12 of 17 hydrophobic ligands can be docked with sufficient accuracy. In four of the remaining test cases, FlexX generates solutions which form more hydrogen bonds than the corresponding crystallographically determined complex. This establishes the presumption that, at least for mostly hydrophobic ligands, hydrogen bonding is energetically overestimated against hydrophobic contact surface. Analyzing these test cases could be helpful in future developments of scoring schemes for molecular docking.
Conclusions
In this work, we describe an extension of the interaction model in FlexX, the multi-level interaction model, and the corresponding adaptions in the FlexX base selection and placement algorithms. With this model, hydrophobic interactions alone can be used for fragment placement if necessary. A drastic decrease in the performance of our placement algorithms could be avoided by using the geometrically less restrictive, hydrophobic interactions only under certain circumstances, namely if the number of geometrically restrictive interactions like hydrogen bonds falls under a certain limit.
We applied the new concept to our standard validation test set containing 200 protein-ligand complexes taken from the PDB. The number of test cases which can be docked with <2.5 Å is drastically improved by 8%. If the solution rank is considered, an improvement is achieved in >10% of the test cases. The computation time is increased by ∼20% on average, resulting in a computation time of 91 s for a proteinligand complex on a present day workstation.
