Introduction
Model checking in a broad sense refers to a collection of techniques for the automatic analysis of reactive systems [57, 88] . Subtle errors in the design of safety-critical systems that elude conventional simulation and testing techniques can be (and have been) found in this way. Because it is rather simple to use, model checking is being adopted as a standard procedure for the quality assurance of reactive systems.
The inputs to a model checker are a (usually finite-state) model of the system to be analysed and a number of properties, usually expressed as formulas of temporal logic, that are to be verified of the model. The model checker either confirms that the properties do indeed hold of the model or reports that they are violated. In the latter case, it provides a counter-example in the form of a system run that violates the property. The user must then decide whether that counter-example is an artefact of the model (and perhaps provide a better model to the model checker) or whether it corresponds to an actual system run (and revise the system design to exclude the bug). In practice, a third possible outcome of model checking is that the analysis exceeds the available resources. In that case, it may be possible to analyse a coarser model of the system or apply optimizations that make the analysis feasible.
Whereas the value of a counter-example is undisputable, successful runs of the model checker can only establish that the property holds of the (abstract) model rather than the "real-world" or "concrete" hardware or software system. It is quite frequent that bugs are introduced during the construction of the abstract model, and standard procedures such as code reviews must be adopted to ensure that the abstract model faithfully reflects the behavior of the concrete system as far as necessary for the analysis of the given properties. The model checker can be of some help in that it can establish that the model at least does not exclude certain runs.
In this tutorial paper, I give an overview of some of the fundamental theory and algorithms that underly model checking procedures. Although the paper tries to give a coherent, self-contained presentation, its main purpose is to give references to the literature. Much more material can be found in the textbooks and survey papers [26, 27, 91] on the subject. Section 2 reviews the basic computational model, temporal logics, and automata-theoretic techniques that underly some approaches to model checking. Section 3 introduces basic model checking algorithms for linear-time and branchingtime logics. Finally, section 4 collects some references to more advanced topics.
Reactive systems are usually modelled as transition systems; their properties can be conveniently expressed in temporal logic. A transition system specifies the allowed evolutions of the system: starting from some initial state, the system evolves by performing actions. Slightly different definitions of transition systems are common in the literature. For example, we have assumed the transition relation to be total in order to simplify some of the definitions below. This can be ensured by including a stuttering action that does not change the state; this is the only action enabled in deadlock or quiescent states. Some papers use the term Kripke structure instead of transition system, named after the logician Saul A. Kripke who defined the semantics of modal logics in terms of transition systems [73] .
Models of reactive systems
In practice, reactive systems are described using modelling languages, including (pseudo) programming languages, process algebras or Petri nets whose operational semantics is defined in terms of transition systems. Reactive systems can be broadly classified as distributed systems whose subcomponents are spatially separated and concurrent systems that share resources such as processors and memories. Distributed systems synchronize by message passing, whereas concurrent systems may use shared variables for synchronization. Concurrent processes may share a common clock and execute in lock-step (synchronous systems, typical for hardware verification problems) or operate asynchronously, sharing a common processor. In the latter case, one will typically want to assume fairness conditions that ensure that no process that could execute is forever prevented from execution.
In either case, the generated transition system can be of size exponential in the length of the description. For example, the state space of a shared-variable program is the product of the variable domains. Modelling languages and their associated model checkers are therefore optimized for particular kinds of systems such as synchronous shared-variable programs or asynchronous communication protocols. In particular, for systems composed of several processes it is advantageous to exploit the process structure and avoid the explicit construction of a single transition system that represents the joint behavior of processes. This will be further explored in section 3.4.
Properties and Temporal Logic
Given a transition system Ì , we can ask questions such as: -Are any "undesired" states reachable in Ì , such as states that represent a deadlock, a violation of mutual exclusion etc.? -Are there runs of Ì such that, from some point onwards, some "desired" state is never attained or some action never executed? Such runs may represent livelocked system behaviors where, for example, some process is prevented from entering its critical section or from issuing an interrupt. -Is some initial system state of Ì reachable from every state? In other words, can the system be reset?
Temporal logic [42, 74, 88, 89, 108 ] is a convenient language to formally express such properties whose truth may vary over time. Assume given a denumerable set Î of atomic propositions, which represent properties of individual states.
Definition 2. Formulas of propositional temporal logic PTL of linear time are inductively defined as follows:
-Every atomic proposition Ú ¾ Î is a formula.
-Boolean combinations of formulas are formulas.
-If ³ and are formulas then ³ ("next ³") and ³ Í ("³ until ") are formulas.
PTL formulas are interpreted over runs of transition systems, where we assume that atomic propositions Ú ¾ Î can be evaluated at states × ¾ Ë; we write ×´Îµ to denote the set of propositions true at state ×. For a run × ¼ × ½ , we let denote the suffix × × ·½ of . Other useful PTL formulas can be introduced as abbreviations: ³ ("eventually ³", "finally ³") is defined as ØÖÙ Í ³; it asserts that ³ holds of some suffix. The dual formula ³ ³ ("always ³", "globally ³") requires ³ to hold of all suffixes.
The formula ³ Ï ("³ unless ", "³ waits for ") is defined as´³ Í µ ³ and requires ³ to hold for as long as does not hold; unlike ³ Í , it does not require to become true eventually. Typical correctness assertions for a two-process resource manager that can be expressed in PTL include the following formulas:
It is never the case during a system run that both processes own the resource. In general, properties of the form Ô, for non-temporal formulas Ô, express system invariants.
´Ö Õ ½ µ ÓÛÒ× ½ Whenever process 1 requests the resource, it will eventually obtain it. Formulas of this form are often called response properties [87] .
´Ö Õ ½ ´ÓÛÒ× ½ ÓÛÒ× ¾ µµ µ ÓÛÒ× ½ If it is infinitely often the case that process 1 has requested the resource when the resource is free, then process 1 infinitely often owns the resource. This formula expresses (strong) fairness for process 1.
Whenever both processes compete for the resource, process 2 will be granted the resource at most once before it is granted to process 1. This property, known as "1-bounded overtaking", is an example for a precedence property. It is best understood as asserting the existence of four, possibly empty or right-open, intervals that satisfy the respective state predicate.
PTL formulas assert properties of single runs; we say that formula ³ holds of Ì (written Ì ³) if ³ holds of all runs of Ì . In this sense, PTL formulas express correctness properties of a system. They cannot express the existence of a run satisfying a certain property. Such possibility properties can be formulated in branching-time logics such as the logic CTL (computation tree logic [24] ). 
-The semantics of boolean combinations is defined as usual. ´Ö Õ ½ µ ÓÛÒ× ½ µ asserts that whenever process 1 requests the resource, there exists some run such that it will obtain the resource, although there may be other executions that do not honor the request. The formula Ò Ø (for a suitable predicate Ò Ø) asserts that the system is resettable. We say that a CTL-formula ³ holds of transition system Ì if ³ holds of all initial states of Ì . In this way, we can compare the expressiveness of PTL and CTL by analyzing which properties of transition systems can be stated. It turns out that neither logic subsumes the other one [79, 40, 38] : whereas PTL is obviously incapable of expressing possibility properties, fairness properties cannot be expressed in CTL. More specifically, the PTL formula ³ is not expressible in CTL (in particular, it does not correspond to ³). This is due to the requirement that path quantifiers and temporal operators alternate in CTL formulas. The logic CTL £ [40, 38] removes this restriction and (strictly) subsumes both PTL and CTL.
Alternating-time temporal logic [6] refine the path quantifiers of branching time temporal logics by allowing reference to different processes (or agents) that constitute a reactive system. One can, for example, assert that the resource manager can ensure mutual exclusion between the clients, or that manager and client 1 can cooperate to ensure eventual access for client 2.
Propositional -calculus, also known as TL [72] , allows for fixpoint quantifiers over atomic propositions, generalizing recursive characterizations such as
³ ³ ³
It strictly subsumes CTL £ . For example, the formula Ô asserts that Ô holds at every state with even distance from the current state.
-Automata
We have seen how to interpret PTL formulas over runs of transition systems. On the other hand, one can construct a finite automaton that represents the models of a given PTL formula. This connection is the basis for PTL decision procedures as well as model checking algorithms because many properties of finite automata are decidable, even when operating over -words. The theory of automata over infinite words and trees was initiated by Büchi [18] , Muller [95] , and Rabin [101] . We present some of its basic elements; for more comprehensive expositions see the excellent survey articles by Thomas [110, 111] . Büchi automata are finite transition systems, paired with an acceptance condition. Their shape is identical to that of classical finite automata over finite words [65] . The notion of "final states", which obviously does not apply to -words, is replaced by the requirement that a run passes infinitely often through an accepting state. Figure 1 shows a two-state Büchi automaton with initial state Õ ¼ and accepting state Õ ½ whose language is the set of -words over a b that contain only finitely many a's.
Many properties of classical finite automata carry over to Büchi automata. For example, the emptiness problem is decidable. Observe that the construction used in the proof of theorem 7 implies that anregular language is non-empty iff it contains some word of the form ÜÝ .
In contrast to standard finite automata, deterministic Büchi automata are strictly weaker than non-deterministic ones. For example, there is no deterministic Büchi automaton equivalent to the automaton of Fig. 1 . Intuitively, the reason is that uses unbounded non-determinism to "guess" when it has seen the last input a [110] . As a consequence, it is impossible to obtain closure of the class of -regular languages under complement in the standard way (first construct a deterministic automaton equivalent to the initial one, then complement the set of accepting states). Nevertheless, Büchi [18] has shown that the complement of an -regular language is again -regular. His proof relied on combinatorial arguments (Ramsey's theorem) and was non-constructive. A succession of papers has replaced this argument with explicit constructions, culminating in the following result due to Safra [102] of essentially optimal complexity; Thomas [111, 112] presents expositions of different strategies for proving closure under complement. Other types of -automata have also been studied. Generalized Büchi automata [115] define the acceptance condition by a (finite) set ½ Ò of sets of states. A run is accepting if some state from every is visited infinitely often. Using a counter modulo Ò, it is not difficult to simulate a generalized Büchi automaton by a standard one. The algorithm for checking nonemptiness can be adapted by looking for some strongly connected component that contains some state from every . Muller automata also specify the acceptance condition as a set of set of states; a run is accepting if the set of states that appears infinitely often is an element of . Rabin, and Streett automata use pairs of sets of states to define even more elaborate acceptance conditions, such as requiring that every state in a set Ê É be eventually followed by some state in É. Streett automata can be exponentially more succinct than Büchi automata, and deterministic Rabin and Streett automata are at the heart of Safra's proof [110] . It is also possible to place acceptance conditions on the transitions rather than the states [7, 33] . Alternating automata [96] present a more radical departure from the format of Büchi automata and have attracted considerable interest in recent years. The basic idea is to allow the automaton to make a transition from one state to several successor states that are active simultaneously, similar to the behavior of Statecharts. Runs are therefore infinite trees or dags rather than sequences of states. Although they also define the class of -regular languages, alternating automata can be much more succinct than Büchi automata, due to their inherent parallelism. On the other hand, checking for nonemptiness is of exponential complexity.
Temporal Logic and Automata
We can consider a run as an -word over the alphabet ¾ Î , identifying a system state × and the set ×´Îµ of atomic propositions that × satisfies. From this perspective, PTL formulas and -automata are two different formalisms to describe -words, and it is interesting to compare their expressiveness. For example, the Büchi automaton of -For all (non-negated) ¾ ´³µ, either ¾ Õ or ¾ Õ, but not both.
-Conditions for other boolean combinations are similar.
The initial states of ³ are those states containing ³. The transition relation AE of ³ is defined such that´Õ × Õ ¼ µ ¾ AE iff all of the following conditions hold: -× Õ Î is the set of atomic propositions that appear in Î ; these must obviously be satisfied immediately by any run starting in Õ.
The healthiness and next-state conditions are justified by propositional consistency and by the "recursion law"
In particular, they ensure that whenever some state contains ½ Í ¾ , subsequent states contain ½ for as long as they do not contain ¾ . The acceptance conditions of ³ are defined so that they ensure that every state containing some formula ½ Í ¾ will be followed by some state containing ¾ . Let Õ½ Õ¾ Õ¿ Õ Õ . For example, they ensure that every occurrence of state Õ¾ must eventually be followed by Õ or Õ . This construction, which is very similar to a tableau construction [117] implies the existence of a Büchi automaton that accepts precisely the models of any given PTL formula. The following proposition is due to [82, 115] . Combining proposition 9 and theorem 7, it follows that the satisfiability problem for PTL is solvable in exponential time by checking whether Ä´ ³ µ ; in fact, Sistla and Clarke [105] have shown that the PTL satisfiability problem is PSPACE-complete. Note that the above construction invariably produces a Büchi automaton ³ whose size is exponential in the length of the formula ³. Constructions that often avoid this exponential blow-up [53, 35, 33] are the basis for actual implementations.
On the other hand, it is not the case that every -regular language can be defined by a PTL formula: Kamp [69] has shown that PTL formulas can define exactly the same runs as first-order logic formulas built from , , and unary predicates È Ú´Ü µ, for Ú ¾ Î , see also [51] . This fragment of first-order logic is known to define the set of starfree -regular languages, a result due to McNaughton and Papert [92] (see also [111] ).
For example, the set of runs such that proposition Ô is true at the even positions (and may be true or false elsewhere) is not PTL-definable [117] . To attain the level of expressiveness of -regular languages (which, by Büchi's theorem, is that of monadic second order logic over the above-mentioned signature), PTL can be augmented by socalled "automaton operators" [117] , by fixed-point formulas [108] or by quantification over atomic propositions. Unfortunately, the satisfiability problem for some of these logics is of non-elementary complexity; moreover, few applications seem to require the added expressiveness. Nevertheless, such a decision procedure has been implemented in MONA [71] and performs surprisingly well on practical examples.
Automata-theoretic characterizations of branching-time logics [75] are based on tree automata [110, 111] , which again define a notion of regular tree languages. Appropriate classes of alternating automata allow for a rather uniform presentation of decision procedures for linear-time, branching-time, and alternating-time temporal logics [97, 114, 77] . They are the basis for model checking algorithms in the verification system Truth [81] .
Algorithms for Model Checking
Given a transition system Ì and a formula ³, model checking requires to decide whether Ì ³ holds or not. If not, the model checker should provide an explanation why, in the form of a counterexample (i.e., a run of Ì that violates ³). For this to be feasible, Ì is usually required to be finite-state.
In accordance with the two parameters of the model checking problem (Ì and ³), there are two basic strategies when designing a model checking algorithm: "global" algorithms recurse on the structure of ³ and evaluate each of its subformulas over Ì .
"Local" algorithms, in contrast, iteratively extend the part of Ì , simultaneously checking all subformulas of ³ in the process. This choice does not affect the worst-case complexity of model checking algorithms, but the average behavior on practical examples may be different. Observe that local algorithms may even be able to find errors of infinite-state systems. Traditionally, PTL model checking has been based on the local approach, while model checkers for CTL and other branching-time logics have used global algorithms.
Local PTL Model Checking
The model checking problem for PTL can be restated as follows: given Ì and ³, does there exist a run of Ì over which ³ does not hold? This is a refinement of the satisfiability problem considered in section 2.4: instead of asking whether Ä´ ³ µ , we now ask whether the language defined by the product of Ì and ³ is empty or not. does not define an accepting condition. In particular, we assume any fairness conditions to be part of the property ³.
As in the proof of theorem 7, Ì and ³ admit a joint execution iff there is some accepting pair that is reachable from some initial state and from itself. The model checking algorithm schematically represented in Fig. 3 is due to [31] . It is called an "on-the-fly" algorithm because the exploration of reachable pairs is interleaved with the search for acceptance cycles. The algorithm maintains a stack of pairs whose successors need to be checked (resulting in a depth-first search) and a set of pairs that have already been visited. Starting from the initial pairs, the procedure dfs generates reachable pairs until some accepting pair is found. At this point, the search switches to cycle search mode (indicated by the boolean parameter search cycle) and tries to find a path that leads back to the accepting pair. Pairs that have already been encountered in the current search mode are not explored further. Courcoubetis et al. [31] have shown that the algorithm will find some acceptance cycle if one exists, although it is not guaranteed to find all cycles (even if the search were continued instead of exiting).
When an acceptance cycle is found, the sequence of system states contained in the stack represents a run that violates formula ³, which can be displayed to the user as a counter-example. Observe that the algorithm of Fig. 3 needs to store only the path back from the current pair back to the initial pair that it started from, and the set of visited pairs. In particular, it does not have to construct the entire product automaton. For large systems, storing the set of visited pairs may become a problem. If one is willing to trade complete coverage for the ability to analyze systems that would otherwise be unmanageable, one can instead maintain a set of hash codes of visited pairs, possibly using different hashing functions [63] . The model checking algorithm of Fig. 3 has time complexity linear in the sizes (numbers of states) of Ì and of ³ ; by proposition 9 the latter can be exponential in the size of ³. However, correctness assertions are usually rather short, and as mentioned in section 2.1, the size of Ì can be exponential in the size of the description input to the model checker. Therefore, in practice the size of the transition system is the limiting factor. Given current technology [62] , the analysis of systems with a few million reachable states is feasible. Techniques that try to overcome this limit are described in section 3.4.
Global CTL Model Checking
For the global model checking algorithm, we let ℄℄ Ì (for any CTL formula ) For an implementation, we need to be able to efficiently calculate the inverse image function AE ½ . Sets ℄℄ Ì that have already been computed will be memorized in order to avoid recomputation of common subformulas. In order to assess the complexity of the algorithm, first note that computation of the fixed points is at most cubic in Ë (if the computation has not stabilized, at least one state is added to or removed from the current approximation per iteration, and every iteration may need to search the entire set of transitions, which may be quadratic in Ë ). Second, there are as many recursive calls as ³ has subformulas, so overall the complexity is linear in the length of ³ and cubic in Ë .
Clarke, Emerson, and Sistla [28] have proposed a less naive algorithm whose complexity is linear in both the sizes of the formula and the model. For formulas ½ Í ¾ , the idea is to apply backward breadth-first search. For , first the model is restricted to states satisfying (which have already been computed recursively), and the strongly connected components of this restricted graph are enumerated. The set ℄℄ Ì consists of all states of the restricted model from which some SCC can be reached; these states are again found using breadth-first search.
Because fairness assumptions can not be stated in CTL, they must be specified as part of the model, and the model checking algorithm needs to be adapted accordingly. For example, the SMV model checker [91] allows to specify fairness constraints via CTL formulas. We define fair variants and Í of the CTL operators whose semantics is as in definition 5, except that quantifiers apply to fair paths, i.e., paths that contain infinitely many states satisfying the constraints. Let us call a state × fair iff there is some fair ×-path; this is the case iff Ì × ØÖÙ holds. It is easy to see that ½ Í ¾ is equivalent to ½ Í´ ¾ ØÖÙ µ, hence we need only define an algorithm to compute ℄℄ Ì . The above algorithm can be modified by restricting to those SCCs that for each fairness constraint contain a state satisfying . The complexity of fair CTL model checking is thus still linear in the sizes of the formula and the model. For more information on different kinds of fairness constraints and their associated model checking algorithms see [41, 39, 76] .
It is straightforward to define a similar global model checking algorithm for the branching-time fixed point logic TL. The complexity is then of the order ³ ¡ Ë Õ ´³µ where Õ ´³µ denotes the nesting depth of the fixed point operators in the formula ³.
However, Emerson and Lei [41] observed that the computation of fixed points can be optimized for blocks of fixed point operators of the same type, resulting in a complexity of order ³ ¡ Ë ´³µ where ´³µ is the alternation depth of fixed point operators of different type in ³. In particular, the complexity of model checking alternation-free TL is the same as for CTL, see also [39, 30] .
Symbolic model checking
The ability to analyze systems of relevant size using model checking hinges on the availability of efficient data structures to represent objects such as transition systems and sets of system states. Any finite-state system can be encoded using a set ½ the representing formula depends on the structure of the represented set rather than on its size: for example, the empty set and the set of all states are represented by Ð× and ØÖÙ , both of size ½. For this reason, such representations are often called symbolic, and model checking algorithms that work on symbolic representations are called symbolic model checking techniques [19, 91] . Binary decision diagrams [15, 17] (more precisely, reduced ordered BDDs) have been the preferred data structure for symbolic model checking; they offer the following features:
-Every boolean function has a single, canonical BDD representation. In particular, equality of two functions can be decided in constant time by checking for pointer equality. -Boolean operations such as negation, conjunction, implication etc. can be implemented with complexity proportional to the product of the inputs. -Projection (quantification over one or several boolean variables) is easily implemented; its complexity is exponential in the worst case but tends to be well behaved in practice.
BDDs can be understood as compact representations of ordered decision trees. For example, Fig. 4 shows a decision tree for the formulá Ü½ Ý½µ ´´Ü ½ Ý½µ ´Ü ¼ Ý¼µµ which is the characteristic function for the carry bit produced by an addition of the twobit numbers Ü½Ü¼ and Ý½Ý¼. To find the result for a given input, follow the path labelled with the bit values for each of the inputs. The label of the leaf indicates the value of the function. The tree is ordered because the variables appear in the same order along every branch.
The decision tree of Fig. 4 contains many redundancies. For example, the values of Ý¼ and Ý½ are irrelevant if Ü¼ and Ü½ are both ¼. Also, the subtrees below the second node labelled Ý¼ are isomorphic. The redundancies can be removed by combining isomorphic subtrees (producing a directed acyclic graph from the tree) and eliminating nodes with identical subtrees. In our example, we obtain the BDD shown on the lefthand side of Fig. 5 , where the leaf labelled ¼ and all edges leading into it have been deleted for clarity. In an actual implementation, all BDD nodes that have been allocated are kept in a hash table indexed by the top variable and the two sub-BDDs, in order to avoid identical BDDs to be created twice. This ensures that two BDDs are functionally equivalent if and only if they are identical. For a fixed variable ordering the BDD representing any given propositional formula is uniquely determined (and the same across equivalent formulas), although BDD sizes can vary greatly for different variable orderings. For example, the right-hand side of Fig. 5 shows a BDD for the same formula as before, but with the variable ordering Ü¼ Ý¼ Ü½ Ý½. When considering the carry for Ò-bit addition, the BDD sizes for the variable ordering Ü ¼ Ü Ò ½ Ý ¼ Ý Ò ½ grow exponentially with Ò, whereas they grow only linearly for the ordering Ü ¼ Ý ¼ Ü Ò ½ Ý Ò ½ . It is usually a good heuristic to group "dependent" variables closely together [50, 44] . In general, however, the problem of finding an optimal variable ordering is NP-hard [16] , and existing BDD libraries offer automatic reordering strategies based on steepest-ascent heuristics [48, 9] . There are also functions (such as multiplication) for which no variable ordering can avoid exponential growth. This is also a problem when representing queues, frequently necessary for the analysis of communication protocols, and special-purpose data structures have been suggested [12, 54] . Given two BDDs and (w.r.t. some fixed variable ordering) the BDD that corresponds to Boolean combinations such as , etc. can be constructed as follows:
-If and are both terminal BDDs (¼ or ½), return the terminal BDD for the result of applying the operation.
-Otherwise, let Ú be the smaller of the variables at the root of and . Recursively apply the operation to the sub-BDDs that correspond to Ú being ¼ and ½ (often called the "co-factors" of and for variable Ú). The results Ð and Ö correspond to the left-and right-hand branches of the result BDD. If Ð Ö, return Ð, otherwise return a BDD with top variable Ú and children Ð and Ö.
When recursive calls to this "apply" function are memorized in a hash table, the number of subproblems to be solved is at most the number of pairs of nodes in and , hence the complexity is linear in the product of the sizes of and . Observing that existential quantification over propositional variables can be computed as´
the computation of a BDD corresponding to the quantified formula can be reduced to calculating co-factors and disjunction, and in fact quantification over a set of variables can be performed in a single pass over the BDD. Because the representation of the transition relation using BDDs can be exponentially more succinct than an explicit enumeration, the symbolic CTL model checking algorithm has exponential worst-case complexity in terms of the BDD sizes for the transition relation: the number of iterations required for the calculation of the fixed points may be exponential in the number of the input variables, and the computation of the inverse image may produce BDDs exponential in the size of their inputs. In practice, however, the number of iterations required for stabilization is usually small, especially for hardware verification problems where data paths are usually short, and the inverse image operation is well-behaved. Therefore, the main problem for the application of symbolic model checking in practice is to find a small representation of the transition relation. When this is possible, the analysis of systems of the order of ½¼ ½¼¼ reachable states is quite feasible with current technology [29] .
Symbolic model checking for other logics. The approach used for symbolic CTL model checking extends basically unchanged for propositional TL. An extension for the richer relational -calculus [98] has been described by Burch et al. [19] and implemented in the model checker cke [11] .
Symbolic model checking for PTL has been considered in [23, 103] . The basic idea is to represent each formula in ´³µ by a boolean variable and to define the transition relation and acceptance condition of ³ in terms of these variables rather than constructing the automaton explicitly.
Bounded model checking. Although symbolic model checking has traditionally been associated with BDDs, other representations of boolean functions can be chosen as well. A recent representative of such an alternative approach is the bounded model checking technique described in [10] . It relies on the observation that the set of fixed-length sequences of states that represent terminating or looping executions of a finite-state transition system Ì , as well as the semantics of PTL formulas ³ over such sequences, can be encoded into formulas of standard propositional logic. The conjunction of these propositional formulas is satisfiable iff Ì admits an execution that can be represented as a sequence of the given length that satisfies ³, and this can be checked using standard algorithms for propositional satisfiability like SATO [119] or Stålmarck's algorithm [106] . The tableau-based decision procedure for PTL implies that Ì has an execution satisfying ³ iff it has such an execution represented by a sequence of length at most Ë ¡ ¾ ³ , and therefore, a feasible model checking algorithm is obtained by enumerating all finite executions up to this bound.
Partial-order Reductions
Whereas symbolic model checking relies on efficient data structures for the representation and manipulation of large sets, other approaches aim at avoiding having to generate large sets in the first place. Models of reactive systems often contain symmetry that can be exploited to optimize the model checking procedure, and a class of optimizations that has been particularly successful in the case of asynchronous systems relies on the fact that systems are composed of individual processes that operate largely independently, except for occasional synchronization. The transition system Ì that represents the entire system corresponds to the products of transition systems representing the individual processes and contains all interleavings of their actions. For many properties, however, the relative order of independent actions is irrelevant. In other words, independent actions neither enable nor disable each other, and their executions commute in that the same states are reachable when the actions are executed in either order. Define trace equivalence on finite sequences of actions as the smallest equivalence relation that contains all sequences that differ by the exchange of adjacent independent actions. The definition of independency ensures that from any given state, trace equivalent action sequences lead to the same set of result states; hence for the analysis of reachability it suffices to consider one representative of equivalent traces.
Partial-order reduction algorithms [113, 55, 64, 45, 99] differ in how this idea is extended to full PTL model checking and how it is implemented as a practical, lowoverhead algorithm. First, the semantic definition of independency given above is approximated by a sufficient syntactic criterion that is easy to check and appropriate for the particular modelling language. For example, in a language based on shared variables, two actions of different processes are certainly independent if they do not update the same variable. For message passing systems, send and receive operations concerning the same channel are independent at those states where the channel is neither empty nor full. Second, simple criteria ensure that at least one, and ideally exactly one, representative from every class of trace equivalent action sequences is considered. Finally, the formula ³ being analysed must be taken into account: call an action visible for ³ if some states × ¾ ÔÖ ´ µ Ø ¾ ÔÓ×Ø´× µ differ for any variable that occurs in ³. Holzmann and Peled [64] define an action to be safe if it is not visible for the property to be checked, and if it is independent (w.r.t. the syntactic approximation of independency) of all actions of different processes. The depth-first search algorithm shown in figure 3 can then be modified so that only successor states are considered for some process that can only perform safe actions at the current state, in effect delaying the actions of the other processes. However, the delayed actions must be considered before a loop is completed. This rather simple heuristic often leads to substantial savings and, in contrast to more elaborate algorithms, carries almost no overhead because the set of safe actions can be determined statically. In general, the effectiveness of partial-order reductions depends on the structure of the system: while they are useless for tightly synchronized systems, they may logarithmically reduce the numbers of states and transitions explored during model checking for loosely coupled, asynchronous systems.
Further topics
We conclude this survey with brief references to further problems and applications of model checking. Some of these topics are addressed in detail in other contributions to this summer school.
Abstraction. Although symbolic model checking and partial-order reduction techniques attempt to battle the so-called state explosion problem, the size of systems that can be analysed using model checking remains relatively limited: even astronomical numbers such as ½¼ ½¼¼ reachable states are generated by systems with a few hundred bits, which is a far cry from real hardware or software systems. Model checking must therefore be performed on rather abstract models. Ideally, model checking is applied concurrently with system design, and particularly in its early stages when systems are modelled at a high level of abstraction, because the payoff of finding bugs at that stage is highest whereas the costs are low. For example, Lilius and Porres [83] describe a tool for model checking UML state machine diagrams [13] , and model checking for similar high-level system descriptions is described in [5, 49] .
When the model is too big to be analysed or even infinite, a smaller, more abstract model has to be found such that the validity of the property over the abstract model implies its validity over the concrete model. The relationship between the abstract and the concrete models can be formalised by an abstraction function or relation, and either needs to be verified using interactive theorem proving or ensured by construction of the abstract model using techniques of abstract interpretation [32] . Relevant papers on this subject include [25, 85, 34, 84, 93] . A particular convenient way of presenting abstraction functions is in the form of predicate abstractions that introduce boolean variables for atomic propositions. In conjunction with the presentation of abstract systems as verification diagrams, this form of abstraction can be presented in a form that is directly understood by the system designer and can be used to (interactively) analyze systems of arbitrary complexity [36, 86, 104, 70] . and invariant under a group of permutations if it is invariant under all permutations in the group. If the transition relation of a system is invariant under a permutation group one can check the quotient of the transition system modulo the associated equivalence relation and obtain a system that can be much smaller [107, 22, 66, 67] .
Parameterized systems where, for example, the number of processes is a parameter of the system description, can be regarded as a special instance of symmetry. It may be possible to perform standard model checking in order to analyse models for fixed parameter values and then establish correctness for arbitrary parameter values by induction. For example, Browne et al. [14] suggested to model check a two-process system, and to establish a bisimulation relation between two-process and Ò-process systems, ensuring that formulas expressed in a suitable logic cannot distinguish between these systems. This approach has been extended in [78, 116] to use a finite-state process Á that acts as an invariant, requiring to show that the composition of Á with another process of the parameterized system does not add any new computations. Because Á is finitestate, this can be accomplished using (a variation of) standard model checking. Related techniques are described in [43, 52] .
Infinite-state systems. The extension of model checking techniques to infinite-state systems has been a particularly hot research topic during recent years [20, 46, 47, 94] . See Esparza's contribution to this volume for more details.
Compositional verification. Instead of verifying a system composed from several processes as a whole, it may be preferable to establish properties of its subcomponents and combine these in order to derive properties of the entire system [37] . One problem that arises with this approach is that subcomponents are designed to make assumptions about the behavior of their environment, and that every subcomponent is part of every other's environment. One should therefore expect cyclic assumptions between different processes. Pnueli et al. [100, 8] require a well-founded dependency between assumptions, avoiding the problem of circular reasoning. However, depending on the computational model and the type of the property to be checked, cyclic assumptions can be tolerated because it is possible to perform induction on the number of computation steps [1, 21, 90] . Model checking algorithms for modular verification include [68, 56] .
Real-time systems. Whereas temporal logics such as PTL and CTL only formalize the relative ordering of states and events, some systems require assertions about quantitative aspects of time, and adequate formal models such as timed automata [2] or timed transition systems [59] and logics [4] have been proposed. Algorithms for the reachability and model checking problems include [3, 61, 60] . In general, the complexity for the verification of real-time and hybrid systems is much higher than for untimed systems, and tools such as KRONOS [118] , UPPAAL [80] or HYTECH [58] are restricted to relatively small systems.
