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vRésumé
Motivation : La programmation par ontraintes (PPC) propose un adre formel
pour représenter et résoudre des problèmes ombinatoires onrets tels que la on-
eption d'horaires de personnel d'hpital ou l'alloation des portes d'embarquement
dans un aéroport. Un problème de satisfation de ontraintes se modélise à l'aide de
relations logiques, ou ontraintes, entre des variables. La résolution du problème re-
vient alors à identier une solution qui respete es ontraintes. Même si l'utilisation
de tehniques d'inférene puissantes, omme les algorithmes de ltrage, permettent
de réduire sensiblement l'espae des solutions, ela reste insusant. Il onvient alors
de guider la reherhe à l'aide d'heuristiques.
Enjeux et Contexte théorique : Cambazard et Jussien (2005) justient l'in-
térêt porté aux heuristiques de reherhe en les qualiant de  Saint Graal  à la
fois des ommunautés de reherhe opérationnelle (RO) et de programmation par
ontraintes (PPC). Parmi les meilleures heuristiques atuelles gurent Impat-Based
Searh (IBS - Refalo (2004)), qui utilise la rédution de domaine après branhe-
ment, et maxSD (Zanarini et Pesant (2007)), qui utilise le dénombrement des solutions
des ontraintes. D'autres heuristiques se basent quant à elles sur une estimation de
la distribution de solutions, omme les méthodes Belief-Propagation (BP - Kshis-
hang et al. (2001)) et Survey-Propagation (SP - Mezard et al. (2002)). Ces méthodes,
dites d'inférene, se sont notamment distinguées pour la résolution de problèmes de
satisfation booléenne. Réemment, une variante de es deux méthodes, dénommée
Expetation-Maximization Belief-Propagation, a été proposée par Hsu et al. (2007).
Enn, es méthodes d'inférene permettent également de déterminer ertaines
aratéristiques de la struture du problème que l'on herhe à résoudre. À titre d'ex-
emple, de telles estimations permettent ainsi d'identier les variables dites bakbones
(Kilby et al. (2005)), qui sont les variables qui prennent toujours la même valeur
quelle que soit la solution. Ainsi, une estimation de la distribution des solutions ne
fournit pas seulement de l'information utile pour une heuristique, mais également de
l'information sur la struture sous-tendante du problème.
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Problématique et Objetifs : Comment guider eaement la reherhe de so-
lutions de problèmes ombinatoires diiles tout en s'aranhissant de la struture
du problème ? Dans le but de répondre à ette problématique, l'objetif prinipal de
es travaux est de fournir des heuristiques de reherhe eaes et génériques qui
guident la reherhe vers des zones prometteuses, et permettent ainsi de failiter la
résolution de problèmes omplexes pratiques. De façon plus détaillée, les objetifs
spéiques onsistent en (1) l'élaboration de nouvelles méthodes d'inférene (notam-
ment en agrégeant l'information des ontraintes au niveau du problème global quelle
que soit la struture du problème et les ontraintes onsidérées), (2) le développe-
ment d'un framework de tests des heuristiques (de façon à estimer la distribution des
solutions d'un ensemble d'instanes de problèmes ombinatoires), et (3) l'évaluation
des heuristiques.
Contributions théoriques : En se basant sur le adre théorique proposé par Hsu
et al. (2007), nous développons plusieurs heuristiques de reherhe qui améliorent sig-
niativement es résultats antérieurs, et qui permettent d'étendre e adre théorique
à n'importe quel problème de satisfation de ontraintes. Une des méthodes que nous
proposons ii (EMBP-Gsup) onstitue notamment l'heuristique de reherhe la plus
onsistante sur l'ensemble des problèmes onsidérés, et e, omparativement à e qui
onstitue (au meilleur de nos onnaissanes) l'état de l'art en matière d'heuristiques
pour es mêmes problèmes. Ces ontributions font d'ailleurs l'objet d'une publiation
(LeBras et al. (2009)).
vii
Abstrat
Motivation Constraint Programming (CP) is a paradigm to model and solve prat-
ial ombinatorial problems, suh as nurse sheduling or airport gate assignment. CP
models suh problems as Constraint Satisfation Problems (CSPs), i.e. a set of rela-
tions between variables. Solving a CSP then beomes equivalent to nding a solution
that satises all relations. Although strong inferene tehniques suh as ltering al-
gorithms lead to a muh smaller solution spae, the solution spae typially remains
too large to be explored exhaustively. This is where searh heuristis ome in and
guide the searh toward promising areas.
Signiane and Theoritial Bakground Cambazard and Jussien (2005) em-
phasize the importane of searh heuristis when they refer to them as the Holy
Grail of both Operations Researh (OR) and Constraint Programming (CP) om-
munities. Two of the best urrent searh heuristis are Impat-Based Searh (IBS
- Refalo (2004)) whih exploits domain redution, and maxSD (Zanarini and Pesant
(2007)), whih exploits onstraint-based solution ounting. Other heuristis are de-
signed to estimate the distribution of solutions, suh as Belief-Propagation (BP -
Kshishang et al. (2001)) and Survey-Propagation (SP - Mezard et al. (2002)).
These inferene methods have been partiularly suitable to Satisability (SAT) prob-
lems. Reently, Hsu et al. proposed Expetation-Maximization Belief-Propagation
(EMBP), a variation of these two methods.
In addition, these inferene methods also provide information about the underlying
struture of the problem. For example, suh estimates enable to detet bakbone
variables (Kilby et al. (2005), i.e. that always take the same value regardless of the
solution. As a result, these estimates not only diret the searh but also provide
strutural information about the solution spae.
Purposes How to eiently guide the searh in the solution spae of hard om-
binatorial problems whatever their underlying struture? The rst purpose of this
work is to provide eient and generi searh heuristis to guide the searh toward
promising areas and to solve hard pratial problems. More speially, the goal is to
(1) develop new inferene methods (whih ombine information from any kind of on-
viii
straints imposed by the problem), (2) implement a framework to test these heuristis
(so that we ompute these heuristis over a variety of instanes), and (3) assess the
quality of these heuristis.
Contributions Building upon the theoritial framework that has been proposed
by Hsu et al. (2007), we derive new searh heuristis that signiantly improve the
previous results obtained with this framework, and extend it to any CSP. One of the
methods we propose (EMBP-Gsup) turns out to provide the most onsistent results
for the problems we onsider when ompared to what is (to the best of our knowledge)
the urrent state of the art for solving these problems. This ontribution has been
published in (LeBras et al. (2009)).
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La programmation par ontraintes (PPC) propose un adre formel pour représen-
ter et résoudre des problèmes ombinatoires onrets. La oneption d'horaires de
personnel d'hpital, de rotation d'équipage aérien, d'ordonnanement de prodution,
d'alloation de fréquenes pour les ellulaires ou enore d'alloation des portes d'em-
barquement dans un aéroport sont autant de problèmes qui témoignent de la mul-
titude d'appliations de e domaine de reherhe. Ce sont autant d'appliations qui
motivent es travaux, sahant que eux-i peuvent se traduire onrêtement par des
impats soio-éonomiques importants.
Un problème de satisfation de ontraintes se modélise à l'aide de relations logiques,
ou ontraintes, entre des variables. La résolution du problème revient alors à identi-
er une solution qui respete es ontraintes. En théorie don, la programmation par
ontraintes permet de s'aranhir de la méthode de résolution. Ultimement, il sut
d'énoner le problème à la mahine pour que elle-i trouve une solution. En pratique,
le éau de la dimension entre en jeu : l'espae des possibilités grandissant exponen-
tiellement ave le nombre de variables, il s'avère impratiable d'énumérer toutes les
possibilités. Même si l'utilisation de tehniques d'inférene puissantes, omme les al-
gorithmes de ltrage, permettent de réduire sensiblement l'espae des solutions, ela
reste insusant. Il onvient alors de guider la reherhe à l'aide d'heuristiques.
1.2 Enjeux
Le Handbook of Contraint Programming (Rossi et al. (2006)) dérit les qualités
reonnues d'une bonne heuristique de reherhe, telles que le  rst-fail priniple 
(en d'autres termes,  essayer d'abord là où l'on est le plus suseptible d'éhouer ,
ou enore  ommener par e qui semble le plus diile à satisfaire ). Ce livre
2présente les prinipales heuristiques génériques, i.e. qui sont dites indépendantes de
l'appliation. Cambazard et Jussien (2005) qualient les heuristiques de reherhe
génériques omme étant le  Saint Graal  à la fois des ommunautés de reherhe
opérationnelle (RO) et de programmation par ontraintes (PPC). Ils justient ainsi
tout l'intérêt porté aux méthodes guidant la reherhe dans un espae de solutions.
En 2004, Refalo introduit une heuristique générique dénommée Impat-Based Searh
(IBS) qui se révèlera être l'état de l'art pour la résolution de plusieurs problèmes
ombinatoires. Plus réemment, une omparaison de l'eaité de diérentes heuris-
tiques a été proposée par Zanarini et Pesant (2007).
Par ailleurs, ertaines heuristiques présentes dans la littérature se basent sur une
estimation de la distribution de solutions dans l'optique de prendre une déision de
branhement qui mène à une zone prometteuse. Dans et environnement probabiliste,
on retrouve les méthodes d'inférene dites de  message-passing , qui permettent
d'estimer les probabilités marginales des variables du problème (i.e. la fontion de dis-
tribution d'une variable dans l'espae des solutions). Par exemple, la méthode Belief-
Propagation (Pearl (1988), Kshishang et al. (2001)) a été à l'origine développée an
de résoudre les problèmes d'inférene que l'on retrouve par exemple dans la théorie
de orretion d'erreur d'enodage ou en vision par ordinateur. Kask et al. (2004) ont
montré par la suite que ette méthode est partiulièrement eae lorsqu'appliquée
aux problèmes ombinatoires et utilisée en tant qu'heuristique de reherhe. Mezard
et al. (2002) ont inventé une méthode similaire appelée Survey Propagation, qui est
atuellement la référene pour la résolution de problèmes de satisfation booléenne
(Braunstein et al. (2005), Kro et al. (2007)). Enn, plus réemment, une variante de
es deux méthodes, dénommée Expetation-Maximization Belief-Propagation, a été
proposée par Hsu et al., qui ont tout d'abord appliqué ette méthode à des problèmes
SAT (Hsu et Milraith (2006)), puis qui l'ont étendue à des problèmes de satisfation
de ontraintes (Hsu et al. (2007)).
L'information fournie par les méthodes d'inférene itées préédemment permet
d'inférer ertaines aratéristiques de la struture du problème que l'on herhe à
résoudre. En eet, si l'on est apable d'estimer de façon able la distribution des
solutions d'un problème, on onnaît alors la probabilité qu'une variable prenne une
ertaine valeur dans une solution aléatoire du problème. À titre d'exemple, de telles
3estimations permettent ainsi d'identier les variables qui prennent toujours la même
valeur quelle que soit la solution (i.e. qui ont une probabilité de 1 de prendre ette
valeur). Ainsi, une estimation de la distribution des solutions ne fournit pas seulement
de l'information utile pour une heuristique, mais également de l'information sur la
struture sous-jaente du problème.
Cei souligne le potentiel intéressant de l'estimation de la distribution des solutions
et onstitue le prinipal enjeu de es travaux de reherhe.
1.3 Problématique et objetifs de reherhe
Dans le adre de nos travaux de reherhe, nous nous intéressons à la manière de
guider eaement la reherhe de solutions de problèmes ombinatoires diiles tout
en nous aranhissant de la struture du problème. Pour ns d'évaluation, les deux
prinipaux ritères imposés sont l'eaité et le aratère générique de l'heuristique.
Combiner es deux qualités onstitue l'une des prinipales diultés. En eet, une
heuristique spéique à une ontrainte donnée peut s'avérer partiulièrement eae,
sans pouvoir être étendue (ou diilement) à d'autres ontraintes. À l'inverse, une
heuristique générique s'applique à n'importe quel problème mais généralement aux
dépens de son eaité.
An de répondre à ette problématique, l'objetif prinipal de nos travaux est
de fournir des heuristiques de reherhe eaes et génériques qui guident la reherhe
vers des zones prometteuses, et failiteront ainsi la résolution de problèmes omplexes
pratiques (tels que eux mentionnés à la setion 1.1).
Plus préisément, les objetifs spéiques liés à nos travaux sont les suivants. Tout
d'abord, nous souhaitons élaborer de nouvelles méthodes d'inférene qui agrègent
l'information des ontraintes au niveau du problème global (et non pas loalement,
i.e. au niveau d'une ontrainte par exemple) et ela quelle que soit la struture du
problème et les ontraintes onsidérées. Ensuite, nous désirons estimer la distribution
des solutions d'un ensemble de problèmes ombinatoires à l'aide de es méthodes. Il
s'agira enn de omparer les estimations obtenues préédemment aux valeurs exates
et de les évaluer dans le ontexte d'une heuristique de reherhe.
41.4 Plan du mémoire
Le présent mémoire est organisé omme suit. La première partie traite du ontexte
théorique dans lequel se situent es travaux. Ensuite, la seonde partie présente les
méthodes proposées tandis que la troisième partie développe les résultats expérimen-
taux de es méthodes. Finalement, les onlusions, disussions et pistes de reherhe
futures font l'objet de la dernière partie.
5Chapitre 2
CONTEXTE THÉORIQUE
Ce hapitre introduit à la setion 2.1 le paradigme de la programmation par on-
traintes. Ensuite, la setion 2.2 présente l'intérêt de l'estimation de la distribution
des solutions d'un CSP, tandis que la setion 2.3 est dédiée aux méthodes d'inférene,
ayant pour but d'estimer et espae des solutions.
2.1 Programmation par ontraintes
2.1.1 Prinipe
La programmation par ontraintes (PPC) représente un paradigme de résolution
de problèmes ombinatoires. L'idée entrale de e paradigme est de dénir l'ensem-
ble des ontraintes qu'une solution aeptable doit satisfaire. Cette approhe permet
ainsi de s'aranhir de la méthode de résolution en laissant le soin au programme
de trouver une solution satisfaisant es ontraintes. En e sens, le langage utilisé en
PPC est dit délaratif, 'est-à-dire que l'on ne préise pas omment eetuer l'opéra-
tion mais plutt quelles ontraintes respeter.  La programmation par ontraintes
représente une des avanées sientiques qui se rapprohe le plus du Saint Graal de
la programmation : l'utilisateur dénit le problème, l'ordinateur le résout  (Freuder
(1996)). Cette itation de Eugène Freuder, préurseur de la PPC, rappelle le prinipe
de la PPC et souligne tout le potentiel de e paradigme de résolution de problèmes.
2.1.2 Modélisation
La programmation par ontraintes onsiste à dénir un problème en énonçant les
relations logiques (que l'on appelle ontraintes) qui lient plusieurs variables. Ainsi,
un des avantages de e paradigme réside dans le fait qu'une ontrainte représente
généralement une omposante naturelle de problèmes ombinatoires. De façon plus
formelle, un problème de satisfation de ontraintes (ou Constraint Satisfation Prob-
6lem - CSP) se modélise à l'aide de trois prinipales omposantes (f. Dénition 1) :
un ensemble de ontraintes qui régissent le problème, un ensemble de variables inter-
venant dans es ontraintes ainsi que les domaines respetifs de es variables.
Dénition 1. Un problème de satisfation de ontraintes (CSP) onsiste en :
 un ensemble ni de variables
1 X = {x1, x2, . . . , xn},
 dénies sur des domaines D = {D1, D2, . . . , Dn} de telle façon que xi ∈ Di pour
tout i,
 ainsi qu'un ensemble ni de ontraintes C, haune dénie sur un sous-ensemble
de X .
Selon ette notation, on notera par le triplet 〈X ,D, C〉 un tel CSP.
Dénition 2. Une ontrainte Ci ∈ C est un sous-ensemble T (Ci) du produit Cartésien
des domaines des variables qui interviennent dans Ci. On note X(Ci) l'ensemble des
variables intervenant dans Ci et on appelle tuple τ ∈ T (Ci) une ombinaison valide
de valeurs pour les variables dans X(Ci).
Par exemple, un arré latin onsiste en une grille n × n telle que les valeurs de
1 à n apparaissent une et une seule fois sur haque ligne et sur haque olonne. On
peut modéliser le problème du arré latin de la façon suivante. Pour haune des n2
ellules de la grille, on dénit une variable prenant une valeur entre 1 et n ; e qui
xe ainsi à la fois X et D. On exprime ensuite les relations entre es variables (i.e.
C). Pour haque ligne (olonne) de la grille, une ombinaison valide de valeurs des
variables de ette ligne (olonne) est telle que es valeurs sont diérentes. De façon
formelle, ette formulation orrespond à :
X = {x11, x12 . . . xnn}
Dij = {1, 2, . . . , n} ∀1 ≤ i, j ≤ n
alldifferent((xij)1≤j≤n) ∀1 ≤ i ≤ n
alldifferent((xij)1≤i≤n) ∀1 ≤ j ≤ n
xij = d ∀(i, j, d) ∈ S
où S répresente l'ensemble des ellules préxées.
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Par abus de notation, on ne distingue pas une variable de la valeur qui lui est assignée.
7Dans le but d'alléger la notation, les variables sont ii indexées selon la ligne
et la olonne auxquelles elles appartiennent. Cependant, les dénitions préédentes
utilisent une indexation simple de es variables, de 1 à |X |. Par la suite, nous utilisons
au besoin une de es deux indexations, puisque ela n'introduit auune ambiguité.
Cette modélisation fait appel à la ontrainte globale (i.e. dénie sur un nombre
quelonque de variables) alldifferent. Cette ontrainte assure que les valeurs prises
par haune des variables qui interviennent dans la ontrainte sont toutes diérentes.
De façon plus formelle, et en reprenant la notation de la dénition 2, ette ontrainte
peut être dénie omme suit :
T (alldifferent(x1, x2, . . . , xn)) = {(x1, x2, . . . , xn)|∀1 ≤ i ≤ n, ∀i < j ≤ n, xi 6= xj}
2.1.3 Résolution
Un autre avantage de la programmation par ontraintes est que, une fois le prob-
lème modélisé, un vaste hoix de tehniques de résolution est disponible.
La phase de résolution est marquée par deux phases itératives : la propagation et
la reherhe. La propagation onsiste à inférer des simpliations du problème étudié
à un moment donné de la reherhe par retour arrière (généralement par le biais de
rédutions de domaines) tandis que la reherhe revient à prendre une déision de
simpliation en diérents sous-problèmes.
a) Propagation
La phase de propagation est eetuée à l'aide d'algorithmes de ltrage suessive-
ment appliqués aux ontraintes (généralement globales) du problème. Ces algorithmes
permettent (en général) de supprimer des valeurs inohérentes (i.e. qui n'appartien-
nent à auune solution) des domaines des variables, e qui aura potentiellement pour
eet de provoquer d'autres rédutions de domaines.
Plusieurs niveaux de ohérene peuvent alors être dénis, an de déterminer les
valeurs inohérentes. Nous dénissons ii quatre niveaux de ohérene auxquels nous
ferons référene dans la suite de es travaux.
Cohérene d'ar Tout d'abord, la ohérene d'ar est un niveau de ohérene élé-
mentaire et est dénie spéiquement sur une ontrainte binaire c ∈ C, i.e. X (c) =
8{xi, xj}. La ohérene d'ar assure que toute valeur du domaine d'une des deux vari-
ables est ompatible (d'après la ontrainte c) ave au moins une valeur du domaine
de l'autre variable. On a la ohérene d'ar sur c si et seulement si :
Di ⊆ {v ∈ Di|({v} ×Dj)
⋂
c 6= ∅} et réiproquement pour Dj .
Si e n'est pas le as, on supprime la ou les valeurs deDi etDj qui sont responsables
de et éhe.
Cohérene de domaine La ohérene de domaine généralise la notion de o-
hérene d'ar à une ontrainte d'arité quelonque. D'ailleurs, la ohérene de do-
maine est également appelée ohérene d'ar généralisée dans la littérature. De la
même façon, on a la ohérene de domaine sur c d'arité k si et seulement si :
∀1 ≤ i ≤ k,Di ⊆ {v ∈ Di|D1 × . . .×Di−1 × {v} ×Di+1 × . . .×Dk
⋂
c 6= ∅}.
Cohérene de bornes La ohérene de bornes fait appel à la dénition de l'ensem-
ble DS , déni pour un ensemble S et qui orrespond à un ensemble relaxé selon S du
domaine d'une variable. On pose DS(x) = {v ∈ S|min(D(x)) ≤ v ≤ max(D(x))}. La
ohérene de bornes (S) assure que, pour une ontrainte quelonque c d'arité k, les
valeurs extrêmes (minimale et maximale) du domaine d'une variable sont ohérentes
ave les domaines DS des k−1 autres variables. On établit la ohérene de bornes (D)
sur c d'arité k de la façon suivante :




Par exemple, la ohérene de bornes (R) est elle que nous utilisons pour les
ontraintes knapsak du problème du Carré Magique (f. la setion des résultats
expérimentaux). Des résultats sur e même problème et utilisant e niveau de o-
hérene sont présentés dans Pesant et Quimper (2008). Ainsi, on obtient DR(x) =
{v ∈ R|min(D(x)) ≤ v ≤ max(D(x))} pour le domaine relaxé des variables et la
ohérene de bornes (R) assurent que :




Cohérene X singleton Enn, une dernière dénition de niveau de ohérene
présentée ii est la ohérene X singleton. On dit que le CSP 〈X ,D, C〉 est ohérent
9selon ette ohérene si et seulement si on a la ohérene X (où X représente un
niveau de ohérene en partiulier) pour haun des sous-CSPs 〈X ,D, C
⋃
{xi = v}〉
pour tout xi de X et pour tout v de Di.
b) Reherhe par retour arrière
La propagation à elle-seule ne sut pas à résoudre des problèmes omplexes.
En eet, suite à la phase de propagation, haque élément du produit artésien des
domaines des variables ne onstitue pas forément une solution valide. Il n'est pas
ertain que l'on puisse étendre une solution en hoisissant d'assigner arbitrairement
une valeur du domaine d'une variable et de propager ette déision. En partiulier,
une phase de propagation peut mener à un domaine d'une variable qui est réduit
à l'ensemble vide, e qui produit alors un éhe et fore à reonsidérer les déisions
préédentes.
On proède alors à un retour-arrière (ou baktraking), qui permet d'explorer l'ar-
bre de reherhe. Chaque n÷ud de l'arbre est appelé n÷ud de branhement, puisqu'il
divise le problème ourant en plusieurs alternatives disjointes. Une feuille de l'arbre
de reherhe orrespond à une aetion de l'ensemble des variables. Ainsi, une feuille
onstitue une solution du CSP si et seulement si ette aetation totale respete
toutes les ontraintes.
Types de branhement : Théoriquement, à haque n÷ud de branhement, une
déision de branhement représente une simpliation de l'espae en au moins deux
sous-problèmes. En eet, une telle déision revient à réer une partition de l'espae
de reherhe, et haun des ensembles disjoints de ette partition représente une
branhe assoiée à e n÷ud de branhement. Les prinipaux types de branhement
présents dans la littérature sont diretement reliés à l'utilisation de domaines des vari-
ables omme relaxation du problème à haque n÷ud de l'arbre. Ainsi, les types de
branhement les plus ourants dénissent une rédution du domaine d'une variable.
Cela revient ainsi à ajouter une ontrainte unaire, i.e. ne faisant intervenir qu'une
seule variable. Par exemple, si on a x1 ∈ {1, 2} et x2 ∈ {1, 2}, la ontrainte x1 ≤ 1
représente une rédution du domaine de la variable x1, par opposition à x1 6= x2 qui
restrite la paire (x1, x2) aux tuples {(1, 2), (2, 1)} mais ne réduit pas les domaines
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des variables. L'exemple 2.1 i-dessous illustre les trois prinipaux types de branhe-
ment utilisés, pour lesquels la variable x4 fait l'objet de la déision de branhement.
La gure a) présente le branhement énumératif, où haune des branhes représente
une des valeurs de D4. Le brahement binaire (gure b)) dénit deux branhes om-
plémentaires : la première orrespond à l'assignation d'une valeur de D4 à x4, et la
seonde est la négation de la première. Enn, la gure ) illustre le branhement par
fragmentation de domaines qui divise typiquement le domaine de la variable x4 en
deux sous-ensembles de taille arbitraire. Dans le adre de e travail, nous nous intéres-
sons uniquement à un branhement de type binaire (sur le domaine d'une variable)
(Fig 2.1b).
Figure 2.1 Prinipaux types de branhement appliqués à la variable x4, pour laquelle
D4 = {1, 3, 4, 5} : a) Énumératif, b) Binaire et ) Par fragmentation de domaine
Heuristiques de reherhe : Les heuristiques de reherhe traditionnelles, util-
isées dans le adre d'un branhement binaire, ont pout rle d'ordonner les variables
ainsi que les valeurs à leur assigner.
Les prinipes de base atuellement reonnus qui régissent la séletion du ouple
variable-valeur sont les suivants :
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Choix de la variable :
 First-fail priniple  O n hoisit la variable qui semble la plus diile à
satisfaire, notamment en espérant obtenir un arbre de
reherhe le plus petit possible. De ette manière, on
désire s'ouper de la partie diile à satisfaire en pre-
mier.
Choix de la valeur :
 Sueed-rst prini-
ple 
On hoisit la valeur qui semble la plus prometteuse pour
trouver une solution. De ette façon, on espère explorer
le moins de n÷uds de l'arbre engendré préédemment
par le hoix de l'ordre des variables.
Parmi les prinipales heuristiques illustrant le premier prinipe, on retrouve dom,
dom/deg et dom/wdeg. L'heuristique dom (Golomb et Baumert (1965)) séletionne
la variable ayant le domaine ourant le plus petit. Introduisant la notion de degré
d'une variable omme étant le nombre de ontraintes impliquant ette variable ainsi
qu'une autre dont le domaine n'est pas réduit à un singleton, l'heuristique dom/deg
(Bessière et Régin (1996)) lasse les variables selon le ratio de la taille du domaine
sur le degré. Enn, la notion de degré pondéré introduit un poids à haque ontrainte
orrespondant au nombre de fois qu'une ontrainte est responsable d'un éhe. Cette
notion permet de dénir l'heuristique dom/wdeg (Boussemart et al. (2004) omme
étant le ratio entre la taille du domaine d'une variable et le degré pondéré de ette
variable.
Parmi les prinipales heuristiques illustrant le deuxième prinipe, on retrouve no-
tamment maxSD, qui orrespond à hoisir le ouple variable-valeur selon le nombre
de solutions auxquelles e ouple appartient pour une ontrainte en partiulier. Pour
le hoix de la valeur à assigner à une variable en partiulier, Ginsberg et al. (1990)
proposent quant à eux de prendre la valeur v qui maximise le produit des tailles des
domaines restants des autres variables après l'aetation x = v. Cette notion fait
appel à la dénition suivante :
Dénition 3. À un noeud de branhement donné, on note D˜xi=v(xj) l'ensemble des
valeurs restantes du domaine de la variable xj après propagation de la ontrainte
xi = v.
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L'heuristique de hoix de valeur proposée par Ginsberg et al. (1990) est parfois






Similairement, Frost et Dehter (1995) suggèrent une autre heuristique illustrant
le deuxième prinipe et qui revient à remplaer le produit préédent par une somme.






Bien que les heuristiques énonées ii gurent parmi elles qui sont le plus présentes
dans la littérature, ette liste est loin d'être exhaustive. La setion suivante aborde le
sujet des ritères d'évaluation de telles heuristiques, qui ont notamment joué le rle
de la  séletion naturelle  des meilleures heuristiques de reherhe.
Évaluation de la qualité d'une heuristique Théoriquement et tel que déni
dans le Handbook of Constraint Programming (Rossi et al. (2006)), on qualie d'op-
timal l'ordre des variables ou des valeurs qui permet de parourir le moins de n÷uds
de branhement (parmi tous les ordres possibles) lorsque l'on herhe une solution ou
que l'on herhe à prouver qu'il n'existe auune solution.
Cependant, il est également important de onsidérer le travail réalisé à haque n÷ud
et de privilégier une heuristique moins oûteuse à haque déision de branhement.
En eet, une heuristique pourrait par exemple trouver une solution par fore brute et
ensuite instanier les variables une à une telles qu'elles apparaissent dans la solution
trouvée. Notamment, il est à noter que déterminer un ordre optimal sur les variables
ou les valeurs est au moins aussi diile que de résoudre le problème, tout omme de
déterminer la prohaine variable à instanier de façon optimale (Rossi et al. (2006)).
Enn, étant donné que l'on ne dispose pas d'un temps illimité, il est néessaire de
xer un temps maximal lors d'une exéution. C'est pourquoi il se peut que e temps
alloué soit insusant à une heuristique pour trouver une solution ou prouver qu'il
n'en existe auune.
Ainsi, dans le adre de l'évaluation de la qualité d'une heuristique, nous avons retenu
le nombre de retours arrières (ou baktrak), le temps d'exéution ainsi que le nombre
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d'instanes résolues.
L'extensibilité (ou salability) est un autre élément intéressant dans l'évaluation
d'une heuristique, bien que moins quantiable et qui peut transparaître dans le
nombre de retours arrières. Une façon indirete d'évaluer e fateur est de onsid-
érer des problèmes dont les instanes sont de taille intéressante, où les heuristiques
de reherhe dites informées prennent largement le dessus sur les heuristiques de
reherhe non informées. Par exemple, tandis que les préédents résultats résolvent
des instanes de arrés latins de taille 15× 15 de Hsu et al. (2007), nous avons réalisé
nos expérimentations sur des exemplaires de taille 30× 30.
Dans ette setion, nous avons présenté les prinipaux prinipes et méanismes de
la PPC et introduit la notion d'heuristique de reherhe dans le adre de la résolution
d'un CSP. La setion suivante traite des estimations de l'ensemble des solutions d'un
CSP et aborde le potentiel de es estimations en termes d'heuristique de reherhe.
2.2 Estimation de la distribution des solutions
Cette setion dénit tout d'abord les distributions (ou marginales) des variables
d'un CSP, pour ensuite détailler l'utilisation potentielle de l'estimation de es marginales
et dénir enn omment évaluer la qualité d'une telle estimation.
2.2.1 Marginalisations exates
Soit S l'ensemble des solutions d'un problème de satisfation de ontraintes (CSP).
Si S est non vide, alors on peut dénir la probabilité P (xi = v) qu'une variable
xi prenne la valeur v dans une solution aléatoire de S. On appellera densité ette
probabilité.
Dénition 4. Soit S l'ensemble des solutions d'un CSP. Pour une solutions s de S,
on note s(xi) la valeur prise par la variable xi dans la solution s. Si S 6= ∅, la densité
du ouple variable-valeur xi = v orrespond à :
P (xi = v) =
card({s∈S|s(xi)=v})
card(S)
Ainsi, si le CSP admet au moins une solution, P (xi) dénit une distribution de
probabilité sur le domaine Di. La probabilité P (xi = v) orrespond à la densité des
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solutions du problème omplet qui vérient xi = v. Il est à noter que maxSD étend
notamment ette notion de densité à une ontrainte en partiulier, omme étant la
proportion de solutions d'une ontrainte telles que xi prend la valeur v.
Revenons sur le problème de arré latin, préédemment introduit à la setion 2.1.2,
et onsidérons l'exemple 1 présentéei-dessous.
Exemple 1. Carré latin de taille 5, ave S = {(x1, 4), (x5, 2), (x9, 2), (x12, 2), (x16, 2),
(x17, 1), (x18, 3), (x19, 4), (x20, 5), (x22, 4), (x23, 2), (x24, 5)}.
La gure 2.2 présente la version graphique de ette instane de arré latin
Figure 2.2 Exemple d'instane du problème de arré latin
Les solutions de ette instane sont données à la gure 2.3.
Figure 2.3 Solutions de l'exemple d'instane du problème de arré latin
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D'après et ensemble de solutions, la distribution de probabilité P (x13) peut être
déterminée de façon exate et orrespond à :
 P (x13 = 1) =
2
5
 P (x13 = 4) =
2
5
 P (x13 = 5) =
1
5
Cependant, il est alors absurde de déterminer l'ensemble des solutions, pour al-
uler es distributions de probabilités que l'on souhaite utiliser dans le adre d'une
heuristique de reherhe d'une solution.
Similairement, supposons que l'on onnaisse les distributions P (xi) de façon ex-
ate à tout n÷ud de branhement. Alors, on peut par exemple déider de branher
sur n'importe quel ouple variable-valeur ayant une probabilité non nulle (il en existe
un étant donné que le problème possède au moins une solution). Le sous-problème
obtenu de ette façon peut lui-même être étendu à une solution, puisque que le ou-
ple variable-valeur hoisi apparaît dans au moins une solution du problème. C'est
pourquoi, en répétant ette étape jusqu'à e que toutes les variables soient assignées,
on obtient alors une solution valide. Ainsi, déterminer la distribution des solutions
d'un problème est au moins aussi diile que de résoudre le problème lui-même.
De la même façon, à partir des distributions exates, on est apable de déteter
les bakbone variables (Parkes (1997), Monasson et al. (1999), Kilby et al. (2005)),
'est-à-dire les variables qui ont toujours la même valeur quelle que soit la solution
onsidérée du problème. Littéralement, le terme bakbone se traduit par  olonne
vertébrale , et réfère ii à la struture ommune à toutes les solutions. Étant donné
que même une approximation du aratère bakbone d'une variable est un problème
diile en soit, le problème d'estimer la distribution des solutions est lui-même un
problème diile.
2.2.2 Utilisation de marginalisations approximées dans le adre
d'heuristiques
Déterminer les marginales exates de l'ensemble des solutions est de façon générale
intratable. C'est pourquoi l'objetif est ii non pas de les aluler de façon exate,
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mais bien de les approximer.
Dénition 5. On note θx(v) et on appelle biais l'estimation approximée de la densité
P (x = v).
Dénition 6. On note θx la distribution de probabilité orrespondant à l'ensemble
des biais θx(v) pour haune des valeurs possibles de x.
Dénition 7. On note Θ et on appelle étude l'ensemble des distributions de biais
θx, alulés pour haune des variables x de X .
Une fois que l'on a obtenu une approximation de la distribution des solutions,
i.e. après avoir omplété une étude, il nous inombe de dénir la façon d'utiliser
ette information. Notre objetif est d'intégrer ette information de façon à guider la
reherhe. Tel que présenté dans la setion préédente, deux déisions oneptuelles
interviennent notamment ii : le hoix de la stratégie de branhement et elui de
l'ordre des variables et des valeurs.
Type de branhement utilisé En termes de type de branhement, nous avons
adopté une stratégie binaire. La exibilité quant au hoix de la prohaine variable
suite à un éhe de la stratégie binaire par rapport à la stratégie d'énumération
en fait une stratégie de branhement plus adaptée à l'évaluation d'une heuristique
de reherhe. En e qui onerne la stratégie de fragmentation de domaine, elle-i
pourrait s'avérer être une piste intéressante. Cette stratégie néessite ependant un
paramètre supplémentaire (orrespondant par exemple à la taille du sous-domaine
sur lequel on branhe) et fae à une absene de dominane apparente d'une stratégie
sur l'autre, nous avons privilégié la simpliité de la stratégie binaire.
Séletion du ouple variable-valeur Les déisions relatives au lassement des
variables et des valeurs sont elles plus déliates et les possibilités sont plus larges.
Admettons que l'on dispose d'une approximation des marginales. Ainsi, nous avons
une estimation de la probabilité que la variable x prenne la valeur v dans une solution
aléatoire du problème, et e pour haune des variables et pour haune de leurs
valeurs possibles respetives.
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 maxBias : Une première possibilité, elle qui semble la plus intuitive, est de
branher sur le ouple variable-valeur qui possède la probabilité la plus élevée.
Nous appellerons ette stratégie de branhement maxBias.
 maxStrength : Une autre possibilité est de onsidérer le ouple variable-valeur
qui possède la fore la plus élevée. On dénit la fore de la probabilité d'un
ouple variable omme la diérene entre ette probabilité et l'équiprobabilité
des valeurs du domaine d'une variable. Dans le as de l'exemple de la gure 2.3,








 maxRegret : Enn, une troisième possibilité onsiste à onsidérer la variable qui
possède le plus grand regret. On dénit le regret d'une variable omme étant
la diérene entre les deux probabilités les plus élevées de sa distribution. Dans






stratégie onsiste alors à aeter à la variable de plus grand regret la valeur
qui a la probabilité maximale. Le regret orrespond en fait au oût (en termes
d'objetif, qui orrespond ii à maximiser la probabilité que le ouple hoisi
appartienne à une solution) de hoisir la deuxième meilleure valeur au lieu de
la meilleure valeur.
2.3 Méthodes d'inférene
2.3.1 Raisonnement dans un environnement inertain
Un CSP permet de dénir si une instaniation omplète est valide (i.e. ne viole
auune ontrainte) ou non. Ainsi, en reprenant la notation de la setion préédente,
un CSP dénit une loi de probabilité jointe sur l'ensemble des variables du problème,
i.e. P (x1, x2, . . . , xn).
À haque tuple τ = (x1 = τ1, x2 = τ2, . . . , xn = τn) ∈ T (X ), on assoie la proba-
bilité 1 si le tuple est un tuple valide et 0 sinon. C'est pourquoi estimer la distribution
des solutions revient à déterminer les fontions marginales de haune des variables,
i.e. P (xi), ∀xi.
Par sommation partielle, on peut don aluler es marginales de façon exate.
Ainsi, la distribution de probabilités onjointe omplète permet de déduire une in-
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férene exate. Cependant, ette façon de faire devient rapidement impratiable dû à
l'explosion ombinatoire ave le nombre de variables.
Un CSP dénit une loi jointe sur un ensemble de variables, et peut don être
modélisé indiéremment à l'aide d'un des trois plus ourants modèles graphiques
(ou graphial models) : un graphe de fateurs (ou Fator Graph), un hamp aléa-
toire de Markov (ou Pairwise Markov Random Field) ou enore un réseau bayésien
(ou Bayesian Network). Un graphe de fateurs est un graphe biparti qui représente
la fatorisation d'une fontion de plusieurs variables : haque fateur représente un
noeud onneté aux variables qui partiipent dans e fateur. Un hamp aléatoire
de Markov est représenté à l'aide d'un graphe non-orienté reliant un ensemble de
variables qui vérient la propriété de Markov, notamment en termes d'indépendane
onditionnelle. Enn, un réseau bayésien est un graphe orienté dans lequel haque ar
répresente une relation ausale entre deux variables. Utilisant généralement un de es
modèles graphiques pour exprimer une probabilité jointe, les méthodes d'inférene,
et plus partiulièrement les algorithmes par passage de messages (ou message-passing
algorithms) ont pour but d'estimer les lois marginales pour haune des variables.
À l'aide de la mise à jour suessive des probabilités assoiées à haun des noeuds
du modèle graphique, es méthodes utilisent des messages pour propager loalement
l'information de haun des noeuds, réalisant ainsi l'inférene souhaitée.
L'exemple suivant 2 illustre es trois représentations graphiques pour un CSP
onstitué de inq variables et deux ontraintes. Par la suite, et par soui de onision
et de larté, on ne onsidère que le modèle (bien onnu) des réseaux bayésiens.
Exemple 2. X = {x1, x2, x3, x4, x5}, C = {C1, C2}, ave X(C1) = {x1, x2, x3} et
X(C2) = {x3, x4, x5}. La gure 2.4 présente les trois modèles graphiques orrespon-
dants.
2.3.2 Réseaux bayésiens
Un réseau bayésien est une représentation graphique d'un ensemble de variables
aléatoires et de leurs indépendanes onditionnelles sous forme d'un graphe orienté
aylique (ou Direted Ayli Graph - DAG). Un réseau bayésien dénit de façon
omplète toute distribution onjointe, à l'aide des dépendanes entre les variables
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Figure 2.4 Modèles graphiques orrespondant à l'Exemple 2
et des probabilités onditionnelles d'une variable étant données ses variables dépen-
dantes. Dans le as de l'exemple préédent, on remarque que le noeud de la ontrainte
C1 dépend diretement des variables x1, x2 et x3. De plus, d'après l'algorithme de
D-Separation
2
, et selon le prinipe  Explaining-Away , on onstate que les inq
variables x1 à x5 sont eetivement dépendantes entre elles.
Si l'on désire onnaître la probabilité que la variable x1 prenne la valeur v ∈ D1, on
peut avoir reours à une méthode d'inférene exate (omme la méthode d'élimination
de variables qui sommerait ii sur toutes les variables non observées diérentes de
x1). Cependant, e problème est en lui-même NP-diile, et est sujet à l'explosion
ombinatoire ave le nombre de variables.
C'est pourquoi on fait généralement appel à des méthodes d'inférene approximées,
omme la simulation de haînes de Markov Monte-Carlo (ou Markov Chain Monte-
Carlo - MCMC) ou la méthode Belief-Propagation.
2.3.3 Méthodes d'inférene approximées
Dans le adre de la théorie probabiliste, les méthodes d'inférene approximées
telles que les méthodes par passage de messages se sont révélées être partiulière-
ment eaes. Par transmission de messages à travers les ars du réseau bayésien,
es méthodes permettent d'inférer l'état d'un sous-ensemble de variables en se basant
sur l'ensemble des variables observées. C'est pourquoi es méthodes sont dites des
2




Bien que elles-i aient été longtemps appliquées à des problèmes d'inférene prob-
abiliste, leur apaité à estimer les probabilités marginales font de es méthodes des
outils des plus intéressants à utiliser dans le adre d'une reherhe par retour arrière.
Par exemple, la méthode Belief-Propagation (BP) (Pearl (1988), Kshishang et al.
(2001)) (et par la suite Generalized Belief-Propagation (Yedidia et al. (2003))) a été
originalement développée dans le but de résoudre des problèmes d'inférene proba-
biliste tels que eux qui surviennent notamment en vision par ordinateur ou dans
la théorie de orretion d'erreur d'enodage. Kask et al. (2004) ont par la suite dé-
montré que BP (aussi appelé algorithme sum-produt) se révèle être une méthode
partiulièrement eae lorsqu'appliquée à des CSPs et utilisée en tant qu'heuris-
tique de reherhe. Mezard et al. (2002) ont, quant à eux, inventé la méthode Survey-
Propagation (SP), qui s'inspire de la méthode BP. SP peut être interprétée omme
une généralisation de la méthode BP, pour laquelle haque variable adopte une valeur
supplémentaire, orrespondant à son indiérene de se voir assigner une des autres
valeurs de son domaine. Cette méthode onstitue enore à l'heure atuelle rien de
moins que l'état de l'art pour la résolution de problèmes de satisfation booléenne
(SAT) (Braunstein et al. (2005), Kro et al. (2007)).
2.3.4 Méthode Expetation-Maximization
De son té, la méthode d'Espérane-Maximisation (ou Expetation-Maximization
- EM) est une méthode dite d'apprentissage statistique. L'objetif prinipal de ette
méthode est l'apprentissage des paramètres d'un réseau bayésien. Cette méthode est
un algorithme itératif permettant d'estimer les paramètres du modèle qui rendent le
plus probable les variables observées (i.e. le maximum de vraisemblane), et ei en
présene de variables ahées.





Ce hapitre introduit tout d'abord le adre théorique des méthodes Expetation-
Maximization Belief-Propagation (EMBP) à la setion (3.1). La sous-setion (3.2.1)
présente les travaux antérieurs ayant proposés le adre EMBP. Les ontributions
originales sont ensuite développées aux sous-setions (3.2.2) et (3.2.3), ainsi qu'à la
setion (3.3).
3.1 Cadre théorique
Tout omme les autres algorithmes par passage de messages, la méthode EMBP
(Hsu et Milraith (2006), Hsu et al. (2007)) ajuste de façon itérative la probabilité
qu'une variable se voit assigner une valeur partiulière de son domaine. En reprenant
la notation présentée à la setion préédente, ette méthode met à jour l'ensemble des
biais θ(xi) des variables du problème en réant ainsi une étude Θ avant haque déision
de branhement. Le adre théorique de la méthode EMBP introduit également une
variable aléatoire y qui indique si haune des ontraintes est respetée. La variable
y se présente don sous la forme d'un veteur de variables binaires, dont la taille
orrespond au nombre de ontraintes.
La méthode EMBP proède par l'envoi de deux types de messages (e qui fait
d'elle une méthode dite par  passage de messages ), tel qu'illustré à la gure 3.1.
Tout d'abord, une variable envoie sa distribution de probabilité aux ontraintes dans
lesquelles elle entre en jeu (Figure 3.1(a)), de telle sorte que les ontraintes alulent
les probabilités des tuples valides. Ensuite, les variables réupèrent ette information
des ontraintes assoiées (Figure 3.1(b)) an de mettre à jour leur distribution de
probabilité. Il est important de noter que les èhes présentes sur la gure 3.1 illustrent
les messages qui sont envoyés à haque étape, et le modèle graphique sous-jaent
orrespond bien à un graphe de fateur, tel que présenté au hapitre préédent.
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x1 x2 x3 x4 x5
C1 C2
θx2 θx4θx1 θx3 θx5
(a) E-Step
x1 x2 x3 x4 x5
C2C1q(C1) q(C2)
(b) M-Step
Figure 3.1 Illustration des messages de la méthode EMBP sur l'exemple 2
3.1.1 Formule générale de mise à jour des biais
Fondamentalement, le but prinipal de l'algorithme EM est de trouver l'ensemble
des biais Θ qui maximise la probabilité P (y|Θ) que les ontraintes soient satisfaites.
Cependant, la méthodologie utilisée suppose que le veteur de variables aléatoires y
ait été originalement généré à l'aide des paramètres Θ, mais aussi à l'aide de variables
ahées qui n'ont pu être observées. Dans le adre d'un CSP, es variables ahées
(que l'on dénotera z) orrespondent en fait aux ongurations valides pour haune
des ontraintes. On dénote par Sz le support de la distribution de z, qui orrespond
ainsi au produit artésien des tuples des ontraintes pour haque solution valide du
problème.
Ainsi, on désire en fait maximiser P (y, z|Θ). La diulté majeure réside dans
le fait qu'il n'est pas possible de sommer sur z puisque z n'est pas observé. À
la plae, on divise ette maximisation en deux phases itératives. Dans la première
phase de l'algorithme EM (la phase E), on onstruit hypothétiquement la distribu-
tion Q(z) = P (z|y,Θ). La fontion de distribution Q(z) représente la probabilité de
haque solution étant donné l'étude Θ et sahant que la variable observée y est égale
à 1 (i.e. que les ontraintes sont satisfaites). La gure 3.1(a) illustre ette première
phase, dans laquelle haque ontrainte C reçoit la distribution de probabilité θxi (ave
xi ∈ X(C)) et alule la probabilité de ses ongurations valides étant données es
distributions. Au ours de la deuxième phase (la phase M), l'étude Θ des variables
est alors mise à jour en onséquene. Tel qu'illustré à la gure 3.1(b), les variables
ajustent leur distribution en tenant ompte de la probabilité des tuples valides des
ontraintes.
Dans le adre de la méthode d'Expetation-Maximization, la phase E suppose tout
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d'abord l'indépendane entre les ontraintes pour aluler Q(z) étant donné que l'on
ne onsidère hypothétiquement que les ongurations valides. C'est pourquoi Q(z)
peut s'érire omme le produit des probabilités des ontraintes, étant donnée une
étude Θ. Ainsi, Q(z) =
∏m
i=1(q(Ci)), ave q(Ci) orrespondant à la probabilité d'une
onguration donnée pour la ontrainte Ci.
Ensuite, la phase M applique la dépendane entre les ontraintes, et fournit alors











Ii, η est une onstante de normalisation et est égale à la sommation des valeurs
du numérateur pour l'ensemble des valeurs v possibles. Hsu et al. (2007) fournissent
davantage de détails sur la dérivation de l'équation 3.1.
Ainsi, la méthode EMBP fournit un algorithme général pour aluler une étude
Θ. Dans le adre de ette méthode, la dénition de la distribution de probabilité Q(z)
demeure ependant non spéiée. Les méthodes présentées dans la setion suivante
exploitent e degré de liberté.
3.1.2 Appliation de la méthode EMBP : ompromis entre
préision et omplexité
Une possibilité serait de déterminer expliitement Sz, l'espae des solutions du
problème, pour ensuite aluler Q(z) de façon exate. Cette approhe est ependant
intratable puisqu'elle implique d'exprimer haque solution du problème pour estimer
les biais pour ensuite trouver une solution. Ainsi, une approximation de Q(z) est
requise ii.
Les méthodes dérites dans e mémoire (regroupées dans le tableau 3.1) améliorent
de façon progressive la préision de l'estimation de Q(z) et, e faisant, augmentent
la omplexité de alul. À e sujet, es méthodes néessitent de trouver les supports
soit de façon loale (i.e. au niveau des ontraintes - Lsup) ou de façon globale (i.e.
après propagation du réseau omplet de ontraintes - Gsup) en assurant un niveau
de ohérene dénoté X.
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Tableau 3.1 Heuristiques de reherhe EMBP
Heuristiques Niveau de ohérene Portée
EMBP-a ohérene d'ar loale ontrainte alldifferent
EMBP-Lsup-XC ohérene X loale n'importe quelle ontrainte
EMBP-Lsup-XC* ohérene de domaine loale ontrainte regular
EMBP-Gsup-XC ohérene X globale n'importe quel CSP
3.1.3 Relations entre EMBP et les méthodes  variationnelles 
Comme il est souligné dans la setion préédente, la méthode EMBP, bien que
partant d'une méthode d'inférene exate, se doit d'avoir reours à des hypothèses
simpliatries de façon à rester eae. En e sens, la méthode EMBP se rapprohe
des méthodes dites  variationnelles  (ou variational methods, Koller et Friedman
(2009), Winn et al. (2005)) qui font partie de la famille des méthodes d'inférene
approximées. De plus, typiquement, les méthodes  variationnelles  ont pour but
de fournir une borne inférieure de la vraisemblane (Bernardo et al. (2003)), tout
omme la méthode EM, qui, au lieu de maximiser diretement la vraisemblane,
maximise une borne inférieure de ette même vraisemblane. Jaakkola (2000) présente
notamment une approhe  variationnelle  qui onduit globalement à la méthode
standard de l'algorithme EM, dans laquelle l'étape de maximisation (E-Step) est
ependant adaptée.
En termes de formulation, les méthodes  variationnelles  distinguent les paramètres
dits  variationnelles  des paramètres du modèle original. Cette distintion s'appuie
sur le fait qu'un modèle graphique, bien que omplexe en termes de densité par ex-
emple, peut voir sa omplexité sensiblement réduite lorsque le but est d'expliquer les
paramètres du modèle de façon probabiliste (Jordan et al. (1998)). Finalement, les
méthodes  variationnelles  sont dénitivement omniprésentes parmi les méthodes
d'inférene approximées, et même si leur fontionnement ne reste à l'heure atuelle que
partiellement expliqué, leur apaité à réduire la omplexité d'un modèle graphique
leur onfère un potentiel très intéressant.
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3.2 EMBP et ohérene loale
Tandis que l'équation (3.1) somme sur l'ensemble des probabilités de tous les
tuples valides, les méthodes suivantes utilisant la ohérene loale (EMBP-a, EMBP-
Lsup-XC et EMBP-Lsup-XC*) sont onçues de façon à approximer ette sommation
en la simpliant.
An de aluler θx(a) pour une ontrainte donnée, le raisonnement sous-jaent à
es méthodes est de onsidérer toutes les autres variables x′ et toutes les aetations
x′ = b qui sont ohérentes (selon la ohérene X) ave l'aetation x = a pour ette
ontrainte. En reprenant l'exemple 2, la gure 3.2 illustre la représentation sous forme
de réseau bayésien utilisée pour estimer Q(z) durant la phase E des méthodes EMBP
à ohérene loale X. Ainsi, ette approhe a pour but d'estimer les marginales en
onsidérant les ontraintes omme étant interdépendantes.
x1 x2 x3 x4 x5
C1 C2
Figure 3.2 Réseau bayésien assoié à la méthode EMBP-a pour l'exemple 2
3.2.1 EMBP-a pour la ontrainte alldifferent
À l'origine, Hsu et al. (2007) suggèrent une telle approximation pour la on-
trainte alldifferent1. La probabilité qu'une variable xi se voit assigner une valeur
v peut être approximée par la probabilité qu'auune autre variable de la ontrainte
alldifferent ne prenne la valeur v. Les auteurs préisent que ette approhe assure
ainsi une sorte de ohérene d'ar (ou pairwise onsisteny) entre xi et les autres
variables de la ontrainte. En réalité, si une valeur est supprimée d'un domaine d'une
variable, la rédution de domaine ne sera pas propagée : on parle alors plutt de
 Forward-Cheking  (Haralik et Elliott (1980)) et non pas de ohérene d'ar. Cei
1
Cette méthode est appelée EMBP-a dans Hsu et al. (2007)
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étant dit, en appliquant e prinipe, les auteurs obtiennent la règle de mise à jour



























ave η étant enore une fois la onstante de normalisation.
En reprenant l'exemple 1, si l'on herhe à déterminer la probabilité que la variable
x13 prenne la valeur 1, ela revient à supprimer la valeur 1 des domaines des variables
qui interagissent ave x13, tel qu'illustré à la gure 3.3.
Figure 3.3 Rédution de domaines assoiée à la méthode EMBP-a pour l'exemple 2
Ensuite, on approxime la probabilité que la variable x13 prenne la valeur 1 par la
somme des probabilités des tuples du produit artésien des domaines réduits pour ha-
une des ontraintes dans lesquelles x13 intervient. La gure 3.4 illustre les diérents
termes qui onstituent ette somme.
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Figure 3.4 Termes de la somme assoiés à la méthode EMBP-a pour l'exemple 2
3.2.2 EMBP-Lsup-XC
Nous proposons ii de dériver des méthodes EMBP à ohérene loale X qui sont
une extension relativement naturelle de EMBP-a. Le raisonnement sous-jaent à es
méthodes est le suivant : an de aluler θx(a) pour une ontrainte donnée, on onsid-
ère toutes les aetations x′ = b qui sont ohérentes (selon la ohérene X) ave l'af-
fetation x = a pour ette ontrainte. En d'autres termes, es méthodes prennent en
ompte la rédution des domaines au niveau de la ontrainte. Fondamentalement, es
méthodes proèdent une ontrainte à la fois, regardent pour haque ouple variable-
valeur l'ensemble des supports qui sont ohérents (selon la ohérene X) et mettent
















ave D˜xi=v(xj) représentant l'ensemble des valeurs restantes dans le domaine de
xj après l'aetation xi = v, tel que déni à la setion préédente.
En reprenant l'exemple 1, pour déterminer la probabilité que la variable x13 prenne
la valeur 1, on ltre les valeurs qui sont inohérentes ave l'assignation x13 = 1, au
sein de haune des ontraintes auxquelles x13 partiipe, tel qu'illustré à la gure 3.5.
Ensuite, on approxime la probabilité que la variable x13 prenne la valeur 1 par la
somme des probabilités des tuples du produit artésien des domaines réduits pour ha-
une des ontraintes dans lesquelles x13 intervient. La gure 3.6 illustre les diérents
termes qui onstituent ette somme.
Étant donné que la ohérene de paire (pairwise onsisteny) entre une variable
et les autres s'apparente fortement à la ohérene d'ar, EMBP-a fait logiquement
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Figure 3.5 Rédution de domaines assoiée à la méthode EMBP-Lsup-XC pour
l'exemple 2
Figure 3.6 Termes de la somme assoiés à la méthode EMBP-Lsup-XC pour l'ex-
emple 2
partie de l'ensemble des méthodes EMBP à ohérene loale X, où X représente la
ohérene d'ar. Néanmoins, si l'on onsidère un niveau de ohérene plus fort, tel que
la ohérene de domaine, l'amélioration apportée par la famille de méthodes proposée
est de deux ordres :
 Tout d'abord, ela fournit une meilleure préision puisque les biais sont alors
alulés à l'aide de supports qui sont ohérents selon la ohérene de domaine
(et non plus selon la ohérene d'ar, omme pour EMBP-a)
 Deuxièmement, es méthodes sont failement implémentables pour n'importe
quelle ontrainte pour laquelle on onnaît un algorithme apable d'assurer (ef-
aement) la ohérene de domaine.
De plus, ette approhe peut failement être étendue de façon à onsidérer n'im-
porte quelle forme de ohérene. Tout omme la forme générale de mise à jour des
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biais de la méthode EMBP, EMBP-Lsup-XC suppose toujours l'indépendane entre
les ontraintes au ours de la phase E, et e n'est que la phase M qui fait respeter
la dépendane entre les ontraintes.
L'algorithme 1 présente le pseudo-ode qui permet de mettre à jour θxi(v) à l'itéra-
tion t. PCi orrespond ii à la ontribution de Ci à θxi(v) et Sxj permet de stoker la
somme des biais de la variable xj . Tout d'abord, l'algorithme hoisit une ontrainte Ci
pour laquelle l'ensemble X (xi) ontient xj, puis propage l'aetation x = v (ligne 3).
Pour haque variable appartenant à X (Ci), on somme la valeur des biais du domaine
réduit (ligne 8) et on multiplie le résultat ave PCi (ligne 9). Une fois que l'algorithme
a terminé de traiter la ontrainte Ci, il somme la ontribution de ette ontrainte
ave θxi(v), puis annule l'eet de la propagation (roll-bak) (ligne 1011) et ontinue
à itérer sur les ontraintes qui restent à traiter. Il est à noter que lorsque tous les
θxi(·) ont été alulés, eux-i doivent être normalisés.
θt+1xi (v) = 0;1
pour haque ontrainte Ci ∈ C : xi ∈ X(Ci) faire2
assurer la ohérene X sur Ci ave xi = v;3
PCi = 1;4
pour haque variable xj ∈ X(Ci) \ xi faire5
Sxj = 0;6
pour haque valeur v′ ∈ D˜xi=v(xj) faire7





PCi = PCi × Sxj ;9
θt+1xi (v) = θ
t+1
xi
(v) + PCi ;10
annuler la propagation de Ci;11
normaliser θt+1xi (v);12
Algorithme 1 : Algorithme EMBP-Lsup-XC de mise à jour de θxi(v) à l'itéra-
tion t
Soient k le nombre de ontraintes dans lesquelles xi partiipe, n l'arité maximale
de es ontraintes, d la ardinalité maximale des domaines des variables et P la om-
plexité en pire as de l'algorithme de propagation des ontraintes. Alors, en pire as,
la omplexité de l'algorithme 1 est O(kP + knd). An d'atteindre la onvergene, le
pseudo-ode présenté ii doit être exéuté à haque itération de la méthode EMBP.
Pour améliorer l'eaité de la proédure, la propagation des ontraintes est réalisée
une seule fois et les informations relatives à D˜xi=v sont stokées en mémoire puisque
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les domaines réduits demeurent onstants tout au long des itérations.
Cette méthode entraîne un ompromis à faire entre préision et performane. À
e sujet, il est important de noter qu'auune propagation, mise à part elle de la
ontrainte en ours de traitement, n'est réalisée. D'un té, EMBP-Lsup-XC peut
possiblement fournir une information plus rihe que simplement une ohérene d'ar
sur les ontraintes. De l'autre, elle ore une préision plus faible que si l'on assurait
la ohérene de domaine au niveau du problème au omplet. En termes d'eaité
ependant, propager une seule ontrainte est moins oûteux que de propager le mod-
èle omplet.
3.2.3 EMBP-Lsup-XC* pour la ontrainte regular
Tandis que la méthode préédente est une approhe générale, nous proposons ii
une règle de mise à jour des biais similaire, mais ette fois-i spéique à la ontrainte
regular, ontrainte d'appartenane à un langage régulier proposée par Pesant (2004).
De ette façon, on souhaite obtenir une heuristique qui, bien que non générique, soit
apable de proter davantage de la struture de la ontrainte regular (ou Regular
Language Membership onstraint).
Soit M = (Q,Σ, δ, q0, F ) un automate ni déterministe (ou Deterministi Finite
Automaton - DFA) pour lequel Q est un ensemble ni d'états, Σ est un alphabet,
δ : Q × Σ → Q est une fontion de transition partielle, q0 ∈ Q est l'état initial, et
F ⊆ Q est l'ensemble des états terminaux (ou aeptants).
Étant donné un automate M , onsidérons le graphe en ouhe ayli orienté
G = (V,A), onstruit à partir deM et pour lequel la ouhe i+1 représente l'ensemble
des états de l'automate atteignable après i pas en partant de l'état initial. Selon la
notation de la setion préédente, on poseX = {x1, x2, ..., xn} l'ensemble des variables
telles que Di ⊆ Σ pour 1 ≤ i ≤ n. La i
eme
variable assoiée à une valeur de son
domaine représente alors la transition d'un état de la ouhe i à la ouhe i+ 1. On
note vi,q le n÷ud orrespondant à l'état q dans la ouhe i et par dest(x1, ..., xi) l'état
atteint à partir de la séquene (x1, ..., xi−1). Pour permettre de mieux omprendre
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ette notation, la gure 3.7 illustre un tel graphe. La ouhe L1 orrespond à l'état
initial, la ouhe L6 orrespond à l'état nal (unique ii), tandis que haque ouleur
d'arête représente une valeur diérente des domaines des variables. Par exemple, si on
assoie {jaune = 1, rouge = 2, vert = 3, bleu = 4}, alors le tuple (1, 1, 1, 1, 2) assoié
aux variables (x1, x2, x3, x4, x5) est valide, ontrairement au tuple (1, 1, 1, 1, 3) qui ne
satisfait pas ette ontrainte.
1L 6L5L4L3L2L
5x4x3x2x1x
Figure 3.7 Exemple de graphe en ouhe ayli orienté pour une ontrainte regular
An d'être apable d'utiliser pleinement la struture d'un tel graphe en ouhe,
nous introduisons également une probabilité θxi,q(v) sur haque ar e : vi,q →v vi+1,q′,






Cependant, haque itération de l'algorithme EMBP permet de fournir une étude
Θ et il n'est pas possible d'en déduire diretement les biais introduits spéiquement
pour la ontrainte regular. Ainsi, à l'itération t+ 1, nous inférons les valeurs θxi,q(·)
à partir des θxi(·) de l'itération k et selon la struture du digraphe. Ainsi, an de
distribuer la probabilité θxi(v) parmi tous les θxi,q(v), nous pondérons les biais des
ars selon la densité des arêtes. La densité d'une arête orrespond au nombre de so-
lutions qui utilisent ette arête sur le nombre total de solutions de ette ontrainte.
Dans le adre de méthodes de dénombrement de solutions d'une ontrainte, Zanarini
et Pesant (2009) proposent entre autres un algorithme eae pour déterminer ette
densité spéique à la ontrainte regular.
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Il est à noter que ette dénition ne prend pas en ompte les arêtes possédant
plusieurs étiquettes. En se basant uniquement sur la struture du digraphe, il nous
est impossible de disriminer les probabilités des deux ars qui ont les mêmes ex-
trémités. Étant donné que nous onsidérons seulement la struture de l'automate
an de déduire la mise à jour des biais des variables de la ontrainte regular, nous
supposons l'équi-répartition de la probabilité entre les ars ayant les deux mêmes ex-
trémités.
Sahant que l'on ne onsidère que les hemins qui aboutissent à un état terminal,
et que haun d'entre eux est de longueur n, la probabilité d'un ar partiulier e :
vi,q →v vi+1,q′ regroupe la probabilité de haune des séquenes s = x1...xn telles
que dest(x1...xi−1) = q, xi = v (i.e. les hemins qui passent par et ar). Soit Si,q,v







Cependant, l'équation (3.4) requiert le alul de haun des tuples valides pour
ette ontrainte. Cette approhe est lairement intratable. An d'être plus eae
en pratique, nous approximons l'équation i-dessus. Au lieu de sommer sur l'ensemble
des tuples valides, nous sommons sur l'ensemble des valeurs qui sont ohérentes ave
elle pour laquelle nous herhons à déterminer la probabilité. Par la suite, on notera
(i, q, v) l'ar e : vi,q →v vi+1,q′ . Soit Ri,q,v(i
′) l'ensemble des ars (i′, q′, v′) tels qu'il ex-
iste un hemin (orienté) entre (i, q, v) et (i′, q′, v′). Finalement, dénotons S∗i,q,v l'ensem-
ble des hemins de longueur n orrespondant à Ri,q,v(1)×Ri,q,v(2)× . . .×Ri,q,v(n).
Il est à noter que Si,q,v ⊆ S
∗
i,q,v. On se permet ii d'approximer l'ensemble des ter-
mes de l'équation (3.4) et ette relaxation permettra alors de simplier la sommation.
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Il est à noter que la fatorisation est maintenant possible à l'équation (3.5) grâe
à ette approximation. En eet, au lieu de onsidérer le sous-ensemble S(i, q, v) de
tuples valides, nous onsidérons maintenant haque hemin s inlus dans le produit
Cartésien S∗i,q,v. De plus, pour l'aetation xi = v, nous onsidérons haque aetation
xj = v
′
telle qu'il existe une séquene valide de valeurs ontenant es deux aetations.
C'est pourquoi ette méthode s'apparente très fortement aux méthodes EMBP à
ohérene loale préédente, puisque ette approhe revient à onsidérer la ohérene
de domaine au niveau de la ontrainte regular. Cette méthode dière ependant de
EMBP-Lsup-XC sur deux aspets :
 Tout d'abord, nous faisons ii une diérene entre θxi,q(v) et θxi,q′(v) selon la
struture du digraphe.
 Deuxièmement, dans la phase d'initialisation, nous répartissons la probabilité
θxi(v) parmi les diérents biais d'ars θxi,q(v) selon les densités de solutions.
Par onséquent, si, pour haque ouple variable-valeur (xi, v), il n'y a pas plus
d'un ar (i, q, v), alors ette méthode sera identique à EMBP-Lsup-XC. Cependant,
dans le as général, on peut s'attendre à une meilleure préision apportée par ette
méthode, puisqu'elle apture mieux la struture de la ontrainte sous-jaente.
Comme il en est fait mention dans Trik (2003), la ontrainte knapsack présente
une struture similaire au graphe en ouhe de la ontrainte regular. C'est pourquoi
un raisonnement analogue peut être tiré pour la ontrainte knapsack et une règle de
mise à jour des biais équivalent peut être déduite.
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3.3 EMBP et ohérene globale
Introduisant une nouvelle méthode que nous appellerons EMBP-Gsup-XC, nous
suggérons d'améliorer enore une fois la préision du alul de Q(z). En eet, en
e qui onerne la méthode EMBP-Gsup-XC, le problème est onsidéré dans son
ensemble et ette approhe exploite diretement la dépendane entre les ontraintes
au moment de déterminer Q(z). EMBP-Lsup-XC onsidère les supports qui sont
ohérents pour une ontrainte à la fois tandis que EMBP-Gsup-XC améliore la qualité
de ette approximation en prenant en ompte les supports qui sont ohérents après
propagation de haque ontrainte du problème
2
. Dans la nouvelle représentation, sous-
jaente à ette approximation de Q(z), au lieu de onsidérer m ontraintes diérentes,
nous onsidérons maintenant une seule ontrainte, dans laquelle toutes les variables







Figure 3.8 Réseau bayésien assoié à la méthode EMBP-Gsup-XC pour l'exemple 2























où D(xj) est le domaine de xj avant l'aetation de xi = v et Dˆxi=v(xj) orre-
spond au domaine réduit de la variable xj après l'aetation xi = v et la propagation
2
À noter que n'importe quel niveau de ohérene peut être onsidéré ii, et le niveau de ohérene
peut très bien varier d'une ontrainte à l'autre.
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au travers de haune des ontraintes du problème.
Enore une fois, on illustre ette méthode à l'aide de l'exmple 1. An de déterminer
la probabilité que la variable x13 prenne la valeur 1, on ltre les valeurs qui sont
inohérentes ave l'assignation x13 = 1, mais ette fois-i, au sein du problème au
omplet, tel qu'illustré à la gure 3.9.
Figure 3.9 Rédution de domaines assoiée à la méthode EMBP-Gsup-XC pour
l'exemple 2
Ensuite, la probabilité que la variable x13 prenne la valeur 1 est approximée par
la somme des probabilités des tuples du produit artésien des domaines réduits de
l'ensemble des variables. La gure 3.10 illustre les diérents termes qui onstituent
ette somme.
Figure 3.10 Termes de la somme assoiés à la méthode EMBP-Gsup-XC pour l'ex-
emple 2
Cette méthode dépend indiretement de la modélisation du problème puisqu'il
dépend de la puissane d'inférene qui aompagne la modélisation. Cependant, ette
approhe fournit également la possibilité d'utiliser diérents niveaux de ohérene
durant la phase de  probing  (pendant laquelle on alule Dˆxi=v) et durant la phase
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eetive de propagation après haque déision de branhement.
L'algorithme 2 présente le pseudo-ode pour mettre à jour θxi(v) à l'itération t. La
prinipale diérene ave l'algorithme 1 réside dans le fait qu'il n'y a plus de somma-
tion sur l'ensemble des ontraintes puisque la ontribution de haque ontrainte est
impliitement reétée dans Dˆxi=v(xj) étant donnée la propagation initiale à l'éhelle
du problème au omplet (ligne 2). En pratique, les expérimentations ont révélé qu'il
est plus rapide d'itérer sur les éléments enlevés du domaine des variables (qui est le
omplémentaire de Dˆxi=v(xj)) plutt que sur Dˆxi=v(xj) lui-même.
θt+1xi (v) = 1;1
assurer la ohérene X sur le problème omplet ave xi = v;2
pour haque variable xj ∈ X \ xi faire3
Sxj = 1;4
pour haque valeur v′ ∈ D(xj) \ Dˆxi=v(xj) faire5









annuler la propagation de xi = v;8
normaliser θt+1xi (v);9
Algorithme 2 : Algorithme EMBP-Gsup-XC de mise à jour de θxi(v) à l'itéra-
tion t
Soient K le nombre total de ontraintes, N le nombre total de variables, d la
ardinalité maximale des domaines des variables et P la omplexité en pire as de
l'algorithme de propagation des ontraintes. Alors, en pire as, la omplexité de l'al-
gorithme 2 est O(KP +Nd). Bien que ela ne soit pas agrant lorsque l'on regarde les
omplexités en pire as, l'algorithme 2 s'avère être plus gourmand en termes de temps
de alul notamment que l'algorithme 1 puisqu'habituellementK ≫ k et N ≫ n. An
d'éviter de devoir propager à haque itération de la méthode EMBP, l'information
onernant D(xj)\ Dˆxi=v est également alulée une seule fois et stokée en mémoire,




4.1 Environnement de tests
Tous les tests ont été realisés à l'aide de Ilog Solver 6.5 et en utilisant un proesseur
AMD Opteron 2.4GHz ave 1GB de RAM. Pour les heuristiques qui présentent une
omposante aléatoire, les tests ont été exéutés dix fois sur haque exemplaire et les
moyennes arithmétiques des résultats sont alors retransrites ii. Essentiellement, à
haque n÷ud de l'arbre de reherhe, après avoir omplété une étude à l'aide des
méthodes EMBP-a, EMBP-Lsup-XC, ou EMBP-Gsup-XC, l'heuristique de reherhe
branhe sur le ouple variable-valeur qui présente le biais le plus élevé (f. maxBias)
4.2 Desription des problèmes étudiés
Cette setion introduit les problèmes à partir desquels les heuristiques de reherhe
proposées sont évaluées.
Nonogramme Le problème du Nonogramme onsiste à remplir ertaines ases
d'une grille retangulaire n×m de telle sorte que les indies donnés à haque ligne et
à haque olonne soient satisfaits. Les indies orrespondent à la taille des diérentes
séquenes de ases remplies. La gure 4.1 présente une instane sous forme graphique.
Par exemple, l'indie  1 2  de la première olonne de l'exemple indique que sur
ette olonne, il y a 2 séquenes : tout d'abord (en partant du haut), on trouvera une
ase remplie isolée, et ensuite une séquene de deux ases remplies. Chaque séquene
est séparée d'une autre séquene par au moins une ase non remplie. Une fois la
grille remplie, on obtient en plus un dessin monohromatique (f. Figure 4.2, tirée de
Wikipedia (2009)).
De façon plus formelle, haque indie peut être modélisé à l'aide de la ontrainte
regular. En eet, on peut failement exprimer l'automate orrespondant qui assure
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Figure 4.1 Exemple d'instane du problème de nonogramme
Figure 4.2 Exemple de solution d'une instane du problème de nonogramme
la séquene prédénie de remplissage des ases d'une ligne ou d'une olonne. Dans
le as de l'exemple préédent, l'automate de la gure 4.3 représente un automate
possible pour l'indie  1 2 . Par soui de larté, l'automate présenté ii n'est pas
omplet : les transitions manquantes sont alors onsidérées omme menant à un état
non terminal.
Figure 4.3 Automate pour la ontrainte regular orrespondant à l'indie  1 2 
39
Ainsi, le problème du Nonogramme peut se formuler de la façon suivante :
regular((xij)1≤j≤m,A
r
i ) ∀1 ≤ i ≤ n
regular((xij)1≤i≤n,A
c
j) ∀1 ≤ j ≤ m
xij ∈ {0, 1} ∀1 ≤ i ≤ n, 1 ≤ j ≤ m
où Ari représente l'automate assoié à la ligne i tandis que A
c
j représente l'auto-
mate assoié à la olonne j.
Il est à noter que es problèmes ont généralement la propriété de posséder une et
une seule solution. C'est d'ailleurs le as des instanes que nous avons onsidérées ii.
De plus, e problème est très homogène : toutes les ontraintes sont identiques
(regular), dénies sur n ou m variables binaires, et haque variable binaire intervient
dans exatement deux ontraintes.
Les expérimentations portent sur 180 instanes de nonogrammes1 de taille allant
de 16×16 à 32×32. La ohérene de domaine est maintenue au niveau des ontraintes
et le temps limite d'exéution est xé à dix minutes.
Carré Latin Tel que vu préédemment dans la setion (2.1.2), un Carré Latin
d'ordre n est déni à l'aide d'une grille n × n où les ellules d'une même ligne ou
d'une même olonne prennent des valeurs diérentes omprises entre 1 et n. Un quasi-
groupe omportant des trous (ou Quasigroup With Holes - QWH ) est un Carré Latin
partiellement rempli. Le problème onsiste alors à ompléter un QWH de façon à
obtenir un arré latin.
Parmi les appliations pratiques diretement reliées à e problème gurent les tests
de médiaments ou enore les exploitations agrioles. En eet, résoudre un arré latin
permet notamment de savoir omment administrer n médiaments à n patients, de
façon à e que haque patient reçoive haun des médiaments et que deux patients
ne reçoivent pas le même traitement le même jour (an d'éviter notamment un biais
lié au moment auquel le patient reçoit le médiament. Une autre appliation de e
problème survient dans le domaine agriole, lorsque l'exploitant désire produire n ré-
oltes diérentes tout en s'assurant que haune des parelles reçoive les n diérentes
semenes au bout de n années (an de ménager les surfaes agrioles).
1
Instanes tirées de http ://www.blindhiken.om/∼ali/games/puzzles.html
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Une modélisation possible est la suivante :
alldifferent((xij)1≤j≤n) ∀1 ≤ i ≤ n
alldifferent((xij)1≤i≤n) ∀1 ≤ j ≤ n
xij = d (i, j, d) ∈ S
xij ∈ {1, 2, . . . , n} ∀1 ≤ i, j ≤ n
où S répresente l'ensemble des ellules préxées.
Dans e problème, toutes les ontraintes sont de même type et sont dénies sur n
variables, sahant que haque variable intervient dans exatement deux ontraintes.
Ce problème est don également un problème très homogène.
L'ensemble des instanes est le même que dans Zanarini et Pesant (2009) : 40
instanes de taille n = 30 et ayant un pourentage de ases non préxées d'environ
42%, i.e. prohe de la transition de phase. La transition de phase est un phénomène
qui a été identié par Cheeseman et al. (1991), puis aratérisé par Gomes et Selman
(1997) et Gomes et al. (2000), et qui aratérise la diulté de ertaines instanes,
notamment pour le problème du arré latin. En dehors de ette transition de phase, les
instanes sont généralement soit aisément satisables ou soit failement identiables
omme étant non satisables. À l'inverse, les instanes qui se trouvent au niveau de la
transition de phase, tels que les instanes étudiées ii, se révèlent être partiulièrement
diiles.
La ohérene de domaine est maintenue sur les ontraintes et le temps maximal
d'exéution a été xé à 20 minutes.
Carré Magique Le problème du Carré Magique est un problème anien, déni à
l'aide d'une grille n × n. Le problème onsiste à plaer les n2 premiers entiers de
telle façon à e que les sommes sur les lignes, les olonnes et les diagonales soient
toutes égales. Un Carré Magique partiellement rempli peut onstituer un problème
plus diile à résoudre que la version traditionnelle qui débute ave une grille vide.
Deux types de ontraintes interviennent ii. Ce problème est onstitué de 2n + 2
ontraintes d'égalité de sa-à-dos (equality knapsack) régissant haune des n vari-
ables, ainsi que d'une ontrainte alldifferent sur l'ensemble des n2 variables. Com-
parativement aux préédents problèmes, la taille des domaines des variables est sub-
stantiellement plus élevée, sahant que haque variable peut prendre une valeur entre 1
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et n2. De façon formelle, voii le modèle proposé pour le problème du Carré Magique :
alldifferent((xi,j)1≤i,j≤n)∑
1≤j≤n xi,j = sum ∀1 ≤ i ≤ n∑
1≤i≤n xi,j = sum ∀1 ≤ j ≤ n∑
1≤i≤n xi,i = sum∑
1≤i≤n x(n+1−i),i = sum
xi,j ∈ {1, 2, . . . , n
2} ∀1 ≤ i ≤ n, 1 ≤ j ≤ n




Au niveau de la ontrainte alldifferent, la ohérene de domaine est maintenue.
Pour e qui est des ontraintes knapsack d'égalité, on maintient la ohérene de
borne. L'ensemble des exemplaires qui font l'objet de tests est le même que dans
Trik (2003) : 40 exemplaires ayant des ellules préxées (dans le but d'éviter les
instanes triviales)  la moitié des instanes ont 10 variables préxées et l'autre
moitié 50. La durée maximale d'une exéution a été xée à une heure.
4.3 Comparaison ave d'autres heuristiques de reherhe
Cette setion présente les six autres heuristiques pour lesquelles nous avons souhaité
omparer nos approhes. Ces six heuristiques sont rndMinDom, MaxSD, IlogIBS, Ilo-
gAdvIBS, RSC-LA, and RSC2-LA.
Avant de présenter les résultats expérimentaux, voii les détails qui justient le
hoix de es six heuristiques partiulières :
- rndMinDom hoisit aléatoirement une variable parmi elles ayant le plus pe-
tit domaine et lui aete une valeur quelonque appartenant à son domaine. Nous
présentons les résultats obtenus à l'aide de ette heuristique an de fournir un point
de omparaison essentiel : ette heuristique, bien que lairement non informée, est
largement présente dans la littérature.
- MaxSD appartient à la famille de heuristiques basées sur le dénombrement de
solutions. Comme mentionné dans le hapitre 2, ette heuristique exploite l'informa-
tion du dénombrement fournie par les ontraintes de façon à branher sur la partie
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de l'arbre de reherhe qui présente un fort potentiel de ontenir un nombre élevé de
solutions (Zanarini et Pesant (2009)). MaxSD est onsidéré omme l'état de l'art en
matière de résolution de problèmes de arrés latins (QWH) diiles.
- Les heuristiques de reherhe basées sur l'impat (Impat Based Searh, Refalo
(2004)) hoisissent en premier la variable dont l'assignation engendre la plus grande
rédution de l'espae de reherhe (le plus grand impat). Cet impat est approximé
à l'aide la rédution du produit Cartésien des domaines des variables : soit par la
rédution moyenne observée durant la reherhe ou par le alul exat de ette ré-
dution. (Le alul exat fournit eetivement une meilleure approximation mais est
plus oûteux en termes de temps de alul notamment). IlogIBS représente la méthode
Impat Based Searh pour laquelle la rédution des domaines est approximée. IlogAd-
vIBS hoisit un sous-ensemble de inq variables ayant le meilleur impat approximé
pour ensuite hoisir elle des inq ayant le meilleur impat exat (Refalo (2004)). Les
heuristiques basées sur l'impat font partie atuellement des heuristiques génériques
les plus performantes.
- RSC-LA orrespond à l'heuristique Restrited Singleton Consisteny Look-Ahead
(Correia et Barahona (2007)). RSC-LA maintient une ohérene singleton réduite du-
rant la reherhe tandis que RSC2-LA maintient e niveau de ohérene pour un sous-
ensemble de variables dont la taille du domaine vaut 2. Pendant que ette méthode
assure la ohérene singleton, elle ollete l'information de rédutions des domaines
(information de look-ahead) sous la forme d'impats et utilise ette information d'une
manière similaire à Refalo (2004). RSC-LA s'apparente à EMBP-Gsup-XC dans le
sens où es deux méthodes réalisent une proédure de  look-ahead  à haque n÷ud
de branhement. C'est pourquoi il est essentiel de omparer les résultats de es deux
approhes, puisque les méthodes ne dièrent que par la manière dont elles agrègent
l'information de  look-ahead .
Enn, lors des tests sur le problème du arré latin, nous avons ajouté l'heuristique
dom/ddeg ; min onits qui hoisit la variable possédant le plus petit ratio de la taille
de son domaine sur le degré dynamique puis hoisit la valeur ayant le minimum de
onits. Cette heuristique a été onsidérée pendant des années parmi les meilleures
heuristiques spéiques au arré latin et 'est pourquoi nous l'avons ajouté à titre de
omparaison pour les résultats sur e problème.
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4.4 Résultats
Cette setion présente les résultats expérimentaux obtenus sur haun des prob-
lèmes onsidérés. Pour haque heuristique, le temps CPU total moyen présenté ii
orrespond au temps total sur l'ensemble des exemplaires, y ompris lorsque l'heuris-
tique ne parvient pas à résoudre un exemplaire dans le temps imparti (i.e. time-out).
Ce temps est un temps moyen sur l'ensemble des diérentes exéutions pour un même
exemplaire, an de ontroler pour la variane des exéutions. Le nombre de retours-
arrières présenté ii orrespond bien à la moyenne sur toutes les exéutions et sur
tous les exemplaires. Ils inorporent également les time-outs. Enn, le nombre d'ex-
emplaires résolus tient également ompte des diérentes exéutions pour un même
exemplaire.
Nonogramme Le tableau 4.1 présente les résultats des diérentes heuristiques sur
les exemplaires de Nonogrammes.
Tableau 4.1 Temps CPU total (en seondes), nombre de baktraks moyen et pour-
entage d'instanes résolues sur 180 instanes de Nonogrammes
heuristiques temps CPU btk résolus
rndMinDom 20259.3 62662.4 83.8%
MaxSD 5029.6 8385 96.1%
IlogIBS 741.1 2665 99.4%
IlogAdvIBS 734.9 5866 99.4%
RSC-LA 580.9 10 100.0%
RSC2-LA 432.5 6 100.0%
EMBP-Lsup 5158.5 352 96.7%
EMBP-Lsup-XC* 7290.9 217 95.2%
EMBP-Gsup 813.9 4 99.4%
En e qui onerne les exemplaires de nonogrammes, l'inférene supplémentaire
fournie par les méthodes EMBP n'apporte pas d'avantage agrant, par exemple om-
parativement aux méthodes traditionnelles basées sur l'impat. De plus, la spéiité
de la méthode EMBP-Lsup-XC* (pour la ontrainte regular) ne semble pas payante
ii. En eet, le niveau de omplexité plus élevé de ette méthode se traduit par un
nombre de baktraks à haque noeud de branhement plus faible mais un nombre
d'exemplaires non résolus plus élevés. Il est don diile de tirer des onlusions
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quant à la apaité de ette méthode à guider la reherhe.
Le pourentage umulé d'instanes résolues en fontion du temps apparaît à la g-
ure 4.4. Ce graphique révèle que les exemplaires de nonogrammes sont plutt failes
à résoudre, étant donné que la plupart d'entre elles ne requièrent que quelques se-
ondes pour être résolues. Néanmoins, la méthode EMBP-Gsup, en dépit de son oût








































Figure 4.4 Pourentage d'instanes résolues en fontion du temps pour 180 nono-
grammes
Au regard de es résultats, MaxSD et EMBP-Lsup arrivent légèrement derrière,
prinipalement dû au fait qu'elles parviennent à résoudre moins d'instanes que les
autres heuristiques.
Finalement, la méthode rndMinDom qui onstitue notre point de repère arrive bon
dernier pour haun des ritéres onsidérés. Enn, un élément important qui apparaît
dans le tableau mais pas sur la gure est la diérene dans le nombre de baktraks
pour EMBP-Gsup par rapport aux autres méthodes. En eet, les résultats du tableau
soulignent que trois ordres de magnitude séparent EMBP-Gsup des autres heuristiques,
à l'exeption des deux basées sur RSC-LA. Néanmois, ela ne se traduit pas par le
meilleur temps total, à ause d'une instane qui n'a pas pû être résolue dans le temps
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aordé.
À titre indiatif, le tableau 4.2 présente la moyenne des éart-types sur les dix exé-
utions pour haune des 180 instanes de Nonogrammes. Ce tableau souligne que,
bien que non déterministes, es méthodes présentent toutefois une variane relative-
ment faible, au regard de leurs résultats respetifs.
Tableau 4.2 Éart-type moyen sur l'ensemble des exéutions pour le temps CPU to-
tal (en seondes) et le nombre de baktraks moyen sur les instanes de Nonogrammes




Carré Latin Le tableau 4.3 présente le temps CPU total, le nombre de baktraks
moyen et le pourentage d'instanes résolues, obtenus par les diérentes heuristiques
sur les instanes de Carré Latin.
Tableau 4.3 Temps CPU total (en seondes), nombre de baktraks moyen et pour-
entage d'instanes résolues sur 40 instanes diiles d'ordre 30 de Carrés Latins
heuristiques temps CPU btk résolus
rndMinDom 26328.2 1300056 56.8%
MaxSD 4939.1 3503 100.0%
IlogIBS 29017.0 1001570 45.0%
IlogAdvIBS 13795.8 914849 85.0%
RSC-LA 14019.9 856 95.0%
RSC2-LA 7178.7 4880 95.0%
EMBP-Lsup-DC 12814.2 6642 82.5%
EMBP-Gsup-DC 3946.9 55 99.5%
EMBP-a 13932.2 82158 79.0%
dom/ddeg ; min onits 19070.7 788887 75.0%
À la lumière de es résultats, on onstate que EMBP-Gsup réalise la meilleure
performane en termes de baktraks, présentant un nombre de baktraks moyen
qui est au moins un ordre de magnitude inférieur à haune des autres heuristiques
onsidérées. De plus, EMBP-Gsup réalise le meilleur temps total sur l'ensemble des
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exemplaires. Enore une fois, la majeure partie du temps de alul est onsaré à la
propagation du problème au omplet à haque noeud de branhement de l'arbre de
reherhe. Cependant, on onstate que la qualité des biais produits par ette méthode
est dénitivement payante.
Le oût additionnel induit par EMBP-Gsup est failement observable à la gure
4.5. L'heuristique requiert en moyenne 50 seondes avant même d'atteindre une feuille
de l'arbre de reherhe. Par onséquent, l'heuristique ne résout quasiment auune
instane en deçà d'une minute. Par la suite, elle est apable toutefois de résoudre












































Figure 4.5 Pourentage d'instanes résolues en fontion du temps pour 40 arrés
latins d'ordre 30
MaxSD présente un omportement similaire, notamment dû à l'algorithme d'éhan-
tillonnage utilisé pour ompter le nombre de solutions des ontraintes alldifferent.
Néanmoins, le temps total requis par EMBP-Gsup-DC pour venir à bout des 40 ex-
emplaires est signiativement plus faible que pour MaxSD. Les heuristiques qui se
sont révélées avoir le meilleur temps de alul pour les instanes de nonogrammes
(i.e. les heuristiques basées sur RSC-LA et IBS) s'avèrent avoir plus de diulté ii,
ave un temps total allant de deux (2) à sept (7) fois plus important que EMBP-Gsup,
pour nalement résoudre le même nombre d'instanes. Finalement, il est intéressant
de omparer l'approhe proposée par Hsu et al. (2007) par rapport à EMBP-Lsup.
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Les deux méthodes sont similaires (même si la première ne s'applique qu'à la on-
trainte alldifferent), et la seule diérene vient du fait que EMBP-Lsup main-
tient une ohérene de domaine sur les ontraintes tandis que EMBP-a assurent une
forme faible de ohérene d'ar. Selon les résultats obtenus sur les instanes du Carré
Latin, EMBP-a est apable de réaliser davantage de retours-arrières omparativement
à EMBP-Lsup pour des temps totaux similaires, mais elle-i semble prendre des dé-
isions de branhement moins informées que EMBP-a.
Le tableau 4.4 présente la moyenne des éart-types sur les dix exéutions pour
haune des 40 instanes de Carrés Latins. On observe que la variane des résul-
tats reste faible par rapport aux résultats moyens, bien qu'elle soit plus élevée que
pour les problèmes de Nonogrammes. Toutefois, ela ne remets pas en question ii la
dominane de la méthode EMBP-Gsup-DC sur les méthodes autres que MaxSD.
Tableau 4.4 Éart-type moyen sur l'ensemble des exéutions pour le temps CPU
total (en seondes) et le nombre de baktraks moyen sur les instanes de Carrés
Latins




Carré Magique Le tableau 4.5 présente les résultats des diérentes heuristiques
sur les exemplaires de Carrés Magiques.
De la même façon que pour les deux préédents problèmes, la gure 4.6 présente
le pourentage umulé du nombre d'exemplaires résolus en fontion du temps d'exé-
ution.
EMBP-Gsup se révèle être l'heuristique la plus performante sur l'ensemble des
instanes de Carré Magique onsidérées, ave un temps total inférieur de plus de 35%
sur la deuxième heuristique (ilogAdvIBS). Comme le montre la gure 4.6, EMBP-Gsup
est eae à la fois sur les instanes diiles et sur les instanes failes. Enore une
fois, EMBP-Gsup présente le plus faible nombre de baktraks parmi l'ensemble des
heuristiques, ave une diérene d'au moins un ordre de magnitude.
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Tableau 4.5 Temps CPU total (en seondes), nombre de baktraks moyen et pour-
entage d'instanes résolues sur 40 Carrés Magiques
heuristiques temps CPU btk résolus
rndMinDom 7397.0 4018251 97.0%
MaxSD 8895.7 242290 95.0%
IlogIBS 72078.2 22396381 50.0%
IlogAdvIBS 5067.9 2224191 97.5%
RSC-LA 39612.4 48759 75.0%
RSC2-LA 34524.3 1180456 80.0%
EMBP-Lsup 98910.7 20572 43.0%









































Figure 4.6 Pourentage d'instanes résolues en fontion du temps pour 40 Carrés
Magiques
Même si elle obtient de bons résultats sur les instanes du Carré Latin, MaxSD
requiert ette fois si le double de temps sans atteindre le même nombre d'instanes
résolues que EMBP-Gsup.
Comme préédemment, EMBP-Lsup ne parvient pas à une performane intéres-
sante par rapport à EMBP-Gsup. Cependant, il est important de rappeler ii que
EMBP-Gsup bénéie d'une forme de ohérene singleton qui n'est pas maintenue par
EMBP-Lsup.
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Le tableau 4.6 présente la moyenne des éart-types sur les dix exéutions pour
haune des 40 instanes de Carrés Magiques. La variane relativement élevée des
résultats de la méthode EMBP-Gsup s'explique en partie par les quelques exéutions
qui ont éhouées. Cependant, ela ne vient pas ontester la supériorité de la méthode
EMBP-Gsup-DC pour le problème du Carré Magique.
Tableau 4.6 Éart-type moyen sur l'ensemble des exéutions pour le temps CPU
total (en seondes) et le nombre de baktraks moyen sur les instanes de Carrés
Magiques
heuristiques temps CPU btk
EMBP-Lsup-DC 1174.7 10683.9
EMBP-Gsup-DC 103.3 1213.6
Finalement, EMBP-Gsup onstitue l'heuristique de reherhe la plus onsistante
sur l'ensemble des problèmes onsidérés, et e, omparativement à e qui onstitue
(selon le meilleur de nos onnaissanes) à l'état de l'art en matière d'heuristiques
pour es mêmes problèmes. RSC-LA obtient des résultats légèrement meilleurs sur les
nonogrammes, mais pas sur les arrés latins, et ne parvient pas à résoudre 20% des
instanes de Carré Magique. Les heuristiques basées sur IBS réalisent une performane
omparable à EMBP-Gsup sur les nonogrammes, mais arrivent loin derrière sur les
arrés magiques. Enn, MaxSD obtient de bons résultats sur les arrés latins mais ne





Dans ette setion, nous établissons des liens entre ertaines heuristiques qui sont
utilisées dans le adre de e mémoire.
Les algorithmes de dénombrement de solutions (ou Solution-Counting algorithms)
(Zanarini et Pesant (2009)) proposent une approhe qui s'apparente à la méthode
EMBP. En eet, l'algorithme de dénombrement de solutions basé sur les ontraintes
fournit également les marginales des variables pour une ontrainte spéique. Cette
méthode onsidère ependant les ontraintes séparément. Dans le adre théorique de
la méthode EMBP, ela revient à onsidérer un graphe de fateurs indépendant pour
haune des ontraintes, tel que présenté à la gure 5.1 qui reprend l'exemple 2.
x1 x2 x3 x3 x4 x5
C1 C2
Figure 5.1 Réseau bayésien assoié aux méthodes de dénombrement de solutions
pour l'exemple 2
Ainsi, l'algorithme de dénombrement de solutions basé sur les ontraintes estime
les distributions marginales de ontraintes a priori indépendantes. Au sein d'un arbre
de reherhe par retour arrière, ette approhe suggère alors de onsidérer une agré-
gation simple de es marginales, mais omet ependant un raisonnement plus général
qui prend en ompte l'indépendane entre les ontraintes.
En outre, la première itération de la méthode EMBP à ohérene loale X parviendrait
au alul exat des densités de solutions telles que dénies dans Zanarini et Pesant
(2009) si nous étions en mesure de aluler Q(z) ave exatitude (à ondition toute-
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fois que l'on pose à nouveau l'hypothèse que les biais des variables sont initialisées
uniformément).
Les méthodes RSC-LA proposées par Correia et Barahona (2007) présentent égale-
ment beauoup de similarités ave EMBP-Gsup-XC. Dans le adre de es travaux,
nous nous intéressons à la onstrution d'heuristiques de reherhe utilisant des in-
formations de look-ahead qui fournissent en retour une ohérene singleton restreinte
(ou restrited singleton onsisteny). À l'inverse, dans Correia et Barahona (2007),
les auteurs maintiennent le niveau de ohérene singleton restreint et se servent de
l'information fournie lors des proédures de look-ahead pour dériver des heuristiques
de reherhe. Si l'on se ompare à Correia et Barahona (2007), lorsque nous alulons
EMBP-Gsup-XC, nous bénéions également de la ohérene singleton restreinte qui
nous permet d'élaguer l'arbre de reherhe à l'aide de haque paire variable-valeur
qui est déelée omme étant inohérente. Ainsi, les deux méthodes requièrent un oût
additionnel (ou overhead) en terme de temps de alul à haque n÷ud. La diérene
entre les heuristiques de reherhe réside dans le fait que Correia et Barahona (2007)
exploitent l'information des impats tandis que nous nous appuyons sur le raison-
nement par inférene.
Par ailleurs, il existe des parallèles intéressants entre IBS et les méthodes EMBP.
Dans le as où nous serions amenés à initialiser uniformément les biais des vari-
ables, la première itération de EMBP-Gsup-XC alulerait l'impat de haune des
paires variable-valeur omme étant la rédution du produit artésien du domaine, à
la manière d'IBS ( Refalo (2004)) ou de RSC-LA (Correia et Barahona (2007)). Par
la suite, les itérations subséquentes ranent et impat, générant ainsi e que l'on
peut onsidérer omme étant un  impat pondéré .
5.2 Conlusion et pistes de reherhe
Ces travaux ont permis de fournir des heuristiques de reherhe génériques et ef-
aes onstruites à partir du adre méthodologique proposé par la méthode EMBP.
De plus, les méthodes EMBP préédemment proposées par Hsu et al. (2007) s'intéres-
saient exlusivement à des problèmes n'impliquant que des ontraintes alldifferent.
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Une des ontributions de e mémoire est de s'aranhir de ette restrition. En outre,
nous avons proposé une formulation qui s'avère davantage eae et qui présente une
performane prometteuse, omparable à elle de l'état de l'art (elle s'est révélée être la
plus robuste sur l'ensemble des problèmes traités dans es travaux). Les heuristiques
de reherhes proposées ii ont également pour avantage de générer systématiquement
moins de retours arrières. Cei indique d'une part que les heuristiques guident bien la
reherhe et d'autre part qu'il y a de la plae pour une potentielle amélioration en ter-
mes de temps de alul, notamment si ertains aluls sont optimisés ou approximés
(voir paragraphe suivant). Une avanée importante a été réalisée lorsque l'on ompare
aux approhes présentées dans Hsu et al. (2007) et Zanarini et Pesant (2009). En ef-
fet, tandis que es deux préédentes approhes requièrent respetivement des règles
de mise à jour spéiques aux ontraintes et des algorithmes de dénombrement de
solutions basés sur des ontraintes partiulières, EMBP-Gsup-XC et EMBP-Lsup-XC
sont totalement générales et failement utilisables pour n'importe quel modèle.
Il onvient de noter à e stade que d'importantes questions demeurent ouvertes.
Tout d'abord, même si des biais préis apportent assurément de l'information utile
pour une heuristique de reherhe, la meilleure façon de l'utiliser reste à déterminer.
En eet, lorsqu'elle est utilisée dans le adre d'une heuristique de hoix de variable,
une méthode générant une étude Θ omplète néessite tout de même que l'on dénisse
une stratégie de branhement. Les possibilités sont alors nombreuses. Nous pourrions
par exemple hoisir de branher sur le biais le plus élevé, omme nous l'avons fait
lors de es expérimentations. Nous aurions ependant tout aussi bien pu hoisir de
branher sur le biais ayant la plus grande fore (ou strength, i.e. la diérene entre un
biais et l'inverse de la taille du domaine), ou bien enore exlure du domaine d'une
variable la valeur ayant le biais le plus faible.
Ensuite, au lieu de aluler une étude à haque n÷ud de l'arbre de reherhe, nous
pourrions utiliser de l'information alulée antérieurement. À titre d'exemple, nous
pourrions établir plus d'une variable à la fois, ou enore aluler des études partielles
et sauver l'information de rédution de domaine, à la manière d'une heuristique IBS.
Dans le adre de travaux futurs, il serait intéressant d'observer/quantier la or-
rélation entre la qualité des estimations des distributions des variables par rapport
aux marginales exates et la qualité de l'heuristique. Une orrélation positive a été
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identiée lors de travaux menés par Hsu et al. (2008) sur des problèmes SAT. Nous
aimerions étendre es résultats pour des distributions de variables non néessairement
booléennes. Au niveau théorique, on exprime généralement la distane entre deux
distributions de probabilités disrètes à l'aide de la divergene de Kullbak-Leibler
(Kullbak et Leibler (1951)). Pour des variables à domaine de taille quelonque, on
peut alors utiliser ii ette divergene selon deux approhes. La première revient à
onsidérer la distribution d'une variable sur son support au omplet. La seonde prend
en onsidération le hoix de l'heuristique, en redénissant la distribution de ette vari-
able selon une loi de Bernoulli, pour laquelle la probabilité de sués orrespond à la
probabilité de la valeur hoisie par l'heuristique. L'étude de ette orrélation pourrait
notamment apporter des éléments de réponse à la question posée préédemment, qui
était de savoir omment utiliser de manière adéquate es estimations.
Une autre piste qui semble prometteuse serait de aluler diérentes études, no-
tamment en haut de l'arbre de reherhe. La prinipale motivation réside dans le fait
qu'une étude représente une ertaine onguration des variables, de telle sorte que
ette onguration orresponde vraisemblablement à une solution du CSP. En ag-
grégeant les résultats de plusieurs études, on tend alors à se protéger d'une situation
où l'étude favorise une onguration pour laquelle quasiment toutes les ontraintes
sont entièrement satisfaites (la vraisemblane est élevée) mais qui ne posséde au-
une solution (une ontrainte  refuse  d'être satisfaite). Cette allée de reherhe
est étroitement liée ave l'identiation de la struture sous-jaente du problème, et
semble également prometteuse an de déeler ertaines aratéristiques du problème
ou des variables du problème (omme par exemple le aratère bakbone de elles-i).
Enn, nous souhaiterions ombiner les méthodes EMBP ave les méthodes de
dénombrement de solutions, an de proter à la fois du raisonnement probabiliste et
de l'aggrégation de l'information de plusieurs ontraintes des méthodes EMBP et de
la qualité des approximations de l'espae des solutions fournies par les méthodes de
dénombrement. Lors de travaux futurs, nous aimerions également dériver des règles
de mise à jour équivalentes pour le EMSP (Expetation-Maximization Survey Propa-
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