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ABSTRACT
The quantum description of light offers a unique set of optical effects that has led to
promising applications beyond those described by classical physics. Although well-
defined quantum states of light do not persist in typical classical environments, phe-
nomena such as entanglement often enhance optical approaches to communication,
measurement, and sensing. With the emergence of new tasks in classical and quan-
tum optical technology, new tools are required that must be specifically engineered
including the generation of quantum states. This thesis is concerned with three prin-
ciple tasks in engineering and implementing entangled photonic states. First, the use
of frequency anti-correlated and polarization entangled two-photon states generated
during spontaneous parametric down conversion (SPDC) to precisely evaluate opti-
cal delays with quantum interferometry is demonstrated in a realistic commercially
available optical telecommunication device. Second, the study of correlated orbital
angular momentum (OAM) states for efficient object identification is presented. Fi-
nally, experimental efforts towards the development of sources for entangled weak
coherent states are discussed.
vii
The generation of broadband entangled states leading to well-defined second order
interference patterns is a necessary step for the application of low coherence quantum
interferometry as a metrological device. The flexibility of non-uniformly chirped peri-
odically poled nonlinear crystals offers a rich set of tools for precise state engineering.
The experimental evaluation of a broadband source of polarization entanglement is
presented. In addition, design considerations for applications that require optimized
quantum interference features are discussed along with a numerical investigation of
the limits of quantum interferometry with even order dispersion cancellation.
We present an experimental demonstration of correlated OAM sensing exploiting
the two-dimensional and correlated nature of states produced during SPDC projected
onto the OAM basis. Efficient object recognition through the identification of az-
imuthal symmetries of arbitrary objects is achieved by observing the full two-photon
joint OAM spectrum and focusing on non-conserved OAM components not found in
the natural OAM spectrum of SPDC.
Finally, quantum key distribution (QKD) is currently the most successful quantum
optical application; however, a limiting trade off between the achievable rates and
distances confines the approach to niche applications. The generation of entangled
coherent states has been proposed to transition QKD into a new regime that would
set aside single photons and two-photon entangled states for higher intensity coherent
pulses. The key technical limitation that has prohibited the demonstration of such
states is a reliable source of single-photon cross phase modulation. The plausibility
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Quantum mechanics has been at the root of modern advancements in science and
technology since its conception. It has shown how the investigation of fundamental
physics is not only worthwhile on its own, but has proven time and time again to
incite important and drastic technological disruptions, altering the way we live our
lives. Although there is likely more to learn about the fundamentals of quantum
mechanics and whether or not there is a more complete description of the subatomic
world, the latter half of the twentieth century until the present has consisted of a
series of technological advancements that have hinged upon the quantum mechanical
description of nature. Such advancements will undoubtedly continue while the explicit
need to recognize the fundamentals upon which they depend will diminish. This is
how technological advancement works, and it is perhaps how it should work. Each new
advancement is built upon the previous which was built upon the one before. Each
stage gains a layer of complexity and seems to lose a link to its enabling fundamental
description. This observation is most obvious in the evolution from the first field
effect transistor to the myriad of applications of modern computers. The quantum
description of electronic behavior in crystalline semiconductors has stepped through
a sequence of real world applications and advancements that has resulted in the
development of an age where computers seem to govern nearly every practical aspect
of our lives.
2Despite the obvious success of quantum mechanics in solid state physics with re-
gard to its impact on technology, it has yet to be seen if the quantum description
of light will yield the same quantity and quality of opportunities. The quantum de-
scription is centered around the notion of a photon – a quantized, massless unit of
electromagnetic energy that cannot be divided into smaller units. It is the fundamen-
tal unit of the electromagnetic field. Many interesting and exotic applications of the
quantum description of light have been demonstrated; however, it is not immediately
clear as to which one could provide a platform for a path towards significant and
widespread implications.
The task of engineering quantum states and using quantum approaches to solve
problems in optical technology results from the emergence of new requirements that
put stress on existing approaches. The limits of resolution in classical measurement
are constantly being pushed in biology and metrology in important areas such as opti-
cal imaging and sensing. Similarly, the threat of security breaches in communication
using classical cryptography has propelled research in quantum key distribution. Of-
ten times, solutions are found in physics for problems that have yet to appear. This is
certainly the case for quantum states, since their initial investigation was not spurred
by the need to solve a specific problem. However, the ideology and techniques that
have been developed can now applied specific and newly appearing tasks resulting in
the use for quantum engineering to solve classical problems with quantum solutions.
Quantum optics is the field of study that considers the quantum nature of the
electromagnetic field. The classical wave picture of the electromagnetic field is suit-
able for nearly all modern optics applications including optical fiber communications,
optical imaging and sensing, and lighting. The most common description of such sys-
tems often require a “semi-classical” approach that consists of a quantized material
system interacting with a wave-like classical field. The realm of quantum optics deals
3with a fully quantum description that demands the full participation of the photon,
and therefore of quantum mechanics.
Beginning with Max Planck in 1899 (Planck, 1901), who used a quantized de-
scription of the electromagnetic field to explain the spectrum of blackbody radiation,
the notion of a photon and its philosophically challenging property of wave-particle
duality have explained a number of observed effects that could not be classically ex-
plained. Furthermore, this notion has led to the conception of new ideas that would
have never been possible without the acceptance of a quantized unit of energy, such
as the topic of this dissertation: photonic entanglement.
In 1905, Albert Einstein cemented the concept of a quantized electromagnetic
field (Einstein, 1905) and launched the discipline of quantum optics by describing
the photoelectric effect. This effect describes the emission of electrons from a metal
surface upon radiation. Intuition based on classical electromagnetics leads one to
believe that as the intensity of the field is increased, the energy of the emitted electrons
should also increase. However, this is not what is observed. Considering two waves
at the same frequency with different intensities, the energy of the emitted electrons
remains the same. This led Einstein to postulate the existence of light quanta and the
linear relationship between the electromagnetic wave’s frequency and the energy of
the emitted electrons, which led to the first instance of a phenomenon that absolutely
required a quantized description of the field.
The years leading up to the first descriptions of the maser (Basov and Prokhorov,
1952), its eventual experimental demonstration (Gordon et al., 1954), and the de-
velopment of the first laser (Maiman, 1960), were populated with some of the most
remarkable and relevant advancements in the history of physics. These include but are
certainly not limited to the quantum description of the atom (Bohr, 1923),(Bohr et al.,
1924), the formulation of spontaneous and stimulated emission (Einstein, 1916), and
4the discussion of the philosophical implications and apparent implausibility of quan-
tum entanglement (Einstein et al., 1935). However, with the invention of the laser
came a shift in the field of quantum optics where experimentalists were able to probe
the limits of the fundamental nature of photons using the tools of nonlinear optics.
The rise of experimental nonlinear optics with the invention of the laser gave life
to a number of key developments such as second harmonic generation (Franken et al.,
1961), sum frequency generation (Bass et al., 1962), two-photon absorption (Kaiser
and Garrett, 1961), and parametric amplification (Akhmanov and Khokhlov, 1963)
among many others. In addition, the investigation of phase matched processes which
greatly increases the efficiency of interactions and is still a cornerstone of modern
nonlinear optics was a result of early investigations (Maker et al., 1962).
The field of quantum optics is vast. It is composed of all descriptions of light phe-
nomena and light-matter interactions that require quantum mechanics. Light-matter
interactions including semiconductor quantum dots (Ekimov et al., 1980),(Brus, 1984),
(Korsunsky et al., 1992), single-atom traps (Raab et al., 1987), electromagnetically
induced transparency (Boller et al., 1991), and Bose-Einstein condensates (Anderson
et al., 1995) have been an integral part of the field. However, an alternate subfield is
principally concerned with the quantum nature of light itself and less concerned with
the interaction with matter after its creation. Such areas of investigation include the
statistical nature of light (Glauber, 1963a),(Glauber, 1963b) and entanglement (Fran-
son, 1989)leading to applications such as optical quantum computing (Knill et al.,
2001), quantum key distribution (Bennett and Brassard, 1984),(Ekert, 1991), and
quantum metrology (Braunstein and Caves, 1994),(Malygin et al., 1981),(Kok et al.,
2004). Although the generation of exotic modes such as entangled states requires a
sophisticated understanding of light-matter interactions in nonlinear optical materi-
als, it is drastically different in both phenomenology and experiment compared to the
5quantum optics experiments involving atomic physics. The applications described in
this thesis involve such systems that are largely concerned with the nature of the
optical state.
Photonic entanglement has been demonstrated in a number of physical systems,
but the most common approach is the use of the nonlinear optical process of spon-
taneous parametric down conversion (SPDC). This process can be conceptualized as
the inverse of second harmonic generation (SHG), where a high frequency photon is
generated from two lower frequency photons in a nonlinear material. Alternatively,
it can be conceptualized as an optical parametric amplifier (OPA) with a zero-point
energy vacuum mode input. SPDC consists of the generation of two lower frequency
photons from an incident high frequency photon. This is the “down conversion” part
of SPDC. The process is “spontaneous” since the probability of conversion is random,
obeying Poisson statistics. Finally, the total energy leaving the crystal in the optical
modes is equal to the total energy entering. No energy is lost to the crystal itself and
is thus a “parametric” interaction.
SPDC was theoretically described as “parametric luminescence” (Zel’Dovich and
Klyshko, 1969) or “coherent photon decay” (Klyshko, 1967) as a photon decay-
ing in a nonlinear medium into two lower energy photons (Wagner and Hellwarth,
1964),(Louisell et al., 1961),(Gordon et al., 1963). A number of experimental demon-
strations of parametric luminescence were performed (Budin et al., 1968),(Harris
et al., 1967),(Magde and Mahr, 1967),(Klyshko and Krindach, 1968) which would
later be the key technology for entanglement generation for the following half cen-
tury. Even in the earliest observations of such effects, the description of a quanta
of light decaying into two lower energy correlated quanta was the most common and
intuitive description.
Photon pairs violating Bell’s inequality was demonstrated in the early 1980’s (As-
6pect et al., 1981),(Aspect et al., 1982b),(Aspect et al., 1982a). This was followed
by the production and characterization of photon pairs from SPDC crystals which
became the most popular source to begin investigating the quantum properties and
applications of the unique states of light (Burnham and Weinberg, 1970),(Malygin
et al., 1981),(Malygin et al., 1985),(Kwiat et al., 1990),(Ou et al., 1990),(Kwiat et al.,
1995). The well-defined nature of these sources led to the possibility of many applica-
tions in metrology (Georgiades et al., 1996),(Branning et al., 2000), imaging (Pittman
et al., 1995), and communication (Ekert, 1991).
As crystal technology and the sophistication of generated states progressed, the
use of periodically poled phase matching began to replace birefringent phase matching
as the most practical and promising type of photon pair source. The large interaction
lengths, flexibility of phase matching conditions, and the potential to implement
waveguide structures led to a valuable toolbox for the design and optimization of
photonic quantum state generators. The concept of periodic poling to achieve phase
matching was conceived early in nonlinear optics and can be seen in (Armstrong et al.,
1962). The first practical demonstrations of periodic poling included (McMullen,
1975),(Szilagyi et al., 1976),(Lim et al., 1989).
Energy and momentum conservation along with phase matching constrictions fa-
cilitate frequency, wave vector, and polarization entanglement from SPDC respec-
tively. This thesis leverages entanglement in all three degrees of freedom. The use of
polarization entanglement in quantum interferometry allows for the precise measure-
ment of differential delays between two polarization modes (Sergienko et al., 1995).
Using the combination of temporal correlation with polarization anti-correlation, the
measurement of the differential delay between two-photons has offered distinct advan-
tages over classical interferometric approaches. Along with temporal correlation and
polarization entanglement, the presence of frequency anti-correlation offers the oppor-
7tunity to benefit from even order dispersion cancellation (Franson, 1992),(Steinberg
et al., 1992),(Minaeva et al., 2009). The isolation of the first order dispersion, when
the zeroth and second are cancelled, offers a further enhancement rarely achievable
with classical approaches.
In addition to frequency and polarization entanglement, wave vector entanglement
can manifest itself in the entanglement of a more complex and rich degree of freedom,
orbital angular momentum (OAM). OAM is a conserved quantity in SPDC (Mair
et al., 2001) which is related to the two dimensional structure of the down converted
beams. An OAM mode is partially defined by an azimuthal quantum number l that
indexes a specific function inside a complete orthogonal subset of functions known
as the Laguerre-Gauss basis (Allen et al., 1992). The conservation of OAM leads
to the generation of a set of entangled modes that spans an infinitely large Hilbert
space which greatly expands the possible information (Molina-Terriza et al., 2004)
and imaging (Torner et al., 2005) capacity of each photon or pair of photons.
A more ambitious goal that has appeared in recent efforts of quantum optics is to
extend the concepts of correlated photon pairs to correlated coherent states (Sanders,
1992),(Paternostro et al., 2003),(Howell and Yeazell, 2000). Coherent states are sta-
tistical ensembles of several photons whose photon number obeys Poisson statistics
(Glauber, 1963a). The concept of transferring the quantum state from a single pho-
ton or a pair of photons to a coherent state would allow certain applications to be
much more robust to loss compared to previous implementations. For example, the
use of entangled coherent states for quantum key distribution would allow the range
to be increased drastically due to the simple fact that more energy is available to lose
before all the secure information is lost (Kirby and Franson, 2013). In addition, the
production of such states would enable all optical quantum computing as described in
(Munro et al., 2005). The technical challenges of achieving such entangled coherent
8states have not been met due to the extreme optical nonlinearities required; however,
several important steps have been made that point towards the eventual realization
of macroscopic entanglement (Chang et al., 2007),(Matsuda et al., 2009),(Turchette
et al., 1995),(Venkataraman et al., 2013). Despite the promise of such experimen-
tal demonstrations, there still exist several aspects of the theoretical description of
the generation of entangled coherent states that remain experimentally untested and
must be addressed (Shapiro, 2006).
This thesis is concerned with three principle tasks in engineering and implementing
entangled photonic states. First, the use of frequency anti-correlation, polarization en-
tanglement, and temporal correlation from SPDC to precisely evaluate optical delays
with quantum interferometry (Fraine et al., 2012a),(Fraine et al., 2011) is demon-
strated in a realistic commercially available telecommunications device (Fraine et al.,
2012b). In addition, design considerations are numerically simulated and discussed
for the optimization of broadband two-photon polarization entanglement. Second,
the implementation of correlated OAM states for efficient object identification is pre-
sented (Uribe-Patarroyo et al., 2013). Finally, initial experimental and numerical
efforts towards the development of integrated nonlinear optics for weak cross phase
modulation towards entangled coherent states is described.
1.2 Optical States: Classical and Quantum
The question of “What is an optical state?” has a subtle answer and depends entirely
on the task at hand. For example, the quantum description of light can be at times
necessary, merely convenient, or completely unnecessary and over precise for some
applications. The distinction between a “quantum” experiment and a “classical” ex-
periment lies largely in experimental choices. For example, the types of detectors and
sources one uses plays a deciding role in whether a quantum or a classical description
9is required. However, many things stay the same regardless of our physical descrip-
tion. For example, optical states whether described classically or non-classically obey
linear optics identically. However, the interpretation of nonlinear optical effects can
differ greatly.
The general answer to this question is that an optical state is simply a population
of a solution to Maxwell’s equations under arbitrary boundary conditions. Once a
solution is found, it is our job to determine whether a quantum or classical description
of the field is necessary. The solution will contain a description of the field with several
degrees of freedom including a momentum vector, a polarization vector describing the
direction of the field, and a frequency spectrum and amplitude which define the energy
of the field. The most fundamental difference between the classical and quantum
picture is how we interpret the amplitude. If we consider the population with a
continuous range of amplitudes, the concept of a photon is not necessary. Conversely,
a quantum picture of the field will introduce a quantized amplitude corresponding to
a finite number of photons.
The concept of discreteness is the first absolute requirement when considering
the difference between classical and quantum states. Every quantum phenomenon
from photon bunching to entanglement assumes the field is quantized. Without this
first assumption, all concepts that live inside the domain of quantum optics have no
basis. Therefore, when we discuss the use of optical states as a tool for technological
applications, classical and quantum approaches first differ in the quantized nature of
the field which then leads to more exotic features such as multi-photon entanglement.
1.2.1 Maxwell’s Equations
Maxwell’s equations provide a sufficient description of electromagnetic phenomena for
the vast majority of applications in optics. The set of of four equations corresponding
to Gauss’s law for the electric and magnetic fields, Faraday’s equation, and Ampere’s
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law are written as
O ·E = 0 (1.1)





in a homogeneous, linear, and source free medium. This set of equations leads to the






E = E0(r, t)(e
i(ωt−kr) + e−i(ωt−kr)) (1.3)
with k = ω
√
µ. The function E0(r, t) is a function of time and space and the spatial
and temporal dependence is defined by the boundary conditions of the region of
interest. For an unbounded monochromatic field, E0(r, t) = E0 which describes the
idealized plane wave solution.
1.2.2 Electromagnetic Modes
An electromagnetic mode is a solution to Maxwell’s equations under specific bound-
ary conditions. We often consider an electromagnetic mode after it has propagated
from the region that defined the mode. For example, light from a laser is no longer
in a cavity, but has the properties of light in a cavity. The modes consist of spatial,
temporal, and polarization (spin) degrees of freedom. A laser cavity made of two
mirrors defines a set of spatial modes that are completely independent of any electro-
magnetic energy in the modes. The electromagnetic boundary conditions of a cavity
of length L tell us that the transverse electric field must be zero at the interface of a
11
conductor,
E(±L/2) = 0. (1.4)
Therefore, the only frequencies allowed to resonate in the cavity are those which obey
ω = 4pic/mL where m is an integer. The field that exits in the cavity carries the
spectral, spatial, and polarization properties of the cavity where it was created.
The population of electromagnetic modes with energy is when one must consider
the classical and quantum descriptions of the state. For example, if one is analyzing
the emission of a single photon emitter in an optical cavity, it is clear that a quantum
description is absolutely necessary. On the other hand, a classical description of
electromagnetic waves may suffice for analyzing a nonlinear interaction in a cavity
such as optical parametric amplification or second harmonic generation. In reality,
neither the wave nor particle picture is sufficient. For example, even if we assume
a quantized picture of the electromagnetic field, one can not say that the photon is
occupying the region near the left mirror of a cavity at a given time, it must be in a
superposition of positions distributed along the length of the cavity and can only be
said to be in a particular location upon measurement. This is a manifestation of the
so called wave-particle duality and is the cornerstone of quantum mechanics. We can
interpret the population of an optical mode with discrete photons in a superposition
state which would be an inherently quantum state, or by an electromagnetic wave
that does not require discretization and is therefore described as a classical state.
The subtle difference between the two cases is the key separation between quantum
and classical technologies. Once we accept the notion of a quantum state, i.e. the




The most fundamental quantum optical state is a single photon. This is an abstract
idea that is used to describe many phenomena in physics and the most common
description is known as the Fock state, or the photon number state
|ψ〉 = 1√
N !
(aˆ†)N |0〉 = |N〉 (1.5)
where aˆ† is the creation operator and N is the number of photons in the state. This
notation is very convenient in many cases to understand parts of a particular exper-
iment or theoretical consideration, but it is incomplete in many ways. For example,
photons have several degrees of freedom including frequency, wave vector, and polar-
ization. The Fock state written in Eq. 1.5 merely denotes the number of photons in






allowing N photons to live in a superposition of polarization states σ, frequency
ω, and spatial wave vector k with the probability density fσ(ω,k). This description
assumes N photons are in the same state described by the probability density fσ(ω,k).
However, if we describe a multi-photon state with N photons in potentially non-










|1, ω,k, σ〉fjσ(ω,k)dωd3k (1.7)
referred to as a product state. Each photon is in a potentially unique probability




If an N photon state cannot be factored into a product of N independent single photon
wavefunctions as in Eq. 1.7, it is an entangled state. The simplest entangled state is
a two-photon state in the polarization basis
|ψ〉 = 1√
2
(|H〉1|V 〉2 + |V 〉1|H〉2) (1.8)
where we do not consider the other free parameters and |·〉k indicates the state of
Figure 1·1: A two-photon polarization entangled state as a correlated
superposition.
photon k. Each photon is in a superposition of H and V polarizations while remaining
correlated to its partner photon. The two-photon state has an equal probability to
have photon 1 = H/photon 2 = V and photon 1 = V/photon 2 = H with no other
possible configurations. This concept is illustrated in Fig. 1·1. Although multi-
photon entanglement involving more than two-photons has been demonstrated (Pan
et al., 2000),(Pan et al., 2001),(Eibl et al., 2004), it is not yet a practical tool of
quantum optical technology due to its low generation rates. This thesis focuses on
bipartite entangled states.
1.3.3 Coherent States
An additional more realistic description of weak light is the coherent state, |α〉. Unlike
a Fock state, which has a well defined number of photons, a coherent state is a multi-
photon state with a photon number and an associated photon number uncertainty.
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Coherent states are the eigenstates of the annihilation operator aˆ,
aˆ|α〉 = α|α〉 (1.9)
where the Fock state is the eigenstate of the photon number operator aˆ†aˆ
aˆ†aˆ|N〉 = N |N〉. (1.10)
The coherent state can be written as a superposition of Fock states since we can
assume there is a nonzero photon number distribution that makes up a coherent






|n〉 = |α|eiφ (1.11)
where |α| is the amplitude of the coherent state. Eq. 1.11 is the well known Poisson
distribution, indicating that the number of photons in a given coherent state obeys
the Poisson distribution with an average photon number |α|2 and variance |α|2. This
type of state is experimentally realized by laser pulses with a well defined average
photon number determined by the average energy per pulse and photon energy.
A significant goal of quantum optics, in particular quantum communication, is
to generate entangled coherent states. Macroscopic entanglement, or entanglement
between two multi particle composites, has yet to be demonstrated. However, it would
significantly enhance the capabilities of current quantum key distribution approaches
due their intrinsic robustness in lossy networks. The simple advantage of starting
with multiple photons allows for a higher loss tolerance. Key technological obstacles
will be discussed in this thesis with preliminary investigations and results on the
path towards demonstrating the key enabling technology needed to create entangled
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macroscopic phase states of the type
|ψ〉 = 1√
2
(|φ〉| − φ〉+ | − φ〉|φ〉) (1.12)
where φ is the argument of the polar representation of the coherent state in phase
space in Eq. 1.11.
1.4 Spontaneous Parametric Down Conversion (SPDC)
There are many sources of quantum states including single photon sources based on
quantum dots (Yuan et al., 2002), nitrogen vacancy centers (Brouri et al., 2000), and
trapped atoms (McKeever et al., 2004) as well as entangled photon pair sources using
optical fibers (Ward et al., 2005),(Li et al., 2005) and silicon nano wires (Silverstone
et al., 2014). This thesis will focus on the particular source of spontaneous parametric
down conversion (SPDC) in second order nonlinear crystals.
SPDC is a second order nonlinear interaction between three optical modes. A
strong input pump field with many photons is incident on a nonlinear optical crystal.
With a small probability, a pump photon will spontaneously decay into two-photons,
referred to as the signal and idler. This interaction must obey both momentum and
energy conservation which demands specific attention to the design of the source to
maximize the efficiency and desirable characteristics of the conversion. Since this is a
spontaneous interaction, the pair of photons can be born at any point in the crystal.
The probability of observing a photon pair can be written as







ei∆kzzdz|2 = L2sinc2(∆kzL/2) = |Φ(∆k)|2 (1.14)
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where L is the length of interaction and ∆kz is the wavenumber mismatch between the
pump, signal and idler kpz−ksz−kiz. To maximize the probability of pair generation,
the length of interaction should be maximized and the phase mismatch ∆kz should be
minimized. Therefore, the key consideration for engineering SPDC is phase matching.
1.4.1 Birefringent Phase Matching
The highest efficiency interaction occurs when the phase difference between the three
modes is minimized as the waves propagate within the crystal. Two main approaches
can be used, birefringent phase matching and periodic poling. Birefringent phase
matching is the simplest approach that exploits birefringence in the nonlinear crystal
to achieve perfect phase matching. Two types of interactions can occur, Type I
and Type II. Type I phase matching emits signal and idler photons with parallel
polarizations but perpendicular to the pump. Type II emits perpendicular signal and
idler photons with either the signal or idler parallel to the pump polarization. The
phase matching (momentum conservation) for Type I interactions can be written as
kp(θ) = ks + ki (1.15)
where θ is the angle between the optic axis of the crystal and the pump polarization.
The type II phase matching condition is written as
kp(θ) = ks(θ) + ki. (1.16)
The two types of interactions are depicted in Fig. 1·2. The optic axis angle de-
pendence on the wave vectors are due to the angle-dependent refractive indices for
polarizations that have a component parallel to the optic axis. For type I interaction,
17
Figure 1·2: Birefringent phase matching configurations for Type I and
Type II interactions.































Birefringent phase matching consists of finding the appropriate angle θ that satisfies
Eq. 1.15 or Eq. 1.16. The most interesting configuration when considering polariza-
tion entangled states is the Type II interaction due to the polarization diversity of
the output modes.
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1.4.2 Periodically Poled Phase Matching
The second key technique for achieving phase matching is through periodically poling
a nonlinear crystal. By reversing the optic axis periodically along the length of
the crystal, the second order nonlinear coefficient changes sign and does not allow
the three waves to become completely out of phase. The phase mismatch ∆k is
modified to include a crystal wave vector from the periodic reversal of the second
order nonlinear coefficient
∆kz = kpz(ωp)− ksz(ωs)− kiz(ωi)−Kc(z) (1.19)
where Kc(z) is the local crystal wave vector of the periodically poled structure. The
most common configuration is a constant crystal wavector, Kc(z) = K0 resulting
in the same phase matching condition along the entire length. Fig. 1·3 depicts
periodically poled phase matching.
Figure 1·3: Periodically poled crystal achieving phase matching by




the longitudinal walk off between the pump, signal, and idler modes.
1.4.3 Photon Pair Generation
SPDC is a purely quantum process with no classical description. Up until now, we
have been using quantum terminology such as photons and quantum states, so it is
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instructive to analyze how one quantizes the electromagnetic field in order to see the
link between Maxwell’s equations and the description of a photon. SPDC begins with
a strong pump field incident on a nonlinear crystal that is oriented in a configuration
that will phase match the desired interaction. The pump field can be written as a












where W0 is the beam waist, and Up(r) is the complex envelope of the pump field
which satisfies the Hemholtz equation under the monochromatic assumption. The






2/W 20 e−iωpt + c.c.)pˆ. (1.22)
Since the pump field is strong, we can keep the classical description. However, the
quantization of signal and idler fields is necessary since this is the quantum state we
will be manipulating for practical applications. A derivation of the quantized fields
is provided in Appendix A.0.3 which results in the expressions of the signal and idler
electric fields








2/W 20 + h.c. (1.23)
Several assumptions were made to come to this conclusion including the paraxial
approximation, collinear propagation parallel to the pump, and the collection area of
the signal and idler modes matched the size of the pump beam in the crystal. This
is describing the case when the signal and idler effective beam waists are identical to
that of the pump.
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To analyze the pair generation rate in a similar fashion to (Ling et al., 2008) and
to identify the meaningful parameters that are available for manipulation to achieve
the desired characteristics of output modes, we must consider the Hamiltonian of the
three-mode interaction as
Hˆ = Hˆ0 + Hˆ
′ (1.24)
where Hˆ0 is the unperturbed (linear) Hamiltonian and Hˆ
′ is the interaction Hamil-





Hˆ ′ = −0χ(2)
∫
V
d3rEp(r, t)Eˆs(r, t)Eˆi(r, t) (1.26)
The pair generation rate Rp can be approximated using Fermi’s Golden Rule by
calculating the transition dipole matrix element between the two-photon initial state
|ψi〉 = |0, 0〉 and the final state |ψf〉 = |1, 1〉 with the interaction Hamiltonian and





|〈ψf |Hˆ ′|ψi〉|2ρ(∆E) ∝ |Φ(∆k)|2. (1.27)
Since the phase mismatch ∆k is a function of frequency, the spectrum of down con-
verted photons can be engineered by manipulating the phase matching function and
phase mismatch. In other words, photon pairs will be generated efficiently for fre-
quencies, polarizations, and directions that yield ∆k ≈ 0.
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1.5 Elements of Quantum State Engineering
1.5.1 Detection of Quantum States
The detection of quantum states is the counterpart to their creation and should be
considered equally important. In many cases, the way the state is detected will define
the quantum state itself. In this thesis, we will focus on the detection of two-photon
entangled states. The first key building block of detection is the use of single photon
detectors. Single photon detectors are sensitive to the discrete nature of light and
require low enough optical intensity such that statistically independent events are
resolved and averaging over many such events is avoided. Unlike classical detectors
such as photodiodes, the output signal of a single photon detector merely identifies
the arrival of a photon with a uniform pulse whose amplitude is not proportional to
the intensity of incident light.
An important concept in quantum state detection is the notion of post selection.
This technique is used heavily in both quantum metrology and communication. Post
selection is the approach in which the detection apparatus is arranged such that it
is only sensitive to a portion of the entire quantum state. For example, consider a
source of photon pairs that emits orthogonal photons into the same spatial mode but
into a wide range of spectral modes. This is not a broadband polarization entangled
pair source because the photons are in the same spatial mode. The two-photons are
simply in a broadband correlated product state of the form
|ψ〉 =
∫
|H,V 〉|Φ(ωp/2 + Ω0, ωp/2− Ω0)|2dΩ0 (1.28)
where ωp is the pump frequency, Ω0 is the detuning of the two-photons which obey
energy conservation, and Φ(ωH , ωV ) is the joint spectral amplitude defined by the
phase matching condition of the two-photon source. Let the two-photon product
state enter a non-polarization dependent 50:50 beam splitter depicted in Fig. 1·4.
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For the initial sake of simplicity, let us assume that we place a narrow band spectral
filter directly after the crystal (Ω0 ≈ 0) which projects the spectral amplitude to
Φ(ωp/2, ωp/2) ≡ Φ(ωp/2). The resulting state after the beam splitter can be written
as
|ψ〉 = (|H, V 〉|0〉 − |0〉|H, V 〉+ |H〉|V 〉 − |V 〉|H〉)|Φ(ωp/2))|2 (1.29)
representing the superposition of four possibilities of both photons emerging from the
same port and one photon in each port. This is clearly not an entangled state because
it can be written as the following product state
|ψ〉 = (aˆ†1H − aˆ†2H)(aˆ†1V + aˆ†2V )|0〉|0〉|Φ(ωp/2)|2 (1.30)
where aˆ†jk is the creation of a photon into path j with polarization k. Now consider
the configuration of Fig. 1·5 that includes a detection scheme of two single photon
detectors that are connected to a coincidence circuit that only gives an output signal
if a photon was detected in each detector within a small time window ∆t. This post-
selects only two terms from Eq. 1.29 that contain a photon in both arms as depicted
in Fig. 1·5 and results in the expression
Figure 1·4: The action of a non-polarizing beam splitter on a two-
photon anti-correlated polarization product state.
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Figure 1·5: The post selection of a polarization entangled state with
coincidence detection. Only the terms with a photon in each of the
arms will register a coincidence count and contribute to a click in the
two-photon detection scheme.
|ψ〉post = (aˆ†1H aˆ†2V − aˆ†1V aˆ†2H)|0〉|0〉|Φ(ωp/2)|2 (1.31)
= (|H〉|V 〉 − |V 〉|H〉)|Φ(ωp/2)|2
which is a non-factorable polarization entangled state. This is an important example
of how the detection scheme defines an effective quantum state that can be used for
quantum metrology.
Post-selection is a specific type of projective measurement. The idea of projections
in the measurement of quantum states is critical. This particular example of using a
coincidence detection scheme projects the state into an anti-bunched state that ne-
glected any contributions where two-photons impinged on the same detector. Other
examples of projective measurements including polarizers, spectral and spatial filters,
spatial mode holograms, and detectors themselves. Projective measurements inher-
ently result in the loss of photons since they simply neglect part of the state that
is inevitably occupied by photons, but are often necessary to achieve the required
fidelity of the desired state.
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1.5.2 Intensity Correlations
Intensity correlation measurements are integral parts of quantum state evaluation.
When using multi-photon states, a peak in the coincidence rate or increased corre-
lation, indicates the presence of such a state. Interference features in the intensity
correlations are possible with multi-photon states which is the major tool in quantum
metrology and many other quantum optics applications. The intensity correlation
between two modes at times t1 and t2 is written as
G(2)(t1, t2) = 〈I(t1)I(t2)〉 (1.32)
often expressed as a function of the difference time τ = τ2 − τ1. A two-photon
source compared to a weak source of random photons is depicted in Fig. 1·6 with the
corresponding intensity correlation functions. The typical quantity of interest is not
Figure 1·6: Comparison of uncorrelated and correlated sources.
Lasers emit photons at random times obeying Poisson distribution re-
sulting in a constant intensity correlation function. Correlated sources
have higher correlation between modes at zero delay between optical
paths.
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where T is the integration time of the measurement. For the special case of a two-





where ψ(τ) is the time difference dependent two-photon wavefunction.
The signal to noise ratio of two-photon states is significantly enhanced in com-
parison with single photon correlations or direct detection. If the integration time
is narrow enough such that only strongly correlated photons contribute to the mea-
surement, all uncorrelated noise is negligible. For example, if we consider two sources
overlapped where one is a strongly correlated quantum source and the other is a
random uncorrelated source, the coincidence detection via intensity correlations is
largely immune to the unwanted uncorrelated background noise due to the possibility
of strong temporal filtering.
1.5.3 Degrees of Freedom in SPDC
Quantum state engineering using SPDC sources generally deal with degrees of freedom
that are conserved in the process leading to correlated output states. For example,
due to energy and momentum conservation, the output frequencies and wave vectors
of photon pairs are correlated. In addition, the polarization of the two-photons are
correlated due to the phase matching condition preferring a particular configuration
leading to the highest efficiency generation of the correlated states. This section
mentions some of the features of correlated output modes and the effects they produce.
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Polarization: Quantum Interference
The two-photon state generated by type II SPDC is composed of anti-correlated pho-
tons in the polarization degree of freedom. In the non-collinear phase matching condi-
tion, it is naturally a polarization entangled state since there are two non-degenerate
spatial modes. In the collinear configuration, a beam splitter and post selection is
required for an engineered polarization entangled state. This is a common config-
uration for quantum metrology but less useful for communication since all photons
must be considered. A quantum interferometer of the type in Fig. 1·7 is useful for
measuring the differential delay between two-photons for imaging or phase sensing.
Figure 1·7: Polarization quantum interferometer for the evaluation of
a differential phase shift between two polarization modes.
The two-photon product state |H〉|V 〉 is sent through a sample that is potentially
birefringent. This introduces a phase delay between the two polarization modes,
∆k(ω)L. This state is then split by a non-polarizing beam splitter creating a po-
larization entangled state if only the components with a photon in each arm are
considered as described in 1.5.1. Two possibilities can occur after the beam splitter:
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horizontal is transmitted while vertical is reflected, or vertical is transmitted while
horizontal is reflected. Fourth order interference occurs between these two possibil-
ities. As a post-beam splitter birefringent delay line scans the delay between the
polarization modes in one of the arms, the phase between the two terms of the en-
tangled state oscillates resulting in interference fringes inside of an envelope defined
by the spectral coherence of the source. By analyzing how the interference pattern
is altered by the presence of an unknown sample with ∆k, the differential dispersion
coefficients can be extracted.
The schematic in Fig. 1·7 is the two-photon analog of a classical polarization
interferometer where polarizers oriented at ±45◦ act as the second beam splitter
erasing the distinguishability in the polarization degree of freedom. A detection event
does not reveal the polarization of the detected photon thus allowing for interference
between two indistinguishable occurrences.
Frequency: Dispersion Cancellation
The frequency distribution of photon pairs from SPDC is defined by the phase match-
ing condition. Since energy conservation must be conserved, there is always frequency
anti-correlation between the two emitted photons written as
ωs + ωi = ωp/2 (1.35)
or
(ω + Ω) + (ω − Ω) = 2ω. (1.36)
An important implication of frequency anti correlation is the cancellation of dispersion
in quantum interferometry. It has been shown that the even orders of sample induced
dispersion can be cancelled resulting in the isolation of odd order effects (Franson,
1992),(Steinberg et al., 1992) which could potentially lead to enhanced sensitivity.
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The interference pattern obtained under the conditions of dispersion cancellation
contain a term of the form
∆k(ω) = k(ω)− k(−ω) (1.37)
which can be decomposed in even and odd orders through the Taylor series
k(ω) = k0(ω) +
∂k(ω0)
∂ω




(ω − ω0)2 + · · · (1.38)
= keven(ω) + kodd(ω) (1.39)
with keven(−ω) = keven(ω) and kodd(−ω) = −kodd(ω) leading to the observation of
even order dispersion cancellation
∆k(ω) = (keven(ω) + kodd(ω))− (keven(ω)− kodd(ω)) = 2kodd(ω). (1.40)
This effect can be seen by analyzing the Hong Ou Mandel (HOM) interferometer
in Fig. 1·8. The HOM interferometer is a classic example of quantum interfer-
ence with dispersion cancellation yielding information about an unknown dispersive
sample. Two frequency anti correlated photon pairs are generated in an SPDC pro-
cess in opposite directions under momentum conservation. One arm contains an
unknown sample of length L with a dispersion relation k(ω) and the other arm is a
free space path with a controllable delay line τ. The two modes are recombined on
a non-polarizing beam splitter and the state is detected with two detectors while a
coincidence circuit post-selects the case when either both photons are either reflected
or transmitted. If the photons arrive simultaneously, destructive interference occurs
resulting in a dip in the coincidence rate as the delay line is scanned.
Assuming type-I SPDC and only one spatial mode is chosen with pinholes, we can
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Figure 1·8: Hong Ou Mandel (HOM) interferometer with dispersive
sample in one arm.












where |ω〉T corresponds to a single photon of frequency ωp/2 + ω in the top interfer-
ometer arm and similarly for the bottom. The annihilation operators at each of the
detectors including propagation through the top and bottom arms and traversing the
























dt1dt2〈ψ|E−1 (t1)E−2 (t2)E+1 (t1)E+2 (t2)|ψ〉. (1.44)




dω|Φ(ω)|2(1 + cos (ωτ − koddL)) (1.45)
where the decomposition of the wavenumber into even and odd components was
implemented as in Eq. 1.39.
As it can be seen from Eq. 1.45, the coincidence rate depends on three parameters:
the controllable delay τ, the joint spectral amplitude Φ(ω) which is defined by the
phase matching condition of the two-photon source, and only on the first order and
in general the odd orders of sample induced dispersion. Since we are interested in
learning something about the sample, the obvious approach is to engineer the joint
spectral amplitude to optimize the approximation of kodd(ω) or L by measuring the
coincidence rate as a function of τ . This is the typical approach of quantum metrology
as it is applied to interferometry. The sample induced dispersion parameter shifts an
envelope defined by Φ(ω) in time. As τ is scanned, the center of the envelope feature
can be identified and used to extract useful information about the unknown sample
with the dispersion relation k(ω) and length L.
Wave Vector Correlations
Momentum conservation of the three interacting modes
~kp = ~ks + ~ki (1.46)
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in SPDC results in correlated output momenta of emitted two-photon states. This
leads to several interesting applications such as ghost imaging (Gong and Han, 2012),
(Bennink et al., 2002) and correlated OAM sensing (Uribe-Patarroyo et al., 2013),
(Simon and Sergienko, 2012), (Fitzpatrick et al., 2014). Although entanglement is
not strictly necessary for such applications to be useful, it is nevertheless present from
states generated by SPDC. A ghost imaging setup is depicted in Fig. 1·9.
Figure 1·9: Ghost imaging configuration.
The transverse momenta of the photons are correlated. The signal is sent through
an unknown object and then detected in a bucket detector that does not reveal any
spatial information. In other words, it merely announces the arrival of a photon in
that arm. On the other hand, the idler photon travels uninhibited to a spatially
resolved detector, such as an array of point detectors or a camera. The correlation
measurement between individual pixels of the idler arm and the arrival information
in the signal arm reveals the image of the object despite the object being in the arm
with the spatially insensitive detector.
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Ghost imaging is merely a feature of spatial correlation and not necessarily of
entanglement (Bennink et al., 2002),(Simon and Sergienko, 2011). It does not require
two-photon states or superposition of correlated states. If two classical light beams
have correlated transverse momenta at a given time, this is sufficient for ghost imag-
ing. This is an instructive example of an application that is completely classical but
where quantum sources are convenient despite them not being required.
1.6 Quantum Metrology
Quantum metrology consists of techniques that use quantum states to learn about
transformations linked to physical properties of objects. Common applications in
classical optical metrology include both coherent and low-coherence interferometry,
spectroscopy, sensing, and imaging. The underlying approach is to create a well-
known input state, let it interact with an object that will perform an operation on
the state, and to measure the output state in order to infer some properties of the
object. In the case of spectroscopy, a well defined spectrum is sent into a potentially
absorptive medium, and the output spectrum is measured in order to infer the energy
levels of the medium. Similarly, imaging consists of illuminating an object with a
well-defined wavefront and analyzing the output wavefront in order to learn something
about the spatial distribution of scatterers or absorbers. The use of classical states
for such applications is often suitable; however, quantum states can often supplement
or introduce new effects to improve the performance of such tasks.
Two examples of optical metrology discussed in this thesis include interferometry
and sensing using OAM states. Quantum interferometry is a well established field with
many demonstrations of various effects, whereas the set of applications for entangled
OAM states has only begun to increase drastically within the past five years due to




The first example of quantum metrology is quantum interferometry. Quantum states
such as N00N states (|N〉|0〉 + |0〉|N〉) or entangled states (|H〉|V 〉 + |V 〉|H〉) can
offer enhanced signal to noise ratios (Kuzmich and Mandel, 1998) as well as improved
temporal and spatial resolution (Hong et al., 1987),(Boto et al., 2000). N00N states
have been demonstrated to provide enhanced interferometric phase resolution since
the oscillation period decreases with the number of photons in the state, N (Edamatsu
et al., 2002). This can be seen if we consider a simple single mode N00N state of the
form
|ψ〉 = |N〉|0〉+ |0〉|N〉. (1.47)
A N00N state is created with a non collinear SPDC source in a balanced HOM
Figure 1·10: Generation and detection of N00N state for quantum
interferometry with N=2.
interferometer as in Fig. 1·10. The state entering the first beam splitter is of the
form |1〉T |1〉B where {T,B} indicate top and bottom paths. If the path lengths are
equal, HOM interference occurs as described in 1.5.3 and the probability of one photon
exiting each output port is zero. The output state after the first beam splitter is of
the form in Eq. 1.47 with N=2. The state entering the second beam splitter before
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traversing the delay line which imparts a phase φ is
|ψ〉 = |2〉T ′ |0〉B′ + |0〉T ′ |2〉B′ (1.48)
where {T’,B’} correspond to the top and bottom paths between the first and second
beam splitters of Fig. 1·10. The resulting coincidence rate as a function of φ is
R(φ) = 〈ψ|aˆ†1(φ)aˆ†2(φ)aˆ2(φ)aˆ1(φ)|ψ〉 (1.49)
where aˆj is the annihilation operator at detector j written as
aˆ1(φ) = aˆT ′e
iφ + iaˆB′ (1.50)
aˆ2(φ) = iaˆT ′e
iφ + aˆB′ . (1.51)
The resulting interference pattern is of the form
R(φ) ∝ 1 + cos (2φ) (1.52)
thus increasing the phase resolution by a factor of 2 and in general by a factor of N
depending on the degree of the N00N state, leading to the general result of R(φ) ∝
1 + cos (Nφ). Several demonstrations of enhanced sensitivity using quantum states
such as (Mitchell et al., 2004) where a |3〉|0〉+ |0〉|3〉 is created and compared to cases
for N=1 and N=2. Although these states are possible to create, they rely heavily on
post selection which throws away the majority of photons generated from SPDC. Post
selection is a valuable resource for engineering quantum states; however, the result
is a severe reduction in state generation rate diminishing their practicality. The
demonstration of quantum lithography using the spatial correlation of two-photon
states similar to the temporal correlation giving rise to enhanced longitudinal phase
resolution was demonstrated (D’Angelo et al., 2001) beating the classical diffraction
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limit by a factor of 2.
In addition to the application of N00N states for enhanced phase resolution in
quantum interferometry, broadband sources have been shown to be a valuable resource
as a counterpart to classical white light interferometry (Dauler et al., 1999),(Branning
et al., 2000) and optical coherence tomography (Nasr et al., 2003),(Carrasco et al.,
2004). Utilizing polarization entanglement and dispersion cancellation, unavoidable
detrimental effects of classical optics can be avoided leading to even order dispersion
cancellation and immunity to uncorrelated sources of in band noise.
Broadband sources of polarization entanglement have traditionally consisted of
thin SPDC crystals since the optical bandwidth is inversely proportional to the crys-
tal length (Dauler et al., 1999). This is a suitable approach to generating broad
spectra; however, the pair generation rate is greatly reduced due to the small in-
teraction length. Broadband SPDC is more common in Type I configuration since
phase matching occurs over much wider bandwidths due to the absence of polariza-
tion walk-off (O’Donnell et al., 2007),(Nasr et al., 2005),(Mohan et al., 2009),(Torres
et al., 2003). The direct generation of broadband polarization entangled pairs using
a chirped Type II interaction is valuable for low coherence quantum interferometry
and is demonstrated in this thesis (Fraine et al., 2012a),(Fraine et al., 2012b).
1.6.2 Applications of Entangled OAM
OAM states are two dimensional modes of the electromagnetic field that solve the
paraxial Helmholtz equation (Teich and Saleh, 1991). The azimuthal and radial in-
dices {l,p} completely determine the mode of the field in the Laguerre-Gauss (LG)
basis. The azimuthal index is referred to as the degree of OAM which is an external
degree of freedom for individual photons and is a conserved quantity in SPDC (Mair
et al., 2001). For example, if a pump photon with an azimuthal index of l = 2 decays
into signal and idler photons, the sum of the down converted photons’ azimuthal
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indices must be 2. The bandwidth of OAM of output SPDC photons is determined
by several factors; however, they are all extrinsic experiment-dependent parameters
which makes it quite difficult to precisely define the “spiral bandwidth” of an SPDC
source (Torres et al., 2003),(Miatto et al., 2011). For example, the collection area of
signal and idler modes relative to the pump beam width, the phase matching condi-
tion, as well as the method of projection will all effect the measured spiral bandwidth
of an SPDC source. However, despite this degree of ambiguity, SPDC photons pro-
jected onto the LG basis provide a large (larger than two) basis for studying photon
pairs living in a high dimensional orthogonal space.
In addition to practical applications of entangled OAM states from SPDC, funda-
mental tests of quantum mechanics have been made in this degree of freedom such as
the violation of Bell’s inequality (Dada et al., 2011) and the CHSH inequality (Aiello
et al., 2005). Very few practical applications of correlated OAM states have been
demonstrated before the work presented in this thesis; however, an increase in phase
imaging contrast was demonstrated using entangled OAM states (Jack et al., 2009)
as well as quantum key distribution using three OAM modes as an improvement on
the typical two from the polarization basis (Gro¨blacher et al., 2006).
1.7 Quantum Key Distribution
Quantum key distribution is perhaps the most successful application of quantum
optics to date. Although there are many practical considerations that limit its
widespread utilization, the fundamental principles have been proven to be useful
in niche situations and it is likely to continue to receive significant funding as the
counterpart of quantum computing, which is dominated by atomic and solid state
systems as the physical quantum bits of information (Raimond et al., 2001),(Monroe
et al., 1995),(Ha¨ffner et al., 2008),(Ioffe et al., 1999).
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Two major sects of quantum key distribution include entanglement based pro-
tocols and those based on mutually unbiased bases and single photon states. The
most fundamental entanglement based protocols are based on the Ekert 91 protocol
(Ekert, 1991). A polarization entangled state is generated in the horizontal/vertical
(HV) basis. One photon is sent to one party (Alice) and the other sent to a second
party (Bob). Alice and Bob have randomly oriented polarizers that switch between
the HV basis and diagonal/anti-diagonal (DA) basis. Alice and Bob record when
they register a photon along with the basis with which it was measured. The two
parties then determine when a photon was registered at both locations and keep only
the cases when the same basis was used by both observers. Security can be gauged
by monitoring the degree of correlation between the measured photons. Since the
source is perfectly correlated, any uncorrelated detections indicates the presence of
an eavesdropper (Eve) that measured a photon and sent it back into the channel in
the wrong basis. If Eve measures and resends every photon in one of the channels,
an error rate of 50% will be introduced (Poppe et al., 2004).
The second type of protocol is based on the BB84 protocol (Bennett and Brassard,
1984). Unlike the Ekert protocol, entanglement is not necessary. BB84 consists of
transmission of a key sent from Alice to Bob with single photons or weak coherent
states with an average photon number less than one. Alice prepares single photon
states in a known basis that randomly alternates between HV and DA. On the re-
ceiving end, Bob randomly measures the incoming photons in the HV or DA basis
with no a priori correlation between his and Alice’s basis. Similar to Ekert, Alice and
Bob only keep events where the transmission and detection bases were the same. If
the degree of correlation decreases in the cases where the bases matched, the pres-
ence of Eve can be detected. If Eve intercepts a photon, she must resend it choosing
either the HV or DA basis; however, there is a 50% chance as in the Ekert protocol
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that it will be the wrong basis causing a loss of correlation between Alice and Bob.
BB84-based protocols are the most common due to the relative ease of implementa-
tion (Mafu et al., 2013),(Wang et al., 2012),(Lim et al., 2013),(Schmitt-Manderbach
et al., 2007).
Despite the relative success of QKD implementations in practical applications,
there are significant limitations due to the tradeoff between rate and distance (Takeoka
et al., 2014). As distance increases, the number of photons reaching Bob decreases
limiting the key generation rate. Several solutions have been proposed to solve this
problem in order to bring the capabilities of QKD to the level of modern fiber com-
munications which enjoys the benefits of optical amplifiers. Optical amplifiers are
not permitted in quantum communications systems due to the no-cloning theorem
(Wootters and Zurek, 1982) which states that a quantum state cannot be copied.
Therefore, once a quanta is lost, it is lost forever. Quantum repeaters are the most
prominent solution to extend the range of QKD systems by increasing the fidelity
over long distances (Van Meter et al., 2009); however, the practical implementation
of such systems have not been demonstrated with high efficiency. An additional solu-
tion using the quantum properties of coherent states have been proposed to solve the
limitations of single photons states (Grosshans et al., 2003); however, the security of
such approaches is weaker than single photon based protocols. The proposal of en-
tangled coherent states (Kirby and Franson, 2013),(Munro et al., 2005),(Simon et al.,
2014) could significantly increase the range of QKD systems by using high intensity
states while retaining an element of entanglement. The technical aspects of entangled







The precise evaluation of phase shifts is an important task for many practical tech-
nologies from high resolution interference imaging to precise dispersion measurements
(Nolte, 2011). The measurement of differential phase shifts between two optical modes
is a staple in modern optical metrology and the enhancement of sensitivity using
quantum states is an exciting and promising area of investigation.
A particularly important application arises in modern optical fiber communica-
tion systems for the precise evaluation of polarization mode dispersion in discrete
devices. The need for high-resolution dispersion measurements is increasing with
current trends in high-speed fiber optic networks (Williams, 2005). The determi-
nation of dispersion parameters from discrete components such as optical switches
is critical for the overall system performance. In particular, it is desirable to mea-
sure extremely small (<1 fs) values of polarization mode dispersion (PMD). Until
the widespread deployment of ROADM (reconfigurable optical add-drop multiplexer)
systems, only fiber PMD was considered to be a major contributor to the overall
system PMD. With an increase in the transmission bit rate, the aggregate effect of
thousands of devices in a network is becoming comparable to the PMD introduced
by the fiber (Nelson and Jopson, 2004).
40
PMD is the difference in group velocity between two polarization modes in an
optical system or material, as depicted in Fig. 2·1, where the differential group delay
(DGD) is the temporal shift between two polarization modes. The DGD in optical
fibers is very small; however, the temporal separation of polarization modes is easily
distinguishable by simply obtaining a longer stretch of fiber. This is not possible
with discrete optical components. One must improve the quality of measurement to
accurately evaluate the effects of discrete elements since the aggregate contribution
could be significant as in Fig. 2·2.
Figure 2·1: Polarization mode dispersion in optical fiber creates tem-
poral distinguishability between two polarization modes. The separa-
tion is denoted as the differential group delay.
Figure 2·2: Polarization mode dispersion of an optical system con-
sists of DGD from optical fiber as well as from discrete devices such
as wavelength selective switches (WSS), optical amplifiers (OA), and
dispersion compensation modules (DCM).
The lower limit of modern commercially available evaluation tools is typically
on the order of 1 fs. This is often due to the stability of interferometric tech-
niques, spectral resolution, or optical bandwidth depending on the particular ap-
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proach that is being used. Common classical approaches include white light in-
terferometry and Jones Matrix Eigenanalysis method (JME) (Diddams and Diels,
1996),(Heffner, 1993),(Namihira et al., 1993).
White light interferometry uses a broadband source and measures the shift or
separation of the interference patterns due to the polarization dependent refractive
index. The latter approach (JME) consists of measuring the polarization rotation
at several frequencies in order to derive the first order group delay which is related
to the derivative of the zeroth order differential phase shift (refractive index). The
technique considered in this thesis is most similar to white light interferometry since
a broadband source will be used to probe the unknown sample.
2.2 Broadband Source of Polarization Entanglement
A challenge in high resolution quantum interferometry is the production of high qual-
ity broadband polarization entangled states. In the past, broad spectra have been
produced with thin crystals since the bandwidth of the SPDC spectrum is inversely
proportional to the length of the crystal (Dauler et al., 1999). A second technique has
been developed to create broad spectra from SPDC from chirped periodically poled
type-I interactions (Nasr et al., 2008). In addition, chirped quasi-phase matching has
been used in second harmonic generation for pulse compression (Arbore et al., 1997)
and for engineering characteristics of optical parametric amplifiers (Charbonneau-
Lefort et al., 2008). However, the implementation of chirped periodically poled struc-
tures for type-II SPDC for the production of polarization entangled states has not
been heavily studied (Fraine et al., 2012a). In comparison with previously studied
type-I chirped periodically poled crystals, it is a greater challenge when working with
type-II interactions since the down conversion spectrum is naturally more narrow.
Chirped periodic poling consists of varying the phase matching period along the
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length of the crystal. This allows for multiple phase matching configurations to be
realized in a single pass resulting in a broad output spectrum (Fraine et al., 2012a).
In other words, it is similar to having a sequence of short crystals with different phase
matching conditions leading to a coherent superposition of all outputs at the end of
the interaction region (Di Giuseppe et al., 2002). This thesis describes the design and
experimental evaluation of a linearly chirped PPKTP crystal (KTiOPO4) as a source
of broadband polarization entangled states.
By considering the crystal as a superposition of distributed sources along the
propagation direction whose lengths vary as illustrated in Fig. 2·3, one can calculate
the down conversion spectrum as the sum of contributions from a sequence of smaller
crystals of length located at position zj
Lj = L(zj). (2.1)







(zj − z0)) (2.2)
with j ∈ [1, N ] where N is the number of distributed sources, p0 is the degenerate
phase matching period given by
p0 =
2λp
2np(λp)− ns(2λp)− ni(2λp) , (2.3)
where ∆p is a chirping parameter, and z0 is the location of p0 along the propagation
axis. For example, a chirped crystal with 20% chirping and p0 located in the center
of the crystal has parameters ∆p = 0.2 and z0 = Lc/2 where Lc is the total length
of the crystal. Alternatively, one can consider the linear chirping of the crystal wave





1 + ∆K(zj − z0)/k0Lc . (2.4)
Figure 2·3: Chirped periodically poled crystal of length L. The phase
matching condition evolves along the length of the crystal allowing for
the superposition of several spectral modes in a single spatial (collinear)
mode.
The spectrum from a single segment of crystal of length Lj is given by
χ˜
(2)
single = Ljsinc(Lj∆k/2) (2.5)
where ∆k is the phase mismatch between the pump, signal and idler that depends
only on the dispersion of the material and polarization of the modes. This does not
assume anything about the poling period of the crystal. The spectrum of this form is
intuitive if one thinks in the conjugate variable of the temporal wavefunction of the
photons. SPDC is a random process that can happen at any point inside the crystal
with equal probability. This leads to a temporal probability function in the form of
a square pulse. The spectral probability is therefore related to the Fourier transform
of the square temporal probability leading to a sin (ω)/ω function with an amplitude
that is proportional to the length of the crystal.
If we consider the case where the poled crystal consists of a sequence of crystal
segments with a periodically inverted optical axis, we can assume the output spectrum
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is the coherent superposition of smaller segments with the appropriate accumulation
of phase depending on where the segment is located. The phase accumulation of a
photon pair born in the crystal located at zj can be written as




which corresponds to the propagation through half of the sub crystal where it was
born followed by the remaining output sub crystals. Assuming a plane wave pump
and considering only the collinear signal and idler modes, the joint spectrum of down
conversion photons is proportional to the Fourier transform of the longitudinally
varying second order nonlinear coefficient. We can write












where ∆k = ∆k(ωs, ωp − ωs) = kp(ωp) − ks(ωs) − ki(ωp − ωs). The spectrum is a
result of a superposition of single crystal spectra which is evident from the sum of
sinc functions. Due to a position dependent spectral phase, the output spectrum
will have “bumpy” features due to interference from spectral components born at
different locations in the crystal. This effect gives rise to a down conversion spectrum
that appears to be a superposition of discrete frequency components. In addition,
different segments of the crystal will contribute to different parts of the spectrum
resulting in spectral distinguishably between photon pairs. Distinguishability is a
critical component of high quality interference and this feature must be considered
when designing a particular set of sub crystal lengths Lj.
The post-selected two-photon wavefunction generated from an arbitrary SPDC
45
source of this type can be written as
|Ψ〉 =
∫
dωχ˜(2)(ω, ωp − ω)aˆ†s(ω)aˆ†i (ωp − ω)|0〉|0〉. (2.8)
The form of the two-photon wavefunction is entirely determined by the spectral am-
plitude which is determined by the Fourier transform of the nonlinear coefficient in
Eq. 2.8. It is clear that the main tool for quantum state engineering using this type
of source is through the manipulation of spectral amplitudes and phases to achieve
the desirable spectral amplitude leading to the desired two-photon wavefunction.
If we consider a two-photon polarization interferometer such as the one depicted
in Fig. 2·4, the coincidence rate as a function of a controllable birefringent delay can
be written as R(Lb) = C(R0 −Rint(Lb)), with




dωs|χ˜(2)(ω, ωp − ω)|2 (2.9)
Rint(Lb) =
∫
dωχ˜(2)(ω, ωp − ω)χ˜(2)∗(ωp − ω, ω)× [ei∆nb(ω)ωLb/c + ei∆nb(ωp−ω)(ωp−ω)Lb/c]
(2.10)
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The coincidence rate is an indirect way to evaluate the shape and features of
the two-photon wavefunction. It is the two-photon equivalent to a direct intensity
measurement of an optical field. The setup in Fig. 2·4 is the main tool to evaluate de-
signed sources and Eq. 2.10 is the function to simulate and analyze design parameters
and how they effect the overall output temporal mode for sensing and imaging.
2.2.1 Tuning the Broadband Two-photon State
The main tunable parameters to control the broadband two-photon polarization en-
tangled state once the crystal is fabricated are the pump wavelength and the tem-
perature of the crystal. If we consider a constant spatial mode, shifting the pump
wavelength will shift both signal and idler wavelengths to conserve energy at fixed
momentum. Alternatively, if we consider a fixed signal and idler frequency and ob-
serve the spatial modes, shifting the pump wavelength will shift the signal and idler
modes to new wave vectors to conserve momentum and fixed energy. Fig. 2·5 demon-
strates both the fixed energy and fixed momentum cases. The top figures display the
fixed momentum case where we only consider the photons emitted in the collinear
direction. As the pump is shifted, the signal and idler spectra (red and blue) become
non-overlapping resulting in a decrease in the visibility of the interference feature
plotted against the differential delay between two polarizations. This demonstrates a
knob to turn in order to control the spectral distinguishability of the two polarization
modes and to optimize the two-photon wavefunction to solve a particular task.
The bottom figures of Fig. 2·5 shows an experimental demonstration of the effect
of shifting the pump wavelength as a function of momentum and energy, referred
to as a tuning curve. As the pump moves from 775 nm to approximately 740 nm,
the central frequency shifts accordingly from 1550 nm to 1480 nm. In addition, the
two polarization modes become more indistinguishable in frequency in the collinear
direction. The apparatus used to measure the tuning curve is depicted in Fig. 2·6. A
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pump beam creates photon pairs which are emitted in the spatial-spectral distribution
defined by the phase matching condition and the pump wavelength. The pump beam
is filtered out and signal and idler beams (horizontal and vertically polarized) are
spatially filtered by a circular aperture and a vertical slit in the Fourier plane. The
Fourier plane is overlapped onto the image plane of a free space spectrometer. The
horizontal axis is dispersed and transforms into the wavelength axis. The vertical axis
is allowed to propagate freely through the spectrometer. This yields a measurement
of wavelength as a function of angle of the SPDC source. A schematic of the Fourier
plane of the crystal (image plane of the spectrometer) with the vertical slit, circular
aperture, and the spatial distribution of SPDC photons at two different wavelengths
is displayed in Fig. 2·7.
Figure 2·5: Effect of pump wavelength on spectral distinguishability
of signal and idler modes. The top shows the spectra and two-photon
interference patterns. Bottom shows the experimental spatial-spectral
tuning curve of signal and idler modes.
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Figure 2·6: Apparatus for measuring the tuning curve (spatial-
spectral) characteristics of the SPDC source.
Figure 2·7: Fourier plane of the SPDC source (image plane of the
spectrometer). The spatial distribution of SPDC rings is shown for two
different wavelengths demonstrating the shift in angle as a function of
energy.
In addition to tuning the pump wavelength to modify the two-photon wavefunc-
tion, the temperature of the crystal changes the phase matching condition due to
the temperature dependence of the Sellmeier equations. This is shown in Fig. 2·8
where the wavelength-momentum tuning curve is recorded at two temperatures for a
non-chirped crystal measured in the setup shown in Fig. 2·6. Fig. 2·8 also displays
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the absence of lateral walk off between the signal and idler modes that is commonly
seen in bulk nonlinear crystals since the optical modes propagate along the principal
axes of the crystal in periodically poled structures.
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Figure 2·9: Measured tuning curves for each polarization separately as
well as overlapped from a chirped crystal with ∆p = 0.2 and z0 = Lc/2
As a comparison, the tuning curve of a chirped crystal with 20% linear chirp-
ing shows a much broader spectrum than the non-chirped crystal. Multiple phase
matching conditions are realized and is of the expected form if one considers multiple
narrowband tuning curves similar to the one measured in Fig. 2·8. The spectrum
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increased from approximately 1 nm to 125 nm. In addition, the chirped tuning
curve is measured using a horizontal and vertical polarizer demonstrating the dual-
polarization nature of the state.
An example of calculated spectra and corresponding interference patterns for three
temperatures are plotted in Fig. 2·10. The linearly chirped crystal emits correlated
pairs of polarization entangled photons with a broad spectrum with slight spectral
mismatch between signal and idler (red and blue). The temperature dependence
of the Sellmeier equations can be used as a tuning parameter to slightly alter the
nature of the interference pattern. Compared to 75◦, the spectra calculated at 25◦
and 125◦ have obvious spectral mismatch. For example, at 75◦ the spectral overlap
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Figure 2·10: Calculation of the interference patterns as well as signal
and idler spectra at three different temperatures.
is improved resulting in a small increase in the visibility. The high frequency beating
in the spectrum results in the temporal beating features in the interference patterns.
This is similar to an interference pattern with multiple coherent laser lines resulting
in a regular beating pattern. Although a uniform Gaussian or triangular interference
pattern is desired, one can still use the shift of the main interference feature as
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an indicator of differential group delay upon introduction of a sample. In phase
measurement and imaging, auxiliary features are undesirable and can obfuscate the
shift of the wave packet. However, in the cases simulated in Fig. 2·10 the main
interference feature is well defined and it can be improved by tuning the temperature
as in the case of T = 125◦. The auxiliary features in this trace are less pronounced
and most suitable for phase sensing applications.
2.2.2 Evaluation through Quantum Interference
To probe the nature of polarization entanglement from the parametric down conver-
sion photons, we use the polarization quantum interferometer shown in detail in Fig.
2·11 and schematically in Fig. 2·4.
A 775 nm pump in picosecond pulse mode Ti:Sapphire laser with average power
of 1 W is focused by a 300 mm focal length lens into the chirped PPKTP crystal
which is situated in a temperature stabilized oven. The Rayleigh range is chosen to
be approximately 40 mm to be approximately half the length of the crystal to get
a constant pump beam diameter throughout. The down converted photons centered
around 1550 nm pass through a dichroic reflector which rejects the pump wavelength,
pass through a birefringent element to compensate for the longitudinal walk-off from
the crystal, and form a superposition by a 50/50 polarization-insensitive beam splitter.
One path contains a birefringent delay line which delays one polarization relative
to the other. Each path contains a polarizer oriented at ±45◦ with respect to the
polarization basis to ensure indistinguishability. The photons are coupled into single
mode fibers and detected in coincidence to post select the polarization entangled state
using two superconducting single photon detectors (SSPDs) with quantum efficiencies
of 7% at 1550 nm and a dark count rate of approximately 100 counts per second. Only
long pass filters are used in order to not restrict the spectrum of the SPDC photons.
If bandpass filters with bandwidths more narrow than the two-photon state they will
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define the width of the spectral amplitude instead of the phase matching condition.
Figure 2·11: Setup for evaluating broadband polarization entangled
states.
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Figure 2·12: Quantum interferograms obtained from the setup de-
scribed in Fig. 2·11. These results agree well with the results of nu-
merical calculations shown in Fig. 2·10.
The interferograms were recorded at T = 25◦C and T = 125◦C shown in Fig.
2·23 in order to compare the interferograms with the simulations of Fig. 2·10. The
FWHM of the interferogram at T = 125◦C is less than at T = 25◦C as expected with
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respect to simulation. In addition, it can be argued that the interference pattern at
125◦C is more suitable for metrology since it has a well defined central interference
feature in comparison with the same crystal at 25◦.
Several issues must be addressed when designing chirped periodically poled crys-
tals for the production of high quality polarization entangled states over a broad
spectral range. First, there must be spectral indistinguishability between the two
polarization modes in order to maximize the visibility of the interference features.
Second, the shape of the interference feature is directly related to the shape of the
spectra as well as the spectral phase. Therefore, to get a smooth and well defined in-
terference feature which is necessary to make high resolution measurements, one must
address the specific complex amplitude of the spectra by designing appropriate chirp-
ing schemes or controlling external parameters of the system such as temperature,
pump wavelength, and chirping parameters. Designing a chirped periodically poled
crystal to have a naturally smooth spectrum is a nontrivial task that involves manip-
ulating the phase relationships between spectral components emitted from different
locations inside the crystal.
2.3 Polarization Mode Dispersion Measurement of Practical
Device
Up until now, quantum interferometry has been demonstrated for fundamental tests
and for test samples that are very far away from any real world application. The
evaluation of a commercially available telecom device, a wavelength selective switch
(WSS), is a significant step in a direction towards using quantum technology for a
practical application with real world implications.
The compensation of PMD in telecom networks is done digitally after signal de-
tection (Noe´ et al., 1999). However, one must budget a certain amount of gates in
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the processing hardware to be able to compensate for a maximum amount of PMD
(Kaneda and Leven, 2009). Therefore, it is critical to know how much PMD is in the
network that must be compensated. The tasks demand a thorough evaluation of all
elements in a network including discrete devices as well as optical fiber. Fiber induced
PMD is simple to evaluate because it has a well known length dependence and a long
piece of fiber can be evaluated to determine a PMD per unit length value. There
is no equivalent evaluation for discrete devices since they are not able to be easily
concatenated to extrapolate a PMD per device. This task requires the measurement
procedure to be very precise in order to measure small values of device PMD that
may add up to be a considerable value assuming there may be thousands of devices
in a given network.
2.3.1 Wavelength Selective Switch
The device evaluated in this program was a Capella Photonics WSS that is deployed
in many fiber networks around the world (Fraine et al., 2012b). The MEMS based
switch is schematically drawn in Fig. 2·13. This type of switch can be used in two
configurations, in the add or the drop case. In the drop configuration which is the
case we will be considering, a broadband telecom signal in the C-band which is a
40 nm band around 1550 nm, is sent to the input port of the switch. The signal is
dispersed with a diffraction grating. The different wavelengths are then each focused
to a different element on a reconfigurable MEMS array of 96 50 GHz spectral channels.
Each of the 96 spectral channels can be directed to one of the 9 output fiber ports. In
the measurement of interest for this application is simply a transmission measurement
where the entire spectrum is collected into a single output fiber port. For example,
to analyze the response of the device for a broadband polarization mode propagating
through the input port and out the output fiber number 5, all spectral channels are
directed accordingly.
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Figure 2·13: Typical Schematic of MEMS based WSS.
There are several challenges when dealing with devices such as the WSS including
the intrinsic spectral limitations due to the 96 50 GHz channels of the MEMS array,
insertion loss, polarization dependent loss, and additional noise due to internal laser
sources used for stabilization and calibration. Spectral filtering from the device itself
can significantly change the shape of the two-photon wavefunction and can even cause
an apparent shift in the interference pattern. This can be detrimental when evaluating
the envelope shift due to PMD and must be carefully calibrated beforehand. The
spectral transmission of one of the output ports of the WSS is compared to a calibrated
40 nm bandpass filter as well as a white light source from an incandescent bulb around
1550 nm in Fig. 2·14. Since the calibrated filter is very close to that of the WSS, it can
be used as a calibration filter to observe and simulate the effect of spectral filtering on
the two-photon interference pattern to correct for any spectral filter induced envelope
shifts. In addition to the spectral modification in each port, the loss of each WSS
port is relatively uniform as shown in Fig. 2·15.
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Figure 2·14: An example of the transmission spectrum of the entire
C-band directed to the output port 5 of the WSS switch compared to
a calibrated 40 nm bandpass optical filter and the input white light
source from an incandescent bulb.
Figure 2·15: Comparison of overall insertion loss of each WSS output
port.
2.3.2 Calibration of Quantum Apparatus
The apparatus used to evaluate the PMD of the WSS is similar to the one described
in 2.2.2. In this case, instead of evaluating the two-photon wavefunction in free space
as before, the sample is placed in one of the arms as shown in Fig. 2·16 and in
the photograph Fig. 2·17. Two main aspects of the interferometer are calibrated to
ensure an accurate evaluation of the switch. First, the effect of spectral limitations
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due to the finite bandwidth of the MEMS array must be evaluated with a calibrated
40 nm bandpass filter. Second, a test sample with known birefringence and length
must be evaluated.
Figure 2·16: Schematic of a quantum interferometer with a linearly
chirped PPKTP crystal evaluating a WSS sample.
Temporal Shifts due to Spectral Filtering
Since there is a slight difference between the spectrum of the calibrated filter and
the WSS, we must simulate the interference pattern due to each spectra to obtain a
constant offset to use in our final evaluation. For example, the WSS spectrum should
theoretically be a square function since each channel has approximately the same
loss and it has a hard cutoff on either end of the C band. In addition, the calibrated
bandpass filter will not be square, but more of a smooth Gaussian shape confirmed by
measurement with a spectrophotometer. A simulated comparison between the center
of the interference envelopes with three different filtering configurations is shown
in Fig. 2·18. The first interference pattern (left) is the raw pattern without any
filtering. The central part of the interference pattern of Fig. 2·12 at 125◦C is used
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Figure 2·17: A photograph of the experimental setup.
Tno filter TWSS spectrum T40 nm filter
69.68 fs 44.75 fs 40.86 fs
Table 2.1: Calculated temporal shifts due to spectral filtering of cali-
brated 40 nm filter and WSS
and a Gaussian fit is applied to identify the center of the distribution. The second
interference pattern (top) is the simulated trace with the measured 40 nm bandpass
filter in place. The third pattern (bottom) shows the interference pattern with a
square C band filter similar to the action of the WSS MEMS mirror array.
The temporal shifts induced by the spectral filtering alone are summarized in
Table 2.1.
The shift induced by the WSS spectrum is considered to be a constant offset for
all measurements. In other words, to evaluate the shift due to PMD from the WSS,
the interference pattern must be measured with and without the switch and then the
calculated constant offset of ∆T = Tno filter−TWSS spectrum = −24.93fs must be added
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Figure 2·18: A comparison of interference patterns with no spectral
filter, a calibrated 40 nm bandpass filter, and a square filter such as the
one applied by the WSS MEMS array.
Tno filter T40 nm filter
Trial 1 98.18 fs 69.97 fs
Trial 2 89.98 fs 60.85 fs
Table 2.2: Experimental temporal shifts of calibrated 40 nm filter for
comparison to calculated results of Table 2.1.
to the value to separate the spectrally induced shift from the PMD induced shift. In
order to validate this approach, the measured interference patterns without a filter
and with the calibrated 40 nm filter was obtained. The measurements are displayed
in Fig. 2·19. The red curve is the interference trace with the known 40 nm filter and
the black trace is the interference pattern without any filters. Both traces are fit with
Gaussian functions to extract the center points which are summarized in Table 2.2
which leads to the experimental evaluation of the spectral shift from the calibrated
40 nm filter to be
∆T40 nm filter = −28.67± 0.65fs (2.11)
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Figure 2·19: The interference pattern with (red) and without (black)
the calibrated 40 nm interference filter. The reduction of the spectral
bandwidth broadens the wavepacket significantly and shifts the effective
center of mass. The evaluated center agrees closely with the simulated
value which validates the use of simulation value offset for the spectral
modification induced temporal shift from the WSS.
matching the simulated result shown in Table 2.1 which indicates the calculated
filter induced temporal shift to be ∆T40nmfilter = −28.82 ± 0.65 fs and confirming
the approach of using the simulated fixed offset from the spectral limitations of the
WSS as a constant offset for the overall evaluation of the WSS PMD. This allows us
to use the calculated shift due to the spectral limitations of the WSS as
∆ TWSS = −24.93 fs (2.12)
from the simulated spectrum, filter, and interference patterns. Therefore, to estimate
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the PMD from a single WSS port, we can use the expression
∆τport = ∆τmeasured −∆TWSS (2.13)
while keeping track of the uncertainties of the fitting functions for each measurement
to estimate an overall uncertainty.
Calibration of Apparatus with Test Sample
Aside from the temporal shifts due to spectral filter discussed in 2.3.2, the apparatus
should be calibrated against a sample of well known length and birefringence. A BBO
crystal cut at θ = 29.5◦ is used. The length of the sample was accurately measured
using a confocal microscope system to be L = 71.84 ± 0.01 µm. The differential





= 7.30± 0.03 fs. (2.14)
Since the spectral transmission of BBO is flat in this range, no extra spectral shift
needs to be included.
The measurement of this device yielded a value of
∆τexp = 7.30± 0.78fs (2.15)
which agrees with the expected value. The envelopes before and after the sample was
introduced are plotted in Fig. 2·20.
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Figure 2·20: PMD of known BBO sample for apparatus calibration.
With the shifts from spectral limitations and birefringence calibrated with sepa-
rate well known samples, the evaluation of an unknown sample with known spectral
transmission can be made.
2.3.3 PMD Evaluation of Wavelength Selective Switch
The quantum interferometer with WSS as a sample as depicted in Fig. 2·16 is used to
evaluate the PMD of several output ports of the commercially available telecom de-
vice. Due to the spectral limitations of the device, the interferograms are significantly
broadened which degrades the quality of the measurement; in addition, the spectral
limitations introduce a fixed deterministic temporal shift to the interference pattern
that must be compensated as described in the previous section. A measurement of
before and after interferograms is plotted in Fig. 2·21.
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The temporal shift without taking into account the shift due to spectral limitations
of Eq. 2.13 is
∆τ0 = −12.30± 1.97fs (2.16)
where the uncertainty was derived from the standard deviation of four measurements
of the same output port. Making use of Eq. 2.13, the overall PMD due to device
birefringence can be calculated to be
∆τport = −12.30 + 24.93 = 12.63± 3.75fs. (2.17)
The overall uncertainty is the sum of squared contributions from the original uncer-
tainty in the numerical evaluation of the spectrum induced shift along with the two
measurements with and without the sample. There is room for significant improve-
ment in this type of measurement. Specifically, a well designed source that will not
experience a temporal shift under symmetric spectral modification would be ideal to
eliminate the need to correct for such effects. However, despite these complications,
a measurement on the same order of accuracy as the high end PMD measurement
devices could be made using polarization entangled states with an intensity interfer-
ometer.
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Figure 2·21: Comparison of interferograms (red circles) before (top)
and after (bottom) the sample is introduced yields the differential group
delay. The differential group delay of the WSS is obtained from com-
paring top and bottom. The Gaussian fits (bue lines) have goodness of
fit parameters of R(2) = 0.975 and R(2) = 0.959 respectively.
2.4 Experimental Comparison of Quantum and Classical In-
terferometers
To demonstrate the practical difference between classical and quantum interference
for the evaluation of PMD, the classical polarization interferometer shown in Fig. 2·22
was implemented in the same experimental conditions as the quantum measurements
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previously discussed.
Figure 2·22: Classical polarization interferometer with a single polar-
ization of the SPDC source to compare quantum and classical interfer-
ence effects.
This is a polarization analogue to the traditional Mach-Zehnder interferometer
that enjoys the highest stability due to the single-path nature of the setup. All other
types of classical multiple-path interferometers will be even less stable. A classical
“white light” source of the same spectral bandwidth is constructed by selecting only
one horizontal component of the SPDC source. It is introduced into a polarization
Mach-Zehnder interferometer. A projection onto the 45◦ basis is formed with a first
polarizer and sent through the delay line (DL) aligned with the 0◦/90◦ basis followed
by the sample (WSS). The delay line and the sample decompose the 45◦ polarized
light which is then recombined on a second -45◦ polarizer where the interference can
occur. The signal is then coupled and sent to a single SSPD detector where the
intensity is recorded as a function of the birefringent delay.
The PMD of the known BBO sample using classical interferometry was found to
be ∆τ = 8.50 ± 1.31 fs and ∆τ = 14.83 ± 7.73 fs for the WSS (see Fig. 2·23). The
similar quantum measurement (Fig. 2·21) of the calibration sample was closer to
the expected value and had much smaller uncertainty. With exactly the same experi-
mental conditions in terms of equipment, measurement procedure, and environmental
considerations, an explanation for the advantage of the quantum interferometer is the
66
increased fringe stability due to the use of fourth order interference of intensities in
the quantum case rather than the second order interference of electric fields in the
classical interferometer.
The classical PMD measurement of the real telecommunication WSS (Fig 2·23)
was affected by the existence of some internal source of light that is usually used for
active monitoring and alignment of WSS optical elements and mechanisms. The over-
all amount of light that is scattered into the output fibers of the switch is extremely
low (<1 pW) and does not affect classical communication channels that operate with
powers on the order of 1 mW. However, when a weak source such as SPDC is used, the
noise from inside the device is comparable to the signal of interest in our measurement
scheme. A comparison of interferograms before background correction in the classical
and quantum cases is shown in Fig. 2·24. This problem is naturally eliminated in
the quantum interferometer due to correlated detection, highlighting the fact that
only correlated photons from the SPDC process contribute in coincidence despite the
relatively large amount of scattered light detected in singles from the switch. Corre-
lated detection results in a much higher signal to noise ratio even in the presence of
ambient noise. Although this problem in the classical case could be solved by using a
stronger source, it has been proven quite difficult to make such broadband (>120 nm)
and uniform classical light source without sharp spectral features in this wavelength
range. This is why SPDC from chirped periodically poled crystals is a convenient
source of light for this application. It is not difficult to significantly broaden the
spectrum of SPDC beyond the current bandwidth of 125 nm with this type of source
by simply increasing the amount of chirping in the crystal which will be discussed in
detail.
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Figure 2·23: The analogous measurements to those shown in Fig. 2·21
with the classical interferometer of Fig. 2·22. The known calibration
birefringent sample revealed a PMD of ∆τ = 8.50± 1.31 fs (a,b). The
measurement of the WSS, obscured by weak scattering (<1 pW) from
an internal light source entering the output fibers, revealed a PMD of
∆τ = 14.83 ± 7.73 fs displayed in (c,d) with background correction.
The goodness of fit parameters for (c) and (d) are R(2) = 0.989 and
R(2) = 0.930 respectively for the fitting function described in Section 3.
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Figure 2·24: Comparison of quantum (a) and classical (b) interfero-
grams through the WSS before background correction. It is clear that
quantum interferometry has an extra benefit of correlated detection
that provides a measurement immune to reasonable levels of uncorre-
lated noise in the system.
In the case of classical interferometry, filtering will not have the same shifting effect
as in the quantum case. Classical interference is between two polarization modes
with the same original spectrum that always achieve maximum indistinguishability
when there is zero delay between polarization components. In the case of quantum
interference, a filter can modify the distinguishable spectra of each polarization such
that the temporal delay that creates the highest degree of indistinguishability can
depend on the specific sub-selection of the spectra by the filter.
In summary, quantum interferometry appears to enjoy greater fringe stability
due to coincidence detection where the interference is essentially observed in the
coincidence circuit. Classical interferometry relies on the spatial overlap of electric
fields which can be quite sensitive to environmental perturbations even in the most
stable single path configuration described in this work. In addition, the nature of
coincidence detection with a correlated source is more immune to noise from internal
sources in telecommunication devices. Finally, a convenient and controllable source
of broadband quantum states of light that can conceivably exceed 200 nm can be
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found from linearly chirped periodically poled crystals. These structures have the
potential to considerably outperform current broadband sources due to the flexibility
of phase-matching engineering.
2.5 Engineering the two-photon Wavefunction
It is clear that the optimal two-photon wavefunction is not found using a simple lin-
early chirped structure that broadens the type II SPDC spectrum. The non-uniform
spectral phase results in bumpy spectra. The same frequency components are created
at different locations in the crystal which acquire a position dependent phase and in-
terferes at the output. In addition, the spectral distinguishability due to location
dependent pair generation results in a degradation of interference visibility. Both of
these issues should be addressed.
The general approach is to deviate slightly from a purely linear variation of the
poling period. Several techniques will be used to smooth the spectrum and create
a single interference feature unlike the multitude of features demonstrated in the
experimental configuration previously described. One main approach is to use addi-
tional orders of polynomials with configurable coefficients to optimize the shape of
the wavefunction. In addition, the apodization of the poling profile to slowly turn on
and turn off the phase matching allows for a smoother spectrum. This is intuitively
clear if the one compares the Fourier transform of a square function to a Gaussian
function. The Fourier transform of a square function, a sinc function, has more side
modulation compared to the smoother Gaussian function.
To analyze the effects of certain types of profiling features such as even and odd
order polynomials, Gaussian functions, random functions, and apodization functions
it is useful to study each of them independently to identify an appropriate contri-
bution of each. The following plots analyze several types of chirping profiles and
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plot the spectrum, the poling profile, and the spectral accumulation. The spectral
accumulation indicates where in the crystal was a particular portion of the spectrum
generated. This is relevant to the non-uniform spectral phase that leads to reduced
interference invisibility. The plot of spectral accumulation plots the spectrum as a
function of crystal length. For example, the y-axis zero indicates the beginning of the
crystal, and the maximum y-axis value shows the spectrum at the end of the crystal.
2.5.1 Linear Chirp
An initial example of linear chirp similar to that used in the experimental demonstra-
tion is described graphically in Fig. 2·25. A 20% linear chirp produces a bandwidth
of approximately 125 nm. The spectral accumulation plot shows the location along
the length of the crystal corresponding to where each spectral component originated.
For example, the beginning of the crystal contains smaller periods which generate the
portion of the spectrum on the red side of the overall spectrum.






















































Figure 2·25: The spectrum, chirping profile, and spectral accumula-
tion of 20% linear chirp. The spectrum is broadened to approximately
125 nm.
The discrete nature of in the spectral accumulation plot is due to destructive and
71
constructive interference from spectral components that are born in different locations
in the crystal. To compare the effect of the chirping rate, the spectrum qualities for
5% linear chirp are displayed in Fig. 2·26.



























































Figure 2·26: The spectrum, chirping profile, and spectral accumula-
tion of 5% linear chirp. The spectrum is broadened to approximately
40 nm.
At the other extreme, the case of 50% chirping is simulated in Fig. 2·27. It is
clear that the amount of linear chirp defines the spectral bandwidth of the source.
However, additional manipulation is necessary in order to shape the spectrum to
achieve an optimal form for the interference pattern. Despite the “bumpy” nature of
the spectra from simple linear chirping, it will remain the main tool responsible for
broadening the SPDC spectrum.
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Figure 2·27: The spectrum, chirping profile, and spectral accumula-
tion of 50% linear chirp. The spectrum is broadened to approximately
300 nm.
The spectral bandwidth and visibility as a function of the crystal length for various
amounts of linear chirp are displayed in Fig. 2·28. As the length of the crystal
increases, the visibility goes down due to increased spectral distinguishability. For
zero chirp, the visibility remains constant at 100% regardless of the length of the
crystal and falls off very quickly for higher chirping rates. In addition, the spectral
bandwidth is greatly increased with higher chirp rates and remains constant as a
function of crystal length after a threshold around 2 mm. Since both parameters are
important for metrology (visibility and bandwidth), one must find an optimal tradeoff
point of the two parameters and the crystal length.
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Figure 2·28: The visibility and spectral bandwidth as a function of
crystal length for various amounts of linear chirping.
2.5.2 Even Order Chirping Polynomials
The linear chirp described in 2.5.1 is a simple first order odd polynomial. To analyze
the effects of higher order polynomials in the chirping profile, the even order polyno-
mial is first considered. Instead of the poling period increasing linearly as a function
of position in the crystal, we let it vary quadratically as in Fig. 2·29. This results
in the phase matching function repeating itself at two locations in the crystal. Since
identical spectra are located at different spatial locations, high visibility interference
features are present in the spectrum due to high overlap from identical phase match-
ing configurations. The quadratic polynomials are clearly not a valuable tool when
trying to smooth spectral profiles and will not be used for such tasks. However, a
combination of even order polynomials could have potential when engineering spec-
tra with multiple discrete spectral modes. Furthermore, it shows that repeating the
phase matching condition at multiple longitudinal components, such as a sinusoidal
function, could produce a frequency entangled frequency comb with applications in
spectroscopy.
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L = 10 mm
Figure 2·29: The spectrum, chirping profile, and spectral accumula-
tion of a quadratic chirp. Even order polynomials generate the same
phase matching conditions at two locations in the crystal which leads
to interference features with high visibility due to perfect overlap and
non-uniform relative phases.
2.5.3 Odd Order Chirping Polynomials
Unlike the even order chirping polynomials, the odd order polynomials are more
promising because they are an extension of the fundamental first order odd polynomial
already discussed, the linear function. Unlike the quadratic case, the phase matching
conditions are unique along the length of the crystal resulting in a minimum of spectral
overlap resulting in interference features in the spectrum. An example of a cubic
chirping profile is shown in Fig. 2·30.
The cubic chirping profile results in a more peaked spectrum due to the poling
pattern spending more time at p0, the degenerate phase matching period. The cu-
bic function flattens out near zj = L/2 leading to higher spectral density at the
degenerate wavelength. Although Fig. 2·30 shows a highly peaked spectrum with a
weak broadband background from the parts of the pattern that deviate away from
p0, it shows that a cubic term in the overall poling pattern reduces the flatness of the
linearly chirped spectrum.
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L = 10 mm
Figure 2·30: The spectrum, chirping profile, and spectral accumula-
tion of a cubic chirping profile. The spectrum is peaked around the
degenerate wavelength with a broadband background due to the devi-
ation from the degenerate poling period near the edges of the crystal.
The combination of linear and cubic chirp is shown in Fig. 2·31. The broadening
of the linear chirp is present as well as the peak from the cubic chirp. In other words,
the linear chirp is responsible for broadening the phase matching condition uniformly
over the length of the crystal and the cubic polynomial is responsible for focusing the
phase matching more around the degenerate wavelength to produce a more peaked
spectral amplitude.
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Figure 2·31: The spectrum, chirping profile, and spectral accumula-
tion of a combination of linear and cubic chirping profile. The spectrum
is peaked around the degenerate wavelength due to the cubic term in
addition to being uniformly broadened by the linear polynomial term.
2.5.4 Random Normal Chirping
An addition interesting chirping feature is the introduction of a random function. In
this case, we analyze the effect of using a sequence of sub crystals with random lengths
along the crystal under a normal distribution as shown in Fig. 2·32. The effect on the
spectrum is similar to an even order polynomial in that there is a nonzero probability
of having the same phase matching condition at two locations along the length of the
crystal. In addition, the relative phase between the two identical phase matching con-
ditions is random, producing a random sequence of discrete spectral modes. Although
not useful for designing two-photon wavefunctions for quantum interferometry, this
type of spectrum could be useful in other ares of quantum information.
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Random Lengths from Gaussian distribution
(mean=p0/2, STD=20%)
L= 10mm
Figure 2·32: The spectrum, chirping profile, and spectral accumula-
tion of a random normal chirping profile. The spectrum consists of an
array of randomly spaced discrete frequency modes resulting from the
random phase between multiple identical phase matching conditions
along the length of the crystal.
2.5.5 Apodization
The final building block towards effectively manipulating the two-photon wavefunc-
tion is the apodization of the poling profile. Apodization is simply the truncation
of one function by another. For example, one can apodize a sinusoidal function by
multiplying it by a square function resulting in a finite sample of the sinusoid. In this
case, we will apodize the odd order chirping polynomial with a smooth function that
tends towards positive and negative infinity near the edges of the crystal. This has
the effect of slowly turning on and off the phase matching function in order to move
further away from the square temporal profile of a normal phase matching function.
The type of apodization function used is the hyperbolic tangent of the form
A(z) =

tanh (z + L/2)− 1, z < L/2.
tanh (z − L/2) + 1, otherwise.
≈ tanh (z + L/2)+tanh (z − L/2) (2.18)
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The effect of this function on a linearly chirped crystal can be seen by comparing
the spectra and poling profiles of Fig. 2·33 and Fig. 2·34. The apodization function
of the type Eq. 2.18 is clearly a valuable tool in the reduction of the ripples of the
two-photon spectral amplitude. This will reduce the beating effects of the interference
patterns leading to isolated features that can be used to reliably evaluate small phase
shifts in quantum interferometry




































Figure 2·33: The poling profile and spectrum of a linearly chirped
crystal without apodization.
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Figure 2·34: The poling profile and spectrum of a linearly chirped
crystal with apodization. The amplitude of the spectral ripples are
significantly reduced from the apodization function.
2.5.6 Chirping Poling Period vs Poling Momentum Vector
The simulations presented in Secs. 2.5.1 to 2.5.4 considered the case of directly
manipulating the crystal sub lengths (poling period) with various functions. Although
this approach resulted in the desired effects, such as broadening due to linear chirp,
peaking due to cubic chirp, and discreteness due to quadratic chirp, it should be
noted that chirping the crystal momentum vector has more desirable outcomes when
considering the resulting two-photon interference pattern. For example, Fig. 2·35
plots the spectra of the linear chirp of the poling period along with the calculated
interference pattern from such a structure. Conversely, Fig. 2·36 plots the spectra and
interference pattern from a crystal with linearly varying crystal momentum vector.
The latter produces a much more symmetric spectrum for both polarizations resulting
in an interference pattern with superior visibility and symmetry. The overlap of signal
































































Figure 2·35: The poling profile, spectra, and interference pattern of
a crystal with linear chirped poling period. The spectral bandwidth is































































Figure 2·36: The poling profile, spectra, and interference pattern of
a crystal with linearly chirped momentum vector. The spectral band-
width is 120 nm, temporal width is 60 fs, and the visibility is 97.5%.
81
2.5.7 Inverse Crystal Design
To find the optimal spectral function that leads to the most desirable interference
pattern, one approach is to start at the interference pattern of choice and to calculate
the necessary poling pattern to achieve that goal. This is the inverse solution to the
one that is normal used, which is to start tuning the parameters that describes the
phase matching condition and to see what interference pattern results. However, the
inverse problem is difficult since the number of parameters is large and one often gets
caught in a local minimum and does not find the truly optimal set of parameters.
Global optimization techniques such as simulated annealing can be used to better
estimate the desired parameters.
The function to describe the poling pattern that includes linear and cubic chirp





(z − L/2) + 2∆c
L3




) + 2, z < L/2
− tanh ( β
L
(z − L− γ), otherwise
(2.19)
where the set of free parameters Ω = {∆L,∆c, α, β, γ} correspond to linear chirp,
cubic chirp, apodization strength near z=0, apodization strength near z=L, and on-
set of apodization near z=L respectively. The fixed parameters are p0 which is the
degenerate poling period and the length of the crystal.
To find the optimal function, a target interference pattern must be identified. The
two main parameters of interest besides the functional shape, which we will assume
to be Gaussian for simplicity, are the temporal width and the visibility. In the ideal
case, the temporal width will be as small as possible approaching a single cycle and
visibility will be a perfect 100%. Regardless, the target interference pattern without
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which is a simple Gaussian envelope with 100% visibility and temporal standard
deviation of ∆τ. The interference pattern that will result from the set of parameters
Ω that we will try to manipulate as close to Eq. 2.20 is of the form
R(τ ; Ω) = R0−
∫
dωχ˜(2)(ω, ωp − ω; Ω)χ˜(2)∗(ωp − ω, ω; Ω)[ei∆n(ω)ωτ + ei∆n(ωp−ω)(ωp−ω)τ ]
(2.21)
where ∆n(ω) is the birefringence inside the delay line of the interferometer and χ˜(2)
is the spectral amplitude defined by the poling profile LΩ written as






To begin the inverse problem, an initial guess of Ω0 is made and the resulting
poling profile, spectrum and interference pattern are calculated:
Ω0 → LΩ0(z)→ χ˜(2)(Ω0)→ R(τ ; Ω0) (2.23)
The envelope of the resulting interference pattern RE(τ ; Ω0), can be found using the
amplitude of the Hilbert transform which is an effective low pass filter and removes
the high frequency modulation inside of the envelope
RE(τ ; Ω0) = |H[R(τ ; Ω0)]| (2.24)
Now that the envelope of the interference pattern defined by the initial parameter
guess Ω0 is available, we must minimize the difference between it and the target
function RT (τ). This can be done using several algorithms including the Gauss-
Newton algorithm which calculates the Jacobian matrix of the error function rj =
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RT (τj)−RE(τj; Ω) given by
J =

∂r1/∂Ω1|Ω0 · · ∂r1/∂Ω5|Ω0
· · · ·
· · · ·
∂rN/∂Ω1|Ω0 · · ∂rN/∂Ω5|Ω0

which gives us a measure of how sensitive the error is to the change in each of the




which is used to repeat the entire process until the residual rj is minimized to a
suitable level. A result of this procedure is shown in Fig. 2·37 where an initial set of
parameters was chosen and then optimized to find a final function close to Gaussian
with a reasonable high visibility. The parameters of the 10 mm long PPKTP crystal
includes a spectral bandwidth of 130 nm, a temporal width of 45 fs with a visibility of
86% and a single interference feature which is far superior to the interference patterns
experimental observed in previous works.
The poling function consists of a linear and cubic polynomial term along with
strong apodization near the edges of the crystal. The interference pattern consists of
a sharp interference pattern with approximately 9 fringes within the FWHM of the




































































Figure 2·37: The poling profile, spectra, and interference pattern of
a crystal with linearly chirped momentum vector. The spectral band-
width is 120 nm, temporal width is 60 fs, and the visibility is 97.5%.
2.6 Theoretical Evaluation of Resolution Limits
To understand the limits of quantum interferometry, it is important to quantify how
well the phase can be estimated. This is a common problem in the field of estima-
tion and many of the existing tools are applicable. The most common and intuitive
quantifier on the achievable uncertainty of a parameter estimated from a probability
distribution is given by the Cramer-Rao Lower Bound (CRLB) (Rao, 1952). This
metric defines a lower theoretical limit of the parameter uncertainty under the as-
sumptions of a particular experimental configuration. The CRLB indicates how well
an unknown (random or deterministic) parameter can be estimated from an observed
probability distribution that is at least partially defined by the parameter in ques-
tion. It is inversely proportional to the Fisher information which defines the maxi-
mum amount of available information about a parameter given the observation of a
parameter-dependent probability distribution.
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2.6.1 Cramer Rao Lower Bound
The backbone of such an evaluation is the determination of a suitable likelihood
function. This is specific to the type of measurement approach one chooses in addition
to the expected model function of the signal. If we consider a model function R(τ ; ~θ)
where R represents a function at a specific value of an independent parameter τ , and
~θ is a vector of parameters that defines the particular form of R. A suitable likelihood








where σ2 is the variance of the noise which can include zero mean Gaussian noise as
well as intensity dependent shot noise, and Dk is the measured value of the distri-
bution at τk. This product represents the joint probability of measuring a particular
distribution of data points corresponding to an arbitrary set of independent variable
positions {τk}.
The Fisher information matrix is defined as
Fij = −〈 ∂
2
∂θi∂θj
log p(τ ; ~θ)〉 (2.27)
where 〈·〉 is the expectation value with respect to p(τ ; ~θ). The CRLB corresponding
to parameter θi is defined as
CRLB = σ2θi ≥ (F−1)ii (2.28)
For uncoupled parameters, (F−1)ii = 1/Fii; however, when the model includes coupled
parameters, non-zero non-diagonal elements of F complicate the calculation of F−1.
A point to be made about the CRLB is that it is a bound on an unbiased estimator
that is used to estimate the value of the parameter. An estimator is simply the
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protocol or set of rules that takes the measured random variable and maps it onto an
estimate of the unknown parameter. An unbiased estimator is one that will indeed
reveal the correct value of the parameter. In other words, if we define the estimator
for the vector of unknown parameters given an observed set of data D as θˆ(D), then
an unbiased estimator is one that obeys 〈θˆ(D)〉 = ~θ.
In most cases, the estimation procedure that most closely approaches the CRLB
is the standard technique of Maximum Likelihood Estimation (MLE) (Rao, 1955).
In fact, this approach reaches the CRLB as the number of samples tends to infinity.
The MLE approach finds the vector of parameters ~θML that maximizes the likelihood
function. Several approaches can be used including analytical differentiation of the
model function if possible or numerical algorithms such as Newton’s method or a
global approach such as simulated annealing or the genetic algorithm.
2.6.2 Classical Interferometry
Classical interference sensing is a common technique for a variety of applications
including biological imaging, polarization mode dispersion evaluation, and ranging
(Nolte, 2011). The common theme regardless of the specific configuration is the
comparison of phase between a reference path and a sample (object) pass. The
limitations of classical interference imaging are generally determined by the coherence
properties of the source, the stability of the interferometer, and interference features
from surfaces other than the plane of interest.
Regardless of the type of interferometer used, the classical interference pattern can






−iωτe−ikO(ω)L + ηRS(ω))dω|2 (2.29)
where S(ω) is the spectral intensity of the source, τ is the controllable delay between
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the two arms, kO(ω) is the frequency dependent propagation vector of the sample, L is
the length of the sample, and ηR and ηO are the transmission probability amplitudes
for the reference and object arms respectively.
As a concrete example, we will assume the spectral intensity of our source follows
the Gaussian distribution with a standard deviation of σω centered at frequency ω0. In
general, we will assume the frequency dependent propagation vector can be expanded
to the first order in frequency
kO(ω) = k0(ω0) +
∂k
∂ω
|ω0 (ω − ω0) , k0 + k1(ω − ω0). (2.30)
The interference pattern with a dispersive medium of length L in one arm has the
form
I(τ) = η2R + η
2
O + 2ηRηOe
−2(τ−k1L)2σ2ω cos (ω0τ − k0L). (2.31)
It can be seen in Eq. 2.31 that the zeroth order dispersion of the sample introduces a
phase shift of the carrier fringes inside the envelope, the first order dispersion shifts
the entire envelope, and the temporal width of the envelope is inversely proportional
to the spectral bandwidth σω. In addition, the visibility depends on path dependent




O). In the limit of a monochromatic source, we




I(τ) = η2R + η
2
O + 2ηRηO cos (ω0τ − k0L). (2.32)
2.6.3 Quantum Interferometry with Dispersion Cancellation
Dispersion cancellation has been a concept in quantum interferometry for many years
and has been experimentally demonstrated in several publications (Abouraddy et al.,
2002),(Steinberg et al., 1992). However, the described effect has exclusively focused
on the cancellation of the second order dispersion resulting in the preservation of
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the width of the two-photon wavepacket. Although this is a useful effect for very
broadband sources or extremely dispersive media, perhaps a more useful effect that
has not been utilized is the cancellation of the zeroth order of dispersion. Since the
proposed configuration yields an interference pattern that exhibits both phase and
group velocity effects, one can utilize the zeroth order dispersion cancellation as an
absolute reference of the zero sample configuration.
The type of apparatus of interest is shown in Fig. 2·16. However, to benefit from
even order dispersion cancellation only occur when the sample is placed before the
beam splitter such that both photons interact with the sample.
The normalized coincidence rate as a function of the interferometric delay τ can
be written as
C(τ) = ηHηV (1 + cos (ω0τ)e
−2(τ−∆(k1L))2σ2w) (2.33)
where ∆(k1L) = k1VL1V − k1HL1H is the differential first order dispersion length.
The oscillating phase inside the envelope does not have a sample-dependent term and
can act as an absolute reference. In addition, the overall constant factor ηHηV is the
product of transmission amplitudes for each polarization mode. It is clear that this
overall factor does not affect the quality of the interference pattern outside of the
overall magnitude of the function.
An example of this is shown in Fig. 2·38 where we compare two cases. The top
figure displaces a sample induced phase shift with zeroth order dispersion cancellation
and the bottom figure displays a sample induced phase shift without zeroth order
dispersion cancellation. It is clear that the phase of the shifted interference pattern
without dispersion cancellation no longer aligns with the constant background phase
in the background.
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Figure 2·38: Dispersion cancellation. The top figure demonstrates
a sample induced alteration of the wavepacket. Only the location of
the envelope center is shifted and the internal phase remains constant
relative to the initial evaluation with no sample. The bottom demon-
strates the wavepacket envelope shift as well as phase shift due to the
introduction of the sample.
Measurement Procedure with Dispersion Cancellation
The benefit from having a fixed background oscillating phase is depicted in a cartoon
example in Fig. 2·39. We can compare the estimation of our shifted wave packet to
the estimation of the distance a ball rolled using a ruler with a constant series of tick
marks. It is assumed that the initial position of the ball is known and we can position
the ruler such that a tick mark is aligned with the center of mass of the ball. This is
analogous to our initial condition with no sample in place. The peak of the oscillating
fringe inside the envelope is perfectly aligned with the peak of the Gaussian envelope.
The final position of the ball represents our shifted wave packet. If a dispersive
sample is used, the fringes inside the shifted envelope will have an unknown relation-
ship with the fringes inside the initial envelope. This would be identical to classical
white light interferometry. However, the constant reference phase allows us to use the
same ruler as depicted in Fig.2·39. Without dispersion cancellation, the tick marks
near the translated ball would have an unknown relationship to the tick marks near
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Figure 2·39: Analogy with standard ruler for measurement approach.
An evaluation of the distance between two balls with fixed ruler ticks is
similar to the evaluation of the distance between two wavepackets with
a fixed phase pattern in the background from zeroth order dispersion
cancellation.
the initial position.
The typical approach towards evaluating the group delay shift in white light inter-
ferometry is to calculate the Hilbert transform of the modulated signal to obtain the
isolated envelope function. The phase is considered to be a random variable especially
when measuring rough surfaces due to the 2pi ambiguity. Therefore, it is generally
not evaluated. However, the quantum interferometric technique allows one to use the
phase of the envelope as a constant reference, similar to the tick marks of a ruler.
The typical measurement protocol under the random phase assumption is to mea-
sure the Hilbert transform of the interferograms at each pixel and identify the max-
imum of that trace (Onodera et al., 2005). This indicates the relative height of the
image at the point with respect to surrounding points. If one wants to evaluate the
absolute value of a phase shift, the interference patterns must be compared with and
without the sample resulting in a total uncertainty proportional to the sum of uncer-
tainties from each measurement. In the quantum case, a particular protocol can be
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chosen to maximize the benefit gained from zeroth order dispersion cancellation.
Consider the following set of steps to find the absolute value of the dispersive
length from an arbitrarily large sample within the dynamic range of the scanning
mechanism. First, the full quantum interferogram is measured with no sample. The
location of the maximum point on the envelope is identified as τ1. Second, the in-
terferogram with the dispersive sample is obtained and the approximate location of
the envelope center via Hilbert transform is calculated, τ2. So far, this is identical to
the classical estimation of sample height using the Hilbert transform to find the two
envelope maxima. However, by using the expression
N = floor{ω(τ2 − τ1)/2pi} (2.34)
we can find the integer (rounded down) number of wavelengths between the reference
envelope and the shifted envelope. We can then evaluate the phase of the shifted
envelope φ2 and the total shift of the second envelope can be written as
τ ′2 = 2piN/ω + φ2/ω − τ1 (2.35)
where the total uncertainty of the absolute measurement is






Since we only require the number of wavelengths as a rounded value, we can say that
this variance goes to zero σ2N = 0 resulting in





Comparing this to the typical uncertainty of the total envelope shift in classical in-
terferometry σ2tot = σ
2
τ1
+σ2τ2 and noticing σ
2
φi
 σ2τi , one can easily see the advantage
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of the quantum protocol.
An even more powerful application of this technique is the ability to gain an
absolute measurement from a single measurement if it is known that the expected
phase shift is to be less than the optical period. This is common when measuring
extremely small structures such as nanophotonic circuit elements or microelectronic
chips. In this case, we can automatically say N = 0 and measure τ1 and φ1 and due
to the absence of the 2pi ambiguity, the shift can be immediately obtained as τtot =
τ1− φ1/ω since we know φ1/ω corresponds to the absolute zero sample configuration
without having to explicitly measure this case. This is quite different from the case
without dispersion cancellation since both the phase and group velocities are altered
by the sample. The zeroth order dispersion cancellation offers an absolute reference
point that is unchanged by the presence of a dispersive sample.
Effect of Dispersion Cancellation on Measurement Sensitivity
To quantitatively analyze how one can benefit from using polarization entangled fre-
quency anti-correlated two-photon states, we must evaluate the the CRLB for our
measurement procedure. Consider the model function
C(τk) = 1 + cos (ω0τk − φ0)e−2(τk−∆Lˆ−τ0)2σ2w (2.38)
where we defined a first order dispersion length Lˆ = k1L, assume a lossless sample,
and define initial group and phase constants τ0 and φ0.
The relevant log-likelihood function can be written as









where D(τk) and C(τk) are the measured and modeled coincidence rates at delay τk
respectively and σk is the potentially intensity-dependent noise.
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If we assume the measurement is subject to both zero-mean Gaussian and shot
noise, then σ2k = σ
2 + C(τk) since shot noise has a variance equal to the mean.
To reduce the computational complexity and to find an analytical expression, we
will temporarily assume the noise is dominated by intensity independent zero-mean
Gaussian noise σ2k = σ
2. This results in a simpler expression
















where we used the fact that 〈(D(τk)−C(τk))〉 = 0. The evaluation of the initial wave
packet only consists of finding the center of the envelope since the fringe position
and envelope position should coincide. In classical white light interferometry, the
Hilbert transform of the function is generally evaluated to take out the effect of the
fringes. In principe, the MLE will be simpler in this case, so we can perform the same
calculation.
The Hilbert transform is defined as















where F and F−1 correspond to the Fourier and inverse Fourier transforms respec-
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tively.
The goal is to evaluate the initial position of the envelope (τ0). In this case, there
is only one free parameter which greatly simplifies the calculation of the CRLB since
the Fisher information matrix only has one element. If the spectral bandwidth is well








2σ2w(τk − τ0)2. (2.44)
If we can assume that a sufficient number of points are taken such that the complete








(a) CRLB for the center of wavepacket versus
spectral bandwidth at several sampling frequen-
cies.
(b) CRLB for the center of wavepacket versus
spectral bandwidth at several Gaussian noise stan-
dard deviations.
Figure 2·40: CRLB for first order dispersion estimation.
where ∆τ is the delay line step size. To see the dependence of the CRLB of τ0, we
can plot
√
1/Fτ0 as a function of the spectral bandwidth. Fig. 2·40a displays the lower
limit of measurement uncertainty as a function of bandwidth with central wavelength
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of λ = 1550 nm for three temporal samplings of ∆τ = λ/100c, ∆τ = λ/50c, and
∆τ = λ/10c. Gaussian noise is assumed with a standard deviation of 1% (σ2 = 10−4)
and M = 50000. This number of samples corresponds to sampling 500 periods with
100 points per period.
As an example, the uncertainty in evaluating the center of a wave packet with a
central wavelength of 1550 nm, spectral bandwidth of 200 nm, Gaussian noise with
standard deviation of 1%, 5000 sampling points, and sampling step size of λ/50c, we
find στ0 = 15.3 attoseconds which corresponds to uncertainty in free space of σz0 = 4.6
nm.
This value corresponds to the στ1 in Eq. 2.37. To evaluate the absolute value of the
wave packet shift, we must evaluate the uncertainty in phase estimation. Therefore,
we must estimate the phase of the function with sample-induced shift of Eq. 2.38
before the Hilbert transform. The Fisher information element for the phase while








The CRLB corresponding to the temporal uncertainty in the phase estimation for
various parameters as a function of spectral bandwidth is graphically depicted in Fig.
2·41a and 2·41b.
As an example, the uncertainty in evaluating the phase of a wave packet with
central wavelength 1550 nm, spectral bandwidth of 200 nm, Gaussian noise with
standard deviation of 1%, 5000 sampling points, and sampling step size of λ/50c,
we find στ0 = 0.63 attoseconds which corresponds to uncertainty in free space of
σz0 = 0.19 nm. This value corresponds to the σφ2 in Eq. 2.37.
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(a) CRLB for the phase of wavepacket versus
spectral bandwidth at several sampling frequen-
cies.
(b) CRLB for the phase of wavepacket versus
spectral bandwidth at several Gaussian noise stan-
dard deviations.
Figure 2·41: CRLB for zeroth order dispersion estimation.
2.7 Experimental Observation of Zeroth Order Dispersion
Cancellation
As an initial proof of concept, the cancellation of zeroth order dispersion in a quantum
interferometer was observed in a similar apparatus as Fig. 2·16 with the test cali-
bration sample of BBO described in 2.3.2. A comparison of the interference pattern
obtained with the sample before and after the beam splitter is shown in Fig. 2·42.
The red and blue interference patterns correspond to without and with the sample
respectively. When the sample is placed after the beam splitter (right), only one
photon experiences the dispersive material and dispersion cancellation is not observed.
This is apparent because the fringes of the red and blue patterns do not overlap.
On the other hand, when the sample is placed before the beam splitter (left), both
photons traverse the dispersive material and dispersion cancellation is evident. The
zeroth order (phase) of both patterns overlap. However, it is clear from the height of
the fringes that the envelope has shifted to the right.
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Sample After Beam Splitter






























Figure 2·42: Experimental demonstration of zeroth order dispersion
cancellation. With the sample after the beam splitter, both the center
of the envelope and the internal oscillations are shifted. With the same
sample before the beams splitter, the phase remains constant while the
center of the envelope is altered.
2.8 Quantum Interferometry for Phase Imaging
The application of the measurement described in this chapter is a promising approach
for improving the axial resolution of phase imaging techniques. Several configurations
are possible for interpreting the differential delay between two polarization modes to
uncover spatial information of an arbitrary object. The phase difference between two
optical modes arises from a differential dispersion length which includes the actual
dispersion relation of the sample in addition to the physical propagation length. For
example, the difference in dispersion between two modes is written as
∆k(ω) = k1(ω)L1 − k2(ω)L2 (2.47)
where the relative phase shift can come from either a difference in dispersion as is
the case for the evaluation of typical telecommunications devices where the path is
common to both modes; however, an interesting case can be considered in reflective
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imaging or transmission imaging in an isotropic medium where the effect of the rel-
ative phase shift can be assumed to be purely a function of the geometric difference
between path lengths in a dispersionless medium.
Such a configuration is displayed in Fig. 2·43. An incident two-photon product
















Figure 2·43: Schematic of a quantum polarization interferometric
microscope.
state with a joint spectrum Φ(ω,−ω) in a single mode fiber from a photon pair source
such as a χ(2) nonlinear crystal is launched into a non-polarizing beam splitter. The
two polarization modes are separated into two momentum vectors with a Rochon
prism and focused onto a sample with a microscope objective to two laterally displaced
points with a separation defined by the Rochon prism separation angle. Different
sample heights at separate lateral positions impart a differential phase shift on the
polarization modes. The light is reflected off the surface and similarly off the non-
polarizing beam splitter. A second beam splitter with crossed polarizers in each arm
and a birefringent delay line in one arm followed by single photon detectors post select
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a polarization entangled state identical to previously discussed schemes.
To analyze the configuration with reflective samples, we can consider the isotropic
and dispersion-free case such that kH(ω) = kV (ω) leading to the difference in optical
path length ∆d = k0(ω0)∆L where ∆L is the height difference experienced by each
polarization mode due to the lateral displacement introduced by the Rochon prism,
and k0 is the free space frequency-dependent wave number. The sample is scanned
through the beam which yields a differential phase at each point in either the x or y
direction depending on the orientation of the Rochon prism (horizontal displacement
or vertical displacement). The location of the interference position indicates the
height difference between to adjacent points in the sample plane.
The coincidence rate with dispersion cancellation at position (x,y) where the hori-
zontal and vertical modes are laterally displaced by δx equal to the width of the point
spread function in the sample plane is written as
CDC(τk, x, y) = 1 + cos (ω0τk + L(x, y)ω/c)e
−2(τk−L(x,y)/c)2σ2w . (2.48)
The coincidence rate at each point (x,y) in the sample reveals the gradient at that
location similar to the differential interference contrast (DIC) microscope. For exam-
ple, consider a simple sample of the type in Fig. 2·44. At point P1, the location of
the interference pattern indicates the gradient of the sample at (x1,y1) which provides
the differential phase shift between the H and V modes, and similarly for P2.
In classical white light interference microscopy, the interference patterns of adja-
cent points are compared by the location of the envelope minimum. The phase is
generally considered to be a random variable especially for rough surfaces. In the
quantum case with dispersion cancellation, the zeroth order fringes with the stability










Figure 2·44: Depiction of the differential phase accumulation in a
quantum polarization interference microscope similar to the common
differential interference contrast microscope.
Without the presence of dispersion cancellation, both the phase and the envelope
are shifted due to a gradient in the sample between the focused positions of the
horizontal and vertical modes. This is depicted in Fig. 2·44 and can be written as
CNDC(τk, x, y) = 1 + cos (ω0τk)e
−2(τk−L(x,y)/c)2σ2w . (2.49)
For example, measurements at P1 and P2 will yield interference patterns depicted
in Fig. 2·45 where the center of the envelope always coincides with the fringe min-
imum since the zeroth and first order dispersion are identical for a dispersion-free
medium. The temporal difference between the two measurements ∆τ indicates a
height difference
δL = L2 − L1 = c∆τ (2.50)
between P1 and P2. This is the only information that can be extracted.
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Figure 2·45: Measurements at P1 and P2 without dispersion cancel-
lation yielding a differential height measurement L1-L2.
If dispersion cancellation is introduced, the fringe location can act as an absolute
reference frame in order to obtain an absolute height difference in a single measure-
ment for structures smaller than λ/4, which is a reasonable assumption for many
applications. The patterns depicted in Fig. 2·46 show shifted envelopes with a con-
stant fringe pattern for both P1 and P2. This allows the absolute height of P1 and P2
to be evaluated irrespective of each other and relative to an absolute reference frame,
leading to the direct measurement of L1 and L2. The technique no longer yields the
gradient of slopes but rather the absolute value of the slope where the horizontal and
vertical modes are focused. The presence of an absolute reference frame that allows
the absolute gradient to be extracted in a single measurement increases the lateral
resolution in addition to the temporal resolution as described in Sec. 2.6.3. One
no longer needs to measure two lateral points to extract a gradient due to the ad-
ditional information in the quantum interference pattern from even order dispersion
cancellation.
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Figure 2·46: Measurements at P1 and P2 with dispersion cancellation
yielding an absolute height measurement with a single point yielding
L1 and L2 rather than L1-L2.
Chapter 3
Correlated Orbital Angular Momentum
(OAM) Sensing
3.1 Motivation
Image identification plays an important role in many areas of science and technol-
ogy including biology, security, and quality assurance (Yin and Ding, 2009),(Gavrila,
1999). The combination of quantum optics and the use of correlated optical states
with high dimensional optical modes offers a unique opportunity to increase the in-
formation capacity per unit of energy in comparison with traditional techniques. The
most common approach is to directly image the optical plane and to use image process-
ing algorithms to identify certain properties of elements in the field. This is arguably
the most general and flexible approach; however, there are many drawbacks. A major
drawback is the requirement of high intensity optical fields to probe the objects in the
image plane. This requirement is present due to the fact that an entire image plane
(camera) must be populated with millions of photons in order to reliably reconstruct
or learn something about the shape of the object of interest.
Quantum states, in particular two-photon correlated orbital angular momentum
states, allow a single photon or a photon pair to sample an entire object plane and give
two dimensional information about the object with a single detection event. Although
this is not inherently a quantum property, as it can be achieved with classical orbital
angular momentum states, the use of correlated orbital angular momentum states
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lead to extra benefits that will be described in this chapter.
3.2 Correlated Orbital Angular Momentum States
Orbital angular momentum states are defined as a set of solutions to the paraxial
Helmholtz equation in cylindrical coordinates known as the Laguerre-Gauss modes







where Cp is a normalization constant, Lα(x) is the generalized Laguerre polynomial or
order α, w0 is the beam waist defined in a particular plane of observation, and the set
of indices {l, p} defines an infinite set of two-dimensional solutions with l = {−∞,∞}
and p = {0,∞}. An example of the amplitude mode shape for different azimuthal
index values (l) is shown in Fig. 3·1 where we set radial index p = 0 as this is the main
assumption of much of this work. Fig. 3·2 shows the phase of the Laguerre Gauss
modes. Since the azimuthal index corresponds to a two-dimensional spatial mode,
measurement of the OAM spectrum of a field yields two-dimensional information of
the data since the single index corresponds to an azimuthal variation of phase as well
as a radial dependence in the size of the intensity ring as illustrated in Figs. 3·1 and
3·2.
Figure 3·2: Phase of Laguerre Gauss beams with increasing azimuthal
index. As the index increases, the number of 2pi phase ramps revolu-
tions increase.
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Figure 3·1: Intensity of Laguerre Gauss beams with increasing az-
imuthal index. As the index increases, the radius of the rings increases.
Although it is not shown here, as the radial index increases, the number
of rings increases.
Since we are only interested in the azimuthal index and potentially the radial
index for completeness, we can cast Eq. 3.1 in a simpler form of |ψ〉 = |l, p〉 with
〈r, φ|l, p〉 = ELG(r, φ, z = 0). (3.2)
Due to the requirement of phase continuity up to a factor of 2pi, the azimuthal indices
are inherently quantized which leads to a very convenient infinitely large eigenspace
which can be used as a bases for describing superpositions of optical modes. Since the
discrimination of radial modes is not attainable by current experimental techniques,
only the case of p=0 is generally considered.
The existence of correlated OAM modes has been shown in multiple reports using
SPDC (Mair et al., 2001),(Dada et al., 2011),(Osorio et al., 2008),(Uribe-Patarroyo
et al., 2013). The conservation of OAM is a crucial element for creating two-photon
entangled states and is present in the nearly collinear regime of SPDC. In the case
of a Gaussian pump beam (lp = 0), the two-photon state emitted from the SPDC
crystal can be expressed as a superposition of OAM modes under the restriction of
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Cl|l〉| − l〉. (3.3)
where Cl is the spectral coefficient defined by the phase matching condition as well
as the details of the detection apparatus and beam sizes. If the detection apparatus
is not taken into account, Cl is considered to be the natural OAM spectrum of SPDC
defined only by the relative sizes of the pump, signal, and idler beams. However, it is
difficult to separate the detection apparatus from the natural spectrum since the size
of the signal and idler beams is inherently defined by the detection apparatus. For
example, if an optical fiber is used. the projection of the fiber core onto the crystal
plane defines the size of the signal and idler beams.
The infinitely large bipartite state takes the best features from two degrees of
freedom already discussed, polarization and frequency. Polarization is limited to a
single qubit. A photon can either be horizontal or vertical and everything in between
can be expressed as a superposition of the two. Frequency offers a theoretically infinite
space for entanglement; however, it is a continuous spectrum and special care must
be taken to introduce “discreteness” into the variable space. OAM consists of an
infinitely large and simultaneously discrete basis set that is useful for describing high
dimensional two-photon states allowing a single photon pair to live in a superposition
of multiple entangled states at one time.
3.3 OAM Detection
3.3.1 Single Mode Fiber Projection
The most common approach for detecting the OAM spectrum in an arbitrary optical
mode, is the use of a spatial light modulator (SLM) and a single mode fiber. This
approach exploits the fact that only a Gaussian mode is supported by a single mode
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fiber. In other words, if one projects a field with an arbitrary OAM decomposition
onto the plane of a single mode fiber, the coupled intensity is proportional to the




Cl|l〉 = C0. (3.4)
Therefore, the combined use of a spatial light modulator, which can be used to add
or subtract units of OAM to an optical field by applying an operator
Sˆl = e
ilφ → Sˆl|l〉 = |l + 1〉, (3.5)
the OAM spectrum can be evaluated sequentially by applying Sˆl and shifting each
value l 6= 0→ l = 0 and evaluating |Cl|2 → |C0|2 leading to
|Cl|2 = |〈l|ψ〉|2 = |〈0|Sˆ†l |ψ〉|2. (3.6)
This assumes the ideal case that one can find a pattern to display on the SLM that
simply adds or subtracts a unit of azimuthal phase and does not otherwise distort
the optical field. A typical approach is to use a “fork” hologram displayed in Fig.
3·3 and to take the first diffraction order which contains an additional unit of OAM
relative to the zeroth diffraction order.
Figure 3·3: Hologram to produce an beam with +1 OAM in the first
diffraction order relative to the input beam.
To measure a correlated OAM state, two pairs of holograms and single mode fibers
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are used to scan through all possible probability amplitudes for the two-photon state





where Cl1l2 is the joint OAM spectral amplitude. In the simple case used in most




Cl|l〉| − l〉 (3.8)
The sequential scanning of all values of l1 and l2 by a reconfigurable hologram using
an SLM is the most common technique of evaluating the degree of OAM correlation
between to modes. However. this sequential approach is not ideal for most applica-
tions since it is quite inefficient. The goal of detecting the entire OAM spectrum in
parallel is a major challenge that would could lead to several promising applications
using the OAM degree of freedom.
3.3.2 OAM Sorter
An OAM sorter is a device that performs a parallel evaluation of the entire OAM
spectrum of an arbitrary beam. In contrast to the single-mode fiber projection coupled
to phase modulation using an SLM described in 3.3.1, the measurement can be made
using N detectors at time t rather than by a single detector at sequential times.
This device was developed by (Berkhout et al., 2010) and studied heavily in several
reports (OSullivan et al., 2012),(Malik et al., 2012). The use of proposed OAM sorter
for quantum correlated measurements has yet to be realized due to the complexity
of the two dimensional spatial distribution of the OAM modes. Since the spatial
distribution is defined by the phase matching condition of the nonlinear interaction
rather than simply the shape of the pump, the down converted fields are not close to
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a simple Laguerre-Gauss decomposition with several azimuthal modes and a single
radial mode. In reality, the down converted spectrum has a broad azimuthal and
radial spectrum regardless of the particular beam waist chosen.
The sorter as described in (Berkhout et al., 2010) consists of a series of refractive
elements that transforms the azimuthal phase distribution into an transverse phase
distribution that can be easily decomposed using a simple Fourier transform. The
configuration is depicted in Fig. 3·4. The field U1(x, y) that must be decomposed is











) + x]. (3.9)
This field is then Fourier transformed yielding a field at a second phase modulation
plane U2(x
′, y′) = FT{U1(x, y)eiφ1(x,y) where it is subject to a second custom phase
modulation
φ2(x
′, y′) = −2piab
λf1
e−x
′/a cos (y′/a) (3.10)
where a and b are constants and f1 is the first focal length of the Fourier transforming
lens. The second modulated field is then Fourier transformed and imaged yielding to
the final field distribution of
U3(x
′′, y′′) = FT{eiφ2(x′,y′)U2(x′, y′)}. (3.11)
Figure 3·4: Parallel OAM sorter as described in (Berkhout et al.,
2010) which consists of two custom refractive elements with appropriate
Fourier transforms to convert an azimuthal phase dependence to a one
dimensional transverse phase dependence.
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A simulation of the action of the OAM sorter on a variety of different types
of modes is displayed in Figs. 3·5, 3·6, and 3·7. The azimuthal index defines the
transverse (x) location of the field in the output plane. As the radial index grows,
the vertical distribution broadens in the output plane; however, this is not due to
the radial index itself but rather the radial position. For example, the output spot
corresponding to l = 1 will be shorter than the spot corresponding to l = 5 both
with p = 0 simply because the latter has a larger radial extent. It is clear that the
sorter struggles with high radial indices as well as higher azimuthal indices due to the
extended radial extent. This poses a significant problem with using such a device to
evaluation sources with complex Laguerre-Gauss spectra such as SPDC.
Figure 3·5: The three planes of the OAM sorter with an input field
as a superposition of azimuthal modes with p=0. The azimuthal index
defines the transverse position of the output plane.
Figure 3·6: The three planes of the OAM sorter with an input field
as a superposition of radial modes with l=0. The radial modes cause
the output plane to consist of vertically stretched points.
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Figure 3·7: The three planes of the OAM sorter with an input field
as a superposition of both azimuthal and radial modes.
The use of an OAM sorter of this type for simple SLM generated modes has been
used extensively with great success. One is able to distinguish between several OAM
modes with a high degree of fidelity in a parallel fashion. For example, Fig. 3·8 shows
an experimental demonstration of the OAM sorter using an SLM generated hologram
to create modes with p=0.
Figure 3·8: The output plane of OAM sorter with an input field as a
superposition of LG modes (0,2,3) = (red, green, blue). The image is
depicted with false coloring for clarity.
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3.3.3 Detection of Complex Distributions with an OAM Sorter
To investigate the response of the OAM sorter to more complex fields, consider the
generation of fields from arrays of gold nano particles arranged to produce complex
OAM spectra corresponding to the Fibonacci series in the far field of the source as de-
scribed in detail in (Trevino et al., 2011),(Lawrence et al., 2012),(Simon et al., 2013).
The measured near and far fields of the “Golden Angle” spiral scattering source are
shown in Fig. 3·9. As it can be seen in the intensity profile, the azimuthal modulation
of multiple periods per revolutions indicates very high degree of OAM consisting of a
symmetric positive and negative distribution. For example, a superposition of l = ±1
(Hermite-Gauss mode) yields a distribution with two lobes whereas a superposition
of l = ±21 yields intensity modulation of 42 lobes. It is clear from Fig. 3·9 that the
field is not a simple superposition of LG modes, despite containing well-defined OAM
values.
Fig. 3·10 displays the full output plane of the OAM sorter with an input of the
Fibonacci spiral. It is clear that the OAM values are no longer well defined and
there is a high degree of overlap. In addition, the irregular shapes create difficulty of
coupling such modes into fibers for single photon detection. The simulated intensity
distribution is compared to the experimentally measured distribution in Fig. 3·10
(left). In addition, the separation of OAM orders are indicated with white lines cor-
responding to the regions one must integrate to get the total probability of measuring
that particular order (right).
113
Figure 3·9: CCD images of the near (left) and the far (right) fields of
the Golden Angle scattering source with Fibonacci OAM spectrum in
the far field distribution.
Figure 3·10: Sorter output with an input of the Golden angle far field
distribution.
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3.4 Experimental Demonstration of Correlated OAM Sens-
ing
Correlated optical sensing uses various types of correlations between pairs of photons
or pairs of classical light beams to form an image or to detect specific object features.
This includes techniques such as ghost imaging and compressive ghost imaging. In
ghost imaging, correlated light is sent through two different paths, one of which con-
tains the target object and a bucket detector, and the other has a spatially resolving
detector but no object. Correlation between the outputs of each detector allows recon-
struction of an image or sensing of particular features of the object. In compressive
sensing, the illumination of the target object is modulated by a number of known
(usually random) spatially varying transmission masks and the output is collected by
a bucket detector. An estimation of the object or its features can be found by cor-
relating the intensity of the detected light with the mask profile. Compressive ghost
imaging uses the techniques of compressive sensing in a ghost imaging setup to attain
more efficient imaging, such as the recently proposed multiple-input ghost imaging
(Gong and Han, 2012), in which the bucket detector is replaced by a sparse-pixelated
detector. The importance of compressive sensing stems from the fact that successful
sensing of the object requires a number of measurements much smaller than the im-
age size (measured in number of pixels), which has important implications for more
efficient remote-sensing techniques.
The use of orbital angular momentum (OAM) states in classical and quantum
imaging techniques has been shown to provide additional effects that enhance the
sensitivity to particular features of an object. For example, it has been shown that
the use of OAM modes in phase imaging configurations increases edge contrast by
using a spiral phase distribution as a filter (Jack et al., 2009). In addition, digital
spiral imaging (Torner et al., 2005),(Molina-Terriza et al., 2007) has been proposed
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as a technique in which the OAM basis is used to illuminate the object and to analyze
the transmitted or reflected light. The two-dimensional spatial structure of the mode
along with the high dimension of the OAM basis set leads to the probing of two-
dimensional objects without obtaining a pixel by pixel reconstruction, analogous to
the approach of compressive sensing.
This high dimensionality combined with the use of correlated two-photon states
gives rise to an improved version of digital spiral imaging which exploits the full two-
dimensional OAM joint spectrum. This new method (Simon and Sergienko, 2012),
called correlated spiral imaging (CSI), is potentially suitable for OAM-based remote
sensing. The two-photon joint OAM spectrum provides object information concern-
ing spatial symmetries, yielding more efficient object recognition than conventional
imaging and sensing techniques. CSI can be viewed as similar to compressive sens-
ing, in the sense that sampling is performed in randomly chosen elements of a high-
dimensional OAM basis, so that if the object has a compact representation in this
basis, a small number of measurements will suffice to identify it. There have been
reports on another technique for object identification using two-photon states gener-
ated by spontaneous parametric down-conversion (SPDC). The latter method makes
use of the angular selectivity of a multiplexed volume hologram in order to identify
images from within a predefined set of non-overlapping objects that were previously
recorded onto the holographic medium (Broadbent et al., 2009),(Malik et al., 2010).
This chapter presents an experimental demonstration of a sparse sensing tech-
nique based on OAM states (Uribe-Patarroyo et al., 2013). It uses a simplified CSI
implementation that expands states generated by SPDC (Torres et al., 2003),(Ren
et al., 2004),(Leach et al., 2010) in terms of the OAM basis in order to identify ob-
jects without attempting image reconstruction, and without a priori knowledge of
the objects to be identified. Significant information from the object is available by
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measuring the joint OAM spectrum of two-photon states, giving rise to novel features
outside the main OAM-conserving diagonal (Mair et al., 2001), due to the interaction
with the object. In order to use this information for object identification, the rela-
tionship of the joint OAM spectrum to the azimuthal Fourier coefficients is derived.
In the field of remote sensing this capability enables efficient object identification
without the requirement of a full two-dimensional image. The present demonstration
also represents the first correlated OAM-based sensing experiment representative of
a practical remote-sensing setup, in which physical objects completely detached from
any optical component are used as targets for identification. All previous experiments
on correlated sensing using OAM states ((Jack et al., 2009) for example) have used
simulated objects drawn on an SLM. High sensitivity to the spatial properties of the
targets is obtained, due to the high amount of information per photon attainable by
the use of OAM states.
3.4.1 Theoretical Basis of OAM Sensing
As it is seen in Eq. 3.1, OAM states are concisely numerated by two indices |l, p〉
corresponding to the azimuthal and radial index respectively. Therefore, after mak-
ing several assumptions including a Gaussian pump beam ψp = |0, 0〉 and that our
detection apparatus is only sensitive to states of the form |l, 0〉 = |l〉, we can write the
correlated two-photon state as |ψ〉 =∑∞l=−∞Cl|l〉|−l〉. The overall goal of OAM sens-
ing is to compare the spectral coefficients before and after an object is introduced in
order to infer some specific properties of the object. This is depicted in Fig. 3·11 and
will be discussed further in this section. To analyze the effect of the object induced
modification of the OAM joint spectrum, one can describe the spatial properties of
the object in cylindrical coordinates A(r, φ). Interaction with an LG state with the
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Figure 3·11: Approach to correlated OAM sensing. An initial two-
photon OAM state from SPDC is created and split into two spatial
modes. The natural OAM spectrum from SPDC interacts with an
object described by the matrix elements Akl in one of the arms. The
OAM elements are measured using projective measurements and the
full joint OAM spectrum is evaluated through a correlated measurement
to infer azimuthal properties of the object matrix A.
Akl = 〈k|A|l〉. (3.12)





















where Rkl(φ) is an integration over the radial coordinates shown in Eq. 3.15. It can
be seen that the matrix element Akl is the (k − l)th azimuthal Fourier coefficient of









A superficial analysis of Eq. 3.15 reveals the fact thatRkl(φ) depends on the azimuthal
features of A(ρ, φ) including a weighted average of the radial position. The weight
function is the squared absolute value of the equivalent LG mode with an azimuthal
index of |l| + |k| + 1, which is an annular function with its minimum at a radius
w0
√|l|+ |k|/2 (Padgett and Allen, 1995).
After interaction with the sample, the two-photon state is transformed
∞∑
l=−∞







The resulting state is projected onto the LG modes defined by the two SLM located
in the image plane of the crystal |lo〉|lr〉 leading to the joint spectrum measured by
the coincidence circuit








P (lo, lr) = Alo,−lrC−lr . (3.18)
Eq. 3.18 includes information about the natural OAM spectrum from SPDC as well
as the modulating term due to the sample. One can isolate the terms that depend
only on the sample by dividing by the known natural spectrum Alo,lr = P (lo,−lr)/Clr
for Clr 6= 0. States with lr + lo 6= lp can have nonzero probability. When there is no
object present, these states are forbidden by OAM conservation; they represent the
interaction of the correlated OAM state from SPDC with the object. These new non-
conservation elements have a contribution to its total OAM content from the object
lo + lr − lp and carry direct information of the m-fold rotational symmetries of the
object at an |l0| + |lr| radius. For instance, considering a Gaussian pump (lp = 0),
the measured joint spectrum with an m-fold rotationally symmetric target will show
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strong components with total OAM content ±m, and higher harmonics with lower
amplitudes at nm, |n| > 1 with n an integer.
3.4.2 Correlated OAM Sensing Apparatus
The experimental setup schematic is shown in Fig. 3·12,(Uribe-Patarroyo et al.,
2013). A 1.5 mm-thick BBO crystal is pumped with a 30 mW diode laser at 405 nm
in type-I collinear SPDC configuration. To measure the OAM spectrum, an SLM is
used to display computer generated holograms. The holograms change the winding
number l of LG light, while two lenses and a single-mode fiber selectively couple modes
with l = 0. One condition for obtaining Akl without any post-processing is that the
crystal and SLM planes are imaged onto one another. In the current setup, which
is a representative demonstration of remote sensing, lens L2 images an object at a
fixed distance onto the plane of the SLM. In a general remote sensing application, L2
will be placed appropriately so that all targets will be at distances greater than the
hyperfocal length of L2. Therefore, all objects will be imaged in focus onto the SLM
plane. Figures 3·13(a) and 3·13(b) illustrate the measurement of the natural SPDC
OAM joint spectrum Cl. The sign of lr is flipped to compensate for the odd number
of mirrors in order to reflect the OAM conservation in SPDC. In the absence of an
object, only the main diagonal terms which match the total OAM content of the pump
appear, without any nondiagonal terms observed (Leach et al., 2010). Experimental
data represent the mean of four measurements, from which the standard deviation
is calculated and displayed as error bars. Figure 3·13(c) shows the histogram of the













Figure 3·12: Experimental apparatus for correlated OAM sensing.
Figure 3·13: (a) Histogram of the main diagonal and (b) complete
two-dimensional OAM joint spectrum for our configuration with no
object. (c) P (lo|lr = 0) cross section. The blue (vertical) box in the
joint spectrum denotes the section in (a) and the green (diagonal) box
denotes the section in (c).
121
To demonstrate the capability and high sensitivity of this new technique for object
recognition, the joint spectra using targets with different rotational symmetries are
analyzed. As seen in 3.18, an object can impart extra features in the joint spectrum
according to its azimuthal Fourier series at different radii. In particular, an object
with fourfold rotational symmetry will have strong signatures corresponding to a total
OAM content ±4. To fit the scale of our setup opaque strips 175 µm thick (0.29w0),
are placed in the object arm arranged with specific rotational symmetries. These
targets behave as transmission masks that block light, and the integration time is
adjusted in order to have a similar amount of counts with respect to the case of no
object. Test objects with well-defined dominant four- and sixfold symmetries shown
in Figs. 3·14(a) and 3·15(a) considerably modify the joint spectra [Figs. 3·14(b) and
3·15(b)] by adding extra diagonals with total OAM content of l = ±4 and l = ±6,
respectively. The two objects are clearly distinguished by the unique features of their
respective joint spectrum
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Figure 3·14: (a) Image of the four-fold symmetric target. (b) Exper-
imental joint OAM spectrum. (c) Histogram of the main diagonal. (d)
P (lo|lr = 0) cross section of the joint spectrum.
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Figure 3·15: (a) Image of the six-fold symmetric target. (b) Experi-
mental joint OAM spectrum. (c) Histogram of the main diagonal. (d)
P (lo|lr = 0) cross section of the joint spectrum.
More insight about the structure of each object is acquired by analyzing specific
nondiagonal cross sections such as the two in Figs. 3·14(d) and 3·15(d). Previous
works regarding the OAM joint spectrum of SPDC have considered only the main di-
agonal elements corresponding to the conservation of OAM with respect to the pump
[Figs. 3·14(c) and 3·15(c)]. In the current case, there is an interaction between the
OAM from SPDC and the spatial features of the object resulting in contributions
which require analysis of the complete two-dimensional joint spectrum. The nondi-
agonal cross section P (lo|lr = 0) shown in Fig. 3·14(d) indicates significant fourfold
symmetry as the dominant feature of the object. This feature can be uniquely at-
tributed to the object because it is outside the diagonal that corresponds to the
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conservation of OAM in SPDC. Fig. 3·15(d), showing the same nondiagonal cross
section for the sixfold symmetric object, exhibits richer features associated with the
higher complexity of the object. Specifically, apart from the dominant sixfold sym-
metric contribution, a threefold contribution is observed. At the center of the object
[Fig. 3·15(a)], the three stripes are displaced with respect to the center. This forms
a triangular shape in a small region with threefold rotational symmetry. This small
deviation from a strict sixfold symmetry is readily observed in the nondiagonal cross
section by the appearance of significant contributions at l = ±3. Although the cross
section P (lo|lr = 0) is a good indicator of the presence of different symmetries, it is
necessary to analyze the full two-dimensional OAM joint spectrum to extract the rel-
ative contribution of each symmetry component. For example, Fig. 3·15(d) indicates
a relative contribution of six- and threefold symmetries at a ratio of approximately
2:1. However, to judge the relative size of the areas within the object that exhibit
each symmetry, the total contribution of the entire diagonals should be considered.
In this case, the joint spectrum in Fig. 3·15(b) clearly shows that the region with
threefold symmetry is significantly smaller than the region with sixfold symmetry. As
a final note, it should be pointed out that rotating the object about the azimuthal
axis simply shifts the phase of the field by a constant, which will have no effect on the
correlation rate. Therefore, if an object is rotated, the method will correctly continue
to identify it as the same object.
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Figure 3·16: More complex objects without clear azimuthal symme-
tries will possess unique OAM spectra with critical information carried
in the off-diagonal elements.
A critical observation is that the the main diagonal terms contain information
about both the natural SPDC spectrum and the sample. However, since OAM is
strictly conserved in nearly collinear SPDC, the natural OAM spectrum is restricted
to the main diagonal. Therefore, the off-diagonal elements are solely due to the
object that introduces non-conserved OAM components. If one considered only the
off-diagonal elements such as the plot in Fig. 3·16(d) along with all other non-
diagonal cross-sections, a measure of information per photon pair can be extracted




p(lo, lr)log2p(lo, lr) (3.19)
where p(lo, lr) is the probability distribution of coincidence counts. If we restrict the
measure to the object-only coincidence measurements, then the information capacity
of Fig. 3·16 is 5.6 bits/photon pair when we normalize to the total number of non-
diagonal coincidence counts. If one compares this to the amount of information
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acquired by a single photon reaching a CCD camera after sampling an object in
a traditional imaging system, it is clear that many millions of photons would be
needed to gain significant information about the object resulting in an extremely
small amount of information per quantum state. In this case, the two-dimensional
nature of the state and projective measurement allows for a larger amount of spatial
information to be acquired in a single acquisition.
3.5 Challenges in High Dimensional OAM Applications
The opportunity to use high dimensional states for quantum and classical optics ap-
plications is one that should not be overlooked. The OAM degree of freedom is unique
in that it offers a theoretically infinite orthogonal basis for photons to live. This fact
allows a large amount of information to be carried by single photon as well as corre-
lated photon states. Common variables for coding information such as polarization
or phase generally live in either a finite dimensional space or do not necessarily form
a complete basis set. Although OAM states present the most desirable mathematical
qualities of a photonic degree of freedom, the practical limitations of using such states
overshadows the theoretical advantages. Current approaches for producing, propa-
gating, and detecting correlated OAM states have significant disadvantages that must
be addressed. The generation of states with SLMs or digital micromirror devices is an
extremely reliable and high quality approach despite speed limitations. In addition,
one can imagine producing high dimensional correlated classical states by transferring
correlation in one degree of freedom into the OAM degree of freedom. However, gen-
erating high dimensional entangled OAM states manually without using the natural
OAM spectrum from SPDC is a challenging technical problem.
In addition to generation and detection, perhaps the most limiting feature of OAM
states is propagation. OAM states are two-dimensional distributions of energy and is
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a so called external degree of freedom. In other words, the OAM of a photon is defined
by its spatial mode. If one could take a photon out of an OAM mode, the OAM of
the photon is a meaningless quantity. Polarization is an intrinsic property that does
not rely on any external mode or property of the photon. For this reason, reliable
propagation is limited to free space in controlled environments free of turbulence.
Some have attempted to design specialty fibers that support certain OAM modes,
but the stability and reliability are still far from that of other degrees of freedom
(Bozinovic et al., 2013). However, further investigation of such devices is important
for the advancement of practical OAM applications.
The detection of OAM states was discussed in 3.3.2. Two main approaches towards
detection including projection onto a single mode fiber and the use of parallel OAM
sorters. Single mode fiber projections benefit from ignorance of high radial modes;
this results in the loss of energy to high radial modes, but clean azimuthal spectra
can still be obtained. The serial nature of this approach is a severe limitation when
it comes to communication with OAM states since only one mode can be measured
at a time. OAM sorters benefit from its parallel nature but is severely limited by
the effects of complex radial distributions discussed in 3.3.3 as well as significant
limitations in the ultimate detection bandwidth.
Chapter 4
Towards Single Photon Nonlinearity
Generation of reliably entangled coherent states would be an extremely significant
advancement in the filed of quantum optics. As it was described in 1.3.3, coherent
states are multi-photon states where the number of photons is governed by a Poisson
distribution with a mean photon number 〈n〉 and variance 〈n〉. A common represen-
tation of the coherent state is in phase space where the state |α〉 can be written in
polar coordinates |α〉 = |α|eiφ. When one discusses the concept of entangled coherent
states in this context, it is assumed that the entangled degree of freedom is the phase
variable such that a correlated “multi-coherent state” is formed
|ψ〉 = |φ〉| − φ〉+ | − φ〉|φ〉. (4.1)
Aside from the many practical issues surrounding the creation of such a state, there
have been many theoretical and philosophical arguments against the possibility of
such “macroscopic” entanglement between two multi-photon states with the associ-
ated uncertainty (Shapiro, 2006),(Shapiro and Razavi, 2007),(Rice et al., 2000). It is
a fundamentally different concept than the entanglement of two photons, even though
all practical sources of entangled Fock states such as those described in this thesis are
merely approximations since they are governed by the Poisson distribution as well
with 〈n〉 < 1. The challenge of analyzing entanglement between two modes popu-
lated with multiple photons is quite complex, but the benefits of developing such a




Aside from fundamental studies of entangling two or more macroscopic entities such
as coherent states, the practical applications that would result from the achievement
would propel quantum optics into the forefront of quantum technology. The required
technological advancement consists of the transfer of part of a quantum state from one
optical mode to another optical mode through optical nonlinearities. For example,
consider a single photon in a path entangled state created by sending a state |1〉
onto a beam splitter. The resulting output state is a correlated superposition of the
photon being transmitted and the photon being reflected, |1〉R|0〉T − |0〉R|1〉T . If it
is possible to transfer the population of the spatial mode after beam splitter onto
the phase of two different coherent states, the quantum state of the single photon
would be transferred to a pair of coherent states. This is depicted in Fig. 4·1. The
particular manifestation of transferring a quantum state of a single photon |1〉 to a
coherent state |α〉 is by a single photon induced phase shift on the coherent state via
χ(3) Kerr nonlinearity. The single photon slightly changes the refractive index of the
medium which is felt by the coherent state simultaneously passing through.
Figure 4·1: Interaction between a control photon |1〉 and a coherent
state |α〉 requires a third order nonlinearity. The presence of the single
photon induces a small phase shift on the coherent state.
If an entangled quantum state can be transferred to a pair of coherent states,
various quantum key distribution (QKD) protocols could be implemented that would
significantly increase the possible range (Kirby and Franson, 2013),(Simon et al.,
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2014) beyond what is currently achievable with single photon states (Bennett and
Brassard, 1984). The fact that more photons are available in coherent states allows
the protocols to tolerate more loss while not suffering in rate. Two types of QKD
protocols have been proposed including a Bell violation type protocol (Kirby and
Franson, 2013) and one based on an entanglement witness measure (Simon et al.,
2014).
Aside from the specific application of QKD and the use of entangled states for
long range entanglement distribution, the technology that will be able to transfer a
quantum state from one optical mode to another could be used in quantum computing
as described by (Munro et al., 2005). By controlling one field with a second, a control
not gate is effectively created allowing for the development of a universal quantum
computer which is far outside the realm of possibilities with current quantum optical
technology.
Several challenges exist in designing material systems that exhibit the necessary
properties for single photon cross phase modulation. In general, sources of coherent
states and single photons are readily available and approximated by weak laser pulses
and heralded single photon sources based on SPDC respectively. The key challenge
is to produce nonlinearities large enough for a single photon to impart a measurable
phase shift onto a second optical mode regardless of how many photons occupy it.
The typical approach to achieve such large third order optical nonlinearities is
to make use of resonant enhancement near transitions in atomic gases. However,
such systems are generally extremely complex involving low temperatures, evacuated
cavities, and limited frequency ranges that generally lie outside of the useful ranges
such as the telecom window around 1550 nm. The goal of this chapter is to explore
the possibility of using a solid state system typically used for very different purposes,
but possesses an extremely high optical nonlinearity.
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4.2 Generation of Coherent State Entanglement
The desired apparatus for coherent state entanglement is depicted in Fig. 4·2. A
single photon impinges a 50:50 beam splitter and is projected into a path entangled
state where there is an equal probability that it will be in the top and bottom path.
Figure 4·2: Interaction between a control photon |1〉 and a coherent
state |α〉 requires a third order nonlinearity. The presence of the single
photon induces a small phase shift on the coherent state.
In addition to the single photon input, two separate coherent states in the form of
attenuated laser pulses (|α〉, |β〉) are sent through a third order nonlinear medium that
is coupled with the paths of the single photon. If the single photon were to traverse
the top path, |α〉 would be phase shifted. If the single photon were to traverse the
bottom path, |β〉 would be phase shifted. Since the photon is in a superposition of
being in the top and bottom paths, both |α〉 and |β〉 are in a superposition of either
being phase shifted or not. However, it is important to note that the phases of the
two coherent states are not only in phase superposition states, but their phases is
correlated with the other coherent state. In other words, if |α〉 is phase shifted, |β〉
is not phase shifted and vice versa. This yields the phase entangled coherent state of
the form
|ψ〉 = |α+〉|β−〉+ |α−〉|β+〉 (4.2)
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where we denote a single photon induced phase shift as |λ+〉 and a coherent state
that has not been phase shifted as |λ−〉 with λ = {α, β}.
The presence of loss in nonlinear optical systems is generally of great concern
when dealing with all optical interactions. A key point to observe is that the random
nature of the quantum control pulse (single photon) demands the formation of a post-
selected entangled coherent state. For example, if coherent state pulses are entering
the nonlinear medium at 1 GHz, and single photon control pulses with an average of
0.2 photons per pulse are also entering the nonlinear medium, we only want to measure
the coherent states that we are sure interacted with a path entangled single photon
state. In other words, the measurement of a single photon projects the coherent
state pair into an entangled state. Single photon detectors at the outputs of the
interferometer will trigger a measurement on the appropriate coherent state pair.
The use of a post-selected entangled coherent state also post-selects a “zero-loss”
medium. We might as well consider the medium to have zero loss since we are only
considering the case when a single photon is transmitted. Every time a photon is
absorbed or scattered away, we throw away that case and do not consider the coherent
state pair correlated with that control pulse. The main detriment of loss is that the
success rate will be exponentially lower as the loss increases. Therefore, the entangled
coherent state generation rate will fall exponentially with the loss of the medium.
However, the magnitude of the phase shift will remain constant. Contrastingly, the
classical all optical phase modulation has the opposite characteristic. As the loss
increases, the effective length of the medium decreases and the resulting phase shift
decreases. The success rate will remain the same since we can assume enough photons
were available in the initial control pulse that a detectable number came out the other
side. If we consider the loss of a medium of length L such that the intensity follows
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I(L) = I0e
−γL, the state generation rate decays exponentially
RQ ∝ e−γL (4.3)
while the classical state generation rate remains constant RC . Meanwhile the mag-
nitude of the phase shift ∆φQ remains constant in the quantum case due to post-





These observations are summarized in Fig. 4·3. Since we will focus on quantum
control pulses with post selection, minimizing the overall loss of the material systems
will not be the main goal unlike classical all optical phase shifting approaches. On
the other hand, it will be instructive to investigate possible solid state systems that
have suitably large third order nonlinear coefficients.
Figure 4·3: Comparison of state generation rate and magnitude of the
all optical phase shift using a classical vs a quantum control state with
post selection. The horizontal axis is the percent transmission Iout/Iin.
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4.2.1 Cr:Al2O3 Thin Films and Waveguides
To estimate the amount of optical nonlinearity needed to create entangled coherent
states of the type discussed in (Munro et al., 2005),(Simon et al., 2014),(Kirby and
Franson, 2013), a back of the envelope calculation can be performed with several
assumptions. First, let us assume we are working in the telecom band 100 ps pulses






where n2 is the nonlinear index, n is the linear refractive index, L is the interaction
length, Aint is the interaction area, and τ is the temporal pulse width. The key
tuning parameters for engineering a solid state system is to choose a material with a
suitaby large nonlinear index and to reduce the interaction area. This inevitably leads
to modern nanophotonic approaches such as single mode waveguides and cavities in
exotic materials with large nonlinear coefficients.
The main material interest for this investigation is chromium doped aluminum
oxide (Cr:Al2O3, ruby). The material has an extremely large nonlinear coefficients
and is suitable for the fabrication of nanophotonic devices.
Ruby is a material that has a long and successful history as a lasing medium
(Maiman, 1960); however, the nonlinear optical effects have generally been considered
to be a source of problems due to self focusing and other detrimental effects in laser
cavities. The energy levels of ruby are depicted in Fig 4·4. The key features are
the broad absorption bands in the green and ultraviolet regions along with a pair of
two strong narrowband states that capture electrons decaying from the absorption
bands. The large nonlinear coefficient (10−8 cm2/W) and solid state nature of the
material offers a potential solution for low level nonlinear optics. Using Eq. 4.5, we
can extrapolate the potential phase shift per single photon for a 10 mm waveguide
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with 500 nm features as ∆φ = 3 x 10−4 assuming λ = 532 nm and τ = 100 ps.
Figure 4·4: Energy levels of ruby. The three level atomic energy
structure consists of a ground state, broad absorption band, and a pair
of narrow energy bands.
The measured nonlinear coefficient using a non-degenerate polarization interfer-
ometer of Fig. 4·5a is shown in Fig. 4·5b. The pump wavelength (green) is a CW 532
nm laser while the probe beam is a CW 632 nm laser. The cross phase modulation is
measured through observing the shift in the interference pattern as the birefringent
delay line is scanned. The nonlinear refractive index is extracted through the slope
d∆φ/dP where φ is the interfererometric phase that P is the optical pump power
with the relationship ∆φ = 2pin2PL/Aλp.
(a) Non-degenerate polarization interferom-
eter for the measurement of the nonlinear re-
fractive index of bulk ruby rod.
(b) Measured data of nonlinear coefficient for
two propagation axes of ruby rod.
Figure 4·5: Nonlinear index of refraction measurement of ruby rod.
Among several approaches towards fabricating doped dielectrics, co-sputtering is
relatively simple and flexible. To obtain a Cr:Al2O3 waveguide of the type shown
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in Fig. 4·6, the first critical step is the deposition of the active material on a sub-
strate with a lower index of refraction. SiO2 is the substrate of choice since it has a
lower index of refraction in order to obtain confinement in the high index waveguide
structure.
Figure 4·6: Depiction of ruby waveguide. A Cr:Al2O3 thin film is
deposited or grown on a SiO2 substrate and etched into a ridge.
RF sputtering is performed on a clean SiO2 substrate at 5.3 mTorr, 450
◦ C, under a
15 sccm Ar flow. Two sputtering targets are used in order to form the doped dielectric
of Al2O3 and Cr. The sputtering powers are chosen in order to form a lightly doped
film (PAl2O3 = 400 W, PCr = 10 W). The nonlinearity in ruby arises with the formation
of the characteristic laser lines around 694 nm. However, these lines are only present
in a crystalline matrix. The sputtered film is in an amorphous state and must be
thermally annealed (1100◦C-1300◦C) to form a poly-crystalline film. A comparison of
fluorescence spectra between an annealed sputtered film with a perfectly crystalline
ruby rod is shown in Fig. 4·7. The well-defined thin film fluorescence spectrum
excited with 532 nm CW laser at the correct wavelength indicates the existence of
the appropriate absorption and emission bands of ruby.
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Figure 4·7: Comparison of fluorescence spectrum between an annealed
thin film with a crystalline ruby rod excited with 532 nm laser.
The measurement was made in the perpendicular orientation resulting in a small
interaction length ( 300 nm). The narrow spectrum is a result of this fact. The slight
offset between the pure crystalline ruby rod and the annealed sputtered thin film is
likely due to the inhomogeneities that could shift the location of the energy band.
The local polycrystalline environment likely plays a large role in the exact shape and
location of the luminescence spectrum. If the luminescence spectrum is evaluated
through excitation of a larger amount of sputtered ruby, such as from confinement in
a waveguide mode, the spectrum is much more diverse due to the many local crys-
talline orientations surrounding various luminescence centers and impurities. This is
demonstrated in the spectrum measured from a waveguide mode excited with a 532
nm laser in Fig. 4·8. The spectra before and after thermal annealing is compared and
it is clear that the spectrum for both cases is extremely broad indicating strong inho-
mogeneity; in addition, the signal of the annealed structure is significantly stronger if
one notices the acquisition time for the annealed case is 1 second while the acquisition
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time for the pre-annealed case is 30 seconds. After annealing, the 694 nm lasing line
begins to appear as well.
Figure 4·8: Comparison of fluorescence spectrum before and after
thermal annealing of thin film.
In addition to the characteristic luminescence spectrum of ruby, the saturable
absorption of the material is observed. As the incident intensity is increased, the
population of the excited lading levels saturate reducing the amount of absorbed
light. This is demonstrated in Fig. 4·9 where the output power is in arbitrary units
since the amount of scattering in the structures does not indicate a true evaluation
of the absorption percentage.
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Figure 4·9: Saturable absorption of thin film ruby fabricated by co-
sputtering Cr and Al2O3 followed by thermal annealing.
The fabrication of waveguides requires etching away material forming a small
ridge on top of the SiO2 substrate. Reactive ion etching (RIE) was used in an SF6
atmosphere. Using an etching mask of 200 nm Cr, 300 nm ruby waveguides were
fabricated. An optical image of the fabricated waveguide is depicted in Fig. 4·10a.
The green/blue color is due to the absorption bands of the material. The refractive
index is larger in the absorption band compared to transmitted wavelengths. This
results in an increased reflection for such wavelengths. As a comparison, an SEM of
a similar waveguide structure is shown in Fig. 4·10b.
After waveguide fabrication, dicing and mechanical polishing is performed. An
example of a polished end face using diamond polishing pads is shown in Fig. 4·11.
Care must be taken when polishing Al2O3. The Moh’s hardness index of 9 is softer
than only diamond which results in easily chipped end faces. In addition, the differ-
ence in thermal expansion between the thin film ruby and silicon dioxide substrate
creates a large amount of stress resulting in easily cracked surfaces. This is partly
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(a) Optical image of a ruby waveguide. (b) SEM image of a ruby waveguide
Figure 4·10: Ruby waveguide images.
mitigated by sputtering at an elevated temperature (450 ◦C). The deposition temper-
ature is the zero stress point; therefore, after deposition the film is under stress once
it cools to room temperature. During annealing, the film/substrate interface passes
through its zero stress point in the middle of the temperature ramp. This technique
mitigates cracking due to a mismatch in the thermal expansion coefficients. However,
small cracks in the waveguide are likely a significant source of loss in the structures.
Figure 4·11: Polished end face of ruby waveguide.
The output transverse mode of the ruby waveguide is severely multimode in the
parallel direction and close to single mode in the perpendicular direction. For exam-
ple, a fabricated waveguide with dimensions depicted in Fig. 4·12 indicates dimensions
of approximately 8 µm×320 nm.
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Figure 4·12: Dimensions of fabricated waveguide with dimensions of
8 µm× 320 nm.
The large parallel features were used to facilitate coupling in the initial structures
and provided the most reliable and repeatable results during the photolithography
and etching steps. However, if nonlinear measurements were to be made an ideal
structure would be close to single mode in both dimensions. The output mode with
a loss of 5.5 dB/mm is depicted in Fig. 4·13. The mode is quite multimode in
the parallel dimension and close to single mode in the perpendicular dimension as
expected. The integrated cross sections are shown in Fig. 4·14. The loss is primarily
due to scattering from cracks and the high index contrast interface between ruby and
air along with coupling efficiency.
Figure 4·13: Output mode structure of waveguide with dimensions
depicted in Fig. 4·12.
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(a) Parallel cross section of Fig. 4·13. (b) Perpendicular cross section of Fig. 4·13.
Figure 4·14: Integrated cross section profiles.
The exact shape of the output mode is highly dependent on the launch conditions
similar to any other multimode structure. Although the appropriate luminescence
properties along with a reasonably small optical mode was achieved in the ruby thin
films and waveguides, the coupling efficiency and scattering losses must be drastically
improved before being able to reliably characterize the nonlinear properties of the
waveguides with continuous wave approaches. However, the technical approach of
ruby waveguide fabrication for integrated nonlinear optics may still be a promising




Photonic entanglement is a valuable resource that has great potential to advance
several fields of optical technology. Applications in metrology, imaging, and com-
munication benefit from the correlated nature of entanglement resulting in a higher
signal to noise ratio along with a set of effects that do not exist in the classical or
uncorrelated regimes. Along with entangled states, the development of classically
correlated states could provide significant and novel solutions to common challenges
in optics (Fraine et al., 2012a) (Fraine et al., 2011). The demonstrations in this the-
sis include the use of polarization entanglement as a resource to evaluate the DGD
of a commercially available telecommunication WSS with a high degree of accuracy.
Along with this particular application, the availability of precise phase evaluation has
value in remote sensing and optical imaging.
The propagation of broadband entanglement through a real-world device is a
significant step towards assessing the applicability of quantum approaches in an in-
dustrial setting (Fraine et al., 2012b). It is clear that much needs to be developed in
terms of the quality and practicality of sources; however, the technology exists and
is quite mature. For example, the inclusion of waveguide structures will significantly
increase the photon pair generation rate. A proposal of how the properties of the
source can be improved through the intelligent design of poling profiles in order to
manipulate the output joint spectrum to reduce the amount of interferometric beating
and to maximize the interference visibility while retaining a narrow temporal feature.
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A discussion and experimental demonstration of frequency entangled states leading
to dispersion cancellation was presented in the context of group delay evaluation in
polarization quantum interferometry. The theoretical investigation of the ultimate
sensitivity of polarization quantum interferometry with dispersion cancellation was
proposed under an information theoretic umbrella using the Fisher information as the
fundamental metric of evaluation. In the future, this metric can be used as a metric
for designing sources that minimize the CRLB for a particular set of parameters to
find the optimal configuration of poling periods.
The broadband source of polarization entanglement characterized in this the-
sis was the first demonstration of a type II chirped periodically poled crystal for
SPDC (Fraine et al., 2012a). The simple linear chirp provided a step towards us-
ing broadband polarization entanglement from such a source for quantum metrology
and demonstrated the need for significant progress in design and improvement of
fabrication tolerance.
In addition, correlated orbital angular momentum states were employed for ef-
ficient object identification (Uribe-Patarroyo et al., 2013). Exploiting an infinitely
large two-dimensional Hilbert space, the number of photons required to recognize
certain properties of an arbitrary object is decreased compared to traditional imag-
ing. A photon pair existing in a superposition of N orthogonal modes provides a
rich opportunity for increasing the amount of information carried by a single unit
of energy. For example, if a photon pair is projected onto an OAM state with ten-
fold azimuthal symmetry when the initial source only contained a spectrum with a
FWHM of five, a strong statement is made about the effect of the object on the
OAM spectrum. Although multiple measurements are required in order to make a
statistically valid statement, the number of measurements is significantly reduced.
Challenges with detecting OAM spectra that do not follow the simple assumption of
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zero radial modes was discussed in the context of a parallel OAM measurement. The
evaluation of the OAM spectrum of a complex source producing far field azimuthal
symmetries according to the Fibonacci sequence is presented.
The generation of macroscopic entangled coherent states is an idealistic dream of
researchers in quantum information. The ability to entangle to states with multiple
photons could propel quantum technology into a realm of practicality due to the
resource of extra photons resulting in a state more resilient to loss. However, the
fidelity of the state must always be considered and similar difficulties as single and two-
photon states are likely still present. However, the development of reliable and simple
solid state systems with low-level nonlinear effects would be a great advancement
towards single photon nonlinearity. The prospect of using ruby as an integrated
nonlinear material was discussed with initial experimental development of ruby thin
films and waveguide modes.
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Appendix A
Photon Pair Generation Rate
A.0.2 Pump Field
To derive the emission rates and characteristics of down converted photons, we will
begin with a description of the pump field. A monochromatic solution to Maxwell’s
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−iωpt + c.c]pˆ (A.1)
where pˆ is pump polarization unit vector, ωp is the angular frequency of the pump
beam (rad/s), and Ep0 is the field amplitude (V/m). In the paraxial approximation,














is the pump beam waist (m), k is the longitudinal wave number
(rad/m) assuming the pump is traveling along the z-axis, and z0 = 4λ(f
#)2/pi assum-
ing the pump is weakly focused by a lens with a given f#. The spatial mode function
is normalized such that ∫
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In addition, the electric field amplitude Ep0, can be written in terms of the power of






















2/W 20 e−iωpt + c.c]pˆ. (A.8)
It is clear that the units of the electric field are correctly V/m and that the optical
intensity scales linearly with the optical power and inversely with the spot size of the
pump beam in the crystal.
A.0.3 Signal and Idler Fields
To analyze the output fields of the SPDC process, the electromagnetic field must be
quantized. SPDC can be understood as an amplification of the zero-point energy
or the vacuum field. This concept arises from quantization and is not present if
one considers classically continuous electromagnetic fields. In a classical description,
the energy of the vacuum field is zero. However, in the quantized description, the
vacuum field has an energy of ~ω/2. The SPDC process begins with a pump photon
in a Gaussian mode propagating through the crystal. The signal and idler fields
are in the vacuum state until the interaction of the pump field with the signal and
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idler fields through the interacting medium annihilates the pump photon and creates
two-photons in propagating modes under energy and momentum conservation.
Since it is not necessary for the description of the interaction for the pump field
to be quantized, all calculations can be performed with the classical expression of Eq.
A.8. However, the following procedure will allow for a quantum description of the
signal and idler fields that are created in the annihilation of a pump photon.
To begin constructing an expression for the quantized fields, one should look at
the general solutions to Maxwell’s equations in a source free medium






O · E = 0, (A.11)
O ·H = 0. (A.12)
The solution of Maxwell’s equations is often more conveniently described through
the potentials A(r, t) and φ(r, t). Since Eq. A.12 always holds due to the absence of
magnetic monopoles, we can express the magnetic field H(r, t) in terms of a function
A(r, t) such that
O×A = µ0H (A.13)
using the vector identity O · (O× v) = 0 for any vector v. By substituting Eq. A.13
into Eq. A.9, we find
O× E + µ0 ∂
∂t
(O×A) = 0 (A.14)
Using the vector identity O × (Ov) = 0 for some scalar function v, we find that we
can write the electric field as




Due to the fact that the curl of a gradient of a scalar function is always zero, there
is a freedom of choosing the gauge condition. In this case we will chose the Coulomb
gauge such that 5 ·A = 0. Taking the curl of Eq. A.15 leaves
O× E = − ∂
∂t
(O×A)→ E = −∂A
∂t
(A.16)
Using Eq. A.10, A.13, and A.16, we find
1
µ0










The general solution for the vector potential can be decomposed into a positive and





−iω(k)t + c.c. (A.19)
where σˆ indicates the polarization and fk(r) are the spatial mode functions of the
vector potential. Substituting this ansatz into Eq. A.18, we find the Helmholtz
equation,
O2fk(r) + k2fk(r) = 0. (A.20)
If we impose arbitrary periodic boundary conditions with the assumption that we can
extend them to infinity later, we can assume fk(L, 0, 0) = fk(2L, 0, 0), and quantize
the space into a volume V = L3 such that A = 0 on the walls of the box. We find






and the quantized wave vector
kα =
2pi(nxxˆ + nyyˆ + nzzˆ)
L
(A.22)
with α = {nx, ny, nz} as the set of integers (ni ∈ Z) describing the spatial mode inside
the cavity. Expressions for the electric and magnetic fields can now be found in terms
of the magnetic vector potential and its polarization and spatial mode as










|kα|(kˆα × σˆ)A(kα)fkα(r)e−iω(kα)t + c.c. (A.24)
where ω(kα) = |kα|c is the frequency of mode α. The energy of the electromagnetic
field in the quantization volume V described by Eqs. A.23-A.24 can be calculated in







































α)·r = 0 (A.28)
σˆ′ · σˆ = δσσ′ (A.29)
and performing the same calculation for the energy contained in the magnetic field,





∗(kα) + A∗(kα)A(kα)] (A.30)
At this point, a connection between another physical system, the simple harmonic
oscillator of quantum mechanics should be made to find the free-field Hamiltonian
of the quantized electromagnetic field. First, let’s make the substitution to put the






where A˜ is a dimensionless quantity. We can now write the total energy of the field






~ω(kα)[A˜(kα)A˜∗(kα) + A˜∗(kα)A˜(kα)]. (A.32)
For the second quantization, we use the correspondence principle and assume ˜A(kα)







~ω(kα)[aˆ(kα)aˆ†(kα) + aˆ†(kα)aˆ(kα)]. (A.33)
This is identical to the harmonic oscillator Hamiltonian where the raising and lowering
operators obey the commutation relation [aˆ(kα), aˆ
†(k′α)] = δ(kα − k′α). We can now
view an electromagnetic field as a superposition of harmonic oscillators of energy
















which is the more familiar form of the simple Harmonic oscillator and we can define
the number operator Nˆ = aˆ†(kα)aˆ(kα).
With these considerations, we can rewrite the expression for the electric field of
Eq. A.23







i(kα·r−ω(kα)t) + h.c. (A.35)
In the case of the signal and idler fields in the nonlinear medium, we should replace
0 → 0n2s,i, and V = LA = LpiW 20 /2 where L is the length of the crystal and W0 is
the beam waist. This leaves the signal and idler electric field operators









i(ks,i·r−ω(ks,i)t) + h.c. (A.36)
Taking the paraxial approximation such that the spatial mode function fk(r) (em-
bedded inside aˆ) obeys the paraxial wave equation of Eq. A.2, we will replace the
term eiks,i·r with the Gaussian envelope such that










2/W 20 + h.c. (A.37)
To slightly simplify this expression, let us assume that only the collinear configuration
is chosen ksi ≡ kz for signal and idler. This leads to the expression








2/W 20 + h.c. (A.38)
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A.0.4 Interaction Hamiltonian
The interaction between the pump, signal, and idler fields through the nonlinear-
ity of the crystal can be described using first order perturbation theory where the
Hamiltonian is written as
Hˆ = Hˆ0 + Hˆ
′ (A.39)
To find the perturbing part of the Hamiltonian, we have to find the energy of the
interaction between the three waves inside the nonlinear medium. The energy of a
single electric dipole in an electric field is Ud = −p · E. The polarization density, or
the dipole moment per unit volume, is given by the general expression

















The energy due to the interaction of the pump electric field with the polarization




d3rP · Ep(r, t) (A.42)
The calculation of the Hamiltonian begins with assuming the pump field is polarized
along the zˆ direction where we can write the polarization density vector as
P3 = 0χ
(1)E3(r, t) + 0χ
(2)





33 E3E3 + 20χ
(2)
34 E1E2 + 20χ
(2)





in a symmetric media (good assumption) where the second index is found by the
matrix  1 4 64 2 5
6 5 3

In general, the interaction is designed to be efficient to exploit only one nonlinear









d3r(χ(1)Ep(r, t) + χ
(2)
jk Ej(r, t)Ek(r, t))Ep(r, t)). (A.46)
These two terms can be identified as the unperturbed and perturbed parts of the





H ′ = −0χ(2)
∫
V
d3rEp(r, t)Es(r, t)Ei(r, t) (A.48)
where the three electric fields have been identified as the pump, signal, and idler
fields. The perturbing Hamiltonian of the quantum interaction using the quantized
electric field operators is written as
Hˆ ′ = −0χ(2)
∫
V





















































where E(±) indicate the positive and negative frequency terms of the appropriate
electric field given by Eq. 8 and Eq. 37. Due to photon energy conservation in the
spontaneous parametric down conversion process, namely ~ωp = ~ωs + ~ωi, we will
only keep terms that contain e±i(ωp−ωs−ωi)t = 1, corresponding to energy conserving




























×e−i(ωp−ωs−ωi)te−3r2/W 20 aˆ†(ωs)aˆ†(ωi) + h.c. (A.51)
Rearranging terms and noticing that ωp = ωs + ωi and ωs ≈ ωi ≡ ω due to energy

















The integral along the length of the crystal is the well known phase matching func-
tion Φ(∆k) where ∆k is the momentum mismatch that is engineering in periodically










Φ(∆k)aˆ†(ωs)aˆ†(ωi) + h.c. (A.53)
With the second order nonlinear coefficient having units of m/V, the units of the
interaction Hamiltonian are correctly in units of energy.
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A.0.5 Pair Generation Rate
The transition rate (pair generation rate) from an initial state (no signal and idler
photons) to the final state (presence of signal and idler photons) into a single spatial
mode and frequency under the perturbing Hamiltonian H ′ can be calculated using




|〈ψf |H ′|ψi〉|2ρ(∆E) (A.54)
where H ′ is the perturbing interaction Hamiltonian of Eq. A.53, ρ(∆E) is the density
of idler states per unit energy given a particular signal spatial mode ks, |ψf〉 =







where dn/dki is the number of modes per unit wavenumber where n is the mode-
index. In other words, we know from the quantization of space inside a box of length









The second part of the density states is the number of wave numbers per unit energy.



















The transition term involving H ′ in Eq. A.54 can be written as


























HOM Dip with Dispersion Cancellation
Assuming type-I SPDC and only one spatial mode is chosen with pinholes, we can












where |ω〉T corresponds to a single photon of frequency ωp/2+ω in the top interferom-
eter arm. The annihilation operators at each of the detectors including propagation






















dt1dt2〈ψ|E−1 (t1)E−2 (t2)E+1 (t1)E+2 (t2)|ψ〉. (B.4)
158
159
If we assume that we indeed have a two-photon state from the SPDC source, we
can insert |0〉〈0| into the expression for the coincidence rate since we can show that




















× [aˆT (−ω)aˆT (ω)eiωτeik(−ω)L − aˆT (ω)aˆB(−ω)e−iωτeik(ω)L]. (B.8)
In general, the sample dispersion relation can be expressed as a sum of even and odd
functions k(ω) = keven(ω) + kodd(ω). Using the identities keven(−ω) = keven(ω) and









× [aˆT (−ω)aˆB(ω)eiωτe−ikodd(ω)L − aˆT (ω)aˆB(−ω)e−iωτeikodd(ω)L]. (B.10)
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Applying this product of electric field operator to the wavefunction of Eq. B.2, we
find
|〈0|Eˆ+1 (t1)Eˆ+2 (t2)|ψ〉|2 = 4|
∫
dωΦ(ω,−ω)eiω(t1−t2)eikeven(ω)L cos (ωτ − kodd(ω)L)|2.
(B.11)
Inserting this expression into the coincidence rate of Eq. B.6 and assuming a sym-
metric spectral amplitude such that Φ(ω,−ω) = Φ(−ω, ω) ≡ Φ(ω), we find
Rc = 4T
∫
dω|Φ(ω)|2 cos2 (ωτ − koddL). (B.12)
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