Wiener–Hopf factorization for a group of exponentials of nilpotent matrices  by Câmara, M.C. & Malheiro, M.T.
Linear Algebra and its Applications 320 (2000) 79–96
www.elsevier.com/locate/laa
Wiener–Hopf factorization for a group of
exponentials of nilpotent matrices
M.C. Câmara a;, M.T. Malheiro b
aDepartamento de Matemática, Instituto Superior Técnico, U. T. L., Av. Rovisco Pais, 1049-001 Lisboa,
Portugal
bDepartamento de Matemática, Universidade do Minho, Campus de Azurém, 4810 Guimar Qaes Codex,
Portugal
Received 25 September 1999; accepted 1 June 2000
Submitted by J. Dias da Silva
Abstract
A complete study of the generalized factorization for a group of 2  2 matrix functions of
the formG D I C γN , where γ 2 C. PR/, I denotes the 2  2 identity matrix andN represents
a rational nilpotent matrix function, is presented. A closely related class involving the same
matrix N is also studied. The canonical and non-canonical factorizations are considered and
explicit formulas are obtained for the partial indices and the factors in such factorizations.
It is shown in particular that only one of the columns in the factors needs to be determined,
as a solution to a homogeneous linear Riemann–Hilbert problem, the other column being
expressed in terms of the first. Necessary and sufficient conditions for existence of a canonical
factorization within the same class are established, as well as explicit formulas for the factors
in this case. © 2000 Elsevier Science Inc. All rights reserved.
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1. Introduction
The concept of generalized factorization relative to Lp.R/ .p > 1/, which is in-
cluded in what is commonly known as Wiener–Hopf factorization, plays a fundamen-
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tal role in many problems, namely in the theory of Wiener–Hopf equations. However,
there is no general method to obtain such a factorization for a matrix function G 2
.L1.R//nn, unless it is rational or n D 1. Only certain classes of matrix functions
have been studied, such as those reducible to triangular form [17] or the so-called
22K-form matrices [15],
G D  I C  R; (1.1)
where ;  2 C. :R/, I denotes the identity matrix and R is rational matrix with
tr R D 0.
A class of matrices of this form which has received considerable attention in the
literature is the Daniele–Khrapkov class, for which det R =D 0 [5,6,8,11–13,15].R is
often assumed to be of the following simple form:
R D

0 1
q 0

; (1.2)
q being a non-zero rational function without poles on R.
Another class of K-form matrices is the so-called classN [3], where R is nilpo-
tent:
G D  I C  N with N D

1 q
−q−1 −1

: (1.3)
In this paper, we consider the generalized factorization of such matrices in con-
nection with a group of matrices of the form I C γN , γ 2 C. :R/, for which necessary
and sufficient conditions for existence of canonical generalized factorization and ca-
nonical factorization with factors in the same group, as well as explicit formulas for
the factors, are determined. Non-canonical factorization is also studied.
This class of matrix functions presents some interesting characteristics which dis-
tinguish it from the Daniele–Khrapkov class, in spite of the formal similarity. In
particular, the conditions for existence of a canonical factorization are quite different.
It turns out that, even for the simple case where indG D 0 and q is a quotient of
two first-degree polynomials without common zeros, G may admit a non-canonical
factorization. This shows some similarity with other classes of matrices, such as
the more complicated case of Daniele–Khrapkov matrices where q is a quotient of
polynomials with degree greater than 1.
A particular case of matrices belonging to the class considered in this paper has
been studied in [3], where conditions for existence of a canonical factorization and
explicit formulas for the factors are obtained. The factorization method presented
here represents a development of the one used in [3]. This development points to
greater simplicity and generality, since factorization within the class and non-canon-
ical factorization are also considered, which has not been done before.
An interesting feature is that a meromorphic factorization [1,2], allowing the fac-
tors to present poles in the corresponding half-planes CC and C−, arises naturally
in this case. A linear algebraic procedure to turn it into a generalized factorization is
then applied to obtain a canonical factorization.
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It is shown that one of the columns in the factors G can always be expressed
in terms of the other one. Thus, contrary to what has been done in a previous paper
concerning the canonical factorization of certain matrices in the same classN [3],
only one of the columns in the factorsG is determined from a solution to the linear
equation
GC D Qr −;  2 (L2 .R/2 ; (1.4)
where Qr./ D . − b/=. C b/, b 2 CC, the other column being expressed in terms
of the first. Another simplifying change is that this solution to (1.4) is obtained di-
rectly from the non-trivial solutions of the equation GC D −, used to determine
the partial indices.
The authors are convinced that the method used here can be applied to obtain the
generalized factorization of new classes of matrix functions or to simplify the study
of others.
2. Preliminaries
We start by defining some classes of functions which will be used later.
Let PC and P− be the complementary projections on L2.R/ given by
P D 12 .I  SR/; (2.1)
where I denotes the identity operator and SR denotes the singular integral operator
in L2.R/ defined by
SR f ./ D 1i
Z
R
f .t/
t −  dt;  2 R; (2.2)
the integral being understood in the sense of Cauchy’s principal value. Let moreover
C D fz 2 CV Im.z/ 2 Rg.
We denote by LC2 and L
−
2 the images of P
C and P−, respectively. A function f
in LC2 (resp. L−2 ) can be identified with a function in the Hardy spaceH 2.CC/ (resp.
H 2.C−/), which we denote by the same symbol f . By LC1 (resp. L−1) we denote
the space of all essentially bounded functions f 2 L1 .R/ which admit a bounded
analytic extension (in the sense of Hardy spaces) to the half-plane CC (resp. C−).
C.
:
R/ represents the algebra of all functions which are continuous in R and pos-
sess equal limits at 1 and byR. :R/ the space of all rational functions in C. :R/.
H.C/ represents the class of all complex-valued functions defined on R, which
admit an analytic extension into C.
IfA is an algebra, we denote by G.A/ the group of invertible elements inA and
by Xnn the space of n n matrix functions with entries from a linear space X.
Now let G 2 G (L1.R/nn. By a generalized factorization of G (relative to
L2.R/) we mean a factorization of the form
G D G−DGC (2.3)
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with r−G1− 2 .L−2 /22; rCG1C 2 .LC2 /nn and D D diag
(
rkj

jD1;2;:::;n, where
kj 2 Z .j D 1; 2; : : : ; n/,
r./ D  − i
 C i ; r ./ D
1
  i . 2 R/; (2.4)
and such that G−1C PCG−1− I is an operator defined on a dense subset of .L2.R//n
and possessing a bounded extension to .L2.R//n. In (2.4), we can replace the com-
plex number i by any complex number b 2 CC without changing the main results.
We say that G is 2-regular if it admits a generalized factorization relative to
L2.R/.
We assume here that the integers kj .j D 1; 2; : : : ; n/, called partial indices of
G, are such that k1 6 k2 6    6 kn. The total index of G is given by ind G DPn
jD1 kj . In particular, for n D 2, ind G D 0 implies that the partial indices k1; k2
are symmetric .k1 D −k2/. The factorization is said to be canonical if k1 D k2 D 0
and bounded if G1− 2 .L−1/nn, G1C 2 .LC1/nn.
If G 2G.C. :R//nn, then it admits a factorization of the form (2.3) and, in that
case, det G also admits a generalized factorization
det G D .det G−/ rk .det GC/;
where k D ind G and this value coincides with the index of det.G/ (as a continuous
function in
:
R) [7,14].
The existence and the characteristics of a generalized factorization forG (relative
to L2.R/) determine the Fredholm properties of the operator
TG V
(
LC2 .R/
n ! (LC2 .R/n ; TG D PCGIC;
where IC denotes the identity operator in
(
LC2 .R/
n
. TG is a Fredholm operator iffG
admits a generalized factorization relative to L2.R/ and, in this case, dim ker TG D
− Pki<0 ki , dim cokerTG D Pki>0 ki . In particular, TG is invertible iffG admits a
canonical factorization, its inverse being (cf. [7,14]):
G−1C PCG−1− IC V .LC2 .R//n ! .LC2 .R//n:
Another concept of matrix factorization, which allows the factors to have algebra-
ic behaviour at 1 and poles in the corresponding half-planes CC and C− is the fol-
lowing. We say thatG 2G(L1.R/22 admits a meromorphic factorization (relative
to L2.R/) if
G D M− RMC
with R 2G(R.R/22 and M are such that there are polynomials p; q, without
zeros in C, respectively, such that
rC diag .r−m1C ; r
−m2C / .r
deg q−C q−MC/ 2 .LC2 /22;
rC .rdeg p−C p−M−1C / diag .r
m1C ; r
m2C / 2 .LC2 /22;
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r− .rdeg qC− qCM−/ diag .r
m1− ; r
m2− / 2 .L−2 /22;
r− diag .r−m1− ; r
−m2− / .r
deg pC− pCM−1− / 2 .L−2 /22
with m1;m2 2 Z.
The concept of meromorphic factorization was first introduced in [1] for 2  2
matrix functions with entries from C.R/, where R D T−1;C1U denotes the two-
point compactification of R. It was further developed in [2] for n n matrix func-
tions in G
(
L1.R/nn

. We use it here in a slightly modified form for convenience.
It was shown in [2] that from a meromorphic factorization of G, such as defined
above, we can obtain a generalized factorization for G, if this matrix function is 2-
regular. A procedure to do that explicitly (which is based on the simple idea that if
the determinant of an n n matrix is zero, its columns are linearly dependent) was
presented in [2] and will be used later in this paper.
3. The classN and the groupN0
Let G be a 2  2 regular matrix function of the form
G D  I C  N; (3.1)
where ;  2 C. :R/ and N is a non-zero nilpotent matrix, whose entries are rational
functions without poles on R.
We will assume that N is of the form
N D

1 q
−q−1 −1

; q 2 R. :R/: (3.2)
In fact, it is not difficult to see that if N is a nilpotent matrix
N D

q1 q2
q3 q4

with qj 2 R.
:
R/, the matrix functionG (given by (3.1)) is non-triangular only if
q1 C q4 D 0; q1 =D 0; q21 C q2 q3 D 0:
This means that
q1 q2
q3 q4

D q1

1 q
−q−1 −1

for q D q2
q1
and, if q1 does not vanish on R, we have q 2 R.
:
R/.
We will consider in this paper only the case where q is a quotient of two first-
degree polynomials with different non-real zeros a and b (b 2 CC, for instance),
q./ D  C a
 C b . 2 R/ (3.3)
and that  admits a bounded factorization.
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The class of all such matricesG will be denoted byN.
It is enough, on the other hand, to study the generalized factorization of G in the
case where indG D 0. In fact, since detG D 2; indG must be an even integer; let
indG D 2k; k 2 Z. Defining
QG D r−kG
we see that QG has the same form as G, with  and  replaced by r−k and r−k,
respectively, and ind QG D 0. It is obvious that a generalized factorization for G can
be immediately obtained from a factorization of the same type for QG.
Thus let G be of the form
G D
"
 C  q
−q−1  − 
#
; (3.4)
where q is defined by (3.3), ;  2 C. :R/ and  admits a canonical bounded factor-
ization
 D − C: (3.5)
With these assumptions, it is clear thatG admits a generalized factorization (since
it is invertible in C.
:
R/22) G D G−DGC. It is also clear that QG D −1G D
I C γ N , with γ D =, admits a factorization of the same type, QG D QG−D QGC,
where QG− D −1− G−, QGC D −1C GC.
Thus we see that studying the generalized factorization for matrix functions of
class N is equivalent to studying the generalized factorization for matrices of the
form
G D I C γ N; γ 2 C. :R/: (3.6)
We remark that (3.6) is equivalent to
G D exp .γ N/; γ 2 C. :R/; (3.7)
and the class of all matrix functions of this form is a multiplicative group, which we
denote byN0. One-parameter groups of the same type have appeared in connection
with integrable systems [10,16], which constitutes another motivation for studying
matrix functions of this form.
In the following sections we consider the Wiener–Hopf factorization of matrices
in this group. We start by considering the partial indices in a generalized factorization
for G, which includes determining necessary and sufficient conditions for existence
of a canonical factorization.
4. Partial indices
Let us consider the homogeneous Riemann–Hilbert problem
GC D −;  D (1 ; 2  2 .L2 /2 (4.1)
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for G D I C γ N 2N0. Since indG D 0;G admits a canonical factorization iff
(4.1) has no solutions different from zero. We start by establishing necessary and
sufficient conditions for this to happen.
Theorem 4.1. Let G 2N0 be a matrix function of the form .3:6/. G admits a ca-
nonical factorization iff
P−

γ
 C a

D−b
=D 1
b − a : (4.2)
Proof. Eq. (4.1) is equivalent to
.1 C γ / C1 C γ q C2 D −1 ;
−γ C1 C .1 − γ /q C2 D q −2
(4.3)
and, by adding these two equations, we obtain
C1 C q C2 D −1 C q −2 : (4.4)
Due to the pole −b 2 C− on the right-hand side, it follows that both sides of (4.4)
must be of the formK=. C b/, whereK 2 C, and thus we have
C1 C q C2 D
K
 C b ; (4.5)
−1 C q −2 D
K
 C b : (4.6)
If K D 0, it follows from (4.5) and (4.3) that C D − D 0. Therefore, the exis-
tence of non-trivial solutions to (4.1) implies that (4.5) and (4.6) are satisfied with
K =D 0.
Let us assume that there are non-zero solutions .C; −/ to (4.1). Then, from the
second equation in (4.3) and (4.5) it follows that
−2 D C2 − γ
K
 C a (4.7)
and thus
−2 D −K P−

γ
 C a

: (4.8)
Taking now (4.6) into account we see that we must have
−1 D
K
 C b

1 C . C a/P−

γ
 C a

; (4.9)
and therefore a necessary condition for existence of non-trivial solutions to (4.1) is
1 C . C a/P−

γ
 C a

.−b/
D 0;
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which is equivalent to
P−

γ
 C a

.−b/
D 1
b − a :
Conversely, if this condition is satisfied, we have from (4.7)
C2 D K PC

γ
 C a

(4.10)
and, using (4.5),
C1 D
K
 C b

1 − . C a/ PC

γ
 C a

; (4.11)
where K =D 0. Defining  D .1 ; 2 /, where 1 ; 2 are given by (4.8)–(4.11),
we see that .C; −/ is a non-trivial solution to GC D −. 
Corollary 4.2. If condition .4:2/ is not satisfed; the solutions to .4:1/ are given by
C1 D
K
 C b

1 − . C a/ PC

γ
 C a

; (4.12)
C2 D K PC

γ
 C a

; (4.13)
−1 D
K
 C b

1 C . C a/ P−

γ
 C a

; (4.14)
−2 D −K P−

γ
 C a

; (4.15)
where K 2 C.
Corollary 4.3. The partial indices in a generalized factorization for G are k1 D
k2 D 0 iff condition .4:2/ is satisfied. In this case the operator TG V
(
LC2 .R/
2 !(
LC2 .R/
2
; TG D PCGIC; is invertible. Otherwise we have
dim ker TG D 1
and the partial indices in a generalized factorization for G are k1 D −1; k2 D 1.
Taking into account what was said in Section 3, for the more general case, where
ind D k, we have the following:
Corollary 4.4. Let G 2N be a matrix of the form .3:1/ and let  admit a bounded
factorization  D − rk C. Then indG D 2k and
k1 D k2 D k iff

P−

γ
 C a

.−b/
=D 1
b − a ;
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k1 D k − 1; k2 D k C 1 iff

P−

γ
 C a

.−b/
D 1
b − a ;
where γ D =.
In the following two sections we turn to the determination of a canonical factoriza-
tion for G 2N0, if (4.2) is satisfied, and a non-canonical factorization, if condition
(4.2) is not fulfilled. However it is important to remark here that, in both cases, we
will use the results of Corollary 4.2, interpreted as in the following remark.
Remark 4.5. The proof of Theorem 4.1 shows that Eq. (4.1) admits non-trivial
solutions iff
P−

γ
 C a

.−b/
D 1
b − a :
This condition arises from equality (4.9) and from the fact that −1 must belong to
L−2 . However, if we admit for the equationGC D − solutions in
(
L2 CR.R/
2
,
we see that  D (1 ; 2 , with 1 ; 2 defined by (4.8)–(4.11), satisfy this equa-
tion even if condition (4.2) is fulfilled.
In fact, in this case,  defined by (4.12)–(4.15) are the solutions to the fol-
lowing problem: “Determine  such that GC D − and C1 ; C2 2 LC2 ; −2 2
L−2 ; Qr−1 −1 2 L−2 ”, where Qr./ D . − b/=. C b/.
This interpretation of the previous results will later allow us to obtain one of the
columns in G−1C and G−, when G admits a canonical factorization G D G−GC
(which happens when condition (4.2) is satisfied) from the results of Corollary 4.2
(which were obtained assuming that condition (4.2) is not satisfied).
We now state these conclusions as a separate result.
Theorem 4.6. The solutions to GC D  ; where C D (C1 ; C2  2 (LC2 2 and
 D . 1;  2/ with Qr−1  1 2 L−2 ;  2 2 L−2 are of the formV
C1 D
K
 C b

1 − . C a/PC

γ
 C a

; (4.16)
C2 D K PC

γ
 C a

; (4.17)
 1 D K
 C b

1 C . C a/P−

γ
 C a

; (4.18)
 2 D −K P−

γ
 C a

; (4.19)
where K 2 C.
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Proof. It is enough to follow the proof of Theorem 4.1, taking the conditions on  1
and  2 into account. 
5. Canonical factorization
Let G 2N0 be a matrix function of the form (3.6) such that (4.2) is satisfied.
In order to determine the factors in a canonical factorization G D G−GC, we now
study the Riemann–Hilbert problem
GC D Qr −;  2 (L2 2 ; (5.1)
where
Qr./ D  − b
 C b .b 2 C
C/:
In this case, Eq. (5.1) admits two linearly independent solutions, from which we
obtain a canonical factorization forG. In fact, we can determine the two columns in
G−1C andG− separately by solving the homogeneous equation (5.1) with convenient
normalizing conditions (chosen in order to ensure the linear independence of the
two columns, while keeping the problem as simple as possible). If .C; −/ is a
non-trivial solution toGC D Qr −, then . C b/C and . − b/− can be taken as
being one of the columns in G−1C andG−, respectively [3].
We will show, however, that in this case we only need to determine one of the
columns by this procedure, since the second column can be expressed in terms of the
first.
We start by establishing some properties of a solution to (5.1) satisfying certain
(convenient) normalizing conditions.
Theorem 5.1. Let
(
C; −

be a solution to .5:1/ such that
−1 .−b/ =D 0; −2 .−b/ D 0: (5.2)
The following equalities holdV
. C b/ .C1 C q C2 / D K; . − b/ .−1 C q −2 / D K; (5.3)
where K 2 Cnf0g.
Proof. The equationGC D Qr − can be written in the form
.1 C γ / C1 C γ q C2 D Qr −1 ;
−γ C1 C .1 − γ /q C2 D q Qr −2
(5.4)
and, as in the proof of Theorem 5.1, we obtain
C1 C q C2 D Qr.−1 C q −2 /: (5.5)
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Taking into account that q −2 2 L−2 in this case, we see that
C1 C q C2 D
K
 C b ; (5.6)
−1 C q −2 D
K
 − b ; (5.7)
where K =D 0 due to the condition −1 .−b/ =D 0. In fact, if K D 0, it follows from
(5.6) and the first equation in (5.4) that C2 D −1 D 0. 
Since . C b/C and . − b/−, with C; − satisfying the assumptions of
Theorem 5.1, can be taken as one of the columns (the first, for instance) in G−1C and
G−, respectively, this result will allow us to obtain the other column.
It is easy to see that the left-hand sides of the two equalities in (5.3) represent the
determinants of
MC D
"
. C b/C1 −q
. C b/C2 1
#
; M− D
"
. − b/−1 −q
. − b/−2 1
#
; (5.8)
respectively. Moreover, defining
QC D Q− D
"−q
1
#
; (5.9)
we see that (as it happens with the first column in MC and M−) these satisfy an
equality of the form G QC D Q−. Therefore we have GMC D M− and, since the
results of Theorem 5.1 imply that det MC does not vanish on CC, we can write
G D M−M−1C . This is not a generalized factorization forG, due to the pole  D −b
in M−, but we have the following result.
Theorem 5.2. Let the assumptions of Theorem 5:1 be satisfied. A meromorphic fac-
torization for G is
G D M−M−1C ; (5.10)
where M−; MC are given by .5:8/.
Proof. It follows from (5.8) and (5.3) that rCM1C 2
(
LC2
22
. On the other hand,
we see from (5.8) and (5.3) that r−1C M1− 2H
(
C−

and
r−

q−1M1−

2 (L−2 22 : 
Now we can obtain a generalized factorization forG using the procedure present-
ed in [2]. In fact, we have
M− D
"
. − b/ −1 −q Qr−1
. − b/ −2 Qr−1
# "
1 0
0 Qr
#
D T− R; (5.11)
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where T− and R denote the first and the second factors on the middle side of (5.11),
respectively.
Now T− 2
(
H.C−/
22 but, since det T−.−b/ D 0, it follows that the two col-
umns of T−.−b/ are linearly dependent. Let t1 and t2 denote the first and the second
columns in T−, respectively. So there are complex constants 1 and 2 such that
1 t1.−b/C 2 t2.−b/ D 0:
Since
t1.−b/ D
"−2b −1 .−b/
0
#
; t2.−b/ D
"−.b − a/=2b
0
#
;
we can take
1 D 1; 2 D − 4b
2
b − a 
−
1 .−b/:
Let now
t 01 D t1; t 02 D Qr .1 t1 C 2 t2/
and let T 0− be the matrix which is obtained from T− when t1 and t2 are replaced by
t 01 and t 02, respectively. We have T− D T 0− R1, where
T 0− D
"
. − b/ −1 . − b/Qr −1 − 2 q
. − b/ −2 . − b/Qr −2 C 2
#
satisfies the condition r−
(
T 0−
1 2 (L−2 22 and
R1 D
"
1 −−12
0 −12 Qr−1
#
:
Thus we have
G D M−M−1C D T 0−.R1 R/M−1C
and since RC D R1 R 2 G
(
LC1
22
, we see that G D G−GC is a canonical factor-
ization for G with G−; GC given by
G− D T 0− D
"
. − b/−1 . − b/Qr −1 − 2 q
. − b/−2 . − b/Qr −2 C 2
#
; (5.12)
G−1C D MC R−1C D
"
. C b/C1 . − b/C1 − 2 q
. C b/C2 . − b/C2 C 2
#
: (5.13)
Thus we have proved the following:
Theorem 5.3. Let the assumptions of Theorem 5:1 be satisfied. A canonical fac-
torization for G is G D G−GC; where G−; GC are defined by .5:12/ and .5:13/;
respectively; and
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2 D − 4b
2
b − a 
−
1 .−b/:
In order to obtain the factors G we still have to determine a solution to GC D
Qr − such that a condition of the form (5.2) is fulfilled.
This solution can be obtained from the results of Section 4, taking Remark 4.5
into account. In fact, solving (5.1) subject to condition (5.2) is equivalent to finding
a solution to
GC D  ;
whereC D (C1 ; C2  2 (LC2 2 ;  D . 1;  2/with Qr−1  1;  2 2 L−2 . This mere-
ly corresponds to making Qr − D  .
It follows from Theorem 4.6 that C1 ; 
C
2 ;  1; and 2 are given by (4.16), (4.17),
(4.18) and (4.19), respectively.
Thus we have the following:
Theorem 5.4. If G 2N0 is a matrix function of the form .3:6/ such that condition
.4:2/ is satisfied and
GC D Qr −;  2 .L2 /2; −1 .−b/ =D 0; −2 .−b/ D 0;
then C1 ; 
C
2 are given by .4:16/ and .4:17/; respectively; and
−1 D K
1 C . C a/ f−
 − b ; 
−
2 D −K Qr−1 f− (5.14)
with f− D P− .γ =. C a//.
Corollary 5.5. With the same assumptions of Theorem 5:4; a canonical factoriza-
tion forG is G D G−GC; where
G− D

1 C . C a/f− Qr (1 C . C a/f− − 2 q
−. C b/ f− −. − b/f− C 2

;
G−1C D

1 − . C a/fC Qr (1 − . C a/fC − 2 q
. C b/fC . − b/fC C 2

with
f D P

γ
 C a

and 2 D 2b

1
b − a − f
−.−b/

:
An interesting question remains to be studied, which concerns the form of the
factorsG− andGC.
It is clear that, in general, the factors given in Corollary 5.5 do not belong to the
same groupN0 to which the matrixG belongs. However, other canonical factoriza-
tions for G, in which the factors differ from those presented in the last theorem by
constant multiplicative factors, are possible:
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G D G−GC D .G−A/ .A−1GC/ D QG− QGC (5.15)(
A 2 G.C22/. The factors commute when they belong toN0.
In order to determine necessary and sufficient conditions for existence of such a
commutative factorization, we look at the structure of matrix functions belonging to
N0.
It is easy to see that, if G 2N0, the second column of G can be obtained from
the first by rational transformation
q γ
1 − γ

D

0 −q2
1 2 q
 
1 C γ
−q−1 γ

: (5.16)
Let G D G−GC be a canonical factorization in which G 2N0 and let G− D
Tg−ij U; G−1C D TgCij U:
Let moreover
 D
"
1
2
#
D 1
  b
"
g11
g21
#
;   D
"
 1
 2
#
D 1
  b
"
g12
g22
#
: (5.17)
We have
GC D Qr −; G C D Qr  −: (5.18)
Since, according to (5.16),  and   must be related by"
 1
 2
#
D
"
0 −q2
1 2 q
# "
1
2
#
(5.19)
we see that −2 must have a double zero for  D −b 2 C−, to compensate the double
pole of q2. This means, in particular, that we must have −2 .−b/ D 0, −1 .−b/ =D 0
and therefore it follows from Theorem 5.4 that −2 is given by (5.14). Thus, the
condition of existence of a double zero of −2 for  D −b can be expressed in the
form
f−.−b/ D 0: (5.20)
Conversely, if (5.20) is satisfied, condition (4.2) is also satisfied and G admits a
canonical generalized factorization. Moreover, defining
G− D . − b/

−1  
−
1
−2  
−
2

; G−1C D . C b/
"
C1  
C
1
C2  
C
2
#
;
where 1 , 

2 are defined as in Theorem 5.4 and  

1 ,  

2 are given by (5.19), we
see thatG D G−GC is a canonical factorization forG, whose factors belong toN0.
We have thus proved the following:
Theorem 5.6. Condition .5:20/ is necessary and sufficient for existence of a ca-
nonical factorization for G in the group N0. If this condition is satisfied; we have
G D G−GC; where
M.C. Câmara, M.T. Malheiro / Linear Algebra and its Applications 320 (2000) 79–96 93
G− D

1 C . C a/f− q. C a/f−
−. C b/f− 1 − . C a/f−

;
G−1C D

1 − . C a/fC −q. C a/fC
. C b/fC 1 C . C a/fC

;
f being defined in Corollary 5:5.
6. Non-canonical factorization
Let nowG 2N0 admit a non-canonical factorization, which means that
P−

γ
 C a

.−b/
D 1
b − a : (6.1)
According to Corollary 4.3, such a factorization for G is of the form
G D G−
Qr−1 0
0 Qr

GC; (6.2)
where Qr is given by Qr./ D . − b/=. C b/ with b 2 CC (see Section 5).
To determine the factorsG we can use once again the solutions of Eq. (4.1).
If .C; −/ is a non-trivial solution toGC D − and since dim ker TG D 1, we
can take . C b/C (resp. . − b/−) as the first column in G−1C (resp.G−).
We remark that, in the case we are considering, this result can be found in [7], in
a different context: to determine a basis of ker TG from a generalized factorization
of G. Here we adopt the reverse perspective, since we know a basis of ker TG and
our purpose is to determine one of the columns in the factors G of a generalized
factorization for G.
In fact, we have in this case
diag.1; Qr/GC C D diag.Qr; 1/G−1− − (6.3)
and defining GC C D  C D . C1 ;  C2 /; G−1− − D  − D . −1 ;  −2 / it follows
that
 C1 D Qr  −1 D
K0
 C b ;
Qr  C2 D  −2 D 0;
whereK0 2 Cnf0g. Thus
GC C D K0
 C b

1
0

; G−1− − D
K0
 − b

1
0

;
and we have
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. C b/C D K0G−1C
"
1
0
#
; . − b/− D K0G−
"
1
0
#
;
where we can chooseK0 D 1.
On the other hand, it was shown in the proof of Theorem 4.1 that these first col-
umns of G−1C andG− satisfy the following relations:
C1 C q C2 D −1 C q −2 D
K
 C b (6.4)
with K 2 Cnf0g. This allows us to determine the second column in G−1C andG−, as
stated in the following theorem.
Theorem 6.1. Let G 2N0 be such that .6:1/ is satisfied. A non-canonical gener-
alized factorization for G is G D G− diag .Qr−1; Qr/GC with
G− D
"
Qr 1 C . C a/ f− −. C a/=. − b/
. − b/ f− Qr−1
#
; (6.5)
G−1C D
2
41 − . C a/ fC −q
. C b/ fC 1
3
5 ; (6.6)
where f D P.γ =. C a//.
Proof. Let .C; −/ be a non-trivial solution to the equationGC D −, given by
(4.12)–(4.15), with K =D 0. We have
. C b/ .C1 C q C2 / D K;
. − b/

Qr−1 −1 C
 C a
 − b 
−
2

D K:
This can be expressed in the form
det
"
. C b/ C1 −q
. C b/ C2 1
#
D K; (6.7)
det
"
. − b/ −1 −. C a/=. − b/
. − b/ −2 Qr−1
#
D K: (6.8)
Let QGC and QG− denote the matrix functions on the left-hand sides of (6.7) and
(6.8), respectively.
Since .C; −/, with  D .1 ; 2 /, is a non-trivial solution to the equation
GC D − and
G
−q 1T D Qr − C a
 − b Qr
−1
T
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we see that
G QGC D QG−
"
Qr−1 0
0 Qr
#
:
Moreover, it follows from (6.7) and (6.8) that det QG D K =D 0. Therefore a non-
canonical factorization forG isG D G− diag.Qr−1; Qr/GC, withG− D QG− andGC DQG−1C . 
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