Markov Chain Monte Carlo methods for simulation in pedigrees by Cheal, Ryan
        
University of Bath
PHD








Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.
            • Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
            • You may not further distribute the material or use it for any profit-making activity or commercial gain
            • You may freely distribute the URL identifying the publication in the public portal ?
Take down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.
Download date: 14. May. 2019
Markov Chain M onte Carlo 
M ethods for Sim ulation in 
Pedigrees
s u b m i t t e d  b y
Ryan Cheal
for t h e  d e g r e e  o f  P h . D .  




A tte n t io n  is d ra w n  to  th e  fac t  t h a t  copyrigh t  of th is  thesis  res ts  w ith  its a u th o r .  T h is  copy 
of t h e  thesis  has been supplied  on th e  condition  t h a t  an yone  w ho  co n su l ts  it is und e rs to o d  
to  recognise t h a t  its  copy r ig h t  rests  with its a u th o r  an d  t h a t  no q u o ta t io n  from the  thesis  
and no in fo rm ation  derived from it m ay  be published w i th o u t  th e  p r io r  w ri t ten  consen t  o f  
the  a u th o r .
T h is  thes is  m ay  be m ad e  available for co n su l ta t io n  w ith in  th e  U nivers i ty  L ibrary  and m ay 
be pho tocop ied  or  lent to  o th e r  libraries for the  p u rp o ses  of  c o n su l ta t io n .
S ig n a tu re  o f  A u th o r  . ox>. C U J
R yan C heal
UMI Number: U095786
All rights reserved
INFORMATION TO ALL USERS  
The quality of this reproduction is dependent upon the quality of the copy submitted.
In the unlikely event that the author did not send a com plete manuscript 
and there are missing pages, th ese  will be noted. Also, if material had to be removed,
a note will indicate the deletion.
Dissertation Publishing
UMI U095786
Published by ProQuest LLC 2013. Copyright in the Dissertation held by the Author.
Microform Edition © ProQuest LLC.
All rights reserved. This work is protected against 
unauthorized copying under Title 17, United States Code.
ProQuest LLC 
789 East Eisenhower Parkway 
P.O. Box 1346 
Ann Arbor, Ml 48106-1346
UNIVERSITY OF CATH
To
M y A m azem en t
Abstract
Dyfal done a dyrr y garreg. 
(Constant blows break the stone)
M otivation
Pedigree  analysis  is th e  science of e x t ra c t in g  in fo rm ation  from fam ily  t ree s  or  pedigrees. 
T h is  thesis  has c o n c e n tra te d  on p ro bab il i ty  ca lcu la t ions  on th e  ped ig ree  of th e  Przew alsk i 
Horse  (P H ).  We were asked to  p rovide  evidence of th e  effect o f  d ifferen t m a n a g e m e n t  
p ro g ra m s  on the  pedigree  an d  th is  has  led to  developing new efficient s im u la tion  m e th o d s  
able  to  deal with large, com plex  pedigrees.
Tools
In th e  pas t ,  an ex ac t  m e th o d  called peeling has been used to  c a lcu la te  p robab il i t ie s  on 
pedigrees, b u t  th is  m e th o d  is u n sa t is fac to ry  for large pedigrees d u e  to  i ts  v as t  m em ory  
req u irem en ts  and  its inab ili ty  to  p rovide  u n c e r ta in ty  m easures .  In th e  thesis  we inves tiga te  
s im ula tion  m e th o d s  for th e  ca lcu la t ions .
S to ch as t ic  s im ula tion  m odels  and a  Bayesian app roach  provide th e  genera l f ram ew ork  
to  model pedigree d a t a  and  to  in c o rp o ra te  prior in fo rm ation  o b ta in e d  for a b o u t  ha lf  of the  
horses  in the  P H  pedigree. T h e  m odels  a re  im plem en ted  using M ark o v  C h a in  M o n te  C arlo  
(M C'M C) a lgo r i thm s  and a re  s t ru c tu re d  to  be s t r ic t ly  local in n a tu re .  T h is  simplifies th e  
a lg o r i th m s,  m ak ing  th em  easier  to  u n d e rs ta n d  and  im p lem en t.  However, th e y  are  still 
co m p u ta t io n a l ly  intensive.
A pp lication
Firs tly , peeling is used in an E M  a lgo r i th m  to  ob ta in  the  m ax im u m  likelihood e s t im a te s  of 
th e  allele frequencies of  th e  founders  for t r a i t s  of tw o  and th ree  alleles of th e  P H  pedigree. 
However, th is  m e thod  b reaks  down with  m ore  th an  th ree  alleles for th e  reasons m en tioned  
above. T h e  G ibbs  Sam ple r ,  a  re la tively new m e th o d  of s im u la t ion , fo rm s  th e  basis of the  
s im u la ting . We replace th e  peeling with the  G ibbs  S am ple r  in th e  EM  a lg o r i th m . However,
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problem s w ith  th e  i r reduc ib il i ty  of th e  M arkov  C ha in  an d  d o u b ts  as to  th e  a lg o r i th m ’s 
ability to  converge  in h igher  d im ensiona l  space  exist ,  an d  so we t ry  to  im prove on th is  by 
using a  Bayesian  f ram ew o rk  as a  c o m p u ta t io n a l  engine. By  s e t t in g  up  a  c o n s ta n t  Dirichle t  
p rior we can use th e  G ib b s  S am p le r  to  g en e ra te  sam ples  from  th e  likelihood which will 
be p ro p o r t io n a l  to  th e  po s te r io r .  Using th is  f ram ew o rk ,  e s t im a te s  for th e  m arg ina l  m eans  
and  assoc ia ted  s ta t i s t ic s  a re  easy  to  o b ta in ;  th e  rem a in in g  p roblem  is how to  ge t good 
e s t im a te s  of th e  M L E s  from  th e  sam ples  and  various fo rm s of densi ty  es t im a t io n  are  
investiga ted . T h r o u g h o u t  th e  thesis  we use four decim al places for ca lcu la tions.  For m ost  
p rac tica l ap p l ica t io n s  th is  could be considered overkill b u t  we do  th is  in o rd e r  to  assess th e  
accuracy  of o u r  a lg o r i th m s .  If less accu racy  is requ ired  th e n  th e  run  t im e  o f th e  a lg o r i th m s  
can be co rrespond ing ly  reduced .
V isu alisa tion
We will be dealing  w ith  t r a i t s  of up  to  six alleles a n d  th is  gives us th e  problem  of how 
to  visualise p o in ts  an d  likelihood surfaces of high d im ensiona lity .  T h e re  are  exceptionally  
powerful v isualisa tion  too ls  an d  th e re  a re  o the rs ,  som e  well know n, t h a t  rarely  o u tp e rfo rm  
th e  best ones. In th e  h igher d im ensions  we use v isua lisa t ion  to  check th e  pe rfo rm ance  of 
th e  G ibbs  S am p le r  and  find t h a t  a  m ulti-pane l d isp lay  p lo t t in g  allele pairs  gives th e  bes t  
results.
Layout
T h e  thesis is broken dow n in to  th e  following pa r ts :
•  C h a p te r  1 p rovides  an in t ro d u c t io n  to  th e  s u b je c t  o f  pedigree  analysis  and  expla ins  
th e  s ta t is t ic a l  th e o ry  t h a t  underlies the  techn iques  used in su b se q u e n t  chap te rs .
•  C h a p te r  2 gives th e  h is to ry  of th e  PH  pedigree  and  uses th e  peeling E M  a lgo ri thm  
to  provide evidence a b o u t  th e  relevance of d ifferen t m a n a g e m e n t  p rogram s.
•  C h a p te r  3 replaces th e  peeling s te p  of th e  EM  w ith  s im u la ted  answ ers  g enera ted  by 
th e  G ib b s  Sam ple r .  T h e se  a re  checked a g a in s t  th e  ex a c t  resu lts  for two and  th ree  
alleles and ex ten d ed  to  th e  higher allele t ra i ts .
•  C h a p te r  4 uses a fully B ayesian  fram ew ork  as a  c o m p u ta t io n a l  tool to  do the  s im ­
ulation and  inves t iga tes  th e  difficulties o f  finding M L E s  from th e  realisa tions using 
density  e s t im a t io n .
•  C h a p te r  5 su m m a r ise s  th e  work and  outlines  possible a rea s  of fu r th e r  research.
A b ibliography and index a re  included for reference.
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C h a p te r  1
In t ro d u c t io n
Could I read it?
If I could read it, did I believe it?
If I believed it, did I care about it?
And if I cared about it
What was the quality of my caring?
And did it last?
(P h illip  Larkin 1 9 2 2 -1 9 8 5 )
G enetics  is th e  way t h a t  h um an  beings are  charac ter ised  and pass on these  ch a ra c te r ­
istics to  the ir  children. We have known for som e tim e th a t  diseases such as haemophilia , 
cystic fibrosis and  colour blindness a re  solely genetic and are  passed from generation  to  
genera tion , b u t  we are  now finding t h a t  m any m ore diseases such as cancer, h ea r t  p rob­
lems and d iabe tes  have som e kind of genetic com ponen t.  Consequently , there  is a  lot of 
interest in th e  su b jec t .  T w o  models, biological and m a th em a tica l ,  have been form ulated .
1.1 Biological M odel
Ch romosom es  are  the  biochemical s t ru c tu re s  t h a t  c a r ry  genetic in fo rm ation . Each cell in
Figure 1- 1 : T h e  D o u b l e  a  H e l i x :
The diagram shows the twisting of  the 
strands of  DNA into the well-known dou­
ble a  helix structure. Two base-pairs are 
also shown.
the  hum an body has 23 pairs  of chrom osom es, of these 22 pairs a re  called autosom.es  and 
the  rem aining pair specifies the  sex of the  individual. One of each pa ir  is inherited from 
the  m other  and one from th e  fa ther.
They  are  m ade up of an in fo rm ative  part ,  a length of DNA. w rapped  a round  s t ru c tu ra l  
proteins. T h e  D NA co n ta ins  a long sequence of four types  of molecules: adenine (A).
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thym ine  (T ) ,  guanine  (G) and cytosine (C). Each molecule identifies and pairs  up with 
one of  the  o thers;  A identifies with T  and G w ith  C. However as shown in F igure  1 - 1 , these 
s t r a n d s  are  able to  tw is t  giving th e  fam ous double a  helix. DNA can dup lica te  itself. T h e  
s t r a n d s  pull a p a r t  and the  unbounded  pairs  re-bind with the ir  p a r tn e r  molecules from the  
pool of loose su r round ing  molecules.
T h e  set o f  all 23 pairs of chrom osom es is called th e  gen ome  and each pair  of molecules 
A - T  or C - G  is called a base pair  or base.
T h e  hum an  genom e consists of a b o u t  th ree  billion base pairs. M ost bases, ap p rox i­
m ate ly  99%, are  homomorp hic  - the  sam e  in all hum ans  -  and roughly 90% are  identical 
for all m am m als .
1.2 M athem atical M odel
A m a th e m a tic a l  model of genetics has been fo rm ula ted  in parallel with  the  biological
model. W hen M endel decided to  favour his m a th em a tica l  ra th e r  th a n  theological ins tinc t
and produced his in fam ous experim ent with pea-pods, he s ta r te d  the  whole idea of genetics. 
His insight in to  genetic s t ru c tu re  over 120 years  ago has shown itself to  be still valid th rough  
all o f  th e  advances in the  sub jec t .
1.2.1 T erm in ology
M ende l’s F irs t  Law of Heredity (Mendel 1965) s ta te d  t h a t  genetic in form ation  is s tored  
in d iscre te  'p a c k e ts ’.
Figure 1-2: P a r t  o f  T h e  H u m a n
G e n o m e : The figure shows the lo­
cus for the A B O  blood group. The in­
dividual has a heterozygous A O  genotype
which gives rise to a phenotype or blood
group a.
H u m an s  are  th e  sam e  as pea-pods in being diploid  which m eans t h a t  each genetic  
charac ter is t ic ,  such as hair  colour in h um ans  or shell sm oo thness  in pea-pods, is described 
by two such units. M endel’s 'packe ts '  of in form ation  are  called genes  which are  linearly 
a rranged  along th e  chromosomes.  A gene is a sequence of base pairs  of varying length. 
On each chrom osom e there  are  m any loci. A locus  is the  position on the  ch rom osom e of 
a po lymorphism  t h a t  is a position where a base or a sequence of base pairs  may show 
varia tion . T h e  possible s ta te s  at a locus are  called alleles  and th e  two alleles, one on each 
of a pair of chrom osom es, make up the  ge notype at a locus. An individual who carr ies  two 
copies of  the  sam e  gene is known as homozygous,  whilst an individual ca r ry ing  different
Alleles
A O 
Part of Chromosome 9
Locus for 
ABO  Blood Group
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alleles is known as heterozygous.  T h e  geno type  may affect the  physiology of th e  host in 
th e  form of some charac teris tic  or trait.
T h e  geno type  is not directly  observable  b u t  th e  t r a i t  can be, for exam ple  a genetic 
disease or a p roperty  such as th e  blood groups. T h e  set of all physiological possibilities are  
called the  phenotypes.  An exam ple  showing p a r t  of th e  hum an genom e with  w ith  locus 
for the  A B O  blood g roup  is shown in F igure  1-2. M e n d e ls  laws of inh er i tan ce  specify 
th e  trans i t ion  of alleles from p aren ts  to  offspring. If a  pa ren t  has gen o ty p e  A O  then  
Pr(offspring inherits  allele A) =  Pr(offspring  inherits  allele O) =  An exam ple  pedigree 
showing M endelian transm ission of genes is shown in F igure  l-3 (a ) .
1.2.2 Pedigrees
In o rder to  m ake inferences a b o u t  a genetic t r a i t  we need d a t a  on a set of re la ted  individuals  
which is called a pedigree or genealogy.  T hese  are  collected for various reasons such as 
historical in terest ,  pa te rn ity  cases and  anim al breeding, which is the  case t h a t  will occupy 
us in th is  thesis.
(a)
A B  C D
0 - 1 r *  O n 6
F G AC AD E F
CF AF
A B  C D
CF
Figure 1-3: EXAMPLE P e d i g r e e : Fig­
ure (a) shows the traditional format of  
an example pedigree showing Mendelian 
transmission of  genes. Figure (b) shows a 
marriage node format of  an example pedi­
gree illustrating the genes o f  the founders 
only.
A genealogy Q conta ins  the  individuals  Z  and also the  re la tionships between them . 
D e f i n i t i o n  1 . 1 . An individual is called & fo u n d e r  if its pa ren ts  are  not in th e  pedigree.
T h e  trad it iona l  fo rm at of rep resen ting  a pedigree is shown in F igure  l-3 (a )  and the  
m arr iage  node form at is shown in F igure  l -3 (b ) .  F igure  1-3 (a) also shows an exam ple  
of M endelian transm ission of genes. In large pedigrees where th e re  are  m any genera t ions ,  
usually som e of the pheno types  of  individuals  at the  bo ttom  of the  pedigree are  known 
th rough  DNA or blood te s t ing  but indiv iduals  higher up the  pedigree, who were alive 
before m odern tes ting  procedures, yield no phenotypic  in form ation.
A lthough t he definition of a pedigree covers a random  list from a large p o pu la t ion ,  this 
is un in te res t ing  to  us as re la tionships would be so d is ta n t ,  and hence u n traceab le ,  t h a t  all 
the  m em bers  of the  pedigree would be founders. We are far m ore in te res ted  in a  small 
popula tion  descended from a small num ber of  founders  where a lm ost everyone is related 
or a small genetic isolate t h a t  has little or no gene exchange with o th e r  popu la t ions .  T h is  
is usually e ither  an isolated hum an popula tion  or a cap tive  anim al popu la t ion .
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E x am p les  of d ifferent pedigrees -  a  sim ple, a  zero looped a n d  a  com plex  ped ig ree  -  
a re  given in F ig u re  1-4. A sim ple ped ig ree  is one in which a t  leas t  one of  th e  p a re n t  
pa ir  of each offspring in th e  pedigree  is a  founder ,  a  zero-loop ped ig ree  is one  w here  b o th  
p a re n ts  o f  each offspring a re  in th e  b o d y  of th e  pedigree  b u t  no loops are  fo rm ed  by th e  
m arr ia g e  node g ra p h  a n d  a  com plex  pedigree  is one w here th e  b reed ing  c re a te s  loops in 
th e  pedigree.
(a) (b) (c)
Figure 1-4: E x a m p l e s  o f  P e d i g r e e s : Plot (a) shows a simple pedigree where at least one
parent of each offspring is a founder. Plot (b) shows a zero-loop pedigree where both parents 
of each offspring are in the body of the pedigree but no loops are formed by the marriage node 
graph. Plot (c) shows a complex pedigree where the breeding creates loops in the pedigree.
T h e re  are  several a p p ro a c h e s  to  s tu d y in g  a pedigree. N ow adays  we te n d  to  e x am in e  
genetic  t r a i t s  or gene tica lly  linked diseases  w ith in  th e  pedigree. For  h u m a n  pedigrees, 
a  small N ew found land  p o p u la t io n  has  been s tu d ied  by Larsen , B a rn a rd ,  B uh ler ,  a n d  
M arsha ll  (1976) and T h o m p s o n  (1981), w ho looked a t  cancer  and im m unodefic iency ; th e  
M e n n o n i te -A m ish  c o m m u n i ty  have been s tud ied  for p roprion ic  ac id em ia  by K idd , Wollf, 
Hsia, and  Kidd (1980) an d  T h o m p s o n  (1983); and an E sk im o  p o p u la t io n  of  G reen lan d  
has  been investiga ted  by E d w a rd s  (1980) and  Sheehan (1991).
1 . 2 . 3  G e n e t i c  M o d e l s
T h e  re la t ionsh ip  betw een  th e  underly ing , unobservab le  g en o ty p es  and  th e  p h en o ty p e s  is 
described  by the  genetic  m odel. T h is  re la t ionsh ip  m ay be s im ple  o r  a  l i ttle  m ore  com pli­
ca te d .  For exam ple ,  th e  b lood g ro u p s  are  a  th ree  allele t r a i t  with  alleles A B  and  O , and  
g en o ty p es  A A : A B : A 0 : B B : B 0 : 0 0 .  U n d e r  a d o m i n a n t  model any  ind iv idua l w ho carr ies  
th e  d o m in a n t  allele d isp lays  its c h a rac te r is t ic ,  while a  co -d o m in a n t  m odel allows all th e  
g en o ty p es  to  be d is t ingu ished  phenotypically .
T h e  A B O  sy s tem  is modelled by A  and B  co -d o m in an t  to  0 ,  giv ing p h e n o ty p e s  or 
blood g ro u p s  a : a b : b : o  as .4.4 A O  and B B  B O  are  pheno typ ica lly  ind is t ingu ishab le .  We 
can a l te rna tive ly  define th is  model as 0  recessive  to  4  and B.
T h e  following def in itions from T h o m p so n  (1986) help in defin ing th e  genetic  m odel.
D e f i n i t i o n  1 . 2 . Let the  t r ansm is s ion  probability,  deno ted  r ( / , j , / c ) ,  be th e  p robab il i ty  
t h a t  th e  p a re n ts  with g en o ty p e s  j  and k  p ro d u ce  an offspring with g e n o ty p e  i.
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E x a m p l e  1 . 1 . T r a n s m is s io n  P r o b a b i l i t i e s : In the A B O  blood-group system
t ( A B , A A , B O )  =  i  t ( 0 0 , A 0 , B 0 )  =  ( 1 . 1 )
□
D e f i n i t i o n  1 .3 .  Let th e  penetrance probabil i ty , d e n o te d  p(</>, ?•), be th e  p rob ab i l i ty  t h a t  
an ind iv idua l  w ith  g e n o ty p e  i has th e  observed  s t a t e ,  or p h en o ty p e ,  </>.
E x a m p l e  1 . 2 . P e n e t r a n c e  P r o b a b il it i e s : Again, using the A B O  blood-group sys­
tem
p ( a ,  A A )  =  1 p (a ,  A O )  = 1 (1.2)
which in d ica tes  t h a t  th e  O allele is recessive w ith  re sp ec t  to  th e  A allele. □
T h ese  p e n e t ra n c e  p robab ili t ies  can be collected  a n d  rep resen ted  in a  p e n e t ra n c e  m a tr ix .  
T h r o u g h o u t  th is  thesis , we shall be ex am in in g  16 t r a i t s  rang ing  from  2 to  6  alleles a n d  
all of th em  a re  c o -d o m in an t .
1 . 2 . 4  A l l e l e  F r e q u e n c i e s
C o n tin u in g  o u r  A B O  b lood g ro u p  exam ple ,  if we let r ^ ^ a n d  T3  be the  allele frequencies 
for A  B  and  0  respectively  and  assu m in g  ra n d o m  m a tin g ,  equal fitness and no selection , 
then  th e  g e n o ty p e  frequencies will rem ain  c o n s ta n t  from g enera t ion  to  genera tion  an d  th e  
p rop o r t io n  o f  g e n o ty p e s  A A : A B : A 0 : B B : B 0 . 0 0  is in th e  ra t io  id\ : 27r17T2 : 2 7 ^ 3  : t t |  : 
2 7 T2 7T3  : 7rJ. T h is  is known as the  H ar dy -W einberg  equ il ib r ium . R an d o m  m a t in g  a ssu m es  
you a re  equally  likely to  have children by y o u r  s is te r  as any  o th e r  w om an , which m ay  
be t ru e  for an im als  b u t  is no t t ru e  for h u m a n s .  E qua l  fitness a ssum es t h a t  th e  average  
n u m b e r  of offspring d o e s n ’t d epend  on p a re n ta l  g en o ty p es ,  which will be u n t ru e  for lethal 
t r a i t s  w here  th e  affected host does no t su rv ive  to  rep roduce .  No selection m ean s  t h a t ,  for 
exam ple ,  ind iv idua ls  w ith  an A  gene do  n o t  h u n t  o u t  o th e r  A  ind iv iduals  to  m arry .
D e f i n i t i o n  1 .4 .  Let th e  popula tion  f requency ,  d e n o te d  7r ( i ) ,  be the  frequency o f  th e  Z1 *1 
g e n o ty p e  in th e  popu la t io n  from which th e  fo u n d e rs  a re  d raw n .
1.3 L ikelihood F unction  for P ed igrees
W hen  c o m p u t in g  p robabili t ies  on pedigrees th e  basic s ta t is t ic a l  tool is the  likelihood func­
tion
L { ( t > {D ) ,G ,M }  = P { (b { D ) \G ,  M } (1.3)
w here D  is th e  set of ind iv iduals  in the  pedigree  w hose  p h en o ty p e  with respect to  th e  t r a i t  
of  in te re s t  has been observed , <p{D) is th e  se t  o f  p h e n o ty p e s  for those  ind iv iduals , G  is
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th e  pedigree s t ru c tu re  and  M  is th e  g ene tic  m odel being considered for th e  t r a i t .  Vary ing  
th e  different p a ra m e te rs  in E q u a t io n  (1.3) allows us to  ca lcu la te  d ifferent likelihoods. For 
exam ple ,  if we allow M  to  vary  we o b ta in  L ( M ) ,  which rep resen ts  th e  likelihood for any 
p a r t ic u la r  genetic  model, an d  will allow us to  infer th e  m ode  of in h e r i ta n c e  of  th e  t r a i t  
in ques t ion . V ary ing  G  resu lts  in L ( G ) ,  which rep resen ts  th e  likelihood of an y  p a r t ic u la r  
ped igree  configura t ion , and  can  be used for inferences on th e  s t r u c tu r e  of  th e  pedigree. 
W e can use th e  cond it iona l  in d ep en d en ce  p ro p e r ty  to  rep resen t  E q u a t io n  (1.3) in te rm s  
of r , p  and  7r as  defined in D efin itions  (1.2, 1.3, 1.4).
L { 4 > ( D ) , G , M }  =  E - E n « n  T {iki i f k 5 zm fc) I I  p W h i l } ,  (1-4)
i\  in j E F  k ^ F  l e D
w here  F  is th e  se t  of founders  o f  th e  pedigree, n  is th e  n u m b er  o f  ind iv idua ls  in the  
pedigree  G , and  f j  and  m 3 a re  th e  f a th e r  an d  m o th e r  of  individual j  respectively .
1.4 G ene C ounting
In th is  thesis  we a re  concerned  w ith  a n ces tra l  inference and n o t  in te re s ted  in chang ing  
th e  genetic  model; in a d d i t io n ,  all o f  th e  t r a i t s  a re  co -dom inan t .  T h is  m e a n s  t h a t  bo th  
th e  t ransm iss ion  and  p e n e t ra n c e  p robab i l i t ie s  are  fixed and  so in E q u a t io n  (1.4) only the  
popu la t io n  allele frequencies a re  u nknow n .
C'eppellini, Siniscalco, and S m ith  (1955) i l lu s tra ted  a n e w  m eth o d  called gene  count ing  
to  e s t im a te  the  allele frequencies . T h e y  used recessive models w here  th e  p h e n o ty p e s  do 
n o t  exclusively represen t  th e  g en o ty p es ,  as we have shown an ind iv idual o f  b lood  g ro u p  a  
m ay be genotypically  A O  o r  A A ,  b u t  by g ro u p in g  all th e  g en o types  t h a t  ex p re ss  th e  given 
p h e n o ty p e  they  were able to  d e te rm in e  th e  gene frequencies by a  s im ple  allele co u n t .  T h is  
gives new im proved e s t im a te s  of  the  allele frequencies  which provides us w ith  th e  possibility 
of  i te ra t in g  to  convergence. Sm ith  (1957) generalised the  p ro ced u re  o f  e s t im a t io n  by 
c o u n t in g  and  showed its app licab il i ty  to  a  wide range  of  problem s. C'eppellini, Siniscalco, 
and  Sm ith  (1955) indica ted  th a t  th is  p ro ced u re  led to  m ax im um  likelihood e s t im a te s  
(M L E s) and Sm ith  (1957) p o s tu la te d  t h a t  these  e s t im a te s  from th e  c o u n t in g  m e th o d s  
were a lw ays the  M LEs.
1.5 T he EM  A lgorith m
However, it was not until D e m p s te r .  Laird , and  R ubin  (1977) t h a t  a r igorous  app ro ach  
was fo rm u la ted  for th is  m e th o d  of M L E s.  T h e y  observed t h a t  if th e  M L E s  w ere difficult 
to  o b ta in  th ro u g h  th e  usual m e th o d  o f d iffe ren tia t ion , then  th e  o b ta in ed  expression  could 
be represen ted  in an i te ra t iv e  form . A brief acco u n t  of the  a lgo ri thm  is given below.
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I n t r o d u c t i o n
T h e  E M  a lgo ri thm  prov ides  a  g en era l  ap p ro ach  to  i te ra t iv e  c o m p u ta t io n  of  M L e s t im a tio n  
when th e  o bse rva tions  can  be viewed as incom ple te  d a t a .  E ach  i te ra t io n  consis ts  of an 
E x p e c ta t io n  s te p  followed by a  M ax im isa t io n  s tep ,  hence th e  E M  a lg o r i th m . T h e  te rm
a many -  one mapping from X  —► y. The observed data  y  are a realisation from y. The  
corresponding x  £ X  is not directly observed but indirectly through y .  More specifically, 
we assume there is a mapping y  =  y ( x )  from X  to y  and that  x  is known only to lie in 
X ( y ) ,  the subset of X  determined by the equation y  =  y ( x ) ,  where y  is the observed data.  
The authors consider a family o f  sampling densities / ( x  | <f>) depending on parameters  
4> and derive its corresponding family of  sampling densities g{y  | </>). T he com plete  data  
specification / ( . . .  | . .  .) is related to  the incomplete d a ta  specification ( / ( . . .  | . .  . ) by
-r'(y)
T h e  EM  a lgo r i thm  is d ire c te d  a t  f inding a  value of <j> which m ax im ises  g ( y  | <j>) given 
an observed y  by m ak in g  use o f  th e  a ssoc ia ted  family / ( x  | </>).
D e f i n i t i o n s  o f  t h e  E M  A l g o r i t h m
We now define th e  E M  a lg o r i th m . Suppose  th a t  / ( x  | <f>) has  th e  regu la r  exponen tia l  
family form
w here  <f> deno tes  a L x r  vec to r  p a ra m e te rs ,  t ( x )  d en o te s  a  1 x r  vec to r  of com p le te  d a t a  
sufficient s ta t is t ic s  and th e  s u p e rs c r ip t  T  d en o te s  m a tr ix  t r a n sp o se .  T h e  te rm  regular  
m ean s  here t h a t  $  is re s tr ic ted  on ly  to  an r d im ensional convex  se t  Q such t h a t  E qua-
incomplete  data  in i ts  genera l  fo rm  implies th e  ex istence of tw o sam p le  spaces  y  a n d  X  and
(1.5)
/ ( x  | <{>) =  6 (x )exp{c/> t(x)T }/a(<£) ( 1.6 )
tion (1.6) defines a d ens i ty  for all <j> in Q and th e  sam p le  space  X  over which / ( x  | <f>) >  0 
is th e  sam e  for all <f> in Q. We no tice  t h a t  if
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Hence,
a! {(/>) J b ( x ) t i ( x )  exp(<f ) t )dx
1.10)
a{4 >) a{<j))
= E ( U ( x ) ) .  (1.11)
T h u s ,  if E q u a t io n  (1.7) holds for i =  1 , . . .  , n
t  (x) =  E {  t ( x ) ) .  ( 1 . 1 2 )
So, f inding th e  M L E  of <j> for a  given value of  t ( x )  is equ iva len t  to  f inding th e  <fi for 
which E ( t ( x ) )  equa ls  th e  observed t ( x ) .
T h e  a lg o r i th m  works as follows. Suppose  t h a t  <f>^ d en o te s  th e  c u r re n t  value of  4> a f te r  
p  cycles of th e  a lg o r i th m , th e  nex t  cycle can be o b ta in e d  by:
•  (E -S te p ) :  F ind
t<')> =  £ ' ( t ( x ) | y , ^ ) )  ( 1 . 1 3 )
•  (M -S te p ) :  D e te rm in e  <^p+1) as th e  solu tion  o f  th e  e q u a t io n s
£ ( t ( x )  | <f>) =  t (p). (1.14)
T h ese  tw o s te p s  are  th e n  repea ted  until convergence.
Rem ark s .
• T h e  E  s te p  can be th o u g h t  of as e s t im a t in g  th e  comple te -data  se t  b u t  d o e s n ’t nec­
essarily  co rre sp o n d  to  any possible x .
•  As previously  exp la ined , E q u a tion  (1.14) is equ iva len t  to  M L  es t im a tio n  of  </> from 
t ( x )  =  t ( p).
•  It is assum ed  t h a t  if x  was observed then  it would be s t r a ig h t fo rw a rd  to  find th e  </> 
t h a t  m axim ises  / ( x  | <f>) -  or equivalently , solves E q u a t io n  (1.14).
•  T h e  app ea l  of th is  a lgori thm  is its s im plic ity  and  genera lity . For exam p le  a t  the  
e s t im a t io n  s tep ,  th e  sufficient s ta t i s t ic s  can be used r a th e r  th a n  the  whole  d a t a .  
T h e  com p le te  d a t a  can include p a ra m e te rs .
•  T h e  likelihood is forced to  increase a f te r  each i te ra t io n .  U n d e r  cer ta in  ad d i t io n a l  
c o n d i t io n s  it can be shown th a t  th e  a lg o r i th m  does w h a t  it is in tended  to  do  - find 
th e  M L E . See (D em p s te r ,  Laird, and Rubin  1977) for fu r th e r  deta ils .
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E x a m p l e  1 .3 .  M L E s :  C onsider  the  A B O  b lood ty p e  sy s tem  an d  su p p o se  th e  th ree  
alleles A  B an d  O have frequency  7t 1 , 7T2  an d  7r3  respectively.
G e n o t y p e  P h e n o t y p e s  G e n o t y p e  P h e n o t y p e  P h e n o t y p e
C o u n t s  F r eqs  C o u n t s
ao I a I + n*A O  J N a o  J
B B 1  K N b B  1  2 I o> b  \  7r| +  27r27r3 n b
B O  J N b o  J
A B  a b  N Ab  2 k ^ 2 n ab
0 0  o  N o o  7r |  n 0
n
□
C ons ide r  th e  th e  likelihood for th e  incom ple te  d a t a
L( ir  , n )  =  c ( 7r j  +  2tti 7r3)na +  2 7 r2 7r3 )nb(2 7 r1 7r2 )nab(7r | ) n':>. (1-15)
W e c a n n o t  solve th is  by using L ag ran g ian  m ultip lie rs ,  there fo re  we use E M . S u p p o se  t h a t  
we had  observed  th e  g en o ty p e  co un ts ,  N a a -, N ao  ■ ■ ■ N o o , the  likelihood for th e  co m ple te  
d a t a  is
L { n , N )  =  c(7r12)A'-4-4 (27r] 7r3 )A/'4 0 (7r2)/VBS(7r27r3) /VBO(27ri7r2)N^ B(7r|) /Vo0. (1-16)
W e can now use the  L ag rang ian  tech n iq u e  using th e  c o n s t ra in t  =  1 to  ge t
2 N aa  +  N a b  +  N ao  - 2 N b b  +  N Ab  +  N'b o  - 2 N o o  +  N a o  +  N b o  
~  2 N  ' 1'2 ~  2 N  ' * 3 ~  2 N
(1.17)
T h is  is th e  M-st.ep for given A  4 .4 , N a o  ■ ■ ■N o o  where  N  =  { N a a  +  N a o  +  N b b  +  N b o  +  
N a b  +  N o o ) -  F ° r th e  E -s tep  we need to  ge t  e s t im a te s  of Ar.4 .4 , N a o  • • • N o o  f rom  n a , . . .  , n 0  
and  7f ] , 7T2 , tt3. We use th e  following eq u a t io n s .
»T ^ a 7 T ]“ a  2  7T1 7T3  'llab2'K\T?2
N aa  =  — — — —  N ao  =  — — —r—  N AB =  „ „
7T] +  Z7T! 7T3  “ +  2lTi  7T3  Z 7 T ]7 r2
»T « 6  7T 2 2 , r n b27f27f3 n 0 7f3 2
A bb =  t -?— —r u r  =  — 5— : :  7  A oo =  „ 9
7T?" +  27T9 7T3  7T2 +  27T9 7T3 7T3 ‘
(1.18)
I te ra t in g  these  two s teps  allows us to  converge to  th e  M L E s of th e  allele frequencies . 
T h e  EM  a lgori thm  has m any ap p l ica t io n s  in genetics. E lston (1969) gives lo ts  o f  i te ra ­
tion m e th o d s  in connection with genetica l p roblem s. T h o m p s o n ’s discussion of  D e m p s te r ,  
Laird ,  and  Rubin  (1977) h ighlights  th e  gene co u n t in g  m ethod  of e s t im a t in g  th e  allele fre-
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quencies  from p h e n o ty p e  frequencies . T h e  m e th o d  w orks as th e  under ly in g  d is t r ib u t io n  is 
a  m u lt inom ia l  d is t r ib u t io n  which satisfies th e  exponen tia l  fam ily  co nd it ion  needed  in the  
s t a t e d  E M  a lgo r i th m . However, m o s t  of th e  ap p lica t ions  a re  for p o p u la t io n  frequencies 
r a th e r  th a n  pedigrees. F o r  in fo rm atio n  on pedigrees we need to  be  able to  do  a  m ore  
com plica ted  E  s tep . T h e re  a re  tw o possible ways of o b ta in in g  s ta t i s t i c s  on th e  pedigree  -  
one is an a lgori thm  called peeling  and  th e  o th e r  is a  s im u la t ion  m e th o d .  W e now discuss 
these  tw o m e th o d s  m ore  generally.
1.6 G raphical M od els and P eelin g
In th is  section we shall briefly ou tl ine  tw o  different ways of ca lcu la t in g  p robab il i t ie s  on 
a pedigree  o f  th e  nes ted  su m m a t io n  ty p e  shown by E q u a t io n  (1.4). A  te c h n iq u e  called 
peeling  was developed in th e  la te  1970s (C ann ings ,  T h o m p so n ,  an d  Skolnick 1978) and 
tu r n s  o u t  to  be sim ilar  to  m ore  genera l m e th o d s  of  ca lcu la t ing  p robab il i t ie s  for graph ica l 
models. T h e  n a tu ra l  con d i t io n a l  independenc ies  of a  pedigree  m ak e  it  possib le  to  th ink  
o f  it  as a  graph ica l  m odel.  B o th  m e th o d s  of ca lcu la tion  m ake  use of th e  cond itiona l 
independenc ies .  We shall look a t  b o th  m e th o d s  in tu rn  and  then  t ry  to  show  th e  sim ilar 
ideas and  m ethods .
1 . 6 . 1  B a s i c  N e s t e d  C a l c u l a t i o n
C ons ide r  th e  problem  of solving a  ca lcu la t ion  o f  th e  form
P{x)  =  ,arn ) (1.19)
T i  X „
when f ( x i , . . .  , x n ) fac to r ises  in to  func tions  of  su b se ts  of th e  var iab les  X i , . . .  , .rn .
V f  ' ■ v \  E l i  0 c(x)  (1.20)
J '  1 X  i i  X } X  n  c  £  C.
w here  d)c(x)  d epends  only on {x ,: / £ c) .
T h e  basic s tep  is to  w r ite  E q u a t io n (1.19) as
E 7  V 7  V ; n  E f r H ' - M )  (L21)
•*’] -1 k — 1 x k + l *'n cGf j  d'k c£Co
w here  C\ is the  set o f  e lem en ts  o f  C which do  not con ta in  k  and C-2  is th e  se t  o f  e lem ents  
of C which does con ta in  k.
W e can w rite  th is  as
.r, x fc_ i  x k+] Xn c£Ci
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w here  d is th e  se t  co n ta in in g  all indices j  /  k  which a p p e a r  in c E C3 and  4 >d{x) dep en d s  
on Xk and  {xj ]  j  /  k  an d  j  G c and  k  E c for som e c E C}.
However, by redefining C  as C\  U {d } we get
E---E E -E n^)- (1.23)
XI Xk _ l Xfc+ 1  Xn c£C'
T h is  s tep  has  th e  effect o f  su m m in g  o u t  one of  th e  variab les  b u t  th e  rem ain ing  exp res ­
sion is of th e  sa m e  form  as th e  original eq u a t io n  and  th is  allows us to  i t e ra te  until we have 
th e  answ er.
E x a m p l e  1 .4 .  S u m m i n g  o u t  V a r i a b l e s :
We look a t  tw o  ways of  ca lcu la t ing  th is  so r t  of nes ted  s u m m a t io n .
1 . 6 . 2  C o m p u t a t i o n s  o n  G r a p h i c a l  M o d e l s
We briefly review th e  field o f  g raph ica l m odelling  b u t  for a  m ore  in d ep th  acco u n t  see
W h i t t a k e r  (1990). E very  new research a re a  g e n e ra te s  its  own defin itions an d  th e re  fol­
low som e of th e  key defin itions for g raph ica l m odels  which provide a  way o f ca lcu la t ing  
E q u a t io n  (1.20).
D e f i n i t i o n s
D e f i n i t i o n  1 .5 .  A graph G  is a  m a th e m a t ic a l  o b je c t  t h a t  consis ts  o f  two sets , a  se t  of 
nodes K  and a  se t  of edges E ,  consis ting  of pa irs  o f  e lem en ts  from K . We usually  tak e  K  
to  be th e  set of n a tu ra l  n u m b e rs  { 1 , . . .  , k} .
D e f i n i t i o n  1 . 6 . A comple te  g rap h  is one in which every  pair o f  nodes is jo ined  by an 
edge.
D e f i n i t i o n  1 .7 .  A path  is a  sequence  o f  d is t inc t  nodes  irn for which (q ,  h+^)  ' s |n
E  for each / = l , . . . , m — 1.
D e f i n i t i o n  1 . 8 . A cycle  is a  p a th  with /q =  i n}.
D e f i n i t i o n  1 .9 .  A chord  is a  one edge sh o r tc u t  ac ro ss  a pa th .
, a r 4 ) - EEEE <P\ ( Z l ,  X 2 ) < f o { X i ,  X 3 )<p3 { X i ,  X A)(f)A { X 2 ,  X 3 )
EEE <t>2 {Xi ,  X3 )(j)3 { x 1, X4) I2' 1’ -T2 )<M'T2 , X3)
EEE (f>2 { x i , x 3 ) 4>3 { x i , x 4 )<f)5 { x i , x 3). (1.24)
X\  X3 X4
□
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D e f i n i t i o n  1 .1 0 .  Let a C A d eno te  a su b se t  of nodes of  th e  g raph . T h e  set o f  neighbours  
of a, w r i t ten  <*>(«), is th e  set of all the  nodes, 6 , in A’, b u t  not in a, such t h a t  th e re  is an 
edge from b to  a t  least  one node in a.
D e f i n i t i o n  1 . 1 1 . A sub-graph induced by th e  subset of  nodes «, deno ted  G„,  is th e  g raph  
o b ta ined  by dele ting  all th e  nodes not in a from th e  g raph  on A", to g e th e r  w ith  all edges 
t h a t  do not join tw o e lem ents  of a.
D e f i n i t i o n  1 .1 2 .  A clique is a  subset of  nodes t h a t  induces a com ple te  su b g ra p h .
D e f i n i t i o n  1 .1 3 .  A clique is m ax im al  if it is not. a  s t r ic t  subset of a n o th e r  clique.
E x a m p l e  1 .5 .  S i m p l e  G r a p h : L e t ’s consider th e  simple graph  shown in F igu re  1-5 in 
o rde r  to  explain som e of th e  graphical definitions.
4
6
Figure 1-5: E x a m p l e  o f  a  G r a p h : 
figure shows a simple graph.
The
th is g raph  we have the following 
C l iq u e s :
M a x i m a l  C l iq u e s :  
A  P a t h :  
A  C y c le :
{1}{2}{3}{4}{5}{6}
{1.2} {1,3} {1,4} {2,3} {2,5} {3,5} {4,6} 
{1,2,3} {2,3,5}
{1,2,3} {2,3,5}{1,4} {4,6}
{1.2.5,3} w ith  a C h o r d  (1,3)
{1,2,5,3,1} with a C h o r d  (2,3).
□
T r i a n g u l a t i o n
D e f i n i t i o n  1 .1 4 .  A triangulated graph is a graph  in which any cycle of length 1 or  m ore  
has a chord.
T riangu la t ing  a g raph  consists  of  add in g  new edges, fill-ins.  so t h a t  the  resu lting  g rap h  
is a tr iangu la t ion .
D e f i n i t i o n  1 .1 5 .  A m in im a l  tr iangulat ion  is one in which no subset of fill-ins resu lts  in 
a t r iangu la t ion .
E xam ples  of  t r iangu la t ion  and m inim al t r iangu la t ion  are  shown in F igure 1 -6 .
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Figure 1-6: M I N I M A L  T R I A N G U L A T I O N  O F  A  G R A P H :  Figure (a) shows a simple untri­
angulated graph. Figure (b) shows a possible triangulation and Figure (c) shows a minimal 
triangulation as we can remove one of  the diagonals and the graph is still triangulated.
D e f i n i t i o n  1 .1 6 .  An extremal  node i is one for which <*>(/) is com ple te  be., $(?) is a 
clique.
We shall use g raphs  to  i l lu s tra te  th e  s t ru c tu re  of a  m ult ivar ia te  p robab ili ty  d is tr ibu tion . 
Suppose  .V =  ( A d ,  X n) and
/ w = n  'M * )  ( i -25)
c£C
where d>c ( x )  depends only on {art ; i G e}.
D e f i n i t i o n  1 .1 7 .  A moral graph for E qua tion  (1.25) consists  of a se t  of nodes 1  n
with i and j  joined <=> i  and j  6  c for som e c G C ■
We note  th a t  c G C defines cliques in th e  graph  but not necessarily m axim al cliques, 
or all of th e  cliques. T h e  moral g raph  provides a  pictorial rep resen ta t ion  of the  s t ru c tu re
of /(* ):  =  E U ( « * ) .
E x a m p l e  1 .6 . M o r a l  G r a p h s : Suppose we have a  function
f { x  1  J'a) =  4>1 {-l' \ , X2)4>2{X\, X3)(f>3{ x } , X4)<f>4{X2> X3 ) (1 -26)
th is  can be represented as the  moral g raph  shown in F igure  1-7.
1 2
Figure 1-7: E x a m p l i  o f  a  M o r a l  G r a p h :
The figure corresponds to the moral graph of  
3 the function given in Equation (1 .26).
□
If we refer to E quation  (1.24). when we sum  out a variable, .r-2 , we involve all o the r  
variables th a t  are a rg u m e n ts  of a function for which x -2 is an a rg u m e n t ,  in this case
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Xi and  X3 . In general,  in su m m in g  o u t  variable X{, we involve all variables co rrespond ing  
to  nodes connected  to  i in th e  moral g rap h ,  i.e., 6 (i).
If we sum  o u t  th e  variables in th e  o rder £ 4 , x i ,  X3 , X2  we ob ta in  the  sequence of equa­
tions given in E q u a t io n s  (1.27) and th e  sequence of moral g rap h s  shown in F igure  1-8.
^ 2  X !  (x  1 1 x 2) (x  1 ' *3) 03 (* 1 , ^ 4 ) 04 (x 2  , * 3 )
= ^  0 1  ( * 1 , ^ 2 )0 2 (* 1 ? *3)04 (* 2 i *3)05 (* 1 ,
xi x 2 x3
=  E E  0 4 (* 2 ,* 3 )06(*2 ,*3)
x 2 X3






(a) (b) (c) 3 (d)
Figure 1-8: S E Q U E N C E  OF M o r a l  G r a p h s : Figures (a) - (d) represent the moral graphs
obtained after summ ing out variables £ 4 , X\, X3 , £ 2  respectively from Equation (1 .26).
A sy s tem atic  app roach  to  doing nested sum s is as follows.
1. Draw th e  m oral g raph .
2. T riangu la te .
3. Sum ou t one ex trem al node at a time.
Idle reason for su m m in g  an ex trem al node a t  each s tage  is th a t  then the  sequence 
of moral g ra p h s  is ju s t  the  sequence of sub -g raphs  of  the  rem ain ing  nodes. T h is  can be 
proved using D irac s T heo rem  which is s ta te d  below w ithou t proof.
T h e o r e m .  D i r a c : A tr iangula ted  graph is e i ther  co m pl e te  or contains  at least 2  e x t r em a l  
nodes contained in two dist inct  m a x im a l  cliques. Fur thermore ,  i f  i is an ex t re ma l  node  o f  
a tr iangulated graph,  then the  sub-group  induced  by all o th er  nodes is also tr iangulated.
Proof.  See I )i rac (1961). □
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E f f ic ie n t  C a l c u l a t i o n
E x a m p l e  1 .7 .  G r a p h  T r i a n g u l a t i o n : L e t ’s consider the  problem of su m m in g
f { x i  ar5 ) =  (f>i ( t i ,  . t 2 ) 0 2 ( t 2 , ar3 ) ^ 3 (a?3 , t 4 )</>4 ( .Ti ,  ;r4 ) 0 5 ( x 2 , ar3 ,a?5 ) ( 1 . 2 8 )
over all values of £ 4, . . .  , 0:5 . T he  g rap h  t h a t  co rresponds  to  th is  function is given in 





Figure 1-9: E x a m p l e  o f  a  T r i a n g u l a t i o n : Figure (a) represents the graphical model
of  Equation (1 .28).  Figure (b) represents the original graph with the fill-in (2 ,4)  that makes  
the graph triangular.
□
T h e  su m m atio n  connected  with E xam ple  1.7 is
n  1 ri2 713 714 715
^  ^  Q \  ( y  I < 4-2) 0 2 ( t 2 .  T;j)d>3 (T 3 ,  t 4 ) 0 4 (.?t . .r4 ) 0 5( . r 2 , .r3 . .r-t)
J*1 = 1 072 = 1 373 = 1 X4 = 1  = 1
711 712 713 714
=  #  1 * 2)  0 2  ( #  2 ,  ^ 3 )  0 3  ( #  3 w  4) 0 4  (.?• 1, .?• 4 ) ^  (>*■ 2 • * 3 )  •
X1 =  1 2*2 =  1 X3 =  1 X4 - 1
(1.29)
F in d in g  06 f ° r each (£ 2 , 2:3 ) Pa i>' needs 77.2 x 773 cases to  be evaluated  and  su m m in g  
0 5 (.7 * 2 , £ 3 ,  .7:5) needs 775 values of .7 .5: so let us call th e  to ta l  calculation cost 112 x  77.3 x  775. 
Similarly, the  following itera tive  s teps in th e  ca lculation  need
S u m m a t i o n  C o s t
£ . r ,  £ . r ,  £ , 4  ° ( ,?2 X 7?4 X 773)
£ r ,  £ , 2
£,
0 ( 77! X 772  x  774  ) 
0 ( 7 ? i  X 77,2 ) 
0(7?!).
Now if we simplify to  the case where r ? i , . . .  , 775 =  /?, then  the  to ta l  c o m p u ta t io n a l  cost 
m ust be < 0 (5 /? 3). More generally, when su m m in g  o u t  over x,  which s t a r t s  off in a clique
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of size k  say, ca lcu la t ions  a re  o f  0 ( h q) w here  q is the  n u m b e r  of ne ig h b o u rs  of  .xq a t  th is  
p o in t  a n d  we no te  t h a t  q < k  if o th e r s  in th e  clique have a lread y  been d e a l t  w ith .  T h is  
implies t h a t  th e  la rges t  c o m p u ta t io n a l  cost is 0 ( hm ) w here  m  =  size of  th e  b iggest clique 
in th e  t r ia n g u la te d  g ra p h .  T h is  leads  to  a  to ta l  cost <  0 ( n h m ) overall.
We have shown t h a t  we have  t o  t r ia n g u la te  th e  g rap h  an d  would  like to  use a  m in im al 
t r ia n g u la t io n .  In a  large  a n d  c o m p lica ted  g rap h  th e re  could be m a n y  choices a n d  for 
c o m p u ta t io n a l  o p t im a l i ty  would  like to  a im  for th e  m in im um  size of th e  m a x im u m  clique. 
For th is  we need to  use som e  o p t im isa t io n  a lg o r i th m , such as s im u la te d  ann ea l in g  -  see 
§1.12.3.
1 . 6 . 3  P e e l i n g
T h e  basis  of peeling is to  rem ove  ind iv idua ls  recursively from  a  pedigree ,  pass ing  the  
in fo rm atio n  held on th e m  o n to  a  su b se t  of th e  rem ain ing  ind iv idua ls ,  te rm e d  a  cutset .  
E ls to n  an d  S te w a r t  (1971) in t ro d u c e d  a  m e th o d  for co m p u t in g  likelihood for s im ple  pedi­
grees. T h e  m e th o d  i te ra t ive ly  peels  u p  each g enera tion  o n to  th e  g e n e ra t io n  above  to  give 
a  likelihood on the  whole ped ig ree .
O t t  (1974) ex tended  th is  by d e r iv ing  a  cond itiona l p ro bab il i ty  express ion  for th e  case 
w here  one  p a re n t  has  p a re n ts  w h o  a re  b o th  founders ,  so allowing for p rob ab i l i ty  ca lcu la ­
t io n s  to  be form ed on a w ider c lass  o f  pedigrees.
E x ten s io n s  to  th is  m e th o d  w ere  m a d e  by L ange  and  E lston  (1975) an d  enab led  ca lcu ­
la t io n s  on looped pedigrees. T h e i r  m e th o d  identified m arr iag es  in a  loop, th e  loop nex t  
to  one  o f  th e  p a r tn e r s  of th e  m a r r ia g e  was severed and  th e  severed in d iv id u a l’s genetic  
m a te r ia l  was d u p l ica ted .  T h is  p ro c e d u re  was repea ted  until it p ro d u ced  a  se t  of s im ple 
pedigrees . T h e  overall likelihood is th en  ca lcu la ted  by co nd it ion ing  for every  possible value 
on each dup lica ted  ind iv idual,  c a lcu la t in g  th e  resu lts  on each s im ple  pedigree  and  c o m ­
bin ing  th e  results . T h e  m e th o d  w orks  in principle  for any pedigree  b u t  in reality  f lounders  
for la rge  com plex  pedigrees d u e  to  large n u m b e r  of b reaks  t h a t  a re  needed, p ro d u c in g  
a  p rohib itive ly  large n u m b e r  of  s im ple  pedigrees. T h is  m e th o d  was suggested  by Pearl  
(1986) to  deal with a sim ilar  p rob lem  in ex p e r t  sys tem s.
C an n in g s ,  Skolnick. and T h o m p s o n  (1976) generalised the  m e th o d  to  allow th e  a lgo­
r i th m  to  be used for zero-loop ped ig rees  by collapsing th e  in fo rm a tio n  d o w n w a rd s  from 
p a re n ts  o n to  children. T h e  a lg o r i th m  was based upon each ind iv idua l in th e  ped ig ree  
p a r t i t io n in g  the  pedigree i nt o an u p p e r  and  lower section i.e., each ind iv idua l a c t in g  as a 
s e p a r a to r  giving cond itiona l in d ep en d en ce  between the  sec tions. Using four peeling o p e r ­
a t ions :  offspring o n to  pa ren t  pa ir ,  s u m m in g  over periphera l pairs , com b in in g  in fo rm a tio n  
from  u p p e r  sections of p a re n ts  and  peeling d o w n w ard s  from p a re n ts  to  offspring, they  
show t h a t  th is  is sufficient to  peel any  zero-loop pedigree.
T h e y  ex tended  th is  lo  a r b i t r a r i ly  com plex  pedigrees by rep lac ing  th e  notion o f  up p er  
and  lower sections, which have l i t t le  m ean ing  for single ind iv idua ls  in a  g rap h  with loops, 
by choosing  a sequence  of c u ts e t s  o f  ind iv iduals ,  each c u ts e t  p a r t i t io n in g  th e  pedigree in to  
tw o sub-ped ig rees .  T h e  basis o f  peeling is th a t  knowledge of th e  cu tse t  p rovides cond it iona l
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independence  be tw een  th e  peeled and  unpeeled  section o f  th e  g ra p h ,  each c u ts e t  sp l i t t ing  
th e  pedigree in to  tw o  sections, th e  peeled se t  consis ting  o f  in d iv idua ls  whose in fo rm ation  
has  been in c o rp o ra te d  in to  th e  ca lcu la tion , called th e  R - f u n c t i o n  by th e  a u th o rs ,  on th e  
cu tse t  and  th e  unpeeled  se t.  T h e  R - fu n c t i o n  is defined to  be th e  p rob ab i l i ty  d is t r ib u t io n  
of  th e  ind iv iduals  on th e  c u tse t  conditional on th e  se t  o f  peeled ind iv idua ls .  T h a t  is for 
each cu tse t  in tu rn  we rem ove a  peeled se t of ind iv idua ls  from  th e  g ra p h ,  expressing  th e  
in fo rm ation  co n ta in e d  on th e  peeled vertices on the  c u ts e t .  D o ing  th is  rep ea ted ly  allows 
us to  m ove th ro u g h  th e  pedigree, expressing  all of th e  in fo rm a t io n  con ta ined  on those  
ind iv iduals  so far  peeled as a  func tion  of a  sm all  g ro u p  of ind iv idua ls .  So th e  peeled 
se t,  initially  em pty , g row s m onoton ica lly  as it e x te n d s  to  cover th e  whole g ra p h ,  when 
th e  unpeeled se t  is e i th e r  e m p ty  or a  se t  of ind iv iduals  for which we will have ca lcu la ted  
p robabili t ies .  T h e  in fo rm a tio n  from every individual is in c o rp o ra te d  exac tly  once.
O p t i m i s a t i o n
a b
Figure 1-10: A B O  B l o o d - G r o u p  S y s ­
t e m :  The figure shows a pedigree in
which three of the individuals have been 
typed for a phenotype from the A B O  
Blood Group system.
U nfo r tu n a te ly ,  th is  va luable  tool for finding exac t  p robab il i t ie s  on com plex  pedigrees 
has its  l im ita t io n s  and  th e  p roblem  is to  do  with finding th e  sequence  of c u tse ts .  T h o m a s  
(1985) ind ica tes  t h a t  if we consider  a  genetic t ra i t  with  k  g en o ty p e s  then  for a cu tse t  of 
?? indiv iduals , th e  s to ra g e  requ irem en t is 0 { k n ). For ex am p le ,  d ep e n d in g  on th e  co m ­
plexity  of th e  pedigree, a. c u tse t  of 13 is sufficient to  cause  c o m p u ta t io n a l  p rob lem s in 
th e  case of a diallelic t r a i t  with th ree  possible g e n o ty p e s  and  for a  multi-a.llelic system  
prob lem s can arise  w ith  sm alle r  cu tse ts .  However. T h o m a s  (1985) show s t h a t  an o rder ing  
of m arr iag es  in a ped ig ree  induces a sequence of  c u ts e t s  and  inv es t ig a te s  various m in im i­
sa t ion  a lg o r i th m s ,  see §1.12.3 and §2.2. to  t ry  and find sequences  which will reduce the  
com pu t a t  ion al req u i rem en ts.
E x a m p l e  1 . 8 . M a r r i a g e  O r d e r i n g  E f f e c t  o n  t h e  C u t s e t s : F ig u re  1-10 represen ts  
a pedigree with th ree  indiv iduals , 1 ,3  and 7. assigned a p h e n o ty p e  o f  th e  A B O  blood g ro u p  
sy s tem . E q u a t io n ( 1 .4) gives us
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L{<f>(D),G, M }  =  ^ 2  . .  . ^ 7 r ( . T 1)7r(.T2)7r(.T4)7r(a;5)r(x3 |a:i2 '2)r(<i '6 |a;4a;5)r(a:7|.T3a:6) •
X \  X j
p ( a \ x 1 ) p ( b \ x 3 ) p ( a b \ x 7)
= EE 7r(a;4)7r(.T5) y " j { x 6 \ x 4x 5 ) EE p { a b \ x 7 ) p ( b \ x 3 ) r ( x 7 \ x 3x 6 ) ■
2?5 X^  X3 X”
EE r ( x 3 \ x 1x 2 ) p { a \ x 1 ) 7r ) 7r ( . t 2 ) •
x 2  X ]
(1.30)
If th e  ca lcu la tion  is su m m ed  o u t  in th e  o rd e r  7 ,6 ,  5 , 4 , 3 , ‘2 ,1 ,  th en  th e  t im e  requ ired  is 
0 ( g 7), whils t  su m m in g  o u t  in th e  o rde r  1 , 2 ,7 ,  3 , 6 , 4 , 5  reduces th e  t im e  to  0 ( g 3), w here  g 
is defined to  be th e  n u m b e r  of values tak en  by each X{. M ore  im p o r ta n t ly ,  it also decreases  
th e  s to ra g e  req u irem en t  from 0 ( g 6) to  0 { g l ). □
Similarity to Graphical Models
We can rep resen t  th e  pedigree fo rm a t  in t ro d u c e d  in §1.2.2 now as a  form of a  m oral g ra p h  
and use g raph ica l  m e th o d s  to  ca lcu la te  p robab il i t ie s  on th e  pedigree. We re m e m b e r  t h a t  
th e  form  of function  to  be eva luated  by peeling is given by
P { < j > ( D ) \ G , M )  = e  Eii''; n T ~ ( i k : i  i  j k i  i r r i k ) 11 1 •> (^-•^1)
ii h, j e F  k $ F  l e D
which is ju s t  the  so r t  of problem  for th e  t r ia n g u la t io n  m e th o d .  N o te  t h a t  7r('/; ) is a  
func tion  of  one variable  and />{<b(/), ?/} is a  func tion  of  one variab le  when 6(1) is observed . 
So th e  cliques arise from the  te rm  Y lk ^F  T (^F>fk , im k ) and th e  m oral g rap h  is o b ta in e d  
by jo in in g  each individual to  its p a ren ts ,  o ffspring and  spouses; th is  can be o b ta in e d  from 
the  m a rr ia g e  node g rap h  by add ing  an edge c o n n ec t in g  each pair  of p a ren ts .  An e x am p le  
of a  s im ple  pedigree and  its co rresp o n d in g  m oral g rap h  is given in F ig u re  1-11.
T h e  co rre sp o n d in g  m oral g raph  is t r ia n g u la te d  and can be peeled using th e  sequence  
x i , x i * X 2 , x s , X 7 , X 6 , X 5 , x 4. If the  pedigree  has no loops, i.e., no in -breeding, then  it can 
be peeled in 0 ( n g 3) t im e , where n =  is th e  n u m b e r  o f  individuals, however if th e re  is 
inb reed ing  then  fill-ins m ight be required , sh a rp ly  increasing  c o m p u ta t io n a l  costs .
D esp i te  different term inology, th e  m e th o d s  are  essentia lly  th e  sam e . C o m p u ta t io n s  
d ep en d  on the  o rd e r  in which variables .r,- a re  su m m ed  o u t  and efficiency is achieved bv 
o p t im is in g  the  sequence  of c u tse ts  o r  by t r ia n g u la t in g  th e  g rap h  which are  equ iva len t .
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(a) (b)
Figure 1-11: P e e l i n g  T r i a n g u l a t i o n  o f  a G r a p h : 
and Figure (b) shows the corresponding moral graph.
Figure (a) shows a simple pedigree
Expert Systems
An expert  s y s te m  is a  c o m p u te r  p ro g ram  which is used to  p rovide  help for users by 
a na lys ing  com plex  s i tu a t io n s  and re la t ionsh ips  based  upon  s im pler  rules and  re la t io n ­
ships  t h a t  build up to  form a  m ore  com plica ted  and  involved sy s tem .  T h ese  rules given 
to  it  from  a  knowledge base which is typica lly  derived from a. c o m b in a t io n  of b o th  su b je c ­
tive and ob jec tive  opinion. T h e  overall s t r u c tu r e  is a ssum ed  to  hinge on a  series o f  local 
re la t ionsh ips  between the  en tit ies .  T h e re  are  a  varie ty  of philosophies on th e  dev e lo p m en t  
and  re p re se n ta t io n s  of e x p e r t  sy s te m s  b u t  th e  one t h a t  we are  in te res ted  in here  is the  
probab il is t ic  ap p ro ach  w here re la t ionsh ips  are  given in te rm s  of p robab il is t ic  d e p e n d e n ­
cies. T h is  gives rise to  g ra p h s  te rm e d  belief  ne twor ks  or Bayes ia n  net  works  an d  w hen  th e  
n a tu r e  of  th e  dependenc ies  betw een th e  tw o variables is perceived as being  causa l ,  n o t  ju s t  
associa tive ,  a causal network.
To specify such a  sys tem  we need a  vector of variables or en ti t ie s  V  =  ( i q , . . .  , i>n ) 
and  in o rd e r  to  express the  re la t ionsh ips  betw een these  variables, a  cond it iona l  p robab il i ty  
s t a t e m e n t  for each variable  exp ress ing  its p robab il i ty  d is t r ib u t io n  in te rm s  of p a re n t  vari­
ables, which m igh t  possibly be em pty .  T h e  g raph ica l  s t ru c tu re  is then  th e  d irec ted  g raph  
g = { V , E )  where  I is th e  se t  of ra n d o m  variables and  Vj) E E  if vt is a  p a re n t  o f  vj.
Lauri tzen  and Sp iege lha lte r  (1988) d raw  a  firm link between g ene tics  and  e x p e r t  sys­
te m s  p roving  t h a t  the  p rocedures  described  in th e  above  p ap e r  and C a n n in g s ,  T h o m p so n ,  
and Skolnick (1978) are  in fact equ iva len t.  A l though  they  point ou t t h a t  th e  e x p e r t  sys­
tem s  a lg o r i th m  allows for ca lcu la t ion  of m arg ina ls  on all nodes th ro u g h o u t  th e  s t r u c tu r e
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a t  th e  expense  of h igher  s to ra g e  requ irem en ts .  T h is  is because  th e  func tions  on th e  cliques 
n o t  j u s t  th e  clique s e p a ra to r s  are  s to red ;  it is also b e t t e r  designed  for receiving in fo rm a tio n  
in ba tches ,  n e i th e r  o f  which is p a r t ic u la r ly  im p o r ta n t  in a  gene tic  co n tex t .  L au r i tzen  and  
Sp iege lha lte r  in tro d u c e  th e  idea  of  d isp lay ing  th e  pedigree  in th e  s ty le  of a  m oral g ra p h  
m oving  aw ay from  th e  th e  m ore  s t ru c tu re d ,  t im e-o rd e r  a p p ro a c h  t h a t  had  been previously  
used. T h is  r e p re sen ta t io n  w ith  its assoc ia ted  evidence p o te n t ia l  s t r u c tu r e  allows for easier 
in c o rp o ra t io n  of new g e n o ty p e  or  o th e r  ty p es  of in fo rm a tio n  in to  th e  pedigree, s im ply  by 
a d d in g  a  new p o ten t ia l  func tion  on th e  re levant individuals .
Conclusion
T h e  peeling tech n iq u e  an d  equ ivalen t c o m p u ta t io n a l  m e th o d s  for G rap h ica l  M odels  gives 
us a  powerful m e th o d  for finding e x ac t  p robab ili t ies  on ped ig rees  b u t  th is  m e th o d  is com ­
p u ta t io n a l ly  infeasible on com plex  pedigrees  d u e  to  the  vast a m o u n ts  of  m em o ry  required . 
Even using an o p t im isa t io n  a lgo r i th m  like s im ula ted  an n ea l in g  to  reo rde r  th e  su m m in g  
o u t  of ind iv idua ls  an d  fo rm  sm alle r  c u tse ts ,  d o e s n ’t reduce  th e  m e m o ry  re q u ire m e n ts  on 
th e  Przewa.lski Horse pedigree  sufficiently for a  four allele t r a i t .  So, in te re s t  has  moved on 
to  s im ula t ion  m e th o d s  to  see if th ey  p rovide  fu r th e r  im p ro v em en ts .
1.7 S im ulation
T h e  techn ique  of s im u la t io n  is no t  a  m odern  idea in ped igree  analysis . In th is  sec tion  we 
briefly ou tl ine  one of  th e  earlies t  m e th o d s  and a  m ore  recent c o m p u ta t io n a l  m e th o d  which 
has  had som e success.
1.7.1 W right and M cP h ee
W rig h t  and  M cP h ee  (1925) used ra n d o m  sam pling  of an ces tra l  lines to  e s t im a te  a  pedigree  
s ta t i s t ic  of in te res t .  To achieve tru ly  ran d o m  lines for an ind iv idual a s im u la ted  two 
co lum n pedigree was c re a te d ,  one co lum n for the  sire and one co lum n for th e  darn . A coin 
to ss  was used for each co lum n to  decide which pa ren ta l  line in th e  prev ious g enera t ion  
should  be followed; a head  resulted  in th e  sire line being followed and  a  tail th e  d am  
line. For each run of  th e  s im ula t ion  tw o  a l te rn a t iv e s  were possible, e i th e r  th e re  would be 
no individual who a p p e a re d  in b o th  co lum ns of th is  new s im u la ted  pedigree  and  so no 
co m m o n  an ces to r  was observed , or an ind iv idual would be in b o th  co lum ns  and so would 
be a com m on  an ces to r .  An exam p le  o f  a  s im ula t ion  from W righ t  and M c P h e e  (1925) 
which shows com m on  a n c e s t ry  is show n in F igu re  1-12.
Even with only 1024 s im u la tions ,  good ap p ro x im a t  ions are  o b ta in e d  by th e  m e th o d .  An 
a p p ro x im a t io n  of a  pedigree  s ta t i s t ic  for Millionaire, shown in F ig u re  1-12, of 0 .1 9 T 0 .0 0 5 2  
co m p a re s  well with th e  e x ac t  resu lt  0.192. However, when we say only 1024 s im u la t io n s  
we m u s t  rem em b er  how' much effort went in to  g e n e ra t in g  B e rnou l l i  ra n d o m  variables  
th o u s a n d s  and th o u s a n d s  of t im es  in 1925.
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MILLIONAIRE




S GRAND DUKE 36TH 
S GRAND DUKE 30TH 
S 3RD DUKE OF CLARENCE 
D DUCHESS 80TH 
D DUCHESS 72ND 
D DUCHESS 67TH 
D DUCHESS 59TH 
S 2ND DUKE OF OXFORD 
D OXFORD 2ND 
S SHORT TAIL 
S BELEVEDERE 
D ANGELINA 
S YOUNG WYNYARD 
S WELLINGTON 
S COMET 4 S FAVOURITE 
D PHOENIX 
* D FAVOURITE COW 
S ALCOCK’S BULL 
S UNKNOWN
S SIGN OF RICHES 
S LORD MAYOR 
D LADY MYSIE 
S FIELD MARSHAL 
S ROAN GAUNLET 
D PRINCESS ROYAL 
S CHAMPION OF ENGLAND 
D VIRTUE 
S PLANTAGENET 
S DUKE OF LANCASTER 
S DUKE
D HARTFORTH CHERRY 
S MAJOR BOWN 




Figure 1-12: W r i g h t ’s S i m u l a t i o n :
An example of a two line simulation of  
the Shorthorn pedigree. The initial before 
the animal’s name relates to whether the 
(S)ire or (D)am line was taken and * repre­
sent a common ancestor (from Wright and 
McPhee (1925)).
4 S FAVOURITE 
S BOLINGBROKE 
D YOUNG STRAWBERRY 
* D FAVOURITE COW 
D UNKNOWN 
S SMITH’S BULL
1 . 7 . 2  G e n e  D r o p
M a c C lu e r ,  V andeburg ,  R ead , and  R y d e r  (1986) in tro d u ced  an im p o r ta n t  tech n iq u e  which 
enab led  p robab ili t ies  to  be e s t im a te d  for a  wide varie ty  of  pu rp o ses  in pedigree  analysis . 
T h e  p a p e r  cites th e  e x te n t  of genetic  variability , p red ic t ing  th e  risk of fu r th e r  loss of 
genes co n tr ib u te d  by th e  various fou n d ers  and i l lu s tra te s  som e of these  on several an im al 
pedigrees.
T h e  m ost  a t t r a c t iv e  th ing  a b o u t  th e  m e th o d  is t h a t  it is easily u n d e r s ta n d a b le  and 
can be easily im p lem en ted  in th e  form of a c o m p u te r  p ro g ram . T h e  m e th o d  allows for 
u n c e r ta in ty  as s t a n d a r d  e r ro rs  can be easily found for the  required  es t im a te .
A l g o r i t h m  1 .1 .  G e n e  D r o p : For the procedure, it is a s sum ed that  the popula t ion  is 
diploid,  i.e., two alleles at a locus.
•  A s s ig n  two unique ly  labelled genes to each f o u n d i n g  m e m b e r  o f  the popula tion .
•  Drop these genes to successive genera t i ons  by using a ran dom numbe r  genera tor  to 
s im ul a te  a sequence o f  Bernoul l i  trials wi th probabil i ty  ^ in order to deride which  
parenta l  gene is inheri ted.
• A t  the end  o f  a single gene elrop, all m e m b e rs  o f  the pedigree have had  the ir  genes
assigned.
•  Various counts  are made  depending on the required' func t ional  est imate.
•  The process is repeated thousands  o f  t i m e s  to obtain good es t imates .
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Figure 1-13: G e n e  D r o p : Shows a
possible realisation from a gene drop sim­
ulation for the example pedigree given in 
Figure 1-3. Two unique alleles, shown in 
bold, are assigned to each founder and 
then dropped to descendants through the 
remainder of the pedigree according to 
Mendelian transmission.
□
O ne possible o u tco m e  of a. gene d ro p  s im u la t ion  is shown in F ig u re  1-13. T h e  m e th o d  
is very successful when the re  a re  no observed  p h e n o ty p e s  and  the  in te re s t  is in finding 
p robab il i t ies  t h a t  are  concerned w ith  th e  s t r u c tu r e  of  the  pedigree. In th is  case, all s im u ­
la t io n s  are  allowed as th e re  is no re jec tion , an d  th e  m e th o d  is an efficient way of o b ta in in g  
a p p ro x im a t io n s .  T h o m a s  (1990) a d d re sse s  th e  p rob lem  of w an ting  to  know how close th e  
s im u la t ion  e s t im a te s  are  to  th e  real p robab il i t ies .  For  num erous  an im al ped igrees  w ith  no 
observed  d a ta ,  he ca lcu la tes  ex ac t  p robab il i t ies  v ia  th e  peeling a lg o r i th m , §1.6, and co m ­
p a re s  th em  with the  e s t im a te s  o b ta in e d  from th e  gene d ro p  m e th o d .  He ca lcu la tes  the  
n u m b e r  of s im u la tions  required to  be w ith in  a  ce r ta in  confidence in terval and  also gives 
th e  c o m p u ta t io n a l  t im e  for each m e th o d ;  he concludes t h a t  th e  gene d ro p p in g  m e th o d  
yields very good ap p ro x im a tio n s ,  which m ay be im proved  by a n t i th e t ic  variance  m e th o d s ,  
b u t  m ay  be over-used for s im ple ped ig rees  for which ex ac t  results  a re  available.
However, if the re  are  any observed  d a t a  on th e  pedigree then  th is  m e th o d  begins to  
fa l te r  as it involves re jec ting  s im u la ted  g e n o ty p e  con figu ra t ions  th a t  a re  in co n s is ten t  with  
th e  d a t a .  As the  a m o u n t  of observed d a t a  increases, as for exam ple  in th e  Przew alsk i Horse 
pedigree  where 147 o u t  o f  the  244 horses have been tes ted  for p h en o ty p es ,  th e  re jection 
ra te  becom es im prac tica lly  high.
A new m ethod  of s im ula tion  called M ark o v  C h a in  M on te  C a r lo  (M C M C )  has been re­
cen tly  developed and may be used to  overcom e th is  problem . It uses a Bayesian fram ew o rk
Ryan Cheal (1997) MCMC Techniques for Pedigree Analysis Ph.D.  T h es is ,  Bath
1 In tro d u c t io n 2 3
which we briefly ou tline .
1.8 T he B ayesian  M od el
W e in tro d u ce  th e  ideas  needed  to  define th e  Bayesian m odel.
Prior
T h e  t ru e  r ep re sen ta t io n ,  den o ted  by X  — { X i , X 2 , . .  ■ , X n },  is t r e a t e d  as a  ra n d o m  vari­
able. We use 7r(x) for th e  density  of  th is  ra n d o m  variable , w here  x  £  Q a n d  Q, is defined 
to  be the  se t of all possib le  configura t ions .  T h e  ran d o m  variab le  X {  is som e item  of in te r ­
es t  of an indiv idual;  in pedigree  ana lys is  th is  is th e  g en o ty p e ,  p h e n o ty p e  or som e model 
p a ra m e te rs .
T h e  key to  reduc ing  th e  c o m p u ta t io n a l  cost of highly s t r u c tu r e d  s to c h a s t ic  sy s tem s 
is th e  concep t  of co n d it iona l  independence  where each variab le  is re la ted  cond itiona lly  or 
locally to  only a  few o th e r  variables. We use th is  local c o n d i t io n a l  s t r u c tu r e  to  model 
th e  t ru e  scene econom ically  and th is  allows th e  m odel to  ex h ib i t  g lobal com plex ity  even 
th o u g h  th e  model has  a  s im ple  local s t ru c tu re .  We define th e  re la ted  variables  using a 
M ark o v  R a n d o m  Field (M R F ) .
Markov Random Field
T h e  idea of a  M R F  relies on th e  following definitions.
Definition 1.18. We say t h a t  tw o  e lem en ts  a re  n e ighbours  if th e y  are , in som e sense,
nea r  each o the r .  D e n o te  a  neighbourhood  re lation on i , j  £ Ar by i ~  y, y £ { 1 , . . .  , r?.}.
T h e  relation ~  is sy m m e tr ic ,  so i ~  j  => j  ~  i. A s t a n d a r d  cond it ion  is t h a t  / is no t 
a  ne ighbour of itself, i /. T h e  im plica tion  of th is  definition is t h a t  th e  ne ighbourhood  
s t r u c tu r e  is qu ite  local b u t  only if the  ne ighbour re la tion  is a p p ro p r ia te ly  defined.
Definition 1.19. We let d( i )  rep re sen t  the  se t  of n e ighbours  of  x t .
Definition 1.20. A clique is e i th e r  a se t  o f  indices of e lem en ts ,  all o f  whom are
n e ighbours ,  or a single index. Define C  to  be th e  se t  o f  all these  cliques. Define,
for each i — 1 AT,  to  be th e  set of all e lem en ts  of  A' exc lud ing  e lem ent A’,, 
A T , =  {A'j £ A' : j  1 : j  =  1 ,.  . . ,  7? } .
M o d e l  1 . 1 .  M a r k o v  R a n d o m  F i e l d :  A M R F  is def ined  by two condi t ions.  Firstly,  we 
require a posi t iv ity  condi t ion  to ensure that every pe rm i t te d  conf igura tion is considered.
P r(A ’ =  x)  >  0, V x  £ Q. (1.32a)
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Secondly,  i f  we allow stochast ic interac tions between each individual  i, and. the defined set  
of  neighbours,  Si, then
P r(* , -  =  x ,  | X j  = x ' j , V; i) =  P r ( X ,  =  i ;  | X j  =  z ' . V j  € d( i ) ) .  (1 .32b)
A th e o re m  d u e  to  H am m ers ley  and  Clifford prov ides th e  genera l  form  for th e  p ro b a ­
bility d en s i ty  func tion  (p.d.f. ) of a  M R F .
Theorem. H a m m e r s l e y - C l i f f o r d :  The  general  form o f  the p.d. f .  tha t  satisfies the  
tw o  condi t ions  for  a  M R F , in Equations  (1.32), is
f x { x ) =  P r ( X  =  x) = k e x p { —E x { x ) }  i for x £ Q  (1.33)
where  E x { x )  — UlceC X c{x ) a nd E c{ x) depends  only  on the e lements  in the clique c. The  
cons tant  k ensures th a t  f x  integra tes  to  one but  i t s  value need not  be  known to  im p le m en t  
the  m e th o d .
Proof.  See B esag  (1974) an d  Besag (1986). □
T h e  te rm  E x { x )  is so m e tim es  called th e  energy fu nc t io n  (or cost  funct ion)  of th e  config­
u ra t io n  x.
R a n d o m  field m odels  a re  derived h is torically  f rom  m odels  in s ta t is t ic a l  physics. D e­
ve lo p m en ts  in th e  model and  th e  design of a lg o r i th m s  t h a t  use th is  model have proceeded  
in paralle l .  A M R F  can be sum m arised  succinctly  as  a n o n -d i r e c t io n a l ,  non-causal,  cond i­
tiona lly  in d e p e n d e n t  s t ru c tu re .  N ote  t h a t  in th is  fo rm ula ,  each X{ will a p p e a rs  in only a 
sm all  n u m b e r  of te rm s  with  som e xj  s. L a te r  on we will see how th is  reduces c o m p u ta t io n a l  
cost.
Likelihood
Let th e  p ro bab il i ty  densi ty  of the  observed con f ig u ra t io n  X 0 bs given X unobs =  x unobs be 
f x 0bs\Xunobs(X obs,Xunobs) and let f x obS X obs) d e n o te  th e  m arg ina l  densi ty  of X ohs. T h e  
den s i ty  .fxob*\XunobA X obs I X unobs ) is th e  likelihood d is t r ib u t io n  and a l th o u g h  X 0 bs is a. 
r a n d o m  variable , it is fixed by observation  once th e  d a t a  have been observed.
Posterior
Let th e  p robab il i ty  d ens i ty  of the  t ru e  pedigree given X unobs be f x nnobi\XobA x w ^ hs I aT6.s)- 
T h is  den s i ty  is th e  pos te r ior  d is tr ib u t io n .  In Bayesian  analysis , inference a b o u t  X is based 
on th e  po s te r io r  density , which in th is  case is th e  cond it iona l  d is t r ib u t io n  X unobs | X 0 bs =
obs ■
f x  u n obAXobs  ( X w o b s  i x ob s )  — f x obs \ X unobi  ( ^ o b s ' x  u n o b s )  f . X  unobs { x  u n o b s )  /  f x obi  ( ob s )  ( F 3 4 )
^  f.Kobi, | X un,,bi ( obs-x u nobs ) f x unobg {x vnobs ) ’ x C ( F 3 o )
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T h e  p o s te r io r  d is t r ib u t io n  is o b ta in e d  by com bin ing  th e  prior  in fo rm a tio n  w ith  the  
likelihood. D ue  to  th e  high d im ens iona li ty  of x ,  s t a n d a r d  ana ly tica l ,  num erica l  or s im u ­
la tion  m e th o d s  m ay no t  be a d e q u a te .  W e are  in te res ted  in s im u la t in g  p ro p e r t ie s  o f  th e  
p o s te r io r  such as ex p ec ta t io n s ,  var iances  or m odes  over som e defined m u l t iv a r ia te  d i s t r ib u ­
tion o r  som e func tion  of a  m arg ina l  p o s te r io r  d is t r ib u t io n .  So for exam ple ,  th e  func tiona l  
of in te re s t  m ig h t  be p robabili t ies  o r  vec to rs  of probabili t ies .
T h e  rem ain ing  p roblem  is how to  c a r ry  o u t  c o m p u ta t io n s  w ith  a  M R F  m odel. We wish 
to  sam p le  from  th e  pos te r io r  d is t r ib u t io n .  Ideally, we require  a  sequence  of  in d e p e n d e n t  
rea l isa t ions  b u t  th is  is generally  im possib le . T h e  bes t  we can do  is to  s im u la te  from  a 
M ark o v  C hain  where rea lisa tions a re  going  to  be d e p e n d e n t  b u t  only on th e  la s t  rea lisa tion . 
T h e  tech n iq u e  we use is called M ark o v  C ha in  M o n te  C ar lo  (M C M C ) b u t  before launch ing  
in to  M C M C  sim ula tion  we need to  review th e  th eo ry  of  M ark o v  C h a in s .  For a  fuller 
acco u n t  see an e lem en ta ry  book on p ro b ab il i ty  such as Feller (1968).
1.9 M arkov C hains
D e f i n i t i o n  1 .2 1 .  A s to ch as t ic  p rocess  {A* : t =  1 , 2 , . . . } ,  is said  to  have th e  M a rk o v  
proper ty  if fu tu re  events  depend  on th e  c u r re n t  s t a t u s  and n o t  th e  p a s t .  T h e  d isc re te  case 
is expressed  as
P r(A r<+5 =  x t+s | A'0 =  X 0 , . . .  , X 1 =  x l ) =  P r ( A <+s =  x t+s \ X*  =  x l )
V -S >  0 V2 0 , . . .  , x l , x t+s. (1.36)
D e f i n i t i o n  1 .2 2 .  A Mark ov  C h a i n , M ,  is a  d isc re te  t im e, t im e  hom ogeneous ,  M arkov  
process, w ith  a  cou n tab le  s t a t e  space  t h a t  satisfies E q u a t io n  (1.36).
In th is  case
P r ( A i+1 =  x '  | A '( =  x) =  P r ( A ] =  x ’ \ X °  = x)  (1.37)
where  t im e  t £ A/", and x  and x '  a re  possible s ta te s .
D e f i n i t i o n  1 .2 3 .  T h e  M arkov  process can be defined by one-s tep  t rans i t ion  p robabili t ies
q{x  -  x )  =  P r (A * +1 =  2 ' | X 1 =  2 ) (1.38)
which can be th o u g h t  of as th e  p robab il i ty  th a t  you move to  s t a t e  x '  given t h a t  you are 
in s t a t e  2 .
T h e se  tran s i t io n  p robabili t ies  can be collected to g e th e r  into  a  t ran s i t ion  m a t r i x , Q - 
{q{x  — x' )  : 2  -  x '  £ Q}.
D e f i n i t i o n  1 .2 4 .  A M arkov  C ha in  is defined as irreducible  if we can reach every s t a t e  
from every  o the r .
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Definition 1.25. T h e  period  D x of s t a t e  x  is defined as
D x =  g .c .d . {t : P r ( g e t t in g  from x  to  x  in t s teps)  >  0 , for t  G A/'}.
S t a t e  x  is periodic  if D x >  1.
Definition 1.26. A M ark o v  C h a in  is aperiodic  if it has  a  per iod  of  1. A n irreducible 
M ark o v  C hain  is ap e r iod ic  if it  has  a  s t a t e  x  of period 1 a n d  we only  need to  show t h a t  
one  s t a t e  is aper iod ic  to  en su re  t h a t  th e  whole M arkov  C h a in  is aperiod ic .
Definition 1.27. For a  p .d.f. ir, th e  detailed balance condi t io n  is sa tisfied  iff
i r ( x ) Q ( x  —> x ' )  =  7r ( x ' ) Q ( x '  2 ) \/ x , x '  G D, (1.39)
w here  Q  is a  t ra n s i t io n  m a t r ix  t h a t  specifies an irreducible , ape r iod ic  M ark o v  C hain .
T h e  general  balance cond i t io n  is satisfied iff
ir(x') Q ( x '  —>■ x)  =  i r(x) .  (1-40)
X*
T h e  detailed  ba lance  cond it ion  is also called local balance  o r  t i m e  reversibili ty.  
D e ta i led  ba lance  implies genera l ba lance  and it is often easier to  work w ith .
T h e  theorem  which drives  M ark o v  C ha in  sam pling  is now given, a  p ro o f  of  which can 
be found in Feller (1968). I t  show s t h a t  un d er  cer ta in  co n d i t io n s  th e  M ark o v  Chain  will 
converge  to  a un ique s t a t io n a r y  d is t r ib u t io n .
Theorem. E r g o d i c i t y : I f  {A”*} is an aperiodic,  irreducible,  f ini te  M a r k o v  Chain,  there  
ex is t s  a un ique  s t a t i o n a r y  d i st r ibu t ion  7 r ( x )  sat is fy ing
^ ^ 7 t ( . t ' )  Q ( x '  x )  =  i r ( x )  V.t G tt(x ) > 0 an d  ^ ^ 7 r ( 2 )  =  1
x'  x
P r ( A 'f =  .t | A"0 =  x°)  —s- 7T(2‘), V.r. x°  as t oo.
Proof.  See Feller (1968). □
T h e  s ta t io n a ry  d is t r ib u t io n  7T is also called th e  equi l ibr ium  o r  erqodic  d is t r ib u t io n  for 
th e  t ra n s i t io n  m a tr ix  Q.  It follows th a t  to  sam ple  from the  s t a t io n a r y  d is t r ib u t io n  x ( x ) ,
we can run a  M arkov  C ha in  with t ra n s i t io n  m a tr ix  Q  sa t is fy ing  E q u a t io n  (1.40) until the
chain  a p p e a rs  to  have se t t led  down to  s ta t io n a r i ty .
1.10 M arkov C hain M on te Carlo S im ulation
1.10.1 C onstructing  a M C M C  Sam pler
People  have had success w ith  M C M C  on regular  sp a t ia l  s t ru c tu re s .  In im age  analysis , see 
§1.13. th is  spa tia l  s t r u c tu r e  is rep resen ted  by the  pixels in an im age  which are  spa tia l ly
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n ex t  to  each o th e r  being t r e a te d  as ne ighbours  in th e  con d i t io n a l  in dependence  s t ru c tu re .
In th is  thes is  we shall be inves t iga t ing  pedigrees , §1.14, w here th e  spa tia l  s t r u c tu r e  is 
rep resen ted  on a  g ra p h  an d  close re la tives a re  used for con d i t io n a l  independence.
In ped igree  analysis  we wish to  sam ple  from  a  m a rg in a l  p o s te r io r  d is t r ib u t io n  of th e  
gen o ty p es .  Ideally, we requ ire  a sequence of  in d e p e n d e n t  rea l isa t ions  b u t  th is  is im poss i­
ble. T h e  bes t  t h a t  we can  do  is to  use a  M ark o v  C ha in  which d e p e n d s  only on th e  la s t  
s tep .  T h e  M ark o v  C ha in  g en e ra te s  a  sequence  o f  d e p e n d e n t  rea lisa tions,  which from  th e  
Ergodic th eor em , converges to  a  s ta t io n a ry  d is t r ib u t io n  se t  up  to  be equal to  th e  m arg ina l  
d is t r ib u t io n  of  in te re s t .  T h e  chain is run from a  r a n d o m  initial configura tion  b u t  a  large 
n u m b e r  of  s te p s  m ay  be required  before we o b ta in  a  sam p le  from  th e  s to ch as t ic  process  
in o rd e r  to  en su re  t h a t  x t has  a d is t r ib u t io n  close to  th e  co rrec t  s ta t io n a ry  d is t r ib u t io n  
7r(x). We m u s t  also ensu re  t h a t  th e  chain fo rge ts  its  in itia l configura t ion . R ea lisa t ions  
from th e  M ark o v  C h a in  a re  n o t  in d ep en d en t  b ecau se  of th e  chosen initial s t r u c tu r e  and  
th e  co rre la t ion  be tw een  successive realisations.
T h e re  a re  tw o so lu tions  to  these  problem s. G ey e r  (1993) a d v o c a te s  using a  5% burn- 
in which en ta i ls  d is reg a rd in g  th e  first 5% of th e  n u m b e r  o f  sam ples  t h a t  you wish to  
ta k e  before collecting  y o u r  sam ple .  T h e  hope  is t h a t  th e  M ark o v  C h a in  will be closer to  
i ts  s t a t io n a ry  d is t r ib u t io n  by the  end of th is  burn- in  per iod . G eyer  (1993) also su g g es ts  
t h a t  using a  single long-run  ra th e r  th a n  several s h o r t  ones  provides b e t te r  e s t im a te s .  T h e  
o th e r  a p p ro ach  is to  sam p le  every realisation  a n d  p rovided  k  is large enough, we o b ta in  
sam p le s  t h a t  are  v ir tua lly  in d ep en d en t .
T h e  second im p o r t a n t  o b jec t ive  of M arkov  C h a in  s im u la t ion  is to  eva lua te  a c c u ra te  
a p p ro x im a t io n s  of su m m a r ie s  of th e  s to ch as t ic  p rocess. T h e se  are  of th e  form  £ [7 t(A~)] 
which can be w r i t ten  as
/  =  £[tt(A~)] = J  ir(x)  f  ( x ) d x . (1-41)
To o b ta in  e s t im a te s ,  we can  use th e  average
i = - J 2  M-V) ( 1.4 -2 )
n 'l
w here  A h  AT are  i id  rea l isa t ions  from f { x ) ,  since
I  -  I  (1.43)
bv th e  W eak Law of L arge  N um bers .
In M C M C  sim u la t io n ,  th e  i id  realisations. A h  AT from /(.?•) in E q u a tion  (1.42)
are  replaced by rea lisa t ions  from a M arkov  C hain  w ith  an identical s ta t io n a ry  d is t r ib u t io n .  
T h e  Ergodic  th eo rem  ensu res  th a t  E q u a tion  (1.43) still holds.
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1 . 1 0 . 2  A d v a n t a g e s  o f  M C M C  
Efficiency and Use
M o n te  C arlo  m e th o d s  are  usually  th e  only  m e th o d  for num erica l p ro b lem s  in a  large 
n u m b er  of d im ensions .  M e th o d s  for e s t im a t in g  an  e x p ec ta t io n  say, £  [7t(A”)], include 
im p o r ta n c e  sam p lin g ,  s im ula t ion  tech n iq u es  an d  fac to r is ing  th e  d is t r ib u t io n  in to  lower 
d im ensions from  which sam pling  m ay  be easier. T h e  M C M C  sim ula tion  m e th o d  is slower 
th a n  the  o th e r  m e th o d s  b u t  in m an y  cases  it  is th e  only possible a l te rn a t iv e  as th e  problem  
does no t fac to r ise  and  th e  im p o r ta n c e  sa m p lin g  techn ique  can be difficult to  im p lem en t  
in higher d im ensions .  W ith  increasing  c o m p u te r  power, M o n te  C ar lo  m e th o d s  have been 
applied  to  m ore  com plex  sys tem s.
Flexibility
T h e  main a d v a n ta g e  of s im ula tion  over ana ly t ica l  o r  a s y m p to t ic  m e th o d s  is i ts  flexibility 
for n o n -s ta n d a rd  cases and its abili ty  to  o b ta in  a lm o s t  e x ac t  so lu t ions  for a r b i t r a r y  func­
t iona ls  of th e  process. I t  can be used to  m ake  in terval e s t im a te s ,  deal w ith  n o n -s ta n d a rd  
priors  and  likelihoods t h a t  would arise  w ith  m issing d a ta ,  s im u la te  sy s tem s  t h a t  can only 
be observed ind irec t ly  and  assess s im u la t io n  e r ro r .  M C M C  has been successfully used on 
well-known p ro b lem s t h a t  have p rev iously  been in tra c ta b le .
Credibility Regions
O ne of th e  m ain  appea ls  of  M C M C  is th e  use of  large sam ples  from the  chain to  form 
credible  regions for the  p os te r io r  e s t im a te s  d irec tly  from  th e  em pirical d is t r ib u t io n s .  We 
can also use m ode ls  t h a t  are  believed to  be m o s t  a p p ro p r ia te  for th e  d a t a  even if they  
require  n o n -s ta n d a rd  likelihoods and  n o n -c o n ju g a te  priors.
Sensitivity Analysis
Sensitiv ity  ana lys is  is an im p o r ta n t  p a r t  o f  responsib le  s ta t is t ic a l  inference. P r io r  d is t r i ­
bu t io n s  can have a  m a jo r  influence on th e  pos te r io r ,  so th e  sensitiv ity  of th e  p os te r io r  to  
th e  prior is an im p o r ta n t  issue which M C M C  m e th o d s  can investiga te .
1 . 1 0 . 3  P r o b l e m s  w i t h  M C M C
C onvergence  issues are  im p o r ta n t  when dea ling  w ith  c o m p u ta t io n a l ly  d e m a n d in g  s im u la ­
tion p rocedures  such as M C M C . T h e  la rge  d im ens iona li ty  of pedigree d a t a  se ts  or im ages 
m akes m o n ito r in g  th e  success of  convergence  difficult. T h e  speed of convergence  seem s to  
decrease  as th e  d im ensiona li ty  increases  (G reen  1995) and th is  m igh t be a prob lem  as we 
consider  t r a i t s  w ith  increasing n u m b e rs  o f  alleles.
A canonical ex am p le  of a  m ix tu re  o f  tw o  b ivar ia te  norm al dist r ibu tions  d isplaced d iag ­
onally  from each o th e r  (Tavener 1992) i l lu s tra te s  the  problem s t h a t  can arise with single 
variable  u p d a t in g  in M C M C . As th e  d is ta n c e  betw een  them  increases, sw aps  between one
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m ode and  th e  o th e r  b ecom e increasing ly  rare . For a  finite n u m b e r  o f  rea lisa t ions  of the  
M arkov  C h a in  th e re  m ay  be few or no sw aps  b u t  th e  chain is still irreducib le . T h is  is why
tiple s t a r t in g  po in ts  a ro u n d  th e  likelihood su rface  and  see if convergence  is to  th e  sam e 
po in t  each tim e. Increas ing  th e  n u m b e r  of  s t a r t in g  p o in ts  gives us increas ing  confidence 
in e s t im a te s  based on any  single s t a r t i n g  po in t.
T h e re  a re  several a lg o r i th m s  t h a t  can  be used to  g e n e ra te  a  M a rk o v  C h a in  w ith  a  s t a ­
t io n a ry  d is t r ib u t io n  7t(.t) for x  £ Q.  W e consider th e  M e tro p o l is  a lg o r i th m , th e  H as tings  
a lgo ri thm  and  th e  G ib b s  S am ple r .
1.11.1 M etropolis A lgorith m
T h e  a lg o r i th m  of M e tro p o l is  e t  al. (1953) w as developed for use in physical c h em is try  in 
o rder  to  ca lcu la te  in te ra c t io n s  be tw een  tw o  molecules and  becam e  widely used in s ta t is t ic a l  
m echanics, see for ex am p le  H am m ers ley  and  H an d sco m b  (1964). T h e  a lg o r i th m  provides 
a  way to  reco n s tru c t  a  M ark o v  C h a in  M  with a  l im iting  d is t r ib u t io n  tt. I t  is a  single site 
u p d a te  p rocedure  and m akes  P  a  specified s y m m e tr ic  proposa l m a t r ix  so t h a t  p ( x  x ' )  =  
p ( x '  —>■ x ) .  A t a  given s tep ,  ran d o m ly  d ra w  a new s t a t e  x '  from th e  I th row of P  and  with 
known probab ili ty  o ( x  —r x ' )  move from  s t a t e  x  to  s t a t e  x' .  M e tro p o l is  e t  al. (1953) set 
th is  accep tan ce  p ro b ab il i ty  to
A l g o r i t h m  1 .2 .  M e t r o p o l i s : Let  ir be a den s i t y  a n d  P  =  {p{x  — ,r/)} be a s y m m e t r i c  
proposal  matrix,  so p ( x  — x')  =  p ( x '  —> x ) .
M C M C  m ay  so m e tim es  w ork  bad ly  a n d  ind ica tes  t h a t  m u lt i -m o d a l i ty  m u s t  be checked 
for. M e th o d s  for solving th is  p rob lem  are  given in §5.1.1 b u t  th e  s im p le s t  is to  use mul-
1.11 P ossib le  M C M C  A lgorith m s
(1.44)
• I f  the chain is curren t ly  at  X 1 =  x  then  at each update , select a proposed x '  rand oml y  
f r o m  the i t!l row o f  p f o r  the next, update  A"'+ 1.
• Accept  the update (i.e.  A~l+1 =  x ' )  with probabili ty
otherwise let A’ ,+1 =  x .
□
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T his  is a M ark o v  C h a in  w ith  tran s i t io n  m a t r ix  Q ( x  —*■ x ')  =  a ( x  —>■ x ' ) P ( x  x ' )  and  
is reversible since
T h is  is a  sufficient condition  for th e  a lgo r i thm  to  yield a  sequence  of  d ep e n d e n t  rea lisa tions  
form ing  a  M ark o v  C h a in  w ith  7r as its  s ta t io n a ry  d is t r ib u t io n .  N otice  t h a t  i t  need only 
be defined only up  to  a  norm alis ing  c o n s ta n t  since th e  c o n s ta n t  cancels in t t ( x , ) / t t ( x ) .  
T h e  s ta t io n a ry  d is t r ib u t io n  is un ique if Q  is ir reduc ib le  a n d  a  sufficient condition  for 
convergence is be ing  able to  move from  any  s t a t e  to  a n y  o th e r  (Ripley 1987).
1.11.2 H astings A lgorithm
H astings  (1970) genera lises  M etropo lis  e t  al. (1953) to  allow P ( x  x ')  to  be an a r b i t r a ry  
t ran s i t io n  p ro b ab il i ty  func tion ;  so if P  is sy m m e tr ic  then  th e  a lgo r i thm  reduces to  th e  
M etropo lis  a lg o r i th m . O nce  again , Q ( x  —*■ x ')  =  c\(x x ' ) P { x  —► x ') .
A l g o r i t h m  1 .3 .  H a s t i n g s : Let i t  be a den s i t y  a n d  P  =  {p{x  —» x ' ) }  be a proposal  
matrix.
•  I f  the chain is curren t ly  at X 1 =  x  then at each update,  select  a proposal  x '  rand omly  
f r o m  the i th row o f  p  f o r  the next  update  A ' '+ 1 .
•  Accept  the update (i.e.  A’ i+1 =  x ' )  with probabil i ty
In o rd e r  to  show t h a t  th is  a lgo r i thm  does g e n e ra te  a  M arkov  C ha in  with the  co rrec t  
s ta t io n a ry  d is t r ib u t io n  -  t h a t  is for the  Ergodic  th e o re m  to  hold -  it is sufficient to  show 
th a t  Q  satisfies th e  detai led balance equa tion  (1.39).
Proof  o f  convergence . T h e  p ro o f  of convergence is s im ila r  to  th e  p ro o f  given for the  M etro p o -
t t ( x ) Q ( x  —> x ')  =  t t ( x )  m in { l ,  i t  (x') /  t t  ( x ) }  P  (x —> x ')
=  m in{7r(x), t t ( x / ) } P ( x  — ^ x )
=  m in{7r(x/), w ( x ) } P ( x l —► x)
=  t t ( x ' )  m i n { l , t t ( x ) / t t ( x ' ) } P ( x 1 —^ ,-r)
□
m in{ 'l ,  7 t { x ' ) P ( x '  x ) / [ t t ( x ) P ( x  x ')]}  i f  i r ( x ) P ( x  — x')  > 0,
1, i f  t t { x ) P { x  — x') =  0,
otherwise let X 2+1 =  x . N ote  that. P ( x  — x ')  is an  arbi trary  (i.e.,  not  s y m m e t r i c )  
proposal  niatri/x.
□
lis A lgori thm . □
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T h e  m a t r ix  Q  can  be a n y th in g  so it is adv isab le  to  choose so m e th in g  t h a t  is a  ba lance  
be tw een  convenience and  pe rfo rm ance .  H owever a  d e p en d s  on 7r so we need to  be able to  
ca lc u la te  i r ( x ' ) / i r ( x )  for any x , x '  £ Yl w ith  Q ( x  x ') > 0. We se t  up  Q so t h a t  th e  only 
t r a n s i t io n s  from x  to  x ’ a re  those  for which tt(x ' ) / ir(x)  is easy  to  ca lcu la te .  Successive 
s te p s  preserves th e  de ta iled  balance , ap e r io d ic i ty  is never a  problem  as q{x  x) >  0 for 
so m e  x, b u t  as we will see ir reducib ili ty  needs to  be checked.
1 . 1 1 . 3  T h e  G i b b s  S a m p l e r
T h e  G ib b s  S am ple r ,  which was fo rm u la te d  in G e m a n  an d  G e m a n  (1984), gives a  t im e  
d e p e n d e n t  version of  th e  H as t in g s  m e th o d .  I t  consis ts  of sam pling  sequen tia l ly  from  the  
co n d i t io n a l  d is t r ib u t io n s  of each p a ra m e te r  given all th e  o th e rs .  For a  d isc re te  d is t r ib u t io n  
over a  sm all se t  of labels, th e  no rm a lisa t io n  to  a  p ro p e r  d is t r ib u t io n  is s im ple an d  so M C M C  
sim u la t io n  is easy  using th e  G ib b s  Sam ple r .
D e f i n i t i o n  1 . 2 8 .  A sweep  o f  th e  co n f igu ra tion  consis ts  of w orking sy s te m a t ic a l ly  once 
th ro u g h  each of th e  n  e lem ents  in th e  con figu ra t ion .
If we let X  =  (A T , . . .  , X n ) ~  7t_Y(.t), we can  use th e  following a lg o r i th m  to  g e n e ra te  
rea l isa t ions  from -k x {x ).
A l g o r i t h m  1 . 4 .  G i b b s  S a m p l e r :
1 . Le t  t =  0. Star t  with an y  point  in the mul t ivar ia te  di s t r ibut ion x ^  =  x ^  =  
/JO )  j o )  (OK
\ X 1 5 x 2 1 • ■ • ’ x n > •
2. Sweep  through the n  e le m ent s  o f  x ^  to genera te  :T<+1) , by sam pl in g  f r o m  the full 
cond itiona l dist ribut ions .
•  Sa mp le  x \ t+1) f r o m  t t Y]|A'2i....... y„(A 'i  =  x x \ X 2 =  ■ ■ ■ , X n =  x [nt])
• Sa mple  4 * +1) f r o m  t t Y2| Yi........Yn( X 2 =  x 2 \ AT =  x[ t+1 \ X 3  =  x {^ \ . . .)
•  Sa mp le  x {nt+]) f r o m  t t Yi?| ,Y l ,.Yn_1 (Arn -  x n \ AS =  x[ t +l \  . . . .  A 'n _ i  =  x (^ ])
3. I n c r e m e n t  t a n d  go to S tep  2 .
□
T h e  vectors  x ^ . x ^ 1^........... . . . a re  a  rea lisa tion  from a  M arkov C h a in .  T h e  t r a n s i ­
tion p robab il i ty  Q  from ,r to  x '  is
Q { x  — x )  =  t t  Yl | Y> Yn (AT =  x \  | AT =  ,r2, . . . , X n =  x n , Y  =  y ) ...........
................ T v „ | A ' i  a , i _ i  ( - A n  x n  | A ]  . i i , . . .  , A , j _ ]  —
T h is  a lgo ri thm  does converge to  th e  required  7r and  a p roof  is given in G e m a n  and 
G e m a n  (1984). We usually ta lk  a b o u t  v isiting  all th e  e lem ents  in a con figu ra t ion  ra th e r
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th a n  looping  over su b sc r ip ts  an d  for th is  we use th e  ph ra se  ‘sw eeps o f  th e  co n f ig u ra t io n ’. 
T h u s ,  th e  G ibbs  S am ple r  p roduces  a  whole new configura tion  a f te r  each sw eep . I t  does th is  
by u p d a t in g  the  c u r re n t  value of  th e  reco n s tru c t io n  for each ind iv idua l  w i th  one sam pled  
from  th e  cond it iona l  d i s t r ib u t io n  of  in te re s t  for t h a t  ind iv idua l a n d  th is  m ove is always 
accep ted .
1.11.4  Com parison o f th e  T hree A lgorithm s
T h e  G ib b s  Sam pler  and  th e  M e tropo lis  a lg o r i th m  can be considered  special cases o f  th e  
genera l H as tings  a lg o r i th m . As th e  H as t in g s  a lg o r i th m  satisfies de ta i led  b a lan ce  th e n  all 
th re e  do. For all th re e  a lg o r i th m s ,  a  ne ighbouring  s t a t e  is g e n e ra te d  a n d  a  decision is m ade  
to  accep t  th e  move, or no t,  from  th e  c u r re n t  s t a t e  to  th e  newly g e n e ra te d  s ta te .  G ibbs  
S am pling  always accep ts  th e  p ro p o sa l  w hereas  th e  M etropo lis  an d  H a s t in g s  a lg o r i th m s  
have an accep tan ce  p robabili ty .
C hoos ing  between th e  M C M C  a lg o r i th m s  d e p e n d s  upon th e  ap p l ic a t io n .  G ibbs  is use­
ful if sam p lin g  from th e  full cond it iona l  d i s t r ib u t io n s  is c o m p u ta t io n a l ly  ch eap .  M etropo lis  
m e th o d s  u p d a te  single ind iv idua ls  by choosing  betw een th e  c u r r e n t  s t a t e  and  an a l te rn a ­
tive proposa l  and  work well w ith  e i th e r  d isc re te  or  con tinuous  variab les . T h ese  m e th o d s  
are  re la tively  easy to  code w hereas  th e  H as t in g s  a lgo ri thm  is a  l i t t le  m o re  difficult as th e  
t ra n s i t io n  m a tr ix  is no longer sy m m etr ic .  B o th  M e tro p o l i s -H a s t in g s  m e th o d s  have had 
p rac tica l  success b u t  for efficient c o m p u t in g  also d epend  on th e  a c c e p ta n c e  ra te .
1.11.5 O ther M arkov M odels
In ped igree  analysis , o th e r  a p p ro ach es  have been used for s im u la t in g  th e  d is t r ib u t io n  of 
g eno types .  Lange and M a t th y s s e  (1989) use th e  M etropo lis  a lg o r i th m  to  c o n s t ru c t  a  
ra n d o m  walk with s ta t io n a ry  d is t r ib u t io n  m a tc h in g  the  t r a i t  g e n o ty p e  cond it iona l  p rob ­
abilities for a  diallelic t r a i t .  F ou r  tran s i t io n  rules define th e  n e ig h b o u r in g  s ta te s ,  each 
of which refers to  a  pivotal  ind iv idual in th e  pedigree in whose im m e d ia te  locality the  
changes  take  place. T h ese  t r a n s i t io n  rules involve sw app ing  th e  alleles o f  an individual 
and ch ang ing  the  sources of in h e r i tan ce  for e i th e r  himself or his ch ild ren . T h e  M etropo lis  
a lgo r i th m  is used to  g e n e ra te  th e  tran s i t io n  p robab il i t ies  for th e  ra n d o m  walk. T h e  a u th o r s  
prove th e  irreducibility  of th e  M ark o v  C ha in  defined for th e  special cases  of  a  par t ia l ly  
p e n e t r a n t  t r a i t  and a recessive t r a i t .
O t t  (1989) also develops a  m e th o d  for s im u la t in g  g en o types  a t  a  m a rk e r  locus given 
d a t a  a t  a  disease locus.
1.12 E stim ators for th e  M od el
O u r  aim is to  sam ple  from a m arg ina l p o s te r io r  d is t r ib u t io n  in o rd e r  to  a r r iv e  a t  a  point 
e s t im a te  for the  configura t ion . T h e re  are  several com m only  used po in t e s t im a to rs .
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1.12.1 M arginal P osterior M ode E stim ate
D e f i n i t i o n  1 .2 9 .  A  M arg ina l  P os te r io r  M ode  E s t im a te  (M P M ) is th e  po in t  e s t im a te  of 
th e  configura t ion  t h a t  m ax im ises  th e  pos te r io r  p ro b ab i l i ty  I x o b s ) over for
each in xunobs•
T his  m e th o d ,  sugges ted  by M a rro q u in ,  M it te r ,  an d  P ogg io  (1987), is to  consider a  loss 
function w here  each  misclassified e lem ent incurs  a  p e n a l ty  of  I and  th e  co rresp o n d in g  es ti­
m ate ,  Marginal  P o s te r io r  Mode  E s t i m a te  (M P M ),  for e lem en t  i is th e  aq which m axim ises  
the  p o s te r io r  p ro b ab i l i ty  P ( X t = x t \ x 0bs ) .  To ca lcu la te  th e  M P M  e s t im a te  we ob ta in  
the  m arg in a l  d is t r ib u t io n s  from th e  pos te r io r  by ru n n in g  one  of th e  M o n te  C arlo  M arkov  
Chain  s im u la t ion  m e th o d s  above  and  no te  th e  f requency  w ith  which each of th e  n  values 
occurs for each e lem en t.  A fte r  th e  chain has  finished, th e  e s t im a te  for each e lem ent,  «, 
is taken  to  be th e  m o s t  frequen tly  occu rr ing  value of  aq. Clearly, th e  a p p ro x im a t io n  will 
im prove with  an increas ing  n u m b e r  o f  s im ula t ions .  In im age  analysis ,  th e  colour of a  pixel 
is rep resen ted  by a  small d isc re te  sam ple  space  and  so th is  m e th o d  w orks very well. A 
m ethod  s im ilar  to  th is  is used in th e  P e d p a c k  package o f  p ro g ra m s  (T h o m a s  1991) for 
pedigree ana lys is  which is used in ca lcu la t ions  in th e  re m a in d e r  o f  th is  thesis . Instead  of 
tak ing  th e  m o s t  f req u en t ly  occu rr in g  value as o u r  e s t im a te ,  we are  in te re s ted  in a p p ro x i­
m a tin g  p robab il i t ie s  o r  frequencies which are  co n t in u o u s  and  so can  gene co u n t  over the  
rea lisa tions to  o b ta in  o u r  e s t im a te s .  As we are  gene c o u n t in g ,  th is  m e th o d  has the  added  
ad v an tag e  o f  s m o o th in g  o u t  th e  effects o f  any unusual s im u la t io n s  th ro w n  up  by any of 
the  M C M C  a lg o r i th m s .  T h ese  m e th o d s  are  easy to  im p le m e n t  and  can be th o u g h t  of as 
sam pling  techn iques .
O th e r  techn iques  use co m b in a to r ia l  o p t im isa t io n .  To  help  dr ive  th e  M C M C  a lgo r i thm s 
to  convergence in a finite  a m o u n t  of  t im e  we nest th e m  w ith in  an o p t im isa t io n  a lgo ri thm . 
We consider  th e  s to c h a s t ic  a lgo ri thm  sim ula ted  an n ea l in g  (SA) below.
1.12.2 M axim um  A Posteriori
D e f i n i t i o n  1 .3 0 .  A M a x im u m  A P o s te r io r  (M A P )  e s t im a te  is defined to  be the  po in t 
e s t im a te  of  the  con figu ra t ion  x  £  Q  t h a t  m axim ises  th e  p o s te r io r  d is t r ib u t io n  7r(.r)
It is c o m p u ta t io n a l ly  infeasible to  t ry  th is  m ax im isa t io n  by an e x h au s t iv e  search due 
to  the  huge n u m b e r  of  possible configura tions,  m n . w here  m  is th e  n u m b e r  of e lem ents  
and n is th e  n u m b er  of  possible values for each e lem ent,  an d  so, K irk p a tr ick  et a.i. (1983) 
developed th e  s to c h a s t ic  re laxa tion  a lgori thm  or s im u la te d  ann eal ing  a lg o r i th m , which was 
suggested  in num erical ca lcu la t ions  by M etropo lis  et a.i. (1953).
1.12.3 S im ulated  A nnealing
K irkpa tr ick  et al. (1983) discovered an analogy  betw een  m in im ising  the  cost function 
of a  co m b in a to r ia l  o p t im isa t io n  problem  and th e  slow cooling of  a  solid. T h ey  called 
this a lgo r i th m  s i m u la te d  anneal ing.  T h e  process a t t e m p t s  to  m im ic a  techn ique  in physics
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w here  if a  m olten  m e ta l  is allowed to  cool sufficiently slowly then  th e  a to m s  line them se lves  
u p  a n d  fo rm  a p u re  s t r u c tu r e  avoiding im perfec tions  in th e  solid. T h e  c ry s ta l  achieves the  
m in im u m  energy  s t a t e  for th e  sys tem .
C o m b in a to r ia l  op tim isa t io n  involves a t t a c h in g  a real n u m b e r  to  each of a  finite  o r  
c o u n ta b ly  infinite n u m b e r  of s ta te s  using a  cost  or energy  fu nc t io n .  T h e  o b jec t iv e  is to  
sea rch  th e  s t a t e  space  to  find th e  s t a t e  w ith  th e  m in im u m  energy. T h e  m odif ica t ion  t h a t  
enab le s  s im u la ted  annea ling  to  op tim ise  r a th e r  t h a n  sam p le  is th e  raising of th e  ta r g e t  
d i s t r ib u t io n  to  h igher and  higher powers over th e  course  of th e  a lgo ri thm  which places an 
inc reas ing  p ro b ab il i ty  a t  th e  globally o p t im u m  s ta te .  B y  using th e  func tiona l o f  in te re s t  
in th e  M e tropo lis  a lg o r i th m  as th e  energy  func tion  in th e  s im u la ted  annea ling  a lg o r i th m  
and  slowly increasing  th e  power, K irk p a tr ic k  e t  al. (1983) found a  genera l so lu tion  to  
c o m b in a to r ia l  o p t im isa t io n  problem s. T h e  power is increased  by reduc ing  a  p a ra m e te r ,  
T ,  called th e  t e m p e r a tu r e  p a ra m e te r .  T h is  odd  n o ta t io n  a t t e m p t s  to  en su re  s im ila r i ty  
betw een  th e  physical and  m a th e m a t ic a l  a sp e c ts  of  th e  a lg o r i th m . A s ta r t in g  con fig u ra t io n  
is needed  to  initialise th e  a lgo ri thm .
Algorithm 1.5. S i m u l a t e d  A n n e a l i n g :
•  Ini t ial ise  to an y  conven ien t  conf igurat ion.
•  Sim u la te  f r o m  a process with the d i s t r ibu t ion
f T { 7r(z)} =  [/{ tt( ; :r)}]1/T/  ^  [ / M * ' ) } ] 1/T- (1-45)
x' gq
•  Co mple te  a sweep o f  the conf igura tion by sequent ia l ly  updating each o f  the e l e m e n ts  
in the configuration.
•  A f t e r  each sweep o f  the conf igurat ion the p a r a m e te r  T  is reduced, such that,
Tk  >  Tk+ 1 a n d  lim T k =  0,
k — oo
according to a predef ined schedule.  □
We define a  temperature  schedule.  { T k }, for k  — 1 , 2 , . . .  , w here { T k } — 0. A t 
s te p  k  a  sam ple  using th e  family of M C M C  a lg o r i th m s  is taken  from th e  d is t r ib u t io n  
a t  t e m p e r a tu r e  T k - As / — 0, ou r  e s t im a te  of th e  t ru e  pedigree or im age c o n c e n t ra te s  
on th e  m ode  of th e  pos te r io r  probabili ty . In theory , if th e  te m p e r a tu r e  is dec reased  a t  a
sufficiently  slow ra te ,  we arrive a t  th e  M A P  e s t im a te .  A t T k - 0. th e  d is t r ib u t io n  will have
positive  m ass  only a t  th e  m axim ising  .r and so if we d ra w  a  sam ple  from th is  d is t r ib u t io n ,  
we a re  selecting from th e  x  we wish to  m ake inferences a b o u t .
R em a rks .
•  T h e  c rux  of th e  a lgori thm  is th a t  it m igh t  a ccep t  a  move to  a  s t a t e  with a  h igher 
energy  func tion  as a m eans o f  escap ing  from a  local m in im um .
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•  If the  s ta r t in g  t e m p e r a tu r e  is sufficiently high, th e  s t a r t in g  p o in t  is n o t  critical 
because  th e  a lg o r i th m  can  escape  from  local m in im a.
•  T h e  a lgo r i thm  relies on a  process  of  i te ra t iv e  im p ro v em en t .  T h is  m akes  it easy  to  
im p lem en t  b u t  it is s lower t h a t  som e greedy a lgo r i thm s,  which can only converge  to  
local mini mu ms.
•  T h e  a lgo ri thm  has  th e  p o te n t ia l  to  reach , b u t  n o t  to  d e te c t ,  th e  global m a x im u m  of 
th e  pos te r io r  d is t r ib u t io n .
•  Im proved  e s t im a te s  of  th e  m a x im u m  can be o b ta in ed  if you record th e  la rg es t  es ti­
m a te  p roduced  by th e  a lg o r i th m  a n d  n o t  ju s t  th e  final e s t im a te .
Temperature Schedules for Simulated Annealing
T h e  family of M e t ro p o l i s -H a s t in g s  a lg o r i th m s  requires  m an y  i te ra t io n s  to  a t t a in  con­
vergence  to  the  s ta t io n a ry  d is t r ib u t io n  b u t  th is  is simple to  im p le m e n t  on a  co m p u te r ;  
however, the  choice of Tk  an d  th e  cooling ra te  is all im p o r ta n t .  G e m a n  an d  G e m a n  (1984) 
an d  H a jek  (1988) suggest  t h a t  th e  cooling of Tk  should  be very slow in o rd e r  to  achieve 
convergence. In theory , th e  t e m p e r a tu r e  p a ra m e te r  should  be decreased  on a  log sched­
ule b u t  in p rac tice  we can only afford to  decrease  th e  te m p e r a tu r e  to w a rd s  zero in finite 
ju m p s .  C onsequen tly ,  we can  only  e x p ec t  to  find a  local m in im um . However, if th e  s t a r t ­
ing t e m p e r a tu r e  is high enough ,  we e x p ec t  to  explore  th e  s t a t e  space  sufficiently to  find a 
good  local m in im um  of th e  fu n c t io n a l  of in te res t .  S ta n d e r  and  S ilverm an  (1994) consider 
four families of t e m p e r a tu r e  schedules: s t r a ig h t ,  geom etric ,  reciprocal an d  loga ri thm ica l .  
E x a m p le s  of these  are  shown in F ig u re  1-14.
T h e  s im u la ted  an n ea l in g  a p p ro a c h  has  th e  ad v a n ta g e  t h a t  we can explic itly  co n tro l  the  
n u m b e r  of sweeps, which is th e  p a ra m e te r  to  which the  C P U  tim e  is m o s t  sensitive. In 
§2.2 and  §2.3 we use a  g eom etr ic  cooling schedule  to  o rder  the  s u m m in g  o u t  of ind iv idua ls  
in th e  peeling a lgo r i thm  to  reduce  th e  c u ts e t  and hence m em ory  re q u ire m e n ts  because  
it is found to  work b e t t e r  in p rac t ice  th a n  o th e r  t e m p e r a tu r e  schedules , n o t  cooling too  
quickly  or too  slowly.
1.13 Im age A n alysis
M ark o v  C hain  s im ula tion  tech n iq u es  began to  be used in im age analysis ,  w here  th e  ob ­
served im age or record, V. d e p e n d s  on an underly ing  t ru e  im age .V, so
an d  becam e applicab le  by e x a m in in g  th e  problem  on the  small scale w here  each  small 
region, p i x e l  is likely to  be s im ila r  in colour to  th e  regions near it. T h is  can then  be
Record  =  / ( I m a g e )  +  Noise
V' =  / ( - * ) + £ (1.46)
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Figure 1-14: F a m i l i e s  O F  T E M P E R A ­
T U R E  S c h e d u l e s : S om e examples
from the families of temperature sched­
ules given in Stander and Silverman (1994)  
are shown here, where there are 50 sweeps 
with a starting temperature of  5. The log­
arithmic schedule is theoretically superior 
but, for a finite number of  sweeps, the 
temperature has been found to  drop too  
rapidly to fully explore the state space, as 
does the reciprocal schedule. On the other 
hand, the straight line was felt to decay 
too  slowly. Thus the geometric schedule is 
preferred.
form ulated  into a s ta t is t ic a l  model which is briefly developed below to  m o tiva te  in tu ition  
in the  pedigree problem .
T h e  M R F  is defined by the  local dependence  of an individual pixel on th e  pixels in a 
neighbourhood a ro u n d  it as shown in F igure 1-15.
k '  x *jHi




Figure 1-15: N e i g h b o u r h o o d  Sc hemes  in Image  A n a l y s i s : The representation of
a picture in a pixel lattice, (a) Shows a first-order neighbourhood schem e for pixel xtJ. (b) 
Shows a second-order neighbourhood scheme for pixel x ( / .
If we consider an image, it is represented by a finite tw o d im ensional grid con ta in ing
m  pixels. T h e  t ru e  scene is deno ted  by A '=  (A’j. V>, X m ) b u t  th e  observed d a ta  or
record, denoted  V =  , ym ) m a .v  be degraded  d u e  to  b lurring or noise.
G em an  and G em an  (1984) use a Bayesian ap p ro ach .  They  form ula te  th e  posterior  
d is tr ibu tion  of th e  scene .V given the  d a ta  or record V: using Bayes* T heorem , th is  d is t r i ­
bution can be expressed in te rm s  of the  likelihood of ) given A and a prior d is tr ibu tion  
for A . as in Fqua tion  (1.35).
Using one of the  M C M C  a lgorithm s, say the  G ib b s  Sam pler, to  recreate  a  blurred 
or noisy image is now s tra igh tfo rw ard .  T he  process s t a r t s  at th e  to p  left co rner of the  
image. For that pixel, the  colours of its neighbouring pixels are  looked at and a decision 
is m ade what colour to  make th e  pixel by d raw ing  from its conditional d is t r ib u t io n  given
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i ts  ne ighbours  and th e  record. T h e  process is then  repea ted  for all the  pixels in th e  im age 
a f te r  which we have com pleted  one sweep of th e  configuration . To get a  po in t e s t im a te  of 
th e  im age we do  th is  m any tim es and e i the r  keep coun ts  on th e  colour of each individual 
pixel with our final e s t im a te  for each pixel being the  colour t h a t  occurred  th e  m o s t  often , 
or  nest th e  process w ith in  an op tim isa t ion  a lgo ri thm , such as sim ula ted  annea ling , which 
g rad u a l ly  makes changing  the  colour of an individual pixel less and less likely and  so th e  
p ic tu re  g radually  ‘freezes’.
1.14 Pedigree A nalysis
Using th e  M R F  idea, M C M C  a lgo ri thm s can be im plem ented  no t only on a la t t ice  b u t  to  
any network with well-defined rela tionships which are  not spatia l .  Sheehan (1990) applies 
th e  m e th o d  to  pedigree analysis.
1.14.1 N eighbourhood
T h e  g raph  of the  pedigree, t/, is the  region of  in te res t ,  th e  individuals rep resen t the  pixels, 
the  geno types  replace the  true  image and th e  pheno types  are  the  records which provide 
in fo rm ation  on the  underlying genotypes. Sheehan  (1990) shows t h a t  if th e  ne ighbourhood , 
C, of an individual /. consists of pa ren ts ,  spouses  and offspring, as in F igure  1-16, then
P{Xi = x | x a v ) -  P{Xi  =  x | x (s,) (1.47)
and so the  definition of a M R F  is satisfied. However, the  defined field does not satisfy
Figure 1-16: N E I G H B O U R H O O D  F O R
P E D I G R E E S :  For the neighbourhood
system for individual i in a pedigree it is 
convenient and obvious to use close rela­
tions as these are the individuals that will 
affect i ’s genotype. So we use parents, 
spouses and offspring of  individual i.
the  positiv itv  condition for Bquation (1.32) since certa in  paren ta l geno types  co m b in a t io n s  
exclude the  possibility of certa in  gen o ty p e  co m bina tions  in the  offspring.
H am m ersley  and Clifford had tr ied  to  prove t h a t  th e  positivitv cons tra in t  was irre levant 
but th e  reason for the ir  failure was shown in M oussouris  (1971). who found a c o u n te r ­
exam ple .  He proceeded to  discuss what hap p en s  in the  absence of the  condition  and 
estab lished  crite ria  for a system  in which the  positiv itv  does not hold.
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Sheehan (1990) stresses t h a t  these  problem s only occur when one is t ry in g  to  form ula te  
a M R F ; the  s ta t is t ica l  geneticist has a lready  been provided with a fully specified locally 
d ep enden t field.
1.14.2 Irreducibil i ty
I rreducibility  is a more difficult problem to  overcom e in pedigrees th a n  in images. C onver­
gence in d is tr ibu tion  of the  G ibbs  S am p le r  to  th e  co rrec t  posterio r  d is t r ib u t io n  of genotypes 
given th e  pheno types depends  on the  irreducibility  of th e  relevant M arkov  C hain . T h is  
is clearly t ru e  in the  case where th e  positiv itv  holds bu t  as we have s t a te d  above, no t all 
configurations are  legal for pedigrees. All t h a t  is im p o r ta n t  is t h a t  all feasible  configura­
tions com m u n ica te  because as long as we s t a r t  w ith  a feasible configura tion , th e  G ibbs 
Sam pler will converge to  the  required poste r io r  d is tr ibu tion .
If we consider a two allele case, by w orking th ro u g h  th e  pedigree it  is possible to 
assign every individual a he terozygous geno type  which, because of the  laws of Mendelian 
inheritance, is feasible and g u a ran tee s  all configura tions can be visited from any  o th e r  
in a  finite num ber  of sweeps by u p d a t in g  one individual a t  a  time. O f  course, a to ta l ly  
heterozygous configuration may not be possible as th e  configura tions also have to  be 
consis ten t with any observed d a ta .  Sheehan (1990) gives the  following exam ple .
E x a m p l e  1 . 9 .  F a i l i n g  I R R E D U C I B I L I T Y :
Suppose  there  is a disease in th e  popu la tion  w here  th e  hom ozygo tes  are  phenotypi- 
cally ind is tinguishable  as unaffected  and th e  hete rozvgo tes  are  af fec ted : and  so has the  
p ene trance  m a tr ix  given in Table 1.1.







Table 1.1: P E N E T R A N C E  M A T R I X  S H O W I N G  R e d u c i b i l i t y : This table shows the pene­
trance matrix for a simple disease model which is not irreducible.
F u r th e r  suppose  th a t  a tested  individual is found to  be affected but his p a ren ts  are  
known to  be normal; then as shown in F igure  1-17. tw o configura tions a re  possible due  to
UNAFFECTED 
BB A A
Figure 1-17: F a i l i n g  I r r e d u c i b i l i t y  C o n ­
f i g u r a t i o n s : Two feasible genotype con-
a b  figurations for the diallelic genetic model given
a f f e c t e d  in Table 1.1.
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th e se  feasible con f ig u ra t io n s  c a n n o t  be reached from th e  o th e r  by u p d a t in g  one ind iv idual 
a t  a  t im e  because  to  m a in ta in  th e  laws of M endelian  in h e r i ta n c e  th e  m ale  p a re n t  say 
m u s t  be hom ozygous  a n d  so could  only change  to  B B  b u t  th is  th e n  b reaks  th e  rules of
in h e r i ta n c e  for th e  offspring. □
Clearly, irreduc ib il i ty  of th e  M ark o v  C ha in  of in te res t  requ ires  t h a t  we are  able to  pass 
th ro u g h  th is  s t a t e  a n d  th is  led Sheehan  to  prove the  following th e o re m .
T h e o r e m .  I r r e d u c i b i l i t y : For a n y  diallelic trai t  th e  M a r k o v  chain is ir reducible p r o ­
v ided  th a t  for a n y  p h e n o t y p e  4>, i f  p(4> \ A A )  >  0 and p(<j> | B B )  >  0, then  p{(f> \ A B )  > 0.
T h o m a s  (1995) used th e  G ib b s  S am p le r  m e th o d  to  e s t im a te  m issing d a t a  and  d e m o n ­
s t r a te s  th e  m e th o d  on a  p a r t ia l ly  incom ple te  se t  of geno typ ic  in fo rm a tio n  for nine diallelic 
t r a i t s  o f  the  P rz e w a lsk i ’s horse  pedigree, b u t  o th e r  h igher allele t r a i t s  were n o t  considered 
d u e  to  th e  p rob lem s o f  finding an initial configura t ion  an d  irreducibility . Sheehan  (1991) 
inves t iga ted  a  diallelic t r a i t  on th e  com plex , h ighly-looped pedigree  of  th e  P o la r  Eskim os.
1 . 1 4 . 3  R e l a x a t i o n  S a m p l i n g
A so lution to  p rob lem s co nnec ted  w ith  irreducibili ty  and o b ta in in g  th e  initial configura tion  
w as given in Sheehan  (1990) and  im p lem en ted  in S heehan  and  T h o m a s  (1993). T h e  a u ­
th o rs  relax th e  tran sm iss io n  p robab il i t ies  and  give every  p h e n o ty p e  w ith  zero transm iss ion  
a  small positive p ro bab il i ty  of  being realised by every g en o ty p e .  So
T h e  resu lting  model is irreducib le , as  all s ta te s  are  o b ta in a b le  from  every  o th e r  by single 
u p d a te s ,  b u t  con fig u ra t io n s  are  p roduced  t h a t  c o n trav en e  th e  laws of M endelian  inheri­
tance ;  these  are  re jec ted . T h e  a u th o r s  show t h a t  th e  legal s im u la t io n s  p roduced  from 
th is  incorrec t model have a  s t a t io n a ry  d is t r ib u t io n  t h a t  is equal to  th e  co rrec t  model.
sm a lle r  the  7 , th e  m ore  co rre la ted  th e  feasible con fig u ra t io n s  as th e  re jection  ra te  is low. 
T h e  larger  the  7 . th e  la rger  th e  re jection ra te  which decreases  co rre la t ion  b u t  increases 
th e  s im ula tion  tim e. G enera l ly  th e  m ore  g eno types  in th e  gene tic  sy s tem , th e  larger  th e  
re jection ra te  for a  p a r t ic u la r  7 .
T h e  m ethod  a p p e a r s  to  be som e kind of rejection sam p lin g  b u t  is de ta iled  in H astings  
(1970) as im p o r ta n c e  sam pling .  Let Q =  {all legal con f ig u ra t io n s  o f  alleles on pedigree}. 
If we define 7r 1'( .r) to  be positive on Q* =  {all co n f igu ra t ions  o f  alleles on pedigree}, which 
co r re sp o n d s  to  the  model o b ta in e d  relaxing the  tran sm iss io n  p robab ili t ies .  It is possible 
to  M C M C  sam ple  7r*(.r) and  th en  use these  sam ples  rew eighted . F o r  exam p le
for t  > 0 , 
for r  — 0 .
(1.48)
W h e n  using th is  re jec tion  m e th o d  th e  rejection ra te  has to  be carefully  considered. T h e
( 1.4 9 )
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and  because  all th e  c o n tr ib u t io n s  of  7r in Q* a re  zero
E * ( f )  =  ' % 2 f ( x ) * { x ) ( L 5 °)
* ( x )
7T*(x)
n *
= Z r * w  ( L 5 1 >
Q*
=  E^* ( f (x ) 'K  (x ) / i r * ( x ) ) .  (1.52)
From  H as t in g s  (1970), if we se t  up  th e  M ark o v  C ha in  using  th e  d is t r ib u t io n  7r* in s tead  of 
7r we can e s t im a te  I  =  E n ( f )  by
_ EL [/(*>(*') A*(*‘)]Av
’2  , ■ (1.53)
So we can now ru n  a  G ib b s  S am p le r  on th e  g en o ty p e s  of ind iv idua ls  in a  pedigree  
by th e  m e th o d  ou tl ined  in §1.13. As we have se t  u p  an  ir reducib le  M ark o v  C h a in ,  we 
can s t a r t  from  any  configura tion  and  by ru n n in g  a  G ib b s  S am p le r  on th e  g en o ty p es  of 
the  pedigree by looking  a t  each ind iv idual in tu rn  a n d  choose  his new g e n o ty p e  from  his 
cond itiona l d is t r ib u t io n  for Q* given his n e ig h b o u rs ’ g en o ty p es .  We use all of the  X ts b u t  
weight Tr(Xt ) / 7r * ( X t ) is zero for X 1 £  Q.  N o te  t h a t  for all x  £  Q , t t ( X ) / ' k * ( X )  =  c for 
som e c o n s ta n t  c. So from  E q u a t io n  (1.53)
E « = i[ / ( * ' )  i ( x ‘ s  » )  <=]/W  
E f =1[ / ( * ‘ € « )  c ] / N
E ili /(* ') I(X1 6 ft)
^  J  (i-55)
1.15 D en sity  E stim ation
D u ring  th e  course  of  th is  thesis  we use a Bayesian  f ra m e w o rk  as a  c o m p u ta t io n a l  tool for 
non-Ba.vesian likelihood inference. T h e  rea lisa t ions  p ro d u ced  give p o in ts  on the  sam ple  
space  and so need den s i ty  e s t im a t io n  to  g e t  som e e s t im a te s  of  th e  M L E s  an d  th e  likelihood 
surfaces. A brief review of density  e s t im a t io n  is given in th is  sec tion . For a  fuller acco u n t  
see S ilverm an (1986) o r  S c o t t  (1992).
1 . 1 5 . 1  H i s t o g r a m s
T h e  o ldest,  m o s t  widely used, and easiest form of d e n s i ty  e s t im a t io n  is th e  h is to g ram . 
A fter  choosing an origin xq and  a bin-width  /?, we define th e  bins  of th e  h is tog ram  to  be 
th e  in tervals  [.To +  mh., xq +  (???. +  1)/?) for positive and  n eg a t iv e  in tegers , ???.. T h e  h is tog ram
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is then  m ad e  up from the  num ber of o bserva tions  in th e  sam e  bin as x,  i.e.
f ( x )  =  — (num ber  o f  Xi  in th e  sa m e  bin as x).  
nh
(1.56)
To co n s t ru c t  th is  density  e s t im a to r  we have to  choose th e  origin and a  b in-w id th . 
A lthough  th e  origin can influence th e  density  e s t im a te ,  it is th e  choice of b in-w id th  which 
m ainly  affects the  am o u n t  of sm oo th in g  in th e  process.
E x a m p l e  1 .1 0 .  D i f f e r e n t  B i n  W i d t h s : I f  we s im u la te  100 observations from  a  s t a n ­
d a rd  no rm al d is tr ibu tion  we can get th e  resu lts  show n in F igure  1-18 for different bin- 
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Figure 1-18: H i s t o g r a m s : The density estim ates for a set of 100 simulations from a
standard Gaussian distribution is shown for different bin-widths.
□
A m ore  general approach  is allowing th e  bin w id th s  to  vary.
(num ber  o f  x t in th e  sa m e  bin as x]
f i x )  = n (w idth  of bin co n ta in in g  x] (1.57
T h e  choice of bin w id ths  can be done a prior i  or  based on th e  d a ta .
T h e  advan tages  of the  h is togram  as a  density  e s t im a to r  a re  t h a t  it is well known and 
easy to  use. Some of t he d isadvan tages  are  t h a t  th e  e s t im a te  it p roduces is d iscre te , it 
varies with  the  choice of origin and it p resen ts  m ult i-d im ensiona l  d a ta  with difficulty.
1.15.2 The N aive E stim ate
If /  is th e  probability densi ty  fu n c t i o n  of X then
Pr(A ' =  x)  =  f i x )  =  lim —  Pr(.r  - h  < X  < x  +  h).  
h—o 2 h
.58)
So a n a tu ra l  e s t im a to r  of f  is to  choose
f ( x )  =  —— [number o f  x i , x 2 , . . .  , x n falling in (.r -  h , x  +  /?)]. (1.59)
2 h n
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T h is  is th e  naive es t imator .  A different defin ition  is
f (x) =  ~r ^2 w( X~~h )  ’ whe re  = l  ^
n  V /  [ o  o th e rw ise .
In effect, a  box of w id th  2h  a n d  he igh t (:2 n h ) ~ 1 is placed a t  each  d a t a  p o in t  and  th e  
e s t im a te  is fo rm ed  by s u m m in g  th e  boxes. So, th e  naive e s t im a to r  can also be seen as 
a  h is to g ram  w here  every  p o in t  is th e  c en tre  of one of th e  h is to g ram  bins. T h is  rem oves 
th e  p rob lem  of choosing an origin b u t  th e  naive e s t im a to r  still requ ires  a  bin w id th .  
U n fo r tu n a te ly ,  th e  naive e s t im a to r  is also d isc re te  and  so a  m o re  g en era l  a p p ro a c h  is 
needed .
1.15 .3  T he K ernel E stim ator
If th e  w eight func tion , w( x ) ,  is rep laced  by a  function  K  w here
/ D O K ( x ) d x  =  1 (1-61)
- O O
th en  a  generalised form  of a  naive  e s t im a to r  called a  kerne l  e s t i m a t o r  can  be defined by
1 = 1  V 7
w here  h  is called th e  bandwidth  o r  sm o o th in g  p a ra m e te r  and K  is called th e  kerne l  f u n c t io n .  
The Kernel Function
I t  can be seen from the  defin it ion  t h a t  if th e  kernel function is c o n t in u o u s  an d  differen­
t iab le  th e n  the  density  e s t im a to r ,  / ,  is c o n t in u o u s  and differen tiab le  to  th e  sa m e  degree . 
F u r th e rm o re ,  if th e  kernel fu nc tion  is a  p.d.f. , then  /  is a  p .d .f. .
T h e  m ost  in te res t in g  kernel fu n c t io n s  have been found to  be s y m m e tr ic ,  un im o d a l  
p ro b ab i l i ty  density  fu n c t io n s  such as th e  norm al density . T h e  s ta n d a rd is e d  n o r m a l  ke rne l  
o r  G aus s i an  kerne l  func tion , d e n o te d  by A'/v, is also a  con tinuously  d iffe ren tiab le  func tion  
a n d  is defined bv
expf  — —x^)
A’.v(.r) =  ------------  , w here —oo < x  <  + o o .  (1.63)
v27r
The Bandwidth
T h e  b a n d w id th  p a ra m e te r  influences th e  sh a p e  of the  e s t im a te d  p.d .f. . I t  is s im ila r  to  th e  
choice of  b in-w id th  or c lass-w id th  in a  h is to g ram . Its visual effect is to  govern  th e  degree  
of  s m o o th in g  in the  e s t im a te  o f  th e  density . In par t icu la r ,  w hen  ft =  0 no s m o o th in g  
occu rs  so th e  e s t im a te d  d ens ity  will be equal to  the  set of o b se rv a t io n s .  As h  increases.
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the  e s t im a te d  d en s i ty  will becom e sm o o th e r .  For la rger  values of h,  th e  density  will be 
very s m o o th  b u t  by th e n  th e  fit m ay  be poor .  For  m o s t  of  th e  in fo rm a tio n  used 
to  ca lcu la te  th e  den s i ty  a t  any  po in t  com es from  th e  ran g e  ± 3 h  as th e  b a n d w id th  is th e  
s t a n d a r d  d ev ia t ion  of
1.15.4 M ultivaria te  D ata
So fa r  we have  re s tr ic ted  ourselves to  u n iva r ia te  d a t a  b u t  m o s t  o f  th e  im p o r t a n t  a p ­
plications of  d en s i ty  e s t im a t io n  involve th e  ana lysis  of m u l t iv a r ia te  d a t a .  I t  is easy  to  
u n d e rs ta n d  a  c o n to u r  p lo t  or p e rspec tive  view of a tw o-d im ensiona l  d ens i ty  func tion  b u t  
p re se n ta t io n a l  difficulties m ak e  it  unlikely t h a t  dens i ty  e s t im a te s  will be useful for ex ­
p lo ra to ry  p u rp o ses .  However, if th e  in ten tion  is n o t  to  look a t  th e  d ens ity  func tion  b u t  
to  use it as p a r t  o f  som e b ro a d e r  s ta t is t ic a l  techn ique , th en  p re se n ta t io n a l  a sp e c ts  be­
com e less im p o r t a n t  a n d  it m ay  be useful and  necessary  to  e s t im a te  densit ies  in a  h igher 
d im ensiona l  space .
Histograms
T h e  a rg u m e n ts  for using  d ens ity  e s t im a te s  r a th e r  th a n  h is to g ra m s  becom e much s t ro n g e r  
in two or m ore  d im ensions .  T h e  co n s tru c t io n  of  a m u l t iv a r ia te  h is to g ram  requ ires  the  
specification o f  n o t  only th e  size of th e  bins and th e  origin of  th e  sy s tem  of bins, b u t  
also th e  o r ie n ta t io n  o f  th e  bins. W i th o u t  experience  p re se n ta t io n a l  difficulties, such as 
the  in h e ren t  ‘b lo ck ’ effect, m ake  it difficult to  g ra sp  th e  s t r u c tu r e  o f  th e  d a ta .  B ecause  of 
the ir  c o n t in u o u s  n a tu re ,  b iva r ia te  densi ty  e s t im a te s  c o n s t ru c te d  using c o n t in u o u s  kernels 
are much easier  to  u n d e r s ta n d  when presented  as a p e rspec tive  p lo t.
A fu r th e r  difficulty w ith  h is to g ra m s  is t h a t  if the  b in -w id th  is sm all  enough to  have  any 
chance o f  c a tc h in g  local in fo rm a tio n ,  then ,  even in 2D, th e  to ta l  n u m b e r  of  bins becom es 
so large t h a t  sp u r io u s  effects a re  likely to  d o m in a te .
The Kernel Estimator for Multivariate Data
T h e  kernel den s i ty  e s t im a to r  can be ex tended  to  h igher d im ensions .  If { x i , X 2  x n }
is the  given m u l t iv a r ia te  se t  of obse rv a t io n s  whose u nder ly ing  den s i ty  is to  be e s t im a te d ,  
the  m u lt iv a r ia te  kernel d en s i ty  e s t im a to r  with kernel A’, b a n d w id th  h and  the  d im ension  
d is defined by
Often  K  will be a  s im ple  sy m m e tr ic  un im odal p.d.f. such as th e  s t a n d a r d  m u l t iv a r ia te  
norm al p.d.f. .
(1.64)
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Bounded Domains
Frequen tly ,  th e  n a tu ra l  dom ain  of th e  d en s i ty  t h a t  we wish to  e s t im a te  is n o t  over th e  
whole of  7Zd . M o s t  of ten ,  for un iv a r ia te  d a t a ,  m e a su re m e n ts  only have  m ean in g  if th ey  
a re  positive  q u a n t i t ie s  a n d  so are  b o u n d e d  by th e  co o rd in a te  axes. For m u l t iv a r ia te  d a ta ,  
th e  space  could  be re s t r ic ted  by som e co n d i t io n ,  e.g.,  allele frequencies su m m in g  to  1. For 
e x p lo ra to ry  pu rp o ses  th e  b o u n d a ry  effect can  be ignored b u t  for o th e r  p u rp o ses  e s t im a te s  
which give w eight to  a  region of th e  space  which is p ro h ib i ted  are  u n a ccep tab le .
O ne  way to  ensu re  t h a t  f ( x )  is zero  for these  fo rb idden  spaces is j u s t  to  e s t im a te  in 
th e  b o u n d e d  region of in te res t  which we d e n o te  by X.  However, if we use an a p p ro a c h  like 
th e  kernel m e th o d ,  which usually p ro d u ces  e s t im a te s  t h a t  a re  p robab il i ty  densit ies ,  then  
th e  e s t im a te s  will no longer sum to  unity . A dditionally ,  p o in ts  near  th e  b o u n d a r y  will 
have m uch less effect t h a n  those  away from  th e  b o u n d a ry ,  resu lting  in an u n d e re s t im a t io n  
of den s i ty  a t  th e  b o u n d a ry .
It is possible to  a d a p t  m e th o d s  des igned  to  work on th e  whole space . S u p p o se  we 
a u g m e n t  th e  d a t a  by add in g  th e  reflections of  all th e  p o in ts  in th e  b o u n d a ry ,  to  give th e  
se t  {A'i, X _ i ,  X 2 , A '_ 2 , . . . } .  If a  kernel e s t im a te  / *  is c o n s t ru c te d  from th is  d a t a  se t  of 
size 2 n,  th e n  an  e s t im a te  based 011 th e  o r ig inal d a t a  can be given by p u t t in g
, 2 / * ( . t ) for x  £ X  
f  (x ) =  < (1-65)
0 for x  £ X
T h is  c o rre sp o n d s  to  a  general weight func tion  e s t im a to r  for x  and  y  £ X,
(L66)
P rov ided  t h a t  th e  kernel is sy m m e tr ic  an d  d ifferentiable, th e  e s t im a te  will a lw ays have 
zero der iva tive  a t  th e  b oundary .  We do  n o t  have  to  reflect th e  whole d a t a  se t  s ince if X { / h  
is sufficiently large then  th e  reflected po in t  will n o t  c o n tr ib u te  to  the  ca lcu la tion  o f  f * { x )  
for x  £ I ,  and  so we only reflect po in ts  t h a t  a re  nea r  the  boundary . For exam ple ,  if K  
is th e  n o rm al kernel th en  th e re  is no real ju s t if ica t ion  in reflecting p o in ts  X t , for which 
I -V, -  A  |>  4 h.
1.16 O b jectives o f  th e T h esis
1.16.1 O bjectives
T h e  o b jec t iv e  of th e  thesis  is to  provide som e  in fo rm atio n  a b o u t  th e  validity  of  tw o differen t 
m a n a g e m e n t  p ro g ra m s  on th e  pedigree of  th e  Przewa.lski horse. For th is  pedigree we have 
in fo rm atio n  on 16 t r a i t s  rang ing  from tw o to  six alleles. We su m m a r ise  o u r  o b jec t iv e s  and 
m e th o d s  as follows.
Ryan Cheal ( 1 9 9 7 ) MCMC Techniques for Pedigree Analysis Ph.D.  T h es is ,  Bath
1 In tro d u c t io n 45
Ancestral Inference: T h e  p r im a ry  o b jec tive  is to  m ake  a c c u ra te  a n ces tra l  inference  on 
th e  founders  of th e  ped ig ree ,  as we need to  inves tiga te  th e se  ind iv idua ls  to  help 
answ er  th e  m a n a g e m e n t  q u es t io n s  o f  in te res t .  T h is  involves find ing  th e  M L E s  o f  th e  
allele frequencies o f  th e  founders .  T h e  ex is ting  m e th o d  for th is  is peeling a n d  in 
C h a p te r  2 we in t ro d u c e  peeling as th e  E - s t e p  of  an  E M  a lg o r i th m  which f inds th e  
M L E s  m ore  efficiently th a n  re p ea ted ly  ru n n in g  th e  peeling process  over a  fine g rid  of 
allele frequencies . A p rob lem  exis ts  th o u g h  in t h a t  a c c u ra te  u n c e r ta in ty  b o u n d s  for 
these  e s t im a te s  are  difficult to  o b ta in  using th is  m e th o d .  Peeling  is also a m e m o ry  
ea t in g  a lgo ri thm  a n d  th is  m e th o d  for finding ex ac t  answ ers  can only  be used on th e  
tw o an d  th ree  allele t r a i t s ;  in fac t ,  even for these , we have to  run  th e  o p t im isa t io n  
a lg o r i th m , s im u la ted  an n ea ling ,  to  reduce  the  m e m o ry  req u irem en ts .  So, in C h a p te r  
3 we replace th e  peeling a lg o r i th m  ( th e  E - s t e p  of E M ) w ith  a  M C M C  sim u la t ion  
m e th o d ,  th e  G ib b s  S am p le r ,  which sam ples  from  a  s t a t io n a r y  d is t r ib u t io n  equal to  
th e  m arg in a l  p o s te r io r  d is t r ib u t io n  o f  in te res t ;  we refer to  th e  re su l t  as th e  Gibbs E M  
algori thm.  U n fo r tu n a te ly ,  unlike im age  analysis  w here  i r reduc ib il i ty  is g u a ra n te e d ,  
i rreducib ili ty  fails for m ulti-a lle le  t r a i t s  d u e  to  the  basic rules of  in h e r i tan ce .  We 
solve th is  by using a  re lax a t io n  a lgo r i thm  which sam ples  from  th e  w rong  s t a t io n a r y  
d is t r ib u t io n  b u t  one which is p ro p o r t io n a l  to  th e  co r rec t  s t a t io n a r y  d is t r ib u t io n .  
It p roduces  illegal co n f ig u ra t io n s  b u t  these  are  re jected . T h is  tech n iq u e  allows us 
to  o b ta in  ca lcu la t ions  on all th e  multi-allele  t ra i t s .  In th is  thes is  we a re  m ain ly  
in te res ted  in th e  M L E s  o r  m arg in a l  p os te r io r  m odes. For th e  tw o and  th re e  allele 
t r a i t s ,  we have th e  lux u ry  o f  being able to  c o m p a re  th e  e x ac t  re su lts  o b ta in e d  from 
the  peeling E M  a lg o r i th m  with  th e  s im u la ted  resu lts  from th e  G ib b s  E M  a lg o r i th m  
to  see how well th e  s im u la t io n  is perfo rm ing . We inv es t ig a te  th e  effect o f  th e  run 
p a ra m e te rs  on th e  re jec tion  r a te  and  serial co rre la tion  of  th e  new sa m p lin g  a lg o r i th m , 
and concerns  a b o u t  its  inab ili ty  to  sam p le  from th e  whole of  th e  su b sp ace  of in te re s t .
A ccu ra te  u n c e r ta in ty  b o u n d s  are  still difficult to  o b ta in  due  to  th e  n es t ing  o f  th e  
G ib b s  S am ple r  w ith in  an E M  a lgo ri thm  s t ru c tu re .  To t ry  and  im prove  on th is  
m e th o d ,  in C h a p te r  4 we use th e  Bayesian  f ram ew ork .  Bv using a  c o n s ta n t  Dirichlet  
prior d is t r ib u t io n  we use th e  f ram ew ork  as a  c o m p u ta t io n a l  likelihood engine. We 
use th e  G ib b s  S am p le r  to  g e n e ra te  sam ples  from the  p o s te r io r  d is t r ib u t io n  which is 
p ro p o r t io n a l  to  th e  l ikelihood. O b ta in in g  m arg ina l  m ean s  and  u n c e r ta in ty  e s t im a te s  
is now s t ra ig h t fo rw a rd ;  however, we are  also in te res ted  in M L E s  a n d  d ifferent fo rm s  
of densi ty  e s t im a t io n  a re  also exam ined .
Density Estimation: As m en tioned  in th e  above  item , we a re  go ing  to  have to  use 
density  e s t im a t io n  in o rd e r  to  o b ta in  e s t im a te s  of th e  M L E s  in high d im ensiona l  
space. T h is  again is c o m p u ta t io n a l ly  costly  and ex is t ing  a lg o r i th m s  for d en s i ty  
es t im a t io n  ca n n o t  hand le  to o  m any  po in ts  due  to  m em o ry  req u irem en ts .  So, using 
the  increased speed of looping  in S - P l u s .  we have c rea ted  a  new way of ca lcu la t in g  
the  G auss ian  kernel e s t im a te  which can in theo ry  hand le  an un lim ited  n u m b e r  of 
points .
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Algorithmic Design: D ue  to  th e  heavy  c o m p u ta t io n a l  cos ts  t h a t  a re  involved in th e  
s im u la t io n  p rocedures  it  is v i ta l  t h a t  we design any  a lg o r i th m s  to  be  efficient. W e 
s t r u c tu r e  th e  MCMC a lg o r i th m s  to  be  s t r ic t ly  local in n a tu re  m a k in g  th e  c o m p u ta ­
t ional a sp ec ts  o f  th e  a lg o r i th m s  easier  to  u n d e r s ta n d  and  visualise, a n d  co n seq u en t ly  
to  im p lem en t .  It  also m ean s  t h a t  th e  a lg o r i th m s  a re  efficient in th e i r  use of  CPU 
t im e  and  s to rag e  req u irem en ts .
Computational Aspects: T h r o u g h o u t  th e  thes is  we have  c o m p e t in g  fa c to rs .  For  ex ­
am ple ,  we would like to  run  th e  M ark o v  C h a in  for as long as possib le  w i th  as high 
a  p a r a m e te r  in th e  re laxa tion  a lg o r i th m  as possible, and  we would  like to  collect as 
m a n y  rea lisa tions  as possible from  th e  full B ayes m e th o d  to  in p u t  in to  t h e  d en s i ty  
e s t im a t io n  p rocedure ,  b u t  b o th  o f  th e se  m ean  colossal run t im es  a n d  c o m p u ta t io n a l  
cost.  So we have to  ba lance  th e  fac to rs  a g a in s t  c o m p u ta t io n a l  cos t  a n d  be p re p a re d  
to  p u t  up  w ith  lower n u m b ers  o f  rea l isa t ions  o r  a  g re a te r  serial c o r re la t io n  th a n  we 
w ould  like in o rde r  to  ge t  e s t im a te s  in a  reaso n ab le  t im e.
1.16.2 Topics not Covered
M utation and Recombination: In th is  thes is  we do  n o t  consider m u ta t io n  o r  recom bi­
na t io n  of genes as they  pass  th ro u g h  th e  pedigree. B o th  of th e se  effectively ch ange  
th e  genom e. M u ta t io n  is w here  a  gene ch anges  due  to  som e ac tion  like e n v iro n m e n ­
ta l  p ressures . R eco m b in a t io n  involves th e  m ix ing  of the  p a r e n t s ’ gene tica l  m a te r ia l  
and  ins tead  of g e t t in g  one of  y o u r  m a te rn a l  ch ro m o so m es  you in h e r i t  a  c h ro m o so m e  
which is m ad e  up  of a  m ix tu re  of  b o th .
Linkage: Linkage analysis  has to  d o  w ith  th e  places a long  th e  g en o m e  w here  recom bi­
n a tion  occurs. It is a n o th e r  a r e a  which is c o m p u ta t io n a l ly  d e m a n d in g  especially  
w hen  dealing  with multi-allele locus. T h e  in t ro d u c t io n  of M C M C  s im u la t io n  m e th ­
ods  has been successful, for e x a m p le  P lo u g h m a n  and B oehnke  (1989) in v es t ig a te  th e  
pow er of  a  linkage s tu d y  on th e  basis o f  p a r t ia l  in fo rm ation  pr io r  t o  e m b a rk in g  on 
huge m ark e r  s tud ies ,  b u t  th e re  are  still p ro b lem s to  overcom e. U sing  th e  m e th o d  of 
T h o m a s  (1992), initial linkage ana lys is  was carr ied  o u t  between all pa irs  o f  tw o  allele 
t r a i t s  and all pa irs  of th ree  allele t r a i t  for th e  P H  pedigree. T h e re  w as  a  suggestion  
of linkage between a few t r a i t  pa irs  b u t  th is  rem ains  to  be inv es t ig a ted .
M etropolis—Hastings Algorithms: For th is  thesis , the  G ibbs  S am p le r  is c o m p u ta t io n ­
ally th e  easiest of th e  th ree  M C M C  a lg o r i th m s  to im p lem en t.  S am p l in g  from th e  
m arg in a l  d is t r ib u t io n s  is s im ple  and  for efficient c o m p u ta t io n ,  as we a lread y  have 
a  re jection  p a ra m e te r  involved with th e  re laxa tion  m e th o d ,  we do  n o t  feel th e  in ­
t ro d u c t io n  of a n o th e r  rejection p ro b ab il i ty  assoc ia ted  with th e  M e t ro p o l i s -H a s t in g s  
a lg o r i th m s  would be beneficial in speed ing  convergence. However, th is  could be 
inves tiga ted  in possible fu tu re  work.
Alternative MCMC Methods: T h e re  h a.ve been d o u b ts  as to  w h e th e r  th e  s im ple  G ib b s
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S am ple r  converges quickly enough  to  th e  s ta t io n a ry  d is t r ib u t io n  to  p rovide  a c c u ra te  
e s t im a te s  in rea so n ab le  c o m p u te r  t im e. O th e r  m e th o d s  t h a t  m ak e  th e  M ark o v  C hain  
mix m ore  rap id ly  an d  hence speed  convergence have been im p lem en ted  a n d  are  o u t ­
lined in §5.1.1. However, th e y  have n o t  been im p lem en ted  in th is  thes is  as we have 
found t h a t  for th is  ped igree , th e  sim ple G ibbs  S am p le r  p rovides good  e s t im a te s  for 
reasonab le  c o m p u te r  cost.  A l te rn a t iv e  M C M C  sam p lin g  m e th o d s  rem ain  of in te re s t  
for possible fu tu re  work.
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C hapter 2
A Peeling EM Algorithm
Nature is not only odder than we think, 
but it is odder than we can think.
(J  B  S Haldane 1 893  - 19 6 4 )
2.1 T h e P rzew alsk i H orse P ed igree
T h e  rem a in d e r  o f  th is  thes is  will use th e  pedigree  of th e  Przew alsk i horse  as a  d a t a  se t  on 
which to  base m e th o d s  a n d  ca lcu la t ions .
2.1.1 H istory
T h e  Przew alski horse, Equu.s Prz e w a ls k i , was first described by th e  Russian  zoologist 
Poliakov (1881). Colonel Nikolai P rzew alsk i o b ta in ed  a skull and  skin of  a  wild horse  in 
th e  M ongolian  d is t r ic t  o f  K o b d o  a n d  sen t  spec im ens  to  Poliakov, w ho  nam ed  th e  horse 
a f te r  th e  Polish-born  Colonel in th e  T s a r ’s arm y. T h e  Przew alsk i horse  is th e  only t ru e  
wild horse as p o p u la t io n s  of  feral horses  a t  num ero u s  loca tions  a ro u n d  th e  world are  all 
derived from the  d o m es t ic  horse , Equus  caballus.
Between 1899 and 1903, 53 y o u n g  Przew alsk i horses, which su rv ived  the  h a rd sh ip s  of 
long jo u rn ey s  from M ongolia ,  were initially t r a n s p o r te d  to  several zoos and  p r iva te  p a rk s  in 
N orth  A m erica  and R uss ia ,  b u t  several zoos in W estern  E u ro p e  also m an ag ed  to  g e t  hold 
of som e of the  horses. Blood from  only eleven of these  horses c o n t r ib u te s  to  th e  p resen t  
breeding s tock  and these  were found  in four breeding in s t i tu t io n s :  N o r th  A m erica ,  Russia , 
G re a t  B rita in  and P rag u e ;  how ever a t  P ra g u e ,  a  Przewalski s ta ll ion  w as c ross-bred  with 
founder  D O M . a  M ongolian  d o m es t ic  m a re  (B o u m an  1982) and  so in tro d u ced  dom es tic  
genes in to  the  pop u la t io n .  B reed ing  con tinued  ind ep en d en t ly  a t  each o f  th e  e s ta b l ish m e n ts  
until th e  Second World W a r  resu l t in g  in four highly inbred lines.
T h e  w ar caused e n o rm o u s  d a m a g e  to  P rzew alski horse. T h e  records a t  th e  British  
breeding cen tre  a t  W o b u rn  were des troyed  a f te r  th e  build ing was b o m b ed  and  th is  to g e th e r  
with the  frequent m o v em en t  of  horses  betw een W oburn  and London Zoo m e a n t  th a t  the
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new breed ing  reco rds  were based  on a n ecd o ta l  evidence  a n d  suggest ion . M ore  im p o r ta n t ly ,  
only 31 horses  of  th e  b reed ing  s tock  su rv ived  an d  o u t  o f  th e se  only nine horses, th re e  
s ta llions a n d  six m ares ,  were to  p ro d u ce  offspring. H ow ever, new genes were in t ro d u c e d  
in to  the  p o p u la t io n  in 1947 a f te r  a  m are  231, th e  final fo u n d e r ,  was c a p tu re d  in a  d ifferen t 
a re a  of M o n g o lia  from  th e  early  fou n d ers  an d  w as successfully  bred from . Since th e n ,  
concern a b o u t  th e  high level o f  inbreed ing  has  led to  c o o p e ra t io n  betw een  zoos to  increase  
th e  a m o u n t  o f  in te rb re e d in g  in o rd e r  to  reduce  inb reed ing  and  increase  th e  p o p u la t io n .  
These  efforts  have  been successful, with  th e  c u r re n t  c a p t iv e  p o p u la t io n  ap p ro a c h in g  2000 
individuals , (Volf 1991).
Since th e  la te  seventies, 147 of th e  horses have  been te s te d  for one or  m ore  o f  six­
teen  a llozym e p o ly m o rp h ism s  ( P u t t  and F ishe r  1979, M ace  an d  W h ite h o u se ,  pe rsona l  
co m m u n ica t io n ) .
F ig u re  2-1 gives a  m a rr ia g e  node  g ra p h  o f t h a t  p a r t  o f  th e  pedigree  an c e s tra l  t o  th e  
horses te s ted  for a t  leas t  one  of  th e  a llozym e p o ly m o rp h ism s .  T h e  sq u a re s  rep re sen t  m ales, 
th e  circles fem ales  an d  th e  d ia m o n d s  ind iv idua ls  w hose  sex  w as u n te s ted  and  w ho  have  no 
offspring. T h e  d ia m o n d s  may, in fac t ,  rep resen t  several siblings. M a t in g s  are  re p re sen ted  
by black d o ts  which are  co n nec ted  u p w ard s  to  p a re n ts  an d  d o w n w ard s  to  offspring. T h e  
indiv iduals  te s ted  for p o ly m o rp h ism s  are  in d ica ted  in grey.
2.1.2 M anagem ent Program s
T h e  breed is now believed to  be e x t in c t  in th e  wild since th e re  have been no confirm ed 
sightings for near ly  25 yea rs  (R y d e r  an d  W edem eyer  1982) and  so th e  en tire  p o p u la t io n  is 
held in c a p t iv i ty  and  relies en tire ly  on m an for i ts  fu tu re  ex istence. We have a  g re a t  deal 
of in fo rm ation  a b o u t  th e  zoo pedigree  d u e  initially  to  D r  E r n a  M o h r  and la t te r ly  to  D r  
Jiri Volf. T h e se  fac ts  have m e a n t  t h a t  th e  pedigree  and  its  m a n a g e m e n t  have tak en  on 
special im p o r ta n c e .  I t  a c ts  a,s a  b lu ep r in t  for th e  d e v e lo p m e n t  of m e th o d s  for p rese rv ing  
the  ever increas ing  n u m b e r  of  o th e r  en d an g ered  species in c a p t iv i ty  with  th e  long te rm  
aim of re - in tro d u c in g  these  an im als  back in to  th e  wild. However, the  pedigree has  m a n y  
in te res t ing  fe a tu re s  and p rob lem s  which m ake th e  m a n a g e m e n t  of th e  popu la t io n  fa r  from 
easy, and th e re  a re  d isag reem en ts  as to  th e  best ap p ro a c h .
G e n e  P o o l
T h e  whole po p u la t io n  being descended  from only 13 fo u n d ers  m eans  th a t  we have to  
m an ag e  a sm all gene pool. T h e re  is evidence d e m o n s t r a t in g  t h a t  considerab le  gene tic  
variation was p re sen t  in th e  M ongolian  p o p u la t io n s  o f  P rzew a lsk i’s horse t h a t  p rov ide  1 2  
of these founder  an im als .  Several a u th o rs ,  for ex am p le  M o h r  (1959, 1969). have d iscussed  
the  ex te rna l  m orphological var ia t ion  in phen o ty p es ,  and  an ecd o ta l  evidence, such as  ph o ­
to g rap h s  of som e o f  th e  founders  and  th e ir  d e sc e n d a n ts ,  is available and  clea.rly show  a 
large varia tion  in c o a t  co lo u ra t io n ,  eye colour, head sh a p e  and  tail. M ore  recently, s tu d ie s  
and analysis  o f  blood have d e tec ted  considerab le  gene tic  var ia tion  within the  g en o m e  of 
the  wild horse ( P u t t  and F ishe r  1979, R yder  et al. 1979). As considerab le  inbreed ing  has
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Gr oup 2
Gr oup l a b  Gr oup 4




Figure 2 - 1 :  T h e  P R Z E W A L S K I  H O R S E  P E D I G R E E :  The figure shows a marriage node
graph of  the part of  the pedigree ancestral to  the horses tested for at least one of  the allozyme  
polymorphisms since the late seventies. In the pedigree squares represent males, the circles  
represent fem ales and diamonds represent an individual or multiple individuals whose sex is 
unknown. The black shaded individuals are the founders who have been split into six groups  
which are shown in the figure. The individual labelled DOM is the dom estic  horse. The grey  
shaded individuals represent the horses for which we have phenotypic information.
already  occurred  in the  cap tive  popu la tion , th e  genetic  variability  has been reduced and 
one of the  m ain  a im s of any breeding p rog ram  is to  m ain ta in  as  much diversity  as possible 
th rough  successive genera tions.
There a re  four fac to rs  to  be considered when t ry in g  to  m axim ise  t he genetic diversity, 
and  they  usually all work in conjunction  to  reduce th e  genetic variability of captively  
man aged po pu 1 a t io n s .
Founder Effect
The num ber of  founders  of a captive breeding popu la t ion  limits th e  p roport ion  of the  to ta l  
genetic varia tion  present in the  founder popu la tion  when com pared  to  the  background 
popu la t ions  from which they were taken . The p roport ion  of genetic variation rem ain ing  
in a small popula tion  is 1 -  1/2/?. where n is the  nu m b er  of founders  (Nei et al. 1975).
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Genetic Drift
G e n e t ic  d r if t  is th e  te rm  used for th e  r a n d o m  f lu c tu a t io n s  in allele f requency  from  gener­
a t io n  to  gen e ra t io n  and  in a  small p o p u la t io n ,  th e  r a n d o m  d rif t  could resu lt  in th e  loss of 
ra re  alleles.
Inbreeding
Inb reed in g  increases  th e  p ro bab il i ty  t h a t  offspring will receive identica l genes by d escen t  
a n d  increases  th e  p ro p o r t io n  of  h o m o z y g o te s  to  he te rozygo tes ,  the re fo re  increas ing  the  
express ion  o f  recessive t ra i ts ;  since m o s t  genes for de le te r ious  t r a i t s  are  t h o u g h t  to  be 
recessive, it  increases th e  p ro b ab il i ty  o f  inh e r i ted  defects  in a  p o p u la t io n .
Selection
Selection reduces genetic  variabili ty  th ro u g h  e lim ina tion  of  alleles a ssoc ia ted  w ith  geno­
ty p e s  which have been selected a g a in s t  e i th e r  by artificial m ean s  (choosing th e  b reeding  
s tock )  or  n a tu ra l ly  (susceptib il i ty  to  d isease) .  W h e re a s  th e  l a t t e r  m ay  increase  fitness 
th ro u g h  selection, selection on b reed ing  s tock  on th e  basis o f  con fo rm ity  to  a  h y p o th e t ic a l  
ty p e  reduces  genetic  varia tion  and  increases  inb reed ing  in fu tu re  gen e ra t io n s .
All o f  th e se  fac to rs  m u s t  be borne  in m ind  w hen m a n a g in g  a cap tive  p o p u la t io n .  However, 
by fa r  th e  la rges t  problem  connec ted  w ith  th e  m a n a g e m e n t  of  th is  ped igree  is how best 
to  in c o rp o ra te  th e  dom estic  genes from  D O M  which a re  carried  by a  high p ro p o r t io n ,  
a p p ro x im a te ly  o f  th e  pop u la t io n .
Breeding Policy in the United States
B reed ing  policy in th e  US before 1988 consis ted  of s e p a ra t in g  th e  popu la t io n  in to  two 
g ro u p s  -  those  no t  descended (pure)  an d  th o se  descended  (c o n ta m in a te d )  from D O M . In 
th e  c o n ta m in a te d  g roup , s ta ll ions were never bred from and  th e  m ares  were bred w ith  
s ta l l ions  from th e  pure  g roup . T h is  policy w as in tro d u ced  to  reduce  th e  f requency  of 
d o m es t ic  genes in the  c o n ta m in a te d  g ro u p  g rad u a l ly  w i th o u t  reduc ing  th e  g row th  r a te  of 
th e  p o p u la t io n  as a  whole. T h e  effect o f  th e  policy would be to  e ra d ic a te  all th e  D O M  
genes in th e  pop u la t io n ,  bu t a t  w h a t  cos t?  G eyer,  T h o m p s o n ,  and R y d e r  (1989) showed 
t h a t  exclusion of the  genes of D O M  from th e  po p u la t io n  would also m ean  th e  exclusion 
of genes from the  founders  1 1  and 1'2 and  would resu lt  in an average  loss of  2.036 genes 
pe r  a u to so m a l  locus. As a result o f  th is , th is  g ro u p  is now m anaged  differently; th e  aim 
is to  p reserve  its genetic  d iversity  bv no longer t ry in g  to  e ra d ic a te  th e  dom es tic  genes. 
O w n e rs  of th e  pure  g ro u p  are  re lu c ta n t  to  in t ro d u c e  dom estic  genes in to  th e  pop u la t io n  
and  so th e  gene pool is m a in ta ined  by re s tr ic t in g  th e  gene flow in to  th e  pure  pop u la t io n  
by b reed ing  pure m ares  with pure  s ta l l ions  only. T h is  app roach  a ssu m es  t h a t  only  the  
d o m e s t ic  found ing  m are . D O M . b ro u g h t  d o m estic  genes in to  the  p o p u la t io n ,  however, 
th e re  existed  anecdo ta l  evidence th a t  b reed ing  betw een  dom estic  and Przew alsk i horses
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was w idesp read  in th e  M ongo lian  p la ins  im ply ing  t h a t  all o f  th e  fou n d ers  would contain  
vary ing  a m o u n ts  of d o m e s t ic  genes. For exam ple ,  i t  is now know n t h a t  ind iv idua l  18 is a 
hybrid  of  d o m estic  and P rzew alsk i  horses  (Dolan 1982).
Breeding Policy in Europe
In E u ro p e ,  policy is to  use a  mild form of selection. T h is  a p p e a r s  to  co n tra v e n e  one of the  
basic rules o f  cap tive  b reed ing  which is to  avoid selective b reed ing  as  in genera l,  w ith  the  
exception  of som e le thal genes, h u m a n s  c a n n o t  d e te rm in e  which p h e n o ty p ic  ch a rac te r is t ic s  
a re  o f  ad v a n ta g e  in e i th e r  cap t iv e  or wild en v iro n m en ts .  Even  w hen  we can  d e te rm in e  the  
selective ad v an tag es ,  these  a re  re s tr ic ted  to  t o d a y ’s en v iro n m e n t  an d  as e n v iro n m e n t  often 
changes  rapidly  and irregularly , w h a t  is o f  a d v a n ta g e  to d a y  m ig h t  be de le te r ious  to m o rro w  
and vice versa.
E very  wild popu la t io n  has  ind iv idua ls  t h a t  c a r ry  ‘b a d ’ genes b u t  th e  sam e  an im als  
m ig h t  also ca rry  ‘g o o d ’ genes t h a t  have selective ad v a n ta g e s .  Selection a c ts  n o t  s imply 
on one  gene b u t  on th e  e n t i re  genom e, and  could resu lt  in th e  loss o f  ra re  ‘g o o d ’ wild 
alleles. Severe h u m a n  selection  in c o m b in a t io n  w ith  inbreed ing  has  a lread y  occurred  in 
th is  c ap t iv e  p o p u la t io n ,  a n d  will have resu lted  in ‘n e w ’ p h e n o ty p e s  t h a t  a re  n o t  observed 
in th e  wild and m ay have caused  th e  hom ozygous  expression o f  ra re  alleles t h a t  a re  only 
usually  seen in d o m estic  horse  breeds. On th e  o th e r  hand  som e  of these  ‘n e w ’ p h en o ty p es  
m ay have orig ina ted  from th e  do m es t ic  m a re  and  th e  o th e r  fo u n d e rs  w ho are  regarded  
as n o t  pure  bred. T h ese  d o m es t ic  p h e n o ty p es ,  for e x am p le  a  w h ite  s t a r  on th e  forehead, 
h ang ing  m anes  and black nose, a re  considered  und es irab le  by m a n y  people  and  a  mild 
form of selection a g a in s t  these  ch a ra c te r is t ic s  w as in i t ia ted .
T h e  ‘fox’ allele is an allele t h a t  gives th e  horse a red -b row n colouring . It  is considered to  
be a single recessive t r a i t  and  a  ra re  wild allele r a th e r  th a n  a  d o m es t ic  allele whose n u m b ers  
have risen sha rp ly  in th e  p o p u la t io n .  P r incee  (1990) co m p a re s  five selection m odels for the  
‘fox’ allele rang ing  from non selection th ro u g h  to  removal o f  all possib le  carr ie rs  w ith  an 
a rb i t r a ry  p robabili ty  g re a te r  th a n  0.25 and  the ir  effect on gene tic  va r ia t ion .  He concludes 
t h a t  a  mild form of selection involving removal from  th e  b reed ing  s tock  of e i th e r  t ru e  
male, o r  b o th  t ru e  m ale  an d  t ru e  female, ca rr ie rs  has  negligible effect on th e  varia tion  of 
th e  popu la t io n  with th e  removal o f  only six and  n ine teen  ind iv idua ls  respectively. T h e  
ad o p ted  policy is to  avoid breed ing  from  an im als  d isp lay ing  th e  ‘fox ’ c h a rac te r is t ic  and , 
w henever  possible, th e  ind iv idua ls  of pa irs  th a t  p ro d u ce  ‘foxes’ should  be bred with non 
carriers .  R e c o m m e n d a t io n s  a re  m ad e  for selection a g a in s t  th e  do m est ic  cha rac te r is t ic s .  
Selection is not recom m ended  a g a in s t  horses t h a t  show only a  single dom es tic  fea tu re  bu t 
should be perform ed a g a in s t  horses t h a t  show several ch a ra c te r is t ic s  s im ultaneously .  By 
doing th is  form of mild selection it is hoped  to  m a in ta in  these  genes as p a r t  of th e  gene 
pool b u t  to  keep the ir  f requency  with in  reasonab le  limits.
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Aims
W e are  go ing  to  use th e  pedigree  to  p rovide  p ro b ab i l i t ie s  on th e  found ing  allele frequencies 
which shou ld  help us answ er  th e  q ues tions  a b o u t  th e  d iffe ren t m a n a g e m e n t  p ro g ram s .  To 
do  th is  we b reak  th e  ped ig ree  up  in to  th e  six g ro u p s  show n  in F ig u re  2-1. By ca lcu la t ing  th e  
g ro u p  allele f requencies  we shou ld  be able to  see w h e th e r  th e  differences in th e  breed ing  
p ro g ra m s  a re  justif ied  by seeing if th e re  a re  any  d ifferences in th e  frequencies be tw een  
g ro u p s  co n ta in in g  th e  do m est ic  horse (D O M ),  th e  s u sp e c te d  hyb rid  18 and  th e  rem ain ing  
‘p u r e ’ P rzew alsk i  horses. W e should  also see if th e  horse  231, c a p tu re d  in a  different 
loca tion  and  in t ro d u c e d  la te r  in to  th e  pedigree  t h a n  th e  orig inal founders ,  show s any  
d ifferent frequencies .
2.2 L ikelihood
O f th e  s ix teen  p o ly m o rp h ism s ,  ten have tw o alleles, th r e e  have th re e  alleles and  one each 
have four, five and  six alleles. For reasons  o f  c o m p u ta t io n a l  in tensity , ou tlined  below, 
here we will only  consider  th e  tw o and th re e  allele m a rk e rs ;  however, in C h a p te r  3 we will 
e x p a n d  th is  te ch n iq u e  to  deal w ith  th e  higher allele t r a i t s .
If we a re  going  to  use th e  pedigree to  p rovide  c a lcu la t io n s  to  resolve the  m a n a g e m e n t  
q u es t io n s  o f  b reed ing  policy an d  in te res t  focused on th e  th re e  fo u n d e rs  18, 231 and  D O M , 
it is im p o r t a n t  t h a t  we only  consider th e  founders ,  as  it  is th e ir  genes an d  the ir  genes only 
t h a t  c o n t r ib u te  to  th e  gene pool. T h e  c u r re n t  allele frequenc ies  m ay  be su b je c t  to  genetic  
d r if t  and co n seq u en t ly  m ay  give m isleading an c e s t ra l  inference.
As show n in E q u a t io n  (1.3), we base ca lcu la t io n s  on
L { < P ( D ) , G , M }  =  P{ < t> (D ) \G ,M }  (2.1)
b u t  in E q u a t io n  (1.4) th e  likelihood was broken dow n in to  p e n e tra n c e ,  t ransm iss ion  and 
po p u la t io n  frequencies . We are  no t in te res ted  in c h a n g in g  th e  m odel for p e n e t ra n c e  or 
t ran sm iss io n  so we can re -w rite  to  give
L{4>{D),  ttf } =  P { d { D ) \ w F , G } .  (2 .2 )
T h is  m ean s  t h a t  th e  likelihood of th e  an ces tra l  g e n o ty p e  is equal to  the  p robab il i ty  
of  th e  an c e s tra l  g en o ty p es  given the  founder  p o p u la t io n  frequencies , deno ted  irp. and th e  
pedigree s t ru c tu re .  By in p u t t in g  the  allele f requencies  in to  E q u a t io n  (2.2) and runn in g  
th e  peeling a lg o r i th m  on th e  P H  pedigree we can o b ta in  th e  likelihood for th a t  p a r t ic u la r  
frequency. So, by ru n n in g  th e  p rog ram  m any  t im es  w ith  d ifferen t allele frequencies we can 
ge t the  likelihood curves  for each t ra i t .
T h e  peeling m e th o d  is an efficient a lg o r i th m  for c a lcu la t io n s  of  th is  so r t  on com plex  
pedigrees  b u t  it is still an in tensive  c o m p u ta t io n ,  th e  re q u ire m e n ts  o f  which increase rap id ly  
w ith th e  n u m b e r  of alleles a t  a  locus, and we m ust do  all t h a t  we can to  reduce th e  m em ory  
req u irem en ts .  In o rd e r  to  o b ta in  the  likelihood we only need to  peel back to  one ind iv idual.
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T h is  reduces m em o ry  requ irem ents  a n d  m ean s  th a t  we could technically find a  m ax im um  
cu tse t  of one to  reduce the  c o m p u ta t io n a l  cost. F ind ing  th e  op tim u m  sequence  of cu tse ts  
to  give a m ax im u m  cutse t of one using s im u la ted  annealing  to  reorder th e  su m m in g  o u t  
o f  individuals  is v ir tua lly  impossible, bu t finding a m ax im u m  cu tse t  o f  a b o u t  four or five 
reduces each likelihood calculation to  a  run tim e  of only several seconds on a  SPA R C  
Server 1000. However, desp ite  all o f  these  m em ory  savings, for this se t  of th e  Przewalski 
horse pedigree only th e  two and th ree  allele t r a i t s  can be peeled which leaves th re e  t ra i t s  
u nconsidered.
2.2.1 T h e  T w o A lle le  Traits  
Likelihood Curves
We use th is  process to  ob ta in  the  log likelihood curves for th e  two allele t ra i t s .  F igu re  2-2 
gives the  log likelihood curves for allele 1 for each of the  two allele t ra i ts .  T h e y  were 
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Figure 2-2: L o g - L i k e l i h o o d  C urves  f o r  t h e  T w o  A llele T r a i t s :  The figure shows
the likelihood curves for allele 1 for each of  the two allele traits. The curves are obtained by 
running the peeling algorithm for 2 0  different allele frequencies.
C are  has to  be taken when c o m p ar in g  the  curves as the  scales on th e  log-likelihood 
axes are  not the  sam e for each g rap h .  T h e  likelihood surface d rops  away sudden ly  as 
you approach  th e  boundaries  of th e  sam ple  space and this is why th e  vectors  o f  allele 
frequencies used to  ca lcu la te  the  log-likelihood on the  g rap h s  are  > 0.05 and <  0.95.
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M o st  of th e  log-likelihood curves  a re  skewed, typ ica lly  m a x im u m  values a re  be tw een  
0.8 an d  0.9 -  or 0.1 a n d  0 . 2  -  w ith  only t r a i t s  Hb a n d  PEPB sho w in g  m o re  cen tred  curves. 
O f  th e  skewed curves  on ly  one, ALB, is skewed to  th e  r igh t. T h is  m e a n s  t h a t  it  is th e  only 
t r a i t  to  have its allele 1  as i ts  r a re r  allele.
Maximum Likelihood Estim ates
In o rd e r  to  find th e  M L E s  of  th e  fo und ing  allele frequencies  we have  to  use th e  peeling 
p rocess  repeated ly . By ru n n in g  th e  process  over 100 p o in ts  from 0 t o  1  we o b ta in  e s t im a te s  
of  th e  M L E s  to  tw o dec im al places. For  exam ple  using t r a i t  ALB, th e  M L E  of th e  ra re r  
allele f requency  was fo u n d  to  lie be tw een  0 . 1 1  an d  0 . 1 2 , for f u r th e r  accu racy  we have  to  
run  th e  process again  us ing  a n o th e r  1 0 0  p o in ts  b u t  th is  t im e  b e tw een  0 . 1 1  an d  0 . 1 2 .
T h e  resu lts  of th e  M L E s  for th e  ra re r  allele for each of th e  tw o  allele t r a i t s  using th is  
labo r ious  process a re  given in T ab le  2 . 1 . T h e  run t im e  for all o f  th e  t r a i t s  a re  betw een  2 -1 0  
seconds  per  likelihood ca lcu la t io n  which e q u a te s  to  a  to ta l  run t im e s  o f  ap p ro x im a te ly  1-3 
hou rs  for th e  1000 likelihood ca lcu la t ions .  Also shown in T ab le  2.1 a re  th e  a p p ro x im a te  
95% confidence in te rva ls  for th e  M L E s.  T h ese  are  o b ta in ed  by in v e r t in g  a  h y p o th es is  te s t .  
If H 0\ 9 =  0q vs 9 % $o th en  a p p ro x im a te ly  under  H o
2 { i ( r , » o )  - / ( » ; » ) }  ~ \ f .  ( 2 . 3 )
To re jec t H q a t  th e  95% level then
i ( y ; 0 o ) - H r J )  > i m 2/ 2  ~  2. (2.4)
We know the  M L values for th e  allele f requency  for each t r a i t  an d  so we find the  allele 
frequencies t h a t  reduce th e  loglikelihood by ss 2 to  give th e  95%  C’ls.
T h e  R a r e r  A l l e l e  M L E  o f  t h e  T w o  A l l e l e  T r a i t s  
u s i n g  a  D e c i m a l  S e a r c h  M e t h o d
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Table 2.1: M L E s  o f  t h e  T w o  A l l e l e  T r a i t s :  The table shows the MLEs and their
associated 95% CIs of the rarer allele for each of the two allele traits. The MLEs are obtained 
using repeated use of the peeling algorithm over a finer and finer grid o f  allele frequencies and 
the 95% CIs are obtained by finding the points that give a drop o f  % 2 on the loglikelihood 
scale from the MLE.
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F rom  th e  resu lts  we can see t h a t  the  confidence in te rva ls  are  very wide ind ica t ing  t h a t  
d raw ing  inferences a b o u t  th e  found ing  p o p u la t io n  will be difficult.
2.2.2 T he T hree A lle le  Traits
T h e  sa m e  m e th o d  is used to  o b ta in  th e  likelihood for th e  th re e  allele t r a i t s .  T h is  t im e  we 
a re  vary ing  tw o  p a ra m e te r s  and  the  likelihood is a  su rface  r a th e r  t h a n  a  curve. However, as 
th e  su m  of allele frequencies  of th e  th ree  alleles c a n n o t  be la rger  t h a n  unity, the  likelihood 
surface  can only  be o b ta in e d  for th e  s im plex  b o u n d e d  by th e  axes an d  th e  line x  +  y =  1 . 
O u ts id e  th is  s im plex  th e  likelihood is zero.
In th e  la s t  sec tion , we ind ica ted  how labo r ious  i t  is to  find th e  M L E s  for the  tw o  allele 
t r a i t s .  T h e  process  to  find th e  M L E s  for th e  th re e  allele t r a i t s  is identically  laborious  b u t  
even m ore  t im e  consum ing .  T h e  peeling a lg o r i th m  has  to  be run initially  on a  grid  of  100 
by 100 allele frequencies  to  ob ta in  th e  likelihood su rface . By ru n n in g  on a  grid of 100 by 
100 p o in ts  we only  have accu racy  of the  M L E  to  tw o  decim al places. In o rde r  to  increase  
accu racy  we have  to  find th e  bes t  e s t im a te  and then  run a n o th e r  1 0 0  by 1 0 0  g rid  on a  
sm aller  sam p le  space  a ro u n d  th e  first e s t im a te .  For ex am p le ,  th e  first 100 by 100 grid gave 
(0.26, 0.45) as th e  M L E s  for t r a i t  C71 ; we then  re-run  th e  whole process b u t  c o n c e n tra te  
on th e  sq u a re  (0.26, 0 .45), (0.26, 0 .46), (0.27, 0.46) a n d  (0.27, 0.45) which gives accu racy  
to  four decim al places. Using th is  decimal search m e th o d ,  th e  M L E s  for C71 and  th e  o th e r  
th ree  allele t r a i t s  a re  show n in Table  2.2.
M L E s  o f  t h e  T h r e e  A l l e l e  T r a i t s  
u s i n g  a  D e c i m a l  S e a r c h  M e t h o d
T r a i t










Table 2.2: M L E s  o f  t h e  T h r e e  A l l e l e  T r a i t s : The table shows the MLEs of the
allele frequencies for each of the three allele traits. Also shown in brackets are the 95% CIs 
for the MLEs for the C71 trait. The MLEs are obtained using repeated use of the peeling 
algorithm over a finer and finer grid of allele frequencies and the CIs are obtained from a drop 
of % 2 on the loglikelihood scale.
Also shown in th e  ta b le  is th e  a p p ro x im a te  95% C Is for th e  allele frequencies for t r a i t  
C71. T h ese  were o b ta in ed  by using th e  s im ilar  m e th o d  outlined  above  i.e.. reduc ing  th e  
loglikelihood by ss 2. T h is  t im e  due  the  increase in d im ension , th e  in terval is rep resen ted  
by an elliptical sh ap e .  T h e  a p p ro x im a te  in te rva ls  a re  o b ta in ed  from th e  m in im um  and 
m ax im um  values for each of th e  alleles a ro u n d  th is  elliptical sh ap e .  T h e  results  again show 
th a t  the  in tervals  are  large m ak ing  inference difficult. T h e  resu lts  for th e  o th e r  t r a i t s  are  
similar bu t not show n.
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For t r a i t s  C71 and Pa th e  c u ts e t  cos t  w as 5 an d  6  and  th e  likelihood ca lcu la t ion  took  
a  few seconds for each grid po in t.  T h e  c u t s e t  for C72 w as 7 and  so each ca lcu la t ion  to o k  
a p p ro x im a te ly  10 seconds. T h is  rep re sen ts  a  to ta l  ru n - t im e  for accu racy  to  fou r  decim al 
p laces of  ap p ro x im a te ly  18 hours  for t r a i t s  C71 and  Pa a n d  a p p ro x im a te ly  tw o d ay s  for 
t r a i t  C72. W e no te  however t h a t  as th e  p lo ts  look q u a d ra t ic  th e re  are  a lg o r i th m s ,  such as 
N A G  rou tines  and  variable  m e tr ic  m e th o d s  t h a t  would be much m ore  efficient a t  f inding 
th e  m a x im u m .
F ig u re s  2-3 are  th e  p lo ts  o f  th e  likelihood su rface  for each of th e  th re e  allele t r a i t s  
o b ta in e d  from  a  100 X 100 grid of  allele frequencies . T h e  values of  th e  likelihood are  
scaled  by d ividing by th e  M L E s so th e  scale on th e  figures rep resen t  th e  p ro p o r t io n  of  th e  
M L E s. T h e  1 on th e  figures rep resen ts  th e  M L E .
2.3  T h e EM  A lgorith m
So we have a  p ro ced u re  to  find th e  M L E s  b u t  th e  process is very slow an d  laborious.  
C a n  we do  any  b e t te r?  From E q u a t io n  (2.2) we n o te  t h a t  if we are  given th e  ances tra l  
g en o ty p es ,  th e  founder  popu la t io n  allele f requencies  can be e s t im a te d  by a  s im ple  gene 
c o u n t .  F u r th e r ,  if we are  given th e  fo u n d e r  allele frequencies , th e  p robab il i t ie s  of  each 
a n c e s to r ’s gen o ty p e  can be ca lcu la ted  us ing  th e  peeling m e th o d .  By i te ra t in g  betw een 
th e  gene-coun ting  and peeling s tep s  we can ob ta in  th e  M L E s  of found ing  allele frequencies 
and  a n ces tra l  g e n o ty p e  probabili t ies .
In fac t,  th is  is an E M  a lgo r i th m  (D e m p s te r ,  Laird , and  R ubin  1977) w ith  th e  E s t i ­
m a t io n  s te p  consis ting  of o b ta in in g  th e  an c e s t ra l  g en o ty p e  probab il i t ies  via th e  peeling 
process  and  th e  M ax im isa t io n  s te p  a m o u n t in g  to  th e  ca lcu la tion  of th e  new popu la t io n  
frequencies  from these  p robabili t ies .  T h is  d a t a  can be th o u g h t  o f  as co u n ts  and  n o t  real 
d a t a  values, however, in §1.5 we showed t h a t  hand ling  ca tegorical d a t a  in th is  way fits 
in to  th e  E M  fram ew ork .
W e need to  provide th e  a lgo r i th m  w ith  initial values. T h e  e s t im a te  of th e  c u r re n t  
p o p u la t io n  frequencies ob ta in ed  by gene c o u n t in g  on th e  observed p h e n o ty p e s  p rovides a 
good p o in t  as these  e s t im a te s  should  be close to  th e  found ing  allele frequencies . We can 
also c o m p a re  the  frequencies of th e  an c e s tra l  an d  c u r re n t  p o p u la t io n s  a l th o u g h  th e  d a t a  
observed  on our  pedigree are  no t an in d e p e n d e n t  sam ple .
2.3.1 T he Two A llele Traits
T h e  above EM  a lgo ri thm  was im p lem en ted  for each of th e  tw o allele t r a i t s .  As we have 
p reviously  m entioned , m em ory  res t r ic t io n s  a re  th e  m ain  concern  when ru n n in g  th e  peeling 
process, lln like the  likelihood ca lcu la t io n s  w here  we could peel back to  one individual, 
th is  t im e  we have to  peel back to  all 13 fou n d ers  to  enab le  us to  perform  the  m ax im isa t io n  
s te p  of a  gene count on the  found ing  p o p u la t io n ,  and so it a p p e a rs  t h a t  we have to  run 
th e  p ro g ram  13 tim es. However, we d o n ' t  need the  jo in t  d is t r ib u t io n  we ju s t  need the  
expec ted  frequency of copies of th e  genes and  so for c o m p u ta t io n a l  efficiency it is o p tim a l
Ryan Cheal (1997) MCMC Techniques for Pedigree Analysis Ph.D.  T h es is ,  Bath
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Figure 2 - 3 :  L I K E L I HO O D S U R F A C E  FOR T H E  T H R E E  A l l e l e  T R A T T S :  Figures (a) show
the contour and Figures (b) show the perspective plots of the exact likelihood surface for each 
of the three allele traits. The surface was obtained by the peeling algorithm for a grid of  100 
by 100 allele frequencies. The Maximum Likelihood is shown with a 1 . The grey shaded lines 
are for reference only.
Ryan Cheal (1997) MCMC Techniques for Pedigree Analysis Ph.D.  Thesis. Bath
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to  split  th e  13 fo u n d e rs  in to  som e form  of groups .
Prepeeling
As i l lu s tra ted  in §1.6, vve use th e  fac t t h a t  a  child of  a  m a rr ia g e  in th e  pedigree offers no 
fu r th e r  genetic  in fo rm a tio n  so we can effectively ‘c l ip ’ th e  ind iv idua l  o u t  o f  th e  pedigree 
by collapsing its gene tic  in fo rm a tio n  o n to  th e  p a re n ts .  W e use a  p repeeling  p rog ram  for 
each t r a i t  to  reduce  th e  n u m b e r  of ind iv iduals  in th e  ped ig ree  from  244 to  a p p ro x im a te ly  
170.
Optimisation
Also i l lu s tra ted  in §1.6 is t h a t  th e  o rd e r  of su m m in g  o u t  of an ind iv idua l  is im p o r ta n t .  If 
th e  m ax im u m  c u ts e t  is to o  large, th e  peeling a lg o r i th m  will fail d u e  th e  la rge  a m o u n ts  of 
s to rag e  required  an d  th is  increases  with th e  n u m b e r  of  alleles in th e  t r a i t .
Ideally, th e  cos t  o f  th e  m a x im u m  cu tse t  is th e  n u m b e r  of  ind iv idua ls  in th e  c u tse t  
b u t  th e  o p t im a l  o rd e r in g  giving th is  m in im um  cost is rare ly  o b ta in e d .  We have a  large 
n u m b er  of possible o rd e r in g s  an d  som e cost func tion  assoc ia ted  w ith  each one. We use 
th e  co m b ina to r ia l  o p t im isa t io n  p rocedure ,  s im u la ted  an n ea l in g  §1.12.3, to  search over th e  
se t  of possible o rde r ings  m in im is ing  th e  cost func tion .
T h e  cost function  is th e  log of th e  to ta l  s to ra g e  re q u ire m e n t  a t  any tim e . T h is  seem s a 
s lightly odd way of defin ing th e  cos t  function b u t  th e  s to ra g e  re q u ire m e n t  is p ropo r t io n a l  
to  the  size of th e  c u ts e t  an d  u n fo r tu n a te ly ,  you can have several in d e p e n d e n t  cu tse ts  t h a t  
you need to  s to re  fu n c t io n s  on a t  th e  sam e  tim e. S u p p o se  t h a t  these  c u ts e ts  have sizes 
S i , S 2 , . .-*k and  a ssu m e  t h a t  th e  n u m b er  of g en o ty p es  you are  consider ing  is g then  the  
to ta l  s to ra g e  req u irem en t  is
T  =  g s 1 4 g*> 1 - . . . 4  r/W (2.5)
T h e  q u a n t i ty  t h a t  g e ts  m inim ised is logg (T ) .  T h is  func tion  is chosen because  T  is w h a t  
you really w an t  to  m inim ise and  tak in g  logg m eans  t h a t  if you have one  c u ts e t  of size 5 
say, the  cost is 5. As soon as we have o b ta ined  a m ax im al s to ra g e  re q u irem en t  and hence 
workable m ax im u m  c u ts e t  size we then  s to re  th is  o rd e r  of  s u m m a t io n  and  use repeatedly .
We have s ta te d  above  t h a t  r a th e r  th an  do ing  each ca lcu la t ion  for each of th e  founders  
we can g ro u p  the  horses in som e  way. However, we a re  dealing  w ith  13 ind iv iduals  and 
even for these tw o allele t r a i t s ,  th e  m in im um  c u tse t  cos t  o f  13 for ru n n in g  the  p rog ram  
once for all of the  founders  wxmld be to o  large, so th e  set o f  fou n d ers  has been broken dowm 
into the  g ro u p s  i l lu s tra ted  in th e  Przew alski horse pedigree, F ig u re  2-1. T h ese  g roups  were 
chosen as an a lm o s t  identical s u m m a t io n  o rde r  would be required  for th e  indiv iduals  in 
each g roup , resu lting  in an  increase  in efficiency. T h is  m akes  th e  c u ts e t  cos t  sm aller  and  
makes the  ca lcu la tion  possible, b u t  it makes th e  whole process r a th e r  inefficient, as the  
a lgorithm  has to  do  a lm o s t  identical ca lcu la t ions  several t im es.
For the  s im u la ted  ann ea l in g  a lgo r i thm  we typically  require  50,000 i te ra t io n s  using a
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s t a r t in g  t e m p e r a tu r e  of 1 0  and a g eom etr ic  cooling schedule  with t e m p e r a tu r e  p a r a m e te r  
0 .997 to  ob ta in  w orkable  cu tse ts .  We use 10 E M  i te ra t io n s  w ith  th e  initial frequencies  
equa l  to  th e  c u r re n t  p o p u la t io n  es t im a tes .  A SU N  S P A R C  1000 an d  th e  P e d p a c k  (T h o m a s  
1991) pedigree  package were used to  run th e  p ro g ra m . Using th e  previously  found o p t io n a l  
o rde r ing ,  each i te ra t io n  of  th e  peeling p rocess  to o k  a p p ro x im a te ly  tw o m inu tes .
Results
In th e  f irst co lum n of T ab le  2.3, th e  M L E s o b ta in e d  from  th e  e x h au s t iv e  search m e th o d  are  
show n, a long  w ith  th e  95% CIs ob ta in ed  fro m  th e  m e th o d  of inver t ing  a  h y p o th es is  te s t  
and f inding th e  values t h a t  gives a  d ro p  of «  2 on th e  likelihood scale. Also show n is th e  
s t a n d a r d  dev ia t ion  o f  th e  allele frequencies o f  th e  found ing  ind iv iduals .  T h e  second co lum n 
show s th e  e s t im a te s  o b ta in e d  from ru n n in g  10 E M  i te ra t io n s .  T h e  th ird  colum n d isp lays  
a  d ifferen t e s t im a te  -  th e  c u r re n t  allele frequenc ies  -  and  is o b ta in ed  from  a gene c o u n t  on 
th e  observed  d a ta .  T h e  first tw o co lum ns a re  e s t im a t in g  th e  sa m e  th in g  and so shou ld  be 
close, w here  colum n 3 is e s t im a t in g  using a  d ifferent ro u te  an d  so should  be d ifferent. T h e  
co lum n ii rep resen ts  th e  n u m b e r  of ind iv idua ls  for which we have p h en o typ ic  in fo rm a tio n  
for each t r a i t .  Only  th e  frequency  of th e  r a r e s t  allele in th e  found ing  popu la t io n  is d isp layed  
and  re su l ts  t h a t  are  different by a p p ro x im a te ly  0 . 1  a re  show n in bold.
Current and Founding Populations
As we ex p ec ted ,  th e re  a re  the  su b s ta n t ia l  differences betw een  th e  first tw o co lu m n s  and  
co lum n 3 of th e  tab le ,  the  found ing  and c u r r e n t  allele frequency  es t im a te s .  O nly  tw o 
o u t  of th e  ten t r a i t s ,  ALB and FUCa, have th e  r a re s t  allele frequency  increasing  from  th e  
found ing  popu la t io n  to  th e  c u r re n t  p o p u la t io n ;  FUCa show s a  large increase  of  0.L556, 
w hereas  ALB show s only a. small increase  of 0 .0046. T h e  rem ain ing  eight t r a i t s  show 
dec reas ing  ra re r  allele frequencies, with th e  m o s t  n o tab le  decreases  being P E P D  which 
show s a  d ro p  of ap p ro x im a te ly  0.17; MPI an d  CA1 which show d ro p s  of a p p ro x im a te ly  
0.1. D u e  to  the  d ro p  in th e  ra re r  allele in t r a i t s  CA1, GPI and  P E PD , these  alleles a re  in 
d a n g e r  of d isa p p e a r in g  a l to g e th e r .
If we co m p are  th e  founding  allele f requencies  o b ta in ed  from only 10 EM  i te ra t io n s  
with th e  M L E s o b ta in ed  from a  decim al search  techn ique , we can see t h a t  using only  10 
peeling E M  i te ra t io n s  has  found th e  M L E s to  a lm o s t  th re e  decim al places. T h e  peeling E M  
a lg o r i th m  used initial s t a r t in g  values of th e  c u r re n t  allele frequencies and so w here  th e re  
is only a sm all difference in th e  cu rren t  an d  found ing  popu la t io n  es t im a te s ,  for ex am p le  
t r a i t s  ALB and BF. 10 EM  i te ra t io n s  ge ts  us very close to  th e  M LEs: when th e re  is a  
larger d isc repancy  between the  c u r re n t  and  found ing  e s t im a te s ,  eg t ra i t  P E PD , th en  th e  
e s t im a te  is n o t  q u ite  so exact and m ore E M  i te ra t io n s  a re  required .
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T h e  P o p u l a t i o n  A l l e l e  F r e q u e n c y  E s t i m a t e s
T r a i t n
F o u n d i n g  P o p C u r r e n t  P o p
( D e c i m a l  S e a r c h ) ( E M  A l g o r i t h m ) ( G e n e  C o u n t )
A LB 126 M l e  






B F 135 M l e  






CAT 124 M l e  






F U C a 126 M l e  






G P I 128 M l e  






Hb 128 M l e  






M P I 123 M l e  






P E P B 124 M l e  






P E P D 128 M l e  






P C  M l 128 M l e  






Table 2.3: P o p u l a t i o n  A l l e l e  F r e q u e n c y  E s t i m a t e s :  The population allele fre­
quency es t im ates  for the rarer allele of  the two allele traits are shown for three different 
m ethods. T h e current population es tim ates are obtained from a gene count on the individuals 
on which phenotypic information is available. T h e founding population estim ates  are for 10 
peeling EM iterations using the current population es tim ates  as the initial values. T h e MLEs  
obtained from the decimal search m ethod in §2.2 .1  are shown for comparison. Results that  
are different by approximately 0 . 1  are shown in bold.
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Management Issues
H aving  o b ta in e d  a c c u ra te  e s t im a te s  of th e  found ing  frequencies v ia  th e  peeling E M  algo­
r i th m  we th en  use these  in a  fu r th e r  i te ra t io n  of th e  peeling p ro g ra m  to  find th e  allele 
frequencies  of th e  six g ro u p s  shown in F ig u re  2-1. A gain , T able  2.4 show s only th e  fre­
quency  of one allele, th e  ra re s t  overall allele in th e  found ing  p o p u la t io n .  T h e  n u m b e r  of 
ind iv idua ls  for which we have p h en o ty p ic  in fo rm atio n  for each t r a i t  is aga in  show n and  
resu lts  t h a t  a re  different by a b o u t  0.1 a re  show n in bold. To t ry  an d  give som e  no tion  of 
variability , th e  tab le  also show s th e  w ith in -g ro u p  s t a n d a r d  dev ia t ion , t h a t  is th e  s t a n d a r d  
dev ia t io n  of th e  allele frequencies of  th e  horses  in th e  g roup . D ue  to  th e  ped igree , b o th  
ind iv idua ls  in g ro u p  2 a have identica l ex p ec ted  n u m b e rs  of gene copies g iv ing th e  s t a n d a r d  
dev ia t ion  of 0. T h e  tab le  also show s th e  a p p ro x im a te  95% CIs for th e  g ro u p s ;  th e se  were 
o b ta in e d  by ru n n in g  th e  peeling p ro g ram  using th e  95% C l p o in ts  for th e  M L E  of th e  
allele frequencies and  show n in T ab le  2.3.
Ind iv idual 231, w ho is in g ro u p  5, has  very few en tr ies  in T ab le  2.4. She has  been 
prepeeled  o u t  o f  th e  pedigree  for m a n y  of th e  t r a i t s  because  she is to w a rd s  th e  b o t to m  of 
th e  pedigree  and p roduced  only one  line of  heredity .
T h e  effect of any unusua l  allele p ro p o r t io n s  for th e  hybrid  18 m ay  be d i lu ted ,  due  to  
th e  fac t  t h a t  g ro u p  2 c o n ta in s  four founders ,  see F ig u re  2-1, so because  o f  th e  way th e  
g ro u p  divides, g ro u p  2  has  been sp li t  in to  tw o su b -g ro u p s  2a, and 2 b. G ro u p  2 a  co n ta in s  
th e  fou n d ers  17 and  18 and 2b c o n ta in s  th e  fou n d ers  39 and 40. T h e  av e rag e  of  th e se  tw o 
su b -g ro u p s  will clearly give th e  frequencies  for g ro u p  2  b u t  th e  differences betw een th e  
tw o  su b -g ro u p s  are  of  in te res t .
Group Differences
W e indica ted  t h a t  due  to  th e  large C Is  for th e  M L E s, inference a b o u t  ind iv idua l  g ro u p s  
could be difficult. We can see t h a t  th is  is th e  case when we exam ine  th e  95%  CIs of each 
g roup . T h e  CIs are  large and hence o verlap  a.ny d isc repancies  in th e  g ro u p  e s t im a te s  and 
so to  m ake  inference a b o u t  any p a r t ic u la r  g roup ,  we m u s t  look if any g ro u p  con tinua lly  
s t a n d s  o u t  with unusual allele frequencies .
G ro u p s  2 a, and 2 b show no e x t re m e  resu lts  and exh ib it  no t re n d .  T h e se  su b -g ro u p s  
do  no t  show widely differing frequencies  when c o m p ared  to  th e  rest of th e  g ro u p s  an d  th e  
p ro p o r t io n s  are  q u ite  close with th e  la rg es t  difference of 0 .1236 occu rr in g  in th e  MPI t r a i t .
G ro u p  5 co n ta in s  only th e  single horse  c a p tu re d  in a  different a rea  from  th e  rem ain ing  
founders .  In m any of th e  t r a i t s ,  th e  best  e s t im a te  of this horse 's  f requencies  are  th e  
found ing  popu la tion  frequencies as 231 has been prepeeled out of th e  pedigree. H er allele 
f requency  e s t im a te s  for tw o of th e  tw o  allele t r a i t s ,  ALB and P E P B , show no e x t re m e  
results . However, th e  result for t r a i t  Hb is e x t re m e  with the  ra re r  allele ju s t  b ecom ing  th e  
m ore f requen t  a t  0.5080.
G ro u p  1 is the  g ro u p  t h a t  c o n ta in s  th e  dom estic  mare. T h e  g ro u p  only show s a. 
s tr ik in g  result in one of th e  m arkers ,  BF, oth e rw ise  it ap p e a rs  no m ore  unusua l  th a n  th e
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A l l e l e  F r e q u e n c y  E s t i m a t e s  o f  t h e  S i x  F o u n d i n g  G r o u p s  
O b t a i n e d  U s i n g  F o u n d i n g  P o p u l a t i o n  F r e q u e n c i e s
F o u n d i n g  C r o u p
T r a i t n 1 2  a 2 b 3 4 5
ALB 126 M l e 0.0748 0.0851 0.0599 0.0768 0.2488 -
S D 0.0134 0 0.0044 0.0240 0.0546 -
95%  C l (0.0041) (0.0046) (0.0032) (0.0157) (0.1634) -
V a l u e s (0.2976) (0.3360) (0.2441) (0.2681) (0.5073) -
BF 135 M l e 0.2167 0.0939 0.0635 0.0610 0.0837 -
S D 0.0231 0 0.0052 0.0283 0.0092 -
95%  C l (0.1561) (0.0171) (0.0114) (0.0033) (0.0046) -
V a l u e s (0.4071) (0.3367) (0.2361) (0.2452) (0.3289) -
CA1 124 M l e 0.1877 0.1207 0.0838 0.0633 0.0884 -
S D 0.0116 0 0.0063 0.0287 0.0086 -
95%  C l (0.1250) (0.0445) (0.0308) (0.0034) (0.0048) -
V a l u e s (0.3806) (0.3553 (0.2540) (0.2496) (0.3408) -
F U C a 126 M l e 0.1891 0.1857 0.1283 0.0778 0.1085 -
S D 0.0107 0 0.0096 0.0353 0.0105 -
95%. C l (0.0923) (0.0779) (0.0539) (0.0044) (0.0061) -
V a l u e s (0.4321) (0.4621) (0.3265) (0.2873) (0.3903) -
G P I 128 M l e 0.0868 0.1066 0.1015 0.2959 0.1188 -
S D 0.0153 0 0.0013 0.0797 0.0048 -
95%, C l (0.0048) (0.0060) (0.0124) (0.2459) (0.0067) -
V a l u e s (0.3315) (0.3920) (0.3405) (0.4498) (0.4317) -
Hb 128 M l e 0.2077 0.2415 0.3023 0.2885 0.3948 0.5080
S D 0.0366 0 0 . 0 1 0 0 0 . 0 2 0 2 0.0403 -
95%  C l (0.0197) (0.0246) (0.0279) (0.2568) (0.0431) (0.0649)
V a l u e s (0.5064) (0.5614) (0.5821) (0.4847) (0.7497) (0.8004)
M P I 123 M l e 0.1322 0.1490 0.2726 0.2046 0.2746 -
S D 0.0235 0 0.0225 0.0051 0.0313 -
95%, C l (0.0108) (0.0123) (0.0421) (0.2271) (0.0369) -
V a l u e s (0.3969) (0.4392) (0.5374) (0.3812) (0.6068) -
P E P B 124 M l e 0.2442 0.2839 0.3741 0.5580 0.3751 0.3555
S D 0.0429 0 0.016 0.1498 0.0078 -
95%, C l (0.0353) (0.0432) (0.1051) (0.3164) (0.0698) (0.0574)
V a l u e s (0.5589;% (0.6171) (0.6329) (0.7849) (0.7390) (0.7283)
P E P D 128 M l e 0.2456 0.2190 0.1675 0 .J538 0.3375 -
SD 0.0073 0 0.0092 0.0487 0.0467 -
95%  C l (0.1288) (0.0807) (0.0623) (0.0455) (0.1836) -
V a l u e s (0.4746) (0.4897) (0.3764) (0.3689) (0.6210) -
P G M 1 128 M l e 0.1339 0.1562 0.2541 0.2124 0.2607 -
SD 0.0224 0 0.0175 0.0006 0.0253 -
95%, C l (0.0106) (0.0127) (0.0359) (0.0231) (0.0322) -
V a l u e s (0 .3990% (0.4521) (0.5051) (0.3836) (0.5855) -
Table 2.4: A l l e l e  F r e q u e n c y  E s t i m a t e s  f o r  t h e  Six F o u n d i n g  G r o u p s :  The
allele frequency es tim ates  o f  the six founding groups in the pedigree indicated in Figure 2-1 
are shown. They are obtained by running a peeling step using the founding allele estim ates.
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o th e r  g roups.
The Three Interesting Founders
O ver th e  yea rs  a n e c d o ta l  evidence, such as  p h o to g ra p h s  (D olan  1982, B o u m an  1982), has 
suggested  a la rge  d ive rs i ty  in the  fou n d ers  and  th is  is th e  first th in g  t h a t  is a p p a re n t  from  
these  results .  T h e  differences in th e  allele frequencies  b e tw een  th e  g ro u p s  are  considerab le  
even when ta k in g  in to  a c c o u n t  th e  possible co rru p t io n  o f  th e  tw o  do m es tica l ly  linked horses 
and  th e  an im a l  from  a. d ifferent geograph ica l  loca tion . Even  g ro u p s  3 an d  4 which both  
con ta in  P rzew alsk i  horses  c a p tu re d  a t  th e  sam e  t im e  in th e  sa m e  location  show som e large 
differences in th e i r  allele frequencies.
It has  been know n for som e t im e  t h a t  m a t in g s  be tw een  P rz e w a lsk i ’s an d  dom estic  
species can o ccu r  and  resu lt  in fertile offspring. Hence, th e  tw o  b reeds  could have a  large 
n u m b e r  of genes in c o m m o n  and  th e  resu lts  from th e  an a ly ses  co ncern ing  th e  tw o known 
carr ie rs  o f  d o m e s t ic  genes s u p p o r t  th is . In th e  case of  th e  hybrid ,  fo u n d e r  18, a  look a t  
th e  su b -g ro u p s  2 a  and  2 b shows t h a t  th e y  are  no t e x t re m e  an d  th e  differences between 
th em  are  q u i te  sm all  when co m p ared  to  th e  res t  of th e  g ro u p  frequencies . In g ro u p  4, the  
g ro u p  which c o n ta in s  D O M , only tw o resu lts  in th e  ALB a n d  PEPD t r a i t s  a re  ex trem e. 
So in bo th  cases l i t t le  differences betw een th e  allele frequencies  of  th e  tw o  breeds can be 
found .
T h e  ind iv idua l 231 show s a  large d isc repancy  in its  allele p ro p o r t io n s  for Hb. She was 
n o t  one of the  know n dom estica l ly  linked horses b u t  th e  horse  from  a  d ifferent geographica l 
location . C onc lus ions  on th is  individual are  tem p ered  by th e  fac t  t h a t  for seven of th e  loci 
th e re  is no in fo rm a tio n  for 231.
All of th is  m ean s  t h a t  we can m ake  no s t ro n g  conclusions a b o u t  th e  g roups .
2.3.2 T he T h ree A lle le  Traits
T h e  EM  a lg o r i th m  ou tl ined  in §2.3 can also be used on t r a i t s  w ith  th re e  alleles. 
Optimisation
T h e  o rd e r  of s u m m in g  o u t  of ind iv idua ls  is even m ore  i m p o r t a n t  here th a n  w ith  the  two 
allele t ra i ts .  We again  have to  split  th e  13 founders  in to  sm alle r  g ro u p s  of th ree  or four 
to  ensu re  th a t  th e  c o m b in a to r ia l  o p t im isa t io n  a lg o r i th m , s im u la te d  an n ea l in g  (SA), can 
reduce the  m ax im al  cu tse t  to  a  m an a g e a b le  cost of a b o u t  7. If th e  cost is la rger then  the  
m em o ry  of th e  m ach ine  is insufficient to  com p le te  th e  ca lcu la t ion .  In o rd e r  to  achieve this 
cu tse t  cost,  a lot of an n ea l in g  i te ra t io n s  are  required with a sm all  cooling p a ra m e te r .  As 
in the  case of th e  2 allele t r a i t s ,  as soon as we have o b ta in e d  a  w orkable  cu tse t  via the  SA 
a lg o r i th m , we s to re  th e  o rd e r  of s u m m in g  and use th a t  o rd e r  repea ted ly .
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R e s u l t s
We have found  t h a t  we requ ire  500,000 i te ra t io n s  of  th e  SA a lg o r i th m  using a  geo m e tr ic  
cooling schedule  w ith  t e m p e r a tu r e  p a ra m e te r  0 .9997. T h e  run t im e  for each i te ra t io n  of  
th e  peeling E M  a lg o r i th m  is longer and  m ore  var iab le  t h a n  for th e  tw o allele ca lcu la t ions  
because  of  th e  increase  in alleles, and  th e  m a x im u m  c u tse t  cos t  varies for each t r a i t .  T h e  
c u tse t  cos t  for t r a i t s  C71 and  Pa is 5, b u t  th e  th e  cos t  for C72 is 7 and  th is  t r a i t  needs 
several ru n s  of th e  SA a lg o r i th m  with d ifferent s t a r t i n g  t e m p e r a tu r e s  to  ob ta in  a w orkable  
m a x im u m  c u ts e t  size.
A gain  we run  10 i te ra t io n s  of th e  E M  a lg o r i th m  using th e  c u r r e n t  popu la t io n  e s t im a te s  
as in it ia l  values. E ach  E M  i te ra t ion  tak es  be tw een  th re e  a n d  te n  m in u tes  d e p e n d in g  on 
th e  c u ts e t  cost for th e  t r a i t .
T ab le  2.5 show s e s t im a te s  of th e  found ing  a n d  c u r r e n t  p o p u la t io n .  T h e  found ing  
p o p u la t io n  e s t im a te s  a re  o b ta ined  via a decim al search  m e th o d  an d  1 0  i te ra t io n s  o f  th e  
peeling E M  a lg o r i th m . C o lum n  3 of th e  ta b le  gives th e  c u r r e n t  pop u la t io n  e s t im a te s  
o b ta in ed  v ia  a  gene c o u n t  on observed d a ta .  Also show n a re  th e  95% CIs for th e  M L E s  
for t r a i t  C71 from T ab le  2.2. All th e  allele frequencies  a re  d isp layed  th is  t im e  in o rd e r  to  
make co m p ar iso n s .
T h e  P o p u l a t i o n  A l l e l e  F r e q u e n c y  E s t i m a t e s
F o u n d i n g  P o p C u r r e n t  P o p
T r a i t n A l l e l e ( D e c  S e a r c h ) ( E M  A l g r ) ( G e n e  C o u n t )
1 M l e  




C71 63 2 M l e  




3 M l e  













1 0.5435 0.5431 0.6377








Table 2.5: P o p u l a t i o n  A l l e l e  F r e q u e n c y  E s t i m a t e s :  The population allele fre­
quency es t im ates  for the three allele traits are shown for three different m ethods. The current 
population es tim ates  are obtained from a gene cou n t on the individuals on which phenotypic  
information is available. T h e founding population estim ates  are for 10 EM iterations using  
the current population est im ates  as the initial values. The MLEs obtained from the decimal 
search m ethod  in §2 .2 . 2  are shown for comparison. Results that differ by approximately 0.1  
are shown in bold.
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Current and Founding Populations
In th e  prev ious section , we showed t h a t  th e  peeling E M  a lg o r i th m  rap id ly  o b ta in s  th e  
M L E s  of th e  found ing  allele frequencies for th e  tw o  allele t r a i t s .  For  th e  th r e e  allele t r a i t s ,  
th e  fo u nd ing  p opu la tion  allele frequency  e s t im a te s ,  aga in  o b ta in ed  from  10 E M  i te ra t io n s  
using th e  c u r re n t  p o pu la t ion  e s t im a te s  to  s t a r t  th e  a lg o r i th m , are  close to  th e  M L E s  found 
in §2.2.2 by th e  p a in s tak in g  decim al search  m e th o d .  In fac t ,  using only  10 E M  i te ra t io n s  
th e y  a re  near ly  co rrec t  to  th re e  decim al places a n d  use far  less c o m p u ta t io n a l  t im e.
C o m p a r in g  th e  found ing  and  c u r re n t  p o p u la t io n  e s t im a te s  we can  see t h a t  th e re  are  
large differences. C72 show s a  large loss o f  a p p ro x im a te ly  0.085 in th e  r a re s t  allele fre­
quency  a n d  Pa also show s a  sm all loss, b u t  also o f  n o te  in th is  m a rk e r  is th e  gain of 
frequency  in th e  c o m m o n e s t  allele a t  th e  expense  o f  th e  second c o m m o n e s t  allele. In te r ­
estingly, t r a i t  C71 shows a  change  a lm o s t  to  p a r i ty  betw een  th e  th re e  alleles.
Management Issues
To answ er th e  m a n a g e m e n t  ques t io n s  of in te re s t  we th e n  run th e  peeling a lgo r i th m  using 
th e  fo u nd ing  popu la t ion  e s t im a te s  and  find th e  allele frequency  e s t im a te s  for each o f  th e  
found ing  g ro u p s  ind ica ted  in F ig u re  2-1. T h e  resu lts  a re  shown in T ab le  2.6.
A l l e l e  F r e q u e n c y  E s t i m a t e s  o f  t h e  S i x  F o u n d i n g  G r o u p s  
O b t a i n e d  U s i n g  F o u n d i n g  P o p u l a t i o n  F r e q u e n c i e s
T r a i t n A l l e l e
F o u n d i n g  G r o u p
1 2  a 2  b 3 4 5
1 0.1991 0.2287 0.2199 0.4871 0.3843 0.1250
C71 63 2 0.5253 0.5217 0.6107 0.3905 0.4487 0.2404
3 0.2756 0.2496 0.1694 0.1225 0.1670 0.6346
1 0.5613 0.4407 0.4447 0.4325 0.4879 -
C72 49 2 0.2585 0.3051 0.2570 0.3304 0.3119 -
3 0.1803 0.2542 0.2983 0.2370 0 . 2 0 0 2 -
1 0.4683 0.5968 0.6285 0.4994 0.4845 -
P a 138 2 0.4657 0.3280 0.3205 0.4401 0.2847 -
3 0.0660 0.0752 0.0510 0.0605 0.2308 -
Table 2.6: A l l e l e  F r e q u e n c y  E s t i m a t e s  f o r  t h e  S i x  F o u n d i n g  G r o u p s :  The
allele frequency es tim ates  o f  the six founding groups in the pedigree indicated in Figure 2 - 1  
are shown. They are obtained by running a peeling step using the founding allele estim ates.  
The column n  represents the number o f  individuals for which we have phenotypic information. 
No results were possible for individual 231 (founder group 5) for two traits as she has been 
prepeeled out o f  the pedigree. Results that differ by approximately 0.1 are shown in bold.
Group Differences
G ro u p s  2a. and  2b show no e x t re m e  results .
T h e  resu lts  for g ro u p  5. the  horse  c a p tu re d  in a different a re a  from  th e  rem ain ing  
founders , can only be o b ta in ed  for one o f  th e  th re e  allele t r a i t s .  T h e  resu lts  for C71
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in d ica te  large d ifferences in th e  frequencies for allele 2 an d  allele 3 of  a p p ro x im a te ly  0.15 
an d  0.35 respectively  w hen  c o m p a re d  w ith  th e  o th e r  g roups .
G ro u p  1 a p p e a rs  no m o re  unusua l  th a n  th e  o th e r  g roups .
The Three Interesting Founders
A p a r t  from th e  la rge  differences d isp layed  by 231, g ro u p  5, for t r a i t  C71, th e  only o th e r  
s t r ik in g  resu lt  is for th e  Pa allele 3 for g ro u p  4 which d o e s n ’t  c o n ta in  any  of th e  th ree  
in te re s t in g  founders .  So g ro u p s  c o n ta in in g  th e  th re e  in te re s t in g  fo u n d e rs  a p p e a r  to  be 
no  d ifferent to  th e  o th e r  g ro u p s  d u e  to  th e  large differences betw een  th e  fo u n d in g  allele 
frequencies  of th e  g ro u p s .
2 .4  S en sitiv ity  A n alysis
A lo t of t im e  has been s p e n t  finding th e  M L E s  of th e  fo u n d in g  p o p u la t io n  for each t r a i t ,
b u t  how im p o r ta n t  is it  t h a t  th ey  a re  used for an ces tra l  inference? If we run  th e  peeling
a lg o r i th m  using th e  c u r r e n t  p o p u la t io n  frequencies ins tead  o f  th e  fo u nd ing  p opu la t ion  
frequencies  to  ca lcu la te  th e  found ing  and  g ro u p  frequencies we g e t  th e  resu lts  show n in 
T ab les  2.7 and 2.8.
T h e  P o p u l a t i o n  A l l e l e  F r e q u e n c y  E s t i m a t e s
M L E F o u n d i n g C u r r e n t  P o p
T r a i t n A l l e l e ( D e c  S e a r c h ) P o p ( G e n e  C o u n t )
1 0.2687 0.3133 0.3095
C71 63 2 0.4510 0.4834 0.3730
3 0.2803 0.2033 0.3175
1 0.4988 0.4211 0.5102
C72 49 2 0.2826 0.3281 0.3571
3 0.2186 0.2508 0.1327
1 0.5435 0.4658 0.6377
P a 138 2 0.3-542 0.4203 0.2862
3 0.1023 0.1139 0.0761
Table 2.7: P o p u l a t i o n  A l l e l e  F r e q u e n c y  E s t i m a t e s :  The results for the allele
frequencies estim ates  for the founding population are shown using the current population  
estim ates.  The current population uses a gene count m ethod to  es tim ate  the frequencies and 
then runs a peeling step  on them  to  obtain the founding population. Results that differ by 
approximately 0 . 1  are shown in bold.
If we c o m p are  these  re su l ts  with  those  in Tables 2.5 and 2.6 we can  see su b s tan t ia ]  
changes  in bo th  the  fo u n d in g  e s t im a te s  and the  g ro u p  e s t im a te s .  In th e  fo u nd ing  p o p u la ­
tion es t im a te s ,  t r a i t  Pa sh ow s a  swing of a p p ro x im a te ly  0.08 betw een  its  allele 1 and allele 
2  frequencies: when using  th e  e s t im a te s  of the  found ing  p o p u la t io n  frequencies  from the  
E M  a lgo ri thm  to  we o b ta in e d  e s t im a te s  of (0.5431. 0 .3545). w hereas  if we use th e  cu rren t  
pop u la t io n  e s t im a te s  we ge t (0.4658, 0 .4208). In the  g ro u p  frequencies  m o s t  show a shift.
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A l l e l e  F r e q u e n c y  E s t i m a t e s  o f  t h e  6  G r o u p s  
O b t a i n e d  U s i n g  F o u n d i n g  P o p u l a t i o n  F r e q u e n c i e s
T r a i t n A l l e l e
F o u n d i n g  G r o u p
1 2  a. 2  b 3 4 5
1 0.2093 0.2404 0.2304 0.4968 0.3988 0 .1 5 6 7
C71 63 2 0.5114 0.5080 0.5994 0.3795 0.4320 0.3910
3 0.2793 0.2516 0.1707 0.1238 0.1692 0 .4 5 2 3
1 0.5021 0.3782 0.3790 0.3975 0.4122 -
C72 49 2 0.2927 0.3464 0.2948 0.3492 0.3595 -
3 0.2052 0.3024 0.3207 0.2533 0.2283 -
1 0.4084 0.5268 0.5618 0.4634 0.4202 -
P a 138 2 0.5193 0.3877 0.3799 0.4690 0.3397 -
3 0.0722 0.0855 0.0620 0.0676 0 .2 4 0 1 -
Table 2.8: A l l e l e  F r e q u e n c y  E s t i m a t e s  f o r  t h e  S i x  F o u n d i n g  G r o u p s : The
results for the allele frequencies estimates for the six founding groups indicated in Figure 2-1 
are shown using the current population estimates. The current population uses a gene count 
method to estimate the frequencies and then runs a peeling step on them to obtain the allele 
frequency estimates for the six groups. Results that differ by approximately 0.1 are shown in 
bold.
the  m o s t  d r a m a t ic  being  for g ro u p  5 with t r a i t  C71 which changes  from (0.1250, 0.3910, 
0.4523) to  (0.1567, 0 .2404, 0.6346).
T h ese  resu lts  show t h a t  for valid a n ces tra l  in ference  a b o u t  th e  founders  it is v ita l t h a t  
we find and  use th e  M L E s  of th e  found ing  p o p u la t io n  frequencies .
2.5 Error E stim a tes
T h e  peeling a lg o r i th m  c a n n o t  provide us w ith  s t a n d a r d  e r ro rs  and  so we have no idea  how 
uncerta in  th e  e s t im a te s  o b ta in e d  for th e  tw o and  th re e  allele t r a i t s  are .
In o rd e r  to  g e t  an e s t im a te  of the  s ta n d a rd  e r ro rs  we a ssu m e  t h a t  th e  allele frequency  
likelihood curves  for th e  tw o  allele t r a i t s  are  G a u ss ia n .  T h is  implies t h a t  the  log-likelihood 
curves show n in F ig u re  2-2 are  q u a d ra t ic .  F i t t in g  a  q u a d ra t ic ,  y = a +  bx  — e x 2, locally 
a t  the  M L E  and using a  func tion  of th e  x 2 te rm ,  we can o b ta in  e s t im a te s  of th e  var iance  
from th e  d 2y / d x 2 =  —2c t e rm .  F ig u re  2-4 show s us q u a d ra t ic  spline a p p ro x im a t io n  for 
two t r a i t s ,  ALB an d  Hb. In bo th  cases th ree  d iffe ren t q u a d ra t ic  splines were fi t ted . T h e  
M L E  and tw o  po in ts  e q u id is ta n t  from it - 0.01, 0 .05 and 0.1 -  were used to  fit th e  spline. 
C are  has to  be taken  in te rp re t in g  any results  as th e  scales on th e  log-likelihood axes  are  
differed t.
T h e  coefficients for each of the  th ree  spline f i t t ings  are  given in T able  2.9. We are  
in te res ted  in th e  c coefficient and  can see th a t  th e  ALB c coefficient is la rger  th a n  th e  Hb; 
th is  co r re sp o n d s  to  a  sm alle r  s t a n d a r d  e rro r .  In bo th  cases, th e  e s t im a te  of c increases  
as the  range  increases. As, we are  in te res ted  only in a local a p p ro x im a t io n  for th e  curves  
we p ropose  to  use th e  sm alle s t  range, which co r re sp o n d s  to  th e  q u a d ra t ic  fitting using th e  
M LE and  tw o  p o in ts  0.01 e q u id is ta n t .  T able  2.10 gives the  coefficients ob ta in ed  for the
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Figure 2-4: Q U A D R A T I C  SPLINES:  Three quadratic splines are shown for the two allele traits
ALB and Hb. The splines use the MLE and two points equidistant: ± 0 .0 1 ,  ± 0 . 0 5  and ± 0 . 1 .  
The exact log-likelihood curves are shown for comparison.
Q u a d r a t i c  C o e f f i c i e n t s
R a n g e
A L B  C o e f f i c i e n t s Hb C o e f f i c i e n t s
a b c a b c
0 . 0 2 -51.24 9.77 -43.03 -30.18 18.74 -13.50
0 . 1 0 -51.36 11.31 -47.12 -30.48 19.65 -14.18
0 . 2 0 -52.25 22.71 -78.44 -30.55 19.93 -14.44
Table 2.9: Q u a d r a t i c  S p l i n e  C o e f f i c i e n t s : The coefficients for quadratic fitting of
the log-likelihood curves are given for traits ALB and Hb. Three different quadratic spline 
fitting approximations are used. Each spline uses the MLE and two points equidistant. The  
two additional points are ± 0 .0 1 .  ± 0 .0 5  and ± 0 . 1 0  respectively.
spline fitted using th ree  points, the  M L E  and  M L E  ± 0 .0 1 .  for each of the  tw o allele tra i ts .  
I he subsequent s ta n d a rd  erro r  e s t im a te  is also shown.
Results
The es t im a te s  of the  s ta n d a rd  erro r  seem large for all the  t ra i ts  with th e  smallest being
0.0876 for t r a i t s  CA1 and BF and th e  largest being 0.1993 for PEPB. If we com pare  
these  e s t im a te s  w ith  the  likelihood curves  in F igure  2-2 we see th a t  the  sm aller  erro rs  are 
associa ted  with th e  curves which are  m ost  skewed and the  larger errors, Hb and  PEPB. are 
th e  m ost  sym m etr ic ,  which makes sense in view of the  variance behaviour of  th e  Binom ial  
d is t r ibu tion .
O b ta in in g  these e s t im a te s  of the  s t a n d a r d  e rro r  allows us to  check the  95% ( Is ob ta ined  
in Table  2.3. By multiplying the  e s t im a te s  of the  s ta n d a rd  error shown in T able  2.10 by 
1.96 we get 95%. C ls  in the  region of app ro x im ate ly  ± 0 .3 .  These are  s im ilar to  the  values 
go t using the  d ro p  of ~  2  on the loglikelihood scale, but w hereas th a t  m ethod  takes  account 
of the  skewness of  the d is tr ibu tion , th is  m ethod  takes  no account of the  skewness of  the
Ryan Cheal (1997)  MCMC Techniques for Pedigree Analysis Ph.D.  Thesis .  Bath
2 A  P eeling  E M  A lg o r ith m 7 0
E r r o r  E s t i m a t e s  f o r  Q u a d r a t i c  S p l i n e
S p l i n e  C o e f f i c i e n t s S t . E r r o r  E s t
T r a i t a b c U - l / 2  c
A LB -51.24 9.77 -43.00 0.1078
B F -77.98 115.87 -65.22 0.0876
C A 1 -67.49 115.87 -65.17 0.0876
F U C a -53.48 53.68 -31.13 0.1267
G P I -44.43 52.56 -30.34 0.1283
Hb -30.18 18.74 -13.50 0.1924
M P I -53.15 40.09 -25.06 0.1413
P E P B -35.43 16.17 -12.59 0.1993
P E P D -53.50 43.84 -28.58 0.1323
P G M 1 -71.51 39.70 -24.69 0.1423
Table 2.10: E r r o r  E s t i m a t e s  f o r  t h e  T w o  A l l e l e  T r a i t s : Coefficients of the
quadratic spline fitting using the MLE and two points ± 0 .0 1  either side are shown for each of 
the two allele traits. Subsequent estimates of the standard error are also shown.
d is tr ib u t io n  and r e tu rn s  s y m m e tr ic  CIs.
In §4.3, we develop  m e th o d s  t h a t  enab le  us to  o b ta in  e s t im a te s  o f  u n ce r ta in ty .  T h e  
u n c e r ta in ty  e s t im a te s  a re  re la ted  to  th e  m arg ina l  po s te r io r  m ean s  m ak in g  com parison  
tricky. However, we find t h a t  th is  spline m e th o d  a p p e a rs  to  do  well in o b ta in in g  e s t im a te s  
of s ta n d a rd  errors.
2.6 C onclusions
The EM Method
It is vital th a t  for a n c e s t ra l  inference we o b ta in  the  co r rec t  allele frequencies of  the  
founders ,  as it is th e ir  genes an d  th e i r  genes only which m ake  up  th e  gene pool. We 
can then  co m p are  fo u nd ing  and  c u r re n t  po p u la t io n  frequencies  to  d ra w  inferences as to  
the  effect of the  loss o f  ra re  alleles in th e  pop u la t io n .
T h e  E M  a lgo ri thm  o u t l in ed  in §2.3 provides us with  a c c u ra te  e s t im a te s  of the  M L E s of 
the  found ing  allele frequencies . T h e  m ain  ad v a n ta g e  is its speed . I t  o b ta in s  accu racy  th a t  
would be lengthy and  labo r ious  to  o b ta in  by ru n n in g  th e  peeling a lg o r i th m  over a  grid of 
po in ts  on the  sam ple  space . W e notice  t h a t  a f te r  its  first EM  i te ra t io n ,  w here th e  process 
a p p e a rs  to  be affected by its s t a r t in g  frequencies , th e  i te ra t io n  p rocess  then  a p p e a r s  to  
move linearly to  the  M L E s.  P lo ts  o f  th e  peeling EM i te ra t io n s  a re  shown in F ig u re  3-
1 . T h e  m ethod  could be fu r th e r  im proved  by using som e kind of pro jec tion  m e th o d  to  
speed convergence. It would p ro je c t  fo rw ard  along  th e  s t r a ig h t  line p ro p o r t io n a l  to  the  
size of  th e  ju m p  of th e  p rev ious  i te ra t io n  and then  use th is  new position  from which to  
run th e  next EM  i te ra t io n .  T h e  m e th o d  is an t search an d  w orks well when the  
log-likelihoods are  concave , as show n by all the  t r a i t s  in th is  c h a p te r ,  b u t  if th e  likelihood 
is m ore  com plica ted  then  th e  a lgo r i th m  m igh t get s tuck  in a local m a x im u m . T h is  needs 
to  be checked by ru n n in g  th e  E M  a lg o r i th m  several t im es from d ifferent s t a r t in g  poin ts
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which shou ld  pick up  any  m u lt i -m o d a l i ty  unless we a re  u n fo r tu n a te  w ith  th e  choice of 
s t a r t in g  frequencies .
The Three Interesting Founders
M ak in g  inferences a b o u t  th e  th re e  in te re s t in g  fo u n d e rs  is very difficult due  to  th e  large 
95% C ts  a ro u n d  th e  M L E s  for th e  found ing  allele frequencies , in o rde r  to  m ake  any  
inference we h av e  to  look w h e th e r  any  p a r t ic u la r  ind iv idua l  re p ea ted ly  s ta n d s  o u t  w ith  
unusua l  frequencies .
T h e  ind iv id u a l  which show s a  large d isc repancy  in i ts  allele p ro p o r t io n s  is n o t  one of  th e  
known d o m es t ica l ly  linked horses b u t  ‘231, th e  P rzew alsk i  horse  from  a  different location . 
C onclusions on th i s  ind iv idua l are  te m p e re d  by th e  fac t  t h a t  for nine o f  th e  loci th e re  is 
no in fo rm a tio n  for  her  an d  t h a t  she  is th e  only horse  in her  g ro u p ,  b u t  of the  rem ain ing  
th ree  th e  re su l ts  d is t ingu ish  th is  horse  from th e  rem a in in g  g roups .  C onsequen tly ,  it  would 
a p p e a r  t h a t  th e  geograph ica l  location  has  a  la rger  effect on allele frequencies th a n  th e  
dom estic  horses .
It is unwise to  select on th e  g ro u n d s  of a n c e s t ry  as th e  an im a ls  are  so t igh t ly  bonded . 
T h is  ana lys is  h a s  found no real differences in th e  allele frequencies  betw een th e  founder  
g ro u p s  w ith  d o m e s t ic  a n c e s t ry  and  Przew alski horses. T h is  sugges ts  a  degree of in te r ­
breeding  be tw een  th e  species in th e  wild p o p u la t io n .
Management Issues
T h e  d ifferent b reed in g  p ro g ra m s  in th e  US and E u ro p e  a re  known as th e  genotyp ic  and 
phenoty p ic  a p p ro a c h e s  respectively. T h e  aim of b o th  is to  p reserve  genetic  d iversity  and 
th e  t ru e  n a tu ra l  id en t i ty  of  th e  species. T h e  US p ro g ra m  does  th is  by t ry in g  to  preserve 
the  original gene  pool, w hereas  th e  E u ro p e a n  p ro g ra m  involves a  form of mild selective 
breeding.
M a th e m a t ic a l  g ene tic is ts  in p a r t ic u la r  a re  very pessim istic  a b o u t  any sys tem  th a t  
a u g m e n ts  th e  a l r e a d y  high degree  of  hu m an  selection a n d  th e  selection t h a t  occurs  when 
the  popu la t io n  l im it a t  a b reed ing  in s t i tu t io n  is reached . Selection m ay  have th e  desired 
effect on one gene  b u t  has  an unknow n effect on th e  res t  of th e  genom e and m ay cause  
the  loss of ra re  orig inal genes.
T h is  is ind ica ted  in th e  resu lts  of th e  found ing  and  c u r re n t  po p u la t io n  allele frequencies. 
C are  has to  be ta k e n  in in te rp re t in g  the  results ,  as th e  c u r r e n t  allele frequencies do  no t 
com e from an in d e p e n d e n t  sam ple ,  however th e  genera l t ren d  a p p e a r s  to  be th e  loss of 
the  rare r  alleles in th e  c u r re n t  p opu la t ion ,  so m e t im e s  by q u i te  a  large p ro p o r t io n .  T h is  
could m ean  th e  loss of these  alleles with unknow n consequences.
T h ese  fac ts  seem s to  suggest  t h a t  th e re  is a  high degree  of  varia tion  in the  allele 
frequencies of th e  founders  which is p robab ly  d u e  to  a  la rge  a m o u n t  of in te rb reed in g  
between P rzew alsk i and  dom estic  horses on th e  M ongolian  plains. It there fo re  seem s 
futile to  have m a n a g e m e n t  p ro g ram s  th a t  are  essen tia lly  t ry in g  to  e rad ica te  th e  dom estic
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genes o u t  of th e  p o p u la t io n .  In t ry in g  to  d o  th is ,  u n k n o w n  d a m a g e  to  th e  gen o m e is ta k in g  
place.
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C hapter 3
A Gibbs EM Algorithm
Life is a gamble at terrible odds -  
if it was a bet, you wouldn't take it. 
( T o m  S to p p a r d )
3.1 In trodu ction
In th e  prev ious c h a p te r  we in tro d u ced  an E M  a lg o r i th m  and showed t h a t  it is an  efficient 
way o f finding th e  M L E s  of th e  allele frequencies of  th e  fo u nd ing  p o p u la t io n .  T h is  allows 
us to  m ake  various inferences on in te re s t in g  a sp e c ts  of  th e  p o p u la t io n  a n d  its  m a n a g e m e n t .  
However, d u e  to  th e  c o m p u ta t io n a l  com plex ity  of th e  peeling a lg o r i th m , which was used 
in th e  e s t im a t io n  s tep ,  th e  p ro ced u re  was carried  o u t  only on th e  tw o  and th re e  allele 
t r a i t s .  In §1.14, we o u t l ined  th e  way in which M C M C  m e th o d s  can be used in pedigree 
ana lys is  to  s im u la te  from  th e  p o s te r io r  d is t r ib u t io n  of  in te re s t .  T h e  m e th o d  worked by 
using a  M R F  defined on th e  close re la t ions  in th e  pedigree of  an ind iv idua l .
W e now propose  to  replace th e  peeling a lgo r i th m  in th e  e s t im a t io n  s te p  o f  th e  EM  
a lg o r i th m  with th e  G ib b s  S am p le r .  G u o  and T h o m p so n  (1994) use a  G ib b s  E M  a lgo ri thm  
to  e s t im a te  p a ra m e te rs  of  a tw o  allele mixed model which is one  w ith  added  genetic  effects 
and  a  v ec to r  of e rro r  effects. T h e  a u th o r s  no te  that, th e  e s t im a te  of  th e  A  allele frequency 
is s im ply  th e  expec ted  p ro p o r t io n  of ,4 alleles in th e  founders .
Peeling provides th e  exact, answ er  b u t  th e  G ib b s  S am p le r  p rov ides  an e s t im a te  which 
should  converge to  the  e x a c t  answ er and  has th e  ad v a n ta g e  of  being readily  generalised to  
m ore  th a n  th ree  alleles when peeling becom es infeasible.
T h e re  are  however p ro b lem s when using a M C M C  m eth o d  in ped igree  analysis .
Irreducibility of the MCMC Algorithm
T h e  irreducib ili ty  c r i te r ion , which is needed to  m ake th e  M arkov  C h a in  converge  to  the  
pos te r io r ,  does  not hold for multi-allelic t ra i t s .  However, in §1.14.2 we gave a  schem e for 
sam p lin g  from th e  w rong  model by giving each of th e  zero tran sm iss io n  probab il i t ies  a
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sm all positive p robab ili ty ,  7 .
. . .  ,T{i .k , i h , i m k ) for r  >  0 ,
T 4 i k , i h , i m k ) = \  (3.1)
7  for r  =  0  an d  7  >  0
T h is  model can p ro d u ce  inconsistencies -  co n f ig u ra t io n s  t h a t  b reak  th e  M endelian  
laws o f in h e r i ta n c e  -  b u t  any  such configura t ions  a re  re jec ted . T h e  resu lt ing  model is 
i rreducible  and  has  a  s t a t io n a ry  d is t r ib u t io n  p ro p o r t io n a l  to  th e  co r rec t  model. T h is  
leaves us to  choose th e  p a r a m e te r  7  to  con tro l  th e  re jec tion  ra te ,  which affects no t  only 
th e  run t im e  of th e  s im u la t ion  b u t  also th e  serial co r re la t io n  of  th e  rea lisa tions.
Gilks e t  al. (1993) w orries a b o u t  p roduc ing  inconsis tenc ies  to o  often to  be of prac tica l 
use in a  large ped ig ree  an d  th is  will be exam ined  in §3.4 w ith  th e  use of  vary ing  re laxa tion  
p a ra m e te rs .
Rejection Sampling
Gilks e t  al. (1993) also d o u b ts  th e  ability  of re jec tion  sam p lin g  to  en su re  visits  to  all 
irreducible  su b se ts  in th e  space  of genotypic  c o n f ig u ra t io n s  on a  la rge  pedigree. We propose  
to  check the  G ib b s  resu lts  w ith  th e  M L E s t h a t  a re  available  from  th e  peeling process for 
the  tw o  and th re e  allele t r a i t s .  We inves t iga te  th e  ac c u ra cy  of th e  s im u la te d  G ibbs  results  
for d ifferent 7  by c o m p a r in g  th em  w ith  the  a c c u ra te  peeling a lg o r i th m  resu lts  for th e  th ree  
allele t r a i t s  before t ry in g  th e  G ibbs  EM  m e th o d  on th e  h igher allele t r a i t s  for which we 
have 1 1 0  ex a c t  answ ers .
Multi-Modality
W hen ex am in in g  th e  four and higher allele t r a i t s  it is im possib le  to  use th e  peeling algo­
r i thm  to  ob ta in  th e  likelihood su rface  and check th e  resu lts .  In p a r t ic u la r ,  if the  surface  
is m u lt i-m oda l ,  then  we have  to  check t h a t  the  E M  process  does  n o t  s tick  a t  a  local m a x ­
im um . We will use m ult ip le  s t a r t in g  po in ts  for 7T] and  7r2 to  give us g re a te r  confidence in 
th e  un im odal  a s su m p t io n  of th e  likelihood surface.
Chain Mixing
As the  d im ension  of th e  sam p le  space  increases then  it m ay  ta k e  as tro n o m ica l  sam ple  
sizes to  ge t good e s t im a te s .  We shall use a s im ple  G ib b s  S am p le r  and  inves t iga te  the  
convergence  of th e  a lg o r i th m  using different n u m b e rs  o f  G ib b s  sweeps.
3.2 T h e T w o A lle le  Traits
We im p lem en t  th e  G ib b s  E M  a lgo ri thm  on th e  tw o allele t r a i t s .  W e have shown in §1.14.2 
th a t  not all tw o allele t r a i t s  have to  be irreducible , so  to  g u a ra n te e  convergence of the  
M arkov  C hain  s im u la t ion  we use a re laxation  p a ra m e te r .  T h e  only effect is to  lengthen the
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run  t im e  of th e  s im u la tion  due  to  re jec t ing  any  con figu ra t ion  in co ns is ten t  w ith  M endelian  
in he r i tan ce .
T h e  p ro ced u re  is to  s t a r t  w ith  a r b i t r a r y  allele frequencies  and  o b ta in  an  in it ia l  con ­
f igura t ion  co n s is ten t  w ith  observed d a t a  a n d  th e  allele frequencies . W e then  run  a  G ibbs  
S am p le r  on th e  fo u n d ers  of th e  pedigree  for a  ce r ta in  n u m b e r  of sweeps. A f te r  th is  has  
finished we have t h a t  n u m b e r  of g e n o ty p e  rea l isa t ions  for every  founder .  We th en  pe rfo rm  
th e  m ax im isa t io n  p ro ced u re  using a  s im ple  gene c o u n t  on all th e  rea l isa t ions  to  ob ta in  
th e  new e s t im a te s  of th e  allele frequencies . T h is  gives us o u r  first E M  i te ra t io n .  W e then  
re p e a t  th is  p ro ced u re  for however m a n y  i te ra t io n s  we deem necessary. In o rd e r  for th e  
s a m p le r  to  ge t  close to  th e  s t a t io n a ry  d is t r ib u t io n  from  which we wish to  sa m p le  a n d  give 
good  e s t im a te s ,  we shou ld  d is regard  a  ce r ta in  n u m b e r  o f  in itia l E M  i te ra t io n s .
For reasons o u tl ined  in §3.5 we use 10,000 G ib b s  sweeps per  E M  i te ra t io n .  W e use 
a  re laxa tion  p a r a m e te r  of  0.005 for all of th e  tw o  allele t r a i t s  excep t  for MPI an d  PEPD  
w here  a  p a r a m e te r  of  0.0005 is used. T h is  is because  of an u n a c c e p tab ly  high rejec tion  
r a te  g iv ing rise to  im p rac t ica l  run  t im es  an d  will be exp la ined  and  in v es t ig a ted  in §3.4. 
We a d o p t  G e y e r ’s suggestion  of a  5% b u rn  in per iod , so a f te r  a  burn  in period of 50 E M  
i te ra t io n s ,  we perfo rm  1000 E M  i te ra t io n s .  T h e  s t a r t in g  frequencies used to  initia lise  th e  
a lg o r i th m  in each case a re  (0.5, 0.5).
Results
T h e  e s t im a te s  of  th e  M L E s  of the  ra re r  fo u nd ing  allele frequencies a re  given in T ab le  3.1. 
T h e  e x a c t  M L E s  of th e  r a re r  found ing  allele frequencies  which we o b ta in ed  from th e  peeling 
tech n iq u e  are  also shown for co m par ison .
C o m p a r i s o n  o f  t h e  M L E s  o f  t h e  R a r e r  A l l e l e  
U s i n g  E x a c t  a n d  S i m u l a t e d  R e s u l t s
T r a i t
ALB B F C A 1 F U C a G P I
E x a c t 0.1131 0.1066 0.1094 0.1341 0.1298
G i b b s  E s t 0.1132 0.1078 0.1086 0.1342 0.1305
R u n  T i m e  
( S e c s ) 48,566 59,012 67,078 104,599 40,542
T r a i t
Hb M P I P E P B P E P D P G M 1
E x a c t 0.3062 0.1977 0.3574 0.2264 0.1947
G i b b s  E s t 0.3059 0.1980 0.3567 0.2264 0.1927
R u n  T i m e  
( S e c s ) 43,717 35,979 43,178 58,375 41,664
Table 3.1: M L E s  f o r  t h e  R a r e r  A l l e l e  o f  t h e  T w o  A l l e l e  T r a i t s :  The table
displays estimates of the MLEs of the rarest allele frequency derived from 1000 Gibbs EM 
iterations of 10,000 Gibbs sweeps per iteration. The starting frequencies used to initialise 
the algorithm in each case are (0.5, 0.5). The exact values for the MLEs of the rarer allele 
frequency obtained from the decimal search using the peeling algorithm in §2.2.1 are shown 
for reference in the top row. The run time is given in seconds.
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Comparison Between Peeling and Gibbs
T h e  M L E s  o b ta in ed  v ia  th e  G ib b s  S am p le r  do  very well when c o m p a re d  to  th e  ex ac t  
n um bers .  M o s t  of th e  e s t im a te s  are  co r rec t  to  th re e  decim al places.
Computational Time
In §2.2, we initially  o b ta in e d  th e  M L E s  by finding th e  likelihood by ru n n in g  th e  peeling 
process for a  n u m b er  of  p o in ts  covering th e  sam ple  space. To ge t th e  likelihood g ra p h s  in 
F ig u re  2-2 we used 20 p o in ts  which took  a p p ro x im a te ly  five seconds  pe r  po in t .  To g e t  our  
p re d e te rm in ed  accu racy  of four decim al p laces we would have to  run  th e  peeling p ro g ram  
1 0 0 0  t im es  tak in g  a p p ro x im a te ly  one an d  a  ha lf  hours.
We th e n  in tro d u ced  an  E M  a lgo r i th m  which used 10 i te ra t io n s  to  g e t  a  s im ilar  degree  of 
accu racy  an d  took  a p p ro x im a te ly  20 m in u te s  to  ob ta in  th e  ex ac t  M L E s  given in T ab le  3.1.
Using o u r  G ibbs  E M  a lg o r i th m , th e  e s t im a te s  ta k e  a p p ro x im a te ly  12 hou rs  which 
is considerab ly  longer th a n  th e  peeling resu lts  b u t  th e  m e th o d  allows us a  g r e a t  deal 
of flexibility. We can a d ju s t  several p a ra m e te r s  -  the  n u m b e r  of  G ib b s  sweeps pe r  E M  
i te ra t io n ,  th e  n u m b er  of  i t e ra t io n s  a n d  th e  re laxa tion  p a ra m e te r  -  all o f  which affect th e  
efficiency of th e  a lg o r i th m , b u t  m o s t  im p o r t a n t  o f  all is t h a t  the  G ib b s  E M  a lg o r i th m  can 
be easily generalised to  h igher  d im ensions.
3.3 T he T hree A lle le  Traits
In th is  section  as well as  using th e  G ib b s  E M  a lgo r i th m  to  o b ta in  e s t im a te s  of th e  M L E s  for 
th e  th re e  allele t r a i t s ,  we also in v es t iga te  m u lt i -m o d a l i ty  and how th e  n u m b e r  of sweeps 
per i te ra t io n  affects th e  accu racy  of th e  G ib b s  E M  when co m p a re d  to  th e  peeling EM  
a lgo r i thm .
3.3.1 C71
We im p lem en t  the  G ib b s  E M  a lg o r i th m  on th e  th ree  allele t r a i t  C71. To  g e t  in fo rm ation  
on how a c cu ra te  th e  G ib b s  sam p le s  are , we only do a small n u m b e r  of E M  i te ra t io n s  
from m ultip le  s t a r t in g  frequencies  covering th e  sam ple  space  and  c o m p a re  th e  resu lt ing  
e s t im a te s  with th e  e x ac t  peeling answ er  for th e  sam e  n u m b er  of  E M  i te ra t io n s  from  the  
sam e  s t a r t in g  frequencies.
T h e  G ibbs  EM  a lg o r i th m  was run for 10 E M  i te ra t ions .  As we are  dealing  with 
frequencies , for any multi-allele t r a i t  they  m u s t  sum  to  unity, so in p rac t ice ,  we have only 
two variable  allele frequency  p a ra m e te r s  as  the  th ird  frequency is fixed by th e  first two. 
To c o u n te r  the  d a n g e r  of m u lt i -m o d a l i ty ,  six d ifferent s t a r t in g  allele frequencies  were used: 
(0 .0 2 ,0 .0 2 ), (0 .02,0.49), (0 .02.0 .96), (0 .49,0 .49), (0.96.0.02) and  (0 .49,0 .02). For reasons 
outlined  in §3.4, all the  s im u la t io n s  use a  re laxa tion  p a ra m e te r  o f  0.005 which gives rise 
to  a rejection ra te  of a p p ro x im a te ly  75%.
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In o rde r  to  assess th e  G ibbs  Sam pler six different num bers  of G ibbs  sweeps 1 0 0 . 250, 
500, 1000, 5000 and 10,000 were used per E M  i te ra t ion .  Genera lly  th e  length of run  t im e  
per i te ra t ion  ranged from approx im ate ly  five seconds for 1 0 0  sweeps, th rough  to  a b o u t  one 
m in u te  for 10.000 sweeps. However, ge t t in g  th e  first i te ra t ion  can tak e  longer because th e  
a lgo ri thm  s truggles  to  find consis ten t configura tions  when the  initial frequencies are  highly 
weighted in favour of  one of the  alleles, for exam ple  (0.96, 0.02, 0.02).
Figure 3-1 (a) gives th e  results  for 100, 250 and  500 G ibbs  sweeps per EM  ite ra t ion  and 
F igure  3 -1(b) gives th e  results  for 1000, 5000 an d  10,000 G ibbs sweeps per EM  i te ra t ion .  
T h e  result a f ter  each ite ra t ion  is denoted  by a  d o t  and th e  G ibbs  EM  i te ra t ions  are joined 
bv dashed  lines. For com parison , we also show th e  exac t  results  ob ta ined  by runn ing  10 
peeling E M  i te ra t ions  from each of th e  six s t a r t in g  frequencies where we use the  peeling 
algori thm  in the  es t im a tion  step . T h e  peeling E M  ite ra t io n s  are  joined with a. solid line. 
T h e  six different spu rs  for th e  s ta r t in g  locations are  labelled 1 6  on F igure  3 - 1 (a). T h e
figures a re  bounded  by the  x + y = 1 line shown in the  d iag ram s  due  to  th e  unity condition  
of th e  allele frequencies. T h e  grey lines are  used for reference only.
Figure 3-1: C O N V E R G E N C E  P L O T S  F O R  T r a i t  C 7 1 :  This figure compares 10 iterations
of the exact peeling EM algorithm and estim ates using various numbers o f  sweeps of  the Gibbs 
Sampler per EM iteration. Six separate starting locations which are numbered 1 - 6  are used 
to pick up on any multi-modality of the likelihood surface. Convergence is evident. The grey 
lines are used for reference only.
In F igu re  3-2 each num bered  g raph  co rresponds  to  th e  num bered  sp u r  of F igure 3-1. 
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Figure 3 - 2 :  C L O S E  I ’ P C O N V E R G E N C E  P L O T S :  This figure shows six close up plots of
each of  the numbered spurs from Figure 3 - l ( a ) .  Note that the plots are not on the same scale.
Comparison with Peeling
T h e  s im ula ted  G ibbs  EM  ite ra t ions  a p p e a r  to  perform  very well. For th e  larger num bers  
of  G ibbs  sweeps per EM itera tion  shown in F igure  3 - 1 (b), th e  lines for th e  peeling are  
ind is tinguishable  from th e  lines for 5.000 and 1 0 . 0 0 0  G ibbs  sweeps per EM  ite ra t ion . Only 
when th e  num ber  of sweeps per i te ra t io n  is d ropped  to  1 0 0 0  do the  s im u la ted  lines begin 
to  dev ia te  from the  exact. T he  t rend  is continued  in F igure  3 - l ( a ) .  F u r th e r  reduc tions in 
the  num ber  of  G ibbs sweeps make the  lines m ore e r ra t ic  and a good e x am p le  is shown in 
F igure  3-2(1), where the  line of 100 sweeps swings e i ther  side of the  e x ac t  line. However, 
even 1 0 0  sweeps is enough ten ta t ive ly  to  suggest t h a t  there  is a single point o f  convergence.
Convergence
Since the  sim ula ted  answers closely follow the  exact answers, th e  G ib b s  EM  a lgorithm  
converges to  the  M LE (0.26X7.0.4510) which we ob ta ined  from the  peeling EM  algorithm  
in Table  2.2. Even for small num bers  of  sweeps, th e  G ibbs  EM algorit hm does converge to
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ap p ro x im a te ly  th e  co r rec t  place, it is only when th e  p rocess  a p p ro a c h e s  th e  M L E  t h a t  it 
does  n o t  m ake  much fu r th e r  p rogress  as th e  sam p le r  is affected  by th e  ra n d o m  s im ula t ions  
t h a t  are  p roduced .  T h is  can be seen in F ig u re s  3-2(2) a n d  3-2(4) which are  th e  two 
g ra p h s  on a different scale  d u e  to  th e  s t a r t in g  frequencies  be ing  close to  th e  M L E . T h is  
suggests  t h a t  for efficient c o m p u ta t io n  pu rp o ses  we can in itia lly  r a t t l e  th ro u g h  several E M  
ite ra t io n s  w ith  sm all  n u m b e rs  of G ib b s  sweeps per  i te ra t io n  and  th e n  increase  th e  n u m b e r  
of sweeps per  i te ra t io n  as we app roach  th e  M L E  to  o b ta in  accuracy .
T h e  convergence of  th e  a lg o r i th m  is rap id .  To o b ta in  th e  M L E s  of th e  found ing  allele 
frequencies using the  peeling E M  m e th o d  in §2.3.2, we used th e  c u r r e n t  p o p u la t io n  esti­
m a te s ,  which p rovided  goo d  initial e s t im a te s .  A f te r  10 E M  i te ra t io n s  we were typically  
w ith in  1 -2%  of th e  M L E s  for t r a i t  C71. T h is  t im e  we a re  d e l ib e ra te ly  choosing allele 
frequencies t h a t  are  fa r  aw ay  from  th e  M L E s  to  te s t  th e  G ib b s  E M  a lg o r i th m  and  conse­
quently , a f te r  10 E M  i te ra t io n s  we are  n o t  as nea r  to  th e  M L E s .  However, we are  typically  
w ith in  a p p ro x im a te ly  10% of th e  M L E  a f te r  10 i te ra t io n s  and  by ru n n in g  for a  few m ore 
i te ra t io n s  we would converge  to  th e  M L E s.
In th is  section we have  used a  loose definition of convergence. S t r ic t  convergence as 
fa r  as M C M C  a lg o r i th m s  a re  concerned could be o b ta in ed  by th e  m e th o d  if th e  n u m b er  
of M C M C  sweeps increased  in som e way as we ap p ro ach ed  th e  M L E . P rac t ica l ly  thou g h  
we have found t h a t  1 0 0 , 0 0 0  is enough .
Time Saving
In o rd e r  to  p e rsu ad e  th e  peeling E M  to  work for th e  th re e  allele t r a i t s ,  we needed to  break 
down the  13 founders  in to  th re e  g ro u p s  and run all th re e  b a tc h e s  to  g e t  one E M  i te ra t ion .  
T h is  regime takes  a p p ro x im a te ly  10 m in u te s  per i te ra t io n  on a  Sun  Server  1000 and so a  
run of 10 i te ra t io n s  would ta k e  a p p ro x im a te ly  100 m inu tes .  R u n n in g  th e  G ib b s  EM  using 
a  re laxa tion  p a ra m e te r  o f  0.005, 10 i te ra t io n s  of 1000 G ib b s  sw eeps tak es  ap p ro x im a te ly  
40 m in u tes  in to ta l .  So, unlike the  tw o allele t ra i t s ,  we can now see t h a t  th e  G ibbs  EM  
a lgo ri thm  offers a c o m p u ta t io n a l  sav ing  over th e  peeling E M  a lg o r i th m .
Conclusions
For the  two allele t r a i t s  we saw  t h a t  the  G ib b s  S am p le r  achieves good  e s t im a te s  of  the  
allele frequencies and th is  is shown again  here. H aving  checked for m u lt i-m oda li ty ,  we find 
t h a t  th e  s im ula ted  G ib b s  E M  e s t im a te s  closely follow th e  ex ac t  values from th e  peeling 
a lgo r i thm  and so will converge  to  th e  M L E s if th e  s am p lin g  is run for long enough and 
th e  n u m b e r  of sweeps is increased as we app ro ach  th e  M L E s.  T h e  G ib b s  E M  algori thm  
is co m p u ta t io n a l ly  efficient and  works even for e x trem e ly  low n u m b e rs  of G ib b s  sweeps. 
T h is  is due  to  the  m ax im isa t io n  s te p  which by gene co u n t in g  effectively averages  all the  
rea lisa tions from the  G ib b s  S am p le r  and so sm o o th e s  o u t  th e  effect of unusua l  rea lisa tions 
t h a t  th e  sam pling  process m igh t  p roduce .
Consequently , th e  a lg o r i th m  is rapid . To check for m u l t i -m o d a l i ty  only  small num bers  
of sweeps are needed for a sm all nu m b er  of EM  i te ra t io n s  to  su g g e s t  convergence  to  a single
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point.  Any increase in c o m p u te r  t im e  would be b e t te r  sp e n t  in increasing the  num ber  of 
initial frequencies to  im prove confidence in th e  un im odal  assum ption  of the  likelihood 
surface. To o b ta in  a c c u ra te  es t im a tes  of the  M L E s we then  have to  increase the  num ber  
of G ibbs sweeps per i te ra t ion  a fter  th e  process s t a r t s  sam pling  from th e  m arginal posterior  
of interest .
3 . 3 . 2  C 7 2
T h e  results  for th e  G ibbs  EM  a lgorithm  for t r a i t  C72 using th e  sam e regime as for the  C71 
t r a i t  in th e  previous section are  shown in F igure  3-3. T h ey  show sim ilar results  to  those  
for the  C71 t r a i t .  T h e  G ibbs  EM sim ula tions again follow the  peeling EM  exac t  answers, 
which indica tes  convergence to  the  M L E  o b ta ined  from Table  2.2. T h e  lines again become 
increasingly e rra t ic  as th e  n um ber  of sweeps d rops  b u t  for 1 0 0 0  sweeps per i te ra tion  we 
are  still w ith in  app ro x im a te ly  10% of the  M L E  af te r  only 10 EM  itera t ions .
A l  A l l e l e  F r e q u e n c y  A l  A l l e l e  F r e q u e n c y
Figure 3-3: CONVERGENCE PLOTS FOR ( 72: This figure compares 10 iterations of  the
exact peeling EM algorithm and an estim ate using various numbers of  sweeps of  the Gibbs 
Sampler per EM iteration. Six separate starting locations are used to  pick up on any multi­
modality of  the likelihood surface. Convergence to the MLE is evident. The grey lines are 
used for reference only.
3 . 3 . 3  P a
T he  results  for th e  G ibbs  EM  algorithm  for t r a i t  Pa are  shown in F igure 3-4. We have 
used the  sam e  p a ra m e te rs  as for the  o th e r  th ree  allele t ra i ts ,  however, for this t ra i t ,  it 
takes  ap p rox im ate ly  twice as long as the  o th e r  two th ree  allele t r a i t s  to  get each G ibbs  
EM ite ra t ion , because of a higher rejection rate. Again we have convergence to  the  M L E  
and the  sam e ch a rac te r is t ic s  as m entioned for the  prev ious th ree  allele tra i ts .
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-  P eeling
100 Gibbs Sw eeps 
250  Gibbs Sw eeps  
“ 500  Gibbs Sw eeps
EM Iteration  
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10 ,000  Gibbs Sw eeps
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Figure 3-4: CONVERGENCE P lots eor Pa : This figure compares 10 iterations o f  the exact
peeling EM algorithm and an estimate using various numbers of  sweeps of the Gibbs Sampler 
per iteration. Six separate starting locations are used to pick up on any multi-modality of  the  
likelihood surface. Convergence to the MLE is evident. The grey lines are used for reference 
only.
3.4 R elaxation  Param eter
In th is  section vve investiga te  the  worries expressed by Gilks et al. (1993) a b o u t  w hether  
rejection sam pling  is o f  any practical use in a large pedigree. A lthough we do  no t have 
a. very large pedigree, only ‘244 individuals, we will la te r  consider a six allele t r a i t  which 
will p u t  similar s t ra in s  on the  rejection sam pling  m e thod .  T he effect of th e  re laxation 
p a ra m e te r  7  will be investiga ted  as it is th is  p a ra m e te r  which controls  the  rejection ra te  
and consequent ly the  run time. We can use th e  exact, answ ers  of th e  peeling E M  algorithm  
as a benchm ark  to  see th e  effect of different 7 .
3.4.1 Constant N um ber of EM Steps
The first, s tage  is to  investiga te  the  effect o f  7  for a small n um ber of G ibbs EM itera tions.  
Low 7  m eans t h a t  a f te r  we have found a feasible configuration  we accept nearly  every 
configuration  th a t  is genera ted . Higher 7  m eans  m ore  configura tions are  rejected and so 
accepted  configura tions are  less corre la ted .
P rim arily  in th is  section, we will be in terested  in the  d is tance  from the  exact peeling 
EM  es t im a te  a fter  10 i te ra t ions  for different 7 . However, registering how far away we 
are  from the  M L E  m igh t give addit iona l  in form ation  011 th e  num ber of G ibbs  sweeps for 
efficient co m p u ta t io n a l  purposes. F u r th e r  in fo rm ation  ab o u t  the  num ber  of G ibbs  sweeps 
per EM itera tion  required can be ob ta ined  by runn ing  the  a lgorithm  with different num bers  
of sweeps per i te ra tion .
T h e  G ibbs EM  algorithm  was run on t r a i t  C71. 10 EM ite ra t ions  with eight different 
7  p a ra m e te rs  are used from initial allele frequencies (0.02, 0.02). Two num bers  of G ibbs 
sweeps per i te ration  1 0 0 0  and 1 0 . 0 0 0  a re  used. T h e  C a r tes ian  d is tance  is used to
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m easu re  th e  accu racy  of th e  run of  10 E M  i te ra t io n s  in re la t ion  to  th e  M L E  a n d  th e  
answ er  for the  1 0 th peeling i te ra t io n .
Results
T h e  resu lts  o b ta in ed  from  th e  s im u la t io n s  using different 7  a re  show n  in T able  3.2. For 
each 7 , th e  co rresp o n d in g  to ta l  n u m b e r  of  sweeps, re jection  ra te ,  run  t im e , finishing allele 
frequencies  and  th e  tw o C a r te s ia n  d is tan ces  from  th e  M L E  (0.2687,0 .4510) an d  1 0 th peel­
ing s te p  (0.2601, 0.4063) a re  show n. T h e  to p  ha lf  of th e  tab le  gives th e  resu lts  using 1000 
G ib b s  sweeps per  E M  i te ra t io n  an d  th e  b o t to m  half gives th e  resu lts  for 10,000 G ib b s  
sweeps per  E M  i te ra t io n .  T h e  finishing allele frequency  for allele 1  a p p e a r s  to  be closer to  
i ts  M L E  of 0.2687 th a n  th e  allele 2 e s t im a te .  T h is  is because  we s t a r t e d  th e  process with 
in itia l frequencies of (0 .0 2 , 0 .0 2 ) an d  th e  allele 2  frequency  has  fu r th e r  to  go to  reach its 
M L E .
R e l a x a t i o n  P a r a m e t e r  E f f e c t
T h e  resu lts  shown in th e  tab le  in d ica te  t h a t  as 7  increases so does  th e  re jec tion  ra te .  C o n ­
sequently , th is  increases th e  to ta l  n u m b e r  o f  G ib b s  sweeps requ ired  as  m ore  configura t ions  
a re  g e n e ra ted  t h a t  break  th e  basic laws of in h e r i tan ce  and have to  be re jec ted , increasing  
th e  run tim e.
C o m p a r in g  sim ilar  re jection  ra te s  for b o th  n u m b e rs  of  G ib b s  sw eeps -  1000 and  10,000 
-  we can see a lm ost identical n um bers .  T h is  is w h a t  we would e x p e c t  as increasing  th e  
n u m b e r  of sweeps per i te ra t io n  shou ld  have  no effect on th e  re jec tion  ra te .
C o m p a r i n g  1 0 0 0  a n d  1 0 ,0 0 0  G ib b s  I t e r a t i o n s  p e r  S t e p
A tenfold  increase in the  n u m b e r  of G ib b s  sw eeps m eans  we would e x p e c t  a  sim ilar  increase 
in run t im e  and th is  is shown in th e  tab le .  T h e  resu lts  for th e  to ta l  n u m b e r  of  G ib b s  sweeps 
and  run tim e  for the  10,000 sw eeps per  E M  i te ra t io n  a re  a lm o s t  ex ac tly  ten  t im es  g re a te r  
th a n  th e  co rrespond ing  figures for th e  1000 sw eeps per EM  i te ra t io n .
C o m p a r in g  th e  values o b ta in ed  for th e  C a r te s ia n  d is ta n c e  from th e  M L E  for each run 
is inconclusive. Both  se ts  of n u m b e rs  a re  typ ica lly  a ro u n d  1 x 10- 2 . and  they  show no 
t ren d  as 7  varies.
T h e  1 0 t *1 peeling i te ra t io n  rep re sen ts  w here  we should  be a f te r  ru n n in g  the  G ib b s  EM  
a lgo r i th m  under th is  regime an d  so we would exp ec t  th e  C a r te s ia n  d is ta n c e  to  be sm aller  
as we have no t achieved convergence  to  th e  M L E  w ith  only 10 E M  i te ra t io n s .  T h is  is 
in d ica ted  in the  tab le  with typ ica l values for bo th  se ts  of figures of  1 x  10~2. For the  
la rger n u m b e r  of G ib b s  sweeps we would e x p e c t  M C M C  to  show g re a te r  convergence  to  
th e  t ru e  answ er as it will no t  be s u b je c t  to  a  g ro u p  of unusual s im u la t io n s  and th is  can 
be seen in the  table . T h e  d is tan ces  from th e  10,000 sweeps a re  slightly  sm aller  b u t  are  a 
lot less variable th an  the  co r re sp o n d in g  values for 1 0 0 0  sweeps.
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R e s u l t s  f r o m  10 E M  I t e r a t i o n s  U s i n g  
1000  G i b b s  S w e e p s  P e r  E M  I t e r a t i o n
R ej N o s C P U F i n i s h i n g D i s t a n c e D i s t a n c e  F r o m
7 R a t e O F T i m e A l l e l e F r o m  M L E 10 th P e e l i n g
( x l 0 ~ 2 ) (%) S w e e p s ( s e c ) F r e q s ( x l O - 2 ) It  ( x l O - 2 )
0.0005 0 . 1 0 1 0 , 0 1 0 46 0.2549, 0.4319 2.361 2.610
0 . 0 0 1 0 . 1 0 1 0 , 0 1 0 46 0.2414, 0.4096 4.959 1.899
0.005 1.17 10,118 46 0.2817, 0.3995 5.310 2.257
0 . 0 1 2 . 1 1 10,216 47 0.2590, 0.4081 4.397 0.215
0.05 13.73 11,591 56 0.2592, 0.4123 3.983 0.606
0 . 1 23.74 13,113 61 0.2649, 0.4040 4.715 0.532
0.5 75.36 40,588 194 0.2666, 0.3965 5.454 1.170
1 . 0 95.54 219,105 936 0.2570, 0.4147 3.817 0.892
R e s u l t s  f r o m 10 E M  I t e r a t i o n s  U s i n g
1 0 ,0 0 0  G i b b s  S w e e p s  P e r  E M  I t e r a t i o n
R ej N o s C P U F i n i s h i n g D i s t a n c e D i s t a n c e  F r o m
7 R a t e O F T i m e A l l e l e F r o m  M L E 10 th P e e l i n g
(x  1 0 - 2 ) (%) S w e e p s ( s e c ) F r e q s ( x l O - 2 ) It  ( x l O - 2 )
0.0005 0.15 100,148 473 0.2557, 0.4151 3.822 0.982
0 . 0 0 1 0 . 2 1 100,205 473 0.2618, 0.4059 4.564 0.171
0.005 1.19 101,209 473 0.2681, 0.3991 5.193 1.076
0 . 0 1 2.58 102,650 487 0.2563, 0.4186 3.473 1.283
0.05 11.87 113,490 512 0.2663, 0.4078 4.328 0.632
0 . 1 22.79 129,514 588 0.2547, 0.4125 4.094 0.822
0.5 75.50 408,045 2 0 0 2 0.2635, 0.4024 4.885 0.518
1 . 0 95.56 2,257,281 9603 0.2585, 0.4074 4.480 0.196
Table 3.2: E f f e c t  o f  t h e  R e l a x a t i o n  P a r a m e t e r :  The table displays information
about various relaxation parameters for trait C71. The top half of the table gives the results for 
10 EM iterations using 1000 Gibbs sweeps per iteration and the lower half gives the results for 
10 EM iterations using 10,000 Gibbs sweeps per iteration. In both cases initial allele frequencies 
(0.02, 0.02) are used. To provide a measure of accuracy the Cartesian distance is used as a 
measure of the accuracy of the finishing allele frequencies in relation to the MLE and from the 
10th peeling iteration.
W h en  considering  th e  accuracy  bv c o m p a r in g  th e  resu lts  to  th e  1 0 111 peeling i te ra t io n  
answ ers ,  th e re  a p p e a rs  to  be a  slight t r e n d  of increas ing  accu racy  with increasing  7 . T h is  
is reasonab le  as larger re laxa tion  p a ra m e te r s  g e n e ra te  s im u la t io n s  which have less serial 
co rre la t ion  and consequen tly  give m ore  a c c u ra te  answ ers .
3.4.2 Constant N u m b er of Gibbs Iterations
R u n n in g  th e  G ib b s  E M  process using a la rger  7  p a r a m e te r  incurs  a  longer run t im e . For 
this longer run t im e  we could have achieved m an y  m ore  E M  i te ra t io n s  using a  lower 7  
p a ra m e te r  and co n sequen tly  g o t  a  lot nea re r  to  th e  M L E .
In th is  section we p ropose  to  run th e  G ib b s  E M  a lg o r i th m  bu t  ins tead  of keeping the  
n u m b er  of  E M  i te ra t io n s  c o n s tan t  at 10, we p ro p o se  to  keep th e  to ta l  nu m b er  of G ib b s
Ryan Cheal (1997) MCMC Techniques for Pedigree Analysis Ph.D.  T h es is ,  Bath
3 A  G ibbs  E M  A lg o r i th m 8 4
sw eeps a p p ro x im a te ly  c o n s ta n t .  D u e  to  th e  re jec tion  ra te  of in co n s is ten t  configura t ions ,  
th is  m ean s  t h a t  for different 7  p a r a m e te r s  we achieve a  different n u m b e r  o f  E M  i te ra t io n s .  
W e will be in te res ted  in how close to  th e  M L E  we get.
T h e  G ib b s  E M  a lg o r i th m  is again  run  on th e  t r a i t  C71 w ith  in itia l allele frequencies 
(0.02, 0.02) as before. W e use 10,000 G ib b s  sweeps per E M  i te ra t io n ,  however, th is  t im e  
we have run th e  process w ith  an a d d i t io n a l  four  7  p a r a m e te rs  to  clarify  th e  results . T h e  
to ta l  n u m b er  of G ibbs  sweeps w as k ep t  c o n s ta n t  a t  a p p ro x im a te ly  tw o million.
Results
T h e  resu lts  o b ta in ed  from ru n n in g  th e  above  reg im e are  given in T ab le  3.3. For each of 
th e  twelve different 7  p a ra m e te rs ,  th e  co r re sp o n d in g  values for th e  to ta l  n u m b e r  o f  E M  
i te ra t io n s ,  th e  to ta l  n u m b e r  of G ib b s  sweeps involved, th e  finishing allele frequencies  a t  
th e  end of th e  run and th e  C a r te s ia n  d is tan ce  aw ay  from  th e  M L E  (0 .2687,0.4510) are  
p resen ted .  For tw o million sw eeps th e  C P U  ru n - t im e  is a p p ro x im a te ly  th re e  hours .
R e s u l t s  f o r  a  F i x e d  C o m p u t e r  C o s t  
U s i n g  D i f f e r e n t  R e l a x a t i o n  P a r a m e t e r s
7 N o s  o f  E M T o t a l  N o s F i n i s h i n g D i s t a n c e  F r o m
(x  1 0 - 2 ) It e r a t i o n s o f  S w e e p s A l l e l e  F r e q s M L E ( x  10- 3 )
0.0005 2 0 0 2,001,828 0.2792, 0.4450 12.05
0 . 0 0 1 2 0 0 2,003,782 0.2734, 0.4450 7.65
0.005 195 1,968,440 0.2708, 0.4434 7.87
0 . 0 1 190 1,935,709 0.2738, 0.4477 6.04
0.05 180 1,976,312 0.2671, 0.4475 3.90
0 . 1 150 1,808,955 0.2671, 0.4539 3.30
0.5 75 2,020,710 0.2688, 0.4528 1.80
0 . 8 30 1,753,658 0.2705, 0.4533 2 . 8 6
0.9 2 0 2,083,180 0.2689, 0.4484 2.60
1 . 0 1 0 2,254,337 0.2585, 0.4074 44.80
1 . 1 6 2,185,883 0.2272, 0.3296 128.83
1 . 2 3 2,423,486 0.1524, 0.1930 283.01
Table 3.3: R e l a x a t i o n  P a r a m e t e r  E f f e c t :  The table displays information about
various relaxation parameters for trait C71. This time the total number of Gibbs sweeps was 
kept approximately constant at two million and so the number of EM iterations varies. 10,000  
Gibbs sweeps were used for each EM iteration from the starting allele frequencies (0.02, 0.02). 
The order of the Cartesian distance from the MLE is x lO - 3 .
Number of EM Iterations
T h e  resu lts  shown in the  tab le  in d ica te  that, for a  fixed n u m b er  of G ib b s  sweeps, increasing  
th e  re laxa tion  p a ra m e te r  -) dec reases  th e  to ta l  n u m b e r  of E.\I i te ra t io n s .  For a  very low 
7  o f  0.0005 x 10 - 2  we achieve 200 i te ra t io n s  of 10,000 G ibbs  sweeps and  so th ro w  away 
only 1828 configura tions  or 0.1%. For  a  high 7  o f  1.0 x 10 - 2  we have achieved only 10 EM  
i te ra t io n s  of 10,000 G ibbs  sweeps and  so have  d isca rded  2,154.337 con f ig u ra t io n s  which
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co rre sp o n d s  to  a  re jec tion  r a te  of 95.56%, identical to  th e  resu l t  in th e  prev ious section.
For th e  tw o million i te ra t io n s  and  a  7  <  1.0 x 10 - 2  we have  m an ag ed  m ore  th a n  10 
E M  i te ra t io n s  which we used in th e  prev ious section an d  w ould  e x p ec t  to  be closer to  the  
M L E . T h is  is shown in th e  ta b le  with  th e  C a r te s ia n  d is ta n c e s  typ ica lly  on th e  o rd e r  of 
betw een  3 -7  x l O - 3 .
Accuracy
For a  fixed n u m b e r  o f  G ib b s  sweeps th e  accu racy  a p p e a r s  to  be p a rab o l ic  in 7 . For small 
7 , th e  accu racy  of th e  f inishing allele frequencies is low w ith  a  C a r te s ia n  d is tan ce  of  12.05 
x l O - 3 . For increasing  7 , th e  serial co rre la t ion  d ro p s  a n d  we see increas ing  accuracy. For 
exam ple  0.5 x 10 - 3  gives a  C a r te s ia n  d is tan ce  of 1 . 8  x l O - 3 . However, as 7  increases 
fu r th e r ,  we s t a r t  to  dec rease  th e  n u m b e r  of E M  i te ra t io n s  p e rfo rm ed  for th e  fixed two 
million sam ples  becau se  of  th e  increasing  rejection  ra te .  T h is  m ean s  t h a t  we do  not 
perfo rm  a  sufficient n u m b e r  of E M  i te ra t io n s  to  ge t close to  th e  M L E . For exam ple  with 
a  7  of 1 . 0  x  10 2, we only  achieve 10 E M  i te ra t io n s  and  th e  C a r te s ia n  d is ta n c e  is up  to  
44.80 x l O - 3 .
3.4.3 Conclusions
For a c o n s ta n t  n u m b e r  of  E M  ite ra t io n s ,  b o th  1000 and  10,000 G ib b s  sweeps per i te ra t ion  
ge t us th e  sam e d is ta n c e  aw ay from th e  M L E  b u t  th e  10,000 p rovides g re a te r  accu racy  in 
relation to  the  1 0 th peeling e s t im a te s  which is w here  we shou ld  be.
We would like to  run th e  process w ith  as high a 7  as  we can . Very small re laxation 
p a ra m e te rs  gives high seria l co rre la t ion  and  adverse ly  affects  accuracy . However, desp ite  
increased accuracy, la rge r  7  m ean s  a  longer run tim e. For a  fixed c o m p u te r  cost this 
accu racy  is a p p ro x im a te ly  p a rabo lic  with respect to  7 .
B alanc ing  these  tw o  crite r ion  m ean s  t h a t  in §3.3, we o p ted  to  run th e  G ib b s  S am pler  
with a  7  of 0.5 x 10- 2 . T h is  p rovides a  reasonab le  c o m p u ta t io n  t im e  and  ap p ro x im a te ly  
accep ts  every fourth  ped ig ree  configura tion  which ba lances  th e  effect o f  serial corre la tion  
on accuracy.
3.5 M LEs o f  th e  T hree A lle le  Traits
In th is  section we o b ta in  M L E s  for th e  founding  allele frequencies for th e  th ree  allele t ra i t s .  
C71
H aving  checked for m u l t i -m o d a l i ty  in §3.3 and inves tiga ted  th e  effect of the  re laxation  
p a ra m e te r  in §3.4, we a re  now m ore  confident of the  a ccu racy  of any  e s t im a te s  produced 
by th e  G ibbs  EM  a lg o r i th m . So in th is  section  we run a. longer G ib b s  E M  a lgo ri thm  to 
o b ta in  e s t im a te s  of  th e  M L E s  of th e  founding  allele frequencies and  c o m p a re  them  with 
the  a c c u ra te  answ ers  o b ta in e d  via th e  peeling EM  m e th o d .
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To check accu racy  fu r th e r ,  we run th e  E M  a lg o r i th m  u n d e r  tw o  different schem es. 
W e keep th e  to ta l  n u m b e r  of consis ten t  sw eeps fixed a t  ten  million b u t  one schem e uses
10,000 E M  i te ra t io n s  w ith  1000 G ibbs  sweeps pe r  i te ra t io n  and  th e  o th e r  schem e  uses 
1000 E M  i te ra t io n s  w ith  10,000 G ibbs  sweeps pe r  i te ra t io n .  T h e  initial frequencies for the  
a lg o r i th m  are  (0.333, 0.333, 0.333) and  we use a  5% burn-in  period  which co r re sp o n d s  to  
500 i t e ra t io n s  in th e  first schem e and  50 i te ra t io n s  in th e  second schem e. A 7  of 0.5 x  10 ~ 2 
is used giving rise to  a  re jection  ra te  of a p p ro x im a te ly  75%. T h e  runs  ta k e  a p p ro x im a te ly  
33 h o u rs  of  C P U  tim e.
Results
For b o th  schem es th e  e s t im a te s  of th e  allele f requencies  for an increasing  n u m b e r  o f  G ib b s  
E M  i te ra t io n s  tak en  a f te r  th e  burn-in  period a re  show n in T ab le  3.4.
R esu lts  of  t h e  M L E s fr o m  t h e  G ibbs  E M  A lg o r it h m
N o s 1000  S w e e p s  P er  E M  It e r a t io n 1 0 ,0 0 0  S w e e p s  P er  E M  It e r a t i o n
o f  Its A llele  1 A llele 2 A llele  3 A llele  1 A llele 2 A llele  3
10 0.2712 0.4514 0.2774 0.2677 0.4504 0.2820
50 0.2692 0.4485 0.2823 0.2683 0.4511 0.2806
100 0.2709 0.4491 0.2801 0.2695 0.4506 0.2799
250 0.2688 0.4516 0.2796 0.2693 0.4509 0.2798
500 0.2698 0.4511 0.2791 0.2689 0.4519 0.2799
1000 0.2701 0.4512 0.2787 0.2687 0.4511 0.2802
5000 0.2691 0.4511 0.2798 - - -
7500 0.2690 0.4510 0.2800 - - -
10,000 0.2689 0.4509 0.2802 - - -
E x a c t 0.2687 0.4510 0.2803 0.2687 0.4510 0.2803
Table 3.4: M a x i m u m  L i k e l i h o o d  E s t i m a t e s  f o r  T r a i t  C 7 1 :  The table displays
estimates of the MLEs for the founding allele frequencies obtained from increasing numbers 
of Gibbs EM iterations for two different regimes; one regime uses 10,000 EM iterations of 
1000 Gibbs sweeps per iteration and the other uses 1000 EM iterations of 10,000 Gibbs sweeps 
per iteration. For both systems, the starting allele frequencies for the EM algorithm were 
(0.333, 0.333, 0.333) but in order to get our sample close to the stationary distribution we 
have used a 5% burn in period. The exact MLEs obtained via the peeling algorithm are shown 
for comparison.
T h e  convergence  of th e  a lgori thm  is rap id .  L i t t le  ch an g e  is seen in the  e s t im a te s  a f te r
5.000 i te ra t io n s  u n d e r  th e  first schem e and 500 for th e  second scheme. T h is  su g g es t  t h a t  
we have achieved convergence.
U n d e r  bo th  schem es we have reached accu racy  to  th re e  decim al places a f te r  only  '250 
i te ra t io n s  b u t  s lightly g re a te r  accuracy  is achieved using 1 0 , 0 0 0  sweeps per i te ra t io n .
C 7 2
We now use the  G ib b s  EM  algori thm  to o b ta in  M L E s  for th e  C72 t r a i t .  In th e  prev ious 
section we found t h a t  a  h igher n um ber  of sw eeps per  i te ra t io n  gives rise to  slightly  b e t t e r
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e s t im a te s  an d  so we p ropose  to  run a  s im ila r  regim e as before b u t  only  us ing  1 0 , 0 0 0  sweeps 
per  E M  i te ra t io n .
For  th is  t r a i t  sim ilar  regim e using a  7  o f  0.005 would m ean  a  ru n  t im e  of a p p ro x im a te ly  
one week. So we run  1000 E M  i te ra t io n s  w ith  10,000 sweeps pe r  i t e ra t io n  using a  7  of 
0.001. T h is  gives rise to  a  rejection ra te  of  ap p ro x im a te ly  60% an d  a  run  t im e  of a b o u t  a  
day.
Results
T h e  e s t im a te s  for an increasing  n u m b e r  o f  G ib b s  E M  i te ra t io n s  a f te r  th e  burn -in  of 50 
i te ra t io n s  a re  shown in T ab le  3.5.
R e s u l t s  o f  t h e  M L E s f r o m  t h e  G i b b s  E M  
A l g o r i t h m  U s i n g  1 0 ,0 0 0  S w e e p s  P e r  E M  I t e r a t i o n
N o s  o f  E M  I t s A l l e l e  1 A l l e l e  2 A l l e l e  3
1 0 0.5008 0.2838 0.2154
50 0.4985 0.2829 0.2186
1 0 0 0.4989 0.2824 0.2187
250 0.4984 0.2824 0.2192
500 0.4985 0.2825 0.2190
1 0 0 0 0.4987 0.2825 0.2189
E x a c t 0.4988 0.2826 0.2188
Table 3.5: M a x i m u m  L i k e l i h o o d  E s t i m a t e s  f o r  T r a i t  C72: The table displays
estimates of the MLEs for the founding allele frequencies for trait C72 obtained from increasing 
numbers of Gibbs EM iterations. Each EM iteration uses 10,000 Gibbs sweeps. The starting 
allele frequencies for the EM algorithm were (0.333, 0.333, 0.333) but in order to get our 
sample close to the stationary distribution we have used a 5% burn in and discarded the first 
50 Gibbs EM iterations. The exact MLEs obtained via the peeling algorithm are shown for 
comparison.
T h e  resu lts  are  sim ilar  to  th o se  for t r a i t  C71. We converge e x t re m e ly  rap id ly  to  the  
t ru e  allele frequencies. A fte r  only 50 E M  i te ra t io n s  we are  w ith in  5 x  10 4 for all th ree  
e s t im a te s .  T h e re  is also very l i t t le  change  in su b seq u en t  e s t im a te s  which m ean s  th a t  
we have reached convergence. A f te r  1000 i te ra t io n s  we are  w ith in  1 x  10 - 4  for all th ree  
e s t im a te s .
Pa
We use th e  sam e  process for th e  t r a i t  Pa using only the  regim e which uses 1000 EM  
i te ra t io n s  w ith  10,000 sweeps per E M  i te ra t io n .  For th is  t r a i t  a  q of  0.005 gives a  rejection 
ra te  o f  a p p ro x im a te ly  9 8 % and run t im e  o f th re e  days  t h a t  is j u s t  bare ly  accep tab le .
Results
T h e  e s t im a te s  for an increasing  n u m b e r  of  G ib b s  E M  i te ra t io n s  a f te r  th e  burn-in of  50 
i te ra t io n s  are  shown in Table  3.6.
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R e s u l t s  o f  t h e  M L E s f r o m  t h e  G i b b s  E M  
A l g o r i t h m  U s i n g  1 0 , 0 0 0  S w e e p s  P e r  E M  It e r a t i o n
N o s  o f  E M  It s A l l e l e  1 A l l e l e  2 A l l e l e  3
10 0 . 5 4 1 1 0 . 3 5 6 4 0 . 1 0 2 4
50 0 . 5 4 1 9 0 . 3 5 5 5 0 . 1 0 2 6
100 0 . 5 4 3 2 0 . 3 5 4 4 0 . 1 0 2 4
2 5 0 0 . 5 4 3 3 0 .3 5 4 4 0 . 1 0 2 3
5 00 0 . 5 4 3 4 0 . 3 5 4 4 0 . 1 0 2 2
1 00 0 0 . 5 4 3 4 0 . 3 5 4 4 0 . 1 0 2 2
E x a c t 0 . 5 4 3 5 0 . 3 5 4 2 0 . 1 0 2 3
Table 3.6: M a x i m u m  L i k e l i h o o d  E s t i m a t e s  f o r  T r a i t  P a :  The table displays
estimates of the MLEs for the founding allele frequencies for the Pa trait obtained from 
increasing numbers of Gibbs EM iterations. Each EM iteration uses 10,000 Gibbs sweeps. The 
starting allele frequencies for the EM algorithm were (0.333, 0.333, 0 .333) but in order to get 
our sample close to the stationary distribution we have used a 5% burn-in and discarded the 
first 50 Gibbs EM iterations. The exact MLEs obtained via the peeling algorithm are shown 
for comparison.
T h e  resu lts  again  show  rap id  convergence to  th e  M L E s. Very l i t t le  ch ange  is seen a f te r  
100 i te ra t io n s  which again  gives us confidence in convergence  of  th e  G ib b s  E M  a lgo ri thm .
3.6 T h e Four A lle le  Trait
In th e  prev ious sec tions ,  w ith  th e  aid of th e  co rrec t  answ ers ,  we d e m o n s t r a te d  t h a t  th e  
G ib b s  S am ple r  could be  used ins tead  of th e  peeling a lg o r i th m  in th e  e s t im a t io n  s te p  of 
th e  E M  a lgo r i thm  to  prov ide  good  e s t im a te s  of  th e  M L E s  for th e  allele frequencies of 
th e  found ing  po p u la t io n  of  th e  Przew alski horse pedigree. In th is  sec tion  we proceed to  
inves t iga te  th e  four allele t r a i t  Serum Es. T h is  t im e  we do  no t  have  th e  lux u ry  o f  co m p ar in g  
th e  resu lts  of the  G ib b s  E M  e s t im a te s  w ith  those  from peeling, as th e  peeling a lgo ri thm  
ca n n o t  cope with a  four  allele sy s tem  for th is  pedigree. So we have no g u a ra n te e  t h a t  any 
convergence will be to  th e  M L E .
In th is  section we will f irstly check for convergence  of the  a lg o r i th m  using th e  m ethod  
of m ultip le  s t a r t in g  po in ts .  We aim for efficient c o m p u ta t io n  an d  would like to  use small 
runs  with a  small n u m b e r  of different sweeps per i te ra t io n  which will prov ide  confidence 
in th e  point e s t im a te s  o b ta in e d  from a  long run o f  the  G ib b s  E M  a lg o r i th m . However, 
we now now have an increase  in d im ensiona li ty  and  so keep a  re la tive ly  large n u m b e r  of 
sweeps per  i te ra t io n  as  a  sa feguard  ag a in s t  this.
3.6.1 M u lti-M od ality
In p rac tice  we only have  th re e  allele frequencies as p a ra m e te rs ,  as  th e  fo u r th  one is fixed by 
the  first th ree  and th e  u n i ty  cond ition . T h e  G ib b s  EM a lg o r i th m  w as run for 10 i te ra t io n s  
from six initial allele frequencies: (0.97, 0.01. 0 .01). (0.01. 0 .97, 0 .01), (0.01, 0.01, 0.97). 
(0.49, 0.49, 0 .01). (0.49, 0.01, 0.49) and (0.01. 0.49. 0.49). We run  th e  E M  a lgo ri thm  with
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tw o d ifferent n u m b e r  o f  sweeps, 1 0 0 0  an d  1 0 ,0 0 0 , pe r  i te ra t io n  which is p ro b ab ly  la rge r  
th a n  we need b u t  ba lances  ou r  worries a b o u t  th e  increase  in d im ensionality .
T h is  t im e  we found  t h a t  using a  re laxa tion  p a r a m e te r  of e i th e r  0.001 or 0.005 as for th e  
th re e  allele t r a i t s  p ro d u ced  to o  high rejection  ra te s  an d  consequen tly  to o  long a  run t im e  
to  be c o m p u ta t io n a l ly  w orthw hile .  So we reduce  th e  re laxa tion  p a ra m e te r  to  0.0005 which 
gives rise to  a  re jec tion  r a te  of ap p ro x im a te ly  85%. T h e  run  t im e  for 10 E M  i te ra t io n s  
was a p p ro x im a te ly  15 m in u te s  using 1000 G ib b s  sw eeps per  i te ra t io n  and  tw o an d  a  ha lf  
hours  using 10,000 G ib b s  sweeps per i te ra t io n .
Results
As we increase  th e  d im ension  of th e  sam p le  space , we run  in to  th e  prob lem  of how b es t  
to  d isp lay  convergence  of  th e  G ibbs  E M  a lg o r i th m  in 3D. A ta b le  of resu lts  o b ta in e d  a f te r  
th e  10 E M  i te ra t io n s  could  be displayed b u t  th is  would be r a th e r  messy and  difficult to  
u n d e rs ta n d .  So we use a  t r ip lo t  to  d isplay  the  resu lts .
A t r ip lo t  rep resen ts  th re e  p a ra m e te rs  as th e  p e rp e n d ic u la r  d is tan ce  from  each edge 
of th e  e q u i la te ra l  t r ian g le  scaled so t h a t  they  sum  to  one. For  exam ple ,  in F ig u re  3-5(a)  
we consider th e  beg inn ing  o f th e  sp u r  of th e  d ia g ra m  which s t a r t s  a t  th e  to p  ve r tex  of  
the  t r ip lo t .  T h e  allele 1  f requency  is p e rp en d icu la r ly  fa r  aw ay from  th e  b o t to m  edge of 
the  tr iang le  b u t  is pe rp en d icu la r ly  equally  very close to  th e  allele 2 and allele 3 frequency  
edges. T h is  rep re sen ts  th e  s t a r t in g  frequency  of a p p ro x im a te ly  (0.98, 0.01, 0.01). F rom  
the  t r ip lo t ,  we c a n n o t  read th e  values of th e  p o in t  o f  convergence  as th e  th re e  values 
have been scaled  so t h a t  th ey  sum  to  one. T h ese  p lo ts  a re  s im ply  a  good way o f show ing  
convergence of  th e  G ib b s  E M  a lgo ri thm  for a  four allele t r a i t .  T h e  fo u r th  allele, which is 
not showed on th e  t r ip lo ts  also converged.
F igu re  3-5 show s th e  resu lts  of th e  G ib b s  E M  a lg o r i th m  for th e  above  regim e on tw o 
tr ip lo ts .  F ig u re  3-5 (a) rep re sen ts  1000 G ib b s  sw eeps per  E M  i te ra t io n  and F ig u re  3-5 (b) 
rep resen ts  10,000 G ib b s  sweeps per EM  i te ra t io n .  T h e  resu lts  of each E M  ite ra t io n  are  
joined by an arrow ed line w here  th e  size of  th e  a r ro w  head  is p ro p o r t io n a l  to  the  size of  
the ju m p .
Convergence
From F igu res  3-5 we can see that, the  six runs  of 10 i te ra t io n s  of  th e  G ib b s  E M  a lg o r i th m  do  
show convergence. T h e  10,000 G ib b s  sw eeps ten d  to  be a  l i ttle  sm o o th e r ,  which we would 
expec t,  and  seem to  show  less varia tion  at the  p o in t  o f  convergence. W ith  h inds igh t  th e  
worry a b o u t  th e  increase  in d im ensionalit  y w a r r a n t in g  a  la rger  n u m b e r  of G ib b s  sw eeps per 
EM i te ra t io n  seem s to  be un founded , how n u m b ers  of  sweeps per EM  i te ra t io n ,  ce r ta in ly  
1 0 0 0  and possibly even as low as 1 0 0 . can still be used as a  check for m u lt i-m oda li ty .
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( a ) ( b )
Allele 3 Allele 2 Allele 3 Allele 2
Allele 1 Allele 1
Figure 3-5: C o n v e r g e  P l o t s  f o r  S e r e m  E s  T r a i t :  The figure shows 10 iterative steps
of  the Gibbs EM algorithm on the four allele trait Serum Es using multiple starting points. 
Plot (a) uses 1000 Gibbs sweeps per EM iteration and plot (b) uses 10,000 sweeps per EM 
iteration. The size of  the arrow head is proportional to the size of  the jump.
3.6.2 M axim um  Likelihood Estim ates
Now t h a t  we have checked for m ulti-m odality ,  we run  a  long G ibbs EM sim ula t ion  to  get 
e s t im a te s  of th e  M L E s of the  founding allele frequencies.
For the  previous t r a i t s  we have run  1000 EM i te ra t ions  of 10.000 G ibbs  sweeps w ith  a 
7  of 0.005. T his  provides a  good e s t im a te  of  the  frequencies in a  reasonable  run tim e, bu t 
for th is  trait, using t h a t  regime would tak e  over a  week. So using the  sho rt  ru n s  in th e  last 
section on m ult i-m odality  as a  guide, a reduced schem e of 1 0 0 0  EM  i te ra t io n s  with 1000 
sweeps per i te ra tion  and a  7  of 0.0005 is used. T h is  takes  app rox im ate ly  tw en ty  hours of 
C P E  tim e to  get e s t im a te s  of the  M LEs. T h e  algorit hm uses (0.25, 0.25, 0.25, 0.25) as its  
initial frequencies and  d iscards  the  first. 50 i te ra tions.
Results
T h e  M LEs of the  allele frequencies for th e  above schem e are  shown in Tab le  3.7 for an 
increasing num ber  of EM i te ra t ions  collected af te r  the  50 EM ite ra tion  burn  in period.
T h e  convergence of the  a lgori thm  is still rapid . T h e re  is very little difference in the  
e s t im a te s  between 50 and 1000 EM i te ra t io n s  and th is  must be due  to  th e  burn-in  period 
ge t t in g  us very close to  the  M LEs. Any slight changes in the  e s t im a te s  a re  then d u e  to  
th e  random  sam pling  of th e  M C M C  a lgo ri thm .
3.7 The Five A llele Trait
We now consider the  five allele t r a i t  Pr. W ith  the  increase in the  d im ension of th e  p a ­
ram ete r  space we have to  be even m ore careful ab o u t  th e  convergence of  th e  G ibbs  EM  
algorithm .
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R esults  of  
on  S er u m
t h e  M L E s  fr o m  t h e  G ibbs  E M  A l g o r it h m  
E s  U sing  1000  S w e e p s  P er  E M  It e r a t io n
N o s  of  It s A llele  1 A llele  2 A llele  3 A llele  4
10 0.1460 0.2037 0.6019 0.0484
25 0.1464 0.2058 0.5992 0.0486
50 0.1466 0.2055 0.5994 0.0485
100 0.1465 0.2059 0.5992 0.0484
250 0.1466 0.2051 0.5999 0.0484
500 0.1466 0.2047 0.6004 0.0483
1000 0.1468 0.2044 0.6006 0.0483
Table 3.7: M a x i m u m  L i k e l i h o o d  E s t i m a t e s  f o r  T r a i t  S e r u m  E s :  The table
displays the MLEs for the founding allele frequencies for trait Serum Es obtained using an 
increasing number of Gibbs EM iterations. Each EM iteration uses 1000 Gibbs sweeps. The 
starting allele frequencies were (0.25, 0.25, 0.25, 0.25) but in order to get our distribution 
close to the stationary distribution we have used a 5% burn-in and discarded the first 50 EM 
iterations.
3.7.1 M ulti-M od ality
O nce  again we have one  less p a ra m e te r  to  con tend  with th a n  th e  d im ens iona li ty  of the  
sam ple  space due  to  th e  u n i ty  cond it ion  t h a t  th e  allele frequencies m u s t  show.
T h e  G ibbs  EM  a lg o r i th m  was run for 10 i te ra t io n s  from n u m e ro u s  s t a r t in g  points; 
these  consisted of all th e  c o m b in a t io n s  w here  one of th e  allele frequencies  was 0.96 and 
th e  rem ain ing  four were 0.01, an d  w here  tw o of th e  allele frequencies  were 0.485 and  th e  
rem ain ing  th ree  were 0.01. We ran th e  E M  a lgo r i thm  again w ith  tw o  d ifferent n u m b er  of 
G ib b s  sweeps per i te ra t io n  to  give an idea  of how long a  run to  find th e  p o in t  e s t im a te s  
would take . A 7  of 0 .0005 gave a  reaso n ab le  run t im e  of four m in u te s  for 10 i te ra t io n s  of 
1000 sweeps and a p p ro x im a te ly  40 m in u te s  for 10 i te ra t io n s  of  10,000 sweeps. We no te  
t h a t  th is  is s h o r te r  th a n  for th e  four  allele t r a i t  w ith s im ilar  run  p a ra m e te rs .  As previously, 
a  large p roport ion  o f  th e  run  t im e  w as used in g e t t in g  th e  first E M  i te ra t io n  when th e  allele 
frequency  is highly w eighted in favour  of one  of th e  alleles. A gain  we use large n u m b er  of 
sweeps per i te ra t ion  as a  sa feg u a rd  a g a in s t  th e  increase in d im ensiona lity .
Results
In o rd e r  to  display 5D on p a p e r  we use a convergence p lot m a tr ix .  T h is  p lo ts  every 
com bina tion  of pairs of alleles. Each panel in th e  m a tr ix  is a  p lo t o f  one variab le  ag a ins t  
a n o th e r ;  for exam ple  th e  b o t to m  left p lo t of F ig u re  3-6 p lo ts  allele 1 on th e  x axis and  
allele 5 on the  y axis, th e  p lo t is du p l ica ted  in th e  to p  righ t c o rn e r  b u t  with th e  axes 
sw apped .  Each panel is b o u n d ed  by th e  line x  +  y =  1 and again  th e  grey  lines on each of 
the  p lo ts  are for reference only. Som e sp u rs  will have m ore th a n  one pair  of 10 G ib b s  E M  
i te ra t io n s  because o f  th e  repe ti t ion  of som e of th e  allele frequencies in o rd e r  to  g u a ra n te e  
t h a t  o th e r  g ra p h s  o b ta in  a  new spu r .
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Figure 3-6: C O N V E R G E  P L O T S  F OR  T r a i t  P R :  The figure shows allele by allele plots
of  the iterative steps using the Gibbs EM algorithm on the five allele trait Pr from multiple 
starting points. The smaller hatched lines use 1000 Gibbs sweeps per iteration and the larger 
hatched lines use 10,000 Gibbs sweeps per iteration.
Convergence
From Figure 3-6 we see t h a t  t he multiple runs of 10 G ibbs EM i te ra t io n s  from different 
s ta r t in g  frequencies do show convergence. T h e re  ap p e a rs  to  be very lit t le  difference be­
tween th e  1 0 0 0  and 1 0 , 0 0 0  lines w ith  th e  largest difference shown in one  of  the  spurs  in 
the  allele 2 aga ins t  allele 3 plot.
3.7.2 M axim u m  Likelihood  E st im a tes
Now we have shown th a t  there  is a reduced risk of m ulti-m odality  and  have confidence in 
convergence of the  G ibbs Sam pler,  we run a long sim ulation  to  o b ta in  acc u ra te  e s t im a tes  
of th e  M LEs of the  founding allele frequencies.
We s ta r t  the  G ibbs EM  algori thm  with initial frequencies of 0 . 2  for each allele. Dis­
card ing  the  first 50 EM ite ra t ions  we collect th e  next 1000 and use these  to  ob ta in  the  
es t im ates .  We run both 1000 and 10.000 G ibbs  sweeps per i te ra t ion  for com parison  and
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use a  re laxa tion  p a r a m e te r  o f  0.0005 which gives rise to  a  re jec tion  r a te  o f  a p p ro x im a te ly  
33%. T h e  run t im e  for  1000 E M  i te ra t io n s  using 1000 sw eeps p e r  i te ra t io n  is four hours  
an d  for 10,000 sw eeps pe r  i te ra t io n  is a p p ro x im a te ly  40 hours .
Results
T h e  resu lts  of th e  ab o v e  regim es are  shown in T able  3.8. T h e  ta b le  show s the  results  of 
th e  e s t im a te s  of  th e  M L E s  for th e  found ing  allele frequenc ies  for increasing  n u m b ers  of 
G ib b s  E M  i te ra t io n s  tak en  a f te r  th e  initial burn  in per iod  of  50 i te ra t io n s .
R esu lt s  o f  t h e  M L E s  from  t h e  G ibbs  E M  A l g o r it h m  
O n P r U sing  1000  S w e e p s  P er  E M  It e r a t io n
N o s  o f  Its A llele  1 A llele  2 A llele  3 A llele  4 A llele  5
10 0.5025 0.1932 0.1037 0.0969 0.1037
50 0.5043 0.1960 0.1000 0.0992 0.1004
100 0.5059 0.1939 0.1002 0.0997 0.1003
250 0.5075 0.1943 0.0996 0.0989 0.0997
500 0.5070 0.1937 0.0997 0.0998 0.0998
1000 0.5070 0.1935 0.0999 0.1000 0.0996
R esu lt s  o f  t h e  M L E s  from t h e  G ibbs  E M  A lg o r ith m
O n P r U sing  1 0 ,0 0 0  S w e e p s  P er  E M  It e r a t io n
N o s  o f  Its A llele  1 A llele  2 A llele  3 A llele  4 A llele  5
10 0.5032 0.1970 0.0993 0.0993 0.1013
50 0.5052 0.1945 0.1004 0.1002 0.0998
100 0.5058 0.1942 0.1001 0.1003 0.0997
250 0.5057 0.1943 0.1005 0.0999 0.0996
500 0.5055 0.1944 0.1005 0.1000 0.0995
1000 0.5054 0.1944 0.1006 0.1001 0.0995
Table 3.8: M axim um  L i k e l i h o o d  E s t i m a t e s  f o r  T r a i t  P r :  The table displays esti­
mates of the MLEs for the founding allele frequencies for trait Pr obtained using an increasing 
number of Gibbs EM iterations. Two regimes of the algorithm were used; the top half of the 
table uses 1000 Gibbs sweeps per EM iteration and the bottom half of the table uses 10,000  
Gibbs sweeps per EM iteration. In each case the starting frequencies were (0.2, 0.2, 0.2, 0.2, 
0.2) but in order to get close to the stationary distribution we have used a 5% burn-in and 
discarded the first 50 EM iterations.
Again we seem to  have reached a  po in t o f  convergence  as  l i ttle  change  is noted  in the  
e s t im a te s  af te r  500 and  1000 E M  i te ra t ions .  If we c o m p a re  th e  resu lts  for bo th  regimes 
a f te r  1 0 0 0  i te ra t io n s  we can see t h a t  th e re  are  small differences; for exam ple ,  allele 1 show's 
a  difference of 0 .0016. We have m ore  confidence in th e  e s t im a te s  o b ta in e d  from the  1 0 , 0 0 0  
sweeps per EM i te ra t io n  regime, since the  M C M C  has been run for longer.
3.8 T he Six A lle le  Trait
We now' perform  th e  G ib b s  E M  a lgo r i th m  on th e  six allele t r a i t  Tf.
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3.8.1 M ulti-M od ality
We again  run  th e  G ib b s  E M  a lgo ri thm  for 10 E M  i te ra t io n s  from n u m e ro u s  s t a r t in g  
frequencies  to  check for m u lt i-m oda li ty  a n d  to  prov ide  us w ith  th e  p a ra m e te r s  needed for 
efficient c o m p u ta t io n  of th e  M L E s from  th e  long run  of th e  G ib b s  E M  a lg o r i th m . T h e  
s t a r t i n g  frequencies consis ted  of all th e  c o m b in a t io n s  w here  one of th e  allele frequencies 
was 0.95 an d  th e  rem ain ing  five were 0.01, a n d  w here  tw o  o f th e  allele frequencies  were 
0.48 a n d  th e  rem ain ing  four  were 0.01.
In th e  prev ious sec tions  we have w orried  t h a t  an increase  in d im ensiona li ty  could affect 
th e  n u m b e r  of sweeps t h a t  we have to  use in th e se  checks for m ult i-m odali ty .  To te s t  th is  
we run  th e  E M  a lgo ri thm  w ith  th ree  d ifferen t n u m b e rs  of  sweeps per i te ra t io n :  100, 1000 
and  10,000. A 7  of 0.0005 gave a reasonab le  re jec tion  r a te  o f  a p p ro x im a te ly  41%  an d  
gave rise to  a  run t im e  of tw o m inu tes  for 1 0  i t e ra t io n s  of  1 0 0  sweeps, 2 0  m in u te s  for 1 0  
i t e ra t io n s  of 1 0 0 0  sweeps and  a p p ro x im a te ly  th re e  h o u rs  for 1 0  i te ra t io n s  of  1 0 , 0 0 0  sweeps. 
A gain  a  large p ro p o r t io n  of th e  run t im e  w as used in g e t t in g  th e  first E M  i te ra t io n  w hen 
th e  allele frequency  is highly weighted in fav o u r  of  one of  th e  alleles.
Results
We again  use a  convergence  plot m a t r ix  to  d isp lay  th e  convergence  in 6 D 0 11 pape r .  Each 
panel is again  bo u n d ed  by th e  line x  4 - y =  1 a n d  aga in  th e  grey lines on each of th e  p lo ts  
are  for reference only.
T h e  resu lts  o f  100 and 1000 sweeps per  i te ra t io n  a re  show n in F ig u re  3-7 and  the  
resu lts  o f  1000 and 10,000 are  shown in F ig u re  3-8.
T h e  p lo ts  for 100 sweeps becom e e r ra t ic  as we a p p ro ach  th e  po in t o f  convergence  b u t  
still show  convergence. G re a te r  accu racy  is observed  w ith  h igher n u m b ers  of  sweeps per 
i te ra t io n  and  th e  e s t im a te s  ge t closer to  th e  p o in t  o f  convergence  before s t a r t in g  to  vary. 
However, as  th is  is ju s t  a  check for m u l t i -m o d a l i ty  and tu n in g  o f  the  main run p a ra m e te rs ,  
for efficient c o m p u ta t io n  we can still get aw ay  w ith  a  very  low n u m b er  of  G ib b s  sweeps 
per E M  ite ra t io n  even for th is  six allele t r a i t .
3.8.2 M axim um  Likelihood E stim ates
Now we have shown t h a t  th e re  is a  reduced risk of  m u lt i -m o d a l i ty  and have g re a te r  confi­
dence  in convergence of th e  G ibbs  EM a lg o r i th m  to  th e  M L E s, we run a long s im u la t ion  
to  o b ta in  good  e s t im a te s  of th e  founding  allele frequencies .
W e s t a r t  th e  G ib b s  E M  a lgori thm  w ith  in it ia l  frequencies  of 0.166 for each allele. 
D isca rd in g  th e  first 50 E M  i te ra t io n s  we collect th e  n ex t  1000 and  use these  to  ob ta in  the  
e s t im a te s .  We run  bo th  1000 and 10.000 G ib b s  sw eeps per  i te ra t ion  for co m p ar iso n  and 
use a  re laxa tion  p a ra m e te r  o f  0.0005 which gives rise to  a  rejection ra te  o f  a p p ro x im a te ly  
40%. T h e  run t im e  for 1000 i te ra t io n s  o f  1000 sw eeps was a p p ro x im a te ly  seven hours  and 
1 0 0 0  i t e ra t io n s  of 1 0 , 0 0 0  sweeps was a p p ro x im a te ly  th re e  days.
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Figure 3-7: C O N V E R G E  P L O T S  FOR T r a i t  T f :  The figure shows allele by allele plots of
10 iterative steps o f  the Gibbs EM algorithm on the six allele trait Tf from multiple starting  
points. Smaller hatched lines use 100 Gibbs sweeps per iteration and the larger hatched lines 
use 1000 Gibbs sweeps per iteration.
Results
T h e  results  of th e  above  regimes are  shown in Table 3.9. T h e  tab le  shows the  results 
of th e  allele frequencies for increasing num bers  of EM  ite ra t io n s  taken  a f te r  the  initial 
burn-in period of  50 EM  i te ra t ions .  For four of the  alleles for th is  t r a i t  th e  differences in 
th e  e s t im a te s  for 500 and  1000 ite ra t ions  are negligible. However, allele 1 and especially 
allele 3, which shows a difference of 0.0015. for 10.000 sweeps from .500 to  1000 i te ra tions,  
may not have yet converged to  four decimal places. If fu r th e r  accuracy  is needed a  longer 
run is suggested . Again, we see t h a t  there  a re  differences in the  e s t im a te s  ob ta ined  af te r  
1 0 0 0  EM ite ra t io n s  for th e  tw o regimes but they remain very small with the  largest being 
0.0008 for allele 6 . We have m ore confidence in th e  e s t im a te s  from the  10.000 sweeps per 
ite ra tion  but as the  differences are  so small, they would m ake little difference in practice.
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Figure 3-8: C O N V E R G E  P L O T S  FOR T r a i t  T f : The figure shows allele by allele plots of
10 iterative steps of  the Gibbs EM algorithm on the six allele trait T f from multiple starting 
points. The smaller hatched lines use 1000 Gibbs sweeps per iteration and the larger hatched  
lines use 10,000 Gibbs sweeps per iteration.
3.9 B iological Im plications
In th is  chap te r ,  we have extensively investiga ted  the  use of th e  G ibbs Sam pler and  its 
ability to  ob ta in  th e  M L E s of the  founding allele frequencies of th e  P l l  pedigree. How­
ever, th e  investigation was instigated  by a simple biological question  about m anagem ent 
p ro g ram s so it is in te resting  to  ask w h e th e r  by looking at th e  six founding g roups  of th e  
popula tion  and the  differences between th e  founding and c u r re n t  population  frequencies 
we can say any th in g  ab o u t  the  validity of  two m anagem en t p rogram s.
3.9.1 Founding Group Estim ates
In §2.3.1 and §2.3.2 we used th e  peeling process to  ob ta in  th e  allele frequencies for the
six founding g roups  for all the  two and th ree  allele t ra i t s .  T h is  was done by runn ing  a
fu r th e r  s te p  of the  EM  algorithm  from th e  best founding allele frequency e s t im a te s  and 
then for each g roup  doing  a gene count on th e  individuals  in th a t  g roup . T h e  m ethod
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R esults  of  t h e  M L E s  U sing  t h e  G ibbs  E M  A l g o r it h m  
O n T f U sin g  1000  S w e e p s  P er  E M  It e r a t io n
N o s  of  Its A llele  1 A llele  2 A llele  3 A llele  4 A llele  5 A llele  6
10 0.2689 0.1146 0.1992 0.1095 0.1034 0.2045
50 0.2689 0.1226 0.1844 0.1103 0.1012 0.2125
100 0.2736 0.1230 0.1770 0.1100 0.1021 0.2142
‘250 0.2759 0.1239 0.1759 0.1088 0.1020 0.2135
500 0.2747 0.1229 0.1800 0.1085 0.1016 0.2124
1000 0.2755 0.1227 0.1808 0.1084 0.1014 0.2113
Lesults  of  t h e  M L E s  U sing  t h e  G ibbs  E M  A l g o r it h m  
O n T f U sin g  1 0 ,0 0 0  S w e e p s  P er  E M  It e r a t io n
N o s  of  I t s A llele 1 A llele  2 A llele  3 A llele 4 A llele  5 A llele  6
10 0.2710 0.1167 0.1989 0.1074 0.1004 0.2058
50 0.2750 0.1201 0.1878 0.1077 0.1000 0.2095
100 0.2749 0.1221 0.1844 0.1078 0.1005 0.2103
250 0.2746 0.1221 0.1834 0.1079 0.1009 0.2111
500 0.2753 0.1222 0.1818 0.1079 0.1010 0.2118
1000 0.2762 0.1222 0.1803 0.1082 0.1011 0.2121
Table 3.9: M axim um  L i k e l i h o o d  E s t i m a t e s  f o r  T r a i t  T f :  The table displays esti­
mates of the MLEs for the founding allele frequencies for trait Tf obtained using an increasing 
number of Gibbs EM iterations. Two regimes of the algorithm were used; the top half of the 
table uses 1000 Gibbs sweeps per EM iteration and the bottom half o f  the table uses 10,000  
Gibbs sweeps per EM iteration. The starting frequencies were (0.166, 0 .166, 0.166, 0.166, 
0.166) but in order to get close to the stationary distribution we have used a 5% burn-in and 
discarded the first 50 EM iterations.
b reaks  dow n for higher allele t r a i t s  because  of th e  huge a m o u n ts  o f  m e m o ry  used by th e  
peeling rou tine .
H av ing  shown t h a t  th e  G ib b s  S am p le r  can o b ta in  very good e s t im a te s  of  th e  found ing  
allele frequencies, we can use i t  to  ob ta in  e s t im a te s  of th e  allele frequenc ies  for th e  six 
found ing  g roups  for th e  four, five and  six allele t ra i t s .  T h e  m e th o d  is s im ila r  to  th e  one 
used in §‘2.3.1 and §‘2.3.2. U sing th e  bes t  e s t im a te  of th e  found ing  allele frequencies  from 
th e  G ib b s  EM  a lg o r i th m , we can then  run a n o th e r  10,000 con s is ten t  G ib b s  sweeps -  in 
effect a n o th e r  G ib b s  E M  i te ra t io n  -  and perfo rm  a  within g ro u p  gene  c o u n t  on these  
rea lisa tions  to  ge t th e  g ro u p  allele frequency  e s t im a te s .
SerumEs
In th is  section we perform  th e  above  regim e on th e  four allele t r a i t  SerumEs. From  T a ­
ble 3.7 we o b ta in  ou r  bes t  e s t im a te s  o f  th e  found ing  allele frequencies  -  th e  e s t im a te s  
co rre sp o n d in g  to  1 0 0 0  i te ra t io n s  -  and  use these  to  ob ta in  an initial con f ig u ra t io n  from 
which to  run the  G ib b s  S am p le r .  W e have previously found in the  E M  s t r u c tu r e  for this 
t r a i t  t h a t  10,000 con s is ten t  G ib b s  sweeps per  E M  i te ra t ion  with a  7  o f  0.005 gives good 
resu lts  and  p ropose  to  base o u r  fo u nd ing  g ro u p  e s t im a te s  on th is  regime. T h is  gives a run 
tim e  of a p p ro x im a te ly  five m inu tes .  D esp i te  being very close to  th e  M L E s ,  and hence the
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d is tr ib u t io n  t h a t  we wish to  sam ple  from , we still p e r fo rm  a  burn- in  period of  5% in o rde r  
to  m a k e  th e  chain fo rge t th is  initial con f ig u ra t io n  and  so d is rega rd  500 rea l isa t ions  before 
ta k in g  th e  10,000. A f te r  tak in g  these  10,000 co n s is ten t  rea l isa t ions  on th e  13 founders ,  
for each g ro u p  we perfo rm  a  w ith in  g ro u p  gene c o u n t  on th e  ind iv iduals  in t h a t  g ro u p  to  
o b ta in  th e  e s t im a te s .  T h ese  a re  given in T ab le  3.10.
A l l e l e  F r e q u e n c y  E s t i m a t e s  o f  t h e  S i x  F o u n d i n g  G r o u p s  
O b t a i n e d  U s i n g  t h e  E s t i m a t e s  f r o m  t h e  G i b b s  E M  A l g o r i t h m
T r a i t n A l l e l e
F o u n d i n g  G r o u p
1 2  a, 2 b 3 4 5
1 0.0896 0.2418 0.2156 0.0788 0.2643 0.0756
S e r u m E s 142 2 0.2519 0.2178 0.1479 0.2579 0.2396 0.1052
3 0.4669 0.5091 0.6144 0.6390 0.4614 0.7945
4 0.1917 0.0313 0 . 0 2 2 1 0.0243 0.0347 0.0248
Table 3.10: A l l e l e  F r e q u e n c y  E s t i m a t e s  f o r  t h e  S i x  F o u n d i n g  G r o u p s :  The
allele frequency estimates of the six founding groups in the pedigree indicated in Figure 2-1 
for trait SerumEs are shown. They are obtained by running 10,000 consistent Gibbs sweeps 
from the estimates of the MLEs of the founding allele frequencies from the 1000 iterations 
row from Table 3.7 and then performing a within group gene count to obtain the estimates. 
The column n  represents the number of individuals for which we have phenotypic information. 
Results that differ by approximately 0.1 or more are shown in bold.
Results
T h e  resu lts  for the  SerumEs t r a i t  a re  s im ila r  to  those  from  th e  tw o and th re e  allele t r a i t s  in 
t h a t  th e re  is huge var ia tion  in the  found ing  g ro u p  allele frequencies . In fac t,  th e re  is m ore 
var ia t ion  in th is  t r a i t  th a n  in any of th e  p rev iously  exam ined  t ra i t s ;  for exam ple ,  allele 3 
ranges  betw een a p p ro x im a te ly  0.45 and 0.80. In th e  desc r ip t ion  of th e  found ing  g ro u p s  for 
the  tw o  and  th re e  allele t r a i t s ,  we highligh ted  in bold any  resu lts  th a t  differed from  the  
o th e r s  by a p p ro x im a te ly  0.1 or m ore  to  in d ic a te  unusua l  resu lts .  Here, because th e  range 
is so la rge  only a  few ou tlie rs  are  picked o u t ;  for e x am p le  only g ro u p  5 in allele 3 and 
g ro u p  1 in allele 4 are  highlighted . T h ese  g ro u p s  do  con ta in  one of th e  th ree  des ig n a ted  
in te re s t in g  founders  -  g ro u p  1 con ta in s  th e  d o m e s t ic  horse  and  g ro u p  5 co n ta in s  th e  horse 
b ro u g h t  in to  the  p opu la t ion  la,ter and  from  a  d ifferent location  -  b u t  th e  resu lts  exh ib it  
so m uch varia tion  that, it is difficult to  d ra w  inference a b o u t  these  horses. However, 
th is  la rge  varia tion  reinforces inferences m a d e  in §2.3 a b o u t  the  huge varia tion  in the  
found ing  p o pu la t ion  p rob ab ly  due  to  la rge  a m o u n ts  o f  in te rb reed in g  between dom estic  
and P rzew alsk i horse  on the  M ongolian  p lains. T h is  again  sugges ts  th a t  th e  m a n a g e m e n t  
p ro g ram s ,  which are  based on so-called ‘p u r e ’ an d  ‘c o n ta m in a t e d ’ horses and  bo th  involve 
an a d d i t io n a l  mild form of selection, are  n o t  justif ied .
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Pr
Using  th e  m e th o d  outlined  above  we ob ta in  e s t im a te s  of  th e  allele f requencies  for th e  six 
fo u nd ing  g ro u p s  for th e  five allele t r a i t  Pr. W e aga in  use th e  M L E s  o f  th e  fo u nd ing  allele 
pop u la t io n  ob ta in ed  from 1000 i te ra t io n s  of th e  G ib b s  E M  a lgo r i th m  show n  in T able  3.8, 
pe r fo rm  a  fu r th e r  10,000 c o n s is te n t  G ib b s  sw eeps and  then  gene c o u n t  w ith in  g roups .  A 
7  o f  0.005 and  a  burn-in  of 5% is used which gives rise to  a  run t im e  of  a p p ro x im a te ly  five 
m inu tes .  T h e  resu lts  are  show n in T ab le  3.11.
A l l e l e  F r e q u e n c y  E s t i m a t e s  o f  t h e  S i x  F o u n d i n g  G r o u p s  
O b t a i n e d  U s i n g  t h e  E s t i m a t e s  f r o m  t h e  G i b b s  E M  A l g o r i t h m
T r a i t n A l l e l e
F o u n d i n g  G r o u p
1 2  a 2 b 3 4 5
1 0.4308 0.5812 0.7040 0.6659 0.3495 0.3098
2 0.1106 0.1645 0.1068 0.1409 0.2838 0.5409
P r 140 3 0.1847 0.1052 0.0792 0.0624 0.0692 0.0507
4 0.2200 0.0766 0.0614 0.0584 0.0700 0.0504
5 0.0539 0.0725 0.0487 0.0724 0.2276 0.0483
Table 3.11: A l l e l e  F r e q u e n c y  E s t i m a t e s  f o r  t h e  S i x  F o u n d i n g  G r o u p s :  The
allele frequency estimates of the six founding groups in the pedigree indicated in Figure 2-1 
for trait Pr are shown. They are obtained by running 10,000 consistent Gibbs sweeps from 
the estimates of the MLEs of the founding allele frequencies from the 1000 iteration row of  
Table 3.8 and then performing a within group gene count to obtain the estimates. The column 
n  represents the number of individuals for which we have phenotypic information. Results that  
differ by approximately 0.1 or more are shown in bold.
Results
T h e  resu lts  for th e  Pr t r a i t  a re  s im ila r  to  those  described above for t r a i t  SerumEs with 
huge varia tion  between th e  g ro u p s .  For exam ple ,  allele 1 has a  ran g e  of a p p ro x im a te ly  
0.30 to  0.70. T h is  again m akes  o u r  ad-hoc  bo ld ing  of unusual resu lts  r a th e r  difficult b u t  
th re e  a p p e a r  to  s tan d  o u t  -  g ro u p  1 for allele 4, g ro u p  4 for allele 5 a n d  g ro u p  5 for allele 
2. T h ese  g ro u p s  are  the  th re e  g ro u p s  t h a t  con ta in  one of the  in te re s t in g  horses b u t  th e  
large  varia tion  between all o f  th e  g ro u p s  m akes  it difficult to  d raw  an y  inference.
Tf
W e con tinue  ou r  m e th o d  to  find e s t im a te s  o f  the  founding  g ro u p  allele frequencies  for the  
six allele t r a i t  Tf. We again  use th e  e s t im a te s  of th e  found ing  allele f requencies  o b ta ined  
from  1000 i te ra t io n s  of th e  G ib b s  E M  a lg o r i th m  shown in T able  3.9 from  which to  run 
th e  10,000 consis tent G ib b s  sweeps. A 7  o f  0.005 and a  burn-in  of  5%  gives rise to  a  run 
t im e  of app ro x im a te ly  five m inu tes .  T h e  resu lts  for th e  six found ing  g ro u p s  a re  shown in 
T ab le  3.12.
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A l l e l e  F r e q u e n c y  E s t i m a t e s  o f  t h e  S i x  F o u n d i n g  G r o u p s  
O b t a i n e d  U s i n g  t h e  E s t i m a t e s  f r o m  t h e  G i b b s  E M  A l g o r i t h m
F o u n d i n g  G r o u p
T r a i t n A l l e l e 1 2 a 2  b 3 4 5
1 0.3081 0.2905 0.1993 0.3672 0.2515 0.1665
2 0.0752 0.0912 0.0790 0.3133 0.1209 0.0591
T f 140 3 0.1943 0.2860 0.2273 0 . 1 1 1 1 0.1399 0.0895
4 0.2319 0.0877 0.0713 0.0553 0.0819 0.0573
5 0.0613 0.0828 0.0550 0.0510 0.0727 0.5186
6 0.1293 0.1618 0.3682 0 . 1 0 2 2 0.3331 0.1091
Table 3.12: A l l e l e  F r e q u e n c y  E s t i m a t e s  f o r  t h e  S i x  F o u n d i n g  G r o u p s :  The
allele frequency estimates of the six founding groups in the pedigree indicated in Figure 2-1 
for trait Tf are shown. They are obtained by running 10,000 consistent Gibbs sweeps iteration 
from the estimates of the MLEs of the founding allele frequencies from the 1000 iterations of  
the Gibbs EM shown in Table 3.9 and then performing a within group gene count to obtain the 
estimates. The column n  represents the number o f  individuals for which we have phenotypic 
information. Results that differ by approximately 0.1 are shown in bold.
Results
T h e  resu l ts  for th e  Tf t r a i t  a re  s im ilar  to  w h a t  we have seen before. T h e re  is a  large 
var ia t ion  betw een  g ro u p  e s t im a te s  ind ica t ive  of  la rge  varie ty  in th e  an ces tra l  pop u la t io n  
on th e  M ongolian  plains. T h re e  resu lts  have  been  h igh ligh ted  and  occur  in g ro u p s  1 , 3 
and 5. T w o  of these  again  include one of th e  th re e  in te re s t in g  horses b u t  g ro u p  3 is m e a n t  
to  be ‘p u r e ’ P rzew alski horse. T h is  reinforces th e  inference m a d e  in th e  SerumEs sec tion  
a b o u t  th e  lack of ju s t if ica t ion  for th e  c u r r e n t  m a n a g e m e n t  p ro g ram s .
3.9.2 Founding and Current Populations
In §2.1.2 we outlined  four  th ings  t h a t  should  be b o rn e  in m ind when t ry in g  to  m axim ise  
the  g ene tic  d ivers ity  of  a  sm all cap tive  p o p u la t io n  -  fo u n d er  effect, genetic  drif t ,  inb reed ing  
and  selec tion . T h ey  usually  work in co n ju n c t io n  to  reduce  th e  genetic  variabili ty  of cap t iv e  
p o p u la t io n s  and  can cause  th e  loss of rare  alleles.
In §2.3 we inves t iga ted  tw o different m easu re s  o f  th e  popu la t io n  allele frequencies -  
the  fo und ing  and c u r re n t  popu la t io n .  By c o m p a r in g  these  tw o m easu re s  we can see th e  
way t h a t  th e  allele frequencies  have drif ted  th ro u g h  tim e . We can do  a  s im ilar  th in g  here  
for these  multi-allele t r a i t s .  T h e  e s t im a te s  of  th e  M L E s  of th e  found ing  allele frequencies 
o b ta in e d  from th e  G ib b s  E M  a lgo r i thm  can be  co m p a re d  with th e  cu rren t  po p u la t io n  
e s t im a te s  o b ta in ed  from a  simple gene c o u n t  on th e  ind iv idua ls  in th e  pedigree for which 
p h en o typ ic  in fo rm ation  is available.
SerumEs
T h e  resu lts  for the  four allele t r a i t  SerumEs for th e  tw o m e th o d s  of o b ta in in g  the  popu la t io n  
allele frequencies  are  given in Table  3.13.
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T h e  P o p u l a t i o n  A l l e l e  F r e q u e n c y  E s t i m a t e s
P o p u l a t i o n A l l e l e
1 2 3 4
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Table 3.13: P o p u l a t i o n  A l l e l e  F r e q u e n c y  E s t i m a t e s  f o r  S e r u m E s :  The table
displays two different estimates of the population allele frequencies. The founding population 
estimates are obtained from the Gibbs EM algorithm in Table 3.7. The current population 
estimates are obtained from a gene count on the individuals for which phenotypic information 
is available.
Results
We can  see t h a t  the  tw o  e s t im a te s  a re  q u i te  sim ilar  w ith  th e  la rges t  difference o f  a p p ro x ­
im a te ly  0.03 occurr ing  for allele 1. I t  is in te re s t in g  to  n o te  t h a t  th e  ra r e s t  allele, allele 4, 
has becom e slightly ra re r  w ith  a  d ro p  of a p p ro x im a te ly  0.016.
Pr
T h e  resu lts  for th e  five allele t r a i t  Pr for th e  tw o  m e th o d s  of o b ta in in g  th e  po p u la t io n  
allele frequencies are  given in T ab le  3.14.
T h e  P o p u l a t i o n  A l l e l e  F r e q u e n c y  E s t i m a t e s
P o p u l a t i o n A l l e l e
1 2 3 4 5
F o u n d i n g











Table 3.14: P o p u l a t i o n  A l l e l e  F r e q u e n c y  E s t i m a t e s  f o r  P r :  The table displays
two different estimates of the population allele frequencies. The founding population estimates  
are obtained from the Gibbs EM algorithm in Table 3.8. The current population estimates are 
obtained from a gene count on the individuals for which phenotypic information is available.
Results
T his  t r a i t  shows large differences betw een  th e  found ing  and c u r re n t  p o p u la t io n  and is a 
good  exam p le  of why for an ces tra l  inference on th e  fou n d ers  it is vital to  find th e  found ing  
M LEs, as using th e  cu r ren t  e s t im a te s  could give m islead ing  inference. T h e  m o s t  com m on 
allele, allele 1 , shows a rise of a p p ro x im a te ly  0 . 2 2  a t  th e  expense  of all th e  o th e r  alleles 
which show sizeable decreases . T h is  is im p o r ta n t  as alleles 3, 4 and  5 were q u i te  ra re  in the  
found ing  popu la t ion  and in p a r t ic u la r  allele 5 is now in d a n g e r  of d is a p p e a r in g  a l to g e th e r  
in th e  c u r re n t  popu la t io n .
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Tf
T h e  resu lts  for th e  six allele t r a i t  Tf for th e  tw o  m e th o d s  of  o b ta in in g  th e  p o p u la t io n  allele 
frequencies  a re  given in T ab le  3.15.
T he P o p u l a t i o n  A llele  F r e q u e n c y  E s t i m at es
P o p u l a t i o n A llele
1 2 3 4 5 6
F o u n d i n g
C u r r e n t
0.2762
0.2929






0 . 1 0 1 1
0.0107
0 . 2 1 2 1
0.1179
Table 3.15: P o p u l a t i o n  A l l e l e  F r e q u e n c y  E s t i m a t e s  f o r  T f :  The table displays
two different estimates of the population allele frequencies. The founding population estimates  
are obtained from the Gibbs EM algorithm in Table 3.9. The current population estimates are 
obtained from a gene count on the individuals for which phenotypic information is available.
Results
For th is  t r a i t ,  th e re  a re  again  som e s u b s ta n t ia l  differences be tw een  the  found ing  and  
c u r re n t  popu la t io n  e s t im a te s .  Alleles 2 a n d  3 show  increases  in frequency  of ap p ro x im a te ly
0.12 b u t  th is  is a t  th e  expense  of alleles 4, 5 an d  6  which all show a  reasonab le  decrease.  
M ost  im p o r ta n t ly  is t h a t  alleles 4 and 5 frequenc ies  have becom e very low and a re  in real 
d a n g e r  of  d isa p p e a r in g  from th e  p o p u la t io n .
3.10 C onclusions
In th is  c h a p te r  we have show n t h a t  th e  G ib b s  S am p le r  can be used to  e s t im a te  th e  M L E s  
of th e  fo u n d e rs ’ allele frequencies o f  a  ped igree . W e have developed a  m e th o d  using th e  
G ibbs  S am p le r  nes ted  in a  sim ple E M  a lg o r i th m . T h e  m e th o d  sam ples  from th e  m arg ina l  
d is t r ib u t io n  of th e  fo u n d e rs ’ g en o ty p es  a n d  e s t im a te  th e  M L E s  of th e  found ing  allele 
frequencies.
Using a  G ib b s  S am p le r  in th e  a lg o r i th m  has  a d v a n ta g e s  in t h a t ,  unlike peeling, th ey  
can be generalised to  multi-allele t r a i t s  using th e  re laxa tion  m e th o d .  However, in o rd e r  
to  ge t  confidence in th e  e s t im a te s  it p roduces ,  checking has  to  be done  along  th e  way.
T h r o u g h o u t  th e  sam p lin g  in th is  c h a p te r  we have used four decim al places as a  b e n c h ­
m ark  a g a in s t  which to  run th e  a lg o r i th m s .  For m an y  pu rposes  th is  m ay be considered  
overkill and  less accu racy  m igh t  be needed which would reduce th e  run t im e  of th e  a lgo­
r i th m s  and  m ake th em  m ore  efficient.
Gibbs EM Algorithm
For th e  G ib b s  E M  a lg o r i th m , m u l t i -m o d a l i ty  of  th e  likelihood su rface  m u s t  be checked 
for and  we have found t h a t  m ultip le  s t a r t i n g  p o in ts  a ro u n d  the  sam ple  space  is a  good 
and c o m p u ta t io n a l ly  efficient way of do ing  th is . As we are  only in te res ted  if convergence  
a p p e a rs  to  occur, even in high d im ensions  very low n u m b e rs  of G ibbs  sw eeps can be used
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w ith  a  low n u m b e r  of i te ra t io n s .  F o r  all th e  alleles it  a p p e a rs  t h a t  10 E M  i te ra t io n s  o f  100 
co n s is ten t  G ib b s  sweeps per  i te ra t io n  is sufficient provided  t h a t  lo ts  o f  s t a r t in g  p o in ts  are  
used. C onsequently ,  any increase  in c o m p u t in g  t im e  would be b e t t e r  s p e n t  choosing m ore  
initial frequencies a ro u n d  th e  sp ace  to  give m ore  confidence in th e  u n im o d a l i ty  a ssu m p tio n  
ra th e r  th a n  in increasing  th e  n u m b e r  o f  con s is ten t  G ib b s  sweeps pe r  E M  ite ra t io n .
D oing these  sh o r t  runs  also allows us to  check th e  run  p a ra m e te r s  t h a t  we are  going 
to  use in th e  long run of  th e  G ib b s  E M  a lg o r i th m , which prov ides  th e  e s t im a te s  of  th e  
M L E s of th e  found ing  allele frequencies . T h e  m o s t  im p o r ta n t  o f  these  is th e  re laxa tion  
p a ra m e te r  7 . It  con tro ls  th e  re jec tion  ra te ,  which has  th e  m o s t  effect 0 1 1  th e  run t im e  of 
th e  E M  a lgo r i th m . We have  show n t h a t  we would like to  run  w ith  as high a  p a ra m e te r  
as possible to  reduce  th e  serial co rre la t ion  and im prove  accu racy  of  th e  e s t im a te s  b u t  th is  
involves prohib itive ly  long run t im es . So we com e to  a  co m p ro m ise  an d  run th e  G ibbs  
E M  a lgo ri thm  with as high a  7  as  we can for a  reasonab le  c o m p u te r  cos t .  For all o f  th e  
t r a i t s  th is  co rresp o n d s  to  a  7  be tw een  0.0005 a n d  0.005. T h e  te n d e n c y  is t h a t  a  h igher 
d im ensiona li ty  m eans  a  h igher re jec tion  r a te  b u t  th is  is n o t  a lw ays th e  case with th e  four 
allele t r a i t  Serum Es being th e  m o s t  c o m p u te r  costly.
We have also inves t iga ted  th e  n u m b e r  of G ib b s  sweeps per  i te ra t io n  needed an d  the  
n u m b e r  of E M  i te ra t io n s  needed to  ge t  good  e s t im a te s .  O bviously  th e  h igher  we can m ake  
e i the r  of  these  p a ra m e te rs ,  th e  g re a te r  will be th e  accu racy  of th e  e s t im a te s .  We have found 
t h a t  for fixed c o m p u te r  cost,  g r e a te r  accu racy  is achieved by p u t t in g  g re a te r  em p h as is  on 
the  n u m b e r  o f  G ibbs  sweeps pe r  i te ra t io n ,  r a th e r  th a n  the  n u m b e r  o f  i te ra t io n s .
Increasing  th e  d im ens iona li ty  seem s to  im ply  t h a t  a  g re a te r  n u m b e r  of  i te ra t io n s  are  
need to  achieve convergence  of  th e  G ib b s  E M  a lg o r i th m . M o s t  of th e  t r a i t s  seem to  se t t le  
down and  show no change  a f te r  a b o u t  25 0 -5 0 0  i te ra t io n s ,  however, th e  six allele t r a i t  
seem s to  need m ore  th a n  1 0 0 0  i t e ra t io n s  to  sa t is fy  us t h a t  it has se t t led  on th e  p o in t  of 
convergence. For p ro p e r  M C M C  convergence  we need to  increase  th e  n u m b e r  of G ib b s  
sweeps in som e way as th e  a lg o r i th m  progresses, b u t  have found t h a t  p rac tica lly  for all 
t r a i t s  we have found th a t  a f te r  a  5%  burn-in  per iod , 1000 E M  i te ra t io n s  of  10,000 G ibbs  
sweeps per i te ra t ion  gives accu racy  a lm o s t  to  four decim al places. An increase  in d im ension  
shows up  th e  differences betw een 1000 and  10,000 G ib b s  sw eeps per i te ra t io n .  We have 
m ore  confidence in th e  answ ers  p ro d u ced  by th e  1 0 , 0 0 0  sweep regime b u t  th e  differences 
are  small enough to  be of little im p o r ta n c e  in p rac t ice  when c o m p u te r  cos t  m ay be a  m ore  
im p o r ta n t  fac tor .
Biological Implications
We have shown t h a t  the  G ib b s  S am p le r  can p rovide  us with a c c u ra te  e s t im a te s  o f  p ro b ­
abilities for multi-allele t r a i t s  on th e  P H  pedigree. C onsequen tly ,  we used th e  m e th o d  to  
t ry  and  answ er  th e  sim ple  biological question  a b o u t  th e  different m a n a g e m e n t  p ro g ram s  
which in i t ia ted  th is  thesis  for th e  th re e  rem a in in g  t r a i t s  which c a n n o t  be analysed  with 
th e  peeling process.
T h e  resu lts  are  sim ilar  to  those  found in §2.3 for th e  tw o and th re e  allele t r a i t s .  T h e re  is
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a  huge varie ty  of allele frequencies  for these  multi-allele  t r a i t s  in th e  fo u n d in g  horses which 
is ind ica tive  of a  la rge  a m o u n t  of in te rb reed in g  betw een  d o m es t ic  an d  P rzew alsk i horses 
in th e  popu la t ion  from  which th e  fo u n d e rs  were tak en .  B ecause  of th is  large var ia tion , 
resu lts  for th e  th re e  g ro u p s  con ta in in g  one of th e  in te re s t in g  horses a re  no m ore  unusual 
th a n  th e  o th e r  g roups .  T h is  implies t h a t  th e  m a n a g e m e n t  p ro g ra m s  which are  based 
on so-called "pure’ a n d  ‘c o n ta m in a t e d ’ Przew alsk i horses  an d  which involve an  ad d it iona l  
mild form of selection, a re  n o t  justified  as all of th e  fo u n d e rs  co n ta in ed  vary ing  a m o u n ts  
of dom estic  horse  genes an d  selection a g a in s t  these  genes, w hils t  being  beneficial in the  
s h o r t  te rm ,  m ay  be do ing  unknow n d a m a g e  to  th e  gen o m e on a long te rm  basis. F u r th e r  
evidence of th is  is show n w hen we c o m p a re  th e  found ing  an d  c u r re n t  p o p u la t io n  frequency 
e s t im a te s .  For th e  th re e  multi-allele  t r a i t s  exam ined  in th is  c h a p te r ,  all show a  d an g e ro u s  
d ro p  in th e  frequency of  th e  ra re s t  allele, to  such an e x te n t  t h a t  th e  allele is in real d an g e r  of 
d isap p ea r in g  from th e  p o p u la t io n  a l to g e th e r .  T h e  biological effects o f  such d isa p p e a ra n ce s  
are  unknow n.
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Full Bayes Approach
Clearly, bins are for the birds! 
(J  T u key)
4.1 In trod u ction
In th e  prev ious c h a p te r s  we in troduced  an E M  a lg o r i th m  as an efficient way of finding 
the  M L E s  of th e  allele frequencies of th e  fo u n d e rs  which a re  needed  for a c c u ra te  an ces tra l  
inference. We initially used th e  peeling process in th e  E M  a lg o r i th m  b u t  due  to  c o m p u ­
ta t io n a l  re s tr ic t ions  had to  develop a s im u la t ion  m e th o d  using th e  M C M C  a lg o r i th m , th e  
G ib b s  S am p le r  for th re e  and higher allele t r a i t s .  We found  t h a t  for th e  Przew alski horse 
pedigree, even for th e  six allele sy s tem , th e  M C M C  ap p ro ach  converged  quickly. T h e  re­
su lts  from th e  s im ula tion  were checked with th e  e x a c t  re su lts  for th e  tw o and th ree  allele 
t r a i t s  a n d  were found to  be very good. T h e  p rocess  w as th en  con tinued  for higher allele 
t r a i t s  for which no ex a c t  answ ers  were available. C onvergence  was achieved and with th e  
use o f  m ult ip le  s t a r t in g  p o in ts  confidence w as increased  t h a t  th e  convergence was to  the  
M L E s.
However, th e re  a re  still p rob lem s with th e  m e th o d s .  T h e  a lg o r i th m  can p roduce  good 
M L E s b u t  th e  p a ra m e te r s  t h a t  are  needed in th e  run -  th e  re laxa tion  p a ra m e te r  7 , the  
n u m b e r  of  i te ra t io n s ,  and the  n u m b er  of sw eeps per  i te ra t io n  in th e  G ib b s  EM a lg o r i th m  
all need to  be inves t iga ted  and  ad ju s ted  in each case. Im p o r ta n t ly ,  t im e  has to  be sp e n t  
checking for m u lt i-m odali ty .  T h is  is re la tively ch eap  c o m p u ta t io n a l ly  b u t  still needs to  
be rep ea ted  m any  t im es  with different s t a r t in g  frequencies  to  c re a te  g re a te r  confidence in 
any convergence. D esp i te  all of ou r  checking, th e re  is still d o u b t  as to  w h e th e r  we have 
sam pled  from  all re levant sub-spaces  and c o n seq u en t ly  converged to  th e  co rrec t place.
O th e r  a u th o rs ,  such as G ever and T h o m p so n  (1995), have  found t h a t  convergence  can 
tak e  r id iculous a m o u n ts  of t im e  and this has been th e  reason for a l te rn a t iv e  sam pling  
m e th o d s  using th e  G ib b s  S am pler  such as au x il ia ry  variables, M etro p o l is  C oupled  M arkov  
C h a in s  and  s im u la ted  tem p er in g ,  which a re  h ighligh ted  in §5.1.2.
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W ith  its  o rig ins in Bayesian  s ta t i s t ic s ,  th e  G ib b s  E M  a lgo ri thm  can  be th o u g h t  of as 
p seudo-B ayes  m e th o d s .  C an  we con tinue  using th e  Bayesian  f ram ew o rk  to  find a  different 
m e th o d  of e s t im a t in g  th e  allele frequencies , 7TjS? T h e  B ayesian  ap p ro ach  requires  a  prior  
on 7r, so in s te a d  of using an E M  a lg o r i th m , we could place a  prior  on 7r an d  then  use 
th e  G ib b s  S am p lin g  to  sam ple  from th e  p o s te r io r  d is t r ib u t io n  of ir. In fac t ,  w ith  a careful 
choice of  p r io r  th is  p os te r io r  d is t r ib u t io n  can be used for non-B ayesian  m a x im u m  likelihood 
e s t im a t io n .  T h is  is n o t  fully B ayesian  inference, b u t  we are  using th e  B ayesian  fram ew o rk  
as a  useful c o m p u ta t io n a l  tool.
4.2  B ayesian  G ibbs A lgorith m
In §2.2 we show ed t h a t  as we a re  n o t  ch ang ing  th e  p e n e t ra n c e  or t ra n sm is s io n  probab il i t ies  
in o u r  gene tic  m odel then  we can w r i te  th e  p ro bab il i ty  as
L { 4 > (D ) , wf } =  P{tj>(D) | x f , G }  (4.1)
w here  D is th e  se t  of ind iv idua ls  in th e  ped igree  whose s t a t e  w ith  re sp ec t  to  th e  t r a i t  of 
in te re s t  has  been observed , 4>{D) is th e  se t  o f  p h e n o ty p e s  for those  ind iv idua ls ,  irjr is th e  
founder  allele frequencies and  G is th e  ped igree  s t ru c tu re .  However, we can go fu r th e r  
because  if we let 7Tf  =  ( A d , . . .  , AT) w here  AT d en o te s  th e  found ing  p o p u la t io n  frequency  
of allele k
L{4>(D) , X U . . . , X , }  =  P { 4 > (D )\X U . . .  , X k , G }  (4.2)
= E ' - E b i "  * r n ^ . v . . ^ n * w . « « } < 4-3)
In
w here cv2 for i =  1 to  k  is th e  n u m b e r  of  occu rrences  of allele i in th e  fo u nd ing  p o pu la t ion  
for given T , . .  . , i n .
If we now p u t  a  prior, p, on A d , .  . . , AT, th is  implies a  jo in t  d is t r ib u t io n  for A T , . .  • , AT 
and all p h e n o ty p e s  of
P{Ad = x i , . . .  ,AT = x k-.(4{D)} =
 rk ) y ■ • (4 -4 )
I  \  l n
W e can now use M C M C ’ to  sam p le  from th e  cond it iona l  d is t r ib u t io n  o f  A T , . . .  , AT 
given t h a t  observed  p h e n o ty p e s  are  equal to  the  observed values. For th is ,
P {AT ,AT =  -vk | o { D ) }  oc
P{* i <......n-) Y ' - ' Y l  <ri 1 • • • EE Ttik' (4-6)
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Now, we can w rite
P { A 'i  =  x u  . . .  , X k =  x k | <f>{D)} oc p ( x u  . . .  7 x k ) x  L { d ( D ) , x  u  (4.6)
We can ge t full in fo rm a tio n  on th e  po s te r io r  d is t r ib u t io n  by M C M C  sam pling  and , 
by using E q u a t io n  (4.6), we can m axim ise  th e  L{<f>(D),x i , . . .  , x k } t e rm  to  ge t  M L E s  for
7~F  =  ( X i ,  . . . , Xfc) .
T h e  rem ain ing  p ro b lem  is w h a t  to  choose for th e  pr io r  d is t r ib u t io n  on p ( x i , . . .  , x k).
4.2.1 Dirichlet D istr ibution
We have chosen a  Dir ich le t  d is t r ib u t io n .  It  is conven ien t  an d  is th e  c o n ju g a te  prior 
d is t r ib u t io n  for th e  p a r a m e te r s  o f  th e  M u l t in o m ia l  d is t r ib u t io n .  T h e  Dir ich le t  d is tr ibu tion  
is a. m u lt iv a r ia te  gen era l isa t io n  of  th e  B e ta  d is t r ib u t io n .
A con tinuous  ra n d o m  vec to r  x  =  ( x j , . . .  , x k) has a  Dirichlet  d is t r ib u t io n  of dim ension 
k , with p a ra m e te rs  (3 =  (/3i,. . .  , f3k+ 1 ), w here  (f3t > 0 , / =  1, .  . .  , k  +  1) if its  p robab ili ty  
densi ty  D i k ( x  | /3), for 0 <  x t <  1 and x-\ +  . . . +  x k <  1, is
D i k ( x  | (3) =  c . r f  1 . . . x pkk ] ( 1  -  ^ x t )Pk+' \  (4.7)
i=i
k~|-1
r ( E £ /  f t  
n S  r ( / i
w here  c — — (4. 8)
If k — 1, D i k (x. | (3) reduces  to  th e  Beta  dens i ty  B e t a ( x  | A , / ^ )
T h e  m arginal d i s t r ib u t io n  o f  x l m) =  ( .T i , . . .  , x m ), m  < k , is th e  Dirich le t
k + 1
=  D i m { x lm) I . / J „ ,  £  13,). (4.9)
T h e  conditional d is t r ib u t io n ,  given , . .  . , x k . of
(4.10)
1 l — • 1Z ~ , j= ,n  +  \ 'l J
for / =  1 , . . .  . m  is also Dir ic h le t , D i m { x \  x'm | J | , . . .  , /im , l h + i ) -  In p a r t ic u la r
in
p{x \  I .r.w + 1, . . .  , Xk) = B e ta {x ' t | /C, ^  lh  +  :h-+\ -  & ) ,  ?' =  1 , . . .  , m .  (4.11)
. / ' = i
For th is  p roblem , we have chosen to  use a prior of Dir ich le t , /C =  1 for i =  1 , . . .  , k  + 1 .
Hence, p ( x \  x k ) is c o n s ta n t ,  so M L E  is x  for which th e  p o s te r io r  d is t r ib u t io n  is
m axim ised .
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4.2.2 D irich let Sam pling
T h e  s t a n d a r d  a p p ro a c h e s  to  sam pling  from a  Dir ichle t  d is t r ib u t io n  rely on genera lis ing  
d raw ing  sam p les  from a  B e t a  d is t r ib u t io n .  T h e re  a re  m an y  ap p ro ach es  to  sam pling  from  
a B e ta  d is t r ib u t io n  w ith  one of  the  m o s t  p o p u la r  given in Ripley (1987).
A l g o r i t h m  4 . 1 .  B e t a :
1 . Genera te  U i , U 2 ~  U (0 ,1 ) .
2. Le t  Vi  =  u l / a , V 2 =  U l2 /(3.
3. Le t  W  =  V\  +  V 2 ■
I  I f  W  <  1 then  re turn  Vi / W , else repeat from, 1 .
□
However, th e  re jec tion  sam pling  which u n d e rp in s  th is  m e th o d  becom es c o m p u ta t io n ­
ally p roh ib it ive  for la rge  a an d  b. As we are  in te re s ted  in t r a i t s  up  to  6  alleles, we have to  
sam ple  from  a  B e t a ( 6 ,6 ) which gives rise to  a large  re jection  ra te .
A b e t t e r  m e th o d  for g e n e ra t in g  from a  B e ta  w i th  in teger  values a and  b is given in 
A hrens  a n d  D ie te r  (1974).
A l g o r i t h m  4 . 2 .  J o h n k ’s B e t a :
1 . Generate  U\,  U2, . . .  , Un ~  U ( 0 , 1 ) where n =  a +  b — 1 .
3. Del iver  the a th smal l es t  o f  the V, as the sa m ple  x  f r o m  the B e t a ( a , b )  dis tr ibut ion.
□
So using J o h n k ’s B e ta  a lgo r i thm  for s im u la t in g  from  a  B e t a  we use th e  following s tick  
breaking  a lg o r i th m  to  s im u la te  from a  D ir i c h l e t .
A l g o r i t h m  4 . 3 .  D i r i c h l e t  S a m p l i n g :
1. S im u la te  Xi f r o m  a B e t a i j f , f )  d is tr ibut ion.
2. For  j  =  2 , . . .  , k  — 1, s imula te  f r o m  a Beta ( /3 j ,  1 ‘f )  distribut ion,  an d  let
F ,  =  ( [ -  E C l1 x i )<t>j-
3. Final ly,  set  x k =  1 -  Yl i= i  A-
□
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(a)  (b) (c)  (d)
A l l e l e  3 . A l l e l e  2  A l l e l e  3 , A l l e l e  2  A l l e l e  3 , A l l e l e  2A l l e l e  2  A l l e l e  3 ,
A l l e l e  1  A l l e l e  1  A l l e l e  1  A l l e l e  1
Figure 4-1: P l o t s  o f  B a y e s  G i b b s  S a m p l e r  f o r  T r a i t  C 7 1 :  Figure (a) shows the
first 100 draws from the Bayes Gibbs sampler algorithm. The arrows indicate the direction 
of the draw and the size o f  the arrow head indicates the length o f  the draw. Figures (b ) - (d )  
show 1000 draws in the algorithm after 1000, 50 ,000  and 99 ,000  draws have been taken.
4.2.3 M ethodology
We are  going to  use th e  G ibbs  Sam pler to  g en era te  sam ples  from th e  pos terior  d is tr ibu tion , 
which as we have chosen a  co n s ta n t  prior d is tr ibu tion , is equivalent to  sam pling  from 
th e  likelihood d is t r ib u t io n .  By repea ted  sam pling, we can build up  an  e s t im a te  of the  
likelihood surface  and co m p are  them  with th e  exac t  surfaces shown in F igure  2-2.
In im plem enting  the  a lgo ri thm  we m ust  firstly check t h a t  th e  sam pling  procedure  is 
visiting all regions of th e  sam ple  space. F igure  4-1 shows th e  resu lts  for th e  allele frequen­
cies for t r a i t  C71 for a  run  of  100,000 consistent d raw s  of th e  Bayes G ibbs  a lgori thm . T he  
results are  represen ted  in a tr ip lo t  fo rm a t  where th e  allele frequencies are  represented  as 
the  perpend icu la r  d is tan ces  from th e  edges of a equila teral  tr iangle .  F igu re  (a) shows the  
first 100 d raw s  of  the  a lgo ri thm ; F igures  (b) - (d) show 1000 d raw s  of th e  a lgorithm  after 
the  process has been ru n n in g  for 1000, 50.000 and 99,000 d raw s  respectively.
Ideally th e  a lgo r i thm  should have se tt led  down af te r  a few th o u san d  d raw s  and it should 
explore all regions of th e  sam ple  space. From th e  plots th e re  a p p e a rs  to  be problem s of 
sam pling  from th e  corners, which are  w here  any one allele’s frequency is large. Similarly, 
few values a re  taken  along th e  edges of  the  space, which is w here  one of  the  frequencies 
is small. However, th e  M L E s for th e  C71 t r a i t  are  (0.2687, 0.4510, 0.2803): and  so are 
not highly weighted in favour  of one of th e  alleles. Consequently , we would not expect 
many draw s giving a very small or a. very large allele frequency for one of th e  alleles. So, 
the  sam pler  a p p e a rs  to  be sam pling  from the  correct places. T h e re  ap p ea rs  to  be little 
difference between the  p lo ts  and  so the  a lgorithm  ap p e a rs  to  have se tt led  down quickly.
From these  se ts  of allele frequencies it is easy to  ca lcu la te  in a Bayesian analysis, an 
e s t im a te  of th e  m arginal pos te r io r  m eans and their  s ta n d a rd  dev ia t ions .  However, we are 
also in terested  in the  M L E s and  the  posterio r  surfaces which raises th e  question of how to  
find es t im a tes  of the  surface  from the  M C M C  realisations. We have discussed and given a 
brief review of density  es t im a t io n  in §1.15 and the  com ing  sections use a simple h istogram  
and Gaussian  kernel. However, in C h a p te r  5 we outline  possible avenues of fu r the r  work 
involving a Rao-Blackwell technique cited in Gelfand and  Sm ith  (1990).
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4.3 T h e T w o A lle le  Traits
In th is  sec tion  we use th is  Bayes G ibbs  sam p lin g  to  g e t  e s t im a te s  of  th e  likelihood of th e  
tw o alleles a n d  c o m p a re  th e m  w ith  th e  ex ac t  likelihood curves.
U p d a t in g  th e  p r io r  is c o m p u ta t io n a l ly  very ch e a p  a n d  it  is th e  G ib b s  sweeps to  o b ta in  
a  co n s is ten t  con figu ra tion  t h a t  tak e  th e  m a jo r i ty  of  th e  t im e. C onsequen tly ,  it is th e  7  
p a ra m e te r  which aga in  m ostly  affects th e  ru n - t im e .
For th e  G ib b s  p a r t  of th e  a lg o r i th m  we use th e  p a r a m e te r s  we found in C h a p te r  3 t h a t  
gave th e  b e s t  ba lance  betw een  accuracy  and  c o m p u te r  cost.  For  each of th e  two allele 
t r a i t s ,  we o b ta in  100,000 con s is ten t  co n f igu ra t ions  using  a  7  o f  0.005.
Results 
Point Estimates
We have c o n s t ru c te d  a  new a lg o r i th m  designed to  prov ide  us w ith  sam ples  from th e  pos­
te r io r  and  by m ak in g  th e  prior  d is t r ib u t io n  c o n s ta n t  have m a d e  it possible to  do non- 
Bayesian  analysis . In th is  section  we c o m p a re  re su lts  from th is  new a lgo r i thm  with e x ac t  
resu lts  o b ta in e d  from th e  likelihood app ro ach .
Using a  Bayesian  fram ew o rk ,  th e  new a lg o r i th m  se ts  up  a  po s te r io r  d is tr ib u t io n
P { X i  =  x u . . . , X k =  x k ,\ <i>(D)} =  c p(x)p(4>(D)  I X  =  x)  (4.1-2)
and th is  is sam pled  from using a  G ib b s  S am p le r .  F ro m  th is  m e th o d  it is easy to  find 
E ( X j )  and  S D ( X t) and  th e  resu lts  of th e  ra re r  allele for each tw o allele t r a i t  from 100,000 
rea lisa t ions  o f  th e  a lg o r i th m  are  shown in T ab le  4.1 a long  w ith  th e  re jection  ra te  and run 
tim e  of th e  a lg o r i th m .
To g e t  s im ilar  e s t im a te s  from th e  likelihood a p p ro a c h ,  we use th e  peeling a lgo ri thm  
which d irec t ly  ca lcu la tes  p((f>(D) | X  =  x) and then  for a  tw o allele t r a i t ,  where X]  +  .A2 =  
1, U(Ab) when X  ~  c p ( x ) p ( d ( D )  \ X  = x)  is
E { X 1) = c f  p{x)p{<f>{D) \ X  =  x)  x i  d x i  (4.13)
Jo
= foP(x) PWD) 1 X = x' d:A ,4 i 4 v
fo P(*)p(<t>(D) | A' =  x) dx  1
So for each o f  the  tw o allele t ra i t s ,  we tak e  101 allele frequencies  rang ing  between 0 
and 1 for allele 1 , hence fixing th e  frequency  o f  allele 2. A t each frequency we use the  
peeling a lgo r i th m  to  ca lcu la te  the  likelihood. Wre th en  t ra n s fo rm  th e  data, in to  a likelihood 
d is t r ib u t io n ,  ensu r in g  t h a t  we scale by the  co rrec t  a m o u n t ,  and  th en  use S im pson 's  rule to  
get an e s t im a te  of th e  m ean; th e  m e th o d  enab les  us g e t  e s t im a te s  of th e  s ta n d a rd  dev ia t ion  
as well by ca lcu la t in g  E ( X f ) .  T h e  results  for th e  ra re r  allele for each of the  two allele 
t r a i t s  is also shown in T ab le  4.1. A lthough  we have  no t  been in te res ted  in the  E ( X j )  in 
p rev ious c h a p te rs ,  it is th e  easiest e s t im a te  to  use for com parison  of th e  s im ula ted  resu lts
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w ith  th e  ex a c t  answ ers .
P o i n t  E s t i m a t e s  o f  t h e  R a r e s t  F r e q u e n c y : C o m p a r i s o n  o f  E x a c t  
a n d  S i m u l a t e d  M e a n s  U s i n g  1 0 0 ,0 0 0  B a y e s  G i b b s  D r a w s
T r a i t E x a c t  R e s u l t s S i m u l a t e d  R e s u l t s E f f e c t i v e  
B i n  S a m p l e  
S i z e
M e a n S D M e a n S D R ej  R a t e  
(%)
C P U  T i m e  
( S e c )
A L B 0.1903 0.119 0.1888 0.118 41 563 11.4
B F 0.1837 0.114 0.1827 0.114 48 630 1 1 . 8
C A 1 0.1843 0.115 0.1839 0.114 67 933 11.9
G P I 0.2083 0.128 0.2065 0.125 37 441 1 0 . 8
H b 0.3451 0.164 0.3417 0.162 33 542 8 . 6
M P I 0.2643 0.141 0.2635 0.140 31 402 1 0 . 0
P E P B 0.3911 0.171 0.3920 0.168 33 496 8.4
P E P D 0.2822 0.131 0.2814 0.134 96 6611 11.3
P G M 1 0.2547 0.141 0.2535 0.136 8 8 2175 10.4
Table 4.1: P o i n t  E s t i m a t e s  f o r  t h e  T w o  A l l e l e  T r a i t s : The table displays the
exact marginal mean of the rarest allele frequency of the two allele traits and estimates of 
the marginal mean derived from 100,000 iterations of the Gibbs Sampler. Estimates of the 
standard deviation are also shown along with the rejection rate and computer run time. The 
last column presents the effective Binomial sample sizes given the posterior mean and standard 
deviation.
If we c o m p a re  th e  e x a c t  an d  s im u la ted  m arg ina l  m eans ,  we can see t h a t  using 100,000 
rea lisa tions  from th e  B ayes  G ib b s  a lg o r i th m  gives us a  good e s t im a te  of  th e  t ru e  m eans. 
All of the  resu lts  are  w ith in  0.002, w ith  th e  la rgest d isc rep an cy  of 0.0018 show n in the  
GPI t r a i t .  T h e  e s t im a te s  o f  th e  SD s a re  also very good b u t  we also notice  t h a t  th e  general 
size of th e  e r ro r  e s t im a te s  is q u i te  large, in keeping with th e  sm all n u m b e r  of  founders  
(13). T h e  las t  co lum n  o f  T ab le  4.1 p re sen ts  th e  effective b inom ia l  sam p le  sizes given the  
m arg ina l p o s te r io r  m e a n s  a n d  s t a n d a r d  dev ia t io n s  for the  nine t r a i t s ,  which range  from 
a p p ro x im a te ly  8  -  12. For exam ple ,  th e  effective sam ple  size o f  10.0 for th e  t r a i t  MPI 
m eans  t h a t  th e  ind irec t  in fo rm a tio n  on th e  founder  allele prevalence  for th is  t r a i t  from 
th e  244 horses in F ig u re  2-1 is equ ivalen t to  a  d irec tly  observed  I I D  B e r n o u l l i  s am ple  on 
th is  t r a i t  of size 10. F u r th e r  de ta i ls  on effective sam ple  size will be given in §4.5.
Looking at th e  run p a ra m e te r s  we can see t h a t  as we have k ep t  7  an d  th e  to ta l  n um ber  
of consis ten t rea l isa t ions  identical for each tra.it, the  rejection ra te  d ep e n d s  on the  tra il 
itself  and th e re  is q u i te  a  difference. For exam ple ,  for t r a i t  MPI th e  100,000 consis ten t 
rea lisa tions tak e  a p p ro x im a te ly  150,000 d ra w s  from th e  p rocess  g iv ing a  re jection  ra te  
of a p p ro x im a te ly  30% and  a re  m ad e  in ap p ro x im a te ly  seven m inu tes .  For t r a i t  PEPD . 
because  of th e  se t  up of  th e  pedigree  for th is  t r a i t ,  th e  1 0 0 , 0 0 0  c o n s is ten t  rea lisa tions 
take  a p p ro x im a te ly  tw o  million d ra w s  giving a  rejection ra te  of  96%. T h e  run tim e  is 
consequen tly  longer a t  a p p ro x im a te ly  two hours .
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Effect of Frequency with which Xi , . . .  , AT are updated in the Gibbs Sampler
T h e  e s t im a te s  of  th e  E ( X t)s were ob ta in ed  by re p e a te d ly  using th e  G ibbs  S am ple r  to  
m ake  d ra w s  from  th e  likelihood d is t r ib u t io n .  T h is  w as do n e  by m ak in g  a  d raw  from  th e  
p r io r  in fo rm ation  on A T , . . .  , AT and  th en  for each  d ra w  sw eeping th ro u g h  th e  ped ig ree  
once with a  G ib b s  S am p le r .  E s t im a te s  of th e  E(Xi ) s  can  then  be easily e x t ra c te d  from  
these  e s t im a te s .  D oes  increasing  th e  n u m b e r  of  G ib b s  sweeps per  p rio r  u p d a te  increase  
th e  accu racy  of th e  e s t im a te s?  To inves tiga te  th is  we use t r a i t  Hb.
T able  4.2 show s th e  e s t im a te s  of th e  m arg ina l  m e a n  of th e  r a re r  allele and  th e  assoc ia ted  
SD for 100,000 co n s is ten t  rea lisa tions from th e  likelihood d is t r ib u t io n  b u t  w ith  increasing  
n u m b ers  of  G ib b s  sw eeps pe r  prior u p d a te .  T h e  run  t im e  is also included.
P o i n t  E s t i m a t e s  f o r  D i f f e r e n t  N u m b e r s  o f  
G i b b s  S w e e p s  P e r  P r i o r  U p d a t e
G i b b s  S w e e p s  
P e r  P r i o r  U p d a t e
M e a n S D C P U  T i m e  
( S e c s )
1 0.3417 0.162 542
2 0.3437 0.162 987
5 0.3448 0.161 2967
1 0 0.3440 0.161 4751
1 0 0 0.3429 0.161 46250
E x a c t 0.3451 0.164 -
Table 4.2: E f f e c t  o f  N u m b e r  o f  G i b b s  S w e e p s  p e r  P r i o r  U p d a t e : The table
displays estimates of the marginal mean of the rarest allele frequency for trait Hb derived from
100.000 iterations of the Gibbs Sampler. In each case a different number of Gibbs sweeps 
per prior update is used. Estimates of the standard deviation are also shown along with the 
computer run time.
From  th e  tab le  we can  see t h a t  increasing  th e  n u m b e r  of G ib b s  sweeps per prior u p d a te  
has little  effect on th e  m arg in a l  m ean e s t im a te s  an d  th e ir  assoc ia ted  s ta n d a rd  d ev ia t ion .  
T h e  only consequence  is th e  a p p ro x im a te ly  linear increase  in run tim e. T h is  implies t h a t  
for a  fixed c o m p u te r  cos t  it  would be b e t te r  to  use only  one  G ib b s  sw eep  per p rior u p d a te  
and so achieve m ore  rea l isa t ions  from th e  likelihood im p ro v in g  accuracy . For th e  rem a in d e r  
of th is  c h a p te r ,  we will only  use one G ibbs  sw eep  per  p r io r  u p d a te .
Estimate of the Likelihood Surface
So far in th is  thes is  we have been in te res ted  in th e  M L E s  and not E ( X l), which have been 
used in th is  sec tion  so far.  O b ta in in g  M L E s m ean s  g e t t in g  an e s t im a te  of th e  likelihood 
surface  from th e  rea l isa t ions  produced  by th e  B ayes G ib b s  a lg o r i th m  which will require  
som e form of d ens i ty  e s t im a t io n .  F igu re  4-2 c o m p a re s  tw o e s t im a te s  of th e  likelihood 
surface  w ith  th e  ex ac t  likelihood for th e  ra re r  allele for th e  tw o  allele t r a i t s  Hb and MPI.
100.000 rea lisa t ions  of th e  Bayes G ibbs  algorit hm a re  tak en  for each of the  t r a i t s  and used 
in the  e s t im a te s .  T h e  f irst e s t im a te  uses a h is to g ram  with 40 bins and  som e splines to  
m ake a c o n t in u o u s  e s t im a te .  T h e  second uses a G au ss ian  kernel e s t im a te  with a grid of
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40 poin ts  an d  window width  h,  0.07. T h e  window is cen tred  a t  each d a t a  po in t and the  
con tr ib u t io n s  from each of the  realisa tions are  sum m ed . T h e  a lgori thm  is very efficient, 
using th e  FORTRAN language to  r a t t le  th ro u g h  the  su m m atio n .  T h e  process also uses a  
c u t t in g  procedure  which assum es t h a t  th e  co n tr ibu tion  of any point t h a t  is >  4 h from one 
of th e  grid po in ts  is negligible. T h e  exact likelihood surface is shown for com parison .
Hb MPI
-  Exact
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Figure 4-2: C o m p a r i s o n  o f  L i k e l i h o o d  S u r f a c e s  f o r  T w o  A l l e l e  T r a i t s : This
figure compares the exact likelihood surface with two estim ates using the Bayes Gibbs algorithm  
for the rarer allele for the two allele traits Hb and MPI. The exact curve was obtained by 
transforming the curves in Figure 2-2. The estim ates were derived from 100,000 realisations 
of the Gibbs Sampler and the curves are shown for a histogram estim ate using 40 bins and an 
estim ate using a Gaussian kernel at 40 data points with bandwidth 0.07.
T h e  sim ulated  surfaces are  very promising. Even th e  simple density  e s t im a te  using a  
h is togram  gives a very good fit when c o m p ared  to  the  exac t  likelihood curve. T h e  es t im a te  
is slightly improved and sm o o th e r  when a. G auss ian  kernel is used, a l th o u g h  the  inheren t 
underes t im ation  of the  m ode when using a  density  e s t im a te  is shown.
Both sets of results the  E ( X j ) s  and the  surface e s t im a te s  confirm t h a t  th e  Bayes 
G ibbs  sam pling  p rocedure  ap p ea rs  to  work efficiently for the  two allele case. Em phasis  
has  changed however. W ith  the  G ibbs  EM  a lgori thm , th e  cost was in c o m p u t in g  m any 
consis ten t G ibbs s im ula tions but convergence to  th e  M LEs was o b ta ined  d irectly  from 
th e  process: here the  cost of g enera t ing  the  G ibbs  sam ples  using the  Bayesian fram ework 
is relatively cheap and so the  £ ’(A ,)s  can be quickly calcu la ted . However, we a re  also 
in terested  in o b ta in ing  th e  M LEs and  th is  needs som e form of density  e s t im a t io n  which 
is going to  be costly, especially as th e  num ber  of dim ensions increases when m ore points  
a re  going to  be required.
4.4 The T hree Allele T rait - C71
We now extend the  Bayes G ibbs a lgo r i thm  to  th e  th ree  allele t ra i t s  and co n c e n tra te  on 
t r a i t  C71.
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4.4.1 Correlation P lo ts
A w orry  ab o u t  the  Bayes G ibbs  sam pling  p rocedure  t h a t  we have defined is how correlated  
successive draw s are. As in C h a p te r  3, we use a re laxation p a ra m e te r  to  g u a ran tee  t h a t  
th e  M arkov  C hains  for sam pling  t r a i t s  with  th ree  or m ore alleles are  irreducible and it is
th is  re laxation p a ra m e te r  which affects the  correla tion . To see its  effect, we can use a  plot
of th e  autocorrelation.
D e f i n i t i o n  4 .1 .  T h e  autocovariance  function  at lags for a  t im e  series X't , t  =  1, . . .  , A , 
can be defined to  be
=  V & - * ) { * , + . - i ) ' ll.I.Vi
t = 1
D e f i n i t i o n  4 .2 .  T he  autocorrelation  function is defined to  be
r s =  - •  (4.16)
co
A plot of the  au to co rre la t io n  aga ins t  th e  lag is called th e  correlogram  and it is this 
which will tell us how co rre la ted  successive consistent rea lisa tions from the  M arkov  Chain  
are  for different lags. YVe co n cen tra te  only on allele 1 for t r a i t  C71 as the  o the r  alleles 
show similar results. We firstly run  the  process to  get 100,000 cons is ten t  realisations with 
a 7  - 0.005. T h e  corre logram  for lags up to  125 is shown in F igu re  4-3(b).
From the  plot we can see t h a t  th e  d raw s  are  corre la ted  up to  a  lag of a b o u t  50. After 
this , th e  process se t t les  down but does show a surprisingly large nu m b er  of significant 
higher lags. This  indica tes  t h a t  a  consis ten t  pedigree configura tion  is co rre la ted  with ap ­
proxim ate ly  the  previous 50 consis ten t configurations. T h is  implies t h a t  we should be very 
careful and do all we can to  verify any resu lts  ob ta ined  from th e  sam pling  process. We can 
certa in ly  reduce the corre la tion  by increasing 7  to  as high as possible given com p u ta t io n a l  
t im e restrictions.
We run the  sam pling  a lgori thm  for 100.000 consis ten t d raw s  for four 7  pa ram ete rs :  
0.01. 0.005, 0.0005 and 0.00005. T h e  run  p a ra m e te rs  are  given in T able  4.3.
R e n  P a r a m e t e r s  f o r  t h e  B a y e s  G i b b s  A l g o r i t h m  
f o r  D i f f e r e n t  7 P a r a m e t e r s
7 R e j e c t i o n  R a t e C’P F  R u n  T i m e
( x  10" 2 ) (%) ( S e c s )
1 88 3 6 0 0
0 . 5 66 1 3 2 0
0 . 0 5 10 5 8 0
0 . 0 0 5 1 5 0 0
Table 4.3: Rl'N P A R A M E T E R S  OF T H E  B a y e s  G l B B S  A L G O R I T H M :  The table shows
the run parameters for the Bayes Gibbs algorithm for trait C71 for four different 7 parameters 
keeping the number of  consistent realisations fixed at 100,000.
fo r  low relaxation p a ra m e te rs ,  7  =  0.00005. almost every realisation from the  sam pling
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process will be taken , w hereas  for high re laxation  p a ra m e te r ,  7  =  0 .0 1 , app ro x im ate ly  
only one consis ten t  realisation for every 10 realisa tions will be taken . In addition  to  these 
p a ra m e te rs  we have p lo tted  th e  corre logram  up  to  lags of 125 for th e  four runs. T hese  are  




L a g L a g L a g L a g
Figure 4-3: C ' O R R E L O G R A M S  FOR T r a i t  C 7 1 :  Plots (a) - (d) show the correlograms
up to lag 125 for 100,000 draws of allele 1  for trait C71 for four relaxation parameters: 0 .0 1 , 
0.005, 0.0005 and 0.00005.
Results
T h e  resu lts  from Table 4.3 confirm t h a t  the  process is co m p u ta t io n a l ly  cheaper th a n  the  
G ibbs  EM  algori thm . In §3.4.1, where we investiga ted  th e  effect o f  varying 7  for 10 EM 
i te ra t io n s  using 10,000 G ibbs  sweeps per i te ra t io n ,  a  7  of 0.01 gave a  rejection r a te  of 
ap p ro x im a te ly  95% and a  run tim e of ap p ro x im a te ly  th ree  hours. Here we can see t h a t  
a sim ilar  1 0 0 . 0 0 0  cons is ten t  realisations gives a rejection ra te  of app rox im ate ly  8 8 % and 
takes  only an hour.
T h e  plots  of the  corre logram s for th e  four 7  p a ra m e te rs  show th a t  th e  corre la tion  dies 
away a t  a lower lag for higher 7 . For exam ple ,  F igure  4-3(a) is th e  corre logram  for 7  =  
0 .0 1 and  the  lag ap p e a rs  to  die away a t  a p p ro x im a te ly  20, whereas for a 7  o f  0.00005, 
shown in F igure  4-3(d), the  lag d o e sn ’t die aw ay until 120. T h is  shows, as expec ted , a  
higher 7  reduces the  correla tion .
As a result of these  findings and desp ite  th e  add itiona l co m p u ta t io n a l  cost, it would 
a p p e a r  to  be w orthw hile  increasing t he re laxa tion  p a ra m e te r  to  0 . 0 1  when runn ing  the  
Hayes G ibbs  sam pling  a lgorithm  011 t r a i t  C71. However, w h a t  is th e  effect on p a ra m e te r  
e s t im a te s  and  for a fixed run tim e can we op tim ise  th e  choice of 7 ?
Optimising 7 and Run Time 
Partial ACF
We would expect the  serial correlation of the  random  sam ples  for a  given p a ra m e te r  from 
the  Bayes G ibbs process to  be modelled ap p ro x im a te ly  by an A R ( 1 ) process. However, 
it is tr icky to  e s t im a te  the  o rder  of the  AR process using the  ac .f  alone. A b e t te r  aid to  
de te rm in e  the  order of the  AR process is th e  partial  ac.f. T h e  partia l ac .f  of o rd e r  2 
m easures  the  excess correla tion  between X t and  X t + 2  no t accounted  for by the  lag 1 effect;
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similarly, the  par t ia l  ac .f  of  o rder  3 m easures  th e  excess corre la tion  between X t  and  X t + 3  
not accounted for by th e  lag 1 and lag 2 effect . T h e  partia l  ac .f  for th e  100,000 realisations 
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Figure 4-4: P A R T I A L  A c . f : The figure
shows the partial ac.f  plot up to lag 15 
for 100,000 realisations o f  the Bayes Gibbs 
algorithm for allele 1 for trait C71 using a 
7  of 0.01.
T h ere  is a non negligible par t ia l  ac.f(2) bu t the  values die away rapidly  and so let us 
assum e t h a t  the  Bayes G ibbs  process is ap p rox im ate ly  modelled by an A R ( 1 ) process. 
Now for an AR(1) tim e series
s e Ar { 1  ,(>’) =  s e u  (4 -17)
*  4 =  , / I ± 5  (4.18)
y / n  V 1 ~  P \
where p\  is th e  first-order au to co rre la t io n .  So we could be able to  op tim ise  the  choice of 
7  on run tim e  because as 7  decreases  so does run t im e bu t  p m ight increase.
To investigate  th is  let us re-run th e  Bayes G ibbs  a lgorithm  for two num bers  of reali­
sa t ions  10.000 and 100.000 for different values of  7 . In addition  to  th e  run p a ra m e te rs  
given in Table 4.3 we note  the  e s t im a te s  of p\  and th e  s ta n d a rd  dev ia t ion .  T h e  results  are 
shown in Table 4.4.
Results
We initially ran the  a lgorithm  for 10.000 rea lisa tions but found tha t  th e  e s t im a te s  of p\  do 
n o t  change much for decreasing 7 . W e increased the  num ber  of  rea lisa tions to  100.000 bu t 
th e  sam e  effect was observed. So th e  o p tim isa t ion  t h a t  we postu la ted  does not materia lise .
However, it is in te resting  to  note  th e  effect 011  the  s ta n d a rd  deviat ion of decreasing 7 . 
For 100.000 realisations, the  e s t im a te s  ob ta in ed  are  very close across th e  range 0.0005 to
0 . 0 1  and of course, for a fixed c o m p u te r  cost, we can achieve m any m ore  realisations for 
low 7  which increases the  accuracy  of any es t im a tes .  It a p p e a rs  th a t  runn ing  the  Bayes 
G ibbs  a lgorithm  with as high a 7  as possible is not so im p o r ta n t .  However. F igures  4-3
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O p ti mi si n g  7  for  T r a i t  C / 1
1 0 ,0 0 0  R e a l i sa ti on s  f ro m  B a yes  G ibbs  A l go r i t h m
7
( x l O - 2 )
R ej R at e  
(%)
C P U  T ime  
( S e c )
A llele  1 A llele  2
SD Pi S D Pi
1 . 0 8 8 . 0 1 359 0.1545 0.7177 0.1608 0.7142
0.9 85.59 299 0.1532 0.7082 0.1607 0.7138
0.7 76.52 190 0.1540 0.7000 0.1580 0.7017
0.5 65.93 134 0.1596 0.7200 0.1649 0.7338
0.3 48.10 94 0.1549 0.7023 0.1568 0.7069
0 . 1 18.83 62 0.1526 0.6983 0.1603 0.7157
1 0 0 ,0 0 0  R e a li s a ti o n s  fr om B ayes  G ibbs  A l g o r i t h m
7 R ej R at e C P U  T ime A llele  1 A llele  2
( x l O - 2 ) (%) ( S e c ) S D Pi S D Pi
1 . 0 87.97 3617 0.1542 0.7097 0.1615 0.7167
0.5 65.45 1656 0.1548 0.7099 0.1614 0.7203
0 . 1 18.94 618 0.1554 0.7115 0.1606 0.7151
0.05 1 0 . 2 1 569 0.1556 0.7143 0.1606 0.7171
Table 4.4: O p t i m i s i n g  7 a n d  Run  T im e  f o r  T r a i t  C71:  The table displays parameters
of the Bayes Gibbs process for trait C71 for decreasing 7 . Two number of realisations have 
been used -  the top half of the table uses 10,000 realisations and the bottom half of the 
table uses 100,000 realisations. For each run, the rejection rate, CPU time, estimates of the 
standard deviation and p \ are shown for allele 1 and allele 2 .
show t h a t  the  longer lags do  decrease  and th is  is m ore  i m p o r t a n t  th a n  th e  p\ .  We conclude 
t h a t  ideally we should  run  th e  a lgo r i thm  with  as high a  7  p a r a m e te r  as  possible.
For th e  nex t  few sec tions  we use th e  sam e  se t  of d a t a .  100,000 con s is ten t  sam ples  
are  taken  for the  t r a i t  C71 using a  7 of 0.01 which tak es  a p p ro x im a te ly  one hour  and 
inves t iga te  m e th o d s  of o b ta in in g  e s t im a te s  of  th e  likelihood su rface  using d ifferent density  
e s t im a t io n  techniques.
4.4.2 H istogram s
T h e  first density  e s t im a te  is th e  2D h is to g ram . We ta k e  th e  100,000 s im u la t ions  of the 
Bayes G ib b s  a lg o r i th m  an d  bin th em . F ig u re  4-5 show s th e  h is to g ra m s  o b ta in e d  for four 
different bin w idths: 10, 20, 50, and  100 bins in each of  th e  axis d irec t ions .
T h e  resu lts  are  w h a t  we would expec t .  For a  low n u m b e r  o f  bins we achieve the  sh ap e  
o f  th e  exact density , show n in F igu res  2-3(a) and (b), b u t  t ry in g  to  e s t im a te  the  iYlLFs 
of th is  d is t r ib u t io n  will no t be a ccu ra te .  For increasing  n u m b e r  of bins we effectively 
s m o o th  th e  e s t im a te  until a t  1 0 0  in each d irec tion  we have o v e rsm o o th ed  for the  n um ber  
of s im u la t ions  and s t a r t  to  lose th e  genera l sh a p e  of th e  und e r ly in g  d is t r ib u t io n .  So using 
2 0  x 2 0  bins a p p e a rs  to  give th e  best results .
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Figure 4-5: 2 D  H I S T O G R A M S  FOR T r a i t  C 7 1 :  This figure shows two dimensional
histograms from 100 ,000  simulations for trait C71. Figures (a ) - (d )  show the histograms  
where the simulations of  the allele frequencies are binned into 10, 20, 50 and 100 bins on each  
axis. For bins 50 and 100 only every 2 nd and 5 ^  line was printed.
4.4.3 Interpolation
We shall look a t  a  way of ob ta in ing  a  sm o o th  density  e s t im a te  of  th e  likelihood surface 
from these  h is tog ram s using in te rpo la tion .
Method
T h e  m e th o d  we shall use is from A k im a  (1978). T h e  m e th o d  was developed for 2  values 
given a t  points  irregularly  d is tr ibu ted  in th e  x  — y  plane, b u t  we can use it to  provide a 
different num ber  of grid points  a t  which to  ca lcu la te  z  values th an  the  num ber  of bins for 
which we have 2  values.
T h e  m ethod  divides the  x  — y plane in to  t r ia n g u la r  cells, each having p ro jec tions of 
th ree  d a ta  po in ts  in the  plane as its vertices. T h e  in te rp o la t in g  function between each 
tr iang le  is a fifth degree polynomial in x  and  y.
T h e  m ethod  can be ex tended  by using p a r t ia l  derivative in form ation  which hopefully 
gives b e t te r  sm oo th ing . T h e  a lgorithm  w orks by tak in g  a cer ta in  num ber  of points , n c, 
th a t  are  closest to  the  data, point a t  which derivative  in form ation  is required and  using 
th e  sum  of vector p ro d u c ts  of th e  vectors jo in ing  these  points , g e t t in g  new values for the  
co-o rd ina tes  of th e  d a t a  point and its co rrespond ing  2  value. T h e  choice of //. is left to  the  
user. Obviously n c >  2  and  m ust be less th a n  th e  to ta l  num ber  of d a ta  points, a lthough  
in practice , the  upper  limit is d ic ta ted  bv c o m p u ta t io n a l  cost.
Different Interpolation Routines
We use the  above in te rpo la tion  p rocedure  on th e  100,000 consis ten t Bayes G ibbs  reali­
sa t ions  of  t ra i t  C71. Initially, we bin th e  d a t a  using a h is togram  of 1 0  by 1 0  bins. We 
then use four different m e thods  to  produce a  sm o o th  e s t im a te  of the  surface. Firstly , we 
use the  in te rpola tion  rou tine  using the  sam e  10 by 10 grid. Secondly, we use th e  in te rp o ­
lation rou tine  to  increase the  grid to  40 by 40 bu t  use no partia l  derivative in fo rm ation  
in m aking  the  sm o o th  surface es t im a te .  Third ly ,  we use n c = 2 to  tak e  accoun t o f  local 
partia l  derivative in form ation  to  g enera te  o u r  e s t im a te  of th e  surface and  fourthly, use //.
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Figure 4-6: I N T E R P O L A T I O N  P L O T S  FOR 10 X 1 0  H I S T O G R A M :  The figure contains four
plots, (a) is a perspective plot of the raw data which has been binned into 10 by 10 bins, (b) 
is a perspective plot which uses an interpolation method to generate a grid of  40 by 40 points 
from these initial bins, (c) is a perspective plot which uses this 40 by 40 grid but also uses 
gradient information at two neighbouring points to sm ooth  the surface, (d) is the sam e as the 
(c) but uses a greater number of  neighbouring points for gradient information.
=  25, which is th e  la rgest  num ber  o f  neighbouring  po in ts  t h a t  th e  rou tine  can handle  for 
a  reasonable  c o m p u te r  cost. T h e  surfaces  o b ta ined  for each of these four p rocedures  are  
show n in F igure  4-6.
Results
Figure  4-6(a) is th e  sm oo thed  surface  e s t im a te  o b ta ined  from the  h is tog ram  in F igure  4- 
5(a) which und ersm o o th es  th e  surface. T h e  general sh ap e  of th is  e s t im a te d  likelihood 
su rface  com pares  favourably  with th e  exac t  likelihood surface for t ra i t  C71 shown in F ig­
ures 2-3(a) and (b) but the  small n u m b er  of grid po in ts  will make any  ML calculation 
inaccu ra te .  T h e  effect of this u n d e rsm o o th in g  is exaggera ted  in (b) where we use the  
in te rpo la t ion  techn ique  to  increase th e  num ber  of grid points. P lo ts  (c) and (d), where 
g rad ien t  inform ation  is used, a p p e a r  to  give no im provem en t to  th e  e s t im a ted  surface.
Consequently , we conclude th a t  using the  in te rpo la tion  rou tine  to  g en e ra te  a grid of 
40 x  40 bins using no gradient in fo rm ation  gives th e  best e s t im a te  of th e  surface, while 
no tin g  t h a t  th is  exam ple  suffers from th e  in-built un d e rsm o o th in g  from th e  initial 1 0  x  
1 0  h is togram .
Different Bins Sizes
I sing th is  technique  to  ob ta in  a sm o o th  density  e s t im a te  of th e  surface, we can now ob ta in  
sm o o th  es t im a tes  from the  o th e r  h is to g ram s  in F igure  4-5 with 20. 50 and  100 bins in each 
d irection . So for each of the  different h is to g ram s  we use th e  in te rpo la tion  rou tine  with no 
par t ia l  derivative in form ation  to  provide a grid of 40 x  40 poin ts  from which we c rea te  
th e  sm o o th  e s t im a te  of  th e  surface. T h is  involves increasing the  n u m b er  of grid po in ts  for 
th e  20 X 20 bin h is togram  and reducing  th e  num ber of grid points  for the  50 and 100 bin 
h is togram s. For com parison , th e  resu lt  for the  10 X 10 h is togram  is show n alongside the  
results  for the  th ree  o th e rs  in F igure  4-7. T h e  to p  line shows the  perspective  p lo ts  of th e  
surface e s t im a te  and the  lower layer shows the  respective con tou r  plots.
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Figure 4-7: I n t e r p o l a t i o n  P l o t s  f o r  D i f f e r e n t  B i n  W i d t h s :  This figure shows
two dimensional plots for 100,000 realisations of  the Bayes Gibbs algorithm for trait C71. 
Figures (a)-(d) on the top line show perspective plots of  the estim ate o f  the likelihood surface. 
The realisations are initially binned into 10, 20, 50 and 100 bins on each axis respectively. 
These are used in the interpolation function where a grid of  40 x  40 and no partial derivative 
information is used. The bottom  line shows the respective contour plots o f  the estimated  
surface.
Results
T h e  process again shows the  effect of  oversm ooth ing . For a grid of 10 x  10 bins we achieve 
th e  general shape  of th e  likelihood surface  bu t it is u n dersm oo thed .  For 20 x  20 bins th e  
surface ap p ea rs  nicely sm o o th ,  but for high num bers  the  effect of th e  oversm ooth ing  in 
th e  h is tog ram s is apparen t  and  th e  in te rpo la t ion  rou tine  cannot undo  th e  spiked es t im a te .
We can also see t h a t  the  a p p a re n t  position of the  M LEs, which is represented  by th e  
1 on th e  co n tou r  plots, is highly suscep tib le  to  th e  num ber  of bins. T h is  p robably  m eans 
th a t  we should increase the  num ber  of s im u la tions  to  get a b e t te r  e s t im a te  of the  M LEs.
4.4.4 Gaussian Kernel
In §4.3 we found t h a t  a b e t te r  e s t im a te  of th e  likelihood curves of som e two allele t ra i t s  
was ob ta ined  using a G auss ian  kernel. In 2D we can th ink  of d ro pp ing  a  b ivaria te  norm al 
on th e  surface to  be e s t im a ted  at a grid o f  points. Because the  n o rm al d is tr ibu tion  has 
bounds  from —oo to  oc, for each grid  point we should add up all th e  co n tr ib u t io n s  from 
this 2D  G aussian  kernel for all th e  rem ain ing  points . T he  easiest way to  do th is  is by 
s to r ing  the  co n tr ibu tions  in a m a tr ix .  T h is  gives rise to  huge a m o u n ts  of d a t a  s to rag e  
and even if we restrict the  a lgori thm  to  look a t po in ts  less th an  4 h from the  grid point,  
as a n y th in g  larger th a n  this has a negligible co n tr ibu tion ,  it is still co m p u ta t io n a l ly  very 
costly.
A popu lar  package to  perform 21) G auss ian  kernel density  e s t im a t io n  is M aechler
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and N a s o n ’s k d e 2 D package w rit ten  in S - P l u s .  T h e  package is available from S ta t l ib  
(h t t p : / / l ib . s ta t . e m u . e d u / S / ).  If we a t t e m p t  to  use th is  p rocedure  with 1 0 0 , 0 0 0  po in ts  
with a small grid of 10 X 10, th e  am o u n t  of  m em ory  required is as tronom ical.
Sub Sampling
One ap p ro ach  is to  use a subsam ple  of th e  d a ta .  We can d raw  a sam ple  of  5000 d a t a  
points , which is the  largest t h a t  the  kde2D density  e s t im a tion  a lgorithm  can handle, and 
use these  to  form the  density  e s t im ate .  T h e  p rocedure  can be repea ted  for an o th e r  sam ple  
of 5000 po in ts  and th e  tw o densities can be com pared .  If the  e s t im a te s  are  different then  
th is  will tell us t h a t  we are  su b jec t  to  sam pling  e r ro r  and  need m ore points.
We know t h a t  in o rde r  to  get good convergence of the  G ibbs  Sam pler, we would like 
to  run th e  process for as long as is c o m p u ta t io n a l ly  possible. By subsam pling , we are  
th row ing  away a  lot of these  valuable s im ulations.
Results
We subsam pled  from the  100,000 d a t a  points  and  used a b ivaria te  norm al kernel with  
b an d w id th  0.3, chosen from th e  d a t a  by th e  package, to  get e s t im a te s  of th e  surface. T h e  
results  for subsam ples  of 500. 1000, 2000 and 5000 points  are  shown in F igure  1-8.
Figure 4-8: Si ' B S A M P L E D  GAUS SI AN K e r n e l  SU RF ACE EST IMA TES:  The four perspective
plots show the density surface obtained by drawing a subsample from the 100,000 realisations 
from the Bayes Gibbs algorithm for trait C71. The size of  the subsample is 500, 1000, 2000  
and 5000  points respectively. For each subsample size a 2D Gaussian kernel density estim ate  
is performed on a grid of  40  by 40 anchor points with kernel width 0.3.
O nly one d iag ram  for each subsam ple  is shown but in prac tice  we repeated  the  process 
to see if subsam pling  m ad e  any difference to  th e  sh ap e  of t he density  e s t im a te .  W ith  
only 500 sam ples  th e  e s t im a te  varies d ram a tica l ly  for each subsam ple .  As the  nu m b er  of 
rea lisations in th e  sam ple  increases the  process does  begin to  show the  uni modal surface 
t hat we a re  looking for. T h e  process also becomes less e rra t ic  b u t  for even 5000 subsam ples ,  
differences a re  still seen in th e  surface es t im a te .  T h is  implies t h a t  th e  surface is still affected 
by the  sam pling  process and  so more d a ta  points  a re  required. T his  is beyond the  cu rren t  
routine for density  e s t im a tion  with its m em ory  e a t in g  a lgorithm s.
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N e w  D e n s i t y  E s t i m a t i o n  A l g o r i t h m
We have crea ted  a different way of doing  2D G aussian  kernel dens i ty  e s t im a tion .  Instead  of 
s to r ing  th e  Gaussian  kernel co n tr ib u t io n s  to  the  anchor po in ts  in a m a tr ix  the  m ethod  
used by kde2D we use th e  increased speed of looping in S - P l u s  and  simply sum  the  
co n tr ibu tions  a t  each of th e  anchor  po in ts  for all 100,000 d a t a  po in ts . T h is  e rad ica tes  the  
need for s to ring  vast a m o u n ts  of d a ta  and  the  increased looping speed m eans t h a t  this 
m e thod  takes slightly s h o r te r  th a n  th e  kde2D package for 5000 points .
Using our new density  a lgori thm  we can in theory  ob ta in  e s t im a te s  of th e  likelihood 
surfaces from as m any realisations as we wish; however in practice , c o m p u ta t io n a l  run tim e 
from the  S - P l u s  p rogram  does limit th e  n u m b er  of realisations. W e can now investigate 
th e  effect of bandw id th .
B a n d w i d t h s
T h e  results  for four b a n d w id th s  -  0.01, 0.05, 0.1 and 0.2 of th e  2D G auss ian  kernel using 
a  20 x 20 grid for the  100.000 realisations are  shown in F igure  4-9.
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Figure 4-9: E f f e c t  o f  B a n d w i d t h  o n  G a u s s i a n  K e r n e l  E s t i m a t e :  The four
perspective and contour plots show the density surface obtained from the 100,000  realisations 
from the Bayes Gibbs algorithm for trait C71. For the sample of  100 ,000  realisations a 2D  
Gaussian kernel density estim ate  is performed on a grid of  20 by 20 anchor points with four 
kernel bandwidths: 0.01, 0 .05, 0.1 and 0.2.
T h e  es t im a tes  of th e  su rface  using the  G auss ian  kernel a p p e a r  to  be sm o o th e r  than  the  
e s t im a te s  ob tained from in te rp o la t in g  th e  h is togram s. T h e  e s t im a te s  also show the  effect 
of th e  bandw id th . Increasing th e  b an d w id th  from 0 . 0 1  to  0 . 2  changes the  e s t im a te  of the 
surface from one which is un d ersm o o th ed  to  one which is o v e rsm oo thed .  As we have the  
luxury  of com paring  these  e s t im a te s  with the  exac t  surface shown in F igure  2-3 we can 
see t h a t  a width of between 0.05 and 0.1 gives the  best e s t im a te  o f  the  surface.
It is in teresting  to no te  t h a t  a p a r t  from th e  smallest w id th , th e  position of the  M LE, 
deno ted  by a 1 in the  c o n to u r  plots, ha rd ly  moves for different kernel b an d w id ths  and
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a p p e a r s  to  give an M L E  ~  (0.28. 0.40). T h is  is not too  close to  th e  exact. M L E  of 
(0.2687,0.4510).
Grid Points
C an  th e  e s t im a te  be im proved by increasing the  nu m b er  of grid po in ts  a t  which the  
G au ss ian  kernel e s t im a te  is ca lcu la ted?  T h e  results  for increasing n u m b ers  of grid points  
w ith  c o n s ta n t  bandw id th  of 0.05 are  shown in F igu re  4-10.
(b) (c) - i  (d)
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Figure 4-10: E f f e c t  o f  G r i d  P o i n t s  o n  G a u s s i a n  K e r n e l  E s t i m a t e :  The four
perspective plots show the density surface obtained from the 100,000 realisations from the 
Bayes Gibbs algorithm for trait C71. For the sample of  100,000 realisations a 2D  Gaussian 
kernel density estim ate is performed with bandwidth 0 .05 on four different grid sizes: 10, 20, 
50 and 100.
For a  grid of 1 0  x  10 th e  co n to u r  p lo ts  are  jagged and more anchor  po in ts  are  required. 
Increasing th e  grid of points  a p p e a rs  to  m ake little difference to  the  surface  e s t im a te  
a l th o u g h  the  M L E  moves very slightly.
Conclusions
All th e  results  in th is  section on density  es t im a tion  were based on a  sam ple  of  100,000 
realisations of th e  Bayes G ibbs  a lgo ri thm  for t r a i t  C71.
T h e  conclusions seem 1 o  be th a t  with  so m any points  it m akes very little  difference 
w ha t  kind of density  e s t im ation  von perform . T h e  G aussian  kernel m e thod  produces 
slightly b e t te r  and sm o o th e r  surfaces th a n  the  in terpo la tion  of the  h is tog ram  m ethod . 
T h e  e s t im a te  of the  likelihood surface  is very good when com pared  with the  exact, surface 
shown in F igure  2-3; however, the  results  for the  s im ula ted  M LEs are  not t h a t  close to  the  
ex ac t  M LEs. T h is  is u n d e rs tan d ab le  as on top  of th e  relaxation p a ra m e te r  in the  Bayes 
G ibbs  a lgori thm , we also have to  ad jus t  th e  p a ra m e te rs  of the  density  e s t im a t io n  process: 
b an d w id th ,  num ber o f  h is togram  bins, and grid points .
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In o rd e r  to  increase  acc u ra cy  of th e  process  we need to  collect m o re  rea l isa t ions  and  
th is  is going to  p u t  c o m p u ta t io n a l  re s tr ic t io n s  on th e  G au ss ian  kernel m e th o d .  So, as we 
increase th e  n u m b e r  o f  rea l isa t io n s  we will use a  sim ple  b inn ing  ro u t in e  to  c rea te  a  2D 
h is to g ram , on which will use o u r  in te rp o la t io n  ro u tine  to  c re a te  a  s m o o th  su rface  e s t im a te .
4.4.5 Increasing S im ulations
In th is  section we in v e s t ig a te  th e  effect o f  increasing  th e  n u m b e r  o f  rea lisa t ions  on the  
e s t im a te  of  th e  surface . F o r  th e  tw o  allele t r a i t s ,  we used 100,000 d raw s ,  40 h is to g ram  
bins and succeeded in g e t t in g  a  very good e s t im a te  of th e  likelihood curves.  For th e  th ree  
allele t r a i t  C71, we have  fo u n d  t h a t  a  grid of  2 0  x  2 0  h is to g ra m  bins scaled  up  to  40 x 40 
using th e  in te rp o la t io n  ro u t in e  to  ge t  a  sm o o th  su rface  e s t im a te  w orked  well. D ue  to  the  
un ity  cond it ion , th is  m e a n s  t h a t  we a re  considering  2 0 0  b ins which gives fewer rea lisa tions  
per  bin and  is going to  lead to  a  po o re r  e s t im a te  of th e  likelihood surface . To t ry  and 
overcom e th is , we t r y  to  increase  th e  n u m b e r  of  rea l isa t ions  o f  th e  B ayes  G ib b s  a lgo r i thm  
for t r a i t  C71.
As we have p rev iously  m en tio n ed ,  it is c o m p u ta t io n a l ly  ch eap  to  g e n e ra te  rea lisa tions 
from th e  likelihood su rface  using  th e  G ib b s  Sam pler .  Clearly, th e  m o re  d ra w s  we achieve 
the  b e t te r  th e  e s t im a te  o f  th e  M L E s  as it will n o t  be so suscep tib le  to  th e  n u m b e r  of  bins. 
However, a  s ta t i s t ic a l  package  such as  S - P l u s  can only han d le  a b o u t  250,000 d ra w s  of a  
th re e  allele t r a i t  before it  ru n s  o u t  o f  m em ory . So in o rd e r  to  g e t  la rge  n u m b e r  of d raw s  
we have to  bin these  250,000 d ra w s  and  keep a  tab le  of  th e  bin co u n ts .  T h e  whole process 
can be rep ea ted  and  all t h a t  th e  package has  to  do  is add  tw o tab le s  o f  bin c o u n ts  to g e th e r  
and res to re  th e  new ta b le  of  co u n ts .  T h is  allows us to  do  as m an y  d ra w s  using th e  Bayes 
G ibbs  a lgo r i thm  as we wish.
We run th e  Bayes G ib b s  a lgo r i th m  on t r a i t  C71 for tw o million rea l isa t ions  using a 
7  of 0.01 which tak es  a p p ro x im a te ly  20 hours . F ig u re  4-11 show s th e  e s t im a te s  of  the  
likelihood surface  a f te r  one  an d  tw o million realisa tions. T h e  su rfaces  were o b ta in ed  by 
using a  grid  of 20 x 20 b ins which is then  increased by th e  in te rp o la t io n  ro u t in e  to  40 X 
40 grid points .
Results
T h e  c o n to u r  p lo ts  o f  th e  e s t im a te  of  th e  su rface  show t h a t  the  inc reased  n u m b e r  of reali­
sa t io n s  has im proved th e  e s t im a te  from F igu re  4-7(b).  T h e  M L E , d e n o te d  by a  1 on the  
plots, is m ore ro b u s t  a n d  is nea re r  to  th e  ex ac t  value of  (0.2687, 0 .4510). However, the  
surface  e s t im a te  is not as s m o o th  as th e  e s t im a te s  o b ta in ed  from using G auss ian  kernels. 
We re m e m b e r  th a t  we have increased  th e  new n u m b er  of  rea l isa t ions  by fac to rs  of 10 and 
2 0  respectively  and in o rd e r  to  use th is  m e th o d  on th e  four, five and  six allele t r a i t s ,  the  
n u m b e r  of rea lisa tions  from  th e  Bayes G ib b s  a lgo r i thm  is going to  be huge, even if we use 
a  relatively small n u m b e r  o f  bins.
Ryan Cheal (1997) M C M C  T e c h n iq u e s  for P e d ig r e e  A n a ly s i s P h.D .  T hes is ,  Bath










0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
Allele 1 Frequency Allele 1 Frequency
Figure 4-11: E f f e c t  o f  I n c r e a s e d  R e a l i s a t i o n s  f o r  T r a i t  C 7 1 :  The estim ates
of  the likelihood surface using one and two million realisations for trait C71 are shown. The  
surfaces were obtained by initially using a grid of  20 X 20 bins which is then increased by the 
interpolation routine to  a grid o f  40 x 40.
4.4.6 Conclusions
T h e  a lgo ri thm  that, we have used in th is  section  show s t h a t  it s im u la tes  from th e  co rrec t 
posterior  d is t r ib u t io n  and , as we have chosen a c o n s tan t  prior, consequently  ap p ro x im ates  
the  exact likelihood surfaces very well. However, we are  having problem s g e t t in g  an 
e s t im a te  o f  th e  M L E s to  any  degree of accuracy. In o rde r  to  get good app rox im ations ,  we 
need to  run th e  a lgori thm  for a considerable  n u m b er  of realisations an d  this m akes the  
choice of which density  es t im a t io n  p rocedure  to  use u n im p o r ta n t .  T h e  Gaussian  kernel 
e s t im a te  does  p roduce sm o o th e r  e s t im a tes  of the  likelihood surface th a n  the  in te rpo la ted  
2 1 ) h is togram  rou tine  b u t  also adds  su b s tan t ia l  co m p u ta t io n a l  cost w ith o u t  providing a 
d ra m a t ic  im provem en t.  So for simplicity, we have used a simple 2D h is togram  but have 
found th a t  increasing th e  dimension from two alleles to  th ree  alleles m eans  th a t  we have 
to  increase th e  num ber  of realisations to  m ain ta in  th e  accuracy  of th e  M LEs. T his  will 
continue  if we look a t  the  h igher allele t ra i t s  and  we have th e  problem of t ry ing  to  quan tify  
our m ode  in 5D space.
So at th is  point we decide to  bail out of t ry ing  to  find M LEs using th is  m e thod ,  as 
in the  previous c h a p te r  we developed a G ibbs E M  a lgori thm  which provides us with th e  
MLKs. We consider th e  value of the  new Bayes G ibbs  algorithm  is in its  ability to  
produce a good  e s t im a te  of the  posterior  or likelihood d is tr ibu tion .  T h e  easiest m ethod  
of checking th e  accu racy  of the  Baves G ibbs process is to  com pare  th e  e s t im a ted  m arginal 
m eans with th e  exac t  m arg inal m eans. So we now consider th e  ability of  the  algorit hm to 
converge to  th e  m arg inal means.
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4 .5  M arginal M eans
4.5.1 The Three A llele  Trait - C71
In §4.3 we found t h a t  th e  Bayes G ib b s  a lg o r i th m  w orked very  well for th e  m arg ina l  m ean s  
for th e  tw o allele t r a i t s .  R esu lts  for 100,000 d ra w s  of  th e  a lg o r i th m  w ere very  good . We 
found  t h a t  no increase  in accu racy  w as o b ta in e d  ru n n in g  m ore  t h a n  one G ib b s  sw eep  per 
p r io r  u p d a te  and  as c o m p u ta t io n a l  t im e  m u s t  be a  cons ide ra t ion ,  it  w as b e t te r  to  ru n  th e  
process  for longer.
In th is  section  we run  th e  process on t r a i t  C71 for several million d ra w s  to  give an  idea 
o f  how long we have to  run  to  o b ta in  convergence  for a  p re d e te rm in ed  degree  of  accuracy. 
T h e  B ayes G ibbs  a lg o r i th m  is c o m p u ta t io n a l ly  ch eap  an d  so we can build up  these  millions 
of  sam p le s  quickly. In §4.4.1 we showed t h a t  increased  co rre la t ion  m e a n t  we shou ld  run 
th e  a lg o r i th m  w ith  as high a  7  as  c o m p u ta t io n a l  cos t  could allow. For  these  long runs,  
we use 7  to  0.005. U n d e r  th is  regime, one million rea lisa t ions  takes  a p p ro x im a te ly  th re e  
h o u rs  an d  yields a  rejection ra te  o f  a p p ro x im a te ly  65%. A problem  occu rs  as a  d a t a  
m an ip u la t io n  package such as S - P l u s  can only han d le  a b o u t  250,000 n u m b e rs  a t  a  t im e. 
To avoid th is  we keep records of th e  ^  . 17 and 1° a ^ow us to  ca lcu la te  th e  m ean
a n d  s t a n d a rd  dev ia t ion . Table  4.5 gives th e  resu lts  for th e  m arg ina l  m ean s  and the ir  
a sso c ia ted  dev ia t ion  e s t im a te  for an increasing  n u m b e r  of  rea lisa tions  up to  five million. 
T h e  e x a c t  E ( X l)s a re  shown for co m p ar iso n  and  a re  o b ta in ed  from  th e  e x ac t  likelihood 
su rface  by th e  m e th o d  outlined  in E q u a t io n  (4.13). H ence for a  th re e  allele t r a i t ,  where  
A'i +  X 2 +  X 3  =  1 , E (A d )  when A' ~  c p(x)p( ( f ) {D) \ X  = x ) is
E (A 'i )  =  c f  (  p( x ) p( ( p( D)  | A" =  x)  x \  x 2 d x 2 dx-i (4.19)
Jo Jo
Results
T h e  resu lts  are  good. A fte r  only 100,000 rea l isa t ions  th e  e s t im a te s  are  very a c c u ra te  and  
very li t t le  accu racy  is gained in ru n n in g  th e  process  for longer th a n  a p p ro x im a te ly  one 
million realisations.
T h e  Bayes G ibbs  process p roduces  e s t im a te s  of  th e  s ta n d a rd  dev ia t io n s  as a  m a t t e r  
o f  course .  A gain , th e  s ta n d a rd  d ev ia t io n s  a p p e a r  to  have  se tt led  down by a p p ro x im a te ly  
one million rea lisa tions and in fact,  r a th e r  a c c u ra te  s t a n d a r d  d ev ia t ions  are  available from 
only 1 0 0 , 0 0 0  realisations.
Effective Binomial Sample Size
Using th e  e s t im a te s  of th e  m arg ina l  m e a n s  and s t a n d a r d  d ev ia t ions  we can o b ta in  es­
t im a te s  of th e  effective B i n o m i a l  s am p le  size. T h e  idea  is t h a t  the  m arg inal pos te r io r  
d is t r ib u t io n  for a  given allele f requency should  be rough ly  equivalent in in fo rm a tio n  con ­
te n t  to  d irec tly  observ ing  n Bernou l l i  o u tc o m e s  on t h a t  allele with frequency 9 , w here  n
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P o i n t  E s t i m a t e s  of  t h e  A llele  F r e q u e n c i e s  
for  an  In c r e a s i n g  N u m b e r  of  R e al i s a t i on s

































































E x a c t  M ean 0.3229 0.3908 0.2863
E f f e c t i v e  B i n o m i a l  
S a m p l e  S ize 9.0 9.3 10.3
Table 4.5: P O I N T  E s t i m a t e s  F O R  T r a i t  C 71: The table displays the estimated marginal
means and standard deviations for the founding allele frequencies for trait C71. The estimates  
are derived from an increasing number of realisations of the Bayes Gibbs sampling process. 
The exact means obtained from the peeling method are shown for comparison. Also shown is 
the effective B i n o m i a l  sample size.
m ay be d e te rm ined  a t  least  a p p ro x im a te ly  by eq u a t in g  0  to  th e  p o s te r io r  m ean  and  then 
solving
P o s te r io r  SD  =  ^J   ^  ^ —L (4.20)
for n.
T h e  resu lts  for each of  th e  alleles a re  also show n in T able  4.5 and th e y  ind ica te  t h a t  for 
t r a i t  C71 the  d a t a  in fo rm ation  is th e  sa m e  as observ ing  th e  t r u th  on a b o u t  9 -1 0  horses.
Beta Comparison
In th e  C71 t r a i t  all th e  effective B i n o m i a l  sam p le  sizes based on th e  s im ple  idea above 
are  ap p ro x im a te ly  1 0  and th e  m arg in a l  p o s te r io r  m ean  e s t im a te s  a re  n o t  far  off parity . 
However, for the  four allele t r a i t  below, we find one of th e  effective B i n o m i a l  s am ple  sizes 
is much la rger  than  the  o th e r  th ree ;  it c o r re sp o n d s  to  a  m arg ina l  p o s te r io r  m ean  e s t im a te  
which is very small. So th e re  is a  w orry  t h a t  E q u a t io n  (4.20) m ig h t  be in a c c u ra te  for 
highly skewed B. We can check th e  accu racy  of th e  effective B i n o m i a l  sam p le  sizes by 
using th e  conjugacv of th e  B i n o m i a l  d is t r ib u t io n  with the  Beta  d is t r ib u t io n .  In o rd e r  to
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get  e s t im a te s  of th e  B i n o m i a l  s am ple  sizes we have to  find th e  B e ta  d is t r ib u t io n  t h a t  bes t  
fits th e  m arg inal d is t r ib u t io n s .
T h e  m e th o d  t h a t  we have chosen avoids th e  M L E  a p p ro a c h  o u tl ined  in Johnson  and  
K o tz  (1970) and uses a quick and  sim ple a p p ro ach .
Algorithm 4.4. B e t a  F i t t i n g :
1 . Generate  .some real isat ions f r o m  the B a y e s  Gibbs algori thm.
2. For each o f  the alleles bin the realisations in to  a h is togram a n d  standardise.
3. A t  the mi dpoin ts  o f  the hi s togram bars calculate the p o in ts  o f  a B e ta  dist r ibut ion an d  
s u m  the absolute di f ferences between the h is togram poi n t s  an d  the  B e ta  points .
4- Repeat  s tep 3  f o r  di f f eren t  pa ra me te rs  o f  the B e ta  di s t r ibu t ion  unt i l  the di f ference is 
m ini mised .
□
We no te  t h a t  th is  m e th o d  equally  w eights  all d isc repanc ies  and  t h a t  d u e  to  an increase 
in d im ensions ,  it  would be possible to  fit a  Dirichlet  d is t r ib u t io n  r a th e r  th a n  f i t t ing  th ree  
B e ta  d is t r ib u t io n s .
However, we used th e  B e ta  F i t t in g  a lgo ri thm  to  find th e  B e t a  d is t r ib u t io n s  t h a t  best 
fit th e  m arg ina l d is t r ib u t io n s  for 100,000 rea lisa t ions  o f  th e  Bayes G ib b s  a lgori thm  for 
t r a i t  C71. T h e  p a r a m e te r s  of th e  B e ta  d is t r ib u t io n  used a re  on a  grid  betw een 0 -1 0  in 
s teps  of  0 . 1 .
Results
T h e  results  of th e  b es t  f i t t ing  Be ta  d is t r ib u t io n  for th e  th re e  m arg in a ls  using the  above 
regime and the  s im u la te d  rea lisa t ions  are  d isplayed in F ig u re  4-12. T h e  plots  are  formed 
by linearly jo in ing  th e  e s t im a te d  and  a c tu a l  h is to g ram  b a r  cen tres .  T h is  is done to  show 
up d isc repanc ies  in th e  tw o  d is t r ib u t io n s .
For t r a i t  we find t h a t  a  R e ta (2 .6 ,5 .4 )  for allele 1 , a  Z?e£«(3.2,5.0) for allele 2  and a 
Be ta (2 .7  API)  for allele 3 b es t  fit th e  s im u la ted  d a t a .  H av ing  found these  p a ra m e te rs  we 
can now e s t im a te  th e  B i n o m i a l  s am ple  size. It is as if th e  B e t a ( a j 3 )  d is tr ib u t io n  was 
w orth  (n +  J) I I D  Be rnou l l i  o bse rva tions  and so for th e  respec tive  alleles th is  eq u a te s  to  
effective B in o m ia l  s am p le  sizes of 8.0, 8.2 and  9.4 which are  close to  th e  e s t im a te s  given 
in T able  1.5 o b ta in e d  th ro u g h  E q u a t io n  (4.20).
As we have th e  p a ra m e te rs  of th e  Beta  d is t r ib u t io n  t h a t  bes t  fits ou r  rea lisa tions from 
the  m arg ina l  d is t r ib u t io n s ,  we can also check som e of th e  o th e r  e s t im a te s  in the  tab le  such 
as the  m arg inal m eans  and  s ta n d a rd  dev ia t ions .  T ab le  4.6 c o m p a re s  th e  e s t im a te s  of the  
m arg inal m eans  and th e ir  assoc ia ted  s t a n d a r d  d e v ia t io n s  o b ta in ed  from th e  Bayes G ibbs  
process with the  e s t im a te s  o b ta ined  from th e  Beta  f i t t in g  a lg o r i th m .
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Figure 4-12: M a rgi na l  P lots  of  B ayes  G ibbs A lgori thm  for  T rait  C71:  The
figure plots a comparison o f  the simulated marginal distribution of  all three alleles for trait 
C71. In each case the simulated marginal distribution is plotted against the Beta distribution 
which best fits it. Plots ( a ) - ( c )  are for alleles 1 -3  respectively.
C o m p a ri s on  of  M a rginal  M eans  
for T rait  C71
B ayes  G ibbs  M ean 
B ayes G ibbs  S D  
E f f e c t i v e  B i n o m i a l  S a m p l e  S ize
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B eta F i tti ng  M ean 
B eta F i tti ng  S D  













E x a c t  M ean 0.3229 0.3908 0.2863
Table 4.6: C omp ar ison  of  M a rgi nal  M eans  for T rait  C71: The table compares
estim ates of the marginal m eans and their associated standard deviations obtained from the 
Bayes Gibbs algorithm and the Beta Fitting algorithm. The exact marginal means are shown 
for comparison. Also shown is the effective Binomial sample size obtained from the Binomial 
approximation and the Beta fitting algorithm.
From the  tab le  we can see t h a t  the  B in om ia l  sam ple  sizes using both  the  Bino mial  
ap p rox im ation  and Beta  f i t t ing  are  close. T h e  es t im a te s  of the  m arg ina l  m eans are  ap ­
p roxim ate ly  equally close to  th e  ex ac t  m arginal m eans for bo th  m eth o d s .
Results  for the o th e r  tw o th ree  allele t ra i ts ,  C72 and Pa. show sim ilar  resu lts  to  those 
for C71. T he  results are  n o t  shown to  save the  reader wading th ro u g h  pages of s imilar 
analysis. E s t im a tes  o f t  he m arg ina l  m eans rapidly achieve accuracy  to  th re e  decimal places 
and the  effective B inom ial  s am ple  size is app rox im ate ly  10 for all alleles.
4.5.2 The Four Allele Trait
We now use th e  Bayes G ib b s  a lgo ri thm  on th e  four allele t ra i t  Serum Es. As in previous 
sections on these higher allele t ra i ts ,  we c a n n o t  check the  s im ula ted  resu lts  with any exact 
calculations. However, we can run th e  process with different seeds for th e  random  num ber  
g e n e ra to r  and look at the  s ta t i s t ic s  to  see if different values are  achieved.
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W e ru n  th e  p rocess  re-seeding th e  ran d o m  n u m b e r  g e n e ra to r  a f te r  every 50,000 d raw s  
from  th e  s am p lin g  process. As in §3.6, th e  section  on th e  G ib b s  E M  algori thm  for th is  
t r a i t ,  th e  re lax a t io n  p a r a m e te r  used is reduced  to  0 .0005  an d  like p rev ious  s im u la t ions  on 
th is  t r a i t  we find t h a t  it  ta k e s  th e  longest a m o u n t  of ru n  t im e  w ith  one million rea lisa tions  
ta k in g  a p p ro x im a te ly  20 h o u rs  and  a  rejection r a te  o f  a p p ro x im a te ly  90%. T h e  resu lts  
for th e  m arg in a l  m e a n s  a n d  the ir  associated  s t a n d a r d  d e v ia t io n s  for increasing  n u m b e rs  
of rea lisa t ions  o f  th e  B ayes G ib b s  a lgori thm  using th is  reg im e a re  given in Table  4.7.
P o i n t  E s t i m a t e s  o f  t h e  A l l e l e  F r e q u e n c i e s  
f o r  T r a i t  S e r u m  E s
N o s  o f  R e a l i s a t i o n s A l l e l e  1 A l l e l e  2 A l l e l e  3 A l l e l e  4




























































E f f e c t i v e  B i n o m i a l  
S a m p l e  S i z e 16.0 15.9 16.2 25.8
Table 4.7: P o i n t  E s t i m a t e s  F O R  T r a i t  S e r u m  E s :  The table displays the estimated
marginal means and their associated standard deviations for the founding allele frequencies for 
trait Serum Es. The estimates are derived from an increasing number of realisations of the 
Bayes Gibbs sampling process. Also shown is the effective B i n o m i a l  sample size obtained 
through the Binomial approximation.
Results
As we have no e x a c t  answ ers  to  co m p are  with we use convergence  as a  guide. E x am in in g  
each re-seeded set o f  50,000 rea lisa tions  shows only sm all  differences in th e  m arg inal m ean 
and s t a n d a r d  dev ia t io n  s ta t is t ic s .  T h e  a lg o r i th m  seem s to  converge  quickly, with all 
e s t im a te s  being different by less th a n  0.002 a f te r  50 ,000 rea l isa t ions  com pared  to  one 
million realisations.
T h e  e s t im a te s  of th e  effective B in o m ia l  s a m p le  size are  n o t  th e  sa m e  for the  Serum  
Es m arg ina l  d i s t r ib u t io n s  with the  result for allele 4 being  su b s ta n t ia l ly  larger th a n  the  
rem ain ing  th ree  alleles. We double  check these re su lts  using o u r  B e ta  f i t t ing  a lgo r i thm .
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Figure 4-13: M a r g i n a l  P l o t s  o f  B a y e s  CI i b b s  A l g o r i t h m  f o r  T r a i t  S e r u m  E s : 
The figure plots a comparison of the simulated marginal distribution of  all four alleles for 
trait Serum Es. In each case the simulated marginal distribution is plotted against the Beta 
distribution which best fits it. Plots (a ) - (d )  are for alleles 1 - 4  respectively.
Beta Comparison
T he plots  of the  es t im a ted  m arginal d is t r ib u t io n s  and t he best f i t t ing  Beta  d is tr ib u t io n  
a re  show n in F igure  4-13. T h e  plots again use 100,000 realisations but th is  tim e in o rde r  to  
ob ta in  a Beta  d is tr ibu tion  th a t  fits th e  s im u la ted  d a t a  satisfactorily , the  grid of p a ra m e te rs  
th a t  we use to  run th e  f i tting  a lgori thm  is ex tended  to  run between 0 30 for the  p a ra m e te rs  
of  th e  B eta  d is tr ibu tion .  T he  plots again use d iscre te  la tt ices  connected  with line segm ents  
to  show up  any discrepancies.
Results
For tra i t  Serum Es we find tha t  a B e ta ( 3 A 2 . i )  for allele 1. B e ta ( $ . \A  1.4) for allele 2 
B e ta {7.5,7.6) for allele 3 and B e ta (2.1,24.5) for allele 4 best fit th e  s im ula ted  m arginal 
dist r ibu tions.
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Again  as we have th e  p a ra m e te rs  of th e  B e ta  d is t r ib u t io n  t h a t  bes t  fits th e  s im u la ted  
d a t a ,  we can o b ta in  e s t im a te s  of th e  m arg ina l  m ean  a n d  its  s t a n d a r d  dev ia tion  as well as  
th e  effective B in o m ia l  sam p le  size. T h e  resu lts  a re  show n in T ab le  4.8.
C o m p a r i s o n  o f  M a r g i n a l  M e a n s  
f o r  T r a i t  S e r u m  E s
B a y e s  G i b b s  M e a n  
B a y e s  G i b b s  S D  
E f f e c t i v e  B i n o m i a l  S a m p l e  S i z e
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Table 4.8: C o m p a r i s o n  o f  M a r g i n a l  M e a n s  f o r  T r a i t  S e r u m  E s :  The table
compares estimates of the marginal means and their associated standard deviation obtained 
from the Bayes Gibbs algorithm and the B eta  Fitting algorithm. Also shown is the effective 
Binom ial sample size obtained from the Binomial approximation and the Beta  fitting algorithm.
For t r a i t  Serum Es th e  resu lts  for bo th  th e  B in o m ia l  a p p ro x im a t io n  and th e  B e ta  
f i t t ing  are  show n in T ab le  4.8. T h e  values of th e  effective B in o m ia l  s am ple  size using b o th  
th e  B in o m ia l  a p p ro x im a t io n  an d  th e  B eta  f i t t in g  a lg o r i th m  a re  co n s is ten t  and  show t h a t  
allele 4 does  have a  la rge r  effective sam ple  size th a n  th e  o th e r  th re e  alleles. T h e  e s t im a te s  
of th e  m arg in a l  m ean s  an d  th e ir  assoc ia ted  s t a n d a r d  d ev ia t io n s  a re  again  sim ilar  b u t  th e  
B eta  F i t t in g  e s t im a te s  a p p e a r  to  be closer to  th e  B ayes G ib b s  e s t im a te s  th a n  for t r a i t  
C71; th is  is d u e  to  ru n n in g  th e  B eta  F i t t in g  a lg o r i th m  over a  la rger  range  of  p a ra m e te r  
values and  co n sequen tly  o b ta in in g  a b e t t e r  fit to  th e  s im u la ted  d a ta .
4.5.3 T he Five A lle le  Trait
We now use th e  Bayes G ib b s  a lgo r i th m  on the  five allele t r a i t  Pr to  give us an e s t im a te  of 
the  m arg ina l  m eans  an d  s ta n d a r d  dev ia t ions .
We run the  process re-seeding the  r a n d o m  n u m b e r  g e n e ra to r  a f te r  every 25,000 d ra w s  
from th e  s am p lin g  process. As in §3.7, th e  section  on th e  G ib b s  E M  a lgo r i thm  for th is  
t r a i t ,  we reduce  7  to  0 .0005. T h e  run t im e  for one  million rea l isa t ions  is a p p ro x im a te ly  
seven hours  w ith  a  re jection  ra te  of a p p ro x im a te ly  50%. T h e  resu lts  for the  m arg ina l  
m eans  and  th e ir  assoc ia ted  s t a n d a r d  d ev ia t io n s  for g ro u p s  of  rea lisa t ions  of  th e  a lgo r i th m  
up  to  one million using th is  regim e are  given in T ab le  4.9.
Results
T h e  resu lts  again  show t h a t  th e  a lgo r i th m  se t t le s  dow n very quickly and  a l th o u g h  th e re  
is a suggestion  t h a t  it  tak es  a  little  longer to  converge  th a n  for th e  th ree  and  four allele 
t ra i t s ,  convergence  a p p e a rs  to  have been reached by one  million realisa tions.
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P o i n t  E s t i m a t e s  o f  t h e  A l l e l e  F r e q u e n c i e s  
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E f f e c t i v e  B i n o m i a l  
S a m p l e  S i z e 11.7 13.6 15.8 18.1 18.2
Table 4.9: P o i n t  E s t i m a t e s  f o r  T r a i t  P r : The table displays the estimated marginal
means and their associated standard deviations for the founding allele frequencies for trait 
Pr. The estimates are derived from an increasing number of realisations of the Bayes Gibbs 
sampling process. Also shown is the effective B i n o m i a l  sample size.
4.5 .4  The Six A llele  Trait
We now use the  Bayes G ib b s  a lg o r i th m  on th e  six allele t r a i t  Tf to  give us an e s t im a te  of 
th e  m arg in a l  m eans  and  assoc ia ted  s t a n d a r d  dev ia t ions .
W e run the  process re-seeding th e  ra n d o m  n u m b e r  g e n e ra to r  a f te r  every 25,000 d raw s  
from th e  sam pling  process. A gain  as in §3.8, th e  section  on th e  G ib b s  E M  a lg o r i th m  for 
th is  t r a i t ,  we reduce 7  to  0 .05% . T h e  run t im e  for one million rea l isa t ions  is a p p ro x im a te ly  
10 h o u rs  w ith  a  rejection ra te  of a p p ro x im a te ly  60%). T h e  resu lts  for th e  m arg ina l  m eans  
and  th e i r  associa ted  s t a n d a r d  d ev ia t io n s  for g ro u p s  of  rea lisa t ions  of th e  a lg o r i th m  up  to  
one million using th is  regim e are  given in T ab le  4.10.
R e s u l t s
Again  convergence  is achieved b u t  th e re  is even m ore  of  a  suggestion  th a t  m ore  t h a n  one 
million rea lisa tions  are  needed for convergence  to  four decim al place accu racy  especially 
with th e  m arg ina l m ean for allele 6  which is still chang ing .
4.6  C onclusions
In th is  c h a p te r  we have in troduced  and  te s te d  a m e th o d  called th e  Bayes G ib b s  a lg o r i th m . 
T h e  a lg o r i th m  uses a c o n s ta n t  D irichlet  p r io r  and in c o rp o ra te s  the  d a ta  in a  single G ib b s  
sw eep. T h e  result is a realisation from th e  full p o s te r io r  d is t r ib u t io n  which we have set
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P o i n t  E s t i m a t e s  o f  t h e  A l l e l e  F r e q u e n c i e s  
f o r  T r a i t  T f
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A l l e l e
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E f f e c t i v e  B i n o m i a l  
S a m p l e  S i z e 1 1 . 0 12.7 12.9 16.8 19.7 17.8
Table 4.10: P O I N T  E s t i m a t e s  F O R  T r a i t  T f :  The table displays the estimated marginal
means and their associated standard deviations for the founding allele frequencies for trait 
Tf. The estimates are derived from an increasing number of realisations of the Bayes Gibbs 
sampling process. Also shown is the effective B i n o m i a l  sample size.
up using a  c o n s ta n t  prior  to  be  p ro p o r t io n a l  to  th e  likelihood. By ru n n in g  som e form  of 
den s i ty  es t im a t io n  on th e  rea l isa t ions  we can easily g e t  an e s t im a te  of  th e  likelihood and 
we have found th a t  th e  e s t im a te  when co m p a re d  to  th e  ex ac t  likelihood in F ig u re  '2-3, is 
good .
In th is  thesis we have been m ain ly  involved in t ry in g  to  find th e  M L E s  -  o r  m arg ina l 
po s te r io r  m odes of  th e  fo u nd ing  p o p u la t io n .  We have found  t h a t  w hichever densi ty  
ap p ro ach  we use, d e sp i te  g e t t in g  a  good a p p ro x im a t io n  of th e  likelihood, th e  M L E  is 
highly s u b je c t  to  th e  p a r a m e te r s  of  th e  d en s i ty  e s t im a t io n  p ro ced u re .  In th e  cases of 
th e  tw o and th ree  allele t r a i t s ,  w here  th e  e x a c t  M L E s are  know n, we can  a d ju s t  these  
p a ra m e te r s  to  get good  e s t im a te s  for th e  M L E s  from the  Bayes G ib b s  rea lisa tions  b u t  
for th e  higher allele t r a i t s ,  th e  M L E s  are  w h a t  we want to  e s t im a te  an d  so th e  process is 
highly sensitive to  p a r a m e te r  specif ica tion . In any  case, in C h a p te r  3, we in tro d u ced  the  
G ib b s  E M  algori thm  which find th e  M L E s  very  accu ra te ly  and efficiently.
T h e  ad v an tag e  for the  B ayes G ib b s  a lg o r i th m  is in o b ta in in g  a  good e s t im a te  of the  
full likelihood or p os te r io r  d is t r ib u t io n  an d  in th e  e s t im a t io n  of th e  m arg ina l  m eans  and 
assoc ia ted  s ta t is t ic s ,  which have n o t  been o f  principal in te re s t  in th is  thesis  b u t  m ay be 
of  in te re s t  in o th e r  p ro jec ts .  T h e  B ayes G ib b s  a lgo r i thm  does  e s t im a te  th e  m arg inal 
m ean s  ex trem ely  rap id ly  and  efficiently for all of th e  t ra i ts .  T h e se  e s t im a te s ,  bo th  for 
th e  m arg ina l  m eans  an d  th e ir  s t a n d a r d  dev ia t io n s ,  have been checked by f i t t ing  a B eta  
d is t r ib u t io n  to  a h is tog ram  of som e Bayes G ib b s  rea lisa tions and o b ta in in g  e s t im a te s  from 
th e  B e ta  p a ram e te rs .
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C hapter 5
Conclusions and Further Work
You've got to accentuate the positive,
Eliminate the negative,
Latch on to the affirmative,
Don't mess with Mr In-between.
(J o h n n y  M ercer)
T h e  inves tiga t ion  of M C M C  m e th o d s  in pedigree  ana lys is  in th is  thes is  was s ta r te d  by 
a biologist w ho asked a sim ple  ques t ion . By looking a t  th e  fo u n d e rs  o f  th e  pedigree, could 
we p rovide  any  in fo rm atio n  on w h e th e r  tw o  different m a n a g e m e n t  p ro g ram s ,  cu rren t ly  in 
o p e ra t io n  for th e  ped igree  o f  th e  Przew alsk i horse, were jus tif ied?  P h e n o ty p ic  in fo rm ation  
was available for a p p ro x im a te ly  60% of th e  horses  on s ix teen  differen t t r a i t s  rang ing  from 
two to  six alleles. E x a c t  resu lts  using an ex is t ing  a lg o r i th m , peeling, could be ob ta in ed  
for th e  lower allele t r a i t s  b u t  s im u la tion  m e th o d s  needed to  be inves t iga ted  for th e  higher 
allele t ra i ts .
We have developed  th re e  m e th o d s  for finding th e  M L E s  of th e  found ing  p opu la t ion  
which are  needed for a c c u ra te  an ces tra l  inference and  so for answ ering  th e  initial question  
of in te res t .
•  Initially, we nest th e  peeling a lgo r i th m  w ith in  an E M  s t ru c tu re .
•  To achieve answ ers  for th e  higher allele t r a i t s  we replace th e  peeling a lgo ri thm  in 
the  EM  s t r u c tu r e  with th e  s im ula tion  a lg o r i th m , th e  G ib b s  S am ple r .
•  To t ry  and  im prove  th e  techn ique  we a d o p t  a  fully Bayesian  fram ew ork . By us­
ing a  c o n s ta n t  Dirichlet  prior, the  likelihood is then  p ro p o r t io n a l  to  the  pos te r io r  
d is t r ib u t io n .  We th en  use the  G ibbs  S am p le r  to  sam p le  from th is  d is t r ib u t io n .
A c h a p te r  b reakdow n  of conclusions and  fu tu re  work is now s ta te d .
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C h ap ter 1
Conclusions
•  F rom  th e  brief  review of pedigree ana lys is  in C h a p te r  1 , it is c lear t h a t  th e  hand ling  
of  ra re  an d  e n d an g e red  species is going to  be increasing ly  im p o r ta n t .  C onsequen tly ,  
m a th e m a t ic a l  m e th o d s  t h a t  will p rov ide  answ ers  to  m a n a g e m e n t  q u es t io n s  will be 
in g re a t  d e m a n d .  A ny m e th o d  t h a t  w orks  and  helps pedigree  m a n a g e rs  in m ak in g  
decisions on b reed ing  policy will be o f  im p o r ta n c e .
Further Work
•  To  con tinue  answ ering  m a n a g e m e n t  q u es t io n s  for th is  ped igree  which is being used 
as a  b lu ep r in t  for fu r th e r  en d an g e red  cap t iv e  pedigrees.
C h ap ter 2
Conclusions
•  T h e  peeling E M  a lgo r i th m , developed to  find th e  M L E s  of  the  allele frequencies 
o f  th e  founders ,  works well and  converges quickly. T h e  E M  s t r u c tu r e  does rely 
on an a s su m p tio n  of un im o d a l i ty  to  converge  to  th e  M L E s  and  so t im e  has  to  be 
sp e n t  checking for m u lt i -m o d a l i ty  by s t a r t in g  th e  a lg o r i th m  a t  d ifferent initial po in ts  
a ro u n d  th e  sam p le  space. O nce  we have satisfied  ourse lves  t h a t  we have a  un im odal 
surface , th e  a lg o r i th m  can be run for longer a n d  can rap id ly  achieve ex trem e ly  accu ­
ra te  results . However, th e  peeling E M  is limited by th e  vast m e m o ry  req u irem en ts  
t h a t  it requires. We do w h a t  we can to  reduce  th e  m e m o ry  re q u ire m e n ts  by clipping 
th e  pedigree  and  using a. s to ch as t ic  re laxa tion  a lg o r i th m  -  s im u la ted  annea ling  -  to  
reo rde r  th e  peeling su m m a t io n s ,  b u t  only  resu lts  on th e  tw o and th re e  allele t r a i t s  
o f  th e  pedigree can be ca lcu la ted .
•  H av ing  used th e  peeling EM a lgo r i th m  to  find th e  M L E s  of th e  found ing  p o p u la t io n ,  
we then  perfo rm ed  the  ances tra l  inference on th e  six found ing  g ro u p s  to  answ er  th e  
q u es t io n s  a b o u t  th e  m a n a g e m e n t  p ro g ram s .  We found a huge a m o u n t  o f  varie ty  
in th e  allele frequencies of th e  found ing  g roups .  T h is  suggests  a large a m o u n t  of 
in te rb reed in g  between dom estic  and  P rzew alsk i horse  on th e  M ongolian  plains and 
m akes  th e  m a n a g e m e n t  p rog ram s,  which a re  based  on ‘p u r e ’ and 'c o n t a m in a te d 1 
horses, difficult to  justify .
•  T h e re  is no way th a t  the  peeling a lg o r i th m  can give us e r ro r  e s t im a te s  and we resort 
to  f i t t ing  a  q u a d ra t ic  spline a ro u n d  th e  M L E s  to  o b ta in  u n c e r ta in ty  e s t im a te s .
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Further Work
•  We could speed up  th e  convergence  of th e  peeling E M  a lg o r i th m  by using som e kind 
of p ro jec t ion  m e th o d  from  th e  size of  th e  ju m p s  of th e  E M  i te ra t io n s .
C hapt er 3
C onclusions
•  T h e  G ib b s  E M  a lg o r i th m  w orks  very well when co m p a re d  to  th e  e x a c t  re su lts  from  
th e  peeling E M  a lg o r i th m . I t  is quicker and in th is  respec t ,  o u tp e r fo rm s  th e  peeling 
E M  a lgo r i th m  in C h a p te r  2. However, we have to  check th e  a lg o r i th m  and its 
run  p a ra m e te rs  m ore  closely. M o s t  im p o r t a n t  is t h a t  t h a t  for m ulti-a lle le  t ra i t s ,  
irreducib ili ty  of th e  M ark o v  C ha in  is n o t  g u a ra n te e d  d u e  to  th e  laws of M endelian  
in he r i tance .  We ge t  a ro u n d  th is  by using a  re laxa tion  a lg o r i th m . T h is  gives a  small 
positive  p robab il i ty  of  o b ta in in g  all ped ig ree  configura t ions ,  a n d  hence  irreducib ili ty  
is now achieved. However, co n f igu ra tions  are  g e n e ra te d  in th e  sam p lin g  process 
t h a t  b reak  th e  laws of in h e r i tance ;  these  a re  re jec ted . T h e  re lax a t io n  techn ique  
for th is  pedigree is found  to  w ork well and  th e  assoc ia ted  re la x a t io n  p a ra m e te r  7  
of 0.005 a p p e a rs  to  give th e  b es t  co m p ro m ise  betw een c o m p u ta t io n a l  cost,  serial 
co rre la tion  and accuracy . Again  t im e  has  to  be sp e n t  checking  for  m u lt i -m o d a l i ty  
of th e  likelihood surface . T h is  can  use a  sm all  n u m b e r  of  G ib b s  sam ples .  W e have 
found  t h a t  1 0  i te ra t io n s  o f  1 0 0  sweeps per  i te ra t io n  is enough  to  su g g es t  convergence 
for all th e  multi-allele t r a i t s  considered ; so it is c o m p u ta t io n a l ly  very quick b u t  
increased repe ti t ion  of  th e  p rocess  from different s t a r t in g  p o in ts  a ro u n d  th e  sam ple  
space  increases ou r  confidence t h a t  any  convergence  is to  th e  M L E s .  In th is  pedigree 
we a re  fo r tu n a te  and  have found  no t r a i t  t h a t  show s a  m u lt i -m o d a l  surface.
•  T h e re  are  p rob lem s visualising convergence  of th e  G ib b s  E M  a lg o r i th m  in higher 
d im ensions.  We have used m u lt i-pane l  tw o allele d isp lays which we have found best.
•  H aving  used the  sh o r t  ru n s  to  tu n e  the  run p a ra m e te rs  o f  th e  a lg o r i th m , we can 
use a  longer run o f  th e  p rocess  to  o b ta in  e s t im a te s  of th e  M L E s  of th e  fo u n d e rs ’ 
allele frequencies. A fte r  a  5% burn-in  period , th e  a lg o r i th m  is usually  so close 
to  th e  M L E  th a t  very few i te ra t io n s  are  needed. T yp ica lly  100 E M  i te ra t io n s  of 
10,000 sweeps per i te ra t io n  gives accu racy  to  th re e  decim al p laces. However, it is 
im p o r ta n t  to  rem em b er  t h a t  for th e  h igher allele t r a i t s ,  for which we have no exac t  
answ ers  to  check a g a in s t ,  m o n ito r in g  th e  convergence  of  th e  e s t im a te s  is p robab ly  
th e  best m e thod  r a th e r  th a n  using a ce r ta in  regime. For e x am p le ,  a l th o u g h  all the  
t r a i t s  t h a t  we have looked a t  converge  relatively quickly, th e re  is a  suspicion t h a t  
th e  six allele t ra i t  does  ta k e  longer to  converge  to  four decim al p lace  accu racy  th an  
th e  o th e r  tra i ts .
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•  H av ing  in v es t ig a ted  th e  G ib b s  S am p le r  and  show n t h a t  i t  can  p ro d u ce  good p ro b a ­
bility e s t im a te s  on th e  pedigree, we pe rfo rm ed  th e  ana lys is  for th e  th re e  multi-allele 
on th e  six fo u n d in g  g ro u p s  of th e  pedigree to  p rov ide  fu r th e r  evidence  on the  rele­
vance of th e  m a n a g e m e n t  p ro g ram s .  We found  s im ila r  re su lts  to  th e  tw o and  th ree  
allele t r a i t s .  T h e  fo und ing  g ro u p s  show  a  large gene tic  d ivers ity  ind ica tive  of a  large 
a m o u n t  of in te rb re e d in g  in th e  ances tra l  p o p u la t io n .  T h is  aga in  m akes  th e  m a n ­
a g e m e n t  p ro g ra m s  w ith  th e ir  add i t io n a l  mild fo rm  of selection difficult to  justify . 
F u r th e r  ev idence  is p rovided  when we looked a t  th e  fo u nd ing  an d  c u r re n t  p o p u la ­
tion allele f requency  e s t im a te s .  Since we have m o re  alleles in these  t r a i t s  t h a n  in 
th e  tw o  an d  th r e e  allele t r a i t s ,  som e of th e  alleles a re  q u i te  r a re  in th e  found ing  
po p u la t io n  an d  because  of  m a n a g e m e n t  p ressure ,  th e  ra re r  alleles have d ro p p e d  to  
an  e x te n t  w here  th e y  are  in d a n g e r  of d is a p p e a r in g  from  th e  c u r re n t  p opu la t ion  
a l to g e th e r .
Further Work
•  W e have found t h a t  for th is  pedigree  a s im ple  G ib b s  S am p le r  gives good results . 
However, a l te rn a t iv e  m e th o d s  which deal w ith  th e  p ro b lem s  of m u lt i -m o d a l i ty  and 
fa s te r  m ixing, such as H e a te d -M e tro p o l i s  an d  s im u la te d  te m p e r in g  should  be inves­
t ig a te d .  S om e of these  a l te rn a t iv e  s am p le rs  a re  o u t l in ed  in §5.1.1 and  §5.1.2.
• A new a lg o r i th m , c ircu m sp ec t ly  en tit led  th e  R a n d o m  F a m ily  a lgo ri thm  by Hurn 
and  S heehan  (pe rsona l  co m m u n ic a t io n ) ,  based on th e  re lax a t io n  techn ique  of Shee­
han and  T h o m a s  (1993), should  be im p lem en ted  a n d  inv es t ig a ted .  D eta i ls  of th is  
a lg o r i th m  a re  given in §5.1.4.
C hapter 4
Conclusions
• T h e  B ayes G ib b s  a lg o r i th m  sam ples  from a c o n s ta n t  D i r i c h l e t  p r io r  d is t r ib u t io n  and 
sweeps th ro u g h  th e  d a t a  w ith  a G ibbs  S am ple r .  I t  w orks very well and efficiently. 
Using only  one  sweep of th e  G ib b s  S am p le r  per  p r io r  u p d a te  has  been found to  
provide th e  b es t  resu lts .
•  In th e  n um erica l  w ork in th is  d is se r ta t io n ,  e s t im a te s  of th e  m arg ina l  pos te r io r  d e n ­
sities have been based on kernel dens ity  e s t im a t io n  applied  to  th e  o u tp u t  of th e  
G ib b s  s am p le r .  W h e n  the  q u a n t i ty  of in te res t  is a  c o m p o n e n t ,  say X j ,  of th e  vec­
to r  p a ra m e te r ,  7T/r =  ( A S , . . .  , AT), an a l te rn a t iv e  which is theore t ica l ly  superio r  
involves ave rag in g  th e  full cond itiona l d is t r ib u t io n  p{ AT | A T , . . .  , A'/,., q>{D)) over
th e  sam pled  values (A'.*,..........V£). T h is  idea, which was sugges ted  by Gelfand and
Sm ith  (1990) based on an appea l  to  th e  Ha.o-Bla.ckwell th eo rem , m ay  m ore  easily be 
m o tiv a ted ,  as no ted  by T a n n e r  (1993). by conside r ing  M o n te  C a r lo  ap p ro x im a tio n
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of th e  in tegra l
p ( X ,  I 4>(D)) =  f  p ( X l | X 2, . . . .  X k, d>(D)) p { X l . . . .  X t  I ^ (D ) )  d x 2 ■ ■ ■ d x k.
W h ile  th is  m e th o d  should  be b e t t e r  in th e o ry  th a n  kernel dens i ty  e s t im a t io n  in 
th e  accu racy  of its  pos te r io r  den s i ty  su m m a r ie s ,  it  m ay  be m ore  c o m p u ta t io n a l ly  
expensive  and would cer ta in ly  involve g re a te r  s to ra g e  requ irem en ts .  Q u a n t i fy in g  
th e  cos ts  and  benefits  of th is  m e th o d  in th e  c o n te x t  of th e  pedigree w ork  in th is  
d is se r ta t io n  is a  su b je c t  for fu tu re  in v es t iga t ion .
•  U sing  th e  Bayesian fram ew o rk  w ith  a  c o n s ta n t  p rio r  we can use th e  M C M C  m e th o d  
for non-B ayesian  likelihood inference. A n  e s t im a te  o f  th e  likelihood can be o b ta in e d  
f ro m  th e  M C M C  rea lisa tions  by den s i ty  e s t im a t io n .  A G auss ian  kernel p ro d u ces  a 
s m o o th e r  e s t im a te  th a n  th e  in te rp o la te d  2D h is to g ra m  app roach  b u t  increases  th e  
c o m p u ta t io n a l  d e m a n d s  for only a  sm all im p ro v e m e n t .
•  T h e re  a re  p rob lem s w ith  th e  d ens ity  e s t im a t io n  which is required  to  g e t  an  e s t im a te  
o f  th e  M L E s. W h en  c o m p ar in g  th e  e x a c t  an d  e s t im a te d  surfaces  for th e  th re e  allele 
t r a i t  C71 we know w h a t  th e  e x ac t  su rface  looks like and can a d ju s t  th e  p a r a m e te r s  
o f  th e  density  e s t im a t io n  p ro ced u re  accord ing ly  to  o b ta in  a  good e s t im a te .  W e have 
fo u n d  t h a t  these  p a ra m e te rs  do  affect th e  M L E s  and  finding th em  ac c u ra te ly  in 
h igher  d im ensions  is difficult.
•  T h e re  is a  conflict o f  w an ting  m ore  o b se rv a t io n s  from th e  M arkov  C ha in  to  e s t im a te  
th e  M L E s  in h igher d im ensions  an d  th e  s u b se q u e n t  s t ra in  on th e  density  e s t im a t io n  
p ro ced u re .  We have found t h a t  w ith  th e  la rge  n u m b e r  of rea lisa tions  only a  sim ple  
h is to g ra m , from which we can use an in te rp o la t io n  ro u t in e  to  ge t  a  s m o o th  su rface  
e s t im a te ,  can be used.
• A gain ,  th e re  are  p rob lem s visualising th e  su rface  e s t im a te  in higher d im ensions .
• G e t t in g  e s t im a te s  of the  m arg ina l  m ean s  and s t a n d a r d  dev ia t io n s  are  a  consequence  
o f  th e  process and  th e  e s t im a te s  a re  very  close to  th e  ex a c t  values for th e  th re e  allele 
t r a i t  C71.
Further Work
•  T h e  density  e s t im a t io n  part of the  whole p rocess  could be ex tended  to  deal only  on 
th e  sim plex. A new app roach  is ou tl ined  in §5.2.1.
•  T h is  techn ique  needs to  be tried on a la rger an d  m ore  co m p u ta t io n a l ly  d e m a n d in g  
pedigree  to  see how it perform s.
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5.1 A ltern ative  S im ulation  M eth o d s using M C M C
5.1.1 M ulti-M od ality
I t  is well known from th e  ergod ic  th eo rem  t h a t  any  M arkov  C ha in  s im u la t io n  m odel will 
requ ire  a  large n u m b er  of  scan s  in o rd e r  to  achieve convergence to  th e  p o s te r io r  d is t r ib u t io n  
b u t  a  p roblem  occurs since we do  n o t  know w h a t  th e  p ro b ab il i ty  d e n s i ty  looks like and  
n o rm a lly  a ssum e  it  is well beh av ed  an d  u n im oda l .  However, if th e  d e n s i ty  is m u lt i -m o d a l  
th e re  ex is ts  a  high d e p e n d e n c y  on th e  initial configura t ion  as to  which p eak  th e  sam p le r  
will converge  to .  Even w orse is th e  fac t  t h a t  if th e re  is a  very low p ro b a b i l i ty  for th e  s ta te s  
in betw een  th e  m odes, one  of  th e  m o d es  m ig h t  never be visited because  th e  sam p le r  would 
have to  run for an incred ib le  leng th  of  t im e  in o rd e r  to  pass  th ro u g h  th ese  s t a t e s  and  
sw a p  m odes.  A n exam ple  is given in T avener  (1992). He uses a  b i-m odel Ising p ro b ab il i ty  
d en s i ty  and  shows t h a t  if th e  im age  is all w h ite  pixels, then  th e  p ro b a b i l i ty  of chang ing  
tw o  chosen pixels to  black is o f  th e  o rd e r  1 0 - 5 ; hence th e  p rob ab i l i ty  o f  m ov ing  ju s t  a  small 
d is ta n c e  aw ay from th e  to p  o f  a  m o d e  is very small.  T avener  su g g es ts  possib le  rem edies  in 
im age  analysis  for cases w here  th e  m o d e  posit ions  a re  known b u t  in ped ig ree  ana lysis  th is  
is n o t  th e  case and  so we have  to  re so r t  to  a l t e rn a te  s im ula tion  m e th o d s  using th e  G ibbs  
S am p le r .
Sampling from Heated Markov Chains
Jen n iso n  (1993) ou tlines  a  possib le  so lu tion  to  th is  p roblem  . T h e  a u th o r  sugges ts  o b ta in ­
ing sam ples  Xi .. .xn from  th e  h e a te d  d is t r ib u t io n
P T ( X  =  x ) o c P ( X  =  x ) ^  (5.1)
a n d  each sam ple  x n is a ccep ted  w ith  p robab il i ty
P(X = x ) 1 _ t  
Ad
(5.2)
w here  M  — m ax  P(X = x). T h is  gives us a  su b sam p le  of {xi , . . .  , x n} which can be 
reg ard ed  as com ing  from th e  p o s te r io r  d is t r ib u t io n .  Increasing  T  has  th e  effect of reduc ing  
low p robab il i t ies  or f la t te n in g  th e  m o d a l i ty  a llowing th e  M arkov  C ha in  to  m ove m ore  freely 
a ro u n d  th e  sam ple  space  an d  to  im prove  its ra te  of convergence b u t  in t u r n  decreases  the  
a c c e p tan c e  probabilities: so a  b a lan ce  needs to  be achieved o th e rw ise  lo ts  of sam ples  will 
be re jected  and w asted . S om e  m e th o d s  for a llev ia t ing  th is  p roblem  a re  briefly ou tl ined .
Heated-Metropolis
Lin (1992) in troduces  a H e a te d -M e tro p o l i s  a lgo r i th m  which is designed to  free th e  M ark o v  
C h a in  from a local m ode  region.
Algorithm 5.1. H k a t k d - M e t r o p o l i s : Cycle through tin fo l lo w in g  tiro s teps k t im es:
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1. (Heat, the chain  up): S im u la te  realisations using  m \  scans  o f  the H ast in g s  A lgor ithm  
with
q (x  x ')  oc Pl (x't | x - i ) ?  (5.3)
f o r  the i ^  com p o n en t .  To m a in ta in  detailed balance the cand ida te  x '  is accepted with  
probability
(  P ( x ' ) 1 .
m m ^ , —  j .  ( 5 . 4 )
2. (Cool the chain  dow n):  C om ple te  m 2 scans us ing  the Gibbs Sam pler .
□
Lin achieves resu lts  in pedigree  ana lys is  t h a t  are  less d e p e n d e n t  on th e  s t a r t in g  con­
f ig u ra t ion  th a n  th e  G ib b s  Sam pler ;  however, T avener  (1992) show s t h a t  for im ages which 
consis t  of pixels which a re  e i th e r  black or  w h ite  th is  m e th o d  has  a  positive  p ro b ab il i ty  7  of 
do ing  n o th in g  and  co n seq u en t ly  seem s less able  to  explore  th e  s t a t e  space  th a n  th e  G ibbs  
S am p le r .  T h e  M ark o v  C h a in  p ro d u ced  by th is  m e th o d  is th e  M a rk o v  C hain  ob ta in ed  
by ru n n in g  th e  G ib b s  S am p le r  a u g m e n te d  with s tep s  w here  no u p d a te s  occur.  T h e  case 
for s im u la t io n s  w here  a  pixel can tak e  th re e  values and  so in c o rp o ra te s  pedigrees  with  a 
tw o  allele sys tem  is n o t  as sim ple  b u t  th e  a u th o r  su g g es ts  t h a t  th e  H e a te d -M e tro p o l i s  
A lg o r i th m  can be reg a rd ed  as a  ‘s low ’ G ib b s  S am pler .
Multiple Staring Points
T h e  bi-moda.l ex am p le  in Jenn ison  (1993) i l lu s tra tes  th e  d a n g e r  o f  a t t e m p t in g  to  assess 
convergence  on th e  basis o f  o u t p u t  from  one  long chain and th e  above  tw o  m e th o d s  rep­
resen t possible a l te rn a t iv e s  to  t ry  and  solve th e  p roblem  of m u lt i -m o d a l i ty .  T h e  problem  
can be also m ore easily overcom e by using m ultip le  s t a r t in g  p o in ts  which is th e  m e th o d  
used in th is  thesis . T h e se  would a lm o s t  ce r ta in ly  pick up th e  m u lt i -m o d a l i ty  unless we 
were unlucky enough to  choose  s t a r t in g  p o in ts  th a t  a lw ays converged  to  one m ode.
5.1.2 Faster M ix ing
If th e  M arkov  C hain  is irreducib le , t im e  averages  over th e  chain  converge  to  e x p e c ta t io n s  
with  respect to  the  s t a t i o n a r y  d is t r ib u t io n  as the  M o n te  C ar lo  sam p le  size goes to  infinity, 
b u t  if th e  chain is m ix ing  slowly, it m ay  ta k e  massive sam p le  sizes to  ge t a c c u ra te  e s t im a tes .  
Slow m ixing typically  occu rs  in p rob lem s w here  th e  sam p le  space  has  high d im ension and 
th e  sa m p le r  u p d a te s  on ly  one variable  a t  a  t im e . T h e  mixing t im e  can  be exponen tia l  in 
th e  n u m b e r  of variables  and  so th e  G ib b s  S a m p le r  can be close to  useless a t  som e fairly 
low dim ensions.
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Mutigrid and Auxiliary Variables
For m u lt i-g r id  m e th o d s  (Sokal 1989) th e  size of th e  s e ts  of variab les  t h a t  a re  s im u ltan eo u s ly  
u p d a te d  is varied  sy s te m a t ic a l ly  from small to  large  an d  back aga in . T h e  se ts  of variab les  
a re  n e ig h b o u r in g  e lem ents .
In au x il ia ry  var iab le  m e th o d s  (Swendsen and  W a n g  1987; B esag  a n d  Green  1993), th e  
orig inal var iab les  x  a re  a u g m e n te d  by ad d i t io n a l  var iab les  n  say, w ith  f u\x (u \ x )  specified. 
S im u la t ion  relies on x  a n d  u  being u p d a te d  a l te rn a te ly  using a  M C M C  m e th o d .  T h e  
effect is t h a t  th e  chain  m ixes m ore  rapidly. T h e  m a rg in a l  for x  is unchanged  the re fo re  
in fo rm a tio n  e x t r a c te d  from  it is valid.
Metropolis Coupled Markov Chains
G eyer  (1991) ou tl ines  an a lg o r i th m , called M e tro p o l is  C oup led  M ark o v  C ha ins ,  which 
allows th e  M a rk o v  C h a in  to  ju m p  betw een  m o d es  by ta k in g  larger  s te p s  t h a n  can  be 
achieved by a  single s t a t e  u p d a te .  It w orks by ru n n in g  m  M ark o v  chains  in paralle l 
w ith d ifferen t b u t  re la ted  s t a t io n a ry  d i s t r ib u t io n s  7 T i , . . .  , 7t m . A f te r  each scan has  been 
in d e p e n d e n t ly  co m p le ted  for all of th e  m  chains , a  series o f  s t a t e  sw aps  between a d ja c e n t  
pa irs  o f  cha ins  is considered . T h is  is a  M e tro p o l is  u p d a te  as th e  sw ap p in g  is sy m m e tr ic ,  
which m a in ta in s  th e  local ba lance , and so we sw a p  th e  cha ins  i and  j  w ith  probab il i ty
(  ' k A x ' ^ ' k A x )  \  
r  =  mm ( 1 , — — — — - ) .  5.5
V ^i{x)TTj {x,)J
It is w orth  no t in g  t h a t  coupling  induces d ep e n d e n c e  am o n g  th e  chains , so t h a t  th e y  are  
no longer by them selves  M ark o v ,  b u t  th e  whole process, th e  m  cha ins  to g e th e r ,  is M ark o v .  
D esp i te  th e  un ch an g ed  basic underly ing  s t a t io n a r y  d is t r ib u t io n  it is hoped  t h a t  the  m ixing 
of th e  cha ins  will p rov ide  quicker convergence  to  th e  s t a t io n a ry  d is t r ib u t io n .
Simulated Tempering
For co m p lica ted  pedigrees, G eyer  and  T h o m p s o n  (1995) have found t h a t  th e  G ibbs  S a m ­
pler does  n o t  mix fas t  enough even on th e  f a s te s t  o f  co m p u te rs .  T h e y  suggest  a  new 
ann ea l in g  ty p e  va r ia t ion  which th ey  show gives p rom is ing  resu lts  using a ‘w i tc h ’s h a t ’ 
d is t r ib u t io n  and  large  pedigree  of over 5000 ind iv idua ls ,  bo th  of which have ind ica ted  t h a t  
the  G ib b s  S am p le r  fails to  converge in reasonab le  c o m p u te r  tim e.
T h e  m e th o d  is an ex tens ion  of th e  M etro p o l is  C oup led  M C M C  a lgo r i thm  ou tl ined  
above. In s tead  of  sa m p lin g  from  parallel s im u la t io n s  of  d is t r ib u t io n s  a t  different t e m p e r ­
a tu re s ,  th e  process  involves sam p lin g  from d i s t r ib u t io n s  a t  ran d o m  te m p e ra tu re s .
H owever, in ana lys ing  th e  P rzew aisk i 's  H orse ped ig ree  in C h a p te r s  2  and 3, we find t h a t  
a s im ple  G ib b s  S am p le r  p rov ides  good results .  T h is  is p rob ab ly  d u e  to  th e  pedigree being  
reaso n ab ly  small b u t  m o re  im p o r ta n t ly  well behaved in being a p p a re n t ly  a  reasonab ly  fla t  
un im oda l  d is t r ib u t io n  for m o s t  of th e  t r a i t s  and g iv ing  relatively low rejection ra tes  when 
using th e  re laxa tion  m e th o d ,  which enab les  us to  rap id ly  ge t  lots o f  rea lisa tions  from th e
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M a rk o v  C h a in .
5.1.3 M C M C  Likelihood
Gelfa.nd an d  S m ith  (1990) b ro u g h t  M C M C  m e th o d s  from  th e  sp a t ia l  s ta t i s t ic s  c o m m u n i ty  
to  a. w ider aud ience  by observ ing  t h a t  a lm o s t  any  form  of Bayesian  c o m p u ta t io n  can 
be  ca rr ied  o u t  by such m e th o d s .  G eyer  a n d  T h o m p s o n  (1992) m akes  a  s im ilar  p o in t  
a b o u t  m a x im u m  likelihood ca lcu la t ions .  T h e  ca lcu la tion  of M C M L E  is c o m p u ta t io n a l ly  
very  costly  w ith  each i te ra t io n  of  th e  o p t im isa t io n  a lg o r i th m  ru n n in g  over all sam ples  
in ca lcu la t in g  th e  log-likelihood. T h is  m akes  us p u t  up with th e  d a n g e r  of  co rre la ted  
sam p le s  m ore . In each case w here  th e  p rocess  is run  ir reducib ili ty  m u s t  be checked for 
a n d  so m e tim es  th is  can be tricky.
T h o m p s o n  (1994) uses M C M L E  in linkage analysis .
5.1 .4  R andom  Family A lgorithm
S heeh an  an d  T h o m a s  (1993) g e n e ra te s  d e p e n d e n t  sam ples  from th e  d is t r ib u t io n  of geno­
ty p e s  co n f igu ra t ions  on a  pedigree. I r reduc ib il i ty  is achieved by relax ing  gene tic  p a r a m ­
e te rs .  A new m e th o d  developed  by H u rn  and  S heehan  (personal c o m m u n ic a t io n )  e x ten d s  
th is  idea. I t  in tro d u ces  a  new variab le  T  -  th e  size of  fam ily  -  and th is  will be u p d a te d .  T  
— 0 is a  single individual, T  — 1 is an ind iv idua l  an d  th e ir  genetic  ne ighbours  w ho m ake  
up  th e  M R F ;  t h a t  is th e  in d iv id u a l’s p a re n ts ,  sp o u ses  and  offspring, T  — 2 ind ica tes  th e  
T  — 1  g ro u p  plus all th e ir  M R F  n e ig h b o u rs  and  so on until th e  whole ped igree  is used. 
T h e  a lg o r i th m  works by g e n e ra t in g  a  fam ily  size T  from a  G eom etr ic  d is t r ib u t io n  and  
then  using th e  Sheehan  and T h o m a s  (1993) a lg o r i th m  to  g e n e ra te  a  legal configura t ion  
for th e  fam ily  holding th e  rem a in d e r  o f  th e  ped ig ree  fixed. T h is  is th e  sam e  p rob lem  as 
g e n e ra t in g  a  co m ple te  pedigree con fig u ra t io n  co nd it ioned  on observed d a ta .
T h e  choice of T  is im p o r t a n t  as you will n o t  w a n t  to  change th e  whole ped igree  too  
often  as you could ju m p  to  a  d ifferent p a r t  o f  th e  sam p le  space. However, it is im p o r ta n t  
t h a t  choosing the  whole pedigree  as a  fam ily  size has  a  non zero p ro b ab il i ty  as it is th is  
t h a t  gives irreducibility.
S heehan  and T h o m a s  (1993) a lw ays ac c e p t  a  co n s is ten t  con figu ra t ion . H urn  and  Shee­
han  p ropose  accep ting  a  con s is ten t  con figu ra tion  w ith  a  M etropo lis  -H as tings  a ccep tan ce  
p rob ab i l i ty  t h a t  takes  in to  acco u n t  th e  n u m b e r  of non cons is ten t  con fig u ra t io n s  g e n e ra ted  
by th e  M arkov  C hain .
5 .2  D en sity  E stim ation
5.2.1 Triangular D ensity  E stim ation
In o u r  analysis , we found th a t  th e  B ayes G ib b s  a lg o r i th m  works very well and p roduces  
p o s te r io r  m eans  and variances  as a. m a t t e r  o f  course . However, we were also in te res ted  in 
m arg ina l  pos te r io r  m odes and the  s tu m b l in g  block here was th e  density  e s t im a t io n  which
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was hindered by th e  huge n u m b ers  of  bins needed for accuracy. T h e re  was an additional 
com plica tion  in t h a t  we had  values on a  simplex and yet, were were perfo rm ing  density  
es t im a t io n  on th e  the  whole plane. A suggestion for a b e t te r  m e th o d  has been m ade  in 
discussion with B ernard  S ilverm an. It uses the  idea of rep resen ting  th e  poin ts  on a tr ip lo t 
as explained in §3.6.1. T h e  bins can then  be a  regular t r ian g u la r  p a t t e r n  as shown in 
F ig u re  5-1. S m oo th ing  is achieved by app ly ing  a  p a ra m e te r  A to  the  neighbours  of each 
bin and  su b tra c t in g  the ir  co n tr ib u t io n s  for th e  bins we are  looking a t .  Clearly, bins on the  
edge of  th e  triangle  will have only two neighbours and bins a t  th e  vertices will only have 
one neighbouring  bin. We i te ra te  a ro u n d  all the  bins until the  bin values converge.
Figure 5-1: T r i a n g l e  D e n s i t y  E s t i ­
m a t i o n : The idea of  density estimation
on the simplex
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C olop hon
T h e  ty p e s e t t in g  relies on th e  ^4/\^tS-I^TgX (A M S 1995). T h is  is a  m a c ro  package for 
IAT[5 X( L am  p o r t  1986), which is derived fro m  T E X (K n u th  1986). T h e  generic  t e x t  fon t is 
1 1  p t  C o m p u te r  M o d ern  R o m a n  b u t  o th e r  fon ts  from  th e  sam e  fon t fam ily  a re  required . 
For ex am p le ,  cap t io n  ti t les  are  se t  in sm all c ap s  while th e  cap tion  bod y  is sans-serif .  T h e  
b ib l io g rap h y  follows th e  C hicago  c i ta t io n  sty le . An index  is provided for cross  referencing.
A w ide varie ty  of packages have been used in th is  thesis:
•  C  is th e  low level language  used in th e  P e d p a c k  package of p ro g ra m s  used th ro u g h o u t  
th is  thesis.
•  T h e  ra n d o m  n u m b e r  g e n e ra to r  used  for th e  s im u la t ions  in th is  thes is  is d u e  to  
W ic h m a n n  and  Hill (1982). T h e  g e n e ra to r  com bines  th re e  m u lt ip l ica t ive  g e n e ra to rs  
an d  a l th o u g h  th is  m akes  it c o m p u ta t io n a l ly  expensive  to  call, it  also resu lts  in a  
huge period . D e M a t te is  and  P a g n u t t i  (1993) claim t h a t  th is  g e n e ra to r  co m p ares  
fa v o u rab ly  with o thers .
•  T h e  v isua lisa t ions  of th e  d a t a  were p ro d u c e d  in S - P l u s  b u t  th e  hand-draw n  figures 
a re  from  Xf ig .
•  All figures are  s to red  in P o s tsc r ip t .
•  All th e  p ro g ra m s  were run on a  SUN S p a rcS e rv e r  1000.
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d iploid, see genetics ,  diploid 
Di rich le t  d is t r ib u t io n ,  see d is t r ib u t io n s  , 
D ir ich le t
Di rich let sam p lin g ,  see a lgo ri thm  . s a m ­
pling , D irich le t  
d i s t r ib u t io n s
B e ta ,  107-108  
B inom ia l ,  69
D ir ich le t ,  107-109,  113, 126 
G a u ss ia n ,  4 1 -4 3 ,  120 
M u lt in o m ia l ,  107
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D N A , see gene tics  , D N A  
d o m es t ic ,  see  P rzew alsk i  horse , founders  
, d o m es t ic
d o m in a n t ,  see  genetics , models, d o m in a n t  
dou b le  O' helix, see genetics  , double  a  
helix
E M , see a lg o r i th m ,  E M  
energy  fu n c t io n ,  24, 34 
equ ilib rium  d is t r ib u t io n ,  see  M arkov , chain, 
s t a t i o n a r y  d is t r ib u t io n  
E rgod ic ,  see  M ark o v ,  chain , ergodic 
ergodic  d is t r ib u t io n ,  see  M arkov , chain, 
s t a t io n a r y  d is t r ib u t io n
e x am p le
A Bit o f  th e  H u m a n  G enom e, 2 
E x a m p le  of C u t s e t  Effect on a  P ed i­
gree, 17-18  
E x a m p le  of W rig h t  and  M cP hee  S im ­
ula ted  Pedigree ,  21 
E x a m p le s  o f  D ifferent Pedigrees, 4 
P ed ig ree  show ing  G ene  Transm iss ion ,
3
E x a m p le  of  A N eigh b o u rh o o d  Schem e 
for Pedigrees , 37 
E x a m p le  of D ifferent Bin W id th s .  41 
E x a m p le  of  Failing Irreducibility , 38 -  
39
E x a m p le s  of  N e ighbourhood  Schemes 
in Im ages,  36 
E x a m p le s  of P e n e t ra n c e  Probab il i t ies .
5
E x a m p le s  of T e m p e ra tu re  Schedules.
36
E x am p les  o f  T ransm iss ion  P ro b ab i l i ­
ties, 5 
G ene  D ro p ,  22
founder, see gene tics  . founder  
founder  effect, see P rzew alsk i horse . pedi­
gree  , fou n d er  effect
F U C a ,  see  P rzew alsk i horse  , 2 allele t r a i t s  
, F U C a
G au ss ian  kernel, see dens i ty  e s t im a t io n  , 
kernel , G auss ian  
gene co u n t in g ,  see a lg o r i th m , gene c o u n t ­
ing
gene d ro p ,  see genetics, s im u la t ion ,  gene 
d ro p
genealogy, see  genetics  , pedigree 
genera l  b a lance , see  M arkov ,  chain , gen ­
era l ba lance  
gene tic  d r i f t ,  see P rzew alsk i horse  , ped i­
gree , genetic  d rif t  
genetics ,  1 -2 0  
alleles, 2, 38 
a u to so m e s ,  1 
base  pa ir ,  2 
ch ro m o so m es ,  1, 2 
d ip lo id , 2, 21 
D N A , 1-3  
d o u b le  a  helix, 1 -2  
fo u n d e r ,  3 
genes, 2 
genom e, 2
g e n o ty p e ,  2-20 ,  23, 32. 37 -39 , 51, 53, 
57, 75 
H ard y -W ein b erg ,  5 
h e te rozygous ,  3, 38 
hom ozygous ,  2, 38, 52 
linkage, 46, 143 
loci, 2, 32 
M endel,  2
M ende lian  inher i tance .  38, 39, 46, 74, 
75, 82, 137 
m odels ,  4 
co -d o m in a n t ,  4 
d o m in a n t ,  4 
recessive, 4 -6 ,  32. 52 
m u ta t io n ,  46 
pedigree , ii, 3 -2 0  
com plex , 4
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looped , 16, 39 
sim ple, 4 
zero looped , 4 
p h en o ty p e ,  3-20,  3 7 -39 ,  49, 52 
reco m b in a t io n ,  46 
s im u la t io n ,  20-23  
gene d ro p ,  21 -23  
W rig h t  and  M cP h ee ,  20 
t r a i t ,  2, 3, 6 
genom e, see  genetics  , genom e 
g eno type ,  see  genetics, g e n o ty p e  
geograph ic  loca tion , see P rzew alsk i  horse 
, fou n d ers  , g eo g raph ic  location  
G ib b s  Sam ple r ,  see a lg o r i th m  , sam pling  
, G ib b s
G ib b s  S am pling , see a lg o r i th m  , G ibbs  
Sam pling
G P I ,  see P rzew alsk i horse , 2 allele t r a i t s  
, G P I
greedy, see a lgo ri thm  , o p t im isa t io n  , g reedy
H ard y -W ein b erg ,  see genetics  , H a rd y -W ein b erg  
H as t in g s  a lg o r i th m , see a lg o r i th m  , s a m ­
pling , H astings  
Hb, see P rzew alsk i horse  , 2 allele t r a i t s  
, H b
H e a te d -M e tro p o l is ,  see a lg o r i th m  , s a m ­
pling , H e a te d -M e t ro p o l i s  
he te rozygo tes ,  .see genetics  , h e te rozygous  
he te rozygous , see genetics  , h e te rozygous  
hom ozygo tes ,  see genetics  . hom ozygous  
hom ozygous , see genetics, hom ozygous  
hybrid ,  see P rzewalski horse , fou n d ers  , 
hybrid
image, 26, 3 5 -3 7 ,  45, 140 
pixel, 26, 35 
record, 35 -3 7  
inbreeding, see P rzew alski horse  , pedi­
gree , inbreed ing  
in te rp o la t io n ,  see dens ity  e s t im a t io n  . in­
te rp o la t io n
kde2D , see a lg o r i th m  , kde2D  
kernel e s t im a te ,  see  d e n s i ty  e s t im a t io n  , 
kernel , e s t im a te
likelihood, iii, 6-57 ,  85, 106-107 , 109, 110, 
124, 126
2 allele, 5 4 -5 5 ,  1 12 -113
3 allele, 5 6 -5 7 ,  124
m ult i  m odality ,  29, 74, 7 9 -8 0 ,  85, 8 8 -  
89, 9 1 -92 ,  94, 102, 105, 136, 137, 
140-141 
linkage, see gene tics  , linkage 
loci, see  genetics, loci 
looped pedigree, see  genetics ,  pedigree, 
looped
m a n a g e m e n t  p ro g ra m s ,  see P rzew alsk i horse 
, ped igree  , m a n a g e m e n t  p ro g ra m s
M ark o v
chain , 25, 38, 46, 114, 137, 139, 141 
aperiod ic ,  26, 31 
aux il ia ry  variab les ,  105, 142 
burn- in ,  27, 86, 87, 90, 93 -9 5 ,  103, 
137
deta iled  ba lance ,  26, 30, 32 
ergodic , 26, 27 
genera l ba lance , 26 
irreducible , 25, 30, 31, 38-40 ,  45, 
7 3 -7 4 ,  114, 143 
M o n te  G arlo , ii, 2 5 - 3 2 , 37, 46, 73-  
104
m ulti-grid  variab les ,  142 
period , 26
s ta t io n a ry  d is t r ib u t io n ,  26, 27, 2 9 -  
32, 35, 39, 45, 74 
sweep. 31 
tra n s i t io n ,  25
tran s i t io n  m a t r ix ,  2 5 -2 6 ,  2 9 -3 2  
clique, 23, 24 
irreducible . 137 
ne ig h b o u rh o o d ,  23, 36, 37 
property .  25
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R a n d o m  Fie ld , 23, 24, 36 -38 , 73 
M endelian  in h e r i tan ce ,  see  genetics  , Mendelia.n 
in h e r i tan ce  
M etropo lis  a lg o r i th m , see  a lgo r i th m  , s a m ­
pling , M e tro p o l is  
M etropo lis  C ou p led  M a rk o v  C ha ins ,  .see 
a lg o r i th m  , M e tro p o l is  C oup led  
M L E , ii, 6-68 ,  7 4 -1 0 5 ,  109, 123, 135, 137
2 allele t r a i t s ,  55, 6 8 -7 0 ,  7 4 -7 6 ,  112—
113, 136
3 allele t r a i t s ,  56, 57, 67 -68 , 76-88 ,
123, 136
4 allele t r a i t s ,  90 -91
5 allele t r a i t s ,  9 2 -9 3
6 allele t r a i t s ,  9 4 -9 7
M P M , see a lg o r i th m  , sam p lin g  , M P M  
m ulti  m odality , see likelihood , m ulti m o d a l­
ity
m ulti-grid  variab les , see  M ark o v  , chain , 
m ulti-grid  var iab les  
M ultinom ia l  d is t r ib u t io n ,  see d is t r ib u t io n s  
, M u lt in o m ia l  
m u ta t io n ,  see gene tics  , m u ta t io n
naive e s t im a te ,  see  d e n s i ty  e s t im a t io n  , 
naive e s t im a te  
ne ighbourhood ,  see  M a rk o v ,  n e ig h b o u r­
hood
P a , see P rzew alsk i horse  , 2 allele t r a i t s  ,
Pa
partia l  ac.f, .see t im e  series , p a r t ia l  ac .f  
pedigree, .see genetics ,  pedigree 
pedigree analysis , 37-Jf 0 
peeling, see a lg o r i th m , peeling 
peeling EM , .see a lg o r i th m  , peeling E M  
pene tran ce  p rob ab i l i ty  , see a lgo r i th m  , 
peeling . p e n e t r a n c e  p robab il i ty  
P E P B ,  see P rzew alsk i horse  , 2 allele t r a i t s  
, P E P B
P E P D ,  see P rzew alsk i horse  , 2 allele t r a i t s  
, P E P D
period , .see M a rk o v ,  chain , period 
P G M 1  , see P rzew alsk i horse  , 2 allele t r a i t s  
, P G M 1
p h e n o ty p e ,  see  gene tics  , p h e n o ty p e  
pixel, see  im age  , pixel 
p o ly m o rp h ism , see genetics, t r a i t  
p o p u la t io n  frequency  , see  a lgo r i th m  , peel­
ing , p o p u la t io n  frequency  
po s te r io r ,  see  Bayes, p o s te r io r  
p repeeling, see  a lg o r i th m  , peeling , prepeel­
ing
prior, see  Bayes, p r io r  
P rzew alsk i horse
2 allele t r a i t s ,  39, 45, 49, 53 -55 , 7 3 -
76, 110-113 , 126 
A L B , 54, 6 3 -6 4 ,  68 -7 0 ,  75, 111 
B F ,  .54, 6 3 -6 4 ,  70, 75, 111 
C A 1 , 54, 6 3 -6 4 ,  70, 75, 111 
F U C a ,  54, 6 3 -6 4 ,  70, 75, 111 
G P I ,  54, 6 3 -6 4 ,  70, 75, 111 
Hb, 54, 6 3 -6 4 ,  6 8 -7 0 ,  75, 111 
P E P B ,  54, 6 3 -6 4 ,  70, 75, 111 
P E P D ,  54, 6 3 -6 4 ,  70, 75, 111 
P G M 1 ,  54, 6 3 -6 4 ,  70, 75, 111
3 allele t r a i t s ,  45, 49, 53, 56-57 , 73,
7 6 - 8 8 ,1 1 3 - 1 2 9 ,  139 
C 71, 56, 6 5 -6 8 ,  109, 113-129, 139 
C 72, 56, 6 5 -6 8  
P a ,  .56, 6 5 -6 8
4 allele t r a i t s ,  49, 53, 73, 88-90 , 97 -
98, 103, 129-130
5 allele t r a i t s ,  49, 53, 73, 90 -93 , 99,
132-133
6 allele t r a i t s ,  49, 53, 73, 93-95 , 99
100, 103, 133-134 , 137
c u r r e n t  allele f requency  es t im a te s ,  60 
62, 70, 100-102 , 104
founders ,  5, 4 8 -4 9 ,  108, 135 
allele frequencies , ii, 5, 45, 53-105 .
135, 137 
d o m es t ic ,  48, 52, 53, 98
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geog rap h ic  loca tion , 49, 53, 62-64 , 
66, 71, 98 
h yb rid ,  52, 53, 64, 67 
pedigree, ii, 39, 4 8 -7 2  
b reed ing  policy, 5 1 -5 3  
fou n d er  effect, 50, 100 
gene tic  d r if t ,  51, 53, 100 
history , 4 8 -4 9  
inbreed ing , 51 -5 2 ,  100 
m a n a g e m e n t  p ro g ram s ,  ii, 45, 4 9 -  
53, 7 1 -7 2 ,  9 6 -104 ,  136, 137 
selection , 5 1 -5 2 ,  100, 104 
t r a i t s ,  49
Przew alsk i horse  founders ,  see P rzewalski 
horse  , founders  
P rzew alsk i horse  pedigree, see P rzew al- 
sk i ’s horse  , pedigree
q u a d ra t ic  spline, 6 8 -70 ,  136
R an d o m  Family, see a lg o r i th m  , R an d o m  
Fam ily
ran d o m  walk, see  a lg o r i th m  , sam pling  , 
r a n d o m  walk 
recessive, see gene tics  , m odels, recessive 
reco m b in a t io n ,  see gene tics  , reco m b in a­
tion
record, see im age  , record
rejection ra te ,  .see a lg o r i th m  , sam pling  .
rejection ra te  
re laxa tion  sam pling ,  see a lgo r i th m  , s a m ­
pling , re laxa tion
sam p lin g
G ib b s  S am ple r ,  9 6 -100  
selection , see P rzew alsk i horse  , pedigree 
, selection
sim ple pedigree, see  genetics , pedigree.
sim ple  
s im plex, 56, 139
s im u la ted  annea ling , see a lg o r i th m  . op ­
t im isa t io n  , s im u la ted  annealing
s im u la te d  te m p e r in g ,  see a lg o r i th m  , s im ­
u la ted  te m p e r in g  
s im u la t io n ,  see genetics, s im ula t ion  
s t a t io n a r y  d is t r ib u t io n ,  see M ark o v ,  chain ,  
s t a t io n a r y  d is t r ib u t io n  
S ta t l ib ,  121
sweep, see M ark o v  , chain  , sweep
t e m p e r a tu r e  schedule , see a lg o r i th m  , t e m ­
p e ra tu re  schedule  
t im e  series, 113-117  
a u to c o r re la t io n ,  114 
au to co v a r ian ce ,  114 
co rre la t io n ,  39, 74, 113-117  
lag, 114
p a r t ia l  ac.f, 115-117 
serial co rre la t io n ,  45, 46, 83, 85, 103, 
126
t r a i t ,  see gene tics  , t r a i t  
t ra n s i t io n ,  see M arkov ,  chain , t ra n s i t io n  
t ra n s i t io n  m a tr ix ,  see M arkov ,  chain ,  t r a n ­
sition  m a tr ix  
t ran sm iss io n  p ro b ab il i ty  , see a lg o r i th m  
, peeling , t ransm iss ion  p ro b ab i l ­
ity
t r ia n g u la r  densi ty  e s t im a t io n ,  see d ens i ty  
e s t im a t io n  , t r ia n g u la r
v isua lisa t ion , iii, 137, 139
convergence  plot m a tr ix ,  iii, 91 -9 2 ,  
9 4 - 9 6 ,1 3 7  
t r ip lo t ,  89 -9 0 ,  109
w indow  w id th ,  see density  e s t im a t io n  , 
kernel , b an d w id th  
W rig h t  and  M cP hee ,  see genetics, s im u ­
la t ion , W righ t  and M c P h e e
zero  looped pedigree, see genetics , ped i­
gree, zero looped
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