Joint detection and maximum-likelihood (ML) classification of linear modulations based on observations collected over an unknown flatfading additive Gaussian noise channel is considered. It is assumed that some of the observations are subject to data failures, in which case the receiver acquires only noise. Expectation-maximisation algorithm is employed to compute the ML estimates of the unknown channel parameters, which are then substituted into the corresponding likelihood expressions to perform hypothesis testing. Numerical simulations indicate that a suboptimal classifier, which is ignorant to data failures, exhibits extremely poor performance in the presence of high failure rates. On the other hand, the proposed classifier demonstrates comparable performance with that of the clairvoyant classifier which is assumed to have a priori knowledge of the channel parameters and data failures.
Introduction and problem formulation: Modulation classification (MC) is the task of identifying the modulation format employed by a transmitter under limited a priori knowledge on the characteristics of the received signal [1, 2] . Such problems frequently arise within the context of signal interception in non-cooperative environments as well as adaptive modulation schemes for cognitive radio applications [3] . In the latter scenario, the transmitter can dynamically adjust the data rate by switching among different modulation orders in order to efficiently utilise a timevarying channel. In particular, the order of the modulation can be increased to transmit at higher data rates under favourable fading conditions. By employing an automatic MC algorithm at the receiver, the communication overhead can be reduced. Normally, the receiver knows that a symbol is transmitted during each symbol interval. However, if the transmitter is silent due to some component failure or just because it has no messages left to be transmitted, or perhaps the communication is jeopardised by the presence of a jammer, the receiver may observe pure noise [4] .
Assuming perfect timing and frequency recovery, we consider the following discrete-time baseband equivalent for the received signal samples [2, 5] :
where {a n ; ∀n} [ {0, 1} are independent and identically distributed (i.i.d.) Bernoulli random variables (RVs) with probability p := Pr[a n = 1], h is the unknown complex channel coefficient that models the effects of channel fading, carrier power, and carrier phase mismatch, s n is the unknown complex modulation symbol transmitted during symbol interval n, and {v n ; ∀n} are i.i.d. according to the circularly symmetric complex Gaussian distribution, i.e. the real and imaginary parts of {v n ; ∀n} are i.i.d. zero-mean Gaussian RVs with unknown variance σ 2 . {a n , s n , v n ; ∀n} are assumed to be independent of each other. a n = 1 indicates that a faded noisy version of the transmitted symbol is sensed at the receiver, whereas a n = 0 indicates a failure event in which case the nth measurement denoted by y n is pure noise. A classification method based on hard decisions on data failure events where the observations detected as pure noise are discarded may perform poorly if the signal-to-noise ratio (SNR) or the number of successfully received samples are not sufficient [6] . In the sequel, we adopt a joint detection and classification approach which incorporates soft likelihood values of failure events into the classification metrics.
The vector of all received complex signal samples are denoted as y := [y 1 , …, y N ]. It is also assumed that the channel fading varies slowly compared with the observation interval which spans N consecutive symbol transmissions. We remark that the signal model in (1) treats the complex channel coefficient h and the noise variance σ 2 as deterministic unknowns, which are denoted by w := [h, s 2 ] [ F and F is the set of feasible parameter values. When the transmitted symbols {s n ; ∀n} are drawn independently from an M-ary alphabet A = {n 1 , . . . , n M }, the log-likelihood function (LLF) of the received samples given the parameter vector w can be written as
A decision statistic can be obtained by replacing w in (2) with its maximum-likelihood (ML) estimate, i.e. T (y) = max w[F log p(y; w), which can then be employed for hypothesis testing in order to decide among different candidate modulation schemes.
Proposed method: Although a direct maximisation of (2) with respect to unknown parameters w does not yield closed-form expressions, the corresponding ML estimates can be efficiently computed using the iterative expectation-maximisation (EM) algorithm [7] . To that aim, we note that an (M + 1)-dimensional latent binary vector
can be associated with each observation y n . Here, z n indicates whether a failure event has occurred during the nth symbol interval. If it has not occurred, z n indicates the symbol transmitted during the nth symbol interval. More explicitly, if a n = 0, then we set z 0 n = 1 and z j n = 0 for all j ≠ 0. If a n = 1 and s n = ν m , then we set z m n = 1 and z j n = 0 for all j ≠ m. In this way, the complete data set {y n , z n ; ∀n} is formed.
Next, for ease of notation, a channel model equivalent to that in (1) is constructed as follows:
where x n := a n s n belongs to an extended constellation X := {m 0 , m 1 , . . . , m M } such that μ 0 = 0 with probability α 0 = 1 − p and μ j = ν j with probability α j = p/M ∀j = 1, 2, . . . , M , where α m := Pr[x n = μ m ] ∀m = 0, 1, . . . , M is the a priori probability of transmitting symbol μ m over the channel (without loss of generality, we assume that the original constellation A does not contain symbol zero, i.e. ν j ≠ 0 ∀j). The LLF of the complete data can then be expressed as log p(y, z; w) = 
where
At each iteration of the EM algorithm, the complete data log-likelihood is first marginalised over the conditional distribution of the latent data given the observations and the current parameter estimates, and then the ML estimates of the unknown parameters are obtained from the corresponding average complete data log-likelihood. More specifically, the ith iteration is composed of: † E-step: The complete data log-likelihood marginalised over the conditional distribution of the latent data is given by Q(w;ŵ(i)) = N n=1 Q n (w;ŵ(i)), where
The ML estimates of the unknown parameters are obtained aŝ
Starting from an initial estimateŵ(1), the iterative EM algorithm is guaranteed to converge to a stationary point of the LLF given in (2) under mild regularity conditions [8] .
Owing to the linearity of the complete data LLF in (4) with respect to the latent variables {z m n ; ∀n, ∀m}, the average complete data log-likelihood can be expressed as
whereâ m n (i) is the estimate computed at iteration i for the a posteriori probability of m m [ X being transmitted during the nth symbol interval, i.e.â 
and the noise variance, respectively:
where (·) * denotes the complex conjugate of its argument. Note that the outer summations with respect to m in (9a) run from 1 to M since μ 0 = 0. Nevertheless, the information from noise only measurements (i.e. when a n = 0 or equivalently μ 0 = 0) contribute to the computation of the a posteriori probabilities in (8) and indirectly to the channel coefficient and the noise variance estimates in (9a) and (9b), respectively.
At convergence, the log-likelihood value of the received samples assuming that the signal constellation A (or equivalently X) employed at the transmitter is available. By repeating this procedure for all candidate constellations in the modulation dictionary, one can obtain the corresponding log-likelihood values and a classification decision can be declared in favour of the modulation with the highest score.
Simulation results and conclusions: In this section, the performance of the proposed method is evaluated for the classification of the constellations in the set {16-QAM, 32-QAM, 64-QAM}. It is assumed that all candidate constellations have zero-mean and unit average energy, i.e. E{s n } = 0 and E{|s n | 2 } = 1. In accordance with the channel model given in (1), a sequence of N = 1000 complex symbols are transmitted over a circularly symmetric complex additive white Gaussian noise channel with component variance σ
2
. Each symbol transmission, independent of the others, is subject to data failure with probability p, where p ∈ {0.25, 0.75}. The symbols undergo Rayleigh fading with scale parameter η and experience uniformly distributed phase offset, both of which are constant throughout the reception of N symbols. The average SNR of the received symbols is defined as SNR : = E{|h| 2 }/(2s 2 ) = h 2 /s 2 . Different average channel SNRs are simulated by keeping η = 1 and varying the noise power σ 2 . The probability of correct classification is obtained by averaging over 1000 Monte Carlo simulations for each constellation. In each Monte Carlo run, the transmitted symbols, failed and successful receptions, the complex channel coefficient, and the noise samples are generated randomly according to the specified distributions. The parameter estimates for the complex channel coefficient and the noise variance are initialised randomly at each run according toĥ(1) = h + z,ŝ 2 (1) = s 2 + u, where z is the complex RV whose real and imaginary parts are independent uniform RVs over the interval [−|h|/2, |h|/2] and u is a uniform RV over the interval [−σ 2 /2, σ 2 /2]. In Fig. 1 , the correct classification probability of the proposed classifier is plotted (in blue) as a function of SNR for p = 0.25 and 0.75, which correspond to 750 and 250 data failures on average in 1000 received samples, respectively. Fig. 1 also depicts the performance curves for the clairvoyant classifier (in black), which has perfect knowledge of the true channel parameters (i.e. h and σ 2 ) and the failed data receptions (i.e. values of n for which a n = 0), and an EM-based suboptimal classification scheme (in red) that does not take into account the possibility of data failures. As expected, the clairvoyant classifier achieves the highest performance over all SNR values in both cases due to the availability of the perfect channel state information. The proposed classifier demonstrates close to optimal performance (with at most approximately 2 dB performance loss) for p = 0.75 and the performance loss is less pronounced for p = 0.25. On the other hand, the performance of the suboptimal classifier is extremely poor in the case of severe data failures. Ignorance to data failures coupled with the fact that EM-based methods can get trapped at a local maximum with low classification accuracy at high SNR may have led to such behaviour. As expected, the classification accuracy of the suboptimal scheme improves if the probability of a data failure event decreases (i.e. for p = 0.75). All in all, the proposed classifier suggests a good compromise with respect to the clairvoyant classifier over channels that are subject to failure events as well as channel gain and phase uncertainty. 
