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Network coding is one of the most important breakthroughs in informa-
tion theory in recent years. The theory gives rise to a new concept of the 
role of nodes in a communication network. Unlike in existing networks 
where the nodes act as switches, in the paradigm of network coding, 
every node in the network can act as an encoder for the incoming in-
formation. With this new infrastructure, it is possible to utilize the full 
capacity of the network where it is impossible to do so without the help 
of network coding. In the seminar paper by Ahlswede et al. [1] where 
network coding was introduced, it was shown that information can be 
multicast in a point-to-point network at a higher rate by coding at the 
intermediate nodes. In the same paper, the achievability of the max-
flow bound for every single-source multicast network by using network 
coding was also proved. Network coding has also been related to in-
i 
equalities in information theory. Specifically, the framework introduced 
by Yeung [2] allows inner and outer bounds on the coding rate region 
for a variety of networks to be established. Linear network coding [3 
being sufficient for achieving optimality for single-source multicast is 
another major finding in network coding theory. Due to its simplicity 
and its potential for implementation, linear network codes are currently 
the most heavily researched topic in the field. 
In this thesis, we will discuss the potential usefulness of network 
coding in a few areas. At the same time, we will further explore the 
role of linear network coding in different areas of network. It can be 
seen that by making use of linear network coding, the overall capacity of 
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The aim of this chapter is to give a brief introduction of 
network coding which is originated in [1]. In this chap-
ter, point-to-point communication network on which one 
information source is to be multicast to certain sets of 
sink are being considered. It can be seen that by em-
ploying coding at the nodes, bandwidth can in general 
be increased over the traditional replication and forward 
scheme.  
A point-to-point network is represented by a directed graph G = 
(V, E), where V is the set of nodes in the network and E is the set 
of edges in G which represent the communication channels. An edge 
1 
CHAPTER 1. INTRODUCTION 2 
from node i to node j, which represents the communication channel 
from node i to j, is denoted by ij. We assume that G is finite, i.e., 
V"! < 0 0 . For a network with one information source, which is the 
subject of discussion in this chapter, the node by s, and the sink nodes 
are referred to as the sink nodes, denoted by ti, •..,艺l. 
For a communication channel from node i to node j, let Rij be the 
rate constraint, i.e. the maximum number of bits which can be sent 
per unit time on the channel. Rij is also referred to as the capacity of 
edge ij. Let R = [Rij : ij G E] be the rate constraints for graph G. To 
simplify our discussion, we assume that Rij are (nonnegative) integers 
for all ij G E. By choosing a suitable block length, each channel can 
transmit one bit of information and is assume to be noiseless. If the 
capacity between two nodes a and b is an integer m other than 1，we 
model it by adding m intermediate nodes between a and h such that a 
is connected to each intermediate node by a single channel of capacity 
1 and each intermediate nodes is connected to 6 by a single channel of 
capacity 1. 
A flow F = [Fij : ij e E] in G from node s to ti with respect to 
rate constraints R is a valid assignment of a nonnegative integer Fij to 
every ij G E such that Fij is equal to the rate of water flow in edge ij 
under all the above assumptions. Fij is referred to as the value of F on 
edge ij. Specifically, F is a flow in G from node s to node ti if for all 
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ij G jE", 0 < Fij < Rij, and for alH G F except for s and ti, 
F + �= F — ( i ) , (1.1) 
where 
F + � =E Fji (1.2) 
j:jieE 
and 
F-{I) = E FIJ. (1.3) 
j:ijeE 
In the above, F+{i) is the total flow into node i and F—{i) is the 
total flow out of node i, and = are called the conservation 
conditions. 
Since the conservation conditions require that the resultant flow out 
of the node other than s and ti is zero, it is intuitively clear and not 
difficult to show that the resultant flow out of node s is equal to the 
resultant flow into node ti. This common value is called the value of 
F. F is a max-fiow from node s to node ti in G with respect to rate 
constraints R if F is a flow from s to ti whose value is greater than or 
equal to the value of any other flow from s to ti. 
A cut between node s and node ti is a subset U of V such that s eU 
and ti ^ U. Let 
Eu = {ij eE'.ieU and j ^ U} (1.4) 
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be the set of edges across the cut U. The capacity of the cut U with 
respect to rate constraints R is defined as the sum of the capacities of 
all the edges across the cut, i.e. 
E Rij. (1-5) 
ijeEu 
is a min-cut between node s and node ti if is a cut between s 
and ti whose capacity is less than or equal to the capacity of any other 
cut between s and ti. 
A min-cut between node s and node ti can be thought of as bottle-
neck between s and ti. Therefore, it is intuitively clear that the value 
of a max-flow from node s to node ti cannot exceed the capacity of a 
min-cut between node s and node ti. The following max-flow min-cut 
theorem further states that the capacity of a min-cut is always achiev-
able. 
Theorem 1.1 (Max-Flow Min-Cut Theorem) For every nonsource 
node T, the minimum value of cut among all the cuts between the source 
S and node T is equal to maxflow(T). 
Proof: It can be found in [4]. 
Let uj be the rate at which information is multicast from the source 
node s to sink nodes h,t2, in a network G with rate constraints 
R. We are naturally interested in the maximum possible value of to. 
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With a slight abuse of notation, we denote the value a max-flow from 
the source node s to a sink node ti by maxflow(s, ti). It is intuitive that 
ou < maxflow(s, ti) (1.6) 
f o r all / = 1, 2,…，L, i .e. , 
min maxflow (5, t /). (1.7) 
This is called the max-flow bound. Actually, it has already been proved 
that this max-flow bound can always be achieved. 
First, let's take a look at an example as denoted in Fig. 1.1. The 
network in figure has two sink nodes. It is easy to see that 
maxflow (s, t/) = 2, (1.8) 
1 = 1，2. So the max-flow bound asserts that we cannot send more than 
2 bits to both t\ and 亡2- In fig. 1.1(a)，we try to devise a routing scheme 
which sends 2 bits bi and 62 to both ti and t .^ By symmetry, we send 
one bit on each output channel at node s. In this case, 61 is sent on 
channel sc and 62 is sent on channel sd. At node c, 61 is replicated 
and the copy is sent on the output channel. Similarly, at node d, 62 is 
replicated and the copy is sent on the output channel. At node e, since 
both bi and 62 are received but there is only one output channel, we 
have to choose one of the two bits to send on the output channel ef. 
Suppose we choose 61 as in Fig. 1.1(a). Then the bit is replicated at 
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Figure 1.1: a two sinks multi-source network 
CHAPTER 1. INTRODUCTION 7 
node f and the copies are sent to nodes ti and t .^ At node 亡2，both hi 
and 62 are received. However, at node ti, two copies of bi are received 
but 62 cannot be recovered. Thus this routing scheme does not work. 
Similarly, if 62 instead of bi is sent on channel ef, bi cannot be recovered 
at node t2. Therefore, we conclude that for this network, the max-flow 
bound cannot be achieved by routing and replication of bits. 
However, if coding is allowed at the nodes, it is actually possible to 
achieve the max-flow bound. Fig. 1.1(b) shows a scheme which sends 
2 bits hi and 62 to both nodes ti and t) where '+ ' denotes modulo 2 
addition. At node ti, bi is received, and 62 can be recovered by adding 
bi and 61 + 62，because 
62 = 61+ (61+ 62). (1.9) 
Similarly, 62 is received at node�2，and 61 can be recovered by adding &2 
and 61 + 62. Therefore, the max-flow bound is achieved. In this scheme, 
61 and 62 are encoded into the codeword bi + 62 which is then sent on 
channel ef. If coding at a node is not allowed, in order to send both 
bi and 62 to node ti and t2, at least one more bit has to be sent. Fig. 
1.1(c) shows such a scheme. In this scheme, however, the capacity of 
channel ef is exceeded by 1 bit. 
Next, we are going to give a formal definition of a network code. 
Since the max-flow found concerns only the values of max-flows from 
the source node s to the sink nodes, we assume without loss of generality 
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that there is no loop in G, i.e., ii ^ E for all i G F, because such edges 
do not increase the value of a max-flow from node s to a sink node. For 
the same reason, we assume that there is no input edge at node s, i.e., 
is^E for all i G V\{s}. 
We consider a block code of length n. Let X denote the information 
source and assume that x, the outcome of X , is obtained by selecting an 
index from a set x according to the uniform distribution. The elements 
in X are called messages, for ij G E, node i can send information to 
node j which depends only on the information previously received by 
node i. 
An (n, (jiij : ij G E),t) a — code on a graph G is defined by the 
components listed below. The construction of an a — code from these 
components will be described after their definitions are given. 
1) A positive integer K 
2) 
u : ^V (1.10) 
and 
V -^V (1.11) 
such that u{k)v{k) E E. 
3) Ak = 1, 2, ...，\Ak\, l < k < K , such that 
n = (1.12) 
keTij 
CHAPTER 1. INTRODUCTION 9 
where 
Tij = l<k<K : u{k)v{k) = ij. (1.13) 
4) If u{k) = s, then 
fk'-X^ 4 (1.14) 
where 
X = U，2，...，「2n}. (1.15) 
If U{k) + 5, if 
Qifc 二 {1 � < & : v{k') = u{k)} (1.16) 
is nonempty, then 
fk- n A ' A,； (1.17) 
k'eQk 
otherwise, let fk be an arbitrary constant taken from A^. 
5) 
91 •• n ^ X, (1.18) 
k'eWi 
Z = 1,2, •.，！/，4 where 
Wi = {l<k<K : v{k) = ti} (1.19) 
such that for all / = 1, 2,…，L, 
= x (1.20) 
for all X G Xj where gi is the function from x to % induced inductively 
by fk, 1 < k < K and gi such that gi denotes the value of gi as a 
function of x. 
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The quantity r is the rate of the information source X , which is also 
the rate at which information is multicast from the source node to all 
the sink nodes. The (n, {r]ij : ij G E),t) a - code is constructed from 
these components as follows. At the beginning of a coding session, the 
value of X is available to node s. During the coding session, there 
are K transactions which take place in chronological order, where each 
transaction refers to a node sending information to another node. In 
the kth transaction, node u{k) encodes according to encoding function 
fk and sends an index in Ak to node v{k). The domain of fk is the 
information received by node u{k) so far, and we distinguish two cases. 
If u{k) = 5, the domain of fk is X- If u{k) • s, Qk gives the indices 
of all the previous transactions for which information was sent to node 
u(k), so the domain of fk is Uk'eQ, A ' - The set Tij gives the indices of 
all the transactions for which information is sent from node i to node 
j, so etdij is the number of possible index tuples that can be sent from 
node i to node j during the coding session. Finally, Wi gives the indices 
of all the transactions for which information is sent to node t“ and gi 
is the decoding function at node ti which recovers x with zero error. 
Definition 1.1 For a graph G with rate constraints R, an information 
rate uj > 0 is asymptotically achievable if any e � 0， t h e r e exists for 
sufficiently large n an (n, {nij : ij G E),t) a - code on G such that 
n~^log2r]ij < Rij + e (1.21) 
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for all ij G E, where n—HogarUj is the average hit rate of the code on 
channel ij, and 
T > u j - e . (1.22) 
For brevity, an asymptotically achievable information rate will be re-
ferred to as an achievable information rate. 
Theorem 1.2 (MAX-FLOW BOUND) For a graph G with rate con-
straints R, if CO is achievable, then 
oj < min maxflow{sj ti). (1.23) 
/ 
Proof: It can be found in [5]. 
Theorem 1.3 For a graph with rate constraint R, if 
OJ < min maxflow{s^ ti), (1.24) 
then uj is achievable. 
Proof: It can be found in [5]. 
• End of chapter. 
Chapter 2 
Linear Network Coding 
Summary 
The aim of this chapter is to give a brief introduction to 
linear network coding which is originated in [3]. Among 
the simplest coding schemes is linear coding, which re-
gards a block of data as a vector over a certain base field 
and allows a node to apply a linear transformation to a 
vector before passing it on. It can be proved that lin-
ear coding suffices to achieve the optimum of all single 
information source multicast problem. 
It has been proved that information rate from the source to a set 
of nodes can reach the minimum of the individual max-flow bounds 
through coding. It has actually been proved constructively that by 
12 
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linear coding alone, the rate at which a message reaches each node can 
achieve the individual max-flow bound. More explicitly, a block of data 
is treated as a vector over a certain base field and allow a node to apply 
a linear transformation to a vector before passing it on. 
Definition 2.1 Let fl denotes a fixed d-dimensional vector space over 
a sufficiently large base field. A linear multicast (LCM) v on a com-
munication network (G, s) is an assignment of a vector space v{x) to 
every node x and a vector v{xy) to every channel xy such that 
1) v{s) = VL, and 
2) v{xy) G v{x) for every channel xy, and 
3) for any collection p of non-source nodes in the network, 
{{v{t) :tep}) = {{v{xy) :x^p,yep}) 
where the notation�•�is for linear span. 
The information unit is taken as a symbol in the base field. In other 
words, one symbol in the base field can be transmitted through a chan-
nel every unit time. The information to be transmitted is encoded as 
a d-dimensional row vector, which we shall call the information vector. 
Under the transmission mechanism prescribed by the LCM v, the data 
flowing on a channel xy is the matrix product of the information (row) 
vector with the (column) vector v{xy). In this way, the vector v{xy) 
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acts as the kernel in the linear encoder for the channel xy. As a di-
rect consequence of the definition of an LCM, the vector assigned to an 
outgoing channel from a node x is a linear combination of the vectors 
assigned to the incoming channels to x. Consequently, the data sent on 
an outgoing channel from a node x is a linear combination of the data 
sent on the incoming channels to x. By condition 3 in LCM definition, 
we have 
v{x) = {{v{wx) :wev,wxe E}). (2.1) 
Under this mechanism, the amount of information reaching a node 
b is given by the dimension of the vector space v{b) when the LCM 
V is used. Therefore, for a sink node b to achieve a complete set of 
messages, the dimension of the vector space v{b) must equal to the 
dimension of fixed d-dimensional vector space fl. In other word, for 
a sink node to decode the received message correctly, the number of 
independent vectors it receive from the incoming channels must equal 
to the dimension of 
Example 2.1 Consider the multicast of two bits, bi and 62； from s to 
ti and 亡2 in the communication network in Fig. 1.1. This is achieved 
with the LCM V specified by: 
CHAPTER 2. LINEAR NETWORK CODING 15 
/ \ 
1 








v{cd) = v{dti) 二 v(dt2) = (2.4) 
1 
\ / 
The data sent on a channel is the matrix product of the row vector 
(61,62) with the column vector assigned to that channel by v. For 
instance, the data sent on the channel cd is 61 + 62. Note that, in the 
special case when the case field of uj is GF(2), the vector 61 + 62 reduces 
to the exclusive-OR bi © 62-
Theorem 2.1 For a single source multicast network with rate con-
straint R, if 
UJ < min maxflow{s^ti)^ (2.5) 
then UJ is achievable by using linear network coding. 
Proof: It can be found in [3]. 




In this chapter, the network capacity of combination 
network without using network coding is calculated. 
This calculation shows that the gain by using network 
coding is unbounded. 
Definition 3.1 An combination network is a 3-layered single source 
node multicast network. The first layer consists of the source node. The 
second layer consists of n nodes. Each of them receives a single incom-
ing edge from the source node in the first layer while all their outgoing 
edges lead to sink nodes in the third layer. The third layer consists of 
(^) sink nodes. Each of the sink node receives incoming edges from a 
unique set of n out of the m second layer intermediate nodes. 
16 
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In an (二）combination network, there are exactly (二) nodes in the 
third layer. This accounts for the name combination network^ In 
this chapter, we will show the usefulness of network coding in combi-
nation networks. 
First of all, we are going to outline a previous result which has 
already been proved in [1]. We consider the network in Fig. 3.1(a) 
which has three sink nodes with the capacity of each edge equal to 1 
as shown. It is easy to see that 
maxflow(5, ti) = 2 (3.1) 
for all I. In Fig. 3.1(b), we show how to multicast 2 bits hi and 62 to 
all the sink nodes. Therefore, the maxflow bound is achieved. Again, 
it is necessary to code at the nodes in order to multicast the maximum 
number of bits to all the sink nodes. 
This network is of special interest in practice because it represents 
a special case of the diversity coding scheme used in commercial disk 
arrays, which are a kind of fault-tolerant data storage system. Such a 
system works as follows. Assume the disk array has three disks which 
are represented by nodes 1，2, and 3 in the network, and the information 
to be stored are the bits 61 and 62. The information is encoded into 
three pieces, namely 61, 62 and 61 + 62, which are stored on the disks 
represented by nodes 1, 2, and 3，respectively. In the system, there 
lA combination network is called a uniform bipartite network in [14]. 





Figure 3.1: a combination network 
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are three decoders, represented by sink nodes ti, t2 and ts, such that 
each of them has access to a distinct set of two disks. The idea is that 
when any one disk is out of order, information can still be recovered 
from the remaining two disks. For example, if the disk represented 
by node 1 is out of order, then the information can be recovered by 
the decoder represented by the sink node ts which has access to the 
disks represented by node 2 and node 3. When all the three disks are 
functioning, the information can be recovered by any decoder. 
Let us now consider the case when network coding is not allowed. Let 
B 二 { 6 i , b ^ } be the set of bits to be multicast to all the sinks. Let the 
set of bits sent in the edge si be Bi. Since the number of bits being sent 
must be smaller than the capacity of edge, we get \Bi\ < 1, z = 1, 2,3. 
At node i, the received bits are duplicated and sent in the two out-
going edges. Since network coding is not allowed, B = BiU Bj for any 
1 < i < j < S. Then we have 
Bs U n B2) = (Bs U Bi) n (Bs U B2) (3.2) 
= B . (3.3) 
Therefore 
K = |53UCBinB2)| (3.4) 
< |B3| + |BinB2| (3.5) 
= l ^ a l + |Bi| +1^21-1^1 U52| (3.6) 
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= 3 - K (3.7) 
which implies k < 1.5. In Fig. 3.1(c)，we show how 3 bits bi, 62, and 
6 3 can be multicast to all the sinks by sending 2 bits in each edge, i.e., 
K — 1.5 is achieved. Therefore, the throughput of the network can be 
increased by one-third using a very simple network code. 
We can see that in the case when there are 3 disks in the combination 
network, without using network coding, the maximum capacity that 
can be achieved is We will generalize the result to the case where 
there are n disks in the combination network. 
Definition 3.2 The field F^ generated by sets Bi, B2,Bn is the col-
lection of sets which can be obtained by any sequence of usual set opera-
tions (union, intersection, complement, and difference) on Bi, B2,Bn. 
Definition 3.3 The atoms of F^ are sets of the form r\^=iYi where Yi 
is either Bi or Bi^, the complement of Bi. 
There are atoms and sets in Evidently, all the atoms 
in Fn are disjoint, and each set in F^ can be expressed uniquely as 
the union of a subset of the atoms of Fn. We assume that the sets 
B]^ B2, ...,Bn intersect with each other generically, i.e., all the atoms of 
Fn are nonempty, unless otherwise specified. 
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Let A be the set of all atoms. That is, 
A = {f^=,Yi\Yi = Bi or Bi ' } (3.8) 
Let 
A = {( n Bj)f]{ n Bn\K n},\K\ = i} (3.9) 
jeK ie{l,2,...,n}\K 
In words, Ai is the set of all atoms of F^ which lie exactly within i out 
of the n sets in B2, 
Let Xi be the random variable representing the bits in Bi. We 
assume that the bits 6 1 , 6 2 , b ^ are raw bits^, so that H{Xi) = \Bi . 
To simplify notation, we will use Xq, where G is any set, to denote 
[Xi,i G G). Note that, 
H{Xs) > 0, V5 G A (3.10) 
Lemma 3.1 ELi ^ , • • •, , , . . , J J = E'lZliin -
収 縱 丑 歸 、 
Proof: Let C be any atom in Ai. In other words, 3K C {1,2, ."，n} 
and = i such that 
c = ⑴ 约 ) n ( n B f ) (3.11) 
jeK je{lX-,n}\K 
2Raw bits refer to identical, independent bits, each distributing uniformly on {0,1}. 
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For 1 < k < n, 
Dk = BiU ...Bk-i U Bk+i U …U n Bk' (3.12) 
Note that, for all S G An, if S e D^, for some 1 < k <n, then 
H{Xs) = 0 (3.13) 
Also note that, 
= 0 (3.14) 
and 
M l i K . C c D i (3.15) 
Therefore, 
n 
Y. 知1，…知H，知fc+1，..•，知J知J (3.16) 
k=i 
= t { m B , U . . . U B j - I I ( X B j } (3.17) 
k=l 
n 
= E [(历 + (3.18) 
k=l 
= + H{XB,) — H{XB,)} (3.19) 
k=l n 





= E (3.22) 
k=i 
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= E E H{Xs) (3.23) 
k=l S€A 
seDf, 
= E E E 專 s ) (3.24) 
k=l i=l se/ii 
G^^ Jfc 
= E E E H{Xs) (3.25) 
i=l k=l seAi 
seDf, 
= E K n - i ) E H{Xs) } (3.26) 
i=l SeAi 
where (3.18) follows from the facts that the bits lie within Bi are raw 
bits, (3.24) follows from (3.13) and (3.26) follows from (3.14) and 
(3.15) because if S E Ai, then S is in D^ for precisely (n — i) k's. 
Proposition 3.1 For an combination network, if k, is an achiev-
able rate, then 
^ < 登. ( 3 . 2 7 ) 
Proof: 
Let 
H[Xbi,XB” = f^ 
Since < 1 and hence H{Xb^) < Ij we have 
^bJXB,) (3.28) 
= I I ( X b „ X B , , . . . , X B J - H ( X B J (3.29) 
> (3.30) 
= K - 1 (3.31) 
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Thus 
n 
Y^ 丑PCbi，…，知1，而;fc+i，知J為J (3.32) 
k=i 
> n{K-l) (3.33) 
二 im — n (3.34) 
Since all sink nodes can recover all the information with access only 
to n-1 disks. We get, for all k such that 1 <k <n, 
H{XBJ\XB ,^ --'.XBk.i.^Bk+ii '"^^Bn) = 0 (3.35) 
or = • (3.36) 
or MS = ^ (3.37) 
where (3.37) comes from (3.9). This implies 
(3.38) 
= ( n - 2) E H{Xs) (3.39) 
SeA 
> ( n - 2 ) E E H{Xs) (3.40) 
i=2 SeAi 
=E{(n-2) E H(Xs)} (3.41) 
i=2 SeAi 
> Eiin-i) E H{Xs)} (3.42) 
i=2 SeAi 
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where (3.40) and (3.42) comes from non-negativity of entropy, (3.43) 
comes from (3.37) and (3.44) comes from lemma 3.1. Therefore, 
(n -2 ) /^ > U K - n (3.45) 
(3.46) 
Next, we are going to prove the achievability of the upper bound of 
the combination network. 
Proposition 3.2 For an (二 ) combination network, if 
ff! 
^ < 2' (3-47) 
then K, is an achievable rate. 
Proof: We divide the scheme into 2 rounds. During the first round, 
n independent bits are being sent on the n outgoing edges of the source 
node. During the second round, the n independent bits are shifted to 
right by one (modulo n) and then sent on the n outgoing edges. For 
example, during the first round, 1, 2,..., n are being sent and 2,..., n, 1 
are being sent during the second round respectively. By this scheme, by 
accessing any n-1 disks, any sink node can receive n different bits in 2 
time units. The upper hound can then be achieved. 
By combining the above two propositions, we get 
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Theorem 3.1 For an (打二丄)combination network, 
2' (3.48) 
if and only if k is an achievable rate. 
Theorem 3.2 For an (几二丄)combination network, by using network 
coding the network capacity can he increased by a factor of 2 asymptot-
ically. 
Proof: From the above theorem, the network capacity of an 
combination network is equal to | without network coding while the 
capacity of the network can be increased to {n — 1) by network coding 
theory^. Therefore, 
^ = — 2 (3.49) 
2 几 
as n tends to infinity. 
The scenario above treats the case when there are failure of one disk 
out of a total number of n disks. One interesting question is whether 
there exists a closed form maximum capacity if we consider networks 
without network coding that can tolerate any prescribed number of disk 
failure. This will be the subject of discussion in the rest of this chapter. 
Now, we are going to consider combination network in which each 
sink node have access to any m disks out of n disks where 1 < m < n. 
3ln this case, the capacity can be achieved by a minimum distance separation (MDS) code [15]. 
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Proposition 3.3 For an (二) combination network, if k is an achiev-
able rate, then 
K < ——-——. (3 .50) 
_ n - m + 1 \ ， 
Proof: Since a complete set of information can he achieved by every 
sink，\/K C { 1 ， n } and \K\ > m, 
= 0 (3 .51) 
抓丑 ( x ( u 啡 , 2 ’ . . . ’ 專执 )巧 , )） = 0 (3-52) 
or H{Xs) = 0 V 5 G Ai, where l<i<n-m (3 .53) 
where (3.53) comes from (3.9). This implies 
(m+l)i/(X历，Xb2,".，為 J (3.54) 
二 丑 ( X s ) } (3 .55) 
> ( n - ( n - m + 1 ) ) E { E H{Xs：)} (3 .56) 
i=n-m+l SieAi 
= ( n - (n — m + 1 ) ) { E (3 .57) 
i=n-m+l SieAi 
= E { ( n - 0 E H{Xs,)} (3.58) 
i=n-m+l SieAi 
= E { ( n - i ) E H{Xs,)} (3.59) 
i=l SiEAi 
n 
X b J X B , ) (3 .60) 
k=l 
where (3.56) and (3.58)comes from non-negativity of entropy, (3.59) 
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comes from (3.53) and (3.60) comes from lemma 3.1. Therefore, 
[m + > riK — n (3.61) 
or 
< ——-- (3.62) _ n - m + 1 ^ ) 
Next, we are going to prove the achievability of the generalized com-
bination network. 
Proposition 3.4 For an (二) combination network, if 
K < ——-- (3.63) 
— n - m + 1 ^ ) 
then K is an achievable rate. 
Proof: Assume we are considering a network with n disks and each 
sink node is connecting to m disks. We divide the scheme into n-m+1 
rounds. During the first round, n independent hits are being sent on the 
n outgoing channels of the source node. Then, the n bits are shifted to 
right by one (modulo n) and then sent on the outgoing channels. This 
step is repeated for the remaining n-m-1 rounds. Since the bit sequence 
being received by every sink node is a shifted version of each other and 
each of them is of length n-m+1, they are different from each other. Let 
Bk be the collection of bits sent on channel during the n-m+1 rounds. 
Since the Bk are distinct, 
I庆 n ( U B/)\ > 1, \/l<k<n. 
j种 
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Hence, for any 1 < ii < i2 < ... < im ^ n, 
m ~ 
n > I U Bi.\ (3.64) 
m j—1 
= l 4 l + E I ^ \ n ( n 5 V ) l (3.65) 
j=2 1=1 
~ rn 
> \Bi,\ + E n if] Bi, )| (3.66) 
i=2 ¥ j 
> (n — m + 1) + (m — 1) (3.67) 
= n . (3.68) 
This implies, 
m 
I U \ = n. (3.69) 
3=1 
Therefore, we conclude that each sink node receives all the n bits in 
n-m+1 rounds. The theorem is proved. 
By combining the above two propositions, we get 
Theorem 3.3 For an (二) combination network, 
^ < ~ ^ ^ (3.70) 
n — m + 1 
if and only if k, is an achievable rate. 
Theorem 3.4 For an (^) combination network, by using network cod-
ing the network capacity can be increased by a factor of m asymptotically 
as n ^ oo. 
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Proof: Consider 
= m ( n _ m + l) 
^ n ‘ 
n-m+l 
rr) 1 
= m ( l - � - ) (3.72) 
n n 
(3.73) 
which tends to m as n tends to oo 
While m can be arbitrarily large, we come to the following important 
conclusion: 
the gain by using network coding is unbounded. 
The same conclusion has previously been drawn in [11], where they 
study the network coding gain of combination networks. 
• End of chapter. 
Chapter 4 
Multi-Source Multicast Networks 
Summary 
In this chapter, we consider multi-source multicast net-
works in which each of the source nodes consists of dis-
joint set of messages. We characterize the achievable 
information rate region for this kind of networks and 
further show that linear coding is not a restrictive as-
sumption. Finally, by considering conferencing networks 
as a special case of multi-source multicast networks, we 
show that maximum capacity of conferencing network 
can also be achieved by network linear code. 
Definition 4.1 A multi-source multicast on a communication network 
(G, S), where S is the set of source node, is a graph in which the set 
31 
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of information sources generated at all the source nodes are disjoint. 
Every sink node in the network requires a complete set of information. 
We are going to see later that conferencing network is a special kind 
of multi-source multicast network in which the information sources gen-
erated at different source nodes are disjoint sets. In [8], it was stated 
that, linear network coding is sufficient for multi-source multicast net-
work. In this chapter, we will give a more explicit and careful proof 
for multi-source multicast networks by making use of linear transfor-
mation. 
At each Si G 5, a finite amount of information is generated and 
multicast to all prescribed sink nodes in the network. At each sink 
node, the information generated by any of the source nodes is recov-
ered. We are interested in how fast each sink can receive the complete 
information. 
As an example, consider a network depicted by Fig. 4.1 consisting 
of two source nodes while each of them acts as a sink node at the same 
time. In other words, each of them needs to transmit a single bit to the 
other. By symmetry, bi is sent on channel six and 62 is sent on channel 
S2X. At node a;, both bi and 62 are received but there is only one output 
channel. If network coding is not allowed, depicted in Fig. 4.1(a), only 
one of bi and 62 can be sent through channel xw. Therefore, either si 
cannot receive 62 from w or 52 cannot receive 61 from w. Apparently, 
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^ ^ yK 
(a) (b) 
Figure 4.1: a two sinks multi-source network 
this routing scheme does not work on this network. 
However, if coding is allowed at node x, Fig. 4.1(b) shows a scheme 
that both Si and S2 can achieve a complete set of information, bi + 62 
can be sent through channels xw and uusi. 62 can then be recovered 
because bi is known by Si. At the same time, 61+62 can be sent through 
channel WS2. h can also be recovered in S2 because 62 is known by S2. 
This example is actually a multi-source unicast network in which the 
information set of each source is disjoint from each other. In addition, 
it is not difficult to see that the above scheme is the only solution to 
the problem. In other words, without network coding, it is impossible 
to exchange the two bits. It can be easily seen that the capacity of 
the min-cut from each party to the other is 1. That means by using 
network coding, the capacity of this network can be achieved. This 
example again shows the advantage of network coding. This network 
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in fact provides an interesting example showing that superposition cod-
ing, namely individual information sources are coding separately in the 
network, is not necessarily optimal in multi-source network coding. In 
other words, in certain problems, optimality can be achieved only by 
coding the information sources jointly. The example we provide here 
is much simpler and more transparent than previous known examples, 
such as the one described in chapter 15 of [5]. 
Let (JJ = {UI : SI E S) to be the information tuple throughout this 
chapter where coi is the rate at which information is being generated 
at node SI. An information rate tuple ⑴ 二 {OOI : SI G S) is said to be 
achievable in a multi-source multicast network if there exists a coding 
scheme such that every sink nodes can received a complete copy of 
the messages from each source nodes without exceeding the capacity of 
every edge (1 unit) in the network. 
When a source is multicasting data to a set of sink nodes, in order 
for the information rate tuple to be achievable, [3] and [7] show that 
the information rate needs to be less than minimum value of cut of each 
sink. Prom this, we can easily obtain the following proposition. And 
it is worth mentioning that the proof technique of adding a super-node 
in the following proof goes back to a paper by Elias et al. [13 . 
Proposition 4.1 For a multi-source multicast network, if oo is achiev-
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able, then for every A C S, 
YJ cji < minmincut(A,力） (4.1) 
i:sieA 鄉 
where S is the set of all source nodes and D is the set of all sink nodes. 
Proof: For the network (G, S), where G — {V, E) under consider-
ation, we create another network (G'，S') with an extra node p, where 
G' = {V, E') in which = V U {p}, S丨={p}. Let A be an ar-
bitrary fixed subset of S. For all Si G A, we create uji edges from 
p to Si. To prove the proposition by contradiction, we assume that 
(jOi > min mincutfA, t). Note that for all t G D, 
i:sieA ten 
mincut(p,t) < min{ mincut(A,力)}• (4.2) 
i-.SieA 
This implies for all t E D, 
mincut(p, t) < mincut(A,t). (4.3) 
This further implies by the assumption that there exists a node t E D 
such that 
mincut(p, t) < min mincut(A,t) < 叫 (4.4) 
鄉 i:sieA 
Therefore, by Theorem 1.1, it is impossible for information to be multi-
cast at rate equal to E coi. This contradicts the fact that oo is achiev-
i-.SieA 
able. 
By a simple modification, this special class of multi-source multicast 
network actually can be viewed as a single source multicast network. 
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Therefore, by making use of proof in [1] which shows that the informa-
tion rate from a source to a set of nodes can reach the minimum of the 
individual max-flow bound through network coding, the outer bound of 
information rate region of this kind of multicast network can actually 
be shown to be tight by the next proposition. 
Lemma 4.1 If T is a linear operator mapping d linearly independent 
vectors of a d-dimensional LCM into another set of d linearly inde-
pendent vectors, T is transforming a d-dimensional LCM into another 
d-dimensional LCM. 
Proof: Let …，Ud} be any d independent vectors of the d-
dimensional vector space. Since T is linear and maps d independent 
vectors into another set of d independent vectors, for all ai G 况，where 
i — 1，*", d， 
灼）二 E 叫T(仍)， (4.5) 
the range of T is again a vector space and of dimension d. Therefore, 
linear transformation of the vector space with dimension less than or 
equal to d that are being assigned to any node in the network is still a 
vector space with dimension equals to the original one. 
Therefore, the first criteria of of LCM is still maintained after ap-
plying the linear operator. 
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For every channel xy, 
v{xy) G v{x) (4.6) 
implies 
Tv{xy) e Tv{x). (4.7) 
Therefore, the second criteria of LCM is still maintained. 
Finally, for any collection p of non-source nodes in the network, 
:w ep}) {{v{xy) e p}). (4.8) 
Every vector in : w G p}) can be written as a linear combination 
of the vectors in a basis of {{v{xy) : x ^ p^y E. p}) implies every vector 
in {{{Tv{'w) : w G p})) can be written as a linear combination of the 
basis of {{Tv{xy) : x ^ p,y e p}). Therefore, 
{{Tv{w) •wep})C {{Tv{xy) (4.9) 
By the same argument, we have 
{{Tv{w) :wep})D {{Tv{xy) : x ^ p,y e p}) (4.10) 
Hence, 
{{Tv(w) :wep}) = {{Tv{xy) : x ^ p,y e p}). (4.11) 
Therefore, the third criteria of LCM is also maintained. 
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Proposition 4.2 For a mulU-source multicast network, if for every 
A c s , 
^ minmincut(A, t) (4.12) 
i:sieA _ t印 
then uj is achievable, where S is the set of all source nodes and D is the 
set of all sink nodes. 
Proof: For the network (G, 5)； where G = (V, E) under consider-
ation, we create another network S') with an extra node p, where 
G丨={V, E') in which V' = F U {p}, S' = {p}. For all Si G S, we 
create uoi edges from p to Si. By regarding p as the source node, G' is 
now a single source multicast network. The number of outgoing chan-
nels of node p is now E �i . By using (4.12), we can see that for all 
i:sieS 
t e D, the values of every cut lies between p and t is greater than or 
equal to ^i-.SieS^i- Therefore, it can be easily shown that for all t £ D, 
mincut(p, t) > h where h 二 Zi:Si6S �i . In [3] and [7], it has been proved 
that there exists a LCM that can muticast information at the rate equals 
E uji from the source node p to all the sink nodes. Therefore, the re-
tsieS 
maining task is to show whether it is possible to transform the existing 
LCM to another LCM such that for all Si G S, the information being 
sent in every edge connecting p and Si consisting of only information 
originated in Si. One way of doing this is to transform the set of vectors 
being assigned to the h edges, from p to every Si E S to a set of vectors 
where all the components of Si are equal to zero except that the ith 
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component is equal to 1. Let v be any LCM such that Vt G D, 
{{v{xt) :xev}) = n. (4.13) 
Let (i^i, Vh) be an ordered set of vectors being assigned to the h 
edges from p to every Si G S. Let 
乂 = 外 I . . . I 外 . ( 4 . 1 4 ) 
Since A is full rank, exists, and I = where I is the d-
dimensional identity matrix. Since is a linear operator, by Lemma 
4.1, can be used to transform the existing LCM to another d-
dimensional LCM. In addition, is a linear transformation mapping 
...,Vh) to {Si,S2,Sh)- Therefore，under the transformed LCM, 
the ordered set of vectors being assigned to the C edges from p to every 
Si e S is equal to {5i). The proof is completed. 
By combining Proposition 4.1 and 4.2, we get the following theorem. 
Theorem 4.1 For a multi-source multicast network, uo is achievable if 
and only if for every A d S, 
uji < minmincut(A,(ij), (4.15) 
一 dj 印 
where S is the set of all source nodes and D is the set of all sink nodes. 
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We have already characterized the achievable information rate region 
for network coding of the multicast network. Note that in the process of 
proving Proposition 4.2, we shown that LCM is sufficient in achieving 
any feasible information rate. Therefore, we have proved the following 
result. 
Theorem 4.2 Linear coding is sufficient for achieving the maximum 
network capacity for a multi-source multicast network. 
Definition 4.2 A conferencing network (G, S) is a network consists 
of more than one independent information source such that each infor-
mation source is only generated at a single source node. At the same 
time, every one of the source nodes act as a sink node that receives the 
messages generated at all the other source nodes. 
This kind of networks exists in many applications like video confer-
encing and interconnection of multi server framework. By referring to 
the definition of multi-source multicast network, it is not difficult to 
see that conferencing network is in fact a special case of multi-source 
multicast in which the source nodes and the sink nodes make up for 
the same set of nodes in the network. Therefore, by Theorem 4.1 we 
can obtain the following corollary. 
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Corollary 4.1 Linear coding is sufficient for achieving the maximum 
network capacity of a conferencing network. 
• End of chapter. 
Chapter 5 
Multi-source Network Coding with 
two sinks 
Summary 
In this chapter, we characterize the achievable informa-
tion rate region for single source node multi-source mul-
ticast networks with two sinks. We further show that 
linear coding is sufficient for achieving the maximum 
network capacity. 
In fact, the same problem is already tackled by Erez and Feder in 
12]. In this chapter, we are going to give a information rate region 
with an equivalence but simpler characterization. 
Define a communication network as a pair (G, s), where G = (V^  E) 
is a finite directed multigraph, as defined in Chapter 1. 
42 
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k / bi+i / 
JAJ/ iA!/ 
(a) (b) 
Figure 5.1: a two sinks multi-source network 
At the source node s of the network, more than one mutually inde-
pendent information sources are generated, and each of the information 
sources is multicast to a specific set of nodes. We are interested in how 
fast each sink can receive information. 
As an example, consider a network depicted by Fig. 1 which consists 
of one source node s and two sink nodes, ti and 亡2. Three information 
bits, bi, 62 and 6 3 are generated at s. Suppose we want to multicast bi 
and 62 to ti and 亡2 while transmitting 6 3 to tq. Since the in-degree of ti 
is equal to 2, without loss of generality, we may assume 61 is transmitted 
through the channel ati while 62 is transmitted through channel dti. 
By working backward, we can see that 62 needs to be transmitted from 
6 to d through channels be and cd. Then, t2 can receive only 62 from 
channels be and cd. For t�to recover all the information, bi and 6 3 
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need to be transmitted to 亡2 through et:, which is impossible since the 
capacity of each channel is equal to 1. 
However, if coding is allowed at node c, Fig. 1(b) shows a scheme 
such that both ti and t � c a n recover their required sets of information. 
61 + 62 can be sent from c to both ti and 亡2 by which 61 and 62 can both 
be recovered at ti and 亡2. At the same time 6 3 can be sent from s to 亡2 
through channels se and et:. 
It can be easily seen that the capacity of min-cut from s to ti and 
力2 are 2 and 3 respectively. That means by using network coding, the 
capacity of this network can be achieved. 
It has been proved in [1] that in a single source multicast network, 
the information rate from the source to a set of nodes can reach the 
minimum of the individual maxflow bounds through coding. In [3] and 
7]，it is further shown that linear coding is sufficient to achieve the 
same capacity under the same situation. In the rest of this chapter, we 
further extend this theme to single source node multi-source multicast 
networks with 2 sinks. 
Instead of receiving information set as in the previous chapters, in 
this problem the sink nodes may receive only part of the information 
set. 
Without loss of generality, we assume throughout this chapter that 
m{t\)yjm(t2) = m{s) where m{ti) is the message set required by node ti. 
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i 二 1,2, and m{s) is the information source generated by source node 
s. For every non-source node F on a network (G, s), the maximum 
volume of a flow from the source s to set of nodes T is denoted as 
maxflow(5, T) while the maximum volume of a flow from the source s 
to a single node t is denoted as maxflow(s, t). A cut C between source 
node s and sink node U is a set of node C such that s G C and U • C. 
In the same way, we define a cut between source nodes s and a set of 
nodes {t^} be a set of nodes C such that s e C and U 茫 C. A channel 
xy is said to be in the cut C ii x e C and y • C. The number of 
channels in a cut is called the value of the cut. 
Let {(jOo,u)i^ (jJ2) to be the information rate tuple throughout this 
chapter where ujq is the rate at which information that is requested by 
both sink node is generating at the source node, uji is the rate at which 
information that is requested only by sink node ti. Similary, 002 is the 
rate at which information that is requested only by sink node 亡2. 
An information rate tuple (c^ o，的’⑴2) is said to be achievable in a 
multi-source multicast network if there exists a coding scheme such 
that sink nodes ti,i = 1,2, can receive copies of the messages from the 
source node at rates equal ujq + uji, i : 1,2，while information is being 
transmitted at a total rate equals ujq+uji -\-uJ2 to the sink nodes without 
exceeding the capacity of every edge (1 unit) in the network. 
Proposition 5.1 For a single source node multi-source multicast net-
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work with two sinks, if (ujq,001,0)2) is achievable, then for every ti G T, 
(jOq + uji < maxflow(s, U) (5.1) 
and 
luq + ui + (jj2 < maxflow(5, {^i, ,2}). (5.2) 
Proof: Suppose (ujq,^1,002) is achievable and assume c^o+ i^ > maxflow(5, ti), 
for i=l or 2. This contradicts the result in [1] that information rate 
need to be less than the minimum value of cut of each sink. Suppose 
((jOq,uji,uo2) is achievable and cjq + + ⑴ 2 �m a x f l o w ( s , {^1,^2})- Then 
we add a new sink node z with maxflow(s, ti) edges from ti to z and 
(cjQ — maxflow(5, ti)) edges from t) to z. Obviously, z can receive a 
complete set of messages from s. This contradicts the result in [1] that 
information need to be less than minimum value of cut of the sink. 
Due to the simplicity in encoding and decoding of linear codes, ex-
istence of feasible linear code for any achievable information rate for 
multicast network is the main interest of this chapter. It has been 
proved in [1] that the information rate from a source to a set of nodes 
can reach the minimum of the individual max-flow bound through net-
work coding. By a simple modification, multi-source multicast network 
with two sinks actually can be viewed as a single source multicast net-
work. From this, the outer bound of this kind of multicast network 
can actually be shown to be tight. In addition to characterizing the 
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achievable information rate region of the multicast network, we will 
further show that linear code is not a restrictive assumption under this 
situation. 
Lemma 5.1 Let G be a network with a single source s，and two sinks, 
ti and Given that 
maxflow(s，ti) > cjQ-hcou (5.3) 
maxflow(5,亡2) > cjo + (5.4) 
If another node z without any outgoing edge is added into the network 
such that there are luq + cui edges from ti to z and uj^ edges from 亡2 to 
z, the value of any cut C between s and z which includes either ti or 
亡2 but not both is larger than or equal to cjq + + • 
Proof: We first consider the case in which C contains ti but not tq. 
The other case can then be proved similarly. 
Case 1: Since t\ is included in C while z is not, all edges that are 
connecting ti and z are in the cut. On the other hand, by the fact that 
maxflow(5,亡2) > + the number of non-overlapping paths from s 
to 亡2 is larger than cuq-^ 002- Therefore at least ujq + 0J2 edges connecting 
nodes in C to nodes in V\C. Since the paths from s to 亡2 must not 
contain any edge from ti to z, the total value of cut C must be larger 
than or equal to (cjq + coi) + ( o ; �+ (JO2) > + + • 
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Case 2: Since t^ is included in C while z is not, all edges that are 
connecting t) and z are in the cut. On the other hand, by the fact that 
maxflow(s, > ujq + uJi, the number of non-overlapping paths from s 
to ti is larger than cjq + c i^. Therefore at least luq + c^ i edges connecting 
nodes in C to nodes in V\C. Since the paths from s to ti must not 
contain any edge from t: to z, the total value of cut C must be larger 
than or equal to (cuq + wi) + 
Lemma 5.2 Let G he a network with a single source s, and two sinks, 
ti and t2. Suppose 
maxflow(5, ti) > coq + cji, (5.5) 
maxflow(5, ,2) > uJo-{-002 (5.6) 
and 
maxflow(s, {ti，,2}) = ojo + + � 2 . (5.7) 
If another node z without any outgoing edge is added to the network 
such that there are luq + cJi edges from ti to z and L02 edges from 力2 to 
z, then 
maxflow(s, z) = ujo-\-uji + 002' (5.8) 
Proof: We now consider z to be the only sink in the network. Then 
a cut C on G = (y, E) is a collection of nodes which includes s but not 
z, and it belongs to only one of the following cases: 
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(1) ti,亡2 are included in C. 
(2) ti is included in C but t) is not. 
(3) t2 is included in C but ti is not. 
(4) Both ti and 亡2 are not included in C. 
Case 1: Since ti and�2 are included in C while z is not, all edges that 
are connecting ti to z and t] to z are in the cut C. The value of the 
cut is equal to cjq + + 002-
Case 2: By part 1 of above lemma, the value of the cut is larger than 
or equal to uJo + UJ1 + uj^-
Case 3: By part 2 of above lemma, the value of the cut is larger than 
or equal to cjq + + 
Case 4- By the fact that maxflow(z) > a;o + cji + 002, the number of 
edges in C must be larger or equal to ujq uji + 102- As a whole, we 
can conclude that the mincut, same as maxflow, of z must be larger or 
equal to cjo + + • 
Since values of cuts in the 4 cases are all greater than or equal to 
0；0 + cJi + UJ2, we can conclude that maxflow(s, z) = ooq + ujiuj2. The 
lemma is proved. 
Theorem 5.1 Let G be a network with a single source node s and two 
sinks, ti and t]. Three sources Xq, Xi and X2 are generated at s. Given 
that 
maxflow(s, ti) > cjq + (5.9) 
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maxflow(5,亡2) > cjQ + (5.10) 
and 
maxflow(5, {,1，,2}) + (5.11) 
where Xq 二 o;。，|Xi| 二 and IX2I 二 �2. Then there exists a linear 
network code such that Xq and XI can he transmitted to TI while Xq 
and X2 can be transmitted to t2. 
Proof: We create another network G = {V, by adding a node z 
such that T/' 二 T/^  U We create ujq + a;i edges from ti to z and 购 
edges from 力2 to z. By the lemma 5.2, maxflowO, z) equal to ujo+uji+uj2. 
It has been proved in [3] and [7] that there exists a generic LCM such 
that Xq, Xi and X2 can be transmitted to z. In addition, it has already 
been proved in [3] that the dimensions of vector spaces being assigned 
ti and t2 by the generic LCM are of dimension greater than or equal to 
cuq + (jUi and uo + 6J2 respectively. 
Since there exists a generic LCM that can transmit all the to+ ^1 + ^ 2 
bits to z, we get, 
dim{{v{ti),v{t2))) = cjo + ⑴ 1 + � 2. (5.12) 
where the notation (•) is for linear span. 
This implies, 
dim{v{ti)nv{t2)) (5.13) 
二 + dim{v{t2)) - dim{{v{ti),v{t2))) (5.14) 
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> (^0 + ^l) + (CJo + � 2 ) - (<^ 0 + + (^ 2) (5.15) 
=ujQ (5.16) 
Therefore, we can conclude that there exists a sub space of dimension 
cjo that lies within both v{ti) and v{t2). 
Let 
dim{v{ti)) = di, 
dim{v{t2))=而， 
and 
dim{v{ti) n v{t2)) = do. 
Note that, 
(h + (k - do = ujo + ui-\- LU2 (5.17) 
This implies 
而 = u j Q + uji + UJ2 — di + do. (5.18) 
By (5.12), it is possible to find ujo-\-iL>i-\-cjj2 independent vectors ri, r�， 
generating the whole space satisfying the following 3 properties: 
1) n,VfiQ are do independent vectors generating v{ti) Pi v{t2), 
忍)�1，�2,…，�do，...，�di are di independent vectors generating v{ti) and 
3) ri，...，r^io,r^ii+i.",r\uo+c^i+w2 • 尚 independent vectors generating 
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Next, we rearrange and rename the vectors as follow: 
广 d o + l ， . . . ^do+25 ••• 『di 
； ； ； , (5.19) 
Ul, ••• ... Ud广do 
r u . . . Vdo 
i ； ； (5.20) 
Udi-do+l^ ••• Ud^-do+2, Udi 
and 
厂 d i + l , •••厂di+2，... '^uj0+ui+uj2 
； ； ； (5.21) 
Udi+lj … 以 d i + 2 ， . . . 以 W 0 + W 1 + W 2 
This implies ui,u2, ....u^^q+uji • ujq + coi vectors generating a sub-
space v'{ti) of v{ti) an(i + 2 , . . . ， 以 a ; o + w i + a ; 2 i^^ e cjo + vectors 
generating a sub space v'{t2) of vify). At the same time, the sub space 
generated by the coq vectors, licji+i, tfcwi+2，."，以wo+w” is of dimension ujq. 
Let 
_ • 
A 二 Ui ... ？/0；0+0；1+0；2 . (5.22) 
Since {t^i, 1 ^ 2 ， 七 s a set of independent vectors, A is a full 
rank square matrix. Therefore, exists. 
Lemma 4-1 shows that we can transform the existing LCM with 
into another LCM. Let M=[mim2...爪wo+c^i+oj be the message generated 
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at the source node. Note that, 
A - \ = 6i (5.23) 
where all the components of 6{ are equal to zero except that the ith 
component is equal to 1. This implies 
MA-^Ui = MSi = rrii (5.24) 
Therefore, we have shown that by transforming the existing LCM with 
A—i into another LCM, mi,m2，... and ttIcjo+c^i can now be recovered at 
node ti while mcji+i，爪wi+i，…cmd mo^o+wi+ws can now be recovered at 
node t2. In addition, the uq messages,爪^；丄+丄，mc^i+2,…,77\；。+的，can be 
recovered in both ti and 艺2. The proof is completed. 
By combining Theorem 5.1 with Proposition 5.1, we get 
Theorem 5.2 For a single source multi-source multicast network with 
two sinks, (coq,001,002) is achievable if and only if for U, i = 1^2, ujQ-\-uji < 
maxflow(s, ti) and cjq + + < maxflow(s，{t!，,2}). 
Note that in the process of proving Theorem 5.1, we showed that 
LCM is sufficient in achieving any feasible information rate. Therefore, 
we have proved the following corollary. 
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Corollary 5.1 Linear coding is sufficient for achieving the maximum 
network capacity in a single source node multi-source multicast network. 
• End of chapter. 
Chapter 6 
Conclusion 
We have presented some results on several topics in linear network cod-
ing, including combination networks, conferencing networks and differ-
ent kinds of multi-source multicast networks. 
Combination network is of special interest because it can be used 
in commercial disk array networks which are a kind of fault-tolerance 
data storage system. A closed form maximum capacity of combination 
network is presented. By comparing the result with the maxflow bound 
which is achievable by network coding, we showed that the gain by using 
network coding is unbounded. 
We have also presented a characterization of the achievable infor-
mation rate region for multi-source multicast network in which each 
of the source nodes consists of disjoint set of messages. We have fur-
ther shown that linear coding is sufficient for achieving the maximum 
network capacity in this kind of networks. Nowadays, conferencing 
55 
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networks exist in many applications like video conferencing and in-
terconnection of multi server framework. By considering conferencing 
network as a special case of multi-source multicast network, it is seen 
that the maximum capacity of this highly applicable network can be 
achieved by linear network coding. 
Finally, we have characterized the achievable information rate region 
for single source node multi-source multicast networks with two sinks. 
We have further shown that linear coding is sufficient for achieving the 
maximum network capacity for this kind of networks. 
• End of chapter. 
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