












Inicialización del estado de un sistema visual-inercial. 




















































































le	 permiten	 conocer	 el	 entorno	 por	 el	 que	 se	 mueve	 con	 elevada	 precisión,	 sin	 la	
necesidad	 de	 dispositivos	 GPS,	 evitando	 los	 problemas	 de	 localización	 que	 aparecen	
dentro	de	edificios	cerrados.	
	
Uno	de	 los	 sistemas	utilizados,	para	el	 conocimiento	de	 la	posición	y	el	mapeo	
del	 entorno,	 es	 el	 de	 los	 sistemas	 visuales-inerciales.	 Estos	 sistemas	 se	 basan	 en	 la	




















Con	 diferentes	 experimentos	 se	 ha	 querido	 comprobar	 si	 el	 sistema	 estudiado	
puede	 llevar	a	cabo	una	 inicialización	correcta,	o	muy	cercana	a	 la	correcta.	Para	este	
análisis	se	ha	obtenido	el	error	obtenido	con	respecto	al	ground	truth.	
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from	 Motion”.	 Esta	 técnica	 permite	 la	 estimación	 de	 estructuras	 3D	 a	 partir	 de	
secuencias	 de	 imágenes	 2D	 	 y	 señales	 inerciales	 medidas	 por	 un	 sensor	 IMU.	 Esta	
técnica	permite	 replicar	el	 funcionamiento	del	 cerebro	humano,	en	el	 cual	 se	obtiene	
una	recreación	del	entorno	a	través	de	la	combinación	de	las	imágenes	proporcionadas	
por	 la	 vista	 con	 las	 medidas	 del	 movimiento	 relativo,	 movimiento	 entre	 el	 propio	
humano	y	el	entorno	que	le	rodea.		
	




Dado	 un	 vehículo	 aéreo	 de	 pequeño	 tamaño	 “MAV”,	 al	 que	 se	 le	 aplica	 un	
sistema	de	este	tipo,		la	necesidad	de	una	semilla		inicial	a	la	hora	de	reiniciar	el	sistema	
impide	 totalmente	 el	 uso	 del	 mismo	 en	 vuelos	 de	 mediana	 y	 larga	 duración.	 Esto	
adquiere	una	importancia	mayor	cuando	se	tiene	en	cuenta	que,	en	este	tipo	de	vuelos,	





es	 decir,	 dado	 un	 estado	 previo	 y	 medidas	 sensoriales	 son	 capaces	 de	 devolver	 un	
estado	actualizado.	Esto	se	traduce	en	que	si	el	estado	inicial	contiene	errores	se	van	a	
corromper	 todos	 los	 estados	 posteriores	 dándole	 al	MAV	 una	 recreación	 del	 entorno	
errónea	 que	 puede	 desembocar	 en	 una	 colisión,	 	 con	 el	 coste	 económico	 que	 ello	
conlleva.	
	
Es	 por	 lo	 expuesto	 anteriormente	 que	 este	 TFG	 se	 centra	 en	 el	 estudio	 de	 la	
solución	a	dicho	problema	planteada	en	[1]	y	 [2],	artículos	muy	recientes	y	estado	del	
arte	 del	 tema.	 	 En	 esta	 solución	 se	 propone	 un	 sistema	 en	 el	 que	 se	 fusionan	 datos	
visuales	 e	 inerciales	 para	 obtener	 la	 estructura	 del	 entorno	 a	 escala	 global	 sin	 la	
necesidad	de	una	semilla	o	estado	previo.	
	











en	 [1]	 y	 [2],	 es	 posible	 crear	 un	 algoritmo	 capaz	 de	 devolver	 la	 posición	 del	MAV	 sin	
necesidad	de	una	semilla	previa	y	con	el	error	mínimo	posible.	
	
Para	 mejorar	 la	 eficiencia	 del	 sistema	 se	 van	 a	 llevar	 a	 cabo	 análisis	 de	















3º	 Implementación	 del	 sistema	 matricial	 propuesto	 en	 [1]	 y	 [2]	 para	























Se	 considera	un	 sistema	visual-inercial	 compuesto	de	una	 cámara	monocular	 y	
de	 un	 sensor	 IMU	 “Inertial	 Measurement	 Unit”.	 Éste	 último	 es	 el	 encargado	 de	
proporcionar	las	medidas	inerciales,	que	son	la	velocidad	angular	y	aceleración	lineal	.		
	
Se	 trabaja	 en	 un	 sistema	 de	 referencia	 global	 W,	 para	 lograrlo	 se	 aplicarán	
matrices	de	 cambio	de	 la	 referencia,	 como	 se	 indicará	posteriormente	en	el	 apartado	
2.3	de	esta	memoria.	
	
El	 IMU	 proporciona	 medidas	 de	 velocidad	 angular	 y	 de	 aceleración	 lineal.	 La	
cámara	extrae	N	puntos	característicos	en	cada	imagen,	los	cuales	seguirá	a	lo	largo	de	
































- 𝜆!!  es	la	distancia	entre	el	sistema	y	el	punto	i	en	la	foto	j.	
	
	









































𝑆 ≡ 𝑆!! ,… , 𝑆!! , 𝑆!! ,… , 𝑆!! ,… , 𝑆!"! ,… , 𝑆!"! ! 	
	
	
𝑋 ≡ 𝐺! ,𝑉! , 𝜆!!,… , 𝜆!! ,… , 𝜆!"! ,… , 𝜆!"! ! 	
	
	
Ξ =  
𝑇! 𝑆! 𝜇!! 𝑂! 𝑂! −𝜇!! 𝑂! 𝑂! 𝑂! 𝑂! 𝑂!
𝑇! 𝑆! 𝑂! 𝜇!! 𝑂! 𝑂! −𝜇!! 𝑂! 𝑂! 𝑂! 𝑂!
… … … … … … … … … … …
𝑇! 𝑆! 𝑂! 𝑂! 𝜇!! 𝑂! 𝑂! −𝜇!! 𝑂! 𝑂! 𝑂!
… … … … … … … … … … …
… … … … … … … … … … …
𝑇!" 𝑆!" 𝜇!! 𝑂! 𝑂! 𝑂! 𝑂! 𝑂! −𝜇!"! 𝑂! 𝑂!
𝑇!" 𝑆!" 𝑂! 𝜇!! 𝑂! 𝑂! 𝑂! 𝑂! 𝑂! −𝜇!"! 𝑂!
… … … … … … … … … … …





























posición	 de	 los	 puntos	 característicos	 en	 la	 primera	 imagen	 de	 la	 secuencia,	 lo	 que	
marcará	cuáles	van	a	ser	los	puntos	a	emparejar	en	el	resto	de	la	misma.	En	la	figura	3	























menor	 al	 límite	 de	 pixeles	 establecido,	 entonces	 el	 punto	 se	 considera	 como	
válido.	
	











Previamente	 	 a	 ejecutar	 el	 seguimiento	 con	 todos	 los	puntos	 se	 comprueba	
que	éste	está	realizando	un	seguimiento	adecuado	de	cada	punto.	Para	ello	seguimos	
uno	 de	 los	 puntos	 emparejado	 exitosamente	 durante	 toda	 la	 secuencia	 y	
observamos	 su	 posición	 en	 4	momentos	 de	 la	 secuencia	 distintos	 y	muy	 alejados	
entre	sí.		
	























seguimiento	 había	 encontrado	 en	 su	 inicialización,	 sólo	 un	 número	menor	 de	 puntos,	
N_pv	<	N,	ha	sido	emparejado	correctamente	durante	toda	la	secuencia.	En	el	caso	del	
ejemplo,	en	la	inicialización	encuentran	434	puntos	de	los	cuales	sólo	117	acaban	siendo	




























                 𝑅! 	=	La	matriz	de	rotación	en	cada	imagen	j.	Se	obtiene	a	través	de	los	ángulos	
“Roll,	 Pitch	 y	 Yaw”	del	MAV	en	 cada	 instante.	 Estos	 ángulos	 son	 conocidos	 como	 	 los	
ángulos	de	navegación,	o	de	Euler,	y	representan	la	orientación	de	un	objeto,	durante	su	
navegación,	 en	 3	 dimensiones.	 Son	 muy	 útiles	 cuando	 se	 tiene	 un	 sistema	 de	
coordenadas	móvil	respecto	de	uno	fijo	y	se	desea	dar	la	posición	del	sistema	móvil	en	
un	 momento	 dado,	 durante	 la	 trayectoria.	 En	 la	 figura	 6	 se	 pueden	 observar	 dichos	
ángulos,	 los	 cuales	 se	 obtienen	 como	 el	 producto	 de	 la	 velocidad	 angular	 en	 cada	








Se	 le	 va	 a	 prestar	 especial	 atención	 al	 significado	 físico	 de	 la	 matriz	 de	
rotación,	obtenida	a	partir	de	los	ángulos	roll,	pitch	y	yaw,	explicados	previamente.		
	




- El	 yaw	 es	 la	 rotación	∝	alrededor	 del	 eje	 z,	 constituyendo	





𝑐𝑜𝑠 ∝ −𝑠𝑒𝑛 ∝ 0




- El	pitch	 es	 la	 rotación	𝛽	alrededor	del	 eje	 y,	 constituyendo	




𝑐𝑜𝑠 𝛽 0 𝑠𝑒𝑛 𝛽
0 1 0




- El	 roll	 es	 la	 rotación	𝛾	alrededor	 del	 eje	 x,	 constituyendo	





0 cos 𝛾 −𝑠𝑒𝑛 𝛾








𝑅 ∝,𝛽, 𝛾 =	
	
	
𝑐𝑜𝑠 ∝ 𝑐𝑜𝑠 𝛽 𝑐𝑜𝑠 ∝ 𝑠𝑒𝑛 𝛽 𝑠𝑒𝑛 𝛾 − 𝑠𝑒𝑛 ∝ cos 𝛾 𝑐𝑜𝑠 ∝ 𝑠𝑒𝑛 𝛽 𝑐𝑜𝑠 𝛾 + 𝑠𝑒𝑛 ∝ sen 𝛾
𝑠𝑒𝑛 ∝ 𝑐𝑜𝑠𝛽 𝑠𝑒𝑛 ∝ 𝑠𝑒𝑛 𝛽 𝑠𝑒𝑛 𝛾 + 𝑐𝑜𝑠 ∝ cos 𝛾 𝑠𝑒𝑛 ∝ 𝑠𝑒𝑛 𝛽 𝑐𝑜𝑠 𝛾 − 𝑐𝑜𝑠 ∝ sen 𝛾




             𝑅!"#→ !"#=	Es	 la	matriz	de	cambio	de	 referencia	necesaria	para	que	 la	cámara	
trabaje	en	el	mismo	sistema	de	referencia	que	la	IMU	y,	de	esta	manera,	el	sistema	de	
referencia	 de	 la	 IMU	 y	 el	 de	 la	 cámara	 sean	 el	mismo.	 Esto	 es	 necesario	 para	 que	 el	
sistema	se	encuentre	trabajando	en	un	único	sistema	de	referencia.	La	matriz	de	cambio	
de	referencia	de	 la	cámara	a	 la	 IMU	esta	constituida	por	 los	extrínsecos	de	 la	cámara.	



















Fu,	 Fv,	 Cu	 y	 Cv	 son	 los	 parámetros	 intrínsecos	 de	 la	 cámara,	 siendo	 Fu	 y	 Fv	 las	


















El	 vector	 S	 corresponde	 a	 la	 preintegración	 de	 las	medidas	 inerciales	 tomadas	
por	el	IMU,	las	cuales	son	las	medidas	correspondientes	al	acelerómetro	y	al	giróscopo.	
Como	se	ha	 indicado	antes,	 con	 las	velocidades	angulares	 se	obtienen	 las	matrices	de	




𝑉! = 𝑉!!! + 𝑅!!! ∗ 𝑎!!! ∗ ∆𝑡						{5}	
	
Conocida	 la	 velocidad	 del	 sistema	 se	 puede	 obtener	 la	 preintegración	 de	 las	
medidas	 inerciales,	 utilizando	 	 la	 ecuación	 cinemática	de	 la	 posición	para	movimiento	
con	aceleración,	una	vez	conocida	la	velocidad	en	cada	imagen	{6}.	
	







IMU	afecta,	de	 forma	considerable,	a	 la	actuación	del	método	propuesto	en	 [2].	En	el	
nuevo	método	presentado	en	 [1]	se	estima	el	 sesgo	del	giróscopo	automáticamente	y	















Al	 ser	 un	 sistema	 diseñado	 para	 funcionar	 en	 cualquier	 momento	 de	 la	




una	 forma	directa	y	no	 iterativa,	 forma	que	obligaría	al	programa	a	 recorrer	una	gran	
cantidad	de	celdas	de	valor	nulo.		














































Para	 la	 resolución	 del	 sistema	 explicado	 en	 el	 apartado	 2	 se	 ha	 utilizado	 un	
ordenador	Macbook	Pro	con	8	GB	de	memoria	RAM	y	un	procesador	Intel	Core	i5.	Se	ha	
ejecutado	 el	 sistema	 sobre	 la	 base	 de	 datos	 EuRoC	 [6]	 de	 la	 cual	 se	 ha	 obtenido	 la	




Con	 el	 cálculo	 del	 error	 en	 la	 trayectoria	 se	 han	 podido	 sacar	 diferentes	



















Este	 sistema	 consiste	 en	 dos	 cámaras	monocromáticas	 (2x20	 FPS,	 20	 Hz)	 que,	





6	 grados	 de	 libertad,	 esto	 permite	 obtener	 el	 movimiento	 real	 de	 la	 cámara	 y	 la	
estructura	real	de	la	escena,	ground	truth.	El	ground	truth	se	utilizará,	en	este	apartado,	








puede	 apreciar	 en	 la	 figura	 19	 la	 cámara	 utilizada	 y	 el	 IMU	 se	 encuentran	 en	 dos	





extrínsecos	cámara-IMU,	 los	 intrínsecos	de	 la	 cámara	y	 la	alineación	espacio-temporal	
real.	
	
Para	 sincronizar	 las	 señales	 es	 necesario	 entender	 que	 el	 IMU	 toma	una	 señal	
cada	5	ms	y	la	cámara	toma	una	foto	cada	50	ms,	lo	que	significa	que	a	la	hora	de	hacer	
la	preintegración	de	una	 imagen	a	otra	se	utilizan	10	señales	de	 IMU.	Para	 lograr	una	
sincronización	 satisfactoria	 ha	 sido	 necesario	 identificar	 en	 el	 dataset	 los	 timestamps	
coincidentes	para	cada	una	de	las	secuencias	analizadas.		
	
Es	 necesario	 recordar	 que,	 como	 se	 ha	 explicado	 en	 el	 apartado	 2.5,	 se	 han	
eliminado	 de	 las	 medidas	 del	 IMU	 los	 sesgos	 presentes	 en	 el	 giróscopo	 y	 en	 el	





hora	 de	 obtener	 los	 puntos	 característicos.	 Se	 pueden	 analizar	 estas	 imágenes	 en	 3	
niveles	de	dificultad	distintos,	 fácil,	medio	 y	difícil.	 Se	ha	optado	por	 la	utilización	del	











Antes	de	ejecutar	el	 sistema	y	de	analizar	 los	 resultados	 se	han	modificado	 las	
imágenes,	proporcionadas	por	las	cámaras	del	sistema,	utilizando	la	función	de	Matlab	
“undistortimage”	 de	 tal	 manera	 que	 se	 ha	 eliminado	 la	 distorsión	 presente	 en	 las	
imágenes.		
	
Este	paso	en	el	proceso	es	de	elevada	 relevancia	debido	a	que	 si	 la	 imagen	 se	
encuentra	distorsionada	el	seguimiento	va	a	acumular	un	error	en	la	localización	de	los	
puntos	 característicos	 que	 corromperá	 el	 resultado	 final.	 En	 la	 figura	 12	 se	 puede	




















𝑒𝑟𝑟𝑜𝑟 % = 100 ∗
𝑃!" − 𝑃!
𝑃!"
         {7}	
	
	
	 Se	 han	 llevado	 a	 cabo	 un	 gran	 número	 de	 experimentos	 con	 diferentes	








Como	 se	 puede	observar	 en	 el	 histograma,	 en	 la	mayoría	 de	 experimentos,	 se	
han	 obtenido	 errores	 en	 la	 estimación	 de	 la	 posición	 cercanos	 al	 20%,	 lo	 cual	 es	 una	
estimación	 lo	 suficientemente	 precisa	 como	 para	 considerarla	 correcta,	 teniendo	 en	
cuenta	 que	 una	 estimación	 de	 la	 posición	 se	 suele	 considerar	 correcta	 para	 errores	
menores	al	30%.	El	motivo	de	considerarlas	correctas	es	que	 los	algoritmos	 iterativos,	





estudiando,	 las	 cuales	 provocan	 que	 el	 error	 haya	 resultado	 muy	 alto	 en	 ciertos	
experimentos.	 	 Para	 entender	 mejor	 las	 limitaciones	 se	 han	 dedicado	 los	 apartados	
siguientes	a	explicarlas	y,	 también,	a	exponer	ejemplos	de	experimentos	en	 los	que	el	
resultado	final	se	ve	corrompido	por	las	mismas.	Al	ser	un	sistema	que	funciona	por	la	
fusión	 de	 datos	 visuales	 con	 datos	 inerciales	 se	 va	 a	 abordar	 el	 tema	 desde	 las	









movimiento	suficiente	a	 lo	 largo	de	la	secuencia	para	que	el	 IMU	pueda	recoger	datos	
fiables.	En	algunos	experimentos	se	han	usado	secuencias	en	las	que	el	sistema	apenas	
se	movía.	Sí	apenas	hay	variación	de	movimiento	el	sistema	no	es	capaz	de	calcular	 la	




	 Además,	 si	 la	 secuencia	 es	 demasiado	 corta,	 el	 sistema	 no	 va	 a	 disponer	 de	
suficientes	 medidas	 inerciales	 con	 las	 que	 hacer	 una	 preintegración	 correcta.	 Para	
comprobar	esto	se	han	llevado	a	cabo	experimentos	en	secuencias	cuyos	datos	visuales	





para	 la	 imagen	 	340,	esta	secuencia,	a	partir	de	30	 imágenes	 logra	errores	del	17%,	 lo	
que,	 en	 casos	 como	 este	 donde	 las	 distancias	 de	 traslación	 son	 bastante	 cortas,	 es	
considerado	un	resultado	aceptable.	Para	menos	de	30	imágenes	el	error	oscila	entre	el	
84%	y	el	40	%,	demostrando	que,	con	tan	poco	tiempo,	la	estimación	es	poco	fiable.	En	
las	 figuras	14	 (a)	y	14	 (b)	podemos	observar	el	poco	movimiento	que	se	ha	producido	
durante	las	primeras	25	imágenes.	Nótese	que	puede	haber	secuencias	en	las	que	haya	












Como	solución	a	este	problema	 se	propone	nunca	 trabajar	 con	 secuencias	 con	
menos	de	 15	 segundos	de	duración,	 es	 decir,	 secuencias	 con	menos	de	 30	 imágenes.	
Aunque	 es	 cierto	 que	 hay	 secuencias	 que	 son	 capaces	 de	 dar	 resultados	 fiables	 para	
menos	 de	 30	 imágenes,	 lo	 que	 aquí	 se	 busca,	 debido	 a	 la	 importancia	 del	 correcto	










El	 sistema	 planteado	 se	 ve	 fuertemente	 limitado	 por	 la	 mayor	 limitación	 del	
seguimiento	de	puntos	característicos.	Esta	limitación	aparece	cuando	el	sistema	realiza	
un	giro	muy	brusco	y	una	parte,	lo	suficientemente	grande,	de	la	primer	imagen	deja	de	
ser	 visible	 durante	 la	 secuencia.	 Ante	 esto	 el	 sistema	 devuelve	 un	 gran	 error	 en	 el	




no	 ha	 sido	 inicializado	 para	 la	 nueva	 escena	 provocando	 que,	 al	 fusionar	 estos	 datos	
visuales	 erróneos	 con	 los	 inerciales,	 obtenidos	 de	 manera	 correcta,	 el	 sistema	 no	
funciona.		
	
Para	demostrar	esto	 se	ha	utilizado	el	programa	en	 la	 secuencia	que	 cubre	 las	
fotos	200	a	240	en	el	dataset	EuRoC	[6].	En	la	figura	15	(a)	se	puede	observar	la	primera	
imagen,	 para	 la	 cual	 ha	 sido	 inicializado	 el	 sistema,	 con	 un	 total	 de	 280	 puntos	
característicos	marcados.	En	la	figura	15	(b)	se	observa	la	última	imagen	de	la	secuencia,	
se	puede	apreciar	un	fuerte	cambio	de	orientación	que	ha	provocado	que	sólo	se	hayan	
podido	 emparejar	 puntos	 en	 la	 parte	 izquierda	 de	 la	 habitación,	 resultando	 en	 que,	
durante	gran	parte	de	 la	secuencia,	una	 importante	parte	de	 la	escena	no	está	siendo	
















Pese	 a	 que	 existen	 casos	 en	 los	 que	 no	 se	 puede	 evitar	 que	 el	 sistema	 caiga	 en	 esta	
limitación,	 con	 30	 imágenes	 se	 cumplen	 las	 condiciones	 comentadas	 en	 3.3.1,	 para	
evitar	las	limitaciones	inerciales,	y	se	suelen	evitar	las	limitaciones	visuales	ya	que	para	






seguimiento	 utilizado,	 para	 descartar	 puntos	 de	 baja	 calidad.	 El	 seguimiento	 busca	
puntos	característicos	en	cada	imagen	y	guarda	su	posición	y	su	saliencia.	La	saliencia	es	
un	dato	que	nos	permite	medir	la	calidad	con	la	que	se	ha	localizado	un	punto.	Como	se	




Se	 han	 llevado	 a	 cabo	 experimentos	 en	 diferentes	 secuencias.	 Estos	
experimentos	 han	 consistido	 en	 aplicar	 un	 filtro,	 en	 la	 métrica,	 a	 los	 puntos	
emparejados	inicialmente	por	el	seguimiento.	En	estos	experimentos	se	ha	aprovechado	
el	conocimiento	de	la	métrica	para	exponer	como	se	puede	reducir	el	número	de	puntos	
hasta	 un	 valor	 límite	 sin	 desestabilizar	 demasiado	 el	 error	 en	 la	 estimación	 de	 la	
posición.	 Que	 el	 error	 se	 mantenga	 constante	 hasta	 un	 valor	 límite	 significa	 que,	 la	
eliminación	con	el	filtro	de	aquellos	puntos	de	métricas	mas	bajas,	no	afecta	al	resultado	
	32	
pero	si	que	 reduce	considerablemente	el	 tiempo	de	ejecución	del	 sistema.	Tras	varios	
experimentos	 se	 ha	 determinado	 un	 filtro	medio	 de	 0,008	 con	 el	 que	 se	 han	 logrado		




calidad	de	 los	puntos,	al	 llevar	a	cabo	estos	experimentos.	En	esta	 investigación	se	ha	
visto	como	secuencias	que,	a	priori,	cumplían	con	las	limitaciones	inerciales	y	visuales	no	
lograban	devolver	una	estimación	correcta	de	 la	posición.	Al	estudiar	 la	calidad	de	 los	
puntos	 se	ha	 visto	que,	 en	estos	 casos,	 el	 seguimiento	no	es	 capaz	de	emparejar	una	
cantidad	suficiente	de	puntos	de	calidad.	La	calidad	de	un	punto	hace	referencia	al	error	
bidireccional	 con	el	 que	ha	 sido	encontrado	un	punto	durante	 la	 trayectoria.	 Sí	 no	 se	
trabaja	 con	 suficientes	 puntos	 buenos	 los	 errores	 de	 los	 malos	 se	 irán	 acumulando,	
imposibilitando	un	cálculo	correcto	de	la	posición.		
	
Esto	 resulta	 en	 que	 el	 sistema	 no	 sea	 capaz	 de	 calcular	 la	 posición,	 una	 vez	
aplicado	 el	 filtro,	 en	 secuencias,	 con	 una	 cantidad	 de	movimiento	 suficiente	 y,	 en	 la	
inicialización,	una	gran	cantidad	de	puntos,	al	no	tener	puntos	buenos.	Sí	no	se	aplicara	
el	filtro	se	obtendría	un	cálculo	de	la	posición	con	errores	no	aceptables.	En	la	figura	22	
se	 puede	 ver	 como,	 tras	 aplicar	 el	 filtro	 previamente	 mencionado,	 desaparecen	 casi	
todos	 los	 puntos	 a	 lo	 largo	 de	 la	 secuencia.	 En	 la	 figura	 16(a)	 se	 puede	 ver	 la	 última	
imagen	de	la	secuencia	sin	filtro,	en	la	16(b)	se	puede	ver	como	alrededor	de	220	puntos	











En	 la	 figura	17	se	puede	ver	una	 representación	de	cómo	el	error	 se	mantiene	














±1,5% ,	 hasta	 que	 se	 han	 filtrado	 el	 70	 %	 de	 los	 puntos.	 Esto	 supone	 una	







a	provocar	que	el	 sistema	no	 funcione	de	 forma	correcta,	 siendo	el	 límite	máximo	de	
imágenes	 aquel	 que	 garantice	una	 secuencia	 en	 la	 que	no	 se	produzcan	movimientos	
bruscos,	 movimientos	 que	 provoquen	 que	 el	 seguimiento	 no	 pueda	 hacer	 un	
emparejamiento	efectivo	de	los	puntos.	Por	debajo	de	ese	número	limite	de	imágenes	
ahora	el	interés	se	focaliza	en	evaluar	cual	es	el	número	óptimo	de	imágenes	con	el	que	












imágenes	 y	 la	 verde	 a	 aquellos	 con	 50	 imágenes.	 El	 eje	 y	 representa	 el	 tiempo	 de	
ejecución	y	el	eje	x	el	número	de	puntos	utilizado.	
	
A	partir	de	 la	 gráfica	 se	 comprueba	que,	para	un	menor	numero	de	 imágenes,	













que,	 el	 número,	 ha	 de	 ser	 siempre	 menor	 que	 aquel	 que	 reduzca	 bruscamente	 el	
número	de	emparejamientos	y	siempre	ha	de	haber	un	número	suficiente	de	imágenes	




Dentro	 de	 estos	 límites,	 sabemos	 que,	 a	 mayor	 número	 de	 imágenes,	 menor	






La	 ecuación	 planteada	 {1}	 refleja	 como	 el	 sistema	 matricial	 calcula	 las	
profundidades	de	cada	punto	en	cada	 imagen,	necesarias	para	calcular	 la	posición	del	

















	se	puede	comparar	el	modulo	de	 la	gravedad	obtenida	con	 la	gravedad	en	 la	
tierra	 para	 saber	 si	 el	 sistema	 está	 funcionando	de	 forma	 correcta	 y	 para	 evaluar	






del	 sistema,	simulaciones	que	se	ha	comprobado	que	respetan	 las	 limitaciones	del	
sistema,	se	ha	hecho	con	este	tipo	de	secuencias	para	que	el	error	acumulado	por	las	
limitaciones	 no	 contamine	 los	 valores	 medios	 del	 módulo	 de	 gravedad	 que	 se	
obtienen	 con	 un	 funcionamiento	 correcto	 y	 para,	 de	 esta	 forma,	 poder	 relacionar	
cómo	afecta	el	número	de	imágenes	en	el	cálculo	de	la	gravedad.	
	















imágenes	 el	 sistema	 no	 es	 capaz	 de	 llevar	 a	 cabo	 una	 estimación	 correcta	 de	 la	
gravedad	tiene	una	relación	directa	con	el	hecho	de	que,	con	números	menores	a	5	
imágenes,	el	tiempo	durante	el	que	se	lleva	a	cabo	la	preintegración	es	inferior	a	250	




Cabe	 recordar	 que	 se	 está	 estudiando	 un	 sistema	 que	 combina	 medidas	
inerciales	con	medidas	visuales,	es	por	esta	razón	por	 la	que	resulta	crucial	que	el	
sistema	disponga	del	tiempo	necesario	para	recoger	suficientes	medidas	inerciales.	



















Una	 vez	 entendido	 el	 fundamento	 teórico	 del	 problema,	 aprendiendo	 el	















ha	 podido	 comprobar	 la	 precisión	 en	 la	 determinación	 de	 la	 posición	 que	 ofrece	 el	
sistema,	 permitiendo	 obtener	 conclusiones	 sobre	 el	 funcionamiento	 final	 del	 sistema,	
que	no	es	otro	que	determinar	su	posición.	
	





Se	 ha	 estudiado	 también	 de	 que	 formas	 se	 puede	 mejorar	 la	 eficiencia	 del	
sistema,	prestando	especial	atención	a	como	reducir	el	tiempo	de	ejecución	del	sistema,	



























a	 haber	 sido	 mencionadas	 durante	 esta	 memoria,	 van	 a	 ser	 comentadas	 en	 este	
apartado.	
	
El	 algoritmo	 visual-inercial	 creado	 permite	 la	 inicialización	 del	 sistema	 sin	 	 la	
necesidad	de	especificación	de	un	estado,	o	semilla,	previo.	Esto	significa	que,	al	estar	




ground	 truth,	 	 se	 ha	 concluido	 que	 el	 sistema	 no	 es	 perfecto,	 que	 existen	 ciertas	




Al	 analizar	 las	 limitaciones	 del	 seguimiento	 de	 Lucas	 Kanade	 utilizado	 se	 ha	
concluido	que	su	principal	limitación	aparece	cuando	la	secuencia	sufre	un	movimiento	
brusco	en	el	que	la	imagen	cambia	mucho	con	respecto	a	la	imagen	con	la	que	se	había	




Se	 ha	 determinado	 experimentalmente	 que	 grandes	 cantidades	 de	 puntos	 e	
imágenes	 perjudican	 al	 tiempo	 de	 ejecución	 del	 sistema,	 perjudicando	 su	 eficacia	 y	




En	 lo	que	 refiere	al	 tiempo	de	ejecución	del	 sistema	se	ha	determinado	que	el	
número	de	puntos	desciende	con	el	número	de	imágenes	y	viceversa,	se	ha	visto	como	
el	 número	 de	 imágenes	 afecta	 mas	 al	 tiempo	 total	 de	 ejecución	 que	 el	 número	 de	
puntos	por	lo	que	el	objetivo	principal,	como	se	ha	comentado	antes,	es	trabajar	con	el	
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pero	 si	 que	 reduce	 enormemente	 el	 tiempo	de	 ejecución	del	 sistema,	 añadiendo	una	
solución	más	al	problema	del	tiempo.	
	
En	 cuanto	 a	 las	 limitaciones	 presentadas	 por	 el	 IMU,	 se	 ha	 concluido	 que	 se	
requiere	de	un	número	mínimo	de	 imágenes	en	 la	secuencia	que	garantice	un	tiempo	
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