[1] Total surface accumulation (total snowfall minus total sublimation) on the Greenland Ice Sheet is estimated as 299 ± 23 kg m À2 yr À1 for an assumed 30-year span, the uncertainty being quoted as twice the standard error. The estimate is very similar to earlier estimates because it relies largely on the same compiled observations, but it is the first to be accompanied by formal error bars. An error model was developed for this purpose. It incorporates uncertainties due to measurement error, record length or span, and spatial bias in the distribution and density of the observations. Measurement errors, although dominant over large parts of the interior, make only a small contribution to uncertainty in the accumulation of the whole ice sheet. Time series of accumulation are shown to be stationary and independent, which means that the date of any given observation is of no importance when evaluating its uncertainty as an estimate of accumulation at any other date. However, as found earlier, the span of the observation is a leading contributor to uncertainty, and a means of placing short-and long-span measurements on an equal footing is developed. Spatial bias is the other leading contributor, to judge from modeling of the standard error of averages of pairs of observations as a function of their separation and from a map of the standard error of accumulation. The standard error of interpolated point estimates of accumulation is small where measurements are dense and welldistributed in the interior, but grows rapidly where measurements are more thinly or unevenly distributed. Estimates of accumulation are therefore most uncertain in the peripheral ablation zone. It is suggested that uncertainty in accumulation needs to be reduced by a factor of two or more if the measurements are to contribute reliably to explaining the observed sea level rise.
Introduction
[2] The mass balance of the Greenland Ice Sheet remains uncertain after a great deal of recent work. Its magnitude is so small that the best measurements are barely precise enough or numerous enough to distinguish it from a state of equilibrium, but even small departures from equilibrium would have broad socioeconomic implications. One component of the balance which is more accurately quantified than the others is the total surface accumulation C, defined as the total snowfall minus the total sublimation. Several authors have estimated C by interpolation from compiled point measurements [Benson, 1962; Ohmura and Reeh, 1991; Ohmura et al., 1999; Jung-Rothenhäusler, 1998; Calanca et al., 2000; Bales et al., 2001] . The measurements of c (total accumulation at a single point) are relatively sparse, a few hundred distributed over an area of 1.7 Mm 2 . Nevertheless all of the cartographic estimates of C are close to 300 kg m À2 yr À1 and differ little (Table 1 ) from simple arithmetic averages of the point measurements. Table 1 offers a potential logical trap, for many of the raw measurements are in common among the different estimates. The differences arise mainly from differences in selection and processing criteria. However, the considerable effort devoted to mapping seems to show that accumulation measurements are now sufficiently dispersed over the surface of the ice sheet that spatial bias, while it is not negligible, can be corrected with apparent reliability.
[3] Ohmura and Reeh [1991] (hereinafter referred to as O91) and Ohmura et al. [1999] (hereinafter referred to as O99) drew contours by hand. Bales et al. [2001] (hereinafter referred to as B01) mapped accumulation objectively by the method of kriging. Jung- Rothenhäusler [1998] and Calanca et al. [2000] produced digital versions of O91's map by spline interpolation and O99's map by kriging respectively. None of these authors were able to place error bars around their estimates of C. One aim of the present study is to fill this gap by constructing an explicit error model. Another and lesser aim is to present a new, methodologically independent estimate of C which confirms the earlier estimates. The third aim, more general but growing from the first, is to contribute to continuing discussion of a more general problem: the estimation of uncertainty in measurements of spatially extended quantities which can only be sampled discretely at a finite number of points.
[4] In this problem one must interpolate spatially from measurement points to points without measurements. Most interpolation algorithms work by maximizing some quantity which can be interpreted as the smoothness of the result, consistent with some degree of fidelity to the observations [e.g., Wahba, 1990] . The need, and the ability, to balance smoothness and fidelity have made it difficult to constrain the uncertainty of the result. The error model presented here addresses this difficulty by sidestepping it.
[5] In what follows, after coverage of some necessary background in section 2 and of sources of data in section 3, the error model is developed in terms of three contributing sources of uncertainty in section 4. In section 5 the uncertainty at each interpolation point is estimated by simple reliance on the method of least squares, and the error in the spatially extended quantity, ice sheet accumulation in the present context, is calculated as the area-weighted sum of the single-point uncertainties; an appropriate estimate is made of the effective sample size. Some of the ways in which this advances the state of the art, by generating the spatially extended error formally in terms of the point measurement errors, are considered in section 6. However much remains to be done, as exemplified in section 7.
Measurements of Accumulation
[6] In the accumulation zone, accumulation is measured by digging pits or by coring. Mass is lost by runoff of meltwater up to the elevation of the slush limit. Measurements of surviving snow between the equilibrium line and the slush limit are therefore biased low. It is believed that none of the estimates of c used herein are from below the slush limit. Above the slush limit, some meltwater may be lost from the topmost layer but if so it survives because it percolates and refreezes in lower layers. Measurements in the percolation zone are thus comparable to measurements in the dry snow zone, where there is no melting at all.
[7] Below the accumulation zone, no snow survives to be measured later. Snowfall must be measured as it falls, or at latest by the end of winter. Such measurements of the winter balance are so few that O91, O99 and B01 all felt obliged to consider surrogate measurements at coastal weather stations, where records of snowfall can be corrected for losses due to sublimation.
[8] Even where the surviving record of c is complete, it will exhibit temporal and spatial variability. Correcting for large-scale spatial variability is the aim of the mapping exercise to be described below, but small-scale spatial variability will introduce uncertainty into large-scale estimates because it is not adequately sampled by the measurements. In fact, ''large-scale'' means ''resolvable by the measurement network'' while ''small-scale'' means the opposite. Roughly, scales less than about 25-50 km are small. They are characterized by variations due mainly to redistribution by the wind, including scouring from ridges and redeposition at lower elevations [Fisher and Koerner, 1994] and the formation of sastrugi and migrating snow dunes. Temporal variability is pronounced from one year to the next, but becomes less over longer intervals.
Data Sources

Data From Earlier Compilations
[9] Most of the point measurements used here ( Figure 1 ) are taken from O91, O99 or B01. Some core measurements in B01 were replaced with more detailed information provided by Mosley-Thompson et al. [2001] , and some measurements were replaced with new or revised values from Clausen et al. [2001] , Reeh et al. [2001] , and van der Veen et al. [2001] . There was no systematic attempt to return to original reports, although several originals were consulted to retrieve missing information and to correct apparent minor errors. The site Quer-K3, which appears in both O91 and B01, was removed because de Quervain [1969] reports losses of meltwater. An electronic version of the data set may be found at http://www.trentu.ca/geography/glaciology.htm.
[10] B01 added a considerable number of recently published measurements, some of which appear also in O99, to the O91 set. To reduce the impact of small-scale spatial variability, they averaged many of the closely grouped measurements. Aware of the large uncertainty in short records, B01 discarded many of the short-span data used by O91. The approach taken here is different. Every measurement which is not known to be flawed is accepted, if it has a location and a span of at least one year. O91 did not tabulate dates, and for those O91 measurements which I accept but B01 do not it was necessary to consult original reports or, in a few cases, to assign a span of only one year. The tables of O91, O99, B01, and Mosley- were collated carefully to disentangle the multiple- 1.668 n/a n/a 306 n/a Calanca et al. [2000] n/a n/a n/a 290 n/a This study point averages of B01 and to guard against duplication. The short-span and closely grouped measurements, not used by B01, are used here in modeling the dependence of uncertainty on record length and on separation in space. The closely grouped measurements, however, are then averaged in a way similar to that of B01.
[11] O99 augmented their accumulation records with data from 40 coastal weather stations. B01 used only 17 of these stations. Here 37 of the 40 are retained. Together with nearby measurements on the ice sheet, the three unused stations, Thule-Kanak, Dundas and Thule Air Force Base in northwest Greenland, suggest an unusually strong (tenfold) increase of accumulation with elevation over distances less than 100 km. The spatial interpolation algorithm used later is unable to model such small-scale variability with sparse information.
New Measurements
[12] To reduce the need for extrapolation I searched for additional data from regions peripheral to but near the ice sheet (Table 2) . Johnsen et al. [1992a Johnsen et al. [ , 1992b and Fisher and Koerner [1994] yielded measurements from east Greenland and northeast Ellesmere Island respectively. Direct mass balance methods yielded one 6-year series above the slush limit in southwest Greenland [Greuell et al., 2001] and one single-year winter balance in south Greenland [Haeberli, 1985] . One additional weather station, at Alert, northeast Ellesmere Island, is taken from Yang et al. [1999] .
Error Model
[13] The measure of uncertainty used here is the standard error. In a sampling context the standard error is representable as the standard deviation of the observations divided by the square root of the number of independent observations. More generally, it estimates the standard deviation of an observed quantity considered as an estimator of the true quantity.
[14] The errors at interpolation points, from which the ice sheet error is constructed, are not yet known to be unbiased, normally distributed random variables. It is reasonable to hope that they are, but at present the end product of this work is a set of ''error bars'', not a set of confidence intervals. The task of quantifying accurately the probability of the error bars is nontrivial and is beyond the present scope.
Measurement Uncertainty: Accumulation
[15] Measurements of snow layer thickness ought to have errors of 5 mm or less. However faulty identification of layer boundaries, and inaccurate counting of layers in long core sections, can introduce larger errors, and the necessary correction for strain thinning is a source of uncertainty in very deep layers. van der Veen et al. [2001] concluded that the uncertainty in core measurements of accumulation was due largely to inability to date annual extrema in isotope ratios with a precision better than about ±1 month. They estimated standard errors of 6 -17 kg m À2 yr À1 for 29-year averages of accumulation. Annual accumulation measured by Mosley-Thompson et al. [2001] differed by 6 kg m À2 yr
À1
on average between dust minimum and isotope minimum measurements. Density measurements are more difficult than thickness measurements, and are affected by errors in (1) the volume actually retrieved by the sampling device and (2) the measured mass of this volume. The sampling of friable layers of depth hoar is particularly difficult. Benson [1962] reported that density measurements with snow sampling tubes were reproducible to ±3 -5 kg m À3 in dry snow and up to ±10 kg m À3 in firn with ice lenses. Reproducibility does not, of course, convey any information about possible systematic errors such as might be caused by a blunt cutting edge. Winebrenner et al. [2001] described density measurements for which they quoted errors of 5% in Figure 1 . Measurements and estimates of total surface accumulation (kg m À2 yr À1 ) on and around the Greenland Ice Sheet. Symbols indicate the standard error due to measurement uncertainty and record length, obtained as described in the text. Unglacierized land is light gray, peripheral ice caps are medium gray, and the ice sheet itself is unshaded. Ellipsoidal transverse Mercator projection with central meridian À42°. showed an increase in the standard error of ice sheet accumulation of 0.3 kg m À2 yr À1 , which, as will be seen, is small.
Measurement Uncertainty: Precipitation and Sublimation
[17] At each weather station, O99 used temperature data to estimate snowfall as a fraction of total precipitation, and wind speed data to correct total snowfall for gauge undercatch. They subtracted from the snowfall an estimate of sublimation obtained from climate model simulations. Thus weather station accumulation c = g W g T P + E, where P is total recorded precipitation, E is estimated vapor transfer (negative upward) and g W , g T are the corrections for wind speed and temperature effects. The O99 temperature correction depends on recorded temperature and is applied to monthly means; g T is reconstructed here as the ratio of their total solid to total wind-corrected precipitation. Yang et al. [1999] studied precipitation measurement biases over 4 years at 12 stations, and included corrections for gauge wetting and the recording of trace amounts as well as for wind-induced undercatch. The average ratio of the Yang correction to the equivalent O99 correction was 1.11, so for g W I adopt the Yang correction (from their Table 3) at the 12 stations and set g W = 1.11 P corr /P, where P corr is the O99 wind-corrected precipitation, at the other stations. Sublimation E is taken from Box and Steffen [2001, Figure 6b ], based on hourly two-level microclimatological measurements.
[18] There is little or no empirical guidance as to the errors in c at weather stations, and the estimates must be largely ad hoc. Letting e denote a standard error, the error model reads
O99's Figure 1 suggests that monthly g T is uncertain by about ±7% between À8°C and +6°C. I set the error to ±4% for annual sums: e T = 0.04g T . For the uncertainty in g W I took one half of the average range reported for four years by Yang et al.: e W = 0.09g W . The random, as opposed to systematic, errors in precipitation measurements have been little studied. I adopt an arbitrary ±5%: e P = 0.05 P. Box and Steffen [2001] give an hourly error of ±31% for sublimation. The error in annual totals will be less, but the measurements were made only at higher elevations and there is an unknown additional error due to extrapolation to near sea level. To acknowledge this unknown error the hourly error is adopted, unreduced, for the annual correction e E = 0.31 E at coastal stations.
Temporal Uncertainty
[19] Figure 2 shows time series of annual accumulation obtained at three coring sites [Anklin et al., 1998; Cuffey and Clow, 1997] . To illustrate in more detail the statistical attributes of temporal variation in c, I select the NASA-U core. Figure 3 shows the sample frequency distribution, autocorrelation function, and power spectrum of the time series. The trend (Figure 3a) is insignificant. Figure 3b shows that the time series appears, with high probability, to be a sample from the normal distribution, while Figure 3c shows that its elements are uncorrelated, that is, serially independent. The spectrum in Figure 3d is slightly blue (more power at shorter periods), but this appearance is not statistically significant. Thus the time series from NASA-U Figure 2 . Time series of annual accumulation at the (a) GISP2, (b) Humboldt-M, and (c) NASA-U coring sites. The GISP2 series, which ends in 1987, was truncated to retain only the part with true annual resolution beginning in 1676. The other two series were truncated to match these limits.
is a stationary normal random process. The same analysis yielded the same result for the other two cores.
[20] This conclusion seems to differ from the analysis of Mosley- , but the answer lies in the difference of approach to the information content of the core. Mosley-Thompson et al. constructed running means to eliminate the small-scale temporal and spatial glaciological noise. They identified residual multidecadal variability for which they suggested meteorological explanations. Others [e.g., Reeh et al., 1978; Clausen et al., 1988] have studied similarly filtered time series with similar aims. Here, on the other hand, the aim is not to decide whether the multidecadal fluctuations are real, as they may well be, but to establish that equation (4) below serves its purpose. Stationary random processes usually exhibit significant internal trends, of which there are several in Figure 2 ; Monte Carlo tests, using Gaussian white noise with the means and variances of the three series, showed that ''usually'' is appropriate here.
[21] The results summarized in Figure 3 justify the traditional assumption that the date of any estimate of accumulation does not matter. We must, however, respect the caveat that its span does matter [B01; Mosley-Thompson et al., 2001] . As illustrated by Figure 4 , a short-span [Press et al., 1992] , with the hypothesis that the sample is drawn from a normal distribution. A similar probability is obtained for the time series at GISP2 (0.998) and a somewhat lesser probability (0. measurement is more uncertain as a predictor of c at some other time than a long-span measurement. Whatever its date, a longer span is more likely than any short span to predict with accuracy the average of the entire series and, by assumption, the unknown mean of the population from which the series is drawn. However we can make a stronger claim, namely that the uncertainty of any prediction is governed by both spans, that of the predictor and that of the predictand, with the latter not necessarily either the entire series or the infinitely long population.
[22] To understand this claim, suppose that we wish to predict the accumulation during some m-year span from the 
Here ''se'' stands for standard error. A fractional standard error may be defined as
where v = s/m, the coefficient of variation of the population, may be estimated to sufficient accuracy from time series such as those in Figure 2 . Figure 5 , which generalizes Figure 5 of B01, shows how f m (n) varies for several choices of m at NASA-U. Graphs for Humboldt-M and GISP2 are similar.
[23] As n and m grow large, f m (n) grows small, which is why long records are preferable to short ones. More interestingly, we can use equation (3) for any pairing of n and m, and it provides a natural way to incorporate short as well as long records during spatial interpolation. Assuming that span-related and measurement uncertainties are independent, and defining
the standard error e of an n-year average of c can be represented as e 2 = e c 2 + e t 2 .
[24] To put equation (4) to use, the coefficient of variation must be specified at each measurement point. Fisher et al. [1985] suggested that a quantity analogous to v varies with latitude, with lower values in central Greenland than in the north and south. Time series of accumulation are few. Apart from those shown in Figure 2, Greuell et al. [2001] . I calculated v for 69 time series of c with spans exceeding 10 years, and reconstructed v for another six sites from information in Fisher et al. Estimates of v for series within 3 km of each other were averaged, yielding a reduced set of 43 estimates. These estimates ranged from 0.14 to 0.37, and because their standard errors were small, between 0.01 and 0.05, it seems likely that there are real spatial variations. However there was no sign of the zonal variation suggested by Fisher et al., and a hand-drawn contour map lacked persuasiveness. I take what is at present the safest course, adopting the average v = 0.251 as a single estimate for the entire ice sheet. If v does vary coherently with position, e t will be too small in some places and too large in others, but resolving this point will require more information.
[25] Many estimates of n-year accumulation are built up from measurements made on one to several sections of ice core, and are not sums of n measurements, as equation (2) might seem to imply. This apparent inconsistency is resolved by noting that sample information only enters equation (2) in the form of sample sizes, not sample standard deviations or standard errors. The equation is simply a result from the theory of sampling, and Figure 3b shows that as well as can be judged, accumulation is a normally distributed variable and so the sampling theory is (3)). Sample estimates, taken directly from the core time series, are plotted for m = 2 (diamonds) and m = 50 (crosses) to show that for small n and m the sample variance underestimates the true (equation (3)) variance.
applicable. The predictand span used below will be m = 30 years.
Spatial Uncertainty
[26] We can only estimate C for an entire ice sheet by interpolating spatially from sample sites, where c is measured, to points without measurements. The interpolation algorithm will generate estimatesĉ at unmeasured points, and once this is done it is simple to calculate C. However, to assign a standard error to C we must somehow assign errors to all of theĉ. We proceed in three steps. First, we have to describe how the association between any two point measurements of c is related to their separation. Second, we must assume that this description continues to hold good between any pair of points when there is a measurement at only one of them. Finally we must assign a standard error for eachĉ. Current interpolation algorithms, such as kriging, require the first two of these steps but are unable to take the third. The algorithm described in the next section includes a first attempt at the third step.
[27] The semivariance, as used in kriging, is one measure of the distance decay or decorrelation which is observed in spatially separated measurements of a variable such as c. A closely related measure which is better for the present purpose (having the third step in mind) is the standard error
This is the error in the average of c at points A and B a distance s apart. Its form follows from the definition of the standard error as the standard deviation divided by the root of sample size, in this case 2. We can think of c(A, B) as an interpolated estimate of c halfway between A and B, so that its standard error, equation (5), measures the association between samples whose separation is s/2.
[28] Figure 6 shows averages of se c from all measurement pairs with separations less than s max = 1000 km. The errors are well fitted by the function
with parameters e s (0) and b s estimated by weighted linear regression. In this inverse-Gaussian expression the error becomes infinite at s max , in contrast to the distanceweighting functions employed in kriging, which frequently have a ''sill''; that is, they become constant at distances greater than the ''range''. Figure 6 shows no sign of either a range or a sill. However the practical importance of preferring equation (6) to a range-and-sill model is limited, because later we will select measurements from inside a circle of radius much less than s max .
[29] Equation (6) represents the first of the three steps. In the second step, we set s = 0 at each interpolation point in turn. As described in the next section, we assemble nearby measurements of c and weight them, using equation (6), according to their distance from the interpolation point. At this stage we also incorporate the measurement errors and the span-related contributions to uncertainty. We assume that the three components are independent. The complete error model for single-point measurements of c (5)) and its standard error in bins of width 5 km on the separation axis; bin width is 1 km in the first 5 km. The fitted curve represents equation (6).
when they are used in the context of spatial interpolation is thus
Note that the ''nugget effect'' for a measurement at the interpolation point is represented not just by e s (0) but by ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi e 2 c þ e 2 t þ e 2 s 0 ð Þ p .
Anisotropy
[30] Spatial uncertainty might be anisotropic. That is, the association between measurements might vary with direction as well as with separation. A two-dimensional equivalent (not shown) of Figure 6 was extremely noisy but gave no sign of directional dependence. There may well be such dependence, but the available measurements are not adequate to identify it.
Spatial Interpolation
[31] To avoid numerical difficulties, and in view of the simplicity of the selection criteria to be described shortly, measurements are declustered before attempting spatial interpolation. Those within 3 km of each other are replaced with a single span-weighted average. The composite span, used in computing e t , is the union of the clustered spans. Declustering reduces the number of measurements from 490 to 393.
[32] The interpolates are calculated on a 6-km grid in transverse Mercator coordinates based on the WGS84 datum. The map projection has the same scale factor p 0 = 0.9996 as the UTM system. The ice sheet mask was reprojected from one kindly supplied by J. L. Bamber.
[33] At each point of the ice sheet in the 6-km grid, the geographical coordinates of the accumulation data set are projected into the corresponding coordinates x = (x, y) of an azimuthal equidistant projection with origin at the interpolation point. Measurements within a prescribed search radius s far from the origin are retained and their errors are calculated according to equation (7); the distance from the origin is supplied in place of s in equation (6). A polynomial surfaceĉ(x) of order k is fitted to these measurements, which are weighted by their errors. In summary, we interpolate the accumulation, at the point (0,0) in a convenient coordinate space, by weighted regression against a selection of nearby measurements.
[34] If there are L measurements, we have an L Â 1 matrix of measurements c, an L Â L diagonal matrix of weights w with diagonal elements w = 1/e, and an L Â l design matrix of polynomial basis functions X. Here l = (k + 1)(k + 2)/2 is the number of terms in the polynomial, and each column of X contains the l powers x i y j of the location x of one of the measurements, with 0 i + j k. The polynomial can now be evaluated [Press et al., 1992] as
the aim being to estimate the l Â 1 matrix of unknown parameters b by least squares minimization:
The weighted design matrix wX is inverted by singular value decomposition. Only those singular values greater than a fraction e times the largest singular value are retained. The number of retained singular values is equal (given the tolerance e) to the number of independent components in the matrix b. Our interest in b is confined to its first element, b 1 , which is the intercept of the polynomial surface on the c axis in (x,y,c) space and constitutes the interpolated estimateĉ ĉ(0,0) of accumulation for the current grid cell.
[35] The third of our three steps is accomplished when we note that, like any statistical parameter, b 1 has a standard error. We interpret this error as the standard error of interpolated accumulation: seĉ = se b 1 . This is a unique advantage of least squares interpolation algorithms. It opens the way to a formal estimate of the error in measurements of spatially extended quantities such as C.
[36] At any polynomial order k, at least l measurements must be available. If there are fewer than l measurements within radius s far to support a polynomial of order k max , the order is reduced progressively until k min is reached. At this stage, if the number of measurements is still insufficient but is at least 1,ĉ is set equal to the nearest measured c; if there are no measurements nearer than s far the attempt to interpolate at the current grid cell is abandoned.
[37] In this study s far was 400 km, the tolerance e was 10
À5
, k max was 6 and k min was 2. k was reduced to k min at 125 of the 49,687 grid cells, and no nearest neighbor substitutions were needed.
[38] Once calculations are complete on the 6-km grid, the remaining cells of a coincident 2-km grid are filled in by bilinear interpolation for accumulation and by nearest neighbor interpolation for its standard error. Average m-year accumulation for the entire ice sheet is the areaweighted sum of the grid cell estimates. The area of each cell is 2 Â 2 Â p 2 km 2 , p being the local scale of the transverse Mercator projection.
[39] Figure 7 is a map of interpolated accumulation. The accumulation varies from 59 to 1351 kg m À2 yr
À1
, and is 299.3 kg m À2 yr À1 for the whole ice sheet. Figure 7 resembles the corresponding maps of O91, O99 and B01, but is less smooth because it is a warts-and-all presentation of the output of an objective algorithm. The high-frequency variations are due to abrupt changes in the number and distribution of measurement points within the search radius, and in some cases in the polynomial order. No satisfactory fit can be expected where measurements are few or where interpolation points lie outside the convex hull of the available measurements (that is, where interpolation becomes extrapolation). B01 smoothed their interpolated estimates, made on a 5-km grid, with a 45-Â-45-km mean filter, and like Figure 7 an unsmoothed version of their Plate 1 would exhibit some unrealistic roughness, while the smoothness of the maps of O91 and O99 is derived subjectively. Of course, we do not know how smooth the true map is, and smoothness would therefore not be a useful guide for ranking the different maps. Unlike the others, however, Figure 7 is accompanied by Figure 8 .
[40] Figure 8 , showing the spatial variation of the standard error ofĉ, is the principal new contribution of this study. Errors grow quite rapidly as the supporting basis of measurements thins out. They are as low as 9 kg m À2 yr in the interior where measurements are numerous and, of equal significance, are well-distributed around each grid cell. Errors of several hundred kg m À2 yr À1 are found in parts of the ablation zone which are far from measurements. The most poorly known parts are the entire southeastern margin, the northeastern ablation zone, and the Melville Bay sector in the northwest. In Figure 7 the irregularity of the contours in some areas is a hint that the interpolation algorithm is performing erratically for lack of information, but a map like Figure 8 is essential for confirming and exploiting the hint quantitatively. Whatever the truth in these areas, we now know not only that Figure 7 does not show it very well but also that in constructing a standard error for C, we can use Figure 8 to attach the appropriate weights to both the poorly known and the better known interpolated estimates.
[41] The standard error for the whole ice sheet, assuming (for the moment) that the grid cell errors are perfectly correlated, is 26.0 kg m À2 yr
. This is the area-weighted geometric sum of the seĉ divided by the root of the effective sample size N eff . Perfect correlation of the grid cell errors implies that N eff = 1. We can use information about spatial correlation to compute an integral scale A eff with units of area which, when divided into the area of the ice sheet, will yield a more reliable estimate of N eff :
Figure 6, however, is not suitable for this purpose. A true spatial correlation function is required.
[42] Figure 9 shows correlations between pairs of the time series used above to estimate the average coefficient of variation. At any given separation the sample spread is wide, mainly because the series pairs are typically only 13-18 years long, but satisfactory estimates of the correlation function r(s) can be obtained (see caption for Figure 9 ). These estimates are fitted well by the expression and the desired integral scale,
can now be calculated, once and for all, for any point on the ice sheet. For practical use I calculated N eff at every ice sheet point of the 6-km grid used earlier, finding a range from 4.3 to 10.4. The average, N eff = 5.2, is the best estimate of the effective sample size, and our tentative estimate of the standard error of C can be reduced by 1/ ffiffiffiffiffiffiffi ffi N eff p % 0.44. It becomes 11.4 kg m À2 yr
, or about 4%.
Discussion
[43] An alternative to the error model of this study is cross validation, which involves interpolatingĉ at each measurement point without using the measurement at that point, and comparing these interpolates with the observations. It is an attractive approach because it is directly tied to the data. On the other hand, it yields estimates of uncertainty only at the O(10 2 ) sample points, not at each of the O(10 5 ) points of the interpolation grid. A cross-validation exercise showed that the interpolates are unbiased but quite Figure 9 . Sample correlations between paired time series of c with at least 5 years in common, as a function of their separation s (crosses). The curve shows the correlation r(s) estimated by iterative solution for the frequency distribution of sample correlations, using the observed average sample size and correlation within each interval on the s axis (triangles) [Cogley, 1999] . The curve is a fit of equation (11) to the triangles (excluding the rightmost). , but this was obtained with, rather than without, the measurement information at the measurement points. The equivalent for this study is 44 kg m À2 yr
À1
. These figures are more pessimistic than that of the interpolation algorithm itself, but they are mixtures of the errors in the observations and the performance errors of the algorithm. The algorithm interprets the observational errors as noise and does its best to smooth away the noise, but it is an imperfect algorithm and introduces mistakes of its own. It is not clear how to separate these components.
[44] Every interpolation algorithm has tunable parameters, either explicit or implicit. In the present algorithm the tunable parameters are the search radius, the default polynomial order and the singular-value tolerance e. I have done only enough exploration of the tuning space to show that the adopted choices, which are not independent of each other, are plausible. For example, search radii smaller than 400 km make it harder to interpolateĉ at points which are far from measurement locations, while greater radii bring rapid increases in smoothness and losses of realism. When k max is reduced to 2 the standard error of C decreases to 9.7 kg m À2 yr À1 , but the cross-validation performance is somewhat worse and the resulting map is noticeably less persuasive. When e is reduced to 10 À7 , the number of retained singular values increases substantially, but at the adopted e = 10 À5 estimates of C show no sensitivity at all to k max when it exceeds 3. Figure 7 hints at this, for it suggests that at the 400-km scale there are only simple spatial structures which can be captured easily by cubic or even quadratic polynomials in x. More explicitly, the number of retained singular values, and therefore the number of linearly independent polynomial parameters [Press et al., 1992] , never exceeds 10 and is only 8 or 9 at more than half of the interpolation points.
[45] This result calls for comment. It answers the objection that the algorithm might, by using polynomials of too high order, be fitting a surface to the measurement errors. Note, however, that the smoothness seen (or in places not seen) in Figure 7 is only indirectly an outcome of the polynomial fitting exercise. Figure 7 is based on as many different polynomials as there are 6-km grid cells, one parameter having been taken from each polynomial at each cell.
[46] Figure 5 shows both that short predictor records (small n) are less valuable than long ones and that short predictand spans (small m) are more difficult to predict for. It is usually assumed that m should be as long as possible, but shorter predictand spans may also be of interest. The span m = 30 years was chosen here because it is that of climate normals; a span of 100 years yields an error, 11.2 kg m À2 yr
, which is almost the same. The span over which accumulation should be estimated for comparisons with other kinds of measurement is not obvious. For example, Rignot et al. [1997a Rignot et al. [ , 2001 presented radar interferometric measurements of ice discharge across grounding lines which are essentially instantaneous. Until the longer-term variability of discharge is better known, it would be prudent to use a smaller rather than a larger m in this context. For m = 1 year, the standard error of C increases from 11.4 kg m À2 yr À1 (for m = 30) to 15.9 kg m À2 yr À1 .
Applying the latter figure to the glaciers of Rignot et al. [1997a] , their accumulation, 57 km 3 yr
, has an error of 10%, the same as that acknowledged by Rignot et al. [1997b] but twice that assumed by Rignot et al. [2001] .
Concluding Remarks
[47] To put the results obtained here in perspective, a figure of ±0.1 mm yr À1 of equivalent change in sea level, with 95% confidence so as to compel the attention of policymakers, might be considered reasonable for the documentation of uncertainty in mass balance. This is equivalent to a standard error of 10 kg m À2 yr À1 for the mass balance of the Greenland Ice Sheet, implying a need for something like a twofold reduction in the uncertainty of accumulation if the other components, surface ablation and discharge across the grounding line, can be determined with equal accuracy. The same sea level-derived figure for balance uncertainty requires an error no larger than 3 kg m À2 yr À1 for the Antarctic Ice Sheet, which therefore offers a greater challenge than Greenland.
[48] One way to reduce uncertainty in Greenland would be to measure the winter balance directly for several years at several places in the ablation zone. I invented 13 bogus ablation zone stations, and assigned to each an accumulation from Figure 7 plus a normally distributed random perturbation to simulate the span-related error for n = 5 years of measurements. (Note that this is a ''no-surprises'' assumption.) The bogus stations reduced regional errors markedly, but the error of C only to 10.1 kg m À2 yr
À1
. Thus a substantial increase of effort in the field, which may be financially unrealistic, would not solve the problem alone. The goal of halving the uncertainty is only likely to be met by a concerted effort involving altimetry, microwave remote sensing [Winebrenner et al., 2001; Munk et al., 2003 ] and other techniques.
[49] The work reported here offers a rational frame within which to handle uncertainty in spatially and temporally varying data on ice sheet accumulation, but it also offers scope for improvement. Three problems stand out. The treatment of the spatial variation of temporal variability, represented by a constant coefficient of variation v, is unrealistically simple, and a better understanding is needed of the geography of v. The spatial interpolation algorithm is a significant advance in its ability to yield formal errors, but it remains as readily tunable as other algorithms; variability due to tuning is not ''error'', but how to constrain it more rigorously remains an open question. Finally, the error bars offered here need to be converted to true confidence intervals, which is likely to require Monte Carlo modeling of the spatiotemporal variation of accumulation.
