We illustrate by way of simple examples the usefulness and instructiveness of the approximation x + y ::::: max (x, y)
(1)
We will see that this approximation can be useful both ways, i.e. either the left hand or right hand side can be approximated by the other.
For instance, consider the frequency res onse JI' w = I/J1 + w2/w~.
Employing equation (1), we obtain IJI'I::::: II max (1, w2/w~) = min (1, wolw) .
The components of the last expression correspond to the asymptotes of IJl'1 on a Bode plot (a log-log plot of JI' vs. w). Over the greater part of the range of t» (for which either w» W o or w« W o is satisfied), the approximation is a good one. In the worst case, when co = wo, the error is 3 dB.
Electrical engineering and physical science abound with quantities which vary over several orders of magnitude. It is usually more meaningful to represent such quantities on logarithmic, rather than linear scales, and compare them by looking at their ratios, rather than their differences. Whereas we would say that person A is 10 em taller than person B, we say that copper conducts electricity 10 times better than lead.
Often in the course of analyzing a physics or engineering problem, the algebra -though conceptually elementary -quickly becomes quite involved, such that an analytical solution is not possible, or is so complicated that its interpretation is difficult. Students are often tempted to carry out the analysis numerically, at the loss of much transparency, understanding and flexibility. In cases where an error by a factor of the order of unity is acceptable, the use of certain approximations can enable a simple analytic solution. Even when greater accuracy is needed, it is still desirable to have an analytic expression which we can use to gain insight into a more exact numerical solution.
As an example, consider the equation y = ay1l2 + b where all quantities are positive. Although an analytic solution is possible (y = (a + Ja 2 + 4W14), it is much simpler to use equation (1) for the right hand side to obtain y::::: max (ayl/2, b), which can be solved as" y::::: max (a 2, b), which can then be expressed as y = a 2 + b, again by using equation (1). Since equation (1) is used -This step is exact, i.e. y =max (ayl/2, b) has the solution y =max (tr, b) . once forwards and once backwards, we are assured that the error is bounded by a factor not exceeding 2, but probably smaller. (For this particular example, the error can be shown to be bound by 4/3 for all values of a and b.)
As another example, assume that r is governed by the equation r = aN m + .jbN1/m/r, where again all quantities are positive. We desire to minimize the growth rate of r as a function of N by choice of m and find the resulting expression for r. Let us write t~max (aN m , (bN I/m/ r)1/2), which can be solved as·· r~max (aN m , b l / 3 N I / 3m). After substitution of the optimal value of m and going back to the summation form, we find r~(a + b l / 3)NI /.f3. Let us now solve the problem of finding the minimum value of f(
is monotonically increasing and g2(X) is monotonically
The minimum value of f(x) will be determined by this method within a factor of 2, however it should be noted that the value of Xo minimizing f(x) found in the process may be less accurate.
A geometrical interpretation of equation (I) is possible by referring to a right angled triangle with sides a, band .ja 2 + b 2 , the latter which can be approximated as~.jmax (a 2 , b 2 ) = max (a, b) . Until now we have illustrated cases where it is beneficial to approximate x + Y as max (x, y). Now we give a few examples of the opposite case. The maximum function arises naturally in engineering problems where the greatest of several causes limits the value of a particular parameter. For instance, the total time it takes to manufacture a certain product with two components is equal to the maximum of the times it takes to manufacture each (perhaps plus the time it takes to assemble them together), assuming the components are worked on simultaneously.
Say that we desire to integrate max (f(x), g(x)) over a specified interval. We may approximate
ThUS the maximum function can be taken out of the integral by incurring an error of at most a factor of 2.
As a more complicated example, we consider the solution of the recursion function with a summation we obtain L/~a/ + b, + L I -1 • Now, assume that L I -1 is known from the previous iteration with an error bound by a factor of 2. Since a, + b, equals max (a;, b l ) within a factor of 2 and since any linear combination of terms with errors bound by a certain factor is also in error by at most that factor, L I is given by this expression within a factor of 2. That is, the error does not accumulate with each iteration and is always bound by a factor of 2. Thus we find the solution as L N~A + B + L o~m ax (A, B) 
It is possible to extend the method described in this paper to sums involving three (or more) terms, but the error in this case will be bound by a factor of 3. Also, if the minimum, rather than maximum function is involved, it is possible to employ the expression min (x, y)~l/(l/x + l/y) for x, y> 0, although this approximation is found to be not as useful as that for the maximum function.
In We discuss the approximation max (x, y)~x + y for x, y > 0, which is found to be useful in obtaining simple and transparent approximate solutions and interpretations for analytically complicated problems. Aproximando sumas por nuiximos y viceversa Se discute la aproximaci6n max (x, y)~x + y para x, y > 0, la cual resulta util en la obtenci6n de interpolaciones y soluciones simples y transparentes para problemas analiticos complejos.
