Abstract. Inclusive multi-jet production is studied using the ATLAS detector for protonproton collisions with a center-of-mass energy of 7 TeV. The data sample corresponds to an integrated luminosity of 2.4 pb −1 , using the first proton-proton data collected by the ATLAS detector in 2010. Results on multi-jet cross sections are presented and compared to both leadingorder plus parton-shower Monte Carlo predictions and next-to-leading-order QCD calculations.
Theoretical Predictions
Measurements are compared to pQCD calculations at leading order and next-to-leading order. The different predictions are all normalized to the measured inclusive two-jet cross section and then used for shape comparisons.
For the leading-order analysis, ALPGEN [9] is used to generate events with up to six partons in the final state using the leading-order set of proton PDFs CTEQ6L1 [10] . ALPGEN is interfaced to HERWIG/JIMMY [12, 13] or PYTHIA [11] Monte Carlo generators in order to sum leading logarithms to all orders in the parton-shower approximation and to include nonperturbative effects such as hadronization and the underlying event. This was done by evaluating the ratio of the cross-section with and without hadronisation and underlying event simulation using different leading-logarithmic parton-shower Monte Carlo programs and then multiplying the NLO theory distributions by this correcting factor.
SHERPA [14] with its default parameters and renormalization scale scheme from version 1.2.3 is also used to generate events with up to six partons in the final state. This provides an independent matrix-element calculation with a different matching scheme between the matrix element and the parton shower.
The PYTHIA 6.421 [15] event generator is also compared to the data to study the limitations of leading-order 2 → 2 matrix-element calculations. This generator implements a leading-order matrix-element calculation for 2 → 2 processes, p T -ordered parton showers, an underlying-event model for multiple-parton interactions and the Lund string model for hadronization.
For the purpose of understanding detector effects, the particles generated in the leadingorder Monte Carlo generators are passed through a full simulation of the ATLAS detector and trigger [16] based on GEANT4 [17] . Additional proton-proton collisions are added to the hard scatter in the simulation process to reproduce realistic LHC running conditions. Events and jets are selected using the same criteria in data and Monte Carlo simulations.
For the next-to-leading-order pQCD study, the calculation implemented in NLOJet++ [18] is used. The renormalization and factorization scales are varied independently by a factor of two in order to estimate the impact of higher order terms not included in the calculation. An additional requirement that the ratio of the renormalization and factorization scales did not differ by more than a factor of two was imposed.
The NLOJet++ program implements only a matrix-element calculation, lacking a partonshower interface. Therefore, it does not account for non-perturbative effects such as the hadronization and underlying event. To compare to particle-level measurements, a correction factor is applied which takes the next-to-leading-order pQCD calculations to the particle level.
Jet Reconstruction and Calibration
Jets are reconstructed at the electromagnetic scale using the anti-k t algorithm. The input objects to the jet algorithm are three-dimensional topological clusters [19] built from calorimeter cells. The four-momentum of the uncalibrated, EM-scale jet is defined as the sum of the four-momenta of its constituent calorimeter energy clusters. Additional energy due to multiple proton-proton interactions within the same bunch crossing (pile-up) is subtracted by applying a correction derived using minimum bias data. The energy and the position of the jet are corrected for instrumental effects such as dead material and non-compensation. This jet energy scale (JES) correction is calculated using isolated jets in the Monte Carlo simulation as a function of the transverse momentum and pseudorapidity of the reconstructed jet [20] .
6. Offline Selection 6.1. Trigger A set of ATLAS first level (level-1) multi-jet triggers is used to select events for the analysis. Multi-jet triggers require several jets reconstructed with a level-1 sliding window algorithm. All multi-jet triggers are symmetric, meaning that each trigger had one particular energy threshold that applied equally to all jets in an event. Only two-jet and three-jet triggers were needed for the analysis.
The trigger efficiencies have been calculated using a bootstrap technique in data as well in Monte Carlo simulated events. Figure 1 shows the efficiency for the third leading jet to fire the three-jet trigger as a function of the reconstructed jet p T for jets of R = 0.4. The trigger becomes fully efficient when at least one jet with offline p T > 60 GeV is found in the fired event.
The event-level efficiency as a function of the closest distance between two selected R = 0.4 offline jets for events selected using the three-jet trigger is also shown in Figure 2 , to probe possible topological dependences in the trigger. A dependence at low ∆R is observed, where ∆R = ∆φ 2 + ∆y 2 represents the minimum separation between selected jets in the event. The dependence on ∆R is well described by the Monte Carlo simulation. Such an inefficiency due to the nearby jet activity is taken into account in the data correction (Section 7). However, this effect is not observed in the analysis of jets reconstructed using the anti-k t algorithm with resolution parameter R = 0.6. All events falling in the three-jet inclusive multiplicity bin or higher are selected using the three-jet trigger with a jet threshold of 10 GeV on the level-1 jet objects. In order to select events in the two-jet inclusive multiplicity bin, several two-jet triggers were used. Three twojet triggers with symmetric transverse energy thresholds of 10, 15 and 30 GeV were combined independently, weighted by the luminosity associated with each trigger. More specifically, the three triggers with thresholds of 10, 15 and 30 GeV covered the ranges of second leading jet p T of 60-80 GeV, 80-110 GeV and greater than 110 GeV, respectively.
Event Selection
To reject events due to cosmic-ray muons and other non-collision backgrounds, events are required to have at least one primary vertex that is consistent with the beam spot position and that has at least five tracks associated to it. The efficiency for collision events to pass these vertex requirements, as measured in a sample of events passing all selections of this analysis, is well over 99%.
Jet Selection Criteria
Jets considered in the analysis are selected using the following kinematic and data quality selection criteria:
(i) An event must contain at least one jet with |y| ≤ 2.8 and a p T greater than or equal to 80 GeV. (ii) Jets are required to have |y| ≤ 2.8 and p T ≥ 60 GeV in order to be counted (iii) Jets are only accepted if at least 70% of the total p T of the associated charged tracks comes from the event vertex. Overall, this cut reduces the two-jet cross section by 0.4%, and its effect increases with jet multiplicity. The cut reduces the six-jet cross section by 3.4%. All observables show a negligible dependence on the number of reconstructed primary vertices when this cut is applied. Jets with no charged particle content are accepted. (iv) Only events with a minimum of two selected jets are used in the analysis.
For a total integrated luminosity of 2.4 pb −1 , approximately 500,000 multi-jet events survived the selection cuts.
Data Correction
A correction is needed to compare the measurements to theoretical predictions. The correction, which accounts for trigger inefficiencies, detector resolutions and other detector effects that affect the jet counting, is performed in a single step using a bin-by-bin unfolding method calculated from Monte Carlo simulations. For each measured distribution, the corresponding Monte Carlo simulation cross section using truth jets, as defined in Section 5, is evaluated in the relevant bins, along with the equivalent distributions obtained after the application of detector simulation and analysis cuts. The ratio of the true to the simulated distributions provides the multiplicative correction factor (unfolding factor) to be applied to the measured distributions.
Uncertainty on the Jet Energy Scale
The uncertainty in the jet energy scale is the dominant systematic uncertainty for most of the measurements performed in analysis. The rather steeply falling cross sections as a function of jet p T implies that even a relatively small uncertainty in the determination of the jet p T translates into a substantial change in the cross sections as events migrate up or down the steeply falling curve.
The standard jet energy scale (JES) uncertainty in ATLAS [21] has been calculated using jets from a dijet sample without near-by activity in the calorimeter. The JES uncertainty in the central calorimeter region (η < 0.8) is lower than 2.5% for jets with transverse momentum 60 < p T < 800 GeV, and less than 4.6% for the full p T -range p T > 20 GeV. In the endcap (0.8 < |η| < 2.8) and forward (2.8 < |η| < 4.5) regions, the uncertainty for jets with p T > 50 GeV is below 4% and 6% respectively.
For a multi-jet analysis, a set of additional systematic uncertainties are considered. The uncertainties arise from the different calorimeter response to jets of different flavors as well as effects that are sensitive to the available phase space for multi-jet events. These different effects are taken into account in the overall uncertainty of the JES. Figure 3 shows the results for the cross section as a function of the inclusive jet multiplicity. The data are compared to leading-order Monte Carlo simulations (ALPGEN+HERWIG with AUET1 tune, ALPGEN+PYTHIA tuned with MC09 , PYTHIA with AMBT1 tune and SHERPA with its default settings) normalized to the measured inclusive two-jet cross section. The measurement systematics are dominated by the jet energy scale uncertainty and range from 10-20% at low multiplicities to almost 30-40% at high multiplicities. The Monte Carlo simulation predictions fall on the measured results across the full inclusive multiplicity spectrum.
Results
A study that reduces significantly the impact of systematic uncertainties is the ratio of the n-jet to (n − 1)-jet cross section as a function of multiplicity. Figure 4 shows the results for such a study. Both the unfolding and the jet energy scale uncertainties contribute comparably to the total systematic uncertainty, whereas the statistical uncertainties are smaller than the systematic uncertainties, and negligible in most bins. All Monte Carlo simulations agree well with the data, yet there is a noticeable spread in their predictions. Differences at the level of 15% are observed between PYTHIA AMBT1 and ALPGEN+PYTHIA MC09 [22] ATLAS tunes in the first bin. These differences most likely arise from the difference between the ME+PS and the pure parton-shower Monte Carlo simulations. The differential cross section for multi-jet events as a function of the jet p T is useful for characterizing the kinematic features. Figures 5-6 present the p T -dependent differential cross sections for the leading and second leading jet in multi-jet events. The systematic uncertainty in the measurement is 10-20% across p T and increasing up to 30% for the fourth leading jet differential cross section. The jet energy scale systematic uncertainty remains the dominant uncertainty in the measurement. All Monte Carlo simulations agree reasonably well with the data. The PYTHIA AMBT1 Monte Carlo simulation predicts a somewhat steeper slope, compared to the data, as a function of the leading jet p T and of the second leading jet p T . The effect is most noticeable in the highest p T range.
NLO pQCD calculations of the three-to-two-jet cross section ratio were performed as a function of the sum of the p T of the two leading jets, H (2) T . The NLO pQCD calculation for the ratio as a function of this specific observable was found to give the smallest theoretical scale uncertainty and is, therefore, most sensitive to input parameters such as the α S fit. Figure 7 shows a comparison of the measurement to NLO pQCD calculations with the MSTW 2008 NLO PDF [23] set for R = 0.6 jets. Scale uncertainties of the NLO pQCD calculations are found to be larger for jets with R = 0.4 than with R = 0.6 [2] . The theoretical uncertainty of the NLO pQCD calculations is comparable to the measurement uncertainties of data. A comparison of the same measurement to leading-order Monte Carlo simulations is given in Figure 8 showing a very good agreement. 
Conclusions
A first dedicated study of multi-jet events has been performed using the ATLAS detector at a center-of-mass energy of 7 TeV with an integrated luminosity of 2.4 pb −1 [2] .
For events containing two or more jets, good agreement is found between data and leadingorder Monte Carlo simulations with parton-shower tunes that describe adequately the ATLAS √ s = 7 TeV underlying-event data. All models reproduce the main features of the multi-jet data. ALPGEN, which contains higher multiplicity tree-level matrix elements matched to parton showers, generally describes the shapes well, whether the HERWIG or PYTHIA parton showers are used. Similarly, SHERPA describes the data well. However, PYTHIA, which contains a 2 → 2 leading-order matrix element augmented by parton showers, shows only a marginal agreement with the data.
A measurement of the three-to-two-jet cross section ratio as a function of the the sum of the two leading jet p T s has also been performed and is described by ALPGEN, SHERPA and a NLO pQCD calculation. Comparisons with NLO pQCD calculations may be useful for constraining parameters, such as parton distribution functions or the value of the strong coupling constant, α S , given that the systematic uncertainties from the measurement are comparable to the theoretical uncertainties.
