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EXPLICIT PROPER p-HARMONIC FUNCTIONS
ON THE RIEMANNIAN SYMMETRIC SPACES
SU(n)/SO(n), Sp(n)/U(n), SO(2n)/U(n), SU(2n)/Sp(n)
SIGMUNDUR GUDMUNDSSON, ANNA SIFFERT, AND MARKO SOBAK
Abstract. In this work we construct explicit complex-valued p-harmonic
functions on the compact Riemannian symmetric spaces SU(n)/SO(n),
Sp(n)/U(n), SO(2n)/U(n), SU(2n)/Sp(n). We also describe how the
same can be manufactured on their non-compact symmetric dual spaces.
1. Introduction
The main objects for this study are the p-harmonic functions φ : (M,g)→
C on Riemannian manifolds. These are solutions to the p-harmonic equation
τp(φ) = 0,
where τ denotes the Laplace-Beltrami operator onM . Since each p-harmonic
function is trivially r-harmonic for any r ≥ p, we are interested the lowest
such value.
The study of p-harmonic functions on Riemannian manifolds has invoked
the interest of mathematicians and physicists for nearly two centuries. Ap-
plications within physics can for example be found in continuum mechanics,
elasticity theory, as well as two-dimensional hydrodynamics problems in-
volving Stokes flows of incompressible Newtonian fluids.
Until just a few years ago, with only very few exceptions, the domains of
all known explicit proper p-harmonic functions have been either surfaces or
open subsets of flat Euclidean space. The recent development has changed
this situation and can be traced at the regularly updated online bibliography
[1], maintained by the first author.
In their work [4], Gudmundsson and Sobak develop a general method
for constructing proper p-harmonic functions using eigenfunctions on the
domain manifold M . These are functions φ : (M,g) → C such that there
exist constants λ, µ ∈ C, not both zero, with
τ(φ) = λ · φ and κ(φ, φ) = µ · φ2,
where κ denotes the complex bilinear conformality operator defined by
κ(φ,ψ) = g(grad φ, gradψ).
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U/K Eigenfunction λ µ Conditions
SU(n)/SO(n) trace(ztAz) − 2(n
2+n−2)
n
− 4(n−1)
n
A = aat for a ∈ Cn
Sp(n)/U(n) trace(qtAq) −2(n+ 1) −2 A = aat for a ∈ C2n
SO(2n)/U(n) trace(xtAxJn) −2(n− 1) −1
A=a1Yrs+a2Yrq+a3Ysq
1≤r<s<q≤2n, a∈C3 isotropic
SU(2n)/Sp(n) trace(ztAzJn) −
2(2n2−n−1)
n
− 2(n−1)
n
A=a1Yrs+a2Yrq+a3Ysq
1≤r<s<q≤2n, a∈C3
Table 1.1. Eigenfunctions on the compact symmetric spaces.
More explicitly, they show that if φ is an eigenfunction on M , then the
function
Φp : x 7→


c1 · log(φ(x))
p−1, if µ = 0, λ 6= 0
c1 · log(φ(x))
2p−1 + c2 · log(φ(x))2p−2, if µ 6= 0, λ = µ
c1 · φ(x)
1−λ
µ log(φ(x))p−1 + c2 · log(φ(x))p−1, if µ 6= 0, λ 6= µ
is proper p-harmonic on an appropriate open subdomain ofM . Even though
this method of construction seems simple at first glance, it certainly comes
at a cost - it relies on the existence of eigenfunctions, which are not easy
to find in general. In fact, it is usually not difficult to spot functions which
are eigen with respect to the Laplace-Beltrami operator due to its linearity,
but finding functions which are also eigen with respect to the conformality
operator can be quite a daunting task.
In this paper, we consider the compact symmetric spaces
SU(n)/SO(n), Sp(n)/U(n), SO(2n)/U(n), SU(2n)/Sp(n),
as well as their non-compact duals
SLn(R)/SO(n), Sp(n,R)/U(n), SO
∗(2n)/U(n), SU∗(2n)/Sp(n).
Eigenfunctions on the dividend group G are already known for all of the
above mentioned cases, see e.g. [3] or [4]. However, the issue with the known
eigenfunctions is that they are not invariant under the action of the divi-
sor group K, and hence do not induce eigenfunctions on the corresponding
quotient space G/K. The K-invariance condition adds an additional degree
of difficulty to the problem of finding eigenfunctions. Our aim is therefore
to construct new examples of eigenfunctions which are indeed K-invariant,
hence induce proper p-harmonic functions on the quotient spaces G/K via
the method presented above. We summarize our results for the compact
spaces in Table 1.1. Note that these constructions are sufficient, since the
general duality principle developed in [5] automatically yields examples of
eigenfunctions on the non-compact duals as well.
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Organisation: In Section 2 we give a general description of p-harmonic
functions in the setting of Riemannian symmetric spaces and state a useful
duality principle for those. In Section 3 we discuss the necessary details for
the Lie groups, relevant to this study. In Sections 4 and 5, we prove our
main results, which are displayed in Table 1.1.
2. p-Harmonic Functions on Symmetric Spaces
Let (M,g) be a Riemannian symmetric space of non-compact type, G
be the connected component of the isometry group containing the neutral
element and K be the maximal compact subgroup. For the Lie algebra g of
G, we have the Cartan decomposition g = k⊕m, where k is the Lie algebra
of K and m its orthogonal complement with respect to the Ad(K)-invariant
metric on G induced by its Killing form. Let φ : U → C be a locally defined
real analytic function and φˆ = φ◦pi : G→ C be the K-invariant composition
of φ with the natural projection pi : G→ G/K. Then the Laplace-Beltrami
operator τˆ and the conformality operator κˆ on G satisfy
τˆ(φˆ) =
∑
Z∈m
(
Z2(φˆ)−∇ZZ(φˆ)
)
, κˆ(φˆ, φˆ) =
∑
Z∈m
Z(fˆ)2.
We observe that
τ(φ) = τ(φˆ ◦ pi) = dφˆ(τ(pi)) ◦ pi + trace∇dφˆ(dpi, dpi) ◦ pi = τ(φˆ) ◦ pi,
where the equalities follow from the facts that pi is harmonic and the restric-
tion of dpi to the orthogonal complement of its kernel is an isometry onto
the tangent space of G/K at the corresponding point. The latter fact also
implies that
κ(φ, φ) = κ(φˆ, φˆ) ◦ pi.
This shows that aK-invariant eigenfunction φˆ on G induces an eigenfunction
φ on the quotient space G/K with exactly the same eigenvalues.
We now extend the real analytic φˆ to a holomorphic function φˆ∗ :W ∗ → C
locally defined on the complexification GC of G. The complex Lie group
GC contains the compact subgroup U with Lie algebra u = k ⊕ im. Let
φˆ∗ : W ∗ ∩U → C be the K-invariant restriction of φˆ∗ to W ∗ ∩U . Then this
induces a function φ∗ : pi∗(W ∗ ∩ U) → C defined locally on the symmetric
space U/K which is the compact companion of G/K. Here pi∗ : U → U/K is
the corresponding natural projection. Then the Laplace-Beltrami operator
τˆ∗ and the conformality operator κˆ∗ on U satisfy
τˆ(φˆ∗) =
∑
Z∈ im
(
Z2(φˆ∗)−∇ZZ(fˆ
∗)
)
= −
∑
Z∈m
(
Z2(fˆ∗)−∇ZZ(fˆ
∗)
)
and
κˆ∗(fˆ∗, fˆ∗) =
∑
Z∈ im
Z(fˆ∗)2 = −
∑
Z∈m
Z(fˆ∗)2.
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For p-harmonic function on symmetric spaces we have the following du-
ality principle. This was first introduced for harmonic morphisms in [5] and
then developed further for our situation in [2].
Theorem 2.1. A complex-valued function f :W → C is proper p-harmonic
if and only if its dual f∗ : W ∗ → C is proper p-harmonic.
Proof. For a proof of this result we recommend Section 8 of [2]. 
Remark 2.2. It should be noted that if φ : G/K → C is an eigenfunction
on the non-compact symmetric space G/K, such that
τ(φ) = λ · φ and κ(φ, φ) = µ · φ2,
then its dual function φ∗ : U/K → C, on the compact U/K, fulfills
τ(φ) = −λ · φ and κ(φ, φ) = −µ · φ2.
3. The Relevant Lie Groups
Let us first recall the definitions of the classical Lie groups relevant for
this study. We refer the interested reader to the standard work [6] which
goes far beyond our presentation.
We denote the n × n identity matrix by In and the standard complex
structure on R2n by
Jn =
[
0 In
−In 0
]
.
Furthermore, for 1 ≤ r, s ≤ n, we denote by Ers the n × n matrix with
components (Ers)αβ = δrαδsβ, and we further define
Xrs =
1√
2
(Ers + Esr), Yrs =
1√
2
(Ers − Esr), Dr = Err.
If F is either the field of the real numbers R or that of the complex C,
then the general linear group GLn(F) is defined as the set of all invertible
matrices x ∈ Fn×n and the special linear group SLn(F) is the subgroup of
matrices in GLn(F) whose determinant is 1. The compact orthogonal and
unitary groups are given by
O(n) = {x ∈ GLn(R) | x · x
t = In},
U(n) = {z ∈ GLn(C) | z · z
∗ = In},
and their special counterparts are obtained by intersecting with the corre-
sponding special linear groups, so that
SO(n) = O(n) ∩ SLn(R),
SU(n) = U(n) ∩ SLn(C).
The quaternionic unitary group Sp(n) is defined as the intersection of the
standard embedding
GLn(H) ∋ z + jw 7→ q =
[
z w
−w¯ z¯
]
∈GL2n(C)
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and the unitary group U(2n). Some further interpretations are needed in
order to understand the definitions of the relevant quotient spaces:
(1) SO(n) is a subgroup of SU(n), so the quotient space SU(n)/SO(n)
is naturally defined.
(2) U(n) can be embedded into Sp(n), via the map
x+ iy 7→
[
x y
−y x
]
, (3.1)
as shown by a simple calculation. Hence, we can view U(n) as a sub-
group of Sp(n) and thus consider the quotient space Sp(n)/U(n).
(3) U(n) can also be embedded into SO(2n) via the mapping (3.1).
Indeed, the identity
|det(x+ iy)|2 = det
[
x y
−y x
]
,
together with a simple calculation, shows that the image is con-
tained in SO(2n). Via this embedding, U(n) becomes a subgroup of
SO(2n), allowing us to consider the quotient space SO(2n)/U(n).
(4) Sp(n) is by definition a subgroup of U(2n), and it can be shown
that the elements of Sp(n) have unit determinant, so the quotient
space SU(2n)/Sp(n) is well-defined.
Using the standard left-invariant Riemannian metric on GLn(C), induced
by the inner product
g(Z,W ) = Re trace(ZW ∗)
on the Lie algebra gln(C), we obtain the induced Riemannian metric on
every Lie subgroup G of GLn(C).
Let us now consider the standard complex linear representations of the
compact Lie groups SO(n), SU(n) and Sp(n). According to the Peter-
Weyl theorem their matrix coefficients are all eigenfunctions of the Laplace-
Beltrami operator with the same eigenvalue in each case. For obvious reasons
we are also interested in how they behave with respect to the correspond-
ing comformality operator. For the special orthogonal group SO(n) these
matrix coefficients are the coordinate functions xjα : SO(n)→ R satisfying
x =


x11 · · · x1n
...
. . .
...
xn1 · · · xnn

 7→ xjα.
For the standard irreducible representations of SO(n), SU(n) and Sp(n)
we have the following:
6 SIGMUNDUR GUDMUNDSSON, ANNA SIFFERT, AND MARKO SOBAK
(i) For 1 ≤ j, α, k, β ≤ n, the matrix coefficients xjα : SO(n) → R
satisfy
τ(xjα) = −
n− 1
2
· xjα,
κ(xjα, xkβ) = −
1
2
· (xjβxkα − δjkδαβ), (3.2)
Here we refer to Lemma 4.1 of [3].
(ii) For 1 ≤ j, α, k, β ≤ n, the matrix coefficients zjα : SU(n) → C
satisfy
τ(zjα) = −
n2 − 1
n
· zjα,
κ(zjα, zkβ) = −zjβzkα +
1
n
· zjα zkβ, (3.3)
This can be proven by utilising Lemma 5.1 of [3] and a simple idea
explained at the end of Section 4 in [4].
(iii) For 1 ≤ j, α, k, β ≤ 2n, the matrix coefficients qjα : Sp(n) → C
satisfy
τ(qjα) = −
2n+ 1
2
· qjα,
κ(qjα, qkβ) = −
1
2
· qjβqkα +
1
2
(Jn)jk(Jn)αβ . (3.4)
These two identities form an improved version of Lemma 6.1 in [2].
We present a proof of these formulae in Appendix A.
4. Eigenfunctions on SU(n)/SO(n) and Sp(n)/U(n)
The aim of this section is to prove the statements presented in Table 1.1
concerning the compact symmetric spaces SU(n)/SO(n) and Sp(n)/U(n).
First, consider the map Φ : SU(n)→ SU(n) defined by
Φ(z) = z · zt.
Note that this map is SO(n)-invariant, so that for any f : SU(n) → C,
the composition φ = f ◦ Φ induces a function on the compact symmetric
quotient space SU(n)/SO(n). As already indicated in Table 1.1, we will
consider the case when f is linear i.e. when
f(z) =
∑
jα
Ajαzjα = trace(Az)
for some symmetric matrix A ∈ Cn×n. Note that the symmetry condition on
A can be assumed, without loss of generality, since Φ(z) itself is symmetric
and the product of a skew-symmetric and a symmetric matrix is traceless.
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Proposition 4.1. Let the complex symmetric matrix A be given by A =
aat for some non-zero element a ∈ Cn. Further consider the function φ :
SU(n)→ C with
φ(z) = trace(AΦ(z)) = trace(ztAz) =
∑
j,α
aj aαΦjα(z).
Then φ is an SO(n)-invariant eigenfunction on SU(n) satisfying
τ(φ) = −
2(n2 + n− 2)
n
· φ and κ(φ, φ) = −
4(n− 1)
n
· φ2.
Proof. Observe that we can write
Φjα(z) =
n∑
r=1
zjrzαr.
Then we see from equations (3.3) that
τ(Φjα) =
n∑
r=1
τ(zjrzαr)
=
n∑
r=1
(τ(zjr)zαr + 2 · κ(zjr, zαr) + zjrτ(zαr))
= −
n∑
r=1
(
n2 − 1
n
+ 2
(
1−
1
n
)
+
n2 − 1
n
)
zjrzαr
= −
2(n2 + n− 2)
n
· Φjα.
The formula for τ(φ) thus follows immediately since τ is linear.
As for the conformality operator, we have
κ(Φjα,Φkβ) =
n∑
r,s=1
κ(zjrzαr, zkszβs)
=
n∑
r,s=1
(
zαrzβsκ(zjr, zks) + zαrzksκ(zjr, zβs)
+zjrzβsκ(zαr, zks) + zjrzksκ(zαr, zβs)
)
=
n∑
r,s=1
(
−zαrzβszjszkr +
1
n
· zαrzβszjrzks
−zαrzkszjszβr +
1
n
· zαrzkszjrzβs
−zjrzβszαszkr +
1
n
· zjrzβszαrzks
−zjrzkszαszβr +
1
n
· zjrzkszαszβr
)
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= −2 · ΦjβΦkα − 2 · ΦjkΦαβ +
4
n
· ΦjαΦkβ,
and thus by bilinearity
κ(φ, φ) =
∑
j,α,k,β
aj aα ak aβ · κ(Φjα,Φkβ)
= −2

∑
j,β
aj aβ · Φjβ



∑
k,α
ak aα · Φkα


−2

∑
j,k
aj ak · Φjk



∑
α,β
aα aβ · Φαβ


+
4
n

∑
j,α
aj aα · Φjα



∑
k,β
ak aβ · Φkβ


= −
4(n− 1)
n
· φ2,
as claimed. 
As for Sp(n)/U(n), the construction is quite similar but the proof requires
a minor modification. Here, we instead consider the U(n)-invariant map
Φ : Sp(n)→ Sp(n) given by
Φ(q) = q · qt,
and as before we take the trace of its product with a symmetric matrix.
Proposition 4.2. Let the complex symmetric matrix A be given by A = aat
for some non-zero element a ∈ C2n. Further consider the function φ :
Sp(n)→ C with
φ(q) = trace(AΦ(q)) = trace(qtAq) =
∑
j,α
aj aα Φjα(q).
Then φ is an U(n)-invariant eigenfunction on Sp(n) satisfying
τ(φ) = −2(n + 1) · φ and κ(φ, φ) = −2 · φ2.
Proof. Using similar techniques as in the proof of Proposition 4.1 together
with the fact that q · Jn · q
t = Jn for all q ∈ Sp(n), one first shows that
τ(Φjα) = −2(n+ 1) · Φjα,
κ(Φjα,Φkβ) = −(ΦkαΦjβ +ΦjkΦαβ) + (Jn)αk(Jn)jβ + (Jn)jk(Jn)αβ ,
for which it easily follows that
τ(φ) = −2(n+ 1) · φ
κ(φ, φ) = −2 · φ2 + 2 · (trace(AJn))
2 = −2 · φ2,
where the final equality follows since the product of a symmetric and a
skew-symmetric matrix is traceless. 
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5. Eigenfunctions on SO(2n)/U(n) and SU(2n)/Sp(n)
The aim of this section is to prove the statements presented in Table 1.1
concerning the compact symmetric space SO(2n)/U(n) and SU(2n)/Sp(n).
Firstly, consider the map Φ : SO(2n)→ SO(2n)
Φ(x) = x · Jn · x
t.
A simple calculation shows that this map is U(n)-invariant. As before, we
now wish to consider the function φ : SO(2n)→ C given by
φ(x) = trace(AΦ(x)) = trace(xtAxJn)
for some skew-symmetric matrix A ∈ C2n×2n. Note that in this case the
skew-symmetry conditition can be assumed without loss of generality, since
Φ(x) is skew-symmetric. To fix a convenient choice of the matrix A, we will
need the following elementary result, which can be proven by a simple case
analysis.
Lemma 5.1. Let Φ ∈ Cn×n be a skew-symmetric matrix and 1 ≤ j, α, k, β ≤
n. If any two of the indices j, α, k, β are equal, then
ΦjβΦkα +ΦjkΦαβ = ΦjαΦkβ.
Proposition 5.2. For a non-zero isotropic element a ∈ C3 and 1 ≤ r <
s < q ≤ 2n let A ∈ Cn×n be the skew-symmetric matrix
A = a1Yrs + a2Yrq + a3Ysq.
Define the function φ : SO(2n)→ C by
φ(x) = trace(AΦ(x)) = trace(xtAxJn) = −
∑
jα
AjαΦjα(x),
Then φ is a U(n)-invariant eigenfunction on SO(2n) satisfying
τ(φ) = −2(n− 1) · φ and κ(φ, φ) = −φ2.
Proof. Using (3.2), similar calculations as in the proof of Proposition 4.1
show that
τ(Φjα) = −2(n− 1) · Φjα
κ(Φjα,Φkβ) = −(ΦjβΦkα +ΦjkΦαβ)− (δkαδjβ − δjkδαβ),
where in the proof of the latter formula one also uses the fact that xxt = I2n
for all x ∈ SO(2n) in order to simplify the terms containing Kronecker
deltas.
The formula for τ(φ) is thus immediate by linearity. On the other hand
note that Ajα · Akβ is non-zero only if j, α, k, β ∈ {r, s, q}. In particular, at
least two indices must be equal. Thus, Lemma 5.1 gives
κ(φ, φ) =
∑
jαkβ
AjαAkβ κ(Φjα,Φkβ)
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= −
∑
jαkβ
AjαAkβ(ΦjβΦkα +ΦjkΦαβ)
−
∑
jαkβ
AjαAkβ(δkαδkβ − δjkδαβ)
= −
∑
jαkβ
AjαAkβ ΦjαΦkβ −
∑
jk
AjkAkj +
∑
jβ
AjβAjβ
= −

∑
jα
AjαΦjα



∑
kβ
AkβΦkβ

+ 4(a21 + a22 + a23)
= −φ2,
proving the assertions. 
Finally, the construction on the space SU(2n)/Sp(n) works in a simi-
lar manner, with even weaker assumptions. Here, we consider the Sp(n)-
invariant mapping Φ : SU(2n)→ SU(2n) given by
Φ(z) = z · Jn · z
t.
Proposition 5.3. For a non-zero element a ∈ C3 and 1 ≤ r < s < q ≤ 2n
let A ∈ Cn×n be the skew-symmetric matrix
A = a1Yrs + a2Yrq + a3Ysq.
Define the function φ : SU(2n)→ C by
φ(z) = trace(AΦ(z)) = trace(ztAzJn) = −
∑
jα
AjαΦjα(z).
Then φ is a U(n)-invariant eigenfunction on SO(2n) satisfying
τ(φ) = −
2(2n2 − n− 1)
n
· φ and κ(φ, φ) = −
2(n − 1)
n
· φ2.
Proof. The proof is similar as that of Proposition 5.2, where one instead
uses the identities (3.3). 
Remark 5.4. Note that, unlike in Proposition 5.2, the isotropy condition
on a is not required in this case. For the case of SO(2n)/U(n) one needs
the isotropy condition because of the final term in κ which appears as a
consequence of the Kronecker deltas from formula (3.2), whereas these deltas
do not appear in the formula (3.3) for the coordinate functions on SU(2n).
Appendix A. Coordinate functions on Sp(n)
The aim of this appendix is to show the following result.
Lemma A.1. Let qjα : Sp(n)→ C denote the standard coordinate functions
on Sp(n). Then
τ(qjα) = −
2n+ 1
2
· qjα,
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κ(qjα, qkβ) = −
1
2
· qkαqjβ +
1
2
(Jn)jk(Jn)αβ .
Here, we represent Sp(n) as the subgroup of the unitary group U(2n)
consisting of elements of the form
q =
[
z w
−w¯ z¯
]
.
Note therefore that
qjα =


zjα if 1 ≤ j, α ≤ n
wj,α−n if 1 ≤ j ≤ n and n+ 1 ≤ α ≤ 2n
−w¯j−n,α if n+ 1 ≤ j ≤ 2n and 1 ≤ α ≤ n
z¯j−n,α−n if n+ 1 ≤ j, α ≤ 2n.
Thus, if we take 1 ≤ j, k ≤ n, we see that (Jn)jk = 0, and we recover all
identities from Lemma 6.1 in [2]. The new insight here is that there is an
extra term when one mixes the coordinates and their conjugates in kappa.
For the proof of Lemma A.1, we will also need the following identities,
the proof of which can be found in Appendix A.1 of [7] (also stated without
proof in [3]):
∑
1≤r<s≤n
XrsEαβX
t
rs =
1
2
δαβIn + (−1)
δαβEβα,
∑
1≤r<s≤n
YrsEαβY
t
rs =
1
2
δαβIn −
1
2
Eβα, (A.1)
n∑
t=1
DtEαβD
t
t = δαβEβα.
Proof of Lemma A.1. The formula for τ follows from Lemma 6.1 in [2] by
complex linearity, so we only focus on the formula for κ. Let
B =
{
1√
2
[
Yrs 0
0 Yrs
]
, 1√
2
[
iXrs 0
0 −iXrs
]
, 1√
2
[
iDt 0
0 −iDt
]
,
1√
2
[
0 Xrs
−Xrs 0
]
, 1√
2
[
0 iXrs
iXrs 0
]
,
1√
2
[
0 Dt
−Dt 0
]
, 1√
2
[
0 iDt
iDt 0
]
|
1 ≤ r < s ≤ n,
1 ≤ t ≤ n
}
be the standard orthonormal basis for sp(n). Then
κ(qjα, qkβ) =
∑
Q∈B
(qQ)jα(qQ)kβ =
∑
Q∈B
(qQ)jα(Q
tqt)βk
=

q


∑
Q∈B
QEαβQ
t

 qt


jk
.
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Now to calculate the sum we consider four separate cases:
(1) 1 ≤ α, β ≤ n so that Eαβ =
[
Eαβ 0
0 0
]
(2) 1 ≤ α ≤ n and n+ 1 ≤ β ≤ 2n so that Eαβ =
[
0 Eα,β−n
0 0
]
(3) n+ 1 ≤ α ≤ 2n and 1 ≤ β ≤ n so that Eαβ =
[
0 0
Eα−n,β 0
]
(4) 1 ≤ α, β ≤ n so that Eαβ =
[
0 0
0 Eα−n,β−n
]
Here, we abuse notation slightly by letting Eαβ denote both its 2n× 2n and
its n× n version, since it is clear from the context which is being used.
For case (1), we have∑
Q∈B
QEαβQ
t
=
[
1
2
∑
r<s(YrsEαβY
t
rs −XrsEαβX
t
rs)−
1
2
∑
tDt 0
0 0
]
+
[
0 0
0 1
2
∑
r<s(XrsEαβX
t
rs −XrsEαβX
t
rs) +
1
2
∑
t(DtEαβD
t
t −DtEαβD
t
t)
]
=
[
−1
2
Eβα 0
0 0
]
= −
1
2
Eβα.
It follows that, in case (1), we have
κ(qjα, qkβ) = −
1
2
· qkαqjβ,
which matches the claimed formula, since in this case (Jn)αβ = 0.
For case (2), we get∑
Q∈B
QEαβQ
t
=
[
0 1
2
∑
r<s(YrsEα,β−nY
t
rs +XrsEα,β−nX
t
rs) +
∑
tDtEα,β−nD
t
t
0 0
]
+
[
0 0
1
2
∑
r<s(−2XrsEα,β−nX
t
rs) +
1
2
∑
t(−2DtEα,β−nD
t
t) 0
]
.
Now by the identities (A.1),∑
r<s
(YrsEα,β−nY trs +XrsEα,β−nX
t
rs) +
∑
t
DtEα,β−nDtt
= δα,β−nIn +
(
(−1)δα,β−n
2
−
1
2
+ δα,β−n
)
Eβ,α−n
= δα,β−nIn
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since the quantity in the parentheses is 0 regardless of whether α = β − n
or α 6= β − n. Furthermore,∑
r<s
XrsEα,β−nXtrs +
∑
t
DtEα,β−nDtt
=
1
2
δα,β−nIn +
(
(−1)δα,β−n
2
+ δα,β−n
)
Eβ−n,α
=
1
2
δα,β−nIn +
1
2
Eβ−n,α
since, as above, the quantity within the parentheses is always 1/2. Thus
∑
Q∈B
QEαβQ
t =
[
0 1
2
δα,β−nIn
−1
2
δα,β−nIn − 12Eβ−n,α 0
]
= −
1
2
Eβα +
1
2
δα,β−nJn.
Now since qJnq
t = Jn for each q ∈ Sp(n) we get
κ(qjα, qkβ) = −
1
2
· qkαqjβ +
1
2
· δα,β−n · (Jn)jk,
which matches the claimed formula (note that δα,β−n = (Jn)αβ in this case).
In case (3) one can show using similar calculations as in case (2) that
κ(qjα, qkβ) = −
1
2
· qkαqjβ −
1
2
· δα−n,β · (Jn)jk.
Case (4) can be treated in a similar way as case (1) to get
κ(qjα, qkβ) = −
1
2
· qkαqjβ.

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