Abstract-The function of a circuit under test (CUT) is represented as a transformation on the probability density function of its input excitation, which is a continuous random variable (RV) with Gaussian probability distribution. Probability moments of the output, now a transformed RV, are used as metrics for testing catastrophic and parametric faults in circuit components. The proposed use of probability moments as test metrics with white noise excitation as input addresses three important problems of analog circuit test, namely, it 1) reduces complexity of input signal design, 2) increases resolution of fault detection, and 3) reduces production test cost as it has no area overhead and may even marginally reduce the test time. We also propose a method to diagnose circuit elements with catastrophic faults based on unique relationships between specific moments of the output and circuit elements. We present a theoretical framework, test and diagnosis procedures and SPICE simulation results for a benchmark elliptic filter and a low noise amplifier. We are able to detect all catastrophic faults and single components that deviate from their nominal values by just over 10%. We diagnose all catastrophic faults in the example circuits.
I. INTRODUCTION Defects in analog integrated circuits can be classified into two important categories, namely, catastrophic faults (open or shorted components) and parametric faults (fractional deviations of circuit components from their nominal values). While extensive literature [1] , [2] , [3] , [4] , [5] , [6] , [7] , [8] exists on test schemes for detecting catastrophic (open/short) faults, testing of parametric faults has not received similar attention [9] , [10] , [11] , [12] . The main reason for this disparity is that catastrophic faults tend to upset the supply current drawn by the circuit or the output voltage by a reasonably large factor and any test scheme based on their observation can conveniently uncover them. Some parametric faults have little impact on supply current and are easily masked by measurement noise or general insensitivity of the output to circuit parameter unless they are tested by careful designed input signal targeting their excitation [13] . Different methods have been proposed to test parametric faults in analog circuits including the use of neural networks [14] , [15] , [16] , [17] , [18] , spectral analysis [19] , [20] , transfer function coefficient based testing [21] or, more recently, polynomial coefficient based testing [22] , [23] . IDDQ measurement needs a sizable deviation in a circuit component value from its nominal value to be useful [24] . Some test methods require extra die area for testing or call for specific input signal excitation and increased test time [25] (as is the case in neural networks based test methods). While some of these problems are addressed in polynomial based test [22] , [23] , it is still in its early stages and the correct choices of order and frequency of test points are critical for good fault coverage Thus, we have a need for a production test, that has little additional hardware, reduced test application time and minimized complexity of input signal design. To respond to the last question we ask, 'What is the easiest available signal that needs little or no design effort?' Without doubt, it is white noise, always available as random voltage fluctuations across an Ω resistor due to thermally agitated electrons. Power spectral density of this white noise is given by ( ) = 4 volt 2 /Hz, where is the Boltzmann constant and is temperature in Kelvin. Previously [26] white noise has been used as an excitation signal for testing circuits, and the output Fourier spectrum is used for ensuring the circuit conforms to specification. However, in this work, to leverage a random signal like white noise which is characterized only by its statistics such as mean, variance, third and higher order moments, we compute probability moments at the output to be able to derive information on deviation in circuit parameters. Reference [27] proposes the use of a pseudo random noise source as the input and higher order statistics with Volterra kernel at the output as a signature for characterizing the CUT as good or faulty. Work presented in this paper is different on three counts from previous work, 1) we use a truly random noise source as input, namely, thermal noise from a resistor; though pseudo random noise source will work equally well, 2) higher order moments with an exponentially sensitive random variable transformation is used at the output instead of Volterra kernel. Such a transformation gives better fault resolution for parametric faults than Volterra kernel as shown by our simulation of the elliptic filter example, those results are not included here, 3) we demonstrate fault diagnosis in addition to testing while the earlier work discussed only testing. We view the circuit as a communication channel [28] , [29] , [30] that transforms the probability density function of the input signal as it propagates through the channel (circuit). The output, which is now the transformed random variable (RV) has its signature moments that are used for testing the CUT for both catastrophic and parametric faults. We show in this paper that probability moments can be made exponentially sensitive [31] , [32] to circuit parameters, so that parametric faults of 10% and over result in sufficient excursions of the output probability moments to uncover these faults. In the sequel, we describe our scheme on a cascaded amplifier and a low pass filter. We then evaluate the performance of probability moments in conjunction with an exponential RV transformation to enhance sensitivity for fault detection on a benchmark elliptic filter.
In this paper, Section II develops the background on moment theory and random variable transformation, and defines a minimum size detectable fault. The problem at hand and our approach is described with examples in Section III. In Section IV, we generalize the method to arbitrarily large circuits. We report experimental results on benchmark elliptic filter in Section V. Section VI introduces fault diagnosis procedure that leverages on unique relationships between moments and circuit components, and Section VII reports results of a fault diagnosis experiment using moments of output of a low noise amplifier. We conclude in Section VIII.
II. BACKGROUND We briefly review the moment method to characterize a random variable (RV) (refer [33] for more details). We then give a transformation of RV to increase the sensitivity of moments to circuit parameters.
A. Moment Generating Functions
The ℎ moment ∀ = 2 ⋅ ⋅ ⋅ of a continuous time RV ( ), sampled at time instants = , and denoted by where = 0, 1 ⋅ ⋅ ⋅ ∞ is given by
Moment generating function ( ) of such a discrete RV , serves as a convenient expression from which different orders of moments may be computed using the following relation:
where ( ) is given by
B. Random Variable Transformation
We require an RV transformation [34] that can narrowly track small changes. We look for a transformation with following properties:
1) It increases the sensitivity of output function for small changes in the input. 2) It increases absolute values of the first and higher order moments of the output. Let be a RV whose domain is ℝ. We define a transformation ( ) mapping from ℝ =⇒ ℝ as follows:
where , ≥ 0 are parameters of the transformation. It can be shown that transformation ( ) always gives second and higher order moments which are such that
We plot the first six moments of the transformed RV, with = 0.01, = 0.001 against standard deviation of input RV in 1, which shows that the moments of the transformed RV is always greater than that of the RV without transformation. At a few input standard deviations, transformed RV can have significantly higher moments compared to moments without transformation (Notice that the Y-axis in the plots are in the logarithmic scale). This makes the transformation defined in equation 4 very amenable for use as a post processing RV transformation at the output of the CUT. Even for small changes in the input, the resulting moments can be significantly different. The sensitivity of the transformed RV to the input RV is given by
By appropriate choice of and , based on dynamic range of X, we can increase the sensitivity of ( ) for both small and large variations of . 
C. Minimum Size Detectable Fault
Definition: Minimum size detectable fault (MSDF) of a circuit parameter is defined as the minimum fractional deviation in the circuit parameter from its nominal value for it to be detectable with all other circuit parameters held at their nominal values. The fractional deviation can be positive or negative and is named upside-MSDF (UMSDF) or downside-MSDF (DMSDF) accordingly. This definition of minimum size detectable fault is general, regardless of the test technique used to uncover faults. In the context of the test technique described in this paper, we define MSDF based on moments of the probability density function of the circuit output. Suppose , where = 1 ⋅ ⋅ ⋅ K is the nominal value of ℎ circuit parameter with a fault free tolerance range of (1 ± ), and , where = 1 ⋅ ⋅ ⋅ is the ℎ fault-free probability moment of the circuit output. Then the UMSDF (DMSDF),ˆ(ˇ) of circuit parameter is given by a minimum value , such that (1 ± ) puts at least one of the moments outside the fault free hypersphere | − | ≤ 0 , where 0 is the permitted deviation in moments when the circuit parameters are allowed excursions within their tolerance range. As specified earlier, this range is characterized by a tolerance factor .
III. PROBLEM AND APPROACH We first illustrate with an example the calculation of limits of the probability moments of a first order low pass filter. We follow this up with calculation of MSDF values of the circuit parameters. We then consider a two stage cascade amplifier. Example 1. First order RC filter: With white noise as the input, the discrete values are sampled Gaussian RV of zero mean and variance, 2 = 2 . The fault-free filtered response has a variance (also the second order moment) 2 = 4 . Details of this calculation are shown in the appendix. However, if there is a parametric fault of size in the circuit parameter R, then the new output variance is given by 2 If the circuit specifications can tolerate a moment deviation of 0 , then the MSDF of is given by the minimum value of that violates 2 − 2 ≤ 0 . For the example in question, since we consider only the second order moment, the MSDF in , denoted by is given by
Similarly MSDF of capacitor , can be found and by symmetry it is equal to . Example 2. Two stage amplifier: Consider the cascade amplifier shown in Figure 3 . The output voltage in terms of input voltage results in a fourth degree polynomial:
where constants 0 , 1 , 2 , 3 are defined symbolically in (8) for transistors M1 and M2 operating in the saturation region.
(8) If the cascade amplifier is excited with white noise at its input, the fault free output can be a estimated as a random variable with its first order moment, namely, mean 1 given by
To find MSDF in R 1 , let us assume we have a fractional deviation in R 1 and the other circuit parameters are at their fault free values. If 0 is the tolerable fractional deviation in the first order moment at the output, the minimum value of that satisfies the following inequality is the MSDF of parameter R 1 : 
Maximizing , while meeting the constraint in equation 11 gives MSDF of R 1 as
Similarly MSDF of R 2 can be evaluated. IV. GENERALIZATION The computation of MSDF in the previous section is too complex for large circuits. As shown in Figure 4 a complex circuit having more than 20 components is supplied the input noise voltage (derived from a resistor maintained at desired temperature). The output of the circuit is then passed through a suitable RV transformation function like the one given by equation 4. Probability density function (PDF) of the output of this RV transformation is estimated using the histogram spread of the output voltage values. Next, ℎ order moments (orders up to = 6 are sufficient for most analog circuits having component count of ≤ 40) are found using the moment generating function defined in equation 3. The ℎ derivatives w.r.t. required for ℎ order moments are found as finite differences about = 0. Once the fault free values of all moments are available, single parametric faults are injected into the circuit and the corresponding deviation in one or more moments are noted. Based on the moment deviations that can be tolerated, the fault size injected is steadily increased. The minimum fault size of any circuit parameter that causes at least one of the moments to just fall outside of its tolerance band (also called the fault-free hypersphere) gives the MSDF of that circuit parameter. In Figure 5 , Flowchart I summarizes the process of numerically finding the probability moments and their bounds and Flowchart II in Figure 5 outlines a procedure to test CUT using the PDF moments. The bounds on moments of fault free circuit are found a priori in Flowchart I.
V. FAULT DETECTION IN ELLIPTIC FILTER
We simulated an elliptic filter shown in Figure 6 according to the test scheme of Figure 5 . The circuit parameter values are as in the benchmark maintained by Stroud et al. [35] . Thermal noise from resistors R = 40GΩ, 60GΩ, 80GΩ, 100GΩ was used at = 300 . On application of RV transformation, signal levels (and so are moments) significantly better resolved as compared to that without RV transformation. For example, the six fault free moments of the elliptic filter before transformation (for R = 40GΩ) are as follows: 1 VI. FAULT DIAGNOSIS Flowchart I in Figure 7 describes fault simulation and creation of a fault dictionary. Every probability moment of the output is a function of one or more circuit elements. Conversely, we can find one or more moments that are functions of a particular circuit element. By simulating all catastrophic faults in the circuit, we can find those moments that are displaced out of their fault-free ranges for each of the fault and create a fault dictionary. The fault dictionary consists of a list of all catastrophic faults and the corresponding moments that are displaced. Next, using the single catastrophic fault assumption we can compute all the moments of the CUT. Depending on moments that lie outside their fault-free range an estimation of the circuit parameter that has a catastrophic fault is found. Now based on the moments that are displaced from their fault-free value, we can locate the fault in the CUT. Flowchart II in Figure 7 gives the diagnosis procedure. 
VII. FAULT DIAGNOSIS IN LOW NOISE AMPLIFIER
We used the low noise amplifier of Figure 8 to evaluate our test procedure. The circuit has 16 components. Thus, there are 32 single catastrophic faults corresponding to opens and shorts of the passive , and elements. For an open fault the element was replaced by a 1GΩ resistance. For a short fault the element was replaced by a 0V voltage source. For an MOS transistor, the drain and source terminals were short circuited for a short and were left open for an open fault. For these 32 faults to be uniquely identified, we need at least 5 moments. Each fault causes one or more moments to lie outside its tolerance band. The total number of uniquely identifiable fault cases with moments = Σ =1 ( ) = 2 −1. If two faults displacing the same set of moments will cause a diagnostic ambiguity. Evaluating higher order moments, however, gives better diagnostic resolution, which comes at a price of additional computation. Table V lists faults and the corresponding moments displaced by each fault. We use up to the 6 ℎ order moment and observe that out of the 32 faults, only 5 are not uniquely diagnosed because they affect identical sets of moments. The number in the last column identifies number of faults displacing the same set of moments. For example, two faults (indicated in the last column) R bias -short and L c -short displace same set of moments 2 -6 . Uniquely (ohm, nH, fF) of fault Diagnosable ?
VIII. CONCLUSION A new approach for test and diagnosis of non-linear circuits based on probability density moments of the output was presented. We also showed the effective use of RV transformation to sensitize the output moments to circuit parameters. The minimum sizes of detectable faults in some of the circuit parameters are as low as 10% for an elliptic filter, which implies impressive fault coverage can be achieved with moments as a test metric. Further, the prudent choice of RV transformations can enhance the fault detection resolution. We also proposed a method for localizing catastrophic faults and showed that good diagnostic coverages can be obtained by choosing expansions of moments of the order ( ( )) for faults.
APPENDIX Output Variance of RC Filter. We use the frequency domain approach to find the transformed RV for Gaussian noise input excitation of a first order RC filter of Figure 2 . The transfer function of that filter is given by
With white noise as the input, the discrete values are sampled Gaussian RV of zero mean and variance = 2 . The output of this filter which is the filtered response is given by and its frequency domain expression is given by
To compute the effective second order moment we integrate this output over all frequencies, i.e., = (0, ∞). 
