Human Action Recognition (HAR) for CCTVoriented applications is still a challenging problem. Real-world scenarios HAR implementations is difficult because of the gap between Deep Learning data requirements and what the CCTVbased frameworks can offer in terms of data recording equipments. We propose to reduce this gap by exploiting human poses provided by the OpenPose, which has been already proven to be an effective detector in CCTV-like recordings for tracking applications. Therefore, in this work, we first propose ActionXPose: a novel 2D pose-based approach for pose-level HAR. ActionXPose extracts low-and high-level features from body poses which are provided to a Long Short-Term Memory Neural Network and a 1D Convolutional Neural Network for the classification. We also provide a new dataset, named ISLD, for realistic pose-level HAR in a CCTV-like environment, recorded in the Intelligent Sensing Lab. ActionXPose is extensively tested on ISLD under multiple experimental settings, e.g. Dataset Augmentation and Cross-Dataset setting, as well as revising other existing datasets for HAR. ActionXPose achieves state-of-the-art performance in terms of accuracy, very high robustness to occlusions and missing data, and promising results for practical implementation in realworld applications.
I. INTRODUCTION
H UMAN Action Recognition (HAR) is one of the most challenging problems for Artificial Intelligence (AI) [1] . It consists of training an AI model to recognise a class of human actions. Depending on the applications, input data can be very different, such as RGB videos, infrared data, time-offlight-based or structured-light-based data (depth data) [2] . HAR is a crucial task in many applications, such as cybernetics, human-machine interaction, automated assisted living systems, surveillance, autonomous vehicles, gaming and sports analysis. In this work, the focus is on surveillance and CCTVlike data. We chose to focus on this area because artificial intelligence for surveillance-related HAR is yet to make an impact on practical applications. Therefore, this work presents ActionXPose, a real-time body pose-based method for HAR, which is robust to occlusions and multi-viewpoint changes. In L. Shao is with Inception Institute of Artificial Intelligence, Abu Dhabi, UAE (e-mail: ling.shao@ieee.org).
Corresponding e-mail address: Mohsen.Naqvi@ncl.ac.uk Fig. 1 , an example of human 2D poses provided by OpenPose [3] is shown.
This work is based on the detection framework shown in Fig. 2 , which we have already explored for trackingrelated problems [4] - [8] . When multi-target behaviour analysis based on CCTV-like recordings is required, the first step, generally, consists of the detection of human targets by using RGB data. This step requires significant computational effort. Subsequently, tracking is needed to retrieve targets identities. The tracking processing relies primarily on detected bounding boxes or body landmarks coordinates rather than on the RGB data. Thus, this step can be performed quite efficiently. Ultimately, each tracked target data can be further processed for HAR. However, this step can be computationally expensive if bounding boxes RGB data is considered. As opposite, only considering bounding boxes coordinates could be very computationally efficient. However, in this case, each target data is reduced to a centroid point, and no posture-related HAR can be performed with such limited data. Therefore, the aim of this work is to find a trade-off between computational cost and informativeness by using the OpenPose detector for HAR already exploited for the tracking phase. Therefore, RGB data is intentionally neglected from the HAR processing to compensate for the computational effort already spent during the detection phase. This strategy enables to focus on each targets postures and movements, preserving and exploiting the tracking results, to reduce the computational cost. However, pose detectors are prone to false landmarks detections due HAR Targets Detection Labels Tracking Video Fig. 2 . Overall HAR framework. CCTV-like videos are pre-processed with a human pose detector, such as OpenPose, to estimate the positions of the targets (bounding box) and their body limb positions (landmarks). Subsequently, tracking algorithms provide targets identities, allowing consistent grouping of detected targets data for HAR. Finally, for each detected target, the action label is estimated by using the tracked data.
to occlusions or cluttered RGB data. This problem has been already explored and documented in our recent work for tracking applications [8] . Thus, this work focuses on proposing strategies for pose-based HAR which can be robust to occlusions and missing data, for CCTV-based applications.
We considered CCTV-like recordings, such that: 1) The camera viewpoint is far enough to capture most of the target bodies in absence of occlusions; 2) The frame resolution and compression allow reasonable OpenPose detection. Moreover, this work proposes a new dataset, namely the Intelligent Sensing Lab Dataset (ISLD), which is specifically designed for pose-based HAR in a CCTV-like recording environment. To further extend the learning abilities of ActionX-Pose, additional existing datasets are also explored. To evaluate ActionXPose performance, we performed single-dataset and cross-dataset testing, dataset augmentation testing, ablation study, occlusions study and video quality study. Results show that ActionXPose outperforms existing methods in most of the tests and shows greater robustness to occlusions and missing data.
In conclusion, our main contribution is threefold: 1) A new, real-time algorithm for posed-based HAR, robust to occlusions and missing data; 2) An extensive exploration on dataset augmentation using existing datasets to improve the proposed model is proposed; 3) A new dataset, named ISLD, for pose-based HAR. The rest of this paper is organised as follows: in Section II, related works are presented. Section III includes technical details about ActionXPose, regarding low-level features extraction, high-level features computation and occlusionhandling strategies definition. In Section IV, several experiments are presented to extensively evaluate the performance of ActionXPose. Finally, in Section V, conclusions are drawn and future work is proposed.
II. RELATED WORK
The state-of-the-art HAR algorithms can be divided into three main categories [1] :
1) Hand-crafted features based approaches: in this category, human insights are strongly used to solve HAR problems, while machine abilities are not fully exploited and are often limited to conventional machine learning tasks. For example, notable approaches rely on background subtraction methods [9] , 3D Histogram of Oriented Gradients (3D-HOG) [10] and Local Binary Patterns (LPB) [2] , [11] .
2) Deep-learning based approaches: in this category, Convolutional Neural Networks (CNNs), generative models, 3D-CNNs and Recurrent Neural Networks (RNNs) [12] are used to explore data without any or with very limited human insights.
3) Hybrid approaches: the algorithms in this category attempt to combine the most promising results from both the above mentioned hand-crafted and deep learning based approaches, providing a useful trade-off between them [1] .
According to the above taxonomy, the method presented in this work, ActionXPose, is a fully-fledged hybrid approach for pose-level HAR. Indeed, ActionXPose is based on human poses extracted by a deep learning based detector, i.e. OpenPose. Then, poses are processed to extract low and highlevel features represented as time-sequences. This process is supported by Self-Organizing Map (SOM) networks [13] and commonly used tools such as the Principal Component Analysis (PCA). Produced time-sequences are further processed by the MLSTM-FCN network [14] . This state-of-the-art network combines a Long Short-Term Memory (LSTM) [15] block with a squeeze and excitation block, to better consider both time dependencies and mutual relationships between sequences.
While human poses consist of 2D data, the human skeletons provided by the popular structured-infrared-light Kinect camera consist of 3D data. Skeleton-based approaches are strongly related to the proposed method. However, despite the significant advantages provided by the 3D data [16] , for example in terms of viewpoints generalization, Kinect presents numerous limitations. For example, it does not work well in outdoor environments and has a minimal working range (up to 5-6 meters), which limits its ability to be implemented in surveillance scenarios [17] . Nevertheless, the skeleton based literature can still provide several cues on how to process the 2D poses. However, it is worth emphasizing that, for example, the 2D poses do not allow any rotation in the 3D space. Thus, many skeleton-based algorithms, which are explicitly or implicitly based on the advantageous properties of the 3D space, are limited in the 2D case. Furthermore, no depth data, i.e. Kinect points cloud, is available in the 2D case. Despite these problems, the basic body landmarks processing can still be borrowed from the 3D skeleton approaches. For example, landmarks normalization is commonly used to remove target size and location dependency. At a featurelevel, it is common to consider the mutual Euclidean distance between landmarks. In fact, in [18] , authors proposed to extract Local Occupancy Pattern (LOP) features from depth data and Invariant Features from skeleton data, where landmarks normalization was mainly used. Similarly, in [19] , authors suggested to implement Hidden Markov Models (HMMs) to process skeleton data where normalization was performed as a pre-processing step.
Motivated by the limitations of Kinect, researchers started developing new techniques that can provide similar output data using a simple RGB camera. Therefore, highly promising body pose detectors have been published in the last few years, such as DeeperCut [20] and OpenPose [3] . In particular, OpenPose achieves the best performance, and opens a new research direction for HAR. For example, in [21] , Yan et al. have implemented graph convolutional networks to process pose data provided by OpenPose, which achieves promising results. This approach considers temporal information alongside spatial information. However, this method requires a fixed number of frames for each action sample in order to build the action graph, which may affect system flexibility. In contrast, our work focuses on exploiting LSTM based networks. Thus, our work is specifically designed to deal with multivariate temporal sequences, with no restrictions on the number of time steps, allowing full flexibility with respect to space and time.
Regarding the classification step, RNN and LSTM have also been exploited in many recent papers. In [22] , the authors focused on the 3D skeleton-based action recognition using LSTM networks. Their major focus was on implementing trusting gates on the LSTM architecture to allow better action representation. In [23] , a hierarchical RNN approach was implemented to focus on several 3D skeleton subparts, in order to better discriminate which body sub-part is related to the performed action. In [24] , authors focused on new gate strategies for LSTM, in order to emphasize salient motion from learning data. In [25] , a new regularization term for LSTM was used in order to learn co-occurrences within skeleton data.
Most of the above mentioned studies focused on modifying the network architectures to process the raw 3D skeleton data more effectively. In contrast, our proposed work aims to extract more meaningful and robust input features based on the 2D body landmark coordinates, to be provided as input for a predefined LSTM architecture.
Other approaches relevant to this work for performance comparison are [10] , [26] - [34] . In these works, the learning sources are mainly RGB raw data, motion history videos and body silhouettes. Compared with human poses, these data are generally heavier, redundant and cluttered. Data abundance can provide more effectiveness for HAR, at the cost of more processing time. Moreover, in those works, no explicit link with human tracking was provided. In contrast, the proposed approach has a low processing cost, and it is specifically designed for tracking-based frameworks.
III. METHODOLOGY

A. Problem's Statement and Notations
be the action dataset containing N samples. s i represents the i-th subject video sample. l i ∈ L represents the i-th action label, where L is the set of target actions and w i ∈ W represents the i-th viewpoint label, where W is the set of considered viewpoints. Let T ⊂ D be the chosen training subset and T * = D\T be the testing subset.
The pose detector provides a root-centred graph in the form of 2D coordinates, such that
where T i represents the time length of the i-th video sample and J is the landmarks set defined by the pose detector mapping. In this work, J = {1, . . . , 14}. Let v j1,j2 be the link vector between body landmarks j 1 , j 2 ∈ J, as defined in Fig. 1 . ActionXPose aims to exploit p i (t), as well as generate additional and more robust time sequences, to train a recurrent neural network using T and to predict action labels in T * .
B. Baseline Methods
In this section, three baseline methods are defined, which borrow techniques from the 3D skeleton-based HAR field.
Sequence p i (t) provided by OpenPose are location and body size dependent [19] . Thus, translation and scaling are required in order to normalize data across different samples. Specifically, the location dependency problem can be addressed by transforming p i (t) from the absolute to the root-centred coordinate reference system. The transformed pose coordinates are defined as:
where the (.) operator denotes the centring transformation and where the dependence of t has been conveniently omitted. Thus,p
is the set of root-centred coordinates defined by (2) . Furthermore, we denote the scaling with the (.) operator as follows:p
wherep i is obtained by scalingp i (t) coordinates by using the following constraint v j1,j2 =v j1,j2 ||v 2,9 || 2 ∀j 1 , j 2 ∈ J (5) wherev 2,9 is the vector link between the root and the right hip landmarks. Due to (2) and (5), the target position and the size information are discarded. According to the proposed definition for p i (t), these sequences mostly contain spatial information about the motion. To obtain temporal information, p i (t) = p i (t + 1) − p i (t) can be defined. For the rest of the paper, we will use p i (t) to denote the transformed poses in (4) . Therefore, inspired by existing literature, we have selected three baseline methods, which are closely related the proposed problem.
1) [19] + [14] : this consists of a simple learning step based on normalized OpenPose coordinates sequences p i (t) and p (t). A Multivariate LSTM-FCN architecture with a time-based attention mechanism (MLSTM-FCN) [14] is used for the classification step. This algorithm takes as input the coordinate sequences obtained from training data T, including action labels l i , to train a supervised classification model to be tested on T * .
2) [18] + [14] : this consists of computing mutual Open-Pose landmarks distances [18] . In this case, the classification step is also performed by using the MLSMT-FCN architecture.
3) [18] + [19] + [14] : this consists of a hybrid approach merging the previous two methods. Thus, p i (t), p (t) and mutual distances between landmarks are considered. The classification step is again performed by using the MLSMT-FCN architecture.
Formally, p i (t) and p i (t) represent low-level features, which can be provided to the MLSTM-FCN for classification. In particular, by using p i (t) and p i (t), the MLSTM-FCN performs landmark-based attention due to its architecture. However, such levels of detail can be confusing in some cases, due to high intra-class similarities or within-class variations. Moreover, when some landmarks are persistently missing due to occlusions, the corresponding sequences will be completely lost, compromising the robustness against unexpected occlusions. For example, for the baseline methods in III-B2 and III-B3, one single persistent missing landmark (x j , y j ) i not only neglects two x j and y j sequences, but also compromises the calculation of mutual distances. Therefore, the next sections provide novel high-level features, that are designed to be robust to missing data, and additional occlusion-handling methods, providing an effective solution to this problem.
C. Defining Poses Libraries
The main goal of this section is to exploit training data T to learn general poses that best represent each action, from each viewpoint. In other words, the output of this step is a pose library.
Since root coordinates in p i (t) were set to zero in the previous section, let u i (t) = (x 1 , y 1 , x 3 , y 3 , . . . , x J , y J ) ∈ R 2J−2 be the vector obtained by unrolling p i (t) and skipping the root coordinates (x 2 , y 2 ) i . The unsupervised clustering method Self-Organizing Map (SOM) [13] is used in a semi-supervised fashion, to explore natural clusters in R 2J−2 . Since the SOM algorithm expects no missing data, in this stage, we exploited body left/right symmetry for dealing with possible persistent occlusions occurred in training data, mostly due to target selfocclusions. In particular, we estimated the persistently missing landmarks by mirroring available data. For example, if the left-shoulder was missing, data was filled with the transformed right-shoulder obtained by mirroring it with respect to the root landmark.
Additionally, SOM requires a cluster topology to be defined. Since prior-information about the distribution of pose data is not provided, the homogeneous topology, [q, . . . , q] ∈ R m , is set for a given integer q and a given space dimension m. This choice forces the SOM architecture to have q m neurons linked each other with a homogenous rectangular topology, defining q m clusters. Since the SOM computational time is affected by either the number of considered vectors u i (t), the q topology parameter and the space dimension 2J −2, a trade-off between these parameters is required.
To solve this problem, letũ i (t) be the vector containing the first m principal components of u i (t) obtained through the PCA, i.e.ũ i (t) ∈ R m . Our simulations suggest that the best values for m and q are m = 3 and q = 4, which balance the SOM computational cost while producing a reasonable number of prototypes. In Fig. 3 , comparisons of SOM computational times are provided. Therefore, the whole process can be summarised as follows
Thus, for a fixed action label l and a fixed point of view w, the SOM is trained over
This provides an additional cluster label k i for each training poseũ i (t), as follows:
Thus, q m pose prototypes are defined by averaging cluster labels k i as follows:
where n k represents the number of poses within cluster k. In conclusion of this step, the libraries of prototypes are collected from training data as follows:
Thus, V l contains pose prototypes in the form of points in a multidimensional space R 2J−2 , which are able to cover all variation of considered viewpoints. For a visual example of the V l set, see Fig. 4 .
Libraries for the temporal information can be similarly defined as follows:
where U l,w,k represents prototypes obtained by clustering temporal vectors u i (t). 
D. Strategies for Occlusion-Handling
Occlusions, self-occlusions or ambiguous RGB data can affect OpenPose performance, resulting in persistent or shorttime missing data. In this section, we propose four complementary strategies to deal with these problems.
1) High-level Features: In this section, we address the problem of persistent occlusions. A persistent occlusion occur when one or more landmarks are missing for the entire sequence. To address this problem, the idea is to exploit the Spatio-temporal libraries V l and S l for l ∈ L defined in the previous section, to generate high-level features in the form of time sequences. Inspired by [23] , since different body parts carry different information, the idea is to exploit full-body and local-limb attention.
Given J = {1, . . . , 14}, let J a , J b , J c , J d be the landmark subsets as defined in Fig. 1 ; namely,
, v) be the average distance between the generic pose p i (t) and the generic prototypes v ∈ V l , com- Fig. 6 . Examples from the proposed ISLD dataset. Human actions of 10 subjects are recorded using a static camera, from different viewpoints. puted for landmarks J * , where J * represents either J a , J b , J c , J d or J, and it is defined as follows: (13) where (x j , y j ) v are the j-th landmark coordinates of v andJ * represents either J a , J b , J c , J d or J, where missing coordinates are excluded. Therefore, given a library of prototypes V l for action l, we can define the embedding sequence as follows:
where it is clearly shown that D V l ,J * depends on time.
Given a set of actions L and the set of landmarks in (12), the meaningful sequences that can be extracted from p i (t) are defined as follows:
Similarly, sequences for temporal information can be embedded as follows:
where we simply replace the term V l in (15) with S l . This leads to two sets of sequences, Seq i (V l ) and Seq i (S l ), for all l ∈ L.
It is worth mentioning that (13) allows the embedding to run and provide numerical results, even in presence of persistent missing data, due to the presence ofJ * . In other words, when missing data occurs, the sequences provided by (15) and (16) are lost only when all landmarks in the selected landmarks set are missing. In all other cases, i.e. at least one landmark is available for the selected landmarks set, the distance computation is successfully performed and the corresponding sequence is obtained.
We will prove in Section IV-F that this approach not only preserves the classification integrity in case of occlusions, but also improves baseline performance.
2) Landmark Borrowing: in this section, we provide a strategy to improve low-level features in case of persistent occlusions. Equation (13) is based onJ * , which only contains non missing landmarks. Thus, the resulting sequences in equation (15) and (16) are well-defined even in presence of missing landmarks. However, low-level sequences p i (t) and p (t) might still show missing values when an occlusion occur. To solve this problem, we propose to further exploit equations (13) and (14) to fill the missing values in p i (t) by using the knowledge contained in the pose libraries. Therefore, for a given time step t, v † (t) = arg min v∈V l ,l∈L
is the closest prototype to the pose p i (t). Thus, we can exploit v † (t) to borrow the coordinates of the missing landmarks in p i (t). Subsequently, p (t) is computed according to the usual definition. This strategy ensures to fill missing data in the lowlevel sequences. Moreover, no extra cost is required to perform equation (17), since the calculation can be embedded within the one required by equation (14).
3) Short-time Interpolation: in this section, we address the problem of short-time occlusion. This problem occur when, within the considered sequence, landmarks coordinates are missing for only few frames. This case is much easier than the one considered in Section III-D1, where persistent occlusions where addressed instead. Although Kalman filter [35] can be applied to the detected landmarks, further processing is required to ensure that the Gaussian property holds for the considered data. Thus, our strategy to deal with short-time missing data consists of interpolating available data, exploiting temporal consistency. In our formulations, we define x(t) and y(t) as the landmark coordinate with respect to time t, where some entries are occasionally missing (short-time), such that:
where A represents the set of frames when the landmark is detected. Then, we define missing values for t * ∈ {1, . . . , T }\ A as the nearest-neighbour:
Given the simplicity of this solutions, we implemented it at all stages of our work, including for the baseline methods, as a simple and reasonable quick solution for short-time missing data.
4) Occlusions Augmentation: as a final strategy for occlusion-handling, synthetically occluded sequences are added in the training phase. Specifically, training sample can be persistently occluded by randomly removing some landmarks according to a binary Bernoulli distribution B(p) where p = 0.5. This strategy has been implemented right after landmark detection. To preserve the integrity of the system, landmarks 2 and 9 have been not occluded to allow equation (5) to be well defined. This strategy aims to train resulting network with data that present random occlusions, enabling the network to learn a more general representation. This strategy can provides additional robustness. In fact, despite the presence of the other strategies, it is crucial to effectively learn how the low and high-level features might change when different occlusions occur.
E. Classification Step
For fair comparisons with the proposed baseline methods, MSTLM-FCN is again used for the classification step. Depending on the input features, the classification step can focus on different motion aspects. Specifically, in this work, we define three sets of sequences, by using the proposed lowlevel and high-level features, as follows:
1) Spatial-attention sequences: these are formed by combining p i (t), p i (t) and Seq i (V l ).
2) Temporal-attention sequences: these are formed by combining p i (t), p i (t) and Seq i (S l ).
3) Spatio-temporal-attention sequences: these are formed by combining p i (t), p i (t), Seq i (V l ) and Seq i (S l ).
For an overview of the ActionXPose processing, in Fig. 5 the general pipeline of the proposed algorithm is provided.
IV. EXPERIMENTS
A. ISLD Dataset
In this work, we propose a new, realistic dataset for the pose-based HAR, named ISLD. This dataset was recorded within our Intelligent Sensing Lab. Single-target CCTV-like clips, according to 18 predefined posture-related action classes, were collected. Participants were free to perform the actions according to their understanding of the class labels and no example clips were provided. Recording viewpoints were predefined, to ensure that enough viewpoints were covered. Specifically, samples were recorded from up to 5 different viewpoints, namely front, front-left, front-right, left and right. The 18 proposed actions, performed multiple times by 10 actors, were recorded with a static RGB camera. Overall, ISLD contains 907 different time windows. For each time window, only one target is visible, performing a single action. 10 examples from the ISLD dataset are shown in Fig. 6 .
For the purpose of this work, we pre-processed ISLD samples with OpenPose to extract human poses. To increase the number of samples for the classification requirements, data augmentation was performed. In fact, deep learning methods usually require a great amount of data to perform well. In fields such as image recognition, cropping or rotating images are common practice to augment dataset samples in order to meet deep learning algorithms conditions [36] . In speech recognition, it is also common to add noise to training samples for the same purpose [37] . In this work, two methods for augmenting training data were used.
The first method is named pose-flipping, which consists of flipping poses along the vertical axis passing through the root landmark. This causes that the performed action looks mirrored, exploiting the left/right body symmetry. In Fig. 7 , viewpoint composition rates for the ISLD dataset are provided, showing that pose-flipping balances the left/right viewpoint rates.
The second method for data augmentation is named posenoising, which consists of adding Gaussian noise to the landmark coordinates, i.e. N (0, σ 2 ) with 0 mean and σ standard deviation. In this work, σ = 0.2 is empirically chosen for all experiments unless otherwise specified. Specifically, let z be the number of times that training data are used to create additional noisy samples. Thus, if z = 0, no noisy samples were created. If z = 1, all training samples were used once to create noisy samples.
In conclusion, after applying the proposed data augmentation, the ISLD dataset consists of up to 5598 samples, as shown in Table I . Fig. 7 shows that pose-flipping not only doubles the available data, but also balances left/right viewpoint rates.
B. Experimental Settings 1) Traditional Setting: this setting is fully based on the ISLD dataset. ActionXPose was trained on actors [1, 2, 3, 4] , validated on actors [5, 6, 7] and tested on actors [8, 9, 10] . Regarding hyper-parameters, σ = 0.2 and z = 1 for augmenting training data. 2) Dataset Augmentation Setting: in this setting, ISLD training data were considered alongside additional datasets to better leverage the deep learning generalization ability. Since the stand action is already well covered by ISLD, no further data augmentation was required for this action. However, other classes are not so well represented and additional data can be helpful. Because data collection for HAR is often expensive and time-consuming, we revised already available datasets, starting with the popular UCF101 [38] and HDMB51 [39] datasets. For these two datasets, most of the video samples were collected from YouTube and movies. The camera was often too close to the target, capturing only the target's face or hands. Moreover, most samples in these datasets show low-resolution, unlabelled, multiple-target frames where the subjects perform different actions. Furthermore, most of the actions are strongly related to the context rather than to the human posture. Last but not least, as shown in Fig. 8-(Top) , if OpenPose is used to pre-process these datasets, the overall performance is too low to be a reliable source for the proposed 2D pose-based HAR. Fig. 8-(Bottom) , shows the OpenPose detection rate for UCF101 and HDMB51, supporting these conclusions.
In contrast to UCF101 and HDMB51, CCTV-like recordings often show full-body targets, where OpenPose works well. Fig. 8 -(b) also shows the performance on a famous dataset for tracking in public environments, i.e. MOT16 [40] , and other traditional datasets, i.e. KTH [41] , IXMAS [42] , Weizmann [43] and i3DPost [44] . We found that OpenPose performs considerably better on these traditional datasets. Moreover, these datasets include fully-labelled single-target clips, which simplifies our work removing the requirement of the tracking pre-processing step. Motivated by these considerations, we collected additional training data from the Weizmann, i3DPost, KTH and IXMAS datasets, defining the four-in-one MPOSE dataset by merging them all together. Moreover, the MPOSE class labels were selected to be consistent with the ISLD's labels. Overall, MPOSE contains 4160 single-target video clips, distributed over 17 action classes (the stand action is excluded) and performed by 53 human actors. Table II reports the MPOSE action composition for the default case (no data augmentation) and the pose-flipping/pose-nosing case. Pose-noising has the potential to indefinitely raise the total number of samples. However, for the MPOSE dataset, we experimentally found that z = 2 is the best pose-noising parameter. It is worth noticing that, when data augmentation is applied, MPOSE contains a significantly higher number of samples than UCF101 and HMDB51, which contain 13320 and 6766 samples, respectively. In terms of viewpoints, Fig.  9 shows the viewpoint composition and the effect of poseflipping in balancing left/right viewpoints rate.
3) Cross-Dataset Setting: in this setting, the MPOSE dataset was used for training and validation, while the whole ISLD dataset was used for testing. Therefore, the purpose of this test was to measure ActionXPose cross-dataset performance. We remark that, in this setting, since MPOSE does not contain data for the action stand, we neglected this action in ISLD as well.
C. Implementation
Simulations were conducted on Ubuntu 16.04 running on a Dell Inspiron 15 5000 with four core Intel i7, and mounting an embedded Nvidia GeForce GTX 1050. Hyperparameters, such as number of epochs and batch size, were chosen by applying the early-stopping method to the validation sets. For the detection phase, OpenPose model is based on COCO [45] , and is designed to provide up to 25 body landmarks, 70 face landmarks, 42 hands landmarks and 6 feet landmarks for each target. However, for the purpose of this work, only 14 body landmarks were exploited. Specifically, since 5 out of 25 body landmarks represent nose, left eye, right eye and left and right ears, we defined a head landmark averaging these landmarks. Thus, in our implementation, the set of body landmarks is J = {1, . . . , 14}, as described in Figure 1 . Finally, regarding ActionXPose coding, feature computations were conducted in MATLAB, while the classification was performed using the Keras implementation of MLSTM-FCN, provided by [14] .
D. Results
In this section, we provide results for ActionXPose performance on the three set of features defined in Section III-E, i.e. Spatial-attention, Temporal-attention and Spatiotemporal-attention. Simulations were conducted for the three experimental settings defined in Section IV-B. Obtained results are provided in Table III and compared with the state-of-theart baselines methods. Regarding the Traditional experimental setting, the action classes are unbalanced due to the presence of the stand action. Thus, results for this setting were normalized using the total number of clips per action. Overall, ActionXPose features outperform the baselines in almost all tests. Moreover, in the Dataset Augmentation experimental setting, additional training data improves the results obtained in the Traditional experimental setting. This is mainly due to the higher generalization degree obtained by providing additional MPOSE data during the training phase. In the Cross-Dataset setting, obtained results shows that MPOSE does not contain enough data variability to fully meet the ISLD requirements. However, it surprisingly covers most of the actions, confirming to be a good pre-training source of data. In Fig. 10 , the confusion matrix obtained in the Cross-Dataset setting is provided.
E. Ablation Study
In this section, different combinations of low and high-level features are considered. This ablation study was conducted on the MPOSE dataset. We adopted the cross-validation setting used in many different works [46] - [53] . Specifically, ActionX-Pose methods were tested by using an action-based crossvalidation setting with 10 foldings. This approach stabilizes the number of samples per action across different foldings. Pose- flipping and pose-noising were applied to training samples, while validation and testing samples were not augmented.
The following ablated methods were considered:
where the i-subscript has been omitted for convenience. We remark that ABCD and ABFG correspond to the Spatialattention and Temporal-attention methods, respectively, defined in Section III-E. Similarly, all corresponds to the method Spatio-temporal-attention method. This new nomenclature better highlights the method compositions in terms of features. Averaged results for these methods are shown in Table IV , including standard deviations, for the Default and σ = 0.2, z = 2 cases. It turns out that the latter case the performance is superior due to the data augmentation provided by poseflipping and pose-noising.
In order to measure the significance of the obtained performance, paired t-tests with α = 0.05 were conducted for the σ = 0.2, z = 2 case. Since we expect that the more features involved in the learning process, the higher the averaged accuracy, a one-tail paired t-test was chosen whenever possible. In all other cases, i.e. when the number of features were the same for both compared methods, a twotail paired t-test was chosen. We report p-values for all paired methods in Table IV .
Overall, this ablation study highlights that the ActionXPose high-level features always bring benefits to the learning process when considered alongside low-level features, i.e. p(t) and p (t). Moreover, the all method is not the best for MPOSE. This shows that, when too many features are involved, it is difficult for the network to effectively extract useful information. Therefore, trade-off methods are more effective. Indeed, ABCD and ABFG are significantly the best methods. This could be possibly due to the curse of dimensionality which occur when the number of features is too high with respect the number of available training samples [54] . Therefore, this study also highlights the importance of data augmentation, which considerably improves the Default case performance.
Overall, as expected, this test shows the importance of the low-level features for carrying most of the action knowledge. In fact, methods A and B achieve very good performance. On the other hand, as we saw in Section IV-F, these methods are strongly affected by occlusions. Therefore, high-level based methods provide the required robustness, along with clear advantages in terms of accuracy.
F. Occlusions Study
In this section, the robustness of ActionXPose features to occlusions and missing data is evaluated. In particular, the strategies proposed in sections III-D1, III-D2, and III-D4 for occlusion-handling will be compared. The short-time occlusions strategy in Section III-D3 is always applied. Moreover, in all experiments, pose-flipping and pose-noising were always applied to training data, with σ = 0.2 and z = 1. The experiment is based on MPOSE dataset. Since MPOSE data contains only self-occlusions, we simulated more challenging occlusions by explicitly removing landmarks from the testing data. This strategy is fast and effective, does not require any time-consuming video editing, and provides similar results as assumed the occlusions are in the video data. Inspired by landmark subsets in (12), we removed 6 different groups of landmarks, i.e.
It is worth emphasizing that the baseline methods are strongly numerically affected by the proposed occlusions. In other words, such occlusions create persistent missing data, and thus persistent missing features. On the other hand, the ActionXPose high-level features are more numerically robust, due to the definition of the embedding distance in (13) . Specifically, when such occlusions occur, the proposed highlevel features only slightly change their values, rather than being completely lost.
The first experiment ( Fig. 11 -Top) consists of occluding testing data, without performing neither occlusions augmentation nor landmarks borrowing techniques. Thus, the trained networks were not prepared to face such occlusions. As expected, the baseline methods are strongly less robust than ActionXPose features. In contrast, all methods that include high-level features achieve much better performance due to the robustness provided by equations (13) and (14) . In particular, the proposed Spatio-temporal attention method remarkably outperforms the baselines in all the occlusion cases.
In the second experiment ( Fig. 11-Middle) , we enabled occlusions augmentation only and repeated the same experiment mentioned above. In this case, since the training data include synthetically occluded data, the resulting networks are much more robust to occlusions. In this case, baseline methods are also expected to be more robust since the trained network is prepared to deal with the missing features carried by low-level sequences. However, again, high-level features outperform the baselines in all cases.
In the third and last experiment ( Fig. 11-Bottom) , we enabled both occlusions augmentation and landmarks borrowing. The borrowing landmark technique is able to fill the gaps due to occlusions in the baseline features. To perform this experiment, training and validation data were firstly occluded by the occlusions augmentation technique, while testing data were occluded with the proposed equation (21) . Then, all low-level and high-level features for training, validation and testing data were computed considering the borrowing landmarks technique. The first effect of this processing is that performance and robustness globally further increase. However, again, the proposed ActionXPose features outperform the baselines in all occlusion cases.
G. Performance on Traditional Datasets
In this section, ActionXPose results on the KTH and i3DPost datasets are provided. These tests were conducted to allow comparisons between the proposed method and other state-of-the-art methods. Since KTH and i3DPost include specific challenges, such as multiple viewpoints, zooming in/out, moving cameras, and variable target-camera proximity, this test can also show ActionXPose robustness against these challenges.
Tests are performed on the KTH dataset under two experimental settings. The first is the Split setting, where training, validation and testing samples are predefined by the original author in [41] . The second is the Leave-One-Actor-Out (LOAO) setting, where multiple tests are conducted by using each actor as testing actor and averaging obtained results. Table V shows the results for both these experimental settings. Data augmentation parameters were empirically chosen and fixed for all tests as z = 0 and σ = 0.2.
The ActionXPose high-level features outperform the baseline methods in all settings. Moreover, in the Split setting, ActionXPose performance is among the state-of-the-art. In the case of the LOAO setting, ActionXPose outperforms other state-of-the-art methods. Regarding i3DPost, this dataset is usually tested under the LOAO setting. i3DPost is specifically designed to cover multiviewpoints HAR. In fact, it includes video clips recorded from 8 different viewpoints. The results are given in the most difficult case where the task was to recognize the target action by using data from one single camera in a multi-viewpoint mode. ActionXPose results are summarized in Table V and compared with the state-of-the-art. As in the previous test, ActionXPose outperforms the baseline methods, achieving state-of-the-art performance.
In conclusion, these tests are particularly suitable for highlighting the effectiveness of pose-based HAR in comparison with the traditional methods. In fact, such excellent results were obtained by using 2D human poses only, while the other state-of-the-art methods exploited RGB data or other sophisticated data sources such as human silhouette. In this work, we showed that 2D pose-based HAR can achieve similar, and sometimes superior, performance than traditional RGB based methods.
H. Computational Speed Evaluation
In this section, we provide computational speed evaluations for each of the most important step required by ActionXPose. [26] 94.50 --Zhang et al. [27] 94.10 --Ji et al. [28] 90.20 --Almeida et al. [ We anticipate that, our simulations showed that the body pose detector is the bottleneck for the entire processing. However, it is claimed to be a real-time detector [3] when hardware requirements are fully satisfied. This statement is supported by our experiments. This computational speed evaluation considerers training and testing phases separately.
1) Training phase: in the training phase, the most intense step (excluding the body pose detection) is the library creation step, where the SOM clustering method is performed. The SOM computational complexity can be estimated as O(N 2 C 2 ) [55] , where N is the number of considered samples and C is the vector input dimensionality. This result shows the importance of considering the PCA as a dimensionality reduction technique before running the SOM. Another important step is sequence embedding step, which has a complexity of O(n), where n is the number of prototypes in the considered library [10] . Thus, for a small n, such as in our case, the embedding process is remarkably fast. Our simulations showed that the embedding step can process a single frame in ≈ 9 * 10 −5 seconds, which corresponds to around 10 4 frame per second. Even considering that ActionXPose needs to run two embedding processes (for the spatial and temporal libraries), the embedding process is still very fast.
2) Testing phase: in the testing phase, the most computationally intense step (excluding the body pose detection) is the sequence embedding. For the all method, each clip sequence requires on average 4.1 * 10 −2 seconds to be processed. Since in our tests each clip contains on average 72 frames, ActionX-Pose can elaborate its prediction with a speed of ≈ 5.7 * 10 −4 seconds per frame. Thus, once hardware requirements for the OpenPose detector are satisfied, ActionXPose can run with real-time performance. 
I. Varying Video Quality Study
In this section, we provide additional insights about the proposed method robustness to different frame resolutions, colour channels, frame-per-second (FPS), mega-bits-persecond (mbits/s), actual body size and frame quality rate. In fact, it is reasonable to expect that different video qualities, in terms of the above-mentioned indicators, might result in different OpenPose performance, which in turn can affect ActionXPose performance. In Table VI , the datasets used in this work are compared in terms of these common video indicators. The variety of conditions shown in Table VI , compared with the performance presented in previous sections, demonstrates that ActionXPose performance is stable across different conditions.
As an additional study, we conducted further experiments on ISLD, under the Dataset Augmentation Setting presented in Section IV-B2. The first goal was to assess the impact of varying frame sizes and body sizes on ActionXPose performance. To this purpose, we repeatedly reduced the original ISLD frame size by a factor of 5. Each time, the resulting clips were saved in AVI format with the Motion JPEG 2000 encoder provided by MATLAB, with a quality threshold of 95%. We report obtained results in Figure 12 -Top. The second goal was to assess the impact of varying Motion JPEG quality rates on ActionXPose performance. Therefore, we set the frame size to a reasonable value, i.e. 192x108 px, and then repeatedly reduced the quality threshold from 95% to 35%. We report obtained results in Figure 12 -Bottom.
Overall, conducted tests show that body size reduction is slightly related to a reduction of OpenPose performance. In contrast, ActionXPose performance remains quite stable. Surprisingly, ActionXPose performance peak is not achieved on the best frame size. In fact, the peak of performance is expected to be in correspondence with the most similar training condition. Similarly, the quality rate slightly worsens OpenPose performance. This further false negative increment seems to have a limited impact on ActionXPose performance.
In conclusion, these results suggest that ActionXPose is robust to the studied working conditions. However, further improvements could be performed by introducing a timerelated dropout layer in the network, to impose even more robustness to sudden false negative detections. However, this is going to be part of future studies. 
J. Discussions
Overall, as shown in Tables III and V, the proposed features outperform the baselines methods in almost all tests. In particular, in the case of KTH dataset (LOAO), the proposed Spatial-Attention method outperforms the state-of-theart. Regarding table V, state-of-the-art methods exploit raw RGB data, human silhouettes and motion history maps as main learning sources. These sources contain comprehensive and redundant information, which are expected to be more informative than poses only. However, we showed that by using limited data, i.e. 2D human poses with 14 landmarks and no other pixel-based information, it is possible to achieve stateof-the-art performance. The advantages of using poses rather than pixel-based approaches are threefold. First, it turns out to be light processing, which can be performed right after target detection, allowing native integration with existing tracking systems. Second, it is a self-explaining method: poses can be visually checked by human operators and compared with the predicted action labels, for an effective troubleshooting on-the-site. Third, poses are human-appearance and context insensitive, which allow straightforward cross-datasets implementation.
As shown in Section IV-H, the proposed method is remarkably fast in terms of computational speed. Thus, ActionXPose fits into a tracking system without additional, expensive, computational costs.
Moreover, the major advantage of ActionXPose is in occlusions and missing data challenges. Since OpenPose is relatively prone to false detections, a robust method was required for pose-based HAR. As shown in Fig. 11 , the baseline methods are not suitable to face body limbs occlusions. In contrast, the proposed Spatio-temporal attention method shows greater robustness when body limbs occlusions occur.
Despite the advantages mentioned above, our experiments also showed OpenPose limitations. In fact, in the case of UCF101 and HMDB51 datasets, OpenPose's low performance was one of the causes that compromised the proposed processing. As shown in Table VI and Figure 12 , frame resolution and frame quality are not a major problem themselves. In contrast, as the UCF101 and HMDB51 results suggest, the major issues were due to strong ambiguity between the target and the background. Moreover, the very small ratio between the target size and the frame resolution also compromised the detection.
The above mentioned OpenPose limitations have an impact on ActionXPose. In fact, when the link vectors v 2,9 and v 2,12 are both persistently missing, the strategy in Section III-B is not well-posed. However, this case occurs only when the body trunk is persistently occluded or undetectable. In this case, even human eyes might fail in classifying posture-related actions such as those studied in this work. Such disruptive cases require ad-hoc studies which are beyond the purpose of this work.
Another problem occurs when more challenging action classes are considered for HAR, for example, those provided by UCF101 and HMDB51 datasets. Since the UCF101 and HMDB51 are not posture-related datasets, colour contextual information is crucial, and the poses are not informative enough to fully describe the performed action. Further studies can be conducted to consider colors alongside poses, to combine both approaches in a multimodal system. However, this solution is beyond the purpose of this work. In fact, our goal was to provide a posture-related method for HAR that was able to fit the strict computational requirements of a security system. Thus, in this work, we showed that exploiting the OposePose detection, which is already used for tracking, we can perform robust pose-based HAR without expensive additional costs.
V. CONCLUSIONS AND FUTURE WORK
In this work, we presented the ActionXPose algorithm for 2D pose-based HAR, which achieves state-of-the art performance on selected datasets. Proposed high-level features improve accuracy and robustness to occlusions and missing data in comparison with the low-level features based method. In addition, this work proposed a new dataset for pose-level HAR in CCTV-like environment, namely ISLD dataset. This datasets was used to extensively test several variations of the proposed method, under different experimental conditions, including the interesting Dataset Augmentation and Cross-Dataset settings.
Future work will mainly focus on three directions. First, more generalization ability is required to allow the system to work in more complex scenarios, without additional training. Second, RGB based processing could be helpful for considering target appearance-related information. However, since privacy issues and computational speed have to be considered for security and surveillance applications, tailored solutions are required. Third, ActionXPose can be effectively made ready-to-use in surveillance scenarios once an automatic action detection for online surveillance video sequences will be integrated. However, such abilities requires ad-hoc solutions and further studies.
