The classical asymptotic equipartition property is the statement that, in the limit of a large number of identical repetitions of a random experiment, the output sequence is virtually certain to come from the typical set, each member of which is almost equally likely. In this paper, we prove a fully quantum generalization of this property, where both the output of the experiment and side information are quantum. We give an explicit bound on the convergence, which is independent of the dimensionality of the side information. This naturally leads to a family of Rényi-like quantum conditional entropies, for which the von Neumann entropy emerges as a special case.
I. INTRODUCTION
In this paper, we prove a fully quantum version of the asymptotic equipartition property (AEP). While the classical AEP applies to a random experiment with classical outcomes, here we consider the generalization to experiments that require a quantum description. Our version of the AEP then refers to typical properties of outcomes of the experiment relative to some side information, i.e., additional information obtained in the process of the experiment. We call it fully quantum because the outcomes as well as the side information may be quantum systems. We note here that in classical versions of the AEP the side information is not usually described explicitly, but is already included in the specification of the distribution of the experimental outcomes (i.e., one considers the probability distribution conditioned on the side information). This is not possible in a fully quantum context, where the side information may be entangled with the outcome and a quantum analogue of conditional probability distributions cannot be defined.
We will first discuss the classical AEP and rewrite it in a form that can then be generalized to the fully quantum setting. We sketch a possible proof of the classical version and our proof of the fully quantum AEP will follow similar lines.
A. Classical AEP
The AEP (cf. Theorem 3.1.1 in [1] ) is central to classical information theory because it establishes the Shannon entropy 1 , H (X) = − x∈X P (x) log P (x), * marcoto@phys.ethz.ch † colbeck@phys.ethz.ch ‡ renner@phys.ethz.ch 1 We use log to denote the binary logarithm.
as the relevant quantity for various problems involving independent and identically distributed (i.i.d.) random variables. It is a direct consequence of the weak law of large numbers and states that, for large enough n, the outcome of a random experiment given by an i.i.d. sequence X n = (X 1 , X 2 , . . . , X n ) ∈ X ×n of random variables distributed according to a probability distribution P on a set X will almost certainly be in a set of approximately 2 nH (X) typical events that each occur with a probability close to 2 −nH (X) . Consider, for example, the problem of source compression. There, one asks for the number of bits needed to store the outcome of the above random experiment. In typical information theoretic applications, we tolerate a small probability of failure. The AEP tells us that if we ignore non-typical events, we are almost certain not to have an error. We thus only need nH (X) bits to store the whole sequence, i.e. H (X) bits per element.
This can alternatively be formulated in terms of the entropies H ∞ (X) := − log max x∈X P (x) and H 0 (X) := log {x ∈ X : P (x) > 0} .
We also informally introduce smooth min-and maxentropies denoted H ε min (X) and H ε max (X), which will be defined precisely in Section II. The smooth min-entropy is constructed by ignoring the most probable events in X up to total probability ε and taking H ∞ of the remaining distribution. Similarly, the smooth max-entropy ignores the least probable events and is closely related to H 0 . In terms of these entropies, the AEP is equivalent to the relations
These relations have been generalized to the case of conditional entropies (for a non-asymptotic version, see [2] ).
Returning to the example of source compression makes clear the second of these relations. In order to store (with certainty) the outcome of a single random experiment, one needs H 0 (X) bits. Furthermore, if one tolerates a small probability of failure, only roughly H ε max (X) bits are required. On the other hand, in the case of a large sequence of i.i.d. random variables, the AEP tells us that H (X) bits are needed for each element of the sequence, and hence relation (2) follows. A similar argument can be made to illustrate relation (1) using randomness extraction [3] .
We now sketch a proof of the AEP (1). We use the Rényi entropies [4] H α (X) :
for which H ∞ (α → ∞), H 0 (α → 0) and the Shannon entropy (α → 1) are defined as limits. Furthermore, the entropies H α are monotonically decreasing in α and, as shown in [3] , the Rényi entropies with α > 1 are close to the smooth min-entropy in the sense that
while those with α < 1 are close to the smooth maxentropy. Note that the error term 1 α−1 log 1/ε in (4) diverges when we try to recover the Shannon entropy. However, in the case of an i.i.d. sequence we find
where we have used H α (X n ) = nH α (X). We proceed by bounding lim ε→0 lim n→∞ H ε min (X n ) from above and below. To get the lower bound, we choose α = 1 + 1/ √ n and take the limit n → ∞ in (5). The upper bound essentially follows from H min (X) ≤ H (X).
B. Fully Quantum AEP
The AEP was first generalized to situations where the outcomes A of the random experiment are quantum systems, while the side information remains classical. In this case the side information does not need to be modeled explicitly but can be included in the description of the output states (see e.g. [5, 6, 7, 8] ). In this paper we consider a generalization to a fully quantum AEP, involving possibly quantum mechanical side information B.
2 A preliminary version of the result has appeared in [9] (see the discussion below for a comparison). Similar 2 We consider this result an extension of the AEP in the sense that it takes the role of the classical AEP in a quantum information context. Namely, if an information theoretic problem can be solved in terms of min-and max-entropies in a single-shot scenario, the asymptotic result for i.i.d. states follows via the AEP (and, thus, can be expressed in terms of von Neumann entropies). The classical AEP follows as a special case of our result.
result have also been found in the context of quantum hypothesis testing (e.g. [10, 11, 12] 
This relation is expressed in terms of quantum versions of the min-and max-entropies [9] and the conditional von Neumann entropy which will be defined precisely below. The reader unfamiliar with quantum entropies is also referred to [13, 14] for many of their properties and applications.
In this contribution, we prove a non-asymptotic version of Theorem 1 that gives a lower bound on H ε min (A n |B n ) for finite n (cf. Theorem 9). The bound for finite n has the property that the deviation from the asymptotic bound (the term δ(ε, η) in Theorem 9) only depends on conditional min-and max-entropies evaluated for ρ AB but is otherwise independent of the dimension of the Hilbert spaces H A and H B . More precisely, our bound is independent of the Hilbert space dimension of H B . This is particularly important for applications in the context of cryptography, where quantum systems may be controlled by an adversary. In this case, it is often difficult or impossible to bound their dimension, whereas the conditional entropies can nevertheless be estimated.
It is possible to obtain a statement similar to Theorem 1 using typical subspaces. However, proofs of this type inevitably lead to bounds involving the dimensions of both Hilbert spaces H A and H B 3 and hence to a qualitatively weaker result than the one established here (in particular, no reasonable bound could be obtained for high-dimensional Hilbert spaces). We note that our proof technique is different from the one used in [9] , where the result also explicitly depends on the dimension of the Hilbert space H A .
Our proof is based on quantities that can be seen as a quantum generalization of Rényi entropies (Section II). A central ingredient is a family of inequalities that generalize (4) to the quantum domain (Section III). Together with a quantitative bound on the difference between the 3 To our knowledge typical subspaces cannot be defined in a fully quantum setting. Instead, it is necessary to first bound the conditional entropies in terms of (unconditional) entropies of the joint system AB and of system B separately. The typical subspace arguments can then be applied individually to get an asymptotic limit of H (AB) − H (B) = H (A|B). Bounds on the convergence derived from this argument will depend on the convergence of the individual terms and thus in general on the Hilbert space dimensions of HAB and HB (see [3] ).
generalized Rényi entropies and the von Neumann entropy (Section IV), this leads to the main claim (Theorem 9 in Section V). The technical tools used for the derivation of our results (in particular Lemma 14 in Appendix A) may be of independent use -for example, they allow for a simple proof of the strong sub-additivity of the von Neumann entropy (cf. Lemma 5 and [12] ).
II. QUANTUM RÉNYI ENTROPIES
In this section, we define the various entropies used and explore some of their properties. Proofs of the lemmas can be found in Appendix B. Given a finite-dimensional Hilbert space H, we use P(H) to denote the set of positive semi-definite operators on H. The set of normalized quantum states S(H) := {ρ ∈ P(H) : tr ρ = 1} and the set of sub-normalized states S ≤ (H) := {ρ ∈ P(H) : tr ρ ≤ 1} can now be defined. Indices are used to denote multi-partite Hilbert spaces, e.g. H AB = H A ⊗ H B . Let ρ AB ∈ S(H AB ) be a bipartite state and σ B ∈ S(H B ), then
where 1 A and 1 B are the identity operators on H A and H B , respectively. The conditional von Neumann entropy can then be recovered by
where ρ B = tr A (ρ AB ) is obtained by taking the partial trace on A of ρ AB . We use indices to denote the different marginal states of multi-partite systems and often do not mention explicitly when a partial trace needs to be taken, since this information is contained implicitly in the notation of the entropies. 4 We define the min-entropy:
, then the min-entropy of A conditioned on B of the state ρ AB relative to σ B is defined as
Furthermore, we define
Clearly, H min (A|B) ρ|σ is finite if and only if supp {σ B } ⊇ supp {ρ B } and −∞ otherwise. The max-entropy is its dual with regards to a purification ρ ABC of ρ AB on an auxiliary Hilbert space H C : 5 Definition 2. Let ρ ABC ∈ S ≤ (H ABC ) be pure, then the max-entropy of A conditioned on B of the state ρ AB is defined as
The quantum entropies can be ordered as follows:
In order to define smooth versions, we consider the set of states close to ρ in the following sense. For ε > 0, we define an ε-ball of states around ρ ∈ S(H) as
where C(ρ,ρ) := 1 − F 2 (ρ,ρ) as proposed in [15] is a distance measure (on normalized states) based on the fidelity F (ρ,ρ) := tr| √ ρ √ρ |. We use this choice of measure because it is invariant under purifications and is directly related to the trace distance for pure states. 6 Smoothed versions of the min-entropy are then defined:
Similarly, we define
The smoothed entropies maintain the duality relation
Both entropies are independent of the Hilbert spaces used to represent the density operators locally; namely, given ρ AB ∈ S(H AB ), τ CD ∈ S(H CD ) and two isometries U and
For a more in-depth treatment of smooth conditional entropies and their basic properties, we refer to [16] . Next, we introduce a family of Rényi-like conditional entropies:
5 Note that this quantity is different from the Hmax used in earlier work (e.g. [9] ). However, the definition used here (and introduced in [14] ) is chosen because it satisfies the duality relation (10) . When HB ∼ = C, we recover the classical Rényi entropy H 1/2 . Note that the smooth versions of H 1/2 (cf. eq. (13)) and H 0 are equivalent up to additive terms logarithmic in the smoothing parameter [3] , which disappear in the asymptotic statements. 6 In fact, C(ρ,ρ) corresponds to the minimal trace distance between purifications of ρ andρ if tr(ρ) = tr(ρ) = 1.
Definition 3. Let ρ AB ∈ S(H AB ), σ B ∈ S(H B ) and α ∈ (0, 1) ∪ (1, ∞), then the α-entropy of A conditioned on B of the state ρ AB relative to σ B is given by
when σ B is invertible and lim ξ→0 H α (A|B) ρ|σ+ξ1 otherwise.
Note that for α > 1 the limit is finite if and only if supp {σ B } ⊇ supp {ρ B } and −∞ otherwise. A similar quantity appears in quantum hypothesis testing [11, 17] and as a quantum relative Rényi entropy in [12, 18, 19] . If H B ∼ = C is trivial, we recover the classical Rényi entropies (3). The entropies H 0 (α → 0) and H ∞ (α → ∞) can be defined as limits. Moreover, the von Neumann entropy is recovered by continuous extension to α = 1 :
Unlike their classical counterparts, the quantum conditional min-and max-entropies cannot be recovered as special cases of α-entropies. However, it can be shown [14] that, for any σ B ∈ S(H B ),
(17) Furthermore, using the eigenvalue decompositions ρ AB = i ν i |i i| and 1 A ⊗ σ B = j µ j |j j |, we have
Nevertheless, the α-entropies share some of the useful properties of their classical counterparts: Lemma 3. Let ρ AB ∈ S(H AB ) and σ B ∈ S(H B ), then the entropies H α (A|B) ρ|σ are monotonically decreasing in α. 
The α-entropies are independent of the Hilbert spaces used to represent the density operators locally:
Conditional entropies are measures of the uncertainty about A given B, hence we expect them to satisfy a data processing inequality, i.e. local processing by a tracepreserving completely positive map (TP-CPM) on system B cannot decrease the conditional entropy. The α-entropies for α ∈ [0, 2] have this property.
, where I is the identity on S(H A ), then
When the partial trace over a subsystem takes the role of the TP-CPM, Lemma 5 is equivalent to strong subadditivity in the case of the von Neumann entropy. We find the following duality relation for α-entropies: Lemma 6. Let ρ ABC ∈ S(H ABC ) be pure and α ∈ [0, 2], then
The duality relation of the von Neumann entropy -H (A|B) ρ = −H (A|C) ρ -follows in the limit α → 1.
III. LOWER BOUND ON SMOOTH MIN-ENTROPY
Our main tool for proving the fully quantum AEP is a family of inequalities that relate the smooth conditional min-entropy H ε min (A|B) to H α (A|B) for α ∈ (1, 2] . The result is a quantum generalization of (4).
Theorem 7.
Let ρ AB ∈ S(H AB ), σ B ∈ S(H B ), ε > 0 and α ∈ (1, 2] , then the following inequality holds:
Proof. We consider two cases: (1) The α entropy diverges and the inequality holds trivially. (2) (15) and Lemma 4, thus, we henceforth assume that σ B is invertible in this proof.
We use Appendix C to get a first bound on H ε min (A|B); in particular, let λ be chosen s.t. Lemma 15 holds for ε (cf. Remark 16). Next, we introduce the operator X := ρ AB − λ1 A ⊗ σ B with eigenbasis {|ψ i } i∈S . The set S + ⊆ S contains the indices i corresponding to positive eigenvalues of X. Hence, P + := i∈S + |ψ i ψ i | is the projector on the positive eigenspace of X and P + XP + = ∆ as defined in Lemma 15. Furthermore, let r i := ψ i |ρ AB |ψ i ≥ 0 and s i := ψ i |1 A ⊗ σ B |ψ i > 0. It follows that ∀ i∈S + : r i − λs i ≥ 0 and r i λ s i ≥ 1.
For any α ∈ (1, 2], we bound ε in Lemma 15 as follows:
Next, we apply Lemma 14 to the functional S gα , where g α : t → t α is operator convex for α ∈ (1, 2] (cf. Section V.2 of [20] ). We use the TP-CPM A → i∈S |ψ i ψ i |A|ψ i ψ i | to obtain
Substituting this into (23), we find
Finally, taking the logarithm on both sides, dividing by 1 − α < 0 and applying Lemma 15 results in (22) .
IV. LOWER BOUND ON α-ENTROPIES
We will use Theorem 7 to get a lower bound on the min-entropy in terms of α-entropies, hence, it remains to find a lower bound on the α-entropies in terms of the von Neumann entropy. In turn, the bound on the convergence will depend on the smoothing parameter ε and a contribution Υ(A|B) that describes how fast the α-entropies converge to the von Neumann entropy. Definition 4. Let ρ AB ∈ S(H AB ) and σ B ∈ S(H B ), then we define the α-entropy convergence parameter Υ(A|B) ρ|σ := 2
When σ B = ρ B , one can use (17) and its dual relation H 3 /2 (A|B) ρ|ρ ≥ H min (A|B) ρ (cf. (10) and Lemma 6) to write
We can now state a bound on the α-entropies for α close to 1 as follows:
Lemma 8. Let ρ AB ∈ S(H AB ), σ B ∈ S(H B ), η = Υ(A|B) ρ|σ and 1 < α < 1 + log 3 4 log η , then the following inequality holds:
Proof. We assume that σ B is invertible in this proof. The general result then follows by the arguments outlined at the beginning of the proof of Theorem 7.
Let {|i } i be an orthonormal basis of H AB and H ′ AB ∼ = H AB a copy of H AB . The state |γ := i |i ⊗ |i is the (unnormalized) fully entangled state on H AB ⊗ H ′ AB . We introduce a purification |φ := ( √ ρ AB ⊗ 1 AB )|γ of ρ AB . To simplify notation, we use β := α − 1 as well as
Let us first approximate H α (A|B) for small β > 0:
where we used ln x ≤ x − 1 for all x > 0. We now expand the exponential t β for each eigenvalue t > 0 of X as follows: t β = 1 + β ln t + r β (t), where r β (t) := t β − β ln t − 1. This leads to
To simplify this further, we note that
It is easy to verify that s β is monotonically increasing for t ≥ 1 and concave in t for β ≤ 1/2 and t ∈ [3, ∞). Furthermore, we have s β (t) = s β ( 1 t ) and s β (t 2 ) = s 2β (t). We use this to write
Next, we apply (27) to the matrix element in (26) and use the fact that the operator √ X + 1/ √ X + 1 has its eigenvalues in [3, ∞) and 2β < log 3 2 log η ≤ 1 2 together with Lemma 11 in Appendix A:
where we substituted η = φ| √ X+1/ √ X+1|φ . Taylor's theorem and an expansion around β = 0 gives an upper bound on s β (t):
where we simplified the expression (for convenience of exposition) using ln 2 cosh(ln 3/2) < 1. The lemma now follows after we substitute (29) and (28) into (26).
V. QUANTUM AEP
One could use Theorem 7, together with the arguments given for the classical case in Section I A, to prove (6) directly. In many applications, it is useful to have an explicit lower bound on H ε min (A|B). We derive such a bound, from which the asymptotic version (6) is a corollary.
where, for n ≥ 
Proof. By definition, we have
We use Theorem 7, the additivity property (18) of the α-entropy and Lemma 8 to get a bound on the rhs. Let
for a parameter µ (to be optimized over), then
We want to choose µ such that it minimizes the expression µ log 2 ε 2 +µ −1 (log η) 2 . However, the requirement α < 1 + log 3 4 log η in Lemma 8 restricts the choice of µ for any fixed n, hence, the error term δ(ε, η) is in general also a function of n. Nonetheless, for large enough n the optimum, µ * , can be reached 8 and we get
Substitution of this expression into (31) leads to (30).
Remark 10. The proof of Theorem 9 can be generalized to H min (A|B) ρ|σ . The generalized theorem reads: For ρ AB ∈ S(H AB ) and σ B ∈ S(H B ), we have
8 To verify this, evaluate an upper bound to α = 1 + (2µ * √ n) −1 using the expression for n in (32) and note that p 5/2 < log 3.
where n and δ(ε, η) as in Theorem 9 and η = Υ(A|B) ρ|σ .
9
The generalized asymptotic equipartition property stated in Theorem 1 follows as a corollary.
Proof of Theorem 1. We first show the min-entropy relation (6) . Taking the n → ∞ limit in Theorem 9 gives
However, since, for ε → 0, the min-entropy is smaller than the Shannon entropy (cf. Lemma 2), we get the desired result. To see this, note that there exists ã
We now use the continuity of the von Neumann entropy under small perturbations of the state as expressed in Fannes' inequality (cf. [22] ). This ensures that, for finitedimensional Hilbert spaces, the difference between the Shannon entropies evaluated for ρ ⊗n AB andρ A n B n scales at most linearly in n (i.e. logarithmic in the Hilbert space dimension):
Together with (33), this leads to
The max-entropy relation (7) follows after we substitute the duals of the smooth min-entropy (14) and the von Neumann entropy (21) into (6).
APPENDIX A: TECHNICAL RESULTS
We discuss some properties of convex and operator convex 10 functions. Let H, H ′ be Hilbert spaces and |φ ∈ H. We start with a straightforward application of Jensen's inequality:
9 Furthermore, note that all results of this paper can also be stated in terms of relative entropies instead of conditional entropies. For example, in the language of [21] , Remark 10 reads: Let ρ, σ ∈ H and ε > 0. With n and δ as in Theorem 9, we have A generalization of Jensen's inequality to operator convex functions was shown in [23] 
We will now discuss Lemma 14, originally proven by Petz [24] , which establishes the monotonicity of certain functionals S f under TP-CPMs and is of independent use in quantum information theory (see e.g. [11, 12] ). Let H be a Hilbert space with orthonormal basis {|i } i , H ′ ∼ = H be a copy of H, and |γ := i |i ⊗ |i be the (unnormalized) fully entangled state on H⊗H ′ . Then, for any continuous function f : [0, ∞) → R with f (0) = 0, and operators A ≥ 0, B > 0 on H, we define
where (·)
T denotes the transpose with respect to {|i } i and 1 is the identity operator on H. More generally, for any B ≥ 0, we define
The functional S f (A, B) is independent of the Hilbert space used to represent A and B in the following sense:
Lemma 13. Let U : H →H be an isometry, then for all operators A ≥ 0, B ≥ 0 on H:
Proof. Let A = i λ i |i i| and B = j µ j |j j | with eigenvalues λ i ≥ 0, µ j ≥ 0 and orthonormal bases {|i } i and {|j } j respectively. Now, using γ|X ⊗ 1|γ = tr(X) and (X ⊗ 1)|γ = (1 ⊗ X T )|γ for any operator X, we get
The isometry U keeps the eigenvalues and the scalar product i|j invariant. Furthermore, any zero eigenvalues introduced do not contribute to the sum since they lie on a space orthogonal to the image of U , and f (0) = 0.
Lemma 14. Let f be operator convex on [0, ∞) and let E be a TP-CPM, then for all operators A ≥ 0, B ≥ 0 on H:
Proof. Every TP-CPM can be expressed as an isometry followed by a partial trace (cf. [8] (A 1 , B 1 ) , where A 1 = tr 2 (A) and B 1 = tr 2 (B). We will show this under the assumption that B is invertible and the result for general B will follow from the continuity (by definition) of S f when ξ → 0.
Let us define a linear map ν :
The map ν is an isometry, i.e. ν † ν = 1 11 and satisfies
Moreover, we have tr 2 (A T ) = A 
. Finally, using (A2), we recover S f (A, B) ≥ S f (A 1 , B 1 ) by taking the matrix element for ( √ B 1 ⊗ 1 1 )|γ 1 on both sides of the inequality.
APPENDIX B: PROOFS OF CLAIMS IN SECTION II
For completeness, we prove various properties of the min-, max-and α-entropies presented in Section II.
Proof of Lemma 2.
It is sufficient to prove the first relation 11 , since H min (A|B) ≤ H (A|B) implies H max (A|C) ≥ H (A|C) by the duality relations. ) − log ρ AB )) − log λ ≥ H min (A|B) ρ , where we chose λ > 0 and σ ′ B ∈ S(H B ) such that they optimize (8) and (9) . Hence, − log λ = H min (A|B) ρ . Furthermore, it follows from (8) that λ1 A ⊗ σ ′ B ≥ ρ AB . Then, using the operator monotonicity 12 of t → log t (cf. Chapter V in [20] ), we find that the remaining term is positive.
Proof of Lemma 3. We prove this statement for invertible σ B and the general statement then follows by continuity. Using the (unnormalized) fully entangled state |γ as in Appendix A, we define a purification |φ := ( √ ρ AB ⊗ 1 AB )|γ of ρ AB . Furthermore, we set β := α − 1 and X := ρ AB ⊗ (1 ⊗ σ 
