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THE EQUIVARIANT CUNTZ SEMIGROUP
EUSEBIO GARDELLA AND LUIS SANTIAGO
Abstract. We introduce an equivariant version of the Cuntz semigroup, that
takes an action of a compact group into account. The equivariant Cuntz semi-
group is naturally a semimodule over the representation semiring of the given
group. Moreover, this semimodule satisfies a number of additional structural
properties. We show that the equivariant Cuntz semigroup, as a functor, is
continuous and stable. Moreover, cocycle conjugate actions have isomorphic
associated equivariant Cuntz semigroups. One of our main results is an analog
of Julg’s theorem: the equivariant Cuntz semigroup is canonically isomorphic
to the Cuntz semigroup of the crossed product. We compute the induced semi-
module structure on the crossed product, which in the abelian case is given by
the dual action. As an application of our results, we show that freeness of a
compact Lie group action on a compact Hausdorff space can be characterized
in terms of a canonically defined map into the equivariant Cuntz semigroup,
extending results of Atiyah and Segal for equivariant K-theory. Finally, we
use the equivariant Cuntz semigroup to classify locally representable actions
on direct limits of one-dimensional NCCW-complexes, generalizing work of
Handelman and Rossmann.
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1. Introduction
Equivariant K-theory for compact groups acting on topological spaces was in-
troduced by Atiyah (the paper [Seg68], by Segal, contains a basic treatment of the
theory). One of the first applications of this theory was a striking characterization
of freeness of a compact Lie group action ([AS69]; see also Theorem 1.1.1 in [Phi87]).
Equivariant K-theory was later defined and studied for actions of compact groups
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on noncommutative C∗-algebras. A fundamental result in this area is Julg’s iden-
tification ([Jul81]) of the equivariant K-theory of a given action, with the ordinary
K-theory of its associated crossed product. In a different direction, each of the dif-
ferent statements in Atiyah-Segal’s characterization of freeness, interpreted in the
context of C∗-algebras, can be taken as possible definitions of “noncommutative
freeness”. This is the approach taken by Phillips in [Phi87]. Equivariant K-theory
has also been used as an invariant for compact group actions ([HR85], [Gar14b]),
and its definition has been extended to actions of more general objects, such as
quantum groups ([ZZ08]). Equivariant K-theory also plays a role in the so called
Baum-Connes conjecture with coefficients (where one considers the equivariant K-
theory of a C∗-algebra other than C.)
On the other hand, the Cuntz semigroup Cu(A) of a C∗-algebra A, first consid-
ered by Cuntz in the 70’s ([Cun78]), has been intensively studied in the last decade
since Toms successfully used it ([Tom08]) to distinguish two non-isomorphic C∗-
algebras with identical Elliott invariant (as well as identical real and stable ranks).
Coward, Elliott and Ivanescu ([CEI08]) suggested that the Cuntz semigroup could
be used as an invariant for C∗-algebras (in many cases, finer than K0), and this
semigroup has since then been used to obtain positive classification results of not
necessarily simple C∗-algebras. The most general result in this direction is due
to Robert ([Rob12]): he showed that the Cuntz semigroup is a complete invariant
for (not necessarily simple) unital direct limits of 1-dimensional noncommutative
CW-complexes with trivial K1. (This class contains all AI-algebras.) We refer the
reader to [BP08] and [APT14] for thorough developments of the theory of the Cuntz
semigroup.
In this paper, we study an equivariant version of the Cuntz semigroup for com-
pact group actions on C∗-algebras. For an action α : G → Aut(A) of a com-
pact group G on a C∗-algebra A, we denote its equivariant Cuntz semigroup by
CuG(A,α). This is a partially ordered semigroup, with a natural semimodule struc-
ture over the representation semiring Cu(G) of G. We explore some basic proper-
ties of the functor (A,α) 7→ CuG(A,α), such as continuity, stability, passage to full
hereditary subalgebras, cocycle equivalence invariance, etc. One of the main results
of this work (Theorem 5.3) is an analog of Julg’s theorem for the Cuntz semigroup:
CuG(A,α) is naturally isomorphic to Cu(A⋊αG). The induced Cu(G)-semimodule
structure on Cu(A⋊α G) is computed in Theorem 5.14 (see Proposition 5.16 for a
simpler description when G is abelian). We prove an analog of Atiyah-Segal’s char-
acterization of freeness using the Cuntz semigroup; see Theorem 7.6. Applications
to classification of actions are given in the last section; see Theorem 8.4.
There are a number of reasons to be interested in an equivariant version of the
Cuntz semigroup. Its use for classification of C∗-algebras suggests that this should
also be a useful invariant for group actions. As a semigroup, CuG(A,α) is just
the Cuntz semigroup of the crossed product, but the additional Cu(G)-semimodule
structure makes this a finer invariant. The fact that cocycle equivalent actions
have isomorphic equivariant Cuntz semigroups is a stronger statement than the
fact that their crossed products have isomorphic Cuntz semigroups. In a different
direction, our study is a first step towards a bivariant, equivariant version of the
Cuntz semigroup, which is currently being developed by Tornetta; see [Tor16]. (A
bivariant version of the Cuntz semigroup has been introduced in [BTZ16].)
3We have organized this paper as follows. In Section 2, and after reviewing the
definition of the Cuntz semigroup and the Cuntz category Cu, we introduce the
equivariant Cuntz semigroup using positive invariant elements in suitable stabiliza-
tions of the algebra (Definition 2.7). The main result of this section, Corollary 2.14,
asserts that the equivariant Cuntz semigroup is a functor from the category of G-
C∗-algebras (that is, C∗-algebras with an action of G), to the category Cu.
In Section 3, we introduce the representation semiring Cu(G) ofG (Definition 3.1),
which corresponds to the equivariant Cuntz semigroup ofG acting onC (Theorem 3.4),
and define a canonical Cu(G)-action on CuG(A,α); see Definition 3.10. With this
semimodule structure, the equivariant Cuntz semigroup becomes a functor from G-
C∗-algebras to a distinguished category of Cu(G)-semimodules (see Definition 3.7
and Theorem 3.11). We finish this section by showing that the functor CuG is stable
(Proposition 3.12) and preserves countable inductive limits (Proposition 3.13).
Section 4 is devoted to giving two pictures of the equivariant Cuntz semigroup
using equivariant Hilbert modules. In one of these pictures, we identify CuG(A,α)
with the ordinary Cuntz semigroup of K(HA)
G, where HA is the universal equivari-
ant Hilbert module for (A,α) introduced by Kasparov in [Kas80] (see Definition 4.5).
In the second picture, we identify CuG(A,α) with the Cu(G)-semimodule obtained
by taking a suitable equivalence relation (Definition 4.4) on the class of equivariant
Hilbert modules; see Corollary 4.15.
Section 5 contains some of our main results. In Theorem 5.3, we construct
a natural Cu-isomorphism between CuG(A,α) and Cu(A ⋊α G). (This is a Cuntz
semigroup analog of Julg’s theorem for K-theory; see [Jul81].) The induced Cu(G)-
semimodule structure on Cu(A⋊αG) is computed in Theorem 5.14, with an easier
description available when G is abelian; see Proposition 5.16. As an application,
we show that invariant full hereditary subalgebras have canonically isomorphic
equivariant Cuntz semigroups (Proposition 5.17).
Section 6 contains several computations of the equivariant Cuntz semigroups of
a number of dynamical systems. Most of our computations use either the Rokhlin
property (which are handled with results from [GS16]) or are pullbacks of dynamical
systems (which are handled with Theorem 6.7).
In Section 7, we apply the theory developed in the previous sections to prove a
characterization of freeness of a compact Lie group action on a compact Hausdorff
space, in terms of a certain canonical map into the equivariant Cuntz semigroup;
see Theorem 7.6. This characterization resembles (and depends on) Atiyah-Segal’s
characterization of freeness using equivariant K-theory ([AS69]).
Finally, in Section 8, we use the equivariant Cuntz semigroup to classify cer-
tain direct limit actions on a class of stably finite C∗-algebras containing all AI-
algebras; see Theorem 8.4. Our results extend the work of Handelman and Ross-
mann ([HR85]) on locally representable actions on AF-algebras.
Throughout the paper, topological groups are always assumed to be Hausdorff.
If G is a locally compact group, we will denote by Ĝ the set of unitary equivalence
classes of irreducible representations of G. When G is abelian, it is well-known that
every irreducible representation is one dimensional, and hence Ĝ has a natural group
structure. When G is compact (but not necessarily abelian), then every irreducible
representation is automatically finite dimensional. Finally, if G is compact and
abelian, then its dual group Ĝ is discrete. A unitary representation µ : G→ U(Hµ)
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of G on a Hilbert space Hµ will usually be abbreviated to (Hµ, µ). We say that
(Hµ, µ) is separable, or finite dimensional, if Hµ is. The unitary equivalence class
of (Hµ, µ) is denoted by [µ].
For a locally compact group G, we denote by Cu(G) the class of unitary equiv-
alence classes of unitary representations of G on separable Hilbert spaces. It is
easy to see, fixing a separable Hilbert space and restricting to representations on
it, that Cu(G) is in fact a set. This set has important additional structure that will
not be discussed until it is needed in Section 3. The set Cu(G) will play mostly a
notational role in the first few sections.
We sometimes make a slight abuse of notation and do not distinguish between
elements in Ĝ (or Cu(G)) and irreducible (separable) unitary representations of G.
If A is a C∗-algebra, we denote by idA : A → A its identity map. For a unitary
u in its multiplier algebra M(A), we write Ad(u) for the automorphism of A given
by Ad(u)(a) = uau∗ for a ∈ A. Writing U(M(A)) for the unitary group of M(A),
observe that the map Ad: U(M(A)) → Aut(A) is a group homomorphism. For
Hilbert spaces H1,H2, we write B(H1,H2) for the Banach space of bounded, linear
operators from H1 to H2. We write N for {1, 2, . . .}, Z≥0 for {0, 1, 2, . . .}, and Z≥0
for {0, 1, 2, . . . ,∞}.
For a locally compact group G and a C∗-algebra A, an action of G on A will
always mean a group homomorphism α : G→ Aut(A) satisfying the following con-
tinuity condition: for a ∈ A, the map G → A, given by g 7→ αg(a) for g ∈ G, is
continuous. (This is usually referred to as “strong continuity”.) We write AG, or
Aα if we need to stress the action α, for the C∗-subalgebra
AG = {a ∈ A : αg(a) = a for all g ∈ G}.
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2. The Equivariant Cuntz semigroup
In this section, for a continuous action α : G→ Aut(A) of a compact groupG on a
C∗-algebraA, we define its equivariant Cuntz semigroup CuG(A,α) (Definition 2.7),
and explore some basic properties. The main result of this section, Corollary 2.14,
asserts that the equivariant Cuntz semigroup is a functor from the category of
G-C∗-algebras to the Cuntz category Cu.
52.1. The Cuntz semigroup and the category Cu. This subsection is devoted
to reviewing the construction of the ordinary (that is, non equivariant) Cuntz semi-
group, as well as the definition of the Cuntz category Cu.
Let A be a C∗-algebra and let a, b ∈ A be positive elements. We say that a is
Cuntz subequivalent to b, written a - b, if there exists a sequence (dn)n∈N in A,
such that lim
n→∞
‖dnbd
∗
n − a‖ = 0. We say that a is Cuntz equivalent to b, written
a ∼ b, if a - b and b - a.
It is clear that - is a preorder on the set of positive elements of A, and thus ∼
is and equivalence relation. We denote by [a] the Cuntz equivalence class of the
element a ∈ A+.
Definition 2.1. The Cuntz semigroup of A, denoted by Cu(A), is defined as the
set of equivalence classes of positive elements of A⊗K. Addition in Cu(A) is given
by
[a] + [b] =
[(
a 0
0 b
)]
,
where the positive element inside the brackets in the right hand side is identified
with its image in A⊗K under any ∗-isomorphism ofM2(A⊗K) with A⊗K induced
by an ∗-isomorphism of M2(K) and K. The set Cu(A) becomes a partially ordered
semigroup when equipped with the partial order [a] ≤ [b] if a - b.
It is easy to see that any ∗-homomorphism φ : A→ B induces an order preserving
map Cu(φ) : Cu(A) → Cu(B) defined by Cu(φ)([a]) = [(φ ⊗ idK)(a)] for a ∈ (A ⊗
K)+.
It was shown in [CEI08, Theorem 1] that Cu is a functor from the category of
C∗-algebras to a subcategory of the category of ordered abelian semigroups. We
now proceed to define this category, which we denote by Cu.
Let S be an ordered semigroup and let s, t ∈ S. We say that s is compactly
contained in t, and denote this by s ≪ t, if whenever (tn)n∈N is an increasing
sequence in S such that t ≤ sup
n∈N
tn, there exists k ∈ N such that s ≤ tk. A sequence
(sn)n∈N in S is said to be rapidly increasing, if sn ≪ sn+1 for all n ∈ N.
Definition 2.2. An ordered abelian semigroup S is an object in the category Cu
if it has a zero element and it satisfies the following properties:
(O1) Every increasing sequence in S has a supremum;
(O2) For every s ∈ S, there exists a rapidly increasing sequence (sn)n∈N in S
such that s = sup
n∈N
sn.
(O3) If (sn)n∈N and (tn)n∈N are increasing sequences in S, then
sup
n∈N
sn + sup
n∈N
tn = sup
n∈N
(sn + tn);
(O4) If s1, s2, t1, t2 ∈ S satisfy s1 ≪ t1 and s2 ≪ t2, then s1 + s2 ≪ t1 + t2.
Let S and T be semigroups in the category Cu. An order preserving semigroup
map ϕ : S → T is a morphism in the category Cu if it preserves the zero element
and it satisfies the following properties:
(M1) If (sn)n∈N is an increasing sequence in S, then
ϕ
(
sup
n∈N
sn
)
= sup
n∈N
ϕ(sn);
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(M2) If s, t ∈ S satisfy s≪ t, then ϕ(s)≪ ϕ(t).
The following observation will be used repeatedly.
Remark 2.3. LetM be a partially ordered semigroup with zero element, and let S
be a semigroup in Cu. Suppose that there exists a semigroup morphism ϕ : M → S
(or ϕ : S →M) preserving the zero element and such that:
(1) ϕ preserves the order, that is, x ≤ y in M implies ϕ(x) ≤ ϕ(y) in S;
(2) ϕ is an order embedding, that is, ϕ(x) ≤ ϕ(y) in S implies x ≤ y in M
(this implies that ϕ is injective); and
(3) ϕ is surjective.
ThenM belongs to Cu, and ϕ is a Cu-isomorphism. In particular, ϕ automatically
preserves suprema of increasing sequences and the compact containment relation.
Let A be a C∗-algebra and let a ∈ A. Then it can be checked that [(a−ε)+]≪ [a]
for all ε > 0, and that [a] = sup
ε>0
[(a − ε)+]. In particular, it follows that Cu(A)
satisfies Axiom (O2).
2.2. The equivariant Cuntz semigroup. For the rest of this section, we fix a
compact group G, a C∗-algebra A, and an action α : G→ Aut(A).
Let (Hµ, µ) and (Hν , ν) be separable unitary representations of G. We endow
the Banach space B(Hµ,Hν) with the G-action given by
g · T = νg ◦ T ◦ µg−1 ,
for g ∈ G and T ∈ B(Hµ,Hν). It is clear that K(Hµ,Hν) is an invariant, closed
subspace, which we will endow with the restricted G-action. With these actions, a
G-invariant linear map is precisely a mapHµ → Hν that is equivariant with respect
to µ and ν.
Let H1 and H2 be Hilbert spaces, and let A be a C
∗-algebra. We will denote by
K(H1,H2)⊗A the Banach subspace of the C
∗-algebra K(H1⊕H2)⊗A of operators
of the form (
0 0
∗ 0
)
.
With this convention, it is easy to check that for x ∈ K(H1,H2) ⊗ A and y ∈
K(H2,H3)⊗A, then the product (composition) xy belongs to K(H1,H3)⊗A. (We
point out that what we denote by K(H1,H2)⊗A can be canonically identified with
K(H1⊗A,H2⊗A), where H1⊗A and H2⊗A denote the exterior tensor products
of the Hilbert modules. See, for example, [Lan95].)
Remark 2.4. Let G be a locally compact group. If µ : G → U(Hµ) and ν : G →
U(Hν) are unitary representations, then δ = µ ⊕ ν is a unitary representation on
H = Hµ ⊕ Hν , and conjugation by δ defines an action Ad(δ) : G → Aut(K(H)).
If moreover α : G → Aut(A) is an action, there is a natural action γ of G on the
C∗-algebra K(H) ⊗ A given by γg = Ad(δg) ⊗ αg for all g ∈ G. It is easy to
check that K(Hµ,Hν) ⊗ A is invariant with respect to γ. We will therefore write
(K(Hµ,Hν)⊗A)
G for those elements in K(Hµ,Hν)⊗ A that are fixed under γ.
Definition 2.5. Let (Hµ, µ) and (Hν , ν) be separable unitary representations of
G, and let a ∈ (K(Hµ)⊗A)
G and b ∈ (K(Hν)⊗A)
G be positive elements. We say
that a is G-Cuntz subequivalent to b, and denote this by a -G b, if there exists a
sequence (dn)n∈N in (K(Hµ,Hν) ⊗ A)
G such that lim
n→∞
‖dnbd
∗
n − a‖ = 0. We say
7that a is G-Cuntz equivalent to b, and denote this by a ∼G b, if a -G b and b -G a.
The G-Cuntz equivalence class of a positive element a ∈ (K(Hµ) ⊗ A)
G will be
denoted by [a]G.
We claim that the relation -G is transitive. To see this, let (Hµ, µ), (Hν , ν)
and (Hλ, λ) be separable unitary representations of G, and let a ∈ (K(Hµ)⊗A)
G,
b ∈ (K(Hν ) ⊗ A)
G, and c ∈ (K(Hλ) ⊗ A)
G satisfy a -G b and b -G c. Fix ε > 0,
and find x ∈ (K(Hµ,Hν)⊗A)
G such that ‖a−xbx∗‖ < ε2 . Also, since b -G c there
exists y ∈ (K(Hν ,Hλ) ⊗ A)
G such that ‖b − ycy∗‖ < ε2‖x‖ . The element z = xy
belongs to (K(Hµ,Hλ) ⊗ A)
G, and is easily seen to satisfy ‖a − zcz∗‖ < ε. Since
ε > 0 is arbitrary, this implies that a -G c. In particular, it follows that ∼G is an
equivalence relation.
The following lemma is a simple corollary of [KR02, Lemma 2.4] and the defini-
tion of G-Cuntz subequivalence.
Proposition 2.6. Let (Hµ, µ) and (Hν , ν) be separable unitary representations of
G, and let a ∈ (K(Hµ) ⊗ A)
G and b ∈ (K(Hν) ⊗ A)
G be positive elements. The
following are equivalent:
(1) a -G b.
(2) For every ε > 0, there exists d ∈ (K(Hµ,Hν)⊗A)
G such that
(a− ε)+ = dbd
∗.
(3) For every ε > 0, there exist δ > 0 and d ∈ (K(Hµ,Hν)⊗A)
G, such that
(a− ε)+ = d(b − δ)+d
∗.
Definition 2.7. Let G be a compact group, let A be a C∗-algebra, and let α : G→
Aut(A) be a continuous action. Define the equivariant Cuntz semigroup CuG(A,α),
of the dynamical system (G,A, α), to be the set of G-Cuntz equivalence classes of
positive elements in all of the algebras of the form (K(Hµ)⊗A)
G, where (Hµ, µ) is
a separable unitary representation of G.
We define addition on CuG(A,α) as follows. Let (Hµ, µ) and (Hν , ν) be separable
unitary representations of G, and let a ∈ (K(Hµ)⊗A)
G and b ∈ (K(Hν )⊗A)
G be
positive elements. Denote by a⊕ b the positive element
a⊕ b =
(
a 0
0 b
)
in (K(Hµ ⊕Hν) ⊗ A)
G, and set [a]G + [b]G = [a ⊕ b]G. (One must check that the
definition is independent of the representatives, but this is routine.)
Finally, we endow CuG(A,α) with the partial order given by [a]G ≤ [b]G if
a -G b. (One has to again check that the order is well defined; we omit the proof.)
It is clear that if β : G → Aut(B) is another continuous action of G on a C∗-
algebra B, and if ψ : A→ B is an equivariant ∗-homomorphism, then ψ induces an
ordered semigroup homomorphism CuG(ψ) : CuG(A,α)→ CuG(B, β), given by
CuG(ψ)([a]G) = [(idK(Hµ) ⊗ ψ)(a)]G
for a ∈ (K(Hµ)⊗A)
G.
The rest of this section is devoted to proving that the equivariant Cuntz semi-
group is a functor from the category ofG-C∗-algebras to the categoryCu (Definition 2.2).
This will be accomplished in Corollary 2.14.
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We point out that in Section 3, we will show that the equivariant Cuntz semi-
group has additional structure, and that CuG(A,α) belongs to a certain category
of semimodules; see Definition 3.7 and Theorem 3.11.
Lemma 2.8. Let (Hµ, µ) and (Hν , ν) be separable unitary representations of G,
and let a ∈ (K(Hµ) ⊗ A)
G be a positive element. Suppose that there exists V ∈
(B(Hµ,Hν)⊗A)
G satisfying V ∗V = idHµ ⊗ idA. Then V aV
∗ is a positive element
in (K(Hν )⊗A)
G, and a ∼G V aV
∗.
Moreover, if W ∈ (B(Hµ,Hν) ⊗ A)
G is another element satisfying W ∗W =
idHµ ⊗ idA, then WaW
∗ ∼G V aV
∗.
Proof. It is clear that V aV ∗ is a G-invariant element in K(Hν)⊗ A. Likewise, for
n ∈ N, we have a
1
nV ∗ ∈ (K(Hν )⊗A)
G. Now,
lim
n→∞
∥∥∥(a1/nV ∗) (V aV ∗)(a1/nV ∗)∗ − a∥∥∥ = lim
n→∞
∥∥∥a1/naa1/n − a∥∥∥ = 0,
so a -G V aV
∗. Similarly, V a
1
n ∈ (K(Hµ)⊗A)
G, and one shows that
lim
n→∞
∥∥∥(V a1/n) a(V a1/n)∗ − V aV ∗∥∥∥ = 0.
We conclude that a ∼G V aV
∗, as desired.
The last part of the statement is immediate. 
Let (Hµ, µ) and (Hν , ν) be separable unitary representations of G, such that
(Hµ, µ) is unitarily equivalent to a subrepresentation of (Hν , ν). Then there exists
Wµ,ν ∈ B(Hµ,Hν)
G satisfying W ∗µ,νWµ,ν = idHµ . Set
V Aµ,ν = Wµ,ν ⊗ idA ∈ B(Hµ,Hν)⊗A.
It is clear that V Aµ,ν is G-invariant and that (V
A
µ,ν)
∗V Aµ,ν = idHµ ⊗ idA.
Set
ιAµ,ν = Ad(V
A
µ,ν ) : (K(Hµ)⊗A)
G → (K(Hν)⊗A)
G.
Then ιAµ,ν is a ∗-homomorphism, since V
A
µ,ν is an isometry. Let
jAµ,ν = Cu(Ad(V
A
µ,ν)) : Cu((K(Hµ)⊗A)
G)→ Cu((K(Hν )⊗A)
G)
be the Cu-morphism given by jAµ,ν = Cu(ι
A
µ,ν). Whenever A and α are clear from
the context, we will write Vµ,ν for V
A
µ,ν , and similarly for ιµ,ν and jµ,ν .
Lemma 2.9. Adopt the notation from the discussion above.
(1) The map jµ,ν is independent of the choice of Vµ,ν .
(2) If (Hν , ν) is unitarily equivalent to a subrepresentation of the separable
representation (Hλ, λ), then jν,λ ◦ jµ,ν = jµ,λ.
Proof. The first part is an immediate consequence of Lemma 2.8. The second one
is straightforward. 
Next, we show that CuG(A,α) is an object in Cu.
Proposition 2.10. Let α : G → Aut(A) be an action of a compact group G on a
C∗-algebra A. Then CuG(A,α) is a semigroup in Cu.
9Proof. We will check axioms (O1) through (O4) from Definition 2.2. We divide the
proof into four claims.
Claim 1: CuG(A,α) satisfies (O1). Let (sn)n∈N be an increasing sequence in
CuG(A,α). Choose separable representations (Hµn , µn) of G and positive elements
an ∈ (K(Hµn )⊗A)
G with [an]G = sn for n ∈ N.
Set (Hµ, µ) =
⊕
n∈N
(Hµn , µn), which is a separable representation. Since µn is a
subrepresentation of µ, there exists a natural map
jµn,µ : Cu((K(Hµn )⊗A)
G)→ Cu((K(Hµ)⊗A)
G)
in the category Cu. Since Cu((K(Hµ) ⊗ A)
G) is an object in Cu, the supremum
s = sup
n∈N
jµn,µ(sn) exists in Cu((K(Hµ) ⊗ A)
G). Choose a positive element a ∈
(K(Hµ) ⊗ A)
G with [a] = s. We claim that [a]G is the supremum of (sn)n∈N in
CuG(A,α).
Let t ∈ CuG(A,α) satisfy sn ≤ t for all n ∈ N. Choose a separable representation
(Hν , ν) and a positive element b ∈ (K(Hν )⊗A)
G representing t. Then
jµn,µ⊕ν(sn) ≤ jµn,µ⊕ν(t)
for all n ∈ N. It is clear that a - b in (K(Hµ)⊗A)
G, so [a]G ≤ [b]G in Cu
G(A,α),
as desired.
Claim 2: CuG(A,α) satisfies (O2). Given s ∈ CuG(A,α) choose µ ∈ Cu(G) and
a positive element a ∈ (K(Hµ) ⊗ A)
G with [a]G = s. Then ([(a −
1
n )+])n∈N is a
rapidly increasing sequence in Cu((K(Hµ)⊗ A)
G), and its supremum is [a]. Using
the description of suprema from the above paragraph, it follows that the same is
true for the elements [(a− 1n )+]G in Cu
G(A,α), as desired.
Claim 3: CuG(A,α) satisfies (O3). Let (sn)n∈N and (tn)n∈N be increasing se-
quences in Cu(G,α). For n ∈ N, choose separable representations (Hµn , µn) and
(Hνn , νn) of G, and positive elements an ∈ (K(Hµn)⊗A)
G and bn ∈ (K(Hνn)⊗A)
G
satisfying [an]G = sn and [bn]G = tn. Set
(Hµ, µ) =
⊕
n∈N
(Hµn , µn) and (Hν , ν) =
⊕
n∈N
(Hνn , νn),
which are separable representations of G. Similarly to what was one in Claim 1,
find positive elements a ∈ (K(Hµ)⊗A)
G and b ∈ (K(Hν)⊗A)
G satisfyin
[a] = sup
n∈N
jµn,µ([an]) ∈ Cu((K(Hµ)⊗A)
G) and [b] = sup
n∈N
jνn,ν([bn]) ∈ Cu((K(Hν)⊗A)
G).
Then [a]G = sup
n∈N
sn and [b]G = sup
n∈N
tn, by the proof of Claim 1. Using that
Cu((K(Hµ⊕ν )⊗A)
G) is an object in Cu at the second step, we get
jµ,µ⊕ν([a]) + jν,µ⊕ν([b]) = sup
n∈N
jµn,µ⊕ν([an]) + sup
n∈N
jνn,µ⊕ν([bn])
sup
n∈N
[jµn,µ⊕ν([an]) + jνn,µ⊕ν([bn])] .
It is then clear that [a]G+ [b]G is the supremum of (sn+ tn)n∈N in Cu
G(A,α), and
the claim is proved.
Claim 4: CuG(A,α) satisfies (O4). Let s1, s2, t1, t2 ∈ Cu
G(A,α) satisfy sj ≪ tj
for j = 1, 2. In order to check that s1 + s2 ≪ t1 + t2, let (rn)n∈N
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sequence in CuG(A,α) satisfying t1 + t2 ≤ sup
n∈N
rn. Find a large enough separable
representation (Hµ, µ) of G, and positive elements
a1, a2, b1, b2, cn ∈ (K(Hµ)⊗A)
G,
satisfying [aj ]G = sj , [bj]G = tj and [cn]G = rn for j = 1, 2 and for n ∈ N.
Then [aj ]≪ [bj ], for j = 1, 2, and [b1] + [b2] ≤ sup
n∈N
[cn] in Cu((K(Hµ)⊗A)
G). Since
Cu((K(Hµ)⊗A)
G) is an object inCu, there existsm ∈ N such that [a1]+[a2] ≤ [cm].
It follows that
s1 + s2 = [a1]G + [a2]G ≤ [cm]G = rm,
as desired. This finishes the proof of the claim and the proposition. 
Remark 2.11. It follows from the above proof that the supremum of an increasing
sequence of elements in CuG(A,α) can be computed in a single space of the form
(K(Hµ) ⊗ A)
G. Likewise, compact containment can also be verified in a single
separable representation.
Let us consider the action on K(ℓ2(N) ⊗ Hµ ⊗ A) induced by tensor product
of the trivial action of G on ℓ2(N) and the given action of G on Hµ ⊗ A. Then
K(ℓ2(N)⊗Hµ⊗A)
G is naturally isomorphic to K(ℓ2(N))⊗ ((K(Hµ)⊗A)
G). Thus,
the Cuntz semigroup of (K(Hµ) ⊗ A)
G can be naturally identified with the set of
(ordinary) Cuntz equivalences classes of positive elements in (K(ℓ2(N)⊗Hµ)⊗A)
G.
Fix [µ] ∈ Cu(G). Then the inclusion
(K(ℓ2(N)⊗Hµ)⊗A)
G →֒
⊔
[ν]∈Cu(G)
(K(Hν )⊗A)
G
induces a semigroup homomorphism
iµ : Cu((K(Hµ)⊗A)
G)→ CuG(A,α),(1)
which is given by iµ([a]) = [a]G for a positive element a ∈ (K(ℓ
2(N)⊗Hµ)⊗ A)
G.
By Lemma 2.8, the map iµ satisfies
iµ ◦ jν,µ = iν
whenever ν is equivalent to a subrepresentation of µ. It is also clear that iµ preserves
suprema of increasing sequences, the compact containment relation, and that it is
an order embedding.
Define a preorder ≤ on Cu(G) by setting [µ] ≤ [ν] if µ is equivalent to a subrep-
resentation of ν. It is clear that (Cu(G),≤) is a directed set. For use in the next
theorem, we recall that by Corollary 3.1.11 in [APT14], the category Cu is closed
under direct limits indexed over an arbitrary directed set.
Theorem 2.12. The direct limit of the direct system(
(Cu((K(Hµ)⊗A)
G))[µ]∈Cu(G), (jµ,ν)[µ],[ν]∈Cu(G),[µ]≤[ν]
)
,
in the category Cu, is naturally isomorphic to the pair
(CuG(A,α), (iµ)µ∈Cu(G)).
For ease of notation, we will denote elements of Cu(G) and representatives with
the same symbols.
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Proof. We will show that (CuG(A,α), (iµ)µ∈Cu(G)) satisfies the universal property
of the direct limit in Cu. Let (S, (γµ)µ∈Cu(G)) be a pair consisting of a semigroup
S in the category Cu and Cu-morphisms
γµ : Cu((K(Hµ)⊗A)
G)→ S,
for µ ∈ Cu(G), satisfying γν ◦ jµ,ν = γµ for all ν, µ ∈ Cu(G) with µ ≤ ν. Define a
map
γ : CuG(A,α) =
⋃
µ∈Cu(G)
iµ(Cu((K(Hµ)⊗A)
G))→ S
by
γ(iµ(s)) = γµ(s)
for s ∈ Cu((K(Hµ)⊗A)
G).
The proof will be finished once we prove that γ is a well-defined morphism in
Cu. We divide the proof into a number of claims.
Claim: γ is a well defined order preserving map. For this, it is enough to show
the following. Given µ, ν ∈ Cu(G) and given s ∈ Cu((K(Hµ) ⊗ A)
G) and t ∈
Cu((K(Hν)⊗A)
G), if iµ(s) ≤ iν(t), then
γ(iµ(s)) ≤ γ(iν(t)).
Let µ, ν, s and t be as above. Then
iµ⊕ν(jµ,µ⊕ν (s)) = iµ(s) ≤ iν(s) = iµ⊕ν(jν,µ⊕ν(t)).
Since iµ⊕ν is an order embedding, we deduce that jµ,µ⊕ν(s) ≤ jν,µ⊕ν(t). Hence,
γ(iµ(s)) = γµ(s) = γµ⊕ν(jµ,µ⊕ν(s)) ≤ γµ⊕ν(jν,µ⊕ν (t)) = γν(t) = γ(iν(t)).
The claim is proved.
Claim: γ is a semigroup homomorphism. Given µ, ν ∈ Cu(G), given s ∈
Cu((K(Hµ)⊗A)
G), and given t ∈ Cu((K(Hν)⊗A)
G), we have
γ(iµ(s) + iν(t)) = γµ⊕ν(jµ,µ⊕ν(s) + jν,µ⊕ν(t))
= γµ⊕ν(jµ,µ⊕ν(s)) + γµ⊕ν(jν,µ⊕ν(t))
= γ(iµ(s)) + γ(iν(t)),
so the claim follows.
Claim: γ preserves suprema of increasing sequences (condition (M1) in Definition 2.2).
Let (xn)n∈N be an increasing sequence in Cu
G(A,α), and let x ∈ CuG(A,α) be
its supremum. For each n ∈ N, choose [µn] ∈ Cu(G) and an element sn ∈
Cu((K(Hµn)⊗A)
G) such that iµn(sn) = xn. Likewise, choose [µ] ∈ Cu(G) and an
element s ∈ Cu((K(Hµ)⊗ A)
G) such that iµ(s) = x.
Set ν = µ⊕
∞⊕
n=1
µn. Then
iν(jµn,ν(sn)) = iµn(sn) ≤ iµn+1(sn+1) = iν(jµn+1,ν(sn+1))
for all n ∈ N. It follows that jµn,ν(sn) ≤ jµn+1,ν(sn+1) for all n ∈ N, since iν is
an order embedding. In other words, (jµn,ν(sn))n∈N is an increasing sequence in
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Cu((K(Hν) ⊗ A)
G). Since suprema of increasing sequences exist in Cu((K(Hν ) ⊗
A)G) and iν and γν are maps in Cu we get
γ(x) =γ(iµ(s)) = γ
(
sup
n∈N
iµn(sn)
)
= γ
(
sup
n∈N
iν(jµn,ν(sn))
)
= γ(iν
(
sup
n∈N
jµn,ν(sn)
)
) = γν(sup
n∈N
jµn,ν(sn)) = sup
n∈N
γν(jµn,ν(sn))
= sup
n∈N
γ(iµn(sn)) = sup
n∈N
γ(xn).
Hence γ(x) is the supremum of (γ(xn))n∈N, proving the claim.
Claim: γ preserves the compact containment relation (condition (M2) in Definition 2.2).
Given µ, ν ∈ Cu(G), and given s ∈ Cu((K(Hµ)⊗A)
G) and t ∈ Cu((K(Hν)⊗A)
G),
suppose that iµ(s)≪ iν(t). Then
iµ⊕ν(jµ,µ⊕ν(s))≪ iν(jν,µ⊕ν(t)).
Since iµ⊕ν is a morphism in the category Cu and it is an order embedding, we
deduce that jµ,µ⊕ν(s)≪ jν,µ⊕ν(t). Hence,
γ(iµ(s)) = γµ⊕ν(jµ,µ⊕ν(s))≪ γν⊕ν(jν,µ⊕ν(t)) = γ(iν(t)).
We conclude that γ is a morphism in Cu, so the proof is complete. 
We can now show that semigroup homomorphisms between the equivariant
Cuntz semigroups induced by equivariant ∗-homomorphisms are morphisms in Cu.
Proposition 2.13. Let β : G → Aut(B) be an action of G on a C∗-algebra B,
and let φ : A → B be an equivariant ∗-homomorphism. Then the induced map
CuG(φ) : CuG(A,α)→ CuG(B, β) is a morphism in the category Cu.
Proof. For [µ] ∈ Cu(G), set
φµ = idK(Hµ) ⊗ φ : (K(Hµ)⊗A,Ad(µ)⊗ α)→ (K(Hµ)⊗B,Ad(µ)⊗ β).
Then φµ is equivariant. Its induced map
Cu(φµ) : Cu((K(Hµ)⊗A)
G)→ Cu((K(Hµ)⊗B)
G),
between the Cuntz semigroups of the corresponding fixed point algebras, is a mor-
phism in Cu.
For [µ] ≤ [ν], we have
jBµ,ν ◦ Cu(φµ) = Cu(φν) ◦ j
A
µ,ν .
Consequently, the maps
iBµ ◦ Cu(φµ) : Cu((K(Hµ)⊗A)
G)→ CuG(B, β)
satisfy
iBµ ◦ Cu(φµ) = (i
B
ν ◦ Cu(φν)) ◦ j
A
µ,ν
for [µ] ≤ [ν]. The universal property of the direct limit provides a Cu-morphism
κ : CuG(A,α)→ CuG(B, β)
satisfying κ ◦ iAµ = i
B
µ ◦Cu(φµ) for all [µ] ∈ Cu(G). For s ∈ Cu((K(Hµ)⊗A)
G), we
have
κ(iAµ (s)) = i
B
µ (Cu(φµ)(s)) = i
B
µ (Cu(idK(Hµ) ⊗ φ)([a])) = Cu
G(φ)([a]).
We conclude that κ = CuG(φ), and hence CuG(φ) is a morphism in Cu. 
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Since CuG obviously preserves composition of maps, we get the following.
Corollary 2.14. The equivariant Cuntz semigroup CuG is a functor from the
category of G-C∗-algebras to the category Cu.
3. The semiring Cu(G) and the category CuG
3.1. The semiring Cu(G). Let G be a compact group. Denote by V (G) the
semigroup of equivalence classes of finite dimensional representations of G, the
operation being given by direct sum. Recall that the representation ring R(G) of
G is the Grothendieck group of V (G). The product structure on R(G) is induced
by the tensor product of representations. The construction of R(G) resembles that
of K-theory, while the object we define below is its Cuntz semigroup analog.
Recall that a semiring is a set R with two binary operations + and · on R, which
satisfy all axioms of a unital ring except for the axiom demanding the existence of
additive inverses.
Definition 3.1. The representation semiring of G, denoted by Cu(G), is the set of
all equivalence classes of unitary representations of G on separable Hilbert spaces.
Addition in Cu(G) is given by the direct sum of representations, while product in
Cu(G) is given by the tensor product. We endow Cu(G) with the order: [µ] ≤ [ν]
if µ is unitarily equivalent to a subrepresentation of ν.
Since the tensor product of representations is associative, it is clear that Cu(G)
is indeed a semiring.
Lemma 3.2. Let A be a C∗-algebra, let G be a compact group, and let α : G →
Aut(A) be an action. Let (Hµ, µ) be a separable unitary representation of G, and
let a ∈ K(Hµ)
G be a positive element. Set H = a(Hµ), and let a
′ be the restriction
of a to H. Then a′ is a G-invariant strictly positive element in K(H), and there
exists a sequence (dn)n∈N in K(Hµ,H)
G such that
lim
n→∞
‖d∗na
′dn − a‖ = 0 and lim
n→∞
‖dnad
∗
n − a
′‖ = 0.
Proof. Denote by BHµ and BH the unit balls Hµ and H, respectively. Since
a′(BH) ⊆ a(BHµ), it is clear that a
′ is compact.
Since lim
n→∞
a
1
n (ξ) = ξ for all ξ ∈ H, we conclude that a′ is strictly positive. For
n ∈ N, let dn : Hµ → H be the operator defined by restricting the codomain of a
1
n
to H. Then dn ∈ K(Hµ,H)
G, and d∗n : H → Hµ is given by d
∗
n(ξ) = a
1
n (ξ) for all
ξ ∈ H. It is now clear that
lim
n→∞
‖d∗na
′dn − a‖ = 0 and lim
n→∞
‖dnad
∗
n − a
′‖ = 0,
so the proof is complete. 
The following observation will be used throughout without particular reference.
Recall that a positive element x in a C∗-algebra A is said to be strictly positive if
τ(x) > 0 for every positive linear map τ : A→ C.
Remark 3.3. Let G be a compact group, let A be a C∗-algebra, and let α : G→
Aut(A) be an action. Denote by µ the normalized Haar measure on G. If x ∈ A is
a strictly positive element, then y =
∫
G
αg(x) dµ(g) is strictly positive in A. Indeed,
let τ : A→ C be a positive linear map. For g ∈ G, the map τ ◦ αg : A → C is also
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linear and positive, and so τ(αg(x)) > 0. Since g 7→ τ(αg(x)) is continuous, we
deduce that
τ(y) = τ
∫
G
αg(x) dµ(g)
 = ∫
G
τ(αg(x)) dµ(g) > 0,
so y is strictly positive, as desired.
Let (Hµ, µ) be a separable unitary representation of G. Since Hµ is separable,
K(Hµ) has a strictly positive element s˜µ. Moreover, by integrating g · s˜µ over G,
we get an invariant strictly positive element sµ of K(Hµ).
Theorem 3.4. Adopt the notation from the comments above. Then the map
s : Cu(G) → CuG(C) given by s([µ]) = [sµ], for [µ] ∈ Cu(G), is well defined.
Moreover, it is an isomorphism of ordered semigroups.
Proof. We begin by showing that s is well defined. Let (Hµ, µ) and (Hν , ν) be
separable unitary representations of G, with [µ] ≤ [ν]. Then there exists V ∈
B(Hµ,Hν)
G such that V ∗V = idHµ . By Lemma 2.8, we have sµ ∼G V sµV
∗. Since
sν is strictly positive, we also have V sµV
∗ -G sν . Thus, sµ -G sν . It follows that
s is well defined and order preserving.
We now show that s is an order embedding. Let sµ ∈ K(Hµ)
G and sν ∈ K(Hν)
G
be strictly positive elements such that sµ -G sν . By [CES11, Proposition 2.5]
applied to K(Hµ⊕Hν) (with the convention from before Definition 2.5), there exists
x ∈ K(Hµ,Hν) such that sµ = x
∗x and xx∗ ∈ K(Hν )
G. Also, by simply inspecting
the proof of that proposition, one sees that x can be taken in K(Hµ,Hν)
G. Let
x = v(x∗x)
1
2 be the polar decomposition of x. Then v belongs to B(Hµ,Hν)
G, and
v∗v = idHµ . This implies that [µ] ≤ [ν]. In particular, s is injective.
To finish the proof, we show that s is surjective. Let (Hµ, µ) be a separable
unitary representation of G, and let a be a strictly positive element in K(Hµ)
G.
Set Hν = a(Hµ), let ν be the restriction of µ to Hν , and let a
′ : Hν → Hν be the
restriction of a. By Lemma 3.2, a′ is a positive element in K(Hν)
G, and a′ ∼G a.
It follows that s([ν]) = [a], and the proof is complete. 
In particular, the above theorem shows that Cu(G) is a Cu-semiring in the sense
of Definition 7.1.1 in [APT14].
Corollary 3.5. The semigroup Cu(G) is an object in Cu. In addition,
(1) If ([µn])n∈N is an increasing sequence in Cu(G), then [µ] is the supremum
of ([µn])n∈N if and only if [sµ] = sup
n∈N
[sµn ];
(2) [µ]≪ [ν] if and only if [sµ]≪ [sν ].
Recall that when G is compact, every unitary representation of G is equivalent
to a direct sum of finite dimensional representations.
Corollary 3.6. Let (Hµ, µ) be a separable unitary representation of G. Let
(Hνk , νk)k∈N be a family of non-zero finite dimensional representations of G such
that
(Hµ, µ) ∼=
⊕
k∈N
(Hνk , νk).
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For n ∈ N, set µn =
n⊕
k=1
νk. Then [µn]≪ [µ] for all n ∈ N, and
[µ] = sup
n∈N
[µn].
Proof. Let sµ be a strictly positive element of K(Hµ)
G. For each n ∈ N, let pn be
the unit of K(Hµn). Then [sµ] = sup
n∈N
[pn] since Hµ ∼=
⊕
k∈N
Hνk . Also, [pn]≪ [sµ] for
all n ∈ N, because pn is a projection. The result then follows from Corollary 3.5. 
3.2. The Cu(G)-semimodule structure on CuG(A,α). Throughout the rest of
this section, we fix a compact group G, a C∗-algebra A, and a continuous action
α : G→ Aut(A).
Recall that a (left) semimodule over a semiring R, or an R-semimodule, is a
commutative monoid S together with a function · : R × S → S satisfying all the
axioms of a module over a ring, except for the axiom demanding the existence of
additive inverses.
In this subsection, we show that CuG(A,α) has a natural Cu(G)-semimodule
structure, which moreover satisfies a number of additional regularity properties. It
follows that the equivariant Cuntz semigroups belong to a distinguished class of
partially ordered semirings over Cu(G). We begin by defining this category, and
then show that CuG(A,α) belongs to it; see Theorem 3.11.
Definition 3.7. Denote by CuG the category defined as follows. The objects in
CuG are partially ordered Cu(G)-semimodules (S,+, ·) such that:
(O1) S is an object in Cu;
(O2) if x, y ∈ S and r, s ∈ Cu(G) satisfy x ≤ y and r ≤ s, then r · x ≤ s · y;
(O3) if x, y ∈ S and r, s ∈ Cu(G) satisfy x≪ y and r ≪ s, then r · x≪ s · y;
(O4) if (xn)n∈N is an increasing sequence in S, and (rn)n∈N is an increasing
sequence in Cu(G), then
sup
n∈N
(rn · xn) =
(
sup
n∈N
rn
)
·
(
sup
n∈N
xn
)
.
The morphisms in CuG between two Cu(G)-semimodules S and T are all Cu(G)-
semimodule homomorphisms ϕ : S → T in the category Cu.
In particular, a Cu(G)-semimodule is a Cu-semimodule in the sense of Defini-
tion 7.1.3 of [APT14].
Lemma 3.8. Axiom (O4) in Definition 3.7 is equivalent to the following. If (xn)n∈N
is an increasing sequence in S, and (rn)n∈N is an increasing sequence in Cu(G), then
sup
n∈N
(rn · x) =
(
sup
n∈N
rn
)
· x and sup
n∈N
(r · xn) = r ·
(
sup
n∈N
xn
)
for all r ∈ Cu(G) and for all x ∈ S.
Proof. That Axiom (O4) implies the condition in the statement is immediate. Con-
versely, suppose that S satisfies Axioms (O1), (O2) and (O3), and the condition in
the statement. Let (xn)n∈N be an increasing sequence in S, and let (rn)n∈N be an
increasing sequence in Cu(G). For m ∈ N, we have rm · xm ≤ sup
n∈N
rn · sup
n∈N
xn by
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Axiom (O2), so
sup
m∈N
(rm · xm) ≤
(
sup
n∈N
rn
)
·
(
sup
n∈N
xn
)
.
For the opposite inequality, given m ∈ N we have
sup
n∈N
(rn · xn) ≥ sup
n∈N
(rn · xm) =
(
sup
n∈N
rn
)
xm.
By taking sup
m∈N
, we conclude that Axiom (O4) is also satisfied. 
We will need to know the following:
Theorem 3.9. The category CuG is closed under countable direct limits.
Proof. Let (Sn, ϕn)n∈N be a direct system in the category Cu
G, with CuG-mor-
phisms ϕn : Sn → Sn+1. For m ≥ n, we write ϕm,n : Sn → Sm+1 for the composi-
tion ϕm,n = ϕm ◦ · · · ◦ϕn. By Theorem 2 in [CEI08], the limit of this direct system
exists in the category Cu, and we denote it by (S, (ψn)n∈N), where ψn : Sn → S is a
Cu-morphism satisfying ψn+1 ◦ϕn = ψn for all n ∈ N. We will use the description
of the direct limit given in the proof of Theorem 2 in [CEI08], in the form given in
Proposition 2.2 in [GS16].
We define a Cu(G)-semimodule structure on S as follows. Let x ∈ S, and choose
elements xn ∈ Sn, for n ∈ N, such that ϕn(xn)≪ xn+1 and sup
n∈N
ψn(xn) = x. Given
r ∈ Cu(G), set r · x = sup
n∈N
ψn(r · xn).
Claim: the Cu(G)-semimodule structure is well-defined and satisfies Axiom (O2).
It is clearly enough to check Axiom (O2). Let x, y ∈ S with x ≤ y, and let
r, s ∈ Cu(G) with r ≤ s. Choose elements xn, yn ∈ Sn, for n ∈ N, satisfying
ϕn(xn)≪ xn+1 and sup
n∈N
ψn(xn) = x, as well as ϕn(yn)≪ yn+1 and sup
n∈N
ψn(yn) = y.
Given n ∈ N, we have ψn(xn) ≪ x ≤ y = supm∈N ψm(ym), so there exists
m0 ∈ N such that ψn(xn) ≤ ψm(ym) for all m ≥ m0. Without loss of generality, we
may assume m0 ≥ n. Since ϕn(xn) ≪ xn+1, part (ii) of Proposition 2.2 in [GS16]
implies that there exists n0 ∈ N with n0 ≥ m such that ϕn0,n(xn) ≤ ϕn0,m(ym). It
follows that
ϕn0,n(r · xn) ≤ ϕn0,m(s · ym)
for all k ≥ n0. Composing with ψn0 , we deduce that ψn(r · xn) ≤ ψm(s · ym) for all
m ≥ m0. Taking first the supremum over m, and then the supremum over n, we
conclude that
sup
n∈N
ψn(r · xn) ≤ sup
m∈N
ψm(s · ym).
The claim is proved.
Claim: S satisfies Axiom (O3).
Let x, y ∈ S with x ≪ y, and let r, s ∈ Cu(G) with r ≪ s. Then there exist
n ∈ N, and x′, y′ ∈ Sn such that x
′ ≪ y′ and x ≪ ψn(x
′) ≪ ψn(y
′) ≪ y. Then
r · x′ ≪ s · y′, and hence
r · x ≤ ψn(r · x
′)≪ ψn(s · y
′) ≤ s · y,
as desired.
Claim: S satisfies Axiom (O4). It suffices to check the conditions in the state-
ment of Lemma 3.8. Let (rn)n∈N be an increasing sequence in Cu(G), and let
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x ∈ S. Choose elements xm ∈ Sm, for m ∈ N, such that ϕm(xm) ≪ xm+1 and
sup
m∈N
ψm(xm) = x. Then
sup
n∈N
(rn · x) = sup
n∈N
sup
m∈N
ψm(rn · xm) = sup
n∈N
rn ·
(
sup
m∈N
ψm(xm)
)
=
(
sup
n∈N
rn
)
· x,
as desired. The other property in Lemma 3.8 is checked identically. This concludes
the proof. 
We now define a Cu(G)-semimodule structure on CuG(A,α).
Definition 3.10. Let (Hµ, µ) and (Hν , ν) be separable unitary representations
of G, and let a ∈ (K(Hµ) ⊗ A)
G be a positive element. In this definition, and
to stress the role played by µ, we write [(Hµ, µ, a)]G for the G-Cuntz equivalence
class of a. Use separability of Hν to choose a G-invariant strictly positive element
sν ∈ K(Hν)
G. We set
[ν] · [(Hµ, µ, a)]G = [(Hν ⊗Hµ, ν ⊗ µ, sν ⊗ a)]G .
The following is one of the main results in this section. For use in its proof, we
recall that any tensor product of C∗-algebras respects Cuntz subequivalence.
Theorem 3.11. The Cu(G)-semimodule structure from Definition 3.10 is well de-
fined. Moreover, with this structure, the semigroup CuG(A,α) becomes an object
in CuG, and the equivariant Cuntz semigroup is a functor from the category of
G-C∗-algebras to the category CuG.
Proof. We will prove that the Cu(G)-semimodule structure is well defined together
with condition O2 in Definition 3.7. So let [µ], [ν] ∈ Cu(G) and [a]G, [b]G ∈
CuG(A,α) satisfy [µ] ≤ [ν] and [a]G ≤ [b]G. By Theorem 3.4, we have sµ -G sν .
Since we also have a -G b, we get sµ ⊗ a -G sν ⊗ b. Hence,
[µ] · [a]G = [sµ ⊗ a]G ≤ [sν ⊗ b]G = [ν] · [b]G,
as desired.
It is immediate that
[µ] · ([a]G + [b]G) = [µ] · [a]G + [µ] · [b]G
and
[µ] · ([ν] · [a]G) = ([µ] · [ν]) · [a]G,
for all [µ], [ν] ∈ Cu(G) and for all [a]G, [b]G ∈ Cu
G(A,α). We conclude that
CuG(A,α) is a Cu(G)-semimodule, and that it satisfies condition O2 in Definition 3.7.
We now proceed to show that CuG(A,α) is an object inCuG. We already showed
in Theorem 2.12 that it is an object in Cu, so condition O1 in Definition 3.7 is
satisfied.
We check condition O3. Suppose that [µ], [ν] ∈ Cu(G) and [a]G, [b]G ∈ Cu
G(A,α)
satisfy [µ]≪ [ν] and [a]G ≪ [b]G. By Theorem 3.4, we get [sµ]G ≪ [sν ]G in Cu
G(C).
Without loss of generality, we may assume that sν and b are contractions. Recall
that
[sν ]G = sup
ε>0
[(sν − ε)+]G and [b]G = sup
ε>0
[(b− ε)+]G.
Using the definition of the compact containment relation, find ε > 0 such that
[sµ]G ≤ [(sν − ε)+]G and [a]G ≤ [(b− ε)+]G.
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Use ‖sν‖ ≤ 1 and ‖b‖ ≤ 1 at the third step to get
[µ] · [a]G = [sµ ⊗ a]G
≤ [(sν − ε)+ ⊗ (b − ε)+]G
≤ [(sν ⊗ b− ε
2)+]G
≪ [sν ⊗ b]G = [ν] · [b]G,
so condition O3 is satisfied.
We now check condition O4. Let ([µn])n∈N and ([an]G)n∈N be increasing se-
quences in Cu(G) and CuG(A,α), respectively, and set [µ] = sup
n∈N
[µn] and [a]G =
sup
n∈N
[an]G. Without loss of generality, we may assume that a is a contraction. For
n ∈ N, denote by sµn an invariant strictly positive element in K(Hµn ), and denote
by sµ an invariant strictly positive element in K(Hµ). By part (1) of Corollary 3.5,
we have [sµ]G = sup
n∈N
[sµn ]G in Cu
G(C). As before, we may assume that sµ is a
contraction. Then the sequence ([sµn ⊗ an]G)n∈N in Cu
G(A,α) is increasing. Set
[c]G = sup
n∈N
[sµn ⊗ an]G.
We claim that [c]G = [sµ ⊗ a]G. It is clear that [c]G ≤ [sµ ⊗ a]G. To check the
opposite inequality, let ε > 0. Then there exists n ∈ N such that
[(sµ − ε)+] ≤ [sµn ]G and [(a− ε)+]G ≤ [an]G.
It follows that
[(sµ ⊗ a− ε)+]G ≤ [(sµ − ε)+ ⊗ (a− ε)+]G ≤ [sµn ⊗ an]G.
Hence, [(sµ ⊗ a− ε)+] ≤ [c]. Since [sµ⊗ a]G = sup
ε>0
[(sµ ⊗ a− ε)+]G, we deduce that
[sµ ⊗ a]G ≤ [c]G, as desired. We have checked condition O4.
Since CuG(A,α) is an object inCu by Theorem 2.12, we conclude that CuG(A,α)
is an object in CuG.
It remains to argue that CuG is a functor into CuG. Let β : G → Aut(B) be
a continuous action of G on a C∗-algebra B, and let φ : A → B be an equivariant
∗-homomorphism. By Corollary 2.14, CuG(φ) is a morphism in Cu, so we only
need to check that it is a morphism of Cu(G)-semimodules. This is immediate, so
the proof is complete. 
We mention here that naturality of the isomorphism in Theorem 2.12 implies
that said isomorphism becomes a CuG-isomorphism when
lim
−→
(
(Cu((K(Hµ)⊗A)
G))µ∈Cu(G), (jµ,ν)µ,ν∈Cu(G),µ≤ν
)
is endowed with the following Cu(G)-action. For separable representations (Hµ, µ)
and (Hν , ν) of G, and for x ∈ Cu((K(Hµ)⊗A)
G), we set [ν] · x = jν⊗µ,µ(x).
3.3. Functorial properties of CuG. In this subsection, we prove two functoriality
properties of the equivariant Cuntz semigroup. Proposition 3.12 asserts that this
functor is stable when the compact operators are given the trivial G-action. We
will generalize this result in Corollary 5.7, where we replace the trivial action on
K with an arbitrary inner action. (Stability fails if the action on K is not inner;
see Example 5.8.) Then, in Proposition 3.13, we show that the equivariant Cuntz
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semigroup preserves equivariant inductive limits of sequences. Both propositions
in this subsection will be needed in Section 5.
Proposition 3.12. Let q be any rank one projection on ℓ2(N), and denote by
ιq : A→ A⊗K(ℓ
2(N))
the inclusion obtained by identifying A with A ⊗ qK(ℓ2(N))q. In other words,
ιq(a) = a⊗ q for a ∈ A.
Give ℓ2(N) the trivial G-representation. Then ιq induces a natural Cu
G-isomor-
phism
CuG(ιq) : Cu
G(A,α)→ CuG(A⊗K(ℓ2(N)), α⊗ idK(ℓ2(N))).
Proof. We abbreviate K(ℓ2(N)) to K. By Theorem 3.11, CuG(ιq) is a morphism in
CuG. It thus suffices to check that it is an isomorphism in Cu.
Let (Hµ, µ) be a separable unitary representation of G. Denote by
κqµ : Cu((K(Hµ)⊗A)
G)→ Cu((K(Hµ)⊗A)
G ⊗K)
the Cu-morphism induced by the inclusion as the corner associated to q. Then κqµ is
an isomorphism (see Appendix 6 in [CEI08]). With the notation from Theorem 3.11,
it is clear that
jA⊗Kµ,ν ◦ κ
q
ν = κ
q
µ ◦ j
A
µ,ν
for all ν ∈ Cu(G) with µ ≤ ν.
By the universal property of the direct limit inCu, applied to the object CuG(A⊗
K, α ⊗ idK) and the maps i
A⊗K
µ ◦ κ
q
µ, for µ ∈ Cu(G), it follows that there exists a
Cu-morphism
κq : CuG(A,α)→ CuG(A⊗K, α⊗ idK)
satisfying κq◦iAµ = i
A⊗K
µ ◦κ
q
µ. Since κ
q is induced by ιq, we must have κ
q = CuG(ιq).
Finally, since κqµ is an isomorphism for all µ, the same holds for κ
q, so the proof is
complete. 
Proposition 3.13. Let (An, ιn)n∈N be a direct system of C
∗-algebras with con-
necting maps ιn : An → An+1. For n ∈ N, let α
(n) : G→ Aut(An) be a continuous
action, and suppose that α(n+1) ◦ ιn = ιn ◦ α
(n) for all n ∈ N. Set A = lim
−→
(An, ιn),
and α = lim
−→
α(n). Then there exists a natural CuG-isomorphism
lim
−→
CuG(An, α
(n)) ∼= CuG(A,α).
Proof. By functoriality of CuG (see Corollary 2.14), the equivariant inductive sys-
tem (An, α
(n), ιn)n∈N induces the inductive system(
CuG(An, α
(n)),CuG(ιn)
)
n∈N
in CuG. By Theorem 3.9, its inductive limit exists in CuG, and we will denote it
by lim
−→
CuG(An, α
(n)).
For n ∈ N, denote by ι∞,n : An → A the equivariant map into the direct limit.
Then CuG(ι∞,n) is a morphism in Cu
G, and the universal property of inductive
limits, there exists a CuG-morphism ϕ : lim
−→
CuG(An, α
(n))→ CuG(A,α).
We claim that ϕ is an isomorphism. For this, it is enough to check that it is an
isomorphism in Cu. Fix a separable representation (Hµ, µ) of G, and for n ∈ N,
denote by
ψn,µ : Cu((K(Hµ)⊗An)
G)→ Cu((K(Hµ)⊗An+1)
G)
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the Cu-morphism induced by ιn. For ν ∈ Cu(G) with µ ≤ ν, we have
jµ,ν ◦ ψn,ν = ψn,ν ◦ jµ,ν .
Denote by
ψn : lim−→
µ∈Cu(G)
Cu((K(Hµ)⊗An)
G)→ lim
−→
µ∈Cu(G)
Cu((K(Hµ)⊗An+1)
G)
the resulting Cu-morphism, and regard it with a Cu-morphism ϕn : Cu
G(An, α
(n))→
CuG(An+1, α
(n+1)). It is clear that ϕn = Cu
G(ιn).
Using Theorem 2 in [CEI08], the direct limit of Cu((K(Hµ)⊗An)
G) is (naturally)
isomorphic, in the category Cu, to Cu((K(Hµ) ⊗ A)
G). This isomorphism can be
identified with the map ϕ, and this shows that ϕ is an isomorphism in Cu. This
finishes the proof. 
We point out that in the previous proposition, we may allow direct limits over
arbitrary directed sets, using Corollary 3.1.11 in [APT14] instead of Theorem 2
in [CEI08].
4. A Hilbert module picture of CuG(A,α)
In analogy with the non-equivariant case, the equivariant Cuntz semigroup can
be constructed in terms of equivariant Hilbert modules. The goal of this section is
to present this construction and identify it with CuG(A,α) in a canonical way.
The description of CuG(A,α) provided in this section will be needed in Section 5,
where we will prove that CuG(A,α) can be naturally identified with Cu(A ⋊α G)
(Theorem 5.3).
4.1. Equivariant Hilbert C*-modules. Throughout this section, we fix a C∗-
algebra A, a compact group G, and an action α : G → Aut(A). All modules will
be right modules and a Hilbert A-module will mean a Hilbert C*-module over A.
The reader is referred to [Lan95] for the basics of Hilbert C*-modules.
Given Hilbert A-modules E and F , we let L(E,F ) and K(E,F ) denote the
spaces of adjointable operators and compact operators from E to F , respectively.
We write U(E,F ) for the set of unitaries between E and F . When E = F , we write
L(E), K(E), and U(E) for L(E,E), K(E,E), and U(E,E), respectively.
Definition 4.1. A Hilbert (G,A, α)-module is a pair (E, ρ) consisting of
(1) a Hilbert A-module E, and
(2) a strongly continuous group homomorphism ρ : G→ U(E), satisfying
(a) ρg(x · a) = ρg(x) · αg(a) for all g ∈ G, all x ∈ E and all a ∈ A, and
(b) 〈ρg(x), ρg(y)〉E = αg (〈x, y〉E) for all g ∈ G and all x, y ∈ E.
(The continuity condition for ρ means that for x ∈ E, the map G → E given by
g 7→ ρg(x) is continuous.)
Definition 4.2. If (E, ρ) is a Hilbert (G,A, α)-module and F is a Hilbert submod-
ule of E satisfying ρg(F ) ⊆ F for all g ∈ G, we will write ρ|F for the (co-restricted)
group homomorphism ρ|F : G→ U(F ) given by (ρ|F )g(z) = ρg(z) for all g ∈ G and
all z ∈ F . The pair (F, ρ|F ) will be called a Hilbert (G,A, α)-submodule of (E, ρ).
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We say that E is countably generated if there exists a countable subset {ξn}n∈N ⊆
E such that {
k∑
n=1
ξnan : an ∈ A, k ∈ N
}
is dense in E.
We will sometimes call Hilbert (G,A, α)-modules G-Hilbert (A,α)-modules, or
just G-Hilbert A-modules if the action α is understood.
Example 4.3. It is easy to check that if β : G → Aut(B) is an action of G on a
C∗-algebra B, then the pair (B, β) is a G-Hilbert B-module.
Given G-Hilbert A-modules (E, ρ) and (F, η), we let L(E,F )G and K(E,F )G de-
note the subsets of L(E,F ) and K(E,F ), respectively, consisting of the equivariant
operators. That is,
L(E,F )G = {T ∈ L(E,F ) : T ◦ ρg = ηg ◦ T for all g ∈ G},
K(E,F )G = {T ∈ K(E,F ) : T ◦ ρg = ηg ◦ T for all g ∈ G}.
(Note that L(E,F )G is the set of fixed points of L(E,F ), where for an adjointable
operator T : E → F and g ∈ G, we set g · T = ηg ◦ T ◦ ρg−1 .)
As before, L(E)G and K(E)G denote L(E,E)G and K(E,E)G, respectively.
Definition 4.4. Let (E, ρ) and (F, η) be G-Hilbert A-modules. We say that (E, ρ)
is isomorphic to (F, η), in symbols (E, ρ) ∼= (F, η), if there exists a unitary in
L(E,F )G. We say that (E, ρ) is subequivalent to (F, η), in symbols (E, ρ)  (F, η),
if (E, ρ) is isomorphic to a direct summand of (F, η). (That is, if there exists
V ∈ L(E,F )G such that V ∗V = idE .)
Let I be a set and let (Ej , ρj)j∈I be a family of Hilbert A-modules. Then the
Hilbert direct sum
(⊕
j∈I
Ej ,
⊕
j∈I
ρj
)
is the completion of the corresponding algebraic
direct sum with respect to the norm defined by the scalar product〈⊕
j∈I
ξj ,
⊕
j∈I
ζj
〉
=
∑
j∈I
〈ξj , ζj〉.
Let H be a Hilbert space. By convention, the scalar product on H is linear in
the second argument and conjugate linear in the first one. Let H ⊗ A denote the
exterior tensor product of H and A, where A is considered as a right A-module
over itself ([Lan95, Chapter 4]). That is, H⊗A is the completion of the algebraic
tensor product H⊗alg A in the norm given by the A-valued product
〈ξ1 ⊗ a1, ξ2 ⊗ a2〉 = 〈ξ1, ξ2〉a
∗
1a2
for ξ1, ξ2 ∈ H and a1, a2 ∈ A.
Definition 4.5. For each element [π] ∈ Ĝ, choose a representative π : G→ U(Hπ).
Denote by HC the Hilbert space direct sum
HC =
⊕
[π]∈Ĝ
∞⊕
n=1
Hπ ,
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and let πC : G→ U(HC) be the unitary representation given by
πC =
⊕
[π]∈Ĝ
∞⊕
n=1
π.
The unitary representation (HC, πC) is easily seen not to depend on the choices of
representatives π : G→ U(Hπ) up to unitary equivalence.
We define the universal G-Hilbert (A,α)-module (HA, πA) to be HA = HC ⊗ A
and πA = πC ⊗ α.
Remark 4.6. It is a classical result of Kasparov that when G is second count-
able, then every countably generated G-Hilbert A-module is isomorphic to a direct
summand of (HA, πA); see [Kas80, Theorem 2].
Remark 4.7. It is easy to check, using the Peter-Weyl theorem, that (HC, πC) is
(unitarily equivalent) to the representation (L2(G)⊗ ℓ2(N), λ ⊗ idℓ2(N)).
An equivalent presentation of HC (and therefore of HA), when G is second
countable, is
HC =
⊕
[µ]∈Cu(G)
Hµ,
with πC =
⊕
[µ]∈Cu(G)
µ.
Lemma 4.8. Suppose that G is second countable, and let (E, (πA)|E) be a count-
ably generated G-Hilbert A-submodule of (HA, πA). Then there exists a separable
subrepresentation (Hµ, µ) of (HC, πC) such thatE ⊆ Hµ⊗A and (πA)|E = (µ⊗α)|E .
Proof. Since HA =
⊕
[ν]∈Cu(G)
(Hν ⊗A) for any ξ ∈ HA, there exists a countable set
Xξ ⊆ Cu(G) such that ξ belongs to
⊕
[ν]∈Xξ
(Hν ⊗A).
Now let {ξn}n∈N be a countable generating subset of E. Then X =
⋃
n∈N
Xξn is a
countable subset of Cu(G). Set
(Hµ, µ) =
⊕
[ν]∈X
(Hν , ν) .
Then Hµ is separable. It is immediate that E ⊆ Hµ ⊗ A and (πA)|E = (µ⊗ α)|E ,
so the proof is complete. 
Let (E, ρ) be a G-Hilbert A-module. Then the action G on E induces an action
of G on the C∗-algebra K(E) by conjugation. The fixed point algebra of this action
will be denoted by K(E)G. When (E, ρ) is the G-Hilbert A-module (Hµ⊗A, µ⊗α),
for some separable unitary representation (Hµ, µ) of G, then the induced action on
K(Hµ ⊗A) will be denoted by Ad(µ⊗ α).
Let E be a Hilbert A-module, and let ξ, ζ ∈ E. We denote by Θξ,ζ : E → E the
A-rank one operator given by Θξ,ζ(η) = ξ · 〈ζ, η〉 for η ∈ E.
Lemma 4.9. Let a ∈ K(HA)
G, and set E = span{a(HA) ∪ a∗(HA)}, endowed with
the restricted G-representation ρ. Then (E, ρ) is a countably generated G-Hilbert
A-module and a|E ∈ K(E)
G.
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Proof. It is clear that E is invariant under (πA)g for all g ∈ G; thus (E, ρ) is a
G-Hilbert A-module. Let ε > 0. Since a ∈ K(HA)
G, there exist k ∈ N, and
ξ1, . . . , ξk, ζ1, . . . , ζk ∈ HA satisfying∥∥∥∥∥∥a−
k∑
j=1
Θξj,ζj
∥∥∥∥∥∥ < ε8 .
Use that a ∈ (aa∗)K(HA) and a ∈ K(HA)(a∗a) to choose n ∈ N with
‖aa∗‖
1
n < 2 and ‖a∗a‖
1
n < 2
such that, in addition, ∥∥∥a− (aa∗)1/na(a∗a)1/n∥∥∥ < ε
2
.
It follows that∥∥∥∥∥∥a−
k∑
j=1
Θ(aa∗)1/n(ξj),(a∗a)1/n(ζj)
∥∥∥∥∥∥ =
∥∥∥∥∥∥a−
k∑
j=1
(aa∗)1/nΘξj ,ζj (a
∗a)1/n
∥∥∥∥∥∥
≤
∥∥∥a− (aa∗)1/na(a∗a)1/n∥∥∥
+ ‖aa∗‖
1/n
∥∥∥∥∥∥a−
k∑
j=1
Θξj ,ζj
∥∥∥∥∥∥ ‖a∗a‖1/n
< ε.
For j = 1, . . . , k, the map Θ
(aa∗)
1
n (ξj),(a∗a)
1
n (ζj)
leaves E invariant, so its re-
striction to E is a rank one operator in K(E). It follows that a|E is the limit of
a sequence finite rank operators on E, and hence it is compact. In particular, E
is countably generated, because the range of each finite rank operator is finitely
generated. Finally, it is clear that a is invariant, so a ∈ K(E)G. 
Let (E, ρ) be a G-Hilbert A-module, and let (F, ρ|F ) be a G-Hilber submodule
of E. Then there is a canonical inclusion equivariant ι : K(F ) → K(E), which is
defined as follows. For ξ, η ∈ F , we denote by ΘFξ,η ∈ K(F ) the corresponding rank-
one operator, and likewise for ΘEξ,η ∈ K(E). Then ι is given by ι(Θ
F
ξ,η) = Θ
E
ξ,η. One
must check that ι extends to an injective homomorphism K(F ) → K(E), and we
omit the straightforward verification. That ι is equivariant is also clear.
In particular, in the above situation, ι restricts to a canonical embedding ι : K(F )G →
K(E)G. This fact will be used in the proof of the following lemma.
Lemma 4.10. Suppose that G is second countable. Let (E, ρ) be a countably
generated G-Hilbert A-module, and let (F, ρ|F ) be a countably generated G-Hilbert
submodule of E. Then there exists a ∈ K(E)G such that a|F is strictly positive
and belongs to K(F ), and F = a(F ) = a(E).
Proof. Use [Lan95, Proposition 6.7] to choose a strictly positive element c ∈ K(F ).
Using the normalized Haar measure on G, it is easy to check that the element
b =
∫
G(g ·c) dg is strictly positive and G-invariant. Moreover, one has c(F ) = b(F ).
Using strict positivity of b, choose a sequence (bn)n∈N in K(F ) such that
lim
n→∞
‖bbn − b
1
n ‖ = 0.
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By [Lan95, Equation 1.5], we have lim
n→∞
bbnξ = ξ for all ξ ∈ F . It follows that
b(F ) = F .
Denote by ι : K(F )G → K(E)G the canonical inclusion described in the comments
before this lemma. Set a = ι(c). Then a is strictly positive and invariant, and
a(E) = a(F ) is dense in F . This finishes the proof. 
4.2. The Hilbert module picture of CuG(A,α). We now define the relevant
equivalence and subequivalence relations of G-Hilbert modules that will give rise
to a different description of the equivariant Cuntz semigroup.
Definition 4.11. Let (E, ρ) be a G-Hilbert A-module, and let (F, η) be a G-Hilbert
A-submodule. We say that (F, η) is G-compactly contained in (E, ρ), if there exists
b ∈ K(E) whose restriction to F is idF .
We claim that the operator b in the definition above can be taken to be con-
tractive and to belong to the fixed point algebra K(E)G. Contractivity is easy to
arrange: simply divide by ‖b‖. To choose b in the fixed point algebra, first note
that if ξ ∈ F , then
(g · b)(ξ) = ρg(b(ρg−1(ξ))) = ξ.
With dg denoting the normalized Haar measure on G, it follows that b′ =
∫
G
(g ·b) dg
is invariant and its restriction to F is the identity.
Definition 4.12. Let (E, ρ) and (F, η) be G-Hilbert A-modules. We say that
(E, ρ) is G-Cuntz subequivalent to (F, η), and denote this by (E, ρ) -G (F, η), if
every compactly contained G-Hilbert submodule of (E, ρ) is unitarily equivalent to
a G-Hilbert submodule of (F, η).
We say that (E, ρ) is G-Cuntz equivalent to (F, η), and denote this by (E, ρ) ∼G
(F, η), if (E, ρ) -G (F, η) and (F, µ) -G (E, ν). The G-Cuntz equivalence class of
the G-Hilbert A-module (E, ρ) is denoted by [(E, ρ)].
We denote by CuGH(A,α) the set of Cuntz equivalence classes of G-Hilbert A-
modules.
It is easy to check that the direct sum of G-Hilbert A-modules induces a well
defined operation on CuGH(A,α). Endow Cu
G
H(A,α) with the partial order given by
[(E, ρ)] ≤ [(F, η)] if (E, ρ) -G (F, η). With this structure, it is clear that Cu
G
H(A,α)
is a partially ordered abelian semigroup.
We now define a Cu(G)-semimodule structure on CuGH(A,α). For [(E, ρ)] ∈
CuGH(A,α) and [µ] ∈ Cu(G), we set
[µ] · [(E, ρ)] = [(Hµ ⊗ E, µ⊗ ρ)].
Similarly, Cu(K(HA)
G) has a natural Cu(G)-semimodule structure (see Definition 4.5
for the definition of HA). Let a ∈ K(HA)
G be a positive element. For a separable
unitary representation (Hµ, µ) of G, let sµ ∈ K(Hµ)
G be a strictly positive element.
Identify Hµ ⊗HA with a submodule of HA using the product in Cu(G), and set
[µ] · [a] = [sµ ⊗ a].
Let (Hµ, µ) be a separable unitary representation of G. Then (Hµ, µ) is unitarily
equivalent to a subrepresentation of (HC, πC), and hence there exists an operator
Vµ = Vµ,πA ∈ L(Hµ ⊗A,HA)
G
satisfying V ∗µ Vµ = idHµ .
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Define a map χ : CuG(A,α) → Cu(K(HA)
G) as follows. Given a separable uni-
tary representation (Hµ, µ) of G, and given a positive element a ∈ (K(Hµ)⊗A)
G,
set
χ([a]G) = [VµaV
∗
µ ].
Proposition 4.13. The map χ : CuG(A,α) → Cu(K(HA)
G), described above, is
well defined. Moreover, it is an isomorphism in CuG.
Proof. We divide the proof into a number of claims.
Claim: χ is well defined, and it preserves the order. Let (Hµ, µ) and (Hν , ν) be
separable unitary representations of G, and let a ∈ (K(Hµ)⊗A)
G and b ∈ (K(Hν )⊗
A)G satisfy a -G b. Then there exists a sequence (dn)n∈N in (K(Hν ,Hµ) ⊗ A)
G,
such that lim
n→∞
‖dnbd
∗
n − a‖ = 0. It follows that VµdnV
∗
ν belongs to K(HA)
G, and
(VµdnV
∗
ν )(VνbV
∗
ν )(VµdnV
∗
ν )
∗ = VµdnbdnV
∗
µ → VµaV
∗
µ ,
in the norm of (K(Hµ) ⊗ A)
G, as n → ∞. This shows that VµaV
∗
µ - VνbV
∗
ν , and
the claim is proved.
Claim: χ is an order embedding. Let (Hµ, µ) and (Hν , ν) be separable unitary
representations of G, and let a ∈ (K(Hµ) ⊗ A)
G and b ∈ (K(Hν ) ⊗ A)
G satisfy
χ([a]G) ≤ χ([b]G). Set a
′ = VµaV
∗
µ and b
′ = VνbV
∗
ν . Then there exists a sequence
(d′n)n∈N in K(HA)
G such that lim
n→∞
‖d′nb
′(d′n)
∗ − a′‖ = 0.
For each n ∈ N, set En = span (d
′
n(HA) ∪ (d
′
n)
∗(HA)). Then En is a countably
generated G-Hilbert A-module by Lemma 4.9. Use Lemma 4.8 to choose a sepa-
rable subrepresentation (Hn, (πC)Hn) of (HC, πC), satisfying E ⊆ Hn ⊗ A ⊆ HA
as G-Hilbert A-modules. Let Wµ,πA ∈ B(Hµ) and Wν,πA ∈ B(Hν) be the partial
isometries implementing the isomorphisms of Hµ and Hν with Hilbert subspaces
H′µ and H
′
ν of HC, respectively. Set
H = span
(
H′µ ∪H
′
ν ∪
⋃
n∈N
Hn
)
⊆ HC.
Then H is separable and the operators a′, b′, d′n, and (d
′
n)
∗, for n ∈ N, map H⊗A
to itself. Moreover, the restrictions a′′, b′′, d′′n of a
′, b′, d′n, for n ∈ N, to H ⊗ A,
belong to K(H⊗A)G. Moreover, we have
lim
n→∞
‖d′′nb
′′(d′′n)
∗ − a′′‖ = 0,
and thus a′′ - b′′ in K(H⊗A)G. Consequently, a′′ -G b
′′. Lemma 2.8 implies that
a ∼G a
′′ and b ∼G b
′′. We conclude that a -G b, as desired.
Claim: χ is surjective. Let a ∈ K(HA)
G. By Lemma 4.8, there exists a subrep-
resentation (Hµ, µ) of (HC, πC) such that a(HA) ⊆ Hµ⊗A as G-Hilbert A-modules.
Let a′ be the restriction of a to Hµ ⊗A. It is then clear that χ([a
′]G) = [a], so the
claim is proved.
It follows that χ is a Cu-isomorphism.
Claim: χ is a Cu(G)-semimodule morphism (and hence a CuG-isomorphism).
It is enough to check that χ preserves the Cu(G)-action. This is immediate from
the definitions. 
For a ∈ K(HA)
G, we denote by HA,a the G-Hilbert A-module a(HA), and we
let πA,a be the compression of πA to a(HA).
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Theorem 4.14. Suppose that G is second countable. Then the map
τ : Cu(K(HA)
G)→ CuGH(A,α),
defined by τ([a]) = [(HA,a, πA,a)] for a positive element a ∈ K ⊗ (K(HA)
G), is a
well defined natural isomorphism in CuG.
Proof. We divide the proof into a number of claims.
Claim: τ is well defined and it preserves the partial order. To show this, it
suffices to prove that if a, b ∈ K(HA)
G are positive elements with a -G b, then
(HA,a, πA,a) -G (HA,b, πA,b).
(See Definition 4.4.)
Let (E, (πA)|E) be a countably generated G-Hilbert A-module which is com-
pactly contained in (HA,a, πA,a). By Lemma 4.10, there exists
c ∈ K (HA,a)
G ∼=
(
a(K(HC)⊗A)a
)G
such that c|E is strictly positive and c(HA,a) = E. Then K(E) ∼= c(K(HC)⊗A)c.
Use the definition of compact containment ofG-Hilbert A-modules (Definition 4.11)
to choose d ∈
(
a(K(HC)⊗A)a
)G
with ‖d‖ = 1 and dc = c. In particular, we have
(d+ c− 1)+ = c and d+ c -G a. Apply Proposition 2.6 with ε = 1 to the elements
d+c -G b to find f ∈ K (HA,b,HA,a)
G
such that (d+c−1)+ = fbf
∗. Set x = b
1
2 f∗,
which is an element in K (HA,a,HA,b)
G
. Since (d+ c− 1)+ = c, we have
x∗x = c and xx∗ ∈
(
b(K(HC)⊗A)b
)G
.
Set F = x(E), and let y : E → F be the operator obtained from x by restricting
its domain to E and its codomain to F . Since x is invariant, we have y ∈ L(E,F )G.
It is clear that y has dense range. Moreover, y∗ = (x∗)|F ∈ L(F,E)
G, and hence
y∗(F ) = y∗(x(E)) = y∗(x(E)) = x∗x(E) = c(E) = E.
It follows that both y and y∗ have dense range. By [Lan95, Proposition 3.8], it
follows that E and F are unitarily equivalent. Moreover, it can be seen from the
proof of that proposition that the unitary can be chosen in LG(E,F ). This shows
that (E, (πA)|E) is G-equivalent to a submodule of (HA,b, πA,b), as desired. This
proves the claim.
Claim: τ is an order embedding. Let a, b ∈ K(HA)
G satisfy
(HA,a, πA,a) -G (HA,b, πA,b) .
Let ε > 0 and let f ∈ C0(0, ‖a‖] be a function that is linear on [0, ε] and constant
equal to 1 on [ε, ‖a‖]. Then f(a) belongs to
(
aK(HA)a
)G
and satisfies f(a)(a −
ε)+ = (a − ε)+. It follows that
(
HA,(a−ε)+ , πA,(a−ε)+
)
is compactly contained in
(HA,a, πA,a), so there exists an equivariant unitary
U :
(
HA,(a−ε)+ , πA,(a−ε)+
)
→ (HA,b, πA,b) .
Set x = (a− ε)+U
∗, which is an element in K(HA,(a−ε)+ , b(HA)). Then
(a− ε)+ = xx
∗ and x∗x = U(a− ε)+U
∗ ∈ K(bHA)
G.
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It follows that lim
n→∞
∥∥∥b 1n x∗xb 1n − x∗x∥∥∥ = 0. Therefore x∗x -G b. Since we also
have (a−ε)+ = xx
∗ ∼G x
∗x, it follows that (a−ε)+ -G b. Since ε > 0 is arbitrary,
we conclude that
[a] = sup
ε>0
[(a− ε)+] ≤ [b],
and the claim is proved.
Claim: τ is surjective. Let (E, (πA)|E) be a countably generated G-Hilbert A-
module. Since G is assumed to be second countable, (E, (πA)|E) is isomorphic to
a G-Hilbert submodule of (HA, πA), by [Kas80, Theorem 2]. Use Lemma 4.10 to
find a ∈ K(HA)
G such that (E, (πA)|E) ∼= (HA,a, πA,a). It follows that
τ([a]) = [(HA,a, πA,a)] = [(E, (πA)|E)],
and the claim follows.
We deduce that τ is an isomorphism in Cu.
Claim: τ is a Cu(G)-semimodule morphism (and hence an isomorphism in
CuG). We only check that τ preserves the Cu(G)-action. Let (Hµ, µ) be a separa-
ble unitary representation of G, and let sµ be a strictly positive element in K(Hµ)
G.
For a ∈ K(HA)
G, we have
τ([µ] · [a]) = τ([sµ ⊗ a]) = [(sµ ⊗ a)(Hµ ⊗HA)] = [Hµ ⊗HA,a] = [µ] · [HA,a].
This concludes the proof of the claim and of the theorem. 
The following is the main result of this section.
Corollary 4.15. Suppose that G is second countable. Then there exists a natural
CuG-isomorphism
δ : CuG(A,α)→ CuGH(A,α).
Proof. By Theorem 4.14 and Proposition 4.13, the map δ = τ ◦ χ is the desired
CuG-isomorphism. 
5. Julg’s theorem and the Cu(G)-semimodule structure on Cu(A⋊α G)
The goal of this section is to prove that if α : G → Aut(A) is a continuous
action of a compact group G on a C∗-algebra A, then there exists a natural Cu-
isomorphism between its equivariant Cuntz semigroup CuG(A,α) and Cu(A⋊αG);
see Theorem 5.3. This isomorphism allows us to endow Cu(A⋊αG) with a canonical
Cu(G)-semimodule structure, and we compute it explicitly in Theorem 5.14.
When G is abelian, this semimodule structure is particularly easy to describe: it
is given by the dual action of α; see Proposition 5.16. We will prove these results
using the equivariant Hilbert module picture of CuG(A,α) studied in the previous
section.
5.1. Julg’s Theorem. For the rest of this section, we fix a compact groupG, a C∗-
algebra A, and a continuous action α : G→ Aut(A). The goal of this section is to
prove the Cuntz semigroup analog of Julg’s theorem; see Theorem 5.3. Most of the
work has already been done in the previous section, and the only missing ingredients
are Remark 5.1, which is essentially the Peter-Weyl theorem, and Proposition 5.2,
which is noncommutative duality.
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Let L2(G) denote the Hilbert space of square integrable functions on G with
respect to its normalized Haar measure, and let λ : G → U(L2(G)) denote the left
regular representation.
Remark 5.1. By the Peter-Weyl Theorem ([Fol95, Theorem 5.12]), the G-Hilbert
module (HC, πC) is unitarily equivalent (see Definition 4.4) to
(ℓ2(N)⊗ L2(G), idℓ2(N) ⊗ λ).
Therefore there exists an equivariant ∗-isomorphism
(K(HA), πA)→ (K(ℓ
2(N)⊗ L2(G) ⊗A),Ad(idℓ2(N) ⊗ λ⊗ α)).
It follows that there exists a natural ∗-isomorphism
θ : K(HA)
G → K(ℓ2(N)⊗ L2(G)⊗A)G.
The following result is standard, and it is a consequence of Landstad’s du-
ality. See, for example, Theorem 2.7 in [KOQ15], and specifically Example 2.9
in [KOQ15]. (The result can also be derived from Katayama’s duality; see Theo-
rem 8 in [Kat85].)
Proposition 5.2. Let G be a locally compact group, let B be a C∗-algebra, and let
δ : B →M(B⊗C∗(G)) be a normal coaction. Denote by B⋊δG the corresponding
cocrossed product, and by δ̂ : G→ Aut(B⋊δ G) the dual action. Then there exists
a canonical ∗-isomorphism
ψ : (B ⋊δ G)
δ̂ → B,
which is moreover (δjG , δ)-equivariant (see Definition 2.8 in [KOQ15]).
The following result is an analog of Julg’s Theorem ([Jul81]; see also [Phi87,
Theorem 2.6.1]) for the equivariant Cuntz semigroup. It asserts that the equivari-
ant Cuntz semigroup is naturally isomorphic, in the category Cu, to the Cuntz
semigroup of the crossed product. The isomorphism is obtained as a composition
of the isomorphisms from Proposition 4.13, Remark 5.1, Appendix 6 in [CEI08]
(this is stability of the functor Cu), and Proposition 5.2; see the commutative dia-
gram at the end of the proof of Theorem 5.3. In some applications of this theorem,
particularly in Theorem 5.14, the explicit construction of the isomorphism will be
relevant.
Theorem 5.3. Let G be a compact group, let A be a C∗-algebra, and let α : G→
Aut(A) be a continuous action. Then there exists a natural Cu-isomorphism
σ : CuG(A,α)→ Cu(A⋊α G).
Proof. Endow K(L2(G)) with the action of conjugation by the left regular repre-
sentation of G, endow K(ℓ2(N)) with the trivial G-action, and endow K(L2(G))⊗A
and K(ℓ2(N))⊗K(L2(G))⊗A with the corresponding tensor product actions. Then
there exists a natural identification
(K(ℓ2(N)) ⊗K(L2(G)) ⊗A)G = K(ℓ2(N)) ⊗ (K(L2(G)) ⊗A)G.
Since Cu is a stable functor (see Appendix 6 in [CEI08]), there exists a natural
Cu-isomorphism
κ : Cu(K(ℓ2(N)⊗ L2(G)⊗A)G)→ Cu(K(L2(G)⊗A)G).
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By Remark 5.1, there exists a natural ∗-isomorphism
θ : K(HA)
G → K(ℓ2(N)⊗ L2(G)⊗A)G.
Denote by ψ : (K(L2(G)) ⊗A)G → A⋊α G the natural ∗-isomorphism obtained
from Proposition 5.2 for B = A ⋊α G and δ = α̂. (Recall that coactions of com-
pact groups are automatically normal; see, for example, the end of the proof of
Lemma 4.8 in [Gar15a].) With χ : CuG(A,α)→ Cu(K(HA)
G) denoting the natural
Cu-isomorphism given by Proposition 4.13, define σ to be the following composi-
tion:
CuG(A,α)
σ
''❖
❖
❖
❖
❖
❖
χ
// Cu(K(HA)
G)
Cu(θ)
// Cu((K(ℓ2(N))⊗K(L2(G)) ⊗A)G)
κ

Cu(A⋊α G) Cu((K(L
2(G)) ⊗A)G).
Cu(ψ)
oo
It is clear that σ is a natural isomorphism in the category Cu. 
5.2. Semimodule structure on the crossed product. Theorem 5.3 provides an
isomorphism CuG(A,α) ∼= Cu(A ⋊α G) as Cu-semigroups. We can give Cu(A ⋊α
G) the unique Cu(G)-semimodule structure that makes this isomorphism into a
CuG-isomorphism. To make this result useful, we must describe this semimodule
structure internally. This takes some work, and we will need a series of intermediate
results. This subsection is based, to some extent, on [Phi87]. We assume that G is
a second countable group.
The main technical difficulties are the absence of short exact sequences in the
context of semigroups, and the fact that in the construction of the equivariant
Cuntz semigroup, representations of the group G on infinite dimensional Hilbert
spaces are allowed. Compactness of G is crucial in overcoming the latter.
We need a standard definition. For a C∗-algebra A, we denote by M(A) its
multiplier algebra.
Definition 5.4. Let α, β : G→ Aut(A) be continuous actions of a locally compact
group G on a C∗-algebra A. We say that α and β are cocycle equivalent, if there
exists a function ω : G→ U(M(A)) satisfying:
(1) ωgh = ωgβg(ωh) for all g, h ∈ G;
(2) αg = Ad(ωg) ◦ βg for all g ∈ G;
(3) For a ∈ A, the map G→ A given by g 7→ ωga is continuous.
Condition (1) in the definition above ensures that if α is defined by (2), then
αg ◦ αh = αgh for all g, h ∈ G.
Remark 5.5. It is well known that cocycle equivalent actions have isomorphic
associated crossed products. Nevertheless, it does not follow from this that cocycle
equivalent actions have isomorphic equivariant Cuntz semigroups, because we do
not know how to compute the Cu(G)-semimodule structure of the crossed products.
(That this is indeed the case is a consequence of Theorem 5.14.) In order to prove
the result, however, we do need to know that some specific cocycle conjugate actions
yield isomorphic equivariant Cuntz semigroups; see Proposition 5.6.
For the rest of the subsection, we fix a continuous action α : G → Aut(A) of a
compact group G on a C∗-algebra A.
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Proposition 5.6. Let β be an action of G on A which is cocycle equivalent to
α. Suppose that A has an increasing countable approximate identity consisting
of projections which are invariant for both α and β. Then there exists a natural
CuG-isomorphism ε : CuG(A,α)→ CuG(A, β).
When A is unital, the map ε can be described as follows. Choose a cocycle
ω : G→ U(A) such that αg = Ad(ωg) ◦ βg for all g ∈ G. For a countably generated
G-Hilbert (A,α)-module (E, ρ), the map ε is given by ε([(E, ρ)]) = ([E, ρω)], where
ρω : G→ U(E) is given by ρωg (x) = ρg(x)ωg for all g ∈ G and all x in E.
Proof. Suppose first that A is unital. We must first argue why the map ε described
in the statement is well-defined, and why it is an isomorphism in CuG. We fix
a cocycle ω : G → U(A) such that αg = Ad(ωg) ◦ βg for all g ∈ G, and we fix a
countably generated G-Hilbert (A,α)-module (E, ρ). Let ρω : G→ U(E) be defined
as in the statement.
We claim that (E, ρω) is a countably generated G-Hilbert (A, β)-module. Since
E was chosen to be countably generated to begin with, we shall only check that ρω
is compatible with β and with the Hilbert module structure. Given a ∈ A, x ∈ E
and g ∈ G, we have
ρωg (xa) = ρg(xa)ωg = ρg(x)αg(a)ωg = ρg(x)ωgβg(a) = ρ
ω
g (x)βg(a),
as desired. Moreover, for g ∈ G and x, y ∈ E, we have
〈ρωg (x), ρ
ω
g (y)〉E = 〈ρg(x)ωg , ρg(y)ωg〉E
= ω∗g〈ρg(x), ρg(y)〉Eωg
= (Ad(ω∗g) ◦ αg)(〈x, y〉E)
= βg(〈x, y〉E),
thus proving the claim.
The assignment (E, ρ) 7→ (E, ρω) is clearly surjective, and hence every G-Hilbert
(A, β)-module has the form (E, ρω) for some G-Hilbert (A,α)-module (E, ρ).
We claim that the assignment (E, ρ) 7→ (E, ρω) preserves G-Cuntz subequiva-
lence. Let (E, ρ) and (E′, ρ′) be countably generated G-Hilbert (A,α)-modules,
and suppose that (E, ρ) -G (E
′, ρ′). If (F, ηω) is a G-Hilbert (A, β)-module that
is compactly contained in (E, ρω), then it is straightforward to check that (F, η)
is compactly contained in (E, ρ). If (F ′, η′) is a G-Hilbert (A,α)-module com-
pactly contained in (E′, ρ′) such that (F ′, η′) ∼= (F, η), then one readily checks that
(F ′, (η′)ω) ∼= (F, ηω). This shows that (E, ρω) -G (E
′, (ρ′)ω), and proves the claim.
Denote by ϕ : CuG(A,α) → CuG(A, β) the map given by [(E, ρ)] 7→ [(E, ρω)],
where ρω is given by ρωg (x) = ρg(x)ωg for all g ∈ G and all x in E. We claim that
ϕ is a CuG-morphism.
We already showed that ϕ preserves the order. It is also easy to show that is
preserves compact containment and suprema of increasing sequences. We show that
it is a morphism of Cu(G)-semimodules. Given a separable unitary representation
(Hµ, µ) of G, we must show that the diagram
CuG(A,α)
ϕ
//
[µ]·

CuG(A, β)
[µ]·

CuG(A,α) ϕ
// CuG(A, β)
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commutes. Given a countably generated G-Hilbert (A,α)-module (E, ρ), we have
[(Hµ, µ)] · ϕ([(E, ρ)]) = [(E ⊗Hµ, ρ
ω ⊗ µ)] .
On the other hand, the element ϕ ([(Hµ, µ)] · [(E, ρ)]) is represented by the G-
Hilbert (A, β)-module (E⊗Hµ, (ρ⊗µ)
ω), so it is enough to check that both actions
on Hµ ⊗ E agree. Let g ∈ G, let x ∈ E and let ξ ∈ Hµ. Then
((ρ⊗ µ)ω)g (x⊗ ξ) = (ρg(x) ⊗ µg(ξ))ωg
= (ρg(x)ωg)⊗ µg(ξ)
= ρωg (x)⊗ µg(ξ)
= (ρω ⊗ µ)g(x⊗ ξ),
thus showing that ϕ is a CuG-morphism. Since ϕ is clearly bijective, it follows that
it is an isomorphism. Naturality is also clear. This proves the unital case.
For the general case, let (en)n∈N be an increasing approximate identity in A
consisting of projections that are invariant for both α and β. For n ∈ N, let
α(n) : G → Aut(enAen) be the action given by α
(n)
g (a) = αg(a) for all g ∈ G and
a ∈ enAen, and similarly for β
(n) : G→ Aut(enAen). We claim that α
(n) and β(n)
are cocycle equivalent for all n ∈ N.
Choose a cocycle ω : G → U(M(A)) as in Definition 5.4. For g ∈ G and n ∈ N,
one checks that
ωgenω
∗
g = (Ad(ωg) ◦ αg)(en) = βg(en) = en.
Define ω(n) : G → U(enAen) by ω
(n)
g = enωgen for g ∈ G. One readily checks
that Ad(ω
(n)
g ) ◦ β
(n)
g = α
(n)
g for all n ∈ N and all g ∈ G. The cocycle condition is
also easy to verify, so the claim is proved.
Note that there exist natural equivariant ∗-isomorphisms
(A,α) = lim
−→
(enAen, α
(n)) and (A, β) = lim
−→
(enAen, β
(n)).
By Proposition 3.13, there exist natural CuG-isomorphisms
CuG(A,α) ∼= lim−→
CuG(enAen, α
(n)) and CuG(A, β) ∼= lim−→
CuG(enAen, β
(n)).
For n ∈ N, denote by ϕ(n) : CuG(enAen, α
(n)) → CuG(enAen, β
(n)) the natural
CuG-isomorphism provided by the unital case of this proposition. Naturality im-
plies that the following diagram in CuG is commutative, where the top row is exact
by Theorem 5 in [CRS10]:
CuG(e1Ae1, α
(1)) //
ϕ(1)

CuG(e2Ae2, α
(2)) //
ϕ(2)

· · · // CuG(A,α)
ϕ

✤
✤
✤
CuG(e1Ae1, β
(1)) // CuG(e2Ae2, β
(2)) // · · · // CuG(A, β).
The universal property of the inductive limit in CuG shows that there exists a
natural CuG-morphism ϕ : CuG(A,α)→ CuG(A, β). This map is easily seen to be
an isomorphism in CuG, so the proof is complete. 
The following result states that the equivariant Cuntz semigroup is a stable
functor, as long as the algebra of compact operators is given an inner action. The
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case of the trivial action was already prove in Proposition 3.12. The result fails in
general if the action on the compacts is not inner; see Example 5.8.
Corollary 5.7. Let A be a unital C∗-algebra, and let (Hµ, µ) be a separable unitary
representation of G. Let q be any rank one projection on Hµ, and consider the map
ιq : A→ A⊗K(Hµ), given by ιq(a) = a⊗ q for a ∈ A. Let
ε : CuG(A⊗K(Hµ), α⊗Ad(µ))→ Cu
G(A⊗K(Hµ), α⊗ idK(Hµ))
be the natural CuG-isomorphism given by Proposition 5.6. Then
ε−1 ◦ CuG(ιq) : Cu
G(A,α)→ CuG(A⊗K(Hµ), α ⊗Ad(µ))
is a natural CuG-isomorphism.
Proof. We must first argue why the assumptions of Proposition 5.6 are met, so
that the map ε really does exist. Firxt, since µ can be decomposed as a direct sum
of finite dimensional representations by the Peter-Weyl Theorem, it follows that
A⊗K(Hµ) has a countable approximate identity consisting of projections that are
invariant under both α⊗Ad(µ) and α⊗ idK(Hµ). And second, the actions α⊗Ad(µ)
and α⊗ idK(Hµ) are cocycle equivalent via the cocycle ω : G→ U(A⊗K(Hµ)) given
by ωg = 1A ⊗ µg for all g ∈ G. We conclude that Proposition 5.6 applies and that
ε is a natural CuG-isomorphism.
By Proposition 3.12, the map
CuG(ιq) : Cu
G(A,α)→ CuG(A⊗K(Hµ), α⊗ idK(Hµ))
is natural CuG-isomorphism. It follows that ε−1◦CuG(ιq) is a natural isomorphism
in CuG. 
As mentioned before, the result above fails if the action on K(H) is not inner,
as the following example shows. We write Z2 = {−1, 1}.
Example 5.8. Define an action of G = Z2 × Z2 on A = M2 by letting (−1, 1)
act by conjugation by
(
1 0
0 −1
)
, and by letting (1,−1) act by conjugation by(
0 1
1 0
)
. Denote this action by α. (These unitaries commute up to a sign, so
conjugation by them really does define an action of Z2 × Z2.) We claim that there
is no isomorphism between CuG(M2, α) and Cu
G(M2, idM2). For this, it is enough
to note that since there is an isomorphism
M2 ⋊idM2 (Z2 × Z2)
∼= M2 ⊕M2 ⊕M2 ⊕M2,
the semigroup CuG(M2, idM2) is isomorphic to
4⊕
j=1
Z≥0. On the other hand, one
can compute CuG(M2, α) with elementary methods. For instance, one easily checks
that MZ2×Z22 is simply the scalar matrices, and a similar computation shows that
(M2 ⊗K(ℓ
2(Z2 × Z2)))
α⊗Ad(λ) ∼= M4.
Thus, CuG(M2, α) = Z≥0, and the claim follows.
We conclude that the analog of Corollary 5.7, where K(H) does not have an
inner action, fails in general.
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Denote by V (G) ⊆ Cu(G) the subsemigroup consisting of equivalence classes of
finite dimensional unitary representations of G (so that the Grothendieck group of
V (G) is the represenation ring R(G)). The following proposition describes the
action of V (G) on Cu(A ⋊α G). Upon taking the supremum of an increasing
sequence of finite dimensional representations, this result also leads to a method
for computing the action of an arbitrary element in Cu(G). For use in its proof,
we recall from the proof of Proposition 5.6 that for A unital and cocycle equivalent
actions α and αω of G on A, the CuG-isomorphism
ε : CuG(A,α)→ CuG(A,αω)
was constructed using G-Hilbert modules, and ε([(E, ρ)]) = [(E, ρω)], where the
unitary representation ρω : G→ U(E) is given by ρωg = ρgωg for g ∈ G.
Proposition 5.9. Suppose that A is unital and let (Hµ, µ) be a separable unitary
representation of G. Let p, q ∈ K(Hµ) be a µ-invariant projections, with q of rank
one. Define equivariant ∗-homomorphisms
ϕ : (A,α)→ (A⊗K(Hµ), α⊗Ad(µ)) and ψ : (A,α)→ (A⊗K(Hµ), α⊗ idK(Hµ))
by ϕ(a) = a⊗ p and ψ(a) = a⊗ q for all a ∈ A. Let
ε : CuG(A⊗K(Hµ), α⊗Ad(µ))→ Cu
G(A⊗K(Hµ), α⊗ idK(Hµ))
be the cocycle equivalence isomorphism given by Proposition 5.6, associated to the
cocycle equivalence g 7→ 1A ⊗ µg between α ⊗ Ad(µ) and α⊗ idK(Hmu). Then the
following CuG-diagram commutes:
CuG(A,α)
[µ|pH]·
//
CuG(ϕ)

CuG(A,α)
CuG(ψ)

CuG(A⊗K(Hµ), α⊗Ad(µ)) ε
// CuG(A⊗K(Hµ), α⊗ idK(Hµ)).
Proof. Observe that CuG(ψ) is a natural isomorphism in CuG by Proposition 3.12.
We only need to check that
CuG(ψ)−1 ◦ ε ◦ CuG(ϕ) : CuG(A,α)→ CuG(A,α)
is multiplication by [µ|pHµ ].
Denote by (HA, πA) the canonical countably generated G-Hilbert (A,α)-module
from Definition 4.5. Let (E, ρ) be a countably generated G-Hilbert (A,α)-module.
Use Kasparov’s absorption theorem (Theorem 2 in [Kas80]) to choose a πA-invariant
projection r in L(HA)
G such that (E, ρ) ∼= (rHA, πA|rHA). Then
CuG(ϕ)([(E, ρ)]) =
[(
(r ⊗ p) (K(HA)⊗K(Hµ)) , πA|rHA ⊗ µ|pHµ
)]
= [E ⊗ pK(Hµ), ρ⊗ µ|pHµ ].
Denote the unitary representation Ad(µ)µ (see the comments before this propo-
sition) of G on pK(Hµ) by µ˜. In other words, µ˜g(x) = (µgxµ
∗
g)µg = µgx for all
g ∈ G and all x ∈ pK(Hµ). By the computation above, we have
(ε ◦CuG(ϕ))([E, ρ]) = [(E ⊗ pK(Hµ), ρ⊗ µ˜)].
We must compare the class of (E ⊗ pK(Hµ), ρ⊗ µ˜) with the class of Cu
G(ψ)([E ⊗
pK(Hµ), ρ⊗Ad(µ)]), and show that they agree.
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One checks that CuG(ψ)
(
[(pHµ, µ|pHµ)] · [(E, ρ)]
)
is represented by(
E ⊗ pHµ ⊗ qK(Hµ), ρ⊗Ad(µ)⊗ idK(Hµ)
)
.
Evaluating the maps in the diagram in the statement at (E, ρ), we get
(E, ρ)
✤ //
❴

(E ⊗ pHµ, ρ⊗ µ)
❴

(E ⊗ pHµ ⊗ qK(Hµ), ρ⊗Ad(µ)⊗ idK)
(E ⊗ pK(Hµ), ρ⊗Ad(µ))
✤ // (E ⊗ pK(Hµ), ρ⊗ µ˜) .
It is therefore enough to check that(
pHµ ⊗ qK(Hµ), µ|pHµ ⊗ idqK(Hµ)
)
∼= (pK(Hµ), µ˜)
as G-Hilbert K(Hµ)-modules. Fix a unit vector ξ
(0) ∈ Hµ in the range of q and
define
σ : pHµ ⊗ qK(Hµ)→ pK(Hµ)
by σ(ξ⊗b)(η) = 〈b∗(ξ(0)), η〉ξ for all ξ ∈ pHµ, for all b ∈ qK(Hµ) and for all η ∈ Hµ,
and extended linearly and continuously. Note that
(p ◦ (σ(ξ ⊗ b))) (η) = 〈b∗(ξ(0)), η〉p(ξ) = 〈b∗(ξ(0)), η〉ξ,
so the range of σ is really contained in pK(Hµ).
Claim: σ is injective. Since p is a projection in K(Hµ), it has finite rank.
For m = dim(pHµ), choose an orthonormal basis ξ1, . . . , ξm of pHµ. Given x ∈
pHµ ⊗ qK(Hµ), there exist b1, . . . , bm ∈ K(Hµ) such that x =
m∑
j=1
ξj ⊗ bj . Assume
that σ(x) = 0. By orthogonality of the vectors ξj , it follows that σ(ξj ⊗ bj) = 0 for
all j = 1, . . . ,m. Thus 〈η, b∗j (ξ
(0))〉 = 0 for all η ∈ Hµ, and hence b
∗
j(ξ
(0)) = 0. This
shows that b∗j vanishes on span{ξ
(0)} = qHµ, and so bj = 0 for j = 1, . . . ,m. We
conclude that x = 0 and σ is injective.
Claim: σ is surjective. Given a in K(Hµ), the map pa : Hµ → pHµ is map and
has finite rank. For j = 1, . . . ,m, denote by pj : Hµ → C × ξj the orthogonal
projection. It follows from the Riesz Representation Theorem that there exist unit
vectors ξ
(0)
j in the range of pj and linear maps cj ∈ qjK(Hµ), for j = 1, . . . ,m, such
that
pa(η) =
m∑
j=1
〈c∗j (ξ
(0)
j ), η〉ξj
for all η ∈ Hµ. (Recall our convention that inner products are linear on the second
variable.) Since any two rank one projections are unitarily equivalent, it follows
that there exist linear maps b1, . . . , bm ∈ qK(Hµ) such that
pa(η) =
m∑
j=1
〈b∗j (ξ
(0)), η〉ξj
and thus pa = σ
(
m∑
j=1
ξj ⊗ bj
)
, showing that σ is surjective.
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Claim: σ is a G-Hilbert K(Hµ)-homomorphism. Let ξ ∈ pHµ, b ∈ qK(Hµ),
c ∈ K(Hµ), and η ∈ Hµ. Then
σ(ξ ⊗ b)(cη) = 〈c∗b∗(ξ(0)), η〉ξ
= 〈(bc)∗(ξ(0)), η〉ξ
= σ(ξ ⊗ bc)(η).
Finally, for g ∈ G, b ∈ qK(Hµ), c ∈ K(Hµ), ξ ∈ pHµ, and η ∈ Hµ, one has
σ
(
(µ|pHµ ⊗ idqK(Hµ))g(ξ ⊗ b)
)
= σ (µgξ ⊗ b) (η)
= 〈b∗(ξ(0)), η〉µgξ
= µg〈b
∗(ξ(0)), η〉ξ
= µ˜g(σ(ξ ⊗ b))(η),
which shows that σ is equivariant. This finishes the proof. 
The above result leads to a method for computing the Cu(G)-semimodule struc-
ture on Cu(A⋊αG). This description makes essential use of the cocycle equivalence
isomorphism ε, and similarly to what happens with equivariant K-theory, it is in-
convenient when trying to use it. To remedy this, we give an alternative description
of the Cu(G)-action (Definition 5.10), which, even though it is not as transparent
as the one in Proposition 5.9, has the advantage that all Cu-maps involved are
induced by ∗-homomorphisms.
Let (Hµ, µ) be a finite dimensional unitary representation of G, and denote by
µ+ : G→ U(Hµ⊕C) its direct sum with the trivial representation on C. Let pµ, qµ ∈
K(Hµ ⊕ C) be the projections onto Hµ and C, respectively. Define equivariant ∗-
homomorphism ιpµ , ιqµ : A→ A⊗K(Hµ ⊕ C) by
ιpµ(a) = a⊗ pµ and ιqµ(a) = a⊗ pC
for a ∈ A. Denote by ι̂pµ and ι̂qµ the corresponding maps on the crossed products
by G. The Cu(ιqµ) is invertible by Proposition 3.12, and it corresponds to multipli-
cation by the class of the trivial representation by Proposition 5.9. By considering
these maps at the level of the Cuntz semigroups, we have
Cu(A⋊α G)
Cu(ι̂pµ)
// Cu
(
(A⊗K(Hµ ⊕ C))⋊α⊗Ad(µ+) G
) Cu(ι̂qµ)−1//
Cu(A⋊α G).
Cu(ι̂qµ )
oo
Definition 5.10. Adopt the notation from the discussion above. We define a
Cu(G)-semimodule structure on Cu(A ⋊α G) as follows. For a finite dimensional
representation (Hµ, µ), and for s ∈ Cu(A⋊α G), we set
[µ] · s =
(
Cu(ι̂qµ )
−1 ◦ Cu(ι̂pµ)
)
(s).
For an arbitrary separable unitary representation (Hν , ν), use compactness of
G to choose irreducible representations (Hµn , µn) of G such that ν
∼=
∞⊕
n=1
µn. For
m ∈ N, set νm =
m⊕
n=1
µn. For s ∈ Cu(A⋊α G), we set
[ν] · s = sup
m∈N
([νm] · s) .
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The following lemma shows that the above Cu(G)-semimodule structure is well-
defined.
Lemma 5.11. Let (Hν , ν) be a separable unitary representation of G, and find
finite dimensional unitary representations (Hµn , µn) of G as in Definition 5.10. For
m ∈ N, set νm =
m⊕
n=1
µn. Let s ∈ Cu(A⋊α G).
(1) The sequence ([νm] · s)n∈N is increasing in Cu(A⋊α G).
(2) The element [ν] · s = sup
m∈N
([νm] · s) is independent of the decomposition
ν ∼=
⊕
n∈N
µn.
Proof. We only prove (1), since (2) follows the same idea. It suffices to show that
if µ and ν are finite dimensional representations, then [µ ⊕ ν] · s ≤ [µ] · s for all
s ∈ Cu(A ⋊α G). With the notation from the definition above, observe that the
maps
ϕµ, ϕν : A→ A⊗K(Hµ ⊕Hν ⊕ C)
are orthogonal. Since orthogonal equivariant homomorphisms induce homomor-
phisms between the respective crossed products which are also orthogonal, we de-
duce that
Cu(ϕ̂µ⊕ν) = Cu(ϕ̂µ) + Cu(ϕ̂ν).
By evaluating the above identity at s, and using Definition 5.10, one deduces that
[µ⊕ ν] · s ≤ [µ] · s, as desired. 
Lemma 5.12. The Cu(G)-semimodule structure on Cu(A⋊α G) described above
is compatible with taking suprema in Cu(G).
Proof. Let (Hµn , µn)n∈N be a sequence of separable unitary representations of G
such that ([µn])n∈N is increasing in Cu(G). Set [µ] = sup
n∈N
[µn]. Without loss of
generality, we can assume that µn is a subrepresentation of µn+1 for all n ∈ N. In
particular, we may assume that Hµ =
⋃
n∈N
Hµn with Hµn ⊆ Hµn+1 for all n ∈ N.
It follows that µ+ = sup
n∈N
(µ+n ) as representations of G on Hµ ⊕ C. Thus, for a ∈ A,
we have
ιpµ(a) = a⊗ pHµ = sup
n∈N
(a⊗ pHµn ) = sup
n∈N
(
ϕHµn (a)
)
.
Finally, since Cu(ι̂qµ) is an isomorphism in Cu, we conclude that
sup
n∈N
([µn] · s) = sup
n∈N
(
Cu(ι̂qµ )
−1 ◦Cu(ϕHµn )(s)
)
= Cu(ι̂qµ)
−1
(
sup
n∈N
(
Cu(ϕHµn )(s)
))
= Cu(ι̂qµ)
−1 ◦ Cu(ϕHµ)(s)
= [µ] · s,
for all s ∈ Cu(A⋊α G), as desired. 
For later use, we record here the following fact.
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Proposition 5.13. Let
0 // I
ι // A
π // B // 0
be an exact sequence of G-C∗-algebras, with actions γ : G → Aut(I) and β : G →
Aut(B). Then CuG(I, γ) can be naturally identified with ker(CuG(π)), which by
definition is
ker(CuG(π)) = {s ∈ CuG(A,α) : CuG(π)(s) = 0} ⊆ CuG(A,α).
Proof. Observe that ker(CuG(π)) only depends on the structure of CuG(A,α) as a
semigroup, and is independent of the action of Cu(G). Denote by π̂ : A ⋊α G →
B ⋊β G the map induced by π. Using the natural isomorphisms from Theorem 5.3
for CuG(I, γ), CuG(A,α) and CuG(B, β), it is enough to show that Cu(I⋊γG) can
be naturally identified with the subsemigroup
{s ∈ Cu(A⋊α G) : Cu(π̂)(s) = 0}
of Cu(A⋊αG). This follows immediately from Theorem 5 in [CRS10], so the proof
is finished. 
We have now arrived at the main result of this section.
Theorem 5.14. Let G be a compact group, let A be a C∗-algebra, and let α : G→
Aut(A) be a continuous action. Then there exists a natural CuG-isomorphism
CuG(A,α) ∼= Cu(A⋊α G),
where the Cu(G)-semimodule structure on Cu(A⋊αG) is given by Definition 5.10.
Proof. Assume first that A is unital. Let (Hµ, µ) be a finite dimensional unitary
representation of G, and let ιpµ , ιqµ , ι̂pµ and ι̂qµ be as in Definition 5.10. By natu-
rality of the isomorphism in Theorem 5.3, there exists a commutative diagram
CuG(A,α)
σA

CuG(ιpµ)
// CuG (A⊗K(Hµ ⊕ C), α⊗Ad(µ
+))

CuG(A,α)
CuG(ιqµ)
oo
σA

Cu(A⋊α G)
Cu(ι̂pµ)
// Cu
(
(A⊗K(Hµ ⊕ C))⋊α⊗Ad(µ+) G
)
Cu(A⋊α G),
Cu(ι̂qµ)
oo
where all vertical arrows are the isomorphisms given by Theorem 5.3. By Proposition 5.9,
the map CuG(ιqµ) corresponds to multiplication by the class of the trivial repre-
sentation in the Cu(G)-semimodule CuG (A⊗K(Hµ ⊕ C), α⊗Ad(µ
+)). It follows
that CuG(ιqµ) is invertible. Thus Cu(ι̂qµ ) is also invertible, since the vertical ar-
rows are invertible. By definition, Cu(ι̂qµ)
−1 ◦ Cu(ι̂pµ) is multiplication by [µ] on
Cu(A⋊αG), and Proposition 5.9 shows that the composition Cu
G(ιqµ )
−1◦CuG(ιpµ)
agrees with multiplication by [µ] on CuG(A,α). Commutativity of the diagram im-
plies that the isomorphism σA : Cu
G(A,α) → Cu(A ⋊α G), which appears both in
the left and right vertical arrows, commutes with multiplication by [µ].
Assume now that (Hν , ν) is a separable unitary representation of G. Since G
is compact, it follows that K(Hν) has an increasing approximate identity (en)n∈N
consisting of G-invariant projections. For n ∈ N, denote by µn : G→ U(enHν) the
restriction of ν. It follows that
[ν] = sup
n∈N
[µn]
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in Cu(G). Since the Cu(G)-semimodule structure on Cu(A⋊α G) described above
is compatible with taking suprema in Cu(G) by Lemma 5.12, it follows that the
isomorphism σA : Cu
G(A,α) → Cu(A ⋊α G) commutes with multiplication by [ν],
since it commutes with multiplication by [µn] for all n ∈ N by the above paragraph.
This shows that σA is a Cu(G)-semimodule homomorphism.
Now suppose that A is non-unital, and denote by A˜ its unitization. Define an
extension α˜ : G → Aut(A˜) of α to A˜ by setting α˜g(a + λ1) = αg(a) + λ1 for all
a ∈ A and all λ ∈ C. The short exact sequence of G-C∗-algebras
0→ A→ A˜→ C→ 0
induces the short exact sequence of crossed products
0→ A⋊α G→ A˜⋊α˜ G→ C
∗(G)→ 0.
(Recall that C⋊id G ∼= C
∗(G) for a locally compact group G.)
Denote by σA : Cu
G(A,α)→ Cu(A⋊αG), by σA˜ : Cu
G(A˜, α˜)→ Cu(A˜⋊α˜G), and
by σC : Cu
G(C) → Cu(C∗(G)), the natural isomorphisms given by Theorem 5.3.
Then the following diagram in Cu is commutative:
Cu(A⋊α G) //
σA

Cu(A˜⋊α˜ G)
CuG(π̂)
//
σA˜

Cu(C∗(G))
σC

CuG(A,α) // CuG(A˜, α˜)
CuG(π̂)
// CuG(C, idC).
The maps σA˜ and σC are Cu(G)-semimodule homomorphisms by the unital case.
By Proposition 5.13, it follows that CuG(A,α) is the kernel of CuG(π̂). By com-
mutativity of the diagram, σA is the restriction of σÂ to ker(Cu
G(π̂)), and since
σÂ preserves the Cu(G)-action, so does σA. This finishes the proof. 
We illustrate these methods by computing an easy example. Let G be a compact
group, and let Ĝ be its dual. If A is a C∗-algebra, then we write Cu(G) ⊗ Cu(A)
for the Cu(G)-semimodule
Cu(G)⊗ Cu(A) = {f : Ĝ→ Cu(A) : f has countable support},
with pointwise addition and partial order. The Cu(G)-action on Cu(G) ⊗ Cu(A)
can be described as follows. Given [µ] ∈ Cu(G) and [π] ∈ Ĝ, let mπ(µ) ∈ Z≥0 be
the multiplicity of π in µ. Then
[µ] =
∑
[π]∈Ĝ
mπ(µ) · [π].
For f ∈ Cu(G)⊗ Cu(A), we set
([µ] · f)([π]) = mπ(µ)f([π])
for π ∈ Ĝ.
The tensor product notation is justified because of the following. One can check
that
Cu(G) ∼= {f : Ĝ→ N : f has countable support},
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with pointwise operations and partial order. Moreover, it is easy to check that
Cu(G) ⊗ Cu(A) really is the tensor product in the category Cu of the semiring
Cu(G) and the semigroup Cu(A), in the sense of Theorem 6.3.3 in [APT14].
Proposition 5.15. Suppose that G acts trivially on A. Then CuG(A, idA) ∼=
Cu(G)⊗ Cu(A).
Proof. Since G acts trivially on A, we have A⋊α G ∼= A⊗ C
∗(G) canonically. For
[π] ∈ Ĝ, denote by dπ the dimension of π. Then C
∗(G) ∼=
⊕
[π]∈Ĝ
Mdpi , so
A⋊α G ∼=
⊕
[π]∈Ĝ
Mdpi(A).
For [τ ] ∈ Ĝ, let
ρτ :
⊕
[π]∈Ĝ
Mdpi(A)→Mdτ (A)
be the corresponding surjective ∗-homomorphism.
We define a map ϕ : Cu(A ⋊α G) → Cu(G) ⊗ Cu(A) as follows. For a positive
element A in
K ⊗ (A⋊α G) ∼=
⊕
[π]∈Ĝ
K⊗Mdpi(A),
set ϕ([a])([π]) = [ρπ(a)] ∈ Cu(A) for [π] ∈ Ĝ. It is clear that ϕ([a]) is independent
of the representative of [a]. We must check that ϕ([a]) has countable support.
Without loss of generality, assume that ‖a‖ = 1. For 0 < ε < 1, there exists a finite
subset Xε of Ĝ such that the element (a− ε)+ belongs to
⊕
[π]∈Xε
K⊗Mdpi(A). Since
ϕ([a]) = sup
n∈N
ψ
([(
a−
1
n
)
+
])
,
it follows that ϕ([a]) is a supremum of an increasing sequence of functions Ĝ →
Cu(A) with finite support, so the support of ϕ([a]) is countable.
Claim: ϕ preserves Cuntz subequivalence. Let a and b be positive elements in⊕
[π]∈Ĝ
(K ⊗Mdpi(A)) satisfying a - b. Without loss of generality, we may assume
that ‖a‖ = ‖b‖ = 1. Given n ∈ N, there exists m ∈ N such that
(
a− 1m
)
+
-(
b− 1n
)
+
. Hence, ρπ
((
a− 1m
)
+
)
- ρπ
((
b− 1n
)
+
)
for all [π] ∈ Ĝ. It follows that
ϕ
([(
a−
1
m
)
+
])
≤ ϕ
([(
b−
1
n
)
+
])
ϕψ([b]).
By taking supremum in m, we conclude that ϕ([a]) ≤ ϕ([b]), and the claim is
proved.
It is clear that the restriction of ϕ to the image in Cu(A ⋊α G) of the positive
elements in
⊕
[π]∈Ĝ
(K ⊗Mdpi(A)) with finitely many nonzero coordinates preserves
suprema of increasing sequences, preserves the compact containment relation, and
is an order embedding. We want to show that ϕ is an isomorphism in the category
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CuG. This will be a consequence of the next three claims, which will complete the
proof of the proposition.
Claim: ϕ is an order embedding. Let a and b be positive elements in⊕
[π]∈Ĝ
(K ⊗Mdpi(A)) ,
and assume that ϕ([a]) ≤ ϕ([b]) in Cu(G) ⊗ Cu(A). If there exists a finite subset
X ⊆ Ĝ such that a and b belong to
⊕
[π]∈X
(K ⊗Mdpi(A)), then it is clear that
we must have [a] ≤ [b]. For the general case, we can assume without loss of
generality that ‖a‖ = ‖b‖ = 1. The sequence
(
ϕ
([(
a− 1n
)
+
]))
n∈N
is rapidly
increasing by the comments before this claim. In particular, for fixed n ∈ N, we
have ϕ
([(
a− 1n
)
+
])
≪ ϕ([a]). Since ϕ([b]) = sup
n∈N
ϕ
([(
b− 1n
)
+
])
by definition of
ϕ, there exists n0 ∈ N such that
ϕ
([(
a−
1
n
)
+
])
≪ ϕ
([(
b−
1
m
)
+
])
for all m ≥ n0. It follows that[(
a−
1
n
)
+
]
≤
[(
b−
1
m
)
+
]
,
because
(
a− 1n
)
+
and
(
b− 1m
)
+
have only finitely many nonzero coordinates. By
taking the supremum over m first, and then over n, we deduce that [a] ≤ [b], as
desired.
Claim: ϕ is surjective. Let f : Ĝ→ Cu(A) be a function with countable support.
Let (πn)n∈N be an enumeration of the support of f . For n ∈ N, let an ∈ K ⊗A be
a positive element with ‖an‖ =
1
n satisfying [an] = f(πn) in Cu(A). Let
a ∈ K ⊗ (A⋊α G) ∼=
⊕
[π]∈Ĝ
(K ⊗Mdpi(A))
be the positive element determined by ρπn(a) = an for n ∈ N, and ρπ(a) = 0 for
π /∈ supp(f). It is then clear that ϕ([a]) = f .
Claim: ϕ is a morphism in CuG. We need to check conditions (M1) and (M2)
in Definition 2.2 and that ϕ is a Cu(G)-semimodule homomorphism.
To check (M1), let (sn)n∈N be an increasing sequence in Cu(A ⋊α G), and set
s = sup
n∈N
sn. We want to show that ϕ(s) = sup
n∈N
ϕ(sn). Let t ∈ Cu(G) ⊗ Cu(A)
satisfy ϕ(sn) ≤ t for all n ∈ N. Since ϕ is surjective (see the previous claim), there
exists r ∈ Cu(A ⋊α G) with ϕ(r) = t. Now, since ϕ is an order embedding (see
claim above), we deduce that sn ≤ r for all n ∈ N. Hence s ≤ r by the definition
of supremum. Thus ϕ(s) ≤ ϕ(r), and ϕ(s) = sup
n∈N
ϕ(sn).
In order to check (M2), let s, t ∈ Cu(A⋊αG) satisfy s≪ t. We want to show that
ϕ(s)≪ ϕ(t). To this end, let (rn)n∈N be an increasing sequence in Cu(G)⊗Cu(A)
satisfying ϕ(t) ≤ supn∈N rn. For each n ∈ N, choose zn ∈ Cu(A ⋊α G) with
ϕ(zn) = rn. Since ϕ is an order embedding, we have t ≤ supn∈N zn. Hence there
exists m ∈ N with s ≤ zm, and so ϕ(s) ≤ ϕ(zm). This shows that ϕ(s) ≪ ϕ(t), as
desired.
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We will now check that ϕ is a Cu(G)-semimodule homomorphism. Observe first
that A⋊αG ∼= C
∗(G)⊗A, and that the Cu(G)-module structure on Cu(A⋊αG) ∼=
Cu(C∗(G) ⊗ A) is the usual multiplication on Cu(C∗(G)) = Cu(G) and trivial on
Cu(A). Let [µ], [τ ] ∈ Ĝ, and write [µ⊗ ρ] as a linear combination
[µ⊗ ρ] =
∑
[π]∈Ĝ
mπ(µ⊗ τ) · [π].
For a positive element
aτ ∈ K ⊗Mdτ (A) ⊆
⊕
[π]∈Ĝ
(K ⊗Mdpi(A))
∼= K ⊗ (A⋊α G),
we have
[µ] · [aτ ] =
[
(mπ(µ⊗ τ)aτ )[π]∈Ĝ
]
.
Hence, for [π] ∈ Ĝ, we have
ϕ([µ] · [aτ ])([π]) = [mπ(µ⊗ τ)aτ ] = ([µ] · ϕ([aτ ]))([π̂]),
as desired. This completes the proof of the claim and the proposition. 
Similarly to what happens in equivariantK-theory, the Cu(G)-semimodule struc-
ture on Cu(A⋊α G) has a more concrete expression when G is abelian.
We saw that Cu(G) consists of the suprema of all finite linear combinations of
elements of Ĝ with coefficients in Z≥0, with coordinate-wise order, addition and
multiplication. In particular, it follows that a Cu(G)-semimodule structure on a
partially ordered abelian semigroup that is compatible with suprema is necessarily
completely determined by multiplication by the elements of Ĝ.
We denote by α̂ : Ĝ → Aut(A ⋊α G) the dual action of α. In the following
proposition, we use the identification
HA =
⊕
n∈N
⊕
π∈Ĝ
Hπ
⊗A.
Proposition 5.16. Let G be a compact abelian group, let A be a C∗-algebra, and
let α : G→ Aut(A) be a continuous action. Then for τ ∈ Ĝ and s ∈ Cu(A ⋊α G),
we have τ · s = Cu(α̂τ )(s). More precisely, the following diagram commutes:
CuG(A,α)
σ

τ · // CuG(A,α)
σ

Cu(A⋊α G)
Cu(α̂τ )
// Cu(A⋊α G),
where σ : CuG(A,α) → Cu(A ⋊α G) is the natural Cu-isomorphism given by
Theorem 5.3.
Proof. Fix τ ∈ Ĝ. By the construction of the Cu-isomorphism σ : CuG(A,α) →
Cu(A⋊αG) from Theorem 5.3, and adopting the notation in its proof, it is enough
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to show that the following diagram commutes:
Cu(K(HA)
G)
Cu(θ)

τ · // Cu(K(HA)
G)
Cu(θ)

Cu(K(ℓ2(N))⊗K(L2(G) ⊗A)G)
κ

Cu(K(ℓ2(N)) ⊗K(L2(G) ⊗A)G)
κ

Cu(K(L2(G)⊗A)G)
Cu(α̂τ )
// Cu(K(L2(G) ⊗A)G).
The dual action α̂ : Ĝ → Aut((A ⊗ K(L2(G)))G) has the following description.
For χ ∈ Ĝ, let uχ ∈ U(L
2(G)) be the corresponding multiplication operator, which
is given by
uχ(ξ)(g) = χ(g)ξ(g)
for all ξ ∈ L2(G) and for all g ∈ G. Define an automorphism γχ : A⊗K(L
2(G))→
A⊗K(L2(G)) by γχ = idA⊗Ad(uχ). It is clear that γχ commutes with α⊗Ad(λg)
for all g ∈ G, and thus γχ leaves (A ⊗ K(L
2(G)))G invariant. Then α̂χ is the
restriction of γχ to (A⊗K(L
2(G)))G.
For χ ∈ Ĝ, the action on K(HA)
G can be described as follows. Write HA =
ℓ2(N) ⊗ L2(G) ⊗ A, and let uχ be the unitary on L
2(G) described above. Then
wχ = idℓ2(N) ⊗ uχ ⊗ idA is a unitary on HA, and conjugation by wχ defines an
automorphism of K(HA). This automorphism clearly commutes with the action
of G on K(HA), so it defines, by restriction, an automorphism of its fixed point
algebra K(HA)
G.
Using these descriptions of the actions of Ĝ, it is clear that the diagram above
is commutative, and the result follows. 
We close this section with an application to invariant hereditary subalgebras.
The result is a Cuntz semigroup analog of Proposition 2.9.1 in [Phi87].
Proposition 5.17. Suppose that A is separable and G is second countable. Let
B ⊆ A be an α-invariant hereditary subalgebra of A, and denote by β : G→ Aut(B)
the compression of α. If B is full, then the canonical inclusion induces a natural
CuG-isomorphism CuG(B, β)→ CuG(A,α).
Proof. Under the canonical identification given by Theorem 5.3, the map in the
statement becomes the map Cu(B ⋊β G)→ Cu(A⋊α G) induced by the inclusion.
Now, Proposition 2.9.1 in [Phi87] shows thatB⋊βG is a full hereditary subalgebra of
A⋊αG. Separability of the objects implies, by Brown’s stability theorem, that they
are stably isomorphic. It follows that the canonical map Cu(B⋊βG)→ Cu(A⋊αG),
which belongs to CuG by Theorem 3.11, is an isomorphism. 
6. Examples and computations
In this section, we compute the equivariant Cuntz semigroups of a number of
dynamical systems. In most of our examples, the Rokhlin property for an action of
a finite group comes up as an useful technical device that makes the computations
possible. The Rokhlin property is also implicitly used in Theorem 8.1. We therefore
recall its definition here.
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Definition 6.1. Let A be a σ-unital C∗-algebra, let G be a finite group, and let
α : G→ Aut(A) be an action. We say that α has the Rokhlin property if for every
finite set F ⊆ A and every ε > 0, there exists orthogonal positive elements ag ∈ A,
for g ∈ G, satisfying
(1) ‖(αg(ah)− agh)x‖ < ε for all g, h ∈ G;
(2) ‖agx− xag‖ < ε for all g ∈ G and all x ∈ F ;
(3)
∥∥∥∥∥x
(∑
g∈G
ag
)
− x
∥∥∥∥∥ < ε for all x ∈ F .
Let G be a finite group, let S be a semigroup in the category Cu, and let
γ : G→ Aut(S) be an action. Set Sγ = {s ∈ S : γg(s) = s for all g ∈ G}, and set
Sγ
N
=
{
s ∈ S : ∃ (sn)n∈N in S
γ : sn ≪ sn+1 ∀ n ∈ N, s = sup
n∈N
sn
}
.
For use in the following proposition, we observe that if α : G → Aut(A) is an
action of a second countable compact group G, then its equivariant Cuntz semi-
group CuG(A,α) can be canonically identified with Cu
(
(A⊗K(L2(G)))α⊗Ad(λ)
)
,
where the Cu(G)-semimodule structure is given by tensor product (where we iden-
tify (L2(G) ⊗ Hµ, λ ⊗ µ) with (L
2(G), λ) whenever (Hµ, µ) is a separable unitary
representation of G).
Proposition 6.2. Let A be a C∗-algebra, let G be a finite group, and let α : G→
Aut(A) be an action with the Rokhlin property. Then there exists a natural CuG-
isomorphism
CuG(A,α) ∼= Cu(A)
Cu(α)
N
,
where the induced Cu(G)-semimodule structure on Cu(A)
Cu(α)
N
is trivial.
Proof. Denote by e ∈ K(ℓ2(G)) the projection onto the constant functions, and
let ι : Aα →֒ (A ⊗ K(L2(G)))α⊗Ad(λ) be the inclusion given by ι(a) = a ⊗ e for all
a ∈ A. Since α has the Rokhlin property, ι induces a Cu-isomorphism between
the Cuntz semigroups Cu(Aα) and Cu((A⊗K(L2(G)))α⊗Ad(λ)) by Proposition 2.6
in [Gar14c]. By the comments above this proposition, we deduce that CuG(A,α) is
naturally isomorphic to Cu(Aα). Since Cu(Aα) can be canonically identified with
Cu(A)
Cu(α)
N
by Theorem 4.1 in [GS16], we conclude that the inclusion of Aα into
A induces a Cu-isomorphism of Cu(Aα) and Cu(A)
Cu(α)
N
.
Finally, the dual action α̂ is approximately representable by part (i) of Proposi-
tion 4.4 in [Naw12]. In particular, α̂τ is approximately inner for all τ ∈ Ĝ, so Cu(α̂τ )
is the identity map. We deduce from Theorem 5.14 that the Cu(G)-semimodule
structure on CuG(A,α) is trivial. This finishes the proof. 
We give two concrete applications of the above computation. Recall that for
m ∈ N, there is a canonical identification Cu(Mm∞) ∼= Z≥0
[
1
m
]
⊔ R>0
Example 6.3. Let G be a finite group and set m = |G|. Let µG : G→ Aut(Mm∞)
be the action considered, for example, in [GS16, Example 2.1]. Then there is a
CuG-isomorphism
CuG(M|G|∞ , µ
G) ∼= Z≥0
[
1
m
]
⊔ R>0,
where the right-hand side carries the trivial Cu(G)-semimodule structure.
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Proof. The Cu(G) -semimodule structure is trivial by Proposition 6.2, since µG has
the Rokhlin property. Also, by Proposition 6.2, we have
CuG(M|G|∞ , µ
G) ∼= Cu(M|G|∞)
Cu(µG)
N
.
The computation follows since Cu(µGg ) = idCu(M|G|∞ ) for all g ∈ G. 
Example 6.4. Let n ∈ N and set ωn = e
2pii
n ∈ T. Let γ : Zn → Aut(C(T)) be
the action given by γk(f)(z) = f(ω
k
nz) for all z ∈ T and all k ∈ Zn. Let A be any
unital Mn∞-absorbing C
∗-algebra, and let α : Zn → Aut(A) be any action. Then
there is a CuZn-semimodule isomorphism
CuZn (C(T, A), γ ⊗ α) ∼= {f ∈ Lsc((T,Cu(A)) : f(ωnz) = f(z) for all z ∈ T} ,
where the Cu(Zn)-semimodule structure on the right-hand side is trivial.
Proof. Note that γ has the unitary Rokhlin property from Definition 3.5 in [Gar14a]
(take the unitary u in that definition to be u(z) = z for z ∈ T). One easily
checks that γ ⊗ α also has the unitary Rokhlin property. Since A is assumed to
absorb Mn∞ , it follows from Theorem 3.19 in [Gar14a] that γ ⊗ α has the Rokhlin
property. We deduce from Proposition 6.2 that the Cu(Zn)-semimodule structure
on CuZn(C(T, A)) is trivial. Again by Proposition 6.2, we have
CuZn (C(T, A), γ ⊗ α) ∼= Cu(C(T, A)
Cu(γ⊗α)
N
.
The result then follows from [APS11, Theorem 3.4]. 
Let W be the stably projectionless simple C∗-algebra studied in [Jac13]. This
algebra has a unique tracial state and trivial K-groups. By [ERS11, Corollary 6.8],
we have Cu(W) ∼= R≥0. Moreover, every automorphism of W is approximately
inner by [Rob12, Theorem 1.0.1]. Consequently, if α : G → Aut(A) is an action of
a group G on W , then Cu(αg) = idCu(W) for all g ∈ G.
The following computations are similar to the previous ones, so we will omit
them.
Example 6.5. Let G be a finite group and let µ : G→ Aut(W) be the unique (up
to conjugacy) action with the Rokhlin property; see [Naw12]. Then
CuG(W , µ) ∼= R≥0
and
CuZn (C(T,W), γ ⊗ µ) ∼=
{
Lsc(T,R≥0) : f(ωnz) = f(z) for all z ∈ T
}
.
Moreover, the corresponding Cu(G) and Cu(Zn)-semimodule structures are trivial.
6.1. Pullbacks of dynamical systems. Let (A,α) and (B, β) be G-C∗-algebras.
Let I be an invariant closed two-sided ideal in A, and let φ : A → A/I denote the
quotient map. Note that φ is equivariant when taking on A/I the action αA/I
induced by α. Let ψ : (B, β) → (A/I, αA/I) be an equivariant ∗-homomorphism.
By [Ped99, Proposition 6.2], the following pullback exists in the category of G-C∗-
algebras:
(G,C, γ)
πB //
πA

(B, β)
ψ

(A,α)
φ
// (A/I, αA/I),
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where we set C = A⊕A/IB, denote by πA : C → A and πB : C → B the correspond-
ing quotient maps, and take γ = (α, β) to be the pullback action of G on C. By
applying the functor CuG to the diagram above, we get the following commutative
diagram in the category CuG:
CuG(C, γ)
CuG(πB)
//
CuG(πA)

CuG(B, β)
CuG(ψ)

CuG(A,α)
CuG(φ)
// CuG(A/I, αA/I).
Consider the pullback CuG(A,α) ⊕CuG(A/I,αA/I) Cu
G(B, β) in the category of
ordered semigroups with the Cu(G)-semimodule structure induced by the ones in
CuG(A,α) and CuG(B, β). There is a natural morphism in the category CuG
ρ : CuG(C, γ)→ CuG(A,α)⊕CuG(A/I,αA/I) Cu
G(B, β)
given by ρ([(a, b)]G) = ([a]G, [b]G) for [(a, b)]G ∈ Cu
G(C, γ).
Proposition 6.6. Adopt the notation from the discussion above, and suppose that
A/I ⋊αA/I G has stable rank one and that each of its closed two-sided ideals has
trivial K1-group. Then ρ is an order embedding.
Proof. Denote by π̂A, π̂B , φ̂, and ψ̂ the maps at the level of the crossed products
induced by πA, πB , φ, and ψ, respectively. By Theorem 6.3 of [Ped99], the following
diagram is a pullback
C ⋊γ G
π̂B //
π̂A

B ⋊β G
ψ̂

A⋊α G
φ̂
// A/I ⋊αA/I G.
In other words, there is a natural ∗-isomorphism
C ⋊γ G ∼= A⋊α G⊕A/I⋊αA/IG B ⋊β G.
Therefore, by Theorem 5.3, it is enough to show that the map
Cu(A⋊α G⊕A/I⋊αA/IG B ⋊β G)→ Cu(A⋊α G)⊕Cu(A/I⋊αA/IG) Cu(B ⋊β G),
given by [(a, b)]G 7→ ([a]G, [b]G), is an order embedding. That this is the case is a
consequence of [APS11, Theorem 3.1], by the assumptions on A/I ⋊αA/I G. 
We have arrived at the main result of this subsection.
Theorem 6.7. Let X be a compact metric space and let G be a compact Lie group
with dim(X) ≤ dim(G) + 1. Let γ : G → Aut(C(X)) be an action induced by a
free action of G on X , and let Y be an invariant closed subset of X . Let (A,α)
and (B, β) be G-C∗-algebras with A separable, of stable rank one, and such that
the K1-groups of all its closed two-sided ideals are trivial. Let
φ : (C(X,A), γ ⊗ α)→ (C(Y,A), γ|C(Y ) ⊗ α)
be the canonical equivariant quotient map, and let
ψ : (B, β)→ (C(Y,A), γ|C(Y ) ⊗ α)
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be an equivariant *-homomorphism. Then the ordered semigroup
CuG(C(X,A), γ ⊗ α)⊕CuG(C(Y,A),γ|C(Y )⊗α) Cu
G(B, β)(2)
belongs to the category CuG, and the map ρ from CuG(C(X,A) ⊕C(Y,A) B, (γ ⊗
α, β)) to the semigroup in Equation 2, given by ρ([(a, b)]G) = ([a]G, [b]G) for [(a, b)]G ∈
CuG(C(X,A)⊕C(Y,A) B, (γ ⊗ α, β)), is an isomorphism in the category Cu
G.
Proof. By Theorem 5.3, there are natural isomorphisms
CuG(C(X,A), γ ⊗ α) ∼= Cu(C(X,A)⋊γ⊗α G),
CuG(C(Y,A), γ|C(Y ) ⊗ α) ∼= Cu(C(Y,A) ⋊γ|C(Y )⊗α G),
CuG(B, β) ∼= Cu(B ⋊β G).
Also, by [Ped99, Theorem 6.3], the following diagram is a pullback
(C(X,A)⊕C(Y,A) B)⋊(γ⊗α,β) G
π˜B //
π̂C(X,A)

B ⋊β G
ψ̂

C(X,A) ⋊γ⊗α G
φ̂
// C(Y,A) ⋊γ|C(Y )⊗α G,
where φ̂ and ψ̂ are the maps induced by φ and ψ, and the maps π̂C(X,A) and π̂B are
the maps induced by the canonical coordinate projections πC(X,A) : C(X,A)⊕C(Y,A)
B → C(X,A) and πB : C(X,A)⊕C(Y,A) B → B.
Since the action of G on X is free, the crossed product C(X,A) ⋊γ⊗α G is a
C(X/G)-algebra with fibers isomorphic toA⊗K(L2(G)) by Theorem 5.2 in [GHS16],
and similarly for C(X,A) ⋊γ|C(Y )⊗α G. The assumptions on G and X imply that
dim(Y/G) ≤ dim(X/G) ≤ 1. In addition, A ⊗ K(L2(G)) is separable, has sta-
ble rank stable rank one, and K1(J) = 0 for every closed two-sided ideal J in
A⊗K(L2(G)). Hence the conditions of [ABP13, Theorem 2.6] and [APS11, Theo-
rem 3.3] are satisfied, and the statements in the theorem follow. 
We will now use the above theorem to compute the equivariant Cuntz semigroup
of some C∗-dynamical systems. In the following example, for n ∈ N we identify Zn
with the subgroup of T consisting of the n-th roots of unity.
Example 6.8. Adopt the notation of Example 6.3. Let (B, β) be the Zn-dynamical
system given by
B = {f ∈ C(T,Mn∞) : f(ω
k
n) = f(1) ∈ C1Mn∞ for k ∈ Zn},
and β = (γ⊗µZn)|B. Then Cu
Zn(B, β) is isomorphic, in the category CuZn , to the
semigroup(f, g) ∈ Lsc
(
T,Z≥0
[
1
n
]
⊔ R>0
)
⊕ C(Ẑn,Z≥0) :
f(ωnz) = f(z) for z ∈ T
and f(1) =
∑
η∈Ẑn
g(η)
 ,
where for τ ∈ Ẑn, the corresponding semimodule structure is given by
[τ · (f, g)] (z, η) = (f(z), g(τ + η))
for all z ∈ T and for all η ∈ Ẑn.
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Proof. Set Y = Zn ⊆ T. Then (B, β) is given by the following pullback diagram:
(B, β) //

(C, idC)
ψ

(C(T,Mn∞), γ ⊗ µ
Zn)
φ
// (C(Y,Mn∞), γ|C(Y ) ⊗ µ
Zn),
where φ is the restriction map to Y , and ψ is the map given by φ(z)(y) = z1Mn∞
for all z ∈ C and for all y ∈ Y . Recall that Mn∞ is simple and its K1-group is
trivial. By Theorem 6.7, and using that the action of Zn on T induced by γ is free,
we get the following pullback diagram in the category CuZn :
CuZn(B, β) //

CuZn(C, idC)
CuZn (ψ)

CuZn(C(T,Mn∞), γ ⊗ µ
Zn)
CuZn(φ)
// CuZn(C(Y,Mn∞), γ|C(Y ) ⊗ µ
Zn).
The isomorphism in the statement of the example now follows using the defi-
nition of pullbacks, the computations given in Example 6.3 and Proposition 5.15
in [GHS16], and that the map
CuZn(ψ) : C(Ẑn,Z≥0)→ Z≥0
[
1
n
]
⊔ R>0
is given by CuZn(ψ)(f) =
∑
j∈Zn
f(k) for all f ∈ C(Ẑn,Z≥0). The semimodule
structure described in the example can be computed using the following facts:
(1) the semimodule structure on CuZn(C(T,Mn∞), γ ⊗ µ
Zn) is trivial since
γ ⊗ µZn has the Rokhlin property; and
(2) given τ ∈ Ẑn, the corresponding action on
CuZn(C, idC) ∼= C(Ẑn,Z≥0)
is given by (τ · g)(η) = g(τ + η) for all g ∈ C(Ẑn,Z≥0) and for all η ∈ Ẑn.
This finishes the proof. 
The proof of the following example is similar to that of the previous example
and so we will omit it.
Example 6.9. Adopt the notation of Example 6.5. Let (B, β) be the Zn-dynamical
system given by
B = {f ∈ C(T,W) : f(k) = f(1) ∈ Wα for k ∈ Zn ⊆ T},
and β = (γ ⊗ α)|B . Then Cu
Zn(B, β) is CuZn-isomorphic to the semigroup(f, g) ∈ Lsc (T,R≥0)⊕ C(Ẑn,R≥0) :
f(ωnz) = f(z) for z ∈ T
and f(1) =
∑
η∈Ẑn
g(η)
 ,
where for τ ∈ Ẑn, the corresponding semimodule structure is given by
[τ · (f, g)] (z, η) = (f(z), g(τ + η))
for all z ∈ T and for all η ∈ Ẑn.
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7. A characterization of freeness using the equivariant Cuntz
semigroup
In this section, we give an application of the equivariant Cuntz semigroup in the
context of free actions of locally compact spaces, which resembles Atiyah-Segal’s
characterization of freeness using equivariant K-theory; see [AS69]. Indeed, in
Theorem 7.6, we characterize freeness of a compact Lie group action on a com-
mutative C∗-algebra in terms of a certain canonical map to the equivariant Cuntz
semigroup. We define this map, for arbitrary C∗-algebras, below.
Definition 7.1. Let α : G → Aut(A) be a continuous action of a compact group
G on a C∗-algebra A. We define a natural Cu-map φ : Cu(AG) → CuG(A,α) as
follows. Given a positive element a ∈ K(ℓ2(N)) ⊗ AG, regard it as an element in
(K(ℓ2(N))⊗A)G by giving ℓ2(N) the trivial G-representation, and set φ([a]) = [a]G.
Remark 7.2. Here is an alternative description of φ. Let ι : AG → A be the
canonical inclusion. Since ι is equivariant, it induces a CuG-morphism
Cu(ι) : CuG(AG)→ CuG(A,α)
between the equivariant Cuntz semigroups. Now, by Proposition 5.15, there exists a
natural CuG-isomorphism CuG(AG) ∼= Cu(G)⊗Cu(AG). Then φ is the restriction
of Cu(ι) to the second tensor factor.
We need a proposition first, which is interesting in its own right. Let α : G →
Aut(A) be a continuous action of a compact group G on a C∗-algebra A, and let
a ∈ AG. We denote by ca : G → A the continuous function with constant value
equal to a. Note that ca belongs to L
1(G,A, α), and the assignment a 7→ ca defines
a ∗-homomorphism c : AG → L1(G,A, α). (Recall that the product in L1(G,A, α)
is given by twisted convolution.)
Proposition 7.3. Let α : G→ Aut(A) be a continuous action of a compact group
G on a C∗-algebra A. Denote by σ : CuG(A,α) → Cu(A ⋊α G) the canonical
Cu-isomorphism constructed in Theorem 5.3. Then there exists a commutative
diagram
Cu(AG)
Cu(c)

φ
// CuG(A,α)
σ
ww♦♦
♦♦
♦♦
♦♦
♦♦
♦♦
Cu(A⋊α G).
Proof. Abbreviate K(ℓ2(N)) (with the trivial G-action) to K. By the construction
of the map σ, we need to show that the following diagram is commutative:
Cu(AG)
Cu(c)

φ
// CuG(A,α)
χ
// Cu(K(HA)
G)
Cu(θ)

Cu(A⋊α G) Cu((K(L
2(G))⊗A)G)
Cu(ψ)
oo Cu((K ⊗K(L2(G)) ⊗A)G).
κ
oo
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For an irreducible representation (Hπ , π) of G, set dπ = dim(Hπ). Write
HC = ℓ
2(N)⊗
⊕
[π]∈Ĝ
 dpi⊕
j=1
Hπ
 .
Let 1G : G→ U(C) denote the trivial representation, and let
W : ℓ2(N) ∼= ℓ2(N)⊗H1G →֒ HC
be the isometry corresponding to the canonical inclusion (H1G is just C). Write
V : ℓ2(N)⊗A→ HA for W ⊗ idA.
Let a positive element a ∈ K ⊗ AG be given. Then (χ ◦ φ)([a]) corresponds to
the class of [V aV ∗] in Cu(K(HA)
G). Denote by e : L2(G) → L2(G) the projection
onto the constant functions. With the presentation of HC used above, it is clear
that Cu(θ) maps [V aV ∗] to the class of
a⊗ e ∈ (K ⊗A⊗K(L2(G)))G ∼= (K ⊗K(L2(G)) ⊗A)G.
Since κ is induced by the embedding (K(L2(G))⊗A)G → K⊗ (K(L2(G))⊗A)G
as the upper left corner, and since ψ is equivariant (see Proposition 5.2), it is now
not difficult to check that σ(φ([a])) agrees with [ca] in Cu(A⋊α G). 
We recall a version of the Atiyah-Segal completion theorem that is convenient
for our purposes. If a compact group G acts on a compact Hausdorff space X , then
there exists a canonical map K∗(X/G) → K∗G(X) obtained by regarding a vector
bundle on X/G as a G-vector bundle on X (using the trivial action).
For a compact group G, we denote by IG the augmentation ideal in R(G). That
is, IG is the kernel of the dimension map R(G)→ Z.
Theorem 7.4. (Atiyah-Segal). Let X be a compact Hausdorff space and let a
compact Lie group G act on X . The the following statements are equivalent:
(1) The action of G on X is free.
(2) The natural map K∗(X/G)→ K∗G(X) is an isomorphism.
(3) The natural map K0(X/G)→ K0G(X) is an isomorphism.
Proof. That (1) implies (2) is proved in Proposition 2.1 in [Seg68]. That (2) implies
(3) is obvious. Let us show that (3) implies (1), so assume that the natural map
K0(X/G)→ K0G(X) is an isomorphism.
An inspection of the proof of the implication (4) ⇒ (1) in Proposition 4.3
of [AS69] shows that, in our context, there exists n ∈ N such that InG ·K
G
0 (X) = 0.
Now, the R(G)-module K∗G(X) = K
0
G(X) ⊕ K
1
G(X) is in fact an R(G)-algebra,
where multiplication is given by tensor product (with diagonal G-actions). In this
algebra, the class of the trivial G-bundle overX is the unit, so it belongs to K0G(X).
In particular, InG annihilates the unit of K
∗
G(X), and hence it annihilates all of
K∗G(X), that is, I
n
G ·K
G
∗ (X) = 0. In other words, K
G
∗ (X) is discrete in the IG-adic
topology. The implication (1) ⇒ (4) in Proposition 4.3 of [AS69] now shows that
the G-action is free. 
We mention here that the implication (1)⇒ (2) holds even if G is not a Lie group,
and even if X is merely locally compact (this is essentially due to Rieffel; see the
proof of Theorem 7.6 below for a similar argument). However, the equivalence
between (2) and (3) may fail if X is not compact: the trivial action on R is a
counterexample. This can happen even for free actions.
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Recall that a unital C∗-algebra A is said to be finite if u ∈ A and u∗u = 1
imply uu∗ = 1. A nonunital C∗-algebra is finite if its unitization is. Finally, a C∗-
algebra A is stably finite if Mn(A) is finite for all n ∈ N. Commutative C
∗-algebras
and AF-algebras are stably finite, as are the tensor products of these, and their
subalgebras.
Remark 7.5. By Theorem 3.5 in [BC09], if A is a stably finite C∗-algebra, then the
set of compact elements in Cu(A) can be naturally identified with the Murray-von
Neumann semigroup V (A) of A.
In the next theorem, for an abelian semigroup V , we denote by G(V ) its Gro-
thendieck group. Also, if α : G→ Aut(A) is an action of a compact group on a C∗-
algebra A, we denote by V G(A) the semigroup of equivariant Murray-von Neumann
equivalence classes of projections in (A⊗K(Hµ))
G, where µ : G→ U(H) is a finite
dimensional unitary representation. With this notation, the equivariant K-theory
KG∗ (A) of A is, by definition, the group G(V
G(A)); see Chapter 2 in [Phi87].
Theorem 7.6. Let X be a locally compact, metric space and let a compact group
G act on X . Consider the following statements:
(1) The action of G on X is free.
(2) The canonical map φ : Cu(C0(X/G))→ Cu
G(C0(X)) is a Cu-isomorphism.
Then (1) implies (2). If G is a Lie group and X is compact, then the converse is
also true.
Proof. Assume that the action ofG onX is free, and denote by α : G→ Aut(C0(X))
the induced action. By Proposition 7.3, under the identification CuG(C0(X), α) ∼=
Cu(C0(X)⋊αG) provided by Theorem 5.3, the canonical map φ becomes the map
at the level of the (ordinary) Cuntz semigroup induced by the map c : C0(X)
G =
C0(X/G)→ C0(X)⋊α G defined before Proposition 7.3. Denote by e ∈ K(L
2(G))
the projection onto the constant functions. By the main theorem in [Ros79], we
have c(C0(X)
G) = e(C0(X) ⋊α G)e. Since Cu is a stable functor, it is enough to
show that e is a full projection in C0(X)⋊α G.
For a, b ∈ C0(X), denote by fa,b : G→ C0(X) the function given by
fa,b(g)(x) = a(x)b(g
−1 · x)
for g ∈ G and x ∈ X . It is an easy consequence of the Stone-Weierstrass theorem
that the set
{fa,b : a, b ∈ C0(X)}
has dense linear span in C0(X)⋊G.
Denote by I the ideal in C0(X)⋊G generated by e. Let (aλ)λ∈Λ be an approx-
imate identity for C0(X). Upon averaging over G, we may assume that aλ belongs
to C0(X)
G for all λ ∈ Λ. Let a, b ∈ C0(X). Then fa,aλb = caλfa,b for λ ∈ Λ, and
hence
fa,b = lim
λ∈Λ
fa,aλb = lim
λ∈Λ
(caλfa,b) ,
so fa,b belongs to I. We conclude that C0(X)⋊G = I, as desired.
Assume now that G is a compact Lie group, that X is compact, and that the
canonical map Cu(C(X/G)) → CuG(C(X)) is an isomorphism in Cu. We claim
that the canonical map K0(X/G)→ K0G(X) is an isomorphism.
Under the natural identification given by Theorem 5.3, the canonical inclusion
c : C(X/G) → C(X) ⋊ G induces an isomorphism Cu(c) at the level of the Cuntz
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semigroup (see also Proposition 7.3). The algebra C(X/G) is clearly stably finite.
On the other hand, C(X)⋊αG is also stably finite because it is a subalgebra of the
stable finite C∗-algebra C(X) ⊗ K(L2(G)). By Remark 7.5, the restriction of the
isomorphism Cu(c) to the compact elements of C(X/G) yields an isomorphism
ψ : V (C(X/G))→ V (C(X)⋊G)
between the respective Murray-von Neumann semigroups of projections. By taking
the Grothendieck construction, one gets an isomorphism
ϕ : G(V (C(X/G)))→ G(V (C(X)⋊G))
between the respective Grothendieck groups. We want to conclude from this that
ϕ induces an isomorphism between the K0-groups of these C
∗-algebras.
Since C(X/G) is unital, we have G(V (C(X/G))) = K0(C(X/G)). However,
C(X)⋊G is not unital unless G is finite, and it is even not clear whether it (or its
stabilization) has an approximate identity consisting of projections. (This would
also imply that its K0-group is obtained as the Grothendieck group of its Murray-
von Neummann semigroup.)
Instead, we appeal to Julg’s theorem for equivariant K-theory. Indeed, the proof
given in Theorem 2.6.1 in [Phi87] shows that if A is a unital C∗-algebra, G is a
compact group, and α : G → Aut(A) is a continuous action, then there exists a
canonical isomorphism of semigroups
V G(A) ∼= V (A⋊G).
Since KG0 (A) is the Grothendieck group of V
G(A), it follows that the same is true
for K0(A⋊α G). In our context, this shows that ϕ induces an isomorphism
θ : K0(X/G)→ KG0 (C(X))
∼= K0G(X).
Now, the implication (3) ⇒ (1) in Theorem 7.4 shows that the action of G on
X is free. 
8. Classification of actions using CuG
In this section, we classify a class of actions of finite abelian groups on certain
stably finite C∗-algebras using the equivariant Cuntz semigroup; see Theorem 8.1.
We describe the general strategy first.
Let G be a finite abelian group, and let α and β be actions of G on C∗-algebras
A and B. A CuG-homomorphism ρ : CuG(A,α) → CuG(B, β) can be regarded,
via Theorem 5.14, as a Cu-homomorphism Cu(A ⋊α G) → Cu(B ⋊β G) that is
equivariant with respect to the dual actions α̂ and β̂. If A⋊αG and B⋊βG belong
to a class of C∗-algebras for which the Cuntz semigroup classifies homomorphisms
(up to approximate unitary equivalence), then we can obtain a ∗-homomorphism
ϕ : A ⋊α G → B ⋊β G such that ϕ ◦ α̂τ is approximately unitarily equivalent to
β̂τ ◦ ϕ for all τ ∈ Ĝ. When the dual actions have the Rokhlin property, results
from [GS16] can be used to replace ϕ with an approximately unitarily equiva-
lent ∗-homomorphism θ which is actually equivariant. If θ moreover satisfies a
scale condition (which can be phrased in terms of ρ), one can essentially restrict
ψ (using Theorem 8.1) to an equivariant homomorphism ψ : A→ B which satisfies
CuG(ψ) = ρ. Finally, when ρ is an isomorphism, we can choose θ and ψ to be
∗-isomorphisms.
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The following result will allow us to go from equivariant ∗-homomorphisms be-
tween double crossed products to equivariant ∗-homomorphisms between the orig-
inal dynamical systems. Recall that - stands for Cuntz subequivalence (see the
beginning of Section 2.1).
Theorem 8.1. Let G be a finite group, let A and B be C∗-algebras such that
B has stable rank one, and let α : G → Aut(A) and β : G → Aut(B) be actions.
Denote by λ : G → U(ℓ2(G)) the left regular representation, and let e ∈ K(ℓ2(G))
be the projection onto the constant functions on G. Let sA and sB be G-invariant
strictly positive elements in A and B, respectively.
(1) Every equivariant ∗-homomorphism
ϕ : (A⊗K(ℓ2(G)), α⊗Ad(λ))→ (B ⊗K(ℓ2(G)), β ⊗Ad(λ))
satisfying
ϕ(sA ⊗ e) - sB ⊗ e in (B ⊗K(ℓ
2(G)))β⊗Ad(λ)
induces an equivariant ∗-homomorphism ψ : (A,α) → (B, β), and con-
versely.
(2) The actions α and β are conjugate if and only if there exists an equivariant
isomorphism
ϕ : (A⊗K(ℓ2(G)), α⊗Ad(λ))→ (B ⊗K(ℓ2(G)), β ⊗Ad(λ))
such that ϕ(sA⊗e) is Cuntz equivalent to sB⊗e in (B⊗K(ℓ
2(G)))β⊗Ad(λ).
Proof. (1). If ψ : A→ B is an equivariant ∗-homomorphism, then
ϕ = ψ ⊗ idK(ℓ2(G)) : A⊗K(ℓ
2(G))→ B ⊗K(ℓ2(G))
is also equivariant and satisfies
ϕ(sA ⊗ e) - sB ⊗ e in (B ⊗K(ℓ
2(G)))β⊗Ad(λ).
Conversely, let ϕ be an equivariant ∗-homomorphism as in the statement. Using
that B has stable rank one together with Theorem 3 in [CEI08], choose x ∈ (B ⊗
K(ℓ2(G)))β⊗Ad(λ) such that x∗x = ϕ(sA ⊗ e) and xx
∗ ∈ Her(sB ⊗ e). Let x = v|x|
be the polar decomposition of x in the bidual of (B ⊗ K(ℓ2(G)))β⊗Ad(λ). Then
conjugation by v defines a ∗-isomorphism
Ad(v) : Her(ϕ(sA ⊗ e))→ Her(xx
∗).
Using that v is fixed by the extension of β ⊗Ad(λ) to the bidual of B ⊗K(ℓ2(G)),
we get
Ad(v) ◦ (β ⊗Ad(λ)) ◦Ad(v∗)|Her(ϕ(sA⊗e)) = Ad(vv
∗) ◦ (β ⊗Ad(λ))|Her(ϕ(sA⊗e)).
Now, since vv∗ is a unit for Her(xx∗), the above composition equals β ⊗ Ad(λ) on
Her(ϕ(sA ⊗ e)). It follows that Ad(v) is equivariant with respect to β ⊗ Ad(λ).
Define ψ : A→ B to be the following composition:
A ∼= Her(sA ⊗ e)
ϕ
// Her(ϕ(sA ⊗ e))
Ad(v)
// Her(sB ⊗ e) ∼= B.
Then ψ is easily seen to be equivariant, and this finishes the proof.
(2). Use Proposition 2.5 in [CES11] to choose x ∈ (B ⊗ K(ℓ2(G)))β⊗Ad(λ)
with x∗x = ϕ(sA ⊗ e) and Her(xx
∗) = Her(sB ⊗ e). Keeping the notation from
the previous part, it follows that Ad(v) is an (equivariant) isomorphism between
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Her(ϕ(sA ⊗ e)) and Her(sB ⊗ e). We conclude that ψ = Ad(v) ◦ ϕ determines an
equivariant isomorphism A→ B, as desired. 
Next, we introduce the class of actions we will focus on.
Definition 8.2. An action α of a finite group G on a C∗-algebra A is said to be
locally representable if there exist an increasing sequence (An)n∈N of subalgebras
of A such that An is α-invariant for all n ∈ N and such that A =
⋃
n∈N
An, and
unitary representations u(n) : G→ U(M(An)) of G, for n ∈ N, such that such that
αg(a) = Ad(u
(n)
g )(a) for all g ∈ G, for all a ∈ An, and for all n ∈ N.
Let B be a class of C∗-algebras and let A be a C∗-algebra in B. If α is a locally
representable action of G on A such that the subalgebras An as above can be chosen
to belong to B, then we say that α is locally representable in B.
Actions that are locally representable in the class of AF-algebras were stud-
ied and classified by Handelman and Rossmann in [HR85]. The invariant they
used is easily seen to be equivalent to the equivariant K-theory of the actions.
In Theorem 8.4, we use the equivariant Cuntz semigroup to classify actions that
are locally representable actions in a class of stably finite algebras containing all
AI-algebras.
We will need the following easy preservation result.
Lemma 8.3. Let B be a class of C∗-algebras that is closed under countable direct
limits and under direct sums. Let A be a C∗-algebra in B, let G be a finite group
and let α be an action of G on A. Assume that α is locally representable in B.
Then A⋊α G belongs to B.
Proof. Choose an increasing sequence (An)n∈N of subalgebras of A that belong to
B with A = lim
−→
An, and unitary representations u
(n) : G → U(M(An)) of G such
that such that αg(a) = Ad(u
(n)
g )(a) for all g in G, for all a in An, and for all n in
N. Using continuity of the crossed product functor in the first step and the fact
that inner actions are cocycle equivalent to the trivial action in the second step, we
conclude that
A⋊α G ∼= lim−→
An ⋊Ad(u(n)) G ∼= lim−→
(An ⊗ C
∗(G)) ∼= lim−→
An ⊕ · · · ⊕An.
Now, the assumptions on the class B imply that A⋊α G belongs to B. 
The following is the main result of this section. For a finite group G, we denote
by e ∈ K(ℓ2(G))G the projection onto the constant functions. If α : G→ Aut(A) is
an action and sA ∈ A
G is a strictly positive element in A, the element sA⊗e belongs
to (A⊗K(ℓ2(G)))G, and hence it has a well-defined class [sA ⊗ e]G in Cu
G(A,α).
We refer the reader to [Rob12] for the definition of 1-dimensional NCCW-com-
plexes, as well as for the classification of certain direct limits of such C∗-algebras. In
the next theorem, R will denote the class of unital C∗-algebras that can be written
as inductive limits of one-dimensional NCCW-complexes with trivial K1-groups.
(Unitality of the algebras can be dropped if one instead assumes the existence of an
approximate unit consisting of projections.) Algebras in R are classified by their
Cuntz semigroup, by the main result in [Rob12].
Theorem 8.4. Let G be a finite abelian group, let A and B be C∗-algebras in R.
Let α : G → Aut(A) and β : G → Aut(B) be locally representable in R. Let sA
and sB be strictly positive G-invariant elements in A and B, respectively.
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(1) For every Cu(G)-semimodule morphism ρ : CuG(A,α) → CuG(B, β) satis-
fying ρ([sA]G) ≤ [sB]G in Cu
G(B, β), there exists an equivariant ∗-homomorphism
ψ : (A,α)→ (B, β) with CuG(ψ) = ρ. Moreover, ψ is unique up to approx-
imate unitary equivalence with G-invariant unitaries.
(2) The actions α and β are conjugate if and only if there exists a Cu(G)-
semimodule isomorphism ρ : CuG(A,α) → CuG(B, β) with ρ([sA]G) =
[sB]G in Cu
G(B, β).
Proof. (1). By Lemma 8.3, the crossed product A ⋊α G is again inductive limit
of one-dimensional NCCW complexes with trivial K1-group. Moreover, the dual
action β̂ has the Rokhlin property by part (ii) of Proposition 4.4 in [Naw12]. Let
ρ : CuG(A,α)→ CuG(B, β) be a Cu(G)-semimodule homomorphism as in the state-
ment. Using Theorem 5.14 and Proposition 5.16, ρ can be regarded as an equivari-
ant morphism
ρ˜ : (Cu(A⋊α G),Cu(α̂))→ (Cu(B ⋊β G),Cu(β̂)).
Since ρ([sA]G) ≤ [sB]G, we use part (i) in Theorem 3.13 of [GS16] to deduce that
the morphism ρ lifts to a Ĝ-equivariant ∗-homomorphism
θ : (A⋊α G, α̂)→ (B ⋊β G, β̂)
that satisfies Cu(θ) = ρ˜. (Although Theorem 3.13 of [GS16] is stated for the functor
Cu∼, the assumptions on A imply that we can replace Cu∼ with Cu.)
Applying the crossed product functor, we obtain an equivariant ∗-homomorphism
θ̂ : (A⋊α G)⋊α̂ Ĝ→ (B ⋊β G)⋊β̂ Ĝ,
which, by Takai duality, is equivalent to an equivariant ∗-homomorphism ϕ : A ⊗
K(ℓ2(G))→ B ⊗K(ℓ2(G)).
Observe that since e ∈ K(ℓ2(G)) is a rank-one projection, the element sA ⊗ e ∈
(A⊗K(ℓ2(G)))G represents the same class in CuG(A,α) as sA (see Corollary 5.7),
and similarly for sB ⊗ e. It follows that ρ([sA ⊗ e]G) ≤ [sB ⊗ e]G. Under the
canonical identification of B⋊βG with the fixed point algebra of B⊗K(ℓ
2(G)), we
then get
θ(sA ⊗ e) - sB ⊗ e in (B ⊗K(ℓ
2(G)))β⊗Ad(λ).
Part (1) in Theorem 8.1 shows that there exists an equivariant ∗-homomorphism
ϕ : (A,α)→ (B, β) which induces ψ, and clearly CuG(ϕ) = ρ, as desired.
The uniqueness statement follows from part (ii) of Theorem 3.13 in [GS16].
(2). The proof of this part is similar to the proof of the first part. Let ρ : CuG(A,α)→
CuG(B, β) be a Cu(G)-semimodule homomorphism as in the statement. Using
Theorem 5.14 and Proposition 5.16, ρ can be regarded as an equivariant morphism
ρ˜ : (Cu(A⋊α G),Cu(α̂))→ (Cu(B ⋊β G),Cu(β̂)).
Since ρ([sA]G) = [sB]G, we use part (i) in Theorem 3.14 of [GS16] to deduce that
the morphism ρ lifts to a Ĝ-equivariant ∗-isomorphism
θ : (A⋊α G, α̂)→ (B ⋊β G, β̂)
that satisfies Cu(θ) = ρ˜. We obtain an equivariant ∗-isomorphism
θ̂ : (A⋊α G)⋊α̂ Ĝ→ (B ⋊β G)⋊β̂ Ĝ,
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which, by Takai duality, is equivalent to an equivariant ∗-isomorphism ϕ : A ⊗
K(ℓ2(G))→ B ⊗K(ℓ2(G)).
It follows that θ(sA⊗e) ∼ sB⊗e in (B⊗K(ℓ
2(G)))β⊗Ad(λ). Part (2) in Theorem 8.1
shows that there exists an equivariant ∗-isomorphism ϕ : (A,α)→ (B, β) which in-
duces ψ, and clearly CuG(ϕ) = ρ, as desired. 
The assumptions in the above theorem can be relaxed to obtain more general
conclusions:
(1) For the conclusion in (1), one only needs to assume that B is separable,
that B⋊βG has stable rank one and that β̂ has the Rokhlin property. The
proof is in fact identical in this case.
(2) If the conditions on ρ([sA⊗e]G) and [sB⊗e]G are omitted, then one can pro-
duce a β-cocycle ω : G → U(M(B)) and an equivariant ∗-homomorphism
ϕ : (A,α)→ (B, βω).
(3) If the conditions on ρ([sA]G) and [sB]G are omitted, one has to replace the
dynamical system (A,α) with (A⊗K(ℓ2(N)), α⊗ idK(ℓ2(N))), and similarly
with (B, β).
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