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University of Southern California, Los Angeles
This paper concerns the Cauchy problem in Rd for the stochastic
Navier–Stokes equation
∂tu=∆u− (u,∇)u−∇p+ f(u) + [(σ,∇)u−∇p˜+ g(u)] ◦ W˙ ,
u(0) = u0, divu= 0,
driven by white noise W˙ . Under minimal assumptions on regular-
ity of the coefficients and random forces, the existence of a global
weak (martingale) solution of the stochastic Navier–Stokes equation
is proved. In the two-dimensional case, the existence and pathwise
uniqueness of a global strong solution is shown. A Wiener chaos-
based criterion for the existence and uniqueness of a strong global
solution of the Navier–Stokes equations is established.
1. Introduction. In this paper we are concerned with the Cauchy prob-
lem for the stochastic Navier–Stokes equation
∂tu=∆u− (u,∇)u−∇p+ f(u) + [(σ,∇)u−∇p˜+ g(u)] ◦ W˙ ,
(1.1)
u(0) = u0, divu= 0,
in Rd and some generalizations of this equation. In (1.1), W˙ is a time deriva-
tive of a Hilbert space-valued Brownian motion (e.g., space-time white noise)
and the stochastic integral is understood in the Stratonovich sense. Here and
throughout the rest of the paper, vector fields on Rd are denoted by bold-
face letters. This convention also applies if the entries of the vector field are
taking values in a Hilbert space.
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2 R. MIKULEVICIUS AND B. L. ROZOVSKII
Equation (1.1) stems from the dynamics of fluid particles given by the
stochastic flow map
η˙(t, x) = u(t, η(t, x)) + σ(t, η(t, x)) ◦ W˙ , η(0, x) = x,(1.2)
with undetermined local characteristics u(t, x) and σ(t, x). The generalized
random field σ(t, x) ◦ W˙ models the turbulent part of the velocity field,
while u(t, x) models its regular component. In [27] and [29] it was shown,
following the classical scheme of the Newtonian fluid mechanics, that the
regular component u(t, x) of the flow map satisfies (1.1).
Our interest in stochastic flows of the form (1.2) is related in part to
the recent progress made on the turbulent transport problem (see, e.g., [14,
15, 20] and others). In these works, turbulent velocity field is modeled by a
stationary isotropic Gaussian vector field V(t, x) with covariance
EV(t, x)V(s, y) = δ(t− s)C(x− y).
In the divergence-free case, the spatial covariance C is defined by its Fourier
transform
Ĉ(z) =
C0
(d− 1)(1 + |z|2)(d+κ)/2
(
I − zz
T
|z|2
)
,
where C0 > 0 and 0<κ< 2.
The centered velocity field V(t, x)−EV(t, x) can be realized by way of
its identification with the random vector field
σ(x) · W˙ =
∑
k≥0
σk(x)w˙k(t),(1.3)
where {σk, k ≥ 1} is an orthonormal basis in the reproducing kernel Hilbert
space HC corresponding to the kernel function C and (wk(t))k≥1 are in-
dependent one-dimensional Brownian motions. In fact, HC is the subset
of divergence-free fields in the Sobolev space H(d+κ)/2(Rd,Rd). It can be
shown (see, e.g., [21]) that each σk is divergence-free and Ho¨lder-continuous
of order κ/2.
With this application in mind, we study (1.1) with nonsmooth coefficients
and free forces. In particular, for the coefficient σ it is sufficient to assume
that it is bounded and divergence-free (in the sense of generalized functions).
The aim of this paper is to develop an analog of the Leray theory of
L2-solutions for the stochastic Navier–Stokes equation (1.1) and its gener-
alizations.
To this end, in Section 2 we prove the existence of a global weak (i.e.,
martingale) solution of the Cauchy problem for the stochastic Navier–Stokes
equation in Rd, d≥ 2, such that
E
[
sup
s≤T
|u(s)|22 +
∫ T
0
|∇u(s)|22 ds
]
<∞.(1.4)
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In addition, we prove that if d= 2 and the free forces are Lipschitz-continuous
with respect to u, there is a unique strong (pathwise) solution with prop-
erty (1.4). In this case, we prove the convergence in probability of the ap-
proximating sequence.
Section 3 deals with Wiener chaos expansions for stochastic Navier–Stokes
equations. In this section we derive a system of deterministic PDEs for pro-
jections of a solution of stochastic Navier–Stokes equations on the Hermite–
Fourier basis in L2-space of functions adapted to the filtration generated
by W. This system is usually referred to as a propagator. We demonstrate
that the existence (uniqueness) of a solution of the propagator is a necessary
and sufficient (in certain sense) condition for the existence (uniqueness) of
a strong (pathwise) solution of the related Navier–Stokes equation.
The existence and uniqueness of L2-solutions of stochastic Navier–Stokes
equations was studied by many authors (see, e.g., [2, 5, 6, 8, 9, 10, 11, 12,
25, 28, 33, 34, 35, 36]). There is also substantial literature on more regu-
lar solutions, invariant measures, Kolmogorov equations and other related
topics that are beyond the scope of this paper.
The main novel elements in the present paper are as follows:
To the best of our knowledge, all previous results on martingale (L2)
solutions for equations similar to (1.1) were limited to bounded domains.
An extension to an unbounded domain is not trivial since in the latter case
the direct application of the compactness method, which is central to the
proof, fails.
The existence of a global martingale solution of the Navier–Stokes equa-
tion with random forcing
∂tu=∆u− (u,∇)u−∇p+ f(u) + g(u) ◦ W˙(1.5)
in unbounded domain was proved in ([7], Theorem 1.1). Equation (1.5) does
not include a conceptually important term (σ,∇)u◦W˙ . Accordingly, it does
not cover the case of turbulent flows (e.g., Kraichnan velocity) which is
central to our paper. Also, the related results in [7] are limited to the case
when d = 2 or 3 and all the moments of the initial condition are finite.
It should be noted that [7] addresses a number of interesting issues (e.g.,
solutions in weighted spaces, equations driven by a homogeneous Wiener
process) that are beyond the scope of the present paper.
As it was mentioned before, in contrast to previous work (see, e.g., [11,
25]), we do not assume any regularity of the coefficients.
In [26] and [29] it was shown (under more restrictive assumptions) that
existence of a strong solution of a Navier–Stokes equation implies the ex-
istence of a solution of the propagator. However, the converse statement,
which is in many ways more desirable, was not known previously even for
linear equations.
4 R. MIKULEVICIUS AND B. L. ROZOVSKII
Some results of the present paper were announced at the recent Trento
meeting (see [28]).
We conclude this section with an outline of some notations that will be
used in the paper.
Let us fix a separable Hilbert space Y . The scalar product of x, y ∈ Y will
be denoted by x · y.
If u is a function on Rd, the following notational conventions will be used
for its partial derivatives:
∂iu=
∂u
∂xi
, ∂2ij =
∂2u
∂xi ∂xj
, ∂tu=
∂u
∂t
and
∇u= ∂u= (∂1u, . . . , ∂du)
and ∂2u= (∂2iju) denotes the Hessian matrix of second derivatives. Let α=
(α1, . . . , αd) be a multi-index; then ∂
α
x =
∏d
i=1 ∂
αi
xi .
Let C∞0 = C
∞
0 (R
d) be the set of all infinitely differentiable functions on
Rd with compact support.
For s ∈ (−∞,∞), write Λs =Λsx = (1−
∑d
i=1 ∂
2/∂x2i )
s/2.
For p ∈ [1,∞] and s ∈ (−∞,∞), we define the space Hsp =Hsp(Rd) as the
space of generalized functions u with the finite norm
|u|s,p = |Λsu|p,
where | · |p is the Lp norm. Obviously, H0p = Lp. Note that if s ≥ 0 is an
integer, the space Hsp coincides with the Sobolev space W
s
p =W
s
p (R
d).
If p ∈ [1,∞] and s ∈ (−∞,∞), Hsp(Y ) =Hsp(Rd, Y ) denotes the space of
Y -valued functions on Rd so that the norm ‖g‖s,p = ||Λsg|Y |p <∞. We also
write Lp(Y ) = Lp(R
d, Y ) =H0p(Y ) =H
0
p (R
d, Y ). Let C∞0 (Y ) be the space
of Y -valued infinitely differentiable functions on Rd with compact support.
Obviously, the spaces C∞0 ,C
∞
0 (Y ),H
s
p(R
d) and Hsp(R
d, Y ) can be ex-
tended to vector functions (denoted by boldface letters). For example, the
space of all vector functions u= (u1, . . . , ud) such that Λsul ∈ Lp, l= 1, . . . , d,
with the finite norm
|u|s,p =
(∑
l
|ul|ps,p
)1/p
,
we denote by Hsp =H
s
p(R
d). Similarly, we denote by Hsp(Y ) =H
s
p(R
d, Y ) the
space of all vector functions g = (gl)1≤l≤d, with Y -valued components g
l,
1≤ l≤ d, so that ‖g‖s,p = (
∑
l |gl|ps,p)1/p <∞. The set of all infinitely differ-
entiable vector functions u= (u1, . . . , ud) on Rd with compact support will
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be denoted by C∞0 . We denote by C
∞
0 (Y ) the set of all infinitely differen-
tiable vector functions u= (u1, . . . , ud) on Rd with compact support (all ul
are Y -valued).
When s = 0, Hsp(Y ) = Lp(Y ) = Lp(R
d, Y ). Also, in this case, the norm
‖g‖0,p is denoted more briefly by ‖g‖p. To forcefully distinguish Lp-norms in
spaces of Y -valued functions, we write ‖ · ‖p, while in all other cases a norm
is denoted by | · |.
The duality 〈·, ·〉s between Hsq(Rd) and H−sp (Rd), p≥ 2, s ∈ (−∞,∞), and
q = p/(p− 1) is defined by
〈φ,ψ〉s = 〈φ,ψ〉s,p =
d∑
i=1
∫
Rd
[Λsφi](x)Λ−sψi(x)dx, φ ∈Hsq, ψ ∈H−sp .
2. Navier–Stokes equation in Rd.
2.1. Assumptions and main results. We will consider a stochastic Navier–
Stokes equation on Rd in a finite time interval [0, T ]. The derivation pre-
sented in [27, 29] suggests the following form of this equation for the un-
known functions u= (ul)1≤l≤d, p, p˜:
∂tu
l(t) = ∂i(a
ij(t)∂ju
l(t))− uk(t)∂kul(t)− ∂lp(t)
+ bj(t)∂ju(t, x) + ∂kp˜(t)h
l,k(t) + f l(t,u(t)) + ∂j(f
l,j(t,u(t)))
(2.1)
+ [σk(t)∂ku
l(t, x) + gl(t,u(t))− ∂lp˜(t)] · W˙t,
u(0, x) = u0(x), l= 1, . . . d, divu(t) = 0 in R
d for all t ∈ [0, T ],
where W is a cylindrical Wiener process in a separable Hilbert space Y. If
(ek) is a complete orthonormal system (CONS) in Y ,
Wt =
∞∑
k=1
W kt ek,
where W kt are independent standard scalar Wiener processes. In a standard
way, for a Y -valued adapted random function
fs =
∑
k
fks ek,
we define a scalar-valued stochastic integral∫ t
0
fs · dWs =
∑
k
∫ t
0
fks dW
k
s
(in differential form we write fs · W˙s).
6 R. MIKULEVICIUS AND B. L. ROZOVSKII
In vector form, we write (2.1) as
∂tu(t) = ∂i(a
ij(t)∂ju(t))− uk(t)∂ku(t)−∇p(t)
+ bj(t)∂ju(t, x) + ∂j p˜(t)h
j(t) + f(t,u(t)) + ∂j(f
j(t,u(t)))
(2.2)
+ [σk(t)∂ku(t, x) + g(t,u(t))−∇p˜(t)] · W˙t,
u(0) = v, divu(t) = 0 in Rd for all t ∈ [0, T ],
where hj = (hl,j)1≤l≤d, f
j = (f l,j)1≤l≤d, j = 1, . . . , d, f = (f
l)1≤l≤d, g= (g
l)1≤l≤d.
Since divu(t) = 0, using the Helmholtz decomposition of vector fields (see
the Appendix) we have
∇p˜(t, x) = L˜(u(t), t) = (L˜l(u(t), t))1≤l≤d
= G(σk(t)∂ku(t) + g(t,u(t)))
and
∇p(t, x) = G[−uk(t)∂ku(t) + ∂i(aij(t)∂ju(t))(t) + f(t,u(t))
+ bi(t)∂iu(t) + L˜i(u(t), t)h
i(t) + ∂i(f
i(t,u(t)))],
where G and S are the projection operators defined in the Appendix.
Thus, instead of (2.1), we can consider the following equivalent equation:
∂tu(t) = S[∂i(aij(t)∂ju(t))− uk(t)∂ku(t) + bi(t)∂iu(t)
+ L˜i(u(t), t)h
i(t) + f(t,u(t)) + ∂i(f
i(t,u(t)))]
(2.3)
+ S[σi(t)∂iu(t) + g(t,u(t))]W˙t,
u(0) = u0, t ∈ [0, T ].
Everywhere below it will be assumed that:
(i) aij, bj are measurable functions on [0, T ]×Rd, f l,j, f l are measurable
functions on [0, T ]×Rd ×Rd;
(ii) σj, hl,j are Y -valued measurable functions on [0, T ]×Rd, gl are Y -
valued functions on [0, T ]×Rd ×Rd; and
(iii) matrix (aij) is nonnegative.
In addition we assume the following:
(B1) |aij |, |bj|, |f l,j|, |σj |Y , | divσ|Y , |hl,j|Y are bounded by a constant K,
and there is δ > 0 such that, for all ξ ∈Rd,
[aij(t, x)− 12σj(t, x) · σi(t, x)]ξiξj ≥ δ|ξ|2;
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(B2) there exist a constant C and a measurable function H(t, x) on [0, T ]×
Rd such that
|f l(t, x,u)|+ |f l,j(t, x,u)|+ |gl(t, x,u)|Y ≤C|u|+H(t, x),
and for all t, x, the functions f l(t, x,u), f l,j(t, x,u), gl(t, x,u) are con-
tinuous in u, where ∫ T
0
∫
Rd
H(t, x)2 dt dx <∞.
Remark 2.1. Note that in (B1) the derivatives ∂iσ
i are understood
as Schwartz distributions, but it is assumed that divσ :=
∑d
i=1 ∂iσ
i is a
bounded Y -valued function. Obviously, the latter assumption holds in the
important case when
∑d
i=1 ∂iσ
i = 0.
The main results of the paper are the following two statements.
Theorem 2.1. Let (B1) and (B2) hold and let u0 ∈ L2. Then there
exist a probability space (Ω,F ,P) with a right-continuous filtration F= (Ft)
of σ-algebras, a cylindrical F-adapted Wiener process Wt in Y, and an L2-
valued weakly continuous F-adapted process u(t) such that
E
[
sup
s≤T
|u(s)|22 +
∫ T
0
|∇u(s)|22 ds
]
<∞
and (2.3) holds. Moreover, if d= 2, then u(t) is (strongly) continuous in t.
Theorem 2.2. Let d = 2, u0 ∈ L2, let (B1), (B2) hold, and for all
l, j, t, x and every u, u¯,
|f l(t, x,u)− f l(t, x, u¯)|+ |gl(t, x,u)− glt, x, u¯)|Y
+ |f l,j(t, x,u)− f l,j(t, x, u¯)|
≤K|u− u¯|.
Let (Ω,F ,P) be a probability space with a right-continuous filtration F= (Ft)
of σ-algebras and a cylindrical F-adapted Wiener process Wt in Y.
Then there is a pathwise unique continuous L2-valued F-adapted solution
u(t) to (2.3) such that
E
[
sup
s≤T
|u(s)|22 +
∫ T
0
|∇u(s)|22 ds
]
<∞.
Moreover, the distributions of the solutions on different probability spaces
coincide.
In fact in two dimensions, we prove the convergence in probability to u(t)
of the approximating sequence un(t) constructed below.
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2.2. Approximations of Navier–Stokes equations.
2.2.1. Construction of approximating sequence. Let ψ, ϕ ∈ C∞0 (Rd), ψ,
ϕ ≥ 0, ∫ ψdx = ∫ ϕdx = 1, ψε(x) = ε−dψ(x/ε), ϕε(x) = ε−dϕ(x/ε). Let ζ ∈
C∞0 (R
d), 0 ≤ ζ ≤ 1, ζ(x) = 1 if |x| ≤ 1, ζ(x) = 0 if |x| > 2. Using these
functions, we mollify the coefficients and the functions of the equation (2.3).
Let
Aij(t, x) = aij(t, x)− 12σj(t, x) · σi(t, x).
Define
Aijn (t, x) =A
ij(t, ·) ∗ψ1/n(x) =
∫
ψ1/n(x− y)Aij(t, y)dy,
σjn(t, x) = σ
j(t, ·) ∗ψ1/n(x) =
∫
ψ1/n(x− y)σj(t, y)dy,
aijn (t, x) =A
ij
n (t, x) +
1
2σ
j
n(t, x) · σin(t, x).
Then,
[aijn (t, x)− 12σjn(t, x) · σin(t, x)]ξiξj ≥ δ|ξ|2.(2.4)
Let
f˜ ln(t, x,u) = 1{|x|≤n}1{|H(t,x)|≤n}f
l(t, x,u)ζ(u/n),
f˜ l,jn (t, x,u) = 1{|x|≤n}1{|H(t,x)|≤n}f
l,j(t, x,u)ζ(u/n),
g˜ln(t, x,u) = 1{|x|≤n}1{|H(t,x)|≤n}g
l(t, x,u)ζ(u/n),
hl,jn (t, x) = h
l,j(t, ·) ∗ ψ1/n(x) =
∫
ψ1/n(x− y)hl,j(t, y)dy,
bjn(t, x) = b
l,j(t, ·) ∗ψ1/n(x) =
∫
ψ1/n(x− y)bl,j(t, y)dy.
Define
f˜ ln,ε(t, x,u) = f˜
l
n(t, x, ·) ∗ ϕε(u) =
∫
f˜ ln(t, x, u¯)ϕε(u− u¯)du¯,
f˜ l,jn,ε(t, x,u) = f˜
l,j
n (t, x, ·) ∗ϕε(u) =
∫
f˜ l,jn (t, x, u¯)ϕε(u− u¯)du¯,
g˜ln,ε(t, x,u) = g˜
l
n(t, x, ·) ∗ϕε(u) =
∫
g˜ln(t, x, u¯)ϕε(u− u¯)du¯,
and choose εn→ 0 so that
0 = lim
n
∫ T
0
∫ [
sup
u
(|f˜ ln,εn(t, x,u)− f˜ ln(t, x,u)|2
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+ |f˜ l,jn,εn(t, x,u)− f˜ l,jn (t, x,u)|2(2.5)
+ |g˜ln,εn(t, x,u)− g˜ln(t, x,u)|2) + ε2n1{|x|≤n}
]
dx.
Let f ln(t, x,u) = f˜
l
n,εn(t, x,u), f
l,j
n (t, x,u) = f˜
l,j
n,εn(t, x,u), g
l
n(t, x,u) = g˜
l
n,εn(t, x,u)
and fn = (f
l
n)1≤l≤d,gn = (g
l
n)1≤l≤d, f
j
n = (f
l,j
n )1≤l≤d,h
j
n = (h
l,j
n )1≤l≤d.
For each v ∈H12, we define
L˜n(v, t) = (L˜n,l(v, t))1≤l≤d = G(σjn(t)∂jv+ gn(t,v)),
An(t,v) = S[∂i(aijn (t)∂jv) + bjn(t)∂jv+ L˜n,j(v, t)hj(t)
+ fn(t,v) + ∂j(f
j
n(t,v))],
Bn(t,v) = S[σin(t)∂iv+ gn(t,v)]
and
Nn(t,v) = S[Ψn(vk)∂kv],
where Ψn(v
k) = vk ∗ψ1/n.
Lemma 2.3. Let (B1) and (B2) be satisfied. Then there is a constant C
independent of n such that for all v ∈H12,
|An(t,v)|−1,2 ≤ C[|v|1,2 + |H(t)|2 + |Hn(t)|2],
|Bn(t,v)|−1,2 ≤ C[|v|2 + |H(t)|2 + |Hn(t)|2],
where Hn(t) =Hn(t, x) is a deterministic function so that limn
∫ T
0 |Hn(t)|22 dt=
0.
Also, for each k0 > (d/2)+1, there is a constant C independent of n such
that for all v ∈H12 so that divv= 0,
|Nn(t,v)|−k0,2 ≤C|v|22.
Proof. For v ∈H12, we have, by Lemma A.1,
|S[∂i(aijn (t)∂jv) + ∂i(f in(t,v))]|−1,2
≤C[|S[(aijn (t)∂jv) + f in(t,v)]|2]
≤ [|(aijn (t)∂jvl) + f l,in (t,v)|2]
≤C[|v|1,2 + |H(t)|2 + |Hn(t)|2].
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Similarly,
|S[bjn(t)∂jv+ L˜n,i(v, t)hi(t) + fn(t,v)]|−1,2
≤ |S[bjn(t)∂jv+ L˜n,i(v, t)hi(t) + fn(t,v)]|2
≤C|bjn(t)∂jvl + L˜n,i(v, t)hi(t) + fn(t,v)|2
≤C[|v|1,2 + |H(t)|2 + |Hn(t)|2].
Since |∂iσin(t)| ≤K, we have by (2.8) and Lemma A.1,
|S[σin(t)∂iv]|−1,2 ≤ |∂i(σin(t)v)|−1,2 + |∂iσin(t)v|2 ≤C|v|2,
|S[gn(t,v)]|2 ≤ C[|v|2 + |H(t)|2 + |Hn(t)|2].
Let k0 > (d/2) + 1. Then, obviously,
|S[Ψn(vk)∂kv]|−k0,2 ≤ |Ψn(vk)∂kv|−k0,2.
Since Ψn(v
k)∂kv= ∂k(Ψn(v
k)v), we have for each v¯ ∈ C∞0 ⊆Hk02
〈Ψn(vk)∂kv, v¯〉k0 =−
∫
(Ψn(v
k)v, ∂kv¯)dx
and by Sobolev’s embedding theorem,
|〈Ψn(vk)∂kv, v¯〉k0 | ≤ sup
x
|∇v¯(x)|
∫
|Ψn(vk)v|dx
≤C|v¯|k0,2|Ψn(vk)|2|v|2 ≤C|v¯|k0,2|v|22.
So,
|S[Ψn(vk)∂kv]|−k0,2 ≤C|v|22. 
Now we construct a sequence of approximations. For each n, we find
u= (ul)1≤l≤d = un = (u
n,l)1≤l≤d by solving
∂tu
l(t) = ∂i(a
ij
n (t)∂ju
l(t))−Ψn(uk(t))∂kul(t)
− ∂lp(t) + bjn(t)∂jul(t) + L˜n,j(u(t), t)hl,jn (t)
+ f ln(t,u(t)) + ∂i(f
l,i
n (t,u(t)))(2.6)
+ [σin(t)∂iu
l(t) + gln(t,u(t))− ∂lp˜(t)]W˙t,
u(0) = u0,n, divu(t) = 0 for all t ∈ [0, T ],
where Ψn(u
k(t)) = uk(t, ·) ∗ ψ1/n(x), u0,n = u0 ∗ ψ1/n. Equivalently, un(t)
satisfies
∂tu(t) = S[∂i(aijn (t)∂ju(t))−Ψn(uk(t))∂ku(t)
+ bjn(t)∂ju(t) + L˜n,j(u(t), t)h
j(t) + fn(t,u(t)) + ∂j(f
j
n(t,u(t)))]
(2.7)
+ S[σjn(t)∂ju(t) + gn(t,u(t))]W˙t,
u(0) = u0,n for all t.
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Proposition 2.4. Let (B1), (B2) be satisfied and let E|u0|22 <∞. Then
for each n, there exists a unique L2-valued continuous solution un(t) of (2.6)
such that
∫ T
0 |∇un(s)|22 ds <∞, divun(t) = 0 for all t, P-a.s. Moreover,
sup
n
E
[
sup
t≤T
|un(t)|22 +
∫ T
0
|∇un(t)|22 dt
]
<∞.
Proof. It is readily checked that for each n, there is a constant Kn so
that for all t, x,u.u¯, |α| ≤ 2,
|∂αaijn (t, x)|+ ‖∂ασjn(t, x)‖+ |∂αbjn(t, x)| ≤Kn,
|f ln(t, x,u)− f ln(t, x, u¯)|+ |f l,jn (t, x,u)− f l,jn (t, x, u¯)| ≤Kn|u− u¯|,
|gln(t, x,u)− gln(t, x, u¯)|Y ≤Kn|u− u¯|
and
[aijn (t, x)− 12(σjn(t, x), σin(t, x))Y ]ξiξj ≥ 12δ|ξ|2.
Also, there is a constant C independent of n such that
|aijn (t, x)|+ |b·jn (t, x)|+ |σjn(t, x)|Y ≤C,
(2.8) |f ln(t, x,u)|+ |f l,jn (t, x,u)|+ |gln(t, x,u)|Y ≤H(t, x) +Hn(x) +C|u|,
where
∫ T
0 |H(t)|22 dt <∞, and Hn(x) =Cε2n1{|x|≤n}. According to (2.5),
lim
n
|Hn|22 dt= 0.(2.9)
For each v, v¯ ∈H12, t,
|(L˜n,j(v, t)− L˜n,j(v¯, t))hjn(t)|−1,2
≤ |∂i[hjn(t)G(σin(t)(v− v¯))j ]|−1,2
+ |∂i[hjn(t)G(σin(t)(v− v¯))j ]|2
+C|∂iσi(t)(v− v¯)|2 + |gn(t,v)− gn(t, v¯)|2
≤Kn|v− v¯|2.
Since all the assumptions of Propositions 1 and 3 in [29] are satisfied,
there is a unique L2-valued continuous solution un(t) of (2.6) such that∫ T
0 |∇un(r)|22 ds <∞, P-a.s. Obviously, divun(t) = divΨκ(un(t)) = 0 for all
t, and ∫ t
0
∫
Ψn(un)
k(r)∂ku
l
n(r)u
l
n(r)dxds= 0.
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Therefore, by the Itoˆ formula for |un(t)|22, we have
|un(t)|22 = |u0|22 +
∫ t
0
∫
{2[−aijn (s)∂iuln(s)− f l,jn (s,un(s))]∂juln(s)
+ 2[bl,kn (s)∂ku
l
n(s) + f
l
n(s,un(s))
+ L˜kn(s,un(s)) · hl,k(s)]uln(s)(2.10)
+ |S[σjn(s)∂juln(s) + gln(s,un(s))]|2Y }dxds
+2
∫ t
0
∫
[σjn(s)∂ju
l
n(s) + g
l
n(s,un(s))]u
l
n(s)dxdWs.
Let τ be an arbitrary stopping time such that
E
∫ τ
0
∣∣∣∣ ∫ [σl,j(s)∂juln(s) + gl(s,un(s))]uln(s)dx∣∣∣∣2
Y
ds <∞.(2.11)
Since, by Lemma A.1,∫
|S[σl,j(s)∂juln(s) + gl(s,un(s))]|2Y dx
≤C
∫
|σl,j(s)∂juln(s) + gl(s,un(s))|2Y dx,
using standard arguments (see, e.g., [30], Section 4.1), we obtain that there
are constants ε,C > 0 independent of n and τ such that for all t,
E
[
|un(t ∧ τ)|22 + ε
∫ τ∧t
0
|∇un(s)|22 ds
]
≤E|u0|22 +CE
∫ t∧τ
0
(|H(s)|22 + |un(s)|22)ds.
So, by Gronwall’s inequality, there is a constant C independent of n, τ such
that
E
[
|un(t ∧ τ)|22 +
∫ τ∧t
0
|∂un(s)|22 ds
]
≤C.
Since τ is an arbitrary stopping time satisfying (2.11), by Fatou’s lemma,
for all t,
E
[
|un(t)|22 + ε
∫ t
0
|∂un(s)|22 ds
]
≤C.(2.12)
Using (2.12), (2.10) and Burkholder’s inequality, we easily obtain that
sup
n
E sup
s≤T
|un(s)|22 <∞,
and the estimate of the solution follows. 
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Remark 2.2. Note that un(t) is a solution of the following equation:
∂tun(t) =An(t,un(t))−Nn(t,un(t)) +Bn(t,un(t)) · W˙t,
(2.13)
un(0) = u0,n, divun(t) = 0.
Therefore, combining Proposition 2.4 and Lemma 2.3, we have the fol-
lowing obvious statement.
Corollary 2.5. Let (B1), (B2) be satisfied, and let E|u0|22 <∞. Then
there is a constant C independent of n such that dt× d, P-a.e.,
|An(t,un(t))|−1,2 ≤C[|un(t)|1,2 + |H(t)|2 + |Hn|2],
|Bn(t,u(t))|−1,2 ≤C[|un(t)|2 + |H(t)|2 + |Hn|2],
where Hn =Hn(x) is a deterministic function so that limn |Hn|2 = 0.
Also, for each k0 > (d/2)+1, there is a constant C independent of n such
that dt× d, P-a.e.,
|Nn(t,un(t))|−k0,2 ≤C|un(t)|22.
2.2.2. Weak compactness of approximations. For each n, the solution un
of (2.6) induces a measure Pn on some trajectory space determined by the
estimates of Proposition 2.4.
Denote by L2,loc the space L2 with a topology of L2-convergence on com-
pact subsets of Rd. It is defined by the seminorms
|v|2;R =
∫
|x|≤R
|v|2 dx, R > 0.
Fix U = Hk02 , k0 > (d/2) + 1. Denote by U
′
loc the space U
′ with a topology
defined by the seminorms
|g|U ′,R = sup{|g(v)| :v ∈C∞0 , |v|U ≤ 1, suppv⊂BR}, 0<R<∞,
where BR = {x : |x|<R}.
Lemma 2.6. The embedding L2→U ′loc is compact.
Proof. Let {xk}k≥1 be a bounded set in L2. Then there exist a subset
{xk′}k′≥1 ⊂ {xk}k≥1 and x ∈ L2 such that
lim
k′→∞
(xk′ , f)2 = (x, f)2 for any f ∈ L2.(2.14)
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Let {ei}i≥1 be an orthonormal basis in H−k02 (BR). Obviously,∑
i≥N
(xk′ − x,ei)2U ′,R ≤ |xk′ − x|2H−k0 (BR)
∑
i≥N
|ei|2H−k0 (BR)
(2.15)
≤ C
∑
i≥N
|(−∆0)−k0/2ei|2H−k0(BR),
where ∆0 is the Laplace operator on L2(BR) with zero boundary conditions.
Since (−∆0)−k0/2 is a Hilbert–Schmidt operator, then for any ε > 0, there
is Nε such that the right-hand side of (2.15) is less than ε for all N ≥Nε.
Now, compactness follows by (2.14). 
We remark that the lemma holds also for arbitrary k0 > 2. This could be
proved using arguments similar to those in Remark III.3.2 in [32].
Let C[0,T ](U
′
loc) be the set of U
′
loc-valued trajectories with the topology
T1 of the uniform convergence on [0, T ]. Let C[0,T ](L2,w) be the set of L2-
valued weakly continuous functions with the topology T0 of the uniform
weak convergence on [0, T ]. Let L2,w(0, T ;H
1
2) be the set of H
1
2-valued square
integrable functions fs on [0, T ] with a topology T2 of weak convergence on
finite intervals, that is, the topology defined by the maps
fs→
∫ T
0
〈fs,gs〉1 ds,
where g is H−12 -valued such that
∫ T
0 |gs|2−1,2 ds <∞. Let L2(0, T ;L2,loc) be
the space of square integrable functions with a topology T3 generated by
seminorms
|u|2;T,R =
∫ T
0
∫
|x|≤R
|u(t, x)|2 dxdt, R > 0.
Lemma 2.7 (cf. [25, 33]). Let Z =C[0,T ](U ′loc)∩C[0,T ](L2,w)∩L2,w(0, T ;H12)∩
L2(0, T ;L2,loc) and let T be the supremum of the corresponding topologies.
Then K ⊂Z is T -relatively compact if the following conditions hold:
(a) supx∈K sups≤T |xs|2 <∞,
(b) supx∈K
∫ T
0 |xs|21,2 ds <∞,
(c) limδ→0 supx∈K sup|t−s|≤δ, s, t≤T |xt − xs|U ′ = 0.
Proof. It can be assumed that K is closed in T . The topologies T0,
T1, T2, T3 are metrizable on K. Consider a sequence (xn) in K. Obviously,
(c) yields that K is compact in T2 topology. By Lemma 2.6, the imbedding
L2 ⊂ U ′loc is compact. Therefore, by (a), (c) and the Arzela´–Ascoli theorem
for functions taking values in a Fre´chet space, there exist a subsequence
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(xnk) and a function x such that xnk → x in C[0,T ](U ′loc) ∩ L2,w(0, T ;H12)
with respect to the supremum of T1 and T2.
Since, for all u ∈C∞0 , (xnks ,u)L2 = 〈xnks ,u〉 −→ 〈xs,u〉, we have
sup
s≤T
|xs|2 = sup
s≤T
sup
u∈C∞0
〈xs,u〉
/
|u|2 ≤ sup
s≤T
lim inf
k→∞
|xnks |2 <∞.
Next, for every u ∈C∞0 there exists R<∞ so that
sup
s≤T
|(xs − xnks ,u)L2 | ≤ sup
s≤T
|xs − xnks |U ′,R|u|U .
It is readily checked now that for every v ∈ U,
lim
k→∞
sup
s≤T
|(xs − xnks ,v)2|= 0.
Thus xnk → x in C[0,T ](L2,w) as well. Obviously, for each p > 0, R > 0,∫ T
0
|xnks − xs|pU ′,R ds→ 0(2.16)
as k→∞. We claim that for each ǫ > 0, R, there is a constant C = Cǫ,R
such that for all u ∈H12,
|u|22;R ≤ ǫ|u|21,2 +C|u|2U ′,R.(2.17)
Indeed, if (2.17) does not hold, there exists ǫ > 0, R > 0 and a sequence
un ∈ U such that
|un|22;R > ǫ|un|21,2 + n|un|2U ′;R.
Then for vn = |un|−12;Run we have
1> ǫ|vn|21,2 + n|vn|2U ′;R.
Thus (vn) is a bounded sequence in H
1
2 and |vn|U ′;R→ 0 as n→∞. Since
the embedding H12 → L2,loc is compact, |vn|2;R → 0. On the other hand,
|vn|2;R = 1 for all n, and we have a contradiction. Thus (2.17) holds. Since
sup
n
∫ T
0
(|xns |21,2 + |xs|21,2)ds <∞,
it follows by (2.16), (2.17) that
|xnk − x|2;T,R→ 0. 
Let X(t) =X(t, x) =X(t,w) = w(t) = w(t, x), w ∈ C[0,T ](U ′loc). Let Dt =
σ(X(s), s≤ t), D= (Dt+)0≤t<T , D =DT .
For each n, the solution un to (2.6) defines a measureP
n on (C[0,T ](U
′
loc),D).
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Corollary 2.8. The set {Pn, n ≥ 1} is relatively weakly compact on
(Z,T ).
Proof. By Remark 2.2, Pn-a.s.,
dXt = [An(t,X(t))−Nn(t,X(t))]dt+ dMnt ,
X(0, x) = u0(x),
where Mnt is H
−1
2 ⊆ U ′-valued martingale such that for each v ∈U ,
〈Mnt ,v〉21 −
∫ t
0
〈Bn(s,X(s)),v〉21 ds ∈Mloc(D,Pn).
Let τn = τn(X) be a sequence of stopping times such that τn ≤ T . Let δn
be a sequence of numbers so that 1> δn ↓ 0. We have by Corollary 2.5,
Pn|Mnτn+δn −Mnτn |2−1,2 =E
∣∣∣∣ ∫ τn(un)+δn
τn(un)
Bn(s,un(s)) · dWs
∣∣∣∣2
−1,2
≤ CE
[
δn sup
s≤T
|un(s)|22 +
∫ τn(un)+δn
τn(un)
|H(t)|22 dt
]
+ T |Hn|22.
Here and below, with a slight abuse of notation, we write Pnf for an integral
of a measurable function f with respect to the measure Pn.
So,
lim
n
Pn|Mnτn+δn −Mnτn |2−1,2 = 0.(2.18)
By Corollary 2.5 and the Ho¨lder inequality,
Pn
∫ τn+δn
τn
|An(t,X(t))|−1,2 dt
=E
∫ τn(un)+δn
τn(un)
|An(t,un(t))|−1,2 dt
≤CE
[
δ1/2n
(∫ T
0
|un(t)|21,2 dt
)1/2
+ δ1/2n
(∫ T
0
(|H(t)|2 + |Hn|2)2 dt
)1/2
dt
]
.
Therefore,
lim
n
Pn
∫ τn+δn
τn
|An(t,X(t))|−1,2 dt= 0.(2.19)
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Also, by Corollary 2.5,
Pn
∫ τn+δn
τn
|Nn(t,X(t))|U ′ dt=E
∫ τn(un)+δn
τn(un)
|Nn(t,un(t))|U ′ dt
≤CδnE sup
s≤T
|un(s)|22.
This and (2.18), (2.19) imply that
lim
n
Pn|Xτn+δn −Xτn |U ′ = 0.(2.20)
Let Pnt be the natural restriction of Pn to σ(X(t)). By Lemma 2.6, Propo-
sition 2.4 and Prokhorov’s theorem for Fre´chet spaces (see [1]), the family
of measures {Pnt , n≥ 1} is relatively compact on U ′loc. Also, by the Aldous
criterion, (2.8) yields that for each T > 0, η > 0,
lim
δ→0
sup
n
Pn
(
sup
|s−t|≤δ
s,t≤T
|Xt −Xs|U ′ > η
)
= 0.
Therefore, the relative compactness of measures {Pn, n ≥ 1} on Z with
supremum topology T follows by Lemma 2.7 in a standard way (cf. [25, 33]).

2.2.3. Pn as a solution of a martingale problem. For v ∈ C∞0 (Rd), de-
note
ϕvn(s,X) = i0〈An(s,Xs)−Nn(s,Xs),v〉k0 − 12 |〈Bn(s,Xs),v〉k0,Y |2Y ,
where i20 =−1. (Let us recall U =Hk02 , k0 > d/2.) Notice that
〈An(s,Xs),v〉k0 =−
∫
(a ijn (s)∂jXs + f
i
n(s,Xs),S(∂iv))dx
+
∫
(bjn(s)∂jXs + L˜n,j(Xs, s) · hj(s) + fn(s,Xs),S(v)) dx,
〈Nn(s,Xs),v〉k0 = 〈Ψn(Xks )∂kXs,S(v)〉k0 =−
∫
(Ψn(X
k
s )Xs,S(∂kv))dx,
〈Bn(s,Xs),v〉k0,Y =
∫
(σin(s)∂iXs + gn(s,Xs),S(v))dx.
Applying the Itoˆ formula to the scalar semimartingale 〈Xt,v〉= 〈Xt,v〉0 =∫
X ltv
l dx, we obtain the following obvious statement.
Lemma 2.9. For each n, Pn is a measure on Z such that for each test
function v ∈C∞0 (Rd),
Ln,vt = e
ι0〈Xt,v〉 −
∫ t
0
eι0〈X(s),v〉ϕvn(s,X)ds ∈Mcloc(D,Pn).
[We say Pn is a solution of the martingale problem (u0,An,Bn).]
18 R. MIKULEVICIUS AND B. L. ROZOVSKII
For v ∈H12, we set
A(t,v) = S[∂i(aij(t)∂jv) + bj(t)∂jv+ L˜j(v, t)hj(t)
+ f(t,v) + ∂j(f
j(t,v))],
N(v) = S[vk ∂kv]
and
B(t,v) = S[σi(t)∂iv+ g(t,v)],
where
L˜(v, t) = (L˜j(v, t))1≤j≤d = G[σi(t)∂iv+ g(t,v)].
Let
ϕv(s,Xs) = i0〈A(s,Xs)−N(s,Xs),v〉k0 − 12 |〈B(s,Xs),v〉k0,Y |2Y .
Definition 2.1. We say a probability measure P on Z is a solution of
the martingale problem (u0,A,B) if for each v ∈C∞0 (Rd),
Lvt = e
ι0〈Xt,v〉 −
∫ t
0
eι0〈X(s),v〉ϕv(s,Xs)ds ∈Mcloc(D,P),
and X0 = u0, P-a.s.
2.3. Existence of weak global solutions. In a standard way, we obtain the
following statement.
Theorem 2.10. Assume (B1) and (B2) are satisfied. Then for each
u0 ∈ L2 there is a measure P on Z solving the martingale problem (u0,A,B)
such that
P
[
sup
t≤T
|X(t)|22 +
∫ T
0
|X(s)|21,2 ds
]
<∞.(2.21)
Moreover, if d= 2, then P-a.s.∫ T
0
|A(s,Xs)−N(s,Xs)|2−1,2 ds <∞.
Proof. We follow the lines of the proof in [25]. Since the set {Pn, n≥ 1)
is relatively compact, we can assume that a sequence of measures (Pn)
converges weakly to some measure P on Z. Let ωn → ω in Z. Then, by
Lemma 2.7,
sup
n
{
sup
s≤T
(|ωn(s)|2 + |ω(s)|2) +
∫ T
0
(|ωn(s)|21,2 + |ω(s)|21,2)ds
}
<∞,(2.22)
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and for each R> 0,v ∈C∞0∫ T
0
∫
|x|≤R
|ωn(s,x)− ω(s,x)|2 dxds
(2.23)
+ sup
s≤T
∣∣∣∣ ∫ (ωn(s,x)− ω(s,x), v(x))dx∣∣∣∣→ 0,
as n→∞. Also, for each w ∈ L2([0, T ];H−12 ),∫ T
0
〈w(s), ωn(s)− ω(s)〉1 ds→ 0,(2.24)
as n→∞.
It follows from (2.22) and (2.23) that the sequence ωn(t) is weakly rela-
tively compact in L2([0, T ];H
1
2). This and assumptions (B1) and (B2) imply
that the sequence (Ln,vt (ωn)) is equicontinuous in t with respect to n. In-
deed, by Lemma 2.3, there exists a constant C independent of n so that
dt-a.e.,
|Nn(ωn(t), t)|−k0,2 ≤ C|ωm(t)|22,
|An(t,ωn(t))|−1,2 ≤ C[|ωn(t)|1,2 + |H(t)|2 + |Hn|2],
‖Bn(t,ωn(t))‖−1,2 ≤ C[|ωn(t)|2 + |H(t)|2 + |Hn|2].
So, dt-a.e.
|ϕvn(t,ωn(t))| ≤C(|v|k0,2 + |v|21,2)
(2.25)
×
(
|ωn(t)|1,2 + sup
s≤T
|ωn(s)|22 + |H(t)|2 + |Hn|2
)
.
Therefore, by the Ho¨lder inequality, there is a constant independent of n
such that for each r < s,∣∣∣∣ ∫ s
r
eι0〈ωn(t),v〉ϕv(t,ωn(t))dt
∣∣∣∣≤C(|r− s|+ |r− s|1/2),
and equicontinuity in t of the sequence (Ln,vt (ωn)) follows.
Now we prove that for each t ∈ [0, T ],
Ln,vt (ωn)→ Lvt (ω).(2.26)
By (2.22), (2.23) and (2.25),
sup
s≤T
|eι0〈ωn(s),v〉 − eι0〈ω(s),v〉| → 0,
∫ T
0
|eι0〈ωn(t),v〉ϕvn(t,ωn(t))dt− eι0〈ω(t),v〉ϕvn(t,ωn(t))|dt→ 0,
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as n→∞. Also, notice∫
L˜n,j(ωn(t), t) · (hjn(t),S(v)) dx
(2.27)
=
∫
[σjn(t)∂jωn(t) + gn(t,ωn(t))] · G[(hj,ln (t)S(v)l)j]dx.
Since
0 = lim
n
∫ T
0
(|(aijn (t)− aij(t))S(∂jv)|22 + |(bjn(t)− bj(t))S(v)|22
+ |σjn(t) · G[(hj,ln (t)S(v)l)j − σj(t) · G[(hj,l(t)S(v)l)j |)22 dt,
it follows by (2.22) and (2.24) that
lim
n
∫ t
0
eι0〈ω(s),v〉
∫
[−aijn (s)∂jωln(s)S(∂jv)l + bjn(s)∂jωln(s)S(v)l]dxds
=
∫ t
0
eι0〈ω(s),v〉
∫
[−aij(s)∂jωl(s)S(∂jv)l + bj(s)∂jωl(s)S(v)l]dx
and
lim
n
∫ t
0
eι0〈ω(s),v〉
∫
σjn(s)∂jωn(s) · G[(hj,ln (s)S(v)l)j ]dxds
=
∫ t
0
eι0〈ω(s),v〉
∫
σj(s)∂jω(s) · G[(hj,l(s)S(v)l)j]dxds.
By (2.5) and (2.23), it follows for each m> 0,
lim sup
n
∫ T
0
∫
|(fn(t,ωn(t))− f(t,ω(t)),S(v))|dxdt
≤C
[
limsup
n
∫ T
0
(∫
|x|≤m
|fn(t,ωn(t))− f(t,ω(t))|2 dx
)1/2
+ limsup
n
∫ T
0
(|fn(t,ωn(t))|2 + |f(t,ω(t))|2)
(∫
|x|>m
|S(v)|2 dx
)1/2]
≤C
(∫
|x|>m
|S(v)|2 dx
)1/2
.
Since m is arbitrarily large, for each t,
lim
n
∫ t
0
∫
eι0〈ω(s),v〉(fn(t,ωn(s)),S(v))dx
(2.28)
=
∫ t
0
∫
eι0〈ω(s),v〉(f(t,ω(s)),S(v))dx.
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Similarly,
lim
n
∫ t
0
∫
eι0〈ω(s),v〉(f in(t,ωn(s)), ∂iS(v))dx
=
∫ t
0
∫
eι0〈ω(s),v〉(f i(t,ω(s)), ∂iS(v))dx
and
lim
n
∫ t
0
eι0〈ω(s),v〉
∫
gn(s,ωn(s)) · G[(hj,ln (s)S(v)l)j]dxds
=
∫ t
0
eι0〈ω(s),v〉
∫
g(s,ω(s)) · G[(hj,l(s)S(v)l)j ]dxds.
Therefore, for each t,
lim
n
∫ t
0
eι0〈ωn(s),v〉〈An(s,ωn(s)),v〉k0 ds=
∫ t
0
eι0〈ω(s),v〉〈A(s,ω(s)),v〉k0 ds.
Since
Qn(s) =
∫
(σjn(s)∂jω(s) + gn(s,ω(s))) · S(v)dx
=
∫
[(gn(s,ωn(s))− ∂jσjn(s)ωn(s)) · S(v)
− σjn(s)ωn(s) · ∂jS(v)]dx,
by (2.22) and (2.23), we see that there is a constant C independent of n
such that
|Qn(s)| ≤C(1 + |H(s)|2).
As in the case of (2.28), we obtain
lim
n
∫ t
0
ei0〈ω(s),v〉|Qn(s)|2Y ds
= lim
n
∫ t
0
ei0〈ω(s),v〉|〈Bn(s,ωn(s)),v〉k0,Y |
2
Y ds
=
∫ t
0
ei0〈ω(s),v〉
∣∣∣∣ ∫ (σj(s)∂jω(s) + g(s,ω(s))) · S(v)dx∣∣∣∣2
Y
ds
=
∫ t
0
ei0〈ω(s),v〉|〈B(s,ω(s)),v〉k0,Y |
2
Y ds.
Finally, we prove that for each t,
lim
n
∫ t
0
eι0〈ω(s),v〉〈Nn(s,ωn(s)),v〉k0 ds
(2.29)
=
∫ t
0
eι0〈ω(s),v〉〈N(s,ω(s)),v〉k0 ds.
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Let ζ ∈ C∞0 (Rd), 0≤ ζ ≤ 1, ζ(x) = 1 if |x| ≤ 1, ζ(x) = 0 if |x|> 2. First of
all, for each m> 0,
lim
n
∫ t
0
eι0〈ω(s),v〉
∫
(Ψn(ω
k
n(s))ωn(s),S(∂kv))ζ(x/m)dx
(2.30)
=
∫ t
0
eι0〈ω(s),v〉
∫
(ωk(s)ω(s),S(∂kv))ζ(x/m)dx.
Indeed, ∫ T
0
∫
|((Ψn(ωkn(s))− ωkn(s))ωn(s),S(∂kv))ζ(x/m)|dx
≤C(1/n)
∫ T
0
|∇ωn(s)|2|ωn(s)|2 ds≤C/n→ 0,
as n→∞, and by (2.23),∫ T
0
∫
|(ωkn(s)ωn(s)− ωk(s)ω(s)|ζ(x/m)dx→ 0.
Thus, (2.30) follows. On the other hand,∫
(|(Ψn(ωkn(s))ωn(s))|+ |ωk(s)ω(s)||S(∂kv)(1− ζ(x/m))|)dx
≤C(|ωn(s)|22 + |ω(s)|22) sup
x
|S(∂kv)(1− ζ(x/m))|
≤C sup
x
|S(∂kv)(1− ζ(x/m))| → 0,
as m→∞ (by Sobolev’s embedding theorem). So, (2.29) holds and (2.26)
is proved. Since the sequence Ln,vt (ωn) is equicontinuous in t,
sup
s≤T
|Ln,vs (ωn)−Lvs (ω)| → 0.(2.31)
Thus for each compact set K ⊆Z,
sup
s≤T,ω∈K
|Ln,vs (ω)−Lvs (ω)| → 0.
Since {Pn, n ≥ 1} is relatively compact, by Prokhorov’s theorem for topo-
logical vector spaces (see [1]), for each η > 0,
lim
n
Pn
(
sup
s≤T
|Ln,vs −Lvs |> η
)
= 0.(2.32)
For M > 0, define
τM = inf(t : |Lvt |>M).
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Let τn = inf(t : |Ln,vt −Lvt |> 1), τnM = τM ∧ τn. Then we have by (2.32),
Pn(τn < t)≤Pn
(
sup
s≤T
|Ln,vs −Lvs |> 1
)
→ 0,(2.33)
as n→∞. Also, obviously,
sup
n, s
|Ln,vs∧τnL | ≤M + 1.(2.34)
Let P(τM = τM−) = 1, where τM− = limδ↓0 τM−δ. If τM (ω) = τM−(ω) and
ωn→ ω in Z, we have by (2.31) for each T > 0,
sup
s≤T
|Lvs∧τM (ωn)(ωn)−Lvs∧τM (ω)(ω)| → 0.(2.35)
Let s≤ t and let f be a bounded Ds-measurable P-a.s continuous function.
Then, by (2.32)–(2.35),
0 =Pn[f(Ln,vt∧τn
M
−Ln,vs∧τn
M
)]→P[f(Lvt∧τM −Lvs∧τM )].
Thus, P is a solution of the martingale problem (u0,A,B).
In the case d= 2, the following inequality holds for all v ∈H12:
|v|4 ≤ 21/4|v|1/22 |∇v|1/22 .(2.36)
By the Ho¨lder inequality, for each v ∈C∞0 ,∣∣∣∣ ∫ Xk(t)∂kX l(t)vl dx∣∣∣∣≤ (∫ |X(t)|4 dx)1/2(∫ |∇v|dx)1/2
≤ C|X(t)|2|∇X(t)|2|v|1,2,
dt× d, P-a.s. So,
|Xk(t)∂kX(t)|−1,2 ≤C|X(t)|2|∇X(t)|2,
and ∫ T
0
|Xk(t)∂kX(t)|2−1,2 dt≤C sup
t≤T
|X(t)|22
∫ T
0
|∇X(t)|22 dt <∞,
P-a.s. Then, obviously, P-a.s.,∫ T
0
|A(t,Xt)−N(t,Xt)|2−1,2 ds <∞,
and by [30], Xt has an L2-valued (strongly) continuous modification of Xt.
(Also, the Itoˆ formula holds for |Xt|22.) 
Now we shall prove Theorem 2.1.
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Proof of Theorem 2.1. According to Theorem 2.10, there is a mea-
sure P on Z such that (2.21) holds and P-a.s. for each v ∈C∞0 ,
〈Xt,v〉= 〈u0,v〉+
∫ t
0
〈A(s,Xs)−N(s,Xs),v〉k0 ds+Mvt ,
where Mvt ∈Mloc(D,P) and
|Mvt |2 −
∫ t
0
|〈B(s,Xs),v〉k0,Y |2Y ds ∈Mloc(D,P).
Since
〈B(s,Xs),v〉k0,Y =
∫
(σi(s)∂iXs + g(s,Xs),S(v)) dx
and
P
∫ T
0
|σi(s)∂iXs + g(s,Xs)|22 ds
≤CP
∫ T
0
(|∇Xs|22 + |Xs|22 + |H(s)|22)ds <∞,
there is an L2-valued continuous martingale Mt such that P-a.s. 〈Mt,v〉=
Mvt for all t. Indeed, we simply take an L2 basis (ek) and define
Mt =
∑
k
Mekt ek.
Thus, P-a.s.,
∂tXt =A(t,Xt)−N(t,Xt) + ∂tMt,
(2.37)
X(0) = u0.
According to Lemma 3.2 in [25], there exists a cylindrical Wiener process W
in Y [possibly in some extension of the probability space (Ω,DT ,P)] such
that
Mt =
∫ t
0
S(σi(s,X(s))∂iX(s) + g(t,X(s))) · dWs,
that is, ∂tMt = S(σi(s,X(t))∂iX(t) + g(t,X(t))) · W˙t. Thus, Theorem 2.1
follows from Theorem 2.10. 
2.4. Existence and uniqueness of strong global solutions in two dimen-
sions. To prove Theorem 2.2, we will follow the ideas in [17], where a
finite-dimensional stochastic differential equation was considered. First of
all, we prove the pathwise uniqueness of the solution in two dimensions.
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Proposition 2.11. Let d= 2, u0 ∈ L2, let (B1), (B2) hold and for all
l, j, t, x and every u, u¯,
|f l(t, x,u)− f l(t, x, u¯)|+ |gl(t, x,u)− gl(t, x, u¯)|Y
+ |f l,j(t, x,u)− f l,j(t, x, u¯)|
≤K|u− u¯|.
Assume that on some probability space (Ω,F ,P), with a right-continuous
filtration of σ-algebras F= (Ft) and cylindrical Wiener process W in Y , we
have two solutions U1, U2 to the Navier–Stokes equation (2.3) such that
P-a.s.,
sup
s≤T
|Ul(s)|22 +
∫ T
0
|∇Ul(s)|22 ds <∞, l= 1,2.
Then P-a.s., U1(t) =U2(t) for all t.
Proof. Let U=U1 −U2. We apply the Itoˆ formula for |U(t)|22:
|U(t)|22 = |U(0)|22 +
∫ t
0
[2〈A(s,U2(s))−A(s,U1(s)),U(s)〉k0
− 2〈N(s,U2(s))−N(s,U1(s)),U(s)〉k0
(2.38)
+ ‖B(s,U2(s))−B(s,U1(s))‖22]ds
+2
∫ t
0
〈B(s,U2(s))−B(s,U1(s)),U(s)〉0,Y · dWs.
Notice ∫
(Uk1 (t)∂kU
l
1(t)−Uk2 (t)∂kU l2(t))(U l1(t)−U l2(t))dx
=
∫
(Uk1 (t)−Uk2 (t))∂kU l2(t)(U l1(t)−U l2(t))dx
=
∫
Uk(t)∂kU
l
2(t)U
l(t)dx.
Using (2.36), we find that for each ε there is a constant Cε such that∣∣∣∣ ∫ (Uk1 (t)∂kU l1(t)−Uk2 (t)∂kU l2(t))(U l1(t)−U l2(t))∣∣∣∣dx
≤
(∫
|U(t)|4 dx
)1/2(∫
|∇U2(t)|2 dx
)1/2
(2.39)
≤C(|U(t)|2|∇U(t)|2|∇U2|2)≤ ε|∇U|22 +Cε|U(t)|22|∇U2(t)|22.
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Let τ be an arbitrary stopping time such that
E
∫ τ
0
∣∣∣∣ ∫ [σl,j(s)∂jU l(s) + gl(s,U2(s))− gl(s,U2(s))]U l(s)dx∣∣∣∣2
Y
ds <∞.
By (2.38), (2.39) and our assumptions, there are some constants ε and C
independent of τ such that for all t,
E
[
|U(t ∧ τ)|22 + ε
∫ τ∧t
0
|∇U(s)|22 ds
]
≤CE
∫ t∧τ
0
|U(s)|22 dλs,
where λs = s+
∫ s
0 |∇U2(r)|22 dr. The pathwise uniqueness now follows (see,
e.g., Lemma 2 in [16]). 
Let (Ω,F ,P) be a probability space with a right-continuous filtration of
σ-algebras F= (Ft) and a cylindrical Wiener processW in Y . Let (B1) and (B2)
be satisfied and let E|u0|22 <∞. Then, according to Proposition 2.4, for
each n, there exists a unique L2-valued continuous solution un(t) of (2.7)
such that
∫ T
0 |∇un(s)|22 ds <∞ and divun(t) = 0 for all t, P-a.s. Moreover,
sup
n
E
[
sup
t≤T
|un(t)|22 +
∫ T
0
|∇un(t)|22 dt
]
<∞.
Proposition 2.12. Assume d= 2, u0 ∈ L2, (B1), (B2) hold and for all
l, j, t, x and every u, u¯,
|f l(t, x,u)− f l(t, x, u¯)|+ |gl(t, x,u)− glt, x, u¯)|Y
+ |f l,j(t, x,u)− f l,j(t, x, u¯)|
≤K|u− u¯|.
Then there exists a unique L2-valued continuous solution u(t), t ∈ [0, T ],
of (2.3) on (Ω,F ,P) such that ∫ T0 |∇u(s)|22 ds <∞, divu(t) = 0 for all t
P-a.s. Moreover, for each v ∈C∞0 (R2), i= 1,2, R> 0,
sup
t
|〈un(t)−u(t),v〉0|+
∫ T
0
∫
|x|≤R
|un(t, x)−u(t, x)|2 dxdt
(2.40)
+
∣∣∣∣ ∫ T
0
〈∂iun(t)− ∂iu(t),v〉0 dt
∣∣∣∣→ 0
in probability, as n→∞.
Proof. Let (en) be a CONS of the separable Hilbert space Y . Then,
Y˜ =
{
y =
∞∑
k=1
ykek :yk ∈R,
∞∑
k=1
y2k
k2
<∞
}
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is a Hilbert space with the norm
|y|Y˜ =
(∑
k
y2k
k2
)1/2
,
and Wt is a Y˜ -valued continuous process. Consider
E =Z ×Z ×C[0,T ](Y˜ )
with the product of corresponding topologies and denote (X1t ,X
2
t ,W t) the
canonical process in E. For ω˜ = (ω, ω¯,w) ∈E,
X1t =X
1(t, ω˜) = ω(t), X2t =X
2(t, ω˜) = ω¯(t), W t(ω˜) =w(t).
Let Et = σ(X1s , s≤ t)⊗σ(X2s , s≤ t)⊗σ(W s, s≤ t), E= (Et+)0≤t<T , E = ET .
For each m, l, the process (um,ul,W ) induces a measure P
m,l on (E,E). For
v ∈C∞0 (Rd), k = 1,2, y ∈ Y, denote
ϕv,yk,n(s,X
k) = i0〈An(s,Xks )−Nn(s,Xks ),v〉k0 − 12 |〈Bn(s,Xks ),v〉k0,Y + y|2Y ,
where i20 =−1. Let
Ln,k,v,yt = e
ι0(〈Xkt ,v〉+W t(y)) −
∫ t
0
eι0(〈X
k
s ,v〉+W s(y))ϕv,yk,n(s,X
k)ds,
k = 1,2, n≥ 1. Applying the Itoˆ formula to the scalar semimartingale 〈Xkt ,v〉+
Wt(y) = 〈Xkt ,v〉0 +Wt(y), k = 1,2, we obtain that for each test function
v ∈C∞0 (Rd), y ∈ Y,
Lm,1,v,yt ,L
l,2,v,y
t ∈Mcloc(E,Pm,l).(2.41)
Since the set {Pn, n≥ 1} of probability measures on Z is relatively com-
pact (see Corollary 2.8), the set {Pm,l :m≥ 1, l ≥ 1} is relatively compact.
Assume that for some subsequences m(n)→∞, l(n)→∞, Pm(n),l(n) →P,
as n→∞. We will prove now that
P(X1t =X
2
t , t ∈ [0, T ]) = 1.(2.42)
Obviously, W t is a cylindrical Wiener process in Y with respect to the
filtration E on the probability space (E,E ,P ). Let
ϕv,yk (s,X
k
s ) = i0〈A(s,Xks )−N(s,Xks ),v〉k0 − 12 |〈B(s,Xks ),v〉k0,Y + y|2Y ,
k = 1,2, v ∈C∞0 (Rd), y ∈ Y . Define
Lk,v,yt = e
ι0(〈Xt,v〉+W t(y)) −
∫ t
0
eι0(〈X(s),v〉+W s(y))ϕv,yk (s,Xs)ds.
In a standard way, (2.41) implies (see Theorem 2.10) that
L1,v,yt ,L
2,v,y
t ∈Mcloc(E,P ),(2.43)
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which means that both X1t and X
2
t satisfy (2.3). Indeed, (2.43) implies that
for all v ∈C∞0 (Rd),
〈Xkt ,v〉= 〈u0,v〉+
∫ t
0
〈A(s,Xks )−N(s,Xks ),v〉k0 ds+Mk,vt ,
where Mk,vt ∈Mloc(E,P ),
|Mk,vt |2 −
∫ t
0
|〈B(s,Xks ),v〉k0,Y |2Y ds ∈Mloc(E,P),
and finally
Mk,vt =
∫ t
0
〈B(s,Xks ),v〉k0,Y dW s,
k = 1,2. Therefore, by Proposition 2.11, (2.42) holds.
Let
I1m,l =
∫ T
0
∫
|x|≤R
|um(t, x)− ul(t, x)|2 dxdt,
I2m,l = sup
t
|〈um(t)− ul(t),v〉|,
I3m,l =
∣∣∣∣ ∫ T
0
〈∂ium(t)− ∂iul(t),v〉0 dt
∣∣∣∣,
R > 0, v ∈ C∞0 (Rd), i = 1,2. Let F (x) = |x| ∧ 1, x ∈ R. From the weak
convergence of Pm(n),l(n) to P and (2.42), it follows that
EF (Ijm(n),l(n))→ 0,
as n→∞, j = 1,2,3. Since this is true for an arbitrary converging sub-
sequence, we have the convergence in probability of Ijm,l, j = 1,2,3, as
m, l→∞. Therefore, there exists an L2-valued weakly continuous process
u(t), t ∈ [0, T ], on (Ω,F ,P) such that ∫ T0 |∇u(s)|22 ds <∞, divu(t) = 0 for
all t, P-a.s. and (2.40) holds. For each n and v ∈C∞0 (Rd),
∂t〈un(t),v〉= 〈An(t,un(t)),v〉 − 〈Nn(t,un(t)),v〉+ 〈Bn(t,un(t)),v〉0,Y · W˙t,
un(0) = u0,n, divun(t) = 0,
and passing to the limit, as n→∞, in this equation we see that u(t) satisfies
(2.3). According to Theorem 2.10, u(t) is strongly continuous in L2 and the
statement follows. 
Now we can prove Theorem 2.2.
Proof of Theorem 2.2. Assume that on some probability space (Ω,F ,P),
with a right-continuous filtration of σ-algebras F = (Ft) and cylindrical
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Wiener process W in Y , we have a solution u to the Navier–Stokes equation
(2.3) such that P-a.s.,
sup
s≤T
|u(s)|22 +
∫ T
0
|∇u(s)|22 ds <∞.
By Propositions 2.11 and 2.12, we have the convergence (2.40) for the ap-
proximating sequence un(t). Since un(t) can be constructed by iterations
(see [23]), the distribution of all un(t) and therefore the distribution of u(t)
are uniquely determined by u0. 
3. Wiener chaos and strong solutions. In this section we will derive a
system of deterministic PDEs for Fourier coefficients of the Wiener chaos
expansion of a solution of stochastic Navier–Stokes equation (2.1). This sys-
tem is usually referred to as the propagator. We will demonstrate that the
existence of a solution of the propagator is a necessary and sufficient condi-
tion for the existence of a strong (pathwise) solution of the related Navier–
Stokes equation. Similarly, the uniqueness of a solution of the propagator
is equivalent to the pathwise uniqueness of the related stochastic Navier–
Stokes equation.
First we shall introduce additional notation and recall some basic facts of
the Wiener chaos theory (see, e.g., [18, 19, 22], etc.).
Let us fix a positive number T <∞. Let {mk, k ≥ 1} be an orthonormal
basis in L2(0, T ) and let {ℓk, k ≥ 1} be an orthonormal basis in Y. Write
ξki =
∫ T
0 mi(s)dw
k(t), where wk(t) = (W (t), ℓk)Y . Let α= {αki , k ≥ 0; i≥ 1}
be a multi-index; that is, for every (i, k), αki ∈ N = {0,1,2, . . . }. We shall
consider only such α that |α| =∑k,iαki <∞, that is, only a finite number
of αki are nonzero, and we denote by J the set of all such multi-indices.
Obviously, if α ∈ J , the number α! =∏k,iαki ! is well defined. For α ∈ J ,
write
ζα :=
∞∏
i,k=1
Hαki
(ξki ),
where Hn is the nth Hermite polynomial. The random variable ζα is often
referred to as the (unnormalized) αth Wick polynomial.
The most important feature of the Wick polynomials ζα is that the
set {ζα/
√
α!, α ∈ J } is an orthonormal basis in L2(Ω,FT ,P), where Ft =
σ(W (s), s ≤ t) (see, e.g., [4, 22]). This result is often referred to as the
Cameron–Martin theorem.
By Lemma 15 in [29], the process ζα(t) =E[ζα|Ft] satisfies the following
equation:
dζα(t) =Dζα(t) · dW (t),(3.1)
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where Dζα(t) =mi(t)α
k
i ζα(i,k)(t)ℓk is the Malliavin derivative of ζα(t); the
multi-index α(i, j) ∈ J is defined by
α(i, j)kl =
{
αkl , if (k, l) 6= (j, i) or k = 0,
(αkl − 1) ∨ 0, if (k, l) = (j, i).
(3.2)
For α,β ∈ J , define |α− β|= (|a1 − β1|, |a2 − β2|, . . . ).
Definition 3.1 (cf. [29]). We say that a triple of multi-indices (α,β, γ)
is complete, written (α,β, γ) ∈ C, if all the entries of the multi-index α+β+γ
are even numbers and |α− β| ≤ γ ≤ α+ β.
It is readily checked that the following criterion holds:
Lemma 3.1. A triple (α,β, γ) is complete if and only if α+ β + γ = 2p
for some p ∈ J and p≤ α ∧ β.
For (α,β, γ) ∈ C, we define
Φ(α,β, γ) =
((
α− β + γ
2
)
!
(
β − α+ γ
2
)
!
(
α+ β − γ
2
)
!
)−1
.
Obviously, Φ(α,β, γ) is invariant with respect to permutations of the ar-
guments.
For α ∈ J , write Uα = {γ,β ∈ J : (α,β, γ) ∈ C}.
Now we can derive the Wiener chaos expansion for a strong solution of
stochastic Navier–Stokes equation (2.1).
For the sake of simplicity, in addition to assumptions of Section 2.1,
throughout this section we will assume
(C1) Functions f l = f l(t, x), f l,j = f l,j(t, x) and gl = gl(t, x) do not depend
on u.
Theorem 3.2. Let d≥ 2 and u0 ∈ L2. Assume that (2.1) has a weakly
continuous strong solution u(t) such that
sup
s≤T
E|u(s)|22 +
∫ T
0
E|∇u(s)|22 ds <∞.(3.3)
Then
u(t) =
∑
α∈J
uˆα(t)√
α!
ξα,(3.4)
and the Hermite–Fourier coefficients uˆα(t) are L2-valued weakly continuous
functions so that
sup
s≤T
∑
α∈J
|uˆα(s)|22
α!
+
∫ T
0
∑
α∈J
|∇uˆα(s)|22
α!
ds <∞.(3.5)
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Moreover, the set of functions {uˆα(t, x), α ∈ J } satisfies the propagator
equation
∂tuˆα(t) = S
[
∂i(a
ij(t)∂juˆα(t))
−
∑
γ,β∈Uα
α!uˆiγ(t)∂iuˆβ(t)Φ(α,β, γ)
+ bi(t)∂iuˆα(t) + L˜i(uˆα(t), t)h
i(t)
(3.6)
+ I{|α|=0}(f(t) + ∂jf
j(t,u(t)))
+mj(t)α
k
j (σ
ik(t)∂iuˆα(j,k)(t) + I{|α|=1}gk(t))
]
, t ∈ (0, T ];
uˆα(0) = I{|α|=0}u0,
where gk(t) = (g(t), ℓk)Y , and
L˜(u(t), t) = (L˜l(u(t), t))1≤l≤d = G(σk(t)∂ku(t) + g(t)).
Proof. Let us fix a complete orthonormal system {ek, k ≥ 1} in L2 so
that every ek ∈H12.
Let u be a strong global solution of (2.1) which is L2-weakly continuous
and so that (3.3) holds. By the Cameron–Martin theorem, for every t,
uˆα(t) =
∞∑
i=1
E[(u(t),ei)2ζα(t)]ei(3.7)
and
E|u(t)|22 =
∑
α∈J
1
α!
∞∑
i=1
(E[(u(t),ei)2ζα(t)])
2
=
∑
α∈J
1
α!
|uˆα(t)|22 <∞.
Let us fix α ∈ J . Owing to (3.3), for any v ∈ L2 and any set {tn} of points
in [0, T ], the sequence {ζα(u(tn),v)} is uniformly P -integrable. Therefore,
the weak continuity of u(t) implies that uˆα(t) is also weakly continuous in
L2.
The same arguments as before yield that for almost all t,
(∂̂ju(t))α :=
∞∑
i=1
E[(∂ju(t),ei)ζα(t)]ei(3.8)
and ∫ T
0
∑
α∈J
1
α!
|(̂∂ju)α(t)|22 dt=
∫ T
0
E|∂ju(t)|22 dt <∞.
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By (3.3) and the Fubini theorem, for all ϕ ∈C∞0 (Rd) and almost all t≤ T,∫
Rd
((∂̂iu(t))α, ϕ)dx=−
∫
Rd
E(u(t), ∂iϕ)ζα dx=−
∫
Rd
(uˆα(t), ∂iϕ)dx.
Thus, for almost all t≤ T ,
∂iuˆα(t) = (∂̂iu(t))α(3.9)
and ∫ T
0
∑
α∈J
1
α!
|uˆα(t)|21,2 dt=
∫ T
0
E|u(t)|21,2 dt <∞.(3.10)
Denote V := {ϕ :ϕ ∈C∞0 (Rd),divϕ= 0}. Obviously, for every t in (0, T ] and
every test function ϕ ∈ V, P -a.a.,∫
Rd
(u(t), ϕ)dx
=
∫
Rd
(u0, ϕ)dx−
∫ t
0
∫
Rd
a ij(s)(∂ju(s), ∂iϕ)dxds
+
∫ t
0
∫
Rd
(ϕ,−uk(s)∂ku(s) + bi(s)∂iu(s) + L˜i(u(s), s)hi(s)(3.11)
+ f(s) + ∂if
i(s))dxds
+
∫ t
0
∫
Rd
(ϕ,σi(s)∂iu(s) + g(s))dxdWs.
By (3.1) and the Itoˆ formula, we have
dζα(t)
∫
Rd
(u(t), ϕ)dx
=
∫
Rd
(a ij(t)∂ju(t)ζα(t), ∂iϕ)dxdt
+
∫
Rd
ζα(t)(ϕ,−uk(t)∂ku(t) + bi(t)∂iu(t)
+ L˜i(u(t), t)h
i(t) + f(t) + ∂if
i(t))dxdt
+ ζα(t)
∫
Rd
(ϕ,σi(t)∂iu(t) + g(t)) dxdWt
+
∫
Rd
(ϕ,u(t)Dζα(t))dxdWt
+
∫
Rd
(mj(t)α
k
jϕ, (σ
ik(t)∂iuˆα(j,k)(t) + I{|α|=1}gk(t)))dxdt,
where σik = (σi, ℓk)Y .
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This together with (3.9) and (3.10) yields∫
Rd
(uˆα(t), ϕ)dx
= I{|α|=0}
∫
Rd
(u(0), ϕ)dx
+
∫ t
0
∫
Rd
{(a ij(s)∂juˆα(s), ∂iϕ)
+ (ϕ,− ̂(uk(s)∂ku(s))α(3.12)
+ bi(s)∂iuˆα(s) + L˜i(uˆα(s), t)h
i(s)
+ I{|α|=0}(f(s) + ∂if
i)
+mj(s)α
k
j (σ
ik(t)∂iuˆ(s)α(j,k) + I{|α|=1}g(s)))}dxds.
Mimicking the derivation in [29] [see (4.20) and (4.21)], one can easily
demonstrate that dsdx-a.s.,
( ̂uk(s)∂ku(s))α =
∑
γ,β∈Uα
uˆiγ(s)∂iuˆβ(s)Φ(γ,β,α)α!.(3.13)
This completes the proof. 
Obviously, Theorem 3.2 and the Cameron–Martin theorem yield the fol-
lowing result:
Corollary 3.3. The first and second moments of a solution of (2.1)
are given by Eu(t) = uˆ0(t) and
E|u(t)|2 =
∑
α∈J
|uˆα(t)|2
α!
.
Now we will prove that the existence of a solution of the propagator
equation is not only necessary but also sufficient for the existence of a strong
solution of a turbulent stochastic Navier–Stokes equation.
Theorem 3.4. Let d≥ 2 and u0 ∈ L2. Assume that equation (3.6) has
a solution {uˆα(t, x), α ∈ J } on the interval (0, T ] so that for every α, uˆα(t)
is weakly continuous in L2 and the inequality
sup
s≤T
∑
α∈J
|uˆα(s)|22
α!
+
∫ T
0
∑
α∈J
|∇uˆα(s)|22
a!
ds <∞
holds.
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Then any Ft-adapted process of the form
u¯(t) :=
∑
α∈J
uˆα(t)
a!
ζα(3.14)
is a global strong solution of (2.1). Moreover, for every v ∈ L2, (u¯(t),v)2 is
continuous in L2(Ω) and
sup
s≤T
E|u¯(s)|22 +
∫ T
0
E|(∇u¯(s))|22 ds <∞.
Proof. By (3.5), supt≤T E|u¯(t)|22 <∞. Next, we shall prove that E×∫ T
0 |∇u¯(t)|22 dt <∞.
Write
|||v|||1,2 :=
(∫
Rd
(1 + |λ|2)|Fv(t, λ)|2 dλ
)1/2
,
where Fv(λ) := 1
(2π)d/2
∫
Rd
exp{−i(x,λ)}v(x)dx.
Since the norms ||| · |||1,2 and |v|1,2 are equivalent, we have
E
∫ T
0
|(∇u¯(t))|22 dt≤CE
∫ T
0
|||u¯(t)|||21,2 dt
=C
∫ T
0
∑
α∈J
|||uˆα(t)|||21,2/α!dt
≤C ′
∫ T
0
∑
α∈J
|uˆα(t)|21,2/α!dt <∞.
Now let us show that, for every v ∈ L2, (u¯(t),v)L2 is a mean-square con-
tinuous stochastic process. Indeed, let {JN} be an increasing system of
finite subsets of J so that JN ↑ J . Write u¯N (t) :=
∑
α∈JN
uˆα(t)ξα/
√
α!.
For every N,
∑
α∈JN
(uˆα(t),v)
2
L2
is a continuous function of t; consequently,
(u¯N (t),v)L2 is continuous in L2(Ω). Moreover,
lim
N→∞
sup
t
E|(u¯N (t),v)
L2
− (u¯(t),v)
L2
|2
= lim
N→∞
sup
t
∑
α∈J /JN
(uˆα(t),v)
2
L2
/α! = 0.
Thus, (u¯(t),v)L2 is also a continuous process in L2(Ω).
Now we shall prove that u¯(t) is a global solution of (2.1). Let Z be the
set of real-valued sequences z = (zki )k≥1 such that only a finite number of zk
are not zero. For h(s, z) = zkimi(s)ℓk, write
pt(z) = exp
{∫ t
0
h(s, z) · dW (s)− 12
∫ t
0
|h(s, z)|2Y ds
}
.
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It is readily seen (see, e.g., [24]) that
pt(z) =
∑
α∈J
zα
α!
ζαt .(3.15)
Obviously, (3.15) yields
u¯z(t) :=Eu¯(t)pt(z) =
∑
α∈J
uˆα(t)
zα
α!
.(3.16)
Thus, taking into account that {uˆα(t), α ∈ J } verifies (3.6), it is easily
checked that for every t ∈ (0, T ] and every test function ϕ ∈ V,∫
Rd
(u¯z(t), ϕ)dx
= I{|α|=0}
∫
Rd
(u(0), ϕ)dx
+
∫ t
0
∫
Rd
{
(a ij(s)∂ju¯
z(s), ∂iϕ)
+
(
ϕ,−
∑
α∈J
zα
∑
γ,β∈Uα
(uˆiγ(s)ϕ,∂iuˆβ(s))Φ(α,β, γ)
+ bi(s)∂iu¯
z(s) + L˜i(u¯
z(s), t)hi(s)
+ I{|α|=0}(f(t) + ∂jf
j(t,u(t)))
)
+
(
mj(s)α
k
jϕ,σ
ik(t)
∑
α∈J
∂iuˆα(j,k)(s)
zα
α!
+
∑
α∈J
I{|α|=1}g(s)
zα
α!
)}
dxds,
P-a.a.
Owing to (3.15),
Ept(z)
∫ t
0
∫
Rd
(ϕ, u¯k(s)∂ku¯(s))dxds
=
∑
α∈J
zα
α!
∫ t
0
∫
Rd
(ϕ,E(u¯k(s)∂ku¯(s)ζα))dxds.
Now, by mimicking the proof of (3.13), one can show
Ept(z)
∫ t
0
∫
Rd
(ϕ, u¯k(s)∂ku¯(s))dxds
=
∑
α∈J
zα
∫ t
0
∫
Rd
∑
γ,β∈Uα
(uˆiγ(s)ϕ,∂iuˆβ(s))Φ(γ,β,α)dxds.
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Next, let us consider
F i(t) :=
∑
α∈J
zα
α!
∫ t
0
∫
Rd
∑
j,k
(ϕ,σik(t)∂iuˆα(j,k)(s))mj(s)α
k
j dxds.
Denote ψi(s) := (ϕ,
∑
i σ
i(t)∂iu¯(s)) and write ψ
ik = (ψi, ℓk)Y , ψ
ik
α(j,k)(s) =
Eψik(s)ζα(j,k) (no summation over k is assumed here). It is readily checked
that
F i(t) =
∑
α∈J
zα
α!
∫ t
0
∫
Rd
∑
j,k
ψikα(j,k)(s)mj(s)α
k
j dxds
=
∫ t
0
∫
Rd
∑
j,k
zkj
∑
α∈J
zα(j,k)
α(j, k)!
ψikα(j,k)(s)mj(s)dxds(3.17)
=E
[
pt(z)
∫ t
0
∑
j,k
zkjmj(s)
∫
Rd
ψik(s)dxds
]
.
On the other hand, by the Itoˆ formula and (3.17),
E
[
pt(z)
∫ t
0
∫
Rd
ψi(s)dxdWs
]
=E
[
pt(z)
∫ t
0
∑
j,k
zkjmj(s)
∫
Rd
ψik(s)dxds
]
= F i(t).
Similarly, one can prove∫ t
0
∫
Rd
(
ϕ,
∑
α∈J
I{|α|=1}g(s)
zα
α!
)
dxds
=Ept(z)
∫ t
0
∫
Rd
(ϕ,g(s))dxdWs.
Thus, we have proved that for every t ∈ (0, T ] and every test function ϕ ∈ V,
Ept(z)
∫
Rd
(u¯(t), ϕ)dx
=Ept(z)
{
I{|α|=0}
∫
Rd
(u(0), ϕ) dx
+
∫ t
0
∫
Rd
[(a ij(s)∂ju¯(s), ∂iϕ)
+ (ϕ,−u¯k(s)∂ku¯(s) + bi(s)∂iu¯z(s)(3.18)
+ L˜i(u¯
z(s), t)hi(s)
+ I{|α|=0}(f(t) + ∂jf
j(t,u(t))))]dxds
+
∫ t
0
∫
Rd
(
ϕ,
∑
i
σi(t)∂iu¯(s) + g(s)
)
dxdWs
}
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P -a.a.
Now, it is not difficult to show that the linear subspace generated by
{pt(z)}z is dense in L2(Ω,Ft, P ). Thus, u¯(t) is a strong solution of (2.1). 
Now we can prove that the uniqueness of a solution of (2.1) is equivalent
to the uniqueness of a solution of (3.6).
Theorem 3.5. A strong L2-weakly continuous solution of (2.1) with the
property (3.3) is pathwise unique if and only if a solution of (3.6) is unique
in the class of L2-weakly continuous functions {uˆα(t, x), α ∈ J } such that
(3.5) holds.
Proof. Under the assumptions of Theorem 3.2, any strong solution
of (2.1) is given by
u(t) =
∑
α∈J
uˆα(t)
α!
ζα.
Therefore, the uniqueness of a solution of the propagator equation yields
pathwise uniqueness of a strong solution of (2.1).
If {uˆ1α(t, x), α ∈ J } and {uˆ2α(t, x), α ∈ J } are two solutions of equation
(3.6) such that inequality (3.5) holds, then, by Theorem 3.4, a strong weakly
continuous solution of (2.1) with the property (3.3) is pathwise unique if
and only if a solution of (3.6) is unique in the class of L2-valued weakly
continuous functions {uˆα(t, x), α ∈ J } such that (3.5) holds.
Let {uˆ1α(t, x), α ∈ J } and {uˆ2α(t, x), α ∈ J } be two solutions of (3.6)
with the property (3.5). Then, by Theorem 3.4, u1(t) =
∑
α∈J uˆ
1
α(t)ζα/α!
and u2(t) =
∑
α∈J uˆ
2
α(t)ζα/α! are strong solutions of (2.1) with the prop-
erty (3.3). The uniqueness of the strong solution of (2.1) yields that for every
α,
uˆ1α(t) =Eu
1(t)ζα =Eu
2(t)ζα = uˆ
2
α(t). 
One could give another proof of Theorem 2.2 using Theorems 3.4 and 3.5
(in this regard, see Remark 3.1). We expect that this approach would be
useful in proving the existence of a strong global solution of the Navier–
Stokes equation (2.1) in the three-dimensional case.
Remark 3.1. If u = (ul)1≤l≤d is an L2-weakly continuous solution of
(2.1) such that
sup
s≤T
E|u(s)|22 +
∫ T
0
E|∇u(s)|22 ds <∞,
then
E sup
s≤T
|u(s)|22 <∞.
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Indeed, let ϕ ∈ C∞0 (Rd), ϕ≥ 0,
∫
ϕdx= 1, ϕε(x) = ε
−dϕ(x/ε). Applying
the Itoˆ formula for |uε(t)|22 = |u(t) ∗ϕε|22, we have
|uε(t)|22 = |uε(0)|22
+
∫ t
0
∫
{2[−aij(s)∂iul(s)− f l,j(s,u(s))]ε ∂julε(s)
+ 2[bl,k(s)∂ku
l(s) + f l(s,u(s))
+ L˜k(s,u) · hl,k(s)]εulε(s)
+ |(σj(s)∂jul(s) + gl(s,u(s))− L˜l(u, s))ε|2Y }dxds
+2
∫ t
0
∫
[σj(s)∂ju
l(s) + gl(s,u(s))]εu
l
ε(s)dxdWs,
where
[−aij(s)∂iul(s)− f l,j(s,u(s))]ε
= [−aij(s)∂iul(s)− f l,j(s,u(s))] ∗ϕε,
= [bl,k(s)∂ku
l(s) + f l(s,u(s)) + L˜k(s,u) · hl,k(s)]ε
= [bl,k(s)∂ku
l(s) + f l(s,u(s)) + L˜k(s,u) · hl,k(s)] ∗ϕε,
(σj(s)∂ju
l(s) + gl(s,u(s))− L˜l(u, s))ε
= (σj(s)∂ju
l(s) + gl(s,u(s))− L˜l(u, s)) ∗ϕε,
= [σj(s)∂ju
l(s) + gl(s,u(s))]ε
= [σj(s)∂ju
l(s) + gl(s,u(s))] ∗ϕε.
Since, for each η > 0,
E sup
t≤T
∣∣∣∣ ∫ t
0
∫
[σj(s)∂ju
l(s) + gl(s,u(s))]εu
l
ε(s)dxdWs
∣∣∣∣
≤ ηE sup
t≤T
|uε(t)|22 +CηE
∫ T
0
|∇u(s)|22 + |g(s,u(s))|22 ds,
we derive easily that
E sup
s≤T
|u(s)|22 <∞.
APPENDIX
For the reader’s convenience, we summarize below some useful facts re-
garding Helmholtz’s decomposition of vector fields (see, e.g., [13, 23]).
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The Riesz transform will be used for the definition of the projections. For
f ∈L2(Rd, Y ), set
Rj(f)(x) = lim
ε→0
c∗
∫
|y|≥ε
yj
|y|d+1 f(x− y)dy, j = 1, . . . , d,
with c∗ =G(
n+1
2 )/π
(n+1)/2 (G is the gamma function). Rj is called a Riesz
transform. According to [31], Chapter III, formula (8), page 58,
(Rjf)
ˆ(x) =−i ξj|ξ| · fˆ ,
where
fˆ(ξ) =F(f) = (2π)−d/2
∫
e−i(ξ,x)f(x)dx.
Given a function f ∈ Lp(Rd, Y ), we define a vector Riesz transform Rf =
(R1f, . . . ,Rdf )˙.
For v ∈ L2(Y ), set
G(v) =−RRjvj , S(v) = v−G(v).
Then (see Lemma 2.7 in [23]), L2(Y ) is a direct sum
L2(Y ) = G(L2(Y ))⊕S(L2(Y )),
S(L2(Y )) = {g ∈ L2(Y ) : divg= 0},
and G(L2(Y )) is a Hilbert subspace orthogonal to S(L2(Y )).
The functions G(v) and S(v) are usually referred to as the potential and
the divergence-free projections, respectively, of the vector field v.
The following statement holds.
Lemma A.1 (see Lemmas 2.11 and 2.12 in [23]). G,S can be extended
continuously to all Hs2(Y ), s ∈ (−∞,∞): there is a constant C so that for
all v ∈Hs2(Y ),
‖G(v)‖s,2 ≤C‖v‖s,2, ‖S(v)‖s,2 ≤C‖v‖s,2.
Moreover, the space Hs2(Y ) can be decomposed into the direct sum
H
s
2(Y ) = G(Hs2(Y ))⊕S(Hs2(Y )),
and, if f ∈ G(Hs2(Y )), g ∈ S(H−s2 (Y )), then
〈f ,g〉
Hs2(Y ),H
−s
2 (Y )
= 〈f ,g〉s = 0.(A.1)
Also,
S(Hs2(Y )) = {v ∈Hs2(Y ) : divv= 0}.(A.2)
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