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Abstract
The Direct and the Inverse Scattering Problems for the heat operator with a po-
tential being a perturbation of an arbitrary N soliton potential are formulated. We
introduce Jost solutions and spectral data and present their properties. Then, giving
the time evolution of the spectral data, the initial value problem of the Kadomtsev-
Petviashvili II equation for a solution describing N solitons perturbed by a generic
smooth fast decaying potential is linearized.
1 Introduction
The Kadomtsev–Petviashvili equation in its version called KPII
(ut − 6uux1 + ux1x1x1)x1 = −3ux2x2 , (1.1)
where u = u(x, t), x = (x1, x2) and subscripts x1, x2 and t denote partial derivatives, is
a (2+1)-dimensional generalization of the celebrated Korteweg–de Vries (KdV) equation.
The KPII equations, originally derived as a model for small-amplitude, long-wavelength,
weakly two-dimensional waves in a weakly dispersive medium [1], have been known to be
integrable since the beginning of the 1970s [2, 3], and can be considered as a prototypical
(2+1)-dimensional integrable equation. Its integrability results from the existence of the
Lax pair
L(x, ∂x) = −∂x2 + ∂2x1 − u(x), (1.2)
A(x, ∂x) = 4∂3x1 − 6u∂x1 − 3ux1 − 3
x1∫
∞
dx′1 ux2(x
′
1, x2), (1.3)
so that (1.1) is equivalent to the compatibility condition
Lt = [L,A]. (1.4)
Operator (1.2) defines the well known equation of heat conduction, or heat equation for
short. The corresponding Inverse Scattering Theory (IST) was developed in [4–8] in the
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case of a real potential u(x) rapidly decaying at spatial infinity. This theory is based on the
integral equation
Φ(x,k) = e−ik x1−k
2 x2 +
∫
d2y G0(x− y,k)u(y)Φ(y,k), (1.5)
for the Jost solution. Here k ∈ C is the complex spectral parameter and G0(x,k) is the
Green’s function of the bare heat operator −∂x2 + ∂2x1 , given by
G0(x,k) = − sgnx2
2pi
e−ik x1−k
2 x2
∫
ds θ
(
s(s+ 2kℜ)x2)
)
e−is(x1−(s+2k)x2), (1.6)
where θ is the Heaviside function and integration is along the whole axis. However, class of
such potentials is not the most interesting one, since the KPII equation was just proposed
in [1] in order to deal with two dimensional weak transverse perturbation of the soliton
solution of the KdV. This solution, as well as multisoliton ones, is known to have non
decaying, ray asymptotic behavior at space infinity (see, e.g., [9]– [14]). In order to illustrate
this behavior, let us notice that equation (1.1) is invariant under the Galileo transformation,
i.e., if u(x1, x2, t) is a solution, then
u˜(x1, x2, t) = u(x1 + µx2 − 3µ2t, x2 − 6µt, t), (1.7)
obeys this equation as well for any real constant µ. Then the ray asymptotic behavior
follows because any solution u(x1, t) of the KdV equation solves KPII. This behavior, [9],
causes the main difficulty for construction of the spectral theory of the operator (1.2) with
a potential
u(x) = uN(x) + u
′(x), x = (x1, x2), (1.8)
where uN (x) is some N soliton potential and u
′(x) is a smooth and rapidly enough decaying
function of its variables, that can be considered a perturbation of the soliton potential.
Indeed, let us consider the case of the pure one soliton potential, u(x) = u1(x1). Then the
Jost solution has the form Φ(x,k) = eik x1+k
2 x2χ(x1,k), where χ(x1,k) is a function of
only one spatial variable. Inserting this function into (1.5) we see that the integral with
respect to y2, as follows from (1.6), is divergent. Therefore, already for the simplest case of
the potential of the type (1.8) the standard integral equation (1.5) for Jost solutions is ill
defined, as its kernel does not exist.
Our aim here is the construction of a spectral theory of the KPII equation that also
includes solitons, as already successfully done for the KPI equation [15]. Following the
framework of that article we develop a generalization of the standard IST: the scattering on
a nontrivial background. More precisely, we take, from the literature, the known generic ex-
pressions of the pure N soliton potential uN(x) and the corresponding Jost solution ΦN (x,k)
of the operator LN , i.e., L in (1.2) with u = uN . Such potentials and Jost solutions can be
constructed either by means of rational similarity transformations of the spectral data, or
by the τ -function approach, or by twisting transformations (see [9, 11, 16] and Sec. 2 here),
as all these procedures lead to the same result, as it was shown in [17]. Then we define
the Jost solution of the operator L with potential u (1.8) by means of the following integral
equation
Φ(x,k) = ΦN(x,k) +
∫
dy GN (x, y,k)u′(y)Φ(y,k), (1.9)
where GN (x, y,k) is the Green’s function of the operator LN , i.e., solution of the differential
equation (−∂x2 + ∂2x1 − uN (x)) GN (x, x′,k) = δ(x− x′), (1.10)
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and its dual, fixed by the condition that
GN (x, x
′,k) = eik(x1−x
′
1)+k
2(x2−x
′
2) GN (x, x′,k) (1.11)
is bounded with respect to the variables x, x′ ∈ R2 and k ∈ C and has finite limits at infinity
(“boundedness condition”). In contrast to (1.5) the integral equation (1.9) is well defined
thanks to this condition either under small norm assumptions on u′(x), or under assumption
of decaying of this perturbation faster than some exponent linear in x. In addition, it is
natural to expect that the proof of unique solvability of (1.9) could be performed in analogy
to the case of a decaying potential, see [6–8].
Here, we assume this unique solvability and study the properties of the total Green’s
function, Jost solutions and scattering data of the perturbed potential u(x), exploiting the
fact that their properties are inherited, via equations of the kind (1.9), from properties of
these objects in the pure N soliton case. This approach was already developed in [18] for
the perturbation of the one soliton potential (see also [19], where some class of potentials
non decaying in one space direction was considered), while the generic case of the N -soliton
potential was left open just because the Green’s function obeying boundedness condition
was unknown. This problem was solved in our article [21] (preliminary version was given
in [20]), where by means of the extended resolvent approach we derived the Green’s function
GN (x, y,k) and presented its properties in detail. In particular, we showed that this function
is discontinuous at some points on the k-plane, determined by the soliton parameters, and
we derived a set of auxiliary Green’s functions that enable the control of the discontinuities
of GN (x, y,k) and Jost solutions, see Sec. 3 below.
The article is organized as follows. In Secs. 2 and 3 we give necessary details for the
pure N soliton potential, Jost solutions and Green’s function. The Direct problem for
the perturbed potential (1.8) is given in Sec. 4. In Sec. 5 we investigate properties of
the corresponding Jost solution and scattering data and derive the Inverse problem. Time
evolution of the scattering data is given in Sec. 6. Concluding remarks and some future
developments are presented in Sec. 7.
2 Heat operator with multisoliton potential and its Jost
solutions
Soliton potentials (see [16] and [9–14,17, 22] for details) are labeled by two numbers (topo-
logical charges) Na and Nb, which obey condition
Na, Nb ≥ 1. (2.1)
Let
N = Na +Nb, so that N ≥ 2. (2.2)
We introduce the N real parameters
κ1 < κ2 < . . . < κN , (2.3)
and functions
Kn(x) = κnx1 + κ
2
nx2, n = 1, . . . ,N . (2.4)
Let
eK(x) = diag{eKn(x)}Nn=1 (2.5)
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be a diagonal N ×N matrix, let D be a N ×Nb real constant matrix, with at least two
nonzero maximal minors, and let D ′ be a constant Na × N matrix that, like the matrix
D, has at least two nonzero maximal minors and that is orthogonal to the matrix D in the
sense that
D ′D = 0, (2.6)
where the zero in the r.h.s. is a Na ×Nb matrix. Let us also introduce the two “incomplete
Vandermonde matrices” (Nb ×N and N ×Na, correspondingly)
V =

1 . . . 1
κ1 . . . κN
...
...
κNb−11 . . . κ
Nb−1
N
 , V ′ =
 1 . . . κ
Na−1
1
...
...
1 . . . κNa−1N
 . (2.7)
In analogy to (2.6) these matrices obey the orthogonality condition
V γ V ′ = 0, (2.8)
where γ is the N ×N constant, diagonal, real matrix
γ = diag{γn}Nn=1, γn =
N∏
n′=1
n′ 6=n
(κn − κn′)−1. (2.9)
Then, the soliton potential is given by any of two representations
uN (x) = −2∂2x1 log τN (x) ≡ −2∂2x1 log τ ′N (x), (2.10)
where the τ -functions are expressed as
τN (x) = det
(V eK(x)D), τ ′N (x) = det(D ′ e−K(x)γ V ′) . (2.11)
For the Jost and dual Jost solutions (solutions, respectively, of the heat operator (1.2) and
its dual) we have
ΦN (x,k) = e
−ik x1−k
2 x2
τΦN (x,k)
τN (x)
, ΨN(x,k) = e
ik x1+k
2 x2
τΨN (x,k)
τN (x)
, (2.12)
where τΦN (x,k) and τΨN (x,k) are given in terms of the τ -functions by means of the Miwa
shift:
τΦN (x,k) = det
(V eK(x)(κ+ ik)D), τΨN (x,k) = det(V eK(x)κ+ ik D
)
, (2.13)
and where we introduced one more N ×N diagonal matrix
κ+ ik = diag{κn + ik}Nn=1. (2.14)
Analogous relations are valid in terms of τ ′N . Thanks to these definitions we have the
following conjugation property of the Jost solutions:
ΦN (x,k) = ΦN (x,−k), ΨN(x,k) = ΨN (x,−k). (2.15)
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In order to study the properties of the potential and the Jost solutions, it is convenient
to use the representations for the τ -functions, which follow from Binet–Cauchy formula for
the determinant of a product of matrices, i.g. for the τ -function we have
τN (x) =
1
Nb!
N∑
{ni}=1
D({ni})V({ni})
Nb∏
l=1
eKnl(x), (2.16)
τΦN (x,k) =
1
Nb!
N∑
{ni}=1
D({ni})V({ni})
Nb∏
l=1
(κnl + ik)e
Kn
l
(x), (2.17)
τΨN (x,k) =
1
Nb!
N∑
{ni}=1
D({ni})V({ni})
Nb∏
l=1
eKnl(x)
κnl + ik
, (2.18)
where we use notation
V({ni}) =
∣∣∣∣∣∣∣∣∣
1 . . . 1
κn1 . . . κnN
b
...
...
κNb−1n1 . . . κ
Nb−1
nN
b
∣∣∣∣∣∣∣∣∣ , D({ni}) =
∣∣∣∣∣∣∣
Dn1,1 . . . Dn1,Nb
...
...
DnN
b
,1 . . . DnN
b
,Nb
∣∣∣∣∣∣∣ (2.19)
for the maximal minors of matrices V and D and where {ni} = {n1, . . . , nNb} stands for not
necessary ordered sets of Nb indexes from the interval 1, . . . ,N .
We recall that the maximal minors of a matrix satisfy the Plu¨cker relation, i.e., for any
subsets {mi} and {ni} of indexes running from 1 to N and arbitrary j ∈ {1, . . . , Nb}
D({mi})D({ni}) =
=
Nb∑
s=1
D(m1, . . . ,ms−1, nj ,ms+1, . . . ,mNb)D(n1, . . . , nj−1,ms, nj+1, . . . , nNb). (2.20)
The matrices D andD′ are not in one-to-one correspondence with the potential u(x). Indeed,
from (2.10) and (2.11), one gets that the potential is invariant under the substitutions
D → D v, D ′ → v′D ′, (2.21)
where v and v′ are respectively arbitrary real constant, nonsingular Nb ×Nb and Na ×Na
matrices. Thus under condition (2.3), the (Na, Nb)-soliton potential is parameterized by a
point on the Grassmanian GrNb,N if the first representation in (2.11) is used, or by a point
on its dual parametrization (i.e., the Grassmanian GrNa,N ) if the second representation in
(2.11) is used.
Regularity of the potential u(x) on the x-plane is equivalent to the absence of zeros of
τ(x). It is clear that it is enough to impose the condition that the matrix D is Totally Non
Negative (TNN), i.e., that
D(n1, . . . , nNb) ≥ 0, for all 1 ≤ n1 < . . . < nNb ≤ N . (2.22)
It is known that in the classification of the TNN matrices a special role is played by the
solid minors [23], i.e., minors of the kind D(n, . . . , n+Nb− 1) for all n = 1, . . . ,N where we
assume that the indexes are defined modN , so that thanks to (2.2), say, n+Nb = n−Na
for n > Na. In [10] we proved that if the coefficients
zn = V (n, . . . , n+Nb − 1)D(n, . . . , n+Nb − 1), (2.23)
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are strictly positive for all n = 1, . . . ,N (again with indexes defined modN ) the function
τ(x) has the following asymptotic behavior
x
rn−→∞ : τ(x) = (zn + zn+1eKNb+n(x)−Kn(x) + o(1)) exp(n+Nb−1∑
l=n
Kl(x)
)
, (2.24)
x
σn−→∞ : τ(x) = (zn + o(1)) exp(n+Nb−1∑
l=n
Kl(x)
)
. (2.25)
Here rn denotes the asymptotic rays on the x-plane
rn :
{
x1 + (κn + κn+Nb)x2 bounded
(κn+Nb − κn)x2 → −∞. , n = 1, . . . ,N , (2.26)
so that there are Na rays in the direction x2 → −∞ and Nb rays in the direction x2 → +∞.
As well, σn denotes the sector swept out by rotating anticlockwise the ray rn up to the ray
rn+1. These sectors are nonintersecting and cover the whole x-plane with the exception of
rays.
It is clear that the condition
zn > 0 (2.27)
is sufficient for having nonsingular asymptotics of the potential. In the case of a TNN matrix,
this condition is equivalent [24] to the condition that all maximal minors of the matrix D
are positive, i.e., D is a totally positive (TP) matrix.
A special role in the construction below is played by the values ΦN (x, iκn) of the ΦN (x,k)
at points iκn and the residuals of ΨN(x,k) at the same points. In terms of these discrete
values we define a N -row
ΦN,κ(x) = {ΦN,1(x), . . . ,ΦN,N (x)}, ΦN,n(x) = ΦN (x, iκn), (2.28)
and a N -column
ΨN,κ(x) = {ΨN,1(x), . . . ,ΨN,N (x)}T, ΨN,n(x) = −i res
k=iκn
Ψ(x,k), (2.29)
n = 1, . . . ,N . In [22] (in a bit different notation) we proved that
ΦN,κ(x)D = 0, (2.30)
D ′ΨN,κ(x) = 0, (2.31)
and that the Jost solutions obey the Hirota bilinear identity
N∑
n=1
ΦN,n(x)ΨN,n(x
′) = 0. (2.32)
Thanks to (2.15) we have that
ΦN,n(x) = ΦN,n(x), ΨN,n(x′) = ΨN,n(x
′), (2.33)
for all n.
In [9,10,17,22] detailed properties of the Jost solutions and their discrete values are given.
Here we mention only that the functions eik x1+k
2 x2ΦN (x,k) and e
−ik x1−k
2 x2ΨN (x,k)
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have bounded asymptotics on the x-planes, function eik x1+k
2 x2ΦN(x,k) is a polynomial
with respect to k of order Nb, and function e
−ik x1−k
2 x2ΨN(x,k) is a meromorphic function
of k with simple poles at all k = iκn and of order −Nb at infinity. More exactly, we have
the following normalization
lim
k→∞
(ik)−Nbeik x1+k
2 x2ΦN (x,k) = 1, lim
k→∞
(ik)Nbe−ik x1−k
2 x2ΨN (x,k) = 1, (2.34)
so that the potential can be reconstructed as
uN(x) = −2 lim
k→∞
(ik)−Nb+1∂x1
(
eik x1+k
2 x2ΦN (x,k)
) ≡
≡ 2 lim
k→∞
(ik)Nb+1∂x1
(
e−ik x1−k
2 x2ΨN (x,k)
)
. (2.35)
Analyticity properties of the Jost solutions with respect to k impose conditions on their
discrete values. Indeed, taking notations (2.4), (2.5), and (2.9) into account, we can write
that
eik x1+k
2 x2ΦN (x,k) = (−1)N −1
N∏
m=1
(κm + ik)
N∑
n=1
γne
−Kn(x)ΦN,n(x)
κn + ik
. (2.36)
On the other side we know that the l.h.s. is a polynomial of the order Nb, normalized
according to (2.34). Thus, since all higher powers in the above equality must cancel out, we
obtain that
ΦN,κ(x)γe
−K(x) V ′ = (0, . . . , 0, (−1)Nb︸ ︷︷ ︸
Na
)
. (2.37)
An analogous formula for ΨN,κ(x) can be derived directly, in a similar way, or by recalling
(see [22]) that
ΨN(x,k) =
[ΦN (−x,k)]
N∏
n=1
(κn + ik)
, (2.38)
where square brackets in the r.h.s. means that one has to perform in ΦN (−x,k) the substi-
tutions D → γD′T, Na ↔ Nb, while the κn’s remain unchanged. Precisely, we have from
(2.38) that Ψn(x) = (−1)Nγn[ΦN,n(−x)], and, then, thanks to (2.37) we get
V eK(x)ΨN,κ(x) =
(
0, . . . , (−1)Nb︸ ︷︷ ︸
Nb
)T
. (2.39)
Equalities (2.30) and (2.37) define the discrete values ΦN,n(x) and then the Jost solution
ΦN (x,k) itself by (2.36). The same is valid, of course, for the dual Jost solution ΨN (x,k),
where the defining equations are (2.31) and (2.39). The potential uN (x) can be reconstructed
by (2.35).
In order to simplify relations below, we introduce operatorial notation of the kind
−→LNΦN (k) = 0, ΨN (k)←−LN = 0, (2.40)
for the heat equation and its dual and
−→LN GN (k) = GN (k)←−LN = I, (2.41)
for the equation (1.10) and its dual. Thus
−→LN denotes the operator LN applied to the
x variable of the kernel GN (x, x′,k) and ←−LN denotes the operator dual to LN (i.e., LdN )
applied to the x′ variable of the same kernel.
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3 Green’s functions of the pure soliton potential
3.1 Green’s function gN(x, x
′)
In [21] by means of the extended resolvent approach we derived the Green’s function of the
heat operator with generic N -soliton potential obeying condition (2.27) (for a preliminary
version see [20]). In terms of the Jost solutions it can be written in the form
GN (x, x′,k) = − sgn(x2 − x
′
2)
2pi
∫
ds θ
(
(s2 − k2ℜ)(x2 − x′2)
)
ΦN (x, s+ ikℑ)ΨN (x
′, s+ ikℑ)−
− θ(x′2 − x2)
N∑
n=1
θ(kℑ−κn)ΦN,n(x)ΨN,n(x′). (3.1)
We proved there that function GN (x, x
′
k
′) defined in (1.11) is bounded with respect to the
variables x, x′ ∈ R2 and k ∈ C and has finite limits at infinity. We also derived the auxiliary
Green’s function
gN (x, x
′) = −θ(x2 − x
′
2)
2pi
{∫
dα e−iα(x1−x
′
1)−α
2(x2−x
′
2)+
+ i
N∑
n=1
ΦN,n(x)ΨN,n(x
′)
∫
dα
α
e−iα(x1−x
′
1+2κn(x2−x
′
2))−α
2(x2−x
′
2)
}
, (3.2)
where integrals are understood in the sense of the principal value (in [21] this function was
denoted as G+). Function GN (x, x′,k) is continuous with respect to the variable k ∈ C with
exception of the points k = iκ1, . . . , iκN . Discontinuities at this points can be described
by means of the auxiliary Green’s function (see below). This function can be calculated
explicitly as
gN (x, x
′) = − θ(x2 − x
′
2)
2
√
pi(x2 − x′2)
exp
(
− (x1 − x
′
1)
2
4(x2 − x′2)
)
−
− θ(x2 − x
′
2)
2
N∑
n=1
ΦN,n(x)ΨN,n(x
′)
[
erf
(
x1 − x′1 + 2κn(x2 − x′2)√
x2 − x′2
)
− 1
]
, (3.3)
where the error function is defined by
erf(x) =
2√
pi
x∫
0
dy e−y
2
, (3.4)
so that
lim
x→∞
erf(x) = 1, lim
x→∞
[erf(x) − 1]xex2 = −1√
pi
. (3.5)
Taking into account (2.32), we subtracted 1 in the square brackets of the r.h.s. for making
explicit the good behavior at large x of the last term in the r.h.s. thanks to the first limit
in (3.5). To specify this behavior we consider
ekℑ(x
′
1−x1)+k
2
ℑ
(x′2−x2)gN(x, x
′) =
= − θ(x2 − x
′
2)
2
√
pi(x2 − x′2)
exp
(
− (x1 − x
′
1 + 2kℑ(x2 − x′2))2
4(x2 − x′2)
)
−
8
− θ(x2 − x
′
2)
2
N∑
n=1
eKn(x)ΦN,n(x)e
−Kn(x
′)ΨN,n(x
′)e(κn−kℑ)(x1−x
′
1+2κn(x2−x
′
2))×
× e−(κn−kℑ)2(x2−x′2)
[
erf
(
x1 − x′1 + 2κn(x2 − x′2)√
x2 − x′2
)
− 1
]
. (3.6)
When x → ∞ the first term in the r.h.s. is decaying in all x directions and for any kℑ
at least as (x2 − x′2)−1/2. Let us consider the second term taking into account that all
eKn(x)ΦN,n(x) and e
−Kn(x
′)ΨN,n(x
′) are bounded for all x and have finite limits at infinity.
The first exponent under summation sign can grow linearly with respect to the combination
x1 − x′1 + 2κn(x2 − x′2). But for generic situation this is depressed by the behavior of the
second exponent and erf in the second equality of (3.5). Only the special case, in which the
asymptotic behavior of x is such that for some n the argument of erf is bounded, is left.
But then the first exponential factor is depressed by the second one if kℑ 6= κn. If kℑ = κn,
then both these exponents are absent and again we have boundedness of the r.h.s. in (3.6).
This proves that for any kℑ ∈ R the product
e−kℑ(x1−x
′
1)−k
2
ℑ
(x2−x
′
2)gN(x, x
′), (3.7)
is bounded. Let us mention also that the Green’s function gN is real,
gN (x, x
′) = gN (x, x
′), (3.8)
as follows from (2.15), (2.33), and (3.4).
3.2 Green’s function GN(x, x′,k)
By definition function GN (x, x′,k) obeys
GN (x, x′,k) = GN (x, x′,−k) = GN (x, x′,k), (3.9)
thanks to (2.15), (2.33), and in terms of distributions we have by (3.1)
∂ GN (k)
∂k
=
sgnkℜ
2pi
ΦN (−k)⊗ΨN(−k), (3.10)
where for shortness we omit space variables and use the notation of the direct product in
the standard way:
(
ΦN (−k)⊗ ΨN(−k)
)
(x, x′) ≡ ΦN (x,−k)ΨN (x′,−k). In [21] we proved
that the Green’s function (3.1) can be written in the form
GN (x, x′,k) = gN (x, x′)+
+
1
2pi
∫ |kℜ|
−|kℜ|
dα
[
ΦN (x, α+ ikℑ)ΨN (x
′, α+ ikℑ)−
N∑
m=1
ΦN,m(x)ΨN,m(x
′)
kℑ−κm − iα
]
+
+
N∑
m=1
a(k−iκm)ΦN,m(x)ΨN,m(x′), (3.11)
where we introduced the function
a(k) =
1
pi
arccot
kℑ
|kℜ | . (3.12)
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Function a(k) satisfies the following relations
a(k) = a(k) = a(−k), 0 ≤ a(k) ≤ 1, (3.13)
a(ieiα|k |) = |α|
pi
, −pi < α < pi, (3.14)
Since the integrand in (3.11) has no singularities, we see that, indeed, the Green’s function
GN (x, x′,k) is discontinuous at all points k = iκn and has finite limits at these points
depending on the limiting procedure (see (3.14)). In order to control these discontinuities it
is convenient to introduce an auxiliary Green’s function that in the case of the heat equation
(see [21]) coincides with the value of GN (x, x′,k) at kℑ = 0. Since the term in the second
line of (3.11) tends to zero when kℜ → 0 we have by (3.11):
GN (x, x′, ikℑ) = gN (x, x′) +
N∑
m=1
ΦN,m(x)ΨN,m(x
′)θ(κm − kℑ), (3.15)
which is defined for any value of kℑ 6= κn, n = 1, . . . ,N . It is discontinuous at all points
kℑ = κ1, . . . , κN and piecewise constant function of kℑ otherwise. In the case where kℑ <
κ1, or kℑ > κN we have thanks to (2.32) that GN (x, x′, ikℑ) = gN(x, x′) and
lim
kℑ→κn−0
GN (ikℑ) = lim
kℑ→κn+0
GN (ikℑ) + ΦN,n ⊗ΨN,n. (3.16)
Because of (2.33) and (3.8) this function is real
GN (ikℑ) = GN (ikℑ), (3.17)
and taking its discontinuity into account we denote
GN,n = lim
kℑ→κn+0
lim
kℜ→0
GN (k), n = 1, . . . ,N . (3.18)
Then by (3.15) we have that
GN,n = gN +
N∑
m=n+1
ΦN,m(x)ΨN,m(x
′) ≡ gN −
n∑
m=1
ΦN,m(x)ΨN,m(x
′), (3.19)
where indexes are defined mod N , as it was mentioned after (2.22), and where the second
equality follows by (2.32). Thus
GN,n−1 = GN,n+ΦN,n ⊗ΨN,n, (3.20)
and then for any k in a neighborhood of a point iκn and any n = 1, . . . ,N we have:
GN (k) = GN,n+a(k−iκn)ΦN,n ⊗ΨN,n + o(1), k ∼= iκn. (3.21)
4 Perturbation of N-soliton potential
4.1 Main definitions
Let us now consider the heat operator (1.2) with an N -soliton potential perturbed by adding
to it a real function u′(x), smooth and rapidly decaying at space infinity, see (1.8), i.e.,
L(x, ∂x) = LN (x, ∂x)− u′(x). (4.1)
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Below we use the operatorial notation L = LN −U ′, where U ′ denotes the multiplication
operator with kernel
U ′(x, x′) = u′(x)δ(x − x′). (4.2)
Thus, we write the integral equation (1.9) for the Jost solution of the heat operator L in
(4.1), and for its dual, as follows
Φ(k) = ΦN (k) + GN (k)U ′Φ(k), Ψ(k) = ΨN (k) + Ψ(k)U ′ GN (k). (4.3)
In fact we introduce and study here a more general object: the total Green’s function
G(x, x′,k) defined for any value of the complex spectral parameter k by means of one of the
following integral equations:
G(k) = GN (k) + GN (k)U ′ G(k), G(k) = GN (k) + G(k)U ′ GN (k). (4.4)
As it was mentioned in the Introduction, we assume here that these equations are
uniquely solvable and give the same solution at least for smooth u′(x) obeying some small
norm conditions, or decaying fast enough at space infinity, e.g., faster than some decaying
exponent linear in x. We also assume that this function inherits properties of the pure
solitonic Green’s function GN (k) by means of (4.4). In particular, G(x, x′,k) obeys the
differential equations −→L G(k) = G(k)←−L = I (4.5)
and, thanks to (2.41), boundedness property (1.11). This function is continuous, continu-
ously differentiable with respect to the complex spectral parameter k, for all values of this
parameter different from iκ1, . . . , iκN . Because of (3.9) and reality of the potential u
′ we
have the conjugation property
G(x, x′,k) = G(x, x′,−k) = G(x, x′,k). (4.6)
In terms of the Green’s function we define the Jost and dual Jost solutions as
Φ(k) = G(k)←−LNΦN (k), Ψ(k) = ΨN(k)
−→LN G(k), (4.7)
where, say, the first equation is a short form for
Φ(x,k) =
∫
dx′{LdN (x′, ∂x′)G(x, x′,k)}ΦN (x′,k).
Then, thanks to (4.1), (2.40), and (2.41), the differential equations
−→LΦ(k) = 0, Ψ(k)←−L = 0, (4.8)
hold and, therefore, we indeed can consider Φ(x,k) and Ψ(x,k) as the generalization of the
Jost solutions to the case where the perturbation u′(x) is different from zero. Because of
(4.1) we can write (4.7) also in the form
Φ(x,k) = ΦN (x,k) +
∫
dx′ G(x, x′,k)u′(x′)ΦN (x′,k), (4.9)
Ψ(x,k) = ΨN (x,k) +
∫
dx′ G(x′, x,k)u′(x′)ΨN (x′,k), (4.10)
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Thanks to the above assumptions both these solutions are continuous, continuously differen-
tiable function of k ∈ C for all values of this parameter different from iκ1, . . . , iκN . Because
of the asymptotic conditions (1.11) and (2.34) we have that
lim
k→∞
(ik)−Nbeik x1+k
2 x2Φ(x,k) = 1, lim
k→∞
(ik)Nbe−ik x1−k
2 x2Ψ(x,k) = 1, (4.11)
and thanks to the reality of the perturbation u′(x) and (4.6) we have the conjugation prop-
erties
Φ(x,k) = Φ(x,−k), Ψ(x,k) = Ψ(x,−k). (4.12)
4.2 Behavior of the Green’s function at points of discontinuity
The Green’s function GN (x, x′,k) has a well defined limit at kℜ = 0. Correspondingly,
the limit G(ikℑ) at kℜ = 0 of the total Green’s function obeys the integral equations
G(ikℑ) = GN (ikℑ) + GN (ikℑ)U ′ G(ikℑ) and G(ikℑ) = GN (ikℑ) + G(ikℑ)U ′ GN (ikℑ),
obeys the differential equations
−→L G(ikℑ) = G(ikℑ)←−L = I, and is a real, piecewise constant
function of kℑ. Like GN (ikℑ) it has finite limits from the right and from the left at points
kℑ = κn. In analogy to (3.18) we denote
Gn = lim
kℑ→κn+0
G(ikℑ), n = 1, . . . ,N , (4.13)
that by (4.3) obeys the integral equations
Gn = GN,n+GN,nU ′ Gn, Gn = GN,n+Gn U ′ GN,n . (4.14)
These values of the Green’s function can be related by means of the “dressed” version of
equation (3.20). Say, by the first equation above we get
Gn−1−Gn = [GN,n−1−GN,n](I + U ′ Gn) + GN,n−1U ′[Gn−1−Gn].
Thanks to (4.1) and (4.14) we can insert here I + U ′ Gn = −→LN Gn. Then using (3.20) for
the difference GN,n−1−GN,n we derive
Gn−1−Gn = ΦN,n ⊗ΨN,n
−→LN Gn+GN,n−1U ′[Gn−1−Gn].
We see that the difference Gn−1−Gn obeys an integral equation with the same kernel as in
(4.14) (for n → n − 1) but with a different inhomogeneous term. Thanks to the equality
GN,n−1←−LN = I this term can be obtained from GN,n−1 by applying operation
←−LNΦN,n⊗Ψn
to (4.14) from the right. Thus under condition of unique solvability of this equation we arrive
to
Gn−1−Gn = Gn−1
←−LNΦN,n ⊗ Ψn, (4.15)
where we introduced the auxiliary solutions of the heat operator and its dual (cf. (3.18)):
Φn = Gn
←−LNΦN,n, (4.16)
Ψn = ΨN,n
−→LN Gn, (4.17)
n ∈ [1,N ], which are real and satisfy −→LΦn = 0 = Ψn←−L . They can be considered as the
discrete values of the Jost solutions, if we notice that thanks to (4.7) and (4.13) we have the
following generalizations of (2.28) and (2.29):
Φn(x) = lim
kℑ→κn+0
Φ(x, ikℑ), (4.18)
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Ψn(x) = lim
kℑ→κn+0
(kℑ−κn)Ψ(x, ikℑ). (4.19)
The first factor in the r.h.s. of (4.15) is not of the kind (4.16), so we apply operation←−LNΦN,n to (4.15) from the right, that gives(Gn−1←−LNΦN,n)(x) = Φn(x)1− cn , (4.20)
where we introduced the constants
cn =
(
Ψn
←−LNΦN,n
)
, n = 1, . . . ,N . (4.21)
Thanks to (4.1), (4.8), and (4.17) it can be written in the following different forms
cn =
(
ΨN,n
−→LN Gn
←−LNΦN,n
) ≡ (ΨN,n−→LNΦn) ≡ (ΨN,nU ′Φn) ≡ (ΨnU ′ΦN,n), (4.22)
where, say, the last equality is a short form for
cn =
∫
dxu′(x)Ψn(x)ΦN,n(x). (4.23)
Because of the boundedness property (4.11) and thanks to (2.4) and (4.18) we see that in
analogy with the unperturbed N -soliton case products
e−Kn(x)Φn(x) and e
Kn(x)Ψn(x) are bounded for all x (4.24)
and have finite limits at x-infinity. Thus, the integral in (4.23) exists under some small
norm condition on u′(x), as discussed above. Then since both sides of (4.20) exist and
Φn(x) cannot be identical zero, we get that cn 6= 1, and thus
cn < 1, (4.25)
because in the limit of the zero perturbation, u′(x)→ 0, all these constants tend to zero. It
is also clear that all these constants are real.
Finally, by (4.15) and (4.20) we get the following generalization of (3.20) for the perturbed
case:
Gn−1 = Gn+Φn ⊗Ψn
1− cn , (4.26)
so that, summing over n (under mod N -condition), we get
N∑
n=1
Φn ⊗Ψn
1− cn = 0, (4.27)
i.e., a generalization of (2.32).
On the other side, summation of (4.26) for some interval of indexes in [1,N ] gives the
equality
Gm = Gn+
n+N∑
l=m+1
Φl ⊗Ψl
1− cl , (4.28)
that under mod N -condition is valid for any m,n ∈ [1,N ].
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In analogy to the above we can consider the difference G(k) − Gn. Thanks to the first
equalities in (4.4) and (4.14) we have
G(k)− Gn = [GN (k)− GN,n]
−→LN G(k) + GN,nU ′[G(k)− Gn],
so that for k in a vicinity of some iκn, n = 1, . . . ,N , under the same assumptions as above,
we derive from (3.21)
G(k)− Gn = a(k−iκn)ΦN,n ⊗ΨN,n
−→LN G(k) + GN,nU ′[G(k)− Gn] + o(1).
Thus again, as in derivation of (4.15), we have by (4.14) that
G(k)− Gn = a(k−iκn)Φn ⊗ΨN,n
−→LN G(k) + o(1), (4.29)
where notation (4.16) was used. In order to find the expression for ΨN,n
−→LN G(k) we apply
operation ΨN,n
−→LN to the above equality from the left, that gives
ΨN,n
−→LN G(k) = Ψn
1− a(k−iκn)cn + o(1),
recalling (4.17) and the second equality in (4.22). Notice, that thanks to (3.13) and (4.25)
the denominator here is different from zero, so we get by (4.29)
G(k) = Gn+a(k−iκn)
Φn ⊗Ψn
1− cna(k−iκn) + o(1) (4.30)
for k ∼ iκn for any n ∈ [1,N ].
4.3 Behavior of Φ(k) and Ψ(k) for k ∼ iκn
Thanks to (4.30) and definitions (4.7) we can now derive the behavior of the Jost solutions
in vicinities of the points of discontinuity. Thus, applying
←−LNΦN (k) from the right to (4.30)
we get, for k ∼ iκn
Φ(x,k) =
Φn(x)
1− cna(k−iκn)
+ o(1), k ∼ iκn, n = 1, . . . ,N , (4.31)
recalling that ΦN(k) is continuous at k = iκn, and using equalities (4.18) and (4.21).
Situation with Ψ(x,k) is a bit more complicated due to the pole behavior of ΨN (k) at these
points. Thus, applying ΨN (k)
−→LN from the left to (4.30) we get, recalling (4.19) and (4.22)
Ψ(k) =
iΨn
(k−iκn)(1− cna(k−iκn))
+O(1), k ∼ iκn. n = 1, . . . ,N . (4.32)
We see that reductions of the relation (4.30) for the Green’s functions describe the
asymptotic behavior of the Jost solutions in vicinities of their discontinuities. Notice that
this behavior is in agreement with (4.18) and (4.19) thanks to properties of the function
a(k) in (3.12)–(3.14). Additional relations on the discrete values of the Jost solutions follow
by means of the reduction of (4.28). Say, applying
←−LNΦN,n to this equality from the right
we get by (4.16)
Gm
←−LNΦN,n = Φn +
n+N∑
l=m+1
Φlcln
1− cl , (4.33)
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where we have introduced the constants
cmn =
(
Ψm
←−LNΦN,n
)
, m, n = 1, . . . ,N . (4.34)
Definition (4.34) thanks to (4.1), (4.8), and (4.17) can be written in the different forms
cmn =
(
ΨN,m
−→LN Gm
←−LNΦN,n
) ≡ (ΨmU ′ΦN,n), (4.35)
where, say, the last equality is a short form for
cmn =
∫
dxu′(x)Ψm(x)ΦN,n(x). (4.36)
We see that the diagonal terms coincide with (4.21):
cnn = cn. (4.37)
In contrast to the diagonal case, the off-diagonal constants looks to need more strict condi-
tions on the perturbation u′(x). Indeed, as follows from (4.24) the product Ψm(x)ΦN,n(x)
in (4.36) can grow exponentially, so u′(x) must decay at space infinity faster than some
exponent linear in x, in order that integrals in this equality converge.
Eq. (4.33) enables to establish relations between different discrete values, generalizing
(2.30). Thus, summing it up with the matrix Dnj we cancel the term in the l.h.s. thanks to
(2.30), getting
N∑
n=1
ΦnDnj +
N∑
n=1
n+N∑
l=m+1
ΦlclnDnj
1− cl
= 0. (4.38)
The m-dependence of the second term is irrelevant: subtracting from (4.38) the same equa-
tion with m→ m− 1 we get, due to (2.30), only a trivial consequence of (4.34)
N∑
n=1
cmnDnj = 0. (4.39)
Let now m = N in (4.38). This gives a generalization of the first equality in (2.30) for the
perturbed case:
(Φ1(x), . . . ,ΦN (x))D˜ = 0, (4.40)
where
D˜nj = Dnj +
1
1− cn
N∑
l=n
cnlDlj ≡ Dnj −
1
1− cn
n−1∑
l=1
cnlDlj ≡
≡ 1
1− cn
(
Dnj +
N∑
l=n+1
cnlDlj
)
. (4.41)
the second and third equalities following from (4.39) and (4.37), correspondingly. Since for
the zero perturbation, u′(x) ≡ 0, the matrix D˜ reduces to the matrix D, that we choose to
be TP, it is natural to assume that also the matrix D˜ is TP.
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5 Inverse problem
5.1 ∂-derivatives of the Green’s function and Jost solution
In order to find the departure from analyticity of the Green’s function we notice first that
by (3.12) in the sense of distributions
∂a(k)
∂k
=
sgnkℜ
2piik
. (5.1)
Therefore, for the ∂-bar derivative of the Green’s function G(k) in a neighborhood of a point
k ∼ iκn we have thanks to (4.30),
∂ G(k)
∂k
=
sgnkℜ
2pii(k+ iκn)
Φn ⊗Ψn
[1− cna(k−iκn)]2 +O(1), (5.2)
that is also valid in the sense of distributions, where the expression in the r.h.s. is locally
integrable. Then the derivative of (4.4) sounds as
∂ G(k)
∂k
=
sgnkℜ
2pi
ΦN (−k)⊗ΨN (−k)−→LN G(k) + GN (k)U ′
∂ G(k)
∂k
,
where we used (3.10), (4.1), and (4.5). Thanks to (4.6) and the second equality in (4.7) this
can be written as
∂ G(k)
∂k
=
sgnkℜ
2pi
ΦN (−k)⊗Ψ(−k) + GN (k)U ′
∂ G(k)
∂k
. (5.3)
In the r.h.s. of this equality we have a product of two distributions. Nevertheless, it is valid
as thanks to (5.2), (2.28), (4.32), and (3.13) for the coefficients of the singular terms in both
sides we have
Φn ⊗Ψn = [1− cna(k−iκn)]ΦN,n ⊗Ψn +
[GN,n+a(k−iκn)ΦN,n ⊗ΨN,n]U ′Φn ⊗Ψn,
that is an identity, because for the first term in the second brackets we can use GN,nU ′Φn =
Φn − ΦN,n, that in its turn follows from (4.14) and (4.16), and in the second term we use
the second equality in (4.22). Thus under the standard assumption of unique solvability of
the integral equation (4.4) and applying
←−LNΦN (−k) to it from the right we derive
∂ G(k)
∂k
=
sgnkℜ
2pi
G(k)←−LNΦN (−k)⊗Ψ(−k),
that thanks to (4.6) and (4.7) gives finally
∂ G(k)
∂k
=
sgnkℜ
2pi
Φ(−k)⊗Ψ(−k), (5.4)
that due to the above consideration is valid in terms of distributions.
From (4.7) and (5.4), recalling that ΦN (k) is analytic, we get
∂Φ(x,k)
∂k
= Φ(x,−k)r(k), (5.5)
with
r(k) =
sgnkℜ
2pi
(
Ψ(−k)←−LNΦN (k)
)
, (5.6)
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which, by using (4.7) and (4.6), can be rewritten as
r(k) =
sgnkℜ
2pi
(
ΨN (−k)
−→LN G(k)
←−LNΦN (k)
)
. (5.7)
From (5.6), thanks to the behaviors of Ψ(k) derived in (4.32), and thanks to (4.34), (3.13),
we obtain that r(k) is a singular function for all k = iκn, n = 1, . . . ,N and has the following
singular structure:
r(k) =
cn sgnkℜ
2pii(k+ iκn)(1 − cna(k−iκn))
+O(1), k ∼ iκn, n = 1, . . . ,N . (5.8)
Therefore, thanks to the behavior of Φ(k), see (4.31), we derive from (5.5), , that
∂Φ(k)
∂k
=
Φncn sgnkℜ
2pii(k+ iκn)[1− cna(k−iκn)]2
+O(1), k ∼ iκn, (5.9)
i.e., this derivative has integrable singularities in all points k = iκn.
5.2 Integral equation of the Inverse problem
Thanks to (5.9) Φ(x,k) is smooth enough and its ∂-derivative does not need any regular-
ization. But in order to derive the integral equation of the Inverse problem it is necessary
to take the nonstandard normalization (4.11) into account. Thanks to (5.5) we have that
Φ(x,k)eik x1+k
2 x2 = X(x,k)− 1
pi
∫
d2 k′
k
′−ke
ik′ x1+k
′2x2r(k′)Φ(x,−k′), (5.10)
where X(x,k) is an entire function of k. The integral term decays when k → ∞, so by
(4.11) X(x,k) is a polynomial of order Nb with coefficient i
Nb of the highest power. The
new potential u˜(x) is defined then in analogy to (2.35) by
u˜(x) = −2 lim
k→∞
(ik)−Nb+1∂x1
(
eik x1+k
2 x2Φ(x,k)
)
. (5.11)
So, as follows from (5.10),
u˜(x) = −2 lim
k→∞
(ik)−Nb+1Xx1(x,k). (5.12)
Thus in order to get a closed system of equations of the Inverse problem we need to determine
X(x,k) in terms of the Jost solutions itself. In particular, valuesX(x, iκn) must be expressed
in terms of the values Φn(x) of the Jost solution by means of the asymptotic relations (4.31).
Such expression will allow to use condition (4.40). Because of the asymptotic behavior in
(5.9) the limit k ∼ iκn of the integral term in (5.10) needs a special consideration. For this
aim we use the following [18] definition of the principal value distribution:
p.v.
∫
d2 k′ f(k′) sgnk′ℜ
|k′ |2[1− ca(k′)]2 = limǫ→0
∫
|k′ |>ǫ
d2 k′ f(k′) sgnk′ℜ
|k′ |2[1− ca(k′)]2 , (5.13)
where f(k) is an arbitrary test-function.
Statement. Let k,k′ ∈ C, a(k) be defined in (3.12) and c an arbitrary real constant. Then
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1. the distribution (5.13) can be given equivalently by any of the next two equalities
p.v.
∫
d2 k′ f(k′) sgnk′ℜ
|k′ |2[1− ca(k′)]2 =
1
2
∫
d2 k′ sgnk′ℜ
f(k′)− f(−k′)
|k′ |2[1− ca(k′)]2 ≡ (5.14)
≡
∫
d2 k′ [f(k′)− θ(1 − |k′ |)f(0)] sgnk′ℜ
|k′ |2[1− ca(k′)]2 , (5.15)
2. in terms of distributions the following asymptotic is valid:
sgnk′ℜ
k
′(k′−k)[1− ca(k′)]2
= p.v.
sgnk′ℜ
|k′ |2[1− ca(k′)]2−
− 2pi
2i
c
( 1
1− ca(k) +
log(1− c)
c
)
δ(k′) + o(1), k ∼ 0. (5.16)
Proof. Equality (5.14) results from (3.13) thanks to sgnk′ℜ and does not need any regular-
ization. This equality proves that definition (5.13) is meaningful. Now (5.15) follows from
(5.14) again thanks to (3.13) and sgn-function. In order to prove (5.16) we write∫
d2 k′ f(k′) sgnk′ℜ
k
′(k′−k)[1− ca(k′)]2
=
∫
d2 k′ [f(k′)− θ(1 − |k′ |)f(0)] sgnk′ℜ
k
′(k′−k)[1− ca(k′)]2
+
+ f(0)
∫
|k′ |<1
d2 k′ sgnk′ℜ
k
′(k′−k)[1− ca(k′)]2
,
where the first integral now admits limit k → 0. In the second term like in derivation of
(5.2) we assume that c is different from zero and use that thanks to (5.1)
sgnk′ℜ
k
′[1− ca(k)]2
=
2pii
c
∂k′
1
1− ca(k′) .
Then∫
d2 k′ f(k′) sgnk′ℜ
k
′(k′−k)[1 − ca(k′)]2
=
∫
d2 k′ [f(k′)− θ(1− |k′ |)f(0)] sgnk′ℜ
|k′ |2[1− ca(k′)]2 +
+ f(0)
2pii
c
∫
|k′ |<1
d2 k′
1
k
′−k
∂
∂k′
1
1− ca(k′) + o(1), k ∼ 0.
Thanks to (5.15) the first term is the principal value distribution (5.13). For the second
term thanks to the Cauchy–Green formula for |k | < 1 we have∫
|k′ |<1
d2 k′
1
k
′−k
∂
∂k′
1
1− ca(k′) =
1
2i
∮
|k′ |=1
dk′
1
(k′−k)[1− ca(k′)] −
pi
1− ca(k) .
Now we can perform the limit in the contour integral, getting
lim
k→0
∮
|k′ |=1
dk′
1
(k′−k)[1 − ca(k′)] =
∮
|k′ |=1
dk′
k
′[1− ca(k′)] = 2i
π∫
0
dα
1− cα/pi =
18
=
−2pii
c
log(1− c),
where (3.14) was used. Summarizing, we have that∫
d2 k′ f(k′) sgnk′ℜ
k
′(k′−k)[1− ca(k′)]2
= p.v.
∫
d2 k′ f(k′) sgnk′ℜ
|k′ |2[1− ca(k′)]2−
− f(0)2pi
2i
c
[
1
1− ca(k) +
log(1− c)
c
]
+ o(1), k ∼ 0.
that proves (5.16). The case c = 0 follows then by the limiting procedure. 
Now we can get values of X(x,k) at points k = iκn, n ∈ [1,N ], in terms of the discrete
values (4.16) of the Jost solution. Thanks to (5.9) the singular behavior of the integrand in
(5.10) at k ∼ iκn is exactly like in (5.16), once shifted k and k′ for −iκn. We define
p.v.
∫
d2 k′
k
′−iκn
eik
′ x1+k
′2x2r(k′)Φ(x,−k′) =
= lim
ǫ→0
∫
|k′ −iκn|>ǫ
d2 k′
k
′−iκn
eik
′ x1+k
′2x2r(k′)Φ(x,−k′). (5.17)
so that by (5.10) and (5.16)
Φ(x,k)eik x1+k
2 x2 = X(x, iκn)−
− 1
pi
p.v.
∫
d2 k′
k
′−iκn
eik
′ x1+k
′2x2r(k′)Φ(x,−k′)+
+ Φn(x)e
−Kn(x)
[
1
1− cna(k−iκn)
+
log(1− cn)
cn
]
+ o(1), k ∼ iκn,
(5.18)
where notation (2.4) was used. Now by (4.31) we get that the undetermined terms on both
sides cancel out and we arrive to
X(x, iκn) = ϕn(x)e
−Kn(x)+
+
1
pi
p.v.
∫
d2 k′
k
′−iκn
eik
′ x1+k
′2x2r(k′)Φ(x,−k′), (5.19)
where we introduced
ϕn(x) =
log(1− cn)
−cn
Φn(x), , n = 1, . . . ,N . (5.20)
Notice that the ratio
log(1− cn)
−cn is positive thanks to (4.25). Let in analogy to (2.28)
ϕ(x) = {ϕ1(x), . . . , ϕN (x)}, (5.21)
denotes a N -row of rescaled solutions of the heat equation. Then (4.40) is written as
ϕ(x)
˜˜D = 0, (5.22)
where (see (4.41))
˜˜Dnj = −cn
(1− cn) log(1− cn)
(
Dnj +
N∑
l=n+1
cnlDlj
)
, n = 1, . . . ,N , j = 1, . . . , Nb, (5.23)
that gives Nb equations on N = Na +Nb unknowns ϕn(x).
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5.3 Closure of the Inverse problem
Assuming that the values of the polynomial X(x,k) at points k = iκn are known, it can be
written as
X(x,k) =
N∑
n=1
X(x, iκn)
N∏
m=1
m 6=n
κm + ik
κm − κn , (5.24)
that, apparently, is a polynomial of power N −1, in contradiction with the properties of this
polynomial mentioned after (5.10). In fact, in order the get an expression for X(x,k), which
explicitly displays the required properties, we need to take into account that the values
X(x, iκn) are not independent. In order to formulate these conditions, we denote by
sl = sl(κ1, . . . , κN ) =
∑
1≤n
1
<...<n
l
≤N
κn1 . . . κnl , s0 = 1,
the symmetric polynomials of their arguments and by s
(n)
l = sl(κ1, . . . , κ̂n, . . . κN ), s
(n)
0 = 1
the symmetric polynomials with omitted variable κn. Then s
(n)
l =
∑l
j=0(−κn)jsl−j and
N∏
m=1
m 6=n
(κm + ik) =
N −1∑
l=0
(ik)N −1−ls
(n)
l =
N −1∑
l=0
(ik)N −1−l
l∑
j
(−κn)jsl−j , (5.25)
Thus, (5.24) thanks to (2.9) takes the form
X(x,k) = (−1)N −1
N −1∑
l=0
(ik)N −1−l
l∑
j=0
sl−j
N∑
n=1
X(x, iκn)(−κn)jγn. (5.26)
In order to cancel extra powers all terms with l = 0, . . . , Na−2 must be zero, where by (2.2)
Na = N −Nb. Choosing first l = 0 we get that the term with j = 0 in the sum over j equals
zero. Then both sums by l and j goes from 1. Now, in order to cancel the term with l = 1
we have to put that term of the j-sum with j = 1 equal to zero. Repeating this procedure
up to l = Na − 2 we derive that all terms up to j = Na − 2 equal zero. Coefficient of the
term with l = Na − 1 must be equal to iNb in order to obey the normalization condition for
polynomial X(x,k) (see remark after (5.10)). All together this gives that the values of this
polynomial must obey Na relations
N∑
n=1
X(x, iκn)κ
l
nγn = (−1)Nbδl,Na−1, l = 0, . . . , Na − 1, (5.27)
and representation (5.26) takes the form
X(x,k) =
Nb∑
l=0
(ik)Nb−lsl+
+ (−1)N −1
Nb∑
l=1
(ik)Nb−l
l∑
j=1
sl−j
N∑
n=1
X(x, iκn)(−κn)j+Na−1γn. (5.28)
Relations (5.27) due to (5.19) give
N∑
n=1
ϕn(x)e
−Kn(x)κlnγn +
1
pi
p.v.
∫
d2 k′ eik
′ x1+k
′2x2r(k′)Φ(x,−k′)
N∑
n=1
κlnγn
k
′−iκn =
20
= (−1)Nbδl,Na−1, l = 0, . . . , Na − 1. (5.29)
Thanks to (2.9) it is easy to check that
N∑
n=1
κlnγn
k
′−iκn
= −i(−1)N −l(ik′)l
N∏
n=1
1
κn + ik
′ , l = 0, . . . , Na, (5.30)
so we can write relations (5.29) in the form
ϕ(x)γe−K V ′ = (0, . . . , 0, (−1)Nb︸ ︷︷ ︸
Na
)
+ v(x), (5.31)
where we introduced Na-row
v(x) = {v1(x), . . . , vNa(x)}, (5.32)
vl(x) =
(−1)N −l
ipi
p.v.
∫
d2 k′
(ik′)l−1eik
′ x1+k
′2x2r(k′)Φ(x,−k′)
N∏
n=1
(κn + ik
′)
, (5.33)
for l = 1, . . . , Na + 1, being the value l = Na + 1 needed below. Together with (5.22) these
equations give just N equations to determine N discrete values of the Jost solutions, that
close the formulation of the inverse problem. In order to reconstruct the perturbed potential
we notice that by (5.12)
u˜(x) = −2 lim
k→∞
(ik)−Nb+1Xx1(x,k),
so that since (5.28) we get
u˜(x) = 2(−1)Nb∂x1
N∑
n=1
κNan γnX(x, iκn),
that in its turn can be written thanks to (5.19) and (5.30) as
u˜(x) = 2(−1)Nb∂x1
( N∑
n=1
κNan γne
−Kn(x)ϕn(x)− vNa+1(x)
)
, (5.34)
where vNa+1(x) is defined in (5.33).
Finally, we have to exclude X(x,k) from the equation of the Inverse problem (5.10).
Inserting (5.19) in (5.24) we get
X(x,k) =
N∑
n=1
ϕn(x)e
−Kn(x)
N∏
m=1
m 6=n
κm + ik
κm − κn+
+
1
pi
p.v.
∫
d2 k′ eik
′ x1+k
′2x2r(k′)Φ(x,−k′)
N∑
n=1
1
k
′−iκn
N∏
m=1
m 6=n
κm + ik
κm − κn .
From the trivial identity
N∑
n=1
1
k
′−iκn
N∏
m=1
m 6=n
κm + ik
κm − κn =
1
k−k′
[
N∏
n=1
κn + ik
κn + ik
′ − 1
]
21
we have that (5.10) is reduced to the form
Φ(x,k)eik x1+k
2 x2 =
N∑
n=1
ϕn(x)e
−Km(x)
N∏
m=1
m 6=n
κm + ik
κm − κn+
+
1
pi
p.v.
∫
d2 k′
k−k′ e
ik′ x1+k
′2x2r(k′)Φ(x,−k′)
N∏
n=1
κn + ik
κn + ik
′ . (5.35)
Thus the system of equations of the inverse problem is given by (5.35), (5.22), and (5.31).
In terms of solution of this system the potential is reconstructed by means of (5.34).
6 Time evolution
In [17] we proved that the multisoliton potential of the heat operator constructed by means of
the Darboux transformation coincides with the potential derived by the τ -function approach.
Thus we can use the standard scheme of this approach, see [25], where the time evolution
of the pure N soliton solution of KPII is obtained by adding a time term to Kn(x) defined
in (2.4), i.e., by writing
Kn(x, t) = κnx1 + κ
2
nx2 − 4κ3nt. (6.1)
Under this substitution uN (x) given in (2.10) obtaines time dependence and becomes the N
soliton solution of the KPII equation (1.1). Correspondingly, the time evolution of the Jost
solutions (2.12) is given then by the equations
∂tΦN (x,k) = −−−→ANΦN (x,k) + 4ik3ΦN (x,k), (6.2)
∂tΨN (x,k) = ΨN(x,k)
←−−AN − 4ik3ΨN(x,k), (6.3)
where AN (x, ∂) is given in (1.3) with u substituted by uN and where we used notation (2.40)
for the action of operator A(x, ∂) and its dual. Time evolution (6.1) can be reformulated
equivalently preserving definition of Kn(x), but including time dependence in the spectral
data of the N soliton solution:
dκn
dt
= 0, (6.4)
dDnm
dt
= −4κ3nDnm+(D α)nm, n = 1, . . .N , m = 1, . . . , Nb, (6.5)
where α is an arbitrary (possibly time depending) Nb ×Nb matrix corresponding to the re-
mark that theN -soliton solution is fixed not by this matrix, but by a point on a Grassmanian.
If we choose the matrix D in some way, then the matrix α must be fixed correspondingly.
Say, if we choose (without loss of generality) that Dnm = δn,m for all m,n = 1, . . . , Nb then
α = diag{4κ31, . . . , 4κ3Nb}.
Let us notice that above results for the N soliton solution are independent of the choice of
the sign in the bottom limit of the integral term in (1.3), as thanks to (2.10) and asymptotic
behavior (2.25) of the τ -function, we have that
+∞∫
−∞
dx1 ∂
2
x2uN(x1, x2) = 0. This situation
is changed when we consider the perturbed solution u(x). Understanding time dependence
in all terms of (1.8) and taking that both u(x) and uN (x) obey KPII equation (1.1) into
account, we get that perturbation u′ must obey
(u′t − 6u′u′x1 − 6(u′uN)x1 + u′x1x1x1)x1 = −3u′x2x2 . (6.6)
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Again, using that uN (x) exponentialy decays when x1 → ±∞, we see that asymptotically
u′ is governed by the KPII equation, more exactly by its linear part. Thus according to
an analysis analogous to that performed in [26] for the KPI equation, the evolution form of
(6.6) is given by
u′t − 6u′u′x1 − 6(u′uN)x1 + u′x1x1x1 = −3
x1∫
t∞
dx′1u
′
x2x2(x
′
1, x2), (6.7)
where t∞ denotes sign of the infinity limit. Thanks to the above discussion, the perturbed
solution u(x) must satisfy the evolution equation
ut(x) − 6u(x)ux1(x) + ux1x1x1(x) = −3
∫ x1
t∞
dx′1ux2x2(x
′
1, x2), (6.8)
so that for generic intial data the time derivative of the solution is discontinuouse at t = 0. In
order to get this form of the evolution equation by means of the compatibility condition (1.4)
we have to modify, correspondingly, the definition of operator A in (1.3) correspondingly:
A(x) = 4∂3x1 − 6u∂x1 − 3ux1 − 3
x1∫
t∞
dx′1 ux2(x
′
1, x2). (6.9)
In order to find out the time evolution of the Jost solution Φ(x,k) we notice that thanks
to (2.28), (2.29) and (6.2), (6.3)
∂tΦN,n(x) = −−−→ANΦN,n(x) + 4κ3nΦN,n(x), (6.10)
∂tΨN,n(x) = ΨN,n(x)
←−−AN − 4κ3nΨN,n(x), (6.11)
n = 1, . . . ,N , so that by (3.1)
∂t GN = [GN ,AN ]. (6.12)
Now differentiating (1.9) by t we use that (6.7) can be written thanks to (1.4) and (1.8) as
u′t = [LN ,AN ]− [L,A], (6.13)
that by means of (6.2) and (6.12) enables derivation of the standard relations
∂tΦ(x,k) = −−→AΦ(x,k) + 4ik3 Φ(x,k), ∂tΨ(x,k) = Ψ(x,k)←−A − 4ik3Ψ(x,k). (6.14)
Then derivative of (5.5) by t gives
∂tr(k, t) = 4i(k
3+k
3
)r(k, t), (6.15)
so that from the singular behavior of r(k), Φ(x,k) and Ψ(x,k) (see (5.8) and (4.31), (4.32))
we derive
dcn
dt
= 0, (6.16)
∂tΦn(x) = −−→AΦn(x) + 4κ3nΦn(x), for n = 1, . . . ,N , (6.17)
∂tΨn(x) = Ψn(x)
←−A − 4κ3nΨn(x). (6.18)
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Thus by (5.20)
∂tϕn(x) = −−→Aϕn(x) + 4κ3nϕn(x), for n = 1, . . . ,N , (6.19)
and following the same procedure as in derivation of (6.14) we get by (6.13), (6.10) and
(6.18) for the time derivative of constants cmn defined in (4.35)
dcmn
dt
= 4(κ3n − κ3m)cnm, n,m = 1, . . . ,N . (6.20)
Now from (5.23), thanks to (6.5), (6.16) and (6.20), we derive
d
˜˜Dnm
dt
= −4κ3n ˜˜Dnm + ( ˜˜Dα)nm, n = 1, . . .N , m = 1, . . . , Nb. (6.21)
7 Conclusion
We developed here a modification of the IST that enables to consider solutions of KPII of the
kind (1.8). The study of a heat operator (1.2) with such potentials, having ray behavior on
the x-plane, cannot be considered, strictly speaking, a “scattering problem”. Nevertheless,
in terms of this modification we succeeded in introducing Jost solutions and scattering data
and we proved that the mentioned asymptotic behavior of the potential results in specific
discontinuities and singularities of these objects with respect to the spectral parameter
k. Consequently, we gave a corresponding modification of the Inverse problem and time
evolution of the scattering data. The proof of the unique solvability of the Direct (1.9) and
Inverse problem (5.22), (5.31), and (5.35) was not our aim here. The whole construction is
based on the assumption of the unique solvability of (1.9) for the class of potentials under
consideration. While the corresponding proof must be a rather straight generalization of
the case of a decaying potential (see [4]– [8]), since we have boundedness property (1.11),
the investigation of the Inverse problem is much more involved and may need more details
on properties of the scattering data. Here we mention only that (5.22) and (5.31) give a
system of linear equations on the N -row ϕ(x) in (5.21). Relation (5.22) can be considered a
generalization to the perturbed case of relation (2.30) of the pure soliton case. If, in analogy
to (2.6), there exists a matrix
˜˜D ′ (with at least one nonzero maximal minor) such that˜˜D ′ ˜˜D = 0, then (5.22) means that there exists an Na row ϕ˜(x) such that
ϕ(x) = ϕ˜(x)
˜˜D ′. (7.1)
Then, for the unique solvability of relation (5.31) it is necessary that the determinant
τ˜ ′(x) = det
˜˜D ′γe−K V ′ (7.2)
is different from zero. Relation (7.2) is analogous to the second representation for the pure
soliton τ -function in (2.11). Correspondingly, we inherit from the pure soliton case the
condition that the matrix
˜˜D is TNN, or TP. Taking (4.25) into account, we get by (5.23)
that the matrix Dnj +
∑N
l=n+1 cnlDlj , where the matrix cnl is constrained by (4.39), must
have the same property. It is also necessary to mention that the diagonal elements of the
matrix c are related to the singular behavior of the spectral data r(k), see (4.37) and (5.8).
Say, if r(k) ≡ 0 we have that all diagonal elements are zero. In this case the Inverse problem
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(5.22), (5.31), and (5.35) supply us with another N soliton solution. This solution is given by
a τ -function (7.2) parameterized by the matrix Dnj +
∑N
l=n+1 cnlDlj instead of the matrix
Dnj . A formulation of conditions for this matrix to be TP, or at least TNN, as well for the
above mentioned unique solvability, in the generic case, of the Direct and Inverse problems
are open at this moment.
Acknowledgements
This work is supported in part by the grants RFBR # 11-01-00440 and # 11-01-12037,
Scientific Schools 4612.2012.1, by the Program of RAS “Mathematical Methods of the Non-
linear Dynamics,” by INFN, by MIUR (grant PRIN 2008 “Geometrical methods in the
theory of nonlinear integrable systems”), and by Consortium E.I.N.S.T.E.IN. M.B. and F.P.
acknowledge hospitality at the Department of Mathematics and Physics of the University
of Salento, Italy.
References
[1] B. B. Kadomtsev and V. I. Petviashvili, “On the stability of solitary waves in weakly
dispersive media,” Sov. Phys. Dokl. 192 (1970) 539–541
[2] V. S. Dryuma, “Analytic solution of the two-dimensional Korteweg–de Vries (KdV)
equation,” Sov. JETP Lett. 19 (1974) 387–388
[3] V. E. Zakharov and A. B. Shabat, “A scheme for integrating the non-linear equations
of mathematical physics by the method of the inverse scattering problem,” Func. Anal.
Appl. 8 (1974) 226–235
[4] M. J. Ablowitz, D. Bar Yaacov and A. S. Fokas, “On the inverse scattering transform
for the Kadomtsev–Petviashvili equation,” Stud. Appl. Math. 69 (1983) 135–143
[5] V. G. Lipovsky, “Hamiltonian structure of the Kadomtsev–Petviashvili–II equation in
the class of decreasing Cauchy data,” Funct. Anal. Appl. 20 (1986) 282–291
[6] M. V. Wickerhauser, “Inverse scattering for the heat operator and evolutions in 2+1
variables,” Commun. Math. Phys. 108 (1987) 67–89
[7] A.S.Fokas and L.-Y. Sung, “On the solvability of the n-wave, Davey-Stewartson and
Kadomtsev-Petviashvili equations,” Inverse Problems 8 (1992), 673–708
[8] P. G. Grinevich, “Nonsingularity of the direct scattering transform for the Kadomtsev–
Petviashvili 2 equation with real exponentially decaying at infinity potential,” Lett.
Math. Phys. 40 (1997) 59–73.
[9] M. Boiti, F. Pempinelli, A. Pogrebkov and B. Prinari, “Towards an Inverse Scattering
theory for non decaying potentials of the heat equation,” Inverse Problems 17 (2001)
937–957
[10] M. Boiti, F. Pempinelli and A. Pogrebkov, “Properties of the solitonic potentials of the
heat operators,” Theor. Math. Phys. 168 (2011) 865–874
[11] G. Biondini and Y. Kodama, “On a family of solutions of the Kadomtsev-Petviashvili
equation which also satisfy the Toda lattice hierarchy,” Journ. Phys.A36 (2003) 10519–
10536
25
[12] G. Biondini and S. Chakravarty, “Elastic and inelastic line-soliton solutions of the
Kadomtsev–Petviashvili II equation,” Math. Comp. Simul. 74 (2007) 237–250
[13] S. Chakravarty and Y. Kodama, “Soliton solutions of the KP equation and application
to shallow water waves,” Stud. App. Math. 123 (2009) 83–151
[14] Y. Kodama, “KP solitons in shallow water,” J. Phys. A: Math. Theor. 43 (2010) 434004
(54pp)
[15] M. Boiti, F. Pempinelli and A. K. Pogrebkov, “Scattering Transform for the nonsta-
tionary Schro¨dinger equation with a bidimensionally perturbed N -soliton potential,” J.
Math. Phys. 47 123510 (2006) 1–43
[16] M. Boiti, F. Pempinelli, A.K. Pogrebkov and B. Prinari, “Building extended resolvent
of heat operator via twisting transformations,” Theor. Math. Phys. 159 (2009) 721–733
[17] M. Boiti, F. Pempinelli, A.K. Pogrebkov and B. Prinari, “On the equivalence of different
approaches for generating multisoliton solutions of the KPII equation,” Theor. Math.
Phys. 165 (2010) 1237–1255
[18] M. Boiti, F. Pempinelli, A.K. Pogrebkov and B. Prinari, “Inverse scattering theory
of the heat equation for the perturbed 1-soliton potential,” J. Math. Phys 43 (2002)
1044–1062
[19] J. Villarroel, M. J. Ablowitz, “The Cauchy problem for the Kadomtsev-Petviashili II
equation with nondecaying data along a line,” Stud. Appl. Math. 109 (2002) 151–162
[20] M. Boiti, F. Pempinelli and A. K. Pogrebkov, “Green’s function of heat operator with
pure soliton potential,” ArXiv: 1201.0152v1 [nlin.SI] (2011)
[21] M. Boiti, F. Pempinelli and A. Pogrebkov, “Extended resolvent of heat operator with
a multisoliton potential,” Theor. Math. Phys. 172 (2012) 1037–1051
[22] M. Boiti, F. Pempinelli and A. Pogrebkov, “Heat operator with pure soliton potential:
properties of the Jost and dual Jost solutions,” J. Math. Phys. 52 083506 (2011) 1–22
[23] S. Fomin, A. Zelevinski, “Total positivity: tests and parametrizations,” The Mathe-
matical Intelligencer 22 (2000) 23–33
[24] M. Gekhtman and M. Shapiro, Private communication (2012).
[25] E. Date, M. Jimbo, M. Kashiwara, and T. Miwa, “Operator Approach to the
Kadomtsev–Petviashvili Equation. Transformation Groups for Soliton Equations. III,”
Journ. Phys. Soc. Japan 50 (1981) 3806–3812
[26] M. Boiti, F. Pempinelli and A. Pogrebkov, “Properties of Solutions of the Kadomtsev-
Petviashvili-I Equation,” J. Math. Phys. 35 (1994) 4683–4718
26
