The Monte Carlo method is reviewed and applied to the evaluation of a class of molecular integrals for which no closed method is available. Three algorithms are developed in attempts to reduce the sample variances. Extensions on more powerful computing machinery could provide viable means of evaluation of the large numbers of integrals that arise in quantum-mechanical studies of molecular structure.
Introduction
The Monte Carlo method has been described as a method of last resort in that it is often necessary to employ very large sample sizes in order to obtain the desired accuracy. Calculations can thus be time consuming and the results correspondingly expensive. Where applicable, the standard methods of numerical analysis are usually preferred.
The values of very large numbers of integrals are needed in any attempt to make quantum-mechanical predictions of molecular structure. The absence of; reliable methods of evaluation has been an obstacle for thirty years since the foundations of the quantum theory. No closed formulae have been found for large classes of these integrals, and although the introduction of automatic computers has greatly facilitated the development of methods of approximation, there is still a need for further work in this field. It is therefore appropriate to investigate the use of the Monte Carlo method in the evaluation of these so-called molecular integrals.
In Section 2 we define the integrals of interest. Section 3 reviews the principles of the Monte Carlo method in the context of evaluation of definite integrals. The following three sections describe algorithms for the evaluation of the simplest class of three-centre potential integrals. These are arranged in order of increasing complexity and arise from attempts to reduce the variance of the estimated integral values. The methods are compared in Section 7 in the light of the results obtained for a variety of typical integrals. The extensions necessary to cater for other classes of integral are indicated in Section 8, and a parallel organization of the computation is proposed whereby the calculation of a group of related integrals could be performed with little more working than would be required for one. Development of these ideas on more powerful computing equipment than the Ferranti Pegasus which was available to us could thus compensate for the inherent slowness of the Monte Carlo method in the evaluation of the full set of integials required for a molecular structure investigation.
Molecular integrals
In this section we define the various classes of integral which arise in the course of calculating an electronic wavefunction of a molecule or radical. All properties of a physical system can in principle be predicted from a knowledge of its wavefunction. For some properties, such as the electric dipole moment, it is necessary to evaluate additional classes of integral. A concise description of the different aspects of a molecular structure calculation has been given by Boys and Cook (1960) . Our purpose in this section is merely to indicate the extent and nature of the integral problem.
The region of integration is in each case the whole of physical space. The variables of integration are the positional co-ordinates of volume elements dV in this space. The integrands are compounded of two types of quantity; orbitals and operators. An orbital is a differentiable function of position, say rj(r), where r is the position vector of the volume element dV. The orbitals ij,-(r), 1 < i < N, for a calculation in a basis of N orbitals are drawn from a complete system of functions, thus ensuring that as ^increases, predictions of properties converge to their correct values. Operators are of several types, those necessary in the calculation of a wavefunction being as follows. (a) Single-particle operators:
(i) the identity (ii) kinetic energy (iii) Coulomb potential (b) Two-particle operator:
where V 2 = -+ --+ __ is the Laplacian operator, r c =\r -C\ denotes the distance of the volume element dV at position r from an atomic nucleus at position C, and r l2 = |r t -r 2 \ denotes the distance between the volume elements dV x and dV 2 at positions r t and r 2 . The relevant molecular integrals may now be defined as follows. where T;* denotes the complex conjugate of 77.
Physical significance can be attached to the various individual integrals only in certain special cases. The orbital functions -q, then have the interpretation that r)*(r)ri,(r)dV is proportional to the probability that an electron is within the volume element dV at r. We speak of an electron being in an orbital just as, classically, we might say that it is in a particular orbit in the attracting field of the nuclei. An integral such as (ij,|r|i7;) then corresponds to the mean kinetic energy of an electron in the orbital 77,-. It must be emphasized that this is an over-simplified picture. There is, for example, no classical counterpart of the interactions such as (j)i\T\i}j), when / # / In the sequel, this probabilistic description should not be confused with the probabilistic element in the use of the Monte Carlo method for evaluation of the integrals.
Clearly, in the evaluation of the integrals, everything depends upon the form of the orbitals. This should ideally be both physically realistic to ensure rapid convergence, and tractable to mathematical analysis. Unhappily, these requirements seem to be largely incompatible. The compromise with which we shall be concerned is the set of so-called Slater orbitals (Slater, 1933) . These are of the general form
where (r A , 0, <f>) are spherical polar co-ordinates relative to an atomic nucleus at position A as origin, S lm ,(8, <j>) is a spherical harmonic, n a non-negative integer, and a a positive so-called screening parameter. This form is based upon the analytical solutions for the wavefunctions of the Hydrogen atom, and is quite realistic physically for general systems. Some of the the integrals can be evaluated from simple formulae, but for others no closed formulae have been reported. In particular, the evaluation of the three-and four-centre integrals has only been possible by approximate methods.
The present investigation has been confined to the simplest class of three-centre integrals, namely
J'
where A, B and C are three general positions. We shall return in the final section to comment upon the possible extention of the Monte Carlo method to the remaining integrals.
The Monte Carlo method
The concept of a probability density is basic to the Monte Carlo method. Thus let x be a random variable such that P(a, b) is the probability that a random value of x lies in the range a < x < b. Then, on the assumption that x is continuous, the probability density p(x) of its distribution may be defined as />(*) = Lim ±P(x,x + 8x).
&c>0 OX
Thus, for small 8x, p(x)8x is the probability that a random value of x lies in the range 8x at x. The application of the Monte Carlo method to the evaluation of definite integrals rests upon two theorems in statistics (Kahn, 1960) . The first establishes the method to be used for estimating the value of the integral.
Theorem 1. The Strong Law of Large Numbers
Let x h 1 < i < n, be independent random numbers drawn from a distribution with probability density p{x).
exists and define = ;•£ Then as n -*• 00, "z n -> z with probability 1.
In order, therefore, to evaluate an integral such as
we first express the integrand as the product of a function z{x) and a density p(x), satisfying
We then generate random numbers x t from the distribution with probability density p(x) and accept 1 " -S as an estimate of the integral for some suitable n.
The second theorem establishes the likely error in this procedure. We first define, in the notation of Theorem 1, the variance of z(x), denoted by a 2 . Thus
whence it is easily shown that
The positive square root a of the variance is termed the standard deviation of z{x). ~ is termed the mean or the expected value of z{x).
Theorem 2. The Central Limit Theorem
Let x h 1 < i < n, be random values drawn respectively from distributions with means m t and variances of. Then the distribution of the sum X = is asymptotically normal with mean m = S »», z(x). Since, however, it is strictly speaking the cost of the calculation that is to be minimized rather than the sample size, it may on occasions be economic to accept a resolution which gives a rather larger standard deviation if thereby the task of generating a random value from the density p(x) and subsequent evaluation of z(x) is eased significantly. We are thus led to consider briefly, in the remainder of this section, techniques for the generation of random samples from different probability distributions, and for the reduction of sample variances.
and variance a 2 = S of.
CoroZ/ary In the special case that all the x, come from a common distribution with mean m and standard deviation a, their average value * = -£ * ! is asymptotically distributed normally with the same mean m and standard deviation a/-\/n. The normal distribution is well known and has probability density
where m and a are the mean and standard deviation of x. The required error estimate follows. For sufficiently large n we have
Writing e = A(CT/\/«), we have more conveniently
In particular, for A = 3,
so that for all practical purposes we may write
as'our estimate of the error in acceptine z n as an estimate ofz. This dependence of the error bound upon the sample size n is both the strength and weakness of the Monte Carlo method. On the one hand convergence of the result to the correct value is assured as n increases, and yet on the other hand the accuracy only increases as the square root of the sample size. In practice it is therefore important that the resolution of the integrand J\x) into the product z(x)p(x) should lead to as small a value as possible for the standard deviation a of the factor
The generation of random numbers
This topic has been well covered by a number of authors. Economic considerations dictate the use on an electronic digital computer of pseudo-random numbers generated internally as required by means of determinate recurrence relations. It is worth-while repeating Taussky and Todd's quotation (Meyer, 1956 ) of D. H. Lehmer's definition of a pseudo-random sequence as "a vague notion embodying the idea of a sequence in which each term is unpredictable to the uninitiated and whose digits pass a certain number of tests, traditional with statisticians, and depending somewhat upon the uses to which the sequence is to be put".
Commonly, pseudo-random numbers are generated from the so-called standard uniform distribution having density p(x) = 1, 0 < x < 1. The multiplicative congruential method seems the most satisfactory, having a precisely determined cycle structure with a long period. (Edmonds, 1960; Barnett, 1962) . In the remainder of this paper we shall denote by a a pseudo-random number drawn from the standard uniform distribution.
By suitably manipulating samples from the standard uniform distribution it is possible to generate random numbers drawn from any other desired distribution. Reviews of methods are given by Butler (Meyer, 1956) and by Votaw and Rafferty (1951) . Particularly powerful are the various rejection techniques in which the application of logical criteria to a set {«,} largely replaces arithmetical manipulation in forming the required random variables. By this means a high operating speed is attained, since in computers logical operations are generally very fast in comparison with arithmetic operations. As an example we give the following ALGOL procedure declaration. real procedure sample root; begin comment At each activation "sample root" is assigned a random value drawn from the distribution with density fV*> 0 < sample exp : = u sample exp;
Variance reduction
We have seen that the choice of sampling technique must be such that the variance is as low as possible in order to obtain an efficient procedure. Kahn (1956 Kahn ( , 1960 gives a full discussion of this problem. Two conclusions that are particularly relevant in the procedures that we have employed are first that one should pursue analytical methods as far as is feasible. Thus, where it is possible to integrate out certain variables, this should be done. Any symmetry present in the problem should be exploited to reduce the region of integration. Secondly, it is shown that in the factorization f{x) = z(x)p(x), the choice of density p(x) should leave the factor z{x) as uniform as possible. It has been shown that the variance is minimized by the choice and the estimate has in fact zero variance. This is not surprising since the determination of the optimum density presupposes a knowledge of the value of the integral.
In practice, therefore, one seeks to make the sampling density reflect the main characteristics of the integrand. In particular, any singularities of the integrand must be absorbed into the density rather than left in the quantity z(x) which is to be averaged. We chose a sampling scheme in which values of r c , 9 and <f> were drawn independently from the following distributions.
For r c , density p(r c ) = 0 < r c < oo.
For 9 , density p(0) = -, 0 < 6 < \ For $, density p(<f>) = ^ , 0 < ^ < 2TT.
Here A is a free parameter, A > 0, whose value was to be determined by trial and error. Writing z = -yr c sin 6 exp (Ar c -ar A -j3r fl ),
we thus obtain as an estimate of the integral. For the error analysis, we have no accurate theoretical value for the variance, but accept as an order-of-magnitude estimate, the value Thus the sampling procedure is used to accumulate simultaneously Monte Carlo estimates of both the integral and the variance. The program is conveniently described in ALGOL, making use of a self-evident notation for input and output procedures, and incorporating the procedures "sud" and "sample exp" previously introduced. We defer all discussion of the results obtained from the three algorithms until each has been described.
A two-centre density function
In this second algorithm we tried both to represent the Coulomb singularity in the sampling distribution and to give a more realistic coverage of the behaviour of the orbitals when C was well removed from A and B. We were attracted to two-centre and elliptic co-ordinates because the relevant analysis leading to the form of the volume element is well known.
We denote by E the point with position vector
E =
Thus E divides AB in the ratio a : /3. We assume that E and C do not coincide and take E and C as the foci of an elliptic co-ordinate system. Thus a general point P has co-ordinates ($, 17, <f>) where £ + r E -\-r c , r) = r E ~ r c and <f> is the angle between the plane ECP and some fixed plane through EC, say ABC. The volume element is then SEC where EC < £ < oo, -EC < and the integral is written < £ C a n d 0 < <f> < 2-n,
At large distances e -^-^a n d e -<*+r j "-* are roughly comparable, and are indeed equal on the exterior segments of the line AB produced. It is therefore indicated that we should incorporate e~^E into the sampling density where /x = a + /3 is a likely choice.
For our sampling scheme then, we drew values of g, 7], <f> independently from distributions with densities as follows. 
z=lUl-

+
In order to implement this scheme, it is necessary to convert from the elliptic co-ordinate system (£, -q, <f>) back into the rectangular Cartesians which were used initially to specify A, B and C. For this it is convenient to define an auxiliary set of right-handed orthogonal unit vectors e u e 2 , e 3 . Thus, let N be the foot of the perpendicular from P on to EC, so that EC, k, S, SS, £, rj, sin <j>, cos <f>, rE, rC, EN, PN, rA, rB, term, I, a; integer n, p, i; real array A, B, C, E, el, e2, e3, Wl, W2 (SS/n -(S/n) 2 ); print (I, a) 
A three-centre density function
This third algorithm is a logical extension of the ideas contained in the other two. We suppose that A, B and C are distinct and not collinear, and we formulate the integral in terms of the three distances r A , r B , r c as a co-ordinate system. We first establish the appropriate ranges for the co-ordinate values, then derive an expression for the element of volume, and finally develop the algorithm.
The range of co-ordinate values
Every position P determines a unique set (r A , r B , r c ). The converse situation is more complex. Some sets of values do not determine a position at all, and each valid set determines a pair of points P which are mirror images in the plane ABC. From consideration of the triangle PAB we may take 0 < r A < 00 
The element of volume
Let (x, j>, z) be the rectangular Cartesian co-ordinates of the general point P in some frame. Denote the position vectors of A, B, C and P relative to the origin of this frame by A, B, C and r. We require the Jacobian Now, by multiplying the matrix of which D is the determinant on the left by its transpose, and by taking the determinant of the product, we obtain
-B).(r-A) (r-C).(r-A) (r-A).(r-B) (r-C).(r-B) (r-C) 2 (r-A).(r-C) (r-l
We now use 
The algorithm
In order to work with co-ordinates which were less interdependent than r A and r B , we transformed to £ and 7), where $ = r A + r B and 17 = r A -r B . We then have AB < £ < oo and -AB < TJ < AB.
The differential elements are related by 
JA B J-AB JLC
We chose to sample £, 17 and r c from distributions with probability densities as follows: Molecular integrals An ALGOL description of the calculation is given below. begin comment The same general specification applies here as previously with N replacing n as the number of points; real BC, CA, AB, «., 0, w, I, m, n, AN, CN, S, SS, g, T) , rA, rB, AO, UO, UC, LC, rC, X, p, v, K, term, k, I, a 
A comparison of methods
In this section we discuss the results obtained for a number of specific integrals. The number of such applications of the three algorithms is not as great as would perhaps be desirable but is sufficient to establish a qualitative assessment of the three methods, and to encourage a more thorough investigation when improved facilities become available.
A single-centre integral
The effect of varying the sampling parameter A in the first algorithm (Section 4) was examined in the special case /= [e-'-dV.
J r
With the stated sampling scheme it may be shown by analytical integration that the choice which minimizes the standard deviation is A = +. In fact
Thus for the apparently more natural choice A = 1, the Central Limit Theorem shows that to achieve a given accuracy, a sample size some three times greater will be needed than in the optimum case A = \. These conclusions were verified numerically on the computer. Thus 600 points gave CT// =0-67 with A = i and 1 • 36 with A = 1. Similarly 8,600 points with A = i gave a/I= 0-68. We infer that for the general threecentre integral the choice A = i(<x + /?) may well be preferred to A = a + 0. Clearly there are implications here affecting the choice of the parameter fx. in the second algorithm (Section 5). In fact all trials reported below were made with A = /x = a. + 0. In explanation and excuse we would say that the time available was limited, and as attention became concentrated upon the third algorithm (Section 6), so the significance of the choice of A and fj. in the other methods was not fully appreciated at the time.
Numerical results
The algorithms were applied to four integrals, including both two-and three-centre dependence. The values of the two-centre integrals were available from explicit formulae, and approximations to the three-centre integrals from an independent method. All four were taken from a calculation on the water molecule by Boys and Reeves (to be published). The values quoted all refer to so-called normalized orbitals. That is to say, a numerical constant is absorbed into each orbital 17, as a factor in order to give (77, -1 G\ 17,) = 1. The value of the constant is of course (17,! G\ 77,) ~' / 2 which can be evaluated explicitly. The integrals are as follows.
(i) ^B = ^C = 4 0 , angle BA C= 120°, a = 3 0 , 0=0-5 independent approximation = 0 0179 (ii) AC=BC = 4-00,anglefiC4 = 120°, a = fi = 0-5 independent approximation = 0 • 0763 In order to apply method three to the two-centre integrals, it was necessary to invent a fictitious third centre. Thus for integral (iii) we took BC = CA = AB = 4 0, a = 6-0, fi = 0. This device is not possible if C coincides with A or B, and such two-centre integrals could not be treated by method three. In practice this is irrelevant since all two-centre integrals can be evaluated from explicit formulae, integrals (iii) and (iv) being included here only for demonstration purposes.
The results obtained are set out in Table 1 . The entries against / a r e in the form "estimate ± standard deviation" and relate to a sample of 1,500 points. It is seen that the difference between the estimate and the independently obtained values lies in each case well within three standard deviations; in fact none are more than one standard deviation in error.
The general superiority of method three is evident, though we may note the effectiveness of method one where, as in integral (ii), the integrand is dominated by the Coulomb potential. It is interesting to observe the comparative invariance in method three of the^ relative accuracy as shown by the small variation of aft.
Discussion
Method three was programmed in Pegasus basic code in fixed-point form with some double-length working. A running speed of about 100 points per minute was achieved. It will be noted that the only function evaluations required in the main cycle are square roots, so that not too many drum transfers were required.
With the ranges of parameter values likely to arise in a practical molecular configuration, the three-centre integrals are small. The integrals are all required to the same absolute accuracy, and so the three-centre integrals require the least relative accuracy. Nevertheless, none of the three methods in their present form seems sufficiently powerful for the evaluation of individual integrals as fast and accurately as required. A feature of a molecular structure calculation, however, is the large number of integrals required. We noted in Section 2 that Slater orbitals have the general form -r\ = S/, m (0, <f>)r n A e~a r . The orbitals for a calculation can be .grouped into classes according to their centre A and parameter a. These classes frequently have four or more members. For example the 2s and 2p orbitals on any nucleus may have a common parameter a and we obtain the class (r e~", x e~a r , y e" 0 ", z e' 1 "). Suppose there are two such classes, one on centre A and the other on centre B. These give rise to sixteen distinct integrals of the form {t] A \ V c \ rj B ), and, with method three, use the same sampling scheme. The only difference lies in the factors r A x B , y A x B , etc., which appear in the quantity to be averaged. It is thus possible to estimate all the integrals simultaneously in parallel at a cost negligibly more than that for a single integral.
The three-and four-centre electrostatic repulsion integrals present a much more serious problem. The economies to be gained from simultaneous estimations are correspondingly greater. Thus the 2s and 2/> orbitals on each of four centres give rise to 256 distinct integrals which could be treated in parallel. It was, however, judged not feasible to attempt the development of suitable algorithms for these integrals on Pegasus, bearing in mind the advent of the much faster so-called second-generation computers with their powerful programming languages.
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