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Abstract
We study the frequentist properties of Bayesian statistical inference for the stochastic
block model, with an unknown number of classes of varying sizes. We equip the
space of vertex labellings with a prior on the number of classes and, conditionally,
a prior on the labels. The number of classes may grow to infinity as a function of
the number of vertices, depending on the sparsity of the graph. We derive non-
asymptotic posterior contraction rates of the form Pθ0,nΠn(Bn | Xn) ≤ εn, where
Xn is the observed graph, generated according to Pθ0,n , Bn is either {θ0,n} or, in
the very sparse case, a ball around θ0,n of known extent, and εn is an explicit rate
of convergence.
These results enable conversion of credible sets to confidence sets. In the sparse
case, credible tests are shown to be confidence sets. In the very sparse case, credible
sets are enlarged to form confidence sets. Confidence levels are explicit, for each n,
as a function of the credible level and the rate of convergence. Hypothesis testing
between the number of classes is considered with the help of posterior odds, and is
shown to be consistent. Explicit upper bounds on errors of the first and second type
and an explicit lower bound on the power of the tests are given.
1 Communities in random graphs
Networks are more present than ever in history. The emergence of the Internet, which
is only about 30 years old, is clearly one of the most eye-catching examples, but also
∗The first author is supported by the University of Padova under the STARS Grant.
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developments in biology giving rise to enormous networks, all waiting for the statistician
to be analysed.
Under a network or graph we understand a collection of vertices (also called nodes) and
edges between vertices, which can be directed or undirected. Very often data is associated
with the vertices and edges. For example in the Facebook network, the vertices are users
and edges are formed when two users are friends. With the vertex the user’s name, age,
etc. are associated, and with the edges for example the date that the connected users
became friends could be stored.
There are many things that can be measured from a network, however, the most intrinsic
to a graph is its geometric form, emerging from the connections between the vertices.
One interesting question that may arise is, are there communities in a graph? Commu-
nities are generally understood to be sets of vertices that are more densily connected
among each other, than to vertices outside the set. Communities are an indication of
shared common properties, for example in the yeast protein-protein interaction network,
communities (so-called “functional modules”) are “cellular entities that perform certain
biological functions, which are relative independent of each other” (Chen and Yuan,
2006).
We use the stochastic block model (SBM), as a mathematical model for communities in
a network. The SBM was first considered in Holland, Laskey, and Leinhardt, 1983. In
the SBM we observe a graph Xn with n vertices, in which vertices belong to one of a
finite number of classes, while edges occur independently, with probabilities that depend
on the classes of the vertices they connect.
SBMs have many applications in science and machine learning applications. One inter-
esting example is modelling gene expression (Cline et al., 2007). Another example is the
already mentioned yeast protein-protein interaction network studied in Chen and Yuan,
2006. More examples and references of applications are provided in the first section of
Abbe, 2018.
There is now a substantial body of literature on the SBM that deals with recovery
of communities in a network. Transition phases for the SBM for different number of
blocks are studied in Abbe and Sandon, 2015, Abbe and Sandon, 2018, and Zhang and
Zhou, 2016. Rates of posterior convergence for SBMs are examined in Mariadassou and
Matias, 2015, van der Pas and van der Vaart, 2018, Ghosh, Pati, and Bhattacharya,
2019, and Geng, Bhattacharya, and Pati, 2019. A Bayesian framework for estimating
the parameters of a SBM (number of classes, connecting probabilities) is considered in
Gao, van der Vaart, and Zhou, 2019. For a comprehensive overview one consults Abbe,
2018.
Recent work mainly considers the SBM under the assumption that the number of blocks
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is known, or unknown but bounded. For example Zhang and Zhou, 2016, allows the
number of blocks to be as large as O(n/ log n), but still assumes it to be known. Geng,
Bhattacharya, and Pati, 2019 allows the unknown number to be two or three, but state
that the general problem (four or more classes) is unsolved.
In the non-Bayesian approach this is less a problem, as one can first estimate the pa-
rameters of the SBM (using for instance one of the algorithms mentioned in Abbe, 2018,
sec. 7), and then recover the clustering. From a Bayesian perspective this is unnatural
(unless one uses an empirical Bayes approach). Here we give a partial answer to this
problem. We allow the number of blocks to be unknown and even as large as nα, for
some 0 < α < 1/2 (in the dense phase, see example 3.4).
This also gives a partial answer to the open problem in Abbe, 2018, sec. 8, to whether
exact recovery is possible in classes of sub-linear size, in this case of size n1−α. Another
question that he raises (p. 4) and tries to find an answer to is:
Are there really communities? Algorithms may output community struc-
tures, but are these meaningful or artefacts?
We do this here in several ways. One is by providing confidence sets for our estima-
tors, and another is by providing frequentist guarantees for testing with posterior odds,
whether the data comes from a Erdo˝s-Ren`ı graph model (there are no communities), or
a SBM (there are communities).
Outline of our results We study posterior rates of convergence for large classes of
priors. Posterior rates of convergence are balls Bn of labellings centred around the true
labelling θ0,n of a certain radius rn (in a metric to be specified) and a sequence (εn) such
that
Pθ0,nΠ
n(Bn | Xn) ≥ 1− εn.
For graphs that are not too sparse, we take Bn = {θ0,n}, which leads to exact detection.
This unusual precise description of the posterior convergence rates with εn and rn allows
us to construct confidence sets from the credible sets and to derive explicit bounds on
the errors for testing with posterior odds.
In the sparse and dense cases, credible sets are shown to be confidence sets with an
exact confidence level, which is a function of the credible level and the posterior rate
of convergence. In the very sparse case, credible sets are enlarged to convert them into
confidence sets.
For symmetric testing with posterior odds, we show that posterior convergence in a
parameter set An allows us to consistently test between An and another disjoint set Bn.
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This enables us for instance to test for the number of classes and in particular to test
between the SBM and the Erdo˝s-Re´nyi graph model (basically the SBM with one class).
In the next section we describe our model. In sections 3 and 4 we derive posterior
convergence and apply that to some interesting examples. Confidence sets are examined
in section 5 and symmetric testing in section 6. Proofs are mostly defered to appendices B
and C. A brief review of the most relevant Bayesian theory can found in appendix A.
Notation and conventions are also explained in this appendix.
2 The stochastic block model
In a SBM for a random graph Xn of order n, each vertex is assigned to a class through
an unobserved class assignment vector θ′n. The space in which the random graph Xn
takes its values is denoted Xn (e.g. represented by its (random) adjacency matrix with
entries {Xij : 1 ≤ i < j ≤ n}). Each vertex belongs to a class and any edge occurs
(independently of others) with a probability depending on the classes of the vertices
that it connects. We study the planted multi-section model, in which the vertices are
divided into ` ≥ 1 groups of 1 ≤ mn,1,1 ≤ . . . ≤ mn,`,` vertices, for a total of n =
mn,`,1 + . . .+mn,`,` vertices (with labels 1, . . . , `). The corresponding `-vector is denoted
by mn,` = (mn,`,1, . . . ,mn,`,`). We define the set Θ
′
mn,`
to be the subset of {1, . . . , `}n
consisting of all class assignment vectors θ′ = (θ′1, . . . , θ′n), with labels θ′i ∈ {1, . . . , `}, i =
1, . . . , n, that have exactly mn,`,1 elements of one label, and mn,`,2 elements of another
label, etcetera.
In the SBM for a graph Xn with class assignment vector θ′n ∈ Θ′n, the probability of
an edge occurring between vertices 1 ≤ i, j ≤ n, i 6= j is denoted Qi,j;n and depends
on n, θ′n,i and θ
′
n,j only. If edge probabilities vary (that is, if edge probabilities within
different classes vary or if, for example, the edge probability between classes one and two
is different from that between three and four) vertices are classified correctly by analysis
of their asymptotic degrees (Channarond, Daudin, and Robin, 2012). In the planted
multi-section model it is assumed that the probability that an edge occurs, depends only
on whether the vertices it connects belong to the same class or to different classes: the
probability of an edge within the same class is denoted pn ∈ (0, 1); the probability of an
edge between classes is denoted qn ∈ (0, 1),
Qi,j;n(θ
′) =
 pn, if θ′i = θ′j ,qn, if θ′i 6= θ′j . (1)
Note that if pn = qn, X
n is a Erdo˝s-Re´nyi graph and the class assignment θ′n ∈ Θ′n is not
identifiable. Indeed asymptotic proximity to the Erdo˝s-Re´nyi graph (in the sense that the
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difference between pn and qn decreases too fast to zero as n→∞) can make consistent
community detection impossible, see Mossel, Neeman, and Sly, 2016 for example in the
case of two blocks. We distinguish between the following three cases:
Dense phase: The average degree is proportional to n, so lim infn→∞ pn > 0 and
lim infn→∞ qn > 0.
Chernoff-Hellinger phase: The average degrees grows logarithmically. So pn =
an logn
n and qn =
bn logn
n for certain bounded positive sequences so that
lim infn→∞ an > 0 and lim infn→∞ bn > 0.
Kesten-Stigum phase: The average degree is bounded from below, so pn = cn/n and
qn = dn/n, for bounded sequences of positive numbers so that lim infn→∞ cn > 0
and lim infn→∞ dn > 0.
The ability to detect the correct labelling, depends of course on the differences between
pn, qn, and an, bn and cn, dn, respectively. Exact tresholds for these are studied in Abbe
and Sandon, 2015, and Abbe and Sandon, 2018.
Identifiability is also lost due to invariance of the model under permutation of class labels:
for example with ` = 3, the class assignment vectors θ′1 = (112233), θ′2 = (223311) and
θ′3 = (331122) all give rise to the same distribution for X6. This is expressed via an
equivalence relation ∼ on Θ′n,`. Two labels θ′n, θ′′n are said to be equivalent, if there is a
permutation pi of the labels {1, . . . , `} such that for all 1 ≤ i ≤ n,
θ′1,i = θ
′′
2,pi(i).
We define for an `-vector of class sizesmn,` = (mn,`,1, . . . ,mn,`,`) satisfying, 1 ≤ mn,`,1 ≤
. . . ≤ mn,`,` and
∑`
i=1mn,`,i = n, the model Θmn,` = Θ
′
mn,`
/ ∼, which can be identified
with the space of all partitions of n elements into ` sets of sizes mn,`,1, . . . ,mn,`,`. One
can see that eq. (1) does not depend on the chosen representation θ′ of θ, hence we may
define
Qi,j,n(θ) = Qi,j,n(θ
′). (2)
In our set-up, we have to put some constraints on the mn,`. Hence, for given `, we let
Mn,` be the set of all allowed `-vectors mn,`. By Ln we denote all ` for which Mn,` is
not empty. We define Mn =
⋃n
`=1Mn,`. We set
Θn,` =
⋃
mn,`∈Mn,`
Θmn,` .
The full parameter space is denoted
Θn =
⋃
mn∈Mn
Θmn =
⋃
`∈Ln
Θn,`.
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For ` ∈ Ln, we define
mn,`,min = min
mn,`∈Mn,`
mn,`,1, and mn,`,max = max
mn,`∈Mn,`
mn,`,`.
(Recall that mn,`,1 = min1≤i≤`mn,`,i and mn,`,` = max1≤i≤`mn,`,i.)
It is noted explicitly that ` = 1 and mn,1 = (n) is also allowed, which allows us to test
between the Erdo˝s-Re´nyi graph model and a SBM with at least two classes. In case
` = 1, Θ′mn,1 consist of only one element: the n-vector (1, . . . , 1).
In order to distinguish between the number of classes, in our approach, the minimum
and maximum sizes of the classes are required to adhere to the following assumption:
Assumption 2.1 For all `1, `2 ∈ Ln, whenever `1 < `2, mn,`1,min ≥ mn,`2,max.
This assumption organises class sizes for decreasing number of classes in consecutive
intervals, concentrated around the mean number of elements m := n/` per class. For
instance, if we impose an upper bound Ln for ` given n, then any vectormn,` that satisfies
n/`− 14 nL2n ≤ mn,`,i ≤ n/`+
1
4
n
L2n
, satisfies assumption 2.1, see eq. (10). A condition like
this is quite common in the literature, see for instance Zhang and Zhou, 2016, p. 2254
or the consistency results in Geng, Bhattacharya, and Pati, 2019, assumption (A1), p.
897. The difference mn,`1,min−mn,`2,max determines the power to test between Θn,`1 and
Θn,`2 , see theorem 6.1 in combination with proposition 3.1.
In the planted multi-section model one observes a sequence of graphs Xn of order n
and the statistical question is to reconstruct the unobserved class assignment vectors θn
consistently, that is, correctly with probability growing to one as n→∞.
Definition 2.2 Let θ0,n ∈ Θn for all n ≥ 1 be given. An estimator sequence θˆn :Xn →
Θn is said to recover the class assignment θ0,n exactly if,
Pθ0,n
(
θˆn(X
n) = θ0,n
) −→ 1,
as n → ∞. That is, θˆn is the true class assignment (up to a permutation) with high
probability.
In the very sparse regime where the average degree is large enough, or grows arbitrarily
slowly to infinity, exact recovery is not possible, however weaker forms of recovery are
still possible, for which we define:
Definition 2.3 Let θ0,n ∈ Θn for all n ≥ 1 be given. Let θˆn :Xn → Θn be an estimator
and sn be an integer such that there are representations θ
′
0,n of θ0,n and θˆ
′
n of θˆn such
that
Pθ0,n
(
#
{
i : θˆ′n,i = θ
′
0,n,i
}
≥ sn
)
→ 1, as n→∞.
that is, if θˆn recovers sn labels correctly, with high probability. When sn/n→ 1, we say
that θˆn recovers the class assignment θ0,n almost exactly, that is, the estimator recovers
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the labelling correct, up to an arbitrarily small fraction and up to a permutation of the
labels. When sn/n ≥ an > 1/Ln, for some deterministic sequence an, where Ln is the
maximum number of classes in Θn, then we say that θˆn recovers the labelling partially.
Which means that θˆn performs on average better than a random guess.
Below we specialize to the Bayesian approach in the planted multi-section model: with
given n ≥ 1, θn ∈ Θn and random Xn, the likelihood is given by,
pθn(X
n) =
∏
1≤i<j≤n
Qi,j;n(θn)
Xij (1−Qi,j;n(θn))1−Xij ,
where Qi,j,n is defined in eq. (2).
We make the following convenient assumption on the prior (which always holds after
removing parameters with zero prior mass from the parameter space).
Assumption 2.4 The prior mass function pin of the prior Πn on Θn satisfies pin(θn) > 0,
for all θn ∈ Θn.
The posterior distribution of a subset Sn ⊆ Θn is given by
Πn(Sn | Xn) =
∑
θn∈Sn pin(θn)pθn(X
n)∑
θn∈Θn pin(θn)pθn(X
n)
.
Proposition 2.5 For fixed n, consider an prior probability mass function pin on Θn
satisfying assumption 2.4. Suppose that for some θ0,n ∈ Θn, we observe a graph Xn
with n vertices, distributed according to Pθ0,n . Let Sn ⊆ Θn \ {θ0,n} be non-empty. For
θn ∈ Sn, and representations θ′0,n ∈ θ0,n and θ′n ∈ θn define
D1,n(θn) = {(i, j) ∈ {1, . . . , n}2 : i < j, θ′0,n,i = θ′0,n,j , θ′n,i 6= θ′n,j},
D2,n(θn) = {(i, j) ∈ {1, . . . , n}2 : i < j, θ′0,n,i 6= θ′0,n,j , θ′n,i = θ′n,j}.
Then D1,n(θn) and D2,n(θn) are well-defined and disjoint, and if
0 < Bn ≤ inf
θn∈Sn
|D1,n(θn) ∪D2,n(θn)|,
then
Pθ0,nΠn
(
Sn
∣∣ Xn) ≤ 2( pin(Sn)
pin(θ0,n)
∨
|Sn|
)
ρ(pn, qn)
Bn . (3)
Proof Obviously, D1,n(θn) and D2,n(θn) are disjoint and do not depend on the chosen
representations. According to lemma A.3 (with Bn = {θ0}), for any tests φSn : XN →
[0, 1], we have,
Pθ0,nΠn(Sn|Xn) ≤ Pθ0,nφSn(Xn) +
1
pinθ0,n
∑
θn∈Sn
pin(θn)Pθn(1− φSn(Xn)).
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Lemma B.1 proves that for any θn ∈ S there is a test function φθn that distinguishes
θ0,n from θn as follows,
Pθ0,nφθn(X
n) + Pθn(1− φθn(Xn)) ≤ ρ(pn, qn)|D1,n(θn)∪D2,n(θn)| ≤ ρ(pn, qn)Bn ,
where the last inequality follows from the fact that ρ(pn, qn) ≤ 1 and the assumption
|D1,n(θn) ∪ D2,n(θn)| ≥ Bn, for all θn ∈ Sn. Then using test functions φSn(Xn) =
max{φθn(Xn) : θn ∈ Sn}, we have,
Pθ0,nφSn(X
n) ≤
∑
θn∈Sn
Pθ0,nφθn(X
n),
so that,
Pθ0,nΠn(Sn|Xn) ≤
∑
θn∈Sn
(
pin(θn)
pinθ0,n
∨
1
)(
Pθ0,nφθn(X
n) + Pθn(1− φθn(Xn))
)
≤2
(
pin(Sn)
pin(θ0,n)
∨
|Sn|
)
ρ(pn, qn)
Bn ,
where we use that for a finite index set I and a sequence of non-negative numbers
(xi : i ∈ I),
∑
i∈I(xi ∨ 1) ≤ 2
(|I| ∨∑i∈I xi) . 
3 Selection of the number of classes
Consider the sequence of experiments in which we observe random graphs Xn ∈ X n
generated by the SBM of eq. (1). We first provide a general condition under which
the posterior selects the true model Θn,` consistently. Next we apply this to several
interesting examples. The Hellinger-affinity between two Bernoulli-distributions with
parameters p and q, is given by
ρ(p, q) = p1/2q1/2 + (1− p)1/2(1− q)1/2.
This quantity determines the power of our tests, lemma B.1, similar as in Kleijn and
van Waaij, 2018. (See also Zhang and Zhou, 2016, equation 1.2 and theorem 1.1 where
minus the log of this quantity (i.e. the Re´nyi divergence of order 1/2) emerges in the
minimax rate of convergence.)
Proposition 3.1 For fixed n, let the set of models Mn satisfy assumption 2.1 and let
Πn a prior on Θn satisfying assumption 2.4. Suppose that for some `0 ∈ Ln, we observe
a graph Xn with n vertices, distributed according to Pθ0,n for some class assignment
θ0,n ∈ Θn,`0. For ` ∈ Ln unequal to `0, we have,
Pθ0,nΠ
(
Θn,`
∣∣ Xn) ≤ 2(pin(Θn,`)
pin(θ0,n)
∨
|Θn,`|
)
ρ(pn, qn)
1
2
n(mn,`0∧`,min−mn,`0∨`,max). (4)
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Proof This follows from proposition 2.5 and lemma B.2. 
The number of elements in Θn,` is bounded by the number of partitions of {1, . . . , n}
into ` sets, which is known as the Stirling number V (n, `) of second kind, which satisfies
V (n, `) ≤ 1
2
(
n
`
)
`n−` ≤ 1
2
e`n``n−2`. (5)
3.1 Examples: convergence to the true model
We consider several examples of posterior contraction in one model Θn,`0 , whose priors
and models are defined below.
Example 3.2 (Priors) The first prior is defined hierarchically by taking the uniform
prior on Ln, and conditionally on `, we choose the uniform prior on Θn,`. So
` ∼ 1| Ln | ,
θ0,n | ` ∼ 1|Θn,`| .
(6)
A second option for a prior is the uniform prior on Θn, so
θ0,n ∼ 1|Θn| . (7)
In both cases, applying proposition 3.1 gives, for ` ∈ Ln, ` 6= `0, the upper bound,
Pθ0,nΠn(Θn,`|Xn) ≤ 2
(
max
`∈Ln
|Θn,`|
)
ρ(pn, qn)
1
2
n(mn,`0∧`,min−mn,`0∨`,max). (8)
Example 3.3 (Models) We take Ln = {1, . . . , Ln} , where 2 ≤ Ln ≤ n depends on the
degree of sparsity and is specified in the examples. We let Θn,` be all parameters with
` classes and satisfying
mn,`,min ≥ n/`− 1
4
n
L2n
and mn,`,max ≤ n/`+ 1
4
n
L2n
. (9)
One verifies easily that assumption 2.1 is satisfied and that for `, `0 ∈ Ln, ` 6= `0,
mn,`0∧`,min −mn,`0∨`,max ≥
1
2
n
L2n
. (10)
Using eq. (5), the number of elements of Θn,` is upper bounded by
1
2e
2n logLn , which is
trivial for ` = 1, and when ` ≥ 2 and n ≥ 4, we have,
1
2
e`n``n−2` ≤ 1
2
n``n ≤ 1
2
`2n ≤ 1
2
e2n logLn , (11)
using that for integers 2 ≤ x ≤ y with either x ≥ 3 or y ≥ 4, yx ≤ xy and using that
` ≤ Ln ≤ n. It follows that,
Pθ0,nΠn
(
Θn,`
∣∣ Xn) ≤ e2n logLnρ(pn, qn) 14n2/(L2n) (12)
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Example 3.4 (Dense phase) Define bn = − log ρ(pn, qn) > 0. Let Ln = o(
√
n/ log n),
for example Ln = bnαc , for some α < 1/2. When nbnL2n logLn ≥ 12, Pθ0,nΠ(Θn,` | X
n) ≤
e−bnn2/(12L2n). It follows that Pθ0,nΠ(Θcn,`0 | Xn) ≤ Lne−bnn
2/(12L2n) ≤ L1−nn → 0, as
n→∞. 
In the sparse regimes another approximation strategy is needed.
Example 3.5 (Chernoff-Hellinger phase) Recall that in the Chernoff-Hellinger phase,
we assume that the edge probabilities satisfy npn = an log(n) and nqn = bn log(n) for
sequences an, bn bounded away from zero. Suppose Ln satisfies
48L2n logLn ≤ (
√
an −
√
bn)
2 log n. (13)
Equation (13) is satisfied for sufficiently large n, when Ln ≤ (log n)a with a < 1/2.
Using lemma C.2, we find
√
1− p√1− q ≤ 1 − 12(p + q) + 14pq, and using the fact that
(1 + x/r)r ≤ ex (see lemma C.3), for all positive integers r and x > −r, we obtain
ρ(pn, qn)
1
2
n|mn,`0∧`,min−mn,`0∨`,max|
≤
[
1− 1
2
(
√
pn −√qn)2 + pnqn/4
] 1
2
n|mn,`0∧`,min−mn,`0∨`,max|
=
[
1− log n
n
{
1
2
(√
an −
√
bn
)2 − anbn log n
4n
}] 1
2
n(mn,`0∧`,min−mn,`0∨`,max)
≤ exp
(
−1
2
(mn,`0∧`,min −mn,`0∨`,max)
{
1
2
(√
an −
√
bn
)2 − anbn log n
4n
}
log n
)
≤ exp
(
− 1
16
(√
an −
√
bn
)2 n log n
L2n
)
,
for n sufficiently large. It follows from eq. (12) that
Pθ0,nΠ(Θn,`|Xn) ≤ exp
(
−n
(
1
16
(√
an −
√
bn
)2 log n
L2n
− 2 logLn
))
≤ exp
(
−
(√
an −
√
bn
)2 n log n
48L2n
)
,
using eq. (13) in the last inequality. It follows that
Pθ0,nΠ(Θ
c
mn,`0
| Xn) ≤ Ln exp
(
−
(√
an −
√
bn
)2 n log n
48L2n
)
≤ L1−nn → 0,
as n→∞. 
Even in the Kesten-Stigum phase, there is testing power enough to decide between the
classes.
Example 3.6 (Kesten-Stigum phase) Recall that in the Kesten-Stigum phase, npn = cn
and nqn = dn for sequences of positive numbers cn and dn bounded away from zero. We
obtain in similar manner as in example 3.5 that,
(c1/2n − d1/2n )2 ≥ 48L2n logLn,
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guarantees that,
Pθ0,nΠ(Θ
c
n,`0 | Xn) ≤ Ln exp
(
−
(√
cn −
√
dn
)2 n
48L2n
)
≤ L1−nn → 0,
as n→∞. 
4 Posterior concentration at the parameter
Posterior convergence at the true parameter θ0,n ∈ Θn,`0 , where `0 is the true number
of classes, is derived in the following way. Noting that
Pθ0Π({θn,0}c | Xn) = Pθ0Π(Θcn,`0 | Xn) + Pθn,0Π(Θn,`0\ {θ0,n} | Xn),
posterior consistency is established once both expectations on the right converge to zero
as n → ∞. The first was the content of the previous section, the second we treat here.
Obviously, when `0 = 1, then Θn,`0 = {θn,0} and convergence at the true parameter
follows from section 3. Hence, we assume that `0 > 1. In the previous section posterior
convergence in a set Θn,`0 was established by showing that there was enough testing
power between Θn,`0 and Θn,`, for ` 6= `0. Here we do something similar within Θn,`0 ,
by constructing tests between θ0,n (in the dense and sparse case) and rings Vn,k ⊆ Θn,`0
of radius k around θ0,n in the distance rn.
Define the distance rn on Θn as follows: first define r
′
n on Θ
′
n by
r′n(θ
′, η′) = max
a6=b
#
{
i : θ′i = a, η
′
i = b
}
.
This does depend on the particular choice of the representation. So we define for θ, η ∈
Θn,
rn(θ, η) = min
θ′∈θ,η′∈η
r′n(θ
′, η′). (14)
The function rn takes values in {0, . . . , bn/2c} and according to lemma B.5, when θ, η ∈
Θn,`, rn(θ, η) ≤ mn,`,max/2. The function rn is symmetric and rn(θ, η) = 0 if and only if
θ = η.
For a given `0 ∈ Ln and θ0,n ∈ Θn,`0 define subsets of Θn,`0 , by
Vn,`0,k = {θn ∈ Θn,`0 : rn(θn, θ0,n) = k} .
These sets resemble the sets Vn,k in Kleijn and van Waaij, 2018 and are rings of radius
k around θ0,n in Θn,`0 . When k ≤ mn,`0,min, lemma B.6 bounds the number of elements
in Vn,`0,k by 2
k`0(`0−1)( n(`0−1)
`0(`0−1)k
)
, which in turn is bounded by
(
2en
`0k
)`0(`0−1)k
.
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Proposition 4.1 Consider a prior on Θn satisfying assumption 2.4. Suppose that for
some `0 ∈ Ln, `0 > 1, we observe a graph Xn with n vertices, distributed according to
Pθ0,n, where θ0,n ∈ Θn,`0. For all k ∈ {0, . . . , bmn,`0,max/2c}, we have,
Pθ0,nΠ
(
Vn,`0,k
∣∣ Xn) ≤ 2(|Vn,`0,k| ∨ pin(Vn,`0,k)pin(θ0,n)
)
ρ(pn, qn)
2k(mn,`0,min−k)+ . (15)
Proof This follows from proposition 2.5 and the lower bound on |D1,n(θn)∪D2,n(θn)|
in lemma B.4. 
Define
Wn,`0,kn =
bmn,`∧`0,max/2c⋃
k=kn
Vn,`0,k,
to be the set of all elements with rn distance at least kn from θ0,n. Taking kn = 1,
Wn,`0,1 = Θn,`0\ {θ0,n}.
Applying proposition 4.1 to Wn,`0,kn gives
Pθ0,nΠ(Wn,kn |Xn) ≤
bmn,`0,max/2c∑
k=kn
2
(
|Vn,`0,k| ∨
pin(Vn,`0,k)
pin(θ0,n)
)
ρ(pn, qn)
2k(mn,`0,min−k)+
For the next corollary we need the following assumption
Assumption 4.2 For all ` ∈ Ln, mn,`,min ≥ mn,`,max/2.
Corollary 4.3 Assume assumption 4.2. Suppose that for some `0 ∈ Ln, `0 > 1, and
θ0,n ∈ Θn,`0, we observe a graph Xn with n vertices, distributed according to Pθ0,n .
Futhermore, assume that the prior pin gives positive mass to every element of Θn,`0 and
satisfies
max
θn,ηn∈Θn,`0
pin(θn)
pin(ηn)
≤ Kn,`0 .
Define
Bn = 2nρ(pn, qn)
2mn,`0,min
−mn,`0,max
`0(`0−1) ,
then
Pθn,0Πn(Θn,`0\ {θn,0} | Xn) ≤ 2Kn,`0B`0(`0−1)n e(`0−1)Bn . (16)
Proof Take kn ≡ 1 for all n in proposition 4.1. Using proposition 4.1, the upper bound
on the number of elements in Vn,`,k eq. (27) and the condition on the prior mass function
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pin we have the bound
Pθn,0Π(Θn,`0\ {θn,0} | Xn)
≤2Kn,`0
bmn,`0,max/2c∑
k=1
2k`0(`0−1)
(
n(`0 − 1)
`0(`0 − 1)k
)
ρ(pn, qn)
2k(mn,`0,min−k)
≤2Kn,`0
bmn,`0,max/2c∑
k=1
(2n(`0 − 1))`0(`0−1)k
(`0(`0 − 1)k)! ρ(pn, qn)
2k(mn,`0,min−mn,`0,max/2)
≤2Kn,`0
∞∑
k=`0(`0−1)
(2n(`0 − 1))k
k!
ρ(pn, qn)
k
2mn,`0,min
−mn,`0,max
`0(`0−1)
≤2Kn,`0
(2n(`0 − 1))`0(`0−1)
(`0(`0 − 1))! ρ(pn, qn)
2mn,`0,min−mn,`0,max
×
∞∑
k=0
(2n(`0 − 1))k
k!
ρ(pn, qn)
k
2mn,`0,min
−mn,`0,max
`0(`0−1)
=2Kn,`0
1
(`0(`0 − 1))!
(
(2n(`0 − 1))ρ(pn, qn)
2mn,`0,min
−mn,`0,max
`0(`0−1)
)`0(`0−1)
× exp
(
2n(`0 − 1)ρ(pn, qn)
2mn,`0,min
−mn,`0,max
`0(`0−1)
)
=
2Kn,`0
(`0(`0 − 1))!
(
(`0 − 1)Bn
)`0(`0−1)e(`0−1)Bn .
With the lower bound k! ≥ √2pikk+1/2e−k one can easily see that for `0 ≥ 3,
(`0−1)`0(`0−1)
(`0(`0−1))! ≤ 1, but it also holds for `0 = 2. Hence Pθn,0Π(Θn,`0\ {θn,0} | Xn) ≤
2Kn,`0B
`0(`0−1)
n e(`0−1)Bn . 
4.1 Examples: recovery of the parameters
In this section we are interested in exact and almost exact recovery for some interesting
examples. We consider the same priors and models as in examples 3.2 and 3.3. Note
that in this case
mn,`,min −mn,`,max/2 ≥ n
8`
, (17)
so assumption 4.2 is satisfied for all ` ∈ Ln.
Example 4.4 (Dense phase, continuation of example 3.4)
Recall that bn = − log ρ(pn, qn). The quantity Bn in corollary 4.3 is bounded as follows
Bn = 2nρ(pn, qn)
2mn,`0,min
−mn,`0,max
`0(`0−1) ≤ 2nρ(pn, qn)
n
4`20(`0−1) = e
− nbn
4`20(`0−1)
+log(2n)
.
So with corollary 4.3 and the result of example 3.4, when Ln = o(
√
n/ log n) and
nbn ≥ 8L2n(Ln − 1) log(2n),
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we obtain
Pθ0,nΠn(θ0 | Xn) ≥ 1− Lne−bnn
2/(12L2n) − 2√ee−nbn/(8Ln).
In particular Pθ0,nΠn(θ0 | Xn)→ 1, as n→∞. 
So in the dense phase we have exponentially fast convergence of the expected posterior
mass of θ0,n to one, under the true distribution. In the sparse phases we get only a
polynomial rate of convergence.
Example 4.5 (Chernoff-Hellinger phase, continuation of example 3.5) With a similar
calculation as in example 3.5, we find,
ρ(pn, qn)
2mn,`0,min
−mn,`0,max
`0(`0−1)
=
[
1− log n
n
(
1
2
(√
an −
√
bn
)2 − anbn log n
4n
)]n 2mn,`0,min−mn,`0,max
`0(`0−1)n
≤ exp
(
−2mn,`0,min −mn,`0,max
`0(`0 − 1)n
(
1
2
(√
an −
√
bn
)2 − anbn log n
4n
)
log n
)
.
It follows that
Bn ≤ e
log(2n)− (a
1/2
n −b
1/2
n )
2
16`20(`0−1)
logn
.
So when (a
1/2
n − b1/2n )2 ≥ 32L2n(Ln − 1) log(2n)logn ,
Pθn,0Πn(Θn,`0\ {θn,0} | Xn) ≤ 2
√
en−(a
1/2
n −b1/2n )2/(32Ln).
It follows that when (a
1/2
n − b1/2n )2 ≥ 48L2n(Ln − 1), then with the result of example 3.5
Pθ0,nΠn(θ0 | Xn) ≥ 1− Ln exp
(
−n 1
48
(√
an −
√
bn
)2 log n
L2n
)
− 2√en−(a1/2n −b1/2n )2/(32Ln).
In particular Pθ0,nΠn(θ0,n | Xn)→ 1, as n→∞. 
In the even sparser Kesten-Stigum phase exact recovery is not possible anymore (Abbe
and Sandon, 2015; Abbe and Sandon, 2018). Instead we obtain weak recovery, in which
all but a small fraction of the labels is recovered.
Example 4.6 (Kesten-Stigum phase, continuation of example 3.6) With a calculation
similar to that of example 3.5, we find that,
ρ(pn, qn)
2k(mn,`0,min−k) ≤ e−k(c1/2n −d1/2n )2/(16`0).
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Using the bound 2`0(`0−1)k
( n(`0−1)
`0(`0−1)k
) ≤ (2en`0k)`0(`0−1)k, we see that the posterior
Pθ0,nΠn(Wn,`0,kn | Xn) ≤2
bmn,`0,max/2c∑
k=kn
(
2en
`0k
e−(c
1/2
n −d1/2n )2/(16`20(`0−1))
)`0(`0−1)k
≤2
(
2en
`0kn
e−(c
1/2
n −d1/2n )2/(16`20(`0−1))
)`0(`0−1)kn
1−
(
2en
`0kn
e−(c
1/2
n −d1/2n )2/(16`20(`0−1))
)`0(`0−1) .
Let (δn)n≥1 a sequence in (0, 1), such that δnn is an integer and δn converges to a number
δ ∈ [0, 1). For kn = δnn, we see
Pθ0,nΠn(Wn,`0,kn | Xn) ≤ 2
(
2eδ−1n `
−1
0 e
−(c1/2n −d1/2n )2/(16`20(`0−1))
)δn`0(`0−1)n
1−
(
2eδ−1n `−10 e−(c
1/2
n −d1/2n )2/(16`20(`0−1))
)`0(`0−1) .
It follows from lemma C.1 that when δnn ≥ 2, and
`0(`0 − 1)
[
−1− log 2 + log δn + log `0 + (c1/2n − d1/2n )2/(16`20(`0 − 1))
]
≥
√
2
δnn
,
Pθ0,nΠn(Wn,`0,kn | Xn) ≤ 2e−δn`0(`0−1)
[
−1−log 2+log δn+log `0+(c1/2n −d1/2n )2/(16`20(`0−1))
]
n/4
.
We define the Hamming metric mn, closely related to rn, on the parameter space, again
stepwise via a metric m′n on Θ′n. Define m′n on Θ′n, by
m′n(θ
′, η′) =
n∑
i=1
Iθ′i 6=η′i ,
and next we define
mn(θ, η) = min
θ′∈θ,η′∈η
m′n(θ
′, η′) (18)
on Θn. The quantity mn(θˆn, θ0,n) counts the number of misspecified labels of an estima-
tor θˆn. Let
B¯n,kn(θn) = {ηn ∈ Θn,`0 : rn(θn, ηn) ≤ kn}
and
Bn,kn(θn) = {ηn ∈ Θn : mn(θn, ηn) ≤ kn} . (19)
It follows from lemma B.7 that
B¯n,kn/(`0(`0−1))(θn) ⊆ Bn,kn(θn) and clearly Wn,`0,kn = Θn,`0 \ B¯n,kn−1(θ0,n). (20)
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Let now δn be a sequence of positive numbers such that δnn/[`0(`0 − 1)] are integers,
δn/[`0(`0 − 1)] ∈ (0, 1) and decreases to a number δ in [0, 1), then
Pθ0,nΠn(Θmn,`0 \Bn,δn | Xn)
≤Pθ0,nΠn(Θmn,`0 \ B¯n,δnn/[`0(`0−1)]−1 | Xn)
=Pθ0,nΠn(Wn,`0,δnn/[`0(`0−1)] | Xn)
≤2e−δn
[
−1−log 2+log δn−log(`0−1)+(c1/2n −d1/2n )2/(16`20(`0−1))
]
n/4
.
When δn → 0, − log δn →∞, so with the result of example 3.6 almost exact convergence
is achieved once (c
1/2
n − d1/2n )2 →∞ (however slowly). To be exact, for (c1/2n − d1/2n )2 ≥
48L2 logL, δnnL(L−1) ≥ 2, and
− 1− log 2 + log δn − log(L− 1) + (c1/2n − d1/2n )2/(16L2(L− 1)) ≥
√
2L(L− 1)
δnn
, (21)
Pθ0,nΠn(Bn,δn) | Xn) ≤ 1− Ln exp
(
−n 1
48L2
(
√
cn −
√
dn)
2
)
−2e−δn
(
−1−log 2+log δn−log(L−1)+(c1/2n −d1/2n )2/(16L2(L−1))
)
n/4
.
Note that condition eq. (21) is in particular satisfied when
δn := 2(L− 1)e2−(c
1/2
n −d1/2n )2/(16L2(L−1))
and (c
1/2
n − d1/2n )2 converges to infinity. Then δn → 0 and
Pθ0,nΠn(Bn,δn | Xn) ≥ 1− Ln exp
(
−n 1
48L2
(√
cn −
√
dn
)2)− 2e−δnn/4.
For fixed δ0 < 1/L, setting (c
1/2
n − d1/2n )2 so that δ0 = 2(L− 1)e2−(c
1/2
n −d1/2n )2/(16L2(L−1)),
and δn =
⌊
2(L− 1)ne2−(c1/2n −d1/2n )2/(16L2(L−1))
⌋
/n gives concentration in a ball of radius
δ0n. 
5 Coverage of credible sets with examples
Conditionally on an observation Xn, a credible set of credible level 1−αn is a measurable
subset Dn(X
n) of the parameter set with posterior mass at least 1− αn:
Πn(Dn(X
n) | Xn) ≥ 1− αn.
In our (discrete, finite) setting any set-valued map xn 7→ Bn(xn) ⊆ Θn, the correspond-
ing map xn 7→ Πn(Bn(xn) | xn) is measurable and positive, and hence the integral
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Pθ0Πn(Bn(X
n) | Xn) is well-defined, see appendix A for details. From this perspective,
a credible set (of confidence level 1 − αn) is a set-valued map xn 7→ Dn(xn) satisfying
Πn(Dn(x
n) | xn) ≥ 1 − αn, for every xn ∈ Xn. In nonparametric setting, credible sets
can have bad coverage: Freedman, 1999 provides us with examples. However in this
section we show that in the case of exact recovery credible sets cover θ0,n with high
probability. In case of almost exact recovery we make the credible sets larger in order
to guarantee asymptotic coverage, using ideas of Kleijn, 2020 and Kleijn and van Waaij,
2018.
Lemma 5.1 Let n ≥ 1. Let xn → Bn(xn) ⊂ Θn be a set valued map, such that
Pθ0Πn(Bn(X
n) | Xn) ≥ 1− an, with 0 < an < 1. Then, for every 0 < rn < 1,
Pθ0 [Πn(Bn(X
n) | Xn) ≥ 1− rn] ≥ 1− 1
rn
an.
Proof Let En = {ω : Πn(Bn | Xn(ω)) ≥ 1− rn} be the event that the posterior mass
of Bn(X
n) is at least 1− rn. Let δ > 0. Suppose that Pθ0(En) ≤ 1− 1rnan − δ. Then
Pθ0Πn(Bn(X
n) | Xn) ≤ Pθ0(En) + (1− rn)Pθ0(Ecn) = Pθ0(En) + (1− rn)(1− Pθ0(En))
= rnPθ0(En) + 1− rn ≤ rn
(
1− 1
rn
an − δ
)
+ 1− rn = 1− an − δrn < 1− an,
which contradicts with our assumption that Pθ0Πn(Bn(X
n) | Xn) ≥ 1 − an. Hence
Pθ0(En) > 1− 1rnan−δ. As this holds for every δ > 0, it follows that Pθ0(En) ≥ 1− 1rnan.

Lemma 5.2 Suppose Pθ0Πn({θ0,n} | Xn) ≥ 1 − xn, where 0 < xn < 1. Let αn ∈ (0, 1)
and Dn(X
n) a 1− αn credible set, i.e. Πn(Dn(Xn) | Xn) ≥ 1− αn. Then
Pθ0,n(θ0,n ∈ Dn(Xn)) ≥ 1−
1
1− αnxn.
Proof Let En = {Π({θ0} | Xn) ≥ r} be the event that {θ0} has posterior mass at least
r, r > αn. It follows from lemma 5.1 that Pθ0,n(En) ≥ 1 − 11−rxn. As Dn(Xn) has at
least 1 − αn posterior mass, Dn(Xn) and {θ0} cannot be disjoint on the event En, as
1−αn + r > 1. In other words, θ0 ∈ Dn(Xn) on En. So Pθ0(θ0 ∈ Dn(Xn)) ≥ Pθ0(En) ≥
1− 11−rxn. As this holds for any r > αn we have Pθ0(θ0 ∈ Dn(Xn)) ≥ 1− 11−αnxn. 
Example 5.3 (Dense phase, continuation of examples 3.4 and 4.4) Let Dn(X
n) be a
1− αn credible set, 0 < αn < 1. With example 4.4 and lemma 5.2 we get
Pθ0(θ0,n ∈ Dn(Xn)) ≥ 1−
1
1− αn
(
Lne
−bnn2/(12L2n) + 2
√
ee−nbn/(8Ln)
)
.

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Example 5.4 (Chernoff-Hellinger phase, continuation of examples 3.5 and 4.5) Let
Dn(X
n) be a 1− αn credible set, 0 < αn < 1. With example 4.5 and lemma 5.2 we get
Pθ0(θ0,n ∈ Dn(Xn)) ≥ 1−
1
1− αn
[
Ln exp
(
−n 1
48
(
√
an +
√
bn)
2 log n
L2n
)
+2
√
en−(a
1/2
n −b1/2n )2/(32Ln)
]
.

5.1 Enlarged credible sets
In the case of almost exact convergence, credible sets need to be enlarged, in order to
make them asymptotic confidence sets.
Let n ≥ 1, let Dn(Xn) be a credible set. For a nonnegative integer kn, we define the
kn-enlargement of Dn(X
n) to be the set
Cn(X
n) = {θn ∈ Θn : ∃ηn ∈ Dn(Xn),mn(θn, ηn) ≤ kn} .
Recall the definition of Bn,kn(θ0,n) in eq. (19),
Bn,kn(θn) = {ηn ∈ Θn : mn(θn, ηn) ≤ kn} .
We have the following result
Lemma 5.5 Suppose Pθ0Πn(Bn,kn(θ0,n) | Xn) ≥ 1− xn, 0 < xn < 1. Let αn ∈ (0, 1) and
Dn(X
n) a 1− αn-credible set, with kn-enlargement Cn, then
Pθ0,n(θ0,n ∈ Cn(Xn)) ≥ 1−
1
1− αnxn.
.
Proof Let En = {Π(Bn,kn(θ0,n) | Xn) ≥ r} be the event that Bn,kn(θ0,n) has posterior
mass at least r, r > αn. It follows from lemma 5.1 that Pθ0,n(En) ≥ 1 − 11−rxn. As
Dn(X
n) has at least 1− αn posterior mass, Dn(Xn) and Bn,kn(θ0,n) cannot be disjoint
on the event En, as 1− αn + r > 1. Hence θ0 ∈ Cn(Xn) on En. So Pθ0(θ0 ∈ Cn(Xn)) ≥
Pθ0(En) ≥ 1 − 11−rxn. As this holds for any r > αn we have Pθ0(θ0 ∈ Cn(Xn)) ≥
1− 11−αnxn. 
Example 5.6 (Kesten-Stigum phase, continuation of examples 3.6 and 4.6.) Let
Dn(X
n) a 1 − αn-credible set and Cn(Xn) the ann enlargement of Dn(Xn), with
an := 2(L− 1)e2− 14L (c
1/2
n −d1/2n )2 . With example 4.6 and lemma 5.5 we get
Pθ0,n(θ0,n ∈ Cn) ≥ 1−
1
1− αn
(
Ln exp
(
−n 1
48L2
(√
cn −
√
dn
)2)
+ 2e−ann/4
)
.

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6 Consistent hypothesis testing with posterior odds
Besides parameter estimation, an interesting question is testing between two alternatives,
whether the true parameter θ0,n is in the set An or in the set Bn, where An, Bn ⊆ Θn
are disjoint non-random sets. In particular we consider symmetric testing between two
alternatives
H0 : θ0,n ∈ An versus H1 : θ0,n ∈ Bn.
Taking, for example, An = Θn,`0 and Bn = Θn \Θn,`0 allows us to test whether the true
parameter has `0 classes or not. The case `0 = 1 is testing between the Erdo˝s-Re´nyi
model and the stochastic block model. We establish frequentist results for posterior odds
testing between An and Bn.
We use posterior odds to test between the models, which is defined by
Fn =
Πn(Bn | Xn)
Πn(An | Xn) .
Obviously, Fn < 1 counts as evidence in favour of H0 and Fn > 1 as evidence in favour
of H1. In the following theorem we give sufficient conditions for this Bayesian test to be
valid in a frequentist sense.
Theorem 6.1 Let θ0,n ∈ Θn. When Pθ0,nΠn(An | Xn) ≥ 1− an, with 0 < an < 1, then
Pθ0,n(Fn > rn) ≤ 2an
(
1 +
1
rn
)
.
If, in addition, Pθ0,nΠn(Bn | Xn) ≤ bn, then
Pθ0,n(Fn > rn) ≤ 2an +
2bn
rn
.
Proof From the posterior convergence condition on An it follows that Pθ0,nΠn(Bn |
Xn) ≤ an. Hence the first result follows from the second, so we assume Pθ0,nΠn(Bn |
Xn) ≤ bn in what follows. Let En = {Πn(An | Xn) ≥ 1/2} be the event that the posterior
gives at least mass 1/2 to An. It follows from lemma 5.1 that Pθ0,n(En) ≥ 1− 2an. So
Pθ0,n(Fn > rn) ≤Pθ0,n (Πn(Bn | Xn) ≥ rn/2) + 2an.
The probability on the right is by the Markov inequality bounded by
2
rn
Pθ0,nΠn(Bn | Xn) ≤
2bn
rn
.
We thus arrive at the result
Pθ0,n(Fn > rn) ≤ 2an +
2bn
rn
.

19
Suppose one rejects the null-hypothesis when Fn > rn, for some rn > 0. The first order
error is when H0 is true, so θ0,n is in fact in An, but H0 is rejected (so Fn > rn).
The probability of this error is bounded by the theorem above. The error of second
kind is when in fact H1 is true, but H0 is not rejected. This probability is given by
Pθ0,n(Fn < rn), θ0,n ∈ Bn. As Pθ0,n(Fn < rn) = Pθ0,n(F−1n > 1/rn), and reversing
the roles of An and Bn in theorem 6.1, the probability of this event is also covered
by the theorem, using posterior convergence results for θ0,n ∈ Bn. The power of the
test is defined as the probability of rejecting the null hypothesis when H1 is true. As
Pθ0,n(Fn > rn) = Pθ0,n(F
−1
n < 1/rn) = 1 − Pθ0,n(F−1n ≥ 1/rn), this probability can be
lower bounded with the theorem above.
6.1 Examples: consistent Bayesian testing
In this section we determine conditions for Bayesian testing for different sparsity regimes.
We consider the same priors and models as in example section 3.1.
We consider testing
H0 : θ0,n ∈ Θn,`0 versus H1 : θ0,n ∈ Θn \Θn,`0 .
So we consider testing whether the true parameter has `0 classes or not. The case `0 = 1
is testing between the Erdo˝s-Re´nyi graph and the stochastic block model.
Example 6.2 (Dense phase, continuation of example 3.4) It follows from example 3.4
and theorem 6.1 that
Pθ0,n(Fn > rn) ≤ 2Ln
(
1 +
1
rn
)
e−bnn
2/(12L2n).
Taking rn ≡ 1, the error of first kind is bounded by 4Lne−bnn2/(12L2n). Reversing the roles
of An and Bn in theorem 6.1 gives the error of second kind is bounded by 4e
−bnn2/(12L2n).
and the power of the test is lower bounded by 1− 4e−bnn2/(12L2n). 
Example 6.3 (Chernoff-Hellinger phase, continuation of example 3.5) With example 3.5
and theorem 6.1 we get for θ0,n ∈ Θn,`0
Pθ0,n(Fn > rn) ≤ 2Ln
(
1 +
1
rn
)
exp
(
− n
48
(√
an −
√
bn
)2 log n
L2n
)
and for θ0,n ∈ Θn \Θn,`0 ,
Pθ0,n(F
−1
n > r
−1
n ) ≤ 2 (1 + rn) exp
(
− n
48
(√
an −
√
bn
)2 log n
L2n
)
,
which is the bound for the second order error. The power for the test is lower bounded
by
1− 2 (1 + rn) exp
(
− n
48
(√
an −
√
bn
)2 log n
L2n
)
.
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Example 6.4 (Kesten-Stigum phase, continuation example 3.6) It follow from exam-
ple 3.6 and theorem 6.1 that
Pθ0,n(Fn > rn) ≤ 2L
(
1 +
1
rn
)
exp
(
− n
48L2
(√
cn −
√
dn
)2)
.
And similar results as in the example above hold for the second order error and the
power of the test. 
A Definitions and conventions
Notation When S is a set, |S| denotes the cardinality of S.
We assume for every n ≥ 1, a random graph Xn taking values in the (finite) space Xn
of all undirected simple graphs (i.e. no self-loops or multiple edges) with n vertices. Let
Bn be the powerset of Xn, be the σ-algebra corresponding to Xn and let Pn be the
set of all probability distributions Pn : Bn → [0, 1]. A model is a subset Pn of Pn,
which is parametrized by an bijective mapping Θn → Pn : θ 7→ Pθn . We equip Θn with a
σ-algebra Gn and a probability measure Πn : Gn → [0, 1] (the so-called prior). As we only
consider finite parameters sets Θn, we set Gn to be the powerset of Θn. As frequentists,
we assume that there exists a ‘true, underlying distribution for the data’; that means
that for every n ≥ 1, the n-th graph Xn is drawn from Pθ0,n , for some θ0,n ∈ Θn. We
call θ0,n the ‘true parameter’.
Definition A.1 Given n ≥ 1 and a prior probability measure Πn on Θn, define the n-th
prior predictive distribution as:
PΠnn (A) =
∫
Θ
Pθn(A) dΠn(θ), (22)
for all A ∈ Bn.
The prior predictive distribution PΠnn is the marginal distribution for X
n in the Bayesian
perspective that considers parameter and sample jointly (θ,Xn) ∈ Θ×Xn as the random
quantity of interest.
Definition A.2 Given n ≥ 1, a (version of) the posterior is any map Πn( · |Xn = · ) :
Gn ×Xn → [0, 1] such that,
1. for every Bn ∈ Gn, the map Xn → [0, 1] : xn 7→ Π(Bn|Xn = xn) is Bn-measurable,
2. for all An ∈ Bn and Vn ∈ Gn,∫
An
Πn(Vn|Xn) dPΠnn =
∫
Vn
Pθn(An) dΠn(θn). (23)
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Bayes’s Rule is expressed through equality (23) and is sometimes referred to as a ‘disin-
tegration’ (of the joint distribution of (θn, X
n)). Because the models Pn are dominated
(denote the density of Pθn by pθn), the fraction of integrated likelihoods,
Π(Vn|Xn) =
∫
Vn
pθn(X
n) dΠn(θn)
/ ∫
Θn
pθn(X
n) dΠn(θn), (24)
for all Vn ∈ Gn, n ≥ 1.
For completeness sake, we include Kleijn, 2020, lemma 2.2, which plays an essential role
in our theorems on posterior consistency.
Lemma A.3 For any Bn, Vn ∈ Gn with Πn(Bn) > 0 and any measurable map φn :Xn →
[0, 1], ∫
PθnΠn(Vn | Xn)dΠn(θn | Bn) ≤
∫
Pθn [φn(X
n)]dΠn(θn | Bn)
+
1
Πn(Bn)
∫
Vn
Pθn [1− φn(Xn)]dΠn(θn).
B Existence of suitable tests
Given n ≥ 1, and two class assignment vectors θ0,n, θn ∈ Θn, we are interested in
determining testing power, for which we need the likelihood ratio dPθn/dPθ0,n .
Fix n ≥ 1, and let Xn denote the random graph associated with θ0,n ∈ Θn, and let `0
be the number of different labels of θ0,n, so θ0,n ∈ Θn,`0 . Let θn denote another element
of Θn and suppose θn ∈ Θn,`, for some ` ∈ Ln (which might or might not be equal to
`0). Compare pθ0,n(X
n) with pθn(X
n) in the likelihood ratio. Recall that the likelihood
of θn is given by,
pθn(X
n) =
∏
i<j
Qi,j;n(θ
′
n)
Xij (1−Qi,j;n(θ′n))1−Xij ,
where θ′n is a representation of θn and
Qi,j;n(θ
′
n) =
 pn, if θ′i = θ′j ,qn, if θ′i 6= θ′j .
Let θ′0,n be a representation of θ0,n and θ′n a representation of θn. Define two sets of
edges, one consisting of all edges that connect within a class under θ′0,n and between
classes under θ′n, and another consisting of all edges that connect between classes under
θ′0,n and within a class under θ′n:
D1,n = {(i, j) ∈ {1, . . . , n}2 : i < j, θ′0,n,i = θ′0,n,j , θ′n,i 6= θ′n,j},
D2,n = {(i, j) ∈ {1, . . . , n}2 : i < j, θ′0,n,i 6= θ′0,n,j , θ′n,i = θ′n,j}.
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Note that D1,n and D2,n do not depend on the chosen representations of θ0,n and θn.
Also define,
(Sn, Tn) :=
(∑
{Xij : (i, j) ∈ D1,n},
∑
{Xij : (i, j) ∈ D2,n}
)
,
and note that, under Pθ0,n and Pθn ,
(Sn, Tn) ∼
Bin(|D1,n|, pn)× Bin(|D2,n|, qn), if Xn ∼ Pθ0,n ,Bin(|D1,n|, qn)× Bin(|D2,n|, pn), if Xn ∼ Pθn . (25)
Since Sn and Tn are independent, the likelihood ratio is fixed as a product two exponen-
tiated binomial random variables:
pθn
pθ0,n
(Xn) =
(
1− pn
pn
qn
1− qn
)Sn−Tn(1− qn
1− pn
)|D1,n|−|D2,n|
(26)
This gives rise to the following lemma:
Lemma B.1 Let n ≥ 1, θ0,n, θn ∈ Θn be given. Then there exists a test function φn :
Xn → [0, 1] such that,
Pθ0,nφn(X
n) + Pθn(1− φn(Xn)) ≤ ρ(pn, qn)|D1,n|+|D2,n|.
Proof The likelihood ratio test φn(X
n) has testing power bounded by the Hellinger
transform,
Pθ0,nφn(X
n) + Pθn(1− φn(Xn)) ≤ Pθ0,n
( pθn
pθ0,n
(Xn)
)1/2
,
(see, e.g. Le Cam, 1986 and Kleijn, 2020, lemma 2.7). Then
Pθ0,n
(
pθn
pθ0,n
(Xn)
)1/2
= Pθ0,n
(
pn
1− pn
1− qn
qn
)1
2 (Tn−Sn)(1− qn
1− pn
)1
2 (|D1,n|−|D2,n|)
= Pe
1
2λnSn Pe−
1
2λnTn
(
1− qn
1− pn
)1
2 (|D1,n|−|D2,n|)
,
where λn := log(1 − pn) − log(pn) + log(qn) − log(1 − qn) and (Sn, Tn) are distributed
binomially, as in the first part of (25). Using the moment-generating function of the
binomial distribution, we conclude that,
Pθ0,n
(
pθn
pθ0,n
(Xn)
)1/2
=
(
1− pn + pn
(1− pn
pn
qn
1− qn
)1/2)|D1,n|
×
(
1− qn + qn
( pn
1− pn
1− qn
qn
)1/2)|D2,n|(1− qn
1− pn
)1
2 (|D1,n|−|D2,n|)
= ρ(pn, qn)
|D1,n|+|D2,n|,
which proves the assertion. 
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B.1 The sizes of D1,n and D2,n
Let θn ∈ Θmn,` . There are 12
∑`
i=1mn,`,i(mn,`,i − 1) pairs (i, j), i < j with θn,i = θn,j .
We have
1
2
n(mn,`,min − 1) ≤ 1
2
∑`
i=1
mn,`,i(mn,`,i − 1) ≤ 1
2
n(mn,`,max − 1).
Lemma B.2 Under assumption 2.1,
|D1,n ∪D2,n| ≥ 1
2
n(mn,`0∧`,min −mn,`0∨`,max).
Proof As there are at least 12n(mn,`0,min − 1) elements (i, j), i < j for which θ0,n,i =
θ0,n,j and at most
1
2n(mn,`,max − 1) elements (i, j), i < j for which θn,i = θn,j , in case
1
2n(mn,`0,min − 1) > 12n(mn,`,max − 1) going from θ0,n to θn there are at least
1
2
n(mn,`0,min − 1)−
1
2
n(mn,`,max − 1) = 1
2
n(mn,`0,min −mn,`,max)
elements contributed to D1,n.
In case 12n(mn,`,min − 1) ≥ 12n(mn,`0,max − 1) going from θn to θ0,n there are at least
1
2
n(mn,`,min − 1)− 1
2
n(mn,`0,max − 1) =
1
2
n(mn,`,min −mn,`0,max).
elements contributed to D2,n. It follows from assumption 2.1 that exactly one of these
two options occurs. Hence we have that D1,n ∪D2,n consist of at least
1
2
n(mn,`0∧`,min −mn,`0∨`,max)
elements. 
Remark B.3 The lower bound may be obtained. (Let 1k12k2 . . . `k` denote the la-
bel vector with k1 consecutive 1’s, followed by k2 consecutive 2’s, etc.) Consider
an even `0 and let ` = `0/2 and m = 2m0, mn,`0 is the `0-vector (m0, . . . ,m0)
and mn,` is the `-vector (m, . . . ,m). Let θ0,n = (1
m02m0 . . . `m00 ) ∈ Θmn,`0 and
θn = (1
2m022m0 . . . (`0/2)
2m0) ∈ Θmn,` . Note that when θ0,n,i = k, then θn,i = dk/2e.
It follows that D1,n is an empty set in this case. On the other hand, if θ0,n,i = 2k + 1
and θ0,n,j = 2k + 2 with k ∈ {0, . . . , `0/2− 1}, then θn,i = θn,j = k + 1. There are
1
2`0m
2
0 =
1
2nm0 =
1
2n|m0 −m| of such combinations. Hence #D2,n = 12n|m0 −m| and
the lower bound is actually achieved.
Obviously, the bound above is useless when θn and θ0,n both belong to the same set
Θn,`.
The following lemma relates the number of elements in D1,n ∪ D2,n to the rn-distance
(eq. (14)) between θ0,n and θn.
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Lemma B.4 For θ0,n, θn ∈ Θn,`0 with r = rn(θ0,n, θn), we have
|D1,n ∪D2,n| ≥ 2r(mn,`0,min − r)+,
where for a real number x, x+ = max {0, x}.
Proof Let θ′0,n and θ′n be representations of θ0,n and θn, respectively, so that
r′n(θ′0,n, θ′n) = r. There are s, t ∈ {1, . . . , `0}, s 6= t so that there are exactly r ver-
tices with θ′0,n-label s and θ′n-label t. Clearly, when this happens, mn,`0,s ≥ r, and
trivially, mn,`0,s ≥ mn,`0,1 ≥ mn,`0,min. It follows that D1,n has at least r(mn,`0,s − r) ≥
r(mn,`0,min− r)+ elements. Using that D1,n and D2,n are disjoint and reversing the role
of θ0,n and θn and D1,n and D2,n gives |D1,n ∪D2,n| ≥ 2r(mn,`0,min − r)+. 
B.2 The distance rn and the sets Vn,`,k
Lemma B.5 Let ` ≤ `′. Let θ ∈ Θmn,` and η ∈ Θm˜n,`′ . The distance rn(θ, η) is bounded
by mn,`,`/2, which in turn is bounded by mn,`,max/2.
Proof Note that θ (η, resp.) is characterised by the partition of {1, . . . , n} in ` (`′,
resp.) sets of sizes mn,`,1, . . . ,mn,`,` (m˜n,`′,1, . . . , m˜n,`′,`′ , resp.). Vice versa, for such a
partition, one can define a labelling, by assigning a label to each set in the partition,
and giving each element of the set that label. Define
Ξθ =
{{
i : θ′i = a
}
: a ∈ {1, . . . , `}} ,
note that Ξθ is independent of the representation, and define Ξη similarly. Now note
that there are at most ` pairs of sets (A,B), A ∈ Ξθ, B ∈ Ξη with |A ∩ B| > mn,`,`/2,
because Ξθ consists of ` elements and Ξη consists of `
′ ≥ ` elements, and if there are
more than ` such pairs, then there is an A in Ξθ and two different B1, B2 in Ξη such
that A∩B1 and A∩B2 have more than mn,`,`/2 elements. But B1 and B2 are disjoint,
so A has more than mn,`,` elements, which is a contradiction.
Let (A1, B1), . . . , (Ak, Bk) the pairs with |Ai ∩ Bi| > mn,`,`/2, with k ≤ `(≤ `′). Define
a label θ′ ∈ θ by assigning label i to the sets Ai, i ∈ {1, . . . , k} and the remaining `− k
labels to the remaining sets in the partition Ξθ and define η
′ ∈ η similarly by assigning
label i to the sets Bi, i ∈ {1, . . . , k} and the remaining `′ − k labels to the remaining
sets in Ξη. It follows that r(θ, η) ≤ r(θ′, η′) ≤ mn,`,`/2. By the definition of mn,`,max,
mn,`,` ≤ mn,`,max. 
Let θ ∈ Θmn,` and define Vn,`,k(θ) = {η ∈ Θn,` : rn(θ, η) = k} .
Lemma B.6 Let θ ∈ Θmn,`, and k ≤ mn,`,1. Then
|Vn,`,k(θ)| ≤ 2k`(`−1)
(
n(`− 1)
`(`− 1)k
)
≤
(
2en
k`
)`(`−1)k
. (27)
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Note that eq. (27) is well defined when k` ≤ n, which is the case when k ≤ mn,`,1.
Proof When ` = 1, the lemma is trivial. Let ` > 1. Choose a representation θ′ of θ
so that exactly mn,`,i labels of θ
′ are i, i ∈ {1, . . . , `}. Let us count the number of ways
in which we can change the labelling θ′ into a label η′, while keeping rn(θ′, η′) ≤ k. Let
i, j ∈ {1, . . . , `} , i 6= j. We can choose (mn,`,i
k
)
vertices with θ′-label i and either retain
the label i or give them them the label j. This is possible in 2k ways. There are ` − 1
labels j 6= i, and there are ` labels i. Hence Vn,`,k has at most
2k`(`−1)
∏`
i=1
(
mn,`,i
k
)`−1
elements.
Using
(
a
b
)(
c
d
) ≤ (a+cb+d), the number of elements in Vn,`,k is bounded by
2k`(`−1)
(
n(`− 1)
`(`− 1)k
)
.
Equation (27) is in turn bounded by(
2en
k`
)`(`−1)k
.

B.3 The distance mn
The distance mn, restricted to Θn,` has the following relationship with rn:
Lemma B.7 For all θ, η ∈ Θn,`,
rn(θ, η) ≤ m(θ, η) ≤ `(`− 1)rn(θ, η). (28)
Proof When ` = 1, Θn,` consist of only one element, and eq. (28) is trivial. Now
suppose ` > 1. Every representation θ′ of θ and η′ of η statifies r′n(θ′, η′) ≥ rn(θ, η) =: r.
Hence, for fixed representations θ′ and η′, there are at least r vertices with θ′ label a
have η′ label b, for some a, b ∈ {1, . . . , `} , a 6= b. Hence m′n(θ′, η′) ≥ r. So mn(θ, η) ≥ r.
On the other hand, if θ′ and η′ are representations of θ and η, respectively, such that
r′n,`(θ
′, η′) = rn,`(θ, η) =: r, then there are at most r vertices with θ′ label 1, that have
η′ label 2, and at most r vertices with θ′ label 1 that have η′ label 3, etc. As there are
`− 1 labels not equal to 1, and θ′ has ` labels, m(θ, η) ≤ m′(θ′, η′) ≤ `(`− 1)r. 
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C Auxiliary lemmas
Lemma C.1 Let C ≥ 2. For all x ≥√2/C,
e−Cx
1− e−x ≤ e
−Cx/4.
Proof Note that
1− e−x =
∫ x
0
e−ydy
≥ xe−x.
Using this and the fact that C − 1 ≥ C/2, we see that
e−Cx
1− e−x ≤
e−Cx
xe−x
=
e−(C−1)x
x
≤ e
−Cx/2
x
=
e−Cx/4
x
e−Cx/4.
As x ≥√2/C is equivalent to Cx/4 ≥ x−1/2 and x > 0, we have
e−Cx
1− e−x ≤x
−1e−x
−1/2e−Cx/4.
One verifies that f(y) = ye−y/2 attains its maximum on R at y = 2 and f(2) = 2/e < 1.
It now follows that
e−Cx
1− e−x ≤ e
−Cx/4.

Lemma C.2 For x ∈ [0, 1], √1− x ≤ 1− x/2.
Proof Define f(x) =
√
1− x and g(x) = 1− x/2. Note that f(0) = g(0) and f ′(x) =
− 1
2
√
1−x ≤ −12 = g′(x), for all x ∈ [0, 1]. It follows that g(x) ≥ f(x) for all x ∈ [0, 1]. 
Lemma C.3 For all positive integers r and real numbers x > −r, (1 + x/r)r ≤ ex.
Proof Let for x > −r, f(x) = r log(1 + x/r) and g(x) = x. Then f ′(x) = 11+x/r and
g′(x) = 1. It follows that f ′(x) ≤ g′(x), when x ≥ 0, f ′(x) > g′(x) when −n < x < 0
and f(0) = g(0). It follows that f(x) ≤ g(x) for all x > −r. As y → ey is increasing, for
all real y, it follows that for all x > −n, (1 + x/r)r = ef(x) ≤ eg(x) = ex. 
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