Abstract-Synthetic Aperture Radar (SAR) has been widely used for Earth remote sensing for more than 30 years. It provides high-resolution, day-and-night and weather-independent images for a multitude of applications ranging from geoscience and climate change research, environmental and Earth system monitoring, 2-D and 3-D mapping, change detection, 4-D mapping (space and time), security-related applications up to planetary exploration. With the advances in radar technology and geo/bio-physical parameter inversion modeling in the 90s, using data from several airborne and spaceborne systems, a paradigm shift occurred from the development driven by the technology push to the user demand pull. Today, more than 15 spaceborne SAR systems are being operated for innumerous applications. This paper provides first a tutorial about the SAR principles and theory, followed by an overview of established techniques like polarimetry, interferometry and differential interferometry as well as of emerging techniques (e.g., polarimetric SAR interferometry, tomography and holographic tomography). Several application examples including the associated parameter inversion modeling are provided for each case. The paper also describes innovative technologies and concepts like digital beamforming, Multiple-Input Multiple-Output (MIMO) and bi-and multi-static configurations which are suitable means to fulfill the increasing user requirements. The paper concludes with a vision for SAR remote sensing.
I. IntroductIon
S ynthetic Aperture Radar (SAR) has entered into a golden age. More than 15 spaceborne SAR sensors are being operated today and 10 new SAR systems will be launched within the next 5 years. SAR is unique in its imaging capability: It provides high-resolution twodimensional images independent from daylight, cloud coverage and weather conditions [1] - [9] . It is predestined to monitor dynamic processes on the Earth surface in a reliable, continuous and global way. SAR systems have a side-looking imaging geometry and are based on a pulsed radar installed on a platform with a forward movement. The radar system transmits electromagnetic pulses with high power and receives the echoes of the backscattered signal in a sequential way. Typical values for the pulse repetition frequency range from a few hundred to a few thousand Hertz for airborne and spaceborne systems, respectively. The swath width varies typically from a few kilometers to 20 km in the airborne case and from 30 to 500 km in the spaceborne case. The transmitted pulse interacts with the Earth surface and only a portion of it is backscattered to the receiving antenna which can be the same as the transmit antenna (for a monostatic radar) or a different one (for a bi-or multi-static radar). The amplitude and phase of the backscattered signal depends on the physical (i.e., geometry, roughness) and electrical properties (i.e., permittivity) of the imaged object. Depending on the frequency band, considerable penetration can occur so that the imaged objects and media must be modeled as a volume (e.g., vegetation, ice and snow, dry soil). More penetration of the electromagnetic pulses in media will occur for radar systems using longer wavelengths which usually have an accentuated volume contribution in the backscattered signal. Commonly used frequency bands in SAR systems and the associated wavelength ranges are shown in Table 1 .
The simplest radar system provides a 2-D reflectivity map of the imaged area, i.e., targets with high backscattered signal are identified as bright spots in the radar images and flat smooth surfaces as dark areas. The flight direction is denoted as azimuth and the line-of-sight as slant range direction. Until the 50s imaging radars were denoted as SLAR (side-looking airborne radar) and did not use the principle of the synthetic aperture. This led to a moderate azimuth resolution which deteriorates as the range increases. For example, an X-band SLAR system with a 3-meter antenna da has an azimuth antenna beamwidth of .
. 
where m is the wavelength. The azimuth resolution a d is given by the smallest separation between two point targets that can be detected by the radar. In the SLAR case this is given by the illumination length of the azimuth antenna beam on the ground. Assuming a range distance, , r0 from the antenna to the targets of 5 km yields .
The moderate to low azimuth resolution has been the main drawback of the SLAR system. With an invention by Carl Wiley in 1951 followed by a patent application in 1954 [10] , this limitation has been overcome by the use of a coherent radar and the principle of Doppler beam sharpening [11] , leading to an improvement of the azimuth resolution. In the following years, this concept was extended to the principle of the synthetic aperture as it is known today [12] . The resulting azimuth resolution becomes equal to half the azimuth antenna length ( / ) d 2 a a d = and is independent of the range distance. This means that the azimuth resolution in the previous example is equal to 1.5 m, i.e., more than 30 times better than the resolution of the real aperture SLAR system. For a spaceborne SAR system with equal azimuth antenna length, the azimuth resolution will be the same (i.e., 1.5 m). The invention of the SAR principle represented a major milestone for the development of airborne and spaceborne imaging radar systems in the decades to follow.
The discovery and initial developments of SAR systems in the 50s and 60s were dominated by military research and use for reconnaissance purposes and man-made target detection. SAR images represent however much more than just a 2-D reflectivity map. In the 70s and 80s several airborne systems were developed for civilian applications with the ultimate goal to retrieve geo/bio-physical parameters from the Earth surface. From the beginning, airborne SAR systems were always a step ahead in the technological development, allowing the demonstration of new techniques and applications that were later implemented in spaceborne SAR missions.
The launch of Seasat in 1978, the first civilian SAR satellite, as well as the advancement in digital technology boosted the SAR development. We can summarize this time and biomaSS eStimation in P-and l-band; 2) aGriculture, ocean, ice or SubSidence monitorinG in l-, c-, S-and X-band; 3) Snow monitorinG in X-and Ku-band; and 4) VerY hiGh-reSolution imaGinG in X-and Ka-band. moSt uSed FreQuencY bandS are l-, c-and X-band.
as the discovery time with a strong believe on the potential and future of radar remote sensing. The launch of the ERS-1/2 (C-band), JERS-1 (L-band) and Radarsat-1 (C-band) satellites in the 90s represented further milestones in the spaceborne SAR development in Europe, Japan and Canada, respectively. SAR techniques like polarimetry for improved parameter retrieval, interferometry for deriving the surface topography and differential interferometry for the measurement of Earth surface displacements were developed in the 80s and 90s [13] - [16] . The application fields of these techniques were catapulted by the shuttle missions SIR-C/X-SAR (Shuttle Imaging Radar mission with X-, C-and L-band radars, the latter two being fully polarimetric) in 1994 and the Shuttle Radar Topography Mission (SRTM) at X-band and C-band in 2000. A further milestone in the SAR development was associated to differential SAR interferometry with permanent scatterers (PS) for subsidence monitoring [17] , a technique that was developed using data from ERS-1/2 and later ENVISAT/ASAR (C-band). The latter was the first SAR satellite using the antenna technology with transmit/receive modules for achieving greater flexibility in the steering of the radar antenna beam and therefore in the selection of different imaging modes. In the last 10 years, considerable progress has been achieved with polarimetric SAR interferometry (Pol-InSAR) [18] and tomography for obtaining information of volume scatterers [19] . Tomography has been also used in combination with PS techniques to solve the problem associated with the layover effect in urban areas. Most recently, holographic tomography has been proposed for generating a 360c imaging view of volume scatterers [20] .
With the launch of the bi-static SAR satellites TerraSAR-X and TanDEM-X (X-band), the COSMO-SkyMed satellite constellation (X-band) as well as Radarsat-2 (C-band) a new class of SAR satellites was introduced providing images with resolution in the meter regime. Fig. 1 shows a comparison of a SAR image with moderate resolution corresponding to the state of the art in the 90s and a SAR image obtained with the new generation of high-resolution SAR satellites.
The trend for future systems shows the need for an increased information content in SAR images that can be achieved by multi-channel operation (polarimetry, multifrequency), improved range and azimuth resolution, time series (frequent revisit of the same area) as well as observation angle diversity (interferometry and tomography). These user requirements push the development of new technologies (e.g., digital beamforming, MIMO, bi-and multi-static, large reflector antennas) that are shaping the future of spaceborne SAR systems with the ultimate goal to allow a wide-swath high-resolution monitoring of dynamic processes on the Earth surface in a quasi-continuous way. Table 2 provides an overview of spaceborne SAR sensors (a recent compilation of airborne SAR sensors is given in [21] ). More than 10 SAR satellites will be launched within the next 5 years. A golden age for SAR remote sensing has started! This paper is organized as follows. Section II provides an introduction to the SAR principles, image formation process and SAR image properties. Sections III to VI explain the techniques of polarimetry, interferometry, differential interferometry, polarimetric SAR interferometry and tomography along with application examples. Section VII provides an overview on emerging technologies for future spaceborne SAR systems driven by the user requirements. Section VIII concludes the paper and provides a vision for SAR remote sensing.
II. baSIc Sar prIncIpleS
A Synthetic Aperture Radar is an imaging radar mounted on a moving platform. Similar to a conventional radar, electromagnetic waves are sequentially transmitted and the backscattered echoes are collected by the radar antenna. In the case of SAR the consecutive time of transmission/reception translates into different positions due to the platform movement. An appropriate coherent combination of the received signals allows the construction of a virtual aperture that is much longer than the physical antenna length. This basic attribute of SAR is the origin of its name "synthetic aperture," giving it the property of being an imaging radar. In the case of SAR the radar image results from processing the raw data (i.e., after forming the synthetic aperture) and represents a measure of the scene reflectivity. The following section gives a brief overview of SAR, introducing the theory necessary for the following chapters. The intention here is to give an easy understanding of the subject and to avoid detailed descriptions and derivations for which interested readers are referred to a wealth of publications on SAR [1] - [9] , [23] . In particular, the tutorial paper by Tomiyasu [4] gives a very comprehensive view about the SAR principle and image formation.
SAR sensors commonly utilize frequency modulated pulsed waveforms for transmission, the so-called chirp signals. The amplitude of the transmitted waveform is constant during the pulse time ,
x while the instantaneous frequency is varied in a linear manner over time t according to f k t i r$ = where kr is known as the chirp rate, yielding the bandwidth . B k r r x = This is followed by the echo window time during which the radar "listens" to the scattered echoes and stores the received signals on-board. When referring to the time in the range direction, it is often denoted to as fast time which is an allusion to the velocity of the electromagnetic waves travelling at the speed of light. The transmission and listen procedure is repeated every PRI seconds, where the pulse repetition interval (PRI) is the reciprocal of the pulse repetition frequency / . PRI PRF 1 = Fig. 2 illustrates the typical SAR geometry, where the platform moves in the azimuth or along-track direction, whereas the slant range is the direction perpendicular to the radar's flight path. The swath width gives the ground-range extent of the radar scene, while its length depends on the data take duration, i.e., how long the radar is turned on.
At any time , t the distance between the radar moving at constant velocity v and a point on the ground, described by its coordinates ( , , ) ( , , ), 
where, without loss of generality t t 0 0 = = is the time of closest approach, when the distance is minimum and
-+ with the platform height . H In general the distance r0 is much larger than vt during the illumination time Till a point on the ground is observed; this allows expanding ( ) r t into a Taylor series and neglecting all but the first two terms, which yields the approximation on the right-hand side of (3). In the above expression the time, given through the variable , t is associated with the movement of the platform and therefore often denoted by slow time. The range variation of a point target over time is directly related to the azimuth phase by ( ) ( )/ , t rt 4 { r m =-i.e., the phase variation has also a parabolic behavior (the factor 4r is due to the twoway range measurement of the SAR system). Note that the quadratic approximation in (3) is done for the sake of simplicity. Accurate SAR data processing takes into account the complete phase history without any approximation [8] , [9] . Being an imaging radar requires a two-dimensional resolution. The slant-range resolution r d is inversely proportional to the system bandwidth according to / , c B 2 (again, the factor 2 appears because of the two-way path from transmission to reception) and a high azimuth resolution:
The above equation suggests that a short antenna yields a fine azimuth resolution. This appears surprising on the first view. However, it becomes immediately clear if one considers that a radar with a shorter antenna "sees" any point on the ground for a longer time (the illumination time can be approximated by / T r vd ill a 0 . m ), which is equivalent to a longer virtual antenna length and thus a higher azimuth resolution.
The received echo signal data form a two-dimensional data matrix of complex samples, where each complex sample is given by its real and imaginary part, thus representing an amplitude and phase value. The first dimension corresponds to the range direction (or fast time); a range line consists of the complex echo signal samples after being amplified, down converted to base band, digitized and stored in memory. The radar acquires a range line whenever it travels a distance v PRI $ thus forming the second dimension of the data matrix, known as azimuth or slow-time. The very nature of SAR is that the return echoes from the illuminated scene are sampled both in fast time (range) and slow time (azimuth).
Unlike optical sensors, visualizing raw SAR data does not give any useful information on the scene. It is only after signal processing that an image is obtained, as shown in Fig. 3 which summarizes the basic SAR processing steps. In a very simplified way, the complete processing can be understood as two separate matched filter operations along the range and azimuth dimensions. The first step is to compress the transmitted chirp signals to a short pulse. Instead of performing a convolution in the time domain, a multiplication in the frequency domain is adopted due to the much lower computational load. Thus, each range line is multiplied in the frequency 
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A p e r t u r e domain by the complex conjugate of the spectrum of the transmitted chirp; the result is a range compressed image, which reveals only information about the relative distance between the radar and any point on the ground. Azimuth compression follows the same basic reasoning, i.e., the signal is convolved with its reference function, which is the complex conjugate of the response expected from a point target on the ground. Considering an elemental scatterer at range ( ) r t given in (3), the azimuth signal can be modeled by [9] ( ) ( ) , exp exp s t A r t
where A accounts for the dependency of the received signal on system parameters such as transmit power and losses, and the antenna pattern weighting as a function of the azimuth and elevation angles; the radar cross section is given by 0 v and scatt { is the scattering phase; ( )/ r t 4r m describes the azimuth phase variation due to the changing distance; and i is the imaginary unit, i.e., . 1 i = -Interestingly, the frequency variation of the azimuth signal turns out to be similar to that in the range domain, i.e., a linear frequency modulated signal (azimuth chirp). This becomes clear when substituting the approximation (3) into the last exponent in (5) and computing the instantaneous azimuth frequency as the time differentiation of the phase
which varies linearly with time at an azimuth-frequency rate inversely proportional to the slant range. The azimuth frequency is also called Doppler frequency in analogy to the well-known Doppler effect. Fig. 3 shows the basic steps of SAR signal processing, where the range reference function is dependent only on the transmitted chirp waveform whereas the azimuth reference function depends on the geometry and is adapted to the range. The SAR image is most commonly displayed in terms of intensity values such that each image pixel gives an indication of the reflectivity of the corresponding point on the ground. This involves two additional steps applied on the output of the processor: calibration and geocoding. Here the calibration ensures that the intensity value actually represents the sigma zero ( 0 v ) value of the reflectivity, i.e., the radar cross section normalized to area. Proper calibration is a non-trivial task involving both internal instrument calibration as well as external SAR calibration using targets of known reflectivity [24] . The geocoding on the other hand ensures that the location of any pixel in the SAR image is directly associated to the position on the ground. Typically SAR images are geometrically distorted. The reason for this is that the radar only measures the projection of FIgure 3. Summary of SAR processing steps where the range compressed data result from a convolution of the raw data with the range reference function. In a second step the azimuth compression is performed through a convolution with the azimuth reference function, which changes from near to far range. Here the "*" represents the convolution operation. a three-dimensional scene on the radar coordinates slantrange and azimuth. This causes effects such as shadow for areas hidden from the radar illumination as well as foreshortening and layover manifested by a stretch and compression of sloped terrain. A quantitative measure of the signal processing quality is possible by investigating the impulse response function (IRF). This is basically the two-dimensional complex image that would be obtained from a scene consisting of a single point-like scatterer. The IRF is most often computed based on simulated data, or derived analytically, but it can also be measured when strong scatterers are present in the imaged scene. Specifically the range/azimuth resolution (taken as the respective halfpower width of the IRF) and side-lobe levels are of interest. Analyzing the IRF reveals that the phase, especially in azimuth as given by (5), is crucial for the correct focusing. This has a strong impact on the instrument hardware, which is required to have a high phase stability, i.e., to be coherent during the data acquisition. This is nowadays not an issue due to the availability of ultra-stable oscillators.
Most SAR raw data properties can be described taking into account simple geometrical properties. Of these Range Cell Migration (RCM) is a property originating from the fact that the distance between the radar and any fixed point on the ground is changing within the synthetic aperture time. This distance change is obtained from (3) 
The RCM can be observed through the curvature of the range compressed responses in Fig. 3 . If not corrected, RCM causes an azimuth defocusing when (
ill r 2 d because in this case the point target energy is distributed over several range cells. The fact that the range migration is range-variant, i.e., the curvature depends on , r0 makes SAR focusing a two-dimensional space-variant problem, and hence the data need to be correlated with a non-stationary two-dimensional reference function, making the accurate correction of RCM the most challenging aspect of SAR focusing. In the beginnings of digital processing and especially in the 90s, the efficient correction of the RCM was an intense research topic, resulting in several approaches, of which the most commonly known are those based on k -(or "wavenumber domain") processors [25] , [26] , range-Doppler algorithms [27] - [29] , as well as chirp scaling approaches [30] , [31] . Detailed analyses and comparisons of these processors, as well as further focusing approaches, can be found in several books [2] , [8] , [9] , [32] .
A particular effect to be observed in SAR images is the so-called speckle, which is caused by the presence of many elemental scatterers with a random distribution within a resolution cell. The coherent sum of their amplitudes and phases results in strong fluctuations of the backscattering from resolution cell to resolution cell. Consequently, the intensity and the phase in the final image are no longer deterministic, but follow instead an exponential and uniform distribution, respectively [5] . The total complex reflectivity for each resolution cell is given by
where i is the number of elemental scatterers within the resolution cell. Speckle is indeed a physical measurement of the resolution cell structure at sub-resolution level.
Although it is commonly referred to as noise, speckle cannot be reduced by increasing the transmit signal power, since it has a multiplicative character, i.e., its variance increases with its intensity. To mitigate speckle a technique known as multi-look is utilized, which is basically a non-coherent averaging of the intensity image [2] , [5] . Although multilook causes a degradation in the image resolution, it greatly improves the interpretability of the SAR image as it can be seen in Figures 5(b) -5(d). Also the effect of speckle tends to weaken for very high-resolution systems, since the number of elemental scatterers within a resolution cell decreases. One of the key issues of SAR is the signal sampling. In range, the sampling rate of the analog-to-digital converter Speckle occurs in SAR images due to the coherent sum of many elemental scatterers within a resolution cell. The two parallelograms show the distribution of the scatterers in each resolution cell and the resulting amplitude and phase values. Due to the random distribution of the scatterers, the resulting intensity and phase change from pixel to pixel, showing an exponential and uniform distribution, respectively [5] . Speckle appears in areas with distributed scatterers where the radar wavelength is comparable to the surface roughness. must be larger than the transmitted chirp bandwidth (assuming I/Q demodulation) according to Shannon's sampling theorem. The same is true in azimuth. However, in this case the sampling rate is equal to the PRF which must be larger than the signal Doppler bandwidth. This can be stated as
which can be rearranged in terms of the spatial sample spacing ,
e., at least one sample (pulse transmission event) is required whenever the platform has moved by half of the antenna length.
When determining the required sampling rate it turns out that improving the range resolution increases the data rate and volume on board the satellite. In azimuth the situation is more complex due to the interrelation between various parameters. Here, improving the azimuth resolution means a higher Doppler bandwidth of the received echo signal and consequently a higher sampling, which in this case means increasing the . PRF This, however, reduces the echo window length and by this the time available for receiving the echoes, which means a reduced swath width. It is seen that fine azimuth resolution and wide swath contradict each other and cannot be obtained simultaneously; at least not with conventional single-channel SAR (cf. Section VII).
Current SAR systems are capable of operating in different imaging modes by controlling the antenna radiation pattern. For a planar antenna this is done by dividing the antenna into sub-apertures and controlling the phase and amplitude of each sub-aperture through transmit/receive modules (TRM). Typically a few hundred TRMs are employed, with their settings controlled by software. The most fundamental mode is the Stripmap operation, where the pattern is fixed to one swath, thus imaging a single continuous strip as shown in Fig. 6(a) . If a wider swath is required, the system can be operated in the ScanSAR mode. Here the antenna elevation pattern is successively steered to different elevation angles corresponding to multiple sub-swaths as shown in Fig. 6(b) . Each sub-swath is illuminated by multiple pulses but for a shorter time than in the Stripmap case. The timing is adjusted such that the time-varying elevation patterns repeat cyclically the imaging of multiple continuous sub-swaths. After appropriate processing this yields a wide-swath SAR image, however, the azimuth resolution is degraded when compared to the Stripmap mode. If a better azimuth resolution is required, the Spotlight mode is utilized. Here the antenna pattern is steered in azimuth towards a fixed point to illuminate a given region as shown in Fig. 6(c) . The long illumination Flig ht Pa th Na di r Tr ac k
S w at h W id th S w at h W id th imaging modes exist, such as TOPS [33] or the wave mode, each one improving certain performance parameters, but at the expense of others. It turns out that there exist fundamental limits on single-channel SAR such that improving azimuth resolution results in a degradation of the swath width and vice versa. A system operated such that it violates these limits will result in image ambiguities, i.e., scene features which appear at multiple or wrong positions in the radar image. These limitations can be overcome through multi-channel digital beamforming techniques, which will be introduced in Section VII. In the beginning, SAR images were mainly interesting from the science and engineering point of view. The last years have marked an important transition in the application of SAR. This has changed and nowadays the public awareness of the usefulness of radar remote sensing beyond science is much higher. As an example, radar satellites are predestined to perform disaster monitoring, mitigation and damage assessment due to their allweather day-and-night imaging capability. Fig. 7 shows a SAR image of oil pollution over the Gulf of Mexico taken 10 days after the explosion of the oil drilling unit "Deepwater Horizon."
Another example are multi-temporal acquisitions of the German island Sylt. Fig. 8 shows the changes during a 5-day time span. Due to the large extent of the Wadden Sea (ca. 10,000 square kilometers) long-term time series of radar images offer important information to study the morphology, sediments and habitats in this area, which is being particularly affected by sea level rise.
III. polarImetry
SAR polarimetry is a widely used technique for the derivation of qualitative and quantitative physical information for land, snow and ice, ocean and urban applications based on the measurement and exploration of the polarimetric properties of man-made and natural scatterers [1] , [15] , [34] , [35] . Measuring the full scattering matrix allows to build up a powerful observation space sensitive to shape, orientation and dielectric properties of the scatterers and allows the development of physical models for the identification and/or separation of scattering mechanisms occurring inside the same resolution cell [1] .
A. PolArimetric DescriPtion of the scAtterer
The basic concept of SAR polarimetry is given by the 2 2 # complex scattering matrix that describes the transformation of the two-dimensional transmitted (e.g., incidence) plane wave vector E t v into the received (e.g., scattered) wave vector E r v (two-dimensional in the far field of the scatterer) performed by the scatterer [15] , [35] , [36] is the wave number, expresses the phase shift and attenuation for a spherical wave of a radius that equals the distance between the scatterer and the radar. In SAR interferometry this absolute phase term is used to estimate the three-dimensional location of the scatterer. In SAR polarimetry the absolute phase is in most cases neglected and only the relative phases
between the matrix elements are considered.
The scattering matrix can be measured by transmitting in two orthogonal polarizations on a pulse-to-pulse basis and receiving the scattered waves in two orthogonal polarizations (commonly the same basis as used for transmission). Most polarimetric systems operate in the linear H-V basis: By transmitting a H polarized wave (i.e.,
where the superscript T indicates the transpose operation) and receiving in H (i.e., /| | [ , ] E E 1 0
) polarization the SHH and SVH elements are measured. The two remaining coefficients SVH and SVV are measured in a second step by transmitting a V polarized wave (i.e., /| | [ , ] E E 0 1
) and receiving in H and V. However, [ ] S can be measured also by using any other basis of orthogonal polarizations, as for example left and right circular polarizations as well as by using different bases for transmit and receive (e.g., left-right circular polarization on transmit and linear H-V polarization on receive).
In this sense it is important to note that the information content of the [ ] S matrix is independent of the basis used for its measurement, but its representation of course depends on the chosen reference frame (i.e., the bases used for the measurement). Accordingly, once the full scattering matrix is measured, any arbitrary complex scattering amplitude can be reconstructed as a linear combination of the elements of the measured scattering matrix. This is the great advantage of fully polarimetric radar systems over conventional single-or dual-polarized configurations.
In monostatic configurations, where receiver and transmitter are co-located, the [ ] S matrix becomes symmetric, i.e., , S S S HV VH XX = = for all reciprocal scattering media. In this case, and ignoring the absolute phase, the number of independent parameters in [ ] S is reduced to five: Three amplitudes and two relative phases. In the bistatic case, where receiver and transmitter are spatially separated, S S HV VH ! and [ ] S contains seven independent parameters: Four amplitudes and three relative phases. While bistatic polarimetry is widely used in optics, in SAR remote sensing the majority of the polarimetric systems is operated in a monostatic mode. Very few experiments have been successful in collecting fully polarimetric bistatic data providing some very first insight in the physical interpretation of bistatic SAR polarimetry [37] . In the following, all formulations will refer to the monostatic case.
The set of observables derived from the scattering matrix and used in remote sensing applications is summarized in Table 3 .
The scattering matrix is able to completely describe deterministic (point-like) scatterers that change the polarization of the incident wave, but fails to describe the depolarization of the incident wave as it happens in the case of distributed scatterers. Distributed scatterers are considered to be composed of a large number of randomly distributed deterministic scatterers (see (8)). The measured scattering matrix consists then of the coherent superposition of the individual scattering matrices of all scattering centers within the resolution cell. In order to fully describe the polarimetric scattering behavior of distributed scatterers a second-order statistical formalism is required.
The most common formalism to fully characterize distributed scatterers is the 3 3 # coherency [ ] T (or covariance [ ] C ) matrix defined by the outer product of a three-dimensional scattering vector in the Pauli kP v (or lexicographic kL v ) formulation:
and the coherency matrix is given by (12) , shown at the bottom of the page, where the superscript + indicates the conjugate transpose operation. While the lexicographic formulation is more appropriate for system related considerations, the Pauli formulation is of advantage when it comes to the interpretation of scattering processes [15] . Both matrices are by definition hermitian positive semi definite, have the same real non-negative eigenvalues but different orthonormal eigenvectors, and are in general of full independent parameters in form of six independent matrix elements: Three real diagonal power elements and three off-diagonal complex cross-correlations. Symmetry assumptions about the distribution of elementary scatterers within the resolution cell simplify the scattering problem and reduce the number of independent parameters of [ ] T (or [ ] C ) allowing qualitative and quantitative conclusions about the scattering behavior [35] , [42] , [43] . Besides reciprocity, three special cases of symmetry are important in radar remote sensing applications: Reflection, rotation and azimuthal symmetry. Reflection symmetric media are characterized by a symmetry plane that contains the line-of-sight so that for any scatterer located at one side of the plane a mirrored scatterer at the other side of the plane exists. In this case the correlation between the co-and crosspolarized elements becomes zero. The resulting [ ] T matrix contains only five independent parameters in form of three real diagonal elements and one single non-zero complex off-diagonal element (i.e., the correlation between the copolarized elements). The majority of natural distributed scatterers is reflection symmetric. In the case of rotation symmetry, the spatial distributions of elementary scatterers do not change when rotated about the line-of-sight (LOS) axis. Accordingly, the scattering behavior of such media is invariant under the line-of-sight rotations and the resulting coherency matrix contains only three independent parameters in form of two independent real diagonal elements and one non-zero imaginary off-diagonal element. This is typical for gyrotropic random media, as given for example by a random distribution of helices. When both, reflection and rotation symmetry applies, the medium is said to be azimuthally symmetric: All planes including the line-of-sight are reflection symmetry planes. Consequently, all three offdiagonal elements of the coherency matrix become zero, and only two diagonal elements are independent, the number of independent parameters reduces to 2. This is the case for volumes consisting of random distributions of ellipsoids.
Compared to the elements of the scattering matrix [ ], S the coherency (or covariance) matrix elements have a reduced resolution because of the spatial averaging (i.e., multi-looking), indicated by ,
T Despite the higher radiometric resolution achieved, this loss in resolution may be critical especially for point scatterers but also for applications on distributed scatterers. This can be partially compensated by using adaptive (edge and point scatterers preserving) filters to perform the required multi-looking [15] , [44] .
The set of observables derived from the coherency (or covariance) matrix contains, in addition to the observables derived from [ ], S the correlation coefficients between different polarizations, which are given by 
S S S S S S S S S S S S
and whose application examples are summarized in Table 4 .
B. interPretAtion AnD DecomPosition of scAttering Processes
The main objective of scattering decomposition approaches is to break down the polarimetric backscattering signature of distributed scatterers which is in general given by the superposition of different scattering contributions inside the resolution cell into a sum of elementary scattering contributions. The most common elementary scattering An extended review of scattering decompositions can be found in [15] . The basic concepts of the eigenvector and model-based decompositions are described in the next section.
1) Eigenvector and Eigenvalue based Decomposition: Since the coherency matrix [ ]
T is hermitian positive semi-definite, it can always be diagonalized by a unitary similarity transformation of the form [15] , [35] 
that-as it will be discussed later-characterize the associated scattering mechanism. The idea of the eigenvector approach is to use the diagonalization of the coherency matrix [ ] T of a distributed scatterer, which is in general of rank 3, as a decomposition into the non-coherent sum of three independent (i.e., orthogonal) coherency matrices [ ] Ti
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The [ ] Ti matrices are of rank 1 implying a deterministic scattering contribution, characterized by a single scattering matrix. There are two important statistical parameters arising directly from the eigenvalues of the coherency matrix. The first one is the polarimetric scattering entropy H defined by the logarithmic sum of the
where pi expresses the appearance probability for each contribution. The entropy ranges from 0 to 1 and can be interpreted as a measure of the randomness of the scattering process, or in other words, it expresses the number of effective scattering processes in which [ ] T can be decomposed by means of (18) 
A ranges also from 0 to 1 and expresses the relation between the secondary scattering processes. For a deterministic scatterer with entropy H 0 = the anisotropy is defined as zero, . A 0 = The same is the case for a completely depolarizing scatterer with . H 1 = For scatterers characterized by intermediate entropy values, a high anisotropy indicates the presence of only one strong secondary scattering process. In this sense, the anisotropy provides complementary information to the entropy and facilitates the interpretation of the scatterer. The great advantage of these two parameters arises from the invariance of the eigenvalue problem under unitary transformations: The same scatterer leads to the same eigenvalues and consequently to the same entropy and anisotropy values independent of the basis used to measure the corresponding scattering matrix.
The 
The entropy/(mean) alpha ( / H a) space has been used primarily for the initialization of unsupervised classifications [15] . In Table 5 second-order statistical parameters and their corresponding applications are listed.
2) Model-Based Decomposition: Model-based decompositions have been proposed and applied, in order to decompose the individual scattering contribution into a set of predefined elementary scattering contributions [45] - [48] .
One of the first model-based decompositions used to fit and to interpret SAR data is the Three-Component Decomposition proposed by A. Freeman and S.L. Durden in 1998 [45] = -where Rs and Rp are the Bragg scattering coefficients perpendicular and parallel to the incident plane and depend on the dielectric constant of the surface and the incidence angle [15] , [35] . Also the dihedral component is described by two parameters: The scattering amplitude 
The horizontal and vertical Fresnel coefficients for the soil Rsh and Rsv and for the trunk Rth and Rtv depend on the soil (trunk) dielectric constants and the corresponding incidence angle [15] , [35] . The volume component fv is often approximated by a cloud of ellipsoids [35] . The phase component z accounts for any differential propagation effects in the volume. Hence, the scattering properties of the layer (neglecting multiple scattering interactions) are controlled by three parameters: The electromagnetic density of the volume that affects the scattered power, the shape and the orientation distribution of the volume particles. The exact volume formulation is described in [35] , [49] . The scattering power of the surface , Ps dihedral Pd and volume Pv component are given by the trace of the corresponding coherency matrices
The total power is obtained as ( ) ( ) .
Eq. (22) leads to an under-determined inversion problem of 5 (3 real and one complex) observables for six (real) unknown parameters. For this, the non-dominant of the two components, either surface or dihedral, is set to a constant value according to the sign of { } Re S S * HH VV 1 2 after removal of the volume contribution. Surface scattering is dominant if this term is positive otherwise dihedral scattering is dominant.
The described canonical models have been widely used as elements of different decomposition approaches. Beyond this, several modifications have been proposed in order to improve the interpretation of real scattering scenarios by means of more realistic model components [49] , [50] . Besides the interpretation of polarimetric data over vegetated terrain, model-based decompositions have been used to initialize and support polarimetric segmentation and classification approaches [15] . Fig. 9 shows on the top the Freeman and Durden decomposition applied on quad-polarimetric L-band data acquired by DLR's E-SAR system over the Oberpfaffenhofen test site. Red, green and blue correspond to , fd fv and . fs In a second step, the dominant of the three contributions has been used to classify the scene into three classes: Dihedral, volume and surface like scatterers. These three classes are then used to initialize a statistical Wishart classifier able to refine up to 16 classes [15] . The result is shown on the bottom of Fig. 9 . More recently, polarimetric decomposition techniques have been successfully used to separate and remove the disturbing vegetation contribution and allow estimation of the soil moisture content on the isolated surface components. Fig. 10 shows the soil moisture maps obtained from polarimetric L-band data acquired at three different dates in the frame of the AGRISAR experiment in 2006 [51] . At the time of the first acquisition in April, the crop layer was still short and light. Its height and density increased during the next acquisitions performed in June and July. The underlying soil moisture estimation accuracy was on the order of 4 vol% and 11 vol% RMSE indicating the potential of the decomposition approach.
Iv. InterFerometry SAR interferometry is a powerful and well-established remote sensing technique that enables the highly accurate measurement of important geophysical parameters such as surface topography, ground deformation and subsidence as well as glacier movements [13] , [52] - [54] . The key idea of SAR interferometry is to compare for a given scene the phase of two or more complex radar images that have been acquired from slightly different positions or at different times. Since the phase of each SAR image pixel contains range information that is accurate to a small fraction of the radar wavelength, it is possible to detect and measure tiny path length differences with centimetric or even millimetric accuracy. This outstanding accuracy is independent of the distance between the sensor and the scene which makes SAR interferometry highly relevant for both air-and spaceborne remote sensing. Over the last decades numerous terrestrical applications have been demonstrated using either airplanes [18] , [55] - [59] or satellites [16] , [60] - [70] . A drawback and fundamental challenge of SAR interferometry is, however, that the measured range difference is ambiguous with the wavelength. This ambiguity is typically resolved by using some external information together with appropriate regularity assumptions about the imaged scene, a process known as phase unwrapping [71] . The radar images for SAR interferometry are typically acquired either from mutually displaced flight tracks or from one and the same flight track but at different times. The former is known as across-track interferometry and enables, besides several other applications, a precise measurement of the surface topography. The latter is known as along-track or differential interferometry. By varying the temporal baseline between the interferometric acquisitions, velocities ranging from several meters per second down to a few millimeters per year can accurately be measured. Important applications covering the whole range of potential time scales are the detection of moving objects like cars or ships [70] , [72] , the observation of ocean surface currents [57] , [73] , the measurement of sea ice drift and glacier flow [62] , [63] , [67] , the study of seismic deformations and volcanic activities [16] , [66] , as well as the monitoring of land subsidence [69] . Further potential arises from a comparison of the coherence between several data acquisitions, which can be used for land classification and change detection [64] , [74] , [75] .
A. Across-trAck interferometry
Conventional SAR imaging implies a projection from the 3-D object space to a planar 2-D radar image where the image coordinates are range and azimuth. This means that a single image pixel contains the focused radar echoes Volume Double Bounce Surface from all elemental scatterers that are contained within a circular ring or torus centered on the platform path. The radius of the ring is given by the range and its length and width are provided by the azimuth and range resolutions, respectively. As a result, a single SAR image does not contain information about the elevation angle and therefore the height of the imaged scene.
The objective of across-track interferometry is to overcome this limitation and to resolve the elevation angle with high precision. For this, the scene is mapped with a second antenna that moves along a flight path which is laterally displaced from that of the first antenna. As illustrated in Fig. 11 , the antenna displacement causes for each scatterer of the imaged scene a characteristic range difference that can be evaluated to retrieve the surface height.
From Fig. 11 it becomes apparent that for large distances r0 and short baselines B= the one-way range difference r T will be proportional to the height difference . h T This proportionality can be expressed as
where r0 is the slant range, i i is the local incident angle, and B= is the baseline perpendicular to the line of sight. In a coherent radar, this range difference r T corresponds to a measured phase difference T{
where m is the carrier wavelength. The factor m takes into account whether the range difference is only due to the receive path or due to both the transmit and the receive paths. Therefore, m is equal to one for a single-pass SAR interferometer where only one antenna transmits and two antennas receive the scattered echoes, and m is equal to two for a repeat-pass or ping-pong scenario where each radar image is acquired with its own illuminator. Figure 12 shows as an example the phase differences obtained for a pair of SAR images that were acquired by the spaceborne single-pass SAR interferometer TanDEM-X [76] . To obtain the phase, the two complex SAR images were first aligned such that corresponding image pixels map the same scene features. This alignment is known as co-registration and it is typically based on a maximization of the cross-correlation by applying local range and azimuth shifts between the two SAR images. After this, corresponding image pixels should contain the signals from the same elemental scatterers. After co-registration, the first image was multiplied by the complex conjugate of the second image to form the complex interferogram from which the phase is immediately extracted. This phase is shown in the left image by a cyclic color code as indicated by the color bar. It becomes evident that the interferometric phase is dominated by a fringe pattern in the range direction (range is shown from left to right, and azimuth from top to bottom). This pattern, which is only slightly distorted by the scene topography, is mainly caused by the systematic decrease of the interferometric phase with increasing range and look angle that occurs even for flat surfaces. This flat Earth contribution is typically removed by subtracting the expected phase from an appropriately chosen reference surface and the resulting interferogram is shown in the middle of Fig. 12 . Note that the remaining fringes show already some similarity to the contour lines of a topographic map. The accuracy of the phase measurement in Fig. 12 is limited by the magnitude of the interferometric coherence, which describes the degree of correlation between the two radar images. In practice, several factors contribute to a reduction of the coherence. One major contributor is receiver noise. Assuming identical noise power for both receivers, the corresponding coherence loss is given by [77] , 1 1 SNR
where SNR is the signal-to-noise ratio associated with each receiver. Another important factor is temporal decorrelation , Temp c which describes changes in the scene microstructure and permittivity between two time-separated image acquisitions. Temporal decorrelation may for example be caused by small mutual shifts between the elementary scatterers. Further important decorrelation sources are geometric baseline and volume decorrelation , Geo c which are discussed in later sections. The total coherence loss is then given by a product of the individual losses [78] . SNR T emp G eo
Coherence loss may cause rather large phase errors in the interferogram. To mitigate phase noise, the complex interferogram is often locally averaged prior to the extraction of the phase values. This averaging is typically denoted as multi-looking and Fig. 13 shows how the phase noise is reduced with an increasing number of averaged interferometric samples (looks). It becomes clear that multi-looking is quite efficient in improving the phase estimates, but it has to be traded against the associated loss of spatial resolution. The interferogram in Fig. 12 was obtained using 5 looks in range and 5 looks in azimuth, which reduced the phase noise standard deviation by approximately a factor of 5. To further explore the peculiarities of SAR interferometry, we insert (27) into (28) 
This equation describes the sensitivity of the radar interferometer to small height differences . h T It is obvious that the sensitivity can be improved by increasing the length of the perpendicular baseline . B= However, the maximum useful baseline length is constrained by two factors.
A first limitation is baseline decorrelation. To understand this limitation, we have to remember that the recorded SAR signal can be regarded as being composed of the radar echoes from a large number of closely spaced elementary point-like scatterers with random amplitude and phase. Each of these scatterers contributes to the overall radar signal with an additional phase shift, which is proportional to its distance from the receiving antenna. If we consider now a fixed scatterer ensemble on the ground and vary the radar look angle, it becomes clear that the relative phase between the radar echoes from the individual scatterers changes. The difference will be small for short baselines , B= but with increasing baseline length B= the phase contributions from the elementary scatterers within each resolution cell will become more and more different between the two SAR images. As a result, the correlation between the two complex SAR images decreases systematically with increasing baseline length until it completely vanishes. The baseline length for which the two SAR images become completely decorrelated is known as the critical baseline . B ,crit = For flat surfaces, this can be expressed mathematically as [77] , [78] . For baselines that are smaller than the critical baseline, the spatial surface decorrelation can be removed by a process known as range filtering at the cost of a degraded range resolution [79] . Note that the length of the critical baseline increases with decreasing range resolution. Modern SAR systems have typically a rather large bandwidth and baseline decorrelation is therefore nowadays a less important issue than it was with early SAR systems.
A second and from a practical point of view often more restrictive limitation for the maximum useful baseline length results from ambiguities in the phase-to-height conversion process. For this we consider again (31) and recall that the interferometric measurement provides only phase values which are ambiguous by integer multiples of .
2r As a result, the height measurements are also ambiguous by multiples of
Such ambiguities are usually resolved during phase unwrapping, which exploits spatial correlations between the height values arising from natural topography [13] , [52] , [60] , [71] . The right-hand side of Fig. 12 shows the unwrapped phase of the Atacama interferogram, which is scaled to terrain height in accordance with the factor given in (31) . The accuracy of this phase (or height) reconstruction process depends on several factors like the signal-to-noise ratio, the surface and volume decorrelation (cf. Section V-A), the ground resolution, and, most important, the actual terrain itself. The latter may strongly limit the useful baseline length for rough terrain like deep valleys, isolated peaks, tall forests, or mountains with steep slopes. On the other hand, large baselines are desired to achieve a sensitive radar interferometer with a good phase-to-height scaling. This dilemma becomes especially pronounced for state-of-the-art radar sensors, which will provide a high range bandwidth and hence enable coherent data acquisitions with long interferometric baselines. To illustrate this problem, we consider a spaceborne radar interferometer like TanDEM-X [76] , which operates in the interferometric imaging mode with a nominal bandwidth of B 100 MHz. r = Choosing a baseline which is just % 10 of the critical baseline, the corresponding height of ambiguity is about 10 m for an incident angle of . 45°i i = Such a height of ambiguity is quite low and it may cause irresolvable height errors in areas with rough terrain. It is therefore in general not possible to take full advantage of the opportunity for large baseline acquisitions provided by the new generation of high-bandwidth radar systems.
A possible solution to this dilemma is an interferometric system with flexible baseline lengths. This enables an adaptation of the baseline to the actual terrain and it offers furthermore the possibility to image one and the same area with multiple baselines of different length. The latter can be used for an unambiguous reconstruction of the terrain height [80] , [81] . Such a strategy is also employed in the TanDEM-X mission where two or more interferograms with a typical baseline ratio of 0.7 are combined to resolve height ambiguities. The results obtained with this technique are rather promising [82] . In the future, one may also use systems that allow for the acquisition of multiple baselines in a single-pass. An example are satellite formations with multiple spacecraft that allow for adjustable baselines ranging from less than 100 meters up to 10 kilometers and more [83] . The interferogram in Fig. 12 was obtained with a height of ambiguity of 47 m and the terrain allowed for successful phase unwrapping without the need for a second acquisition with a different baseline.
The last steps in the DEM generation process are phase-to-height conversion and geocoding. The phase-toheight conversion uses the imaging geometry of Fig. 11 in combination with the interferometrically derived range difference to determine by trigonometry for each image point its position relative to the sensor. This requires both a sufficiently accurate knowledge of the interferometric baseline between the radar antennas and a precise knowledge of the range difference for each scatterer. Since the latter is derived from the unwrapped interferometric phase, it is unfortunately only known up to a global offset which is a multiple of the wavelength. The remaining uncertainty is typically resolved by using at least one external reference. An alternative is the employment of radargrammetric techniques, which measure the mutual range shift between corresponding SAR image pixels to derive a coarse DEM. The radargrammetric measurement is unambiguous but its accuracy is typically two orders of magnitude worse than that of the interferometric technique. Nevertheless, a sufficient accuracy can be obtained by averaging over a large scene as it is done in the operational TanDEM-X processor [84] . The final step is geocoding, which involves a transformation from the radar geometry to the coordinates of a selected geodetic reference system. Fig. 14 shows as an example the geocoded digital elevation model (DEM) that has been derived by the experimental TAXI processor [85] from the Atacama interferogram of Fig. 12 .
B. DifferentiAl sAr interferometry
Differential SAR interferometry (DInSAR) is a further clear example of a well-established interferometric technique. Similar as with InSAR, the high sensitivity of a SAR instrument to measure the LOS propagation distance is exploited in order to detect displacements of the Earth surface at a wavelength scale.
Consider two SAR images acquired with a certain temporal separation that are combined to generate an interferogram. Ideally, a zero-baseline configuration would result in an interferogram whose phase information would only be related to the LOS displacement in the scene. In practice though, a certain baseline is always present, which makes the interferogram also sensitive to the topography of the scene. By using an external DEM, the topographic information can be subtracted from the interferogram, leading to a differential SAR interferometric measurement where subtle changes of the range distance between the two acquisitions (e.g., due to subsidence) can be detected. After the topographic phase removal, the phase of the interferogram becomes
where rdisp T is the desired LOS displacement. As it can be noted in (34), DInSAR can achieve an accuracy in the order of a fraction of the wavelength in the measurement of the LOS displacement, hence becoming a powerful tool for deformation monitoring of large areas. Similar to InSAR, the differential phase needs to be unwrapped and calibrated in order to obtain absolute displacement results (see example in Fig. 15(a) ). But several aspects impair the performance of this approach. First, the accuracy of the external DEM needs to be in the same order of magnitude or better than the phase sensitivity of the interferometric baseline. But more important, one needs to consider phase noise due to temporal decorrelation and variations in the propagation medium. The latter is a consequence of the atmospheric delay, which is mainly due to the water vapor content in the troposphere. The delay is in the order of 2 4
-meters, but its gradient at a local scale can be in the order of up to 1cm/km or more [54] , [86] , hence limiting the accuracy of the conventional differential SAR interferometry approach, and being only of interest for cases where the displacements are larger than this value. At lower frequency bands like L-or P-band, the total electron content (TEC) inside the ionosphere results in a further non-negligible path delay, which can potentially vary within the synthetic aperture time, and thus introduce undesired defocusing and impulse response shifts in the azimuth dimension [87] , [88] . Figure 15 (a) shows the subsidence over Mexico City estimated with two TerraSAR-X images acquired with a 6-month difference, where the SRTM DEM [89] was used to remove the topographic phase. The maximum displacement is about 15 cm in some city areas, corresponding roughly to a factor 5 of the wavelength. The areas with a low coherence have been masked out for visualization purposes. The subsidence is due to ground water extraction and it is a well-known problem in Mexico City [90] .
The exploitation of image time series is the solution to the limitations of conventional differential SAR interferometry. By using a large stack of images acquired at different time instants, the aforementioned contributions can be separated. The signal model of a single point in the image stack for a given interferometric pair can be written as
where topo { represents the residual topographic component after removing the external DEM, atm { the atmospheric component, n { the phase noise, and i and j represent the image indexes within the stack. But the main challenge is, similar as with InSAR, the fact that the phases are wrapped modulo , 2r which makes the problem non-linear. Several approaches have been developed in the literature in order to extract the different contributions of interest through different advanced filtering schemes. The first step in these approaches is the selection of the image pixels with enough quality to be used in the estimation process, being the most commonly approaches the ones based on the amplitude dispersion, i.e., the socalled permanent scatterers (PS) technique [17] , [69] , or on the interferometric coherence [91] - [93] . A PS appears in the image as a pixel showing a stable amplitude behavior in time and usually corresponds to point-like targets such as buildings or rocks, while distributed scatterers are discarded. On the other hand, the selection using the coherence further includes distributed scatterers that remain coherent in time, e.g., surfaces, hence increasing the potential number of candidate pixels. Nevertheless, the coherence estimation implies a resolution loss in opposition to the PS technique, which works at full image resolution. Recent approaches exploit both PS and coherent distributed scatterers simultaneously in order to increase the number of valid pixels, and hence achieve a larger coverage of the measurement [94] . The selection of valid pixels is, in any case, an intense topic of research, where the objective is to find as many as possible valid pixels at the best spatial resolution [39] , [95] - [100] . The non-linearity of the problem, i.e., the wrapping of the phases, is also addressed differently. Some techniques perform the phase unwrapping of the individual interferograms on a sparse grid to turn the problem linear and ease the forthcoming filtering steps [69] , [91] , while others exploit phase differences between neighboring pixels working in the complex domain (non-linear optimization), being nevertheless required to perform an integration process afterwards [92] , [97] . More advanced approaches perform 3-D phase unwrapping, i.e., including the time variable, hence gaining some more robustness in comparison to the previous approaches [101] - [103] .
Once the pixels have been selected, a first estimation of topo { and a given deformation model, usually linear, is performed simultaneously. After removing these two components from the image stack, a new set of residual differential interferograms is obtained, which mainly contain the residual motion of the scatterer, the atmospheric phase screen (APS), and phase noise. By exploiting the frequency response of the APS both in time (high-pass) and space (low-pass), it can be estimated and removed from the image stack [17] , [69] . Finally, the residual motion remains, which added to the previously estimated deformation, delivers the temporal evolution of the deformation for each pixel.
Figure 15(b) shows an example of the estimated mean deformation velocity over Mexico City using the PS technique with an image stack of 36 TerraSAR-X stripmap images. As an additional product, an accurate DEM is obtained (see Fig. 15(c) ). With current high-resolution spaceborne sensors like TerraSAR-X or COSMO-SkyMed, the topography retrieval turns into an interesting alternative to Lidar for accurate DEM generation of cities in a global scale [104] - [106] . Furthermore, the estimated APS can be also exploited for atmospheric modeling and water vapor retrieval [54] , [86] .
v. polarImetrIc Sar InterFerometry
Polarimetric SAR Interferometry (Pol-InSAR) is based on the coherent combination of single-or multi-baseline interferograms acquired at different polarizations [18] , [35] , [107] . Combining the potential of radar polarimetry to identify individual scattering processes and to amplify or attenuate them with respect to each other with the sensitivity of SAR interferometry to the spatial variability of vertical structure parameters allows to build up a unique observation space for the characterization of the vertical distribution of scattering processes in natural and artificial volume scatterers.
A. interferometric coherence: informAtion content
The key observable in Pol-InSAR measurements is the complex interferometric coherence (that includes both, the interferometric correlation coefficient and interferometric phase) measured at different polarizations. As discussed in Section IV-A (see (30) ), c depends on instrument and acquisition parameters as well as on dielectric and structural parameters of the scatterer [52] , [77] , [108] . The geometric baseline decorrelation term Geo c expresses the angular dependency of the scattering reflectivity in terms of amplitude and phase.
Due to the slightly different incidence angles induced by the spatial baseline, the projection of the 3-D scatterer into the two interferometric SAR images is different. Accordingly, Geo c expresses the (horizontal and vertical) spectral correlation properties of the scatterers reflectivity [52] . Assuming the scatterers reflectivity to be locally invariant in the horizontal direction, Geo c can be further decomposed into
Range and azimuth spectral decorrelation Rg c and Az c are caused by the different projection of the scatterer groundrange and azimuth spectrum into the two images forming the interferogram. The difference in range, as explained in section IV-A is due to the slightly different incidence angles while the difference in azimuth is due to different Doppler centroids. In the case of distributed scatterers the non-common spectral parts decorrelate when forming the interferogram. Both contributions can be compensated (i.e., 1
Rg c = and 1 Az c = ) by the so-called common spectral band filtering, i.e., by filtering the range and azimuth bandwidth of the two images at different central frequencies excluding the non-common parts [52] , [79] .
Volume decorrelation Vol c is the decorrelation caused by the different projection of the vertical component of the scatterer reflectivity spectrum into the two interferometric SAR images. It contains therefore information about the vertical structure of the scatterer [52] , [108] . Indeed, Vol c is directly related to the vertical distribution of scatterers ( ) F z in the medium through a (normalized) Fourier transformation relationship [35] , [52] ( ) where hV indicates the height (or depth) of the volume. kz is given by (see (33))
and corresponds to the effective vertical (interferometric) wavenumber that depends on the imaging geometry (Ti is the incidence angle difference between the two interferometric images induced by the baseline and i i the local incidence angle) and the radar wavelength . m z0 is a reference height and k z z 0 0 { = the associated interferometric phase. Figure 16 illustrates the dependency of Vol c on the vertical structure dependency ( ):
F z On the left-hand side is the L-band amplitude image (HV polarization) of the Remingstorp test site located in Sweden. It is a forested site and includes a number of bare fields and lakes. The four coherence images shown on the right (scaled from 0 (black) to one (white)) correspond to interferograms acquired at different spatial baselines with . , . , . k 0 01 0 05 0 1 z = and . 0 15 / , rad m respectively. The temporal baseline for each interferogram is about 5 minutes so that temporal decorrelation can be -at least in first order -neglected. As expected from (37), bare fields, characterized by a Dirac-like vertical scattering contribution have, after range and azimuth common-band filtering, a coherence 
B. informAtion extrAction from insAr coherence inversion
The estimation of ( ) On the one hand, the model must contain enough physical structure to interpret the Pol-InSAR coherences, while, on the other hand, it must be simple enough in terms of parameters in order to be determinable with a limited number of observations. For natural volume scatterers multilayer statistical models that account for the different scattering and propagation properties at the different heights (depths) within the volume by using macroscopic statistical and/or symmetry derived scattering properties have been established due to their flexibility and the (relative) small number of parameters needed for parameterization. For vegetation applications two layer statistical models, consisting of a vertical distribution of scatterers ( ) f z that accounts for the vegetation scattering contribution, and a Dirac-like component ( ) ( ) m w z z0
that accounts for the scattering contribution(s) with the underlying ground (i.e., direct surface and dihedral vegetation-surface contributions) have been proven to be sufficient in terms of robustness and performance especially at lower frequencies [18] , [35] , [109] , [110] ( , ) ( , ) ( ) ( ), F z w f z w m w z z0
where mG is the ground scattering amplitude. Substituting (40) into (37) 
is the effective ground-to-volume amplitude ratio. For modeling the vertical distribution of scatterers in the vegetation layer ( ) f z different models can be used. A widely and very successfully used model for ( ) f z is an exponential distribution of scatterers [18] , [109] , [111] ( ) (
where v is a mean extinction value for the vegetation layer that defines the "attenuation rate" of the profile. Besides the exponential profile, that appears to fit better higher frequencies, Gaussian [112] , [113] , [114] , or linear scattering distributions have been proposed especially at lower frequencies.
Equally important with the shape of the vertical distribution of scatterers ( , )
F z w v is its polarimetric characterization. While the ground scattering component is strongly polarized and therefore has to be assumed to be polarization dependent, the volume scattering component can be both. In the case of oriented volumes, the vertical distribution of scatterers in the volume is polarization dependent, while in the case of random volumes, the vertical distribution of scatterers in the volume is the same for all polarizations. In forest applications random volumes have been established so that a single polarimetric baseline allows the inversion of the Random-Volume over Ground (RVoG) model [18] , [110] . Oriented volumes are more expected to be important in agriculture applications where the scatterers within the agricultural vegetation layer are in many cases characterized by an orientation correlation introducing anisotropic propagation effects and differential extinction [115] - [118] .
2) The second approach to estimate ( ) F z or associated structure parameters is to approximate ( ) F z by a (normalized) polynomial series or another orthogonal function basis ( ) P z n [35] , [119] , [120] ( , )
and to use then ( , ) k w z Vol c v measurements to estimate the coefficients an of the individual components. The advantage of this approach is that there is no assumption on the shape of ( ) F z required, allowing the reconstruction of arbitrary vertical scattering distributions. In its original proposed form [119] , [120] , ( ) F z was expressed in terms of the Legendre polynomials PLn leading to
where the height of the volume hV and the interferometric phase related to the ground need to be estimated a priori, e.g., using the first approach. According to (46) , the availability of multiple Pol-InSAR interferograms makes it possible to determine, in addition to forest height and the underlying ground topography, the vertical distribution of scatterers within the volume.
The Role of Frequency: With changing frequency, the attenuation in the volume changes while at the same time the effective scatterers in the volume -sized on the order of the wavelength -may change, too. Both effects make ( ) F z (and in consequence the interferometric volume coherence) to vary with frequency [121] , [122] . In addition, the maximum volume height/depth that can be assessed is limited by the penetration depth that decreases with increasing attenuation, i.e., frequency.
In the case of vegetation, with decreasing frequency the volume attenuation (and scattering contribution) decreases while the direct and dihedral contribution of the underlying ground increases. The significance of smaller scatterers (as leaves and branches) decreases and larger scatterers are pronounced: As larger scatterers are usually located at the lower vegetation parts, moving to lower frequencies (P-band) may lead to an inversion of the shape of ( ) F z [122] .
With increasing frequency, volume scattering increases while the underlying ground contribution becomes more and more attenuated. The maximum vegetation height that can be resolved is given by the penetration depth at the given frequency; with further increasing height the interferometer does not "see" anymore the whole volume and the height estimation "saturates."
Temporal Decorrelation: An important step in reaching the optimum Pol-InSAR estimation performance and a critical element in PolInSAR mission design and performance analysis is the calibration of non-volumetric decorrelation contributions [123] - [125] . The most prominent of them is temporal decorrelation in the case of a repeat-pass acquisition scenario. The estimation of temporal decorrelation and its dependency on environmental parameters and temporal baseline at different wavelengths has been the objective of a series of experiments performed in the last years [123] - [126] . Fig. 17 shows the resulting temporal decorrelation maps over the Traunstein test site for a set of temporal baselines at L-band. This makes clear that even very short temporal baselines can be significantly affected by temporal decorrelation. Accordingly, to avoid any temporal decorrelation contributions a single-pass Pol-InSAR configuration is recommended for any operational mission implementation, as in the case of acrosstrack interferometry.
c. Pol-insAr APPlicAtions
Pol-InSAR is today an established technique that promises a break-through in solving essential radar remote sensing problems. Indeed, structural parameters of volume scatterers in the biosphere and cryosphere such as vegetation height, structure, biomass, snow depth, and ice layering are today critical inputs for ecological process modeling and enable monitoring and understanding of eco-system change.
Across the different application fields forest parameter retrieval is by far the most developed one. Forest height estimation from polarimetric single-and multi-baseline data has been demonstrated in a series of airborne experiments over a variety of natural and managed temperate, boreal, and tropical test sites characterized by different stand and terrain conditions [127] - [131] . A single baseline quad-pol acquisition is sufficient for the inversion of (37) and the estimation of forest height. However, the coherent (or even incoherent) combination of multiple Pol-InSAR acquisitions at different spatial baselines allows to obtain optimum inversion performance across a wide(r) range of forest heights and a better stability against non-volumetric decorrelation contributions [132] . An example of Pol-InSAR forest height estimation is shown in Fig. 18 . In Figure 18(a) , an L-band SAR image of the Traunstein forest site, located in southern Germany is shown. The Traunstein forest is characterized by a large variety of forest stand conditions in the presence of locally variable topography. In the middle and on the right of Fig. 18 The availability of multiple Pol-InSAR interferograms at lower frequencies makes it possible to determine not only forest height and ground topography [133] - [135] , but also the lower frequency components of the vertical scattering structure according to (46) . Fig. 19 shows two such L-band profiles across the Traunstein test site derived using up to third-order Legendre polynomials by means of (46) . The coefficients have been derived using the cross-polarized coherence measured at only two spatial baselines while the ground topography and forest height are both estimated from the inversion of Pol-InSAR interferograms. The structure information allows to distinguish clearly between the younger mixed forest stands characterized by a rather heterogeneous vertical structure distribution from mature spruce stands with their more homogeneous structure profiles defined by their elevated canopies.
Forest height and vertical forest structure are essential for the development of accurate and robust allometric biomass estimators. The initial proposed forest height-to-biomass allometry, even if robust and unsaturated, depends critically on forest stand density. This reduces the estimation accuracy in heterogeneous forest conditions [136] , [137] . A way forward is the establishment of a more general allometric relationship between forest biomass and vertical forest structure. This generalized allometry may allow robust and accurate biomass estimation independent of stand conditions which is based on vertical structure components estimated from multibaseline Pol-InSAR data [51] , [138] , [139] . In contrast to forest vegetation applications, the development of quantitative agricultural vegetation Pol-InSAR applications is more challenging [116] - [118] , [140] . The significant differences in vegetation height, form and attenuation values and in the propagation properties through the vegetation layer make the adoption of forest concepts for agriculture applications in many questions inappropriate. Opposed to forest applications, where lower frequencies are in general of advantage, in agricultural vegetation monitoring the use of high(er) frequencies that provide balanced volume and ground scattering contributions and therefore a better volume characterization is favored. However, lower frequencies are often preferred in repeat-pass acquisitions due to the higher temporal stability they provide. In this case large spatial baselines may compensate up to a certain degree the strong ground contribution and increase the sensitivity to the crop volume. Fig. 20 shows a crop height map obtained from the inversion of Pol-InSAR data acquired at L-band using large spatial baselines in the frame of the AGRISAR 2006 campaign [51] . The validation with ground measured crop heights shows an estimation performance on the order of %. 10 20 -The cryosphere is dominated by ice and snow scattering volumes. Admittedly, the understanding and development of Pol-InSAR applications with respect to ice and snow is today in a rather early stage [140] - [146] . The reason for this is the limited amount of experimental and validation data available as well as the limited understanding of the coherent interaction of electromagnetic waves with ice volumes. Of key interest is the characterization of the vertical distribution of scatterers within ice volumes as well as their seasonal and long-term dynamics especially in the percolation zone: There, the nearsurface vertical distribution of scatterers is influenced by seasonal melting processes leading to the presence of ice layers, lenses, and pipes, effecting the size and shape of ice crystals and trapped gas bubbles. In this direction a first remarkable result is the robust estimation of the scattering extinction profiles of ice volumes at different frequencies (L-and P-band) based on Pol-InSAR data acquired in the frame of the ICESAR 2007 campaign [144] . Fig. 21 shows the vertical structure profiles derived at X-, L-and P-band over the Ausfona Glacier in Svalbard, Norway.
vI. tomography
As commented in the previous section, the transmitted electromagnetic wave signal can penetrate through semi-transparent media, hence being sensitive to the volume of the observed objects. Forest is such a prominent volume scatterer, where at lower frequencies the transmitted signal penetrates-depending on the structure and dielectric properties of the forest-down to the ground even in very dense forests. However, due to the cylindrical geometry of a SAR sensor, targets at the same range distance cannot be separated and appear at the same resolution cell, i.e., they appear in layover. By adding a second acquisition, as InSAR does, it is possible to retrieve only a mean height of all backscattering contributions within the resolution cell. A significant improvement is given by Pol-InSAR, which however relies on a model in order to retrieve the vertical scattering distribution (see Section V). Finally, in order to retrieve the whole vertical distribution of the scatterers in imaging terms, it is necessary to further exploit the synthetic aperture concept, which requires the use of multiple passes of the SAR sensor over the same area but at different positions, as depicted in Fig. 22 . Such a concept is known as SAR tomography [19] , [147] . One interesting application of SAR tomography is the imaging of vegetated areas. The resulting tomograms can be used, among other things, for the estimation of the ground-topography beneath the foliage, for the estimation of structural parameters, as well as for the detection of objects hidden beneath the foliage [19] , [148] , [149] .
Similar as conventional SAR, the resolution in elevation is given by the length of the synthetic aperture in elevation, , Lel
where n represents the elevation axis, and a repeat-pass scenario is implicitly assumed. Concerning the sampling requirements of the tomographic aperture, i.e., the distance between passes, one needs to consider the maximum spectral contributions of the received signal in order to accomplish Nyquist and avoid high sidelobes and ambiguities. Such frequency excursion in elevation depends on the total height of the volume in the direction perpendicular to LOS, , hV as follows [19] , h
where n is the minimum required distance between passes. In the frame of SAR tomography better resolution implies more passes, hence increasing the complexity of the whole acquisition geometry if resolutions in the same order of magnitude as the range and azimuth resolutions are to be obtained without undesired artifacts. As an example, the first experimental demonstration of SAR tomography [19] used 13 passes with an equidistant separation of 20 m, reaching a resolution in elevation of 2.9 m at mid-range. sampling call for more advanced processing schemes in order to increase the resolution beyond (47) and reduce the sidelobe level. The most commonly used solutions are based on MUSIC, CAPON, or, more-recently, compressive sensing (CS). MUSIC and CAPON are non-linear methods, while MUSIC is also parametric, i.e., it requires a priori information concerning the number of scatterers to be detected. Also, both require the estimation of the covariance matrix, implying a resolution loss due to the averaging operation. On the other hand, CS works at full resolution and can reconstruct non-uniformly sampled sparse signals, the latter meaning that the elevation profile to be estimated must be discrete. If the signal of interest is indeed sparse, the CS theory guarantees the possibility to obtain it at a rate significantly below the Nyquist one [150] .
The use of CS in the frame of urban monitoring in combination with PS has been a topic of research in the recent years. Indeed, differential SAR tomography [20] , [151] - [153] allows the discrimination of multiple scatterers in layover, e.g., ground and building facades, and at the same time the retrieval of their respective deformation velocities. These approaches have been mainly exploited using current high-resolution spaceborne sensors [106] , [154] - [157] , becoming a powerful tool for urban monitoring, as already mentioned in Section IV.
However, in the frame of forest monitoring, CS as such does not apply so well, as the elevation profile is indeed not sparse in the Fourier basis. One possible solution is to make use of a wavelet basis in order to obtain a sparse representation of the vertical structures, hence allowing the use of CS also for the imaging of forested areas [158] .
A further possibility for tomographic imaging consists in acquiring data by means of circular trajectories instead of straight lines, the so-called circular SAR (CSAR) [159] - [165] . In CSAR, the sensor follows a 360° circular flight around a spotted region, having 3-D imaging capabilities and allowing the maximum attainable resolution of a fraction of the wavelength in the ground plane. Nevertheless, both potentials are linked to the backscattering stability of the targets for different illumination angles, hence limiting the performance in real-world scenarios, where the targets tend to be anisotropic. In this sense, CSAR can also allow the study of the anisotropic properties of targets.
The acquisition of several circular trajectories over the same area further extends the potentials of CSAR, where several options are possible [162] , [165] , [166] . On the one hand, the circle can either be divided in small angular regions and a conventional tomographic processing be performed, so that the final combination of all sub-angle tomograms results in a holographic representation of the scene. A second option is to project each circle completely into a volume to finally add all of them coherently and achieve the maximum possible resolution. Fig. 24 shows an example of the latter approach with data of a multi-circular campaign performed with DLR's F-SAR sensor at L-band, where a total of 21 circular passes were acquired.
vII. Future developmentS
The last decades have witnessed a tremendous increase of Earth observation applications that take advantage of the unique properties of high-resolution SAR images. To study dynamic processes on the Earth surface, more and more users ask for time series or stacks of coherent radar images acquired in repetition intervals that are as short as possible (Fig. 25 , see also [167] , [83] ). The current generation of SAR instruments is, however, limited in their capability to acquire radar images with both high-resolution and wide-swath coverage. This immediately impacts the acquisition frequency if large contiguous areas shall be mapped systematically with a single satellite. The resolution versus swath width restriction is fundamental and closely connected to the intricacies of the SAR data acquisition process: SAR imaging exploits the Doppler shift arising from the sensor movement relative to the ground to improve the azimuth resolution well beyond the diffraction limit of the radar antenna. To achieve a high azimuth resolution, a broad Doppler spectrum has to be acquired. A broad Doppler spectrum means, in turn, that the system has to be operated with a high PRF to avoid azimuth ambiguities in the SAR imaging process. The high PRF limits, however, the unambiguous swath width since the range echo from the illuminated swath has to fit between two successive radar pulses to avoid range ambiguities. Wide unambiguous swath coverage and high azimuth resolution pose therefore contradicting requirements on the design of spaceborne SAR systems. Several SAR imaging modes have been developed that provide different trade-offs between spatial coverage and azimuth resolution. Examples are the ScanSAR (or TOPS) mode, which enables a wide swath at the cost of an impaired azimuth resolution, and the Spotlight mode, which allows for an improved azimuth resolution at the cost of a noncontiguous imaging along the satellite track (see Section II). It is, however, up to now not possible to combine both imaging modes simultaneously in one and the same data take. To overcome this fundamental limitation, several innovative digital beamforming techniques have been suggested where the receiving antenna is split into multiple sub-apertures that are connected to individual receiver channels. The digitally recorded sub-aperture signals are combined in a spatiotemporal processor to simultaneously form multiple independent beams and to gather additional information about the direction of the scattered radar echoes. This information can be used to 1) suppress spatially ambiguous signal returns from the ground by null-steering, 2) increase the receiving gain without a reduction of the imaged area by switching between narrow, high gain beams, 3) suppress spatially localized interferences by space-time adaptive processing, and 4) gain additional information about the dynamic behavior of the scatterers and their surroundings.
A. high-resolution WiDe-sWAth imAging
Digital beamforming and multi-aperture signal recording are key technologies that will boost the performance of future SAR systems by at least one order of magnitude. These improvements are evident, both from research activities and demonstration campaigns [168] - [196] . A prominent example is the high-resolution wide-swath (HRWS) SAR [172] which is currently under development Note that some processes may require multiple SAR data acquisitions for a single measurement to provide the required accuracy. An example is the estimation of forest biomass and its change by polarimetric SAR interferometry, where several interferometric acquisitions with varying cross-track baselines have to be combined to achieve high accuracy for different forest types and heights. at EADS Astrium with support from the German Aerospace Center (DLR). This system has been specified to map a 70 km wide swath with a resolution of 1 m, thereby exceeding the number of acquired ground resolution cells of the TerraSAR-X stripmap mode (3 m resolution at 30 km swath width) by a factor of 21. To achieve this improvement, the HRWS system employs two advanced techniques: Digital beamforming on receive in elevation and multiple aperture recording in azimuth (cf. Fig. 26 ). Digital beamforming on receive is used to steer in real-time a narrow elevation beam towards the direction from which the radar echo from the ground is expected to arrive. By this, the system exploits the imaging geometry of a side-looking radar where the scattered echoes from the ground arrive at each instant of time as a superposition of plane waves from a rather narrow angular range. Since there exists a one-to-one relationship between the radar pulse travel time and its angle of arrival, one can maximize for each instant of time the gain of a receiving antenna array by a real-time beamforming process that was first described in [168] . This technique is denoted scan-on-receive (SCORE) in the HRWS system, where it was further refined by a kind of dispersive Rx beam to fully collect the echoes also for the case where long chirped pulses are transmitted. A large receiving antenna can hence be used to improve the system sensitivity without narrowing the swath width. This enables in turn a reduced transmit power and allows for longer operation times during each orbit. Further modifications may be necessary to avoid notable gain losses if mountainous terrain shall be mapped with large Rx apertures [178] , [183] . Topography variations have moreover to be considered for accurate radiometric calibration. The unambiguous swath width of the HRWS system is, similar to a conventional stripmap SAR, limited by the antenna length. To improve the azimuth resolution beyond that of a classical stripmap SAR (where the resolution is typically somewhat larger than half the antenna length) the receiving antenna is divided into multiple subapertures that are mutually displaced in the along-track direction. Each azimuth subaperture is connected to an individual receiver channel and the recorded signals are transmitted to the ground for further processing [169] . By this, multiple azimuth samples can be acquired for each transmitted pulse, while each subaperture sees a wider Doppler spectrum. For this, a short transmit antenna or an appropriate beamspoiling are used to illuminate a wide footprint on the ground. The coherent combination of the subaperture signals enables then the unambiguous generation of a high-resolution SAR image beyond the classical limitations. The original conception of this technique required a fixed PRF such that the satellite moved just one half of the overall antenna length between successive transmit pulses [169] . This restriction could be overcome with the development of a dedicated multichannel SAR processing that was first introduced in [176] and then further analyzed and elaborated in [182] . The suitability of this technique has in the meantime been successfully demonstrated in airborne campaigns [191] and recently also in a spaceborne experiment using the dual receive antenna mode of TerraSAR-X [196] .
B. ADvAnceD concePts for ultrA-WiDe sWAth imAging
The HRWS system from the previous section requires a very long antenna to map an ultra-wide swath with high azimuth resolution. As a rule of thumb, a length of 10 m is required for every 100 km swath extension. To avoid an undue increase of the antenna length, several new instrument architectures and modes have been suggested in [179] . One example is the combination of the displaced phase center technique described in the previous section with a ScanSAR or TOPS mode (cf. Fig. 27 , top left). As in classical ScanSAR, azimuth bursts are used to map several swaths. The associated resolution loss from sharing the synthetic aperture among different swaths is compensated by illuminating a wider Doppler spectrum and collecting the radar echoes with multiple displaced azimuth apertures. Such a system is currently considered by ESA as a possible successor to Sentinel-1 [188] . The goal is to map a 400 km wide swath with 5 m resolution. The peculiarities of the multichannel ScanSAR processing and their impact on system performance have been analyzed in [186] . A possible drawback of this multichannel ScanSAR approach is the rather high Doppler centroid with which some targets will be mapped if a high resolution is desired. The situation becomes even worse in a multichannel TOPS mode. High squint angles may moreover challenge co-registration for SAR interferometry [197] . Besides multichannel ScanSAR, several alternative concepts have been suggested in [179] . A common feature of these alternatives is that they record not only one but several radar echoes arriving simultaneously from different directions. For this, multiple narrow elevation beams are formed where each beam follows the echo of a different pulse transmitted by a wide beam illuminator. This enables an increase of the coverage area without the necessity to either lengthen the antenna or to employ burst modes. The top right of Fig. 27 provides an illustration, where three narrow Rx beams follow the echoes from three simultaneously mapped image swaths that are illuminated by a broad Tx beam. A sufficiently high antenna is needed to separate the echoes from the different swaths by digital beamforming on receive. An alternative is range variant null steering as already suggested for the quad-element array SAR in [171] . Since the azimuth resolution is, as in a classical stripmap SAR, given by half of the antenna length, this will typically lead to a shorter but higher SAR antenna. Such a more compact shape may have constructive advantages, avoiding, e.g., a complicated folding for the satellite launch. Note that this mode makes also effective use of the hardware already available for digital beamforming in elevation and avoids its duplication to implement multiple azimuth channels. The required ultra-wide swath illumination can either be accomplished by a separate small Tx antenna, or by using a combined Tx/ Rx antenna together with (a) phase tapering, (b) spectral Tx diversity or (c) an illumination with a sequence of sub-pulses [178] .
An interesting alternative to a planar antenna is a reflector that is fed by a multichannel array as illustrated on the lower left of Fig. 27 . A parabolic reflector focuses an arriving plane wave on one or a small subset of feed elements. As the swath echoes arrive as plane waves from increasing look angles, one needs only to read out one feed element after the other to steer a high gain beam in concert with the arriving echoes. This technique was originally suggested in [170] and then reinvented independently by DLR and NASA/JPL during a FIgure 27. Advanced instrument architectures for ultra-wide swath SAR imaging. joint Tandem-L/DESDynI study [83] . JPL suggested an analogue switching between the feed elements [185] , while DLR argued in favor of connecting each feed element with its own A/D converter [179] . The former may allow a cheaper implementation, while the latter enables a performance improvement and increased flexibility by combining multiple feed signals in a digital signal processor [184] , [192] . The solution with the digital feed is also in favor of more advanced modes like the multiple-beam technique introduced above. Compared to a direct radiating array, the computational requirements for real-time beamsteering are significantly reduced since only few feed signals have to be combined at each instant of time.
A drawback of the multi-beam mode are the blind ranges that are due to the fact that the radar cannot transmit and receive at the same time. This can be overcome in a bistatic SAR where the transmitter is sufficiently separated from the receiver [175] . To avoid a separate transmit satellite, one can employ a variation of the PRF which shifts the blind ranges across the swath (Fig. 27, lower right) . The PRF variation could either be implemented in discrete steps leading to a multiple-beam ScanSAR mode or a pulse-topulse variation of the PRI. The latter provides better performance but requires a dedicated SAR processing which is currently under development [193] .
c. multiPle-inPut multiPle-outPut (mimo) sAr
A receiver with n subapertures allows a simultaneous sampling of the arriving wavefronts with n phase centers. The effective number of phase centers can be increased by using additional transmitters [180] . Such an extension was already suggested for resolution improvement in the context of a forward looking imaging radar experiment on a helicopter [173] and later elaborated in more detail for a 3-D imaging system on a UAV [177] . In a SAR system, the possible benefits of using multiple transmitters range from an increase of the coverage area to the suppression of range and azimuth ambiguities to the provision of additional baselines for interferometric or even tomographic applications [178] , [181] , [189] .
To separate the echoes from the different transmitters, some publications suggest to simultaneously transmit mutually orthogonal waveforms [190] , [194] . While this condition allows perfect separation of the scattered waveforms from a single point target, it is not sufficient to separate the signals in case of an extended scattering scenario [178] , [198] . The reason is that the orthogonality is not ensured for arbitrary shifts between the transmit signals. As a result, the energy from spatially separated scatterers illuminated by the other waveform(s) will not vanish after range focusing but appear either smeared or at different positions. This reasoning is evident by considering range focusing as an all-pass filter in the frequency domain. Depending on the number of transmitters, the smeared energy from the orthogonally illuminated scatterer ensemble may even exceed the focused target impulse response [195] .
As an alternative, it was suggested to employ transmit waveforms that are mutually orthogonal for arbitrary shifts. This implies, however, that the waveforms cover disjunct frequency bands which prevents their use for many of the aforementioned applications which rely on a coherent combination of spectrally overlapping signals. To avoid this deterioration and to allow nevertheless a coherent combination of multiple transmit signals within the same frequency band, it has been suggested in [178] , [198] , [199] to employ especially designed waveforms (e.g., chirp-based OFDM signals) in combination with digital beamforming on receive. The basic idea behind this approach can be expressed by a short-term shiftorthogonality condition where two different transmit signals are required to be only orthogonal for a subset of mutual shifts which are typically provided by a symmetric interval [ , ] .
s s x x -The short-term shift-orthogonality enables a perfect separation of the echoes from neighboring scatterers as long as the relative radar signal delay is within the interval [ , ] .
s s x x -The echoes from more distant scatterers can then be separated by digital beamforming on receive as illustrated in Fig. 28 . For this, the antenna should be of sufficient height and it may again be advantageous to use a large reflector instead of a planar array antenna to provide the required aperture. summAry This paper provides a tutorial on Synthetic Aperture Radar systems with a focus on the basic theory, imaging techniques, applications and future technologies. Looking back 30 years ago, the remote sensing community was postulating statements about "the promise of radar remote sensing." While at that time the Landsat series of satellites was already operational and widely used for many applications, SAR remote sensing was just in its infancy. There was a big expectation about the future of radar remote sensing. In the 90s a paradigm shift occurred in the SAR development from technology push to the user demand pull. We have now entered into a golden age for spaceborne SAR with more than 10 satellites to be launched within the next 5 years. Many applications became mature and are an integral part in operational services of geo-information products as well as in geoscience and climate research. Spaceborne SAR sensors have the only technology that can provide all-weather day-and-night high-resolution information about Earth's dynamic processes on a global scale. Table 7 summarizes a compilation of application examples which are classified in the following categories: Land, vegetation, ocean, sea ice, snow and land ice.
As described in Sections III to V, the research on information retrieval from SAR images clearly shows a trend for using model-based inversion algorithms. The observation interval requirements for the SAR sensor vary from hours to a day (e.g., disaster monitoring), over a day to weeks (e.g., soil moisture, agriculture) up to years and decades (e.g., subsidence, eco-systems, climate change). In a general sense, the reliability and robustness of the information retrieval increase with the amount of observables and information content available in the data. This increase in the information content can be achieved by several means including the use of time series, space diversity (interferometry, tomography), multi-channel acquisition (polarimetry, multi-frequency) and signal bandwidth (resolution) as well as a combination of those. Each application poses however a different requirement on the sensor characteristics and observation scenario. The forward modeling followed by an inversion and regularization is a key procedure to help defining the sensor characteristics and observation scenario for each application. Fig. 29 shows a clear example of the increase in the information content provided by SAR images with 1 meter resolution (state of the art) compared to 25 cm resolution (next generation of spaceborne X-band SAR systems to be launched within the next years) using a single-channel and a polarimetric SAR sensor. Last but not least, data fusion with different sensor types can be further explored towards the use of complementary information in the multi-dimensional data space. Looking now at the state of the art of SAR systems and applications, there is no doubt that the promise of SAR remote sensing has been fulfilled. Today, spaceborne SAR is an integral part of a multitude of sensors for Earth remote sensing which provide not only the required information to monitor and predict the changes in the environment and Earth system processes, but also to deliver an archive of the history of the Earth. Further, spaceborne remote sensing delivers an essential contribution to solve several societal challenges such as climate change, sustainable development, mobility, environmental protection and security.
vision for sAr remote sensing
In a changing and dynamic world, high-resolution and timely geospatial information with global access and coverage becomes increasingly important. Constellations of radar satellites will play a major role in this task, since spaceborne radar is the only sensor that has allweather, day-and-night, high-resolution imaging capability. Examples of applications for such a constellation are environmental remote sensing, road traffic, hazard and disaster monitoring, geoscience and climate research, 3-D and 4-D mapping as well as reconnaissance and security related tasks.
The vision for spaceborne SAR remote sensing looks exciting. A space-based sensor web will provide a view of our planet like we are used to see with Google Earth, but with high-resolution images and relevant geospatial information being updated every few minutes. Future SAR mission concepts with digital beamforming technology in combination with large reflector antennas are being developed which will outperform the imaging capacity of current SAR systems by at least one order of magnitude [168] - [196] . These highly innovative concepts will allow the global observation of dynamic processes on the Earth's surface with hitherto unknown quality and resolution. New spaceborne radar technologies will also allow the implementation of a constellation of radar satellites for reliable and systematic monitoring of the Earth's surface (cf. Fig. 30) . It will open the door to a future global remote sensing system for the continuous observation of dynamic processes over the Earth, as it currently exists for weather prediction, where a network of geostationary satellites is used. 
