Abstract-Most common approaches to phonotactic language recognition deal with several independent phone decodings. These decodings are processed and scored in a fully uncoupled way, their time alignment (and the information that may be extracted from it) being completely lost. Recently, we have presented two new approaches to phonotactic language recognition which take into account time alignment information, by considering time-synchronous cross-decoder phone co-occurrences. Experiments on the 2007 NIST LRE database demonstrated that using phone co-occurrence statistics could improve the performance of baseline phonotactic recognizers. In this paper, approaches based on time-synchronous cross-decoder phone co-occurrences are further developed and evaluated with regard to a baseline SVM-based phonotactic system, by using: 1) counts of -grams (up to 4-grams) of phone co-occurrences; and 2) the degree of co-occurrence of phone -grams (up to 4-grams). To evaluate these approaches, a choice of open software (Brno University of Technology phone decoders, LIBLINEAR and FoCal) was used, and experiments were carried out on the 2007 NIST LRE database. The two approaches presented in this paper outperformed the baseline phonotactic system, yielding around 7% relative improvement in terms of LLR . The fusion of the baseline system with the two proposed approaches yielded 1.83% EER and LLR = 0 270 (meaning 18% relative improvement), the same performance (on the same task) than state-of-the-art phonotactic systems which apply more complex models and techniques, thus supporting the use of cross-decoder dependencies for language recognition.
I. INTRODUCTION
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Digital Object Identifier 10.1109/TASL.2011.2134088 [2] , multilingual speech recognition [3] , spoken document retrieval [4] , etc. The term spoken language recognition can be used to describe two possible tasks: 1) spoken language identification (SLI), which consists in deciding which language is spoken in an input utterance; and 2) spoken language verification (SLV), which consists in deciding whether or not a target language is spoken in an input utterance. In the first case, the task can be further specified as closed-set identification, when the language spoken in an input utterance is known to belong to a closed set of languages, or open-set identification, when the input utterance may contain any (known or unknown) language. In closed-set identification, the most likely language (according to the available models) is chosen. The same applies for open-set identification, but only if the likelihood of the most likely language exceeds a given threshold; otherwise, the language spoken in the input utterance is classified as unknown. Finally, language verification can be seen as a special case of open-set identification with just one known class: for each target language, the input utterance is accepted only if the likelihood ratio exceeds a given threshold; otherwise, it is rejected.
This work focuses on the SLV task as defined for the National Institute of Standards and Technology (NIST) Evaluations [5] : given a segment of speech and a language of interest (target language), determine whether or not that language is spoken in the segment, based on an automated analysis of the data contained in the segment. To measure the performance of a spoken language verification system, a set of trials is presented, each trial comprising the following elements: 1) a segment of audio containing speech in a single language; 2) the target language; and 3) the set of non-target languages, that is, those languages that may be spoken in the segment. For each trial, the system must output: 1) a hard decision (yes/no) about whether or not the target language is spoken in the segment; and 2) a score indicating how likely is for the system that the target language is spoken in the segment, the higher the score the greater the confidence that the segment contains the target language.
Most SLR systems can be classified under two main categories [6] , [7] : acoustic systems and phonotactic systems. Acoustic systems characterize target languages by means of low-level, usually short-time spectral features, whereas phonotactic systems use higher level features, typically sequences of phones produced by a number of parallel phone recognizers (PPRs). Acoustic systems are easy to develop, since they only need speech signals to train acoustic models for the target 1558-7916/$26.00 © 2011 IEEE languages, but they rely just on acoustic information. On the other hand, phonotactic systems exploit the acoustic, phonetic and phonotactic information contained in phone sequences [8] , so they should potentially yield much better performance than acoustic systems. However, they require phonetically transcribed resources to train phone recognizers, and their performance and robustness is highly dependent on the performance and robustness of such recognizers.
Models for target languages in phonotactic systems are built by decoding hundreds or even thousands of training utterances and using the phone-sequence (or phone-lattice) statistics (typically, counts of -grams) in different ways. Since training data feature a wide range of speakers and diverse linguistic contents, being language the common factor, it is expected that phone sequence statistics reflect language-specific characteristics. Additionally, by using parallel phone sequences, which may be providing complementary information, phonotactic systems can potentially exploit such complementarity. Note that each phone recognizer handles a different inventory of sounds and a different database to train phone models.
The baseline system developed in this work follows one of the most common phonotactic SLR approaches, which uses counts of phone -grams to build feature vectors that feed a set of discriminative classifiers based on support vector machines (SVMs) [9] , [10] . In general, phone decoders are applied in parallel to the input utterance, yielding phone decodings. The output of each decoder is scored for each target language, by applying a set of SVM models estimated from the outputs of the phone decoder for a training database. This approach (which we call Phone-SVM), is reported to perform better [11] than the previously proposed Parallel Phone Recognition followed by Language Modeling (PPRLM) approach (which we call Phone-LM) [12] .
The above described structure defines independent data processing channels, and no cross-decoder dependencies are exploited for language modeling, information being fused only at the score level. A quite straightforward approach would consist in building a composite feature vector by concatenating the feature vectors corresponding to the phone decoders, and computing a single score per target language, but this way we would only exploit cross-decoder dependencies among global statistics, time synchronization information being completely lost.
In this paper, we start from the hypothesis that using time-synchronous cross-decoder co-occurrences of events (single phones or longer segments spanning several phones) to characterize target languages may improve performance in phonotactic language recognition. Time synchronization information is obtained as a by-product from phone decodings. Storing it explicitly and building models based on that information only represents a slight increase in computational cost compared to the cost of phone decoding.
In a recent work, we have presented a simple approach to phonotactic language recognition which uses statistics of timesynchronous cross-decoder phone co-occurrences at the frame level [13] . In that approach, phone segmentation was extracted as side information from 1-best phone decodings, and allowed us to consider the simultaneous occurrence (co-occurrence) of phone labels (one per decoder) at each frame. This way, a frame-synchronous sequence of multi-phone labels was defined and used for modeling purposes, following either the Phone-LM or the Phone-SVM approaches.
In experiments on the 2007 NIST LRE database, it was shown that fusing baseline phonotactic systems with systems based on time-synchronous cross-decoder phone co-occurrences led to improved performance in all the cases (see [13] for details). However, systems based on time-synchronous cross-decoder phone co-occurrences did not outperform the baseline phonotactic systems. On the other hand, the Phone-LM approach performed better than the Phone-SVM approach, probably due to the fact that only unigram statistics were used in Phone-SVM, whereas up to 4-grams were considered in Phone-LM.
The approach described above was extended in [14] , by considering statistics of up to 3-grams (instead of just unigrams) of phone co-occurrences in a SVM classifier. Additionally, a second approach was also introduced in [14] , which considered time-synchronous cross-decoder co-occurrences of longer segments, spanning up to three phones (instead of single phones).
In this paper, we present the latest developments attained under both approaches, using statistics of up to 4-grams of phone co-occurrences and statistics of co-occurrences of segments spanning up to 4 phones, respectively, in an SVM-based phonotactic language recognizer. Since the baseline system has been improved with regard to previous works (due to the introduction of SVM weighting), the relative improvements provided by the proposed approaches are smaller than those reported before, but quite remarkable, specially regarding the second approach. As in previous works, systems have been developed by means of open software and evaluated on the 2007 NIST LRE database.
The rest of the paper is organized as follows. Background on spoken language technology, specially that related to phonotactic approaches, including previous work using cross-decoder information to model target languages, is presented in Section II. The baseline system and approaches using statistics of time-synchronous cross-decoder co-occurrences of single phones or segments spanning several phones, are described and formally defined in Section III. Issues regarding the experimental setup (datasets, evaluation measures, phone decoders, etc.) are addressed in Section IV. Section V presents and discusses the results obtained in language recognition experiments on the core task of the 2007 NIST Language Recognition Evaluation, using the baseline system and the two approaches proposed in this work, and compares them with results reported by other authors on the same database. Finally, conclusions and potential lines for future work are outlined in Section VI.
II. BACKGROUND
The general structure of a SLR system is shown in Fig. 1 . It involves four stages: 1) extracting features/tokens; 2) applying a classifier which scores feature/token sequences with regard to models of target languages; 3) applying a backend to normalize/ calibrate the resulting scores; and 4) making a hard decision (which depends on the task).
Feature extraction aims to concentrate in few and, as far as possible, independent (that is, uncorrelated) parameters the information relevant to the classification task. Spoken languages can be automatically identified based on features derived from the speech signal at different levels [15] : sounds (i.e., short-term spectral patterns), prosodic information, phonotactic information extracted from phone sequences/lattices produced by phone decoders, lexical and syntactic information extracted from word sequences/lattices produced by large-vocabulary speech recognizers, etc. In SLR systems based on high-level features, feature extraction involves applying a speech tokenizer (e.g., a phone decoder) which should be trained beforehand. Phonotactic systems assume that phone decoders can deal with acoustic variability; thus, phone decodings are assumed to be reliable enough to characterize the spoken language. However, phone decodings may become unreliable if not enough (or unsuitable) data are used to train phone models. It has been shown that using a robust phone decoder is a key issue in the design of high-performance phonotactic SLR systems [16] .
Language classifiers capture feature patterns and use them to characterize target languages or to discriminate target languages from each other, depending on the classification approach (generative versus discriminative).
The backend is introduced to alleviate differences in the volume and type of data used to train language models (which may yield score values in very different ranges). The backend allows to use a single threshold for all the target languages and makes the system work at the desired application point. Finally, if the backend parameters are estimated on development data matching the characteristics of test data, applying the backend may also compensate for a mismatch between train and test conditions (e.g., training on clean speech and using noisy speech to estimate the backend parameters would allow to classify noisy speech).
A. Spoken Language Technology: Historical Perspective
The availability of high-performance HMM-based phone decoders and -gram language modeling technology (originally developed for automatic speech recognition applications) allowed the development of the Phone Recognition followed by Language Models (PRLM) approach in mid 1990s. PRLM systems used language-specific -gram models to score the phone sequences produced by a single phone decoder, yielding one score per target language [17] , [18] . Parallel PRLM (PPRLM) systems [19] , [20] extended the PRLM paradigm by applying several phone decoders (expected to be complementary) and producing one score per target language and phone decoder (a backend was needed in order to get a single score per target language). Around 1996, the PRLM and PPRLM approaches were state-of-the-art SLR technology.
From 1996 to date, the NIST Language Recognition Evaluations (LRE) [21] have provided common data, protocols, and performance measures to compare SLR systems from all over the world, supporting and to a large degree leading the development of new methodologies. In 1996, the PRLM and PPRLM approaches yielded the best language recognition performance. Around 2003, systems based on spectral features had reached the performance of phonotactic systems. The GMM-UBM approach, originally developed for speaker recognition applications [22] , was applied to language recognition [23] and successfully combined with shifted delta cepstral (SDC) features [24] . Gaussian mixture model (GMM) tokenization was proposed as an alternative approach to phone tokenization [25] and support vector machines (SVMs) were introduced as classifiers on SDC features using a GLDS kernel [26] , [27] . The best single system presented to the 2003 NIST LRE was based on spectral features, and surpassed the performance of PPRLM systems. The best performance was attained by the fusion of one phonotactic and two acoustic systems, using a duration-dependent Gaussian backend [28] .
Subsequent evaluations in 2005, 2007, and 2009 dealt with an increasing amount of data and target languages (7, 14 , and 23 languages, respectively). Despite this, SLR performance continued to improve due to the use of new and more powerful approaches and the development of fusion and calibration tools, which allowed the easy combination of an arbitrary number of systems (and cross-site collaborations). Also, identifying complementary systems (in other words, systems providing different, uncorrelated information) became an important issue, since they may help global performance through fusion (see, e.g., [29] ). Acoustic (spectral-based) and phonotactic (token-based) systems have dominated the SLR technology during the last decade. Acoustic systems have improved due to discriminative GMM training [30] , [31] , acoustic adaptation (CMLLR) [32] , and specially the introduction of GMM supervectors (GSV) as a new means of representing spoken languages for SVM-based discriminative classification [33] .
Phonotactic approaches have improved with the use of phone lattices instead of 1-best phone decodings [34] ; the use of SVMs to model phonotactics [9] , [10] (the same idea had been previously applied to high-level speaker verification [35] ); the development of high-quality phone decoders, using large amounts of data [16] , more complex structures [36] , anti-models [37] , and acoustic adaptation [38] ; and the efforts to get increasingly less supervised systems, such as ASM tokenization [39] , [40] , where automatically derived universal acoustic units (Acoustic Segment Models [41] ) were used instead of language-dependent phones.
Finally, increasingly sophisticated fusion and calibration techniques have been applied, including generative Gaussian backends [28] , [42] and discriminative logistic regression [43] .
B. Current Trends
Regarding acoustic systems, authors are exploring the use of universal articulatory features [44] , prosodic features [45] , speech production traits [46] , and other alternative (complementary) features. Also, joint factor analysis (JFA) [47] , previously applied to speaker recognition, has been recently applied to spoken language recognition [48] .
Regarding token-based approaches, variations on the Phone-SVM approach are being proposed which aim at simplifying, generalizing, and reducing supervision in the estimation of models. Recently, Stolcke et al. [49] reported that using a single multilingual phone recognizer (giving universal phonetic coverage) yielded better performance than using various language-specific phone recognizers. Tong has proposed the use of the most discriminant set of phones regarding a language recognition task to build a target-oriented phone tokenizer [50] . Recently, this approach has been refined by extending the front-end with a language model per target language, which takes into account the discriminative ability of phones to define a set of target-aware parallel phone tokenizers [51] . Finally, some efforts are being devoted to deal with high-dimensionality representations in SVM-based phonotactic systems [52] - [54] .
C. Exploiting Cross-Decoder Information in Phonotactic SLR
There is a continued interest in integrating information from various sources at low (feature) and intermediate (model) levels, instead of doing it at the score level (see, e.g., [55] ). Specifically, the work presented in this paper illustrates a particular way of integrating information from various phone decoders at the feature (token) level.
As far as we know, the idea of using phonetic information in the cross-stream (cross-decoder) dimension was first applied for speaker recognition in the Johns Hopkins University (JHU) 2002 Workshop, where two decoupled time and cross-stream dimensions were modeled separately and integrated at the score level [56] . The key idea explored in the JHU 2002 workshop was exploiting high-level features to improve speaker recognition. At that time, the PPRLM methodology had been successfully applied to language recognition, so trying to model speaker-specific pronunciation dynamics by means of token sequences produced by a set of phonetic decoders was almost mandatory. Taking PPRLM as the baseline approach for speaker detection, the hypothesis was made that the statistics of crossdecoder phone co-occurrences may be somehow related to how different speakers realize phonemes. The approach began by aggregating time stamps from all phone sequences into one single segmentation. Then, assuming that the resulting segments were statistically independent, cross-decoder bigram probabilities for all pairs of decoders were computed based on the co-occurrences observed in the alignments for a training corpus. Given an input utterance, decodings were aligned the same way and the resulting phone-pairs were scored by means of previously trained bigram language models (one per target speaker plus and additional background model used for normalization). This approach outperformed the baseline (time dimension) system, yielding less than half the EER in experiments on NIST 2001 SRE Extended Data Task. Moreover, a linear combination of the scores produced by baseline and cross-stream systems further reduced the EER, indicating that they provided complementary information. However, an alternative time-dimension system based on binary decision tree models yielded better results than the cross-stream approach. The same methodology was then applied on the cross-stream dimension (actually time dependencies were also included in the approach), but results were discouraging. According to authors, binary decision trees may be modeling general dependencies across phonetic streams, which strongly contaminate speaker-specific characteristics.
Some years later, cross-stream dependencies were used via multi-string alignments in a language recognition application [11] . Though focused on improving a PPRLM system by applying SVM for both discriminative modeling of phonotactic constraints and discriminative score combination, authors also proposed the use of cross-decoder bigram features, as a way of representing "certain sounds that may not be adequately represented by phones in any of the parallel streams". So, besides normal intra-stream bigrams such as , crossstream bigrams of the form were also considered, and the resulting system outperformed the baseline system on most conditions. Note that time-synchronous phone co-occurrences (i.e., simultaneous cross-decoder phone dependencies) were not considered in this work. Since only phone labels were available (without time stamps), the Clustal W multiple sequence algorithm [57] was applied to align phone streams, where a similarity weight matrix was used to encode phonetic similarity as defined by experts (taking into account features such as voicing, manner and place of articulation, etc.).
Finally, cross-decoder information has been also exploited to allow cross-lingual phonetic recognition, i.e., applying phone decoders in foreign languages to get phone decodings in a target language. This is accomplished by using context-sensitive probabilistic phone mapping and assuming that the probabilities of observing a symbol and its cross-decoder contexts are independent [58] .
III. IMPROVED MODELING OF CROSS-DECODER
PHONE CO-OCCURRENCES Fig. 2 shows the structure of the baseline phonotactic system used in this work. The input utterance is processed by parallel phone decoders, which perform all the needed signal processing operations and the computations required to search the 1-best phone hypothesis (according to the available phone models, which are embedded in the decoders), yielding as a by-product the time stamps corresponding to the optimal phone segmentations. Each phone decoder defines an independent Phone-SVM subsystem. The phone sequence produced by each decoder is scored for each target language , by computing counts of phone -grams, building a feature vector with them and applying an SVM model estimated from the outputs of the phone decoder for a training database, taking as the target language. For ease of presentation, the computation of -gram counts has been implicitly located inside the SVM modules in Fig. 2 .
Scores output by each Phone-SVM subsystem are applied a t-norm [59] , and calibrated by means of a Gaussian backend. Again, for ease of presentation, both elements have been jointly represented in the backend module in Fig. 2 . Finally, the resulting calibrated scores are discriminatively fused by means of linear logistic regression, to get final scores for which a minimum expected cost Bayes decision is taken, according to application-dependent language priors and costs [43] , [60] , [61] . More details are given in Section IV.
The two approaches proposed in this paper match the structure of the baseline system described above, except for the way Phone-SVM modules are defined, i.e., the way phone decodings are used to compute features for the SVM. The remaining elements (phone decoders, SVM classification, backend, fusion) are kept unchanged. Let us illustrate this point.
Consider a choice of two decoders A and B from the set of decoders represented in Fig. 2 . Time-synchronous cross-decoder phone co-occurrences can be obtained by aligning at the frame level phone sequences produced by decoders A and B. This implicitly yields a joint phone segmentation and (after compacting repeated labels into one single label) the corresponding sequence of two-phone labels. This sequence can be processed and modeled exactly the same way as single-phone sequences in the baseline system (see Fig. 3 ). This configuration can be easily extended to any choice of two decoders and a whole co-occurrence system can be built by fusing the scores for all the two-decoder subsystems. This is how the first approach works.
The above described procedure is similar to that proposed in [56] . However, as we explain in Section III-A, instead of defining two decoupled models in time and cross-decoder dimensions, we define and apply an integrated model which uses -gram counts of time-synchronous cross-decoder multi-phone labels as features for a SVM-based discriminative classifier. This way, time and cross-decoder dimensions can be jointly modeled.
The second approach considers longer segments, spanning up to phones (phone -grams) in the 1-best phone sequences. This second approach also defines a new way of computing co-occurrence statistics which does not rely on discrete counts, but on a continuous measure of the degree of co-occurrence of segments (phone -grams) from different decoders. This way, we circumvent the border issues (transitional multi-phone labels appearing at phone borders that may distort sequence modeling) observed in the first approach. Details are given in Section III-B.
A. Approach 1: -Gram Counts of Phone Co-Occurrences
Let us consider an input utterance and phone decoders producing 1-best phone segmentations , , being the phone label produced by decoder at frame , for
. A time-synchronous (frame level) cross-decoder -phone co-occurrence is defined by the -tuple , being a choice of decoders, with . A sequence of three-phone co-occurrences (corresponding to three decoders) is depicted in Fig. 4 . Note that a sequence of -phone co-occurrences includes information from both time and cross-stream dimensions.
We make the assumption that sequences of time-synchronous cross-decoder -phone co-occurrences are somehow language-specific. So, a language recognition system could be built by counting such events for a training database and estimating SVM-based language models, which should be able to discriminate target languages.
Note that for decoders, of such systems can be defined, applied on an independent way and their scores fused to get a full time-synchronous cross-decoder phone co-occurrence language recognition system. In this work time-synchronous cross-decoder phone co-occurrences are considered only for and decoders. This approach aimed to model cross-decoder segmental (phone-level) dependencies, not cross-decoder frame-level dependencies. The use of frame-level multi-phone labels was motivated just by the need to synchronize phone decodings each other. A sort of segmental representation can be recovered by reducing each sequence of repeated multi-phone labels to a single label. However, when analyzing frame-level sequences, two types of segments can be identified: 1) stationary segments, corresponding to relatively long portions of speech for which decoders keep the same labels; and 2) transitional segments, appearing at phone borders, resulting from the fact that each decoder detects phone transitions at different points (see an example in Fig. 4) . We hypothesized that cross-decoder phone co-occurrences corresponding to transitional segments reflected random variations in the way each decoder determined phone borders and could greatly distort language models. So, before reducing repeated labels in stationary segments to a single label, transitional segments were filtered out. Details are given in Section IV-D. . Approach 1 (three-decoder configuration). 1) Time-synchronous cross-decoder phone co-occurrence labels are built by concatenating phone labels from different decoders on a frame-by-frame basis. 2) To handle transitional segments, a mode filter is iteratively applied (until convergence) on a sliding window of seven frames centered on the analyzed frame. 3) Repeated multi-phone labels are reduced to a single label.
After filtering transitional segments and reducing stationary segments, the resulting sequences of multi-phone labels (representing time-synchronous cross-decoder phone co-occurrences) were used to compute -gram statistics and build feature vectors, which were applied either to estimate SVM parameters or to score an input signal with regard to SVM-based language models (exactly the same way as for sequences of single-phone labels in the baseline system).
B. Approach 2: Degree of Co-Occurrence of Phone -Grams
The development of a second approach was motivated by the border issues described above. In Approach 1, co-occurrence information and sequence information were extracted in first and second place, respectively. In between, transitional segments were filtered out, since they were assumed to introduce noise. However, segments considered transitional may actually convey important (discriminative) information. In Approach 2, sequence information is extracted in first place, by considering segments spanning up to phones (phone -grams) in the 1-best phone decodings, and co-occurrence information is extracted in second place, by computing the degree of time-synchronous cross-decoder co-occurrence for such segments.
To compute the degree of co-occurrence for any combination of segments (each coming from a different decoder), we add the counts corresponding to frames in the input utterance where those segments actually overlap. The count assigned to each frame will depend on the length of the segments and on the number of different combinations of segments overlapping at that frame. We consider time-synchronous cross-decoder co-occurrences only for segments spanning the same number of phones. Co-occurrence information for segments of different length (unigrams co-occurring with bigrams, bigrams with trigrams, etc.) is not used in this work. Note that for each decoder, up to phone -grams overlap at each frame , which means that up to combinations of phone -grams can co-occur at each frame for a choice of decoders.
The key points of count computation are: 1) each phone -gram is counted once for each decoder, so its count is distributed among all the frames it spans; and 2) the contribution corresponding to a given phone -gram at a given frame for a given decoder is distributed among all the combinations of phone -grams at that frame for the remaining decoders.
In order to give a formal specification of the computation of the degree of co-occurrence, we first provide some definitions. We recommend to check the example in Fig. 5 , which is briefly analyzed at the end of this section, to better understand these definitions.
Let be the set of -grams (segments spanning phones) overlapping at frame in decoding . Let be one of such -grams and the number of frames it spans. Note that for all except for a number of frames at both ends, where . Let be the set of time-synchronous cross-decoder co-occurrences of phone -grams at frame , for a choice of decoders , and let be one of such co-occurrences. The contribution of the phone -gram to the count of at frame is defined as follows:
The count corresponding to any co-occurrence at frame is computed as the average contribution of the phone -grams included in , only if actually appears at frame if otherwise. The contribution corresponding to a given phone n-gram at a given frame for a given decoder is distributed among all the combinations of phone n-grams appearing at that frame for the remaining decoders. (3) The count corresponding to a cross-decoder co-occurrence of phone n-grams at a given frame is computed as the average contribution of the phone n-grams appearing in the co-occurrence (one per decoder).
Finally, the degree of co-occurrence corresponding to any choice of cross-decoder phone -grams is computed by adding the counts for all frames (3) In practice, the degree of co-occurrence is computed in two passes. The first pass computes and stores and for each decoder and each frame . Starting from these values, the second pass accumulates the counts of cross-decoder co-occurrences on a frame-by-frame basis, by applying (2) for each combination of phone -grams appearing at frame .
Let us consider the example in Fig. 5 , which shows co-occurrences of phone unigrams and phone bigrams for a choice of two decoders. The sets of -grams appearing at frame are and their lengths Starting from these values and according to (2) , the counts of co-occurrences of phone -grams at frame are computed as follows:
Note that, in this approach, SVM feature vectors do not contain the statistics (e.g., -gram counts) of a sequence of labels (as in Approach 1), but a joint distribution of time-synchronous co-occurrence counts for cross-decoder combinations of phone unigrams, phone bigrams, phone trigrams, etc. Since storing and using this information for all the possible cross-decoder combinations of phone -grams is computationally unfeasible, only those combinations yielding the highest counts on a training database are used to estimate the SVM and to score input utterances (see Section IV-E for details).
IV. EXPERIMENTAL SETUP
In this section, we provide details about the task, datasets and measures used to evaluate the proposed approaches, and about the implementation of SLR systems (all following the Phone-SVM modeling approach): phone decoders used as front-end, how the lack of synchronization in phone decodings was handled to get time-synchronous cross-decoder features, SVM feature representation and modeling decisions, SVM feature weighting and score calibration and fusion. In some cases, parameters were tuned heuristically, by choosing those values yielding best results in preliminary experiments on the development dataset (which are presented too).
A. Train, Development, and Evaluation Datasets
Experiments have been carried out on the 2007 NIST Language Recognition Evaluation (LRE) database [5] . The 2007 NIST LRE defined a spoken language recognition task for conversational speech across telephone channels, involving 14 target languages: Arabic, Bengali, Chinese (Cantonese, Mainland, Taiwan, Min, and Wu), English, (American and Indian), Hindustani (Hindi and Urdu), Spanish (Caribbean and non-Caribbean), Farsi, German, Japanese, Korean, Russian, Tamil, Thai, and Vietnamese. Some languages featured various dialects or accents (shown above in parentheses). The test set Table I summarizes the languages/dialects included in these corpora. For development purposes, ten conversations per language were randomly selected, the remaining conversations being used for training. Development conversations were further divided into segments, each containing 30 s of speech (see Table II for more details).
B. Evaluation Measures
In spoken language verification tasks two types of errors are considered: 1) misses, those for which the correct answer is Accept but the system says Reject; and 2) false alarms, those for 1 which the correct answer is Reject but the system says Accept. Therefore, for any test condition the corresponding error rates can be computed as the fraction of target trials that are rejected (miss error rate, ) and the fraction of impostor trials that are accepted (false alarm error rate, ), and suitable cost functions can be defined as combinations of these basic error rates.
1) Graphical Evaluation: Detection error tradeoff (DET) curves [62] provide a straightforward way of comparing global performance of different systems for a given test condition. A DET curve is generated by computing and for a wide range of operation points (thresholds), based on the scores yielded by the analyzed system for a given test set. DET curves are used in NIST evaluations to support system performance comparisons. In this work, DET curves were generated by means of NIST software.
2) Equal Error Rates:
The most common performance measure is the equal error rate (EER), which reports system performance when at the operation point for which the false alarm error rate is equal to the miss error rate . EER is a very simple measure, useful in many contexts, but it does not allow to compare the global performance of two systems.
3) Log-Likelihood Ratio Average Cost : When scores represent (or can be interpreted) as log-likelihood ratios, it is possible to evaluate systems also in terms of the so called [63] , which is used as an alternative performance measure in NIST evaluations. We internally consider as the most relevant performance indicator, for three reasons: 1) allows us to evaluate system performance globally by means of a single numerical value, which is somehow related to the area below the DET curve, provided that scores can be interpreted as log-likelihood ratios; 2) does not depend on application costs; instead, it depends on the calibration of scores, an important feature of detection systems; and 3) has higher statistical significance than EER, since it is computed starting from verification scores (in contrast to , which depends only on Accept/Reject decisions). Let us now recall how is computed.
Let be the likelihood ratio corresponding to segment and target language . The likelihood ratio can be expressed in terms of the conditional probabilities of with regard to the alternative target and non-target hypotheses, as follows: (4) Let be an evaluation set, consisting of the union of disjoint subsets:
containing segments with speech in the target language . Pairwise costs , for , are defined as follows: (5) Finally, the average cost is computed by adding the pairwise costs for all the combinations of target and non-target languages, as follows: (6) where is the prior probability of target languages and is the prior probability of non-target languages.
The cost function returns an unbounded non-negative value which can be interpreted as information bits, with lower values representing better performance, the value 0 corresponding to a perfect system and the value corresponding to a system which just relies on (uniform) priors, thus providing no information to decide a trial. To compute , the FoCal toolkit can be used [64] . Further details about the reasons for using and the interpretation of can be found in [43] , [63] .
C. Phone Decoders
The Temporal Patterns Neural Network (TRAPs/NN) phone decoders, developed by the Brno University of Technology (BUT) for Czech (CZ), Hungarian (HU), and Russian (RU) [65] are the core elements of all the systems developed in this work. BUT decoders have been previously used by other groups (besides BUT [66] , the MIT Lincoln Laboratory [6] ) as the core elements of their phonotactic language recognizers, with high-accuracy results. Before processing phone sequences, non-phonetic units: int (intermittent noise), pau (short pause) and spk (non-speech speaker noise) are mapped to sil (silence). After mapping, we get phone inventories of size 43 for Czech, 59 for Hungarian and 50 for Russian. Also, before doing phone tokenization, an energy-based voice activity detector is applied to split and remove non-speech segments from the signals. Since each BUT decoder runs an acoustic front-end, it can be seen as a black box which takes a speech signal as input and gives the 1-best phone decoding as output. Regarding channel compensation, noise reduction, etc. all the systems presented in this paper rely on the acoustic front-end provided by BUT decoders, whose main features are as follows.
• 
D. Filtering Cross-Decoder Synchronization Noise
As pointed above, different decoders determine different phone boundaries, which generate what we call cross-decoder synchronization noise. The effect of this noise differs for the two approaches proposed in this work, which make use of co-occurrence information.
In Approach 1 ( -gram counts of phone co-occurrences), the synchronization noise generates short transitional co-occurrence segments (see Fig. 4 ). These short segments must be filtered out, and then feature counts can be computed from the reduced (collapsed) sequence of multi-phone (time-synchronous cross-decoder co-occurrence) labels. In this paper, filtering is performed by replacing the multi-phone label at each frame by the mode (the label with the largest number of observations) computed on a window of size around it (applied iteratively until convergence). Table III shows language recognition performance attained with Approach 1 by applying a mode filter for different window sizes. Best results were obtained with a window of size 7, which roughly makes sequences of length shorter than 3 to be absorbed by the surrounding sequences (see an example in Fig. 4) .
In Approach 2 (degree of co-occurrence of phone -grams), the cross-decoder synchronization noise also generates short transitional co-occurrences of phone -grams (see Fig. 5 ). The main difference with respect to Approach 1 is that all the observed combinations of segments receive counts, including short transitional (maybe noisy) combinations. By keeping transitional segments, we circumvent the possible lack of information related to deleting such segments. However, short transitional segments get low counts, and their distribution is not expected to depend on the language, whereas stationary segments (corresponding to relatively long portions of speech for which decoders keep the same labels) get higher counts which dominate the feature vectors used to model target languages. Moreover, as we explain in Section IV-E, only the most frequent features (those with the highest counts) will be used for SVM modeling. Therefore, since both the method used to compute feature counts and the way features are used in SVMs are expected to minimize the effect of transitional segments, we did not apply any filtering approach in this case.
E. SVM Modeling
All the SLR systems developed in this work follow the Phone-SVM phonotactic approach described above. SVM vectors consist of counts of features representing the phonotactics of an input utterance: phone -grams (baseline), -grams of phone co-occurrences (Approach 1) or the degree of co-occurrence of phone -grams (Approach 2). Given an input utterance and a feature , the probability is computed as follows: (7) where is the count of feature for the input utterance . These probabilities are then used to fill a sparse vector with entries , where is a weighting function [67] (details are given in Section IV-F).
In all approaches, up to 4-grams have been considered. Therefore, using the raw SVM feature space became unfeasible, due to its huge dimension: the number of possible 4-grams could be up to , , and for the baseline system, a system based on -grams of two-decoder phone co-occurrences and a system based on -grams of three-decoder phone co-occurrences, respectively. In this paper, a sparse representation was used instead, which stored counts only for the most frequent features. That is, instead of using a full space representation, features were ranked according to their counts on a training dataset, and only those with the highest counts were considered. On a previous work [14] , using up to 3-grams on the baseline system, the total number of features with non-null counts in the training dataset was below 100 000 (though the number of possible 3-grams could be up to ). Taking that result into account, in this work the parameter (i.e., the number of features used to perform language recognition) has been heuristically fixed to 200 000. However, given an input utterance, most of them have null counts and are not explicitly included in the representation, so the actual size of the SVM feature vector is far less than 200 000. Table IV shows the average size of the SVM feature vectors under a sparse representation, computed on the development set, for the baseline and the two proposed approaches. Note that for Approach 1 ( -grams of phone co-occurrences), the average size of the feature vector is very similar to that found for the baseline system, whereas for Approach 2 (co-occurrences of phone -grams) more dense vectors are obtained (maybe meaning more reliable and informative features). On the other hand, training and decoding times depend linearly on the actual size of SVM feature vectors. So, whereas the computational cost of Approach 1 is similar to that of the baseline system, Approach 2 has twice the cost of the baseline system. SVM modeling was performed using LIBLINEAR [68] , an open source SVM software library for large-scale linear classification that shares many features with the popular SVM library LIBSVM [69] . A Crammer and Singer solver for multiclass SVMs was applied [70] , and some minor changes were made to the source code of LIBLINEAR in order to obtain regression values instead of class labels.
F. SVM Weighting
As noted in [67] , a suitable selection of the weight is critical for good system performance. A typical choice has the following form: (8) where is a constant and is a set of background utterances (including utterances for all the classes considered in the application task) used to estimate what could be seen as an average feature probability. Note that if then and raw feature probabilities are used (without weighting). On the other hand, if , then feature probabilities are weighted by the inverse of the square root of the average feature probability (as in [52] , [67] , and [53] ).
The constant can be heuristically optimized by choosing that value yielding the best performance on a development set. Table V shows EER and using the baseline language recognition system on the development and evaluation sets for different values of (maxWeight). Results confirm that the choice of is critical to obtain best performance, and that the development set defined for these experiments matches quite well the evaluation set, since the optimal values for both datasets are very close each other, being slightly lower for evaluation than for development. The optimal values found for the development dataset were taken as reference to choose slightly lower values for evaluation. The values applied for each approach are shown in Table VI .
G. Calibration and Fusion
Each Phone-SVM subsystem generates scores for each input utterance. Each score is then applied a t-norm [59] that is estimated from the other scores. The resulting scores are calibrated by means of a generative Gaussian backend trained on the development data, and the final scores are obtained by fusing the scores of the calibrated SVM-based phonotactic subsystems. Fusion is based on discriminative linear logistic regression, its parameters being estimated on the development dataset too. The FoCal toolkit has been used for calibration and fusion (see [43] and [60] for details).
Calibration and fusion optimize the information delivered to the user by the fused system and offer application-independent scores. Well-calibrated and fused scores can be interpreted as proper log-likelihoods and, therefore, be used to make cost-effective Bayes decisions according to application-dependent language priors and costs.
V. RESULTS Table VI shows EER and performance in language recognition experiments on the 2007 NIST LRE database using the baseline phonotactic system and the time-synchronous cross-decoder co-occurrence approaches proposed in this work. First of all, note that we call systems either to those that, for a given approach, are obtained by fusing subsystems of one or two decoders, or to those working on the whole set of three decoders. For the sake of completeness, the performance of single subsystems and partial fusions is also shown in Table VI , the fusion operation being represented by means of the symbol " ". Rows corresponding to complete fusions have been shaded. Scores from single subsystems have been also calibrated in order to get comparable performance measures.
Under the baseline approach, SVMs were also trained on mixed sets of features, by concatenating the -gram counts from two or three decoders in a single vector, thus obtaining four different concatenations: (CZ,HU), (CZ,RU), (HU,RU), and (CZ,HU,RU). Results under this approach were similar to or slightly worse than those obtained by fusing single subsystems, except when using the counts of all subsystems, which yielded slightly lower EER (2.17%) than fusing the corresponding subsystems (2.21%). By inspecting these results, it may seem that no performance gain can be extracted from cross-decoder dependencies in SVM-based phonotactic language recognition. However, gathering feature frequencies from different decoders into a single representation does not provide feature synchronization (i.e., time alignment) information. This is just what time-synchronous cross-decoder co-occurrences provide, and that information will significantly help to improve performance, as is shown below.
When considering complete fusions for decoders, the two approaches proposed in this work outperformed the baseline system in terms of . The Approach 2 yielded better results (2.09% EER, ) than the Approach 1 (2.23% EER, ), the improvement provided by the former being around 5% relative in terms of EER and 7% relative in terms of with regard to the baseline system. Going further in analyses, 2-decoder co-occurrence subsystems performed consistently better than single-decoder subsystems; in particular, those based on Approach 2 performed better than those based on Approach 1. This result is quite interesting, since it indicates that co-occurrence information is actually helping language recognition (specially in the way it is conveyed by Approach 2). However, fusions of two single-decoder subsystems performed better than the corresponding 2-decoder co-occurrence subsystems. For instance, the fusion of the HU and RU baseline subsystems yielded 2.53% EER and , whereas the HU-RU co-occurrence subsystem based on Approach 2 yielded 2.70% EER and . This result seems contradictory, since baseline subsystems are based on token sequences in time and co-occurrence subsystems hypothetically convey both time and cross-decoder information. However, the comparison is not fair, because fusion parameters are optimized for class discrimination. In fact, the fusion of the three 2-decoder co-occurrence subsystems performs better than the fusion of the three single-decoder baseline subsystems. This supports the hypothesis that time-synchronous cross-decoder co-occurrences convey useful information for language discrimination.
Under 3-decoder configurations, both approaches showed a poor performance compared to the baseline system (see Figs. 6 and 7). We knew that robustness issues could arise from the huge amount of co-occurrences that are theoretically possible when dealing with decoders. In Approach 1, the number of transitional segments may explode as the number of decoders increases, thus producing noisy sequences of phone co-occurrences. We tried to avoid short segments by means of a mode filter (see Section IV-D), but attending to system performance (3.98% EER, , worse than those of 2-decoder subsystems for the Approach 1), it seems that such a filtering was not enough or not suitable.
In Approach 2, a huge number of combinations of cross-decoder phone -grams could appear, specially in the case of . Pooled DET curves for the baseline phonotactic language recognition system, two systems based on Approach 2 (degree of cross-decoder co-occurrence of phone n-grams, for k = 2and k = 3decoders) and the fusion Baseline + Approach 2 (k = 2).
3-grams and 4-grams. As noted in Section IV-E, the SVM feature vector may include at most 200 000 elements, corresponding to co-occurrences with the highest counts on a training database. This way, we expected to overcome robustness issues. However, attending to system performance (3.59% EER, , similar or worse than that of 2-decoder subsystems for the Approach 2), we conclude that Approach 2 under a 3-decoder configuration is also remarkably affected by synchronization noise, maybe because too many short transitional segments are being used to characterize input utterances. A lesson learned is that co-occurrence information can be effectively extracted in 2-decoder configurations (less sensitive to robustness issues) and recovered by means of fusion. In any case, we still hope (and will keep trying) to find an exit to the combinatorial dead end intrinsic to cross-decoder approaches, and future work will be partly devoted to that task.
A. Fusing Baseline and Cross-Decoder Co-Occurrence Systems
Attending to results, one may conclude either that cross-decoder information can only provide small performance improvements in SVM-based language recognition, or (more probably) that issues related to cross-decoder co-occurrence sparseness (unreliable estimations, lack of coverage) strongly limit the discriminative power of the proposed approaches. In any case, further improvements can be expected from fusing the baseline system (which focuses on time sequences) and the proposed cross-decoder co-occurrence systems (which convey complementary cross-decoder information). Table VII shows EER and performance of several system fusions, including confidence intervals for a confidence level of 99% under a t-test. The t-test was computed by selecting 1000 random segments in the test set for 100 different experiments. This way, reasonably different subsets were used in the experiments and, at the same time, EER and were estimated with enough accuracy. Note that results shown above in Table VI are different, since they were computed in a single experiment on the whole test set. In any case, they fall within the confidence intervals shown in Table VII .
First, the system (CZ,HU,RU), which uses the concatenation of -gram counts for the three BUT decoders as SVM representation, slightly improved EER performance with regard to the baseline system, but fusing it with the baseline system did not lead to significantly better results. As noted above, this suggests that using just cross-decoder dependencies between -gram counts, without time-alignment information, do not help language recognition.
Systems based on 3-decoder co-occurrences did only slightly improve (or nothing at all) the performance of systems based on 2-decoder co-occurrences. This means that they basically model the same cross-decoder information and do not complement each other in any way. This argument is supported by the fact that when fused with the baseline system, 3-decoder co-occurrence systems provided remarkable improvements, leading to 2.05% EER and 2.02% EER (8.48% and 9.82% relative improvement) for approaches 1 and 2, respectively, but adding a 3-decoder co-occurrence system to the fusion of the baseline system and a 2-decoder co-occurrence system did not improve performance for Approach 2, and did slightly improve performance in terms of EER for Approach 1.
Separate fusions of the baseline system with systems based on 2-decoder co-occurrences yielded very competitive performances: 1.91% and 1.94% EER (14.73% and 13.39% relative improvement) for approaches 1 and 2, respectively (two first shaded rows in Table VII ). Fusing 2-decoder co-occurrence systems for approaches 1 and 2 improved performance by around 4% with regard to the 2-decoder system based on Approach 2. Finally, the best performance (1.83% EER and ) was attained by fusing the baseline system with 2-decoder co-occurrence systems for approaches 1 and 2 (last shaded row in Table VII) , meaning around 18% relative improvement. This result reveals that time-synchronous cross-decoder co-occurrences convey useful (complementary) information that can effectively help (through discriminative fusion) to improve state-of-the-art phonotactic language recognition. It is worth noting that cross-decoder time alignment information is already there and no additional computations are needed, but only building and applying models based on it.
Additional experiments were carried out to check how the proposed approaches helped state-of-the-art phonotactic language recognition when dealing with shorter (10-and 3-s) speech segments, which is a very interesting task in practical applications. As shown in Table VIII , the performance of Approach 1 was almost identical to that of the baseline system in all conditions, whereas the performance of Approach 2, which was the best for 30-s speech segments, degraded for 10-and 3-s speech segments. This may be due to the fact that Approach 2 is based on frequencies of longer units (phone -grams), which are scarce and less predictable as less speech is available. Best performance for 10-and 3-s speech segments was found when fusing the baseline system and Approach 1, leading to 12.9% and 6.6% relative improvements, respectively.
B. Overall Performance Comparison
For the primary task of the 2007 NIST LRE (30-s speech segments, closed-set condition) many results have been published in the literature. Best performance has been reported when fusing several subsystems, specially when acoustic and phonotactic subsystems were fused [6] , [7] , [66] . Table IX shows the best performance attained in the NIST 2007 LRE [5] , and results reported by the Massachusetts Institute of Technology (MIT) [6] and the Brno University of Technology (BUT) [66] . Table IX were obtained by fusing several acoustic and phonotactic subsystems. However, the approaches presented in this paper are purely phonotactic. Table X shows the most significant references and the best results reported to date using phonotactic approaches on the primary task of the 2007 NIST LRE, corresponding to systems developed by MIT [52] , BUT [71] , [72] , the Institute for Infocomm Research (IIR) [50] , [54] , and the Laboratoire d'Informatique pour la Mecanique et les Sciences de l'Ingenieur (LIMSI) [73] .
Results in Table X first suggest that applying SVM-based scoring leads to better results than using either -gram or binary tree-based scoring. Second, that using phone lattices to compute -gram statistics leads to better results than using 1-best phone sequences. And third, that using up to 4-gram statistics is useful, despite robustness issues related to the high dimension of the feature space. In particular, best results (around 1.80% EER) were attained by systems based on the Phone-SVM approach, using phone lattices and up to 4-gram statistics, and applying discriminative feature selection based on SVM weights and a wrapper/filter method [52] , [54] . Finally, it must be noted that the phonotactic approaches proposed in this paper, based on 1-best phone sequence statistics and using up to 4-grams but without discriminative feature selection, yielded the same performance than state-of-the-art phonotactic systems. On the other hand, time-synchronous cross-decoder co-occurrence information can be easily extracted in most PPR-based phonotactic systems. So, improved performance at almost no cost can be attained in phonotactic SLR by using features with both time (sequence) and cross-decoder (time-synchronous co-occurrence) information.
C. Discussion
There is an important difference between approaches 1 and 2, which regards how cross-stream and time dimensions are processed. Approach 1 first concentrates on the cross-decoder dimension and then considers the time dimension, but phone sequence modeling is somehow lost in the way. Approach 2 runs the opposite route: it can be seen as a phonotactic system (whose factory equipment includes phone sequence modeling) enhanced with additional modeling of cross-decoder co-occurrences of phone -grams. This may explain why, when the available amount of speech was large enough (30-s speech segments), the latter provided the best performance among single systems (specially in terms of ), its DET curve being close to that of the optimal fusion (see Fig. 7 ). However, since the baseline system provides phone sequence information partly lost in Approach 1, they complement each other well, and may explain why Approach 2 did not outperform Approach 1 when fused with the baseline system.
VI. CONCLUSION AND FUTURE WORK
Two approaches using time-synchronous cross-decoder co-occurrence information in SVM-based phonotactic language recognition have been defined and evaluated (for combinations of and decoders): Approach 1 ( -gram counts of phone co-occurrences) and Approach 2 (degree of co-occurrence of phone -grams). Both approaches rely on the assumption that time-synchronous cross-decoder co-occurrence information is somehow specific to each target language. They do not involve significant additional computation with regard to a baseline phonotactic system, and represent just a means to extract more information from existing decodings.
Systems based on 2-decoder co-occurrences outperformed the baseline system in language recognition experiments on the primary task of the 2007 NIST LRE. The system based on Approach 2 using 2-decoder phone -grams yielded the best performance among all single systems, with 2.11% EER (above 5% relative improvement with regard to baseline 2.24% EER) and (above 8% relative improvement with regard to baseline ). However, when using 3-decoder configurations, both approaches showed a poor performance compared to the baseline system. This may reveal robustness issues related to: 1) significant differences in the detection of phone boundaries (Approach 1) which make transitional segments to be dominant, thus producing noisy sequences of phone co-occurrences; and 2) a huge number of phone -gram combinations (Approach 2), whose statistics cannot be robustly estimated.
When considering fusions, best results were attained when combining the baseline system with systems based on 2-decoder co-occurrences, with no significant differences between approaches 1 and 2. The best fused system Baseline Approach Approach ) yielded 1.83% EER and , meaning around 18% and 20% relative improvement, respectively, with regard to the baseline system. Finally, using time-synchronous cross-decoder co-occurrences led to improved performance (by fusing the baseline system with Approach 1) also when applied to short (10-and 3-s) speech segments.
We are currently working on various co-occurrence selection schemes, with the aim to improve performance by using more discriminant features, and on replacing 1-best phone sequences by phone lattices, with the aim to increase the robustness of co-occurrence statistics. Future work will focus on increasing the robustness of phonotactic approaches that integrate time and cross-stream dependencies, specially when using decoders.
