We construct two series of linear codes over finite ring F q [x]/(x 2 ) and Galois ring GR(p 2 , m) respectively reaching the Griesmer bound. They derive two series of codes over finite field F q by Gray map. The first series of codes over F q derived from F q [x]/(x 2 ) are linear and also reach the Griesmer bound in some cases. Many of linear codes over finite field we constructed have two Hamming (non-zero) weights.
Introduction
Let F q be the finite field with q elements, C be a linear code with parameters [n, k, d] q . Namely, C is a subspace of F n q with dimension k = dim F q C and minimum Hamming distance d = d(C). The following inequality, called the Griesmer bound, has been proved by J.H.Griesmer [3] for 2|q, G.Solomon and J.J.Stiffler [6] for 2 ∤ q.
where ⌈x⌉ denotes the smaller integer greater than or equal to x. Many linear codes over finite field reaching the Griesmer bound have been constructed(see [4, 7] and the references there in).
The Griesmer bound has been generalized to linear codes over finite quasiFrobenius ring R by K.Shiromoto and L.Storme [5] . In this paper we consider R being finite commutative local ring for simplicity.
Lemma 1.1([5], Theorem 2.2)
Let R be a finite commutative local ring, M be the (unique) maximal ideal of R and R/M = F q . Let C be a linear code over R with parameters [n, k, d] . Namely, C is a free R−submodule of R n with rank k and minimum Hamming distance d = d(C). Then
There is a geometric characterization on linear codes reaching the Griesmer bound over finite field [7] and finite local ring [5] . Thus several such codes can be constructed by finite geometry (maxhypers in projective spaces over finite field and minihypers in projective Hjelmslev spaces over finite local ring). In this paper we construct two series of linear codes over F q [x] /(x 2 ) and Galois ring GR(p 2 , m) reaching the Griesmer bound (1.2) by evaluating some character sums over these finite commutative local rings(section 2 and 3). Many codes we constructed have three or two (non-zero) Hamming weights. Moreover, in section 4, these linear codes derive two series of codes over finite field F q by Gray map. First series of codes over F q derived from F q [x]/(x 2 ) are linear and reach the Griesmer bound (1.1) in some cases. Many of linear codes over F q we constructed have two Hamming weights.
Linear Codes over F q [x]/(x )

Basic Facts on ring F q [x]/(x 2 )
Let R = F q [x]/(x 2 ) = {a + bx : a, b ∈ F q }(x 2 = 0), q = p m . The following facts on algebraic structure of the local commutative ring R are well-known.
FACT(1)
= F q ⊕ F q x is a two-dimensional vector space over F q . |R| = q 2 .
FACT(2)
The unique maximal ideal of R is M = F q x and R/M = F q . The unit group (the inversible elements of R) is
We have the following isomorphism of groups
Thus the multiplicative group 1 + M is an elementary abelian p−group with rank m, and any subgroup of 1 + M = 1 + F q x are 1 + V x where V is a F p -vector subspace of F q and rank (1
. Then R (s) /R is Galois extension of rings and the Galois group is Gal(R (s) /R) = σ q where σ q is the R−automorphism of R (s) defined by
Then we have the following trace mapping
which is a R−linear surjective mapping. For any l ≥ 1, we have
Construction of linear codes
which should has the following structure
where
The linear code C(G) over R with respect to G is defined by
In this section we want to determine the minimum
Since C is linear, we have
Moreover, for each a ∈ R, let N β (a) be the number of a−components in codeword c β . Namely,
In general case of G, the value of N β (a) can be expressed by Gauss sums over R (s) and R. But in this paper we consider the following particular case Since e|Q − 1, it is easy to see that the condition (*) is equivalent to e|q − 1 and gcd(e, s) = 1, where Q = q s . In this case we can determine the Hamming weight distribution
Under the condition (*) all computation can be done without using Gauss sums. In order to explain the reason, let us consider the case of e = 1. Namely, let
and C = C( G). Each codeword in C is expressed as
Q |/|D| = e cosets with respect to subgroup D:
and
and for each β ∈ R (s) * ,
Therefore the computation for C = C(G) is reduced to one for C = C( G), which can be done without using Gauss sums.
Hamming weight distribution of C(G)
, and F * Q = θ . Let C = C(G) be the linear code over R defined by Definition 2.1, where ]. Namely, C is a free R−submodule
) with rank k(= s) and minimum Hamming distance d =
. Moreover, the Hamming weight distribution of C is shown in Table 1 . Proof. (1) . By formulas (2.2) we need to consider the case e = 1 only. Namely, it is enough to consider C = C(G) where
Now we compute the values of w H
where w = β 1 z 1 . Then we get
Moreover, the multiplicity of these two weights are
Therefore N β (a) = 0 for each a ∈ R * , and
This completes the computation of Hamming weight distribution of C shown in table 1. Moreover, we have
Therefore the minimum Hamming distance of C is
Since w H (c(β)) > 0 for all 0 β ∈ R (s) , we get C R (s) as isomorphism of R−module. The rank of R−module C is k = s. This completes the proof of (1).
(2) From e|q − 1 and Q = q s we know that q s−1 |d =
which means that the linear code C(G) over R reaches the Griesmer bound (1.2). This completes the proof of Theorem 2.2.
Remark. C has at most three (non-zero) Hamming weights
and C has two Hamming weight w 2 and
, and C has two Hamming weight w 1 and w 3 .
Linear Codes over GR(p 2 , m)
In this section we construct a series of linear codes over Galois ring GR(p 2 , m) reaching the Griesmer bound.
Algebraic structure of Galois ring GR(p 2 , m)
We introduce some basic facts on the Galois ring GR(p 2 , m), where p is a prime number and m ≥ 1. For more detail we refer to Wan's book [9] .
(F1) Let Z p 2 = Z/p 2 Z, we have the following "module p" reduction homomorphism of rings
This mapping can be naturally extended as a homomorphism of polynomial rings
The Galois ring GR(p 2 , m) is defined by
. Then the ′′ module p ′′ map (3.1) induces the following homomorphism of rings
The kernel is the unique maximal ideal M = pR, R/M = F q and R * = R\M is the group of units. Therefore R is a commutative local ring.
(F2) Let ξ be a root of h(x) in R. Then the order of ξ is q − 1 and ξ is a root of h(x) in R = F q . By definition (3.2) of R, each element α of R can be expressed uniquely as
and R is a free Z p 2 − module with rank m. On the other hand, let
Then R = T ⊕ pT . Namely, each element α of R can be expressed uniquely by
we have M = pR = pT . Namely, α ∈ M if and only if
(F3) The group R * of units has the following decomposition
where T * = ξ is a cyclic group with order q − 1, and the multiplicative group 1 + M = 1 + pT is isomorphic to the additive group F q by 
Then we have the trace mapping:
This is a surjective homomorphism of Z p 2 − modules.
The extension R (s) /R is Galois extension with Galois group
Then we have the trace mapping
R is a surjective homomorphism of R− modules and the following diagram is commutative
The additive character group of (R, +) is
where (for each positive integer m, let ζ m = e
By the orthogonal relation of characters, we have, for z ∈ R,
Construction of linear codes C = C(G) over GR(p 2 , m)
, and
Let G be a subgroup of R (s) * which has the following decomposition
We also assume that gcd(e, 
and for any F p −subspace U of F Q , U ⊥ is the dual subspace of U defined by
From (3.6) we get
Therefore N β (a) = 0 for all a ∈ R * . On the other hand,
By (3.8) we know that A ∈ Z and by (3.7) we have
q . Therefore from (3.8) and (3.9) we get
Moreover, from (3.8) and (3.9) we know that w H (c β ) > 0 for any 0 β ∈ R (s) , which implies that C(G) and R (s) are isomorphic as R−modules.
, s,
]. Since R/M = F q and q s e = Qe|Q(q − 1). We get
which means that the linear code C(G) over GR(p 2 , m) reaches the Griesmer bound. This completes the proof of Theorem 3.2.
Remark The value of A given by (3.7) is hard to compute in general. But for following two particular cases, A and then the Hamming weight distribution of C(G) can be determined. (
Particularly, C has two (non-zero) Hamming weight w 1 , w 2 with multiplicity m 1 = Q − 1 and m 2 = Q(Q − 1) respectively when Q q.
(2). Suppose that s = ps ′ so we have
and T r Q Q ′ (β 2 )∈W
Particularly, C has three (nonzero) Hamming weights w 1 , w 2 and w 3 with multiplicity
Proof From Theorem 3.2 we know that for β = pβ 2 ,
. Now we consider w H (c β ) for
(1). If V + F q = F Q , then (V + F q ) ⊥ = (0) and, by (3.7), A = 1. Then by (3.8) we have
with multiplicity
This completes the proof of Corollary 3.3.
Homogeneous weight and Gray map
Linear codes over finite ring become one of hot topics in Coding theory after Hammons et al.( [2] , 1994) discovered that several remarkable nonlinear binary codes are the isometric image of Gray map of linear codes over Z 4 with Lee weight. The Lee weight has been generalized as homogeneous weight w hom for more general finite ring R( [1] , [8] , [10] for instance), and the isometric Gray map ψ from (R n , w hom ) to (F nl q , w H ) is presented ( [1] for finite chain rings and [10] for Galois ring) with certain positive integer l and finite field F q . In this section we will calculate the parameters of ψ(C) where C = C(G) is the linear code over R = F q [x]/(x 2 ) and R = GR(p 2 , m) given by Theorem 2.2 and Theorem 3.2 respectively. The computation shows that in R = F q [x]/(x 2 ) case, the code ψ(C) over F q is linear with two (nonzero) Hamming weight and reaches the Griesmer bound in some special cases. For case R = GR(p 2 , m), the code ψ(C) over F q is non-linear and has two Hamming distance for some particular subgroup G of R (s) * .
Firstly we introduce the homogeneous weight given in [1, 8, 10] . m) , q = p m , M be the maximal ideal of R and R * = R\M. The homogeneous weight on R is the mapping w hom : R −→ Z(the ring of integers) defined by
More general, for any n ≥ 1, the homogeneous weight on R n is w hom : R n −→ Z defined by
If C is a linear code over R, the minimum homogeneous distance of C is
, if β 1 = 0 (β 2 0), or β 1 0 and
1 ∈ V + F q Particularly, C has two (nonzero) homogeneous weights w 1 and w 2 with multiplic-
A is defined by (3.7) which depends on β 2 .
eq . Therefore
and by (2.4) ,
ψ is a F q −linear map and isometric from (R, w hom ) to (F, w H ) ([1], Theorem 1.1). Then for any n ≥ 1, we have Gray map over R n by
. For R = GR(p 2 , m), the Gray map over R is defined by
Then for any n ≥ 1, we have Gray map ψ : R n −→ . The size of ψ(C) is |R (s) | = Q 2 = q 2s . Since ψ is a F q −linear mapping, the code ψ(C) over F q is linear and k = dim F q ψ(C) = log2s = 2s. The Hamming weight distribution and the minimum Hamming distance d H of ψ(C) are derived directly from Theorem 4.2(1) and ψ being isometric. 
