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ON FINITE-DIFFERENCE APPROXIMATIONS FOR
NORMALIZED BELLMAN EQUATIONS
ISTVAN GYONGY AND DAVID SISKA
Abstract. A class of stochastic optimal control problems involving
optimal stopping is considered. Methods of Krylov [15] are adapted
to investigate the numerical solutions of the corresponding normalized
Bellman equations and to estimate the rate of convergence of nite dif-
ference approximations for the optimal reward functions.
1. Introduction
Stochastic optimal control and optimal stopping problems have many ap-
plications in mathematical nance, portfolio optimization, economics and
statistics (sequential analysis). Optimal stopping problems can be in some
cases solved analytically [20]. With most problems, one must resort to nu-
merical approximations of the solutions. One approach is to use controlled
Markov chains as approximations to controlled diusion processes, see e.g.
[19]. A thorough account of this approach is available in [18].
We are interested in the rate of convergence of nite dierence approx-
imations to the payo function of optimal stopping and control problems.
Using the method of randomized stopping (see [10]) such problems can be
treated as optimal control problems with the reward and discounting func-
tions unbounded in the control parameter. This leads us to approximating
a normalized degenerate Bellman equation.
Until quite recently, there were no results on the rate of convergence of
nite dierence schemes for degenerate Bellman equations. A major break-
through is achieved by Krylov in [11] for Bellman equations with constant
coecients, followed by rate of convergence estimates for Bellman equations
with variable coecients in [12] and [13]. The estimate from [13] is improved
in [2] and [1]. Finally, Krylov [14] (published in [15]) establishes the rate of
convergence 1=4 + h1=2 of nite dierence schemes to degenerate Bellman
equations with Lipschitz coecients given on the whole space, where  and
h are the mesh sizes in time and space respectively. This is later extended to
nite dierence approximations of Bellman equations on cylindrical domains
in [4].
In the present paper we extend this estimate to cover normalized degen-
erate Bellman equations corresponding to optimal stopping of controlled
diusion processes with variable coecients. Adapting ideas and techniques
of [14] we obtain the rate of convergence 1=4+h1=2, as in [14]. There are two
key ideas which are already introduced in [11] -[13]. The rst idea is that
the original equation and its approximation should play symmetric roles.
Key words and phrases. Finite-dierence approximations, Normalized Bellman equa-
tions, Fully nonlinear equations, Optimal stopping and control.
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The other idea is to `shake' the original equation and its approximation,
and to mollify the solutions of the `shaken equations' to obtain smooth su-
persolutions to the original equation and to its approximation, respectively,
which are close to their true solutions. To implement these ideas one needs
appropriate estimates on the regularity of the solutions to the original equa-
tion and to its approximation. The necessary regularity estimates on the
optimal reward functions, i.e., the solutions of the Bellman equations are
well-known, see [10]. Namely, under general conditions the optimal reward
funtions are Lipschitz continuous in the space variable and they are Holder
continuous, with exponent 1=2, in the time variable. The main problem
is to obtain the corresponding regularity estimates for the nite dierence
approximations. In [15] a discrete gradient estimate in the space variable is
proved for the solutions to nite dierence schemes for degenerate Bellman
equations. Hence not only the Lipschitz continuity in the space variable of
the nite dierence approximations follows but a suitable estimate on their
time regularity as well.
Our rst main task in the present paper is to extend the discrete gradient
estimate from [15] to the case of nite dierence schemes for normalized
Bellman equations. This is Theorem 4.1 below. We note that in [17] a more
general estimate is proved. From Theorem 4.1 the Lipscitz continuity in the
space variable of the nite dierence approximations follows easily. However,
due to the normalizing factor in the nite dierence scheme, Theorem 4.1
does not imply the estimate we need on the time regularity of the nite dif-
ference approximations. In fact, the time regularity of the solutions does not
hold in general, unless we assume stronger conditions on the nite dierence
scheme than those of Theorem 4.1. Since our main concern in the present
paper is the rate of convergence of nite dierence approximations for the
reward function of optimal stopping of controlled diusion processes, we es-
tablish the necessary time regularity estimate only for these approximations.
This is Theorem 6.4, which is the discrete counterpart of Theorem 6.2 on the
Holder continuity in time of the optimal reward function. Hence, using also
the regularity of the optimal reward functions and the maximal principle
for normalized Bellman equations and for their `monotone approximations',
we prove our rate of convergence estimate, Theorem 2.4 by a straitforward
adaptation of the method of `shaking and smoothing' from [15].
Rate of converge results for optimal stopping are proved for general con-
sistent approximation schemes in [7]. However, the rate 1=4 + h1=2 is ob-
tained only when the diusion coecients are independent of the time and
space variables. For further results on numerical approximations for Bellman
equations we refer to [8], [9] and [3].
The paper is organized as follows. The main result, Theorem 2.4 is for-
mulated in the next section. In Section 3 the existence and uniqueness of
solutions to nite dierence schemes, Theorem 3.4, is proved together with
a result on comparison of the solutions, Lemma 3.9. The gradient estimate
on the solutions of nite dierence schemes is proved in Section 4, together
with important corollaries. An estimate on Lipschitz continuity in the space
variable for the reward functions and a result on comparison of the reward
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functions with supersolutions to Bellman equations are presented in Sec-
tion 5. The estimate on Holder continuity in time of the reward functions
together with the corresponding estimates for their nite dierence approx-
imations are given in Section 6. Theorem 2.4 is proved in Section 7.
2. The Main Result
Fix T 2 (0;1), and set HT = [0; T )  Rd and HT = [0; T ]  Rd. Let
(
;F ; P ) be a probability space, carrying a d0 dimensional Wiener martin-
gale W = (Wt)t0 with respect to a ltration (Ft)t0. Below we introduce
some basic notions and notation of the theory of controlled diusion pro-
cesses from [10]. The notation jaj = (Pi;j a2ij)1=2, jbj = (Pi bi)1=2 and
c+ = c+ = (jcj + c)=2, c  = c  = ( c)+ is used for matrices a 2 Rkl,
vectors b 2 Rk and real numbers c. Unless otherwise stated, the summation
convention with respect to repeated indices is in force throughout the paper.
Let A be a separable metric space and let  = (t; x), and  = (t; x)
be given Borel functions of (; t; x) 2 A  R  Rd, taking values in Rdd0
and Rd, respectively. Assume that A = [1n=1An for an increasing sequence
of Borel sets An of A such that the following assumption holds.
Assumption 2.1. For every integer n  1 there is a constant Kn such that
for all  2 An
j(t; x)  (t; y)j+ j(t; x)  (t; y)j  Knjx  yj (2.1)
j(t; x)j+ j(t; x)j  Kn(1 + jxj) (2.2)
for all (t; x) 2 HT .
A progressively measurable process  = (t)t0 with values in A is called
an (admissible) strategy if there is an integer n  1 such that t(!) 2 An for
all t  0 and ! 2 
. The set of strategies with values in An is denoted by
An, and so A =
S1
n=1An is the set of all strategies. By the classical existence
and uniqueness theorem of Ito^, Assumption 2.1 ensures that for each  2 A,
s 2 [0; T ] and x 2 Rd there is a unique solution x;s;x = fxt : t 2 [0; T   s]g
of
xt = x+
Z t
0
u(s+ u; xu)dWu +
Z t
0
u(s+ u; xu)du: (2.3)
Let f = f(t; x) and c = c(t; x) be Borel functions of (; t; x) 2 ARRd
with values in R and R+, respectively, and let g = g(t; x) be a Borel function
of (t; x) 2 RRd with values in R such that the following assumption holds.
Assumption 2.2. The function g is continuous and there are some con-
stants K and q  0 such that
jg(t; x)j  K(1 + jxjq) for all (t; x) 2 HT . (2.4)
For every integer n  1 there are constants Kn and qn  0 such that for all
 2 An
c(t; x)  Kn(1 + jxjqn); jf(t; x)j  Kn(1 + jxjqn) (2.5)
for all (t; x) 2 HT .
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For s 2 [0; T ] we use the notation T(T   s) for the set of stopping times
  T   s. Consider the following optimal reward functions:
v(s; x) = sup
2A
v; (s; x) 2 HT ; (2.6)
w(s; x) = sup
2A
sup
2T(T s)
w; (s; x); (s; x) 2 HT ; (2.7)
where
v(s; x) = Es;x
Z T s
0
ft(s+ t; xt)e
 'tdt+ g(T; xT s)e 'T s

; (2.8)
w; (s; x) = Es;x
Z 
0
ft(s+ t; xt)e
 'tdt+ g(s+ ; x )e '

; (2.9)
't = '
;s;x
t =
Z t
0
cr(s+ r; x;s;xr )dr;
and Es;x denotes the expectation of the expression behind it, with x
;s;x
t in
place of xt everywhere. We call v and w the optimal reward functions for the
optimal control problem, and for the optimal control and stopping problem,
respectively, with strategies from A, under utility rate f , terminal utility g
and discount rate c. It is useful to notice that for
vn(s; x) = sup
2An
v(s; x); wn(s; x) := sup
2An
sup
2T(T s)
w; (s; x)
we have vn(s; x) " v(s; x) and wn(s; x) " w(s; x) as n ! 1. Our aim is to
investigate nite dierence approximations for a class of nonlinear PDEs,
called normalized Bellman PDEs, to approximate w via nite dierence
schemes for appropriate normalized Bellman PDEs, and to study the accu-
racy of these approximations.
Using the method of randomized stopping, it is very useful to rewrite (2.7)
in the form of (2.6), by extending An and An as follows. Set
A = A [0;1) = [1n=1 An; An = An  [0; n];
identify  2 A with (; 0) 2 A, and extend the denition of , , f , g and
c by setting
 = ;  = ; f = f + rg; c = c + r; for  = (; r) 2 A:
Let An denote the set of progressively measurable processes with values in
An and set A = [n An. Notice, that if Assumptions (2.1)-(2.2) hold then
these assumptions remain valid with An and A in place of An and A, with
the obvious extension of the metric on A onto A. Moreover, the following
result holds.
Theorem 2.1. Let Assumptions 2.1 and 2.2 hold. Then w = sup2A v
for every (s; x) 2 [0; T ], where v is dened by (2.8) with  2 A in place of
 2 A.
This theorem, under somewhat stronger assumption is known from [10]
when A = An, K = Kn, m = mn for n  1. For the proof we refer to [6].
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From [10] one also knows that under some assumptions (more restrictive
than Assumptions 2.1-2.2) w satises the normalized Bellman PDE
sup
2 A
m( @@tw + L
w + f) = 0 on HT (2.10)
with terminal condition
w(T; x) = g(T; x) for x 2 Rd; (2.11)
where m = (1 + r) 1 and
Lw = 12

ip

jpwxixj + 

i wxi   cw: (2.12)
Therefore it is natural to design approximations for w as nite dierence
approximations for problem (2.10)-(2.11). To this end we x a constant
K  1 and make the assumptions below.
Assumption 2.3. There exist a natural number d1, vectors `k 2 Rd and
functions
ak : R Rd ! R+; bk : R Rd ! R+; for k = 1; : : : ;d1 and  2 A;
such that j`kj  K, `k =  ` k, ak = a k, for k = 1; : : : ;d1,  2 A, and
i = b

k `
i
k (2.13)
1
2

ip

jp = a

k `
i
k`
j
k; (2.14)
for  2 A and i; j = 1; 2; : : : ; d.
Remark 2.2. For given functions  it is easy to nd a set of vectors f`kg
and functions bk  0 such that (2.13) holds. We can take, for example,
`k = ek, with the standard basis fekg in Rd, and set bk = (k ).
It is proved in [16] that, if the matrix  is uniformly nondegenerate,
then there always exist a set of vectors `k 2 Rd n f0g and functions ak for
k = 1; : : : ;d1 for some integer d1 such that ` k =  `k, a k = ak  0 for
all k, (2.14) holds, ak are as smooth as 
 is, and ak   > 0, where 
is a constant. It is also proved in [16] that if all values of the matrix 
lie in a closed convex polyhedron in the set of nonnegative matrices and the
rst and second order derivatives in x 2 Rd of  are bounded functions,
then again there exist f`kg and ak satisfying the above assumption such
that
p
ak are Lipschitz continuous in x.
Clearly, (2.13) and (2.14) imply
1
2

ip

jpuxixj = a

kD
2
`k
u; i uxi = b

kD`ku
for smooth functions u, where we use the notation
D` u = uxi`
i for ` 2 Rd:
Thus setting ak = a

k and b

k = b

k for  = (; r) 2 A, for the operator L
given by (2.12) we have
Lu = ak D
2
`k
u+ bk D`k u  cu; for  2 A:
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For  > 0, h > 0 and l 2 Rd dene
 u(t; x) :=
u(t+;x) u(t;x)
 ; T (t) =  ^ (T   t)
T u(t; x) :=
u(t+T (t);x) u(t;x)
 ;
h;lu(t; x) :=
u(t;x+hl) u(t;x)
h ;
h;lu :=  h;lh; lu = 1h(h;lu+ h; lu):
(2.15)
for t 2 [0; T ), x 2 Rd, and consider the nite dierence scheme
sup
2 A
m(T u+ L

hu+ f
) = 0 on HT (2.16)
u(T; x) = g(x) for x 2 Rd; (2.17)
where
Lhu = a

k h;`k u+ b

k h;`k u  cu:
Remark 2.3. Equation (2.10) is often written in the form
max

@
@tw + sup
2A
(Lw + f); g   w = 0 on HT ; (2.18)
and similarly, equation (2.16) can be written as
max

T u+ sup
2A
(Lhu+ f
); g   u = 0 on HT : (2.19)
Clearly, equation (2.18) is equivalent to
@
@tw + sup
2A
[Lw + f]  0; g   w  0 on HT ;
@
@tw + sup
2A
[Lw + f] = 0; on f(t; x) 2 HT : g(t; x) < w(t; x)g;
and similarly equation (2.19) is equivalent to
T u+ sup
2A
[Lh u+ f
]  0; g   u  0 on HT ;
T u+ sup
2A
[Lh u+ f
] = 0 on f(t; x) 2 HT : g(t; x) < u(t; x)g:
Proof. By setting " = 11+r equations (2.10) and (2.16) can be rewritten as
sup
"2[0;1]

" sup
2A
 
@
@tw + L
w + f

+ (1  ")(g   w)

= 0 on HT
and
sup
"2[0;1]

" sup
2A
 
T u+ L

hu+ f


+ (1  ")(g   u)

= 0 on HT ;
respectively. Hence we nish the proof of the remark by noticing that for
any numbers p; q 2 R
sup
"2[0;1]
("p+ (1  ")q) = max(p; q):

Instead of Assumptions 2.1 and 2.2 we make now the following assump-
tion.
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Assumption 2.4. The functions , ak , b

k , f
 and c  0 are Borel
measurable in t and are continuous in  2 A for each k = 1; : : : ; d1.
Moreover, for 	 := ;
p
ak ; b

k ; c
; f; g for  2 A and k = 1; : : : ;d1 we
have
j	(t; x) 	(t; y)j  Kjx  yj; j (t; x)j  K (2.20)
for all t 2 R and x 2 Rd.
Notice that Assumption 2.3 and 2.4 imply Assumptions 2.1 and 2.2. Fi-
nally we make an assumptions on Holder continuity of
p
ak , b

k , c
 and
f.
Assumption 2.5. For 	 :=
p
ak ; b

k ; c
; f; g for  2 A, k = 1; : : : ;d1
we have
j (t; x)   (t; x)j  Kjt  sj1=2
for all x 2 Rd and s; t 2 R.
The following result is the main theorem of the paper. It extends Theorem
2.3 from [15] to the reward function w dened by (2.7).
Theorem 2.4. Let Assumptions 2.3 through 2.5 hold. Then (2.16)-(2.17)
has a unique bounded solution w;h, and there is a constant N depending
only on K; d; d1; T such that for ; h  1
jw   w;hj  N(1=4 + h1=2) (2.21)
on HT . Moreover, there is a constant 0 depending only on K and d1 such
that if   0 then N is independent of T .
3. On finite difference schemes
Let A be a set and consider for  2 A the nite dierence operator
Lh = a

k h;`k +b

k h;`k  c;
where ak , b

k , c
, f and g are some functions on H1 := [0;1)Rd for each
 2 A and k = 1; : : : ;d1. Recall that f`k : k = 1;2; : : : ;d1g are
given vectors in Rd such that j`kj  K for all k = 1; : : : ;d1 and lk =  lk,
where K  1 is a xed constant.
Let m be a function of  2 A taking values in (0; 1]. Recall that HT =
[0; T )Rd for a xed T 2 [0;1). For xed  > 0 and h > 0 we are interested
in the problem
sup
2A
m
 
T v + L

h v + f


= 0 on HT ; (3.1)
v(T; x) = g(T; x) x 2 Rd (3.2)
for a function v = v;h dened on HT = [0; T ]  Rd. Notice that problem
(3.1)-(3.2) is a collection of separate problems given on each grid
f((t0 + j) ^ T; x0 + (i1`1      id1`d1)hg (3.3)
associated with points (t0; x0) 2 [0; T )Rd, where i1,...,id1 and j run through
the nonnegative integers. The grid associated with the point (t0; x0) := (0; 0)
is
MT = f(j ^ T;i1h`1      id1h`d1) : j; i1; : : : ; id1 = 0; 1; : : : g:
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Clearly, results obtained for equations on subsets of
MT := MT \ ([0; T ) Rd)
can be translated into results for for equations on subsets of all other grids
of the type (3.3).
In this section we consider the nite dierence problems
sup
2A
m
 
T u+ L

h u+ f


= 0 on Q; (3.4)
u = g on MT nQ (3.5)
and
max

sup
2A
m(T w + L

h w + f
); g   w

= 0 on Q; (3.6)
w = g on MT nQ (3.7)
where Q is a xed subset of MT and g is a bounded function on H1. Let
  0 be a constant and make the following assumptions.
Assumption 3.1. We have m 2 (0; 1], ak  0, bk  0, ak = a k and
c   for all  2 A, (t; x) 2 H1 and k = 1;2; : : : ;d1.
Assumption 3.2. For all k = 1; : : : ;d1,  2 A, (t; x) 2 H1
jmak j+ jmbk j+ jmcj+ jmfj  K:
Assumption 3.3. There exists a constant  > 0 such that
m(1 + c   )   (3.8)
on H1 for all  2 A.
Remark 3.1. Consider A = A [0;1), identify every  2 A with (; 0) 2
A, and set for  = (; r) 2 A
m = m(1 + r) 1; ak = a

k ; b

k = b

k ;
c = c + rm ; f
 = f + rm g:
Lh = a

k h;`k +b

k h;`k  c :
Then, as Remark 2.3 is shown, it is easy to see that equation (3.6) can be
cast into equation (3.4) with A in place of A. Clearly, if Assumption 3.1
holds, then it holds also with A in place of A. If Assumption 3.3 holds, then
it is easy to show that it holds with A in place of A and with min(; 1) in
place of . If Assumption 3.2 holds and jgj  K on H1 then it is easy to see
that Assumption 3.2 holds also with A in place of A, with constant 2K + 1
in place of K. Thus we obtain the results of this section immediately for
both equations (3.4) and (3.6), by proving them only for (3.4) and verifying
that the conditions formulated with A hold also with A in place of A.
The following simple examples show that if condition (3.8) does not hold
then problem (3.4)-(3.5) may have many solutions or may have no solution.
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Example 3.2. Let A = [0;1), m = (1 + ) 1. Consider the problem
sup
2A
m
 
T u

= 0 on MT ; u = 1 on MT nMT :
Notice that here inf2Am(1 + c) = 0, i.e. the condition (3.8) is violated.
If u : MT ! R is any non-increasing function in t, then m T u  0.
Hence, letting  ! 1, we see that u satises the equation. Consequently
the solution to the above problem is not unique.
Example 3.3. Let A = [0;1), m = (1 + ) 1 and f = 1 + . Consider
now the equation
sup
2A
m(T u+ f
) = sup
2A
m T u+ 1 = 0 on MT :
If u is a solution then we have m T u  0. Hence sup2Am T u = 0,
which contradicts the equation. Thus the above equation has no solution.
Theorem 3.4. Let Assumptions 3.1 through 3.3 hold. Let g be a bounded
function on MT . Then the nite dierence problems (3.4)-(3.5) and (3.6)-
(3.7) admit a unique bounded solution u and w, respectively.
Proof. By virtue of Remark 3.1 it suces to prove the lemma for (3.4)-
(3.5). Let  = (0; 1) and dene  recursively as follows: (T ) = 1, (t) =
 1(t+ T (t)) for t < T . Then for any function v
T (v) =  
T
 v   v; where  = 1  :
Solving (3.4)-(3.5) for u is equivalent to solving
v = H[v] := H[(f); g; v] := 1 MT nQ
1
 g + 1QG[v]; (3.9)
with u = v, where for " > 0,
G[v] := v + " 1 sup

m
 
T u+ L

h u+ f


: (3.10)
Then
G[v] = sup


p T v + p

k Th;lk v + p
v + "m 1f

; (3.11)
with
p = "
 1m  0; pk = "(2h 2ak + h 1bk )m  0;
p = 1  p  
X
k
pk   "m   "mc:
Notice that pk  "K(h 2 + h 1) and
"m + "mc  " 1 + "K; p  " 1;
so for all " smaller than some "0 we have p
  0. Also by taking into account
(3.8) we have
0 
X
k
pk + p
 + p = 1  "m( + c)  1  "(1 ^ )m(1 + c)
 1  "(1 ^ ) =:  < 1;
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for suciently small " > 0. Notice also jmfj  K. Hence H maps
bounded functions on MT into bounded functions on MT . Furthermore
jH[v](t; x) H[w](t; x)j   sup
MT
jv   wj:
Thus the operator H is a contraction on the space of bounded functions on
MT . By Banach's xed point theorem (3.9) has a unique bounded solution.

Set MT;R = f(t; x) 2 MT ; jxj  Rg and McT;R = f(t; x) 2 MT ; jxj > Rg
for R > 0.
Remark 3.5. Let v be a function on MT . The operator H dened by (3.9)
has the following property: if there exists R > 0 such that v = f = 0 on
McT;R for all  2 A, then there exists R0 such that
H[(f); g; v](t; x) = 0 on McT;R0 :
Corollary 3.6. Let Assumptions 3.1 through 3.3 hold. Let u be the bounded
solution of (3.4)-(3.5) with Q =MT . Assume there exists R > 0 such that
for all  2 A
f = g = 0 on McT;R:
Then
lim
r!1 supMcT;r
ju(t; x)j = 0:
Proof. Let  be dened as in the proof of Theorem 3.4 and let v = u. For a
xed (f) and g we dene Hn[v] for functions v on MT recursively in n as
follows: H1[v] = H1[(f); g; v] and Hn[v] = H1[Hn 1[v]] for n  2. From
the proof of Theorem 3.4 we see that H is a contraction on the space of
bounded functions on MT . Hence for any " > 0 there is n0 such that
sup
MT
jHn[0]  vj < "; for n  n0:
By Remark 3.5 there exist R" such that H
n0 [0] = 0 on McT;R" . Hence
sup
McT;R"
jvj < ";
which proves the corollary. 
For the next lemma we need some remarks from [14]. Let Dnx denote the
collection of all n-th order derivatives in x.
Remark 3.7. For any suciently smooth function (x) by Taylor's formula
jL (x)  Lh (x)j  N(h2 sup
BK(x)
jD4x j+ h sup
BK(x)
jD2x j);
where BK(x) is the ball of radius K centered at x.
Remark 3.8. Let us introduce T 0 as the least integer multiple of  not less
than T . Notice that problem (3.4)-(3.5) can be rewritten as
sup
2A
( ~u+ L

h ~u+ f
) = 0; on Q
~u = ~g on MT 0 nQ;
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where ~u(t; x) = u(t; x) on MT 0 , ~u(T 0; x) = u(T; x), ~g = g on MT 0 and
~g(T 0; x) = g(T; x). Observe that
 ~u = 
T 0
 ~u = 
T
 u on MT 0 :
Lemma 3.9. Assume that ak , b

k and c
 satisfy Assumptions 3.1 and 3.2.
Let f1 and f

2 be functions on AMT such that
sup

mf2 <1; f1  f2 on Q for every  2 A:
Let u1 and u2 be functions on MT such that for some constants   0 and
C  0 the functions u1(t; x)e jxj and u2(t; x)e jxj are bounded on MT and
sup

m
 
T u1 + L

h u1 + f

1 + C

 sup

m
 
T u2 + L

h u2 + f

2

on Q; (3.12)
u1  u2 on MT nQ: (3.13)
Assume also that h  1. Then there exists a constant  depending only on
K; d1;  such for  2 (0; )
u1  u2 + T 0C on MT : (3.14)
If u1, u2 are bounded on Q then (3.14) holds for all positive  and h.
Proof. By using Remark 3.8 we may assume that T = T 0 and T =  . Let
w = u1   u2   C(T 0   t). Then from (3.12)
sup

m ( w + L

h w)  0; on Q:
Notice that, as in (3.11) with  = 1 (hence  = 1 and  = 0) and f = 0,
we have
G[w] = w + " sup

m
 
T w + L

h w

= sup
2A
[p T w + p

k Th;lk w + p
w];
with
p = "
 1m  0; pk = "m(2h 2ah + h 1bk )  0
and
p = 1  p  
X
k
pk   "mc;
where one can see that also p  0 if " is suciently small. Thus G is
a monotone operator in the sense that for any   w on MT we have
G[ ]  G[w] on MT . So for any suciently small xed " > 0 and   w
on MT
 + " sup

m (  + L

h  )  w; on Q: (3.15)
Let  2 (0; 1). Use  from the proof of Theorem 3.4. Then
T  = 
1
 (   1):
Let (x) = cosh(jxj) and  = . Introduce
N0 = sup
MT
w+
 :
Due to the assumption that u1(t; x)e
 jxj and u2(t; x)e jxj are bounded on
MT , we have N0 <1. Our aim now is to show that, in fact N0 = 0.
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By Remark 3.7, taking into account that for every  > 0 and integer
n  1 there is a constant N such that for all x 2 Rd
jDnx cosh(jxj)j  N cosh(jxj);
we get
m Lh (x)  mL(x) +N1(h2 + h) cosh(jxj+ K)
 N2 cosh(jxj+ K)  N3 cosh(jxj); (3.16)
where N1 and N2 are constants depending on ; d1;K, and
N3 := N2 sup
x2Rd
cosh(jxj+K)
cosh(jxj) <1:
Thus
m (  + L

h )  [ 1(   1) +N3];
Let
 := N0   w+  w:
Then by (3.15)
w   + " sup

m(T  + L

h  )  (N0 + ") (3.17)
holds on Q, where  = () =  1(   1) + N3. Notice that (0) < 0 for
 <  := N 13 , and (1) > 0. So there is a  2 (0; 1), which we choose now,
such that  < 0 and N0 + " > 0. Thus by (3.17) and (3.13)
w  (N0 + ") on MT :
Hence
N0 = sup
MT
w+
  N0 + "; (3.18)
which implies N0 = 0, since " < 0. This completes the proof of the rst
assertion of the lemma.
Assume now that u1 and u2 are bounded on Q. Then we can take  = 0,
i.e.,  = 1. We do not need estimate (3.16), hence there is no restriction on
h. We can take N3 = 0 and hence we do not need any restriction on  . 
Corollary 3.10. Let Assumptions 3.1 through 3.3 hold. Let Q be a subset
of MT . Assume that g is a bounded function on MT and let u and w denote
the unique bounded solutions of (3.4)-(3.5) and (3.6)-(3.7), respectively. Let
 be a function on MT such that for some constant   0 the function
e x (t; x) is bounded on MT . Then the following statements hold:
(i) Let
T  + L

h  + f
  0 on Q for each  2 A:
Then   g on MT nQ implies   u on MT , and   g on MT
implies   w on MT .
(ii) Let
T  + L

h  + f
  0 on Q for some  2 A;
and   g on MT nQ. Then   u and   w on MT .
Proof. The statements concerning u follow immediately from the previous
lemma. Hence the statements concerning w follow by Remark 3.1. 
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Let us consider now problem (3.1)-(3.2) and
max

sup
2A
m(T w + L

h w + f
); g   w

= 0 on HT ; (3.19)
w(T; x) = g(T; x) for x 2 Rd. (3.20)
Corollary 3.11. Let Assumptions 3.1 through 3.3 hold. Let c1  0 be a
constant such that
 1(ec1   1)  : (3.21)
Then problem (3.1)-(3.2) has a unique bounded solution u, and
ju(t; x)j  N + e c1(T t) sup
x2Rd
jg(T; x)j; (3.22)
holds on HT , where
N =

K 1( 1(1  e T 0) + 1) when  > 0;
K 1(T 0 + 1) when  = 0: (3.23)
In addition to the above conditions assume that jgj  K on HT . Then
problem (3.19)-(3.20) has a unique bounded solution w and (3.22) holds for
w in place of u, with 2K + 1 in place of K in (3.23).
Proof. It suces to prove the corollary for problem (3.1)-(3.2). Hence we
get the statement of the corollary also for (3.19)-(3.20), by rewriting it into
the form of (3.1)-(3.2), as it is explained in Remark 3.1. By Theorem 3.4
problem (3.1)-(3.2) has a unique solution u, which is bounded on each grid
dened by (3.3). Hence it suces to prove estimate (3.22) on the grid MT .
As before, by virtue of Remark 3.8 we may assume that T = T 0 and so
T =  . Let  > 0. Then set N := supx jg(T; x)j and
(t) = K 1f 1(1  e (T t)) + 1g+ e c1(T t)N:
Then on MT
m(  + L

h  + f
) = mf       (c   ) + fg
=  K 1m

et T
 e   1

  1+ 1 m(c   )
+mN 1(ec1   1)ec1(T t)  mNe c1(T t) +mf:
Thus, due to
e   1

> 1;   K 1; mf  K
and conditions (3.8) and (3.21) we have
m(  + L

h  + f
)   K 1m(1 + c   ) +K  0 on MT :
Clearly
(T )  sup
x
jg(T; x)j  g(T; x):
Hence applying Lemma 3.9 with u and  in place of u1 and u2, respectively,
we get u   on MT . Similarly, by using   in place of , we get u    on
MT . If  = 0 then c1 = 0, and taking  = K 1(T + 1) +N we get (3.22)
in the same way as above. 
Finally we can show that Lemma 3.8 of [14] remains valid in our setting.
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Lemma 3.12. Assume that Assumptions 3.1 through 3.3 hold. Let u be the
solution of (3.4)-(3.5) for a bounded function g on Rd. For every integer
n  1 let fn and gn be functions on A  HT and on Rd, respectively such
that
sup
2A
sup
HT
jmfn j+ sup
Rd
jgnj  K for all n  1;
lim
n!1(sup
mjf   fn j+ jg   gnj) = 0 for every t 2 [0; T ], x 2 Rd:
Then un ! u on MT as n ! 1, where un is the bounded solution of
(3.4)-(3.5) with fn and gn in place of f
 and g, respectively.
Proof. Having Theorem 3.4 and Corollary 3.11 at our disposal we can get
this lemma in the same way as Lemma 3.8 in [14] is proved: Since by Corol-
lary 3.11 un is bounded uniformly in n, any subsequence of fung contains
a subsequence converging to a solution of (3.4)-(3.5), which is unique and
equals u. Therefore the whole sequence un converges to u. 
4. Gradient Estimates for Finite Difference Schemes
Thorough this section we assume that Assumption 3.1 holds. Recall that
T 0 denotes the smallest integer multiple of  which is greater than or equal
to T . For a xed number " 2 (0;Kh] and a unit vector l 2 Rd, set hr = h
for r = 1; : : : ;d1 and hr = " for r = (d1+1), and `(d1+1) = l. Dene
MT (") := f(t; x+ i"l) : (t; x) 2 MT ; i = 0;1; : : :g;
MT (") := MT (") \ ([0; T ) Rd):
Let Q  MT (") be a nonempty nite set. Dene Q0 = Q \ ([0; T ) Rd),
Q0" = f(t; x) : (t+ T (t); x) 2 Q0; (t; x+ hr`r) 2 Q;8r = 1; : : : ;(d1 + 1)g
and @"Q := Q nQ0".
Assumption 4.1. For r = 1; : : : ;(d1 + 1) and  2 A on Q0" we have
j hr;`r bk j  K; mj hr;`r fj  K; mj hr;`r cj  K; (4.1)
j hr;`r ak j  K
p
ak +Kh: (4.2)
The following estimate plays a crucial role in the proof of Theorem 2.4.
It generalizes Theorem 5.2 from [15].
Theorem 4.1. Let Assumptions 3.1, 3.3 and 4.1 hold. Let u be a function
on MT (") such that it satises (3.4) with Q0 in place of Q. Then there is
a constant N  0, depending only on d1 and K such that for any constant
co  0 satisfying
+ 1 (1  e co )  N + 1; (4.3)
we have
j";luj 
q
2N
 e
co(T+)
 
1 + max
Q
juj+ max
r=1;:::;(d1+1)
max
@"Q
jhr;`ruj) on Q:
(4.4)
In addition to the above conditions assume that g is a function on HT such
that j hr;lr gj  K on Q0" for every r = 1; : : : ;(d1 + 1). Let w be a
function on MT (") that satises (3.6) with Q0 in place of Q. Then the
above statement holds also for w in place of u.
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Proof. We follow the proof of Theorem 5.2 from [15] with some changes. Let
vr = hr;lr v; v = u; (t) =

ecot t < T;
ecoT
0
t = T

;
where T 0 denotes the smallest multiple of  that is not less than T . Let
(t0; x0) 2 Q be the point where
V =
X
r
(v r )
2
is maximized. By denition, for any (t; x) 2 Qo" we know that
(t; x+ hr`r) 2 Q:
Clearly, either
vr(t; x)  0 or   vr(t; x) = v r(t; x+ hr`r)  0:
Consequently,
jvr(t; x)j  V 1=2(t0; x0):
Hence
M1 := sup
Q;r
jvrj  sup
@"Q;r
jvrj+ V 1=2(t0; x0); (4.5)
j";luj  ec0T 0 sup
@"Q;r
jhr;`ruj+ V 1=2(t0; x0) on Q: (4.6)
So we need only estimate V on Q. If (t0; x0) belongs to @"Q, then the conclu-
sion of the theorem is clearly true. Thus, we may assume that (t0; x0) 2 Q0".
For any "0 > 0 there exists 0 2 A such that at (t0; x0),
m0
 
T u+ a
0
k h;`k u+ b
0
k h;`k u  c0u+ f0

+ "0  0;
and so for some " 2 [0; "0]
m0
 
T u+ a
0
k h;`k u+ b
0
k h;`k u  c0u+ f0

+ " = 0: (4.7)
Furthermore (thanks to the fact that (t0; x0) 2 Q0")
Thr;`r

m0
 
T u+ a
0
k h;`k u+ b
0
k h;`k u  c0u+ f0
  0; (4.8)
where Th;l '(t; x) := '(t; x+hl) for any number h, vector l 2 Rd and function
' dened at (t; x) and (t; x + hl). Here and below (t0; x0) is xed and for
simplicity of notation it is omitted in the arguments of the functions. We
subtract (4.7) from (4.8) and divide by hr to obtain that for each r
m0 hr;`r
 
T u+ a
0
k h;`k u+ b
0
k h;`k u+ f
0   c0u  "hr  0:
By the discrete Leibnitz rule
m0
 
 (
 1vr) +  1

a0k h;`k vr + I1r + I2r + I3r

+ hr;lr f
0

  1 hr;`r(m0c0v)  "hr  0;
(4.9)
where
I1r = (hr;`r a
0
k )h;`k v;
I2r = hr(hr;`r a
0
k )h;`k vr;
I3r = b
0
k h;`k vr + (hr;`r b
0
k )Thr;`r h;`k v:
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Notice that
0  h;`k
X
r
(v r )
2 = 2v r h;`k v
 
r +
X
r

(h;`k v
 
r )
2 + (hk;` k v
 
r )
2

  2v r h;`k vr +
X
r
(h;`k v
 
r )
2 +
X
r
(h; `k v
 
r )
2;
which gives
0  v r h;`k vr (4.10)
and
I :=
X
r
a0k (h;`k v
 
r )
2  v r a0k h;`k vr:
Multiplying (4.9) by v r and summing up in r we get
m0

v r  (
 1vr) + 12a
0
k v
 
r h;`k vr +
1
2I + v
 
r [I1r + I2r
+I3r +  hr;`r f
0 ]

  v r hr;`r(m0c0v)  v r "hr  0:
(4.11)
Since  v r vr =
P
r(v
 
r )
2, m0 hr;`r f
0   K and m0 j hr;`r c0 j  K, we
have
m0v r  hr;`r f
0   v r hr;`r(m0c0v)
= m0v r  hr;`r f
0  m0v r (hr;lr c0)Thr;`r v  m0v r c0vr
  ec0T 0K
X
r
v r  m0v r j hr;`r c0 jjThr;`r vj+m0c0
X
r
(v r )
2
  ecoT 02K(d1 + 1)M1   2(d1 + 1)KM1M0 +m0c0V;
where
M0 := max
Q
jvj:
Since V attains its maximum at (t0; x0) 2 Q0" we have
0 
X
r
h;`k(v
 
r )
2 = 2v r h;`k v
 
r +
X
r
hk(h;`k v
 
r )
2
 2v r h;`k v r   2v r h;`k vr:
Next recall that bk  0 and j hr;lr bk j  K. Therefore
 v r b0k h;`k vr  0;
and
v r I3r   v r j hr;`r b0k jjThr;`r h;`k vj   4Kd1(d1 + 1)M21 :
By the discrete Leibnitz rule
v r 
T
 (
 1vr) = v r

 1(t0 + ) T vr + vr 
T
 
 1
= e cov r 
T
 vr   V  T  1   V  T  1
= V;
where
 = (co) =
1
 (1  e co ):
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Using the above estimates we get
m0( + c0)V + 12m
0a0k v
 
r h;`k vr +
1
2m
0I
+v r m
0 [I1r + I2r]  v r "hr  2(d1 + 1)KM1(ecoT
0
+M0 + 2d1m
0M1):
Hence
m0( + c0)V  2(d1 + 1)KM1(ecoT 0 +M0 + 2d1m0M1)
+m0v r jI1rj+m0v r jI2rj   12m0a0k v r h;`k vr   12m0I + v r "hr :
Dene
J1 := v
 
r j(hr;`r aok )h;`k vj   14
X
r
a0k (h;`k v
 
r )
2;
J2 := J3   12a0k v r h;`k vr   14
X
r
a0k (h;`k v
 
r )
2;
J3 := hrv
 
r j(hr;`r a0k )h;`k vrj:
Then we can rewrite the above inequality as
m0( + c0)V  2(d1 + 1)KM1(ecoT 0 +M0 + 2d1m0M1) (4.12)
+m0(J1 + J2) + v
 
r
"
hr
:
So we need to estimate J1; J2. We turn our attention to J1. Using condition
(4.2), noticing that hjh;`k vj  2M1 and
jh;`k vj 
X
r
j h;`k v r j+
X
r
j hk;` k v r j;
we have
v r j(hr;lr a0k )h;`k vj  N1M1j(
q
a0k + h)h;`k vj
 N1M1
q
a0k jh;`k vj+N2M21
 2N1M1
q
a0k
X
r
j h;`k v r j+N2M21
 N3M21 + 14
X
r
a0k (h;`k v
 
r )
2;
where N1, N2 and N3 are constants depending only on d1 and K. So
J1  N3M21 : (4.13)
Next we estimate J3. Since hr  Kh for all r, by condition (4.2)
J3  K2hv r
q
a0k jh;`k vrj+K2h2
X
k
v r jh;`k vrj:
Hence using h2jh;`k vrj  4M1 and jaj = 2a  + a, we get
J3  2K2hv r
q
a0k (h;`k vr)
  +K2hv r
q
0k h;`k vr + 8K
2d1M
2
1 :
Notice that the summations in r above can be restricted to fr : vr < 0g.
For these r we have
h(h;`k vr)
   hjh;`k v r j  j h;`k v r j+ j hk;` k v r j:
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Hence
J3  4K2v r
q
a0k jhk;`kv r j+K2v r h
q
a0k h;`k vr + 8K
2d1M
2
1
 NM21 + 14
X
r
a0k (h;`k v
 
r )
2 +K2v r h
q
a0k h;`k vr;
J2  NM21   12
 
a0k   2K2h
q
a0k

v r h;`k vr:
By (4.10)
J2  NM21   12
X
k2K
Rk;
where
Rk = (a
0
k   2K2h
q
a0k )v
 
r h;`k vr; K :=

k : a0k   2K2h
q
a0k < 0

:
Notice that for k 2 K we have a0k < 4K4h2 and hence
jRkj  4K4h2jv r hk;`kvrj  NM21
with a constant N depending only on K and d1. Thus J2  NM21 and hence
by (4.12) and (4.13) we get
m0( + c0)V  NM1

ecoT
0
+M0 +m
0M1

+ v r
"
hr
;
where N denotes constants depending only on K and d1. By (4.5) we have
M1  + V 1=2, where
 := sup
@"Q;r
jvrj  ec0T 0 ;  = j sup
@"Q;r
hr;lr uj:
Set
M0 = juj0;Q  e c0T 0M0; V = e 2c0T 0V:
Then, using Young's inequality, we obtain
m0( + c0) V  N( + V 1=2)

1 + M0 +  +m
0 V 1=2

+ e c0T
0
v r
"
hr
 N

1 + M0
2
+ 2 +m0 V

+

2
V + e coT
0
v r
"
hr
: (4.14)
Assume that for co
+ (co)  1 +N:
Then (4.14) yields
m0 (1 + c0   ) V  N

1 + M0
2
+ 2

+

2
V + e coT
0
v r
"
hr
:
Hence using condition (3.8) and then letting "! 0 we obtain
V  2

N

1 + M0
2
+ 2

;
that obviously yields estimate (4.4). Finally we use Remark to rewrite equa-
tion for w into equation (3.4) with Q0 in place of Q, and notice that for
 = (; r) 2 A
m jhr;`rf j = m(1 + r) 1jhr;`rf + rm hr;`rgj  2K
for r = 1; : : : ;(d1 + 1). Hence the statement on w follows from that on
u. 
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Let us consider now (3.4)-(3.5) with MT (") in place of Q.
Corollary 4.2. Assume that Assumptions 3.1 through 3.3 and 4.1 with
MT (") in place of Q0" hold. Let g be a bounded function on Rd. Let u be the
solution to (3.4)-(3.5) with Q = MT ("). Then there is a constant N  0,
depending only on d1 and K such that for any constant co  0 satisfying
(4.3) we have
j";luj  N0eco(T+)
 
N1 + sup
Rd
jgj+max
r
sup
Rd
jhr;`rgj

on MT ("), (4.15)
where N0 and N1 are constants. The constant N0 depends only on K, d1
and  and the constant N1 depends on K, d1,  and , provided  > 0, and
if  = 0 then it depends on K, d1,  and T .
Proof. Let Br denote the open ball of radius r centered at the origin in Rd.
Using Theorem 4.1 with Qn := MT (") \ ([0; T ]Bn) in place of Q for any
integer n  1 we have
j";luj  Neco(T+)
 
1 + max
Qn
juj+max
r
max
@"Qn
jhr;`ruj

; on Qn;
where N is a constant depending only on d1 and K. In addition to the
assumptions assume that for all  2 A the functions f and g vanish outside
of a xed ball of radius R centered at the origin in Rd. Set @T" = f(T; x) 2
@"Qng. Then by Lemma 3.6
lim
n!1 supk;@"Qnn@T" Qn
(j h;`k uj+ j";luj) = 0:
Hence on MT (")
j";luj  NecoT 0
 
1 + sup
MT (")
juj+max
r
sup
Rd
jhr;`rgj

: (4.16)
Let us now remove the additional assumption on f and g. Let  2 C10 (Rd)
be a nonnegative function such that   1, jDj  1 on the whole Rd and
(x) = 1 for jxj  1. For each integer n  1 dene
fn (t; x) = (n
 1x)f(t; x); gn(x) = (n 1x)g(x); t  0; x 2 Rd:
Then clearly
lim
n!1(sup
mjf   fn j+ jg   gnj) = 0 on HT ;
jfn j  jfj; jhr;`rfn j  j`rj sup
HT
jfj+ jhr;`rfj;
jgnj  jgj; jhr;`rgnj  j`rj sup
Rd
jgj+ jhr;`rgj: (4.17)
Let un be the solution to (3.4)-(3.5) with Q = MT (") and with fn and gn
in place of f and g, respectively. Then from (4.16) and (4.17) for all n 2 N,
j";lunj  Neco(T+)
 
1 + sup
MT (")
junj+K sup
Rd
jgj+max
r
sup
Rd
jhr;`rgj

:
Hence estimating sup MT (") junj by using Corollary 3.11 and then letting
n!1 by using Lemma 3.12 we get estimate (4.15). 
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Assumption 4.2. For all  2 A, t  0 and x; y 2 Rd
jbk (t; x)  bk (t; y)j  Kjx  yj; mjc(t; x)  c(t; y)j  Kjx  yj;
mjf(t; x)  f(t; y)j  Kjx  yj;
j
p
a(t; x) 
p
a(t; y)j  Kjx  yj: (4.18)
Theorem 4.3. Let Assumptions 3.1 through 3.3 and Assumption 4.2 hold.
Assume that g is a Borel function on HT such that
sup
HT
jgj  K; jg(t; x)  g(ty)j  Kjx  yj for all t 2 [0; T ], x; y 2 Rd:
Then there is a constant N  0 such that for any constant co  0 satisfying
(4.3) for the solution u of (3.1)-(3.2) and the solution w of (3.19)-(3.20) we
have
ju(t; x)  u(t; y)j+ jw(t; x)  w(t; y)j  Neco(T+)jx  yj; (4.19)
for all t 2 [0; T ], x; y 2 Rd, where N is a constant, that depends only on K,
d1,  and , if  > 0. If  = 0 then N depends on K, d1,  and T .
Proof. To prove (4.18) let (t; x) and (t; y) be xed elements of HT . We may
assume that t < T . Moreover, by making a suitable shift in the argument
of the functions, we may assume that (t; x) 2 MT . If jx   yj  K, then
estimate (4.19) holds by virtue of Corollary 3.11. Assume that jx  yj < K.
Set ` = (y   x)=jx   yj, `(d1+1) = ` and " = jx   yj=n, where n is the
smallest positive integer such that jx  yj=n  Kh. Then
ju(t; x)  u(t; y)j  "
n 1X
j=0
j";`u(t; x+ j"`)j
 n" sup
MT (")
j";`uj = jx  yj sup
MT (")
j";`uj:
Hence we can nish the proof by using Corollary 4.2 if we show that Assump-
tion 4.1 with MT (") in place of Q0" holds. It is easy to see that condition
(4.1) is satised with K2 in place of K. To verify condition (4.2) notice that
for any r = 1;     (d1 + 1), `r and (t; z) 2 MT (")
jhr;`rak (t; z)j = h 1r 2(jak (t; z)j1=2   jak (t; z + hr`r)j1=2)
+h 1r
 jak (t; z + hr`r)j1=2   jak (t; z + hr`r)j1=22
 K2jak (t; z)j1=2 + hrK4  K 0jak (t; z)j1=2 +K 0h
with K 0 := 1 +K4. The proof is complete. 
Now we investigate the dependence of the solution to (3.4)-(3.5) on the
data. Therefore together with ak , b

k , c
, f we consider also functions a^k ,
b^k , c^
, f^ dened on H1 for each  2 A.
Assumption 4.3. Assumptions 3.1 through 3.3 and Assumption 4.1 with
MT (0) =MT and r = 1; : : : ;d1 in place ofQ0" and r = 1; : : : ;(d1+1),
respectively, hold for ak , b

k , c
 and f and also for a^k , b^

k , c^
 and f^ in
place of ak , b

k , c
 and f, respectively, with the same function m and
constant   0.
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If Assumption 4.3 holds and g and g^ are bounded functions on Rd, then
by Theorem 3.4 we have, in particular, the existence of a unique bounded
solution of (3.1)-(3.2) with ak , b

k , c
, f and g and also with a^k , b^

k , c^

f^ and g^ in place of ak , b

k , c
, f and g, respectively. We denote these
solutions by u and u^, respectively.
Lemma 4.4. Let Assumption 4.3 hold. Let g and g^ be bounded functions
on Rd. Let " 2 (0;Kh] be a constant and assume that for all  2 A
jbk   b^k j+mjf   f^j+mjc   c^j  K";
jak   a^k j  K"
q
ak ^ a^k +K"h;
(4.20)
on MT . Then there is a constant N depending on K and d1 such that for
any constant co  0 satisfying (4.3) we have
ju  u^j  "N0ec0(T+)
 
N1 + sup
Rd
(jgj+ jg^j+max
k
jh;`kgj
+max
k
jh;`k g^j+ " 1jg   g^j)

on MT , where N0 and N1 are constants. The constant N0 depends on K,
d1 and . The constant N1 depends on K, d1,  and , provided  > 0, and
it depends on K, d1,  and T when  = 0.
Proof. We follow the idea of [14] to obtain this lemma from the gradient
estimate (4.15). We consider Rd as a subspace Rd  f0g of Rd  R, and
the vectors `k are identied with (`k; 0) 2 Rd+1 for k = 1;     d1. Let
(t; x) = (t; x0; xd+1) 2 [0; T ]  Rd  R. Let ` = (0; : : : ; 0; 1) 2 Rd+1. Set
`(d1+1) = `, hr;`r = h;`k , for r = k = 1 : : : ;d1, hr;`r = ";`(d1+1) for
r = (d1 + 1), and
MT (") = MT  f0;";2"; : : :g; MT (") := MT (") \ ([0; T ) Rd  R):
Let
~ak (t; x
0; xd+1) =

ak (t; x
0) if xd+1 > 0;
a^k (t; x
0) if xd+1  0;
and dene ~bk ; ~c

k ,
~f, ~g and ~u similarly. Then ~u satises (3.4)-(3.5) with
MT ("), ~ak ;~bk ; ~c, ~f and ~g in place of Q, ak , bk , c, f and g, respectively.
To apply Corollary 4.2 to ~u we need to check Assumption 4.1 with MT ("),
~ak ;
~bk ; ~c
 and ~f in place of Q, ak , b

k , c
 and f, respectively. Clearly this
assumption with r = 1; : : : ;d1 holds by virtue of Assumption 4.3. Since
"; ` =  T"; `";`, we need only show that it holds also for r = (d+ 1). To
this end notice that
";` ~ (t; x) =

0 if xd+1 6= 0;
" 1( (t; x0)   ^(t; x0)) if xd+1 = 0
with ak , b
, c and f in place of  . Moreover, due to (4.20)
" 1jak (t; x0)  a^k (t; x0)j  K
q
~ak (t; x
0; 0) +Kh:
Thus j ";` ~bj  K, mj ";` ~cj  K, mj ";` ~f j  K on MT ("), and
j ";` ~ak j  K
p
~ak +Kh on MT ("):
Hence we get the lemma by using Corollary 4.2. 
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Theorem 4.5. Let Assumptions 3.1 through 3.3 and Assumption 4.1 hold
for ak , b

k c
 and f and also for a^k , b^

k , c^
 and f^ in place of ak , b

k c

and f, respectively. Let g and g^ be bounded functions on HT such that for
all t 2 [0; T ], x; y 2 Rd
jg(t; x)j+ jg^(t; x)j  K; jg(t; x)  g(t; y)j+ jg^(t; x)  g^(t; y)j  Kjx  yj:
Set
" = sup
MT ;A;k

jk   ^k j+ jbk   b^k j+mjc   c^j+mjf   f^j+ jg   g^j

;
where k =
p
ak , ^

k =
p
a^k . Assume that u and u^ satisfy (3.4)-(3.5),
w and w^ satisfy (3.6)-(3.7) with MT in place of Q, and ; b; c; f; g and
^; b^; c^; f^ ; g^, in place of ; b; c; f; g, respectively. Then there is a constant N
depending on K, d1 and  such that for any constant co  0 satisfying (4.3)
we have
ju  u^j  Nec0(T+)"; jw   w^j  Nec0(T+)" on MT ; (4.21)
where N is a constant depending on K, d1,  and , provided  > 0. If
 = 0 then N depends on K, d1,  and T .
Proof. Consider rst the case " 2 (0; h]. Then
jk   ^k j  "; jk   ^k j2  "h;
and using the identity
ja2   b2j = (a+ b)ja  bj = 2(a ^ b)ja  bj+ ja  bj2;
valid for any nonnegative numbers a and b, we get
jak   a^k j = 2(jk j ^ j^k j)jk   ^k j+ jk   ^k j2  2"
q
ak ^ a^k + "h:
Hence by Lemma 4.4, ju  u^j  "Nec0(T+) on MT . Now consider the case
" > h. For  2 [0; 1], let u be the solution of
sup

m( u
 + ak h;`k u
 + bk h;`k u
   cu + f) = 0 on MT
g = u on f(T; x) 2 MT g;
where
(k ; b

k ; c
; f ; g) = (1  )(k ; bk ; c; f; g) + (^k ; b^k ; c^; f^; g^)
and ak = (1=2)jk j2. For any 1; 2 2 [0; 1],
j1k   2k j+ jb1k   b2k j+ jc1   c2j
+mjf1   f2j+ jg1   g2 jj1   2j":
Hence if 1; 2 satisfy j1   2j"  h, then, thanks to the rst part of the
proof, with u1 and u2 playing the roles of u and u^, respectively,
ju1   u2 j  N j1   2j"eco(T+):
Set i := i=m for i = 0; 1; : : : ;m for an integer m  1 such that "=m  h.
Then
ju^  uj 
m 1X
i=0
jui+1   ui j  N
m 1X
i=0
ji+1   ij"ecoT 0 = N"eco(T+);
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that proves (4.21) for u and u^. Hence by using Remark 3.1 to rewrite
equation (3.6) we get (4.21) also for w and w^. 
5. Some properties of the reward functions
Let A be a separable metric space. Let  = (t; x) and  = (t; x)
be some Borel functions of (; t; x) 2 A  [0;1)  Rd with values in Rdd0
and Rd, respectively. Let  = (t)t0 be a progressively measurable process
with values in A, such that for every s 2 [0; T ) and x 2 Rd there is a solution
xt = fx;s;xt : t 2 [0; T   s]g of equation (2.3).
Let f = f(t; x), c = c(t; x)   and g = g(t; x) be Borel functions of
(; t; x) 2 A  [0;1)  Rd and of (t; x) 2 [0;1)  Rd, respectively, where
  0 is some constant. Set
v(s; x) = E
Z T s
0
ft(s+ t; x;s;xt )e
 't dt+ Eg(T; x;s;xT s )e
 'T s ;
w; (s; x) = E
Z 
0
ft(s+ t; x;s;xt )e
 't dt+ Eg(s+ ; x;s;x )e ' ; (5.1)
' = ';xt =
Z t
0
cu(s+ u; x;s;xu ) du
for s 2 [0; T ], x 2 Rd, for the process  = (t) and for a xed stopping times
 with values in [0; T   s].
Lemma 5.1. Assume that there exists a constant K such that jgj  K on
HT and
jf(t; x)j  K(1 + c(t; x)) (5.2)
for all  2 A, t  0 and x 2 Rd. Then for u := v; w; we have
juj  K(2 +N) on HT ;
where N = (1  exp( T ))= if  > 0, and N = T if  = 0.
Proof. Notice thatZ T s
0
c(s+ t; xt)e
 't dt = 1  e 'T s  1:
Hence
ju(s; x)j  KE
Z T s
0
(1 + c(s+ t; xt))e
 't dt+K  K(2 +N):

Assumption 5.1. There exist a Borel functionm : A! (0; 1] and constants
 > 0, K  0 and L such that for all  2 A, t 2 [0; T ] and x; y 2 Rd
m(1 + c(t; x)  )  ; jmf(t; x)j  K; (5.3)
mjf(t; x)  f(t; y)j  Kjx  yj (5.4)
jc(t; x)  c(t; y)j  Kjx  yj; (5.5)
jg(t; x)  g(t; y)j  Kjx  yj; (5.6)
(x  y)((t; x)  (t; y)) + 12 j(t; x)  (t; y)j2  Ljx  yj2: (5.7)
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Remark 5.2. Notice that condition (5.3) implies condition (5.2) of Lemma
5.1, with K= in place of K in (5.2). Clearly, if  and  are Lipschitz
continuous in x 2 Rd, with Lipschitz constant L=2, independent of  2 A
and t 2 [0; T ], then the monotonicity condition (5.7) is satised.
Lemma 5.3. Let Assumption 5.1 hold. Assume
jgj  K on HT : (5.8)
Then for u := v; w; we have
ju(s; x)  u(s; y)j  N jx  yj for all s 2 [0; T ] and x; y 2 Rd;
where N is a constant depending only on K,  and T . If   jLj+ 2, then
N depends only on K and .
Proof. Clearly, ju(s; x)  u(s; y)j P4k=1 Ik with
I1 =
Z T s
0
jft(s+ t; x;s;xt )jje '
;s;x
t   e ';s;yt jdt;
I2 = E
Z T s
0
jft(s+ t; x;s;xt )  ft(s+ t; x;s;yt )je '
;s;y
t dt;
I3 = sup
2T(T s)
Efjg(s+ ; x;s;x )jje '
;s;x
   e ';s;y jg;
I4 = sup
2T(T s)
Efjg(s+ ; x;s;x )  g(s+ ; x;s;y )je '
;s;y
 g:
By (5.5) and (5.3)
I1  E
Z T s
0
jft(s+ t; x;s;xt )jj';s;xt   ';s;yt je min('
;s;x
t ;'
;s;y
t )dt
 K2E
Z T s
0
te ( 1)t 1mt sup
rt
jx;s;xr   x;s;yr je 
R t
0

mu du dt
 N1 sup
tT s
e N0tE sup
rt
jx;s;xr   x;s;yr j;
for any constant N0  0, where N1 = K2(e(   1   N0)) 1 1 when  
1 +N0, and N1 depends on , K N0 and T when  2 [0; 1 +N0]. By (5.4)
and (5.3)
I2  KE
Z T s
0
(mt) 1jx;s;xt   x;s;yt je '
;s;y
t dt
 KE
 
sup
tT
e N0tjx;s;xt   x;s;yt j
Z T s
0
e ( 1 N0)t 1mt e
  R t0 mu dudt
!
 N2E sup
tT s
e N0tjx;s;xt   x;s;yt j;
for every constant N0  0, where N2 = K= when   1 + N0, and N2
depends on K, , N0 and T when  < 1 + N0. Due to conditions (5.8),
(5.5), c   and (5.6) we have
I3  K sup
2T(T s)
Eje ';s;x   e ';s;y j  KE sup
tT s
e t
Z t
0
jx;s;xr   x;s;yr j dr
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 K
Z T s
0
Ee rjx;s;xr   x;s;yr j dr  N3 sup
tT s
Ee N0tjx;s;xt   x;s;yt j
for every constant N0  0, where N3 depends only on K if  > N0 + 1 and
N3 depends on K, N0 and T if   N0 + 1. Similarly,
I4  KE sup
tT s
e tjx;s;xt   x;s;yt j  N4E sup
tT s
e N0tjx;s;xt   x;s;yt j
for any N0  0, where N4 = K exp((N0   )T ). Consequently,
ju(s; x)  u(s; y)j  NE sup
tT s
e N0tjx;s;xt   x;s;yt j (5.9)
for every N0  0. The constant N depends only on K and , if   N0 +2,
and it depends on K, , N0 and T if  < 2 + N0. Using Ito^'s formula and
condition (5.7), we have
e 2Ltjx;s;xt   x;s;yt j2  jx  yj2 +Mt
almost surely for all t 2 [0; T   s], where M is a local martingale. Thus
Ee 2L jx;s;x   x;s;y j2  jx  yj2
for all stopping times   T   s, that yields
E sup
tT s
e Ltjx;s;xt   x;s;yt j  3jx  yj
by virtue of Lemma 3.2 from [5]. Combining this with estimate (5.9) we
nish the proof of the lemma. 
Assume that A = [1n=1An for an increasing sequence of Borel sets An
of A such that Assumptions 2.1 and 2.2 hold with An. Then the reward
functions v and w; are well-dened on HT for every  2 A = [1n=1An,
where An denotes the set of progressively measurable processes  = (t)t0
taking values in An. Thus we can dene the optimal reward functions
v(s; x) = sup
2A
v(s; x); w(s; x) = sup
2A
sup
2T(T s)
w; (s; x)
for every (s; x) 2 [0; T ] Rd = HT . Recall the notation HT := [0; T )Rd,
L = ik

jkDiDj + 

i Di + c
;
and let C1;2( HT ) denote the set of functions  =  (t; x) whose rst deriva-
tive in t and second order derivatives in x are continuous functions on HT .
The following lemma formulates an important property of smooth superso-
lutions and subsolutions to Bellman equations.
Lemma 5.4. Let Assumptions 2.1 and 2.2 hold. Assume that ,  are
continuous in  2 A. Assume, moreover, that f and c are continuous in
(; x) and are continuous in x, uniformly in  2 A, for each t 2 [0; T ]. Let
S 2 (0; T ] and  2 C1;2( HS) such that for some constants K and q  0
j (t; x)j  K(1 + jxjq) for all (t; x) 2 HS : (5.10)
Let Q be a domain contained in HS. Denote its boundary by @Q. Then the
following statements hold:
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(i) Let
@
@t + L
 + f  0 on Q, for all  2 A: (5.11)
Then
v   + sup
@Q
[v    ]+ on Q: (5.12)
In addition to (5.11) let g   on Q. Then (5.12) holds also for w
in place of v.
(ii) Let
@
@t + L
 + f  0 on Q, for some  2 A: (5.13)
Then
v     sup
@Q
[v    ]  and w     sup
@Q
[w    ]  on Q: (5.14)
Proof. This lemma follows from Lemma 6.1.2 and Theorem 6.1.5 from [10].
For the convenience of the reader we give a more detailed proof here. Set
vn = sup2An v
 for integers n  1. Then by Theorem 3.1.5 in [10], the
polinomial growth condition (5.10) holds for vn in place of  , with some
constants K and q depending on n, and vn is continuous on HT . Set
Q = infft  0 : (s+ t; xt) =2 Qg; RQ = infft  0 : jxtj  Rg ^ Q
for R > 0. By Bellman's principle (Theorem 2.3.6 from [10]), for (s; x) 2 Q,
integer n  1, stopping time  = RQ , for any " > 0 there is a strategy
(t) 2 An such that
vn(s; x)  "+ I()n (s; x); (5.15)
I()n (s; x) := Es;x
Z 
0
ft(s+ t; xt)e
 'tdt+ vn(s+ ; x )e '

; (5.16)
where, as before, to ease notation we use xt in place of x
;s;x
t . Using condition
(5.11) and applying Ito^'s formula to  (s+ t; xt)e
 't we have
I()n (s; x)   Es;x
Z 
0
e 't

@
@t + L
t

 (s+ t; xt)dt+ Es;xvn(s+ ; x )e '
=  (s; x) + Es;xf(vn(s+ ; x )   (s+ ; x ))e ' g:
Letting here R!1 we get
I()n (s; x)   (s; x) + Es;xf(vn(s+ Q; xQ)   (s+ Q; xQ))e 'Qg:
Thus from (5.15) we have
vn(s; x)  "+  (s; x) + sup
@Q
[vn    ]+  "+  (s; x) + sup
@Q
[v    ]+ :
Letting here n!1 and "! 0 we get (5.12). Hence (5.12) is valid also for
w in place of v, since w = sup2A v by virtue of Theorem 2.1, Assumptions
2.1-2.2 remain valid with An and A in place of An and A, and due to (5.11)
and   g on Q,
@
@t + L
 + f = @@t + L
 + f + r(g    )  0 on Q
for every  = (; r) 2 A. To prove (ii) let  2 A such that (5.13) holds.
Then  2 An for some n  1, the constant strategy t =  belongs to An,
and by Bellman's principle
vn(s; x)  I()n (s; x)
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with this strategy , where I
()
n is dened by (5.16). Hence by an obvious
modication of the proof of part (i) we get the rst inequality in (5.14),
and that yields the second inequality by virtue of Theorem 2.1, since clearly
@
@t + L
 + f  0 on Q for  =  2 A  A. 
Next we want to study the regularity of v and w in t 2 [0; T ]. The
following simple example shows that Assumption 5.1 does not ensure the
continuity of v at t = T , even if  and b are as regular as we wish.
Example 5.5. Let A = [0;1), f(t; x) = , g(x) = 0, c(t; x) =  for
 2 A. Then Assumption 5.1 holds with m = (1 + ) 1 and  = 0,
b = 0, and for t 2 [0; T ], x 2 Rd
v(t; x) = sup
2A
E
Z T t
0
se
  R s0 ududs = sup
2A
E

1  e 
R T t
0 udu

= 1t<T ;
which is not continuous at T .
6. Holder continuity in time
Let  = (t; x),  = (t; x), f = f(t; x) and c = c(t; x) be Borel
functions of (; t; x) 2 AR+ Rd, taking values in Rdd0 , Rd, R and R+,
respectively, such that c   for a constant   0. Let g be a Borel function
on R+  Rd with values in R.
We make the following assumption.
Assumption 6.1. There is a constant K such that for  = ; ; f; c; g
for all  2 A we have
j (t; x)   (t; y)j  Kjx  yj; j (t; x)j  K
for all t 2 [0; T ] and x; y 2 Rd.
Obviously Assumption 6.1 implies Assumptions 2.1 and 2.2, the reward
functions v, w; , v and w are well-dened by (2.8), (2.9) and (2.7). More-
over, Assumption 5.1 holds with m =  = 1 and L = 2K. Thus by Lemma
5.3 there is a constant C such that for u := v; w
ju(t; x)  u(t; y)j  Cjx  yj for all t 2 [0; T ] and x; y 2 Rd: (6.1)
If   K+2, then C depends only on K, otherwise it depends on K and T .
Using results from [10] and [15] one can prove the following lemma on the
Holder continuity of v and w in t.
Lemma 6.1. Let Assumption 6.1 hold. Assume that ,  are continuous
in  2 A. Assume, moreover, that f and c are continuous in (; x) and are
continuous in x, uniformly in  2 A, for each t 2 [0; T ]. Then for x0 2 Rd
and 0  t0  s0  T such that js0   t0j  1, we have
jv(t0; x0)  v(s0; x0)j  N(1 + 1)js0   t0j1=2; (6.2)
jw(t0; x0)  w(s0; x0)j  N(2 + 1)js0   t0j1=2 + js0   t0j1=2; (6.3)
where N is a constant depending only on K, and
1 := sup
y2Rdnfx0g
jv(s0;x0) v(s0;y)j
jx0 yj ; 2 := sup
y2Rdnfx0g
jw(s0;x0) w(s0;y)j
jx0 yj ;
28 Section 6
 := sup
y2Rd
sup
0t<s0
jg(t;y) g(s0;y)j
jt s0j1=2 : (6.4)
Proof. We may assume 1 <1, 2 <1,  <1 and 0  t0 < s0. Moreover,
by shifting the origin we may assume t0 = 0 and hence s0  1. To prove
(6.2) dene for a constant  > 0 the function
 (t; x) = 1[(t)jx  x0j2 + 1(s0   t)] + 2(s0   t)
+1
 1 + v(s0; x0); for (t; x) 2 Hs0 ; (6.5)
where (t) = exp(s0  t) and 1 > 0, 2 > 0 are some constants to be chosen
later. By simple calculations for any  2 A
L (t; x) = 1(t)[2

ik

ik(t; x) + 2

i (t; x)(xi   x0i)]
 c(t; x) (t; x)  N11(1 + jx  x0j) +N2;
for (t; x) 2 Hs0 , where N1 and N2 are constants depending only on K.
Hence, choosing 2  K +N2, we have
@
@t (t; x) + L
 (t; x) + f(t; x)
 1[N1(1 + jx  x0j)  jx  x0j2   1]; (6.6)
where the right-hand side is negative for all x if 1 is suciently large,
depending only on N1. Notice that for all x 2 Rd
 (s0; x) = 1(jx x0j2+ 1)+v(s0; x0)  1jx x0j+v(s0; x0)  v(s0; x):
Thus applying part (i) of Lemma 5.4 with S := s0 and Q := Hs0 we obtain
v(t; x0)  1[1(s0   t) +  1] + 2(s0   t) + v(s0; x0)
for all t 2 [0; s0] and constants  > 0. For t = 0 we choose  = (1s0) 1=2
to get
v(0; x0)  211=21 s1=20 + 2s0 + v(s0; x0);
that yields
v(0; x0)  v(s0; x0)  N(1 + 1)s1=20 (6.7)
with N = max(2
1=2
1 ; 2). To get the corresponding estimate for w, instead
of (6.5) dene  by
 (t; x) = 2[(t)jx  x0j2 + 1(s0   t)] + 2(s0   t)
+2
 1 + s1=20 + w(s0; x0): (6.8)
Then just like before we see that for suciently large constants 1 and 2,
depending only on K, the left-hand side of (6.6) remains negative for all
(t; x) 2 Hs0 , and that
 (t; x)   (s0; x)  w(s0; x) + s1=20  g(s0; x) + s1=20  g(t; x)
for all t 2 [0; s0] and x 2 Rd. Hence by part (i) of Lemma 5.4
w(0; x0)  2[1s0 +  1] + 2s0 + s1=20 + w(s0; x0)
for any  > 0, that yields
w(0; x0)  N(2 + 1)s1=20 + w(s0; x0):
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Now we prove this inequality with w(0; x) and w(s0; x) interchanged, to-
gether with inequality (6.7) with v(0; x) and v(s0; x) interchanged. To this
end set
 (t; x) =  [(t)jx  x0j2 + 1(s0   t)]  2(s0   t)  C 1 + u(s0; x0):
with u := v and w, and  := 1 and 2, respectively. Notice that for large
2, depending only on K, we have
@
@t (t; x) + L
 (t; x) + f(t; x)   [N1(1 + jx  x0j)  jx  x0j2   1];
with a constant N1 depending on K, where the right-hand side is positive
for all x if 1 is suciently large, depending only on N1. Furthermore,
 (s0; x) =  (jx  x0j2 +  1) + u(s0; x0)
  jx  x0j+ u(s0; x0)  u(s0; x):
Hence by virtue of part (ii) of Lemma 5.4 we get
u(t; x0)   [1(s0   t) +  1]  2(s0   t) + u(s0; x0)
for all t 2 [0; s0] and constant  > 0. Choosing here t = t0 = 0 and
 = (1s0)
 1=2 we get
u(0; x0)   21=21   2s1=20 + u(s0; x0)   N( + 1)s1=20 + u(s0; x0)
with N := max(2
1=2
1 ; 2), that completes the proof of the lemma. 
Theorem 6.2. Let Assumption 6.1 hold. Assume that , , f are
continuous in  2 A and that
jg(s; x)  g(t; x)j  Kjt  sj1=2 for all t; s 2 [0; T ] and x 2 Rd:
Then there is a constant N such that for u := v; w we have
ju(s; x)  u(t; x)j  N jt  sj1=2 for all t; s 2 [0; T ] and x 2 Rd:
The constant N depends on K and T . Moreover, there is a constant 0,
depending on K, such that if   0, then N depends only on K.
Proof. We get this theorem immediately from the previous lemma by taking
into account Lemmas 5.1 and 5.3. 
Now we formulate the corresponding results for the solutions v = v;h
and w = w;h of the nite dierence schemes (3.1)-(3.2) and (3.19)-(3.20),
respectively, when m = 1 for all  2 A. The following lemma is proved in
[15] for u = v;h.
Lemma 6.3. Let ; h  K. Let Assumption 3.1 hold and assume that for
 := ak , b

k , c
, f and g for every k = 1;     d1 and  2 A we have
j j  K on HT . Let (t0; x0) 2 HT and s0 2 [t0; T ] such that s0  t0  1 and
(s0   t0)= is an integer. Then (6.2) and (6.3) hold with v;h and w;h in
place of v and w, respectively, where the constants 1, 2 and  are dened by
(6.4) with v;h and w;h, in place of v and w, respectively, and the constant
N depends on K and d1.
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Proof. We may assume that s0 > 0 and also, by shifting the origin, that
t0 = 0, x0 = 0 and hence that s0 2 (0; 1) is an integer multiple of  . Now we
can prove the required estimates in the same way as Lemma 6.1 is proved.
We need only use Corollary 3.10 with T := s0 and Q := Ms0 in place of
Lemma 5.4. 
Theorem 6.4. Let ; h  K. Let Assumption 3.1 hold and assume that for
 :=
p
ak , b

k , c
, f and g, for every k = 1;     d1 and  2 A we have
j (t; x)   (s; y)j  K(jx  yj+ js  tj1=2); j (t; x)j  K
for all s; t 2 [0; T ] and x; y 2 Rd. Then for u := v;h, w;h we have
ju(t; x)  u(s; x)j  N

jt  sj1=2 + 1=2

(6.9)
for all x 2 Rd and s; t 2 [0; T ], where N is a constant depending only on K,
d1 and T . There is a constant 0  0, depending only on K and d1, such
that if   0 then N depends only on K and d1.
Proof. For u = v;h estimate (6.9) is proved in [15] (see Lemma 6.2 there).
We get (6.9) for u = w;h similarly, noticing that Assumptions 3.2 and 3.3
are obviously satised with m = 1 and  = 1, and by using Lemma 6.3,
Theorems 4.3, 4.5 and Corollary 3.11. 
7. Shaking and Smoothing
The method of shaking is introduced in [13]. Following [15] we adapt it to
optimal stopping of controlled diusion processes and to the corresponding
nite dierence schemes.
For " 2 R we set
A" = A [ "2; 0] fx 2 Rd : jxj  "g; A" = A"  [0;1);
and identify  2 A with (; 0; 0) 2 A" and (; ; ) 2 A" with (; ; ; 0) 2
A". Thus A  A"  A".
First we shake optimal stopping and control problems. Let  = (t; x),
 = (t; x), f = f(t; x) and c = c(t; x) be Borel functions of (; t; x) 2
A  R  Rd, taking values in Rdd0 , Rd, R and R+, respectively, such that
c   for a constant   0. Let g be a Borel function on RRd with values
in R.
We make the following assumption.
Assumption 7.1. There is a constant K such that for  = ; ; f; g,
c   , for all  2 A we have
j (t; x)   (s; y)j  K(jx  yj+ js  tj1=2); j (t; x)j  K
for all s; t 2 R and x; y 2 Rd.
For  = (; ; ; r) 2 A" we set
(t; x) = (t+ ; x+ ); (t; x) = (t+ ; x+ );
c(t; x) = c(t+ ; x+ ) + r;
f(t; x) = f(t+ ; x+ ) + rg"(t; x); (7.1)
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for all (t; x) 2 R Rd, where
g"(t; x) := sup
2[ "2;0]
sup
2Rd;jj"
jg(t+ ; x+ )j: (7.2)
Let A" be the set of A"-valued progressively measurable processes (t)t0.
Set A" = [1n=1 A"n, where A"n is the set of progressively measurable processes
(t)t0 with values in A"n = A"  [0; n].
Shaking the optimal reward w given by (2.7) means that we consider
~w = ~w"(s; x) dened by
w"(s; x) = sup
2A"
sup
2T(T s)
w; (s; x);
where
w; (s; x) = Es;x
Z 
0
ft(s+ t; xt)e
 'tdt+ g"(s+ ; x )e '

;
't = '
;s;x
t =
Z t
0
cr(s+ r; x;s;xr ) dr:
Notice that if Assumption 7.1 holds, then by virtue of Theorem 2.1
w" = sup
2A"
v = lim
n!1w
"
n;
where
v(s; x) = Es;x
Z T s
0
ft(s+ t; xt)e
 'tdt+ g"(T; xT s)e 'T s

;
w"n = sup
2A"n
v : (7.3)
Lemma 7.1. Let Assumption 7.1 hold. Then there is a constant N such
that
jw"   wj  N" on HT : (7.4)
In addition to Assumption 7.1 assume that ,  and f are continuous
in  2 A. Then there is a constant N such that
jw"(t; x)  w"(s; y)j  N(jx  yj+ jt  sj1=2) (7.5)
for s; t 2 [0; T ], x; y 2 Rd. The constant N in the above estimates depends
only on K and T . Moreover, there is a constant 0, depending only on K
such that N is independent of T if   0.
Proof. Applying Lemma 5.3 and Theorem 6.2 we immediately get estimate
(7.5). By using the inequality
ja1e b1   a2e b2 j  ja1   a2j+ ja1 + a2jjb1   b2j;
for a1; a2 2 R and b1; b2 2 R+, for xed (s; x) 2 HT ,  2 A,  2 T(T   s)
and  = (; ; ) 2 A" we have
jw; (s; x)  w; (s; x)j  N0(I1 + I2);
where
I1 = E
Z T s
0
e t(1 + t)(j"j+ jx;s;xt   x;s;xt j) dt
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 "
Z T
0
e t(t+ 1) dt+ 3E sup
tT s
e ( 1)tjx;s;xt   x;s;xt j;
I2 = Ee  (j"j+ jx;s;x   x;s;x j) + Ee 
Z 
0
(j"j+ jx;s;xt   x;s;xt j) dt
 2j"j+ 2E sup
tT s
e ( 1)tjx;s;xt   x;s;xt j;
and N0 is a constant depending only on K. By Ito^'s formula we get
e 2(K
2+1)tjx;s;xt   x;s;xt j2  N0
Z t
0
e 2(K
2+1)r"2 dr +mt  N1"2 +mt;
where m is a local martingale and N1 is a constant depending only on K.
Hence
Ee 2(K
2+1)jx;s;x   x;s;x j2  N1"2
for stopping times , that by virtue of Lemma 3.2 from [5] yields
E sup
tT s
e (K
2+1)tjx;s;xt   x;s;xt j  3
p
N1j"j:
Consequently, (7.4) holds with a constant N depending only on K and T ,
and if   K2 + 2 then N is independent of T . 
Now we shake the nite dierence problem (3.19)-(3.20) when m = 1 for
all  2 A. We keep the notation of Section 3 and Assumption 3.1 in force.
Moreover we make the following assumption.
Assumption 7.2. For  :=
p
ak ; b

k ; f
; g; c   , for  2 A and k =
1; : : : ;d1 we have
j (t; x)j  K; j (t; x)   (s; y)j  K(jx  yj+ js  tj1=2)
for all s; t 2 R and x; y 2 Rd.
Shaking the problem
max[sup
2A
T u+ L

hu+ f
; g   u] = 0 on HT ; (7.6)
u(T; x) = g(T; x) for x 2 Rd (7.7)
means that we consider the problem
max[ sup
2A"
T u+ L

hu+ f
 ; g"   u] = 0 (7.8)
u(T; x) = g"(T; x) for x 2 Rd; (7.9)
where g" is dened as in (7.2) and for  = (; ; ; r) 2 A"
Lh := a

kh;`k + b

kh;`k   c ;
c and f are dened as in (7.1), and
ak(t; x) = a

k (t+ ; x+ ); b

k(t; x) = b

k (t+ ; x+ ); t 2 R; x 2 Rd;
for k = 1; : : : ;d1.
By virtue of Theorem 3.4, if Assumptions 3.1 and 7.2 hold then (7.6)-(7.7)
and (7.8)-(7.9) have a unique bounded solution w;h and w
"
;h, respectively.
33 Section 7
Lemma 7.2. Let Assumptions 3.1 and 7.2 hold. Then
jw";h   w;hj  N0j"j on HT ; (7.10)
with a constant N0 depending only on K, d1 and T . Assume, additionally,
; h  K. Then
jw";h(s; x)  w";h(t; y)j  N1(jx  yj+ js  tj1=2 +
p
) (7.11)
for all s; t 2 [0; T ] and x; y 2 Rd, where N1 is a constant depending only on
K, d1 and T . There is a constant 0 depending only on K and d1 such that
if   0 then N0 and N1 are independent of T .
Proof. We get estimate (7.10) by an obvious application of Theorem 4.5.
Estimate (7.11) follows immediately from Theorems 4.3 and 6.4. 
Let  2 C10 (Rd+1) be a xed nonnegative function with support in
( 1; 0)  B1 and unit integral, where B1 denotes the open ball of radius
1 centered at the origin of Rd. For " > 0 set
w"(")(t; x) =
Z
Rd+1
w"(s; y)((t  s)="2; (x  y)=") ds dy
for t 2 [0; T ] and x 2 Rd, where w"(s; y) := w"(T; y) for s  T and y 2 Rd.
Dene similarly w
"(")
;h from w
"
;h.
Lemma 7.3. Let Assumption 7.1 hold. Then there is a constant N0 de-
pending only on K and T such that
jw"(")   wj  N0" on HT ; (7.12)
jw"(")(t; x)  w"(")(s; y)j  N0(jx  yj+ jt  sj1=2) (7.13)
for all s; t 2 [0; T ] and x; y 2 Rd. For integers n  1
jDnt w"(")j+ jD2nx w"(")j  N1" 2n+1 on HT ; (7.14)
where N1 is a constant depending only on n, K, d and T . There is a constant
0 such that if   0 then N0 and N1 are independent of T . Moreover,
max[Dtw
"(") + sup
2A
(Lw"(") + f); g   w"(")]  0 on HT : (7.15)
Proof. Estimates (7.12)-(7.14) follow immediately from Lemma 7.1. To
prove (7.14) we use (7.3) and dene w
"(")
n from w"n as w
"(") is dened from
w". Notice that for n!1
Dtw
"(")
n ! w"("); Dxw"(")n ! Dxw"(")n
for multi-indices , by Lebesgue's theorem on dominated convergence. By
Theorem 2.1 in [13] for each integer n  1 we have
Dtw
"(")
n + L
w"(")n + f
 + r(g"   w"(")n )  0 on HT
for all  2 A and r 2 [0; 1]. Letting here n!1 and using that g  g", we
get
Dtw
"(") + Lw"(") + f + r(g   w"("))  0 on HT , for  2 A, r  0;
that is equivalent to (7.14). 
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Lemma 7.4. Let Assumptions 3.1 and 7.2 hold. Then, provided T > 2"2,
max[T w
"(")
;h + sup
2A
(Lhw
"(")
;h + f
); g   w"(");h ]  0 on HT 2"2 : (7.16)
Assume, additionally, ; h  K. Then
jw"(");h   w;hj  N0(j"j+
p
) on HT ; (7.17)
jw"(");h (t; x)  w"(");h (s; y)j  N0(jx  yj+ js  tj1=2 +
p
); (7.18)
for t; s 2 [0; T ] and x; y 2 Rd, where N0 is a constant depending only on K,
d1 and T . Moreover, for n  1 there is a constant N1 depending only on n,
K, d1, d and T , such that
jDnt w"(");h j+ jD2nx w"(");h j  N1" 2n(j"j+
p
) on HT : (7.19)
There is a constant 0 depending on K and d1 such that if   0 then N0
and N1 are independent of T .
Proof. Estimates (7.17)-(7.19) follow immediately from Lemma 7.2. To
prove (7.16) notice that from (7.8) we have for  2 A
(T + L

h)w
"(")(t  "2s; x  "y) + f(t; x)  0;
g(t; x)  w"(")(t  "2s; x  "y)  0
for (t; x) 2 HT 2"2 , s 2 [ 1; 0], jyj  1. Multiplying these inequalities by
(s; y) and then integrating them against ds dy we get (7.16). 
Proof of Theorem 2.4:
Let " = ( + h2)1=4. Due to Theorems 6.2 and 6.4 it suces to consider
the case T > 2"2 and to prove (2.21) on HS with S = T   2"2. Notice that
due to   1 we have  < "2. Hence for u := w"("); w"(");h we have T u = u
on HS , and by Taylor's formula and using (7.14) and (7.19)
jT u Dtuj+ sup
2A
jLu  Lhuj
 N0( sup
HS
jD2t uj+ h2 sup
HS
jD4xuj+ h sup
HS
jD2xuj)  N1"
on HS . Notice also that
sup
HT nHS
(w;h   w"("))+
 sup
HT nHS
(jw;h   gj+ jg   wj+ jw   w"(")j)  N2"; (7.20)
sup
fSgRd
(w   w"(");h )+
 sup
fSgRd
(jw   gj+ jg   w;hj+ jw;h   w"(");h j)  N2" (7.21)
Thus by (7.15) for  2 A
T w
"(") + Lh w
"(") + f  0 and g   w"(")  0 on HS (7.22)
w;h  w"(") on HT nHS ; (7.23)
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for w"(") := w"(") +N1(S   t)"+N2". If  > 0 then (7.22) and (7.23) hold
also for w"(") := w"(") + (N1
 1 +N2)". Similarly, by (7.16) for  2 A
Dt w
"(")
;h + L
 w
"(")
;h + f
  0 and g   w"(");h  0 on HS (7.24)
w  w"(");h on fSg  Rd (7.25)
for w
"(")
;h := w
"(")
;h +N1(S   t)"+N2" and also for w"(");h := w"(");h + (N1 1+
N2)" when  > 0. By Corollary 3.10 from (7.22)-(7.23) we get w;h 
w"("), and by Lemma 5.4 from (7.24)-(7.25) we have w  w"(");h on HS .
Consequently, there is a constant N such that
w;h  w +N"; w  w;h +N" on HS ;
that obviously yields (2.21) on HS . Inspecting the constants N0, N1 and N2
we see that N depends only on K, d, d1 and T , and that there is a constant
0, depending only on K and d1 such that if   0 then N is independent
of T .
Acknowledgment. The authors are grateful to Nicolai Krylov in Min-
nesota for valuable information on the subject of this paper. They would
like to thank the referee for noticing some mistakes and for useful sugges-
tions.
References
[1] Barles, G. and Jakobsen, E. R. (2002). On the convergence rate of approximation
schemes for Hamilton-Jacobi-Bellman equations. M2AN Math. Model. Numer. Anal.,
36(1), 33{54.
[2] Barles, G. and Jakobsen, E. R. (2005). Error bounds for monotone approximation
schemes for Hamilton-Jacobi-Bellman equations. SIAM J. Numer. Anal., 43(2), 540{
558 (electronic).
[3] Biswas, I. H., Jakobsen, E. R. and Karlsen, K. H. (2006). Error estimates for nite
dierence-quadrature schemes for a class of nonlocal Bellman equations with variable
diusion. http://www.math.uio.no/eprint/pure math/2006/pure 2006.html.
[4] Dong, H. and Krylov, N. (2007). The Rate of Convergence of Finite-Dierence Ap-
proximations for Parabolic Bellman Equations with Lipschitz Coecients in Cylin-
drical Domains. Applied Mathematics and Optimization, 56(1), 37{66.
[5] Gyongy, I. and Krylov, N. (2003). On the rate of convergence of splitting-up approx-
imations for SPDEs. In Progress in Probability, 56, Birkhauser Verlag, Basel, pp
301{321.
[6] Gyongy, I. and Siska, D. (2008). On randomized stopping. Bernoulli, 14(2), 352{361.
[7] Jakobsen, E. R. (2003). On the rate of convergence of approximation schemes for
Bellman equations associated with optimal stopping time problems. Math. Models
Methods Appl. Sci., 13(5), 613{644.
[8] Jakobsen, E. R. and Karlsen, K. H. (2005). Convergence rates for semi-discrete split-
ting approximations for degenerate parabolic equations with source terms. BIT, 45(1),
37{67.
[9] Jakobsen, E. R., Karlsen, K. H. and La Chioma, C. (2005). Error estimates for ap-
proximate solutions to Bellman equations associated with controlled jump-diusions.
http://www.math.uio.no/eprint/pure math/2005/pure 2005.html.
[10] Krylov, N. V. (1980). Controlled diusion processes, volume 14 of Applications of
Mathematics. Springer-Verlag, New York. Translated from the Russian by A. B. Aries.
[11] Krylov, N. V. (1997). On the rate of convergence of nite-dierence approximations
for Bellman's equations. Algebra i Analiz, 9(3), 245{256.
36 References
[12] Krylov, N. V. (1999). Approximating value functions for controlled degenerate diu-
sion processes by using piece-wise constant policies. Electronic Journal of Probability,
4(2), 1{19.
[13] Krylov, N. V. (2000). On the rate of convergence of nite-dierence approximations
for Bellman's equations with variable coecients. Probab. Theory Related Fields,
117(1), 1{16.
[14] Krylov, N. V. (2004). On the rate of convergence of nite-dierence approximations
for Bellman equations with Lipschitz coecients. arXiv:math, 1(1), 1{33.
[15] Krylov, N. V. (2005). The rate of convergence of nite-dierence approximations for
Bellman equations with Lipschitz coecients. Appl. Math. Optim., 52(3), 365{399.
[16] Krylov, N. V. (2008). On factorizations of smooth nonnegative matrix-values func-
tions and on smooth functions with values in polyhedra. Appl. Math. Optim., 58(3),
373{392.
[17] Krylov, N. V. (2007). A priori estimates of smoothness of solutions to dierence
Bellman equations with linear and quasi-linear operators. Math. Comp., 76(258),
669{698.
[18] Kushner, H. J. and Dupuis, P. (2001). Numerical methods for stochastic control prob-
lems in continuous time, volume 24 of Applications of Mathematics (New York).
Springer-Verlag, New York, second edition. Stochastic Modelling and Applied Prob-
ability.
[19] Menaldi, J.-L. (1989). Some estimates for nite dierence approximations. SIAM J.
Control Optim., 27(3), 579{607.
[20] Shiryaev, A. N. (1976). Statisticheskii posledovatelnyi analiz. Optimalnye pravila os-
tanovki. Izdat. \Nauka", Moscow. Second edition, revised.
School of Mathematics and Maxwell Institute, University of Edinburgh,
King's Buildings, Edinburgh, EH9 3JZ, United Kingdom
E-mail address: gyongy@maths.ed.ac.uk
FIRST FRG, BNP Paribas, 10 Harewood Avenue, London, NW1 6AA, United
Kingdom
E-mail address: davsiska@gmail.com
