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Theory of ground states for classical Heisenberg spin systems I
Heinz-Ju¨rgen Schmidt1 ∗
1Universita¨t Osnabru¨ck, Fachbereich Physik, Barbarastr. 7, D - 49069 Osnabru¨ck, Germany
We formulate part I of a rigorous theory of ground states for classical, finite, Heisenberg spin
systems. The main result is that all ground states can be constructed from the eigenvectors of a
real, symmetric matrix with entries comprising the coupling constants of the spin system as well as
certain Lagrange parameters. The eigenvectors correspond to the unique maximum of the minimal
eigenvalue considered as a function of the Lagrange parameters. However, there are rare cases where
all ground states obtained in this way have unphysical dimensions M > 3 and the theory would
have to be extended. Further results concern the degree of additional degeneracy, additional to the
trivial degeneracy of ground states due to rotations or reflections. The theory is illustrated by a
couple of elementary examples.
I. INTRODUCTION
In quantum mechanics the ground states of a system
are the eigenvectors of the Hamiltonian H corresponding
to the lowest energy eigenvalue. Thus there is a clear
recipe how to find ground states: Just diagonalize the
Hamiltonian. In practice this may turn out to be numer-
ically difficult, nevertheless it is a straightforward proce-
dure. The analogous problem for a classical Heisenberg
spin system cannot be solved in an analogous fashion.
Although the definition of ground states is clear (states
where the classical Hamiltonian assumes its minimum)
the ground states can only be analytically determined in
special cases. Numerical procedures are available, but
they may converge slowly, and provide no guarantee that
the obtained state represents a global, not only local min-
imum of energy. After all, one is never sure that the
numerical procedures will find all ground states, which
may be crucial for calculations of thermodynamic prop-
erties at low temperatures. It may be that there are ad-
ditional ground states that cannot be obtained from the
known ones by rotations or reflections. Another problem
is the dimensionality of ground states. Under which con-
ditions there exist 1-dimensional, 2- dimensional or only
3-dimensional ground states? The latter problem is also
connected with “frustration”: Classical spin systems are
frustrated if they do not possess 1-dimensional ground
states (but not vice versa, see example 5 in section IV).
Existing theories mainly focus on spin lattices, see the
seminal work of Luttinger and Tisza [1], followed by [2],
[3], [4] and the more recent publications [5], [6] based on
this approach. An alternative approach is [7], but this is
mainly focussed on finite systems with large point group
symmetries and does not cover the general case.
Hence there is the need for a general theory of classical
ground states that settles the mentioned problems. I will
try to outline such a theory although a couple of questions
will remain open. Since this theory exceeds the format
of a single article I have decided to split it into different
∗Correspondence should be addressed to hschmidt@uos.de
parts of which the present paper will be the first one.
The first four sections after this Introduction con-
tain general results illustrated by elementary examples
whereas the proofs are given in a separate section VI.
This makes it, hopefully, possible to obtain a general sur-
vey without dwelling upon mathematical details. The
mathematics used in the proofs is rather elementary
and presumably known to all physicists with a moder-
ate background in mathematics. One exception might
be the use of certain concepts of convex analysis that are
not much common in a physical context (except in the
foundations of quantum mechanics). Here we have to re-
fer the reader to the pertinent literature, e. g., to [8]. We
will summarize the central results of this paper in a the-
orem 5, see section VII, that contains also the pertinent
definitions and can be read independently of the main
text.
The method we adopt to tackle the ground state prob-
lem I have dubbed the “Lagrange variety approach”,
see subsection IIA. It is based on the observation that
the ground states satisfy the “stationary state equation”
(SSE) involving certain Lagrange parameters due to the
constraints of constant spin lengths. The SSE can be
cast into the form of an eigenvalue equation for some ma-
trix that we call the “dressed J-matrix”. Its entries are
the coupling constants between the spins in the Heisen-
berg model plus certain Lagrange parameters λ in the
diagonal. The set of eigenvalues of the dressed J-matrix
depending on λ is called the “Lagrange variety” V . In
this way we obtain a 1 : 1 connection between the solu-
tions of the SSE and certain points of V , called “elliptic
points”. In section III we give a geometrical characteri-
zation of the elliptic points of V that essentially says that
in an infinitesimal neighborhood of these points the La-
grange variety is given by the surface of a“vertical double
cone”, see Figure 3 for an illustration. For the minimal
eigenvalue of the dressed J-matrix there exists a unique
point of V with a vertical double cone and hence a ground
state living on the corresponding eigenspace, see section
IV. In the special case where the minimal eigenvalue has
a smooth maximum we obtain a 1-dimensional ground
state. However, it may happen that all ground states ob-
tained in this way will be M -dimensional, M > 3, and
2hence unphysical. In this case one has to look for other
elliptic points of V in order to find physical ground states.
We provide an example in section V. Nevertheless, these
examples are rare in practice and the approach of the
present paper seems to be useful.
This approach also gives interesting results for the
problem of degeneracy, see subsection II B. All ground
states of Heisenberg systems are trivially degenerate in
the sense that arbitrary rotations/reflections are always
possible. But sometimes “additional degeneracy” occurs,
for example, if independent rotations of a subset of spin
vectors are possible. The theory tells us how the degree
of additional degeneracy can be read off from any ground
state of maximal dimension. One simple example is the
anti-ferromagnetic bow tie that can be viewed as result-
ing from the “fusion” of two triangles and shows an addi-
tional degeneracy of degree one, see subsection II B. The
general process of fusion is sketched in subsection II C.
If we also admit unphysical ground states with M > 3 it
can be shown that no further degeneracy occurs, i. e. ,
all ground states have the same Lagrange parameters, see
subsection IV.
This has important practical consequences. Assume
that we consider a certain Heisenberg spin system and
look for ground states. As mentioned above there ex-
ist simple codes to numerically determine certain ground
states. For example, we can start with a random 3-
dimensional spin configuration and fix a certain spin
number µ = 1, . . . , N . Then we choose the spin vec-
tor sµ such that the energy of the interaction of the spin
µ with all other spins is minimized. We consider the
next spin µ + 1 and repeat the process until the change
of the total energy is smaller than a given ǫ > 0. If the
repetition of the whole procedure with different inial con-
ditions gives reproducible results we can be rather sure
that we have found some ground states. But how to find
all ground states? Application of the present theory sug-
gests to calculate the Lagrange parameters of the numer-
ically determined ground state and to examine the eigen-
value and the corresponding eigenspace of the dressed
J-matrix. If the eigenvalue is minimal (and this will be
the typical case), we have no problems with unphysical
ground states: We can easily solve the “additional degen-
eracy equation”(ADE), see subsection II B, and thus find
all additional degeneracies, provided the degree of addi-
tional degeneracy is not too large. Some of these ground
states may be unphysical, but all physical ones are in-
cluded. Then we are done: The theory tells us that there
are no further ground states.
After having outlined the content of the present paper
with the optimistic number I in its title it will be in order
to say a few words about possible extensions that may be
covered by forthcoming papers. Besides the Lagrange va-
riety approach there exists another approach that I will
call “Gram set approach”. Its main idea is to linearize
the energy function that is bilinear in the spin vectors,
analogous to the linearization of the expectation value
in quantum mechanics by the introduction of “statistical
operators”. The operator analogous to the statistical op-
erator is the “Gram matrix” defined in subsection II B.
The Gram set approach is not a substitute for the La-
grange variety approach but a supplement that deepens
the understanding of the ground state problem. Further,
it will be useful to illustrate the complete solution of the
ground state problem for the general classical spin trian-
gle.
In the present paper we have mainly provided elemen-
tary examples where the set of ground states was already
known in order to illustrate our theory, example 5 in sec-
tion IV being an exception. What is still missing are
more applications to systems where the complete set of
ground states is either completely unknown or only par-
tially known. A possible candidate for the latter case is
the anti-ferromagnetic cuboctahedron, where additional
degeneracy due to independent rotations has been found
[9].
Another question is to what extent the present re-
sults could be generalized to spin systems where the
Hamiltonian is no longer of Heisenberg type, but, say,
still bilinear in the spin components. This would in-
clude dipole-dipole interactions as well as corrections of
Dzyaloshinsky-Moriya type. Whereas the first steps fol-
lowing the SSE can be accordingly generalized, see, e. g.,
[10], I am pessimistic about the possibility to generalize
central parts of the theory to non-Heisenberg systems.
But there is a special case of non-Heisenberg Hamilto-
nians that is particularly interesting for physical applica-
tions, namely a Heisenberg Hamiltonian plus a Zeeman
term describing the interaction of the spins with an outer
magnetic field B. This case in some sense can be traced
back to the pure Heisenberg case. First, one observes
that in the presence of a magnetic field the ground states
will be among the “relative ground states”, i. e. , ground
states for a given total spin S. The latter satisfy an anal-
ogous SSE with an additional Lagrange parameter, say, α
due to the additional constraint S2 = const. . The terms
involving α can be distributed to the dressed J-matrix in
such a way that one obtains an SSE of the pure Heisen-
berg form and the present theory can be applied. The
only difference is that the entries of the dressed J-matrix
proportional to α have a different physical meaning and
α is not a given constant but may vary over some do-
main. At any case, the extension of the present theory
to the case of B 6= 0 seems to be highly desirable.
Another realm of possible future work would be the
specialization of the present theory to cases with a large
symmetry group and the comparison to the known results
of [1]–[6] or [7]. A few remarks about the symmetric case
already can be found in section IV as well as a Theorem
4 about the existence of symmetric ground states. Since
we have assumed finite spin systems from the outset an
application to infinite spin lattices could probably only
be made in the sense of approximating the lattice by a
finite system with periodic boundary conditions.
3II. GENERAL DEFINITIONS AND RESULTS
A. The Lagrange variety approach
The classical phase space P for the systems of N spins
under consideration consists of all configurations of spin
vectors (or “states”)
sµ, µ = 1, . . . , N , (1)
subject to the constraints
sµ · sµ = 1, µ = 1, . . . , N . (2)
From a physical point of view one is only interested in
those cases where the vectors occurring in (1) and (2) are
at most 3-dimensional. However, this restriction turns
out to be mathematically unnatural and hence will be
cancelled. Thus the vectors occurring in (1) and (2) are
assumed to be elements of RM where M is some natural
number that may assume different values throughout the
paper. The corresponding phase space PM is the N -fold
product of unit spheres
PM ≡ SM−1 × . . .× SM−1 (3)
and hence compact. We will use the natural embeddings
PM ⊂ P ′M forM <M ′. Extending the dimension of spin
vectors for mathematical reasons does not mean that we
ignore the fact that in physical applications this dimen-
sion must not exceed 3. We have still the possibility to
retrieve the physical spin configurations from a larger set
of mathematical configurations by looking at their di-
mensions. The exact definition of “dimension” is given in
the following paragraph.
Let s denote the N ×M -matrix with entries sµ,i, µ =
1, . . . , N, i = 1, . . . ,M . According to the different use of
Greek and Latin indices it will be always clear that sµ
denotes the µ-th row of s and si its i-th column. The
“dimension” dim(s) of s is simply defined as its matrix
rank. Hence it is equal to the maximal number of lin-
early independent rows sµ of s, or, equivalently, to the
maximal number of linearly independent columns si of
s. It follows that always dim (s) ≤ N . According to
the physical parlance we will speak of “collinear states”
or ”Ising states” in case of dim(s) = 1, and “co-planar
states” in case of dim(s) = 2. The case of dim(s) = 3
has not yet received a particular denomination and will
be referred to as s being a “3-dimensional state”.
The Heisenberg Hamiltonian H is a smooth function
defined on PM of the form
H(s) =
N∑
µ,ν=1
Jµν sµ · sν , (4)
where the coupling coefficients Jµν are considered as the
entries of a real, symmetric N ×N matrix J with vanish-
ing diagonal.
The Hamiltonian (4) does not uniquely determine the
symmetric matrix J: Let λµ, µ = 1, . . . , N be arbitrary
real numbers subject to the constraint
N∑
µ=1
λµ = 0 , (5)
and define a new matrix J(λ) with entries
J(λ)µν ≡ Jµν + δµνλµ , (6)
then
H˜(s) ≡
N∑
µ,ν=1
J(λ)µν sµ · sν (7)
=
N∑
µ,ν=1
Jµν sµ · sν +
N∑
µ=1
λµ sµ · sµ (8)
= H(s) , (9)
due to (2) and (5). The transformation Jµν → J(λ)µν
according to (6) has been called a“gauge transformation”
in [7] according to the close analogy with other branches
of physics where this notion is common. In most prob-
lems the simplest gauge would be the “zero gauge”, i. e. ,
setting λµ = 0 for µ = 1, . . . , N . However, in the present
context it is crucial not to remove the gauge freedom by
a certain choice of the λµ but to retain it. We will hence
explicitly stress the dependence of the coupling matrix on
the undetermined λµ by using the notation J(λ). J(λ)
will be called the “dressed J-matrix” and its entries will
be, as above, denoted by J(λ)µν . The rationale is that
we want to trace back the properties of ground states to
the eigenvalues and eigenvectors of J(λ) and these in a
non-trivial way depend on λ. The “undressed”matrix J
without λ will always denote a symmetric N ×N -matrix
in the zero gauge.
Let Λ denote the N − 1-dimensional subspace of RN de-
fined by
Λ ≡
{
λ ∈ RN
∣∣∣∣∣
N∑
µ=1
λµ = 0
}
(10)
As coordinates in Λ we will use the first N − 1 compo-
nents λi, i = 1, . . . , N since the N -th component can be
expressed by the others via λN = −
∑N−1
i=1 λi.
A “ground state” of the spin system is defined as any
configuration s ∈ PN where H(s) assumes its global min-
imum Emin. We will also say that s is the ground state
of the Hamiltonian H or of J. The restriction to PN
does not exclude any ground state of whatever dimen-
sion since always dim (s) ≤ N . The existence of ground
states is guaranteed since the continuous function H de-
fined on the compact set PN assumes its minimum at
some points s of PN . Let us define the set of ground
states by
P˘ ≡ {s ∈ PN |H(s) = Emin } . (11)
4In general there exist a lot of ground states. For ex-
ample, a global rotation or reflection of a ground state
is again a ground state due to the invariance of the
Hamiltonian (4) under rotations/reflections. The group
of rotations/reflections R of RM defined by the property
R⊤ = R−1 is usually denoted by O(M); hence we will
also speak of O(M)-equivalence of ground states. Later
we will present examples that show additional degenera-
cies of the ground states apart from the “trivial” rota-
tional/reflectional degeneracy. If there is no additional
degeneracy, i. e. , if any two ground states are O(M)-
equivalent we will also say that the ground state is “es-
sentially unique”. Let M˘ be the maximal dimension of
ground states, i. e. ,
M˘ ≡Max
{
dim (s)
∣∣∣s ∈ P˘ } . (12)
It can be shown that for any ground state s ∈ P˘
there exists an R ∈ O(N) such that R s ∈ PM˘ ⊂ PN
w. r. t. the above-mentioned natural embedding of
phase spaces. Hence we can always assume that ground
states s are N × M˘ -matrices. Nevertheless, it will be
often more convenient not to fix M = M˘ but to use an
undetermined integer M in the pertinent definitions.
It is well-known that a smooth function of M × N
variables has a vanishing gradient at those points where
it assumes its (local or global) minimum. If the definition
domain of the function is constrained, as in our case,
its gradient no longer vanishes at the minima but will
only be perpendicular to the “constraint manifold”. For
a rigorous account see, e. g., [11]. The resulting equation
reads, in our case,
N∑
ν=1
Jµνsν = −κµ sµ, µ = 1, . . . , N . (13)
Here the κµ are the Lagrange parameters due to the con-
straints (2). This equation is only necessary but not suf-
ficient for s being a ground state. If it is satisfied we call
the corresponding state a ”stationary state” and will re-
fer to (13) as the “stationary state equation” (SSE). This
wording of course reflects the fact that exactly the sta-
tionary states will not move according to the equation
of motion for classical spin systems, see, e. g., [7], but
we will not dwell upon this here. All ground states are
stationary states but there are stationary states that are
not ground states. Let us rewrite (13) in the following
way:
N∑
ν=1
Jµνsν = (κ¯− κµ) sµ − κ¯ sµ = −λµ sµ − κ¯ sµ , (14)
where we have introduced the mean value of the Lagrange
parameters
κ¯ ≡ 1
N
N∑
µ=1
κµ , (15)
and the deviations from the mean value
λµ ≡ κµ − κ¯, µ = 1, . . . , N . (16)
We denote by Λ0 ⊂ Λ the set of vectors λ with com-
ponents (16) resulting from (13) in the case of a ground
state s ∈ P˘ . Later we will prove that Λ0 consists of a
single point Λ0 = {λˆ} but at the moment we will not use
this fact. λ ∈ Λ0 will be called a “ground state gauge”.
It can be used for a gauge transformation Jµν → J(λ)µν
which renders (14) in the form of an eigenvalue equation:
N∑
ν=1
J(λ)µνsν = −κ¯ sµ , (17)
or, in matrix form,
J(λ)s = −κ¯ s . (18)
This means that each column si, i = 1, . . . ,M of the
matrix s will be an eigenvector of the matrix J(λ), λ ∈
Λ0 corresponding to the eigenvalue −κ¯.
Since this situation will occur very often through-
out the paper we will use the abbreviating phrase “ϕ
is an eigenvector of (A, a)” iff the eigenvalue equation
Aϕ = aϕ holds for ϕ 6= 0. We note that a global rota-
tion/reflection s 7→ s′ where s′µi =
∑M
j=1 Rijsµj , R ∈
O(M), does not affect the eigenvalue −κ¯ and the
ground state gauge λ ∈ Λ0. In this sense, the ro-
tational/reflectional degeneracy is factored out by the
present approach.
The connection between the minimal energy Emin and
the eigenvalue −κ¯ is given by
Emin =
N∑
µ,ν=1
Jµν sν · sµ (9)=
N∑
µ,ν=1
J(λ)µν sν · sµ(19)
(17)
= −κ¯
N∑
µ=1
sµ · sµ (2)= −N κ¯ . (20)
It will be instructive to consider the reverse process.
Let si, i = 1, . . . n, be the eigenvectors of J(λ) for some
λ ∈ Λ corresponding to an n−fold degenerate eigenvalue.
Then the eigenvectors need not lead to a spin configura-
tion since
∑n
i=1 s
2
µ,i may depend on µ. If
∑n
i=1 s
2
µ,i is
independent of µ and hence can be taken as 1, the spin
vector will generally be n−dimensional. Even if n ≤ 3,
we have only obtained a stationary state that need not
be a ground state. This illustrates the problems inherent
to a general theory of ground states.
We introduce some more notation. Let λ ∈ Λ be arbi-
trary and s ∈ P˘ be any ground state of the spin system.
Further, let jα(λ) denote the α−th eigenvalue of J(λ)
and jmin(λ) its lowest eigenvalue. Application of the
Rayleigh-Ritz variational principle to the present situa-
5tion yields
Emin =
N∑
µ,ν=1
M∑
i=1
Jµν sν,i sµ,i (21)
(9)
=
N∑
µ,ν=1
M∑
i=1
J(λ)µν sν,i sµ,i (22)
≥ jmin(λ)
N∑
ν=1
M∑
i=1
s2ν,i
(2)
= Njmin(λ) . (23)
We stress that (21)-(23) holds for every gauge λ ∈ Λ, not
only for a ground state gauge. It seems plausible that for
the ground state gauge, i, e. , for λ ∈ Λ0 the inequality
(23) can be replaced by an equality. This is indeed the
case, see Theorem 2, and means that a ground state can
be built from the eigenvectors of (J(λ), jmin(λ)), λ ∈ Λ0.
But it may happen that all ground states obtained in this
way have a dimension greater than 3. We will present an
example in section V. If this is not the case, that is, if
M˘ ≤ 3 we define the spin system to be a “standard” one.
From (21)-(23) it follows that 1NEmin is an upper
bound of the function jmin : Λ −→ R. We will show
below that the function jmin assumes its upper bound at
some λ ∈ Λ.
Let p(λ, x) = det (J(λ)− x1) denote the characteris-
tic polynomial of J(λ). The set
V = V(J) ≡ {(λ, x) ∈ Λ× R | p(λ, x) = 0} (24)
is a “real algebraic variety”, see, e. g., [12] and will be
called the “Lagrange variety” of the classical spin system
under consideration since the parameters (λ, x) are in 1 :
1 relation to the Lagrange parameters κµ, µ = 1, . . . , N
of the SSE (13). The graph of the function jmin : Λ −→ R
is a subset of the Lagrange variety. The points (λ, x)
of V(J) can be divided into two disjoint subsets: (λ, x)
will be called“singular”if the gradient∇p(λ, x) vanishes:
∂p(λ,x)
∂x =
∂p(λ,x)
∂λi
= 0 for i = 1, . . . , N − 1. Otherwise,
(λ, x) will be called “regular”. In the neighbourhood of a
regular point V(J) will be a smooth N − 1 dimensional
manifold embedded into RN and its tangent space at
(λ, x) will be orthogonal to ∇p(λ, x). Note that the van-
ishing of ∂p(λ,x)∂x means that the eigenvalue x of J(λ) is at
least doubly degenerate. In this case we are necessarily
at a singular point of V(J):
Proposition 1 If p(λ, x) = ∂p(λ,x)∂x = 0, then
∂p(λ,x)
∂λi
=
0 for i = 1, . . . , N−1 and hence (λ, x) is a singular point
of V(J).
The proofs of this and following propositions and the-
orems will be given in a separate section VI.
Proposition 2 jmin : Λ −→ R is a concave function,
i. e. , jmin(αλ+(1−α)µ) ≥ α jmin(λ)+ (1−α)jmin(µ)
for all λ,µ ∈ Λ and α ∈ [0, 1].
From this one concludes the following, see [8],
Cor. 10.1.1:
Corollary 1 jmin is a continuous function.
Since the set {jmin(λ)|λ ∈ Λ} is bounded from
above by 1NEmin, see (21)–(23), its supremum ˆ ≡
sup {jmin(λ)|λ ∈ Λ} exists. It can be shown that jmin
assumes this supremum at some set Ĵ :
Proposition 3 The set Ĵ ≡ {λ ∈ Λ|jmin(λ) = ˆ} is a
non-empty compact, convex subset of Λ.
We close this subsection with an elementary example.
Example 1: The dimer (N = 2)
In the antiferromagnetic (AF) case the matrices J and
J(λ) assume the form
J =
(
0 1
1 0
)
, J(λ) =
(
λ 1
1 −λ
)
, (25)
and the characteristic equation of the latter is
det (J(λ) − x1) = x2 − (1 + λ2) = 0. It has the two so-
lutions x± = ±
√
1 + λ2 and hence jmin(λ) = −
√
1 + λ2,
see Figure 1.
FIG. 1: The Lagrange variety V of the AF dimer consists of
two disjoint curves. The lower one is the graph of the function
jmin(λ). It has a smooth maximum at λ = 0 corresponding
to a collinear ground state ↑ ↓.
The function jmin(λ) has a unique maximum at λ =
0 of height ˆ = jmin(0) = −1. At this maximum the
dressed J-matrix assumes the form
J(0) =
(
0 1
1 0
)
, (26)
and has the eigenvector ϕ =
(
1
−1
)
corresponding to the
eigenvalue ˆ = jmin(0) = −1. This yields the collinear
ground state s1 = 1, s2 = −1, symbolically s =↑ ↓.
6In the ferromagnetic case jmin(λ) is unchanged, but at
its maximum the dressed J-matrix assumes the form
J(0) =
(
0 −1
−1 0
)
, (27)
and has the eigenvector ϕ =
(
1
1
)
corresponding to the
eigenvalue ˆ = jmin(0) = −1. This yields the collinear
ground state s1 = 1, s2 = 1, symbolically s =↑ ↑.
B. Degeneracy
We will recapitulate and generalize some notions al-
ready introduced in [7]. As in the previous subsection
let s denote the N × M -matrix with entries sµ,i, µ =
1, . . . , N, i = 1, . . . ,M . Let s⊤ denote the transposed
matrix. For each s ∈ PM we define the “Gram matrix”
G ≡ s s⊤ with entries Gµν = sµ · sν , where · denotes the
usual inner product of RM . Hence G will be a symmet-
ric N ×N -matrix that is positively semi-definite, G ≥ 0,
and satisfies Gµµ = 1 for all µ = 1, . . . , N . Moreover,
rank(G) = rank(s) ≤M .
Conversely, if G is a positively semi-definite N × N -
matrix with rank M ≤ N , satisfying Gµµ = 1 for all
µ = 1, . . . , N . Then the spectral representation of G
yields
G =
M∑
i=1
γiPϕi , (28)
where the γi > 0 are the non-zero eigenvalues and Pϕi
denote the projectors onto the corresponding unit eigen-
vectors ϕi of G, i = 1, . . . ,M . Their matrix entries are
given by
(Pϕi)µν = ϕiµ ϕiν for µ, ν = 1 . . . , N . (29)
Then we define N spin vectors sµ ∈ RM with compo-
nents sµi =
√
γi ϕiµ and conclude
sµ · sν =
M∑
i=1
sµisνi =
M∑
i=1
γiϕiµϕiν
(29)(28)
= Gµν . (30)
Moreover, the sµ are unit vectors since sµ · sµ = Gµµ = 1
for µ = 1, . . . , N .
The correspondence between spin configurations s ∈
PM and Gram matrices G is many-to-one: Let R ∈
O(M), then the two configurations sµ and R sµ, µ =
1, . . . , N will obviously yield the same Gram matrix. Ac-
tually, this is the only possibility where two configura-
tions have the same G according to the following
Proposition 4 Let s(i) ∈ PM , i = 1, 2, be two spin con-
figurations satisfying
s
(1)
µ · s(1)ν = s(2)µ · s(2)ν for all µ, ν = 1, . . .N , then
there exists a rotation/reflection R ∈ O(M) such that
s
(2)
µ = R s
(1)
µ for all µ = 1, . . .N .
Hence the representation of spin configurations by
Gram matrices exactly removes the “trivial” rota-
tional/reflectional degeneracy of possible ground states;
the set of Gram matrices is in 1 : 1 correspondence with
the set of O(M)-equivalence classes of states. We note
in passing that the energy H(s) of a spin configuration s
may be written in a linearized form by using the Gram
matrix as H(s) = Tr (GJ).
Next we want to give a more precise definition of the
phrase that a spin configuration s can be built from the
vectors of some eigenspace S of J(λ) or, equivalently,
that s is “living on S”. To this end we consider a general
linear subspace S ⊂ RN and define:
Definition 1 1. S is called “M -elliptic” iff there ex-
ists an s ∈ PM such that its columns si, i =
1, . . . ,M are elements of S.
2. If S is M -elliptic we define
PM,S ≡ {s ∈ PM |si ∈ S for all i = 1, . . . ,M }.
3. S is called “elliptic” iff it is M -elliptic for some
integer M ≥ 1.
4. S is called “completely elliptic” iff there exists an
s ∈ PM such that its columns si, i = 1, . . . ,M are
elements of S, and moreover, dim s = dim S =
M .
Example 2
In order to illustrate the wording of Definition 1 we
consider a system of N = 6 spins with J-matrix
J =

0 1 2 −1 −1 1
1 0 −1 2 −1 1
2 −1 0 1 1 −1
−1 2 1 0 1 −1
−1 −1 1 1 0 2
1 1 −1 −1 2 0
 (31)
Its lowest eigenvalue is jmin = −4 with a two-dimensional
eigenspace S spanned by the column vectors of the matrix
W =

1 0
−1 1
−1 0
1 −1
0 1
0 −1
 . (32)
The six row vectors ofW lie on the ellipse x2+y2+x y =
1, see Figure 2. It can be shown that S is also elliptic in
the sense of the Definition 1: Defining
Γ ≡
 √2+√32 √2−√32√
2−√3
2
√
2+
√
3
2
 , (33)
7we can show that another basis of S is given by the col-
umn vectors of s =W Γ:
s =

√
2+
√
3
2
√
2−
√
3
2− 1√
2
1√
2
− 12
√
2 +
√
3 14
(√
2−√6)
1√
2
− 1√
2√
2−√3
2
√
2+
√
3
2
1
4
(√
2−√6) − 12√2 +√3

, (34)
such that the six rows of s are unit vectors.
For general M -dimensional elliptic subspaces spanned
by the columns of some matrix W the corresponding
row vectors will lie on a centralM -dimensional ellipsoid,
in general not unique, that can be transformed into
a unit sphere by some linear symmetric transformationΓ.
FIG. 2: The six row vectors of the matrix (32) the two column
vectors of which span an elliptic subspace. All six vectors lie
on the (red) ellipse defined by x2 + y2 + x y = 1.
Returning to the general case we will show that any
elliptic subspace S′ ⊂ RN contains a completely elliptic
subspace S ⊂ S′ with the same set of states living on the
two subspaces:
Proposition 5 Let S′ ⊂ RN be M ′-elliptic. Then there
exists a completely elliptic subspace S ⊂ S′ with dim S =
M and PM ′,S′ = PM,S.
According to this proposition we may confine ourselves
to the case of a completely elliptic subspace S. We want
to analyze the set PM,S . Let us assume that a basis of
S is given and the M basis vectors are written as the
column vectors of an N ×M -matrix W . S being (com-
pletely) elliptic then entails the condition that some spin
configuration (sµ)µ=1,...,N can be obtained by a linear
combination of the Wµi:
sµj =
M∑
i=1
Wµi Γij , µ = 1, . . . , N, j = 1, . . . ,M , (35)
or, in matrix notation,
s =W Γ . (36)
The corresponding Gram matrix is G = s s⊤ =
WΓΓ⊤W⊤. Then the condition that the sµ are unit
vectors can be written as
1 = Gµµ =
(
WΓΓ⊤W⊤
)
µµ
, µ = 1, . . . , N . (37)
With the definition ∆ ≡ ΓΓ⊤ ≥ 0 this condition assumes
the form
1 =
(
W ∆W⊤
)
µµ
=
M∑
i,j=1
WµiWµj∆ij , µ = 1, . . . , N ,
(38)
and can be considered as a system of N inhomogeneous
linear equations for the 12M(M +1) unknown entries ∆ij
of a symmetricM ×M matrix. Its solution set will be an
affine subspace of R
1
2
M(M+1), where the latter space will
be identified with SM(M), the space of all real, sym-
metric M ×M matrices. The condition ∆ ≥ 0 restricts
the solution set of (38) to a compact convex subset of
R
1
2
M(M+1) that is, by definition, non-empty for elliptic
subspaces S. We will refer to the system of equations
(38) together with the condition that ∆ ≥ 0 as the “ad-
ditional degeneracy equation” (ADE). Its set of solutions
∆ ≥ 0 will be denoted by SADE . It can be shown that
G = W ∆W⊤ describes a 1 : 1 correspondence between
the points of SADE and the Gram matrices of spin con-
figurations living on S.
Consider an arbitrary solution ∆ ∈ SADE . Then there
exists the square root γ such that ∆ = γ2, γ ≥ 0 and
s ≡ W γ will be a spin configuration living on S. Any
other spin configuration s¯ with the same Gram matrix
G = W ∆W⊤ must be of the form s¯ = sR, with R ∈
O(M), see Proposition 4, and hence
s¯ =W γ R =W
√
∆R . (39)
The latter equation nicely captures the separation of the
degeneracy of ground states into rotational/reflectional
degeneracy represented by R and the additional degen-
eracy represented by ∆. This separation anticipates
the result that the Lagrange parameters of the ground
state are unique, Λ0 = {λˆ}. Otherwise we would have
a third kind of “anomalous” degeneracy. But note that
the result Λ0 = {λˆ} will only be proven in the sense of
admitting M -dimensional ground states. Insisting of the
8condition that M ≤ 3 for physical ground states would
open the possibility for anomalous degeneracy.
We will further investigate the degree of additional de-
generacy. According to the assumption of complete ellip-
ticity there exists some s ∈ PM,S with dim s =M . Such
an s living on a completely elliptic subspace will be called
a state of “maximal dimension”. It follows that in the
above representation s = W Γ the matrix Γ must have
the rank M . Let ∆0 = ΓΓ
⊤, then also rank ∆0 = M
which implies ∆0 > 0. The latter is equivalent to ∆0
lying in the interior of the convex set SADE .
Now consider the homogeneous linear system of equa-
tions corresponding to (38):
0 =
(
W ∆W⊤
)
µµ
=
M∑
i,j=1
WµiWµj∆ij = Tr (Pµ∆) ,
(40)
for all µ = 1, . . . , N , where the rank 1 matrices Pµ are de-
fined by (Pµ)ij ≡ WµiWµj , i, j = 1, . . . ,M . The Pµ are
the projectors onto the 1-dimensional subspaces spanned
by the µ-th row Wµ of W multiplied by ‖Wµ‖2.
Recall that SM(M) denotes the M(M + 1)/2-
dimensional space of all real, symmetricM×M -matrices.
It will be equipped with the inner product 〈A |B〉 =
Tr AB . SM+(M) ⊂ SM(M) denotes the closed,
convex cone of positively semi-definite matrices. Fur-
ther, let P be the subspace of SM(M) spanned by the
Pµ, µ = 1, . . . , N, with dimension dim P = p. Then (40)
says that ∆ is lying in the orthogonal complement P⊥ of
P in SM(M). Since the general solution of (38) can be
written as the sum of ∆0 and the general solution of (40)
we have the following result:
Proposition 6 With the preceding definitions, the set
of solutions ∆ ≥ 0 of the ADE is the convex set
SADE =
(
∆0 + P
⊥) ∩ SM+(M) and has the dimension
d ≡M(M + 1)/2 − p = dim P⊥.
According to this Proposition d will be called the “degree
of additional degeneracy” or simply the “degree” of the
matrixW the columns of which span an elliptic subspace
S. It vanishes, i. e. , ∆ is unique iff the Pµ, µ = 1, . . . , N
span the total space SM(M). p will be called the “co-
degree”ofW . We will also speak of the“degree d of s”and
the “co-degree p of s” in the case of a state s of maximal
dimension M living on a completely elliptic subspace.
It can be shown that the co-degree is never smaller
than the dimension:
Proposition 7 M ≤ p ≤ N .
We close this subsection with two elementary exam-
ples.
Example 3: The AF equilateral triangle (N = 3)
The AF equilateral spin triangle can be described by
the Hamiltonian
H = 2(s1 · s2 + s2 · s3 + s3 · s1) , (41)
and is the simplest example of a “frustrated”spin system.
This means that its ground state does not minimize each
term of (41). This ground state is realized by any co-
planar spin configuration with a mutual angle of 2π/3
between any two spin vectors. Hence it is essentially
unique. We will use this well-known system to illustrate
the considerations of this subsection.
First we note that J(λ) assumes the form
J(λ) =
 λ1 1 11 λ2 1
1 1 −λ1 − λ2
 , (42)
which leads to the characteristic equation
0 = det (J(λ)− x1) (43)
= 2− λ1λ2(λ1 + λ2)− x3 + x
(
λ21 + λ1λ2 + λ
2
2 + 3
)
.
(44)
It follows that jmin(λ) has its maximum ˆ at a singular
point of the Lagrange variety V corresponding to λ = 0
and the doubly degenerate eigenvalue ˆ = jmin(0) = −1,
see Figure 3.
FIG. 3: The two lowest eigenvalues jmin(λ) and j2(λ) of the
dressed J-matrix for the AF equilateral triangle. jmin(λ) has
its maximum at the singular point λ = 0 where the La-
grange variety V can locally be approximated by a double
cone (shown in red color). The coplanar ground state (50) is
living on the corresponding eigenspace of (J(0), jmin(0)).
A basis of the eigenspace of (J(0),−1) is given by the
9two column vectors of
W =
 −1 −10 1
1 0
 . (45)
The solution of the corresponding ADE (38) is unique
and given by
∆ =
(
1 − 12− 12 1
)
. (46)
Its square root
√
∆ =
 √2+√32 14 (√2−√6)
1
4
(√
2−√6) √2+√32
 (47)
leads to
s =W
√
∆ =

− 1√
2
− 1√
2
1
4
(√
2−√6) √2+√32√
2+
√
3
2
1
4
(√
2−√6)
 . (48)
This is indeed a ground state of (41) albeit in an un-
usual form. To obtain a more familiar representation we
multiply (48) with the rotation matrix
R =
(
− 1√
2
1√
2
− 1√
2
− 1√
2
)
(49)
and obtain
s¯ =W
√
∆R =
 1 0− 12 −√32
− 12
√
3
2
 . (50)
The preceding example illustrates the construction of
ground states from an elliptic eigenspace, but it does not
show any additional degeneracy since d = 0. Hence we
will provide another example where additional degener-
acy occurs.
Example 4: The AF bow tie (N = 5)
The AF “bow tie” consists of two corner-sharing trian-
gles, see Figure 4, and can be described by the Hamilto-
nian
H = 2(s1 ·s2+s1 ·s3+s2 ·s3+s3 ·s4+s3 ·s5+s4 ·s5) , (51)
that can be viewed as the sum of two triangle Hamilto-
nians H1, H2 of the kind (41) considered in Example 3.
It is possible to minimize H1 and H2 simultaneously, for
example by the co-planar ground state indicated in Fig-
ure 4. Moreover, one can rotate the spins with number 1
and 2 about the axis of the central spin with number 3
independently of the remaining spins with number 4 and
FIG. 4: The AF bow tie and a co-planar ground state indi-
cated by arrows with a mutual angle of 2π/3 between neigh-
boring spins.
5. This yields a one-parameter family of ground states
that are not O(3)-equivalent and hence an example of
additional degeneracy of degree 1.
It remains to show how these facts about the bow tie’s
ground states are reproduced by the present theory. First
consider the dressed J-matrix of the form
J(λ) =

λ1 1 1 0 0
1 λ2 1 0 0
1 1 λ3 1 1
0 0 1 λ4 1
0 0 1 1 −λ1 − λ2 − λ3 − λ4
 . (52)
We have to find a λ ∈ Λ such that jmin(λ) assumes its
maximum. The present theory does not provide a silver
bullet to fulfill this task in general and we do not want
to anticipate the results of subsection II C concerning the
ground state gauge for fused spin systems. One possibil-
ity to tackle the problem would be to find any ground
state by whatever means (numerical or analytical) and
to calculate its Lagrange parameters according to (13).
Sometimes it will be possible to estimate the exact values
from its numerical approximations. In our case we sim-
ply take the co-planar ground state indicated in Figure 4
and obtain the corresponding λ as
λ3 =
4
5
, λ1 = λ2 = λ4 = λ5 = −1
5
. (53)
This leads to the maximal eigenvalue ˆ = jmin(λ) = − 65 .
It turns out that for these values the eigenspace of
(J(λ), ˆ) has the dimension M = 3. A basis of it is given
by the column vectors of the following matrix
W =

1 1 −1
0 0 1
−1 −1 0
0 1 0
1 0 0
 . (54)
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The rank 1 matrices Pµ, µ = 1, . . . , 5 generated by
the rows of W span a 5-dimensional subspace of SM(3).
Hence Proposition 6 yields an additional degeneracy of
degree
d =
M(M + 1)
2
− p = 3× 4
2
− 5 = 1 . (55)
In accordance with this the ADE (38) has a one-
parameter family ∆(δ) of solutions
∆(δ) =
 1 − 12 δ− 12 1 12 − δ
δ 12 − δ 1
 . (56)
FIG. 5: For the AF bow tie the eigenvalues of ∆(δ) are non-
negative for − 1
2
≤ δ ≤ 1.
The eigenvalues of ∆(δ) are shown in Figure 5. It fol-
lows by inspection, and can easily be derived analytically,
that ∆(δ) ≥ 0 for −1/2 ≤ δ ≤ 1. For −1/2 < δ < 1,
∆(δ) represents a one-parameter family of 3-dimensional
ground states, whereas at the endpoints of the interval
[−1/2, 1] the rank of ∆(δ) and hence the dimension of the
corresponding ground states is reduced to 2. This com-
plies with the geometric picture of additional degeneracy
of the bow tie’s ground states sketched above.
To further confirm the accordance between the geomet-
ric picture and the theory’s results we give the result for
the Gram matrix G(δ) = W ∆(δ)W⊤ of the considered
one-parameter family:
G(δ) =

1 − 12 − 12 δ 12 − δ− 12 1 − 12 12 − δ δ− 12 − 12 1 − 12 − 12
δ 12 − δ − 12 1 − 12
1
2 − δ δ − 12 − 12 1
 . (57)
Recall the Gµν = sµ · sν , µ, ν = 1, . . . , 5. One observes
that the mutual scalar products are constant within
the triangles (1, 2, 3) and (3, 4, 5) and assume the value
cos 2π/3 = −1/2 corresponding to the triangle’s ground
state considered in Example 2. Only the scalar products
between the two groups (1, 2) and (4, 5) vary with δ as
it must be if the corresponding spins are independently
rotated.
C. Fusion
This subsection contains some results on a generaliza-
tion of Example 4 in connection with the Lagrange vari-
ety approach. It illustrates some aspects of this approach
but will not be presupposed in the following sections.
The bow tie example is an instance of the general pro-
cess of “fusing” two spin systems. By this we mean the
union of two spin systems that are disjoint except for a
single spin. In the Example 4 we may consider two tri-
angles with spin numbers (1, 2, 3) and (3, 4, 5) with the
common spin number 3. The bow tie then results from
the union (1, 2, 3, 4, 5), see Figure 4.
Returning to the general case we denote by Σ1 =
(1, . . . , N1) and Σ2 = (N1, . . . , N1 + N2 − 1) two sets
of spin numbers that are disjoint except for the com-
mon spin with number N1 and by Σ = (1, . . . , N1, N1 +
1, . . . , N) their fusion, where N ≡ N1 + N2 − 1. The
corresponding Hamiltonians are
H1 =
N1∑
µ,ν=1
J (1)µν sµ · sν , (58)
H2 =
N∑
µ,ν=N1
J (2)µν sµ · sν , (59)
H =
N∑
µ,ν=1
Jµν sµ · sν, (60)
where
Jµν =
 J
(1)
µν : 1 ≤ µ, ν ≤ N1,
J
(2)
µν : N1 ≤ µ, ν ≤ N,
0 : otherwise.
(61)
We will also speak of the “large spin system”, correspond-
ing to Σ and of the two “subsystems”, corresponding to
Σ1 and Σ2, without danger of misunderstanding. Let
s
(1)
µ , µ = 1, . . . , N1, and s
(2)
µ , µ = N1, . . . , N, be states
of the two subsystems. A usual, we consider the s(i) as
Ni×Mi-matrices. Let S(i) be theN×(M1+M2)-matrices
obtained by copying the s(i) into the larger matrix and
padding the remaining entries by zeroes such that all rows
of S(1) are orthogonal to all rows of S(2):
S
(1)
µ,i ≡
{
s
(1)
µ,i : 1 ≤ µ ≤ N1 and 1 ≤ i ≤M1,
0 : otherwise,
(62)
S
(2)
µ,i ≡
{
s
(2)
µ,i−M1 : N1 ≤ µ ≤ N and M1 < i ≤M1 +M2,
0 : otherwise.
(63)
Then there exists an R ∈ O(M1 +M2) such that
RS
(2)
N1
= S
(1)
N1
. (64)
We set
S¯(2)ν ≡ RS(2)ν , ν = N1, . . . , N , (65)
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and
sµ ≡
{
S
(1)
µ : 1 ≤ µ ≤ N1,
S¯
(2)
µ : N1 ≤ µ ≤ N,
(66)
for all µ = 1, . . .N . Obviously, s is a state of the large
spin system that will be called the “fusion” of the states
s(1) and s(1). The fusion of two states is not unique since
there are many rotations/reflections R ∈ O(M1 + M2)
satisfying (64). Recall that this non-uniqueness leads to
the additional degeneracy in the bow tie Example 4. We
have the following results:
Proposition 8 Under the preceding definitions the fol-
lowing holds:
(i) If s(1) and s(1) are ground states of H1 and H2,
resp. , and s is a fusion of s(1) and s(2), then s will
be a ground state of H.
(ii) Every ground state s of H can be obtained by a
fusion of two ground states s(1) and s(2) of H1 and
H2, resp. .
Proposition 9 Let the ground states s(i) of Hi be of
maximal dimension Mi for i = 1, 2. Then there exists
a fusion s of s(1) and s(2) that is a ground state of max-
imal dimension M of H. Let d denote its degree and
p its co-degree and analogously di the degree and pi the
co-degree of s(i) for i = 1, 2. Then the following holds:
(i) M =M1 +M2 − 1,
(ii) p = p1 + p2 − 1,
(iii) d = d1 + d2 + (M1 − 1)(M2 − 1).
In the bow tie example 4 we have indeedM = 2+2−1 =
3, p = 3 + 3− 1 = 5 and d = 0 + 0 + 1× 1 = 1.
Of course, the fusion process can be iterated and yields
some kind of tree-like spin structures. But not every sys-
tem of corner-sharing triangles can be obtained by itera-
tive fusions of triangles, e. g., the cuboctahedron.
We want to show in more details how the fusion pro-
cess complies with the Lagrange variety approach. First,
it will be obvious how to define the fusion of the corre-
sponding J-matrices, J(1) and J(2) such that J contains
J
(1) and J(2) as sub-matrices. From this it follows that
the Lagrange parameters κ occurring in (13) will be ad-
ditive,
κ = κ(1) + κ(2) , (67)
taking into account the embedding of the two sets of spin
numbers Σ1 and Σ2 into Σ = {1, . . . , N}. Consequently,
κ¯ =
1
N
(
N1 κ¯
(1) +N2 κ¯
(2)
)
, (68)
λµ = κ
(1)
µ + κ
(2)
µ − κ¯, (69)
Emin = −N κ¯ = −N1 κ¯(1) −N2 κ¯(2) (70)
= E
(1)
min + E
(2)
min. (71)
The latter equation is also obvious from the equation
H = H1 +H2 and the possibility to minimize each term
independently.
Equation (69) implies that the ground state gauge pa-
rameters λµ will not be additive, i. e. , λµ 6= λ(1)µ + λ(2)µ .
This will be illustrated by reconsidering the bow tie ex-
ample 4. Here we have
κ
(1)
1 = κ
(1)
2 = κ
(1)
3 = 1, κ
(1) = 1, λ(1)µ = 0, (72)
κ
(2)
3 = κ
(2)
4 = κ
(2)
5 = 1, κ
(2) = 1, λ(2)µ = 0, (73)
κ1 = κ2 = κ4 = κ5 = 1, κ3 = 2, (74)
κ¯
(68)
=
1
5
(3× 1 + 3× 1) = 6
5
, (75)
λ1 = λ2 = λ4 = λ5 = 1− 6
5
= −1
5
, (76)
λ3 = 1 + 1− 6
5
=
4
5
, (77)
in accordance with (53).
III. ELLIPTIC POINTS OF THE LAGRANGE
VARIETY
This section is rather technical in character but it
is crucial for the following section IV on existence and
uniqueness of ground states.
We again consider an N × M -matrix s with N row
vectors sµ and M column vectors si and reconsider the
SSE (13) written in the form of an eigenvalue equation
J(λ) si = −κ¯ si, for i = 1, . . . ,M, (78)
where
sµ · sµ = 1, for µ = 1, . . . , N . (79)
Hence to each solution of (78),(79) there belongs a point
(λ,−κ¯) of the Lagrange variety V , see (24), such that
the eigenspace of (J(λ),−κ¯) is elliptic and vice versa.
We will call such points of V “elliptic”. It is the aim of
the present section to closer characterize elliptic points
of V .
Let the symbol D denote the vector D =
(D1, D2 . . . , DN ) of diagonal matrices defined by
(Dµ)ij ≡ δµiδij , for all µ, i, j = 1, . . . , N . (80)
Note that
J(λ) = J(0) +D · λ , (81)
which will be used below in the application of perturba-
tion theory.
Now we consider a general point (λ, x) ∈ V and the
eigenspace S of (J(λ), x). Let S1 ≡ {ϕ ∈ S| ‖ϕ‖ = 1}. It
follows that for all ϕ ∈ S1 the function
hϕ : Λ −→ R
hϕ(µ) ≡ 〈ϕ |D · µ|ϕ〉 (82)
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will be linear. Hence its graph will be a hyperplane of
Λ×R containing the origin (0, 0). Further it follows that
the “super-graph” of hϕ,
H+ϕ ≡ {(µ, y) ∈ Λ ×R |y ≥ 〈ϕ |D · µ|ϕ〉} (83)
will be an upper closed half-space of Λ×R. Analogously,
the “sub-graph” of hϕ,
H−ϕ ≡ {(µ, y) ∈ Λ×R |y ≤ 〈ϕ |D · µ|ϕ〉} (84)
will be a lower closed half-space of Λ×R such that
H−ϕ = −H+ϕ .
Next we define the upper cone C+(λ, x) and the lower
cone C−(λ, x) by
C+(λ, x) ≡
⋂
ϕ∈S1
H+ϕ , (85)
C−(λ, x) ≡
⋂
ϕ∈S1
H−ϕ = −C+(λ, x) . (86)
Both cones are closed convex cones in the sense of [8]. It
may be helpful to appeal to the analogy with the forward
and backward light cone in special relativity, but note
that the above-defined cones will not be elliptic ones ex-
cept for special cases as given by Example 3, see Figure
3.
We thus have attached to each point (λ, x) of the La-
grange variety V two cones C+(λ, x) and C−(λ, x). Recall
that at a regular point (λ, x) of V the eigenspace S of
(λ, x) will be one-dimensional, see Proposition 1, hence
there is only one function hϕ, ϕ ∈ S1, since hϕ = h−ϕ.
It follows that C+(λ, x) = H+ϕ , i. e. , the upper cone
degenerates to an upper closed half-space, analogously
for C−(λ, x) = H−ϕ . In contrast to this, the degenerate
points of V will always have proper cones.
Definition 2 Let (λ, x) be a point of the Lagrange vari-
ety V. The upper cone C+(λ, x) will be called “vertical”
iff it is contained in the upper closed half-space H+,
C+(λ, x) ⊂ H+ ≡ {(µ, y)|µ ∈ Λ and y ≥ 0} , (87)
This is, of course, equivalent to the statement that
C−(λ, x) ⊂ H− ≡ {(µ, y)|µ ∈ Λ and y ≤ 0} , (88)
and hence also in this case the lower cone will be called
“vertical”. Without danger of confusion we will also say
that the point (λ, x) of V is “vertical” iff one of the above
conditions is satisfied.
It will be in order to closer examine the geometrical
meaning of the upper (lower) cones. To this end consider
(λ, x) ∈ V and S being the eigenspace of (J(λ), x), such
that n ≡ dimS > 1. Let Q denote the projector onto S.
We fix some µ ∈ Λ, µ · λ = 0 and define L0 ≡ {αµ|α ∈
R}. Further consider the eigenvalues xi(ǫ), i = 1, . . . , n
of J(λ+ǫµ). These eigenvalues are obtained in the order
FIG. 6: Schematic representation of the intersection of the
upper/lower cone C±(λ, x) with some plane L0 × R. It is
bounded by the two dashed lines y = ǫ amin and y = ǫ amax
obtained by perturbation theory, see (90) and (91). The eigen-
values xi(ǫ), i = 1, . . . , n, are given by the continuous (red
and blue) curves, where we have chosen n = 2 for the sake of
simplicity. Note also that the shown intersection is typical for
vertical cones, see (92).
O(ǫ) by first order degenerate perturbation theory that
is usually treated in textbooks on quantum theory. For a
mathematically rigorous account, see, e. g., [13], chapter
11. According to this theory the eigenvalues xi(ǫ), i =
1, . . . , n in a neighbourhood of ǫ = 0 analytically depend
on ǫ and satisfy
xi(ǫ) = x+ ǫ〈ϕi|D · µ|ϕi〉+O(ε2) , (89)
where (ϕi)i=1,...,n is some eigenbasis of QD · µQ. Of
course, the eigenvalues of QD · µQ may still be par-
tially degenerate and accordingly the eigenbasis may
not be unique. Geometrically speaking, the tangents
to the curves ǫ 7→ xi(ǫ) at (0, x) have the slope ai ≡
〈ϕi|D · µ|ϕi〉. Let amin = Min{ai|i = 1, . . . , n} and
amax = Max{ai|i = 1, . . . , n} denote the extremal slopes.
These are connected to the upper and lower cone as fol-
lows, see also Figure 6:
C+(λ, x) ∩ (L0 ×R) = {(ǫµ, y) ∈ (L0 ×R) |y ≥ ǫ amax
and y ≥ ǫ amin} . (90)
Analogously,
C−(λ, x) ∩ (L0 ×R) = {(ǫµ, y) ∈ (L0 ×R) |y ≤ ǫ amax
and y ≤ ǫ amin} . (91)
Especially, C±(λ, x) is vertical iff for all µ ∈ Λ such that
µ · λ = 0 we have
amin ≤ 0 ≤ amax . (92)
Now we can formulate the main result of this section.
Theorem 1 A point (λ, x) of the Lagrange variety V is
elliptic iff it is vertical.
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The main application of this theorem will be given in sec-
tion IV where we consider the case that jmin(λ) assumes
its maximum ˆ at some λ ∈ Ĵ . Then it follows that
(λ, ˆ) ∈ V is vertical and hence Theorem 1 assures the
existence of a ground state s that lives on the eigenspace
of (J(λ), ˆ). However, if dim(s) > 3 for all such ground
states we have to look for other solutions of the SSE in
order to find physical ground states, but in this case The-
orem 1 is still helpful since it says that we only have to
look at vertical points of V .
IV. EXISTENCE AND UNIQUENESS OF
GROUND STATES
The headline of this section must not be understood
literally, since the existence of ground states is almost
trivial and they are not unique already due to rota-
tional/reflectional degeneracy. What we rather mean
is that (1) there exists a ground state s living in the
eigenspace S of (J(λ), jmin(λ)) for all λ ∈ Ĵ ⊂ Λ and
(2) that Ĵ consists of a single point, Ĵ = {λˆ}. Recall that
according to Proposition 3 the function jmin(λ) assumes
its maximum ˆ at some compact, convex set Ĵ ⊂ Λ. The
price that we have to pay for proving these results is that
dim (s) may be larger than 3 for all s living on S and
that one has to look for other elliptic/vertical points of
V in order to find physical ground states.
We then state the first result:
Theorem 2 All points (λ, ˆ) ∈ V are elliptic for λ ∈ Ĵ .
For the proof it suffices to note that (92) is necessary
in order that jmin(λ) assumes its maximum at λ ∈ Ĵ .
Hence (λ, ˆ) is vertical and, by Theorem 1, also elliptic,
i. e. , there exists a ground state s living on S. Hence
the set Λ0 introduced after (16) is shown to be identical
with Ĵ .
The second result of this section is
Theorem 3 Ĵ consists of a single point, Ĵ = {λˆ}.
We have already pointed out that Theorem 3 in a
sense restricts the degeneracy of ground states to rota-
tional/reflectional degeneracy and additional degeneracy
as defined in section II B. Here we will explain some con-
sequences for symmetric spin systems although a system-
atic account of these is beyond the realm of the present
paper. Let Π ∈ O(N) denote the linear representation of
some permutation π ∈ SN generated by accordingly per-
muting the standard basis of RN and SN be the group of
such Π. Let Gr be the group of “symmetries” of a given
spin system defined by
Gr ≡ {Π ∈ SN | ΠJ = JΠ} . (93)
The corresponding subgroup of SN will be denoted by Gr.
It follows that Π ∈ Gr operates on Λ via ΠJ(λ)Π−1 =
J(λ′) where λ′µ = λpi−1(µ), µ = 1, . . . , N . Moreover, Ĵ
will be invariant under this action and hence, by Theorem
3, λˆ will be a fixed point. Especially, consider the case
where Gr operates transitively on the components of λ ∈
Λ, which is equivalent to the condition that for all µ =
1, . . . , N there exists a π ∈ Gr such that π(1) = µ. Then
it follows that λˆ = 0 since this is the only fixed point of
the action of Gr.
This explains why λˆ = 0 in the triangle example 3,
where the symmetry group is D3, isomorphic to S3. In
contrast, in the bow tie example 4, the symmetry group
Gr is generated by the permutations (2, 3), (4, 5), and
(2, 4)(3, 5). It does not operate transitively on {1, . . . , N}
and hence λˆ cannot be determined by pure symmetry
considerations. We can only conclude that λˆ2 = λˆ3 =
λˆ4 = λˆ5 and thus restrict the domain of possible λˆ to a
one-parameter family.
The linear representation Π of a permutation π ∈ SN
also operates on states s in a natural way by permut-
ing the spin vectors sµ, µ = 1, . . . , N . Let us write this
action by s 7→ Π s. The corresponding action on Gram
matrices is given by G = s s⊤ 7→ Πs s⊤Π⊤ = ΠGΠ⊤.
If Π is a symmetry of the spin system, i. e., commutes
with J, it follows that the set of ground states of J is
invariant under the action of Π. If the ground state is
essentially unique, as in the above triangle example 3, we
conclude that for all Π ∈ Gr there exists an R ∈ O(M)
such that Π s = sR. This means that the permutation
of the spin numbers can be compensated by some ro-
tation/reflection. For the triangle example 3 the cyclic
shift of the spin numbers is compensated by a suitable
rotation with the angle 2π/3. An equivalent criterion
would be that the Gram matrix G commutes with Π. In
the publication [7] ground states with this property have
been called “symmetric ground states”. This means that
each ground state has the full symmetry of the whole
spin system. In general, this will not be the case: If s is
a ground state and Π ∈ Gr a symmetry, then Π s will be
another ground state but it need not be O(M)-equivalent
to s. If this occurs one says that the symmetry is broken.
We can prove the existence of symmetric ground states
without any assumption on the symmetry group Gr:
Theorem 4 There exists a ground state with Gram ma-
trix G˙ such that G˙ = Π G˙Π⊤ for all Π ∈ Gr.
If the spin system is a finite representative of a spin lattice
by adopting periodic boundary conditions its symmetry
group Gr will contain the Abelian subgroup of transla-
tions T . T -symmetrical states are sometimes called “spi-
ral states” or “helical states” depending on their dimen-
sion. Hence the above theorem guarantees the existence
of M -dimensional spiral states that is also investigated
in the Ref. [1]–[6] using a completely different method.
We will close this section with an example possessing
a large symmetry group and symmetric ground states as
well as ground states with broken symmetry.
Example 5: The almost uniform AF octagon (N = 8)
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FIG. 7: The almost uniform AF octagon where each spin is
coupled to each other except the opposite one. A co-planar,
symmetric (“spiral”) ground state is indicated by small arrows.
The spin system shown in Figure 7 can be described
by the undressed J-matrix
J =

0 1 1 1 0 1 1 1
1 0 1 1 1 0 1 1
1 1 0 1 1 1 0 1
1 1 1 0 1 1 1 0
0 1 1 1 0 1 1 1
1 0 1 1 1 0 1 1
1 1 0 1 1 1 0 1
1 1 1 0 1 1 1 0

(94)
The ground states that can be found numerically by
the computer program sketched in the Introduction seem
to form a 2-dimensional family of 3-dimensional states
having a ground state energy of Emin ≈ −16.0 . . .. The
energy of the collinear state a =↑ ↓ ↑ ↓ ↑ ↓ ↑ ↓, is exactly
E = −16, which leads to the conjecture Emin = −16.
We now apply the present theory to the system under
consideration. The symmetry group of (94) is D8 and
hence operates transitively on the spin sites. According
to the above considerations we conclude λˆ = 0. The
lowest eigenvalue jmin(0) of J(0) is −2, corresponding
to a ground state energy Emin = −2 × 8 = −16. It has
a 3-fold degenerate eigenspace spanned by the 3 columns
of the matrix
W =

−1 −1 −1
0 0 1
0 1 0
1 0 0
−1 −1 −1
0 0 1
0 1 0
1 0 0

. (95)
FIG. 8: The triangular region of parameters (x, y) leading to a
solution ∆(x, y) ≥ 0 of the ADE and hence to ground states of
the spin system displayed in Figure 7. The dashed red line in-
dicates those point that lead to symmetric ground states. The
three vertices of the triangle correspond to collinear ground
states a, b and c.
The corresponding ADE (38) has the 2-parameter fam-
ily of solutions
∆(x, y) =
 1 x yx 1 −x− y − 1
y −x− y − 1 1
 . (96)
Moreover, det∆(x, y) = −2(x + 1)(y + 1)(x + y). From
this it follows that the domain ∆(x, y) ≥ 0 is formed
by the triangle in the x − y-plane bounded by the
lines x = −1, y = −1, and x + y = 0, see Figure 8.
In the interior of the triangle we have 3-dimensional
ground states parametrized by x and y such that the
corresponding Gram matrix has the form
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G(x, y) =

1 x y −x− y − 1 1 x y −x− y − 1
x 1 −x− y − 1 y x 1 −x− y − 1 y
y −x− y − 1 1 x y −x− y − 1 1 x
−x− y − 1 y x 1 −x− y − 1 y x 1
1 x y −x− y − 1 1 x y −x− y − 1
x 1 −x− y − 1 y x 1 −x− y − 1 y
y −x− y − 1 1 x y −x− y − 1 1 x
−x− y − 1 y x 1 −x− y − 1 y x 1

.
(97)
At the three edges of the triangle, i. e. , for the values
x = −1, −1 < y < 1 or y = −1, −1 < x < 1 or
−1 < x = −y < 1 we have co-planar ground states as,
for example, indicated in the Figure 7. The three vertices
of the triangle correspond to the collinear ground states
a =↑ ↓ ↑ ↓ ↑ ↓ ↑ ↓, , b =↑ ↑ ↓ ↓ ↑ ↑ ↓ ↓, and c =↑ ↓ ↓ ↑ ↑ ↓ ↓, ↑.
In general G(x, y) does not commute with the cyclic
shift matrix C that is the linear representation of the
cyclic permutation π = (12345678) ∈ S8. This can be
confirmed by inspection of (97), since [G(x, y), C] = 0
means that the secondary diagonals of G(x, y) should be
constant, even if they are extended periodically. Matrices
with this property are called “circulants”, see [13]. A de-
tailed calculation yields C−1G(x, y)C = G(−1−x−y, y).
This implies that only the points (x, y) of the triangle
satisfying the equation y = −1 − 2x lead to circulant
Gram matrices G(x, y) and hence to symmetric ground
states. The special symmetric co-planar ground state
corresponding to the point (x = 0, y = −1) is indicated
in Figure 7 by small arrows attached to the spin sites.
Only the collinear ground state a is symmetric, whereas
b and c are interchanged by the cyclic shift.
The present example serves to illustrate the following
points:
• It is an example of a system with a large symmetry
group and ground states with broken symmetry as
well as symmetric ground states,
• It has ground states of all physical dimensions 1, 2
and 3,
• It is frustrated and has nevertheless collinear
ground states,
• It has an additional degeneracy of degree 2 that
is not due to an independent rotation of the spin
vectors of some subgroup,
• It shows how the present theory works for an exam-
ple of medium complexity and how it extends the
information available by numerical calculations.
V. EXAMPLE OF A NON-STANDARD SYSTEM
Recall that the minimal eigenvalue jmin(λ) of J(λ)
assumes its maximum ˆ at a unique point λˆ ∈ Λ and
that there exists at least one ground state s that is liv-
ing on the eigenspace of (J(λ), ˆ). The spin system has
been called“standard”iff at least one ground state of this
kind has a dimension dim(s) ≤ 3. In this section we will
provide an example of a spin system with N = 10 that
has an essentially unique ground state of dimension 4 and
a ground state energy Emin = N ˆ. Hence the physical
ground states with dimension at most 3 will have a larger
energy.
The J-matrix of the example is too complicated to be
displayed here. We will rather describe the procedure
how to obtain it. In some sense we have to invert the pro-
cess of finding ground states if the spin system is given:
We start with a suitable ground state and construct a
spin system that possesses this very ground state. In
view of Proposition 6 the intended unique ground state s
should have N row vectors sµ of length M = 4 such that
the corresponding projectors Pµ span SM(4). Hence we
need at least N = M(M + 1)/2 = 10 such row vectors.
The following choice satisfies these requirements:
s =

1√
2
1√
2
0 0
1√
2
0 1√
2
0
1√
2
0 0 1√
2
0 1√
2
1√
2
0
0 1√
2
0 1√
2
0 0 1√
2
1√
2
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

. (98)
The 4 columns of s span a 4-dimensional subspace ofR10.
We calculate the projector Q onto this subspace and set
J(λ) ≡ −6Q+ 4(1−Q) . (99)
One easily checks that J(λ) is a symmetric matrix and
Tr (−6Q+ 4(1−Q)) = 0, hence this matrix can indeed
be written as J(λ), λ ∈ Λ. The lowest eigenvalue −6
of J(λ) will be 4-times degenerate with the projector Q
onto the corresponding eigenspace S. The 10× 4-matrix
W the columns of which span S can be chosen asW = s.
By construction, the ADE has the unique solution ∆ = 1
and (98) is the unique 4-dimensional ground state up to
rotational/reflectional degeneracy and will have a ground
state energy Emin = 10× (−6) = −60. We have numer-
ically determined 3-dimensional spin configurations with
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the lowest energy E
(3)
0 by the method sketched in the
Introduction. The result was E
(3)
0 = −59.17279762005,
where all decimals are obtained in a reproducible man-
ner. Hence E
(3)
0 lies only slightly but definitively above
Emin = −60. Thus the claim that the corresponding
spin system is not a standard one is also numerically con-
firmed.
However, the mere effort to find such an example may
be considered as an argument to expect that in practice
most spin systems will be standard ones and hence the
concentration on standard systems in this paper seems
to be justified.
The above method can be extended to yield spin sys-
tems with N = M(M + 1)/2 spins that possess essen-
tially unique ground states with dimension M for any
M = 2, 3, . . .. The case M = 3, N = 6 is particularly
interesting even if the resulting spin system is standard.
The corresponding dressed J-matrix has the form:
J(λ) =

1 −2 −2 −4√2 −4√2 2√2
−2 1 −2 −4√2 2√2 −4√2
−2 −2 1 2√2 −4√2 −4√2
−4√2 −4√2 2√2 −1 2 2
−4√2 2√2 −4√2 2 −1 2
2
√
2 −4√2 −4√2 2 2 −1
 .
(100)
VI. PROOFS
In order to state rigorous proofs for the various propo-
sitions and theorems of the main sections we first have to
explicitly formulate some general, rather trivial assump-
tions about the spin systems under consideration.
Assumption 1 The number of spins N satisfies N ≥ 3.
This assumption is sensible since the case N = 2 is com-
pletely treated in Example 1.
Assumption 2 The real, symmetric N×N matrix J has
some non-vanishing non-diagonal elements.
The second assumption implies that for arbitrary gauges
λ ∈ Λ, J(λ) is never the zero matrix and hence has some
eigenvalue jα(λ) 6= 0. Since the trace of J(λ) vanishes,
the minimal eigenvalue must be negative, jmin(λ) < 0,
and hence the following holds:
Lemma 1
ˆ = sup{jmin(λ)|λ ∈ Λ} ≤ 0 . (101)
Actually, ˆ < 0 since the supremum is assumed due to
Proposition 3, but for the proof of Lemma 3 we will only
use Lemma 1.
Except some finite sets as the symmetric group SN
etc. all sets considered in this paper are subsets of some
R
n or spaces homeomorphic to Rn. All topological con-
cepts used for these sets hence refer to the standard topol-
ogy of Rn or the corresponding topology inherited by its
subsets.
A state s of a spin system has been defined in the main
text as an N × M -matrix such that its rows sµ, µ =
1, . . . , N are unit vectors of RM . For the present section
we slightly modify this definition by considering equiv-
alence classes of such matrices. Two N × Mi-matrices
s(i), i = 1, 2, are considered as equivalent iff, in the
case M1 ≤ M2, the matrix s(2) is obtained from s(1)
by padding M2 −M1 zero columns, and analogously in
the case M2 ≤ M1. Of course, for each such equivalence
class there exists a natural representative, namely the
matrix with a minimalM , possessing no zero columns at
the right hand side. If we represent a state simply by a
matrix in what follows we tacitly use this natural repre-
sentative. Note also that the above equivalence relation
induces a natural embedding PM ⊂ PM ′ if M < M ′.
A. The Lagrange variety approach
Proof of Proposition 1
Define A ≡ J(λ) − x1 such that p(λ, x) = det A. Ac-
cording to the assumption ∂p(λ,x)∂x = 0 the eigenvalue 0 of
A is at least twofold degenerate. Let A(1) be the matrix
resulting from deleting the first row and the first column
of A, analogously for A(N). According to Cauchy’s inter-
lacing theorem A(1) and A(N) have also the eigenvalue 0
and hence
det A(1) = det A(N) = 0 . (102)
We regard detA as a polynomial in the variables Aij and
write
detA = A11R1 +ANNRN +A11ANNR1N +R0 , (103)
such that the factors R0, R1, RN , R1N do not contain
A11 or ANN . The Laplacian determinant expansion by
minors yields
detA(1) = R1 +ANNR1N , (104)
detA(N) = RN +A11R1N . (105)
We want to show that ∂p(λ,x)∂λ1 = 0. Obviously,
A11 = λ1 − x, ANN = −
N−1∑
i=1
λi − x , (106)
are the only matrix elements of A containing λ1. Hence
the corresponding partial derivative of (103) yields
∂p(λ, x)
∂λ1
=
∂ detA
∂λ1
= R1 −RN + ∂
∂λ1
(A11ANN )R1N
= (R1 +ANNR1N )− (RN +A11R1N )
= detA(1) − detA(N) = 0 , (107)
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by (104), (105) and (102). The proof of ∂p(λ,x)∂λi = 0,
i = 2, . . . , N − 1 is analogous. 
Proof of Proposition 2
The claim is equivalent to the sub-graph J≤ ≡ {(λ, x) ∈
Λ × R |x ≤ jmin(λ)} being a convex set. The latter
holds since J≤ is the intersection of the family of convex
closed half-spaces Hϕ ≡ {(λ, x) ∈ Λ×R |x ≤ 〈ϕ|J(λ)ϕ〉}
where ϕ ∈ RN and ||ϕ|| = 1. 
Proof of Proposition 3
It follows immediately from Proposition 2 that Ĵ will be
closed and convex since it is the intersection of two closed
convex sets, Ĵ = J≤ ∩ {(λ, x) ∈ Λ×R|x = ˆ}. The harder
part is to prove that Ĵ is non-empty. To this end we will
state some auxiliary lemmas. We will identify Λ with
RN−1 via projection onto the first N − 1 components of
λ ∈ Λ, recalling that
λN = −
N−1∑
ν=1
λν , (108)
compare (5). W. r. t. this identification we will use the
notation ‖λ‖ for the norm of λ ∈ Λ. According to a
general theorem, a real, continuous function defined on a
compact set assumes its supremum. In our case, jmin is
continuous, but it is defined on the subspace Λ that is not
compact. Hence we want to restrict jmin to a compact
subset of the form {λ ∈ Λ| ||λ|| ≤ C} in such a way that
its supremum remains unchanged. To this end we choose
some real number C satisfying
C ≥ N2 |ˆ|+N , (109)
and state the following
Lemma 2 If ‖λ‖ > C then jmin(λ) < − CN2 .
Proof of Lemma 2
By the Rayleigh-Ritz variational principle,
jmin(λ) ≤ λµ for all µ = 1, . . . , N . (110)
If for all ν = 1, . . . , N − 1 we would have |λν | ≤ CN , the
triangle inequality would imply
‖λ‖ ≤
N−1∑
ν=1
|λν | ≤ (N − 1)C
N
< C , (111)
which contradicts the assumption ‖λ‖ > C. Hence at
least one λν , ν = 1, . . . , N − 1 satisfies
|λν | > C
N
. (112)
We will fix this ν for the rest of the proof. If λν < 0
the claim follows by since jmin(λ)
(110)
≤ λν
(112)
< − CN <
− CN2 , using N ≥ 3 in the last step. Hence we may assume
λν > 0 , (113)
since λν = 0 is excluded by (112). Moreover, (112) im-
plies
λν >
C
N
. (114)
Let us define the set
K ≡ {κ = 1, . . . , N − 1|λκ < 0} , (115)
which may be empty, and
K ≡ |K| . (116)
Since (114) implies ν /∈ K, we have
0 ≤ K ≤ N − 2 . (117)
If for some κ ∈ K we would have λκ < − CN2 then the
claim would follow by (110). Hence we may assume λκ ≥
− CN2 and consequently
|λκ| ≤ C
N2
for all κ ∈ K . (118)
It follows that
λN
(108)
= −
N−1∑
µ=1
λµ (119)
(115)
≤ −λν −
∑
κ∈K
λκ (120)
(115)
= −λν +
∑
κ∈K
|λκ| (121)
(114)(118)
< −C
N
+K
C
N2
=
C
N2
(K −N) (122)
(117)
≤ − 2C
N2
< − C
N2
, (123)
from which the claim follows by (110). This completes
the proof of Lemma 2. 
Next we prove that the restriction of jmin to the compact
ball with radius C does not change its supremum:
Lemma 3 ˆ = sup{jmin(λ)|λ ∈ Λ and ||λ|| ≤ C} .
Proof of Lemma 3
Recall that ˆ was defined as ˆ = sup{jmin(λ)|λ ∈ Λ} .
This means that for all ε > 0 there exists a λ ∈ Λ such
that
jmin(λ) > ˆ− ε . (124)
We may additionally require
ε <
1
N
. (125)
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In order to derive a contradiction assume ||λ|| > C.
Then, by virtue of Lemma 2,
jmin(λ) < − C
N2
(109)
≤ −|ˆ| − 1
N
(126)
(101)
= ˆ− 1
N
(125)
< ˆ− ε , (127)
which contradicts (124). Hence ||λ|| ≤ C holds. This
proves: For all 0 < ε < 1N there exists a λ ∈ Λ such
that ||λ|| ≤ C and jmin(λ) > ˆ − ε. Hence the claim of
Lemma 3 is satisfied. 
Now Proposition 3 follows since {λ ∈ Λ| ||λ|| ≤ C} is
compact and jmin is continuous, see corollary 1.
The proof of Lemma 3 also shows that Ĵ is closed and
bounded, hence compact. 
B. Degeneracy
Proof of Proposition 4
We consider the system of vectors (sµ)µ=1,...,N where
sµ ∈ RM and perform the process of Gram-Schmidt
orthogonalization resulting in the orthonormal basis
(rν)ν=1,...,M of R
M . Since M ≤ N some sµ may be
linear combinations of the sα, α = 1, . . . , µ − 1 and
will not contribute to the orthonormal basis (rν)ν=1,...,M .
Let (sµ)µ∈A be this family of not contributing vectors
and (sµ)µ∈B its complement, such that |B| = M and
|A| = N − M . We rearrange both sets of row vec-
tors into matrices a,b such that b has M rows and a
has N − M rows. The vectors bµ, µ = 1, . . . ,M are
unique linear combinations of the orthonormal basis vec-
tors rν , ν = 1, . . . ,M :
bµ =
M∑
ν=1
σµν rν , (128)
or, in matrix notation
b = σ r , (129)
and, equivalently,
b⊤ = r⊤ σ⊤ . (130)
Note that the σµν can be solely expressed in terms of
scalar products sµ ·sν = Gµν and thus are the same for all
spin configurations with the same Gram matrix. Further,
r ∈ O(M) since the rows of r form an orthonormal basis
of RM .
We now consider two spin configurations s(i), i = 1, 2
with the same Gram matrix
G = s(1) s(1)⊤ = s(2) s(2)⊤ , (131)
and rewrite (130) in the form
b(1)⊤ = r(1)⊤ σ⊤, b(2)⊤ = r(2)⊤ σ⊤ , (132)
where we have used the fact that the matrix σ is the same
for both spin configurations, see above. We conclude that
b(2)⊤ = r(2)⊤ σ⊤ = r(2)⊤ r(1) b(1)⊤ (133)
≡ R b(1)⊤ , (134)
with some rotation/reflection R ∈ O(M). This proves
the claim for the vectors b
(1)
µ , b
(2)
µ , µ = 1, . . . ,M . For
the remaining vectors a
(i)
µ , µ = 1, . . . , N −M, i = 1, 2
the statement analogous to (134) follows from the repre-
sentation
a(i)µ =
M∑
ν=1
τµν b
(i)
ν , µ = 1, . . . , N −M , (135)
and the fact that the coefficients τµν can be expressed
solely in terms of scalar products s
(i)
µ · s(i)ν and hence do
not depend on i. 
Proof of Proposition 5
Let S ⊂ S′ be the subspace generated by the set
Σ ≡ {si |s ∈ PM ′,S′ , i = 1, . . . ,M ′ } . (136)
S is already generated by a finite subset Σfin ⊂ Σ that
can be chosen to be of the form
Σfin = {s(j)i
∣∣∣s(j) ∈ PM ′,S′ , j = 1, . . . ,m, i = 1, . . . ,M ′ } ,
(137)
where m ≥ 1 is some integer. In other words, S is gener-
ated by the columns of a finite set of spin configurations.
Let s¯ be the N × M¯ -matrix resulting from the horizon-
tal juxtaposition of the matrices 1√
m
s(j), j = 1, . . . ,m,
hence M¯ = mM ′. It follows that for µ = 1, . . . , N
s¯µ · s¯µ =
M¯∑
i=1
s2µi =
m∑
j=1
M ′∑
i=1
(
1√
m
s
(j)
µi
)2
=
m∑
j=1
1
m
= 1.
(138)
Hence s¯ ∈ PM¯,S. Since the M¯ columns of s¯ span S its
dimension (rank) is dim s¯ = dim S =M .
Now consider the subspace T ⊂ RM¯ spanned by the
N rows s¯µ of s¯. Its dimension is dim T = rank s¯ =
M . Further, let T ′ be the subspace of RM¯ spanned by
the first M elements eµ, µ = 1, . . . ,M of the standard
basis of RM¯ . Since T and T ′ have the same dimension
there exists an R ∈ O(M¯) that maps T ′ onto T . Hence
R−1 = R⊤ maps T onto T ′ and we have the following
implications:
R⊤s¯⊤µ ∈ T ′ for all µ = 1, . . .N, (139)
(s¯µR)
⊤ ∈ T ′ for all µ = 1, . . .N, (140)
all rows of s¯R lie in T ′ , (141)
(s¯R)µi = 0 for all i =M + 1, . . . , M¯
and µ = 1, . . . , N . (142)
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It follows that s ≡ s¯R ∈ PM,S with respect to the
natural embedding PM,S ⊂ PM¯,S following from the
remarks at the outset of this section. 
Proof of Proposition 7
We assume that dim (s) = M and, without
loss of generality, that the first M spin vectors
sµ, µ = 1, . . . ,M already span R
M and, moreover,
that s1 = (1, 0, . . . , 0)
⊤, s2 = (∗,∗, . . . , 0)⊤, . . . , sM =
(∗, ∗, . . . ,∗)⊤. Here ∗ denotes some real number and
∗ some non-vanishing real number. The latter can
be achieved by choosing a suitable rotation/reflection
R ∈ O(M) and replacing Rsµ by sµ. It follows that the
corresponding projections Pµ, µ = 1, . . . ,M are µ × µ-
matrices with non-vanishing entries (Pµ)µµ and padded
with zeroes to obtain an M ×M -matrix. Hence the set
of Pµ, µ = 1, . . . ,M is linearly independent and p ≥ M .
The total number of projections Pµ, µ = 1, . . . , N is N
and hence p ≤ N . 
C. Fusion
Proof of Proposition 8
(i) Due to the construction of the fusion of two states
it follows that Hi(s
(i)) = H(S(i)) for i = 1, 2, and
H(S(2)) = H(s¯(2)) by the O(M1 + M2)-invariance of
H . Hence H(s) = H1(s
(1)) + H2(s
(2)). Now assume
that s is not a ground state of H , i. e. , that there
exists a state s˜ with H(s˜) < H(s). Let s˜
(1)
µ ≡ s˜µ for
µ = 1, . . . , N1 and s˜
(2)
µ ≡ s˜µ for µ = N1, . . . , N such
that H(s˜) = H1(s˜
(1)) + H2(s˜
(2)). It follows that either
H1(s˜
(1)) < H1(s
(1)) or H2(s˜
(2) < H2(s
(2)) which con-
tradicts the assumption that the states s(i) are ground
states for i = 1, 2.
(ii) Let s be an N × M -matrix that is a ground
state of H and set, similarly as in (i), s
(1)
µ ≡ sµ for
µ = 1, . . . , N1 and s
(2)
µ ≡ sµ for µ = N1, . . . , N such that
H(s) = H1(s
(1)) +H2(s
(2)). In order to derive a contra-
diction assume that s(1) is not a ground state of H1, i. e. ,
that there exists an s˜(1) such that H1(s˜
(1)) < H1(s
(1)).
Choose R ∈ O(M) such that R s˜(1)N1 = s
(2)
N1
and define
s¯
(1)
µ ≡ R s˜(1)µ for µ = 1, . . . , N1. By the O(M)-invariance
of H1 we have H1(s¯
(1)) = H1(s˜
(1)). Then the definition
s¯µ =
{
s¯
(1)
µ : 1 ≤ µ ≤ N1,
s
(2)
µ : N1 ≤ µ ≤ N,
(143)
together with
H(s¯) = H1(s¯
(1)) +H2(s
(2)) (144)
= H1(s˜
(1)) +H2(s
(2)) (145)
< H1(s
(1)) +H2(s
(2)) = H(s) (146)
would yield a state s¯ with a lower energy than s which
contradicts the assumption that s is a ground state .
Hence s(1) is a ground state of H1. The proof that s
(2)
is a ground state of H2 is analogous.
It remains to show that s can be written as a
fusion of s(1) and s(2). First we have to define the
N × 2M -matrices S(1) and S(2) according to (62) and
(63). The claim of (ii) now follows if there exists a
rotation/reflection R ∈ O(2M) such that RS(2)µ = s(2)µ
for all µ = N1, . . . , N . In the latter equation we have
implicitly identified the rows of s(2) that are vectors
s
(2)
µ ∈ RM with the corresponding vectors of R2M
obtained by padding with M zeroes, compare the
remarks at the beginning of the section about the more
precise definition of a state by equivalence classes. Let
ei, i = 1, . . . , 2M denote the standard basis of R
2M ,
then the desired R is uniquely defined by R ei = ei+M
for i = 1, . . . ,M and R ei = ei−M for i =M+1, . . . , 2M .

Proof of Proposition 9
We consider the N × (M1 +M2)-matrices S(i), i = 1, 2,
defined in (62) and (63) and the orthogonal subspaces
Li ⊂ RM1+M2 spanned by the rows of S(i). Hence
dim Li = Mi for i = 1, 2. Let T
(2) be the orthogonal
complement of the vector S
(2)
N1
in L2 such that dim T
(2) =
M2 − 1. The rotation R ∈ O(M1 +M2) that maps S(2)N1
onto S
(1)
N1
can be chosen such that it leaves every vector
in T (2) fixed. We have the unique linear decomposition
S
(2)
ν = αν S
(2)
N1
+ βν tν where ν = N1 + 1, . . . , N and
tν ∈ T (2). This implies
RS(2)ν = αν RS
(2)
N1
+ βν R tν (147)
= αν S
(1)
N1
+ βν tν (148)
hence
S¯(2)ν = RS
(2)
ν ∈ RS(1)N1 ⊕ T (2) for ν = N1, . . . , N .
(149)
Recall that the fusion s has been defined by
sµ ≡
{
S
(1)
µ : 1 ≤ µ, ν ≤ N1,
S¯
(2)
µ : N1 ≤ µ, ν ≤ N.
(150)
It follows that sν ∈ L1⊕T (2) for ν = 1, . . . , N and hence
that dim s = M1 +M2 − 1 since the sν , ν = 1, . . . , N
span L1 ⊕ T (2). The fusion s is a ground state of H by
Proposition 8 (i). It remains to show that its dimension
is maximal. In order to derive a contradiction assume
that there exists another ground state S realizing the
maximal dimension M = dim S of ground states of H
and M > dim s. Recall that M can be obtained as the
dimension of the subspace of RM1+M2 spanned by the
rows Sµ of S. Then there exists a selection of M linearly
independent rows Sµ that contains a given row, say, SN1 .
In other words, there exists a subset F ⊂ {1, . . . , N}
of spin numbers such that N1 ∈ F , |F | = M and
the set of Sµ, µ ∈ F, is linearly independent. Define
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F1 ≡ F ∩ {1, . . . , N1}, F2 ≡ F ∩ {N1, . . . , N} and
M (i) ≡ |Fi| for i = 1, 2. Obviously, F1 ∩ F2 = {N1}
and hence M = M (1) + M (2) − 1. As in the proof of
Proposition 8 it follows that the states sµ, µ = 1, . . . , N1
and sµ, µ = N1, . . . , N are ground states of H1 and H2
with dimension M (i), resp. . Since by assumption the
Mi are maximal dimensions it follows that M
(i) ≤ Mi
for i = 1, 2 and hence M ≤ M1 +M2 − 1 = dim s. The
latter contradicts M > dim s and hence the fusion has
maximal dimension M =M1 +M2 − 1. This also proves
(i).
(ii) We again use a ground state s realizing the maxi-
mal dimension M that can be obtained as the fusion of
ground states s(1) and s(2) realizing the maximal dimen-
sions M1 and M2, resp. . Let S
(1), S¯(2) be the matrices
defined in (62) and (65). Recall that the subspace P of
SM(M) generated by the projectors Pµ, µ = 1, . . . , N
onto the rows sµ of s has the dimension p. Simi-
larly as above, there exists a selection of spin numbers
G ⊂ {1, . . . , N} such that N1 ∈ G, |G| = p and the set of
projectors Pµ, µ ∈ G is linearly independent in SM(M).
Define G1 ≡ G ∩ {1, . . . , N1}, G2 ≡ G ∩ {N1, . . . , N}
and p(i) = |Gi| for i = 1, 2, such that p = p(1) + p(2) − 1.
It follows that p(1) and p(2) are also the co-degrees of the
matrices S(1), and S¯(2), resp. . The operations leading
from s(1) to S(1) and from s(2) to S¯(2), namely padding
with zero columns and rotations/reflections, do not
change the co-degree of matrices. Hence p(i) = pi for
i = 1, 2, and the claim (ii) is proven.
(iii) According to Proposition 6 we have
di =
1
2
Mi(Mi + 1)− pi, for i = 1, 2, (151)
and hence
d =
1
2
M(M + 1)− p (152)
(i)(ii)
=
1
2
(M1 +M2 − 1)(M1 +M2)
−(p1 + p2 − 1) (153)
=
1
2
(M21 +M
2
2 −M1 −M2 + 2M1M2)
−p1 − p2 + 1 (154)
=
(
1
2
M1(M1 + 1)− p1
)
+
(
1
2
M2(M2 + 1)− p2
)
−M1 −M2 +M1M2 + 1 (155)
(151)
= d1 + d2 + (M1 − 1)(M2 − 1) . (156)
This completes the proof of Proposition 9. 
D. Proof of Theorem 1
It turns out that the proof of Theorem 1 considerably
simplifies for regular points of V . Hence we will treat this
special case in a separate subsection.
1. The regular case
If (λ, x) is a regular point of V we have already
shown that the upper cone degenerates into a half-space,
C+(λ, x) = H+ϕ , ϕ ∈ S1. Hence (λ, x) is vertical iff
H+ϕ = H
+.
For the only-if-part of the theorem assume that there
is a state s living on the one-dimensional eigenspace S of
(J(λ), x). Then s is necessarily collinear and s2λ = s
2
N = 1
for all λ = 1, . . . , N − 1. We may set s = √Nϕ. Fix any
λ = 1, . . . , N − 1 and consider µ ∈ Λ of the form
µν = δλν − δNν , ν = 1, . . . , N . (157)
Then 〈ϕ|D · µ|ϕ〉 = ϕ2λ − ϕ2N = 0. Since all µ ∈ Λ of
the kind (157), λ = 1, . . . , N − 1 form a basis of Λ the
equation 〈ϕ|D · µ|ϕ〉 = 0 holds for all µ ∈ Λ. Using (82)
it follows that the graph of hϕ consists of the hyperplane
H0 ≡ {(µ, 0)|µ ∈ Λ} and hence the super-graph H+ϕ of
hϕ will be H
+.
For the if-part of the theorem assume that (λ, x) is a
vertical point of V , i. e. , H+ϕ = H+ for ϕ ∈ S1. As in
the previous paragraph it follows that the graph of hϕ
consists of the hyperplane H0 and hence ϕ2λ − ϕ2N = 0
for all λ = 1, . . . , N − 1. Hence √Nϕ is a collinear state
living on S.
This completes the proof of Theorem 1 for regular
points of V .
2. The singular case, only-if-part of Theorem 1
For the only-if-part of Theorem 1 we will assume that
(λ, x) is an elliptic point of V . According to Proposition
5 the eigenspace S′ of (J(λ), x) will contain a completely
elliptic subspace S. The restriction to ϕ ∈ S1 possibly
enlarges C+(λ, x) to some cone C˜+(λ, x). If C˜+(λ, x) is
shown to be vertical, also the sub-cone C+(λ, x) will be
vertical and hence it will be sufficient to work with the
completely elliptic subspace S.
It then follows that the ADE (38) has a solution ∆ > 0
yielding spin configurations
s =W
√
∆R , (158)
where the columns of the N × M -matrix W will be
assumed to span an orthonormal basis of the M -
dimensional subspace S and R ∈ O(M) is arbitrary. If
M = 1 we will proceed as in the only-if-part of the regu-
lar case in subsection VID1. Hence we may assume that
M > 1 in what follows.
21
Now consider s⊤ s = R⊤
√
∆W⊤W
√
∆R = R⊤∆R.
Here we have used W⊤W = 1M since the columns
of W are orthonormal. We choose R ∈ O(M) such
that R⊤∆R becomes a diagonal matrix, say, s⊤ s =
R⊤∆R = diag (δ1, . . . , δM ). The latter equation says
that
(
δ
−1/2
i si
)
i=1,...,M
will be an orthonormal basis of
S.
Let Q denote the projector onto S. For any given
µ ∈ Λ let amin and amax denote the lowest and highest
eigenvalue of QD · µQ. Any convex combination of the
expectation values αi ≡ 〈δ−1/2i si|D · µ|δ−1/2i si〉 lies in
the interval [amin, amax], hence
amin ≤ 1
Tr ∆
M∑
i=1
δi αi ≤ amax . (159)
The sum in (159) is evaluated as follows:
M∑
i=1
δi αi =
M∑
i=1
〈si|D · µ|si〉 (160)
=
∑
λ,i
s2λi µλ =
N∑
λ=1
(
M∑
i=1
s2λi
)
µλ (161)
=
N∑
λ=1
µλ = 0 . (162)
(159) and (162) imply
amin ≤ 0 ≤ amax , (163)
and hence (λ, x) will be a vertical point of V , see (92).
This completes the proof of the only-if-part of Theorem
1 in the singular case.
3. The singular case, if-part of Theorem 1
We will use some elementary notions of convex analysis
that can be found, e. g., in [8]. Recall that Λ×R ∼= RN .
Instead of (λ, x) it is sometimes more convenient to use
the new coordinates κ ∈ RN for Λ ×R that are related
to the old ones by
κ = λ + κ¯ e = λ− x e , (164)
where
e ≡ (1, 1, . . . , 1)⊤ ∈ RN . (165)
This entails some minor modifications of the definitions
concerning the Lagrange variety etc. , but these modifi-
cations will only be valid for this subsection. First, we
re-define the dressed J-matrix and the Lagrange variety
according to
J(κ) ≡ J+D · κ, κ ∈ RN , (166)
and
V ≡ {κ ∈ RN |detJ(κ) = 0} . (167)
For any κ ∈ V let S denote the null space of J(κ)
and S1, as before, the subset of unit vectors. Further,
let W+(S) denote the closed convex cone of all real sym-
metric positively semi-definite operators W : S −→ S.
Further we consider the closed convex cone
B ≡ {Tr (WD)|W ∈ W+(S)} ⊂ RN . (168)
For ϕ ∈ S1 re-define the closed upper half-space by
H+ϕ ≡ {α ∈ RN |〈ϕ|D · α|ϕ〉 ≤ 0}. Note that the ≤ is
not a typo but results from (164) and the requirement
of consistency with (82). In accordance to the previous
definitions we set C+(κ) ≡ ⋂ϕ∈S1 H+ϕ ⊂ RN . C+(κ) is
called “vertical” iff α · e ≤ 0 for all α ∈ C+(κ).
For any closed convex cone K ⊂ RN we will consider
the closed convex “dual cone” K∗ ≡ {β ∈ RN |β · α ≥
0 for all α ∈ K}. Inclusion of cones is reversed by dual-
ity: K1 ⊂ K2 implies K∗2 ⊂ K∗1 . According to a general
theorem, K∗∗ = K, see [8], Theorem 14.5. The condi-
tion of C+(κ) being vertical now can be reformulated as
C+(κ) ⊂ −E∗ where E denotes the closed convex cone
E ≡ {αe |α ≥ 0}.
Consider the following equivalences
α ∈ C ≡ C+(κ) ⇔ α ∈ H+ϕ ∀ϕ ∈ S1 (169)
⇔ 〈ϕ|D ·α|ϕ〉 ≤ 0 ∀ϕ ∈ S1 (170)
⇔ Tr (WD · α) ≤ 0 ∀W ∈ W+(S)
(171)
⇔ Tr (WD) ·α ≤ 0 ∀W ∈ W+(S)
(172)
⇔ α ∈ −B∗ , (173)
where the equivalence (171) follows by the spectral the-
orem. We thus proved C = −B∗ and hence
C∗ = −B∗∗ = −B . (174)
Now we conclude
C vertical ⇔ C ⊂ −E∗ (175)
⇔ E ⊂ −C∗ (176)
(174)⇔ E ⊂ B (177)
(168)⇔ ∃W ∈ W+(S) : Tr(WD) = e(178)
⇔ ∃W ∈ W+(S) : Tr(WDµ) = 1
∀µ = 1, . . . , N. (179)
Let the rank of W be m and W =
∑m
i=1 wiPψi be the
spectral decomposition of W ∈ W+(S) such that wi >
0 for i = 1, . . . ,m. Then for all µ = 1, . . . , N we can
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evaluate (179) as follows
1 = Tr(WDµ) (180)
=
m∑
i=1
wi〈ψi|Dµ|ψi〉 (181)
=
m∑
i=1
wiψ
2
iµ =
m∑
i=1
s2µi , (182)
where we have set sµi ≡ √wi ψiµ. This proves that for
any vertical C+(κ) there exists an m-dimensional spin
configuration s living on the corresponding eigenspace S.
E. Existence and uniqueness of ground states
Proof of Theorem 3
In order to derive a contradiction, let us assume that
there exist λ(1), λ(2) ∈ Ĵ such that λ(1) 6= λ(2). By
convexity of Ĵ it follows that also
λ ≡ 1
2
(
λ
(1) + λ(2)
)
∈ Ĵ . (183)
Then, for |ǫ| ≤ 1,
jmin
(
λ+ ǫ
(
λ(1) − λ
))
= ˆ . (184)
Let S be the eigenspace of (J(λ), ˆ), and Q the projector
onto S. According to degenerate perturbation theory
the eigenvalue jmin(λ) will split into n possibly different
eigenvalues xi(ǫ) such that xi(0) = jmin(λ) = ˆ and
xi(ǫ) = ˆ+ ǫ
〈
ϕi
∣∣∣D · (λ(1) − λ)∣∣∣ϕi〉+O(ǫ2) , (185)
where |ǫ| is sufficiently small and the ϕi, i = 1, . . . , n
are the eigenvectors of QD ·
(
λ(1) − λ
)
Q. The two
equations (184) and (185) are only compatible if QD ·(
λ
(1) − λ
)
Q = 0, i. e. , if〈
ϕ
∣∣∣D · (λ(1) − λ)∣∣∣ϕ〉 = 0 (186)
for all ϕ ∈ S1. It follows that〈
ϕ
∣∣∣J(λ(1))∣∣∣ϕ〉 = 〈ϕ ∣∣∣J(λ+ (λ(1) − λ))∣∣∣ϕ〉
= 〈ϕ |J (λ)|ϕ〉
+
〈
ϕ
∣∣∣D · (λ(1) − λ)∣∣∣ϕ〉 (187)
(186)
= 〈ϕ |J (λ)|ϕ〉 = ˆ . (188)
Hence all ϕ ∈ S1 realize the minimal expectation value
ˆ of J
(
λ
(1)
)
and consequently must be eigenvectors
of
(
J
(
λ(1)
)
, ˆ
)
. Let S(1) denote the eigenspace of
(
J
(
λ(1)
)
, ˆ
)
. We thus have shown S ⊂ S(1). It follows
that any ground state s that lives on S also lives on
S(1). Since the Lagrange parameters κ only depend
on s it follows further that λ = λ(1) which contradicts
λ(1) 6= λ(2). 
Proof of Theorem 4
The proof anticipates some notions of the Gram set ap-
proach. The “Gram set” is the convex set of Gram ma-
trices defined by
G ≡ {G ∈ SM+(N) |Gµµ = 1 for all µ = 1, . . . , N } .
(189)
It contains the non-empty convex subset (actually a face
of G)
G˘ ≡ {G ∈ G | Tr (GJ) = Emin } (190)
of Gram matrices corresponding to ground states. Let
G ∈ G˘, then the Gram matrix
G˙ ≡ 1|Gr|
∑
Π∈Gr
ΠGΠ⊤ (191)
satisfies G˙ ∈ G˘ and is obviously invariant under the
action of Gr, hence it is the Gram matrix of a symmetric
ground state. 
We note that symmetric ground states can be calcu-
lated by group-theoretical means, similarly as already
considered in [7]. The subspace S, being invariant under
all Π ∈ Gr, can be decomposed into irreducible represen-
tations of Gr with projections Qi, i = 1, . . . k that are,
however, not unique in general. Since the Gram matrix
G of a symmetric ground state commutes with all Π ∈ Gr
it must be a non-negative linear combination of certain
suitable Qi, i = 1, . . . k, by virtue of Schur’s lemma. If
we restrict Gr to an Abelian subgroup T of translations it
follows that all real irreducible representations of T are at
most two-dimensional. Hence Theorem 4 implies the ex-
istence of T -symmetric ground states that are co-planar
or collinear.
Further investigations of symmetric ground states have
to be deferred to subsequent papers.
VII. SUMMARY
We will summarize the central results of this paper in a
theorem that contains also the pertinent definitions and
can be read independently of the main text.
Theorem 5 For all integers N ≥ 2 and M ≥ 1 let PM
denote the set of real N ×M -matrices s such that the N
rows sµ of s satisfy
sµ · sµ = 1 for µ = 1, . . . , N , (192)
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and let the Heisenberg spin system be characterized by its
Hamiltonian
H(s) =
N∑
µ,ν=1
Jµν sµ · sν . (193)
Let Emin = Min {H(s) |s ∈ PN } and P˘ =
{s ∈ PN |H(s) = Emin } denote the set of ground
states of (193). Without loss of generality we may
assume P˘ ⊂ PM˘ where M˘ denotes the maximal rank of
ground states.
For all λ ∈ RN satisfying
N∑
µ=1
λµ = 0 , (194)
we define J(λ) as the real, symmetric N×N -matrix with
entries
Jµν(λ) =
{
Jµν : µ 6= ν
λµ : µ = ν,
(195)
and denote by jmin(λ) its lowest eigenvalue.
Then there exists a unique λˆ where jmin(λ) assumes
its maximum ˆ = jmin(λˆ). Let S be the corresponding
eigenspace of J(λˆ). Any ground state s ∈ P˘ will be of
the form
s =W
√
∆R , (196)
where W is an N × M˘ -matrix the columns of which
span S, ∆ is a positively semi-definite M˘ × M˘-matrix,
and R ∈ O(M˘ ) an M˘ -dimensional rotation or reflection.
Moreover, the set of ∆ ≥ 0 such that (196) defines a
ground state of H is an d-dimensional compact convex set
characteristic for the spin system under consideration.
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