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 41 
The cerebellum plays a crucial role in the regulation of locomotion, but how 42 
movement is represented at the synaptic level is not known. Here, we use 43 
in vivo patch-clamp recordings to show that locomotion can be directly 44 
read out from mossy fiber synaptic input and spike output in single granule 45 
cells. The increase in granule cell spiking during locomotion is enhanced 46 
by glutamate spillover currents recruited during movement. Surprisingly, 47 
the entire step sequence can be predicted from input EPSCs and output 48 
spikes of a single granule cell, suggesting that a robust gait code is 49 
present already at the cerebellar input layer and transmitted via the granule 50 
cell pathway to downstream Purkinje cells. Thus, synaptic input delivers 51 
remarkably rich information to single neurons during locomotion. 52 
53 
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Introduction 54 
 55 
In order to ensure generation of precise and reliable movements, information 56 
about movement parameters must be represented in neural circuits of the 57 
mammalian brain with high fidelity. Firing patterns directly related to specific 58 
movement parameters have been reported in single-unit recordings across 59 
several brain areas involved in movement representation and generation 60 
(Armstrong, 1988; Beloozerova et al., 2003). Crucial to generating such accurate 61 
representations is delivery of synaptic input patterns containing rich information 62 
about the animal’s movement. However, we currently lack information about the 63 
input patterns received during movement for any neuron in the mammalian brain, 64 
and thus the input-output transformations performed in these neurons during 65 
movement are only poorly understood.  66 
 67 
The cerebellum is thought to play a key role in precise limb coordination during 68 
voluntary movements (Bastian et al., 1996; Flourens, 1824; Holmes; Muller and 69 
Dichgans, 1994; Vercher and Gauthier, 1988). Purkinje cells, the output cells of 70 
the cerebellar cortex, exhibit firing linked to the phase of the step cycle during 71 
locomotion (Armstrong and Edgley, 1984; Edgley and Lidierth, 1988; Orlovsky, 72 
1972). How this information is represented in and transmitted by upstream 73 
neurons in the circuit, in particular in cerebellar granule cells – which form the 74 
input layer of the cerebellar cortex – remains unknown. Here we have taken 75 
advantage of the electrical compactness of granule cells, and their small number 76 
of excitatory inputs – 4 on average (Eccles et al., 1967; Jakab and Hamori, 1988; 77 
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Palkovits et al., 1971) – which allows for individual synaptic inputs to be resolved 78 
in vivo (Arenz et al., 2008; Chadderton et al., 2004; Chadderton et al., 2014; 79 
Jorntell and Ekerot, 2006; Rancz et al., 2007). Moreover, since granule cell 80 
activity plays a key role in regulating locomotion, including the coordination of 81 
individual limbs (Vinueza Veloz et al., 2014) as well as in in motor learning 82 
(Galliano et al., 2013), they represent particularly attractive targets for an 83 
electrophysiological dissection of their input-output relationships during 84 
locomotion. By recording the activity of mossy fiber boutons, EPSCs in granule 85 
cells, and granule cell output while mice are moving on a treadmill, we can thus 86 
reconstruct single cell integration of synaptic inputs in awake animals during 87 
locomotion, and identify the cellular representation of movement parameters in a 88 
defined site in the circuit. 89 
 90 
 91 
 92 
 93 
 94 
95 
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Results 96 
Whole-cell recordings from granule cells and mossy fibers during 97 
locomotion  98 
In vivo whole-cell recordings were made from mossy fiber boutons and cerebellar 99 
granule cells in lobule V of the cerebellar vermis. All recordings were performed 100 
in awake mice head-fixed on a spherical treadmill (Figure 1A). Granule cells and 101 
mossy fiber boutons were identified on the basis of their distinctive 102 
electrophysiological signatures (Arenz et al., 2008; Chadderton et al., 2004; 103 
Jorntell and Ekerot, 2006; Rancz et al., 2007). To study the link between 104 
voluntary movement and granule cell input and output we extracted a motion 105 
index from captured video frames (Figure 1B, see ‘Materials and methods’) and 106 
aligned this to the simultaneously acquired electrophysiological data (example 107 
recordings Figs. 1C-E). The motion index was used to categorize the 108 
electrophysiological data recorded during quiet wakefulness (defined as periods 109 
where the motion index remained below a threshold rate of change of 0.025 a.u. 110 
per frame, for at least 30 consecutive frames, see ‘Materials and methods’) and 111 
voluntary movement. 112 
 113 
During quiet wakefulness, granule cells exhibited a resting membrane potential of 114 
-67.0 ± 8.9 mV and an input resistance of 420 ± 210 MΩ (n = 47, in 24 mice). 115 
Recordings from mossy fiber boutons (Rancz et al., 2007) demonstrated a 116 
spontaneous average firing frequency of 21 ± 20 Hz (n = 6, in 5 mice). The 117 
average frequency of spontaneous excitatory synaptic currents in granule cells 118 
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was 60 ± 35 Hz (n = 32, in 16 mice). Despite this relatively high input frequency, 119 
granule cell output spiking frequency was low: the average firing rate was 0.12 ± 120 
0.31 Hz (n = 27, in 13 mice), and 62% of granule cells showed no spiking during 121 
periods in which the mouse was sitting quietly.  122 
 123 
In some cases we were able to successfully maintain recordings of activity during 124 
periods of voluntary locomotion (ranging from 17 s to 65 s, mean duration: 33.2 ± 125 
12.3 s). This allowed to us to compare activity within single cells during quiet 126 
periods and during locomotion. Locomotion was accompanied by an increase in 127 
mossy fiber input to the granule cells, observed as an increase in firing frequency 128 
in 3 out of 4 recorded mossy fibers, although this was not statistically significant 129 
across the four recordings (Figure 1F and I; overall average, quiet: 11.7 ± 11.6 130 
Hz; locomotion: 46.4 ± 43.3 Hz, n = 4 in 4 mice, p = 0.14, paired t-test) and 131 
increased EPSC frequency in all recorded granule cells (Figure 1G and J; quiet: 132 
77.5 ± 37.6 Hz; locomotion: 144.0 ± 53.5 Hz, n = 9 in 6 mice, p < 0.0001, paired 133 
t-test). The firing rate of the granule cells also increased dramatically during 134 
locomotion (Figure 1H and K, average; quiet: 0.09 ± 0.2 Hz; locomotion: 5.3 ± 5 135 
Hz, n = 7 in 4 mice, p < 0.05, paired t-test). During locomotion, granule cell action 136 
potentials occurred in sparse high-frequency bursts with high instantaneous firing 137 
frequencies (Figure 1H right panel, average instantaneous frequency: 106 ± 65 138 
Hz; 4 out of 7 cells fired in bursts, defined as groupings of 4 or more spikes with 139 
ISIs less than 50 ms). These bursts consisted of an average of 11.9 ± 2.1 spikes 140 
with ISI 10.7 ± 3 ms, occurred with an average inter-burst interval of 1.88 ± 0.99 141 
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s, and were associated with a high coefficient of variation of the inter-spike 142 
interval (CV = 2.2 ± 1.1). The CV of the inter-spike interval was significantly 143 
higher than the CV of the EPSC inter-event interval during movement (1.1 ± 0.3, 144 
n = 9, p = 0.039, paired t-test). We used the bootstrap method (Roy (1993)) to 145 
calculate 95% confidence intervals on the GC EPSC/MFT spike ratio, which were 146 
3.5 to 17.7 at rest, and 1.7 to 8.4 during motion, consistent with the known 4:1 147 
anatomical convergence (Eccles et al., 1967, Jakab and Hamori, 1988, Palkovits 148 
et al., 1971). 149 
Glutamate spillover currents drive spiking during locomotion 150 
The sustained high-frequency barrages of EPSCs during locomotion (Figure 1G 151 
right panel) were associated with large, slow inward currents, comparable to the 152 
slow spillover currents that have been observed at this synapse in vitro 153 
(DiGregorio et al., 2002; Nielsen et al., 2004; Xu-Friedman and Regehr, 2003). 154 
NMDA receptor activation could in theory underlie such slow currents; however 155 
the NMDA current is negligible in cerebellar granule cells at our -70 mV holding 156 
potential, due to the voltage-dependent Mg2+ block of the NMDA receptor 157 
channel (Nieus et al 2006; Fig 3). We confirmed that the NMDA current is 158 
negligible using a GC model (Diwakar et al. 2009), adapted to match the 159 
NMDA/AMPA ratio of 0.2 found in adult mice (Cathala et al. 2003). At -70 mV, 160 
NMDA contributes at most 0.4% of the total excitatory synaptic current in this 161 
model. Furthermore, it has previously been shown (Cathala et al. 2003) that in 162 
the age and species of mice from which our data is derived, the vast majority of 163 
the NMDA current is transmitted by extrasynaptic receptors. We therefore 164 
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concluded that spillover transmission must be responsible for most of the slow 165 
current we measured. 166 
 167 
To isolate the putative spillover components, we fit the fast EPSCs and separated 168 
them from the underlying slow current recorded at -70 mV (Figure 2A). The 169 
amplitude of the slow current was correlated with the EPSC frequency (Figure 2E 170 
shows this for an individual cell; Figure 2F for the population of n = 9 cells), such 171 
that the proportion of the total current carried by the fast EPSCs versus the slow 172 
current diminished with EPSC rate (Figure 2B), similar to what has been shown 173 
in vitro in response to trains of synaptic stimulation (Sargent et al., 2005). Since 174 
spillover results from synaptic accumulation of neurotransmitter, a delay would be 175 
expected between the peak of the EPSCs and that of the putative spillover 176 
current. Indeed, a cross-correlation between the instantaneous frequency of fast 177 
EPSCs and the slow currents showed a peak with a lag of 40 ms (Figure 2C), 178 
with the slow current lagging the fast events. Similarly, aligning the slow current 179 
on a burst of at least 5 EPSCs at 200 Hz or above exhibited a negative peak at 180 
positive delay (31 ms latency; 729 bursts from the 9 cells, Figure 2D). We further 181 
plotted the synaptic charge transfer over 100 ms as a function of EPSC rate with 182 
and without spillover (Figure 2 – figure supplement 1). The spillover dramatically 183 
affects the slope of this curve. 184 
 185 
What is the functional role of the slow putative spillover current? In current clamp 186 
recordings from granule cells, we observed that spiking occurs in bursts (Figure 187 
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2G; 37 bursts recorded in 4 out of 7 cells), which were frequently accompanied 188 
by a slow depolarization (Figure 2G left panel). As predicted, there was a 189 
significant correlation (r = 0.45, p = 5.5 x 10-3; Figure 2H) between the amplitude 190 
of the slow depolarization and the spike frequency in the burst. We hypothesized 191 
that the spillover could contribute to such spiking episodes. To study this, we 192 
used a spiking compartmental model of a granule cell (Diwakar et al. 2009), with 193 
an excitatory synaptic conductance based on the fast EPSCs and slow spillover 194 
currents recorded in voltage clamp. The depolarization generated by the slow 195 
spillover current was able to facilitate bursts that were not observed with fast 196 
EPSCs alone (Figure 2I). Consistent with this, the combination of spillover and 197 
fast currents produced significantly more spikes than either the spillover or fast 198 
current in isolation, indicating a synergistic non-linear interaction between the two 199 
currents (spiking rate for spillover alone: 2.69 ± 3.78 Hz, for fast EPSCs: 1.01 ± 200 
0.94 Hz, for both: 9.27 ± 6.36 Hz, Figure 2J, p = 3.39 x 10-6; one way ANOVA). 201 
Next, we assessed the possible contribution of NMDA receptor currents to 202 
spiking under these conditions. We performed simulations using an NMDA to 203 
AMPA ratio of 0.2, which is physiological at this synapse (Cathala et al. 2003). 204 
Under these conditions a spiking rate of 9.74 ± 6.51 Hz is obtained, which is only 205 
slightly higher than without the NMDA channels (rate 9.37 ± 6.35 Hz, p = 2.70 x 206 
10-8; paired t-test). We conclude that the slow putative spillover current 207 
contributes significantly to spike generation in awake, locomoting animals. 208 
 209 
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Linking synaptic input parameters with output spiking during locomotion 210 
We next wanted to study the relationship between activity in the granule cell layer 211 
and movement parameters. The mice were free to initiate locomotion at will, and 212 
were mostly quietly resting on the treadmill. We examined how EPSC activity 213 
changes at the start of these periods of locomotion, and found a sustained 214 
increase in rate from 100 ± 8 Hz to 145 ± 12 Hz (P = 0.0036, paired t-test, n = 23 215 
periods from 9 cells comparing a 500 ms window 1 s before and immediately 216 
after locomotion onset; Figure 3 – figure supplement 1). Similarly, at the 217 
termination of locomotion, there was a sustained decrease in EPSC rate from 218 
139 ± 10 Hz to 106 ± 7 Hz (p = 0.0118, paired t-test, n = 23 periods from 9 cells 219 
comparing a 500 ms window immediately before and 1 s after locomotion onset). 220 
Note however that even in the absence of locomotion, EPSCs fired at high 221 
frequencies. 222 
 223 
Next, we examined the precise relationship between activity in mossy fibers and 224 
granule cells during locomotion. Positive correlations were found between the 225 
motion index and MFB spiking, GC spiking, GC EPSC rate and spillover current 226 
in most cells at low temporal resolution (1.5 s; Figure 3C). At higher temporal 227 
resolution significant peaks in the normalized sliding cross-correlations were 228 
observed between motion and mossy fiber bouton spiking, granule cell EPSCs 229 
and granule cell spiking (Figure 3AB). For spillover, only a minority of the cells (2 230 
out of 9) showed a significant peak cross-correlation at high temporal resolution, 231 
consistent with it being a slow current. Together, these results indicate that 232 
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overall motion during locomotion is represented in both granule cell excitatory 233 
input and spike output patterns.  234 
 235 
To correlate specific movements with granule cell input and output, we performed 236 
activity-triggered averaging of motion maps in video images of locomoting mice 237 
(Figure 3D). Anatomically coherent regions of the mouse showed strong signals 238 
(19 out of 20 of these maps showed significant signals in the regions 239 
corresponding to one or more of the limbs, 9 out of 20 for the head, and 11 out of 240 
20 for the body of the mouse), suggesting that more specific features of the 241 
motion could be read out by granule cell activity. We therefore decomposed the 242 
videos into principal components, which corresponded to motions of the mice, 243 
most often showing limb motion and/or locomotion at different speeds (Figure 244 
3E). For all the 20 cells recorded, we used a semi-automated labelling algorithm 245 
(see ‘Materials and methods’) to classify the 50 highest eigenvalues and found 246 
that 738 out of 1000 showed periodic limb motion, 434 showed periodic head 247 
motion, and 370 showed periodic motion of the rest of the body. We performed a 248 
sliding cross-correlation of the electrophysiological activity with the projection of 249 
the video onto the 50 principal components with the largest eigenvalues. For all 250 
recording modalities, peak crosscorrelations higher than 0.3 and up to 0.55 could 251 
be found (Figure 3F); these correlations dropped below 0.2 after the 10th 252 
component. Note that the correlations were higher than with surrogate data (grey 253 
traces, Figure 3F), which indicates that the neural activity correlated with specific 254 
PCA components more than would be expected by chance.  255 
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 256 
A simple model based on single granule cell activity predicts the step cycle 257 
Next, we examined the relationship of activity parameters to the step cycle of the 258 
mouse, focusing on the two forelimbs. Animals initiated periods of locomotion 259 
spontaneously, and would often be still for several seconds between these 260 
periods. Electrophysiologically recorded parameters in mossy fiber boutons and 261 
granule cells were strikingly modulated by the step cycle (Figures 4A - 4C), in 262 
either or both of the forelimbs. Specifically, statistically significant step-cycle 263 
modulations were observed for mossy fiber bouton spiking (3 out of 4 cells for the 264 
right limb, 1 out of 4 cells for the left limb), granule cell EPSCs (5 out of 9 for the 265 
right limb, 4 out of 9 cells for the left limb), and granule cell spiking (0 out of 7 for 266 
the right limb, 2 out of 7 cells for the left limb); while spillover was not significantly 267 
correlated with step cycle. In Figure 4 – figure supplement 1, we show why it is 268 
possible that despite high cross-correlations between spillover and EPSCs, 269 
significant step cycle modulations are not seen: a temporally filtered EPSC trace 270 
(using a biexponential kernel with rise time = 50 ms and decay = 100 ms) exhibits 271 
a cross-correlation with the original trace which is similar to spillover (Figure 4 – 272 
figure supplement 1B), however its step cycle modulations are significantly lower 273 
(from 0.30 ± 0.03 to 0.13 ± 0.2, p = 4.65 x 10-4, paired t-test; n = 18 – i.e. 2 limbs 274 
for n = 9 cells), due to the low-pass properties of the filter. 275 
 276 
To examine in greater detail the tuning of events to the step cycle, we plotted the 277 
step cycle modulation of the event rates on a polar plot for both forelimbs. 278 
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Mapping the start of the step cycle to 0 degrees of the circle, we observed that 279 
cells could show maximal modulation in a wide range of phases (Figure 4 – figure 280 
supplement 2; range from 0 to 351 degrees). The phase difference between the 281 
maximal modulation for one forelimb versus the other was clustered around 90 282 
degrees: 102 ± 30 degrees for MFTs, 104 ± 19.2 for EPSCs, 74 ± 15 for GC 283 
spikes. Not surprisingly, the magnitude of modulation was highly correlated 284 
between the two forelimbs (n = 20 cells, R = 0.9, p = 3.48 x 10-8). However as the 285 
MFT example in figure 4A makes clear, not all modulations of activity were in the 286 
same direction for both forelimbs. In the right panel of Figure 4 – figure 287 
supplement 2C, we have plotted the maximum modulations as z-scores for one 288 
limb versus the other, which shows across the population that modulations can 289 
happen in all four directions (up-up, up-down, down-up, down-down). 290 
 291 
If these step-related modulations are sufficiently robust to provide a code for 292 
downstream Purkinje cells, it should be possible to reconstruct the step sequence 293 
from the recorded activity. We therefore implemented a two-state Hidden Markov 294 
Model (HMM; ref. (Rabiner, 1989)), with one state representing the stance and 295 
the other state representing the swing phase of the step cycle (Figure 4D), and 296 
trained this model on the electrophysiological data. Note that the algorithm used 297 
to constrain the model is unsupervised in the sense that the learning procedure is 298 
never shown the actual step sequence. A predicted step sequence was 299 
generated for each trace by producing the most likely state sequence for the 300 
HMM trained on the trace. This prediction was then compared to the actual step 301 
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sequence. For mossy fiber spikes, granule cell spikes, and granule cell EPSCs 302 
we found that in some cells (2 out of 4, 2 out of 5 and 2 out of 9 cells respectively, 303 
Figure 4E) accurate step sequence reconstructions (i.e. with P-values < 0.05) 304 
could be obtained (Figure 4F). In contrast, step sequences could not be 305 
reconstructed from spillover currents alone, indicating that while these currents 306 
are permissive for spiking during movement, they do not represent the details of 307 
individual movements. Together, these findings indicate that rich information 308 
about locomotion parameters is available to single granule cells in the cerebellar 309 
cortex, even at the level of synaptic input.  310 
 311 
312 
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Discussion 313 
We have directly measured synaptic input patterns and spike output in single 314 
neurons in awake mice, both at rest and during locomotion. Our experiments 315 
reveal that granule cells exhibit low firing rates in awake animals at rest, but high-316 
frequency spiking during locomotion. Mossy fiber boutons can also exhibit 317 
dramatic increases in spiking driven by locomotion, which drives high-frequency 318 
bursts of EPSCs in granule cells, associated with a large glutamate spillover 319 
component that enhances spike output during locomotion. Surprisingly, 320 
locomotion can be highly correlated with the activity of single mossy fibers, 321 
EPSCs in single granule cells, and output from single granule cells. We 322 
demonstrate that a Hidden Markov Model allows the step sequence to be 323 
reconstructed from the activity of only a single mossy fiber; or EPSC input; or the 324 
spike output of a single granule cell. These findings provide crucial new insights 325 
into the synaptic representation of movement parameters, and how the cerebellar 326 
cortex processes movement. 327 
 328 
Activity of granule cells and their synaptic inputs in awake animals at rest 329 
and during locomotion 330 
Our experiments represent the first whole-cell recordings from granule cells in 331 
awake mice. Information about granule cell activity patterns in awake animals 332 
has been extremely difficult to obtain. Extracellular recordings from the granule 333 
cell layer have suffered from the fact that the exceptionally dense packing of the 334 
granule cells has made it difficult to unambiguously assign spikes as arising from 335 
 16
single granule cells (Gao et al., 2012; Hartmann and Bower, 2001). Although two-336 
photon imaging approaches should in principle help to resolve this issue, the 337 
scattering nature of the densely packed granule cell layer, and the lack of reliable 338 
single-spike sensitivity of current genetically encoded calcium sensors combined 339 
with the difficulty of separating synaptic and action potential-linked calcium 340 
signals in granule cells has made it difficult to reliably estimate granule cell firing 341 
rates using two-photon imaging (Ozden et al., 2012).  342 
 343 
Our patch-clamp recordings allowed us to unambiguously record from single 344 
granule cells, and demonstrate that granule cells in awake mice exhibit 345 
remarkably low firing rates when the animal is at rest, similar to those observed in 346 
mormyrid fish under paralysis using similar techniques (Sawtell, 2010). Moreover, 347 
the electrical compactness of the granule cells allows us to make voltage clamp 348 
recordings to probe synaptic currents driving spiking activity. We demonstrate 349 
that the low spontaneous firing rates observed at rest in granule cells, which are 350 
surprisingly similar to those in anaesthetized (Chadderton et al., 2004; Duguid et 351 
al., 2012) and decerebrate (Jörntell and Ekerot, 2006) preparations, persist 352 
despite far higher spontaneous EPSC rates than are present under anaesthesia. 353 
This indicates that the low firing rate of granule cells is a general property of 354 
granule cells and suggests that it is under tight control by intrinsic mechanisms 355 
and by synaptic inhibition (Duguid et al., 2012), especially in the awake animal. 356 
 357 
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Despite the low firing rates observed at rest, granule cells exhibited a dramatic 358 
increase in firing at the onset of locomotion, paralleling observations using two-359 
photon calcium imaging in the granule cell layer (Ozden et al., 2012). This 360 
increase in granule cell firing rate was widespread across the granule cell 361 
population, indicating that granule cells switch from a sparse to a dense mode of 362 
activation during locomotion. The high firing rates of granule cells during 363 
locomotion was organized in bursts, reminiscent of the high-frequency bursts 364 
observed in granule cells with some forms of sensory stimulation (van Beugen et 365 
al., 2013), which in turn can be transmitted reliably to the Purkinje cell (Valera et 366 
al., 2012).  367 
 368 
Our voltage clamp experiments reveal that the locomotion-evoked spiking is 369 
driven by a significant increase in excitatory synaptic input to the granule cells, 370 
which is paralleled by an increase in spiking in mossy fibers, as shown by direct 371 
recordings from mossy fiber boutons. Some of the increase in mossy fiber input 372 
may be provided by activity in spinocerebellar pathways, which exhibit 373 
locomotion-related activity (Arshavsky et al., 1972a,b; Orsal et al., 1988). These 374 
results indicate that the sensorimotor computations in neuronal circuits upstream 375 
from the mossy fiber pathways provide sufficiently strong activation to overcome 376 
the high threshold for output spiking in the granule cells. Future experiments are 377 
required to examine how the interaction between mossy fiber input and Golgi cell 378 
inhibition (D'Angelo and De Zeeuw, 2009) jointly determine the enhanced spiking 379 
output of granule cells during locomotion. 380 
 18
 381 
The importance of glutamate spillover during locomotion 382 
Our experiments provide the first investigation of glutamate spillover in the awake 383 
behaving animal, and demonstrate that this feature of mossy fiber-granule cell 384 
transmission (DiGregorio et al., 2002; Nielsen et al., 2004) plays a crucial role in 385 
driving movement-related output spikes from the granule cell layer. Previous 386 
investigation of glutamate spillover currents has been restricted to brain slices, 387 
both in hippocampus (Kullmann and Asztely, 1998) and cerebellum (DiGregorio 388 
et al., 2002; Nielsen et al., 2004), and it has been unclear whether the stimulus 389 
conditions and levels of glutamate uptake present in vitro are representative of 390 
the physiological pattern of in vivo activation. We demonstrate that spillover 391 
currents make a substantial contribution to the synaptic charge during 392 
locomotion-evoked mossy fiber input. Furthermore, using a realistic 393 
compartmental model of the granule cell, we show that these spillover currents 394 
are essential for driving the observed output firing rates of the granule cell 395 
associated with locomotion.  396 
 397 
The biophysical properties of spillover currents appear to be ideally suited to help 398 
ensure appropriate granule cell firing patterns under resting conditions and during 399 
locomotion. Specifically, spillover currents are synergistically enhanced by the 400 
activation of multiple neighbouring synapses (Arnth-Jensen et al., 2002; Carter 401 
and Regehr, 2000; DiGregorio et al., 2002), as is likely during the high-frequency 402 
barrage of mossy fiber inputs activated during locomotion. Thus, the requirement 403 
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of the spillover current for high spiking rates provides another mechanism to both 404 
ensure sparse granule cell firing at rest, and enhance firing during locomotion, 405 
increasing the signal-to-noise ratio of granule cell transmission of locomotion 406 
information. 407 
 408 
Functional implications 409 
We show that granule cells exhibit very low spike rates in awake resting mice, 410 
despite high excitatory synaptic drive. Since granule cells represent the most 411 
abundant neuronal type in the brain, and spikes are energetically expensive 412 
(Attwell and Laughlin, 2001; Carter and Bean, 2009), the metabolic cost of 413 
sustained firing in this population would be considerable (Howarth et al., 2012). 414 
Therefore the ability to maintain sparse firing in granule cells at rest could be an 415 
important mechanism for energy conservation in the mammalian brain. During 416 
locomotion, however, spike rates can increase dramatically. We demonstrate that 417 
movement during locomotion exhibits an unexpectedly strong representation in 418 
mossy fiber input received by granule cells, as well as in the spiking output of 419 
individual granule cells. Remarkably, in some neurons it is possible to reconstruct 420 
the entire step sequence during locomotion from both input patterns and spike 421 
output, indicating that gait information is present even at the level of single 422 
granule cells. This indicates that a rich amount of information about movement 423 
parameters is already represented by individual synapses at the input layer of the 424 
cerebellar cortex. Thus, selective sampling of granule cells exhibiting tuning to a 425 
given phase of the step cycle may underlie the step cycle modulation of simple 426 
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spikes observed in Purkinje cells (Armstrong and Edgley, 1984; Edgley and 427 
Lidierth, 1988; Orlovsky, 1972). Our results suggest that the synaptic 428 
representation of locomotion, rather than being based on a sparse code (Marr, 429 
1969; Attwell and Laughlin, 2001; Howarth et al., 2012), relies on a population of 430 
tuned neurons, which shift from sparse activity to a dense gait code during 431 
movement.  432 
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Materials and methods 433 
Surgical procedures 434 
All experiments were carried out in accordance with UK Home Office regulations. 435 
Adult C57BL/6J mice (P40 - 60) were anesthetized with isoflurane (3 - 5% for 436 
induction, 0.5 - 2% for surgery, in pure oxygen). Throughout general anaesthesia, 437 
rectal temperature was monitored and body temperature maintained constant 438 
using a homeothermic blanket (FHC). Mice were placed in a stereotaxic frame, 439 
which allowed horizontal positioning of the head and implanted with a lightweight 440 
L-shaped metal head plate and recording chamber. The recording chamber was 441 
positioned directly above lobule V of the cerebellum. This region of the 442 
cerebellum was the most accessible, requiring the least amount of muscle 443 
removal, which was an important consideration for these awake experiments. 444 
Mice were allowed to recover from head implant surgery for a minimum of 48 445 
hours. 446 
 447 
At least 3 hours prior to performing electrophysiological recordings, mice were re-448 
anaesthetized with isoflurane (as described above). A small (~200-500μm) 449 
craniotomy was created through the skull directly above lobule V of the cerebellar 450 
vermis roughly 0.5 – 1 mm lateral of the midline and the dura removed. Agar and 451 
a silicone elastomer (Kwik-Cast, World Precision Instruments Ltd) were applied to 452 
the craniotomy to seal it. When the silicone was fully set the mouse was removed 453 
from the head-holder and placed in a warm cage to recover from anaesthesia for 454 
~2 hours. 455 
 456 
Following recovery from anaesthesia mice were head-fixed ~1 hour prior to 457 
starting the recording session. Mice were placed on a 20 cm diameter 458 
polystyrene ball that was secured to an air-table directly below and slightly in 459 
front of the headstage. The ball was mounted through its center on a horizontal 460 
axle resting on bearings. Mice were placed on the ball such that they could rest 461 
comfortably on its center and walk voluntarily. With this configuration mice 462 
habituated readily to head restraint, usually sitting quietly after 30-60 minutes.  463 
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 464 
In vivo patch-clamp recording 465 
In vivo whole-cell voltage-clamp and current-clamp recordings were obtained 466 
from cerebellar granule cells and mossy fiber boutons as previously described 467 
(Chadderton et al., 2004; Duguid et al., 2012; Rancz et al., 2007). Recordings 468 
used for analysis lasted from 100 s to 950 s (mean average: 300 ± 186 s, n = 53, 469 
in 26 mice). Pipettes had resistances of 6-7 MΩ and were filled with an internal 470 
solution containing (in mM): K-Methanesulphonate, 133; KCl, 7; HEPES, 10; Mg-471 
ATP, 2; Na2-ATP, 2; Na2-GTP, 0.5. EGTA, 0.1; pH 7.2. 472 
 473 
Granule cells were identified based on their characteristically small capacitance 474 
and depth from the pial surface (450 – 600 μm). Mossy fiber boutons were 475 
identified by their relatively high spontaneous spike rates, lack of synaptic input 476 
and characteristic spike waveform (Rancz et al., 2007). Electrophysiological 477 
measurements were amplified using a Multiclamp 700B amplifier (Axon 478 
Instruments). Data was filtered at 4 - 10 kHz and acquired at 20 kHz using 479 
pCLAMP software in conjunction with a Digidata 1440A acquisition system 480 
(Molecular Devices). 481 
 482 
Electrophysiological data analysis 483 
Electrophysiological data was inspected for artifacts relating to movement (large 484 
perturbations either side of the baseline). Recordings that demonstrated such 485 
artifacts were excluded from further analysis. Electrophysiological data were 486 
analyzed using custom-written macros in Igor Pro 6. Synaptic currents and 487 
potentials were detected using an amplitude threshold algorithm where the 488 
threshold for event detection was set at 2 times the standard deviation of the 489 
baseline noise (typically about 10 pA). Detected currents and potentials were 490 
verified manually through careful inspection of all electrophysiological data. 491 
 492 
 493 
 494 
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Video analysis 495 
Videos were acquired using a Canon Exilim-F1 digital camera at a frame rate of 496 
30 Hz. The electrophysiological traces were synchronized with the video by 497 
aligning the recordings with the onset of an LED timed by the electrophysiology 498 
acquisition software. Analysis of the video was performed using custom built 499 
software in Matlab (MathWorks) which is available as Source code 1. The video 500 
was first cropped to contain a small area displaying the mouse and then used to 501 
calculate a motion map as follows: First a background (corresponding to pixels 502 
that have not moved recently) was calculated by the following formula: 503 
 504 
 505 
 506 
where BGi is the background at time point i, and Framei is the video frame. 507 
Empirically, we found α = 0.3 to perform well with our dataset, this causes the 508 
background to be a weighted average over about the last 15 frames 509 
 510 
Next, a difference image was calculated as follows: 511 
 512 
 513 
],[],[],[ yxBGyxFrameyxdiffim iii −=  514 
To provide a less noisy estimate of motion, we used a time smoothed difference 515 
image as the motion map: 516 
 517 
  518 
],[_)1(],[],[_ 1 yxmapmotionyxdiffimyxmapmotion iii −×−+×= ββ  519 
 520 
where β = 0.9. 521 
 522 
Spike-triggered averages of this motion map were computed by binning the 523 
neural event rates in 33.3ms bins (i.e. matching the frame rate) and weighting the 524 
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frames by the event rate in the bin. A motion index was calculated by 525 
thresholding the motion map (with a threshold of 40 at 8 bit resolution) and 526 
summing the pixels exceeding the threshold. The motion index was used to 527 
define periods of quiet wakefulness and periods in which the mice were moving. 528 
Quiet periods were defined as periods in which the motion index changed by a 529 
rate of less than 0.025 arbitrary units per frame (with maximum rate of 1 given by 530 
the maximal pixel change) for at least 30 consecutive frames. Conversely, 531 
periods of movement were defined as rates of change greater than 0.025 a.u. per 532 
frame for at least 30 consecutive frames. These definitions were used to divide 533 
the corresponding electrophysiological data into periods recorded during quiet 534 
wakefulness and during locomotion for the analysis of spike and EPSC 535 
frequencies.  536 
 537 
We correlated the binned electrophysiological activity with the motion index at 538 
either coarse (1.5 seconds) or fine (33 ms) time scale. The electrophysiological 539 
activity was binned as follows: For EPSCs, GC Spikes and MFT spikes, we 540 
computed the average event rate in a bin. For spillover, we computed the 541 
average spillover current (as determined by our fitting procedure below) in a bin. 542 
 543 
For the coarse time scale correlation, we split the motion index and 544 
electrophysiological activity into 1.5 second bins and averaged the data in these 545 
bins, and then calculated Pearson’s r coefficient between the event rates (for 546 
EPSCs, GC spikes, MFT spikes) or current (for spillover) and the motion index.  547 
 548 
For the fine scale correlation, we made the bin size the duration of a video frame 549 
(i.e. 33.3 ms) for ease of analysis. We performed a rolling normalized cross-550 
correlation between the electrophysiological data and the motion index, by 551 
shifting a 3s window across the data. For each window, the mean was subtracted 552 
from both the motion index and electrophysiological data, and a cross-correlation 553 
performed. For each cell, an average cross-correlogram was computed by 554 
averaging across shifts, and the peak in this cross-correlogram was measured. 555 
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 556 
To establish whether these correlations were significant, we generated bootstrap 557 
samples for each cell by repeating the analysis with shuffled versions of the 558 
corresponding binned electrophysiological activity, which allowed us to generate 559 
a z-score for each cell. This z-score was used to look up a one sided P-value in a 560 
standard normal table. P-values were Bonferroni-corrected for multiple 561 
comparisons, and the significance level was set at p = 0.05. 562 
 563 
Analysis of spillover currents 564 
To separate the phasic EPSCs from the underlying spillover currents we fit a 565 
model to the raw voltage clamp traces. The model consisted of a train of 566 
biexponential functions (representing the fast events) on top of a spline function, 567 
representing an underlying slow current. Formulating this mathematically, we fit a 568 
function g(t) to the data: 569 
 570 
 571 
 572 
where ß is a cubic spline function with control points, Ci is the ith control point of 573 
the spline, NEPSCs is the number of fast EPSCs in the data, ampi is the amplitude 574 
for the ith fast EPSC, ζ is the biexponential function with a rise time of τ rise and a 575 
decay time τ fall, Ti is the onset of the of the ith fast ESPC. 576 
 577 
 578 
 579 
 580 
The data was collected in continuous sweeps of 5 seconds, and we therefore fit 581 
the model separately to these 5 second episodes. 582 
 583 
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The fitting procedure was as follows: a peak finding algorithm was used to detect 584 
the fast EPSCs in the raw voltage clamp traces. We initiated ß to be equal to 585 
zero, NEPSCs to be equal to the number of peaks found by the algorithm, ampi to 586 
the amplitudes found by the algorithms, Ti the time of the events, τ rise was set to 587 
1ms and τ fall was set to 10 ms. We then used the Matlab nlinfit function to fit the 588 
model to the raw traces, adjusting the spline parameters, the ampi and τ rise and 589 
τ fall. To correct for slow drifts in the holding current during a long recording, we 590 
set the maximum of the ß trace for each 5s episode to be zero. The spline fits 591 
baseline shifts in the traces not accounted for by summation of fast events, and 592 
we used it as our measure of putative spillover. Note that since spillover currents 593 
are known to contribute to the tails of fast EPSCs (DiGregorio et al., 2002), we 594 
are underestimating the total contribution of spillover transmission in granule cells 595 
in the awake mouse. 596 
 597 
The relative contribution of phasic and spillover transmission as a function of 598 
EPSC rate was calculated as follows: The smoothed EPSC rate was computed 599 
by convolving a causal exponential kernel (with tau = 50 ms) with a train of delta 600 
functions placed at the times of the fast EPSCs as found by our fitting 601 
procedures. We then iterated over all events in all cells and calculated the ratio of 602 
the fast current at the peak of the event on the spillover current at that time, 603 
treating each event as a data point. These data points were then binned by 604 
EPSC rate. For Figs. 2E and 2F we also related the currents to the motion index, 605 
convolved with a causal exponential kernel (with tau = 660ms).  606 
 607 
To calculate the cross-correlation between EPSC rate and spillover (Figure 2C), 608 
we used the smoothed EPSC rate trace and the putative spillover traces from the 609 
fitting procedure, both mentioned above, and used a 2 s sliding window over the 610 
traces. For each window, we computed a normalized, mean subtracted 611 
crosscorrelation between the EPSC rate and spillover traces. We then computed 612 
the mean crosscorrelation, averaged across all cells and all the sliding windows. 613 
For the burst-triggered spillover, we defined a burst as a group of 5 or more 614 
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EPSCs occurring at 200 Hz or more. We averaged the spillover trace triggered 615 
by the first event of such bursts (Figure 2D). 616 
 617 
Granule cell model 618 
We employed a published cerebellar granule cell model (Diwakar et al., 2009) to 619 
study synaptic integration using in vivo patterns of activity. This model consists of 620 
a detailed compartmental model of a spiking granule cell for the NEURON 621 
simulation environment. We only modified the model by adding a fixed tonic 622 
inhibitory conductance at the soma of 1 nS (Erev = -70mV). The model was run in 623 
current clamp mode. To inject the patterns of excitatory input we recorded in vivo, 624 
we added an AMPA synaptic conductance (Erev = 0 mV) which was varied 625 
dynamically to correspond to the conductance underlying our voltage clamp 626 
traces, assuming a driving force of 70 mV. Our spillover analysis described above 627 
separated our voltage clamp recordings into the contributions from the fast EPSC 628 
current, and the slow putative spillover traces, so we could feed these separately 629 
or summated into the model and record the spike output of the model cell. We 630 
also performed simulations in which an NMDA receptor conductance was added 631 
to the spillover and phasic AMPA conductances, with an NMDA:AMPA ratio of 0.2 632 
(Cathala et al., 2003), and a voltage-dependent Mg2+ block modelled according 633 
to (Nieus et al., 2006). 634 
 635 
Current clamp analysis 636 
For the current clamp GC recordings, burst analysis was done as follows: spikes 637 
were detected in the raw traces using a voltage threshold (-10mV). A procedure 638 
then iterated through the spikes and grouped them into bursts if 3 or more spikes 639 
appeared in succession with an ISI less than 50 ms. The depolarization 640 
underlying a burst was quantified as the voltage averaged across a 5 ms interval 641 
starting 1 ms after the first spike in the burst, after subtracting a baseline voltage, 642 
defined as the average voltage over a 180 ms interval starting 20 ms before the 643 
first spike in the burst. 644 
 645 
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Principal component analysis 646 
The videos were downsampled spatially by a factor of 2, and principal 647 
components of the video were calculated by first computing the motion map of 648 
the video as above, and then shifting an 8 frame window across this motion map. 649 
For each of the videos, we created a data matrix where the rows contained the 8 650 
frame windows of the motion maps. The standard pca function in Matlab was 651 
then used to obtain the principal components of this matrix, as well the 652 
coefficients of each video in this eigenbasis. We kept the 50 components with the 653 
highest eigenvalues for each video. For each of these components, we then 654 
computed a sliding cross-correlation between its coefficient in the video and a 655 
binned version of the electrophysiological trace (as described in the video 656 
analysis section). The sliding cross-correlation was computed as detailed above 657 
for the motion index. To establish the noise level, we generated bootstrap 658 
samples by repeating the analysis on shuffled versions of the binned 659 
electrophysiological traces.  660 
 661 
To label the principal components according to which body parts were involved in 662 
the motion, we devised a semi-automated labelling algorithm: for each video, we 663 
defined rectangular ROIs for each of three regions (head, body, limbs). Each 664 
region could have more than one ROI (e.g. one ROI for each limb). For all the 665 
principal components, we looked for framewise pixel changes in the ROI’s as 666 
follows: 667 
 
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 669 
where ],,[ iyxPC is the principal component at pixel x,y and the i-th frame, and n 670 
is the total number of frames in the principal component. A ROI, and therefore a 671 
body region, was deemed to be participating in the motion of the principal 672 
component if Δ exceeded a threshold. Note that in these head-fixed recordings, 673 
‘head’ movement refers primarily to movement of the whisker pad and ears. 674 
 675 
 
 
29
To select the threshold in a non-arbitrary manner, we also selected ROIs 676 
corresponding to background for each of the video. We then charted the 677 
distribution for the Δ’s in these background ROIs. In all of the videos, Δ ranged 678 
from 0 to 2500, and therefore we selected 3000 as our threshold. 679 
 680 
Step analysis  681 
We built a custom GUI to step through the videos frame by frame and annotate 682 
limb movement. We noted in each frame whether either of the forelimbs were in 683 
swing or stance phase. The swing phase was defined as starting when the paw 684 
was lifted off the ball, and ending when contact between the paw and the ball was 685 
reinitiated. For either forelimb, we calculated the step-evoked electrophysiological 686 
activity for each cell by triggering a 40-bin (or 1.32 s) episode of the activity on 687 
the start of the stance phase, and averaged these episodes for each cell, giving 688 
an average step-evoked response vector σ1,2,40. We computed a modulation 689 
index m for each cell by taking this vector and computing: 690 
 691 
 692 
 693 
To test for significance, we generated bootstrap samples by selecting for each 694 
step a random window from the corresponding binned electrophysiological trace. 695 
For the individual cells, we considered a modulation index to be significant if its 696 
associated z-score corresponded to a P-value < 0.05 after Bonferroni correction 697 
for the numbers of cells within that recording modality. When measured across 698 
the population, while the mean pooled z-scores were positive, they were not 699 
significant (mean z-scores were MFBs: 2.4427 ± 2.8788, p = 0.3995 for left limb, 700 
5.2776 ± 4.2794 for right limb. EPSCs: 3.0553 ± 1.5468, p = 0.0695 for left limb, 701 
2.3266 ± 1.0831, 0.0522 for right limb. GC-spikes: 0.0980 ± 1.0836, p = 0.9243 702 
for left limb, 0.1723 ± 2.0968, p = 0.9312 for right limb. Spillover: -0.1011 ± 703 
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0.3651, p = 0.7764 for left limb, 0.0192 ± 0.4422, p = 0.9645 for right limb). This 704 
is not surprising, since it reflects the fact that that only a subset of the granule 705 
cells are well-modulated by the step-cycle, which is to be expected given the 706 
variety of inputs to the granule cell layer. 707 
 708 
For the polar plot in Figure 4 - figure supplement 2, we plotted the modulation to 709 
step cycle by taking the absolute deviation from the mean activity as the radius of 710 
the plot. i.e. 711 
 712 
N
N
iactivity
activityR
N
i

=
×
−=
0
)360(
)()( θθ  713 
 714 
where activity is the step-triggered activity vector as in Figure 4A mapped on 360 715 
degrees (i.e this works out to each degree in the plot corresponding to 5 ms). For 716 
ease of visualization, we subtracted from R the minimum value across phases 717 
and then divided by the maximum value, so R is between 0 and 1. We picked the 718 
phase of maximal modulation as the phase that maximized R. In supplementary 719 
figure 2C, we plotted the modulations as z scores by subtracting the mean of the 720 
step triggered activity vector for each recording and dividing by its standard 721 
deviation. 722 
 723 
Hidden Markov Model 724 
A two state Markov model was constructed using the Bayes Net Toolbox 725 
(https://code.google.com/p/bnt/). The output distribution was modelled as a 726 
mixture of four Gaussians. The observed data at time i consisted of a 360 ms 727 
window of the electrophysiological data starting at time i. For the EPSCs, the 728 
activity in each window was normalized to the mean; for the spiking data, the 729 
baseline activity (average activity of the first 90 ms in the window) was 730 
subtracted. All the parameters were initiated at random, except for the prior 731 
probabilities of the states and initial state transition matrix that was derived for 732 
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each cell from the step data annotated manually. The Bayes Net Toolbox was 733 
then used to perform a Baum-Welch algorithm to optimize the prior probabilities, 734 
the transmission matrix, and mixture of Gaussian parameters. The Viterbi 735 
algorithm was then used to reconstruct the predicted state transition through the 736 
Hidden Markov Model.  737 
 738 
To score the prediction against the real stepping data, we first converted both the 739 
prediction and real data into spike trains, by placing spikes at the transitions from 740 
stance to swing. We then used a commonly utilized metric between spike trains 741 
(Schreiber et al., 2003) to compute the quality of the step reconstruction. Briefly, 742 
this measure computes a normalized, mean-subtracted cross-correlation 743 
between spike trains convolved with a Gaussian kernel (we used a sigma of 744 
100 ms), and then takes the peak of the cross-correlation as the measure of 745 
similarity between the trains. This value can vary between 0 (no similarity) and 1 746 
(identical trains). We multiplied this value by 100 to get a percentage score. For 747 
each limb, we took the average of the percentage score over 10 runs of the HMM 748 
algorithm to get the average prediction score. For each cell, we selected the limb 749 
that was best predicted by the activity and reported its prediction score. To test 750 
for significance for each cell, we generated bootstrap samples for each cell by 751 
repeating the above procedure on shuffled version of the electrophysiological 752 
data for the cell, and generating a z-score of the prediction score. The prediction 753 
for each cell was deemed significant if its associated one-sided P-value was 754 
< 0.05 after Bonferroni correction. 755 
 756 
 757 
 758 
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Figure Legends 765 
Figure 1. Whole-cell recordings from granule cells and mossy fibers during 766 
locomotion.  767 
(A) Schematic of recording configuration. (B) Calculation of motion index. Top 768 
panel: a single frame from a video of a mouse walking on the treadmill. Bottom 769 
panel: pixels intensity variation between the frame shown in the above panel and 770 
the previous frame are highlighted in red. The pixel variation between each frame 771 
was quantified for each video to give a continuous signal relating to average 772 
motion of the mouse (motion index calculated as described in the ‘Materials and 773 
methods’ and normalized to the maximum value in the video). (C-E) Example 774 
whole-cell recordings (black) from a presynaptic mossy fiber terminal (C), a 775 
granule cell recorded in voltage-clamp mode (D) and a granule cell recorded in 776 
current clamp mode (E), together with the corresponding motion index (red). (F-777 
H) Section of each example trace shown in C-E at a higher timescale show 778 
spontaneous input recorded during a quiet period (left panels, orange frames in 779 
(C-E) indicate the location within the trace) and typical bursts of activity during 780 
locomotion (right panels, blue frames in (C-E) indicate the location within the 781 
trace). Summary data comparing the average instantaneous frequencies of 782 
mossy fiber spikes (I, n = 4 in 4 mice), granule cell EPSCs (J, n = 9 in 6 mice) 783 
and granule cell spikes (K, n = 6, in 4 mice). Mean group averages are indicated 784 
with black open and closed circles, error bars indicate standard deviation. 785 
 786 
 787 
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Figure 2. Glutamate spillover enhances transmission during locomotion.  788 
(A) Voltage clamp traces recorded at a holding potential of -70 mV from two 789 
granule cells. Red line indicates the spillover current obtained by subtracting the 790 
fitted single exponential decays of the phasic EPSCs. (B) Relationship between 791 
the EPSC frequency and the relative proportion of excitatory current carried by 792 
the phasic EPSC component (average for all recorded cells; n = 9 in 6 mice). (C) 793 
Average cross-correlation of instantaneous EPSC frequency with spillover 794 
current (n = 9, dotted lines indicate standard deviation). Dashed line indicates 795 
zero lag. (D) Average EPSC burst triggered spillover current for all cells (dotted 796 
line indicates standard deviation). (E-F) Graphs showing increasing EPSC 797 
frequency and spillover conductance occurring with motion in an example 798 
granule cell (E) and as an average for all cells (F, n = 9). (G) Overlaid voltage 799 
traces showing spike bursts (red traces indicate the average). High-frequency 800 
bursting appears to be associated with greater subthreshold depolarization (left 801 
panel). (H) Graph showing the relationship between spike burst frequency and 802 
subthreshold depolarization for individual bursts across all cells (n = 37 bursts 803 
from 4 cells, r = 0.45, p = 0.0055). (I) A representative current trace showing the 804 
separation of phasic and spillover EPSCs. A granule cell model was then used to 805 
estimate the effect of spillover conductance on granule cell spike output. (J) 806 
Summary data showing the simulated granule cell spike frequency resulting from 807 
spillover, phasic and combined conductances, as well as combined 808 
conductances including an NMDA conductance (n = 9; see Methods). 809 
 810 
811 
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Figure 3. Relationship between motion and activity parameters of single 812 
granule cells. 813 
(A) Normalized crosscorrelations between motion index and event frequency for 814 
a MFB (green), EPSCs (red), spillover (orange), and GC spikes (blue). (B-C) 815 
Peak normalized crosscorrelation coefficients for each cell using fine time bins 816 
(33.3 ms; asterisks denote points with p < 0.05) and raw correlation coefficients 817 
using coarse time bins (1.5 s; asterisks in C denote correlation coefficients 818 
significant at the p = 0.05 level). (D) Spike triggered average of motion map 819 
overlaid on video of mouse. (E-F) PCA analysis: each video was decomposed 820 
into 50 8-frame principal components (top row, 4 frames shown for principal 821 
component (PC) 1, 4 and 50). The activity of each cell was then crosscorrelated 822 
over time with the principal component coefficient (F). Each line represents the 823 
maximum crosscorrelation of a single cell with the different PCs for the 824 
corresponding video (green = MFBs, red = GC-EPSC, orange = GC-spillover, 825 
blue = GCspikes). The gray traces represent the average crosscorrelations with 826 
bootstrapped data and therefore indicate the noise level. Note that the PCs were 827 
ranked according to their crosscorrelation.  828 
 829 
 830 
Figure 4. Decoding activity in a single granule cell can predict the step 831 
cycle. 832 
(A) Example step-triggered averages of activity for three different cells (EPSC 833 
and spillover examples are from the same granule cell). Gray-shaded area 834 
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indicates the swing phase of the step cycle. (B, C) Step cycle modulation index 835 
for each forelimb across all cells. (D) Two state Hidden Markov Model used to 836 
reconstruct the step cycle from electrophysiological recordings. (E) Example of 837 
successful step reconstructions for an MFB (red), GC EPSC recording (green) 838 
and GC spikes (blue). The top traces represent the electrophysiological event 839 
rate in Hz, the middle traces the step transition (with the high state being the 840 
swing phase and the low state being the stance) predicted by the HMM, and the 841 
lower trace being the actual step of the best modulated limb. (F) Prediction 842 
quality for all cells. 843 
 844 
Figure 2 – figure supplement 1. Synaptic charge transfer with and without 845 
spillover. 846 
The synaptic charge transfer over 100 ms as a function of EPSC frequency with 847 
and without spillover. 848 
 849 
Figure 3 – figure supplement 1. Modulation of responses by locomotion 850 
onset and termination. 851 
 852 
(A) EPSC rates from 23 locomotion periods from 9 cells aligned to the start of 853 
locomotion (at t = 0 ms, defined as the start of the first swing phase. (B) EPSC 854 
rates from 22 locomotion periods from 9 cells aligned to the end of locomotion (at 855 
t = 0 ms, defined as the end of the last swing phase). 856 
 857 
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Figure 4 – figure supplement 1. Spillover acts like a temporal filter 858 
(A) We convolved the ESPCs rates with a biexponential trace to give a filtered 859 
trace. (B) The crosscorrelation between the filtered traced and EPSCs resembles 860 
the crosscorrelation between spillover and EPSCs (Fig. 2C). (C) The step cycle 861 
modulation of the EPSCs is drastically reduced by the filtering procedure (from 862 
0.30 ± 0.03 to 0.13 ± 0.2; p = 4.65 x 10-4; n = 18, 2 limbs for n = 9 cells).  863 
 864 
Figure 4 - figure supplement 2. Tuning of responses to the step cycle 865 
(A) Polar plot representing the step cycle modulation for each of the forelimb. 866 
Each of these plots is a representation of the step cycle for one recording 867 
(respectively an MFT, EPSC and GC spike recording), 0 degrees being the start 868 
of the swing phase, the green line is end of the swing phase. Each trace (blue: 869 
left forelimb, red: right forelimb) represents as the radius in the plot the 870 
modulation of activity (see methods) for that phase of the step cycle (for the MFT 871 
plot, the scale corresponds to 2.4 Hz for the blue trace and 2.7 Hz for the red 872 
trace, for the EPSC plot the scale is 120 Hz for the blue trace and 65 Hz for the 873 
red trace, and for the GC spike trace, the scale is 13.6 Hz for the blue trace and 874 
9.4 Hz for the red trace). The arrows show the phase of maximal modulation. 875 
Note that for these recordings, the maximal modulations are at roughly 90 876 
degrees. (B) The phases at which maximal modulation occurs can vary widely 877 
across cells for both the left and right forelimb (left and middle trace). The phase 878 
difference between these modulations for each cell is shown in the right panel. 879 
(C) The magnitude of modulation is highly correlated for the right and left limb 880 
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across recording modalities (green: MFTS, red: EPSCs, blue: GC spikes. (D) the 881 
direction of maximum modulation is plotted here for all cells as a z-value (i.e. 882 
negative values indicate a decrease in activity and positive values an increase) 883 
for both the left and right forelimb. 884 
 885 
Source code 1: Custom built software in Matlab (Mathworks) 886 
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