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ABSTRACT: We present an extension of the Martini coarse-grained force ﬁeld to
glycolipids. The glycolipids considered here are the glycoglycerolipids mono-
galactosyldiacylglycerol (MGDG), sulfoquinovosyldiacylglycerol (SQDG), di-
galactosyldiacylglycerol (DGDG), and phosphatidylinositol (PI) and its phosphory-
lated forms (PIP, PIP2), as well as the glycosphingolipids galactosylceramide
(GCER) and monosialotetrahexosylganglioside (GM1). The parametrization
follows the same philosophy as was used previously for lipids, proteins, and
carbohydrates focusing on the reproduction of partitioning free energies of small
compounds between polar and nonpolar solvents. Bonded parameters are optimized
by comparison to lipid conformations sampled with an atomistic force ﬁeld, in particular with respect to the representation of the
most populated states around the glycosidic linkage. Simulations of coarse-grained glycolipid model membranes show good
agreement with atomistic simulations as well as experimental data available, especially concerning structural properties such as
electron densities, area per lipid, and membrane thickness. Our coarse-grained model opens the way to large scale simulations of
biological processes in which glycolipids are important, including recognition, sorting, and clustering of both external and
membrane bound proteins.
1. INTRODUCTION
Glycolipids are important components of the plasmamembranes
of most prokaryotic and eukaryotic cells and can be found in
plants, bacteria, and mycoplasma as well as higher organisms. By
virtue of their sugar residues and location on the cell surface,
glycolipids can interact with a wide variety of small molecules and
proteins that either reside in the aqueous phase or on the surface
of neighboring cells.1 Furthermore, they play an important role in
lateral sorting and clustering of membrane embedded proteins.2
Glycolipids can be divided into two main classes: glycoglycer-
olipids and glycosphingolipids, which diﬀer in the lipid backbone.
The glycoglycerolipids consist of a glycerol backbone to which
the sugar is attached. In the chloroplast and thylakoid membrane
of plant cells, glycoglycerolipids are often the dominant class of
lipids present, comprising as much as 50% of all lipidmolecules in
a cell.3,4 Monogalactosyldiacylglycerol (MGDG) and digalacto-
syldiacylglycerol (DGDG) are the dominant glycoglycerolipids,
usually accounting for 50% by weight of the total membrane
lipids in higher plants. Another important glycoglycerolipid is
phosphatidylinositol (PI) and its phosphorylated forms called
phosphoinositides (PIPn). Inside the cell, the products of
phosphoinositide metabolism are key membrane signaling
molecules that play an important role in the regulation of
membrane traﬃc, the cytoskeleton, nuclear events, and the
permeability and transport functions of membranes.5 Moreover,
there is ample evidence that phosphoinositides present in
membrane compartments are participating in biological
membrane fusion and ﬁssion processes such as endocytosis
and secretion.5,6
In glycosphingolipids, the sugar residue is linked with a
glycosidic bond to the ceramide moiety of the sphingolipids. An
important group of glycosphingolipids are cerebrosides,
consisting of a ceramide with a sugar residue at the 1-hydroxyl
moiety. The sugar residue can be either glucose or galactose; the
two major types are therefore called glucocerebrosides (GluCer)
and galactocerebrosides (GalCer). Cerebrosides are important
components in animal muscle and nerve cell membranes.
Gangliosides form another group of glycosphingolipids, with a
headgroup consisting of oligosaccharides of galactose and
glucose monomers, substituted with one or more sialic acids.
One of the particularly interesting membrane environments in
which glycosphingolipids are commonly found are lipid rafts,
that is, ordered functional nanoscale cell membrane domains that
take part in various dynamic cellular processes such as membrane
traﬃcking, signal transduction, and regulation of membrane
proteins. In addition, glycosphingolipids can form domains
known as glycosynapse, in contrast to the ones formed by
cholesterol.7 The presence of gangliosides at the plasma
membrane makes them a target for a variety of bacterial toxins
for initial recognition and infection of the host cell.8
Considering the importance of glycolipids, signiﬁcant eﬀorts
have been made to understand their structure and dynamics in
lipid bilayers. Biophysical methods such as nuclear magnetic
resonance spectroscopy (NMR), X-ray diﬀraction, electron
paramagnetic resonance spectroscopy (EPR), and ﬂuorescence
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spectroscopy have been used to understand the behavior of
glycolipid membranes.9−13 In general, it is found that both
classes of glycolipids have the potential to modulate membrane
physical properties. The high extent of hydroxylation of the head
groups augments the capacity of these molecules to form
hydrogen bonds, and hence the observed main phase transition
temperature (Tm) of these molecules is much higher than
expected compared to the corresponding glycerol or sphingosine
based phospholipids. Due to large diﬀerences in Tm values,
glycoglycerolipids and glycosphingolipids may segregate from
phospholipids in membranes and form domains with high lateral
packing density. The structure of the polar headgroup may,
however, vary considerably from a single neutral monosaccharide
to the large charged oligosaccharide in the case of gangliosides. A
balance between the steric repulsion between the large head
groups and attractive hydrogen bond interactions determines the
detailed membrane behavior of these molecules. The acyl chain
length and degree of saturation of glycolipids also play a major
role in determining the glycolipid properties, but only a few
biophysical studies address these points. Out of the several
hundred glycoglycerolipids and glycosphingolipids found in
biological membranes, thorough biophysical characterization has
been carried out for a few glycolipids only, such as MGDG,10
DGDG,10 monoglycosylceramides,14 lactosylceramides,15 and
gangliosides GM1 and GM3.16 Data linking the structure and
physical properties of glycolipids therefore is still fragmented and
incomplete.
Molecular dynamics (MD) simulations can, in principle,
provide the link between structure and physical properties.
Simulations of lipid membranes have become standard and are
used to study the interactions among many types of lipids and
between lipids and proteins.17 Simulation studies of glycolipids
are also gaining more and more attention, for instance of pure
MGDG and DGDG membranes,18−20 certain PIPn,21,22
GalCer,13,23 and studies of bilayer systems containing various
gangliosides.24−32 However, these studies are performed at an all-
atom (AA) level of resolution and are necessarily restricted to
small system sizes of 100 000 to 1 million atoms and
submicrosecond time scales. This suﬃces for simulation of
small membrane patches (a few thousand lipids maximum) and
observation of local packing eﬀects but does not allow large scale
simulation of glycolipid domain formation and reversible
protein−glycolipid interaction, for instance.
An alternative to the AA approach is the use of coarse-grained
(CG) force ﬁelds, which provide a useful methodology to study
large systems on a long time scale at reasonable computational
cost.33 CG models can capture the most fundamental physical
and chemical properties after averaging out some of the atomistic
information, both spatially and temporally. A number of CGing
approaches exist, either bottom-up in which the CG interactions
are extracted from atomistic simulations or top-down in which
experimental data are used to derive eﬀective CG parameters. For
a discussion on the advantages and disadvantages of these
methods, the reader is referred to a number of recent
reviews.34−37 A popular force ﬁeld for CG simulations of
Figure 1. Atomistic representation of the glycolipids parametrized in this work. (A) glycerol linker based and (B) ceramide linker based.
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biomolecular systems has been developed in our group and
coined the Martini force ﬁeld.38 It is based on a four-to-one
mapping scheme, implying that on average four heavy atoms and
associated hydrogens are represented as a single CG site. The
Martini model has been parametrized extensively by using a
chemical building block principle, incorporating both bottom-up
and top-down information. Its key feature is the reproduction of
thermodynamic data, especially the partitioning of the building
blocks between polar and nonpolar phases. Recent additional
testing of the Martini force ﬁeld indicates a close agreement with
all-atom and experimental data on, e.g., binding of pentapeptides
to the membrane water interface39 and dimerization of amino
acid side chain analogues.40 Developments up to date include the
description of parameters for the simulation of lipids,41
proteins,42 and carbohydrates,43 which makes it an excellent
choice for the simulation of glycolipids.
In this work, we extend the Martini force ﬁeld toward
glycolipids. As the number of possible glycolipids is huge, we
restrict ourselves to some of the biologically most relevant
glycolipids, but the parametrization procedure can easily be
extended to other glycolipids. The glycolipids that are para-
metrized are the glycoglycerolipids monogalactosyldiacylglycerol
(MGDG), digalactosyldiacylglycerol (DGDG), sulfoquinovosyl-
diacylglycerol (SQDG), phosphatidylinositol (PI), the phos-
phoinositides PIP(3) and PIP2(3, 4), and the ceramide based
lipids glucosylceramide (GCER) and monosialotetrahexosylgan-
glioside (GM1). The structures of these lipids are shown in
Figure 1. We set out with a description of the computational
methods, including details of the CG model for each of the
glycolipids considered. Then, we proceed with results pertaining
to the comparison of conformational freedom of the CG lipids
with respect to lipids modeled at the AA level. Finally, the
behavior of the various glycolipid membranes is analyzed and
compared with all atom and experimental data available.
2. COMPUTATIONAL METHODS
2.1. The Model. The Martini CG model is used for the basic
parametrization of the glycolipid force ﬁeld, which is therefore
fully compatible with the Martini lipid,38 protein,42 and
carbohydrate43 models. In this section, we provide a brief
overview of the basic parametrization procedure followed for
glycolipids: deﬁnition of the mapping and parametrization of
nonbonded and bonded interactions. Only the parametrization
of the glycolipid head groups is described here; the tails of
glycolipids do not diﬀer from those of other lipid types and have
been parametrized with theMartini model before.38 More details
about the basic Martini model can be found in the original
articles.38,42,43
According to the mapping procedure for the Martini force
ﬁeld, on average four heavy particles are represented by one CG
site. The glycolipid head groups consist of a mono-, di-, or
oligosaccharide which can be adequately mapped on three beads
per monomer as described previously.43 Although this level of
resolution preserves the geometrical shape of the sugar ring,
distinction between diﬀerent epimers (e.g., glucose, galactose,
mannose) is lost.43 Disaccharides are modeled as two three-bead
units connected by a single bond, which mimics the glycosidic
linkage. This geometry allows for the deﬁnition (and subsequent
parametrization) of the glycosidic dihedral angles φ and ψ, which
determine the relative orientation of the two sugar residues and
the ﬂexibility of the linkage. Likewise, the headgroup is
connected to either the glycerol or sphingosine backbone of
the glycolipid via a single bond. A number of additional angles
and dihedrals is used to control the ﬂexibility and orientation of
the headgroup. An overview of the mapping of the main
glycolipids considered in this work is given in Figure 2.
2.2. Parameterization of Nonbonded Interactions.
Nonbonded interactions are described by a Lennard-Jones
(LJ) 12−6 potential energy function:
ε
σ σ

















with σij representing the distance at zero energy (collision
diameter) between two particles i and j and εij representing the
strength of their interaction. The Martini model considers two
diﬀerent particle sizes: normal types and ring particle types,
which diﬀer in the σii values of 0.47 and 0.43 nm, respectively.
The ring-type particles are reserved for cases where the standard
four-to-one mapping approach cannot be used, such as small
ring-like molecules like benzene. The strength of the pairwise
particle−particle interaction is determined by the value of the LJ
parameter εij. Larger values of εij (i.e., stronger attraction) mimic
polar interactions, whereas smaller values (weaker attraction) are
Figure 2. Mapping and CG bead assignment for MGDG (A), SQDG (B), DGDG (C), PI (D), PIP2(3, 4) (E), and GCER (F).
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used to mimic the hydrophobic eﬀect. In the full interaction
matrix, four main types of interaction sites are diﬀerentiated:
polar (P), nonpolar (N), apolar (C), and charged (Q). The
special class of ring-type particles is further denoted by the preﬁx
“S” and has a reduced value of εij. Each particle type has a number
of subtypes, which allows for a more accurate representation of
the chemical nature of the underlying atomic structure. Within a
main type, subtypes are either distinguished by a letter denoting
the hydrogen-bonding capabilities, (d) donor, (a) acceptor, (da)
both, or (0) none, or by a number indicating the degree of
polarity (from 1, low polarity, to 5, high polarity). The Martini
force ﬁeld has been parametrized extensively to reproduce the
correct partitioning free energies of small molecules (denoted
building blocks) between a range of polar and apolar solvents.
The full interaction matrix εij can be found in the original
publication.38
For the parametrization of novel compounds, the chemical
nature of the underlying ﬁne-grained structure is used to select
the most appropriate building blocks and corresponding particle
types. For saccharides, the most appropriate particle types are the
class of “P” particles due to the polar nature of the sugar rings.
The particle assignment for saccharides has been ﬁne-tuned
based on the partitioning free energy of monosaccharides and
disaccharides between water and octanol, as described in ref 43.
For the glycolipid head groups, initially the same particle
assignment has been chosen as the corresponding saccharide.
Somemodiﬁcations of particle types proved necessary to reﬂect a
modiﬁed polarity due to the link with the lipid backbone and to
optimize some of the properties of the glycolipid membranes.
Details of these modiﬁcations are described in the Results and
Discussion section.
In addition to the LJ interaction, charged groups bearing a full
charge qi such as the sulfoquinovosyl and PI head groups, interact











with relative dielectric constant εr = 15 or 2.5 for explicit
screening in standard38 or polarizable44 Martini water,
respectively. Note, in the current work, only the standard water
model was used.
2.3. Parameterization of Bonded Interactions. Three
types of bonded interactions are considered. CG particles
chemically connected are described by a harmonic potential
Vbond(R):
= −V R K R R( ) 1
2
( )bond bond bond
2
(3)
where Rbond is the distance at which the potential is at a minimum
and Kbond is the force constant of the bond. LJ interactions
between bonded neighbors are excluded. Since the degrees of
freedom are reduced at the coarse-grained level, it is necessary to
preserve the rotameric states of diﬀerent sugar−sugar and lipid−
sugar linkages by using both angle and dihedral potentials. A
cosine-based harmonic potential Vangle(θ) is used for the angles:
θ θ θ= −V K( ) 1
2
[cos( ) cos( )]angle angle 0
2
(4)
where Kangle and θ0 are the force constant and equilibrium angle,
respectively. For the dihedrals, a proper dihedral potential
Vpd(ϕ) is used, with a multiplicity of 1:
ϕ ϕ ϕ= + −V K( ) [1 cos( )]pd pd pd (5)
In this case, ϕ denotes the angle between planes containing the
beads i,j,k and j,k,l, with force constant Kpd.
The set of bonded parameters featured in eqs 3−5 has been
parametrized by comparison to simulations of glycolipids at the
AA level. To this end, the AA trajectories were converted to
pseudo-CG trajectories using the center of mass of the
appropriate ﬁne grained particles.45 The mapping between the
AA and CG representation is shown in Figure 2. From the AA
trajectory, the target distribution functions were obtained for the
various bonds, angles, and dihedrals considered. In a couple of
iterative steps, the CG parameters were adjusted manually to
obtain the closest match between the pseudo-CG and real CG
distributions.
2.4. Systems Simulated. For the parametrization stage,
each type of glycolipid was simulated in two types of systems: a
single glycolipid in aqueous solution and a pure glycolipid
membrane. Both CG and AA simulations were performed in
these setups. For the single glycolipid system, the lipid was placed
in the center of a periodic cubic box with minimum wall-solute
distances of 2 nm. A steepest descent algorithm46 was used to
relax the internal interactions in a vacuum. Subsequently, the box
was ﬁlled with 2000 water molecules (AA) or 500 standard
Martini water beads (CG), representing 2000 real water
molecules, and the minimization procedure was repeated. The
initial structures of all membranes were obtained by arranging the
lipid molecules in a regular array in the bilayer (x,y) plane to
obtain either 64 lipids per leaﬂet (AA) or 256 lipids per leaﬂet
(CG). The membranes were then solvated with 5000 water
molecules (AA) and 6000 water beads (CG), respectively. Before
production time, the systems were pre-equilibrated by slow
heating up to 310 K. To validate our models for the glycolipid
head groups, additional simulations were performed of aqueous
solutions containing the respective saccharides, both at the AA
and CG level of resolution. To this end, eight sugars were placed
in a cubic box and ﬁlled with water up to an 8 weight/weight
(sugar/water) concentration.
In order to estimate the phase transition temperature of the
diﬀerent glycolipid membranes, we followed the protocol as
explained in Marrink et al.47 Pre-equilibrated CG or AA liquid-
crystalline bilayer patches were cooled instantaneously to well
below the main phase transition temperature of the glycolipid
considered. From these quenching simulations, a conﬁguration
was selected in which part of the system was in the gel state and
the other part was still ﬂuid. This conﬁguration served as the
starting structure for subsequent simulations, exploring a
temperature range around the anticipated transition temper-
ature. For temperatures above the transition temperature,
growing of the ﬂuid domain is observed; for temperatures
below the transition temperature, the gel domain expands. The
phase transition temperature was thus pinpointed to a temper-
ature window of ±5 K. All simulations were performed with the
Gromacs simulation software version 4.0.46
2.5. Coarse-Grained Simulation Parameters. In the
simulations at the CG level, we followed the standard simulation
protocol used in the Martini parametrization.38 The nonbonded
interactions are cut oﬀ at a distance rcut of 1.2 nm. To reduce the
generation of unwanted noise, the standard shift function of
Gromacs46 is used in which both the energy and force smoothly
vanish at the cutoﬀ distance. The LJ and Coulomb potentials are
shifted from r = 0.9 and r = 0.0 nm to the cutoﬀ distance,
respectively. The time step used to integrate the equations of
Journal of Chemical Theory and Computation Article
dx.doi.org/10.1021/ct3009655 | J. Chem. Theory Comput. 2013, 9, 1694−17081697















MGDG C1−C2 0.3 30000 C1−C3−GL1 140.00 35 C1−C3−GL1−GL2 30.00 8
C1−C3 0.3 30000 C2−C3−GL1 100.00 35
C3−C2 0.3 30000 C3−GL1−GL2 85.00 20
C3−GL1 0.426 30000 C3−GL1−C1A 131.00 25
SQDG S1−C2 0.262 30000 S1−C2−C1 150.00 20 C1−C3−GL1−GL2 30.00 8
C1−C2 0.3 30000 S1−C2−C3 145.00 20
C1−C3 0.3 30000 C1−C3−GL1 140.00 35
C2−C3 0.3 30000 C2−C3−GL1 100.00 35
C3−GL1 0.426 30000 C3−GL1−C1A 85.00 20
C3−GL1−GL2 131.00 25
DGDG GA1−GA2 0.3 30000 GA2−GA1−GB1 81.00 35 GA2−GA1−GB1−GB2 −20.00 5
GA1−GA3 0.3 30000 GA3−GA1−GB1 100.00 35 GB1−GB2−GL1−C1A −80.00 5
GA1−GB1 0.44 10000 GB2−GB1−GA1 180.00 35
GB1−GB2 0.3 30000 GB2−GL1−GL2 100.00 35
GB2−GB3 0.3 30000 GB3−GB2−GL1 106.00 35
GB2−GL1 0.5 10000 GB2−GL1−C1A 150.00 35
PI C1−C2 0.4 30000 C3−C1−CP 133.00 100 C3−C1−CP−GL1 −30.00 5
C1−C3 0.4 30000 C2−C1−CP 100.00 70
C2−C3 0.4 30000 C1−CP−GL1 140.00 30
C1−CP 0.35 1250
PIP(3) C1−C2 0.4 30000 C3−C1−CP 133.00 100 C3−C1−CP−GL1 −30.00 5
C1−C3 0.4 30000 C2−C1−CP 100.00 70
C2−C3 0.4 30000 C1−CP−GL1 140.00 30
C1−CP 0.35 1250
C2−P1 0.3 30000









GCER C1−C2 0.3 30000 C1−C3−AM1 50.00 200 C1−C3−AM1−AM2 125.00 10
C1−C3 0.3 30000 C3−AM1−AM2 85.00 25
C2−C3 0.3 30000 C3−AM1−C1A 150.00 30
C3−AM1 0.57 20000 C1B−AM2−AM1 129.00 200
AM1−AM2 0.27 20000 AM1−C1A−C2A 180.00 25
AM1−C1A 0.37 20000 AM2−C1B−C2B 180.00 25
GM1 GM1−GM2 0.37 30000 GM5−GM6−GM7 120.00 150 GM1−GM3−GM4−GM5 30.00 5
GM2−GM3 0.31 20000 GM4−GM6−GM13 110.00 100 GM5−GM6−GM7−GM8 −130.00 5
GM1−GM3 0.325 30000 GM7−GM6−GM13 110.00 25 GM4−GM6−GM13−
GM14
−105.00 10
GM3−GM4 0.35 30000 GM4−GM3−GM2 76.00 100 GM8−GM9−GM10−
GM11
120.00 5
GM4−GM5 0.39 30000 GM3−GM4−GM5 72.00 100 GM16−GM14−GM15−
GM17
−105.00 15
GM4−GM6 0.26 20000 GM6−GM7−GM8 71.00 50 GM1−GM3−GM4−GM6 0.0 5
GM5−GM6 0.31 20000 GM7−GM9−GM10 70.00 100 GM5−GM6−GM7−GM9 −130.00 10
GM6−GM7 0.35 20000 GM9−GM10−
GM11
78.00 100 GM4−GM6−GM13−GM5 85.00 5















GM8−GM9 0.31 30000 GM3−GM1−AM1 50.00 200 GM6−GM4−GM5−GM7 32.00 5
GM9−GM10 0.36 30000 GM1−AM1−AM2 85.00 25 GM3−GM1−AM1−AM2 125.00 10
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motion is 20 fs for most systems. Some glycolipids with more
complicated structure were only stable with a reduced time step
of 5 fs, however, as explained in the Results and Discussion
section. Constant temperature is maintained by weak coupling of
the solvent and solute separately to a Berendsen heat bath48 with
a relaxation time of 1 ps. Constant pressure is maintained at 1.0
bar by weak coupling to a pressure bath with a relaxation time of 1
ps. For the single glycolipid in solution as well as for the aqueous
systems containing glycolipid head groups, this was done
isotropically. For the bilayer systems, anisotropic coordinate
scaling was performed. The box shape was fully ﬂexible (triclinic)
in order to allow for the development of hexagonal chain packing
in the gel phase.
2.6. All AtomSimulation Parameters.The AA simulations
of glycolipids were performed using a new glycolipid force ﬁeld
that is based on the GROMOS 53A6 force ﬁeld parameters set49
for the lipids and the GROMOS hexopyranose force ﬁeld50 for
the head groups. Note that although the Gromos force ﬁeld is a
united-atom force ﬁeld, we refer to it as AA. Details of this force
ﬁeld will be published separately; topologies are available upon
request. The SPC water model51 was used to model the solvent.
In all cases, a 2 fs time step was used to integrate Newton’s
equations of motion. The LINCS algorithm52 was applied to
constrain all bond lengths with a relative geometric tolerance of
10−4. Nonbonded interactions were handled using a twin-range
cutoﬀ53 scheme. Within a short-range cutoﬀ of 0.9 nm, the
interactions were evaluated every time step based on a pair list
recalculated every ﬁve time steps. The intermediate-range
interactions up to a long-range cutoﬀ radius of 1.4 nm were
evaluated simultaneously with each pair list update and were
assumed constant in between. To account for electrostatic
interactions beyond the long-range cutoﬀ radius, a reaction ﬁeld
approach54 was used with a relative dielectric permittivity of 66.
Constant temperature was maintained by weak coupling of the
solvent and solute separately to a Berendsen heat bath48 with a
relaxation time of 0.1 ps. Pressure coupling was maintained at 1.0
bar using either isotropic coupling (sugar head groups and single
glycolipid in solution) or through the anisotropic approach
(bilayers), with a relaxation time of 1 ps. Mapping of the AA
trajectories to pseudo-CG trajectories was performed at a
frequency of once per 40 ps.
3. RESULTS AND DISCUSSION
3.1. Mapping and Parametrization. In this section, we
explain the details of the mapping and parametrization of the
glycolipids considered in this work. The parametrization is based
partly on our recent extension of the Martini force ﬁeld to
carbohydrates43 and partly on a thorough comparison of
glycolipid conformations sampled at the CG and AA level of
resolution. Note that the glycolipids were modeled with fully
saturated palmitoyl tails, but other tails are easily substituted as
the headgroup parameters are independent of the tail parameters.
An overview of the mapping and parameters derived in this work
is given in Figure 2 and Table 1. For the glycolipids MGDG,
DGDG, and SQDG, we parametrized an additional model based
on a slightly diﬀerent mapping. This alternative model is slightly
less accurate in reproducing AA data but is numerically more
stable and therefore sustains a larger time step. Details and results
for this alternative model are presented in the Supporting
Information.
MGDG. The headgroup of MGDG consists of a galactose
monomer which is directly linked to the glycerol backbone of a
glycerolipid (Figure 2A). To parametrize the headgroup, we used
the generic model for monosaccharides consisting of three
hydrophilic particles connected by three bonds to represent the
ring-like structure.43 The choice of headgroup particle types
follows the particle deﬁnition for glucose, which is an epimer of
galactose and is indistinguishable at the resolution of the Martini
model. Glucose consists of two “P4” particles, each representing
part of the ring with two OH groups and a less polar “P1” particle
to mimic the remaining part (Figure 2A). Due to the link with the
glycerol unit, resulting in the loss of an OH group, the polarity of
one of the “P4” beads is reduced to “P1” in case of MGDG.
Concerning the bond distances connecting the particles in the
ring, at ﬁrst we used the same parameters as for glucose.43
However, these parameters required adjustment to improve the
reproduction of the structural properties, especially the area per
lipid (see next). The ﬁnal bond length for each of the bonds in
the MGDG headgroup is 0.3 nm, a decrease of 10−20% in
comparison to glucose. The set of angle potentials describing the
glycosidic linkage was parametrized in order to reproduce the
most frequent states observed in AA simulations. We found that
four angles were required, with θ0 ranging from 80 to 140° and


















0.395 30000 GM1−AM1−C1A 150.00 30
GM10−
GM12
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0.32 30000 AM1−C1A−C2A 180.00 25
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aSee Figure 2 for labeling nomenclature of the CG sites. bBonds with force constants exceeding 25 000 are treated as a constraint in practice. An
alternative parametrization of MGDG, DGDG, and SQDG can be found in the SI.
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angle distributions are relatively unaﬀected by the system
environment.
Distributions obtained from the simulations of a single
glycolipid in an aqueous environment (Figure 3A) are in good
agreement with the ones obtained in a membrane (B) and easily
reproduced by our CG model. The relative spatial orientation of
the galactosidic ring was previously shown to be essentially
unimodal through NMR and MD experiments.55 The distribu-
tion can be represented by one dihedral consistent with our own
AA data (Figure 3C and D). A drawback from the use of this
dihedral is the necessity of a decrease of the time step from 20
(normally used for the simulation of proteins and carbohydrates)
to 10 fs. The shorter time step prevents numerical instabilities
arising from the geometric tension of the glycosidic linkage. An
overview of all bonded parameters for MGDG can be found in
Table 1. Notice that the parameters for the glycerol moiety are
kept intact with respect to the standard lipid model.38
SQDG. The glycolipid SQDG is very similar to MGDG,
however, with an additional sulfate group at carbon 6 of the
galactose moiety. On the basis of the similarity, the SQDG
topology follows the same mapping approach as MGDG. The
sulfate group is represented by one bead of type “Qa,” carrying a
full negative charge. The subtype “a” is chosen to reﬂect the
possibility of the sulfate group to act as a hydrogen bonding
acceptor. The group is attached to the particle representing the
hydroxymethyl group (cf. Figure 2B). The polarity decrease of
the hydroxymethyl group due to the hydrolysis of one OH group
is represented by the use of an intermediately polar “N0” bead.
The close proximity between these two particles was best
represented by a constraint, in order to avoid numerical
instabilities. AA simulations (not shown) revealed that the
relative orientation of the headgroup was the same as in the
MGDG model, allowing us the use of the same bonded
parameter set to mimic the orientation of the ring relative to the
glycerol moiety.
DGDG. The headgroup of DGDG consists of a [α 1→6]
linked digalactose unit. In theMartini model for carbohydrates,43
disaccharides are modeled as two three-bead units connected by
a single bond, which mimics the glycosidic linkage. This
geometry allows for the deﬁnition (and subsequent para-
metrization) of the glycosidic dihedral angles which determine
Figure 3. Angle and dihedral distributions for selected glycolipids. Angle (A, B, E, F, I, J, M, N) and dihedral (C, D, G, H, K, L, O, P) distributions were
obtained through mapping the distributions from AA simulations (plain lines) and compared to the CGmodel (dotted lines). Both a single glycolipid in
solution (A, C, E, G, I, K, M, O) and a glycolipid bilayer (B, D, F, H, J, L, N, P) were used as the reference state. Glycolipids compared are MGDG (A, B,
C, D), DGDG (E, F, G, H), PI (I, J, K, L), and GCER (M,N,O,P). The deﬁnition of angles and dihedrals and respective colors are shown in Figure 4.
Figure 4. Deﬁnition of angle potentials for (A) MGDG, (B) DGDG,
(C) PI, and (D) GCER. The color selection corresponds to the
distributions shown in Figure 3.
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the relative orientation of the two sugar residues and the
ﬂexibility of the linkage. Thus, the mapping diﬀers between a
monosaccharide and the individual residues in a disaccharide.
This somewhat nonobvious choice confers to the model the
ability to represent the typical polar/apolar character of the
disaccharides with the apolar region corresponding to the central
part along the glycosidic linkage. Themapping and assignment of
particle types of the ﬁrst galactose ring in the DGDG headgroup
follows that of maltose, which consists of two glucose monomers
each represented by a “P4,” “P2,” and “P1” particle. The galactose
linked to the glycerol moiety consists of a “P4,” P2,” and an “N0”
particle and is mapped as illustrated in Figure 2C. To account for
the loss of an OH group due to the glycosidic bond of the
disaccharide, one of the beads was reduced in polarity to the level
of an “N0” particle. The ﬁnal topology for DGDG is shown in
Figure 2C.
For the bonded interactions, we could not start from our
previous parametrization of disaccharides as the [α 1→6] linkage
was not considered. Atomistic simulations of single 1−6 bonded
disaccharides in solution (e.g., isomaltose) have shown multiple
rotameric states around the glycosidic bond,56 which proved
diﬃcult to reproduce with the lower resolution of the Martini
model. However, the dihedrals obtained after backmapping from
our AA simulations of glycolipids, either of a single DGDG lipid
in solution or a pure DGDG bilayer, show nearly a unimodal
distribution. This distribution can be captured with our CG
model, as is shown in Figure 3. The other bonded potentials are
also unimodal and can easily be reproduced by the CG model
(Figure 3). Three angular potentials are required to model the
conformational ﬂexibility of the disaccharide, plus three for the
link to the glycerol backbone. Another dihedral is needed to
control the relative orientation of the disaccharide with respect to
the rest of the lipid. The parameters for the bonds are similar to
those used for other disaccharides such asmaltose.43 An overview
of all the parameters for DGDG is given in Table 1.
PI. Phosphatidylinositols are phospholipids with an inositol
(cyclohexane-1,2,3,4,5,6-hexol) headgroup. Although inositol is
not a classical sugar, PIs are usually classiﬁed as glycolipids. Due
to the strong polarity of the inositol group, it was represented by
three polar particle beads: two “P4” particles representing the
di−OH units and one “P1” for the linker to the phosphate group
(Figure 2D). Initially, the topology for the inositol headgroup
started from the bonded parameters for the glucose ring.
However, it turned out that these parameters result in an
overstabilization of the gel phase of PI membranes, together with
a too small area per lipid in the liquid phase. After several
modiﬁcations, the equilibrium distance (Rbond) between the
inositol particles was increased to 0.4 nm, which appeared to
solve the problem (see below).
The relative position of the inositol group to the phosphate
atom was described by three angles and one proper dihedral. A
comparison of the distributions from the CG model to the
backmapped atomistic data is shown in Figure 3. While in water
every single angle is well represented, in the membrane the CG
model falls somewhat short in reproducing the angle at 100° (red
line). The full parameter set of PI is given in Table 1. Note that
the parameters for the remainder of the lipid (phosphate and
glycerol moieties) were kept identical to standard lipids in the
Martini model.38
PIPn. The PIP headgroup consists of an inositol group which
has been phosphorylated either once (PIP), twice (PIP2), or
three times (PIP3) at the 3, 4, or 5 positions of the ring. In
general, the inositol group from normal PI is used as a building
block for the addition of diﬀerent phosphate groups. As an
example, the phosphate of PIP(3) can be easily represented by
linking a “Qa” particle to the C2 CG bead of the inositol ring.
Note that this CG bead carries a double negative charge,
reﬂecting the charged state of the phosphate group. Due to the
attachment of the phosphate group, resulting in the loss of an
OH group, the polarity of the C2 particle should be decreased to
“P1” type. The two particles are connected through a harmonic
bond with an equilibrium distance of 0.3 nm and a Kbond of 30
000 kJ mol−1, in practice replaced by a constraint. In the same
way, the inositol headgroup can bemodiﬁed in order to represent
the PIP2(3,4). In this case, two additional CG particles are linked
to the C2 site of PI. Each of these phosphates is modeled as a
“Qa” particle and carries a doubly negative charge. Due to the
double phosphorylation, the polarity of the C2 particle decreases
even further and is now modeled by an “Na” bead. To ensure
numerical stability of this model, which features a single site
connected to four other CG particles, a number of auxiliary
bonds are deﬁned as listed in Table 1. Other PIPn lipids could be
easily represented bymaking use of the same approach. Note that
Martini models for PIP2(3,4) have been used in other studies
recently;57,58 however, these were rather ad hocmodels that were
not optimized with respect to AA simulations as is done here.
GCER. The glycosphingolipids glucosylceramide and galacto-
sylceramide consist of a glucose and a galactose headgroup,
respectively, linked to a sphingosine backbone. Within the
resolution of the Martini model, we cannot distinguish between
the two epimers glucose and galactose, so we present a single
topology representative of both. Whereas the parameters for the
monosaccharide headgroup can be taken from the glycoglycer-
olipid MGDG described above, the lipid sphingosine backbone
has not yet been parametrized for Martini. To do so, we ﬁrst
considered ceramide (CER). Like the glycerol backbone of
glycerolipids, the sphingosine backbone of CER is represented
by two CG particles. The amide group is represented by a “P5”
particle like the peptidic bond in proteins,42 and the dihydroxyl
group by a “P4” bead. The trans-bond connecting the dihydroxyl
group with the rest of the aliphatic tail is represented by a “C3′”
particle, as suggested for unsaturated bonds in the original
model.38
Compared to glycerol, the bond between the two backbone
beads needed a shorter distance and a higher force constant in
order to reproduce the AA distance distributions. Whereas the
bond between the glycerol backbone beads has an equilibrium
distance of 0.37 nm and a force constant of 1250 kJ mol−1, for the
sphingosine backbone bond we obtained 0.27 nm and 30 000 kJ
mol−1. In practice this bond is replaced by a constraint. Three
angle potentials were required to model the bending of the
ceramide linkage properly (data not shown). Interestingly, the
trans unsaturated bond of the sphingosine does not aﬀect the
alignment of the lipid tail very much in comparison to
glycerolipids; at the CG level, it is represented by the same
angle potential with θ0 = 180° and Kangle = 25 kJ mol
−1.
On the basis of this model for CER, GCER is obtained by
linking a galactose/glucose monomer to the AM1 bead, thereby
reducing its polarity from a “P4” to a “P1” type. The sugar ring is
represented by the same three particle beads and bonds as for the
MGDG topology. The unimodal rotameric state of the ring is
preserved through three additional angles and one dihedral,
shown in Figure 2F. An overview of the bonded parameters for
GCER is given in Table 1.
GM1. The glycosphingolipid GM1 is characterized by the
presence of a branched oligosaccharide headgroup consisting of a
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chain of glucose and galactosyl monosaccharides, as depicted in
Figure 1B. These rings are consecutively connected through 1−4
and 1−3 glycosidic bonds. The glucose unit, in turn, is linked to a
ceramide backbone. The second sugar monomer of the sugar
Figure 5. CG representation and mapping scheme of GM1. (A and B) The AA representation is shown to the left in ball and stick representation, with
the mapping indicated by transparent spheres. The middle image shows the CG topology, with labels for the nomenclature and particle types of the CG
beads. For clariﬁcation, two views of the molecule “front” (A) and “rear” (B) are given. (C) 2D representation of GM1 with indication of the mapping
and numbering of rings for the RDF calculations. (D) RDFs of selected pairs of rings at both AA (black line) and CG (red line) resolution level. The full
set of RDFs is presented as part of the Supporting Information.
Figure 6. Radial function distributions (RDFs) of selected glycolipids. RDFs of the glycosidic head groups of pure MGDG (A), SQDG (B), PI (C), and
DGDG (D)membranes, for both AA (black line) and CG (red line) resolution. RDFs were averaged either from sugar head groups in solution (crosses)
or from membranes above the gel−liquid transition temperature (circles).
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chain has a sialic acid residue (n-acetylneuraminic acid) linked to
it, making the overall lipid anionic. Due to the high branching, we
ﬁnd that the most suitable CG representation is provided by the
mapping approach used for monosaccharides, in particular
glucose. For the CG particles representing a branching point, the
polarity is reduced to “P1.” In the second galactose ring, a double
branching point is present, and the polarity of the respective CG
particle is further reduced to the level of an “Nda” particle. The
sialic acid group was represented by ﬁve particles, with the acetyl
group represented by a “P4” particle, the carboxylic acid by “Qa”
(carrying a negative charge), the glycerol unit as “P5,” and the
remaining parts of the sugar ring by two “P1” particles. For the
ﬁnal topology of the molecule, however, a number of normal
beads were replaced by special ring particles. The distribution of
these ring particles over the various monomers was optimized on
the basis of a comparison between AA and CG simulations of
solutions containing the GM1 oligosaccharide (see below). A
closeup of the CG representation of GM1 is given in Figure 5A−
C.
Optimization of the bonded interactions of the GM1
headgroup was again performed by comparison to distributions
obtained from mapped AA simulations (data not shown).
Consecutive CG beads are connected through a series of tight
bonds with Kbond ranging from 20 000 to 30 000 kJ mol
−1. To
match the conformations observed in AA simulations, a number
of angle and dihedral potentials were used to control the
ﬂexibility and preferred orientation of the individual sugar ring
units. However, the complicated conformation of the carbohy-
drate in combination with the tight force constants currently
restricts the simulation time step to 5 fs.
Having most of the intra- and intermolecular features well
represented, we settled on the CG topology given in Table 1. The
rest of the GM1 molecule, i.e., the sphingosine backbone, is
represented by the same particles used in the GCER model.
Notice that the particle bead attached to the ceramide is replaced
by a “P1” bead in its linked form.
3.2. Comparing Solutions of Glycolipid HeadGroups at
AA and CG Level. To validate and reﬁne our topologies for
glycolipids, we performed AA and CG simulations of aqueous
solutions containing sugars mimicking the glycolipid head
groups (see Computational Methods). To characterize the
simulations, we calculated the radial distribution functions
(RDFs) between the centers of mass of the sugars. The results
are depicted in Figure 6 for MGDG, SQDG, PI, and DGDG at
both AA (black line) and CG (red line) resolution. The CG data
shown are based on the ﬁnal topologies (Table 1). In the case of
the monosaccharide head groups (MGDG, SQDG, and PI), the
position of the ﬁrst peak of the RDFs matches to within 0.05 nm,
with a slight tendency toward too strong clustering at the CG
level in the case of MGDG and an underestimation in the case of
PI. The CGmodel further diﬀers from the AA model by showing
a more pronounced second peak, inherent of the ordering
induced by the LJ 12−6 potential underlying the Martini model.
In the case of the disaccharide headgroup of DGDG, no clear ﬁrst
peak is observed at the AA level. This feature is reproduced by the
CGDGDGmodel. The low tendency for aggregation at both the
AA and CG level is also evidenced through the RDFs of
independent sugar rings (Figure S4C). For the oligosaccharides
representative of the GM1 headgroup, RDFs were calculated
between all ﬁve sugar rings, as shown in Figure 5D. In general,
there is a reasonable agreement between the AA and the CG
model in terms of radial structure, especially with respect to the
position and magnitude of the ﬁrst peak. The level of agreement
between the twomodels proved very sensitive to the number and
distribution of S-type particles in the CG topology, additional S-
type beads leading to less aggregation and removal of them to the
opposite behavior. The complete set of RDFs for all of the
diﬀerent ring−ring combinations of GM1 is provided in Figure
S3.
3.3. Characterization of Glycolipid Membranes. In the
next paragraphs, we give a detailed characterization of the
properties of pure CG glycolipid membranes, focusing on a
comparison to results from AA simulations and experimental
data that were available. We found that many properties of the
glycolipid bilayers can be reproduced on a semiquantitative level
with the current set of parameters, including structural properties
such as the area per headgroup and the density distributions
across the membrane. Thermodynamic properties like phase
transition temperatures are proving more problematic, however.
Structural Properties.On the basis of long simulations (1 μs)
of small bilayer patches comprising 512 CG lipids, we calculated
the area per lipid, the membrane thickness, the electron density
proﬁles along the bilayer normal, and RDFs of the diﬀerent
glycolipid head groups. The area per lipid follows simply from the
average lateral box dimensions divided by the number of lipids
per leaﬂet, and the thickness is obtained from the peak−peak
distance of the sugar head groups in the electron density proﬁles.
As a general trend, the CGmodel is able to reproduce the area
per lipid both in the gel and in the liquid state in reasonably good
agreement with reference AA simulations and experimental data
available. Table 2 provides an overview of these structural
properties for the main glycolipids studied. Agreement between
Table 2. Selected Structural and Thermodynamic Properties for Common Glycolipid Membranesa
area per lipid (nm2) membrane thickness (nm) transition temperature (K)
gel liquid gel liquid gel−liquid
glycolipid CG AA CG AA CG AA exp CG AA exp CG AA exp
MGDG 0.51 ± 0.01 0.48 0.62 ± 0.01 0.63 5.0 4.8 4.0 3.9 325 ∼343 ∼343†
SQDG 0.49 ± 0.03 0.52 0.58 ± 0.07 0.57 5.0 4.5−5.12b 4.5 4.6 4.7‡ 316 330 328‡
DGDG 0.56 ± 0.02 0.56 0.64 ± 0.01 0.67 4.4 4.2 4.5‡ 4.1 4.2 4.5‡ 300 320 315‡
PI 0.56 ± 0.02 0.53 0.62 ± 0.04 0.65 4.8 4−5b 4.0 3.9 298 320 320§
GCER 0.47 ± 0.01 0.44 0.56 ± 0.03 0.52 3.4−4.5b 3.9−5.0b 5.2∥ 3.7 4 5∥ 335 370 373∥
aResults are based on a 1 μs simulation for the CG model and 100 ns at the AA resolution. Area per lipid and membrane thickness were calculated
10 K below (gel) or above (liquid) the transition temperature of the membrane at the respective resolution. Error values in the structural properties
were calculated from the variance between averages over individual blocks, using a block averaging procedure. Blocks were found to be statistically
independent over 1−5 ns time intervals. The error in the membrane thickness is not explicitly shown, but less than 0.1 nm. The uncertainty in the
transition temperature is about ±5 K for the CG model and ±10 K in the atomistic model. Experimental data were taken from (†) ref 62, (‡) ref 63,
(§) ref 64, and (∥) ref 58. bTwo peaks per interface are observed in the electron density proﬁles.
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CG and AA data is within 5%, either in the liquid and gel phase,
which is comparable to the accuracy obtained for other lipids in
theMartini model. The thickness of the CG bilayers alsomatches
the atomistic value, to within 0.2 nm in most cases. Compared to
the experimental data, the agreement is also good, though it
should be kept in mind that experiments often rely on impure
samples, making the direct comparison diﬃcult.
To further characterize the structural properties of the
glycolipid membrane, we calculated the electron density
distributions for both the gel and ﬂuid bilayers. Figure 7
compares the electron density proﬁles of the CG glycolipid
bilayers in the gel state to proﬁles obtained from the atomistic
simulations. The positions of the peaks in the electron density
distributions coincide to within 0.2 nm formost of themembrane
components. The CG model is even capable of reproducing
some of the structural ﬁne details, such as the presence of a
double peak in the overall electron density proﬁle of the
headgroup region of GCER. In the liquid state (Figure 8), the
electron densities also show a good agreement between both
levels of resolution, with most peaks coinciding to within 0.2 nm.
Some discrepancies remain, however, even after trying diﬀerent
topologies. For instance, in the case of PI, water is not able to
penetrate the bilayer to the same depth in the CG simulations
compared to the AA representation.
The intermolecular packing of the diﬀerent glycolipid head
groups was analyzed through a set of RDFs obtained from
membranes in the ﬂuid state. The results are depicted in Figure 6
for MGDG, SQDG, PI, and DGDG at both AA (black line) and
CG (red line) resolution. The level of agreement is similar to that
observed in aqueous solutions discussed above. Besides the
somewhat overstructuring of the head groups at the CG level, the
RDFs match reasonably well. Comparison of the independent
sugar ring RDFs of DGDG (Figure S4) show overall good
agreement. Moreover, the relatively increased ordering of the
sugar rings (contrary to the structureless behavior in solution)
observed at AA resolution is in general well reproduced by our
CG model.
Taken together, we conclude that structurally, the CG model
reﬂects most of the features found at the AA resolution at a
semiquantitative level.
Thermodynamic Properties. Next to structural properties,
the characterization of thermodynamic properties of the
glycolipid membranes is important to judge the accuracy of
our model. For all glycolipid membranes, we estimated the main
phase transition temperature as explained in the Computational
Methods section of this article. We also looked at phase behavior
for speciﬁc glycolipids aiming at the reproduction of
experimental behavior. In particular, we studied the formation
of the inverted hexagonal phase for MGDG, the stability of
micelles for GM1 lipids, and the formation of GM1 enriched
domains in mixed lipid membranes.
The main phase transition temperatures, TM, obtained for the
glycolipid membranes are listed in Table 2. For the glycero-based
glycolipids, TM is underestimated by about 20 K as compared to
AAmembranes. The latter values are in good agreement with the
experimental data.59−61 The relative stability of the ﬂuid phase
Figure 7. Electron densities of glycolipid membranes in the gel state. (A)MGDG, (B) SQDG, (C)DGDG, (D) GCER, (E) PI. Dotted lines are used for
the CG model, solid lines for the AA level of resolution. Black lines, total electron density; orange, ﬁrst sugar headgroup; magenta, second sugar
headgroup if present; green, phosphate group; red, glycerol or ceramide linker; brown, aliphatic tails; blue, water; cyan, counterions.
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for these glycolipids is consistent with the behavior of other
glycero-based lipids in theMartini model. For instance, the TM of
DPPC is also too low by about 20 K.47 The origin of this
discrepancy has been attributed to the CG nature of the lipid
tails, which are unable to distinguish between, e.g., myristoyl and
palmitoyl chains. The data in Table 2 pertain to lipids with
palmitoyl tails; experimental transition temperatures for
myristoylated lipids are typically about 20 K lower than their
palmitoylated analogues. For the sphingo-based GCER lipid,
however, the diﬀerence between the CG prediction and the AA
model is almost 40 K, with the AAmodel again being close to the
experimental value. The same is true for the CER membrane
Figure 8. Electron densities of glycolipid membranes in the ﬂuid state. (A) MGDG, (B) SQDG, (C) DGDG, (D) GCER, (E) PI. Dotted lines are used
for the CG model, solid lines for the AA level of resolution. Black lines, total electron density; orange, ﬁrst sugar headgroup; magenta, second sugar
headgroup if present; green, phosphate group; red, glycerol or ceramide linker; brown, aliphatic tails; blue, water; cyan, counterions.
Figure 9.Transformation of a lamellar to an inverted hexagonal phase of 18−18:2 MGDG at 300 K. Snapshots taken from simulations at CG (A, B, and
C) and AA (D, E, F) resolution. The system is viewed along the direction of the water channels. The simulations started from a lamellar conformation (A
and D). Around 20 ns, stalks form connections between the lamellae (B and E) that eventually results in the formation of theHII phase after 100 ns (C
and F). The sugar groups are colored red, the glycerol backbone and tails cyan. Water is colored blue.
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(results not shown), pointing to a potential problem with the
sphingosine backbone. It has proven diﬃcult to increase TM for
GCER without compromising the structural properties of GCER
membranes, unfortunately. Given that the ﬂuid phase is the
biologically most relevant phase, we do expect the current model
to be suﬃcient in most applications.
Although most natural glycolipids prefer the lamellar phase,
unsaturation of one or two of the tails can trigger the formation of
inverted phases. Whereas fully saturated MGDG prefers a
lamellar geometry,62 MGDG prefers an inverted hexagonal (HII)
phase for lipids containing one unsaturated aliphatic tail.63 On
the other hand, DGDG exhibits a bilayer structure under the
same conditions. To study the phase preference of our CG
model, two simulations were set up consisting of 128 MGDG
lipids, initially in a lamellar conformation and solvated with 320
CG water molecules (16 real waters/lipid). The amount of water
in the simulations is slightly below themaximum amount that can
be taken up by the hexagonal phase of MGDG, which is about 20
waters per lipid according to experiments. In one of the
simulations, one of the fully saturated tails of MGDG was
replaced by a tail with double unsaturation, modeling 18−18:2
MGDG. The simulations were performed at a temperature of
300 K. In agreement with the experimental behavior, the fully
saturated MGDG is stable in a lamellar (gel) phase, whereas the
presence of an unsaturated tail results in the spontaneous
formation of an inverted hexagonal phase. Simulations with
diﬀerent random starting conditions show the same behavior.
Figure 9 shows a series of time frames of the phase
transformation process. After 20 ns, the spontaneous formation
of stalk-like connections between the lamellae is observed, which
subsequently grow in the direction perpendicular to the
projection plane. As a result, water channels are formed which
line up in a hexagonal array, characteristic of the HII phase. The
whole process takes about 100 ns in total and is comparable to
the transformation seen in DOPE bilayers.41 For comparison, AA
simulations were also set up under the same conditions and
summarized in Figure 9. Both CG and AA resolution simulations
depict basically the same process, and also within a similar time
range.
Gangliosides, in contrast to the other glycolipids studied in this
chapter, possess a branched oligosaccharide headgroup. The
large size of this headgroup prevents most gangliosides from
adapting stable lamellar phases by themselves. Instead, they form
micelles in aqueous solution at concentrations above the critical
micelle concentration (CMC).64 For GM1, the CMC is 10−8
M.65 Our parameters were tested against the experimental data
by setting up a system composed of 50 GM1 molecules solvated
by 250 000 CG water molecules. Thus, the concentration of the
glycolipid is around 0.01 M, well above the CMC. After 3 μs
simulation time, the GM1 indeed has formed small micelles, as
can be clearly seen in Figure 10A. Although the micellar size
distribution has not converged yet, the average micelle size is
about 4−5 nm in diameter, in quite good agreement with the
small-angle X-ray scattering (SAXS) and dynamic light scattering
measurements reported by Orthaber et al.64 The radial structure
of one representative micelle is shown in Figure 10B, revealing a
hydrophobic core extending to about 1−1.5 nm from the center,
shielded from water by a broad layer of GM1 head groups.
Another interesting feature of the GM1 ganglioside is its ability
to form small domains in model bilayers. In particular, AFM
experiments66 show that GM1 forms submicrometer-sized
domains in a variety of PC and PC/cholesterol bilayers. These
domains are on the order of 100 nm in diameter and have a 2 nm
height diﬀerence with respect to the surrounding membrane.
Also in raft-like PC/sphingomyelin/cholesterol mixtures, the
presence of small GM1-rich domains was concluded from the
same study.66 To validate the capability of our parameters in
reproducing this behavior, a bilayer system composed of DPPC
and GM1 (10:1 molar ratio) was set up and simulated for 3 μs.
Figure 11 shows the process of domain formation at the
molecular level as revealed by our molecular dynamics
simulations. Initially, the lipid components are randomized.
Subsequent quenching of the mixture to 300 K (note: still above
TM for CG DPPC) leads to the rapid formation of a nanoscale
GM1 domain. The size of the GM1 domain observed in our
simulation is restricted by the number of GM1 lipids present in
our system (48), but it was found to protrude 2 nm out from the
bilayer consistent with the experimental AFM data.66
Overall, our glycolipid parameters are able to reproduce
qualitatively the experimentally observed phase behavior, at least
to the extent considered here. Precise pinpointing of the correct
Figure 10.Distribution of coarse grained GM1micelles after 3 μs of simulation. (A) The sugar groups are depicted red and the tails in dark gray.Water is
not shown for clarity. The box edge length is shown in gray and measures 30 nm. (B) Radial density distribution of the micelle enclosed by a blue circle,
showing the partial densities for the sugar headgroup and the aliphatic tails of GM1.
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transition temperatures remains inherently diﬃcult for a CG
model.
4. LIMITATIONS AND OUTLOOK
In this work, we present a set of parameters that allow simulations
of glycolipids within the context of the Martini force ﬁeld.
Importantly, limitations of the model should be highlighted for
optimal use. The model inherits certain limitations from the
carbohydrate model43 which are due to the limited resolution.
For instance, diﬀerent anomers and epimers in the hexopyra-
noses are represented by the same CG topology. Consequently,
the topologies of galactose and glucose are indistinguishable,
which carries over to our inability to diﬀerentiate between
galactosyl and glucosylceramide lipids. Experimentally, these
lipids show nearly the same structural characteristics,67 which
makes the requirement for distinction not so urgent. Another
important simpliﬁcation of the model is that puckering (i.e.,
chair−chair or chair−boat transformations) in the sugar rings is
completely neglected. As in the carbohydrate model, only the
chair 4C1 state is represented. This does not pose a real problem,
since most of the glycolipids present in membranes are mainly in
the chair conformation.68 Concerning the glycolipid bond
connecting the sugar with the lipid, our atomistic simulations
show that it exhibits primarily a single state which is easily
represented using a dihedral potential at the CG level. However,
the rotameric state of the two rings in DGDG is questionable. In
solution, this sugar samples undoubtedly many states around the
glycosidic bond. In a bilayer, the tight packing by neighboring
lipids may restrict its conformation, but this could also be a
kinetic eﬀect that requires longer time scales than what can be
assessed at the all-atom level. Evidence from NMR experiments
and energy contour maps suggests that the interglycosidic bond
may have three diﬀerent rotameric states, albeit one is the most
preferable.69 A word of warning is also in place for our topology
of GM1. The complicated conformational space of the
oligosaccharide headgroup is not easily captured by a set of
CG potentials. On longer time scales, and in processes where the
GM1 headgroup interacts with other biomolecules (e.g.,
proteins), this might be a limiting factor. Finally, we want to
stress that we only looked at a limited number of properties of the
glycolipids considered in this work, mainly targeting the one
component lipid membrane phase. Applications in mixed
membranes, or in interactions with other molecules, should in
general be considered with care.
Taken into account the limitations given above, the potential
range of applications of the glycolipid Martini model in
combination with the Martini parameters for lipids, proteins,
and carbohydrates is very broad and promising. Application areas
that we currently pursue include the speciﬁc interaction of
membrane proteins with gangliosides and their putative role as
raft shuttlers70 and the structural and dynamical organization of
the thylakoid membrane which is almost exclusively formed by
the glycolipids MGDG, DGDG, and SQDG. In virtue of our
parametrization approach, the model could be relatively easily
extended toward many other diﬀerent glycolipids, e.g., other
members of the ganglioside family and lipopolysaccharides.
Eventually our model could be used to represent the glycocalyx,
the outer part of many cells.
In summary, a set of bonded and nonbonded parameters was
extracted to model the dynamics and structure of a few
biologically relevant glycolipids at the CG level. Standard particle
types of theMartini force ﬁeld were used, assuring that the model
is fully compatible with other biomolecular components of this
force ﬁeld. Structural properties of the glycolipid systems such as
the area per headgroup in the lamellar phase or the hexagonal
spacing in the inverted hexagonal phase agree well with the AA
and experimental data available. Compared to results obtained
with atomistic simulations, atom density distributions are very
similar in all cases considered. Thermodynamically speaking, the
CG model has encouraging properties too. It not only provides a
qualitatively correct propensity to form diﬀerent phases,
including lamellar, micellar, or hexagonal, but is also able to
reproduce the phase separation for GM1/PC lipid mixtures in
good agreement with experimental records. Given the underlying
assumptions of our coarse-graining approach, our glycolipid
model is another step in our aim toward a more realistic
description of real cellular membranes.
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