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Résumé
L’avènement des machines multicœurs et manycœurs a permis en partie de soutenir la crois-
sance de la performance des machines de calcul. Cependant, l’accroissement du nombre d’uni-
tés d’exécution n’est pas nécessairement synonyme de réduction de la durée d’exécution. Les
différentes tâches d’une application peuvent entre autre s’interrompre pour envoyer ou at-
tendre des messages (synchronisations) ou concourir pour utiliser une ressource matérielle
partagée dans la machine. Lorsque la modification du code n’est pas permise (e.g dans un
support d’exécution), le placement des tâches et des données permet de surmonter en partie
ces problèmes, respectivement en minimisant le chemin des communications, ou en équilibrant
la charge sur la machine. Dans ces deux cas, il est nécessaire d’avoir un modèle de l’architec-
ture et des métriques sur l’utilisation de celle-ci, pour espérer caractériser le couple (machine,
application) et calculer un placement efficace.
Dans ce contexte, nous proposons un outil de mesure de performances, permettant d’agréger
des évènements collectés au cours du temps sur des noeuds de la topologie d’une machine afin
d’en tirer une analyse couplée du programme et de la machine. Cet outil est basé sur un modèle
d’architecture fourni par hwloc et des greffons de collecte d’évènements (implémentés avec
papi et maqao) et permet l’analyse d’applications parallèles sur un système. L’outil proposé
ne réalise pas directement cette analyse mais propose des mécanismes pour y parvenir. Un
utilitaire permet d’afficher la topologie et l’évolution des évènements ainsi que de générer une
trace des évènements collectés, accompagnés de leur localisation, au cours du temps. Nous
montrons avec une application simple écrite pour l’occasion qu’il est possible d’utiliser les
résultats fournis par notre outil pour déduire un placement des fils d’exécution plus efficace.
1. Introduction
Alors que la hiérarchie des processeurs et des systèmes devient de plus en plus large et pro-
fonde, la localité des données devient une condition critique pour le passage à l’échelle des
applications. On peut améliorer cette localité, notamment à travers le placement des tâches et
des données sur la machine. Cependant, déterminer un placement optimal reste un problème
difficile, en particulier parce que le matériel est d’une complexité croissante et car les affinités
entre les tâches sont nombreuses et difficile à capturer. Plusieurs travaux [8, 6, 11] démontrent
que la façon de gérer les affinités a un impacte non négligeable sur la performance des applica-
tions.
L’identification des affinités pour placer les tâches nécessite le support matériel et logiciel per-
mettant de caractériser une exécution à travers des métriques adaptées. Par exemple pour un
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programme qui exécute un nombre d’instructions fixe, on peut mesurer le nombre d’instruc-
tions traitées par cycle de processeur pour attester dynamiquement de l’efficacité d’une op-
timisation. Ce nombre peut être en partie le résultat d’accès à une hiérarchie de ressources
matérielles partagées (accès à la mémoire, au cache etc.), de même que l’utilisation d’une de ces
ressources (par exemple le dernier niveau de cache) peut elle-même être liée à l’utilisation de
ressources filles (caches intermédiaires). Pour comprendre de telles interactions, nous pensons
qu’il est nécessaire de pouvoir faire le lien entre des mesures que nous obtenons des applica-
tions et le matériel sur lequel elles s’exécutent.
Nous proposons donc un logiciel permettant d’abstraire la collecte d’évènements à l’exécution
(compteurs de performance, données de l’architecture, etc.), et de les exposer de manière syn-
thétique afin d’aider à détecter et à comprendre les problèmes de localité pouvant survenir
à l’exécution. Dans notre preuve de concept 1 nous reprenons le modèle d’architecture issue
du logiciel Hardware Locality (hwloc [2]) et amplifions sa représentation graphique avec les
informations de performance obtenues à l’exécution.
Celle-ci permet la détection visuelle de problèmes de localité, et la bibliothèque qui l’accom-
pagne, fourni des outils logiciels utiles aux algorithmes de placement.
La suite de ce papier est organisée de la manière suivante : La section 2 décrit un bref état de
l’art, La section 3 détaille les buts, et les fonctionnalités de l’outil proposé. Un cas d’utilisation
est finalement étudié dans la section 4.
2. État de l’art
L’analyse de performance est un champ extrêmement actif en HPC. De nombreux outils de
complexité variable existent, et sont parfois complémentaires. On peut généralement les diviser
en deux catégories :
— les outils basés sur l’échantillonnage qui collectent des évènements à intervalle de temps
régulier,
— et les outils basés sur l’annotation ou l’instrumentation de code qui collectent des évè-
nements pour des segments d’instructions tels que des fonctions.
Comme le font MAQAO [1], PIN [10] ou bien Intel VTune Amplifier, il est possible d’effectuer
des analyses de la granularité du processus entier à la granularité de l’instruction. Certains
sont efficaces pour détecter des goulets d’étranglement logiciels (synchronisations, implémen-
tation sous optimal d’un noyau de calcul etc.), mais font rarement cas de la compétition pour
une ressource matérielle. Par exemple, il est difficile de savoir si une donnée est trop longue à
charger parce que le bloc de données ne tient pas dans le cache ou parce qu’il a été évincé par
le matériel au profit d’une autre tâche.
Nous préférons nous concentrer sur cette seconde approche, car nous cherchons à caractériser
une affinité entre tâches, composées des données qu’elles partagent(affinité positives) et des
ressources limitantes qu’elles exploitent en commun (affinité négatives) dans le but de faire du
placement de tâches. S’il est nécessaire de migrer des tâches à la volée, cela est également très
coûteux et doit être effectué avec parcimonie et à basse fréquence. Pour cela nous choisissons
une approche à gros grain. Nous proposons également, d’analyser les échantillons à la volée
afin de générer une quantité moindre de données .
En général les observations à cette granularité, nécessitent quand même une analyse tempo-
relle dynamique. Cette analyse peut impliquer des outils en temps réel tels que numatop ou
tiptop [13]. Les traces composées d’échantillons rapprochés sur une longue durée et un grand
1. https://github.com/NicolasDenoyelle/dynamic_lstopo/
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nombre de tâches sont extrêmement volumineuses en espace et longues à analyser avec des
outils d’analyse post-exécution tels que VampirTrace [9]. Notre travail peut également se baser
sur ces approches mais nous mettons l’accent sur la présentation des données afin de renvoyer
une vue localisée de celles-ci, dynamiquement, ou après l’exécution.
Une solution courante pour mesurer le comportement d’une application à l’exécution est de
lire les compteurs de performance du processeur. De nombreux outils tels que PAPI [3] ou
l’utilitaire Linux perf proposent d’effectuer ce travail. Notre outil est pour le moment centré
sur une analyse intra-nœud, mais son principe peut être étendu à l’échelle du système. D’autres
outils tels que SCALASCA [4] ou Paraver [12] permettent une analyse à l’échelle d’un cluster
pour mesurer par exemple des congestions dans les switchs.
L’association de données de performance avec les données du matériel, n’est pas encore un su-
jet populaire, alors que la croissance de la taille des machines et de leur complexité en fera sans
doute un sujet à surveiller. En effet, la détection de la topologie et de certaines caractéristiques
matérielles n’a que récemment été maîtrisée par des outils tels que hwloc [2]. Les approches
antérieures étaient souvent moins portables et n’exposaient pas autant de détails sur le partage
des caches etc.
MemAxes [5] permet une analyse à grain fin des performances avec une vue graphique radiale
de la hiérarchie mémoire. Mais cette approche reste statique, après l’exécution, et se limite
aux accès à la mémoire. Notre approche se veut dynamique et propose d’abstraire la collecte
d’évènements de performance pour permettre d’intégrer n’importe quelle mesure et n’importe
quelle analyse. De plus notre modèle de topologie repose sur une bibliothèque de détection
éprouvée (hwloc est intégrée dans Slurm et OpenMPI) qui détecte plus de ressources partagées.
3. Moniteurs hiérarchiques de performance
Nous définissons des moniteurs (au sens défini par Raj Jain [7] :Partie 2, chapitre 7), pour repré-
senter une métrique de performance localisée. Il collecte des évènements, les analyse et affiche
un résultat. Observer le comportement du système respectivement à son utilisation par une
application, à l’aide de moniteurs permet de mesurer l’utilisation des ressources dans le but de
trouver des goulets d’étranglements, caractériser une exécution, optimiser l’utilisation du sys-
tème etc. Nous avons donc construit une bibliothèque implémentant des moniteurs localisés
sur les noeuds de la topologie de la machine, dans le but de caractériser le comportement local
d’une application, afin de l’optimiser ou d’aider à sa modélisation.
Dans ce paragraphe nous décrivons les caractéristiques des moniteurs.
De manière synthétique, un moniteur est composé d’une localisation sur la machine et d’un
ensemble d’évènements à collecter.
Les évènements de chaque moniteur sont sauvegardés dans une mémoire tampon et écrits sur
la sortie lorsque le tampon est plein.
Ajouté à cela, il est possible d’analyser les données à la volée (avec un système de greffons)
pour réduire encore le coût des entrées/sorties ou bien pour optimiser dynamiquement une
exécution en fonction des valeurs dans les moniteurs.
Le domaine d’activités observable par les moniteurs n’est pas limité en théorie. Il existe une
ABI pour greffer n’importe quelle bibliothèque capable d’enregistrer des évènements, et nous
en avons implémentées deux (avec papi et maqao) pour mesurer des compteurs matériels.
La résolution 2 des moniteurs n’est pas mesurée car elle dépend du domaine d’activité de ceux-
2. fréquence d’échantillonnage maximum
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Min. 1st Qu. Median Mean 3rd Qu. Max.
8410 22110 22330 23520 22740 818800
FIGURE 1 – "Résolution d’un moniteur vide (en nanosecondes) sur 41827 échantillons
ci. En pratique on peut mesurer celle du moniteur avec un domaine d’activité vide. Nous avons
donc observé un tel moniteur 3 et mesuré la fréquence d’échantillonnage maximale donnée par
la trace de sortie. Le tableau 1 montre une résolution à peu près stable à 23 microsecondes. Il
n’est donc pas raisonnable d’espérer observer à une faible granularité, d’autant que sur une
architecture large et profonde, le coût de synchronisation et d’écriture des moniteurs est plus
grand.
De même le surcoût d’exécution des moniteurs dépend du domaine d’activité, il est donc par
exemple très probable qu’un compteur d’accès au premier niveau de cache soit largement pol-
lué par l’exécution des moniteurs.
Pour maîtriser ce surcoût nous avons implémenté un utilitaire dont la fréquence d’échantillon-
nage est paramétrable ainsi qu’une bibliothèque pour pouvoir restreindre la mesure à une por-
tion de code sans faire d’échantillonnage.
En pratique, la description des moniteurs pour une exécution, se fait par un fichier de descrip-









Le champ OBJ donne la profondeur à laquelle le moniteur sera. Un moniteur par objet à cette
profondeur est alors créé. PU désigne la plus petite unité d’exécution, aux feuilles de la topolo-
gie dans hwloc.
Le champ PERF_LIB donne l’implémentation du domaine du moniteur à charger. Outre les
implémentations avec les bibliothèques papi et maqao, nous avons implémenté l’ABI du do-
maine avec des moniteurs hiérarchiques, afin d’accumuler les évènements obtenus aux feuilles
dans les niveaux supérieurs. On peut par exemple voir le détail des défauts de cache par cache
(et non par PU) de cette manière.
Le champ EVSET donne les évènements du domaine à acquérir.
Le champ EVSET_REDUCE sélectionne l’opérateur de réduction sur les évènements.
Le résultat de cette réduction constitue un échantillon. (Ce n’est pas la valeur du moniteur).
Le champ N_SAMPLES donne le nombre d’échantillons mis en mémoire tampon. Si la mé-
thode de sortie est celle temporisée, alors la sortie est écrite uniquement lorsque le tampon
est plein. Cela permet également d’appliquer un traitement sur les évènements tout en ayant
une connaissance du passé proche.
Le champ SAMPLES_REDUCE sélectionne l’opérateur de réduction sur les échantillons. La va-
leur retournée par cette opérateur est également celle du moniteur. Cet opérateur est particuliè-
3. en implémentant l’ABI avec des fonctions minimalistes
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FIGURE 2 – Sortie lstopo(hwloc) augmentée de moniteurs.
rement important car c’est celui qui réalise l’analyse du moniteur. Plusieurs opérateurs simples
sont implémentés(somme, maximum, minimum) mais il est possible d’en créer de plus com-
plexes dans une fonction au prototype suivant : double call(struct monitor *). Une
telle fonction compilée en bibliothèque dynamique peut alors être chargée par le moniteur et
appelée à chaque mesure. La structure du moniteur étant ouverte, il est possible d’utiliser ses
attributs (historique d’évènements, échantillons etc.) et d’y stocker des données.
Les données collectées puis agrégées dans chaque moniteur sont ensuite transcrites dans un
fichier de trace et/ou affichées sur la topologie. La figure 2 illustre une telle sortie.
Un utilitaire permet d’échantillonner et de synchroniser le déclenchement des moniteurs. Outre
le fait de mesurer l’activité du système, il est également possible de restreindre les moniteurs à
la fois au domaine d’exécution d’une application, ainsi qu’au domaine où elle est effectivement
active. Enfin, il est possible d’utiliser une bibliothèque pour suivre des portions d’une applica-
tion en l’encadrant de fonction pour déclencher des mesures et de placer des marqueurs dans
la trace pour identifier le code correspondant.
La figure 3 décrit l’interaction de notre bibliothèque avec hwloc, l’application et les greffons de
performance(domaine du moniteur) et d’analyse.
4. Déduction du placement des fils d’exécution par l’analyse de la concurrence sur les caches
Dans cette section, nous présentons un cas de mauvais placement de tâches observable. Pour
cette exemple, l’outil suit le comportement de toute la machine.
À l’échelle d’un noeud, l’efficacité de l’ordonnancement de fils d’exécution sous un cache dé-
pend à la fois de la pression qu’ils mettent sur le cache, et de la distance de réutilisation des
données qu’ils partagent. Deux solutions souvent discutées sont soit d’éparpiller les fils d’exé-
cution pour équilibrer la pression sur les caches partagés, soit de les rassembler pour accélérer
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FIGURE 3 – architecture de la bibliothèque
l’accès aux données partagées. [11]. Ces deux politiques de placement sont souvent utilisées et
implémentées dans la plupart des supports d’exécution OpenMP. Mais le choix de l’une ou de
l’autre reste à la discrétion de l’utilisateur.
Certains travaux utilisent le ratio de conflits de cache comme métrique pour mesurer la pres-
sion sur un cache [14] et décider de la politique de placement.
En se basant sur cette observation, nous avons construit une application capable de changer
arbitrairement la pression mise par chaque fil d’exécution sur le dernier niveau cache. Il s’agit
d’un parcours de liste aléatoirement chaînée.
Soit n le nombre d’éléments de la liste et k le nombre d’éléments qui peuvent tenir dans le
cache.
Si n < k alors la liste tient dans le cache, et on ne devrait voir que peu de défauts de cache.
Si n > k , on peut écrire n = n ′ + k et donc la probabilité d’accéder à un élément en dehors du
cache est n
′
n , c’est à dire le rapport du nombre d’éléments qui dépassent du cache sur le nombre
total d’éléments.
On voit que pour avoir un taux élevé de défauts de cache il faut une liste bien plus grande que
celui-ci.
L’application crée un fil d’exécution par cœur sur la machine. La première moitié instancie
chacun une liste longue (16* la taille du dernier niveau de cache (LLC)) tandis que l’autre moitié
instancie chacun une liste courte(de la taille du premier niveau de cache (L1)). La machine sur
laquelle se déroule l’expérience est intel Xeon E5-2650 composée de 2 caches LLC et de 8 cœurs
par LLC.
On observe deux scénarios de placement, dans le premier les listes longues partagent le même
cache et les listes courtes partagent l’autre cache (placement regroupé), tandis que dans le se-
cond scénario les listes sont équitablement réparties entre les caches (placement équilibré).
Chaque fil d’exécution parcourt un nombre fixe de fois sa liste, ceux ayant une liste courte la
parcourent 16 ∗ taille(LLC)/taille(L1) fois de plus pour équilibrer la durée d’exécution de
chaque fil.
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Cache cache miss cycles sans instruction microsecondes placement
L3Cache :0 21767764300 696207553
15976767 équilibré
L3Cache :1 22064689720 698293586
L3Cache :0 52472419090 1480721113
17514009 regroupé
L3Cache :1 218502 1297
FIGURE 4 – moniteurs sur le cache en fonction du scénario
Le tableau 4 montre que le scénario qui équilibre les défauts de cache est plus rapide à exécuter.
Les moniteurs permettent de constater quel est le cache le plus sollicité grâce aux compteurs de
cache miss. Le détail par cœur n’apparaît pour des raisons de place, mais il permet de vérifier le
placement. Ici, comme le code est uniquement composé d’accès mémoire et que les accès à une
mémoire distante sont lents, on vérifie également que le processeur est moins sollicité lorsqu’il
y a beaucoup de défauts de cache.
5. Conclusion et perspectives
Le chemin vers l’ère exascale nécessite une conception minutieuse des supports d’exécution pa-
rallèles en accord avec les affinités logicielles et la localité physique du système, de sorte que les
tâches et leurs données soient associées au mieux. L’analyse de la performance et son associa-
tion avec les informations de la topologie est cruciale pour comprendre et optimiser l’utilisation
des ressources. Dans cet article, nous avons présenté une bibliothèque de moniteurs, capable
de rassembler des informations de performance de diverses sources, des informations de la to-
pologie depuis hwloc, et de les agréger pour fournir la donnée utile. Les résultats sont stockés
dans une trace qui peut être relue ou réinterprétée avec la bibliothèque. Nous avons montré
avec une application bas-niveau et une métrique pertinente que l’association de mesures de
performance avec la topologie de la machine peut révéler des problèmes de localité.
Plusieurs voies d’évolutions sont envisagées pour ce travail : D’abord, la visualisation par
lstopo n’est actuellement pas adaptée aux systèmes composés de beaucoup de noeuds. On
peut donc envisager de représenter la topologie, de manière radiale, à l’instar de MemAxes.
Ensuite, le procédé qui consiste à suivre un processus, est peu précis et bénéficierait une ex-
tension avec un module communiquant avec l’ordonnanceur système pour mesurer à grain fin
les tranches de temps allouées à l’application. Finalement, nous projetons d’utiliser cet outil
d’analyse, à des fins d’ordonnancement dynamique hiérarchique et multi-critères de tâches et
de caractérisation des applications, et de leur phases.
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