Abstract -A new algorithm for eigenvalue problems for the fractional Jacobi type ODE is proposed. The algorithm is based on piecewise approximation of the coefficients of the differential equation with subsequent recursive procedure adapted from some homotopy considerations. As a result, the eigenvalue problem (which is in fact nonlinear) is replaced by a sequence of linear boundary value problems (besides the first one) with a singular linear operator called the exact functional discrete scheme (EFDS). A finite subsequence of m terms, called truncated functional discrete scheme (TFDS), is the basis for our algorithm. The approach provides an super-exponential convergence rate as m → ∞. The eigenpairs can be computed in parallel for all given indexes. The algorithm is based on some recurrence procedures including the basic arithmetical operations with the coefficients of some expansions only. This is an exact symbolic algorithm (ESA) for m = ∞ and a truncated symbolic algorithm (TSA) for a finite m. Numerical examples are presented to support the theory.
Introduction
Using various definitions of fractional derivatives one can consider, e.g., differential operators of fractional order, boundary and eigenvalue problems for these operators, as well as various approximation methods for them (see e.g. [8, 14] ).
The eigenvalue problem (EVP) is the problem of finding eigenvalues (frequencies) and eigenfunctions (vibration shapes) or so called eigenpairs and plays an important role in various applications concerned with vibrations and wave processes [3, 19] . Often it is needed to compute a great number (hundreds of thousands) of eigenvalues and eigenfunctions including eigenpairs with great indexes (see e.g. [19, p. 273] ). A very efficient approach to solve such problems represent methods based on perturbation and homotopy ideas [2, 4] , such as the FD-method [7, [15] [16] [17] (compare with the Adomian decomposition method [1, 20] ). These approaches allow in a natural way the use of computer algebra tools (see e.g. [13] ).
In [6] a spectral approximation of Jacobi-type fractional differential equations (FDEs) is considered. Chen, Shen and Wang defined a new class of generalized Jacobi functions (GJFs), which are the eigenfunctions of some fractional differential operator and can serve as natural basis functions for properly designed spectral methods for FDEs. The spectral approximation results for these GJFs in weighted Sobolev spaces involving fractional derivatives are established and efficient GJF-Petrov-Galerkin methods for a class of prototypical fractional initial value problems (FIVPs) and fractional boundary value problems (FBVPs) of general order are constructed and analyzed. One of the important drawbacks of these methods is the following: their accuracy decreaces with the growth of the eigenvalue index.
In order to find numerically the higher eigenvalues we propose a new approach described below which we will refer to as the FD-method (following [7, 11, [15] [16] [17] ). This approach has been applied also to EVPs with multiple eigenvalues [11] . We would like to emphasize the following features of our approach, which differ from many other methods: 1) all eigenpairs can be computed in parallel, 2)The convergence rate increases as the index of the eigenpair increases, 3) the approximation called the truncated discrete scheme (TFDS) is derived from an exact discrete representation of the solution which we call the exact discrete scheme (EFDS), 4) the computational algorithm operates with the coefficients of some expansions of the initial data and uses the basic arithmetical operations only so that the computer algebra tools are the natural medium of choice, 5) under some assumptions it is possible to pass to the limit at the truncated sum of the series and to obtain the exact solution in a closed form [18] . This is the reason, why we call our algorithm symbolic.
The article is organized as follows. First, we describe the FD-method for the fractional Jacobi-type differential operator. In Section 3 we prove the super-exponential convergence rate of our method for the case when the potential function is approximated by the constant zero. Section 4 deals with the reformulation of the algorithm in the case of a polynomial potential as a recursive procedure for the coefficients of the representation of corrections of the FD-method through the generalized Jacobi functions. Although these corrections are the solutions of some BVPs with a singular differential operator, this procedure does not use any BVP-solver but some recursions for the expansion coefficients with basic arithmetical operations only. We call such procedures symbolic algorithms. Note that similar algorithms for some special potential functions were proposed in [7] . In Section 5 numerical examples are given to support the theoretical results.
2. Algorithm of the FD-method for a fractional Sturm-Liouvilletype operator with an Jacobi-type weight function
Let us define the left-side and right-side Riemann-Liouville fractional derivatives of order s ∈ (0, 1)
where Γ (α) is the gamma-function. Let us consider the following eigenvalue problem of Sturm-Liouville-type
for the fractional Jacobi-type differential operator
with a piecewise smooth potential coefficient q(x) and the Jacobi-type weight function
In (3) δ n,k denotes the Kronecker delta. A solution of the eigenvalue problem (3) consists of an eigenvalue λ and of a corresponding eigenfunction u(x), in other words, of the eigenpair λ, u(x). If the set of eigenpairs is countable, we identify each pair by a natural number n = 1, 2, .... According to [6] (see Corollary 3.1) the Sturm-Liouville singular differential operator (4) is selfadjoint provided that s ∈ (0, 1). For s − 1 < α < 0 the second boundary condition in (3) is given as follows:
We apply to problem (3) the FD-method (see e.g. [7] for details) which is a combination of perturbation of the original differential operator by a parameter dependent operator (embedding) and then a "trip" along this parameter from a "simple" problem to the original one (homotopy). The homotopy idea was exploited in various ways e.g. in [2, 4] . The FDmethod consists of the following steps: 1) the function q(x) (the potential) is approximated by a piece-wise constant function q(x); 2) problem (3) is embedded into the parametric family of problems with the potential q(x) + t(q(x) − q(x)) (the perturbation of the operator); 3) the solution of the perturbed family is represented as a power series in t with the coefficients which are solutions of a recursive sequence of problems with the potential q(x); 4) by setting t = 1 one obtains the series representations of the solution of the original problem. Below we consider the simplest case of the approximation of q(x) by the constant q(x) ≡ 0. Note that in this case the idea of the FD-method is close to the idea of the Adomian method [1, 20] .
The exact solution of the eigenvalue problem is then represented by the series (6) provided that these series converge. The sufficient conditions for the convergence of the series (6) will be presented later in Section 3 (see (31)). The approximate solution to problem (3) is represented by a pair of corresponding truncated series
which is called an approximation of rank m. The summands of series (6) , (7) are the solutions of the following recursive sequence of problems:
where
and δ α,β is the Kronecker delta.
For s − 1 < α < 0 the second boundary condition in (8) is given as follows:
The initial approximation u
n is the solution of the so called base problem, that is,
and for s − 1 < α < 0 the second boundary condition in (11) is given by
We call the representation of the exact solution by the series (6), i.e., by the sequences {u
n , j = 0, 1, ...}, and we call {λ
n , j = 0, 1, ...} we call the exact discrete scheme (EDisS) and the approximate representation by the corresponding truncated series the truncated discrete scheme (TDisS). The idea in broad sense is related to the idea of exact and truncated difference schemes (EDS and TDS) from [10] but the algorithms are rather different.
The solution of (11) is the generalized Jacobi function
where P (α,β) n (x) is the classical Jacobi polynomial. This is a generalization of the eigenfunctions of the classical Jacobi differential operator (see (17) and Theorem 3.2 in [6] ). Since the operator in (8) is singular these problems are solvable under the solvability condition
The solution of (11) can be found up to a constant whose value is determined by the orthogonality condition
The polynomials P (α,β) n (x) are orthogonal with the Jacobi weight function ω (α,β) (x) (see [12] ), i.e.
The normalized solution of problem (11) is
Using the solvability condition and the orthogonality property (14) we obtain from (8), (9) the following formula for the eigenvalue corrections
We consider the solution u 
dx. Now, using (14) we obtain the following representation for the eigenfunction corrections
Remark 2.1. Note that (6) can be considered as an exact discrete scheme for the boundary value problem (3) where we have switched from a nonlinear problem to the sequence u (j) n (x) of solutions of linear problems. The truncated series (7) can be viewed as an algorithmically realizable truncated discrete scheme.
Convergence of the FD-method with q(x) ≡ 0
In this section we find sufficient convergence conditions of the FD-method as well as the accuracy estimates.
From (19) we obtain
and
Here we have M n = 1 if coincidentally s = 1/2 and α = β or s = 1/2 and α = β + 1.
The asymptotic formula from [22] , namely,
together with (22) yields
From (20) and (18) we obtain
where q ∞ = max
|q(x)|. The estimates (25) lead to
Substituting here
and U 0 = u (0) n = 1 and replacing the new variables by the majorant variables subject to U j U j and U 0 = U 0 = 1, we come to the majorant equation
The solution of this convolution type equation is (see e.g. [23, p. 159-161,210] and [21] )
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Returning to the old variables we obtain the following estimate for the solution of (26)
and then from (25) the next estimate for the eigenvalue corrections
The last part of inequalities (29) and (30) was obtained using the reflections like those from the proof of the Wallis formula (see e.g. [9, p. 344]).
From (29) and (30) follows the next assertion.
Theorem 3.1. Under the condition
the FD-method converges super-exponentially and his accuracy is characterized by the estimates
.
Remark 3.1. The relation (24) shows that for a fixed s ∈ (1/2, 1) there exists some n 0 such that for all n n 0 condition (31) of the theorem is fulfilled and the FD-method converges super-exponentially. The error estimates (32) and (33) show that the accuracy of our method increases as we increase the eigenvalue number. This remarkable property can be lost for problem (3) with a fixed 0 < s < 1/2 or if coincidentally s = 1/2 and α = β or s = 1/2 and α = β + 1. For these cases condition (31) for a given n can be fulfilled for q ∞ small enough. If this is not the case then the trivial variant of the FD-method with q(x) ≡ 0 is divergent and one should apply the variant with a piecewise constant q(x) (see [15, 16] ).
Symbolic algorithm of the FD-method with q(x) ≡ 0
A new algorithmic realization of the FD-method for problem (3) withq(x) ≡ 0, α = β = 0 and with the potential q(x) = x 2 was proposed in [7] . It was shown that the corrections to eigenfunctions of the FD-method are linear combinations of Legendre polynomials with a number of summands depending on the degree of the potential polynomial and on the correction number j. The coefficients of these linear combinations can be represented recursively through the corresponding coefficients computed at previous steps using the basic arithmetical operations only. The approximations of the eigenvalues are represented through these coefficients too. Thus, the method uses these arithmetical operations and does not involve solutions of any supplementary BVPs and computation of any integrals unlike the traditional implementations. In this sense our algorithm is a symbolic one since it operates with the expansion coefficients only.
Further we extend these results and describe such algorithm for problem (3) with the potential
where c l , l = 0, 1, ..., r are real constant coefficients. In this case the FD-method is exactly realizable in the sense that the corrections to the eigenfunctions can be explicitly represented as linear combinations of the generalized Jacobi functions + J (−α,β) n (x) with coefficients which can be explicitly represented as polynomials of c l , l = 0, 1, ..., r with rational coefficients.
The solution u 
in accordance with (17) we have a
Further we use the following recurrence relation for the Jacobi polynomials (see, e.g., [5, Section 10.8])
where b 1,n,0 = 1, b 1,n,1 = 2(n + 1)(n + α + β + 1) (2n + α + β + 1)(2n + α + β + 2) ,
with k = max(n − r, 0), max(n − r, 0) + 1, ..., n + r and r = 2, 3, .... The (j + 1)-th step of the FD-method consists of solving the BVP (8), (9) with
Using the solution of the base problem (17) and considering the properties of the classical Jacobi polynomials P 
where a 
where [σ] is the entire part of σ. Substituting (37) into (14) and comparing the coefficients in the front of the generalized Jacobi functions
, where k is an integer in [max(0, n − r(j + 1)), n + r(j + 1)] , we obtain the following formulas for the eigenvalue corrections
as well as the following recursive representations for the coefficients in (37):
with m = n + rj + 1, n + rj + 2, ..., n + r(j + 1), m = n, j = 0, 1, 2, ...,
with m = max(0, n − rj), max(0, n − rj) + 1, ..., n + rj, m = n, j = 0, 1, 2, ...,
with m = max(0, n − r(j + 1)), max(0, n − r(j + 1)) + 1, ..., max(0, n − rj − 1), m = n, j = 0, 1, 2, ..., and a
Formulas (37)- (44) represent the symbolic algorithm of the FD-method for problem (3) with the polynomial potential (34).
Numerical examples
Example 5.1. We consider the eigenvalue problem (3) with α = 1/2, β = 0, s = 3/4, and with potential (34), where r = 3, c 3 = 1/4 and c l = 0, l = 0, 1, 2. In this case the sufficient convergence condition r n < 1 (see (31)) is fulfilled for n 1 (see Table 1 ). We have q ∞ = 1/4 and in (22) M n = 8 3 Γ (n + 1) (4n + 1) Γ (n + 1/2) .
The computer algebra system Maple 17 was used, where the corrections (37) and (39) to the eigenpairs were computed exactly as mathematical expressions, i.e., we had no rounding errors. Below we give the eigenvalue corrections (39) and the coefficients of (37) for some first steps of the FD-method:
0 (x) = a (0) 0
2 = 2048 38493
1 = 290443255808 70816702831875
2 = 193813841149952 1609728034189275
4 = 340833471561728 13515289050237975
6 = 68719476736 48376171671975
The approximations m λ n of rank m to the eigenvalues λ n for n = 0, 1, 2, 3, 4, 10 using the FDmethod of rank m = 20 are given in Table 1 . The behavior of the corrections λ
n (x), m = 0, 1, ..., 10, 20 for the eigenpairs λ n , u n (x), n = 0, 10, is illustrated in Table 2 , which contains the corrections to these eigenvalues as well as the norms (21) of the eigenfunction corrections ||u (m) n ||. One can observe that the convergence of the method improves when the eigenpair number n increases (see Remark 3.1). Table 2 shows that the method converges for n = 0 too, i.e., the conditions of Theorem 3.1 are rough and can be improved. |q(x)| = 1/3. Table 3 shows that the sufficient convergence condition (31) is fulfilled, i.e., r n < 1 for n 2. As in Example 5.1 the computer algebra system Maple 17 was used, where the corrections to the eigenpairs (37) and (39) were computed exactly as mathematical expressions. The approximations m λ n of rank m to the eigenvalues λ n for n = 0, 1, 2, 3, 4, 10 using the FDmethod of ranks m = 20 and m = 30 are given in Table 3 . The normalized solution of problem (11) with the second boundary condition (12) is given by (17) . The behavior of the corrections λ (m) n , m = 0, 1, ..., 10, 20, 30, for the eigenvalues λ n , n = 0, 1, 2, 3, 4, is illustrated in Table 4 . One can observe that the method converges for n = 0, 1 too, i.e. the conditions of Theorem 3.1 are rough and can be improved. Besides we can see that the convergence of the method improves when the eigenpair number n increases (see Remark 3.1).
Example 5.3. Let us consider problem (3) with α = β = 0, s = 3/4 and with the potential q(x) = (sgn(x) + 1)/2. The potential is not polynomial but we can use the general idea of the symbolic algorithms above representing the potential as a series with respect to the base problem solution. Then we represent the solution u 
where P n (x) is the Legendre polynomial. We look for the solution of problem (8), (9) 
Let us find for the right-hand side of (8) the following expansion like (similar to 46)
n,s P s (x).
To find the coefficients of this expansion we use the formula 2b s,t 2t + 1 = q(x)P s (x)P t (x)dx = 
with A s,t = Γ (see, e.g., [5] , Volume 1, Section 3.12, formula (15) ). Then we obtain 
Now, from (8), (9) and (48), we obtain the following exact symbolic algorithm , u
0 (x) = 1, λ
(1) 0 = 1.
