Hydrologic models are useful to understand the effects of climate and land-use changes on dryseason flows. In practice, there is often a trade-off between simplicity and accuracy, especially when resources for catchment management are scarce. Here, we evaluated the performance of a monthly rainfall-runoff model (dynamic water balance model, DWBM) for dry-season flow prediction under climate and land-use change. Using different methods with decreasing amounts of catchment information to set the four model parameters, we predicted dry-season flow for 89
diction under climate and land-use change. Using different methods with decreasing amounts of catchment information to set the four model parameters, we predicted dry-season flow for 89
Australian catchments and verified model performance with an independent dataset of 641 catchments in the United States. For the Australian catchments, model performance without catchment information (other than climate forcing) was fair; it increased significantly as the information to infer the four model parameters increased. Regressions to infer model parameters from catchment characteristics did not hold for catchments in the United States, meaning that a new calibration effort was needed to increase model performance there. Recognizing the interest in relative change for practical applications, we also examined how DWBM could be used to simulate a change in dry-season flow following land-use change. We compared results with and without calibration data and showed that predictions of changes in dry-season flow were robust with respect to uncertainty in model parameters. Our analyses confirm that climate is a strong driver of dry-season flow and that parsimonious models such as DWBM have useful management applications: predicting seasonal flow under various climate forcings when calibration data are available and providing estimates of the relative effect of land use on seasonal flow for ungauged catchments.
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| INTRODUCTION
With increasing pressure on water resources globally, managers of water resources need to understand how streamflows-in particular, dry-season flows-respond to changes in land use and climate. Applications vary broadly: at the global scale, hydrologists aim to better predict the effect of agricultural expansion on water resources to avoid additional pressure in water-scarce regions (Brauman, Richter, Postel, Malsy, & Flörke, 2016) . At the regional scale, water resources assessments are needed to explore and implement efficient water-allocation plans (Kirby, Connor, Ahmad, Gao, & Mainuddin, 2014) . For example, the development of hydropower production facilities in Africa or South-East Asia requires the prediction of annual and monthly flows . In Latin America, the development of investment in watershed services programs requires stakeholders to estimate the effect of land management on hydrological services (Bremer et al., 2016; Guswa et al., 2014) .
A number of knowledge gaps hinder the development of decisionaid tools for water resources management. First, the effects of environmental changes on baseflow remain uncertain (Andréassian, 2004; Brown, Western, McMahon, & Zhang, 2013; Brown, Zhang, McMahon, Western, & Vertessy, 2005; Price, 2011) . Here, we define baseflow as "streamflow fed from deep subsurface and delayed shallow subsurface storage between precipitation and/or snowmelt events" (Price, 2011) .
Baseflow depends on many factors: climate (magnitude and seasonality of precipitation and evapotranspiration), topography, geology, and land use and land cover-with vegetation type and age as key subfactors (Brutsaert, 2008; Gao et al., 2015; Zhang, Brutsaert, Crosbie, & Potter, 2014) . In addition, the relative importance of these factors varies in time, at the event and seasonal time scales (Devito et al., 2005; Jencso & McGlynn, 2011) , making it difficult to characterize in a given location. Second, relatedly, hydrologic models are limited in their ability to estimate dry-season flow: lumped models tend to oversimplify the complexity of hydrological processes, which casts doubt on their capacity to predict the effect of land use or climate change. Complex models have high-data needs, require calibration, and often show high uncertainty for predictions outside of the calibration conditions (in particular under land-use change) (McIntyre et al., 2014; Smith et al., 2004) .
Recognizing and seeking to fill these knowledge gaps is important, and taking stock of current knowledge and its usefulness for practical applications is of equal priority for management. By identifying questions that are of interest for water-resources management, hydrologists can better understand where research gaps need to be filled. Typically, answering landscape management questions requires an understanding of: (a) the absolute magnitude of the change in dryseason flow following land-use or climate change; (b) the relative difference in dry-season flows among various land uses or management scenarios (e.g., afforestation, deforestation, and water abstraction for domestic or agricultural use); and (c) the spatial distribution of contributions to baseflow (i.e. whether some part of the landscapes provide more baseflow than others; Guswa et al., 2014) . This paper explores the first two questions by analysing how a simple monthly rainfall-runoff model can capture major drivers of dry-season flow. Our aim is to quantify predictive uncertainty in dryseason flow across a wide range of climate and catchment characteristics and to assess how this uncertainty changes as catchment information is introduced. In an era of increasingly available data, in particular global daily precipitation data (Gehne, Hamill, Kiladis, & Trenberth, 2016) , our work at the monthly time step is justified by the parsimony of models operating at this time scale (Mouelhi, Michel, Perrin, & Andréassian, 2006) . This characteristic facilitates regionalization and work in ungauged basins (Perrin, Michel, & Andréassian, 2001) , as well as any analysis that does not necessitate short time-scale representation of the flow regime, for example, optimization approaches for reservoir operation or irrigation schemes (Hughes, 2004; Kirby et al., 2014) , or drought assessment (Smakhtin & Hughes, 2007) . In both circumstances, quantifying the uncertainty of uncalibrated models is important to produce credible information for management, potentially overcoming the need for more sophisticated models (Guswa et al., 2014) .
Here, we used dynamic water balance model (DWBM) with a monthly time step (Zhang, Potter, Hickel, Zhang, & Shao, 2008) . The model has four parameters with physical interpretation and was shown to explain flow variations for a large number of catchments in Australia (Zhang et al., 2008; Zhang, Hickel, & Shao, 2016) . After describing the model and how climate influences its behaviour, we examine the correlations between catchment characteristics and calibrated model parameters. We examine how model parameters are correlated with physical characteristics and show that model performance for dry-season flow prediction decreases sharply when catchment information is reduced. We also examine predicted change in dryseason flow following a simulated land-use change, showing that catchment information does not influence the general direction and magnitude of these predictions. We discuss the implications of this work in Section 5, with a focus on the importance of climate change relative to land-use change; we suggest that parsimonious monthly models have practical utility when calibration data are available and when the main objective of the study is to explore the relative effect of land use or climate change on seasonal flow.
| A SIMPLE MONTHLY WATER BALANCE MODEL FOR ENVIRONMENTAL CHANGE

| Overview and comparison with other models
The model used in this study, DWBM, is a four-parameter lumped catchment model that partitions monthly precipitation into evapotranspiration and runoff (see full description in Section 2.2). DWBM was developed by Zhang et al. (2008) with the aim to extend the Budyko theory, or "limits" concept, to sub-annual timescales (Budyko, 1961; Hamel & Guswa, 2015) . The model also has a five-parameter version (Wang et al., 2011) , but for the purpose of this study, we employ the more parsimonious version, which has been verified on a subset of >200 catchments in Australia (Zhang et al., 2008) .
DWBM is similar to a number of parsimonious lumped models, including abcd and G2M (Mouelhi et al., 2006) , which represent a catchment with one or two stores of water that influence the basinscale partitioning of precipitation into evapotranspiration and runoff.
These models continue to receive attention from the hydrologic community given the uncertainty associated with complex models:
for example, in their study of 429 catchments around the world, Perrin et al. (2001) showed that models with a low number of parameters (<5) achieved a performance comparable to more complex models and recommended their use due to the ease of assessing parameter uncertainty with such models. As described later, DWBM has the advantage of using parameters with physical meaning, which facilitates interpretation of results and inferring the effects of landscape modification. In general, we note that the selection of DWBM does not impact the scope and ideas implemented in this study. Similar analyses could be conducted with alternative models, and we suggest that a number of findings would hold: the "equifinality of model structures", as defined by Perrin et al. (2001) , suggests that most parsimonious models would yield similar results.
| Model description
• Model equations
The DWBM model operates with two stores of water for a catchment-the vadose zone and groundwater. Monthly precipitation is partitioned among direct runoff, evapotranspiration, storage in the vadose zone, and recharge to groundwater; monthly streamflow is a combination of direct runoff and baseflow supplied by the groundwater store. The following section describes the main equations, but the reader is referred to the full description of model development for additional details (Zhang et al., 2008) .
For each month, the model first partitions precipitation into catchment wetting and direct runoff. Catchment wetting, X, for a month, m, is bounded by both a supply limit (P m , the precipitation arriving in that month) and a demand limit, X 0 . Mathematically, this "limit" concept is captured by a bi-asymptotic function (Figure 1) , and catchment wetting is computed as
where F is the bi-asymptotic function, defined as
α 1 is the retention efficiency, which determines how close X is to the supply and demand limits; the "demand limit" X 0 is calculated as the sum of available storage capacity and evapotranspiration demand, (here called potential evapotranspiration, PET):
where S max is the maximum catchment storage capacity and S the catchment storage value at a given time step.
For each month, X is used to compute an intermediate variable,
as well as the direct flow, Q d , that is, water not retained in the catchment that quickly becomes streamflow:
The available water, W, is partitioned among evapotranspiration, storage, and recharge. To do so, the model computes the evapotranspiration opportunity, Y; that is, the proportion of available water that does not percolate below the root zone and become recharge. The supply limit for Y is the available water, whereas the demand limit is the sum of PET and storage; therefore
where α 2 is the evapotranspiration efficiency, which determines how close Y is to the supply and demand limits (Figure 1 ).
Monthly evapotranspiration, ET, is bounded by the available water and energy demand (PET). It is assumed that ET follows the same function as Y; that is, that the evapotranspiration efficiency α 2 also determines how close ET is to the evapotranspiration demand:
Recharge can then be calculated as the difference between available water and evapotranspiration opportunity:
and storage is the difference between evapotranspiration opportunity and actual evapotranspiration:
Finally, monthly baseflow is calculated as
where d is the groundwater store time constant, characterizing the groundwater drainage rate, and G is groundwater storage, updated monthly as
Total streamflow is calculated as the sum of direct flow and baseflow.
• Interpretation in terms of environmental change Given our focus on environmental change, we elaborate here on how climate and land-use changes can be represented by the model. Seasonal changes in precipitation and PET will be captured by the climate forcing variables. Changes in the intensity of individual precipitation events, a characteristic not described by the monthly total, will likely affect α 1 , because higher intensity events may result in more direct runoff. Indirect climate change effects may also affect soil and FIGURE 1 "Limits" concept used for water partitioning in DWBM. The concept is used to partition both the precipitation (P) between wetting (W) and direct runoff, and the wetting between evapotranspiration (ET) and storage. The α parameters determine how close the variables are from their limits (dashed lines) vegetation properties, suggesting that α 2 and potentially S max may be affected by climate change (Table 1) .
Our aim is to quantify the uncertainty in minimum flow predictions across a wide range of climate and catchment characteristics and to understand how this uncertainty evolves as catchment information is introduced. Our analyses rely on two metrics, minimum monthly flow (Q min ) and total flow (Q tot ), computed as the minimum average monthly flow and average annual flow, respectively, across the period of record.
Here, minimum monthly flow is used to represent dry-season flow, thereby using a flow-based definition of the dry season.
We first conduct a brief sensitivity analysis to illustrate the model response to climate forcing. Building on previous work in Australia (Zhang et al., 2008) , we compare observed minimum monthly flows for 89 catchments to predictions from four versions of DWBM: one with parameters obtained from calibration, two where parameters are determined via regression on catchment characteristics, and one with no variation in model parameters among catchments (i.e., the only variation in models among the basins is the climate forcing). We then use the DWBM to predict low flows in 641 catchments in the United States (U.S.). To assess the universality of the regression models developed for the Australian catchments, we employ the same regression models to determine model parameters for the U.S. basins. We also evaluate the performance of the DWBM with fixed parameters across the U.S. catchments and with an independent calibration. Finally, we explore the use of DWBM to assess the potential effect of land-use change on dry-season flows for ungauged basins. In doing so, we evaluate whether the model can predict land-use change effects in relative terms, even if the absolute magnitude of minimum flows is not well predicted.
| Sensitivity analysis: Relative importance of catchment characteristics on annual and dry-season flow
To demonstrate model behaviour, we present the sensitivity of our two variables of interest, minimum monthly flow and total flow, to both climate forcing and model parameters (which are proxies for catchment characteristics). We present three distinct climates, subtropical dry summer, tropical-dry winter, and humid continental.
Details of the analyses and in-depth discussion of the hydrological processes driving the results are presented in Appendix A.
| Parameter selection and model performance (Australian dataset)
Given the physical interpretation of DWBM parameters (Section 2.2),
we expect their values to be correlated with measurable characteristics of a catchment. We tested this hypothesis on a dataset of 89 catchments in Australia for which the DWBM model was calibrated using four objective functions related to low flows, high flows, time shift, and total mass balance (Zhang et al., 2008) . Catchment areas vary between 50 and 2000 km 2 and are located across a large range of climate zones ( Figure 2a ). We examined 12 relevant and readily available catchment characteristics as explanatory variables for the regression, including information on climate, soil, topography, and land use (Table 2) . Data sources for catchment streamflow time series and characteristics are described by Shao, Traylen, and Zhang (2012) . Each catchment had at least 10 years of climate and streamflow data, which we used to run the model and obtain a time series of monthly modelled streamflow. For both observed and modelled time series, we computed the average monthly flows and extracted the minimum and total annual flow to obtain the values of Q min and Q tot for each catchment.
After conducting a simple backward stepwise linear regression model that had low predictive power (see Table 1 ), we developed two regression approaches described below. Table 2 for a definition of these variables.
*Significance at the 0.1 level.
**Significance at the 0.01 level.
• Regression with the full set of variables (regression trees)
We built regression trees to explore how much variability in parameter values could be explained by the complete set of catchment characteristics given in Table 2 . Regression trees were selected for their high explanatory power, when compared with multiple linear regressions and a multivariate adaptive regression spline model (Shao et al., 2012) . The analyses were performed with the "rpart" 1 package in the R environment. We tested simple and pruned trees and finally selected a random forest method, using the "randomForest" 2 package in R, which gave the best performance. This method consists in creating thousands of unique regression trees for the same dataset, using a random sampling of variables to create each tree (Breiman, 2001) . Each of these trees is used to predict the dependent variable, and the mean prediction from the entire forest is the output. After "growing" a forest for each parameter, we perform a 'leave-one-out' cross-validation, that is, building a random forest using every observation (the parameter values) except one and then using the model to predict the observation that was left out. The process is repeated until the model has predicted every observation in the dataset, after which the average prediction error is calculated.
• Multiple linear regression on a reduced set of variables To assess the model performance in a situation with reduced data availability, we test a simple linear regression model that relies on direct physical interpretation of parameters. Specifically, we tested the correlation between each parameter and the catchment characteristics considered as the best proxies for the parameter. The following paragraphs explain the rationale behind the selection of catchment characteristics for this simplified approach. S max is related to the product of soil depth and saturated water content. Because the soil dataset we used did not show any variability in soil depths (all depths > 2400 mm), we only used saturated water content in the regression.
d is related to hydraulic conductivity of deep layers. We used the subsoil hydraulic conductivity as the only explanatory variable.
• Mean parameters
We also tested a case for which no catchment-specific information is used to estimate the parameters. For this, we used the mean values of the calibrated parameters across all Australian catchments.
For these analyses, only climate forcing varies among the models from one catchment to the next.
• Model performance
We ran the DWBM model three times for each Australian catchment with the parameter sets described above, that is, determined
by the full regression model, the reduced regression model, and the mean value. We compared the minimum flow and total flow predicted with each parameterization, including the parameter set obtained by calibration, with the minimum flow and total flow obtained from observed time series.
| Model verification (U.S. dataset)
We tested the performance of the modified DWBM, that is, applied with the regressed set of parameters, outside Australia. To compare the model performance when calibration data are available, we also calibrated the model for the verification dataset. For this calibration, we used a single objective function, the Nash-Sutcliffe efficiency for log-transformed flow, consistent with our focus on low flows.
Our dataset of U.S. catchments was developed by Newman et al. (2015) , comprising 671 catchments (although we discarded 30 catchments for quality assurance reasons, see Appendix B). Similar to the Australian dataset, the catchments range in size (1 to 25,800 km 2 ) and hydroclimatic conditions (Figure 2b ). To run DWBM on the U.S.
dataset, we summed precipitation data at the monthly time step and computed monthly PET from monthly temperature data, using the modified Hargreaves method (eq. 5 from Droogers & Allen, 2002) . Q min and Q tot and model performance metrics for the U.S. dataset were calculated with the method described above for the Australian dataset, that is, we compared the Q min and Q tot predictions on the basis of the three alternative parameterizations with observations. To further explore the variability in model performance, we grouped results by region, according to the USGS HUC 02 classification.
| Variation of model performance with catchment characteristics
We examined the correlation between model errors and catchment characteristics to identify the conditions under which the model performs best. Specifically, we computed r 2 and p values between errors in Q min and Q tot obtained from each model parameterization, on one hand, and all catchment characteristics listed in Table 2 , on the other hand.
| Simulated effect of land-use change in ungauged basins
The parameters for the DWBM incorporate the effects of a host of climate, landscape, and geologic factors, some of which are measurable and others which are not. Thus, detecting a land-use signal in the parameters when moving from one catchment to another may be challenging, as the effects of land use alone may be lost amid the noise and other differences between the catchments. Nonetheless, we were interested in assessing model predictions of land-use change, in relative terms, within a particular catchment.
As noted in Table 1 , land-use change presumably affects α 1 and α 2 .
Over the longer term, land-use change may affect soil properties (i.e., S max ), but this effect is arguably weaker and ignored in these analyses. a maximum of 6% and 13%, respectively, when forest cover was increased by 66% (for catchments with a cover <34%).
4 | RESULTS
| Sensitivity analysis
In general, the model shows greater sensitivity to parameters for the subtropical and tropical climates (Figure 3 ). In the humid climate, catchment properties have a lower impact on minimum flows, because evapotranspiration is primarily energy-limited and changes in catchment water storage have little effect on hydrologic partitioning. In subtropical dry-summer and dry-winter climates, a small decrease in α 1 or α 2 may lead to a sharp relative increase in Q min , due to increases in the small amounts of surface runoff during dry months. Conversely, as α 1 or α 2 increase, Q min generally decreases as water retained in the soil store is more likely to be evapotranspired.
On the basis of the above analyses, predictions of minimum flows will be minimally impacted by changes in parameter values when climate is humid with low seasonality in precipitation; that is, variability in evaporative demand is the main driver of minimum flows, and when catchment properties correspond to "insensitive" ranges for model parameters. For example, Figure 3 shows that minimum flows are not sensitive to low values of α 1 for the tropical dry-winter climate. In such climate, minimum flows in catchments with low retention capacity (e.g., with clayey or compacted soils) are unlikely to be affected by land use change.
| Regression models for DWBM's parameters
The results from the random forest model are summarized in Table 3, showing that r 2 was high for all parameters. The mean predictive errors obtained with the random forest method for α 1 , α 2 , S max , and d are reported in Table 3 and represent 45%, 39%, 40%, and 42% of their respective mean value (Table 3) . To gauge the impact of errors of this magnitude on model outputs, we plotted these error ranges on the sensitivity analyses graphs (Figure 3 ): the effect of parameter errors was relatively low for Q tot , but for the semi-arid and tropical climates, errors in α 2 and d may affect Q min significantly (>50% error). In addition, the reduced regression model showed much less explanatory power (Table 3) : the reduced set of variables explaining less than 20% of the variance in the calibrated parameter set.
Of the 13 variables in Table 2 , CN ranked as the most important variable for α 1 and forest cover as the fourth most important variable.
Here, importance is computed as follows (see Section 3.3): the mean square error is calculated on the out-of-bag portion of the dataset, and again on the dataset with permuted variable; then, the average difference in mean square error over all trees is computed, and normalized by the standard deviation of the differences. For α 2 , the four most important variables were all climate-related (Peomonths, Aridity, Precipitation, and CVP). (Table 4 )-similar to the performance of the calibrated models. Model performance was lower when using the reduced regression or the mean values for parameters, although these models still explained a large proportion of the variance in Q min (>53%). The four models predicted total flows well, with r 2 values >.87 (Table 4) 
| Model performance (Australian dataset)
| Model verification (U.S. dataset)
With the parameters obtained from the full regression, the performance of DWBM for minimum flows was lower in the United States (Table 4) . The model explained 92% of the variance in Q tot , but only between 51% and 55% of the variance in Q min (Table 4 and Figure 5 ). As information was introduced by the full regression and reduced regression, there was no improvement in model performance over the mean-value model (RMSE in Q min for the simplified regression was lower than the full regression but the difference was not statistically significant, on the basis of a Kolmogorov-Smirnov test).
However, calibration of the models based on log-transformed NashSutcliffe efficiency resulted in much higher performance-with 88% of the variance in Q min explained, similar to the Australian dataset.
The calibrated value ranges were slightly broader than those of the We found no significant correlation between catchment characteristics and relative errors in minimum flows for the U.S.
catchments, for any parameter set. However, relative errors in total flows were correlated with a number of catchment characteristics (all variables in Table 2 except CN and the relief ratio), and with two parameters (positive correlation, for both α 2 , and d).
To explore the regional variation in model performance in the United States, we separated the catchments by region, using the USGS HUC 2 classification (Figure 2 ). Across these more homogenous units, the calibrated model performance varied without significant pattern.
However, the improvement upon regression and mean-value models is more appreciable for HUCs with higher values, which comprise more arid regions, a finding that seems consistent with the higher performance of the model in arid catchments in Australia. the models was small for the 10% change in parameter (RMSE of 0.36).
| Simulated effect of land-use change in ungauged basins
For the 20% change, the high RMSE (1.2) was largely driven by the negative change in parameter values (i.e., circles in the top-right quadrant in Figure 6a ). Of note, these high relative changes correspond to low absolute changes: the RMSE for the absolute change in Q min resulting from a 20% change (both positive and negative) in parameters is 1.5 mm.
The results for total flow (Figure 6b ) showed even smaller differences between the two models, indicating that medium to high flows were less affected, in relative terms, by the change in parameter values. RMSE were 0.15 and 0.37, respectively, for the 10% and 20% change in parameter values.
| DISCUSSION AND IMPLICATIONS FOR PREDICTING THE EFFECTS OF ENVIRONMENTAL CHANGE
The main objective of this paper is to assess the utility of a monthly, lumped hydrologic model for predicting dry-season flows with varying degrees of information availability. As a rainfall-runoff model governed by four parameters with physical meaning, DWBM has the potential to be used for climate and land-use change scenarios analyses and inform landscape management. The sensitivity analyses indicated that the importance of each parameter depends on climate, for example, a larger storage capacity S max will generally be needed in highly seasonal climate to sustain baseflow during the dry season.
The moderate sensitivity in a number of environmental contexts (i.e., parameter sets) suggests that climate is the main driver of seasonal flow, a fact that has been observed by many others (Devito et al., 2005; Jencso & McGlynn, 2011) . In practice, this means that a rough estimate of these parameters may be sufficient to predict monthly flows with acceptable levels of certainty, as suggested by our analyses on Australian and U.S. catchments.
| Model performance for absolute predictions of dry-season flow
The model performance, measured by r 2 , in Australia was relatively high for both Q min and Q tot predictions (Figure 4) . RMSE for Q min
FIGURE 5
Comparison of observed minimum flow Q min , with predictions from the calibrated and mean-value parameterizations for U.S. catchments. Note that the plot window excludes between 12 and 16 catchments with high values of Q min . RMSE = root mean square error in mm/mo FIGURE 6 Predictions for Q min (a) and Q tot (b) resulting from a hypothetical land use change-that is, a change in α 1 and α 2 values-for both the calibrated and the mean-value models. Each point represents one catchment under either 10% (black) or 20% (grey) relative increase or decrease in α 1 and α 2 . All values in the bottom-left quadrant represent an increase in α 1 and α 2 , whereas all values in the top-right quadrant represent a decrease in the two parameters. Dashed lines represent a 50% difference between the calibrate and mean-value predictions. RMSE for Q min is 0.36 for the "10% change" and 1.2 for "20% change." For the increase in α 1 and α 2 (bottom-left quadrant), representing afforestation, RMSE for "20% change" is 0.13 ranged from 2.4 mm/mo to 4.0 mm/mo, depending on the model parameterization. Adding catchment information, that is, moving from uniform parameters for all catchments, to regressed parameter values, to streamflow time series for calibration, generally improved model performance (measured by RMSE). The performance of the full regression model was actually as good as the calibrated model, probably due to the large number of explanatory variables and the high explanatory power of the regression (Table 3 ). The poorer performance of the reduced regression could be due to two factors: poor selection of model variables and over-fitting of the random forest full regression model. The stepwise backward regression conducted in preliminary analyses confirmed that our selected variables are among the best predictors but that no single variable explained the variance significantly.
This suggests that the full regression model was probably over-fitted Because errors in Q min were only weakly correlated with catchment characteristics, it is difficult to predict where the model will perform best outside the set of catchments in Australia or the United
States. However, the model seemed to perform better when the aridity index was lower (i.e., drier, and thus minimum flows were lower), likely reflecting water-balance constraints in a water-limited environment.
Additionally, it is likely that snowmelt effects, ignored in this work, contribute to errors in minimum flows. To test this hypothesis, we evaluated model performance for the 97 U.S. basins that were not influenced by snow precipitation (Guswa, Hamel, & Dennedy-Frank, 2017) , and found that r 2 increased to .70 (from .55) and .68 (from .51), respectively, for the "full regression" and mean-value parameterizations (RMSE were 4.4 mm and 4.5 mm, respectively).
These results confirm that the relationships did not transfer to the U.
S. dataset. We also hypothesized that performance would be higher
where high values of α 1 and α 2 are predicted by the regression, based on the sensitivity analyses, although the U.S. dataset did not confirm this hypothesis.
We conclude this section with methodological points that help interpret model performance, both for absolute values or theoretical land-use change. First, we note that many catchments in our datasets had low observed minimum flow (<3 mm/mo), especially for the Australian dataset dominated by the "humid temperate warm summer" climate zone. In absolute values, these errors remain small as illustrated by Figure 4 . In addition, the datasets included only "natural" catchments, with the land use being mainly grassland or forest. This means that the effect of different land uses is likely difficult to detect in these datasets, as suggested by the regressions on catchment characteristics (forest cover was not significantly correlated with α 1 or α 2 ). This could also explain the poor performance of the reduced regression model: variations in α 1 and α 2 based on the simple regression models were small (for example, CN values only varied from 70 to 80, a narrower range compared to possible land use changes involving agricultural land).
We also note that further analyses could improve model performance in both regions. First, the model calibration could be focused on low flows. The calibration for the Australian dataset was performed using a combination of four objective functions, with only one focused on low flows (Zhang et al., 2008) . Second, the parameter values could be corrected for the bias in Q min for the U.S. dataset. This bias may be related to the calibration function, but our analyses do not provide evidence of this.
5.2 | Predicting the effect of environmental change for ungauged catchments We note that the absolute change in parameter values can be constrained by the calibrated parameter set, if regional data are available (e.g., the United State and Australian datasets used in this study). As suggested above, Monte Carlo runs can be performed to provide confidence intervals around the change in Q min . Additional work on the relationships between catchment characteristics and parameter is in progress with catchments that have pre-and postafforestation streamflow data (Zhang et al., 2016 
Methods
Monthly precipitation and temperature data were acquired for each of these locations from the National Oceanic and Atmospheric Administration's Global Historical Climatology Network-Monthly dataset. From this dataset, we computed monthly averages. The precipitation averages were used directly as model input, whereas the temperature averages were used to calculate monthly PET values using the modified Hargreaves method (eq. 5 from Droogers & Allen, 2002) . The precipitation and PET time series for each location are shown in Figure A1 .
For each climate type, we first performed a one-at-a-time sensitivity analysis, using five levels at equal intervals for each parameter. The range for each parameter was initially sbased on the values obtained from the model calibration by Zhang et al. (2008) , described in further details in Section 3 and summarized in Table A1 . Initial conditions affected flows for only the first few years: to remove this "warm-up" effect, the model was run for 10 years, repeating the same climate forcing, and only the final year was used to compute the statistics. After computing the regression analyses (cf. Section 3.1), we also re-ran the one-at-a-time sensitivity analyses varying mean values of each parameter by the average error in the random forest model: the new range (twice the average parameter error around the mean value)
gives a more realistic assessment of sensitivity for the Australian dataset and is plotted on Figure 3 .
Results
In general, for the humid continental climate (Cleveland), total flow and minimum flow (Q min ) were not very sensitive to model parameters ( Figure 3 ). The highest change in Q min was 42%, obtained for the minimum value of α 2 . We note that in absolute value, effects of parameter change were more significant than for other climates: for example, the 42% change in Q min represented 23 mm/mo. Larger variations in the relative sensitivity were observed for the two other climate types.
α 1 In the tropical dry winter (San Jose) and subtropical dry summer (Nairobi) climates, Q min was sensitive to increases in α 1 (with a maximum change of 53%) due to less direct flow during and slightly after each precipitation event. In Nairobi, Q min was more sensitive to low values of α 1 : decreasing α 1 lowers the baseflow contribution to streamflow significantly by reducing the amount of water that is retained in soil storage and thus in groundwater storage.
In the tropical and subtropical climates, Q min decreased as α 2 increased (−83% and −96%, respectively), due to a larger portion of water being evapotranspired. Q min was sensitive to lower values of α 2 in Nairobi (subtropical dry summer), because evapotranspiration demand is high when flows are low.
S max .
In all three climates, Q min showed little sensitivity to S max .
Lower values tended to increase Q min in Nairobi, because they increased evapotranspiration opportunity (i.e., evapotranspiration and recharge) in an arid environment.
Conversely, lower values tended to decrease Q min in San Jose (tropical dry winter) where water availability is higher, and low soil storage increased the ratio of direct runoff over recharge. Interaction effects showed mostly subadditive effects. Only low values of d tended to exacerbate sensitivity to S max or α 2 , whereas low values of S max tended to exacerbate sensitivity to α 1 or α 2 . (Newman et al., 2015) , due to issues with the time series. Other basins showed short gaps in the time series but the effect on the long-term average was deemed minor. R is the reported average daily runoff in basin_annual_hydrometeorology_characteristics_daymet.txt (from Newman et al.'s dataset); P is the reported average daily precipitation in basin_annual_hydrometeorology_characteristics_daymet.txt; <q> is the calculated average runoff from daily discharge and basin area; <p> is the calculated average precipitation from daily precipitation runoff ratio is greater than 1; <q> is greater than <p> and R is greater than P 17 12147600 SF Tolt River near Index, WA runoff ratio greater than 1; R is greater than P 17 12167000 NF Stillaguamish River near Arlington, WA runoff ratio greater than 1; <q> is greater than <p> and R is greater than P 17 12186000 Sauk River near Darrington, WA runoff ratio greater than 1; <q> is greater than <p> and R is greater than P 17 14158500 McKenzie River near Clear Lake, OR runoff ratio greater than 1; <q> is greater than <p> 17 14400000 Brookings, OR runoff ratio greater than 1; <q> is greater than <p> and R is greater than P
