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We approximate an exact \sharp-cuto" renormalization group (RG) ow equa-
tion for the eective action of 
4
eld theories. The approximation is based on a
derivative expansion of the action and we include next-to-leading order (NLO) con-
tributions which permits us to examine eects of wavefunction renormalization which
are beyond the scope of leading order (LO) formulations. We show that ambiguities
which plague \smooth-cuto" NLO formulations do not appear in our treatment.
We solve our NLO RG equations to nd the Wilson xed point in three Euclidean
dimensions (d = 3) and determine the critical exponent  (0.0475). The leading and
sub-leading exponents  (0.666) and ! (0.735) are also calculated at NLO and their
agreement with values determined by other methods is signicantly improved over
LO results. We also show that the \universal potential" for 
4
theories in d = 3 as




Exact renormalization group (RG) equations [1,2] provide a non-perturbative description
of renormalization ows in quantum eld theories. In practice these equations are so com-
plicated as to be intractible and approximations are required. For example, Hasenfratz and
Hasenfratz [3] \projected" the exact equations of Wegner and Houghton [2] by eliminating
all but the uniform eld components. This approximation was shown to describe many
critical properties of 
4
scalar eld theories with remarkable accuracy. Successes included
demonstration of the existence of both Gaussian and Wilson xed points in three Euclidean
dimensions (d = 3) and the absence of the latter in d = 4. As will be discussed in some
detail below, the critical exponents  and ! are also reproduced reasonably well. However,
this approximation | which we will subsequently identify as the leading order (LO) in a
derivative expansion of the eective action | has some signicant shortcomings. Perhaps
most notable is the absence of wavefunction renormalization. In consequence, no prediction
for the critical exponent  is possible. Quite naturally, there have been numerous eorts to
develop less restrictive approximations to the exact RG equations [4{7]. These extensions
can invariably be understood in terms of the derivative expansion mentioned above in which
contributions involving some non-uniform eld components are retained. To our knowledge,
all published work has been limited to next-to-leading order (NLO) in the derivative ex-
pansion. Unfortunately these NLO approximations appear to possess unsettling ambiguities
which to date have been resolved | if at all | by ad hoc arguments which are ultimately un-
satisfactory. The origin of these ambiguities can be understood by considering some specic
features of the RG equations.
Consider an action S
()
dened at momentum scale . The RG equations provide the
relation between S
()
and an equivalent (in a sense to be specied below) action S
( )
dened at an innitesimally smaller momentum scale   . In a typical application of
the approximate RG equations, integration over shells of momentum are used to determine






ultraviolet (UV) cuto 
0
) as the cuto is lowered to  < 
0
. Ambiguities in dening
the \shells of momentum" are irrelevant when only uniform eld components are treated
in the RG equations but become signicant when non-uniform components are retained.
For example, in some approaches, momentum shells are eectively dened by introducing
a smooth cuto to the propagator which suppresses but does not totally eliminate contri-
butions to the eective action from eld components at momenta higher than the cuto 
[8,4,7,6]. As stressed by numerous authors, approximate RG results depend on successively
higher moments of the cuto function | which are largely unconstrained a priori | as the
order of the derivative expansion is increased. One especially prominent example of such
ambiguities is the fact that, at next-to-leading order (NLO) in the derivative expansion, the
wavefunction renormalization critical exponent  for d = 3 appears to depend sensitively on
two parameters characterizing the propagator cuto function [6,9]. These parameters are
typically xed by appealing to some combination of \minimal sensitivity" criteria or simply
by tting to quantities determined by other means. The most extreme manifestation of this
ambiguity is the divergence of the wavefunction renormalization as the width of the cuto
function is taken to zero [7]. In the present work, we examine an approximation to an exact
RG equation which is essentially the same as the one given by Wegner and Houghton [2].
We invoke an ansatz for the eective action which amounts to an NLO derivative expansion
and consider the approximate equations which result from integration over momentum shells
with sharp \edges" and \thickness" . In our approach, cuto ambiguities emerge as ap-
parent sensitivities to the shell thickness. Careful analysis of the approximate RG equations
shows, however, that | at the level of our approximations | there are no ambiguities.
Specically, we nd identical NLO RG equations in the limiting cases of \thick" and \thin"
shells. (These terms will be made specic below.) Upon solving these equations numerically





parameters characterizing the \universal" eective potential in this theory
as determined [10] by, e.g., MC techniques . We also discuss extension of our method to
include the next order (NNLO) in the derivative expansion.
3
II. DERIVATION OF APPROXIMATE RG EQUATIONS
Let S
()
be the action dened at momentum scale . The RG ow equations follow from
the relation between S
()


























is a eld component labelled by momentum q
i
0
, and where the superscripts on




j <  are integrated over. It is this last inequality which species the \momentum shell"




are \equivalent" in the
sense that, for modes with momenta less than  , both actions yield the same connected
n-point functions.
The integrations in Eq.(1) can be performed by rst expanding S
()





through quadratic order. Higher order terms carry additional powers of  and
may be dropped [2]. The resulting Gaussian integrals may be readily performed to yield the

























































is the action at scale  with all components in the momentum shell being
integrated over set to zero and 
()
















































In what follows, we will usually drop the symbols indicating that in-shell momenta are set
to zero everywhere, as in Eq.(2). Since Eq.(2) is calculationally intractible, we use a series of
approximations which begin by assuming a relatively simple form for the action. Specically,































are functions of  which respect the symmetries
of the theory but are otherwise arbitrary (i.e., they must be mathematically \well-behaved",








are even functions of . As will be discussed below, assuming an action of the form given
in Eq.(5) is tantamount to specifying treatment of the problem at NLO in the derivative
expansion. The LO form follows from setting Z
()
() = 1. We assume periodic boundary












































































































































































































































means the summation is restricted to modes with momenta satisfying 0 <
jq
i


































































+ : : :
(11)
where we recall q
i
0
lies in the shell of integration; i.e.,      jq
i

























































































































































































+ : : : (12)






































































































































where we have dropped some terms involving ln V which are eld independent. In what
follows, we will refer to the second, third and fourth terms on the r.h.s. of this equation as
the \log", \loop" and \tree" terms, respectively. (See, e.g., Ref. [8] to get a sense of why
such terms are appropriate.)
6
It is easy to see that the \zero momentum" RG equation of Hasenfratz and Hasenfratz
[3] which corresponds to LO in the derivative expansion follows from Eq. (14) upon setting
all eld components for non-zero momenta to zero. First, Eq.(10) makes it clear that, in
this limit, S=V ! U(
0
). Next, from Eqs.(12) and (13) we see that T vanishes. Eq.(11)





does not \ow" in this approximation and, upon setting Z
()































































































is proportional to the surface area of the unit hypersphere in d dimensions. Expressions for
A
d
in d = 3 and 4 are given in Table I.
We now seek a \scaled" version of this equation in which all dimensionful quantities are





























































. Hence, with  d
()
0






















+ d U (22)
























Dropping the ln 
2
term (which is independent of 
0
and therefore irrelevant as it only
contributes an overall constant to the action) and using t  ln(
0
=) where we recall that

0















) + (1  d=2) x U
0
+ d U (24)
where we have also introduced x  
()
0












+ (1   d=2) x f
0
+ (1 + d=2) f (25)







= 0, and, in d = 3, critical exponents  and ! are obtained by
linearizing Eq.(25) about the Wilson xed point solution.
Using Eq.(14) as a point of departure suggests a natural extension of the methods of
Hasenfratz and Hasenfratz which amounts to going to NLO in the derivative expansion.













to zero in Eq.(14) where,
as already mentioned, 
0
is the amplitude of the zero-momentum mode while 
1
is the
amplitude of a mode with the smallest possible non-zero momentum. In this case, the tree







given in Eq.(11) since the momentum conserving Kroenecker 's require that, for the n-th
8







is xed, this condition can be satised only
in a vanishingly small fraction of the momentum shell over which we integrate. Moreover,
because we have implicitly assumed jq
1
j    jq
i
0
j, only terms in the tree contribution
containing very high powers of 
1
can satisfy the Kroenecker 's and | as we will show
below | we discard terms of O(
3
1
) in the derivation of our NLO RG equations.
It is now apparent that, in the present approximation, all terms which are new to our
NLO RG equations originate with the loop terms of Eq.(14). In what follows we need
retain only those contributions which are quadratic in 
1
; hence we can drop all loop terms
represented by the ellipsis in Eq.(14) since they involve contributions which are of cubic or
higher order in 
1


























































































































































where higher order terms have once more been ignored.
















































































































































































where the -functions specify that both p q
1
=2 must lie in the shell of integration. At this
point we make the \thick shell" approximation. Specically, we assume that the thickness,
, of the momentum shell over which we integrate | while small compared to  | is
large relative to the magnitude of the smallest non-zero momentum, q
1
, of the mode whose
amplitude, 
1
, we retain. That is, in the \thick shell" limit, we assume
jq
1




The integral in Eq.(29) would become trivial if we replaced the -functions by the simple
specication that p lie in the shell of integration. Since jq
1
j   in the thick shell limit,
this specication only changes the integrand in a vanishingly small fraction of the volume
of the shell near its \inner" (jpj '  ) and \outer" (jpj ' ) surfaces. Hence, in this


































































It is now a straightforward matter to perform the angular integrations. The result is equiv-










































































































































are constants whose values for d = 3 and 4 appear in Table I.
We now combine Eq.(10), the continuum version of Eq.(26) and Eq.(32) to re-express












































































































































































































































where terms of O(q
4
1
) have been dropped. We now equate coecients of like terms on both








































) ! 1, is just the continuum version of Eq.(15) which we originally
obtained by setting all eld components but 
0
to zero. Examination of terms containing

















































































which contains no new information as it follows from dierentiating both sides of Eq.(34)
twice with respect to 
0
.
































































































































Eqs.(34) and (36) constitute the principal results of the present work as they lead, via steps
similar to those which took us from Eq.(15) to Eq.(17), to the following coupled dierential





























































































































































We next nd a \scaled" version of this pair of RG equations analogous to Eq.(24) obtained
earlier. It is convenient to include the eects of wavefunction renormalization by dening



































is the standard relation between
the bare eld 
q
i















































































































































































































where again the last term on the r.h.s. is independent of elds and therefore can be dropped.
















+ d U (46)





. This is the analogue of Eq.(24) found earlier and, indeed,
reduces to that relation for Z ! 1 which also implies (t) = 0.






























  (t) Z (47)



























































































+ : : :

(50)




















































Together with Eq.(46) for
_
U , these are the \scaled" analogues to the RG equations found
earlier, namely, Eqs.(37) and (38).
Fixed point solutions are now specied by U(x; t)! U






, all of which are independent of t. Of course, 

is the standard critical exponent describing
the power-law behavior of the correlation length at the critical point. (See, e.g., Ref. [2] for
discussion of this point.) As will be discussed below in Section IV, the critical exponents 
and ! are found by simultaneous solution of versions of Eqs.(46) and (51) linearized about
the xed point solution.
III. EQUIVALENCE OF \THICK-" AND \THIN-SHELL" LIMITS
The derivation of our NLO RG equations appearing in the preceeding section relied
in part on the assumption that the magnitude of the momentum q
1
of the non-uniform
eld component retained is much less than the thickness  of the momentum shell being
integrated over. We refered to this as the \thick-shell" limit. In this section we look at the
dependence of our results on this assumption. More specically, we consider the \thin-shell"
limit in which the shell thickness is as small as possible, namely  = jq
1
j. This limit is
most readily understood by contemplating a one dimensional system. For a box of length






; n = 0;1;2; : : : : (52)
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where we recall that jq
1
j is the magnitude of the smallest non-vanishing momentum in the




  1. We say that a \thin"
integration shell has thickness  = jq
1
j since that is the separation between successive
shells.
We now consider the implications of this denition of the integration shell for the NLO
RG equations which follow from Eq.(14). The \log" term on the r.h.s. side of that expression
is | to the relevant order in  | completely unaected by what amounts to a slight






. The same is true of the rst of the \loop"







We next examine the second of the loop terms which we considered in detail in the







cannot simultaneously dier by q
1
and both have magnitude . Hence
this term vanishes. Note that in higher dimensions the Kroenecker  can be satised but
only in a vanishingly small fraction of the volume of the integration shell. Thus the term in
question is eectively zero even in dimensions greater than one.
The vanishing of this particular loop term appears to be a disaster since the NLO RG
equations for Z
()
(see Eqs.(36) and(38)) are dramatically altered in that the last group of




! 0). It is relatively straightforward




= 0) = 1
for all  and hence that 

= 0. The magnitude of the disaster appears even greater when
viewed from the following perspective. The term in question which vanishes in the thin-shell
limit represents a contribution to the 2-point function with external legs of momentum q
1
.
Hence it also contains a contribution to the self energy, 
1
, of the mode labelled by q
1
.
Analogous contributions to 
0






) and are unaected by interchanging the thin- and thick-shell limits. We now
note that the wavefunction renormalization is related to these self-energies via

























is roughly equal to the
nite thick-shell value of the term which vanishes in the thin-shell limit. This divergence
is our analogue to the divergences which appear in NLO \smooth cuto" formulations of
RG ow equations as discussed, e.g., by Alford [7]. Such divergences can be understood
as limiting cases of the general sensitivity to details of the cuto function which appear to
characterize these approaches [4{7,9].
We now show that the \disaster" which appears in the thin-shell limit of our formulation
is illusory. Indeed, when the \tree" term on the r.h.s. of our basic RG equation, Eq.(14), is
taken into account correctly, we eventually arrive at NLO RG equations which are identical
to those obtained previously in the thick-shell limit. It is is this sense that our treatment is















































































  : : :

: (55)
















at the rst term. In that case,






















































































































































where we have dropped terms containing higher powers of non-uniform eld components.





because of the Kroenecker 's. We therefore postpone the usual \projection" onto the two



























































Because of the Kroenecker 's appearing in the expression for S
()
tree
, there are restrictions
























































































































































. (Note that after projection, the above contribution |
which we ignored in our \thick-shell" derivation | indeed vanishes in that limit. This is a






lie in dierent shells. If the shell thickness is large compared to the magnitude of q
1
then
the Kroenecker- can be satised only in a vanishingly small fraction of the two momentum
shells over which we are integrating near their common surface. Hence the contribution can
17










since the dierences are
higher order in  and vanish as ! 0. We next pass to the continuum limit and obtain

































































































to lie in the
  shell, we must have p
2
 z^ < 0. Hence angular integrations are restricted to half of the
hypersphere. Because of the symmetries of the integrand, this is equivalent to integrating
over the entire hypersphere and dividing by two. We can also replace jq
j
0








=V becomes identical to the quantity in Eq.(28) which is just the thick-shell
contribution which vanished in the thin-shell limit. Thus, to the relevant order in , we




| namely Eq.(33) | in both





follow are the same in the two limits.
IV. CRITICAL PROPERTIES
As mentioned at the end of Section II, critical properties in d = 3 can be deduced from
the scaled ow equations for U and Z, Eqs.(46) and (51), respectively. We discuss this topic







, all of which are independent of t  ln(
0





= 0 and Z

(x) = 1. In d = 3 there is also a Wilson xed point
solution which we nd using an iterative technique similar to that outlined in Ref. [6]. The





= 0 and Z

(x) = 1. One of the boundary conditions is U

(x = 0) = 0. The remaining
boundary condition, namely the value of U
0

(x = 0) = 0, is adjusted to yield a solution which
18
exhibits power law behavior at large x and is bounded from below. (See, e.g., Refs. [3,6] for
more discussion of this point; see also Ref. [11] for an alternative viewpoint.) Next U

(x) is
substituted into the equation for Z

(x) (Eq.(51) with the l.h.s. set to zero) which is solved
subject to the boundary condition that Z

(x = 0) = 1 and Z
0

(x = 0) = 0. The value of


= 0 is adjusted so that Z

(x) is well behaved at large x. In practice this procedure is
unambiguous. These steps are repeated until the desired level of convergence is achieved.
We have found that eight full iterations x the value of 

to three signicant gures.
Once the Wilson xed point solutions are in hand, the leading and sub-leading critical
exponents,  and !, respectively, can be determined by solving versions of the scaled ow
equations which are linearized about the xed point solutions. Specically we begin by
dierentiating both sides of the ow equation for U (Eq.(46)) with respect to x. Recalling


























2 + d  (t)

f (62)










(x). We now write





































































































h = h (66)
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where the ellipsis represents a complicated, unilluminating expression which is nevertheless
straightforward to derive. These equations, too, are solved recursively. To start, Eq.(65)
is solved assuming h(x) = 0. The boundary conditions are g(0) = 0 and g
0
(0) equal to an
arbitrary constant which xes the overall normalization. Then the eigenvalue  is adjusted
so that g(x) is well behaved at large x. Next g(x) is substituted into Eq.(66) which is solved
with the boundary conditions that h
0
(0) = 0 and that h(0) is adjusted so that h(x) is also
well behaved at large x. This sequence is then repeated and the results are typically well
converged after 4 or 5 iterations. As is well known, there is but one positive eigenvalue
which we designate as 
0
and which is related to the leading critical exponent by  = 1=
0
.
We label the negative eigenvalue of smallest magnitude as 
1
and it gives the sub-leading
exponent via ! =  
1
.
Our RG results for 

,  and ! are presented in Table II where they are compared with





in Figure 1. Our NLO RG result for 

is 0:0475 which is somewhat larger than results from
-expansion, high-temperature series calculations or from lattice MC studies which suggest
a value of  0:040. The extent to which this agreement might be improved by including
NNLO contributions will be touched upon below. We also show results from other NLO RG
calculations based the smooth cuto RG formulation. We emphasize that these calculations
possess ambiguities which do not appear to be present in our approach. The results labelled
NLO
2
from Ref. [6] were obtained by tting 

to a value of 0:035. Morris, whose results
are labelled NLO
1
, resolves the ambiguities in his calculations by specifying a particularly
simple form for the smooth cuto function while Golner [9] (NLO
3
) appeals to a criterion







calculations. Referring again to Table II, we see that
inclusion of NLO contributions moves our values for the leading and subleading exponents,
 and !, into signicantly better agreement with the non-RG estimates. This eect is
particularly striking for !. Nevertheless, our NLO RG results do not agree so well with the
non-RG estimates as the other NLO RG numbers. However the overall level of agreement
20
between our apparently parameter-free calculations and the three critical exponents 

, 
and ! as determined by non-RG means is gratifying.
V. UNIVERSAL POTENTIAL FOR D = 3
We continue our assessment of the ability of our NLO RG formulation to account for
fundamental properties of 
4
eld theories by examining the \universal potential" for d = 3
[10]. The concept of a universal potential emerges natually in the context of our scaled RG
equations, namely Eqs.(46) and (51). Consider a \bare potential" dened at some initial























Now assume this bare potential is adjusted (or \tuned") so as to lie on the \critical surface"





. Then by denition U(x; t)! U

(x)
and Z(x; t) ! Z

(x) as t ! 1. If instead the bare potential is near but not exactly on
the critical surface, then U(x; t) and Z(x; t) will rst evolve toward the xed point solutions
but will eventually diverge into either a \symmetric" (U
00
(x = 0; t) > 0) or a \broken"
(U
00
(x = 0; t) < 0) phase depending on which side of the critical surface the bare potential
lies. In what follows we assume evolution into the symmetric phase. When the system has











































(x), of the linearized scaled RG equations, Eqs.(65) and (66). As mentioned in
21
the previous Section, there is but a single positive eigenvalue, 
0
= 1=. If the system is
suciently near the xed point, it will continue to evolve in that vicinity for some time until
U
0


























Hence, no matter what the bare potential is | so long as it is suciently near the critical
surface | U
0
(x; t) and Z(x; t) will eventually evolve to a point where their departures
















































































. Hence the two solutions are identical in that they evolve in
exactly the same way at large t except that they are shifted in t relative to one another.
We now consider the above solutions at still larger t where they have evolved far from
the xed point. It is straightforward to show that, in this limit, terms in the scaled RG
equation proportional to A
d
| which can be identied as the \quantum corrections" to the
classical scaling | become insignicant. The resulting classical equations imply (t) ! 0


















(t) = [2n+ d(1  n)] a
2n
(t) (76)




































where in the last factor containing 
0
we have used the fact that, as per the discussion of

















































), are independent of t. We then reach the
unsurprizing conclusion that, in the region of classical scaling, the dimensionful potential
simply does not change with t. This is entirely consistent with the assertion made above
that \quantum corrections" are insignicant in this region of t.
Now consider the relation between the two potentials U
(1)
(x; t) and U
(2)
(x; t) in this



















































































These quantities are fundamental properties of 
4
eld theory in d = 3 in the sense that




), independent of the details of the bare potential from which
they evolve so long as the system spends sucient \time" t in the vicinity of the xed point;
i.e., so long as the bare potential is suciently near the critical surface. This also means
that they are fundamental to other systems said to be in the same universality class as 
4
theory in d = 3, e.g., the d = 3 Ising model.




for the d = 3 Ising
model using MC methods. He nds g
4
= 0:98 and g
6
= 2:05. These results are listed in
Table II along with values computed recently using high-temperature lattice techniques [20]
and labelled S
5




from our scaled RG equations by tuning the
bare potential to be very near but not on the critical surface so that U(x; t) and Z(x; t)
eventually evolve into the symmetric phase as described above. We solve the RG equations
numerically and also perform the Taylor expansion shown in Eq.(68) numerically. The above




















The values thus determined are expected to be t-independent and we nd them to be so
numerically to very good accuracy. We list these values in Table II where we nd that our LO
RG calculations yield g
4
= 1:51 and g
6
= 3:12, in relatively poor agreement with Tsypin.
Inclusion of NLO contributions leads to g
4
= 1:24 and g
6
= 2:22 which is in reasonable
agreement with Tsypin and in any case represents a substantial improvement over the LO
calculations. This once more suggests that we are treating the NLO RG contributions
correctly.
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VI. SUMMARY, CONCLUSIONS AND OUTLOOK
We have approximated an exact \sharp cuto" renormalization group (RG) ow equation
(Eq. 2) for single-component scalar eld theories which describes the evolution of the eective
action as the (Euclidean) UV cuto is lowered. The derivation of our ow equations begins
with the assumption of a relatively simple form for the action at UV cuto , namely (we




















Most previous treatments (see, e.g., Refs. [3,12]) have, in eect, employed an even simpler
ansatz obtained from the above expression by letting Z
()
() ! 1. We understand this
simpler form to correspond to the leading order (LO) in a derivative expansion. The form
shown above where Z
()
() appears explicitly and which is the focus of the present work
includes next-to-leading order (NLO) contributions in this expansion. Our derivation also
employs a generalization of the \projection" method of Ref. [3] in which all Fourier compo-
nents of the eld in the full RG equations are set to zero except for 
0
, the uniform eld
component, and 
1
, the eld component corresponding to a mode with the smallest possible
non-zero momentum which we designate as q
1





eect, expanded about  = 
0
in powers of 
1
. Comparison of terms in the ow equation













e.g., Eqs. 34 and 36). After re-expressing all dimensionful quantities in terms of the UV
cuto , scaled RG equations are obtained (see Eqs. 46 and 51). Fixed points are identied
with scale-independent solutions of these scaled RG equations. We have carefully studied
the Wilson xed point solution in three Euclidean dimensions (d = 3). Inclusion of NLO
contributions permits us to compute the critical exponent  which is implicitly zero at LO.
By examining solutions to versions of the scaled RG equations which are linear in deviations
from the Wilson xed point (see Eqs. 65 and 66), we can also determine the critical expo-
nents  and !. As discussed in detail in Section IV, we nd (i) that our estimates of these
25
three critical exponents (see Table II) are in reasonable agreement with values determined by
non-RG methods such as high-temperature series and lattice Monte-Carlo calculations and
(ii) that inclusion of NLO eects results in substantial improvement over LO calculations.
Comparison with \smooth cuto" NLO RG calculations is complicated by ambiguities in
such treatments which appear at NLO as sensitivities to details of smooth cuto function
which suppresses contributions from high momentum modes without eliminating them com-
pletely as in our sharp cuto formulation. At rst glance, our approach appears to suer
from similar ambiguities since the derivation presented in Section II depends on a \thick
shell" assumption. Specically we assume that the thickness, , of the momentum shell
over which we integrate is large compared with the magnitude of the small momentum,
q
1
, corresponding to the non-uniform eld component 
1
which we retain in our projection
procedure. In this limit, \tree" contributions to the full RG equation (see Eq. 14) vanish
and some angular integrals which appear in later stages of the derivation are simplied.
However, as discussed in detail in Section III, certain crucial terms appearing in the thick
shell derivation vanish in the \thin shell" limit where  = jq
1
j with the result that the




) becomes nonsensical. We then demonstrated that, in this thin
shell limit, tree contributions are present and, indeed, they exactly regenerate the crucial
\loop" contributions which vanished in this limit, yielding the same approximate NLO RG
equations as we originally obtained in the thick shell limit. It is in this sense that our
formulation appears to be free of the ambiguities which plague smooth cuto treatments.
We have also used our NLO RG equations to compute properties of the \universal po-
tential" for 
4
eld theories in d = 3. Specically, we have shown that, if the RG ow is
suciently near the xed point during some stage of the ow, the action at later stages of
the ow will be independent of the details of the action at the original UV cuto 
0
. In par-




, which are related to the four- and six-point
couplings, respectively, will take on universal values. We have determined the values of these
quantities by numerical solution of our RG equations. We nd (i) that our RG estimates
are in reasonable agreement with non-RG results and (ii) that including NLO eects results
26
substantially improves this agreement.
We conclude that our next-to-leading order (NLO) RG equations correctly incorporate
the essential physics contributing to wavefunction renormalization eects in scalar eld the-
ories and that, in general, they constitute a powerful non-perturbative tool for investigating
the structure of such theories. The starting point for extensions of our method to next-to-
next-to-leading order (NNLO) follows straightforwardly from our NLO ansatz for the action
appearing in Eq. 5 and reproduced at the beginning of this Section. Specically, we add to
the two terms appearing in the integrand of the NLO expression the following terms which




















We have performed preliminary partial NNLO calculations which include contributions from




= 0. We will present a full report
of NNLO calculations in a future publication but we note here that we nd the eect of
these partial NNLO contributions to be quite small. For example they reduce our estimate
of  by less than 1% from the NLO value. Thus there is at least a suggestion that our
derivative expansion may be strongly convergent. While this can certainly be interpreted
as \good news", we might, on the other hand, worry that our results, e.g., for the critical
exponents are not in suciently good agreement with non-RG determinations and that going
to a higher but still practical order in the derivative expansion cannot result in signicant
improvement. How could this happen? One possibility is that the exact eective action
contains appreciable contributions which are non-local to such a degree that they not readily
treated via a derivative expansion. In such a case, the eect of these contributions at any
given order in the derivative expansion might be very small but their overall behavior would
be very poorly reproduced at low order in such an expansion. Consider, for example, an
implicit assumption which underlies the derivation of our NLO RG ow equations. The key





















as the UV cuto  is lowered.
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Eq. 33 was derived assuming jq
1





) which appears with q
2
1









on the r.h.s. Hence, we have implicitly made the uncontrolled approximation
that wavefunction renormalization eects are identical for modes with the smallest and
largest momenta retained in the system, namely q
1
and p, respectively. It seems possible
that going to higher order in the derivative expansion can, in principle, compensate for
this questionable approximation. However, we presently have no way of estimating how




) which we have dropped in
our approximation can be recovered at a practical order in the derivative expansion. Clearly
issues like this require further study.
Finally, encouraged by the successes reported here, we plan to extend our NLO RG
treatment to (i) O(N) theories, (ii) nite temperature scalar theories and (iii) scalar-plus-
fermion theories. These extensions will be presented in future publications. The last of these
will constitute a demanding test of the method as wavefunction renormalization eects due
to fermion loops are expected to be much stronger than those found in scalar-only theories.
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FIGURES




(x) obtained by solving Eqs.(62)
and (51) for d = 3 are shown as solid lines. The LO version of f

(x) is shown as the dashed line;
Z

(x) = 1 at LO.
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TABLE II. Critical exponents and parameters of universal potential for systems in universality
class of 
4









are from Ref. [6]; the asterisk means this value was t. NLO
3
is from
Ref. [9]. The -expansion values are taken from Ref. [14]. The high-temperature series calculations
are from: S
1
, Ref. [15]; S
2
, Ref. [16]; S
3
, Ref. [17]; S
4
, Ref. [18]. The lattice values are taken from
Ref. [19]. The MC results due to Tsypin come from Ref. [10] and the high-temperature lattice
calculations S
5







LO -0- .687 .595 1.51 3.12


















-exp. .0375(25) .6310(15) .81(4)
S
1
.041(10) .638(2)
S
2
.044(2) .6325(5)
S
3
.040(10) .632(3)
S
4
.037(6) .6300(15)
Lattice .036(4) .6305(15)
Tsypin .98 2.05
S
5
.98(1) 1.2(2)
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