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1 Introduction
The chromatic polynomial is a well-known and extensively studied graph invariant with
values in a polynomial ring in one variable t. It enumerates proper colorings of the vertices
of a simple graph in t colors. Stanley’s symmetrized chromatic polynomial is a general-
ization of the ordinary chromatic polynomial to a graph invariant with values in a ring of
polynomials in infinitely many variables. The ordinary chromatic polynomial is a special-
ization of the Stanley’s one.
Our goal is to extend Stanley’s chromatic polynomial to embedded graphs. In con-
trast to well-known extensions of, say, the Tutte polynomial from abstract to embedded
graphs [5], we do not treat an embedded graph as an abstract graph endowed with addi-
tional information about the embedding. Instead, we consider the binary delta-matroid
associated to an embedded graph and define the extended Stanley’s chromatic polynomial
as an invariant of delta-matroids.
We show that, similarly to Stanley’s symmetrized chromatic polynomial of graphs,
which satisfies 4-term relations for simple graphs and determines in this way a knot invari-
ant, extended Stanley’s chromatic polynomial of binary delta-matroids we define satisfies
the 4-term relations for binary delta-matroids [10] and determines, therefore, an invariant
of links.
In Sec. 2.1 the necessary background on graphs and delta-matroids is provided, together
with the structures of the related Hopf algebras. The concept of combinatorial Hopf alge-
bras is reviewed in Sec. 2.2. We start Sec. 3 with giving two major definitions of Stanley’s
symmetric chromatic function for graphs. Then, we extend the second definition, the one
using characters in Hopf algebras, to define a symmetric chromatic function for delta-
matroids. In Sec. 4, the newly defined chromatic symmetric function is proven to satisfy
the extended four-term relation on binary delta-matroids. In Sec. 4.4 we compute the val-
ues of the new invariant on the space of primitive elements corresponding to even binary
delta-matroids.
2 Major notions
Here we briefly describe the structure of underlying Hopf algebras for graphs, framed
graphs, delta-matroids and binary delta-matroids.
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2.1 Graphs and Delta-Matroids
2.1.1 Hopf algebras of graphs and framed graphs
The Hopf algebra G of graphs here is the graded vector space
G = G0 ⊕ G1 ⊕ . . . ,
with Gn being the vector space spanned over C by isomorphism classes of graphs having n
vertices. The multiplication in G is induced by the disjoint union of graphs, and the
comultiplication µ : G → G ⊗ G acts on a graph G as
µ : G→
∑
UunionsqW=V (G)
G|U ⊗G|W ,
where the summation runs over all partitions of the set of vertices V (G) into a disjoint
union of two subsets, G|U denoting the subgraph of G induced by the subset U ⊂ V (G).
(The comultiplication is often denoted by ∆, but in the setting of the present paper the
symbol ∆ will usually denote the symmetric difference of sets.)
In addition to the Hopf algebra of graphs G we will consider three other Hopf algebras:
• the Hopf algebra Gf of framed graphs;
• the Hopf algebra B of binary delta-matroids;
• the Hopf algebra Be of even binary delta-matroids.
Note that the relationship between graphs and framed graphs is the same as the one
between even binary delta-matroids and delta-matroids.
A framed graph is a simple graph G endowed with a framing, which is a mapping
V (G) → {0, 1}. Similarly to ordinary graphs, a framed graph can be represented by its
adjacency matrix. The columns and the rows of the adjacency matrix are numbered by
the vertices of the graph. The non-diagonal entries of the adjacency matrix are equal
to 1 provided the corresponding vertices are connected by an edge and 0 otherwise. The
diagonal entries are equal to the framing of the corresponding vertex.
The Hopf algebra of framed graphs (introduced in [9]) is
Gf = Gf0 ⊕ Gf1 ⊕ Gf2 ⊕ . . . ,
where Gfn , n = 0, 1, 2, . . . , is the vector space spanned by isomorphism classes of framed
graphs with n vertices. Note that the grading 1 vector space Gf1 is spanned by the two
framed graphs having a single vertex, one of them with the framing 0, the other one with
the framing 1. The multiplication Gf ⊗ Gf → Gf and the comultiplication Gf → Gf ⊗ Gf
are defined in the same vein as for the Hopf algebra G.
2.1.2 Hopf algebra of binary delta-matroids
Delta-matroids were introduced by A. Bouchet [2]. Below, we mainly follow the approach
and terminology from [5].
Definition 2.1
A set system is a pair (E; Φ), where E is an arbitrary finite set, and Φ ⊂ 2E is a set of
subsets of E.
The set E is called the ground set of the set system (E; Φ), and the elements of Φ are
called the feasible sets of the set system (E; Φ).
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A set system (E; Φ) is said to be proper provided Φ is non-empty. (Below, we consider
proper systems only.)
Two set systems (E; Φ) and (E′; Φ′) are said to be isomorphic if there is a one-to-one
mapping E → E′ transforming Φ to Φ′.
Definition 2.2
A proper set system (E; Φ) is a delta-matroid if the following axiom (the Symmetric Ex-
change Axiom, SEA) is satisfied:
Axiom 2.3 (SEA)
For any two feasible sets X,Y ∈ Φ and for any element a ∈ X∆Y there exists an element
b ∈ X∆Y (which is allowed to be equal to a) such that X∆{a, b} ∈ Φ (in the case a = b,
X∆{a} ∈ Φ).
Here ∆ denotes the symmetric difference of sets, A∆B = (A \B) ∪ (B \A).
Example 2.4
There are three isomorphism classes of delta-matroids with the ground set of size 1:
D1,1 = {{1}; {∅}}, D1,2 = {{1}; {∅, {1}}}, D1,3 = {{1}; {{1}}}; (1)
any proper set system with a ground set of size 1 is a delta-matroid.
In our notation Di,j the first index i denotes the number of elements in the ground set,
while the second one is chosen ambiguously.
Definition 2.5
A delta-matroid (E; Φ) is said to be even if for any pair of feasible sets X and Y (that is,
X,Y ∈ Φ) we have |X| ≡ |Y | mod 2. (Here |A| denotes the cardinality of a finite set A).
To each framed graph G, a delta-matroid is associated. The elements of the ground set
E correspond to the vertices of G, E = V (G). The feasible sets are best defined in terms
of the adjacency matrix A(G) of a framed graph G.
Definition 2.6
Let A be an arbitrary symmetric |E| × |E|-matrix over F2 whose columns and rows are
marked by the elements of a finite set E.
Denote by D(A) the set system D(A) = (E; Φ(A)) defined as follows: a set F ⊂ E is
feasible iff det(A|F ) = 1 (here A|F is the restriction of the matrix A to the subset F of
rows and columns).
For brevity, we write D(G) for D(A(G)), for a framed graph G. Bouchet proved that
for every symmetric matrix A with all the entries from F2 the set system D(A) is a delta-
matroid.
Delta-matroids of the form D(A) are said to be graphical. In Eq. (2.4), the delta-
matroids D1,1 and D1,2 are graphical, while the third one is not. The delta-matroid D1,1
corresponds to the only non-framed graph on a single vertex, while the delta-matroid D1,2
corresponds to the one-vertex graph whose only vertex is framed.
Note that the delta-matroid D(G) is even if and only if the framing of each vertex in G
is 0 (in other words, if G is a non-framed graph).
Definition 2.7 (Local duality)
For a delta-matroid D = (E; Φ) and a subset A ⊂ E, define the locally dual to D around
A by the equation D ∗A = (E; Φ ∗A), where Φ ∗A = {F∆A|F ∈ Φ}.
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Definition 2.8
A delta-matroid D = (E; Φ) is said to be binary provided there is a subset F ⊂ E, such
that D ∗ F is a graphical delta-matroid.
Lemma 2.9 (Lemma 10 in [13])
A binary delta-matroid is graphical if and only if the empty set is feasible.
Both isomorphism classes of binary delta-matroids and even binary delta-matroids span
a Hopf algebra ([10]). Namely, consider the graded vector spaces
B = B0 ⊕ B1 ⊕ B2 ⊕ . . .
Be = Be0 ⊕ Be1 ⊕ Be2 ⊕ . . . ,
where the vector space Bn (respectively, Ben) is spanned over C by the isomorphism classes
of binary delta-matroids (respectively, by the isomorphism classes of even binary delta-
matroids) on n-element sets, n = 0, 1, 2, . . . .
Multiplication in both Hopf algebras is defined as the disjoint union of set systems,
while comultiplication acts on a set system D = (E; Φ) as
µ : D 7→
∑
UunionsqW=E
D|U ⊗D|W .
Here D|U denotes the restriction of the set system D to a subset U ⊂ E of the ground
set E.
Remark 2.10
It is shown in [17] that the Hopf algebra B of binary delta-matroids is naturally isomorphic
to the Hopf algebra of Lagrangian spaces in vector spaces over F2 introduced in [6].
2.1.3 Delta-matroids of embedded graphs
Definition 2.11
An embedded graph is a graph drawn on a compact surface in such a way that its comple-
ment is a disjoint union of disks.
We will always assume that the graph is connected. Edges in an embedded graph are
also called ribbons, or handles, and we make no distinction between embedded and ribbon
graphs. Interested reader may refer for example to [10] for more details on embedded
graphs.
Given an embedded graph Γ, one can associate to it a delta-matroid D(Γ) = (E(Γ); Φ(Γ))
in a canonical way. The elements of the ground set correspond to the edges E(Γ). A subset
φ ⊂ E(Γ) is feasible, φ ∈ Φ(Γ), if the boundary of the embedded spanning subgraph of Γ
formed by the set φ is connected, that is, consists of a single connected component. This
means, in particular, that the spanning subgraph of Γ formed by the set φ is connected
(otherwise, each connected component would add at least one connected component to
the boundary). Since, for a plane graph, this requirement coincides with the requirement
that φ is a spanning tree, feasible sets for graphs embedded into a surface of arbitrary
genus are called quasi-trees. For graphs embedded in surfaces of positive genus, not all the
quasi-trees necessarily are trees, although each subset of edges forming a spanning tree is
feasible. The pair (E(Γ); Φ(Γ)), as shown by A. Bouchet, is a binary delta-matroid. This
binary delta-matroid is even if and only if the embedded graph Γ is orientable.
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2.2 Combinatorial Hopf algebras
For definiteness, we consider Hopf algebras over the field of complex numbers C. A combi-
natorial Hopf algebra [1] is a pair (H, ξ) consisting of a graded connected Hopf algebra H,
H = H0 ⊕H1 ⊕H2 ⊕ . . . ,
and a linear multiplicative mapping ξ : H → C. Such mappings are called characters of
the graded Hopf algebra H. In the present paper, all the Hopf algebras we consider are
commutative and cocommutative. For two combinatorial Hopf algebras (H, ξ) and (H′, ξ′),
a mapping F : H → H′ is called a combinatorial Hopf algebras morphism if it is a graded
Hopf algebras morphism and takes ξ to ξ′, ξ(F (h)) = ξ′(h) for all h ∈ H, that is if the
following diagram commutes:
H F //
ξ 
H′
ξ′~~
C
The ring of polynomials in infinitely many variables P = C[p1, p2, . . . ] is, in fact, a
graded Hopf algebra, and we call its character ζ : P → C defined by the requirement
ζ : pk 7→ 1, k = 1, 2, 3, . . . , the canonical character . In the expansion
P = P0 ⊕ P1 ⊕ P2 ⊕ . . . ,
the space Pn, n = 0, 1, 2, . . . , is spanned by the monomials of quasihomogeneous degree n;
its dimension dim Pn is equal to the number of partitions of n. The comultiplication µ :
P → P ⊗P is the multiplicative map uniquely determined by its values on the generators,
µ : pi 7→ 1⊗ pi + pi ⊗ 1.
The main result of [1], when restricted to the case of commutative Hopf algebras, is
the following universality theorem.
Theorem 2.1
Any commmutative cocommutative combinatorial Hopf algebra (H, ξ) has a unique mor-
phism to the combinatorial Hopf algebra (P, ζ). This morphism Ψ : (H, ξ) → (P, ζ), for
h ∈ Hn, has the form
Ψ(h) =
∑
a`n
ξ(a)(h)ma,
the mapping ξ(a) being the composition
H∆k−1−→H⊗k −→ Ha1 ⊗ · · · ⊗ Hak
ζk−→C, (2)
where the unlabeled map is the tensor product of the canonical projections onto the ho-
mogeneous components Hai , and, for a = (a1, . . . , ak), ma = ma(p1, p2, . . . ) ∈ P is the
monomial symmetric function defined in the variables C as
ma1,...,ak
(∑
ci,
∑
c2i ,
∑
c3i , . . .
)
=
∑
ca1i1 c
a2
i2
ca3i3 . . . c
ak
ik
, (3)
(i1, i2, . . . , ik) varying along all k = `(a)-tuples of pairwise distinct integers.
3 Chromatic symmetric functions
Stanley’s symmetrized chromatic polynomial of a graph can be defined in numerous ways.
We provide first the initial combinatorial definition, then the one using characters. We
use this second definition to define an extension of the symmetrized chromatic function to
binary delta-matroids.
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3.1 Symmetrized chromatic polynomial of graphs
3.1.1 The first definition
Let G be a simple graph. The chromatic polynomial of G, denoted χG(t), is the polynomial
whose value at t is the number of proper colorings of the vertices V (G) into t colors,
t = 0, 1, 2, . . . . (A coloring is said to be proper if any two vertices connected by an edge
are colored in distinct colors).
Now suppose we have infinitely many colors C = {c1, c2, c3, . . . }. As above, an associ-
ation f : V (G) → C to all the vertices of a simple graph G one of these colors is called a
proper coloring if any two vertices connected by an edge are colored into different colors.
To each coloring f : V (G)→ C of the set V (G) of vertices of a graph G we associate the
monomial γf in the variables c1, c2, c3, . . . , of degree |V (G)|, which is equal to the prod-
uct of the colors associated to the vertices, γf =
∏
v∈V (G) f(v). By definition, Stanley’s
symmetrized chromatic polynomial of G, denoted SG(c1, c2, . . . ), is the sum
SG(c1, c2, . . . ) =
∑
f :V (G)→C proper
γf ,
where the summation on the right is carried over all the proper colorings f of V (G).
Clearly, Stanley’s symmetrized chromatic polynomial is a sum of infinitely many (pro-
vided G is nonempty) monomials of degree |V (G)|, which is symmetric under permutations
of the colors. The ring of symmetric functions of bounded degree in the variables c1, c2, . . .
can be endowed with a set of generators in a variety of ways. In particular, it is isomorphic
to the ring of polynomials C[p1, p2, . . . ] in the power sums
pk = c
k
1 + c
k
2 + . . . , k = 1, 2, 3, . . . .
We denote the Stanley polynomial of a graph G written in these generators by
WG(p1, p2, . . . ). This polynomial is quasihomogeneous of quasihomogeneous degree |V (G)|,
if we set the degree of the variable pk equal to k for each k. Substitution pk = t, for
k = 1, 2, 3, . . . , makes it into the ordinary chromatic polynomial
WG(t, t, t, . . . ) ≡ χG(t).
Remark 3.1
A polynomial graph invariant essentially coinciding with WG was introduced in [3] for the
purpose of constructing knot invariants, see below.
3.1.2 The second definition
Stanley’s symmetrized chromatic polynomial G 7→ WG(p1, p2, . . . ) can be considered as
a graded Hopf algebra morphism W : G → P from the Hopf algebra of graphs G to P.
This morphism is the one associated, by Theorem 2.1, with the character ξG : G → C
of G that takes edgeless graphs to 1 and graphs having edges to 0. It is easy to show
that the character ξG indeed produces Stanley’s symmetrized chromatic polynomial. To
do this, note that, for a graph G with n = |V (G)| vertices, and a partition a ` n the value
ξ
(a)
G (G) defined by Eq. (2) is the number of ways to split the set V (G) of vertices of G into
disjoint parts of cardinalities a1, . . . , ak such that the restriction of G to each of the parts
is a discrete (that is, edgeless) graph. Each such part can be colored in one of the colors
c1, c2, . . . of its own. After summing the monomials γf over all such colorings f we obtain
exactly the symmetric function ma given by Eq. (3). Conversely, any proper coloring of
the vertices of G determines a splitting of the set V (G) into disjoint parts whose number
is the number of distinct colors used.
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3.2 Four-term relations for graphs, weighted graphs, and the sym-
metrized chromatic polynomial of framed graphs
We are going to define the symmetrized chromatic polynomial of framed graphs by means
of a character ξGf : Gf → C that takes value 0 on any framed graph having edges. Such
a character is totally determined by its values on the two framed graphs having a single
vertex. We require that the restriction of the polynomial to non-framed graphs coincides
with Stanley’s symmetrized chromatic polynomial W , meaning that its value on the only
non-framed graph with a single vertex is 1. Our goal is to show that if the extended chro-
matic polynomial satisfies the 4-term relations for framed graphs, as Stanley’s chromatic
polynomial does for non-framed ones, then its value on the graph with a single vertex, the
framing of the vertex being 1, must be −1.
We say that a graph invariant F satisfies the 4-term relations for graphs [8] if for any
graph G and any ordered pair (a, b) of its distinct vertices we have
F (G)− F (G′ab) = F (G˜ab)− F (G˜′ab).
Here, all the four graphs have the same set of vertices, V (G). In the graph G′ab the
vertices a, b are connected by an edge if and only if they are not adjacent in G (that is,
the adjacency of a and b is switched). The graph G˜ab is obtained from G by switching
the adjacency to a of all the vertices adjacent to b and different from a. Finally, G˜′ab =
(˜G′ab)ab = (G˜ab)
′
ab.
The 4-term relations for framed graphs [9] have exactly the same form, but the operation
G 7→ G˜ab is understood differently if the framing of the vertex b is 1. In this case, in addition
to switching of the adjacency of a to the vertices adjacent to b, the framing of the vertex a
is switched as well as its adjacency to b.
Lemma 3.2
If ξGf : Gf → C is a character of the Hopf algebra Gf of framed graphs that takes the
one-vertex graph with the vertex of framing 0 to 1, takes any framed graph having edges
to 0 and satisfies the 4-term relations for framed graphs, then the value of ξGf on the graph
with a single vertex of framing 1 is either 0 or −1.
In order to prove the Lemma it suffices to consider the only nontrivial 4-term relation
for framed graphs with two vertices:t t t t t t t t0 1 0 1 1 1 1 1− = −
Since the value of ξGf vanishes in the first summand on the left and the second summand
on the right, taking into account that it is multiplicative, we conclude the desired.
Setting the value of ξGf on the graph with a single vertex of framing 1 equal to 0 would
lead to a character of the Hopf algebra of framed graphs that is 0 on any graph with at least
one vertex having framing 1. In order to avoid this degeneracy, we define the character
ξGf : Gf → C of the Hopf algebra Gf as follows:
• the value of the character ξGf on the framed graph with a single vertex, whose framing
is 0, equals 1;
• the value of the character ξGf on the framed graph with a single vertex, whose framing
is 1, equals −1;
• the value of the character ξGf on any connected framed graph with more than one
vertex equals 0;
• the character ξGf is extended to linear combinations of graphs by multiplicativity
and linearity.
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Now we can define the chromatic polynomial of framed graphs as the morphism W f :
Gf → C[p1, p2, . . . ] of the combinatorial Hopf algebra Gf associated to the character ξGf .
Below, we show that the homomorphism W f satisfies the 4-term relations for framed
graphs.
3.3 Chromatic polynomial for delta-matroids
We turn the graded Hopf algebras B and Be defined in Sec. 2.1.2 into combinatorial Hopf
algebras by defining the characters in the following way. Let x ∈ C be a complex number.
Definition 3.3
Define ξB : B → C, ξBe : Be → C by setting
• ξB(D1,1) = ξBe(D1,1) = ξB(({1}; {∅})) = ξBe(({1}; {∅})) = 1;
• ξB(D1,2) = ξBe(D1,2) = ξB(({1}; {{1}}) = ξBe(({1}; {{1}})) = x;
• ξB(D1,3) = ξB(({1}; {∅, {1}})) = −1,
and equal to 0 on all connected binary delta-matroids whose ground set contains more
than one element (a set system is said to be connected provided it is not a product of set
systems of smaller grading). As usual, the character is extended to the whole Hopf algebra
by multiplicativity and linearity.
In other words, the character ξB can be computed as follows: ξ(D) = 0 if D is not
totally disconnected; ξ(D) = (−1)kx` if D is a product of some number of D1,1 times
Dk1,2D
`
1,3. (A delta-matroid D is said to be totally disconnected if it can be presented as
a product of delta-matroids having the ground set of cardinality 1). Now we define the
chromatic polynomial of the Hopf algebra B corresponding to the parameter x as the Hopf
algebra homomorphism Sx : B → C[p1, p2, . . . ] associated to the character ξB.
Each of the three Hopf algebras G,Gf ,Be is a Hopf subalgebra in the Hopf algebra B.
Moreover, the following inclusions take place:
G //
 &&
Gf

Be // B
The characters of these three Hopf algebras are, in fact, the restrictions of the character ξB
to the corresponding subalgebras.
This definition allows one to define the chromatic polynomial of an arbitrary embed-
ded graph: just take for this chromatic polynomial the chromatic polynomial of the
binary delta-matroid associated to the embedded graph. All the three proper binary
delta-matroids with a one-element ground set we have considered are, in fact, delta-
matroids of embedded graphs. Namely, the delta-matroid D1,1 = ({1}; {∅}) corresponds
to the orientable embedded graph with a single vertex and one edge, the delta-matroid
D1,2 = ({1}; {∅, {1}}) corresponds to the non-orientable embedded graph with a single
vertex and one edge; and the delta-matroid D1,3 = ({1}; {{1}}) corresponds to the em-
bedded graph with two vertices and a single edge (note that this graph necessarily is
orientable).
4 4-term-relations for binary delta-matroids and weight sys-
tems
In [16], V. A. Vassiliev introduced the notion of knot invariant of order at most n, for
n = 0, 1, 2, . . . . He also associated to each knot invariant of order at most n a function
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on chord diagrams with n chords and showed that such a function satisfies the so-called
4-term relations. In [7], M. Kontsevich proved that any function on chord diagrams with n
chords satisfying the 4-term relations arises from a knot invariant of order at most n.
In our setting, a chord diagram with n chords is nothing but an orientable embedded
graph with a single vertex and n ribbons. To each chord diagram, a simple graph is
associated; this is the intersection graph of the chord diagram. Its vertices are the chords
of the diagram, and two vertices are connected by an edge if the corresponding chords
intersect one another. The 4-term relations for graphs [8] match those for chord diagrams,
and Stanley’s symmetrized chromatic polynomial satisfies these relations, whence defining
a knot invariant.
Vassiliev’s 4-term relations can be written out for arbitrary ribbon graphs, not neces-
sarily orientable or having a single vertex. In the general case, they are used to describe
finite order invariants of links in S3 rather than just knots; the number of vertices of a
ribbon graph coincides with the number of link components. In [10], 4-term relations were
extended to binary delta-matroids. These 4-term relations admit a restriction to all the
three Hopf subalgebras G,Gf ,Be of B, and in the case of G,Gf they coincide with the ones
defined above. Our goal is to show that the chromatic polynomial of binary delta-matroids
we have just introduced satisfies the 4-term relations and defines thus a link invariant.
4.1 Vassiliev’s moves for binary delta-matroids
In order to define 4-term relations for binary delta-matroids, we need to define two Vas-
siliev’s moves, the first, and the second ones.
Let D = (E; Φ) be a binary delta-matroid, and let a, b ∈ E be two distinct elements of
its ground set.
Definition 4.1 (The second Vassiliev move)
The result of application of the second Vassiliev move with respect to the pair (a, b) to the
binary delta-matroid D is defined to be D˜ab = (E; Φ˜ab), where
Φ˜ab = Φ∆{F unionsq {a}|F unionsq {b} ∈ Φ and F ⊂ E \ {a, b}}.
The second Vassiliev move for ribbon graphs, when applied to a ribbon graph with two
ribbons a, b having neighboring ends, consists in the sliding of the end of the ribbon a along
the ribbon b. The expression of this move in terms of the delta-matroids corresponding to
the ribbon graphs was elaborated in [13].
Alternatively, the second Vassiliev move can be defined by
Definition 4.2 (Alternative definition)
Let
Φ˜ab = {(F 63 a or F 3 b) and F ∈ Φ} ∪
∪{(F 3 a & F 63 b) and (F ∈ Φ & F∆{a, b} 6∈ Φ)} ∪
∪{(F 3 a & F 63 b) and (F 6∈ Φ & F∆{a, b} ∈ Φ)}.
Definition 4.3 (The first Vassiliev’s move)
The result of application of the first Vassiliev move to the binary delta-matroid D with
respect to the pair (a, b) is defined to be D′ab = (E; Φ
′
ab), where
Φ′ab = {F 6⊃ {a, b} and F ∈ Φ} ∪
∪{F ⊃ {a, b} and F ∈ Φ and F \ {a, b} 6∈ Φ} ∪
∪{F ⊃ {a, b} and F 6∈ Φ and F \ {a, b} ∈ Φ}.
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The first Vassiliev move for ribbon graphs, when applied to a ribbon graph with two
ribbons a, b having neighboring ends, consists in exchanging the neighboring ends of the
ribbons a and b.
For a fixed pair of elements a, b each of the Vassiliev’s moves is an involution.
The first and the second Vassiliev’s moves on the same elements pairwise commute.
((D˜ab)′ab = ˜(D′ab)ab), which allows us to write D˜′ab instead of (D˜ab)
′
ab.
4.2 4-term relations for binary delta-matroids
Definition 4.4 (4-term relation for binary delta-matroids)
We say that a linear function ξ : B → R, where R is a commutative algebra over C, satisfies
the 4-term relation for binary delta-matroids if
ξ(D)− ξ(D′ab) = ξ(D˜ab)− ξ(D˜′ab),
for arbitrary binary delta-matroid D = (E; Φ), and arbitrary pair a, b ∈ E of elements in
its ground set.
Theorem 4.1
Let ξ : B → C be a character on binary delta-matroids satisfying the 4-term relations.
Then the Hopf algebras homomorphism Ψξ : B → P also satisfies the 4-term relation.
Proof.
It is shown in [10] that the quotient FB of the Hopf algebra B modulo the 4-term relations
also is a (graded commutative cocommutative) Hopf algebra. Since the character ξ satisfies
the 4-term relations, its pushforward to the Hopf algebra FB is a character of the latter
algebra and makes it into a combinatorial Hopf algebra. It defines, therefore, a Hopf
algebra homomorphism FB → P, which is the pushforward of the homomorphism Ψξ, and
the theorem is proved. 
Note that the restriction of a character ξ : B → C satisfying 4-term relations to any
of the three Hopf subalgebras G,Gf ,Be of B determines a character of the corresponding
subalgebra. This character descends to a character of the quotient of the corresponding
Hopf subalgebra modulo the 4-term relations, and hence determines a homomorphism of
this quotient to P.
4.3 Chromatic weight systems
Proposition 4.5
The character ξB defined by Def. 3.3 satisfies the 4-term relation, given by (4.4), on binary
delta-matroids:
ξB(D)− ξB(D′ab) = ξB(D˜ab)− ξB(D˜′ab) (4)
Proof.
In the space B1 spanned by binary delta-matroids with a ground set of cardinality 1,
the 4-term relations are empty, hence trivially satisfied for an arbitrary linear mapping.
Now suppose D is a delta-matroid on an n-element ground set, n > 1. The value of
the character ξB on a delta-matroid is non-zero if and only if this delta-matroid is totally
disconnected, that is, it is a product delta-matroids on 1-element sets. Hence, if all the
four delta-matroids in a 4-term relation are not totally disconnected, it is trivially satisfied
by ξB. If there is a totally disconnected delta-matroid among the four terms, then, without
loss of generality, we can take it for D.
A 4-term relation corresponding to an ordered pair (a, b) of elements of the ground set
of a totally disconnected binary delta-matroid D is nontrivial if and only if b is the element
of the ground set of a factor D1,2 in D, while a is the element of the ground set either in
10
Figure 1: A family of (orientable) embedded graphs with two vertices
a factor D1,1 or in a factor D1,2. Without loss of generality we can suppose that the first
case takes place. But the fact that the character ξB satisfies this 4-term relation has been
already checked in the proof of Lemma 3.2. 
Corollary 4.6 (from the theorem 4.1 and the proposition 4.5)
The extended Stanley’s chromatic polynomial satisfies the 4-term relation for binary delta-
matroids.
4.4 On the values of the extended symmetrized chromatic polynomial
In the present section our goal is to estimate the distinguishing power of the extended
symmetrized chromatic polynomial Sx as a link invariant. Being a graded Hopf algebra
homomorphism, the function Sx takes a primitive element of Bn to pn times a polynomial
in the indeterminate x. We are going to show that for this polynomial we can obtain an
arbitrary polynomial of degree n whose coefficient of the linear term is 0.
Theorem 4.2
For n ≥ 2, any polynomial in x of degree at most n with zero linear term can be obtained
as a coefficient of pn under the mapping Sx of a primitive element in Bn.
Corollary 4.7
The dimension of the subspace of primitive elements in Bn is at least n.
Proof.
The coefficient of pn in the value of Sx on a binary delta-matroid D ∈ Bn coincides with the
value of the character ξB on the projection of D to the subspace of primitive elements along
the subspace of decomposable elements. Consider the delta-matroid of the (orientable)
embedded graph with n ribbons from the family shown in Fig. 1. If this embedded graph
has n− k loops and k ≥ 2 edges that are not loops, then the value of ξB on its projection
to the subspace of primitive elements is proportional to xk, with a nonzero proportionality
coefficient, which proves the theorem. Note that if the number k of edges that are not
loops is k = 1, then the delta-matroid of the embedded graph in Fig. 1 is a product of
two delta-matroids, one of degree n − 1, and the other one of degree 1, and for n ≥ 2
its projection to the subspace of primitive elements along the subspace of decomposable
elements vanishes.
Now let us prove that the linear polynomial x cannot arise as the value of Sx on a
homogeneous primitive element of degree n ≥ 2. It suffices to take into account that
the value of the character ξB on an even binary delta-matroid is non-zero only if this
delta-matroid is the product of one-element binary delta-matroids. The number of binary
delta-matroids D1,2 among the factors in this product can be either 0 or greater than 1,
which proves the desired assertion. 
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