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Abstract
Economic theory often predicts a “tipping point” effect due to multiple equilibria.
Linear threshold regressions estimate the “tipping point” by assuming at the same time
that the response variable is linear in an index of covariates. However, economic theory
rarely imposes a specific functional form, but rather predicts a monotonic relationship
between the response variable and the index. We propose new, rank-based, estima-
tors for both the “tipping point” and other regression coefficients, exploiting only the
monotonicity condition. We derive the asymptotic properties of these estimators by
establishing a more general result for M-estimators of U-processes with a change-point
due to a covariate threshold. We finally apply our method to provide new estimates of
the “tipping point” of social segregation in four major cities in the United States.
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1 Introduction
Threshold models have many applications in empirical research. For example, they were
used to model racial segregation by Card, Mas, and Rothstein (2008), economic growth by
Durlauf and Johnson (1995), inflation by Khan and Sanhadji (2001), and financial contagion
by Pesaran and Pick (2007). In estimation, these models assume a linear regression, namely,
for W = (W ′1, Z
′)′,
Y = W ′β0 + Z ′δ01{T > γ0}+ ε.
In the context of social segregation, Y represents the change of white population; T is the
fraction of nonwhites in the neighborhood; W collects all covariates such as the intercept,
unemployment rate, family income, and even T ; and Z is a subset of W . Economic theory
predicts the existence of a “tipping point” for extreme segregation, which is denoted as γ0.
Researchers can estimate the linear coefficients (β0, δ0) as well as the “tipping point” γ0 by
running the linear threshold regression.
However, the linear threshold regression model may suffer from misspecification. Economic
theories usually predict only that a response variable Y is monotonic in an associated index
G(W,β0), such that for some F that is monotonic in both its arguments,
Y = F (G(W,β0), ε).
But these theories rarely specify the exact functional form of F or the distribution of the
error term ε. It is well known that misspecifications of either of these features can lead to
inconsistent estimates.
While the existing literature focuses on linear index models, i.e., G(W,β0) = W
′β0, the rank-
based estimation methods exploit only the monotonicity of F . The leading examples of rank-
based estimators include maximal rank correlation (Han, 1987), monotone rank estimator
(MRE) (Cavanagh and Sherman, 1998), rank estimator of quantile index models (Khan,
2001), and partial rank estimator (PRE) (Khan and Tamer, 2007). The rank estimator of
β0 can be characterized as an M-estimator of a U-process, whose asymptotic properties have
been investigated by Sherman (1993, 1994).
Besides literature on rank-based methods, there is a vast literature on semiparametric es-
timation of single index models. For example, Manski (1975) and Klein and Spady (1993)
considered binary response models, in which F (·, ·) is known. Powell, Stock, and Stoker
(1989) and Ichimura (1993) did not assume the knowledge of F (·, ·) except sufficient degrees
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of smoothness. However, the average derivative method can estimate only the linear coef-
ficients of the continuous covariates. Both estimators in Powell et al. (1989) and Ichimura
(1993) required additional tuning parameters and trimming, neither of which is needed for
rank-based estimators. For a textbook treatment on the semiparametric estimation of the
single index models, please see Li and Racine (2007). Nevertheless, all of the works above
focus on the linear index.
Our paper extends the associated index G(W,β0) to be nonlinear due to a “tipping point.”
We then investigate the estimation and inference of the model
Y = F (W ′β0 + Z ′δ01{T > γ0}, ε),
while remaining agnostic about both the functional form of F and the distribution of ε.
We first establish the asymptotic properties for M-estimators of U-processes with a change-
point due to a covariate threshold. We find that the estimators of the regression coefficients
(β0, δ0) are
√
n-consistent and asymptotically normal, while the estimator of the threshold
coefficient γ0 is n-consistent with a non-Gaussian asymptotic distribution. Next, we prove
both validities of bootstrap inference for the regression coefficients and a simulation-based
inference for the threshold coefficient. Last, we apply the general results to two specific cases:
threshold partial rank estimator (TPRE) and threshold monotone rank estimator (TMRE).
This paper contributes to the literature on threshold regressions by allowing for a threshold
in the U-processes. The asymptotic properties of threshold regression models have been in-
vestigated by Chan (1993) and Hansen (2000). Koul, Qian, and Surgailis (2003) generalized
the theory to M-estimators of empirical processes with a covariate threshold. Yu (2012)
considered the maximal likelihood estimator of the threshold regression. Lee and Seo (2008)
considered a binary response model with a threshold. Pons (2003) and Kosorok and Song
(2007) focused on transformation models with a threshold. To this point, there is no in-
vestigation of the properties, let alone applications, of M-estimators of U-processes with a
threshold. We will apply the Hoeffding decomposition to the U-process. After the decompo-
sition, the original U-process becomes an empirical process that is nonlinear in parameters.
The techniques dealing with nonlinear threshold models used in this paper are similar but not
identical to those used in Yu (2012). In addition to this, another theoretical contribution of
the paper is to justify the application of the Hoeffding decomposition to the U-process when
one parameter (the threshold parameter) is non-regular, i.e., when the classical regularity
conditions for asymptotic normality do not hold.
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In another branch of the literature, U-statistics are utilized to detect change-point. See
recent papers by Do¨ring (2010, 2011). However, in these two papers, only one independent
sequence of random variables (such as DNA sequence) was considered and the change-point
was the index (position) rather than a random covariate. Both features limit the statistical
application of this model. In contrast, our paper allows for regression models and a covariate
threshold. Lee, Seo, and Shin (2011) also married U-processes with threshold in a regression
setting. But they paid particular attention to the asymptotic null distribution when there is
no threshold effect and established a specification test for the threshold effect under the null
and local alternatives. Our paper complements their results by establishing the asymptotic
theory for the threshold estimator under the fixed alternative.
Applying our new method to the subsample of Card et al. (2008), we estimate the “tipping
point” of social segregation for four U.S. cities: Boston, Chicago, New York, and Philadel-
phia. We exploit only the monotonicity between the change of white population and the
covariate index, and find that the estimators of the “tipping points” are much larger than
the ones obtained from the linear threshold regression.
The rest of the paper is organized as follows. Section 2 establishes the general asymptotic
theory for the estimators of regression and threshold coefficients. Section 3 establishes the
general inference theories. Section 4 considers the special case of TPRE. Section 5 considers
TMRE. Section 6 contains a small scale Monte Carlo simulation of TPRE. In Section 7,
we apply our method to a subsample of the dataset of Card et al. (2008) and estimate the
“tipping point” of racial segregation. Section 8 concludes. All proofs are collected in the
supplemental Appendix.
Throughout this paper, we adapt the convention that the capital letters, such as U , Y , X,
denote random elements while their corresponding lower cases denote realizations. A(U, U˜)
and A(U) denote arbitrary L2-integrable random variables in the sigma field generated by
random variables (U, U˜) and U , respectively. C denotes an arbitrary positive constant that
may not be the same in different contexts. For a sequence of random variables {Un}∞n=1 and
a random variable U , Un  U indicates weak convergence in the sense of Van der Vaart and
Wellner (1996). When Un and U are k-dimensional elements, the space of the sample path
is <k equipped with Euclidean norm. When Un and U are stochastic processes, the space of
sample path will be specified in different contexts. Usually, in this paper, the space is either
l∞({v ∈ Rk : |v| < B}) for some positive B equipped with sup norm or the Skorohod space
D([−B,B]) for some positive B equipped with Skorohod norm. The calligraphic letters
Pn, P , and Un denote the empirical process, expectation, and U-process, respectively. In
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particular, Pn assigns probability 1n to each observation and Un assigns probability 1n(n−1) to
each pair of observations. Last, for any positive (random) sequences (un, vn), if there exists
a positive constant C independent of n such that un ≤ Cvn, then we write un . vn.
2 General asymptotic properties
We first define the model and the estimators. Denote (θˆ, γˆ) as an M-estimator of a U-process,
i.e.,
(θˆ, γˆ) = arg max
θ,γ
Sn(θ, γ) and Sn(θ, γ) ≡ Unf(·, ·, θ, γ),
in which Un is a random measure putting mass 1n(n−1) on each ordered pair (Ui, Uj). The
kernel function f(u, u˜, θ, γ) is symmetric, i.e.,
f(u, u˜, θ, γ) = f(u˜, u, θ, γ).
T , as a one-dimensional element of U , is the threshold variable, and γ is the threshold
parameter. What distinguishes T from the other elements of U , and γ from θ, is that
f(u, u˜, θ, γ) can be further decomposed as follows:
f(u, u˜, θ, γ) = Π++(u, u˜, θ)1{t > γ, t˜ > γ}+ Π+−(u, u˜, θ)1{t > γ, t˜ ≤ γ}
+ Π−+(u, u˜, θ)1{t ≤ γ, t˜ > γ}+ Π−−(u, u˜, θ)1{t ≤ γ, t˜ ≤ γ}.
(2.1)
From (2.1), we note that γ only determines the regime of f(u, u˜, θ, γ) while θ determines the
value of f(u, u˜, θ, γ) in each regime. Let (θ0, γ0) be the true parameter value. Following the
notation in Sherman (1993), let Qf(·, ·, θ, γ) be the expectation of f(U, U˜ , θ, γ) and denote
S(θ, γ) = Qf(·, ·, θ, γ).
Assumption 1. {Ui}ni=1 is independently and identically distributed.
Assumption 2. S(θ, γ) is continuous in (θ, γ) ∈ Θ× Γ where Θ× Γ ⊂ <m+1 is a compact
parameter space and m is the dimension of θ. S(θ, γ) is uniquely maximized at (θ0, γ0).
(θ0, γ0) is in the interior of Θ× Γ.
Assumption 3. Let F = {f(·, ·, θ, γ), (θ, γ) ∈ Θ× Γ}. F is Euclidean with envelope F ,
which is L2 integrable.
Assumption 1 is appropriate for cross-sectional data, which is the focus of this paper. Time-
series data can be handled similarly with suitable mixing conditions. Assumption 2 is an
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identification assumption. The primitive sufficient conditions for specific estimators should
be checked case-by-case. Section 4 and 5 provide sufficient conditions to verify this as-
sumption for TPRE and TMRE, respectively. Assumption 3 is common in the literature on
U-processes, such as Sherman (1993, 1994). This assumption is also verified for TPRE and
TMRE in Section 4 and 5, respectively.
Theorem 2.1. If Assumptions 1–3 hold, then (θˆ, γˆ) are consistent.
Next we consider the convergence rates of (θˆ, γˆ). Denote
f ∗(u, u˜, θ, γ) = f(u, u˜, θ, γ)− f(u, u˜, θ, γ0).
Assumption 4. There exists a fixed positive constant η such that for ζ > 0 sufficiently
small, uniformly over {(θ, γ) : |θ − θ0| ≤ ζ, |γ − γ0| ≤ ζ},
S(θ, γ)− S(θ, γ0) ≡ Qf ∗(·, ·, θ, γ) ≤ −η|γ − γ0|.
This assumption implies Qf ∗(·, ·, θ, γ) is not differentiable at γ0. If Qf ∗(·, ·, θ, γ) was differ-
entiable, Qf ∗(·, ·, θ, γ) would behave as −η(γ − γ0)2 instead of −η|γ − γ0| for some constant
η > 0. The non-differentiability causes the convergence rate for the threshold coefficient γ
to be non-regular. Section 4 and 5 provide primary conditions to verify Assumption 4 for
TPRE and TMRE, respectively.
The convergence rate of γˆ also depends on the special feature of (2.1). Recall Sn(θ, γ) −
Sn(θ, γ0) = Unf ∗(·, ·, θ, γ). We can write the right-hand side as
Unf ∗(·, ·, θ, γ) = Qf ∗(·, ·, θ, γ) + (Pn − P)l(·, θ, γ) + Unh(·, ·, θ, γ), (2.2)
in which
l(u, θ, γ) = Pf ∗(u, ·, θ, γ) + Pf ∗(·, u, θ, γ),
h(u, u˜, θ, γ) = f ∗(u, u˜, θ, γ)− Pf ∗(u, ·, θ, γ)− Pf ∗(·, u˜, θ, γ) +Qf ∗(·, ·, θ, γ).
We will show Unh(·, ·, θ, γ) is asymptotically negligible and the empirical process term (Pn−
P)l(·, θ, γ) can be decomposed into two pieces, one being continuous in γ at γ0 and the other
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not. In fact, we have
l(u, θ, γ) = 2 (Λ1(u, θ, γ) + Λ2(u, θ, γ0)1{γ0 < t ≤ γ} − Λ2(u, θ, γ0)1{γ < t ≤ γ0}) , (2.3)
in which
Π1(u, θ, γ) = E
(
Π++(u, U˜ , θ)1{T˜ > γ}
)
+ E
(
Π+−(u, U˜ , θ)1{T˜ ≤ γ}
)
,
Π2(u, θ, γ) = E
(
Π−+(u, U˜ , θ)1{T˜ > γ}
)
+ E
(
Π−−(u, U˜ , θ)1{T˜ ≤ γ}
)
,
Λ1(u, θ, γ) = (Π1(u, θ, γ)− Π1(u, θ, γ0))1{t > γ}+ (Π2(u, θ, γ)− Π2(u, θ, γ0))1{t ≤ γ},
Λ2(u, θ, γ) = Π2(u, θ, γ)− Π1(u, θ, γ).
(2.4)
Because Λ1(u, θ, γ0) = 0, under some regularity conditions, we will argue |Λ1(u, θ, γ)| ≤
C|γ − γ0|. On the other hand,
Λ2(u, θ, γ0)1{γ0 < t ≤ γ} − Λ2(u, θ, γ0)1{γ < t ≤ γ0}
is clearly not Lipschitz continuous in γ at γ0. We state the regularity conditions in the
following assumption.
Assumption 5.
1. For s, s′ = +,− and some ε > 0, E
[
Πss
′
(U, U˜ , θ)|T = t, T˜ = t˜
]
exists and is uniformly
bounded on {(θ, t, t˜) : |θ − θ0| < ε, 0 < |t− γ0| < ε, 0 < |t˜− γ0| < ε}.
2. For j = 1, 2, there exists A(U) ∈ L2 such that |Πj(U, θ, γ0)−Πj(U, θ0, γ0)| ≤ A(U)|θ−
θ0|. The conditional PDF of Πj(U, θ0, γ0) given T = t is continuous at t = γ0.
3. For j = 1, 2 and the same A(U) as above, sup(θ,γ)∈N0 |Πj(U, θ, γ) − Πj(U, θ, γ0)| ≤
A(U)|γ − γ0| and sup(θ,γ)∈N0 |Πj(U, θ, γ)| ≤ A(U) where N0 ⊂ Θ× Γ is a neighborhood
of (θ0, γ0).
4. For the same A(U) as above, there exists some ζ > 0 such that both E(A(U)|T = t)
and E(A2(U)|T = t) are uniformly bounded over |t− γ0| < ζ, i.e.,
sup
|t−γ0|<ζ
(|E(A(U)|T = t)|+ E(A2(U)|T = t)) < C <∞
for some C > 0.
7
5. fT (t), the density of T , exists. For t in a neighborhood of γ0, there exists a positive
constant C such that C > fT (t) >
1
C
. fT (t) is continuous at γ0.
Assumption 5.1, 5.4, and 5.5 are common regularity conditions. In particular, since Assump-
tion 5.5 holds in a neighborhood of γ0 rather than the whole support of T , it is satisfied by
most well-known continuous distributions, e.g., the normal distribution. Assumption 5.2 and
5.3 are reasonable because Πj, j = 1, 2, are defined as integrals (expectations). Although the
integrand may not be Lipschitz continuous in (θ, γ), the integral can still be. For example,
1{T˜ > γ} is not Lipschitz continuous in γ, but E1{T˜ > γ} = P (T˜ > γ) is, as long as the
density of T˜ exists and is bounded. We will verify Assumption 5 under primitive conditions
in Section 4 and 5.
Theorem 2.2. If Assumptions 1–5 hold, then n(γˆ − γ0) = Op(1).
Next we show the convergence rate of θˆ is
√
n. By a simple decomposition, we have
Sn(θ, γ)− Sn(θ0, γ0) = Sn(θ, γ0)− Sn(θ0, γ0) + Sn(θ, γ)− Sn(θ, γ0). (2.5)
Based on Theorem 2.2, we can show that Sn(θˆ, γˆ) − Sn(θˆ, γ0) is asymptotically negligible.
This implies the asymptotic properties of θˆ hinges on Sn(θ, γ0) − Sn(θ0, γ0), which is the
objective function of θ as if γ0 is known. Following Sherman (1993), we can then derive θˆ’s
asymptotic properties.
Assumption 6.
1. There exist a neighborhood N of θ0 and a constant κ > 0 such that for all θ ∈ N ,
S(θ, γ0)− S(θ0, γ0) ≤ −κ|θ − θ0|2.
2. Uniformly over op(1) neighborhood of θ0,
Sn(θ, γ0)− Sn(θ0, γ0) = S(θ, γ0)− S(θ0, γ0) +Op( |θ − θ0|√
n
) + op(|θ − θ0|2) +Op( 1
n
).
Theorem 2.3. If Assumptions 1–6 hold, then
√
n(θˆ − θ0) = Op(1).
Next we consider the asymptotic distribution of γˆ. First, we clarify that γˆ is the infimum of
the set of maximizers. In fact, the objective function Sn(θ, γ) is constant for γ ∈ [T (i), T (i+1))
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where T (i) is the i-th order statistic of T . In order to define a unique maximizer, we follow
the literature (see Kosorok and Song, 2007, Lee and Seo, 2008, and Pons, 2003) and choose
γˆ as the infimum of the set of maximizers, i.e., T (i) for some i.
Based on Theorems 2.2 and 2.3, we can focus on the Op(
1
n
) neighborhood of γ0 and the
Op(
1√
n
) neighborhood of θ0. Let v =
√
n(θ − θ0), g = n(γ − γ0), vˆ =
√
n(θˆ − θ0), and
gˆ = n(γˆ − γ0). Since Sn(θ0 + vˆ√n , γ0) does not depend on g, we have
gˆ = inf
{
g : g = arg max
(
Sn(θ0 +
vˆ√
n
, γ0 +
g
n
)− Sn(θ0 + vˆ√
n
, γ0)
)}
.
The asymptotic objective function takes the following form:
Φ(g) =
∞∑
i=1
(
2Ji1{0 < Ti ≤ g} − 2J i1{g < Ti ≤ 0}
)
. (2.6)
Here {Ei,Ji}∞i=1 is an i.i.d. sequence such that Ei is standard exponentially distributed, inde-
pendent of Ji, and Ji is a random variable with characteristic function E exp(itΛ2(U, θ0, γ0)|T =
γ0+). Ti = 1fT (γ0)
∑i
l=1 El. Similarly, {E i,J i}∞i=1 is an i.i.d. sequence such that E i is standard
exponentially distributed, independent of J i, and J i is a random variable with characteristic
function E exp(itΛ2(U, θ0, γ0)|T = γ0−). T i = −1fT (γ0)
∑i
l=1 E l and (Ji, Ti) ⊥⊥ (J i, T i).
Theorem 2.4. If Assumptions 1–6 hold, then for any positive constant B,
n
(
Sn(θ0 +
vˆ√
n
, γ0 +
g
n
)− Sn(θ0 + vˆ√
n
, γ0)
)
 Φ(g)
in D([−B,B]), and
n(γˆ − γ0) g∗ ≡ inf
{
g : g = arg max Φ(g)
}
.
Last, we consider the asymptotic distribution of θˆ. Since γˆ is super-consistent, we expect it
will not affect the asymptotic distribution of θˆ. As Theorem 1(ii) of Sherman (1993), when
γ0 is treated as known, we assume the following condition.
Assumption 7. Let τ(u, θ, γ0) = Pf(u, ·, θ, γ0) and Ψ = ∂2θθ′Qf(·, ·, θ0, γ0). Uniformly over
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Op(
1√
n
) neighborhood of θ0,
Sn(θ, γ0)− Sn(θ0, γ0) = 1
2
(θ − θ0)′Ψ(θ − θ0) + 1√
n
(θ − θ0)′Wn + op( 1
n
),
where Wn =
√
n2Pn∇θτ(·, θ0, γ0) W = N (0,∆) and Ψ is negative definite.
Theorem 2.5. If Assumptions 1–7 hold, then
√
n(θˆ−θ0) = −Ψ−1Wn+op(1) N (0,Ψ−1∆Ψ−1).
3 Inference
3.1 Resampling method
We propose to compute the critical value and construct the confidence interval for θˆ based on
a multiplier bootstrap with γ = γˆ. To be more specific, let {ωi}ni=1 be a sequence of positive
i.i.d. random variables with unit mean and variance, e.g., the exponential random variable
with unit mean. {ωi}ni=1 is independent of the data {Ui}ni=1. Also denote U bi = {Ui, ωi} and
f b(ub, u˜b, θ, γ) = ωω˜f(u, u˜, θ, γ). Then the multiplier bootstrap estimator can be computed
as
θˆb = arg max
θ
Sbn(θ, γˆ),
where
Sbn(θ, γ) = Unf b(·, ·, θ, γ).
Similar to Assumptions 6 and 7 for the original estimator θˆ, we assume the next assumption
for the bootstrap estimator θˆb.
Assumption 8. Uniformly over op(1) neighborhood of θ0,
Sbn(θ, γ0)− Sbn(θ0, γ0) = S(θ, γ0)− S(θ0, γ0) +Op(
|θ − θ0|√
n
) + op(|θ − θ0|2) +Op( 1
n
).
Let τ(u, θ, γ0) = Pf(u, ·, θ, γ0) and Ψ = ∂2θθ′Qf(·, ·, θ0, γ0). Uniformly over Op( 1√n) neighbor-
hood of θ0,
Sbn(θ, γ0)− Sbn(θ0, γ0) =
1
2
(θ − θ0)′Ψ(θ − θ0) + 1√
n
(θ − θ0)′W bn + op(
1
n
),
in which W bn =
2√
n
∑n
i=1 ωi∇θτ(Ui, θ0, γ0).
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Theorem 3.1. If Assumptions 1–8 hold, then
√
n(θˆb − θˆ) = −Ψ−1 2√
n
n∑
i=1
(ωi − 1)∇θτ(Ui, θ0) + op(1)
and
√
n(θˆb − θˆ) weakly converges to N (0,Ψ−1∆Ψ−1) conditional on data in the sense of
Section 2.9 of Van der Vaart and Wellner (1996).
Since γˆ converges at n rate, we can treat it as known when conducting the bootstrap infer-
ence. This reduces one dimension for the optimization problem and thus saves considerable
computational time. Usually the sample objective function Sbn(θ, γ) is not continuous in θ.
In order to find the global optimizer, we suggest using the algorithm of Nelder-Mead simplex
search with multiple initial values.
As for γˆ, Yu (2014) pointed out that the (multiplier) bootstrap inference is inconsistent in
threshold linear regressions. For the same reason, we expect that it also fails in the case of
M-estimators of U-processes with a threshold. In fact, denote
(θˆb, γˆb) = arg maxSbn(θ, γ).
Following the proof of Theorem 2.2, we can show
n(γˆb − γ0) inf
{
g : g = arg max
∞∑
i=1
2ωiJi1{0 < Ti ≤ g}+ 2ωiJi1{g < Ti ≤ 0}
}
,
where {Ji, Ti,J i, T i}∞i=1 are defined as before, ωi has the same distribution as ωi, ωi ⊥⊥
(Ji, Ti), ωi ⊥⊥ (J i, T i), and (ωi,Ji, Ti) ⊥⊥ (ωi,J i, T i). The same argument in Yu (2014) im-
plies the bootstrap estimator γˆb does not have the same distribution as the original estimator
γˆ.
Alternatively, the subsampling confidence interval, as in Politis, Romano, and Wolf (1999),
is still valid because Theorem 2.4 has already established the asymptotic theory and the
convergence rate of γˆ, which are sufficient for proving the validity of the subsampling infer-
ence. Last, Yu (2014) pointed out the smooth bootstrap confidence interval is consistent in
threshold linear regressions. It is natural to expect it to work in the U-process case too. The
theoretical justification is left as a future research direction.
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3.2 Simulation-based method
In order to implement subsampling inference for γ0, researchers have to specify the subsample
size (denoted as m), which is a tuning parameter. In our case, it is still unknown what is the
optimal value of m in theory, not to mention how to choose it in applications. In addition,
when the total sample size is small (such as n ≤ 100), a reasonable subsample size m that
is small enough to satisfy m
n
being close to zero, yet large enough for asymptotic properties
to occur, may not even exist.
Thus, we simulate the critical values from an estimator of the limiting distribution of n(γˆ −
γ0). The simulation-based inference for threshold variables was previously considered by
Li and Ling (2012) for time-series data and Kosorok and Song (2007) for i.i.d. data. Our
method is closer to the one proposed by Kosorok and Song (2007), with some important
differences.
Denote fˆT (γˆ) as an estimator of fT (γ0). Recall the definition of {Ji, Ei}∞i=1 and {J i, E i}∞i=1
above Theorem 2.4, and that Ti = 1fT (γ0)
∑i
l=1 El and T i = −1fT (γ0)
∑i
l=1 E l in (2.6). Denote
=(α) and =(α) as the α−th quantile of random variables Ji and J i, respectively.
For step b, we follow the procedure below to obtain gˆ∗b .
1. Since Ei and E i are standard exponentially distributed, we can directly generate them
independently across i and against data for i ≤ I, where I is set to 20 in simulations.
In theory, I should be∞. But simulations show that, given the sample size considered,
optimizers seldom locate at i > 20.
2. Compute Tˆi = 1fˆT (γˆ)
∑i
l=1 El and Tˆ i = −1fˆT (γˆ)
∑i
l=1 E l.
3. Generate {Vi, V i}Ii=1 that are marginally uniformly distributed, independent across i,
against {Ei, E i}Ii=1, and data. Also Vi ⊥ V i.
4. Compute =ˆ(Vi) and =ˆ(V i) as estimators of =(Vi) and =(vi), respectively.
5. Φˆ(g) =
∑I
i=1 2=ˆ(Vi)1{0 < Tˆi ≤ g}+ 2=ˆ(V i)1{g < Tˆ i ≤ 0}.
6. Compute gˆ∗b = inf
{
g : g = arg max Φˆ(g)
}
. Since Φˆ(g) is piece-wise constant and
ca`dla`g, gˆ∗b ∈ {Tˆi, Tˆ i}Ii=1.
Repeat the above steps for b = 1, · · · , B and obtain {gˆ∗b}Bb=1. Draw the α-th critical value
Cˆγ(α) as the α-th empirical quantile of {gˆ∗b}Bb=1.
Assumption 9.
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1. fˆT (γˆ)
p−→ fT (γ0).
2. Both Ji and J i are continuously distributed.
3. =ˆ(α) p−→ =(α) and =ˆ(α) p−→ =(α) uniformly for α in an arbitrary but fixed (indepen-
dent of n) compact subset A of (0, 1).
Assumption 9.1 holds for the kernel density estimator. Assumption 9.2 is reasonable. Note
that Ji is distributed as Λ2(U, θ0, γ0)|T = γ0+, in which Λ2(U, θ0, γ0) = Π2(U, θ0, γ0) −
Π1(U, θ0, γ0). Because both Π1(U, θ0, γ0) and Π2(U, θ0, γ0) are defined as expectations, they
are expected to be continuous, and so be (Ji,Ji). Kosorok and Song (2007) also required
this condition. Assumption 9.3 does not require uniformity over (0, 1). Although in the
definition of the asymptotic objective function Φ(g), the summation is taken from i = 1 to
∞, we can show that, for any ε > 0, there exists some I(ε) such that with probability greater
or equal than 1− ε, the maximizer of Φ(g) is some Ji or J i with i ≤ I(ε). (Ji,J i)I(ε)i=1 can
then be generated as =(Vi) or =(V i), in which (Vi, V i)I(ε)i=1 are just 2I(ε) uniform random
variables and thus can be covered by some compact subset of (0, 1).
To implement the procedure, ideally, we want to use =(·) and =(·) as the inverse CDFs of
Ji and J i, which is infeasible. But we note that, for any z ∈ <,
P (Ji ≤ z) = P (Λ2(U, θ0, γ0) ≤ z|T = γ0+).
This implies =(α) is also the α-th quantile of Λ2(U, θ0, γ0) conditional on T = γ0+. Since
econometricians can observe {Ui}ni=1, one feasible =ˆ(α) is the quantile of Λˆ2(Ui, θˆ, γ˜) condi-
tional on Ti = γ˜+, for some estimator γ˜ of γ0 that is n-consistent. The potential candidate
for γ˜ includes γˆ or 1
S
∑n
s=1 γˆ
∗
s , in which each γˆ
∗
s is computed as
(θˆ∗s , γˆ
∗
s ) = arg max
θ,γ
Unf b(·, ·, θ, γ).
Then
=ˆ(α) = arg max
µ
n∑
i=1
ρα
(
Λˆ2(Ui, θˆ, γ˜)− µ
)
k(
Ti − γ˜
h
)1{Ti > γ˜}
=ˆ(α) = arg max
µ
n∑
i=1
ρα
(
Λˆ2(Ui, θˆ, γ˜)− µ
)
k(
Ti − γ˜
h
)1{Ti ≤ γ˜}
(3.1)
for some bandwidth h > 0, ρα(u) = (α− 1{u ≤ 0})u, and some kernel function k(·).
Kosorok and Song (2007) suggested drawing =ˆ(α) and =ˆ(α) based on the empirical CDFs
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of Λˆ2(Ui, θˆ, γ˜) on the left and right side of the threshold γ˜. This is similar to our procedure
with the uniform kernel. However, the closer the observation is to the threshold, the more
informative it is. By using non-uniform kernels, we can exploit this intuition by assigning
different weights to observations depending on their distances to the threshold.
We also want to emphasize that S need not diverge to infinity as the sample size increases,
because an average of a finite number of n-convergent estimators is still n-convergent. The
reason for using γ˜ = 1
S
∑n
s=1 γˆ
∗
s instead of γˆ is that it can produce a confidence interval with
a better finite sample coverage when the sample size is less than 200. When the sample
size is greater or equal than 200, the confidence intervals constructed using γˆ and γ˜ perform
about the same.
Next, we state the general result for the consistency of the simulation-based inference. In the
next section, we will provide details of Λˆ2(Ui, θˆ, γˆ), =ˆ(·), and =ˆ(·), and low-level regularity
conditions to verify Assumption 9 for TPRE.
Theorem 3.2. If Assumptions 1–6 and 9 hold, then
P
(
n(γˆ − γ0) ≤ Cˆγ(α)
)
→ α.
Given the consistency of the estimator Cˆγ(α) of the critical value, we can construct the
median-unbiased point estimator γˆU and the 95% confidence interval CI95 for γ as follows:
γˆU = γˆ − Cˆγ(0.5)/n and CI95 = (γˆ − Cˆγ(0.975)/n, γˆ − Cˆγ(0.025)/n).
Then, we immediately have the following corollary.
Corollary 3.1. If Assumptions 1–6 and 9 hold, then as n→∞,
P (γˆU ≤ γ0)→ 0.5 and P (γ0 ∈ CI95)→ 0.95.
In Section 6, we investigate the finite-sample performance of γˆU and CI95 via a simulation
study.
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4 Threshold partial rank estimator
In this section, we consider the transformation model with censoring and covariate threshold
as in (4.1). We propose to estimate the model by TPRE, which is an extension of PRE
proposed by Khan and Tamer (2007). TPRE allows the censoring variable to depend on
covariates and does not require any knowledge of the form of transformation. In addition, we
can view TPRE as the accelerated failure time (AFT) model counterpart of the proportional
hazards model with change-point studied by Pons (2003) and Kosorok and Song (2007). The
study of TPRE here also extends the research on AFT models without threshold by Tsiatis
(1990) and Ying (1993).
Theorem 4.1 and 4.2 below verify Assumptions 2–5. Khan and Tamer (2007) already verified
Assumptions 6 and 7 under their conditions (A1)–(A4). Hence the general asymptotic theory
established in Section 2 applies. As for inference, we will provide regularity conditions and
verify Assumption 9.
4.1 Asymptotic properties
We consider the following model:
H(Y ) = min
(
W ′β0+Z ′δ01{T > γ0}+ε, V
)
and D = 1{W ′β0+Z ′δ01{T > γ0}+ε ≤ V },
(4.1)
in which W = (W1,W2), Z = W2, and X = (W,T ). Econometricians observe only U =
(Y,X,D).
We normalize the coefficient of the first non-constant element of W to be one because (β0, δ0)
can be estimated only up to scale. The rest of the coefficients are still called (β0, δ0) by an
abuse of notation. θ0 = (β0, δ0) is the regression coefficient and γ0 is the threshold coefficient.
To define TPRE, we further denote Y0i = Yi, Y1i = YiDi + (1 −Di)(+∞), and G(x, θ, γ) =
w′β + z′δ1{t > γ}, where θ = (β, δ). Then we compute TPRE as follows:
(θˆTPRE, γˆTPRE) = arg max
θ,γ
1
n(n− 1)
∑
i 6=j
1{Y1i ≥ Y0j}1{G(Xi, θ, γ) ≥ G(Xj, θ, γ)}. (4.2)
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To put the objective function in line with the general setup in Section 2, we have
Sn(θ, γ) ≡ 1
n(n− 1)
∑
i 6=j
1{Y1i ≥ Y0j}1{G(Xi, θ, γ) ≥ G(Xj, θ, γ)} = Unf(·, ·, θ, γ)
where
f(u, u˜, θ, γ) =
1
2
(
1{y1 ≥ y˜0}1{G(x, θ, γ) ≥ G(x˜, θ, γ)}+1{y˜1 ≥ y0}1{G(x˜, θ, γ) ≥ G(x, θ, γ)}
)
.
We also assume the following assumption adapted from Khan and Tamer (2007).
Assumption 10. The model is characterized as (4.1).
1. ε ⊥⊥ (V,X).
2. Θ is compact. Γ = [γ−, γ+]. The coefficient for the first non-constant element of W is
normalized to 1. δ0 6= 0. (θ0, γ0) is in the interior of Θ× Γ.
3. Denote χ = {x ∈ Supp(X), P (Di = 1|Xi = x) > 0}, χT is χ projected on Supp(T ),
χ(t) = {w : (w, t) ∈ χ}. Then Γ ⊂ χT and P (X ∈ χ) > 0. Furthermore, denote
T + ≡ (γ0, γ+) and T − ≡ (γ−, γ0). Then, P (T ∈ T +) > 0, P (T ∈ T −) > 0, and
P (W ∈ χ(t)|T = t) > 0 for all t ∈ int(Γ).
4. Supp(W |T = t) ∩ χ(t) is not contained in any proper linear subspace with positive
probability for any t ∈ int(Γ).
5. The conditional density of the first non-constant component of W , given other compo-
nents of W , T = t, and W ∈ χ(t), exists, is bounded, and is positive everywhere, for
any t ∈ int(Γ).
6. H(y) is increasing in y and is strictly increasing for y in a subset of Supp(Y ) which
has non-zero probability.
7. T is continuously distributed on Γ with density fT (t). For t in a neighborhood of γ0,
there exists a positive constant C such that C > fT (t) >
1
C
. fT (t) is continuous at γ0.
We explicitly assume the threshold effect δ0 is nonzero. Without this assumption, the re-
gression coefficients (β0, δ0) can still be identified. But if δ0 = 0, the objective function does
not depend on γ0. Then, in this case, the threshold coefficient γ0 is not identified.
There is a vast literature on analyzing threshold models when the threshold effect δ decays to
zero as sample size increases. See, for instance, Bai and Perron (1998), Hansen (2000), Del-
gado and Hidalgo (2000), and Li and Ling (2012). By focusing on the local to zero sequence
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δn ↓ 0, this branch of the literature aims to derive more tractable limiting distributions for
the estimator of γ0 as well as to solve the uniformity issue in inference. However, most of
the works in this direction focused on the M-estimator of the empirical process which is dif-
ferent from what we consider in the paper. The only work we are aware of, that considered
the drifting sequence asymptotics for the threshold model under the U-process setting, is
Lee et al. (2011). They proposed a test for the threshold effect under the null that δ = 0
and derived the local power of the test as δn ↓ 0. Our paper complements theirs results by
considering the asymptotic behavior of γˆ under the fixed alternative.
Theorem 4.1. Assumption 10 implies Assumptions 2, 3, and 5.
Next, we consider the primitive condition for Assumption 4. We denote
P (x, x˜) = P
(
Y1 ≥ Y˜0|x, x˜
)
− P
(
Y˜1 ≥ Y0|x, x˜
)
,
F =
{
|P (X, X˜)| > κ1
}
for some κ1 > 0, and I(θ, γ) = G(X, θ, γ) − G(X˜, θ, γ). Further
denote I1 = {γ ≥ T > γ0} and I˜1 = {γ ≥ T˜ > γ0} when γ > γ0, and I2 = {γ < T ≤ γ0}
and I˜2 = {γ < T˜ ≤ γ0} when γ < γ0.
Assumption 11. There exists some κ2 > 0 such that for ζ > 0 sufficiently small,
inf
γ0+ζ>γ>γ0
P
(
(I(θ0, γ) < 0 ≤ I(θ0, γ0) ∪ I(θ0, γ) ≥ 0 > I(θ0, γ0)) ∩ F |I1 ∪ I˜1
)
> κ2
and
inf
infγ0−ζ<γ<γ0
P
(
(I(θ0, γ) < 0 ≤ I(θ0, γ0) ∪ I(θ0, γ) ≥ 0 > I(θ0, γ0)) ∩ F |I2 ∪ I˜2
)
> κ2.
When γ > γ0, γ ≥ T > γ0 and T˜ > γ,
{I(θ0, γ) < 0 ≤ I(θ0, γ0)} =
{
W ′1β0 − W˜ ′1β0 − Z˜ ′δ0 < 0 ≤ W ′1β0 + Z ′δ0 − W˜ ′1β0 − Z˜ ′δ0
}
.
The RHS of the above equation does not depends on γ. In addition, F does not depend on
γ either. Therefore, by the mean value theorem,
P
(
I(θ0, γ) < 0 ≤ I(θ0, γ0) ∩ F |I1 ∪ I˜1
)
=P
({
W ′1β0 − W˜ ′1β0 − Z˜ ′δ0 < 0 ≤ W ′1β0 + Z ′δ0 − W˜ ′1β0 − Z˜ ′δ0
}
∩ F
∣∣∣∣T = t, T˜ = t˜)
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for some t, t˜ ∈ (γ0, γ0+ζ). If the above display is positive for any t and t˜ in the ζ-neighborhood
of γ0, then Assumption 11 holds.
In addition, Assumption 11 implies δ 6= 0. Suppose otherwise, then for γ > γ0, γ ≥ T > γ0,
and T˜ > γ,
{I(θ0, γ) < 0 ≤ I(θ0, γ0)} =
{
W ′1β0 − W˜ ′1β0 < 0 ≤ W ′1β0 − W˜ ′1β0
}
= ∅
and thus
inf
γ0+ζ>γ>γ0
P
(
(I(θ0, γ) < 0 ≤ I(θ0, γ0) ∪ I(θ0, γ) ≥ 0 > I(θ0, γ0)) ∩ F |I1 ∪ I˜1
)
= 0,
which contradicts with Assumption 11.
Theorem 4.2. Assumption 11 implies Assumption 4.
We maintain Assumption 1. Then Theorems 2.4 and 2.5 hold for TPRE, which is summarized
below.
Proposition 4.1. If Assumptions 1, 6, 7, 10, and 11 hold, then the results in Theorems 2.4
and 2.5 hold for (θˆTPRE, γˆTPRE).
Several comments are in order. First, Assumptions 2-5 are verified by the previous two
theorems in this section. Assumptions 1, 6, and 7 are maintained. Therefore, Proposition
4.1 is the direct consequence of Theorems 2.4 and 2.5. Second, Assumptions 6 and 7 are still
high-level conditions. However, there is no additional difficulty verifying them because the
threshold is known in these two assumptions. In fact, the preliminary conditions (A1)-(A4)
in Khan and Tamer (2007) are sufficient for Assumptions 6 and 7. Last, it is worth noting
that when there is no censoring, PRE degenerates to the maximal rank correlation (MRC)
estimator considered by Han (1987), Sherman (1993), Sherman (1994), and Cavanagh and
Sherman (1998). Proposition 4.1 applies to the MRC estimator with a threshold as a special
case.
4.2 Inference
This section provides detail on the general inference procedure for TPRE. First, we estimate
fˆT (γˆ) using a kernel, i.e.,
fˆT (γˆ) =
1
nht
n∑
i=1
k(
Ti − γˆ
ht
),
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where ht is a tuning parameter. We suggest using ht = σˆTn
− 1
5 , in which σˆT is the standard
deviation of {Ti}ni=1. A Data-driven way to select hˆt, such as cross-validation, is also expected
to work.
Next, we define Λˆ2(u, θ, γ):
Λˆ2(u, θ, γ) = Πˆ2(u, θ, γ)− Πˆ1(u, θ, γ),
where
Πˆ1(u, θ, γ) =
1
n
n∑
i=1
[
Π++(u, U˜i, θ)1{T˜i > γ}+ Π+−(u, U˜i, θ)1{T˜i ≤ γ}
]
and
Πˆ2(u, θ, γ) =
1
n
n∑
i=1
[
Π−+(u, U˜i, θ)1{T˜i > γ}+ Π−−(u, U˜i, θ)1{T˜i ≤ γ}
]
.
Then we compute =ˆ(α) and =ˆ(α) based on (3.1) with a new tuning parameter h.
Assumption 12. The model is characterized as (4.1) and let G(x, θ, γ) = w′β+z′δ1{t > γ}.
1. h→ 0. nh2 →∞ polynomially in n. ht → 0. nh2t →∞ polynomially in n.
2. k(·) is a second-order symmetric kernel function that is nonnegative, bounded,∫
k(v)dv = 1,
∫
vk(v)dv = 0, and
∫
v2k(v)dv = µ2 <∞.
3. Let fG(g, θ, γ) be the density of G(X, θ, γ) evaluated at g, N0 be a neighborhood of
(θ0, γ0), and
H(u, g, θ, γ) =
1
2
E
(
[1{y1 ≥ Y˜0} − 1{Y˜1 ≥ y0}]V (u, U˜ , γ)V (u, U˜ , γ)′|G(X˜, θ, γ) = g
)
.
Then H(u, g, θ, γ)fG(g, θ, γ) is bounded and two times differentiable in g with both
derivatives being bounded uniformly in (u, θ, γ) ∈ Supp(U)×N0.
4. Let
H2(u, g, θ, γ) =
1
2
E
(
(1{y1 ≥ Y˜0} − 1{Y˜1 ≥ y0})V (u, U˜ , γ)|G(X˜, θ, γ) = g
)
.
H2(u, g, θ, γ)fG(g, θ, γ) is bounded and two times differentiable in g with both derivatives
being bounded uniformly in (u, θ, γ) ∈ Supp(U)×N0.
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5. For the class of functions F ≡ {H2(u, g, θ, γ)fG(z, θ, γ)|g=G(x,θ,γ) : (u, θ, γ) ∈ Supp(U)×N0} ,
sup
Q
logN
(
ε||F ||Q,2,F , || · ||Q,2
)
≤ (a
ε
)v,
in which measure Q extends over all discrete measures.
6. Denote µ+0 (α, θ, γ) and µ
−
0 (α, θ, γ) as the α-th quantile of Λ2(U, θ, γ) conditioning on
T = γ0+ and T = γ0−, respectively. Then, µ+0 (α, θ, γ) and µ−0 (α, θ, γ) are continuous
at (θ0, γ0) uniformly over α ∈ A, in which A is an arbitrary but fixed (independent of
(n, θ, γ)) compact subset of (0, 1).
7. For any sequence of function µ+n (α, θ, γ) and µ
−
n (α, θ, γ), if
sup
(α,θ,γ)∈A×N0
|α− P (Λ2(U, θ, γ) ≤ µ+n (α, θ, γ)|T = γ0+)| → 0
and
sup
(α,θ,γ)∈A×N0
|α− P (Λ2(U, θ, γ) ≤ µ−n (α, θ, γ)|T = γ0−)| → 0,
then
sup
(α,θ,γ)∈A×N0
|µ+n (α, θ, γ)− µ+0 (α, θ, γ)| → 0
and
sup
(α,θ,γ)∈A×N0
|µ−n (α, θ, γ)− µ−0 (α, θ, γ)| → 0,
in which A is an arbitrary but fixed (independent of (n, θ, γ)) compact subset of (0, 1).
8. For t > γ0,
sup
(z,θ,γ)∈<×N0
|P (Λ2(U, θ, γ) ≤ z|T = t)− P (Λ2(U, θ, γ) ≤ z|T = γ0+) | ≤ C(t− γ0).
For t < γ0,
sup
(z,θ,γ)∈<×N0
|P (Λ2(U, θ, γ) ≤ z|T = t)− P (Λ2(U, θ, γ) ≤ z|T = γ0−) | ≤ C(γ0 − t).
Before stating the last theorem in this section, we make three remarks on Assumption 12.
First, to implement, we choose h = σˆT (
n
2
)−
1
3 . Second, Assumption 12.6 is reasonable because
Λ2(U, θ, γ) is defined as an expectation, which is continuous in both (θ, γ) by Assumptions
5.2 and 5.3. Third, Assumption 12.7 is the “identifiability” condition for the Z-estimator
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assumed by the literature, e.g., Kosorok (2007, Theorem 2.10). Although the compact set A
is arbitrary, it is fixed, independent of n. As sample size increases, α ∈ A is bounded away
from both zero and one. Therefore, we do not need to deal with extremal quantile index.
The reason for requiring the uniformity over only compact subsets of (0, 1) is explained after
Assumption 9.
Theorem 4.3. If Assumptions 10–12 hold, then
fˆT (γˆ)− fT (γ0) p−→ 0, sup
α∈A
|=ˆ(α)−=(α)| p−→ 0, and sup
α∈A
|=ˆ(α)−=(α)| p−→ 0.
The immediate proposition for the above theorem is that the inference theory established in
Section 3 carries to (θˆTPRE, γˆTPRE).
Proposition 4.2. If Assumptions 1, 6, and 10–12 hold, then Theorem 3.2 holds.
5 Threshold monotone rank estimator
In this section, we consider a general regression model with a change-point as formulated in
(5.1), which is an extension of the model in Cavanagh and Sherman (1998):
Y = D ◦ F (W ′β0 + Z ′δ01{T > γ0}, ε) , (5.1)
where F is a strictly increasing function of each of its arguments and D is a monotone increas-
ing function of its argument. W = (W1,W2), Z = W2, and X = (W,T ). Econometricians
observe U = (Y,X) but do not necessarily know the functional form of F or D.
We propose to estimate the model by TMRE. Let M be an increasing function on < and
Rn(ai) denote the rank of ai among a1, · · · , an.
(θˆTMRE, γˆTMRE) = arg max
(θ,γ)∈Θ×Γ
Sn(θ, γ)
where
Sn(θ, γ) =
∑
i
M(Yi)Rn
(
W ′iβ + Z
′
iδ1{Ti > γ}
)
. (5.2)
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As a special case, we can estimate the following binary choice model:
Y = 1{W ′β0 + Z ′δ01{T > γ0}+ ε > 0},
which is exactly the same as the one analyzed by Lee and Seo (2008) except one difference:
they assumed the conditional median of ε, given covariates (W,T ), was zero, while we rely
on independence between ε and (W,T ). Lee and Seo (2008) proved, in a comparison between
Manski’s maximal score estimator (Manski, 1975; Kim and Pollard, 1990) and Han’s maximal
rank correlation estimator (Han, 1987; Sherman, 1993), that the estimators for the regression
coefficients (β0, δ0) have the cube-root rate; in our case, on the other hand, they have the
square-root rate.
The next assumption is mainly adapted from Cavanagh and Sherman (1998) but is also
tailored to the additional difficulty caused by the threshold.
Assumption 13. The model is characterized as (5.1) and let G(x, θ, γ) = w′β+z′δ1{t > γ}.
1. ε ⊥⊥ X.
2. E(M(Y )|X) = H(G(X, θ0, γ0)). H(g) is increasing in g and strictly increasing in
some region denoted as H. Also denote χ = {x ∈ Supp(X) : G(x, θ0, γ0) ∈ H}. Then
P (X ∈ χ) > 0.
3. Θ is compact. Γ = [γ−, γ+]. γ ∈ int(Γ). The coefficient for the first non-constant
element of W is normalized to 1. δ0 6= 0.
4. Denote χT as χ projected on Supp(T ), χ(t) = {w : (w, t) ∈ χ}. Then Γ ⊂ χT and
P (X ∈ χ) > 0. Furthermore, denote T + ≡ (γ0, γ+) and T − ≡ (γ−, γ0). Then,
P (T ∈ T +) > 0, P (T ∈ T −) > 0, and P (W ∈ χ(t)|T = t) > 0 for all t ∈ int(Γ).
5. Supp(W |T = t) ∩ χ(t) is not contained in any proper linear subspace with positive
probability for any t ∈ int(Γ).
6. The conditional density of the first non-constant component of W , given other compo-
nents of W , T = t, and W ∈ χ(t), exists, is bounded, and is positive everywhere, for
any t ∈ int(Γ).
7. EM(Y )2 <∞. There exists some ζ > 0 such that both E(M(Y )|T = t) and E(M2(Y )|T =
t) are uniformly bounded over |t− γ0| < ζ.
8. T is continuously distributed on Γ with density fT (t). For t in a neighborhood of γ0,
there exists a positive constant C such that C > fT (t) >
1
C
. fT (t) is continuous at γ0.
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Theorem 5.1. Assumption 13 implies Assumption 2, 3, and 5.
Next we consider a sufficient condition for Assumption 4. Denote
P (x, x˜) =
1
2
[H(G(x, θ0, γ0))−H(G(x˜, θ0, γ0))]
and
F =
{
|P (X, X˜)| > κ1
}
for some κ1 > 0, I(θ, γ) = G(X, θ, γ) − G(X˜, θ, γ). Further denote I1 = {γ ≥ T > γ0} and
I˜1 = {γ ≥ T˜ > γ0} when γ > γ0, and I2 = {γ < T ≤ γ0} and I˜2 = {γ < T˜ ≤ γ0} when
γ < γ0.
Assumption 14.
(1) There exists some κ2 > 0 such that for ζ > 0 sufficiently small,
inf
γ0+ζ>γ>γ0
P
(
(I(θ0, γ) < 0 ≤ I(θ0, γ0) ∪ I(θ0, γ) ≥ 0 > I(θ0, γ0)) ∩ F |I1 ∪ I˜1
)
> κ2
and
inf
infγ0−ζ<γ<γ0
P
(
(I(θ0, γ) < 0 ≤ I(θ0, γ0) ∪ I(θ0, γ) ≥ 0 > I(θ0, γ0)) ∩ F |I2 ∪ I˜2
)
> κ2.
(2) There exist some positive constants C, ζ, and r such that
sup
γ0+ζ>γ>γ0−ζ
E
(
|P (X, X˜)|1+r|I1 ∪ I˜1
)
+ E
(
|P (X, X˜)|1+r|I2 ∪ I˜2
)
≤ C <∞.
Theorem 5.2. Assumption 14 implies Assumption 4.
Notice that Cavanagh and Sherman (1998) already verified Assumptions 6 and 7 for MRE
based on their conditions (A6)–(A7). Assumption 1 is maintained, implying the next propo-
sition.
Proposition 5.1. If Assumptions 1, 6, 7, 13, and 14 hold, then the results in Theorems 2.4
and 2.5 hold for (θˆTMRE, γˆTMRE).
As for inference, regularity conditions similar to Assumption 12 are needed. Then we can
compute Λˆ2(u, θ, γ), =ˆ(α), and =ˆ(α) in the same manner as in the previous section.
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6 Simulations
We consider the following model to assess the finite sample performance of our method:
log(Y ) = min
(
1 +W + δW1{T > γ}+ ε, V
)
and V =
W + T
2
+ η + 1.
The coefficient in front of W is normalized to 1. δ = −1.5 and γ = 1 are the parameters
to be estimated. X = (W,T ) are jointly normal with mean (0, 1), unit standard deviation,
and correlation 0.5. (ε, η) are jointly standard normal. The key feature here is X ⊥⊥ (ε, η)
and ε ⊥⊥ η. Under this structure, the censoring are covariates dependent but ε ⊥⊥ (V,X).
Therefore Assumption 10.1 holds. Around 25% of the observations are censored.
In Table 1, we provide the mean bias, median bias, root mean-square error (RMSE), and
median absolute value (MAD) of TPRE as well as the coverage of the 95% confidence interval.
The point estimator for each replication is computed according to (4.2). We search for the
maximizer over a grid that consists of equally spaced points between (−3, 0) for δ and all
the observations between the 10% and 90% quantile of T for γ. If the covariates are multi-
dimensional, an algorithm of Nelder-Mead simplex direct search can be used to find the
optimizer.
We repeat the calculation 560 times. The simulation results show that the RMSE for δˆ and
γˆ reduced by roughly 1/
√
2 and 1/2, respectively, as the sample size doubles. This coincides
with the theory that the convergence rates are
√
n and n for δˆ and γˆ, respectively. The bias
for two estimators are of smaller order of magnitude compared to the RMSE.
As for inference of θ, we report the percentile bootstrap CI by treating γˆ as known. For
each replication, we bootstrap the sample 800 times. The real coverage of the bootstrap CI
is very close to the nominal rate. For the inference of γ, we construct the simulation-based
CI following the procedure in Section 3 with S = 7, I = 20, and B = 800. The tuning
parameter for estimating the density fT (γ0) is ht = σˆTn
−1/5, and the one for estimating
(=ˆ, =ˆ) is h = σˆT (n2 )−1/3, in which σˆT is the sample standard deviation of Ti. The normal
PDF kernel is used. We find that the coverage gradually approaches the nominal rate as
the sample size increases. Even when sample size is as small as 50, the coverage is still
reasonable. All these features confirm the asymptotic properties established in Section 2.
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Table 1: Simulation results for TPRE
θˆ
sample size Mean bias Med. Bias RMSE MAD 95% coverage
50 -0.092 0.000 0.453 0.280 0.966
100 -0.018 0.020 0.313 0.180 0.963
200 0.000 0.000 0.189 0.120 0.970
400 0.013 0.000 0.130 0.080 0.968
γˆU
50 0.089 0.057 0.373 0.154 0.929
100 0.056 0.025 0.175 0.060 0.943
200 0.019 0.008 0.080 0.029 0.954
400 0.003 0.002 0.032 0.012 0.957
7 Application
Schelling (1971) investigated the dynamics of segregation and pointed out that once the frac-
tion of minorities in a neighborhood exceeds a critical “tipping point,” the white population
will rapidly decline, which leads to complete racial isolation. In this section, we use the
dataset of Card et al. (2008) to compute such a “tipping point.”
We follow Lee et al. (2011) and focus on four cities: Boston, Chicago, New York, and
Philadelphia. The baseline year is set to be 1980. The normalized change of white population
from 1980 to 1990 is our dependent variable Y . It depends on the fraction of minorities in
the neighborhood denoted as T and other covariates W , including: the intercept, base-year
unemployment rate, log mean family income, housing vacancy rate, renter share, and fraction
of homes in single-unit buildings. These factors are the same as the ones used to produce
Table 3 in Card et al. (2008). A comparison for the means of the above variables between
the four cities and the full sample is provided in Table 2.
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Table 2: Mean comparison
Full Boston Chicago New York Philadelphia
Normalized Change of White
Population 1980–1990
56.069 -3.944 4.402 -10.659 14.108
Fraction of Minorities in the
Neighborhood
22.862 11.509 32.069 43.051 19.549
Unemployment Rate 0.069 0.068 0.091 0.091 0.061
log(Mean Family Income) 9.858 10.058 9.926 9.873 10.048
Housing Vacancy Rate 0.064 0.050 0.058 0.053 0.062
Renter share 0.360 0.458 0.419 0.647 0.302
Fraction of Homes in Single-unit
Buildings
0.637 0.488 0.497 0.230 0.740
We see the means of the dependent variable (Normalized change of white population 1980–
1990) for the four cities are quite different from the national mean. In the full sample, there
are several tracts with massive changes (more than 1,000%) of white population during that
period. To eliminate the effect from these outliers, we also compare the medians of the
variables in Table 3. We see that the medians of the control variables W for the four cities
are quite comparable with each other and to the national median. However, the medians of
our dependent variable (normalized change of white population 1980–1990) and threshold
variable (fraction of minorities in the neighborhood) are still quite different across four cities.
It indicates that the observations in the full sample are not necessarily drawn from the same
data-generating process, which motivates us to conduct the analysis separately for each of
the four cities.
Table 3: Median comparison
Full Boston Chicago New York Philadelphia
Normalized Change of White
Population 1980–1990
-0.269 -5.561 -7.385 -14.975 -5.927
Fraction of Minorities in the
Neighborhood
9.121 3.331 10.792 27.417 5.594
Unemployment Rate 0.052 0.059 0.053 0.075 0.042
log(Mean Family Income) 10.054 10.065 10.167 9.944 10.066
Housing Vacancy Rate 0.048 0.032 0.047 0.034 0.043
Renter share 0.293 0.442 0.353 0.719 0.255
Fraction of Homes in Single-unit
Buildings
0.723 0.478 0.563 0.097 0.790
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We formalize the relationship as follows:
Y = F (β0 + α01{T > γ0}+W ′δ0, ε).
Here ε is the error term that captures the measurement error and the neighborhood’s id-
iosyncratic characteristics. It is assumed to be independent of (X,T ). F (·, ·) is the transform
function that is increasing in both its arguments. In the following, we consider two models.
The first model assumes that F (u, v) = u + v. This is the classical linear threshold regres-
sion model. The second model does not specify the functional form of F (·, ·) at all, which is
studied in Section 5.
For both models, we use grid search method to estimate γ. The grid consists of the values
of Ti that are between its 5th and 70th percentiles. Given each value of γ, we estimate the
rest of the parameters by the usual least square (LS) method and MRC for the first and the
second models, respectively. Since the objective function for MRC is non-differentiable, we
use the algorithm of Nelder-Mead simplex direct search with multiple initial values to find
the global maximizer. The next table reports the point estimators of the “tipping points”
γ using LS and MRC (γˆU) as well as the 95% confidence interval CI95 of γ for the second
model.
Table 4: The tipping points for social segregation
LS MRC 95% CI
Boston 3.897 13.879 10.468 16.951
Chicago 6.338 27.147 26.452 28.959
New York 4.019 51.062 49.455 51.157
Philadelphia 1.355 4.651 4.216 5.085
Table 4 shows that the tolerance levels for the fraction of minorities are heterogeneous across
different cities. In addition, the TMRC estimators, which exploit only the monotonicity, are
larger than the LS estimators obtained by classical threshold linear regressions.
Our results do not directly replicate the ones in Lee et al. (2011) for four reasons. First, the
estimation models we use are different from theirs. Second, the subsamples we use may be
different from theirs, because we directly construct our subsamples from the dataset of Card
et al. (2008). Third, the control variables W we use are not the same as theirs. Here we use
the same control variables as used in Table 3 of Card et al. (2008), while Lee et al. (2011)
used one more control: the fraction of workers who use public transport to travel to work.
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Last, we allow the grid point of γ to be as low as T ’s 5th percentiles, while Lee et al. (2011)
truncated the lower bound at 5% in absolute value.
8 Conclusion
This paper considers the estimation and inference of M-estimators of U-processes with a
change-point due to a covariate threshold. We derive the asymptotic distributions for both
estimators of regression coefficients and the threshold parameter. In addition, we prove
the validity of bootstrap and a simulation-based inference for the regression coefficients
and the threshold parameter, respectively. We then apply the general theory to two specific
estimators, namely threshold partial rank estimator and threshold monotone rank estimator.
We confirm the theoretical findings in the paper by a simulation study. Last, we apply the
new method developed in this paper to estimate and infer the “tipping point” for racial
segregation in four major U.S. cities. We find that the “tipping points” for these four cities
are heterogeneous, and the linear threshold regression method underestimate the “tipping
point” for social segregation.
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