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Large-scale turbulence in fluid layers and other quasi-two-dimensional compressible systems con-
sists of planar vortices and waves. Separately, wave turbulence usually produces a direct energy
cascade, while solenoidal planar turbulence transports energy to large scales by an inverse cascade.
Here, we consider turbulence at finite Mach numbers when the interaction between acoustic waves
and vortices is substantial. We employ solenoidal pumping at intermediate scales and show how
both direct and inverse energy cascades are formed starting from the pumping scale. We show that
there is an inverse cascade of kinetic energy up to a scale ℓ, where a typical velocity reaches the
speed of sound; this creates shock waves, which provide for a compensating direct cascade. When
the system size is less than ℓ, the steady state contains a system-size pair of long-living condensate
vortices connected by a system of shocks. Thus turbulence in fluid layers processes energy via a loop:
Most energy first goes to large scales via vortices and is then transported by waves to small-scale
dissipation.
Inverse cascade is a counterintuitive process of self-
organization of turbulence. Predicted almost simultane-
ously for two-dimensional (2D) incompressible flows [1]
and sea wave turbulence [2] and established in many cases
of turbulence in plasma, optics, etc. [3–8], it is predicated
on the existence of two quadratic conserved quantities
having different wave-number dependencies. Excitation
at some intermediate wave number then leads to two cas-
cades: a direct one to small scales and an inverse one to
large scales. There is always a strong dissipation at small
scales which acts as a sink for the direct cascade. On the
contrary, large-scale motions are usually less dissipative,
so that an inverse cascade can proceed unimpeded, either
producing larger and larger scales or reaching the box
size and creating a coherent mode of growing amplitude.
That process is now actively studied in 2D incompress-
ible turbulence [3, 4, 9–13], including in a curved space,
where vortex rings rather than vortices are created [14].
The energy of an incompressible flow in an unbounded
domain grows unlimited when the friction factors go to
zero at a finite energy input rate. The same happens
to the action of wave turbulence [15], if long waves of
large amplitude are stable. For example, optical turbu-
lence in media with defocusing nonlinearity produces a
growing condensate [7, 8, 16]. On the contrary, in the
focusing case, condensate instability results in wave col-
lapses which provide for a loop of inverse cascade to the
small-scale dissipation so that there is a steady state with
only small-scale dissipation [8].
Here, we consider compressible two-dimensional turbu-
lence which is of significant importance for numerous geo-
physical, astrophysical and industrial applications. We
show that it realizes a third possibility of a steady state
with only small-scale dissipation: On the one hand, an
inverse cascade is able to produce long-living stable vor-
tices, and on the other hand, the system reaches a steady
state as the vortices produce waves that break and dissi-
pate the energy. Two-dimensional compressible hydrody-
namics describes motions in fluid layers on scales exceed-
ing the fluid depth when vortices are planar while waves
are acoustic, the thickness playing the role of density.
We consider an ideal-gas equation of state with the ratio
of specific heats γ = cp/cv → 1 (that is near isother-
mal) which is relevant to astrophysical systems (where
radiation provides for temperature equilibration [17–24])
and for soap films flows with a large Reynolds number,
a nonvanishing Mach number, and negligible solubility
[25, 26].
Our results may also relate to the shallow water model,
which is basically described by the same set of equa-
tions, but with γ = 2. In this context, some of the
potential applications include dissipation in geostrophic
turbulence and its impact on the stability of mesoscale
oceanic eddies [27]. A weak direct energy cascade was
predicted in Ref. [28], using statistical mechanical argu-
ments, which seemed in contradiction to the numerical
results of Ref. [29]. A flux loop of a similar nature to the
one discussed here perhaps might solve that paradox.
A flux loop was also observed in a relatively sim-
pler case of weakly stratified 2D turbulence [30], where
there is only one conserved quantity, so that an in-
verse cascade can exist only in a restricted interval of
scales until the kinetic energy converts into the poten-
tial energy which cascades to small scales. Our case is
more complicated and rich: First, because the energy,
E = K+W =
∫
[ρu2/2+c2ρ ln(ρ/ρ0)]dx, written here for
an isothermal case (ρ is the density, ρ0 the mean density,
u the velocity, c the sound speed), is both potential and
kinetic, and also because the kinetic energy has two com-
ponents, solenoidal and potential (dilatational). Second,
smooth flows in ideal 2D compressible hydrodynamics
conserve not only the energy integral but also the poten-
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f . Cases A—C form a sequence with increasing grid resolution, where each step adds
a factor of 2 to the extent of both cascades in this dual-cascade setup.
tial vorticity ω/ρ of any streamline, where ω = ∇ × u.
We characterize compressibility by the rms Mach num-
ber M =
√
〈u2〉/c. When compressibility is small, two
cascades exist, much as in the incompressible case [31].
Indeed, the two relevant conserved quantities are close
to quadratic: (i) The density times the squared potential
vorticity, H =
∫
ω2/ρ dx, goes into the direct cascade,
and (ii) the (mostly kinetic) energy goes into the inverse
cascade. As the vortices get larger and faster in the in-
verse cascade, they start to create density perturbations
thus increasing the potential energy along with the ki-
netic energy. Even when external pumping is weak, as
the inverse cascade proceeds to larger scales, typical ve-
locities increase and eventually become comparable to
the speed of sound, while density perturbations become
substantial. That allows for an effective interaction of
vortices and waves and energy transfer from the former
to the latter. Waves can then transfer energy back from
large to small scales due to wave breaking and shock cre-
ation. We show that kinetic energy has an upscale flux
above the force scale λf . Since we observe a steady state,
then the return downscale flux must be of potential en-
ergy. What is remarkable is that the fluxes are inde-
pendent of wave number k at k < kf ≡ 2pi/λf , thus
representing cascades.
The description of numerical simulations (implicit LES
[32–35]) can be found in Ref. [17]. Before analyzing the
steady state, let us describe the energy growth, satu-
ration, and fluctuations. At small t, while M < 0.2,
the kinetic part strongly dominates the energy balance.
On average, the contribution of potential energy reaches
W ≈ 0.1E at M = 0.5–0.7, as the total energy growth
saturates. Remarkably, this 10% saturation level does
not depend on the pumping rate εf . Simulations show
that K(t) and W (t) are strongly coupled and oscillate
with opposite phases. The oscillation amplitude grows
with M and eventually saturates, reaching W ≈ 0.15E
during dissipation bursts and decreasing to 0.07E during
periods of more quiet evolution. The main characteristic
frequency of such oscillations is determined by the sound
speed c, rotation velocity profile of large-scale vortices
U(r), and mean intervortical separation L/
√
2 (L is the
domain size). These large-scale acoustic oscillations rep-
resent a compressible component of the total condensate
energy.
Figure 1 presents the evolution of energy and Mach
number for the cases of weak (A, B, C), intermediate
(D), and strong (E) pumping εf . In all cases, the en-
ergy evolution starts with a linear growth E(t) = εf t,
which soon saturates due to a strong peak of small-scale
compressible dissipation. After that, the inverse cascade
is launched and linear growth resumes with a lower rate
E˙ = εg ∼ 0.9εf . As soon as the rms Mach number
exceeds 0.3, shock dissipation starts to play a role and
further slows down the energy growth to ∼ 0.4εf . Some-
what later, a domain-size vortex dipole appears and then
grows more coherent, as more energy is pumped in. The
periods of slow growth are interrupted by episodic bursts
of shock dissipation. For instance, the emergence of a sin-
gle strong shock (pressure jump > 2), connecting the cen-
ters of large-scale vortices can cause a sharp drop in E(t)
by several percent. As the bursts become more frequent
at higher energy levels (M > 0.5), the overall growth
slows down to below 10% and eventually saturates, but
one can still see short patches of uninterrupted growth
with the same characteristic rate of 0.4εf between the
bursts. Bursts of dissipation are observed to be of a dif-
ferent nature. Some are correlated with the intermittent
appearance of shocks across the large-scale vortex dipole
that become particularly dramatic when the two vortices
approach closely. Some other cases correspond to vor-
tices being destroyed completely and then reappearing
after a while. Deep energy minima are accompanied by
intense oscillations of relative strength of the vortices in
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FIG. 2. Kinetic energy fluxes for the case C at M = 0.21 and
0.30 (nonstationary, no condensate) and M = 0.49 (quasi-
stationary with condensate); D atM = 0.52 (quasi-stationary
with condensate); E at M = 0.62 (quasi-stationary, no con-
densate). Fluxes saturate at ΠK ≈ ±0.5εf as the Mach num-
ber approaches 0.6 apparently due to a direct acoustic energy
flux that matches the energy injection rate at M ≥ 0.6, halts
the total energy growth, and forms a closed energy flux loop
at k > kf .
the pair as best seen in the density movie [17]; apparently,
the large-scale acoustic mode causes strong dissipation
[17, 36–44]. During the time intervals when vortices stop
oscillating and are comparable in magnitude, the energy
continues approximately linear growth.
The evolution is different in run E, where condensate
vortices do not appear, and the Mach numberM ≃ 0.6 is
reached at the scales below the box size, leading to many
mid-size vortices being present at the saturated stage,
which fluctuates much less as a result. Note that the
energy in the left panel is normalized by pumping. As is
clear from the right panel of Fig. 1, in all runs the typical
velocities and total energy reach approximately the same
values. Incidentally, it was reported that even a stable
condensate does not appear in optical turbulence when
the pumping is too strong [7]; whether there is a general
phenomenon of inverse cascade disruption due to high
effective nonlinearity (for instance, because integrals of
motion cease to be quadratic) is poorly understood.
It is important that the decay and growth of total en-
ergy is determined by the shock (rather than total) dissi-
pation; apparently, solenoidal dissipation, however large
and finite the kinematic viscosity ν, is irrelevant to the
inverse cascade.
Let us now analyze kinetic energy fluxes for states with
different Mach numbers that appear at different pumping
rates and in different boxes (Fig. 2 and Ref. [17]). Con-
sider that we use solenoidal pumping so that at a low
Mach number we have practically incompressible turbu-
lence with most of the energy going to the left of the
forcing scale, i.e., into the inverse cascade. We see that
with increasing Mach number, the larger and larger frac-
tion of kinetic energy goes to the right of the forcing scale,
i.e., into the direct cascade. Still, the inverse cascade is
well pronounced in all cases. At Mach numbers of order
unity, approximately equal fluxes go to large and small
scales (a turbulence version of energy equipartition). Fig-
ure 3 shows the spectra of kinetic and potential energy
and also separately the spectrum of the kinetic energy
of potential (dilatational) part of the velocity field. We
see that W (k)≪ K(k) for most k, yet their fluxes must
be comparable to provide for a steady state. This is an
extra reminder how different (and complementary) infor-
mation is brought by analyzing together the spectra and
fluxes. We also see that the dilatational part of the ki-
netic energy is small all the way to k ≃ 10kf , so that the
kinetic energy of vortices dominates. Only at k > 10kf
do the waves dominate and kinetic and potential ener-
gies and fluxes are getting equal, as it must be in weak
turbulence [15].
Turbulence at scales smaller than the force scale can
be naturally assumed to carry the direct energy flux pro-
vided by acoustic waves. This is supported by the spec-
tra, which show that at k >∼ kf the potential energy is
equal to the dilatational energy and both decay as k−2,
as expected for acoustic turbulence [15]. Of course, there
is more to turbulence at k > kf than the energy cas-
cade. It must also carry the cascade of H which it does
by the solenoidal part of the velocity field whose vortic-
ity spectrum behaves as k−1 ln−1/3(k/kf ), in exact cor-
respondence to the theory of the enstrophy cascade in
incompressible turbulence [1, 45, 46]. An effective Mach
number decreases towards small scales so that vortices
and waves are getting decoupled. Since the vortical con-
tribution decays faster, waves dominate kinetic energy for
the small-scale part of the spectra. For most wave num-
bers, however, the energy of the vortices is dominant.
Let us now look at turbulence at scales above the force
scale. It is likely that the acoustic direct energy cascade
originates at the scales far exceeding the force scale and
goes through it. This is evidenced by the spectra of po-
tential and dilatational kinetic energy which behave con-
tinuously through kf . On the contrary, the solenoidal
part of the kinetic energy has a narrow peak right at
k = kf and the kinetic energy flux ΠK jumps from ΠW
at k > kf to −ΠW at k < kf , so that the total energy
flux towards large scales is zero.
It deserves attention that the low-Mach energy spectra
at k < kf in the left panel are usual k
−5/3, while the spec-
tra are close to k−2 in the right panel of Fig. 3. However
tempting it is to ascribe this to shock waves, this is not
the case since the spectra are overwhelmingly dominated
by the kinetic energy of solenoidal motions, i.e., vortices.
That means that even though density variations are sub-
stantial only at large scales (where the Mach number is
not small), they modify vortices and affect spectra at
all scales down to the pumping scale. Our compressible
spectrum climbs towards small k faster than the −5/3
spectrum of an inverse cascade with a large-scale sink (yet
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FIG. 3. Energy spectra for case C at M = 0.2 (left) and 0.5 (right); see Refs. [17, 47–50] for definitions in the compressible
case.
slower than the k−3 spectrum of the large-scale coherent
vortex [4]). To interpret this, recall that the mechanism
of inverse cascade is the deformation of small vortices in-
side a large one and the back reaction which reinforces
the large vortex [51]. In a compressible case, the fact that
the spectrum is steeper may mean that for a cascade to
proceed, the ratio between energies of the larger vortex
and smaller vortices inside it must be larger than in an
incompressible case.
That potential energy exceeds dilatational energy at
large scales is an extra evidence that density pertur-
bations are related not only to waves but also to vor-
tices. Note that a similar detailed energy equipartition
across scales is seen in three dimensions (3D) atM ≈ 0.6
[52, 53].
When the inverse cascade reaches the system size and
creates coherent vortices, their main dissipation is at the
shocks, which go out of the vortex centers, connect them,
and create spiral structures around them. Apart from a
purely fluid-mechanical interest, the spontaneous forma-
tion of strong vortices with shocks in compressible quasi-
2D flows may influence different astrophysical phenom-
ena, for instance, in the contexts of disk accretion [55],
galactic disks [56], or planetesimal formation in proto-
planetary disks [57]. Here, we focus on analyzing the
vortex structure and the energy-momentum fluxes that
support the coherent vortex. To appreciate better the
peculiarities of the compressible case, let us briefly re-
mind that in the incompressible case the inverse cas-
cade produces a pair of vortices with a narrow viscous
core, outside of which the mean azimuthal velocity is
independent of the radius, U =
√
3εf/αρ, where α is
the rate of uniform (bottom) friction [10]. Each vor-
tex is sustained by the inward radial momentum fluxes.
The (radial) flux of the radial momentum is provided
mostly by the mean pressure, ρU2 ≈ rdP/dr. The flux
of the azimuthal momentum is provided by fluctuations,
τ = ρ〈uv〉 = r√ρεfα/3, where u, v are respectively az-
imuthal and radial fluctuating velocities in a reference
frame comoving with the vortex center. For the flat pro-
file, the turbulence-vortex energy exchange rate per unit
area, F1 = r
−1∂rrUτ = 2εf , is also independent of the
radius and equal to twice the input rate; the turbulence
flux divergence F2 = r
−1∂rr〈v(ρu2+ρv2+2p)〉/2 is negli-
gible [10]. All the energy input from the external pump-
ing and turbulence inverse cascade is dissipated inside
the vortex by linear friction, αρU2 = 3εf .
For the compressible case which we consider, there is
no bottom friction and, consequently, no momentum loss
from the system. Averaging the continuity equation for
the density of angular momentum and taking into ac-
count that the mass flux 〈ρv〉 must be zero, we get inside
the vortex the condition for total zero momentum flux,
〈ρvu〉 = νΣr ∂
∂r
U
r
+
〈
νρ
r
∂v
∂φ
〉
+ r
〈
νρ
∂
∂r
u
r
〉
. (1)
Since the mean density and velocity profiles Σ(r) and
U(r) are smooth, then the first term on the right-hand
side (rhs) goes to zero with ν. It is thus clear that in-
ertial momentum flux τ = 〈ρuv〉 could be nonzero only
if there is a finite inviscid limit of the last two terms on
the rhs, which are due to turbulence. That requires tan-
gential discontinuities, apparently provided by the spiral
shocks coming out of the vortices and long shocks con-
necting vortex centers which we observe. Movies [17] also
show density profiles strongly corrugated along φ and fast
changing along r, which is conducive to having τ 6= 0.
Most likely, the mechanism of nonzero viscous momen-
tum transfer at the inviscid limit is the angle change of
a streamline after passing through shock. For that one
indeed needs spiral-like shocks, which deflect streamlines
out. If the shock deflects against the vortex flow, then
the rhs of (1) is negative, as can be expected (inertia
brings momentum in, and viscous friction takes it out).
Only with nonzero inertial momentum flux into a vor-
tex can the inertial energy flux into vortex τr∂r(U/r)
be nonzero as well. We expect the energy input rate εf
to exceed the viscous energy dissipation outside the vor-
5FIG. 4. Vorticity and density fields in model B at t = 412. (See Ref. [17] for animations and visuals generated using the line
integral convolution technique [54].)
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FIG. 5. Profiles of the mean density Σ(r) and velocity U(r) for condensate in model C at M ≈ 0.5, t ∈ [380, 400] (left panel).
The inset illustrates the radial force balance for the mean flow. Time-averaged turbulent fluxes for case C at t ∈ [283, 300]
(center) and t ∈ [380, 400] (right panel). The sum of two fluxes is shown by the dashed line; vertical lines indicate the forcing
scale λf .
tices, so that the energy must flow into the vortices to be
dissipated there.
A typical snapshot of the vorticity and density fields in
the energy-saturated state with a condensate is shown in
Fig. 4. To compute the averages, we save 20 flow snap-
shots per crossing time; with these we can create rea-
sonably smooth animations [17] and robustly decompose
the mean flow from the turbulence, using an algorithm
similar to that of Ref. [10] with some modifications to
account for compressibility [17]. One learns from case C
that the condensate vortex has a circular core with a vor-
ticity comparable to several other vortices present at any
given time; what distinguishes the condensate vortex is
a spiral around the core so that the density is perturbed
in the whole region, core and spiral, which provides for
strong dissipation. Secondary vortices, on the contrary,
do not perturb density in any substantial way. Most of
the time, the vortex as a whole moves generally with a
speed much less than the flow velocity in the vortex it-
self, so one can neglect distortions caused by the center
motion.
As in Ref. [10], the mean vorticity profile within a co-
herent vortex is close to isotropic, but the 2D density
distribution shows shallow diagonal minima, resembling
the density depressions along the lines connecting the
vortices in individual snapshots (Fig. 4). The mean flow
is characterized by the azimuthally averaged density and
velocity profiles Σ(r) and U(r), shown in the left panel of
Fig. 5 for case C. We see that the density decreases mono-
tonically towards the center, while the velocity grows and
then decays. As the vortex grows, the outer velocity pro-
file flattens. What matters, however, is the comparison of
the centrifugal force ΣU2/r and the radial pressure gradi-
ent dP/dr = c2dΣ/dr. It is more convenient to compare
U2 with c2d lnΣ/d ln r ≡ c2Σ′, which is done in the inset
in Fig. 5. Remarkably, the radial balance of the momen-
tum fluxes holds with an accuracy of a few percent al-
ready on the mean profiles, despite the quite complicated
structure of the vortex, as seen in Figs. 4 and 5. In other
words, the mean pressure and velocity satisfy the steady
Euler equation, that is, the contribution of fluctuations
into the radial momentum flux is negligible, even though
the fluctuations are quite strong (and Umax ≈ 0.7c).
Fluctuations, however, play a crucial role in feeding en-
6ergy and azimuthal momentum to the vortex, as shown
in Fig. 5. We find that the fluxes here are quite differ-
ent from the incompressible case: F1, F2 are comparable
but they change sign along the radius (see Fig. 5 and
Ref. [17]). Apparently, those oscillations are a signature
of the spiral structure of shocks, so that the energy fluxes
converge to shocks at spiral arms rather than to the vor-
tex center.
Note that fluxes fluctuate strongly, so that a short-time
average can often give an opposite sign of the energy
fluxes, as seen from comparing the two right panels in
Fig. 5. A positive (outward) angular momentum flux, as
that observed here at some radii at the vortex periphery,
was previously observed in the case of a rotating disk and
ascribed to compressibility [55].
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SUPPLEMENTAL MATERIAL
A. Description of numerics
We carried out a set of implicit large eddy simulations
(ILES [32, 33]) in a square periodic domain of size L×L,
covered with a uniform Cartesian grid of N × N cells.
The compressible Euler equations
∂tρ+∇ · (ρu) = 0, (2)
∂t(ρu) +∇· (ρuu+ pI) = f , (3)
∂tE +∇ · [(E + p)u] = u · f , (4)
where ρ is the density, u – velocity, p – pressure, and
E = ρ(u2/2 + e) – total energy density, were numer-
ically solved using an implementation of the piecewise
parabolic method (PPM) [34] in the Enzo code [35]. A
purely solenoidal, white-in-time random external force
per unit mass a = f/ρ has been applied at an inter-
mediate pumping scale λf = 2pikf (such that L/N ≪
λf ≪ L). The system of conservation laws includes
the energy equation (4) and an ideal gas equation of
state p = (γ − 1)ρe is assumed with an adiabatic index
γ = 1.001 to mimic an isothermal fluid with compression
factors in shocks proportional to M2. The dimensionless
units are chosen so that the box size L = 1, the mean
density ρ0 = 1, and the speed of sound c ≈ 1. The force
supplies kinetic energy to the system at a relatively small
rate εf ∈ [0.001, 0.01]. Substantially higher forcing rates
would inhibit the inverse cascade, as most of the injected
energy would be dissipated in shocks right at the injection
scale. The force correlation time is ∼ 104 times shorter
than the characteristic vortex turn-over time at the force
scale, τf = ρ
1/3
0 λ
2/3
f ε
−1/3
f . Each numerical model is thus
fully defined by the three input parameters (N, εf , λf ).
A summary of parameters for the five computed cases is
provided in Table I.
8TABLE I. Simulations and parameters. N = Nx = Ny – linear grid resolution; λf = 2π/kf – energy injection length scale;
εf – energy injection rate per unit area; εg – actual maximum total energy growth rate with established inverse cascade;
τf = ρ
1/3
0
λ
2/3
f ε
−1/3
f – characteristic forcing time; tcnd – approximate condensation time; tsat – approximate energy saturation
time; tend – simulation stop time; Mend – rms Mach number at tend.
Key N λf εf εg/εf τf tcnd tsat tend Mend
A 512 0.047 0.001 0.85 1.30 80 250 1500 0.54
B 2048 0.023 0.001 0.83 0.82 100 280 500 0.54
C 8192 0.012 0.001 0.92 0.52 150 390 450 0.52
D 4096 0.012 0.002 0.96 0.41 200 150 250 0.52
E 4096 0.012 0.008 0.95 0.26 — 80 200 0.62
In the initial three-step A-B-C sequence of models, N
changes by a factor of four and the extent of both forward
and inverse cascades increase by a factor of two per step.
Complementary cases D and E explore the dependence
on the pumping rate εf at moderately high resolution.
Depending on the spatial resolution, the models were
evolved for tend = (0.2− 1.5)× 103 sound crossing times,
starting from a uniform-density fluid at rest. Since some
of the energy is dissipated at small scales, the actual
maximum energy growth rate with established inverse
cascade, εg, varies within (0.83 − 0.96)εf , depending on
λf and N . Typical peak Mach numbers reached as
the systems saturate are subsonic yet of order unity:
M ∈ [0.5, 0.7]. The condensation time tcnd is (some-
what arbitrarily) defined as the time of the last merger
of two like-sign large vortices, seeding the system-size
vortex dipole, which then gets further inflated with time
as it continues to receive more energy. An increase in
λf shortens the condensation time (cases C-B-A); a suf-
ficiently large εf may prevent condensation (case E); in-
sufficiently resolved forcing scale (kmax/kf <∼ 20) reduces
the energy growth rate εg and suppresses the formation
of coherent vortices at scales above λf .
B. Spectral energy densities and fluxes
The total energy conserved by smooth solutions of the
ideal isothermal Euler system includes kinetic and in-
ternal (potential) parts, E = K +W , respectively. At
sufficiently small Mach numbers, the kinetic energy can
be further decomposed into solenoidal and dilatational
parts K ≈ ρ0(Ks + Kd), using the Helmholtz decompo-
sition of the velocity field, u = us + ud (∇ · us = 0 and
∇× ud = 0 [48]).
The spectral densities shown in Fig. 3 are defined
by K(k) = P (ρu,u; k)/2 and W (k) = P (ρ, e; k)/2.
Here the kinetic energy spectral density is represented
by a cospectrum P (j,u; k) of the momentum density
j ≡ ρu and velocity u, i.e. the Fourier transform
of the symmetric part of the cross-covariance function,
Γsju(r) = 〈j · u′ + j′ · u〉/2, integrated over annuli on
the k-plane, P (j,u; k) ≡ ∫ Γ̂sju(κ)δ(k − |κ|)dκ. Like-
wise, the cospectrum P (ρ, e; k) is the Fourier transform
of Γsρe(r) = 〈(ρ− ρ0)(e′− e0) + (ρ′− ρ0)(e− e0)〉/2, inte-
grated over annuli in k-space. We use angular brackets
to denote ensemble averages over point pairs separated
by the lag r, while ρ0 and e0 denote average density and
average specific potential energy in the domain.
As soon as the spectral densities K(k) and W (k) are
defined, one can assume homogeneity and use a point-
split version of the energy balance equation for a forced
isothermal Euler system to determine the kinetic energy
transfer function in a compact symmetric cross-covariant
form TK(r) = − 12 (Γsj,(u·∇)u+Γsu,(∇·j)u+(j·∇)u). The spec-
tral flux of kinetic energy is then defined in a standard
way by ΠK(k) =
∫∞
k
TK(κ)dκ, where the kinetic en-
ergy spectral transfer function TK(k) =
∫ T̂K(κ)δ(k −
|κ|)dκ.The definitions of kinetic energy spectra and
fluxes adopted here generally follow [49] and differ from
[47], where point splitting is done in a symmetric way,
generalizing the incompressible formulation by replac-
ing u with w ≡ √ρu. In compressible turbulence at
M <∼ 1, the specific form of density weighting is not very
important, as density variations remain small and veloc-
ity spectra almost overlap with spectra of w [50]. The
dilatational part of the kinetic energy shown in Fig. 3 is
reasonably well approximated by Kd(k) ≈ ρ0Kd(k) =
ρ0k
−2P (∇ · u, k)/2 [48]. Our definition of W (k) is
based on a cross-covariance function that differs from
one adopted in [49] by a factor of 1/2. This is needed
to ensure equipartition of dilatational kinetic energy and
potential energy Kd(k) ≈ W (k) in the acoustic limit,
which is observed in Fig. 3 at k > kf ; see discussion of
the subject in [48, 52, 53].
C. Acoustic destabilization of vortices and
intermittency
It deserves mentioning that temporally the flux loop
is very intermittent: long periods of energy growth at
large scales are interspersed with relatively short bursts
90.0 0.2 0.4 0.6 0.8
x
0.0
0.2
0.4
0.6
0.8
y
log ρ
-0.6
-0.5
-0.4
-0.3
-0.2
-0.1
0
0.1
0.2
FIG. 6. Large-scale flow structure with condensate and associated large-scale shock on top of smaller scale turbulence for
a case B snapshot at t = 412 (same as in Fig. 4 of the main text). The drapery texture highlights fluid streamlines, while
color indicates the density structure, including shocks and shocklets. The upper-left and lower-right vortices, constituting the
large-scale dipole, rotate clock-wise and counter-clock-wise, respectively.
of the energy transfer to small scales, thus expressing
the irreversibility of turbulence statistics [36, 37]. Indi-
vidual vortices are destabilized due to emission of sound
waves [38, 39]. When a sufficiently close pair of equal
vortices leapfrog and merge [40], strong acoustic noise
is generated. Unequal co-rotating vortices emit sound
from leapfrogging, shearing and tearing [41]. Loose vor-
tex pairs with parallel spins will slowly diverge [42], as
they radiate sound [41, 43]. Vortex mergers trigger sig-
nificant pressure variations in the near field and acous-
tic emission in the far field. As acoustic losses tighten a
dipole, it accelerates to sonic velocities, producing strong
shocks. Strong acoustic emission can trigger dipole col-
lapse [44].
D. The structure of energy condensate
A variety of techniques can be used to highlight dis-
tinct features of turbulent flows through richly informa-
tive and spectacular images. Here we apply the line in-
tegral convolution (LIC) algorithm developed in [54] to
visualize the velocity vector field associated with energy
condensate, using drapery texture generation, and then
color the resulting texture based on the local density val-
ues.
This technique combines velocity and density informa-
tion together in a single visual (e.g., Fig. 6), which is
complementary to a more traditional way of presenting
results in the form of separate vorticity and density plots
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FIG. 7. Same as Fig. 6, but for a case E snapshot at t = 200. At high pumping rate, the flow fields get more intricate and the
condensate takes a form of two counter-rotating large-scale clusters of (primarily) like-sign vortices. A careful inspection of the
streamlines’ texture, obtained after filtering out small-scale structures, allows identification of two distinct clusters located in
the upper-right and lower-left parts of the domain.
(e.g., Fig. 4 of the main text). This seems to be the first
application of the LIC to simulations of 2D turbulence.
Note that LIC involves filtering out small-scale turbu-
lent structures which helps to identify coherent vortices
at intermediate scales between the forcing and energy
condensate scales. Such eddies, clearly visible in Fig. 6,
can be responsible for intermittency in the inverse energy
cascade. Fig. 7 further illustrates clustering of like-sign
vortices forming the energy condensate in case E with
high pumping rate.
E. Vortex tracking and profiling
To decompose the mean flow controlled by the box-
scale vortex dipole from turbulence, we use an algorithm
similar to that of [10], with some modifications to account
for compressibility. As in [10], our approach is based on
stacking of a large number of vortex realizations (using
20 flow snapshots per box-crossing time and averaging
over 15− 50 crossing times) to derive mean velocity and
density profiles. For each flow snapshot, we locate the
center of the positive vortex as the maximum of poten-
tial vorticity and then compute the center-of-mass of ω/ρ
in a box of 9 × 9 cells around the maximum. We then
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center the box around the vortex and transform the ve-
locities to a reference frame co-moving with the center.
We obtain the mean rotation velocity and density profiles
U(r) and Σ(r) by stacking a series of snapshots together
and thus filtering out the zero-mean fluctuations. Re-
peating the same procedure for the negative vortex and
accounting for the opposite vorticity sign, we further dou-
ble the number of realizations. The vortex detection al-
gorithm described above is robust at low resolution and
at low Mach numbers, when shocks are weak and only
two strong vortices are present. In case C, however, we
had to smooth the potential vorticity field with a 4 × 4
boxcar average to capture vortex centers correctly. With-
out this critical step, the algorithm would intermittently
capture strong oblique shock fronts instead of vortex cen-
ters, resulting in ∼ 4% misidentifications that spoil the
mean profiles of turbulent fluxes in the core region. As
the condensate evolves toward a stationary state in our
high resolution case C, a number of medium-size coher-
ent vortices present along with the box-size dipole. These
objects were also able to confuse the algorithm, when a
tight secondary vortex core made a close passage to the
primary of the same sign. Animations were instrumen-
tal in helping us to control the algorithm and discard
misidentifications (∼ 0.4% of cases where the secondary
was erroneously recognized as primary) from the stack of
snapshots used to derive the mean profiles. Overall, our
algorithm is stable and thus the obtained mean profiles
are robust. However, to make sure the mean vortex is
circularly symmetric, averaging over at least 10 turnover
times is required.
Note that for ideal isothermal gas with the potential
energy density W (ρ) = c2ρ ln(ρ/ρ0), the dynamical vis-
cosity η = νρmust be constant everywhere, since ν ∝ 1/ρ
at constant temperature. Would that be the case, the vis-
cous terms could not contribute to the mean momentum
balance [see equation (1) in the main text] and the tur-
bulent momentum flux into the vortex must also be zero
in a steady state. In our case, the kinematic viscosity
is determined by the grid discreteness, so that the effec-
tive dynamic viscosity is not exactly constant and the
turbulent momentum flux is non-zero, but small.
F. Isothermal approximation for moving soap films
In the leading-order approximation, the dynamics of
thin soap films can be described by the compressible Eu-
ler equations, if the fluid viscosity and the surfactant sol-
ubility can be neglected and fluid velocities are of order of
the Marangoni elastic wave speed [25]. In this case, soap
films behave as an isothermal two-dimensional gas with
γ = 1. The equations governing film dynamics contain
the film thickness h (replacing the density ρ), the in-
plane velocity u locally averaged over h, average surfac-
tant concentration in the interstitial liquid, and surface
surfactant concentration. The isothermal fluid approx-
imation applies when non-diffusive soap is considered,
assuming initial variations of the total soap concentra-
tion are negligible. In addition, it is required that the
bending and elastic Mach numbers are of the same or-
der, Mb ∼Me [25].
G. Near-isothermal conditions in applications to
interstellar turbulence
In the interstellar medium (ISM), balance of heating
and cooling processes plays an important role in setting
the temperature of the gas [18]. Heating is provided by
cosmic rays and by the interstellar radiation field (in-
cluding photoionization of atomic carbon, far ultravio-
let photoelectric heating on small dust grains and large
molecules, irradiation of interstellar dust, and stellar X-
rays). Cooling mostly occurs through emission lines and
continuum radiation, some or all of which escapes the re-
gion and carries away energy. Radiative cooling processes
include: collisionally excited atomic line cooling in the
diffuse ISM, fine structure line cooling by atomic oxygen
and ionized carbon in cold (∼ 100 K) clouds of atomic hy-
drogen, molecular cooling (e.g., CO rotational line emis-
sion), thermal and non-thermal emission by dust grains
in cold dense molecular clouds (∼ 15 K). The details of
thermal balance depend on radiative transfer and couple
with very complex interstellar chemistry. The expected
thermal equilibrium is linearly unstable with respect to
isobaric perturbations at temperatures between ∼ 100 K
and ∼ 6000 K [19]. This defines ‘warm’ and ‘cold’ stable
phases with T ∼ 6000− 12, 000 K and T ∼ 80 − 100 K,
densities ∼ 1 cm−3 and ∼ 100 cm−3, respectively. Dense
(103−6 cm−3) molecular clouds represent another phase
with T ∼ 10 − 20 K. In some more exotic cases, isen-
tropic modes get destabilized as well, resulting in over-
stability of acoustic waves [19–21]. Overall, the ISM is
very dynamic and strong compressible turbulence and
magnetic fields effectively keep it out of equilibrium [22].
Historically, however, simple (near) isothermal models
were widely used and proved quite helpful in early stud-
ies of star formation (see [23] for a review) and global
ISM dynamics in galactic disks (e.g. [24]).
