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Abstract
The Fermi-Lo¨wdin orbital self-interaction correction (FLO-SIC) method ad-
dresses the self-interaction error within density functional theory (DFT). We
present PyFLOSIC, an open-source python implementation of FLO-SIC that
is based on the highly modular and modern PySCF electronic structure code.
This implementation offers the possibility to use FLO-SIC with any kind of
basis set (e.g from the EMSL data base), different numerical meshes (e.g.
Lebedev-Laikov grids) and any exchange-correlation functional available in
the libxc library. The FLO-SIC method relies on so-called Fermi-orbital de-
scriptors (FODs). We provide a generator for starting values of these FODs
which is based on centers of mass of localized orbitals (PyCOM). For the opti-
mization of the FODs, a calculator and an optimizer class for the atomic simu-
lation environment (ase) are included. We present several proof-of-principles
calculations and extensive benchmarks against the reference FLO-SIC im-
plementation. The thermochemical performance and ionization potentials
of FLO-SIC for the G2-1 benchmark set are analyzed using the local spin
density approximation (LSDA), the Perdew-Burke-Ernzerhof (PBE) and the
strongly-constrained and appropriately-normed (SCAN) functional.
Keywords: electronic structure; density functional theory; FLO-SIC;
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Program Title: PyFLOSIC
Programming language: Python3
Computer: Tested on several Linux distributions (Debian, Ubuntu, OpenSuse, Sci-
entific Linux etc.) and Mac OS. The code is written in Python3.
Operating system: Unix/Linux
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1. Introduction
Density functional theory (DFT) [1, 2] has become one of the standard
methods in computational materials science, condensed matter physics and
chemistry based on its reasonable accuracy and computational efficiency [3,
4]. However, DFT is known to fail for properties like ionization poten-
tials calculated from the energy of the highest occupied orbital (HOMO)
IP = −εHOMO or stretched-bond situations [5]. Another problem is the
correct description of negatively charged species. In such situations, a self-
interaction correction (SIC) applied on-top of DFT may reduce errors of the
pure functionals significantly [6].
John Perdew established the so-called ”Jacob’s ladder” for DFT [7], which
classifies the ability of a certain rung of exchange-correlation functionals to
achieve chemical accuracy. In this work, we selected one functional of the
lowest rung the local density approximation (LDA), LDA-PW91 [8], one of
the second rung of the generalized-gradient approximations (GGAs), GGA-
PBE [9], and one from the third rung of meta-GGAs, MGGA-SCAN [10]. The
performance of the pure functional and the respective Fermi-Lo¨wdin orbital
self-interaction correction (FLO-SIC) [11–15] functional for several bench-
marks including the thermochemical performance for the G2-1 benchmark
set are discussed [6]. This paper presents the first systematic SCAN-FLO-
SIC results for several different benchmarks.
Our implementation of the FLO-SIC method (FLO-SIC) is based on
the PySCF [16] electronic structure code. However, the implementation
presents a strategy viable for any Gaussian-type orbital (GTO) [17] elec-
tronic structure code. We will discuss similarities and differences to the
original FLO-SIC implementation by Pederson and co-workers [6, 11, 13, 18–
20] in detail. The PyFLOSIC code and related software (e.g. additional
FOD generators) are available on github at the PyFLOSIC organization
(https://github.com/pyflosic).
In section Theoretical Background, the strategy for the implementation
of FLO-SIC in the PySCF [16] code is presented, and in section Workflow,
we discuss numerical details. Afterwards, FLO-SIC results using the local
spin density approximation (LSDA; shorthand LDA) [8], the Perdew-Burke-
Ernzerhof (PBE) [9] and the strongly-constrained and appropriately-normed
(SCAN) [10] functional are discussed, followed by an outlook.
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2. Theoretical Background
We adopted the notation introduced by Lehtola and Jo´nsson [21]. Vectors
are expressed in bold, non-italic letters (a) and matrices are given in bold,
italic letters (R). We express the FLO-SIC method in terms of the density
matrix formalism. If not stated otherwise, atomic units are used for the
derivation and throughout this paper.
2.1. Hamiltonian and self-consistent cycle
The total energy in the Kohn-Sham (KS) DFT formalism is given by
EKS[n] = Ts[n] + V [n] + J [n] +K[n], (1)
with EKS[n] the total KS energy, Ts[n] the kinetic energy of the non-interacting
system, V [n] the external potential energy, J [n] the Coulomb energy and
K[n] the exchange-correlation energy. The SIC energy can be defined us-
ing [22]
ESIC = EKS[n
α, nβ]−
∑
iσ
(K[nσi , 0] + J [n
σ
i ]), (2)
with σ denoting the spin being either α or β and nσi being single-orbital
densities. For standard DFT, one can perform the self-consistent field calcu-
lation (iterative procedure often used in computational quantum chemistry
and physics) using
F σKS = Hcore + J +K
σ, (3)
where Hcore is
Hcore = −1
2
∇2 −
nuclei∑
A
ZA
|r− rA| , (4)
with ∇ being the Nabla operator and ZA being the nuclear charge of atom
A at position rA. The SIC Hamiltonian is similar to the Pople-Nesbet-
Roothaan-Hall type [23, 24] and can be written as
(F σKS + F
σ
SIC)C
σ = SCσEσ, (5)
with Cσ being a matrix containing the KS molecular orbital coefficients, S
is the overlap matrix and E is a diagonal matrix holding the energy eigen-
values. The SIC Hamiltonian can be derived from the unified Hamiltonian
(see Harrison et al. [25] and see Lehtola and Jo´nsson [21] Eq. (37))
F σSIC = −
1
2
Nσ∑
i=1
(fσi p
σ
i S + Sp
σ
i f
σ
i ). (6)
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This form of the Hamiltonian effectively treats only the occupied-occupied
(OO) space and ignores the occupied-virtual (OV) space. In this context,
f i = J(p
σ
i ) + K(p
σ
i ) is the KS-Fock matrix of the i-th density matrix p
σ
i
given by
pσi = c
σ
i c
σ†
i , (7)
with cσi being the i-th column of the FLO molecular orbital coefficient matrix,
containing the coefficients of FLO φi.
2.2. Localized orbitals
Using a Gaussian-type orbital basis, the Kohn-Sham wavefunctions ψα
can be expressed as
ψα =
∑
s
csαf
s, (8)
with s being the running index of all basis functions f s with the corresponding
coefficients csα. Within FLO-SIC, so-called Fermi orbitals (FO, |FOi〉) are
constructed from the original Kohn-Sham wavefunctions ψα via
|FOi〉 =
N∑
α=1
Riα |ψα〉 , (9)
where the transformation matrix R is defined as
Riα =
ψ∗α(ai)√
N∑
α=1
|ψα(ai)|2
. (10)
The ai are points in real space called Fermi-orbital descriptors (FODs). The
knowledge of these FODs is necessary for the construction of the Fermi or-
bitals.
To simplify notation, we express both the Fermi orbitals and the Kohn-
Sham orbitals as vectors containing the actual orbitals. For N electrons,
these vectors will contain N elements. The Kohn-Sham orbitals and Fermi
orbitals, respectively, therefore read
ψ = (|ψ1〉 , |ψ2〉 , ..., |ψN〉)† , (11)
FO = (|FO1〉 , |FO2〉 , ..., |FON〉)† , (12)
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and Eq. (10) can be expressed simply as
FO = Rψ . (13)
Another technical issue should be noted here. It is common to use non-
orthonormal basis sets, e.g. non-orthonormal linear combinations of atom-
centered functions. When using orthonormal basis sets, the atomic overlap
matrix S1e of the atomic basis functions is simply the unit matrix 1, and we
obtain
ψ†S1eψ = 1 . (14)
Please note that Fermi orbitals given by Eq. (13) generally do not satisfy
Eq. (14), i.e.
FO†S1eFO = S 6= 1 , (15)
introducing the overlap matrix S. Therefore, to obtain an orthogonal set of
localized orbitals, a symmetric Lo¨wdin orthogonalization [26] is carried out.
This can be achieved by solving the corresponding eigenvalue problem for
the overlap matrix S
STα = QαTα , (16)
with the eigenvectors Tα and the eigenvalues Qα. With these, one can trans-
form the Fermi orbitals FO into Fermi-Lo¨wdin orbitals φ by
φ = TQ−1/2T †FO . (17)
Here, the matrix T is defined as the matrix of the eigenvectors, while Q−1/2
is
Q
−1/2
ij =
{
Q
−1/2
i , i = j
0 , i 6= j . (18)
The resulting Fermi-Lo¨wdin orbitals φ now satisfy Eq. (14), i.e.
φ†S1eφ = 1 . (19)
The complete transformation from Kohn-Sham to Fermi-Lo¨wdin orbitals
φ = TQ−1/2T †Rψ (20)
is unitary, leaving the density unchanged. The constructed Fermi-Lo¨wdin
orbitals can now be used to perform the self-interaction correction.
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2.3. Implementation specifics
Our PyFLOSIC code has been intensively benchmarked against the refer-
ence implementation in FG-NRLMOL. FG-NRLMOL is a highly optimized
developer version of the NRLMOL code [27–33]. In our implementation, we
make use of the unified Hamiltonian formalism [21] instead of the Pederson
SIC Hamiltonian [13].
Moreover, the exchange-correlation potentials are not explicitly calcu-
lated on a numerical grid Vxc(r). Instead, we are using a density matrix
formalism delivering potential matrices V xc. This allows us to apply our
method to any functional in the libxc library [34]. The differences to the ref-
erence implementation in our FG-NRLMOL code are highlighted in Tab. 1.
Table 1: Implementation differences.
FG-NRLMOL PyFLOSIC
Vxc(r) V xc
ψ†ψ = 1 ψ†S1eψ = 1
Pederson Hamiltonian [13] Unified Hamiltonian [25]
3. Workflow
We implemented the FLO-SIC method using the PySCF code [16] for
the DFT part. Core routines where developed during the master thesis of
Lenz Fiedler [35]. The modern PySCF open-source electronic structure code
includes many standard libraries (e.g. libxc library for exchange and corre-
lation functionals, libcint library [36] for Gaussian-type orbital integral han-
dling). Therefore, FLO-SIC can be combined with any exchange-correlation
functional in the libxc library. Furthermore, PySCF offers a variety of func-
tionalities from Hartree-Fock (HF) to CCSD(T) theory, enabling a direct
comparison of FLO-SIC results with results from quantum chemical meth-
ods.
The density matrix formalism has been used successfully to implement
self-interaction correction before, namely in the ERKALE code [21], which
also offers access to the libxc library. The PyFLOSIC implementation is, just
like ERKALE, based on density matrices. We took advantage of routines
and architecture provided by PySCF as much as possible (see Fig. 1 as well).
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DFT class
forces routine
FLO-SIC values: HˆSIC, ESIC, SIC, φ, fFOD
PySCF flosic os.py flosic scf.py
DFT object
FLO-SIC class
flosic routine
fFOD
creates
calls
returns in terms of nKS
φ, kkl
returns in terms of nSIC
calls after SCF cycle
returns SIC values
is parent of
Figure 1: PyFLOSIC chart.
PyFLOSIC is currently OpenMP parallelized and contains MPI functionality
for numerically expensive parts.
There are two options to perform FLO-SIC calculations. First, a one-shot
(FLO-SIC-OS) mode as a post-processing option. The FLO-SIC-OS mode
keeps the density of the underlying DFT calculations. The second option
is a fully variational self-consistent FLO-SIC (FLO-SIC-SCF) mode. The
FLO-SIC-SCF mode updates the self-interaction corrected density during
the self-consistent field calculation. The FLO-SIC self-consistent field cycle
is summarized in Fig. 2. We have implemented two unified Hamiltonians [25].
The first one only treats the occupied-occupied (OO) space
F SICOO = −
1
2
Nσ∑
i=1
(fσi p
σ
i S + Sp
σ
i f
σ
i ), (21)
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whereas the second one additionally includes the occupied-virtual (OV) space
F SICOO,OV = −S
Nσ∑
i=1
(pσi f
σ
i p
σ
i + v
σfσi p
σ
i + p
σ
i f
σ
i v
σ)S. (22)
Here, we introduced the virtual space projector
vσ =
virtual∑
i
Cσi C
σ†
i , (23)
with Cσi being the i-th column of C
σ. As a guide for the eyes, please see the
Hamiltonian written as a matrix
F SIC =
(
FOO FOV
F VO F VV
)
=
(
FOO FOV
F VO 0
)
(24)
Lehtola provides a good overview for unified Hamiltonians [21]. The
different unified Hamiltonians can be used in the PZ-SIC implementation
within Lehtola’s ERKALE code[37]. The F SICOO was used for all values pre-
sented here. While in FLO-SIC-OS mode the projectors are not updated,
in the FLO-SIC-SCF mode they are updated in a variational self-consistent
fashion. Regarding that and using the full unified Hamiltonian HOOOV, we
obtain identical results compared to the variational method proposed by
Pederson[13]. A detailed comparison between different SIC Hamiltonians
will be published elsewhere.
In FLO-SIC, the total energy including the self-interaction energy de-
pends on the FODs. In order to find the minimum of the energy, the FODs
need to be optimized. Each FOD is a point in three-dimensional space. The
collection of all FODs forms the so-called electronic geometry of the system,
in analogy to the molecular geometry formed by all nuclei positions.
Each FLO-SIC calculation starts from an initial set of FODs. PyFLOSIC
comes with the python center of mass (PyCOM) module, which allows to
obtain such initial FOD positions. The numerical cost is that of a standard
DFT calculation plus the cost of the localization of Kohn-Sham orbitals us-
ing Foster-Boys, Edmiston-Ruedenberg or Pipek-Mezey localization proce-
dures [38] for each spin channel. Alternative approaches for the automatic
generation of FODs are discussed elsewhere by Schwalbe et al. [39].
The initial set of FODs can be optimized with different non-linear opti-
mization algorithms such as conjugate gradient, L-BFGS [40–44] or the FIRE
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algorithm [45]. Interfaces to the atomic simulation environment (ase) [46, 47]
are also provided, allowing to access the optimization algorithms imple-
mented there.
If a FOD optimization is performed, the FOD geometry is optimized until
the forces on the FOD geometry obey a convergence criterion of Fmax ≤ 5 ·
10−3 Eh/a0. PySCF offers many standard basis sets (e.g. Pople basis sets like
6-311G or Dunning’s correlation consistent basis sets like cc-pvqz). In addi-
tion, we formatted the NRLMOL density functional optimized (DFO) [48]
basis set to Gaussian94 basis set (gbs) format. This allows the usage of this
basis set with PySCF.
4. Code features
The PyFLOSIC code offers the following features:
• one-shot (os; fixed DFT density) and
self-consistent field (scf; FLO-SIC optimized density) modes
• automatic FOD guessing procedure
◦ e.g. PyCOM - Python Center Of Mass
• visualization of FLOs and densities
• analytic FOD forces
• various FOD optimization procedures
◦ e.g. CG, (L-)BFGS, FIRE etc.
• as few input parameters as possible
◦ calculation script and geometry file
• transparent usage of all PySCF features
◦ e.g. Newton-Raphson SCF cycle or density fitting procedures
• Gaussian type basis sets
◦ all-electron and effective core potential
• all EXC functionals from libxc
◦ e.g. LDA-PW, PBE and SCAN
5. Input files
5.1. Geometry input file
As for any electronic structure calculation, one needs an input file for the
nuclei species and their positions. In PyFLOSIC, we start from a standard
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Check: SCF Convergence
DFT: HˆKS,EKS, ψKS, nKS
Update: HˆKS,EKS, ψKS, nKS
Check: Convergence (Nr. of iterations / fFOD < )
End: SIC complete
Create: Fermi-Lo¨wdin-Orbitals (FLOs)
Calculate: HˆSIC,ESIC,fFOD
Start: Initial FOD Geometry
FOD Geometry
Next SCF iteration
Next FOD Optimization Iteration
Optimize: FOD geometry with fFOD
Figure 2: FLO-SIC self-consistent field (scf) flow chart. Initial FODs can be generated
with the PyCOM module. The absolute value of the maximal component of the FOD
force fFOD determines the convergence of the calculation. A FLO-SIC scf calculation is
converged when fFOD ≤ ε with ε being a numerical threshold (e.g. 5 · 10−3 Eh/a0).
xyz file (Fig. 3). Having such a file, we can perform standard density func-
tional theory calculations using PySCF. For a PyFLOSIC calculation, we
need initial FOD positions in addition to the nuclei positions.
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2Nuclei positions
H 0.370700000 +0.00000000 +0.00000000
H -0.370700000 -0.00000000 -0.00000000
Figure 3: Structure of an input file for the H2 molecule containing nuclei positions only.
5.2. Initial FOD generation
Initial descriptors can be generated using the PyCOM module integrated
within PyFLOSIC given a nuclei xyz file. A python script for the FOD
generation in case of the H2 molecule is shown in Fig. 4. It relies on the
atomic simulation environment, which needs to be available. The script reads
atomic positions in standard xyz format. The keywords charge and spin
refer to the charge of the molecule and total spin defined as 2S. The keywords
basis and xc refer to the basis set and exchange-correlation functional used
for the DFT calculation.
from ase.io import read
from pycom import automatic_guessing
ase_nuclei = read(’H2_nuc.xyz’)
charge = 0
spin = 0
basis = ’cc -pvqz’
xc = ’LDA ,PW’
automatic_guessing(ase_nuclei ,charge ,spin ,basis ,xc,
method=’FB’,newton=True ,symmetry=False)
Figure 4: Python input file for the generation of initial FODs using the PyCOM module.
The result of this initial FOD generation is the PyFLOSIC xyz input file
containing nuclei and FOD positions (see Fig. 5). The first line contains an
integer value counting the number of all nuclei and FODs within the system.
The second line is a comment line, which can include user-defined informa-
tion. As the next block, each line is listing the nuclei positions in Cartesian
coordinates and A˚ngstrom units . The lines within each block start with a
string indicating the chemical symbol followed by three floating values for
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the (x,y,z) positions. The next block introduces the spin-UP FOD positions
(marked with symbol X) and the last block contains the spin-DN FOD po-
sitions (symbol He). We made the decision to use the X and He symbols for
FODs to enable a visualization of FOD positions using standard tools (e.g.
Jmol [49], Xcrysden [50], Vesta [51], ase gui [46, 47], etc.). Both chemical
symbols are usually represented with a low effective radius in standard visu-
alization tools, thus the FODs are displayed smaller than the nuclei in the
system. Due to the ordered block structure the assignment of nuclei posi-
tions and FOD positions is always well defined. PyFLOSIC offers the read
function ase2pyscf, which automatically separates nuclei information from
the spin-UP/spin-DN FOD information.
4
Nuclei + FOD positions
H 0.370700000 +0.00000000 +0.00000000
H -0.370700000 -0.00000000 -0.00000000
X +0.274588624 +0.00000000 +0.00000000
He -0.274588624 +0.00000000 +0.00000000
Figure 5: Structure of an input file for the H2 molecule. X denotes spin-UP FOD positions,
while He refers to spin-DN FOD positions.
5.3. Python job file
A basic FLO-SIC calculation within PyFLOSIC can be performed using
a simple python script (see Fig. 6). At the first lines starting with from,
functions needed for the calculation are imported (in this case from ase and
PyFLOSIC). The ase.read function provides an ase.object containing all the
nuclei and FOD information (i.e. chemical symbols and positions). The file
H2 nuc fod.xyz contains the nuclei positions for the H atoms and the initial
guess for the descriptor positions, which can be generated using PyCOM. The
function flosic optimize is the call to the PyFLOSIC ase FOD optimizer.
We use many standard variables from PySCF in PyFLOSIC (e.g atoms
chemical symbols and positions of the system in PySCF notation, fod1/fod2
FOD positions (can be read/accessed by the ase2pyscf function from an xyz
input file), basis basis set definition, xc exchange-correlation functional, spin
corresponding to 2S, charge total charge, max cycle maximum number of
scf iterations, conv tol energy threshold for the scf cycle, grid.level numeri-
cal quality (number of mesh points) of the numerical grid, verbose level of
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from ase.io import read
from ase_pyflosic_optimizer import flosic_optimize
# Load Nuclei+FOD starting geometry.
ase_atoms = read("H2_nuc_fod.xyz")
# The actual pyflosic -scf optimization.
flosic = flosic_optimize(’flosic -scf’, # mode
ase_atoms ,
0,0,’LDA ,PW’,
’cc -pvdz’,None ,
opt=’FIRE’,maxstep =0.1,
use_newton=True ,
use_chk=False ,
verbose =4)
Figure 6: Python input file for a FLO-SIC FOD optimization using the scf mode.
verbosity). The intrinsic variable mode selects between one-shot and full scf
FLO-SIC calculation. The parameters for geometry optimizers (e.g. opt ge-
ometry optimizer to be used for the FOD optimization (e.g ’FIRE’, ’CG’ or
’LBFGS’), fmax maximum value of the absolute FOD force components (in
eV/A˚), maxstep step width for the line search) are set to fit the standard
definitions of ase optimizers. Most variables have default values and need
not necessarily be given.
6. Proof of principles
In this section, we show that the FLO-SIC implementation in PySCF
reproduces known exact limits. It is known that DFT shows a qualitatively
wrong dissociation behaviour for the H+2 molecule, while Perdew-Zunger self-
interaction correction (PZ-SIC) gives the correct result [52]. We have cal-
culated the dissociation curve for the prototypical H+2 molecule with LDA-,
PBE-, and SCAN-FLO-SIC to show that the one-electron self-interaction
error is clearly eliminated (see Fig. 7). Hartree-Fock (HF) theory gives
the exact solution for this one-electron system, which is reproduced by our
PyFLOSIC implementation.
Another test is a comparison of FG-NRLMOL and PyFLOSIC for the
G2-1 set (55 small molecules and atoms) [6] using the STO-3G basis set and
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Figure 7: Potential energy of the H+2 molecule. The energy is visualized as a function
of distance between the hydrogen atoms. Results are obtained from Hartree-Fock (HF),
LDA, PBE, SCAN and the Fermi-Lo¨wdin orbital self-interaction corrected solution on-top
of the aforementioned density functionals. For large distances, all semi-local exchange-
correlation density functionals deliver a qualitatively wrong behavior. In contrast, FLO-
SIC reproduces the exact solution as obtained by Hartree-Fock. Further, FLO-SIC restores
the correct dissociation behaviour. This statement holds for FLO-SIC applied to the LDA,
the PBE as well as to the SCAN functional.
the LDA exchange-correlation functional (see Fig. 8). The mean absolute
error (MAE) for the enthalpies of formation ∆H and ionization potentials
IP = −εHOMO are calculated for this benchmark set.
The MAE is determined by
MAE =
n∑
i=1
|xcalc,i − xref,i|
n
=
n∑
i=1
|ei|
n
, (25)
where xcalc,i are the calculated values, xref,i the reference values, n is the total
number of values compared and ei are the errors. In addition, the mean error
(ME) is given by
ME =
n∑
i=1
ei
n
, (26)
and the mean absolute percentage error (MAPE) is calculated as
MAPE =
100
n
n∑
i=1
∣∣∣∣ eixcalc,i
∣∣∣∣ . (27)
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Standard DFT and FLO-SIC calculations are performed at T = 0 K.
We used the G2-1 procedure (for details, see Schwalbe et al. [6]) to obtain
the enthalpies of formation, which are defined as the change of the enthalpy
of one mole of a substance in the standard state (pressure p = 1 atm and
temperature T = 298.15 K) when it is formed from its pure elements under
the same conditions. The ionization potential IP is the minimal amount of
energy needed to remove the most loosely bound electron (valence electron)
from an atom or a molecule. As one can see in Fig. 8, the pure DFT values
as well as the FLO-SIC values are in excellent agreement for the reported
quantities.
Figure 8: Mean absolute errors (MAE) for the G2-1 set using the STO3G basis set for
FLO-SIC applied to the LDA functional.
PySCF offers the possibility to use any standard GTO basis set and pseu-
dopotentials. The Burkatzki-Filippi-Dolg (BFD)-V5Z basis set [53] in combi-
nation with corresponding pseudopotentials was used to calculate ionization
potentials for some heavy atoms (see Tab. 2). The LDA-FLO-SIC values
are in good agreement with experimental values [54]. In addition, FLO-SIC
gives a clear improvement compared to the pure LDA values.
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Table 2: Ionization potentials IP = −εHOMO (in eV) for some heavy atoms for LDA
and LDA-FLO-SIC compared to experimental values [55]. Numerical parameters for the
PyFLOSIC calculation: basis = bfd-v5z (pseudopotential), max cycle = 1000, conv-tol =
1e-5, grid level = 3).
Atom LDA LDA-FLO-SIC Exp [55]
[eV] [eV] [eV]
Tl 2.72 5.63 6.11
Pb 3.90 7.00 7.42
Bi 5.22 8.63 7.29
Po 5.07 9.12 8.41
At 6.44 10.55 9.79
Rn 7.87 12.05 10.75
MAE 3.092 0.835 -
ME -3.092 -0.385 -
MAPE 65.446 8.933 -
7. Advanced applications
In the previous section, we showed the numerical agreement between
the reference implementation FG-NRLMOL and PyFLOSIC for the G2-1
benchmark set using the small STO-3G basis set. The same benchmark set
is used to examine the performance for LDA, PBE and the SCAN func-
tional (see Fig. 9) using the larger density functional optimized (DFO) basis
set [48]. The MGGA-SCAN functional is available via the libxc library in our
PyFLOSIC implementation. PyFLOSIC results for LDA and PBE are again
in good agreement with the FG-NRLMOL values [6] using the DFO basis set.
The pure SCAN functional outperforms LDA and PBE, whereas FLO-SIC
on top of the SCAN functional performs similar to PBE-FLO-SIC for the en-
thalpies of formation and the ionization potentials. For ionization potentials
and therefore the energy eigenvalues, FLO-SIC improves the accuracy of all
three exchange-correlation functionals.
8. Conclusion
We implemented the Fermi-Lo¨wdin orbital self-interaction correction as
an extension to the PySCF code. This implementation offers the possibility
to use FLO-SIC with basis set from the EMSL data base [56, 57], different
numerical meshes (e.g. Lebedev-Laikov grids) and any exchange-correlation
functional available in the libxc library. Besides this, PyFLOSIC provides an
automatic Fermi-orbital descriptor initialization routine - python center of
17
Figure 9: G2-1 errors using the density functional optimized (DFO) basis set for FLO-SIC
applied to the LDA, PBE and SCAN functional.
mass (PyCOM) - which increases the usability of FLO-SIC for any user. The
implementation of FLO-SIC in PySCF also offers the possibility to bench-
mark the method against commonly used quantum chemistry methods (e.g.
CCSD(T)) using the same basic numerical parameters (e.g. basis sets, eval-
uation of integrals and numerical mesh).
The LDA, the PBE and the SCAN functional were used to provide proof-
of-principles calculations. Further, the performance for the G2-1 benchmark
set (see Fig. 9) was analyzed. The thermochemical performance of the func-
tionals confirmed the already well-known observations that only LDA-FLO-
SIC decreases the error of the pure functional, while PBE-FLO-SIC and
SCAN-FLO-SIC perform worse [6, 52]. It appears that SCAN-FLO-SIC per-
forms slightly worse than PBE-FLO-SIC for the used test case. When in-
vestigating ionization potentials and therefore energy eigenvalues, FLO-SIC
improves the accuracy of all three exchange-correlation functionals.
Furthermore, due to the modular structure of the PySCF code, PyFLOSIC
may be used in combination with solvation models (e.g. COSMO [58, 59])
or it may be extended to work in combination with time-dependent DFT in
the future.
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