Abstract. This is the second combinatorial proof of the compactness theorem for singular from 1977. In fact it gives a somewhat stronger theorem.
§ 0. Introduction For a long time I have been interested in compactness in singular cardinals; i.e., whether if something occurs for "many" subsets of a singular λ of cardinality < λ, it occurs for λ. For the positive side in theseventies we have Theorem 0.1. Let λ be a singular cardinal, χ * < λ. Let U be a set, F a family of pairs (A, B) of subsets of U , instead of (A, B) ∈ F we may write A/B ∈ F (formal quotient) or A/B is F-free. Assume further that F is a nice freeness notion meaning it satisfies axioms II, III, IV,VI, VII from 0.2 below. Let A * , B * ⊆ U with |A * | = λ. Then B * /A * ∈ F is free in a weak sense, that is: there is an increasing continuous sequence A α : α < δ of subsets of A * of cardinality < λ such that A 0 = ∅, 
Where
Definition 0.2. For a set U and F ⊆ (A, B) : A, B ⊆ U } we say, F is a χ-nice freeness notion if F satisfies:
Definition 0.3. 1) Let D be a function giving for any set B * a filter D(B * ) on
be the family of Y ⊆ P(B * ) such that for some algebra M with universe B * and ≤ µ functions,
κ such that: for some χ, x such that {B * , x} ∈ H (χ), ifM = M i : i < µ is an increasing continuous sequence of elementary submodels of (H (χ), ∈) such that
On Continuing this Hodges do [Hod81] which contain a compactness result and new important applications. I have thought he just represent the theorem but looking at it lately it seems to me this is not exactly so; the main point in the proof appears but the frame is different so it is relative. This exemplifies the old maxim "if you want things done in the way you want it, you have to do them yourself".
Anyhow below in §1, §2 we repeat the mimeographed notes. Note that §2 repeats [Sh:52, 3.4] needed for deducing 0.1. Restricted to the needed case; note 2.6 give hypothesis I (the non E
-non freeness is ( * ) 2 of 0.1 where hypothesis II is a weak form of Ax VII.
We thank Wilfred Hodges for help with some corrections and encouragement and Paul Eklof for preserving and giving me a copy of the mimeographed notes after many years. § 1. A compactness theorem for singular
Here we somewhat improve and simplify the proof of [Sh:52] (and [BD78] ), It may be considered an answer to question B2 of Fleissner [Fle] . Theorem 1.1. Assume (a) λ is a singular cardinal, λ i (i < κ) an increasing and continuous sequence of cardinals (we let λ(i) = λ i ) and
, A ⊆ B and B/A ∈ F and B ∈ Rang(g i ), then player II has a winning strategy in the following game
. In the n-th move (n < ω) player I choose A n ∈ S i , such that B n−1 ⊆ A n , and then player II choose B n , such that A n ⊆ B n ∈ S 
Then we can find an increasing and continuous chain
Proof. Let in Hypothesis II the winning strategy of player II in the game Gm i be given by the functions h n i (A 0 , . . . , A n ; A, B). We define by induction on n < ω sets A For n + 1 assuming that for n we have defined.
Let
Now we can prove the conclusion of the theorem. We let
The sequence is increasing and continuous. [that is e.g., if
i+1 ∈ F by condition (3), and then use condition (4)) and the choice of the h 2) Usually the choice of the λ i 's is not important, and then Hypothesis I, Hypothesis II should speak on µ < λ, µ < µ ′ < λ. 3) In the construction proving the Theorem we can continue χ < λ 1 steps instead of ω steps. We succeed if: in Hypothesis II the game has length χ and we add to hypothesis II: if A i /A 0 ∈ F for i < χ, A i increasing continuous then
An example is: G is a group with universe λ and F = {(A, B) : Ext(A/B, C * ) = ∅} where A ⊆ B are subgroup of G, cf(λ) < χ < λ, χ measurable (C * a fixed group of cardinality < χ) and e.g. G.C.H. (see below). 4) We can improve a little Eklof's results on compactness [Ekl82] where "A free" is replace by "Ext(A, Z) = 0". Note that in his proofs ♦ S can be replaced by "S not small" e.g. (see [DvSh:65]), and instead "♦ S for stationary S" by the above "S not small for all stationary S such that (∀δ ∈ S)cf(δ) = ℵ 0 " suffice but if sup(S) = λ + , λ ℵ0 = λ, 2 λ = λ + , this holds. So we can get compactness for α+ω assuming G.C.H. 4A) Hypothesis I can be rephrased similary to Hypothesis II, as the existence of a winning strategy (to player II) in appropriate game. (5) For the Whithead problem we need only "any λ-free abelian group is λ + -free" for singular λ. So suppose G is a λ−free group with universe λ and F = {(A, B) : A/B is free}. There we do not need Hypothesis I, and can represent the proof somewhat differently.
In the construction we choose pure subgroups A (c) for each m < n and integer a,
is free thus finishing. A real detailed paper will follow. § 2. On the hypothesis Context 2.1. U , F is as in Definition 0.2.
where χ is large enough such that P(U ) ∈ H (χ) and < * χ a well ordering of M . We say M * is a κ-expansion of M if we expand M by ≤ κ additional relations and functions.
Definition 2.3. 1) The pair A/B is E free (E , or E (A), is a filter over a family of subsets of A) if {C : C ∈ ∪E , C/B is free} ∈ E. 2) We can replace "free" by any other property.
Remark 2.4. Obvious monotonicity results hold.
Definition 2.5. For every µ ≦ κ < λ, C ∈ S κ (A), A such that |A| = λ, and B, and filter E over S κ (A), we define the rank R(C, E ) as an ordinal or ∞, so that (a) R(C, E ) ≧ α + 1 iff C B is free and {D ∈ S κ (A) :
(more exactly, we should write R(C, E ; A/B)) (c) R(A/B, E ) = sup{R(C, E ) :
and having the relations P, P 2 where
As
and S 1 ∈ E κ + κ + (A) and (by 2.3 S κ + (A)); there are D,N such that:
Hence, for any limit ordinal δ, i < δ < κ + implies N δ ≺ M * C . Clearly N j : i < j < κ + , j limit is an M + -sequence, hence it is an M * C sequence, hence, is i < δ < κ + , δ is limit, κ 2 divides δ, cf(δ) = µ, then A * δ ∈ S(C). As S/B is free, by [Sh:52],1.2(7) there is a closed unbounded subset of κ + , W , such that for i, j ∈ W, i < j, A * j /A * i ∪ B is free and A * i /B is free. We can assume that such i ∈ W is divisible by κ 2 . Hence, if i, j ∈ W, i < j, cf(j) = µ, R 2) The same holds for any filter over S κ (A).
Proof. 1) As S κ (A) is a set, for some ordinal α 0 < |S κ (A)| + , for no C ∈ S κ (A) is R µ κ (C) = α 0 . We can easily prove that R µ κ (C) ≧ α 0 iff R µ κ (C) = ∞. Using the definition we get our assertion.
2) The same proof.
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