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A redução no número de medições de alturas em parcelas de inventário 
florestal tem sido tema de interesse prático nas empresas florestais, uma vez que está 
relacionado à redução de custos. O desafio consiste na diminuição do trabalho em 
campo, sem que isso comprometa a acuracidade dos modelos hipsométricos que 
representarão a altura das árvores não mensuradas. A partir disso, o objetivo do 
trabalho foi modelar a relação hipsométrica de povoamentos de Pinus taeda L. por 
meio da aplicação de algoritmos de aprendizado de máquina e modelos não lineares 
com inclusão de covariantes, visando reduzir o número de medições de altura em 
campo. A apresentação dos resultados foi realizada em dois capítulos. O primeiro teve 
como objetivo geral a otimização de hiperparâmetros de algoritmos de aprendizado 
de máquina aplicados à modelagem da relação hipsométrica. Para maximização do 
desempenho preditivo dos algoritmos k-Vizinhos Mais Próximos (k-VMP), Floresta 
Aleatória (FA), Máquinas de Vetores de Suporte (MVS) e Redes Neurais Artificiais 
(RNA) foi empregado o método de busca em grade com validação cruzada k-fold. O 
melhor modelo gerado para cada técnica teve o desempenho comparado com 
modelos não lineares modificados pela inserção de covariantes e modelos lineares 
genéricos. As técnicas de melhor desempenho preditivo foram RNA e MVS. Os 
modelos não lineares modificados também resultaram em indicadores favoráveis ao 
seu uso. No segundo capítulo, o objetivo foi testar a redução do número de medições 
de altura em inventários de Pinus taeda por meio de técnicas de aprendizado de 
máquina e modelos não lineares modificados, de modo que o uso desses não 
reduzisse a acuracidade obtida pelo emprego do método tradicional de modelagem 
da relação hipsométrica. O método tradicional (considerado testemunha) refere-se ao 
utilizado pela empresa que disponibilizou a base de dados e consiste na mensuração 
de 20 árvores por parcela em média, e no ajuste de modelos por estrato (idade, fase 
de manejo, sítio e região, totalizando 146 estratos). Dois subconjuntos da base de 
dados original foram gerados para simular a medição de alturas de três e de cinco 
árvores por parcela. Essas foram utilizadas para aplicação das técnicas RNA, MVS e 
modelo não linear com inclusão de covariantes. Para avaliação do desempenho dos 
métodos propostos, foram utilizados os indicadores estatísticos: erro absoluto médio, 
erro quadrático médio e análise gráfica de resíduos. Adicionalmente, foi realizada a 
análise de variância e o erro médio absoluto resultante da aplicação das técnicas 
(tratamentos) foram comparadas com o método tradicional (controle) pelo teste de 
Dunnett a 5% de probabilidade. A mensuração de 5 árvores por parcela foi suficiente 
para obter estimativas de altura estatisticamente equivalentes ao método tradicional, 
independente da técnica de ajuste dos modelos, o que não foi constatado para os 
tratamentos que consideraram a mensuração da altura de 3 árvores. Os estudos 
demonstraram que o procedimento de otimização de hiperparâmetros confere 
melhorias ao desempenho preditivo de técnicas de aprendizado de máquina, e que a 
medição da altura de 5 árvores por parcela é suficiente para modelar a relação 
hipsométrica de povoamentos de Pinus taeda por meio de MVS, RNA e modelos não 
lineares modificados pela inclusão de covariantes. 
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The reduction in the number of height measurements in forest inventory plots 
has been a matter of pratical interest in forestry companies since it contributes to 
reduce costs. The challenge is to reduce the need for field operational work without 
compromising the accuracy of height-diameter models that will represent the height of 
unmeasured trees. The objective of this research was to model the height-diameter 
relationship in Pinus taeda L. stands through the application of machine learning 
algorithms and nonlinear models with inclusion of covariates, aiming to the reduction 
of the number of height measurements in forest inventories in P. taeda stands. The 
main objective of the first chapter was to optimize the hyperparameters of machine 
learning algorithms applied to modeling the height-diameter relationship. To maximize 
the predictive performance of the k-Nearest Neighbors (k-VMP), Random Forest (FA), 
Support Vector Machines (MVS) and Artificial Neural Networks (RNA) algorithms, the 
grid search method with k-fold cross validation was used. The best model generated 
for each technique had the prediction performance compared to linear and nonlinear 
models with covariate inclusion. The best results were obtained by the RNA and MVS 
models. The modified nonlinear models also presented favorable indicators to their 
use. In the second chapter, the objective was to reduce the number of height 
measurements in forest inventories using machine learning and nonlinear models, in 
order to maintain the accuracy obtained by the use of the traditional method. The 
traditional method (adopted as the control) refers to what is used by the company that 
provides the data set and consists of the fit of models by stratum (age, management 
phase, site and region). Two subsets of the original database were generated to 
simulate the measurement of the heights of three and five trees per plot, respectively. 
These were used to apply the RNA, MVS and non-linear model with inclusion of 
covariates. To evaluate the performance of the proposed methods, statistical indicators 
were used (mean absolute error and mean squared error) and scatter plots of residues. 
In addition, the analysis of variance and the techniques (treatments) mean absolute 
errors were compared with the traditional method (control) by the traditional method, 
by the Dunnett test at 5% probability. The measurement of five trees per plot was 
sufficient to obtain height estimates statistically equivalent to the traditional method, 
independent of the regression technique used, what was not verified for the treatments 
that considered the height measurement of three trees per plot. The studies showed 
that optimization procedures of hyperparameters improve the predictive performance 
of machine learning techniques, and that the height measurement of five trees per plot 
is sufficient to model the height-diameter relationship in Pinus taeda stands by MVS, 
RNA and nonlinear models modified by the inclusion of covariates. 
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1 INTRODUÇÃO GERAL 
 
A utilização da relação hipsométrica em povoamentos florestais surgiu a partir 
da necessidade de se reduzir os custos expressivos com a mensuração da altura de 
todas as árvores da unidade amostral. A altura é medida indiretamente por meio de 
instrumentos como o hipsômetro, sendo sujeita a erros especialmente na presença de 
fatores climáticos desfavoráveis como o vento, o que a torna mais onerosa. 
Em inventários florestais, especialmente em florestas plantadas, são medidos 
todos os diâmetros e parte das alturas. Esses dados são utilizados para ajustar 
equações hipsométricas por meio de análise de regressão, consequentemente, obter 
as alturas das demais árvores nas parcelas.  
Schneider (1986) afirma que para o ajuste da relação hipsométrica são 
necessárias entre 30 e 40 alturas distribuídas em toda a amplitude diamétrica, no 
entanto, segundo SILVA et al. (2007) é usual nas empresas florestais a medição de 
15 ou 20 árvores por unidade amostral. 
Barros et al. (2002) e Bartoszeck et al. (2004) recomendam o ajuste de uma 
equação hipsométrica para cada parcela, ou para um grupo homogêneo de parcelas 
de mesma idade, sítio e densidade, de modo reduzir a alta variabilidade de dados 
advindos de povoamentos com diferentes características. 
Diversos fatores afetam a relação hipsométrica, tais como: idade do 
povoamento, sítio, densidade, posição sociológica e práticas silviculturais, o que 
direcionou o desenvolvimento de modelos lineares genéricos, que incluem uma ou 
mais das variáveis que afetam a relação hipsométrica, visando aumentar a 
capacidade de generalização das equações (BARROS et al., 2002; SCOLFORO, 
2005; CAMPOS e LEITE, 2006).  
A utilização de modelos lineares genéricos em substituição aos modelos 
lineares tradicionais (equações por parcela) permitiu a redução do trabalho de ajuste 
e seleção de equações por parcela ou povoamento e consequentemente dos custos 
com processamento de dados (BARROS et al. 2002). No entanto, é escassa a 
abordagem referente à redução do trabalho de medição das alturas em campo. 
O que foi exposto até aqui serviu de base para a formulação de duas 
perguntas: O número de árvores mensuradas em cada parcela pode ser reduzido sem 




sofisticadas, podem contribuir para essa redução? Essas são as duas questões 
principais abordadas nesta pesquisa. 
O avanço da ciência computacional permitiu o desenvolvimento e a 
popularização de técnicas mais elaboradas de modelagem, como os modelos não 
lineares. Devido à sua maior flexibilidade e fundamentação biológica, esses permitem 
a geração de predições mais realistas, uma vez que a relação entre o DAP e a altura 
das árvores muitas vezes não é linear (CALEGARIO et al., 2005). Ainda, modelos não 
lineares podem ter caráter genérico por meio da decomposição de seus parâmetros e 
inserção de variáveis como altura dominante e idade como covariantes (ALVES et al., 
2015; SENA et al., 2015). 
Recentemente, pesquisas com algoritmos de aprendizado de máquina 
trouxeram novas discussões para o campo mensuração florestal. Devido à sua 
elevada capacidade de generalização, também de permitir a inclusão de variáveis 
contínuas e categóricas de maneira facilitada, algoritmos como Redes Neurais 
Artificiais (RNA) e Máquinas de Vetores de Suporte (MVS) vêm ganhando destaque e 
têm sido objeto de análise em estudos de modelagem da relação hipsométrica 
(BINOTI, 2012; BINOTI et al., 2013a; BINOTI et al., 2013b; CAMPOS et al., 2016; 
MONTAÑO, 2016; VENDRUSCOLO et al., 2017; MENDONÇA et al., 2018). 
Houve um crescimento na quantidade de pesquisas envolvendo a modelagem 
da relação hipsométrica nos últimos anos (Figura 1). A maioria dos trabalhos envolve 
comparações entre os métodos tradicionais (normalmente caracterizados por análises 
de regressão) e algoritmos de aprendizado de máquina. Pode-se considerar que há 
uma popularização da utilização de algoritmos de aprendizado de máquina em 
pesquisas voltadas à mensuração florestal, mas a utilização de modelos lineares 





FIGURA 1 - QUANTIDADE DE PESQUISAS QUE ENVOLVEM A TEMÁTICA RELAÇÃO 
HIPSOMÉTRICA PUBLICADAS EM REVISTAS CIENTÍFICAS DE 2010 A 2017, CLASSIFICADAS 
POR TÉCNICA DE MODELAGEM.  
 
FONTE: O autor (2019). 
NOTA: Consulta realizada nos bancos de dados: ResearchGate, SciELO e RedALyC, utilizando a 
palavra-chave:  
 
Para que os benefícios da utilização de técnicas de aprendizado de máquina 
e modelos estatísticos mais sofisticados, como os não lineares com inserção de 
covariantes, possam ser maximizados, é fundamental a busca pela otimalidade na 
geração de modelos de regressão. Para o primeiro método envolve a otimização de 
hiperparâmetros e para o segundo a decomposição de parâmetros e apropriada 
seleção de covariantes. 
Para responder as questões produzidas nesta pesquisa, optou-se por 
apresentar 2 capítulos. O primeiro foi direcionado à melhoria da performance preditiva 
de algoritmos de aprendizado de máquina por meio da otimização de seus 
hiperparâmetros e avaliação do desempenho dessas técnicas em comparação a 
modelos de regressão não lineares modificados pela adição de covariantes, e 
lineares. No segundo, buscou-se desenvolver um método para redução do número de 
medições de altura em inventários florestais, por meio do uso de técnicas de 
aprendizado de máquina e modelos não lineares. 
 
  
















Modelagem linear x não linear x aprendizado de máquina









2.1 OBJETIVO GERAL 
 
O objetivo geral desta pesquisa foi testar se técnicas de aprendizado de 
máquina e modelos não lineares aplicados à modelagem da relação hipsométrica de 
Pinus taeda permite a redução do número de árvores a serem mensuradas em 
inventários florestais. 
 
2.2 OBJETIVOS ESPECÍFICOS 
 
Os objetivos específicos do estudo foram: 
 Gerar diretrizes para configuração e otimização de parâmetros de 
algoritmos de aprendizado de máquina aplicados à mensuração florestal; 
 Comparar as técnicas de aprendizado de máquina, regressão linear e 
regressão não linear com inclusão de covariantes na modelagem da 
relação hipsométrica; 
 Definir um número mínimo de medições de alturas em inventários 
florestais sem perda de confiabilidade nas predições. 
 
3 REFERENCIAL TEÓRICO 
 
3.1 APRENDIZADO DE MÁQUINA 
 
O aprendizado de máquina é uma área da inteligência artificial voltada à 
construção de sistemas capazes de adquirir conhecimento de forma automática. Um 
sistema de aprendizado é um programa de computador capaz de tomar decisões 
baseado em experiências acumuladas por meio da solução bem-sucedida de 
problemas anteriores (MONARD e BARANAUSKAS, 2003). 
O aprendizado de máquina baseia-se no conceito de aprendizado indutivo, 
que é caracterizado como o raciocínio que se origina em um conceito específico e o 
generaliza, ou seja, da parte para o todo, do específico ao geral. Na indução, um 
conceito é aprendido por meio de uma inferência indutiva sobre exemplos 




para derivar novos conhecimentos, no entanto deve ser utilizada com cautela pois se 
os exemplos forem insuficientes em quantidade ou qualidade, as hipóteses obtidas 
podem ser de pouco valor (REZENDE, 2003). 
O aprendizado indutivo pode ser dividido em supervisionado e não-
supervisionado, conforme ilustrado na Figura 2. 
 
FIGURA 2 - HIERARQUIA DO APRENDIZADO. 
 
FONTE: O autor (2019). 
 
No aprendizado supervisionado cada exemplo é apresentado ao algoritmo de 
aprendizado, ou indutor, com seu respectivo atributo de saída, ou variável 
dependente. Quando a variável dependente é discreta, o problema de aprendizado é 
caracterizado como de classificação, e quando a variável dependente é contínua, 
como de regressão. O objetivo dos sistemas de aprendizado supervisionado é 
construir um sistema capaz de determinar corretamente classes ou valores de novos 
exemplos cujas classes ou valores são desconhecidos (LARRANAGA et al., 2006; 
MONTAÑO, 2016). 
No aprendizado não-supervisionado os atributos de saída não são conhecidos 
e o objetivo do algoritmo de aprendizado é analisar os exemplos fornecidos e agrupá-
los de alguma maneira formando agrupamentos ou clusters, ou associá-los a partir de 
regras de associação identificadas durante o treinamento (MONARD e 
BARANAUSKAS, 2003; MONTAÑO, 2016). 
Segundo Rezende (2003), os algoritmos de aprendizado podem ser 





QUADRO 1 - PARADIGMAS DO APRENDIZADO 
Paradigma Descrição 
Simbólico 
Os sistemas de aprendizado simbólico utilizam representações simbólicas por 
meio da análise de exemplos e contra-exemplos. Estas representações 
geralmente estão na forma de alguma expressão lógica, árvore de decisão, 
regras ou rede semântica. 
Baseado em 
exemplos 
Os sistemas baseados em exemplos armazenam o conjunto de dados de 
treinamento e utilizam medidas de similaridade para identificar os casos mais 
similares ao exemplo a ser analisado. Este tipo de sistema de aprendizado, 
denominado lazy, necessita manter os exemplos na memória para predizer novos 
casos (exemplos). O algoritmo k-vizinho mais próximo (k-VMP) é um exemplo 
deste paradigma. 
Estatístico 
Os sistemas de aprendizado estatísticos utilizam modelos estatísticos para 
aproximação do conceito induzido. Dentre os métodos estatísticos destacam-se 
os de aprendizado probabilístico Bayesiano e as Máquinas de Vetores de 
Suporte (MVS). 
Conexionista 
Os sistemas conexionistas envolvem unidades de processamento altamente 
interconectadas. São exemplos as Redes Neurais Artificiais (RNA), construções 
matemáticas simplificadas inspiradas no modelo biológico do sistema nervoso. 
Evolutivo 
Os algoritmos de aprendizado evolutivo consistem na competição de elementos 
de classificação que competem para realizar a predição. Nestes sistemas os 
elementos que possuem baixa performance são descartados, enquanto os de 
alta performance se perpetuam. Este paradigma possui uma analogia direta com 
a teoria de Darwin, na qual os indivíduos mais adaptados sobrevivem. São 
exemplos os algoritmos genéticos. 
FONTE: O autor (2019). 
 
3.2 MÉTODOS DE APRENDIZAGEM SUPERVISIONADA 
 
Nesta seção serão apresentadas as características dos algoritmos de 
aprendizado que serão estudados nesta dissertação. 
 
3.2.1 K-VIZINHOS MAIS PRÓXIMOS 
 
O método do Vizinho mais próximo (Nearest neighbor) (FIX e HODGES, 1951) 
é uma das mais simples e intuitivas técnicas da área de aprendizado de máquina. 
Trata-se de um método não paramétrico onde uma nova observação recebe o valor 
ou a classe do caso mais próximo contido no conjunto de exemplos de treinamento. 
Formalmente, o método pode ser descrito como  sendo o 
conjunto de dados de treinamento, onde  denota a variável dependente, e  as 
variáveis preditoras. A determinação dos vizinhos mais próximos é baseada em uma 




de seu vizinho mais próximo , em que a proximidade é medida pela função 
, ou seja, o vizinho mais próximo é aquele que possui a menor 
distância calculada da observação, dentre todas as observações empregadas no 
treinamento do algoritmo (HECHENBICHLER e SCHLIEP, 2004). 
A distância é calculada a partir de métricas definidas, como a distância 
euclidiana ou a distância de Manhattan (BHATIA, 2010). A métrica de distância é um 
hiperparâmetro do algoritmo e deve ser definido para realização do treinamento. A 
título de exemplo, a distância euclidiana entre duas observações pode ser calculada 
por meio da seguinte expressão: 
 
  
Uma extensão difundida deste método é conhecida como k-Vizinho mais 
próximo (k-Nearest neighbor ou kNN). Nesse algoritmo não somente o exemplo mais 
similar é utilizado para determinação do rótulo de um novo caso, mas sim os k 
exemplos mais similares (HECHENBICHLER e SCHLIEP, 2004). No kNN o parâmetro 
k é um hiperparâmetro e deve ser determinado pelo próprio usuário. 
Quando o hiperparâmetro k = 1, o algoritmo corresponde ao método do vizinho 
mais próximo, e quando k > 1, o rótulo do novo exemplo é determinado a partir da 
média entre os k vizinhos mais próximos para os problemas de regressão. Quando o 
problema é de classificação, a classe de maior frequência dentre os k vizinhos mais 
próximos é atribuída ao novo caso (HECHENBICHLER e SCHLIEP, 2004). 
Um refinamento do método do k-Vizinhos mais próximos, conhecido como k-
Vizinhos mais próximos ponderado (Weighted k-Nearest Neighbors ou wkNN), 
descrito por Hechenbichler e Schliep (2004). Em wkNN parte-se do pressuposto de 
que os casos mais próximos possuem maior peso na determinação do rótulo de um 
novo caso, em comparação aos vizinhos que se encontram mais distantes. Desse 
modo, o rótulo de um novo caso é obtido pelo cálculo da média ponderada pela 
distância do caso até os vizinhos mais próximos. 
A ponderação dos k-vizinhos mais próximos é realizada por meio de uma 




decrescentes a medida em que a distância se torna maior. Existem diversas funções 
kernel que podem ser aplicadas ao kNN ponderado. Algumas comumente utilizadas 
são apresentadas no Quadro 2.  
 
QUADRO 2 - FUNÇÕES KERNEL COMUMENTE APLICADAS EM K-VIZINHOS MAIS PRÓXIMOS. 






FONTE: O autor (2019). 
 
No wkNN,  é a distância  padronizada em função da distância 
, conforme a expressão a seguir: 
 
   
 
a qual garante que as funções kernel resultem em zero quando . Ainda, para 
que todo  seja descartado do cálculo, garantindo que somente os k vizinhos 
componham a média, define-se o limite da janela da função kernel como . Desse 
modo, a predição  de uma nova observação é a média ponderada das observações 
que se encontram dentro da janela local definida. A função de predição da nova 






Particularmente, no que concerne às aplicações na área de manejo de 
recursos florestais, nota-se a popularização do método dos K-Vizinhos mais próximos 
para a produção de estimativas espacialmente contíguas de atributos de um 
ecossistema florestal (CHIRICI et al., 2016). A título de exemplo, por meio da 




inventário florestal, podem-se mapear atributos florestais, tais como estoques 
volumétricos, idade, altura e densidade de populações, gerando mapas contínuos que 
fornecem suporte a políticas públicas e planos de manejo (REESE et al., 2005; 
BEAUDOIN et al., 2014; WOJCIECHOWSKI, 2015; SILVA et al., 2018). 
 
3.2.2 MÁQUINAS DE VETORES DE SUPORTE 
 
As Máquinas de Vetores de Suporte (MVS ou do inglês support vector 
machines - SVM) são algoritmos de aprendizado de máquina baseados na teoria de 
aprendizado estatístico, desenvolvida por Vapnik (1995). As MVS foram originalmente 
desenvolvidas como algoritmos de classificação binária. No entanto, posteriormente 
foram estendidas para as tarefas de regressão por meio de duas abordagens: 
Regressão de Vetores de Suporte (RVS) ou support vector regression (SVR) e 
Máquinas de Vetores de Suporte de mínimos quadrados (MVS-MQ) ou least-squares 
support vector machines (LS-SVM) (ÁLVAREZ MEZA, 2012). 
Para compreensão dos princípios fundamentais das MVS, podemos assumir 
um conjunto de dados de entrada , em que  é um vetor que pertence a 
uma de duas classes  (Figura 3A). O objetivo da MVS é separar as 
classes por meio de um hiperplano, expresso por , em que  é o 
conjunto de parâmetros e  o desvio aleatório. 
Considerando que existem inúmeras soluções possíveis (mínimos locais) que 
separem o conjunto de dados em dois (Figura 3B), o algoritmo MVS emprega o 
princípio da minimização do risco estrutural, que visa a obtenção do hiperplano de 
máxima distância das amostras de classificação, denominado hiperplano de 
separação ótima. 
Para a busca da solução ótima, a função  é descrita pelo 
seguinte problema de otimização: 
 
   
   
 
em que  é o produto escalar do vetor  com ele mesmo, ou seja ( ). As 




conjunto de treinamento não apareçam entre as margens de separação, o que lhes 
confere o nome de Margens Rígidas. 
São denominados vetores de suporte as amostras que delimitam as margens 
de separação entre as classes, as quais assumem valor  quando 
pertencentes à classe +1, e  quando pertencentes à classe -1 (Figura 
3C). 
 
FIGURA 3 - ILUSTRAÇÃO DE UM PROBLEMA DE CLASSIFICAÇÃO BINÁRIA LINEARMENTE 
SEPARÁVEL (A); SOLUÇÕES POSSÍVEIS PARA O PROBLEMA DA SEPARAÇÃO DOS 
CONJUNTOS ATRAVÉS DE UM HIPERPLANO (B); SEPARAÇÃO DOS DADOS PELO 
HIPERPLANO DE SEPARAÇÃO ÓTIMA (C). 
 
 
FONTE: O autor (2019). 
 
O exemplo dado consiste em um problema de classificação de amostras 
linearmente separáveis, porém na maioria das vezes duas classes não são separáveis 
por um hiperplano, o que levou Cortes e Vapnik (1995) a desenvolverem o conceito 




O erro é proporcional à distância da amostra à margem definida pelos vetores 
de suporte da classe à qual pertencem. Com a flexibilização da largura entre margens, 
os erros de classificação são controlados por uma constante C, que quando possui 
um valor baixo, admite que mais amostras possam ser classificadas erroneamente, 
enquanto um valor alto torna o problema menos tolerante a erros (Figura 4). O valor 
do parâmetro C está ligado à complexidade de um modelo de MVS, agindo na 
regulação de subajuste e sobreajuste (HUANG e WANG, 2006). 
A constante C é adicionada ao problema de otimização juntamente à variável 
, de modo a controlar a tolerância à erros, modificando a função objetivo que toma 
as seguintes expressões: 
 
   
   
 
 
FIGURA 4 - ERROS DE CLASSIFICAÇÃO EM UM CONJUNTO DE OBSERVAÇÕES 
PERTENCENTES A DUAS CLASSES. 
 





Em diversos casos a classificação de dados linearmente inseparáveis não 
pode ser realizada mesmo utilizando variáveis de folga. Nesses casos utiliza-se um 
artifício de transformação dimensional ao conjunto de entrada, o qual é mapeado para 
um espaço de maior dimensão, chamado de espaço de características, por meio de 
uma função kernel não linear . (HEARST et al., 1998). 
A título de exemplo, as amostras ilustradas na Figura 5A pertencem a duas 
classes que não podem ser separadas linearmente em seu espaço original. Cada 
amostra possui valores para um par de variáveis , o que faz deste um problema 
bidimensional. Uma função kernel pode ser aplicada de modo a aumentar a dimensão 
original do problema, como exemplifica a expressão a seguir: 
 
   
  
A função kernel recebe o par de variáveis no espaço original e calcula o 
produto escalar destes no espaço de características. O aumento da dimensão dos 
dados permite que estes sejam separáveis por um hiperplano em um espaço de 
características de alta dimensão (Figura 5B). 
 
FIGURA 5 - EXEMPLO DE UM PROBLEMA DE CLASSIFICAÇÃO BINÁRIA NÃO SEPARÁVEL 
LINEARMENTE NO ESPAÇO ORIGINAL (A). MAPEAMENTO DAS VARIÁVEIS ORIGINAIS NO 
ESPAÇO DE CARACTERÍSTICAS DE ALTA DIMENSÃO POR MEIO DE UMA FUNÇÃO KERNEL 
(B). 
 
FONTE: O autor (2019). 
 
Existem diversas funções kernel, como a linear, a sigmoidal, a polinomial e a 
função de base radial (FBR), sendo esta última a mais popular. As funções kernel mais 





QUADRO 3 - FUNÇÕES KERNEL MAIS UTILIZADAS EM MÁQUINAS DE VETORES DE SUPORTE.  




Função de base radial  
FONTE: O autor (2019). 
 
Ao selecionar a FBR, é necessário otimizar o hiperparâmetro  (gamma), uma 
vez que este, quando subestimado, reduz a capacidade de não linearidade do 
mapeamento das variáveis no espaço de características, e quando superestimado, 
torna o modelo hipersensível a ruídos e pode ocasionar um sobreajuste aos dados de 
treinamento. São otimizáveis também os parâmetros  e  na função sigmoide, e, 
ainda, o parâmetro  na polinomial (SOUZA, 2010). 
Para a resolução de problemas de regressão, algumas alterações são 
realizadas no método original. Considerando o conjunto de dados ilustrado na Figura 
6A, em que  é uma variável contínua, uma constante d deve ser somada e subtraída 
de , de modo a formar uma classe positiva e outra negativa (Figura 6B). Deste modo, 
o conjunto formado pelos valores  é o positivo e  é o negativo, permitindo 
que o problema possa ser tratado como uma classificação binária em que o hiperplano 
de máxima separação passe por , ou seja, pelos dados originais (Figura 6C).  
Esta abordagem requer alterações na função objetivo, a qual recebe duas 
variáveis de folga:  e , que representam os erros positivos e negativos 
respectivamente, e que são delimitados por uma tolerância , a qual forma margens 
no entorno do hiperplano de separação (linha de regressão) que delimitam a área 
onde os erros de predição são tolerados (Figura 7). Nesse caso, para resolução do 
problema podem ser utilizadas as seguintes expressões: 
 
   





FIGURA 6 - CONJUNTO DE DADOS PARA REGRESSÃO (A); CRIAÇÃO DOS CONJUNTOS 
NEGATIVO E POSITIVO A PARTIR DA SUBTRAÇÃO E DA ADIÇÃO DA CONSTANTE D (B); 
HIPERPLANO DE MÁXIMA SEPARAÇÃO (C). 
 
 
FONTE: O autor (2019). 
 
A função objetivo apresentada anteriormente, refere-se ao algoritmo 
conhecido como -regression (epsilon-regression), o qual permite, também, a 
otimização do das margens , que influenciam diretamente no número de vetores de 
suporte. Há ainda uma reformulação do método conhecida como -regression (nu-
regression), que foi desenvolvida com o objetivo de controlar o número de vetores de 
suporte por meio do parâmetro , que representa o limite inferior de proporção entre 
a quantidade de vetores de suporte e número total de amostras. Ao ser acrescentado 
à função objetivo, esta toma a seguinte expressão: 
 





FIGURA 7 - LIMITE DE TOLERÂNCIA DETERMINADO POR   EM MÁQUINAS DE VETORES DE 
SUPORTE. 
 
FONTE: O autor (2019). 
 
Montaño (2016), analisando o desempenho de algoritmos de aprendizagem 
de máquina e comparando-os aos modelos alométricos tradicionais para estimativas 
de atributos florestais, observou que as máquinas de vetores de suporte resultaram 
em desempenho superior para estimativas volumétricas de plantios de Pinus taeda e 
avaliação de biomassa em plantios de Acácia-negra, assim como para relações 
hipsométricas em ambas as espécies. Entretanto, a utilização dessa tecnologia para 
estimativas de biomassa florestal é incipiente e não existem muitos trabalhos em torno 
dessa matéria, embora os trabalhos existentes apresentem resultados encorajadores 
(GLEASON e IM, 2012). 
 
3.2.3 FLORESTA ALEATÓRIA 
 
O algoritmo Floresta Aleatória (FA), criado por Breiman (2001), é um método 
não paramétrico para regressão ou classificação, onde um conjunto de árvores de 
regressão ou decisão é construído a partir de dados de treinamento. 
As árvores de regressão são modelos hierárquicos de aprendizado 
supervisionado compostos internamente por nós de decisão e folhas terminais (Figura 




um dos ramos que levará a um novo nó de decisão ou à uma folha terminal, a qual 
determina o valor da variável de interesse (ALPAYDIN, 2010). 
O algoritmo de construção de árvores de regressão funciona de modo a dividir 
recursivamente o conjunto de treinamento, selecionando a cada nó de divisão uma ou 
mais variáveis preditoras para particionamento, de modo a minimizar o erro de 
predição. O algoritmo é executado até que atinja um critério de parada, como o 
número máximo de nós de divisão (CHEN e ISHWARAN, 2012). 
 
FIGURA 8 - EXEMPLO DE ÁRVORE DE REGRESSÃO PARA PREDIÇÃO DE ALTURA TOTAL, EM 
QUE AS SETAS REPRESENTAM OS RAMOS, OS RETÂNGULOS BRANCOS REPRESENTAM OS 
NÓS DE DECISÃO E OS CINZAS AS FOLHAS TERMINAIS. 
 
FONTE: O autor (2019). 
 
O algoritmo Floresta Aleatória consiste na geração de N árvores de regressão 
ou decisão, de modo que cada árvore é treinada a partir de um subconjunto de dados 
amostrados aleatoriamente e com reposição a partir do conjunto de treinamento 
(Figura 9). A predição da variável dependente para novos dados é realizada por meio 
da inserção dos dados de entrada em todas as árvores criadas e consolidação dos 
resultados a partir da média, para os casos de regressão, e a partir de votação, para 
os casos de classificação. Ao método de construção de vários regressores ou 
classificadores por meio do particionamento da base de dados, e consolidação dos 
resultados pela média ou por votação, dá-se o nome de bagging. 
Na Floresta Aleatória, dois hiperparâmetros devem ser ajustados a priori. 
Primeiramente, deve-se decidir quantas árvores construir (n) e quantas variáveis 
preditivas utilizar em cada nó (m). Um terceiro hiperparâmetro pode ainda ser 
otimizado: o número máximo de nós (ms), o qual determinará o crescimento máximo 





FIGURA 9 - ILUSTRAÇÃO DO MÉTODO DE CRIAÇÃO DE ÁRVORES DE REGRESSÃO OU 
DECISÃO NO ALGORITMO FLORESTA ALEATÓRIA. 
 
FONTE: O autor (2019). 
 
Devido à eficiência computacional e potenciais aplicações para regressão, 
análise de sobrevivência, agrupamentos e classificação, o algoritmo Floresta Aleatória 
tem sido estudado para modelagem de distribuição de espécies (CLUTER et al., 
2007), detecção e mapeamento de plantas invasoras em plantios comerciais 
(PEERBHAY et al., 2015) e atributos de árvores indivíduas como DAP, altura e volume 
em ecossistemas florestais, associados a dados obtidos por sensoriamento remoto 
(LAFITI et al., 2010; YU et al., 2011).  
 
3.2.4 REDES NEURAIS ARTIFICIAIS 
 
A partir de estudos sobre neurofisiologia, McCulloch e Pitts (1943) 
introduziram um algoritmo de aproximação universal de funções. Esse algoritmo, 
conhecido como Redes Neurais Artificiais (RNA), consiste de diversos processadores 
conectados, ou neurônios, que produzem uma sequência de ativações de valores 
reais sobre uma rede. Neurônios de entrada são ativados através de sensores que 
percebem o ambiente e outros neurônios da rede são ativados através de conexões, 
com pesos diferentes, provenientes de neurônios anteriores da sequência 
(SCHMIDHUBER, 2015). Desde suas aplicações em finanças na década de 1990, as 
RNA têm se tornado bastante populares, pois são consideradas modelos não 
paramétricos de um ponto de vista estatístico, o que as torna bastante flexíveis na 
modelagem de fenômenos do mundo real, onde as observações geralmente estão 
disponíveis (RAMOS e MARTÍNEZ, 2013). 
Nas Redes Neurais Artificiais, cada neurônio é uma unidade de 




em que  é um vetor sinalizador com  canais de entrada, então a soma 
ponderada das entradas  é calculada pela multiplicação de cada elemento  por um 
peso , tal que a contribuição do canal de entrada  seja adequadamente expressa.  
A ativação do neurônio  na rede, é dada por: 
 
   
 
onde  é o bias, uma constante corretiva que impede  de assumir um valor negativo 
quando todos os elementos de  são iguais a zero. O valor da saída  é calculado 
através de uma função de ativação . 
No Quadro 3 estão apresentadas funções de ativação comumente utilizadas 
em Redes Neurais Artificiais. 
 
QUADRO 4 - FUNÇÕES DE ATIVAÇÃO COMUMENTE UTILIZADAS NO TREINAMENTO DE 
REDES NEURAIS ARTIFICIAIS. 
Função de ativação Expressão 
Sigmóide  
Tangente hiperbólica  
Unidade linear retificada (ReLu)  
Unidade linear retificada com vazamento (Leaky ReLu)  
Maxout  
FONTE: O autor (2019). 
NOTA:  = entrada da função de ativação;  = inclinação da porção negativa da função ReLu. 
 
Uma variação bastante utilizada do algoritmo de RNA é o Perceptron de 
Múltiplas Camadas, o qual consiste em uma camada de entrada, uma camada de 
saída e uma ou mais camadas de neurônios entre a entrada e a saída. O número de 
camadas e a quantidade de neurônios na arquitetura da rede depende de vários 
fatores, e não existem regras gerais que determinam sua morfologia, sendo esse 
processo muitas vezes executado por tentativa e erro (CHOJACZYK, 2015). Na Figura 
10 está representada uma arquitetura hipotética de uma Rede Neural Artificial de 




FIGURA 10 - ARQUITETURA HIPOTÉTICA DE UMA REDE NEURAL ARTIFICIAL DE MÚLTIPLAS 
CAMADAS. 
 
FONTE: O autor (2019). 
 
O método mais utilizado na construção de RNA de múltiplas camadas consiste 
na utilização de um algoritmo introduzido por Rumelhart et al. (1986). Esse algoritmo, 
conhecido como algoritmo de retropropagação dos erros, utiliza o procedimento de 
gradiente descendente para atualização dos pesos sinápticos. 
Dado um conjunto de dados, onde atributos e rótulos são conhecidos para 
treinamento da rede, pode-se variar os valores dos pesos ao longo dos números reais 
e computar o erro correspondente, expressado como a distância entre o rótulo e o 
valor estimado pela rede. Nesse caso, uma superfície tridimensional é construída, 
onde os pesos compõem os eixos da abscissa e da ordenada, e o erro compõe a cota. 
O gradiente descendente é a aplicação de derivadas parciais que buscam encontrar 
o mínimo global dessa superfície de maneira a obter pesos que produzam os menores 
erros possíveis (GARDNER e DORLING, 1998). 
Diamantopoulou e Milios (2010), estudando o desenvolvimento de modelos 
para volume total de árvores dominantes de Pinus em um plantio na Grécia, 
Particularmente, nesse estudo, tecnologias de análise multivariada foram utilizadas 
para apreender as variáveis que melhor explicavam o comportamento do volume e, a 
partir dessas variáveis, foram gerados modelos de Redes Neurais Artificiais. A 




modelos de RNA com as variáveis resgatadas das análises multivariadas não foi 
significativa, entretanto, a redução do número de variáveis por efeito do 
processamento multivariado foi da ordem de 60%, o que implica em uma redução 
ainda tenham uma amplitude modesta nas ciências florestais, têm sido empregadas 
em diferentes estudos de modelagem florestal e apresentado resultados que 
encorajam a pavimentação de investigações científicas sobre suas potenciais 
aplicações nas diferentes faces do setor florestal (SILVA et al., 2009; MIGUEL et al., 
2015; CAMPOS et al., 2016; REIS et al., 2018). 
 
3.3 MODELOS NÃO LINEARES 
 
Os sistemas de origem biológica exibem comportamentos que são descritos 
frequentemente por modelos de regressão não-lineares (SOUZA, 1998). Por 
definição, esses modelos são aqueles que apresentam não linearidade em seus 
parâmetros, por exemplo: 
 
   
 
Em que: 
 = variável dependente; 
 = base do logaritmo natural; 
 = variável independente; 
 = erro associado; 
 = parâmetros do modelo. 
 
A tarefa de estimação dos parâmetros de um modelo não-linear é mais difícil 
e intensiva do ponto de vista computacional que os modelos lineares e, assim, 
usualmente opta-se por linearizar os modelos não-lineares usando transformações 
logarítmicas ou outras (PAYANDEH, 1983). Entretanto, muitos inconvenientes 
emergem da linearização desses modelos; dificuldades nas estimativas do coeficiente 
de determinação e no controle do erro padrão da estimava, além da geração de 




linearização de modelos não-lineares não é possível, sendo esses modelos 
intrinsicamente não-lineares (PAYANDEH, 1981), como o modelo acima descrito.  
Os métodos de estimativa dos parâmetros de um modelo não-linear são 
diversos. Os mais conhecidos são os métodos de Gauss-Newton, Steepest-Decent, 
ou método do gradiente, e o método de Marquardt (BATES e WATTS, 1988). 
Mazucheli e Achcar (2002) argumentam que pelo fato de que esses métodos utilizam 
derivadas parciais da função esperança, em relação a cada parâmetro, suas 
aplicações podem ser restringidas, uma vez que, usualmente, a função esperança é 
bastante complexa e, assim, soluções numéricas para as derivadas são uma opção 
factível. 
Os modelos não-lineares possuem características que os possibilitam 
descrever comportamentos biológicos de modo satisfatório. Um exemplo disso diz 
respeito aos processos de crescimento biológico, os quais apresentam um padrão 
sigmoidal no tempo, e podem ser descritos, por exemplo, através da função de 
crescimento de Richards (1959), descrita pela seguinte expressão. 
 
   
 
Em que: 
 = o crescimento de uma variável de interesse; 
 = o tempo ou idade; 
 
É comum na literatura a utilização desses modelos para estudos de 
crescimento de povoamentos florestais em relação a classes diamétricas, alturas 
dominantes e áreas basais que, em última análise, permitem a construção de 
inferências sobre os volumes de madeira futuros (ZHU et al., 2003; EISFELD et al., 
2005; TONINI et al., 2009; RICKEN et al., 2011; MCCULLAGH et al., 2017). A título 
de exemplo, Kudus et al. (1999) demonstram que os modelos de regressão não-
lineares podem ser utilizados, também, nas estimativas dos parâmetros da função de 
distribuição probabilística Johnson  que, no que concerne a modelagem de 
distribuição diamétrica de povoamentos florestais, é amplamente utilizada (PALAHÍ et 
al., 2007; MACHADO et al., 2010; MARCON et al., 2014), e na estimativa da altura de 





3.4 RELAÇÃO HIPSOMÉTRICA 
 
A relação existente entre o diâmetro e altura é reconhecida em todas as 
plantas terrestres, sendo a altura do vegetal expressa em função de seu diâmetro de 
maneiras diversas para diferentes grupos taxonômicos (NIKLAS, 1993). Do ponto de 
vista ecológico, essa relação é usualmente explicada, nas plantas vasculares, em 
função de restrições hidráulicas e biomecânicas (NIKLAS, 1993; HENRY e AARSSEN, 
1999; BECKER et al., 2000). Particularmente, nas ciências florestais, a relação entre 
diâmetro e altura é conhecida como relação hipsométrica e possui importância central 
nos estudos de povoamentos florestais (MACHADO et al., 2008; FIGUEIREDO FILHO 
et al., 2010; SANQUETTA et al., 2013). 
Ribeiro et al. (2010) discutem a importância de estudos sobre mensuração 
florestal em um mercado de produtos florestais que está em plena expansão nacional 
e internacionalmente. Desse modo, os estudos sobre comportamento dos diferentes 
modelos hipsométricos, nos diferentes contextos em que os povoamentos florestais 
estão inseridos, são fundamentais para o processo de planejamento de qualquer 
empresa florestal. De fato, os modelos volumétricos frequentemente possuem, como 
uma de suas variáveis dependentes, a altura, a qual é estimada a partir modelos 
hipsométricos em grandes povoamentos, onde a medição de todas as alturas é 
impraticável (LEITE e ANDRADE, 2003; RIBEIRO et al., 2010; ANDRADE e LEITE, 
2011; MENDONÇA et al., 2015). 
Os modelos hipsométricos são diversos nas ciências florestais, assumindo 
características lineares e não-lineares (BARROS et al., 2002; VENDRUSCOLO et al., 
2015). Embora o diâmetro seja a variável tradicionalmente reconhecida como 
fundamental para estimativa da altura, outras variáveis são frequentemente aditadas 
aos modelos hipsométricos como, por exemplo, a altura dominante (BARTOSZECK, 
2004; RETSLAFF et al., 2015). Essa variável demonstra significativa relevância na 
melhoria de modelos hipsométricos, principalmente em situações de inventário 
florestal onde a altura dominante tem variabilidade evidente entre diferentes unidades 
amostrais (LEITE e ANDRADE, 2003). 
Recentemente, principalmente durante a última década, tem-se observado um 
gradual aumento no interesse sobre o uso de técnicas de inteligência artificial para 




bastante frequente à luz desse novo paradigma (ARAÚJO, 2015; CAMPOS et al., 
2016; VENDRUSCOLO et al., 2017). Como argumenta Binoti (2012), a possibilidade 
do uso de variáveis categóricas, usualmente incluídas nos modelos de regressão 
como variáveis binárias, é uma vantagem evidente do uso de técnicas de inteligência 
artificial na construção de modelos hipsométricos. De fato, trabalhos recentes na 
literatura científica têm apresentado resultados promissores para a modelagem das 
relações hipsométricas por meio dessas técnicas (BINOTI, 2012; BINOTI et al., 2013a; 
BINOTI et al., 2013b; CAMPOS et al., 2016; VENDRUSCOLO et al., 2017; 
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CAPÍTULO 1  TÉCNICAS DE APRENDIZADO DE MÁQUINA E MODELOS NÃO 
LINEARES COM INCLUSÃO DE COVARIANTES NA MODELAGEM DA RELAÇÃO 




No presente estudo foram investigadas técnicas de aprendizado de máquina 
e modelos não lineares com uso de covariantes para construção de modelos 
hipsométricos genéricos em povoamentos de Pinus taeda L. Para tanto, foram 
utilizados dados de plantios em diferentes idades, localizados na região de Itapeva, 
São Paulo. Foram aplicados os algoritmos k-Vizinhos Mais Próximos (k-VMP), 
Floresta Aleatória (FA), Máquinas de Vetores de Suporte (MVS) e Redes Neurais 
Artificiais (RNA). O treinamento dos algoritmos de aprendizado de máquina 
considerou a otimização de hiperparâmetros pelo método de busca em grade 
combinada à validação cruzada k-fold. Os modelos Monomolecular e de Gompertz 
foram modificados pela decomposição de seus parâmetros para inserção de 
covariantes. As variáveis idade e altura dominante da parcela foram testadas como 
covariantes dos parâmetros, utilizando o método backward de seleção. Para cada 
técnica, os melhores modelos gerados foram utilizados para predição da altura total 
de indivíduos pertencentes a um conjunto de dados independente e os resultados 
foram comparados aos obtidos por modelos lineares genéricos. As técnicas foram 
avaliadas quanto ao desempenho de generalização pelos indicadores: erro absoluto 
médio (EAM) e erro quadrático médio (EQM) percentuais, além de análises de 
resíduos. Os modelos de aprendizado de máquina resultaram indicadores de 
desempenho similares aos modelos de regressão estatística, no entanto os resultados 
foram mais favoráveis à utilização das Redes Neurais Artificiais e Máquinas de 
Vetores de Suporte. Os modelos não lineares com inserção de covariantes também 
se destacaram por apresentarem indicadores de desempenho superiores às técnicas 
k-Vizinhos Mais Próximos e Floresta Aleatória. As técnicas RNA, MVS e os modelos 
não lineares modificados pela inserção de covariantes demonstraram ser mais 
apropriados para representar a relação hipsométrica em povoamentos heterogêneos 
em comparação aos modelos lineares genéricos. 
 
Palavras-chave: Máquinas de Vetores de Suporte; Redes Neurais Artificiais; k-






CHAPTER 1  MACHINE LEARNING ALGORITHMS AND NON-LINEAR 
REGRESSION WITH COVARIATE INCLUSION IN THE MODELING OF THE 




The present study aimed to investigate machine learning algorithms and 
nonlinear models with covariates inclusion to construct generic height-diameter models 
for Pinus taeda L. stands. For this purpose, a biometric data set obtained in stands at 
different ages, located in the region of Itapeva, São Paulo, was used. The k-Nearest 
Neighbors (k-VMP), Random Forest (FA), Support Vector Machines (MVS) and 
Artificial Neural Networks (RNA) algorithms were applied. The optimization of 
hyperparameters by the grid search method and the k-fold cross validation were 
applied in the training phase of the algorithms. The Monomolecular and Gompertz 
models were modified by the decomposition of its parameters for the inclusion of 
covariates. The age and dominant height variables were tested as covariates, using 
the backward variable selection method. For each technique, the best models were 
used to predict the total height of individuals in an independent data set and the results 
were compared with those obtained by generic linear models. The techniques 
generalization performances were evaluated by the mean absolute percentage error 
(EAM%) and mean squared percentage error (EQM%). The machine learning models 
resulted in similar performance indicators to the statistical regression models, however 
the results were more favorable to the use of Artificial Neural Networks and Support 
Vector Machines. The nonlinear models with covariates inclusion also presented 
favorable results, presenting better performance indicators than the k-Nearest 
Neighbors and Random Forest techniques. The RNA, MVS and nonlinear models 
modified by the inclusion of covariates were most suitable to represent the height-
diameter relation in heterogeneous stands than generic linear models. 
 







1.1 INTRODUÇÃO  
 
Na mensuração florestal, os modelos estatísticos são amplamente utilizados 
para a predição ou explicação de fenômenos físicos. As observações de um fenômeno 
geralmente são consideradas representáveis por uma função determinística, na qual 
uma ou mais variáveis explicativas são empregadas, visando prever o comportamento 
de uma variável dependente (ROBINSON et al., 2014). Uma categoria de modelos 
mais sofisticados, conhecidos como algoritmos de aprendizado de máquina, têm sido 
objeto de estudos para modelagem de variáveis de interesse na mensuração florestal, 
como altura (BINOTI et al., 2013; VENDRUSCOLO et al., 2015; VENDRUSCOLO et 
al., 2017) e volume (GORGENS et al., 2014; CORDEIRO et al., 2015). 
O aprendizado de máquina (AM) é uma área da inteligência artificial voltada à 
construção de sistemas capazes de induzir hipóteses ou aproximar funções a partir 
da experiência acumulada em problemas anteriores (FACELI et al., 2011). As 
decisões tomadas por algoritmos de AM são baseadas no aprendizado indutivo, que 
pode ser subdividido em supervisionado, quando o objetivo é a resolução de 
problemas de classificação ou de regressão, e não supervisionado, quando a tarefa é 
de agrupamento ou associação (MONARD e BARANAUSKAS, 2003). 
A maioria das pesquisas na área de mensuração florestal tem utilizado 
modelos de AM em tarefas de regressão, sendo as Redes Neurais Artificiais (RNA) as 
mais estudadas. Na maioria das vezes os resultados obtidos por RNA possuir 
performance superior aos modelos de regressão tradicionais (BINOTI et al., 2014; 
GORGENS et al., 2014; MARTINS et al., 2016; VENDRUSCOLO et al., 2016). 
Existem técnicas de AM cujas aplicações na mensuração florestal ainda são 
pouco estudadas. Essas têm sido amplamente investigadas na área de sensoriamento 
remoto, tendo apresentado resultados satisfatórios. 
Por exemplo, k-Vizinhos mais Próximos, Florestas Aleatórias e Máquinas de 
Vetores de Suporte (MVS) foram utilizadas por Abdollahhnejad et al. (2017) para 
predição de espécies de árvores dominantes em florestas naturais no Irã. Já Gorgens 
et al. (2015) empregou os algoritmos Floresta Aleatória (RF, random forest), RNA e 
MVS na predição do volume de povoamentos de eucalipto a partir de dados obtidos 
por sistema LiDAR.  
Outro procedimento tem conferido à modelos não lineares melhor 




inserção de covariantes (ALVES et al., 2015; SENA et al., 2015). A técnica de adição 
de covariantes à modelos biológicos confere melhor desempenho às equações 
ajustadas, por considerar que os coeficientes de uma equação são influenciados por 
fatores que afetam diretamente a relação hipsométrica como idade e qualidade de 
sítio, permitindo também a construção de modelos mais genéricos que representem a 
relação do DAP com altura de povoamentos com características diferentes. 
O uso de técnicas de aprendizado de máquina ou de regressão não linear na 
modelagem da relação hipsométrica já foi tema de alguns estudos, no entanto ainda 
carece de discussões aprofundadas, especialmente quanto à configuração dos 
algoritmos de AM, ao método de seleção de covariantes para os modelos não lineares, 
e à abordagem comparativa entre as duas técnicas.  
Assim, este trabalho teve como objetivos: aplicar modelos não lineares 
modificados pela inclusão de covariantes e técnicas de aprendizado de máquina à 
modelagem da relação hipsométrica de povoamentos de Pinus taeda com diferentes 
características; otimizar os hiperparâmetros dos algoritmos de AM visando a 
maximização do desempenho das técnicas; e comparar o desempenho dos modelos 
de predição gerados com modelos lineares genéricos. 
 
1.2 MATERIAIS E MÉTODOS 
 
1.2.1 BASE DE DADOS 
 
Os dados utilizados neste estudo foram obtidos no ano de 2016 em plantios 
comerciais de Pinus taeda, conduzidos sem desbaste e em espaçamento 3x2 metros, 
localizados na região de Itapeva, estado de São Paulo. Na ocasião do inventário 
florestal, foram amostrados povoamentos com quatro idades por meio de parcelas 
temporárias, sendo mensurados o diâmetro à 1,3 m do solo (DAP) com fita métrica e 
a altura total (Ht) com hipsômetro digital, em 162 unidades amostrais circulares de 200 
m². Foram medidas as alturas de 10 árvores por parcela mais duas árvores 
dominantes. 
Na Figura 1.1 está apresentado um resumo estatístico das variáveis dos 




FIGURA 1.1 - CARACTERÍSTICAS DA BASE DE DADOS OBTIDA EM POVOAMENTOS DE Pinus 
taeda NA REGIÃO DE ITAPEVA/SP. 
 
NOTA: Idades dos povoamentos: A=6,7; B=7,9; C=9,7; D=11,8. 
FONTE: O autor (2019). 
 
Para a avaliação da capacidade de generalização dos modelos ajustados, 
realizou-se o particionamento dos dados por meio do método hold-out, o qual consistiu 
em dividir a base de dados em dois conjuntos independentes, sendo um para 
treinamento e outro para teste dos modelos (SHALEV-SHWARTZ e BEN-DAVID, 
2014). A razão utilizada para a divisão foi de 1/3 dos dados para teste e 2/3 para 
treinamento/ajuste dos algoritmos e modelos de regressão. 
Para que a separação resultasse em dois grupos de amplitude e variação 
similares, os diâmetros à altura do peito foram ordenados do maior para o menor 
dentro de cada povoamento e a divisão foi realizada sistematicamente ao separar a 
última árvore a cada três. 
 
1.2.2 MODELOS DE REGRESSÃO 
 
1.2.2.1 Modelos lineares 
 
Foram selecionados dois modelos lineares (Quadro 1.1), sendo o ajuste 
realizado no software R. Os modelos selecionados são denominados genéricos, uma 
vez que geram equações que permitem gerar estimativas para conjuntos de dados 
originados de povoamentos florestais com características silviculturais diferentes. 
Esses modelos resultam em precisão superior aos modelos hipsométricos 
tradicionais, devido contemplarem variáveis do povoamento, como idade e altura 





QUADRO 1.1 - MODELOS LINEARES SELECIONADOS PARA MODELAGEM DA RELAÇÃO 
HIPSOMÉTRICA EM POVOAMENTOS DE Pinus taeda. 
Modelo Expressão 
Linear 1 (Barros et al., 2002)  
Linear 2 (stepwise)  
FONTE: O autor (2019). 
NOTA: ln = logaritmo neperiano; Ht = altura total; DAP = diâmetro a1,3m do solo; Hdom = altura 
média das árvores dominantes; id = idade;  = erro aleatório inerente à regressão. 
 
1.2.2.2 Modelos não lineares com adição de covariantes 
 
Dois modelos não lineares foram selecionados (Quadro 1.2). Considerando a 
influência das variáveis idade e altura dominante, os parâmetros dos modelos foram 
decompostos e procedeu-se à inserção de covariantes, de modo a estimar os 
parâmetros por meio de funções lineares. As covariantes para cada parâmetro foram 
selecionadas por procedimento backward, sendo mantidas no modelo somente as 
significativas a 1% de probabilidade.  
Os modelos não lineares foram ajustados por meio da função nls.lm do pacote 
minpack.lm do R, que utiliza uma modificação do algoritmo Levenberg-Marquadt para 
resolução de problemas de mínimos quadrados não lineares. No Quadro 1.2 estão 
apresentados os modelos selecionados para ajuste na forma original e modificada. 
 
QUADRO 1.2 - MODELOS NÃO LINEARES SELECIONADOS PARA MODELAGEM DA RELAÇÃO 
HIPSOMÉTRICA DE Pinus taeda. 







FONTE: O autor (2019). 
 
1.2.3 ALGORITMOS DE APRENDIZADO DE MÁQUINA 
 
Foram testados quatro algoritmos de aprendizado de máquina: k-Vizinhos 
Mais Próximos (k-VMP), Floresta aleatória (FA), Máquinas de Vetores de Suporte 
(MVS) e Redes Neurais Artificiais (RNA), cujos treinamentos foram realizados no 




As variáveis de entrada utilizadas em todos os algoritmos foram DAP, idade e altura 
dominante. 
1.2.3.1 k-Vizinhos Mais Próximos (k-VMP) 
 
O treinamento de k-VMP realizado para o presente estudo considerou a 
ponderação das distâncias entre as instâncias por meio de funções kernel. As funções 
kernel, quando aplicadas a uma distância calculada por uma métrica definida, 
estabelecem o peso de cada vizinho na determinação do valor de uma nova instância. 
O método foi descrito com maiores detalhes por Hechenbichler e Schliep (2004). 
O número de vizinhos mais próximos (k) testados variou de 1 a 50. Também 
foram testadas duas métricas de distância: euclidiana e de Manhattan, dadas pelas 
expressões apresentadas no Quadro 1.3. 
 
QUADRO 1.3 - MÉTRICAS DE DISTÂNCIA TESTADAS PARA O ALGORITMO K-VMP. 
Métrica de distância Expressão matemática 
Euclidiana  
Manhattan  
FONTE: O autor (2019). 
NOTA:  = distância entre as instâncias  ( ) e  ( );  e  = instâncias 
diferentes com n variáveis explicativas. 
 
Foram testadas também diversas funções kernel para ponderação das 
distâncias, apresentadas no Quadro 1.4. 
 
QUADRO 1.4 - FUNÇÕES KERNEL TESTADAS PARA K-VIZINHOS MAIS PRÓXIMOS. 














1.2.3.2 Floresta Aleatória (FA) 
 
O treinamento do algoritmo FA foi realizado por meio do método bagging, que 
consiste na utilização de subconjuntos de dados da base de treinamento para geração 
das árvores. O número de árvores de regressão (Ntree) e o número de variáveis 
selecionadas em cada nó (Mtry) foram os parâmetros testados no treinamento dos 
modelos de FA. Testaram-se valores de 10 a 500 para o parâmetro Ntree, com saltos 
de 10 unidades a cada treinamento, enquanto para Mtry foram testados os valores 2 
e 3. Determinou-se a quantidade mínima de cinco folhas terminais por árvore (valor 
padrão do pacote R randomForest) e sem valor máximo definido. 
 
1.2.3.3 Máquinas de Vetores de Suporte (MVS) 
 
Foi configurado a MVS com função kernel de base radial, a qual possui o 
parâmetro  (gamma). Para o treinamento das MVS foi utilizada a função de erro do 
tipo II, denominada -regression (SMOLA, 1996), a qual possui o parâmetro  utilizado 
para determinar a proporção entre o número de vetores de suporte e o número total 
de instâncias na base de treinamento. No treinamento utilizou-se  = 0,5, valor padrão 
do pacote R e1071. 
A busca pelos parâmetros ótimos para treinamento do algoritmo MVS foi 
realizada conforme o método sugerido por Hsu et al. (2003). A primeira busca, 
denominada exploratória, consistiu na utilização de uma sequência de valores 
espaçados para os parâmetros C e , sendo de  a  em intervalos de  para o 
parâmetro C, e de  a  para .  Após a identificação de uma região promissora 
onde os erros tendiam a valores mais baixos, foi realizada a segunda busca, 
denominada refinada, utilizando sequências de valores com intervalos menores para 
cada parâmetro, em que, considerando que o valor para qualquer um dos parâmetros 
a serem otimizados seja , a busca refinada testará valores de  a  em 
intervalos de . 
 
1.2.3.4 Redes Neurais Artificiais (RNA) 
 
Foram configuradas Redes Neurais Artificiais multicamada ântero-
alimentadas (feedforward), com algoritmo de treinamento de retropropagação dos 




dos pesos sinápticos (CANDEL et al., 2017). O número de neurônios testados na 
camada intermediária foi de 1 a 15 e o limite de ciclos de treinamento foi 3.000. O 
treinamento foi automaticamente interrompido pelo algoritmo quando a precisão do 
modelo não foi incrementada por 20 ciclos. A função de ativação utilizada na camada 
de saída foi a linear, ao passo que na camada oculta, foram testadas as funções 
tangente hiperbólica, linear retificada e maxout, cujas descrições matemáticas são 
apresentadas no Quadro 1.5. 
 
QUADRO 1.5 - FUNÇÕES DE ATIVAÇÃO TESTADAS NO TREINAMENTO DE REDES NEURAIS 
ARTIFICIAIS.  
Função de ativação Expressão 
Tangente hiperbólica  
Unidade linear retificada (ReLu)  
Maxout  
FONTE: O autor (2019). 
 
O parâmetro taxa de aprendizado, que determina a taxa de atualização dos 
pesos sinápticos a cada nova iteração, e o termo momentum, que auxilia na tarefa de 
evitar mínimos locais e instabilidades relacionadas, não foram testados neste estudo, 
uma vez que o pacote h2o permite a utilização de aprendizado adaptativo, o qual 
combina o método de arrefecimento da taxa de aprendizado (rate annealing) e de 
treinamento do termo momentum, as quais adaptam o valor desses parâmetros 
durante o treinamento (CANDEL et al., 2017). 
 
1.2.4 OTIMIZAÇÃO DOS HIPERPARÂMETROS DOS ALGORITMOS DE 
APRENDIZADO DE MÁQUINA 
 
Para obtenção dos hiperparâmetros que maximizam o desempenho dos 
algoritmos de AM, empregou-se o método de busca em grade. Este método requer a 
definição de um conjunto ou sequência de valores para cada parâmetro, para que a 
busca seja realizada por meio de ajustes sucessivos, utilizando todas as combinações 
de parâmetros possíveis (BERGSTRA e BENGIO, 2012). 
Para evitar a seleção de modelos sobreajustados aos dados de treinamento, 
a avaliação dos algoritmos de AM sob diferentes configurações de hiperparâmetros 




grade. Segundo Shalev-Shwartz e Ben-David (2014), o método k-fold consiste em 
particionar a base de dados aleatoriamente em k subconjuntos de dimensões 
similares e, para cada configuração do algoritmo, realizar k treinamentos, separando 
um subconjunto por vez para validação. 
 Desse modo, todas as instâncias são utilizadas k-1 vezes para treinamento e 
uma vez para validação. A medida de desempenho de cada configuração é obtida 
pela média do erro quadrático médio das k validações. Após a etapa de validação 
cruzada, o algoritmo efetua o treinamento de um modelo final para a configuração 
testada, utilizando toda a base de dados de treinamento. 
Para cada algoritmo de AM, a melhor configuração foi a que conferiu ao 
modelo o menor erro quadrático médio obtido por validação cruzada. Neste estudo, 
utilizou-se o método 3-fold. Adicionalmente, o tempo de busca para os parâmetros por 
meio do método 3-fold foi computado para cada algoritmo. 
 
1.2.5 AVALIAÇÃO DO DESEMPENHO DOS MODELOS 
 
A pré-avaliação dos modelos de regressão ajustados foi realizada pelo cálculo 
dos indicadores usualmente utilizados para comparação de modelos estatísticos: o 
coeficiente de determinação ajustado (  e o erro padrão da estimativa ( ), são 






 Em que:  
 = média dos valores observados; 
 = número de observações;  





Adicionalmente, a significância dos parâmetros ajustados para os modelos de 
regressão estatística foi obtida pelo teste t. Para tanto, avaliou-se a premissa de 
homoscedasticidade dos resíduos pelo teste finBreusch-Pagan (BREUSCH e 
PAGAN, 1979) ao nível de 5% de significância.  
Os modelos de AM e estatísticos foram avaliados conjuntamente quanto à 
performance de ajuste aos dados de treinamento e teste. A qualidade dos ajustes foi 
avaliada por análises gráficas de resíduos e pelos indicadores erro quadrático médio 
percentual (EQM%) e erro absoluto médio percentual (EAM%), representados 
matematicamente pelas seguintes fórmulas: 
 
   
   
 
Sendo: 
= altura observada para a árvore i;  
 = altura estimada para a árvore i; 
 = altura média;  
n = número de observações. 
 
Todas as técnicas foram submetidas à análise gráfica de resíduos sobre a 
linha de ajuste e sobre as variáveis preditoras. 
 
1.3 RESULTADOS E DISCUSSÃO 
 
1.3.1 AJUSTE DOS MODELOS DE REGRESSÃO 
 
Na Tabela 1.1 estão apresentados os coeficientes dos modelos de regressão 
ajustados. Por meios dos indicadores estatísticos, observa-se que todos os modelos 
foram apropriados para estimativa da altura das árvores. Os modelos não lineares 




que resultaram em menor erro padrão das estimativas ( ) e maior coeficiente de 
determinação ajustado ( ). 
 
TABELA 1.1 - COEFICIENTES DE REGRESSÃO E INDICADORES ESTATÍSTICOS DOS 
MODELOS HIPSOMÉTRICOS AJUSTADOS. 
Base de ajuste Parâmetro Estimativa Erro padrão  Valor-p   
Linear 1 
 -7,2897 1,7260 -4,223 < 0,001 
9,02 0,863 
 0,7526 0,0534 14,091 < 0,001 
 0,4479 0,0206 21,7945 < 0,001 
 0,8579 0,3867 2,218 0,027 
 -0,0101 0,0014 -7,014 < 0,001 
 -0,0384 0,0200 -1,917 0,046 
Linear 2 
 1,0213 0,1383 7,384 < 0,001 
9,35 0,859 
 -6,0671 0,1687 -35,969 < 0,001 
 0,5755 0,0241 23,916 < 0,001 
 0,0810 0,0312 2,589 < 0,001 
 -0,0039 0,0016 -2,391 0,017 
Gompertz 
 1,4869 0,6379 2,331 0,020 
8,31 0,884 
 1,0082 0,0413 24,399 < 0,001 
 2,2944 0,2542 9,025 0,027 
 -0,0512 0,0178 -2,875 0,004 
 0,2391 0,0215 11,118 < 0,001 
 -0,0067 0,0009 -7,679 < 0,001 
Monomolecular 
 1,0704 0,02359 45,371 < 0,001 
8,27 0,875 
 0,1572 0,0370 4,251 < 0,001 
 -0,1648 0,0073 -22,630 < 0,001 
 0,0047 0,0003 15,459 < 0,001 
FONTE: O autor (2019). 
 
O teste Breusch-Pagan foi significante para os dois modelos lineares, 
indicando heterogeneidade de variâncias ao longo da linha de ajuste. Os valores-p 
foram < 0,001, 0,0395, 0,0821 e 0,0808 para os modelos Linear 1, Linear 2, Gompertz 
e Monomolecular, respectivamente. A heterocedasticidade dos modelos lineares 
invalida as estatísticas de teste-t para avaliação da significância dos parâmetros, uma 
vez que os erros-padrão dos coeficientes são viesados. Isto pode ser corrigido pelo 
emprego da teoria dos mínimos quadrados generalizados (GUJARATI, 2006), o que 
no entanto, não foi objeto de estudo na presente pesquisa. 
O atendimento à premissa de homogeneidade dos resíduos por parte dos 
modelos não lineares valida o teste de significância das covariantes adicionadas. Em 
ambos modelos pelo menos uma das variáveis  e  demonstrou ser 




Segundo Sena et al. (2015), modelos não lineares são mais adequados para 
explicação da relação hipsométrica de povoamentos florestais que modelos lineares, 
devido à interpretação biológica dos parâmetros e por possuírem maior capacidade 
de representar a relação não linear entre altura e diâmetro. O modelo não linear que 
apresentou o menor erro padrão (Monomolecular) apresentou um erro 8,3% menor 
que o modelo Linear 1, que apresentou o menor  dentre os lineares, destacando 
a maior capacidade dos modelos não lineares modificados em explicar a alta 
variabilidade dos dados.  
 
1.3.2 BUSCA EM GRADE 
 
1.3.2.1 K-vizinhos Mais Próximos 
 
A melhor configuração obtida para k-VMP foi k = 16, função de ponderação 
quadrática e métrica de distância de Manhattan. A métrica de distância e a função de 
ponderação tiveram pouca influência na performance dos resultados, sendo o número 
de vizinhos mais próximos o parâmetro determinante para qualidade das estimativas 
(Figura 1.2). A função quadrática combinada com a métrica de distância de Manhattan 
foi a que minimizou o erro quadrático; no entanto, a diferença entre o MSE obtido pelo 
modelo de melhor desempenho e o modelo que ocupou a 800ª posição foi inferior a 
1%. 
A função inversa de ponderação é comumente utilizada nos estudos aplicados 
à mensuração florestal (HAARA et al., 1997; TOMMOLA et al., 1999; SANQUETTA et 
al., 2013). Contudo, no presente estudo, o melhor modelo gerado pela função inversa 
obteve desempenho inferior aos melhores modelos das demais funções, porém com 
diferença máxima de 0,23%. Esse resultado corrobora a afirmação de Hechenbichler 
e Schliep (2004), que a escolha da função kernel não é crucial e que maiores 
diferenças são obtidas somente quando é escolhida a função retangular, a qual aplica 
o mesmo peso para todos os vizinhos, independente da distância. 
Sanquetta et al. (2013) ao analisarem a performance de k-VMP para estimar 
o estoque de carbono em indivíduos de Araucaria angustifolia (Bertol.) Kuntze, 
observaram similaridade entre os resultados obtidos por três configurações distintas, 
em que variaram o número de vizinhos (1 ou 3) e a métrica de distância (euclidiana e 




similaridade entre diversos modelos gerados com diferentes configurações, no 
entanto, os modelos treinados com k 
apresentaram precisão inferior aos demais, independente da métrica de distância e 
da função de ponderação escolhida.  
 
 
FIGURA 1.2 - ERRO QUADRÁTICO MÉDIO EM FUNÇÃO DO NÚMERO DE VIZINHOS MAIS 
PRÓXIMOS NO TREINAMENTO DE K-VIZINHOS MAIS PRÓXIMOS COM DIFERENTES FUNÇÕES 
KERNEL E MÉTRICAS DE DISTÂNCIA PARA MODELAGEM DA RELAÇÃO HIPSOMÉTRICA DE 
POVOAMENTOS DE Pinus taeda COM IDADES VARIANDO 6,7 A 11,8 ANOS. 
 
FONTE: O autor (2019). 
 
De modo geral, o valor ótimo para k variou entre 10 e 20, considerando as 
diferentes funções kernel e as métricas de distância. De modo similar ao observado 
neste estudo, Tommola et al. (1999) afirmaram que um baixo valor para k resulta em 
sobreajuste aos dados de treinamento, enquanto um elevado valor provoca um 
subajuste, quando não há ponderação pela distância, originando curvas mais suaves 
e fazendo com que as estimativas tendam aos valores próximos a média do conjunto 
de dados de ajuste. Esses autores observaram aumento no percentual de erro na 
estimativa da razão entre sortimentos de um povoamento florestal na Finlândia 





1.3.2.2 Floresta Aleatória 
 
Para o algoritmo FA, os melhores valores para os parâmetros Mtry e Ntree 
foram 390 e 2, respectivamente. Os treinamentos realizados utilizando duas variáveis 
por nó foram superiores, de modo geral, aos realizados utilizando três. O valor 
recomendado por Breiman (2001) para o parâmetro Mtry é p/3, em que p é o número 
de variáveis de entrada. Esse valor não deve ser considerado como regra, uma vez 
que no presente estudo p foi igual a 3 e os melhores resultados foram obtidos com 
Mtry = 2. 
Não foram observadas tendências ou regiões ótimas para o parâmetro n, uma 
vez que a diferença entre o melhor modelo (Ntree = 390 e Mtry = 2) e o pior (Ntree = 
10 e Mtry = 3) foi de 0,5%. No entanto, foi observado que os modelos treinados com 
Ntree 
erro quadrático médio, indicando que os treinamentos realizados com poucas árvores 
tendem a apresentar performance de generalização inferior, embora um elevado 
número de árvores não necessariamente implique em melhores resultados (Figura 
1.3).  
Segundo Hastie (2003), o algoritmo FA estabiliza a partir de 200 árvores e o 
valor ótimo de Mtry depende da tarefa em questão, devendo ser tratado como um 
parâmetro a ser ajustado. No presente estudo, a estabilização do erro foi observada 
a partir de aproximadamente 100 árvores. 
 
FIGURA 1.3  ERRO QUADRÁTICO MÉDIO EM FUNÇÃO DO NÚMERO DE ÁRVORES DE 
REGRESSÃO (NTREE) PARA DIFERENTES VALORES DE MTRY NO TREINAMENTO DE 
FLORESTAS ALEATÓRIAS PARA MODELAGEM DA RELAÇÃO HIPSOMÉTRICA DE 
POVOAMENTOS DE Pinus taeda COM IDADES VARIANDO DE 6,7 A 11,8 ANOS. 
 







1.3.2.3 Máquinas de Vetores de Suporte 
 
A busca exploratória por uma região promissora para a configuração do 
algoritmo MVS obteve como melhor resultado C =  e  =  (Figura 1.4). A partir 
desse resultado, foi realizada uma busca mais restrita, onde o espaço de 
possibilidades compreendeu aos valores entre  e  para C e entre  e  
para , sendo encontrados os valores  e  como os ótimos, respectivamente 
(Figura 1.5). 
 
FIGURA 1.4  RESULTADO DA BUSCA EXPLORATÓRIA PARA O ERRO ABSOLUTO MÉDIO EM 
FUNÇÃO DOS PARÂMETROS C E  NO TREINAMENTO DE MÁQUINAS DE VETORES DE 
SUPORTE APLICADAS À MODELAGEM DA RELAÇÃO HIPSOMÉTRICA DE POVOAMENTOS DE 
Pinus taeda COM IDADES VARIANDO DE 6,7 A 11,8 ANOS. 
 






FIGURA 1.5 - RESULTADO DA BUSCA RESTRITA PARA O ERRO ABSOLUTO MÉDIO EM 
FUNÇÃO DOS PARÂMETROS C E  NO TREINAMENTO DE MÁQUINAS DE VETORES DE 
SUPORTE APLICADAS MODELAGEM DA RELAÇÃO HIPSOMÉTRICA DE POVOAMENTOS DE 
Pinus taeda COM IDADES VARIANDO DE 6,7 A 11,8 ANOS. 
 
FONTE: O autor (2019). 
 
1.3.2.4 Redes Neurais Artificiais 
 
A rede que apresentou os melhores resultados foi treinada utilizando 13 
neurônios na camada oculta e função de ativação maxout. As funções maxout e 
tangente hiperbólica apresentaram resultados similares e foram superiores à função 
linear retificada em todos os treinamentos. No entanto, destaca-se que a diferença de 
desempenho observada entre as funções de ativação foi pouco significativa. 
 As redes treinadas com apenas 1 neurônio apresentaram os piores 
resultados em comparação às redes treinadas com mais neurônios e, de modo geral, 
maior precisão foi observada em redes treinadas com pelo menos 3 neurônios (Figura 
1.6).  
No estudo de Özçelik et al. (2013), que testou RNA para a estimativa de altura 
de árvores de zimbro na Criméia empregando a função de ativação sigmoidal 
combinada às diferentes configurações de parâmetros, os resultados mais 




oculta. Por outro lado, Vendruscolo et al. (2016), utilizando a mesma função de 
ativação para estimativa de alturas individuais em povoamentos de Tectona grandis 
L., observaram melhor performance de generalização em redes treinadas com seis a 
dez neurônios na camada oculta. Outros autores ao testarem diferentes configurações 
de RNA obtiveram resultados que demonstram a ausência de uma configuração mais 
indicada para sua utilização na modelagem da relação hipsométrica, ou mesmo de 
outros atributos florestais (BINOTI et al., 2014; VENDRUSCOLO, 2015; MARTINS et 
al., 2016) e que, desse modo, diferentes parâmetros devem ser testados a fim de se 
obter a configuração mais adequada para cada caso. 
 
FIGURA 1.6  ERRO ABSOLUTO MÉDIO EM FUNÇÃO DO NÚMERO DE NEURÔNIOS NA 
CAMADA INTERMEDIÁRIA DE REDES NEURAIS ARTIFICIAIS TREINADAS COM DIFERENTES 
FUNÇÕES DE ATIVAÇÃO PARA MODELAGEM DA RELAÇÃO HIPSOMÉTRICA DE 
POVOAMENTOS DE Pinus taeda COM IDADES VARIANDO 6,7 A 11,8 ANOS. 
 
FONTE: O autor (2019). 
 
1.3.3 AVALIAÇÃO DOS MODELOS 
 
Na Tabela 1.2 estão apresentados os indicadores de avaliação dos modelos 
ajustados para os conjuntos de treinamento e teste. Os métodos MVS e RNA e os 
modelos não lineares modificados foram os que apresentaram indicadores mais 
favoráveis à utilização, embora todos os métodos testados tenham apresentado 
resultados satisfatórios. 
Os métodos k-VMP e FA apresentaram os menores EAM% e EQM% para o 
grupo de ajuste/treinamento, no entanto estes métodos foram inferiores à maioria dos 




apresentaram os menores valores de EAM% e EQM% no grupo de teste, destacando-
se a RNA com o menor erro médio e MVS com menor variância dos erros. 
Apesar de terem apresentado indicadores estatísticos similares aos modelos 
de AM na etapa de teste, os modelos estatísticos apresentaram desempenho inferior 
aos modelos de AM na dispersão de resíduos, com tendências à subestimativa da 
altura das árvores mais altas e mais baixas (Figura 1.7). Os modelos lineares 
apresentaram elevada tendenciosidade em comparação aos demais métodos, 
enquanto a tendência nos modelos não lineares foi pouco expressiva. Ademais, todos 
os algoritmos de AM, especialmente a RNA, apresentaram dispersão de resíduos 
mais homogênea em comparação aos modelos de regressão estatística.  
 
TABELA 1.2 - INDICADORES DE DESEMPENHO DOS MODELOS ESTATÍSTICOS E DE 
APRENDIZADO DE MÁQUINA NA ESTIMATIVA DA ALTURA TOTAL DE ÁRVORES DE Pinus taeda 
COM IDADES VARIANDO DE 6,7 A 11,8 ANOS. 
Modelo Ajuste/Treinamento Teste EAM% EQM% EAM% EQM% 
RNA 5,53 7,17 6,10 7,89 
k-VMP 5,02 6,61 6,30 8,22 
FA 3,05 3,96 6,39 8,08 
MVS 5,63 7,36 6,12 7,85 
Gompertz 5,75 7,52 6,21 7,95 
Monomolecular 5,75 7,50 6,19 7,90 
Linear 1 6,04 7,83 6,35 7,95 
Linear 2 6,13 7,98 6,48 8,19 
FONTE: O autor (2019). 
 
Todas as técnicas testadas quando utilizadas para estimar as alturas na base 
de teste produziram resíduos com distribuição simétrica e com maior frequência na 
classe zero (Figura 1.8). Os modelos lineares e o método Floresta Aleatória 






FIGURA 1.7 - DISPERSÃO DOS RESÍDUOS PARA A ESTIMATIVA DA ALTURA TOTAL DE 
ÁRVORES DE Pinus taeda COM IDADES DE 6,7 A 11,8 ANOS, OBTIDOS POR MODELOS 
LINEARES, NÃO LINEARES E DE APRENDIZADO DE MÁQUINA. 
 
FONTE: O autor (2019). 
 
FIGURA 1.8 - FREQUÊNCIA DE RESÍDUOS RELATIVOS DA ALTURA ESTIMADA RESULTANTES 
DA APLICAÇÃO DOS MÉTODOS  NO CONJUNTO DE TESTE, EM POVOAMENTOS DE Pinus 
taeda COM IDADES DE 6,7 A 11,8 ANOS. 
 





Os métodos RNA e MVS, nesta ordem, apresentaram a dispersão dos 
resíduos sobre o diâmetro à altura do peito mais satisfatória. Os métodos k-Vizinhos 
mais próximos e Florestas aleatória apresentaram tendências a superestimar a altura 
de árvores de pequeno diâmetro e subestimar as de maior diâmetro, enquanto os 
modelos não lineares e lineares subestimaram ambos os extremos (Figura 1.9). Os 
resíduos plotados sobre as variáveis altura dominante (Figura 1.10) e idade (Figura 
1.11) foram satisfatórios para todos os métodos. A RNA e a MVS foram os métodos 
que apresentaram maior robustez, uma vez que a dispersão dos resíduos para estes 
foi menos sensível aos desvios das variáveis DAP e Hdom, especialmente nas 
extremidades da linha de ajuste. 
 
FIGURA 1.9 - DISPERSÃO DOS RESÍDUOS DA ALTURA ESTIMADA POR MODELOS LINEARES, 
NÃO LINEARES E DE APRENDIZADO DE MÁQUINA EM RELAÇÃO À VARIÁVEL DIÂMETRO À 
ALTURA DO PEITO DE ÁRVORES DE PINUS TAEDA COM IDADES DE 6,7 A 11,8 ANOS. 
 






FIGURA 1.10 - DISPERSÃO DOS RESÍDUOS DA ALTURA ESTIMADA POR  MODELOS 
LINEARES, NÃO LINEARES E DE APRENDIZADO DE MÁQUINA EM RELAÇÃO À VARIÁVEL 
ALTURA DOMINANTE DE ÁRVORES DE Pinus taeda COM IDADES DE 6,7 A 11,8 ANOS. 
 
FONTE: O autor (2019). 
 
FIGURA 1.11 - DISPERSÃO DOS RESÍDUOS DA ALTURA ESTIMADA POR MODELOS LINEARES, 
NÃO LINEARES E DE APRENDIZADO DE MÁQUINA EM RELAÇÃO À VARIÁVEL IDADE DE 
ÁRVORES DE Pinus taeda COM IDADES VARIANDO DE 6,7 A 11,8 ANOS. 
 






Ao considerar a análise de resíduos sobre a linha de ajuste por povoamento, 
observa-se que para o povoamento A os modelos lineares e não lineares 
apresentaram elevado viés (Figura 1.12). Isso pode ser resultado da baixa quantidade 
de observações em comparação aos demais povoamentos. Neste caso, a 
performance superior dos métodos de AM pode sugerir que estes apresentam melhor 
desempenho na regressão de dados desbalanceados. 
 
FIGURA 1.12 - DISPERSÃO DOS RESÍDUOS RELATIVOS ESTIMADOS PELOS ALGORITMOS DE 
APRENDIZADO DE MÁQUINA E MODELOS DE REGRESSÃO LINEAR E NÃO LINEAR COM 
ESTRATIFICAÇÃO DE POVOAMENTOS DE Pinus taeda POR IDADE: A (6,7 ANOS), B (7,9 ANOS), 
C (9,7 ANOS) E D (11,8 ANOS). 
 
FONTE: O autor (2019). 
 
No povoamento D os modelos lineares e o algoritmo k-VMP apresentaram 




tendenciosidade na estimativa da altura das arvores de menor diâmetro e para o C 
todos os métodos apresentaram algum nível de tendenciosidade na estimativa das 
menores árvores, sendo que as técnicas k-VMP e FA apresentaram os erros mais 
expressivos. 
Os modelos de AM podem apresentar vantagens quanto à dispersão dos 
resíduos em bases de dados heterogêneas e desbalanceadas, em comparação a 
modelos de regressão lineares e não lineares. 
Dentre os modelos de inteligência artificial empregados neste estudo, as MVS 
e RNA merecem destaque por terem apresentado os menores valores de EAM% e 
EQM%, além distribuição de resíduos mais satisfatória na etapa de predição do 
conjunto de teste. Os indicadores estatísticos e análise de resíduos foram mais 
favoráveis ao uso da RNA. 
Isso também foi observado por Cordeiro et al. (2015), os quais concluíram que 
a RNA treinada superou a MVS e o modelo de Schumacher & Hall na estimativa do 
volume de Acacia mangium Willd. A conformidade entre resultados não é suficiente 
para atestar superioridade absoluta da RNA sobre a MVS para fins florestais, mas 
indica que ambos métodos tendem a apresentar elevada performance de ajuste, 
superior aos métodos estatísticos de regressão. 
Por outro lado, os modelos não lineares com adição de covariantes 
apresentaram resultados próximos à RNA e MVS, superando as técnicas k-VMP e FA. 
Isto demonstra que o uso de covariantes confere grande flexibilidade aos modelos não 
lineares para explicar relações não lineares em conjuntos de dados de grande 
variabilidade. Segundo Calegario et al. (2005), o método de decomposição dos 
parâmetros possui grande flexibilidade devido ao fato de que as covariantes podem 






1.3.4 CONSIDERAÇÕES SOBRE A OTIMIZAÇÃO DE HIPERPARÂMETROS DE 
ALGORITMOS DE APRENDIZADO DE MÁQUINA 
 
A realização da busca em grade para otimização dos parâmetros dos 
algoritmos de AM foi importante para seleção de modelos de elevado desempenho. A 
obtenção dos parâmetros que minimizam os erros das estimativas requer um esforço 
computacional que, em alguns casos, pode inviabilizar a utilização de alguns desses 
métodos quando há necessidade de resultados imediatos.  
Contudo, o custo computacional em termos de tempo e de capacidade de 
processamento pode ser reduzido a uma escala aceitável quando a grade de busca 
apresenta menores dimensões (BERGSTRA e BENGIO, 2012). 
O tempo necessário para realização da busca em grade para cada algoritmo, 
considerando a grade de parâmetros utilizada para cada técnica e empregando o 
método de validação cruzada 3-fold em uma máquina Intel® Cor -5500U 
2.40GHz com dois núcleos e 8Gb de RAM, foi: k-VMP = 6,7 segundos; FA = 5,4 
minutos; MVS = 3,4 minutos (busca exploratória) e 5,5 minutos (busca refinada); RNA 
= 12,8 minutos. Para o treinamento do algoritmo FA, o tempo de busca de parâmetros 
pode ser reduzido drasticamente, uma vez que o erro estabilizou a partir da geração 
de 50 árvores. A título de exemplo, o tempo de processamento da busca em grade 
para treinamento do algoritmo com 500 árvores, e visando buscar o valor mais 
adequado para Mtry em um espaço de busca de 2 valores (2 ou 3), foi de 17,2 
segundos. 
O tempo gasto para treinamento de uma MVS com C = 1 e  = 0.1, 
empregando o conjunto de treinamento utilizado neste estudo como entrada, foi de 
1,7 segundos, enquanto para o mesmo valor de  e com C = 100, o tempo de 
treinamento foi de 7,19 segundos, o que demonstrou que, para este caso, quanto 
maior o valor de C maior o tempo de treinamento. O conjunto de valores utilizado para 
busca de C na grade de busca exploratória foi amplo o suficiente para localizar uma 
região promissora dentro dos limites estabelecidos. 
Para o treinamento de RNA, o teste de diferentes funções de ativação permitiu 
identificar que a precisão obtida pelas redes treinadas com função linear retificada foi 
inferior às treinadas com as outras funções.  Candel et al. (2017) afirmam que é difícil 




demais em cenários diferentes, sendo adequada a aplicação da busca em grade para 
seleção da melhor função em cada problema.    
É importante ressaltar que a avaliação de algoritmos de aprendizado de 
máquina deve ser realizada em um ou mais conjuntos de teste, e que a avaliação em 
um conjunto de treinamento não avalia a capacidade de generalização de um 
algoritmo treinado, especialmente quando são empregados k-VMP e FA, uma vez que 
esses modelos tenderam a se sobreajustar aos dados de treinamento no presente 
estudo. Para efeitos práticos, o particionamento da base de dados em conjuntos de 
treinamento e de teste deve ser realizada apenas para comparação entre modelos, 
devendo, após a escolha do melhor método, ser realizado um treinamento final com a 
base completa (ALPAYDIN, 2010). 
Ainda, a avaliação dos resíduos estratificados por povoamento demonstrou 
ser importante para o detalhamento dos erros obtidos quando se utiliza uma base de 
dados heterogênea, uma vez que tendências dentro dos povoamentos podem não ser 
identificadas por meio da análise dos resíduos como um todo. Esse método de 









 O treinamento de algoritmos de aprendizado de máquina deve ser tratado como 
uma tarefa de otimização, cujo objetivo é a definição dos parâmetros que 
minimizam o erro das predições em dados desconhecidos; 
 A melhor configuração para o algoritmo k-Vizinhos Mais Próximos (k-VMP) pode 
ser obtida utilizando somente a busca pelo número ótimo de vizinhos mais 
próximos. 
 A melhor configuração para o algoritmo Floresta Aleatória (FA) pode ser obtida 
buscando o valor ótimo para o parâmetro Mtry, com um número de árvores (Ntree) 
superior a 50. 
 Redes Neurais Artificiais (RNA) apresentam elevada precisão e baixa 
tendenciosidade nas estimativas de altura de árvores. O treinamento destas no 
pacote h2o deve ser realizado de modo a identificar a quantidade ideal de 
neurônios na camada oculta. 
 Assim como as RNA, as Máquinas de Vetores de Suporte com kernel função de 
base radial geram modelos de elevada precisão e baixa tendenciosidade na 
estimativa de alturas de povoamentos florestais, sendo importante a utilização da 
busca em grade para identificação dos valores para os parâmetros C e gamma, 
que conferem maior precisão ao modelo. 
 Os modelos de Máquina de Vetores de Suporte (MVS) e Rede Neural Artificial 
(RNA) obtiveram performances de generalização superiores aos demais modelos 
quanto aos indicadores estatísticos e dispersão de resíduos relativos à estimativa 
da altura total. 
 Modelos não lineares com inserção de covariantes apresentam desempenho 
superior aos modelos lineares genéricos e podem superar técnicas de aprendizado 
de máquina como k-Vizinhos Mais Próximos (k-VMP) e Floresta Aleatória (FA). 
 As técnicas RNA, MVS e Modelos não lineares com adição de covariantes são as 
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CAPÍTULO 2  REDUÇÃO NA QUANTIDADE DE MEDIÇÕES DE ALTURA EM 
INVENTÁRIOS DE Pinus taeda L. PELO EMPREGO DE MODELOS NÃO 




A tarefa de medição da altura das árvores é um componente expressivo nos 
custos de inventários florestais. Visando avaliar a viabilidade da redução do número 
de medições de altura a serem realizadas, foram gerados dois subconjuntos a partir 
de uma base de dados de inventário florestal realizado em plantios de Pinus taeda. A 
base completa totaliza 1.336 parcelas circulares de 600m² de área, instaladas em 
povoamentos entre 5 e 21 anos e espaçamento de 4 a 9 m² por árvore, sendo que em 
cada parcela foram medidas as alturas de em média 20 árvores (47 no máximo e 5 no 
mínimo). Subconjuntos denominados A3 e A5 foram gerados de modo a simular a 
redução do número de alturas medidas por parcela para 3 e 5 árvores, 
respectivamente. Três técnicas de regressão foram testadas na modelagem da 
relação hipsométrica para cada subconjunto de dados: Redes Neurais Artificiais 
(RNA), Máquinas de Vetores de Suporte (MVS) e Modelo não linear de Gompertz com 
adição de covariantes, totalizando seis testes. Como testemunha, foi aplicado o 
método tradicionalmente utilizado pela empresa que disponibilizou os dados, que 
consiste no ajuste de modelos por estrato, cujo critério de agrupamento é: idade, fase 
de manejo, localização e classe de sítio. Para ajuste/treinamento dos modelos, foram 
utilizadas como variáveis preditoras: diâmetro à 1,3 m do solo, altura dominante da 
parcela, diâmetro quadrático médio da parcela e idade.  Os indicadores de qualidade 
(erro quadrático médio e erro absoluto médio), análises gráficas de resíduos, análise 
de variância e teste de comparação de médias de Dunnett indicaram que a redução 
do número de medições de altura por parcela para 5 permitiu que as três técnicas de 
regressão apresentassem resultados equivalentes ao método tradicional, o que não 
ocorreu para os ajustes ao conjunto com 3 árvores, que tiveram desempenho menos 
satisfatório. As técnicas de aprendizado de máquina apresentaram indicadores de 
desempenho mais favoráveis em comparação ao modelo de Gompertz modificado; no 
entanto, apresentam maior complexidade para replicação, representação e 
interpretação dos parâmetros em comparação ao modelo não linear. Concluiu-se que 
em inventários florestais de P. taeda a mensuração da altura de cinco árvores por 
unidade amostral é suficiente para descrever a relação hipsométrica, empregando 
RNA, MVS ou modelos não lineares com inclusão de covariantes. 
 
Palavras-chave: Máquinas de Vetores de Suporte; Redes Neurais Artificiais; relação 






CHAPTER 2  REDUCTION IN THE NUMBER OF HEIGHT MEASUREMENTS IN 





The task of measuring tree height is an expressive component in the costs of 
forest inventories. In order to evaluate the viability of reducing the number of height 
measurements, two subsets were generated from a forest inventory dataset of Pinus 
taeda stands. The full data set consists of 1,336 circular plots of 600 m² of area, plotted 
in 5 to 21 years old stands, with spacing from 4 to 9 m² per tree, where 20 height 
measurements were taken, on average (47 at most and 5 at least). The subsets A3 
and A5, refer to the simulation of the reduction in the number of height measurements 
per plot to 3 and 5 trees, respectively. Three regression techniques were tested in the 
modeling of the height-diameter relationship for each subset of data: Artificial Neural 
Networks, Support Vector Machines and the Gompertz non-linear model with 
covariates inclusion, totalizing six tests. The traditional method used by the company 
that provided the data for this study was the control method, consisting of the fit of 
models by stratum, whose the grouping criteria were: age, management phase, 
location and site index. For the adjustment/training of the models, the following 
variables were used as predictors: diameter at breast height, plot dominant height, plot 
quadratic mean diameter and age. The goodness of fit indicators, residual plots, 
analysis of variance and Dunnett test indicated that the reduction in the number of 
height measurements per plot to 5 allowed the three regression techniques to present 
equivalent results to the traditional method, what did not occur for the A3 data set, 
which presented less accuracy. The machine learning techniques presented higher 
performance indicators than the modified Gompertz model; however, they present 
greater complexity for replication, representation and interpretation of the parameters 
in comparison to the nonlinear model. It was concluded that in P. taeda forest 
inventories the measurement of the height of five trees per plot is sufficient to describe 
the height-diameter relation, using RNA, MVS or non-linear models with covariates 
inclusion. 
 
Keywords: Support Vector Machines; Artificial Neural Networks; artificial intelligence; 













A obtenção da altura das árvores em inventário florestais é fundamental para 
estimativa do volume da biomassa ou da produção de madeira. Pela sua difícil 
obtenção, na prática as empresas florestais mensuram a altura de apenas algumas 
árvores na unidade amostral, utilizando relações hipsométricas para estimativa das 
demais. No entanto, a medição por meio de instrumentos da altura de árvores em pé 
é uma operação onerosa e sujeita a erros. 
O ajuste de modelos empíricos a nível de parcela é considerado o método 
mais apropriado para representação da relação hipsométrica (SOARES et al., 2004). 
Modelos lineares genéricos que utilizam variáveis como idade e altura dominante para 
representar características específicas dos povoamentos, que constituem um 
conjunto de dados heterogêneo, podem substituir modelos ajustados a nível de 
parcela devido apresentarem boa performance de ajuste, tendo como benefício a 
substituição de diversos modelos por apenas um (BARROS et al., 2002; SOARES et 
al., 2004). 
Apesar do tradicional uso de modelos lineares para representação da relação 
hipsométrica, modelos não lineares são mais apropriados e podem apresentar melhor 
desempenho na estimativa das alturas. Especialmente com a adição de covariantes, 
como idade e altura dominante para estimativa dos parâmetros do modelo (SENA et 
al., 2015). 
Recentemente, a utilização de técnicas de inteligência artificial para tarefas de 
regressão tem apresentado bons resultados na modelagem da relação hipsométrica 
a partir de conjuntos de dados que agrupam povoamentos com diferentes idades, 
espaçamentos e qualidades de sítio (BINOTI et al., 2013b; VENDRUSCOLO et al., 
2017). 
Binoti et al. (2012) avaliaram o efeito da redução gradativa do número de 
parcelas a compor o conjunto de treinamento de Redes Neurais Artificiais aplicadas à 
modelagem da relação hipsométrica de povoamentos de eucaliptos. Os autores 
concluíram que a utilização da técnica permite a redução do custo de inventários 
florestais por meio da redução no número de alturas a serem medidas, sem perda 




A tarefa de medição da altura das árvores está diretamente relacionada ao 
rendimento das equipes de campo, sendo um componente expressivo na formação 
do custo de inventários florestais (LEITE e ANDRADE, 2003).  
É possível reduzir o número de alturas medidas nas parcelas sem perder 
precisão em relação ao método tradicional valendo-se de técnicas de AM e regressão 
com covariantes para Pinus taeda? Essa questão motivou a apresentação da presente 
pesquisa, a qual teve como objetivo geral avaliar a utilização de métodos de 
aprendizado de máquina e modelos não lineares na modelagem da relação 
hipsométrica, sob duas condições de intensidade de medições: 3 e 5 árvores por 
parcela.  
Os objetivos específicos foram: avaliar o desempenho do modelo não linear 
de Gompertz, Redes Neurais Artificiais e Máquinas de Vetores de Suporte na 
representação da relação hipsométrica a partir de conjuntos de dados que simulam a 
medição da altura de 3 e de 5 árvores por unidade amostral; e comparar a 
performance dos métodos propostos e do método tradicionalmente utilizado pela 
empresa que disponibilizou os dados utilizados neste estudo. 
 
2.2 MATERIAIS E MÉTODOS 
 
2.2.1 BASE DE DADOS 
 
Os dados utilizados no presente estudo são oriundos de plantios comerciais 
de Pinus taeda localizados na região centro sul do Paraná, manejados sob regime de 
múltiplos produtos da madeira, com espaçamentos de plantio variados (de 4 a 9 
m²/árvore). A base de dados para estudo da relação hipsométrica foi constituída por 
23.754 árvores com suas respectivas medidas de diâmetro à 1,30 m do solo (DAP), 
altura total, altura dominante da parcela, amostradas em 1.336 parcelas circulares de 
600 m² de área, instaladas em povoamentos entre 5 e 21 anos de idade e 
espaçamento de 4 a 9 m² por árvore. Em média, foram medidas as alturas de 20 
árvores por parcela, no entanto a base de dados não considerou árvores quebradas, 
tortas, dominadas e rebrotas, o que reduziu à 18 árvores por parcela, em média. 
O resumo estatístico das variáveis contidas na base de dados está 





FIGURA 2.1 - ESTATÍSTICA DESCRITIVA DA BASE DE DADOS OBTIDOS EM INVENTÀRIOS EM 
POVOAMENTOS DE Pinus taeda NO ESTADO DO PARANÁ. 
 
FONTE: O autor (2019). 
NOTA: Variáveis  e  obtidas à nível de unidade amostral. 
 
As unidades amostrais foram ordenadas em função da idade do povoamento, 
e separadas sistematicamente de modo a formar um conjunto de treinamento/ajuste 
(90%) e de teste (10%).  
 
2.2.2 REDUÇÃO DO NÚMERO DE MEDIÇÕES DE ALTURAS 
 
Foram simuladas duas situações de redução da intensidade amostral a partir 
de subamostragens do conjunto de treinamento/ajuste. Sendo elas: 
I. Método A3: consistiu em subamostrar três árvores por parcela, 
correspondendo a primeira árvore mensurada, a de maior e a de menor diâmetro. 
Quando a primeira árvore coincidiu em ser a de menor ou maior diâmetro, então foi 
incluída na subamostragem a árvore subsequente.  
II. Método A5: consistiu em uma subamostragem tal qual a realizada para 
gerar A3, porém garantindo sempre 5 árvores por parcela, sendo as 3 de maior 




Desse modo, foram geradas duas novas bases de treinamento/ajuste, as 
quais simularam a mensuração do método A3 e A5. 
Nos conjuntos A3 e A5 a variável altura dominante ( ), que pelo método 
tradicional consiste na média das alturas das seis árvores de maior diâmetro, foi 
substituída pelas variáveis  e , que representam a altura da árvore de maior 
diâmetro, e a média da altura das três árvores de maior diâmetro, respectivamente. 
 
2.2.3 MÉTODO DE AJUSTE TRADICIONAL 
 
Como testemunha para comparação aos métodos propostos, empregou-se o 
método de modelagem da relação hipsométrica utilizada pela empresa que 
disponibilizou os dados do estudo. O método consiste no ajuste de diferentes modelos 
por estrato, selecionando o que produziu o menor erro padrão ( ). A estratificação 
empregada pela empresa consiste em agrupar povoamentos de mesma idade e fase 
de manejo, que se situem em fazendas próximas e de índice de sítio similar. A base 
de dados utilizada conta com, ao todo, 146 estratos. 
Para este estudo, foram ajustados três modelos por estrato os quais, segundo 
a empresa, são mais frequentemente utilizados na predição da altura dos 
povoamentos:  
   
   
   
em que: 
 = parâmetros dos modelos; 
 = diâmetro à 1,30m do solo; 
 = altura dominante; 
 = logaritmo neperiano; 






Para cada estrato, o modelo que conferiu ao ajuste o menor erro padrão foi 
utilizado para predição das alturas.  
 
2.2.4 TREINAMENTO DOS ALGORITMOS DE APRENDIZADO DE MÁQUINA 
 
Dois métodos de aprendizado de máquina foram aplicados no presente 
estudo, por terem apresentado melhores resultados no primeiro capítulo desta 
pesquisa:  Máquinas de Vetores de Suporte (MVS) e Redes Neurais Artificiais (RNA). 
Foram utilizadas, como variáveis preditoras: altura total o diâmetro à altura do peito 
( ), média da altura das n árvores dominantes ( ), idade ( ) e diâmetro médio 
quadrático da parcela ( ). 
Para evitar a seleção de modelos sobreajustados aos dados de treinamento 
e de baixa capacidade de generalização, o treinamento dos modelos de AM foi 
realizado por meio da aplicação do método de validação cruzada k-fold, combinado 
ao método de busca em grade. Segundo Shalev-Shwartz e Ben-David (2014), o 
método k-fold consiste em particionar a base de dados aleatoriamente em k 
subconjuntos de dimensões similares e, para cada configuração do algoritmo, realizar 
k treinamentos, separando um subconjunto por vez para validação. Desse modo, 
todas as observações são utilizadas k-1 vezes para treinamento e uma vez para 
validação. A medida de desempenho de cada configuração é obtida pela média do 
erro quadrático médio das k validações. Após a etapa de validação cruzada, o 
algoritmo efetua o treinamento de um modelo final para a configuração testada, 
utilizando toda a base de dados de treinamento. 
Para cada algoritmo de AM, a melhor configuração foi a que conferiu ao 
modelo o menor erro quadrático médio obtido por validação cruzada. Os pacotes R 
utilizados realizam a validação cruzada k-fold automaticamente a partir da 
determinação do número de subconjuntos (folds) pelo usuário. Neste estudo, utilizou-
se o método 3-fold. O treinamento dos algoritmos foi realizado no software R Studio 
1.0.136. 
 
2.2.4.1 Máquinas de Vetores de Suporte 
 





entre o número de vetores de suporte e o número total de instâncias na base de 
treinamento. Utilizou-  R utilizado (e1071). 
Os parâmetros C e gamma foram ajustados pelo método de busca em grade. 
A busca foi realizada conforme o método sugerido por  Hsu et al. (2003), que consiste 
em, inicialmente, realizar uma busca exploratória através de valores intervalados para 
cada um dos parâmetros, e após a identificação de uma região promissora, onde os 
erros são menores, esses intervalos são reduzidos para realização de uma busca 
refinada. O treinamento das MVS foi realizado por meio da função svm presente no 
pacote e1071 do R. 
Na busca exploratória testou-se para a variável gamma valores de  até 
, em intervalos de , enquanto para a variável C testou-se valores de  até , 
com o mesmo intervalo. Considerando que os melhores parâmetros obtidos pela 
busca exploratória sejam  e  para gamma e C, a busca refinada testou para 
gamma valores de  até , e para C valores de  até , adotando 
em ambos os casos intervalo de . 
 
2.2.4.2 Redes Neurais Artificiais 
 
Redes Neurais Artificiais do tipo Perceptron de múltiplas camadas foram 
treinadas por meio do algoritmo de retropropagação dos erros, utilizando-se a função 
h2o.deeplearning, do pacote h2o do R. Foi utilizada como função de ativação dos 
neurônios da camada oculta a Tangente Hiperbólica, descrita pela expressão a seguir. 
 
   
 
em que: 





 = vetor de pesos sinápticos; 




 = bias ou viés da camada. 
 
A quantidade de neurônios na camada oculta foi determinada a partir do 
método de busca em grade, por meio do treinamento de redes que continham de 1 a 
10 neurônios na camada oculta. 
 
2.2.4.3 Ajuste do modelo não linear 
 
O modelo não linear foi ajustado por meio da função nls.lm do pacote 
minpack.lm do R, o qual utiliza uma modificação do algoritmo Levenberg-Marquadt 
para resolução de problemas de mínimos quadrados não lineares. Foi utilizado para 
ajuste o modelo de Gompertz modificado pela decomposição dos parâmetros e 
inserção das covariantes altura dominante, idade e diâmetro médio quadrático, além 
da variável DAP. As covariantes para cada parâmetro foram selecionadas por 
procedimento backward, sendo mantidas no modelo somente as significativas à 1% 




O modelo de Gompertz modificado pela inclusão de covariantes, o qual foi 





, , , , , ,  = parâmetros do modelo; 
 = altura da árvore dominante (A3) ou média das alturas das três árvores 
dominantes (A5). 
 
2.2.5 AVALIAÇÃO DO DESEMPENHO DOS MÉTODOS 
 
Após o treinamento dos algoritmos de aprendizado de máquina e ajuste do 




essas técnicas foram aplicadas à predição das alturas em um conjunto de dados 
desconhecidos. 
Os métodos foram avaliados quanto ao desempenho na predição da altura 
total e quanto ao impacto nas predições dos volumes total e por sortimento. 
 
2.2.5.1 Desempenho na estimativa da altura total 
 
O desempenho dos métodos na estimativa da altura total de árvores 
desconhecidas foi avaliado pelo Erro Quadrático Médio (EQM%), e pelo Erro Absoluto 
Médio (EAM), descritos pelas expressões a seguir. 
 
   
   
   
 
em que: 
 = altura total observada para a árvore i; 
 = altura total estimada para a árvore i; 
n = número de observações; 
 = altura total média das árvores observadas. 
 
Ainda, os modelos foram comparados por meio de análise de gráfica de 
resíduos e da curva de predição.  
 
2.2.5.2 Impacto nos volumes total e por sortimento 
 
O volume total e por sortimento para cada árvore do conjunto de teste foram 
estimados por meio de uma função de afilamento ajustada a partir de dados de 
cubagem disponibilizados pela empresa. Foi utilizado como função de afilamento o 








 = diâmetro i ao longo do fuste; 
 = altura i ao longo do fuste. 
 
Os volumes estimados a partir das alturas observadas compuseram os 
valores para a testemunha, para que os volumes estimados a partir das alturas 
preditas pelos diferentes métodos pudessem ser avaliados por meio de uma 
modificação do EAM%, denominada diferença absoluta média percentual (DAM%), 
conforme as seguintes expressões: 
 
    
   
 
em que:  
 = volume total ou do sortimento da árvore i estimado a partir da altura 
observada; 
 = volume total ou do sortimento da árvore i estimado a partir da altura 
estimada; 
 = média do volume total ou do sortimento observado. 
 
A estimativa do volume total (Vt) considerou o fuste da árvore desde sua base 
até a ponta. Para a estimativa dos volumes por sortimento (Vsi), foi considerada uma 
altura de toco de 10 centímetros e as medidas indicadas na Tabela 2.1. 
 
TABELA 2.1 - SORTIMENTOS UTILIZADOS PARA ESTIMATIVA DOS VOLUMES COMERCIAIS. 
Sortimento Mínimo DPF (cm) Máximo DPF (cm) Comprimento (m) 
 33 99 2,65 
 23 33 2,65 
 15 23 2,65 
 8 15 2,4 
FONTE: O autor (2019). 




O volume das seções de uma árvore foi estimado a partir da integração da 
equação de afilamento. A integral definida do polinômio do 5º grau está implementada 
no Florexel, suplemento para MS Excel o qual foi utilizado neste estudo para 
estimativa dos volumes totais e por sortimento. 
 
2.2.6 ANÁLISE DE VARIÂNCIA E TESTE DE COMPARAÇÃO DE MÉDIAS 
 
Para a realização da análise de variância, optou-se pelo delineamento em 
blocos casualizados (DBC), de modo a isolar o efeito da variabilidade nas dimensões 
das árvores do grupo de teste. Cada método foi considerado um tratamento e cada 
árvore um bloco, cujos valores comparados se referem à diferença absoluta em 
metros entre a altura observada e a estimada para cada árvore do conjunto de teste. 
O método tradicional de modelagem foi considerado o controle, sendo comparado 
com todos os demais métodos pelo teste de comparação de médias de Dunnett a 5% 
de probabilidade. 
 
2.3 RESULTADOS E DISCUSSÃO 
 
2.3.1 AJUSTES DE MODELOS DE REGRESSÃO ESTATÍSTICA 
 
O método tradicional contemplou o ajuste de 438 modelos, sendo três para 
cada um dos 146 estratos de plantio, sendo o melhor selecionado para modelagem 
da relação hipsométrica do estrato. O modelo linear 1 foi superior em 93 estratos 
(64%), enquanto o modelo linear 2 foi em 44 (30%), e o 3 em apenas 9 (6%). Os 
modelos escolhidos pelo método tradicional e os parâmetros estimados estão 
apresentados no Apêndice 1. 
As estimativas dos parâmetros para os modelos não lineares ajustados as 
bases A3 e A5 estão apresentadas na Tabela 2.2. Todos os coeficientes dos dois 






TABELA 2.2 - ESTIMATIVAS DOS PARÂMETROS PARA OS MODELOS NÃO LINEARES 
AJUSTADOS PARA A RELAÇÃO HIPSOMÉTRICA DE ÁRVORES DE Pinus taeda NO PARANÁ. 
Base de ajuste Parâmetro Estimativa Erro padrão  Valor-p 
A3 
 1,8706 0,25 7,38 > 0,001 
 0,9941 0,02 65,43 > 0,001 
 -0,0185 0,01 -2,22 0,027 
 1,4933 0,08 19,65 > 0,001 
 -0,0397 0,00 -9,42 > 0,001 
 0,1330 0,01 16,47 > 0,001 
 -0,0024 0,00 -8,50 > 0,001 
A5 
 2,4640 0,28 8,92 > 0,001 
 1,0409 0,01 71,03 > 0,001 
 -0,0776 0,01 -10,79 > 0,001 
 1,2200 0,06 20,38 > 0,001 
 -0,0138 0,00 -3,33 > 0,001 
 0,1094 0,01 13,53 > 0,001 
 -0,0010 0,00 -2,96 0,003 
FONTE: O autor (2019). 
 
2.3.2 REDES NEURAIS ARTIFICIAIS 
 
2.3.2.1 Conjunto de treinamento A3 
 
Ao aplicar o treinamento no conjunto A3, a rede neural que produziu o menor 
erro quadrático médio na validação cruzada k-fold foi treinada com sete neurônios na 
camada intermediária. 
A partir da obtenção dos pesos sinápticos e dos bias das camadas que 
compõem a RNA, essa pode ser reproduzida a partir de um conjunto de equações. As 
expressões a seguir, padronizam as entradas a partir da média e do desvio-padrão 
das variáveis no conjunto de treinamento.  
 
   
   
   





De posse das variáveis padronizadas, estas devem ser inseridas nas 








Os valores  devem ser inseridos na função de ativação tangente hiperbólica 
( ), conforme a expressão a seguir. Os resultados representarão as saídas dos sete 
neurônios da camada intermediária. 
 
   
 
Por fim, as saídas  serão utilizadas na equação abaixo, que descreve em 
uma única expressão o resultado da camada de saída que possui função de ativação 
linear e a despadronização do resultado em função da média e do desvio padrão da 




2.3.2.2 Conjunto de treinamento A5 
 
A rede treinada com treze neurônios na camada intermediária foi a que 
produziu o menor erro quadrático médio, dentre as 15 redes treinadas a partir do 
conjunto A5. Para replicação da rede, estão apresentadas equações que representam 
as operações matemáticas realizadas pela RNA para predição de novos valores. 





   
   



















Assim como na RNA treinada a partir do conjunto A3, os valores  devem ser 
inseridos na função de ativação tangente hiperbólica apresentada anteriormente. Os 
resultados corresponderão às saídas dos 13 neurônios da camada intermediária e 









2.3.3 MÁQUINAS DE VETORES DE SUPORTE 
 
2.3.3.1 Conjunto de treinamento A3 
 
A melhor configuração obtida para o conjunto de treinamento A3 foi  =  
e C = . A obtenção de uma equação que represente a MVS treinada é uma tarefa 
mais complexa que a obtenção de equações de RNA. A quantidade de equações 
geradas é diretamente proporcional ao número de vetores de suporte utilizados para 
criação do modelo. A MVS treinada para o conjunto A3 utilizou 1.817 vetores de 
suporte, o que torna inviável a replicação do modelo em forma de equações. Para 
contornar esta limitação, a replicação da MVS pode ser realizada pelo 
armazenamento das matrizes de vetores de suporte e de coeficientes ajustados 
durante o treinamento, bem como o valor  e o bias. A expressão a seguir representa 
matematicamente as operações para predição de novas observações. 
 
   
Em que: 
  = vetor de valores da variável dependente para as novas observações;
  = vetor de coeficientes ajustados no treinamento; 
  = kernel; 
  = matriz de variáveis preditoras das novas observações; 
  = matriz de vetores de suporte 
 
O procedimento de utilização dos componentes armazenados para predição 
das alturas em novos dados no R está apresentado no Apêndice 2. 
 
2.3.3.2 Conjunto de treinamento A5 
 
A melhor configuração obtida para o conjunto de treinamento A5 foi  =  
e C = . Foram utilizados 3.011 vetores de suporte. O procedimento de replicação 





2.3.4 ANÁLISE DE INDICADORES ESTATÍSTICOS 
 
As estatísticas de teste dos métodos empregados estão apresentadas na 
Tabela 2.3. De modo geral o modelo de Gompertz e os algoritmos de aprendizado de 
máquina foram similares quando foi utilizado para ajuste/treinamento o mesmo 
conjunto de dados.  
Ao serem comparados em relação a EAM% , o ajuste a nível de estrato, que 
considera a medição das alturas de em média 18 indivíduos por parcela, foi superior 
aos métodos que contemplam a medição de 5 árvores por parcela. Essa diferença se 
acentua considerando a medição de 3 árvores por parcela.  
Quanto ao EQM%, que dá maior peso a erros de maior maginitude, todos os 
métodos ajustados ao conjunto A5 foram equivalentes ou levemente superiores ao 
método tradicional.  
A diferença média percentual (DM%) entre os volumes totais calculados a 
partir das alturas estimadas pelo método tradicional foi superior aos erros obtidos 
pelos métodos ajustados ao conjunto A5, e inferiores aos métodos ajustados à A3.  
Os resultados sugerem que os métodos que empregam mais árvores no 
ajuste/treinamento dos modelos apresentam menor DM% para o sortimento de maior 
valor ( ). Estas diferenças foram mais evidentes neste sortimento que nas demais 
variáveis analisadas. 
Os índices de qualidade indicam similaridade de desempenho entre o método 
tradicional e os três métodos de regressão aplicados ao conjunto A5. As alturas 
estimadas pelo modelo de Gompertz e as técnicas RNA e MVS, considerando a 
medição de 5 árvores por parcela, permitiram estimativas de volume total mais 
similares aos volumes estimados a partir das alturas observadas. Isso também 
ocorreu para os sortimentos  e . Já para os sortimentos  e , o método 






TABELA 2.3 - ESTATÍSTICAS DE TESTE DOS MÉTODOS EMPREGADOS NA ESTIMATIVA DA 
ALTURA TOTAL E DOS VOLUMES TOTAL E POR SORTIMENTO PARA POVOAMENTOS DE 
Pinus taeda EM DIVERSAS IDADES NO ESTADO DO PARANÁ. 
Método EAM (m) EQM (m) 
DAM% 
     
Tradicional 0,98 (6,0%) 1,41 (8,6%) 5,53% 7,22% 8,34% 12,35% 17,85% 
Gompertz (A3) 1,13 (6,8%) 1,61 (9,7%) 6,17% 10,34% 9,22% 12,73% 18,72% 
RNA (A3) 1,11 (6,7%) 1,59 (9,6%) 6,09% 9,34% 9,14% 12,74% 18,59% 
MVS (A3) 1,11 (6,7%) 1,59 (9,6%) 6,10% 10,33% 8,99% 12,77% 18,59% 
Gompertz (A5) 1,00 (6,1%) 1,41 (8,5%) 5,48% 8,81% 8,26% 12,11% 17,99% 
RNA (A5) 1,00 (6,1%) 1,41 (8,6%) 5,49% 8,76% 8,15% 11,97% 18,01% 
MVS (A5) 1,00 (6,0%) 1,40 (8,5%) 5,43% 8,78% 8,20% 12,01% 17,91% 
FONTE: O autor (2019). 
NOTA: EAM = erro absoluto médio na estimativa das alturas; EQM = erro quadrático médio na 
estimativa das alturas; DM% = diferença média percentual entre os volumes calculados a partir das 
alturas estimadas e observadas; , , ,  = sortimentos pré-definidos. 
 
Em termos relativos, as diferenças entre o método tradicional e as técnicas 
empregadas na regressão da relação hipsométrica do conjunto A5 foram baixas 
(Tabela 2.4). O procedimento utilizado pela empresa apresentou desempenho inferior 
a estes métodos para os indicadores EQM para altura e DAM para o volume total, e 
pouco superior para EAM, enquanto os métodos propostos considerando o conjunto 
A3 tiveram performance inferior ao método tradicional para todos os indicadores, com 
diferenças superiores a 10% nos indicadores estatísticos. 
 
TABELA 2.4 - DIFERENÇAS PERCENTUAIS OBSERVADAS ENTRE OS INDICADORES 
ESTATÍSTICOS DOS MÉTODOS PROPOSTOS E DO MÉTODO TRADICIONAL PARA 
POVOAMENTOS DE Pinus taeda EM DIVERSAS IDADES NO ESTADO DO PARANÁ. 
Método EAM EQM  
Gompertz (A3) -15,3% -14,2% -11,6% 
RNA (A3) -13,3% -12,8% -10,1% 
MVS (A3) -13,3% -12,8% -10,3% 
Gompertz (A5) -2,0% 0,0% 0,9% 
RNA (A5) -3,1% 0,0% 0,7% 
MVS (A5) -2,0% 0,7% 1,8% 
FONTE: O autor (2019). 
 
Os resíduos relativos para o conjunto de teste dos métodos que contemplaram 
a mensuração de 3 árvores por parcela apresentaram maior amplitude de dispersão 
e menor uniformidade em relação aos demais métodos, com tendência a 
subestimativa da altura de árvores de menor porte (Figura 2.2). Todos os métodos 
apresentaram algumas estimativas com resíduos de maior magnitude para árvores de 




pode-se afirmar que o método tradicional e os métodos ajustados/treinados a partir do 
conjunto A5 foram satisfatórios quanto a  capacidade de explicar a elevada variância 
dos dados, uma vez que as predições realizadas nos dados de teste apresentam EAM 
inferior a 7%, resíduos livres de tendenciosidade, simetricamente distribuídos e 
concentrados em torno de zero (Figura 2.3), e com dispersão independente das 
variáveis preditoras DAP (Figura 2.4), idade (Figura 2.5),  (Figura 2.6) e Dg (Figura 
2.7).  
Considerando que o que diferencia o conjunto A5 do A3 é a presença dos 
valores de altura medidos de mais duas árvores dominantes, e que os modelos de 
predição ajustados ao conjunto A5 foram claramente superiores aos ajustados ao A3, 
independente da técnica de regressão, verifica-se que a variável que representa a 
qualidade do local é de grande contribuição para a qualidade do modelo de predição. 
A importância da variável altura dominante na modelagem da relação hipsométrica já 
foi citada por alguns autores (CAMPOS et al., 1984; LEITE e ANDRADE, 2003), e 
especialmente neste estudo demonstrou ser fundamental para garantir indicadores 
estatísticos satisfatórios em face a redução da intensidade amostral. 
Usualmente é utilizada para representação da qualidade de sítio o conceito 
de altura dominante de Assmann, o qual considera como índice a média da altura das 
cem árvores de maior diâmetro por hectare. Na redução do número de medições de 
altura representada pelo conjunto A5, a variável  composta pela média das três 
árvores dominantes de cada unidade amostral de 600 m², representa a média da altura 
das 50 árvores dominantes por hectare. Esta variável consiste em um conceito de 
altura dominante alternativo ao de Assmann. Segundo a definição de Husch (1982), a 
altura dominante é a altura média das n árvores de maior diâmetro, ou a média da 
altura das n árvores mais altas de um povoamento, ou ainda a altura média das 
árvores do estrato dominante, por uma unidade de área definida. 
A Figura 2.8 demonstra o comportamento das curvas de predição em função 
do diâmetro em parcelas de diferentes idades, diâmetros médios quadráticos e alturas 
dominantes. Nota-se que todos os métodos foram capazes de descrever a relação 
hipsométrica observada nas parcelas, exceto na unidade amostral 5, em que os 
métodos ajustados à base A3 e o modelo de Gompertz ajustado à base A5 tenderam 






FIGURA 2.2 - DISPERSÃO DOS RESÍDUOS RELATIVOS DAS PREDIÇÕES DE ALTURA TOTAL 
REALIZADA PELOS MÉTODOS ESTUDADOS, EM FUNÇÃO DAS ALTURAS ESTIMADAS PARA 
POVOAMENTOS DE Pinus taeda L. NO PARANÁ. 
 
FONTE: O autor (2019). 
 
FIGURA 2.3 - FREQUÊNCIA DE RESÍDUOS DAS PREDIÇÕES REALIZADAS PELOS MÉTODOS 
ESTUDADOS NO CONJUNTO DE TESTE DE POVOAMENTOS DE Pinus taeda L. NO PARANÁ. 
 






FIGURA 2.4 - DISPERSÃO DOS RESÍDUOS RELATIVOS DAS PREDIÇÕES DE ALTURA TOTAL 
EM FUNÇÃO DOS DIÂMETROS À ALTURA DO PEITO (DAP) REALIZADAS PELOS MÉTODOS 
ESTUDADOS, PARA POVOAMENTOS DE Pinus taeda L. NO PARANÁ.  
 
FONTE: O autor (2019). 
 
FIGURA 2.5 - DISPERSÃO DOS RESÍDUOS RELATIVOS DAS PREDIÇÕES DE ALTURA TOTAL 
EM FUNÇÃO DA IDADE, REALIZADA PELOS MÉTODOS ESTUDADOS, PARA POVOAMENTOS 
DE Pinus taeda L. NO PARANÁ.  
 






FIGURA 2.6 - DISPERSÃO DOS RESÍDUOS RELATIVOS DAS PREDIÇÕES DE ALTURA TOTAL 
PARA POVOAMENTOS DE Pinus taeda L. NO PARANÁ REALIZADA PELOS MÉTODOS 
ESTUDADOS, EM FUNÇÃO DA VARIÁVEL , EM QUE  = 6 NO MÉTODO TRADICIONAL,  = 3 
NO CONJUNTO A3 E  = 5 NO CONJUNTO A5. 
 
FONTE: O autor (2019). 
 
FIGURA 2.7 - DISPERSÃO DOS RESÍDUOS RELATIVOS DAS PREDIÇÕES DE ALTURA TOTAL 
PARA POVOAMENTOS DE Pinus taeda L. NO PARANÁ REALIZADA PELOS MÉTODOS 
ESTUDADOS, EM FUNÇÃO DO DIÂMETRO MÉDIO QUADRÁTICO. 
 







FIGURA 2.8 - ALTURAS OBSERVADAS E ESTIMADAS POR DIFERENTES MÉTODOS PARA Pinus 
taeda L., PARA 5 PARCELAS SELECIONADAS ALEATORIAMENTE NO CONJUNTO DE TESTE. 
 
FONTE: O autor (2019). 
LEGENDA: (PARCELA 1: IDADE = 5,  = 6,2,  = 6,9,  = 6,5,  = 10,58; PARCELA 2: 
IDADE = 9,  = 13,4,  = 14,1,  = 13,6,  = 21,21; PARCELA 3: IDADE = 13,  = 19,4, 
 = 19,9,  = 19,3,  = 24,82; PARCELA 4: IDADE = 17,  = 21,8,  = 21,2,  = 21,9, 





Os resultados para os indicadores estatísticos e análises gráficas apontam 
que tanto o modelo de Gompertz modificado quanto os algoritmos de aprendizado de 
máquina apresentaram robustez suficiente para descrever com precisão satisfatória a 
relação hipsométrica existente em um conjunto de dados desbalanceados e de 
elevada heterogeneidade. 
 
2.3.5 ANÁLISE DE VARIÂNCIA E TESTE DE COMPARAÇÃO DE MÉDIAS 
 
Por meio da análise de variância foi detectado que ao menos um tratamento 
diferiu dos demais (Tabela 2.5). Desse modo, procedeu-se o teste de comparação de 
médias de Dunnett, que indicou que as três técnicas de regressão aplicadas ao 
conjunto que considera a medição de 5 árvores por parcela produziram erros médios 
absolutos que não diferem significativamente do método tradicional, a 5% de 
probabilidade (Tabela 2.6). As médias obtidas considerando a medição de três árvores 
por unidade amostral diferiram significativamente do método tradicional, atestando a 
precisão inferior obtida pela aplicação das técnicas ao conjunto A3. 
 
TABELA 2.5 - ANÁLISE DE VARIÂNCIA PARA A DIFERERENÇA ABSOLUTA ENTRE AS ALTURAS 
OBSERVADAS E ESTIMADAS. 
Fonte de Variação GL SQ QM F F crítico Valor-p 
Blocos 2.375 13.117 5,523 27,3889 1,053 < 0,001 
Tratamentos 5 42 8,356 41,436 2,215 < 0,001 
Erro 11.875 2.395 0,202    
Total 14.255 15.553     
FONTE: O autor (2019). 
 
TABELA 2.6 - TESTE DE DUNNETT PARA COMPARAÇÃO DAS MÉDIAS DOS TRATAMENTOS 
COM O CONTROLE. 
Hipótese Média Valor t Valor-p 
Gompertz (A3) - Tradicional = 0 0,14211 4,626 < 0,001** 
RNA (A3) - Tradicional = 0 0,12722 4,141 < 0,001** 
MVS (A3) - Tradicional = 0 0,12729 4,144 < 0,001** 
Gompertz (A5) - Tradicional = 0 0,02138 0,696 0,959ns 
RNA (A5) - Tradicional = 0 0,01857 0,604 0,979ns 
MVS (A5)  Tradicional = 0 0,01324 0,431 0,996ns 
LEGENDA: ** = Tratamentos que diferem do método tradicional a 5% de probabilidade pelo teste de 
Dunnet; ns = Tratamentos que não diferem do método tradicional a 5% de probabilidade pelo teste de 
Dunnett.  





2.3.6 CONSIDERAÇÕES SOBRE A REDUÇÃO DO NÚMERO DE MEDIÇÕES DE 
ALTURA EM PARCELAS DE INVENTÁRIO FLORESTAL 
 
O presente estudo analisou a aplicação de técnicas de regressão com 
covariantes e AM em conjuntos de dados que simulavam a mensuração de três e de 
cinco árvores por parcela. A quantidade de árvores medidas em cada unidade 
amostral demonstrou ser mais decisiva na qualidade dos modelos, uma vez que os 
diferentes técnicas de regressão apresentaram resultados similares quando aplicadas 
ao mesmo conjunto de dados, e maiores diferenças foram observadas para uma 
mesma técnica aplicada a diferentes conjuntos. 
 Binoti et al. (2012) concluiram não haver redução significativa no 
desempenho da estimativa de alturas por meio de RNA quando se utilizou no 
treinamento apenas 10% das unidades amostrais de um povoamento de eucaliptos 
submetidos à medição da altura de 7 árvores/parcela. Os resultados aqui 
apresentados demonstram que outras técnicas como MVS e modelos não lineares 
podem também ser utilizados quando se objetiva a redução do número de medições 
para representação da relação hipsométrica. 
Foi demonstrado neste estudo que a mensuração de cinco pares de diâmetro-
altura por unidade amostral é suficiente para aplicação de um único modelo para 
modelagem da relação hipsométrica de povoamentos com idades, espaçamentos e 
qualidades de sítio diferentes. As três técnicas de regressão testadas são capazes de 
substituir, sem perda significativa de precisão, 146 modelos lineares selecionados 
dentre 438 ajustados, uma vez que apresentaram desempenhos que não diferem 
estatisticamente. 
A medição das árvores de maior diâmetro e de uma dentre as de menor na 
unidade amostral, visa cobrir a amplitude da distribuição de valores de DAP e altura 
nos povoamentos, enquanto a medição da primeira árvore visa formar a nuvem de 
observações aleatórias entre os extremos. Apesar da redução no número de 
medições de altura por parcela, as nuvens de observações dos conjuntos A3 e A5 
permaneceram densas, especialmente no conjunto A5, em que a variação presente 
nos dados permaneceu suficientemente representada, permitindo a geração de 






FIGURA 2.9 - DISPERSÃO DE OBSERVAÇÕES DOS CONJUNTOS DE AJUSTE/TREINAMENTO 
UTILIZADOS NO PRESENTE ESTUDO. 
 
FONTE: O autor (2019). 
 
É importante ressaltar que o método de inventário utilizado pela empresa não 
contempla a mensuração da árvore de menor diâmetro de cada parcela e que, 
portanto, o método de simulação da redução no número de árvores coletadas por 
unidade amostral aplicado neste estudo contemplou a permanência árvore de menor 
diâmetro dentre as que tiveram a altura mensurada, ou seja, uma dentre as árvores 
de menor diâmetro da parcela, e não necessariamente a menor. 
A medição de uma dentre as árvores de menor diâmetro em vez da árvore de 
menor diâmetro flexibiliza o método e facilita a operacionalização desta estratégia em 
campo. A partir disso, a Figura 2.10 ilustra a sequência de procedimentos a serem 





FIGURA 2.10 - SEQUÊNCIA DE PROCEDIMENTOS PARA MEDIÇÃO DE ALTURAS DE CINCO 
ÁRVORES  POR UNIDADE AMOSTRAL PELO MÉTODO PROPOSTO NESTE ESTUDO. 
 











 A relação hipsométrica existente em povoamentos de idades, 
espaçamentos e qualidades de sítio diferentes pode ser representada por 
uma única equação não linear, Rede Neural Artificial ou Máquina de Vetor 
de Suporte. 
 Redes Neurais Artificiais, Máquinas de Vetores de Suporte e modelos não 
lineares com adição de covariantes são capazes de substituir uma grande 
quantidade de equações que representam a relação hipsométrica existente 
em povoamentos de diferentes características. 
 Modelos não lineares com adição de covariantes apresentam maior 
replicabilidade que Redes Neurais Artificiais e Máquinas de Vetores de 
Suporte, por serem representados matematicamente por uma única 
equação. 
 A quantidade de alturas a serem mensuradas em inventários de Pinus taeda 
para construção de modelos hipsométricos genéricos pode ser reduzida 
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CONSIDERAÇÕES FINAIS E RECOMENDAÇÕES 
 
Nesta pesquisa foi confirmada uma tendência que tem sido observada ao 
comparar métodos de aprendizado de máquina, como Redes Neurais Artificiais e 
Máquinas de Vetores de Suporte, com modelos estatísticos de regressão. Os métodos 
baseados em inteligência artificial tendem a apresentar indicadores de qualidade de 
ajuste levemente mais favoráveis que as técnicas tradicionais. Em contrapartida, a 
aplicação destes métodos exige maior atenção por parte do analista, uma vez que são 
aproximadores de funções e não possuem uma forma pré-definida, como ocorre nos 
modelos lineares e biológicos, o que torna os métodos de aprendizado de máquina 
mais susceptíveis a erros e mais sensíveis a inconsistências na base de dados. 
Isso significa que a utilização de métodos de aprendizado de máquina na 
mensuração florestal exige maior esforço de avaliação, de modo a identificar 
comportamentos improváveis nas curvas de predição, uma vez que, diferente dos 
métodos estatísticos, há grande dificuldade em interpretar a influência das variáveis 
preditoras e dos parâmetros ajustados. 
O emprego de modelos não lineares com inserção de covariantes se mostrou 
promissor, uma vez que apresentou resultados muito similares às RNA e as MVS, que 
foram os métodos que apresentaram os melhores resultados no Capítulo 1. A técnica 
foi capaz de reunir a robustez dos métodos de aprendizado de máquina, com a 
simplicidade operacional das técnicas de regressão tradicional. Apesar de demandar 
grande esforço computacional, o ajuste dos modelos não lineares com inserção de 
covariantes é menos exigente que o treinamento de RNA ou MVS, uma vez que o 
número de parâmetros a serem otimizados nos modelos estatísticos tende a ser 
inferior.  
A replicação da equação gerada a partir do modelo não linear também é 
menos custosa, uma vez que uma única equação, representada pela inserção dos 
valores estimados para os coeficientes no modelo, é utilizada para a realização de 
novas predições em qualquer software ou computador. Por outro lado, a replicação 
de RNA e MVS é mais custosa, pois exige cálculos de padronização das variáveis de 
entrada, operação entre matrizes e vetores que armazenam os pesos sinápticos, bias 
e valores de entrada/saída dos neurônios, e despadronização da saída.  
Nas RNA quanto maior a quantidade de neurônios, e nas MVS quanto maior 




reproduzidos. Estes cálculos podem ser realizados de maneira rápida e simples, por 
meio de poucos procedimentos no software R ou em outro ambiente de 
desenvolvimento como o SAS. No entanto, a reprodução em MS Excel ou mesmo a 
representação matemática são de grande dificuldade, tornando mais custosa a 
replicação e representação dos modelos treinados. 
A redução do número de medições de altura por parcela se mostrou viável 
independente das técnicas de regressão aplicadas. O número médio de mensurações 
por parcela utilizadas para modelagem da relação hipsométrica foi reduzido de 17 
para 5, sem perda de qualidade nas predições. A redução da quantidade de árvores 
a terem a altura mensurada permite um aumento no rendimento de equipes de 
medição em inventário florestais, especialmente em dias de vento, fator que dificulta 
a medição das alturas, reduzindo o rendimento da atividade.  
Para estudos futuros, recomenda-se a investigação do impacto da redução do 
número de alturas a serem medidas no tempo de medição de parcelas e nos custos 
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APÊNDICE 1  COEFICIENTES DOS MODELOS SELECIONADOS NO AJUSTE 
PELO MÉTODO TRADICIONAL (POR ESTRATO). 
# Estrato Modelo* Coeficientes ajustados Syx Syx% 
b0 b1 b2 b3 
9 2 -2,3103 0,0960 0,9461 0 0,61 2,72 
10 2 -4,0664 0,0681 1,0488 0 0,85 3,39 
11 3 2,1246 0,2518 0 0 0,07 0,34 
12 1 -22,7870 1,4584 -0,0186 0,7641 1,31 6,33 
13 1 1,6214 0,3814 -0,0035 0,5201 1,19 5,81 
15 1 -10,1211 0,6072 -0,0076 0,9290 1,16 5,18 
16 1 -11,4573 0,4998 -0,0055 1,0275 0,81 3,80 
17 2 5,7766 0,0863 0,5796 0 0,79 3,71 
19 2 18,8893 0,1808 0 0 1,17 4,77 
20 1 -7,4922 0,5668 -0,0073 0,8432 0,84 4,33 
21 1 -4,8774 0,3695 -0,0040 0,8605 1,21 5,50 
22 3 0,5828 0,6699 0 0 0,15 0,98 
23 1 -7,4641 0,5858 -0,0064 0,7712 0,97 5,33 
24 1 33,8248 -1,3340 0,0270 0 1,07 6,03 
26 1 -6,5870 0,6093 -0,0087 0,8070 0,77 4,38 
27 2 -0,7028 0,1930 0,7425 0 1,02 5,50 
28 1 -8,8776 0,6279 -0,0084 0,8835 0,79 4,26 
30 1 -10,2636 0,5768 -0,0072 1,0089 1,08 6,49 
31 2 -6,1624 0,2077 1,0219 0 0,78 4,79 
32 1 23,5292 -0,1834 0,0112 -0,4196 0,91 5,14 
33 2 -0,9781 0,2226 0,6936 0 0,77 4,65 
34 1 -4,0579 0,6031 -0,0087 0,6163 1,03 6,88 
35 2 -2,0656 0,2313 0,7452 0 0,54 3,66 
36 2 -5,2642 0,1667 1,0474 0 1,17 8,62 
37 3 1,9304 0,2944 0 0 0,04 0,25 
38 3 1,8961 0,2432 0 0 0,04 0,32 
39 1 -5,0991 0,4945 -0,0072 0,8104 0,78 6,04 
40 1 -5,4411 0,4521 -0,0055 0,8317 0,55 4,31 
41 2 -3,8816 0,1908 0,9464 0 0,82 6,37 
42 2 -2,1144 0,2405 0,7358 0 0,65 5,42 
43 1 -1,9541 0,6309 -0,0096 0,4224 0,68 5,60 
44 1 -22,2525 0,6845 -0,0139 2,3180 0,42 4,18 
45 1 -3,3477 0,5760 -0,0091 0,5769 0,62 5,99 
46 1 -2,4315 0,3361 -0,0032 0,6949 0,51 5,77 
47 1 -2,6168 0,4680 -0,0080 0,6559 0,51 5,53 
49 1 -32,2619 2,3460 -0,0369 0,7736 0,63 3,09 
50 2 -2,8939 0,2482 0,7831 0 0,86 4,35 
51 1 -2,5369 0,4678 -0,0079 0,6186 0,46 6,10 
54 2 7,8889 0,1211 0,5267 0 1,05 4,15 
55 1 -7,3893 0,6570 -0,0089 0,7799 0,99 5,70 
56 3 2,3561 0,1688 0 0 0,05 0,27 
57 2 5,7436 0,0980 0,5744 0 0,52 2,43 
59 1 -6,1870 0,6418 -0,0076 0,6814 0,85 3,97 
60 1 -4,9101 0,5232 -0,0067 0,7632 0,67 3,14 
62 1 -8,7363 0,6113 -0,0086 0,9024 1,14 6,09 
63 1 -15,4382 0,9927 -0,0139 0,8873 0,66 3,34 
64 2 -2,5906 0,2201 0,7699 0 0,64 5,00 
65 2 -1,0007 0,1771 0,7831 0 0,63 3,31 




# Estrato Modelo* Coeficientes ajustados Syx Syx% 
b0 b1 b2 b3 
67 3 2,4156 0,1705 0 0 0,05 0,23 
68 1 -8,0266 0,5253 -0,0067 0,9087 0,81 4,52 
69 1 -4,5602 0,4576 -0,0056 0,7847 0,77 4,34 
70 1 -12,7282 0,7954 -0,0114 0,9661 0,58 3,57 
71 1 -9,8513 0,7350 -0,0120 0,9270 0,69 4,33 
72 1 -9,7813 0,6188 -0,0100 1,0191 0,60 3,87 
73 2 -5,5738 0,2339 0,9325 0 0,52 3,58 
74 1 -3,8520 0,4728 -0,0060 0,7310 0,81 5,76 
75 1 -4,5951 0,7609 -0,0126 0,5302 0,64 4,69 
76 2 0,4780 0,2383 0,4891 0 0,72 6,36 
77 2 -2,3161 0,2559 0,6994 0 0,50 6,17 
78 1 -3,9285 0,7838 -0,0185 0,5121 0,45 6,16 
83 1 -2,0131 1,4759 -0,0207 0 0,83 3,53 
84 2 -15,3228 0,1509 1,4199 0 0,99 4,44 
85 1 -5,2219 0,6903 -0,0099 0,6872 1,08 5,07 
86 1 -4,9170 0,7467 -0,0109 0,6867 1,14 4,92 
87 1 -8,6341 0,6201 -0,0078 0,8619 1,11 5,51 
88 1 -9,8159 0,5187 -0,0055 0,9695 0,99 5,05 
89 1 -5,1256 0,4680 -0,0059 0,8069 0,83 4,97 
90 1 -4,6742 0,3944 -0,0032 0,7841 1,05 6,84 
91 2 -2,2646 0,2121 0,7892 0 0,90 6,14 
92 1 -7,0316 0,5855 -0,0101 0,8902 0,55 5,69 
93 2 -0,9553 0,2306 0,6592 0 0,44 6,24 
96 2 -3,1066 0,2175 0,8352 0 1,08 4,96 
97 1 -5,9639 0,6222 -0,0098 0,7943 0,68 3,91 
98 2 -1,0290 0,2029 0,6911 0 1,29 9,38 
101 1 6,1063 0,6074 -0,0070 0,2529 1,41 5,72 
103 1 -7,7064 0,7538 -0,0107 0,7597 0,88 3,94 
104 1 -7,4924 0,3516 -0,0035 0,9714 1,19 5,73 
105 1 -56,2247 1,7558 -0,0240 1,9692 0,80 3,35 
106 1 -10,1456 0,6289 -0,0077 0,8950 1,18 5,45 
107 1 -6,6290 0,3854 -0,0034 0,8893 1,36 6,21 
108 2 10,7949 -0,0808 0,6560 0 1,29 5,59 
109 1 -8,2525 0,4314 -0,0044 0,9556 1,32 6,14 
110 1 -4,4694 0,3424 -0,0037 0,8598 1,13 5,66 
111 2 0,1851 0,0966 0,8385 0 0,68 3,43 
112 2 -3,4213 0,1722 0,8772 0 0,84 3,93 
113 3 2,1951 0,2323 0 0 0,04 0,21 
114 1 3,9161 1,0187 -0,0164 0 0,42 2,16 
115 1 5,8703 -0,1727 0,0071 0,6479 0,93 4,91 
116 2 -3,3031 0,1415 0,9438 0 1,10 6,38 
117 2 -22,1458 0,2597 1,8268 0 0,95 5,93 
118 2 -10,3976 0,2440 1,2680 0 0,84 5,42 
119 2 129,5321 0,2392 -9,5935 0 0,76 6,34 
120 1 -8,1043 0,3365 -0,0040 1,1408 0,58 4,24 
121 1 -5,7986 0,6158 -0,0102 0,7573 0,75 6,44 
122 1 -1,4340 0,6780 -0,0127 0,3114 0,48 5,06 
123 1 -2,8762 0,5387 -0,0093 0,5850 0,65 7,68 
124 2 -6,8818 0,1059 1,1021 0 0,96 4,01 
125 1 -5,7018 0,3997 -0,0054 0,9190 1,02 5,34 
133 1 1,4018 0,5045 -0,0055 0,5486 1,20 4,32 




# Estrato Modelo* Coeficientes ajustados Syx Syx% 
b0 b1 b2 b3 
136 1 -5,2061 0,4687 -0,0051 0,7825 1,02 4,41 
137 1 -9,7185 0,6199 -0,0086 0,9429 1,02 4,47 
138 1 -9,9216 0,4016 -0,0048 1,0855 0,86 3,91 
139 1 -9,1047 0,6169 -0,0081 0,9022 0,87 3,73 
140 1 -4,8092 0,5749 -0,0071 0,7380 1,02 4,20 
141 1 -4,1559 0,3478 -0,0035 0,8332 0,86 3,97 
143 2 -5,7456 0,2194 0,9238 0 1,04 4,69 
144 2 -6,4167 0,3097 0,8801 0 1,05 4,72 
145 2 1,1897 0,0998 0,8011 0 0,89 3,84 
146 1 -15,7661 0,6200 -0,0078 1,1737 0,88 3,96 
147 1 -13,7828 0,5844 -0,0078 1,1456 0,76 3,63 
148 1 -1,3970 0,7559 -0,0075 0,3281 2,21 11,21 
149 1 -11,6113 0,9391 -0,0145 0,8233 0,63 3,48 
150 1 -6,6198 0,5273 -0,0068 0,8372 0,83 4,69 
151 1 -6,3242 0,7569 -0,0111 0,6773 0,93 5,41 
152 1 -11,2306 0,5069 -0,0072 1,1685 0,62 3,99 
153 1 -9,6017 0,7483 -0,0120 0,8929 0,70 5,08 
154 1 -10,5638 0,7799 -0,0138 0,9785 0,64 4,29 
155 3 1,5151 0,3446 0 0 0,07 0,56 
156 1 -1,9556 -0,0773 0,0051 0,9832 1,02 5,37 
157 1 1,7435 0,6192 -0,0094 0,3454 0,91 5,43 
158 1 -137,8650 1,0820 -0,0167 6,1716 2,18 10,40 
160 1 35,0616 -0,4875 0,0150 -0,9037 1,09 6,56 
162 2 -7,0316 0,1780 1,0422 0 1,54 9,20 
163 1 -15,2708 0,6856 -0,0088 1,1374 1,13 6,77 
164 1 3,4901 -0,1719 0,0100 0,6025 1,10 8,77 
165 2 -1,0502 0,1707 0,7706 0 0,91 7,16 
166 1 56,5378 0,3873 -0,0057 -4,9213 0,75 8,10 
167 2 -2,2517 0,2501 0,7670 0 0,79 8,70 
170 1 -12,2716 0,6896 -0,0079 0,9043 1,10 4,24 
171 1 -8,7438 0,5994 -0,0078 0,8988 1,04 4,20 
172 1 -2,1064 0,5950 -0,0080 0,6344 1,03 4,45 
173 1 -7,5240 0,4588 -0,0048 0,8743 1,30 6,86 
174 1 -13,0292 0,9913 -0,0154 0,8689 0,84 4,22 
175 1 -1,7849 0,3196 -0,0038 0,7702 1,09 6,06 
176 2 -3,8157 0,1813 0,9147 0 0,92 5,67 
177 2 6,4591 0,2619 0,2043 0 1,27 7,73 
178 1 -10,5147 1,1487 -0,0198 0,6384 1,08 6,72 
179 2 -4,0367 0,1817 0,9500 0 1,13 6,81 
180 2 2,7712 0,2566 0,4333 0 1,31 7,39 
181 2 -19,2091 0,1233 1,7850 0 1,44 7,49 
182 2 2,8743 0,1177 0,6679 0 0,71 4,06 
183 1 -3,6750 0,5343 -0,0066 0,6488 0,93 5,72 
184 3 1,4076 0,4334 0 0 0,05 0,31 
185 1 5,0241 -0,1406 0,0095 0,5003 0,99 6,81 
*Modelo 1:  
  Modelo 2:  







APÊNDICE 2  CÓDIGOS DE PROGRAMAÇÃO EM R PARA TREINAMENTO DOS 
ALGORITMOS DE APRENDIZADO DE MÁQUINA E AJUSTE DE MODELOS NÃO 
LINARES 
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