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GEOMETRIC REALIZATION FOR SUBSTITUTION TILINGS
M. BARGE AND J.-M. GAMBAUDO
Abstract. Given an n-dimensional substitution Φ whose associated linear expan-
sion Λ is unimodular and hyperbolic, we use elements of the one-dimensional integer
Cˇech cohomology of the tiling space ΩΦ to construct a finite-to-one semi-conjugacy
G : ΩΦ → TD, called geometric realization, between the substitution induced dynam-
ics and an invariant set of a hyperbolic toral automorphism. If Λ satisfies a Pisot
family condition and the rank of the module of generalized return vectors equals the
generalized degree of Λ, G is surjective and coincides with the map onto the maximal
equicontinuous factor of the Rn-action on ΩΦ. We are led to formulate a higher-
dimensional generalization of the Pisot substitution conjecture: If Λ satisfies the
Pisot family condition and the rank of the one-dimensional cohomology of ΩΦ equals
the generalized degree of Λ, then the Rn-action on ΩΦ has pure discrete spectrum.
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1. Introduction
Let ∆ be a subset of the n-dimensional Euclidean space Rn, n ≥ 1. A tiling of
∆ is a countable collection T = {tj}j∈J of topological closed n-balls in ∆, called
tiles, that cover ∆ and have pairwise disjoint interiors. Consider a finite collection of
polyhedra P = {ρ1, . . . , ρm} in Rn, called prototiles. We say that P generates a tiling
T = {tj}j∈J of ∆ if each ti is a translated copy of one of the ρj and the ti’s meet full
face to full face in all dimensions (so each ti has finitely many faces in each dimension,
and if ti and tj meet in a point x that is in the relative interior of a face of ti or tj,
then they meet in that entire face). We denote by ΩP(∆) the set of all tilings of ∆
generated by P, and by ΩP the set ΩP(Rn). When n > 1, it is not always the case
that, for a given family P, the set ΩP is not empty. In fact it is well known that the
problem of whether or not ΩP is empty is not decidable [B]. When ΩP 6= ∅, the group
Rn acts on ΩP by translation: for any tiling T = {tj}j∈J in ΩP , and for any u ∈ Rn we
define:
T − u = {ti − u}j∈J .
The set ΩP has a natural metric defined as follows. For each r ≥ 0, let B¯r(0) denote
the closed ball of radius r centered at 0 ∈ Rn and, for T ∈ ΩP , let Br[T ] := {tj ∈ T :
tj ∩ B¯r(0) 6= ∅} be the collection of tiles in T that meet B¯r(0). Given T, T ′ ∈ ΩP , let A
denote the set of ǫ ∈ (0, 1) such that there are u, u′ ∈ Rn, with |u|, |u′| < ǫ/2, so that
B1/ǫ[T − u] = B1/ǫ[T ′ − u′]. Then:
d(T, T ′) =
{
inf A if A 6= ∅
1 if not.
In words, T and T ′ are close if, up to small translation, they agree exactly in a large
neighborhood of the origin. When ΩP is equipped with this metric, the translation
action is continuous. If ΩP has finite local complexity (that is, there are only finitely
many patterns of tiles in elements of ΩP of any fixed finite radius - see below), ΩP is
compact and has the structure of a lamination whose n-dimensional leaves are the
orbits of the translation action and with totally disconnected transverse direction.
Substitutions provide an important method for constructing tilings. Consider a poly-
hedral family P = {ρ1, . . . , ρm} of prototiles in Rn and suppose there is an expanding
linear map Λ : Rn → Rn (called inflation) so that for each j ∈ {1, . . . , m}, there exists
a tiling Sj of Λ(ρj) generated by P. The collection of tilings S = {S1, . . . ,Sm} is called
a substitution rule. The incidence matrix associated with Λ and S is the m-by-m
matrix MS = (mi,j)i,j, where for each i, j ∈ {1, . . . , m}, the entry mi,j is the number of
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translated copies of ρi in Sj .
1 Recall that a matrix M is primitive if there exists k > 0
such that all the elements of Mk are positive.
By iterating inflation followed by substitution infinitely many times, one sees that
ΩP 6= ∅. On the one hand, the inflation Λ induces a natural continuous map K from
ΩP to ΩΛP , where ΛP = {Λp | p ∈ P}. On the other hand, the substitution rule S
induces a continuous map J from ΩΛP to ΩP , which is defined by subdividing the tiles
of a tiling in ΩλP according to the substitution rule. The composition of these two
maps yields a self-map Φ := J ◦ K : ΩP → ΩP which we call the substitution map.
We will say that a finite collection P = {t1, . . . , tk} of tiles is an allowed patch for Φ
if there is a prototile ρj and a k ∈ N so that P is contained in some translate of the
patch Φk(ρj) obtained by k iterations of inflation and substitution applied to ρj. The
tiling space associated with Φ is the collection
ΩΦ := {T ∈ ΩP : Br[T ] is an allowed patch for Φ for all r ≥ 0}.
It is clear that ΩΦ is invariant under both translation and the substitution map.
. Throughout this paper we will make the following three assumptions:
• the map Φ is primitive, which means that the associated substitution matrix
MS is primitive;
• the tiling space ΩΦ has finite local complexity (FLC), which means that for
each r > 0 there are, up to translation, only finitely many distinct patches of
the form Br[T ] := {t ∈ T : t ∩ B¯r(0) 6= ∅}, T ∈ ΩΦ; and
• ΩΦ is translationally non-periodic which means that if there exist a tiling
T in ΩΦ and u ∈ Rn such that T − u = T , then u = 0.
Despite the fact that the substitution map is basically a linear inflation, it turns
out the laminated structure of the phase space Ωφ induces a very rich dynamics. The
action of Rn by translation on ΩΦ is minimal and uniquely ergodic ([AP]); the map
Φ is a homeomorphism ([S1]) and is ergodic with respect to the unique Rn-invariant
measure µ; and the dynamics on ΩΦ interact by Φ(T − v) = Φ(T )− Λv.
Our first goal in this paper is to provide a way to understand the dynamical sys-
tem (ΩΦ,Φ) in terms of the standard geometric theory of dynamical systems where
one studies iteration of maps on compact manifolds. This is what we call geometric
realization. More precisely, we will show that, under some assumptions on the hyper-
bolicity of the eigenvalues of the inflation Λ, there exists a finite-to-one continuous map
1 It is often desirable to mark, or color, prototiles and tiles so that tiles may occupy the same
underlying set but nonetheless be distinct. Formally, then, a tile is a pair τ = (t,m) where t is a
closed topological n-ball and m is one of finitely many possible marks. We will stick to the simpler
unmarked language in this paper, though all of the results are to be understood in the more general
setting.
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from ΩΦ to some D-dimensional torus TD that factors the dynamics of Φ into those of
a linear hyperbolic map. The basic idea is as follows. The one-dimensional cohomology
of ΩΦ supplies a map into the D-torus that, on the level of cohomology, conjugates
Φ with a hyperbolic toral automorphism. The technique of global shadowing is then
applied to improve the map into an actual dynamical semi-conjugacy of hyperbolic
systems. (This technique originated with [F] and [Fr], and is used also in [BKw] to a.e.
embed pseudo-Anosovs into hyperbolic toral automorphisms.)
The second goal is to establish a link between this geometric realization and the
traditional Pisot Substitution Conjecture ([BS]) regarding pure discreteness of the Rn-
action. On ΩΦ we have Φ(T − v) = Φ(T ) − Λv and a like relation holds between the
hyperbolic action on TD and a Kronecker action on the u-dimensional leaves of its
unstable foliation. Under an assumption on the “Pisotness” of the inflation Λ, u = n
and the semi-conjugacy of hyperbolic systems becomes also a semi-conjugacy of Rn-
actions. The coordinate functions of the semi-conjugacy are thus eigenfunctions of Rn-
action and their associated eigenvalues constitute a generating set for the discrete part
of the spectrum of the Rn-action on ΩΦ. In essence, elements of the first cohomology of
ΩΦ are converted into eigenfunctions of the Rn-action by means of global shadowing.
2. Main results
The eigenvalues of the inflation Λ are all algebraic integers ([KS], or see Lemma 16
below): let us partition the spectrum, spec(Λ), into families spec(Λ) = F1 ∪ · · · ∪ Fk
of algebraic conjugacy classes. For each i ∈ {1, . . . , k}, let di be the algebraic degree
of the elements of Fi, let mi := maxλ∈Fim(λ), where m(λ) is the multiplicity of λ as
an eigenvalue of Λ, and let the degree of Λ be defined by D(Λ) :=
∑k
i=1midi. We
will say that Φ is unimodular if each element of spec(Λ) is an algebraic unit, and
hyperbolic if no element of spec(Λ) has an algebraic conjugate on the unit circle.
If Φ is unimodular, there is a finitely generated subgroup GR(Φ) of Rn, the group
of generalized return vectors (the definition is given below), that has rank D =
D(GR) ≥ D(Λ) (Lemma 16) and is invariant under Λ. Let A denote the D×D matrix
representing Λ : GR(Φ) → GR(Φ) with respect to some basis, and let FA : TD → TD
be the toral automorphism x+ZD 7→ Ax+ZD induced by A. Whenever Φ is hyperbolic,
FA is also hyperbolic.
Theorem 1. Suppose that Φ is unimodular and hyperbolic. There is then a finite-to-one
continuous map G : ΩΦ → TD so that G◦Φ = FA◦G. Furthermore, G is µ-a.e. r-to-one
for some r ∈ N and G is homologically essential in that G∗ : H1(TD;Z) → H1(ΩΦ;Z)
is injective.
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Let Φ∗ : H1(ΩΦ;Z) → H1(ΩΦ;Z) denote the isomorphism induced by Φ on the
integer Cˇech cohomology of ΩΦ. We will see that there is a Φ
∗-invariant subgroup
H1Λ of H
1(ΩΦ;Z) restricted to which Φ∗ is conjugate with the dual isomorphism Λ∗ :
Hom(GR(Φ);Z)→ Hom(GR(Φ);Z). It often happens that H1Λ is proper (see example
12 below), in which case it may be possible to lower the r of Theorem 1 by increasing
the size of the torus. Let H1hyp denote the largest subgroup of H
1(ΩΦ;Z) that contains
H1Λ, is invariant under Φ
∗, and restricted to which Φ∗ is unimodular and hyperbolic.
Let D′ be the rank of H1hyp and let A
′ be the transpose of a matrix representing
Φ∗ : H1hyp → H
1
hyp in some basis.
Theorem 2. Suppose that Φ is unimodular and hyperbolic. There is then a finite-to-
one, and µ-a.e. r′-to-one for some r′ ≤ r, map G′ : ΩΦ → TD
′
so that G′◦Φ = FA′ ◦G′.
Furthermore, (G′)∗ : H1(TD
′
;Z)→ H1(ΩΦ;Z) is injective with range H1hyp.
Theorems 1 and 2 are proved in Section 6.
Conjecture 3. If Φ is hyperbolic and H1hyp = H
1(ΩΦ;Z) (i.e., Φ∗ is unimodular and
hyperbolic on all of H1(ΩΦ;Z)), then r′ = 1 (that is, G′ is a.e. one-to-one).
A family Fi of eigenvalues of Λ is a Pisot family provided all the elements of Fi
have the same multiplicity as eigenvalues of Λ and, if λ is an algebraic conjugate of
the elements of Fi with |λ| ≥ 1, then λ ∈ Fi. We will say that Φ is a Pisot family
substitution if each Fi is a Pisot family.
For any group action on a space there is a maximal factor (unique up to conju-
gacy) on which the group acts equicontinuously. In the setting here, of Rn-actions on
tiling spaces Ω, the maximal equicontinuous factor is a Kronecker action on a torus or
solenoid. We will denote the maximal equicontinuous factor map by g. It is a conse-
quence of the Halmos - von Neumann theory that the Rn-action on Ω has pure discrete
spectrum if, and only if, g is a.e. one-to-one ([BK]).
Theorem 4. Suppose that Φ is a unimodular Pisot family substitution with linear
expansion Λ. If D(Λ) = D(GR) = D, then G : ΩΦ → TD is surjective, semi-conjugates
the Rn-action on ΩΦ with a Kronecker action of Rn on TD, and the latter action is
the maximal equicontinuous factor of the Rn-action on ΩΦ. That is, we may take
G = g : ΩΦ → TD.
Conjecture 5. If Φ is a unimodular Pisot family substitution and rank(H1(ΩΦ;Z)) =
D(Λ) then the Rn-action on ΩΦ has pure discrete spectrum.
There are counterexamples to Conjecture 5 if the assumption of unimodularity is
dropped (see [BBJS], where a one-dimensional version of this conjecture is discussed).
Our proofs of Theorems 1, 2, and 4 route through a certain non-compact cover of ΩΦ
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for which there doesn’t appear to be an adequate analog in the non-unimodular case.
J. Kwapisz has pointed out that results for non-unimodular hyperbolic substitutions
can be obtained using sufficiently large, but compact, covers.
Theorem 4, and the Corollaries below, are proved in Section 8.
Given a tiling T = {τi}, a puncture map is a function p : T → Rn so that p(τi) ∈ τi
and if τi = τj+v, then p(τi) = p(τj)+v. A set Γ ⊂ Rn is aMeyer set if Γ is relatively
dense and Γ− Γ is uniformly discrete. A tiling T is said to have the Meyer property if
for any (and hence all) puncture map(s) p, p(T ) is a Meyer set.
Corollary 6. Under the assumptions of Theorem 4:
• g is finite-to-one and a.e. cr-to-1;
• the eigenvalues of the Rn-action on ΩΦ are relatively dense in Rn;
• the tilings T ∈ ΩΦ have the Meyer property.
Corollary 7. If Conjecture 3 is true, then so is Conjecture 5.
A Pisot family substitution is said to be of (m, d)-Pisot family type if Λ is di-
agonalizable over C and spec(Λ) = F1 consists of a single family with m = m1 and
d = d1. Note in this case that D(Λ) = md. It is a result of [BK] that, if Φ is of
(m, d)-Pisot family type, then the maximal equicontinuous factor of the Rn-action on
ΩΦ is a Kronecker action on an md-dimensional torus (or solenoid, in case Φ is not uni-
modular). Moreover, the factor map g : ΩΦ → Tmd is finite-to-one and a.e. cr-to-one
for cr = min{♯g−1(x) : x ∈ Tmd}.
Theorem 8. If Φ is unimodular of (m, d)-Pisot family type, then G : ΩΦ → TD is the
maximal equicontinuous factor of the Rn-action. That is, D(Λ) = D(GR) = md and
G = g.
See Section 9 for the proof.
Remark 9. The traditional Pisot Substitution Conjecture is: If Φ is a 1-dimensional
substitution with irreducible and unimodular incidence matrix and Pisot inflation fac-
tor, then the R-action on ΩΦ has pure discrete spectrum. There are substitutions that
satisfy these hypotheses and not those of Conjecture 5, and vice-versa. In the final
section of this paper the conditions in Conjectures 3 and 5 are relaxed a bit to pro-
duce conjectures that do generalize the traditional Pisot Substitution Conjecture. The
relaxation involves replacing H1(ΩΦ;Z) by the potentially smaller H1ess(ΩΦ;Z).
Remark 10. Lee and Solomyak ([LS1]) show that if Φ is of (m, d)-Pisot family type,
then the eigenvalues of the Rn-action are relatively dense. The difficult part of their
proof lies in demonstrating that the return vectors are contained in a Z-module of
rank md = D(Λ). This is an assumption of Theorem 4 above. But the condition
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D(Λ) = D(GR) is easily verified in practice: It follows from Lemma 16 that if the
multiplicity of λ as an eigenvalue of f∗ : H1(X ;Z) → H1(X ;Z) is the same as its
multiplicity as an eigenvalue of Λ, for each λ ∈ spec(Λ), then D(Λ) = D(GR). (Here
f : X → X is the map on the collared A-P complex, see below.)
The cohomologies (and essential cohomologies - see Section 10) in the following
examples are easily computed by the methods of [BD1].
Example 11. Let φ be the substitution on letters: a 7→ ab′, b 7→ a, a′ 7→ a′b, b′ 7→
a′. The corresponding one-dimensional substitution Φ is of (1, 2)-Pisot family type.
H1hyp = H
1
Λ ≃ Z
2, so G′ = G = g. These maps are a.e. 2-to-1 and H1hyp is proper in
H1ess(ΩΦ;Z) ≃ Z
4. (Here H1(ΩΦ;Z) ≃ Z7.)
Example 12. Let φ be the substitution on letters: a 7→ aba′, b 7→ ab, a′ 7→ a′b′a, b′ 7→
a′b′.The corresponding one-dimensional substitution Φ is of (1, 2)-Pisot family type so
G = g : ΩΦ → T2 and these maps are a.e. 2-to-1. H1(ΩΦ;Z) ≃ Z5, but H1hyp =
H1ess(ΩΦ;Z) ≃ Z
4 and G′ : ΩΦ → T4 is a.e. 1-to-1.
3. Abelian covers of ΩΦ and global shadowing
To simplify notation, let us fix a (primitive, FLC, non-periodic) n-dimensional sub-
stitution Φ and let Ω := ΩΦ. Let X be the Anderson-Putnam complex (A-P complex)
for Φ (see [AP]): X is a cell complex with one n-cell ρi× {i} for each prototile ρi, and
these n-cells are glued along faces according to the following scheme. Suppose that
ρi and ρj are prototiles and u, v ∈ Rn, T ∈ Ω, are such that ρi + u, ρj + v ∈ T . Set
ρi × {i} ∋ (x, i) ∼ (y, j) ∈ ρj × {j} if x + u = y + v and extend ∼ to an equivalence
relation on ∪iρi × {i}. The A-P complex is the quotient X := ∪iρi × {i}/ ∼. There is
a natural map p : Ω → X given by p(T ) = [(x, i)]∼ provided 0 = u + x ∈ u + ρi ∈ T
and an induced map f : X → X with p ◦ Φ = f ◦ p. The map pˆ : Ω → lim←−f given by
pˆ(T ) := (p(T ), p(Φ−1(T )), . . .) and the shift homeomorphism fˆ : lim←−f → lim←−f satisfy:
• pˆ ◦ Φ = fˆ ◦ p; and
• pˆ is an a.e. (with respect to µ on Ω) one-to-one surjection.
Moreover, when Φ has the property that it “forces the border”, which can be arranged
by replacing the tiles of tilings in Ω by their collared versions, the map pˆ is a homeo-
morphism ([AP]).
Let π : X˜ → X be the universal cover of the A-P complex. The group of deck
transformations of X˜ can be identified with the fundamental group of X . We form
the abelian cover πab : X˜ab → X by quotienting out the action of the commutator
subgroup, C, of the fundamental group of X : X˜ab := X˜/ ∼ab with x˜ ∼ab y˜ if and only if
there is γ ∈ C with γ(x˜) = y˜. Since the map f♯ induced by f on the fundamental group
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of X takes C into C, f lifts to f˜ab : X˜ab → X˜ab. The group of deck transformations of
X˜ab can be identified with the first homology H1(X ;Z). If h ∈ H1(X ;Z) and x˜ ∈ X˜ab
we write x˜ + h, or sometimes h(x˜), for the image of x˜ under the deck transformation
corresponding to h, and we have f˜ab(x˜+ h) = f˜(x˜) + f∗(h) with f∗ the homomorphism
induced on H1(X ;Z) by f .
Suppose that K is any subgroup of H1(X ;Z). There is then a corresponding cover
πK : X˜K → X where X˜K is the quotient of X˜ab by the action of K. The group of
deck transformations of X˜K is H1(X ;Z)/K and if K is invariant under f∗, f lifts to
f˜K : X˜K → X˜K , and f˜K(x˜+ [h]) = f˜K(x˜) + [f∗(h)], where [h] denotes the coset h+K.
Lemma 13. Suppose that the subgroup K of H1(X ;Z) is invariant under f∗ and that
f¯∗ defined by f¯∗([h]) := [f∗(h)] is an isomorphism of H1(X ;Z)/K. Then the natural
map πˆK : lim←−f˜K → lim←−f , given by πˆK((x˜)i) := (πK(x˜i)), is a covering map with group
of deck transformations equal to H1(X ;Z)/K.
Proof. The issue is surjectivity. Given x, y ∈ X with f(x) = y, and y˜ ∈ X˜K with
πK(y˜) = y, pick x˜
′ ∈ X˜K with πK(x˜′) = x. Then πK(f˜K(x˜′)) = y so there is h ∈
H1(X ;Z) with f˜K(x˜′) + [h] = y˜. Let x˜ := x˜′ + f¯−1∗ ([h]). Then f˜K(x˜) = y˜ and
surjectivity of πˆK follows. 
Let us give another description of the covering πˆK : lim←−f˜K → lim←−f . Let Ω = ΩΦ
and let Ω˜K := {(T, x˜) : p(T ) = πK(x˜)} ⊂ Ω × X˜K , with the product topology. Let
π1 : Ω˜K → Ω and π2 : Ω˜K → X˜K be projections onto first and second factors.
Lemma 14. Suppose, as in Lemma 13, that K is invariant under f∗ and that f¯∗ is an
isomorphism. Suppose also that X is the collared A-P complex of Φ. Then π1 : Ω˜K → Ω
is isomorphic with πˆK : lim←−f˜K → lim←−f .
Proof. Since X is collared, the map pˆ : Ω → lim←−f , pˆ(T ) := (p(T ), p(Φ
−1(T ), . . .), is a
homeomorphism. The continuous map ˜ˆp defined by (T, x˜) 7→ (x˜i), where x˜i satisfies:
x˜0 = x˜ and πK(x˜i) = p(Φ
−i(T )) has continuous inverse (x˜i) 7→ (pˆ−1((πK(x˜i))), x˜0).
Moreover, πˆK ◦ ˜ˆp = pˆ ◦ π1. 
Under the hypotheses of Lemma 14:
• We can lift the homeomorphism Φ on Ω to a homeomorphism Φ˜K : Ω˜K → Ω˜K
defined by Φ˜K((T, x˜)) := (Φ(T ), f˜K(x˜)). This homeomorphism is conjugated
with
ˆ˜
fK , the shift homeomorphism on lim←−f˜K , by
˜ˆp.
• We may also lift the Rn-action from Ω to Ω˜K as follows. Given T ∈ Ω let
pT : Rn → X be defined by pT (v) := p(T − v). Given x˜ ∈ X˜K with πK(x˜) =
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p(T ), let p˜Tx˜ : R
n → X˜K be the unique lift of pT satisfying p˜Tx˜ (0) = x˜. For
T˜ = (T, x˜) ∈ Ω˜K and v ∈ Rn define T˜ − v := (T − v, p˜Tx˜ (v)). Note that
Φ˜K(T˜ − v) = Φ˜K(T˜ )− Λv.
• Finally we equip Ω˜K with a metric d¯ as follows. First we select a metric d˜
on X˜K with two important properties. Suppose that {[hi]}
N
i=1 is a basis for
H1(X ;Z)/K. For [h] =
∑N
i=1 bi[hi], let |[h]| :=
∑N
i=1 |bi|. We take d˜ so that:
(1) d˜(x˜+ [h], y˜ + [h]) = d˜(x˜, y˜) for all x˜, y˜ ∈ X˜K , [h] ∈ H1(X ;Z)/K; and
(2) d˜(x˜, y˜ + [h])→∞ as |[h]| → ∞ for all x˜, y˜ ∈ X˜K .
For the metric on Ω˜K we set d¯((T, x˜), (S, y˜)) := d(T, S) + d˜(x˜, y˜).
For T, S ∈ Ω, we say that T globally shadows S (with respect to K), and write
T ∼gsK S, if there are T˜ = (T, x˜) and S˜ = (S, y˜) in Ω˜K so that {d¯(Φ˜kK(T˜ ), Φ˜
k
K(S˜)}k∈Z,
is bounded.
4. Generalized return vectors
A vector v ∈ Rn is called a return vector for Φ if there is T ∈ ΩΦ so that p(T−v) =
p(T ). Let us call a vector v ∈ Rn a generalized return vector for Φ if there are
vi ∈ Rn and Ti ∈ Ω, i = 1, . . . , k, with v = v1+ · · ·+ vk, so that p(Ti− vi) = p(Ti+1) for
i = 1, . . . , k− 1, and p(Tk− vk) = p(T1). The collection of generalized return vectors is
a subgroup of Rn which we denote by GR(Φ). If Φ is unimodular, one can show that
GR(Φ) equals the subgroup of Rn generated by the return vectors.
Any path α : [0, 1] → X in the Anderson-Putnam complex X for Φ can be “lifted”
to a curve α˜ : [0, 1] → Rn (think of unfolding the tiles that α runs through). Let
l(α) := α˜(1)− α˜(0).
Lemma 15. ([BSW]) If α is a path in the A-P complex X for Φ, the vector l(α) is a
well-defined (independent of lift) element of GR(Φ) and depends only on the homotopy
class (rel. endpoints) represented by α. Furthermore, if α is a loop, l(α) depends
only on the homology class of α. The resulting function l : H1(X ;Z) → GR(Φ) is a
surjective group homomorphism and l ◦ f∗ = Λl.
Let KΛ be the kernel of l : H1(X ;Z)→ GR(Φ). By Lemma 15, KΛ is invariant under
f∗; let f¯∗ : H1(X ;Z)/KΛ → H1(X ;Z)/KΛ be the homomorphism induced by f∗. The
group H1(X ;Z)/KΛ ≃ GR(Φ) is a finitely generated (H1(X ;Z) is finitely generated)
free abelian group (GR(Φ) is a subgroup of Rn) so, with the choice of some basis, f¯∗ is
represented by an integral matrix A. The following lemma is an adaptation of a result
in [KS].
Lemma 16. Let spec(Λ) = ∪ki=1Fi be the partition of spec(Λ) into families of alge-
braically conjugate eigenvalues and let mi be the maximum multiplicity of the elements
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of Fi. Then λ is an eigenvalue of A of multiplicity m if and only if λ has a conjugate
in Fi for some i. Moreover, m ≥ mi.
Proof. Let {[h1], . . . , [hk]} be a basis for the Z-module H1(X ;Z)/KΛ with respect to
which f¯∗ is represented by A and let vi := l(hi) ∈ GR(Φ), i = 1, . . . , k. Let L : Rk → Rn
be the linear map that takes the standard basis vector ei to vi for each i. Then LA = ΛL
and, since the return vectors span Rn (a consequence of minimality of the Rn-action on
Ω), L is surjective. Suppose that λ has a conjugate µ in Fi for some i and that µ is a
real eigenvalue of Λ with multiplicity mi. There is then a Λ
t-invariant mi-dimensional
subspace V ⊂ Rn, restricted to which (Λt − µI)mi is zero. Then (At − µI)mi is zero
on the mi-dimensional subspace L
tV of Rk. Since Lt is injective, this means that µ is
an eigenvalue of A of multiplicity at least mi, and thus that λ is an eigenvalue with
multiplicity at least mi of A. We leave it to the reader to reach the same conclusion
when λ is complex.
Now suppose that λ is an eigenvalue of A. Let p(t) = r(t)q(t) be the characteristic
polynomial of A factored with r(t), q(t) ∈ Z[t] so that all roots of q(t), and no roots
of r(t), are algebraic conjugates of λ. Then W := ker(q(A)) is a non-trivial subspace
of Rk, invariant under A, restricted to which all eigenvalues of A are conjugates of λ.
Moreover, since q and A are integer, W has a basis {w1, . . . , wd} with wi ∈ Zk for
each i. Let wi =
∑d
j=1wijej with wij ∈ Z. Then the elements [h
′
i] ∈ H1(X ;Z)/KΛ,
h′i :=
∑d
j=1wijhi, span a f¯∗-invariant submodule of H1(X ;Z)/KΛ of rank d > 0. Since
h′i /∈ KΛ, l(h
′
i) 6= 0 and it follows that Lwi 6= 0. Thus L(W ) is a nontrivial subspace of
Rn, invariant under Λ. Applying the argument of the previous paragraph to A|W , L|W
and Λ|L(W ), we conclude that Λ has an eigenvalue that is also an eigenvalue of A|W ,
and is hence a conjugate of λ. 
From Lemma 16 we have:
Corollary 17. D(GR) ≥ D(Λ).
Question 18. It is a consequence of Theorem 3.1 of [LS1] that, if Λ is diagonalizable
over C and all of its eigenvalues are algebraic conjugates of the same multiplicity, then
D(GR) = D(Λ). Is it ever the case that D(GR) > D(Λ)?
We see from Lemma 16 that if Φ is unimodular and hyperbolic, then f¯∗ is unimodular
and hyperbolic onH1(X ;Z)/KΛ. It is sometimes possible to increase the size of the quo-
tient module while retaining the unimodularity and hyperbolicity of the corresponding
quotient isomorphism (example 12). Let T denote the torsion subgroup ofH1(K;Z), let
f ′∗ denote the induced homomorphism f
′
∗ : H1(X ;Z)/T → H1(X ;Z)/T of the finitely
generated free abelian group H1(X ;Z)/T , and let A be the matrix representing f ′∗ in
some basis. We may then factor the characteristic polynomial p(t) of A, over Z, as
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p(t) = q(t)r(t) so that all roots of q(t) are algebraic units and none have modulus 1; and
all roots of r(t) are not units, or have a conjugate of modulus 1. Let F0 := Ker(r(f
′
∗))
and let Khyp := π
−1(F0) ⊂ H1(X ;Z), where π : H1(X ;Z) → H1(X ;Z)/T is the quo-
tient homomorphism. Then Khyp ⊂ KΛ is invariant under f∗, is independent of the
choice of basis, and is minimal with respect to the property that the induced isomor-
phism f¯∗ : H1(X ;Z)/Khyp → H1(X ;Z)/Khyp is unimodular and hyperbolic.
The group H1(X ;Z) is (naturally) isomorphic with Hom(H1(X ;Z),Z) so the Cˇech
cohomology H1(lim←−f ;Z) = lim−→f
∗ : H1(X ;Z)→ H1(X ;Z) is isomorphic with the direct
limit of the dual of f∗. Let H
1
hyp := {c ∈ H
1(X ;Z) : c(h) = 0 for all h ∈ Khyp}. Then
f ∗|H1
hyp
: H1hyp → H
1
hyp is an isomorphism so that H
1
hyp ≃ lim−→f
∗|H1
hyp
. By means of
pˆ∗ : lim−→f
∗ → H1(ΩΦ;Z), H1hyp can be viewed as a subgroup of H
1(ΩΦ;Z); if X is
collared (so that pˆ∗ is an isomorphism), H1hyp ⊂ H
1(ΩΦ;Z) is the largest subgroup of
H1(ΩΦ;Z) that is invariant under Φ∗, contains H1Λ, and on which Φ
∗ is unimodular and
hyperbolic.
5. From substitutions to toral automorphisms
The first cohomology groupH1(X ;Z) is naturally isomorphic with theBruschlinski
group consisting of homotopy classes of maps from X to the additive circle group
T := R/Z (that is, T is a K(Z, 1)). An explicit isomorphism is given by Θ([γ]) = γ∗(1),
where 1 is the fundamental class of H1(T;Z) and γ∗(1) is its pullback to H1(X ;Z).
Let us fix a subgroup K of H1(X ;Z), invariant under f∗, and define H1K := {c ∈
Hom(H1(X ;Z),Z) : c(h) = 0 for all h ∈ K} ⊂ Hom(H1(X ;Z),Z) ≃ H1(X ;Z).
Let {c1, . . . , cN} be a basis for H1K and, for each i = 1, . . . , N , choose a map γi with
[γi] := Θ
−1(ci). Then, for each i, Θ([γi]) = (γ
∗
i )
−1(1) = ci annihilates K.
For the following proposition, let A = (ai,j) denote the transpose of the matrix repre-
senting the homomorphism induced on H1K by f with respect to the basis {c1, . . . , cN}.
Thus γj ◦ f =
∑N
i=1 aj,iγi, up to homotopy. We also assume that X is collared so that
lim←−f ≃ ΩΦ (although the proposition would still be true in general, replacing ΩΦ by
lim←−f and making the appropriate adjustments). Let FA : T
N → TN be the linear torus
map FA(x+ZN ) := Ax+ZN , let Γ : X → TN be given by Γ(x) := (γ1(x), . . . , γN(x))t,
and let G0 := Γ ◦ p : ΩΦ → TN .
Proposition 19. Suppose that Φ is unimodular and hyperbolic, and that K is a sub-
group of H1(X ;Z) that is invariant under f∗ and lies between Khyp and KΛ. Then
the map FA is a hyperbolic toral automorphism and there exists a continuous map
G : ΩΦ → TN with the properties:
(i) G∗ = G∗0 : H
1(TN ;Z)→ H1(ΩΦ;Z);
(ii) G ◦ Φ = FA ◦G;
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(iii) G(T ) = G(S) if and only if T ∼gsK S.
For the following lemma, let Ω˜→ Ω be a covering map with group of deck transfor-
mations H .
Lemma 20. Suppose that Gi : Ω → TN , i = 1, 2, are continuous maps with lifts
G˜i : Ω˜→ RN . If |G˜1 − G˜2| is bounded, then G∗1 = G
∗
2 : H
1(TN ;Z)→ H1(Ω;Z).
Proof. There are homomorphisms αi : H → ZN so that G˜i(x˜ + h)) = G˜i(x˜) + αi(h)
for all h ∈ H and i = 1, 2. Clearly, |G˜1 − G˜2| bounded implies that α1 = α2 =: α.
Suppose that γ : TN → T is continuous. Let γ˜ : RN → R be a lift. Define H˜(x˜, t) :=
t(γ˜ ◦ G˜1(x˜)) + (1− t)(γ˜ ◦ G˜2(x˜)). Then H˜(x˜+ h, t) = · · · = H˜(x˜, t) + α(h), so that H˜
descends to a homotopy from γ ◦G2 to γ ◦G1. Thus G
∗
1(γ
∗(1)) = G∗
2
(γ∗(1)). That is,
G∗1 ◦Θ = G
∗
2 ◦Θ, so G
∗
1 = G
∗
2, as Θ : [T
N ,T]→ H1(TN ;Z) is an isomorphism. 
Proof. (of Proposition 19) Suppose that α is a loop in X˜K . Then πK ◦α is a loop that
represents a homology class [πK ◦α] in K and ci([πK ◦α]) = 0. That is, (γ∗i )
−1(1)(([πK ◦
α])) = 1((γi)∗([πK ◦α]) = 1([γi ◦πK ◦α]) = 0. This means that the loop γi ◦πK ◦α in T
is null homotopic and it follows that the map γi : X → T lifts to γ˜i : X˜K → R. Recall
that Γ : X → TN is given by Γ(x) := (γ1(x), . . . , γN(x))t; then Γ˜ := (γ˜1, . . . , γ˜N)t :
X˜K → RN is a lift of Γ and Γ˜0 := Γ˜ ◦ π0 : lim←−f˜K → R
N is a lift of G0 = Γ ◦ p (here
π0 is projection onto the zeroth coordinate and we have identified Ω˜K with lim←−f˜K via
Lemma 14).
We know from Lemma 16 that the integer matrix A is unimodular and hyperbolic and
thus the linear torus map FA is a hyperbolic toral automorphism. The homomorphism
Γ∗ takes K to 0 and the induced homomorphism Γ¯∗ : H1(X ;Z)/K → H1(TN ;Z) is
an isomorphism. Moreover, the choice of A guarantees that Γ¯∗ ◦ f¯∗ = (FA)∗ ◦ Γ¯∗.
Since Γ˜ is a lift of Γ, we have Γ˜(x˜ + [h]) = Γ˜(x˜) + Γ¯∗([h]) for x˜ ∈ X˜K and [h] ∈
H1(X ;Z)/K. Thus AΓ¯∗ = Γ¯∗ ◦ f¯∗ (we have identified ZN ⊂ RN with H1(TN ;Z)). We
see then that AΓ˜0((x˜i) + [h]) = A(Γ˜0((x˜i)) + Γ¯∗([h])) = AΓ˜0((x˜i)) + Γ¯∗ ◦ f¯∗([h]), while
Γ˜0 ◦
ˆ˜fK((x˜i) + [h]) = Γ˜0(
ˆ˜fK((x˜i) + f¯∗([h])) = Γ˜0 ◦
ˆ˜fK((x˜i)) + Γ¯∗ ◦ f¯∗([h]). It follows that
|AΓ˜0 − Γ˜0 ◦
ˆ˜fK | is uniformly bounded on lim←−f˜K (by its bound on a single fundamental
domain).
Let Es and Eu denote the stable and unstable linear subspaces of RN under application
of A. Then RN = Es ⊕ Eu, and Es and Eu are invariant under A. For each z ∈ RN ,
let zs ∈ Es and zu ∈ Eu be so that z = zs + zu. There are C and η, 0 < η < 1, with
||Akzs|| ≤ Cηk||zs|| and ||A−kzu|| ≤ Cη−k||zu|| for all z ∈ RN and k ∈ N. Now, given
(x˜i) ∈ lim←−f˜K and k ∈ Z, let yk := Γ˜0(f˜
k
K((x˜i))). By the above, bk := yk+1 − Ayk is
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bounded. For k ∈ N we have A−kyk = y0+
∑k
i=1A
−ibi−1 and A
ky−k = y0−
∑k−1
i=0 A
ibi.
Define z = z((x˜i)) by z = z
u + zs where
zu := lim
k→∞
(A−kyk)
u = yu0 +
∞∑
i=1
A−kbuk−1
and
zs := lim
k→∞
(Aky−k)
s = ys0 −
∞∑
i=0
Akbs−k.
It is clear that z depends continuously on (x˜i), that z((x˜i) + [h]) = z((x˜i)) + Γ¯∗([h]),
and that |Γ˜0((x˜i)) − z((x˜i))| is bounded. Thus the map Γ˜′ : lim←−f˜K → R
N given
by Γ˜′((x˜i)) := z((x˜i)) is the lift of a continuous map Γ
′ : lim←−f → T
N . Let ˜ˆp :
Ω˜K → lim←−f˜K be the isomorphism of Lemma 14, let G˜ := Γ˜
′ ◦ ˜ˆp : Ω˜K → RN and
let G := Γ′ ◦ pˆ : Ω → TN . By Lemma 20, G∗ = G∗0. Furthermore, (Γ˜
′( ˆ˜fK((x˜)i)))
u =
(Γ˜′((x˜i+1)))
u = limk→∞(A
−kyk+1)
u = A limk→∞(A
−(k+1)yk+1)
u = A(Γ˜′((x˜i)))
u. Simi-
larly, (Γ˜′( ˆ˜fK((x˜i))))
s = A(Γ˜′((x˜)i)))
s, so that Γ˜′ ◦ ˆ˜fK = AΓ˜′, whence Γ′ ◦ fˆ = FA ◦ Γ′.
Since fˆ ◦ pˆ = pˆ ◦ Φ, we have G ◦ Φ = FA ◦G.
It remains to prove (iii). First suppose that T ∼gsK S. Let T˜ and S˜, lying over
T and S, have the property that d¯(Φ˜kK(T˜ ), Φ˜
k
K(S˜)) is bounded for k ∈ Z. As G˜ is a
lift of a continuous function on a compact space, and the metric d¯ is equivariant, G˜
is uniformly continuous and hence |G˜(Φ˜kK(T˜ )) − G˜(Φ˜
k
K(S˜))| = |A
k(G˜(T˜ ) − G˜(S˜))| is
also bounded. Since A is hyperbolic, this can only happen if G˜(T˜ ) = G˜(S˜). Thus
G(T ) = G(S).
Conversely, if G(T ) = G(S), let T˜ and S˜ lie over T and S. There is then h ∈ ZN =
H1(TN ;Z) so that G˜(T˜ ) + h = G˜(S˜) and there is h′ ∈ H1(X ;Z)/K so that Γ¯∗(h′) = h.
Let T˜ ′ := T˜ + h′. Then T˜ ′ also lies over T and G˜(T˜ ′) = G˜(S˜). From G˜ ◦ Φ˜K = AG˜
it follows that G˜(Φ˜kK(T˜
′)) = G˜(Φ˜kK(S˜)) for all k ∈ Z. Were d¯(Φ˜
k
K(T˜
′), Φ˜kK(S˜)) not
bounded, there would be kj ∈ Z and hj ∈ H1(X ;Z)/K with d¯(Φ˜
kj
K (T˜
′) + hj, Φ˜
kj
K (S˜))
bounded and |hj| → ∞ (see the second of the assumptions on the nature of d˜), hence
|Γ¯∗(hj)| → ∞. But (by uniform continuity of G˜ and equivariance of d¯), |G˜(Φ˜
kj
K (T˜
′) +
hj)− G˜(Φ˜
kj
K (S˜)| = |Γ¯∗(hj)| is bounded. Thus it must be the case that T ∼gsK S. 
6. Geometric realization
Proof. (of Theorems 1 and 2) Let K = KΛ for Theorem 1 or K = Khyp for Theorem
2 and let A, G, N be as in Proposition 19, with N = D or N = D′, depending on
whether K = KΛ or K = Khyp . Both (TN , FA) and (Ω,Φ) are Smale spaces - the
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actions are hyperbolic with local product structure (see [AP]). A lemma of Putnam
([P]) asserts that a factor map (such as G) between Smale spaces that is injective on
unstable manifolds is globally finite-to-one.
Thus we are reduced to proving that G is injective on unstable manifolds. Given T ∈
Ω, the unstable manifold of T under Φ is the setW u(T ) := {T ′ ∈ Ω : d(Φk(T ),Φk(T ′))→
0 as k → −∞}. It is easy to see that W u(T ) = {T − v : v ∈ Rn}.
Suppose that G(T − v) = G(T ) for some T ∈ Ω and 0 6= v ∈ Rn. According
to Proposition 19, T ∼gsK T − v. Let us first show that the lifts T˜ = (T, x˜) and
T˜ − v = (T − v, p˜Tx˜ (v)) of T and T − v to Ω˜K are such that d¯(Φ˜
k
K(T˜ ), Φ˜
k
K(T˜ − v))→∞
as k →∞. Note that π2(Φ˜kK(T˜ )) = p˜
Φk(T )
f˜k
K
(x˜)
(0) and π2(Φ˜
k
K(T˜ − v)) = p˜
Φk(T )
f˜k
K
(x˜)
(Λkv).
We may choose return vectors vk so that |vk − Λkv| is bounded and Br[Φk(T )] =
Br[Φ
k(T )−vk] with r twice the maximum diameter of all tiles (recall that Br[T ] denotes
the collection of all tiles in T that meet the closed ball centered at 0 with radius r).
Then p(Φk(T )) = p(Φk(T ) + vk) in the collared Anderson-Putnam complex X . There
is [hk] ∈ H1(X ;Z)/K with l(hk) = vk. Note that there are infinitely many distinct
such vk, and hence infinitely many distinct [hk] for k ∈ N. It follows that
d˜(p
Φk(T )
f˜k
K
(x˜)
(0), p
Φk(T )
f˜k
K
(x˜)
(0) + [hk]) = d˜(p
Φk(T )
f˜k
K
(x˜)
(0), p
Φk(T )
f˜k
K
(x˜)
(vk))
is unbounded for k ∈ N. Hence
d˜(p
Φk(T )
f˜k
K
(x˜)
(0), p
Φk(T )
f˜k
K
(x˜)
(Λkv)) ≥ d˜(pΦ
k(T )
f˜k
K
(x˜)
(0), p
Φk(T )
f˜k
K
(x˜)
(vk))− d˜(p
Φk(T )
f˜k
K
(x˜)
(vk), p
Φk(T )
f˜k
K
(x˜)
(Λkv))
≥ d˜(pΦ
k(T )
f˜k
K
(x˜)
(0), p
Φk(T )
f˜k
K
(x˜)
(vk))−B,
for some finite B independent of k, is also unbounded for k ∈ N.
Suppose now T˜ and T˜ ′ are lifts of T and T −v so that d¯(Φ˜kK(T˜ ), Φ˜
k
K(T˜
′)) is bounded for
k ∈ Z and T˜ ′ 6= T˜ −v. Since d¯(Φ˜kK(T˜ ), Φ˜
k
K(T˜−v))→ 0 as k → −∞, d¯(Φ˜
k
K(T˜
′), Φ˜kK(T˜−
v)) must be bounded as k → −∞. But T˜ ′ and T˜ − v are not equal and both lie over
T −v so there is a nonzero [h] ∈ H1(X ;Z)/K with T˜ ′+[h] = T˜ −v. Then the distance
between Φ˜kK(T˜−v) = Φ˜
k
K(T˜
′)+ f¯k∗ ([h]) and Φ˜
k
K(T˜
′) is certainly unbounded as k → −∞
since f¯k∗ ([h]), by hyperbolicity, takes on infinitly many different values in H1(X ;Z)/K.
This establishes that G is one-to-one on unstable manifolds and hence G is globally
finite-to-one.
That G is µ-a.e. r-to-1 (or r′-to-1) is a consequence of the ergodicity of Φ with respect
to the unique invariant probability measure µ of the Rn-action and the measurability
of the function f : Ω→ R given by f(T ) := ♯G−1(G(T )). 
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7. Non-triviality of the global shadowing relation
To get some idea of what tilings are ∼gsK-related, consider K = KΛ:
Proposition 21. Suppose that Φ is unimodular and hyperbolic and that T, T ′ ∈ Ω are
Φ-periodic and share a tile. Then T ∼gsKΛ T
′.
Proof. For simplicity, assume that T and T ′ are fixed by Φ. Let K = KΛ and suppose
that τ ∈ T∩T ′. Let v ∈ int(τ), so that B0[T−v] = B0[T ′−v]. Choose T˜ = (T, x˜) ∈ Ω˜K
to be fixed by Φ˜K . There is then x˜
′ ∈ X˜K so that π2(T˜ ′ − v) = π2(T˜ − v), where
T˜ ′ = (T ′, x˜′). Consider the loop α in the A-P complex X:
α(t) =
{
pT (2tΛv + (1− 2t)v) if 0 ≤ t ≤ 1/2,
pT
′
(2tΛv + (1− 2t)v) if 1/2 ≤ t ≤ 1.
Then l(α) = 0 so the homology class of α is in K and α lifts to a loop α˜ in X˜K with
α˜(0) = π2(T˜ − v) = α˜(1). The lift α˜ is of the form:
α˜(t) =
{
p˜Tx˜ (2tΛv + (1− 2t)v) if 0 ≤ t ≤ 1/2,
p˜T
′
y˜ (2tΛv + (1− 2t)v) if 1/2 ≤ t ≤ 1;
where y˜ is determined by continuity. Since α˜(1) = p˜T
′
y˜ (v) = α˜(0) = p˜
T
x˜ (v) = p˜
T ′
x˜′ (v),
it must be the case that y˜ = x˜′. Now π2(T˜ − v) = π2(T˜
′ − v) ⇒ π2(T˜ − Λv) =
π2(Φ˜K(T˜−v)) = π2(Φ˜K(T˜ ′−v)) = π2(Φ˜K(T˜ ′)−Λv). We have π2(T˜ ′−Λv) = p˜T
′
x˜′ (Λv) =
α˜(1/2) = π2(T˜ − Λv) = π2(Φ˜K(T˜ ′)− Λv) and hence Φ˜K(T˜ ′) = T˜ ′. Since T˜ and T˜ ′ are
both fixed by Φ˜K , T ∼gsK T
′. 
It is proved in [BO] that, if Φ is an n-dimensional self-similar substitution (that
is, Λ = λI), there are Φ-periodic T 6= T ′ ∈ Ω that agree in a half-space: there is
0 6= u ∈ Rn and R so that B0[T − v] = B0[T ′ − v] for all v ∈ Rn with 〈u, v〉 ≥ R. For
such T, T ′, {T, T ′} is called an asymptotic pair.
Corollary 22. Suppose that Φ is self-similar. There are then Φ-periodic T 6= T ′ ∈ Ω
and 0 6= u ∈ Rn so that T ∼gsKΛ T
′ and T − v ∼gsKΛ T
′ − v for all v ∈ Rn with
〈u, v〉 > 0.
Proof. Let T, T ′ be an asymptotic pair with direction vector u, as above. Then T ∼gsKΛ
T ′ by Proposition 21. There are then lifts T˜ , T˜ ′ that are both fixed by Φ˜mK for some
m > 0. Then T˜ − v and T˜ ′ − v are lifts of T − v and T ′ − v with the properties:
Φ˜kmK (T˜ − v) → T˜ and Φ˜
km
K (T˜
′ − v) → T˜ ′ as k → −∞. Also, if 〈u, v〉 > 0, there is k′
so that 〈u, λk
′
v〉 ≥ R, and it follows that d(Φmk(T − v),Φmk(T ′ − v))→ 0 as k →∞.
We saw in the proof of Proposition 21 that if T˜ is fixed by Φ˜mK , T
′ is fixed by Φm, and
π2(T˜ − w) = π2(T˜ ′ − w), then T˜ ′ is also fixed by Φ˜mK . It follows from hyperbolicity of
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Φ˜K on deck transformations that, conversely, if T˜ and T˜
′ are both fixed by Φ˜K and
B0[T − w] = B0[T ′ − w] (so that pT (w) = pT
′
(w)) then π2(T˜ − w) = π2(T˜ ′ − w). If
〈u, v〉 > 0, then B0[T−w] = B0[T ′−w] for w = λkv and k > k′. Consequently, for such
v, d¯(Φ˜mkK (T˜ − v), Φ˜
mk
K (T˜
′− v)) = d(Φmk(T − v),Φmk(T ′− v))+ d˜(π2(T˜ −λmkv), π2(T˜ ′−
λmkv))→ 0 as k →∞, so T − v ∼gsKΛ T
′ − v. 
8. Global shadowing and regional proximality for Pisot family
substitutions
A fundamental result of Auslander ([A]) asserts that the structure relation of the
maximal equicontinuous factor for an abelian group action on a compact metrizable
space is given by regional proximality. In the context of the Rn-action on a tiling
space Ω, two tilings T, T ′ ∈ Ω are regionally proximal provided, for every ǫ > 0,
there are S, S ′ ∈ Ω and v ∈ Rn so that: (i) d(T, S) < ǫ; (ii) d(T ′, S ′) < ǫ; and (iii)
d(S− v, S ′− v) < ǫ. If T and T ′ are regionally proximal, we will write T ∼rp T ′. Thus
T ∼rp T
′ if and only if g(T ) = g(T ′), where g is the factor map onto the maximal
equicontinuous factor of the translation action on Ω.
We thus have two closed equivalence relations on a substitution tiling space ΩΦ:
regional proximality and global shadowing. The aim of this section is to compare these
two relations. The following Proposition 24 shows that for unimodular hyperbolic
substitutions, global shadowing is stronger than regional proximality. Proposition 25
establishes that if the substitution is Pisot family, and D = D(Λ) = D(GR), then the
regional proximal and global shadowing relations coincide. From this we will easily
deduce Theorem 4, and Corollaries 6 and 7.
First, a lemma about regional proximality.
Lemma 23. Suppose that T, S ∈ ΩΦ, ki → ∞, and vi ∈ Rn are such that Φki(T ) →
T¯ ∈ ΩΦ, Φ
ki(S)→ S¯ ∈ ΩΦ, and d(Φ
ki(T − vi),Φ
ki(S − vi))→ 0. Then T¯ ∼rp S¯.
Proof. Let g be the map of ΩΦ onto the maximal equicontinuous factor ΩΦ/ ∼rp. If
d(Φki(T −vi),Φki(S−vi)) = d(Φki(T )−Λkivi,Φki(S)−Λkivi)→ 0, then d(g(Φki(T ))−
Λkivi, g(Φ
ki(S)) − Λkivi) → 0 by uniform continuity of g. Then, by equicontinuity of
the Rn-action on ΩΦ/ ∼rp, d(g(Φki(T )), g(Φki(S))) → 0. Thus d(g(T¯ ), g(S¯)) = 0 and
T¯ ∼rp S¯. 
Given x˜, x˜′ ∈ X˜ = X˜KΛ and a path γ˜ in X˜ from x˜ to x˜
′, let l(γ˜) := l(γ), where γ
is the path γ = π ◦ γ˜ in X (see Lemma 15). If γ˜′ is any other such path, then the
concatenation of γ˜′ with the reverse of γ˜ is a loop in X˜ and hence must project to
an element of KΛ, that is, to a loop of displacement 0. Thus the displacement l(γ˜)
depends only on x˜ and x˜′, and not on γ˜.
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Proposition 24. Suppose that Φ is unimodular and hyperbolic. Then the global shad-
owing relation is contained in the regional proximality relation: T ∼gsKΛ T
′ =⇒ T ∼rp
T ′.
Proof. We suppose that the A-P complex X is collared. In this situation, if S, S ′ ∈ ΩΦ
are such that p(S) = p(S ′), then d(Φk(S),Φk(S ′))→ 0 as k →∞.
Suppose that T˜ = (T, x˜), T˜ ′ = (T ′, x˜′) ∈ Ω˜ are such that d¯(Φ˜k(T˜ ), Φ˜k(T˜ ′)), k ∈ Z,
is bounded. There are then: a sequence ki → −∞; [hi] in the group H1(X ;Z)/KΛ of
deck transformations of X˜; and n-cells τ˜ , τ˜ ′ of X˜ so that x˜i ∈ [hi](τ˜ ) and x˜
′
i ∈ [hi](τ˜
′)
for all i, where (T˜i, x˜i) := Φ˜
ki(T˜ ) and (T˜ ′i , x˜
′
i) := Φ˜
ki(T˜ ′). Let γ˜i be a path in X˜ from
x˜i to x˜
′
i. We may take γ˜
i = γ˜i1 ∗ · · · ∗ γ˜
i
l with each γ˜
i
j a lift of a path γ
i
j in X of the
form γij(t) = p(S
i
j − tv
i
j), t ∈ [0, 1], for some S
i
j ∈ ΩΦ and v
i
j ∈ R
n with Si1 = Ti and
Sil = T
′
i . (It is key to this argument that l is constant, independent of i.) We have
p(Sij − v
i
j) = p(S
i
j+1) for j = 1, . . . , l − 1 and all i. Passing to a subsequence, we may
assume that Φ|ki|(Sij + v
i
1 + · · · + v
i
j−1) → S¯j ∈ ΩΦ as i → ∞ for j = 2, . . . , l. Let
S¯1 = T . We conclude from Lemma 23 that S¯j ∼rp S¯j+1 for j = 1 . . . , l − 1.
Now, since Φ˜|ki| ◦ γ˜i is a path from x˜ to x˜′, the vector Λ|ki|(vi1 + · · · + v
i
l−1) =: v is
constant (this is the displacement vector l(Φ˜|ki| ◦ γ˜i) of the path Φ˜|ki| ◦ γ˜i in X˜). Thus
S¯l = T
′ + v. We have a path in X˜ , call it γ˜, from x˜ to x˜′ with displacement v. Then
any path in X˜ from f˜k(x˜) to f˜k(x˜′) has displacement Λkv: since d¯(Φ˜k(T˜ ), Φ˜k(T˜ ′)) is
bounded, and Φ˜k(T˜ ) = (Φk(T ), f˜k(x˜)) and Φ˜k(T˜ ′) = (Φk(T ′), f˜k(x˜′)), v must be zero -
that is, S¯l = T
′. Since ∼rp is a translation invariant equivalence relation, T ∼rp T ′. 
Proposition 25. Suppose that Φ is a unimodular Pisot family n-dimensional substi-
tution with linear expansion Λ. If D(Λ) = D(GR) = D, then the global shadowing
relation contains the regional proximal relation: T ∼rp T ′ =⇒ T ∼gsKΛ T
′.
Proof. Let f : X → X be the substitution induced map on the collared A-P com-
plex for Φ. Let A represent f¯∗ : H1(X ;Z)/KΛ → H1(X ;Z)/KΛ in some basis, say
{[h1], . . . , [hD]}, which we fix for the remainder of this proof. A is then hyperbolic,
and, as an isomorphism of RD, has invariant stable and unstable spaces Es and Eu
with Es ⊕ Eu = RD. There are η ∈ (0, 1) and C so that |Akx| ≤ Cηk|x| for x ∈ Es,
k ∈ N and |A−kx| ≤ Cηk|x| for x ∈ Eu, k ∈ N. Let x = xs + xu be the decomposition
of x ∈ RD into stable and unstable parts. Thus, for each [h] ∈ H1(X ;Z)/KΛ, there are
corresponding [h]s ∈ Es, [h]u ∈ Eu.
Given T ∈ ΩΦ and x˜ ∈ X˜ := X˜KΛ with π(x˜) = p(T ), we will call the subset
S(T, x˜) := {p˜Tx˜ (v) : v ∈ R
n} of X˜ a sheet.
Claim 26. There is B ∈ R so that if S is any sheet in X˜ and [h] ∈ H1(X ;Z)/KΛ is
such that [h](S) ∩ S contains an n-cell of X˜, then |[h]s| ≤ B.
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To prove the claim, let m ∈ N and α < 1 be so that |Amkx| ≤ αk|x| for all k ∈ N
and x ∈ Es. We may assume that m is large enough so that, for each tile τ , Φm(τ)
contains, in its interior, a tile of every type. Let B1 be large enough so that if τ˜ is
any n-cell in X˜ , τ˜1, τ˜2 are two n-cells in f˜
2m(τ˜ ) of the same type, and [h](τ˜1) = τ˜2,
then |[h]s| ≤ B1. Now let T ∈ ΩΦ be fixed by Φm and let x˜ ∈ X˜ be fixed by f˜m, with
π(x˜) = p(T ). The sheet S := {p˜Tx˜ (v) : v ∈ R
n} is invariant under f˜m. We may assume
that x˜ is in the interior of an n-cell τ˜ of X˜ so that S = ∪k∈NΦ˜km(τ˜). Let B2 be large
enough so that αB2 + B1 ≤ B2.
Subclaim: If [h](x˜) ∈ S then |[h]s| ≤ B2.
To see that this is the case, let Sk := ∪j=0,...,kf˜mj(τ˜ ) for k = 0, 1, . . .. We prove
the claim, with S replaced by Sk, by induction on k. If [h](x˜) ∈ S0, then [h]s =
0 and if [h](x˜) ∈ S1, then |[h]
s| ≤ B1 < B2. Suppose the claim is true with S
replaced with Sk, k ≥ 1, and suppose that [h](x˜) ∈ Sk+1. Let τ˜ ′ be the n-cell of Sk
with [h](x˜) ∈ f˜ 2m(τ˜ ′). There is then an n-cell of the same type as τ˜ in f˜m(τ˜ ′) ⊂
Sk. Thus there is [h1] with [h1](x˜) ∈ f˜m(τ˜ ′): by hypothesis, |[h1]s| ≤ B2. Then
f˜m([h1](x˜)) = [f
m
∗ (h1)](x˜) ∈ f˜
2m(τ˜ ′), so that |[h]s − [fm∗ (h1)]
s| = |[h− fm∗ (h1)]
s| ≤ B1.
Also, |[fm∗ (h1)]
s| ≤ α|[h1]s| ≤ αB2, so that |[h]s| ≤ αB2 + B1 ≤ B2, completing the
inductive argument and establishing the subclaim.
For each of the finitely many different types of n-cell in X˜ , represented, say, by
τ˜1, . . . , τ˜r, there is thus a sheet Si = S(Ti, x˜i) so that if the n-cell τ˜ ⊂ Si has the same
type as τ˜i, and [h](τ˜) ⊂ Si, then |[h]
s| ≤ 2B2 := B. Now if S = S(T, x˜) is any sheet
with τ˜ ⊂ S∩[h](S), let τ˜i be of the same type as τ˜ . Let Q be a connected finite patch of
T containing the tiles τ and τ − l([h]), with p˜Tx˜ (τ) = τ˜ , and hence also p˜
T
x˜ (τ − l([h])) =
[−h](τ˜ ). There is then v with Q − v ⊂ Ti. Then [h](p˜Tx˜i(τ − l[h] − v) = p˜
T
x˜i
(τ − v), so
|[h]s| ≤ B. This establishes Claim 26.
Suppose that T, T ′ ∈ ΩΦ are such that T ∼rp T ′. For each r = 1, 2, . . . there are
Sr, S
′
r ∈ ΩΦ and vr, wr ∈ R
n so that: Br[T ] = Br[Sr]; Br[Sr − vr] = Br[S ′r − vr];
Br[T
′ − wr] = Br[S ′r]; and wr → 0 as r → ∞. Pick a lift T˜ = (T, x˜) ∈ Ω˜, then choose
lifts S˜r = (Sr, x˜), S˜
′
r = (S
′
r, x˜
′
r) ∈ Ω˜ so that p˜
Sr
x˜ (vr) = p˜
S′r
x˜′r
(vr).
Claim 27. For sufficiently large r, x˜′r =: x˜
′ is constant and wr = 0.
To see this, let R be large enough so that every R-patch contains a tile of every
type. Let τ˜ be an n-cell of X˜ with x˜ ∈ τ˜ ⊂ S(T, x˜) and for each r ≥ R, let τ˜r be
an n-cell of X˜ with τ˜r ⊂ S(Sr, x˜) ∩ S(S
′
r, x˜
′
r) of the same type as τ˜ . Pick also n-cells
τ˜ ′r ⊂ S(S
′
r, x˜
′), of the same type as τ˜ , in p˜
S′r
x˜′r
(BR(0)). As Br[S
′
r] = Br[T
′ −wr], we may
take τ˜ ′r = p˜
S′r
x˜′r
(τ ′ − wr) with τ ′ ∈ T ′. Let L : RD → Rn be the linear map given by
L((a1, . . . , aD)) :=
∑D
i=1 ail([hi]). Then LA = ΛL and, since D = D(Λ), L|Eu : E
u →
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Rn is an isomorphism. Also, L is one-to-one on ZD (recall that l : H1(X ;Z) → GR
has kernel KΛ). Thus Γ := L({a ∈ RD : |as| ≤ B}), B as in Claim 26, is a regular
model set. In particular, Γ is uniformly discrete, relatively dense, and has the Meyer
property (see [M]). Let [h1r ](τ˜ ) = τ˜r and [h
2
r ](τ˜
′
r) = τ˜r. Then |[h
1
r]
s| ≤ B and |[h2r]
s| ≤ B
by Claim 26, so l([h1r ]), l([h
2
r ]) ∈ Γ and {l([h
1
r])− l([h
2
r ]) : r ≥ R} is uniformly discrete.
But (l([h1r′]) − l([h
2
r′ ])) − (l([h
1
r ]) − l(h
2
r ])) = wr − wr′, and since wr → 0, it must be
that wr = 0 for all sufficiently large r. Thus, l([h
1
r − h
2
r]) is constant for large r, and
since l is injective on H1(X ;Z), [h1r−h
2
r ] := [h] is constant for large r. Thus the n-cells
τ˜ ′r = [h](τ˜) and the patches BR[S
′
r] are constant for all large r and it follows that x˜
′
r is
also constant for large r, establishing Claim 27.
We can deduce more from the above. For large r let γ˜1(t) := p˜
Sr
x˜ (tvr), γ˜2(t) :=
p˜
S′r
x˜′ ((1 − t)vr), and γ˜3(t) := p˜
T ′
x˜′ (tw), 0 ≤ t ≤ 1, where w is such that p˜
T ′
x˜′ (w) = [h](x˜).
Then |l([h])| = |l(γ˜1 ∗ γ˜2 ∗ γ˜3)| = |vr − vr + w| ≤ R. Let R¯1 := sup{d˜(y˜, [h′](y˜)) : y˜ ∈
X˜, [h′] ∈ Γ, |[h′]| ≤ R}. Then R¯1 <∞ since Γ is a discrete subset of Rn and the metric
d˜ is equivariant with respect to the deck transformations. Let R¯2 := sup{d˜(p˜
S
y˜ (w), y˜) :
|w| ≤ R, (S, y˜) ∈ Ω˜}. R¯2 is also finite by equivariance. We have: d˜(x˜, x˜′) ≤ R¯1 + R¯2.
Now let T˜ ′ = (T ′, x˜′). For k ∈ N, it is clear that the sheets f˜k(S(T, x˜)) =
S(Φk(T ), f˜k(x˜)), f˜k(S(Sr, x˜)) = S(Φk(Sr), f˜k(x˜)), f˜k(S(S ′r, x˜
′)) = S(Φk(S ′r), f˜
k(x˜′)),
and f˜k(S(T ′, x˜′)) = S(Φk(T ′), f˜k(x˜′)) overlap in the same manner as those sheets with
k = 0, and the above argument yields d˜(f˜k(x˜), f˜k(x˜′)) ≤ R¯1 + R¯2. Now fix k < 0.
Given r, there is r′ = r′(r) big enough so that if S, S ′ ∈ ΩΦ satisfy Br′[S] = Br′[S
′],
then Br[Φ
k(S)] = Br[Φ
k(S ′)]. (This consequence of the invertibility of Φ is referred
to as “recognizability”, see, for example, [S1].) For r > 0 and r′ = r′(r), con-
sider Φ˜k((T, x˜)) = (Φk(T ), y˜) and Φ˜k((Sr′ , x˜)) = (Φ
k(Sr′), y˜
′). Since B0[Φ
k(Sr′)] =
B0[Φ
k(T )], π(y˜) = π(y˜′) and there is [h] ∈ H1(X ;Z)/KΛ so that [h](y˜′) = y˜. Then
x˜ = f˜k(y˜′) = f˜k([h](y˜)) = f¯k∗ ([h])(f˜
k(y˜)) = f¯k∗ ([h])(x˜), so [h] = 0 (f¯∗ is invert-
ible on H1(X ;Z)/KΛ). Thus y˜′ = y˜. In this way, we see that the sheets deter-
mined by Φ˜k(T˜ ), Φ˜k(S˜r′), Φ˜
k(S˜ ′r′), and Φ˜
k(T˜ ′), for r′ large, overlap as above so that
d¯(Φ˜k(T˜ )′Φ˜k(T˜ ′)) ≤ d(Φk(T ),Φk(T ′)) + R¯1 + R¯2. We conclude that d¯(Φ˜k(T˜ ), Φ˜k(T˜ ′)),
k ∈ Z, is bounded; that is, T ∼gsKΛ T
′.

Proof. (Of Theorem 4.) By Proposition 19, G(T ) = G(T ′) if and only if T ∼gsKΛ T
′,
and, by the fundamental result of Auslander ([A]), g(T ) = g(T ′) if and only if T ∼rp T ′.
By Propositions 24 and 25, T ∼gsKΛ T
′ if and only if T ∼rp T ′. Thus we may identify
G with g. 
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Proof. (Of Corollary 6.) The first statement follows immediately from Theorems 1 and
4 and the characterization of cr in [BK]. For the second statement: the eigenvalues
form subgroup of Rn so are relatively dense if and only if their linear span is all of Rn.
Suppose there is a vector v 6= 0 perpendicular to the linear span of the eigenvalues
E. If f : ΩΦ → T is a continuous eigenfunction with eigenvalue β and T ∈ ΩΦ, then
f(T−tv) = exp(2πi〈β, tv〉)f(T ) = f(T ) for all t ∈ R. This means that g(T−tv) = g(T )
for all t ∈ R (the Halmos - von Neumann theory asserts that the map g is determined
by the continuous eigenfunctions - see [R] or [BK]). But then g is not finite-to-one.
It is shown in [LS2] that, in this context, the third statement is equivalent to the
second.

Proof. (Of Corollary 7.) The spectrum of the Rn-action on ΩΦ is pure discrete if and
only if g is a.e. one-to-one (see, for example, [BK]). 
9. Pisot family substitutions
Proof. (of Theorem 8) Suppose that Φ is unimodular of (m, d)-Pisot family type. Let
X be the collared A-P complex for Φ so that lim←−f is identified with Ω via pˆ. We prove
that, for T, T ′ ∈ Ω, g(T ) = g(T ′) if and only if G(T ) = G(T ′).
Suppose first that G(T ) = G(T ′). Let X˜ = X˜KΛ and f˜ = f˜KΛ : X˜ → X˜ . We will
argue that g : Ω = lim←−f → T
md lifts to g˜ : Ω˜KΛ = lim←−f˜ → R
md. We may suppose
that the origin is in the interior of each prototile. For each k ∈ N, let Xk denote the
A-P complex made of k-th order supertiles. That is, the n-faces of Xk are the patches
Φk(ρi), with face Φ
k(ρi) glued to face Φ
k(ρj) along (n−1)-face Λ
ke in Xk if and only if
the prototile ρi is glued to the prototile ρj along the (n−1)-face e in X . As each tiling
in Ω is uniquely tiled by k-th order super tiles, there is a natural map pk : Ω → Xk
(pk(T ) = [v] in the face Φk(ρj) of Xk if the k-th order super tile of T containing the
origin is Φk(ρj)− v). The decomposition of k-th order supertiles into (k − 1)-st order
supertiles induces maps fk : Xk → Xk−1 so that Ω ≃ lim←−fk. Furthermore, there are
substitution induced maps fk : Xk → Xk with fk ◦ fk = fk−1 ◦ fk so that Φ on Ω is
conjugated with the homeomorphism induced by (fk) on lim←−fk by (p
k). In order to
lift g we approximate g by maps gk ◦ pk, where the gk : Xk → Tmd are constructed as
follows. For each k-th order super tile ρk := Λk(ρ), ρ a prototile for Φ, and ǫk > 0, let
N (ρk, ǫk) be the ǫk-neighborhood of the boundary of ρk. Choose (arbitrarily ) Tρk ∈ Ω
so that the supertile ρk occurs in the decomposition of Tρk into k-th order supertiles
(we mean this supertile occurs exactly, with 0 translation). Define gk on ρ
k \N (ρk, ǫk)
by gk(p
k(Tρk − v)) := g(Tρk − v) for v ∈ ρ
k \ N (ρk, ǫk). Since we have collared Φ,
there is δ = δ(k, ǫk) so that if ρ
k
i and ρ
k
j are adjacent faces in Xk, glued along an
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l-face e, and e ∋ x = pk(Tρki − v) = p
k(Tρkj − w), with v ∈ ρ
k
i and w ∈ ρ
k
j , then
d(Tρki −v, Tρkj −w) < δ, and δ → 0 as k →∞. Choosing ǫk sufficiently small, and using
the local convexity of Tmd, we extend gk continuously to all of Xk so that, for each i,
if v, w ∈ ρki are such that |v − w| < ǫk, then d(gk(p
k(Tρk
i
− v)), gk(pk(Tρk
i
− w))) < δ.
Now for T ∈ Ω, let Tρki and v ∈ ρ
k
i be such that p
k(T ) = pk(Tρki − v). Since we
have collared, and 0 ∈ int(ρi), T and Tρki − v agree in an rk-ball about the origin,
with rk → ∞ as k → ∞. Thus d(g(T ), gk ◦ pk(T )) = d(g(T ), gk ◦ pk(Tρki − v)) ≤
d(g(T ), g(Tρki − v))+ d(g(Tρki − v, gk ◦ p
k(Tρki − v))→ 0 as k →∞. That is, gk ◦ p
k → g
uniformly as k →∞.
With the goal still of lifting g, we show now that gk : Xk → Tmd lifts to g˜k : X˜k →
Rmd. Let Ek be a dual 1-skeleton in Xk. That is, we choose a vertex in the interior of
each n-face, a vertex in the (relative) interior of each (n− 1)-face of Xk, and we make
a straight line edge from the vertex interior to every n-face to each of the vertices on
the (n−1) -subfaces. Let γ˜ : [0, 1]→ X˜k be a loop in X˜k. Then the loop πk ◦ γ˜ in Xk is
homotopic to a piecewise affine loop γ lying on Ek. We can write γ as a concatenation
γ = c1 ∗ c2 ∗ · · · ∗ cl with each ci of the form ci(t) = pk(Tρkj − (vi + twi)), ti ≤ t ≤ ti+1,
for some j = j(i), vi, wi. Let η := gk ◦ γ : [0, 1]→ Tmd and let η˜ : [0, 1]→ Rmd be a lift
of η. Let ι : Rn → Rmd be the linear embedding so that g(T − v) = g(T )− ι(v). We
have
η˜(1)− η˜(0) =
l−1∑
i=0
(η˜(ti+1)− η˜(ti)) ≈
l−1∑
i=0
(ι˜(vj(i)) + ti+1ι(wi))− (ι˜(vj(i)) + tiι(wi))
=
l−1∑
i=0
(ti+1 − ti)ι(wi),
with the approximation improving as k gets larger. The covering space X˜k is the
quotient of the abelian cover (X˜k)ab by the action of those deck transformations lying
in the kernel Kk of the homomorphism lk : H1(Xk;Z) → Rn. That γ˜ is a loop in X˜k
means that the homology class [γ] lies in Kk. That is, lk([γ]) =
∑l−1
i=0(ti+1 − ti)wi = 0.
Thus
∑l−1
i=0(ti+1−ti)ι(wi) = 0 also. As η˜(1)−η˜(0) ∈ Z
md, it must be that, for sufficiently
large k, η˜(1)− η˜(0) = 0. The lifting criterion is satisfied: gk ◦ π˜ ◦ γ˜ is homotopic to a
loop pushed down from Rmd toTmd.
Let us record a property of g˜k for later use. From the displayed approximation of
η˜(1) − η˜(0) above, we see that, for sufficiently large k and any loop γ in Xk, and
η := gk ◦ γ, η˜(1) − η˜(0) = ι ◦ lk([γ]). It follows that for x˜ ∈ X˜k, [h] ∈ H1(Xk;Z)/Kk,
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and k sufficiently large:
(1) g˜k(x˜+ [h]) = g˜k(x˜) + ι ◦ lk(h).
In the constructions above we have identified Ω with lim←−f (by means of pˆ : T 7→
(p(Φ−i(T )))) and lim←−f with lim←−(fk) by means of a rescaling: since ρ
k+1
i = Λρ
k
i and
X = X0 there are natural maps Λ
k : X → Xk with Λk ◦ f = fk ◦ Λk+1. Then
lim←−f is identified with lim←−(fk) by (xi) 7→ (Λ
i(xi)). The spaces lim←−f˜ and lim←−(f˜k) are
then identified by first choosing a lift of f to f˜ , then choosing lifts (Λ˜k), (f˜k) so that
Λ˜k◦f˜ = f˜k◦Λ˜k+1. Now choose lifts g˜k : X˜k → Rmd so that |g˜k◦f˜k+1(x˜k)−g˜k+1(x˜k)| → 0
for some (and hence any) (x˜k) ∈ lim←−(f˜k) and let g˜ : lim←−f˜ → R
md be defined by
g˜((x˜i)) := limk→∞ g˜k ◦ Λ˜k(x˜k). Convergence of this limit to a lift of g is assured by the
convergence of gk ◦ pk to g.
It is proved in [BK] that there is a hyperbolic and unimodularmd×md integer matrix
B so that g ◦Φ = FB ◦g, FB(x+Zmd) := Bx+Zmd being the corresponding hyperbolic
automorphism of Tmd. It follows that g˜◦ ˆ˜f = Bg˜. We have assumed that G(T ) = G(T ′)
with the objective of showing that then g(T ) = g(T ′). Let (xi), (x
′
i) ∈ lim←−f be such
that pˆ(T ) = (xi), pˆ(T
′) = (x′i). By Proposition 19, (xi) ∼gsKΛ (x
′
i), so there are
(x˜i), (x˜
′
i) ∈ lim←−f˜ , living over (xi), (x
′
i), so that d¯(
ˆ˜
fk((x˜i)),
ˆ˜
fk((x˜′i))), k ∈ Z, is bounded.
Then |g˜(( ˆ˜fk((x˜i))) − g˜(
ˆ˜fk((x˜′i)))| = |B
kg˜((x˜i)) − Bkg˜((x˜′i))|, k ∈ Z, is also bounded,
and hyperbolicity of B implies that g˜((x˜i)) = g˜((x˜
′
i)). Thus g(T ) = g(T
′).
Now suppose that g(T ) = g(T ′). We wish to show that T ∼gsKΛ T
′. From Theorem
3.1 of [LS1] we have (for Φ of (m, d)-Pisot family type) that there are v1, . . . , vm ∈ Rn
with GR(Φ) ⊂ Z[Λ]v1+· · ·+Z[Λ]vm. Thus D(GR) ≤ D(Λ), and hence D(GR) = D(Λ)
since the opposite inequality is always satisfied (Lemma 16). Let K be the kernel of
l : H1(X ;Z) → GR(Φ), let πK : X˜K → X be the corresponding cover of the collared
A-P complex X , and let f˜K : X˜K → X˜K be a lift of f . Let π1 : Ω˜ → Ω, with
Ω˜ := {(T, x˜) : p(T ) = πK(x˜)} the cover isomorphic with πˆK : lim←−
ˆ˜
fK → lim←−f as in
Lemma 14. Let d¯ be the metric in Ω˜K given by d¯((T, x˜), (T
′, y˜)) = d(T, T ′) + d˜(x˜, y˜).
We will show that there are T˜ , T˜ ′ ∈ Ω˜K lying over T, T
′ so that d¯(Φ˜k(T˜ ), Φ˜k(T˜ ′)),
k ∈ Z, is bounded.
It is proved in [BK] that g(T ) = g(T ′) if and only if T and T ′ are strongly regionally
proximal, i.e., for each k ∈ N there are Sk, S ′k ∈ Ω and vk ∈ R
n so that Bk[T ] = Bk[Sk],
Bk[T
′] = Bk[S
′
k], and Bk[Sk − vk] = Bk[S
′
k − vk]. Pick T˜ = (T, x˜) ∈ Ω˜K . Let S˜k :=
(Sk, x˜) ∈ Ω˜K . There is then S˜ ′k = (S
′
k, y˜k) ∈ Ω˜K such that π2(S˜k − vk) = π2(S˜
′
k − vk).
Let T˜ ′k := (T
′, y˜k) ∈ Ω˜K
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Claim 28. There are only finitely many distinct y˜k, k ∈ N.
The proof of Claim 28 will follow from the
Claim 29. There is R so that if T˜ , S˜ ∈ Ω˜K and d¯(T˜ , S˜) < 2diam(Ω), then d¯(T˜−v, S˜−
v) < R for every v ∈ Rn.
To prove Claim 29, let g˜ : Ω˜K → Rmd be a lift of g as constructed above. Under the
identification of Ω˜K with lim←−(f˜k) used above in the construction of g˜, the point T˜ =
(T, x˜) ∈ Ω˜K corresponds to (x˜0, x˜1, . . .) ∈ lim←−(f˜k) with: x˜0 = x˜; x˜1 such that f˜1(x˜1) =
x˜0 and π1(x˜1) = p
1(Φ−1(T )); . . . (here π1 : X˜1 → X1 is the covering projection). Then,
for [h] in the group H1(X ;Z)/K of deck translations of Ω˜K , T˜ + [h] (by this we mean
the deck translation [h] applied to T˜ ) corresponds to (x˜ + [h], . . . , x˜k + [((f1)∗ ◦ · · · ◦
(fk)∗)
−1(h)], . . .) (we have used unimodularity to invert (fi)∗ on H1(X ;Z)/K) . Thus,
using equation 1 for k large, we have
g˜(T + [h]) ≈ g˜k(x˜k + [((f1)∗ ◦ · · · ◦ (fk)∗)
−1(h)])
= g˜k(x˜k) + ι ◦ lk(((f1)∗ ◦ · · · ◦ (fk)∗)
−1(h)).
Using the easily checked fact that lk = lk−1◦(fk)∗, we have lk(((f1)∗◦· · ·◦(fk)∗)−1(h)) =
l(h). Thus g˜(T˜ + [h]) ≈ g˜(T˜ ) + ι ◦ l(h), with an improving approximation as k → ∞.
That is,
g˜(T˜ + [h]) = g˜(T˜ ) + ι ◦ l(h).
Now [h]→ l(h) is an isomorphism of H1(X ;Z)/K with GR(Φ) ⊂ Rn and ι : Rn → Rmd
is a linear embedding, so ι ◦ l : H1(X ;Z)/K → Zmd is injective. It follows from
this and equivariance of d¯ that, given C, there is an R so that if d¯(T˜ , S˜) > R then
|g˜(T˜ )− g˜(S˜)| > C.
From g(T−v) = g(T )−ι(v) we deduce g˜(T˜−v) = g˜(T˜ )−ι(v). Since g˜ is a lift and d¯ is
equivariant, there is C so that d¯(T˜ , S˜) < 2diam(Ω) implies |g˜(T˜ )− g˜(S˜)| < C. We then
have d¯(T˜ , S˜) < 2diam(Ω) =⇒ |g˜(T˜ )− g˜(S˜)| < C =⇒ |(g˜(T˜ )−ι(v))−(g˜(S˜)−ι(v))| <
C =⇒ |g˜(T˜ − v)− g˜(S˜ − v)| < C =⇒ d¯(T˜ − v, S˜ − v) < R, proving Claim 29.
Now for the proof of Claim 28. We have d¯(S˜k, S˜
′
k) = d(Sk, S
′
k) + d˜(x˜, y˜) and d¯(S˜k −
vk, S˜
′
k−vk) = d(Sk−vk, S
′
k−vk)+0 < 2diam(Ω). By Claim 29, d˜(x˜, y˜) < d(Sk, S
′
k)+R
is bounded. The y˜k ∈ X˜ all satisfy πK(y˜k) = p(T ′) and hence there are [hk] ∈ H1(X ;Z)
so that y˜k = y˜0+[hk]. As d˜(y˜k, y˜0) is bounded, there can be only finitely many distinct
[hk] and Claim 28 is established.
Now pick ki → ∞ with y˜ki =: x˜
′ constant and let T˜ ′ := T˜ ′ki. To ease notation, we
assume ki = i, that is, all y˜k are the same. To conclude the proof of Theorem 8, we
show that d¯(Φ˜j(T˜ ), Φ˜j(T˜ ′)), j ∈ Z, is bounded.
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First consider j ≥ 0. We have π2(Φ˜j(T˜ )) = π2((Φj(T ), f˜
j
K(x˜))) = f˜
j
K(x˜) = π2(Φ˜
j(S˜1))
and similarly, π2(Φ˜
j(T˜ ′)) = π2(Φ˜
j(S˜ ′1)). Also, π2(S˜1−v1) = π2(S˜
′
1−v1) =⇒ π2(Φ˜
j(S˜1−
v1)) = π2(Φ˜
j(S˜ ′1− v1)). That is, π2(Φ˜
j(S˜1)−Λjv1) = π2(Φ˜j(S˜ ′1)−Λ
jv1), and by Claim
29 we have d¯(Φ˜j(S˜1), Φ˜
j(S˜ ′1)) < R. Thus d˜(f˜
j
K(x˜), f˜
j
K(x˜
′)) < R, so d¯(Φ˜j(T˜ ), Φ˜j(T˜ ′)) <
R + diam(Ω) for all j ≥ 0.
For j < 0 we will need the following:
Claim 30. Given R1 there is R2 so that if T˜ , S˜ ∈ Ω˜K satisfy π2(Φ˜(T˜ )−v) = π2(Φ˜(S˜)−
v) for all v ∈ BR2(0), then π2(T˜ − v) = π2(S˜ − v) for all v ∈ BR1(0).
Proof of Claim 30: Let R1 be given. It is a consequence of invertibility of Φ that there
is an R2 so that if T, S ∈ Ω satisfy BR2 [Φ(T )] = BR2 [Φ(S)], then BR1 [T ] = BR1 [S].
(This is “recognizability”.) Now let T˜ = (T, x˜) and S˜ = (S, y˜). Then T˜ − v =
(T −v, p˜Tx˜ (v)) and S˜−v = (S−v, p˜
S
y˜ (v)). Now suppose that π2(Φ˜(T˜ )−v) = π2(Φ˜(S˜)−
v) for all |v| < R2. This means that f˜K(p˜Tx˜ (Λ
−1v)) = f˜K(p˜
S
y˜ (Λ
−1v)), which is to
say p˜
Φ(T )
f˜K(x˜)
(v) = p˜
Φ(S)
f˜K(y˜)
(v), for all such v. From this we have f˜K(x˜) = f˜K(y˜) and
p(Φ(T )− v) = p(Φ(S)− v) for |v| < R2. So BR2 [Φ(T )] = BR2 [Φ(S)] so that BR1 [T ] =
BR1 [S]. In particular, p(T ) = p(S) and y˜ = x˜+ [h] for some [h] ∈ H1(X ;Z)/K. Then
f˜K(x˜) = f˜K(y˜) = f˜K(x˜+ [h]) = f˜K(x˜) + [f∗(h)] =⇒ [f∗(h)] = 0. Since f∗ is invertible
on H1(X ;Z)/K (unimodularity), [h] = 0 and x˜ = y˜. Together with BR1 [T ] = BR1 [S],
this last implies that p˜Tx˜ (v) = p˜
S
y˜ (v), that is, π2(T˜ − v) = π2(S˜ − v), for all v ∈ BR1(0).
To finish the proof of the theorem, let R2 = R2(R1) be as in Claim 30 and for m ∈ N
let Rm2 := R2(R2(· · · (R2(1)) · · · )), iterated m times. Pick j < 0 and take k > R
|j|
2 .
Then π2(T˜ −v) = π2(S˜k)−v for |v| < k implies that π2(Φ˜−1(T˜ )−v) = π2(Φ˜−1(S˜k)−v)
for |v| < R|j|−12 , which implies that ..., which gives π2(Φ˜
j(T˜ ) − v) = π2(Φ˜j(S˜k) − v)
for |v| < 1. Similarly, for this k, we have π2(Φj(S˜k − vk) − v) = π2(Φj(S˜ ′k − vk) − v)
and π2(Φ
j(S˜ ′k − v) = π2(Φ
j(T˜ ′)− v) for |v| < 1. Using Claim 29 (as in the j > 0 case
above) we conclude that d¯(Φ˜j(T˜ ), Φ˜j(T˜ ′)) < diam(Ω) +R. Thus G(T ) = G(T ′).

10. Connections with the traditional Pisot Substitution Conjecture
The traditional Pisot Substitution Conjecture is as follows:
Conjecture 31. If Φ is a one-dimensional substitution with unimodular and irreducible
incidence matrix M (that is, the characteristic polynomial of M is irreducible over
Q) and with inflation λ a Pisot number, then the R-action on ΩΦ has pure discrete
spectrum.
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We will see below that this is a special case of a slight strengthening of Conjecture
5.
Given a substitution Ψ with A-P complex X (not necessarily collared), substitution
induced map f : X → X , and natural semiconjugacy p : ΩΨ → lim←− f , as defined
previously, let
H∗f (ΩΨ) := p
∗(H∗(lim←− f ;Z)).
Let us say that a substitution Ψ is compatible with a substitution Φ if there is a
homeomorphism hΨ : ΩΦ → ΩΨ that conjugates some positive powers of the substi-
tution homeomorphisms Φ and Ψ. We define the essential cohomology of ΩΦ to
be
H∗ess(ΩΦ;Z) := ∩Ψh
∗
Ψ(H
∗
f (ΩΨ)),
the intersection being over all Ψ compatible with Φ.
Conjecture 32. If Φ is unimodular and hyperbolic, and H1hyp(ΩΦ;Z) = H
1
ess(ΩΦ;Z),
then G′ : ΩΦ → TD
′
is a.e. 1-to-1.
Conjecture 33. If Φ is a unimodular Pisot family substitution and rank(H1ess(ΩΦ;Z)) =
D(Λ) then the Rn-action on ΩΦ has pure discrete spectrum.
Example 34. Consider the one-dimensional substitution Φ generated by the substitu-
tion on letters: 1 7→ 12221111; 2 7→ 21112. The incidence matrix is unimodular and
irreducible and the inflation λ is the fourth power of the golden mean, a Pisot number.
Thus Φ satisfies the hypotheses of the traditional Pisot Substitution Conjecture (and,
in fact, the spectrum is pure discrete as the traditional Pisot conjecture is correct if the
incidence matrix is 2× 2 - [HS]). But D(Λ) = deg(λ) = 2 while rank(H1(ΩΦ;Z)) = 3,
so the hypotheses of Conjecture 5 are not met. (The cohomology is easily computed
by the techniques of [BD1].) On the other hand, the A-P complex for Φ is a wedge of
two circles; it follows that H1ess(ΩΦ;Z) = H
1
f (ΩΦ) has rank two, and the hypotheses of
Conjecture 33 are satisfied.
Proposition 35. Suppose Φ is a one-dimensional substitution with unimodular and
irreducible d × d incidence matrix M and whose inflation λ is a Pisot number. Then
rank(H1ess(ΩΦ;Z)) = d.
Hence any substitution satisfying the hypotheses of the traditional Pisot Substitution
Conjecture also satisfies the hypotheses of Conjecture 33.
Lemma 36. Suppose that Φ is an n-dimensional substitution. Let f : X → X be
the substitution induced map on the A-P complex for Φ and let p : ΩΦ → X be the
usual map, inducing pˆ : ΩΦ → lim←− f . Then the map g from ΩΦ onto the maximal
equicontinuous factor factors through lim←− f via pˆ.
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Proof. Let fc : Xc → Xc be the substitution induced map of the collared A-P complex
for Φ, let π : Xc → X be the map that forgets collars, and let pc : ΩΦ → Xc be as usual.
It suffices to show that if (xi), (x
′
i) ∈ lim←− fc are such that πˆ((xi)) = πˆ((x
′
i)) then the
tilings T = pˆc
−1((xi)) and T
′ = pˆc
−1((x′i)) are regionally proximal. Suppose then that
πˆ((xi)) = πˆ((x
′
i)). If xi, and hence x
′
i are in the interior of an n-cell for infinitely many
(hence all) i, let ij →∞, ρ, and vj be such that B0[Φ−ij (T )] = ρ− vj = B0[Φ−ij (T ′)].
Then the patches Φij (ρ)− Λij are subsets of both T and T ′. That is, T and T ′ share
patches of arbitrarily large internal diameter, and hence T and T ′ are proximal.
If, on the other hand, xi and x
′
i are in the n − 1 skeleton of Xc for all i, π(xi) =
π(x′i) =: yi is in the n−1 skeleton of X for all i. From the definition of the equivalence
relation that specifies the way in which the prototiles are glued along their boundaries
to form X , there are, for each i ∈ N, T i1, . . . , T
i
ki
∈ ΩΦ and tiles τ ij 6= τ
i
j+1 ∈ T
i
j so that
0 ∈ τ ij ∩ τ
i
j+1 for all i, j, T
i
1 = Φ
−i(T ), and T iki = Φ
−i(T ′). The ki are bounded and we
may select il → ∞ so that k = kil is constant and the collection {τ
il
j : j = 1, . . . , k}
is constant up to translation. Using compactness of ΩΦ we may pass to a subsequence
Ils → ∞ so that Φ
ils (T
ils
j ) converges, say to Tj , for j = 1, . . . , k. As above, Tj and
Tj+1 share patches of arbitrarily large internal diameter, and are hence proximal, for
each j. As regional proximality is an equivalence relation and contains the proximality
relation, T = T1 and T
′ = Tk are regionally proximal. 
Suppose that Φ is a one-dimensional (primitive) substitution whose inflation is a
degree d Pisot unit. Let Xc be the collared A-P complex for Φ, with vertex set Sc
and substitution induced map f : (Xc, Sc) → (Xc, Sc). In an appropriate basis, f
∗ :
H1(Xc, Sc;Z) → H1(Xc, Sc;Z) is represented by the transpose, M t, of the incidence
matrix for Φ. There is then a unique f ∗-invariant subgroup P of H1(Xc, Sc;Z) of rank
d with the properties that f ∗|P is represented by an integer matrix with eigenvalue
λ, and P is maximal in the sense that H1(Xc, Sc;Z)/P is torsion free. By taking the
direct limit by f ∗ of the short exact sequence for the pair
0→ H˜0(Sc,Z)→ H
1(Xc, Sc;Z)→ H
1(Xc;Z)→ 0
and noting that all eigenvalues of (a matrix representing) f ∗ : H˜0(Sc;Z) → H˜0(Sc;Z)
are 0 or roots of unity, we see that H1(ΩΦ;Z) = lim−→ f∗ : H
1(Xc;Z) → H1(Xc;Z) also
contains a unique subgroup, invariant under Φ∗, with the properties of P. We will call
this subgroup the Pisot subgroup of H1(ΩΦ;Z).
Proof. (of Proposition 35) Let Φ be as in the proposition, let f : X → X be the
substitution induced map on its A-P complex, and let S be the vertex set of X . The
homomorphism f ∗ : H1(X,S;Z) → H1(X,S;Z) is represented by the transpose M t
of the incidence matrix (in the basis dual to the prototile edges of X). As M is
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invertible over Z, the direct limit of this homomrphism is Zd. Moreover, the subgroup
δ∗(H0(S;Z)) ⊂ H1(X,S;Z) is f ∗-invariant, so, by irreducibility of M , this subgroup
must be trivial. From the exact sequence for the pair we see that f ∗ : H1(X,S;Z) →
H1(X ;Z) is conjugate with f ∗ : H1(X ;Z)→ H1(X ;Z), and hence H1(lim←− f ;Z) is also
Zd.
Let Xc denote the collared A-P complex for Φ with vertex set Sc and map fc :
(Xc, Sc)→ (Xc, Sc) and let pc : ΩΦ → Xc and p : ΩΦ → X be the standard maps onto
the A-P complexes. Let π : (Xc, Sc) → (X,S) be the map that forgets collars. Then
π∗ : H1(X,S;Z)→ H1(Xc, Sc;Z) is injective and it follows that the image of H1(X ;Z)
in H1(Xc;Z) under π∗ is an f ∗c -invariant copy of Z
d on which f ∗c acts like M
t. Thus
H1f (ΩΦ) has rank d and rank(H
1
ess(ΩΦ;Z)) is at most d.
Suppose that Ψ is a 1-d substitution with inflation η such that Ψn is conjugate with
Φm, by means of hΨ, for some n,m ∈ N. It is easily checked that the topological
entropies of the homeomorphisms Ψ and Φ are log(η) and log(λ), hence ηm = λn,
as conjugacies preserve entropy. Thus ηm is a Pisot unit, also of degree d (as Mn
is irreducible). Now, by Lemma 36, if f : X → X is the substitution induced
map on the A-P complex for Ψ, and p : ΩΨ → X is the usual map, the map
g : ΩΨ → Td onto the maximal equicontinuous factor factors through lim←− f via pˆ.
Thus H1f (ΩΨ) = pˆ
∗(H1(lim←− f ;Z)) ⊃ g
∗(H1(Td;Z)). By Theorems 1 and 8, g∗ conju-
gates F ∗A : H
1(Td;Z) → H1(Td;Z) with Ψ∗ restricted to the image of g∗. The matrix
A is a companion matrix for ηm (see the proof of Theorem 1 or [BK]). It follows that
H1f (ΩΨ) contains the Pisot subgroup for Ψ
∗ and hence h∗Ψ(H
1(ΩΨ)) contains the Pisot
subgroup for Φ. Thus rank(H1ess(ΩΦ;Z)) is at least d. 
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