Abstract. Pushdown automata using a limited and unlimited amount of nondeterminism are investigated. Moreover, nondeterministic steps are allowed only within certain contexts, i.e., in configurations that meet particular conditions. The relationships of the accepted language families with closures of the deterministic context-free languages (DCFL) under regular operations are studied. For example, automata with unbounded nondeterminism that have to empty their pushdown store up to the initial symbol in order to make a guess are characterized by the regular closure of DCFL. Automata that additionally have to reenter the initial state are (almost) characterized by the Kleene star closure of the union closure of the prefix-free deterministic context-free languages. Pushdown automata with bounded nondeterminism are characterized by the union closure of DCFL in any of the considered contexts. Proper inclusions between all language classes discussed are shown. Finally, closure properties of these families under AFL operations are investigated.
Introduction
One of the central questions in automata theory asks for the power of nondeterminism in bounded-resource computations. Traditionally, nondeterministic devices have been viewed as having as many nondeterministic guesses as time steps. The studies of this concept of unlimited nondeterminism led, for example, to the famous open LBA-problem or the unsolved question whether or not P equals NP. In order to gain further understanding of the nature of nondeterminism, in [3, 12] it has been viewed as an additional limited resource at the disposal of time or space bounded computations. The well-known proper inclusion between the deterministic and nondeterministic real-time multitape Turing machine languages is refined by showing an infinite hierarchy between the deterministic real-time Turing machine languages and the languages acceptable by real-time Turing machines whose number of nondeterministic steps is logarithmically bounded. In [14] this result is further generalized to arbitrary dimensions, and extended to time complexities in the range between real time and linear time.
In [2] limited nondeterminism is added to deterministic complexity classes independent of the computational model for the class. For these Guess-andCheck models the nondeterministically chosen bits are appended to the input. If for some choice this extended input belongs to the deterministic complexity class, then the original input is accepted. A good survey of limited nondeterminism reflecting the state-of-the-art at its time is [4] .
Extensive investigations are also done on limited nondeterminism in the context of finite automata and pushdown automata. In [13] the nondeterminism is restricted depending on the size of finite automata. The authors prove an infinite nondeterministic hierarchy below a logarithmic bound, and relate the amount of nondeterminism to the number of states necessary for deterministic finite automata to accept the same language. An automata independent quantification of the inherent nondeterminism in regular languages is dealt with in [5] . Recently, measures of nondeterminism in finite automata have been investigated in [11] .
Two measures for the nondeterminism in pushdown automata are proposed in [17] . By bounding the number of nondeterministic steps depending on the length of the input, a hierarchy of three classes is obtained. A modification of that measure can be found in [15] . The second measure depends on the depth of the directed acyclic graph that represents a given pushdown automaton. The corresponding proof of an infinite nondeterministic hierarchy of properly included classes is completed in [16] .
Measuring the nondeterminism by branching has been introduced for finite automata in [5] . In [6, 8] it is studied in connection with pushdown automata. In [8] infinite hierarchies in between the deterministic context-free (DCFL) and context-free languages (CFL) depending on the amount of nondeterminism or on the amount of ambiguity are shown. In [6] lower bounds for the minimum amount of nondeterminism to accept certain context-free languages are established.
The main goal of this paper is to investigate pushdown automata with limited and unlimited context-dependent nondeterminism measured by branching. The branching of a transition step is defined to be the number of choices the automaton has, and the branching of a computation is the product of the branchings of all steps. Context-dependence means that it is additionally required that nondeterministic transition steps are only allowed within certain contexts, i.e., in configurations that meet particular conditions. The relationships of the accepted language families with closures of the deterministic context-free languages under regular operations are studied. This language class is particularly interesting, because deterministic context-free languages are not closed under the regular operations union, concatenation, and Kleene star and thus the regular closure increases the computational capacity. In fact, the regular closure contains, e.g., inherently ambiguous languages such as {a m b m c n }∪{a m b n c n } [7] . Moreover, the time complexity is still as optimal as for deterministic context-free languages, namely of order O(n) [1] .
The main result of this paper is that the language families accepted by pushdown automata with context-dependent nondeterminism can be characterized as subsets of the regular closure of the deterministic context-free languages.
