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1. INTRODUCTION
In many applications the evolution of a differential system depends,
besides on the present state, also on its past history; this situation can be
framed in the theory of retarded differential equations. Several authors
introduced various hereditary structures to model the different situations
and the literature on the subject is wide. We recall here some of the main
settings.
The best known hereditary structure, studied by various authors [1, 11,
13, 1626, 31, 32] extensively, is
{x$(t)= f (t, xt)x(t)=,(t)
in [t0 , t0+ p]
in ]&, t0],
(P1)
where xt : ]&, 0]  Rn is defined by xt({)=x(t+{).
This formulation was extended to different directions; we recall, for
example, the following hereditary structures,
x$(t)= f (t, x(g(t, x(t)))) (a)
where g(t, x)t [11];
x$(t)= f \t, |Et h(s, x(s)) ds+ (b)
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where Et/]&, t], adopted as a mathematical model in biology [12, 10];
x$(t)= f (t, At x) (c)
where At is the retarded operator defined by At(x(%))=x(:(t, %)),
:(t, } )t, introduced and studied by J. Hale and his school [1721];
x$(t)=h(t, max
{t
x({)) (d)
which finds several applications in mathematical economics.
In [2] P. Brandi and R. Ceppitelli introduced the following general
structure which extends P1 , includes and unifies many previous settings
{x$(t)= g(t, R(t, 1(x, :(t))))x(t)=,(t)
in [t0 , t0+ p]
in I(t0 , p) ,
(P2)
where : is a multifunction with :(t)/]&, t], 1(x, :(t)) is the graph of
x restricted to the set :(t), and R is a Volterra-type operator.
The main advantage of this structure is the generality of the lag function
:. In fact it is not necessarily continuous and takes values neither compact
nor connected, in general. This allows the authors to model evolution
systems with sudden memory voids, holes in the memory, or fading
memory.
Since the solutions are thought of as graphs, in order to deal with this
formulation Brandi and Ceppitelli introduced a suitable new hypertopol-
ogy on the space of graphs which extends the compact-open topology [2].
This setting was also adopted in [15, 14] for the study of optimal
control problems with delay.
A second abstract structure which still extends P1 was considered in
[69, 27, 28]
{x$(t)=h(t, x)x(t)=,(t)
in [t0 , t0+ p]
in ]&, t0],
(P3)
where h(t, } ) is a Volterra-type operator.
The advantage of this formulation is the great generality and simplicity
of the right-hand side h, where the retarded argument is hidden in the
Volterra condition.
P3-type systems were also adopted as comparison problems in the theory
of differential inequalities for retarded hyperbolic differential equations of
the first order [8, 4, 5].
Of course, also this structure extends P1 and contains formulations
(a)(d) as particular cases, but a direct comparison with P2 seemed not
possible.
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The aim of the present research is to show that, despite their very dif-
ferent formulations, all these hereditary settings are equivalent. More
precisely, we will prove the following result.
Main Theorem. Every problem Pi admits an equivalent formulation as
a Pj -type problem, i, j=1, 2, 3, i{ j, in such a way that there exists a
monotone homeomorphism between the corresponding sets of solutions.
The present equivalence result opens the way to the possibility of an
interaction among the various approaches already developed. This side is
discussed in detail in [30], where we prove that the present equivalence
extends also to the different theories, with remarkable advantages. More
precisely, we show that the theories of the three formulations are inter-
changeable in the sense that a result obtained in a given framework can be
transposed, without additional proof, to the other ones.
2. NOTATIONS AND PRELIMINARY RESULTS
Let n1 be a given integer. If X is a _-compact topological space, as
usual we denote by C(X ) the space of all continuous functions x : X  Rn,
endowed with the compact-open topology. Let dC(X ) be a metric which
induces such a topology.
For every subset U/X_C(X ), we denote by ?1(U ), ?2(U ) the projec-
tions of U on the spaces X and C(X ), respectively.
Given x # C(X ), we denote by xY the restriction of x to a subset Y/X.
For every pair x, y # C(X ) we write
x y  x i (t) yi (t), t # X, i=1, ..., n.
If X/R is an interval, AC(X ) denotes the space of absolutely
continuous functions x : X  Rn.
Let a # R _ [+] be fixed and let E=cl(]&, a[).
Put C=[C/E : C is nonempty and closed], let : : E  C be a multi-
function such that :(t)/]&, t]. Multifunction : is also called the lag
function.
For every pair (x, 0)/C(E)_C, we denote the graph of x0 by 1(x, 0)
Let G=[1(x, 0) : x # C(E), 0 # C] be the set of all graphs.
A natural topology on G, which is suitable for the applications to ordinary
differential equations, was introduced by P. Brandi and R. Ceppitelli
in [2]. We recall, for the convenience of the reader, the definition and the
main properties of such a topology.
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Definition 2.1. A sequence (1(xn , 0n))n0 in G is said to be
{-convergent if for every compact set K # C
lim
n  +
\K (1(xn , 0n), 1(x0 , 00))=0, (2.1)
where
\K (1(x, 01), 1( y, 02))
=max[e(1(x, 01 & K ), (1( y, 02)), e(1( y, 02 & K ), 1(x, 01))]
and e( } , } ) denotes the Hausdorff excess.
The following properties are proved in [2].
 { is metrizable.
 (G, {) is homeomorphic to the quotient space [(C, K)_C(E)]R
where K denotes the Kuratowski topology and R is the equivalence
relation
(01 , x) R(02 , y)  01=02 and x01= y02 .
 The space (G0 , {)=[1(x, 0), x # C(E)] is homeomorphic to
C(0).
 The family of the continuous extension operators
(=[/ : G  C(E) : / is continuous and /(1(x, 0))0=x0]
is nonempty.
For example, ( contains the operator /0 defined by
/0(1(x, 0))(t)={
x(t),
x(a i)
x(b i),
linear
t # 0
t # ]a i , : i[ _ ] a i , +[
t # ]&, bi [ _ [ ;i , bi[
t # [: i , ; i],
(2.2)
where (]ai , bi[) i # N is the family of disjoint inter Forvals such that
R&0=i # N ]ai , bi[ and :i=ai+ 13 (bi&ai), ;i=bi&
1
3 (bi&ai) when
ai , bi # R.
Now, it is easy to see that /0 preserves the sign, i.e.,
x(t)0 [0] in 0 O /0(1(x, 0))(t)0 [0] in E. (2.3)
55EQUIVALENCE OF HEREDITARY STRUCTURES
Moreover, from (2.3) we can deduce that for every , # C(E) the
continuous operator /, : G  C(E) defined by
/,(1(x, 0))=/0(1(x&,, 0))+,
has an analogous property with respect to function ,.
More precisely, the following lemma holds which is a key result for what
follows.
Lemma 2.2. Given , # C(E), for every x # C(E), 0 # C and t0 # 0,
operator /, satisfies the properties
x(t),(t) in 0 & ]&, t0] O /,(1(x, 0))(t),(t) in ]&, t0]
x(t),(t) in 0 & ]&, t0] O /,(1(x, 0))(t),(t) in ]&, t0].
As a consequence
x(t)=,(t) in 0 & ]&, t0] O /,(1(x, 0))(t)=,(t) in ]&, t0].
Note that the last implication gives that
/,(1(,, 0))=, for every 0 # C. (2.4)
3. SOME WELL-KNOWN HEREDITARY STRUCTURES
We recall the main hereditary settings already discussed by various
Authors.
3.a. Problem P1
Let us start with the classical hereditary structure with infinite delay
(see, e.g., [17, 18, 21, 25, 26]). It is a well-known extension of the first
hereditary structure introduced in [19] in the case of a fixed, bounded
delay.
Let t # E be fixed and let I/E be a given interval with ]&, t]/I. For
every x # C(I ) let xt # C(]&, 0]) be the function defined by
xt({)=x(t+{).
Let U/E_C(]&, 0]) be a given open set and let f : U  Rn be a
Carathe odory function.
Definition 3.1. A pair (t0 , ,) # E_C(]&, t0]) is said to be
P1-admissible if (t0 , ,t0) # U
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Given a P1-admissible pair (t0 , ,) and fixed p0>0 such that
[t0 , t0+ p0]/?1(U ), let us consider the following Cauchy problem
P1=P1( f, ,)
{x$(t)= f (t, xt)x(t)=,(t)
a.e. in [t0 , t0+ p0]
in ]&, t0].
(P1)
Definition 3.2. A functon x # C(]&, t0+ p]), with x[t0 , t0+ p] #
AC([t0 , t0+ p]), 0<pp0 , is said to be a solution of problem P1 provided
(i)1 x]&, t0]=,
(ii)1 (t, xt) # U a.e. in [t0 , t0+ p]
(iii)1 x$(t)= f (t, xt) a.e. in [t0 , t0+ p].
The function x is said to be a lower-solution of problem P1 if (ii)1 holds
and
(i)$1 x(t),(t) in ]&, t0]
(iii)$1 x$(t) f (t, xt) a.e. in [t0 , t0+ p]
The definition of an upper-solution is analogous.
We denote the set of solutions by S 1p=S
1
p( f, ,). The set of lower-
solutions and upper-solutions will be denoted by LS 1p=LS
1
p( f, ,) and
US 1p=US
1
p( f, ,), respectively.
Furthermore, a solution x # S 1p( f, ,) is said to be the maximal [minimal ]
solution of problem P1 if for every 0<qp
x(t) y(t) [ x(t) y(t)] in [t0 , t0+q], for every y # S 1q .
Finally, a function x # C(]&, t0+ p[) is said to be a non-continuable
solution of problem P1 if x]&, t0+q] # S
1
q for every 0<q<p, but no
solution y # S 1p exists such that y]&, t0+ p[=x.
We denote the set of non-continuable solutions by NCS 1p=NCS
1
p( f, ,).
3b. Problem P2
In order to widen the field of applications, P. Brandi and R. Ceppitelli
introduced in [2] the following hereditary setting.
Let : be a given lag function.
For every t0 # E 0 and every p>0 such that t0+ p # E, we put
I(t0 , p)=cl _ .t0tt0+ p (:(t) & ]&, t0])&_ [t0]
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and
I pt0=I(t0 , p) _ [t0 , t0+ p].
Put 2=[(t, 1(x, :(t))) : t # E, x # C(E)]/E_G; we consider a continuous
operator R : 2  C(X ), where X is a given _-compact topological space.
Let V/E_C(X ) be a given open set and let g : V  Rn be a
Carathe odory function.
Definition 3.3. A pair (t0 , ,) # E_C(I(t0 , p0)) is said to be P2-admissible
if (t0 , R(t0 , 1(,, :(t0)))) # V.
Given a P2-admissible pair (t0 , ,) and fixed p0>0 with [t0 , t0+ p0]/
?1(V ), let us consider the following Cauchy problem P2=P2(g, ,)
{x$(t)= g(t, R(t, 1(x, :(t))))x(t)=,(t)
a.e. in [t0 , t0+ p0]
in I(t0, p0) .
(P2)
As the authors remark in [3], this abstract formulation includes and
unifies many classes of hereditary differential equations which are applied
in various fields (see, e.g., [11, 17, 12, 10])
Moreover, the generality of lag function : allows the authors to deal
with different types of delay. More precisely : is not necessarily continuous
and takes values which are neither connected nor compact in general, thus
the present formulation includes phenomena as sudden memory voids,
holes in the past which do not influence the present state of the system, and
systems which tend to forget the most distant past (fading memory).
Definition 3.4. A function x # C(I pt0), with x[t0 , t0+ p] # AC([t0 , t0+ p]),
0<pp0 , is said to be a solution of problem P2 provided
(i)2 xI(t0 , p)=,I(t0 , p)
(ii)2 (t, R(t, 1(x, :(t)))) # V a.e. in [t0 , t0+p]
(iii)2 x$(t)=g(t, R(t, 1(x, :(t)))) a.e. in [t0 , t0+p].
We denote the set of solutions by S 2p=S
2
p(g, ,).
The definitions and notations for the sets of lower-, upper-solutions and
non-continuable solutions are analogous to those in Definition 3.2.
In order to obtain a local existence result, in [3] the authors
also assumed the continuity of the associated Volterra-type operator
R : E_C(E)  C(X ) defined by
R (t, x)=R(t, 1(x, :(t)))
which is a stronger assumption than the continuity of R.
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We note that this assumption cannot be replaced by the sole continuity
of R; in fact, without the continuity of R , problem P2 may fail to admit
even a local solution, as the following example shows.
Example 3.5. Let : : R  C be the lag-function
:(t)={]&, t],]&, &1t],
t0
t>0,
and let R : 2  C(R) be the operator
R(t, 1(x, :(t)))=/0(1(x, :(t))),
where /0 is defined by (2.2).
Let us consider problem P2(g, ,) where g : R_C(R)  R is the con-
tinuous function g(t, y)= y(0), t0=0 and ,(t)=t2.
Since /0 is continuous in G, we deduce that R is continuous in 2 but it
is easy to see that the associated operator R is not continuous in R_C(R).
This problem does not admit any AC local solutions. In fact, I(t0 , p)=
]&, 0] for every p>0 and if x # C(R) were a solution of problem P2 in
[0, p], we would have
{x(t)=t
2
x$(t)=/0(1(x, :(t)))(0)=x(&1t)=1t2
in ]&, 0]
a.e. in [0, p]
which is a contradiction.
3c. Problem P3
Another extension of the classical hereditary setting is given by the
following abstract formulation which was considered, among others, in
[6, 7, 27, 9]. It was also adopted as comparison problems in [8, 4, 5].
Let W/E_C(E) be a given open set, and let h : W  Rn be a given
Carathe odory function satisfying the following Volterra condition
h(t, x)=h(t, y) for every x, y such that x]&, t]= y]&, t] . (V)
Definition 3.6. A pair (t0 , ,) # E_C(]&, t0]) is said to be
P3-admissible if there exists a function , # C(E) such that , ]&, t0]=, and
(t0 , , ) # W.
Given a P3-admissible pair (t0 , ,) and fixed p0>0 with [t0 , t0+ p0]/
?1(W ), let us consider the following Cauchy problem P3=P3(h, ,)
{x$(t)=h(t, x)x(t)=,(t)
a.e. in [t0 , t0+ p0]
in ]&, t0].
(P3)
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In the present setting the hereditary structure has an implicit formula-
tion, since the Volterra condition is directly assumed on the function h.
Definition 3.7. A function x # C(]&, t0+ p]), with x[t0 , t0+ p] #
AC([t0 , t0+ p]), 0<pp0 , is said to be a solution of problem P3 provided
(i)3 x]&, t0]=,
and for a.e. t # [t0 , t0+ p] a function x~ # C(E) exists, with x~ ]&, t]=
x]&, t] , such that
(ii)3 (t, x~ ) # W
(iii)3 x$(t)=h(t, x~ ).
We denote the set of solutions by S 3p=S
3
p(h, ,).
The definitions and notations for the sets of lower-, upper-solutions and
non-continuable solutions are analogous to those in Definition 3.2.
Remark 3.8. Note that by virtue of Lemma 2.2, conditions (ii)3 , (iii)3
are equivalent to the following ones: for a.e. t # [t0 , t0+ p] there exists an
extension operator / # ( such that
(ii)$3 (t, /(1(x, ]&, t]))) # W
(iii)$3 x$(t)=h(t, /(1(x, ]&, t]))).
4. EQUIVALANCE OF FORMULATIONS
In this section we discuss the equivalence of the formulations of
problems Pi , i=1, 2, 3, by comparing the relative sets of solutions.
4a. Problem P1 as a P2 -type problem
Problem P2 includes problem P1 as a particular case, for
:(t)#]&, t] X=]&, 0] R(t, 1(x, :(t)))=xt .
Indeed, note that I(t0 , p)=]&, t0] for every 0<pp0 and it is easy to
show that operator R : E_C(E)  C(]&, 0]) defined by R (t, x)=xt is
continuous.
Of course any P1-admissible pair (t0 , ,) is also P2-admissible and
S 1p( f, ,)=S
2
p( f, ,).
Moreover, also the corresponding sets of lower-, upper-solutions, and
non-continuable solutions, coincide.
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4b. Problem P2 as a P3 -type problem
We will prove that every problem P2 admits an equivalent formul-
ation as a P3 -type problem, provided operator R is continuous (see also
Example 3.5).
Let P2=P2(g, ,) be given and let G : E_C(E)  E_C(X ) be the
continuous operator
G(t, x)=(t, R (t, x))=(t, R(t, 1(x, :(t)))). (4.1)
We consider the open set W=G&1(V )/E_C(E) and the function
h : W  Rn defined by
h(t, x)= g(G(t, x))= g(t, R (t, x)). (4.2)
Theorem 4.1. Function h is Carathe odory and satisfies Volterra condi-
tion (V). Moreover, if (t0 , ,) is P2-admissible with respect to V, then every
pair (t0 , , ), with , # C(]&, t0]) such that , I(t0 , p0)=,, is P3 -admissible
with respect to W.
Proof. Since g is Carathe odory and R is continuous, then also
h is Carathe odory. Moreover, the Volterra property is an immediate
consequence of the definition of operator R .
Finally, let , # C(]&, t0]) be a given function such that , I(t0 , p0)=,.
Note that for every ,* # C(E) with ,*]&, t0]=,
G(t0 , ,*)=(t0 , R(t0 , 1(,*, :(t0))))=(t0 , R(t0 , 1(,, :(t0))))=G(t0 , ,) # V
since we have (t0 , ,*) # G&1(V ); this proves that (t0 , , ) is P3-admissible.
Theorem 4.1 allows us to associate problem P3(h, , ) to the given
problem P2(g, ,).
Note that, since , is not unique, different P3 -type problems can be
associated to P2 . Moreover, since the solutions of two problems P3 and P2
have different domains, we cannot expect that the sets S 3p and S
2
p coincide,
as it occurs in the previous case. However, we will prove that for every
choice of function , the sets S 3p(h, , ) and S
2
p(g, ,) are homeomorphic.
Theorem 4.2. For every p # ]0, p0] the operator Tp : C(]&, t0+ p])
 C(I pt0) defined by
Tp(x)=xI pt0
is a monotone homeomorphism between S 3p(h, , ) and S
2
p(g, ,), where , is any
extension of , to the set E.
Proof. (a) Let us prove first that Tp(S 3p)/S
2
p .
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Fixed x # S 3p , we put y=Tp(x).
Since , (t)=,(t) for every t # I(t0, p) , then y(t)=,(t) for every t # I(t0, p)
and condition (i)2 holds.
Moreover, for a.e. t # [t0 , t0+ p] a function x~ exists such that (ii)3 , (iii)3
hold. Hence
(t, R(t, 1( y, :(t))))=(t, R(t, 1(x~ , :(t))))=G(t, x~ ) # V
and condition (ii)2 is satisfied.
Finally, we also have (iii)2 since
y$(t)=x$(t)=h(t, x~ )= g(G(t, x~ ))= g(t, R(t, 1(x~ , :(t))))
= g(t, R(t, 1( y, :(t)))).
(b) Tp is one-to-one.
Of course Tp is an injection, let us prove that it is also surjective.
Let x # S 2p be fixed. Put x*=/, (1(x, I
p
t0
))]&, t0+ p] ; it is immediate to
verify that Tp(x*)=x. Let us now prove that x* # S 3p .
By virtue of (2.4) we have x*]&, t0]=, and (i)3 is satisfied.
Moreover, note that
G(t, /, (1(x, I pt0)))=(t, R(t, 1(x, :(t)))) # V
and condition (ii)3 holds.
Furthermore, for a.e. t # [t0 , t0+ p] we have
x*$(t)=x$(t)= g(t, R(t, 1(x, :(t))))= g(G(t, /, (1(x, I pt0))))
=h(t, /, (1(x, I pt0)))
and also (iii)3 holds.
(c) Tp is a monotone homeomorphism.
The monotonicity and continuity of Tp are immediate. Let us prove that
also T &1p is continuous.
Note that
T &1p (x)=/, (1(x, I
p
t0
))]&, t0+ p], x # S
2
p . (1)
Let (xn)n0 be a sequence in S 2p which converges in C(I
p
t0
). Since
(1(xn , I pt0))n {-converges to 1(x0 , I
p
t0
), we have that
(/, (1(xn , I pt0)))n converges in C(E) to /, (1(x0 , I
p
t0
)).
Thus, taking account of (1), we deduce that (T &1p (xn))n converges to
T &1p (x0) in C(]&, t0+ p]).
The following result is a consequence of the monotonicity of operator Tp .
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Corollary 4.3. A function M # S 3p(h, , ) is the maximal solution of
problem P3(h, , ) if and only if Tp(M ) is the maximal solution of problem
P2(g, ,).
Proof. Let us first prove the necessary condition.
Let x # S 2q be fixed, with q # ]0, p]. Since T
&1
q (x) # S
3
q , then T
&1
q (x)M
in ]&, t0+q]; therefore,
x=Tq(T &1q (x))Tq(M )=Tp(M )I qt0 ,
i.e., Tp(M ) is the maximal solution of problem P2
The sufficient condition can be proved in a similar way.
Remark 4.4. We emphasize that operator Tp is still well-defined in
LS 3p(h, , ) _ US
3
p(h, , ). Moreover, we have that
T(LS 3p(h, , ))=LS
2
p(g, ,), T(US
3
p(h, , ))=US
2
p(g, ,).
However, note that Tp is not an homeomorphism between the sets of lower
solutions, since it fails to be injective. In fact, for every lower-solution
y # LS 2p(g, ,), there exist infinitely many lower-solutions x # LS
3
p(h, , ) such
that xI pt0= y.
However, if we consider the equivalence relation in LS 3p(h, , )
x R y  x= y in I pt0
it is easy to check that operator Tp is an homeomorphism between the
quotient space LS 3pR and LS
2
p .
An analogous result holds for the upper-solutions.
Finally, note that S 3p RrS 3p , i.e., the equivalence classes defined by
relation R contain one element of S 3p at the most, according to the fact
that operator Tp is an homeomorphism between the sets of solutions.
Remark 4.5. The operator Up : NCS 3p(h, , )  NCS
2
p(g, ,) defined by
Up(x)=xI%(t0, p) _ [t0 ,t0+ p[
,
where I%(t0 , p)=0<q<p I(t0 , q) , is a monotone homeomorphism between
NCS 3p and NCS
2
p (the proof is analogous to that of Theorem 4.2).
4d. Problem P3 as a P1 -type problem
Finally, let us show that every problem P3 admits an equivalent
formulation as a P1-type problem, which has the same solutions.
We first prove the following preliminary result.
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Lemma 4.6. The function D : E_C(]&, 0])  C(E) defined by
D(t, x)=x*&t where x*&t({)=x(({&t) 7 0),
is continuous.
Proof. Let us fix a convergent sequence (tn)n0 in E, a convergent
sequence (xn)n0 in C(]&, 0]), a compact K/E and a real number
=>0.
Let
K0=[({&t0) 7 0, { # K], K1=B(K0 , 1) & ]&, 0].
Let $=$(=, t0 , x0 , K )<1 be such that
|x0(!)&x0(!$)|<
=
2
for every !, !$ # K1 with |!&!$|<$. (2)
Moreover, let n*=n*(=, t0 , x0 , K ) # N be such that for every nn*
|tn&t0 |<$, |xn(!)&x0(!)|<
=
2
, ! # K1 . (3)
Then, we have that ({&tn) 7 0 # K1 for every { # K, and by (2), (3), we
deduce that
|(xn)*&tn({)&(x0)*&t0({)|=|xn(({&tn) 7 0)&x0(({&t0) 7 0)|
|xn(({&tn) 7 0)&x0(({&tn) 7 0)|
+|x0(({&tn) 7 0)&x0(({&t0) 7 0)|=
which concludes the proof.
Corollary 4.7. For every continuous operator / # ( the function
H : E_C(]&, 0])  C(E) defined by
H(t, x)=/(1(x*&t , ]&, t]))
is continuous.
Let W/E_C(E) be a given open set and let h : W  Rn be a
Carathe odory function satisfying condition (V ).
Put
U=[(t, x) # E_C(]&, 0]) : a function x~ # C(E) exists
such that x~ ({)=x*&t({) for {t, and (t, x~ ) # W], (4.3)
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let f : U  Rn be the function defined by
f (t, x)=h(t, x~ ). (4.4)
Theorem 4.8. The set U is open. The function f is well-defined and
Carathe odory. Moreover, every pair (t0 , ,), which is P3-admissible with
respect to W, is also P1-admissible with respect to U.
Proof. Let ({, y) # U be given, and let y~ # C(E) be such that y~ (s)=
y*&{(s), s{, and ({, y~ ) # W. Let r>0 be such that
B({, r)_B( y~ , r)/W.
Put /~ =/y~ , by virtue of Corollary 4.7, function H(t, x)=
/~ (1(x*&t , ]&, t])) is continuous. Then a positive real number $<r exists
such that for every (t, x) # B({, $)_B( y, $) we have
dC(E)(/~ (1(x*&t , ]&, t])), /~ (1( y*&{ , ]&, {])))<r.
As a consequence, B({, $)_B( y, $)/U and hence U is open.
Moreover, assume that two functions y~ 1 , y~ 2 # C(E) exist such that
y~ 1(s)= y~ 2(s)= y*&{(s), s{, and ({, y~ 1), ({, y~ 2) # W. By virtue of the
Volterra property (V) we deduce that
h({, y~ 1)=h({, y~ 2)
which proves that f is well-defined.
Let x # ?2(U ) be fixed and let Ux=[t # E : (t, x) # U].
For every t # Ux a function x~ t # C(E) exists such that x~ t]&, t]=
(x*&t)]&, t] and (t, x~
t) # W. Let /t=/x~ t be the operator given by
Lemma 2.2. By virtue of Corollary 4.7, for every t # Ux an interval It exists
such that t # It and
({, /t(1(x*&{ , ]&, {]))) # W, { # It & Ux .
By the Lindelo f property, a sequence (ti) i # N exists such that
Ux/ _ i # N Iti . For every i # N let fi : Ux  R
n be the function defined by
fi (t)={h(t, /ti (1(x*&t , ]&, t]))), t # Iti& .j<i Itj0 otherwise.
Since h is Carathe odory and H(t, x)=/ti (1(x*&t , ]&, t])) is continuous,
we deduce that fi ( } )=h( } , H( } , x)) is measurable, i # N. Note that
f (t, x)=i=1 fi (t) for every t # Ux , hence f ( } , x) is measurable.
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Now let t # ?1(U ) be fixed and let (xn)n0 be a convergent sequence in
C(]&, 0]) such that (t, xn) # U for every n0.
Let x~ 0 # C(E) be such that x~ 0(s)=(x0)*&t(s) for st and (t, x~ 0) # W. Put
/~ 0=/x~ 0 , since W is open, by the continuity of /~ 0 , an integer n # N exists
such that for every nn we have (t, /~ 0(1((xn)*&t , ]&, t]))) # W.
Therefore, in view of what was proved above and by virtue of the
continuity of h(t, } ), we deduce that
lim
n  +
f (t, xn)= lim
n  +
h(t, /~ 0(1((xn)*&t , ]&, t])))=h(t, x~ 0)= f (t, x0)
which proves the continuity of f (t, } )
Finally, let (t0 , ,) be a P3-admissible pair, and let , # C(E) be such that
, ]&, t0]=, and (t0 , , ) # W. Then (,t0)*&t0(t)=, (t) for every t # ]&, t0]
and (t0 , ,) is also P1-admissible with respect to U.
Theorem 4.8 allows us to associate problem P1( f, ,) to the given
problem P3(h, ,). The following result compares the corresponding sets of
upper- and lower-solutions.
Theorem 4.9. For every p # ]0, p0] we have
LS 1p( f, ,)=LS
3
p(h, ,), US
1
p( f, ,)=US
3
p(h, ,).
Then
S 1p( f, ,)=S
3
p(h, ,) and NCS
1
p( f, ,)=NCS
3
p(h, ,).
Proof. First note that conditions (i)1 and (i)3 coincide.
Let x # C(]&, t0+ p]) be such that condition (ii)3 holds. Then, for
a.e. t # [t0 , t0+ p] a function x~ # C(E) exists such that x~ (s)=x(s) for st,
and (t, x~ ) # W. Hence
(xt)*&t(s)=x(s)=x~ (s) for every st,
i.e. (t, xt) # U for a.e. t # [t0 , t0+ p] and condition (ii)1 is satisfied.
Vice versa, let x # C(]&, t0+ p]) be such that condition (ii)1 is
satisfied. Therefore, for a.e. t # [t0 , t0+ p] a function x~ # C(E) exists such
that x~ (s)=(xt)*&t(s)=x(s) for st and (t, x~ ) # W, then also condition (ii)3
is satisfied.
Finally, observe that
f (t, xt)=h(t, x~ )
and the proof is complete.
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