-compensated interpolation. Since the interpolation is performed on the odd fields, significant excess MSE is introduced in the recovery of even fields due to spatial intensity interpolation: here the MSE per pel ranged from about 4-12 for odd fields, and 13-20 for even fields. Evaluating the subjective quality of the recovered and original video sequences on a TV monitor reveals only minor differences in perceived quality.
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IV. CONCLUDING REMARKS
By adaptively modifying the regularization functional, we have demonstrated that measurement error information can be used to preserve motion discontinuities. The algorithm converges locally, and also appears to behave robustly to small perturbations in the translational model. Experiments using synthetic and real video imagery reveal an improvement in qualitative and quantitative performance over regularization algorithms based on distance-weighted smoothing. On the other hand, the results are shown to be inferior, in terms of mean-squared error, to the much more computationally-intensive stochastic optimization approach taken in [4] .
I. INTRODUCTION
An estimate of the point-spread function (PSF) is essential in image restoration. Until recently, the models which were used to describe the PSF of out-of-focus blurs were usually based on geometrical optics. While geometrical PSF's are easy to generate and have been used with success, they cannot accurately describe the high frequency content of real blurs because they ignore diffraction effects. The PSF's derived using physical optics were employed for the restoration of out-offocus images recorded with a charge coupled device (CCD) camera [ 11, [2] , but the resulting restorations were not significantly better than thc restorations obtained using the geometrical PSF.
The results of [l] and [2] raise the following question: Under
what conditions does the use of the physical PSF result in improved restorations, and when can the simpler geometrical PSF be used without significant loss in the restoration quality? Sezan et al. in [I] conjectured that the insensitivity of the restoration is due to insufficiently high sampling frequency (6.8 p m pixel resolution) and possible errors in the estimation of the physical PSF parameters due to the experimental nature of their work. To overcome the problem of erroneously estimating the unknown physical PSF and other parameters needed in the restoration, carefully controlled simulations are presented in this correspondence where the physical PSF, the noise variance, and the original image spectrum are all known a priori. Thus the restoration quality is affected only by the PSF model chosen. Preliminary investigations on the effects of the SNR and sampling resolution in the choice of PSF model were reported in [3] , where it was found that the SNR is the more significant parameter which should be considered when choosing the PSF model. This correspondence presents more complete simulation results which can be used as guidelines for choosing the appropriate PSF model for the situation at hand.
The correspondence begins by reviewing PSF models based on both geometrical and physical optics. The issues of computational complexity and PSF parameter identification are discussed for both Manuscript received November 14, 1991; revised August 17, 1992. The associate editor coordinating the review of this paper and approving it for publication was Dr. M. Ibrahim Sezan.
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Full resolution physical PSF A = 10 at h, = 1 p m . A n improved PSF representation is obtained by representing the physical PSF at a higher resolution where aliasing errors are minimized. The effects of sampling resolution and SNR to the sensitivity of the restoration are discussed. The importance of the accurate representation of the PSF is related to the SNR both analytically and by simulations. 
Physical PSF A = 10 and geometrical PSF D = 13 at 6, = 8 pm. 
where the sampling is on a uniform grid of spacing 6,. and a ( z , y) is the aperture function of the recording device which has support R, and is characterized by the light distribution over the aperture. In the frequency domain,
where S ( W~. U~~) . A ( U~~, u '~) . H~( u ' , . w v ) . and F ( w , . u , ) (6) where H / , is an ideal low pass filter with cutoff frequency at ,(s. y ) be the corresponding low pass impulse response. In the space domain,
where
is the effective PSF which includes the effects of blurring degradations and averaging during the recording process, and is bandlimited to the available sampling rate. The purpose of introducing hi,(s. y ) is to limit the frequency content of the continuous effective PSF to the The discrete PSF is used in the standard linear model for the degraded image formation:
where f ( z . 1 ) is the sampled original image. Without incorporating hl,(s. y ) in (9), the continuous effective PSF is not bandlimited, because both n ( s . y ) and h , (s. y ) are spacelimited. As a result, the discrete representation of the PSF suffers from aliasing errors:
The effects of PSF aliasing on the restoration are illustrated by simulations in Section IV.
A. PSF Models Based on Geometrical and Physical Optics
The PSF of a defocused lens with circular aperture derived using geometrical optics (geometrical PSF) is a disk of diameter D whose value depends on the degree of defocus:
where K is a normalization constant such that the mean value of the original image does not change, i.e., (14) h ( i . j ) = 1.0.
( ' , J )
The following assumptions are made when deriving the PSF via physical optics (physical PSF) [4] : (i) the paraxial approximation assumes that light rays which arrive at the lens form a small angle with the optical axis; (ii) the lens system is assumed to be diffraction limited, i.e., a diverging spherical wave emanating from a single point source is converted into a new perfectly spherical wave which converges toward an ideal point in the image plane; (iii) the lens system is assumed to be free of aberrations, such as spherical aberrations, astigmatism, and comma.
The physical PSF is calculated by taking the inverse Fourier transform of the Optical Transfer Function (OTF), the frequency response of the lens system normalized to unity at zero frequency. The OTF of a defocused lens with circular aperture is radially symmetric and can be fully described by a one-dimensional function in the radial direction where R is the distance between the aperture and the focal plane, Z is the out-of-focus distance, a is the radius of the exit pupil, and X is the effective wavelength where the peak of the sensor response occurs. The continuous PSF is the Fourier-Bessel transform of the OTF
where JO is the Bessel function of the first kind of order zero, and T is the normalized spatial distance related to the actual distance r by
where F is the flnumber of the aperture-lens system. Based on the above discussion, the parameters required for generating the continuous physical PSF are A, X, and F. In digital image restoration, the continuous PSF is discretized; thus an additional parameter, the pixel resolution 6,. needs to be specified. The discrete physical PSF is generated based on (10) or (12), depending on whether or not aliasing effects are taken into consideration. Compared to the geometrical PSF, the physical PSF requires many more computations. For every point of the discrete physical PSF, several points of the continuous PSF are averaged, nine points were averaged in [l] (3 x 3 rectangular aperture), and 64 points were averaged in the simulations of Section IV (8 x 8 aperture). For each point of the continuous physical PSF a numerical integration is required to calculate the OTF (lS), and a Fourier Bessell transform should be performed (17).
The physical PSF requires not only more computations than the geometrical PSF, but also a priori knowledge of more parameters.
Some of the physical PSF parameters can be determined from the optical system, while others should be estimated. The parameters F and 5, depend on the lens and the sensor characteristics respectively, and are assumed known. The wavelength X can be chosen between SO0 nm to 600 nm where the peak of the sensor response of most visible light systems occurs. The parameter A should be estimated using a blur identification method. This may be done by matching the first spectral null of the blurred image with the first zero in 
LIMITS IN THE ACCURACY OF THE PSF REPRESENTATION

A . Effects of Sampling Resolution
The highest frequency which can be used in the PSF description is limited by the Nyquist frequency of the recording device. When the discrete PSF is generated based on (12), there are aliasing errors present. Since the continuous physical PSF is not bandlimited, a low sampling frequency may result in severe aliasing at the high frequencies of the discrete PSF. These aliasing errors in the PSF (c) (4 To correct the PSF aliasing errors, the discrete PSF is generated based on (10). The continuous physical PSF is approximated by a high resolution discrete PSF where aliasing errors are reduced enough to be considered negligible. The effect of the ideal low-pass filter in (9) is equivalent to taking into consideration the frequency content of the high resolution PSF up to half the Nyquist frequency of the recording device. When frequency domain processing such as Wiener filtering is used, an accurate representation of the frequencies needed can be obtained directly from the Fourier transform of the high resolution PSF. This procedure corrects aliasing errors without a significant increase in the computations.
B. Effects of SNR
The SNR is an important parameter which determines whether or not accurate PSF description in the high frequencies is of consequence in the restoration. Low SNR levels result in restorations where the high frequencies are attenuated, and little advantage is gained by using the physical PSF. In Wiener filtering, the filter has the form: 
+ -
It can be seen that E n goes to zero when E H goes to zero or when 7 goes to infinity. At low frequencies, Em is small because E H is small. At high frequencies, E H is significant, and only when : is large (low SNR) the PSF error can be offset.
IV. EXPERIMENT
The effects of pixel resolution and SNR on the restoration quality were investigated by one-dimensional [3] and two-dimensional simulations. The two-dimensional results are presented here. A high resolution (1024 x 1024) image was taken as the original scene, bandlimited to Nyquist sampling interval of 8 pni. It was blurred with a (1024 x 1024) physical PSF bandlimited to Nyquist sampling interval of l p n , which was assumed to be the continuous PSF.
Two moderate size physical PSF's were considered corresponding to A = 10 and A = 20, shown in Fig. 1 and 2 . The !/number was taken as F = 5.6, and the effective wavelength was assumed X = 500 nm. The sampling interval between pixels at the sensor was taken as 6, = 8 p n . The (128 x 128) recorded image was generated based on (2), i.e., by convolving the blurred high resolution image with an (8 x 8) rectangular aperture function to simulate the response of the CCD array cell, and then subsampling. Signal independent 'The independent variables ( U . I . ) are omitted for notational convenience.
white Gaussian noise was added to the (128 x 128) recorded image at SNR levels from 10 to 60 dB. The degraded images were restored via Wiener filtering where ? ( U . ( 1 ) in (20) was computed using the true noise variance and the original image periodogram or the periodogram of a prototype image which is similar to the original. Three PSF's were used in the restoration: (i) the recording resolution physical PSF ("phy psf '7, generated usibng (12) where aliasing effects are ignored; (ii) the geometrical PSF ("geo spf "), constructed so that its first spectral null matches that of the physical PSF; (iii) the high resolution physical PSF ("hrp spf "), constructed using 6, = 2 pm in order to obtain an essentially alias-free representation of the physical PSF frequencies to be used in the restoration. The Fourier transform of the high resolution PSF up to the Nyquist frequency of the recording device was used for constructing the restoration filter of (19).
The geometrical and physical PSF's at bp = 8 pm and their spectra are shown in Figs. 3-6 . The spectra match well in the lower frequencies, but deviate in the higher frequencies. The aliasing of the PSF's is seen by comparing Figs. 3 and 1 Tables I and I1 show the restoration mean square error (MSE) results for the image of Fig. 11 . As expected, the physical PSF always provides an advantage over the geometrical PSF. However, the MSE improvement is not significant when the SNR is at or below 30 dB. The restored images for the case where the physical PSF A = 10 and SNR levels of 20, 40, and 60 dB are shown in Figs. 12-14 , respectively. The visual quality of the restorations shows that the geometrical PSF can be used instead of the physical PSF without significant loss in the restoration quality when the SNR is at or below 30 dB. The results presented here show the best restoration that can be obtained using the physical PSF. In practice, suboptimal restorations are obtained due to errors in the estimation of the physical PSF parameters and other aberrations which are not considered in the present physical PSF model. When the SNR is above 40 dB, an alias-free representation of the physical PSF results in improved restorations over the aliased physical PSF. Typical SNR levels in practice are rarely high enough to obtain a significant improvement from the use of the high resolution PSF.
V. CONCLUSION
The physical PSF provides a more accurate representation of real blurs than the geometrical PSF, but its generation requires more parameters and more computations, and its use does not always result in significantly better restorations. A geometrical PSF which has approximately the same first spectral null as the physical PSF can be used without significant loss in the visual quality of the restoration when the SNR is at or below 30 dB. Aliasing in the discrete representation of the physical PSF can be minimized by utilizing a high frequency PSF representation, which may be used to obtain improved restorations when the SNR is very high (>40 dB). 
Color Edge Detection Using Vector Order Statistics
I. INTRODUCTION
Traditionally, color edge detection has been treated as an extension of the monochrome edge detectors to color images. The use of the Hueckel edge operator in the luminance, chrominance color space has been proposed in [ l ] A different approach to the problem of color edge detection is proposed in this work, which is based on vector order statistics [7] . This approach resembles the morphological edge detectors for monochrome images [8]. These detectors essentially operate by detecting local minima and maxima in the image function and combining them in a suitable way in order to produce a positive response for an edge pixel. Since there is no exact equivalent of the min-max scalar operators for multivariate (vector) variables, we rely on the vector ordering schemes that have been proposed in the statistics literature [7] . Based on the R-ordering scheme [7] , a class of color edge detectors is defined using the magnitudes of linear combinations of the sorted vector samples. More specifically, it is defined as the minimum over these magnitudes. Different coefficients in the linear combinations result in different edge detectors that vary in simplicity and in efficiency. A set of coefficients is selected that results in a robust design, as it is experimentally verified.
In what follows, a brief introduction to vector order statistics is first given and then our approach to color edge detection is described. Finally, evaluation results as well as edge detection results obtained from real images are presented.
VECTOR ORDER STATISTICS
Ordering of multivariate data can not be uniquely defined. There has been a number of ways proposed to perform multivariate data ordering that are generally classified into [7] : marginal ordering (M-ordering), reduced or aggregate ordering (R-ordering), partial ordering (P-ordering), and conditional ordering (C-ordering). Rordering is employed in this work and is further explained in the sequel. This ordering scheme is adopted since it gives a natural definition of the vector median as the first sample in the sorted vectors, and large values of the aggregate distance give an accurate description of the vector outliers. Moreover, the other ordering schemes suffer from certain drawbacks in the case of color image processing. Mordering corresponds actually to a componentwise processing and P-ordering implies the construction of convex hulls which is very difficult in 3-D's. C-ordering is simply an ordering according to a specific component and it does not utilize the information content of the other signal components. The reader interested in vector ordering schemes is referred to [7] for a thorough discussion of the subject. 
