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Abstract—Safety-critical navigation applications require that
estimation errors be reliably quantified and bounded. This
can be challenging for linear dynamic systems if the process
noise or measurement errors have uncertain time correlation.
In many systems (e.g., in satellite-based or inertial navigation
systems), there are sources of time-correlated sensor errors that
can be well modeled using Gauss-Markov processes (GMP).
However, uncertainty in the GMP parameters, particularly in the
correlation time constant, can cause misleading error estimation.
In this paper, we develop new time-correlated models that ensure
tight upper bounds on the estimation error variance, assuming
that the actual error is a stationary GMP with a time constant
that is only known to reside within an interval. We first use
frequency-domain analysis to derive a stationary GMP model
both in continuous and discrete time domain, which outperforms
models previously described in the literature. Then, we achieve an
even tighter estimation error bound using a non-stationary GMP
model, for which we determine the minimum initial variance that
guarantees bounding conditions. In both cases, the model can
easily be implemented in a linear estimator like a Kalman filter.
Index Terms—Overbounding, Kalman filtering, Guaranteed
estimation, Colored Noise, Time correlation
I. INTRODUCTION
SAFETY and liability-critical applications require a guar-anteed bound on the estimation error, even when process
and measurement noise cannot be precisely characterized.
The concept of cumulative distribution function (CDF) over-
bounding supports safe error quantification in the context of
Global Navigation Satellite Systems (GNSS) positioning [1],
[2]. However, CDF overbounding is designed to be used
only for snapshot estimators such as least-squares estimators
[3], [4], [5]. That is, it does not directly apply to linear
dynamic systems because it does not account for measurement
error correlation over time. New navigation applications are
emerging that require the use of Kalman filters (KF) or other
sequential or fixed-lag estimators to meet stringent require-
ments and to incorporate information from other sensors (e.g.
from inertial navigation systems or INS).
Robust estimation approaches were developed to address
model uncertainty in linear dynamic systems. For instance,
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the optimization of a scaling parameter to bound the esti-
mation error using a discrete-time KF is proposed in [6].
This approach can present limitations due to the need to
perform an optimization process at each time step, and it
only considers uncertainty in the process and measurement
design matrices, not in the noise terms that are of main
interest in this paper. In [7], the authors also aim at guaranteed
cost filtering under system uncertainty, but noise structure
uncertainty is not considered. Other robust filters use norm-
bounded cost functions based on H∞ or H2/H∞ [8], [9] or
use cost functions based on M-estimators [10]. They have
been implemented in navigation applications and show great
potential [11]. But, they do not allow for rigorous estimation
error bounding, which makes makes them unfit for safety-
critical applications.
The authors in [12], [13] provided bounds on the error
of linear systems with spherically symmetric time correlated
measurement errors. In [14] a bounding approach is proposed
when the auto-correlation function of measurement or process
noises can be upper and lower bounded. While these methods
do not require any knowledge about the structure of the noises,
they require evaluating the impact of all previous time epochs
in a batch processing scheme. This is a limitation for real-time
systems since the required operations and memory allocation
grow fast as time passes. In [15], the authors showed that the
true KF estimation error covariance could be upper bounded
if the Power Spectral Density (PSD) of the measurement or
process error model upper bounded that of the actual time-
correlated sensor errors for any frequency.
Realistic time-correlated errors can have complex time
correlation structures. To model these structures in practi-
cal applications, Gauss-Markov Processes (GMP) are widely
employed both because they can be reasonably accurate and
because they have a simple two-parameter formulation. GMPs
can easily be incorporated in a KF by state augmentation.
In [16], [17], a stationary GMP model was derived by KF
sensitivity analysis. A tighter non-stationary GMP model was
also provided in [16]. In [18], this GMP model was imple-
mented in a GNSS/INS KF for an aircraft landing application.
Also in [18], by graphical inspection of the GMP model’s
Allan variance, the authors made the conjecture that a GMP
model existed, which would provide a tighter bound on the
estimation error variance.
In this paper, we derive the tightest stationary GMP models
that upper bounds the estimation errors in the presence of mea-
surement or process noises with GMP structure but uncertain
variance and time constant. The GMP model is found in the
PSD domain both in the continuous and discrete time domain.
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2Then, we tighten this bound considering a non-stationary GMP
whose initial variance we can reduce. The new bound is tighter
during the transient phase of the non-stationary process, and
remains bounding at steady state.
This paper is organized as follows. In Section II, we
derive the parameters of a new stationary GMP bound in the
continuous-time domain and represent its PSD. In Section III,
we present the stationary GMP model derived in the discrete-
time domain. In Section IV, we derive the minimum initial
variance of the non-stationary GMP that guarantees an upper
bound on the estimation error variance. In Section V, we evalu-
ate the bounds for an example KF implementation. Concluding
remarks are given in Section VI.
II. STATIONARY CONTINUOUS-TIME GMP MODEL
A. Problem Formulation
We consider a linear dynamic system (LDS) described by a
continuous-time system model with a discrete-time measure-
ment model:
x˙(t) = F(t)x(t) + w(t), (1)
zk = Hkxk + vk, (2)
where x is the state vector, F is the state transition matrix, z is
the observation or measurement vector, and w(t) and vk are
time-correlated process and measurement noise vectors. One
solution to account for the time-correlated component of the
noise vectors is to augment the LDS with states corresponding
to the time-correlated components of w(t) and vk. In many
practical applications, the augmented state is modeled as a
GMP. For instance, in [19] it is specified to use a GMP to
model the tropospheric and satellite ephemeris and clock errors
in GPS/INS tight integration. In the KF, the variance of the
GMP process noises represent their PSD.
In [20], formal proof is given that using an error model
whose PSD is upper bounding that of the empirical error would
guarantee a bound on the estimation error variance for any
linear estimator, be it batch or Kalman filter. A GMP a can
be expressed as:
a˙(t) =
1
τ
a(t) +
√
2σ2
τ
w(t), with w(t) ∼ N (0, 1) (3)
where τ ∈ R > 0 is the GMP correlation time constant and
σ2 ∈ R ≥ 0 is the stationary process variance. In the first part
of this paper, we seek to find a GMP model whose PSD upper
bounds that of an actual GMP with uncertain time constant
τ ∈ [τmin, τmax], for all frequencies. Since the spectrum of the
real process a is an even function, we only need to bound the
PSD over [0,∞):
Sˆ(ω) ≥ S(ω),∀ω ∈ [0,∞), (4)
where Sˆ is the bounding GMP PSD, S is the PSD of the actual
GMP, and the angular frequency in [rad/s] is ω = 2pif with f
being the linear frequency in [Hz].
Furthermore, we want to find the tightest possible bound Sˆ
in order to minimize the total net power of the process, i.e.,
the variance of the GMP model, and its resulting contribution
to the linear estimation process.
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Fig. 1. Power Spectral Density (PSD) of GM processes with with σ2 = 1
and τ ∈ [10, 100]s.
B. Continuous-Time Model Derivation
The spectral density of a GMP a can be expressed as [21]:
S(ω) =
2σ2/τ
ω2 + (1/τ)2
, (5)
where σ2 is given (or, an upper bound on σ2 may be used),
and we know that the time-constant of the GMP exists within
a range τ ∈ [τmin, τmax]. The time constant of the GMP shapes
its PSD. For example, in Fig. 1, we show PSD curves for
GMPs with time constants ranging from 10 to 100 seconds.
In Fig. 1, actual GMPs with different time constants cross at
different frequencies. As explained in [16], this illustrates the
fact that a KF designed assuming the maximum measurement
and process error time correlation produces an estimation error
variance that does not necessarily bound its actual value at any
time (or at any frequency) is incorrect.
We are interested in finding a GMP model with correlation
time constant τˆ ∈ R and inflation factor k ∈ R such that the
GMP model variance σˆ2 = kσ2 is obtained as a function of
the underlying process variance.
According to Eq. (5) and Fig. 1 the shape of the GMP PSD
is driven by the relative values of ω2 and (1/τ)2. We can
therefore analyze two important cases: Case 1, when ω <<
1/τ , i.e., when ω → 0; and Case 2, when ω >> 1/τ where
S(ω) follows its behavior as ω approaches infinity.
In Case 1, we can write:
S(ω → 0) = lim
ω→0
2σ2/τ
ω2 + (1/τ)2
=
2σ2/τ
(1/τ)2
= 2σ2τ. (6)
It is worth noting that in Eq. (6), the value of τ that produces
the PSD with the highest value is τmax. So in order to satisfy
Eq. (4), our first condition is:
Sˆ(ω → 0) ≥ S(ω → 0),
2kσ2τˆ ≥ 2σ2τmax,
Constraint 1: kτˆ ≥ τmax. (7)
In Case 2 where ω2 >> (1/τ)2, we have:
S(ω >> 1/τ) ≤ 2σ
2/τ
ω2
. (8)
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Fig. 2. Optimization solution area (in gray) for σ2 = 1 and τ ∈ [10, 100]s.
In this expression, the highest PSD value is obtained when
τ = τmin. This leads to our second condition:
Sˆ(ω >> 1/τmin) ≥ S(ω >> 1/τmin),
2kσ2/τˆ
ω2
≥ 2σ
2/τmin
ω2
,
Constraint 2:
k
τˆ
≥ 1
τmin
. (9)
The two conditions constrain the range of admissible values
for k and τˆ ensuring that Eq. (4) is satisfied. The area of
possible solutions is shown in Fig. 2. Out of all candidate
solutions, we want to find the one that produces the tightest
Sˆ-bound. The tightest bound is the one that minimizes the
total net power of the process, which is also its variance:
min
1
pi
∫ ∞
0
Sˆ(ω)dω = σ2k. (10)
Given the GMP driving noise variance σ2, minimizing the total
power of the bounding process is equivalent to minimizing the
value of k. Using Eq. (7) and Eq. (9), we obtain the following
constrained minimization problem:
min
k∈R
k, subject to:
{
kτˆ ≥ τmax,
k
τˆ ≥ 1τmin .
(11)
Figure 2 shows that the solution is found at the intersection of
the two conditions, which is found at the equality conditions.
We find the following solution for non-zero correlation time-
constants:
τˆ =
√
τminτmax, (12)
k =
τmax
τˆ
=
τˆ
τmin
=
√
τmax
τmin
. (13)
It can be shown that this time constant and driving noise
variance multiplier are the same as the ones conjectured in
[18] using logarithmic Allan variance visualizations.
Thus, the stationary GMP model that provides the tightest
bound on an actual GMP with variance σ2 and time constant
τ ∈ [τmin, τmax] is determined by the following time correlation
and variance:
τˆ =
√
τminτmax, σˆ
2 = σ2
√
τmax
τmin
. (14)
Note that if the stationary variance of the actual GMP is only
known to reside within a range σ2 ∈ [σ2min, σ2max], then it is
trivial to prove that the maximum variance σ2max must replace
σ2 in Eq. (14) for the GMP model to remain bounding.
C. Proof for all frequencies
The GMP model in Eq. (14) was derived considering two
limiting conditions. In this subsection, we show that this
model’s PSD bounds the actual PSD for all frequencies as
required in Eq. (4).
The GMP model in Eq. (14) has bounding PSD values
at two extreme angular frequencies (for Cases 1 and 2). If
the bound were not upper bounding the actual PSD at all
frequencies in between, then there should be a frequency
at which the bounding PSD and the actual PSD cross. By
contradiction, if this were true, it would mean that:
Sˆ(ω) = S(ω), ∀τ ∈ [τmin, τmax] (15)
For the GMP structure expressed in Eq. (5), we could then
write the following equation:
2σ2kβˆ
ω2 + βˆ2
=
2σ2β
ω2 + β2
. (16)
where the following change in notation is made for clarity
β = 1/τ . Substituting Eq. (12) and Eq. (13) into the previous
expression, rearranging, and solving for the angular frequency
ω, we obtain the following expression:
ω2 =
β(βmax − β)
1− ββmin
. (17)
Let us test the right side of this expression for possible values
of β (and therefore τ ):
• If β = βmax, the numerator is zero and therefore ω2 = 0,
which relates to our first condition.
• If β = βmin, the denominator is zero and ω2 →∞, which
relates to our second condition.
• If βmin < β < βmax, the denominator is negative, but
the numerator is positive since β is by definition strictly
positive. This means that ω2 would be negative, which is
not possible.
This means that there can be no actual GMP with time
constant belonging to the range of interest that would cross
the proposed bound. This proves that the GMP bound in a
bound for any frequency.
D. Graphical Evaluation
In Fig. 3, we show the new tight stationary GMP bound, the
stationary bound derived in [17], [16], and possible realizations
of the actual GMP with unit variance and time constants
varying from 10 to 100 seconds.
Fig. 3 illustrates the fact that the bound in [16] is looser at
low frequencies than our new proposed bound, and that the
new bound is the tightest possible stationary bound with a
GMP structure.
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Fig. 3. Power Spectral Density (PSD) of GMP with σ2 = 1 and τ ∈
[10, 100]s, GMP Bound in [16], and New Tight Bound.
III. STATIONARY DISCRETE-TIME GMP MODEL
Sensor measurements are most often processed using digital
computers. Therefore, a discrete-time LDS model is used in
most practical applications:
xk = Φkxk−1 + wk, (18)
zk = Hkxk + vk, (19)
where the state vector x, process noise w and transition matrix
Φ are discrete-time vectors and matrices. In the same manner
as in Section II, GMP models can be incorporated by state
augmentation. A discrete-time GMP model can be written at
any time epoch n ∈ Z ≥ 0 as:
an = αˆan−1 +
√
σ2kd (1− αˆ2)wn, (20)
where αˆ = e
−∆t
τˆd and wn ∼ N (0, 1).
Compact expressions of τˆ and k for a continuous-time GMP
were given in Eq. (14). Given standard continuous to discrete
transformation [21], they can be also applied in Eq. (20), but
their derivation did not consider the effect of sampling interval.
In this section, we derive refined (but lengthier) expressions
directly in the discrete-time domain for τˆd and kd.
The spectral density of a discrete-time GMP can be written
as [22]:
Sd(ω) =
σ2∆t
(
1− α2)
1 + α2 − 2α cos(ω∆t) (21)
where α = e
−∆t
τ . We want to guarantee that the spectral
density of the GMP model is greater than or equal to the
spectral density of the actual GMP Sd:
Sˆd(ω) ≥ Sd(ω), ∀ω ∈ [0, pi
∆t
] (22)
Similar to Section II, we find the values of τˆd and kd
that produce the tightest estimation error variance bound by
corresponding two limiting cases of ω → 0 and ω → pi∆t . For
each of these cases, we derive in Appendix B the necessary
constraints on kd and τˆd and we minimize the total power of
the process. Eq. (54) and Eq. (55) in Appendix B present the
the resulting expressions of kd and τˆd respectively.
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Fig. 4. Discrete PSD with τ ∈ [1, 10] s and fs = 1∆t = 0.5Hz.
Using these expressions, we found out that for values of
∆t << τ the PSD of the discrete-time GMP using the
continuous-time model parameters (Eq. (14)) approaches the
PSD of the discrete-time model (Eq. (54), Eq. (55)). Only
in situations where ∆t approached or exceeded τmin, did the
continuous-time GMP model become more conservative than
the discrete-time model. An example situation where ∆t is
greater than τmin is shown with PSD curves in Fig. 4. It is
worth noting that the GMP model with τ = τmin appears to
be close to white (flat spectrum) due to the large sampling
interval relative to τ . Note that in most practical problems,
∆t is smaller than τmin since otherwise, the process would
be better modeled as white noise and not as a time-correlated
GMP. Therefore the simpler continuous-time GMP parameter
expressions are more attractive.
IV. NON-STATIONARY DISCRETE-TIME GMP MODEL
In this section, we derive an even tighter bound than in
Section II and III by considering a non-stationary process
whose initial variance we must determine. This new model
will match the stationary ones at steady state, but will provide
a tighter estimation error variance bound during the transient
period. The discrete-time GMP model can be written at any
time epoch n ∈ Z ≥ 0 in terms of the initial condition a0 as:
an = αˆ
na0 +
√
σ2k (1− αˆ2n)wn, (23)
where αˆ = e
−∆t
τˆ , a0 ∼ N (0, σ20) , and wn ∼ N (0, 1).
We want to find the minimum value of σ0 that guarantees an
upper bound on the estimation error variance during both the
transient and steady-state periods.
The autocovariance of the non-stationary discrete-time GMP
model between any two time steps n and p where n ∈ Z ≥
0, p ∈ Z ≥ 0 and p ≥ n is:
E[ana
T
p ] = αˆ
n+pσ20 + σ
2k(1− αˆ2n)αˆp−n. (24)
The derivation of this expression for a general non-stationary
GMP can be found in Appendix A. For any n and p we can
write the autocovariance matrix (ACM) of the GMP model as:
Rˆ(n, p) =
[
rnn rnp
rnp rpp
]
, (25)
5with
rnn = αˆ
2nσ20 + σ
2k(1− αˆ2n), (26)
rnp = αˆ
n+pσ20 + σ
2k(1− αˆ2n)αˆp−n, (27)
rpp = αˆ
2pσ20 + σ
2k(1− αˆ2p). (28)
The actual stationary GMP ACM is expressed as:
R(n, p) =
[
σ2 αp−nσ2
αp−nσ2 σ2
]
. (29)
This expression can be obtained by setting σ20 = σ
2 and
replacing αˆ with α = e
−∆t
τ in Eq. (25). It is also given at
the end of Appendix A.
In [15], the authors show that overbounding the estimation
error is equivalent to the difference between Rˆ(n, p) and
R(n, p) being positive semidefinite. Equivalently, we use the
following notation: we want Rˆ(n, p)  R(n, p) for any
n, p ∈ [0,∞) and any τ ∈ [τmin, τmax], and with k and τˆ
determined in Section II or III to ensure the tightest bound at
steady-state. Therefore, we want the following inequality to
be satisfied:[
rnn − σ2 rnp − αp−nσ2
rnp − αp−nσ2 rpp − σ2
]
 0 (30)
Equivalently, we want the determinant of the left-hand-side
matrix in Eq. (30) to be greater than or equal to zero. The
condition on σ20 in Eq. (30) can be analyzed for any value
of σ2, τ, n, and p using computer symbolic tools (e.g., from
Matlab R©). We analyzed the sensitivity of σ20 to n and p and
found out that maximum values for the condition on σ20 were
always obtained for n = 0. The reason is that the effect of
σ0 on the variance of a GMP gets smaller as time passes
according to Eq. (24). For n = 0, Eq. (30) becomes:[
σ20 − σ2 αˆpσ20 − αpσ2
αˆpσ20 − αpσ2 αˆ2pσ20 + σ2k
(
1− αˆ2p)− σ2
]
 0 (31)
which leads to the following condition on σ20 :
σ20 ≥ σ2
k
(
1− αˆ2p)− 1 + α2p
k (1− αˆ2p)− 1− αˆ2p + 2αpαˆp︸ ︷︷ ︸
k0
(32)
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Fig. 5. Minimum initial inflation factor k0 with τ ∈ [10, 100] s and ∆t =
0.1s.
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Fig. 6. Minimum initial inflation factor k0 for different sample intervals and
τ ranges.
Using the notation σ20 = σ
2k0 is convenient because we can
define the inflation factor k0 for the initial variance also as a
function of the underlying GMP variance.
To obtain a tight bound, we want to find the minimum value
of k0 that is bounding for all parameter values. Fig. 5 shows
the minimum value of k0 for different values of p (on the x-
axis) and τ ∈ [10, 100]s (color-coded). The figure shows that
the largest minimum value of k0 is obtained when evaluating
Eq. (32) for τ = τmin and p = 1.
For τ = τmin and p = 1, Eq. (32) can be rewritten as:
k0 ≥
k
(
1− e− 2∆tτˆ
)
− 1 + e− 2∆tτmin
k
(
1− e− 2∆tτˆ
)
− 1− e− 2∆tτˆ + 2e−∆t
(
1
τˆ +
1
τmin
) (33)
It is noteworthy that the minimum value of k0 is independent
of σ2, but it depends on the values and range of τ and on the
sample interval ∆t. Fig. 6 shows the minimum value of k0
versus sampling period for five examples of τ -intervals. We
can see in Fig. 6 that if the sampling interval ∆t approaches
the value of τmin, the initial variance of the non-stationary
GMP model can be further relaxed through the inflation factor
k0. This is due to the fact that we do not need to bound the
higher frequencies of the GMP since in discrete-time we are
limited by the Nyquist frequency. And this margin can be used
to reduce k0.
V. EXAMPLE KALMAN FILTER IMPLEMENTATION
In order to evaluate the new GMP models, we consider the
motivational example described in [16], where we estimate the
initial position and constant velocity of a vehicle moving along
a one-dimensional trajectory. The LDS includes an augmented
state to account for measurement time-correlation. The LDS
6is described by: p0,kvk
ξk
 =
 1 0 00 1 0
0 0 α
 p0,k−1vk−1
ξk−1
+
 00√
qdwk
 ,
(34)
zk =
[
1 k∆t 1
]  p0,kvk
ξk
+ νk, (35)
with
α = e
−∆t
τ ,
qd = σ
2
ξ (1− e
−2∆t
τ ),
and
wk = N (0, 1),
νk = N
(
0, σ2ν
)
,
(36)
where p0, v are the initial position and speed of the vehicle
and ξ is the augmented state. z is the position measurement.
τ is only known to be in the range τ ∈ [10, 100]s, σ2ν = 1,
and σ2ξ = 1.
In Fig. 7, we show the difference between the standard
deviation of the position estimated using a KF and the true
estimation error standard deviation. For computation of the
true estimated error of a discrete-time KF, the reader can
consult the Appendix in [18]. Fig. 7 displays the stationary and
non-stationary GMP models derived in [16] and those derived
in Sections II and IV of this paper. The equivalent discrete-
time models of Section III are not shown because for this
example, their values are not distinguishable from the simpler
stationary models of Section II. Positive values of the curves
mean that the GMP models all produce upper bounds on the
positioning variance. If the simulation time was long enough,
we would see positioning deviations using the non-stationary
GMP models converge towards their corresponding stationary
GMP models.
We focus on the transient period. We can see that over the
first 300s of simulation time, the non-stationary GMP model
in [16] provides a tighter positioning deviation bound than the
model in Section II. But, as filtering approaches steady-state,
our proposed stationary model in Section II provides a tighter
bound on the underlying error. The non-stationary GMP model
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Fig. 7. KF estimated error vs true error (Position) (τmax = 100, τmin = 10,
τtrue = 50 and ∆t = 1s).
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Fig. 8. KF standard deviation (Position) (τmax = 100, τmin = 10, τtrue = 50
and ∆t = 1s).
in IV achieves the tightest positioning error bound under the
paper’s assumptions.
In addition, Fig. 8, shows the KF positioning standard
deviations for the new GMP models as compared to those in
[16], and to the KF standard deviation obtained if we knew the
true value of correlation time constant. This figure illustrates
the inflation in standard deviation that we endure for lack of
knowledge of the actual error correlation time constant, and
the tightness of the positioning variance bounds obtained using
the proposed GMP models.
VI. CONCLUSION
In this paper, we derived the stationary GMP model that
guarantees the tightest upper bound on linear estimation error
variance in the presence of uncertain time-correlated measure-
ment and process errors with Gauss-Markov structure. The
stationary model is obtained in both the continuous-time and
discrete-time PSD domain. The model from both domains
produced similar bound tightness in typical situations, whereas
the model parameters expressions obtained in the continuous-
time are less complex. The stationary model was improved
upon using a non-stationary GMP which provides a tighter
variance and error bound during the transient period. It was
shown that these GMP models can easily be implemented in
linear dynamic estimators such as Kalman filters.
APPENDIX A
NON-STATIONARY GMP COVARIANCE OVER TIME
This Appendix provides an expression for the autocovari-
ance of a general non-stationary discrete-time GMP between
two time steps. The first three samples of the discrete-time
GMP sequence can be expressed with respect to the initial
7GMP sample a0 as:
a1 = αa0 +
√
σ2(1− α2)w1,
a2 = α
2a0 + α
√
σ2(1− α2)w1 +
√
σ2(1− α2)w2,
a3 = α
3a0 + α
2
√
σ2(1− α2)w1 + α
√
σ2(1− α2)w2+
+
√
σ2(1− α2)w3,
...
(37)
where
α = e
−∆t
τ , and wi ∼ N (0, 1), ∀i ∈ Z > 0. (38)
A general, compact form of these equations can be written for
any time step n as:
an = α
na0 +
√
σ2(1− α2)
n−1∑
i=0
αiwn−i. (39)
Since the expected value of a GMP is zero for any time
step (E[an] = 0, ∀n ≥ 0), the autocovariance of this non-
stationary process between any integer n ∈ Z and p ∈ Z time
step with p ≥ n is:
E[anap] =
E
[(
αna0 +
√
σ2(1− α2)
n−1∑
i=0
αiwn−i
)
αpa0 +√σ2(1− α2) p−1∑
j=0
αjwp−j
 .
(40)
Using E[a20] = σ
2
0 and E[a0wi] = 0, ∀i ∈ Z > 0, and
rearranging, Eq. (40) becomes:
E[anap] = α
nαpσ20+
σ2(1− α2)
n−1∑
i=0
p−1∑
j=0
αiαjE[wn−iwp−j ]. (41)
Because the driving noise wi is a white sequence, the ex-
pectation function under the double summation in Eq. (41) is
non-zero only if n− i = p− j, which is expressed as:
E[wiwi] = 1, ∀i > 0,
E[wiwj ] = 0, for i 6= j.
(42)
Therefore we can make the change of variable: j = p− n+ i
to get rid of one of the two summations:
E[anap] = α
nαpσ20 + σ
2(1− α2)
n−1∑
i=0
α2i+p−n. (43)
Recognizing a geometric series, Eq. (43) becomes:
E[anap] = α
nαpσ20 + σ
2(1− α2) (α
2n − 1)αp−n
α2 − 1 , (44)
which finally leads to:
E[anap] = α
n+pσ20 + σ
2(1− α2n)αp−n, ∀p ≥ n. (45)
It is worth noting that if the process is stationary (i.e., σ20 =
σ2), then Eq. (45) expectedly reduces to:
E[anap] = σ
2αp−n, ∀p ≥ n. (46)
The correlation between two time steps is the same regardless
of the order of indices, that is: E[anap] = E[apan]. With this
in mind, we can give an expression that does not specify which
of n or p is larger:
E[anap] = α
n+pσ20 + σ
2(1− α2 min(n,p))α|p−n|. (47)
APPENDIX B
DISCRETE-TIME GMP PARAMETER EXPRESSIONS
In this Appendix we derive a GMP model that tightly
upper bounds the estimation error variance in the presence of
uncertain discrete-time GMPs. We use Eq. (21) defining the
spectral density Sˆd of a discrete-time GMP model to ensure
that the following inequality, where Sd is the PSD of the actual
GMP, is satisfied:
Sˆd(ω) ≥ Sd(ω), ∀ω ∈ [0, pi
∆t
] (48)
We analyze two limiting situations:
• Case 1: We consider the case where ω → 0. In this case,
the cosine in denominator of Eq. (21) is equal to one and
Eq. (48) can be written as:
σ2kd∆t
(
1− αˆ2)
1 + αˆ2 − 2αˆ ≥
σ2∆t
(
1− α2)
1 + α2 − 2α (49)
Recognizing identities, dividing the numerator and de-
nominator by (1− αˆ) on the left-hand side, and by
(1− α) on the right-hand side, and dividing both sides
by (σ2∆t), Eq. (49) becomes:
kd(αˆ+ 1)
(1− αˆ) ≥
(α+ 1)
(1− α) (50)
This condition must hold for any value of α which is
a function τ ∈ [τmin, τmax]. The maximum value of the
right-hand side of Eq. (50) is achieved when α = αmax
so that τ = τmax must be chosen for this condition.
Solving for kd, we end up with:
Constraint 1: kd ≥ (αmax + 1)(1− αˆ)
(1− αmax)(αˆ+ 1) (51)
where we used the fact that 0 < αˆ < 1.
• Case 2: We consider the situation where w → pi∆t . In this
case, the cosine in Eq. (21) is equal to −1 and Eq. (48)
becomes:
σ2k∆t
(
1− αˆ2)
1 + αˆ2 + 2αˆ
≥ σ
2∆t
(
1− α2)
1 + α2 + 2α
(52)
Proceeding in the same way as in Case 1, we find that the
most limiting situation is when α = αmin and therefore,
the second condition can be written as:
Constraint 2: kd ≥ (1− αmin)(αˆ+ 1)
(αmin + 1)(1− αˆ) (53)
The two conditions form a trade space similar to the one shown
in Fig. 2. We want to minimize the value of kd, which directly
impacts the total variance of the process, under the constraints
8of the above two conditions. The solution for kd is found to
be:
kd =
√
e
−2∆t
τmin e
−2∆t
τmax − e−2∆tτmax − e−2∆tτmin + 1
e
−∆t
τmax − e−∆tτmin + e−∆tτmin e−∆tτmax − 1
(54)
and the solution for τˆd is the following:
τˆd =∆t
{
ln
(√(
e
−∆t
τmin − 1
)(
e
−∆t
τmin + 1
)
·√(
e
−∆t
τmax − 1
)(
e
−∆t
τmax + 1
)
+ e
−∆t
τmin e
−∆t
τmax + 1
)
− ln
(
e
−∆t
τmin + e
−∆t
τmax
)}−1
(55)
Because we assume that the time correlation’s structure is
that of a GMP, it can be shown, similar to the continuous case,
that this solution not only holds at the limit cases, but also for
any angular frequency ω ∈ [0, pi∆t ].
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