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Abstract
World energy consumption is projected to rise dramatically over the next three decades.
Presently, over 80% of worldwide energy consumption is derived from nonrenewable sour-
ces. In order to meet these demands, increased utilization of solar energy will be required.
Organic semiconducting materials are an attractive alternative to the traditional crystalline
silicon devices which at present dominate the photovoltaic market. They possess a num-
ber of material and physical processes which may ultimately prove for photogeneration of
electricity at a cost competitive with conventional nonrenewable fuel sources. However,
the power conversion efficiencies of these devices at present limits their widespread adop-
tion. In order to improve their efficiencies, it is important to understand the relationship
between chemical and physical characteristics of the molcules with the exhibited excited
state photophysics. In this dissertation, the excited state properties of various organic
semiconducting materials, such as polymers and small molecules, will be examined.
First, in Chapter 3 a series of statistical donor/acceptor copolymers were generated
where the monomer unit composition was tuned in order to adjust the absorption properties
of the polymer. Ultrafast pump-probe spectroscopy was employed to characterize the effect
that changing polymer composition has on the exciton lifetime within these materials. It
was found that by tuning the composition of the monomer units, the lifetime could be
extended nearly 30 times over that of either neat donor or neat acceptor monomer units.
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Moreover, the lifetime reached a maximum at a ratio of approximately 1:4 donor to acceptor
monomer units, suggesting that fine-tuning the ratio of the two may provide enhancements
in OPV performance.
In Chapters 4 and 5, ultrafast pump-probe spectroscopy was used to characterize ex-
citon transport in thin films of Subphthalocyanine and Subnaphthalocyanine. Adjusting
the film composition was found to have a substantial influence on the exciton diffusion
length in the films. Importantly, exciton-annihilation induced heating of the films resulted
in the manifestation of thermal signatures in the transient spectra. These signatures were
not previously well appreciated in literature as manifesting on a sub-nanosecond times-
cale, and have been potentially erroneously assigned as electronic signatures from excited
state species. A method is proposed to isolate these thermal signatures from the excitonic
signatures, yielding accurate exciton decay dynamics.
Finally, the excited state dynamics of a series of novel boron dipyrromethane derivatives
will be investigated in Chapter 6. Particular attention will be made as to whether there
is a potential for these materials to spontaneously form a spontaneously self-assembled
supramolecular complex with fullerene in solution. The formation of such complexes is
of considerable interest, however the results herein suggest that many of the previously
reported complexes may actually be misinterpretation of photoluminescence extinguishing
due to inner filter effects as opposed to quenching arising from energy and charge transfer.
iv
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Chapter 1
Introduction
1.1 Energy Outlook
Meeting ever-increasing energy demands remains one of the most pressing issues facing
society today. In 2012, the world consumed over 548 quadrillion Btu of energy (equivalent
to a rate of 18.3 TW), an amount which is projected to rise 48% by 2040 to over 815
quadrillion Btu (a rate of 27.5 TW). More than 80% of this rise in energy demand will
occur in non-OECD nations (nations which are outside of the Organization for Economic
Cooperation and Development), including countries such as China and India. At present,
over 80% of energy produced worldwide originates from nonrenewable sources, a trend also
observed in energy consumption the United States (Figure 1.1). A 2009 report projected
depletion of oil and natural gas reserves by 2042.1 Developing new renewable energy sources
in the face of diminishing fossil fuel reserves is therefore imperative in both minimizing
1
2geopolitical tensions as well as reducing economic strain associated with high energy costs.
Petroleum is also a necessary reagent in the manufacture of many plastics, chemicals, and
pharmaceuticals; its preservation for these uses is also critical.
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Figure 1.1: United States energy use by source for 2015 (left). Breakdown of ‘Renewa-
bles’ category (right). Data obtained from the U.S. Energy Information Administration
September 2016 Monthly Energy Review.2
The feasibility of several non-carbon based primary energy sources to meet increased
energy demand is first examined in order to understand the energy landscape, and place
solar energy in the appropriate context.
Hydroelectric: Within OECD countries, the potential for expansion of hydroelectric
3energy generation is low, as many of the exploitable resources have already been develo-
ped.3 The maximum amount of technically and economically feasible global hydroelectric
power totals about 0.9 TW, of which at least 0.6 TW has already been captured. Hydroe-
lectric capacity thus possesses limited potential for meeting these needs via further resource
exploitation.4
Geothermal: The estimated heat flux from the earth’s interior integrated over the entire
surface is 44 TW, a rate several times greater than the rate required to meet all of our
energy needs.5 It is debated precisely how much energy could feasibly be extracted from
geothermal sources; however, most reasonable upper bounds on the rate being on the order
of 1 TW or less, far less than what is necessary to meet human energy consumption.4,6
Biomass: Biomass has been toted as a potentially carbon-neutral energy source, howe-
ver it faces key efficiency problems. Plants capture less than 1% of incident solar energy,
and as a result over 30% of the world’s total land would need to be converted solely to bio-
mass production in order to meet all energy demands, a solution which is both theoretically
and practically unrealistic.4
Wind: Wind energy could meet potentially 10% of our total future energy needs if every
single potential site around the world was utilized. This would also require substantial
technological advancements to be made in energy storage and transportation in order
to exploit sites that are at present economically and technologically unfeasible, such as
offshore based installations. The overall investment costs and limited power returns make
wind power impractical to meet increased energy demands.4
4Nuclear: Nuclear fission possesses the scalability to meet all of mankind’s increased
energy demands. However, two factors limit the long term implementation of nuclear
fission. First, the total amount of fissile terrestrial uranium will only allow for ten years
of energy demand to be met. Second, over 10,000 nuclear reactors would need to be
constructed in order for nuclear energy production to meet these increased demands. This
averages out to approximately one new nuclear plant made fully operational every other
day for the next 50 years.4 Research into the feasibility of other fissile materials, such
as plutonium or thorium, is necessary in order for long-term sustained nuclear energy
production. Public concern over nuclear related environmental impacts has increased, in
particular due to events such as the disaster at the Fukushima Daiichi Nuclear power plant,
resulting in a slow down in the construction of new nuclear power production facilities.3,7
Solar modules have seen rapidly increased utilization over the past 10 years, with capa-
city increasing at an average yearly growth rate of 56% between 2006-2011.8 This increased
capacity stems from two main sources: a large drop in the price of photovoltaic modules
as well as governmental and regulatory policies that have favored solar implementation.
However, as seen in Figure 1.1, solar energy remains a small player in the energy lands-
cape, accounting for only 0.4% of energy consumption in the United States. Solar energy
underutilization becomes readily apparent when considering the scale of its potential. The
sun provides the earth with energy at a rate of 120,000 TW, over 10,000 times greater than
current energy needs. If all the incident solar energy for one hour could be harnessed, we
could power the entire planet for a year.4,9 Of all the renewable energy sources discussed
5thus far, only solar possesses the scalability necessary to meet all of mankind’s energy
demands.
To achieve large scale implementation, the costs of solar energy must achieve parity
with other electricity generating sources.10 Uncertainty about the longevity of favorable
governmental regulations (subsidies, etc.) has also hindered more widescale adoption of
solar photovoltaics. Studies have suggested that government involvement is a key factor
for recent adoption.11 The efficiencies of these devices must be improved to a point that
they will be financially competitive with carbon-based fuel sources even in the absence
of favorable regulatory policies. The photovoltaic market is currently dominated by sili-
con based devices, with power conversion efficiencies of laboratory research cells already
approaching theoretical maximum limits (33% according to the Shockley-Quiesser limit
for a single p-n junction cell).12,13 Further improvements are becoming considerably more
difficult and more costly to achieve. Silicon photovoltaic modules are also still hindered by
high installation and repair costs.
In the past decade, research has turned to alternative, non-silicon based, organic semi-
conducting materials to meet increasing energy demand.14 Dye-sensitized cells, inorganic
quantum dots, and organic cells (typically made of either organic small molecules or poly-
mers) are made of earth-abundant materials and can potentially possess lower production
costs than silicon photovoltaics.15,16 Because many of these materials are solution proces-
sable, they can be prepared on flexible substrates, and thus achieve lower costs through
cheaper manufacturing techniques such as roll-to-roll processing. Unlike traditional silicon
6photovoltatics, organic materials possess semi-transparency which allows them to be easily
implemented into existing spaces (such as by coatings on windows), offering them a broader
range of applications.17,18
Figure 1.2: Best reported research-cell efficiencies for various photovoltaic technologies
from 1976 through 2016. Figure reproduced from NREL.12
The implementation of organic photovoltaic (OPV) devices as commercially viable solar
energy harvesters has been limited due to two primary factors. First, the power conversion
efficiency of OPV devices is generally lower than silicon based devices.19 Second, the ope-
rational lifetime of these devices is typically much shorter than silicon based devices. Each
7of these issues needs to be addressed in order to achieve widespread adoption of organic
photovoltaics. Recent years have seen promising improvements in reported device efficien-
cies (Figure 1.2). Estimates have suggested that an organic based device with a 15% power
conversion efficiency and 20 year device lifetime would produce energy at a cost of roughly
$0.07-0.13 per kWh, a cost that is competitive with traditional carbon fuel sources.15,20
Further research into the improvement of organic photovoltaic material device efficiency
is imperative for achieving cost-effective solar cells. This dissertation will focus on several
different classes of organic materials, including conjugated polymers and organic small mo-
lecules. In particular, various physical factors such as molecular structure, film morphology,
and composition will be studied as they relate to the fundamental physical processes of
energy transfer within these materials. By elucidating these structure-function relations-
hips, future device performance can be optimized through tailoring molecular process to
exhibit desired device performance characteristics.
1.2 Solar Cell Operation
To place this work in an appropriate context, it is necessary to understand the key dif-
ferences in operation between silicon based photovoltaics and photovoltaics made from
alternative materials. This section will focus on the operation of both silicon and organic
photovoltaic devices, as well as major sources of efficiency losses in both.
81.2.1 SiFlicon Photovoltaics
The prototypical silicon photovoltaic devices consists of single crystal silicon within which
contains a p-n junction. The p-n junction is generated by atomically doping the silicon
crystal with impurities. The p-type region is often obtained by doping with atoms deficient
an electron in their valence shell, such as boron or indium, while the n-type region is often
obtained by doping with atoms containing extra elections, such as arsenic or more typically
phosphorus.21 Near the interface between the p-type and n-type silicon, electrons in the
n-type region will tend to diffuse towards the p-type region, recombining with the holes.
This results in the formation of positive ions in the n-region and negatively charged ions
in the p-region, effectively creating an electric field. This field suppresses further diffusion,
creating a zone at the interface with no charge carriers known as the depletion region.
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Figure 1.3: Energy diagram depicting the migration of electrons and holes within a silicon
p-n junction.
9When a photon impinges on the p-type region, an electron is promoted from the silicon
crystal valence band to the higher lying conduction band, leaving behind a positively
charged hole. In silicon, the dielectric constant is high enough to result in significant
screening between the excited electron and the hole pair, generating free charge carriers.
The field built into the p-n junction then causes the electron to migrate from the p-type
region into the n-type region. Free electrons in the n-type region and holes in the p-type
region are collected at the electrodes, which generates a current capable of driving an
external load.
The Shockley-Quiesser limit is a detailed balance upper bound for the maximum po-
wer conversion efficiency of a single p-n junction silicon photovoltaic device.13 There are
three main sources of loss which contribute to the Shockley-Quiesser limit: spectral losses,
blackbody radiation, and recombination.22
Spectral losses account for the majority of efficiency loss in photovoltaic devices. Ma-
terials can only absorb certain frequencies of light. Photons that possess energies less than
the difference between the conduction band and the valence band (referred to as the band-
gap) will not be absorbed. Furthermore, if a photon is absorbed possessing energy greater
than the band-gap the excess energy will be lost as heat as the electron relaxes within
the vibrational levels of the excited electronic state. Blackbody radiation is the baseline
energy which is constantly emitted from the photovoltaic material and another source of
energy loss.22 Combined, these two sources of loss would limit a silicon device to a 44%
efficiency.13 A final major source of efficiency loss is recombination of the photoexcited
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electron with the hole. In silicon, this rate is approximately 7.52 × 10−4 s−1.22 This re-
combination prevents the electron and hole from being used as charge carriers, and the
emitted energy, either in the form of a photon or vibrational energy loss, also contributes
to efficiency reduction. Altogether, sources of loss limit the efficiency of single junction
devices to approximately 33.7%.19,23,24
1.2.2 Organic Photovoltaics
Organic photovoltaic devices function similarly to inorganic semiconductors, and are sub-
ject to many of the same efficiency losses as posited by the Shockley-Queisser limit. Howe-
ver, the nature of the excited state generated upon light absorption in organic materials is
fundamentally different than that in inorganic devices.25 In organic materials, the dielec-
tric constant is much lower than in silicon, resulting in reduced shielding of the attraction
between the electron and hole.19 As a result, the electron and hole remain Coulombically
bound to one another, creating a pseudoparticle known as an exciton. The exciton is a
neutrally charged particle, and as such cannot be used to conduct charge necessary for
electric work. The attraction between the electron and hole must be overcome in order
to generate the free charges necessary to power an external load. This binding energy is
typically 0.3-1.4 eV in organic materials, an order of magnitude greater than in silicon.21,26
The excess thermal energy available under normal solar cell operating conditions is on the
order of kT , which is approximately 0.026 eV.27 The excess thermal energy available is
thus insufficient to dissociate the exciton.
11
The highest occupied molecular orbital (HOMO) is the highest energetic orbital in a
molecule where an electron resides prior to photoexcitation. Upon absorption of a photon,
the electron is promoted to the lowest unoccupied molecular orbital (LUMO), while leaving
a positively charged hole in the HOMO. The LUMO and HOMO are analogous to the
conduction band and valence band, respectively, in a crystalline silicon semiconductor. The
difference in the energy between the LUMO and HOMO can be referred to as the band-gap,
Eg. One way to overcome the Coulombic attraction between the electron in hole occurs at
the interface between two materials, a donor and an acceptor. At the interface, the exciton
may form what is known as a charge-transfer exciton, where the electron is located on the
acceptor yet still retains a Coulombic attraction to the hole on the donor. The acceptor
material is generally designed such that its LUMO and HOMO are lower in energy than
that of the donor material. This energetic difference will often drive charge separation, as
the electron will be injected from the LUMO of the donor into the HOMO of the acceptor,
while the hole remains localized in the donor HOMO. The now separated charges are free
to migrate within the donor and acceptor material, and if collected at the electrodes can
be used to drive an external circuit.
12
+
-
-
+
+
-
+
-
Generation of Electricity
(exciton dissociation)
Light Absorption
(exciton generation)
Energy Loss
(exciton decay)
Sun
Donor/
Acceptor 
Interface
Figure 1.4: A schematic of an organic photovoltaic device showing exciton formation,
diffusion, and dissociation.
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Figure 1.5: A schematic of an organic photovoltaic device showing exciton formation,
diffusion, and dissociation.
Organic devices must be several hundreds of nanometers thick in order to capture the
majority of incident sunlight. After light absorption, many excitons may be generated
away from the interface between the donor and acceptor material, and in order to be useful
for electrical work must migrate to the heterojunction by diffusion. However, excitons in
organic materials can typically only diffuse 10-20 nm before the electron recombines with
the hole. The relatively short diffusion lengths compared to the device thickness means
that many of the generated excitons will not reach the heterojunction between donor and
14
acceptor materials. Balancing the efficiency gains by increasing film thickness in order
to increase light absorption with the losses generated due to excitons not diffusing to the
interface is trade-off known as the exciton bottleneck, and is a fundamental limit to device
efficiency.28 In an organic cell, recombination of the excited electron and hole is a much
greater source of efficiency loss than in a silicon cell.
The external quantum efficiency, ηEQE , depends on four factors.
ηEQE = ηAηEDηCT ηCC (1.1)
Each η represents the efficiency of a different physical process within the cell: ηA is
the absorption efficiency, ηED is the exciton diffusion efficiency, ηCT is the charge transfer
efficiency, and ηCC is the charge collection efficiency.
28
Understanding the key physical processes that contribute to exciton recombination and
diffusion is critical to developing more efficient organic photovoltaic materials. Sometimes
tuning molecular properties to enhance one of these efficiencies can have unintended effects
on the other efficiencies, such as a reduction in the diffusion length that results from
tuning a molecular structure to absorb a different region of the solar spectrum. By relating
parameters such as molecular structure, film morphology, and device architecture to the
fundamental physical processes occurring in the materials, a more rational approach to
tuning these behaviors is possible.
15
1.3 Exciton Photophysics
This section will focus on the physics behind exciton formation, transport, and decay
and provide a general context necessary to understand the topics discussed within this
dissertation.
1.3.1 Exciton Formation
The first step in the process of solar energy collection involves the formation of an exciton,
which begins with the absorption of a photon by a molecule. A photon possesses energy
defined by Equation 1.2.
E = hν =
hc
λ
(1.2)
Here, h is Planck’s constant (6.626 ×10−34 J s), c is the speed of light, and ν and λ are
the photon frequency and wavelength, respectively. If a photon possesses energy resonant
with a molecular transition, the photon may be absorbed, resulting in an electronic transi-
tion promoting the molecule to an excited state. Different molecules will absorb different
frequencies of light, depending on their electronic and vibrational structure.
In the presence of an oscillating electric field induced by a photon, the probability of
absorbing a photon and transitioning from one electronic state to another electronic state is
given by the square of the transition moment integral.27,29 The transition moment integral,
16
M , has the form given by Equation 1.3.
M =
∫
ψ′∗µˆψdτ = 〈ψ′| µˆ |ψ〉 (1.3)
The initial and final wave functions are given by ψ and ψ′, respectively, while µˆ is the
transition dipole moment operator. The transition dipole moment operator µˆ can be sepa-
rated into two components, µˆe and µˆn depending on the electronic and nuclear coordinates,
respectively. Moreover, the Born-Oppenheimer approximation, which states that electro-
nic transitions are rapid relative to nuclear motion, allows for the total molecular wave
function to be written as the product of three wave functions as shown in Equation 1.4
ψ = ψνψeψs (1.4)
The three wave functions include the vibrational wave function (ψν , the electronic orbital
wave function ψe, and the electron spin wave function ψs. Because µˆe does not operate on
ψν or ψs, and µˆn does not operate on ψe or ψs, M can be more completely written as
M = 〈ψ′νψν〉 〈ψ′e| µˆe |ψe〉 〈ψ′sψs〉 (1.5)
The first term, dealing with vibrational selection rules, is known as the Franck-Condon
factor. The second and third terms form the basis of the orbital and spin selection rules,
respectively. If any of these terms integrates to 0, then a transition is said to be forbidden.
17
Combined, these three factors tell us what frequencies of light will be absorbed, and in
what relative proportion. The chemical nature of the molecule determines what values the
factors take.
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Figure 1.6: The solar irradiance spectrum AM 1.5. Data obtained from NREL.30
Tailoring the chemical structure of organic molecules to provide a better overlap of
the molecular absorption spectrum with the solar irradiance spectrum (Figure 1.6), thus
improving the photon capturing efficiency, has been one approach towards improving OPV
device performance. However, tuning the absorption spectrum is seldom an act in isola-
tion: by adjusting the electronic and vibrational properties of the molecule, other excited
state processes such as energy transfer and exciton decay dynamics can be influenced
as well. The effect of one such example of spectral absorption tuning on excited state
18
dynamics in conjugated polymers will be investigated in the PTV chapter. We will also in-
vestigate the influence of vibrational contributions to electronic spectroscopy, in particular
how annihilation-induced heating manifests itself as spectral changes in subphthalocyanine
mixed film transient absorption spectra.
1.3.2 Exciton Migration
The migration of an exciton throughout an organic material is a major contribution to the
ultimate efficiency of an OPV device. There are two factors which need to be understood
when considering exciton transport, the overall motion of the exciton and the mechanism
by which that motion occurs. Exciton diffusion provides a mesoscopic description of the
transport, while energy transfer describes the individual steps which comprise that trans-
port.
Exciton Diffusion
Exciton diffusion is the process whereby an exciton migrates throughout a film, and ulti-
mately reaches a boundary between a donor and acceptor material. Diffusion is derived
stochastically, making use of the concept of a random walk, that is, a particle which starts
at a point and will take steps in random directions.31–34
In this approach, we first consider the simple case of a particle constrained to movement
in a single dimension, along a straight line. A particle initially at position x0 at time t0.
After a time increment ∆t, the particle can move a distance of ∆x in either the positive or
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negative direction, thus ending at either position x0−∆x or x0 + ∆x (note that a particle
must move after a time increment ∆t, that is x(t0) 6= x(t0 + ∆t). For isotropic diffusion,
the probability of moving either direction is exactly 1/2. If we assume that we now have a
system of many random walkers, each moving randomly with the same step size and time
interval as the initial particle, we can define P (x, t) as the probability density of walkers at
position x at time t. At time t0 + ∆t, half the walkers at position x0 will have come from
x0 + ∆x and half from x0−∆x; all of the walkers initially at x0 will have moved away. We
can thus express the probability density P (x0, t0 + ∆t) by Equation 1.6.
P (x0, t0 + ∆t) =
1
2
P (x0 + ∆x, t0) +
1
2
P (x0 −∆x, t0) (1.6)
To get to the well-known form of the diffusion equation, we perform a Taylor expansion for
each term in Equation 1.6. For the left-hand side, we expand around ∆t, yielding Equation
1.7.
P (x0, t+ ∆t) = P (x0, t0) +
∂P
∂t
(x0, t0)(∆t) + O((∆t)
2) (1.7)
Here, O((∆t)2) indicates higher order terms (∆t)2 and above. Since ∆t is taken to be
very small, these higher order terms can be neglected. For the right-hand side of the
equation, we expand around ∆x, yielding equations for P (x0 + ∆x, t0) and P (x0−∆x, t0)
in Equations 1.8 and 1.9, respectively.
P (x0 + ∆x, t0) = P (x0, t0) +
∂P
∂x
(x0, t0)(∆x) +
1
2
∂2P
∂x2
(x0, t0)(∆x)
2 + O((∆x)3) (1.8)
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P (x0−∆x, t0) = P (x0, t0)+ ∂P
∂x
(x0, t0)(−∆x)+ 1
2
∂2P
∂x2
(x0, t0)(−∆x)2 +O((−∆x)3) (1.9)
Equations 1.7, 1.8, and 1.9 can be substituted into Equation 1.6. Cancellation of terms
and neglect of the higher order terms leads to the following expression
∂P
∂t
(x0, t0)(∆t) =
1
2
∂2P
∂x2
(x0, t0)(∆x)
2 (1.10)
Dividing both sides of Equation 1.10 by ∆t results in the conventional form of the diffusion
equation in one-dimension.
∂P
∂t
(x0, t0) =
(∆x)2
2∆t
∂2P
∂x2
(x0, t0) = D1D
∂2P
∂x2
(x0, t0) (1.11)
Here, we define D1D as the one-dimensional diffusion coefficient in the limit that ∆x and
∆t approach 0.
A fundamental solution to the diffusion equation is known as the Green’s function of the
diffusion equation.34 In one-dimension, the Green’s function is given by P (x, t) in Equation
1.12.
P (x, t) =
P0
2
√
piD1Dt
e−x
2/4D1Dt (1.12)
This solution can be used to evaluate how far a particle or exciton might travel. We
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examine two cases: the expectation value of the particle displacement, x, and that of the
square of the displacement x2.
〈x〉 =
∫ ∞
∞
xP (x, t)dx = 0 (1.13)
〈x2〉 =
∫ ∞
∞
x2P (x, t)dx = 2D1Dt (1.14)
Some intuitive meaning can be found in the values of x and x2. For an infinite number
of steps, a random walker is expected to make an equal number of steps in the positive
direction as it makes in the negative direction, and on net should end up back in the
initial position. x2 is reflective of the magnitude of the number of steps taken, that is, the
total distance traveled. We define the characteristic one-dimensional diffusion length as
the root-mean-squared displacement.
LD,1D =
√
2D1Dt (1.15)
The diffusion equation is a linear differential equation, and takes on an analogous form
for multiple dimensions.
∂P
∂t
(r, t) = Dn∇2P (r, t) (1.16)
Because motion in each spatial direction is statistically independent, solutions to the diffu-
sion equation are separable by dimension, that is, they will assume the form as a product
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of one another.35 For example, in three dimensions we can write the solution P (r, t) as
P (r, t) = X(x)Y (y)Z(z)T (t) (1.17)
This occurs because diffusion is assumed to be isotropic, and that motion in each of the
Cartesian coordinates is independent of one another. The solution of P (r, t) in three-
dimensions is given by Equation 1.18
P (r, t) =
P0
8(piD3Dt)3/2
e−r
2/4D3Dt (1.18)
For the mean-square displacement in three dimensions, 〈r2〉 can be expressed as the sum
of the independent contributions in each dimension.
〈r2〉 = 〈x2〉+ 〈y2〉+ 〈z2〉 (1.19)
More generally, for diffusion in n spatial dimensions, 〈r2〉 is given by Equation 1.20.
〈r2〉 =
∫ ∞
−∞
r2P (r, t)dτ = 2nDnt (1.20)
Each Cartesian spatial direction independently contributes 2Dnt to the mean-square
displacement. We establish the term diffusion length to refer to the root-mean-square
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displacement, which for n dimensions is given by Equation 1.21.
LnD =
√
2nDnt (1.21)
In the literature, the
√
2n term is sometimes omitted. Care should be taken when compa-
ring diffusion lengths to make sure they are reported in the same manner.
An OPV can only generate a usable electric current if an exciton is able to reach an
interface between a donor and acceptor material. Naturally, much research effort is geared
towards increasing the diffusion length of the exciton. Ultimately, this is achieved via either
increasing the rate at which the exciton migrates through the film (increasing the diffusion
coefficient D) or by increasing the time t for which an exciton exists.
Energy Transfer
Energy transfer describes the process by which energy is exchanged between molecules. A
molecule possessing excess energy, such as one in an excited state, may act as a donor,
transferring energy to another molecule. The mechanisms of energy transfer permit an
exciton to migrate throughout a film.
In this section, the discussion will proceed assuming that the energy is transferred from
a donor in the first excited electronic state while the acceptor is in the ground electronic
state. However, it should be noted that energy can be transferred from a molecule in an
excited state to another molecule in an excited state. One example of such a process is
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exciton-exciton annihilation, which will be discussed in Section 1.3.4.
We begin by writing the initial and final total wave functions of the system, Ψi and
Ψf .
Ψi =
1√
2
[
ψ′D,1ψA,2 − ψ′D,2ψA,1
]
Ψf =
1√
2
[
ψD,1ψ
′
A,2 − ψD,2ψ′A,1
] (1.22)
The subscript D or A refers to whether the wave function corresponds to that of the
donor or acceptor, respectively. ψ′ indicates a wave function describing an electron in an
excited state. Since electrons are fermions, it is impossible to distinguish which electron
in the donor or acceptor is the excited one, the wave functions must be written as a linear
combination of the two potential spin states of the electron, indicated by the subscript 1
or 2.
The transition probability per unit time for a donor-acceptor system from a state Ψi
with an initially excited donor to a state with an excited acceptor Ψf can be derived using
time dependent perturbation theory and Fermi’s golden rule.36
PDA =
2pi
~
|〈Ψf |H1 |Ψi〉|2 ρf (Ef = Ei) (1.23)
Here, the operator H1 is the Hamiltonian corresponding to the Coloumbic interaction
between the donor and acceptor. ρf (Ef = Ei) is the density of final states with identical
25
energy to the initial state.
〈H1〉 = 〈ψD,1ψ′A,2|H1 |ψ′D,1ψA,2〉︸ ︷︷ ︸
Fo¨rster
−〈ψD,1ψ′A,2|H1 |ψ′D,2ψA,1〉︸ ︷︷ ︸
Dexter
(1.24)
The first term represents the Coulombic interaction between donor and acceptor, and,
if dipole-dipole interaction is dominant, gives rise to Fo¨rster energy transfer. The latter
term arises from the possibility of a physical exchange of electrons between donor and
acceptor, a process known as Dexter energy transfer. Each of the two contributions will
now be examined individually.
Fo¨rster Energy Transfer
One form of energy transfer was first elaborated by Fo¨rster in 1948.37,38 The first term
in Equation 1.24 can be evaluated to yield an expression for the rate of Fo¨rster energy
transfer, kF .
kF =
1
τ
(
R0
r
)6
(1.25)
The fluorescence lifetime of the donor is given by τ , r is the distance between the donor
and acceptor, and R0 is a parameter known as the Fo¨rster Radius. R0 is defined as the
separation distance between a donor and acceptor at which the rate of Fo¨rster energy
transfer is equal to the rate of fluorescence decay, thus each event occurring with equal
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probability. Mathematically, R0 can be expressed by Equation 1.26.
R60 =
9φD ln(10)κ
2
128pi5n4NA
∞∫
0
fD(λ)A(λ)λ
4dλ (1.26)
The fluorescence quantum yield of the donor is φD, n is the refractive index of the solvent
or medium between the donor and acceptor, NA is Avogadro’s number, and κ is a dipole
orientation factor. For an isotropic distribution of dipoles, such as in solution where dipoles
are free to rotate, κ2 is equal to 2/3. In a more condensed phase, such as thin films, κ2 is
equal to approximately 0.476 due to constraint of the dipole rotation.28 The integral term
in Equation 1.26 (sometimes labeled as J in the literature), is the spectral overlap integral,
which gives the probability that the donor and acceptor energy gap are equal. This term
takes into account the spectral overlap between the area normalized emission of the donor,
fD(λ), and the absorption of the acceptor, A(λ).
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Figure 1.7: Diagram depicting Fo¨rster energy transfer process between a donor molecule
(D) and an acceptor molecule (A).
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While R0 and kF both have a dependence on the efficiency of the fluorescence process of
the donor, it is important to realize that Fo¨rster energy transfer is a radiationless process,
and does not involve the emission of an actual photon. Direct energy transfer is achieved
by means of resonance between the oscillations of the donor molecule with that of the
acceptor molecule. Because of this, Fo¨rster energy transfer is sometimes said to involve a
“virtual photon.” Energy can be transferred via emission of a real photon and subsequent
reabsorption of said photon by another chromophore, however practically speaking this
contributes very little to exciton migration within a film due to efficiency limitations and
restricted system geometry.
Fo¨rster energy transfer is one means by which an exciton may migrate through a film.
Values of R0 are generally long range, typically on the order of 1-10 nm, when compa-
red with intermolecular distances in organic thin films, which are typically 1 nm.28 By
transferring energy from one chromophore to the next, an exciton may effectively diffuse
throughout a film. If we assume that the rate of exciton hopping is equal to the Fo¨rster
rate given by Equation 1.25, the isotropic (three-dimensional) diffusion coefficient DF can
be defined using the intermolecular distance between chromophores, d, in Equation 1.27.
DF =
R60
6d4
(1.27)
28
Likewise, a three dimensional diffusion length, LD can be defined.
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LD,F =
√
R60
d4
=
√
6DF τF (1.28)
Dexter Energy Transfer
Unlike in Fo¨rster energy transfer, Dexter energy transfer requires the physical exchange
of electrons between donor and acceptor chromophores. Because of this, the exchange
contribution to Equation 1.24 is generally very small unless the donor and acceptor are in
very close proximity. The rate of Dexter energy transfer via the exchange mechanism can
be expressed
kD =
2pi
~
K2e−2r/L
∫
fD(E)FA(E)dE ≡ κe−2r/L (1.29)
where K2 is term relating to overlap of the charge clouds of the donor and acceptor,
possessing units of energy squared, r is the distance between the donor and acceptor, L
is an effective average Bohr radius of the excited donor and unexcited acceptor. fD and
FA are the emission and absorption of the donor and acceptor, respectively. Both terms
are normalized such that the integral term becomes unitless when integrated over photon
energy. This is a different normalization scheme than that present in Equation 1.25. All of
the terms except the exponential are often collected and written together as κ for simplicity
of expression.
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Figure 1.8: Diagram depicting Dexter energy transfer process between a donor molecule
(D) and an acceptor molecule (A).
The exciton hopping distance is generally smaller in molecules where energy trans-
fers primarily via a Dexter mechanism than in materials dominated by Fo¨rster transfer
processes. A three-dimensional diffusion coefficient can be calculated for Dexter energy
transfer.
DD =
d2κe−2d/L
6
(1.30)
where d is again the intermolecular separation. The diffusion length can similarly be
calculated as that in FRET.
LD,F =
√
d2τκe−2d/L (1.31)
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1.3.3 Exciton Decay
Excitons are subject to recombination, relaxing from an excited state back to a ground
electronic state as the electron relaxes back into the hole. The duration of time for which
an exciton exists is known as a lifetime, and often represented by τ , which is an exponential
time constant assuming first order decay. The exciton lifetime is a crucial parameter in
determining how far an exciton can diffuse. Knowledge of how physical and chemical factors
influence the different exciton decay pathways can aid in the design of excitons with longer
lifetimes, and consequently longer diffusion lengths.
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Figure 1.9: Diagram depicting sources of excited state decay. The vertical axis increases
with increasing energy, and the horizontal axis depicts the normal coordinate. Arrows indi-
cate transitions between different states as follows: a) Absorption, S0 → S1, b) Vibrational
relaxation, nonradiative, c) Internal conversion, nonradiative, S1 → S0, d) Fluorescence,
radiative, S1 → S0, e) Intersystem crossing, nonradiative, S1 → T1 and T1 → S0, f)
Phosphorescence, radiative, T1 → S0.29,40
Figure 1.9 depicts the different pathways of excited state decay available to a molecule.
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A molecule in the ground electronic state, S0, can absorb a photon and be promoted into an
excited singlet state, S1. Once excited, several fundamental decay pathways between energy
levels are possible. These can be classified into two categories: radiative transitions, which
involve the emission of a photon, and nonradiative transitions, which do not. In general,
absorption from S0 to S1 is likely to promote a molecule to a vibrationally excited state
within the excited electronic state, the particular level depending on the overlap of the
two vibrational wave functions. Vibrational relaxation of the molecule within the excited
state manifold often occurs within 100s of femtoseconds (Table 1.3.3, relaxing to the lowest
vibrational level ν0 within the potential well. Because this thermalization happens on such
a rapid timescale, radiative electronic relaxation from the excited state often occurs only
from the ν0 vibrational level, a tendency referred to as Kasha’s Rule.
41 From ν0 of the
excited S1 state, two different relaxation pathways are possible where the spin multiplicity
of the electron is preserved. Internal conversion is the nonradiative decay process from S1
to S0, while fluorescence is the corresponding radiative decay process. Fluorescence and
internal conversion often occur on picosecond to nanosecond timescales (Table 1.3.3).
Intersystem crossing is a nonradiative transtion that occurs when overlap between the
vibrational levels of S1 and the triplet state T1 permits the spin multiplicity of the elec-
tron to change. Once in the triplet manifold, the molecule is still subject to vibrational
relaxation and other sources of excited state decay. From T1, there are again two tran-
sition pathways back to the ground electronic state S0, each involving a change in spin
multiplicity. Intersystem crossing is the nonradiative decay pathway, usually mediated by
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collisions or vibrational energy exchange between neighboring molecules. The radiative
decay pathway from T1 to S0 is a slow process (relative to that of S1 to S0 and described
in Table 1.3.3)known as phosphorescence. The spin forbidden nature of this transition
means that the timescales on which phosphorescence occurs are typically several orders of
magnitude longer than that of the analogous fluorescence process, with relaxation often
taking hundreds of microseconds to occur.
Process Transition Radiative ∆ Spin Multiplicity Timescale
Vibrational relaxation - No No 10−14 s
Internal conversion S1 → S0 No No 10−12-10−7 s
Fluorescence S1 → S0 Yes No 10−9 s
Intersystem Crossing S1 → T1 No Yes 10−12-10−6 s
Phosphorescence T1 → S0 Yes Yes 10−7-10−5 s
Intersytem Crossing T1 → S0 No Yes 10−8-10−3 s
Table 1.1: Timescales of selected first-order excited state decay pathways.40
The mechanism by which a molecule undergoes unimolecular decay from an excited
state to the ground state can be written according to Equation 1.32.
S1
kr−→ S0
S1
knr−−→ S0
(1.32)
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The rate coefficients of unimolecular radiative and nonradiative decay are given by kr and
knr, respectively. The change in population of the excited state[S1] can be written as the
differential equation.42
−d[S1]
dt
= (kr + knr)[S1] = kt[S1] (1.33)
Equation 1.33 can be trivially solved, and yields an exponential decay function.
[S1] = [S1]0e
−ktt (1.34)
Here, kt is the total rate coefficient from the excited state, obtained as the sum of kr and knr,
and [S1]0 is the initial population of excitons generated immediately after photoexcitation.
The exponential decay is a useful model for mathematically describing exciton functions
as a population of time.
First-order decay pathways such as those described above typically depend only on
the exciton itself, and are not influenced by other excitons generated within the material.
However, when exciton density is high, as may be encountered during pump-probe expe-
riments on condensed phase materials such as thin films, another source of exciton decay
becomes competitive with unimolecular decay: exciton annihilation. In exciton annihila-
tion, two or more excitons may interact with one another in such a way that the energy of
one or more excitons is nonradiatively lost. When exciton annihilation is a prevalent form
of population loss, exponential decays are no longer the correct functional form to model
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the physical processes occurring in the system.
1.3.4 Exciton Annihilation
Exciton annihilation is a source of exciton decay that occurs when the influence of one
exciton on the excited state lifetime of another is no longer negligible. Depending on
the absorption cross section, the instantaneous exciton density generated by absorption of
natural solar light in a photovoltaic cell is many orders of magnitude less than the molecular
density of the absorbing material. Under normal operating conditions, the probability of
two excitons encountering one another is generally quite low. However, in ultrafast pump-
probe experiments, high pulse energies within a short duration of time means that in
thin organic films many excitons will be generated simultaneously and in close proximity.
Exciton annihilation can therefore be an appreciable source of energy loss and must be
taken into consideration when interpreting excited state photophysics in condensed phase
materials.
Figure 1.10 is a simplified depiction of exciton annihilation. First, two excitons A and
B exist in a radius small enough for them to couple with one another. This may happen
as a result of exciton diffusion, or through longer-range Fo¨rster type interactions. The
energy from exciton B is absorbed by exciton A, promoting exciton A to a higher lying
excited state, while exciton B relaxes back to the ground state. The higher lying transient
exciton is unstable, and very rapidly (on the order of femtoseconds) relaxes back to the first
excited state by dissipating the excess energy through internal conversion. As the molecule
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relaxes, the vibrational energy must be absorbed by the surrounding bath, which could
include the chromophore on which exciton B was initially located, other chromophores or
molecules neighboring exciton A or interfaces such as the air or substrate. Generally, in a
solid-state film macroscopic diffusion of vibrational energy as heat is a slow process relative
to electronic processes, and so the final state of the system is that of a single exciton and
neighboring molecules which exist in a vibrationally excited ground electronic state.
SN
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Figure 1.10: Diagram depicting the exciton annihilation process. 1) Two excitons interact
with one another, resulting in the near instantaneous promotion of exciton A to a higher
lying excited state and the relaxation of B to a ground state. 2) The higher lying exciton
rapidly and nonradiatively relaxes back to S1, with vibrational energy transferred to the
surroundings. 3) The final state of the system, consisting of one exciton and one molecule
in a vibrationally excited yet electronic ground state.
In Section 1.3.3, it was shown how exciton populations could be modeled as first-order
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decays when second-order processes such as annihilation were absent. Exciton annihilation
is usually considered in the context of a bimolecular rate equation.43–45 When exciton
annihilation occurs, both that process and first-order processes contribute to depopulation
of the excited state.
dn(t)
dt
= −kn(t)− fγ(t)n(t)2 (1.35)
Here, n(t) is the exciton population density as a function of time, k is the intrinsic decay rate
of the exciton(that is, the low excitation density decay rate which is governed primarily by
unimolecular non-radiative and radiative decay processes), and γ(t) is the rate coefficient
of the annihilation process. The factor f depends on the survival of excitons after the
annihilation event. In the circumstance where both excitons are annihilated, for example,
if the event results in an ionization, f equals 1. If only one exciton remains, then f is
equal to 1/2. Care should be taken when evaluating examples in the literature, as f is
occasionally omitted in Equation 1.35 and often incorporated directly into the definition
of γ(t). In the derivations that follow, we assume that exciton annihilation does not result
in ionization of the molecules, and thus use f = 1/2.
To begin, the substitution y = 1/n(t) can be employed in order to transform Equation
1.35 from a nonlinear differential equation into one that is both first-order and linear. Using
dn(t)/dt = −(1/y2)dy/dt and multiplying by −(1/y2), Equation 1.35 can be rewritten as
Equation 1.36.
dy
dt
− ky = fγ(t) (1.36)
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Equation 1.36 is then multiplied by the integrating factor e−kt to yield Equation 1.37.
e−kt
dy
dt
− ke−kty = e−ktfγ(t) (1.37)
One may recognize that the left hand side of Equation 1.37 is merely the application of
the product rule.
d
dt
(e−kty) = e−kt
dy
dt
− ke−kty (1.38)
Equation 1.38 can be substituted into Equation 1.37 to yield an easily solvable diffe-
rential equation.
d
dt
(e−kty) = e−ktfγ(t) (1.39)
Equation 1.39 is integrated to yield the general form shown in Equation 1.40.
e−kty =
∫ t
0
e−ktfγ(t)dt+ c (1.40)
Equation 1.40 can then be solved analytically when the functional form of γ(t) is known.
The annihilation coefficient γ(t) can take on different forms depending on the physics
underlying the annihilation mechanism. The following sections will focus on the derivation
of various forms of γ(t), and the resulting functional form of n(t).
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Diffusion-Limited Exciton Annihilation
An analogous problem to that of three dimensional exciton diffusion and annihilation is
that of the coagulation of colloidal particles.33,46,47 It is first assumed that there exists a
material with a uniform distribution of excitons, each possessing a critical radius Rc. In
the original derivation, if two colloidal particles approached each other within this critical
distance, they were assumed to instantaneously coalesce into a single “double particle.”
In the case of exciton annihilation, we assume that the coalescence results in a single
exciton remaining. Each exciton will possess motion as described by the standard diffusion
equation, until such point that they move within Rc. When the separation between two
excitons is less than or equal to Rc, one of the excitons is lost.
In order to determine the rate of annihilation, we need to know the rate at which
excitons will diffuse within the critical radius of another exciton. First, we will consider the
case of a stationary particle fixed at the origin of a coordinate system. We then attempt
to determine what is the rate of excitons entering into the stationary exciton sphere of
influence at a radius r equal to Rc.
The diffusion equation can be employed to determine this rate. First, it’s given that a
particle possesses probability P (r, t) of existing at position r from another particle at time
t.
∂P
∂t
= D∇2P (1.41)
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The solution to Equation 1.41 must satisfy the boundary conditions given below.
P=p, at t = 0, for | r |> Rc
P=0, at | r |= Rc for t > 0
The concentration of particles at distances | r |> Rc at t=0 is held constant as a
constant p. Since P depends only on the distance r from the center, the diffusion equation
takes the form given by Equation 1.42.
∂
∂t
(rP ) = D
∂2
∂r2
(rP ) (1.42)
From the boundary conditions, the solution of Equation 1.42 can be readily solved.
P = p
[
1− R
r
+
2R
r
√
pi
∫ (r−R)/2(Dt)1/2
0
e−x
2
dx
]
(1.43)
To determine the total rate γ(t) of particles passing through a sphere of radius Rc, we
multiply ∂P/∂r by the surface area, 4piR2c and evaluate the derivative at r = Rc.
γ(t) = 4piD
(
r2
∂P
∂r
)
r=R
= 4piDRc
(
1 +
R
(piDt)1/2
)
(1.44)
As stated, the right hand side of Equation 1.44 is valid for the situation in which one
exciton is stationary. When both excitons are in motion, the rate of annihilation depends
on the relative displacements of both. For two exciton with diffusion coefficients D1 and
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D2 we find for the rate of coagulation γ(t) can be expressed as in Equation 1.45.
γ(t) = 4pi(D1 +D2)Rc
(
1 +
Rc
(pi(D1 +D2)t)1/2
)
(1.45)
A reasonable assumption can be made that the diffusion coefficient is the same for all
excitons, that is D = D1 = D2. In this case, the final form of the annihilation coefficient
for isotropic diffusion in three dimensions is thus
γ3D(t) = 8piDRc
(
1 +
Rc
(pi(2Dt)1/2
)
(1.46)
A similar procedure can be followed to derive the annihilation coefficient when exciton
transport is constrained to one or two dimensions. The one-dimensional diffusion limited
annihilation coefficient γ1D(t) is given by Equation 1.47.
γ1D(t) =
1
aρ
√
8D
pit
(1.47)
The one-dimensional lattice constant is given by a, ρ is the three dimensional molecular
density, and D is the diffusion coefficient in the direction of excitonic motion.45
When the functional form of γ(t) is know, Equation 1.40 can be solved analytically.
Equation 1.46 may be substituted into the integral portion of Equation 1.40, and using
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f = 1/2, we obtain Equation 1.48.
∫ t
0
e−ktfγ(t)dt =
∫ t
0
e−kt4piDRc
(
1 +
Rc
(pi(2Dt)1/2
)
dt (1.48)
The integral on the right hand side of Equation 1.48 can be solved analytically, and sub-
stitution of the solution into Equation 1.40 yields Equation 1.49.
e−kty = c+
4piDRc
k
(1− e−kt) + 2piR2c
√
2D
k
erf(
√
kt). (1.49)
The error function, designated by erf, is defined by Equation 1.50.
erf(x) =
2√
pi
∫ x
0
e−t
2
dt (1.50)
Recalling that y = 1/n(t), and that the initial population at time t = 0 is given by n(0),
we can solve for c by substitution, obtaining
c =
1
n(0)
(1.51)
This allows for the analytical form of the exciton population as a function of time to be
clearly expressed by Equation 1.52.
n(t) =
n(0)e−kt
1 + 4piDRcn(0)k−1(1− e−kt) + 2pi
√
2Dk−1R2cn(0) erf(
√
kt)
(1.52)
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Thus, when a system exhibits isotropic, three-dimensional diffusive exciton motion and
conditions of exciton annihilation, the population of excitons can be modeled by Equation
1.52.
Static Annihilation
In the limit of slow exciton transport, exciton annihilation via diffusion may not be an
appreciable source of population loss. Static mechanisms may be responsible for annihila-
tion.45,48,49 In these cases it is often more intuitive to model the annihilation as a single
step Fo¨rster or Dexter energy transfer annihilation process. The method used to derive
γ(t) for each method of energy transfer will be described briefly here, but a more thorough
derivation is available in a 1965 publication by Inokuti and Hirayama.48
First, it is assumed that the only sources of exciton population loss occur due to sponta-
neous deactivation (fluorescence, internal conversion, etc.) and energy transfer to acceptors.
The fraction of excited donors to that of the initial exciton population, φ(t) is given by
Equation 1.53.
φ(t) = e−kt lim
N,V→∞
{
4pi
V
∫ RV
0
e−k(r)tR2dR
}N
(1.53)
Here, k(R) is the rate coefficient of energy transfer from donor to acceptor at a distance
R. N is the number of acceptors within a volume V defined by V = 4piR3V /3. The limit
is taken such that the acceptor concentration, N/V is held constant as N and V both
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go to infinity. This formalism accounts for energy transfer from the donor to all possible
acceptors.
For a single-step annihilation method where Fo¨rster energy transfer is the annihilation
mechanism, γF (t) assumes the form given by Equation 1.54.
γF (t) =
2
3
piR3F
√
pikt−1 (1.54)
This leads to a functional form for the exciton population as a function of time n(t)
given by Equation 1.55.
n(t) =
n(0)e−kt
1 +
pi2R3F
3 erf(
√
kt)
(1.55)
A model can also be constructed for exciton annihilation via Dexter energy transfer.48,50
The curious reader is encouraged to read the full derivations.
1.4 Dissertation Overview
Thus far, many of the physical processes occurring in organic photovoltaics and how they
are mathematically treated have been discussed. In particular, we have discussed how
exciton populations can be modeled as a function of time and the previously mentioned
physical processes. By measuring exciton populations as a function of time, and then fitting
those populations with physical models, we can extract meaningful information about the
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types and nature of the physical processes occurring. The timescales of these processes
are very short, typically on the order of femtoseconds (10−15 s) to microseconds (10−6
s). Populations, or a signal proportional to population, needs to be monitored over these
timescales if these physical processes are to be modeled.
Ultrafast pump-probe spectroscopy is one of the primary techniques used to characterize
these physical processes. In this technique, a very short pump pulse of laser excitation is
made incident upon a sample, which when absorbed can create excitons. A second probe
pulse of laser excitation is then directed to the sample, from which further absorption can
occur. Excitons will have a transient absorption that is different from the absorption in the
ground electronic state. As the delay time between the pump and probe signal is changed,
the state of the system will evolve as many physical processes, such as energy transfer,
radiative decay, and exciton annihilation, occur.
In this dissertation, several different organic semiconducting systems were studied in
order to better connect the photophysics with chemical and morphological considerations.
In Chapter 3, a series of donor/acceptor conjugated statistical copolymers were generated
where the percentage of donor/acceptor monomer unit was varied. This technique allows
for the generation of low band-gap polymers, increasing the polymer overlap with the solar
irradiance spectrum. We investigate the effects of tuning composition on excited state
lifetimes in these materials.
In Chapter 4, thin films of an optically active chromophore, subphthalocyanine (SubPc),
were prepared in a wide band-gap host matrix. By adjusting the concentration of SubPc in
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the matrix, the diffusion length could be tuned, and moreover, improved over the diffusion
length in films containing only SubPc. Models assuming isotropic three-dimensional exciton
diffusion and exciton annihilation were used to evaluate the diffusion length as a function
of this dilution. It was also determined that a large thermal component is prominent on
sub-nanosecond time scales, and that this feature, when not properly accounted for, can
ultimately skew the observed dynamics.
In Chapter 5, a similar host-guest architecture to that in Chapter 4 was employed.
However, instead of a wide band-gap, optically inert host, another optically active material
was selected. By incorporating mixed films of SubPc and the slightly smaller band-gap
subnaphthalocyanine (SubNc), it was hoped that a similar improvement to exciton diffusion
and consequently device efficiency could be achieved. Here, the diffusion length is measured
in neat SubNc films, and energy transfer from an excited SubPc to an acceptor SubNc is
modeled according to a Fo¨rster energy transfer mechanism.
Finally, in Chapter 6, the excited state behavior of a series of boron dipyrromethane
(BODIPY) derivatives are studied. In addition, studies were conducted to see if the for-
mation of supramolecular complexes between a BODIPY and C60 fullrene would occur.
These supramolecular complexes have received increased attention in literature, as they are
seen to mimic natural photosynthetic systems by stabilizing photoinduced charge-separated
states. One of the main techniques utilized to investigate the association of the two mo-
lecules in an aggregate is photoluminescence quenching, whereby photoluminescence of a
fluorophore is reduced as it transfers energy or electrons to a non-luminescent acceptor.
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Here, we find no evidence of any complex formation, and preliminary results which sug-
gest that improperly accounted for inner-filter effects may be responsible for the apparent
photoluminescence quenching in many previously studied systems.
Chapter 2
Instrumentation
In this chapter, a brief overview will be given to both the theoretical and practical concepts
relating to the experimental techniques and instrumentation employed in these studies.
2.1 Absorption Spectroscopy
It is important to know what range of radiation a molecule absorbs, as well as how strongly
it absorbs that light. To quantify this, absorption spectroscopy is employed.
First, we consider how light is absorbed as it passes through a material. The incremental
change in light intensity dI over an incremental distance dx through a chromophore with
concentration c can be expressed by Equation 2.1.
dI(λ) = −βI(λ)cdx (2.1)
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The parameter β is a proportionality constant depending on the material.51,52 To deter-
mine the intensity of light that remains after being transmitted through the sample, the
differential equation is integrated over the boundary conditions.
−
∫ I(λ)
I0(λ)
dI(λ)
I(λ)
=
∫ l
0
βcdx (2.2)
Evaluating the integral in Equation 2.2 yields a relationship between the natural logarithm
of the ratio I/I0.
−(ln(I)− ln(I0)) = − ln
(
I
I0
)
= βcl (2.3)
Convention typically dictates the use of a base-10 logarithm for reporting absorbance,
hereafter referred to as optical density (OD).52 The expression for OD as function of
wavelength is shown in Equation 2.4.
OD(λ) = − log10
(
I(λ)
I0(λ)
)
=
β(λ)
ln 10
cl = (λ)cl (2.4)
An Olis Cary 14 spectrometer was used to collect steady-state absorption spectra for the
experiments in this dissertation. The spectrometer contained two light sources depending
on the wavelength range of light desired to be studied, a deuterium lamp for ultraviolet
(UV) wavelengths and a tungsten lamp for visible and near-infrared (NIR) wavelengths.
Radiation from the appropriate source is directed to a monochromator where specific wa-
velengths can be selected. A semicircular mirror on a chopper wheel rotating at 30 Hz
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alternately sends half the beam to a reference cell and half the beam to a sample cell. Af-
ter passing through the reference or sample, the light is directed to either a photomultiplier
tube (PMT) or PbS detector to measure the intensity of UV/visible light and NIR light,
respectively. The wavelength axis was calibrated using a holmium oxide standard, which
possess a large number of well-defined absorption peaks for calibration purposes.53
In addition to the chromophore of interest, absorption also comes from other sources,
such as solvent, cuvette, or film substrate. This additional absorption needs to be accoun-
ted for when collecting absorption spectra. To do this, a baseline absorption spectrum is
collected with a blank, typically a cuvette containing neat solvent for solution measure-
ments and a bare substrate for thin film measurements. The absorption spectrum of the
blank is then subtracted from the absorption spectrum of the sample. This results in a
corrected absorption spectrum with only absorption from the sample presented.
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Figure 2.1: Sample UV-Vis spectrum. Raw data: blue; baseline: yellow; corrected data
with baseline subtracted: red.
A sample absorption spectrum of the laser dye Coumarin 153 is plotted in Figure 2.1, in-
cluding the raw data, the baseline, and the corrected absorption after baseline subtraction.
The y-axis is the OD of the sample, while the x-axis is the photon energy. Often, ab-
sorption spectra are plotted as a function of wavelength, which involves use of the relation
E = hc/λ.
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2.2 Fluorescence Spectroscopy
A SPEX Fluorolog 1680 was employed in the characterization of the photoluminescent
behavior of molecules. Light from a xenon lamp is first directed through a double mono-
chromator, permitting the selection of a narrow wavelength band of light for sample exci-
tation. The light is then directed with mirrors through a slit towards the sample chamber.
Emitted radiation can be detected in either a front-face (typically employed for thin film
photoluminescence measurements or concentrated solution measurements) or right-angle
geometry (typically employed in dilute solution photoluminescence measurements).
After the geometry for emission is selected, the emitted photons are directed through
another double monochromator before being detected by a PMT. The grating pair in
the second monochromator are rotated simultaneously in the same direction, allowing
for an entire photoluminescence spectrum to be collected as the wavelength is changed.
In order to account for the wavelength dependence of the PMT and the monochromator
gratings, a correction curve was created using the emission spectra of coumarin 153, quinine
sulfate, DCM and LDS 751.54 This calibration curve was utilized for all photoluminescence
measurements.
The detected intensity of the emitted fluorescence of a molecule is influenced by a
number of factors: choice of excitation wavelength, absorption of the sample, collection
geometry, detector sensitivity, etc.51,55,56 Often, we are interested in obtaining a more
intrinsic measure of the photoluminescence efficiency that is comparable between molecules.
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To achieve this, the fluorescence quantum yield Φi for a molecule is often calculated relative
to that of a molecule with a known quantum yield.56 Φi can be expressed by Equation 2.5.
Φi = Φr
∫
PLi∫
PLr
ODr,λ
ODi,λ
n2i
n2r
(2.5)
Φr is the known quantum yield of a reference,
∫
PLi and
∫
PLr are the integrated photo-
luminescence intensities of the sample and reference, respectively, ODi,λ and ODr,λ are the
optical density of the sample and the reference at the excitation wavelength λ, respectively,
and ni and nr are the refractive indices of the sample and reference, respectively. For so-
lution measurements, ni and nr are generally taken to be the refractive indices of the neat
solvent. It should be noted that the expression in Equation 2.5 is normally valid only for
low concentrations. Samples with high concentrations of absorbing chromophores may not
be well represented by this expression due to the inner-filter effect, which will be discussed
in more detail later in this dissertation.55
2.3 Time Correlated Single Photon Counting
Time resolved fluorescence spectroscopy can be a useful tool for determining the excited
state lifetimes of emissive molecules. Time correlated single photon counting (TCSPC) is
one technique by which to measure it.
Samples were excited with a 40 MHz diode laser (Driver, Picoquant PDL 800-B; Heads:
LDH series, 5 mW average power, 375 nm, 470 nm, 650 nm). The specific wavelength
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of the laser head was selected such that it would be absorbed by the sample. A double
monochromator (Jobin-Yvon TRIAX-320) is used to direct sample emission to an avalanche
photodiode (Picoquant MPD PDM) for detection. The monochromator was set to pass
a wavelength where the sample would emit. After each laser shot, a signal is sent to a
timing card (Picoquant TimeHarp2000). When a photon emitted by the sample reaches
the avalanche photodiode, another signal is sent to the timing card. The timing between
the laser pulse and emitted photon detection is recorded, and a histogram is generated over
a series of bins. With the setup employed herein, each bin has a width of approximately
31 ps.
Because of the binned nature of data collection, it is important that excitation power is
kept low enough such that one or fewer emission events reach the detector per laser pulse
cycle. The detector will report the time when the first photon per cycle is incident upon
it, and then due to electronic limitations will experience a “dead time” during which it
will not register other incident photons; photons reaching the detector later will be “lost”.
If multiple emission events occur per pulse, this has the effect of undercounting photons
at long delay times, artificially skewing the histogram to shorter times and potentially
resulting in decays that appear to decay faster than the underlying physical processes
would actually merit.
The instrument response is obtained by placing a cuvette filled with salt in the beam
path. The monochromator is tuned to select for the same wavelength as the excitation
beam, and scatter from the cuvette is collected by the photodiode. The returned histogram
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typically has a 500 ps FWHM and is used as the instrument response. When fitting data,
this instrumental response function was convoluted with an exponential decay to generate
the total fit.
2.4 Ultrafast Laser System
While TCSPC is useful for measuring excited state lifetimes of emissive molecules, it is
relatively less helpful at elucidating the excited state lifetimes of nonemissive molecules.
Furthermore, the temporal resolution of these instruments is often limited to nanoseconds,
a timescale longer than many important ultrafast phenomena. To investigate earlier time
dynamics, and in particular dynamics in systems with non-radiative excited state decay,
pump-probe spectroscopy is needed.
The ultrafast laser system employed in these studies consists of four major parts: an
oscillator, generating a passively mode locked laser; a stretcher, temporally stretching the
pulse width to avoid damaging optics; a regenerative amplifier, which amplifies the energy
present in each laser pulse; and finally a compressor, which temporally compresses the
pulse, allowing for experiments on sub-picosecond timescales to be conducted. Each of
these components will be discussed in this section.
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2.4.1 Mode-Locked Oscillator
In order to perform ultrafast pump-probe experiments, a pulse train must first be generated.
This can be achieved with a mode-locked oscillator.
An electromagnetic field can only exist in a cavity when the wave propagating in one
direction adds constructively with the wave propagating in the reverse direction. This
superposition of waves means that only certain modes are permitted to exist within the
cavity. In particular, the wavelengths of each mode must posses a node at the ends of the
cavity.57 This is known as the phase condition, and can be mathematically expressed in
Equation 2.6.
λn =
2l
n
(2.6)
Here. λn are the allowed wavelengths satisfying the boundary condition, l is the length of
the cavity, and n is an integer.58,59 The angular frequency of each mode wn is then given
by Equation 2.7.
ωn =
picn
l
(2.7)
The frequency spacing between longitudinal modes n and n+ 1 can be easily calculated.60
∆ω =
pic
l
(2.8)
The electromagnetic field E(t) arising from 2n + 1 equally spaced longitudinal modes of
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frequency ω is given by Equation 2.9.
E(t) =
n∑
q=−n
Eqe
i[(ω0+q∆ω)t+φq ] (2.9)
Here, Eq is the amplitude and φq the phase of mode q. Normally, the phase of each
mode is random, leading to constructive and destructive interference randomly, resulting
in continuous wave (CW) operation. If the phase relationship between modes was not
random, but instead fixed to some constant phase relationship, then the electric field
would periodically interfere constructively at one point in time and destructively at all
other points in time, causing the output to appear as a pulse. The phases of the modes in
the output beam are said to be locked provided the condition in Equation 2.10 is met.
φq − φq−1 = φ (2.10)
The value of φ must be a constant for this condition to be met. If the phases are mode
locked, then a pulse will be generated with a period given by T = 2l/c. There are two
general categories of techniques by which mode-locking is achieved in ultrafast systems:
active mode locking and passive mode-locking.
In active mode-locking, an externally driven intracavity loss modulator is driven at a
frequency ωm = 2pi/T which corresponds to the longitudinal mode spacing of the laser,
where T is the round trip pulse transit time within the cavity. By switching to a low loss
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mode at frequency ω for only a short time interval, and then operating at a high loss mode
all other times, the modulator essentially acts as a periodic shutter, permitting one pulse
per round cavity round trip. Lasing will only occur when the phases are mode-locked, and
the laser will not operate in a CW mode.61
Passive mode locking makes use of nonlinear optical effects which induce modulation
internally. One such example, and the means by which the laser used in these experiments
is mode-locked, is through the use of Kerr-lens mode-locking. As the name suggests, Kerr-
lens mode-locking makes use of the optical Kerr effect.62,63 The optical Kerr effect describes
how the refractive index of a material varies with the intensity of the light passing through
it.64,65 The nonlinear refractive index n can be written according to Equation 2.11.
n = n0 + n2
|a(t)|2
Aeff
(2.11)
The instantaneous power of the pulse is given by |a(t)|2, Aeff is the effective area of the
beam in the Kerr medium.58 The greater the intensity of the light traveling through the
material, the larger the change in the index of refraction. A laser beam with a Gaussian
profile has a greater intensity at the center of the beam than the perimeter, and because
most materials possess n2 > 0, will experience a greater index of refraction at the center.
This results in an effective gradient in the refractive index throughout the material and
leads to self focusing of the beam. The higher intensities of pulsed mode-locked beams
leads to them being more tightly focused than CW beams.
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Hard-aperture Kerr-lens mode locking makes use of a slit or iris to physically block the
CW mode.58 In a soft-aperture set up, self-lensing and self-focusing influences the overlap
of the lasing mode with the profile of the pump laser beam in the Kerr medium.66 The
self-focusing effect of the mode locked pulses increases the overlap with the pump beam,
further increasing the net gain, while the CW mode does not overlap as substantially, and
thus experiences reduced gain. The oscillator in the experiments conducted herein makes
use of this soft-aperture means of Kerr-lens mode-locking.
Millenia Pro
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P2 EM2EM1 M
Figure 2.2: Schematic of the Ti:Sapph oscillator. TP: twisted periscope, M: 532 nm
dichroic mirror, L: focusing lens, TS: Ti:Sapphire, CM1/2: focusing cavity mirrors, EM1:
end mirror and output coupler, P1/2: fused silica prisms, EM2: end mirror.
A schematic of the oscillator is shown in Figure 2.2. A Millenia Pro (Spectra Physics,
Nd:YVO4) produces 1.9 W of continuous wave, s-polarized light centered at 532 nm, which
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is then directed into a twisted periscope, raising the beam height and rotating the polari-
zation to p-polarized. The beam is directed by a 532 nm dichroic and then a focusing lens
into a 4 mm, Brewster cut, 0.25% doped titanium-sapphire crystal (Ti:Sapph), stimulating
emission from the crystal. The lens is placed such that the focus of the beam will serve
as a soft-aperture for Kerr-lens mode-locking. The emitted photons from the Ti:Sapph
cycle back and forth throughout the cavity. Each pass in the cavity results in gain, as the
emitted photons further stimulate emission. Dispersion is accounted for by passing the
beam through a pair of prisms set approximately 53.5 cm apart, at an angle of incidence
equal to the Brewster’s angle.
In order to mode-lock the system, a slight jolt is given to the translation stage, on
which prism 2 (P2) is mounted, in the direction perpendicular to the beam path. After the
laser is modelocked. The repetition rate f is given by f = c/2d, where c is the speed of
light, and d is the length of the cavity. The repetition rate f of the oscillator is normally
85 MHz. When the pulse hits the output coupler, a small portion is transmitted. Mode-
locking typically increases the output power of the laser by 50% over that of the CW mode
(100 mW increased to 150 mW), with a bandwidth of approximately 40 nm. The temporal
width of each pulse from the oscillator is usually between 5-10 fs.
2.4.2 Pulse Stretcher
The output of the oscillator has low pulse energies (<2 nJ/pulse) which are insufficient for
the energy requirements for the the ultrafast experiments we wish to conduct. In order to
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achieve sufficient pulse energy, the output must be amplified; however, because the pulses
have a very short temporal width, amplification would result in instantaneous pulse energy
greatly exceeding the damage threshold of the optics in the amplifier.67 To overcome this
limitation, the pulses must be temporally stretched.
Group velocity refers to the rate at which the modulation envelope of a pulse ad-
vances.62,68 In normal dispersive media, pulses with higher frequencies (e.g. blue light)
experience greater indices of refraction, thus traveling at slower group velocities than light
of lower frequencies (e.g. red light).65 Because the wave packet of the laser pulses consists
of light of not just a single frequency, but a range of frequencies, the pulse will exhibit
group velocity dispersion. The principles of group velocity dispersion can be employed
to temporally stretch or compress the pulse. By increasing the distance traveled of high
frequency light relative to low frequency light, the pulse can be stretched in time by gene-
rating positive group velocity dispersion, resulting in an up-chirped pulse. If, on the other
hand, low frequencies are made to travel farther than high frequencies, negative group
velocity dispersion is introduced, resulting in pulse compression and a down-chirped pulse.
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Figure 2.3: Schematic of the pulse stretcher. M1/2/3/4: flat mirrors, G: grating, CM:
curved focusing mirror.
Figure 2.3 is a schematic of the pulse stretcher employed in the experiments conducted
in this thesis.69,70 All reflective optics are utilized in order to minimize higher-order aber-
rations in chirp introduced by transmissive optics such as lenses. The stretcher functions
by temporally ordering the various wavelengths of light in an ultrashort pulse. The beam
first comes in and is directed by mirrors M1 and M2 to the grating G. At the grating,
the light is diffracted, separating the different frequencies of light. The light is directed
to the curved focusing mirror CM, which in turn directs the light to the fold mirror M3.
M3 directs the light back to CM, which reflects back towards G. The incident light is then
sent to the retroreflector M4, which reverses (after a slight vertical displacement) the beam
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path. The beam traverses back out the direction it came and can be picked off with another
optic. The combination of the angle and spacing of G results in higher frequency photons
traveling a longer distance than lower frequency photons. The stretched pulses will now
no longer have an instantaneous power that, when amplified, would exceed the damage
threshold of the optics.
2.4.3 Regenerative amplification
The output from the oscillator is directed into the regenerative amplifier (regen) after
having been temporally stretched in the stretcher.69,70 A schematic of the regen is depicted
in Figure 2.4. The regen cavity consists of two focusing cavity mirrors (CM1 and CM2)
coated to reflect 800 nm light while transmitting 527 nm light, and a flat end mirror (EM)
coated to reflect 800 nm light. A 4 mm, Brewster cut, 0.25% doped titanium-sapphire
crystal (Ti:Sapph) is employed as the gain medium (indicated by TS in Figure 2.4). The
Empower 15 is an intracavity-doubled, Q-switched, diode-pumped Nd:YLF laser system
that produces a pulsed 527 nm output beam. The beam is focused to a spot size of
approximately 470 µm at the Ti:Sapph crystal, first by enlarging the beam waist with
a telescoping lens pair (T), then focusing with a lens. The incident power prior to the
Ti:Sapph measures 10 W. Light from the pump that is not absorbed by the Ti:Sapph is
refocused on the crystal using a 527 nm dichroic focusing mirror, which further increases
gain.
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Figure 2.4: Schematic of the Ti:Sapph regenerative amplifier. GM: 527 nm dichroic
mirrors, T: telescoping lens pair, L: focusing lens, CM1/2: focusing cavity mirrors, TS:
Ti:Sapphire, GRM: 527 nm focusing dichroic mirror, TFP: thin film polarizer, PC, Pockels
cell, EM: end mirror, RM: 800 nm dichroic mirrors, C1/C2/C3: polarizing cube beams-
plitters, FR: Faraday rotator, WP: half waveplate.
The oscillator output (seed), having passed through the stretcher, is directed into the re-
gen. The seed passes through a half waveplate, rotating the polarization from p-polarization
to s-polarization. Two polarizing cube beam splitters (C1 and C2) direct the seed through
a Faraday Rotator in the reverse direction, such that the polarization is not rotated.62 A
rotated polarizing cube beam splitter (C3) is placed to only permit s-polarized light to
transmit, ensuring that the regen output polarization is fixed. The seed is then directed
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towards a thin film polarizer (TFP) via a series of 800 nm dichroic mirrors (RM), before
being reflected by the TFP in the direction of the end mirror.
A Pockels cell (Thales Laser MEDOX) is used to trap the laser within the cavity.
When a high voltage (3.6 kV) is applied to the Pockels cell, light that passes through
will experience a polarization rotation of 45◦.58,65 If a seed pulse reflects off the thin film
polarizer and traverses through the Pockels cell while the voltage is applied, its polarization
will be rotated twice: once on the way into the Pockels cell and once coming out, resulting
in p-polarized pulses. The p-polarized pulse will then transmit through the TFP, and the
voltage to the Pockels cell is switched off. The now p-polarized light is trapped within
the cavity defined by the end mirror (EM) and the two cavity mirrors (CM1 and CM2).
The pulse is amplified each time it passes through the Ti:Sapph crystal. After it has been
sufficiently amplified, a voltage is again applied to the Pockels cell, rotating the polarization
of the pulse back to s-polarization. The pulse will no longer transmit through the TFP, and
instead reflects back through the Faraday rotator. Now traveling in the forward direction,
the Faraday rotator will rotate the polarization 90◦ to p-polarization, allowing the beam
to transmit through C2. The beam can then be directed out of the regen and into the
compressor.
The result of the amplification is an 800 nm pulse train at a 1 kHz repetition rate, with
approximately 1.2 W of power. The output of the regen is then sent into the compressor
for pulse compression.70,71
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2.4.4 Pulse Compressor
The output pulse of the regenerative amplifier is temporally up-chirped. A compressor
is used to introduce negative group velocity dispersion to the pulses, causing the pulse
envelopes of the different frequencies of light to temporally overlap.
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Figure 2.5: Schematic of the pulse compressor. M1: flat mirrors, G1/2: gratings, RR:
retroreflector, M2: vertically displaced flat mirror.
A schematic of the pulse compressor employed is shown in Figure 2.5. The output of
the regen is directed to the first grating G1 by the mirror M1. The grating is angled to
diffract the light towards G2, which in turn diffracts the light (and by doing so, collimates
the beam) towards the retroreflector RR. RR periscopes the beam vertically downwards,
and then sends it back towards G2. The beam is then reassembled by G1, and picked off
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by the vertically displaced mirror M2, which directs the pulse down the table for further
experiments. The compressor set up accounts for not only the group velocity dispersion
induced by the stretcher, but any induced by the optics in the regenerative amplifier as
well.
After compression, the pulse has a spectral bandwidth (FWHM) of approximately 40
nm, a 1 kHz repetition rate, and approximately 650 µJ per pulse (due to the approxima-
tely 65% efficiency of the compressor), a nearly forty-thousand fold amplification over the
oscillator per pulse output. Autocorrelation of the pulse usually gives pulse widths of 70-80
fs.
2.5 Pump-Probe Experiments
As mentioned in Section 2.4, pump-probe spectroscopy is a useful technique for probing
ultrafast dynamics in organic systems. This section will focus on three topics: the physi-
cal phenomenon resulting in pump-probe signal, three-wave mixing and the generation of
optical pulses of a specific frequency, and finally the experimental setup employed for data
collection.
2.5.1 Sources of Pump-Probe Signal
Pump-probe spectroscopy (often referred to as transient absorption) is an ultrafast laser
technique which can be used to monitor excited state dynamics.
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A pump pulse is first incident upon the sample, which absorbs the photons in the
pulse to generate excited states. A second pulse, which may be a single color or a broad
continuum, follows. Photons from this pulse may be absorbed by molecules which are
in either the ground or excited electronic states. Since there is absorption from both
ground state and excited state molecules, we must compare the transmitted light to a
reference beam in order to gain useful information. The pump pulse is chopped at half the
repetition rate of the probe pulse. In effect, only every other probe pulse will have been
directly preceded by a pump pulse. If the intensity of probe light transmitted through the
sample is monitored, comparison of every other pulse allows for the determination of the
influence of the pump on the transmitted light. By taking the negative log of the ratio of
the intensity of light transmitted in the presence of the pump (Ion) to that of the intensity
of light transmitted in the absence of the pump (Ioff ), we obtain a measurement analogous
to the difference of two absorption measurements, ∆OD.
∆OD = − log
(
Ion
I0
)
−
(
− log
(
Ioff
I0
))
= − log
(
Ion
Ioff
)
= ODon −ODoff
(2.12)
The intensity of light incident upon the sample is depicted here by I0. In practice, I0 need
not be measured, as it will be canceled out as shown by Equation 2.12.
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Figure 2.6: Sources of signal in pump-probe spectroscopy. A: ground state bleach, B:
stimulated emission, C: excited state absorption.
There are three main features which contribute to changes in optical density: ground
state bleach (GSB), stimulated emission (SE), and excited state absorption (ESA).72 Prior
to pump excitation, photons of a particular frequency from the probe pulse may be absorbed
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by molecules in the ground electronic state. The pump beam will promote a population
of chromophores in the system into the excited state. When the probe is now incident on
the system, there are fewer chromophores present in the ground electronic state to absorb
that particular frequency, thus a greater amount of light is transmitted with the pump
than without it. Because Ion is greater than Ioff , ∆OD is negative. This term is called
a ground state bleach (GSB), and the term is often used interchangeably with ground
state hole (GSH). In some cases, the probe beam may stimulate emission from excited
chromophores. This is not possible without the pump, as no population yet exists in an
excited electronic state. The emitted photons will reach the detector, making the intensity
of light detected greater than without the pump. As in the case of a ground state bleach,
the amplitude of ∆OD is negative. The final source of signal in pump-probe experiments
is an excited state absorption, which occurs when molecules which have been promoted to
an excited state due to the pump pulse exhibit absorption to a higher lying excited state.
Since the excited states are absorbing photons which were not previously absorbed when
the molecule was in the ground state, the amount of light transmitted through the sample
decreases. Ion is less than Ioff , resulting in a positive ∆OD. The measured pump probe
signals will be a summation of all of the above signal sources (Figure 2.7). Because these
signals are often overlapping, care must be taken to interpret ∆OD features correctly.
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Figure 2.7: Simulated pump-probe spectrum depicting different contributions to the sig-
nal. The dashed lines depict individual sources while the black line depicts the summation
of all sources.
The timing between the pump and probe pulses can be controlled. By delaying the
probe beam, we can monitor changes in optical density as a function of time. Because the
intensity of light transmitted depends on both the identity of the excited state as well as the
population density of the excited state, information about the physical processes occurring
can be gleaned. Kinetic models can be developed which predict the exciton population as
a function of time. Figure 2.8 depicts an example of a pump-probe spectrum that might
be obtained for the simple case of an excited state decaying directly to the ground state.
The inset of Figure 2.8 depicts the decay of the amplitude of a transient absorption feature
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as a function of probe delay. Excited state processes are usually not so trivial as to be
represented by a single exponential, and often more complicated decay pathways emerge,
such as vibrational relaxation within an excited state manifold, intersystem crossing to
form triplets, charge-transfer, singlet fission, etc.
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Figure 2.8: Simulated pump-probe spectrum as a function of probe delay time, with
each delay time depicted by a different color line. The inset shows the decay of the signal
amplitude as a function of probe delay.
2.5.2 Pump Generation
Optical excitation of molecules often requires specific wavelengths of light. Two techniques
were primarily used to convert the 820 nm output of the laser system into other frequencies:
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second harmonic generation (SHG), which can be used to generate 410 nm excitation pulses,
and noncollinear optical parametric amplification (NOPA), which can be used to generate
wavelengths between 470-680 nm.
Second Harmonic Generation
If an intense laser beam is incident on a transparent crystal, a new beam at twice the
incident beam frequency may be generated. This nonlinear optical effect is an example
of three-wave mixing and referred to as second harmonic generation (SHG).60 For this
process to occur, both energy and momentum must be conserved. This ultimately leads to
the frequency and phase-matching conditions.
~ω3 = ~ω1 + ~ω2
~k3 = ~k1 + ~k2
(2.13)
The angular frequency of the photon is represented by ω and k represents the wave vector.
In a collinear geometry, the frequency-matching and phase-matching conditions may be
rewritten according to Equation 2.14.
ω3 = ω1 + ω2
ω3n3 = ω1n1 + ω2n2
(2.14)
74
The frequency matching conditions arise because of the dispersive nature of all materials,
and thus the three waves travel at different velocities which correspond to their refractive
indexes, n. Second harmonic generation is a degenerate case of three waving mixing, when
ω1 = ω2 = ω. This leads to a frequency-matching condition where ω3 = 2ω. However, the
phase-matching condition requires that the index of refraction experienced by ω3 is equal
to that of ω, that is n(2ω) = n(ω).68
A birefringent material, that is, one where incident light experiences a different index
of refraction depending on its polarization, is employed to overcome this apparent limi-
tation.58 Control of the indices of refraction is achieved by appropriate control of beam
polarization and crystal orientation. One particular class of materials of interest are uniax-
ial crystals, which are characterized by an optical axis and frequency dependent ordinary
(o) and extraordinary (e) refractive indexes (n0(ω) and ne(ω)). An ordinary wave experien-
ces an index of refraction n(ω) independent of the relative angle between the wave vector
and the crystal optical axis, that is n(ω) = no(ω). For an e-wave, the index of refraction
ne(ω, θ) depends on the angle between the optical axis of the crystal and the wave vector
according to the relation expressed in Equation 2.15.
1
n2e (ω, θ)
=
sin2(θ)
n2e(ω)
+
cos2(θ)
n2o(ω)
(2.15)
There are two types of uniaxial crystals, negative uniaxial crystals, for which no(ω) > ne(ω),
and positive uniaxial crystals, for which no(ω) < ne(ω). In order to achieve phase-matching,
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the polarization of the wave with frequency 2ω is selected such that its refractive index
is the lower of ne(2ω) and no(2ω). For a negative uniaxial crystal, the phase-matching
condition is achieved with Type-1 three-wave mixing (defined as the higher frequency
photon having orthogonal polarization to one of the lower frequency photons) in a negative
uniaxial crystal, such as barium borate (BBO), requires that the lower frequency photons
are ordinary beams. This is called Type-I o-o-e SHG (with o-o-e designating polarization
for photons with frequency ω1, ω2, ω3, respectively). In a positive uniaxial crystal, Type-I
SHG is achieved with e-e-o polarization (with e-e-o designating polarization for photons
with frequency ω1, ω2, ω3, respectively). For collinear Type I SHG, the final conditions for
phase-matching are summarized below.62
Type-I o-o-e SHG: no(ω) = ne(2ω, θ)
Type-I e-e-o SHG: ne(ω, θ) = no(2ω)
(2.16)
Noncollinear Parametric Amplification
SHG can create light at frequency twice that of the fundamental. However, often neither
the fundamental nor the result of SHG will provide satisfactory excitation of a sample.
Optical parametric amplification is a technique which can be used to generate pump pulses
over a wide range of visible frequencies of light.
In optical parametric amplification (OPA), three wave mixing between a high frequency,
high intensity pump beam (frequency ωp) and a lower frequency, lower intensity signal
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beam (frequency ωs) results in amplification of the signal beam. A third idler beam is also
generated (frequency ωi), satisfying the relationship ωi < ωs < ωp. Like in SHG, energy
and momentum conservation must be maintained.73
~ωp = ~ωs + ~ωi
~kp = ~ks + ~ki
(2.17)
The wave vectors of the pump, signal, and idler, are kp, ks, and ki, respectively. In
noncollinear optical parametric amplification (NOPA), the angle between the direction
of the pump and signal wave vectors is not 0. The vectorial phase-mismatch can be
decomposed into components parallel and perpendicular to ks according to the diagram in
Figure 2.9 and expressed in Equation 2.18.73,74
∆k‖ = 0 = ki cos(Ω) + ks − kp cos(Ψ)
∆k⊥ = 0 = ki sin(Ω)− kp sin(Ψ)
(2.18)
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Figure 2.9: Phase-matching conditions for NOPA. kp: pump wave vector, ks: signal wave
vector, ki: idler wave vector, Optical axis: BBO optical axis, θ: angle between kp and
optical axis, Ψ: angle between kp and ks; Ω: angle between ki and ks.
The noncollinear geometry, coupled with choice of polarization, relative angles between
the pump and signal, and optical axis can be used to achieve the frequency and phase-
matching conditions. Efficient phase-matching occurs with a BBO optical axis cut at 27.3◦,
allowing for generation of a large bandwidth pulse capable of compression to less than 10
fs.50
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Figure 2.10: Schematic of the NOPA. RM: 800 nm dichroic mirror, BS: beam splitter,
RR: retroreflector, WP: half waveplate, P: grid polarizer, L: focusing lens, S: sapphire,
FM: focusing mirror, SHG BBO: BBO for 800 nm to 400 nm SHG, BM: 400 nm dichroic
mirrors, NOPA BBO: BBO cut for NOPA between white light and 400 nm. Red lines
indicate the 810 nm beam path, gray lines indicates the white light beam path, blue lines
indicate the 410 nm beam path, green line depicts the amplified visible output beam.
A schematic of the NOPA employed in this work is shown in Figure 2.10. Input 820
nm p-polarized light is directed into the NOPA and split into the signal and pump using
a beam splitter. The signal transmits through the beam splitter and into a retroreflector
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mounted on a delay stage. The retroreflector can be manually translated in order to adjust
the temporal overlap between the signal and pump beams. After exiting the retroreflector,
the beam passes through a half waveplate and grid polarizer, rotating the polarization to
s, which attenuates the beam. The beam then transmits through a 10 cm focusing lens
and into a sapphire, generating a white light continuum. A parabola is used to collimate
the beam, which is then reflected to a 50 cm spherical mirror. The spherical mirror focuses
the white light into a specially cut BBO crystal (Newlight Photonics) for Type-I NOPA
between visible and 410 nm light. The pump beam reflected off the beam splitter is directed
through a polarizer and a BBO cut for 800 nm to 400 nm SHG (Newlight Photonics). The
pump reflects off two 400 nm dichroic mirrors (BM) before passing through a lens with a
75 cm focal length. The remaining two mirrors are used to align the pump beam with the
signal in the NOPA BBO. The focus of the pump is intentionally set after the NOPA BBO
to reduce the likelihood of crystal damage and increase pump overlap with the signal. The
NOPA BBO is mounted on a stage that permits the rotation of the crystal relative to the
incident beams, which allows for the phase-matching angle to be tuned.
By adjusting the spatial and temporal overlap of the signal and pump, as well as the
phase-matching angle, the NOPA can be tuned to generate an output with wavelengths
ranging from 470-680 nm. A fused silica window can be placed in either the white light
signal beam path or the pump path to temporally chirp each beam. By placing the win-
dow in the signal beam path, a narrow range of wavelengths will overlap temporally with
the pump, generating a more narrow bandwidth of the amplified light. By chirping the
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pump beam, a broader bandwidth of amplified light will result, as more wavelengths will
temporally overlap with the now chirped pump.
The resulting output of the NOPA is sent through a prism pair set to the Brewster angle
in order to compress the pulse.74 Compression, as measured by cross-correlation between
the 820 nm pulse and output NOPA pulse, typically results in 60 fs pulses.
2.5.3 Probe Generation
Equally important to pump generation in a pump-probe experiment is the generation of
a probe beam. The 820 nm output of the laser is focused into a transparent condensed
medium, such as sapphire or calcium fluoride (CaF2). At sufficiently high input power and
focus, a multitude of nonlinear effects result in the generation of a white-light continuum
with the same polarization as the input pulse. Among the explanations for the continuum
generation include multiphoton excitation, self-phase modulation, and self-steepening of
the pulse as well as avalanche ionization within the optical medium.75–77 The width of the
continuum has been suggested to depend on the band-gap of the optical material. For the
experiments conducted in this thesis, sapphire was chosen as the material for continuum
generation, providing a broad spectrum ranging from approximately 420 nm into the near-
IR region. On occasion, a CaF2 window was employed, generating a broader continuum
extending to approximately 350 nm.77 The CaF2 window is susceptible to laser burn-in and
degradation, and must be continually translated so as to avoid these deleterious effects.
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2.5.4 Pump-Probe Setup
A schematic of the pump-probe set up is shown in Figure 2.11. A signal from the regene-
rative amplifier is sent to a chopper wheel (New Focus 3501), which modulates the pump
beem to a repetition rate half that of the laser (500 Hz). The pump and probe beams
are sent down a set of boltholes straight into a retroreflector (PLX, Inc.) on motorized
stages (Newport UTM150PP.1, controller ESP301). The retroreflectors can be translated
forward and backwards by the stage, thereby increasing or decreasing the distance with
which the pump and probe beams travel, and, consequently, when a pulse of light will
reach the sample. Grid polarizers (Edmund Optics) are used to control the polarization of
the light. A half waveplate is placed prior to the polarizers, allowing for the intensity of
light selected by the polarizer to be modulated. If the pump is generated via SHG (400
nm light), dichroics are employed in place of the remaining three flat mirrors to remove
excess 800 nm light from the laser line. A white light continuum is obtained by focusing
the 800 nm light into either a sapphire crystal or CaF2 window. A parabolic mirror is
then positioned so that it collimates the incident white light. Both pump and probe beams
are directed to a final parabolic mirror, which focuses and spatially overlaps both beams
at the sample. After the sample, the pump beam is blocked to prevent stray scattered
radiation from reflecting across any other optics. The probe beam is collimated with a
lens. From here, it can be directed onto a diode (Thorlabs DET210) via a flip-up mirror,
which can then be recorded with either a lock-in amplifier (Stanford Research Systems
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SR830), or a low noise current preamplifier (Stanford Research Systems SR570). A band
pass filter is placed in front of the diode to select for features at specific wavelengths.78
For full frequency experiments, the probe beam is instead focused into a monochromator
(Princeton Instruments SP2150, 150 g/mm grating) and detected with a 256 pixel silicon
diode array (Hammamatsu, visible, 450-950 nm: S3901-25Q Si array with C7884-20 dri-
ver). The signal from the array is read out by a National Instruments data acquisition
system (DAQ board NI: PCI-6132, conncetor block NI BNC-2110). The wavelength axis
is calibrated using a series of calibrated band pass filters. To account for temporal chirp of
the probe continuum induced by the solvent, cuvette, or sample substrate, the cross-phase
modulation was measured at earlier times and fitted to the Sellmeier equations, allowing
for the creation of a chirp-curve.
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Figure 2.11: Schematic of the pump probe set up. Solid black angled lines depict flat
mirrors, dashed black angled lines depict flip up mirrors, solid black curved lines depict
parabolic mirrors. The pump beam path is depicted by the blue line, while the probe beam
path is depicted by the red line. The dashed red line indicates the probe beam path when
referenced photodetection methods were employed. C: chopper wheel, RR: retroreflector,
WP: wave plate, P: polarizer, L: lens, S: sapphire, D: diode, M: monochromator, A: diode
array.
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Referenced Photodetection
Organic thin film samples are often particularly sensitive to high laser fluence, which results
in nonlinear decay pathways such as exciton annihilation.46,79 To mitigate this, low pump
beam powers are desirable. However, the transient signal is proportional to the amount
of light absorbed, and consequently the incident pump fluence. The Hammamatsu array
used for full-frequency detection is not sensitive enough to detect transient signals when
the response is very low. A referenced photodetection set up similar to that employed by
Werley et al. was employed when experimental conditions warranted low pump fluences.80
A block diagram of the set up is shown in Figure 2.12.
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Figure 2.12: Block diagram of the referenced photodetection set-up. Medox: Timing
control of regen, DDG: digital delay generator, BS: beam splitter, D1: photodiode 1, D2:
photodiode 2, Preamp: SRS current preamplifier, DAQ Card: data acquisition card, IN1/2:
analog input 1/2 from preamplifiers. Adapted from Werley et al.80
A 30-70 beamsplitter is placed in the probe line, sending 30% of the probe to photodiode
D2 (Thorlabs, DET110) and the remaining 70% through the sample, which is ultimately
directed to photodiode D1 (Thorlabs, DET110). In front of each diode was a matched 10
nm band-pass filter to select for features at specific wavelengths. A neutral density filter
balanced the intensity of light incident upon each diode in the absence of the pump pulse.
Each photodiode detects the laser signal and converts that signal to a time-dependent
voltage which is amplified by a current preamplifier (SRS570, Stanford Research Systems).
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The analog signal from the preamplifier is sent to DAQ card, where it is digitized.
The digital delay generator (DG535, Stanford Research Systems) provided the sample
clock for the DAQ and the chopper controller. A TTL signal from the timing box of the
regenerative amplifier (Medox) was sent to the digital delay generator (DDG) to synchro-
nize it with the laser output. The timing of the DDG was set such that the rising edge of
the output square wave coincided with the peak voltage of the preamp signal. The signal
from the DDG was also used to control the chopper, which served as the trigger.
Ion
Ioff
=
(
D1on
D1off
)(
D2off
D2on
)
(2.19)
where D1on and D1off are the signals recorded by D1 in the presence and absence of
the pump, respectively, and D2on and D2off are the analogous quantities for D2. By
referencing the signal to one another, temporal fluctuations in the white-light intensity can
be canceled out, leading to a greater signal-to-noise ratio. The resulting ratio in Equation
2.19 can be used in Equation 2.12 to calculate changes in optical density. This results in
an ability to detect transient signals at excitation densities on the order of 10−4 times that
achievable via full-frequency detection using the photodiode array. It also permits much
more rapid acquisition of single color decay dynamics, which is useful for samples subject
to laser-induced photodegradation as it minimizes total exposure time.
A modified version of this set up can be employed for transient anisotropy measure-
ments. In such an experiment, the beamsplitter before the sample is removed. After the
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sample, a Wollaston prism is placed in the probe beam path, which separates the horizon-
tal and vertically polarized light. The transmitted light of each polarization is directed
to separate balanced diodes with matched bandpass filters. The polarization of the pump
beam is set to 45◦ relative to that of the probe prior to incidence on the sample in order to
interact equally with both polarization directions. The anisotropy r(t) can be calculated
from the following equation
r(t) =
I‖(t)−GI⊥(t)
I‖(t) + 2GI⊥(t)
(2.20)
where I‖(t) is the intensity of the transmitted light with parallel polarization, I⊥(t) is the
intensity of the transmitted light with perpendicular polarization, and G is an experimen-
tal correction factor which accounts for differences in detector response to the different
polarizations of light.56,81
Chapter 3
Poly(thienylene)vinylene
Statistical Copolymers: The Role
of Composition on Excited State
Dynamics
3.1 Introduction
Conjugated polymers are a rapidly emerging class of materials which are being increasingly
investigated for applications in organic field effect transistors, light emitting diodes, and
photovoltaics.82,83 Many conjugated polymers are solution processable, which provides
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an attractive and cost-effective manufacturing route for a number of applications.84 A
tandem polymer solar cell was recently created, with efficiencies exceeding for 8.6%.85
One successful synthetic approach towards more efficient polymer solar cells has been the
use of polymers with lower optical band gaps consisting of alternating electron rich and
electron poor repeat units (sometimes referred to as donor-acceptor architecture).86,87 In
these ”push-pull” polymers, hybridization between the HOMO of the donor and the LUMO
of the acceptor results in a reduced band gap.88,89 The push-pull nature of these polymers
has been documented to facilitate intrachain electron transfer.90
To that end, statistical copolymerization has emerged as a synthetically facile way
to create low band gap materials consisting of structurally and electronically different
monomer units.91,92 This technique also affords the additional advantage of allowing for the
synthesis of non-stoichiometric compositions, as opposed to the traditional 1:1 alternating
donor-acceptor structure.93 Thiophene-benzothiadiazole repeat units have been employed
in a variety of polymer systems to create a vast catalogue of interesting donor/acceptor
conjugated polymers.16,93–97 Poly(thienylene vinylene) devices report low power conversion
efficiencies, often on the order of 1% or less.92,98 Devices consisting of TBTV have been
shown to possess 0.51% power conversion efficiency.99,100
Despite the promising PV performance of DA materials, less attention has been given to
understanding the excited state photophysics of these materials compared to classic ”neat”
polymers such as P3HT and PPV.101 Because the nature of the excitations in these com-
plicated systems are not as well understood, the polymers we are studying can provide a
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model system for understanding the nature of the interactions between donor and acceptor
monomer units. Ultrafast pump-probe spectroscopy provides a means to examine exciton
decay pathways due to both radiative and non-radiative transitions. Use of this technique
will elucidate valuable information about the intramolecular decay processes occurring in
polymers consisting of thienylene vinylene (TV) and thiophene benzothiadiazole thienye-
lene vinylene (TBTV) monomer units. It is especially important to consider what effect
the random organization of donor and acceptor units will have on the nature of the exciton
generated upon light absorption.
3.2 Experimental
3.2.1 PTV Sample Preparation
PTV-TBTV polymers were obtained from the Hillmyer group and used without further
purification. The structures of the polymers are shown in Figure 3.1. For all solution
measurements, the polymers were dissolved in chloroform (Fisher Scientific, HPLC Grade,
99.9%) and degassed with argon. All measurements were collected on the same day the
sample was prepared and no evidence of polymer degradation was observed.
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Figure 3.1: Structure of the monomer units comprising the polymers employed in this
study. a) TBTV, b) C16-TV, c) OC16-TV.
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Polymer MN (kg/mol) PDI Avg. Chain Length
C16 33 2.2 87.2
OC16 4 1.6 11.5
TBTV 7 1.9 5.2
% TBTV C16 Series Run C16-TV Run TBTV
5 10 1.7 28.2 20 1.1
21 6 1.2 14.1 4.8 1.3
37 6 1.4 12.1 2.7 1.6
59 5 1.4 8.4 1.7 2.4
78 6 1.4 8.9 1.3 4.5
% TBTV OC16 Series Run OC16-TV Run TBTV
22 3 1.1 6.8 4.5 1.3
45 4 1.2 7.4 2.2 1.8
77 4 1.2 5.9 1.3 4.3
Table 3.1: Physical description of the polymers employed in this study, including number
average molecular weight (MN ), polydispersity index (PDI), average chain length (number
of monomers) calculated from Equation 3.1, and average sequence length of monomer units
calculated from Equations 3.4, and 3.5.
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Because the monomer units are randomly distributed within a polymer, it is important
to begin by attempting to understand what an average polymer chain might resemble. The
average number of monomer repeat units n in a given polymer chain can be calculated by
Equation 3.1,
n =
MN
PAMA + (1− PA)MB (3.1)
where MN is the number average molecular weight of the polymer chains, PA is the
percentage of monomers of type A in the chain, and MA and MB are the molecular weights
of the monomer repeat units A and B, respectively.102 The polydispersity index (PDI) of
a sample is a measure of the breadth of the distribution of polymer chain lengths. A
monodisperse sample would possess a PDI of 1, while more typical reactions yield PDI
closer to 2. The C16 series generally tends to have greater molecular weights than the
OC16, albeit a broader distribution of polymer chain lengths as suggested by the PDI.
We can also obtain statistical information based upon how many of a given monomer
unit will occur in a row in a given polymer chain (e.g. the number of monomer A in a row
before encountering a monomer of B). The average value of a sequence length of monomer
A, ν is given by
ν¯ = 1 + rA
[A]
[B]
(3.2)
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where rA is the reactivity ratio, [A] is the concentration of A, and [B] is the concen-
tration of monomer B in the feedstock.102 An analogous equation can be constructed for
monomer B
µ¯ = 1 + rB
[B]
[A]
(3.3)
The copolymers employed in these experiments are close to ideal (the radical polymer
chain will react with monomer A or B with equal probability), with rA ≈ rB = 1. We can
thus replace [A] and [B] with their relative percentages to obtain average sequence lengths.
For monomer A, we obtain for the average sequence length ν¯
ν¯ = 1 +
PA
PB
(3.4)
Likewise, for monomer B we obtain the average run length µ¯
µ¯ = 1 +
PB
PA
(3.5)
3.2.2 UV/Vis Absorption and Photoluminescence
Absorption spectra of the polymers were collected using an Olis Cary 14 spectrophoto-
meter. Polymer samples were suspended in chloroform with an absorption maximum of
approximately 0.3 in a 1 cm quartz cuvette.
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A SPEX Fluorolog 1680 0.2 m double spectrometer was used to collect photolumi-
nescence spectra of the polymers at excitation wavelengths of 400 and 600 nm. Samples
possessed an optical density in a 1 cm quartz cuvette of approximately 0.2-0.3 at the exci-
tation wavelength. Coumarin 481 in ethanol was used as the reference dye for excitations
at 400 nm while the dye Nile blue was used for excitation at 600 nm. The absorption of
these references at the excitation wavelength were matched to the absorption of the sample
to within 5%. The quantum yield φi of each of the polymers was calculated according to
the following equation
Φi = Φr
∫
PLi∫
PLr
Ar,λ
Ai,λ
n2i
n2r
(3.6)
where Φr is the quantum yield of a reference,
∫
PLi and
∫
PLr are the integrated pho-
toluminescence intensity of the sample and reference, respectively, Ai,λ and Ar,λ are the
respective value of absorption for the sample and reference at the excitation wavelength λ,
and ni and nr are the refractive indices of the sample and reference solvents, respectively.
3.2.3 Ultrafast Pump Probe
Ultrafast pump probe spectroscopy was performed using a home built Ti-sapphire oscil-
lator, stretcher-compressor, and regenerative amplifier similar in design to one previously
described.70,71 The laser system produced 85 fs pulses at a 1 kHz repetition rate. For the
pump, 800 nm light was passed through a doubling BBO, generating 400 nm light (3.1
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eV). The probe pulse was obtained by focusing 800 nm light into a sapphire, generating a
white-light continuum ranging from 1.7 to 2.8 eV. All experiments were conducted with the
pump polarization set to the magic angle (54.7◦) with respect to the probe polarization to
isolate isotropic exciton dynamics. The pump was focused to a spot size of approximately
100 µm. Upon passing through the sample, the probe beam is collimated and directed
into a Princeton Instruments SP2510i monochromator and detected with a 256 pixel diode
array (Hamamatsu) with a resolution of 2 nm per pixel. The pump beam was mechani-
cally chopped at half the repetition rate of the laser (500 Hz) while the probe beam was
measured for every pulse. ∆OD, the change in optical density, was calculated for each
pulse pair. ∆OD for each time delay between the pump and probe beam was found by
averaging 25000 pulse pairs. Polymer samples were prepared in chloroform at concentra-
tions which yielded an optical density of approximately 0.1 in a 1 mm quartz cuvette at
the pump excitation wavelength of 400 nm. Samples were degassed immediately prior to
data collection and sealed to prevent oxygen in the atmosphere from affecting exciton de-
cay dynamics. The sample solution was flowed through a 1 mm quartz flow cell so as to
prevent the accumulation of any photoproducts that might have formed within the sample
window.
3.2.4 Ultrafast Anisotropy
Ultrafast anisotropy measurements were collected using a similar set up to that of the
ultrafast pump-probe experiments. The pump pulse (400 nm) polarization was set to
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45◦ relative to that of the probe polarization. After passing through the sample, the probe
beam is collimated and passed through a Wollaston prism, separating the perpendicular and
parallel components of the transmitted light. Each of the beams is then directed through
a neutral density filter and then to a photodiode (DET210, Thorlabs) for detection. A
set of matched filters (CVI) was used on each photodiode in order to monitor specific
wavelengths. The neutral density filters were employed in order to match the intensity of
the parallel and perpendicular polarized beams in the absence of any sample.
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3.3 Results and Discussion
3.3.1 Steady State Measurements
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Figure 3.2: Steady-state absorption of C16-TBTV series. Polymers are labeled as percen-
tage of TBTV monomer.
The absorption of the C16-TBTV series is shown in Figure 3.2. The polymer series featu-
res two prominent absorption features that change with increasing TBTV content: a peak
centered at approximately 2 eV that shifts to lower energies and broadens, covering a larger
portion of the solar spectrum, as the TBTV concentration is increased, and a peak centered
at approximately 2.9 eV that grows in with increasing TBTV content. We note that the
spectra of the ratios containing both C16 and TBTV monomers cannot be recreated as a
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linear combination of the two neat polymers, indicative of orbital hybridization/interaction
between the two monomer units. For the 0% and 5% TBTV polymers, there is a slight
splitting of the 2 eV peak. This has previously been attributed to vibronic effects arising
from polymer self-aggregation and folding.103–106 It is also noteworthy that in the 100%
TBTV sample, a shoulder appears at 1.7 eV, suggesting a change in the vibronic struc-
ture not present in any of the other polymers. Cyclic voltammetry measurements place
the HOMO of 100% TBTV approximately 0.1 eV below the HOMO of the other poly-
mers in this series, furthering the assessment of a different electronic environment in this
polymer.92.
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Figure 3.3: Steady-state absorption of OC16-TBTV series. Polymers are labeled as
percentage of TBTV monomer.
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The steady-state absorption of the OC16-TBTV series is shown in Figure 3.3. An
absorption peak attributed to TBTV grows in at approximately 2.9 eV when the TBTV
content is increased, similar to that of the C16-TBTV series, however, the peak centered
at approximately 2 eV does not undergo the same shift observed in the C16-TBTV series.
Only the 100% TBTV sample possesses an absorption band shifted from that of the other
polymers.
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Figure 3.4: Steady-state absorption of C16-OC16 series. Polymers are labeled as percen-
tage of OC16 monomer.
Figure 3.4 shows the absorption of several polymers in the C16-OC16 series. The
spectra undergo only a slight shift as OC16 content is increased, and the spectral widths
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remain relatively constant.
Fluorescence measurements were also collected for each of the polymer series. However,
negligible fluorescence was detected for all of the polymer samples except for 100% TBTV.
Measured quantum yields did not exceed 0.02% for any of the polymers, which is within
the error of our detection equipment. These results are largely consistent with previous
measurements of PTV photoluminescence. Emissive PTVs were created by the addition of
electron-withdrawing alkylsulfanyl groups.107
3.3.2 Ultrafast Pump Probe
The full-frequency transient absorption spectra obtained from 400 nm photoexcitation are
shown in Figures 3.5-3.11 below for the indicated polymer. The negative of the steady-
state absorption spectra is overlayed on the transient spectra and plotted as the dashed
black line. The spectra are all similarly featured, each with a negative ground state hole
arising from depopulation of the ground state (which overlaps well with the steady state
absorption), and an excited state absorption most prominent at lower energy wavelengths.
As the TBTV ratio is increased, and the steady-state absorption red-shifted, the overlap
between the excited state absorption and the ground state absorption increases, causing
the ESA to appear to shift to lower energy as the ratio is increased. Most of the transient
signal is gone by 500 ps, indicating the absence of any triplet excitons which are typically
characterized by long-lived, slowly decaying features.
As the probe delay is increased, the transient signals decay uniformly. The shape of
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the transient spectra are relatively time invariant. For each polymer, the ESA decays at
the same rate as the GSH is recovered, suggesting that the kinetics underlying the change
in signal are correlated between the two. This implies a simple physical model: excitation
to an excited electronic state which then decays, directly repopulating the ground state.
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Figure 3.5: Full-frequency pump probe spectra of 0% TBTV upon 3.1 eV photoexcitation.
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Figure 3.6: Full-frequency pump probe spectra of 5% TBTV upon 3.1 eV photoexcitation.
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Figure 3.7: Full-frequency pump probe spectra of 21% TBTV upon 3.1 eV photoexcitation.
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Figure 3.8: Full-frequency pump probe spectra of 37% TBTV upon 3.1 eV photoexcitation.
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Figure 3.9: Full-frequency pump probe spectra of 59% TBTV upon 3.1 eV photoexcitation.
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Figure 3.10: Full-frequency pump probe spectra of 78% TBTV upon 3.1 eV photoexcita-
tion.
105
Energy (eV)
1.5 2 2.5
m
∆
O
D
-2
0
2
4
-3 ps
1 ps
2 ps
5 ps
10 ps
20 ps
50 ps
100 ps
200 ps
500 ps
Figure 3.11: Full-frequency pump probe spectra of 100% TBTV upon 3.1 eV photoexci-
tation.
The decays of the transient absorption features are not well characterized by a single
exponential for any of the polymer ratios except 0% TBTV. In order for the data to be
adequately fit, multiple exponential terms are required, often with 6 or more free fitting
parameters. Models with many terms may obscure information about the system, as
overfitting can decrease the confidence with which one knows any single parameter. An
alternative approach is to fit the data using models with fewer fitting parameters. One such
function that provides adequate fitting to the decays is that of the stretched exponential,
which takes the form given by
S(t) = Ae−(
t
τs
)β (3.7)
for 0 < β ≤ 1.108 In the case of β = 1, S(t) converges to a simple exponential decay,
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with a characteristic lifetime τs. For values of β < 1, the decay is stretched, decaying more
rapidly than a single exponential at t< τs and more slowly than a single exponential at
t> τs.
The stretched exponential has often been used to model relaxation in glasses and po-
lymer dynamics such as rotational diffusion.109–111 It has also been used for describing
luminescence decay in solids and polymers.112–115 Figure 3.12 plots the normalized signal
amplitude from within each polymer excited state absorption, as well as the associated
stretched exponential fit.
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Figure 3.12: The normalized signal amplitude of the ESA feature from each of the C16-
TBTV polymer ratios after 400 nm photoexcitation. Note that the x-axis changes from a
linear scale to a logarithmic scale at 10 ps. Stretched exponential fits are shown as solid
lines of the same color as the data points.
The 0% TBTV sample decays quickly, and by 10 ps nearly all of the signal has decayed.
As the ratio of TBTV is increased, the transient feature decays at a slower rate, with the
78% TBTV sample possessing the slowest apparent decay. The 100% TBTV sample breaks
this trend, appearing to decay at a rate similar to that of 21% TBTV.
To quantitatively compare the decay rates between the different ratios, an average
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lifetime can be calculated using the fit parameters from Equation 3.7.
<τ>=
τs
β
Γ(
1
β
) (3.8)
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Figure 3.13: A plot of <τ> vs percent TBTV for the C16-TBTV polymer series upon
400 nm photoexcitation.
Figure 3.13 depicts the value of <τ> obtained for each polymer ratio of C16-TBTV.
The value of <τ> from the fits to the GSH recovery are shown as blue circles, and the
value of <τ> from the fits to the ESA are shown as the red squares. The error bars in
the above plot are obtained by generating a distribution of <τ> using a random, normal
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distribution of parameters τs and β constrained by the fitting confidence intervals. The
resulting distrubtion is then fitted by a Gaussian, and the resulting value of σ used as the
error bars. As a result, these error bars are likely to underestimate the confidence for which
the parameter is calculated. The value <τ> calculated from the GSH decay and ESA decay
agree well for each of the polymers, again suggesting a correlated decay pathway. For 0%
TBTV, <τ> of 1.1 ps agrees well with previous literature measurements for the lifetime of
neat PTV in solution.103,116 The trend observed in the transient decays is again reflected
here, with the 78% TBTV polymer possessing the longest <τ> of approximately 34 ps,
and 100% TBTV possessing a <τ> similar to that of 21% TBTV.
There are several interpretations to the physical meaning of a stretched exponen-
tial.117,118 One interpretation considers β to be indicative of the heterogeneity of the sy-
stem, with lower values corresponding to a more heterogeneous systems, consisting of a
broad distribution of decay rates. In other words, the stretched exponential decay is a su-
perposition of many single exponential decays. For a transient signal modeled by Equation
3.7, there is some distribution of exciton lifetime τ , given by ρ(τ), for which S(t) can also
be expressed
S(t) ∝
∫ ∞
0
ρ(τ)e−(
t
τ
)dτ =
∫ ∞
0
g(k)e−ktdk (3.9)
where k=1/τ . In order to understand our system, knowledge of ρ(τ) (or rather g(k))
110
is desired. ρ(τ) is related to g(k) by the expression
ρ(τ) =
1
τ2
g(k) (3.10)
The 1/τ2 term is a dominant feature in ρ(τ), which has the effect of masking any
graphical distinctions that may be observed by comparing ρ(τ) from the different polymer
ratios. It is more instructive to consider the distribution in terms of the decay rate, k, for
which the distribution assumes a more conventional shape.
The Laplace transform of a function f(t) is defined as
L{f(t)} =
∫ ∞
0
f(t)e−stdt (3.11)
If we say that an equation F (t) is the Laplace transform of some function f(t), then
the mathematical operation known as the inverse Laplace transform of F (t) yields f(t),
that is
L−1{F (t)} = f(t) (3.12)
By performing an inverse Laplace transform on a stretched exponential given by Equa-
tion 3.7 we obtain the distribution function g(k).
L−1{e−( tτs )β} = g(k) (3.13)
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This provides us with information as to the proportion of polymers within the system
decaying at a given decay rate k. The functional forms of the distribution are only deter-
minable analytically for select values of β, for example, β = 0.5. For other values of β,
numerical methods are necessary.
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Figure 3.14: The distribution function g(k) vs k, scaled to a value of 1 at the most
probable decay rate, for the stretched exponential fits to the C16-TBTV ESA decays.
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Figure 3.15: The distribution function g(k) vs k, scaled to a value of 1 at the most
probable decay rate, for the stretched exponential fits to the C16-TBTV GSH decays.
Figure 3.14 depicts the distributions g(k) for each of the polymer compositions using
the ESA decay fitting parameters. Figure 3.15 depicts the distributions g(k) for each of
the polymer compositions using the GSH fitting parameters. The neat C16 solution (0%
TBTV), is not depicted, as the distribution converges to a delta function centered around
1 ps−1. The distributions are similar when performed for the ESA and GSH fits, as would
be expected due to the correlated nature of the relaxation and recovery processes. We
note that the distributions shift towards a maximum probability at slower decay rates as
the proportion of TBTV increases. The distributions also broaden significantly, a feature
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which is somewhat obscured by the logarithmic scale of Figures 3.14 and 3.15. The 100%
TBTV sample has a peak comparable to 37% TBTV, but the distribution is much broader.
More of the polymers in the system are decaying at faster rates. The broader distribution
of rates is consistent with the polymer size distributions and chain lengths presented in
Table 3.2.1.
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Figure 3.16: A plot of the value of τ correlating to the value of k for which the corre-
sponding distribution function g(k) achieves a maximum. The bars depict the values of τ
corresponding to k where g(k) is equal to half of the maximum value. The values for the
distributions corresponding to the GSH fits are plotted as the blue circles, while the values
corresponding to the ESA fits are plotted as the orange squares.
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Note that the axis for k is plotted on a log scale, and that the distributions are actually
asymmetric, with tails skewed towards long decay times (or rather slow decay rates). This
is demonstrated in Figure 3.16. For each polymer ratio, the value of τ corresponding
to the value of k for which g(k) reaches a maximum is plotted as an open circle (GSH
distribution, blue) or open square (ESA distribution, orange). The error bars indicate the
values at which the distribution reaches half of the maximum amplitude.
In the experiments above, photoexcitation occurred at 3.1 eV (400 nm). As seen in
Figures 3.2 and 3.3 the polymer absorption at that wavelength is largely due to increased
TBTV content. If an exciton localized on a TBTV monomer possessed longer average
lifetimes than one localized on a TV monomer, one potential explanation for the increased
lifetimes could then be preferential excitation of excitons localized on the TBTV compo-
nent.
To determine whether this might be the case, pump-probe experiments were also con-
ducted using 2.2 eV (560 nm) pump excitation. This photon energy is within absorption
bands present both in TV and TBTV, and should therefore be less susceptible to prefe-
rential excitation.
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Figure 3.17: Full-frequency pump probe spectra of 0% TBTV upon 2.2 eV photoexcitation.
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Figure 3.18: Full-frequency pump probe spectra of 5% TBTV upon 2.2 eV photoexcitation.
116
Energy (eV)
1.5 2 2.5
m
∆
O
D
-5
0
5 -3 ps
1 ps
2 ps
5 ps
10 ps
20 ps
50 ps
100 ps
200 ps
500 ps
700 ps
Figure 3.19: Full-frequency pump probe spectra of 21% TBTV upon 2.2 eV photoexcita-
tion.
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Figure 3.20: Full-frequency pump probe spectra of 37% TBTV upon 2.2 eV photoexcita-
tion.
117
Energy (eV)
1.5 2 2.5
m
∆
O
D
-5
0
5
10
-3 ps
1 ps
2 ps
5 ps
10 ps
20 ps
50 ps
100 ps
200 ps
500 ps
700 ps
Figure 3.21: Full-frequency pump probe spectra of 59% TBTV upon 2.2 eV photoexcita-
tion.
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Figure 3.22: Full-frequency pump probe spectra of 78% TBTV upon 2.2 eV photoexcita-
tion.
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Figure 3.23: Full-frequency pump probe spectra of 100% TBTV upon 2.2 eV photoexci-
tation.
The transient spectra for the C16-TBTV polymer series excited at 2.2 eV are similar
to those obtained upon 3.1 eV photoexcitation. The recovery of the GSH and decay of
the ESA are again correlated, suggesting a simple decay pathway. The decay of the ESA
feature is also well fitted by a single stretched exponential decay for each of the polymers,
as shown in Figure 3.24.
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Figure 3.24: The normalized signal amplitude of the ESA feature from each of the C16-
TBTV polymer ratios after 560 nm photoexcitation. Note that the x-axis changes from a
linear scale to a logarithmic scale at 10 ps.
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Figure 3.25: A plot of <τ> vs percent TBTV for the C16-TBTV polymer series upon
560 nm photoexcitation.
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Figure 3.26: A comparison plot of <τ> vs percent TBTV for the C16-TBTV polymer
series upon 400 (blue) and 560 nm (green) photoexcitation.
Figure 3.26 compares the measured value of <τ> for each polymer ration upon 400 nm
and 560 nm photoexcitation. The measured values agree well within the estimated error
bounds. If the exciton was localized to a single monomer unit, and the results upon 400
nm excitation only arose because of preferential excitation of longer lived TBTV excitons,
then we would potentially expect shorter lifetimes upon 560 nm excitation. Because the
lifetimes are comparable within error, these results suggest that the increased lifetime
observed is not due to preferential exciton of TBTV chromophores, or at the very least
that the initially generated exciton localizes to the same state within our time resolution
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regardless of whether or not it is excited by 400 nm or 560 nm photons.
By observing how the transition dipole moment rotates as a function of time, we are
provided information with the nature of the exciton relative to the initially generated state.
The polarization anisotropy can be calculated as a function of time from the following
equation.119
r(t) =
I‖(t)−GI⊥(t)
I‖(t) + 2GI⊥(t)
(3.14)
where I‖ is the intensity of the parallel polarized probe beam, I⊥ is the intensity of
the perpendicular polarized probe beam, and G is an experimental correction factor which
accounts for differences in detector response to the different polarizations of light. In the
setup employed in this study, G was experimentally determined to be approximately 1.
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Figure 3.27: Anisotropy r(t) at 560 nm (top) and 632 nm (bottom) for each of the
C16-TBTV polymer ratios.
Figure 3.27 shows the ultrafast anisotropy measurements collected for each of the po-
lymers at 560 nm (top) and 632 nm (bottom) probe wavelengths. We are probing the
intensity of the light that is not absorbed due to the loss of the ground state population.
The anisotropy decays are similar for both probe wavelengths, starting out around the the-
oretical maximum value of 0.4, then decaying with the same initial time constant (∼300
fs) before leveling off. This rapid decay corresponds to strong electronic coupling, which
suggests a Dexter-type energy transfer.120 For polymers at 78% TBTV and below, r(t)
levels out at a value of approximately 0.12; however, the 100% TBTV polymer anisotropy
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levels off at a value of 0.21, nearly twice that of the other polymers. These anisotropies
correspond to a reorientation of the transition dipole moment by 43◦ in the polymers with
0-78% TBTV and 34◦ in neat TBTV.
In poly(3-hexylthiophene) films it was shown that excitons located across multiple
polymer chains within 100 fs.121 The data herein suggest that energy redistribution occurs
on sub-picosecond timescales, and that no appreciable change in the absorption dipole
occurs over the next 20 ps of the exciton lifetime. It is conceivable that dynamic localization
as a result of structural relaxation of excited segments is responsible for this fast decline.122
These results are also consistent with the conventional view of PTV photoexcitation: direct
excitation into a 1Bu state followed by rapid internal conversion to the lower energy, dark
2Ag state.
103,116 Ikuta et al demonstrated that geometrical relaxation of a free exciton to
a self-trapped state occurs within 100 fs in polydiacetylenes.123
1Bu
2Ag
1Ag
1) excitation
2) internal conversion 
3) non-radiative 
decay
Figure 3.28: Photoexcitation scheme for PTV. Adapted from Musser et al.103
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The exciton localization size is an important factor worth considering. The greater
value r(t) to which the 100% TBTV polymer levels out suggests that the excitons localize
into a state more similar to the initial free exciton than each of the other polymers. We note
that the 100% TBTV polymer chain also consists of fewer monomer units than the other
chains, which could suggest that the exciton size is limited by the polymer chain length.
The exciton is limited in its ability to sample new geometries and sites. This also suggests
an exciton delocalization size of at least 5 monomer units, which is the average chain
length in TBTV. Solution based fluorescence-quenching studies of poly(3-hexylthiophene)
with C60-fullerene covalently attached to the ends of the chain found that the exciton
generated possessed a 7.0 nm intrachain diffusion length, corresponding to roughly 17
thiophene moieties.124
Coupled with the anisotropy results, the change in the excited state lifetime induced
by a increasing the relative TBTV composition appears to largely arise from a decrease in
the non-radiative decay rate from the excited 2Ag state to the 1Ag ground state. Incre-
asing the TBTV content in the polymer chains up to 78% TBTV appears to reduce the
accessibility of rapid vibrational decay pathways, potentially by increasing the planarity
of the polymer and eliminating conjugation breaking defects such as kinks and twists in
the polymer backbone. A combination of changing the charge-transfer characteristic by
adjusting monomer unit composition and the shorter chain length account for the shorter
lifetimes observed in 100% TBTV.
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3.3.3 OC16-TBTV
In order to determine the influence of monomer identity on the measured ultrafast dyna-
mics, experiments were also conducted using a series of ether substituted TV monomers
(OC16-TV). These monomers should provide extra electron density due to the electron
donating ether chain, potentially increasing the relative strength of the donor/acceptor
interaction and enhancing the charge-transfer characteristic of the exciton.
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Figure 3.29: Full-frequency pump probe spectra of 0% TBTV upon 3.1 eV photoexcitation.
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Figure 3.30: Full-frequency pump probe spectra of 22% TBTV upon 3.1 eV photoexcita-
tion.
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Figure 3.31: Full-frequency pump probe spectra of 45% TBTV upon 3.1 eV photoexcita-
tion.
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Figure 3.32: Full-frequency pump probe spectra of 77% TBTV upon 3.1 eV photoexcita-
tion.
The transient absorption spectra for 0-77% TBTV of the OC16 series are presented
in Figures 3.29-3.32. The transient features are similar to that of the C16-TBTV series:
a short lived excited state absorption that decays concurrently with a ground state hole
recovery.
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Figure 3.33: The normalized signal amplitude of the ESA feature from each of the OC16-
TBTV polymer ratios after 400 nm photoexcitation. Note that the x-axis changes from a
linear scale to a logarithmic scale at 10 ps. Stretched exponential fits are shown as solid
lines of the same color as the data points.
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Figure 3.34: A plot of <τ> vs percent TBTV for the OC16-TBTV polymer series upon
400 nm photoexcitation.
The OC16-TBTV polymer series possess shorter lifetimes than the C16-TBTV series
by roughly a factor of two. This shortened lifetime is possibly due to the shorter average
polymer chain length for each of the ratios.
In both C16-TBTV and OC16-TBTV polymer series, the excited state lifetime can
be increased over that of either homopolymer. Interestingly, the maximum lifetime does
not occur at a 1:1 ratio of donor:acceptor, but rather closer to 1:3. These results suggest
that further improvements in the efficiencies of polymer based solar cells may yet still be
achieved through tuning of monomer unit composition. Moreover, this efficiency gains may
131
still manifest themselves via ensemble changes in polymer composition, leading to further
reduction in effective manufacturing costs.
Singlet fission has been observed in thin films of PTVs. Busby et al. demonstrated that
singlet fission with yields of 173% occurring in donor-acceptor polymers in dilute chloroform
solution.125 By using pulsed radiolysis to generate isolated triplet excitons, they were able
to assign transient absorption features to triplet states. The rate of singlet fission was found
to be affected by polymer chain composition. By adjusting the composition, the charge-
transfer character of the initial singlet exciton. They also observed evidence of an internal
conversion process (1Bu to the dark 2Ag) competing with internal conversion on 100 fs
timescales. The singlet fission occurs from the 1Bu state, so the competing decay to 2Ag
can greatly reduce efficiency. The observed lifetimes are on the order of ps, much shorter
than would be expected due to the spin forbidden triplet recombination process. Because
excitons generated from singlet fission are confined to the same polymer chain, triplet-
triplet annihilation to reform a singlet exciton may lead to shorter effective lifetimes. The
shorter 100% TBTV polymer chain length may thus explain the shorter observed lifetimes,
as triplet pairs have fewer sites available to sample, annihilation is more probable.
In the a study on singlet fission in PTVs, excitation in excess of the bandgap was
required for singlet fission, resulting in longer measured lifetimes (and excess ESA assigned
to triplets).103 Because the transient decay rates are unaffected by excitation frequency,
there is not as strong of a case for singlet fission in these polymers. Additionally, analysis of
spectral shapes does not reveal any meaningful differences in excited state absorption due
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to excess photon energy excitation; however, there are several experimental complications
which make such a comparison more difficult. Beam overlap between the pump and probe
pulses may have differed for the different pump excitation frequencies, and differences in
fluence could also change the transient shapes.
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Figure 3.35: A plot of <τ> vs percent TBTV for the C16-OC16 polymer series upon 400
nm photoexcitation.
Polymers consisting of C16-TV and OC16-TV units so no appreciable tunability in
exciton lifetime. The increased lifetime in the C16-TBTV and OC16-TBTV polymer series
lifetimes is thus likely due to the increased charge-transfer character of the exciton.
Chapter 4
Exciton Annihilation in
Subphthalocyanine Thin Films
4.1 Introduction
In recent years, much scientific effort has been exerted in the field of organic optoelectro-
nics, which utilizes an array of organic based materials with custom-tailored properties in
such devices as organic light emitting diodes, field effect transistors, and photovoltaics.20,23
Relating the molecular properties of these materials to parameters regarding device per-
formance has been of great interest to researchers.
Organic photovoltaics have emerged as an alternative to traditional silicon based devi-
ces, and possess a number of advantages such as mechanical flexibility, semi-transparency,
and in some cases solution processability. In OPVs, a photon incident upon the cell is
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absorbed by an organic chromophore, promoting an electron to an excited state and gene-
rating a Coulombically bound electron-hole pair known as an exciton. In order to generate
a current capable of doing work, the attraction between the electron and whole must be
overcome so that free charges may arise. This is typically achieved at an interface between
two different organic materials, where the difference in energy levels between the two mo-
lecules provides the driving force for exciton dissociation and charge transfer. One of the
key factors governing device performance, then, is the process of diffusion of the initially
generated exciton to a heterojunction.
Exciton diffusion lengths in singlet materials have often been measured by means of
fluorescence quenching experiments. In this method, a thin film of the organic material
is prepared with a layer of an exciton quenching material (such as C60 fullerene). Ex-
citons which undergo charge transfer will exhibit quenched fluorescence compared to a
neat film. As the thickness of the organic material of interest is increased, excitons are
statistically more likely to be generated farther from quencher interface and consequently
will not diffuse to that boundary where the fluorescence is quenched before recombination.
Careful modeling can then extract one-dimensional diffusion lengths by means of relating
the quenched fluorescence to the thickness of the organic layer. While this technique pos-
sesses some advantages, it relies on two assumptions: that the material itself possesses
measurable and substantial fluorescence, and that the fluorescence quenching occurs at the
interface. For dark materials, that is, those that decay via predominantly non-radiative
channels, fluorescence quenching is not a feasible means to evaluate diffusion length.
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An alternative method to evaluate exciton diffusion processes has been through the use
of time-dependent exciton annihilation studies by means of pump-probe spectroscopy.45,126–128
When exciton densities are high, typically on the order of 1018 cm−3 or more, excitons
in close proximity may interact in such a way that leads to the recombination of one or
both excitons. For example, two singlet excitons may annihilate, resulting in the decay of
one exited singlet to the ground electronic state via non-radiative channels
S1 + S1 −→ S0 + S1 (4.1)
The rate of exciton annihilation is dependent on two factors: the separation between
excitons and the exciton diffusion rate. More mobile excitons are more likely to sample
regions spatially close to one another, and thus exhibit accelerated annihilation compared
to less mobile excitons. Various models have been developed to describe this behavior and
have been used experimentally with good success.
Previously, Menke et al. reported on the influence of film composition on OPV device
performance for vapor-deposited thin films of SubPc and UGH2.129 The structures of these
molecules are shown in Figure 4.1. Menke et al. observed an increase in device efficiency
from 3.3% in neat SubPc to 4.4% in a 50% dilution of SubPc in UGH2. This was largely
attributed to the dependence of excition diffusion length, LD, on film composition, which
was in part mediated by changing Fo¨rster Radii and mean separation between optically
active SubPc chromophores. To gain further insight into the nature of this tunability, we
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employ pump-probe spectroscopy to characterize the exciton diffusion dynamics of SubPc
in UGH2.
UGH2SubPc
Si Si
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Figure 4.1: Chemical structures of SubPc and UGH2
4.2 Experimental
SubPc was purchased from Sigma-Aldrich and UGH2 was obtained from Lumtec; both were
used without further purification. Quartz substrates were first cleaned by sonication in
tergitol and acetone, before being boiled in an isopropyl alcohol bath. Thin films of SubPc
and SubPc diluted in UGH2 were prepared by vacuum deposition of the materials onto
the cleaned substrates. Materials were deposited at pressures below 10−6 Torr with a total
deposition rate of 0.2 nm s−1. In the mixed films, SubPc and UGH2 were simultaneously
deposited by separate sources. Film thicknesses were verified by spectroscopic ellipsometry.
UV/Vis experiments were conducted using a Cary 14 spectrometer. For temperature
dependent measurements, the sample was placed in recessed cavity inside an aluminum
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block. Two glass windows on either side of the sample permitted light to transmit and
sealed the interior cavity. A thermocouple was placed inside the cavity in order to measure
the temperature. The aluminum assembly was heated with a heating element at a rate of
approximately 0.2 ◦C min−1. The differential spectra were calculated by subtracting the
room temperature spectrum from the spectra collected at higher temperatures. Spectra
were also collected as the sample cooled back to room temperature in order to check for
hysteresis, which was not observed.
Ultrafast pump probe spectroscopy was performed using a home built Ti-sapphire oscil-
lator, stretcher-compressor, and regenerative amplifier similar in design to one previously
described in greater detail.71 A noncollinear optical parametric amplifier was used to ge-
nerate the visible pump beam (with photon energy of 2.36 eV (525 nm)). The probe beam
was generated by focusing 810 nm light into a 2 mm sapphire, creating a white light con-
tinuum. For all experiments reported herein, the pump polarization was set to the magic
angle (54.7◦) with respect to the probe polarization in order to isolate isotropic dynamics.
The pump and probe beams were focused and crossed at the sample with a parabolic mir-
ror. At the intersection of the beams, the pump had a beam waist of approximately 150
µm (full-width half-max) while the probe had a waist of approximately 50 µm (full-width
half-max). After transmitting through the sample, the probe beam was first collimated
and then focused into a monochromator (Princeton Instruments SP2150, 150 g/mm gra-
ting) and then detected using a 256 pixel diode array (Hamamatsu, S3901-256Q Si array
with C7884-20 driver). The full-frequency wavelength axis was calibrated using a series
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of spectrally well-defined band-pass filters. During full-frequency data collection, samples
were placed in a sealed box of nitrogen under pressure greater than the surrounding atmos-
phere in order to minimize the effects of oxidation on the observed kinetics. Additionally,
the substrates were rotated at a rate of approximately 5 Hz to replace the sample volume
between laser shots. All transient spectra were collected at room temperature.
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4.3 Results and Discussion
4.3.1 UV/Vis Absorption Spectra
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Figure 4.2: UV/Vis spectra of representative SubPc thin film samples (blue, film of 100%
SubPc by mass; yellow, film of 27.4% SubPc by mass) normalized to have equal height.
The spectrum in dilute chloroform solution (red) is shown for comparison.
The optical absorption spectra for representative SubPc films are depicted in Figure 4.2.
All thin films all show the same general features typical of phthalocyanines and other
porphyrin-like materials: the Soret band around 4 eV, q-band around 2.15 eV. Structure
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in the Q-band is likely due to x. As the SubPc is diluted in the UGH2 matrix, the absorp-
tion undergoes a relatively linear hypsochromic shift with respect to SubPc concentration,
with the peak shifting approximately 0.1 eV to lower energy from dilute solution to neat
film. The shifting of the absorption maximum with respect to solid state dilution is well
documented and has been attributed to the increased aggregation observed in neat films.
The Q-band broadens as the SubPc concentration is increased, indicative of the relatively
amorphous and disordered nature of the thin films.
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4.3.2 Transient Absorption Spectroscopy
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Figure 4.3: Selected full frequency transients for top: 0.5% SubPc; middle: 27.4% SubPc;
bottom: 100% SubPc. All samples were excited with 525 nm pump light.
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Selected full frequency spectra are shown in Figure 4.3. The spectral shapes are similar
for each concentration of SubPc. Each possesses a negative bleach feature due to loss of
absorption resulting from depopulation of the ground state. Positive excited state absorp-
tion features are prominent in the spectra at probe energies below 2.1 eV and above 2.3
eV. For 0.5% SubPc, very little spectral evolution occurs; the signal decays slowly, and the
shape of the spectrum remains relatively constant throughout the exciton lifetime.
The spectra of 27% SubPc initially appear similar to those of the dilute solution, with
two excited state absorption on either side of a ground state bleach. There appears to
be subtle shifts in the overall shape of the transient spectra, with the low probe energy
transient absorption shifting roughly 0.2 eV by 500 ps.
The spectral changes are most dramatic in the 100% SubPc transients. The GSH feature
shifts to higher energies, with the trough position increasing by approximately 0.05 eV at
500 ps. Additionally, the ESA above 2.4 eV and below 1.9 eV decays nearly completely,
while another narrow absorptive feature grows in at approximately 2.05 eV.
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Figure 4.4: Decays of the transient absorption signal for different concentrations of SubPc
in UGH2. The slices were taken from within the GSH (around 2.15 eV).
Figure 4.4 depicts the normalized intensity from within the GSH for each concentration
of SubPc in UGH2. Ratios above ∼8% SubPc exhibit a similar fast reduction in signal
amplitude prior to 10 ps, after which the signal decay rate begins to diverge, with slower
rates at higher concentrations of SubPc. Only the dynamics of the dilute solution of SubPc
are well characterized by a single exponential fit, with the mixed and neat films requiring
three or four exponential terms at a minimum in order to adequately capture dynamics at
all times. The complicated decay dynamics coupled with shifting spectral features suggest
a complex electronic landscape for the exciton.
Previously, such shifts in spectral features have been attributed to a number of physical
phenomenon, such as oxidized sates or trapping of excitons on aggregate domains. In one
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recent paper, triplet fusion and charge transfer to a metal centered 3(d,d) state was given
as the explanation for similar shifts in full-frequency spectra in a Platinum Octa-ethyl
Porphyrin thin film.130 We will endeavor to demonstrate in the proceeding sections that
the origin of this shifting feature observed in the SubPc films is not purely electronic in
nature, but instead results from a changing vibrational environment experienced by the
chromophores in the thin film. This changing vibrational environment is the direct result of
energy released through non-radiative decay channels, predominantly internal conversion
and exciton-exciton annihilation.
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4.3.3 Temperature Dependent UV/Vis
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Figure 4.5: Temperature dependent UV/Vis spectra of neat SubPc. Inset: the amplitude
of the negative feature vs change in temperature.
Temperature-dependent UV/Vis absorption measurements were made on a neat film of
SubPc. A differential spectrum was calculated by subtracting the spectrum obtained at
room temperature from that of the elevated temperature. Selected difference spectra are
plotted in Figure 4.5. As the film is heated, differential features mimicking those observed
in transient absorption experiments are observed. Additionally, the magnitude of these
differential features are on the order of 1 to 4 m∆O.D., again comparable to the magni-
tude of our pump probe experiments. The amplitude of the negative feature centered at
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approximately 2.1 eV increases linearly with temperature (shown in the inset of Figure
4.5).
Energy (eV)
1.5 2 2.5
m
∆
O
D
-5
-4
-3
-2
-1
0
1
2
3
Thermal (20 °C)
Transient (900 ps)
Figure 4.6: A comparison of the temperature dependent UV/Vis differential spectrum
collected at 20 ◦C and the transient absorption spectra (900 ps probe delay) of neat SubPc.
Figure 4.6 compares the thermal differential spectrum taken at ∆T = 20◦C with the
transient absorption spectra collected at a probe delay of 900 ps. Both spectra are plotted
in real, measured units without relative scaling. There is significant agreement between
the two spectra, both in the positioning of the peaks and troughs as well as the signal
amplitude. As the excitons annihilate and decay via non-radiative pathways, the heat is
deposited into the surrounding SubPc chromophores. SubPc chromophores are promoted
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to vibrationally exicted states within the ground electronic state. Because the distribution
of molecules among vibrational states has been altered, the bulk electronic absorption
undergoes a shift as well. It should also be noted that the thermal contribution is non-zero
throughout most of the range of observed probe energies, making it difficult to select any
particular spot from the transient absorption experiments that could be expected to be
free of the thermal influence.
To evaluate whether or not the apparent temperature increases are reasonable, an upper
bound of the temperature rise in the sample given a specific experimental condition can
be estimated by assuming that all of the energy in the pump pulse is converted to heat.
This is a reasonable assumption in SubPc thin films, as even in the low exciton density
limit the majority of SubPc excitons decay via non-radiative decay channels (neat films of
SubPc possess a photoluminescence quantum yield of only 0.01). Previously determined
exciton diffusion rates for SubPc would suggest that up to 98% of excitons would decay via
annihilation under the experimental conditions employed in this study, further supporting
this hypothesis. An upper bound for the maximum temperature fluctuation that would be
expected can be calculated by the following equation
∆T =
Fα
lcρ
(4.2)
where F is the laser fluence (3.8× 10−4 J m−2), α is the fraction of the incident power
absorbed by the sample (0.206), l is the film thickness (36.21 nm), c is the specific heat
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capacity of SubPc, and ρ is the molecular density (1.624 g cm−3). While the exact heat
capacity of SubPc is not known, similar organic molecules have specific heats on the order
of 500 J mol−1 K−1. Using Equation 4.2 and the values indcated above, we obtain an
approximate estimate of 23 ◦C for the temperature increase in the neat SubPc film.
4.3.4 Annihilation Modeling
Spectral Deconvolution
The presence of the thermally induced change in ground state absorption complicates
interpretation of the full frequency spectra. In order to accurately model exciton population
dynamics, the two components, excitonic and thermal, must be separated. We assume that
for an given delay time t the transient signal S is a linear combination of the excitonic and
thermal components, i.e.
S(t, λ) = e(λ)Ce(t) + t(λ)Ct(t) (4.3)
where e and t represent the frequency dependent portion of the excitonic and thermal
components, respectively, and Ce and Ct represent the time dependent portion of the same.
To model the data, we first need to identify e and t.
For the excitonic component, e can be estimated by using one of the transient spectra
at early delay times ( 200 fs), before any appreciable exciton decay has occurred. The
thermal component is estimated by using a late transient spectra ( 900 ps), where it is
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assumed that annihilation has resulted in the loss of all or nearly all exciton population,
and the excitonic contributions to the transient signal are negligible. Ce and Ct are then
optimized via an iterative least squares process to minimize the residual between the fit
and the raw data.
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Figure 4.7: Deconvolution of the thermal and excitonic signals in neat SubPc full frequency
spectra. Blue: transient collected at 5 ps. Green: Excitonic component. Yellow: Thermal
Component. Red: Optimized fit of the data. Below: The coefficients (arbitrary scaling)
for each portion of the spectrum as a function of probe delay time.
The result of this optimization is shown for the transient spectra of neat SubPc at a
probe delay of 5 ps is shown in Figure 4.7. By optimizing the coefficients C for each probe
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delay, we can obtain a measure that is proportional to the exciton population, and free of
any interference from the changes in ground state absorption due to heating of the film.
Isolating the excitonic signal allows us to accurately capture the exciton dynamics using
an exciton annihilation model.
The resulting coefficients for given probe delay times are depicted in Figure 4.7. Ini-
tially, the full frequency spectra consist almost entirely of the excitonic spectrum. The
growth of the thermal contribution is correlated with the decay of the excitonic contri-
bution, which further corroborates the hypothesis that the signal at long delay times is a
result of the deposition of thermal energy in the film. After about 10 ps, there is relatively
little change in the amplitude of Ct, while Ce continues to trend towards zero.
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delay time for each of the SubPc:UGH2 films.
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The decomposition fitting was performed in mixed SubPc/UGH2 films as well. The
normalized amplitude of the thermal coefficient at each delay time is plotted in Figure 4.8.
In each of these samples, a rise in the magnitude of the thermal coefficient is observed on a
timescale less than 100 ps, similar to that of the electronic decay. This suggests the decay
of the excitonic component is correlated with that of the thermal component, as would be
expected due to the majority of the heat deposition resulting from exciton annihilation.
In the neat SubPc film, the coefficient levels out near one, with only minimal decay over
the course of the first 900 ps. However, as the concentration of SubPc is diluted we
observe an initial rapid rise followed by a subsequent decay of the thermal coefficient, which
then levels out after roughly 150 ps. This is again consistent with our hypothesis of the
thermal influence on the ultrafast spectra. After annihilation, large amounts of vibrational
energy are initially localized on SubPc molecules. However, the excess vibrational energy is
quickly dissipated among neighboring molecules. As the SubPc concentration is diluted, the
chromophore neighbors are increasingly likely to be UGH2. The shifts in the UGH2 spectra
due to increased vibrational energy do not occur in the visible region of the spectrum, and
do not manifest themselves in our detected range. Overall, the magnitude of the thermal
coefficient remains relatively constant after 200 ps due to the much slower diffusion of heat.
Over the nanosecond timescale of the experiment, only a minimal amount of vibrational
energy is dissipated out of the probe beam spot.
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Figure 4.9: Blue, left axis: The contribution of the thermal spectra as a fraction of its
maximum contribution plotted as a function of film composition. Orange, right axis: The
mean separation (nm) between SubPc molecules in the film plotted as a function of film
composition.
Figure 4.9 shows the thermal signal remaining as a fraction of the maximum amplitude
of the thermal coefficient determined during the deconvolution (blue) and the mean mole-
cular separation between SubPc molecules (orange). The thermal signal remaining trends
in the opposite direction as mean separation, indicating that as the spacing between SubPc
molecules increases, a greater percentage of the thermal energy is deposited on neighboring
UGH2 instead.
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Exciton Annihilation Modeling
Exciton annihilation is usually considered as analogous to that of a bimolecular rate equa-
tion and is solved as such.
dn(t)
dt
= −kn− fγ(t)n(t)2 (4.4)
Here n(t) is the exciton density as a function of time, k is the intrinsic decay rate
of the exciton (that is, the unimolecular decay rate which is governed primarily by non-
radiative and radiative decay processes), γ(t) is the rate coefficient of the annihilation
process. The factor f depends on the survival of excitons after the annihilation event.
In the circumstance where both excitons are annihilated, for example, if the event results
in an ionization, f equals 1. If only one exciton remains, then f is equal to 1/2. In this
chapter we assume that only one exciton is lost during a single annihilation event (therefore
f is equal to 1/2).
Exciton annihilation can be described as a diffusion-limited process. To determine
the appropriate physical model, the data was fitted to both a one-dimensional and three-
dimensional diffusion model. When fitted with the one-dimensional model, highly unphysi-
cal diffusion parameters were determined. In contrast, a three-dimensional diffusion model
provided feasible diffusion parameters.
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The functional form of γ(t) for isotropic three-dimensional diffusion is
γ(t) = 8piDRc
(
1 +
Rc
(pi(2Dt)1/2
)
(4.5)
By evaluating Equation 4.4 with γ(t) as defined by Equation 4.5, a time-dependent
functional form for the exciton population can be determined.
n(t) =
n(0)e−kt
1 + 4piDRcn(0)(1−e
−kt)
k + 2pi
√
2D
k R
2
cn(0)erf(
√
kt)
(4.6)
In practice, many of the variables in Equation 4.5 can be determined independently,
and are not set as fitting parameters. n(0) can be determined from the laser fluence and
absorption of light by the sample. k can be independently measured by time correlated
single photon counting techniques. While not precisely known, the annihilation radius can
be reasonably assumed to be on the order of the lattice spacing. Thus, D is the major
parameter optimized during the fitting routine.
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Figure 4.10: Comparison of 1D and 3D annihilation models for neat SubPc.
Figure 4.10 shows the fitting of the electronic coefficient in neat SubPc films using
Equation 4.6. The 3D-Diffusion coefficient is determined to be 2.6 × 10−3 cm2 s−1. Using
the low exciton density lifetime obtained from time correlated single photon counting, the
average diffusion length LD can be obtained from the following equation
LD =
√
6Dτ (4.7)
Using Equation 4.7, we obtain a diffusion length of 11.3 nm in the neat film of SubPc.
This length is consistent with those measured using photoluminescence quenching to de-
termine exciton diffusion lengths in neat films of SubPc.
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4.3.5 Implications for the neglect of the thermal component
In order to evaluate the importance of accounting for the ultrafast growth of the thermally
induced transient signal, the 3D annihilation model was also used to fit raw, unadjusted
transient data. The amplitude of the full frequency component as a function of probe
delay time at various probe energies was fit to this model. The diffusion length was then
calculated from the resulting fit parameters, and is plotted in Figure 4.11.
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Figure 4.11: LD obtained from fitting slices of the transient absorption at the indicated
probe energy to a 3D-Diffusion model. The LD obtained from the spectral deconvolution
analysis is plotted in red for comparison.
The calculated diffusion length exhibits significant dependence on the probe wavelength
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in uncorrected data, ranging from a low of 3.2 nm when probed within the ESA to a high
of 12.5 nm probing within the GSH. The relative growth and decay of the thermal and
electronic signals, respectively, at each wavelength therefore plays considerable influence in
the dynamics observed at any given color. A diffusion length of 11.3 nm is determined from
fitting the coefficients of the electronic component after spectral deconvolution, in relatively
good agreement with previous measurements for the diffusion length in neat films of SubPc
(10.7 nm). It should be noted that there is a narrow range of probe energies (ca. 2.05-
2.15 eV) where the measured diffusion lengths correlate well with those obtained from
alternative measurements. Unsurprisingly, this corresponds to a region of the spectrum
where the thermal contribution happens to intersect zero. It is thus possible that judicious
choice of a probe wavelength might be useful in isolating desired electronic signals from
thermal contributions.
4.3.6 Excitation Density Dependence
One method towards investigating exciton annihilation involves changing the initially ex-
cited population n(t) by reducing pump fluence. Reducing the excitation density will
decrease the rate of exciton annihilation, and thus a slowed decay is expected as fluence
is decreased. At low enough excitation densities, the transient decay can modeled as a
first-order process. Often, attempts are made to escape the exciton annihilation regime by
probing single-color transient signals using lock-in detection or balanced photodetection.
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This allows for many orders of magnitude smaller to be detected, thus permitting a lo-
wering of pump fluence. By lowering pump fluence, lower initial exciton densities can be
achieved using these methods than full frequency detection using a CCD array. However,
this comes at the cost of losing any means to effectively separate thermal contributions to
transient signal from excitonic sources.
Figure 4.12: Decay of transient signal measured at 560 nm for neat film of SubPc as a
function of initial exciton density.
Figure 4.12 shows the excitation density dependence of the transient decay measured
at 560 nm for a neat film of SubPc. As expected, the lowering of pump fluence results in
a slowing of the initial decay from the excited state. However, at long times the decays
at all excitation densities converge to the same value. This suggests that the thermal
contribution is still manifesting itself in the transient signals, even at excitation densities
less than 0.2% of the molecular density.
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4.3.7 Influence of film composition on measured diffusion lengths
The methodology described for deconvoluting the thermal and electronic signals in the
transient absorption spectra of neat SubPc can be employed in the dilute films as well.
Here, however, there are two considerations to make. In diluting the films, the average
number of nearest-neighbor SubPc molecules decreases. Molecules of UGH2 become po-
tential acceptors for the vibrational energy released during exciton annihilation. Thus,
we expect to see decreasing contributions of the thermal component as the proportion of
SubPc in the film decreases, with more of the excess vibrational energy deposited into
UGH2. This will increase the inherent uncertainty for the analyses, as the thermal con-
tribution becomes less distinguishable from the electronic. Second, we must also consider
the validity of the exciton diffusion model at low weight percent SubPc films. At larger
separations between SubPc molecules, efficient energy transfer is hindered. Thus, suffi-
ciently dilute samples may show little to no decay in the transient absorption spectra as
excitons become trapped on isolated SubPc sites. Annihilation may then only occur via
static methods, as opposed to the diffusive model employed within this chapter.
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Figure 4.13: Diffusion Length obtained from annihilation models versus weight percent
SubPc.
The calculated diffusion lengths are presented as a function of SubPc film composition in
Figure 4.13. The relative trends in this plot are comparable to those previously determined
by Menke et al.129 The measured diffusion lengths are fairly reasonable and are within a
factor of two from previous measurements, with the exception of the 2% and 8% film
compositions. It is possible that the exciton annihilation model is no longer valid at
these low chromophore concentrations, with exciton diffusion hindered due to the physical
separation between donor and acceptor. The inadequacy of this model may result in the
ca. 50 nm diffusion length measurements.
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There are clear, measurable trends in the measured diffusion length as a function of
film composition. As the concentration of SubPc in the film is diluted from 100% to 20%,
the diffusion length triples, increasing from approximately 11 nm in the neat film to 33 nm
in the 27% film.
4.4 Conclusions and Implications for Ultrafast Measurements
Consideration of the effects of thermal contributions to ultrafast spectra is not a novel
concept. Friend et al have reported at length the influence of these signatures in thin
films of pentacene.131 However, these effects are typically assumed to be negligible on sub-
nanosecond timescales due to the much longer timescales associated with heat diffusion.
We demonstrate above that the thermal contributions to transient absorption spectra are
indeed non-negligible on these timescales, and failure to account for them may result in
serious misinterpretation of the ultrafast phenomena occurring.
While the influence of thermal contributions to transient spectra has been discussed
here primarily in the context of high exciton densities, and in particular the role of exciton
annihilation, the analysis remains valid for any transient pump probe experiments of solid
state materials where non-radiative decay processes are an important part of exciton decay.
Vibrationally excited chromophores in thin films can give rise to transient signals similar
to that of electronically excited chromophores. The overlap between these signals can
complicate interpretation of pump-probe transients and population dynamics, in particular
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within high exciton density regimes.
After extracting the thermal contributions, the exciton diffusion length could be ex-
tracted as a result of fitting a three-dimensional diffusion-limited annihilation model to the
transient decay signal for each of the film compositions. The trends in diffusion length
match those determined using photoluminescence quenching experiments, which further
establishes the validity of these methods.
Chapter 5
Energy Transfer in Subphthalocya-
nine/Subnaphthalocyanine
Films
5.1 Introduction
Advances in OPV performance have often come at the result of modifying the device
architecture.132–134 One such approach consists of using multiple absorbing layers of dif-
ferent chromophores to generate a cascade architecture.135,136 Depending on the energy
levels of the materials used, a cascade photovoltaic can employ either a charge cascade
or energy-relay cascade architecture. A charge cascade architecture, shown in Figure 5.1,
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employs three or more active layers, each with progressively offset band-gaps, in order to
create multiple heterojunctions within a single device.137–139 The absorption of the mate-
rials is selected such that the donor layer and interlayer combined achieve high spectral
coverage.134 The interlayer simultaneously serves as both a donor and acceptor material.
In an energy-relay cascade structure (Figure 5.1), the energy levels between the two donors
are not sufficiently mismatched to create a heterojunction, and excitons from the donor
with a larger bandgap may be transferred to a donor with a smaller bandgap, which can
then subsequently be dissociated at the donor-acceptor interface.140,141 This advantageous
architecture requires only a single exciton dissociating layer, which can result in improved
efficiencies.142 In a cascade architecture, excitons cannot be transferred from the lower
bandgap donor material to the higher bandgap donor material unless thermally activa-
ted, which serves to help direct exciton migration towards the donor/acceptor interface
and prevent diffusion to the anode.143 While an energy-cascade structure can be employed
in a planar multilayer architecture, the two absorbing donor layers may also be blended
together in a host-guest structure.144
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Figure 5.1: A diagram depicting two types of Cascade PV structures: charge cascade (left)
and energy cascade (right.) Black circles represent electrons, while white circles represent
holes. A dashed black line connecting an electron and hole indicates an exciton. Arrows
depict pathways for excitons and free charges.
Chloroboron (III) subnaphthalocyanine (SubNc) is an analogue of SubPc, possessing
an additional benzene ring structure, and prominent absorption of photons above 700
nm(<1.77 eV) in the near-IR range.145,146 SubNc is known for possessing a robust thermal
stability, and a number of devices have been constructed using SubNc as the donor layer,
in cases demonstrating conversion efficiencies of 4% and higher.147,148 The complemen-
tary absorption of SubNc and SubPc make them promising candidates for energy-cascade
photovoltaic devices. Indeed, the two have been used conjointly to create a device achie-
ving 8.4% power-conversion efficiency, without the use of the ubiquitous fullerene acceptor
material.140
Menke et al. sought to create an efficient energy-cascade device containing a mixed
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SubPc-SubNc host-guest layer. Dilution of SubPc and SubNc in the wide bandgap UGH2
improved device efficiency by optimizing exciton diffusion lengths.129,144 In theory, creating
a single blended layer of both donors would allow the device to take advantage of the
broad combined spectral absorption of the two molecules, employing both the cascade
energy transfer and enhancement of diffusion length by optimizing dilution of the host-
guest system. However, it was determined that exciton diffusion in the SubPc-SubNc
host-guest systems was suppressed compared to diffusion when the chromophores were
diluted in UGH2, and that the enhancements observed in overall device efficiency came
due to improvements in the charge collection efficiency.144
This study will make use of pump-probe spectroscopy and other optical characterization
techniques in order to provide insight as to the mechanism for the suppressed diffusion
lengths in these mixed-film systems.
5.2 Experimental
5.2.1 Sample Preparation
SubPc and SubNc were purchased from Luminescence Technology Corporation and used
as received without further purification. The structures of SubPc and SubNc are shown in
Figure 5.2.
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Figure 5.2: Chemical structures of SubPc and SubNc.
Mixed films were vapor deposited onto 1.5 inch diameter quartz disks by thermal depo-
sition under high vacuum (10−7 Torr) at a nominal rate of 0.2 nm/s. Film thickness l for
each of the ratios was determined by ellipsometry and are presented in Table 5.2.1. The
ratios are given as approximate weight percent SubPc in the film mixture.
Percent SubPc 0% 25% 50% 75% 90% 100%
l (nm) 22.0 20.8 20.2 35.2 44.2 25.3
Table 5.1: Film thicknesses corresponding to each of the SubPc/SubNc mixed films em-
ployed in this study.
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5.2.2 Steady-State Spectroscopy
Absorption measurements were made using an Olis Cary 14 spectrometer as described in
Chapter refinstrumentation. The bare quartz substrate was used for baseline subtraction
measurements.
Photoluminescence measurements were conducted using a SPEX Fluorolog 1680. All
measurements were collected on the same day and with the same detection geometry and
incident light fluence. Samples were excited with 2.48 eV (500 nm) light. Photolumines-
cence was detected in a front-face geometry.
5.2.3 Pump-Probe Spectroscopy
Pump-probe experiments were conducted using the home-built Ti:Sapphire laser system
described in Chapter refinstrumentation, which produced 80 fs 810 nm pulses as measured
by auto-correlation. The pump pulses were generated using the NOPA also described in
Chapter refinstrumentation. Two different excitation frequencies were chosen, 1.98 eV
(625 nm), and 2.36 eV (525 nm), both possessing pulse widths of 75 fs as measured by
cross-correlation with the 820 nm fundamental. The pump was chopped at a rate of 500
Hz, half that of the probe repetition rate. The probe beam was generated by focusing 820
nm light into a 2 mm sapphire, creating a white light continuum. Pump polarization was
set to the magic angle (54.7◦) relative to the probe polarization in order to isolate isotropic
exciton dynamics. Pump powers were typically set to 20-30 µW prior to incidence upon
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the sample.
Thin film samples were placed at the beam focus, where the pump had a beam waist
of approximately 150 µm and the probe had a waist of approximately 50 µm. Films
were rotated at a rate of approximately 5 Hz to replace sample volume between laser
shots. The samples were placed in a box purged under positive pressure of nitrogen to
prevent oxidation of the sample. No evidence of laser-illumination induced degradation
was observed as determined by steady-state absorption measurements conducted before
and after the pump-probe experiments.
5.3 Results and Discussion
5.3.1 Steady State
The absorption spectra of the SubPc/SubNc mixed films are plotted in Figure 5.3. The
spectra have been scaled such that the OD is divided by the total film thickness as presented
in Table 5.2.1.
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Figure 5.3: Absorption spectra of the SubPc/SubNc mixed films, with OD scaled by film
thickness plotted versus photon energy. Each color plot represents the absorption for the
mixed film with the weight percent of SubPc given by the figure legend.
The absorption of SubPc, SubNc, and other porphyrin-like materials have been well
studied. Both SubPc and SubNc possess an intense band in the UV region, around 4
eV, corresponding to S0 → S2 absorption. This feature is referred to as the Soret band
or often the B band.149–151 The Q-band is the lower energy band, peaking at 1.8 eV in
SubNc and 2.1 eV in SubPc, and corresponds to the S0 → S1 absorption. The mixed films
exhibit a broad absorption, efficiently capturing photons over a broader range of the visible
and near-IR portion of the electromagnetic spectrum than either molecules alone. Upon
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mixing, the film absorption undergoes a hypsochromic shift, with the SubPc Q-band peak
moving approximately 0.04 eV. This shift arises from a well-known solid-state solvation
effect.152–154
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Figure 5.4: Scaled photoluminescence spectrum of SubPc/SubNc thin films upon excita-
tion by 2.48 eV light.
For photoluminescence measurements, films were excited with 2.48 eV light, on the hig-
her energy shoulder of the SubPc absorption feature but corresponding to a spectral region
with relative low SubNc absorption. Figure 5.4 depicts the photoluminescence intensity
for each of the film ratios. PL intensity was first scaled by the amount of light absorbed at
the excitation frequency and then normalized relative to the integrated photoluminescence
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area of the neat SubPc film emission. The neat SubPc film (plotted in blue) emits most
strongly at 2 eV, broadly tailing off towards the near-IR. Neat SubNc (shown in red) emits
very weakly, peaking at 1.7 eV, likely a result of the very reduced photon absorption at
2.48 eV compared to SubPc.
The photoluminescence spectrum is dramatically changed upon incorporation of as
little as 10% SubNc (plotted as light blue) into the film mixture. The emission at 2 eV
from SubPc is nearly completely extinguished, replaced with a large peak at 1.7 eV. This
suggests highly efficient energy transfer from SubPc to the SubNc molecules. A similar
trend is observed in the 75% SubPc film, though the intensity of the emission band is
reduced. While the number of potentially emissive SubNc molecules is increased in the 75%
SubNc film, the reduction in absorbing SubPc chromophores means fewer excitons would
ultimately be funneled to SubNc, resulting in reduced emission. This trend in reduced total
energy transfer continues at lower ratios of SubPc, as the absorption efficiency at 2.48 eV
decreases further.
5.3.2 Pump-Probe
In Chapter 4, it was shown that experimental conditions with high excitation densities
resulted in rapid exciton annihilation. This process resulted in the deposition of heat within
molecules in the ground electronic state, producing shifts in ground state absorption that
manifested themselves in pump-probe signals. The same considerations remain valid here.
Exciton annihilation will result in thermal signatures on both timescales and of magnitudes
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comparable to pump-probe experiments. Moreover, the situation in the case of optically
active host and guest material is much more complicated than that of the wide band-gap
host. As the amount of SubPc was diluted in the UGH2 matrix, excess vibrational energy
could be deposited in neighboring UGH2 molecules. The shifts in steady state absorption of
UGH2 were not detected by previous experiments because UGH2 does not absorb strongly
in the visible region of the electromagnetic spectrum. The solid state solvation effect results
in shifting of the SubNc and SubPc absorption, which also manifests in offset transient
features. Pump-probe spectra of the mixed films will therefore have, at a minimum, four
spectral components: excitonic signals from both SubNc and SubPc, as well as thermal
contributions from both.
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Figure 5.5: Selected full-frequency pump-probe spectra upon 2.36 eV photoexcitation.
Top: 90% SubPc. Middle: 50% SubPc. Bottom: 0% SubPc. Each color trace depicts the
pump-probe spectrum collected at the probe delay time indicated by the legend.
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Mixed films of SubNc and SubPc were excited at both 1.98 eV and 2.36 eV, the former
photon expected to predominantly generate excitons on SubNc and the latter on SubPc. In
practice, direct photo-excitation of both molecules occurred at both pump energies. Figure
5.5 depicts the full-frequency pump-probe spectra upon 2.36 eV photoexcitation for three
of the film compositions. The spectral shapes and general features are for the most part
unaffected by choice of pump frequency. The spectra consist of two main negative features:
the ground state hole (GSH) of SubNc, peaking at approximately 1.75 eV, and the GSH of
SubPc, peaking at 2.1 eV. The relative strength of these two features depends on the relative
concentrations of SubNc to SubPc within the film which exist in an excited state (either
electronically excited as an exciton or thermally excited as a hot ground state). The spectra
also possess several ESA bands, one arising from predominantly SubNc contributions at
probe energies below 1.6 eV and a SubPc ESA above 2.3 eV. In the neat SubNc film
(0% SubPc), small contributions to the ESA at 2.3-2.5 eV are also observed. The SubNc
spectra features appear to undergo a less pronounced shift as probe delay time is increased
compared to the SubPc spectral features. This could imply more efficient thermalization of
excess heat released in exciton-exciton annihilation, with heat rapidly diffusing out of the
probe beam waist, or it could imply that the temperature dependence of the steady-state
absorption spectrum is markedly less in SubNc than in SubPc.
In order to compare the excited state processes occurring within the films, the amplitude
of the SubNc and SubPc GSH features are monitored as a function of probe delay time.
The decays of these features are plotted in Figures 5.6 through 5.9.
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Figure 5.6: SubNc feature transient decay upon excitation by 2.36 eV light. Each circle
color depicts a different film, described in the legend as weight percent SubPc.
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Figure 5.7: SubNc feature transient decay upon excitation by 1.98 eV light. Each circle
color depicts a different film, described in the legend as weight percent SubPc.
In the 0% SubPc film, containing only SubNc, 70-80% of the initial signal intensity
has decayed within the first 10 ps. This is in contrast with the relatively long lifetime
observed for SubNc in dilute solution.155 This fast decay is consistent with exciton-exciton
annihilation.45,156 As the concentration of SubNc in the film is decreased, the decay of the
SubNc signal is slowed. This differs from the general behavior of SubPc when diluted in
UGH2 as reported in Chapter 4, in which the apparent decay accelerated before slowing
down. In SubPc, this was attributable to the growth of the thermal component in each film
composition. There are two possible explanations for the behavior observed here. First, the
SubNc signal decay may be slowed as excitons transfer from SubPc to SubNc, providing an
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additional generation of GSH. The second potential explanation could be that annihilation
of excitons on SubNc occurs at a reduced rate due to decreased exciton diffusion. The
reduction in exciton mobility coupled with lower SubNc concentrations would result in
reduced exciton annihilation, and consequently longer-lived transient features.
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Figure 5.8: SubPc feature transient decay upon excitation by 2.36 eV light. Each circle
color depicts a different film, described in the legend as weight percent SubPc.
When excited by 2.36 eV pump photons, the SubPc signal in the mixed films undergoes
a rapid initial decay, and then a much slower decay after approximately 3 ps. As the weight
percentage of SubPc is decreased, the initial signal is reduced more rapidly, suggesting that
additional decay pathways from the excited state become present. One such potential decay
pathway includes energy transfer from SubPc to SubNc. At longer delay times, the ratio
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of the SubPc signal to that of the initially generated signal converges to approximately 0.4
for each of the film compositions. This suggests that vibrational energy is thermalized over
the SubPc molecules, even after electronic energy transfer.
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Figure 5.9: SubPc feature transient decay upon excitation by 1.98 eV light. Each circle
color depicts a different film, described in the legend as weight percent SubPc.
Upon 1.98 eV photoexcitation, the dynamics of the SubPc signal paint a different
picture. At high concentrations of SubPc (>50%), a significant amount of direct excitation
of SubPc is responsible for the initial transient signal. Exciton annihilation and energy
transfer to SubNc, coupled with a growth of a thermal contribution, result in similar decay
profiles. At 50% SubPc and below, the decays begin to diverge, leveling out and in the case
of 25% SubPc, even increasing in signal amplitude. At these ratios, a substantial portion of
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the incident light is absorbed by SubNc, and direct excitation of SubPc molecules is limited.
Because the energy gap between SubNc and SubPc is sufficiently large, excitons generated
on SubNc cannot migrate to SubPc via energy transfer. The increase in SubPc signal
must therefore be thermal in nature, a result of vibrational energy from SubNc exciton
annihilation thermalizing over SubPc molecules. When excited by 2.36 eV, substantial
exciton population is still generated on the SubPc molecules, even at low concentrations.
The steady state absorption spectra of SubNc and SubPc overlap significantly between
2.05-2.25 eV. Additionally, solid-state solvation effects cause the absorption features to
shift when mixed films are prepared. The thermal contribution for each individual com-
ponent cannot be readily determined simply by temperature dependent measurements of
the steady-state absorption of the mixed films due to this overlap. Moreover, temperature
dependent steady-state spectra assume a uniform distribution of heat throughout both
molecules within the film, a condition not guaranteed on ultrafast time scales. As exci-
ton annihilation occurs, energy is released in the form of vibrational energy. This energy
need not be uniformly distributed over the constituent molecules at any given point. For
example, if photoexcitation generates excitons on SubPc molecules, the vibrational energy
might be immediately released upon exciton annihilation, to be absorbed by the other
SubPc molecule involved in the annihilation process. At this point, the contribution to
the thermal signature in SubPc would exist, whereas it would not yet exist for SubNc.
As the energy is thermalized, it may be distributed to neighboring SubNc molecules. In
other words, on ultrafast time scales SubPc and SubNc might not be experiencing the same
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“temperature.” Using one steady-state differential spectrum imposes the restriction that
the amplitude of the SubPc thermal signal is constant relative to the SubNc thermal signal.
The heat from annihilation will eventually thermalize, yielding transient spectra compara-
ble to that of the steady-state temperature differential spectrum, but in the interim time
scales the differential spectrum cannot be used.
Interpretation of the mixed films is therefore limited to probe delay times when thermal
contributions are expected to be small or negligible. Fortuitously, this allows us to examine
energy transfer from SubPc to SubNc in at least one composition of mixed films.
5.3.3 SubPc to SubNc Energy Transfer
The 90% SubPc film provides a meaningful venue for investigating energy transfer from
SubPc to SubNc. The early time dynamics for the rise of the SubNc signal in the 90% SubPc
films were fitted with a single exponential rise convoluted over the instrument response.
The fit was given by the functional form shown in Equation 5.1.
S(t) = C
(
1− e− tτ
)
(5.1)
Figure 5.10 plots the early time rise signal for 2.36 eV excitation (blue circles) and 1.98
eV excitation (red circles). An instrumental response is shown as the dashed green line.
The signal continues to grow in outside of the excitation pulse width, suggesting that the
additional growth in signal intensity is due to energy transfer from SubPc to SubNc.
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Figure 5.10: Early time rise dynamics of SubNc signal in 90% SubPc film. The signals
are plotted as the negative of the measured signal and scaled to a maximum value of 1.
Blue: 2.36 eV pump. Red: 1.98 eV pump. The green dashed line indicates the temporal
profile of the pump.
Values of 960±20 fs and 950±20 fs were obtained for τ for the 2.36 eV and 1.98 eV
photoexcitation signals, respectively. These values agree very well, though the slightly
faster rise upon 1.98 eV photoexcitation may be explained by a slightly greater amount
of direct photoexcitation of SubNc by the pump beam. To test whether this might be
energy transfer from SubPc, the early time dynamics of the SubPc GSH were fitted with
a single exponential decay. The results of these fits yielded values of τ equal to 970±20 fs
and 900±20 fs for 2.36 eV and 1.98 eV photoexcitation, respectively. While it is inevitable
that exciton annihilation is occurring over this time scale, the similar timescales of the fits
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do suggest a correlated process, and that Fo¨rster energy transfer is a plausible mechanism
explaining the delayed growth of the SubNc feature. Other studies have also reported
Fo¨rster-like energy transfer with time constants on the order of 1-2 ps.157 Interestingly,
the rate of self-Fo¨rster transfer in neat SubPc films has a time constant of approximately
5.3 ps, which is roughly 5 times slower than the rate of energy transfer observed here.129
The greater spectral overlap between SubPc emission and SubNc absorption generates a
larger Fo¨rster Radius, increasing the energy transfer efficiency when compared to neat
SubPc.
In thin films of neat SubPc, the radiative rate of decay has been observed to be 20×106
s−1.129 We can calculate the Fo¨rster Radius R0 for energy transfer from Equation 1.25.38
The distance r between the donor and acceptor can be estimated from the Wigner-Seitz
radii of the two molecules in neat films, 0.47 nm in neat SubPc and 0.53 nm in neat SubNc.
The separation r between the the two is given as the sum of the two radii, 1 nm. Using 1/950
fs−1 as the Fo¨rster energy transfer rate, and the values previously stated, we obtain for R0
a value of 6.1 nm. This is in good agreement with the value for R0 of 7.5 nm previously
determined for energy transfer from SubPc to SubNc in planar heterojunctions.140
5.3.4 Exciton Annihilation in neat SubNc film
While disentangling the thermal and electronic contributions to the transient signal may
prove intractable for the SubPc/SubNc mixed films, the neat film of SubNc may still be
reasonably separated into electronic and thermal components. Using the method described
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in Chapter subpcchapter, the thermal and excitonic components of the transient spectra
can be deconvoluted. The coefficient of the electronic component at each probe delay time
can be fitted with a 3D-diffusion limited exciton annihilation model, where, as before,
only the diffusion coefficient D is optimized. The excitonic coefficient component and the
resulting fit is shown in Figure 5.11. This results in a 3D-diffusion length L3D of 14.2±1.8
nm. Previous measurements for the diffusion length in neat SubNc thin films yielded an
approximate diffusion length of 11 nm.144
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Figure 5.11: SubNc electronic component fitted by a 3D-diffusion limited annihilation
model.
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5.4 Conclusions
The ultrafast dynamics of mixed SubPc/SubNc films following photoexcitation at 1.98 and
2.36 eV were characterized. In neat SubNc films, the diffusion length was determined
to be 14 nm, agreeing with previous measurements.144 The time constant for Fo¨rster
energy transfer from SubPc to SubNc was determined to be 1 ps. Coupled with the
photoluminescence measurements, this suggests that energy transfer from SubPc to SubNc
is in fact very efficient. The decreased device efficiency observed in the OPVs containing
a single mixed donor layer as compared to those devices employing a cascade architecture
containing multiple donor layers is thus likely due to a reduction in the energy transfer
rate from SubNc to other SubNc molecules in the SubPc/SubNc mixed films. Dilution of
SubNc in SubPc appears to result in a blueshift of the SubNc absorption feature, which
could reduce overlap with SubNc emission, effectively reducing the SubNc self-Fo¨rster
Radius and diminishing further exciton diffusion after the initially highly favorable energy
transfer from SubPc to SubNc. However, the shift is small (<0.02 eV), and the reduction
in exciton diffusion may not entirely be due to reduced R0 in SubNc.
Separating the thermal and electronic contributions in the transient absorption spectra
of mixed films remains an important hurdle to overcome in order to increase understanding
of how the dilution of SubNc in SubPc affects exciton transport, in particular transport
that occurs after the initial energy transfer from SubPc to SubNc. Obtaining temperature
dependent steady-state spectra of SubNc and SubPc diluted in wide band-gap UGH2,
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which does not absorb light strongly in the visible region, may be one avenue towards
obtaining the independent signatures of the thermal signals of SubNc and SubPc to the
transient spectra.
Additionally, exciting with lower photon energy pumps may provide a path to generate
the excitonic component of SubNc alone in the mixed films. At the time of these expe-
riments, the NOPA used to generate the pump beam was limited in the photon energy
it could successfully amplify. This resulted in generation of photons that would directly
photoexcite SubPc, even at 1.98 eV pump energy. Moving to lower frequency photons
would allow for only photoexcitation of SubNc to occur. Because energy transfer from
SubNc to SubPc is not favorable, any SubPc signals that arise would be due to SubNc
exciton annihilation followed by thermal energy transfer, and the initial transient signal
prior to exciton annihilation would be comprised only of the SubNc excitonic component.
This may provide an effective means to reduce the number of signal sources, simplifying
interpretation of transient spectra and allowing a means to probe exciton migration bet-
ween SubNc molecules in the mixed films. Since only SubNc excitons will be generated, it
will allow for completion of the understanding of how exciton transport in SubPc/SubNc
mixed films is impacted after the initial step of energy transfer from SubPc to SubNc.
Chapter 6
Novel Boron Dipyrromethane
Derivative Excited State Dynamics
and Photoluminescence Quenching
6.1 Introduction
Boron dipyrromethane (BODIPY) (IUPAC name 4,4-Difluoro-4-bora-3a,4a-diaza-s-indacene)
based structures form the core of an incredibly diverse and versatile array of molecules,
with applications ranging from laser dyes, electroluminescent films, fluorescent probes, and
of course, light-harvesters.158,159
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Figure 6.1: Chemical structure of the BODIPY core. α position refers to substitutions in
positions 3 and 5, while β position refers to substitutions at positions 1, 2, 6, and 7. The
meso position is indicated by 8.
The structure of BODIPY (Figure 6.1 allows for the creation of a variety of derivatives
with custom-tailored chemical properties. Indeed, BODIPY has even been called “El Do-
rado” of fluorescent tools.160 Early BODIPY based cells achieved efficiencies of 0.5-1.6%,
with more promising recent research resulting in devices with 5.31% overall conversion
efficiency.161–163 Because generation of a charge separated state is a crucial component
for efficient conversion of solar energy into electricity, extensive research efforts have been
focused towards creating molecules and supramolecular assemblies with donor-acceptor
character. A common motif for generating this charge-transfer character has been through
the incorporation of ferrocene into the molecular structure. Various donor-acceptor as-
semblies have been created using ferrocene in such a manner, including systems such as
porphyrins, subphthalocyanines, BODIPYs, and aza-BODIPYs.164–169. In BODIPY sys-
tems, a metal-to-ligand charge transfer band is commonly observed at low energies, <1.7
eV.168,170,171
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This first part of this study will focus on understanding the influence of structural
modifications of the BODIPY core to that of the exhibited excited state dynamics. The se-
cond part of the study, and larger overall focus, will investigate the nature supra-molecular
adducts formed by the complexation of BODIPYs with buckminsterfullerene (C60) in so-
lution. These types of complexes have received increased attention in recent years for their
ability to mimic natural photosynthetic systems with light harvesting antennae.170,172–179
Traditionally, optical techniques such as photoluminescence quenching and transient ab-
sorption spectroscopy have been used to determine the existence of these complexes.180–182
These techniques will be used again here.
Experiments were conducted using BODIPY structures as shown in Figure 6.2.
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Figure 6.2: Chemical structure of the BODIPY and dipyrromethane based compounds
employed in this study.
Series 1 consists of three BODIPYs with phenyl substitutions in the 1 and 7 positions
and ethyl ester substituents in the 2 and 6 possessions. In the α positions (3 and 5),
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the BODIPYs had vinyl-linked pyrenes attached. In order to facilitate the formation of
a charge-transfer state, 1c had one of these pyrenes replaced with a vinyl-linked ferrocene
moiety.
Series 2 consisted of molecules with an aza-dipyrromethane and aza-BODIPY core. In
aza-BODIPYs and aza-dipyrromethanes, a nitrogen atom replaces the carbon in the meso
position. The molecules in this series contain pyrenes directly bound to the core of the
molecule in the β 1,7 positions and either thiophene or ferrocene moieties in the α positions.
Series 3 consists of three separate β-pyrene substituted aza-BODIPYs, each with dif-
ferent substituents in the α positions. 3a posseses phenyl groups, 3b posseses meta-
substituted oxygens on the phenyl rings, which displace the fluorines, bonding with the
chelating boron to form a fused ring system. The final molecule, 3c, possesses para-methoxy
substituted phenyl groups in the α position.
6.2 Experimental
Solutions for all experiments were prepared such that the maximum OD of the BODIPYs
was around 0.1-0.2 in a 1 mm quartz cuvette. This typically resulted in solutions with
approximately 20 µM BODIPY concentration in toluene. For C60 fluorescence quenching
experiments, samples were prepared such that samples would possess the same BODIPY
concentration both with and without the presence of C60. To investigate whether or
not solvent plays a role in complex formation, samples were also prepared in DCM. Due
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to the low solubility of C60 in DCM, stock solutions were first prepared of the desired
BODIPY and C60 in toluene, with proper volumes selected to achieve the desired mole
ratios. The toluene solvent was removed through rotary evaporation, and the dried film
was resuspended in DCM. Samples were sonicated to encourage complete dissolution of
the C60, and UV/vis spectra confirmed the presence of C60 in solution in the appropriate
quantities.
Pump-probe experiments were conducted as described previously throughout these ex-
periments. A NOPA was used to generate 650 nm light for the pump beam, which possessed
a pulse width of 75 fs as measured by cross-correlation techniques. The polarization of the
pump was set to the magic angle (54.7◦) relative to that of the probe polarization in or-
der to isolate anisotropic dynamics. TCSPC experiments were conducted as described in
Chapter 2, with either a 475 nm or 650 nm laser head.
6.3 Results and Discussion
6.3.1 Steady-State Photophysics
The absorption of 1a, 1b, and 1c are shown in Figure 6.3. 1a, consisting of a single pyrene,
peaks at 633 nm. Addition of the second pyrene results in a shift of the absorption band
by nearly 90 nm, to a peak at 722 nm. 1c possesses one peak at approximately 650 nm,
similar to that of 1a. Each of these bands is assigned to an S0 → S1 transition. In 1c,
however, there is an additional absorption band peaking at approximately 728 nm and
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overlapping with the S0 → S1 transition. This low energy broad absorption feature has
often been linked to a charge-transfer exciton induced by the presence of ferrocene. Also
noted is the broad, structured band present at approximately 400 nm, which is assigned
to the S0 → S2 transition. While this band is present in each BODIPY in the series, the
relative strength compared to the main transition band is varied, as well as the individual
band structure.
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Figure 6.3: Steady state UV-Vis spectra of series 1.
The unsubstituted aza-DIPY 2c has a relatively wide S0 → S1 absorption band, peaking
at 644 nm. Upon addition of the ferocene moieties in 2a, this transition becomes obscured
in a broad charge-transfer band, but appears to be blue-shifted to around 550 nm. The
charge-transfer band in 2a is relatively intense, peaking at 690 nm. The unsubstituted
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aza-BODIPY has a narrow absorption feature peaking at 738 nm, which upon addition of
ferrocene moieties in 2b shifts the transition to approximately 640 nm. Coincidentally, the
S0 → S1 absorption band of 2b overlays with that of the unsubstituted dipyrromethane
derivative, 2c. A broad charge-transfer band associated with the ferrocene peaks at 880
nm. In general, the addition of ferrocene to the aza-BODIPY and aza-dipyrromethane
structures appears to shift the S0 → S1 transition to higher energy wavelengths. The
S0 → S2 transition peaks at 345 nm in each of the molecules in this series, and appears to
be relatively unaffected by the presence of the ferrocene moiety.
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Figure 6.4: Steady state UV-Vis spectra of series 2.
In the third series, various substitions were placed on the α position of the aza-BODIPY.
3a, which has phenyl groups in the α position, exhibits an unusually broad ( 200 nm
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FWHM) S0 → S1 transition, peaking at 675 nm. In 3b, an oxygen on the phenyl ortho
position bonds with the boron of the BODIPY core, forming a fused ring structure. This
results in a substantial narrowing of the band, as well as a nearly 90 nm red-shift. 3c
possesses a methoxy group at the para position of the phenyl group. The absorption here
features a similarly narrow S0 → S1 transition, but peaks at a lower wavelength, 714 nm.
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Figure 6.5: Steady state UV-Vis spectra of the series 3.
Fluorescence measurements were also conducted on each of the molecules. The fluo-
rescence quantum yields φf are shown in Table 6.1 and were calculated in reference to
Coumarin 153.183 All of the molecules exhibit relatively low quantum yields, and little
visible fluorescence, a surprising feature not typically characteristic of BODIPY based sy-
stems.158,159 This could suggest that the additional functional groups provide a greater
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number of vibrational relaxation pathways, quickly funneling the exciton away from the
BODIPY core and increasing the rate of nonradiative decay. It is also noteworthy that
the ferrocene substituted aza-BODIPYs exhibit φf an order of magnitude less than that of
their unsubstituted analogs. This suggests that formation of a charge-transfer state which
further extinguishes fluorescence as the ferrocene donates an electron to the aza-BODIPY
and aza-dipyrromethane core.
Molecule Φf Molecule Φf Molecule Φf
1a 0.16 2a 2.5×10−4 3a 6.2×10−3
1b 8.3×10−3 2b 6.1×10−4 3b 7.5×10−3
1c n.a. 2c 2.0×10−3 3c n.a.
2d 0.02
Table 6.1: The fluorescence quantum yields φf of each molecule, measured in reference to
Coumarin 153 and excited at 470 nm.
6.4 Excited State Dynamics
To investigate the excited state dynamics of the BODIPYs, two techniques were used:
time correlated single photon counting and ultrafast pump-probe spectroscopy. If a mole-
cule was sufficiently emissive, then the lifetime was obtained by fitting the TCSPC traces
measured at the peak emission wavelength to a single exponential decay convoluted over
an instrument response. Alternatively, pump-probe spectroscopy was used to monitor the
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excited state lifetimes of these materials, especially if they were not emissive or if the me-
asured lifetimes from TCSPC were comparable to the instrument response. Generally, the
molecules all possessed excited state absorption features (ESA) at wavelengths below 500
nm. The intensity of the ESA feature was monitored as a function of probe delay time,
and then fitted by a single exponential decay, to generally good precision.
Molecule τ Molecule τ Molecule τ
1a∗ 3.4±0.2 ns 2a∗ 1.9±0.4 ns 3a∗ 858±52 ps
1b† 2.41±0.01 ns 2b∗ 1.56±0.05 ns 3b† 1.60±0.02 ns
1c∗ 268±17 ps 2c∗ 44.4±2.1 ps 3c∗ 1.15±0.11 ns
2d† 2.2±0.1 ns
Table 6.2: Table presenting the various excited state lifetimes obtained for the BODIPY
molecules. †Measured with TCSPC. ∗Measured with pump-probe spectroscopy.
In the first series, the mono-pyrene substituted BODIPY 1a possesses the longest ex-
cited state lifetime at 3.4 ns, while further incorporation of a second pyrene in 1b reduces
the lifetime further to 2.4 ns. The addition of pyrene appears to increase available decay
pathways when compared to the pyrene-free analog previously reported, which possessed
a 6 ns lifetime.171 Upon incorporation of the ferrocene moiety, the excited state lifetime
decreases dramatically to 268 ps. Since the transient decays were well fitted by a single
exponential decay, the proposed mechanism for decay in 1c from the excited state is rapid
back electron transfer to the oxidized ferrocene.
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In series 2, incorporation of ferrocene into the molecular structure reduces the life-
time in the aza-BODIPY 2b by approximately 700 ps when compared to the unsubsti-
tuted 2d, again suggesting back electron transfer. Curiously, in the unsubstituted aza-
dipyrromethane 2c, rapid relaxation directly from the excited state occurs with a time-
constant of 44 ps, whereas the ferrocene substituted 2a decays with a time constant of 1.9
ns. Back electron transfer to the ferrocene appears to be the rate measured in 2a. Here,
the addition of the BF2 chelating group in 2d appears to stabilize the excited state relative
to that of 2c.
In series 3, the methoxy-phenyl substituted 3c exhibits a longer lifetime than 3a, which
suggests that the slightly stronger electron-donating nature of the substituents better serve
to stabilize the excited state than unsubstituted phenyl groups. This may enhance the
ability of the exciton to delocalize across the entire molecule, forming a more stable excited
state than that of 3a. The fused ring structure in 3b appears to stabilize the excited state,
resulting in the longest lifetime of the three molecules in this series. Coupled with the
increased quantum yield of 3b over the other molecules, the implied mechanism for the
lifetime increase is a reduction in the vibrationally accessible decay pathways.
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6.5 BODIPY-C60 Complex Formation
6.5.1 Pump-Probe Spectroscopy
Pump probe experiments were collected using a 30 µW pump beam centered at 650 nm.
The polarization of the pump beam was rotated 54.7◦ with respect to the probe beam
polarization. Samples were flowed through a 1 mm quartz flow cell and degassed prior to
data acquisition. The resulting full frequency spectra are presented in Figure 6.6.
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Figure 6.6: Full frequency spectra of 1a for selected time delays. Top: 1:0 1a:C60. Middle:
1:5 1a:C60. Bottom: 1:10 1a:C60.
The pump-probe spectra for all samples are qualitatively very similar, with a small
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excited state absorption below 550 nm, a bleach due to missing ground state absorption
consistent with the steady state UV/vis spectrum, and an excited state absorption above
700 nm. The minimum of the GSH feature shifts to lower energy wavelengths over the first
5-10 ps, likely due to spectral cooling and relaxation within the S1 vibrational manifold.
The transient features persist beyond our current maximum experimental probe delay
time of 2.5 ns. Note that data is omitted where excess 800 nm light from the probe beam
oversaturated the detector.
In order to test for charge transfer from 1a to C60, a quantitative comparison of the de-
cay dynamics is necessary. To do so, the recovery of the ground state bleach was monitored
at 632 nm. If electron transfer from 1a to C60 is occurring, then a slowed recovery might
be observed as the electron can no longer recombine with the hole, instead depending on
back electron transfer from the reduced BODIPY.
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Figure 6.7: A plot of the decay of the GSB feature at 632 nm for solutions of 1a and C60.
Note that the feature amplitude is normalized to a value of 1 at early times. Blue: 1:0
1a:C60. Yellow: 1:5 1a:C60. Red: 1:10 1a:C60.
As seen in Figure 6.7, the observed decay dynamics are virtually identical at each ratio
of 1a to C60. At no point in the exciton lifetime do the decays appear to diverge from one
another. To evaluate the lifetime of 1a, these decays were fit to a single exponential decay
with no vertical offset. The resulting lifetimes are shown below in Table 6.3.
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1a : C60 τ (ns)
1 : 0 3.4± 0.2
1 : 5 3.0± 0.1
1 : 10 3.1± 0.2
Table 6.3: The fitted lifetimes τ obtained for the differing ratios of 1a:C60 and the associ-
ated error bars of the fits at 95% confidence intervals.
Within error, the lifetimes agree well with one another and are not indicative of any
strong influence due to the additional C60. To test whether the degree of complex formation
depended on the nature of the BODIPY structure, pump-probe spectra were also collected
for 2a:C60 and 2b:C60 solutions as well. The intensity of the ESA feature as a function
of probe delay for solutions containing 1a:C60 is plotted versus that of neat 1a in solution
in Figure 6.8, while the analogous plot for 2b is presented in Figure 6.9. As with 1a, the
observed dynamics are indistinguishable upon addition of C60 at 10 times the BODIPY
concentrations. For 2a, the observed lifetimes are 1.9±0.4 ns and 2.1±0.4 ns alone and
in 1:10 ratios with C60, respectively. For 2b, the observed lifetimes are 1.56±0.05 ns and
1.64±0.07 ns alone and in 1:10 ratios with C60, respectively.
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Figure 6.8: A plot of the decay of the ESA feature for 2a. Blue: 1:0 2a:C60. Red: 1:10
2a:C60.
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Figure 6.9: A plot of the decay of the ESA feature for 2b. Blue: 1:0 2b:C60. Red: 1:10
2b:C60.
If the contribution of a BODIPY-C60 complex to the observed transient signal is small,
owing to either a low population of complex or excited state dynamics similar to that of
the uncomplexed BODIPY, it might be masked by the constraints of single-exponential
curve fitting. In order to test the sensitivity of a single-exponential decay model to the
presence of secondary decay pathways, an artificial signal was introduced into the data in
varying quantities according to the expression given in Equation 6.1.
S′(t) = (1−X)S(t) +Xe−t/τe (6.1)
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Here, X is the weighted fraction of the artificial component, S(t) is the intensity normalized
experimentally measured transient decay signal, and τe is a the lifetime of the decay for the
artificial component. The resulting modified signal S′(t) was then fitted by a new single-
exponential decay function. By evaluating the value of τ obtained for the fit of S′(t), we
can examine the influence of both X and τe. Figure 6.10 depicts the resulting analysis for
an artificial component introduced into the 2b transient decay signal.
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Figure 6.10: A plot of the resulting values of τ determined from the analysis of Equation
6.1 vs the fraction of the artificial component in S′(t). The color of each point depicts the
value of τe, and the error bars result from a 95% confidence interval. The dashed-black line
shows the value of the measured lifetime of 2b with no artificial component introduced.
When the artificial component accounts for 5% or less of the total modified signal,
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the measured lifetimes are indistinguishable (within reasonable error bounds) from that
obtained by fitting the signal S(t) alone, regardless of the value of τe. At contributions
above 5%, the value of τe becomes important in distinguishing dynamics.
If the C60 and BODIPY are forming supramolecular complexes, then an accelerated
decay of the BODIPY excited state signal might be expected, as the additional charge
transfer pathways serve to depopulate the excited state. The ground state bleach recovery
might be expected to recover more slowly, as the oxidized dye needs an alternative elec-
tron source, which may come from back electron-transfer from the acceptor or collisional
interactions with other molecules in solution. However, previous results relying on fluores-
cence quenching as proof of complex formation often report nearly quantitative quenching,
suggesting that the concentration of the complex should be much higher than that of the
uncomplexed BODIPY, or at least comparable. D’Souza et al reported efficient (90%)
energy transfer from a BODIPY-porphyrin core to a fullerene.179
The results here are generally indicative that BODIPY-C60 complex formation is not
occurring, however there are a few scenarios where BODIPY-C60 complex formation could
be occurring and remain consistent with our observed dynamics. One option is that the
energy transfer from BODIPY to C60 could occur faster than our instrumental time reso-
lution (within 80 fs of initial excitation), with the remaining signal coming entirely from
uncomplexed BODIPY; however, the signal amplitudes in series of 1a:C60 solutions are
nearly identical under the same experimental conditions (identical pump beam fluences,
208
beam waists, and BODIPY concentrations), which suggests that the number of uncom-
plexed BODIPY molecules is the same between the different solutions in the series, which
would not be true if complex formation occurred. An alternative possibility is that the
excited state decay dynamics of BODIPY-C60 complexes are identical to that of the un-
complexed BODIPY, but this must hold true for several different variations of BODIPY
chemical structure.
6.5.2 Photoluminescence Extinguishing by the Inner-Filter Effect
Ultrafast measurements on solutions of BODIPY and C60 did not provide evidence for
supra-molecular complex formation. Steady-state fluorescence quenching has previously
been employed to determine the efficiency of supra-molecular complex formation.179
It is important to first distinguish between fluorescence quenching, which refers to
physical or chemical interactions which reduce the fluorescence quantum yield of a molecule,
and inner filter effects, which refer to experimental conditions which result in fluorescence
is extinguished. Fluorescence quenching may include a number of fundamental processes
inherent to the system which serve to activate other decay channels for molecules which
absorb light, such as internal conversion, collisional deactivation, and of course, energy
transfer from a luminescent molecule to one that is not luminescent (such as C60). Inner
filter effects serve only to reduce the intensity of luminescence, typically by absorption of
the excitation and emission photons.55
Competitive absorption by the C60 will serve to reduce the observed fluorescence of
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the various BODIPY molecules. The non-negligible absorption of incident excitation light
means that molecules at the back of the cuvette will be exposed to a lower intensity
of light than those at the front, which will serve to reduce the observed fluorescence.
The absorption of excitation light is known as the primary inner filter effect and is a
well-recognized phenomenon.56,184–187 In practice, a number of methods have been used
to address this experimentally.188–191 More typically, a mathematical correction factor is
applied to adjust the observed fluorescence and calculate a corrected fluorescence.192–197
A simplified derivation of the correction factor is replicated here. By definition, the
rate of emission of fluorescence, F , is equal to the product of the quanta of light absorbed
IA and the fluorescence quantum yield, φf . Assuming that absorption of light by the
sample holder is negligible, and neglecting the effects of any reflections, we may write this
expression in terms of the incident light I0 and the light transmitted I through the sample
.
F = IAφf = (I0 − I)φf = I0
(
1− I
I0
)
φf (6.2)
Using Equation refeq:odfrominstrumentation, Equation 6.2 may be recast in terms of the
parameters used for calculating optical density (OD).
F = I0(1− e− ln(10)cl)φf (6.3)
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Here,  is the decadic molar absorption coefficient of the system at the excitation wave-
length, c is the sample concentration, and l is the path length through the cell. Equation
6.3 can be expanded as a Taylor series about the exponent.
F = I0(1− 1 + ln(10)cl − (ln(10)cl)2/2!− (ln(10)cl)3/3! + O((− ln(10)cl)4)φf (6.4)
For dilute solutions, ln(10)cl is small (<0.01), and the higher order terms can be neglected.
This results in Equation 6.5, an expression for F that is linear with OD.
F = I0 ln(10)clφf (6.5)
When samples have a greater concentration, and consequently absorb more of the excita-
tion light, the linear relationship between F and OD is lost, and Equation 6.3 must be
employed instead. The correction factor is used to calculate what the fluorescence would
be if it maintained a linear relationship with the sample OD. The ratio of the corrected
fluorescence Fc to that of the observed fluorescence Fo under conditions of the primary
inner filter effect is given by equation 6.6.
Fc
Fo
=
ln(10)cl
1− e− ln(10)cl =
ln(10)OD(λx)
1− 10−OD(λx) (6.6)
Here, OD(λx) is the optical density over the entire sample cell at the excitation wave-
length λx. There are a few things to note with this correction factor. First, it assumes that
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emission from all fluorophores within the propagation of the beam are detected. Experi-
mentally, this is often not the case, as equipment geometry often serves to mask certain
regions from being excited, and certain regions from being detected. The region coinciding
with fluorophore excitation and subsequent emission that reaches the detector is known
as the interrogation zone. If the size of the interrogation zone is known precisely, a more
accurate correction factor can be calculated using the precise cell dimensions interroga-
ted.55,184,194,198,199.
The secondary inner-filter effect refers to absorption of emitted fluorescence by the
species in solution.55 A similar treatment as above is employed for the absorption of emis-
sion wavelengths, and generally a second correction factor is multiplied by the primary
inner-filter effect fluorescence to create the completely corrected fluorescence.193,200 Ge-
nerally, solutions for the secondary inner-filter effect are presented under the assumption
of right angle fluorescence detection geometry.193–195 Calculating a correction factor for
the secondary inner-filter effect is more cumbersome when fluorescence is collected in a
front-face geometry, where the interrogation zone is not as well-defined. A thorough deri-
vation accounting for the correction of both primary and secondary inner-filter effects by
a quencher for a polychromatic excitation beam is provided by Leese and Wehry, to which
the reader is directed for further reading, though cautioned that Leese and Wehry do make
assumptions of their own regarding the path traveled by the emitted fluorescence within
the sample cell.192 Alternatively, one may use a variation of the correction factor proposed
by Lakowicz, which assumes that the fluorescence intensity detected is proportional to that
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of a fluorophore situated within the center of the cell.56 The photoluminescence from this
fluorophore is assumed to be proportional to the intensity of the attenuated excitation light
along a path length dx to the center of the cell by the absorption of the other chromophores.
The emission from this fluorophore is also attenuated along a path de, again by absorption
of other chromophores. The corrected fluorescence Fc is obtained by multiplication of a
correction factor with the observed fluorescence Fo.
Fc = Fo10
OD(λx)dx/l10OD(λe)de/l (6.7)
Here, OD(λx) and OD(λe) are the measured OD of the entire cell length l at the
excitation wavelength λx and emission wavelength λe, respectively. In a front-face collection
geometry, de may not necessarily equal dx (as it is indicated by Lakowicz), and in the
experimental set-up employed here it is actually longer by a factor of 1/ cos(30◦).
However, in these experiments absorption of emission by C60 is assumed herein to be
negligible due to its relatively weak absorption over the BODIPY emission range, but for a
more rigorous treatment this reabsorption should also be taken into account. As such, the
fluorescence reported herein was corrected using Equation 6.6, though Equation 6.7 has
also been employed with satisfactory results. Any reduction in photoluminescence inten-
sity upon introduction of C60 to the sample could be interpreted as evidence of complex
formation, while identical corrected fluorescence between the neat sample and sample with
C60 would suggest against complex formation.
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Figure 6.11: A plot of the absorption spectra of neat 1a (blue) and 1a:C60 (1:10 ratio, red)
used for PL quenching experiments.
The absorption of neat 1a in solution and 1a:C60 prepared at a 1:10 ratio are plotted
in Figure 6.11. The similar OD between the two samples is evidence of similar BODIPY
concentrations in both samples, while the sharp peak at approximately 350 nm is indicative
of the C60 presence in solution. The absorption spectrum of the 1:10 1a:C60 sample can
be accurately modeled as a sum of the independent absorption spectra of 1a and C60 in
solution, which suggests against spectral changes induced by aggregate formation.
Photoluminescence measurements were collected for each of these samples at two exci-
tation wavelengths, 410 nm (Figure 6.12) and 620 nm (Figure 6.13).
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Figure 6.12: Photoluminescence of 1a upon excitation with 410 nm light. a) Plot depicting
the uncorrected emission from 1:0 1a:C60 (blue) and 1:10 1a:C60 (red). b) Plot depicting
the corrected emission from 1:0 1a:C60 (blue) and 1:10 1a:C60 (red).
When excited at 410 nm, the shape of the emission spectra is similar in both the neat
sample and the solution containing C60 in the uncorrected emission spectra. However,
the total fluorescence area of the 1:10 1a:C60 solution is approximately 90% that of the
neat sample. However, this difference is completely eliminated when the correction from
Equation 6.6 is applied to both samples (Figure 6.12b.).
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Figure 6.13: Photoluminescence of 1a upon excitation with 620 nm light. a) Plot depicting
the uncorrected emission from 1:0 1a:C60 (blue) and 1:10 1a:C60 (red). b) Plot depicting
the corrected emission from 1:0 1a:C60 (blue) and 1:10 1a:C60 (red).
When excited by 620 nm photons, where C60 absorbs only weakly, virtually no change in
photoluminescence intensity is observed upon addition of C60. The integrated photolumi-
nescence area agrees to within 2%, and upon correction that difference is again completely
eliminated. Neither excitation wavelength provides evidence of fluorescence quenching due
to complex formtion with C60, and instead suggests that the observed photoluminescence
reduction is entirely due to an inner filter effect.
To investigate whether or not a charge transfer event or complex formation was medi-
ated by the nature of the solvent, the photoluminescence experiments were repeated using
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a more polar solvent, dichloromethane (DCM). The steady-state absorption spectra of the
two samples in DCM are presented in Figure 6.14. The concentrations of the samples
are comparable to those conducted in the photoluminescence experiments conducted in
toluene.
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Figure 6.14: A plot of the absorption spectra of neat 1a (blue) and 1a:C60 (1:10 ratio, red)
used for PL Quenching experiments in DCM.
The photoluminescence measurements conducted in toluene were repeated in DCM with
near identical experimental conditions. The photoluminescence intensity in DCM appears
to be reduced by approximately a factor of 5 compared to the measurements conducted in
toluene. The raw and corrected fluorescence spectra for 1a and 1a:C60 are plotted for 410
nm photoexcitation (Figure 6.15) and 620 nm photoexcitation (Figure 6.16).
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Figure 6.15: Excitation with 410 nm light in DCM. a) Plot depicting the uncorrected
emission from 1:0 1a:C60 (blue) and 1:10 1a:C60 (red). b) Plot depicting the corrected
emission from 1:0 1a:C60 (blue) and 1:10 1a:C60 (red).
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Figure 6.16: Excitation with 620 nm light in DCM. a) Plot depicting the uncorrected
emission from 1:0 1a:C60 (blue) and 1:10 1a:C60 (red). b) Plot depicting the corrected
emission from 1:0 1a:C60 (blue) and 1:10 1a:C60 (red).
Once again, a slight decrease in the photoluminescence count intensity is observed when
a sample is prepared with C60, consistent with that observed in toluene. Again, upon 410
nm photoexcitation the ratio of the integrated photoluminescence areas of the uncorrected
spectra comes to approximately 90%, a difference which is eliminated upon proper cor-
rection of the emission spectra. A similar effect is observed at 620 nm photoexcitation.
These results indicate that the choice between DCM or toluene as the solvent does not
play a strong role in mediating charge transfer between 1a and C60 in solutions. There
is no evidence to suggest that 1a fluorescence is quenched due to complex formation with
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C60 that would result in charge transfer from 1a to the C60 molecule.
Photoluminescence experiments were also conducted in DCM using BODIPY 1b, which
possessed two pyrene functional groups, which might potentially better serve to enclose the
C60 and promote the formation of a supramolecular complex. Solutions were prepared for
neat 1b and 1b:C60 mixtures in a 1:10 ratio, with both solutions at identical concentrations
of 1b. The UV/vis spectra of both the neat and mixed 1b in a 1 mm cuvette are shown
below in Figure 6.17.
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Figure 6.17: The absorption spectra of neat 1b (blue) and 1b:C60 (1:10 ratio, red) used
for PL Quenching experiments.
Once again, the spectra are very similar and indicative of similar 1b concentrations.
Figures 6.18, 6.20, 6.19 are the measured photoluminescence spectra of 1b and 1b:C60
mixtures excited at 370 nm, 410 nm, and 620 nm, respectively. Portions of the spectra are
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omitted where the harmonic of the excitation light bled through (i.e around 740 nm for
370 nm excitation and 820 nm for 410 nm excitation). In this section, all photolumines-
cence experiments were conducted in a front-face geometry, consistent with the geometry
employed in the 1a samples.
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Figure 6.18: The photoluminescence spectra of neat 1b (blue) and 1:10 1b:C60 (red) upon
370 nm excitation. Spectra were collected in a front face geometry in a 1 mm cuvette.
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Figure 6.19: The photoluminescence spectra of neat 1b (blue) and 1:10 1b:C60 (red) upon
410 nm excitation. Spectra were collected in a front face geometry in a 1 mm cuvette.
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Figure 6.20: The photoluminescence spectra of neat 1b (blue) and 1:10 1b:C60 (red) upon
620 nm excitation. Spectra were collected in a front face geometry in a 1 mm cuvette.
The uncorrected data show a trend of reduced photoluminescence in the 1:10 1b:C60
samples, a difference that is amplified as the photon energy used in excitation is increased.
However, as with 1a, the apparent reduction in photoluminescence is entirely eliminated
once the primary inner-filter effect is taken into consideration.
We have attributed most of the reduction in fluorescence intensity due to absorption
of light by C60. Conducting experiments at a higher optical density and at a right angle
geometry would serve to exacerbate these effects. The same solutions used in the previous
photoluminescence spectra were taken, on the same day, and placed into a 1 cm cuvette.
The absorption spectra are shown below in Figure 6.21. The OD at 700 nm is approximately
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1.5, which is ten times higher than that measured in the 1 mm cuvette.
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Figure 6.21: A plot of the absorption spectra of neat 1b (blue) and 1b:C60 (1:10 ratio, red)
used for PL quenching experiments.
Below approximately 350 nm, the UV/Vis detector does not detect any transmitted
light, manifesting in high ODs indicative of near total absorption of incident light by the
C60. Note again that our concentrations of 1b and C60 are identical to the experiments
conducted in a 1 mm cuvette, and the increased absorption is now due to a longer path
length.
To further illustrate the effects of competitive C60 absorption of incident light, we con-
duct an extreme example. By exciting neat 1b at 329 nm we see photoluminescence of
comparable intensity to exciting at other wavelengths. In the 1:10 1b:C60 mixed sample,
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excitation at 329 nm, where C60 absorption is strongest, reduces the intensity of photolu-
minescence to near 0. These spectra are plotted in Figure 6.22.
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Figure 6.22: A plot of the photoluminescence spectra of neat 1b (blue) and 1:10 1b:C60
(red) upon 329 nm excitation. These measurements were collected in a right angle geometry
in a 1 cm cuvette.
A substantial body of literature has emerged around the concept of self-assembled su-
pramolecular donor/acceptor complexes, including those containing phthalocyanines, BO-
DIPYs, and fullerenes. Many of these studies make use of photoluminescence quenching
experiments to provide evidence of charge-transfer between a luminescent donor and non-
luminescent acceptor, which are assumed to be non-covalently bound.
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In a classic paper, D’Souza et al report on a donor/acceptor supramolecular triad al-
legedly featuring an imidazole-appended fulleropyrolidine non-covalently binding through
metal-ligand coordination with a Zn-porphyrin-BODIPY dyad.179 There, they report flu-
orescence quenching as indicative of electron transfer to the imidazole appended C60. No
mention is made of any corrections which would account of the primary and secondary
inner-filter effects. While our results do not disprove the formation of the self-assembled
supramolecular complexes in other systems, they do suggest that similar reductions in
observed photoluminescence may be attributable to a combination of inner-filter effects,
sample dilution upon titration, and other phenomena unrelated to electron transfer.
6.6 Conclusion
First, a preliminary study of the excited state dynamics of three different series of BO-
DIPYS, aza-BODIPYs, and aza-dipyrromethane derivatives was conducted using TCSPC
and ultrafast pump-probe spectroscopy.
Second, the formation of supra-molecular aggregates via complexation beteween vari-
ous BODIPYs and C60 fullerene was investigated. Pump-probe spectroscopy in the visi-
ble region provided no statistically significant evidence to support the formation of such
complexes. Steady-state fluorescence measurements showed reduced fluorescence intensity
when the solution contained C60, however the reductions were entirely attributable to
inner-filter effects. The fluorescence could artificially be completely extinguished by using
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non-ideal experimental sample conditions: OD>1 and a right-angle detection geometry, ex-
perimental conditions which are commonly employed in literature.179,182 Combined, these
experiments suggest that self-assembled supramolecular complexes are not formed by these
BODIPYs, and provide a strong cautionary warning for proper interpretation of photolu-
minescence quenching experiments when ascribing the mechanism to be supramolecular
complex formation.
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Appendix A
Coding Examples
This appendix contains examples of code used throughout this thesis. MATLAB code is
presented in plain-text.
A.1 Distributions from Inverse Laplace Transform
This section contains the code which was used to generate the rate distribution functions
g(k) in the semiconducting polymers.
%%
xmin=0.0001;
xmax=10;
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taunum=200000;
a=6; ns=20; nd=19;
beta=[0.73 0.46 0.43 0.41 0.44 0.34];
taus=[1.42 1.84 5.89 8.87 16.2 1.54];
figure();
for i=1:length(beta)
[x1,ft1]=INVLAP([’exp(-’ num2str((1/taus(i).^(beta(i)))) ’*s^’...
num2str(beta(i)) ’)’],xmin,xmax,taunum,a,ns,nd);
A{i}=[x1’,ft1’];
temp=A{i};
%temp(:,1)=temp(:,1)./taus(i);
%temp(:,2)=taus(i).*temp(:,2);
m=max(temp(:,2));
temp(:,2)=temp(:,2)/m;
B{i}=temp;
tempplot=plot(temp(:,1),temp(:,2));
set(tempplot,’color’,WhatColor(length(beta)+1,i+1)); hold on;
end
leg=legend(’5’,’21’,’37’,’59’,’78’,’100’,’Location’,’best’);
% INVLAP Numerical Inversion of Laplace Transforms
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function [radt,ft]=INVLAP(Fs,tini,tend,nnt,a,ns,nd);
% Fs is formula for F(s) as a string
% tini, tend are limits of the solution interval
% nnt is total number of time instants
% a, ns, nd are parameters of the method
% if not given, the method uses implicit values a=6, ns=20, nd=19
% it is recommended to preserve a=6
% increasing ns and nd leads to lower error
% an example of function calling
% [t,ft]=INVLAP(’s/(s^2+4*pi^2)’,0,10,1001);
% to plot the graph of results write plot(t,ft), grid on, zoom on
FF=strrep(strrep(strrep(Fs,’*’,’.*’),’/’,’./’),’^’,’.^’);
if nargin==4
a=6; ns=20; nd=19; end; % implicit parameters
radt=linspace(tini,tend,nnt); % time vector
if tini==0 radt=radt(2:1:nnt); end; % t=0 is not allowed
tic % measure the CPU time
for n=1:ns+1+nd % prepare necessary coefficients
alfa(n)=a+(n-1)*pi*j;
beta(n)=-exp(a)*(-1)^n;
end;
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n=1:nd;
bdif=fliplr(cumsum(gamma(nd+1)./gamma(nd+2-n)./gamma(n)))./2^nd;
beta(ns+2:ns+1+nd)=beta(ns+2:ns+1+nd).*bdif;
beta(1)=beta(1)/2;
for kt=1:nnt % cycle for time t
tt=radt(kt);
s=alfa/tt; % complex frequency s
bt=beta/tt;
btF=bt.*eval(FF); % functional value F(s)
ft(kt)=sum(real(btF)); % original f(tt)
end;
toc
263
A.2 Fitting Full Frequency Spectra with Linear Combina-
tion
This section contains the code that performed the spectral deconvolutions on the SubPc
Pump Probe spectra in order to removal the thermal component. The code consists of
three scripts necessary to perform the fitting. The first, ﬄincombmacro.m, loads up the
raw data and input spectra to be used as components for the fits. It is generally the only
script that needs to be edited. The second, ﬄincombopt.m, is the function that actually
runs the optimization for each time point. The third, ﬄincombresid.m, contains the code
for calculating the residual for each step in the optimization.
% Linear combination of full frequency spectra. This macro is used in
% conjuction with the functions fflincombopt and fflincombresid.
%% Start Inputs
% Initial guess for the weighting coefficients.
ig = [2 2];
% Data to be fitted. A typical full frequency data set with time axis in
% first column and wavelength/eV axis in first row.
data = load(’full_frequency_sample_dod.dat’);
264
% Fitting Component file names (include .dat). These files can be either
% 1) two rows (wavelength in first row, dOD in second) or
% 2) full frequency spectra (must be the same number of
% time points as data)
Afilename = ’componentA_spectrum_dod.dat’;
Bfilename = ’componentB_spectrum_dod.dat’;
% Interpolate to data? 1==yes, all else == no;
% CAUTION: This interpolates the component files onto the data file axis.
% You must ensure that the component file energy/wavelength axes range
% encompasses all of the data file energy/wavelength range or else the
% interpolation will not work.
interp_switch = 0;
%% End Inputs
%% Start Code
% Just some bookkeeping, prelim set up. Should be pretty obvious what is
% happening.
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% Gets the number of time points
ntp=length(data(:,1));
%Makes sure x-axis will be in ascending order
data=sortrows(data’,1)’;
%Length of x-axis
ldata=length(data(1,:));
Afile=load(Afilename);
Bfile=load(Bfilename);
Aspeclength=length(Afile(:,1));
Bspeclength=length(Bfile(:,1));
AspecX=[];
BspecX=[];
% Runs through the optimization for each time point in the input file.
for i=2:ntp
inputfile(1,:)=data(1,2:ldata);
inputfile(2,:)=data(i,2:ldata);
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% This code checks if you are using time dependent components (e.g. if
% you are using a separate full frequency set as a fitting
if Aspeclength>2
AspecX(1,:)=Afile(1,2:ldata);
AspecX(2,:)=Afile(i,2:ldata);
else
AspecX=Afile;
end
if Bspeclength>2
BspecX(1,:)=Bfile(1,2:ldata);
BspecX(2,:)=Bfile(i,2:ldata);
else
BspecX=Bfile;
end
% This code will check if you want to interpolate your fitting
% components onto the raw data axis.
if interp_switch == 1
Aspec(1,:)=inputfile(1,:);
Aspec(2,:)=interp1(AspecX(1,:),AspecX(2,:),Aspec(1,:));
Bspec(1,:)=inputfile(1,:);
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Bspec(2,:)=interp1(BspecX(1,:),BspecX(2,:),Bspec(1,:));
else
Aspec=AspecX;
Bspec=BspecX;
end
% This code runs the optimization
[a,b]=fflincombopt(inputfile,ig,Aspec,Bspec);
% Puts the coefficients and residual into an array to be read later.
WeightA(i-1,1)=data(i,1)/1000;
WeightA(i-1,2)=a(1,1);
WeightB(i-1,1)=data(i,1)/1000;
WeightB(i-1,2)=a(1,2);
resid(i-1,1)=data(i,1)/1000;
resid(i-1,2)=b;
end
% Plots up the coefficients as a function of delay time.
scplot(WeightA,WeightB,10,-3);
scplot(resid,10,-3);
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%% fflincombopt
function [igout,residout]=fflincombopt(inputfile,ig,Aspec,Bspec)
optevsfms=1000;
cfitsw=1;
options = optimset(’Display’,’final’,’MaxIter’,...
optevsfms,’MaxFunEvals’,optevsfms,’TolFun’,1e-40,’TolX’,1e-40);
[igout,residout]=fminsearch(@(x)fflincombresid(inputfile,x,0,...
Aspec,Bspec),ig,options);
fflincombresid(inputfile,igout,1,Aspec,Bspec);
%% fflincombresid
%Fitting ultrafast data with two components (initial state A and final
%state B)
function resid=fflincombresid(inputfile,ig,plotswt,Aspec,Bspec);
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%% Start Code
% Normalize fitting components? no=0, yes=1
normswitch = 0; %Just leave this to 0 usually
% Sort rows of input file
inputfile=sortrows(inputfile’,1)’;
% Set up initial guess
Aweight=ig(1);
Bweight=ig(2);
% Normalize spectral components if called for.
Aspectrum=Aspec;
if normswitch == 1
Aspectrum(2,:)=Aspectrum(2,:)/max(abs(Aspectrum(2,:)));
end
Aspectrum=sortrows(Aspectrum’)’;
Bspectrum=Bspec;
if normswitch == 1
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Bspectrum(2,:)=Bspectrum(2,:)/max(abs(Bspectrum(2,:)));
end
Bspectrum=sortrows(Bspectrum’)’;
% Adjust components for fitting by multiplying by coefficient.
AspectrumW=Aspectrum;
AspectrumW(2,:)=Aspectrum(2,:)*Aweight;
BspectrumW=Bspectrum;
BspectrumW(2,:)=Bspectrum(2,:)*Bweight;
% Make total spectrum for fit
totalspectrum(1,:)=AspectrumW(1,:);
totalspectrum(2,:)=AspectrumW(2,:)+BspectrumW(2,:);
% Calculate residual
diff(1,:)=inputfile(1,:);
diff(2,:)=inputfile(2,:)-totalspectrum(2,:);
resid=sum(diff(2,:).^2);
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% Plots up the optimized fit for each time point.
if plotswt==1
figure(); hold on;
plot(inputfile(1,:),inputfile(2,:));
plot(AspectrumW(1,:),AspectrumW(2,:),’:’);
plot(BspectrumW(1,:),BspectrumW(2,:),’:’);
plot(totalspectrum(1,:),totalspectrum(2,:),’--’);
legend(’Raw’,’A Component’,’B Component’, ’Fit’); hold off;
end
end
%% End Code
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A.3 Annihilation Model Fitting
This section contains the code used to fit transient decay data to the 3D-diffusion limi-
ted annihilation model. A similar function is used when fitting transient decay data to
other functional forms, such as 1D-diffusion limited annihilation, single-step Fo¨rster-type
annihilation, and others.
function [f t output] = annihil3Ddiff(datatemp,fitpartemp);
% Inputs
% datatemp should contain time-axis in ps in column 1
% and dOD signal in column 2
X = datatemp(:,1);
Y = datatemp(:,2);
Y = Y./max(Y);
W = 1*ones(size(Y));
ROI = [0.2 900]; % optimization region
%ROI_IDXS = [28 65];
%ROI_IDXS(1,1)=nearestvaluei(X’,ROI(1,1));
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%ROI_IDXS(1,2)=nearestvaluei(X’,ROI(1,2));
ROI_IDXS = find(X>=ROI(1) & X<=ROI(2));
% fitpartemp is an array with the following values
R = fitpartemp(1); % critical annihilation radius
rho = fitpartemp(2); % molecular density
N0 = fitpartemp(3); % initial exciton densitiy
tau = fitpartemp(4); % unimolecular exciton lifetime
n0 = N_0/rho;
exp1 = @(D,c,c2,x) c2+c*exp(-(1./tau)*x)./...
(1+N0*4*pi()*R*(D.*(1E-12*tau))*(1-exp(-(1./tau)*x))+...
N0*2^(1.5)*pi()*(R.^2)*(D.*(1E-12*tau))^(0.5)*...
erf(((1./tau).*x).^(0.5));
exp1_UB = [1 1000 0.5];
exp1_LB = [0 0.5 0.0];
exp1_SP = [2E-3 10 0.1];
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[f t output] = fit(X(ROI_IDXS),Y(ROI_IDXS),...
exp1,...
’Lower’, exp1_LB,...
’Upper’, exp1_UB,...
’StartPoint’, exp1_SP,...
’Weights’,W(ROI_IDXS),...
’DiffMinChange’,1e-40,...
’TolFun’,1e-40,...
’TolX’,1e-40);
% Plot Results
figure
subplot(2,1,1);
hold on;
plot(X,Y,’-o’)
plot(X(ROI_IDXS),exp1(f.D, f.c, f.c2, X(ROI_IDXS)), ’r--’)
title([’D=’ num2str(f.D) ’ c=’ num2str(f.c) ’ c2=’ num2str(f.c2)]);
subplot(2,1,2)
plot(X(ROI_IDXS),Y(ROI_IDXS)-exp1(f.D, f.c, f.c2, X(ROI_IDXS)), ’-o’)
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f
t.rmse
end
