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Re´sume´
Comportement asymptotique des polynoˆmes orthogonaux associe´s a` un
poids ayant un ze´ro fractionnaire sur le cercle. Applications aux valeurs
propres de certaines matrices ale´atoires unitaires
Cet article s’inte´resse aux polynoˆmes orthogonaux ΦN correspondant aux poids de type
(1 − cos θ)αc ou` c est une fonction suffisamment re´gulie`re et α ∈]− 12 , 12 [. On de´crit le
comportement asymptotique des coefficients et de la valeur en 1 de ces polynoˆmes et de
leur de´rive´es lorsque N tend vers l’infini. Ceci nous permet d’obtenir une asymptotique
du noyau de Christofel-Darboux associe´ a` un tel poids et de calculer la loi conjointe
des valeurs propres d’une famille de matrices ale´atoires unitaires. Les de´monstrations
des re´sultats relatifs aux polynoˆmes orthogonaux sont essentiellement base´es sur les
proprie´te´s de l’inverse de la matrice de Toeplitz de symbole f .
Abstract
Asymptotic behavior of orthogonal polynomials on the circle, with res-
pect to a weight having a fractional zero on the torus. Applications to the
eigenvalues of certain unitary random matrices.
This paper is devoted to the orthogonal polynomial on the circle, with respect to a
weight of type f = (1−cos θ)αc where c is a sufficiently smooth function and α ∈]− 12 , 12 [.
We obtain an asymptotic expansion of the coefficients of this polynomial and of Φ
(p)
N (1)
for all integer p. These results allow us to obtain an asymptotic expansion of the as-
sociated Christofel-Darboux kernel, and to compute the distribution of the eigenvalues
of a family of random unitary matrices. The proof of the resuts related with the ortho-
gonal polynomials are essentialy based on the inversion of Toeplitz matrice associated
to the symbol f .
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Il est bien connu qu’une matrice ale´atoire est caracte´rise´e par la loi de probabilite´
de la distribution de ses valeurs propres. Lorsqu’il s’agit d’e´tudier des matrices ale´atoires
unitaires, le cas le plus e´tudie´ est celui de l’ensemble circulaire de Dyson ou` cette densite´
est de la forme, pour une matrice unitaire N ×N (voir [5], [4], [6], [23]) :
PN (θ1, · · · θN ) = cN
∏
1≤j<k≤N
|eiθj − eiθk |2.
Il faut remarquer que dans le cas des matrices ale´atoires unitaires c’est bien suˆr la distibu-
tion des arguments des valeurs propres qu’on e´tudie.
Cet ensemble est conside´re´ comme une bonne repre´sentation des phe´nome`nes physiques qui
ont motive´ initialement l’e´tude des matrices ale´atoires. Il est naturel de chercher a` l’e´tendre
a` un ensemble plus vaste ou` la loi des valeurs propres est de la forme ( voir [14] et [22]) :






|eiθj − eiθk |2, (1)
(ensemble circulaire de Dyson ge´ne´ralise´) ou` f est une fonction positive, inte´grable sur le
tore. Alors que, dans le cas de l’ensemble circulaire de Dyson, la fonction de corre´lation des
arguments des valeurs propres se calcule en fonction des polynoˆmes orthogonaux associe´s
a` la mesure de Haar du tore ([20]), dans le cas de l’ensemble circulaire de Dyson ge´ne´ralise´
cette fonction de corre´lation se calcule au moyen des noyaux de Christoffel-Darboux KN
associe´s aux polynoˆmes orthogonaux unitaires (Φn) ou` 1 ≤ n ≤ N )associe´s au poids f .





































iθ′)− ΦN (eiθ)ΦN (eiθ′)
(1− ei(θ′−θ)) .
Dans le cas unitaire, le lien entre ce noyau et la fonction de corre´lation est rappele´ dans
le cours de la de´monstration. La fonction de corre´lation e´tant de´finie, un des proble`mes
relatifs aux matrices ale´atoires est de de´terminer la distribution des valeurs propres lorsque
l’entier N tend vers l’infini. Ce proble`me se subdivise en fait en deux. D’une part il s’agit de
de´terminer la distribution des arguments de ces valeurs propres sur un intervalle ]ǫ, 2π− ǫ[
avec ǫ > 0 pour les matrices ale´atoires unitaires ou la distribution des valeurs propres elles-
meˆmes dans l’intervalle ]0,+∞[ pour les matrices ale´atoires hermitiennes (voir [21], [22],
[23]). D’autre part on recherche cette distribution au voisinage de ze´ro pour les matrices
ale´atoires unitaires, ou au voisinage de ze´ro ou de plus l’infini pour les matrices ale´atoires
hermitiennes.
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Dans le cas de matrices ale´atoires Hermitiennes Gaussiennes et graˆce a` des re´sultats qui
ont e´te´ obtenus sur les polynoˆmes orthogonaux qui leur sont associe´s (on peut consulter,
par exemple, [1], [3], [11], [15] . . . ), on dispose de nombreux renseignements sur la loi des
valeurs propres “ au bord” du spectre (c’est a` dire les valeurs propres proches de ze´ro ou
tendant vers l’infini).
Dans ce cadre Kuijlaars et Vanlessen [11] e´tudient des matrices ale´atoires Gaussiennes
(hermitiennes) dont la loi des valeurs propres est donne´e par







|xi − xj |2,
ou` wN un poids de la forme wn(x) = |x|2αe−NV (x), pourx ∈ R et V une fonction poten-
tielle qui peut par exemple eˆtre une fonction polynoˆme. Les auteurs de l’article montrent
que la fonction de corre´lation des valeurs propres autour de l’origine est donne´e par un
noyau de la forme
J
α







ou` les fonctions Jα+1/2 et Jα−1/2 sont les fonctions de Bessel usuelles.
Dans le pre´sent article, nous obtenons un re´sultat du meˆme type relativement a` une classe
de matrices ale´atoires unitaires. En fait nous e´tudions les coefficients des polynoˆmes ortho-
gonaux ΦN de degre´ N associe´s au symbole
f(eiθ) = |1− eiθ|2αc(eiθ) (2)
avec c une fonction re´gulie`re sur le tore et α ∈] − 12 , 12 [. En effet nous obtenons dans un
premier temps une expression asymptotique quand N tens vers l’infini des coefficients des
polynoˆmes orthogonaux puis nous en de´duisons la loi des arguments des valeurs propres au
voisinage de l’origine quand N tend vers l’infini.
Nous donnons d’abord (the´ore`mes 1 et 2) l’asymptotique quand N tend vers l’infini des
coefficients des polynoˆmes Φ∗N et ΦN . Pour ce faire nous utilisons des me´thodes base´es






notre e´nonce´ se subdivise en trois parties qui correspondent a` trois zones distinctes de
l’ensemble des indices. Nous donnons d’abord les indices qui correspondent ”aux bords” de









et les indices qui se trouvent ”au coeur” de l’ensemble des indices, ce qui correspond aux




= x avec 0 < x < 1. Ces expressions nous permettent ensuite de
calculer l’asymptotique de Φ
(p)
N (1) et Φ
∗(p)
N (1) (voir les the´ore`mes 1 et 4), pour un entier p
fixe´. Nous pouvons alors calculer une repre´sentation asymptotique du noyau de Christoffel-
Darboux d’ordre N associe´ au symbole θ → |1− eiθ|2αc(eiθ). Si −π < u, v ≤ π et u 6= v, on
a
KN (e
iu/N , eiv/N ) =
N(uv)α
Γ2(α)c1(1)
ρ(α,−u)ρ(α, v) − ρ(α, u)ρ(α,−v)ei(v−u)
i(u− v) + o(N) (3)
3
ou` ρ est une fonction qui sera pre´cise´e plus loin (voir les the´ore`mes 5 et 6), et dont l’ex-
pression est diffe´rente selon que α ∈]− 12 , 0[ ou que α ∈]0, 12 [.
Notons maintenant θN1 , · · · θNN les arguments contenus dans l’intervalle ] − π, π] d’une ma-
trice ale´atoire UN de taille N × N suivant la loi donne´e dans l’e´galite´ (1) avec un poids




les re´sultats pre´ce´dents permettent















ou` F∞ est une fonction de´finie au moyen du de´terminant d’un ope´rateur de Fredholm
de noyau K = limN→+∞
KN
N .














Heuristiquement, cela signifie que lorsque N tend vers l’infini il existe des valeurs propres de
la forme eiθN avec θN = O(
1
N ), mais qu’il n’en existe pas de la forme e
iθ′N avec θ′N = O(
1
Nq )
pour q > 1.
La premie`re partie de nos re´sultats se rapproche en le comple´tant dutravail de Martinez-
Finkelstein, Mac-Laughin et Saff qui dans [13] e´tudient une famille de polynoˆmes orthogo-
naux Φ˜N orthogonaux pour le poids
W (z) = w(z)
m∏
k=1
|z − ak|2βk z ∈ T, (4)
ou` la fonction w est suffisamment re´gulie`re et ou` W ve´rifie les conditions de Szego¨∫
T
W (z)dz > 0 et
∫
T
ln(W (z))dz > −∞. (5)
D ans l’article ([13]) ces auteurs donnent notamment le comportement asymptotique de
ΦN (z) pour z 6= ak 1 ≤ k ≤ m, et e´tudient e´galement les ze´ros des polynoˆmes Φ˜N , leur
principal outil de de´monstration e´tant la me´thode de Riemann-Hilbert.
A la fin de cet article, nous proposons un appendice dans lequel nous donnons des tableaux
de valeurs nume´riques permettant de comparer ΦN (1) et les quantite´s donne´es dans les
the´ore`mes 3 et 4 pour des valeurs de α e´gales a` −0, 275, −0, 150, 0, 025, 0, 1, 0, 225.
2 Notations et de´finitions. Enonce´ des re´sultats
Avant d’e´noncer nos principaux re´sultats, nous introduisons des notations et de´finitions.
2.1 Notations. De´finitions
Etant donne´e f ∈ L1(T) une fonction de´finie sur le cercle unite´, on appelle matrice de















, k ∈ Z (7)
de´signe la suite des coefficients de Fourier de f .
Le lien entre les matrices de Toeplitz et les polynoˆmes orthogonaux est bien connu (voir,















1,1 sont souvent appele´s polynoˆmes pre´dicteurs. Comme le
montre la relation ci dessus, leurs coefficients sont, a` normalisation pre`s, ceux de la premie`re
colonne de la matrice TN (f)
−1. Ce sont d’abord ces coefficients que nous donnons dans les
the´ore`mes 1 et 2.
D’autre part la relation





implique que les coefficients des polynoˆmes orthogonaux correspondent, a` une normalisation
pre`s, aux termes de la dernie`re colonne de la matrice T−1N (f). Nous utiliserons la notation,
pour tout k dans Z
χk : eiθ 7→ χk(θ) = eikθ.
On notera H+ (resp.H−) le sous-espace ferme´ de L
2(T) constitue´ des fonctions u dont les
coefficients de Fourier f̂(k) = 0 quand k < 0 (resp. k ≥ 0). On notera par π± : L2(T) 7→ H±
les projecteurs orthogonaux respectifs.
Nous rappelons la de´finition de l’espace de Beurling. On commence par introduire la notion
de poids de Beurling : une suite (µj)j∈Z est dite poids de Beurling si elle satisfait aux trois
proprie´te´s suivantes 
(i) µj ≥ 1, j ∈ Z
(ii) µj = µ−j, j ∈ Z
(iii) µj+k ≤ µjµk, j, k ∈ Z.
(10)
La classe de Beurling Wµ associe´e au poids µ = (µj) est alors de´finie comme suit
Wµ = {w ∈ L1(T) :
∑
j∈Z
µj | ŵ(j) |<∞}. (11)
Soit f un symbole tel que
f(eiθ) =| 1− eiθ |2α c(eiθ)
ou` c est une fonction suppose´e eˆtre strictement positive sur cercle unite´ et appartenant a`
un espace de Beurling. Nous noterons gα ∈ H+ la fonction analytique dans le disque unite´
ouvert, dite fonction exte´rieure, ve´rifiant
f =| gα |2,
et c1 la fonction de H
+ ve´rifiant
c = c1c¯1
nous noterons par (β
(α)
k ) la suite des coefficients de Fourier de 1/gα, et enfin pour alle´ger
les notations nous supposerons (β
(0)
k ) = 1.
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2.2 Enonce´ des re´sultats.
2.2.1 Polynoˆmes orthogonaux
Nous nous inte´ressons, en premier lieu, au comportement asymptotique de la premie`re
colonne de l’inverse d’une matrice de Toeplitz TN (f). Nous donnons d’ abord un e´nonce´
qui porte sur les coefficients situe´s sur les ” bords ” de la premie`re colonne de l’inverse (voir
[10]).
The´ore`me 1 Soit TN (f) une matrice de Toeplitz dont le symbole f s’e´crit
f =| 1− χ |2α c
ou` α ∈ R, | α |< 12 et ou` la fonction c > 0 est suppose´e appartenir a` une classe de Beurling
Wµ avec µj ≥ 32 pour tout entier j. Pour tout entier naturel k, tel que kN → 0 lorsque















+RN , N →∞ (12)
avec RN = O(
kα+1
N2 ) si 0 < α <
1
2 , et avec RN = O(
k


















), N →∞. (13)
La convergence est uniforme sur tout intervalle [0, [Nǫ]] et sur (N,N − [Nǫ]) pour ǫ assez
petit.
On a d’autre part l’e´nonce´ suivant qui porte sur les e´le´ments du ”coeur” de la premie`re
colonne de l’inverse ([16] et [17])














Le the´ore`me 2 la convergence est uniforme sur tout intervalle [δ1, δ2] pour 0 < δ1 < δ2 < 1.
Avec les hypothe`ses que nous nous sommes donne´es, les termes calcule´s ci-dessus corres-
pondent aux coefficients de Φ∗N . Ceux de ΦN en sont alors de´duits a` partir de la relation
9. Ce sont ces coefficients que nous donnons maintenant.




u le polynoˆme orthogonal associe´ au symbole f =
|1 − χ|2αc. Avec les meˆmes hypothe`ses que pour les the´ore`mes 1 et 2 on a, si k/N → 0














+RN , N →∞
avec RN = O(
kα+1
N2 ) si 0 < α <
1
2 , et avec RN = O(
k
















De plus, si 0 < x < 1 est un re´el donne´, on a alors
β˜[Nx] = Kα(1− x)Nα−1 + o(Nα−1), N →∞ (15)
Comme nous l’avons rappele´ dans l’introduction, le calcul du noyau de Christoffel-Darboux
que nous nous proposons d’effectuer pour obtenir les noyaux annonce´s nous oblige a` de´terminer
avec pre´cision les quantite´s Φ
(p)
N (1) et (Φ
∗
N )
(p) (1) pour tout entier naturel p. C’est ce que
nous faisons dans les the´ore`mes 3 et 4. Il est a` noter que ces re´sultats, bien que donne´s
seulement dans le cas d’une seule singularite´, prolongent les re´sultats de [13], puisque dans
cet article les valeurs prises en les singularite´s par les polynoˆmes orthogonaux sont inacces-
sibles.
The´ore`me 3 Avec les hypothe`ses des the´ore`mes (1) et (2) on obtient












– D’autre part, pour un entier j strictement positif fixe´, dans le cas −12 < α < 0 et pour









xα−1+j(1− x)αdx+ o(Nα+j). (17)
Remarque 1 On peut remarquer que pour un entier j strictement positif et suffisamment
petit devant N toujours avec l’hypothe`se −12 < α < 12 on a en fait
(Φ∗N )
(j) (1) = Nα+j
Γ(α+ j)Γ(α + 1)




On obtient le meˆme genre d’e´nonce´ pour les polynoˆmes orthogonaux.
The´ore`me 4 Avec les hypothe`ses des the´ore`mes 1 et 2 on obtient

























xα−1(1− x)α+jdx+ o(Nα+j). (19)
7
Remarque 2 On peut la` aussi remarquer que pour un entier j strictement positif suffi-
samment petit devant N et toujours avec 12 > α > 0 on a
(ΦN )
(j) (1) = Nα+j
Γ(α)Γ(α + j + 1)




2.2.2 Matrices ale´atoires unitaires.
Soit maintenant UN une matrice ale´atoire unitaire de taille N . Notons θ
N
i 1 ≤ i ≤ N les
arguments des valeurs propres de UN que l’on suppose classe´s dans l’ordre croissant dans
]− π,+π]. On suppose que ces arguments ont pour densite´ de probabilite´






|eiθj − eiθi |2
avec f(eiθ) = |1 − eiθ|2αc1(eiθ) et ou` c1 est dans une classe de Beurling d’indice supe´rieur





de´signe la mesure de Dirac de
support θNi . Dans la suite nous supposerons enfin que u et v sont deux re´els tels que
−π < u ≤ v <≤ π. On a alors les e´nonce´s suivants qui pre´cisent la loi au voisinage de 1
des valeurs propres des matrices ale´atoires unitaires e´tudie´es dans cet article.
































ou` I = [u, v]et ou` K est l’ope´rateur de Fredhom de noyau K avec








– et si θ = θ′,
θ → (−2ℜ (ψ(α, θ)τ(α,−θ)) + |ψ(α, θ)|2) θ2α
Γ2(α)c(1)
.














Le the´ore`me suivant permet d’envisager le cas ou` α est ne´gatif.
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xα−1((1− x)αe−iux − 1)dx+ 1
α
.
























ou` I = [u, v] ou` K˜ est l’ope´rateur de Fredhom de noyau K˜ avec




(eiθψ˜(α,−θ)ψ˜(α, θ′)− ψ˜(α, θ)ψ˜(α,−θ′)eiθ′
i(θ′ − θ) )
)
.
























= det[(Id− K˜)|L2(I)] (23)
The´ore`me 7 Pour tous entiers naturels q et m ve´rifiant q > 1 et N > m ≥ 1 et pour tout
re´el α tel que −12 < α <
1


















3 Preuves des re´sultats
3.1 Preuve des the´ore`mes 1 et 2
Les points i) et ii) du the´ore`me 1 ont e´te´ de´montre´s dans [10]. La preuve est base´e sur
une formule explicite de l’inverse que nous avons obtenue dans un pre´ce´dent travail ([16]















β(α)u FN,α ((k − u)/N)
))











































2m,N (0) est approxime´ par une
inte´grale dont la valeur est α2. En combinant ce re´sultat a` un the´ore`me d’approximation


















Ces re´sultats permettent alors d’obtenir le point i) du the´ore`me. Le point ii) est une
conse´quence de la relation de re´currence de Szego¨ (voir [7]) : pour | z |= 1{





ou` γ¯N = −Φn+1(0) est appele´ coefficient de Verblunsky. L’uniformite´ est une conse´quence
de l’uniformite´ de la formule 25.
Pour le the´ore`me 2, le lecteur se reportera a` [16] ou a` [17].
Dans le calcul pre´ce´dent nous avons de´termine´ le comportement asymptotique du polynoˆme









, on de´duit alors celui de ΦN via l’ope´ration





3.2 Preuve du the´ore`me 3
Au lieu de conside´rer ΦN (e
iθ) nous conside´rons Φ∗N (e
iθ) le polynoˆme pre´dicteur as-
socie´. La relation 9 montre que ΦN (1) = Φ
∗





























































































Nous allons maintenant distinguer pour notre de´monstration les cas α > 0 et α < 0.



































pour k ∈ [N − [Nǫ]] on obtient e´videmment comme plus
haut S3 = O(N
αǫα+1) = o(Nα). D’ou`












Le cas 0 < α < 12 .
Puisque α > 0 on a tout de suite S1 = O(N










Puisque l’on a toujours S3 = o(N











De´montrons maintenant la formule dans le cas ou` p est un entier strictement positif. Avec





l(l − 1) · · · (l − p+ 1)βN,l(eiθ)l.
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Nous sommes ramene´s a` calculer (Φ∗N )









lpβN,l, avec ǫ un re´el positif tendant vers ze´ro.. En utilisant
















= O(Nα+pǫα+p) = o(Nα+p).
On obtient de meˆme S3 = o(N











ce qui ache`ve la de´monstration de ce cas.
3.3 De´monstration du the´ore`me 4
Remarquons tout d’abord que bien suˆr ΦN(1) = Φ∗N (1). Pour le calcul des de´rive´es
d’ordre supe´rieur ou e´gal a` un nous allons la` aussi devoir distinguer le cas α positif du cas
α ne´gatif. La` aussi trois cas sont a` distinguer.
Supposons d’abord α positif. Conside´rons les sommes
N∑
u=p
βN−uu(u− 1)(u− 2) · · · (u− p+ 1)





















































Il est la` encore clair que ce terme est d’ordre O(Nα+p)ǫα+p) = o(Nα+p). Reste a` calculer
N−[Nǫ]∑
u=[Nǫ]
βN−uup ce qui peut aussi s’e´crire
N−[Nǫ]∑
u=[Nǫ]
β¯u(N − u)p, ou encore avec le the´ore`me 1
N−[Nǫ]∑
u=[Nǫ]











La formule d’Euler et Mac-Laurin et l’hypothe`se ǫ tend vers ze´ro permettent de conclure
N−[Nǫ]∑
u=[Nǫ]















Ce qui est l’e´nonce´ attendu.
Nous allons maintenant traiter le cas α ne´gatif.
En introduisant la meˆme de´composition que dans le cas pre´ce´dent, conside´rons tout d’abord








































































































































ce qui donne imme´diatement le re´sultat.
3.4 Preuve du the´ore`me 5.
3.4.1 De´terminant des ope´rateurs de Fredholm dans L2(T)






ou` pour tout entierm tles fonctions φm et fm sont dans L
2(T). SiX est un intervalle ]−π, π]





Il est alors connu (voir, par exemple, [8] ou [18] ) que det(I+K) est la quantite´ de´finie par







det(k(θi, θj)i,j=1,··· ,mdθ1 · · · dθm








det(k(θi, θj)i,j=1,··· ,mdθ1 · · · dθm
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D’autre part si (Kn)n∈N est une suite d’ope´rateurs ainsi de´finis qui converge vers un
ope´rateur A au sens des ope´rateurs sur L2(X), on peut poser
det(Id+A) = lim
n→∞
det(I +Kn) et TrA = lim
n→∞
Tr(Kn).
On sait que A est alors un ope´rateur fixe´ (voir [8]) la fonction λ → det(I + λA) est une
fonction entie`re sur C dont le de´veloppement en se´rie entie`re est donne´ par






Les coefficients cn e´tant de´finis par
cn(A) = det

Tr(A) n− 1 0 · · · 0 0
Tr(A2) Tr(A) n− 2 · · · 0 0
. . . . . .
. . . . . .
. . . . . .
Tr(An−1) Tr(An−2) Tr(An−3) · · · Tr(A) 1
Tr(An) Tr(An−1) Tr(An−2) · · · Tr(A2) Tr(A)

Ce qui peut s’e´crire aussi









On peut alors e´noncer le re´sultat :
Proprie´te´ 1 L’ope´rateur Id+A est inversible si et seulement si det(Id+A) 6= 0.























En effet la de´monstration du the´ore`me 3 permet d’obtenir , si j > k0, et en remarquant















uniforme´ment par rapport a` j. Ce qui donne, toujours en utilisant le the´ore`me 3
Γ(α)c(1)Φ∗N (e




































Si maintenant nous nous fixons un re´el ǫ positif, il est clair que l’on peut choisir le re´el k0










On obtient de meˆme que
Γ(α)c1(1)ΦN (e






































iθ′)− ΦN (eiθ)ΦN (eiθ′)
(1− ei(θ′−θ)) .
En posant dans la formule ci-dessus θ = uN , θ =
v
N on obtient, en utilisant les formules
(29) et (31)
Γ2(α)c1(1)KN (e








K(u, v) + o(N2α)
1− ei(u/N−v/N) (32)





















K(u, v) = ψ(α,−u)ψ(α, v) − ψ(α, u)ψ(α,−v)ei(v−u)
et en remplac¸ant
√
f et (1− ei(u/N−v/N)) par un e´quivalent, il vient, toujours si u 6= v,
Γ2(α)c1(1)KN (e





i(u− v) + o(N).
Pour connaˆıtre la valeur u = v conside´rons la de´rive´e au point v = u de la fonction Gu
de´finie par
Gu(v) = e
iuψ(α,−u)ψ(α, v) − eivψ(α, u)ψ(α,−v).





G′u(u). Ce qui donne,









(−2ℜ (ψ(α, u)τ(α,−u)) + |ψ(α, u)|2)+ o(N).













) ∼ (Tm(f))−11,1 .
Finalement l’hypothe`se βα0 = 1 nous donne, avec u 6= v,
Γ2(α)c1(1)KN (e
iu/N , eiv/N ) = N(uv)α
K(u, v)
i(u− v) + o(N),
et si u = v
Γ2(α)c1(1)KN (e
iu/N , eiu/N ) = Nu2α
(
2ℜ (ψ(α, u)τ(α, u)) + |ψ(α, u)|2)+ o(N).
Si maintenant on de´signe par R
(N)
k la fonction de corre´lation de´finie par
R
(N)





PN (θ1, · · · , θN )dθk+1 · · · dθN
avec






|eiθj − eiθi |2.
On sait qu’on a alors la relation fondamentale
17
Proprie´te´ 2 pour tout intervalle I contenu dans ] − π, π[ et tout entier m ∈ {0, · · · , N}
on a
P












Des calculs classiques sur les polynoˆmes orthogonaux donnent la relation
R
(N)
k (θ1 · · · θk) = det[KN (θi, θj)i,j=1···k].
C’est a` dire que
P











On obtient donc finalement, en posant maintenant I = [u, v], −π < u < v < π et IN =
[ uN ,
v
N ], la formule
P












En posant le changement de variables ui = Nθi on obtient
P






















det[HN (ui, uj ]i,j=1···k]d
k(u), (37)
avec,si u 6= v





i(u− v) + o(1),
et si u = v




(−2ℜ (ψ(α, u)τ(α,−u)) + |ψ(α, u)|2)+ o(1).









k(u),= det[(I −HN )|L2(I)] (38)

















∣∣∣det[HN (ui, uj)i,j=1···k]∣∣∣dk(u) = dm
dγm









∣∣∣HN (ui, uj)i,j=1···k]∣∣∣dk(u) = ( dm
dγm


















Ceci termine la de´monstration du the´ore`me 5. Le deuxie`me point du the´ore`me est alors la
traduction du cas m = 0.
La de´monstration du the´ore`me 6 repose bien suˆr sur les meˆmes ide´es que celle ci.
3.5 De´monstration du the´ore`me 6





































xα−1 ((1− x)α − 1) dx+ 1
α
+ o(1).




iθ/N ) = Nα
(∫ 1
0































iθ/N ) = Nαeiθ
(∫ 1
0
















De´signons maintenant par K˜N le noyau de Christoffel-Darboux d’ordre N . On pose de
nouveau θ = uN , etθ
′ = vN , et en on utilise les formules (43) et (45). On obtient alors,par les
meˆmes me´thodes que pre´ce´demment, et pour u 6= v







K˜(u, v) + o(N2α)
1− ei(u/N−v/N) (46)
avec










f et (1− ei(u/N−v/N)) par un e´quivalent, il vient si u 6= v
Γ2(α)c1(1)K˜N (e




i(u− v) + o(N).
La valeur pour u = v s’obtient par un simple passage a` la limite. Le reste de la de´monstration
est alors identique a` celle du the´ore`me 5.
3.6 De´monstration du the´ore`me 7


















































On obtient de meˆme que
Γ(α)c1(1)ΦN (e

























p−1, v/Np−1) + o(N2α)
1− ei(u/Np−v/Np) .
Ce qui permet de calculer les probabilite´s P
(∣∣∣{i ≤ N, θi ∈ INp}∣∣∣) = m} pour tous les
entiers m, p ≥ 1. En posant I = [u, v], −π < u < v < π et INp = [ uNp , vNp ], on a
P









det[KN (θi, θj ]i,j=1···k]d
k(θ).
(50)
En posant le changement de variables ui = N
pθi on obtient
P































Puisque pour tout entier naturel k ∈ [1, N ] la quantite´ det[HN (ui/Np−1, uj/Np−1)i,j=1···k]
tend vers ze´ro quand N tend vers l’infini par continuite´ de la fonction HN il est clair que
le re´sultat annonce´ dans l’e´nonce´ est acquis.
4 Appendice, re´sultats nume´riques
Dans chaque tableau la premie`re colonne donne ΦN (1) la deuxie`me colonne donneAN
−d
ou` A est une constante induite par les re´sultats des the´ore`mes 3 et 4. Les valeurs de N
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