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Lieb-Thirring Bounds for Interacting Bose Gases∗
D. Lundholm†, F. Portmann‡, J. P. Solovej§
Abstract
We study interacting Bose gases and prove lower bounds for the
kinetic plus interaction energy of a many-body wave function in terms
of its particle density. These general estimates are then applied to
various types of interactions, including hard sphere (in 3D) and hard
disk (in 2D) as well as a general class of homogeneous potentials.
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1 Introduction
The last two decades have seen an explosion of results on the experimental
physics of ultracold atomic gases and on the theoretical and mathematical
physics of many-body quantum statistical mechanics. The concrete realiza-
tion in 1995 [3, 10] of Bose-Einstein condensation in trapped dilute gases
offered a set-up which is quite different from the standard textbook treat-
ment of the ideal Bose gas, originating in work of Bose and Einstein from
1924-25, and brought a demand for a better understanding of the effects of
interactions in condensates beyond the pioneering work of Bogoliubov from
1947 and of e.g. Gross and Pitaevskii from 1961. Also various more extreme
conditions and geometries have been experimentally realized in recent years,
such as effectively one- and two-dimensional systems, which previously were
considered to be only of purely theoretical interest. We refer to the reviews
[9, 5] and the book [41] for comprehensive introductions and historical sur-
veys on the physical aspects of this vast topic.
The quantum Hamiltonian for N identical bosons in an external one-
body trapping potential V in d dimensions, interacting with symmetric pair
potential W , is given by
Hˆ = Tˆ + Vˆ + Wˆ =
N∑
j=1
(−µ∆j + V (xj)) +
∑
j<k
W (xj − xk), (1)
with µ := ~2/(2m) the reduced mass. It is acting on ψ ∈ L2sym(RdN ),
i.e. wave functions which are square-integrable and totally symmetric with
respect to all particle labels, in accordance with bosonic statistics1. We
1However, we will frequently use the well-known fact that the ground state of (1) with
and without this symmetrization requirement is the same [31].
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denote the one-body density of the state ψ (henceforth always assumed to
be normalized) by
ρ(x) :=
N∑
j=1
∫
Rd(N−1)
|ψ(x1, . . . ,xj−1,x,xj+1, . . . ,xN )|2
∏
k 6=j
dxk
and the mean density by ρ¯ := 1N
∫
Rd
ρ2. Assuming that the interaction
potential W is sufficiently rapidly decaying, it can on large scales and low
energies be characterized by its scattering length a (see the Appendix for a
definition), where a > 0 for repulsive interactions. The first mathematically
rigorous and reasonably sharp bounds for the ground state energy of an
interacting Bose gas were derived in 1957 by Dyson [11] for the case of hard
sphere potentials (where a is then the range, i.e. the diameter of the sphere),
and where a homogeneous gas (V = 0) was considered in the thermodynamic
limit. His result has later been sharpened as well as extended to other
potentials and dimensionalities in the dilute gas limit [26, 34, 35, 36, 29, 30,
42]. These mathematical works are summarized in [31].
Although the full range of physical dimensionalities d ∈ {1, 2, 3} is rele-
vant for experiments, we choose to simplify the present discussion by focus-
ing on the d = 3 (3D) case. In the dilute limit a3ρ¯ → 0 with N → ∞ and
Na/L ∼ const., L denoting the length scale of V , the ground state of the
trapped interacting Bose gas is correctly described by the Gross-Pitaevskii
energy functional
EGP[φ] :=
∫
R3
(
µ|∇φ|2 + V |φ|2 + 4piµa|φ|4) , (2)
acting on functions φ : R3 → C constrained by ∫
R3
|φ|2 = N . The last term
corresponds to the scattering length approximation to the interaction energy.
This description is asymptotically correct in the sense that the true ground
state ψ of (1) has energy E0 ≈ EGP[φGP] and density ρ(x) ≈ |φGP(x)|2,
where φGP is the unique minimizer of the functional (2). Moreover, if the
scattering length is comparatively large, Na/L → ∞ while a3ρ¯ → 0, then
the gradient term in (2) becomes negligible and the so-called Thomas-Fermi
approximation becomes valid, in which the ground state density of the sys-
tem is correctly described as the minimizer of the functional
ETF[ρ] :=
∫
R3
(
V ρ+ 4piµaρ2
)
, (3)
subject to the constraints ρ ≥ 0 and ∫
R3
ρ = N . We will in the following
assume that µ = 1, which can be achieved by an appropriate scaling of the
energy.
These functionals provide a useful and remarkably precise description of
ground state properties for experiments in the zero-temperature low-density
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regime [9], although their mathematical validity depends crucially on the
smallness of a3ρ¯ [31]. Corrections to the Gross-Pitaevskii term in (2) and (3)
are available as perturbative expansions [21, 24, 7, 8, 4, 43, 22, 17, 23, 18, 44],
although there is no control on the convergence of such expansions. For
fermionic systems, functionals expressing the energy in terms of the density
alone are widely used in quantum chemistry, where such density functional
theories have been very successful in describing both the equilibrium states
and the dynamics of atomic and molecular systems. Our objective in this
work is to prove rigorous lower bounds for the energy of interacting Bose
gases described by (1) and a given state ψ, in terms of (more or less explicit)
energy functionals of the density of ψ, and with general validity irrespec-
tive of the density of the gas (although these explicit bounds may become
comparatively weak in the high-density limit). This will be achieved using a
local approach to the interaction energy. To gain some insight from a much
better understood situation, consider the physically very different case of
N non-interacting fermions, for which the Pauli principle together with the
uncertainty principle conspire to yield a strong lower bound for the kinetic
energy — the celebrated Lieb-Thirring inequality [32, 33],
〈ψ, Tˆψ〉 :=
N∑
j=1
∫
RdN
|∇jψ|2 dx ≥ CLT
∫
Rd
ρ(x)1+2/d dx, (4)
for antisymmetric ψ and a constant CLT > 0 independent of N ≥ 1. The
(fermionic) Thomas-Fermi approximation corresponds to the right hand side
of (4), with a semi-classical constant CTF ≥ CLT. Bounds of the form (4)
are extremely useful when further interactions are involved, such as in the
rigorous proof of stability of matter with Coulomb interactions (see, e.g.,
[28] for an updated review) which was actually the original motivation for
the Lieb-Thirring inequality in [32]. In contrast to this simplified approach,
the original proof of stability of matter, due to Dyson and Lenard in 1967
[13, 14] (see also [12, 25]), relied on a purely local consequence of the exclu-
sion principle, based on the following simple bound for an n-fermion wave
function on a local domain Q ⊂ Rd (with cQ > 0 depending only on the
shape of Q):
∫
Qn
n∑
j=1
|∇jψ|2dx ≥ (n− 1) cQ|Q|2/d
∫
Qn
|ψ|2 dx. (5)
This local exclusion principle was recently adopted to other types of identical
particles for which the quantum statistical properties can be modeled by
local interactions between bosons, such as anyons in two dimensions [37]
and particles in one dimension exhibiting intermediate statistics [38] (see
also [39] for a physical review), and it was in this work recognized that the
original local approach due to Dyson and Lenard is actually sufficient for
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proving the Lieb-Thirring inequality (4), albeit with a weaker constant than
that in [32].
Our approach in this paper is to extend the methods in [37, 38] to more
general interacting Bose gases by considering a scale-normalized two-particle
interaction energy on a local cube Q, e2(|Q|;W ), defined in Section 2 as
|Q|2/d times the Neumann ground state energy for two bosons on Q with
the repulsive2 pair interaction W ≥ 0 (which hence for n = 2 replaces the
pure Pauli repulsion on the l.h.s. of (5)). Furthermore, despite the general
difficulty in computing e2 analytically, it turns out to be sufficient for our
purposes to have a lower bound of the form
e2(|Q|;W ) ≥ e(γ(|Q|)), with γ(|Q|) = τ |Q|(2−α)/d, (6)
in terms of a simpler function e(γ) depending only on a dimensionless param-
eter γ for some dimensionful constant τ > 0 and scaling parameter α > 0.
Our main result, given in Section 3, is the derivation of a general family
of Lieb-Thirring type energy bounds of the form
〈ψ, (Tˆ + Wˆ )ψ〉 ≥ C
∫
Rd
e(γ(2/ρ(x)))ρ(x)1+2/d dx, (7)
where C > 0 depends only on d, α, and on an upper bound for e (see
Theorem 6). These general energy inequalities are then in Section 4 applied
to concrete examples where explicit lower bounds of the appropriate form
(6) can be computed, such as the hard sphere (3D) and hard disk (2D)
potentials, the Lieb-Liniger model for point interacting bosons (1D), as well
as a family of homogeneous potentials, W (x) ∝ |x|−β, in 3D as well as 2D.
For instance, we prove (see Theorem 12) that for the hard-sphere interaction
with range a,
〈ψ, (Tˆ + Wˆ )ψ〉 ≥ C
∫
R3
min
{
22/3√
3
aρ(x)2, pi2ρ(x)5/3
}
dx,
while for the hard-disk (see Theorem 18) we have
〈ψ, (Tˆ + Wˆ )ψ〉 ≥ C
∫
R2
2ρ(x)2
2 +
(− ln(aρ(x)1/2/2))
+
dx.
In Section 5 we consider the sharpness of the forms of these bounds by
means of counterexamples. Some auxiliary results concerning uncertainty
principles and scattering lengths are given in the Appendix.
Let us finally comment on the physical interest of the bounds presented
here from the perspective of applications. First, the extension of Lieb-
Thirring type inequalities to the bosonic context opens up for the application
2In all our applications we have W ≥ 0 and radially symmetric, however the main
result holds under the weaker conditions given in Assumptions 1 and 2.
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of useful techniques originally developed for fermionic systems. For example,
as shown in Section 4.2.1, an inverse-square repulsive interaction for bosons
yields a bound analogous to the fermionic kinetic energy inequality (cf. the
r.h.s. of (4)),
〈ψ, (Tˆ + Wˆ )ψ〉 ≥ C
∫
Rd
ρ(x)1+2/d dx,
and therefore also a corresponding Lieb-Thirring inequality for the negative
part of an external one-body potential V ,
Tˆ + Wˆ + Vˆ ≥ −C ′
∫
Rd
|V−|1+d/2 dx.
Thus, following the conventional approach for fermions (see e.g. [28]), these
bounds can also be applied with additional Coulomb interactions to prove
thermodynamic stability for a system of charged bosons with inverse-square
repulsive cores.
Second, although we have here mostly focused on the role of the inter-
action potential W , we can also consider more general applications of these
bounds in the presence of external potentials, for example describing exper-
iments with gases trapped by a confining potential V . Given a bound of the
form (7) we have for an arbitrary state ψ:
〈ψ, (Tˆ + Wˆ + Vˆ )ψ〉 ≥
∫
Rd
[
Ce(γ(2/ρ(x)))ρ(x)1+2/d + V (x)ρ(x)
]
dx, (8)
and can hence obtain lower bounds for the ground state energy of the system
by minimizing the r.h.s. subject to the constraint
∫
Rd
ρ = N . This can at
the same time provide useful estimates for the ground state density ρ. As a
concrete example, we can consider the Lieb-Liniger model (see Section 4.1)
for which (8) becomes
〈ψ, (Tˆ + Wˆ + Vˆ )ψ〉 ≥
∫
R
[
CLLξLL(2η/ρ(x))
2ρ(x)3 + V (x)ρ(x)
]
dx, (9)
an explicit convex functional of ρ which is tractable for minimization given
an external potential V . In contrast, the Lieb-Liniger model has, despite
its relative simplicity, only been exactly solved for the ground state energy
and density in the absence of any external potential. Unfortunately, the
universal constants appearing in these bounds are far from the optimal ones,
and therefore the resulting explicit bounds might be far lower than the exact
ground state energies (although observe that even the optimal constant CLT
in the original kinetic energy inequality (4) for d = 3 has yet to be shown to
be as large as its conjectured value CTF). However, the present results may
be seen as a first step in this direction.
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We also remark that the techniques employed here can be extended to
the case of fractional kinetic energy operators (using the fractional Poincare´-
Sobolev inequalities from e.g. [6, Theorem 1] and [40, Theorem 1] to estab-
lish the corresponding local uncertainty principles), for instance to prove a
Lieb-Thirring inequality for relativistic bosons with Coulomb repulsion,〈
ψ,

 N∑
j=1
√−∆j +∑
j<k
1
|xj − xk|

ψ
〉
≥ C
∫
Rd
ρ(x)1+1/d dx,
for d ≥ 2. We would like to thank P. T. Nam for discussions on this point.
Aknowledgements We are grateful to R. Seiringer and A. Trombettoni
for comments and discussions. We also thank the organizers of the IHP
trimester program “Variational and Spectral Methods in Quantum Mechan-
ics” for providing a stimulating atmosphere.
2 Basic Energy Estimates
In this section we establish a basic energy estimate in terms of the two-
particle energy, which is valid for all nonnegative interaction potentials W .
We refer to this as a local exclusion principle, in analogy to the discussion
in the introduction. Namely, the repulsive interaction prevents two bosons
from occupying the same local (zero-energy) state.
Let Q ⊂ Rd denote a cube of side length |Q|1/d. We define the (scale-
normalized) two-particle energy on Q by3
e2(|Q|;W ) := |Q|2/d inf
ψ∈H1(Q2)∫
Q2
|ψ|2=1
∫
Q2
[|∇1ψ|2 + |∇2ψ|2 +W (x1 − x2)|ψ|2] dx1dx2.
Note that e2(|Q|;λW ) is monotone and concave in the parameter λ and
e2(|Q|; 0) = 0.
Lemma 1. Given any pair-interaction potential W and particle number
n ≥ 2, we have for any cube Q and all ψ ∈ H1(Qn) the estimate
∫
Qn

 n∑
j=1
|∇jψ|2 +
∑
1≤j<k≤n
W (xj − xk)|ψ|2

 dx
≥ n
2
|Q|−2/de2(|Q|; (n − 1)W )
∫
Qn
|ψ|2 dx.
3As usual, we denote by H1(Ω) the Sobolev space of square-integrable functions on
Ω ⊆ Rn with square-integrable first derivatives, i.e. the form domain of the Laplacian
on Ω with Neumann boundary conditions. We will, unless stated otherwise, define all
considered operators via their natural quadratic forms.
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Proof. Using the identity
(n − 1)
n∑
j=1
|∇jψ|2 =
∑
1≤j<k≤n
(|∇jψ|2 + |∇kψ|2),
we write
∫
Qn

 n∑
j=1
|∇jψ|2 +
∑
1≤j<k≤n
W (xj − xk)|ψ|2

 dx
=
∫
Qn
∑
j<k
[
1
n− 1(|∇jψ|
2 + |∇kψ|2) +W (xj − xk)|ψ|2
]
dx
=
1
(n− 1)
∑
j<k
∫
Qn−2
[∫
Q2
(|∇jψ|2 + |∇kψ|2
+ (n− 1)W (xj − xk)|ψ|2) dxjdxk
]
dxˆ
≥ n
2
|Q|−2/de2(|Q|; (n − 1)W )
∫
Qn
|ψ|2 dx,
where xˆ = (x1, . . . ,xupslopej , . . . ,xupslopek, . . . ,xN ).
Given any normalized N -particle wave function ψ, we define the local
kinetic energy on Q ⊂ Rd as
TQψ :=
N∑
j=1
∫
RdN
|∇jψ|2χQ(xj) dx,
where χQ denotes the characteristic function of the domain Q. The local
interaction energy on Q is given by
WQψ :=
1
2
N∑
j=1
N∑
(j 6=)k=1
∫
RdN
W (xj − xk)|ψ|2χQ(xj) dx.
Theorem 2 (Local Exclusion). Let W ≥ 0 and N ≥ 1. Then for any
finite cube Q and all normalized ψ ∈ H1(RdN ) the local energy (T +W )Qψ =
TQψ +W
Q
ψ satisfies
(T +W )Qψ ≥
1
2
e2(|Q|;W )
|Q|2/d
(∫
Q
ρ(x) dx− 1
)
+
, (10)
where ρ is the density associated to ψ.
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Proof. We insert the partition of unity (cf. [13, 37])
1 =
∑
A⊆{1,...,N}
∏
l∈A
χQ(xl)
∏
l /∈A
χQc(xl)
into the definition of (T +W )Qψ to obtain, using Lemma 1,
(T +W )Qψ =
∑
A
∫
RdN
∑
j∈A

|∇jψ|2 + 1
2
N∑
(j 6=)k=1
W (xj − xk)|ψ|2

×
×
∏
l∈A
χQ(xl)
∏
l /∈A
χQc(xl) dx
≥
∑
A
∫
(Qc)N−|A|
∫
Q|A|

∑
j∈A
|∇jψ|2 + 1
2
∑
j,k∈A
j 6=k
W (xj − xk)|ψ|2

∏
l∈A
dxl
∏
l /∈A
dxl
≥
∑
A
|A|
2
|Q|−2/de2(|Q|; (|A| − 1)W )
∫
(Qc)N−|A|
∫
Q|A|
|ψ|2
∏
l∈A
dxl
∏
l /∈A
dxl.
The monotonicity of e2(|Q|;W ) in the potential W gives
e2(|Q|; (|A| − 1)W ) ≥ e2(|Q|;W ), for |A| ≥ 2,
so that
(T+W )Qψ ≥ e2(|Q|;W )|Q|−2/d
∑
|A|≥2
|A|
2
∫
(Qc)N−|A|
∫
Q|A|
|ψ|2
∏
l∈A
dxl
∏
l /∈A
dxl
≥ 1
2
e2(|Q|;W )|Q|−2/d
∫
RdN

 N∑
j=1
χQ(xj)− 1

 |ψ|2 dx,
where we used |A|/2 ≥ (|A| − 1)+/2 ≥ (|A| − 1)/2 in the sum over A, and
finally the partition of unity again. This proves (10).
Remark. Note that if e2(|Q|;λW ) turns out to be linear (or superlinear) in λ,
then the factor 1/2 in (10) can be removed, using |A|(|A|−1)/2 ≥ (|A|−1)+.
This also applies for the lower bounds for e2 employed below.
In addition to the above remark, it could be useful to point out precisely
which sacrifices in energy have been made in obtaining the lower bound (10).
1. In the first step of the proof, any interactions between particles inside
Q and those outside Q have been ignored (here the assumptionW ≥ 0
enters crucially). This is expected to be a good approximation when
the range of W is small compared to the size of Q, and hence in
particular in the dilute limit.
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2. The lowest-energy contribution from the wave function to the two-
particle energy has been estimated, with Neumann boundary condi-
tions, using Lemma 1. In the dilute limit (where such b.c. impose
only a small error) this corresponds to s-wave scattering.
3. Higher-n-particle contributions in the wave function have been domi-
nated by the two-particle contribution e2. By the above remark, this
estimate is improved if one has knowledge of the precise scaling behav-
ior of e2. We also note that the resulting bound proves to be sufficient
for many purposes, cf. the discussion for fermions in [12, Section 13].
3 General Lieb-Thirring Bounds
It is in general difficult to obtain an explicit expression for e2(|Q|;W ) as a
function of |Q|, but it turns out that one can often bound the two-particle
energy from below by a simpler function e(γ), which only depends on a
dimensionless parameter γ and inherits monotonicity and concavity. For
α > 0, we define
γ(|Q|) := τ |Q|(2−α)/d, (11)
where τ > 0 is an arbitrary constant. We hence want to obtain an estimate
e2(|Q|;W ) ≥ e(γ(|Q|)) (12)
for some α > 0 and τ > 0, where e(γ) is concave and monotone in γ, and
we will show in this section that such an estimate is sufficient for deducing
a Lieb-Thirring type bound for the energy in terms of the density.
For the remainder of this section we therefore make the following as-
sumptions on the potential W :
Assumption 1 (Local Exclusion). Given W , there exists a function e(γ)
with γ as in (11) (with α, τ > 0), where e(γ) is monotone increasing and
concave in γ with e(0) = 0, such that for any finite cube Q, any N ≥ 1 and
all normalized ψ ∈ H1(RdN ) the local energy satisfies
(T +W )Qψ ≥
1
2
e(γ(|Q|))
|Q|2/d
(∫
Q
ρ − 1
)
+
,
ρ being the density associated to ψ.
Remark. In the case α = 2 we may choose e to be a positive constant.
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Assumption 2 (Local Uncertainty). Given W , there exist α > 0 and con-
stants S1, S2 > 0 such that for any finite cube Q, any N ≥ 1 and all nor-
malized ψ ∈ H1(RdN ) we have
(T +W )Qψ ≥


S1
∫
Q
ρ1+2/d
(
∫
Q
ρ)2/d
− S2
∫
Q
ρ
|Q|2/d , for 0 < α ≤ 2,
S1
(∫
Q ρ
1+α/d
)2/α
(
∫
Q ρ)
2/α+2/d−1 − S2
∫
Q ρ
|Q|2/d , for α > 2,
where ρ is the density associated to ψ.
Remark. Assumption 2 will typically be a consequence of Poincare´-Sobolev
inequalities for the kinetic energy of the bosonic wave function, since for
W ≥ 0 one has the estimate (T +W )Qψ ≥ TQψ . In the case 0 < α ≤ 2, the
inequality follows from [38, Lemma 14] with the explicit constants
S1 = C
′
dε
1+4/d, S2 = C
′
d
(
1 +
(
ε
1− ε
)1+4/d)
,
where C ′d :=
pi2
4
d2−2/d
(d+2)(d+4) and arbitrary ε ∈ (0, 1). The more complicated
case α > 2 is discussed in the Appendix; see Proposition 24 - 26. Further-
more, note that our explicit constants given here are far from optimal.
3.1 Preliminaries
For the following lemmas we have f(γ) = e(γ) in mind, but formulate them
more generally.
Lemma 3. Let f(γ) be a monotone increasing and concave function with
f(0) = 0. Then f has the following properties:
1. Monotonicity:
f(γ1) ≤ f(γ2), γ1 ≤ γ2. (13)
2. With concavity and f(0) = 0 one has
f(ηγ) ≤ ηf(γ), η ≥ 1, (14)
and
f(ηγ) ≥ ηf(γ), 0 ≤ η ≤ 1. (15)
Lemma 4. Let ρ˜ :=
∫
Q ρ/|Q|. For γ as in (11) with 0 < α ≤ 2, and f
satisfying the assumptions of Lemma 3,∫
Q
f(γ(2/ρ))ρ1+2/d ≤ f(γ(2/ρ˜))
(∫
Q
ρ˜1+2/d +
∫
Q
ρ1+2/d
)
, (16)
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hence, if
∫
Q ρ
1+2/d ≤ Λ ∫Q ρ˜1+2/d,∫
Q
f(γ(2/ρ))ρ1+2/d ≤ (1 + Λ)f(γ(2/ρ˜))
(
∫
Q ρ)
1+2/d
|Q|2/d . (17)
On the other hand, for α ≥ 2,∫
Q
f(γ(2/ρ))ρ1+2/d ≤ f(γ(2/ρ˜))
(∫
Q
ρ˜1+2/d + ρ˜
2−α
d
∫
Q
ρ1+α/d
)
, (18)
so if
∫
Q ρ
1+α/d ≤ Λ ∫Q ρ˜1+α/d, then∫
Q
f(γ(2/ρ))ρ1+2/d ≤ (1 + Λ)f(γ(2/ρ˜))
(
∫
Q ρ)
1+2/d
|Q|2/d . (19)
Proof. We write for the l.h.s. of (16)∫
Q
f (γ(ρ˜/ρ · 2/ρ˜)) ρ1+2/d
=
∫
ρ≤ρ˜
f
(
(ρ˜/ρ)
2−α
d γ(2/ρ˜)
)
ρ1+2/d +
∫
ρ>ρ˜
f
(
(ρ˜/ρ)
2−α
d γ(2/ρ˜)
)
ρ1+2/d
≤
∫
ρ≤ρ˜
(ρ˜/ρ)
2−α
d f (γ(2/ρ˜)) ρ1+2/d +
∫
ρ>ρ˜
f (γ(2/ρ˜)) ρ1+2/d
≤ f (γ(2/ρ˜))
(∫
Q
ρ˜
2−α
d ρ˜1+α/d +
∫
Q
ρ1+2/d
)
,
where for the first integral we used concavity and for the second monotonic-
ity. With the assumption of the lemma, this proves (17).
We write for the l.h.s. of (18)∫
Q
f (γ(ρ˜/ρ · 2/ρ˜)) ρ1+2/d
=
∫
ρ≤ρ˜
f
(
(ρ/ρ˜)
α−2
d γ(2/ρ˜)
)
ρ1+2/d +
∫
ρ>ρ˜
f
(
(ρ/ρ˜)
α−2
d γ(2/ρ˜)
)
ρ1+2/d
≤
∫
ρ≤ρ˜
f (γ(2/ρ˜)) ρ1+2/d +
∫
ρ>ρ˜
(ρ/ρ˜)
α−2
d f (γ(2/ρ˜)) ρ1+2/d
≤ f (γ(2/ρ˜))
(∫
Q
ρ˜1+2/d + ρ˜
2−α
d
∫
Q
ρ1+α/d
)
,
where for the first integral we used monotonicity and for the second concav-
ity. With the assumption of the lemma we obtain (19).
Lemma 5. Given |QB | > 0 and 1 ≤ j ≤ k, let |Qj | = 2d(k−j)|QB |. For γ as
in (11) with α > 0, and f satisfying the assumptions of Lemma 3, we have
k∑
j=1
|Qj|−2/df(γ(|Qj|))
|QB|−2/df(γ(|QB |))
≤ 1
1− 2−min{α,2} .
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Proof. Consider first the case 0 < α ≤ 2. Using |Qj | = 2d(k−j)|QB | in
combination with concavity (14) gives
f(γ(|Qj |)) = f(2(2−α)(k−j)γ(|QB |)) ≤ 2(2−α)(k−j)f(γ(|QB|))
for j ≤ k. Thus,
k∑
j=1
|Qj |−2/df(γ(|Qj |))
|QB |−2/df(γ(|QB |))
≤
k∑
j=1
(
2d(k−j)
)−2/d
2(2−α)(k−j)
=
k∑
j=1
2−α(k−j) =
1− 2−αk
1− 2−α ≤
1
1− 2−α .
In the case α ≥ 2 we can use the monotonicity
f(γ(|Qj |)) = f(2−(α−2)(k−j)γ(|QB |)) ≤ f(γ(|QB |)),
hence one obtains the upper bound
∑k
j=1 2
−2(k−j) ≤ (1− 2−2)−1 = 4/3.
3.2 Lieb-Thirring Type Bounds
We are now in the position to prove our main theorem, for which we will how-
ever have to assume that the function e satisfying Assumption 1 is bounded.
For later convenience and clarity we introduce eK ,
γ 7→ eK(γ) := min{e(γ),K}, K > 0,
which replaces e by a bounded monotone increasing and concave function.
This boundedness assumption can be relaxed, but at the cost of only obtain-
ing an estimate involving a local mean of the density ρ (cf. [38, Theorem 18
- 19]).
Theorem 6 (Lieb-Thirring inequality). Let W satisfy Assumption 1 & 2
with an α > 0 and e replaced by eK . Then there exists a constant Cd,α,K > 0
given explicitly below, such that for any N ≥ 1 and all normalized ψ ∈
H1(RdN ), the total energy satisfies the estimate
〈ψ, (Tˆ + Wˆ )ψ〉 ≥ Cd,α,K
∫
Rd
eK(γ(2/ρ(x)))ρ(x)
1+2/d dx,
where ρ is the density associated to ψ.
Proof. Note that by Assumption 1 and the Lebesgue differentiation theorem
we have for almost every point x ∈ Rd that
(T +W )ψ(x) = lim
Q→x
1
|Q|(T +W )
Q
ψ ≥ 0
13
and hence (T +W )Qψ =
∫
Q(T +W )ψ(x) dx is increasing with respect to Q.
In the case N ≤ 2, we can therefore use Assumption 2 in the limit Q tending
to Rd to obtain
〈ψ, (Tˆ + Wˆ )ψ〉 ≥ S1
22/d
∫
Rd
ρ(x)1+2/d dx,
(where we used Ho¨lder’s inequality in the case α > 2) and hence the desired
estimate with the constant Cd,α,K being c0 :=
S1
22/dK
. We can henceforth
assume that N ≥ 3.
Consider now any cube Q0 ⊂ Rd with
∫
Q0
ρ ≥ 2. Following [37, 38], we
split Q0 into disjoint sub-cubes QA, QB , organized in a tree T, such that
on QA : 0 ≤
∫
QA
ρ < 2,
on QB : 2 ≤
∫
QB
ρ < 2d+1,
and on any such sub-cube Q we define the local mean density ρ˜|Q :=∫
Q ρ/|Q|. Note that the structure of the tree is such that at least one B-cube
can be found among the 2d top-level leaves of every branch of the tree (see
Fig. 3 in [37]). We now treat the following two cases separately.
Case 0 < α ≤ 2: Consider first any such A- or B-cube Q on which the
density is very non-constant in the sense that
∫
Q
ρ1+2/d > Λ
∫
Q
ρ˜1+2/d = Λ
(
∫
Q ρ)
1+2/d
|Q|2/d , (20)
where Λ > 0 is a sufficiently large constant to be chosen below. Using
Assumption 2 with α ≤ 2, the bound (20), and that ∫Q ρ < 2d+1, we then
have
(T +W )Qψ ≥ S1
∫
Q ρ
1+2/d
(
∫
Q ρ)
2/d
− S2
∫
Q ρ
|Q|2/d
≥ S1
2
∫
Q ρ
1+2/d
(
∫
Q ρ)
2/d
+
(
S1
2
Λ− S2
) ∫
Q ρ
|Q|2/d
≥ c1
∫
Q
Kρ1+2/d ≥ c1
∫
Q
eK(γ(2/ρ))ρ
1+2/d , (21)
with c1 := 2
−3−2/dS1/K if Λ := 2S2/S1.
On B-cubes QB we have sufficiently many particles to use Assumption 1:
(T +W )QBψ ≥
1
2
eK(γ(|QB |))
∫
QB
ρ− 1
|QB |2/d
. (22)
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By (21), we can restrict to the case of nearly constant density (the converse
of (20)). The relation γ(|QB |) = γ(
∫
QB
ρ/ρ˜) ≥ γ(2/ρ˜) and monotonicity
of eK , together with the inequality x − 1 ≥ (2d+1 − 1)/(2d+1)pxp when
2 ≤ x := ∫QB ρ < 2d+1 and p = 1 + 2/d, produces the further lower bound
(T +W )QBψ ≥
1
2
eK(γ(2/ρ˜))
2d+1 − 1
2(d+1)(1+2/d)
(
∫
QB
ρ)1+2/d
|QB|2/d
,
and finally, by means of (17) in Lemma 4 with f = eK and the converse of
(20) we obtain
(T +W )QBψ ≥ c2
∫
QB
eK(γ(2/ρ))ρ
1+2/d , (23)
with c2 := 2
−1−(d+1)(1+2/d)(2d+1 − 1)/(1 + Λ).
It remains then to consider all A-cubes QA with nearly constant density.
Again, using (17) with f = eK we have∫
QA
eK(γ(2/ρ))ρ
1+2/d ≤ (1 + Λ)eK(γ(2/ρ˜))
(
∫
QA
ρ)1+2/d
|QA|2/d
≤ (1 + Λ)21+2/d eK(γ(|QA|))|QA|2/d
,
where in the second step we once more used concavity, and
∫
QA
ρ < 2:
eK
(
γ
(
(2/
∫
QA
ρ)|QA|
))
= eK
(
(2/
∫
QA
ρ)(2−α)/dγ(|QA|)
)
≤
(
2/
∫
QA
ρ
)(2−α)/d
eK(γ(|QA|)).
Hence, applying Lemma 5 for the collection of all such QA associated to a
cube QB at some level k in the tree, with maximally 2
d− 1 such A-cubes at
each level j ≤ k (cf. [37]),
∑
QA
∫
QA
eK(γ(2/ρ))ρ
1+2/d ≤ (2d − 1)(1 + Λ)21+2/d
k∑
j=1
eK(γ(|Qj |))
|Qj |2/d
≤ c3 eK(γ(|QB |))|QB |2/d
, (24)
with c3 := 2
1+2/d(2d− 1)(1+Λ)/(1− 2−α). This quantity is (after rescaling
by 4c3) covered by half of the energy (T +W )
QB given by (22), leaving the
other half for the bounds (21) or (23) on QB .
Thus, summing up the integrals (21), (23) and (24), we have
(T +W )Q0ψ ≥ Cα,d,K
∫
Q0
eK(γ(2/ρ))ρ
1+2/d
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with
Cd,α,K := min
{
c0,
c1
2
,
c2
2
,
1
4c3
}
.
Case α > 2: We proceed as in the previous case, although the condition
α > 2 changes the roles of monotonicity and concavity accordingly, and
furthermore demands a stronger version of the uncertainty principle (see
Assumption 2).
Consider first any A- or B-cube Q on which the density is very non-
constant in the sense that∫
Q
ρ1+α/d > Λ
∫
Q
ρ˜1+α/d = Λ
(
∫
Q ρ)
1+α/d
|Q|α/d , (25)
where Λ > 0 is a sufficiently large constant to be chosen below. Using
Assumption 2 (with α > 2), followed by Ho¨lder’s inequality and (25), and
finally
∫
Q ρ < 2
d+1, we then have
(T +W )Qψ ≥ S1
(∫
Q ρ
1+α/d
)2/α
(
∫
Q ρ)
2/α+2/d−1 − S2
∫
Q ρ
|Q|2/d
≥ S1
2
∫
Q ρ
1+2/d
(
∫
Q ρ)
2/d
+
(
S1
2
Λ2/α − S2
) ∫
Q ρ
|Q|2/d
≥ c4
∫
Q
Kρ1+2/d ≥ c4
∫
Q
eK(γ(2/ρ))ρ
1+2/d , (26)
with c4 := 2
−3−2/dS1/K if Λ := (2S2/S1)α/2.
On B-cubes QB we have sufficiently many particles to use Assumption 1:
(T +W )QBψ ≥
1
2
eK(γ(|QB |))
∫
QB
ρ− 1
|QB |2/d
. (27)
By (26), we can restrict to the case of nearly constant density (the converse
of (25)). The relation
γ(|QB |) = γ
(∫
QB
ρ/2 · 2/ρ˜
)
=
(∫
QB
ρ/2
)−(α−2)/d
γ(2/ρ˜)
and concavity (15), together with the inequality x−1 ≥ (2d+1−1)/(2d+1)pxp
when 2 ≤ x := ∫QB ρ < 2d+1 and p = 1 + α/d, produces the further lower
bound
(T +W )QBψ ≥
1
2
(∫
QB
ρ
2
)−(α−2)/d
eK(γ(2/ρ˜))
2d+1 − 1
2(d+1)(1+α/d)
(
∫
QB
ρ)1+α/d
|QB|2/d
= 2−(2+α+d+2/d)(2d+1 − 1)eK(γ(2/ρ˜))
(
∫
QB
ρ)1+2/d
|QB |2/d
,
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and finally, by means of (19) in Lemma 4 with f = eK , which requires the
converse of (25):
(T +W )QBψ ≥ c5
∫
QB
eK(γ(2/ρ))ρ
1+2/d , (28)
where c5 := 2
−(2+α+d+2/d)(2d+1 − 1)/(1 + Λ).
It remains to consider all A-cubes with nearly constant density. Again,
using (19) with f = eK we have∫
QA
eK(γ(2/ρ))ρ
1+2/d ≤ (1 + Λ)eK(γ(2/ρ˜))
(
∫
QA
ρ)1+2/d
|QA|2/d
≤ (1 + Λ)21+2/d eK(γ(|QA|))|QA|2/d
,
where we here used monotonicity
eK
(
γ
(
(2/
∫
QA
ρ)|QA|
))
= eK
(
(2/
∫
QA
ρ)−(α−2)/dγ(|QA|)
)
≤ eK(γ(|QA|)).
Hence, applying Lemma 5 for the collection of all such QA associated to a
cube QB at some level k in the tree,
∑
QA
∫
QA
eK(γ(2/ρ))ρ
1+2/d ≤ (2d − 1)(1 + Λ)21+2/d
k∑
j=1
eK(γ(|Qj |))
|Qj |2/d
≤ c6 eK(γ(|QB |))|QB |2/d
, (29)
where c6 := 2
1+2/d(2d−1)(1+Λ)/(1−2−2). This quantity is (after rescaling
by 4c6) covered by half of the energy (T +W )
QB given by (27), leaving the
other half for the bounds (26) or (28) on QB .
Thus, summing up the integrals (26), (28) and (29), we have
(T +W )Q0ψ ≥ Cα,d,K
∫
Q0
eK(γ(2/ρ))ρ
1+2/d
with
Cd,α,K := min
{
c0,
c4
2
,
c5
2
,
1
4c6
}
.
Finally, we can let Q0 tend to the whole of R
d using monotone conver-
gence.
Remark. In the case 0 < α ≤ 2, given the explicit expression for S1 and S2
in the remark after Assumption 2, and taking ε = 1/2, one can compute all
constants in Cd,α,K explicitly, giving c0 = 2
−1−6/dC ′d/K, Λ = 2
3+4/d, c1 =
2−4−6/dC ′d/K, c2 = 2
−4−d−2/d(2d+1 − 1)/(1 + 23+4/d) and c3 = 21+2/d(2d −
1)(1 + 23+4/d)/(1 − 2−α).
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Remark. When K →∞, we have Cd,α,K ≤ c1/2→ 0 (α ≤ 2) and Cd,α,K ≤
c4/2→ 0 (α > 2).
For Theorem 6 we required that the function e from Assumption 1 is re-
placed by a bounded function eK . As already remarked, this restriction can
be dropped, but at the cost of only obtaining an estimate involving the local
mean ρ˜ (as defined in the proof) of the density ρ. Namely, exclusion with
unbounded strength cannot be matched by uncertainty to produce a uniform
Lieb-Thirring type inequality (cf. [38, Theorem 18 - 19]). The approach in-
volving the local mean has the further advantage that Assumption 2 is not
required, i.e. it relies on local exclusion alone.
4 Applications
Here we consider some important examples for which concrete bounds of the
form (12) can be obtained, hence resulting in corresponding Lieb-Thirring
type bounds as corollaries of Theorem 6.
4.1 The Lieb-Liniger Model
The Lieb-Liniger model (see [26]) describes N bosons in one dimension with
pairwise point interactions. The interaction Hamiltonian is given by
Tˆ + Wˆ = −
N∑
j=1
∂2
∂x2j
+ 4η
∑
1≤j<k≤N
δ(xj − xk).
For repulsive interactions we have the zero-range pair potential W (x) =
4ηδ(x) with η ≥ 0, and we obtain Assumption 1 from [38, Lemma 13] with
e(γ) = 4ξLL(γ)
2 = eK=pi2(γ) and γ(|Q|) := η|Q| (hence α = 1, τ = η). The
bounded concave function ξLL(γ) is defined as the smallest non-negative
solution to the equation ξ tan ξ = γ. Furthermore, Assumption 2 holds with
the parameters given in the remark following the assumption.
Theorem 7 (Lieb-Thirring inequality for Lieb-Liniger). There exists a con-
stant CLL > 3 · 10−5 such that for any η ≥ 0, any N ≥ 1 and all normalized
ψ ∈ H1(RN ) the total energy satisfies the estimate
〈ψ, (Tˆ + 4η
∑
j<k
δ(xj − xk))ψ〉 ≥ CLL
∫
R
ξLL(2η/ρ(x))
2ρ(x)3 dx,
where ρ is the density associated to ψ.
Proof. Given the above parameters, the statement of Theorem 6 holds with
the constant C1,1,pi2 = c1/2 = 1/122880 (see the remark following the theo-
rem), hence CLL = 4C1,1,pi2 > 3 · 10−5.
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Remark. The above result should be compared with [38, Theorem 17], taking
the difference in the conventions for defining the kinetic energy into account.
Observe that the methods employed here eliminate the use of the Hardy-
Littlewood maximal function.
4.2 Homogeneous Potentials
In this subsection we consider the family of potentials of the form
Wβ(x) =
W0
|x|β
in arbitrary dimensions d, where β > 0 and W0 is a positive constant.
4.2.1 Inverse-Square Interaction
In the case β = 2, the interaction takes the form W2(x) =W0|x|−2 and the
potential now scales in the same way as the kinetic energy. This implies
that the (scale-normalized) two-particle energy e2(|Q|;W2) is constant as a
function of |Q| (and non-zero, see Section 4.2.2),
e2(|Q|;W2) = e2(W0) =: e,
and thus γ(|Q|) is constant (i.e. α = 2). Assumption 1 is then a direct
consequence of Theorem 2,
(T +W2)
Q
ψ ≥
1
2
e
|Q|2/d
(∫
Q
ρ(x) dx− 1
)
+
,
and we obtain the following corollary from Theorem 6.
Theorem 8. Given W2(x) = W0|x|−2 with W0 > 0, there exists e =
e2(W0) > 0 and a positive constant Cd,2,e such that for any N ≥ 1 and
all normalized ψ ∈ H1(RdN ) one has the Lieb-Thirring inequality
〈ψ, (Tˆ + Wˆ2)ψ〉 ≥ Cd,2,e e
∫
Rd
ρ(x)1+2/d dx,
where ρ is the density associated to ψ.
The above result should be compared to the situation where one consid-
ers free fermions instead of interacting bosons. A fermionic wave function
ψ with particle number n ≥ 2 can be shown to satisfy4, only using the
antisymmetry of the wave function (cf. [13, Lemma 5]),∫
Qn
n∑
j=1
|∇jψ|2dx ≥ (n− 1) pi
2
|Q|2/d
∫
Qn
|ψ|2 dx. (30)
4Alternatively, one can in this regard view fermions as bosons with a local repulsive
inverse-square interaction; see e.g. [20, Theorem 2.8], and cf. the local approach to
exclusion in [37].
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This leads, using ideas as in the proof of Theorem 2 (cf. [37, 38]), to an
estimate
TQψ ≥
pi2
|Q|2/d
(∫
Q
ρ(x) dx− 1
)
+
,
and hence to a Lieb-Thirring inequality for fermions. An inequality similar
to (30) was used by Dyson and Lenard to prove the stability of fermionic
matter (see [13, 14, 12, 25, 15]), however without the more generally ap-
plicable tool of Lieb-Thirring inequalities. Note that, applying Theorem 8
and following the usual route to stability (see e.g. [28]), it follows that also
a system of bosons with Coulomb interactions and inverse-square repulsive
cores is thermodynamically stable.
4.2.2 Elementary Estimate for Homogeneous Potentials
We have the following very elementary bound for the two-particle interac-
tion,
e2(|Q|;Wβ) ≥ |Q|2/d inf
(x1,x2)∈Q2
Wβ(x1 − x2) = d−β/2W0|Q|(2−β)/d. (31)
Defining γ(|Q|) := W0|Q|(2−β)/d (i.e. α = β, τ = W0), the above estimate
translates to
e2(|Q|;Wβ) ≥ d−β/2γ =: e(γ), (32)
hence Assumption 1 is satisfied by Theorem 2. Observe that for β 6= 2,
the function e(γ) is unbounded. If we however decide to bound e(γ) from
below by eK=pi2(γ) = min{d−β/2γ, pi2}, we are in the position to obtain
global estimates from Theorem 6, whenever Assumption 2 holds (see the
Appendix).
Theorem 9. Let Wβ(x) = W0|x|−β with W0 > 0. For d = 1, 2 we allow
0 < β < ∞, whereas for d ≥ 3 we require 0 < β ≤ 2d/(d − 2). Then there
exists a constant Cd,β,pi2 > 0 such that for any N ≥ 1 and all normalized
ψ ∈ H1(RdN ) one has
〈ψ, (Tˆ + Wˆβ)ψ〉
≥ Cd,β,pi2
∫
Rd
min
{
d−β/22(2−β)/dW0ρ(x)1+β/d, pi2ρ(x)1+2/d
}
dx,
where ρ is the density associated to ψ.
Remark. The special case β = 2 corresponds to the class of inverse-square
interactions and was discussed above. In this case γ(|Q|) = W0 and the
elementary bound gives e(γ) = d−1W0, again a constant.
Remark. Note that if W0 = a
β−2, where a > 0 is a constant, then Wβ(x)
converges pointwise to a hard-sphere potential W hsa (x) in the limit β →∞.
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4.3 Hard-Sphere Interaction
The hard-sphere interaction of range a (in d = 3) corresponds to the poten-
tial
W hsa (x) =
{
+∞, |x| ≤ a,
0, |x| > a.
Formally, W hsa is realized by introducing appropriate Dirichlet boundary
conditions. The many-particle wave function ψ(x1, . . . ,xN ) is required to
vanish as soon as |xi − xj| ≤ a, 1 ≤ i < j ≤ N . We denote this subspace of
H1(R3N ) by H1a(R
3N ).
The two-particle energy e2(|Q|;W hsa ) then becomes
e2(|Q|;W hsa ) = |Q|2/3 inf
ψ∈H1a(R6)∫
Q2 |ψ|2=1
∫
Q2
[|∇1ψ|2 + |∇2ψ|2] dx1dx2.
We recall that the scattering length of W hsa is given by the range of the hard
sphere, namely a.
Proposition 10. For W hsa , the two-particle energy satisfies the estimate
e2(|Q|;W hsa ) ≥
2√
3
a
|Q|1/3 .
Proof. The key to proving the proposition is a lemma from [11], which we
restate here for convenience. Let G(t) ≥ 0 be any function defined for
0 < t <∞ with
I :=
∫ ∞
0
G(t) dt <∞.
Lemma 11 (Dyson’s Lemma). Let ψ(x) be any function of the space point
x, defined in a region Ω ⊂ R3. Suppose that Ω is “star-shaped” with respect
to 0 and ψ(x) = 0 for |x| ≤ a, then∫
Ω
|∇ψ(x)|2 dx ≥ 3a
I
∫
Ω
G(|x|3)|ψ(x)|2 dx.
To use the above lemma, we first define
G(t) :=
{
1, if t ≤ 33/2|Q|,
0, otherwise,
with I = 33/2|Q|. If we fix x2 ∈ Q and define Ω := Q − x2, then Dyson’s
lemma gives ∫
Q
|∇1ψ|2 dx1 ≥ 3a
I
∫
Q
G(|x1 − x2|3)|ψ|2 dx1
=
3
33/2
a
|Q|
∫
Q
|ψ|2 dx1.
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The above can be repeated for the term
∫
Q |∇2ψ|2 dx2 to yield a similar
result. Adding both terms and integrating over the respective variables, one
finds ∫
Q2
[|∇1ψ|2 + |∇2ψ|2] dx1dx2 ≥ 2√
3
a
|Q|
∫
Q2
|ψ|2 dx1dx2,
from which the Proposition follows immediately.
Hence, if we set γ(|Q|) := a|Q|−1/3 (i.e. α = 3, τ = a), then
e2(|Q|;W hsa ) ≥
2√
3
γ =: e(γ),
and Assumption 1 then follows directly from Theorem 2. We furthermore
bound e(γ) from below by the bounded function eK=pi2(γ) in order to apply
Theorem 6. Also note that Assumption 2 holds for this value of α by virtue
of Proposition 24 in the Appendix.
Theorem 12. Let W hsa denote the hard-sphere interaction of range a > 0.
There exists a positive constant Chs independent of a such that for any N ≥ 1
and all normalized ψ ∈ H1a(R3N ) the total energy satisfies the estimate
〈ψ, (Tˆ + Wˆ hsa )ψ〉 ≥ Chs
∫
R3
min
{
22/3√
3
aρ(x)2, pi2ρ(x)5/3
}
dx,
where ρ is the density of ψ.
Proof. In the above setting, we can apply Theorem 6 with d = 3, α = 3
and K = pi2. The statement of the theorem then holds with Chs := C3,3,pi2 ,
which involves the constants from Proposition 24. Using the explicit lower
bound for S3 given in the remark following this proposition, we compute
that C3,3,pi2 = c4/2 > 4.5 · 10−6.
Remark. For small ρ, the appearance of the quadratic expression in ρ is
natural and should be compared with the exact expression obtained in [34]
for the energy per unit volume e0 for the dilute Bose gas in three dimensions,
namely
lim
a3ρ→0
e0
4piaρ2
= 1.
4.4 Estimates for Homogeneous Potentials in Terms of the
Scattering Length in 3D
In this subsection, we will prove a more refined estimate than the elementary
bound (Theorem 9) for the potential Wβ(x) =W0|x|−β in d = 3 in terms of
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its scattering length. Such an estimate is possible provided β > 3, for which
the scattering length is finite.
From (52) in the Appendix we obtain the scattering length for Wβ:
aβ = Λβ
(
W0
2
)1/(β−2)
, where Λβ :=
Γ
(
β−3
β−2
)
Γ
(
β−1
β−2
) ( 2
β − 2
)2/(β−2)
. (33)
Proposition 13. For Wβ with β > 3, the two-particle energy satisfies
e2(|Q|;Wβ) ≥ ζ
Λβ
aβ
|Q|1/3 ,
where ζ := (1− tanh 1)/√3 > 0.137.
Proof. Our strategy is to replace Wβ(x) by a cut-off version
WRβ (x) :=
W0
Rβ
χB0,R(x),
which has a finite range R and a related scattering length aRβ (see (55) in
the Appendix), where we choose
R := min{δaβ ,
√
3|Q|1/3} (34)
and δ > 0 is to be determined later.
We note that because of the special form of the potentialWβ, the elemen-
tary bound will be sufficient to obtain the desired estimate on sufficiently
small cubes compared to the scattering length. This is accounted for by
the form of the potential WRβ . For large cubes however, we will use the
comparatively small range of WRβ and the following lemma (for a proof see
[34] or [31, Lemma 2.5]).
Lemma 14 (Generalized Dyson’s Lemma in 3D). Let v(r) ≥ 0 be an inter-
action potential with finite range R0 and scattering length a, and U(r) ≥ 0
be any function satisfying
∫∞
0 U(r)r
2 dr ≤ 1 and U(r) = 0 for r < R0. Let
Ω ⊂ R3 be star-shaped with respect to 0. Then for ψ ∈ H1(Ω),∫
Ω
(
|∇ψ|2 + 1
2
v(|x|)ψ|2
)
dx ≥ a
∫
Ω
U(|x|)|ψ|2 dx.
We will first give an elementary bound for the potential WRβ (x) on its
support, using the relation
W0
2
= (aβ/Λβ)
β−2 . (35)
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If
√
3|Q|1/3 ≤ δaβ , then
1
2
W0
Rβ
=
W0/2
(
√
3|Q|1/3)β = 3
−β/2
(
aβ
Λβ
)β−2
|Q|1−β/3|Q|−1 ≥ aβ|Q|
3−3/2
Λβ
(δΛβ)
3−β ,
while if
√
3|Q|1/3 ≥ δaβ , one finds
1
2
W0
Rβ
=
W0/2
(δaβ)β
= δ−β
(
aβ
Λβ
)β−2
a−ββ ≥
aβ
|Q|
3−3/2
Λβ
(δΛβ)
3−β .
This gives∫
Q
[
|∇2ψ|2 + 1
2
WRβ (x1 − x2)|ψ|2
]
dx1
≥ aβ|Q|
3−3/2
Λβ
(δΛβ)
3−β
∫
Q
χBx2,R(x1)|ψ|2 dx1, (36)
and this bound will prove sufficient for the case of small Q, where the ball
Bx2,R covers all of Q.
Outside the support ofWRβ (x), namely on Ω∩Bc0,R with Ω := Q−x2, we
use Lemma 14 with the potential (note that we may assume R <
√
3|Q|1/3
by the above)
U(r) =
1√
3|Q|χ[R,
√
3|Q|1/3](r),
which satisfies all assumptions of the lemma. This then yields∫
Q
[
|∇1ψ|2 + 1
2
WRβ (x1 − x2)|ψ|2
]
dx1 =
∫
Ω
[
|∇rψ|2 + 1
2
WRβ (r)|ψ|2
]
dr
≥ aRβ
∫
Ω
U(|r|)|ψ|2 dr = a
R
β√
3|Q|
∫
Q
χBc
x2,R
(x1)|ψ|2 dx1, (37)
where aRβ , the scattering length of W
R
β , is given by (55). We find, using (35)
and R = δaβ , that
aRβ = aβδ
(
1− (δΛβ)
β−2
2 tanh
(
(δΛβ)
−β−2
2
))
.
Combining and integrating the estimates (36) and (37) yields the bound
e2(|Q|;Wβ) ≥ e2(|Q|;WRβ ) ≥ Cβ,δ
aβ
|Q|1/3 ,
where
Cβ,δ :=
1
Λβ
min
{
1
33/2
(δΛβ)
3−β ,
1√
3
(δΛβ)
(
1− (δΛβ)
β−2
2 tanh
(
(δΛβ)
−β−2
2
))}
.
(38)
For simplicity we choose δ := Λ−1β , so that Cβ,δ = 3
−1/2(1− tanh 1)Λ−1β .
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We then set γ(|Q|) := aβ|Q|−1/3 (i.e. α = 3, τ = aβ) and obtain
e2(|Q|;Wβ) ≥ ζΛ−1β γ(|Q|).
Hence Assumption 1 holds with e(γ) = ζΛ−1β γ by Theorem 2, and we can
use eK=pi2(γ) = min
{
ζΛ−1β γ, pi
2
}
to obtain the following theorem.
Theorem 15. Let d = 3 and Wβ(x) = W0|x|−β with W0 > 0, β > 3 and
scattering length aβ given in (33). Then for any N ≥ 1 and all normalized
ψ ∈ H1(R3N ) one has
〈ψ, (Tˆ + Wˆβ)ψ〉 ≥ Chs
∫
R3
min
{
2−1/3ζΛ−1β aβρ(x)
2, pi2ρ(x)5/3
}
dx,
where ρ the density associated to ψ, ζ is given in Proposition 13 and Chs
agrees with the constant found in Theorem 12.
Proof. With the above parameters, we apply Theorem 6 with d = 3, α = 3
and K = pi2. The statement of the theorem then holds with C3,3,pi2 =
Chs.
Remark. It is instructive to analyze the behavior of Λ−1β aβ in the following
two limiting cases:
1. β → ∞: If we set W0 = aβ−2, this should correspond to the hard-
sphere case with range a. Indeed, in this limit Λβ → 1 and aβ → a, so
we retrieve a bound of the form given above in Theorem 12.
2. β → 3: In this situation, the scattering length aβ tends to infinity,
but Λ−1β aβ = (W0/2)
1/(β−2) → W0/2, so we retrieve the form given
by the elementary bound in Theorem 9. Note that since the scat-
tering length tends to infinity, we cannot have a bound of the form
C
∫
min{aβρ2, ρ5/3} for all β > 3 (with C independent of β), because
this would tend to C
∫
ρ5/3 in the limit, which violates scaling (see
Proposition 21).
4.5 Hard-Disk Interaction
The hard-disk interaction of range a (in d = 2) corresponds to the potential
W hda (x) =
{
+∞, |x| ≤ a,
0, |x| > a.
As an operator, W hda is realized by requiring that the many-particle wave
function ψ(x1, . . . ,xN ) vanishes for |xi − xj| ≤ a, 1 ≤ i < j ≤ N . This
subspace of H1(R2N ) is denoted by H1a(R
2N ).
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The two-particle energy e2(|Q|;W hda ) then becomes
e2(|Q|;W hda ) = |Q| inf
ψ∈H1a(R4)∫
Q2 |ψ|2=1
∫
Q2
[|∇1ψ|2 + |∇2ψ|2] dx1dx2.
We recall that the scattering length ofW hda is given by the range of the hard
disk, namely a.
Proposition 16. In the hard-disk case, the two-particle energy satisfies the
estimate
e2(|Q|;W hda ) ≥
2(− ln (2−1/2a|Q|−1/2))
+
.
Proof. We begin by noting that if
√
2|Q|1/2 ≤ a, then the estimate is trivial,
since the inter-particle distance is less than a and the energy is arbitrarily
large. From now on we can thus assume that
√
2|Q|1/2 > a. In this situation
we will need the following lemma (see [36] or [31, Lemma 3.1]).
Lemma 17 (Generalized Dyson’s Lemma in 2D). Let v(r) ≥ 0 be an inter-
action potential with finite range R0 and scattering length a, and U(r) ≥ 0
any function satisfying
∫∞
0 U(r) ln(r/a)r dr ≤ 1 and U(r) = 0 for r < R0.
Let Ω be star-shaped with respect to 0. Then any ψ ∈ H1(Ω) satisfies∫
Ω
(
|∇ψ|2 + 1
2
v(|x|)|ψ|2
)
dx ≥
∫
Ω
U(|x|)|ψ|2 dx.
As mentioned before, W hda is implemented through appropriate Dirichlet
boundary conditions, so the lemma in this case reads as follows. For ψ ∈
H1(Ω) with ψ(x) = 0 when |x| ≤ a (and R0 = a), we have∫
Ω
|∇ψ|2 dx ≥
∫
Ω
U(|x|)|ψ|2 dx. (39)
To use the above, we define
U(r) =
1
|Q| ln (√2|Q|1/2/a)χ[a,√2|Q|1/2](r),
so that U(r) ≥ 0 and
∫ ∞
0
U(r) ln(r/a)r dr =
1
|Q| ln (√2|Q|1/2/a)
∫ √2|Q|1/2
a
ln(r/a)r dr
≤ 1|Q|
∫ √2|Q|1/2
a
r dr ≤ 1.
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Hence for x2 ∈ Q fixed, (39) yields∫
Q
|∇1ψ|2 dx1 ≥ 1|Q| ln (√2|Q|1/2/a)
∫
Q
χBc
x2,a
|ψ|2 dx1
=
1
|Q| ln (√2|Q|1/2/a)
∫
Q
|ψ|2 dx1,
since ψ ≡ 0 inside Bx2,a. Repeating the same argument for the term∫
Q |∇2ψ|2 dx2 and integrating over the respective variables yields
e2(|Q|;W hda ) ≥
2
− ln (2−1/2a|Q|−1/2) .
We then obtain the desired estimate if we set the particle energy to be +∞ if√
2|Q|1/2 ≤ a through considering only the positive part of the denominator.
If we set γ(|Q|) := a|Q|−1/2 (i.e. α = 3, τ = a), then
e2(|Q|;W hda ) ≥
2(− ln (2−1/2γ))
+
,
but this lower bound is not concave in γ. However, it is shown in Ap-
pendix A.3 that
e(γ) :=
2
2 +
(− ln (2−1/2γ))
+
is a suitable candidate for a bounded concave function in γ, and hence
Assumption 1 holds with e = eK=1. Also note that Assumption 2 holds for
this value of α by virtue of Proposition 25 in the Appendix.
Theorem 18. Let W hda denote the hard-disk interaction of range a > 0.
There exists a positive constant Chd independent of a such that for any N ≥
1 and all normalized ψ ∈ H1a(R2N ) the total energy satisfies the estimate
〈ψ, (Tˆ + Wˆ hda )ψ〉 ≥ Chd
∫
R2
2ρ(x)2
2 +
(− ln (2−1aρ(x)1/2))
+
dx, (40)
where ρ is the density associated to ψ.
Proof. With the above parameters, we apply Theorem 6 with d = 2, α = 3
and K = 1. The statement of the theorem then holds with Chd := C2,3,1,
and taking the remark following Proposition 25 into account, we have an
explicit lower bound C2,3,1 = c5/2 > 10
−10.
Remark. It is again instructive to compare the right-hand side in (40) for
small ρ(x) to the exact energy per unit area e0 of the two-dimensional dilute
Bose gas, proven in [36],
lim
a2ρ→0
e0
4piρ2| ln(a2ρ)|−1 = 1.
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4.6 Estimates for Homogeneous Potentials in Terms of the
Scattering Length in 2D
In this subsection, we will prove a more refined estimate than the elementary
bound (Theorem 9) for the homogeneous potential Wβ(x) =W0|x|−β in 2D
in terms of its scattering length. Such an estimate is possible provided β > 2,
for which the scattering length is finite.
From (58) in the Appendix we obtain the scattering length for Wβ:
aβ = Ξβ
(
W0
2
)1/(β−2)
, where Ξβ :=
(
2
β − 2
)2/(β−2)
. (41)
Proposition 19. For Wβ with β > 2, the two-particle energy satisfies
e2(|Q|;Wβ) ≥ 1
ζ2 +
(
− ln
(
aβ/Ξβ√
2|Q|1/2
))
+
,
where ζ2 := I0(1)/I1(1) > 2.24 is a ratio of Bessel functions.
Proof. As in the 3D case, our strategy is to replace Wβ(x) by a cut-off
version
WRβ (x) :=
W0
Rβ
χB0,R(x),
which has a finite range R and a related scattering length aRβ (see (60) in
the Appendix), where we choose
R := min{δaβ ,
√
2|Q|1/2} (42)
and δ > 0 is to be determined later.
We will first give an elementary bound for the potential WRβ (x) on its
support, using the relation
W0
2
= (aβ/Ξβ)
β−2 . (43)
If
√
2|Q|1/2 ≤ δaβ , then
1
2
W0
Rβ
=
W0/2
(
√
2|Q|1/2)β = 2
−β/2
(
aβ
Ξβ
)β−2
|Q|1−β/2|Q|−1 ≥ 1
2|Q| (δΞβ)
2−β ,
while if
√
2|Q|1/2 ≥ δaβ , one finds
1
2
W0
Rβ
=
W0/2
(δaβ)β
= δ−β
(
aβ
Ξβ
)β−2
a−ββ =
(δΞβ)
2−β
(δaβ)2
≥ 1
2|Q| (δΞβ)
2−β .
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This gives
∫
Q
[
|∇2ψ|2 + 1
2
WRβ (x1 − x2)|ψ|2
]
dx1
≥ 1
2|Q| (δΞβ)
2−β
∫
Q
χBx2,R(x1)|ψ|2 dx1, (44)
and this bound will prove sufficient for the case of small Q, where the ball
Bx2,R covers all of Q.
Outside the support ofWRβ (x), namely on Ω∩Bc0,R with Ω := Q−x2, we
use Lemma 17 with the potential (note that we may assume R <
√
2|Q|1/2
by the above)
U(r) =
1
|Q| ln
(√
2|Q|1/2/aRβ
)χ[R,√2|Q|1/2](r),
which satisfies all assumptions of the lemma (it will turn out that aRβ ≤ R),
analogously to the hard-disk case with a = aRβ . This then yields
∫
Q
[
|∇1ψ|2 + 1
2
WRβ (x1 − x2)|ψ|2
]
dx1 =
∫
Ω
[
|∇rψ|2 + 1
2
WRβ (r)|ψ|2
]
dr
≥
∫
Ω
U(|r|)|ψ|2 dr = 1
|Q| ln
(√
2|Q|1/2/aRβ
) ∫
Q
χBc
x2,R
(x1)|ψ|2 dx1, (45)
where aRβ , the scattering length of W
R
β , is given by (60). We find, using (43)
and R = δaβ , that
aRβ = aβδ exp

−(δΞβ)β−22 I0
(
(δΞβ)
−β−2
2
)
I1
(
(δΞβ)
−β−2
2
)

 .
Combining and integrating the estimates (44) and (45), and choosing δ :=
Ξ−1β for simplicity, yields the bound
e2(|Q|;Wβ) ≥ min

12 ,
[
ln
(√
2|Q|1/2
aβ/Ξβ
exp
(I0(1)
I1(1)
))]−1

=
1
ζ2 +
(
− ln
(
aβ/Ξβ√
2|Q|1/2
))
+
,
where ζ2 := I0(1)/I1(1) > 2.24.
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We then set γ(|Q|) := aβ|Q|−1/2 (i.e. α = 3, τ = aβ) and obtain
e2(|Q|;Wβ) ≥ e(γ) := 1
ζ2 +
(− ln (2−1/2γ/Ξβ))+ = eK=1(γ).
Hence, following the hard-disk case, we obtain the following theorem.
Theorem 20. Let d = 2 and Wβ(x) = W0|x|−β with W0 > 0, β > 2 and
scattering length aβ given in (41). Then for any N ≥ 1 and all normalized
ψ ∈ H1(R2N ) one has
〈ψ, (Tˆ + Wˆβ)ψ〉 ≥ Chd
∫
R2
ρ(x)2
ζ2 +
(
− ln
(
2−1Ξ−1β aβρ(x)1/2
))
+
dx,
where ρ is the density associated to ψ, ζ2 is given in Proposition 19 and Chd
is as in Theorem 18.
Remark. It is instructive to analyze the behavior of Ξ−1β aβ in the following
two limiting cases:
1. β →∞: If we set W0 = aβ−2, this should correspond to the hard-disk
case with range a. Indeed, in this limit Ξβ → 1 and aβ → a, so we
retrieve a bound of the form given above in Theorem 18.
2. β → 2: In this situation, the scattering length aβ tends to infinity,
however Ξ−1β aβ = (W0/2)
1/(β−2) could have a finite limit depending
on the size of the coupling constant. If W0 is sufficiently large, we
obtain the classical Lieb-Thirring estimate (see Theorem 8) with a
constant Chd/ζ2. A more natural dependence of the Lieb-Thirring
constant on W0 could possibly be recovered by a different choice of δ.
5 Counterexamples
In this section, we investigate the sharpness of the forms of the previously
obtained Lieb-Thirring type bounds. We restrict the discussion to d = 3 for
simplicity.
5.1 Homogeneous Potentials
As seen in Theorem 8, the classical Lieb-Thirring estimate can be recovered
from the class of inverse-square interaction potentials W2(x) = W0|x|−2.
A natural question would be to ask whether this is also possible for other
homogeneous potentials Wβ. The following proposition shows that this is
impossible for β 6= 2 by using appropriate scaling and a suitable trial func-
tion.
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Proposition 21. Let Wβ(x) = W0|x|−β with β 6= 2. Assume that there
exists a constant C ≥ 0 such that the inequality
〈ψ, (Tˆ + Wˆβ)ψ〉 ≥ C
∫
R3
ρ(x)5/3 dx (46)
holds for all ψ ∈ H1(R3N ) and N ≥ 1 (ρ being the density of ψ). Then
C = 0.
Remark. Note the implication of this proposition in the remark following
Theorem 15.
Proof. Given ψ ∈ L2(R3N ), define by
ψL(x1, . . . ,xN ) := L
−3N/2ψ(x1/L, . . . ,xN/L)
a scaled version of ψ. We have the density ρψL(x) = L
−3ρψ(x/L), so that∫
R3
ρ
5/3
ψL
(x) dx = L−2
∫
R3
ρ
5/3
ψ (y) dy,
and furthermore
〈ψL, (Tˆ + Wˆβ)ψL〉 = L−2〈ψ, Tˆψ〉+ L−β〈ψ, Wˆβψ〉.
The scaled version of (46) then reads
〈ψ, Tˆψ〉+ L2−β〈ψ, Wˆβψ〉 ≥ C
∫
R3
ρ
5/3
ψ (y) dy.
Set ψ = ψhs ∈ H1a(R3N ), the ground state of the hard-sphere potential
with range a on the cube Q0 with Dirichlet boundary conditions, and define
ρ¯ = N/|Q0|. We decide to choose Q0 (or a) such that the state is dilute,
meaning ρ¯a3 < ε ≪ 1. For this state it holds, for sufficiently large N and
Q0, that (see [11, Theorem 3] or [35, Theorem 2.1])
〈ψ, Tˆψ〉 ≤ c1a N
2
|Q0| ,
for a sufficiently large c1, and furthermore 〈ψ, Wˆβψ〉 ≤ c2N2aβ , so we obtain
〈ψ, Tˆψ〉+ L2−β〈ψ, Wˆβψ〉 ≤ c1a N
2
|Q0| + c2a
−β N2
Lβ−2
.
We then estimate
aN2/|Q0| = Nρ¯2/3(a3ρ¯)1/3 < ε1/3Nρ¯2/3 = ε1/3 N
5/3
|Q0|2/3
.
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Applying Ho¨lder’s inequality to N =
∫
Q0
ρψ yields
N5/3
|Q0|2/3
≤
∫
R3
ρ
5/3
ψ (x) dx,
so that (for positive C)
c1a
N2
|Q0| + c2a
−β N
2
Lβ−2
≤ ε1/3c1
∫
R3
ρ
5/3
ψ (x) dx+ c2a
−β N
2
Lβ−2
< C
∫
R3
ρ
5/3
ψ (x) dx
for ε small enough and L→ 0 for β < 2 or L→∞ for β > 2. Hence (46) is
impossible if C is independent of N (and ψ).
5.2 Locally Integrable Potentials
As seen in Theorem 15, the homogeneous potentials Wβ with β > 3 satisfy
an estimate involving the scattering length aβ. When β ≤ 3, the scattering
length of these potentials becomes infinite, reducing a possible estimate of
this type to the classical Lieb-Thirring estimate. As shown in the previous
subsection, this is only possible if β = 2. One is then tempted to ask if
an estimate as in Theorem 15 could hold for some other class of potentials.
The following shows that if the potential is sufficiently regular, then such a
bound cannot hold.
Proposition 22. Let W ∈ Lploc(R3) for some p ≥ 3/2 and scattering length
a > 0 (possibly infinite). If there exists a constant C ≥ 0 such that the
inequality
〈ψ, (Tˆ + Wˆ )ψ〉 ≥ C
∫
R3
min{aρ(x)2, ρ(x)5/3} dx (47)
holds for all ψ ∈ H1(R3N ) and N ≥ 1, then C = 0.
Remark. Observe that W2 ∈ Lploc(R3) for p < 3/2 and has infinite scattering
length, and we have seen that (47) holds for this class of potentials. Also,
note that Wβ has finite scattering length for β > 3 and (47) holds for this
potential, but it is not in Lploc(R
3) for any p ≥ 1.
Proof. Let ϕ(x) ∈ C∞c (R3;R≥0) with suppϕ ⊂ B0,1 and
∫
B0,1
|ϕ(x)|2 dx =
1. Set ϕL(x) = L
−3/2ϕ(x/L) and define
ψ(x1, . . . ,xN ) :=
N∏
j=1
ϕL(xj).
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For this function, the density is ρψ(x) = L
−3N |ϕ(x/L)|2, so that
∫
R3
min{aρ2ψ(x), ρψ(x)5/3} dx
=
∫
R3
min
{
a
N2
L3
|ϕ(y)|4, N
5/3
L2
|ϕ(y)|10/3
}
dy.
The kinetic energy on the other hand computes to
〈ψ, Tˆψ〉 = N
L2
∫
B0,1
|∇ϕ(y)|2 dy ≤ c3 N
L2
,
whereas
〈ψ, Wˆψ〉 = N(N − 1)
2
∫
R6
|ϕL(x)|2W (x− y)|ϕL(y)|2 dxdy
≤ N2
∫
R6
|ϕ(x)|2W (L(x− y))|ϕ(y)|2 dxdy
≤ c4N2
∫
R6
χB0,1(x)W (L(x− y))χB0,1(y) dxdy
≤ c4N2
∫
B0,1
dx
∫
B0,2
W (Lz) dz.
We find∫
B0,2
W (Lz) dz = L−3
∫
B0,2L
W (z) dz ≤ c5L−3/p‖W‖Lp(B0,2L)
by Ho¨lder’s inequality. Hence (47) is violated if
c3
N
L2
+ c4c5
N2
L3/p
‖W‖Lp(B0,2L)
< C
∫
R3
min
{
a
N2
L3
|ϕ(y)|4, N
5/3
L2
|ϕ(y)|10/3
}
dy. (48)
Since Lploc(R
3) ⊂ L3/2loc (R3) for p > 3/2, it suffices to study p = 3/2. We
then rewrite (48) as
c3N + c4c5N
2‖W‖L3/2(B0,2L)
< C
∫
R3
min
{
a
N2
L
|ϕ(y)|4, N5/3|ϕ(y)|10/3
}
dy.
Using limL→0‖W‖L3/2(B0,2L) = 0, we can choose L = L(N) such that
‖W‖L3/2(B0,2L) < c6N−1/3, so that the left hand side is dominated by the
right hand side for sufficiently small c6 and N large.
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5.3 Skew Potentials
In this subsection we will show that a bound as in Theorem 15 is also not
possible for potentialsW with an unbalanced relationship between the range
and the scattering length. This shows that such a bound cannot depend on
the scattering length alone but must also depend on other details of the
potential.
For 0 < a < R and W0 > 0 let us define
Wa,R(x) =


+∞, |x| ≤ a,
W0, a < |x| ≤ R,
0, |x| > R,
a modified hard-sphere interaction. Note that Wa,R /∈ Lploc(R3) for any p,
however, it is easy to show (cf. Appendix A.2.2) that the scattering length
of this class of potentials is given by
aW := a+
1√
W0/2
(√
W0/2(R − a)− tanh
(√
W0/2(R − a)
))
,
so that aW > a for R > a and limR→∞ aW =∞.
Proposition 23. Let W = Wa,R. Assume that for some constant C ≥ 0
the inequality
〈ψ, (Tˆ + Wˆa,R)ψ〉 ≥ C
∫
R3
min{aW ρ(x)2, ρ(x)5/3} dx (49)
holds for all ψ ∈ H1(R3N ) and N ≥ 1. We allow C to depend on aW > 0
but not on the details of W (i.e. a, W0, and R). Then C = 0.
Proof. Fix aW > 0 and assume that C > 0. As in the proof of Propo-
sition 21, we take ψ = ψhs ∈ H1a(R3N ), the ground state of the hard-
sphere potential with range a on a cube Q0 with Dirichlet boundary con-
ditions, and define ρ¯ = N/|Q0|. We start by fixing 0 < a ≪ aW such that
a < CaW/(16pi) and let N and Q0 be such that (a
3ρ¯)1/3 < 56C/(16pi) and
(see [11, Theorem 3] or [35, Theorem 2.1])
〈ψ, Tˆψ〉 ≤ 8pia N
2
|Q0| .
We also note that for this state 〈ψ, Wˆa,Rψ〉 ≤ N2W0. We now estimate
a
N2
|Q0| = (a
3ρ¯)1/3Nρ¯2/3 = (a3ρ¯)1/3
N5/3
|Q0|2/3
≤ (a3ρ¯)1/3
∫
Q0
ρ
5/3
ψ ,
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where we applied Ho¨lder’s inequality toN =
∫
Q0
ρψ. We then write
∫
Q0
ρ
5/3
ψ =
∫
ρψ≤a−3W
ρ
5/3
ψ +
∫
ρψ>a
−3
W
ρ
5/3
ψ ≤
(∫
ρψ≤a−3W
ρ2ψ
)5/6
|Q0|1/6 +
∫
ρψ>a
−3
W
ρ
5/3
ψ ,
again using Ho¨lder’s inequality, and
∫
ρψ≤a−3W 1 ≤ |Q0|. Furthermore, by
means of Young’s inequality ab ≤ ap/p + bq/q, we have
(a3ρ¯)1/3
(∫
ρψ≤a−3W
ρ2ψ
)5/6
|Q0|1/6 ≤ 5
6
a
∫
ρψ≤a−3W
ρ2ψ +
1
6
aρ¯2|Q0|,
and hence
a
N2
|Q0| ≤
5
6
a
∫
ρψ≤a−3W
ρ2ψ + (a
3ρ¯)1/3
∫
ρψ>a
−3
W
ρ
5/3
ψ +
1
6
a
N2
|Q0| ,
or equivalently, a N
2
|Q0| ≤ a
∫
ρψ≤a−3W ρ
2
ψ +
6
5(a
3ρ¯)1/3
∫
ρψ>a
−3
W
ρ
5/3
ψ . Summing up,
〈ψ, (Tˆ + Wˆa,R)ψ〉 ≤ 8pia N
2
|Q0| +N
2W0
≤ 8pia
∫
ρψ≤a−3W
ρ2ψ + 8pi
6
5
(a3ρ¯)1/3
∫
ρψ>a
−3
W
ρ
5/3
ψ +N
2W0
<
C
2
aW
∫
ρψ≤a−3W
ρ2ψ +
C
2
∫
ρψ>a
−3
W
ρ
5/3
ψ +N
2W0
=
C
2
∫
R3
min{aW ρ2ψ, ρ5/3ψ }+N2W0
Now, take W0 small but R large, keeping aW fixed, so that N
2W0 <
C
2
∫
R3
min{aW ρ2ψ, ρ5/3ψ } (which is strictly positive). It follows that (49) is
impossible if C > 0 is independent of a, W0, R (and ψ).
A Appendix
A.1 Local Uncertainty Principles
For our applications with α > 2 we require a stronger formulation of the
local uncertainty principle, cf. Assumption 2.
Proposition 24 (Uncertainty in d ≥ 3). Let d ≥ 3 and W ≥ 0, then
Assumption 2 holds for all 0 < α ≤ 2dd−2 , with S1 = Sd/2 and S2 = Sd,
where Sd is the inverse-square of the Poincare´-Sobolev constant for the cube
in dimension d.
Remark. An upper bound on α in d ≥ 3 is to be expected, since the kinetic
energy cannot control arbitrarily large regularity of the density.
35
Remark. Following [27, Exercise 8.6], an explicit lower bound for Sd is
Sd ≥ 16d
2
dd(d+ 2)2
(
d
|Sd−1|
) 2(d−1)
d
[(
2(d− 1)
d
) d−1
d
+
(
2(d − 1)
d− 2
) d−1
d
]−2
,
in particular S3 ≥ 0.00226. Comparing with the sharp global Sobolev con-
stant indicates that this leaves plenty of room for improvement.
Proof. We use that (cf. also [16])
(T +W )Qψ ≥ TQψ ≥
∫
Q
|∇ρ(x)1/2|2 dx,
where the second inequality follows from the Hoffmann-Ostenhof inequality,
[19, Lemma 2]. We then apply the Poincare´-Sobolev inequality [27, Theo-
rem 8.12] and the triangle inequality in L2
∗
(Q), where 2∗ := 2d/(d − 2), to
obtain∫
Q
|∇ρ(x)1/2|2 dx ≥ Sd
∥∥∥∥ρ1/2 − 1|Q|
∫
Q
ρ1/2
∥∥∥∥
2
L2∗(Q)
≥ Sd
(
‖ρ1/2‖L2∗ (Q) − |Q|−(d+2)/2d
∫
Q
ρ1/2
)2
.
Next, we use the inequality (a−b)2 ≥ a2/2−b2 (convexity) and the Cauchy-
Schwarz inequality, so that the right hand side is bounded from below by
Sd
(
1
2
‖ρ‖Ld/(d−2)(Q) − |Q|−2/d
∫
Q
ρ
)
≥ Sd
2
(∫
Q ρ
1+α/d
)2/α
(
∫
Q ρ)
2/d+2/α−1 − Sd
∫
Q ρ
|Q|2/d ,
where for the last step we used the Ho¨lder inequality∫
Q ρ
1+α/d ≤ (∫Q ρd/(d−2))α(d−2)/(2d)(∫Q ρ)1−α(d−2)/(2d) ,
which is applicable for 0 < α ≤ 2∗.
Proposition 25 (Uncertainty in d = 2). Let d = 2 and W ≥ 0. Then As-
sumption 2 holds for all 0 < α <∞, with S1 a universal constant depending
on α, and S2 = 1.
Remark. Following [2, Theorem 5.8], an explicit lower bound for S1 is
S1 ≥ pi
96
√
2
(
3
√
2(4 + α)
)−(4+α)/α
.
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Proof. We again obtain
(T +W )Qψ ≥ TQψ ≥
∫
Q
|∇ρ(x)1/2|2 dx
by the Hoffmann-Ostenhof inequality. For the next step, we will need the
Gagliardo-Nirenberg-Sobolev interpolation inequality (see [2, Theorem 5.8]):
‖f‖L2(Ω) + ‖∇f‖L2(Ω) = ‖f‖H1(Ω)
≥ S2,p‖f‖
− 2
p−2
L2(Ω)
‖f‖
p
p−2
Lp(Ω), 2 < p <∞.
We then apply this inequality taking Ω to be the unit square, f = ρ1/2,
p = 2 + α and use the inequality (a− b)2 ≥ a2/2− b2 and scaling to obtain
the following estimate, valid on any square Q,
∫
Q
|∇ρ(x)1/2|2 dx ≥ S
2
2,2+α
2
‖ρ1/2‖2(2+α)/α
L2+α(Q)
‖ρ1/2‖4/α
L2(Q)
− 1|Q|
∫
Q
ρ
=
S22,2+α
2
(
∫
Q ρ
1+α/2)2/α
(
∫
Q ρ)
2/α
− 1|Q|
∫
Q
ρ.
Proposition 26 (Uncertainty in d = 1). Let d = 1 and W ≥ 0. Then As-
sumption 2 holds for all 0 < α <∞, with S1 a universal constant depending
on α, and S2 = 1.
Proof. The proof is almost identical to the two-dimensional case. We omit
the details.
A.2 Scattering Lengths
The reader is referred to the Appendix C in [31] for a basic introduction to
the concept of scattering lengths and some useful properties.
A.2.1 Scattering Length for Wβ in 3D
In this subsection we compute the scattering length for the potential
Wβ(x) =W0|x|−β, β > 3.
Hence we look for a solution ϕ(x) to the equation(
−∆+ 1
2
W0
|x|β
)
ϕ(x) = 0 (50)
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with the asymptotics ϕ(x) = 1− aβ|x|+O(|x|−2) as |x| → ∞, where aβ defines
the scattering length in d = 3 for this potential. Through scaling we see that
if ψ(x) is a solution to the equation
(−∆+ |x|−β)ψ(x) = 0, (51)
then ϕ(x) = ψ((W0/2)
−1/(β−2)
x) solves (50), so we first look for solutions
to (51) with ψ(x) = 1− a|x| +O(|x|−2).
Radial symmetry and the substitution u(r) = rψ(r) shows that (51) is
equivalent to the differential equation
−u′′(r) + r−βu(r) = 0, u(0) = 0,
u(r) having asymptotics u(r) = r − a + O(r−1) for large r. We make the
Ansatz
u(r) =
√
rF (2r−(β−2)/2/(β − 2)),
with F a function to be determined. Let us for convenience define t :=
2r−(β−2)/2/(β − 2) = 2νr−1/(2ν), with ν := 1/(β − 2) ∈ (0, 1). Explicit
computation shows that F (t) satisfies the modified Bessel equation
t2F ′′(t) + tF ′(t)− (t2 + ν2)F (t) = 0,
so F (t) = c1Iν(t) + c2Kν(t), where Iν ,Kν are the modified Bessel functions
Iν(t) =
(
t
2
)ν ∞∑
k=0
(t2/4)k
k!Γ(ν + k + 1)
,
Kν(t) =
pi
2
I−ν(t)− Iν(t)
sin(piν)
, ν /∈ Z,
with asymptotics for large t
Iν(t) = e
t
√
2pit
(
1 +O(t−1)) ,
Kν(t) =
√
pi
2t
e−t
(
1 +O(t−1)) ,
see [1, Chapter 9.6 & 9.7]. The requirement u(0) = 0 reduces to the condition
lim
t→∞(t/(2ν))
−νF (t) = 0,
hence c1 = 0 and F (t) = c2Kν(t). For small t, t
−νKν(t) has the expansion
t−νKν(t) = C
(
t−2ν
Γ(1− ν) −
1
Γ(ν + 1)
+O(t)
)
,
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hence for large r one has
√
rKν(2νr
−1/(2ν)) = C
(
(2ν)−2ν
Γ(1− ν)r −
1
Γ(ν + 1)
+O(r−1)
)
= C
(
r − Γ(1− ν)(2ν)
2ν
Γ(ν + 1)
+O(r−1)
)
.
From this we can conclude that the solution (with the right normalization)
to (51) has
a =
Γ(1− ν)(2ν)2ν
Γ(ν + 1)
,
so expanding ϕ(x) = ψ((W0/2)
−1/(β−2)
x) gives
ϕ(x) = C
(
1− a
(W0/2)−1/(β−2)
1
|x| +O(|x|
−2)
)
.
Thus Wβ has scattering length
aβ =
Γ
(
β−3
β−2
)
Γ
(
β−1
β−2
) ( 2
β − 2
)2/(β−2) (W0
2
)1/(β−2)
. (52)
A.2.2 Scattering Length for a Regularized Wβ in 3D
Let Bx,R denote the ball of radius R around the point x. We define
WRβ (x) =
W0
Rβ
χB0,R(x), (53)
a regularized version of Wβ. To compute the scattering length for this
potential, we look for a solution ϕ(x) to the equation(
−∆+ 1
2
WRβ (x)
)
ϕ(x) = 0 (54)
with the asymptotics ϕ(x) = 1−aRβ |x|−1+O(|x|−2), aRβ being the scattering
length. Radial symmetry and the substitution u(r) = rϕ(r) shows that (54)
is equivalent to the differential equation
−u′′(r) + 1
2
WRβ (r)u(r) = 0, u(0) = 0,
u(r) having asymptotics u(r) = r − aRβ + O(r−1) for large r. After solving
this simple boundary value problem one obtains
u(r) =


Rβ/2√
W0/2
sinh(
√
W0/2R−β/2 r)
cosh(
√
W0/2R1−β/2)
, 0 < r < R,
r − aRβ , r ≥ R,
with
aRβ = R−
Rβ/2√
W0/2
tanh
(√
W0/2R
1−β/2
)
. (55)
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A.2.3 Scattering Length for Wβ in 2D
In this subsection we compute the two-dimensional scattering length for the
potential
Wβ(x) =W0|x|−β, β > 2.
Through scaling we see that if ψ(x) is a solution to the equation
(−∆+ |x|−β)ψ(x) = 0, (56)
then ϕ(x) = ψ((W0/2)
−1/(β−2)
x) solves(
−∆+ 1
2
W0
|x|β
)
ϕ(x) = 0 (57)
so we first look for solutions to (56) with ψ(x) = ln(|x|/a) + O(|x|−1) as
|x| → ∞, a being the scattering length in two dimensions.
Radial symmetry and the substitution u(r) =
√
rψ(r) shows that (56) is
equivalent to the differential equation
−u′′(r)− u(r)
4r2
+ r−βu(r) = 0, u(0) = 0,
u(r) having asymptotics u(r) =
√
r ln(r/a) +O(r1/2) for large r. We make
the Ansatz
u(r) =
√
rF (2r−(β−2)/2/(β − 2)),
with F a function to be determined. Let us for convenience define t :=
2r−(β−2)/2/(β − 2) = 2νr−1/(2ν), with ν := 1/(β − 2) ∈ (0, 1). Explicit
computation shows that F (t) satisfies the modified Bessel equation
t2F ′′(t) + tF ′(t)− t2F (t) = 0,
so F (t) = c1I0(t) + c2K0(t), where I0,K0 are modified Bessel functions of
order zero; see [1, Chapter 9.6 & 9.7]. The requirement u(0) = 0 reduces to
the condition
lim
t→∞(t/(2ν))
−νF (t) = 0,
hence c1 = 0 and F (t) = c2K0(t). For large r one has
√
rK0(2νr
−1/(2ν)) = C
(√
r ln
(
2νr−1/(2ν)
)
+O(r1/2)
)
= C
(√
r ln
(
((2ν)−2νr)−1/(2ν)
)
+O(r1/2)
)
.
From this we can conclude that the solution (with the right normalization)
to (56) has a = (2ν)2ν , so expanding ϕ(x) = ψ((W0/2)
−1/(β−2)
x) shows
that Wβ has scattering length
aβ =
(
2
β − 2
)2/(β−2) (W0
2
)1/(β−2)
. (58)
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A.2.4 Scattering Length for a Regularized Wβ in 2D
Again, let WRβ (x) = W0R
−βχB0,R(x) be a regularized version of Wβ. We
look for a solution ϕ(x) to the equation(
−∆+ 1
2
WRβ (x)
)
ϕ(x) = 0 (59)
with the asymptotics ϕ(x) = ln(|x|/aRβ )+O(|x|−1), aRβ being the scattering
length. By radial symmetry, (59) is equivalent to
−∂2rϕ(r)−
1
r
∂rϕ(r) + Cϕ(r) = 0
for r ∈ (0, R), where C :=W0R−β, and
−∂2rϕ(r)−
1
r
∂rϕ(r) = 0,
for r ≥ R. The first equation has the general solution ϕ(r) = c1I0(
√
Cr) +
c2K0(
√
Cr), however the condition ϕ ∈ H1(B0,R) forces c2 = 0. As for the
second equation we directly obtain ϕ(r) = ln(r/aRβ ).
This boundary value problem then has the solution
ϕ(r) =


Rβ/2−1√
W0/2
I0
(√
W0/2R−β/2r
)
I1
(√
W0/2R1−β/2
) , 0 < r < R,
ln(r/aRβ ), r ≥ R,
with scattering length
aRβ = R exp

− Rβ/2−1√
W0/2
I0
(√
W0/2R
1−β/2
)
I1
(√
W0/2R1−β/2
)

 . (60)
A.3 A Concave Lower Bound in the Hard-Disk Case
We are looking for a constant c > 0 such that
f(γ) =
1
c+
(− ln(2−1/2γ))
+
is concave in γ. Clearly, if γ ≥ √2, then f(γ) = c−1, which is concave.
We are thus left to study the case when γ <
√
2, and we choose to rewrite
f(γ) as f(γ) = −1/ ln(αγ), with α = 2−1/2e−c. Hence
f ′′(γ) = − 1
γ2 ln(γα)2
(
1 +
2
ln(γα)
)
,
so that concavity and ln(γα) < 0 requires e2 < (γα)−1 for all γ <
√
2. We
see that we can choose α = 2−1/2e−2, hence c = 2.
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