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Abstract 
New existence results are presented for the second-order equation y" + f(t, y) = 0, 0 < t < 1 with Dirichlet or mixed 
boundary data. In our theory the nonlinearity f is allowed to change sign. Singularities at y = 0, t = 0 and t = 1 are 
discussed. © 1998 Elsevier Science B.V. All rights reserved. 
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I. Introduction 
In the study of nonlinear phenomena many mathematical models give rise to the singular problem 
y" + q(t)y -~ = 0 ,0<t  < 1, 
y(0) = 0 = y(1 ), 
(1.1) 
where ~>0, qc  C(0, 1), q>0 on (0, 1) and f01 t(1 - t )q( t )dt<oc.  Taliaferro [11] showed that (1.1) 
has a C[0, 1]riCE(0,1) solution. In the late 1980s and early 1990s many authors [1-5, 7-9, 12] 
have examined the more general boundary value problems 
y" + f(t,y)=O, O<t<l ,  
y(0) = 0 = y( 1 ) 
(1.2) 
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and 
1 
- (py') '  + f(t,y)=O, 0<t<l ,  
P 
lim p(t)y'(t) = 0 ---- y(1 ), 
t---,0 + 
(1.3) 
where f(t,y)>O for rE(0, 1) and y>0.  We do not assume 1/pELI[O, 1] when we are discussing 
(1.3). Only recently [6, 10] has (1.2) and (1.3) been examined when f is allowed to change sign. 
We continue these studies here and prove a variety of existence results for (1.2) and (1.3). Our 
theory automatically includes all well-known results for (1.2) and (1.3) in the literature. It should 
be remarked here that, in fact, we could also discuss Sturm-Liouville boundary data; however, since 
the arguments are essentially the same we will restrict our discussion to Dirichlet or mixed boundary 
data. Notice also that many authors discuss the Dirichlet boundary value problem 
l (py ' ) '+  f(t,y)=O, O<t<l ,  
P 
y (0 )=0=y(1) ,  
(1.4) 
where p E C[0, 1] M CI(0, 1 ) ,p>0 on (0, 1) and f l  ds/p(s)<cx~. However, by making a change of 
variables (i.e. by using the Liouville transformation) one can reduce (1.4) to a problem of the form 
(1.2). 
2. Singular problems 
In this section we begin by discussing the Dirichlet problem 
y" + q(t)f(t,y) = 0, 0<t< 1, 
y(0) = 0 = y(1 ), (2.1) 
where q > 0 on (0, 1 ) and f : [0, 1] × (0, c~) ~ R. Our results rely on the following existence principle 
[9, 10] for the nonsingular problem: 
y" +F(t,y)=O, 0<t<l ,  
(2.2) 
y(0) = a, y(1 ) = b. 
Notice by a solution to (2.2) we mean a function y E C[0, 1] N C2(0, 1) which satisfies the differential 
equation on (0, 1 ) and the stated boundary conditions. 
rheorem 2.1. Suppose 
F" (0, 1 ) x • --~ R is continuous. (2.3) 
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(i) Assume 
for each r>0 there exists a hr EC(0,1) with fl0t(1 - t )h r ( t )d t<c~ such that 
lYl <<-r implies IF(t, y)l <<. hr(t) for tE(0,1).  Also assume limt__.0+ t2(1-  t)hr(t)=O 
/f flo(1 - x)hr(x) dx -- c~ and lim,_.l- t(1 - t )2hr ( t )  -~ 0 if f l  o xhr(x) dx = c~ (2.4) 
holds. In addition suppose there is a constant M, independent of  ,~, with lYlo -- suP[o,~ 1 lY(t)l ¢M 
for any solution y to 
y" + ZF(t,y)=O, 0<t<l ,  
(2.5) 
y(O)=a,y(1)---b, 
for each 2E(0,1). Then (2.2) has a solution yEC[O, 1]AC2(O, 1) with [Ylo ~<M. 
(ii) Assume 
there exists a hE C(O, 1) with f~ot(1 - t )h ( t )d t<oo such that IF(t,y)l <<. h(t) 
for t E (0, 1) and y E ~. Also assume limt--.0+ t2(1 - t)h(t) -- 0 if (2.6) 
f 0(1 - x)h(x) dx  = c~ and lim/__.l- t(1 - t)2h(t) = 0 if  floxh(x ) dx = go 
holds. Then (2.2) has a solution. 
Remark 1. It is easy to see (use (2.4) or (2.6) and the integral representation i  [9, 10]) that if y 
is any solution of (2.2) then limt~0+ ty'(t)= 0 and limt__,l-t(1 - t )y ' ( t )=  O. 
We now prove a variety of new existence results for the singular problem (2.1). Our first result 
concerns the case when q EL l [0 ,  1]. 
Theorem 2.2. Suppose the following conditions are satisfied: 
f :  [0, 1] × (0,oo)---~ R is continuous (2.7) 
qEC(0,1)  with q>0 on (0,1), (2.8) 
fO q(x) < Oe, (2.9) dx 
I f(t ,y)l  <<. g(y) + h(y) on [0, 1] x (0, eo) with g>0 continuous and nonincreasing on 
(0, eo),h >/0 continuous on [0,oo) and h/g nondecreasing on (0, oe), (2.10) 
let n E {3,4,...} and associated with each n we have a constant Pn such that {Pn} 
is a nonincreasing sequence with limn__.~ On = 0 and such that for 1/n <~ t <. 1 - 1/n 
we have f ( t ,  Pn) >t 0, (2.11 )
there exists a function e E C[0, 1] M C2(0, 1 ) with e(0) = e(1) = 0, e > 0 on (0, 1) such that 
q(t)f(t ,  y) + e"(t) > 0 for (t, y) E (0, 1) x {y E (0, oc): y < e(t)}, (2.12) 
132 
and 
here 
with 9 '<0 a.e. on (0,R] and 9'/92 ELl[O,R] 
I°'(t)11/2 dt - -~ 
g(t) 
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for any R>0, 1/9 is differentiable on (0,R] with 9 '<0 a.e. on (0,R] and 9'/92 ELI[0,R] 
(2.13) 
(2.14) 
sup > bo, 
c~(o, o) {1 + h(c)/g(e)} 
(2.15) 
{/o 'j2 } bo=max 2 t(1 - t )q ( t )d t ,2  2t(1 - t)q(t)dt . 
Then (2.1) has a solution y E C[0, 1] fq C2(0, 1) with y>0 on (0, 1). 
Proof. Choose M>0 and ~>0 (~<M) with 
1 fe M d___uu >bo. (2.16) 
{1 + h(M)/g(M)} O(u) 
Let no E {3, 4,...} be chosen so that Pn0 < e and let N + = {no, no + 1,...}. We first show 
y" +q(t ) f* ( t ,y)=O,  0<t<l ,  
(2.17)" 
y(O) = y(1) = p., 
has a solution for each n E N+; here 
f(t ,  y), y >~ pn, 
f(t ,  pn)+Pn- -Y ,Y<Pn and ¼ ~<t~< 1 ~, 
f * ( t ,y )= f (~,P , )+Pn- -Y ,Y<P,  and 0~<t~< ~, 
f (1 - -~,pn)+pn- -y ,y<Pn and 1 -~ ~<t~< 1. 
To show (2.17) n has a solution for each n EN + we will apply Theorem 2.1. Consider the family of 
problems 
y"+2q( t ) f * ( t ,y )=O,  0<t<l ,  0<2<1,  
(2.18)  
y(O) = y(1 ) = Pn. 
We first show that 
y(t) i> pn, t E [0, 1] (2.19) 
for any solution y E C[O, 1] A C2(0, 1) (in fact y E Cl[0, 1] since q ELl[0, 1]) to (2.18)I. To see this 
suppose y -  pn has a negative minimum at t0E(0,1). Then y ' ( t0 ) :0  and y"(to)>>-O. However, 
(2.11) and the differential equation implies 
y"(to) : -2q(to)f*(to, y(to)) < O, 
a contradiction. Thus, (2.19) holds. 
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Now, since y(O)=y(1)=pn and y(t)>t p. on [0,1] we may assume the absolute maximum of 
y occurs at say t. E (0, 1 ), so y'(t.)= 0. Without loss of generality, assume y(t.)>e. For x E (0, 1) 
we have 
-y"(x) { h(y(x)) ~ (2.20) 
g(y(x)-----5 <" q(x) 1 + g(y(x))J" 
Integrate from t(t<t.) to tn to obtain 
__Y'(t) + f"  (-9'(y(x))~ [y,(x)]2dx ~< ~ + h(y(t.))'~ ft t° q(x)dx 
9(Y(t)) t ~ J l 1 g(y(t.)) J
and so (see (2.13)), 
y'(t) {l h(y(t.))} ftt"q(x)dx" 
9(y(t)~----) <<" + 9(y(t.)------) 
Integrate from 0 to t. to obtain 
foY(t")du {h(y ( tn ) )~fo  t" ° 9(u-~ < 1 + g(y(t . ) ) J  xq(x)dx 
and so 
g(u----) <<" 1 + g(y(t.))J ~ x(1 -x)q(x)dx. (2.21) 
Similarly, if we integrate (2.20) from t. to t(t >>. t.) and then from tn to 1 we obtain 
f Y(t") du { h(y(tn)) l 1 ftl 9(u~ <<" 1 + 9(y(t.))J ~. x(1 -x)q(x)dx. (2.22) 
Now (2.21) and (2.22) imply 
f 
y(t.) du { h(y(t.)) 
g(u----) ~< b0 1 + 9(y(tn))J" 
This 
C[0, 
p. <~ y.(t)<M for t E [0, 1]. 
In addition, y. is a solution of 
y" +q(t)f(t,y)----O, 0<t<l ,  
y(0) = y(1)  = Pn. 
Next, we will obtain a sharper lower bound on y., namely we will show 
~(t) <<. y.(t)<<.M for t E [0, 1], 
together with (2.16) implies ]Yl0 ¢M.  Thus Theorem 2.1 implies (2.17) n has a solution Yn E 
1] M C2(0, 1) (in fact, in Cl[0, 1] n C2(0, 1) since q ELl[0, 1]) with lYnlo <<-M. Also (as above) 
(2.23) 
(2 .24)  n 
(2.25) 
where e is as in (2.12). 
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If (2.25) is not true then y , -  ~ would have a negative minimum at say to E (0, 1). Then y"(to)- 
x"(t0) ~> 0. However, since O<y,(to)<~(to) and y,(to) >1 p, we have 
y','(to) - £'(to) =-[q(to)f(to, y,(to)) + £'(t0)] <0, 
a contradiction. Hence, (2.25) is true, 
Remark 2. It is worth noticing that assumption (2.9) has not been used yet. 
We shall now obtain a solution to (2.1), by means of the Arzela-Ascoli theorem, as a limit of 
solutions of (2.17)". To this end, we will show 
{y,},~N+ is a bounded, equicontinuous family on [0, 1]. (2.26) 
Of course (2.25) implies {y,} is uniformly bounded. To show equicontinuity, some more estimates 
are needed. Now, since 
h(M)~ 
-y~'(x) <~ g(y,(x)) 1 + g(M) J q(x) for x E (0, 1), 
we have 
--y'.(1) yn~(O) i f  _9,(y.(x) f l h(M) 1 
g(p,) + g-~)+ fo }[y',(x)] 2dx<<. [ + ) fo q(x)dx. - -  [ g2(yn(X)) 
Then, since y.(O) >/O,j.(1) ~< 0 (note y.(O)=y.(1)=p, and y. >~ p. on [0, 1]), we have 
1 h(M)  ~ 1 
fo {-9'(y'(x))} [y:(x)]2dx<~ {1+ fo q(x)dx=K' (2.27) a2(y.(x)) g(M) J " 
Now, consider 
I(z) = fo z [--gt(u)]I/2 du. 
g(u) 
Notice I is an increasing map from [O,c~) onto [O,c~) with I continuous on [O, f2] for any f2>O. 
For t,s C [0, 1] we have from H61der's inequality that 
yn(t) [__O/(U)]I/2g(U) du fs' [-g'(y'(x))]l/2Y"(x)dxg(Yn(X)) [I(y.(t)) - l (yn(S) ) [  = fJy,(s) = 
(fol f_g,(yn(X))[ g2(yn(X)) ~ _'1/2 I t -  S[ 1/2 j [y,'(x)]: dx) o 
Thus, 
[I(yn(t)) - I(y,(s))[ <<. g~/2lt - sI 1/2. (2.28) 
It follows from this inequality, the uniform continuity of 1-1 on [0,I(M)] and 
ly,(t) - y,(s)[ = [I-l(I(y,(t))) - I-l(I(y,(s)))[ 
that {y,} is equicontinuous on [0, 1]. Thus (2.26) is established. 
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The Arzela-Ascoli theorem guarantees the existence of a subsequence N of N + and a function 
y E C[0, 1] with y, converging uniformly on [0, 1] to y as n ~ c~ through N. Also, y(0) ---- y(1) = 0 
and a(t) ~< y(t)  <<. M for t E [0, 1]. Now, Yn, n E N satisfies the integral equation 
(~)  (~) (  1 )  L (  ~ yn(t) - - - -  Yn + y'~ t -- + -- t )q(s ) f (s ,  y~(s)) ds for t E (0, 1 ). (2.29) 
Notice (2.29) (take t= 3 say) implies {Y'n(½)}, n E N is a bounded sequence since a(t) ~< y, ( t )  ~ M 
for t E [0, 1]. Thus, {y,(1)} has a convergent subsequence; for convenience l t {y',(½)}, n E N denote 
this subsequence also and let r E ~ be its limit. 
Fix t E (0, 1). Since f is uniformly continuous on compact subsets of [min(½, t), max(l, t) x (0, M] 
let n ~ oo through N in (2.29) to obtain 
y(t)  = y + r t - ÷ (s - t )q(s ) f (s ,  y (s ) )  ds. 2 
Thus, y E C2(0, 1 ) and -y t ' ( t )  = q( t ) f ( t ,  y ( t ) )  for t E (0, 1). [] 
Our next result concerns the case when (2.9) may not be true. 
Theorem 2.3. Suppose (2.7), (2.8), (2.10)-(2.13), and (2.15) are satisfied In addition assume 
/o' /o' x(1 -x )q(x )dx<eo with limt__.o+ t2 (1 - t )q ( t )=O i f  (1 -x )q (x )dx=eo and 
~01 limt_..1- t (1 -  t )2q(t)=O if  xq(x )dx=oo 
and 
(2.30) 
/ f ) ly',(t)l ~< 1 + 9(M)  J xq(x)o(a(x ) )dx  + (1 - x)q(x )g(a (x ) )dx  (2.33) 
o x( - x)q(x)g(~(x))  < (x) (2 .3 )  1 dx 1 
hold. Then (2.1) has a solution yEC[O,  1]AC2(O, 1) with y>0 on (0,1). 
Proof. As in Theorem 2.2, (2.17)" has a solution Yn with (2.25) holding. The result will follow 
immediately once we show (2.26) holds. Now for x E (0, 1) we have 
h(M)  ly"(x)l-< + q(x) 
In addition [9, 10] (with Remark 2.1) yields 
/0' i in(t)= xj~'(x)dx- (1 -x)J~'(x)dx for t~(0,1) 
and this together with (2.32) yields 
136 R.P. Aoarwal. D. O'Regan/Journal of Computational nd Applied Mathematics 88 (1998) 129-147 
for t E (0, 1 ). Notice 
j~o 1~0 t fO 1 xq(x )g( cff x ) ) dx dt = 
and 
x(1 - x )q( x )g( o~( x ) ) dx < oe 
fo' f 1(1 - x)q(x)o(=(x)) dx dt < 
Now (2.33) implies that (2.26) holds. [] 
Our next result is a "upper and lower" solution type result for the singular problem (2.1). 
l'heorem 2.4. Suppose (2.7), (2.8), (2.10)-(2.13), (2.30) and (2.31) hold. In addition assume 
there exists a function fl E C[0, 1] M C2(0, 1) with fl >>, P3 on [0, 1] such that 
q(t ) f ( t ,  fl(t)) + fl"(t) <<. 0 for  t E (0, 1) (2.34) 
is satisfied Then (2.1) has a solution yEC[O,  1]MC2(O, 1) with y>0 on (0,1). 
Proof. Fix n E {3, 4,...}. We wish to show (2.24) n has a solution. The idea is to look at 
y" +q(t)f**(t,y)----O, 0<t<l ,  
(2.35). 
y(O) = y(1 ) = Pn, 
where 
f ( t ,  fl(t)) ÷ r(fl(t) - y), y > fl(t), 
f ( t ,  y), p. <<. y <<. fl(t), 
f * * ( t ,y )= f ( t ,p , )+r (p , -y ) ,  Y<Pn and !~<t~<l - !  
. n ~ 
f (~ ,pn)+r (p , -y ) ,  y<p,  and 0~<t~<~, 
f ( l - l ,pn)+r (p , -y ) ,  y<p,  and 1 -~<t~<l  
and r :R -+ [-1, 1] is the radial retraction. 
Now Theorem 2.1(ii) implies (2.35) n has a solution Yn E C[0, 1] N C2(0, 1). Essentially, the same 
reasoning as in Theorem 2.2 yields 
y,(t)  >1 Pn for t E [0, 1]. (2.36) 
Next, we claim 
yn(t) <<. fl(t) for t E [0, 1]. (2.37) 
If (2.37) is not true then y, - fl would have a positive maximum at say to E (0, 1), in which case 
y" ( to ) -  fl"(to) <~ O. However, since yn(to)> fl(to) we have 
y'~'(to) - fl"(to) ---- -[q(to)f(to,  fl(to)) ÷ r(fl(to) - yn(to))q(to) ÷//"(to)] >0, 
a contradiction. Thus p, <~ y,(t)  <<. fl(t) for t E [0, 1] and so y, is a solution of (2.24)". Essentially, 
the same reasoning as in Theorem 2.2 establishes ~(t) ~< y,(t)  <~ fl(t) for t E [0, 1]. The reasoning 
used in Theorem 2.3 completes the proof. [] 
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Remark 3. If (2.30) and (2.31) were replaced by (2.9) and (2.14) then the result in Theorem 2.4 
is again true; this result was in fact established in [10]. 
Our next two results concern the particular case when f (t ,  y) >~ 0 for (t, y) E (0, 1 ) x (0, ec). We 
first improve Theorem 2.2. 
Theorem 2.5. Suppose 
f : [O,  1] x (0, c¢)---* [0, co) is continuous with f ( t ,y )>Ofor  ( t ,y)E (0,1) x (0, oc) (2.38) 
holds. In addition assume (2.8), (2.10), (2.12), (2.15) and (2.30) are satisfied Then (2.1) has a 
solution yE C[0, 1]NC2(0, 1) with y>0 on (0, 1). 
Proof. First notice (2.38) implies that (2.11) is automatically satisfied with pn = 1In. Let M and 
be chosen as in (2.16) and we consider (2.18)]. As in Theorem 2.2 we have y(t) >1 p, = 1In for 
t E [0, 1], for any solution y to (2.18)~. 
Now, assume the absolute maximum of y occurs at say tn C (0, 1) and without loss of generality 
assume y(tn)>8. Notice (see (2.38)) that tn is unique with y ' ( t , )=0,  y', /> 0 on (0, t,) and Y'n ~ 0 
on (t,, 1 ). For x E (0, 1) we have 
f h( y(x )_____)) ) 
-y" (x )  <~ g(y(x))q(x) ~1 + ~. (2.39) 
g(y(x)) (  
Integrate from t(t <t~) to t, to obtain 
y'(t) <. g(y(t)) {1+ h(y(t,)) } ftt"q(x)dx. 
g(y(t,)) 
Divide by g(y(t)) and integrate from 0 to t, to obtain (2.21). Similarly, if we integrate (2.39) from 
tn to t (t >~ tn) and then from tn to 1 we obtain (2.22). Thus lyl0 #M.  Consequently, (2.17)" has a 
solution Yn with 1/n = pn <<, y,(t) <M for t E [0, 1]. Essentially the same argument as in Theorem 2.2 
establishes (2.25) i.e. co(t) ~< y,(t) <<, M for t E [0, 1]. The result will follow immediately from the 
ideas in Theorem 2.2 once we show (2.26) is true. 
First notice since yn(0)= y , (1 )= Pn = 1In that there exists, for each n EN +, a unique (see (2.38)) 
t, E (0, 1 ) with y',(t,) = 0. Now, for x E (0, 1 ) we have 
h(M)~ 
-y','(x) <, g(y~(x))q(x) 1 -4- g (M) J '  
SO 
J~(t) {h(M) l f t "  g(y~(t)) ~< 1 + g(M) J  q(x)dx for tE(O, tn) (2.40) 
and 
h(M) "~ ~'  -y'~(t) <<. 1 + q(x)dx for tE(t , ,1) .  (2.41) 
g(y~(t)) g(M) J 
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We now claim that there exists a0 and al with a0 >0, al < 1 and a0 <al  such that 
a0 < inf{t,; n E N + } ~< sup{t,; n E N +} < al. (2.42) 
First, we show inf{t,;nEN+}>O. If this is not true then there is a subsequence S of N + with 
t, ~ 0 as n--~ c~ in S. Now for n E S we have (2.40). Integrate from 0 to tn to obtain 
fo y"(t")du { h(M)~fot" fo p"=l/ndu for n GS. (2.43) 9(u-----) <<" 1 + 9(M) ] xq(x) dx + 9(u) 
Since tn--~ 0 as n ~ c~ in S, we have from (2.43) that y, ( t , )~ 0 as n ~ c~ in S. In addition, 
since the maximum of y,(t) on [0, 1] occurs at t,, we have y, ~ 0 in C[0, 1] as n ~ oo in S. This 
contradicts (2.25). Consequently, inf{t,; n C N + } > 0. Similarly, one can show sup{t,; n E N + } < 1. 
Thus (2.42) is true. Combine (2.40)-(2.42) to obtain 
'Y'.(t)l { h(M) } 
9(y.(t)) ~< 1 + g -~ v(t) for t E (0, 1), (2.44) 
where 
max{t, al} 
q( x ) dx. v(t) = dmin{t, ao} 
Notice it is easy to check (see [9]) that yELl[0, 1]. Consider 
J(z) = fo z du g(u)" 
Notice J is an increasing map from [0,c~) onto [0,c~) with J continuous on [0,f2] for any f2>0. 
For t,s E [0, 1] we have that 
[J(y.(t))-J(y.(s))[: fs t y'(x) {1 + h(M)] f tv(x)dx " 
9(yn(X)) <~ 9(M) ]  Js 
The above inequality together with yELl[0, 1] and 
[yn(t) -- yn(S)] = I J - l ( J (yn( t ) ) )  - J - l ( j (yn(S) ) ) l  
implies that {y,} is equicontinuous on [0,1]. Thus (2.26) is satisfied. Essentially, the same argument 
as in Theorem 2.2 completes the proof. [] 
Theorem 2.6. Suppose (2.8), (2.10), (2.12), (2.30) and (2.38) are satisfied In addition assume 
there exists a function BE C[0, 1] M C2(0, 1) and a constant p>0 with ~ >>. p on [0, 1] 
such that q(t)f(t,~(t)) + ~"(t) <<. 0 for t E (0, 1) (2.45) 
holds. Then (2.1) has a solution y E C[0, 1] M C2(0, 1 ) with y > 0 on (0, 1 ). 
Proof. Combine the ideas in Theorem 2.4 with those in Theorem 2.5. We leave the details to the 
reader. [] 
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We now discuss condition (2.12). Usually, one can construct ~ explicitly from the differential 
equation. For completeness we now give a rather general result. 
Theorem 2.7. Suppose (2.7)-(2.10), (2.13)-(2.15) hold. In addition, assume the followin9 condi- 
tion is satisfied: 
let n E {3,4 ... .  } and associated with each n we have a constant p, such that {p,} is a 
decreasin9 sequence with lim,__.o~ p, = 0, and there exists a constant ko > 0 such that for 
1 << t <<. 1 - ! and 0<y <~ p, we have q( t ) f ( t ,y )  >1 ko. (2.46) 
n n 
Then (2.1) has a solution y E C[0, 1] fq C2(0, 1 ) with y > 0 on (0, 1 ). 
Proof. Clearly (2.46) implies that (2.11) holds. We now show that (2.12) is satisfied by explicitly 
constructing ~(t); this is a standard construction off the sequence of constants {p,} (see [6, 10]). 
1 and For completeness, we now provide the details. Let 0 ~< x ~< 
' ) ,  xE( , ' Z~: 1 -~] ,  k=4,5,.. 
ro(x) = k+l  m " '  
0, x :0 .  
1 Remark 4. Notice ro(x)= foq~(s)ds for 0 ~< x ~< ~ where qS"[0, ½] ~ [0, c~) is the step function 
defined by 
0, t=0,  
1 1 ~b(t)= Pk, kE(~,~] ,  k=4,5 , . . . .  
Here r0 E C[0, ½] and notice ro(t) <<. qb(t) <<. pk for t E (1/k, 1 / (k -  1)], k - -4 ,5 , . . . .  
Next, define 
f0'f0 s 1 ~(t)= ro(x)dxds for 0~t~5.  
Notice ¢ (0)=0,  ~>0 on (0,1], ~EC2[0,½] 
tE(1/k,  1 / (k -  1)], k=4,5 ,  etc and so 
and ~">0 for tE(0,½). Also ~b(t)<~pk for 
Let 
q(t ) f ( t ,y )  >1 ko for (t,y)E(O, ½] x {yE(0,  oo): y ~ VJ(t)}. 
g,(t), 0 t<½, 
c¢*(t)= z(t), ! _<, _< 2_ 
3 --~. ~ --~ 3 ,  
~(1-  t), ~<t~ 1. 
(2.47) 
. 1 2 C2[ 1 21 with  z(½)= 1 2 1 t 1 Here z [~, ~] ~ (0, P3] is such that x E _ L3, 3J ~,(~) = z(~), z'(g) = 6 (~) = --z'(~) and 
_ l t , ' l \ _  tt 1 i t s2  • 
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Notice since 0<z(t)  ~< P3 for tE [½,~] we have 
q(t)f(t, y) >~ ko for (t, y) C [1, ~] × {y E (0, oo): y ~< z(t)}. (2.48) 
Consequently, (2.47) and (2.48) imply 
q(t)f(t, y) >1 ko for (t, y) E (0, 1) × {y E (0, c~): y ~< ~*(t)}. (2.49) 
Also, ~*(0)= ~*(1)= 0, ~* >0 on (0, 1) and c¢*E C2[0, 1]. Finally, define 
= (2 .50)  
where 
q = min 1, + 1 " 
Now ~ E C2[0, 1] with ~(0) = c¢(1 ) -- 0 and ~ > 0 on (0, 1 ). Also, since ~(t) ~< ~*(t) we have from 
(2.49) that 
q(t) f ( t ,y)  >~ ko for ( t ,y)E (0, 1) x {yE(0,  oo): y ~< ~(t)}. 
In addition, for (t, y) E (0, 1 ) × {y E (0, c~): y < ~(t)} we have 
q( t ) f ( t ,y )+~"( t )~ko+ct" ( t )>-ko  >ko-ko=O. 
+ 1 
Hence (2.12) is satisfied. Existence is now guaranteed from Theorem 2.2. [] 
Similarly, we have the following result (we use Theorem 2.5). 
Theorem 2.8. Suppose (2.8), (2.10), (2.15), (2.30), (2.38) and (2.46) hold. Then (2.1) has a so- 
lution yEC[O, 1]AC2(O, 1) with y>0 on (0,1). 
Example 2.1. Consider the boundary value problem 
y"+#t- r (1 - t ) - t (y -~+y~+A)=O,  0<t<l ,  (2.51) 
y(0) = y(1 ) = 0, 
with ~>0, f l>0, A ~>0, 0 ~<r<2, 0~< l<2 and #>0.  Then (2.51) has a solution yEC[0,1]M 
C2(0, 1) (with y >0 on (0, 1)) for # small, in fact for 
0<#<--  sup 1 +(Ac~+c~+~)c~+---i ' (2.52) bo cE(O,o~) 
where bo = 2f~/2t-r+l(1 - t) -1+l dt. 
Remark 5. If 0 ~< f l< l  then (2.51) has a solution for all #>0 since the right-hand side of (2.52) 
is infinity. 
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To see that (2.51) has a solution we will apply Theorem 2.8 with q(t)= #t- r (1 -  t) -l, 9(Y)= Y-~ 
and h(y)=y ~ +A.  Clearly, (2.8), (2.10), (2.30) and (2.38) are satisfied. Notice (2.15) also holds 
since 
( 1 f0 ¢ du)  ( 1 c=+l~ sup = sup . 
c~(0,~) {1 +h(c)/g(c)} -~ c~(O, oo) 1 +(Ac~+c~+~)~cT-lJ  
Finally, note that (2.46) holds with Pn = 1/n with ko = 3~#. To see this, note if n E {3, 4,...}, 1In <~ t
~< 1 - (l/n) and 0<y ~< p, = 1In we have 
f ( t ,y )=y-~+ y~+A ~ y -~+A ~n~+A >1 3 ~, 
so that 
q(t) f ( t ,y)  >~ #t-r(1 -- t)-t[3 ~] >~ #3 ~ =/CO. 
Existence of a solution is now guaranteed from Theorem 2.8. 
Example 2.2. Consider 
y"+#t - r (1 - t ) - l (y -~+y~-52)=0,  0<t<l ,  
y(0) = y(1 ) = 0, 
with ~>0, /~>0, 0 ~< r< l ,  0 ~</<1,650  and #>0.  Then (2.53) has a solution if 
~-~1 sup ( 1 C ctq-1 )., 
0<#<vuc~(0,o~ ) 1+(~52c~+c~+~)0¢+1 
here b0 = 2 fd/2 t-r+l(1 - t) -1+1 dt. 
(2.53) 
Remark 6. If 0 ~< fl < 1 then (2.51 ) has a solution for all ~ > 0. 
To show (2.53) has a solution we will apply Theorem 2.7 with q(t)---#t-r(1 - t )  -t, g (y )=y-~ 
and h(y)= yP +fi 2. It is easy to check that (2.7)-(2.10) and (2.13)-(2.15) are satisfied. Also, notice 
that (2.46) holds with 
( , ) 1 , ~  
Pn= 1+52+n 2 and k0=#. 
To see this note if n E {3,4,...}, 1In ~< t ~< 1 - (l/n) and 0<y ~< Pn we have 
f ( t, y ) = y -~ + y~ - 52 >/ y-~ - 52 f> (1+ 32 + n 2) -52=1+n 2~>1, 
so that 
q(t)f(t, y) >I #. 
Existence of a solution is now guaranteed from Theorem 2.7. 
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Example 2.3. Consider 
y" + i~( t~ y -~ + y~ - 3 2) = 0, 
y(0) ----- y( 1 ) = 0, 
0<t<l ,  
(2.54) 
with a > 0, fl > 0, 3 # 0, 7 >~ 0 and/~ > 0. Then (2.54) has a solution if 
0<p<6 sup 
c~(0,~) 1 + (32c ~ + c/~+') ~ + 1 
To show (2.54) has a solution we will apply Theorem 2.7 with q(t)= #, 9(Y)= Y-" and h(y)= y~+ 
62. Immediately, (2.7)-(2.10) and (2.13)-(2.15) are satisfied. Also, notice that (2.46) holds with 
Pn= nr(62 + 1)J  and k0=p. 
To see this, note if n E {3,4,...}, 1In ~< t ~< 1 - ( l /n) and 0 < y ~< p, we have 
1 f ( t, y) = t~ y -~ + y# - 3 2 ~/- t~ y -~ -- 32 >>. ~ y--~ _ 3 2 
/> ln7(62 + l) -- 62 ---- 1, 
so that 
q(t)f(t, y) >>, #. 
Existence of a solution is now guaranteed from Theorem 2.7. 
Next, we discuss the mixed boundary value problem 
y" + q(t)f(t, y) = O, 
y'(0) = 0 = y(1), 
0<t<l ,  
(2.55) 
or more generally, 
1 
- (py ' ) '  + q(t) f ( t ,y)  = 0, 0<t< 1, 
P 
lim p(t)y'(t)  = 0 = y(1) ;  
t---+0 +
(2.56) 
here p c C[0, 1]NCI(0, 1) with p>0 on (0, 1). 
1 If we assume fo ds/p(s)<co then by making a change of variables (i.e. by using the Liouville 
transformation) one can reduce (2.56) to a problem of the form (2.55). The situation is more subtle 
when f~ ds/p(s)---oo. If we try to use the technique of Theorem 2.2 when examining (2.56) then 
the analysis used to prove (2.26) in this situation would require f l  ds/p(s)<oo (see Remark 2.7 
after the proof of Theorem 2.10). 
R.P. Agarwal, D. O'ReganlJournal of Computational and Applied Mathematics 88(1998) 129-147 143 
We establish a result for (2.56) when fd ds/p(s) may be cx~; usually in applications p(x)= x", 
n E { 1,2 .... }. First, however, recall the following well-known existence principle [8] for the boundary 
value problem: 
1 
-(py') '  + q(t)F(t,y)---- 0, 0<t<l ,  
P 
l im p(t)y'(t)=O, y(1) - - - -a .  
t--- .0 + 
Theorem 2.9. Suppose the following conditions are satisfied: 
and 
F :  [0, 1] x 1~---+ R /s continuous. 
pEC[O, 1]MCI(O, 1) with p > O 
qEC(O, 1) with q>O on (0,1) 
(2.57) 
fo I 1 fos -~ p(x)q(x)dxds<cxD. (2.61) 
In addition, suppose there is a constant M, independent of 2, with lYl0 C M for any solution y to 
l(py,),  + 2q(t)F(t,y)=O, O<t<l ,  
P (2.62)4 
lim p(t)y'(t) = O, y(1) = a, 
t---~O + 
for each 2 E (0, 1). Then (2.57) has a solution y (here y E C[0, 1]MCZ(0, 1) with py' E AC[0, 1]) 
with hYlo <<.M. 
and 
Theorem 2.10. Suppose (2.7), (2.10), (2.11), (2.13), (2.59), (2.60) and (2.61) are satisfied In 
addition, assume the following conditions hoM: 
there exists a function a E C[0, 1]MC(0, 1) withlimt+o+ p(t)a'(t) = ~(1) = 0, 
~>0 on (0, 1) such that p(t)q(t)f(t,y) +(p(t)o~'(t))'>O 
for (t,y) E (0, 1) x {y E (0, c~): y<~(t)},  (2.63) 
( 1 foCdg_~u)) fol 1 f0 s sup > p(x ) q(x) dx ds ( 2.64 ) 
{1 + h(c)/g(c)) 
1 1 s 
fo ~ fo p(x)q(x)g(~(x))dxds<c~. 
Then (2.56) has a solution. 
(2.65) 
(2.58) 
on (0, 1) (2.59) 
and p(x)q(x) dx < cc (2.60) 
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Proof, Choose M>0 and e>0 (e<M)  with 
{ 1 + h(M)/g(M)} 9(u-~ > ~ p(x)q(x) dx ds. 
Let n E {3,4,...} be chosen so that Pno <e and let N + = {no, no + 1,...}. We first show 
l (py,) ,  + q(t)f*(t,y) = 0, 0<t< 1, 
P 
lim p(t)y'(t) = 0, y(1) = pn 
t---~O + 
(2.66) 
(2.67)" 
We first show that 
y(t)~p,,  t E [0, 1] (2.69) 
for any solution y to (2.68)~. To see this suppose that y-p ,  has a negative minimum at to E [0, 1). 
Case (a): to E (0, 1). 
Then (y -  p,)'(to)= 0 and (p (y -  pn)')'(to)>~O. However, (2.11) and the differential equation 
implies 
(p(y - p,)')'(to) = -2p(to)q(to)f*(to, y(to)) < O, 
a contradiction. 
Case (b): to = 0. 
Then limt~0+ p(t)[y- p, ] ' ( t )=0.  Also, there exists 6>0 with y( t ) -  p,<0 for t E [0,6). Thus 
for t E (0,6), 
(p(y - Pn )')'(t) = -2p(t)q(t)f*(t, y(t)) < O, 
which implies p(y -  pn)'(t)<O for t E (0,6), This is a contradiction. 
Thus (2.69) is true. Now since y (1)= p, and y(t)>-pn on [0, 1] we may assume the absolute 
maximum of y occurs at say t, E [0, 1 ), so limt~to p(t)y'(t)= 0. Without loss of generality, assume 
y(t,)>e. For xE(0,  1) we have 
-(p(x)y'(x) )' <. p(x)q(x) f 1 + h(y(x)) 
g(y(x)) [ g(y(x)) J" 
Integrate from 0 to t ( t>0)  to obtain 
+ f0' g(y(t)) I ~ I P(x)[y'(x)]2dx<<'{ 1 + g(y(t,)) J p(x )q(x ) dx 
(2.68)~ 
lim p(t)y'(t)=O, y(1)=pn. 
t--~O + 
has a solution for each n E N+; here f *  is as in Theorem 2.2. To show (2.67)" has a solution for 
each n E N +, we consider the family of problems 
1 
- (py ' ) '  + 2q(t)f*(t,y) = 0, 0<t<l ,  0<2<1,  
P 
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and so 
-y'(t) { h(y(tn))) 1 for g(y(t)----~ 1 + g(y(t,)~ ~ p(x)q(x)dx for tE(0 ,1) .  
Integrate from tn to 1 to obtain 
fp y(t') du { h(y(tn))~fol 1 lot . g(u) <<" 1 + g(y(tn))J ~ p(x)q(x)dxdt. 
Thus 
f y(t") du ( h(y(tn))~fol 1 lot g(u----~ <<. 1 + g(y(tn)) J -P~ p(x)q(x)dxdt. (2.70) 
This together with (2.66) implies [Yl0 CM. Thus Theorem 2.9 implies (2.67)" has a solution Yn with 
ly, lo<<.M. In fact (as above), 
p,<~yn(t)<M for tE[0 ,1]  (2.71) 
and y, is a solution of 
1 
--(py')' +q(t)f(t ,y)=O, 0<t<l ,  
P 
lim p(t)y'(t) = 0, y(1)---- Pn. t---~0 + 
(2.72) 
Next, we show 
~(t)<<.yn(t)<<.M for tE[0,1] .  (2.73) 
If  (2.73) is not true then y, - ~ would have a negative minimum at say to E [0, 1). 
Case (a): to E (0, 1). 
Then (P(Yn- ~)') ' (t0)~ >0. However since O<yn(to)<~(to) and yn(tO)>~p, we have 
(py'n)'(to) -- (p~')'(to) = --[p(to)q(to)f(to, y (to)) + (pC()'(t0)] < 0, 
a contradiction. 
Case (b): to = 0. 
Then limt--,0+ p(t)[y,-  ~]' ( t )= 0. Also, there exists 6 >0 with 0 < y,(t)<~(t) for t E [0, 5). Thus, 
for t E (0, 6) we have 
(pj.)'(t) - (p~')'(t) = -[p(t)q(t)f(t, y.(t)) ÷ (p~')'(t)] <0, 
which implies p(y, - c0'(t ) < 0 for t E (0, 6). This is a contradiction. 
Thus (2.73) is true. Next, we show 
{Yn}nEN + is a bounded, equieontinuous family on [0, 1]. (2.74) 
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Now for x E (0, 1) we have, using (2.10) and (2.73), that 
f h(M)  ](py',)'(x)[ ~ p(x)q(x)g(~(x)) ~1 + 
g(M) J 
~nd so integration from 0 to t yields 
fOt )t(x)dx ( h(M)~fot [p(t)y'(t)[ = (py', <~ 1 + g(M) J p(x)q(x)g(~(x)) dx. 
rhus 
h(M) 1 t 
[y;(t)[~< {1 + g - -~} ~ f0 p(x)q(x)g(~(x))dx. (2.75) 
Now (2.73) and (2.75) (together with (2.65)) imply that (2.74) is satisfied. 
The Arzela-Ascoli theorem guarantees the existence of a subsequence N of N + and a function 
yEC[0,1] with y, converging uniformly on [0,1] to y as n---~oc through N. Also y (1 )=0 and 
z(t)<.y(t)~M for t C [0, 1]. Now y,, n CN, satisfies the integral equation 
/0t '/0 y.(t) = y.(0) - p(x)q(x)f(x,y.(x))dxas. 
For t E (0, 1 ) let n--* oo through N to obtain 
f0t 1 f0 s y(t) = y(O) - ~ p(x)q(x)f(x, y(x)) dx ds. [] 
Remark 7. Notice that (2.65) is only needed to show that (2.74) holds. If we try to use the strategy 
in Theorem 2.2 we obtain 
1 h(M) I ' fo {-g'(y'(x)) } p(x)[y'(x)]2 dx<<" {1+ fo P(X)q(x)dx. g2(yn(x)) g(M) J 
However, to obtain the analogue of (2.28) we need to assume lip ELl[0, 1]. Consequently, if (2.7), 
(2.10), (2.11), (2.13), (2.14), (2.59), (2.60), (2.63), (2.64) and 1/pEL'[O, 1] then (2.56) has a 
solution. 
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