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a b s t r a c t
This paper presents a new alternating direction method for solving co-coercive variational
inequality problems, where the feasible set is the intersection of a simple set and
polyhedron defined by a system of linear equations. The proposed method can be viewed
as a combination of Han and Lo’s alternating direction method [D.R. Han, H.K. Lo, A
new alternating direction method for a class of nonlinear variational inequality problems,
Journal of Optimization Theory and Applications 112 (3) (2002) 549–560] for such class
of variational inequality problems and Li, Liao and Yuan’s modified descent method for
co-coercive variational inequality problems [M. Li, L.Z. Liao, X.M. Yuan, A modified descent
projectionmethod for co-coercive variational inequalities, European Journal of Operational
Research 189 (2) (2008) 310–323]. Thus, it possesses the advantages of both Han and
Lo’s alternating direction method, which solves a series of small-scale easier problems to
solve the original variational inequality problem, and Li, Liao and Yuan’s modified descent
method, which is simple provided that the feasible set is simple. We test the new method
and compare it with Han and Lo’smethod and Li, Liao and Yuan’smodified descentmethod,
and the numerical results show that our newmethod is suitable for such class of variational
inequality problems.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
Let S be a nonempty closed convex subset of Rn and f be a mapping from S ⊆ Rn into itself. A classical variational
inequality problem, denoted as VI (S, f ), is to find a vector x∗ ∈ S, such that
(x− x∗)Tf (x∗) ≥ 0, ∀x ∈ S. (1)
Variational inequality problems find important applications in many fields, such as network economics, traffic assignment,
game theoretic problems, etc. There are many iterative methods to solve VI (S, f ) such as projection methods and Newton-
typemethods. For theory, numericalmethods and applications, the interested reader is referred to the excellentmonographs
of Nagurney [1] and Facchinei and Pang [2], and the references therein.
In this paper, we focus our attention on the variational inequality problem (1) that S has the following structure
S = {x | Ax = b, x ∈ K}, (2)
where A ∈ Rm×n, b ∈ Rm and K is a simple closed convex subset of Rn. For example, K can be the nonnegative orthant
Rn+ := {x ∈ Rn|x ≥ 0}, or a box {x ∈ Rn|l ≤ x ≤ h}, or a ball {x ∈ Rn|‖x‖ ≤ r}. This class of variational inequality problems
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arise frequently in some practical applications. For example, in the traffic assignment problem, by representing x as the route
flow variable, the demand constraint can be expressed in the form of Ax = b.
By attaching a Lagrangemultiplier y ∈ Rm to the linear constraint Ax = b, we obtain an equivalent form of the variational
inequality problem (1): find u∗ ∈ Ω , such that
(u− u∗)TF(u∗) ≥ 0, ∀u ∈ Ω, (3)
where
u =
(
x
y
)
, F(u) =
(
f (x)− ATy
Ax− b
)
and Ω = K × Rm. (4)
A typical method for solving the structured variational inequality problem (3) and (4) is the decomposition method
proposed by Gabay [3] and Gabay and Mercier [4], which is called Alternating Direction Method (see also [5–7]). At the kth
iteration, it solves the following problem to get the next iteration point:
Given (xk, yk) ∈ K × Rm, find xk+1 ∈ K , such that
(x′ − xk+1)>{f (xk+1)− A>[yk − (Axk+1 − b)]} ≥ 0, ∀x′ ∈ K , (5)
then update y via
yk+1 = yk − (Axk+1 − b). (6)
Alternating direction method is attractive for large-scale problems since it decomposes the original problem to a series
of small-scale problems. However, solving the subproblem exactly could be computationally intensive by itself. Moreover,
there is little justification to solve the subproblem (5) exactly at each iteration, especially when u is far away from u∗, a
solution of (3) and (4). To overcome this disadvantage of the alternating direction method (5) and (6), recently, He and
Zhou [8] proposed a modified alternating direction method for a special case that f (x) = Mx + q, where M is a symmetric
positive semidefinite matrix and q ∈ Rn is a given vector. The method of He and Zhou [8] is attractive for its simplicity
since each iteration requires only one projection onto the simple convex set K and a function evaluation. Their method was
then extended by Han and Lo [9] to asymmetric linear variational inequality problems by adopting a new step size rule,
by Han and Lo [10] to nonlinear variational inequality problems with co-coercive mappings; and by Han [11] to nonlinear
variational inequality problems with monotone mappings.
The concept of co-coercivity of mappings plays an important role in designing numerical methods for solving variational
inequality problems. Zhu and Marcotte [12] analyzed its role in iterative methods that based on Cohen’s auxiliary principle
[13]; Han and Lo [14] proved that Fukushima’s descent direction method converges for variational inequality problems
with co-coercive mappings, an extension of its original results for variational inequality problems with strongly monotone
mappings. Most recently, Li, Liao and Yuan [15] proposed a modified descent method for solving co-coercive variational
inequality problems, which adopts an improved step size rule than similar methods for monotonemappings. The numerical
results therein illustrate the advantage of such step size rule over the existing results for monotone mappings.
Motivated by Han and Lo’s alternating directions method and Li, Liao and Yuan’s modified descent method, in this paper,
we propose a new alternating direction method for solving the structured variational inequality problem (3) and (4). The
method is a combination of the above two methods: It can be viewed as an extension of Han and Lo’s method [10], by
adopting a new updating rule from Li, Liao and Yuan’s method [15]; or alternately, it can be viewed as a modification of Li,
Liao and Yuan’s method [15] for solving (3) and (4). It thus has advantages over both these twomethods, and our numerical
comparison verifies this.
The rest of the paper is arranged as follows: In Section 2,we give somepreliminary results about variational inequality and
some conditionswewill use in the following analysis. In Section 3, we describe the algorithm in detail and its convergence is
analyzed in Section 4. In Section5,we apply thenewmethod to someexamples and compare the resultswith those of [10,15].
Throughout this paper, we assume that the solution set of VI (Ω, F ), denoted by Ω∗, is nonempty and contains at least
one finite element.
2. Preliminaries
In this section, we recall some basic concepts and their properties that will be useful in the sequent sections.
First, we denote ‖x‖ = √x>x as the Euclidean norm and denote the norm of a matrix A as ‖A‖ = max‖x‖=1 ‖Ax‖. For a
given vector x ∈ Rl, the projection of x onto the set K , is defined as the nearest vector y ∈ K to x, i.e.,
PK [x] = argmin
y∈K ‖x− y‖.
The projection mapping PK [·] has the following important properties, which will be used in the following.
Lemma 2.1. Let K be a nonempty closed convex subset of Rn. For any x, y ∈ Rn and any z ∈ K, the following properties hold.
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1. (x− PK [x])>(z − PK [x]) ≤ 0.
2. ‖PK [x] − PK [y]‖ ≤ ‖x− y‖.
3. ‖PK [x] − PK [y]‖2 ≤ ‖x− y‖2 − ‖PK [x] − x+ y− PK [y]‖2. 
It iswell known fromEaves [16] that the variational inequality problem (1) is equivalent to the following projection equation
x = PS[x− βf (x)],
where β > 0 is an arbitrary but fixed parameter. Let
e(x, β) := x− PS[x− βf (x)], (7)
denote the residual error of the projection equation, then solving the variational inequality problem (1) is equivalent to
finding the zero points of the residual function e(x, β).
The following definitions are used throughout our discussion.
Definition 2.1. Let g be a mapping from Rl into itself and S be a nonempty closed convex subset of Rl. Then,
(a) g is said to be Lipschitz continuous on S if there exists a constant L > 0 such that
‖g(s)− g(t)‖ ≤ L‖s− t‖, ∀s, t ∈ S.
(b) g is said to be monotone if
(s− t)T(g(s)− g(t)) ≥ 0, ∀s, t ∈ S;
g is strictly monotone if the above inequality holds strictly for any s 6= t .
(c) g is strongly monotone if there is a positive constant α, such that
(s− t)T(g(s)− g(t)) ≥ α‖s− t‖2, ∀s, t ∈ S.
(d) g is co-coercive if there is a positive constant µ, such that
(s− t)T(g(s)− g(t)) ≥ µ‖g(s)− g(t)‖2, ∀s, t ∈ S.
It is clear from these definitions that co-coercivemappings aremonotone butmay not necessarily be strictlymonotone or
strongly monotone. Conversely, strongly monotone and Lipschitz continuous mappings are co-coercive. Thus, co-coercivity
is an intermediate concept that lies between simple and strong monotonicity.
In the following of this paper, we assume that f is co-coercive on K with modulus µ.
3. The algorithm
In this section, we describe our new alternating direction algorithm formally. Note thatwe are considering the variational
inequality problem (1), where the feasible set S has the structure (2). The set K is simple in the sense that the projection
from Rn onto it is easy to implement. This is the case, for example, when K is the nonnegative orthant {x ∈ Rn|x ≥ 0}, then
(PK [x])j =
{
xj, if xj > 0,
0, otherwise;
or K is a box {x ∈ Rn|l ≤ x ≤ h}, then
(PK [x])j =
{lj, if xj ≤ lj,
xj, if lj < xj < hj,
hj, if xj ≥ hj;
or a ball {x ∈ Rn|‖x‖ ≤ r}.
PK [x] =
{
x, if ‖x‖ ≤ r,
rx
‖x‖ , otherwise.
According to (7) and the equivalent between (1) and (3) and (4), the problem under consideration is equivalent to finding
zeros of
e(u, β) :=
(
e1(x, y, β)
e2(x, y, β)
)
=
(
x− PK [x− β(f (x)− ATy)]
Ax− b
)
. (8)
We define
r(u, β) :=
(
r1(x, y, β)
r2(x, y, β)
)
=
(
x− PK [x− βH(x, y, β)]
Ax− b
)
, (9)
where
H(x, y, β) := f (x)− AT[y− β(Ax− b)]. (10)
From the second equation of (8), it is obvious that finding zeros of e(u, β) is equivalent to finding zeros of r(u, β).
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Algorithm 3.1. A New Alternating Direction Method
S0. Given ε > 0, choose u0 = (x0, y0) ∈ K × Rm, 0 < βL < βU < 4µ, δ ∈ (0, 2) and set k = 0.
S1. Choose βk ∈ [βL, βU ] and compute temporary point x˜k and y˜k
x˜k = PK [xk − ηkαke1(xk, yk, βk)], (11)
where
αk = 1− βk/(4µ), (12)
ηk = δ‖e1(x
k, yk, βk)‖2
‖e1(xk, yk, βk)‖2 + β2k ‖Axk − b− Ae1(xk, yk, βk)‖2
, (13)
and
y˜k = yk − ηkαkβk[Axk − b− Ae1(xk, yk, βk)]. (14)
S2. Compute (x¯k, y¯k) ∈ K × Rm via the following formulas
x¯k = PK {x˜k − βk[f (x˜k)− AT(y˜k − βk(Ax˜k − b))]}, (15)
y¯k = y˜k − βk(Ax¯k − b). (16)
S3. Update the iteration via
uk+1 = PΩ [u˜k − δtkd(u˜k, βk)], (17)
where
tk = αk‖r1(x˜
k, y˜k, βk)‖2 + β2k ‖Ax˜k − b‖2
‖d(u˜k, βk)‖2 , (18)
and
d(u˜k, βk) = d(x˜k, y˜k, βk) :=
(
(I + β2k ATA)r1(x˜k, y˜k, βk)
y˜k − y¯k
)
. (19)
S4. If ‖r1(x˜k, y˜k, βk)‖2 + ‖y˜k − y¯k‖2 < ε, stop; otherwise, set k := k+ 1 and go to Step S1.
Remark 3.1. We can see that the whole algorithm is well defined. Moreover, it is simple, since during each iteration, it only
needs some projections onto the simple set K and some functional evaluations of f . It is clear that the proposed algorithm
is a modification of the method proposed by Han and Lo in [10] in the sense that we adopted a new direction strategy and
a new step size rule, which makes the method more efficient. If the iteration terminates after finite steps, then from the
stopping criterion in Step S4, the current iterative point uk is an approximate solution of VI (3) and (4). Consequently, xk
is an approximate solution of the original problem (1). So we suppose in the following that the algorithm does not stop in
finite steps and an infinite sequence {uk} is generated.
4. Convergence
From the definition (9) and (15), we have
x¯k = PK [x˜k − βH(x˜k, y˜k, βk)],
and
r1(x˜k, y˜k, βk) = x˜k − x¯k.
Lemma 4.1. Let u∗ = (x∗, y∗)T ∈ K × Rm be a solution of the variational inequality problem (3) and (4), and let the function f
be a co-coercive function with modulus µ > 0. Then, for any β satisfying 0 ≤ β ≤ 4µ, we have
(x− x∗)Te1(x, y, β)+ (y− y∗)T[β(Ax− b)− βAe1(x, y, β)] ≥
(
1− β
4µ
)
‖e1(x, y, β)‖2
where e1(x, y, β) is defined by (8)
Proof. Setting x := x− β[f (x)− ATy] and z := x∗ in the first inequality in Lemma 2.1, we have
{x− β[f (x)− ATy] − PK [x− β(f (x)− ATy)]}T{PK [x− β(f (x)− ATy)] − x∗} ≥ 0.
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That is,
{e1(x, y, β)− β[f (x)− ATy]}T{x− x∗ − e1(x, y, β)} ≥ 0. (20)
From the assumption that u∗ = (x∗, y∗)T ∈ K × Rm is a solution of the variational inequality problem (3) and (4) and the
fact that PK [x− β(f (x)− ATy)] ∈ K , it follows that
β[PK [x− β(f (x)− ATy)] − x∗]T[f (x∗)− ATy∗] ≥ 0,
which means that
β[f (x∗)− ATy∗]T{x− x∗ − e1(x, y, β)} ≥ 0. (21)
Adding (20) and (21) and rearranging terms, we have
{x− x∗ − e1(x, y, β)}T{e1(x, y, β)− β[(f (x)− f (x∗))− AT(y− y∗)]} ≥ 0.
Thus, using the fact that Ax∗ = b, we have
(x− x∗)Te1(x, y, β)+ (y− y∗)T[β(Ax− b)− βAe1(x, y, β)]
≥ ‖e1(x, y, β)‖2 − βe1(x, y, β)T[f (x)− f (x∗)] + β(x− x∗)T[f (x)− f (x∗)]
≥ ‖e1(x, y, β)‖2 − β(µ‖f (x)− f (x∗)‖2 + 1/(4µ)‖e1(x, y, β)‖2) (22)
+ βµ‖f (x)− f (x∗)‖2 (23)
=
(
1− β
4µ
)
‖e1(x, y, β)‖2,
where the inequality (22) follows from the inequality that for any two vectors a, b ∈ Rn,
aTb ≤ %‖a‖2 + 1/(4%)‖b‖2, ∀% > 0,
and the inequality (23) follows from the fact that f is co-coercive with modulus µ. 
In a descent direction method for solving the variational inequality problem (3) and (4), we want the unknown merit
function 12‖u − u∗‖2 decreases with the iteration. For such purpose, we need to find a descent direction. That is, a vector
whose inner product with the gradient u − u∗ is negative. The direction in the above lemma is not such a direction. The
following lemma provides such a direction. The proof is much similar to the proof of the above lemma; however, we give a
proof for the completeness.
Lemma 4.2. Let u∗ = (x∗, y∗)T ∈ K × Rm be a solution of the variational inequality problem (3) and (4), and let the function f
be a co-coercive function with modulus µ > 0. Then, for any β satisfying 0 ≤ β ≤ 4µ, we have
(x− x∗)T[r1(x, y, β)+ β2ATAr1(x, y, β)] + (y− y∗)T[β(Ax− b)− βAr1(x, y, β)]
≥
(
1− β
4µ
)
‖r1(x, y, β)‖2 + β2‖Ax− b‖2
where r1(x, y, β) is defined by (9).
Proof. Setting x := x− βH(x, y, β) and z := x∗ in the first inequality in Lemma 2.1, we have
{x− βH(x, y, β)− PK [x− βH(x, y, β)]}T{PK [x− βH(x, y, β)] − x∗} ≥ 0.
That is,
{r1(x, y, β)− βH(x, y, β)}T{x− x∗ − r1(x, y, β)} ≥ 0. (24)
From the assumption that u∗ = (x∗, y∗)T ∈ K × Rm is a solution of the variational inequality problem (3) and (4) and the
fact that PK [x− βH(x, y, β)] ∈ K , it follows that
β[PK [x− βH(x, y, β)] − x∗]TH(x∗, y∗, β) ≥ 0,
which means that
βH(x∗, y∗, β)T{x− x∗ − r1(x, y, β)} ≥ 0. (25)
Adding (24) and (25) and rearranging terms, we have
{x− x∗ − r1(x, y, β)}T{r1(x, y, β)− β[H(x, y, β)− H(x∗, y∗, β)]} ≥ 0.
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Combining the above inequality and
H(x, y, β)− H(x∗, y∗, β) = f (x)− f (x∗)− AT(y− y∗)+ βAT(Ax− b),
we have
(x− x∗)T[r1(x, y, β)+ β2ATAr1(x, y, β)] + (y− y∗)T[β(Ax− b)− βAr1(x, y, β)]
≥ ‖r1(x, y, β)‖2 + β2‖Ax− b‖2 − βr1(x, y, β)T[f (x)− f (x∗)] + β(x− x∗)T[f (x)− f (x∗)]
≥ ‖r1(x, y, β)‖2 + β2‖Ax− b‖2 − β(µ‖f (x)− f (x∗)‖2 + 1/(4µ)‖r1(x, y, β)‖2)+ βµ‖f (x)− f (x∗)‖2
=
(
1− β
4µ
)
‖r1(x, y, β)‖2 + β2‖Ax− b‖2. 
Lemma 4.3. Suppose that the function f is a co-coercive function with modulus µ > 0. Let u∗ = (x∗, y∗)T ∈ K × Rm be an
arbitrary solution of the variational inequality problem (3) and (4). For any given uk and 0 ≤ βk ≤ 4µ, let x˜k and y˜k be defined
by (11)–(14), respectively and u˜k = (x˜k, y˜k)T. Then
‖x˜k − x∗‖2 + ‖y˜k − y∗‖2 ≤ ‖xk − x∗‖2 + ‖yk − y∗‖2 − (2− δ)ηkα2k‖e1(xk, yk, βk)‖2. (26)
Proof. From (11), we have
‖x˜k − x∗‖2 ≤ ‖xk − x∗ − ηkαke1(xk, yk, βk)‖2 − ‖xk − ηkαke1(xk, yk, βk)− x˜k‖2
= ‖xk − x∗‖2 − 2ηkαk(xk − x∗)Te1(xk, yk, βk)− ‖xk − x˜k‖2 + 2ηkαk(xk − x˜k)Te1(xk, yk, βk),
where the inequality follows from the third inequality of Lemma 2.1. From (14),
‖y˜k − y∗‖2 = ‖yk − y∗ − ηkαkβk[Axk − b− Ae1(xk, yk, βk)]‖2
= ‖yk − y∗‖2 − 2ηkαkβk(yk − y∗)T[Axk − b− Ae1(xk, yk, βk)] + η2kα2kβ2k ‖[Axk − b− Ae1(xk, yk, βk)]‖2.
Adding the above two inequalities, it follows that
‖x˜k − x∗‖2 + ‖y˜k − y∗‖2 = ‖xk − x∗‖2 + ‖yk − y∗‖2 − ‖xk − x˜k‖2 + 2ηkαk(xk − x˜k)Te1(xk, yk, βk)
+ η2kα2kβ2k ‖[Axk − b− Ae1(xk, yk, βk)]‖2
− 2ηkαk{(xk − x∗)Te1(xk, yk, βk)+ βk(yk − y∗)T[Axk − b− Ae1(xk, yk, βk)]}
≤ ‖xk − x∗‖2 + ‖yk − y∗‖2 − ‖xk − x˜k‖2 + 2ηkαk(xk − x˜k)Te1(xk, yk, βk)
+ η2kα2kβ2k ‖[Axk − b− Ae1(xk, yk, βk)]‖2 − 2ηkα2k‖e1(xk, yk, βk)‖2, (27)
where the inequality follows from Lemma 4.1. Noting that from the Schwarz inequality, we have
−‖xk − x˜k‖2 + 2ηkαk(xk − x˜k)Te1(xk, yk, βk) ≤ −‖xk − x˜k‖2 + ‖xk − x˜k‖2 + η2kα2k‖e1(xk, yk, βk)‖2
= η2kα2k‖e1(xk, yk, βk)‖2
and substituting it into (27), we have
‖x˜k − x∗‖2 + ‖y˜k − y∗‖2 ≤ ‖xk − x∗‖2 + ‖yk − y∗‖2 − ηk(2− ηk)α2k‖e1(xk, yk, βk)‖2
+ η2kα2kβ2k ‖[Axk − b− Ae1(xk, yk, βk)]‖2
= ‖xk − x∗‖2 + ‖yk − y∗‖2 − (2− δ)ηkα2k‖e1(xk, yk, βk)‖2,
where the last equality follows from the definition of ηk (13). This completes the proof. 
Lemma 4.4. Suppose that the function f is a co-coercive function with modulus µ > 0. Let u∗ = (x∗, y∗)T ∈ K × Rm be
an arbitrary solution of the variational inequality problem (3) and (4) and let {uk} = {(xk, yk)} be the sequence generated by
Algorithm 3.1. Then
‖uk+1 − u∗‖2 = ‖xk+1 − x∗‖2 + ‖yk+1 − y∗‖2
≤ ‖uk − u∗‖2 − (2− δ)ηkα2k‖e1(xk, yk, βk)‖2 − δ(2− δ)tk
[
αk‖r1(x˜k, y˜k, βk)‖2 + β2k ‖Ax˜k − b‖2
]
.(28)
Proof. From the nonexpansivity of the projection operator (The first inequality in Lemma 2.1), it follows that
‖uk+1 − u∗‖2 ≤ ‖u˜k − δtkd(u˜k, βk)− u∗‖2
= ‖x˜k − δtk(I + β2k ATA)r1(x˜k, y˜k, βk)− x∗‖2 + ‖y˜k − δtk(y˜k − y¯k)− y∗‖2
= ‖x˜k − x∗‖2 + ‖y˜k − y∗‖2 + δ2t2k ‖d(u˜k, βk)‖2
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− 2δtk[(x˜k − x∗)T(I + β2k ATA)r1(x˜k, y˜k, βk)+ (y˜k − y∗)T(y˜k − y¯k)]
≤ ‖xk − x∗‖2 + ‖yk − y∗‖2 − (2− δ)ηkα2k‖e1(xk, yk, βk)‖2 + δ2t2k ‖d(u˜k, βk)‖2
− 2δtk
[
αk‖r1(x˜k, y˜k, βk)‖2 + β2k ‖Ax˜k − b‖2
]
= ‖uk − u∗‖2 − (2− δ)ηkα2k‖e1(xk, yk, βk)‖2 − δ(2− δ)tk
[
αk‖r1(x˜k, y˜k, βk)‖2 + β2k ‖Ax˜k − b‖2
]
,(29)
where the second inequality follows from the results of Lemmas 4.2 and 4.3 and the last equality follows from (18), the
definition of tk (18). 
We are now in the position to prove the global convergence of the proposed algorithm.
Theorem 4.1. Suppose that the function f is a co-coercive function with modulus µ > 0. Then the sequence generated by
Algorithm 3.1, {uk} = {(xk, yk)} converges to a solution of the variational inequality problem (3) and (4) globally.
Proof. Since ηk ≥ 0, tk ≥ 0 and δ ∈ (0, 2), it follows from (28) that
‖uk+1 − u∗‖2 ≤ ‖uk − u∗‖2 ≤ · · · ≤ ‖u0 − u∗‖2 < +∞,
whichmeans that the sequence {uk} is bound. Thus, it has at least one cluster point, denoted as u∞ = (x∞, y∞)T. Again from
(28), we have
(2− δ)ηkα2k‖e1(xk, yk, βk)‖2 + δ(2− δ)tk
[
αk‖r1(x˜k, y˜k, βk)‖2 + β2k ‖Ax˜k − b‖2
] ≤ ‖uk − u∗‖2 − ‖uk+1 − u∗‖2.
Summarizing both sides of the above inequality, we have
∞∑
k=0
{
(2− δ)ηkα2k‖e1(xk, yk, βk)‖2 + δ(2− δ)tk
[
αk‖r1(x˜k, y˜k, βk)‖2 + β2k ‖Ax˜k − b‖2
]}
≤
∞∑
k=0
{‖uk − u∗‖2 − ‖uk+1 − u∗‖2}
≤ ‖u0 − u∗‖2
< +∞,
which means that
lim
k→∞ ηkα
2
k‖e1(xk, yk, βk)‖2 = limk→∞ tk
[
αk‖r1(x˜k, y˜k, βk)‖2 + β2k ‖Ax˜k − b‖2
] = 0. (30)
From the Cauchy–Schwarz inequality, we have
‖(I + β2k ATA)r1(x˜k, y˜k, βk)‖ ≤ ‖I + β2k ATA‖‖r1(x˜k, y˜k, βk)‖,
and
‖y˜k − y¯k‖ = βk‖Ax¯k − b‖
= βk‖Ax˜k − b+ A(x¯k − x˜k)‖
= βk‖Ax˜k − b+ Ar1(x˜k, y˜k, βk)‖
≤ βk[‖Ax˜k − b‖ + ‖A‖‖r1(x˜k, y˜k, βk)‖].
Thus,
‖d(u˜k, βk)‖ =
∥∥∥∥(I + β2k ATA)r1(x˜k, y˜k, βk)y˜k − y¯k
∥∥∥∥
≤ ‖(I + β2k ATA)r1(x˜k, y˜k, βk)‖ + ‖y˜k − y¯k‖
≤ ‖I + β2k ATA‖‖r1(x˜k, y˜k, βk)‖ + βk[‖Ax˜k − b‖ + ‖A‖‖r1(x˜k, y˜k, βk)‖]
= (‖I + β2k ATA‖ + βk‖A‖)‖r1(x˜k, y˜k, βk)‖ + βk‖Ax˜k − b‖
≤ max {‖I + β2k ATA‖ + βk‖A‖, βk} [‖r1(x˜k, y˜k, βk)‖ + ‖Ax˜k − b‖],
which means that,
‖d(u˜k, βk)‖2 ≤ 2max
{‖I + β2UATA‖ + βU‖A‖, βU}2 [‖r1(x˜k, y˜k, βk)‖2 + ‖Ax˜k − b‖2]. (31)
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On the other hand,
αk‖r1(x˜k, y˜k, βk)‖2 + β2k ‖Ax˜k − b‖2 ≥ min{αk, β2k }[‖r1(x˜k, y˜k, βk)‖2 + ‖Ax˜k − b‖2]
≥ min
{
1− βU
4µ
, β2L
}
[‖r1(x˜k, y˜k, βk)‖2 + ‖Ax˜k − b‖2]. (32)
It then follows from (18), (31) and (32) that for all k > 0
tk ≥
min
{
1− βU4µ , β2L
}
2max
{‖I + β2UATA‖ + βU‖A‖, βU}2 > 0.
From the boundedness of {uk} and {βk}, and the continuity of e1(xk, yk, βk), the dominator of ηk is bounded. That is, there is
a constantM > 0, such that
‖e1(xk, yk, βk)‖2 + β2k ‖Axk − b− Ae1(xk, yk, βk)‖2 ≤ M, ∀k > 0.
We therefore have that
ηkα
2
k‖e1(xk, yk, βk)‖2 ≥
δα2k‖e1(xk, yk, βk)‖4
M
, ∀k > 0,
and it then follows from the first equality of (30) that
lim
k→∞ ‖e1(x
k, yk, βk)‖ = 0.
From (11), we have
‖xk − x˜k‖ = ‖xk − PK [xk − ηkαke1(xk, yk, βk)]‖
≤ ηkαk‖e1(xk, yk, βk)‖,
where the inequality follows from the nonexpansivity of the projection operator. Therefore,
lim
k→∞ ‖x
k − x˜k‖ = 0.
In a similar way, we can prove that
lim
k→∞ ‖y
k − y˜k‖ = 0.
From the second equality of (30) and the fact that tk is bounded away from zero, we have
lim
k→∞
[(
1− βU
4µ
)
‖r1(x˜k, y˜k, βk)‖2 + β2L ‖Ax˜k − b‖2
]
= 0,
which means that
lim
k→∞ r1(x˜
k, y˜k, βk) = lim
k→∞ Ax˜
k − b = 0. (33)
Since u∞ = (x∞, y∞)T is a cluster point of uk and u˜k, there exists a subsequence {u˜kj} = {(x˜kj , y˜kj)} converging to it. Without
loss of generality we can assume that limj→∞ βkj = β∗ ∈ [βL, βU ]. Taking limit along such a sequence in (33) and using the
continuity of r1, we have
lim
k→∞ r1(x˜
k, y˜k, βk) = r1( lim
j→∞ x˜
kj , lim
j→∞ y˜
kj , lim
j→∞βkj) = r1(x
∞, y∞, β∗) = 0,
and
lim
k→∞ Ax
∞ − b = 0.
Hence, u∞ = (x∞, y∞)T is a solution of the variational inequality problem (3) and (4).
We nowprove that thewhole sequence {uk} converges to u∞. Since u∗ is an arbitrary solution of the variational inequality
problem (3) and (4) andu∞ is a solution,we can replaceu∗withu∞ in (28) and thus {‖uk−u∞‖} is a non-increasing sequence.
Assume that there is another cluster point u′ of {uk} and let
ξ := ‖u′ − u∞‖ > 0.
Because u∞ is a cluster point of {uk}, there is a k0 > 0 such that
‖uk0 − u∞‖ ≤ ξ
2
.
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Table 1
Numerical results for ρ = 10.
Starting point Algorithm Num. of Iter CPU Time
Han and Lo’s method 18 0.016
Li, Liao and Yuan’s method 22 0.016
[25 0 0 0 0] Proposed method 11 0.015
Han and Lo’s method 14 0.015
Li, Liao and Yuan’s method 21 0.016
[10 0 10 0 10] Proposed method 11 0.015
Han and Lo’s method 17 0.016
Li, Liao and Yuan’s method 18 0.016
[10 0 0 0 0] Proposed method 12 0.015
Han and Lo’s method 14 0.015
Li, Liao and Yuan’s method 14 0.016
[0 2.5 2.5 2.5 2.5] Proposed method 9 0.015
From the non-increase of {‖uk − u∞‖}, we have
‖uk − u∞‖ ≤ ‖uk0 − u∞‖
for all k ≥ k0. From the triangle inequality we have
‖uk − u′‖ ≥ ‖u′ − u∞‖ − ‖uk − u∞‖ ≥ ξ
2
, ∀k ≥ k0,
which contradicts the assumption that u′ is a cluster point of {uk}. Thus, {uk} has only one cluster point and the whole
sequence {uk} converges to u∞. 
5. Numerical experiment
In this section, we give some preliminary computational results. We implement our Algorithm 3.1 in Matlab to solve
some variational inequality problems. Our main purpose is to show the advantages and abilities of the proposed algorithm.
To this end, we also code the algorithm proposed by Han and Lo [10], Li, Liao and Yuan [15].
In our first example, the constrained set S and the mapping f are taken respectively as
S =
{
x ∈ R5+ |
5∑
i=1
xi = 10, i = 1, 2, . . . , 5
}
and
f (x) = Mx+ ρC(x)+ q,
where M is an R5×5 asymmetric positive definite matrix and Ci(x) = arctan(xi − 2), i = 1, 2, . . . , 5. Thus, K = R5+, A =
(1, 1, . . . , 1) and b = 10. The parameter ρ is used to vary the degree of asymmetry and nonlinearity, the data of the example
are illustrate as follows:
M =

0.726 −0.949 0.266 −1.193 −0.504
1.645 0.678 0.333 −0.217 −1.443
−1.016 −0.225 0.769 0.943 1.007
1.063 0.587 −1.144 0.550 −0.548
−0.256 1.453 −1.073 0.509 1.026
 ,
and
q = (5.308 0.008 −0.938 1.024 −1.312)T .
In this experiment, we take the stopping criterion ε = 10−6, y0 = 5 as the initial point for the three method. We take
βk ≡ 0.06, δ = 1.35 when ρ = 10 and βk ≡ 0.05, δ = 1.35 when ρ = 20 for the proposed method. For the method
in [15] We take β0 = 0.035, η = 0.9, γ = 0.8 when ρ = 10 and β0 = 0.03, η = 0.6, γ = 0.9 when ρ = 20. While we
take β = 0.055, tk ≡ 0.99 when ρ = 10 and β = 0.045, tk ≡ 0.97 when ρ = 20 for Han and Lo’s method. The results for
ρ = 10 and ρ = 20 are listed in Tables 1 and 2, respectively. In these tables, ‘Num. of Iter’ denotes the number of iterations
and ‘CPU Time’ denotes the cputime in seconds.
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Table 2
Numerical results for ρ = 20.
Starting point Algorithm Num. of Iter CPU Time
Han and Lo’s method 23 0.016
Li, Liao and Yuan’s method 20 0.015
[25 0 0 0 0] Proposed method 13 0.015
Han and Lo’s method 17 0.016
Li, Liao and Yuan’s method 22 0.016
[10 0 10 0 10] Proposed method 12 0.015
Han and Lo’s method 18 0.016
Li, Liao and Yuan’s method 14 0.015
[10 0 0 0 0] Proposed method 13 0.015
Han and Lo’s method 19 0.016
Li, Liao and Yuan’s method 11 0.015
[0 2.5 2.5 2.5 2.5] Proposed method 13 0.015
Table 3
Numerical results for different scale and precisions.
Precisions Algorithm m = 20, n = 25 m = 30, n = 40 m = 40, n = 50 m = 50, n = 60
Iter. CPU Iter. CPU Iter. CPU Iter. CPU
Han and Lo’s 4 0.016 4 0.016 3 0.015 3 0.016
ε = 0.1 Li et al.’s 2 0.016 2 0.015 3 0.015 2 0.016
Proposed method 3 0.015 3 0.015 2 0.016 2 0.016
Han and Lo’s 22 0.062 18 0.047 14 0.062 13 0.109
ε = 10−2 Li et al.’s 12 0.078 13 0.031 10 0.062 8 0.062
Proposed method 12 0.031 10 0.031 9 0.031 8 0.047
Han and Lo’s 176 0.125 141 0.203 116 0.272 157 0.359
ε = 10−3 Li et al.’s 145 0.140 158 0.202 173 0.296 180 0.390
Proposed method 89 0.124 87 0.203 83 0.250 71 0.281
Han and Lo’s 589 0.398 521 0.550 678 0.905 611 1.279
ε = 10−4 Li et al.’s 978 0.497 673 0.826 650 0.989 723 1.399
Proposed method 273 0.265 264 0.484 373 0.827 280 1.061
Now we use the proposed method to solve a large-scale problem. This is the example used in [8,11], which is a typical
spatial price equilibrium problem. The details of the example is as follows:
min
m∑
i=1
n∑
j=1
(
cijxij + 12hijx
2
ij
)
,
s.t.
n∑
j=1
xij = si, i = 1, . . . ,m,
m∑
i=1
xij = dj, j = 1, . . . , n,
xij ≥ 0,
where
• si = the supply amount on the ith supply market, i = 1, . . . ,m, and
• dj = the demand amount on the jth demand market, j = 1, . . . , n.
In our experiment,
cij ∈ (0, 100) and hij ∈ (0.005, 0.01).
The parameters si and dj are generated randomly in (0, 100) for all i = 1, . . . ,m and j = 1, . . . , n. For this problem, the
associate mapping of the variational inequality problem is linear. Thus, the computation burden per iteration is just matrix-
vector production. The calculations were started with u0 ≡ 0 and stopped when
max{‖r1(uk, β)‖/‖c‖, ‖r2(uk, β)‖/‖b‖} ≤ ε
for some prescribed ε > 0. We take β = 0.2, tk ≡ 0.7 for Han and Lo’s method, β0 = 0.24, η = 1.6, γ = 0.16 for Li, Liao
and Yuan’s method and βk ≡ 0.2, δ = 1.6 for proposed method in numerical experiment, respectively. The computational
results are summarized in Table 3 for somem and n. In these tables, ‘Iter.’ denotes the number of iterations and ‘CPU’ denotes
the cputime in seconds.
The results in Table 3 show that the required iterative numbers are relatively small as comparedwith the size of problems.
As this decompositionmethod only requires function evaluations (matrix-vector production for the linear case) per iteration,
it is attractive from a computational point of view.
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6. Conclusions
In this paper, we propose a new alternating method to solve variational inequality problems with co-coercive mappings
and the feasible set is the intersection of a simple setwith a hyperplane defined by linear equalities. The newmethod is based
on the alternatingmethod fromHan and Lo [10], and can also be viewed as extension of themethod of Li, Liao and Yuan [15].
The method is very simple and has advantage in solving large-scale problems, since it only involves function evaluations
and projections onto simple sets. Because the convergence speed of the method depends heavily on the parameter βk, as
shown in [10], the choice of βk need much attention. Our further research is to design a self-adaptive strategy to choose
such a parameter to improve the efficiency and robustness of the algorithm.
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