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We study the phase diagram of a system of 2 × 2 × 2 hard cubes on a three dimensional cubic
lattice. Using Monte Carlo simulations, we show that the system exhibits four different phases as
the density of cubes is increased: disordered, layered, sublattice ordered, and columnar ordered. In
the layered phase, the system spontaneously breaks up into parallel slabs of size 2 × L × L where
only a very small fraction cubes do not lie wholly within a slab. Within each slab, the cubes are
disordered; translation symmetry is thus broken along exactly one principal axis. In the solid-like
sublattice ordered phase, the hard cubes preferentially occupy one of eight sublattices of the cubic
lattice, breaking translational symmetry along all three principal directions. In the columnar phase,
the system spontaneously breaks up into weakly interacting parallel columns of size 2× 2×L where
only a very small fraction cubes do not lie wholly within a column. Within each column, the system
is disordered, and thus translational symmetry is broken only along two principal directions. Using
finite size scaling, we show that the disordered-layered phase transition is continuous, while the
layered-sublattice and sublattice-columnar transitions are discontinuous. We construct a Landau
theory written in terms of the layering and columnar order parameters, which is able to describe the
different phases that are observed in the simulations and the order of the transitions. Additionally,
our results near the disordered-layered transition are consistent with the O(3) universality class
perturbed by cubic anisotropy as predicted by the Landau theory.
PACS numbers: 05.50.+q, 05.10.Ln, 64.60.De
I. INTRODUCTION
Models with only excluded volume interactions have
been studied for a long time as the simplest statis-
tical models of thermodynamic phase transitions. In
these models, the phases and phase transitions are com-
pletely determined by the shape and density of the par-
ticles, and temperature plays no role. Well-known ex-
amples include the isotropic-nematic transition in long
needles [1, 2], the freezing transition in hard spheres [3–
5], and phase transitions in lattice models with nearest
neighbour exclusion [6–8]. Experimental systems exhibit-
ing such entropy-driven phase transitions include those
between nematic, smectic and cholesteric phases in liq-
uid crystals [2], nanotube gels [9], and suspensions of to-
bacco mosaic virus [10]. Other examples exhibiting such
transitions include adsorbed gas molecules on metallic
surfaces [11–13], as well as colloidal suspensions such as
polymethyl methacrylate (PMMA) suspended in poly-
12-hydroxystearic acid [14]. Despite a long history of
study, a general understanding of the dependence of the
nature of the emergent phases on the shapes of the par-
ticles, as well as the order of appearance of the phases
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with increasing density, is lacking.
The system of hard spheres in three dimensions was
one of the first numerically studied systems [3, 4] to show
such an entropy-driven phase transition. It undergoes a
first-order transition from a fluid phase to a solid phase
with face centred cubic packing [15, 16]. More com-
plicated shapes such as cubes, rhombohedra [17] or in
general three dimensional regular polyhedra or corner-
rounded polyhedra [18–20] have been studied as more
realistic models for experimental self-assembling sys-
tems [21–23], applications to drug delivery where shape of
the carrier may decide its effectiveness [24], biological ma-
terial like immunoglobin [25], molecular logic gates [26–
28], etc. Being able to predict the macroscopic material
behaviour from knowing its constituent building blocks
would help to engineer the synthesis of materials with
prescribed properties [29, 30].
Of the non-spherical shapes, the simplest is a cube,
which has the additional feature that cubes can be packed
to fill all space. Theoretical studies in the continuum
have focused on two cases: unoriented cubes whose faces
are free to orient in any direction, and parallel hard cubes
whose axes are parallel to the coordinate axes. The sys-
tem of unoriented cubes was shown, using Monte Carlo
and event driven molecular dynamics simulations, to un-
dergo a first order freezing transition from a fluid to a
solid phase at a critical packing fraction η ≈ 0.51 [31].
Other simulations, however, found a cubatic phase that is
sandwiched between the fluid and solid phases for pack-
ing fractions in the range 0.52 < η < 0.57 [29]. It has
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2been claimed in Ref. [31] that the cubatic phase is a
finite-size artifact. In the case of parallel hard cubes,
early work focused on finding the equation of state us-
ing high-density expansions [32], and low-density virial
expansion up to the seventh virial coefficient [33, 34].
Monte Carlo simulations show that the system of paral-
lel hard cubes undergoes a continuous freezing transition
from a disordered fluid phase to a solid phase at density
ρ ≈ 0.48 [35, 36]. The data near the critical point are
consistent with the three-dimensional Heisenberg univer-
sality class [36]. These results are consistent with the-
oretical predictions using density functional theory [37].
Within this theory, the columnar phase is found to be not
a stable phase at high densities [36, 37]. Thus, it would
appear that parallel hard cubes in the continuum show
only one phase transition and the high density phase is
crystalline.
Hard-core lattice gas models also provide interesting
examples of entropy-driven phase transitions, and like
in the continuum, have rich phase diagrams. Rigorous
results are known for dimer gas [38], hard triangles at
full packing [39], hard hexagons [40], long rods [41] and
hard plates in three dimensions [42]. For other shapes,
Monte Carlo are more reliable than predictions based on
approximate theories. Examples include rods [43–45],
pentamers [46], tetronimos [47], squares [48–53], etc. In
three dimensions, the results are much fewer and the de-
tailed phase diagram is known only for long rods [54, 55].
Monte Carlo simulations with local moves are often in-
efficient in equilibriating the system when the excluded
volume is large or packing fraction is high. This puts a re-
striction on the kind of systems one can study. Recently,
we have introduced an efficient Monte Carlo algorithm
with cluster moves that has helped in overcoming these
difficulties [45, 56, 57]. We have used this to determine
the unexpectedly complex phase structure, and nature of
the phase transitions in systems like rods in two [45] and
three dimensions [55], hard rectangles [52, 58–61], dis-
cretized discs [62, 63], Y-shaped molecules [64], as well
as mixtures [57, 65] of hard objects.
In this paper, we study a system of 2 × 2 × 2
hard cubes on the cubic lattice using this cluster algo-
rithm [45, 56, 57]. The positions of cubes are now dis-
crete. The differences between the phase structure of this
discrete problem and the corresponding continuum one
are not well understood. Earlier Monte Carlo studies of
the discrete problem [66] found no phase transitions for
densities upto full packing (in Ref. [66], the problem of
cubes correspond to σ = 2). On the other hand, for
cubes with sides of length two, the approximate density
functional theory predicts that there should be a transi-
tion from a disordered phase to a layered phase at low
densities and from a layered phase to a columnar phase
at higher densities. When the length of a side is six, the
theory predicts a transition from a disordered phase to
a solid, and then to two types of columnar phases [67].
Simulations of a mixture of cubes of sizes two, and four
or six, show a demixing transition [68] in contradiction
to predictions from density functional theory [69]. How-
ever, the prediction for a pure system of cubes have not,
to our knowledge, been tested in large scale simulations.
Here, we find that this system of cubes goes through
four distinct phases as the density of cubes is increased:
disordered, layered, sublattice ordered, and columnar or-
dered. In the layered phase, the system spontaneously
breaks up into parallel slabs of size 2 × L × L which
are preferentially occupied by cubes. Within each slab,
the cubes are disordered; translation symmetry is thus
broken along exactly one principal axis. In the solid-
like sublattice ordered phase, the hard cubes preferen-
tially occupy one of eight sublattices of the cubic lattice,
breaking translational symmetry along all three prin-
cipal directions. In the columnar phase, the system
spontaneously breaks up into weakly interacting paral-
lel columns of size 2 × 2 × L which are preferentially
occupied by cubes. Within each column, the system is
disordered, and the columns break translational symme-
try along along two principal directions. By studying
systems of different sizes, we argue that the disordered-
layered phase transition is continuous, while the layered-
sublattice and sublattice-columnar transitions are discon-
tinuous. We construct a Landau theory written in terms
of the layering order parameter L and columnar order pa-
rameter C which is able to describe the different phases
that are observed in the simulations and the order of the
transitions. Additionally, our results near the disordered-
layered transition are consistent with the Landau theory
prediction of scaling behaviour in the O(3) universality
class perturbed by cubic anisotropy.
The remainder of the paper is organized as follows.
Section II defines the model precisely and describes the
grand canonical Monte Carlo scheme that is used to simu-
late the system. Section III describes the different phases
– disordered, layered, sublattice ordered and columnar
ordered– that we observe in our simulations. In Sec. IV,
we understand our simulation results in terms of a Lan-
dau theory approach. Sections V - VII characterize the
different phase transitions that occur in this system. Sec-
tion VIII discusses the long lived metastable states that
we observe at densities close to full packing. This sec-
tion also presents a perturbation expansion that allows
us to argue that the high density phase will be columnar.
Finally, Sec. IX contains a discussion of our results.
II. MODEL & ALGORITHM
Consider a L×L×L cubic lattice with periodic bound-
ary conditions and even L. The lattice may be occupied
by cubes of size 2×2×2 (i.e having side-length of 2 lattice
spacings) whose positions are in registry with the lattice
sites. We associate a weight z = eµ with each cube,
where z is the activity and µ is the chemical potential.
The cubes interact through only excluded volume inter-
action, i.e. no two cubes can overlap in volume. For a
cube, we identify the vertex with minimum x-, y-, and z-
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FIG. 1. The lattice is divided into eight sublattices 0, 1, . . . , 7
depending on whether the x-, y- and z- coordinates are even
or odd. Labeling of sublattices corresponding to yz-planes
whose x-coordinate is (a) even, or (b) odd. (c) A 2×2×2 cube
with all of its vertices labelled with appropriate sublattices to
show the relative positions of the planes shown in (a) and (b).
coordinates as its head. The configuration of the system
can thus be fully specified by the spatial coordinates of
the heads of all the cubes in the system.
We study the model using grand canonical Monte
Carlo simulations implementing an algorithm which in-
cludes cluster moves [45, 56, 57, 62] that help in equi-
librating systems of hard particles with large excluded
volume at densities close to full packing [45, 56] or at full
packing [57]. Below, we briefly summarise the algorithm.
Choose at random one of the 3L2 rows, where each row
consists of L consecutive sites in any one direction. Evap-
orate all the cubes whose “heads” lie on this row. The
row now consists of empty intervals separated from each
other by sites that cannot be occupied by the head of a
cube due to the hard constraints arising from cubes in
neighbouring rows. The empty intervals are reoccupied
by new configurations of cubes with the correct equilib-
rium probabilities. The calculation of these probabili-
ties reduces to a one dimensional problem which may be
solved exactly by standard transfer matrix methods (see
Refs. [45, 55, 57, 62] for details). This evaporation and
deposition move satisfies detailed balance as the transi-
tion rates depend only on the equilibrium probabilities
of the new configuration. We use a parallelised version
of the algorithm described above, which exploits the fact
that the rows separated from each other by a distance
two can be updated independently and concurrently. We
check for equilibration by taking different initial con-
figurations of the system that correspond to different
phases and confirming that the results are independent
of the initial configuration. We find that the algorithm is
able to equilibrate systems with density upto ≈ 0.95 for
L & 100, though slightly larger densities may be attained
for smaller systems.
III. DIFFERENT PHASES
We first define and describe the phases that we observe
in our simulations. To do so, it is convenient to divide
the lattice into 8 sublattices, depending on whether each
x-, y-, and z- coordinates are odd or even. A site with
coordinates (x, y, z) belongs to sublattice whose binary
representation is (x mod 2) (y mod 2) (z mod 2), as
shown in Fig. 1. We define ρi to be the fraction of lat-
tice sites occupied by the cubes whose heads lie on the
sublattice i. The total density of the system ρ is then
ρ =
7∑
i=0
ρi. (1)
Further, let η(x, y, z) be equal to 1 if (x, y, z) is occu-
pied by a head of the cube, and be equal to 0 otherwise.
Consider the Fourier transform
η˜(kx, ky, kz) =
8
L3
∑
x,y,z
η(x, y, z) ei(kxx+kyy+kzz). (2)
We define the order parameter L as
L = (Lx, Ly, Lz), (3)
where Lx = η˜(pi, 0, 0), Ly = η˜(0, pi, 0) and Lz = η˜(0, 0, pi).
A non-zero value in Lx will imply that there is transla-
tional order of period two in x direction. Similar inter-
pretations hold for Ly and Lz. The L vector is thus a
measure of the layering tendency of the system in each
cartesian direction, and we shall refer to it as the layering
vector. In a layered phase, only one cartesian component
of L is expected to be nonzero in the thermodynamic
limit. In contrast, a columnar-ordered phase is char-
acterized by a layering vector with two nonzero carte-
sian components. Finally, a solid-like sublattice-ordered
phase is characterized by a layering vector with all three
components nonzero.
Note that L serves as a “faithful” order parameter
for each of these three phases: In the layered case, it
correctly distinguishes between the six symmetry-related
states of the system (corresponding to the two possible
layered states for layering along each of the three carte-
sian directions) by taking on the six symmetry related
values (±|L|, 0, 0), (0,±|L|, 0), and (0, 0,±|L|). In the
columnar-ordered case, it correctly distinguishes between
the twelve symmetry-related columnar states by taking
on the twelve symmetry-related values (±|L|,±|L|, 0),
(0,±|L|,±|L|), and (±|L|, 0,±|L|). Finally, the eight
symmetry-related sublattice ordered states are cor-
rectly described by the eight symmetry-related values
(±|L|,±|L|,±|L|).
To characterize these phases, it is also useful to define
two other measures of spontanously broken symmetry:
the columnar vector C whose components are given by
Cx = η˜(0, pi, pi), Cy = η˜(pi, 0, pi) and Cz = η˜(pi, pi, 0),
and the sublattice scalar φ = η˜(pi, pi, pi). In contrast to
L, neither C nor φ fully distinguish between the broken
symmetry states in which they are nonzero in the ther-
modynamic limit. This is clear since C is expected to
be nonzero in the columnar ordered phase and the sub-
lattice ordered phase, but does not correctly distinguish
between the twelve symmetry-related columnar states or
the eight symmetry-related sublattice ordered states of
the system. Similarly, φ is expected to be nonzero in
4the sublattice ordered phase, but does not correctly dis-
tinguish between the eight symmetry-related sublattice
ordered states.
The underlying reason for this distinction between L
on the one hand, and C and φ on the other, is clarified
considerably if we pass from the globally defined quanti-
ties L, C and φ, to the corresponding local fields L(~r),
C(~r) and φ(~r). These local fields should be thought of
as being the coarse-grained variables (coarse-grained over
a linear scale of a few lattice spacings) whose sum over
the entire volume gives the corresponding global vari-
ables. Thinking in terms of these local fields, we see that
Cx(~r) ∼ Ly(~r)Lz(~r) (and similarly for the other compo-
nents). This is related to the fact that the composite
variable LyLz acts as a field that couples linearly to Cx
in a Landau-type description of spontaneous symmetry
breaking. Likewise, φ(~r) ∼ Lx(~r)Ly(~r)Lz(~r). Thus, C(~r)
and φ(~r) take on mean values set by composite variables
formed from the components of the local layering vector,
which emerges as the fundamental quantity for describ-
ing the broken symmetries of the system. It is there-
fore not surprising that the corresponding global vari-
ables C and φ do not fully distinguish between different
symmetry-related states with spontaneous columnar or
sublattice order. This also suggests that a Landau the-
ory for all three broken symmetry phases should involve
L as the key variable, although we shall see below that
the symmetry-allowed couplings between L and C and φ
can also play a crucial role in determining the structure
of the phase diagram.
In our simulations, we measure the magnitudes of the
global variables L, C and φ:
q1 =
√
L2x + L
2
y + L
2
z, (4)
q2 =
√
C2x + C
2
y + C
2
z , (5)
q3 = |φ|. (6)
In addition, we monitor the joint probability distribution
(histogram) of Lx, Ly and Lz in order to visualize the na-
ture of the symmetry breaking present in various ordered
states.
The variation of qi with density ρ is shown in Fig. 2.
For low densities qi → 0 in the thermodynamic limit for
i = 1, 2, 3 and the system is in a disordered phase. As the
density is increased, q1 becomes non-zero in the thermo-
dynamic limit when the density crosses ρ ≈ 0.718, sig-
nalling the onset of spontaneous layering, while q2 and q3
continue to be zero in the thermodynamic limit. Upon
further increasing the density, both q2 and q3 become
nonzero in the thermodyamic limit when the density in-
creases beyond ρ ≈ 0.79. This corresponds to the onset
of a cystalline phase with spontaneous sublattice order-
ing. Finally, when the density goes beyond ρ ≈ 0.957,
q3 becomes zero, while q2 and q1 remain nonzero, cor-
responding to columnar order. Below, we describe the
behaviour of the system in each of these phases in some
more detail.
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FIG. 2. Variation of q1, q2, q3, as defined in Eqs. (4)–(6),
with density ρ. The data are for system size L = 70. the
discontinuities in density are not visible at this resolution.
Disordered Phase: At low densities, the cubes are in
a disordered phase in which the cubes are far apart and
there is no ordering. All the mean sublattice densities
are equal, i.e., ρi ≈ ρ/8, for i = 0, . . . , 7. In the dis-
ordered phase, all components of L tend to zero in the
limit of large system sizes [see Eq. (3) for definition] and
the system retains all the symmetries of the underlying
cubic lattice.
Layered Phase: In the layered phase, translational
symmetry is broken in only one direction. The cubes
preferentially occupy either odd or even planes normal to
this direction. This may be seen by examining snapshots
of randomly chosen pairs of even and odd planes in the
three directions as shown in Fig. 3, where the eight differ-
ent colours represent cubes whose heads on a particular
sublattice. Grey colour represents sites that are occupied
by cubes whose heads are on neighbouring planes. In
Fig. 3(a)-(d), showing the snapshots of randomly chosen
even and odd yz and xz planes, there are approximately
equal number of coloured cubes and grey cubes, showing
both odd and even yz- and xz-planes are equally occu-
pied. On the other hand, it can be seen that Fig. 3(e),
showing snapshot of a randomly chosen even xy plane,
has much larger number of coloured squares than grey
squares, while Fig. 3(f), showing snapshot of a randomly
chosen odd xy plane, is mostly grey, showing that in this
configuration, the heads of cubes preferentially occupy
even xy-planes.
The breaking of translational invariance is also quan-
titatively reflected from the time evolution of the eight
sublattice densities and Lx, Ly, Lz, as shown in Fig. 4(a)
and (b) respectively. From Fig. 4(a), we see that four
sublattices are preferentially occupied. From Fig. 4(b),
we also see that one of the components of L is larger than
the other two, i.e., |Lz|  |Lx| ≈ |Ly|, confirming that
the system is layered in the z-direction. More precisely,
one component of L remains nonzero in the thermody-
5(a) (b)
(c) (d)
(e) (f)
FIG. 3. Snapshots of cross sections of equilibrated config-
urations in the layered phase, with layering vector pointing
in the z-direction. The cross sections shown are of randomly
chosen adjacent pairs of (a) even yz-, (b) odd yz-, (c) even
xz-, (d) odd xz-, (e) even xy- and (f) odd xy-planes. The
eight colours represent cubes with heads on different sublat-
tices. The projections of cubes which protrude onto the plane
from nearby planes are coloured in grey. (a)-(d) look statis-
tically similar, while (e) is mostly coloured and (f) is mostly
grey, showing a layering in the z-direction. The data are for
system size L = 150, chemical potential µ = 2.4, and density
ρ ≈ 0.762.
namic limit, and the other two are zero.
Sublattice Phase: In the sublattice phase, translational
symmetry is broken in all three principal directions of
the cubic lattice. In this phase, the cubes preferentially
occupy one of the eight sublattices. This may be seen
by examining the snapshots of randomly chosen pairs of
even and odd planes in the three directions as shown in
Fig. 5. It may be seen that in each of the directions, one
of the planes has a larger number of cubes, compared to
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FIG. 4. Temporal evolution of (a) eight sublattice densities
ρi, i = 0, . . . , 7 and (b) |Lx|, |Ly|, |Lz| when the system is in a
layered phase (layering in the z-direction). The data are for
µ = 2.4, ρ ≈ 0.762, and system size L = 150.
the grey squares. We see that in this case the cubes pref-
erentially occupies simultaneously even yz, odd xz and
even xy-planes, which implies most of the cubes occupy
sublattice 2.
The breaking of translational symmetry is reflected in
the time evolution of the eight sublattice densities and
|Lx|, |Ly|, |Lz| as shown in Fig. 6(a) and (b) respectively.
In Fig. 6(a), sublattice 2 is preferentially occupied over
the seven. From Fig. 6(b), we also see that |Lx|, |Ly|, |Lz|
are non-zero and equal, i.e., |Lx| ≈ |Ly| ≈ |Lz|  0,
confirming that the system has sublattice order.
Columnar Phase: The system is in a columnar phase
at large densities. In the columnar phase, the system
breaks translational symmetry along two directions and
the heads of the cubes preferentially occupy two sublat-
tices. This may be seen by examining the snapshots of
the planes in the three directions, as shown in Fig. 7.
From Figs. 7(d) and (f), corresponding to snapshots of
odd xz-plane and odd xy-plane respectively, it may be
seen that these planes contain very few heads of cubes.
Thus, most cubes have heads with even y-coordinate and
even z-coordinate. If now the x-coordinate has no defi-
nite parity, then the phase will be columnar, else it will be
a sublattice phase. From the snapshots of even and odd
yz-planes, shown in Figs. 7(a) and (b), it can be seen
that both planes have roughly equal number of heads
of cubes, showing that the x-coordinate has no definite
parity. This feature may also be observed from the snap-
shots shown in Figs. 7(c) and (e) of even xz- and even
xy- planes, where two colours are seen in each snapshot
corresponding to even x and odd x.
From Fig. 8(a), we see that the sublattice 0 and 4
are preferentially occupied over the six sublattices cor-
responding to the heads of most of the cubes having
odd y and z-coordinates. From Fig. 8(b), we see that
two order parameters are large compared to one, i.e.,
|Ly| ≈ |Lz|  |Lx|, this implies that translation symme-
try is broken in both the y- and z-directions. The colum-
nar phase can be visualised as a set of tubes extending
along the x-direction, in which the cubes can slide along.
6(a) (b)
(c) (d)
(e) (f)
FIG. 5. Snapshot of cross sections of equilibrated sublat-
tice phase, where the cross sections are of randomly chosen
adjacent pairs of (a) even yz-, (b) odd yz-, (c) even xz-,
(d) odd xz-, (e) even xy- and (f) odd xy-plane. The eight
colours represent cubes with heads on different sublattices.
The projections of cubes which protrude onto the plane from
nearby planes are coloured in grey. (a), (d) and (e) are mostly
coloured by deep-green, while (b), (c) and (f) are mostly grey,
showing the preferential occupancy of cubes in sublattice 2.
The data are for system size L = 150 with chemical potential
µ = 3.5, and density ρ ≈ 0.864.
IV. LANDAU THEORY FOR 2× 2× 2 CUBES
In this section, we formulate a Landau-type theoretical
description of the phases found in Sec. III. As noted ear-
lier, spontaneous layering, sublattice ordering and colum-
nar ordering are faithfully described by the layering vec-
tor L, defined in Eq. (3), with the columnar vector C and
the sublattice scalar φ more naturally thought of as com-
posite objects constructed from the local layering order
parameter field. It is therefore natural to try to construct
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FIG. 6. Temporal evolution of (a) eight sublattice densities
ρi, i = 0, . . . , 7 and (b) |Lx|, |Ly|, |Lz| when the system is in
a sublattice phase. The data are for µ = 3.5, ρ ≈ 0.864, and
system size L = 150.
the Landau theory in terms of the order parameter vector
L. Here, we demonstrate that while such a Landau the-
ory correctly captures the low density disordered phase,
the layered phase, and the sublattice phase, as well as
phase transitions between them, it does not allow for
the possibility of a columnar phase. To account for the
columnar phase, we include the symmetry-allowed cou-
plings to the columnar vectorC and write down a coupled
theory for L and C. This augmented Landau theory cor-
rectly predicts the existence of a columnar phase, as well
as the nature of the transition to the columnar phase.
We start by constructing the functional only in terms
of L. The symmetries of the Landau functional F({Lα})
are that it is invariant under {Lα ↔ −Lα} for α =
(x, y, z) and cyclical permutations of the indices (x, y, z).
With these constraints, the most general functional is
F = aL|L|2 + bL|L|4 + 2λL(L2xL2y + L2zL2y + L2xL2z), (7)
where we have truncated the expansion upto fourth or-
der. To make sure that F goes to +∞ when |L| → ∞,
we require that bL > 0 and λL > −3bL/2. The Lan-
dau theory in Eq. (7) is that of O(3) model with a cubic
anisotropy.
The equilibrium phase is obtained from the global
minimum of F , and is obtained from the solutions of
∇LF = 0. In component form, these equations are
2aLLx + 4bLL
3
x + 4Lx(bL + λL)(L
2
y + L
2
z) = 0, (8)
2aLLy + 4bLL
3
y + 4Ly(bL + λL)(L
2
x + L
2
z) = 0, (9)
2aLLz + 4bLL
3
z + 4Lz(bL + λL)(L
2
y + L
2
x) = 0. (10)
The solutions to Eqs. (8)–(10) may be found in closed
form. We find that the solutions are of the form (0, 0, 0),
(l, 0, 0), (s, s, s) and (c, c, 0) or its cyclic permutations.
Substituting into Eqs. (8)–(10), the equations satisfied
by l, s, c are
2bLl
2 + aL = 0, (11)
(6bL + 4λL)s
2 + aL = 0, (12)
(4bL + 2λL)c
2 + aL = 0. (13)
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FIG. 7. Snapshot of cross sections of an equilibrated columnar
phase, where the columns are aligned in the x-direction and y-
and z- coordinates are both mostly even. The cross sections
are of randomly chosen adjacent pairs of (a) even yz-, (b)
odd yz-, (c) even xz-, (d) odd xz-, (e) even xy-, and (f) odd
xy-plane. The eight colours represent cubes with heads on
different sublattices. The projections of cubes which protrude
onto the plane from neighbouring planes are coloured in gray.
Since (d) and (f) are mostly gray, the heads of most of the
cubes have even y- and z- coodinates. Since (a) and (b) have
roughly equal number of coloured squares, the heads of the
cubes could have, with equal probability, either even or odd
x-coorindates. The data are for system size L = 150, chemical
potential µ = 5.5, and density ρ ≈ 0.958.
The stability of the phases is determined by examining
the Hessian H(L0) defined as
H(L0)αβ = ∂
2F
∂Lα∂Lβ
∣∣∣∣
L=L0
, (14)
where α and β run over the indices (x, y, z). For L0 to
be local minimum or locally stable, we require that the
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FIG. 8. Temporal evolution of (a) the eight sublattice den-
sities ρi, i = 0, . . . , 7 and (b) |Lx|, |Ly|, |Lz| when the system
is in a columnar phase. The data are for µ = 5.5, ρ ≈ 0.958,
and system size L = 150.
three eigenvalues of the Hessian, calculated at L0, are all
positive.
For the disordered phase (0, 0, 0), the Hessian is
H(0, 0, 0) =
2aL 0 00 2aL 0
0 0 2aL
 , (15)
whose three eigenvalues are all equal to 2aL. For the
eigenvalues to be positive, we require that aL > 0.
For the layered solution (l, 0, 0), the Hessian is
H(l, 0, 0) =

−4aL 0 0
0 − 2aLλLbL 0
0 0 − 2aLλLbL
 , (16)
whose eigenvalues are the diagonal entries in Eq. (16).
For the eigenvalues to be positive, we require that aL < 0
and λL > 0.
For the sublattice solution (s, s, s), the Hessian is
H(s, s, s)=

− 4aLbL3bL+2λL −
4aL(bL+λL)
3bL+2λL
− 4aL(bL+λL)3bL+2λL
− 4aL(bL+λL)3bL+2λL − 4aLbL3bL+2λL −
4aL(bL+λL)
3bL+2λL
− 4aL(bL+λL)3bL+2λL −
4aL(bL+λL)
3bL+2λL
− 4aLbL3bL+2λL
 ,
(17)
whose eigenvalues are −4aL, 4aLλL/(3bL + 2λL), and
4aLλL/(3bL + 2λL). For the eigenvalues to be positive,
we require that aL < 0 and λL < 0.
For columnar solution (c, c, 0), the Hessian is
H(c, c, 0) =

− 4aLbL2bL+λL −
4aL(bL+λL)
2bL+λL
0
− 4aL(bL+λL)2bL+λL − 4aLbL2bL+λL 0
0 0 − 2aLλL2bL+λL
 ,
(18)
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FIG. 9. Phase diagram in the λL-aL plane for the Landau
theory of Eq. (7). The thick red and blue lines represent
lines of continuous transition, whereas the dotted brown line
is a first order transition line. The three phases meet at the
multicritical point (0, 0).
whose eigenvalues are −4aL, 4aLλL/(2bL + λL), and
−2aLλL/(2bL + λL). The ratio of the second and third
eigenvalues is −2. This implies that the three eigenval-
ues cannot be made simultaneously positive. Thus, the
columnar solution is not a stable solution.
From the above analysis, we find that there exists a
unique stable solution for each choice of aL and λL. For
aL > 0 and any λL, the only stable phase is the dis-
ordered phase where L = 0. For aL < 0 and λL > 0,
we find that stable solution is a layered phase, where L
is a one-component vector of the form (l, 0, 0). For the
case where aL < 0 and λL < 0, the stable solution is a
sublattice phase, where L is vector of the form (s, s, s).
These observations are summarized in the phase dia-
gram shown in Fig. 9. The disordered-layered transition
and disordered-sublattice transitions are both continuous
and, within Landau theory, belong to the universality
class of the O(3) model with cubic anisotropy. On the
other hand, the sublattice-layered transition is discontin-
uous, as the orientation of the L vector changes abruptly
from along one of the axes to (1, 1, 1) or an equivalent
direction.
The simplest Landau-type theory described in Eq. (7)
predicts disordered, layered and sublattice phases, but
disallows a columnar phase. To construct a minimal the-
ory that predicts all the phases that are seen in the sim-
ulations, we extend the functional in Eq. (7) to explic-
itly depend on the columnar vector C(~r) defined ear-
lier. Here, C(~r) should be thought of as an independent
coarse-grained vector field since, 〈Cx(~r)〉 = 〈Ly(~r)Lz(~r)〉,
cannot be fully determined in terms of 〈Ly(~r)〉 and
〈Lz(~r)〉. The Landau functional F({Lα, Cα}) should
be invariant under Lα ↔ −Lα, and Cα ↔ −Cα for
α = (x, y, z) and under cyclical permutations of the in-
dices (x, y, z). The augmented functional, truncated upto
fourth order is:
F = aL|L|2 + bL|L|4 + 2λL(L2xL2y + L2zL2y + L2xL2z)
+ac|C|2 + bc|C|4 + 2λc(C2xC2y + C2zC2y + C2xC2z )
−µ(CxLyLz + CyLxLz + CzLxLy), (19)
where µ couples the L and C vectors. We restrict our-
selves to µ > 0 since this correctly describes the situa-
tion in a columnar ordered configuration of our system of
cubes (with our definitions of these vectors, it is easy to
see that Cx has the same sign as the product LyLz in a
columnar ordered state with columnar vector pointing in
the x direction, and similarly for columnar vectors point-
ing in the other cartesian directions). As we demonstrate
below, this augmented Landau theory now accounts for
the presence of a stable columnar phase in addition to the
other stable phases already obtained by thinking entirely
in terms of L
The extended functional in Eq. (19) has seven inde-
pendent parameters and six variables. Deriving ana-
lytic equations of the phase boundary is not possible as
that would require us to simultaneously solve six cou-
pled equations. Rather, we focus on showing that there
are parameter regimes for which the columnar phase, as
well as the other phases exist and are stable. This is
achieved by assigning numerical values to the parameters
values and solving the coupled equations for equilibrium
numerically. The stability is checked using the Hessian
H(L,C):
H(L0,C0)αβ = ∂
2F
∂φα∂φβ
∣∣∣∣
L=L0,C=C0
, (20)
where φ runs over the components of the vectors L and
C, is now a 6× 6 matrix.
For analysing the functional in Eq. (19) to determine
its global minima, we consider the four different cases
discussed below. For each of these cases, we set µ = 2
and fix the parameters bL and bc to be large and positive
(bL = bc = 8).
Case 1. aL > 0, ac > 0: In this case, in the absence
of the coupling (µ = 0), both L = 0, and C = 0. For
small positive µ, we expect the system to be still in the
disordered phase. We confirm this by setting aL = ac =
1.2, and treating λL and λc as free parameters. For this
case, whatever be the values and sign of λL and λc, we
find that the disordered phase is the only stable phase.
Case 2. aL > 0, ac < 0: In this case, we expect that
L = 0, and C 6= 0. Such solutions are unphysical, and we
expect that the mapping from the microscopic variables
of the model to the parameters of the Landau theory is
such that, this regime is never reached.
Case 3. aL < 0, ac > 0: In this case, in the ab-
sence of coupling (µ = 0), the L shows both layered and
sublattice phases depending on the sign of λL. When
µ 6= 0, for these phases to be valid, C should be zero in
the layered phase and have three non-zero components in
the sublattice phase. We confirm that this is indeed the
case by determining numerically the phase diagram for
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FIG. 10. The schematic phase diagram in the λL-λc plane
for the Landau free energy functional in Eq. (19) for the case
aL < 0, ac > 0. The other parameters are bL = bc = 8, µ = 2.
The line λL = 0 is a first order line, separating the layered
phase and the sublattice phase.
Sublattice
ColumnarSublattice
FIG. 11. The schematic phase diagram in the λL-λc plane
for the Landau free enrgy functional in Eq. (19) for the case
aL < 0, ac < 0. The other parameters are bL = bc = 8, µ =
2. The dotted lines which are lines of first order transition,
separate the columnar phase and the sublattice phase.
aL = −1.2, ac = 1.2. We find that the system is layered
when λL > 0, and has sublattice order when λL < 0,
irrespective of the sign of λc. The schematic λL-λc phase
diagram for this case, obtained by minimising the free
energy at different sample phase points, is summarised
in Fig. 10.
Case 4. aL < 0, ac < 0: In this case, we expect that
when λc > 0, then C could exist in a layered phase,
making it possible for the system to be in a columnar
phase. We determine the phase diagram for aL = ac =
−1.2. We find that for λc > 0 and λL > 0, there is a
regime where the system is in a columnar phase. For large
λc and λL, there are spurious unphysical solutions. For
the other cases, the system is in a sublattice phase. The
schematic λL-λc phase diagram for this case, obtained
by minimising the free energy at different sample phase
points, is summarised in Fig. 11.
V. DISORDERED-LAYERED TRANSITION
In this section, we describe the phase transition from
disordered phase to layered phase. To do so, we first de-
fine susceptibility χi, and Binder cumulant Ui associated
with the order parameter qi [see Eq. (4)–(6) for defini-
tion] as
χi = L
3(〈q2i 〉 − 〈qi〉2), (21)
Ui = 1− ci〈q
4
i 〉
〈q2i 〉2
, (22)
where c1 = c2 = 9/15 and c3 = 1/3. The values of ci
are chosen so that the Binder cumulant is zero in the
disordered phase. We also define the deviation from the
critical point as
 = µ− µc, (23)
where µc is the critical value of the chemical potential.
We find that the disordered-layered transition is con-
tinuous. A suitable order parameter to study this tran-
sition is q1 which is zero in the disordered phase and
non-zero in layered phase. The critical behaviour may
be obtained by studying the non-analytic behaviour of
the different physical quantities, which, near the transi-
tion, is captured by the finite size scaling behaviour:
q1(, L) ' L−β/νfq(L1/ν), (24)
χ1(, L) ' Lγ/νfχ(L1/ν), (25)
U1(, L) ' fU (L1/ν). (26)
where fq, fχ and fU are scaling functions, and ν, β, γ
and α are the usual critical exponents.
From the Landau theory presented in Sec. IV, we ex-
pect that the transition belongs to the universality class
of three dimensional O(3) model with cubic anisotropy.
In O(N) models with cubic anisotropy, the phase tran-
sition is in the symmetric O(N) universality class if
N < Nc and is in the cubic anisotropic universality class
if N > Nc. Early work, using perturbative renormali-
sation group theory [70–74], high temperature series ex-
pansion [75] and non-perturbative RG calculations [76]
suggests that 3 < Nc < 4. Further work using RG cal-
culations upto three loops [77, 78], four loops [79, 80],
five loops [81–84] find Nc . 3, while six loop RG calcu-
lations suggest Nc ≈ 2.89. Monte Carlo simulations are
consistent with Nc = 3 [85]. However, in three dimen-
sions, the exponents for the model with cubic anisotropic
critical are very close to the exponents for the Heisen-
berg model [86]. Therefore, we use the exponents for the
three-dimensional Heisenberg model to analyse the data.
In the following, we check that the data near the critical
point are consistent with these exponents.
The critical point may be determined by the crossing
point of the data for Binder cumulant for different sys-
tem sizes. From this criterion, we find that the critical
parameters are µ ≈ 2.063 corresponding to ρ ≈ 0.718
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FIG. 12. (a) The variation of Binder cumulant U1 with chem-
ical potential µ for different system sizes. The data for (b)
Binder cumulant U1, (c) order parameter q1 and (d) χ1 for
different system sizes collapse onto a single curve when scaled
as in Eqs. (24)-(26) with the critical exponents of the three
dimensional Heisenberg model: ν = 0.704, β = 0.362, and
γ = 1.389.
[see Fig. 12(a)]. The data for Binder cumulant, suscep-
tibility, and order parameter for different system sizes
collapse onto one curve when scaled as in Eqs. (24)-(26)
with the critical exponents for Heisenberg model in three
dimensions, as shown in Fig. 12. We use the numerical
estimates for the critical exponents ν = 0.704, β = 0.362
and γ = 1.389 [87]. We conclude that the disordered-
layered transition belongs to the universality class of the
O(3) model.
VI. LAYERED-SUBLATTICE TRANSITION
In this section, we study the the nature of the layered-
sublattice phase transition. We analyze the transition
using the order parameter q3, defined in Eq. (6), which is
zero in the layered phase and non-zero in the sublattice
phase.
Figures 13(a) and (b), show the time evolution of den-
sity and q3 after equilibration. For clarity, we have also
superimposed a running average of density, where each
point has been averaged over 40 consecutive data points.
Both ρ and q3 exhibit two states, one in which density is
higher and q3 is non-zero and another where density is
lower and q3 is approximately zero. The system fluctu-
ates in time between these two states. This is character-
istic of a first order transition where both the sublattice
and layered phases have the same free energy at the tran-
sition point.
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FIG. 13. The time evolution of (a) density ρ and (b) q3 when
µ = 2.67 and L = 100. We have superimposed a running
average of density, where each point has been averaged over
40 consecutive data points. The probability density function
for (c) ρ and (d) q3 for different values of µ near the transition
point for a system of size L = 100. The probability density
function for (e) ρ and (f) q3 for different values of L at the
transition point [µ = 2.670 for L = 80, and L = 100, and
µ = 2.669 for L = 120].
The probability distribution for density, P (ρ), and q3,
P (q3) for three different values of µ, close to the transi-
tion point, are shown in Figs. 13(c) and (d) respectively.
Note that we have used the smoothened density to ob-
tain the distribution. As the transition point is crossed,
it can be seen that the distribution changes from having
more area at the lower density to having more area at the
higher density. From the value of µ for which P (ρ) has
roughly same height, we conclude that the critical chem-
ical potential is µ ≈ 2.67. Similar features may be seen
for P (q3). Finally, the effect of system size on the distri-
butions at the critical activity are studied in Figs. 13(e)
and (f). It can be seen that the peaks become higher and
sharper with increasing system size. The jump in density
at the transition is ≈ 0.001. These are again character-
istic of a first order transition, and we conclude that the
layered-sublattice transition is discontinuous.
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VII. SUBLATTICE-COLUMNAR TRANSITION
In this section, we study the the nature of the layered-
sublattice phase transition. We analyze the transition
using the order parameter q3, as defined in Eq. (6). q3 is
zero in the columnar phase and non-zero in the sublattice
phase.
Figures 14(a) and (b), show the time evolution of den-
sity and q3 after equilibration. For clarity, we have also
superimposed a running average of density, where each
point has been averaged over 10 consecutive data points.
Both ρ and q3 exhibit two states, one in which density
is higher and q3 is non-zero and another where density
is lower and q3 is approximately zero. The system fluc-
tuates in time between these two states. This is charac-
teristic of a first order transition or co-existence, where
both the sublattice and columnar phases have the same
free energy at the transition point. The jump in density
across the transition is ≈ 0.0025.
The probability distribution for density, P (ρ), and q3,
P (q3) for three different values of µ, close to the transi-
tion point, are shown in Figs. 14(c) and (d) respectively.
Note that we have used the smoothened density to ob-
tain the distribution. As the transition point is crossed,
it can be seen that the distribution changes from having
more area at the lower density to having more area at
the higher density. From the value of µ for which P (ρ)
has roughly same height, we conclude that the critical
chemical potential is µ ≈ 5.395 for L = 60. Similar
features may be seen for P (q3). Finally, the effect of sys-
tem size on the distributions at the critical activity are
studied in Figs. 14(e) and (f). We find that the critical
point has a strong finite size dependence. For instance, if
the critical density ρc(L) is defined as the midpoint be-
tween the two peaks in the distribution P (ρ), then we find
ρc(50) ≈ 0.9522, ρc(60) ≈ 0.9553, and ρc(70) ≈ 0.9572.
Since the difference in ρc(L) are of the order of the jump
in ρ (approximately 0.0025), we plot the the probabil-
ity distribution of ∆ρ where ∆ρ = ρ − ρc(L). From
Fig. 14(e), we find that, with increasing system size, the
peaks become higher and sharper. The same features
are seen for P (q3) [see Fig. 14(f)]. These are characteris-
tics of a first order transition, and we conclude that the
sublattice-columnar transition is weakly first order.
VIII. STABILITY OF COLUMNAR PHASE
In our Monte Carlo simulations, we are unable to equi-
librate the system efficiently in the high density phase for
densities larger than ρ ≈ 0.96 for system sizes larger than
L ≥ 100. For these densities, we find that the system of-
ten gets stuck in very long-lived metastable states, which
consist of layers of size 2 × L × L, each layer having a
two dimensional columnar order. However, columnar or-
der in consecutive layers may have different orientations.
We illustrate with a typical example that was obtained
in simulations. Consider a system that is layered in the
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FIG. 14. The time evolution of (a) density ρ and (b) order
parameter q3 when µ = 5.395 and L = 60. We have super-
imposed a running average of density, where each point has
been averaged over 10 consecutive data points. The probabil-
ity density function for (c) ρ and (d) q3 for different values of
µ near the transition point for a system of size L = 60. The
probability density function for (e) ∆ρ = ρ − ρc(L), where
ρc(L) is midpoint between the two peaks in the distribution,
and (f) q3, for different values of L at the transition point
[µc = 5.26, ρc ≈ 0.9522 for L = 50, µc = 5.395, ρc ≈ 0.9553
for L = 60 and µc = 5.48, ρc ≈ 0.9572 for L = 70].
z-direction. We define the columnar order parameter for
layer n, Qz(n) = Qz(n)e
iθz(n), as
Qz(n) e
iθz(n) = φzer(n)− φzor(n) + i [φzec(n)− φzoc(n)] ,
(27)
where φzer(n) and φ
z
or(n) are the packing fraction of the
cubes with heads lying on even and odd rows of the n-th
plane respectively, while φzec(n) and φ
z
oc(n) are the cor-
responding packing fractions on even and odd columns.
For a layer with perfect columnar order, θz takes one
of four values 0, pi/2, pi, 3pi/2. Similar definitions hold
for Qx(n) and Qy(n). In Fig. 15, we show the varia-
tion of Qz(n) and θz(n) of a configuration that is layered
in the z-direction (even planes are occupied), obtained
after equilibrating for 107 Monte Carlo steps. It can be
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FIG. 15. Variation of (a) Qz and (b) θz [see Eq. (27) for
definition] with even z-planes. In the odd planes, there are
very few cubes. The data are for L = 100 and µ = 6.0 at
t = 107 Monte Carlo steps.
see that while the magnitude remains constant across the
even ayers, θz(n) = 0 or θz(n) = pi/2, showing that the
columnar order in different planes have different orien-
tations. We find that the system remains stuck in this
meta stable phase for upto and beyond 107 Monte Carlo
steps.
Though such metastable states exist, we will show be-
low that the true equilibrium state is one with the same
columnar order in all the layers. The presence of cubes
that common to adjacent layers tend to create an aligning
interaction. This may be demonstrated though a pertur-
bative calculation. This calculation is similar to the high
density expansion developed for hard squares and rect-
angles [49, 50, 52, 61, 62].
We start by assuming that the system is layered in the
z-direction (even planes), and that z is large enough so
that there is perfect columnar order in each layer. We set
up a perturbation expansion based on number of cubes
with heads in odd planes. To do so, we introduce two
activities, z for cubes with heads on even planes and z′
for cubes with heads on odd planes. When z′ = 0, the
layers are independent, and the problem reduces to that
of 2×2 hard square lattice gas model. We will determine,
to first order in perturbation theory, the difference in free
energy between a state in which all planes have even-row
order and states in which one plane is misaligned with
either odd-row order or column-ordered. We will denote
these states by Sα, whose partition function Lα(z, z′) and
the free-energy Fα(z, z′) = − lnLα(z, z′) can be formally
written as
Lα(z, z′) = Lα0 (z) + z′ Lα1 (z) +O(z′2), (28)
Fα(z, z′) = Fα0 (z)− z′
Lα1 (z)
Lα0 (z)
+O(z′2). (29)
For S||, for which all planes have even-row order, the
partition function, when there are no defect cubes (cubes
with heads on odd planes), is
L||0 (z) = [Ωp(L)L/2]L/2, (30)
where Ωp(L) is the partition function of a periodic col-
umn of size 2× 2×L. Consider a single defect cube that
is placed in any of the L/2 odd planes. Wiithin a plane,
it can choose any one of L2 sites. The partition function
for S|| in the presence of one defect cube is
L||1 (z) =
L3
4
[Ωp(L)]
L2
4
([
Ωo(L−2)
Ωp(L)
]2
+
[
Ωo(L−2)
Ωp(L)
]4)
,
(31)
where Ωo(L− 2) is the partition function of an open col-
umn of size 2 × 2 × (L − 2). In Eq. (31), the first term
represents the correction coming when the head of the
defect cube is placed on an even row and second term
corresponds to when the head of the defect cube is placed
on an odd row.
Consider now a state Sro in which one of the planes
(say z = 0) is odd-row ordered. Since the partition func-
tion with no defect is identical to that for S||, the differ-
ence in partition function appears only in the first-order
correction term:
Lro1 (z) = [Ωp(L)L/2]
L
2 −2
[(
L
2
− 2
)
L2
2
×{
[Ωo(L− 2)Ωp(L)L2 −1]2 + [Ωo(L− 2)2Ωp(L)L2 −2]2
}
+ 2L2Ωo(L− 2)3Ωp(L)L−3
]
. (32)
The difference in free-energies, ∆F ||,ro(z, z′), may be
written as
∆F ||,ro(z, z′) = F ro(z, z′)− F ||(z, z′),
= z′
(
L||1 (z)− Lro1 (z)
L||0 (z)
)
. (33)
Simplifying Eq. (33), we obtain
∆F ||,ro(z, z′) = L2z′
([
Ωo(L− 2)
Ωp(L)
]2
−
[
Ωo(L− 2)
Ωp(L)
])2
.
(34)
Since the right hand side is a perfect square,
∆F ||,ro(z, z′) > 0 for any L. Thus, the state with one
misaligned row-ordered state has higher free energy, and
we conclude that introduction of defect cubes results in
an effective aligning interaction that tends to make all the
planes have columnar order with the same orientation.
The large z behaviour of ∆F ||,ro(z, z′) may be deter-
mined by noting that for large L, Ωp(L) = apλ
L and
Ωo(L − 2) = aoλL−2 where λ is the largest root of the
equation x2−x−z = 0. From Ref. [52], we obtain ap = 1,
ao = λ/(2λ−1) and λ = (1 +
√
1 + 4z)/2. Setting z′ = z
and evaluating in the limit of z  1, we obtain
∆F ||,ro(z) =
L2
4z
+O(z−3/2). (35)
It is straightforward to generalize this calculation to
the state Sce in which one of the planes has column-
order. We omit the calculation, but we obtain a similar
increase in free energy when a layer is misaligned.
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disordered layered sublattice columnar
FIG. 16. Numerically obtained phase diagram for 2× 2× 2
hard cubes. The red dot represents a continuous transition
and the dotted lines represent regions of coexistence.
We now ask whether metastable states, as seen in
Fig. 15, are due to finite size effects or due to the al-
gorithm being unable to equilibrate the system at high
densities within available computer time. Though a mis-
aligned plane results in a rise in free energy as Eq. (35),
there is a gain in entropy ln 2 per column when there
are no defect cubes. Thus, we can identify a crossover
length L∗ at which the free energy gained by alignment
of a plane is balanced by the entropy lost due to align-
ment of such a plane. Equating the two free energies,
∆F ||,ro(z, z′) ∼ ln 2, we obtain
L∗ =
√
4z ln 2. (36)
For the metastable state shown in Fig. 15, z = 403.43 for
the state , we obtain L∗ ≈ 33. For system sizes smaller
than this length, the misaligned phases are favoured, but
are a finite size effect. However, since the system lengths
that we have simulated are much larger than L∗, we con-
clude that the presence of such metastable states are due
to an inability of the Monte Carlo algorithm to equili-
brate states with misaligned planes for large z, due to
large entropic barriers.
IX. SUMMARY AND CONCLUSIONS
In this paper we studied the phases and the phase tran-
sitions in a system of 2 × 2 × 2 hard cubes on a three
dimensional cubic lattice. We show the existence of four
different phases. In order of increasing density, these are
a disordered phase, a layered phase in which the system
breaks up into L/2 interacting slabs of size 2 × L × L
each having fluid-like order, a solid-like sublattice phase,
where the cubes preferentially occupy one sublattice, and
a columnar phase in which the system breaks up into
L2/4 columns of dimension 2× 2×L with a fluid-like or-
der within a column. The disordered-layered transition
is shown to be a continuous transition that is consistent
with the universality class of the three dimensional O(3)
model with cubic anisotropy. The other two transitions
– layered-sublattice and sublattice-columnar – are shown
to be discontinuous. The phase diagram is summarized
in Fig. 16.
We formulated a Landau theory, consistent with the
symmetries of the system, that is able to describe all
the phases seen in the Monte Carlo simulations. Within
the minimal functional, as described in Eq. (7), based
only on the layering vector L, we find that the colum-
nar phase is unstable for the full range of the parame-
ters, while it predicts the existence and stability of disor-
dered, layered and sublattice phases. It also predicts the
disordered-layered and disordered-sublattice transitions
to be continuous and belong to the universality class of
the three-dimensional O(3) model with cubic anisotropy.
The layered-sublattice transition is predicted to be first
order. To obtain a stable columnar phase, we extended
the free energy functional to explicitly depend on the
columnar vector C [see Eq. (19)]. Within this extended
functional, it is possible to show the existence and sta-
bility of all the different phases observed in simulations.
The results in this paper are not consistent with the
theoretical predictions of density functional theory. Den-
sity functional theory predicts that 2× 2× 2 hard cubes
cubes undergo transitions from a disordered phase to lay-
ered phase to a columnar phase at high densities [67].
However, it does not predict the sublattice phase, that is
seen in our Monte Carlo simulations. Understanding why
the theory fails, and how it should be modified to give the
correct predictions is a promising area for future study.
For 6×6×6 cubes, the theory predicts a transition from
a disordered to solid to two types of columnar phase [67].
Testing these predictions in simulations would also be of
interest.
The results in this paper are also in contradiction to
earlier Monte Carlo simulations [66], wherein no phase
transitions were found even though the simulations were
performed close to full packing (in Ref. [66], the problem
of cubes correspond to σ = 2). This discrepancy could be
due to small system sizes that were studied (L = 18, 24)
in Ref. [66] compared to the systems sizes studied in the
current paper (L upto 200).
The existence of a sublattice phase is quite surprising.
It would appear that as you introduce vacancies at full
packing, the sublattice phase gets destabilised in favour
of the columnar phase. However, a larger number of va-
cancies somehow stabilises the sublattice phase. Also, it
implies that the interactions between the different layers
in the layered phase are not weak. If they were weak,
then we would expect that once the system becomes lay-
ered, the problem becomes effectively a problem of hard
squares in two dimensions. This lower dimensional sys-
tem does not exhibit a sublattice phase.
In the continuum, the system of parallel hard cubes
undergoes a continuous freezing transition from a dis-
ordered fluid phase to a solid phase as density is in-
creased [35, 36], consistent with theoretical predictions
using density functional theory [37]. The continuum limit
may be reached by determining the phase diagram for
k×k×k cubes and extrapolating for large k. Preliminary
simulations for 3 × 3 × 3 cubes suggest that the sublat-
tice phase does not exist, but the layered and columnar
phases exist. Thus, for larger k, the layered-columnar
transition would appear to be similar to the disordered-
columnar transition in k×k hard squares. For this model,
high density expansions suggest that the critical density
tends to an asymptotic value that is less than one for
large k [61]. If this were true, the continuum problem
should have two transitions. Re-examining the problem
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of parallel hard cubes in the continuum is a promising
area for future study.
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