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Accurate prediction of extreme wave events is crucial for the safe maritime activities 
and offshore operations. Improved knowledge of wave dissipation mechanisms due to breaking 
and vegetation leads to accurate wave forecast, protecting life and property along the coast. 
The scope of the dissertation is to examine the wave transformations in the presence of wind, 
current, and vegetation, using a two-phase flow solver based on the open-source platform 
OpenFOAM. The Reynolds-Averaged Navier-Stokes (RANS) equations are coupled with a Volume 
of Fluid (VOF) surface capturing scheme and a turbulence closure model. This RANS-VOF model 
is adapted to develop a numerical wind-wave-current flume suitable for studying wind-wave, 
wave-current, and wave-structure interactions. Proper wind/wave/current boundary conditions 
are devised, two-equation k  and Shear Stress Transport (SST) k turbulence models 
modified, and new modules capturing fluid-structure interactions are developed. 
The wind and current effects on the evolution of a two-dimensional dispersive focusing 
wave group are examined. The model predictions are validated against experimental 
measurements with and without following wind. The effects of wind-driven current and 
opposing wind are investigated based on additional model results. The air flow structure above 
 
 
a plunging breaking wave group is examined. The RANS-VOF model is also applied to investigate 
the phenomenon of wave breaking and blocking due to strong opposing currents on a flat 
bottom. The geometric and hydrodynamic characteristics, i.e., the breaking criterion, the wave 
set-down and set-up, the energy dissipation, and the turbulence and vorticity generated in the 
wave breaking/blocking process are examined. A new coupled wave-vegetation interaction 
model is developed by coupling the RANS-VOF wave model with a Finite Element Method (FEM) 
based structure model using an immersed boundary approach. The wave height decay along and 
wave kinematics within a vegetation patch are examined. 
The study has contributed to understanding of the wind effects on the extreme wave 
formation and breaking, the characteristics of current-induced wave breaking/blocking, and the 
vegetation effect on wave transformations. Insights gained from this study shed some light on 
the formation mechanism for rogue waves, and the breaking- and vegetation-induced 
dissipation formulations in the present wave prediction and circulation models.
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CHAPTER 1 
 INTRODUCTION 
1.1. Motivation 
Ocean surface waves are generated by wind in the deep sea, and can propagate, under 
the restoring force of gravity, over a long distance without significant decrease in wave height. 
In deep oceans, the wave experiences growth by consistent wind forcing and decay due to 
sporadic breaking. Energy transfer occurs between different wave components, with most of 
the energy concentrated on the low-frequency end of the spectrum in a fully developed sea 
state. In the nearshore area, the wave experiences more complex transformations due to 
changes in the bathymetry, current, and coastal structures present in relatively shallow waters. 
The wave energy is eventually dissipated in the form of breaking in the surf zone. In rare events 
such as hurricanes, the excessive waves and storm surge may cause significant damage to the 
coastal community. 
One of the most striking features of ocean waves is the appearance of so-called freak or 
rogue waves, which is defined with a height larger than twice the significant wave height of the 
sea state. Accurate predictions of generation and temporal and spatial evolution of these 
extreme wave events are crucial for safe maritime activities and offshore operations. Several 
physical mechanisms have been proposed for the formation of freak waves (Kharif and 
Pelinovsky 2003). Among them, the spatio-temporal focusing due to the dispersion of water 
waves is one mechanism that can produce abnormally large waves over a small area within a 
short period of time. Although occasionally freak waves occur during good weather conditions 
with light wind, freak waves are often accompanied by strong wind (e.g. Mori et al. 2002). Wind 
blows over the sea surface and exchanges momentum and energy with surface waves through 
air-sea interaction. Currently there is a lack of studies of the effect of wind and vertical current 
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shear on the formation and breaking of freak waves. The literature of opposing wind influences 
is even more scarce, therefore, our understanding of the effect of opposing wind on the air-sea 
interaction with and without breaking remains elusive.  
  
Figure 1.1. Examples of rogue waves. (a) Draupner wave record measured at an oil platform in 
the North Sea (Haver 2003); (b) extreme waves generated numerically by directional energy 
focusing (Fochesato et al. 2007). 
Wave breaking is a ubiquitous phenomenon that takes place at the ocean surface from 
the deep ocean to the surf zone near the coastline. It plays an important role in physical 
processes such as upper-ocean dynamics, air-sea interaction, nearshore mixing, and coastal 
morphodynamics. It’s also important for practical applications like ocean remote sensing and 
offshore and maritime engineering. In the past decades, a plethora of theoretical, experimental, 
numerical, and field studies have been dedicated to better understanding the wave breaking 
process. A number of review papers are available for breaking waves in deep and intermediate 
waters (Banner and Peregrine 1993; Melville 1996; Perlin et al. 2013) and in the surf zone 
(Peregrine 1983; Battjes 1988; Svendsen and Putrevu 1996). 
Wave breaking can be generated by a number of mechanisms including depth-induced 
shoaling, dispersive focusing, modulational instability, wind-wave, wave-current, and wave-
structure interactions (Perlin et al. 2013). Current-induced breaking is one of the least 
understood breaking mechanisms. Waves propagating towards the mouth of an estuary or river 
often break during ebb tide when a strong opposing current is present and may cause 
(b) 
(a) (b) 
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navigation hazards. Waves may be partially or completely blocked when encountering a strong 
opposing current. The interactions between waves and ebb tide or fluvial discharge at a river 
mouth has significant implications on the morphodynamics and transport processes within river 
deltas and estuaries (Dodet et al. 2013; Olabarrieta et al. 2014; Anthony 2015). Waves may be 
partially or completely blocked when encountering a strong opposing current in the open ocean 
and near the coast, causing extreme sea states (Ardhuin et al. 2017; Romero et al. 2017). It is 
well known that the spectral wind wave model SWAN (Booij et al. 1999) tends to overestimate 
wave heights in partially blocking currents with negative gradients (Ris and Holthuijsen 1996; 
Dodet et al. 2013; van der Westhuysen et al. 2012). The default dissipation calibrated for wind 
wave growth conditions is insufficient when applied to steep waves approaching or even away 
from the blocking point. A new saturation-based whitecapping formulation was proposed by van 
der Westhuysen (2012) to enhance the current-induced wave dissipation in the far field (non-
blocking or partial blocking conditions). Yao and Wu (2004) proposed a new spectral 
parameterization to address the dissipation characteristics of unsteady waves in the presence of 
currents. Better understanding of wave breaking and blocking by currents will improve the 
reliability of wave forecasts.  
Vegetation plays an important role in protecting natural shoreline against storm surge 
and waves. Coastal vegetation (e.g. seagrasses, salt marshes, kelp forests, and mangroves) 
provide a wide range of ecosystem services. They play a key role in maintaining and enhancing 
resilience of the estuarine ecosystem by reducing the currents, damping the waves, stabilizing 
the seabed, providing habitat, and improving water quality (Nepf 2012; Guannel et al. 2015). 
Developing a coupled flow-vegetation interaction model will help gain more insights into the 
complex interactions between waves, currents, vegetation, and sediment/turbulence transport 
(Beudin et al. 2017; Marsooli et al. 2016). 
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1.2. Background 
1.2.1. Wind-Wave Interaction 
Wind is the primary energy source for wave growth. The air-sea interaction have been 
studied extensively in the past decades. Notable theoretical work includes Jeffrey (1925), Miles 
(1957, 1993), Phillips (1957), Janssen (1991), and Belcher and Hunt (1993). Jeffrey (1925) 
proposed that the wave growth is due to the asymmetric pressure distribution caused by the air 
flow separation behind the wave crests. Miles (1957) developed a critical layer theory of wind 
wave based on linear stability analysis of a stratified shear flow. The wave induced perturbation 
in the air flow grows drastically near the critical height where the wind speed equals the wave 
propagation speed. The energy and momentum at the critical height in turn are transferred to 
the surface wave. The wave growth rate was found to be proportional to the curvature to slope 
ratio of the wind profile at the critical height. Phillips (1957) suggested that the wave growth at 
the initial stage are generated by the resonance between atmospheric turbulent pressure 
fluctuations and perturbations of the water surface. The Miles’ theory for wind wave growth 
was later extended by Miles (1962), Janssen (1991) and Miles (1993) to include viscous and 
turbulent effects and validated in the field by Hristov et al. (2003) and in the lab by Grare et al. 
(2013). Belcher et al. (1993) used the truncated mixing-length model to develop an analytical 
expression for the leading-order energy flux from atmosphere to wave motions and found 
significant wave growth generated by asymmetric pressure around wave crest due to non-
separated sheltering effect. Belcher and Hunt (1998) further examined the relative importance 
of non-separated sheltering effect and critical layer in momentum transfer from wind to waves 
for relatively slow and fast waves and waves with intermediate propagation speed. 
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Extensive experimental studies have been conducted to investigate wind generated 
waves and the influence of wind on the growth and decay of mechanically generated water 
waves (Dobson 1971; Elliott 1972; Snyder et al. 1981; Mitsuyasu and Honda 1982; Banner and 
Peirson 1998; Hristov et al. 2003; Peirson and Banner 2003; Mitsuyasu and Yoshida 2005; 
Donelan et al. 2006; Peirson and Garcia 2008; Savelyev et al. 2011). One particular concern in 
these observations is to determine the criterion for air flow separation to occur over the waves. 
Banner and Melville (1976) argued that the air flow separation occurs only in the presence of 
breaking waves because in the reference frame that propagates with the wave, separation 
occurs at the stagnation point on the interface, which corresponds to the onset of breaking. 
Weissman (1986), however, observed air flow separations over non-breaking short waves. 
Through experimental studies, Banner (1990) found that the presence of actively breaking 
waves enhanced the pressure phase shift, the form drag, and the wind stress. Recent 
development of the Digital Particle Image Velocimetry (DPIV) technique provides insights into 
the instantaneous air flow separation above the short-gravity breaking wave groups (Reul et al. 
1999, 2008). Buckley and Veron (2016) observed air flow separation above wind waves but not 
above mechanically generated swell. 
Recently, Giovanangeli et al. (2005), Touboul et al. (2006), and Kharif et al. (2008) 
conducted laboratory experiments of the wind effects on freak waves. Their studies indicated 
that the following wind shifts the focus point downstream and increases the peak wave 
amplitude. They also found that extreme wave events sustain longer due to the air flow 
separation on the leeward side of the steep crests and wind-induced current. Qualitative 
agreements were achieved between their numerical models based on a boundary-integral 
equation method and Jeffrey’s sheltering theory and experiments for wave groups with large 
steepness where spilling breakers occurred under strong wind (Kharif et al. 2008). Tian and Choi 
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(2013) investigated the wind effect on two-dimensional dispersive focusing wave groups 
experimentally in a wave flume and numerically through a pseudo-spectral wave model. The 
wind forcing was represented using Miles’ shear instability theory (Miles 1957, 1993) and 
Jeffreys’ sheltering model (Jeffrey 1925) whereas the wave breaking induced dissipation was 
incorporated through an eddy viscosity model. It was found that the model predicts the 
observations satisfactorily for weak wind by including the effect of wind-induced current. The 
model performance, however, deteriorates for strong wind forcing. 
1.2.2. Wave-Current Interaction 
Waves and currents coexist in the majority of marine environment, especially in 
nearshore and coastal areas. Wave-current interactions are known to contribute to the 
formation of extreme wave events on homogeneous current with disastrous effect (Kharif and 
Pelinovsky 2003). Extreme waves may be triggered when a stable wave packet encounters an 
opposing current (Onorato et al. 2011; Toffoli et al. 2013). Wave interaction with current plays a 
dominant role in the hydrodynamic response of river flows encountering the ocean. Better 
understanding this process is of practical significance for a variety of applications, such as wave 
interaction with coastal and offshore structures, sediment transport, beach morphology, and 
exploitation of marine renewable energy resources. 
Wave and current interactions have been studied theoretically and experimentally for 
decades. Previous studies on this topic have been summarized in a number of review articles 
(Peregrine and Jonsson 1983; Jonsson 1990; Thomas and Klopman 1997). As waves encounter 
currents, the wave kinematics is altered. When the current is uniform with depth, the fifth-order 
Stokes wave theory is able to capture much of the current induced modulations in the wave 
dispersion and associated water particle kinematics (Fenton 1985). When the current profile is 
not uniform across the water column, the wave motion becomes more complex (Choi 2009; Pak 
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and Chow 2009; Moreira and Chacaltana 2015). The studies by Kirby and Chen (1989), Thomas 
(1990), Swan and James (2000), Swan et al. (2001), and Liu et al. (2014) focus on the effect of 
vertical current shear, or mean flow vorticity, on the wave dispersion and wave kinematics. The 
individual effect of surface current and current shear on nonlinear wave profiles, however, is not 
well understood. As a rare example, Nwogu (2009) investigated the modulational instability of 
deep-water waves in an exponentially sheared current, and found that for a given surface 
current, the mean flow vorticity enhances the modulational instability in following currents. The 
effects of opposing current on the waves were not considered in his study. 
The vertical shear of a current profile may arise from the friction at the sea bottom or 
the wind stresses at the free surface. Most earlier experiments, e.g. Brevik (1980), Kemp and 
Simons (1982, 1983), were designed to investigate how the wave current interaction affects the 
bottom turbulent boundary layers and therefore the bottom shear stress which in turn dictates 
sediment transport and coastal erosion. The nature of the wave-current interaction involves 
both a current-induced change in the wave motion, and a wave-induced change in the current. 
The laboratory experiments (Kemp and Simons 1982, 1983; Klopman 1994) showed that the 
near-surface velocity of an otherwise uniform current is reduced by following waves, but is 
enhanced by opposing waves. Through a boundary-layer analysis, Huang and Mei (2003) 
showed analytically that this phenomenon was largely due to the distortion of eddy viscosity at 
the free surface. 
Wind-generated water waves are often accompanied by wind-driven currents. With the 
wind stresses exerted at the water surface, the wind-driven currents possess a strong near-
surface shear that decays rapidly with depth. Previous studies found that wind-driven currents 
play an important role in the evolution of extreme waves (Touboul et al. 2006; Kharif et al. 2008; 
Yan and Ma 2011; Tian and Choi 2013). It has been a common practice to include a uniform 
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current in their numerical simulations in order to capture the observed downstream shift of the 
focus point of a wave train, where the extreme wave height occurs. However, the wind-driven 
currents are by no means uniform across the water depth. The presence of current shear is 
expected to play a key role in modulating the water surface elevations. Banner and Tian (1998) 
and Banner and Song (2002) used a fully nonlinear boundary integral method to examine the 
onset of wave breaking under the influence of a linearly sheared current. Moreira and 
Chacaltana (2015) applied a similar method to investigate the effect of spatially varying current 
on wave transformations in deep water. Their results indicate that the presence of current shear 
may lead to more prominent wave breaking/blocking. The individual effects of current shear 
strength and surface current velocity have not yet been examined systematically. 
A number of previous experimental studies of wave-current interaction considered the 
uniform current only (Brevik 1980; Kemp and Simons 1982, 1983; Umeyama 2005, 2009). Swan 
et al. (2001) examined a 2D wave propagating over a depth-varying current with a non-uniform 
vorticity distribution. The measured wave velocity profiles were shown to be in good agreement 
with the inviscid numerical model adapted from Dalrymple’s (1974). For a following vertically 
sheared current, such as that induced by the wind at the free surface, it was observed that the 
wave particle velocity beneath a wave crest was substantially larger than that predicted by the 
irrotational wave theory. It was suggested that the increased velocity is associated with the 
increased crest-trough asymmetry in the water surface elevations. 
1.2.3. Wave-Vegetation Interaction 
Vegetation plays an important role in protecting natural shoreline against storm surge 
and waves. As one of the core coastal protection services provided by the vegetation to people, 
attenuation of wave height has received renewed interests in light of climate change and sea 
level rise. The presence of vegetation dissipates the wave energy by doing work against the fluid 
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motion and generating turbulence in the stem-scale wakes and/or canopy-scale vortices. At the 
scale of individual vegetation, the rate of energy dissipation is dependent on the relative motion 
between fluid and vegetation. The drag coefficient is mainly a function of vegetation geometry 
and Reynolds number. At canopy scale, the rate of energy dissipation also depends on the 
vegetation density. Thus the bulk drag coefficient for a vegetation patch may not be necessarily 
equal to the drag coefficient for individual vegetation. Besides the vegetation geometry and 
Reynolds number, the bulk drag coefficient is also affected by the interactions between 
neighboring vegetation, and the canopy-scale vortices generated at the interface between 
vegetated and non-vegetated flow regions. 
In the past few years, many laboratory studies have been performed to quantify the 
wave dissipation by rigid and flexible vegetation (Lowe et al. 2005; Augustin et al. 2009; 
Stratigaki et al. 2011; Manca et al. 2012; Koftis et al. 2013; Ozeren et al. 2013; Anderson and 
Smith 2014; Wu and Cox 2015; Paul et al. 2016). The current influence on wave dissipation was 
also recently taken into account (Paul et al. 2012; Hu et al. 2014; Henry et al. 2015; Maza et al. 
2015b). The bulk drag coefficient is calibrated using the analytical theory based on either energy 
flux conservation (Dalrymple et al. 1984; Mendez and Losada 2004; Losada et al. 2016) or 
momentum conservation (Asano et al. 1992; Kobayashi et al. 1993; Mendez et al. 1999). A 
number of empirical formulations were proposed for the bulk drag coefficient, which is typically 
expressed as a function of Reynolds number or Keuglan-Carpenter (KC) number (see a 
comprehensive review by Henry et al. 2015). Significant variations exist depending on the 
specific length and velocity scales used in the non-dimensional variables, and on whether the 
vegetation flexibility/current is taken into account. The rate of wave dissipation may also be 
affected by heterogeneous distribution of vegetation (Augustin et al. 2009; Blackmar et al. 2013; 
Maza et al. 2015a; Wu et al. 2016). 
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A few field measurements have been performed to study the wave dissipation by kelp 
forests (Gaylord et al. 2003), seagrass meadow (Bradley and Houser 2009), and salt marsh 
vegetation (Riffe et al. 2011), all vegetation exhibiting some extent of flexibility. Although rigid 
vegetation seldom exist in the field, the majority of numerical models incorporated the 
vegetation effect using the Morison equation (Morison et al. 1950) and treating the vegetation 
as vertically rigid cylinders (Li and Yan 2007; Li and Zhang 2010; Ma et al. 2013; Marsooli and Wu 
2014; Tang et al. 2015; Wu et al. 2016). The vegetation motion is ignored in all these studies. 
However, it is generally recognized that the vegetation flexibility decreases the wave dissipation 
by allowing the vegetation to move with the fluid motion and thereby reducing the relative 
velocity between the fluid and the vegetation (Mullarney and Henderson 2010; Riffe et al. 2011; 
Houser et al. 2015; Rupprecht et al. 2015). 
 
Figure 1.2. Category of numerical wave models available in the literature. Compiled and adapted 
from Lin (2008) and Xie (2010). 
1.3. Numerical Modeling 
Considering the scope of the present study, we will give only a brief review of numerical 
models developed over the years for ocean waves (Figure 1.2). These models have varying 
degrees of complexity and thus limited range of applicability depending on the capabilities and 
the assumptions made in their derivation. 
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1.3.1. Wave Models 
One large category of the numerical wave models is depth-integrated models where the 
third vertical dimension is ignored. The well-known large-scale wind wave prediction model, 
Simulating Waves Nearshore (SWAN, Booij et al. 1999), falls into this category. The wave phase 
information is filtered out in this wave action spectral model, making it unable to describe the 
phase-related phenomenon of wave diffraction. This type of wave model is mainly used to 
provide the far-field wave information only, away from structures and surf zones. 
The other depth-integrated wave models are phase-resolving and include mild-slope-
equation models, shallow-water-equation wave models, and Boussinesq-equation-type wave 
models. A mild-slope-equation model assumes linear waves and a slowly varying bottom, and is 
mostly applied to regions where wave nonlinearity is not strong. The shallow-water-equation 
wave model assumes uniform flow across the water depth and neglects the wave dispersive 
effect. It’s specifically applicable to long waves such as tsunamis, tide, and storm surge. 
Compared with previous depth-integrated wave models, a Boussinesq-type wave model has 
improved wave nonlinearity and dispersion. It has wide applications in nearshore waves, from 
wave breaking in the surf zone to the wave run-up in the swash zone. Though the wave breaking 
process cannot be resolved by this model, the breaking effect can be simply modeled by adding 
an artificial energy dissipation term, e.g. the eddy-viscosity concept (Zelt 1991) and surface 
roller model (Madsen et al. 1997). 
Quasi-3D wave models are variants of intermediate complexity between the depth-
integrated models and the fully 3D models to be discussed later. The vertical pressure 
distribution may be assumed to be hydrostatic (Princeton Ocean Model, POM) or non-
hydrostatic, like SWASH (Zijlema et al. 2011) and NHWAVE (Ma et al. 2012). The accuracy of 
non-hydrostatic wave models can be improved by increasing the number of layers in the vertical 
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direction. This type of quasi-3D model is often solved in 𝜎-coordinate, which maps an irregular 
physical domain to a rectangular computational domain, easing the specification of boundary 
conditions at the free surface.  
One of the most classic, fully depth-resolving wave models is the potential flow model, 
which is applicable to both linear and fully nonlinear waves, in both deep and shallow water. 
The governing Laplace equation is typically solved by a Boundary Element Method (BEM). This 
type of wave model can simulate waves up to the early stage of wave breaking, i.e. the curling 
wave crest front touches down the water surface ahead. The major limitation of the potential 
flow model is the assumption of irrotational flow, thus it cannot be applied to problems like 
breaking waves, where viscosity and turbulence are important. 
With the increase of computing power and advances in Comptational Fluid Dynamics 
technology (CFD), the fully depth-resolving wave models solving directly the 3D Navier-Stokes 
equations are becoming increasingly popular. The Navier-Stokes equations are derived from the 
general principle of mass and momentum conservations, and thus are applicable to any fluid 
problems related to ocean surface waves, like wind-wave, wave-current, and wave-structure 
interactions. With inclusion of a proper free surface model and a turbulence model, these 
models can simulate the entire process of wave transformations, from its inception at deep 
water, propagation through intermediate water depth, to especially breaking in the surf zone 
and beyond. Seemingly without limits, these models are, however, computationally more 
expensive than all the previous wave models. Since less empirical assumptions are involved, 
these models are expected to be more accurate in modeling waves. Numerical models based on 
solving the Reynolds-Averaged Navier-Stokes (RANS) equations are the state-of-the-art wave 
modeling tools. 
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1.3.2. One-phase vs. Two-phase Approach 
Numerical modeling of wind effects on extreme waves have been largely one-phase 
models. In the one-phase model of the marine atmospheric boundary layer, it has been a 
common practice to treat the free surface of the wave field as a wavy surface moving at a 
specified speed, and simulate only the air flow motion above the wavy surface (Belcher et al. 
1993; Zou 1998; Sullivan et al. 2000, 2007, 2008; Yang and Shen 2010, 2011; Hara and Sullivan 
2015). In the one-phase ocean wave model, however, the water wave motion is modeled 
without coupling directly with the air flow (Chen et al. 2004; Touboul et al. 2006; Kharif et al. 
2008; Chambarel et al. 2010; Yan and Ma 2011; Tian and Choi 2013; Liu et al. 2015). The wind 
effects are incorporated based on Miles’ shear flow instability theory (Miles 1957, 1993), 
Jeffreys’ sheltering hypothesis (Jeffrey 1925) or other empirical models that parameterize the 
momentum and energy exchange between the wind and wave. Overall, these one-phase models 
capture either the air or water flow but not both through synoptic two-way coupling. 
These types of approach represent significant progress but cannot fully resolve the air-
sea interaction especially during violent flow events such as breaking waves, which are a highly 
dynamic, two-way fully coupling process by nature. The two-phase flow model is a more 
physics-based approach that avoids the empirical parameterizations by simulating the air and 
water motion simultaneously. Two types of numerical treatments have been adopted to identify 
the air-water interface in two-phase models. In the first type of two-phase models, the Navier-
Stokes equations are solved in the air and water domain separately and the predicted air and 
water flow are coupled by enforcing the continuity of velocity and balance of stress at the air-
water interface (Fulgosi et al. 2003; Lin et al. 2008; Yang and Shen 2011). The modelling grid is 
boundary-fitted and re-meshed with time to follow the moving interface, with fine resolution 
near the interface to resolve the adjacent boundary layers in the air and water side. This type of 
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model is suitable for viscous air flow over waves with moderate steepness. It is not applicable 
when wave breaking occurs and gives rise to large and violent deformation of the interface, 
entrainment of one fluid into the other, fluid fragmentation and coalescence (Lakehal et al. 
2002; Fulgosi et al. 2003). 
In the second type of two-phase models, the Navier-Stokes equations are solved in both 
air and water computational domain on a fixed Eulerian mesh, with the two phases treated as 
one fluid so that the continuity of velocity and balance of stress are satisfied by default at the 
interface (Yan and Ma 2010; Hieu et al. 2014; Xie 2014). The air water interface is captured by 
the Volume of Fluid (VOF) method (Hirt and Nichols 1981; Scardovelli and Zaleski 1999), the 
Level Set method (Sethian and Smereka 2003; Wang et al. 2009; Zhang et al. 2010a, 2010b), or a 
coupled VOF and Level Set method (Sussman et al. 2007; Lv et al. 2010, 2012). These methods 
are particularly robust to capture the large and complex topological changes of the interface 
associated with breaking waves. They are therefore adopted in the present study of wind 
influences on freak waves. 
Recently, Iafrati et al. (2013) used 2D Direct Numerical Simulation (DNS) of the Navier-
Stokes equations for air and water two-phase flow to study the deep wave-breaking induced 
from modulation instability and its contribution to the air-sea interaction. Contrary to 
expectations, they found that the energy dissipation in air is greater than that in water. This 
raised question about current parameterization of wave breaking induced dissipation in both 
deep and shallow waters based on the amount of energy dissipated in the water only. 
1.3.3. Interface Capturing 
Interface capturing is one integral component of two-phase flow solvers, which can 
simulate the complex wave breaking process involving drastic interface topology changes and 
air entrainment. Interface capturing differs from interface tracking in that the former approach 
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adopts a fixed Eulerian grid and the moving free surface is implicitly captured by solving the 
advection equation for an indicator, VOF or Level Set. The free surface identified by the 
interface capturing technique is not as sharp (see Figure 1.3), and the boundary conditions 
cannot be readily applied at the interface as in the technique of interface tracking, which 
explicitly tracks the location of the interface. Despite these disadvantages, however, the 
interface capturing technique is very robust and relatively easy to implement when dealing with 
breaking waves. The free surface in the interface tracking technique cannot normally overturn 
without significant efforts on re-meshing from time to time. 
 
Figure 1.3. Illustration of VOF application to dam-break flows. 
The most popular method of interface capturing adopts VOF as the indicator. The VOF 
method is superior over the Level Set method in terms of mass conservation, but is inferior in 
capturing interface curvature and thus surface tension dominated flows. The VOF is bounded 
physically between 0 and 1. Thus special convective schemes are required to keep the 
boundedness of VOF and to avoid the smearing of the interface (spreading over 1-3 cells, see 
Figure 1.3). The evolution of VOF at each time step can be formulated either geometrically or 
algebraically (Rider and Kothe 1998). The geometric VOF approach is a two-step process: 
interface reconstruction from local VOF data and advection by volume fluxes calculated from 
the reconstructed interface. The essence of interface reconstruction is to find in each cell an 
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approximate segment of the interface, such that the fluid volume truncated by the segment 
equals the actual VOF value of the cell and the orientation of the segment is consistent with the 
interface orientation determined from the surrounding VOF field. In the simplest reconstruction 
method-Simple Line Interface Calculation (SLIC), the segment in each cell is aligned with the 
grid. In more accurate variants like Piecewise Linear Interface Calculation (PLIC), the segment is 
assumed to be piecewise linear aligned with the interface normal determined from the gradient 
of neighboring VOF field (Rider and Kothe 1998; Scardovelli and Zaleski 1999). 
On the other hand, the algebraic VOF approach determines the volume fluxes directly as 
a weighted sum of contributions from low- and higher-order convection schemes without 
interface reconstruction. The Compressive Interface Capturing Scheme for Arbitrary Meshes 
(CICSAM) by Ubbink (1997) is such an example. In general, the algebraic VOF is easier to 
implement and faster in computation than its geometric counterpart, but has to pay the price of 
certain loss of accuracy. The two-phase flow solver in the open source code OpenFOAM adopts 
the algebraic VOF approach. 
1.3.4. Wave Generation and Absorption 
Generating waves through a boundary and at the same time absorbing reflected waves 
is a challenging task for both laboratory experiments and numerical modeling. In physical flumes 
or wave basins, waves are often generated by piston-type or flap-type wave makers. Piston-type 
wave boards generate waves by making a translational motion in normal direction to the wave 
boards. They are mostly used in shallow wave basins to generate long waves with a vertically 
uniform horizontal velocity profile. Flap-type wave boards are more suitable to generate short 
waves by rotating around an underwater pivot point. The waves generated from the wavemaker 
are dissipated at the other end by passive absorbers like beaches and/or porous media. Beaches 
induce wave breaking and thus dissipation of wave energy. To absorb the possibly reflected 
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waves at the wave generating boundary, an Active Reflection Compensation (ARC) system is 
normally adopted (Wellens 2012). The active absorption relies on a control system installed on 
wave boards, which measures instantaneously surface elevation in front of or the total force 
acting on the wave boards. The movement of the wave boards is then adjusted accordingly to 
cancel out the detected reflection. 
Many CFD solvers have been adapted to incorporate adequate wave boundary 
conditions in order to simulate wave propagation and reflection problems correctly. In 
numerical simulations, it is of crucial importance to generate and absorb waves by means of 
well-designed boundary conditions. Adequate boundary conditions improve the quality of wave 
simulations and save computational time. The waves can be generated inside the computational 
domain by adding mass/momentum sources in the continuity/momentum equations (Lin and 
Liu 1999; Wei and Kirby 1999; Ko et al. 2011; Ha et al. 2013). The waves can also be generated 
by mimicking the wave boards’ movements as in the physical flume. The most efficient way is, 
however, to specify, at the wavemaker boundary, the water particle velocity and surface 
elevation calculated according to certain wave theory or laboratory measurements. 
To dissipate the waves at the outlet boundary, several approaches are available, which 
include introducing a sponge layer zone and/or using a coarse mesh within that zone, modeling 
a beach as a secondary structure, and designating a zone of porous media at the end of the 
flume. The absorption achieved by these measures is not perfect. For example, long waves get 
reflected even on dissipative beaches, resulting in weakly reflecting boundary conditions. 
Compared with these passive absorbers, the active absorption system used in the physical 
flumes is now the preferred option, obviating the need to use lengthy computational domains 
enclosing the sponger layer zones or sloping beaches. It can be applied to numerical models 
both on wave generation and pure absorbent boundaries. 
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Troch (1999) implemented an active wave generating-absorbing boundary condition for 
a VOF-based numerical model. The boundary condition is based on an active wave absorption 
system that was first developed in the context of physical wave flume experiments. Schaffer and 
Klopman (2000) presented a review on active absorption systems primarily developed for 
physical wavemakers. Wellens (2012) devised methods to generate waves in numerical models 
and to prevent reflection from the boundaries, and incorporated them into the ComFLOW 
program. Higuera et al. (2013) implemented wave generation and active absorption boundary 
conditions in OpenFOAM® and validated their code by a number of benchmark cases in coastal 
engineering. 
1.4. Scope of the Present Study 
As seen from the literature review above, the numerical model based on the Reynolds-
Averaged Navier-Stokes (RANS) equations along with the VOF surface capturing scheme is the 
state-of-the-art wave modeling tool. The RANS-VOF model is in general applicable to most fluid 
problems related to water waves, like wind-wave, wave-current, and wave-structure 
interactions. 
The scope of the present study is to examine the wave transformations in the presence 
of wind, current, and vegetation, using a two-phase flow RANS-VOF model based on the open-
source CFD toolbox OpenFOAM. This model is adapted to develop a numerical wind-wave-
current flume that is suitable for studying coastal hydrodynamics. Proper boundary conditions 
are devised, turbulence models modified, and new modules incorporating fluid-structure 
interactions are developed. In particular, the wind and current effects on extreme waves formed 
by a dispersive focusing mechanism are examined. The characteristics of current-induced wave 
breaking and blocking are investigated. The existing RANS-VOF wave model is then coupled with 
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a Finite Element Method based structure model to study the flexible vegetation effect on wave 
transformations. 
The present study aims to gain more insights into  
 the wind influences on the formation and breaking of extreme waves that have a size 
more than twice the significant wave height;  
 the characteristics of current-induced wave breaking/blocking that may help improve 
energy dissipation parametrizations in the present wave prediction models;  
 and the flexible vegetation effect on wave transformations using a newly developed, 
fully coupled wave-vegetation interaction model. 
1.5. Structure of the Thesis 
The thesis consists of six chapters, the first one being this introductory chapter. The 
remaining chapters are organized as follows: 
Chapter 2 describes the OpenFOAM-based two-phase flow solver used in this study.  
The Navier-Stokes equations for a two-phase flow using a Volume of Fluid (VOF) approach are 
presented. The solution procedure for pressure-velocity coupling is briefly described. The 
general setup for a numerical wind-wave-current flume is introduced. The popular turbulence 
models in Reynolds-Averaged Navier-Stokes (RANS) simulations are briefly discussed. 
Chapter 3 examines the wind and current effects on extreme wave formation and 
breaking by applying the RANS-VOF two-phase flow model. The extreme wave is generated by a 
dispersive focusing technique, and it breaks as a plunger when the initial wave steepness of the 
group exceeds a certain threshold. Model predictions are validated against physical flume 
experiments. The contribution of wind-driven current including surface shear is analyzed to 
examine its importance relative to direct wind forcing. The opposing wind effect on the wave 
group’s evolution is then studied to assess the effect of wind direction. Air flow structures above 
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a breaking and non-breaking focusing wave group in the presence of following/opposing wind 
are investigated. 
Chapter 4 investigates the phenomenon of wave breaking and blocking due to strong 
opposing currents with variable strength in the streamwise direction using a RANS-VOF model. 
The SST k  turbulence model is adopted with the production term modified to avoid 
excessive turbulence generation in the potential part of the flow. A novel numerical wave-
current flume is developed. The model is first verified with the analytical solution for a wave 
propagating through a submerged bar, and then validated against a novel flume experiment on 
wave blocking. The geometric and hydrodynamic characteristics of the current-induced wave 
breakers, i.e., the crest geometry at the breaking onset, kinematic breaking criterion, wave set-
down and set-up, energy dissipation, turbulence and vorticity distribution, and current profile 
changes are examined. 
Chapter 5 develops a coupled wave-vegetation interaction model suitable for flexible 
vegetation with large deflections. The wave hydrodynamics is modeled by a Navier-Stokes flow 
solver along with a Volume of Fluid surface capturing method. The governing equations of 
motion for flexible vegetation is based on the elatic rod theory and solved by a Finite Element 
Method. The standard k  turbulence model is modified to account for the additional 
turbulence generating by the presence of the vegetation. The coupling between wave 
hydrodynamics and vegetation motion is achieved using a diffused immersed boundary method. 
The coupled model is validated against experimental measurements for a single-stem 
vegetation and a large-scale vegetation patch in a wave flume. Wave kinematics within and 
outside the vegetation patch is then examined. 
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Chapter 6 summarizes the main findings and conclusions of this study. Some 
outstanding issues are identified through the course of this study. Suggestions for future 
research are given. 
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CHAPTER 2 
 METHODOLOGY 
This chapter describes the basic VOF-based two-phase flow solver in the open source 
software OpenFOAM. Extended with proper boundary conditions and physical models, the 
solver is used to develop a numerical wind-wave-current flume, which is to be applied in the 
following chapters to study the various interaction processes in coastal hydrodynamics. The 
standard turbulence models in OpenFOAM are also described, and are modified when necessary 
to suit the present purpose. 
2.1. Introduction 
OpenFOAM® (Open Field Operation And Manipulation) is an open source Computational 
Fluid Dynamics toolbox. It is written in the object-oriented programming language C++ and has a 
modular code structure that allows the users to add new solvers and utilities without delving 
into the source code. It has built-in support for many technical aspects including parallelization, 
mesh modifications and motion, and turbulence modeling (Weller et al. 1998). OpenFOAM uses 
unstructured grid and finite volume discretization. It’s massively parallelized by domain 
decomposition and an open source implementation, openMPI, of Message Passing Interface 
(MPI). 
2.2. Navier-Stokes Equations 
Both the air and water phase are involved in ocean surface waves. The air and water 
flow is assumed to be governed by the Navier-Stokes equations for an incompressible fluid. 
Since only one set of mass and momentum conservation equations is used for both the air and 
water phase, the equations have to account for the material properties and the surface tension 
force at the air-water interface. The mass conservation and momentum equations are given by 
0 U                                                                                    (Eq. 2-1) 
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
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effeff
p
t
UXgUUU
U *               (Eq. 2-2) 
where U  is the velocity vector,   the fluid density, Xg  pp*  the pseudo-dynamic 
pressure, g  the gravitational acceleration, X  the position vector,   the surface tension 
coefficient,  the free surface curvature,   the volume fraction to be introduced later, 
teff
   is the effective dynamic viscosity, which takes into account of the molecular 
dynamic viscosity   and the turbulent eddy viscosity 
t
 . Note that the viscous term has been 
rewritten as (Rusche 2002; Deshpande et al. 2012) 
      
effeffeff
  UUUU T                                  (Eq. 2-3) 
The set of governing equations listed above is solved simultaneously throughout the 
domain, considering both the air and water as one effective fluid. The Volume of Fluid (VOF) 
function in a cell,  , is used as an indicator function to mark the location of the air-water 
interface. The interface is not defined as a sharp boundary but a thin layer of transition where 
the fluid is treated as a mixture of the two fluids. The Volume of Fluid (VOF) function 1  if the 
cell is full of water, 0  if the cell is full of air, and 10   if the cell is a mixture of air and 
water. The local density and the local viscosity of the fluid are given by 
 
21
1                                                                        (Eq. 2-4) 
 
21
1                                                                        (Eq. 2-5) 
where the subscripts 1 and 2 denote the variables for the water and air, respectively. 
The scalar field of the Volume of Fluid (VOF) function is described by the advection 
equation (Weller 2005) 
     01 




r
t
UU                                                 (Eq. 2-6) 
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where an extra compression term,     1
r
U , is added to the conventional VOF transport 
equation to limit the smearing of the interface (Hirt and Nichols 1981). This artificial convective 
term is active only in the thin interface region because the multiplication term   1  vanishes 
when 1  (water side) or 0  (air side). 
r
U  is a velocity field used to compress the 
interface,  
  U UU max,min

C
r
                                                        (Eq. 2-7) 
which is calculated based on the local velocity in the interface region,  and 

C  is the constant 
controlling the extent of the interface compression. More details about the compressive velocity 
and the VOF interface capturing method can be found in Rusche (2002) and Berberović et al. 
(2009). 
2.3. Two-Phase Flow Solver in OpenFOAM 
For free surface Newtonian flows, OpenFOAM® contains a standard solver, “interFoam”, 
for solving the Navier-Stokes equations for two incompressible phases. The solver uses a finite 
volume discretization and the VOF surface capturing method. The readers are referred to Jasak 
(1996) and Rusche (2002) for a detailed description of the finite volume discretization and the 
time integration schemes. The numerical solution procedure for the VOF equation was 
developed using the algebraic VOF approach in Rusche (2002). The boundedness of the VOF in 
“interFoam” is maintained using the Multidimensional Universal Limiter for Explicit Solution 
(MULES) method. 
2.3.1. Pressure-Velocity Solution Procedure 
The pressure-velocity coupling system is solved by a two-step procedure: momentum 
prediction and flux correction. The flux (pressure) correction step adopts the Pressure Implicit 
with Splitting of Operators (PISO) algorithm. The procedure can be illustrated by starting with a 
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semi-discretized momentum equation, with all terms discretized except for the pressure, 
gravity, and surface tension terms on the right hand side of Eq. (2-2), 
    XgUHU *pa
PP
                                                  (Eq. 2-8) 
where the subscript P indicates the present cell in consideration, 
P
a  is the diagonal coefficient, 
and  UH  includes all the off-diagonal contributions (from neighboring cells) and source terms 
The momentum predictor is derived by leaving out the pressure gradient term in the 
above equation 
       XgUHU 1
PP
a                                                  (Eq. 2-9) 
The associated volume flux, * , is calculated by first interpolating cell-centered velocity, 
P
U , to 
the face values and then multiplying it with face area vector, 
f
S , 
    
fffP
a SXgUH 


1*
                                         (Eq. 2-10) 
This volume flux needs correction once the pressure is obtained, 
   
fffP
pa S
 *1*                                                                   (Eq. 2-11) 
Formulate the continuity Eq. (2-1) at cell faces 
0                                                                          (Eq. 2-12) 
and substituting the flux correction equation (Eq. 2-11) leads to the pressure Poisson equation, 
      
 **1 
fffP
pa S                                                           (Eq. 2-13) 
The cell-centered velocity, 
P
U , can be obtained by reconstructing the face volume flux back to 
the cell center. The above procedure is one PISO loop, and can be repeated a number of times 
to ensure that the pressure and velocity fields satisfy both the continuity and momentum 
equations. 
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2.4. Numerical Wind-Wave-Current Flume 
The present study aims to study coastal processes using a numerical wind-wave-current 
flume. To do so, the VOF-based two-phase flow solver in OpenFOAM is extended to include 
functionality for wind/wave/current generation and absorption. Two packages are available 
along this line. The waves2Foam package by Jacobsen et al. (2012) introduced new functions of 
wave/current generation and absorption using the relaxation zone technique. Besides the 
middle section of the flume that is of particular interest, two additional zones are included at 
both inlet and outlet to help smooth generation and absorption of the wave/current. Target 
(potential) solutions of wave/current fields are specified at the entry of each relaxation zone. 
The flow field inside the relaxation zone is, however, a weighted average of the target solutions 
and those calculated by the model.  
 
Figure 2.1. Sketch of the 2D numerical wind-wave-current flume. The relaxation zone technique 
(Jacobsen et al. 2012) is used to generate and absorb the wave/current. Uc(z) represents the 
vertical current profile. 
Figure 2.1 illustrates the setup of a 2D numerical wind-wave-current flume. To avoid 
wave reflection, a relaxation zone is adopted at both the inlet and outlet boundary.  The velocity 
and volume fraction field inside these zones are relaxed towards the target field according to 
 
 
targetcomputed
UUU   1                                                                    (Eq. 2-14) 
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 
targetcomputed
  1                                                                     (Eq. 2-15) 
where   denotes a relaxation parameter which varies smoothly from 0 to 1 across the 
relaxation zone. The relaxation parameter usually takes either a 3rd-order polynomial or 
exponential functional form. 
Take the wave-current flume as an example, the target field inside the inlet relaxation 
zone is the superimposed wave and current field. The relaxation zone provides a transition from 
the wave field without current to that with current. Increasing the length of this zone would 
make the wave-current interaction occur further downstream in the flume. The target field for 
the relaxation zone at the outlet is the current field only. Inside this zone the total velocities are 
relaxed so that the total water particle velocity approaches the target current velocity while the 
wave velocities are attenuated to zero at the end of the zone. The length of relaxation zone at 
the inlet can be minimal if no significant reflection is to expected, while that at the outlet is 
about twice the wave length in order to effectively prevent wave reflection. 
The IHFOAM package by Higuera et al. (2013) introduced wave generation/absorption 
on a different approach. Instead of using the relaxation zone, which increases the length of the 
computational domain, IHFOAM actively adjusted the wave-generating boundary conditions at 
the wavemaker by monitoring certain variables in front of the wavemaker, hence the name of 
active wave generation and absorption. Specifically, IHFOAM measures the surface elevation in 
front of the wavemaker, and adjusts the inflow or outflow flux by comparing the measured 
surface elevation with the theoretical target. In the case of a reflected wave, 
R
 , being 
detected, IHFOAM adjusts the inflow velocity profile assuming that the reflected wave is in 
shallow water regime and hence its phase speed, c, and (uniform) velocity profile, U, can be 
easily determined by 
ghc                                                                      (Eq. 2-16) 
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R
h
g
U                                                                   (Eq. 2-17) 
where h is the local water depth and 
TMR
   is the reflected wave height, which is the 
difference between the measured surface elevation, 
M
 , and the theoretical surface elevation, 
T
 . 
2.5. Turbulence Modeling 
Most flow problems in coastal engineering are turbulent, for breaking waves in 
particular. Several approaches are available to treat turbulent flows. The most accurate 
approach is Direction Numerical Simulation (DNS), which solves directly the Navier-Stokes 
equations with all turbulence scales resolved. Due to the fine grid requirement to resolve the 
smallest Kolmogorov scale, this approach is not computationally amenable to numerical studies 
that have a typical flume length of 10+ meters. Another approach is Large Eddy Simulation (LES), 
in which the larger turbulence scales are directly resolved by solving the spatially filtered Navier-
Stokes equations, whereas the effects of the more isotropic, smaller scales are modelled with a 
subgrid-scale (SGS) turbulence model. The most efficient approach, however, is solving the 
Reynolds-Averaged Navier-Stokes (RANS) equations, with all the turbulence scales modeled and 
the effect of turbulence on the mean flow incorporated by a closure model. In comparison, LES 
remains computationally tractable for high Reynolds number flows, and provides more flow 
physics and places less reliance on turbulence modelling than the more computationally 
efficient RANS models. LES simulations could be used to develop improved RANS turbulence 
models. 
Both LES and RANS models have been applied to study breaking waves in the surf zone. 
The standard Smagorinsky (1963) model is the simplest LES closure that has been applied for the 
greatest variety of flow conditions. Hieu et al. (2004) incorporated the standard Smagorinsky 
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model into a two-phase flow model and estimated the small-scale turbulence generated during 
wave breaking and contribution of subgrid-scale turbulence. Christensen (2001) applied LES to 
simulations of three-dimensional turbulence in a surf zone. Applications of the Smagorinsky 
closure model have typically been made with the Smagorinsky constant ranging from 0.1 to 0.2. 
It was often found that the turbulence levels were over-predicted when these standard values 
were used (Christensen 2006; Lubin et al. 2006, 2011). 
RANS models have found enormous applications in breaking wave simulations. The most 
popular turbulence closure model is the two-equation k model (Launder and Spalding 
1974), k  model (Wilcox 1998), or k  SST (Shear Stress Transport) model (Menter 1994). 
The closure model relates the turbulence effect to the mean flow, i.e. the Reynolds stress, by 
analogy with the viscous effect. The resulting turbulent viscosity or eddy viscosity is usually 
incorporated into the momentum equation (Eq. 2-2) as an addition to the dynamic viscosity, 
teff
  . 
The standard implementations of two-equation turbulence models in OpenFOAM are 
the same for both one-phase and two-phase flows. The density variation in the vicinity of the 
air-water interface is not taken into account in the turbulence transport equations for two-
phase flows. Brown et al. (2014) concluded that it’s important to include density explicitly in the 
turbulence transport equations. Take the k model as an example, the original 
implementation in OpenFOAM neglects the presence of density in each term, 
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where 
t
  is the eddy viscosity, 
k
P  is the turbulence production, and 

 CCC
k
,,,,
21
 are the 
standard closure constants (see Table 2.1), 



2k
C
t
                                                                          (Eq. 2-20) 
Table 2.1. Empirical closure constants for k  turbulence model (Launder and Spalding 1974). 
k
  

  
1
C  
2
C  C  
1.0 1.3 1.44 1.92 0.09 
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Bringing density back to the turbulence transport equations results in 
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where the turbulence production term becomes 
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As seen from the turbulence transport equations above, a small amount of seeding is 
needed to start the turbulence simulation. Following wave simulations by Lin and Liu (1998a), 
the initial turbulence kinetic energy inside the flume and at the inlet boundary are calculated 
according to a turbulence intensity of 0.5% the wave phase speed. The specific eddy dissipation 
is correspondingly adjusted so that the eddy viscosity is about 10 times the kinematic viscosity 
of the fluid.  The zero gradient boundary condition is applied for open boundaries like the outlet 
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and the atmosphere. The grid sizes used in this study are not fine enough to resolve the viscous 
sublayer at the wall, therefore, the wall function is applied to the first grid above the wall. The 
respective values of the turbulent variables k ,  , and the production term, 
k
P , are modified 
according to a fully developed turbulent boundary layer. 
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CHAPTER 3 
 WIND AND CURRENT EFFECTS ON EXTREME WAVE FORMATION AND BREAKING 
This chapter investigates the wind and current effects on the evolution of a two-
dimensional dispersive focusing wave group using a two-phase flow model. A Navier-Stokes 
solver is combined with the Smagorinsky subgrid-scale stress model and Volume of Fluid (VOF) 
air-water interface capturing scheme. Model predictions compare well with the experimental 
data with and without wind. It was found that the following and opposing wind shift the focus 
point downstream and upstream respectively. The shift of focus point is mainly due to the 
action of wind-driven current instead of direct wind forcing. Under strong following/opposing 
wind forcing, there appears a slight increase/decrease of the maximum surface elevation at the 
focus point, and an asymmetric/symmetric behavior in the wave focusing and defocusing 
processes. The vertical shear of wind-driven current plays an important role in determining the 
location of and the freak wave height at the focus point under wind action. Air flow structure 
above a breaking and non-breaking wave group and wind influences on breaking is also 
examined. 
3.1. Introduction 
Wind blows over the sea surface and exchanges momentum and energy with surface 
waves through air-sea interaction. Part of the momentum from wind is transferred into the 
wave motion through the pressure force exerted on the air-water interface, while the other part 
to the near-surface current through the tangential friction force at the interface (Savelyev et al. 
2011). Therefore, both direct wind forcing and wind-driven currents dictate how the wind 
affects the evolution of a wave group. Banner and Song (2002) investigated numerically the 
onset of wave breaking for a modulating wave group under the action of a following wind and a 
following current with uniform vertical shear at the free surface. It was found that the presence 
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of a surface shear accelerates the onset of breaking, and that the surface shear tends to modify 
the wave profiles more strongly than the direct wind forcing. 
   The effect of wind-induced surface current shear on the evolution of a dispersive 
focusing wave group, however, has not been studied previously. Although the wind-driven 
current is by no means uniform across the water depth, it has been a common practice to 
assume a depth-uniform wind-induced current profile in the previous studies of wind effect on 
waves (Touboul et al. 2006; Kharif et al. 2008; Chambarel et al. 2010; Yan and Ma 2011; Tian and 
Choi 2013). Neglecting the direct wind forcing, Moreira and Chacaltana (2015) used a fully 
nonlinear boundary integral method to examine the wind-driven non-uniform current effects on 
wave transformations in deep water. Their results show that current shear may enhance wave 
blocking/breaking. 
Most two-phase models of wind-wave interactions adopt the VOF surface capturing 
method. Hieu et al.’s (2014) Reynolds Averaged Navier-Stokes (RANS)-VOF model results 
suggested that the wave overtopping at a sloping seawall is strongly affected by the wind. Xie 
(2014) used a two-phase RANS-VOF model to investigate the wind effect on breaking solitary 
waves and found that the maximum run-up height increases with the wind speed in the same 
direction as the wave. Lacking experimental results in the presence of wind, these two models 
were validated only for cases without wind. Yan and Ma (2010) nested a potential flow model 
(QALE-FEM) with VOF-based commercial software StarCD to examine the interaction between 
wind and 2D freak waves, and compared with the measured peak wave height in the presence 
of wind. But the model-data comparisons of time history of surface elevation were not 
presented. 
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The objective of the paper is to examine the wind influence on the evolution of a 
dispersive focusing wave group using a two-phase flow model, with a special attention to 
opposing wind. In particular, the contribution of wind-driven current including surface shear is 
analyzed to examine its importance relative to direct wind forcing. The model results are 
validated with the experimental data with and without following wind. The opposing wind effect 
on the wave group’s evolution is then studied to assess the effect of wind direction. After the 
introduction in Section 3.1, the mathematical formulation and numerical method for the two-
phase flow model are described in Section 3.2. The setup of numerical wind-wave tank is 
illustrated in Section 3.3. The model results and discussions are given in Section 3.4. More 
discussions on the mechanism of wind effect on the wave group evolution are presented in 
Section 3.5 based on additional model results. Air flow structures above a breaking and non-
breaking focusing wave group in the presence of following/opposing wind are investigated. 
Conclusions are drawn in Section 3.6. 
3.2. Model Descriptions 
3.2.1. Two-phase Flow Solver 
For free surface Newtonian flows, OpenFOAM® contains a standard solver, “interFoam”, 
for solving the Navier-Stokes equations for two incompressible phases. The solver uses a finite 
volume discretization and the VOF surface capturing method. The pressure-velocity coupling is 
solved using the Pressure Implicit with Splitting of Operators (PISO) algorithm. The readers are 
referred to Jasak (1996) for a detailed description of OpenFOAM implementation. An extended 
version of the two-phase flow solver, waves2Foam (Jacobsen et al. 2012), is adopted in this 
study to investigate the wind-wave interaction. The waves2Foam solver includes water wave 
generation and absorption using the relaxation zone technique. 
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3.2.2. Turbulence Modeling 
Only one set of conservation equations is used in the air-water two-phase flow solver in 
this study. Accordingly, a single turbulence model is applied for both air and water phases. In 
the spirit of Large-Eddy Simulation (LES), the Navier-Stokes equations are spatially low-pass 
filtered such that the large, energy carrying eddies are resolved by the Navier-Stokes solver and 
the small scale, dissipative eddies are modeled by a subgrid-scale (SGS) stress model. In the 
present study, the standard Smagorinsky model is used (Smagorinsky 1963). As the initial 
turbulent fluctuating components required for a typical LES simulation is ignored, the 
Smagorinsky model behaves like a mixing length model in this study. Assuming that the energy 
production and dissipation of the small scale eddies are in equilibrium, the turbulent eddy 
viscosity can be expressed as 
  SC
st
2
                                                                      (Eq. 3-1) 
where 
s
C  is the Smagorinsky constant with a default value of 0.167,   is the filter size, and 
ijij
SSS 2  is the magnitude of the strain rate tensor,  
ijjiij
xuxuS  //2/1 . 
3.3. Model Setup 
3.3.1. Physical Flume Test 
Two-dimensional wind and wave experiments were conducted by Tian and Choi (2013) 
in a 15 m long, 1.5 m wide, and 0.54 m deep wave flume. Surface elevations at a sequence of 
wave gauge stations along the tank were measured with high-speed imaging techniques. As 
illustrated in Figure 3.1, the measurements at 4 wave gauge (G1-G4) locations are used in the 
present study to evaluate the performance of the two-phase flow model. The dispersive 
focusing wave group was generated by a piston-type wavemaker. At the inlet of the flume, a 
twin-fan blower was used to generate the following wind above the wave flume. The ceiling 
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panel of the air passage is 0.45 m above the still water surface during the experiments. At the 
outlet of the flume, a wave absorber made of loose nets and stainless steel grids is used to 
minimize the wave reflection. 
 
Figure 3.1. Sketch of the 2D experimental wind and wave flume in Tian and Choi (2013), where 
surface elevation measurements at 4 gauges, G1-G4, were presented.  The surface elevation 
measurement at G1 is used to drive the present wave model. 
The dispersive focusing wave group in Tian and Choi’s (2013) experiment has a 
frequency band ranging from 1.0 to 2.4 Hz, peak frequency 1.1 Hz, and center frequency of 1.7 
Hz. The wave steepness for each of the N = 128 components was kept constant. The two wave 
groups referred as DF 1 and DF 2 in Table 1 of Tian and Choi (2013) were tested. The DF 1 wave 
group with a global wave steepness 
nn
kNa  equal to 0.25 remains non-breaking under all 
wind forcing conditions; the DF 2 wave group with 
nn
kNa  equal to 0.57 exhibits a plunging 
breaker in the absence of wind. Figure 3.2 shows the amplitude spectra of the surface elevations 
measured at wave gauge G1. We will focus on the non-breaking wave group DF 1 in the majority 
of this paper and provide the model results for breaking wave group (DF 2) at the end of the 
paper to highlight the effect of breaking in this problem. 
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Figure 3.2. Amplitude spectra of surface elevations measured by Tian and Choi (2013) at G1 for a 
non-breaking wave group (DF1) and a plunging breaking wave group (DF2). 
Table 3.1. Wave gauge locations in Tian and Choi (2013) and present model (units: m). 
Wave 
gauge # 
Experiment 
(Relative to wavemaker) 
NWT 
(Relative to G1) 
G1 2.84 0 
G2 5.13 2.29 
G3 7.04 4.20 
G4 9.07 6.23 
 
3.3.2. Numerical Wind-Wave Tank Setup 
A 2D Numerical Wave Tank (NWT) was developed to reproduce the physical test. The 
domain of the NWT starts at wave gauge G1, and ends at the outlet of the physical tank. The 
computational domain is thus 12.16 m long and 0.99 m high including both air and water. The 
same global coordinate system as in Tian and Choi (2013) is used. It is defined such that the x-
axis is positive in the direction of wave propagation, with x = 2.84 m at wave gauge G1, the z-
axis positive upwards, with z = 0 at the mean water level and z = -0.54 m at the bottom (see Fig. 
1). The computational domain is meshed with a uniform grid size of 0.0132 m first. In the vicinity 
38 
 
of the free surface, the base mesh is then refined twice to obtain a finer mesh size of 0.0033 m. 
The time step is automatically adjusted according to the maximum Courant number limit of 
0.25. 
3.3.3. Boundary Conditions 
The inlet boundary of the model is located at wave gauge G1, where the measured wave 
surface elevation of a dispersive wave group is used to drive the model. The time history of 
surface elevation at G1 is first transformed into the frequency domain using the fast Fourier 
transform (FFT), and then reconstructed with N = 128 linear wave components,  
     ..cos,
1
ccxxktatx
N
n
nmnnnm
 

                                    (Eq. 3-2) 
where  is the surface elevation, c.c. denotes the complex conjugate, 
m
  the mean surface 
elevation, 
n
a  the nth wave component amplitude, 
n
  the radian frequency, 
n
k  the wave 
number, 
n
  the phase shift, and 
m
x  is the position of the wave gauge G1. The wave number 
n
k  
is obtained by the linear dispersion relation in absence of current,  dkgk
nnn
tanh2  , where 
g  is the gravitational acceleration and d  is the water depth. The long waves at the back of a 
wave group propagate faster than the short waves in the front of the wave group due to wave 
dispersion, the individual wave components become in phase with each other at a particular 
spatial location where the peak wave occurs. This location of the peak wave is called the focus 
point. 
The water particle velocities at the inlet are calculated using the linear wave theory, 
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where 
w
u ,
w
w  are the horizontal and vertical velocity of wave motion. In the presence of a 
vertically varying current, Uc(z), a superposition of the wave and the current velocity is specified 
as the water particle velocity at the inlet,  
     zUtzxutzxu
cw
 ,,,,                                                             (Eq. 3-5) 
The wind entry is specified at the same location as the wavemaker. As no measurement 
was made at this location, a uniform wind profile is applied for the air phase at the inlet. The 
lowest grid point of wind forcing moves up and down with the water surface elevation. If the 
lowest point of wind forcing is too close to the water surface, the wave profile at the inlet may 
be distorted under high wind speeds. With this in mind, Xie (2014) chose to impose no wind 
forcing within a distance of about five grids above the water surface at the wavemaker. In the 
present study, we adopt a different approach by specifying a short relaxation zone for wind and 
waves at the inlet. It allows a smooth transition from the target incident waves at the 
wavemaker to downstream wind-affected waves, and avoids significant distortion due to the 
wind forcing at the inlet. 
At the outlet boundary, another relaxation zone is used to smoothly dissipate the wave 
motion without changing the air flow. To achieve this, a new relaxation scheme is added to the 
waves2Foam framework by Jacobsen et al. (2012). The inlet current profile is adopted at the 
outlet to maintain mass conservation. Zero gradient boundary condition is applied for the air 
flow at the outlet. The top and bottom boundaries of the computational domain are treated as 
rigid walls where the law of the wall is applied. 
3.3.4. Initial Conditions 
Without wind, the wind and wave field is initialized from a still water condition, with 
zero velocity for both the air and water. In the presence of wind, the velocity in the air is 
initialized with the same steady wind profile along the wind wave tank. Since the wave height is 
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very small in the first 10 s, the wind-driven current and wind forcing may have sufficient time to 
develop. When it comes to examine the separate wind-driven current effects, the velocity in the 
water is initialized with a steady vertical current profile which may be either uniform across the 
water depth or exponentially sheared within a thin layer below the water surface. 
 
Figure 3.3. The time evolution of surface elevations at the locations of 4 wave gauges without 
wind. Solid: present model; dashed: experiment (Tian and Choi 2013); dotted: pseudo-spectral 
model (Tian and Choi 2013). 
3.4. Results and Discussion 
3.4.1. Evolution of the Wave Group without Wind 
Figure 3.3 shows that the present model results agree well with the experimental data 
and the prediction by the pseudo-spectral wave model in Tian and Choi (2013). The wave group 
is generated at gauge G1 and reaches the peak wave height at the focus point around gauge G3. 
Downstream from this point, the amplitude of the group decreases rapidly as the long waves 
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start to lead the wave group and outrun the short waves and individual wave components 
become out of phase with each other. 
 
Figure 3.4. The time evolution of surface elevations at the locations of 4 wave gauges under a 
following wind speed U0 = 3.2 m/s. Solid: present model; dashed: experiment (Tian and Choi 
2013); dotted: pseudo-spectral model (Tian and Choi 2013). 
3.4.2. Evolution of the Wave Group under Following Wind 
As in the experiment, three following wind speeds U0 = 1.4, 3.2, and 5.0 m/s, are 
simulated. Figure 3.4 shows the evolution of the wave group under a wind speed of U0 = 3.2 
m/s. As the measurement at gauge G1 is used to drive the model, there is a perfect match at 
this gauge. Starting at gauge G2, the wind effect comes into play, and slight differences appear 
between the present simulation, the experimental data, and the numerical prediction by Tian 
and Choi (2013). These differences are largely due to different ways to account for wind forcing 
in these models. In the experiment no wind profile was measured at gauge G1, the inlet of the 
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numerical wave tank. A uniform wind profile was applied in the present two-phase flow 
simulation. While in the pseudo-spectral wave model of Tian and Choi (2013), the wind forcing 
was applied through a surface pressure term combining Miles’ shear flow instability theory 
(Miles 1957) and Jeffreys’ sheltering hypothesis (Jeffrey 1925). Air flow separation was taken 
into account through a criterion proposed therein depending on the wind speed and local wave 
steepness in Tian and Choi (2013). The present two-phase flow model solves the air and water 
phases simultaneously and avoids these empirical parameterizations. In addition, the two-phase 
flow approach is able to capture both the air and water flow motion through a synoptic two-way 
coupling. 
 
Figure 3.5. The time evolution of wave surface elevations at gauges G3 & G4 under a following 
wind speed U0 = 5.0 m/s. Solid: present model; circles: experiment (Tian and Choi 2013); dotted: 
pseudo-spectral model (Tian and Choi 2013). 
Despite the difference in wind forcing at the inlet, the comparisons are overall very 
good. To better evaluate the performance of the model, Figure 3.5 shows a detailed comparison 
of surface elevations at gauges G3 & G4 under the largest wind speed of U0 = 5.0 m/s. The 
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present model prediction of the surface profile, especially the wave phase, is in better 
agreement with the experiment than the pseudo-spectral model.  
Both models tend to over-predict the peak surface elevation at wave gauge G3 
(referring to Figure 3.4 and Figure 3.5). This suggests that some source of dissipation inside the 
physical wave tank was not captured by either model. To account for the damping at the free 
surface and the frictional loss at the tank side walls and bottom, an equivalent kinematic 
viscosity 𝜈 = 5 x 10-6 m2/s was used in Tian and Choi (2013). Microscale breaking waves, locally 
generated short wind waves that break without entraining air, may be another source of 
dissipation. They were observed in the previous laboratory studies at wind speeds as low as 
approximately 4 m/s. Siddiqui and Loewen (2007) showed that the percentage of microscale 
breaking waves increased abruptly from 11% to 80% as the wind speed increased from 4.5 to 7.4 
m/s. 
Apart from the direct wind forcing, the wind-driven current is another important factor 
for the wind effects on the evolution of wave groups. The presence of wind forcing introduces a 
thin surface drift current layer, which has high vorticity due to a strongly depth-dependent 
current profile (Phillips and Banner 1974). However, due to model ability limitation, in the past, 
this layer has typically been modeled as a uniform current with a magnitude a few percent of 
the free stream wind speed, for example, the fully nonlinear potential flow model (Kharif et al. 
2008; Yan and Ma 2011) and the pseudo-spectral model (Tian and Choi 2013). Tian and Choi 
(2013) tried three current speeds and found that the one equal to 0.9% of the free stream wind 
speed produced acceptable wave amplitudes but there was a small phase shift between their 
model and the measurement (see Figure 3.5). 
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It is evident, however, that a better prediction of the observed surface profile and wave 
phase was achieved by the present model without artificially introducing a uniform current to 
account for the wind-driven current effect. Unlike the previous wind and wave models 
mentioned above, the present two-phase Navier-Stokes model solves the air and water flow 
simultaneously, and the surface current is generated naturally by the wind forcing through air 
and water coupling. 
 
Figure 3.6.  (a) Spatial distribution of maximum surface elevations and (b) surface elevation 
history at the focusing point under zero wind, following wind U0 = 5.0 m/s, and opposing wind 
U0 = -5.0 m/s. 
3.4.3. Evolution of the Wave Group under Following and Opposing Wind 
The effect of opposing wind on the evolution of the same focusing wave group is 
examined in this section. Figure 3.6a shows the comparison of spatial distribution of maximum 
surface elevations under zero wind, following (U0 = 5.0 m/s), and opposing wind (U0 = -5.0 m/s). 
It is evident from the figure that the focus point is shifted from x = 7.1 m under no wind 
downstream to x = 8.7 m under the following wind and upstream to x = 6.1 m under the 
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opposing wind. The peak surface elevation at the focus point is increased/decreased by the 
following/opposing wind forcing. Figure 3.6b shows the corresponding time history of the 
surface elevations at the focus point for the following and opposing wind.  In contrast to the 
following wind, the opposing wind accelerates the focusing process. The focus time is shifted 
from 25.0 s under no wind to 23.4 s under opposing wind U0 = -5.0 m/s.  
 
Figure 3.7. Comparison of maximum surface elevations as a function of distance from the 
physical test wavemaker for wind speeds: (a) U0 = 0 m/s and (b) U0 = 5.0 m/s. Solid: present 
model; circles: experiment (Tian and Choi 2013); dotted: pseudo-spectral model (Tian and Choi 
2013). 
3.4.4. Wind Effect on Wave Focus Point and Amplification 
The spatial distribution of the maximum surface elevations and wave height is examined 
in this section. Figure 3.7 shows the comparison of the present model results with the 
experimental data and the pseudo-spectral model predictions by Tian and Choi (2013). Two 
wind forcing conditions, U0 = 0 and 5.0 m/s, are used for which Tian and Choi’s (2013) model 
results are available. It is evident from Figure 3.7a that there is overall a good agreement 
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between models and experiments for U0 = 0 m/s. As shown in Figure 3.7b, under a large wind 
forcing U0 = 5.0 m/s, the focus point where the maximum surface elevation occurs, is well 
predicted by both models and it is shifted downstream from x = 7.1 m under no wind to x = 8.7 
m under a strong wind U0 = 5.0 m/s. The peak surface elevation at the focus point x = 8.7 m is 
well captured by the present model but severely underpredicted by Tian and Choi’s model (cf. 
Figure 3.7b). 
Figure 3.8 shows the wind effects on the maximum surface elevations at the focus point 
and its spatial and temporal location. Figure 3.8a indicates the peak surface elevation at the 
focus point decreases/increases with the following wind speed at weak/strong wind forcing. 
These results are consistent with the numerical results by Yan and Ma (2012), and are due to the 
two competing mechanisms: the direct wind forcing versus the wind-driven current. On one 
hand, the direct following wind forcing causes wave growth (Miles 1957). On the other hand, 
the presence of following current induced by the wind leads to decreased wave height at the 
focus point (Ning et al. 2015). The direct wind forcing by a small wind speed U0 = 1.4 m/s has 
negligible effect on wave growth, while the wind-driven current modifies the wave dispersion 
and therefore non-optimal focusing or defocusing of wave components, reducing the maximum 
wave height slightly. Under a large wind speed, e.g. U0 = 5.0 m/s, however, the strong direct 
wind forcing dominates over the defocusing effect due to the wind-driven current, therefore, 
the peak wave height at the focus point increases with wind speed. Figure 3.8b and c show that 
as the following wind speed increases, the focus point is shifted increasingly downstream and 
occurs at a later time. 
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Figure 3.8. Maximum surface elevations (a) at focus point, focusing location (b) and time (c) as a 
function of wind speeds for following and opposing wind. 
The effect of opposing wind on the maximum surface elevations and the focusing 
location and time is also shown in Figure 3.8. The maximum surface elevation at the focus point 
decreases with increasing opposing wind speeds. The shifts of focusing point location and time 
have opposite trend to those under following wind, and the shifts under opposing wind are 
slightly smaller than those under following wind (Figure 3.8b,c). Different from the case of 
following wind, the wind-driven current by the opposing wind may increase the wave height by 
shortening the wave length or decrease it through non-optimal focusing by altering the phase 
speeds of the wave components, and may even block some components if the current is strong 
enough. It’s seen in Figure 3.8a, however, that the weak opposing wind U0 = -1.4 m/s reduces 
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the maximum surface elevation at the focus point. It’s likely that the shortening and steepening 
wave effect of opposing drift current may not be large enough to counteract the combined 
effects of non-optimal focusing by the wind drift and opposing direct wind forcing. 
 
Figure 3.9. Spatial distribution of wave amplification factors for (a, c) a small non-breaking wave 
group (DF 1 in Table 1 of Tian and Choi 2013) and (b, d) a large breaking wave group (DF 2 in 
Table 1 of Tian and Choi 2013). Following wind (a, b); opposing wind (c, d). 
To examine the wave height evolution along the flume under the following and 
opposing wind, we use the same amplification factor as Kharif et al. (2008), i.e., A = Hmax/Href, 
where Hmax is the maximum wave height between a consecutive crest and trough at each 
location, and Href is the maximum wave height at wave gauge G1 without wind action. The 
spatial variations of the amplification factor for the non-breaking wave group (DF 1 in Table 1 of 
Tian and Choi 2013) are shown in Figure 3.9a,c, and those for the breaking counterpart (DF 2 in 
Table 1 of Tian and Choi 2013) in Figure 3.9b,d. 
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For the non-breaking wave group, it is noted that the presence of following wind leads 
to an asymmetry in the wave amplification and de-amplification during the focusing and 
defocusing stages before and after the focus point (Figure 3.9a). This behavior is more 
pronounced than the evolution of peak surface elevation shown in Figure 3.7b. In the absence of 
wind, the rate of change of the peak wave height of the group is symmetric relative to the focus 
point. In the presence of following wind, the rate of change of wave height at the defocusing 
stage is smaller than that at the focusing stage. The peak wave height during the defocusing 
stage increases significantly by the following wind action. This slower defocusing process, shift 
of focus point and increases of peak wave height will increase the life span of the freak wave 
event, since the freak wave criterion, A > 2~2.2 (Kharif and Pelinovsky 2003), is satisfied for a 
longer period of time. Similar asymmetric behavior has been observed in experimental studies 
by Touboul et al. (2006) and Kharif et al. (2008). This asymmetric behavior, however, was not 
captured by the pseudo-spectral model by Tian and Choi (2013) as shown in their figure 15. 
In the presence of opposing wind, unlike the case of following wind, the rate of change 
of wave height at the focusing and defocusing stage is more or less the same (Figure 3.9c). The 
rate of change is larger than that without wind or with following wind during the focusing stage. 
This in combination with the reduced peak wave height shortens the duration of the extreme 
wave event. 
The wind effect on the amplification factor for the large breaking wave group is not as 
obvious. There are more variations of wave height during the focusing stage. The amplification 
factor is overall smaller than that for the non-breaking group, since the breaking wave group has 
a larger wave height at the wavemaker and the steepness-limited wave breaking prevents 
further increase of the wave height. In the absence of wind, a plunging breaker occurs at x = 6.3 
m, in comparison with the focus point x = 7.1 m of the non-breaking wave group (see also Figure 
50 
 
3.7a). In the presence of following wind, the breaking location is shifted slightly downstream, 
and the incipient breaking wave height increases with the following wind speed. In the presence 
of opposing wind, the breaking location is shifted slightly upstream, and the peak wave height 
may become larger and then smaller depending on the relative importance of opposing drift 
current and direct wind forcing. Strong opposing wind may even prevent the breaking from 
occurring. More details about the wind effect on breaking are described in Section 3.5.2 on air 
flow structure. 
3.5. Mechanisms of Wind Effect on Wave Group 
3.5.1. Wind-driven Current Effect 
As discussed in the introduction, the wind affects the evolution of a focusing wave group 
through the direct wind forcing and wind-driven current. In this section, the separate effect of 
wind-driven current and its vertical shear is examined. Following Tian and Choi (2013), a uniform 
current speed equal to 0.9% U0 is used in the present model. The sole effect of the uniform 
current on the evolution of a wave group is examined. 
The wind-driven current typically exists only within a thin layer below the water surface. 
It varies with depth and depends on the measurement locations, i.e. fetch, wave trough or crest 
(Peirson and Banner 2003; Longo et al. 2012). We assume a thin surface layer current and 
examine its effect on the wave group evolution. An exponential current profile approximates 
well predicted current profile by the present two-phase flow model (squares in Figure 3.10) and 
resembles the observed surface drift layer (Tsuruya et al. 1985; Savelyev et al. 2011; Longo et al. 
2012). The exponentially sheared layer current is given by 
Uc (z) = Us exp (z/𝛿), -d < z < 𝜂                                                            (Eq. 3-6) 
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where Us is the surface current velocity, and 𝛿 is a characteristic current depth with the current 
decaying to 4% of its surface value at z = -𝜋𝛿. The same vertical current profile has been used by 
Nwogu (2009) to examine the modulational instability of gravity waves in a sheared current. 
 
Figure 3.10. Surface layer current profiles with an exponential shear (δ is a characteristic current 
depth with the surface velocity decaying to 4% at z = -𝜋𝛿) and linear shear (∆ is layer thickness 
over which the surface velocity decreases to zero) to replicate the observed wind drift current 
profiles such as those in Longo et al. (2012).  Squares: predicted current profile by the present 
model at wave gauge G2. 
When approximating the dispersion relation for waves on a weak current, Kirby and 
Chen (1989) also considered a linearly sheared surface layer current, 
Uc (z) = Us (1+z/∆),  - ∆ < z < 𝜂                                                           (Eq. 3-7) 
where ∆ is the layer thickness within which the linearly sheared layer current decreases from its 
surface value to zero. Both exponential and linear current profiles have the same current 
velocity and shear at the free surface when ∆= 𝛿. The two current profiles have the same mass 
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flux when ∆= 2𝛿. The surface current velocity is related to the friction velocity, u*, of the air 
flow by (Wu 1975) 
Us = 0.55 u* = 0.12 m/s                                                                       (Eq. 3-8)  
where the measured mean friction velocity u* in Table 2 of Tian and Choi (2013) is used. 
Figure 3.11a compares the uniform current and wind forcing effect on the spatial 
distribution of maximum surface elevations under a following wind speed U0 = 5.0 m/s. In the 
pseudo-spectral model prediction by Tian and Choi (2013), both the wind-driven current and 
direct wind forcing were considered. The main difference between the wave-current interaction 
simulation by the present model and Tian and Choi’s (2013) prediction is that wind forcing was 
incorporated in the latter by combining Miles’ and Jeffreys’ sheltering model for direct wind 
forcing and by including a uniform wind-driven current. 
As seen in Figure 3.11a, the predicted maximum surface elevations by the present 
model (solid line) without wind but with wind drift current differ significantly from those by Tian 
and Choi’s (2013) pseudo-spectral wave model with wind forcing (dashed line). The wind forcing 
modeling in the pseudo-spectral model is responsible for this difference. The present model 
considering only the uniform wind drift current underpredicts the observed wave elevations, 
and it shifts the focus point downstream as observed. This indicates that the uniform wind-
driven current plays a dominant role in shifting the focus point downstream, while the direct 
wind forcing is responsible for the observed wave height increase. 
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Figure 3.11. Comparison of current and wind forcing effect on the spatial distribution of 
maximum surface elevations under a following wind speed U0 = 5.0 m/s. Dotted line: present 
model prediction with wave + wind; circles: experiment with wave + wind (Tian and Choi 2013). 
(a) Uniform current (Uc = 0.9% U0). Solid line: present model prediction with wave + uniform 
current; dashed line: pseudo-spectral model prediction with both uniform current and direct 
wind forcing (Tian and Choi 2013). (b) Surface layer current (see Figure 3.10). Solid line: present 
model prediction with wave + exponential current (δ = 1 cm); dashed line: present model 
prediction with wave + linear current (∆= 2 cm). 
Figure 3.11b shows the effect of a thin surface layer current on the evolution of the 
wave group. The current profiles have the same surface velocity Us = 0.12 m/s. The vertical 
shear of the current has an important effect on the spatial distribution of the maximum surface 
elevations. For simplicity, the result for linear shear current with ∆= 1 𝑐𝑚 is not included in 
Figure 3.11b. We observed that the exponential profile shifts the focus point more downstream 
than the linear profile with ∆= 𝛿 = 1 𝑐𝑚, although both profiles have the same surface velocity 
and current shear. For current profiles with the same mass flux, ∆= 2𝛿 = 2 𝑐𝑚, the wave group 
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evolves similarly before approaching the focus point. But as a result of the accumulation effect, 
slight difference appears when the wave components start to collapse at the focus point. The 
dimensionless parameter, 𝑘∆ 𝑜𝑟 𝑘𝛿, where 𝑘 is the wave number for the primary wave 
component, may be used to quantify the current effect on the shift of the focus point. 
 
Figure 3.12. The effects of depth-uniform current (Uc = 0.9% U0, dash-dotted line), linearly (∆=2 
cm, dashed line) and exponentially (δ=1 cm, solid line) sheared current (surface current Us = 
0.12 m/s) in a thin layer on the surface elevations. Dotted line: present model prediction with 
wave + following wind U0 = 5.0 m/s. 
Figure 3.12 shows the time evolution of surface elevations at gauge locations in the 
presence of uniform current (Uc = 0.045 m/s), linearly and exponentially sheared currents (Us = 
0.12 m/s) in a thin surface layer indicated in Figure 3.10. The focus point is shifted in time when 
the current is adopted in the model simulation to represent the wind-driven current. However, 
the prediction of the focusing time is improved when the surface layer currents with exponential 
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and linear shear are used instead of uniform current. It’s worth noticing that all three current 
profiles are capable of reproducing the spatial shift of the focus point induced by the wind-
driven current (see Figure 3.11). 
Figure 3.13a compares the spatial distributions of maximum surface elevations of the 
focusing wave group under four combinations of surface layer current and following wind 
forcing U0 = 5.0 m/s. It’s seen that the exponentially sheared surface layer current with 𝛿 =
1 𝑐𝑚 shifts the focus point downstream as far as wind forcing only. It should be noted that the 
current is only applied to a thin layer of 0.04 m within the surface, as opposed to the entire 
water depth of 0.54 m for the uniform current profile used in Figure 3.11a. The exponentially 
sheared surface layer current is, therefore, expected to induce less modulation to the wave 
group evolution than the depth-uniform current. We noticed that the presence of uniform 
current in Figure 3.11a decreases considerably the surface elevation at the focus point, while 
the presence of an exponentially sheared current in Figure 3.13a results in virtually no decrease 
on the surface elevation. The maximum surface elevation at the focus point even increases 
slightly under the linearly sheared current in Figure 3.11b. These indicate that besides the direct 
wind forcing, the vertical current shear also plays an important role in modulating the evolution 
of a wave group. The present model results are consistent with those of Banner and Song (2002) 
in that the presence of a surface shear would destabilize the wave group and thus may lead to 
wave breaking if the current shear strength and wave steepness are large enough. 
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Figure 3.13. Effect of the exponentially sheared (δ=1 cm) surface layer current on the maximum 
surface elevations in the presence of (a) following wind U0 = 5.0 m/s and (b) opposing wind U0 = 
-5.0 m/s. Dash-dotted line: wave-only; solid line: wave + exponential shear current (wind-driven 
current); dotted line: wave + wind; dashed line: wave + wind + exponential shear current 
(external current); circles in (a): experiment under following wind; circles in (b): experiment 
wave-only. 
The exponentially sheared surface layer current is a good approximation of the wind-
driven current profile (see Figure 3.10), and is added as an external forcing to the model in 
addition to the wind forcing and the resulting drift current.  Figure 3.13a further demonstrates 
the current influence on the wave group evolution in the presence of wind. The comparison of 
wind + current result (dashed line) with that of wind only (dotted line), indicates that adding the 
surface layer current shifts the focus point further downstream from x = 8.7 m to x = 10.4 m and 
increases the maximum surface elevation. The downstream shift of the focus point makes it 
possible for the wave to experience a longer duration of wind forcing and thus to focus with a 
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larger wave height. The asymmetry of maximum surface elevations between the focusing and 
defocusing stages still exists, as in the cases of the wind forcing only (Touboul et al. 2006; Kharif 
et al. 2008). 
The separate effect of opposing wind drift current on the wave group evolution is 
examined in the same manner as the following wind. Both the depth-uniform (Uc = 0.9% U0) and 
exponentially sheared surface layer current (𝛿 = 1 𝑐𝑚) are used. For simplicity, the result for 
uniform current is not included in Figure 3.13b. We observed that the uniform opposing current 
leads to significantly larger surface elevation than the exponentially sheared surface layer 
current. While both current profiles shift the focus point upstream, the predicted focus point 
location and peak surface elevation by the surface layer current with exponential shear (solid 
line) are in a better agreement with the wind forcing only results. The comparison of wind + 
current result (dashed line) with that of wind only (dotted line), indicates that adding the surface 
layer current shifts the focus point further upstream from x = 6.09 m to x = 5.64 m. 
3.5.2. Air Flow Structure above Extreme Waves 
The dynamics of air flow structure over surface waves plays an important role in the 
momentum, mass, and energy transfer across the air-sea interface. We have presented so far 
the wind effect on a non-breaking dispersive focusing wave group, however, our findings about 
the role of surface layer current in wind effect apply to the breaking wave group DF 2 (Zou and 
Chen 2016). A plunging breaker was observed for this dispersive focusing group in the absence 
of wind. The major characteristics of wave breaking events, namely overturning jet, plunging, air 
entrainment, splash-up and vertical jet, are well captured by the two-phase flow model in Fig. 
13. We ran the present two-phase model for breaking wave group DF 2 for both following and 
opposing wind with various magnitudes (cf. Figure 3.9). According to the spatial evolution of 
wave profiles under these wind conditions, we found that the following wind delays the 
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breaking and shifts the breaking location downstream, whereas the opposing wind slightly 
accelerates the breaking and shifts the breaking location upstream. The wind-induced drift 
current is mainly responsible for these shifts of the breaking time and location. However, with 
increasing wind speeds, the wind forcing starts to play an increasingly larger role in affecting the 
wave breaking so that the wind effect on breaking is in contrast to what is described above. The 
strong following wind may enhance wave breaking, while the opposing wind may be strong 
enough to prevent the plunging breaker from occurring. 
In this section, air flow structure above the breaking wave group in Tian and Choi (2013) 
is examined. The air flow structure above the non-breaking wave group exhibits similar but less 
pronounced features. 
Figure 3.14 show the velocity and vorticity fields of the instantaneous air flow structure 
above the extreme waves, without wind and with following wind U0 = 3.2 m/s and opposing 
wind U0 = -3.2 m/s. Note the scale range of vorticity and velocity vector is different for these 
three wind forcing in Figure 3.14. The magnitude of vorticity for the opposing wind is much 
more pronounced than that for the following wind. This is due to the larger relative wind speed 
to the propagating wave in the opposite direction and the blunt shaped wave front face under 
the opposing wind. 
In the absence of wind (Figure 3.14a-d), the air flow is driven by the wave propagation 
and surface profile changes. A counterclockwise recirculation of air flow is formed above the 
wave crest and travels with the wave. As the front face of the crest curls forward and the 
plunging jet is about to impinge on the water surface ahead, large velocities appear beneath the 
overturning jet, since the air tries to escape from the enclosing cavity through a narrow gap. The 
jet impact on the surface causes a significant splash-up and a second plunge which is amplified 
further downstream possibly due to wave re-focusing. There is a layer of positive vorticity (in 
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red) in the air due to the recirculating air flow above the crest, and a thin layer of negative 
vorticity beneath the plunging jet and above the wave trough in front of the breaker. The 
negative vorticity in the water appears first in the front face of the crest, and then spreads 
around the curling plunger where the surface topology changes drastically. The magnitude of 
vorticity in the water is overall smaller than that in the air. 
In the presence of following wind (Figure 3.14e-h), due to large velocity difference  
across the air-water interface, a shear layer of air flow with strong negative vorticity (in blue) is 
attached above the rear face of the breaking wave, and separates from the air-water interface 
at a point where there is an abrupt change in the free surface slope. The free shear layer 
developed downwind of the separation point is sufficiently thin and moves high above the water 
surface, similar to what was observed in Reul et al. (2008). It remains coherent for some 
distance and then disintegrates into vortices, similar to the air flow observed above wind wave 
crests shown in Fig. 6c1 of Buckley and Veron (2016). The air flow structure is similar to that 
over a backward facing step beneath a following wind. In the immediate vicinity shadowed by 
the crest front, however, the air flow is at least partly driven by the wave propagation and 
profile changes. This is demonstrated by the positive vorticity (in red) in front of the plunging 
jet, which is present in the absence of wind (Figure 3.14a-d). A strong clockwise rotating vortex 
(in blue) is formed further downwind after the first plunging breaking, resembling the flow 
structure of a separation bubble, and it was propelled by the separation flow to a much higher 
position than those for the opposing wind (third column in Figure 3.14). It is noted that the 
separated layer after the breaking wave crest does not reattach at the windward face of the 
preceding wave crest, where the presence of a vortex prohibits it from happening. The actual 
reattachment point is further downwind, where the vortex has been advected away from the 
windward face of the preceding crest and the breaking wave crest becomes comparable with 
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the growing preceding wave crest in size. This result implies the significant shadow effect on the 
preceding wave by the rogue wave. 
In the presence of opposing wind (Figure 3.14i-l), a shear layer of positive vorticity 
appears above the wave crest and its rear face due to the recirculating air flow downwind from 
the crest, same as that in the absence of wind. Due to the blunt shaped front face of the wave 
crest, the shear layer separates from the rear face immediately after the apex of the crest, and 
disintegrates into several counter-clockwise rotating vortices (in red). This flow feature is similar 
to that over an airfoil at high angles of attack. These vortices then interact with the right-moving 
free surface below, leading to the formation of vorticity of opposite sign along the rear face of 
the wave. This phenomenon of primary vortices interacting with the free surface and the 
subsequent generation of secondary vortices has been observed experimentally by Techet and 
McDonald (2005) and numerically by Iafrati et al. (2013) in the absence of wind. The positive 
vortices expand and are advected downwind along the surface, and interact with the incoming 
following wave crests propagating against the wind and gradually lose their strength (see Figure 
3.15). 
By the comparisons of the evolution of breaking wave profiles with different wind 
forcing in Figure 3.14, we may draw the conclusion that the breaking location is shifted 
downstream and the breaking is intensified with enlarged plunging tongue and breaker height 
by the following wind. The breaking location is shifted upstream and the breaking strength is 
suppressed by the opposing wind.
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Figure 3.14. Instantaneous velocity field (arrows) and vorticity contours of air flow structure above a dispersive focusing, plunging breaking wave 
group (DF2 in Table 1 of Tian and Choi 2013). Left column (a-d): no wind; middle column (e-h): following wind U0 = 3.2 m/s; right column (i-l): 
opposing wind U0 = -3.2 m/s. Each column represents a successive evolution of the instantaneous wave profile and air flow structure, in a time 
increment of 0.1 s. Note the different scales of color bar for vorticity in each column. 
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Figure 3.15. Time evolution of the wave profile and flow field (arrows) and vorticity (color 
contour) with a time interval of 0.1 s above a dispersive focusing, plunging breaking wave group 
(DF2 in Table 1 of Tian and Choi 2013) in the presence of opposing wind U0 = -3.2 m s-1.
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Figure 3.16. Instantaneous wind pressure contours (color and thin solid lines) corresponding to the air flow structure shown in Figure 3.14.  Left 
column (a-d): no wind; middle column (e-h): following wind U0 = 3.2 m/s; right column (i-l): opposing wind U0 = -3.2 m/s. Arrows indicate the same 
velocity field as in Figure 3.14. 
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3.5.3. Air Flow Separation Effect on Pressure and Momentum Fluxes 
Figure 3.16 shows the instantaneous pressure contours corresponding to the air flow 
structures shown in Figure 3.14. The wind pressure distribution above the breaking wave crest is 
largely in accordance with the crest geometry and the vorticity distribution of the air flow. In the 
absence of wind (Figure 3.16a-d), the minimum and maximum pressure appears above the crest 
and trough, roughly consistent with the potential flow theory. In the presence of following wind 
(Figure 3.16e-h), a pressure depression appears at the core of the clockwise vortex (in blue) on 
the downwind side of the wave crest. In the presence of opposing wind (Figure 3.16i-l), high 
pressure appears at the windward side of the crest, and low pressure above the crest. Two large 
pressure depressions are observed at the leeward side of the crest, corresponding to the two 
counter-clockwise rotating vortices (in red) in Figure 3.14i-l. 
We placed pressure probes ~1 cm above the maximum wave crests following Kharif et 
al. (2008) and Reul et al. (2008), and calculated the form drag, xp  / , and the energy flux, 
tp  / , from wind to waves. Figure 3.17 illustrates the instantaneous surface elevation, 
form drag, and energy flux for the cases presented in Figure 3.14 andFigure 3.16. The specific 
locations of the pressure probes are marked as squares inFigure 3.16. Figure 3.17 indicates that 
the presence of extreme waves enhances the momentum and energy fluxes drastically (c-f), as 
demonstrated experimentally by Kharif et al. (2008). The air flow separation causes pressure 
drops in the leeward side of the crest, and hence strongly affects the wind pressure/wave slope 
correlation as suggested by the experiment in Reul et al. (2008). While the following wind 
transfers momentum to the waves through a positive form drag (Figure 3.17c), the opposing 
wind extracts the momentum from the waves through a negative form drag (Figure 3.17d). The 
negative form drag persists over a noticeably long duration, which eventually would attenuate 
the waves. We noticed that the pressure drop in the presence of following wind is not as 
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pronounced as that in the opposing wind since the vorticity is nearly twice as much as that for 
the following wind. The pressure/slope correlation curve for the following wind (Figure 3.17c) 
has high and narrow peaks, similar to what was observed by Reul et al. (2008) (see their Fig. 
15b). 
 
Figure 3.17. Instantaneous surface elevation (a, b), form drag xp  /  (c, d), and energy flux 
from wind to waves tp  /  (e, f), measured at a location about 1 cm above the maximum 
crest. Pressure probes are marked as white squares in Figure 3.16. The symbol p  indicates the 
instantaneous perturbation pressure due to wave action. 
While the wind-induced drift current is dominant in shifting the focus point, the direct 
wind forcing, which serves to amplify or dampen the wave height through form drag, may 
modify the wave propagation speed through amplitude dispersion and thus indirectly shift the 
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focus point. However, this effect would be conceivably small compared to the wind drift current 
effect. 
3.6. Conclusions and Discussion 
The wind and current effects on the evolution of a 2D dispersive focusing wave group 
are investigated numerically using a two-phase flow model. The turbulence is incorporated by 
the Smagorinsky subgrid-scale stress model, and the air-water interface is captured by the VOF 
method. As the air and water flow are solved simultaneously, the wind influences are 
incorporated through a synoptical dynamical coupling of air and water instead of empirical 
parameterization. The predictions are in good agreement with the experiment without wind and 
with following wind. The effects of opposing wind and the strongly sheared surface layer current 
on the wave group’s evolution are then examined. The separate contribution of direct wind 
forcing and wind-induced drift current is examined. The air flow structure above the extreme 
waves is investigated and linked with the energy flux between wind and wave. 
It was found that the following wind-induced current shifts the focus point downstream 
and delays the wave group’s focusing process. The shifts of focusing point in time and space 
increase with wind speed. Furthermore, the following wind with appreciable magnitude leads to 
a weak increase of the maximum surface elevation at the focus point, and an asymmetry in the 
wave amplification and de-amplification between the focusing and defocusing processes, 
consistent with experimental and numerical results by Touboul et al. (2006) and Kharif et al. 
(2008). On the contrary, the wave amplification and de-amplification is nearly symmetric 
relative to the focus point and the peak wave and duration of the extreme wave event is 
reduced in the presence of opposing wind. 
In the presence of weak following wind, the maximum surface elevation at the focus 
point decreases with increasing wind speed, due to the dominance of the wind-driven current 
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effect over direct wind forcing. The opposite is true for the strong following wind. Contrary to 
the case of following wind, our results show that the opposing wind shifts the focus point 
upstream and accelerates the focusing process of the wave group. 
The present study demonstrates the importance of vertical variation of wind-driven 
current in the evolution of a dispersive focusing wave group. Our model results show that the 
thin surface layer current with a linear and exponential shear reproduces the shift of the focus 
point by the wind forcing better than the depth-uniform current, for opposing wind in 
particular. The depth-uniform current leads to significantly reduced surface elevation for 
following wind, and over-predicted surface elevation for opposing wind, while the thin surface 
layer current leads to reasonable surface elevations for both cases. This result suggests that the 
depth-uniform current is not a proper representation of the wind-driven current effect in wind 
influences on focused wave group. Although all the current profiles reproduce the spatial shift 
of the focus point under wind forcing, we found that only the thin surface layer current with 
vertical shear gives overall better prediction of the observed temporal evolution of wave group. 
As noted by Nwogu (2009), the correct representation of the near-surface current is critical to 
resolve the dynamics of nonlinear wave-wave interactions in strongly sheared current fields.  
Besides the wind, there are other drivers for surface ocean currents such as tides. In 
addition to the wind-driven current, the effect of additional independent current on the wave 
group evolution is also studied. Our results show that adding the surface layer current in the 
same direction as the wave moves the focus point further downstream, therefore, increases the 
fetch and the wave height at the focus point. 
The dynamics of air flow above a plunging breaking wave group is examined. In the 
presence of following wind, a shear layer of high vorticity separates from the breaking wave 
crest, remains detached while being coherent for some distance downstream, and then 
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disintegrates into vortices. A recirculation zone is observed between the detached shear layer 
and the downwind side of the wave crest. This air flow structure is similar to that over a 
backward facing step and a spilling breaker (Reul et al. 2008), as well as over young wind waves 
(Buckley and Veron 2016). After the plunging breaking, a strong clockwise vortex is formed at 
the crest and advected by the separation flow to a higher position. 
In the presence of opposing wind, the air flow structure is similar to that over an airfoil 
at high angles of attack. The counter-clockwise vortices shed from the detached shear layer 
above the rear face of the crest interact with the moving free surface in the opposite direction 
underneath, producing the secondary vortices of opposite sign. Similar phenomena have been 
observed previously for a plunging breaker by Techet and McDonald (2005) and a modulated 
breaking wave group by Iafrati et al. (2013) without wind forcing. It is conjectured that the 
formation of secondary vortices is dependent on the strength of the primary vortex, its distance 
and relative motion to the free surface. The strength of primary vortex for the opposing wind is 
much more pronounced than that for the following wind. This is due to the larger shear created 
by the wind and wave moving in the opposite direction and the blunt shaped wave front face 
under the opposing wind. The primary vortices are advected downwind along the free surface, 
and interact with the incoming wave crests and gradually lose their strength. 
It’s worth noting that the occurrence of similar air flow separation and vortex shedding 
but with smaller magnitude is observed for the non-breaking wave group in Tian and Choi 
(2013). The presence of the steeper wave crest and the broken wave surface in a plunging 
breaking wave group greatly enhances the vorticity generation. These vortices downwind of the 
wave crest enhance the vertical mixing and momentum exchange just above the air-water 
interface. 
69 
 
The wind pressure distribution above the wave is largely in accordance with the wave 
crest geometry and the vorticity field of the air flow. It was found that the presence of extreme 
waves greatly enhances the momentum and energy transfer at the air-water interface. The air 
flow separation causes large pressure drops in the leeward side of the crest, and hence strongly 
affects the wind pressure and wave slope correlation and form drag. These results are 
consistent with experimental observations by Kharif et al. (2008) and Reul et al. (2008). Our 
results indicate that the following wind imparts momentum to and increases the height of the 
wave through a positive form drag, while the opposing wind extracts the momentum from and 
reduces the height of the wave through a negative form drag. The pressure distribution is far 
more complex than that predicted by Jeffrey’s sheltering mechanism in the presence of extreme 
wave and breaking. The local surface pressure may well be affected by the air flow separation 
and vortex originated elsewhere and is not correlated well with the local wave. 
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CHAPTER 4 
 CHARACTERISTICS OF WAVE BREAKING AND BLOCKING IN  
SPATIALLY VARYING OPPOSING CURRENTS 
In this chapter, a Reynolds-Averaged Navier-Stokes (RANS) flow solver is applied to 
investigate the phenomenon of wave breaking and blocking due to strong opposing currents. 
The air-water interface is captured by the Volume of Fluid (VOF) method. The turbulence is 
taken into account by a modified Shear Stress Transport (SST) k  model.  The model is first 
verified with analytical solutions for a linear wave propagating through an opposing current over 
a submerged bar, and then validated against a novel experiment specially designed to study 
wave blocking by spatially varying current without the influence of variable water depth or 
channel width as in the previous studies. The unique capability of the RANS-VOF model allows 
distinct features of current-induced wave breaking and blocking to be revealed through 
extensive case studies. The geometric and hydrodynamic characteristics of current-induced 
breaker, the wave set-down and set-up, energy dissipation rate, and current profile changes are 
analyzed by varying the wave and blocking current conditions. The spatial distribution of 
turbulence energy and vorticity generated in the wave breaking/blocking process is also 
examined.  
4.1. Introduction 
Several laboratory experiments have been dedicated to studying wave blocking in 
spatially varying opposing currents. Lai et al. (1989) investigated the kinematics of wave-current 
interactions and confirmed that waves are blocked when the current velocity is equal to one-
quarter of the deep-water wave phase velocity. Chawla and Kirby (2002) examined the wave 
dissipation in the presence of strong currents and proposed a modified bore model to quantify 
the dissipation. It was found that the current-induced breaking is different from the depth-
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induced breaking in many ways; for example, the former is weak and unsaturated, as opposed 
to the saturated breakers observed in the latter. Ma et al. (2010) observed frequency downshift 
in both non-breaking and breaking waves propagating on a spatially varying opposing current. In 
all these experiments, a variable cross-section is adopted to create a spatial gradient for the 
current with a constant discharge, by placing either a false bottom or side wall along part of the 
flume. As a result, even in the absence of current, the wave would shoal over a sloping bottom 
or steepen in a narrowing flume (see also Smith and Seabergh 2001).  It is difficult to separate 
the effect of current from that of variable depth or channel width. In contrast, Suastika et al. 
(2000) designed a novel experiment in which the flume cross-section was held constant but the 
discharge varied along the flume, thereby creating a longitudinal variation for the current 
velocity without altering the water depth or the flume width. This allows to study the 
characteristics of breaking waves induced solely by the opposing current, such as the geometry 
of breaking waves, the kinematic criteria of breaking onset, and the energy dissipation due to 
breaking. 
Recent progress in breaking wave research has enabled us to identify the possible 
connections between crest geometry and energy dissipation (Perlin et al. 2013). One of the 
most straightforward geometric properties of breaking waves is wave steepness. The limiting 
steepness at which incipient wave breaking occurs depends on the generation mechanism of 
breaking. Tian et al. (2012) identified breaking onset by visually locating vertical wave crest 
fronts, and found that dispersive energy focusing may cause wave breaking at a smaller 
steepness than modulational instability. Wu and Yao (2004) found that strong opposing current 
induces partial wave blocking and increases significantly the limiting steepness of the dispersive 
focusing wave group. The vertical current shear strength also affects the limiting steepness of 
incipient breakers (Yao and Wu 2005). Ma et al. (2013) observed, however, that the limiting 
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steepness of a modulated wave group propagating against opposing current was smaller than 
that in quiescent water, and that the opposing current has limited influence on the geometric 
properties of extreme waves such as skewness and asymmetry. 
 
Figure 4.1. Definitions of local wave parameters following Kjeldsen and Myrhaug (1979).  Wave 
steepness ak=πH/L. Crest-front steepness is defined as ε=h’/L’. MWL indicates mean water level. 
Compared with wave steepness, ak, the crest-front steepness, ε, (Figure 4.1) is more 
appropriate for describing the local crest geometry and therefore may serve as a better 
indicator for predicting the onset of breaking (Perlin et al. 2013). Note that for a limiting Stokes 
wave in deep water, the limiting values of wave steepness and crest-front steepness are 0.44 
and 0.48, respectively (Wu and Nepf 2002). Kjeldsen and Myrhaug (1979) reported that the 
breaking crest-front steepness ranges between 0.32 and 0.78. Bonmarin (1989) found that the 
average crest-front steepness at breaking onset increases from 0.38 for spilling breakers to 0.61 
for plunging breakers. Wu and Nepf (2002) reported the same value of crest-front steepness at 
the onset of 2D spillers. The crest-front steepness for 3D breaking waves increases slightly to 
0.39 for spilling breakers with directional spreading, and to 0.41 for those with directional 
focusing. 
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The Reynolds-Averaged Navier-Stokes (RANS) solver along with a Volume of Fluid (VOF) 
free surface capturing scheme and a turbulence closure model has become popular in studying 
breaking waves in the surf zone (Lin and Liu, 1998a; Mayer and Madson, 2000; Lubin et al. 2006; 
Wang et al. 2009b; Bakhtyar et al. 2010; Pedrozo-Acuña et al. 2010; Xie, 2012; Chella et al. 2015; 
Brown et al. 2016). However, these RANS-VOF models have not been employed to study 
current-induced breaking waves. Previous models used to study wave blocking cannot resolve 
the wave breaking process, e.g. the inviscid potential flow theory based model (Moreira and 
Peregrine, 2012; Moreira and Chacaltana, 2015), the surface-following Navier-Stokes equation 
based model (Mayer et al. 1998; Wu et al. 2010), the Boussinesq-type model (Chen et al. 1998; 
Zou et al. 2013), and the mild-slope equation based model (Kirby 1984; Chen et al. 2005; Toledo 
et al. 2012; Touboul et al. 2016). Though more computationally intensive, the RANS-VOF model 
is an ideal candidate for resolving the underling physics associated with wave breaking and 
blocking. 
The objective of this paper is to investigate wave breaking and blocking due to strong 
opposing currents with variable strength in the wave direction and the subsequent horizontal 
current shear using a RANS-VOF model. The SST k  turbulence model by Menter (1994) is 
extended by modifying the production term to avoid excessive turbulence generation in interior 
flow. A novel numerical wave-current flume is developed for wave breaking and blocking solely 
due to current, excluding the effect of varying water depth and flume width in the previous 
studies. Following the introduction in Section 4.1, the model is described in Section 4.2 along 
with the theory of wave action conservation in the presence of currents. In Section 4.3, the 
model is first verified with the analytical solutions based on the wave action conservation. In 
Section 4.4, the model is then validated against the measurements from a novel experiment on 
wave blocking. In Section 4.5, the geometric and hydrodynamic characteristics of the current-
74 
 
induced breaker, i.e., the crest geometry at breaking onset, kinematic breaking criterion, wave 
set-down and set-up, energy dissipation, turbulence and vorticity distribution, and current 
profile changes are examined. The effects of current horizontal gradient on these processes are 
also investigated. Conclusions are drawn in Section 4.6. 
4.2. Methodology 
In the present study, an extended version of the OpenFOAM’s RANS solver, the 
waves2Foam package (Jacobsen et al. 2012), is employed to investigate the phenomenon of 
wave blocking. The package includes wave generation and absorption using the relaxation zone 
technique, which requires longer computational domains (1~2 wave lengths) to avoid wave 
reflection. On a different approach, Higuera et al. (2013) presented an active absorbing 
boundary condition without incurring extra computational burden. However, this approach 
excludes the presence of current and is based on the assumption of shallow water waves, 
making it inappropriate to be applied to waves beyond shallow waters. This study considers the 
blocking of waves in relatively deep waters, and waves will propagate out of the domain if not 
completely blocked by the opposing current. Therefore, the relaxation zone technique is 
adopted; it works adequately even in the presence of currents. 
4.2.1. Governing Equations for Porous Media Flow 
A perforated false bottom is often used in experiments to generate currents. Instead of 
simulating explicitly the perforated false bottom, we model it as a thin layer of porous media 
continuum, through which the water flows out of the bottom smoothly. The flow and VOF 
equations for a clear fluid, Eqs. (2-1), (2-2), and (2-6), need modification when applied to flows 
in a porous media. The Darcy-Forchheimer approximation is used to model the flow resistance 
due to the presence of porous media (Whitaker 1996). The momentum equation including the 
effect of porous media is given by (Higuera et al. 2014) 
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where n  is porosity defined as the volume ratio of voids over a control volume, U  is now the 
volume-averaged Darcy velocity related to pore (intrinsic) velocity, *U , by nU/U*  , c  is an 
coefficient accounting for the added mass effect, and 
p
F  is the resisting force due to the 
presence of the porous media 
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The resistance coefficients, a  and b  in Eq. (5), are respectively due to the linear and nonlinear 
quadratic friction. They have been parameterized depending on the fluid viscosity, porosity and 
mean nominal diameter of the porous media, and the Keulegan-Carpenter number for 
oscillatory flows (Van Gent 1995). 
The VOF advection equation accounting for the effect of porosity is 
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where the correction factor n/1  ensures that the VOF   is within 0 and 1 even in the 
presence of porous media. 
The above equations have been incorporated independently by Higuera et al. (2014) 
and Jensen et al. (2014) into the OpenFOAM-based RANS-VOF solver. The implementation of 
porous media flow by Higuera et al. (2014) does not interfere with mesh generation. Thus after 
generating the mesh, the user still has the freedom to designate areas occupied by porous 
media. It is straightforward to assign different properties, such as porosities and resistance 
coefficients, to different layers of porous media. We adopt the approach by Higuera et al. (2014) 
in this study, and implemented this porous media flow treatment and incorporated it in the 
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waves2Foam package (Jacobsen et al., 2012), along with the modified SST k  closure model 
introduced in the next section. 
4.2.2. Turbulence Modeling  
One of the turbulence models embedded in OpenFOAM and waves2Foam, the Shear-
Stress Transport (SST) k  model, is improved and used in this study due to its merits in flow 
with adverse pressure gradients and separations. Menter (1994) introduced this two-equation 
turbulence model by combining the best features of k  in the free shear flow and k  in 
the inner part of the boundary layer. The model solves the transport equations for the turbulent 
kinetic energy, k , and the specific dissipation,  , 
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where a production limiter is used to prevent the build-up of turbulence in stagnant regions, 
  kPP
kk
*10,min
~
                                                                        (Eq. 4-6) 
The blending function in Eq. (8), 
1
F , is equal to zero outside the boundary layer ( k  model), 
and switches to one inside the boundary layer ( k  model). 
In standard formulations the production, 
k
P , is based on the strain rate tensor,  
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                                                                         (Eq. 4-7) 
Using linear stability analysis, Mayer and Madsen (2000) demonstrated that this formulation 
generates turbulent kinetic energy in a potential flow. Jacobsen et al. (2012) reported that 
waves on the seaward side of the breaking point were dissipated due to the nonphysical non-
zero shear in the potential part of the flow. The present authors observed the same 
phenomenon when running the model over tens of wave periods; the unphysical wave 
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dissipation was more significant for short waves than for long waves. Mayer and Madsen (2000) 
suggested that using a rotation-based production term would eliminate the problem of spurious 
turbulence generation. In this study, following Mayer and Madsen (2000), the production term 
is formulated as follows 
2
tk
P                                                                                     (Eq. 4-8) 
where ijijWW2  is the magnitude of the rotation tensor 
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The turbulent eddy viscosity, 
t
 , is calculated by 
  
 
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1
,max SFa
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t
  
                                                                     (Eq. 4-10) 
where ijij SSS 2 is the magnitude of strain rate, and 2F  is a second blending function. 
The two blending functions are defined as 
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where y  is the distance of a given grid point to the nearest wall. 
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Each of the constants, 

      ,,,
k
, in Eqs. (4-4~4-5) are blended by 
  
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4.2.3. Initial and Boundary Conditions 
The first step to model wave blocking is to generate a fully developed, spatially varying 
opposing current field, against which the wave will propagate. The initial condition for the 
current-only flume is a given current field which typically does not satisfy mass conservation at 
each longitudinal cross-section of the flume. Therefore, free surface disturbances result. To 
damp these undesired disturbances, two relaxation zones are adopted at the left and right 
boundaries (see Figure 4.2 and Figure 4.5). Once the opposing current field reaches an 
equilibrium state, waves are generated by specifying the water particle velocities at the left 
wavemaker boundary. 
The inflow boundary condition for the numerical wave-current flume is case dependent. 
If the water current into the flume is withdrawn out of the flume fully via the bottom (see Figure 
4.5), it’s unnecessary to superimpose additional current velocity at the wavemaker. Otherwise, 
the current velocity is imposed at the wavemaker in addition to the wave velocity (see Figure 
4.2). No-slip condition is imposed on the solid boundary at the bottom. Open air boundary is 
applied to the atmosphere above the free surface. 
For the turbulence field, the law of the wall is applied near the solid boundary to the 
turbulent kinetic energy k , specific dissipation  , and eddy viscosity 
t
 . A small amount of 
turbulent kinetic energy is seeded in both the initial and inflow boundary conditions, 
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 25.0 Ck   where C  is wave celerity and 
3105.2  . The corresponding initial and inflow 
conditions for the specific dissipation are determined from Eq. (4-10) and a small eddy viscosity 
ratio 10  so that   /
t
 (Lin and Liu 1998a). 
4.2.4. Wave Action Conservation 
Bretherton and Garrett (1968) showed that wave action is conserved in the presence of 
a current. For a monochromatic wave propagating through a one-dimensional current, the 
principle of wave action conservation is given by 
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                                                             (Eq. 4-15) 
where E  is wave energy density per unit surface area, 
c
kU  intrinsic wave frequency 
relative to an observer moving at velocity 
c
U ,   absolute frequency relative to a stationary 
observer, k  wave number, and kC
g
 /  wave group velocity in a stationary frame. 
Assuming steady wave conditions, Eq. (4-15) reduces to 
  constEUC
cg


                                                                      (Eq. 4-16) 
Since wave energy density is proportional to the amplitude squared, the wave 
amplitude, A , in the presence of a current of velocity, 
c
U , can be obtained as 
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cg
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

00
0
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                                                                   (Eq. 4-17) 
where the subscript 0 represents the corresponding values at a reference point. It’s seen that 
wave amplitude becomes infinite when 
cg
UC  . This is the critical current velocity at which 
wave blocking occurs. For deep water waves, the critical current speed is related to phase 
velocity, 
0
C , by 4/
0
CU
c
  (Mei 1983). The location of the blocking point can be determined 
by the linear dispersion relation 
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khgk tanh2                                                                             (Eq. 4-18) 
or a third-order Stokes dispersion relation when the effect of amplitude dispersion is significant 
(Chawla and Kirby 2002) 
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4.3. Wave Propagation over a Submerged Bar 
In this section the model is verified with the analytical solution for a linear wave 
propagating against an opposing current. The spatially varying current is achieved by placing a 
submerged bar over an otherwise flat bottom. Figure 4.2 illustrates the present model setup for 
the wave blocking study by Mayer et al. (1998). A steady uniform current, Uc = -0.1 m/s, is 
introduced into the flume through the right end. To maintain mass conservation, the same 
current velocity is superimposed to the wave velocity imposed at the left wavemaker boundary. 
Two relaxation zones are adopted to damp the initial free surface disturbances generated by the 
current. The relaxation zone at the wavemaker boundary has a length of 5 m, and the other at 
the current inflow boundary 6 m. 
 
Figure 4.2. Model setup for a linear wave propagating against an opposing current over a 
submerged bar. The uniform current velocity introduced through the right end is superimposed 
to the wave velocity at the wavemaker boundary. Bar crest is located 0.1 m below the still water 
level. 
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The base mesh spans the computational domain, 34 m in length and 0.5 m in height. A 
uniform grid of 0.01 m is used in the horizontal direction. Graded mesh is used in the vertical 
direction, with the coarsest grid 0.04 m at the bottom and finest grid 0.003 m at the free 
surface. The base mesh is then intersected with the bathymetry of the submerged bar using the 
“snappyHexMesh” utility in OpenFOAM. The final mesh totals about 0.11 million cells. 
The simulation is completed in two steps: generate a steady current field and then 
impose waves on top of the current. In the first step a uniform current profile is initialized 
everywhere inside the flume. A steady state is achieved when the differences between free 
surface profiles and the current fields at two instants, e.g. 45 s vs. 50 s, become negligibly small. 
Figure 4.3a shows the spatial distribution of mean surface elevation in the presence of the 
current. It’s seen that the model prediction is in good agreement with the analytical solution 
from open channel flow theory, which is obtained by solving the mass conservation and energy 
equations 
  hUhU
coc0
, gUU
cc0
 22
2
1
2
1
                                                (Eq. 4-20) 
Where 
c0
U , 
o
h  are current velocity and water depth at deeper water region, 
c
U , h  are local 
current velocity and water depth above the bar, and   is mean surface elevation with respect to 
the still water line. The maximum current velocity (-0.44 m/s) occurs at the bar crest, resulting in 
the largest dip (-0.009 m) in the mean surface elevation.  It’s noted that this agreement cannot 
be achieved when using shorter relaxation zones at the inlet and outlet boundaries. 
After the current field is generated following the above procedure, linear waves of wave 
height H = 0.005 m and period T = 1.0 s and 2.0 s are generated at the inlet and propagate 
against the opposing current. Figure 4.3b and c show snapshots of wave profiles at time 60T and 
amplitude envelopes calculated from the principle of wave action conservation (Eq. 4-17). 
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Consistent with the linear wave action theory, the predicted waves shorten and steepen in the 
presence of increasing opposing current.  
 
 
 
Figure 4.3. (a) Predicted mean surface elevation compared with theory in the presence of 
current only without wave effects, and (b,c) snapshots of model predicted wave profiles (solid 
lines) at time 60T. Amplitude envelopes (dashed lines) are given by the linear wave action 
theory (Eq. 4-17) in the presence of the opposing current in (a), for waves with period (b) T = 1.0 
s, (c) T = 2.0 s. 
The current velocity at the bar crest is Uc = -0.44 m/s, while the theoretical blocking 
current is Uc = -0.39 m/s for 1.0 s wave, and Uc  = -0.78 m/s for 2.0 s wave. As seen in Figure 
4.3b-c, waves with period T = 1.0 s are blocked before reaching the bar crest (x = 17 m), while 
(a) 
(c) 
(b) 
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waves with period T = 2.0 s propagate through the bar crest. The present model predicts well 
the growing trend of wave height along the upward slope of the bar. Note that while the linear 
wave theory predicts unrealistically large amplitude at the blocking point (Figure 4.3b), the 
present model predicts finite values. 
 
 
Figure 4.4. Comparison of (a) free surface displacement in the presence of wave (T = 2.0 s), 
current, and both wave and current, and (b) wave amplitude spectrum with and without current 
effect at x = 24.0 m from the inlet. 
Figure 4.4a shows the predicted wave profiles (T = 2.0 s) with and without the opposing 
current effect. It is seen that the wave profile in the presence of current oscillates around the 
mean surface elevation due to the modulation of the spatially varying current. The waves 
passing over the bar nearly recover the original sinusoidal shape at the wavemaker boundary. In 
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the absence of current the waves behind the bar are, however, not regular, containing a number 
of higher harmonics. It is well known that the bound harmonics generated during the shoaling 
process are to be released as free waves when they propagate into deeper water beyond the 
bar crest, leading to transformation of skewness and asymmetry of wave profiles (Beji and 
Battjes 1993; Peng et al. 2009; Zou and Peng 2011). These free waves propagate at different 
speeds from the primary wave, resulting in irregular wave profiles as seen in Figure 4.4a. Note 
that in the presence of opposing current, higher harmonics are blocked before reaching the 
leeside of the submerged bar, therefore, low-pass filtered as shown in the amplitude spectrum 
for the surface elevations at x = 24.0 m behind the bar (Figure 4.4b). 
Table 4.1. Wave and current conditions for the 16 wave blocking case studies. 
Case 
Period 
T (s)  
Height 
H (cm) 
kH/2 kh Current (m/s) 
1* 1.1 4.6 0.080 1.91 
   









.2355.0
231111046.0
110
x,
x ,x
x,
xU
c
  
2* 1.2 4.4 0.066 1.65 
3 1.3 5 0.066 1.46 
4 1.4 5 0.059 1.31 
5* 1.1 6.8 0.117 1.90 
6 1.1 11 0.188 1.88 
7* 1.2 6.5 0.097 1.65 
8 1.2 12 0.178 1.63 
9 1.1 4.6 0.080 1.91  
 
   









.2055.0
201414092.0
140
x,
x ,x
x,
xU
c
  
10 1.2 4.4 0.066 1.65 
11 1.3 5 0.066 1.46 
12 1.4 5 0.059 1.31 
13 1.1 8 0.138 1.89 
14 1.1 11 0.188 1.88 
15 1.2 8 0.120 1.64 
16 1.2 12 0.178 1.63 
*Note: the wave and current parameters for cases 1,2,5, and 7 are chosen to be the same as the 
experiments by Suastika (2004) to validate the present model. 
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4.4. Wave Blocking over a Flat Bottom 
In the previous section the spatially varying opposing current is generated by changing 
the flume bathymetry, therefore, the water depth. This set-up leads to the depth-induced 
changes of wave wavelength/amplitude and wave breaking if the incident wave is large enough. 
As the objective of the present study is to elucidate the current effect on wave breaking, a 
different approach is adopted in this section to generate the spatially varying opposing current 
without changing the water depth. We first describe the novel experiment designed by Suastika 
(2004) to study wave blocking, then present our model setup and predictions compared with 
the experimental measurements. 
4.4.1. Physical Experiment 
The 40 m long flume was equipped with a wave generator at one end and permeable 
wave damping materials at the opposite end where the water could flow into the flume with 
controlled discharge (Suastika 2004). At a 12 m long measurement section in the middle of the 
flume, the current discharge from right to left was gradually withdrawn through a perforated 
false bottom and is brought to zero at the left end of the flume. To better control the 
streamwise current discharge variations, the 12 m long measurement section was divided 
equally into six compartments. Downstream from the measurement section a stagnation region 
exists where the cross-sectional averaged current velocity is zero. It is in this region that waves 
were generated by a piston-type wavemaker with a second-order wave solution input and 
automatic reflection absorption. 
4.4.2. Numerical Flume 
Figure 4.5 shows the present 2D model setup for the experiment on wave blocking. The 
same Cartesian coordinate system is used as in the experiment. The x-axis is postive in the 
incident wave direction, and the z-axis positive upwards with z = 0 located at the still water 
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level. The 12 m long section with variable discharge spans from x = 11 m to x = 23 m. The 
maximum flow discharge in the flume is Qm = 0.12 m3/s, the flume width b = 0.4 m, and the still 
water depth h = 0.55 m. Thus the depth-averaged current velocity in the constant discharge 
region is Uc = Qm /bh = -0.55 m/s. 
 
Figure 4.5. Computational domain setup to simulate the novel experimental study on wave 
blocking (Suastika 2004). Current is introduced into the flume through the right boundary. As 
water flow is gradually withdrawn over the bottom portion x = 11~23 m, the depth-averaged 
current velocity decreases in magnitude downstream and is brought to zero at and beyond x = 
11 m. Waves are generated in the stagnant region without current effect on the left boundary. 
Second-order waves are generated at the left boundary. Uniform current profile is 
applied at the right boundary. Two relaxation zones are used to damp the initial free surface 
disturbances generated by the current. They also serve to absorb the reflected and outgoing 
wave energy, respectively, at the wavemaker and current inflow boundaries. To account for the 
perforated false bottom in the experiment, we designate a 12 m long porous media region 
covering 3 layers of grids at the flume bottom. A constant velocity of 0.025 m/s is applied over 
the 12 m long bottom section, x = 11~23 m, ensuring that the mass inside the flume is 
conserved. 
The computational domain spans 22 m in the horizontal direction and 0.7 m in the 
vertical. The base mesh has a uniform grid of 0.02 m in both directions. In the vicinity of the free 
surface, the base mesh is consecutively refined once over the region -0.39 m < z < 0.11 m, and 
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twice over -0.09 m < z < 0.09 m. The finest grid size at the free surface is 0.005 m in both 
directions. The final mesh totals about 0.24 million cells. 
As in the previous case, we first run the model to generate a steady current field and 
then impose waves on top of it. The numerical flume is initialized with a spatially varying current 
field according to 
   









.23545.0
231111046.0
110
x,
x ,x
x,
xU
c
                                                   (Eq. 4-21) 
The horizontal shear of the longitudinally varied current is 1046.0/  sxU
c
  , which 
is consistent with the experimental design in Suastika (2004).  A steady current field is achieved 
after running the model for about 200 s. When imposing a monochromatic wave with period T = 
1.1 s on this current, it requires at least 70 periods for the waves to reach a quasi-steady state. 
The effect of current gradient on wave breaking and blocking is studied by employing a second 
current field with twice the horizontal gradient, 1092.0/  sxU
c
  , as listed in Table 4.1, 
   









.2055.0
201414092.0
140
x,
x ,x
x,
xU
c
                                                   (Eq. 4-22) 
These results will be reported in the next section. Note that the two current profiles, Eqs. (4-21) 
and (4-22), have the same horizontal velocity at the middle point, x = 17 m, of their respective 
porous bottom. 
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Figure 4.6. Comparison between predicted current profiles and measurements. (a) Longitudinal 
distribution of model and theory predicted depth-averaged current velocity. (b) Vertical current 
profiles predicted (solid lines) at locations x = 17, 18, 19, and 20 m. and measured (symbols) at x 
= 17, 18, and 19 m in Suastika (2004). 
4.4.3. Current Profiles 
Figure 4.6a shows the predicted longitudinal distribution of the depth-averaged current 
velocity. The theoretical distribution is calculated by dividing the local discharge, Q(x), over the 
cross-sectional area, bh,  
Uc (x) = Q(x)/bh.                                                                (Eq. 4-23) 
(b) 
(a) 
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As a result of the uniform withdrawal through the 12 m long porous bottom, the local discharge 
decreases linearly downstream from Qm = 0.12 m3/s at x = 23 m to zero at x = 11 m. The 
experimental data were collected in the central plane of the measurement section. It’s seen that 
both the prediction and the measurement show a nearly constant gradient, which is consistent 
with the theoretical calculation. The magnitudes of both the predicted and the measured 
longitudinal velocity are larger than the theoretical value, which is expected since the 
theoretical calculation ignores the boundary layer effects. We notice, however, that the 
measured velocity has even larger magnitude than the prediction. The lateral boundary layers at 
the flume side walls, which are neglected by the present 2D model, are partly responsible for 
this difference. The way the water flow was withdrawn in the physical flume through the 
perforated false bottom may also contribute to the discrepancy. Lateral profiles measured 
across half the flume width showed that the longitudinal velocity decreases linearly from the 
center of the flume to the side wall (Suastika 2004). Placing a suction pipe in the center of the 
flume naturally makes the water flow faster at the pipe’s immediate vicinity. 
Figure 4.6b shows the predicted vertical current profiles at four cross-sections x = 17, 
18, 19, and 20 m, and the measured profiles at x = 17, 18, and 19 m. It’s noticed that both sets 
of current profiles are approximately uniform in the middle part of the water column, and 
decrease slightly in magnitude towards the water surface. The flow discharge is decreasing 
towards the wavemaker because of the gradual withdrawal of water through the flume bottom. 
Therefore, the flow speed at the surface is expected to decelerate and slight vertical shear 
appears. Consistent with the trend of depth-averaged current velocity (Figure 4.6a), we observe 
that the predicted current profile has smaller magnitude, and seems to lag spatially compared to 
the measured profiles by 1 m. The predicted vertical current profiles agree well with the 
measurements if the latter are shifted 1 m upstream, i.e. from x = 19 m to x = 20 m. This 
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discrepancy observed in the current profiles is taken into account when comparing the wave 
amplitude evolutions in the next sub-section.  
4.4.4. Wave Amplitude Evolution 
Monochromatic waves with target wave height H = 5 cm and 7 cm and period T = 1.1 s 
and 1.2 s for cases 1, 2, 5, 7 in Table 4.1 are generated on top of the developed current field.The 
theoretical blocking current is Uc = -0.43 m/s for a 1.1 s wave, and Uc = -0.47 m/s for a 1.2 s 
wave, both of which are smaller in magnitude than the maximum depth-averaged current 
velocity at the constant discharge region, Uc = -0.59 m/s. Therefore, wave blocking is expected 
to occur for both cases. 
 
 
Figure 4.7. Wave profiles and dynamic pressure (color bar) distribution at t = 81 s. (a) Case 1: T = 
1.1 s, target H = 5 cm; (b) Case 2:  T = 1.2 s, target H = 5 cm. Units in Pa for dynamic pressure. For 
both cases Uc = -0.55 m/s, horizontal current gradient -0.046 s-1 over x = 11~23 m. 
Figure 4.7 shows the snapshots of wave profiles and dynamic pressure distribution for 
waves with a period T = 1.1 s and T = 1.2 s propagating against the opposing current field. As the 
current velocity increases in magnitude from left to right, the waves propagating toward the 
right become increasingly steeper because of the shortening wavelength and amplifying wave 
(b) 
(a) 
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height. The wave crest is sharpened and the trough flattened due to increased wave 
nonlinearity, which leads to increasingly larger positive skewness (Figure 4.8a). Near the 
breaking point, the wave starts to pitch forward and the wave asymmetry becomes negative 
(Figure 4.8b). Both wave skewness and asymmetry are important nonlinear features of a 
breaking wave (Babanin et al. 2007). These behaviors are similar to waves propagating over a 
beach where decreasing water depth has the same effect on the wavelength and propagating 
speed as increasing opposing current in the wave direction (Elgar et al. 1990; Wang et al. 
2009b).  
 
Figure 4.8. Spatial evolution of wave skewness (a) and asymmetry (b) for the two cases shown in 
Figure 4.7. 
Slight wave breaking is observed, and as a result wave height decays. Both waves are 
completely blocked some distance away from the incipient breaking location, with the 1.2 s 
wave being blocked further downstream from the wavemaker than the 1.1 s wave. We note 
that the dynamic pressure (excess in pressure with respect to the hydrostatic) for the 1.2 s wave 
penetrates deeper into the water column than that for the 1.1 s wave, since the 1.2 s wave has 
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longer wave length than the latter even in the presence of the same current field. The pressure 
field beyond the blocking point is purely hydrostatic. 
 
Figure 4.9. Predicted (lines) and observed (symbols) primary wave amplitude evolution by 
Suastika (2004) in the presence of spatially varying opposing current. (a) Cases 1 and 5, T = 1.1 s, 
target H = 5 and 7 cm; (b) Cases 2 and 7, T = 1.2 s, target H = 5 and 7 cm. For all four cases Uc = -
0.55 m/s, horizontal current gradient -0.046 s-1 over x = 11~23 m. 
Figure 4.9 shows the primary wave amplitude evolution along the flume for the 4 
validation cases in Table 4.1. Compared with the experimental data, the present model captures 
the amplifying effect of the increasing opposing current on the wave amplitude, and the 
complete blocking of waves in regions with strong current. As shown by the vertical current 
profile comparisons in Figure 4.6b, the experimental data is shifted 1 m away from the 
wavemaker toward the right boundary. The blocking point for the 1.2 s wave is located more 
downstream from the wavemaker since its group velocity and thus blocking current velocity are 
larger than the counterparts for the 1.1 s wave. 
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Although reasonable agreement is achieved between the prediction and the 
experiment, it’s instructive to consider the possible factors that may account for the 
discrepancy. The first and foremost factor is the steady current field, on top of which the 
monochromatic wave is generated to propagate against. As the measured vertical current 
profiles are available only at a few stations between x = 17~19 m, there is uncertainty with 
regards to the predicted current profiles at other stations. Furthermore, there is a significant 
lateral variation of the current velocity as measured in Suastika (2004). The slight 3D effect of 
the current field may contribute to the spatial oscillation of the instantaneous blocking point, 
complicate the wave breaking process (Wu and Nepf 2002), and therefore affect the wave 
amplitude evolution along the flume. 
Another possible factor responsible for the discrepancy is the presence of the 
perforated false bottom in the experiment, which consisted of two perforated plates with 
different porosities. Suastika (2004) observed significant wave damping even in the absence of 
current and ascribed this mainly to the perforated false bottom. In the present study we do not 
model the two plates explicitly, and simply designate a thin layer of grids at the flume bottom as 
a porous media continuum. Some preliminary tests were conducted to assess the wave 
dissipation in the absence of current. We note that employing porous media to represent the 
perforated false bottom, as expected, results in wave damping. The damping coefficient is, 
however, about one-third of that from the measurement. Attempts were also made by adjusting 
the porosity and resistance coefficients of the porous media to attain the same level of wave 
damping as in the experiment. However, no significant difference was seen in the damping 
coefficient. It seems challenging to achieve the same level of damping by modeling just a thin 
layer of porous media at the flume bottom. The under-prediction of wave damping in the 
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absence of current may contribute to the larger wave height prediction in the presence of 
current (Figure 4.9b). 
4.5. Characteristics of Wave Breaking and Blocking  
In this section, the geometric properties of current-induced breaking waves, such as the 
limiting wave steepness and breaking crest asymmetry, are first quantified. The kinematic 
breaking criterion is assessed by comparing the horizontal particle velocity at the crest with that 
of the crest propagation. Similar to shoaling waves in the surf zone, wave set-down and set-up 
caused by the current-induced shoaling and breaking process are analyzed. The wave energy 
dissipation around the breaking/blocking point is studied by examining the wave height 
evolution along the flume. The turbulence and vorticity distribution for the current-induced 
wave breaking is also investigated. The current profiles are observed to change as a result of 
wave-current interaction. The effect of horizontal current gradient on these quantities is also 
examined. 
4.5.1. Crest Geometry at Breaking Onset 
The limiting wave steepness associated with incipient wave breaking is defined as 
LHHkak /2/                                                                   (Eq. 4-24) 
where a, H, k, and L are, respectively, the local wave amplitude, height, wave number, and wave 
length at the breaking onset (Figure 4.1). The wave height is determined by the elevations of the 
crest and the adjacent preceding trough. The wave length is defined as the distance between 
the two troughs adjacent to the incipient breaking crest. We note that in the presence of a 
spatially varying current, the wave length varies along the flume. Therefore, enclosing the crest 
in the middle of the defined wave length would be more accurate than defining the wave length 
as the distance between two zero up-crossings or down-crossings. In addition, the presence of 
current field results in a departure of the mean surface elevation from the still water level. Using 
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two troughs to determine the wave length avoids the difficulty of defining zero-crossings from 
the spatial wave profiles. 
 
 
 
 
Figure 4.10. Spatial distribution of horizontal velocity around the incipient breaking crest (a 
zoom in view near the free surface and breaking points) for case 1, target H = 0.05 m, T = 1.1 s, 
Uc = -0.55 m/s, horizontal current gradient -0.046 s-1 at time instant of (a) 82.10 s; (b) 82.20 s; (c) 
82.30 s; (d) 82.60 s. 
 
(d) 
(a) 
(c) 
(b) 
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For all the cases listed in Table 4.1, the limiting wave steepness, ak, ranges from 0.29 to 
0.32, with an average of ak = 0.3, far less than the limiting value of 0.44 for a deep water Stokes 
wave. The wave steepness at breaking onset seems insensitive to the initial wave height, period, 
and horizontal current gradient. It appears that the steepening effect of the opposing current 
decreases considerably the limiting steepness. It’s worth noticing that when proposing an 
empirical bulk dissipation formula for current-limited wave breaking, both Chawla and Kirby 
(2002) and Suastika and Battjes (2009) used the same value of steepness, ak = 0.3, to indicate 
the breaking onset. Reasonable agreement was obtained in their model-data comparisons of 
wave height evolution. 
Besides determining the wave length directly from the spatial wave profiles, we 
calculated the wave length, L = CT, from the phase velocity, C, determined from the temporal 
surface elevations recorded by wave probes. The phase velocity calculated around the breaking 
crest is 0.91 m/s for 1.1 s wave (case 1), and 0.94 m/s for 1.2 s wave (case 2). This reduces the 
limiting steepness to 0.26~0.27 for the two waves. The reason for the discrepancy is that using 
the temporal surface elevations in the vicinity of incipient breaking results in a propagation 
velocity for the crest, which is not necessarily equal to the phase velocity (Shemer and Liberzon 
2014). 
To calculate the crest-front steepness, the mean water level needs to be determined 
first. We placed a number of densely-spaced probes around the breaking crest and recorded the 
temporal changes of surface elevations. The mean surface elevations at each probe were then 
deducted from the spatial wave profiles. The average value of the crest-front steepness for the 
two cases in Figure 4.7 is ε = 0.39, which is close to 0.38, measured at the onset of 2D spilling 
breakers (Wu and Nepf 2002). The latter study induced wave breaking by employing the 
dispersive focusing mechanism in the absence of current. The similar values of the crest-front 
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steepness between the two suggest that the current-induced wave breaking may share some 
characteristics of spilling breakers, such as wave breaking strength. We note that if the mean 
water level is assumed to be the same as the still water level, the crest-front steepness would be 
slightly higher, ε = 0.42. 
4.5.2. Kinematic Breaking Criterion 
The kinematic breaking criterion involves determining the horizontal water particle 
velocity at the crest and the crest propagation velocity (Shemer and Liberzon 2014). Figure 4.10 
shows four snapshots of horizontal velocity distribution around the incipient breaking crest. It’s 
seen that the maximum horizontal velocity appears at the crest tip (Figure 4.10a-b). Wave 
breaking is initiated at the crest’s forward face when the particle velocity becomes larger at a 
later instant, t = 82.30 s (Figure 4.10c). 
Two independent methods are applied to determine the actual crest propagation 
velocity. The first method estimates the rate of crest displacement from the spatial wave 
profiles. The estimated crest velocity from the spatial wave profiles in Figure 4.10a-b, is 0.92 
m/s. The second method uses the temporal surface elevations recorded at wave probes around 
the breaking point. The instants of occurrence of maximum surface elevations are identified, 
and the averaged time lag determined. The crest velocity calculated from the second method is 
0.91 m/s, very close to that determined from spatial wave profiles. 
The maximum horizontal velocity at breaking onset (Figure 4.10b) is about 0.94 m/s, 
slightly larger than the crest velocity determined from the two methods above. This confirms 
the kinematic criterion for the inception of wave breaking in the presence of a strong opposing 
current, and complements the experimental evidence of Shemer and Liberzon (2014) who 
confirmed the kinematic criterion for a spilling breaker in the absence of current. It’s plausible to 
assume that beyond the incipient breaking, the accumulation of mass at the crest leads to the 
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formation of a bulge on the forward face of the crest (Duncan et al. 1999). Similarly, we note 
that for current-induced wave breaking, a bulge forms on the crest’s forward face (Figure 
4.10d). The bulge persists on the front face and soon it breaks down into turbulence. This is 
consistent with the visual observation of whitecaps in waves breaking on and then blocked by 
currents (Suastika 2004). 
4.5.3. Discussion on Breaker Type 
The process of wave shoaling and breaking is, to some extent, similar to that over a 
sloping beach. It’s well known that the type of breaking waves on a sloping beach can be 
reasonably determined by a surf similarity parameter, or Iribarren number, 
000
//tan LH                                                                  (Eq. 4-25) 
0
//tan LH
bb
 
                                                                 (Eq. 4-26) 
where   is the slope angle of the beach, and the subscripts 0 and b indicate, respectively, the 
values in deep water and at the breaking point. According to Battjes (1974), a critical value 
demarcating the spilling and plunging breakers is approximately 5.0
0
  and 4.0
b
 .  
Assuming the beach slope is in analogy with the magnitude of the large current gradient 
in Table 4.1, i.e. 092.0tan  , the Iribarren number using wave parameters in deep water is 
69.0~38.0
0
  (cases 8-16). The Iribarren number using wave parameters at the breaking 
point can be calculated using the incipient breaking wave steepness determined in Section 4.5.1, 
(ak)b = πHb/Lb = 0.3. Approximating that Lb = L0/2, which is actually accurate only at the blocking 
point (Mei, 1983), Hb/L0 = 0.15/π = 0.048. This leads to 42.0
b
 , close to the critical value 
demarcating the spilling and plunging breakers in the surf zone. 
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Irrespective of the choice of the Iribarren number, only the spilling type of breaker is 
observed for all the cases listed in Table 4.1. It’s speculated that spilling breaker is the typical 
breaking type for breaking waves induced solely by opposing currents. It’s unlikely that 
increasing the magnitude of the horizontal current gradient would change the breaking type to a 
plunging breaker, in which the wave crest typically first exhibits a vertical front and then 
overturns and plunges. The strong opposing current is applied over at least 3 wave lengths in 
the present study. In comparison, Moreira and Peregrine (2012) applied an opposing current 
rapidly approaching the blocking velocity within one wave length and still observed no 
overtuning of the breaking crest (see their Fig. 7b for current profile and Fig. 14b for wave crest 
evolution). Interestingly, however, a plunging breaker was observed by Moreira and Chacaltana 
(2015) when strong vertical shear was superimposed on the originally depth-uniform current 
field. The current velocity increased from the blocking velocity Us at the free surface to 1.6 Us at 
a location 16% of the wave length into the water column. 
4.5.4. Wave Set-down and Set-up 
Figure 4.11 shows the spatial distribution of depth-averaged current, wave crest and 
trough envelopes, and mean water level with and without waves. In the absence of waves, the 
water level departs from the still water level as a result of the non-uniform current field. The 
Bernoulli’s principle states that the water level rises when the current decelerates towards the 
wavemaker (Figure 4.11c-C). In the presence of waves, the excess flux of momentum, the so-
called radiation stress, and its gradient due to the non-uniform wave field, competes with the 
pressure gradient resulting from the current-induced surface tilting. 
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Figure 4.11. Spatial distribution of depth-averaged current (a-A), wave crest and trough 
envelopes (b-B), and mean water level (c-C) with and without waves (H = 0.11 m, T = 1.1 s). Left 
column (a-c): horizontal current gradient -0.046 s-1; right column (A-C): horizontal current 
gradient -0.092 s-1. 
As the wave propagates into the opposing current field with linearly increasing strength 
(Figure 4.11a-A), the wave height increases as a result of shoaling (Figure 4.11b-B). Before 
reaching the breaking point, the radiation stress also increases steadily, which would naturally 
cause a lowering of the mean water level, wave set-down, if there is no external current field. 
But since a non-uniform current field is introduced into the flume and the mean water level is 
already tilted, the pressure gradient created by the current-induced surface tilting competes 
with the radiation stress gradient pointing in the opposite direction towards the wavemaker. 
The interaction between the two forcing will strike a balance as to the final configuration of the 
mean water level. As seen in Figure 4.11c-C, the current-induced surface tilting close to the 
wavemaker is reduced by the wave radiation stress. Because of the larger current gradient and 
hence faster growth of wave height, the resulting larger radiation stress gradient deflects more 
the mean water level near the breaking point (Figure 4.11C). 
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Beyond the breaking point, wave energy is dissipated and radiation stress decreases. 
The mean water level rises as a result. This wave set-up is clearly observed in Figure 4.11 c-C, 
where a larger current gradient causes a larger and more rapid set-up. There is no more set-up 
beyond the blocking point. Note that the location where wave set-up starts does not coincide 
with the location of the breaking point; it occurs some distance down-wave from the incipient 
breaking (see also Figure 4.12). This is consistent with experimental observations of wave set-up 
in the surf zone (Bowen et al. 1968; Svendsen 1984; Battjes 1988). Svendsen (1984) found that 
the radiations stress in the transition region after initial breaking stayed nearly constant even 
with a 30% - 40% decrease in wave height. It was argued in Battjes (1988) that while a rapid 
decay of wave height after the initiation of breaking indicates dissipation of the wave energy, it 
occurs on a shorter time scale than that of the total kinetic energy of the ordered, large-scale 
motion and the total convective momentum flux. Therefore, the initiation of breaking is not 
accompanied by an immediate change in the mean horizontal pressure gradient. The same 
argument may apply for the current-induced breakers. 
Figure 4.12 and Figure 4.13 show, respectively, the effects of wave height and period on 
the spatial distribution of wave crest elevation and mean water level in the presence of waves 
and currents. As seen in Figure 4.12a-b, with increase of the wave height, the wave radiation 
stress plays an increasingly important role in balancing the current-induced surface tilting. As 
the wave energy is dissipated over a longer distance, i.e. wider breaker zone, the wave setup 
increases steadily over a longer distance beyond the breaking point. 
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Figure 4.12. Effect of wave height on the spatial distribution of wave crest elevation (a, c) and 
mean water level (b, d) in the presence of waves (all solid, dashed, and dash-dotted lines) and 
only currents without wave (dotted lines). T = 1.1 s, Uc = -0.55 m/s. (a-b) current gradient -0.046 
s-1 over x = 11~23 m; (c-d) current gradient -0.092 s-1 over x = 14~20 m. 
 
 
Figure 4.13. Effect of wave period on the spatial distribution of wave crest elevation (a, c) and 
mean water level (b, d) in the presence of waves (all solid, dashed, and dash-dotted lines) and 
only currents without wave (dotted lines). H = 0.05 m, Uc = -0.55 m/s. (a-b) current gradient -
0.046 s-1 over x = 11~23 m; (c-d) current gradient -0.092 s-1 over x = 14~20 m. 
Given the same initial wave height and current field, the waves are less likely to be 
blocked when the wave period increases from 1.1 s to 1.4 s. Thus the wave dissipation rate 
decreases. As a result of the slower decay of wave height, both the amount and the slope of the 
wave set-up beyond the breaking point become smaller (Figure 4.13b and d). The wave set-up 
disappears when the wave with T = 1.4 s managed to propagate through the current with 
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negligible dissipation. Since the wave heights after incipient breaking exhibit a less abrupt 
variation with the increase of the wave period, the radiation stress plays a weaker role in 
striking a balance with the current-induced surface tilting. This may explain the model 
predictions close to the breaking point, x = 22.5 m in Figure 4.13b and x = 20 m in Figure 4.13d, 
which show less departure of the mean water level from that induced by the non-uniform 
blocking current. 
4.5.5. Wave Energy Dissipation 
In the presence of strong opposing currents, most waves steepen and break at or before 
the blocking point. Even those propagating through the current field lose a considerable amount 
of energy due to wave breaking. It has been shown that compared with depth-induced breakers, 
current-induced wave breaking is unsaturated and weak in strength (Chawla and Kirby, 2002). 
The standard bore model accommodating the shallow water waves’ dissipation may not be 
applicable to the current-induced breakers occurring in relatively deep waters. The 
characteristics of the wave height evolution in the vicinity of the breaking/blocking points are 
examined. The decay rate of the wave height relates to the breaker strength and energy 
dissipation rate. 
Figure 4.14 shows the wave height evolution along the flume for different wave and 
current conditions. As seen in Section 4.4, a depth-averaged current with Uc = -0.55 m/s blocks 
waves with T = 1.1 s and 1.2 s (Figure 4.14a-d). As the initial wave height increases, waves break 
early with the incipient breaking occurring more downstream (closer to the wavemaker), due to 
the early reach of the limiting steepness, ak, for big waves (see definition in Section 4.5.1). It’s 
observed that the breaking points are more scattered for a slowly varying current (current 1) 
than for a rapidly varying current (current 2). For the same initial wave height and period, the 
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maximum wave height at the breaking onset is approximately the same, irrespective of the 
magnitude of the current gradient. 
 
Figure 4.14. Wave height evolution along the flume for different wave and current conditions, Uc 
= -0.55 m/s. (a, b) T = 1.1 s vs. H; (c, d) T = 1.2 s vs. H; (e, f) H = 0.05 m vs. T.  Left column: 
horizontal current gradient -0.046 s-1; right column: horizontal current gradient -0.092 s-1. 
The rate of wave height decay beyond the breaking point varies depending on the wave 
and current conditions. Under a small current gradient, the wave heights for T = 1.1 s decay 
approximately in a linear manner and at the same rate (Figure 4.14a). While this is also the case 
for the small waves in Figure 4.14c, there is some variation of decay rate for the 1.2 s wave with 
a larger initial wave height, H = 0.12 m (Figure 4.14c). This variation of the decay rate is more 
pronounced for waves under a more rapidly varying blocking current (b,d). For waves with the 
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same initial wave height (Figure 4.14e,f), the dissipation decreases with increase of the wave 
period, since longer waves possess a larger group velocity to propagate through the same 
blocking current field. Although the wave height grows faster under a rapidly varying current, 
the maximum height at the breaking onset remains the same. The locations of incipient breaking 
are slightly shifted depending on the gradient of the underlying current. 
For completely blocked waves in Figure 4.14d, three stages of wave height decay could 
be identified: beyond breaking onset, prior to complete blocking, and continuous breaking in 
between. The decay rate is approximately constant in each stage. It’s seen that at the third stage, 
the wave height decreases sharply to zero prior to the blocking point. For waves that are not 
blocked (T = 1.3 s in Figure 4.14e-f), the third stage of wave height decay is no longer observed. 
The rate of wave height decay is the largest at the breaking onset; it then gradually decreases to 
zero. In other words, the energy dissipation rate is not constant beyond the breaking onset. 
These observations are consistent with the experimental measurements for both blocked and 
non-blocked waves (Figs. 8 and 9 in Chawla and Kirby, 2002). The actual dissipation rate 
depends on the specific wave and current conditions beyond the breaking onset. Therefore, 
wave models designed to dissipate energy continuously at a constant rate, once the breaking 
criterion is satisfied, may not predict well the wave height evolution in the presence of strong 
currents. 
4.5.6. Turbulence and Vorticity Distribution 
The spatial distribution of turbulence and vorticity associated with wave breaking and 
blocking is examined in this section. As there are no available turbulence measurements for 
current-induced breakers, we present our discussion based on the numerical results. Figure 4.15 
shows a time sequence of the spatial distribution of turbulent kinetic energy, mean vorticity, 
and eddy viscosity near the breaing/blocking region of the current-induced breaker. 
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As seen in Figure 4.15a-d, the turbulent kinetic energy appears in the breaking wave 
crest front, which is the source region for turbulence generation. This is the “roller” region 
characteristic of spilling breakers. It exists in the upper level of the breaking crest front, and is 
defined as the aerated area of recirculating flow in the front of the turbulent bore (Battjes, 
1988). As the broken wave passes by, the turbulence generated is left behind and transported 
backward to the rear face of the crest and downward to the interior region. With the turbulent 
bore propagating forward, strong turbulence is continuously generated at the bore front until 
the blocking point (Figure 4.15d). One peculiar feature for the current-induced breaker is that 
the strong turbulence is generated with an accompanying opposing current. As a consequence, 
the turbulence generated in the vicinity of the blocking point is instantly advected downstream 
by the current, i.e. up-wave toward the wavemaker. We notice that the turbulence advected 
downstream from the blocking point interacts with the newly generated turbulence by the 
following wave. The resulting turbulence then spreads out by advection toward the wavemaker 
and by diffusion downward into the interior region. 
Similar to the turbulent kinetic energy, the vorticity is generated in the breaking wave 
crest front (Figure 4.15e-f). Before the wave breaks, the vorticity field is rather uniform in the 
water, with only a small value present due to the current. When the wave breaks, a region of 
negative vorticity appears in a thin layer beneath the free surface. The negative vorticity, O(10) 
s-1, then strengthens and increases in span, spreading out backward and downward to the 
trough region. The negative vorticity pattern is indicative of the early stages of a shear layer 
(Qiao and Duncan 2001). As the turbulent bore propagates forward, the vorticity is continuously 
generated at the bore front, and is diffused slightly into the interior region. Since there is strong 
opposing current ahead, the vorticity cannot be transported beyond the blocking point. Rather, 
it is constantly convected toward the region where incipient wave breaking occurs. At some 
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point, the vorticity advected downstream by the current and the newly generated vorticity by 
the next wave interact with each other at the free surface, where some mean vorticity may be 
destroyed in this interaction process. Thus for current-induced breakers, both vorticity 
generation and destruction occur at the free surface. This is different from surf-zone breakers, 
where the breaking wave generated vorticity could easily reach the bottom in shallow waters 
and form a complicated vorticity pattern due to the combined effects of breaking wave and 
bottom turbulent boundary layer (Lin and Liu 1998b). 
The eddy viscosity is another important parameter measuring the mixing rate of 
momentum, solutes, and sediments. It is seen that the distribution pattern of eddy viscosity in 
Figure 4.15i-l is in general similar to that of turbulence energy. Note that because of the length 
limit of the computational domain, the current has not yet developed its fully turbulent profile. 
This explains why the value of eddy viscosity beyond the wave blocking point is negligibly small 
compared with that generated by the breaking wave. In reality, a fully developed turbulent 
current has a parabolic profile for the eddy viscosity across the water depth. The magnitude of 
its core value at mid-water column could reach O(1e-3) m2/s for the present current condition, 
which is comparable to or even larger than those generated by the breaking waves. 
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Figure 4.15. Time evolution of current-induced breaker generated (a-d) turbulence kinetic energy, (e-h) mean vorticity, (i-l) eddy viscosity, and (m-p) 
specific dissipation near the breaking and blocking region for case 14 (H = 0.11 m, T = 1.1 s, Uc = -0.55 m/s, horizontal gradient -0.092 s-1 over x = 14~20 
m).  
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The specific dissipation,  , indicates the rate at which the turbulence kinetic energy is 
converted into the internal thermal energy. As seen in Figure 4.15m-p, its distribution pattern is 
largely similar to that of vorticity (Figure 4.15e-h). The dissipation rate is the largest close to the 
free surface, where the wave crest breaks and experiences rapid topology changes while 
propagating forward. The advection of the specific dissipation by the underlying current is not as 
pronounced as that of the turbulence energy (Figure 4.15a-d). Referring to the definition of 
eddy viscocity in Eq. (4-10), this results in a shift of the maximum eddy viscosity occurring more 
downstream the breaking wave crest, which is the source region of turbulence generation. 
4.5.7. Changes of Current Profiles 
Figure 4.16a shows the spatial evolution of vertical current profiles in the presence of 
waves with H = 0.11 m and T = 1.1 s. The mean current field is time-averaged using model 
results of the last 5 wave periods. As the wave shoals, a positive Eulerian current in the direction 
of wave propagation is generated between the crest and the trough envelope (upper and lower 
dashed line) associated with mass transport in the waves. After the wave breaks, the positive 
Eulerian current is mainly concentrated above the mean water level (MWL, dotted line), while 
the superimposition of the Eulerian current with the opposing blocking current underneath, 
results in a small negative current between the MWL and the trough near the breaking region (x 
= 19~22 m). It is noted that there appear some disturbances at the edge of the porous bottom x 
= 20 m, and secondary recirculating flows near the water surface between x = 14~16 m. 
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Figure 4.16. Mean current profiles and return flow flux in the presence of waves. (a) Spatial 
distribution of mean current profiles in the presence of waves (case 14: H = 0.11 m). Wave 
crest/trough envelopes (upper and lower dashed lines) and mean water level (dotted line) are 
superimposed in (a). (b) Non-zero return flow flux due to mass transport of waves, Eq. (4-27), 
accumulated upstream from the blocking point x =22.5 m. (c) Vertical current profiles with 
(dashed, dotted, and solid lines) and without (dash-dotted line) waves. For all cases in (a)-(c), 
wave period T = 1.1 s, Uc = -0.55 m/s, horizontal gradient -0.092 s-1 over x = 14~20 m. 
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The non-zero mass flux transported between the crest and the trough disappears when 
the wave is fully blocked at x = 22.5 m. All the mass transport accumulated along the wave 
shoaling and breaking process is diverted underneath as a return flow that is superimposed on 
the original blocking current field. The total mass conservation in the numerical flume is 
confirmed by simple calculations. The depth-integrated return flow flux at each cross-section 
can thus be calculated according to 
    
0
z
h
x
h
x
dzudzuxq

                                                   (Eq. 4-27) 
where 
x
u  is the mean horizontal velocity,   the mean crest elevation, and 
0
z  is the z-
coordinate where the mean horizontal velocity turns positive. Figure 4.16b shows the spatial 
distribution of the accumulated return flow flux as a result of the Stokes drift. Going 
downstream from the blocking point, the discharge of the return flow increases steadily. The 
maximum increase of the return flow occurs in the transition region (x = 20~22 m for H = 0.11 m) 
after initial breaking. But given the relatively small amount of the return flow (depth-averaged 
current 0.02 m/s), it is believed that the Stokes drift has a minor effect on the overall current 
profiles in this problem. 
Figure 4.16c shows the comparison of vertical current profiles with and without waves. 
It is observed that at each cross-section, the presence of waves mainly alters the current profile 
beneath the surface, which in turn alters the lower portion of the current profile by the principle 
of mass conservation. Given the spatial sequence of current profile changes, it is reasonable to 
assume that the changes originate from the vicinity of the blocking point, and propagate 
downstream, i.e., up-wave towards the wavemaker. This is consistent with the downstream 
advection of the breaker-generated turbulence as observed in the previous section. The larger 
the initial wave height, the more intense of the turbulence, and thus the more changes to the 
current profile. 
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4.6. Conclusions 
Wave breaking and blocking due to variable opposing currents are investigated by a 
Reynolds-Averaged Navier-Stokes (RANS) flow solver along with the VOF surface capturing 
method. The SST k  turbulence model is adopted with the production term modified to 
avoid excessive turbulence generation in the interior part of the flow. The model is first verified 
with the analytical solutions for a linear wave propagating through an opposing current over a 
submerged bar, and then validated with a novel experiment where the spatially varying current 
was generated by withdrawing water over a large portion of a flat bottom. The characteristics of 
the current-induced wave breaking, such as the geometric properties of the breaking crest, 
kinematic breaking criterion, wave set-down and set-up, energy dissipation, turbulence and 
vorticity generation, and undertow-like current profile changes are then examined for the first 
time using the RANS-VOF model. 
In the presence of an opposing current with increasing strength in the wave direction, 
the wave shortens, steepens, and then breaks when the water particle velocity at the crest 
exceeds the propagation speed of the crest, thus confirming the kinematic breaking criteria for 
current-induced breakers. It was noticed that the current-induced wave breaking shares some 
similarities with the breaking process of spilling breakers. When a wave is about to break, a 
bulge forming on the crest’s forward face persists on that face, confined to a small area, and 
soon breaks down into turbulence. This is consistent with the visual observation of whitecaps 
during wave breaking on adverse currents (Suastika 2004). 
The geometric properties of wave crest at breaking onset are identified by examining 
the spatial and temporal variation of surface elevations. Only spilling breakers were observed in 
this study. The limiting wave steepness predicted by the model, ak = 0.3, is considerably smaller 
than that for a limiting Stokes wave without current blocking, ak = 0.44. It is consistent with the 
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criterion of breaking onset used by Chawla and Kirby (2002) and Suastika and Battjes (2009) to 
quantify the energy dissipation in their bore models for current-induced breaking. The limiting 
skewness for current-induced breaker, however, is found to show less departure from that for a 
limiting Stokes wave, which is consistent with Ma et al.’s (2013) finding on the opposing current 
effect for a modulated wave group. The crest-front steepness at breaking onset is comparable 
with those for spilling breakers in the absence of blocking currents.  
For the same horizontal current gradient, large waves tend to break earlier further 
downstream since they reach the limiting wave steepness earlier. For the same initial wave 
height and period, the maximum wave height obtained at the breaking onset is approximately 
the same, irrespective of the magnitude of the current gradient. The rate of wave height decay 
beyond the breaking point varies depending on the wave and current and current gradient 
conditions. The wave height decays approximately in a linear manner and at the same rate for 
small waves in a slowly varying current. However, the decay rate varies significantly for large 
waves under a more rapidly varying current. For completely blocked waves, an approximately 
piecewise linear, three-stage wave height decay could be identified: beyond breaking onset, 
prior to blocking, and continuous breaking in between. For waves that are not blocked, the third 
stage of wave height decay is no longer observed; the wave height shows an initial exponential 
decay and then remains constant some distance away from the breaking point. 
Our model results of spatial distribution pattern of turbulence energy and vorticity 
generated in the breaking waves indicate that the current-induced breaker shares many 
features typical of spilling breakers without current blocking. However, there are some features 
unique for current-induced breaking. One conspicuous feature for current-induced spilling 
breaker is that the turbulence and vorticity is continuously generated at the breaking wave crest 
front with a strong opposing current flowing underneath and beyond the blocking point. 
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Therefore, the turbulence and vorticity generated at the propagating wave crest front are 
instantly advected downstream/upwave to the region where the incipient wave breaking 
occurs. These turbulence and vorticity would then interact with those newly generated by the 
following wave, resulting in more complex turbulence and vorticity patterns than those in 
spilling breakers without current blocking. 
Similar to surf zone breakers, wave set-down appears as the waves shoal and steepen 
over the opposing current, and wave set-up appears a short distance shorward of the breaking 
onset location. A new feature for these current-induced breakers is that the spatially varying 
opposing current causes a surface tilting of the mean water level even in the absence of waves. 
It is through this current-induced surface tilting that the wave radiation stress gradient exerts its 
influence on the mean water level. The larger the initial wave height and the larger the 
magnitude of the current horizontal gradient, the more set-down and set-up that are generated 
by the wave radiation stress gradient. Longer waves with larger wave periods lead to less wave 
set-up, since it is less likely for these waves to experience much breaking and energy loss while 
propagating through the same current field. 
It was also observed that an undertow-like changes to the current profile appear as a 
result of current-induced breaking. The presence of waves mainly alters the current profile just 
beneath the surface, which in turn alters the lower portion of the current profile by the principle 
of mass conservation. Consistent with the downstream advection of the breaker-generated 
turbulence, the changes to the current profile downstream the breaking/blocking points 
penetrate deeper into the water column. The larger the initial wave height or current gradient, 
the more intense of the turbulence, and the more changes to the current profile.  
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CHAPTER 5 
 A COUPLED WAVE-VEGETATION INTERACTION MODEL USING  
IMMERSED BOUNDARY METHOD 
This chapter presents the development of a coupled wave-vegetation interaction model 
suitable for highly flexible vegetation with large deflections. The wave hydrodynamics is 
modeled by a Navier-Stokes flow solver along with a Volume of Fluid surface capturing method. 
The governing equations of motion for flexible vegetation is based on the elastic rod theory and 
is solved by a Finite Element Method. The standard k  turbulence model is adapted to 
vegetated flows with additional closure coefficients. The wave model and the vegetation model 
are coupled through the vegetation-induced hydrodynamic forces using an immersed boundary 
approach. The new coupled model is validated against experimental measurements for a single-
stem vegetation and a large-scale vegetation patch in a wave flume. Wave kinematics within 
and outside the vegetation patch is then examined. 
5.1. Introduction 
Vegetation plays an important role in protecting natural shoreline against storm surge 
and waves. Although rigid vegetation seldom exist in the field, the majority of numerical models 
incorporated the vegetation effect using the Morison equation (Morison et al. 1950) and 
treating the vegetation as vertically rigid cylinders (Li and Yan 2007; Li and Zhang 2010; Ma et al. 
2013; Marsooli and Wu 2014; Tang et al. 2015; Wu et al. 2016). The vegetation motion is 
ignored in all these studies. However, it is generally recognized that the vegetation flexibility 
decreases the wave dissipation by allowing the vegetation to move with the fluid motion and 
thereby reducing the relative velocity between the fluid and the vegetation (Mullarney and 
Henderson 2010; Riffe et al. 2011; Houser et al. 2015; Rupprecht et al. 2015). 
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A number of numerical studies account for the vegetation flexibility by solving a force 
balance equation for the vegetation motion, which includes the buoyancy, damping, bending 
stiffness, and gravity as restoring forces, and drag and inertia as driving forces (Ikeda et al. 2001; 
Maza et al. 2013; Zhu and Chen 2015). Ikeda et al. (2001) solved for the tip displacement of the 
vegetation stem by assuming an exponential velocity profile and deflection along the stem, 
while Maza et al. (2013) assumed a linear variation of deflection and obtained the velocity field 
directly by a Navier-Stokes flow solver. Mullarney and Henderson (2010) derived an analytical 
relationship between single-stem vegetation and wave motion, using the Euler-Bernoulli beam 
equation for a cantilever beam with constant and tapered diameter. The fluid drag force is 
linearized and balanced by the elastic restoring force due to bending, neglecting the buoyancy 
and inertia forces. Zhu and Chen (2015) solved the complete force balance equation with a 
Finite Element Method (FEM), and coupled the vegetation model with a non-hydrostatic phase 
resolving wave model, NHWAVE (Ma et al. 2012). These vegetation models are, however, 
suitable for small deflections only. 
For highly flexible vegetation with large deflections, a few numerical models have been 
developed to determine the vegetation deflections in the presence of steady currents and its 
effect on the mean profiles (Abdelrhman 2007; Dijkstra and Uittenbogaard 2010; Li and Xie 
2011; Luhar and Nepf 2011; Kubrak et al. 2012; Marjoribanks et al. 2014; Mattis et al. 2015). 
Two approaches are available to tackle the geometrically nonlinear, large displacement 
problem. The first approach starts with the Euler-Bernoulli equation written in a coordinate 
along the length of the vegetation (Li and Xie 2011; Mattis et al. 2015) or with a higher-order 
curvature term included (Kubrak et al. 2012). The other approach divides the vegetation into a 
number of finite length segments, and obtains the governing equation from a local force 
balance for each segment (Abdelrhman 2007; Dijkstra and Uittenbogaard 2010; Luhar and Nepf 
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2011; Marjoribanks et al. 2014). The latter approach is designated as the N-pendula model in 
Marjoribanks et al. (2014), and differs from the first approach that is based on a global 
differential equation for the vegetation deflection. The N-pendula model was recently applied to 
study the flexible vegetation motion subject to waves (Luhar and Nepf 2016) and waves plus 
currents (Zeller et al. 2014). 
Another component of a coupled wave-vegetation interaction model is wave model. 
Augustin et al. (2009) applied a Boussinesq equation based wave model to calibrate the 
vegetation-enhanced bottom friction factor. Blackmar et al. (2013) used a similar wave model to 
simulate the wave damping using the same bottom friction approach. A number of wave 
models, however, used the Morison-type drag formulation to represent the vegetation damping 
effect, which is explicitly formulated as a function of vegetation density and stem width and 
height. Examples include the mild-slope equation based wave model (Tang et al. 2015) and the 
spectral wave model, SWAN (Suzuki et al. 2012; Beudin et al. 2016). It is noted that Suzuki et al. 
(2012) implemented in SWAN a layer schematization to account for the vertical variation of 
different vegetation species. For flexible vegetation, the drag force may be reduced due to the 
reduced frontal area since the vegetation will be deflected due to flow-induced bending. This 
drag reduction was included in Beudin et al. (2016) using the concept of “effective blade length” 
proposed by Luhar and Nepf (2011). The same concept has been used by Losada et al. (2016) to 
derive drag formulations in the presence of waves and currents. 
Compared with the wave models mentioned above, Navier-Stokes equations based 
wave models are capable of providing more detailed flow features in the presence of 
vegetation. The vegetation alters the flow field and generates turbulence around the vegetation 
stems. The complex turbulent interactions between waves and vegetation can be examined by 
solving the Reynolds-Averaged Navier-Stokes (RANS) equations along with a turbulence closure 
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model (e.g. Li and Yan 2007; Li and Zhang 2010; Ma et al. 2013; Zhu and Chen 2015). The 
vegetation-induced resisting force/turbulence can be incorporated as a source term in the 
momentum/turbulence transport equations. The RANS flow solver coupled with a Volume of 
Fluid (VOF) surface capturing method further enables the wave model to resolve the detailed 
process of wave breaking (Maza et al. 2013, 2015a; Marsooli and Wu 2014). 
The purpose of this paper is to present the development of a coupled wave-vegetation 
interaction model that provides a two-way feedback between the wave model and the flexible 
vegetation model. The wave hydrodynamics model is based on a RANS-VOF flow solver 
equipped with boundary conditions for realistic wave generation and absorption (Higuera et al. 
2013). The flexible vegetation model is based on the elastic rod theory, with a complete force 
balance equation solved by Finite Element Method (FEM) (Garrett 1982; Chen et al. 2011). The 
FEM-based vegetation model is applicable to flexible vegetation with large deflections, and is 
inherently robust in incorporating spatial variations of geometric and mechanical properties of 
the vegetation (Augustin et al. 2009; Feagin et al. 2011; Rupprecht et al. 2015; Wu et al. 2016). 
The hydrodynamics and vegetation models are coupled through the vegetation-induced 
hydrodynamic forces, which are calculated by the Morison equation (Morison et al. 1950). The 
RANS-VOF wave model includes the drag and inertia as a source term in the fluid momentum 
equation, while the vegetation model treats the drag and inertia as driving forces. The driving 
fluid velocity and acceleration for the vegetation model are obtained from the RANS-VOF wave 
model, instead of from the experimental measurements (Zeller et al. 2014; Luhar and Nepf 
2016). The standard k  turbulence model is adapted to vegetated flows following Lopez and 
Garcia (2001). Unlike previous models using a porous media approach (e.g. Maza et al. 2013, 
2015a; Zhu and Chen 2015), the present model couples the flow field and vegetation motion 
using an immersed boundary approach (Perskin 2002; Mattis et al. 2015). 
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This chapter is structured as follows. Following this introduction, Section 5.2 presents 
the various components of the coupled wave-vegetation model, i.e. the RANS-VOF wave model, 
the FEM-based flexible vegetation model, the k  turbulence model modified to account for 
the presence of vegetation, and the coupling procedure between the flow field and vegetation 
motion using the immersed boundary approach. In Section 5.3, the flexible vegetation model is 
first validated against a flexible cantilever beam. The coupled wave-vegetation model is then 
validated against single-stem vegetation subject to wave motion. The modified turbulence 
model with new closure coefficients are validated against vegetated open channel flows. In 
Section 5.4, the coupled model is applied to a large-scale flume experiment with a vegetation 
patch. Wave kinematics within and outside the vegetated region are examined. Conclusions and 
are drawn in Section 5.5. 
5.2. Model Development 
5.2.1. RANS-VOF Flow Solver in OpenFOAM® 
The RANS-VOF model solves the Reynolds-Averaged Navier-Stokes (RANS) equations for 
the mean flow field, with the fluctuating components incorporated by a turbulence closure 
model. The present study adopts the two-phase flow solver, “interFoam”, in the open source 
CFD toolbox OpenFOAM, which uses a collocated unstructured grid, finite volume method, and 
VOF surface capturing method (Jasak 1996; Rusche 2002; Weller 2002). The momentum 
equation is given by 
   
hd
FUXgUUU
U



effeff
p
t

 *                      (Eq. 5-1) 
where U  is velocity vector,   fluid density, Xg  pp*  pseudo-dynamic pressure, g  
acceleration due to gravity, X  position vector, and 
teff
   effective dynamic viscosity, 
which takes into account of the molecular dynamic viscosity   and the turbulent eddy viscosity 
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t
 . The last term in Eq. (5-1), hdF , represents the hydrodynamic force due to the presence of 
vegetation, which will be described in a later section. 
Extending the solver to coastal engineering applications, Higuera et al. (2013) developed 
specific boundary conditions for active wave generation and absorption. In the present study, 
the proposed coupled wave-vegetation model adopts this extended solver, IHFOAM, as the 
basis wave model. 
5.2.2. Elastic Rod Model for Flexible Vegetation 
 
Figure 5.1. Definition of coordinate system for the rod model. r(s,t) is a position vector of the 
rod’s centerline, s is the arc length, and q(s,t) is distributed force per unit length. 
We treat the flexible vegetation as a slender elastic rod. The behavior of the slender rod 
is described in terms of the position of its centerline. In a 3D Cartesian coordinate system as 
shown in Figure 5.1, the centerline of the rod in deformed state can be expressed by a position 
vector  ts,r , which is a function of arc length s , measured along the centerline curve, and time 
t . Assuming that there is no torque or twisting moment, one can derive a linear momentum 
conservation equation with respect to the position vector (Garrett 1982), 
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where EI  is bending stiffness, 
v
m  mass per unit length, 2 EIT
e
  with 
e
T  being local 
effective tension and r   rod curvature, q  is the external distributed load on unit length of 
rod. Eq. (5-3) states that the rod is elastic and extensible, where EA  is the axial stiffness. The 
scalar variable   can be considered as a Lagrangian multiplier. Note that in the derivation of Eq. 
(5-2), torsional and shear deformations are neglected. 
Eqs. (5-2) and (5-3), combined with initial and boundary conditions, are sufficient to 
determine the dependent variables  ts,r  and  ts, . In coastal and nearshore environments 
where vegetation abounds, the applied force on the rod, 
hdhs
FFwq  , consists of gravity, 
w , hydrostatic force, 
hs
F , and hydrodynamic force, 
hd
F , from the surrounding fluid. While the 
hydrostatic force is incorporated into the effective tension following Paulling and Webster 
(1986), the hydrodynamic force is calculated using Morison equation, 
   
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where 
AMD
CCC ,,  are the drag, inertia and added mass coefficients, 
vvv
VAb ,,  width and area of 
the cross-section and volume per unit length of the rod, U , U  fluid velocity and acceleration, 
and r , r  are the rod velocity and acceleration. Note that the hydrodynamic force is 
decomposed into 3 components: drag force 
d
F , inertia force 
i
F , and added mass. The 
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superscript “n” indicates the respective normal components perpendicular to the rod tangent. 
The normal component of fluid velocity, U , for example, can be obtained by 
  NUrrU-UUn                                                                           (Eq. 5-6) 
where rr-IN   and I  is the identity matrix. 
The finite element method is used to discretize the governing equations. For an element 
of length L , we approximate  tsr
i
,  and  ts,  by 
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where 
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P  are shape functions defined in terms of Ls / , 
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and 
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U  ,  are nodal variables to be solved, 
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Thus the physical meanings of the unknown variable 
il
U  are the position 
i
r  and the tangent 
i
r  
at two nodes of the element. The physical meanings of 
m
  are the tension at two nodes and the 
midpoint of the element. 
Using Galerkin’s method and Eqs. (5-9) and (5-10), the equations of motion for one 
element may be written in matrix form as 
    021 
iljknijlknijlkjk
a
ijlkijlk
FUKKUMM                                     (Eq. 5-13) 
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where 
ijlk
M  is the consistent mass matrix, a
ijlk
M  added mass matrix, 1
ijlk
K  stiffness matrix due to 
bending resistance, and 2
nijlk
K  is the stiffness matrix arising from the rod tension and curvature. 
The extensibility condition may be written as 
0
nmnmklkimilm
CBUUAG                                                 (Eq. 5-14) 
The specific formulations of matrices and force vectors are listed in the appendix. 
As the added mass, stiffness, and external loads are functions of the unknown variables, 
special numerical treatment is needed to solve the equations.The Newton-Raphson method is 
used for static problems such as vegetation reconfiguration under steady current. Good initial 
guess and incremental loading help to achieve faster convergence for large deflections. A 
mixture of implicit and explicit time differencing scheme is used for dynamic problems involving 
transient wave motion. Readers should refer to Garret (1982) and Ran (2000) for more details. 
5.2.3. Turbulence Modeling in Presence of Vegetation 
Various turbulence models have been adapted to study vegetated open channel flows 
(Shimizu and Tsujimoto 1994; Lopez and Garcia 2001; Hiraoka and Ohashi 2008) and wave-
vegetation interactions (Li and Yan 2007; Li and Zhang 2010; Ma et al. 2013; Maza et al. 2013, 
2015a). In this study the standard k  model in OpenFOAM is adapted to simulate turbulent 
flow within the vegetation canopy. The effect of vegetation on the turbulence field is taken into 
account by two additional terms in the transport equations for turbulence energy, k , and 
dissipation rate,  . 
The turbulence production due to the presence of vegetation is related to the drag force 
and is formulated as 
 
3
5.0 nnnn
d
r-Ur-UF  aCP
Dv
                                      (Eq. 5-15) 
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where Nba
v
  is the vegetation density measured as frontal area per unit volume thus having a 
unit of length-1, and N  is the number of stems per unit area. Note that the normal relative 
velocity,  r-UNr-U nn   , is used in the above formula, to be consistent with the drag force 
formulation in Eq. (5-4). The modified k  model including vegetation-induced turbulence is 
given by 
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where 

/2kC
tt
  is the dynamic eddy viscosity linking the k  model with the fluid 
momentum Eq. (5-1), 
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 CCC
k
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 are the standard closure coefficients (see Table 2.1), 
and 
pkp
CC

,  are two new coefficients to be calibrated. The new term in Eqs. (5-16) and (5-17), 
vkp
PC , represents the parameterization of the work of mean velocity against the drag force. 
Lopez and Garcia (2001) suggested, based on a theoretical argument, that the two new 
coefficients are so related that 0.1
kp
C  and 33.1/
12

kpp
CCCC

. 
5.2.4. Coupling of Vegetation Motion with Flow Solver 
An immersed boundary approach is adopted to couple the wave hydrodynamics with 
the flexible vegetation motion. The immersed boundary method is a popular approach in 
simulating fluid-structure interactions. In this method, the fluid model is defined in Eulerian 
grids while the structure model is defined in Lagrangian coordinates. The immersed structure, 
i.e. flexible vegetation, is represented as a collection of one-dimensional lines, whose behavior, 
 ts,r , is determined by the external line force,  rF
hd
, and the restoring mechanisms such as 
elastic bending. The force exerted by the structure on the fluid is then integrated as a source 
term in the momentum equation, Eq. (5-1), using 
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     ds
s
rX rFXF
hdhd
                                                    (Eq. 5-18) 
where X  is the position vector within the fluid grid, and  rX   is the Dirac delta function. 
Correspondingly, the force acting on the structure by the fluid can be determined using the 
reverse integral transform, 
      XrX XFrF
hdhd
d 

                                               (Eq. 5-19) 
where   is the Eulerian fluid domain. The above formulations, Eqs. (5-18) and (5-19), ensure 
that the momentum of the coupled fluid-structure system is conserved (Mattis et al. 2015). 
In a similar manner, the turbulence production due to the single-stem vegetation, with 
N=1 in Eq. (5-15), should be integrated over a region enclosing the vegetation, 
     dsPP
s
vv
rX rX                                                     (Eq. 5-20) 
By doing so, the vegetation-induced turbulence will be smoothly distributed to the surrounding 
fluid cells. In the fluid-structure interaction approach, Eq. (5-20) constitutes the vegetation-
induced source term in the turbulent transport equations, Eqs. (5-16) and (5-17).  
Because the structure grid does not generally coincide with the cell centers of the 
Eulerian grid, the forcing/turbulence at each Lagrangian point is distributed over a band of 
neighboring fluid cells. Thus the sharp delta function is essentially replaced by a smoother 
distribution function, which is suitable for use on a discrete mesh (Mittal and Iaccarino 2005). 
The fluid velocity in Morrison equation, Eq. (5-4), can also be obtained through the same 
smoothing function. The following smoothed approximation to the Dirac delta function is used 
(Perskin 2002), 
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Figure 5.2. (a) A Lagrangian structure grid,  ts,r , immersed in the Eulerian fluid grid, X , and (b) 
smoothed approximation to the Dirac delta function, Eq. (5-22).  Shaded circular region indicates 
the extent to which the forcing at Lagrangian boundary point,  rF , is smoothly distributed to 
the surrounding fluid cells. 
 
 
(a) 
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where h  is the Eulerian grid size, 
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Figure 5.3. Flow chart of solving the coupled wave-vegetation interaction model. 
Figure 5.3 illustrates the flow chart of solving the coupled wave-vegetation model. At 
each time step of the computation, the vegetation motion is solved first with the known wave 
velocities. The velocity and acceleration at cell centers of the fluid grid are interpolated to the 
structure’s grid point. After solving the vegetation motion, the force at each structure’s grid 
point is smoothed to the surrounding fluid cells using Eq. (5-18). Then the standard step of a 
RANS-VOF flow solver, i.e., VOF advection and PISO loop coupling pressure with velocity follow. 
The smoothed vegetation force acts as a source term in the fluid momentum equation. The 
transport equations for the modified k  turbulence model is solved next, with the vegetation-
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induced production term being smoothed to the fluid grid using Eq. (5-20). The new flow 
velocities will then be used to solve the vegetation motion at the next time step. 
5.3. Model Validation 
In this section, both the individual model components and the coupled wave-vegetation 
model are validated against the available experimental measurements. Since the IHFOAM wave 
model has been validated extensively by Higuera et al. (2013), the FEM model for flexible 
vegetation is first validated using the measurements for a cantilever beam and single-stem 
vegetation. The modified k  turbulence model is calibrated using one set of experiment for 
vegetated channel flows.  
 
Figure 5.4. Predicted and measured (Belendez et al. 2003) deflections of a cantilever beam 
under self-weight and a concentrated tip load. 
5.3.1. Validation of Elastic Rod Model 
We first test our structure model by a cantilever beam with large deflections. Belendez 
et al. (2003) considered a flexible steel beam of rectangular cross-section. Deflections of the 
beam were measured under a uniformly distributed load due to gravity, q = 0.758 N/m, and a 
concentrated load applied at the free end, F = 0~0.588 N. The beam length is 0.4 m, and the 
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bending stiffness is EI = 0.02591 Nm2. In our model simulation 20 elements were used to 
discretize the beam. The predicted and the measured deflections for 3 tip loads are shown in 
Figure 5.4. It’s seen that the model predictions agree very well with the measured deflections. 
The predicted and measured tip deflections for all the concentrated loads are tabulated in Table 
5.1. The differences between the two sets of results are within 2%, with an average value of 
0.8%. Note that our model results are almost identical to the ANSYS results computed by 
Belendez et al. (2003). 
 
Figure 5.5. Comparison of model predictions for blade posture (left column) with the 
observations (right column) by Abdelrhman (2007) for the seagrass Zostera marina exposed to a 
current of speed (a) 0.06 m/s, (b) 0.12 m/s, and (c) 0.14 m/s. 
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Table 5.1. Large deflections of a cantilever beam under self-weight and varying tip loads. 
Tip load 
F (N) 
Tip deflection -z (m) 
Difference (%) 
 Experiment1 ANSYS1 Present 
0.000 0.089 0.0898 0.0898 0.90 
0.098 0.149 0.1516 0.1516 1.74 
0.196 0.195 0.1960 0.1960 0.51 
0.294 0.227 0.2270 0.2272 0.09 
0.392 0.251 0.2495 0.2495 0.60 
0.490 0.268 0.2661 0.2659 0.78 
0.588 0.281 0.2785 0.2784 0.93 
Note 1: measurements and ANSYS predictions by Belendez et al. (2003). 
5.3.2. Wave Interaction with Single-Stem Vegetation 
Abdelrhman (2007) photographed Z. marina blades exposed to three different current 
speeds U = 0.06, 0.12 and 0.14 m/s. Figure 5.5 shows a comparison of the predicted and 
observed blade postures for this aquatic vegetation. The blade width and thickness are 
v
b =0.8 
cm and 
v
t =0.35 mm, blade length 40 cm, and density 
v
 =700 kg/m3. The drag coefficient used 
is identical to that for flat plates, 
D
C =1.95. The predicted two blade postures are obtained using 
the higher (E = 2.4 GPa) and lower (E = 0.4 GPa) bound values of the elastic modulus for the 
blade. It is apparent that a higher elastic modulus corresponds to a more upright configuration. 
Given the uncertainty in the blade geometry and mechanical properties in the real vegetation, it 
can be stated that reasonable agreement is achieved between the predicted postures and the 
observations. 
Maza et al. (2013) conducted one set of experiments to measure the magnitude of plant 
bending under wave action. The vegetation mimics were composed of four PVC strips, one pair 
54 cm long and another pair 27.5 cm. The PVC strips were 1 mm thick and 1 cm wide, with a 
Young's modulus E=0.9 GPa and a density 
v
 =700 kg/m3. Since the two-pair, four-stem 
vegetation mimics respond freely to the wave action, it is difficult to determine the extent to 
which the four stems bind together to resist the wave action. To simplify model simulation, an 
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equivalent single-stem vegetation is used and some calibration is thus required to determine the 
geometric and mechanical properties of the equivalent vegetation. 
 
Figure 5.6. Instantaneous configuration of single-stem vegetation under a periodic wave H=0.2 
m, T=4.0 s, d=0.8 m. Red squares indicate the measurements of the two extreme displacements 
under the wave motion by Maza et al. (2013). 
Figure 5.6 presents the predicted instantaneous configurations for the flexible 
vegetation over one wave period. The drag coefficient used is identical to that for flat plates, 
D
C
=1.95. The bending stiffness calibrated is equivalent to that when approximately 2 PVC strips 
were binding together to resist the wave motion. The two extreme displacements (curves b & d) 
in Figure 5.6 are in good agreement with the measurements (squares). Due to the asymmetry of 
wave kinematics and the vegetation flexibility, the vegetation displaces more under wave crest 
(25 cm) than under trough (17 cm). However, the maximum displacements do not occur at the 
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crest and trough; there are certain phase lags between the instants of maximum displacement 
and the crest/trough. 
5.3.3. Validation of Turbulence Model in the Presence of Rigid Vegetation 
The turbulence model is first calibrated against a laboratory experiment of fully 
developed open channel flow over submerged vegetation (Case R31 and R32 in Shimizu and 
Tsujimoto 1994). For case R31, the water depth and depth-averaged current velocity were 6.31 
cm and 11.21 cm/s, respectively. The flume bottom was covered with rigid vegetation of 10000 
stems/m2, height 4.1 cm, and stem diameter 0.1 cm. The frontal area per unit volume is thus 0.1 
cm-1. In the 2D numerical model, periodic boundary conditions are specified at the streamwise 
boundaries. The drag coefficient chosen is 2.1
D
C , the same value as used by Ma et al. (2013) 
and Marsooli et al. (2016). 
Figure 5.7a shows the model-data comparisons for case R31 of the vertical distributions 
of mean current velocity U and Reynolds shear stress, zUwu t  / , which are normalized 
by the depth-averaged mean current velocity U0. It is seen that the flow within the vegetation is 
noticeably suppressed. There appears an inflection point in the velocity profile near the top of 
the canopy. The faster flow above the vegetation and the slower flow below form a shear layer 
at the interface of fluid and vegetation canopy, where the Kelvin-Helmholtz (KH) instabilities 
tends to develop (Ghisalberti and Nepf 2002). The Reynolds stress peaks near the top of the 
vegetation, and decays to nearly zero both downward into the canopy and upward to the free 
surface. Using the context of exchange with surrounding water, Nepf and Vivoni (2000) divided 
the submerged canopy into two zones. In the longitudinal exchange zone ( 4.0/ hz ), the 
vertical turbulent transport of momentum is negligible, i.e. 0wu . In the vertical exchange 
zone ( 4.0/ hz ), the vertical turbulent transport is dominant over the longitudinal exchange. 
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Figure 5.7. Comparison of normalized current velocity (left) and turbulent shear stress (right) 
profiles in the presence of vegetation with density 0.1 cm-1 and height 4.1 cm.  (a) Case R31: 
h=6.31 cm, U0 = 11.21 cm/s; (b) Case R32: h=7.47 cm, U0 = 13.87 cm/s in Shimizu and Tsujimoto 
(1994). Dashed horizontal line indicates the top of the vegetation canopy. 
Note that the good comparison in Figure 5.7 was achieved by using 28.10.1 
pkp
CC

 , . 
The sensitivity of the model results to the coefficients 
p
C

 and 
D
C  was investigated. In general, 
the model results are more sensitive to 
p
C

 than to 
D
C , consistent with findings in Ma et al. 
(a) 
(b) 
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(2013). The calibrated value of 28.1
p
C

 produces reasonable agreements with both cases R31 
and R32 in Shimizu and Tsujimoto (1994), and is, therefore, used in the following studies. 
5.4. Wave Interaction with Vegetation Patch 
The coupled wave-vegetation model is validated by a large-scale flume experiment. The 
sensitivity of model results on vegetation flexibility and the flow structures outside and within 
the vegetation canopy are investigated. 
5.4.1. Model Setup 
 
Figure 5.8. Model setup for coupled wave-vegetation interaction, mimicking the large-scale 
flume experiment by Stratigaki et al. (2011). 
The large-scale flume measurements by Stratigaki et al. (2011) are used to validate the 
coupled wave-vegetation model. Figure 5.8 shows the model setup simulating a regular wave, 
T= 3.5 s and H= 0.5 m, propagating through a vegetation meadow. The water depth is 2.4 m at 
the wavemaker boundary and transitions, through a 12 m long, 1:17 sandy slope, to 1.7 m at the 
onshore boundary. A 10.7 m long artificial vegetation meadow was placed over the flat sandy 
bottom. The beginning of this vegetation patch was located at 38.36 m from the wave paddle. 
The remaining sandy beach beyond the vegetation patch is ignored in the simulation. The waves 
propagating through the vegetation field are absorbed by using proper outlet boundary 
conditions. The vegetation mimics used in this experiment were the same as described above 
(Maza et al. 2013). The vegetation density for this special case is N=180 stems/m2. Figure 5.9 
shows a zoom-up of the vegetation meadow, along with the three vertical profiles at which 
velocities outside and inside the vegetation were measured in Stratigaki et al. (2011). 
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A uniform grid of 0.04 m x 0.02 m in horizontal and vertical directions spans the entire 
computational domain. This base mesh is then intersected with the bathymetry using the 
“snappyHexMesh” utility in OpenFOAM. Each vegetation stem is discretized using 6 elements. 
The model is first run 30 s without activating the vegetation. After the wave is fully developed in 
the flume, the vegetation module is switched on, with the driving force from the wave motion 
smoothly ramped up within one wave period. The initial and boundary conditions for the 
turbulence model are specified following Lin and Liu (1998). The coupled wave-vegetation 
model is run for another 30 s. The wave-averaged results are obtained by averaging over the last 
6 wave periods. Grid convergence study has shown that the above grid is adequate in resolving 
the vegetation dynamics and the wave hydrodynamics in the presence of the vegetation patch. 
 
Figure 5.9. A close-up view of the vegetation patch and the three locations at which vertical 
profiles of velocities outside (#1) and inside (#2, #3) the vegetation patch were measured in 
Stratigaki et al. (2011). 
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Figure 5.10. Effect of vegetation bending stiffness on (a) the exreme configurations and time 
history of (b) horizontal and (c) vertical displacements at the tip of the vegetation stem located 
at x = 43.6 m. 
5.4.2. Sensitivity Study on Vegetation Flexibility 
The vegetation mimics used in this experiment were the same as described in Section 
5.3.2 for single-stem vegetation (Maza et al. 2013), except that the vegetation in this case is 
packed with greater density and over a length of 10.7 m. We take the bending stiffness 
(a) 
(b) 
(c) 
137 
 
calibrated for single-stem vegetation (see section 5.3.2) as the basis value, EI = 0.006 Nm2, and 
investigate the effect of vegetation flexibility on the vegetation motion, wave attenuation and 
kinematics within the vegetation patch. 
5.4.2.1. Vegetation Motion 
Figure 5.10 shows the effect of bending stiffness on the extreme configuration of a 
representative vegetation stem. Similar to the single-stem vegetation in section 5.3.2, the 
vegetation motion exhibits vertically asymmetric displacements relative to the un-deformed 
state. The vegetation displaces more under the half-cycle of wave crest than under the wave 
trough. As the bending stiffness increases, the vegetation shows increasingly smaller motion, 
which is more so for the tip vertical displacement in Figure 5.10c. Note that the instant at which 
the extreme displacement occurs is shifted depending on the bending stiffness (see also Zhu and 
Chen 2015). 
5.4.2.2. Wave Height Decay 
Figure 5.11 shows the wave height evolution when 3 different values of bending 
stiffness are used. It is seen that the smallest stiffness, EI, leads to the least wave dissipation. 
Increasing the bending stiffness from EI to 10 EI significantly increases the dissipation, while 
increasing further from 10 EI to 50 EI has little effect on the dissipation. Note that the 3 cases 
were run with the same model setup and parameters except for the bending stiffness of the 
vegetation. This observation confirms that the vegetation flexibility generally leads to less 
dissipation compared with their rigid counterpart, since greater flexibility allows the vegetation 
to move with the flow, thereby reducing the relative velocity between the wave velocity and 
vegetation motion (see Eq. 5-4). 
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Figure 5.11. Effect of vegetation bending stiffness on wave height evolution along the vegetation 
patch. Circles: measurements by Stratigaki et al. (2011). Dash-dotted line: numerical result by 
Maza et al. (2013). 
The above observation, however, may not apply if the wake interaction between 
neighboring stems are considered. The present coupled wave-vegetation model does not take 
into account the possible contact between largely deflected vegetation, which may cause 
additional damping of the wave energy. It is very likely that while the sole effect of increasing 
flexibility decreases the wave damping, the large deflections resulting from the flexibility may 
cause the vegetation to collide with each other, thereby increases the wave damping indirectly 
through impact. 
It is observed in Figure 5.11 that an oscillation pattern appears in the wave height 
evolution both within the present model results and the experimental measurements. Although 
the magnitude of oscillation of the numerical result by Maza et al. (2013) is less pronounced 
than that of the measurements, the phase shift is smaller compared with the present model 
predictions. The wave height oscillation in the flume may arise from the nonlinear wave-wave 
interactions starting from the wavemaker, and the interaction between the incident and the 
reflected waves at the rear end of the flume by the sandy beach, which is not simulated by the 
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present model. For the first reason, the location of and the starting phase within one wave 
period at the wavemaker are critical to the oscillation patterns downstream. For the second 
reason, both Maza et al. (2013) and Marsooli and Wu (2014) attributed the discrepancies 
between model results and measurements to the unknown reflection patterns in the physical 
flume. Since both model predictions and the measurements show significant oscillations, the 
fitted linear decay rate is used to quantify the accuracy of the numerical results. Among the 3 
sets of results using different bending stiffness, the prediction with intermediate stiffness, 10 EI, 
results in the closest decay rate in comparison with the measurement. 
5.4.2.3. Wave Kinematics 
Figure 5.12 shows the effect of vegetation bending stiffness on vertical distribution of 
wave kinematics and mean current at one location. It is seen that the predictions using 10 EI and 
50 EI are consistent with the measurement by Stratigaki et al. (2011). The wave kinematics is 
obviously altered by the present of the vegetation. A mean current of 0.1 m/s, about 20% of 
wave orbital velocity, appears at the top of the vegetation interface. On the contrary, opposite 
trends are observed with predictions using relatively small bending stiffness, EI. A mean current 
appears in opposite direction to the wave propagation. More tests are needed to explain the 
reverse of the mean current direction as the vegetation bending stiffness is increased towards 
the rigid limit. 
140 
 
 
Figure 5.12. Effect of vegetation bending stiffness on the vertical distribution of 
maximum/minimum horizontal velocities and mean current at profile #2. Squares: 
measurements by Stratigaki et al. (2011). Dashed horizontal line indicates the top of the 
vegetation canopy. 
Although vegetation with small bending stiffness, EI, still predicts slight wave height 
decay (Figure 5.11), the wave-averaged current appears in the opposite direction compared 
with the measurements. This contradiction may be an indicator of violation of model 
assumptions when applied to highly flexible vegetation. The coupled wave-vegetation model 
employs empirical formulas to account for the fluid forces acting on the vegetation, and thus the 
feedback of vegetation motion to the flow field. The drag and inertia coefficients in the Morison 
equation (see Eq. 5-4) are assumed to be the same along the length of the vegetation stem and 
constant over time. These assumptions, however, are highly questionable for flexible vegetation 
behaving like either a cantilever or a whip (Paul et al. 2012; Luhar and Nepf 2016). 
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Figure 5.13. Snapshot of instantaneous configuration of vegetation patch and contour of 
horizontal velocity with a time increment of 0.2T under wave action at five different times for 
the case with H = 0.5 m, T = 3.5 s, N = 180 stems/m2. 
5.4.3. Wave-induced Mean Current 
Since the bending stiffness of 10 EI predicts reasonable wave height decay (Figure 5.11) 
and kinematics within the vegetation patch (Figure 5.12), it is used in the following plots 
illustrating the mechanism of vegetation-induced mean current. Figure 5.13 shows a sequence 
(a) 
(b) 
(c) 
(d) 
(e) 
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of snapshots of the horizontal velocity field along with the instantaneous configuration of the 
vegetation patch. The most significant alteration of the flow field by the vegetation occurs at the 
top of the vegetation patch, and right beneath the wave crest. There appears a sharp increase of 
horizontal velocity across the free surface. This is likely due to the wave-averaged current which 
changes a lot across the mean water level and the top of the vegetation patch (see Figure 
5.16a). OpenFOAM’s limits of simulating highly nonlinear, shallow water waves may also play a 
role here.  
The instantaneous configuration of each stem in the vegetation patch in Figure 5.13  is 
largely in accordance with the observations of single-stem vegetation presented in section 5.3.2. 
The maximum/minimum displacements do not occur exactly beneath the wave crest/trough. 
The vegetation tends to deflect more under the crest than under the trough. 
Figure 5.14 shows a comparison of the wave kinematics profile outside and within the 
vegetation patch. Before entering the vegetation patch (profile #1), the wave horizontal velocity 
is uniform across the lower water column, consistent with the shallow water wave theory. 
Within the vegetation patch (profile #2, #3), the wave horizontal velocity is altered around the 
top of the vegetation (see snapshots in Figure 5.13). Both the numerical predictions and the 
measurements show an increase of maximum horizontal velocity above the vegetation field. 
There appears a mean current flowing in the direction of the wave propagation. Luhar et al. 
(2010) observed a similar mean current within a model seagrass meadow, and attributed it to 
the nonzero wave stress, similar to the streaming observed in the wave bottom boundary layers.  
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Figure 5.14. Model-data comparisons of vertical distribution of maximum, mean, and minimum 
horizontal velocities at a location (a) 0.7 m before entering the vegetation patch (profile #1), (b) 
2.0 m into the vegetation patch (profile #2), and (c) 2.7 m before leaving the vegetation patch 
(profile #3). Solid lines: model prediction; squares: measurements by Stratigaki et al. (2011). The 
bending stiffness is 10 EI. 
Figure 5.15 shows the evolution of the mean current, phase shift between wave 
horizontal and vertical velocities, and an indicative wave shear stress at the 3 locations 
illustrated in Figure 5.9. At a location upstream the vegetation patch (profile #1), the mean 
current has a rather small magnitude, with a positive velocity near the bed and a negative 
velocity over a large portion of the upper water column. This velocity structure resembles a 
typical mean current profile observed in a closed laboratory flume, where the Stokes drift 
transported above the wave trough is compensated by a returning flow underneath. At this 
location, the phase difference between the wave horizontal (u) and vertical (w) velocities is 
close to 90°, the theoretical value of an inviscid, irrotational flow motion. The wave shear stress, 
ρ<uw>, is nearly zero since the wave horizontal and vertical velocities are approximately 90° out 
of phase. The presence of returning flow and wave height variation (see Figure 5.11) in the 
numerical flume prevents an exact 90° of phase difference and perfectly zero wave stress. 
(a) (b) (c) 
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Within the vegetation patch (profile #2, #3), a positive mean current appears around the 
top layer of the vegetation. The phase difference departs significantly from 90°, leading to a 
nonzero wave stress across the height of the vegetation. It’s observed that wave stress tends to 
change its sign at the top of the vegetation. The wave stress at downstream location (profile #3) 
is larger than that upstream (profile #2). The strong discontinuity in the drag force between the 
area occupied by the meadow and the free flow above it is believed to the reason for the 
nonzero wave stress. 
 
Figure 5.15. Evolution of vegetation-induced mean current, phase difference between wave 
velocities w and u, and wave stress (divided by density) <uw> at profile 1, 2 and 3 locations 
before, at the beginning and end of vegetation patch shown in Figure 5.9.  The bending stiffness 
is 10 EI. 
The appearance of a mean current at the vegetation interface creates a local circulation 
pattern. Figure 5.16a shows a spatial distribution of the mean current around the vegetated 
region. The flow pattern far away from (both upstream and downstream) the vegetation patch 
seems to be unaffected by the mean current generated at the top of the vegetation patch, 
except for some disturbances in the immediate vicinity. The mean current is established within a 
short distance (<1 m) into the vegetation patch, and restores to its original upstream state after 
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a similar distance downstream the patch. The mean current generated at the top layer of the 
vegetation is diverted both upward and downward at the downstream end of the meadow, 
while at the start of the meadow, the recirculated current converges toward the top of the 
vegetation.  
 
Figure 5.16. Spatial distribution of (a) the vegetation-induced mean current and wave radiation 
stress (b) <uu> and (c) <uw>. Area enclosed by the dashed lines indicates the vegetated region. 
The bending stiffness is 10 EI. 
Figure 5.16b-c show the spatial distribution of the wave stress <uu> and <uw>, 
respectively, around and within the vegetation patch. Noticeably, the presence of the 
vegetation patch alters the vertical profiles of the wave stress. Both wave stresses, <uu> and 
<uw>, change rapidly across the interface between the vegetation and the clear fluid. 
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Figure 5.17. Snapshots of (a) turbulence energy and (b) dissipation within the vegetation patch, 
and (c) horizontal component of relative velocity, nn rU  , between flow and vegetation 
motion.  The bending stiffness is 10 EI. 
5.4.4. Instantaneous Turbulence within Vegetation Patch 
Figure 5.17a-b shows one example snapshot of the instantaneous distribution of 
turbulence energy and dissipation within the vegetation patch. It is obvious that some 
turbulence energy is always generated close to the bed underneath the wave crest and trough. 
This observation is consistent with the vegetation-induced turbulence as formulated in Eq. 
(5-15). Since the vegetation motion close to the bed is constrained, the relative velocity is, 
therefore, approximately equal to the wave velocity, which is positive under the wave crest and 
negative under the wave trough (see Figure 5.17c). Another area of significant turbulence 
(b) 
(a) 
(c) 
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generation is the upper portion of the vegetation stem, where the relative velocity between the 
flow and vegetation motion is also at a maximum. This scenario may occur whenever the 
vegetation is displacing in a direction opposite to the wave velocity, or the vegetation is at one 
of its two extreme displacements such that the relative velocity is, again, temporarily equal to 
the wave velocity. Although the extreme displacements do not occur exactly under a wave 
crest/trough (refeering to section 5.3.2 for details), the wave velocities corresponding to the 
phase at which the extreme displacements occur are still appreciable, leading to significant 
turbulence generations. 
5.5. Conclusions and Discussion 
A coupled RANS-VOF and finite element model is developed to simulate the wave-
vegetation interaction. The wave hydrodynamics is simulated by a RANS-VOF model. The 
vegetation motion is solved by a Finite Element Method, which applies equally well to flexible 
vegetation with either small or large deflections. The wave hydrodynamics and vegetation 
motion is coupled through a diffused immersed boundary method. The two-equation k  
turbulence model is adapted to account for the additional turbulence generated due to the 
presence of vegetation. First, the flexible vegetation model was validated against experiments 
for a cantilever beam and single-stem vegetation. Then, the coupled model was validated with 
measurements for a large-scale flume experiment, in which a regular wave propagated though a 
vegetation patch. Both wave height decay and wave kinematics were reasonably predicted by 
the coupled model.  
It was observed that a mean current was generated around the top of the vegetation 
patch. This mean current, the magnitude being about 20% of the wave orbital velocity, is 
correlated with a nonzero wave stress. The presence of vegetation creates a drag discontinuity 
at the vegetation interface and alters the vertical profiles of the wave stress across that 
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interface. The vegetation flexibility plays a role in the specific vertical distribution, dictating how 
far the alteration penetrates downward into the vegetation patch. As a result of the mean 
current flowing in the direction of wave propagation, a circulation pattern is formed around the 
vegetation patch. The predicted circulation pattern is similar to that observed around a model 
seagrass meadow in Luhar et al. (2010), which may have strong implications on the net 
transport of the nutrient, pollutant, and sediment in vegetated coastal habitat. 
The proposed model couples the high-fidelity RANS-VOF solver based wave 
hydrodynamics model with a FEM-based flexible vegetation model using a diffused immersed 
boundary approach. The geometry of the vegetation stem is not resolved. The coupling between 
the two models is achieved through a Morison-type force and thus formulated in terms of 
empirical drag and inertia coefficients. This constitutes one uncertainty of the coupled model. 
However, it should be pointed out that without any tuning of the drag coefficient, the coupled 
model captures adequately the asymmetric displacement of the vegetation motion, the 
alteration of wave kinematics around the interface of the vegetation patch, and the generation 
of a mean current in the wave propagation direction. Once the displacement history of the 
vegetation stem is known, the distributions of fluid forces on the stem can be easily deduced by 
applying the Morison equation. 
Numerical tests show that the model results, the wave kinematics in particular, are 
sensitive to the vegetation flexibility, i.e. bending stiffness of the vegetation stem. Calibration is 
thus required to determine the appropriate bending stiffness, and possibly in combination with 
the drag coefficient. It’s worth noting that in the present study, the drag coefficient is assumed 
to be uniform along the length of the vegetation stem and constant over time, which is 
questionable for flexible vegetation behaving like either a cantilever or a whip (Paul et al. 2012; 
Luhar and Nepf 2016). It is tempting to propose a spatially and time-varying drag coefficient, but 
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this warrants significant additional experimental and analytical work (Luhar et al. 2010). 
Nevertheless, it is relatively straightward to incorporate such a variation into the proposed 
model, since the FEM-based vegetation model is inherently robust in accounting for the spatial 
variations of geometric and mechanical properties of the vegetation stem. 
This sensitivity of model results to the vegetation flexibility is believed to be associated 
with the limits of the coupling approach (Mattis et al. 2015), which fails to resolve the geometry 
of the vegetation stem but resorts to empirical drag and inertia coefficients for the coupling 
force. Considering the size difference of the fluid grid O(2 cm) and the dimensions of the stem’s 
cross-section O(0.35 mm), it is deemed infeasible at the moment to adopt a direct simulation 
approach (Maza et al. 2015a), resolving the actual geometry of each stem within the vegetation 
patch. Besides, the possible contact and wake interactions between neighboring stems, which 
are not taken into account by the present model, may also affect the model results. To simplify 
the highly nonlinear contact problem, the stem interactions may be accounted for by adding a 
damping term in the governing equations of vegetation motion, and then calibrate the unknown 
damping coefficient against the observed motion (Maza et al. 2013). 
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CHAPTER 6 
 CONCLUSIONS AND FUTURE WORK 
This work examines the wave transformations in the presence of wind, current, and 
vegetation, using a two-phase flow RANS-VOF model. In particular, the wind and current effects 
on extreme waves formed by a dispersive focusing mechanism are examined. The characteristics 
of current-induced wave breaking and blocking are investigated. The flexible vegetation effect 
on wave transformations is studied using a newly developed wave-vegetation interaction 
model, which couples the RANS-VOF wave model with a Finite Element Method based 
vegetation model. In this chapter, the conclusions and main findings are summarized first, 
followed by recommendations for future work. 
6.1. Conclusions 
6.1.1. Wind and Current Effect on Extreme Wave Formation and Breaking 
Wind and current effects on the evolution of a two-dimensional dispersive focusing 
wave group are investigated using a two-phase flow model. A Navier-Stokes solver is combined 
with the Smagorinsky subgrid-scale stress model and Volume of Fluid (VOF) air-water interface 
capturing scheme. Model predictions compare well with the experimental data with and 
without wind. The wind and current effects on extreme wave formation and breaking are 
summarized as follows: 
 The following and opposing wind shift the focus point downstream and upstream 
respectively. The shift of focus point is mainly due to the action of wind-driven current 
instead of direct wind forcing; 
 Under strong following/opposing wind forcing, there appears a slight increase/decrease 
of the maximum surface elevation at the focus point, and an asymmetric/symmetric 
behavior in the wave focusing and defocusing processes; 
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 The vertical shear of wind-driven current plays an important role in determining the 
location of and the freak wave height at the focus point under wind action. The thin 
surface layer current is a better representation of the wind-driven current for its role in 
wind influences on waves than the depth-uniform current used by previous studies. 
 In the presence of following wind, a shear layer of high vorticity separates from the 
breaking wave crest, remains detached while being coherent for some distance 
downstream, and then disintegrates into vortices. A recirculation zone is observed 
between the detached shear layer and the downwind side of the wave crest. This air 
flow structure is similar to that over a backward facing step and a spilling breaker (Reul 
et al. 2008), as well as over young wind waves (Buckley and Veron 2016).  
 In the presence of opposing wind, the air flow structure is similar to that over an airfoil 
at high angles of attack. The counter-clockwise vortices shed from the detached shear 
layer above the rear face of the crest interact with the moving free surface in the 
opposite direction underneath, producing the secondary vortices of opposite sign. 
Similar phenomena has been observed previously for a plunging breaker by Techet and 
McDonald (2005) and a modulated breaking wave group by Iafrati et al. (2013) without 
wind forcing. It is conjectured that the formation of secondary vortices is dependent on 
the strength of the primary vortex, its distance and relative motion to the free surface.  
 The strength of primary vortex for the opposing wind is much more pronounced than 
that for the following wind. This is due to the larger shear created by the wind and wave 
moving in the opposite direction and the blunt shaped wave front face under the 
opposing wind. The primary vortices are advected downwind along the free surface, and 
interact with the incoming wave crests and gradually lose their strength. 
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 The occurrence of similar air flow separation and vortex shedding but with smaller 
magnitude is observed for the non-breaking wave group in Tian and Choi (2013). The 
presence of the steeper wave crest and the broken wave surface in a plunging breaking 
wave group greatly enhances the vorticity generation. These vortices downwind of the 
wave crest enhance the vertical mixing and momentum exchange just above the air-
water interface. 
 The wind pressure distribution above the wave is largely in accordance with the wave 
crest geometry and the vorticity field of the air flow. The presence of extreme waves 
greatly enhances the momentum and energy transfer at the air-water interface. The air 
flow separation causes large pressure drops in the leeward side of the crest, and hence 
strongly affects the wind pressure and wave slope correlation and form drag. These 
results are consistent with experimental observations by Kharif et al. (2008) and Reul et 
al. (2008).  
 Our results indicate that the following wind imparts momentum to and increases the 
height of the wave through a positive form drag, while the opposing wind extracts the 
momentum from and reduces the height of the wave through a negative form drag.  
 The pressure distribution is far more complex than that predicted by Jeffrey’s sheltering 
mechanism in the presence of extreme wave and breaking. The local surface pressure 
may well be affected by the air flow separation and vortex originated elsewhere and is 
not correlated well with the local wave. 
6.1.2. Characteristics of Current-Induced Wave Breaking/Blocking 
The phenomenon of wave blocking due to opposing currents is investigated by a 
Reynolds-Averaged Navier-Stokes (RANS) flow solver along with the VOF surface capturing 
method. The SST k  turbulence model is adopted with the production term modified to 
153 
 
avoid excessive turbulence generation in the interior part of the flow. The model is verified with 
analytical solutions for a linear wave propagating through an opposing current over a 
submerged bar. The model is also validated against a novel experiment where the spatially 
varying current was generated by withdrawing water over a large portion of a flat bottom. The 
geometric and hydrodynamic characteristics of the current-induced breaker, i.e., crest geometry 
at breaking onset, kinematic breaking criterion, wave set-down and set-up, energy dissipation, 
turbulence and vorticity generation, and current profile changes are summarized as follows: 
 Both wave breaking and blocking were observed. In the presence of an opposing current 
with increasing strength in the wave direction, the wave shortens, steepens, and then 
breaks when the water particle velocity at the crest exceeds that of the crest, thus 
confirming the kinematic breaking criteria for current-induced breakers. 
 The current-induced wave breaking shares some similarities with the breaking process 
of surf zone spilling breakers. When a wave is about to break, a bulge forming on the 
crest’s forward face persists on that face, confined to a small area, and breaks down into 
turbulence. This is consistent with the visual observation of whitecaps during wave 
breaking on adverse currents (Suastika 2004). 
 Only spilling breaker was observed in this study. The limiting wave steepness at breaking 
onset predicted from this study, ak = 0.30, is considerably smaller than that for a a 
limiting Stokes wave in deep water. It is consistent with the value used by Chawla and 
Kirby (2002) to indicate the breaking onset in their bore model to quantify the energy 
dissipation for current-induced breaking. It is suspected that a plunging breaker may be 
observed if a large vertical shear is superimposed with the blocking current (Moreira 
and Chacaltana 2015). 
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 For the same horizontal current gradient, large waves break more downstream due to 
the early reach of the limiting wave steepness at the breaking onset. For the same initial 
wave height and period, the maximum wave height obtained at the breaking onset is 
approximately the same, irrespective of the magnitude of the current gradient.  
 The rate of wave height decay beyond the breaking point varies depending on the wave 
and current conditions. The wave height decays approximately in a linear manner and at 
the same rate for small waves in a slowly varying current. However, the decay rate 
varies significantly for large waves under a more rapidly varying current. For completely 
blocked waves, an approximately piecewise linear, three-stage wave height decay could 
be identified: beyond breaking onset, prior to blocking, and continuous breaking in 
between. For waves that are not blocked, the third stage of wave height decay is no 
longer observed; the wave height shows an initial exponential decay and then remains 
constant some distance away from the breaking point. 
 One conspicuous feature for current-induced spilling breaker is that the turbulence and 
vorticity is continuously generated at the breaking wave crest front with a strong 
opposing current flowing underneath and beyond the blocking point. Therefore, the 
turbulence and vorticity generated at the propagating wave crest front are instantly 
advected downstream/upwave to the region where the incipient wave breaking occurs. 
These turbulence and vorticity would then interact with those newly generated by the 
following wave, resulting in more complex turbulence and vorticity patterns than those 
in spilling breakers without current blocking. 
 Similar to surf zone breakers, wave set-down appears as the waves shoal and steepen 
over the opposing current, and wave set-up appears a short distance shoreward of the 
incipient breaking location. A new feature for these current-induced breakers is that the 
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spatially varying opposing current causes a surface tilting of the mean water level even 
in the absence of waves. It is through this current-induced surface tilting that the wave 
radiation stress gradient exerts its influence on the mean water level. The larger the 
initial wave height and the larger the magnitude of the current horizontal gradient, the 
more set-down and set-up that are generated by the wave radiation stress gradient. 
Longer waves with larger wave periods lead to less wave set-up, since it is less likely for 
these waves to experience much breaking and energy loss while propagating through 
the same current field. 
 The presence of waves mainly alters the current profile just beneath the surface, which 
in turn alters the lower portion of the current profile by the principle of mass 
conservation. Consistent with the downstream convection of the breaker-generated 
turbulence, the changes to the current profile downstream the breaking/blocking points 
penetrate deeper into the water column. The larger the initial wave height, the more 
intense of the turbulence, and the more changes to the current profile.  
6.1.3. Development of a Coupled Wave-Vegetation Interaction Model 
A coupled wave-vegetation interaction model suitable for flexible vegetation with large 
deflections is developed. The wave hydrodynamics is simulated by a RANS-VOF model. The 
vegetation motion is based on the elastic rod theory, and is solved by a Finite Element Method 
which applies equally well to flexible vegetation with either small or large deflections. The 
vegetation model was validated against experiments for a cantilever beam and single-stem 
vegetation. The two-equation k  turbulence model is adapted to account for the additional 
turbulence generated due to the presence of vegetation. The wave hydrodynamics and 
vegetation motion is coupled through a diffused immersed boundary method. The coupled 
model was validated with measurements from a large-scale flume experiment, in which a 
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regular wave propagated though a vegetation patch. Both wave height decay and wave 
kinematics were reasonably predicted by the coupled model.  
It was observed that a mean current flowing in the direction of wave propagation was 
generated around the top of the vegetation patch. This mean current, the magnitude being 
about 20% of the wave orbital velocity, is correlated with a nonzero wave stress. The drag 
discontinuity at the vegetation interface causes a phase shift of the wave horizontal and vertical 
velocities, thereby leading to a nonzero wave stress. The vegetation flexibility plays a role in the 
vertical distribution of the phase shifts. As a result of the mean current, a circulation pattern is 
formed around the vegetation patch. The predicted circulation pattern is similar to that 
observed around a model seagrass meadow in Luhar et al. (2010). 
6.2. Recommendations for Future Work 
6.2.1. Improvements on Numerical Models 
The present study uses the VOF-based two-phase flow solver in the open source code 
OpenFOAM. This Eulerian grid based surface capturing approach by VOF is particularly robust to 
capture the large and complex topological changes of the interface associated with breaking 
waves. An algebraic VOF scheme is adopted for interface advection in OpenFOAM, which avoids 
the explicit interface reconstruction as in the geometric VOF scheme. The latter scheme involves 
complex geometric operations that are cumbersome to implement and slow the computation. 
However, it is recognized that the algebraic VOF scheme is not as accurate as the geometric VOF 
scheme (Deshpande et al. 2012; Roenby et al. 2016). Another downside of the VOF-based 
interface capturing method is the lack of a sharp interface, which makes the solver unable to 
enforce exactly the interface boundary conditions and to resolve adequately the turbulent 
boundary layers in the vicinity of the interface. Possible improvements of the numerical model 
are discussed as follows: 
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 Roenby et al. (2016) developed a new VOF advection algorithm, isoAdvector, which 
belongs to the class of geometric VOF. Coupling it with the pressure-velocity solver in 
OpenFOAM may result in more accurate interfacial flow simulations. It may alleviate the 
the problem of wiggly interface often encountered in simulating steep waves. 
 There is a density jump across the air-water interface. The VOF-based two-phase flow 
solver smooths the phase properties across ~3 cells. No special efforts are made in 
OpenFOAM to enforce the exact kinematic and dynamic boundary conditions at the 
interface. Properly addressing this issue may help to remove the spurious air velocity 
that often distorts the smooth wave profiles. The performance of the new solver can be 
evaluated by comparing with the “numerically-exact” solutions from the boundary-
fitted, interface tracking solvers (Tuković and Jasak 2012).  
 Since the VOF-based two-phase flow solver cannot resolve adequately the boundary 
layers in the vicinity of the interface, some adjustments like near-wall or -surface model 
must be made to properly account for the turbulence damping approaching smooth 
surfaces and turbulence generation near breaking wave crests. The RANS model tends 
to overestimate the turbulence generated by breaking waves, spilling breakers in 
particular (Lin and Liu 1998a). 
6.2.2. Insights into Physical Processes 
The thesis studies the wave transformation in the presence of wind, current, and 
vegetation, using a two-phase flow RANS-VOF model. All of the simulations are two-
dimensional, and all turbulence effects are modeled. More insights into the physical processes 
would be obtained if the following suggestions are investigated. 
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 Wind turbulence exchanges the energy and momentum flux with the underlying wave 
through air-sea interacton. With the increase of computing power, it is desirable to use 
Large Eddy Simulation to directly resolve the large eddies and model the effect of small 
eddies with a subgrid-scale model. The turbulent fluctuating velocities resolved could be 
used to calculate the momentum flux between wind and waves. 
 Another formation mechanism for extreme and rogue waves is modulational instability, 
or so-called Benjamin-Feir instability. Toffoli et al. (2013) found experimentally that 
wave modulation was amplified when propagating into a region of opposing current, 
resulting in large-amplitude rogue waves. The numerical wave-current flume developed 
from the RANS-VOF model is potentially applicable to these problems. It’s expected 
though that exploring this formation mechanism would require a longer computational 
domain and simulations of hundreds of wave periods. Not only is it computationally 
demanding, but it places more stringent requirement on the accuracy of the flow solver. 
 The coupled wave-vegetation interaction model is inherently three-dimensional. The 
model can be used to examine the vegetation-induced circulation pattern in 3D 
simulations. The effect of distribution patterns of vegetation could also be studied, i.e., 
vertical variation of vegetation properties, patchy vegetation scattered along a flume. 
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APPENDIX A. GRID CONVERGENCE STUDY FOR A BREAKING WAVE GROUP 
The breaking dispersive focusing wave group in Tian and Choi (2013) has about twice as 
large an initial wave steepness as the non-breaking counterpart (referring to Figure 3.2 for a 
comparison of amplitude spectrum). Even without any wind forcing, a plunging breaker was 
observed between the second and third wave gauges (G2 ~ G3). Grid convergence study has 
been conducted to assess the grid size requirement for this case. The computational domain 
shown in Figure 3.1 is meshed non-uniformly with fine grids spreading across the free surface. 
Three sets of grids are used, and the total number of grids for the coarse, medium and fine grid 
is approximately 123 k, 464 k, and 1,450 k, respectively. The minimum grid at the free surface is 
5.0 mm for the coarse grid, 2.5 mm for the medium grid, and 1.25 mm for the fine grid.  
Figure A.1 shows the comparison of the predicted wave profiles in the vicinity of the 
breaking region. For the sake of clarity, the predicted profiles with coarse grid are not shown. It 
is seen that the wave breaking process characteristic for a plunging breaker, namely the crest 
front overturning, jet impact, air entrainment, and splash-up, is well captured by the fine grid, 
and reasonably captured by the medium grid. The main discrepancy in the wave profiles resides 
in the overturning jet. The jet tip for the fine grid is much thinner and sharper since more details 
of the interface structure can be captured by the higher grid resolution. It is demanding to 
achieve grid convergence for surface profiles involving breaking crest. Wang et al. (2009a) stated 
that grid convergence analysis is quite difficult and questionable for this kind of flow involving 
unsteady air/water interface breaking. Although smaller interface structures can be resolved 
with higher grid resolutions, the overall large-scale dynamics of wave breaking are not affected 
by the small-scale interface structures. This statement is supported by the surface elevation 
comparisons downstream the breaking region (Figure A.2).  
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Figure A.1. Comparison of wave surface profiles under medium (2.5 mm, solid line) and fine 
(1.25 mm, contour surface) grids. For the sake of clarity, wave profiles with coarse grid are not 
shown. (a) t = 22.55 s; (b) t = 22.60 s; (c) t = 22.65 s ; (d) t = 22.70 s. 
Figure A.2 shows the grid sensitivity on the surface elevations downstream the breaking 
region (G3 & G4). It is seen that all the predicted surface elevations are in good agreement with 
the experimental data. There is virtually no difference between predictions using the medium 
and the fine grid. It is thus concluded that grid convergence is obtained in terms of surface 
elevation predictions. 
 
(a) 
(b) 
(c) 
(d) 
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Figure A.2. Grid sensitivity on the surface elevations at (a) G3 and (b) G4 in the absence of wind. 
Dotted line: coarse grid 5.0 mm; dash-dotted line: medium grid 2.5 mm; solid line: fine grid 1.25 
mm; dashed line: experiment by Tian and Choi (2013). 
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APPENDIX B. MATRICES AND FORCE VECTORS IN FEM FORMULATION 
The Finite Element Method based formulation for elastic rod is described in Section 
5.2.2. The specific definitions of matrices and force vectors in the discretized governing 
equations are listed here. 
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where 
nmkl
PPAA    ,,,  are shape functions,
ij
  is the Kronecker Delta function, 
i
w  is the net 
weight of the rod, and d
i
F  is the hydrodynamic force excluding the added mass effect, which has 
been incorporated into the added mass matrix a
ijlk
M . 
181 
 
APPENDIX C. GRID SIZE EFFECT ON VEGETATION MOTION AND WAVE KINEMATICS 
Grid convergence study has been conducted to assess the grid size requirement for the 
coupled wave-vegetation model. The computational domain shown in Figure 5.8 is first meshed 
uniformly with a base grid and then refined with fine grids in the vicinity of the free surface. As 
listed inTable C.1, three sets of fluid grids are used, and the total number of cells for the fluid 
domain is approximately 170 k, 324 k, and 649 k, respectively. Each stem of the vegetation is 
discretized uniformly with elements of equal length, 9 cm and 4.5 cm for grid sets 1 & 2 and 3, 
which correspondingly leads to 6 and 12 elements for each stem. The bending stiffness for each 
vegetation stem is assumed to be 0.06 Nm2 (10 EI as assessed in section 5.4.2). 
Figure C.1 shows the grid size effect on extreme configuration and tip displacement 
history of a representative vegetation stem. Figure C.2 shows the grid size effect on the vertical 
distribution of wave kinematics and mean current at x = 40.36 m. It can be observed in both 
figures that these results are not very sensitive to the grid size tested. Therefore, the grid set 2 is 
selected considering the balance between accuracy and computational time. 
Table C.1 Grid size for the fluid and vegetation for the coupled wave-vegetation model. 
Grid Fluid  
(horizontal x vertical, cm) 
Vegetation  
(cm) 
Fluid cells # 
1 4 x 4 9 169,792 
2 4 x 2 9 324,310 
3 2 x 2 4.5 648,619 
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Figure C.1. Effect of grid size on (a) the extreme configurations and time history of (b) horizontal 
and (c) vertical displacements at the tip of the vegetation stem located at x = 43.6 m.  The 
bending stiffness is 10 EI. 
(a) 
(b) 
(c) 
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Figure C.2. Effect of grid size on the vertical distribution of the maximum/minimum horizontal 
velocities and mean current at profile #2, x = 40.36 m. Squares: measurements by Stratigaki et al. 
(2011). Dashed line is the top of the vegetation patch.  The bending stiffness is 10 EI. 
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