Introduction

30
The zonally banded patterns and latitudinally alternating zonal jets are striking features of the 31 atmospheres of Jupiter and Saturn. To explain the origins of these zonal structures, one series 32 of studies following Busse (1983) considers convective motions extending over a deep planetary 33 atmosphere, while another series following Williams (1978) considers quasi-two-dimensional mo-34 tions within a shallow surface layer of a planetary atmosphere.
35
In the latter "shallow-layer" context, the effect of the differential rotation due to the spherical 36 geometry of the planets plays a crucial role. This effect (the so-called b effect) induces a spa-37 tial anisotropy in turbulent flows, resulting in the predominance of latitudinally alternating zonal time scales, respectively, the shallow-water equations can be nondimensionalized as follows:
∂ h ∂t
where t is the time, l is the longitude, µ = sin j for latitude j, z is the vorticity, D is the di- forcing and dissipation terms, respectively, and -2 is the horizontal Laplacian, which is defined as
Since the Rossby deformation radius at the poles nondimensionalized by a ⇤ is defined as
we can write this as F = 16p 2 L 2 D , and use L D as an experimental parameter.
126
As for the forcing/dissipation terms imposed on the right-hand side of (1) through (3), we adopt 127 the same type of forcing/dissipation as used by Polvani (2007, 2008) . The forcing F is a 128 small-scale white-in-time random process imposed in a narrow spectral band, which is written as 129 F(l , µ,t) = 2Re 
Here, e 0 is a measure of the energy injection rate, P m n (µ) is the associated Legendre function which 
where ( ) ⇤ indicates the complex conjugate, the angle brackets indicate the ensemble average, and 140 d (t t 0 ) is the Dirac delta function. We set the middle wavenumber of the forcing n f = 42 and the 141 width of the spectral band Dn = 4. The settings for Dt and e 0 are described later in this section.
142
The dissipation terms are set as follows:
That is, each dependent variable is dissipated at small scales by the hyper-viscosity term, and
144
the Newtonian cooling effect is imposed only on the geopotential anomaly, h. Here, we set 145 t rad = 0.25L 2 D , following Scott and Polvani (2008) , and the hyper-viscosity coefficient n as 146 n = 10/[N T (N T + 1)] 4 , where N T is the truncation wavenumber of the spectral method (described 147 below).
148
We compute the time-evolution of (1) through (3) using the spherical spectral method, expand- fourth-order Runge-Kutta scheme for the time-integration with a time-increment of Dt = 0.0125.
153
Note that there are some differences between the settings used in the present work and those of 154 time-filters were adopted for the time-integration. The truncation wavenumber used by Scott and 156 Polvani (2007) was the same as that used in the present study, whereas Scott and Polvani (2008) 157 conducted higher resolution experiments with N T = 682.
158
With the above settings, we have two control parameters: the nondimensionalized Rossby defor-159 mation radius L D and the measure of the energy injection rate e 0 . We set e 0 = 6.4 ⇥ 10 E where
160
E is chosen to be either 6, 7, or 8. These are referred to as "E6", "E7", and "E8" experiments,
161
respectively. We conduct ensemble numerical experiments for 120 members for E6 through E8.
162
Scott and Polvani (2008) set e 0 = 5.0 ⇥ 10 7 , so in our work, the setting of e 0 in our E7 ex- 
173
While most of the ensemble members yield equatorial superrotation, some yield equatorial sub-174 rotation. Figure 1b shows the meridional profiles of the zonal-mean zonal velocities at the end of at the equator (Fig. 1b, 
220
In the following sections, we focus on the time-evolution until t = 1000, and investigate the 221 acceleration mechanism of the prograde equatorial jet during this early stage. 
Structural change of the Hough modes due to Newtonian cooling
In this section, we examine the effect of Newtonian cooling on the structure of Hough modes.
224
Hough modes are the eigenmodes of the linearized shallow-water equations on a rotating sphere
225
(Longuet-Higgins 1968). If the considered dissipation process is expressed as a linear term of the 226 dependent variable, it is easy to incorporate the dissipation effect into the eigenvalue analysis and 227 obtain the distorted Hough modes.
228
Pioneering work in this line of study was conducted by Yamagata and Philander (1985) . They can be approximately written as follows:
Here, x is the eastward coordinate, y is the northward coordinate (the origin is at the equator), k is A) The equiphase line for a westward propagating mode (w r < 0) tilts westward as the absolute 242 value of latitude increases, whereas that for an eastward propagating mode tilts eastward.
243
mode increases.
245
Note that the equation (8) Newtonian cooling was incorporated, while keeping statements A) and B) in mind.
251
We perform eigenvalue analysis of the linearized version of (1) 
275
The difference in the extent of the tilt between the gravity and Rossby modes can be understood 276 from statement B), although it is not directly applicable to these modes as noted above. That is,
277
Rossby modes exhibit larger tilts than gravity modes due to smaller values of |w r |. Furthermore, 
290
We examined all the distorted Hough modes (including many other modes that are not shown in In the previous section, it was shown that Newtonian cooling distorts the structure of Hough 295 modes, especially that of Rossby modes. In this section, we investigate the acceleration of zonal- 
304
First, we expand the dependent variables using a small parameter e around a zonally uniform 305 basic flow. That is, the vorticity field z , for example, is expanded as
The other dependent variables are expanded similarly. We substitute these expansions into the 307 shallow-water equations (1) through (3) and assume that the forcing is of the first order, namely, 308 F = eF 1 , and that the basic state is the state of the rest, i.e., z 0 = D 0 = h 0 ⌘ 0 (because we consider 309 a very early stage of the time-evolution). Then, we obtain the first-order equations:
The zonally averaged second-order equations are obtained as follows:
At this point, we specify a certain form for neither the forcing term F 1 nor the dissipation terms,
; we only assume that the dissipation terms are linear.
313
For convenience, we introduce the following vector-form expressions:
In the above expressions, the vector (z 1 , D 1 , h 1 ) T , for example, is the abbreviated notation for the
spherical-harmonics expansion of z 1 , D 1 , and h 1 , respectively.
317
We can now rewrite the first-and second-order equations in wavenumber space as follows:
where
L 2 are matrices which correspond to the linear terms (including the dissipation terms) 319 in (10) through (12) and (13) 
Here, m is the zonal wavenumber and l is the index for each mode. The Hough modes above are 325 normalized so that the root-mean-square velocity corresponding to them is unity. Note that since 
Here, s m l and s l are the eigenvalues corresponding to H m l and Z l , respectively. Note that the 331 notation for the eigenvalues of the Hough modes has been changed here (s m l corresponds to iw 332 introduced in Section 3) for convenience.
333
In the following two subsections, we evaluate the second-order zonal-mean flow acceleration 334 induced by the distorted Hough modes using (26) and (27). 
339
In the following, we present the results of our analysis, noting similarities to the previous work.
340
We evaluate the second-order acceleration induced by each distorted Hough mode through the 
Here, we assume that the initial value of X m l (t) is unity. Due to the dissipation by Newtonian cool-347 ing, the real part of the eigenvalue is negative [Re(s m l ) < 0] and the amplitude decays with time
Meanwhile, each of the second-order zonal modes Z j evolves according to 349 (27). Since A consists of quadratic terms of the first-order variables, the time-evolution of A j can 350 be written as
where A j0 is a constant that is determined by (25) and (27). Considering each balanced zonal mode 352 of Z j , the corresponding eigenvalue of which is zero (s j = 0), the time-evolution of the amplitude 353 is obtained as the solution of (27) as follows: 
1) EVALUATION OF THE ENSEMBLE-AVERAGED SECOND-ORDER ZONAL-MEAN FLOW
396
Here, we assume the same type of forcing and dissipation as used in the numerical experiments 397 in Section 2. That is, the dissipation terms are set as follows:
where the values of n and t rad are the same as used in Section 2.
400
In order to evaluate the covariance of the forcing coefficient F m l (t), we define G m l as the nor-
401
malized left eigenvector corresponding to the right eigenvector H m l , so as to satisfy the following 402 bi-orthogonal condition:
Here, ( ) † indicates the complex conjugate transpose. Then, from (23), we can calculate F m l (t) as
Since the temporal dependence of the forcing F(t) is described by the function x m n (t) as defined 405 in (5), we can express F(t) as: F(t) = R R RX X X(t), where X X X(t) is a column vector consisting of x m n (t) (t 0 ) can be written as
where I I I is the identity matrix and the coefficient B m 1 m 2 l 1 l 2 is defined as
With the random forcing 
Note that the covariance of X m l is non-zero, so it too must be considered alongside the variance.
where we introduce the coefficient K 
Based on (37), the time-dependent solution of the ensemble average of hY l i in (27) is found to smaller amplitudes of forcing: e 0 = 6.4 ⇥ 10 E where E = 9, 10, and 11. Using the naming 434 convention introduced in Section 2, these experiments are referred to as the "E9", "E10", and
435
"E11" experiments, respectively.
436
Before focusing on the zonal-mean flow, we examine how well the time-evolution of the vari- 446 the second-order zonal-mean flow becomes so large that it cannot be considered small relative to the first-order wave components, and the third-and higher-order nonlinear interactions come into 448 play. In fact, we confirmed that the inverse energy cascade is clearly seen in the energy spectrum 449 before the deviation becomes significant (not shown).
450
Now we focus on the time-evolution of the zonal-mean flow. We check the theoretical prediction 451 of the time-evolution (38) before comparing it with the result of the nonlinear time-evolutions.
452
Dashed red curves in Fig. 5c show the theoretically predicted time-evolution of the zonal-mean 453 flow. Here, the measure of the energy input rate e 0 is set to that used in the E8 experiments. As 
Summary and Discussion
489
The main purpose of the present study was to quantitatively determine whether the zonal-mean 
517
In the present paper, we focused on the onset of the equatorial superrotation. We believe, how-518 ever, that the onset is crucial for the subsequent robustness of the equatorial superrotation. Once a 519 sufficiently strong prograde equatorial jet is formed, it can persist due to either the potential vor-520 ticity mixing or the interaction between the zonal flow and waves. Details of these mechanisms 521 are discussed in Kitamura and Ishioka (2007) . The importance of the initial jet for the location of 522 the subsequent jet sharpening by turbulent mixing is also reported in Dritschel and Scott (2011).
523
We also note that the initial acceleration mechanism of the prograde equatorial jet discussed in wave modes as discussed in the present paper was not taken into account in the S3T analysis,
531
indicating that this is likely the reason for the differences in the findings of the two studies.
532
As summarized above, we explored the origin of the equatorial superrotation emerging from process at large scales, we obtained an equatorial retrograde jet for some ensemble members. As 538 mentioned in Section 2, there are two differences in the experimental setup: one is the hyper- to µ 2 . Thus, the dissipation rate is larger at higher latitudes and almost zero near the equator.
607
With such a latitude-dependent dissipation, each eigenmode has to be accompanied by an energy 608 transfer from lower latitudes to higher latitudes in order to maintain its structure. 
and substitute (A1) into (1) through (3). Taking the zonal-means yields
Next, subtracting (A2) through (A4) from (1) through (3) and neglecting the second-order terms 638 of the deviations gives
The equations (A2) through (A7) form the quasi-linear approximations of the shallow-water equa-640 tions on a sphere. Unlike the system described by (10) through (15) considered in the main text, long-dashed-three-dotted purple, and long-dashed-four-dotted yellow curves, respectively.
746
The value of the variance is normalized by the measure of the energy injection rate e 0 . . . . 41 
