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ABSTRACT 
Econometricians and statisticians initially apply the traditional autoregressive 
moving average (ARMA) model to financial and macroeconomics data. Since 1980, 
they have started to analyze these data to see whether they behave long-memory. 
Granger (1980), Granger and Joyeux (1980), and Hosking (1981) develop the 
fractional integrated autoregressive moving average (ARFIMA) model where the 
differencing parameter is allowed to be non-integer. 
This thesis provides a review of the works on long-memory processes, and their 
applications in economics and finance. Some simulation results are reported. They 
show that the maximum likelihood estimation approach has better performance in the 
estimation of the ARFIMA-GARCH models. 
Since it is well known that the daily stock returns exhibit conditional 
heteroscedasticity, it is appropriate to apply the A R F I M A - G A R C H model to such 
data series while employing the approximate M L E in parameter estimation in our 
study. When the ARFIMA-GARCH model is applied to the return series of Hang 
Seng Index and individual firms between 1973 and 1999, the estimated fractional 
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Long-memory process has recently become an important subject of both 
theoretical and empirical research by econometricians and statisticians. It describes 
the significance of the dependence between distant observations. If a series exhibits 
long memory, then the spectral density function will be unbounded as the frequency 
gets closer to zero. 
However, the standard autoregressive moving average (ARMA) model is unable 
to capture the long-memory process. In order to model the long-run behavior of a 
time series, Granger (1980), Granger and Joyeux (1980), and Hosking (1981) 
develop the fractional integrated autoregressive moving average (ARFIMA) model 
where the differencing parameter is allowed to be a non-integer. The fractional 
differencing parameter can capture the long-run behavior and avoid the problem 
associated with the A R M A model. 
To estimate the parameters of the A R F I M A model, the one-step and two-step 
procedures have been proposed. Initially, the two-step procedures are proposed. W e 
estimate the fractional differencing parameter d in the first step, after transforming 
the original series, we estimate the remaining parameters of the model in the second 
step. There are several methods to estimate the fractional differencing parameter in 
the first step. The most common one is suggested by Geweke and Porter-Hudak 
(1983), it is based on the behavior of the spectral density of a stationary and 
invertible fractionally integrated process at low frequencies. The remaining 
parameters of the model are estimated by the Box-Jenkins modeling procedure. 
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In the one-step procedure, we estimate the parameters of the A R F I M A model by 
approximate maximum likelihood estimation (MLE). Several approximate M L E 
methods have been proposed, one is to maximize the likelihood functions in the time 
domain (see, Baillie, Chung and Tileslau (1995), Ling and Li (1997)), the other is to 
maximize the likelihood functions in the frequency domain (see. Fox and Taqqu 
(1986)). 
Initially, the researchers studied the long-memory time series under the 
assumption of normally distributed error. However，the assumption of constant 
variance is inappropriate when analyzing the economic time series. Engle (1982) 
suggests a time series model with a time-varying conditional variance, named the 
autoregressive conditional heteroscedastic (ARCH) model. Later, Baillie, Chung and 
Tileslau (1995) consider the time series data that exhibits both the features of 
long-term dependence and changing conditional variance, and build the A R F I M A 
model with generalized autoregressive conditional heteroscedastic (GARCH) type 
innovations. They analyze monthly post-World War II CPI inflation rates for ten 
different countries that provide evidence of long memory with conditional 
heteroscedasticity. But they have not yet developed a complete statistical inference 
methodology apart from the estimation procedure for the A R F I M A - G A R C H model. 
Ling and Li (1997) extend the investigation to develop a complete and unified 
approach for the above model. However, it is no longer feasible to approximate the 
likelihood function in the frequency domain in the presence of conditionally 
heteroscedasticity error. We can only approximate the likelihood function in the time 
domain for the A R F I M A - G A R C H model. This method is suggested by Baillie, 
Chung and Tieslau (1995). 
The long-memory process has long been applied in the field of physical science 
since 1950. Until 1980, econometricians started to analyze economic and financial 
time series to see whether they are long-term dependent. They gain more insight into 
the empirical behavior of economic variables from the presence of long-memory 
components. 
The stock market takes a crucial role in the world economy. The behavior of 
stock return determines not only the financial profits of investors, but also their 
investment opportunities. If the security returns are long-term dependent, then the 
efficient market, martingale model does not hold. Moreover, portfolio decisions will 
become very sensitive to the investment horizon. Several researchers test the 
behavior of stock returns by the long-memory process. Greene and Fielitz (1977) 
claim to have found long-term dependent in the daily returns of securities listed on 
the N e w York Stock Exchange. On the other hand, Lo (1991) reports the finding of 
lack of long-memory behavior on annual returns from value and equal weighted 
CRSP indices from 1872 through 1986. Later，Ling and Li (1997) report that 
long-memory is present in the daily Hong Kong Hang Seng Index from January 3, 
1983 to December 31, 1984. 
Hong Kong is an important financial center in the world. Due to the special 
geographical location, Hong Kong acts as an intermediary between China and the 
Western countries. This role is expected to be more important after China enter WTO. 
At the end of 1999, there were totally 701 companies listed on the Main Board of 
Stock Exchange of Hong Kong (SEHK) with a total market capitalization of over 
HKS 4,700 billion. Hong Kong is ranked to be the tenth and the second largest stock 
market in world and Asia respectively. 
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market in world and Asia respectively. 
N o w we'd like to draw special attention to the study of Ling and Li (1997). In 
their paper, the A R F I M A - G A R C H model is applied to the daily Hang Seng Index 
using 495 observations from January 3, 1983 to December 31, 1984. During that 
time, the Chinese government and the British government were discussing the 
sovereignty issue of Hong Kong. This had shocked the Hong Kong stock market 
dramatically. Since the estimated fractional differencing parameter is significant, 
they conclude that the effect of shocks continues into the following year. But the 
number of observations is not large enough to make a general conclusion that the 
stock returns are long-term dependent. To obtain the conclusion, at least a few 
thousand observations should be tested. Besides, they estimate the parameters under 
the assumption of normality, which may be violated empirically. For example, 
Bollerslev (1987) finds that it is better to fit the monthly returns of Standard & 
Poor's 500 Composite Index with G A R C H model under the Student-t distribution. 
This study consists of two parts. In the first part, we compare the performance 
of one-step and two-step procedures for the A R F I M A - G A R C H model through 
simulation experiments. In the second part, we study the long memory process on the 
Hong Kong stock market with the A R F I M A - G A R C H model. Both the normal and 
student-t distribution will be used when analyzing the time series. Apart from the 
Hang Seng Index, the stocks of several companies will also be tested. 
This study is organized as follows. Chapter two reviews the literature that 
discusses the fractional time series models and their applications to the 
macroeconomic and financial time senes. Chapter three states the theoretical 
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fractional models and the methodologies used in our study such as the approximate 
M L E and the rank test. Chapter four presents the results of several simulation 
experiments. Chapter five applies the A R F I M A - G A R C H model to the daily returns 
of HSI and five representative firms and chapter six gives the conclusion. 
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CHAPTER TWO 
THE LITERATURE REVIEW 
This chapter consists of three parts. The first part introduces the family of the 
A R F I M A process. The second part is concerned with the procedures in parameter 
estimation. The third part discusses applications of the long-memory process in 
economics and finance. 
THE FAMILY OF THE ARFIMA PROCESS 
Many empirical time series, particularly in the field of economics and physical 
sciences, exhibit long-term dependent where the dependence between distant 
observations is not negligible. The existence of long-term dependence can be 
observed by the persistence of autocorrelations which decay much slower than the 
exponential rate associated with the standard autoregressive moving average (ARMA) 
model. 
Since the standard A R M A model is unable to describe the properties of 
long-memory. Granger (1980), Granger and Joyeux (1980) and Hosking (1981) 
generalize the standard ARIMA(p,d,q) model of Box and Jenkins (1976). The 
generalization consists of permitting the degree of differencing d to be non-integral 
values. The fractional differencing process is then capable of modeling long-term 
persistence. 
Fractional white noise, developed by Granger (1980), Granger and Joyeux 
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(1980) and Hosking (1981) independently, is the fundamental fractional integrated 
process. However, Hosking (1981) argues that the fractional white noise process is 
not flexible enough to capture different types of long-memory structures encountered 
in practice. Granger (1980), Granger and Joyeux (1980), and Hosking (1981) thus 
extend this fundamental model to a more flexible model, the ARFIMA(>,^/,^7) model. 
For d<\/2, the process is stationary while the process is invertible for d>-\l2. When 
d=0, the short-memory A R M A process is obtained. A formula for calculating the 
autocorrelation function of the ARFIMA(/7,^,^) process is derived by Granger (1980), 
Granger and Joyeux (1980), and Hosking (1981). Alternative formulas for computing 
the autocorrelation function of the A R F I M A process are developed by Sowell 
(1986,1992a) and Chung (1994). 
Physical science and economic time series always contain a seasonal component 
that repeats itself after a regular period of time. To describe the seasonally 
component of time series, Porter-Hudak (1990) build the seasonal fractional 
integrated process, named as the ARFISMA model. The seasonally fractional 
integrated process shows different behavior of the spectrum and autocorrelation 
function. The autocorrelation functions of the ARFISMA process are zero apart from 
the seasonal frequencies, while the spectrum is unbounded at the seasonal 
frequencies. Ray (1993) applies the ARSFIMA model to the IBM product revenues. 
All of the preceding ARFIMA models assume that the error term has a constant 
variance. However, many business and economic time series exhibit a time-varying 
conditional variance. Engle (1982) builds the autoregressive conditional 
heteroscedastic (ARCH) model to describe the time series with a time-dependent 
conditional heteroscedasticity. Bollerslev (1986) extends the A R C H model to the 
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generalized autoregressive conditional heteroscedastic (GARCH) process. To model 
the time series with long-memory and time-varying conditional variance, Baillie, 
Chung and Tieslau (1995) introduce the A R F I M A - G A R C H model and apply it to the 
post-World War II inflation for ten countries. Ling and Li (1997) later apply this 
A R F I M A - G A R C H model to the daily Hang Seng index for the period 1983-1984. 
In this thesis, the A R F I M A - G A R C H model proposed by Baillie, Chung and 
Tieslau (1995) and Ling and Li (1997) is applied to study the daily return series of 
the Hang Seng index of Hong Kong and stocks of the five representative firms from 
January 2, 1973 to December 31, 1999. 
PARAMETER ESTIMATION OF THE ARFIMA PROCESS 
The Box-Jenkins modeling procedures are well developed in parameter 
estimation of the A R I M A models. To estimate the parameters of the A R F I M A 
models, econometricians and statisticians modify the Box-Jenkins modeling 
procedures to include the fractional order of differencing d of the A R F I M A models. 
They build two kinds of estimation procedures: two-step and one-step procedures, 
which are discussed in the following sections. 
Two-step procedure 
Initially, the two-step procedures are proposed. In the first step of the procedure, 
we estimate the fractional differencing parameter d and then transform the observed 
series. Then in the second step, we estimate the remaining parameters of the model to 
the transformed series by the Box-Jenkins modeling procedure. Diebold and 
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Rudebusch (1989, 1991) apply these estimation procedures to the time series of, 
disposable income. 
There are two kinds of methods which are commonly used to estimate the 
fractional differencing parameter d in the first step. One approach is the Hurst 
汽 A 
coefficient method. The differencing parameter can be identified as d 二 H -\I2 
where H is estimated from the rescaled range or R/S statistics. The R/S statistics, 
developed by Hurst (1951), is the range of partial sums of deviations of a time series 
from its mean, rescaled by its standard derivation. 
The Hurst coefficient//can also detect the long-term dependence of time series. 
For H=l/2, the process is of short-memory. When the estimated value of H exceeds 
1/2, it provides the evidence of long-memory. 
Another common approach to estimate the fractional differencing parameter is 
suggested by Geweke and Porter-Hudak(1983), i.e. the G P H method. The G P H 
method is based on the behavior of the spectral density of a stationary and invertible 
fractionally integrated process at low frequencies. However, many researchers 
question the choice of the number of ordinates. Geweke and Porter-Hudak( 1983) 
suggest taking the number of ordinates g(T)=J^,0<a<l. Diebold and Rudebusch 
(1989) choose the number of ordinates g(T)=T"2, while Sowell( 1992b) has argued 
that g(T) should be based on the shortest cycle associated with the long-run behavior. 
To estimate the parameters of the ARFIMA(>’6/’？）model, after estimating the 
fractionally differencing parameter d by the Hurst coefficient method or the GPH 
method in the first step, it is necessary to transform the original series that 
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presumably follows an autoregressive moving average ARMA(/7, q) model in the 
second step of the two-step procedures. Diebold and Rudebuch (1989, 1991b) use the 
Box-Jenkins modeling procedures to estimate the A R M A parameters of the 
transformed series in the second step. 
Agiakloglou, Newbold and Wohar (1992), Cheung (1993b), Choi and Wohar 
(1992) investigate the behavior of the G P H estimator of the fractional differencing 
parameter d through simulation experiments. Both of them argue that the G P H 
estimator causes a serious bias and performs poorly through Monte Carlo simulations. 
The simulation results of Agiakloglou, Newbold and Wohar (1992) and Choi and 
Wohar (1992) indicate that, when considering a stationary AR(1) or MA(1) process 
with a large A R or M A parameters, the G P H estimator of the fractional differencing 
parameter can have serious bias, even for relatively large sample. These results 
suggest that the G P H estimator can lead to spuriously rejection of the non-fractional 
integrated process. 
One-step procedure 
Although the two-step procedure is easy to compute, the A R and M A 
parameters of the A R F I M A process are typically not accurately estimated in the 
second step. This problem can be avoided by maximum likelihood estimation (MLE) 
that estimates all parameters of the ARFIMA process in one step procedure. The 
asymptotic distributions of the maximum likelihood estimators are obtained by Li 
and Mcleod (1986). 
Sowell (1992a) suggests the exact M L E of the ARFIMA process under the 
1 0 
assumption of normality. Since it is necessary to calculate the whole covariance 
matrix E at each iteration, Sowell's (1992a) exact M L E is computationally 
demanding. Sowell's exact M L E has a strict restriction that the roots of the 
autoregressive polynomial be distinct. 
There are several alternative approximate M L E of the ARFIMA(p,d,q) process 
in parameter estimation. Fox and Taqqu (1986) suggest an approximate 
frequency-domain M L E method to estimate the parameters of the A R F I M A model. 
The parameters are obtained by minimizing the summation of the periodogram 
divided by the spectral density. But the spectral density of the observation (yj must 
satisfy the normality condition. 
Chung and Baillie (1993) also propose an approximate M L E in time domain of 
the A R F I M A process, called Conditional Sum of Squares (CSS) estimator. Apart 
from the A R F I M A model, the CSS estimator is also feasible to estimate the 
parameters of the ARFIMA-GARCH model. Baillie, Chung, and Tieslau (1995) 
employ the CSS estimator in parameter estimation on the monthly CPI inflation rates 
of ten countries by the A R P I M A - G A R C H model with the Student-t distributed 
errors. 
There are several studies for investigating the performances of the 
Soweirs( 1992a) exact M L E , Fox-Taqque's (1986) approximate M L E in frequency 
and the approximate M L E in time domain. Cheung and Diebold (1994) compare the 
Fox-Taqque approximate M L E with Sowell's exact MLE. Using simulation 
experiments, they conclude that the Fox-Taqque estimator and Sowell's exact M L E 
have the same performance in parameter estimation. Chung and Baillie (1993) also 
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do a number of experiments to compare SowelFs (1992a) exact M L E with the 
approximate M L E in time domain, i.e. the CSS estimator. They find out that there is 
no significant difference between them in terms of bias and root mean square error. It 
is consistent to the conclusion of Cheung and Diebold (1994) that there is virtually 
no difference between the approximate M L E and Sowell's (1992a) exact MLE. 
Although Sowell's (1992a) exact M L E is theoretically appealing, it is 
computationally extremely demanding. According to Chung and Baillie (1993) and 
Cheung and Diebold (1994), the approximate M L E performs as good as Sowell's 
(1992a) exact MLE. It is therefore, more appropriate to estimate the parameters of 
the A R F I M A process by the approximate M L E in our study. 
APPLICATIONS IN ECONOMIC AND FINANCIAL TIME SERIES 
The long-memory process was initially applied in the field of physical sciences. 
Hurst( 1951,1956) uses about 900 geophysical data of length varyir^ g between 40 and 
200 years and analyzed them by the rescaled range statistic. The R/S analysis found 
the mean value of H to be 0.73 with a standard deviation of 0.08 across the 900 series. 
Since 1980，the long-memory process has been applied to analyze the economic and 
financial time series, for example, inflation rates, stock returns, exchange rates, and 
interest rates, etc. 
The long-memory model is first applied to economic variables by 
Adelman(1965) in studying the U.S. economy between 1889 and 1957. He concludes 
that the economic mechanisms inherent in the modem U.S. economy do not tend to 
generate long-term dependent. Diebold and Rudebusch(1991) use the G P H 
1 2 
estimation to analyze disposable income and labour income. However, the values of 
d for all series are all in the range of 1.0 and hence reveal little evidence of 
long-memory. 
Crato and Rothman (1994a) apply the A R F I M A approach to distinguish 
between the trend stationary (TS) and difference stationary (DS) models for the 
macroeconomic time series analyzed by Nelson and Plosser(1982). Using Sowell's 
(1992a) exact M L E approach in parameter estimation, they are unable to reject the 
D S model but strongly reject the TS model for the time series. 
Baillie, Chung and Tieslau (1995) use the approximate M L E in time domain，i.e. 
the CSS estimator, on the monthly CPI inflation rates of ten countries to test the 
long-memory process. Their results show that the six G7 and low-jnflation countries 
have an estimated differencing parameter d between 0.18 and 0.47, apart from Japan 
which has 0.084 as its estimated differencing parameter. 
There are several studies to discuss the properties of real exchange rates and the 
validity of purchasing power parity (PPP) theory as a long-run phenomenon. Cheung 
(1993a) proves the long-memory in exchange-rate data by the Geweke-Porter-Hudak 
test. He tests five nominal monthly rates-British pound (BP), Deutsche mark (DM), 
Swiss franc (SF)，French franc (FF), and Japanese yen (JY) form January 1974 to 
December 1989. Apart from British pound, all of exchange rates show the long-term 
dependence based on the estimated differencing parameter. The results imply that the 
empirical evidence of unit roots in exchange rate is not robust to long-memory 
alternatives. 
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Carto and Rothman (1994b) test the long-run purchasing power parity theory 
with U K real exchange rates by identifying and estimating the A R F I M A model. 
They test the relative exchange rates between U K sterling pound against a total of 
nine currencies. The results indicate that the estimated fractional difference 
A 
parameter d is less than 1, thus the PPP holds for all of U K sterling pound 
exchange rates with the exception of U K pound/Italian lira and U K pound/Dutch 
guilder. 
Barkoulas and Baum (1998) test for long-memory process in a number of 
Japanese financial time series, including spot exchange rates, forward exchange rates, 
stock prices, currency forward premia, Euroyen deposit rates, and the Euroyen term 
premium by using spectral regression and Gaussian semiparametric methods. They 
do not find long-term dependent in the spot and forward exchange rates and stock 
prices except for French franc/yen rate. The results support the weak form of capital 
market efficiency which implies that future returns are independent of past returns. 
When examining the forward premia series, the long-memory process cannot be 
rejected. For the 3- and 6-month Euroyen rates and the corresponding term premium 
series, all of these series exhibit long-memory, but the Euroyen term spread series 
has the estimated long-memory parameter of around 0.85, whic|i means that this 
series is nonstationary but mean reverting. 
No consistent conclusions can be drawn regarding whether the stock returns are 
long-term dependent. If the stock returns series appear to have long-term dependent, 
then the efficient market, martingale model does not hold. Greene and Fielitz (1977) 
use the rescaled range analysis to test long-memory with a total of 200 daily stock 
returns series. They show that many stock returns are characterized by long-memory. 
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However, Aydogan and Booth (1988) obtain different results. They analyze two 
hundred random selected stocks for the 18.5 years period from July 1962 to 
December 1980, and conclude that the long-term dependence is not prevalent in the 
selected stocks by using the rescaled range analysis. 
Lo (1991) uses both the traditional rescaled range statistics and modified 
rescaled range statistics to test for long-memory in stock returns. He calculates the 
monthly returns from value- and equal-weight CRSP indexes from 1962 to 1987. The 
traditional statistic shows significant results while the modified statistics yields 
insignificant results. Lo concludes that the different results are due to the short-term 
persistence in the return series, hence little evidence of long-memory in US stock 
returns is found. Barkoulas and Baum (1998) also show the absence of long-memory 
in the Japan stock market by using spectral regression and Gaussian semiparametric 
methods. 
In this thesis, we will test whether the stock returns in Hong Kong stock market 
are long-term dependent. The A R F I M A - G A R C H model will be applied to model the 
I 
returns of Hang Seng index and the stock returns of five representative firms. 
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CHAPTER THREE 
THEORETICAL MODELS AND METHODOLOGY 
This chapter is organized as follows. The first part introduces the theoretical 
models for the long-memory process. The second part discusses the two-step 
procedure such as the Hurst coefficient method and the Geweke-Porter-Hudak 
estimator. In the third part, we discuss several maximum likelihood estimators for the 
one-step procedure. 
THEORETICAL MODELS OF LONG-MEMORY PROCESS 
Long-memory process has two basic properties as follows 
n 
(i) The autocorrelation function pjis not absolutely summablp, i.e. lim ^  Pj 
is nonflnite. 
(ii) The spectral density f(co) is unbounded as the frequency gets closer to zero. 
The standard ARMAfe^) models are unable to model stochastic dependence 
between distant observations. Since they can only capture short-memory process, 
econometncians and statisticians extend the standard A R M A models to the fractional 
integrated A R M A models in order to capture the long-run behavior. The fractional 
integrated A R M A models allow the differencing parameters to be non-integral. 
In the following section, we introduce the family of fractional integrated A R M A 
models, which include the seasonal fractional integrated A R M A model and the 
fractional integrated A R M A model with time-varying conditional heteroscedasticity 
as special cases. These models are found useful in describing a wide range of time 
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series. 
Fractional White Noise 
The fractionally differenced white noise process is defined as 
( 1 - 丄 m - " ) = 。 门、 
’ “1) 
where E⑷二0’ 
the fractional parameter d is possibly non-integer, and 
// is the mean of {yj. 
As shown by Granger(1980), Granger and Joyeux(1980), and Hosking(1981), 
the process is weakly stationaiy for d< (1/2) and invertible for d>-{\/2). For 
0<d<l/2, the process is long-memory. For the case when —l/2<d<0，the 
autocorrelation function is absolutely summable and thus violates the property (i) of 
long-memory process. This process is said to be 'intermediate memory'. The 




where and the infinite-order autoregressive representation weights 兀k 
are obtained from the binomial expansion, 
(1 一 丄 ） _ _ A _ _ _ ) - L 、 … … I for any real d>-\. 
Alternatively, (1-L/ can also be represented in terms of the hypergeometnc 
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function, 
(1-Ly 二 f , foTd〉0. (3.3) 
The typical autoregressive coefficient at lag k, given by rck in (3.2), is 
K, = ^{d 一 \){d — 2)..id+1)(-1)'}/k\ 
二 - d){2 — d)...{k -1 — d)}lk\. 
and since 
Y{k-d)^{{k-d-\){k — d- 2)... (2 — d)il 一 d)(-d)}r(-d), 
the infinite autoregressive representative coefficient TUk can be expressed as 
n r - 利 • (3.4) 
Similarly, the fractional white noise process can be expressed as an infinite 
order moving average representation, or the Wold decomposition, 
00 
k=0 
二 { } _ L丫、 (3.5) 
={1 + JL + J (“ 1)1/ / 2!+d(c/ + l)(d + 2)L' / 3 ！+…}、 
Since 
r(d + Jt) = d{d + l)(d + 2)…�d + k-\)lT{d)， 
it follows that 
y/.= . (J.6) 
‘T{d)r{k + l) 
The long-memory process has a slow-decay autocovariance function. The 
autocovariance function of {yj is 
yk 二 + 刚 1 - 2 … k : l ’ 2 , 3 ， . . . . (3.7) 
And the autocorrelation function pk of {yJ is 
18 
Y{k^d)n\-d) k二 I，2’3’…. (3.8) 
The ARFIMA Process 
An extension of the fractional white noise is introduced by Granger and 
Joyeux(1980), Granger( 1980,1981), and Hosking(1981), and is the AR¥lMA(p,d,q) 
model, 
(3.9) 
where d is the fractional differencing parameter, 
all the roots of 0(L) and 0(L) lie outside the unit circle, 
ju is the mean of {yj and 
St is white noise. 
In this model, the A R M A parameters describe the short-run behavior while the 
fractional differencing parameter captures the long-run behavior of the series. 
Rewrite (3.9) as 
(3.10) 
where = - // . Similar to the fractional white noise model, the Wold 
decomposition and autocorrelation coefficients of the ARFIMA(/7,如）model will 
exhibit a very slow rate of hyperbolic decay. The process is covariance stationary 
for -l/2<J<l/2, and mean reversion for d<\. 
The Seasonal ARFIMA Model 
Porter-Hudak( 1990) suggest the seasonal fractionally differenced process 
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(1 一 ( 乂 — = ‘ （3.11) 
where s is the seasonal period. Similarly, the process will have an infinite moving 
average representation given by 
（3.12) 
where 二 y「IJ•， 
h 二 —…fory^ = U 3 . • … 
Ysk T{sk + d)Y{-d) 
and is zero for other lagged values. 
The autocovariance function yjc at lag k is given by 
二 a"2cos(ybr/>s) k=I，2，3…. (3.13) 
A more general seasonal ARFIMA, or the ARFISMA model is given by 
0(丄)(1-丄0"歹,二0(丄)； （3.14) 
The ARFIMA-GARCH Process 
The volatility clustering phenomenon is reported in the works of Mandelbrot 
(1963) and Fama (1965). Engle (1982) proposes the class of Autoregressive 
Conditional Heteroskedastic (ARCH) model to capture serial correlation of volatility. 
Bollerslev (1986) extends the A R C H model to Generalized Autoregressive 
Conditional Heteroskedastic (GARCH) model that allows the conditional variance to 
be an A R M A process. The ARFIMA model with G A R C H type innovations is 
developed by Baillie, Chung and Tieslau (1995), which can be employed to analyze 
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the relationships between the conditional mean and variance of a process exhibiting 
long-memory and with time-varying volatility. 
In the original work of Engle (1982) and Bollerslev (1986), they impose the 
assumption of normally distributed errors. However, this assumption is debatable. 
Mandelbrot (1963) and Fama (1965) show that the first differences of the logarithm 
of cotton and common stock prices have thicker tails than the normal distribution. To 
cope with this problem, Bollerslev (1987) extend the A R C H and G A R C H model to 
allow the conditionally Student-t distributed errors. Baillie, Chung and Tieslau(1995) 
propose an A R F I M A - G A R C H process under the normal or Student-t distributed 
innovations depending on the degree of kurtosis of data. The 
ARFIMA(p, d, ^ )-GARCH(^s) process is defined as 
(D ⑷ ( 1 - = 0 ⑷。 
r s 
^rpi-i 〜D(o，/0, K =仅0 …. n 15) 
/=1 7 = 1 , 、 ’ ） 
where 0(L) (t)^L-(p^U and 0(1) 二 1 + + … a r e polynomials 
with no common factors, 
p, q, r, s are positive integers, 
is a real number, and 
is the information set at time t-1, and 
D(OJit) represents some distribution with mean 0 and variance 
In our study, the innovations St follow the conditional density D, which is either 
normal or Student-t distribution. 
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For the case when the conditional density D in equation (3.15) is Student-t with 
degrees of freedom v, we have 
水 _ 1 〜 佩 〜 ) ， 
and the density function of St is 
I V + 1 ] I V \ n ， — 1 
f M , ——r — ((V —2)/7,广+ (；^  —2)-i广仰2 
V 2 y \ 2 j 
(3.16) 
where is the information set at time t-l, and 
r(.) denotes the usual gamma function. 
The Student-t distribution is symmetric around zero，and the variance and the 
fourth moment are respectively equal to 
厂吨,KVi)"?,， (3.17) ‘ 
) = 3(v — 2)(v-4yi〜2, v > 4 . (3.18) 
As the degree of freedom v tends to infinity, the Student-t distribution 
approaches the normal distribution. 
PARAMETER ESTIMATION 
W e now turn to the estimation of the parameters of the A R F I M A process. There 
are two types of estimation procedures for fractionally integrated time series: 




In order to estimate the parameters of fractional integrated models, the two-step 
procedure is proposed. The fractional differencing parameter d is estimated by the 
G P H estimation methods or the Hurst coefficient methods in the first step. The G P H 
estimation method is commonly used by econometricians and statisticians. 
Having estimated the fractional differencing parameter d by the G P H or the 
A 
Hurst coefficient methods, call it d , we transform the original series that 
presumably follows autoregressive moving average ARMA(p,(50 model. If the 
original model is =0(iyst, the estimated differencing parameter d is 
used to obtain the series Xt={l-Lf y The original model would then become 
O(Ly)jC/=0(Ly)St. However, (1-L/ is defined as an infinite lag polynomial, it is 
impossible that the series Xt be transformed by an infinite lag polynomial given a 
finite sample. One possible way is to approximate jc, in the time domain. As 
xi={l-Lfy ；,using the binomial expansion yields 
厂 ( - “ 力 灭 , (3.19) 
This suggests approximating by using d in the truncated polynomial and set 
二 0 for t-j outside the sample. Then transform the series by the expansion 
(l-if. Finally, we fit the standard A R M A model to the transformed series and 
estimate the remaining parameters by the Box-Jenkins modeling procedure. 
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There are two kinds of methods which are used to estimate the fractional 
differencing parameter in the first step; one is the Hurst coefficient method and the 
other is the Geweke-Porter-Hudak estimator which are discussecj in the following 
section. 
The Hurst Coefficient Method 
The Hurst coefficient method not only estimates the fractional differencing 
parameter d, but also detects the long-term dependence. Mandelbrot (1972,1975) 
proposes the Hurst coefficient H to detect the long-term dependence. The Hurst 
coefficient H is estimated by the rescaled range statistic (R/S statistic), introduced by 
Hurst (1951). The R/S statistic is the range of partial sums of deviations of a time 
series from its mean, rescaled by its standard deviation. The classical rescaled range 
statistic, denoted by QT, is defined as 
-3^)1 (3.20) 
'^T L M — _ y=i 一 
where y is the sample mean, 
T is number of observations and 
厂 卞“ 
sr is the sample standard derivation, Sj. = — ^ (y^ -y)^ 
J _ 
Hurst (1951), Mandelbrot and Taqqu (1979), and Lo(1991) show that 
p \\m{T~"0J.) = constant. As p \\m{T~" ) = constant, the R/S statistics can be 
7"—>00 7"— 
informally written as 
log[厂((?r)] ~ constant + //[log(7')], (3.21) 
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where Q j is the R/S statistic, 
T is number of observations, 
H is Hurst coefficient and estimated as log(gV)/log(T). 
The Hurst coefficient H, estimated by the R/S statistic in equation (3.21), can 
detect the long-memory process. For //=l/2, the series {yi] is short-memory. But if 
the estimated value of H exceeds 1/2, it provides the evidence of long-memory. 
In addition, the Hurst coefficient H can be used to estimate the fractional 
differencing parameter d by the relation d=H-U2. After estimating the Hurst 
coefficient//by the R/S statistic in equation (3.21), the differencing parameter d can 
� A 
be calculated by d = H-1/2 . 
The Geweke-Porter-Hudak Estimator 
An alternative approach is to use the Geweke-Porter-Hudak (GPH) method to 
estimate the differencing parameter d in the first step. Compared to the Hurst 
coefficient method, the G P H estimator is more commonly used by econometricians 
and statisticians. 
When employ the two-step procedure, we first estimate the fractional 
differencing parameter d. Consider the general case (1-Lf(yrjj)=ut where Ut is a 
stationary linear process with spectral density function fu(co) which is finite, bounded 
away from zero and continuous on the interval [-7i,tc]. The spectral density function 
of {yt} is 
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f -N — (J 
/ ( � ) 二 4 s i n 2 ( | ) f 风 (3.22) 
� � > 
and hence 
ln{/(^)} = ln{/„(0)}-dln{4sin^(y)| + In ^ ^ . (3.23) 
Suppose the sample size is T. Let C0j=2iij/T (j二0，1’...’T-1) denote the harmonic 
ordinates, and I(cOj) denote the periodogram at these ordinates defined by 
1 T 2 
J(cDj) = ~ ^ Y / � -刃 • (3.24) 
Evaluate (3.23) at coj and rearrange to obtain 
.CO. ^ f f u i ^ i ) ] f / to , ) 
\n[I{co,)} = ln{/, (0)} - "In] 4 I + In] 乂" “ I + In^  I. (3.25) 
J 1 2'j 1 /„(0) J \f{cOj)\ 
'y (历 y 
The term In^  ) (。") ‘ becomes negligible as the harmonic frequencies coj get 
closer to zero，so rewrite (3.25) as 
， C O ： I{C0i) 
ln{/K)} = ln{/„ (0)} — d In + In ^ ^ , j=l，2�…g(T). (3.26) 
I 2 J [f{cOj)\ 
The parameter d can be estimated by simple linear regression equation in (3.26): 
\vi{l(cOj)]\s analogous to the dependent variable, ln{4sin\^ yy/2)} is the independent 
. f / O / ) ] 
variable, \n< — > is the disturbance, -d is the slope coefficient. The upper limit 
/ K ) 
v J 
of J IS g(T), where g(T) is chosen such thatlim g{T) = oo and lim g ( r ) / 7 ' = 0. 
r — > 0 0 
2 6 
Geweke and Porter-Hudak(1983) suggest to take g(T) = T\Oz.cr 1. Diebold and 
Rudebusch (1989) choose g(T) = f , while Sowell( 1992b) has argued that g(T) 
should be based on the shortest cycle associated with long-run behavior. 
A 
The variance of the estimated fractional differencing parameter, Vaf\d哪),is 
obtained from the usual 〇LS regression formula or set variance of d ^ as n 16. 
Then the OLS estimator of d will have the limiting distribution 
d (毛所）}"2 =>^0,1), for 水 1/2. 
Assuming that the A R F I M A model is considered, we transform the original 
series that presumably follows A R M A model after estimating the fractional 
differencing parameter d by the G P H or Hurst coefficient methods. In the second step, 
we fit the A R M A model to the transformed series and estimate the remaining 
parameters by the Box-Jenkins modeling procedure. 
One-step Procedure 
Sowell (1992a), Fox and Taqqu (1986), Ling and Li (1997), Bailie, Chung and 
Tieslau (1995) suggest estimating the parameters of the A R F I M A process by 
maximum likelihood estimators, the so-called one-step procedure. To search the 
maximum likelihood estimators, the optimization algorithms are developed. The 
Bemdt Hall, Hall and Hausman (BHHH) Algorithm is applied to our analysis since 
this algorithm is a widely used technique. 
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Maximum likelihood estimator (MLE) 
In the literature, many maximum likelihood estimators have been proposed to 
estimate all parameters of the A R F I M A process. Sowell (1992a) proposes the exact 
M L E of the A R F I M A process under the assumption of normality. He derives the 
unconditional normal likelihood function for a stationary fractionally integrated time 
series model. Let {yj be a set of observations. The log likelihood is 
L 二 -f寻]log(2;r)-去log|2:| - 去 少 ， (3.27) 
where Z is the TxT autocovariance matrix. There is a strict restriction that all the 
roots of the autoregressive polynomial to be distinct for this exact MLE. To obtain 
the convergence of results，the whole covariance matrix Z has to be estimated for 
each iteration and hence its method is highly computationally demanding. 
Fox and Taqqu (1986) propose an approximate M L E in frequency domain. The 
parameters are obtained by minimizing the summation of the periodogram divided by 
the spectral density. However, the spectral density of the observation (yj must 
satisfy the normality condition. 
Ling and Li (1997) and Bailie, Chung and Tieslau(1995) build an approximate 
time-domain MLE. Assuming normality, the approximate log likelihood function of 
the ARFIMA model is given by 
丄⑷ = (3.28) 
where 入 is parameter vector. The time domain M L estimator i of X maximizes the 
above approximate log likelihood function. 
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This approximate time domain M L E allows for the presence of conditionally 
heteroskedastic errors. Suppose that yj,...,yT are generated by model (3.15). To 
estimate parameters of the A R F I M A - G A R C H process, we denote y=(/j,(j)i,..., 
(ppA ’…’ Gq，d), 5'=(ao,ai,…’A,…,A), and Equation (3.28) can be 
rewritten as an alternative form 
(3.29) 
/=! L An J 
where T is the number of observations. 
In order to obtain ； f i r s t we should find the firstTorder derivatives. 
According to Ling and Li (1997), the first-order derivatives of the parameters are as 
follows 
5/, 1 ( s ^ i)a/z, £. ds. 
~ - = 1 ~ ~ - — — - - (3 301 
dy 2h丨 L h, J dy h�dr， （ • j 
！ = 丄 丞 ) 
‘ \ ‘ J 
where 
dd h k � , 浙 — ' i 虎 i , 
a , 台 ‘ 卜 ' d r dr 
f 
where = 
Apart from the first-order derivatives, the information matrix also needs to be 
found in order to obtain the asymptotic distribution of the MLEs. Differentiating 
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(3.30) and (3.31), we get 
_ 1 dSt d£,—_1 dh, dh, sf ^ f sf 1] 3 �1 dh�“ 
dydy' — h, dy dy' d y J / l ^ [ j 对 2 / ? , dy' 
ISt ds, ds丨 + st d’飞t � 
/z, dy dy' h^ dydy', 
n = _丄么么ff^U丄1W丄么） G 33) 
dm'— 2hf dS dS'[hj [h^ jds[h, dS'j' ^ 
d^l, _ f 2s, ds, sf dh, 丫 1 dht 1) a f 1 浙'、 
dydS' ~ y 35 dy J J对2/z, 
ht dy 35' hf dy dS', (丄） 
細 L h, df){2h^ d5) [h, )dr[2h, dSj-
According to Ling and Li (1997)，the asymptotic properties of information matrix are 
1 r 广皇 f o n、 
- 丄 y djef dsdf a.s. ^^r ^ n 
T ^ 的，52/, > 0 Q , ( ) 
as r CO and Qy, Q5 are positive matrices where 
Q 二 ^r 1 ds, ds,丨 1 dht dh丨 
^ dy dy' 2/z, dy dy'， 
, ^ jJ 1 dht dh, 
and Q. =E - - - . 
5 d5 dS' _ 
Ling and Li (1997) also discuss the asymptotic distribution of the M L 
estimators as follows, 
(3.37) 
as T — CO, where ~ ^ denotes convergence in distribution, f}o=diag(Qyo, Q^q), and 
^yo, and Q6o are values of Qy and Qa at X^Xq. Here the information matrices D^o, ^ 50 
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are estimated by 
^ — 1 > ^ �1 ds, ds, I 1 dh, dh~ 
, A 1 + � 1 浙丨 dh� 
and ill 二一〉 ~ ~ - ' - , 
A 
where the various terms are evaluated at X. 
T 「的 / 1 T 「的 / -
Since the information matrices� E /QSdy' /dydS' are zero, 
the vectors y and 5 can be estimated separately. 
However, the assumption of normality may not be suitable to all data. 
Mandelbrot (1963) and Fama (1965) argue that the first differences of the logarithm 
of common stock prices have thicker tails when compared to normal distribution. 
Bollerslev (1987) extends the A R C H and G A R C H model to allow for conditional 
Student-t distribution. Here the approximate log likelihood functiqn under Student-t 
distributed errors is given by 
L(Z,v) = T In r ( ~ ] - In r f - 1 - i \ n ( v - 2) 
_ V 2 ； � 2 y l 2 
1 ] 「广 
y l n / 7 , + ( v + l) In 1 + ^ I 
21^1 、 M y - 2 ) , J' 
乂 “ \ z 」 J 
where 入'=(丫'，5') is the parameter vector and 
V is the degree of freedom. 
The Berndt Hall, Hall and Hausman (BHHH) Algorithm 
There are a number of mathematical algorithms for optimization. All of the 
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computational algorithms take the form of an iterative procedure. Given a point in 
the /-dimensional space corresponding to a set of values for the independent 
variables, a new point at which the log-likelihood function is larger is computed. 
Repetition of this process leads to a sequence of points which converges to the 
location of maximum. 
In our study, we employ the B H H H algorithm to maximize the log-likelihood 
function. W e approximate the Hessian matrix by 
^diogmdiogm 
. ^ (3.J9) 
W e choose a starting point = and iterate according to 
(3.40) 
where L(6) is the log-likelihood function, 
& is the vector of parameters that obtained at theyth iteratjon, and 
a is the step length. 
The procedure is terminated when < s where s is a prespecified 
termination scalar. 
MODEL SELECTION CRITERIA 
To 
assess the goodness of fit of the model, we employ two well-known criteria; 
Akaike's (1974) information criterion (AIC) and Schwarz's (1978) Bayesian criterion 
(SBC). The best fit of ARFIMA(/?,^/,^)-GARCH(/;^0 can be obtained by the AIC, 
defined as 
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AIC 二 -2 log /、皿 + + (3.41) 
where is the maximized likelihood of the fitted model, and 
5d is 1 if the d parameter is estimated and 0 if it is fixed at zero. 
Similar to AIC, Schwarz's (1978) Bayesian criterion (SBC) is defined as 
SBC 二 - 2 + + \og(T), (3.42) 
where T is the number of observations. 
The smaller the value of AIC or SBC, the better the model fits the data. Since 
log(r) will be greater than 2 with more than hundred of observations, the marginal 
cost of adding regressors is greater with SBC than AIC. So SBC can lead to a more 
parsimonious model. In this thesis, we study more than 6000 observations and hence 
we will take SBC as the final model selection criterion while AIC and SBC cannot 
come up with the same model. 
HYPOTHESIS TESTING 
The theory of hypothesis testing is concerned with developing rules or 
procedures for deciding whether to reject or not reject the null hypothesis. In this 
study, we employ the Wald test for testing the existing the long-memoiy property. To 
test the null hypothesis that the series does not exhibit long-term dependent {[.Q.HQ： 
d=0), it bases on the Wald statistic, 
么 ， (3.43) 
SE{d) 
where d is zero based the null hypothesis, 
A • A 
SE{d) is the maximum likelihood estimate of the standard error of d. 
J J 
The rejection region is set up based upon a two-side alternative hypothesis. We 
reject the null hypothesis if the Wald statistic lies in the rejection region. 
DIAGNOSTIC CHECKING 
After estimating the parameters, it is necessary to check the model adequacy by 
testing whether the model assumptions are satisfied. Box and Pierce (1970) build an 
original Q statistic which can be used to test whether the autocorrelations of residuals 
are significantly different from zero. Ljung and Box (1978) proppse a modified Q 
statistic, which is called the portmanteau lack of fit test. This test uses all the 
standardized residuals', sJj；"^，ACF to check the joint null hypothesis 
Ho : A 二 P2 = … = =0. 
The statistic is calculated as 
Q = T(T^2)f^pl{T-kr\ (3.44) 
/t=i 
where T is the number of observations. 
This statistic follows a zlm distribution, where m is the number of parameters 
estimated in the model. 
In our study, we perform the Ljung and Box (1978) portmanteau tests for up to 
100出-order correlation in the standardized residuals, , and the squared 
standardized residuals, , for various estimated models. They are denoted by 
Q(IOO) and Q'(IOO) respectively. If the value of Q(IOO) and Q^lOO) are larger than 
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the corresponding 5 % critical values, the joint null hypothesis will be rejected and 
the proposed model does not fit the data well; otherwise, we have identified an 
adequate model. 
EVALUATING THE FORECASTING PERFORMANCE 
This subsection presents the tools for comparing the forecasting performances 
of different models. In our study, we compare the out-of-forecasts from the estimated 
A R F I M A - G A R C H models and the non-fractional time series models. The forecasts 
of the A R F I M A - G A R C H model are generated from the truncated A R representation. 
The /-period-ahead forecast at time t is given by 
/-I /十/-I 
• = Z K 了 + Yj^iY^i (3.45) 
where y/j\sjXh term of 平(丄）二（1 — - 丄"—…）二 ① — 
The root mean square error (RMSE) and mean absolute error (MAE) are 
common techniques for evaluating the forecasting performance. If one has the 
smallest R M S E and M A E , then its model outperforms the others in terms of 
forecasts. 
However, the R M S E and M A E may not be the best techniques for evaluating 
the forecasting performance. Jenkins (1982) and Pack (1982) argue that it is 
inappropriate to use statistics such as RiMSE to evaluate the forecasting performance 
because these statistics are averaging the squared errors over observations and hence 
are easily affected by outliers. Stekler (1987) develops a rank test to find the best 
forecasters. This new approach assumes equal importance of the squared errors over 
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observations. 
Stekler's (1987) rank test is preceded as follows. Assuming that there are two 
forecasters, we test the null hypothesis that both of them have the same performance. 
For each period, a score equal to their place in that ranking then assigned. The better 
forecaster receives a score of 1 while another one receives a score of 2. Formally 
will denote the score assigned to the /th forecaster in predicting theyth period. Then 
T 
sum up the scores for each forecaster, i.e. S^  = ^ R y where T is the number of 
periods. As the rankings are from 1 to 2, the average score in any period is 1.5. 
Summing over T periods, then Saverage二 1.5xr. 
The^^ goodness-of-fit test statistics is used for testing the null hypothesis, with 
2 
X - X! (S/ - o^verage丨 ^ average， (3.46) 
where Saverage is the average score. W e reject the null hypothesis if the calculated 
value of ； i s larger than the 5 % critical value of chi-squared distribution with 1 
degree of freedom. A rejection of the null hypothesis indicates that the two 
forecasters do not have equal abilities. 
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CHAPTER FOUR 
EMPIRICAL RESULTS OF SIMULATION EXPERIMENTS 
We have discussed the one-step and two-step procedures in parameter 
estimation in the previous chapter. In this chapter, we will report the results of 
simulation experiments, and through them to compare the perforriiance of one-step 
and two-step procedures. 
There are several studies in the literature that compare different parameter 
estimation procedures. Sowell (1992a) compares the performances of exact MLE, 
Fox-Taqqu's (1986) approximate M L E and the G P H estimator. In his study, he 
simulates the samples by the A R F I M A model and then the parampters of simulated 
samples are estimated by these three estimation methods. The G P H can only 
estimates the differencing parameter d, while the exact M L E and Fox-Taqqu's M L E 
estimate all the parameters of the model. So he evaluates the performance of these 
three estimation methods by comparing the root mean square errpr of differencing 
parameter d. 
In this chapter, we extend Sowell's (1992a) simulation experiments in several 
ways. First, we consider a more complicated A R F I M A - G A R C H model as opposed to 
Sowell's (1992a) A R F I M A model. Furthermore, we compare not only the 
differencing parameter d, but also the AR, M A and G A R C H parameters of the 
ARFIMA-GARCH model. 
W e will report the mean biases and the empirical root mean square errors of all 
parameters of the ARFIMA-GARCH model that are separately estimated by one-step 
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and two-step procedures. In addition, we will also report the size and power of the 
goodness-of-fit tests by one-step and two-step procedures. The reported values are 
then evaluated in order to find out a better estimation procedure. Before giving the 
results of simulation experiments, let us discuss the Monte Carlo simulations for the 
A R F I M A - G A R C H model first. 
MONTE CARLO SIMULATION 
In the simulation experiments, the following ARFIMA-GARCH〜normal model 
is employed, that is, 
(4.1) 
一IVi 〜 N 綱 , hi = a, 
/=i y=i ， 
where 0(I) = 1 -中^^ — … - a n d 0(L) = 1 +《/^ + …+e JJ are polynomials 
with no common factors, 
p, q, r, s are positive integers, 
is a real number, and 
Qt-i is the information set at time /^-l, and 
N(0’hi) represents normal distribution with mean 0 and variance /?,. 
The autoregressive (AR) representation of (4.1) is 
St, (4.2) 
CO 
/ = ! 
where 约 is/th term of ^(Z.) = -...) = 0-' (L)^(L){\ - L)'. 
Equation (4.2) suggests that each is expressed by an A R process of infinite 
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order, AR(co). It is impossible to generate samples with such an infinite-dimensional 
representation of the Date Generating Process (DGP). If truncating at too low lag, it 
will destroy the long-term dependence of the senes. In general, it is appropriate to 
generate the samples by the autoregressive equation with approximating N terms in 
expansion (where N is a large number). In our experiments, the number of expansion 
is set to be 10,000. 
Besides, there is a problem with the start-up values for the DGP. To solve this 
problem, we generate the sample series by the following steps. Suppose the sample 
size T is，say, 500 in our DGP. W e take totally 10,000 arbitrary values as start-up 
values and then simulate a total of 10,500 values by Monte Carto simulation, 
discarding the first 10,000 values. In so doing，we can avoid the problem of incorrect 
start-up values. 
PARAMETER ESTIMATION 
In the previous chapter, we discuss the one-step and two-sj:ep procedures in 
parameter estimation. W e compare the performance of one-step and two-step 
procedures here. Before that, we briefly present the simulation using the one-step and 
two-step procedures. 
Two-step Procedure 
In the simulation experiments, the fractional differencing parameter d is 
estimated by the GPH method in the first step of the two-step procedure. Before 
doing the G P H method, we have to make a choice about the number of 
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low-frequency periodogram ordinates used. W e take g(T) 二 T"'� to be the number of 
frequencies included in the regression. 
After estimating the differencing parameter d by the G P H method, we then 
transform the original series that presumably follows an A R M A - G A R C H model. W e 
approximate the transformed series in the time domain. In the second step, we fit the 
A R M A - G A R C H model to the transformed series and estimate the remaining 
parameters by the Box-Jenkins modeling procedure. 
One-step Procedure 
Sowell (1992a) derives the exact M L E under the assumption of white noise 
error. It requires the calculation of the inversion of T-dimensional covariance matrix 
at each iteration and thus the method is computationally demanding. 
An alternative approach is to use an approximate M L E in parameter estimation. 
Baillie，Chung and Tieslau (1995) suggest the approximate M L E in time domain, 
which is called the CSS estimator. The CSS estimators are calculated by choosing the 
parameters to maximize the approximate log likelihood function. Chung and Baillie 
(1993) compare the CSS estimator with Sowell's exact M L E under the assumption of 
constant variance. They find out that there is no virtually difference between them 
when the sample size is more than 100. 
In addition, Fox and Taqqu (1986) suggest an approximate M L E in the 
frequency domain. This estimator, when compared to the CSS estimator, has a 
disadvantage that it cannot calculate the M L E for more complicated models such as 
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the A R F I M A - G A R C H process in equations (4.1). Since Sowell's (1992a) exact M L E 
is computationally demanding, it seems appropriate to use the approximate M L E in 
time domain, i.e. the CSS estimator, in parameter estimation in this study. 
RESULTS OF SIMULATION EXPERIMENTS 
Two groups of estimators, separately estimated by the one-step and two-step 
procedures, will be compared for different cases of the ARFIMA(p,^/,^-GARCH(^i>) 
process, i.e. with different values of d,p and q in the model. The effect of the sample 
size will also be examined. 
W e first compare the one-step and two-step procedures in terms of mean biases 
and empirical root mean square errors. If procedure is found to have smaller bias and 
root mean square error, it is expected to be better than the ojher in parameter 
estimation. 
Furthermore, we report the empirical size and power of the goodness-of-fit 
statistics Q(M) and Q^(iW) which refer to the Ljung-Box portmanteau tests for up to 
Mh-order serial correlation in the standardized and the squared standardized 
residuals respectively. If one has lower empirical size and higher empirical power, 
then its procedure is better than the other. 
The Bias and the Root Mean Square Error of Parameters 
In our simulation experiments，two different kinds of models are considered. 
The first model considered is the A R F I M A ( ( 9 , d , A R C H ( 1,1) model. Two true 
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parameter sets (d, an, aupi) =(0.4,0.4,0.3,0.2) and (-0.4,0.4,0.3,0.2) respectively are 
generated by Monte Carlo simulations. The results are presented in Tables 1 and 2. 
For each case, the number of replications is 300 with sample sizes T=300 and 
T二 1000. Without loss of generality, the value of fi is set to zero in the simulation 
experiments. 
As shown in Tables 1 and 2, the smaller biases and empirical root mean square 
error are obtained by the one-step procedure for the two parameter sets and the 
sample sizes (T=300 and T=1000). However, the difference betyveen them is not 
significant. For one-step and two-step procedures, the mean biases and empirical root 
mean square errors are also smaller as the sample size increases. 
The second model considered is the ARFIMA( 1 ,d,0)-GARCH( 1,1) model. 
Similar to the above models, two true parameter sets (d,小！’ c^o，ai,fii)二�QAfi 
0.4,0.3,0.2) and (-0.4,0.3,0.4,0.3,0.2) respectively are generated by Monte Carlo 
simulation. W e consider two different sample sizes (i.e. 300 and 1000) for each 
parameter set. There are 300 independent replications for each case. 
As shown in Table 3 and 4, the smaller mean biases and empirical root mean 
square errors of the estimators are obtained by the one-step procedure. Similar to the 
above model, the difference between the two kinds of procedures is also not 
significant. As the sample size increases, the mean biases and empirical root mean 
square errors of the parameters decrease for both procedures. 
W e further study the effect of number of replications on the mean biases and 
root mean square errors. Table 5 reports the mean biases and root mean square errors 
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of parameters estimated by the one-step procedure with different numbers of 
replications (300, 600 and 1000). W e consider the ARFIMA((9,d, (9)-GARCH( 1,1) 
model. One true parameter set (d, ao, aupi) =(0.4,0.4,0.3,0.2) and sample size 1000 
are considered. W e can conclude that the mean biases and root mean square errors of 
parameters have no significant relations with the number of replications. 
The Size and Power of the Goodness-of-fit Tests 
To compare the size and power of the goodness-of-fit statistics, we perform 
simulation experiments and estimate the parameters by one-step and two-step 
procedures. The goodness-of-fit statistics Q{M) and refer to the Ljung-Box 
portmanteau tests for up to the Mh-order serial correlation in the standardized and 
the squared standardized residuals respectively. If one has lower empirical size and 
higher empirical power, then the procedure is better than the other. 
First, we generate the sample by the ARFIMA( 1 ,d,0)-GARCH(2,2) model. Note 
that the model can be written as 
(4.3) 
� �N { S ) ’ h t � , ht = a � + + A Vi + A V2 
where is a real number, 
is the information set at time /-I, and 
N(0,ht) represents normal distribution with mean 0 and variance h；. 
The pair of parameter sets is {d,中,Oo, oli, (0.4, 0.3，0.2, 0.2, 0.2, 0.1, 
0.15) and (0.4, 0.3, 0.2, 0.2，0, 0.1, 0) respectively. Then we fit the samples, which 
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are generated by equation (4.3), by the ARFIMA( 1 ,d,0)-GARCH( 1,1) model and 
estimate the parameters by one-step and two-step procedures. The results are 
summarized in Table 6, with the entries equal to the proportion of rejections based on 
the upper fifth percentile of the chi-square distribution with the corresponding 
degrees of freedom. 
Two different sample sizes (i.e. 300 and 1000) are considered in the simulation 
experiments. In all cases, the number of replications is 300. As shown in Table 6，the 
•J 
sizes of Q(M) and Q (M) decrease as the sample size increases. Besides, the powers 
of Q(M) and Q^(M) increase as the sample size increases. These results are 
consistent with our expectations. 
Compared to the two-step procedure, the size of Q(M) and Q \ M ) are lower for 
the one-step procedure. Moreover, the power of Q(M) and Q (M) are higher for the 
one-step procedure in all cases. The differences between the one-step and two-step 
procedures are not significant in terms of magnitude of the size an(^  the power of the 
goodness-of-flt statistics. 
As shown in Table 6，the size of Q(M) and Q^(M) for the one-step and two-step 
procedures at T二300 are over 0.08, which are rather high. But they could be ignored 
because the sample size is too small, as we need thousands of observations in order 
to retain the characteristics of long-term dependence. 
We further study the relationships between the number of replications and the 
size and power of Q(M) and Q\M). Table 7 reports the size and power of Q(M) and 
Q2(M) of the one-step procedure with different number of replications (300, 600 and 
44 
1000). The sample size is 300. It can be seen that the size and power of Q(M) and 
q2(M) have no significant relations with the number of replications. 
From the simulation results, we can conclude that the one-step procedure 
generally has smaller bias and RMSE. In addition, the one-step procedure has 
smaller size and bigger power of the goodness-of-flt statistics. However, the 
differences between one-step and two-step procedures are not significant. Generally 
speaking, the one-step procedure is superior to the two-step procedure. 
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CHAPTER FIVE 
DATA AND EMPIRICAL RESULTS 
This chapter presents the empirical results of the estimation of the senes on the 
Hong Kong stock returns. In our study, we fit the A R F I M A - G A R C H model to the 
Hang Seng Index ( HSI ) return series and also to the stock returns of five 
representative firms. In order to find out whether the series exhibit long-term 
dependent, we perform the Wald test for the fractional differencing parameter d. 
Finally, we evaluate the forecasting performances of the fractional and non-fractional 
time series models. Before reporting the results, let us first introduce the data 
analyzed in our study. 
DATA DESCRIPTION 
Hang Seng Index (HS【）is a barometer of the Hong Kong stock market. It 
compnses 33 constituent stocks as representatives of the market. The collective 
market capitalization of these stocks accounts for about 70% of the total market 
capitalization on the Stock Exchange of Hong Kong Limited (SEHK). The 
constituent stocks are grouped into four sub-indexes: Commerce and Industry, 
Finance, Properties and Utilities. 
Due to the varying market capitalization and financial performances of the 
companies, the committee of the FISI has the right to add or drop different 
companies as constituent stocks every year. The list of constituent slocks in 2000 and 
the selection criteria are p「est:med in Appendix 1 and 2, In addition, the calculation 
formulas for the HS【are in Appendix 3. 
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In our study, the data we used is the daily closing Hang Seng index and the daily 
closing prices of five representative companies selected from the thirty-three 
constituent stocks of the HSI. The daily data of the HSI ranging from January 2, 
1973 to March 31, 2000 are supplied by the HSI Services Ltd. The non-trading 
days are excluded in order to obtain more accurate results. These include official 
holidays, weekends and some special incidents such as the sudden announcement of 
non-trading. 
In addition, five of thirty-three constituent stocks are also analyzed in our study. 
The five firms that are chosen in our study are the H S B C Holdings pic (HSBC), 
Cheung Kong (Holdings) Ltd. (CHGK), Hutchison Whampoa Ltd. (HUTI), Sun 
Hung Kai Properties Ltd. (SHKP), CLP Holdings Ltd. (CLIG). These five 
representative firms are chosen from the four sectors of Hang Seng index. They are 
chosen because their turnovers and market capitalization are comparatively high in 
their sectors. 
W e collect the daily prices of the five representative firms thorough the on-line 
Datastream, a U.K. incorporated data service company. Similar to the Hang Seng 
index, the observations from January 2, 1973 to March 31, 2000 are collected. The 
non-trading data of particular stocks is also expelled. A stock may become 
temporarily non-tradable for a number of reasons, such as merger and acquisition, 
major ownership changes. Due to the lack of information, we can't exclude the 
non-trading data between 1973 and 1988. In spite of this imperfection, our final 
results should not. be affected because the missing data is relatively small, where 
compared to thousands of daily data used in our study. 
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The name of the five representative companies, their stock codes, sample period 
and number of observations are listed in Table 8. The principal activities of these 
companies are listed in Appendix 4. Figures 1 to 6 plot the daily HSI and stock 
prices of the five representative firms against time. As shown in these figures, the 
daily HSI and stock prices of the five firms are increasing over the sample period 
with a span of 28 years. 
Transformation Of Data 
In our study, we concentrate on the returns of the HSI and the five 
representative firms. Before doing the parameter estimation, we should transform the 
data first. Data are transformed to daily returns by taking the first difference of the 
logarithm of the daily index and prices, namely, 
InP,—1, 
where Pt is the daily closing price of the HSI and companies' stocks 
Rt is the return rate, and 
In is the natural logarithm operator. 
The summary statistics of the stock returns, Ri, are listed in Table 9. Figures 6 
to 12 plot the return rates of the HSI and the five representative firms against time. As 
shown in these figures, the stock returns fluctuate around zero. 
A LONG-MEMORY MODEL FOR THE RETURN SERIES 
For parameter estimation, there are two kinds of procedures: one is two-step 
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procedure and the other is one-step procedure. In Chapter four, we discussed the 
performance of both procedures. Although the difference between them is not so 
significant, we find out that the one-step procedure has a comparatively better 
performance. It seems appropriate to estimate the parameters by the one-step 
procedure, i.e. maximum likelihood estimation, in the following study. 
Sowell's (1992a) exact M L E is computational Iy demanding in parameter 
estimation in cases with more than 6000 observations. Chung and Baillie (1993) find 
that there is no virtually difference between Sowell's (1992a) exact M L E and the 
approximate M L E in the time domain (i.e. the CSS estimator) when the sample size 
is more than 100. It seems appropriate to use approximate M L E in parameter 
estimation in our study. 
A number of studies show that stock returns exhibit conditional 
heteroscedasticity. Akgiray (1989) tests 6030 daily returns on the CRSP 
value-weighted and equal-weighted indices from January, 1963 to December, 1986. 
He carries out statistical tests of the fit of the A R C H and the G A R C H processes for 
the data and finds out that the GARCH(1,1) model fits the data best. To model the 
features of long-memory and conditional heteroscedasticity, we apply the 
approximate M L E in time domain that allows the ARFIMA-GARCH specifications. 
This section presents the estimation results for the daily return series of Hang 
Seng index and five representative firms from January 2, 1973 to December 31, 1999. 
As shown in Figures 7 to 12, there are a few outliers in the return series. On October 
19，1987, an unexpected financial crisis affected the stock markets over the world 
On that day, the Hang Seng index dropped over 300 points. After that, the SEKK 
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made a tough decision to temporarily suspend the Hong Kong stock market from 
October 20 to 23, 1987 to avoid the further dropping. When trading resumed on 
October 26, 1987，the Hang Seng index further dropped for more than 40%. The five 
representative firms also dropped for about 35% on that day. These outliers (i.e. the 
returns on October 26, 1987) are taken away from all return series to avoid their 
effects on estimation. 
Ling and Li (1997) show that the ARFIMA(l，d,0)-GARCH(l，l) model is the 
best fitted model when they analyze the daily closing Hang Seng index between 1983 
and 1984, with the assumption that the innovations follow a normal distribution. In 
addition, Wong (1999) shows that the GARCH(1,1) model with a Student-t 
distributed error is the best model for the daily returns of the Hang Seng index and 
five individual firms listed on the Main board of Stock Exchange of Hong Kong 
(SEHK). In this study, both normally and Student-t distributed innovations are 
assumed for the G A R C H ( 1,1) model. , 
The model selection is based on a set of 9 alternatives of ARFIMA(p,d,q) 
specifications with the length of the A R and the M A polynomials varying between 0 
and 2 and a GARCH(1,1) error structure. Models are selected by two well-known 
selection criteria, the Akaike's (1974) information criterion (AIC) and Schwarz's 
(1978) Bayesian criterion (SBC). 
Test Results 
W e estimate the A R F I M A - G A R C H models with the daily closing HSI 
return series and stock returns of five firms under normally and Student-t distributed 
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errors. Table 10 shows the estimated models chosen by AIC and SBC under normally 
distributed errors. This table also presents estimates of the fractional differencing 
parameter along with Wald statistics for testing the long-memory property. 
Table 11 reports the estimated parameters of selected models with the 
t-statistics in parentheses under the assumptions of normally distributed errors. 
Table 12 presents the results of Wald statistics based on the selected models 
under Student-t distributed innovations. The maximum likelihood estimates for the 
parameters, including the degree-of-freedom parameter ^ are given in Table 13 for 
daily closing HSI returns and stock returns of the five individual firms 
I 
Using the log-likelihood values for the best model criterion, the 
A R F I M A - G A R C H models with Student-t distributed innovations outperform those 
with normally distributed errors. These results support the findings of Bollerslev 
(1987). 
As shown in Tables 11 and 13, the estimated parameters, a, and , for the 
GARCH(1,1) equations (i.e. h丨=a。+ cc、心•h have a sum of 0.95 for all 
data，suggesting that the fitted models are second-order stationaiy. 
Note that the values of Q(M) and Q^M), M二 100, statistics are smaller than 
the corresponding critical values at the 5% significance level. Hence the selected 
models are adequate for all return series. 
5 1 
As shown in tables 10 and 12, the empirical fractional differencing 
parameters and their Wald statistics suggest the absence of long-memory in the 
closing HSI returns and stock returns of the five representative firms. As the HSI 
is a barometer of the Hong Kong stock market, we conclude that there is a lack of 
evidence of long-memory in Hong Kong stock returns from 1973 through 1999. 
In addition, we estimate the A R F I M A - G A R C H models with the daily closing 
HSI return series and stock returns of five firms under normally and Student-t 
distributed errors for a subperiod from 1997 to 1999. The results are reported in 
Appendix 5. According to our estimation results, the fractional differencing 
parameter d is still insignificant for all return series. These findings indicate the 
absence of long-memory in Hong Kong stock returns for the subperiod from 1997 to 
1999. 
MODEL EVALUATION 
Econometricians and statisticians sometimes ignore the long-memory 
property and apply the non-fractional A R M A process to the real data. In this study, 
we evaluate the forecasting performance of the fractional A R M A process against the 
non-fractional one. If the results show that the fractional A R M A process outperform 
the non-fractional one, it will be appropriate to employ a more advanced time series 
process such as the fractional A R M A process for analyzing the data. 
The rank tests are used for model evaluation. In this study, the out-of-sample 
performance will be discussed. 
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Out-of-sample Forecast 
This section evaluates the out-of-sample performance of fractional and 
non-fractional time series models based on the rank test. The forecast period ranges 
from January 2, 2000 to March 31, 2000 with a total of 63 observations. 
Before reporting the results of the rank test, we first fit the data by 
non-fractional time series model. The daily returns of closing HSI and the five 
representative firms ranging from January 2, 1973 to December 31, 1999 are used for 
estimation. Table 14 reports the best fitted non-fractional models for the return rates 
of closing HSI and the five representative firms. As shown in the Table 14, the 
AR(3)-GARCH(1,1) models are the best fit models for HSI，PSBC and HUTI 
under the assumption of both Student-t and normally distributed innovations. The 
AR(1)-GARCH(1,1) models are the best fit model for CHGK, SHKP and CUG 
under normal and Student-t distribution. 
The rank test considers each observation but not the aggregate statistics. The 
null hypothesis of the rank test is that the fractional and non-fractional time series 
models have the same performance, with the alternative hypothesis that one of the 
models consistently outperforms for forecasting. In this study, we have two 
forecasters. The test is as follows, for each period, the better forecaster receives a 
score of 1 while another one receives a score of 2. Let Rij denote the score assigned 
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to the /th forecaster in predicting the yth period, then S^ 二 will be the 
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forecaster's total score over T=63 observations. As the rankings are from 1 to 2, the 
average score in any period is 1.5. 
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The z^ goodness-of-fit test statistics are used for testing the null hypothesis, 
with 
2 
义 2 二 -S^eragef IS average , (3.46) 
/=I 
where Saverage IS the average score, i.e. Saverage=l .5x7. 
W e reject the null hypothesis if the calculated value of x^ is larger than the 5% 
critical value of chi-squared distribution with 1 degree of freedom. A rejection of the 
null hypothesis indicates that the fractional and non-fractional models do not have 
equal abilities; rather one of them is better while the other is worse. 
The test results for out-of-sample forecasts under normally and Student-t 
distributed errors are shown in Table 15. The calculated ；{；^ values in the 
out-of-sample forecasts indicate that we cannot reject the null hypothesis that the 
fractional and non-fractional models have the same forecasting ability at the 5% 
significance level. Hence the forecasting performance of the nor^ -fractional model 
and that of the fractional model is identical. This result is consistent with the results 
of the insignificant estimate of the fractional differencing parameter d discussed in 




Long-memory describes the significant dependence between distant 
observations. To describe long-memory process. Granger (1980), Granger and 
Joyeux (1980), and Hosking (1981) introduce the A R F I M A model where the 
differencing parameter is allowed to be a non-integer. Since 1980, many researchers 
have applied the ARFIMA model to macroeconomic and financial series. 
To estimate the parameters of a fractional integrated time series, the two-step 
and one-step procedure are derived in this thesis. For the two-step procedure, the 
fractional differencing parameter d is first estimated, and the remaining of parameters 
of the model are estimated in the second step. An alternative way, which is called the 
one-step procedure, is to estimate all parameters by the maximum likelihood 
estimation approach. 
As shown in the results of simulation experiments, the one-step procedure is 
better than the two-step procedure in parameter estimation in terms of biasness, 
empirical root mean square error, size, and power of the goodness-of-tests. Although 
the differences between them are not so significant, we recommend using one-step 
procedure in parameter estimation. 
Following the study of Ling and Li (1997), we analyze the Hang Seng index and 
stocks of individual firms by the ARFIMA-GARCH model using daily data between 
1973 and 1999. To avoid the misspecification of error terms, we impose both normal 
and Student-t distributions while analyzing the data. W e estimate the parameters by 
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maximizing the approximate likelihood function in time domain. The results reject 
the hypothesis that long-memory is present. 
Literature survey has shown that works on investigating the behavior of 
Hong Kong stock returns by the long-memory process is rare. So far, Ling and Li 
(1997) is the only study that applies the long-memory model to Hong Kong stock 
returns. Unlike Ling and Li's work, whose contribution is on theoretical modeling, 
the contribution of this thesis is on providing a comprehensive empirical analysis of 
Hong Kong stock returns using the long-memory modeling approach. The major 
empirical findings are that we do not find any significant evidence to support the 
presence of long-memory in the Hong Kong stock market between 1973 and 1999. 
Our results differ from those of Ling and Li (1997) which support the presence of 
long-memory in the Hang Seng index using a very short period of daily data from 
1983 to 1984. Since the size of our sample is much larger than that of Ling and Li 
(1997), in order to see whether the span of data would affect the existence of 
long-memory, we apply the fractional time series model to daily returns of HSI and 
of individual firms to a subsample of two years, that is, 1997-1999. However, the 
fractional differencing parameter is still insignificant for all six return series, 
suggesting the absence of long-memory in Hong Kong stock returns for the 
full-sample as well as sub-sample periods. Our empirical results support the findings 
of Lo (1991) and Barkoulas and Baum (1998) who show the absence of 
long-memory in the U.S. and Japan stock markets. 
The presence of long-memory in stock returns implies significant relationships 
between distant observations. If stock returns are long-term dependent, the portfolio 
decisions will become sensitive to the investment horizon. The past returns can help 
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predict future returns, and the possibility of consistent speculative profits exists. 
Successfully applying more advanced statistical models such as the 
A R F I M A - G A R C H model for prediction will not only serve investors, but also 
economists in general as they can gain insights into the empirical behavior of 
financial data. 
Many investors and portfolio managers would like to use the equity derivative 
products for hedging against their underlying equity market portfolio. The derivative 
instruments in Hong Kong include stock returns and options, and HSI futures and 
options. The pricing of derivative securities such as options and futures requires the 
assumptions on the price processes of the underlying assets. In practice, this price 
process should be statistically estimated. So improving on the statistical description 
of the price process will immediately translate into a more reliable pricing of 
derivative securities or an increase in the quality of optimal hedging policies against 
risk. The ARFIMA-GARCH process is an obvious choice, as it is flexible in 
modeling the short- and long-term dynamic properties of the pricing series. Since 
our empirical results suggest that there exist no significant relationships between 
distant stock returns, it may be appropriate for the investors and portfolio managers 
in Hong Kong to use the traditional A R I M A models in the construction of optimal 
hedge portfolios. 
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Table 1. Estimated Parameter Bias and Square Root of the Mean Square Error for the 
ARFIMA(0’d，0)-GARCH(l’l) model by Two-Step Procedure with 300 Replications. 
d 二 0.4 00 = 0.4 ai =0.3 Pi =0.2 
BIAS RMSE BIAS RMSE BIAS RMSE BIAS RMSE 
T'=300 0.02915 0.13119 0.01691 0.10240 0.06253 0.08698 -0.00994 0.13672 
r - 1 0 0 0 0.01846 0.07086 0.00700 0.06418 0.00976 0.05379 -0.00872 0.07549 
d = -0.4 00 = 0.4 cti 二 0.3 Pi =0.2 
BIAS RMSE BIAS RMSE BIAS RMSE BIAS RMSE 
T"=300 0.02925 0.12095 0.00574 0.10681 0.02215 0.09808 0.02383 0.13241 
T"=1000 0.02557 0.11667 0.00342 0.07281 0.00934 0.04996 0.00293 0.09226 
a. T is the sample size. 
Table 2. Estimated Parameter Bias and Square Root of the Mean Square Error for the 
ARFIMA(0,d,0)-GARCH(l，l) model by One-Step Procedure with 300 Replications. 
D = 0.4 00 = 0.4 AI = 0.3 PI = 0.2 
BIAS RMSE BIAS RMSE BIAS RMSE BIAS RMSE 
T'=300 -0.01192 0.04897 0.00323 0.09436 -0.00511 0.07995 0.00467 0.10899 
IT 二 1000 -0.00933 0.02786 0.00147 0.04355 0.00229 0.04602 -0.00273 0.06193 
d = -0.4 00 = 0.4 ai -0.3 pi = 0.2 
BIAS RMSE BIAS RMSE BIAS RMSE BIAS RMSE 
T'=300 0.00752 0.05451 0.00425 0.08938 0.01279 0.09357 -0.00424 0.12284 
T'^1000 0.00131 0.04859 0.00318 0.04864 0.00907 0.04632 0.00026 0.06351 
a. T is the sample size. 
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Table 3. Estimated Parameter Bias and Square Root of the Mean Square Error for the 
ARFIMA( 1 ,d,Q)-GARCH( 1,1) model by Two-Step Procedure with 300 Replications. 
J = 0.4 办二 0.3 cto 二 0.4 a , - 0 . 3 Pi =0.2 
BIAS RMSE BIAS RMSE BIAS RMSE BIAS RMSE BIAS RMSE 
T'=300 0.02116 0.12772 -0.07112 0.13281 -0.01023 0.09378 0.01619 0.10994 0.02323 0.14331 
r = 1 0 0 0 0.01679 0.07352 -0.01351 0.07701 -0.00431 0.06731 -0.00972 0.05185 0.01621 0.09225 
^ = -0 .4 (j)i - 0.3 00 = 0.4 a i =0 .3 Pi = 0.2 
BIAS RMSE BIAS RMSE BIAS RMSE BIAS RMSE BIAS RMSE 
T'=300 0.02912 0.12342 -0.01721 0.14779 0.01417 0.10193 0.01167 0.09266 -0.00887 0.13102 
R=1000 0.00658 0.10611 0.01288 0.11337 0.00635 0.05913 0.00769 0.06424 -0.00537 0.07454 
a. T is the sample size. 
Table 4. Estimated Parameter Bias and Square Root of the Mean Square Error for the 
ARFIMA( 1 ,d,0)-GARCH( 1,1) model by One-Step Procedure with 300 Replications. 
J 二 0.4 办=0.3 ct�二 0.4 ai = 0.3 Pi 二 0.2 
BIAS RMSE BIAS RMSE BIAS RMSE BIAS RMSE BIAS RMSE 
T'=300 -0.01244 0.09493 0.01905 0.10397 -0.00808 0.08953 0.01315 0.09886 0.01001 0.12285 
T"二 1000 0.00578 0.04294 -0.00523 0.05592 0.00304 0.05382 0.00495 0.05006 -0.00991 0.07116 
d 二 -0 .4 (j)； = 0.3 ao = 0.4 a ! = 0.3 Pi 二 0.2 
BIAS RMSE BIAS RMSE BIAS RMSE BIAS RMSE BIAS RMSE 
T'=300 0.00353 0.09124 -0.00687 0.11063 0.01272 0.10159 0.00811 0.09168 -0.00551 0.12212 
r = 1 0 0 0 0.00204 0.06275 -0.00454 0.06803 0.00441 0.04825 -0.00238 0.05155 -0.00173 0.07345 
a. T is the sample size. 
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Table 5. Estimated Parameter Bias and Square Root of the Mean Square Error for the 
ARFIMA(0,d,0)-GARCH(l,l) model by One-Step Procedure with Sample Size 
1000. 
d = 0.4 « o - 0 . 4 g , - 0 . 3 Pi =0.2 
M M RMSE BIAS RMSE BIAS RMSE BIAS R M ^ 
Na=300 -0.00931 0.02786 0.00147 0.04355 0.00229 0.04602 -0.00273 0.06193 
N - 6 0 0 0.01012 0.02651 0.00117 0.05119 0.00207 0.04930 -0.00531 0.05897 
Na二 1000 -0.00851 0.02632 0.00138 0.04361 -0.00211 0.04913 0.00132 0.06062 
a. N is the number of replications. 
Table 6. The Empirical Size and Power ofQ(M) and M=10, with 300 
Replications. 
Sample Size One-step procedure Two-step procedure 
0.080 0.093 
Power Q(M)* 0.743 0.740 
Q W 0.867 0.833 
T � 1 0 0 0 Size Q(M)* 0.057 0.110 
0.060 0.080 
Power Q(M)* 0.827 0.813 
Q W 0.933 
Note: Above entries equal to the proportion of rejections based on the upper fifth percentile of 
the chi-square distribution with the corresponding degrees of freedom. 
a. T is the sample size. 
b. The statistics Q(M) and Q'(M) are the Ljung-Box portmanteau tests for up to M//7-order 
serial correlation in the standardized residuals and squared standardized residuals 
respectively. 
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Table 7. The Empirical Size and Power ofQ(M) and Q\M), M-10, of the One-step 
Procedure with Sample Size 300. 
. — /V“=300 ir=6QQ ；V"=1000 
Size Q{Mf 0.087 0.083 
0.080 0.083 0.084 
Power Q(M)' 0.743 0.740 0.751 
Q \ W 0883 0.865 
Note: Above entries equal to the proportion of rejections based on the upper fifth percentile of 
the chi-square distribution with the corresponding degrees of freedom. 
a. N is the number of replications. 
b. The statistics Q(M) and Q\M) are the Ljung-Box portmanteau tests for up to MZ/^-order 
serial correlation in the standardized residuals and squared standardized residuals 
respectively. 
Table 8. Samples used in the study. 
Company Name Code Sector Sample Period r Sample for 
‘ forecast 
Hang Seng Index HSI - 2/1/73-31/12/99 6670 63 
Cheung Kong (Holdings) Ltd. CHGK Property 2/1/73-31/12/99 6665 63 
HSBC Holdings pic HSBC Finance 2/1/73-31/12/99 6661 63 
Hutchison Whampoa Ltd. HUTI Commerce 2/1/73-31/12/99 6663 63 
Sun Hung Kai Properties Ltd. SHKP Property 2/1/73-31/12/99 6662 63 
CLP Holdings Ltd. CLIG Utility 2/1/73-31/12/99 6666 63 
a. T is the number of observations used in the estimation (excluding the stock returns on 26 
October, 1987) 
6 1 
Table 9. Summary Statistics Of the Stock Returns, R(. 
Company Code Maximum Minimum Mean Standard Error Skewness Kurtosis T" 
HSI 0.1725 -0.2452 4.97E-4 0.01979 -0.2778 ]0.7525 6668 
CHGK 0.2584 -0.3149 8.33E-4 0.02956 -0.08445 8.8159 6663 
HSBC 0.5108 -0.1795 6.85E-4 0.02000 -0.1008 10.9873 6659 
HUTI 0.3023 -0.3454 7.08E-4 0.02911 -0.1393 11.2484 6661 
SHKP 0.2406 -0.3853 7.82E-4 0.02902 -0.4792 10.9667 6660 
CLIG 0.1839 -0.1810 5.54E-4 0.02108 -0.1754 7.6441 6664 
a. T is the number of observations used in the estimation (excluding the stock returns on 26 
October, 1987) 
Table 10. The Best Fit ARFIMA Models for Return Series of HSI and Individual 
Firms with GARCH(1,1) Model under Normally Distributed Errors. 
Company Best fit model Differencing parameter Wald statistics 
Code ARFIMA(p,d,q)-GARCH( 1,1) Ho： d=0 
HSI (0’d，lHl，l) d =0.0223(0.0199)' 1.1206 
CHGK (0,d, l ) -( l , l ) d = 0.0171(0.0194)'^ 0.8814 
HSBC (0’d’0)-(l’l) d = 0.0289(0.0223)" 1.2960 
HUTI (l，d’OHl，l) d = 0.0043(0.0220) 0.1955 
SHKP (0 ,d ,0Hl , l ) d = 0.0369(0.0336)'^ 1.0982 
CLIG (0’d’0)-(l，l) d = 0.0099(0.0131)" 0.7557 
a. standard errors are given in parentheses. 
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Table 11. Estimated ARFIMA0,6/’c/)-GARCH( 1,1)〜Normal Models 
)(1 - L)^ {R^ - /i) 二（ 1 - A — ， 
— 1 �/V(0，/7/)’ ht : GTO"^!^/-] 
Parameter HSI CHGK HSBC HUTI SHKP CLIG 
d 0.0223 0.0171 0,0289 0.0043 0.0369 0.0099 
(0.0199) (0.0194) (0.0223) (0.0220) (0.0336) (0.0131) 
/i 0.1213 … 0.1371 … 0 . 0 8 5 5 0 . 1 5 0 7 … 0.1385 … 0.0876 … 
(0.0199) (0.0294) (0.0218) (0.0274) (0.0318) (0.0221) 
(f), - - ~ 0.0464* - -
(0.0258) 
( j ) , - - - - - -
G丨 -0.0859… -0.0373* -
(0,0261) (0.0219) 
02 - - - - - -
cco 0.0644 … 0.0836… 0.0550… 0.1278" 0.0841 … 0.1273 … 
(0.0189) (0.0249) (0.0052) (0.0634) (0.0249) (0.0456) 
a , 0.1215"' 0.0636•” 0.0823 … 0.0722 … 0.0930 … 0.1084 … 
(0.0174) (0.0112) (0.0045) (0.0202) (0.0147) (0.0213) 
PI 0.8366… 0.8960 … 0.8836 … 0.9022 … 0.8714 … 0.8350 … 
(0.0182) (0.0134) (0.0047) (0.0261) (0.0151) (0.0274) 
LogL ' -11780.141 -14483.016 -12147.434 -15416.924 -15291.937 -13553.064 
Q(IOO)^ 115.475 89.460 111.096 96.091 110.061 101.114 
Q-(IOO)^ 52.106 110.524 105.020 41.889 106.463 78.433 
Note; Standard errors are given in parentheses. 
* denotes significant at the 10% level, ** denotes significant at the 5% level, *** denotes 
w ， 
significant at the 1% level. 
a. "Log L', denotes the log-likelihood value f b � t h e model. 
b The statistics Q(IOO) and Q'( 100) are the Ljung-Box portmanteau tests for up to 
100//7-order serial correlation in the standardized residuals and squared standardized 
residuals respectively 
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Table 12. The Best Fit ARFIMA Models for Return Series of HSI and Individual 
Firms with GARCH(1,1) Model under Student-t Distribution. 
Company Best fit model Differencing parameter Wald statistics 
Code ARFIMA(p,d,q)-GARCH( 1,1) H。: d=0 
HSI (0,d，l)-(l’l) = 0.0219(0.0178)'^ 1.2303 
CHGK (l，d，0)-(l，l) J = 0.0083(0.0168广 0.4940 
HSBC (0,d,0)-(l,l) J = 0.0103(0.0101)" 1.0198 
HUTI (0,d，l)-(l’l) J 二 0.0115(0.0167广 0.6886 
SHKP (0，d,l)-(l,l) d = 0.0234(0.0170广 1.3765 
CLIG (0,d，l)-(l’l) = 0.0030(0.0165)� 0.1818 
a. Standard errors are given in parentheses. 
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Table 13. Estimated ARFIMA(p,"，(7)-GARCH(l，l)〜Student-t Models 
)(1 — L、d {R, - = (1 -没1 丄 一 沒 2 丄 2 ， 
.1 〜叩為，ht 1 
Parameter HSI CHGK HSBC HUTI SHKP CLIG 
d 0.0219 0.0083 0.0103 0.0115 0.0234 0.0030 
(0.0178) (0.0168) (0.0101) (0.0167) (0.0170) (0.0165) 
11 0.1043*" 0.0935*" 0.0557… 0.0971 … 0.1169"* 0.0463*" 
(0.0188) (0.0253) (0.0172) (0.0248) (0.0269) (0.0181) 
(f), - 0.0375* -
(0.0207) 
(pi - - - - - -
e, -0.0649… - - -0.0405" 0.0398* 0.0453" 
(0.0233) (0.0204) (0.0210) (0.0221) 
终 - - - - -
cco 0.047(r ' 0.1250"* 0.0415*" 0.0814*” 0.0817 … 0.0750… 
(0.0094) (0.0278) (0.0121) (0.0202) (0.0226) (0.0304) 
or； 0.1268… 0.1084"* 0.0832*" 0.0722… 0.1002… 0.0629*" 
(0.0135) (0.0130) (0.0129) (0.0128) (O.OJ35) (0.0223) 
Pi 0.8243*" 0.8408"* 0.8687*** 0.8947… 0.8565*** 0.8955 … 
(0.0134) (0.0138) (0.0142) (0.0124) (0.0139) (0.0261) 
V 6.3581 … 4.9495… 4.9666 … 5.0439*" 5.2054… 4.3566… 
(0.5411) (0.3412) (0.3035) (0.3733) (0.3563) (0.2479) 
Log If -7872.117 -10598.635 -8229.981 -11258.302 -11239.659 -9330.177 
Q(IOO)^ 114.385 99.142 116.481 90.731 105.110 102.378 
Q2(100)b 51.567 109.606 108.399 26.370 107.882 76.167 
Note: Standard errors are given in parentheses. 
* denotes significant at the 10% level, ** denotes significant at the 5% level, *** denotes 
significant at the 1% level. 
a. “Log L" denotes the log-likelihood value for the model. 
b. The statistics Q(IOO) and Q"(100) are the Ljung-Box portmanteau tests for up to 
100//7-order serial correlation in the standardized residuals and squared standardized 
residuals respectively. 
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Table 14. The Best Fit A R M A Model for Return Series of HSI and Individual Firms 
with G A R C H ( 1,1) Model under Normally and Student-t Distributions-
Company Code Best fit model ARMA(/;’")-GARCH(l,l) 
Normal Student-t 
^ (3,0)-(1,1) (3，0)-(1，1) 
CHGK (1,0)-(1，1) (1,0)-(1,1) 
HSBC (3,0)-(1,1) (3,0)-(1,1) 
f^UTI (3,0)-(1,1) (3,0)-(1,1) 
SHKP (1,0)-(1,1) (1,0)-(1,1) 
CLIG (1,0)-(1,1) (1,0)-(1，1)  
Table 15. The Result of Rank Tests for the Significance Between Fractional and 
Non-fractional Time Series under the Normally and Student-t Distributions. 
Company Code Chi Square Test Statistics 
Normal Student-t 
HSI 0.2593 0.0265 
CHGK 0.2593 0.4286 
HSBC 1.9100 1.9100 
HUTI 0.0476 0.0476 
SHKP 0.0053 0.3386 
CLIG 0.6402 0.6402 

























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Hang Seng Index Constituent Stocks (Effective 9 August 2000) 
FINANCE S E C T O R (4 stocks) ~ ~ ~ ~ ~ ~ ~ ” “ ~ — 
23 Bank of East Asia, Ltd. 
223 Dao Heng Bank Group Ltd. 
11 Hang Seng Bank Ltd. 
5 H S B C Holdings pic  
UTILITIES S E C T O R (3 stocks) “ — 
2 CLP Holdings Ltd. ~ ‘ 
3 Hong Kong and China Gas Co. Ltd. 
6 Hongkong Electric Holdings Ltd. 
i — P O M g W C O ^ , I . I J IJLIIIL U C O O P P Q P O d m M O O O M O B m g — ^   
PROPERTIES S E C T O R (10 stocks) 
101 Amoy Properties Ltd. 
1 Cheung Kong (Holdings) Ltd. 
291 China Resources Enterprise, Ltd. 
10 Hang Lung Development Co. Ltd. 
97 Henderson Investment Ltd. 
12 Henderson Land Development Co. Ltd. 
14 Hysan Development Co. Ltd. 
17 N e w World Development Co. Ltd. 
83 Sino Land Co. Ltd. 
16 Sun Hung Kai Properties Ltd. 
C O M M E R C E & INDUSTRY SECTOR (16 stocks)  
293 Cathay Pacific Airways Ltd. 
103 8 Cheung Kong Infrastructure Holdings Ltd. 
941 China Mobile (Hong Kong) Ltd. 
267 CITIC Pacific Ltd. 
142 First Pacific Co. Ltd. 
13 Hutchison Whampoa Ltd. 
179 Johnson Electric Holdings Ltd. 
992 Legend Holdings Ltd. 
494 Li & Fung Ltd. 
7 9 
8 Pacific Century CyberWorks Ltd. 
363 Shanghai Industrial Holdings Ltd. 
315 SmarTone Telecommunications Holdings Ltd. 
19 Swire Pacific Ltd. 'A' 
511 Television Broadcasts Ltd. 
4 Wharf (Holdings) Ltd. 
^ Wheelock and Co. Ltd.  
Source: HSI Services Ltd. {http://www. hsi.com) 
APPENDIX 2 
Selection Criteria of the Constituent Stocks of the HSI 
Constituent stocks of the HSI are selected by a rigorous process of detailed analysis, 
supported by extensive external consultation. To be eligible for selection, a 
company: 
1. should be among those that constitute the top 90% of the total market 
capitalisation of all ordinary shares listed on the S E H K (market capitalisation 
is expressed as an average of the past 12 months); 
2. should be among those that constitute the top 90% of the total turnover on 
the S E H K (turnover is aggregated and individually assessed for eight 
quarterly sub-periods for the past 24 months); 
3. should have a listing history of 24 months; and 
4. should not be a foreign company as defined by the SEHK. 
From the many eligible candidates, final selections are based on the following: 
1. the market capitalisation of the companies; 
2. the representation of the sub-sectors within the HSI directly reflecting that of 
the market; and 
3. the financial performance of the companies. 
Source: HSI Services Ltd. {http:/7w\vw. hsi.com) 
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APPENDIX 3 
Calculation Formula for Hang Seng Index (HSI) 
The calculation formula of the index is as follows 
Today's Current Aggregate Market 
T J , T J Capitalisation of Constituent Stocks 
Today s Current Index = 、 ， \ … . ；—~ ~ x Yesterday's Closing Index 
Yesterday s Closing Aggregate Market 
Capitalisation of Consitiuent Stocks 
Source: HSI Services Ltd. {httpy'Avww. hsi.com) 
APPENDIX 4 
The Principal Activities of Five Representative Firms 
Company Name Principles Activities  
Cheung Kong (Holding) Ltd. Investment holding and project management, 
property development and investment, real estate 
agency and management and investment in 
securities. 
HSBC Holdings pic Provision of a comprehensive range of banking and 
related financial services through 铁n int'l network in 
the Asia-Pacific region, Europe, the Americas, the 
Middle East and Africa. 
Hutchison Whampoa Ltd. Property investment & development, ports & related 
services, manufacturing, telecommunications, retail, 
energy, infrastructure, finance and investment. 
Sun Hung Kai Properties Ltd. Development of and investment in properties for sale 
and rental purpose. 
CLP Holding Ltd. Electricity generation & supply, power projects in 
the PRC and other Asian countries, property  
development. 
Source: China Markets Ltd. {http://www.e-finet.com� 
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APPENDIX 5 
The Best Fit ARFIMA Models for Daily Return Series of HSI and Individual 
Firms with GARCH(1,1) Model for Period 1997-1999 
Table I. The Best Fit ARFIMA Models for Return Series of HSI and Individual 
Firms with GARCH(1,1) Model under Normally Distributed Errors. 
Company Best fit model Differencing parameter Wald statistics 
Code ARFIMA(p,d,q)-GARCH( 1,1) Ho： ch=0 
HSI (L，D，0)-(L，L) d =0.0300 (0.0473广 0.6342 
CHGK (0,d,l)-(l，l) J 二 0.0579 (0.0481)“ 1.2037 
HSBC (0,d ,0Hl , l ) d = 0.0277 (0.0286) ^ 0.9685 
HUTI (l,d,OHl,l) J = 0.0463(0.0399)'^  1.1604 
SHKP (l，d,0)-(l,l) d = 0.0253(0.0513)^ 0.4932 
CLIG (l,d，0)-(l’l) " = 0.0661(0.0514广 1.2860 
a. Standard errors are given in parentheses. 
Table 11. The Best Fit ARFIMA Models for Return Series of HSI 拜nd Individual 
Firms with GARCH(1,1) Model under Student-t Distribution. 
Company Best fit model Differencing parameter Wald statistics 
Code ARFIMA(p,d,q)-GARCH( 1,1) HQ： d=0 
H S I (0，d’0)-(l，l) d = 0.0458(0.0330广 1.3879 
CHGK (0’d，lHl，l) d = 0.0375(0.0448)^ 0.8370 
HSBC (0，d，0)-(l，l) d - 0.0266(0.0321)^ 0.8287 
HUTI (0，d’l)-(l’l) d = 0.0014(0.0345)" 0.0405 
SHKP (0’d，l)-(l’l) = 0.0190(0.0474广 0.4008 
CLIG (0’d，0)-(l,l) d = 0.0430(0.0341)'^ 1.2610 
a. Standard errors are given in parentheses. 
8 2 
BIBLOGRAPHY 
Adelman, I. (1965), “Long cycles: Fact or Artefact?,，’ American Economic Review 
55, pp.444-463. 
Agiakloglou, C, Newbold, P. and Wohar, M. (1992), “Bias in an Estimator of the 
Fractional Difference Parameter,，’ Journal of Time Series Analysis 14, 
pp.235-246. , 
Akaike, H. (1974)，“A New Look at the Statistical Model Identification," IEEE 
Transactions on Automatic Control 19, pp.716-723. 
Aydogan, K. and Booth, G. G. (1988), “Are there Long Cycles in Common Stock 
Returns?," Southern Economic Journal 55, pp. 141-149. 
Baillie, R.T., Chung, C.F., and Tiles, M.A. (1995), "Analyzing Inflation by the 
Fractionally Integrated A R F I M A - G A R C H Models," Journal of Applied 
Econometrics 11, pp. 23-40. 
Baillie R.T. (1996), "Long-Memory Processes and Fractional Integration in 
Econometrics," Journal of Econometrics 73, pp.5-59. 
Barkoulas, J. T. and Baum C. F. (1998), "Fractional Dynamic in Japanese Financial 
Time Series," Pacific-Basin FmancialJoiirnal 6, pp. 115-124. 
Beran, J. (1995), “Maximum Likelihood Estimation of the Differencing Parameter 
for Invertible Short- and Long-Memory autoregressive Integrated Moving 
Average Models’” Journal of the Royal Statistical Society, Ser. B 57, 
pp.659-672. 
Bollerslev, T. (1986), “Generalized Autoregressive Conditional Heteroskedasticity," 
Journal of Econometrics 1>\, pp.307-327. 
Bollerslev, T. (1987), "A Conditional Heteroskedastic Time Series for Speculative 
Prices and Rates of Return," Review of Economics and Statistics 79, pp.542-547. 
Box, G.E.R, and Jenkin, G.M. (1976), Time Series Analysis: Forecasting and 
8 3 
Control ed.), San Francisco: Holden-Day. 
Box, G.E.P., and Pierce, D. A. (1970), "Distribution of Residual Autocorrelations in 
Autoregressive-integrated Moving Average Time Series Model,” Journal of the 
American Statistical Association 65, pp. 1509-1526. 
Cheung, Y. W. (1993a), "Long Memory in Foreign-exchange Rates,，，Journal of 
Business and Economic Statistics 11, pp.93-101. 
Cheung, Y. W. (1993b), "Test for Fractional Integration: A Monte Carlo 
Investigation," Journal of Time Series Analysis 14，pp.331-345. 
Choi, S. and Wohar, M. E. (1992), “The Performance of the G P H Estimator of the 
Fractional Difference Parameter," Review of Quantitative Finance and 
Accounting, pp.409-417. 
Chung，D. F. and Baillie, R. T. (1993), “Small Sample Bias in Conditional Sum of 
Squares Estimators of Fractional Integrated A R M A Models," Empirical 
Economics 18, pp.791-806. 
Crato, N. and Rothman, P. (1994a), "Fractional Integration Analysis of Long-run 
Behavior of US Macroeconomics time series," Economics Letters 45, pp. 
287-291. 
Crato, N. and Rothman, P. (1994b), “A Reappraisal of Parity Reversion for U K Real 
Exchange Rates," Applied Economics Letters 1，pp.139-141. 
Davies, R. B. and Harte，D. S. (1987)，“Tests for Hurst Effect,，，Biometrika 74, 
pp.95-102. 
Diebold , F.X. and Rudebusch，G.D. (1989), "Long Memory and Persistence in 
Aggregate Output," Journal of Monetary Economics 24，pp. 189-209. 
Diebold , F.X. and Rudebusch, G.D. (1991a), “Is Consumption too Smooth? Long 
Memory and the Deaton Paradox," Review of Economics and Statistics 73, 
pp. 1-9. 
Diebold , F.X. and Rudebusch, G.D. (1991b), “〇n the Power of Dickey-Fuller Tests 
8 4 
Against Fractional Alternatives," Economics Letters 35, pp. 155-160. 
Engle, R. F. (1982), “Autoregressive Conditional Heteroskedasticity with Estimates 
of Variance of U.K. Inflation," Econometnca 50, pp.987-1008. 
Fama, E. F. (1965), 'The Behavior of Stock Market Prices,” Journal of Business 38, 
pp.34-105. 
Fox, R. and Taqqu, M.S. (1986), "Large Sample Properties of Parameter Estimates 
for Strongly Dependent Stationary Gaussian Time Series," Annals ofStatisics 14, 
pp.517-532. 
Geweke, J. and Porter-Hudak, S. (1983), "The Estimation and Application of 
Long-Memory Time Series Models," Journal of Time Series Analysis 4, 
pp.229-238. 
Granger, C. W. J. (1980), "Long Memory Relationships and the Aggregation of 
Dynamic Models," Journal of Econometrics 14, pp.227-238. 
Granger, C. W. J. (1981), "Some properties of Time Series Data and Their Use in 
Econometric Model Specification," Journal of Econometrics 16, pp.121-130. 
Granger, C. W. J. and Joyeux, R. (1980), "An Introduction to Long-Memory Time 
Series Models and Fractional Difference’” Journal of Time Series Analysis 1， 
pp. 15-39. 
Greene，M. and Fielitz, B. (1977), ''Long-term Dependence in Common Stock 
Returns,'' Journal of Financial Economics 4, pp. 339-349. 
Hosking, J, R. M. (1981), "Fractional DifTerencing；' Biometrika 68, pp. 165-176. 
Hurst, H. E. (1951)， '"Long-term Storage Capacity of Reservoirs ," Transactions of 
ihe American Socicty ()j\ 'ivil Engineers 1 16, pp. 770-799. 
Jenkins, G. M. (1982), "Some Practical Aspects of Forecasting in Organizat ions," 
Journal of /•'orcca^fin^ 1，pp.3-2 1. 
Li, W. K. (1992), "On the Asymptotic Standard Errors of Residual Autocorrelation 
in Nonlinear Time Series Modeling," Biomankti 79. pp.435-437, 
S5 
Li, W. K. and Mak, T.K. (1994), “On the Squared Resudual Autocorrelations in 
Nonlinear Time Series With Conditional Heteroskeasticity," Journal of Time 
Series Analysis 15, pp.627-636. 
Li, W. K., and Mcleod, A. I. (1986), "Fractional Time Series Modeling," Biometrika 
73, pp.217-221. 
Ling S. and Li. W. K. (1997), “On Fractionally Integrated Autoregressive 
Moving-Average Time Series Models With Condition Heteroscedasticity," 
Journal of the American Statistical Association 92，pp. 1184-1194. 
Ljung, G. M.，and Box, G. E. P. (1978)，“On a Measure of Lack of Fit in Time Series 
Models, “ Biometrika 65, pp.297-303. 
Lo，A. W. (1991), "Long Term Memory in Stock Market Prices，” Econometrica 59, 
pp.1279-1313. 
McLeod, A. 1. And Hipel, K. W. (1978), "Preservation of the Rescaled Adjusted 
Range, 1: A Reassessment of the Hurst Phenomenon," Water Resources Research 
14, pp.491-508. 
Mandelbrot, B. B. (1963), "The Variation of Certain Speculative Prices," Journal of 
Business 36, pp.394-419. 
Mandelbrot, B. B. (1972), "Statistical Methodology for Non Periodic Cycles: From 
the Covariance to R/S Aalysis," Annals of Economic and Social Measurement 
l,pp.259-290. 
Mandelbrot, B. B. (1975)，“A Fast Fractional Gaussian Noise Generator," Water 
Resources Research 7, pp. 543-553. 
Mandelbrot, B. B. and Taqqu, M. (1979), “Robust R/S Analysis of LongRun Serial 
Correlation," Bulletin of International Statistical Institute 48, book 2, pp.59-104. 
Mandelbrot, B. B. and Wallis, J. (1968), "Noah, Joseph and Operational Hydrology," 
Water Resources Research 4, pp.909-918. 
8 6 
A ^ 
Mandelbrot, B. B. and Wallis, J. (1969), "Robustness of the Rescaled Range R/S in 
the Measurement of Noncyclic Long-run Statistical Dependence," Water 
Resources Research 5, pp.967-988. 
Nelson, C. R. and Plosser, C.I. (1982), “Trends and Random Walks in 
Macroeconomics Time Series: Some Evidence and Implications," Journal of 
Monetary Economics 10, pp. 139-162. 
Pack, D. J. (1992), “Measures of Forecast Accuracey，” unpublished paper presented 
to the Operations Research Socity of America-The Institute of Management 
Science 1982 Joint National Meeting. 
Porter-Hudak, S. (1990), "An Application of the Seasonally Fractionally 
Differenced Model to the Monetary Aggregates," Journal of the American 
Statistical Association 85, pp.338-344. 
Ray. B. K. (1993), "Long-range Forecasting of IBM Product Revenues Using a 
Seasonal Fractionally Differenced A R M A Model,” International Journal of 
Forecasting 9, pp.255-269. 
Schwarz, G. (1978), "Estimating the Dimension of a Model," The Annuals of 
Statistics 6, pp.461-464. 
Sowell, F. B. (1992a), "Maximum Likelihood Estimation of Stationary Univariate 
Fractionally Integrated Time Series Models," Journal of Econometrics 53, 
pp.165-188. 
Sowell, F. B. (1992b), "Modeling Long Run Behavior with the Fractional A R I M A 
Model’” Journal of Monetary Economics 29, pp.277-302. 
Steker, H. O. (1987), "Who Forecasts Better?," Journal of Business and Economic 
Statistic 5, 
Wong, H. M. (1999), "Modeling and Forecasting Hong Kong Stock Market Return," 








‘ . . T 
.:「.-V"" 、 
, •• -». ‘ 1 , - 1 1 . ‘ 、“ • ； ； i ： 
CUHK L i b r a r i e s 
圓1__1_1111111 
003fi71t3Sl 
