Chain-mapping techniques in combination with the time-dependent density matrix renormalization group are a powerful tool for the simulation of open-system quantum dynamics. For finite-temperature environments, however, this approach suffers from an unfavorable algorithmic scaling with increasing temperature. Here we demonstrate that this limitation can be overcome by defining a new spectral density of a pure state environment. The resulting speedup and relaxed memory requirements of this approach enable the efficient and certifiable simulation of open quantum systems interacting with highly structured environments in any temperature range, with applications extending from quantum thermodynamics to quantum effects in mesoscopic systems.
Quantum systems are never completely isolated and the interaction with surrounding uncontrollable degrees of freedom can modify significantly their dynamical properties. In some cases the environment can be assumed to be memoryless, in which case Lindblad master equations provide an accurate effective description of the resulting open-system dynamics [1] [2] [3] [4] . Generally, however, the description of the evolution of open quantum systems (OQSs) requires to take into full account the environmental degrees of freedom and their interaction with the system. This becomes particularly important, when the system-environment coupling is not weak, and the environment reorganization process occurs on a time scale which is comparable to the system dynamics -a situation that is ubiquitous in soft or condensed matter, nanothermodynamics and quantum biology [5] [6] [7] [8] . In this case, the OQS dynamics is not accessible to either analytical methods (apart from very few specific instances [9] [10] [11] [12] [13] [14] [15] ), nor effective master equation approaches and more refined numerical techniques are thus needed.
Over the last two decades, a variety of numerically exact approaches for the simulation of open quantum systems have been proposed. These methods allowed for the description of features that were not accurately described by approximate methods, such as the Markov, Bloch-Redfield or perturbative expansion techniques [2] . In particular, the Time Evolving Density Operator with Orthogonal Polynomials (TEDOPA) [16, 17] algorithm is a numerically exact and certifiable method [18] for the nonperturbative simulation of OQS. It has found application for the description of a variety of open quantum systems [16, 19, 20] . TEDOPA belongs to the class of chain-mapping techniques [16, 17, [21] [22] [23] [24] which are based on a unitary mapping of the environmental modes onto a chain of harmonic oscillators with nearest-neighbor interactions. The main advantage of this mapping is the more local entanglement structure which results in an improved efficiency of density matrix renormalization group (DMRG) [25] . While TEDOPA is very efficient at zero temperature regime that is hard to access by other methods such as hierarchical equations of motion [26, 27] and path integral methods [28] [29] [30] , in its original formulation it suffers from a unfavorable scaling with the temperature of the bosonic bath. Because of this, other approaches, such as the hierarchical equation of motion are currently the method of choice in the high temperature regime.
In this work we derive a formulation of TEDOPA for finite-temperature bosonic environments that allows for its extension to arbitrary temperatures without loss of efficiency. Our approach relies on the equivalence between the reduced dynamics of an OQS interacting with a finitetemperature bosonic environment characterised by some spectral density and the dynamics of the same system interacting with a zero temperature environment and a suitably modified spectral density [31] [32] [33] [34] , and further exploits fundamental properties of the theory of orthogonal polynomials [17, 23, 35] .
Spectral density thermalization.-Consider a quantum system S interacting with a bosonic environment; for each environmental mode at frequency ω ≥ 0 the annihilation and creation operators a ω , a
where H S is the free system Hamiltonian and H E , H I describe, respectively, the free evolution of the environmental degrees of freedom and the system-environment interaction. In what follows we assume that
but the same results can be obtained for any O ω which is linear in a ω and a † ω . The function J(ω) : R + → R + is the product of the interaction strength between the system and the mode at frequency ω and the mode density, and is usually referred to as the spectral density (SD) [2] .
System and environment start, at t = 0, from a factorized initial state ρ SE (0) = ρ S (0) ⊗ ρ E (0), where ρ S (0) is an arbitrary (pure or mixed) initial state of the system, ρ E (0) = ω exp(−βωa † ω a ω )/Z ω is the thermal state of the environment at inverse temperature β = 1/k B T and
. Under these assumptions the open system state ρ S (t) = Tr E (ρ SE (t)) at a generic time t is fully determined by the spectral density J(ω) and the inverse temperature β [2, [36] [37] [38] . In fact, ρ S (t) is fully determined by the two-time correlation function
where O ω (t) = exp(iH E t)O ω exp(−iH E t) is the environmental interaction operator evolved at time t via the free Hamiltonian H E and n ω (β) = a † ω a ω ρω(β) = (exp(βω) − 1) −1 . It is then clear that given two environments with the same two-time correlation functions, the corresponding reduced dynamics coincide [1, 2, 39] .
If we formally extend the integral in (4) to the whole real axis and define the anti-symmetrized spectral density J ext (ω) = sign(ω)J(|ω|) with support on the whole real axis [40] , the two-time correlation function can be rewritten as
It is crucial to note that this function can be associated with an extended bosonic environment, with positive and negative frequencies, governed by
ω a ω , which is initially in the vacuum state (i.e., a ω |0 ∀ω ∈ R) and which interacts with the system via the interaction Hamiltonian H I (β) = A S ⊗ +∞ −∞ dω J β (ω)X ω , and the thermally weighted spectral density
We conclude that the reduced dynamics in the presence of an initial thermal state of the environment and a global Hamiltonian as in Eqs. (1) and (2) is the same as that obtained by starting from an initial vacuum state of the extended environment and a new spectral density defined in Eq. (6) . Note that, in contrast to previous approaches [31] [32] [33] [34] , we achieved this by exploiting directly the spectral density, which is the central object in TEDOPA. Importantly, the relationship between the original thermal chain and the pure state chain with the thermalized spectral density can be formulated in terms of a unitary equivalence, which allows one to recover the state of the full system-environment state in the original picture at any time t [41] . Thermalized TEDOPA.-TEDOPA [16, 17, 42, 43] exploits properties of the theory of orthogonal polynomials [44] to provide an analytical unitary transformation mapping the original star-shaped system-environment model into a one dimensional configuration. New modes with creation and annihilation operators c † n and c n are defined as c
ω using the unitary transformation U n (ω) = J(ω)p n (ω) where J(ω) is a SD, and p n (ω), n = 0, 1, . . . are orthogonal polynomials with respect to the measure, i.e. the positive valued function, dµ(ω) = J(ω)dω on R + . Thanks to the three-term recurrence relation satisfied by the orthogonal polynomials p n (ω), the H SE Hamiltonian (1) is mapped [17] 
The mode frequencies ω n and the coupling κ n are related to the recurrence coefficients for the polynomials p n (ω) and can be computed either analytically or via stable numerical routines [17, 35] . The crucial observation is that the thermally weighted spectral density (6) defines a measure µ β (ω) = J β (ω)dω, with support extending, by construction, over the whole real axis. Hence, there exists a family of polynomials p β,n which are orthogonal with respect to dµ β and we can define the unitary transformation
and follow the same procedure as before. The resulting Hamiltonian has the same form as Eq. (7), with the modes c
β,n and new coefficients ω β,n , κ β,n related to the polynomials p β,n . The unitary transformations U n (ω) and U β,n (ω) respectively determine the initial state of the chain: for standard TEDOPA the thermal state of the environment is mapped to the thermal state of the chain ρ C E (β) = exp(−βH C E )/Z C E , while the vacuum state of the extended environment is mapped to a (factorized) vacuum pure state of the chain. Impact on simulations.-As long as ρ S (0) is a pure state, the state of system and chain in the T-SD approach remains pure for ∀t ≥ 0. This has a major impact on the simulation of the system dynamics via time-dependent DMRG techniques [45, 46] , such as the time-evolvingblock-decimation algorithm (TEBD) [47] [48] [49] . From now on we will refer to TEDOPA with T-SD approach as T-TEDOPA. In order to fully appreciate the advantage provided by T-TEDOPA, here we discuss the main features of its scaling properties; a more detailed comparison of the complexity of the standard and thermalized approach is reported in the SI [41] .
In order to enable computer simulations, the length of the chain of environmental oscillators and the local dimension of these oscillators must be truncated. These truncations must be chosen such that finite-size effects remain negligible in the simulation interval [0, t max ]. For a chain of length N and local dimension d, the complexity of the standard TEDOPA approach scales as O(N t max (d 2 χ) 3 ), were is χ the bond dimension, a TEBD parameter that is related to the amount of correlations in the simulated system. On the other hand, the complexity for T-TEDOPA will be given by O(N t max (d χ )
3 ), where the primed letters emphasize that, in general, the local dimension, the chain length and the bond dimension will be different from the standard case. Clearly, the reduced complexity of T-TEDOPA stems mainly from the fact that only pure states are involved, whereas for standard TEDOPA mixed states are needed.
In addition, the local dimensions required to faithfully represent the chain thermal state scales unfavorably with the temperature, and, as a consequence, d can be usually taken significantly smaller than d [41] . For all the dynamics taken into account here the decrease of the local dimension in the T-TEDOPA overcompensates by itself the increase of the chain length (we usually set N ≈ 2N due to an increased propagation speed in the chain) and of the bond dimension (we used at most χ ≈ √ 2χ); see [41] for a more detailed discussion.
It is important to note that the Matrix Product Operators (MPO) representation of the chain cannot, in general, be determined analytically and its preparation requires an additional considerable computational overhead. This step is clearly not required by T-TEDOPA, since the factorized vacuum state can be straightforwardly represented via Matrix Product States (MPS). It is worth noting that the approach developed in [34] shares some features of the T-TEDOPA. It allows for the use of pure instead of mixed states as well, but maps the positive and negative frequency environmental degrees of freedom into two separate chains. This results in a locally 2-dimensional tensor network with a consequent considerable increase of the simulation complexity, as discussed extensively in [41] . As a last, but practically relevant observation, we note that T-TEDOPA does not require any change in the already existing and optimized TEDOPA codes, since it only needs a modification of the chain coefficients.
Case study-We describe more detailed features of T-TEDOPA by two examples. In both of them we consider environments with a structured SD J W (ω), consisting of a broad background plus three Lorenzian peaks, a spectral form that quickly become untractable to presently available simulation methods. This type of spectral density is characteristic of pigment-protein complexes, where electrically coupled pigments are subject to to the structured environment provided by complex intra-molecular and protein vibrations [50, 51] . The chosen SD and its thermalization at T = 0, 77 and 300K are shown in the inset of Fig.1(a) , while its full definition is provided in [41] .
We first show an example of the quality of the results provided by T-TEDOPA on a simple instance, where a two level system (TLS) undergoes a pure dephasing dynamics induced by the interaction with an environment with SD J W (ω) at temperatures T = 0, 77 and 300K; moreover, we adopt an interaction picture. The environment and interaction Hamiltonians are defined as in eqs. (2) and (3) with A S = (1 + σ z )/2 and J = J W . The initial (a) state is |+ = (|0 + |1 )/ √ 2. The analytical solution for the coherence is θ(t) = exp(−γ(t))/2 with γ(t) = ωc 0
where, for numerical reasons, we imposed a hard cut-off ω c = 350 such that ∞ ωc dωJ W (ω)/ω becomes negligible (< 10 −4 ).
As clearly shown in Fig.1(a) , T-TEDOPA accurately reproduces the behavior of the coherence for t < 1.4ps, with maximum error < 10 −4 . As shown in Fig.1(b) , the T-TEDOPA chain coefficients depend, as expected, on the temperature. In particular, it is clear that the coupling κ β,0 between the system and the first oscillator in the chain increases with T. In fact, for any assigned SD
, which is a nondecreasing function of the temperature T . Moreover, the couplings k β,n and ω β,n as functions of n show a behavior that is more and more jagged as the temperature increases, at least in the initial part of the chain. Our numerics [41] show that such effective detuning between nearest neighboring sites leads to a back-scattering of an excitation located initially at the first site of the chain. This is an interesting behavior that we expect to play a fundamental role in the mimicking of a thermalized chain by one starting in the vacuum state, and its systematic analysis will be the subject of a future work. Here we simply point out that this results in a higher occupation of only the first sites of the T-TEDOPA chains, while the remaining sites have lower occupation. This allows for a gradual decrease the local dimension d n , n = 1, . . . , N of the chain oscillators which significantly reduces the simulation complexity. For example, for the simulation at T = 300K, the dimen-
led to converged results. We notice, moreover, that the chain coefficients ω β,n and κ β,n tend to converge for large n to the expected asymptotic values [23, 44] 
2 /16. Since the support is [0, ω c ] at T = 0 and [−ω c , ω c ] at T > 0, this means that at finite temperature T-TEDOPA will in general require longer chains than standard TEDOPA. This increase in length, however, leads to a constant factor increase in the T-TEDOPA complexity and is significantly overcompensated by the possibility of starting from the vacuum state. Indeed, as mentioned before, the local dimension of the standard TEDOPA scales unfavorably with the temperature, as we exemplify in Fig.2(a) where we show the average occupation number of the chain oscillators for J W (ω) truncated at N = 50. It is clear that the minimal local dimension of the oscillator chain must be chosen much larger than the average occupation number to allow for an accurate representation of the chain thermal state. It is not surprising that the sole preparation of the chain thermal state at T = 77K required one week of computation for the choice d = 8 (16 Intel Xeon E5-2630v3 cores), while the T = 300 T-TEDOPA simulation ( Fig.1(a) ) required only 8 hours using the same cores [41] .
The second example that we discuss is the simulation of a form of the water-soluble chlorophyll-protein (WSCP) homodimer, a model system for the study of pigment-protein interactions and for which there exists a rather complete experimental characterization, both structurally and in terms of its linear and multidimensional response [52, 53] . We model the WSCP dimer as consisting of two identical TLSs with interaction Hamiltonian (2) with
Since the overall Hamiltonian conserves the excitation number, the evolved state belongs to the space spanned by |± D . Figure 2(b) shows the evolution of the projection P + = |+ D + D | as a function of time, when the system starts from ψ(0) = |+ D , for two different spectral densities, namely the spectral density J W (ω) defined above and J W (ω), where the three Lorentzian peaks have been removed. The simulation at 300K with converged parameters (d max = 10, χ = 70) was completed in about 18 hours (16 cores used). A detailed discussion of the influence of the Lorentzian contribution to the reduced dynamics of the dimer and the comparison with actual experiments is beyond the scope of this work, but our results already shows the capability of the method to make predictions across the whole temperature range and for spectral densities with significant structure.
Conclusion and outlook.-In this work we have presented a new method, T-TEDOPA, for the efficient, accurate and certifiable simulation of open systems quantum dynamics at arbitrary temperatures. The central insight was a suitable redefinition of the environmental spectral density which allowed for the use of a zero temperature environment in place of a finite temperature environment without affecting the system dynamics. This opens the possibility of using MPS in place of MPO for the description of the chain of environment oscillators which, as a consequence, leads to a significant reduction of the algorithmic complexity scaling compared to state-of-the-art chain mapping techniques and orders of magnitude reductions in computation time. Since T-TEDOPA does not require any change in the structure of the resulting system, it can be used as a plug-in procedure by the already existing and highly optimized TEDOPA codes, which can now be used to efficiently simulate open quantum system dynamics in the low-to high-temperature regime.
Our approach is particularly relevant whenever one wants to provide a quantitative description of open-system dynamics in the presence of structured and non-perturbative environments, such as those commonly encountered in quantum biology [5] , nanoscale thermodynamics [54] or in condensed-matter systems [55] , as well as situations where the effect of environmental noise has to be identified accurately to discriminate it from possible fundamental decoherence in high-precision tests of the quantum superposition principle [56, 57] .
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At finite temperature TEDOPA requires the determination of the thermal state of the chain of environment oscillators in MPO representation. This thermal state is the fixed point of a time evolution in imaginary under the environment Hamiltonian [49] . For this time consuming procedure to be accurate, the local dimension of each oscillator in the chain must be chosen sufficiently large to allow for an accurate representation of the thermal state. Here, we describe a general procedure to determine the chain occupation number, which in Sect. D will also allow us to give an estimate of the local dimension that must be considered at the different temperatures.
Given the chain coefficients ω n , κ n associated by chain mapping to an assigned spectral density J(ω), and the number of chain sites N , chosen as not to have finite size effects, a lower bound on the local dimension of the oscillators can be provided by the following procedure. The chain Hamiltonian (see eq. (7) in the main text)
can be rewritten as
with c = (c 0 , c 1 , . . . , c N −1 )
The three-diagonal real matrix A can be diagonalized A = U T DU with D = diag (ω 0 , ω 1 , . . . , ω N ) and U is a unitary operator U T = U −1 . Stated otherwise, the chain admits N normal modes with frequency ω n , n = 1, 2, . . . , N and creation/annihilation operators defined as linear combinations of of the operators c n , c † n by b = U c,
By linearity, the average occupation number of the n-th chain oscillator c † n c n β at inverse temperature β can be determined from the average occupation number of the chain normal modes b † n b n β = 1/(e βωn − 1) of the normal modes ω n through
where U k,n is the element in the k-th row and n-th column of U . Since the thermal state is Gaussian it is in principle possible to determine its state, and the expectation of any observable on the chain analytically. In particular, it would be possible to determine the average occupation of each level of each oscillator. However, by simply using the convexity of expectation, it is possible to claim that if c † n c n β = j then at least the lowest j levels are occupied. This suffices to provide an estimate for the scaling of the required local dimension of the chain oscillators with the temperature, see also Sect. D.
B. Length of the chain
For a predetermined simulation time t max we need to determine the required chain length N to prevent reflections off the end of the chain to influence the system dynamics. Since the coefficient derive from orthogonal polynomials with respect to a temperature dependent measure dµ β (ω) = J β (ω)dω, the value of N depends on both t max and temperature. As already shown in Fig.1b of the main text, for large N the chain coefficients ω β,n and κ β,n convergence towards asymptotic values, that depend only on the support of J β (ω). For large N , in the quasihomogeneous region of the chain, an excitation propagates at a speed proportional to κ β,∞ def = lim n→∞ κ β,n . As κ β,∞ tends to grow with temperature, this explains the need for longer chains for T-TEDOPA at finite temperatures as compared to standard TEDOPA. A better estimate of the required chain length for assigned J β (ω) and t max can be obtained from a heuristic technique that turns out to be quite reliable. The propagation of an excitation injected by the system into the chain can be studied by a quantum walk like approach. We consider an initial state where a single excitation is located at the first site of the chain environmental oscillators and remove the system-environment coupling. Since the chain Hamiltonian conserves the number of excitations, the evolution of the chain is confined to the single excitation sector. We can therefore use the Hamiltonian
where |n indicates a chain with the excitation located at the n-th TLS and M . The evolved state |ψ qw (t) = M n=0 α n (t)|n can be easily computed by solving a linear system of M coupled equations. The optimal length N can then be estimated by direct inspection of the coefficients |α n (t)| 2 for different values of M . The optimal value corresponds to the smallest N such that the excitation after reflection off the end of the chain has not reached the first site with an appreciable probability in the time interval [0, t max ]. There is a good agreement between the position of the propagation front provided by such an approach and the actual propagation in the thermalized chains at all the considered temperatures, as exemplified by a comparison between Fig.3 (a) and (b) .
C. Excitation dynamics of the first chain sites
Another fundamental feature of T-TEDOPA is the accumulation of excitation in the oscillators that are closest to the system. This effect is monotonous in the temperature, as shown in Fig.4 . This can be explained qualitatively by looking at the couplings and the energies in this region. First of all, as already remarked in the main text, the system-chain coupling is a monotonous function of T (see Fig.1(b) of the main text) . This implies that, at least in the early stages of the evolution, with increasing temperature, more excitations are created in the first few chain sites by the interaction with the system. Moreover, in the same region the site energies and couplings exhibit significant disorder that is increasing with temperature. Therefore, excitations created by the interaction with the system cannot propagate ballistically in this part of the chain and get partially localized, as can be observed in Fig.4 . This behavior is fundamental for a chain initialized in its vacuum state to achieve, at the level of the systemdynamics, the same dynamics as a thermalized chain. We will examine this aspect of the dynamics in more detail in a forthcoming work.
D. TEDOPA vs T-TEDOPA algorithmic complexity: details
Here, relying on the analyses in the previous Sections, we provide a more detailed description of the computational complexity scaling of TEDOPA and T-TEDOPA. We will consider only the complexity of the real-time evolution part and disregard the determination of the initial state of the thermalized chain required by standard TEDOPA.
For a spectral density J(ω) and inverse temperature β, we indicate by the chain truncation N , local dimension d and bond dimension χ that achieve converged results in the simulation interval [0, t max ] for standard TEDOPA, and by N , d , χ the analogous parameters for T-TEDOPA. As proved in [58] , the computational complexity of TEDOPA is
3 is due to the computational cost of the two-site update part of TEBD [58] , which requires singular value decompositions (SVDs) of d 2 χ matrices (for simplicity we are assuming all the local and bond dimensions to be constant along the chain) and represents the real bottleneck of TEBD which absorbs, on the average, about 90% of the computational time. By adopting a randomized version of SVD (RSVD) [42, 59] , the complexity of TEDOPA can be reduced to O(N t max (d 2 χ) 2 ). Even with RSVD, the simulations at high temperature are computationally highly demanding, since, d needs to be taken quite large at high T .
As mentioned in the main text, with T-TEDOPA the matrices that need to be handled are much smaller for two reasons. First of all the states to be represented are pure, so that MPS representation suffices. Moreover, typically, the local dimension d can be chosen significantly smaller than d at finite T . Local dimensions d = 6, 8, 12 for the for the monomer simulation at T = 0, 77 and 300K respectively, for example, provided converged results, while the mere representation of the chain thermal states would have required much larger local dimension. The availability of tight estimates of the T-TEDOPA optimal local dimension would clearly be a most useful tool, and stringent mathematical results will be discussed elsewhere.
In addition to this, as discussed in the previous section, a further significant decrease in the computational complexity can be reached via the use of a non-uniform local dimension d (n), n = 1, 2, . . . , N . On the one hand, the occupation of the first sites in the chain, where localization of the population injected from the system occurs, is larger than the occupation in the remaining part of the chain. Our numerical experience shows that with the choice d (n) = d max − n(d max − 2)/N always leads to converged results. While the asymptotic scaling is left invariant by this choice, the actual constants are much smaller than for the case of a uniform local dimension d (n) = d max . This has a significant impact on the simulation time. In the original TEDOPA scheme, an analogous fine tuning of the local dimension cannot be achieved with the same efficiency. While the excitations that the system injects into the chain will still concentrate in the first few sites of the chain, they distribute faster across the chain leading to significant occupation numbers along the entire chain, with a maximum around the half of the chain (see Fig.1(c) as an example). This reduces strongly the possibility to decrease the local dimension of the oscillators without detailed knowledge about the system-environment dynamics.
On the other hand, while in TEDOPA the system-chain coupling κ 0 and the chain parameters ω n , κ n n = 1, 2, . . . are fixed, and only the initial state of the chain was a function of temperature, in T-TEDOPA all the ω n , κ n are temperature dependent. In particular, the systemchain coupling is a monotonically increasing with temperature, κ β,0 = ||J β || 1 = ωc −ωc dωJ β (ω) and κ β,0 β→0 −→ √ 2||J|| 1 . At high temperatures, therefore, the systemchain coupling is larger for T-TEDOPA than for standard TEDOPA. It is difficult to obtain a precise estimate for the required χ (χ ) for T-TEDOPA and standard TEDOPA and it is rather difficult to provide any general quantitative statement about the relation between the bond dimensions in the two approaches. However, for all the numerical examples that we have considered here, we always obtained T-TEDOPA converged results by setting at most χ = 1.4χ.
Finally, because of the higher asymptotic value of the coupling between nearest-neighbour oscillators in the thermalized case, one has to take a longer chain, i.e. N > N (see the discussion in Sect. B). In our numerical examples we have found that N ≈ 2N was always sufficient All in all, however, the use of a smaller local dimension, along with the possibility to decrease it along the chain, amply compensate by itself the increased bond dimension and chain length.
We conclude this section with a technical, but relevant, remark. T-TEDOPA differs from TEDOPA only in the computation of the chain coefficients. As such, it can be used with existing and optimized TEDOPA codes. In TEDOPA, however, the workload related to the SVD decomposition and other matrix operations on the typically large (MPO) matrices was distributed over the available computing cores via multi-threaded executions at an open-MP level (e.g. multi-threaded Intel Math-Kernel-Library [60]). With the reduced dimension of the matrices needed by T-TEDOPA, on the other side, such approach would not fully exploit the available computational resources. This suggests to use the same computing cores at an openMP [61] or MPI [62] level: independent two-sites updates can be distributed over different threads or processes running on multi-core architectures. A benchmark of our TEDOPA code with openMP parallelization showed a linear speedup with the number of available cores w.r.t. single-core executions. A TEDOPA code with MPI layer, distributing the workload over different computational nodes, is currently under development. presence of two chains for each system part interacting with a local environment modifies the tensor structure, and drastically increases the computational cost of all the update operations that involve the system.
Consider, for example, the dimeric structure shown in Fig.5(a) , where we have two two-level systems interacting with each other and with two local environments that, for the sake of simplicity and without loss of generality, have the same spectral density J(ω). The system resulting from double-chain and T-TEDOPA mappings are shown in Fig.5(b) and (c) respectively; the corresponding tensor structures are show in Fig.6 . The polygons represent the tensor associated by the MPS description to each TLS/oscillator; the degree of the tensors is encoded in the number of edges of the polygons, the circles represent the bonds between such tensors and the loose edges indicate the physical index of the tensor. The indices of the tensor run over different ranges: the physical index range is {1, . . . , d} where d the number of internal states, the local dimension, of the system the tensor is associated to; the range of the indices corresponding to the bonds is {1, . . . , χ}, with χ, the bond dimension.
It is clear that the tensors associated to the two system sites by the double-chain approach have rank 4 whereas with T-TEDOPA they have rank 3. A two-site update of nearest neighbor tensors, say the i-th and the j-th with rank r i and r j , requires the contraction of the two involved tensors into a single tensor. This operation produces a new tensor of rank equal r i +r j −2, which is then reshaped into a m×n matrix, where n and m depend on the physical and bond dimensions of the tensors. An operator is then applied to this matrix and the resulting matrix is suitably decomposed into two tensors. An essential step of this procedure is the already mentioned SVD of the m × n matrix, which, if n ≤ m, has complexity O(m · n 2 ). If we consider, for the sake of simplicity, the same dimension χ for all the tensor network bonds, it turns out that the complexity of of the two site update of the tensor corresponding to the dimers is (2χ) · (2χ) 2 = 2 3 · χ 3 for the T-SD configuration, and (2χ 2 ) · (2χ 2 ) 2 = 2 3 · χ 6 for Figure 6 . The tensor structure corresponding to (a) the double-chain approach, (b) T-TEDOPA, with graphical conventions as explained in the text.
the double-chain one.
It is clear that, even though the increased complexity of the local updates concerns only those updates that involve the TLSs, T-TEDOPA provides a dramatic improvement of the overall simulation time. Just to give an example, if the bond dimension is set to χ = 50, as it typically needs to be in the case of strong TLS-TLS or TLS-environment coupling, a single two-site update of the dimer would require 10 6 operations with T-TEDOPA and 10
11 operations with the double-chain method.
