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In this paper, we are concerned with statistical inference for the index parameter α0 in
the single-index model Y = g(αT0X) + . Based on the estimates obtained by the local
linear method, we extend the generalized likelihood ratio test to the single-index model.
We investigate the asymptotic behaviour of the proposed test and demonstrate that its
limiting null distribution follows aχ2-distribution, with the scale constant and the number
of degrees of freedom being independent of nuisance parameters or functions, which is
called the Wilks phenomenon. A simulated example is used to illustrate the performance
of the testing approach.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
We consider the single-index model (SIM)
Y = g(αT0X)+ , (1)
where Y ∈ R is a response variable and X ∈ Rq are covariates; g(·) is an unknown univariable measurable function, the
unknown parametric α0 = (α01, . . . ,α0q)T is in Rq and ‖α0‖ = 1 for model identifiability; the error  is independent of X,
with E() = 0 and Var() = σ 2.
The appeal of the SIM (1) is that by focusing on an index, the so-called ‘‘curse of dimensionality’’ in fitting multivariate
nonparametric regression functions is avoided. The SIM (1) is often used as a reasonable compromise between fully
parametric and fully nonparametric modelling; see, for example, [1].
Various methods are available for fitting the SIM (1): for instance, the kernel smoothing method, the least-squares
method, the average derivative method and the sliced inverse regression method. Härdle et al. [2] employed the kernel
smoothing method to study the SIM (1), and gave an empirical rule for bandwidth selection. Ichimura [3] studied the
properties of a semiparametric least-squares estimator in a general single-index model. The average derivative method
leads to a
√
n-consistent estimator of the index vector α0; see [4,5]. The slicing estimator of sliced inverse regression can
also achieve
√
n-consistency; see [6,7]. Obviously, most of the literature concerned with the SIM (1) has been devoted to
estimation rather than testing. This question arises how to construct the testing statistic for the index parameter α0 of the
SIM (1); namely, it is natural to see whether certain variables in the single-index αT0X are statistically significant after fitting
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the model (1). This leads to testing problems such as
H0 : α01 = · · · = α0l = 0 versus H1 : not all α0j 6= 0, 1 ≤ j ≤ l, l 6 q, (2)
which can also be used to select significant variables in the index αT0X of the SIM (1).
This test is a semiparametric hypothesis versus another semiparametric hypothesis testing problem. The conventional
maximum likelihood ratio (MLR) test may not exist in a semiparametric versus another semiparametric regression setting.
This is because the nonparametric MLE for the unknown function g(·) does not exist. A natural alternative is to relax the
requirement on the estimator of the function g(·) to be any reasonable nonparametric estimate and use it to construct the
test statistic. This yields a family of test statistics called GLR statistics, which was proposed by Fan et al. [8]. The GLR test is
intuitively appealing. Fan et al. [8] showed that for a variety ofmodels and a number of nonparametric versus nonparametric
and parametric versus nonparametric testing problems, the null distribution of the GLR statistic asymptotically follows a
χ2-distribution with the scale constants and the number of degrees of freedom being independent of the nuisance
parameters. This property is called the Wilks phenomenon, and it facilitates the application of GLR statistics. Therefore, the
critical value can be determined either by asymptotic distributions or by numerical simulations. The test is asymptotically
optimal in terms of rate of convergence for nonparametric hypothesis testing in the sense of [9]. The test is extended
in many fields, such as [10–13], and so on. The question arises naturally whether the GLR technique is applicable to the
semiparametric model (1). This forms the main theme of this paper.
To show the Wilks phenomenon in the semiparametric model (1), a natural testing approach would be based on the
efficient estimation obtained by the local linear method. We first introduce the least-squares estimates of the unknown
parameters α0 and the unknown function g(·), then, based on these estimators, the GLR test is established and the Wilks
phenomenon is unveiled.
The rest of this paper is organized as follows. In Section 2 we introduce the estimating process. In Section 3 the proposed
GLR statistic is constructed and its asymptotic null distributions are developed, and the implementation of the proposed
methods is also given. In Section 4 we provide an example based on simulated data. The proofs are given in the Appendix.
2. Estimation
In this section we obtain the estimation procedure by the methods used by Härdle et al. [2] and Carroll [14], and the
procedure will be shown to be very efficient for the SIM (1).
Suppose that (Yi,Xi, Zi)ni=1 is an i.i.d. sample from the SIM (1), and that g(·) has a continuous second derivative. For v in a
small neighborhood of u, g(v) can be approximated locally by a linear function, i.e. g(v) ≈ g(u)+g ′(u)(v−u) ≡ a+b(v−u).
Throughout this article, wewriteKh(·) = K(·/h)h−1, whereK(·) is a bounded, nonnegative, compactly supported symmetric
about zero and Lipschitz continuous density function, and h > 0 is a bandwidth; {ti}ni=1 denotes a vector (t1, . . . , tn)T,α =
(α1, . . . , αq)
T. The estimation procedure for estimating α0 and g(·) is as follows.
Step 1. With given α, we minimize
n∑
i=1
[
Yi − a− b(αTXi − u)
]2
Kh(αTXi − u), (3)
with respect to a and b, and denote aˆ(u;α, h) and bˆ(u;α, h) as the minimizers of (3); we define g˘(u;α) = aˆ(u;α, h).
Step 2. We minimize the sum of squares
n∑
i=1
[
Yi − g˘(αTXi;α)
]2
, subject to αTα = 1, (4)
with respect to α and we obtain the estimate of α0, written as αˆ0.
Step 3. With αˆ0 obtained from step 2, we can define the estimate of g(u) as gˆ(u) = g˘(u; αˆ0).
Remark 1. Härdle et al. [2] showed that by using the nearly universally familiar optimal bandwidth rates for nonparametric
regression, in which h is proportional to n−1/5, we can estimate α0 to the order Op(n−1/2) (i.e. at the usual parametric rate).
They also suggested that the samebandwidth h can beused for estimatingα and g(·), and proposed that (4) can beminimized
simultaneously with respect to α and h, which produces a root-n consistent estimator of α and an asymptotically optimal
estimator of h. With the given value of αˆ0, the model (1) reduces to a univariate nonparametric regression model; thus, in
(3), we take h to be the estimator of the bandwidth that is optimal for estimation of g(·). In this spirit, we can use the same
estimated optimal bandwidth, hˆopt, as that used in estimating the parameter α0. More detailed discussions about bandwidth
selection can be found in Remark 3 of Section 5.1 in [14] and Section 2 in [2].
3. Tests for index parametric components
3.1. The generalized likelihood ratio test
In this section, based on the estimation procedure in Section 2, we define the GLR statistic and develop its asymptotic
theory under the SIM (1), and the newWilks type of phenomenon is unveiled.
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Assume that  ∼ N(0, σ 2) for simplicity. In fact, the normality assumptions are not needed, which is demonstrated in
Fan [8] and our proofs in the Appendix.
Under the SIM (1), the log-likelihood function is
l = −n
2
log(2piσ 2)− 1
2σ 2
n∑
i=1
(
Yi − g(αT0Xi)
)2
.
For given α, replacing the unknown function g(·) by the estimator g˘(·;α) given in Section 2, we have
l = −n
2
log(2piσ 2)− 1
2σ 2
n∑
i=1
(
Yi − g˘(αTXi;α)
)2
. (5)
Maximizing l over α, σ 2 subject to αTα = 1 yields the estimators αˆ0 as in Section 2, and σˆ 2 = n−1RSS1, where RSS1 =∑n
i=1
(
Yi − g˘(αˆT0Xi)
)2
.
Note that αˆ and σˆ 2 are not maximum likelihood estimators because g˘(·;α) is not obtained by the maximum likelihood
method. Substituting these estimators into (5) yields the generalized log-likelihood as
`n(H1) = −(n/2) log(2pi/n)− (n/2) log(RSS1)− n/2.
Similarly, the log-likelihood for H0 can be taken as
`n(H0) = −(n/2) log(2pi/n)− (n/2) log(RSS0)− n/2,
with RSS0 = ∑ni=1(Yi − g˜(α˜T0`X`i))2; g˜(·) and α˜0` are the estimators of g(·) and α0`, respectively. Under H0, the two
estimators can be obtained by using the same estimation method and bandwidth, kernel function as that used in Section 2,
here α0` = (α0(l+1), . . . , α0q)T, X` = (Xl+1, . . . , Xq)T. Following [8], the GLR statistic is defined as
λn = `n(H1)− `n(H0) = n2 log
RSS0
RSS1
≈ n
2
RSS0 − RSS1
RSS1
, (6)
which compares the nearly best fitting likelihood in the full model with that under the null model. Intuitively, the null
hypothesis is rejected when λn is too large.
3.2. Asymptotic null distribution
From the procedure of constructing the GLR statistic, we can see that the GLR statistic and the MLR statistic are very
different because of the different estimators in the two procedures. It is natural to see whether the asymptotic null
distribution of the GLR statistic λn still follows a χ2-distribution. The following theorem answers this question.
Theorem 1. Suppose that conditions (A1–A3) in the Appendix hold; then, under H0, as h→ 0, nh3 →∞,
σ−1n (λn − µn + dn) d−→ N(0, 1). (7)
Furthermore, if g(·) is linear or nh9/2 → 0, then, under H0, the GLR statistic rKλn approximately follows a χ2-distribution with
rKµn degrees of freedom, namely
rKλn∼a χ2(rKµn), (8)
where
rK = 2µn/σ 2n , µn = µqn − µ`n, σ 2n = σ 2qn + σ 2`n,
µqn = |Ω|h
(
K(0)− 1
2
∫
Ω
K 2(t)dt
)
,
µ`n = |Ω`|h
(
K(0)− 1
2
∫
Ω`
K 2(t)dt
)
,
σ 2qn = 2
|Ω|
h
∫
Ω
(
K(t)− 1
2
K ∗ K(t)
)2
dt,
σ 2`n = 2
|Ω`|
h
∫
Ω`
(
K(t)− 1
2
K ∗ K(t)
)2
dt,
dn = Op(
√
nh2 + nh4),
where K ∗ K denotes the convolution of K , |Ω| is the length of the support of the density f1(·) of αTX, and |Ω`| is the length of
the support of the density f2(·) of αT`X`.
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In Theorem 1, the asymptotic normality is given with dn unspecified because an asymptotic expression for the item is
very complicated and unnecessary in our opinion. However, the item dn in Theorem 1 can be negligible under the condition
h→ 0 and nh5 → 0.
Remark 2. From Theorem 1, it is shown that the asymptotic null distribution of rKλn is independent of the nuisance
parameters or the functions σ 2 and g(·), which is known as the Wilks phenomenon. Furthermore, the asymptotic null
distribution offers a method for approximately determining the critical value of the GLR test, but one cannot expect this
kind of approximation to be highly accurate unless the bandwidth h is sufficiently small so that the number of degrees of
freedom rKµn is large. However, the Wilks type of result allows us to simulate the null distribution of the GLR test with
nuisance parameters and functions fixed at their estimated values. More details can be found in Section 3.4.
3.3. Power of generalized likelihood ratio tests
We write α`n = (α¨T0,n,αT0`)T, α¨0 = (α01, . . . , α0l)T.
We now provide the formula for calculation of the power of the proposed GLR tests under the contiguous alternative
α¨0 = α¨0,n, (9)
where α¨T0,n converges to zero at the root-n rate. The power of the new GLR test can be approximated by using the following
theorem.
Theorem 2. Suppose that αTnX has a bounded support Ω
∗, and the marginal density f1n(u) of αTnX is compactly supported,
bounded, Lipschitz continuous and bounded away from zero by a constant uniformly for random αn in a neighborhood of α`n,
and f ′1n(·) is bounded. Under the alternative hypothesis to the problem (9) and the conditions of Theorem 1, we have
σ ∗n
−1
(λn − µ∗n + dn) d−→ N(0, 1). (10)
Furthermore, if g(·) is linear or nh9/2 → 0, then, under the alternative hypothesis to the problem (9),
r∗Kλn∼a χ2(r∗Kµ∗n), (11)
where
r∗K = 2µ∗n/σ ∗n 2, µ∗n = µ∗qn − µ`n, σ ∗n 2 = σ ∗qn + σ 2`n,
µ∗qn =
|Ω∗|
h
(
K(0)− 1
2
∫
Ω∗
K 2(t)dt
)
,
σ ∗qn = 2
|Ω∗|
h
∫
Ω∗
(
K(t)− 1
2
K ∗ K(t)
)2
dt,
and other conditions are defined as in Theorem 1.
3.4. Bootstrap test
To implement the GLR test, we need to obtain the null distribution of the test statistic λn. Note that the asymptotic null
distribution of the GLR statistic λn depends on the bandwidth and the supports of α0` and α0,Ω` andΩ , and the asymptotic
null distribution is independent of nuisance parameters and functions from Theorem 1. We advise against using normal
or chi-squared approximations for the calculation of quantiles because one cannot expect this kind of approximation to be
highly accurate unless the bandwidth is sufficiently small so that the number of degrees of freedom rKµn is large. However,
this Wilks type of result based on Theorem 1 allows us to simulate the null distributions of the GLR tests over a large range
of bandwidths with nuisance functions and nuisance parameters fixed at their estimated values. Thus we proposed using
the bootstrap test (see [10]), which is detained as follows:
Step 1. Fix the bandwidth at its estimated value hˆopt obtained by the same method as that used in Härdle et al. [2]; then,
by using the estimation procedure in Section 2, the estimators of the unknown parameters and the unknown functions are
obtained under both the null and the unrestricted SIM. Furthermore, compute the GLR test statistic λn and the residuals ˆi
(for i = 1, . . . , n) from the unrestricted SIM.
Step 2. Generate n i.i.d. random variables ˆ?1, . . . , ˆ
?
n from the centered empirical distribution of ˆi for i = 1, . . . , n, and
compute Y ?i = g˜(α˜T0`X`i)+ ˆ?i , i = 1, . . . , n. This forms a bootstrap sample, {Xi, Y ?i }ni=1.
Step 3. Using the bootstrap sample in step 2, obtain the GLR statistic λ?n in the same manner as λn. Repeat step 2 many
times to obtain a sample of statistics, λ?n.
Step 4. Use the bootstrap sample in step 3 to determine the quantiles of the test statistic under H0. Furthermore, obtain
the p-value by calculating the percentage of observations from the bootstrap sample of λ?n whose value exceeds λn.
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The following theorem shows the consistency of the bootstrap procedure.
Theorem 3. Suppose that the conditions in Theorem 1 hold. Then, under H0,
σ−1n (λ
?
n − µn + dn) d−→ N(0, 1).
4. Simulation results
In this section, we give a simulated example to illustrate the proposed method. To improve the estimators proposed
in Section 2, one can use the one-step iterated estimation procedure (see Section 2.1 in [14]). Throughout this section, we
recommend using the Epanechnikov kernel K(u) = 0.75(1 − u2)+. The reason is as follows: the Epanechnikov kernel is
optimal in nonparametric estimation and it enables us to implement fast computing algorithms. More discussion can be
found in [15].
We consider a simulation study using a same design as that of [14].
Data are generated from the ‘‘sine-bump’’ model with the absence of the linear component,
Yi = sin
{
pi(αT0Xi − A)
B− A
}
+ i, (12)
where the Xi are trivariate with independent uniform (0, 1) components, the i are independent, and the distribution
function of the i is F(x), a nuisance function. The parameters are α0 = 1√3 (1, 1, 1), A =
√
3/2 − 1.645/√12 and
B = √3/2+ 1.645/√12.
In this example, the two sample sizes n = 100 and 200 were considered, and the bandwidth selection rule proposed
by Härdle et al. [2] and Carroll et al. [14] was used. According to Remark 3 of Section 5.1 in [14], here we suggest that the
optimal bandwidth hopt is taken as
hopt = C(K)n−1/5
(
σ 2
∫
f −11 (u)w(u)du∫
(g ′′(u))2w(u)du
)1/5
,
where C(K) = (ν0µ−22 )1/5, ν0 =
∫
K 2(u)du, µ2 =
∫
u2K(u)du, and w(u) is a weight function. Note that the optimal
bandwidth hopt contains the unknown quantities σ 2, g ′′(u), f1(u), which need to be estimated, where f1(u) denotes the
marginal density of U = αT0X. The estimation method can be found in [15, pp. 110–111]. This results in an estimated
optimal bandwidth, hˆopt. It is well known that a bandwidthwhich is well suited for curve estimationmay not be appropriate
for testing. Thus the selection of the bandwidth for the proposed GLR test is complicated. Here the ad hoc bandwidth is
hˆopt × n1/5 × n−1/4 = hˆopt × n−1/20, because this guarantees that the required bandwidth has correct order of magnitude
for the optimal asymptotic performance of the GLR test. More discussion can be found in [14,16]. Therefore, one can use the
hoc bandwidth hˆopt × n−1/20 for the GLR test. To study the effect of the bandwidth on the GLR test, first we evaluate three
levels of bandwidth, 2/3hˆopt, hˆopt, 3/2hˆopt, where hˆopt is the above- estimated optimal bandwidth.
The null hypothesis is taken as H0 : α01 = 0; here the true parameters α02, α03 are taken as 1/2,
√
3/2, respectively,
for model identifiability. The effects of the different error distributions on the performance of the test are also investigated.
We take the different error distributions as F(·) = N(0, 1), U(0, 1), t(5). For the GLR test, we used 500 samples of 100
observations and 200 observations, respectively. Based on the 500 samples, we obtained 500GLR statistics. All the simulated
results are reported in Figs. 1 and 2. From Figs. 1(a) and 2(a), we can see that the empirical distribution of the GLR statistic
under H0 is dependent on the bandwidth. Figs. 1(b) and 2(b) demonstrate the Wilks phenomenon: for three very different
choices of error distributions, the null distributions are nearly the same. From Fig. 1 we can also see that in the small sample
case the procedure of the GLR test performs fairly well.
To check whether the GLR statistic rKλn asymptotically follows a χ2-distribution, we equate the mean of the scaled
statistic rKλn to the corresponding mean of a chi-squared random variable, say χ2(d0), with d0 degrees of freedom. This
results in d0 = rKµ0, with µ0 being the simulated mean of λn. We calculate further the empirical distribution of the
scaled GLR statistic, and compare it with the χ2(d0)-distribution based on 500 samples with a sample size 100 from the
corresponding models. Since the empirical distributions do not depend sensitively on the error distribution F(x), here we
only show two simulated results for F(x) = N(0, 1), t(5) in Fig. 3(a) and (b), respectively. Simulations for sample size
n = 200 were also carried out; see Fig. 4.
We can see from Figs. 3 and 4 that the empirical distributions of the scaled GLR statistic and the χ2-distributions with d0
degrees of freedom are close to one another, which demonstrates empirically that the null distribution of the GLR statistic
may be satisfactorily approximated by the χ2-distribution.
For the power assessment, we evaluate the power in a sequence of alternatives with parameters α01 = 2θ for each given
θ , and according to each θ the true parameters α02, α03 are taken as some fixed values for the model identifiability.
R. Zhang et al. / Journal of Multivariate Analysis 101 (2010) 1026–1041 1031
2/3hopt
hopt
3/2hopt
normal
uniform
t(5)
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
0 61 2 3 4 5 0 61 2 3 4 5
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0ba
Fig. 1. The empirical distributions of the GLR statistic under H0 in three cases. (a) With fixed F(x) = N(0, 1), but different bandwidths: 2/3hˆopt (dashed
curve), hˆopt (solid curve), 3/2hˆopt (dashed–dotted curve). (b) With fixed bandwidth hˆopt , but different error distributions: F(x) = N(0, 1) (dashed curve),
U(0, 1) (solid curve), t(5) (dashed–dotted curve). The sample size was n = 100.
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Fig. 2. The empirical distributions of the GLR statistic under H0 in three cases. (a) With fixed F(x) = N(0, 1), but different bandwidths: 2/3hˆopt (dashed
curve), hˆopt (solid curve), 3/2hˆopt (dashed–dotted curve). (b) With fixed bandwidth hˆopt , but different error distributions: F(x) = N(0, 1) (dashed curve),
U(0, 1) (solid curve), t(5) (dashed–dotted curve). The sample size was n = 200.
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Fig. 3. With fixed hˆopt , the empirical distributions (solid stairstep line) of the scaled GLR statistic under H0 and the χ2-distributions (dashed line) with d0
degrees of freedom: (a) F(x) = N(0, 1); (b) F(x) = t(5). The sample size was n = 100.
For each given value of θ , we use 1000 Monte Carlo replicates for the calculation of the critical values via the bootstrap
method in Section 3.4, and compute the rejection frequencies based on 500 simulations of two sample sizes, 100 and 200, at
three different significant levels,φ = 0.01, 0.05, 0.10.When θ = 0, the special alternative collapses into the null hypothesis.
When θ = 0 and the sample size n = 200, the type one errors for the foregoing three significance levels under three
different error distributions are (0.010, 0.010, 0.015), (0.050, 0.046, 0.048), and (0.125, 0.116, 0.086), which demonstrate
that the conditional bootstrapmethod gives the right levels of test. And when we took the sample size n = 100, Table 1 also
shows the better performance of the power of the GLR test. Tables 1 and 2 show that the power functions increase rapidly as
θ increases and they have a surprisingly stable performance of the test for different error distributions. This in turn shows
us that the GLR test not only has high power for differentiating the null and the smooth alternatives, but also has robustness
against error distributions to some extent.
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Fig. 4. With fixed hˆopt , the empirical distributions (solid stairstep line) of the scaled GLR statistic under H0 and the χ2-distributions (dashed line) with d0
degrees of freedom: (a) F(x) = N(0, 1); (b) F(x) = t(5). The sample size was n = 200.
Table 1
Power of the GLR test under different error distributions (DEDs) for the sample size n = 100.
φ DEDs \ θ 0.000 0.010 0.015 0.020 0.025 0.030 0.035
0.01 N(0, 1) 0.008 0.018 0.202 0.496 0.836 0.980 1.000
U(0, 1) 0.012 0.014 0.240 0.670 0.840 0.970 1.000
t(5) 0.018 0.022 0.210 0.580 0.880 0.956 1.000
0.05 N(0, 1) 0.048 0.130 0.356 0.690 0.900 0.940 1.000
U(0, 1) 0.044 0.150 0.370 0.740 0.916 0.944 1.000
t(5) 0.046 0.162 0.348 0.766 0.920 0.958 1.000
0.10 N(0, 1) 0.130 0.240 0.452 0.762 0.942 0.982 1.000
U(0, 1) 0.082 0.272 0.444 0.818 0.958 1.000 1.000
t(5) 0.084 0.128 0.398 0.796 0.942 1.000 1.000
Table 2
Power of the GLR test under different error distributions (DEDs) for the sample size n = 200.
φ DEDs \ θ 0.000 0.010 0.015 0.020 0.025 0.030
0.01 N(0, 1) 0.010 0.020 0.210 0.510 0.860 1.000
U(0, 1) 0.010 0.015 0.245 0.685 0.865 1.000
t(5) 0.015 0.025 0.230 0.610 0.925 1.000
0.05 N(0, 1) 0.050 0.140 0.375 0.705 0.940 1.000
U(0, 1) 0.046 0.170 0.410 0.790 0.945 1.000
t(5) 0.048 0.180 0.375 0.795 0.975 1.000
0.10 N(0, 1) 0.125 0.270 0.475 0.790 0.960 1.000
U(0, 1) 0.116 0.295 0.465 0.840 0.985 1.000
t(5) 0.086 0.140 0.430 0.825 0.980 1.000
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Appendix
To derive the asymptotic distribution of λn under H0, the following assumptions will be used.
(A1) g(·) has a Lipschitz continuous second derivative. Further, the function g ′′′(·) is bounded.
(A2) K(·) is a bounded, nonnegative, compactly supported, symmetric about zero and Lipschitz continuous density function.
Further, the function K ′(·) is bounded.
(A3) The density functions f1(u) and f2(u) of αTX and αT`X` are compactly supported, bounded, Lipschitz continuous and
bounded away from zero by a constant uniformly for α and α` in a neighborhood of α0 and α0`, respectively, and αTX
has a bounded supportΩ for α in a neighborhood of α0, αT`X` has a bounded supportΩ` for α` in a neighborhood of
α0`, and Z has a bounded support. Further, the functions f ′1(·) and f ′2(·) are bounded; here α` = (αl+1, . . . , αq)T.
(A4) E|i|4 <∞.
Lemma. Suppose that the conditions (A1–A3) above hold; then, as n→∞, h→ 0 and nh3 →∞, uniformly in u ∈ Ωq,
αˆ0 − α0 = Op(n−1/2), (A.1)
gˆ(u)− g(u) = (R0(u)+ e0(u)) (1+ op(1)), (A.2)
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and under H0, uniformly in t ∈ Ω`,
α˜0` − α0` = Op(n−1/2), (A.3)
g˜(t)− g(t) = (R0`(t)+ e0`(t)) (1+ op(1)), (A.4)
where R0(u) = 12ν2(K)g ′′(u)h2, e0(u) = 1n
∑n
k=1 f
−1
1 (u)Kh(α
T
0Xk − u)k, ν2(K) =
∫
Ω
u2K(u)du, R0`(t) = 12ν2`(K)g ′′(t)h2,
e0`(t) = 1n
∑n
k=1 f
−1
2 (t)Kh(α
T
0`X`k − t)k, ν2`(K) =
∫
Ω`
t2K(t)dt.
Proof of Lemma. The proof of (A.2) and (A.4) of the Lemma can immediately be obtained from Theorem 1 of [14]. As to the
proof of the (A.1) and (A.3) of the Lemma, by using the arguments similar to those used in Theorem of Section 2.5 of [2], one
can complete their proofs. So we omit all the details. 
Proof of Theorem 1. Notice that, under H0,
1
2
(RSS0 − RSS1) = 12
n∑
i=1
(
g(αT0`X`i)− g˜(α˜T0`X`i)+ i
)2
− 1
2
n∑
i=1
(
g(αT0Xi)− gˆ(αˆT0Xi)+ i
)2
= 1
2
n∑
i=1
(
g(αT0`X`i)− g˜(αT0`X`i)+ g˜(αT0`X`i)− g˜(α˜T0`X`i)+ i
)2
− 1
2
n∑
i=1
(
g(αT0Xi)− gˆ(αT0Xi)+ gˆ(αT0Xi)− gˆ(αˆT0Xi)+ i
)2
=
5∑
λ=1
Iλ −
10∑
λ=6
Iλ, (A.5)
where
I1 = 12
n∑
i=1
(
g(αT0`X`i)− g˜(αT0`X`i)
)2
, I2 = 12
n∑
i=1
(
g˜(αT0`X`i)− g˜(α˜T0`X`i)
)2
,
I3 =
n∑
i=1
(
g(αT0`X`i)− g˜(αT0`X`i)
)
i, I4 =
n∑
i=1
(
g˜(αT0`X`i)− g˜(α˜T0`X`i)
)
i,
I5 =
n∑
i=1
(
g(αT0`X`i)− g˜(αT0`X`i)
)(
g˜(αT0`X`i)− g˜(α˜T0`X`i)
)
,
I6 = 12
n∑
i=1
(
g(αT0Xi)− gˆ(αT0Xi)
)2
, I7 = 12
n∑
i=1
(
gˆ(αT0Xi)− gˆ(αˆT0Xi)
)2
,
I8 =
n∑
i=1
(
g(αT0Xi)− gˆ(αT0Xi)
)
i, I9 =
n∑
i=1
(
gˆ(αT0Xi)− gˆ(αˆT0Xi)
)
i.
I10 =
n∑
i=1
(
g(αT0Xi)− gˆ(αT0Xi)
)(
gˆ(αT0Xi)− gˆ(αˆT0Xi)
)
.
Next we discuss Iλ, λ = 1, . . . , 10.
(1) By (A.4) of the Lemma, and noting that
g˜(α˜T0`X`i)− g˜(αT0`X`i) = g ′(αT0`X`i)(α˜0` − α0`)TX`i +
(
g˜ ′(αT0`X`i)− g ′(αT0`X`i)
)
(α˜0` − α0`)TX`i + op(n−1/2), (A.6)
we have
I5 =
n∑
i=1
(
R0`(αT0`X`i)+ e0`(αT0`X`i)
) [
g ′(αT0`X`i)(α˜0` − α0`)TX`i +
(
g˜ ′(αT0`X`i)− g ′(αT0`X`i)
)
× (α˜0` − α0`)TX`i + op(n−1/2)
]
(1+ op(1))
= I51 + I52 + I53 + I54 + I55 + I56, (A.7)
where
I51 =
n∑
i=1
R0`(αT0`X`i)g
′(αT0`X`i)(α˜0` − α0`)TX`i(1+ op(1))
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I52 =
n∑
i=1
R0`(αT0`X`i)
(
g˜ ′(αT0`X`i)− g ′(αT0`X`i)
)
(α˜0` − α0`)TX`i(1+ op(1))
I53 =
n∑
i=1
R0`(αT0`X`i)op(n
−1/2)(1+ op(1))
I54 =
n∑
i=1
e0`(αT0`X`i)g
′(αT0`X`i)(α˜0` − α0`)TX`i(1+ op(1))
I55 =
n∑
i=1
e0`(αT0`X`i)
(
g˜ ′(αT0`X`i)− g ′(αT0`X`i)
)
(α˜0` − α0`)TX`i(1+ op(1))
I56 =
n∑
i=1
e0`(αT0`X`i)op(n
−1/2)(1+ op(1)).
It can easily be shown, by the Strong Law of Large Number Theory, that
I51 = ν2`h
2(α˜0` − α0`)T
2
n∑
i=1
g ′′(αT0`X`i)g
′(αT0`X`i)X`i(1+ op(1))
= Op(
√
nh2). (A.8)
Similarly, we have
I53 = ν2`h
2
2
n∑
i=1
g ′′(αT0`X`i)op(n
−1/2)(1+ op(1))
= Op(
√
nh2). (A.9)
As to I54, by interchanging the summation signs and using the Strong Law of Large Number Theory, we get
I54 =
n∑
i=1
1
n
n∑
k=1
1
f2(αT0`X`i)
Kh
(
αT0`X`k − αT0`X`i
)
kg ′(αT0`X`i)(α˜0` − α0`)TX`i(1+ op(1))
=
n∑
k=1
(α˜0` − α0`)TX`ik 1n
n∑
i=1
g ′(αT0`X`i)X`i
f2(αT0`X`i)
Kh
(
αT0`X`k − αT0`X`i
)
(1+ op(1))
=
n∑
k=1
(α˜0` − α0`)TX`ikg ′(αT0`X`i)E
(
X` | αT0`X` = αT0`X`k
)
(1+ op(1))
= Op(1), (A.10)
and
I56 =
n∑
i=1
1
n
n∑
k=1
1
f2(αT0`X`i)
Kh
(
αT0`X`k − αT0`X`i
)
kop(n−1/2)(1+ op(1))
=
n∑
k=1
k
1
n
n∑
i=1
1
f2(αT0`X`i)
Kh
(
αT0`X`k − αT0`X`i
)
op(n−1/2)(1+ op(1))
= op(1). (A.11)
Next we discuss I55. From the definition of I55 and (A.4), we have
I55 =
n∑
i=1
e0`(αT0`X`i)
(
R′0`(α
T
0`X`i)+ e′0`(αT0`X`i)
)
(α˜0` − α0`)TX`i(1+ op(1))
=
n∑
i=1
e0`(αT0`X`i)R
′
0`(α
T
0`X`i)(α˜0` − α0`)TX`i(1+ op(1))+
n∑
i=1
e0`(αT0`X`i)e
′
0`(α
T
0`X`i)(α˜0` − α0`)TX`i(1+ op(1))
≡ I551 + I552. (A.12)
As to I551, by using the same method as that used for I54, we have
I551 =
n∑
i=1
1
n
n∑
k=1
1
f2(αT0`X`i)
Kh
(
αT0`X`k − αT0`X`i
)
k
1
2
ν2`g ′′′(αT0`X`i)h
2(α˜0` − α0`)TX`i(1+ op(1))
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=
n∑
k=1
ν2`h2(α˜0` − α0`)TX`ik
2
(1+ op(1))× 1n
n∑
i=1
g ′′′(αT0`X`i)X`i
f2(αT0`X`i)
Kh
(
αT0`X`k − αT0`X`i
)
= ν2`h
2(α˜0` − α0`)TX`ik
2
n∑
k=1
kg ′′′(αT0`X`k)E
(
X` | αT0`X` = αT0`X`k
)
(1+ op(1))
= Op(h2). (A.13)
From the definition of I552, we have
I552 =
n∑
i=1
(
1
n
n∑
k=1
1
f2(αT0`X`i)
Kh
(
αT0`X`k − αT0`X`i
)
k
)
×
(
1
n
n∑
k=1
(
1
f2(αT0`X`i)
Kh
(
αT0`X`k − αT0`X`i
))′
k
)
(α˜0` − α0`)TX`i(1+ op(1))
=
n∑
i=1
(
1
n
n∑
k=1
1
f2(αT0`X`i)
Kh
(
αT0`X`k − αT0`X`i
)
k
)
×
(
1
n
n∑
k=1
−f ′2(αT0`X`i)
f 22 (α
T
0`X`i)
Kh
(
αT0`X`k − αT0`X`i
)
k
)
(α˜0` − α0`)TX`i(1+ op(1))
+
n∑
i=1
(
1
n
n∑
k=1
1
f2(αT0`X`i)
Kh
(
αT0`X`k − αT0`X`i
)
k
)
×
(
1
n
n∑
k=1
1
hf2(αT0`X`i)
K ′h
(
αT0`X`k − αT0`X`i
)
k
)
(α˜0` − α0`)TX`i(1+ op(1))
= 1
n2
n∑
i=1
n∑
k=1
n∑
j=1
−f ′2(αT0`X`i)X`ikj
f 32 (α
T
0`X`i)
Kh
(
αT0`X`k − αT0`X`i
)
× Kh
(
αT0`X`j − αT0`X`i
)
(α˜0` − α0`)TX`i(1+ op(1))
+ 1
n2
n∑
i=1
n∑
k=1
n∑
j=1
X`ikj
hf 22 (α
T
0`X`i)
Kh
(
αT0`X`k − αT0`X`i
)
× K ′h
(
αT0`X`j − αT0`X`i
)
(α˜0` − α0`)TX`i(1+ op(1))
≡ I5521 + I5522. (A.14)
From the definition of I5521 and direct computation, I5521 can be decomposed into two parts; we show that
I5521 = 1n2
n∑
i=1
n∑
k=1
−f ′2(αT0`X`i)X`i2k
f 32 (α
T
0`X`i)
Kh
(
αT0`X`k − αT0`X`i
)
Kh(0)(α˜0` − α0`)TX`i(1+ op(1))
+ 1
n2
n∑
i=1
n∑
k=1
n∑
j=1,j6=k
−f ′2(αT0`X`i)X`ikj
f 32 (α
T
0`X`i)
Kh
(
αT0`X`k − αT0`X`i
)
× Kh
(
αT0`X`j − αT0`X`i
)
(α˜0` − α0`)TX`i(1+ op(1))
= I55211 + I55212. (A.15)
Using similar arguments as for obtaining (A.8), we get
I55211 = Op(n−1/2h−1). (A.16)
As to I55212, it can be shown that
I55212 = 1n2
n∑
i=1
n∑
k=1,k6=i
−f ′2(αT0`X`i)X`ikj
f 32 (α
T
0`X`i)
Kh
(
αT0`X`k − αT0`X`i
)
Kh(0)(α˜0` − α0`)TX`i(1+ op(1))
+ 1
n2
n∑
i=1
n∑
j=1,j6=i
−f ′2(αT0`X`i)X`iij
f 32 (α
T
0`X`i)
Kh(0)Kh
(
αT0`X`j − αT0`X`i
)
(α˜0` − α0`)TX`i(1+ op(1))
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+ 1
n2
n∑
i,j,k=1,i6=j,i6=k,j6=k
−f ′2(αT0`X`i)X`ikj
f 32 (α
T
0`X`i)
Kh
(
αT0`X`k − αT0`X`i
)
× Kh
(
αT0`X`j − αT0`X`i
)
(α˜0` − α0`)TX`i(1+ op(1))
≡ I552121 + I552122 + I552123. (A.17)
By directly computing the mean and variance, we obtain E(I552121) = E(I552122) = E(I552123) = 0, and Var(I552121) =
O(n−3h−3), Var(I552122) = O(n−3h−3), Var(I552123) = O(n−1h−2). Then
I552121 = Op(n−3/2h−3/2), I552122 = Op(n−3/2h−3/2), I552123 = Op(n−1/2h−1). (A.18)
Furthermore, by (A.15)–(A.18) and direct computing, we have
I5521 = Op(n−1/2h−1). (A.19)
From the definition of I5522 and using the same argument as that for (A.19), we obtain
I5522 = Op(n−1/2h−2). (A.20)
Thus, combining (A.14), (A.15) and (A.19) with (A.20),
I552 = Op(n−1/2h−1 + n−1/2h−2), (A.21)
which, combining (A.12) and (A.13) with (A.21), leads to
I55 = Op(h2 + n−1/2h−1 + n−1/2h−2). (A.22)
By using nearly the same argument as that used for I55, we get
I52 = Op(n−1/2 + n−1/2h+ h4). (A.23)
Conjoining (A.7)–(A.11) and (A.22) with (A.23), we obtain
I5 = Op(1+ n−1/2h−1 + n−1/2h−2 + n−1/2 + n−1/2h+
√
nh2 + h4). (A.24)
Now we consider I2. From the definition of I2 and (A.6), we get
I2 = 12
n∑
i=1
g ′(αT0`X`i)
2 [(α˜0` − α0`)TX`i]2 + 12
n∑
i=1
(
op(n−1/2)
)2
+ 1
2
n∑
i=1
[
g˜ ′(αT0`X`i)− g ′(αT0`X`i)
]2 [
(α˜0` − α0`)TX`i
]2
+
n∑
i=1
g ′(αT0`X`i)
[
g˜ ′(αT0`X`i)− g ′(αT0`X`i)
] [
(α˜0` − α0`)TX`i
]2
+
n∑
i=1
g ′(αT0`X`i)(α˜0` − α0`)TX`iop(n−1/2)
+
n∑
i=1
[
g˜ ′(αT0`X`i)− g ′(αT0`X`i)
]
(α˜0` − α0`)TX`iop(n−1/2)
≡ I21 + I22 + I23 + I24 + I25 + I26. (A.25)
Obviously, it can be shown, by the Strong Law of Large Number Theory, that
I21 = Op(1), I22 = op(1), I25 = op(1). (A.26)
By using similar method as that used for I55, we get
I24 = Op(n−1/2 + n−1/2h−1 + h2), I26 = op(n−1/2 + n−1/2h−1 + h2). (A.27)
It remains to discuss I23. From the definition of I23 and (A.4), we have
I23 = 12
n∑
i=1
(
R′0`(α
T
0`X`i)+ e′0`(αT0`X`i)
)2 [
(α˜0` − α0`)TX`i
]2
(1+ op(1))
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= 1
2
n∑
i=1
R′20`(α
T
0`X`i)
[
(α˜0` − α0`)TX`i
]2
(1+ op(1))+ 12
n∑
i=1
e′20`(α
T
0`X`i)
[
(α˜0` − α0`)TX`i
]2
(1+ op(1))
+
n∑
i=1
R′0`(α
T
0`X`i)e
′
0`(α
T
0`X`i)
[
(α˜0` − α0`)TX`i
]2
(1+ op(1))
≡ I231 + I232 + I233. (A.28)
It can be shown, by the Strong Law of Large Number Theory, that
I231 = ν
2
2`h
4(1+ op(1))(α˜0` − α0`)T
8
n∑
i=1
g ′′′2(αT0`X`i)X`iX
T
`i(α˜0` − α0`)
= Op(h4). (A.29)
Using an argument similar to that used for I45, we can obtain
I233 = Op(n1/2h+ n−1/2h2). (A.30)
As to I232, by nearly the same method as that used for I552 and direct computing, we have
I232 = Op(n−1/2 + n−1/2h−1 + n−1h−2 + n−1/2h−2 + n−1h−3),
which, combining (A.28) and (A.29) with (A.30), leads to
I23 = Op(n−1/2 + n−1/2h−1 + n−1h−2 + n−1/2h−2 + n−1h−3 + n−1/2h+ n−1/2h2 + h4), (A.31)
Conjoining (A.25)–(A.27) with (A.31), we have
I2 = Op(1+ n−1/2 + n−1/2h−1 + n−1h−2 + n−1/2h−2 + n−1h−3 + n−1/2h+ n−1/2h2 + h2 + h4), (A.32)
By nearly the same method as that used for I5, we can also obtain
I4 = Op(1+ n−1/2h2 + n−1h−1). (A.33)
(2) Next we consider I1 and I5. From the definition of I1, it can be decomposed into three parts:
I1 = 12
n∑
i=1
(
R0`(αT0`X`i)+ e0`(αT0`X`i)
)2
(1+ op(1))
= 1
2
n∑
i=1
R20`(α
T
0`X`i)(1+ op(1))+
1
2
n∑
i=1
e20`(α
T
0`X`i)(1+ op(1))
+
n∑
i=1
R0`(αT0`X`i)e0`(α
T
0`X`i)(1+ op(1))
≡ (I11 + I12 + I13)(1+ op(1)). (A.34)
Using the same method as that used for I31 and I32, respectively, we obtain
I11 = Op(nh4), I13 = Op(
√
nh2). (A.35)
As to I12, it can be decomposed into three parts:
I12 = 12n2
n∑
i=1
1
f 22 (α
T
0`X`i)
(
n∑
k=1
Kh
(
αT0`X`k − αT0`X`i
)
k
)2
= 1
2n2
n∑
i=1
n∑
k=1
1
f 22 (α
T
0`X`i)
K 2h
(
αT0`X`k − αT0`X`i
)
2k +
1
n2
n∑
i=1
n∑
k=1,k6=i
1
f 22 (α
T
0`X`i)
Kh
(
αT0`X`k − αT0`X`i
)
Kh(0)ki
+ 1
2n2
n∑
i,k,j=1,i6=k,k6=j,j6=i
1
f 22 (α
T
0`X`i)
Kh
(
αT0`X`k − αT0`X`i
)
Kh
(
αT0`X`j − αT0`X`i
)
kj
= I121 + I1221 + I1222. (A.36)
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I121 can be rewritten as
I121 = 12n2
n∑
i=1
2i
f 22 (α
T
0`X`i)
K 2h (0)+
1
2n2
n∑
i=1
n∑
k=1,k6=i
2k
f 22 (α
T
0`X`i)
K 2h
(
αT0`X`k − αT0`X`i
)
= n(n− 1)
4n2
2
n(n− 1)
∑
i<k
( 2k
f 22 (α
T
0`X`i)
K 2h
(
αT0`X`k − αT0`X`i
)
+ 
2
i
f 22 (α
T
0`X`i)
K 2h
(
αT0`X`i − αT0`X`k
))+ Op(n−1h−2)
≡ I1211 + I1212 + Op(n−1h−2).
Note that E(I1212) = σ 2|Ω`|2h
∫
Ω`
K 2(t)dt(1 + o(h)) and Var(I1212) = O(n−1h−2 + n−2h−3) by the formula of the variance of
U-statistics. So we have
I121 = σ
2|Ω`|
2h
∫
Ω`
K 2(t)dt + Op(n−1h−2 + n−1h−3/2). (A.37)
It is obvious that E(I1221) = 0 and Var(I1221) = O(n−2h−3). Thus
I1221 = Op(n−1h−3/2). (A.38)
We may rewrite I1222 as
I1222 = 12n
n∑
j,k=1,j6=k
kj
1
n
n∑
i=1,i6=j,i6=k
Γi(α
T
0`X`j,α
T
0`X`k),
where Γi(αT0`X`j,α
T
0`X`k) = 1f 22 (αT0`X`i)Kh
(
αT0`X`k − αT0`X`i
)
Kh
(
αT0`X`j − αT0`X`i
)
. It can be shown that
E
(
1
n
n∑
i=1,i6=j,i6=k
Γi(α
T
0`X`j,α
T
0`X`k) | αT0`X`j,αT0`X`k
)
= 1
hf2(αT0`X`k)
∫
Ω`
K(t)K
(
t − α
T
0`X`j − αT0`X`k
h
)
dt(1+ O(h)),
and notice that
E
(
1
n
n∑
i=1,i6=j,i6=k
(
Γi(α
T
0`X`j,α
T
0`X`k)− E(Γi(αT0`X`j,αT0`X`k) | αT0`X`j,αT0`X`k)
))2
6
1
n2
n∑
i=3
E
(
Γi(α
T
0`X`j,α
T
0`X`k)
)2 = O(n−1h−2),
which implies that
1
n
n∑
i=1,i6=j,i6=k
Γi(α
T
0`X`j,α
T
0`X`k) =
1
hf2(αT0`X`k)
∫
Ω`
K(t)K
(
t − α
T
0`X`j − αT0`X`k
h
)
dt + Op(1+ n−1/2h−1).
Furthermore,
I1222 = 12n
n∑
j,k=1,j6=k
kj
hf2(αT0`X`k)
∫
Ω`
K(t)K
(
t − α
T
0`X`j − αT0`X`k
h
)
dt
+Op(1+ n−1/2h−1 + n−1h−2 + n−1h−3/2). (A.39)
Conjoining (A.36) and (A.37) with (A.39), we have
I12 = 12n
n∑
j,k=1,j6=k
kj
hf2(αT0`X`k)
∫
Ω`
K(t)K
(
t − α
T
0`X`j − αT0`X`k
h
)
dt
+ σ
2|Ω`|
2h
∫
Ω`
K 2(t)dt + Op(1+ n−1/2h−1 + n−1h−2 + n−1h−3/2),
R. Zhang et al. / Journal of Multivariate Analysis 101 (2010) 1026–1041 1039
which, combining (A.34) with (A.35), leads to
I1 = 12n
n∑
j,k=1,j6=k
kj
hf2(αT0`X`k)
∫
Ω`
K(t)K
(
t − α
T
0`X`j − αT0`X`k
h
)
dt
+ σ
2|Ω`|
2h
∫
Ω`
K 2(t)dt + Op(1+ n−1/2h−1 + n−1h−2 + n−1h−3/2 +
√
nh2 + nh4). (A.40)
From the definition of I3 and (A.4), we have
I3 = −
n∑
i=1
(
R0`(αT0`X`i)+ e0`(αT0`X`i)
)2
i(1+ op(1))
= −
n∑
i=1
R0`(αT0`X`i)i(1+ op(1))−
n∑
i=1
e0`(αT0`X`i)i(1+ op(1))
≡ (I31 + I32)(1+ op(1)), (A.41)
and using the same argument as for obtaining (A.9), it can be shown that
I31 = Op(
√
nh2). (A.42)
As to I32, note that
I32 = −1n
n∑
i=1
2i
f2(αT0`X`i)
Kh(0)− 1n
n∑
i=1
n∑
k=1,k6=i
ik
f2(αT0`X`i)
Kh
(
αT0`X`k − αT0`X`i
)
≡ I321 + I322,
and E(I321) = −σ 2 K(0)|Ω`|h , Var(I321) = O(n−1h−2); then
I52 = −σ 2 K(0)|Ω`|h −
1
n
n∑
i=1
n∑
k=1,k6=i
ik
f2(αT0`X`i)
Kh
(
αT0`X`k − αT0`X`i
)+ Op(n−1/2h−1). (A.43)
Conjoining (A.41) and (A.42) with (A.43), we get
I3 = −σ 2 K(0)|Ω`|h −
1
n
n∑
i=1
n∑
k=1,k6=i
ik
f2(αT0`X`i)
Kh
(
αT0`X`k − αT0`X`i
)+ Op(√nh2)+ Op(n−1/2h−1). (A.44)
Conjoining (A.5), (A.24), (A.32), (A.33) and (A.40) with (A.44), by direct computing, we have
5∑
λ=1
Iλ = −σ 2 K(0)|Ω`|h
(
K(0)− 1
2
∫
Ω`
K 2(t)dt
)
− 1
n
n∑
i,k=1,i6=k
ik
f2(αT0`X`i)
(
Kh
(
αT0`X`i − αT0`X`k
)
− 1
2
Kh ∗ Kh
(
αT0`X`i − αT0`X`k
))+ Op(√nh2)+ Op(nh4).
≡ −σ 2µ`n −W`n + dn, (A.45)
and it is obvious that E(W`n) = 0, by using nearly the same method as that for calculating the variance ofWn on page 186
in [8], we have
Var(W`n) = σ 4σ 2`n(1+ o(1)), (A.46)
which implies thatW`n = Op(h−1/2).
(3) Now we consider
∑10
λ=6 Iλ. Note that the definition of
∑10
λ=6 Iλ is nearly the same as that of
∑5
λ=1 Iλ; therefore, using
the same arguments as for obtaining (A.45), we obtain
10∑
λ=6
Iλ = −σ 2 K(0)|Ω|h
(
K(0)− 1
2
∫
Ω
K 2(t)dt
)
− 1
n
n∑
i,k=1,i6=k
ik
f2(αT0Xi)
(
Kh
(
αT0Xi − αT0Xk
)
− 1
2
Kh ∗ Kh
(
αT0Xi − αT0Xk
))+ Op(√nh2)+ Op(nh4).
≡ −σ 2µqn −W n + dn, (A.47)
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Furthermore, we also have
Var(W n) = σ 4σ 2qn(1+ o(1)), (A.48)
which implies thatW n = Op(h−1/2).
The combination of (A.5) with (A.45) and (A.47) leads to
1
2
(RSS0 − RSS1) = σ 2(µ¯n − µ`n)+ (W n −W`n)+ dn
≡ σ 2µn +Wn + dn, (A.49)
which implies that
RSS1
n
= RSS0
n
− 2σ
2µn
n
− 2Wn
n
+ Op
(
h2√
n
)
+ Op(h4)
= σ 2(1+ op(1)). (A.50)
Conjoining (7) and (A.49) with (A.50), we get
λn − µn + dn = Wn/σ 2 + op(h−1/2). (A.51)
(4) Nextwe discuss the asymptotic distribution ofWn. Note that, from the definition ofWn, E(Wn) = 0, which, combining
(A.46) with (A.48), leads to Var(Wn) = σ 4σ 2n (1+ o(1)), where σ 2n = σ 2qn + σ 2`n, using the Cauchy–Schwartz inequality. Let
Ui = αT0Xi, U`i = αT0`X`i,Wi,k = ω(i, k)+ ω(k, i), where
ω(i, k) = ki
n
[(
Kh(Uk − Ui)
f1(Uk)
− Kh(U`k − U`i)
f2(U`k)
)
− 1
2
(
Kh ∗ Kh(Uk − Ui)
f1(Uk)
− Kh ∗ Kh(U`k − U`i)
f2(U`k)
)]
.
From the definition ofWn, we have
Wn =
∑
i,k=1,i<k
Wi,k.
It is easy to show thatWn is clear, see [17], and G1, G2 and G4 are lower than σ 4n , where
G1 =
∑
16i<k6n
E
(
W 4i,k
)
,
G2 =
∑
16i<j<k6n
(
E
(
W 2i,kW
2
i,j
)+ E (W 2j,kW 2j,i)+, E (W 2k,iW 2k,j)) ,
G4 =
∑
16i<j<k<l6n
(
E
(
Wi,kWl,kWl,jWi,j
)+ E (Wi,jWi,lWk,jWk,l)+ E (Wi,kWi,lWj,kWj,l, )) .
By proposition 3.2 in [17],Wn is asymptotically normal, i.e.
σ−2σ−1n Wn
d−→ N(0, 1),
which implies that, by (A.51),
σ−1n (λn − µn + dn) d−→ N(0, 1).
This completes the proof of Theorem 1. 
Proof of Theorem 2. Using exactly the same argument as that for the proof of Theorem 1, we obtain the result of the
theorem. So we omit it. 
Proof of Theorem 3. Let RSS?0 and RSS
?
1 be defined similarly as RSS0 and RSS1, based on a bootstrap sample {Xi, Zi, Y ?i }ni=1.
We use the superscript ? of a quantity as its bootstrap analog. Then
λ?n ≈
n
2
RSS?0 − RSS?1
RSS?1
.
The proof of Theorem 3 consists mainly of the following two steps:
(1) Noting Y ? = g˜(α˜T0`X`)+ ˆ? and hˆ satisfies the bandwidth restriction in Theorem 1, and using the same argument as
for (A.49), it follows that
1
2
(RSS0 − RSS1) = σ 2µn +W ?n + dn,
whereW ?n is defined similarly asWn but with i replaced by ˆ
?
i .
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(2) By the same method as that for (A.50) and the variance of Wn, respectively, in the proof of Theorem 1, we have
RSS?1
n = σ 2(1+ op(1)) and Var(W ?n ) = σ 4σ 2n (1+ o(1)). Then, applying proposition 3.2 in [17], we get
σ−2σ−1n W
?
n
d−→ N(0, 1).
Combining steps 1 and 2, we complete the proof of Theorem 3. 
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