Abstract. A series transformation idea inspired by a formula of R. W. Gosper and some asymptotic expansions for the central binomial coefficients leads us to new accurate approximations for the Gamma function.
Introduction
The Gamma function plays an important role in several fields of mathematics such as probability theory or combinatorics. One often has to evaluate the function for large positive values. One way to aim this is to use asymptotic approximations. It is well known that for large values of x the Gamma function has the asymptotic series of the form [3, 5, 4, 7] Equation (1.1) is called Stirling's formula however, Laplace was the first who derived it by his approximation method for special integrals. Another famous result is the Stirling series [3, 5, 7] (1.2) log Γ (x + 1) ∼ x + 1 2 log x−x+ 1 2 log (2π)+ 1 12x
A main advantage of this latter series is that it has only odd powers of the variable. For the past almost three hundred years several authors established fascinating new asymptotic formulas to improve the accuracy of (1.1). For example, Karatsuba showed that a formula of Ramanujan can turn into an asymptotic expansion [2] :
Mortici proved in his more recent paper [1] the following expansion similar to Karatsuba's:
We develop some new variants of (1.1) in this paper and show that these formulas are numerically more efficient than much of the early ones in many cases. The first few values of the newly introduced coefficients and sequences can be found in Appendix A.
New asymptotic expansions
The motivating examples are the following two asymptotic expansions [7] :
The first one is the standard asymptotic series of the central binomial coefficients. If one expands them into a series in powers of 1/ (n + 1/4), the asymptotic series contains only even powers. This remarkable result suggests that there might have been an asymptotic expansion similar to (1.1) that is, it contains only even powers of the shifted variable. The formula
known as Gosper's approximation [6] can be a good starting point. Our aim is to elaborate the asymptotic series part in Gosper's formula. It seems from (2.2) that another series in terms of 1/ (x + 1/6) would be the right choice. It can be shown that a series like that contains even and odd powers. If we insist to have even powers only we are lead to the form (2.4)
where the sequences {g n } n≥0 and {v n } n≥0 has to be determined. One of our main result is Theorem 2.1. The Gamma function has an asymptotic series expansion of the form
as x → ∞, where the sequences {g n } n≥0 and {v n } n≥0 can be found from the recurrence
Here the a n coefficients are those appearing in (1.1), i.e.,
Proof. As x → ∞ we have
From the binomial formula we find 1 + 1 6x
Thus we obtain the asymptotic expansion
Suppose the expansion of the form
Now we expand the right hand side in powers of 1/x:
According to the uniqueness of asymptotic series, the proof is complete.
From (2.6) we find
, . . . ,
Note that v 0 vanishes in (2.5) due to the zero power. We have obtained an expansion in even powers however, the shift sequence {v n } n≥0 has different terms whereas (2. 
The a n coefficients again, are from (1.1).
Proof. Similary to the previous proof we expand our series in terms of 1/x:
According to (2.8) and the uniqueness of asymptotic series the proof of (2.10) is complete.
Numerical comparisons
We will compare in this paragraph the numerical performance of some asymptotic formulas to the Gamma function with our new formulas for large values. We compare the following approximation formulas for Γ (x + 1).
The following table displays the number of exact decimal digits (edd) of the formulas for some values of x. Exact decimal digits are defined as follows: (3.6) edd (x) = − log 10 1 − approximation (x) Γ (x + 1) .
In the table below the (i)-th entry (i = 1, 2, . . .) in a line starting with "name" is the edd of the given approximation using the series up to the i-th order term. The "−" sign indicates that the approximation is smaller and the "+" sign (not displayed) indicates that the approximation is larger than the true value. Note that in the case of Stirling's formula the first n terms of the asymptotic series give the 2nth order approximation. Conclusion. It is seen that when we use odd order approximations, Laplace's formula is the most accurate. In the case of even orders Ramanujan's approximation is better than Stirling's, Laplace's and the one by Mortici, but our new formula gives better approximations even than that of Ramanujan's. Expression (2.5) is a slightly different than the previous ones, thus we consider it's edds in a separate table. The notations are the same except the fact that this series contains only even order terms. Table 2 . The number of exact decimal digits of the special asymptotic series (2.5) for some values of x.
