Abstrad We derive and analyse anormal form governing dynamics of Hopf bifurwtions of paiial differential evolution equations on a square domain. We assume that the differential optmtor for the linearized problem decomposes into two one-dimensional self-adjoint operators and a local 'reaction' operator; this gives a basis of i.e. of the form XI, xz) = fi (XI) fz(xz).
Introduction
Mathematical models of tune-evolving physical systems are often parabolic partial differential equations of the form where U is in some suitable function space, A is a linear elliptic operator, and g is a (k-times differentiable) nonlinear operator with zero linear part. This equation is assumed to have a quiescent 'trivial' solution with U independent of space and time, say U = 0. In order to investigate the stability of this trivial state, we need to know the location of the eigenvalues of A on the complex plane; if they all have negative real part, the trivial state is stable to small perturbations. If the equation is continuously dependent on a parameter A E R then the trivial solution may lose stability if, at say h = 0, one or more eigenvalues of A have real part equal to zero. This is a bifurcation of the trivial state, and typically the nonlinear terms g mean that there will be new steady or time periodic solutions with small amplitude at nearby values of A. x 0. For the case where a complex pair of eigenvalues pass through the imaginary axis at +io with o > 0, there will typically be branches of time-periodic spatially inhomogeneous solutions near the bifurcation; a Hopfbifurcation [18]. 
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For systems in 'general position' we should expect that there will only be one complex pair of eigenvalues passing through +iw at A = 0 (perturbing the linear part A will typically split any multiple eigenvalues). Thus, we can use the centre manifold approach to reduce the time-asymptotic dynamics to b2conjugate on an ordinary differential equation on a finite-dimensional submanifold of the original function space, 'which has the dimension of and is tangent to the centre eigenspace of A at A = 0. Thus, Hopf bifuscation typically involves looking at dynamics on a manifold with two real dimensions.
If the system has extra symmetries,. the situation is changed; we consider the case of partial differential equations on square domains such that the boundary conditions and equations reflect this symmetry. The theory of Golubitsky er ai [12, 141 says that if the system has a group of symmetries r, then the dimension of the centre eigenspace at Hopf bifurcation must be either double the dimension of a real irreducible representation of r or it is the dimension of a complex irreducible representation of r. The consequence of this is that for systems with the symmetry D4 of transformations of a square to itself (the dihedral group with eight elements), the only admissible dimensions of a centre eigenspace are two and four. The two dimensional case is essentially the same as that for Hopf bifurcation without symmetry, but the fow dimensional case gives a larger dimensional space, and so there can be many different types of periodic solution; even quasiperiodic solutions and chaos bifurcating from the trivial solutions at Hopf bifurcation. This is discussed in detail by Swift [23] . However, ihis is not the end of the story. As has been found in many different contexts, notably in the context of steady-state bifurcation, often partial differential equation have centre eigenspaces which are too big from the 'generic-with-symmetry' point of view. For example, Crawford has found [5] that firstly,' centre eigenspaces 'at bifurcation can have dimensions that are simply too big and secondly, they can have an admissible dimension, but do not carry an irreducible representation of the symmetry group. The resolution of this problem is to look at genericity within a suitable class of problems; we can then get reducible representations on the centre eigenspace [9] . This was noticed by Shaw 1221 in the context of solutions of Schrodinger's equation for a square-well potential. The &ntre eigenspace may even be of arbitrarily large dimension due to the effects of rotational symmetry in the extension of the problem to R2 [l, 17, 51. , ' . The particular class of problems we consider here are Hopf bifurcations for systems on square domains whose centre eigenspace is spanned by a basis of separable eigenfunctions; roughly speaking, they have the property that they are products of odd or even functions of has investigated the normal forms of problems where the representation of the group on the centre eigenspace takes into account the presence of hidden symmetries of the problem. They find that at low order, the bifurcation equations have extra symmetry which is only broken to the generic symmetry at an order depending on 'the mode numbers at bifurcation. The problems we consider do not typically have hidden translation symmetry. Nevertheless, we'find centre eigenspaces that are not irreducible for D4 symmetry and therefore not generic in the usual sense of equivariant bifurcation theory. The reason for this lies in the special structure of the linear part of the problem. At bifurcation we take explicit account of this structure and obtain a normal form on an eigenspace carrying a reducible representation of the symmetry group. More precisely, bifurcations of modes with odd parity (think of sinkx siniy with k + I odd) give rise to a complex irreducible action of D4 x SI on the centre eigenspace (typically isomorphic to C2) whereas those with Normal form for Hopf bifurcation on the square 717 even parity (k + I even) give rise to a reducible action, as noted by Shaw [22] . Under the assumption that there are no further linear degeneracies we find a normal form for bifurcation problems where there is a reducible action of D4 on the centre eigenspace caused by even parity of the bifurcating modes. We concentrate on the problem for Hopf bifurcation, which after reduction to normal form gains an extra S' symmetry to arbitrary order [14].
Our work is a generalisation of the normal form of Swift [23] for Hopf bifurcation with the generic action of D4xS' on C? which is in turn a normal form derived by Golubitsky and Stewart [13] . We derive a Birkhoff normal form and analyse its generic (codimension one) bifurcation behaviour as a function of the third order coefficients. Although we cannot locate the periodic solutions analytically, we give an algorithm to find the number of branches and their symmetries.
The problems we consider include a large class of physically interesting equations; for example those with translational symmetry of the equation in the X I and x2 directions when extended to the infinite plane, with the domain being a square [0, R I ' and Neumann, Dirichlet
or Robin boundary conditions imposed on the boundaries. For the case of Euclidean symmetry of the equations, a result of Melboume [I, 6,7] gives complex exponential spatial dependence of the eigenfunctions. For such problems, we show that the natural action ofD4 can be reducible on the centre eigenspace, the tangent space to the centre manifold where local bifurcation takes place. For Hopf bifurcation, this action gives structure to the normal form that we derive. The normal form on C? has equivariance under an action of D4 x Si irreducible for odd parity but reducible for even parity mode numbers. This normal form has six complex coefficients at third order, reducing to that of Swift (with three complex coefficients) for the case of an irreducible action of D4 x Si: We analyse the normal form to give the number and symmetry of the bifurcating solutions. The notation follows Swift 1231 as far as possible, to allow easy comparison with that paper. We give a set of conditions on the normal form coefficients ensuring generic branching behaviour at Hopf bifurcation.
As an example, we use the normal form analysis to interpret the bifurcation diagram of the Brusselator equations with 'mixed (Robin) boundary conditions,. reduced, by a numericakomputer algebraic Liapunov-Schmidt method detai1.d in [4, 21. Su&singly, we find that the three new third order monomials in the reduced bifurcation equation appear only in a very simple combination. We show that this is caused by the fact that there is a basis of separable eigenfunctions for the linearized problem.
Reaction-diffusion equations and domain symmetries
Consider the following parameterised semi-linear (e.g. reaction-diffusion) partial differential equation for A(A) E L(X, Z), g E Cm(X x R, Y ) with continuously embedded Banach spaces X ~f Y ~t Z and h E R as a bifurcation parameter. Moreover, we assume g(0, A) = 0 and Dg(0, A) = 0 and shall restrict our discussion to the domam being a square 52 = [0, aJ2 and X, Y and 2 will usually be spaces of functions on 52 taking values in Rm. For reactiondiffusion equations we can decompose the linear operator A into a spatial differential operator and a reaction operator:
Moreover, LA is often self-adjoint and L, acts on functions U f ( x ) with f E C(Q. R) and U E R"' simply as a matrix operation on U . Here is the outward normal derivative on the boundary. The constants a > 0 and b E R satisfy la1 + 1 6 1 > 0 and are so-called Robin (or Cauchy) boundary conditions on aQ. To ensure the problem is well-posed, it is necessary that d = m for a second order differential operator A. The cases U = 0 and b = 0 correspond to Neumann and Dirichlet boundary conditions respectively. It is possible to generalise the boundary conditions to having a and
b dependent on i, but this requires restriction of the bifurcating modes and introduces more complexity without illuminating the discussion here. For steady state or Hopf bifurcation at A = 0 we assume that A(0) has an eigenvalue with zero real part and an eigenspace of finite dimension. For steady state bifurcation there are eigenvalues (which may be multiple) of A(A) acrossing the imaginary axis at A = 0 through zero only. For Hopf bifurcation, we assume there are eigenvalues of A(h) which across the imaginary axis when h = 0 at *io with non-zero rates. These eigenvalues must be iso1ated:Assuming A to be sectorial (see Henry [16] ), extra hypotheses on g can ensure local existence of time-dependent solutions. Another approach is that of Vanderbauwhede and Iooss I241 who work with Banach spaces of functions R+ + X , Y, Z exponentially bounded in time and prove existence and smoothness of a centre manifold under weaker assumptions than Henry by not considering the dynamics away from the centre manifold.
Instead of taking one or other of these approaches, we are concerned with the structure of the normal form on the generic centre eigenspaces. Because the centre manifold can be chosen to be invariant under any symmetry acting on the centre eigenspace, we examine the action there for generic nonlinear terms. For our example, we do not perform a centre manifold reduction but instead use the Liapunov-Schmidt method to gain information about the branching of periodic solutions. Thus, although we are motivated by problems of the form (2), we only need discuss the functional analytic setting of the linear problem.
Euclidean symmetries
For many physically interesting problems, especially reaction-diffusion problems, the goveming equation can be extended from C2 to the whole plane and becomes equivariant under the Euclidean group on the plane, i.e. the group E (2) (2) we denote the former action by u ( y ) and the latter by G ( y ) . As noted by Crawford [6, 71 we can write any element in
These actions of E(2) on R2 induce a natural action on functions U E XRZ defined on the plane
The action on the operator
is given by (2) . Turning back to the original equation (2), we shall usually be interested
The action of D 4 on the domain S2 = [0, 7rI2 is generated by P : (XI, xz) + (x2, A -4 ) lL:(XlrXZ)'(XZ,XI).. and we note that these group elements can be trivially extended to act on the plane Rz and can be seen as a subgroup of E(2).
A result of Crawford [6, 71 states that the centre eigenspace for linear problems with E(2) symmetry is spanned by exponentials of the form U@) = Ue'L.X -I-C.C.
for Ik[ = K, the critical wavenumber at bifurcation and U a constant vector. Here c.c?
represents the complex conjugate of the first term. Generically there is a unique critical wavenumber for one parameter problems. Imposing Robin boundary conditions (2.lb) leads to a basis for the centre eigenspace consisting of eigenfunctions For corank two steady state bifurcations, the centre eigenspace can be identified with (ul , az) E Rz, and the action of D q on the basis (2.2) is given by
where pi E (0, 11, i = 1.2. If pl + pz is even then the bifurcating mode has even parity, otherwise it has odd parity. Moreover, these modes have a separable form. Separability of bases of eigenspaces holds for such equations which have the subgroup 2) in the extension to the plane (for example, a subgroup of the former group is the D 4 xI T2 considered by Crawford [5] ; 'x,' denotes the semidirect product). Imposing periodic boundary conditions in both directions gives the symmetry group Tz < E(1) x E(1).
3. The action of D4 on the centre eigenspace
Steady-state bifircaion
For the case of corank two and odd parity, the action of D4 induces an irreducible action on Rz, otherwise it is reducible; it action is isomorphic to either Z, or Zz xZz. As discussed by Ashwin and Mei [2] , Robin boundary conditions generically remove any number theoretic degeneracies (i.e. bifurcations with corank higher than two), but they preserve the corank two degeneracies. It is interesting then to note that the work of Crawford eta/ [9] also shows that one cannot remove such degeneracies by considering Robin boundary conditions. They do succeed in removing them by perturbing the boundaries away from straight edges whilst retaining the square symmetry. We suggest that the degeneracy would also be removed by making the boundary conditions (2.16) non-homogeneous (for example, taking a ( x ) and b(x) in (2.1b)).
Hopf bifurcation
For Hopf bifurcation the linearization A(0) has an even dimensional centre eigenspace corresponding to eigenvalues fiw, and generically these eigenspaces are spanned by functions of the form
with Uk E C" constant up to multiples in C. We assume that for h near zero, A(h) has eigenvalues I f i o which is satisfied after appropriately rescaling of the bifurcation parameter if this complex pair of eigenvalues goes through the imaginary axis with a non-zero rate. By [2] 'we can generically exclude 'number-theoretic' degeneracies and assume there is a Hopf bifurcation at h = 0 with critical wavenumber K and centre eigenspace is of dimension 2 or'4. For this case we denote p = 1,,1, q = 12.1. $1 = C1.1 and.$2 = $2.1. We note that the case p = q gives a normal form on C which is that for standard Hopf bifurcation without symmetry, and so concentrate on the case p # q . We define the spatial dependence of the eigenvectors to be We remark that this differs from the coordinates (Z+, 2-) in our previous work [4] by a transformation (z+, z-) = (-it+, 22). The induced action of D q on C2 is given by
for odd parity modes and for even parity. We shall fix on the case where p(z+, z-) = (iz+, -iz-) for odd parity and p(z+, z-) = (z-, z+) for even parity. The case p(z+, z-) = -(z-, z+) leads to the same normal form, just with a slightly different interpretation of the solution branches., The natural SI action on the centre eigenspace becomes a symmetry of the Birkhoff normal form to all orders, although there will typically be error terms not in Birkhoff normal form which break this symmetry. As in Golubitsky et QL [I41 we shall take the approach of examining the bifurcation by using the Birkhoff normal form of the vector field on the centre manifold and so including this extra S' symmetry. The bifurcation behaviour in the full system is then the normal form bifurcation behaviour perturbed by a generic S' symmetry breaking perturbation. Such perturbations will cause hyperbolic structures (for example, hyperbolic periodic orbits) in the dynamics to persist. As before,' the action of D4 x SI is reducible for even parity and irreducible for odd parity.
This SI symmetry acts via temporal phase shift as indicated before. The induced action on Cz is P Ashwin and Z Mei T, : (z+, z-) -+ (e'Pz+, e' "-) for Hopf bifurcations with both odd and even parity mode. Note that the action of D4 x S' on C2 is the same as Swift's for the case of odd parity and gives an action of Z2 x S' for even parity. Upon performing a centre manifold reduction we get that the dynamics on the centre manifold is determined by an ordinary differential equation on Cz:
where f+(z+ z-) are k times differentiable functions with zero linear part, and equivariant under the appropriate action of DaxS' [24]. For a smooth operator equation, we can choose k arbitrarily large.
The n o r d form
The ring of invariants for both actions of D4 x SI on Cz are generated by For the invariants, the S' action means that p. q are arbitrary and 1 + m = 0. A minimal set of generators is then given as above. For the equivariants, the p action swaps the components, so considering monomials in the first component gives again p, q arbitrary and l + m = I. It is a routine calculation then to show the equivariants are as above. with six complex coefficients A, B , C, X I , X 2 and X3. For odd parity, X I = Xz = X3 = 0 and the equations reduce to Swift's [23,equation (25)l. Table 1 shows the isotropy lattices for the two different actions of D4 x SI on C2; as usual, the isotropy subgroups are classified up to conjugacy. Note that there are three maximal isotropy subgroups for the odd parity (irreducible) case, but only one maximal isotropy subgroup for the even parity case. In both cases, the kernel of the action is Z2(p2) corresponding to equivariance under temporal phase shift of half a period and spatial rotation by half a period. This equivariance will be lost in the original equations by the introduction of terms that are not in the centre eigenspace at bifurcation. Table 2 gives the size of and some representative elements in the fixed point spaces of the isotropy subgroups displayed in table 1, as well as the names assigned by Swift. By the Equivariant Hopf Lemma [13], there are generically branches at bifurcation with isotropy C if dimRfix(C) = 2 (This implies that C is maximal for the actions discussed). For odd parity, we get the three maximal isotropy types of Golubitsky and Stewart while for even parity we get only one. This is a noticeable difference in the branching behaviour of bifurcation; we only get branches with &(p2) x Z , ( p ) symmetry for even parity. However, for even panty we may get up to four distinct group orbits of periodic solutions with s u b m i m a 1 symmetry, as opposed to only one group orbit of submaximal solutions for odd parity.
Analysis of the normal form
Using the following transformation of (z+, z-) to (U, U, w , $): Table 1 . Isotropy lattices for the actions of D4 x S' on C2. At this point, we depart from Swift [23] in which U and w are interchanged. The reason for this will become clear; it is to ensure that the coordinate singularity is at a point of maximal isotropy. The parameters cu., a", a,, A, P., pw are complex numbers and A,, Ai . . . , X3,, X3i are real and imaginary parts of A, B , C and X I , XI, X.J respectively. 
D q x S I D 4 x S'

They are related by
A = A , + i A j = -(Y,+(Y,+(I,
We denote the real and imaginary parts of the a's and P's by a . = R, + i Z . a" = R, + iZ, a, = R, + iZ, j3.=S,+iJU pu =S,+iJ, j3,=SW+iJ, and define r by r2 = u2 + u z + wz.
We rewrite (5.1) in the form of a modified 'Euler equation':
1 .
-U = u(R,r + A) + ( I , -I,)uw -3,ur + (S, + S,)uw 2 1 .
-U = u(R,r + A) + (Iu -I,)uw + J,ur + (S, + S,)uw 2 1 .
-w = w(R,r +A) + (I" -I,,) .2) is homogeneous except for the A term, we can further reduce it to an associated spherical system, still following Swift [23] . To do this, we change the coordinate from (U, U, w) into (r, 0, $) via the transformation
Note that for sin8 = 0, 9 is not defined; this coordinate singularity is the 'pole' of the 
This system is defined for r 2 0, 0 E [O, ZX) and + E [O, x) . The action of the reflection and rotation is given by As noted by Swift, the equations for 8 and 9 can be made independent of r > 0 by rescaling time, and then we can find periodic solutions of the full problem (steady state solutions for (r, e,$)) in two stages:
1. Solve the ussociutedsreudy state spherical system (e, 4) = (0,O) for r > 0.
2. Solve the radial equation i = 0 at zeroes of the associated spherical system.
For A,, E, and C, asymptotically close to zero compared to the other coefficients and 
(5.10) (5.11) (5.12) s = arlE1' + 1 x 3 1 2 -3(ICI' + 1x212) (5.13) (5.14)
For odd parity (Xk = 0), we have 01 = y = E = 0 and so either sin24 = 0 (corresponding to maximal branches) or Equation (5.9) for 4 can be written as a fourth order polynomial of exp(i24) and as such there exists a closed form solution to this equation. There may be zero, two or four nondegenerate (isolated) solutions 4 in the interval [0, ?r) which we write as $1 c 4 2 (and < $2 e $3 e 4 4 if they exist).
Having solved this equation, we solve (5.8) with 4 = @i which will have zero or two (symmetrically placed) solutions according as the right-hand side has modulus greater than or less than unity. Given a pair (Bij, &) that solves these equations, the equation i = 0 (5.4) implies there will be a branch of solutions in the direction sign@;)
Norm1 form for Hopf b&rcarion on the square and r = ljA.
Since the solutions indexed by j are symmetrically related, 11 is independent of j .
Procedure to find branching information
We summarise the calculations already performed to find the number and direction of branching of periodic solutions at a Hopf bifurcation point Find the complex normal form coefficients ( A , B , C , X I , X 2 , X 3 ) using centre manifold or LiapunovSchmidt reduction.
Use these to calculate a, . . . , E via equations (5.10k(5.14).
Determine the solutions (including multiplicities) #j of equation (5.9). We exclude the case that (I) the solutions #I are not isolated.
Determine the solutions & j of equation (5.Q i.e. such that I cos bjj I < 1. We exclude the case (11) Icosbijjl = 1. Compute lj using equation (5.15) and observe that the bifurcating branch corresponding to submaximal solutions with ( O j j , # j ) is subcritical for li > 0 and supercritical for Z j < 0. The value of r is then given to lowest order by r = &A. We exclude the case (111) lj = 0. This procedure will work for normal form coefficients which do not^ satisfy any of the degeneracies marked (I)-(III). It is clear that there is an open everywhere dense set of parameters for which none of (I)-gII) satisfied, and so we have a procedure that will work for a generic set of third order coefficients.
Application to Brusselator equations
As an example of a normal form derived from a partial differential equation on the square, we briefly present some Liapunov-Schmidt reduced bifurcation equations for the Brusselator on a square. Because an analytical reduction is not possible for the boundary conditions assumed, a hybrid numerical-analytical reduction is used [4, 21. We consider *e following equations with diffusive coupling: is self-adjoint and elliptic, the set of its eigenfunctions make up a basis for C,2"(Q). Consequently, the operator L leaves the spaces spanned by eigenfunctions of the Laplacian invariant. This means that there is Hopf bifurcation at A = 0 if for an eigenvalue ~( p )
of -A the parameters a@, bo, do satisfy Tables 3 and 4 show the third order coefficients obtained as a function of fi, the homotopy parameter in boundary condition for 6 = 0.05 and Q = 0.01 respectively. We show results for the even parity branches going from the (1,3) and (2.4) Neumann modes to the (2.4) and (3,5) Dirichlet modes (tables 3 and 4 respectively). It can be checked that there are no mode interactions which might complicate the bifurcation scenario.
Results
It can be seen from the results that very surprisingly, X I = -2X2 = 2X3 in all of these cases. Numerical experiments on other mode bifurcations imply that this is always the case for these equations. This means that instead of the three additional third order equivariants, there is a degeneracy that forces them to always appear in the combination
( Dr Gabriela Gomes has pointed out that this is the gradient of the invariant function 1z+121z-12(2+z-+ i-z+).
In section 8 we discuss the source of this degeneracy.
For the case of Neumann boundary conditions, there is a hidden symmetry arising from the fact that solutions can be smoothly extended to doubly periodic solutions on the torus obtained by identifying opposite edges of the square. By looking at the Neumann boundary conditions as a symmetry restriction of the problem with periodic boundary conditions, it becomes generic by symmetry arguments that the centre eigenspace of even parity Hopf bifurcation can be two (complex) dimensional. This explains why X I = Xz = X3 = 0 in the results for p = 0.
Consequences of the presented values of A, E , C and XI = -2Xz = 2x3 for the branching are described in tables 5 and 6. The results were calculated using a 40 by 40 grid for the spatial discretisation for the bmch connecting the (1.3) Neumann mode to the (2.4) Dirichlet mode. Note how the coefficients XI = 4 x 2 = 2x3 are zero at the N e u m n limit (where there is a hidden symmetry of translation) and become non-zero for ~r # 0. Similarly C3 can be shown to be zero and these imply that 2x1 + X2 -X3 = 0 and XZ + X3 = 0, giving X1 = -2Xz = 2x3.
We note that the above argument cannot be adapted to get C1 = 0 and this is supported by the numerical results we have presented.
The linear degeneracy discussed in section 3.2 will always occur for branching from a trivial solution of a reaction-diffusion problems with Laplacian spatial coupling and homogeneous boundary conditions on the square. We have found that there is also a nonlinear degeneracy in this case. Fortunately, the normal form is.stil1 determined by third order terms even with this degeneracy and so this does not mean that we need to consider any higher order terms.
We are not aware of specific examples where the linear degeneracy occurs but the nonlinear degeneracy does not. In order to get this, it seems that we need to consider problems were there is no separable basis for the spatial part of the eigenfunctions but the eigenfunctions for the centre eigenspace are separable. This seems possible although exceptional. We conjecture that degeneracies in nonlinear terms will also appear at orders higher than third but have not attempted to find them.
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Finally, we remark that the analysis here may be of use when examining mode interactions of Hopf bifurcations with Z , symmetry: in this case, the normal form (8.1) will naturally arise, but with an extra parameter at the linear level.
