Abstract-In this paper, we present and discuss our proposed method on landmarking on 2.5-dimensional (2.5D) face range images. Face landmarking plays an important role as an intermediary component in several face processing operation applications. Locating facial landmarks automatically remains a challenge. Detecting and localizing landmarks from raw face data are often performed manually by trained and experienced scientists or clinicians, and the process is usually lengthy, laborious and tedious. In order to overcome these challenges, we introduce a method that employs geometric approach, through utilizing the mean and Gaussian curvatures, primitive surfaces information to identify and label features as anatomical landmarks. In addition, comparative experiments on both automatic landmarking and manual landmarking were also performed and the results have demonstrated that the proposed method outperforms the manual landmarking in terms of obtaining distinct facial landmarks correctly and accurately.
I. INTRODUCTION
Facial landmarking is the primary step in a number of computer vision systems including facial analysis, face recognition, facial pose estimation, medical diagnostics and multimedia applications. Facial landmarks can be classified into two groups, distinct (the eye corners, the mouth corners, the nose tip etc.) and non-distinct (wrinkles, cheek contours etc.) features [1] . As human vision system can perceive these features without any difficulties, a computer is unable to do such task as easily and effortlessly [23] . The human vision and brain mechanisms that are responsible for the detection of facial features are so complex despite the work of mathematician and computer scientists, it is still not possible to replicate facial detection accurately.
Identifying anatomical face landmarks such as the corners of the eyes (inner and outer), the nose tip, the corners of the mouth, chin, etc. is much easier to those who are familiar with the anatomy of the face. These facial landmarks contain unique structural and/or textural properties that distinguish them from their surrounding regions [10] . Therefore, these characteristics guide human beings for the search of the anatomy facial features. However, extracting these distinct landmarks in computer vision is tedious and difficult where the most important factor is the precision, where many problems remain to be solved. It is challenging as the facial features contain a large degree of face variability, facial expressions, background noises, illumination, occlusion, head pose, orientation, cluttered background etc. The detailed information is crucial and is very important for a number of clinical applications such as surgical repair to improve the facial appearance from cleft deformity [6, 7] , or other orthognathic surgeries [8] , in which errors in landmarking can cause serious problems.
In this paper, we propose a scale-invariant feature extraction and binarization methods to perform face landmarking on 2.5D faces. We focus attention on the distinct features as these features are consistent due to pose changes. Our objective is to first obtain distinct features on a face and label them automatically by placing landmarks. We apply Gaussian smoothing in order to extract weighted regions based on specific threshold values. Scale-space is constructed by taking the Difference of Gaussian (DoG) of images at different scales. Subsequently, within the scale-space, the weighted average of the curvature values of the elements is computed to estimate the centres or centroids. To extract feature descriptors, we create Gaussian scale-space by using mean (H) and Gaussian (K) curvature principals. We employ the local and global descriptors of range image to identify distinct features. These feature descriptors are local regions instead of localize at one pixel in size point. Once these features are extracted, Pyramid methods are applied to acquire the filtered regions. With the aim to estimate and mark centroids on these regions, we use binarization thresholding for the centroid calculation. Lastly, we localize key information to pixel points and curves on the extracted facial features after binarization approach. We evaluate the accuracy of our method versus manual landmarking by experts. Our complete method is outlined in Fig. 1 . The outline of this paper is as follows: In Section II, we review previous work related with our approach. Then, we describe our automatic landmarking method in Section III. In Section IV, results and discussions are presented. The paper ends with some concluding remarks and the future directions of the work.
II. RELATED WORKS
In the past few decades, the research in developing automatic face landmarking methods in various applications has been increasing drastically. Methods for landmarking on face models can be categorized in various ways. The prior information on the type or the modality of the data such as a still image, range image, 3D data or even video sequence determines the methodology to be used. However, there is no existing face landmarking that work well under and across all intrinsic face variations and provides target points in a timely manner [23] . From the plethora of related literature that has been produced over the last two decades, a selection of literature has been chosen to focus more on methods that are most related to ours.
Compared with landmark localization on 2D facial images, 2.5D and 3D face landmarking has gained increasing interest in the last years. Most of the existing works relies on curvature features (e.g. surface curvatures, shape index and geometric relationships) in order to localize geometrically salient feature points such as nose tip, eye corners, etc [2, 3, 13, 15, 23] .
Vezzetti and Marcolin [11] relied on analyses of face morphology through geometrical features. Morphological operators are studied such as derivatives, shape and curvedness indexes, mean (H) and Gaussian (K) curvatures, the coefficients of the first and second fundamental forms and the tangent map T are used to obtain accurate localization of landmarks or, at least, a precise identification of the zones in which the landmarks lie. The authors successfully detected the shape of the nose, eyes, eyebrows and the mouth under seven different facial expressions. Akagündüz and Ulusoy [14] presented the facial features with the mean (H) and Gaussian (K) curvatures. The curvature data is calculated at several scales using a Gaussian Pyramid then binarized via thresholding. The distinct facial features namely the chin, nose and eye pits were extracted successfully. Segundo et al. [15] also utilized curvature field to place landmarks on the nose tip, eye corners and nose corners. The local surface is estimated using biquadratic estimations, while mean (H) & Gaussian (K) curvatures are computed to identify the peaks and pits. In a series of publication [19, 20] , Perakis et al. reported methods in better detecting facial landmarks on 2.5D scans. The candidate landmarks are divided into eye inner and outer corners, mouth corners, the nose tip and chin tips. In order to locate the candidate landmarks, local shape and curvature analysis is carried out applying shape index, extrusion maps and spin images. Landmarks are identified by matching them with a statistical facial landmark model. As the most extensive features, the curvature study has been shown to provide state of the art precision.
Using not only curvature approaches, but also a deformable matching method, Liang et al. [12] presented the automatic landmark from 3D human face data. They utilized geometrical methodology to establish 17 landmarks on the 3D facial scans. Then, a deformable matching method is used to improve and produce 20 landmarks on each individual 3D face data. Romero and Pears [4] compared structural graph matching and cascade filtering on landmark localization in 3D face data. This model is registered to the face data to get a more efficient localization at nose tip and inner eye corners. In the first method, the authors applied structural graph matching algorithm 'relaxation-by-elimination' using a distance-to-plane node property and Euclidean distance to localize triplet of the landmarks. In the second method, the pose invariant feature embedded into a cascade filter to localize the nose tip. They successfully showed that these descriptors were able to identify nose tip and the eye corner of human faces simultaneously in six promising landmark localization systems. Nevertheless, these approaches do not seem to outperform curvature-based approaches.
Some authors have suggested the use of the texture information in their study. In Ruiz and Illingworth [17] , the authors employed Active Shape Model (ASM) into 3D faces by adopting Principal Component Analysis (PCA) and shape index model. The ASM is adapted to individual faces via a guided search whereby landmark-specific shape index models to replace the point perpendicularly search in order to obtain local shape of each landmark. In a different approach, Dibeklioğlu et al [13] studied 3D facial landmarking under expression, pose and occlusion variations. A statistical model analyzes the local features around the landmark locations to determine the most likely location for landmark on coarse-tofine level. Then, heuristic method is further applied to estimate on the tip of the nose at the fine level. Zhu and Ramanan [18] employed a unified model for face detection, pose estimation and landmark localization; which contains a mixture of tress with a shared pool of parts. The use of component mixtures, facial landmarks as a part and the global mixtures enables the adaption of the structure of the model to different views of the objects. Nonetheless, the acquisition of texture information shows a limitation, whereby certain clinical applications based on laser scanners only provide geometry information.
In this work, we are presenting scale-invariant feature extraction for face landmarking through curvature information in 2.5D range images. The approach we used is based on an analysis of the derived surface descriptors to determine most likely location for each landmark separately. The following section presents our method on how face landmarking is made possible.
III. METHOD
The face range image is Gaussian filtered by performing a weighted average of the surrounding pixels to filter lower contrast and eliminate noise. This approach is also known as Gaussian Smoothing. Subsequently, the image is convolved with multi-orientation and scaled Gaussian derivative filters, which follows a coarse-to-fine scale structures. This process is to search and determine the locations and scales, which are respectively assigned under differing views of the same image. The identification of the keypoints can be accomplished by searching across all possible scales. Scale-space structure is constructed by computing the Difference of Gaussian (DoG) images at different adjacent scales giving each scale a slight blurry image. In other words, the original image is sub-sampled into several octaves. In the next octave (doubling the size of the smoothing kernel, whose effect is roughly equivalent to halving the image resolution), the Gaussian image is downsampled by a factor of 2. Several scales are created for each octave.
The successive smoothing in DoG scale-space is able to capture the intuitive notion of fine-scale information being suppressed, whereby the signals becomes successively smoother. The identification of the feature descriptors can be determined by searching across all the possible scales in the space. The interpolation of the nearby pixels from the DoG images is used to accurately determine the positions of each candidate keypoint. The keypoints with low contrast are removed and responses along edges are eliminated. The pixel (candidate keypoint) is then examined by comparing it with its eight neighbors at the same scale on DoG image and the nine corresponding neighbors at adjacent neighboring scales. A candidate keypoint will be selected if the pixel is a local maximum or minimum. The properties of the keypoint are measured in respect to the keypoint orientation, which provides rotation invariance.
In order to determine the feature descriptors containing the signature of the main facial landmarks, it is important to identify the underlying primitive surfaces or patches and their surrounding pixels. Generally for a facial range image, the mean surface curvature (H), the Gaussian surface curvature (K), and the two principal curvatures (k 1 , k 2) can be computed from their first and second partial derivatives [9] . We computed mean (H) and Gaussian (K) curvature values and these partial derivatives based on a method developed by Besl (1988) [5] .
(1) (2) (3) where F x and F y are the first partial derivatives of F (x,y) correspondingly to x and y, and F xx , F yy and F xy are the second partial derivatives of F (x,y) to x and y. The mean curvature H = (k 1 + k 2 )/2 and Gaussian curvature K =k 1 k 2 , where k 1 and k 2 are the principal curvatures. These values help to identify shaped regions of a surface differently. Each point with the connected volume of the same surface type is detected and classified into any one of the nine types of the surface as listed in Table I.   TABLE I.  NINE TYPES Once H&K maps are extracted, the pyramid methods are applied to construct scale-convolution on the range image. Pyramid methods involved creating a series of image that is repeatedly convolved using Gaussian kernel to generate a sequence of images that are reduced or expanded in scale. In our project, a 3-level pyramiding is constructed at decreasing scales and each of the images is convolved. These operations are described as REDUCE (lowpass) and EXPAND (bandpass) process. Initially, Gaussian Pyramid is applied, from the original image, or zero level of the pyramid, L 0 , the sequence of the convolved and reduced in scale images. This is lowpassfiltered and subsampled (reduce in scale) by a factor of 2 to obtain the next pyramid level, L 1 . L 1 is then filtered in the same way and subsampled to generate L 2 . The elements of the image are halved in both resolution and successive scales. These results the smaller surface elements be eliminated and bigger elements reside at the higher levels of the pyramid.
Then, in order to obtain the compressed representation of images from previous operation, Laplacian pyramid is applied to construct a reverse pyramid to recover the original image exactly, g 0 . This can be recovered by expanding the sequence L 0 , L 1 and L 2 , then summing all the levels of the Laplacian pyramid. Each of the sequence images is doubled in each iteration process with equivalent Laplacian weighting functions. The top pyramid level, L 2 is first expanded and added to L 1 to form g 2 , and so on until L 0 is reached and g 0 is recovered. Alternatively, we may write. (4) (5) This procedure enhances the image features and reveals the fine details. The details of the pyramid techniques can be found in the works of Adelson et al [22] .
Following, the original image, g 0 , is converted into binary images by employing Otsu's method [21] . This method calculates a global threshold value by calculating the spread within each of the classes. Accordingly, the pixels are dichotomized into two classes C 0 , foreground (the extracted curvature surfaces), converted into white pixels and C 1 , background, and converted into black pixels. The binary thresholding is computed based on the H&K curvature surfaces to separate regions in each extracted surface types from the background based on the intensity and thresholding. An analysis is performed on each binarized image based on the bimodal histogram (those with two distinct regions). We intend to find the valuable curvature surfaces, which carries more information for landmarking labels out of the nine types. This approach also allows noise found in small regions and region at the edges of the image to be eliminated from the background.
To compute the landmark labels from the extracted surfaces, the centroid and curve identification is applied. The centroid size (that is the square root of the sum of squared distances of a set of landmarks from their centroid) is calculated across the binary image. The white pixel areas/regions are evaluated based on the size of the centroid (local pixel areas) to select the most suitable minimum and maximum threshold sizes. A landmark will be labelled on the binary image when the desired region is found. If the region is undetectable or missing, the threshold size will need to be reduced.
Since face data exhibits a variety of face variation, we compute a different set of threshold values based on the data set used. On our face data, we repeatedly tested the threshold values (ranging from T 1 , T 2 … T N ) on training sets. The computed threshold values would then identify regions so that we can estimate the centroid landmark points. The performance of the localization is measured by computing the accuracy of estimating landmark locations against respective ground-truth based localization error by using Root Mean Squared Error (Difference).
IV. RESULTS AND DISCUSSIONS
Our previous study relied on analyses of face landmarks on distinct points, with the aim of landmarking the most distinct anatomical facial landmarks. This work aims to obtain and to take into account in locating landmarks not only on anatomical landmarks (the outer corners of the eyes, the inner corners of the eyes, the tip of the nose, both corners of the mouth, chin tip) but also the curved features on the face (such as the eyebrows, along the bridge of the nose, the contours of the lips and chins). These distinct anatomical facial points are visible on profile and semi-profile face scans. Fig. 2 shows the distinct anatomical landmark points which were manually labelled on a 2.5D face range image. Fig. 2 The manually labelled distinct anatomical landmark points on semiprofile 2.5D face range image.
The face features are extracted successfully from the scale space feature extraction process based on H&K curvature. In order to label and landmark around the face regions, we manually excluded the features of the hair, shoulder and shirt in our experiment. Fig. 3(a) shows the preferred face regions within the blue box. For visualization purposes, the extracted face region is enlarged and color coded to H&K color surfaces, as illustrated in Fig. 3(b) . The elliptical concave regions which have positive K values are coded in grey, where hyperbolic concave regions with negative K are coded in yellow. Similarly, in hyperbolic convex regions, negative K are coded in magenta and cylindrical convex regions, zero K are coded in cyan. The hyperbolic symmetric regions with negative K and zero H are coded in green. As seen from the figure, the detected concave, convex and hyperbolic symmetric regions are referred as the potential landmarks points in this work. The results showed that these regions are mainly classified within peak, saddle ridge, valley, saddle valley and minimal surfaces that carry most geometric facial information. These surface types provide a more robust and reliable features to identify landmarks for our dataset. We also observed that two primitive surface types, pit and flat, carry lesser face feature information. Pit surface type does not extract facial features and flat type displays only excessive regions that are not suitable for the landmarking.
We examined the results of the obtained curved regions on the face components (e.g. the eyebrows, along the bridge of the nose, the outlines of the eyes, the cheek contour, the mouth contour and the chin) as shown in Fig. 3(c) . Note that these regions show the face contours and categorized as the ridge surface type of the H&K map. This occurs based on the measurement of curvature. We computed the threshold of the curvature maps, k max , to the maximum. Gordon [16] defined a set of features which describe ridge lines to be local maxima with k max along the line of maximum curvature. This suggests that our algorithm does capture useful regions for further landmarking purposes. Once the surfaces are extracted, we computed them by using a binarization method. Each of the primitive surfaces is converted to white color coded (binary image) to perform further labelling process. Binarization thresholds are calculated based on the histograms of the gray level of the binary images, taken from each H&K primitive surfaces, binarization thresholds t lower < t < t higher are determined. These values are tested accordingly and repeatedly until the highest accuracy of landmarks is obtained. Fig. 4 shows the landmarking results using the determined threshold, t to label mainly on the distinct anatomical features. We noticed that the results show an accurate landmarking on the tip of the nose, as seen in Fig.  4(a) . Once the nose is located reliably, it provides the constraints on the location of eyes and other features. We examined each surface type individually and labelled the possible landmarks. The landmarking results are shown in Fig.  4(a-e) .
From the experiments, we have also identified that thresholds below the t lower would wrongly detect the landmarks -instances such as on shirt and hair. These feature regions are indicated as noise due to the small pixel size and will be eliminated from the candidate labels. Additionally, with the local pixel size/threshold above t higher , the numbers of landmarks are severely limited. We compared our landmarking technique to manual landmarking on the same dataset by experts. The experts manually located the distinct facial landmarks on the range image by clicking at appropriate locations with a mouse and a computer based Graphical User Interface (GUI) that we employed. The coordinates of those labelled face regions were registered to perform an accuracy test on the proposed landmarking method. We tested on the eight distinct features (the inner and outer of the eyes, the nose tip, the corners of the mouth and the chin) which were successfully labelled during the experiment. The accuracy was calculated based on the landmark positions from our method to the ground truth given by experts using the Root Mean Squared Error (Difference). Comparative results of the localization errors on our dataset are presented in Table II . The average accuracy of the all eight distinct features is ranging from 0.956 pixels to 35.712 pixels (ascendingly displayed). Results show that the nose tip and the chin obtained low error and high average accuracy from the eight labelled distinct features. The average accuracy pixel difference for the nose tip is by 0.956 pixels while the chin is by 2.492 pixels. And also it is noticed that the inner left eye corner shows the highest accuracy among four eye corners. The reason for the lack of accuracy in the localization of the eye corners and the mouth corners can be contributed to the experiment dataset, where faces are semi-profile and thus, making it difficult to accurately locate those points. However, it is a potential limitation of the method for spurring further progress.
V. CONCLUSION
We have presented a scale-invariant feature extraction and binarization centroid landmarking method on 2.5D face range images. The geometric information was used to extract the distinct facial features. These features were labelled effectively and landmarked accurately within the face regions. The experimental results have shown a high accuracy of landmarking on the nose tip and the chin almost identical to manual landmarking.
Further studies will include the detection and location of facial features by using a geometric model of the face and exploiting ratios to determine arbitrary landmarks or triangular features only on the face region automatically. Finally, we shall contribute to various researches such as face registration and face recognition in the future. We will also conduct experiments on general object detection.
