Although the services sector has emerged as a major contributor to gross domestic product and employment in developed economies, very little attention has been paid to financial constraints faced by services firms. This paper represents a first attempt to model financial constraints in the services sector. In particular, we question the commonly accepted inverse relationship between firm size/age and financial constraints. To conduct our empirical tests, we estimate the CashCash Flow Sensitivity using a large unbalanced panel of Portuguese firms. We also combine the recently developed Hovakimian-Hovakimian index of firm's financial constraints with the sensitivity of cash stocks to cash-flow approach. Our results suggest that there are clear differences in financial constraints across the two sectors. First, firms operating in the services sector suffer from more severe financial constraints than those in manufacturing. Second, the relationship between size and financial constraints appears to be inverse in the case of the manufacturing sector, but not in services, for which we have U-shaped evidence. Finally, for the services sector we find some evidence suggesting an inverse relationship between age and financial constraints, while in manufacturing this relationship seems to be U-shaped.
A new wave of empirical research aimed at the study of the services sector has emerged in the last decades, motivated by the growing size and importance of this sector in modern economies, on the one hand, and the new high-quality data that has become available to researchers, on the other. The increasing relevance of the services sector is the result of a long-term production reorganization due to both the increasing households' demand for services and the technological and organizational change within firms.
Despite the growing body of empirical literature that compares services and manufacturing, comparatively little is actually known about financial constraints faced by services firms. But understanding financial constraints in the services sector is certainly an important issue. Indeed, if financial constraints are more severe in the services sector, particularly in industries that are technology-intensive (Kukuk and Stadler, 2001) , not only firm growth but also innovation and technological diffusion will be strongly affected and, consequently, economic growth.
It is not clear whether we should expect significant differences in financial constraints across sectors. On the one hand, services firms will require, on average, a lower initial physical capital investment than manufacturing firms, so that we would expect lower constraints for the former. On the other, for most services, the main input is human capital while the output is of an intangible nature, which are both harder to use as collateral when resorting to external finance.
The main purpose of this paper is to shed further light on financial constraints faced by services firms. Particularly, we test whether there are significant differences in financial constraints between manufacturing and services sectors. It is also in the scope of the paper to substantiate if previously devised relationships between financial constraints and firm size and age hold for economic sector disaggregation. Additionally, we combine the recently developed Hovakimian-Hovakimian index of constraints with the sensitivity of cash stocks to cash-flow framework, which is also novel in the literature.
The remainder of this paper proceeds as follows. Section 2 illustrates the underlying theoretical investment model and formulates the main hypotheses to be tested. Section 3 discusses the dataset and the main variables. It also outlines our empirical methodology. Section 4 presents the main results, while Section 5 pulls the pieces together and concludes the paper.
The simple model of firm-level investment behaviour provides a useful framework to understand whether significant differences in the severity of financial constraints should be expected across sectors Petersen, 2002a, 2002b) . Following the 'percentage of sales approach', we assume for simplicity that the ratio of capital required in production to sales is constant, that is, θ = Y it / K it , where Y it and K it are the sales and the capital stock of firm i in period t, respectively (Higgins, 1977; Demirgüç-Kunt and Maksimovic, 1998) . Thus, the required capital investment is proportional to the firm's increase in sales:
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Financing constraints in the services sector: What should we expect?
The Role of Financial Constraints in the Services Sector: How Different is it from Manufacturing? Filipe Silva / Carlos Carreira (MCC) schedule describes the supply of funds, reflecting the opportunity cost of alternative uses of funds. The horizontal section of the MCC schedule represents the cost of internal funds that are available at a constant cost until they are exhausted, at which point the firm must turn to external (debt and equity) finance, which may be substantially more costly because of adverse selection and moral hazard problem. 2 Adverse selection problems arise when suppliers of external finance have incomplete information about the riskiness of firms' investment projects, leading to an increase in interest rates (which contains a lemons premium) that penalizes low risk projects. Problems of moral hazard arise as firms, whose actions cannot be monitored by suppliers of external finance, have an intrinsic incentive to invest in riskier, higher-return, projects once they have received the external funds. These two problems can be magnified if firms' assets have low collateral value.
Notes: D = demand for investment schedule; S imp/per = supply of finance schedule in an imperfect/perfect capital market; r int = constant marginal cost of internal finance; CF = internal finance (proxied by cash flow).
As Figure 1 shows, in equilibrium, the optimal level of investment for expansion is found at I f , where the marginal return to investment and the marginal cost of capital are equalized. This level of investment is lower than the desired investment if the firm faces a perfect capital markets (I f < I p ). Indeed, beyond CF, the firm has to acquire external funds incurring in additional costs that tend to increase with the degree of leverage. The model thus predicts that firms that are dependent on external finance are more likely to fail to pursue some investments for expansion than otherwise.
Of course, the lemons premium can vary both across firms' size and over time for the same firm. Regarding firm size, it is reasonable to expect that smaller firms face more severe financial constraints since they do not have the reach or visibility that larger firms have and therefore investors have difficulties in screening the quality of projects. The same type of relationship is expected when it comes to firm age, since over time firms develop relationships with suppliers of 2 In perfect capital markets, MCC schedule would be horizontal. external finance, who build up knowledge on firms' and management quality, reducing information asymmetries-note that if a firm has just been created, not much information is available to potential investors (see Carreira and Silva, 2010 , for a survey of the empirical literature). If asymmetric information problems become less severe, the upward-sloping section of supply schedule in Figure 1 will shift downward toward the horizontal schedule of perfect capital market.
When it comes to compare financial constraints in manufacturing and in services as a whole, it is not clear whether significant differences in the severity of such constraints should be expected. On the one hand, services firms will require, on average, a lower initial investment and a lower subsequent investment for expansion than manufacturing firms, so we would expect lower constraints for the former. On the other, for most services, the main input is human and not physical capital, while output is of an intangible nature, both subject to higher information asymmetries and increasing difficulty to be used as collateral when resorting to external finance. Figure 2 illustrates the demand and supply schedules for each sector. As can be seen, differences in financial constraints between manufacturing and services firms can arise (i.e. ), depending on the magnitude of the elasticity of demand and supply schedules. Our first hypothesis is therefore the following:
The level of financial constraints is different across sectors.
Note: The superindices/subindices Man and Ser denote manufacturing and services, respectively.
Differences among manufacturing and services firms regarding the type of capital (physical capital, which can easily be collateralized vs. human capital, which may lead to more pronounced learning effects) required in the production process can affect the expected inverse relationship between financial constraints and firm size and age. Specifically, manufacturing (services) firms are relatively more physical (human) capital-intensive than services (manufacturing) firms, thus, a stronger inverse relationship between financial constraints and size (age) is likely in manufacturing (services). This argument leads us to formulate the following hypotheses:
Figure 2. Financial constraints in manufacturing and services sectors
The Role of Financial Constraints in the Services Sector: How Different is it from Manufacturing?
Filipe Silva / Carlos Carreira
(H2)
There is an inverse relationship between financial constraints and firm size and age, which is robust to sector disaggregation.
(H3)
The age effect is stronger in services firms than in manufacturing firms, while the size effect is weaker.
Data
To conduct our empirical analysis, we use an unbalanced panel of Portuguese manufacturing and services firms (CAE-classification of economic activities, Rev.2.1, from 15 to 37 and 50 to 93, respectively) covering the period 1996-2004. 3 The raw data is drawn from the combination of two statistical data sources, both run by the Portuguese Statistical Office (INE): Inquérito às Empresas Harmonizado (IEH), which is an annual business survey with information on balance sheets; and Ficheiro de Unidades Estatísticas (FUE) a file that contains, inter al, firm size, age and the main economic activity of all Portuguese firms. The longitudinal dimension of the panel, required for our analysis, was constructed using the firm (unique) identification code.
The IEH survey comprises all firms operating in Portugal with more than 100 employees, plus a representative random sample of firms with 20 to 99 employees-the sample is representative (at the 3-digit level), both in terms of employment size and sales. 4 Given the number of observations, we excluded from the dataset tobacco products, and coke and refined petroleum products. We also excluded financial industry-inclusion of this sector would obviously bias the estimation favouring unconstrained firms. In total, we have, for the period 1996-2004, an unbalanced panel of 22,651 firms and a total of 86,455 year-firm observations.
Measuring financial constraints
Financial constraints are not directly observable, thus empirical research relies on indirect measures. We defined in Section 2 financial constraints as the inability of a firm to raise the necessary amount of funds to finance its investments for expansion. However, due to the abstract nature of this definition, there is no clear methodology to determine whether firms are financially constrained and, therefore, the correspondent degree. In fact, since the seminal work of Fazzari et al. (1988) , who introduced the investment to cash-flow sensitivity approach, the empirical literature has struggled to find consistent methodologies to measure such constraints (see Silva and Carreira, 2012 , for a survey).
The Cash-Cash Flow Sensitivity approach
Analysing firms' demand for cash, Almeida et al. (2004) claim that the level of financial constraints can be measured by the sensitivity of cash stock to cash flow-hereafter CCFS. The rationale is that, while constrained firms need to save cash out of cash flows in order to take advantage of future investment opportunities, unconstrained firms do not, as they are able to resort to external finance. Meanwhile, firms that hold cash incur in opportunity costs associated with present investment opportunities. As a result, only constrained firms will need to optimize their cash stocks over time in order to maximize their profits and hedge against future shocks by holding cash. Therefore, one can expect that estimates on the sensitivity of cash stocks to cash-flow would be positive and significant for constrained firms, while no such relation should be expected for unconstrained ones. Examples using this approach include Khurana et al. (2005) , who examined a panel of firms from 35 countries between 1994-2002; Han and Qiu (2006) , who analysed USA publicly traded companies from 1997 to 2002; Lin (2007) , who studied publicly traded Taiwanese firms over the period 1990 -2004 and Pál and Ferrando (2010) , who compared Euro-area firms between 1994 and 2003.
The financial nature of the cash stock variable should, in principle, work as a shield against investment opportunities hidden in cash-flow because it is not expected that firms will increase their cash stocks if cash-flow signals a new\better investment opportunity, unless they are financially constrained. However, Acharya et al. (2007) show that financially constrained firms will tend to use cash to increase cash stocks if their hedging needs are high. Conversely, if their hedging needs are low, they will instead use cash to reduce debt. Therefore one might find firms whose propensity to save cash out of cash flow is low, even if they are financially constrained. Consequently, controlling for investment opportunities in empirical model is necessary. We use sales growth (Dy it ) as a proxy of investment opportunities. 5 Although in the original paper Almeida et al. (2004) assumed that cash is the only way to transfer resources across time, in a subsequent research (Almeida et al., 2011) they pointed out that since holding cash is not the only form of inter-temporal allocation of capital, CCFS may actually be negative for constrained firms (Riddick and Whited, 2009 ) since firms may invest in relatively liquid assets, other than cash. As a result, we try to control for this effect by including change in non-cash net working capital (DNWC it ) and financial investments (FINI it ) variables.
In the spirit of Lin (2007), we also replace in the original Almeida et al.'s model the variation of short term-debt by the sum of net debt and equity issuances (ISS it ), and interest rate variation (DINT it ). The former modification is due to the fact that debt and equity issuances, while being a signal of easier access to external funds, might have a significant impact upon cash stocks (by accounting procedures). With respect to the latter, firms may decide to reduce their borrowings or pay back debt, according to expected interest expenses. However, instead of benchmark interest rates variations, we use variations of interest paid, which allows for firm variation, thus can also be seen as a form of credit rating. Accordingly, we employ the following modified empirical model of Almeida et al. (2004 Almeida et al. ( , 2011 : ( 2 ) where DCS it is the variation in cash stocks for firm i in period t, CF it is the cash-flow, lnS it is the log of total assets, I it is the investment, T are the year dummies, and e it the error term. With the exception of S it , all variables are scaled by total assets.
The financial and investment covariates are endogenous, so there is a need to estimate the model using instrumental variables (General Method of Moments, GMM) to control for unobserved firm-level heterogeneity. The set of instruments includes twice lagged cash flow, twice lagged sales growth, lagged investment, lagged variation of noncash net working capital, two-digit industry indicators (for overall samples), size (measured as number of employees), lagged bond issuance, lagged variation in interest payments, and lagged financial investments. This specification is particularly useful, since it makes use of variables that, for services firms, are easy to obtain and do not entail visible measurement problems.
The Hovakimian-Hovakimian index
In order to provide robust findings, we additionally compute a modified version of the Hovakimian and Hovakimian (2009) index-hereafter HOV index. It is a time averaged, firm-specific measure that, in the spirit of the investment to cash-flow sensitivity (Fazzari et al., 1988) , compares the time 5 In order to deal with the potentially problematic use of sales growth as a proxy for investment opportunities we tested the use of forward investment, I i(t+1) , lead investment, I i(t+1) + I i(t+2) / I it , and forward sales growth, Dy i(t+1) ( Table A2 in Appendix). However, results do not change significantly and this modification implies a great loss of observations-there is a huge loss of 5,583 or 9,542 observations corresponding to the loss of 1,353 or 2,635 firms if using forward or lead investment, respectively; the same applies to the use of future sales growth.
The Role of Financial Constraints in the Services Sector: How Different is it from Manufacturing? Filipe Silva / Carlos Carreira average of investment weighted by cash-flow, against the simple average investment. 6 Accordingly, investment in years when cash-flow is higher receives a higher weight, which means that if a firm invests more (less) in years with higher cash flow, the HOV index will yield positive (negative) values. The reverse is also true. For methodological consistency, we adapt this index to the CCFS framework by substituting investment by variation of cash stocks. Thus, our HOV index captures the sensitivity of cash stocks to variations of cash-flow and is determined as follows:
where n the number of annual observations for firm i. In order to avoid extreme negative values, all cash-flow observations with negative values are set to zero. 7 The main drawback of this measure is that, it does not account for the possibility that the same firm faces different states of constraints along the timeline, that is, it is time invariant. Therefore, we are only able to do a cross-section analysis and, as a consequence, we need to additionally compute time averages of other variables of interest such as size and age.
Testing size and age as proxies of financial constraints
We measure firm size as number of employees instead of either sales or assets, since it is expected to be less correlated with short-term firm performance, due to the stickiness of the labour force. Accordingly, we split the sample into four size classes: firms with 20-50, 51-100, 101-250, and 251 or more employees (small, medium-small, medium-large, and large firms, respectively). The thresholds were adjusted from the European Commission firm size classification to the specificity of our dataset. 8 The threshold 100 employees, for example, allows to distinguish within the 51-250 heterogeneous class the medium-small from medium-large firms. Additionally, it also deals with possible representativeness problems due to the fact that in our dataset firms with less than 100 employees are drawn randomly, while firms with more than 100 employees make up the population.
With respect to firm age, we create three age classes: younger than 10, 11-40, and over 40 years old (young, mature, and old firms, respectively). The first threshold allows to accommodate the dynamics of entry and exiting (Caves, 1998; Carreira and Teixeira, 2011a) , thus distinguishing young from mature firms (see Carreira and Teixeira, 2011b , for more detailed justification about this threshold). A possible relative inertia of older firms (Hannan, 2005) or even a change in firm objectives (Coad, 2010) , led us to define an upper class of old firms. 9 We should note that there is a problem with size and age sample partition: we can compute the firm mean values disregarding the fact that a given firm may move across class groups over year; or we can assign the current value which implies that the same firm can be accounted for in different class groups over year. We chose the former solution. (We note that, for the estimation of CCFS upon these subsamples, we drop lnS from the specification due to its correlation with SIZE.)
In order to examine the degree of financial constraints upon different size and age classes, we introduce in equation (2) cash-flow interactions terms:
where X is the size (age) dummies as well as, to test the nonlinearity hypothesis, SIZE and SIZE 2 (AGE and AGE 2 ).
In line with the Size-Age index-hereafter SA index-of Hadlock and Pierce (2010), we also test if there is a non-linear relationship between size (age) and HOV index using the following model: (2010) use total assets instead of number of employees, but as discussed above we prefer the latter). Table 1 summarises the main variables used in the empirical analyse, while descriptive statistics for the overall sample, as well as for manufacturing and services sectors, are presented in Table 2 . A striking contrast between both sectors is given by the different mean cash stocks variation-for manufacturing firms, variation in cash stocks is only about 11% of the variation for services firms. Remarkable differences are also found with respect to the mean sales growth (higher for services firms), number of employees (services firms are larger), as well as in terms of age (manufacturing firms are older). In fact, both parametric mean and variance equality tests (t and F tests, respectively) as well as the non-parametric two sample Kolmogorov-Smirnov test for equality of distributions strongly reject the null hypothesis (at 1% significance level). Additionally, when we perform these tests for other selected variables, we cannot reject that differences exist between manufacturing and services, except in the cases of debt and equity issuances and variation of interest paid. 10 Since most of the variables analysed do not follow a normal distribution, we compute Spearman's rank correlation coefficients and the respective confidence intervals (Table 3) . Significance levels were set at the 1% level of significance and results are robust to Kendall's t. We find that while the association between changes in cash stocks and both cash-flow and sales growth is not different between sectors, the association between the former and investment (as well as financial investments) is only significantly negative for services firms. Nevertheless, the negative correlation between cash stock variation and investment, financial investments as well as variations of non-cash net working capital are as expected. Moreover, the correlation between cash-flow and debt and equity issuances is negative, possibly indicating that either when there is a shortage in internal funds firms resort to issuances or, on the contrary, when firms have large cash flows they use them to reduce debt.
Summary statistics
Furthermore, whereas for manufacturing firms there is a strongly significant positive association between total assets and both cash-flow and investment, this association is negative and strongly significant for the case of services. Additionally, the positive association between cash-flow and investment is stronger for the case of manufacturing firms. Even though these relations are unconditional (and relatively small for the case of total assets), this may well be associated with differences in cost structures.
10 The statistical tests are available from authors on request.
Empirical results
The
Variables Description
Assets (S) Inflation-adjusted total assets.
Investment (I)
Gross investment in plant, property and equipment.
Output (Y) Total sales and services.
Cash-flow (CF)
Net income before taxes plus depreciation.
Cash stock (CS) Total cash holdings.
Investment Opportunities (Dy)
Since we do not have financial market information that would allow us to compute Tobin's Q, we use sales growth to proxy for investment opportunities.
Debt and equity issuances (ISS)
Sum of debt and equity issuances. Non-cash net working capital (NWK) Difference between non-cash current assets and current liabilities.
Variation of interest paid (DINT)
Variation of interest paid by firms, which may also reflect a firmspecific rating.
Financial investments (FINI)
Firms' financial investments.
Size (SIZE) number of employees.
Notes: All variables of interest were winsorized at 1% level in order to avoid problems with outliers in the estimation procedures. Deflators used include the Industrial Production Price Index and Labour Cost Index, both drawn from INE, and the GDP deflator, drawn from the Portuguese Central Bank. Nevertheless, no deflators were used when a variable was constructed as a ratio of two nominal values (normalized). In such cases we assume that the price growth rates are the same. Finally, regarding firm size and age, we should note that even though we find a positive and significant correlation coefficient for manufacturing firms, this is not the case for services firms. 
Differences across sectors
As can be seen in Table 4 , all regressions of model (2) report positive and significant sensitivity of cash to cash-flow. In column (1), which reports the results for the overall sample, the cash flow coefficient is significantly different from zero (at 1% significance level)-we note that if firms are financially unconstrained we expected the cash flow coefficient to be no significantly different from zero. The estimated CCFS is 0.159, implying that Portuguese firms save, on average, about 16 cents out of each Euro of cash flow, which is symptomatic of the presence of financial constraints. This figure is Notes: Regression of model (2). Estimations also include year dummies. Robust standard errors in parentheses; 95% confidence intervals in brackets. ***, **, and * denote statistical significance at the .01, .05, and .10 levels, respectively. Results do not change significantly with industry dummies (Table A1) or with different proxies for investment opportunities (Table A2 ). Further test statistics available from the authors.
The comparison between manufacturing and services (columns (2) and (3)) indicates that firms operating in the former are not as severely affected by financial constraints as firms in the latter. In fact, while manufacturing firms save, on average, around 11 cents out of each Euro of extra cash flow, services firms save 23 cents out of each Euro of extra cash flow-the estimates are both significant at the 1% level and statistically different at the 1% significance level. 11 Another striking difference can be found on the impact of size (total assets) on firms' cash policy-the magnitude of the size effect is smaller for services than manufacturing firms. This may be due to the fact that manufacturing firms have a higher minimum efficiency scale and incur in larger both initial investment and subsequent investment for expansion in comparison with services firms. Accordingly, the liquidity needs are larger in the former. Finally, except for sales growth, the impact of the remaining explanatory variables is greater for the case of services, meaning that these firms are, in general more cautious with their cash policy than manufacturing firms.
These results are robust with both year and industry dummies (Table A1 in Appendix). Furthermore, using different proxies for investment opportunities (Table A2 ) results do not change significantly and we still find that the CCFS of manufacturing firms is lower than that of services. Moreover, when we test interactions of cash-flow with sector dummies, we also find that both manufacturing and services sectors coefficients are positive, significant and larger for services (0.129 and 0.211, respectively).
11 The reported R 2 statistics are within the expected range in these models.
Table 4. Cash-Cash Flow Sensitivity estimation for manufacturing and services sectors
Alternatively, we compute the HOV index as in model (3) and compare the distribution for the different sectors (Table 5) . 12 Firstly, the median and mean are higher for the services sample, even though there is larger variation. Secondly, services firms' HOV index distribution is more skewed to the right, as well as there is an higher percentage of observations above zero-within the CCFS interpretation, firms that save more cash in years of higher cash-flows are financially constrained-of 54.2% against 52.7% in manufacturing. Thirdly, even though a formal Mann-Whitney test indicates that manufacturing and services medians are not statistically different at any level smaller than 12.5%, a Kolmogorov-Smirnov test rejects the equality of distributions. Finally, a quantile-quantile plot of the HOV index values for each sector (Figure 3) indicates that the HOV index distribution for services is more dispersed, skewed and, most importantly, it reveals that for positive values of the index (i.e. firms that are financially constrained), services' HOV index distribution seems to dominate the manufacturing's HOV index distribution. On the whole, the comparison of the HOV index between these two sectors suggests that whenever present financial constraints tend to be higher for services firms. Notes: Distribution of the HOV index, as in equation (3), for the overall manufacturing and services samples. We report the minimum and maximum values (Min and Max, respectively), the mean (Mean), standard deviations (S.d.), skewness (Skew.), kurtosis (Kurt.), the percentage of observations above zero (%Obs.>0), as well as the p-values for the following non-parametric tests: Kolmogorov-Smirnov for equality of distribution (K-S p.), Mann-Whitney adjusted for ties (M-W p.) and the probability that manufacturing HOV values are larger than services values (P(Manuf.>Serv)).
12 We validate the use of the adapted HOV index to the cash management perspective by testing if CCFS estimation yields higher cash-flow estimates for higher HOV index levels. There is a clear increase in CCFS when we move from lower to higher quartiles of the index (Table A3 in Appendix). Overall, there is broad evidence in favour of H1, according to which the financial constraints are different between manufacturing and services sectors. Actually, these constraints tend to be higher for services than manufacturing firms. Table 6 reports the estimation results of the interactions between cash-flow and size and age class dummies. We find that while for the case of age the estimated interaction coefficients are always lower for older firms (columns (2), (4), and (6)), this is not the case for the size-cash flow interactions (columns (1), (3), and (5)). In fact, for services firms, we do not find the expected inverse relationship between size and financial constraints, since the estimated interaction coefficients decrease up to the medium-large size and then increases for larger firms (column (5)), which suggests a non-monotonic U-shaped relationship. (4), where X corresponds to either size/age class dummies. Small, medium-small, medium-large and large firms are those with 20-50, 51-100, 101-250 and 251 or more employees, respectively. Young, mature and old firms are those younger than 10, 11-40 and over 40 years old, respectively. Estimations also include year dummies. Robust standard errors in parentheses. ***, **, and * denote statistical significance at the .01, .05, and .10 levels, respectively. Further test statistics available from the authors on request.We further investigate these relationships by testing the inclusion of size and age interaction (and its quadratic) terms (Table 7) . For the case of the size variable, we find that in both the overall sample and manufacturing sector the estimates confirm the presence of an U-shaped relationship. All remaining interaction terms are not statistically different from zero at conventional levels. These results do question the well-accepted monotonic relationship between size and financial constraints. Alternatively, we look at the relationship between the HOV index and size/age. Firstly, the spearman correlation coefficients yield negative but not statistically significant correlations (these results are available from authors upon request). Secondly, the results from a simple OLS regression of model (5) report an U-shaped relationship between size and constraints for the overall and manufacturing samples (Table 8 , columns (1) and (2), respectively), while the size coefficients do not seem to be statistically significant at conventional levels in the services sector. 13 Oddly none of the age coefficients are statistically significant. However, if we restrict our sample to positive HOV index values (that is, to firms that are financially constrained), we find an U-shaped relationship between financial constraints and size for all subsamples (columns (4) to (6)) and an U-shaped relationship between age and financial constraints for the overall and services subsamples. Finally, by estimating a simultaneous quantile regression, we found that while for lower quantiles there is an inverted U-shaped relationship between financial constraints and size/age, for higher quantiles, this relationship becomes U-shaped. 14 This paper analyses whether the role of financial constraints differ across manufacturing and services sectors. Our results show that financial constraints are more severe for services than for The relationship between size/age and financial constraints are thus very much open to discussion in future research, namely, the use of these variables as proxies for financial constraints. Firstly, it is not clear that, for aggregated samples, there is an inverse relationship between financial constraints and size/age. On the contrary, our results show that this relationship is non-linear. Secondly, depending on the sector being analysed, size or age may work as better proxies.
The relationship between size/age and financial constraints
Our results are also relevant for policy making. In particular, policymakers should take into consideration the impact of sector specificities when designing policies to alleviate firms' financial constraints. Public financial support, that typically positively discriminates smaller, exporting or new firms, should also take into account the fact that financial constraints might be quite distinct across sectors. Notes: Regression of model (2) with forward investment (I i(t+1) ), sales growth (Dy i(t+1) ) and lead investment (I i(t+2) + I i(t+1) ) / I it as alternative proxies for investment opportunities. We report 90% confidence intervals in brackets. ***, **, and * denote statistical significance at the .01, .05, and .10 levels, respectively. Further test statistics available from the authors on request. (2) by quartiles of the HOV index. We should note that using interactions, as in model (4), would result in collinearity problems, by construction of the index. Robust standard errors in parentheses. ***, **, and * denote statistical significance at the .01, .05, and .10 levels, respectively. Further test statistics available from the authors on request. 
