In this paper, we consider the problem of variablelength source coding allowing errors. The exponential moment of the codeword length is analyzed in the non-asymptotic regime and in the asymptotic regime. Our results show that the smooth Rényi entropy characterizes the optimal exponential moment of the codeword length.
I. INTRODUCTION
Renato Renner and Stefan Wolf [1] , [2] introduced a new information measure called the smooth Rényi entropy, which is a generalization of the Rényi entropy [3] . They showed that two special cases of the smooth Rényi entropy have clear operational meaning in the fixed-length source coding problem and the intrinsic randomness problem: (i) the smooth max Rényi entropy H ε 0 characterizes the minimum number of bits needed for with decoding error probability at most ε, and (ii) the smooth min Rényi entropy H ε ∞ characterizes the amount of uniform randomness that can be extracted from a random variable.
As the notations indicate, the smooth max/min Rényi entropies H ε 0 and H ε ∞ are defined as limits of the smooth Rényi entropy H ε α of order α; see Section II for details. Hence it is natural to ask Does the smooth Rényi entropy H ε α of order α have operational meaning?
In this study, we answer this question by demonstrating that the smooth Rényi entropy characterizes the optimal exponential moment of the codeword length of variable-length source code allowing errors. Our contributions in this paper are summarized as follows.
A. Contributions
We consider ε-variable-length source coding problem, that is, a variable-length source coding problem where decoding error is allowed as long as it is smaller than or equal to the given value ε ≥ 0. Usually, in this setting, the average codeword length E[ℓ(X)] is investigated; see, e.g., [4] . In this study, however, we adopt the criterion of minimizing the exponential moment of the codeword length ℓ(X), i.e., E[exp{λℓ(X)}] for a given parameter λ > 0.
Our first contribution is to give non-asymptotic upper and lower bounds on the exponential moment E[exp{λℓ(X)}] of the codeword length of ε-source codes. Our one-shot coding theorems (Theorems 1 and 2) demonstrate that the optimal exponential moment of the codeword length is characterized by the smooth Rényi entropy.
Our second contribution is a general formula (in the sense of Verdú-Han [5] , [6] ) for the asymptotic exponential rate of the exponential moment of the codeword length (Theorem 3). Moreover, to apply our general formula to the mixture of i.i.d. sources, we analyze the asymptotic behavior of the smooth Rényi entropy of the mixture of i.i.d. sources (Theorem 4).
B. Related Work
The smooth Rényi entropy was first introduced by Renner and Wolf [1] , [2] . In our analysis, we use the result of Koga [7] , where the smooth Rényi entropy is investigated by using majorization theory. As mentioned above, the smooth max and min Rényi entropies have clear operational meaning respectively in the fixed-length source coding [1] , [2] , [8] and the intrinsic randomness problem [1] , [2] , [9] . Recently it was shown that the smooth max Rényi entropy has an application also in variable-length lossless source coding [10] , where it is shown that the smooth max Rényi entropy characterizes the threshold of codeword length under the condition that the overflow probability is at most ε. Similarly, the smooth Rényi divergence also finds applications in several coding problems; see, e.g., [11] - [13] .
Meanwhile, conventional Rényi entropy [3] also plays an important role in analyses of variable-length source coding [14] , [15] and fixed-length coding [16] . In particular, Campbell [14] proposed the exponential moment of the codeword length as an alternative to the average codeword length as a criterion for variable-length lossless source coding, and gave upper and lower bounds on the exponential moment in terms of conventional Rényi entropy. Our one-shot coding theorems (Theorems 1 and 2) can be considered as a generalization of Campbell's result to the case where the decoding error is allowed. It should be mentioned here that a general problem for the optimization of the exponential moment of a given cost function was investigated by Merhav [17] , [18] .
Although we consider variable-length codes subject to prefix constraints in this paper, studies on variable-length codes without prefix constraints are also important [19] , [20] . In particular, Courtade and Verdú [20] gave non-asymptotic upper and lower bounds on the distribution of codeword length by bounding the cumulant generating function of the optimum codeword lengths. It should be noted that in [19] and [20] codes are required to be injective so that the decoder can losslessly recover the source output from the codeword. The problem of variable-length source coding allowing errors was investigated under the criterion of the average codeword length by Koga and Yamamoto [4] and Kostina et al. [21] , [22] .
C. Paper Organization
The rest of the paper is organized as follows. At first, we review the definition of the smooth Rényi entropy in Section II. Then, in Section III, non-asymptotic coding theorems for ε-variable-length source coding is given. The general formula for the optimal exponential moment of the codeword length achievable by ε-variable-length source codes is given in Section IV. Section V concludes the paper.
II. SMOOTH RÉNYI ENTROPY
Renner and Wolf [2] defined the smooth Rényi entropy as follows. Fix ε ∈ [0, 1). Given a distribution P on a finite or countably infinite set X , let B ε (P ) be the set of non-negative
For basic properties of H ε α (P ), see [2] and [7] . Remark 1. The definition of H ε α (P ) above is slightly different from the original definition given in [1] . However, in [2] , it is pointed out that this version is more appropriate for generalization to conditional smooth Rényi entropy. Our result in this paper demonstrates that this version is appropriate also for describing the variable-length source coding theorem allowing errors.
Remark 2. The max and min smooth Rényi entropies are defined respectively as
As shown in [1] , H ε α (P ) for α ∈ (0, 1) is, up to an additive constant, equal to H ε 0 (P ). This fact may be one of the reasons that H ε α (P ) has received less attentions. However, as shown in Theorems 1 and 2 below, H ε α (P ) itself plays an important role in the evaluation of the exponential moment of the length function. 1 Throughout this paper, log denotes the natural logarithm.
III. ONE-SHOT CODING THEOREM
Let X be a finite or countably infinite set and X be a random variable on X with the distribution P . Without loss of generality, we assume P (X) > 0 for all x ∈ X .
A variable-length source code Φ = (φ, ψ, C) is determined a triplet of a set C ⊂ {0, 1} * of finite-length binary strings, an encoder mapping φ : X → C, and a decoder mapping ψ : C → X . Without loss of generality, we assume that C = {φ(x) : x ∈ X }. Further, we assume that C satisfies the prefix condition. The error probability of the code Φ is defined as
The length of the codeword φ(x) of x (in bits) is denoted by ∥φ(x)∥. Let ℓ be the length function (in nats):
In this study, we focus on the exponential moment of the length function. For a given λ > 0, let us consider the problem of minimizing
subject to P e (Φ) ≤ ε, where E P denotes the expectation with respect to the distribution P .
Remark 3. In Theorems 1 and 2 below, we allow the encoder mapping φ to be stochastic. Let W φ (c|x) be the probability that x ∈ X is encoded in c ∈ C. Then, P e (Φ) and E P [exp{λℓ(X)}] are precisely written as
and
where ∥c∥ is the length (in bits) of c ∈ C. Note that, without loss of optimality we can assume that the decoder mapping ψ is deterministic. Indeed, for a given W φ , we can choose ψ so that
The following theorems demonstrate that the exponential moment E P [exp{λℓ(X)}] is characterized by the smooth Rényi entropy H ε 1/(1+λ) (P ). Theorem 1. For any λ > 0 and ε ∈ [0, 1), there exists a code Φ (with a stochastic encoder) such that P e (Φ) ≤ ε and
Theorem 2. Fix λ > 0 and ε ∈ [0, 1). Then, for any code Φ such that P e (Φ) ≤ ε, we have
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In Theorem 1, we allow the encoder mapping φ to be stochastic. However, it is not hard to modify the theorem for the case where only deterministic encoder mappings are allowed. To see this, let X = {1, 2, 3, . . . } and assume that P (1) ≥ P (2) ≥ · · · . Then, let k * = k * (ε) be the minimum integer such that
Since 0 < 1/(1 + λ) < 1 for all λ > 0, we can use (A) of Theorem 1 of [7] and obtain
) .
Based on this fact, we can modify the proof of Theorem 1 and obtain the following result (See [23] for details).
Proposition 1. For any λ > 0 and ε ∈ [0, 1), there exists a code Φ with a deterministic encoder mapping φ such that P e (Φ) ≤ ε + γ ε and
IV. GENERAL FORMULA
In this section, we consider coding problem for general sources. 2 A general source
is defined as a sequence of random variables X n on the nth Cartesian product X n of X [6] . The distribution of X n is denoted by P X n , which is not required to satisfy the consistency condition. We consider a sequence of coding problems indexed by the blocklength n. A code of block length n is denoted by Φ n = (φ n , ψ n , C n ). The length function of Φ n is denoted by ℓ n , i.e., ℓ n (x n ) ≜ ∥φ n (x n )∥ log 2 for all x n ∈ X n . We are interested in the asymptotic behavior of (1/n) log E P X n [exp{λℓ n (X n )}].
A value E is said to be ε-achievable if there exists a sequence {Φ n } ∞ n=1 of codes satisfying lim sup
and lim sup
2 Due to the page constraints, we will omit proofs of the results in this section. Proofs are available in [23] .
The infimum of ε-achievable values is denoted by E ε λ (X). To characterize E ε λ (X), we introduce the following notation.
It is worth to note that H ε α (X) is non-negative for all α ∈ (0, 1) and ε ∈ [0, 1). Indeed, we can prove the stronger fact that lim inf
Now, we state our general formula.
Theorem 3. For any λ > 0 and ε ∈ [0, 1),
In the following, we consider a mixture of i.i.d. sources. Let us consider m distributions P Xi (i = 1, 2, . . . , m) on X . A general source X is said to be a mixture of P X1 , P X2 , . . . , P Xm if there exists (α 1 , α 2 . . . , α m ) satisfying 1, . . . , m) , and for all n = 1, 2, . . . and all x n = (x 1 ,
For the later use, let 1, 2, . . . , m) and A m+1 ≜ 1. Further, to simplify the analysis, we assume that
where H(X i ) is the entropy determined by P Xi :
Then, H ε α (X) of the mixture X is characterized as in the following theorem.
Theorem 4. Let X be a mixture of i.i.d. sources satisfying (24) . Fix α ∈ (0, 1), i, and ε ∈ [A i , A i+1 ). Then, we have 
for all i = 1, 2, . . . , m and any γ > 0. Hence, it is straightforward to extend the theorem so that it can be applied for the mixture of stationary and ergodic sources. Moreover, since we use only the AEP, it can be seen that the assumption (24) is also not crucial. Assume that there exists some components j 1 ̸ = j 2 such as H(X j1 ) = H(X j2 ). Then, let us consider the modified mixture such that "j 2 th component is substituted by j 1 th component": i.e.,
where α ′ i = α i for i ̸ = j 1 and α ′ j1 = α j1 + α j2 . Then H ε α (X) the modified mixture is identical with the original one.
Combining Theorems 3 and 4, we have the coding theorem for the mixture of i.i.d. sources. Corollary 1. Let X be a mixture of i.i.d. sources satisfying (24) . Then, for any λ > 0 and ε ∈ [0, 1),
V. CONCLUDING REMARKS
In this paper, we investigated the the exponential moment of the codeword length of variable-length source coding allowing decoding errors. Roughly speaking, our results demonstrate that the logarithm log E P [exp{λℓ(X)}] of the optimal exponential moment E P [exp{λℓ(X)}] is characterized by the smooth Rényi entropy H ε 1/(1+λ) . On the other hand, since λ > 0 and thus 0 < 1/(1+λ) < 1, only the smooth Rényi entropy H ε α of the order α ∈ (0, 1) appears in our coding theorems. It remains as a future work to investigate the operational meaning of the smooth Rényi entropy H ε α of the order α > 1.
APPENDIX A PROOF OF THEOREM 1
Fix δ > 0 arbitrarily and choose Q ∈ B ε (P ) so that
Let A ≜ {x ∈ X : Q(x) > 0} and
Since
and, (iii)φ andψ :
Now, we construct a stochastic encoder as follows:
where • denotes the concatenation. That is, x is encoded to "0" followingφ(x) with probability γ(x), and "1" with probability 1 − γ(x). We can construct the corresponding decoder ψ so that x = ψ(φ(x)) for all x ∈ X . The length function ℓ(x) = ∥φ(x)∥ log 2 satisfies that, if x is encoded to "0" followinĝ φ(x),
and otherwise ℓ(x) = log 2. Hence, we have
where the inequality (a) follows from (34) and (b) follows from (30). Since we can choose δ > 0 arbitrarily small, we have (11) .
APPENDIX B PROOF OF THEOREM 2
Fix a code Φ = (φ, ψ, C) such that P e (Φ) ≤ ε. Recall that we allow φ to be stochastic. Let W φ (c|x) be the probability such that x ∈ X is mapped to c ∈ C. Let
Note that, since P e (Φ) ≤ ε, we have ∑
Further, we have 
Let Q(x) = P (x)γ(x). Then, from (43), we have Q ∈ B ε (P ). Let A = {x : Q(x) > 0}. Then, (50) can be written as
On the other hand, from the definition of the set Γ(x), we can see that Γ(x) ∩ Γ(x ′ ) = ∅ for all x, x ′ ∈ A such that x ̸ = x ′ , and thus we have ∑ x∈A exp{−l(x)} ≤ 1.
Now, let us consider the problem of minimizing ∑ x∈A Q(x) exp { λl(x) } subject to (52). As shown in Example 1 in Section 3 of [18] , the minimum is achieved bȳ
In other words, (51) can be rewritten as
where the last inequality follows from the fact Q ∈ B ε (P ). By the definition of the smooth Rényi entropy, we have (12) .
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