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1.2. Definición del problema 
 
En Colombia el plátano es el segundo cultivo con mayor cantidad de hectáreas 
sembradas y el departamento de Risaralda no es la excepción [1]. A lo largo de los 
años se ha mantenido como sustento tradicional de la economía campesina, que es 
comprendida principalmente por pequeños agricultores [2]. El plátano además es 
uno de los principales componentes de la dieta alimenticia en Colombia [3]. En los 
últimos años la cantidad de área sembrada aumentó significativamente, sin 
embargo, no se generaron mejoras en el rendimiento o la calidad del producto, esto 
se genera principalmente por dos factores [4]. 
El primero es la gran brecha entre los campesinos y las herramientas tecnológicas 
[5],  a pesar del crecimiento exponencial de la tecnología en la última década, no se 
ha logrado adaptar completamente al sector agrícola. Esto se debe a los altos costos 
que poseen los sistemas de adquisición y procesamiento de datos idóneos para 
soportar las condiciones de un cultivo y que un pequeño agricultor de escasos 
recursos no puede pagar [6] además de los costos de capacitación y mantenimiento 
que requieren este tipo de sistemas.  
Actualmente, los procesos de globalización han incrementado el uso de 
computadores y smartphone por parte de los campesinos. Por esta razón se han 
desarrollado aplicativos que guían el proceso de muestreo de Sigatoka a partir de 
métodos estandarizados como el muestreo de Stover [7]. Sin embargo, también es 
necesario conocer el estadio de la enfermedad y generar un diagnóstico a partir del 
mismo. 
Desafortunadamente dadas las limitaciones tecnológicas los agricultores se limitan 
a generar criterios subjetivos que poseen un alto error[8]. 
El segundo factor que dificulta la producción agrícola es la alta variedad de 
enfermedades que afectan el cultivo y que se propagan fácilmente debido a las 
condiciones climáticas propias de una región tropical como Colombia. La 
enfermedad que más afecta el plátano es la Sigatoka Negra [9], que puede causar 
pérdidas de hasta el 100% de la producción de no realizarse un control adecuado. Se 
han desarrollado estudios patológicos que caracterizan la enfermedad de acuerdo a 
cambios de color y textura que produce en la hoja. A partir de estos se generan 
métricas que determinan el estadio de la enfermedad en una planta [10]. Otros 
estudios asocian el crecimiento de la enfermedad a factores climáticos [11], es por 
esto que algunas metodologías abordan el problema de la detección de la 
enfermedad usando sensores que miden variables agroclimáticas, donde se aplican 
modelos de regresión lineal [12], arboles de regresión aditiva y regresión por 
máquinas de soporte vectorial [13] [14]. Sin embargo, estas mediciones solo 
permiten determinar la probabilidad de ocurrencia de un evento a futuro.  
Otra perspectiva que aborda la detección de la enfermedad es el aprovechamiento 
de los cambios de color y textura a través de técnicas procesamiento de imágenes y 
de visión por computador. Sin embargo, utilizar imágenes digítales conlleva a 
problemas de cambios de iluminación y ruido que se generan al capturar muestras 
en condiciones no controladas. Por esto en la literatura se plantea tomar las 
muestras en invernaderos [12] o través de escáneres de laboratorio [15]. Extraer el 
objeto de estudio de su ambiente natural genera modelos teóricos con altas 
eficiencias sin embargo, se omite todo el ruido producto de tomar las muestras en 
campo. Por otro lado, los métodos que si plantean la toma en campo solo generan 
modelos binarios que determinan si una hoja se encuentra sana o enferma, 
omitiendo el estadio de la enfermedad y en la mayoría de casos no permite una 
detección temprana que evite generar pérdidas en el cultivo. Algunos enfoques 
utilizan únicamente técnicas de procesamiento de imágenes para realizar el cálculo 
del promedio ponderado de infección o el porcentaje de área afectada, esto se logra 
segmentado la enfermedad del resto de la imagen y contando la cantidad de pixeles 
enfermos para determinar un porcentaje de área afectada. Aunque estos métodos 
logran resultados interesantes, no se contempla un proceso de calibración de 
cámara, necesario para obtener distancias y tamaños [16]. 
Se han desarrollado metodologías más robustas que utilizan visión por computador 
y que típicamente plantean etapas de segmentación, extracción de características y 
clasificación a partir de técnicas de aprendizaje de máquina [17]. El principal objetivo 
en las etapas de segmentación es resaltar rasgos de la enfermedad, buscando 
aumentar la separabilidad entre los datos. Para esto se plantea el uso de filtros que 
suavizan la imagen [18], facilitando la segmentación a partir de umbrales [19] o 
análisis de distribución de densidad [20]. 
Después de procesada la imagen se realizan etapas de extracción de características 
de color a partir de momentos estadísticos de sistemas de representación como TSL, 
HSV LAB, también es común el uso de características de textura como contraste, 
correlación, homogeneidad y transformadas como la FFT o DWT [21] sin embargo es 
necesario probar estos descriptores para los diferentes espacios representación 
mencionados. 
Debido a la alta dimensionalidad que generan algunos descriptores, se utilizan 
técnicas de análisis de características como PCA o Relieff que permiten disminuir el 
tamaño de las matrices de características sin afectar la eficiencia de los clasificadores 
[15] [22]. 
Las metodologías para detección de Sigatoka que plantean el uso de técnicas de 
aprendizaje de máquina implementan modelos de clasificación como redes 
neuronales, K vecinos, máquinas de soporte vectorial, arboles de decisión [23] [24] 
[25]. Estos clasificadores reportan altos porcentajes de eficiencia, sin embargo, solo 
se clasifican imágenes sanas o enfermas. Otros estudios que si plantean determinar 
el estadio solo evalúan la enfermedad en las etapas más avanzadas, debido a la 
dificultad de encontrar un modelo de separabilidad en las primeras etapas de 
infección. Aunque clasificar la enfermedad solo en estado avanzado no le permite al 
agricultor generar un control efectivo de la enfermedad. 
También existen metodologías para la detección de Sigatoka Negra que plantean el 
uso de técnicas de aprendizaje profundo como redes neuronales convolucionales, 
estos modelos no requieren un análisis de características ya que las capas de 
convolución cumplen con esta función, demostrando ser en muchos casos 
superiores a las técnicas de aprendizaje de máquina tradicionales, sin embargo, los 
modelos planteados se limitan a clasificar imágenes sanas de enfermas [26].  
Por lo mencionado anteriormente se requiere desarrollar una metodología para la 
detección automática de Sigatoka Negra en cultivos comerciales de plátano, donde 
se prueben modelos de clasificación a partir de muestras tomadas en condiciones 
reales y que permitan determinar el nivel de severidad de una hoja a partir de una 
escala estandarizada. Además, es necesario desarrollar sistemas que requieran un 
costo computacional bajo y que permitan a futuro una implementación en un 






La agricultura es uno de los sectores más influyentes en la economía del país, sin 
embargo, esta actividad se lleva a cabo por agricultores con pequeñas parcelas que 
manejan procesos altamente empíricos, pues no poseen la infraestructura 
tecnológica necesaria para generar altos niveles de producción bajo un estándar de 
alta calidad. Esto conlleva a una desventaja frente a las grandes empresas agrícolas 
internacionales, que traen a Colombia alimento a bajo costo ayudadas por los 
tratados de libre comercio, debido a esto, es necesario desarrollar sistemas 
accesibles para los pequeños agricultores que permitan generar competitividad y 
que estandaricen metodologías que ayudadas por buenas prácticas agrícolas 
potencien al pequeño campesino y generen competitividad [27] [20]. 
Recientes investigaciones han permitido que la tecnología impacte de manera 
positiva en los procesos agronómicos. A partir de variables climáticas es posible 
determinar la probabilidad de aparición de un evento, relacionando medidas de 
variables como la temperatura y la humedad relativa con la aparición de Sigatoka 
negra en cultivos de plátano [8]. Desarrollos en agricultura de precisión usando 
procesamiento digital de imágenes han logrado segmentar diferentes tipos de 
enfermedades. Se han propuesto técnicas de segmentación utilizando 
características de color y textura que podrían aumentar la separabilidad entre clases 
[19]. Algunos descriptores como las transformadas de Fourier y Wavelet han logrado 
extraer características relevantes cuando el objeto de estudio presenta cambios de 
textura [23]. Y a través de estos se entrenan técnicas de aprendizaje de máquina que 
logran resultados satisfactorios y que podrían ser aplicados en la detección de 
Sigatoka Negra en cultivos de plátano. Una metodología para la detección de 
Sigatoka negra en cultivos de plátano utilizando sistemas de adquisición de datos de 
bajo costo permitiría a los pequeños agricultores acceder a herramientas 
tecnológicas que eliminen al máximo el criterio subjetivo producido por el análisis 
visual realizado por el campesino, mejorando la calidad en la producción de sus 




1.4.1. Objetivo general 
 
Desarrollar una metodología para la detección de sigatoka negra en cultivos de 
plátano usando imágenes digítales. 
1.4.2. Objetivo específico 
 
1. Crear una base de datos anotada con imágenes digítales etiquetadas con los 
niveles de severidad de la enfermedad a partir de una escala estandarizada. 
2. Determinar un método de aprendizaje de máquina que permita clasificar la 
enfermedad. 
3. Realizar una validación estadística de la metodología propuesta. 
 
2. MARCO REFERENCIAL 
 
2.1. ESTADO DEL ARTE 
 
El procesamiento digital de señales ha permitido desarrollar sistemas que abordan 
problemas en diferentes áreas del conocimiento, la agricultura es uno de los campos 
más susceptible a nuevos avances tecnológicos ya que los procesos llevados a cabo 
en su mayoría aún son empíricos, a pesar de esto se han generado metodologías que 
permiten identificar el estado de una planta de acuerdo a una enfermedad en 
particular. A continuación, se presentarán los desarrollos más significativos en la 
detección y clasificación de enfermedades en cultivos. 
Se han desarrollado aplicativos donde se explica a detalle el proceso de muestreo en 
cultivos de plátano utilizando el método de Stover, donde se plantean sistemas de 
adquisición y análisis de información para el diagnóstico de sigatoka. Sin embargo, 
la detección de la enfermedad se realiza a criterio del agricultor, lo que conlleva a 
una medida subjetiva que podría ser errónea debido a una mala percepción [7]. 
Otros aplicativos permiten el cálculo de un coeficiente para representar la velocidad 
a la que se desarrolla la enfermedad [28]. 
Enfoques más avanzados para la detección de enfermedades en plantas no solo 
presentan una guía, sino también utilizan información muestreada por diferentes 
sensores agroclimáticos, permitiendo desarrollar sistemas de predicción de 
enfermedades en cultivos [15]. A priori, las técnicas de vigilancia y pronóstico de 
Sigatoka, correlacionan el promedio ponderado de infección, la posición de la hoja 
más joven manchada y la emisión foliar, con mediciones de temperatura, nubosidad, 
insolación, y radiación utilizando regresión lineal múltiple por mínimos cuadrados 
[29], aunque generar un modelo lineal no es totalmente conveniente ya que las 
variables que afectan los cultivos generalmente presentan comportamientos no 
lineales. Debido a esto, sistemas más robustos utilizan métodos de regresión con 
modelos como redes neuronales o máquinas de soporte vectorial usando 
características obtenidas de las mediciones anteriormente mencionadas. 
Otros avances, han generado redes de sensores inalámbricos usando módulos Xbee 
que permiten medir las variables descritas [25]. Los cuales a través de técnicas como 
lógica difusa en conjunto con fusión de datos permiten además de pronosticar 
enfermedades en cultivos, calcular probabilidad de eventos como incendios 
forestales o sequía agrícola en región es áridas, estos aplicativos están planteados 
para sistemas operativos  Android [30] [31] [32]. Las metodologías que utilizan 
sensores que miden variables agroclimáticas poseen ventajas sobre las técnicas que 
extraen información a partir de mediciones de potasio, nitrógeno u otros elementos 
químicos [33] ya que al ser técnicas no invasivas, el objeto de estudio no es alterado 
y no necesitan un análisis de laboratorio. Sin embargo si se parte desde un análisis 
epistemológico fundamentado hacia el desarrollo sostenible se hace necesario el uso 
de sensores que permitan obtener más información como las cámaras digitales, 
ligado al procesamiento de imágenes digítales o visión por computador [34]. 
En este orden de ideas, se han generado métodos para establecer el promedio 
ponderado de infección utilizando análisis del espacio de color RGB por medio de 
histogramas [16]. Otras aplicaciones utilizan momentos estadísticos para calcular el 
ancho y largo de la hoja de plátano, a partir de modelos de regresión lineal por 
mínimos cuadrados que determinan el área foliar afectada por Sigatoka Negra, sin 
embargo, las muestras se toman bajo condiciones controladas en un invernadero 
[18]. Por tanto, estas técnicas solo requieren el uso de un espacio de color como 
base para la extracción de características pues no prevén los cambios de iluminación 
que se generan al capturar una imagen en una escena real. A pesar de esto el uso de 
segmentación por color es ampliamente utilizado, algunos enfoques plantean 
convertir las imágenes capturadas a espacios de color como I3aI3bH, HSV, TSL y LAB 
[20]. 
Los sistemas más robustos no solo realizan segmentación, sino que implementan 
técnicas de aprendizaje de máquina utilizando modelos provenientes de máquinas 
de soporte vectorial y ANFIs que se entrenan a partir de características de momentos 
estadísticos de color, textura y forma, para determinar si una hoja se encuentra o no 
infectada por sigatoka negra [19]. 
Utilizando características similares se plantea la detección mediante arboles 
genéticos [13]. Otro enfoque común para la clasificación de enfermedades en 
plantas es la extracción de características del canal HSV unidos a información de 
texturas y magnitud del gradiente para entrenar modelos como redes neuronales 
artificiales, máquinas de soporte vectorial, K vecinos más cercanos y arboles 
extremadamente aleatorios [24] [35] [36]. También se ha planteado la extracción de 
características a partir de métodos como la transformada Wavelet discreta que son 
de gran utilidad, ya que ésta detecta los altos cambios de frecuencia generados por 
las manchas características de la Sigatoka en las hojas. Las características como HOG 
también han demostrado ser eficientes para el entrenamiento de modelos como 
Arboles de decisión [25]. 
Los modelos descriptos anteriormente poseen eficiencias mayores a 90% en la 
clasificación de hojas sanas y enfermas, sin embargo, no tienen en cuenta que la 
enfermedad se puede encontrar en diferentes estadios en los que se presentan 
diferentes síntomas visuales y donde el manejo por parte del agricultor debe ser 
diferente [23]. 
Existen además metodologías que plantean el aprovechamiento de técnicas de 
aprendizaje profundo con redes neuronales convolucionales a partir de topologías 
como LeNet. El uso de estas técnicas simplifica algunos procesos, ya que no se 
necesita el uso de descriptores, pues las capas de convolución extraen patrones 
relevantes de la enfermedad, sin embargo, la salida de la red planteada sigue siendo 
binaria, generando etiquetas de sano y enfermo, que omiten todos los posibles 




2.2. MARCO CONCEPTUAL 
 
2.2.1 Base de datos 
 
Una base de datos es un conjunto de datos ordenados y etiquetados de acuerdo a 
un contexto, de tal forma que pueda ser accedido por un programa. En el área del 
aprendizaje de máquina se utilizan para entrenar modelos de clasificación [37]. 
2.2.2 Procesamiento de imágenes 
 
Conjunto de técnicas que se aplican a imágenes digitales con el objetivo de mejorar 
la información encontrada en estas, entre las principales técnicas se encuentran el 
suavizado, filtrado, realce de bordes y segmentación de objetos de interés [38]. 
2.2.3 Extracción de características 
 
Consiste en la búsqueda de atributos o cualidades que facilitan la identificación de 
una entidad en particular como fenómenos físicos, comportamientos, movimientos, 
entre otros. En el caso específico de las ciencias de computación e ingeniería, la 
extracción de características, se realiza aplicando descriptores matemáticos. Los 
descriptores matemáticos dependen específicamente de la naturaleza de los datos 
a analizar [21]. 
 
2.2.4 Técnicas de reducción de dimensionalidad 
 
Consiste en un cumulo de técnicas que buscan reducir la dimensionalidad de un 
conjunto de variables aleatorias a partir de una representación donde la información 
se conserve. Entre las más comunes se encuentran técnicas como PCA o Relieff, sin 





Es un proceso de estimación que tiene como objetivo encontrar un modelo 
matemático que permita separar o identificar una entidad en particular utilizando 
un conjunto de ejemplos o información suministrada. El proceso de clasificación se 
puede realizar utilizando clasificación supervisada, clasificación no supervisada, 
aprendizaje por esfuerzo, transducción o aprendizaje multi-tarea. Algunos de los 
clasificadores más comunes en este tipo de tareas son: los vecinos más cercanos 
(KNN), las máquinas de vectores de soporte (SVM), los arboles de decisión, las redes 
neuronales artificiales (RNA), clasificador Bayesiano, árboles de decisión, entre otros 
[40]. 
 
2.2.6 Redes convolucionales 
 
Las redes convolucionales son redes para el procesamiento de datos como series de 
tiempo e imágenes digitales, su nombre viene debido a que aplican operaciones de 
convolución que funcionan como extractores de características [41]. 
 
2.3. MARCO TEÓRICO 
 
2.3.1 Transformada Rápida de Fourier 
 
Algoritmo que realiza el cálculo de la transformada discreta de Fourier, que consiste 
en la transformación de señales entre el dominio del tiempo y el dominio de la 
frecuencia. Es de gran uso en el procesamiento de imágenes y visión por computador 










                                                     (1) 
Donde 𝑊𝑛 = 𝑒
(−2𝜋𝑖)/𝑛 y 𝑊𝑚 = 𝑒
(−2𝜋𝑖)/𝑚 
 
2.3.2 Transformada Wavelet Discreta (DWT) 
 
Esta técnica nace como una alternativa para superar los problemas de resolución de 
la transformada de Fourier de tiempo corto (STFT), haciendo posible una buena 
representación de una señal tanto en tiempo como en frecuencia de forma 
simultánea. Básicamente, la idea de la transformada Wavelet es filtrar una señal en 
el dominio del tiempo mediante filtros paso bajo y paso alto para eliminar ciertas 
componentes de alta o baja frecuencia de la señal, el procedimiento se repite para 
las señales resultantes del proceso de filtrado y a esta operación se le denomina 
descomposición [40]. 
Dada la función discreta 𝑓[𝑛], la cual se define como la señal a analizar, su 
transformada Wavelet 𝑐[𝑖,𝑘] = 𝑓[𝑛]𝜑𝑖,𝑗[𝑛], se define como:  




Representación de una variable en forma de bins, que genera una forma rápida para 
conocer la distribución en frecuencia de los valores representados. Los histogramas 
son comúnmente usados en visión por computador, ya que permiten determinar 
características de un objeto de interés [40]. 
 
2.3.5 Operación de Convolución 
 
En aplicaciones de aprendizaje de máquina la entrada usualmente es un arreglo 
multidimensional de datos, la operación de convolución es usada como un kernel 
que se puede expresar como una sumatoria sobre un número finito de elementos, 
si la entrada es una imagen se puede expresar como: [41] 
𝑆(𝑖,𝑗) = (𝐼 ∗ 𝐾)(𝑖, 𝑗) = ∑ ∑ 𝐼(𝑚,𝑛)𝐾(𝑖−𝑚,𝑗−𝑛)𝑛𝑚                                          (3) 
 
2.3.6 Espacios de Color 
 
Un espacio de color es un modelo matemático en la que los colores pueden 
representarse como combinaciones, que comúnmente se presentan a partir de tres 
o cuatro componentes, Entre los más comunes se encuentran los espacios RGB, TSL, 
LAB,HSV, HSI. Cada espacio de color genera una representación que puede ser usada 
como descriptor y que a menudo simplifica la identificación y extracción de objetos 
de una escena [38]. 
 
 
2.3.7 Espacio de color TSL 
 
Espacio de color que se define como tinte, saturación y luminosidad, este se 
desarrolló principalmente para la detección de rostros para la conversión de RGB a 
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2                                                                       (5) 
𝐿 = 0.299𝑅 + 0.587𝐺 + 0.114𝐵                                                 (6) 
Donde 𝑟′ = (𝑟 −
1
3
) , 𝑔′ = (𝑔 −
1
3
) , 𝑟 =
𝑅
𝑅+𝐺+𝐵




     
 
2.3.8 Espacio de color HSV 
 
Espacio de color que se define como matiz, saturación y brillo, donde la matriz se 
representa como un grado de ángulo cuyos valores posibles van de 0 a 360 grados. 
La saturación representa la distancia al eje de brillo negro-blanco, cuanto menor sea 
la saturación de un color mayor tonalidad grisácea habrá y más decolorado estará. Y 
el brillo representa la altura en un eje blanco-negro [44]. 
 




















) + 4, 𝑖𝑓 𝑀 = 𝐵
                                            (7) 
𝑆 = {




                                                                                (8) 
𝑉 = 𝑀                                                                             (9) 
Donde 
𝑀 = max(𝑅, 𝐺, 𝐵) ,𝑚 = min(𝑅, 𝐺, 𝐵) , 𝐶 = 𝑀 −𝑚 
  
 
2.3.9 Espacio de color LAB 
 
LAB es un espacio de color tridimensional representado por luminosidad de negro a 
blanco, rojo a verde y gradiente del azul, se usa para describir todos los colores que 
pueden percibir el ojo humano. Para la conversión de RGB a LAB se plantean las 
siguientes ecuaciones. 
𝐿 = 0.2126𝑅 + 0.7152𝐺 + 0.0722                                                        (10) 
𝐴 = 1.4749(0.2213𝑅 − 0.3390𝐺 + 0.1177𝐵) + 128                                 (11) 
𝐵 = 0.6245(0.1949𝑅 + 0.6057𝐺 − 0.8006𝐵) + 128                               (12) 
 
2.3.10 Escala de Fouré 
 
La escala de Fouré, es una división estandarizada de la enfermedad Sigatoka Negra, 
que determina 
seis estadios a partir de los síntomas visuales de la hoja de plátano [9]. A 
continuación, se presentan los estados y se ilustra la escala en la figura 1. 
 
 Estado 1: Pequeñas lesiones o puntos de color blanco-amarillento a marrón, 
de 1mm de longitud, denominadas pizcas, apenas visibles en el envés de la 
hoja. 
 Estado 2: Rayas o estrías cloróticas de 3-4mm de longitud por 1mm de ancho, 
de color marrón. 
 Estado 3: Las rayas o estrías se alargan y amplían dando la impresión de haber 
sido pintadas con pincel, sin bordes definidos y de color café, que pueden 
alcanzar hasta 2cm de longitud. 
 Estado 4: Manchas ovaladas de color café en el envés y negro en el haz 
 Estado 5: Manchas negras rodeadas de un anillo negro y acces un halo 
amarillento oy centro seco semihundido. 
 Estado 6: Manchas con centro seco y hundido, de coloración marrón clara, 
rodeadas de tejido clorótico 
 
 
Figura 1. Escala de Fouré. 
 
2.3.11 Máquinas de vectores de soporte (SVM) 
 
Las máquinas de soporte vectorial son una metodología de clasificación asistida 
basada en la teoría de Vapnik. Este método tiene como objetivo la estimación de un 
modelo de aprendizaje que permita la clasificación de un evento binario, su 
formulación matemática depende de la naturaleza de los datos; es decir que existen 
diferentes formulaciones dependiendo de la linealidad o de la distribución de sus 
datos. En su forma más sencilla una SVM tiene como objetivo encontrar el 
hiperplano que separe y maximice el margen entre las clases en este espacio [45]. 
La SVM se considera un clasificador binario, el cual calcula una etiqueta 𝑦 ∈ {−1,1} 
utilizando el siguiente modelo: 
𝑦 =  𝑤𝑇∅(𝑥) + 𝑏                                                              (13) 
Donde, ∅(𝑥) = 𝑅 → 𝐻 es una transformación del conjunto de entrada a un conjunto 
con igual o mayor dimensión, lo que se supone que facilita la separación de las clases. 
El vector 𝑤 define el hiperplano de separación en espacio ∅(𝑥). 𝑏 representa el bias 
o sesgo con respecto al origen de coordenadas. La SVM aborda el problema de 
clasificación relajando el concepto de margen, para lo que se introduce variables de 
sesgo 𝑖 ≥ 0 , donde la función de costo se define como:  
𝑐(𝑦,𝑓(𝑥,𝑤)) = {
0 𝑠𝑖 𝑦 = 𝑠𝑖𝑛𝑔(𝑤𝑇∅(𝑥) + 𝑏)
1 𝑠𝑖 𝑦 ≠ 𝑠𝑖𝑛𝑔(𝑤𝑇∅(𝑥) + 𝑏)
}                             (14) 
Donde existe el riesgo empírico 𝑅𝑒𝑚𝑝 = ∑ 𝑖
𝜎𝑛
𝑖=1 , Siendo generalmente 𝜎 = 1 en 
problema de clasificación. Por lo tanto, el problema de estimación del hiperplano de 





||𝑤||2 + 𝐶∑ 𝑖
𝑛
𝑖=1
                                                        (15) 
Sujeto a 𝑦𝑖(𝑤
𝑇∅(𝑥𝑖) + 𝑏) ≥ 1 − 𝑖     ∀𝑖= 1… , 𝑛                                 (16) 
 
Donde, 𝑥𝑖  es una muestra del conjunto de entrenamiento con su respectiva etiqueta 
y 𝐶 se define como una constante de regularización. Buscando el hiperplano óptimo 
en (6), se requiere resolver un problema QP, que puede ser resuelto construyendo 
un Lagrangiano y transformándolo en el dual. Por lo que el problema de optimización 











                             (17) 
Sujeto a ∑ α𝑖𝑦𝑖𝑗=1 = 0                                                                  (18) 




Mediante observación directa se puede determinar de manera cualitativa la relación 
entre variables aleatorias, si X y Y son las dos variables aleatorias en consideración, 
si Y tiende a aumentar a medida que X aumenta, se dice que la correlación es positiva 
o directa, Si Y tiende a disminuir a medida que X aumenta, se dice que es una 
correlación negativa o inversa, si no parece haber relación entre las variables, se dice 
que no hay relación entre ellas, es decir, están descorrelacionadas [46]. 
La correlación más comúnmente usada es la correlación de Pearson, para una 









𝑗=1  la correlación está definida en la ecuación 20 como 
sigue. 
𝑟ℎ𝑜(𝑎, 𝑏) =  
∑ (𝑋𝑎,𝑖 − ?̅?𝑎)(𝑌𝑏,𝑖 − ?̅?𝑏)
𝑛
𝑖=1
{∑ (𝑋𝑎,𝑖 − ?̅?𝑎)
2𝑛




                                         (20) 
 
2.3.13 Arboles de Decisión 
 
Los arboles de decisión son algoritmos versátiles de aprendizaje automático que realizan 
tareas de clasificación y regresión, estos permiten ajustar conjuntos de datos 
complejos, también son componentes fundamentales de los arboles aleatorios que 
se encuentran entre los algoritmos más potentes disponibles en la actualidad. Dato 
un conjunto de datos se fabrican diagramas de construcciones lógicas, muy similares 
a los sistemas de predicción basados en reglas, que sirven para representar y 
categorizar una serie de condiciones que ocurren de forma sucesiva, para la 
resolución de un problema. Los arboles están formados por nodos que toman una 
decisión ante varias opciones posibles [47]. 
 
2.3.14 Métodos de clasificación Ensamblados 
 
Los métodos de clasificación ensamblados son un conjunto de algoritmos de 
aprendizaje de máquina que realizan una ponderación de etiquetas a partir de un 
conjunto finito de clasificadores simples generando una hipótesis, sin embargo esta 
no necesariamente está contenida dentro del espacio de etiquetas de los modelos a 
partir de los cuales se construye, por tanto se puede demostrar que los conjuntos 
tienen más flexibilidad en las funciones que pueden presentar, esta flexibilidad en la 
práctica tiende a reducir los problemas relacionados con el sobreajuste de datos de 
entrenamiento. 
Los conjuntos tienden a producir mejores resultados cuando existe una diversidad 




KNN es un método de clasificación no paramétrico usado para clasificación y 
regresión, la entrada consiste en K ejemplos de entrenamiento más cercanos en el 
espacio de características, en clasificación la salida es una membresía de la clase, un 
objeto se clasifica por una pluralidad de votos de sus vecinos y el objeto se asigna a 
la clase más común entre sus K vecinos más cercanos, los vecinos se toman de un 





3.1 METODOLOGÍA DE CLASIFICACIÓN USANDO APRENDIZAJE DE MÁQUINA 
CLÁSICO 
 
En esta sección se describe a detalle el trabajo realizado, inicialmente se presenta la 
metodología de trabajo propuesta, cuyo objetivo es entrenar un método de 
aprendizaje de máquina tradicional que clasifique la enfermedad sigatoka negra en 
4 niveles de severidad usando imágenes digitales. En la figura 2 se observa el 
diagrama metodológico que se explicará a detalle. Después se presenta una 
metodología de clasificación utilizando técnicas de aprendizaje profundo (ver figura 
9) con la cual se realizará una comparación. 
 
Figura 2. Diagrama metodología propuesta con aprendizaje de máquina clásico. 
 
3.1.1 Base de datos 
 
En la literatura existen bases de datos con imágenes de la enfermedad Sigatoka 
Negra, infortunadamente, no fueron construidas bajo un protocolo de captura y 
muestreo adecuado que permitan clasificar las hojas en diferentes niveles de 
severidad, por otro lado, estás poseen un número reducido de muestras obviando 
relevancia estadística necesaria para entrenar modelos de aprendizaje de máquina 
o los autores no facilitan el acceso a estas bases de datos [8] [29]. Lo que imposibilita 
aplicar una metodología estructurada como la propuesta en este artículo con el fin 
de replicar y comparar métodos similares. Debido a lo anterior se construye una base 
de datos anotada que cumpla con las características requeridas. 
Como se observa en la figura 3. Se capturaron imágenes en cultivos de plátano y se 
etiquetaron en 4 clases según la escala de Fouré. Las muestras se capturaron con 




Figura 3. Construcción de la base de datos. 
 
3.1.2 Procesamiento de imagen 
 
Este instrumento metodológico procesa las imágenes con el objetivo de resaltar 
patrones y características relevantes. El diagrama de bloques que resume el 
procedimiento se enseña la figura 4, el cual se conforma por etapas de 
acondicionamiento de imagen y transformaciones a diferentes espacios de color, a 
continuación, se describe cada uno de estos. 
 
Figura 4 Etapa procesamiento de imagen. 
 
3.1.3 Algoritmo de acondicionamiento de imagen 
 
Se implementa un algoritmo de procesamiento de imágenes que resalta los pixeles 
donde se encuentra la enfermedad. Como se observa en la figura 5, primero se aplica 
un filtro gaussiano. Después se realiza una conversión de RGB a HSV y se selecciona 
el canal V. La selección del espacio de color y del canal se realizó a partir de una 
validación experimental utilizando una muestra de la base de datos que se evidencia 
en la sección de resultados. Después se divide la imagen en ventanas de 500x500 
pixeles. Para cada ventana se establece un umbral de µ ± 3σ, donde todo pixel fuera 
de este rango se considera enfermo y se le aplica una ganancia de 3 saturando su 
valor. Por último, se unen las ventanas y se regresa al espacio RGB. En la figura 4 se 
observa el resultado de aplicar el algoritmo propuesto. 
 
 
Figura 5. Algoritmo de acondicionamiento de imagen. 
 
3.1.4 Conversión a espacios de color 
 
Una vez se encuentran acondicionadas las muestras, buscando encontrar diferentes 
espacios de representación de la enfermedad, como se enseña en la figura 4 se 
convierte la imagen a los espacios de color más usados en la literatura para la 
detección de enfermedades en plantas que son RGB, TSL, LAB, HSV, GRAY [21]. 
 
3.1.5 Extracción de descriptores 
 
En esta etapa se computan los principales descriptores que reporta el estado del arte 
para identificar patrones en una imagen que tiene variaciones de iluminación 
producto de un entorno no controlado como lo es un cultivo [49] [35]. Este proceso 
no solo se extraen las propiedades de color en la imagen sino también transformadas 
espacio frecuencia generando un proceso robusto a cambios de iluminación.    
La extracción de descriptores consta de dos partes fundamentales, en la primera 
parte se calculan los vectores x formados por los términos [DWT, F, H] para cada 
canal de los espacios de representación utilizados, en la figura 6 se observa este 
proceso para cada muestra de la base de datos. En segundo lugar, se concatenan los 
vectores obtenidos y se construye la matriz de características X. 
 
Figura 6. Proceso extracción de descriptores. 
 
3.1.6 Cálculo del descriptor 
 
La metodología propuesta comprende el estudio de tres descriptores que se explican 
a continuación. 
El primer descriptor es la Transformada Discreta Wavelet (DWT) en dos dimensiones 
usando la familia Symlets de cuarto orden, de esta se extraen las matrices de 
coeficientes horizontales (j), verticales (m) y diagonales (u) [50]. A cada matriz se le 
calculan los momentos estadísticos de media (𝑢), desviación   estándar (𝜎), sesgo 
(𝛿) y curtosis (𝜅) obteniendo el descriptor 𝐷𝑊𝑇(𝑗,𝑚,𝑢)  dado por:   
𝐷𝑊𝑇(𝑗,𝑚,𝑢) = [𝑢𝑗 , 𝑢𝑚, 𝑢𝑢, 𝜎𝑗 , 𝜎𝑚, 𝜎𝑢, 𝛿𝑗 , 𝛿𝑚, 𝛿𝑢, 𝜅𝑗 , 𝜅𝑚, 𝜅𝑢]               (21)  
El segundo descriptor es la Transformada Rápida de Fourier en dos dimensiones [51], 
que computa la matriz (y). A esta matriz se le calculan los mismos momentos 
estadísticos de DWT, obteniendo así el descriptor 𝐹𝑦 dado por: 
𝐹(𝑦) = [𝑢𝑗 , 𝜎𝑗, 𝛿𝑢,𝜅𝑢]                                                       (22) 
El último cálculo realizado en esta etapa es un histograma con 15 bins [52], de donde 
se obtiene el descriptor H. La elección del número de bins se presenta en la sección 
de resultados. Finalmente se obtiene el vector de datos 𝑥𝑖, que resulta de concatenar 
los tres descriptores propuestos para cada sistema de representación propuesto, así: 
𝑥𝑖 = [𝐷𝑊𝑇(𝑗,𝑚,𝑢), 𝐹𝑦, 𝐻]1𝑥31                                           (23) 
Donde i es el canal de color a computar. 
3.1.7 Construcción de la matriz de características 
 
Obtenidos los trece vectores   se construye la matriz de características X, definida 
por 






𝑥11 𝑥12 𝑥13… 𝑥1𝑚














                                         (24) 
Donde n corresponde al número de ejemplos de la base datos y m es la cantidad de 
vectores computados. Lo anterior permite obtener una matriz de 3071 muestras con 
403 características. A continuación, se presenta la concatenación de una fila, que 
corresponde a una muestra de la matriz X. 
[𝑥𝑅 , 𝑥𝐺 , 𝑥𝐵 , 𝑥𝑇 , 𝑥𝑆, 𝑥𝐿 , 𝑥𝐿 , 𝑥𝐴, 𝑥𝐵 , 𝑥𝐻 , 𝑥𝑆, 𝑥𝑉 , 𝑥𝐺𝑅𝐴𝑌]                   (25) 
 
3.1.8 Análisis de dimensionalidad 
 
De la etapa anterior se obtiene un conjunto de 3071x403 elementos que suponen 
un alto costo computacional, dado que se busca desarrollar una metodología con 
condiciones aptas para ser implementada en dispositivos con baja capacidad de 
procesamiento, se realiza un análisis de descriptores que permitirá reducir la 
dimensionalidad del espacio de representación. En la figura 7 se ilustra un diagrama 
de bloques de esta etapa. 
 
Figura 7. Procedimiento análisis de dimensionalidad. 
 
Inicialmente se calcula la correlación de la matriz X, esto genera un método de 
visualización que permite magnificar el traslape de la base de datos y así determinar 
si los descriptores utilizados resaltan el patrón de la enfermedad, para mayor 
información consulte la documentación de [53]. En la figura 15 se evidencia que 
algunas características poseen una alta correlación, por tanto, no aportan 
información distintiva de la enfermedad. Además, se observan características con 
valor cero o indeterminado. Es necesario eliminar estas columnas de la matriz y 
evitar posibles errores en el entrenamiento del modelo. La figura 10 también 
evidencia la necesidad de aplicar una técnica de reducción de dimensiones con el 
objetivo de disminuir el traslape de los datos. 
Debido a lo anterior, se analizan los pesos calculados por Relieff para determinar el 
aporte de información a nivel de características y de descriptores, después se realiza 
una comparación respecto [54]. Esto tiene como objetivo encontrar una 
combinación de descriptores que generen un menor costo computacional y una 
eficiencia de acierto adecuada. 
La primera métrica comprende el estudio tradicional de Relieff a nivel de 
característica, donde se computa una ponderación del peso propuesto para cada 
característica basada en sus k vecinos más cercanos. Se usa este método debido a 
que es preciso al ser aplicado en espacios con dependencia entre características y un 
alto nivel de ruido [55].  
La segunda métrica es una técnica heurística a partir de la cual se estudia el aporte 
de los descriptores DWT, F y H para cada canal, esto se realiza sumando el valor 
obtenido por Relieff para cada una de las características del descriptor, tal como se 
observa en la ecuación 26. 





Donde 𝑛 es la cantidad  de características que posee cada descriptor y 
𝑃𝑒𝑠𝑜𝐶𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑖𝑠𝑡𝑖𝑐𝑎 el peso computado por Relieff, los descriptores que obtengan 
mayor magnitud, permitirían obtener información relevante para la clasificación y se 
incluirán la cantidad necesaria para alcanzar una eficiencia similar a la obtenida con 
todo el conjunto completo de datos. Esto se realiza debido a que se busca reducir la 
cantidad de descriptores a computar, lo que no siempre se logra con los métodos 
tradicionales de reducción de características.  
La última métrica utiliza el criterio planteado en [54]. Donde se afirma que los 
patrones de textura son indiferentes al color. Lo anterior supondría que no es 
necesario calcular los descriptores W y F en los espacios de color propuestos, lo que 
reduciría el costo computacional requerido.  
 
3.1.9 Clasificación de la enfermedad 
 
En esta etapa se busca establecer un método de clasificación adecuado, como 
modelo de clasificación se propone utilizar la técnica de aprendizaje de máquina 
Ensemble Boosted Tree usando la metodología Adaptive Boosting, con 30 ciclos de 
aprendizaje en conjunto. Este método ensamblado permite generar un esquema 
robusto de árboles de decisión sin incrementar drásticamente el costo 
computacional [56]. 
La base de datos usada para el entrenamiento del modelo posee un desbalance 
intrínseco debido a la naturaleza de la enfermedad. En estos casos el estado del arte 
sugiere utilizar métodos de clasificación ponderados, por tanto, se utiliza un 
clasificador jerárquico. Para esto se entrena un modelo biclase que clasifique 
muestras en estado “Alta” y “No Alta”. Después se entrena otro modelo con enfoque 
multiclase utilizando una cantidad de muestras balanceadas que genera etiquetas 
“Media”, “Baja”, “Sana”. Lo anterior evita generar clasificadores sesgados a las clases 
con mayor número de muestras. En la figura 8 se observa la jerarquía del clasificador. 
 
 
Figura 8. Esquema clasificador jerárquico. 
 
3.2 METODOLOGÍA DE CLASIFICACIÓN USANDO APRENDIZAJE PROFUNDO 
 
Esta metodología se compone de etapas de acondicionamiento de imágenes para 
ser procesadas por una red neuronal convolucional, entrenamiento de los 
parámetros de la red, generación y conteo de etiquetas y validación, como se 
observa en la figura 9. 
 
Figura 9. Metodología de aprendizaje profundo. 
 
3.2.1 Acondicionamiento de imagen para clasificación 
 
Esta etapa es necesaria debido a que los enfoques de clasificación con redes 
neuronales convolucionales requieren imágenes con resoluciones aproximadas de 
96x96 pixeles [57]. Por lo anterior, se segmenta la señal en pequeñas ventanas, que 
puedan ser clasificadas por modelos de aprendizaje profundo. Más aún cuando las 
capturas hechas para la construcción de la base de datos son de alta resolución. En 
la figura 10 se observa el procedimiento propuesto para acondicionar una imagen. 
Este proceso segmenta la captura en ventanas de 500x500 pixeles y después la 
redimensiona a un tamaño 96x96 pixeles. Se elige este tamaño de ventana para la 
segmentación ya que permite conservar la información del objeto de estudio. 
 
Figura 10. Diagrama bloques acondicionamiento de imagen para clasificación 
usando aprendizaje profundo. 
 
3.2.2 Modelo Red Neuronal Convolucional 
 
El clasificador propuesto utiliza la topología de red neuronal convolucional LENET 
[58], la cual se compone de una etapa de extracción de características y otra de 
clasificación. La extracción de características se realiza a través de capas de 
convolución. Estas aplican filtros en forma de ventana deslizante que computan el 
producto punto entre el kernel y la imagen, dando como resultado un mapa de 
activación bidimensional que extrae patrones morfológicos como curvas y bordes. 
Esta información es vital para la descripción de la enfermad.  
Las capas de convolución 1 y 3 utilizan tamaño de kernel de 5x5 y 3x3. Además, 
poseen funciones de activación Relu que introducen una no linealidad a la red 
generando una mayor separabilidad [59]. En (1) se observa el cálculo de convolución. 
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Donde Y j es la salida de una neurona, j es una matriz que corresponde al producto 
punto entre la imagen Y i  y el kernel de convolución K ij . El termino bi  corresponde 
al parámetro de bias de cada neurona y g   es lla función de activación. Las capas 2 y 
4 realizan un proceso de submuestreo a partir del método MaxPooling [ref], lo que 
reduce el tamaño de las imágenes y genera invariancia ante posibles rotaciones y 
traslaciones de la entrada.  
Por último, se aplana la imagen obteniendo un vector de características que es 
clasificado a través de capas totalmente conectadas tal y como se observa en la 
figura 11. Estas capas de conexión son numeradas de 5 a la 8 y poseen funciones de 
activación tanh para aumentar la separación de la ponderación de la neurona. La 
última capa utiliza una función de activación SoftMax [60], que calcula la 
probabilidad de pertenencia a la clase (“Alta”, “Media”, “Baja”,” Sana”). 
 
 
Figura 11. Topología Lenet. 
 
3.2.3 Generación, conteo y clasificación de etiquetas 
 
En esta etapa se clasifica cada segmento de imagen utilizando la red neuronal 
convolucional, esto genera un conjunto de NxM etiquetas correspondientes a los 
niveles de severidad “Alto”, “Medio”, “Bajo”. El conjunto representa una 
codificación propia de cada estadio de enfermedad; la cual es caracterizada a través 
de un conteo por clase. Estas cantidades se organizan en un vector 𝑋1𝑥3, que generan 
un patrón clasificable por un árbol de decisión. 
En la figura 12 se observa el algoritmo utilizado para obtener el nivel de severidad 
de la hoja de plátano basados en el conteo de las clasificaciones dadas por la red 
neuronal convolucional 
 
Figura 12. Algoritmo Conteo de etiquetas. 
 
3.2.4 Entrenamiento de Modelos de clasificación 
 
El entrenamiento de la CNN se realiza con la base de datos de imágenes reducidas 
que se presentará en la siguiente sección. Como se muestra en la tabla 1, la red 
LENET propuesta aprende los pesos y sesgos usando el algoritmo Adadelta, sigue una 











Adadelta Accuracy 12 10 
Tabla 1. Parámetros de entrenamiento Red Neuronal Convolucional. 
 
3.2.5 Entrenamiento del Árbol de decisión 
 
El entrenamiento del árbol de decisión se realiza con la base de datos que se 
presentará en la siguiente sección. el modelo usado, se entrena con 4 nodos, 
utilizando el método de optimización Gini's diversity index sin criterio de poda.  
 
3.2.6 Base de datos para entrenamiento red neuronal 
 
Las muestras que posee la base de datos poseen una resolución (4128x2322) y 13Mp 
(3120x4160), con esta resolución es inviable entrenar los parámetros de la red 
debido a que conllevaría un costo computacional demasiado alto. Es por esto que a 
cada imagen de la base de datos descrita en la sección 3.1.1 se le aplica el proceso 
de acondicionamiento explicado en la sección 3.2.1 y se obtienen subimágenes con 
un tamaño 96x96 pixeles. Luego estas imágenes son depuradas y etiquetas según la 
escala de Fouré. Esto permite obtener 4.244 muestras. En la figura 13, se observa 
algunos ejemplos de la nueva base de datos y la población por clase. 
 
 





Métodos de prueba 
 
La metodología propuesta contempla las pruebas necesarias para validar cada una 
de las etapas descritas en la figura 1, a continuación, se explica el procedimiento 
seguido para la correspondiente validación. 
Con el fin de determinar qué sistema de representación genera una mayor 
separabilidad en la etapa de acondicionamiento de imágenes se comparan los 
modelos de color más usados en la literatura. Para esto se realiza una inspección 
manual de 100 muestras por cada clase y se elige el espacio de color que mejor 
segmenta la enfermedad. 
En la etapa de extracción de descriptores se valida el número de bins necesarios para 
que el descriptor H aporte mayor información para la clasificación la enfermedad 
requiriendo el menor tiempo de computo posible, esto se logra realizando un 
estudio donde se observa la eficiencia lograda para diferentes números de bins y el 
costo computacional requerido para validar el modelo.  
El análisis de dimensionalidad parte de calcular la correlación de la matriz de 
características, esto genera un método de visualización que magnifica la 
dependencia entre las características extraídas. El cálculo de la correlación revela 
una dependencia directamente proporcional en los valores cercanos a 1 (color 
amarillo), dependencia inversamente proporcional en los valores cercanos a -1 (color 
azul oscuro).  
Posteriormente se valida el número de vecinos (k) que requiere el método Relieff 
para que los rangos y pesos computados generen una correcta representación de los 
datos. Esto se logra variando el valor de k y observando la eficiencia de clasificación 
obtenida 
Como se explicó en la metodología se realiza un análisis de dimensionalidad a nivel 
de característica y de descriptor a partir de tres pruebas, donde se determina que 
proceso genera una eficiencia adecuada requiriendo el menor tiempo de computo. 
En la primera prueba se calcula el aporte de información de cada característica según 
lo obtenido por Relieff. En la segunda prueba se suma el peso de las características 
pertenecientes a cada descriptor, se ordenan mayor a menor según su peso y se 
calcula el aporte de información de cada descriptor. La tercera prueba se realiza 
siguiendo el criterio de los autores [54]. Para comparar el costo computacional se 
mide el tiempo que tarda el computador en calcular los descriptores en las tres 
pruebas propuestas, además se mide el tiempo necesario para realizar el 
entrenamiento del modelo de clasificación.  
Se válida la elección del modelo de clasificación para el conjunto de entrenamiento 
X completo y reducido, comparando los resultados de un modelo simple respecto a 
un clasificador compuesto por dos modelos jerárquicos. Se coteja el clasificador 
propuesto respecto a otros clasificadores usados en el estado del arte, para validar 
el aporte en la reducción de dimensiones, se realizan pruebas de entrenamiento con 
el conjunto de descriptores completo y con la reducción propuesta en la tercera 
prueba. Todas las pruebas de clasificación se validan usando cross-validation con 100 
folds donde se fraccionan las muestras de forma aleatoria siguiendo una distribución 
gaussiana.  
Finalmente se compara la metodología de clasificación usando aprendizaje de 
máquina tradicional respecto a una propuesta metodológica usando aprendizaje 
profundo. 
En este trabajo se utiliza el 70% de los datos para entrenamiento y el restante para 
validación. Todas las pruebas se realizan en un computador con un procesador Intel 
Core i7 5500U y 8Gb de memoria RAM. 
4. ANÁLISIS Y RESULTADOS 
 
La comparación de los espacios de color revela que el mejor resultado se obtiene 
usando el canal V de HSV, debido a que logra segmentar la mayor cantidad de pixeles 
enfermos como se observa en la figura 14. 
De la tabla 2 se determina se determina que 15 bins es el parámetro adecuado para 
computar el descriptor H debido a que requiere el menor tiempo de computo 
manteniendo una eficiencia similar a las otras pruebas realizadas. 
 
 
Figura 14. Prueba espacios de color 
 
 
Numero de Bins  
Eficiencia [%] Tiempo [s] 
7 82.17 ±1.43 490.25±6.21 
15 84.17 ± 1.12 662.25 ± 8.93 
20 84.53± 1.21 880.79±9.34 
25 84.56± 1.19 997.67±9.73 
30 84.52± 1.15 1021.35 ± 9.94 
Tabla 2. Eficiencia de clasificación vs número de bins. 
 
La gráfica de correlación (Figura 15) revela que existe una alta correlación entre 
algunas características de la matriz X completa evidenciando la necesidad de un 
análisis de los datos obtenidos. Además, se observa que el cálculo de algunas 
características genera valores indeterminados o cero, lo que podría incurrir en un 
mal entrenamiento de los modelos de aprendizaje de máquina, por lo tanto, las 
muestras que obtienen estos valores se eliminan.  
 
Figura 15. Correlación matriz de características. 
La figura 16 revela que la prueba para la elección del número de vecinos de Relieff 
no es concluyente, sin embargo, se evidencia que con 140 características es posible 
lograr una eficiencia muy cercana a la obtenida con el conjunto de datos completo. 
Por tanto, en la tabla 3, se presenta la eficiencia en términos de media y desviación 
estándar para 140 características, aunque no existen diferencias significativas para 
las variaciones de k. Se elige k=7 ya que con este valor se obtiene la desviación 
estándar más baja. 
 
Figura 16. Eficiencia vs número de características para K vecinos 
 
K Vecinos 3 5 7 9 
Eficiencia (%) con 140 
Características según 
Relieff 
83.88 ± 1.25 84.12 ± 1.31 84.15 ± 1.17 84.03 ± 1.23 
Tabla 3. Eficiencia vs cantidad de vecinos. 
El análisis de dimensionalidad inicia con una prueba donde se calcula el peso de cada 
característica según la ponderación computada por Relieff. Se verifica la eficiencia 
de clasificación respecto al número de características usadas para el entrenamiento. 
De la gráfica además se observa que una eficiencia del 81.47% ± 1.02% se logra 
entrenando el modelo con 53 características como se observa en la figura 17 (a), sin 
embargo, para obtener esta cantidad de características se requiere computar 25 
descriptores por tanto la prueba no conlleva a una reducción significativa del costo 
computacional.   
A partir de la figura 17 (b), se determina que es posible construir la matriz X reducida 
usando los 17 vectores con más peso, estos contienen 111 características y generan 
una eficiencia del 81.08% ± 1.09%.  Aunque el desempeño es menor al obtenido 
utilizando el análisis por característica en un 0.39%, el costo computacional se 
reduce como se muestra en la tabla 4. 
 
 
Figura 17. Análisis de dimensionalidad a nivel de características (a) y a nivel de 
descriptores (b). 
 
La tercera prueba se realiza siguiendo el criterio de los autores [54], Este conjunto 
de datos genera una eficiencia del 72.49% ± 1.46%. Aunque los resultados en 
términos de eficiencia son bajos, el costo computacional se reduce 
considerablemente. Por lo que se propone al conjunto de datos anterior agregar el 
descriptor H para los canales HSV. Este criterio se tiene cuenta debido a que este 
descriptor presenta un alto peso según las pruebas realizadas con Relieff. Esta 
adición genera un espacio de representación de 61 características y garantiza una 
eficiencia del 80.58% ± 1.27%, esto supone una eficiencia competitiva con respecto 
a las dos pruebas anteriores y el costo computacional se reduce un 92.36% respecto 
a la prueba 1 y un 86.84% respecto a la prueba 2, como se observa en la tabla 4. 
 
  Eficiencia Tiempo Extracción de 
Descriptores para una 
muestra [s] 
Tiempo 1 iteración del 
modelo de aprendizaje [s] 
Prueba 
1 
81.47 ± 1.02% 96.76±1.39 2.82±0.31 
Prueba 
2 
81.08 ± 1.09% 56.16±1.50 4.84±0.53 
Prueba 
3 
80.58 ± 1.27% 7.39±1.39 2.28±0.26 
Tabla 4. Comparación de tiempos de las pruebas realizadas. 
 
Obtenidas las matrices de representación, se válida la propuesta de un clasificador 
jerárquico entrenado con clases balanceadas. En la tabla 5 se presentan las pruebas 
realizadas con el modelo Ensemble Boosted Tree y en la tabla 6 Ensamble Boosted 
Tree jerárquico. Se observa que al usar un modelo jerárquico se logra aumentar la 
eficiencia en la clasificación y se eleva considerablemente el porcentaje de acierto 
para la clase Sana de un 56.39% ± 5.32% a 90.94 ± 2.30. Las clases Alta y Media no 
presentan cambios significativos, sin embargo, se genera una reducción en la clase 
Baja, aunque esta no es relevante teniendo en cuenta las mejoras presentadas. Lo 
anterior se debe a este método garantiza un entrenamiento balanceado. 
 Alta Media Baja Sana 
Alta 
95,90±0,99% 3,57±1,01% 0,52±0,40% 0 
Media 
4,97±1,62% 80,40±2,50% 14,62±2,61% 0 
Baja 
0,02±0,10% 5,70±1,36% 88,68±1,72% 5,59±1,42% 
Sana 
0 0,01±0,13% 43,58±5,32% 56,39±5,32% 
Tabla 5. Matriz de confusión clasificador Ensemble Boosted Tree simple, entrenado 
con X completo. 
 
 Alta Media Baja Sana 
Alta 
97,04±1,15% 2,71±1,08% 0,20±0,22% 0,03±0,94% 
Media 
9,93±2,59% 82,03±3,01% 7,961,97% 0,060,17% 
Baja 
0,25±0,48% 6,93±1,86% 75,52±2,87% 17,28±2,21% 
Sana 
0,35±0,67% 0,05±0,23% 8,64±2,20% 90,94±2,30% 
Tabla 6. Matriz de confusión clasificador Ensemble Boosted Tree jerárquico, 
entrenado con X completa. 
 
En la tabla 7 se presentan las diagonales principales de cada clasificador y a su vez el 
tiempo de cómputo necesario para validar cada modelo usando el conjunto de datos 
completo. En esta se observa que el método propuesto presenta una mayor 
eficiencia en las clases Alta y Sana, sin embargo, es superado en las clases Baja por 
la SVM además de presentar el mayor tiempo necesario para el entrenamiento del 






Tree Jerárquico SVM Decision Tree KNN 
Alta 
97.04±1.15% 90.22±1.88% 94.86±1.47% 74.73±2.58% 
Media 
82.03±3.01% 84.25±2.62% 72.00±4.54% 52.78±3.69% 
Baja 
75.52±2.87% 85,20±1.89% 81.53±4.06% 89.13±1.85% 
Sana 
90.94±2.30% 55,30±4.89% 54.28±11.37% 18.05±3.53% 
Total 
84.17 ± 1.12% 81.18±0.93% 81.15±1.20% 68.7±1.31% 
Tiempo 
[s] 662.25±6.93 100,79±2.53 40.70±2.26 67.29±2.26 
Tabla 7. Comparación diagonal principal matrices de confusión de los modelos de 
clasificación usando el conjunto de datos completo. 
Para ampliar la información presentada al lector y aunque ya se realizó la 
comparación de los clasificadores, en las tablas 8, 9 y 10 se describen las matrices de 
confusión resultados de la validación de los modelos SVM, árbol de decisión y KNN 
respectivamente. 
 Alta Media Baja Sana 
Alta 
90,22±1,88% 9,40±1,88% 0,30±0,31% 0,06±0,3% 
Media 
5,24±1,47% 84,25±2,62% 10,43±2,46% 0,06±0,20% 
Baja 
0,13±0,19% 8,56±1,19% 85,20±1,89% 6,09±1,51% 
Sana 
0% 0,22±0,43% 44,47±48,3% 55,30±4,89% 




 Alta Media Baja Sana 
Alta 
94,86±1,47% 4,39±1,37% 0,72±0,48% 0,01±0,06% 
Media 
5,95±2,21% 72,00±4,54% 21,64±4,31% 0,40±0,43% 
Baja 
0,09±0,18% 7,92±2,43% 81,53±4,06% 10,45±3,74% 
Sana 
0,01±0,13% 0,16±0,42% 45,52±11,32% 54,28±11,37% 
Tabla 9. Matriz de confusión clasificador Árbol de decisión, entrenado con X 
completa. 
 
 Alta Media Baja Sana 
Alta 
74,73±2,58% 13,82±2,03% 11,15±1,73% 0,28±0,29% 
Media 
8,01±2,10% 52,78±3,69% 38,67±3,62% 0,52±0,46% 
Baja 
0,98±0,53% 6,46±1,49% 89,13±1,85% 3,40±1,14% 
Sana 
0,85±0,81% 1,35±1,03% 80,00±3,74% 18,05±3,53% 
Tabla 10. Matriz de confusión clasificador KNN, entrenado con X completa. 
 
En la tabla 11 se evidencia que la metodología propuesta en este trabajo presenta 
una eficiencia mayor en comparación con las otras propuestas de clasificación con el 
conjunto de datos reducidos además de presentar una reducción considerable del 
tiempo de computo requerido. No obstante, la clase Baja sigue siendo superado por 
otros clasificadores, aunque esto se compensa con la eficiencia alcanzada en la clase 
“Sana” (78.54±4.52%) que supera ampliamente los resultados obtenidos por los 
otros clasificadores. En las tablas 12,13,14 y 15, se presentan las matrices de 






Tree Jerárquico SVM Arbol Decisión  KNN 
Alta 
95.41±1.36% 80.20±2.35% 90,59±1.79% 76.36±2.33% 
Media 
74.47±3.37% 71.68±3.01% 68,27±5.20% 55.00±3.24% 
Baja 
72.47±2.83% 78.61±2.36% 84,95±3.92% 86.92±1.76% 
Sana 
78.54±4.52% 36,33±5,20% 36,03±7.8% 18.63±3.29% 
Total 
80.58±1.05% 73.38±1.33% 78.02±1.22% 69.06±1.18% 
Tiempo[s] 
245±3.29 48.09±1.21 15.71±.64 16.34±0.53 
Tabla 11. Comparación diagonal principal matrices de confusión de los modelos de 
clasificación usando el conjunto de datos reducido. 
 Alta Media Baja Sana 
Alta 
95,41±1,36 3,89±1,27 0,62±0,37 0,06±0,13 
Media 
14,62±2,96 74,47±3,37 10,12±2,49 0,77±0,52 
Baja 
0,58±0,49 7,37±1,59 72,47±2,83 19,54±2,22 
Sana 
0,56±0,56 0,41±0,79 20,47±4,03 78,54±4,25 
Tabla 12. Matriz de confusión clasificador Ensemble Boosted Tree, entrenado con X 
reducida. 
 Alta Media Baja Sana 
Alta 
80,20±2,35 17,29±2,23 2,08±0,81 0,41±0,36 
Media 
13,47±2,51 71,68±3,01 14,11±2,02 0,71±0,55 
Baja 
1,83±0,60 11,05±1,34 78,61±2,36 8,4±1,80 
Sana 
1,83±1,34 1,13±0,96 60,69±5,42 36,33±5,20 
Tabla 13. Matriz de confusión clasificador SVM, entrenado con X reducida. 
 
 Alta Media Baja Sana 
Alta 
90,59±1,79 7,81±1,67 1,43±0,88 0,15±0,20 
Media 
10,24±2,56 68,27±5,20 20,78±4,95 0,69±0,68 
Baja 
0,35±0,40 8,00±2,59 84,95±3,92 6,68±2,79 
Sana 
0,01±0,09 0,37±0,99 63,58±7,87 36,03±7,80 
Tabla 14. Matriz de confusión clasificador Árbol de decisión, entrenado con X 
reducida. 
 Alta Media Baja Sana 
Alta 
76,36±2,33 18,45±2,16 4,9,±1,15 0,23±0,26 
Media 
24,82±3,10 55,00±3,24 19,54±1,76 0,62±0,52 
Baja 
3,53±1,00 5,31±1,21 86,92±1,76 4,22±1,10 
Sana 
2,83±1,66 1,11±0,97 77,41±3,42 18,63±3,29 
Tabla 15. Matriz de confusión clasificador KNN, entrenado con X reducida. 
Mostrados los resultados obtenidos con los métodos de aprendizaje de máquina 
tradicional, se presentan los resultados obtenidos con la metodología de aprendizaje 
profundo. 
Inicialmente se presenta la matriz de confusión producto del clasificador LENET con 
tres clases, “Alta”,” Media”, “Baja” obteniendo una eficiencia del 90.23% ± 1.85%. 
Como se presenta en la tabla 16, se observan resultados competitivos respecto a la 
metodología que hace uso del método Ensemble Boosted Tree. 
 
 Alta Media Baja 
Alta 87.16 ± 2.12% 12.53 ± 1.98% 1.41 ± 0.84% 
Media 9.22  ± 1.66% 80.97 ± 1.91% 6.49 ± 2.45% 
Baja 0.48 ± 0.56% 0.54 ± 0.71% 99.18 ± 1.74% 
Tabla 16. Matriz de confusión Red Neuronal Convolucional Lenet con 3 clases. 
Posteriormente, en la tabla 17 se presentan los resultados del clasificador con árbol 
de decisión, que corresponde a las etiquetas generada por la metodología completa 
obteniendo una eficiencia del 89.4% ± 1.47%.  
 Alta Media Baja 
Alta 91% ± 1.92% 8% ± 1.02% 2% ± 0.75% 
Media 11% ± 1.21% 71% ± 2.33% 19% ± 1.31% 
Baja <1% ± 0.54% 4% ± 0.91% 96% ± 2.32% 
Tabla 17. Matriz de confusión Árbol de decisión, resultado de la metodología con 
aprendizaje profundo. 
Sin embargo, es necesario saber cuándo una planta se encuentra en ausencia de la 
enfermedad, ya que esto brinda mayor información al campesino, por tanto, se 
incluye la clase sana como se presenta en la tabla 18. Esto disminuye la eficiencia a 
un 72.05% ± 1.7% principalmente por el traslape entre la clase baja y sana. 
Posteriormente, en la tabla 19 se presenta la matriz de confusión del clasificador 
árbol de decisión que obtiene una eficiencia del 74.6% ± 1.7 y que genera las 
etiquetas de la metodología completa, se observa la imposibilidad del clasificador 
para separar entre las clases baja y sana, debido al traslape que ya se presentaba en 
las etiquetas generadas por la Red Neuronal Convolucional 
 Alta Media Baja Sana 
Alta 
90.31±2.3 9.76±1.8 0.45±0.31 0.39±0.3 
Media 
6.77±1.53 85.08±1.4 11.31±1.30 1.99±1.11 
Baja 
0.24±0.26 5.91±1.25 80.54±2.31 7.56±1.8 
Sana 
0±0 2.31±1.13 93.21±2.14 14.34±1.35 
Tabla 18. Matriz de confusión Red Neuronal Convolucional Lenet con 4 clases. 
 
 
 Alta Media Baja Sana 
Alta 
90±2.12 7±1.35 3±0.97 0±0 
Media 
12±1.24 57±3.03 31±2.49 0±0 
Baja 
1±0.41 7±1.43 93±1.94 0±0 
Sana 
0±0 1±0.42 99±0.60 0± 
Tabla 19. Matriz de confusión Árbol de decisión, resultado de la metodología con 
aprendizaje profundo con 4 clases. 
 
La red neuronal convolucional LENET presenta resultados competitivos (ver tablas 
16 y 17) en la tarea de clasificación de tres clases, obteniendo 87.16 ± 2.12%, 80.97 
± 1.91% y 99.18 ± 1.74%, en las clases “Alta”,”Media” y “Sana” respectivamente sin 
embargo, cuando se desea clasificar 4 clases como en la metodología de aprendizaje 
de máquina tradicional propuesta en este documento, se disminuye la eficiencia 
considerablemente, ya que esta red no genera una correcta separabilidad entre 
algunas clases, lo que si se logra con la propuesta de un clasificador jerárquico 
usando el modelo Ensemble Boosted Tree (ver tablas 6 y 12).  
En términos de costo computacional, el modelo LENET tarda 156s±1.2s en aprender 
los parámetros que generan la eficiencia mostrada, lo que supone un menor tiempo 




En esta sección se presentan las conclusiones del trabajo realizado, de manera 
general se puede concluir que: 
 La metodología propuesta permite clasificar estadios de la enfermedad desde 
sus primeras etapas, lo que permitiría a un agricultor efectuar una acción 
correctiva, mejorando la calidad del producto y evitando pérdidas 
económicas.  
También se realiza una comparación frente a metodologías de aprendizaje de 
máquina tradicional respecto a técnicas de aprendizaje profundo. 
 
5.1 Metodología aprendizaje de máquina clásico 
 
 Se estudia el aporte de información de las transformadas FFT, DWT e 
Histogramas, para los espacios de representación HSV, TSL, LAB, RGB y GRAY 
a partir de los pesos calculados en tres pruebas como se observa en la sección 
de resultados. Se comprueba que el mayor aporte se presenta en el espacio 
Gray, debido a que los cambios de textura que produce la enfermedad y que 
se detectan usando transformadas espacio frecuencia invariantes al color, sin 
embargo, se añaden los Histogramas del canal HSV, lo que permite lograr una 
eficiencia esperada. 
 La técnica de reducción de dimensionalidad relieff es un punto inicial para 
determinar el aporte de cada descriptor, sin embargo, no solo se deben 
organizar los descriptores por peso, si no que se debe validar el aporte de las 
diferentes combinaciones de descriptores. Lo anterior se verifica en la tercera 
prueba donde se agrega el descriptor FFTGRAT que no se encuentra entre los 
mejor puntuados por Relieff, pero permite mantener una eficiencia 
competitiva con una menor cantidad de descriptores. 
 El análisis de correlación y las pruebas de dimensionalidad evidencian la 
importancia de un estudio a la base de datos, ya que existen características 
que no generan información relevante e incrementan el tiempo de computo 
necesario para procesar el método propuesto. 
 En la etapa de procesamiento de imágenes el espacio HSV genera una mayor 
separabilidad determinar entre pixeles sanos y enfermos. 
 El método propuesto requiere mayor costo computacional, debido a la 
necesidad de utilizar dos clasificadores jerárquicos, no obstante, permite 
mantener una eficiencia esperada en los primeros estadios de la enfermedad, 
lo que no se logra utilizando otras técnicas de clasificación propuestas en el 
estado del arte. Detectar la enfermedad en los primeros estadios es de vital 
importancia, ya que permite al agricultor tomar una acción preventiva, 
evitando pérdidas económicas. 
 La base de datos se encuentra desbalanceada debido a la naturaleza de la 
enfermedad, esto requiere el uso de métodos como el de particionar los datos 
para evitar clasificadores sesgados. Además, evidencia la fuerte incidencia 
que presenta la Sigatoka Negra en los cultivos productivos del departamento 
de Risaralda. 
 
5.2 Metodología usando aprendizaje profundo 
 
 Dividir la imagen en segmentos permite abordar el problema de clasificación 
a partir de redes neuronales convolucionales, dado que las piscas que 
produce la enfermedad son de tamaño menor a 1 cm2 no es posible reducir 
el tamaño de la imagen significativamente debido a que se perdería la 
información para la clasificación del patrón. 
 Las redes neuronales convolucionales resultan ser más eficientes en la 
clasificación de patrones definidos, como rostros u objetos, sin embargo, la 
Sigatoka Negra presenta patrones aleatorios, por tanto, descriptores en 
conjunto como la transformada Wavelet, Fourier e histogramas aportan 
mayor información que los procesos de convolución. 
6. TRABAJOS FUTUROS 
 
A continuación, se presentan los trabajos futuros que se plantean después de 
realizar este documento. 
 Probar otro conjunto de descriptos de textura como SIFT y SURF que podrían 
entregar mayor información para la clasificación. 
 Generar un modelo ensamblado que no solo incluya un único modelo simple, 
sino también una fusión de diferentes clasificadores. 
 Generar un algoritmo de ventana deslizante que recorra la imagen 
identificando los sectores enfermos en lugar de generar ventanas estáticas 
para la metodología con aprendizaje profundo. 
 Desarrollar un algoritmo no solo de clasificación sino también que ubique los 
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