Risk-the possibility of an unsatisfactory outcome-is an essential vehicle for a software development project to progress. Iterative and incremental process models like spiral advocate the continuous identification of the items likely to compromise the project's success and the early resolution of those top-ranked risk items. Although the concepts and principles, such as risk exposure and project top-10 risk-item monitoring, are commonly taught in undergraduate software engineering courses, little is known about how students, especially those working in agile software teams, perceive, prioritize, and try to mitigate their risks over multiple development cycles. In this paper, we report the data collected and analyzed in two semesters of a junior-level software engineering course where undergraduate students were working in agile teams to deliver 4 major working increments per semester (62 students developed Eclipse plugins in one semester and 103 students developed Android apps in the other). In both semesters, we found that not only were our students' perceived top-ranked risks remarkably different from what were previously published (including the industry-surveyed checklists in the 1990s and 2000s, as well as the ones collected from a graduate-level course), but the risk management strategies adopted by our students were inherently collaborative. We leveraged this collaborative nature to design and execute the instructor interventions. The results comparing the top risks between the two semesters show the effectiveness of the instructor interventions and suggest ways to further improve risk management in students' agile software development teams.
Introduction
It is common for a software project to face many risks in its lifecycle, from conception and construction to deployment and maintenance. Risk is any potential situation or event that negatively affects the project's success. While the ultimate success of software often hinges on the fulfillment of the stakeholders' requirements, the project failure can be multi-faceted: frequent rework, architectural mismatch, implementation difficulty, integration delay, discontinued operation, just to name a few 1 . A risk item, therefore, can refer to the task, process, or environment of software engineering. Risk itself is neutral, but if ignored, it can lead to, transform into, or otherwise correlate with the project failure. Making use of risks, then, underpins a particular class of iterative and incremental process models. The most well-known of the class is probably the spiral model described first by Boehm 2 . The key characteristic of the spiral model is to reduce or eliminate the software engineering activities that would risk wasting effort by pursuing options unacceptable to a project's successcritical stakeholders. Considering the win conditions of the critical stakeholders, evaluating the alternatives for satisfying the win conditions, managing the risks that stem from the selected alternative(s), and obtaining the stakeholder approvals and commitments to pursuing the next cycle are the four basic steps of the spiral model 2 . For example, if sensitive information is stored and accessed but the end user is not invited to participate in the trade-off analysis and prioritization of the requirements, then the software project is at risk of failing to satisfy the security needs of the user.
Having key stakeholders such as user and customer representatives involved is a hallmark of agile software development 3 , which is considered to not only inherent the iterative and incremental natures embedded in the spiral model but also adopt the rapid and evolutionary development styles. Despite being confronted with challenges like scalability, agile software development methodologies are now ubiquitous within industry. It is therefore important for students to learn and practice agile project development before they enter the software industry. Many educators shared their experiences in teaching agile methodologies 4, 5, 6, 7 ; however, to the best of our knowledge, there is no prior work integrating risk as a driver for the students to evaluate and advance their team-based agile projects. This knowledge gap is significant because risk is fundamental to change 2, 8 and it is part of the agile manifesto to value continuous and quick responses to change 3 .
To bridge the gap, we report in this paper our recent experiences in teaching the junior-level software engineering classes where we instrumented risk as a first-class citizen in students' agile development projects. In particular, we asked the student teams to self-identify a ranked list of 5 risk items that they perceived to hinder themselves from successfully completing the project's next iteration. For the spring 2015 semester, 62 students worked in 15 teams to develop Eclipse plug-ins, and for the spring 2016 semester, 103 students developed Android apps in 25 teams. In both semesters, the students were tasked to deliver 4 major working increments where each increment was given 3 or 4 weeks to complete. These increments served as project milestones.
Together with the working software, each team was required to submit their ranked risk items as part of their agile reflections at each of the 4 project milestones. The risk items were the main sources for our data analysis and reporting.
Our contributions lie in the analysis of students' own perceptions of risks and their use of risks in managing the agile software development. The risks perceived by our students differed from those reported in prior studies 9, 10, 11, 12 . Furthermore, our classification of the results of the first offering of the course suggested collaborative ways of identifying and mitigating the risks. Based on the collaborative risk management, we designed several instructor interventions in our second course offering and showed the effectiveness of such interventions. The rest of this paper is organized as follows. Section 2 describes related work. Section 3 presents the background information of our software engineering classes. Section 4 compares and classifies the risks perceived by our students. Section 5 presents the instructor interventions and evaluations. Section 6 concludes the paper.
Related Work
Risk management is one of the fundamental activities in industrial software development and therefore often taught in undergraduate software engineering classes. A risk item denotes a particular aspect, property, or characteristic of a development task, process, or environment which, if ignored, will increase the likelihood of a project failure 1 . Risk management typically involves identifying, analyzing, mitigating, and monitoring the risk items. Common techniques introduced in undergraduate software engineering courses include risk exposure, which quantitatively analyzes the probability of an unsatisfactory outcome and the loss to the stakeholders affected if the outcome is unsatisfactory 9 . Another method taught in the classroom, as well as used in industry, is the listing of project top-n risk items (e.g., n=10) 9, 10, 11, 12 . Examples of top ranked risk items are personnel shortfalls, requirements volatility, architecture complexity, and quality tradeoffs. Although risks could be perceived from contractor or client perspectives 13 , our focus in this paper is on the students' own learning and practice perspectives.
Koolmanojwong and Boehm 12 analyzed the risks encountered by student teams in a graduatelevel software engineering course sequence (i.e., two semesters of fall and spring). The students were grouped in a 5-or 6-people project team and their grades were used to correlate their risk management activities. Overall, Koolmanojwong and Boehm concluded that students who performed better risk management would receive better grades and that students who identified risks in the fall semester would collaboratively mitigate those risks in the subsequent spring semester. While the collaborative risk management was explored, our work differs from Koolmanojwong and Boehm's study in two aspects: (1) we intentionally developed and executed instructor interventions in terms of assisting collaborative risk management, and (2) we taught junior-level undergraduate students with the same course in two different semesters, not graduate students in a sequence of courses in consecutive semesters.
One of the most comprehensive sources for potential risk items is the Software Engineering Institute's risk management questionnaire consisting of 194 questions that a software development team can use to identify risks in their project 14 . Clearly, not all projects need to address all 194 issues. A risk-tree structure was presented by Hoodat and Rashidi 15 where the lowest-level risk items were grouped and merged into a hierarchical representation. Using the different kinds of risk tree (e.g., requirements risk tree, cost risk tree, quality risk tree, or scheduling risk tree), the analysis and assessment could become less complex and more modular. Examining managers' perceptions of software risks showed that project performance was influenced by at least two types: objective risks and resilience risks 16 . While objective risks had negative impacts on project performance, Han's study 16 showed that either a risk-focused or a performance-actualized prioritization strategy would provide a gradual foundation for controlling risks without worrying about excess or deficient risk management investments.
While industrial projects customized risk management strategies 15, 16 , Collofello and Pinkerton 17 showed that undergraduate students adapted the taxonomy-based risk identification 14 in their own ways. In a one-semester, project-based software engineering course in which students worked in teams of 5-6 members, risk management content was introduced about 5 weeks into the semester at a point where the teams had completed their requirements documentation and were ready to plan the remainder of the project. Even though the undergraduates were exposed to the 194 questions 14 , the students perceived only 36 questions to be relevant and further grouped the identified risk items into 6 categories. The usefulness of the condensed list was shown in a waterfall development model in that the course reported by Collofello and Pinkerton 17 spanned the entire semester starting with the teams defining their software projects' requirements and ending with acceptance testing for the customer.
In contrast, an increasing number of courses began to include the teaching of agile software development methodologies such as Scrum and XP (extreme programming). Schroeder et al. presented their positive experiences of developing two software development labs using Scrum and found using fun challenges not only better motivated the students but also provided a skeleton and development environment for a quicker start to their projects 4 . Rico and Sayani reported their adaptation of final-year student courses to agile methods and found that proper tutoring and coaching of teams were key to project success 5 .
Not only were positive experiences of teaching agile shared, but some cautions required attention. Anslow and Maurer commented that an agile course should not have too many lectures and that a serious risk was scope creep, which caused unbalanced workloads for the students within the team 6 . Devedzic and Milenkovic recommended eliminating major difficulties early and structuring short iterations 7 . It is important to realize that "agile works with agile students". Therefore, mentoring is not always effective, and sometimes, it is best for the students to discover things on their own 7 . In this paper, we discuss our undergraduate software engineering classes where students working in agile development teams identified and mitigated risks in their projects. Table 1 presents the basic information from our junior-level software engineering course. To avoid the green-field, waterfall-style development, we chose an existing software system for our students to build upon. Both baseline systems are relatively mature: iTrust was established in 2007 and Mapbox started its development in 2010. Although written mainly in Java, iTrust is a Web application, whereas Mapbox is a mobile app. This leads to distinct integrated development environments for our students to use: Eclipse for iTrust and Android Studio for Mapbox. Another noticeable difference shown in Table 1 is the size of the subject systems. This influenced our design of the overall themes of the student projects. Adding new and extended features was reasonable for the moderate Mapbox codebase, but doing so for iTrust with tens of thousands lines of code would require significant, upfront comprehension effort. Rather than directly extending iTrust, we asked the students enrolled in the spring 2015 semester to build Eclipse plug-ins to process the requirements and source code artifacts of iTrust. Table 1 . Similar development tasks were assigned in the spring 2016 semester, though the students worked on direct feature extensions of Mapbox (cf. Figure 2) . In both semesters, the last two labs put more emphasis on nonfunctional requirements such as improving maintainability and extensibility via refactoring, enhancing scalability and accuracy of iTrust indexing, hardening Mapbox security, and so on.
Course Information

Risks and Classification
We collected in total 160 lists of top 5 risk items identified by the 40 student teams themselves at each of the 4 milestone deliverables over the 2 semesters. Compared to the top-10 lists, we adopted the lightweight documentation of agile manifesto 3 to require only the top-5 risk items submitted by our students. Lightweight documentation does not mean no documentation. We explicitly instructed our students to submit a team-wide reflection document at each milestone delivery point, where they recorded experiences gained, lessons learned, and also risks encountered in the current iteration that they perceived to be serious and to have negative impacts on them moving forward as a team.
Early on in the semester, relevant materials like risk-driven process models were taught in the lectures. Selected materials like risk exposure were also practiced as in-class exercises. The team-based learning, including that involved the identification and mitigation of risks, was performed in the labs which were an integral component of the course. Following Devedzic and Milenkovic 7 , we designed short iterations (with each iteration/lab spanning 3 to 4 weeks). This allowed the students to stay focused on their development activities while recognizing the risks. Note that in both semesters (cf. Table 1), the last iteration/lab was about addressing changing requirements. The risks submitted as part of lab 4's reflection were different from those submitted in the other three milestones; however, we believe the differences should not be significant because the students were practicing active risk management throughout the semester.
To situate our results properly in the literature, we first list in Table 2 the top-10 risk items published in the 1990s 9 and 2000s 10, 11 . The survey pool by Boehm 9 and Reifer 10 was a set of several experienced project managers and a set of consulted Internet/intranet projects. The lists of Table 2 contain items specific to industrial software projects, such as high turnover of skilled personnel and unproductive office space 10 . Common to the lists presented in Table 2 are personnel shortfalls and several requirements-related issues (mismatch, misalignment, and volatility). Koolmanojwong and Boehm 12 argued that those requirements-related issues could result in higher risks for the software teams working in an academic setting since misinterpreting and/or not fully understanding the client's requirements would lead to project failures and/or expensive revisit of requirements later on in the development phase.
The summary of the top-10 risks from Koolmanojwong and Boehm's study 12 was shown in Table 3 where we also present the aggregated risk items from our spring 2015 offering of the software engineering course. The evolution of the students' risk perceptions between our two semesters will be detailed in the next section, mainly due to the instructor interventions introduced in the spring 2016 semester. Note that although our student teams analyzed their top-5 risk items at each milestone, Table 3 shows the top-10 risk items from our spring 2015 dataset for the purpose of comparison. In our analysis, an item was ranked higher based on the frequency of occurrence, that is, if the item appeared more times (irrespective of being ranked 1st, 2nd, 3rd, etc.) when we considered all the student teams' risk submissions in spring 2015. Compared to the results from Koolmanojwong and Boehm's study 12 , our students identified similar top-ranked risks, such as personnel shortfalls, requirements mismatch, and process quality assurance. Some items were refined, e.g., architecture complexity was mainly reflected in the lack of an overall view of the subject software system (iTrust or Mapbox) as it relates to the deliverables required for the specific development cycle. We note from Tables 2 and 3 that certain top-ranked risk items reported in prior studies 9, 11, 12 were no longer ranked high by our students; most noticeably, requirement volatility appeared only a few times, showing that new and changing requirements were not perceived as a high-risk item but rather something to be expected in an agile environment. Our results in Table 3 suggest a couple of new top-ranked risk items surrounding the socio-technical nature of software development 18 .
 Software artifact dependencies was the second highest ranked risk, indicating that a core aspect of software development is about engineering concrete work items that will make up the whole system. Although agile methods have an artifact focus (especially favoring the working software 3 ), our students experienced challenges in managing the interdependencies among the various kinds of software artifacts.
 Task dependencies was ranked as a top-5 risk in Table 3 , implying the difficulty faced by our students in terms of assigning roles, distributing workload, and integrating individual contributions among themselves. While self-organizing is considered a key attribute of an agile team, it is often easier said than done and the risk of not being able to self-organize is shown in our results.
It is important to note that only frequently occurred risks items are shown in Table 3 . In our spring 2015 class-in fact, in both classes-certain risks were sensitive to only a particular phase. For example, technical background insufficiency appeared often in the beginning of the semester as the students became more familiar with the programming language (Java), the integrated development environment (Eclipse or Android Studio), and the subject system (iTrust or Mapbox). Similarly, the risk concerning unstable software releases began to emerge in the middle of the semester, echoing the results of Reifer's industrial study 10 . Had the students' projects included more development cycles, the unstable release risk might be ranked higher. We classified the risk items collected from our spring 2015 semester in two dimensions: one was concerned about how the risk was identified and mitigated, and the other focused on who carried out the activities (i.e., done individually or collaboratively). While the first dimension touches upon core risk management activities, especially those in educational settings 12, 17 , the second is orthogonal yet important in team-based software engineering projects 19 . Previous educational papers, surprisingly, paid little attention to the collaborative aspect of risk management, e.g., the undergraduates were asked to individually mitigate the risks and have their weekly top-ranked risk items monitored 17 and the graduate students jointly mitigated risks across different semesters once they identified similar risks in an earlier semester 12 . Here, we aim to examine more closely collaborative risk management within a single semester of our software engineering course. We illustrate the four categories of our classification as follows.
 C1 (individually-identified and individually-mitigated risks):
A majority of the risk items in this category related to lack of experience in technical areas such as the programming language (Java) and the development environment (Eclipse or Android Studio). Students recognized their own insufficiencies and expended individual effort in overcoming them.
 C2 (individually-identified and collaboratively-mitigated risks):
A representative risk item in this category was a merging conflict, which was impacting a specific team member (and hence tended to be identified individually), but in order to resolve the conflict, joint effort was typically required. As an example, one student found that some code that he committed to Git was overridden due to another team member's more recent check-in of code files with the same name. Preventing risks of this kind from happening again would need team-wide coordination.
 C3 (collaboratively-identified and individually-mitigated risks): A sample risk item was requirements mismatch, which the members of a project team discovered together (e.g., whether "stop word removal" should use the same or different lists of stop words for requirements and source code artifacts). The resolution of risks in this category was predominantly solo (e.g., reading more literature or discussing the issue with the customer representative).
 C4 (collaboratively-identified and collaboratively-mitigated risks): Many instances of task dependencies (cf. Table 3 ) fell into this category. An example was the coordinated decomposition of development tasks with pre-defined interfaces to avoid potential problems in integration testing. Table 4 presents the descriptive statistics of the risk items based on the above classification. In addition to the raw number of the risk items, the ranking of each of the four categories is provided in Table 4 in the form of mean and standard deviation (m±s.d). The temporal trends of each category's mean rank are plotted in Figure 3 , which we further analyze in the next section.
It is important to note from Table 4 that a very few risk items did not fit well into our classification. These included: version control (two occurrences) as a risk associated with both inadequate experience and inappropriate process quality assurance, unexpected unavailability of a team member or team members (three occurrences), and crash of the GitHub server (one occurrence). 
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Instructor Interventions
Analyzing Figure 3 , together with Table 4 , allowed us to recognize C3 (i.e., collaborativelyidentified and individually-mitigated risks) had the potential to be effected by the instructor in broad settings. The reason is two-fold: the raw number of C3 risk items was moderate and relatively stable as the spring 2015 semester proceeded (cf. Table 4) , and the overall temporal pattern of C3 risk items' severity was smoothly decreasing (cf. Figure 3) . For the other risk categories, Figure 3 shows that C1 experienced an early drop in severity, C2 was fluctuating, and C4 roared in terms of ranking increase as the semester went on. In addition to the above observations, we regarded C3 risks as being suitable for the instructor to help identify, or at least, to raise the awareness of the class as a whole. Because C3 risks were mainly mitigated individually, we decided that our instructor interventions would touch very little on specific risk mitigation method, allowing different teams or different members to develop their own solutions. In our spring 2016 offering of the course, we designed and implemented the instructor inventions targeted at C3 risks at various stages.
 Before Lab1: We identified in the lecture the risks related to UI mismatch between Mapbox as an implementation host and the "route navigation" as the to-be-implemented feature (cf. Table 1 and Figure 2 ). In particular, there already exists a DoubleClickZoomHandler in Mapbox (https://www.mapbox.com/mapbox-gljs/api/#DoubleClickZoomHandler) which zooms the map at a touch point by double clicking. Should the students apply double clicking to set up the to-be-navigated point, the risk of UI mismatch would arise. Figure 4 shows the code snippet that we introduced in the lecture, as well as demoed in the Lab1 session, in order to point out the class of UI mismatch risks. Note that even though we showed only DoubleClickZoomHandler in the class, all the student teams were able to uncover other UI mismatch risk items such as LongPressHandler, SingleTapHandler, and TapAndDragHandler in Mapbox. Also note that, it was our intention not to teach any specific risk mitigation in the class. It turned out students had different ways to address the UI mismatch, e.g., by using single click to implement "route navigation" or by overriding DoubleClickZoomHandler in Mapbox.
 Before Lab2: We emphasized the risks that might be caused by feature interactions 20 , as the students were asked to deliver "making phone calls" on top of "route navigation" (cf. Table 1 and Figure 2 ). The feature interaction example that we used in the lecture was the security concern of accessing system resources like sending an e-mail or making a phone call. If the students only followed Google's "development class interaction with other apps" guideline (https://developer.android.com/training/basics/intents/index.html), then the risk would emerge in that Mapbox could be blocked from accessing the phone resources. Again, we did not endorse any specific solution in lecture. Students had diverse ways to handle the feature interaction: some engaged the Mapbox user in a security dialog, some re-directed the user to the security setting page, and yet others enforced the phone call without any user interaction.
 Before Lab3: We highlighted in the lecture the risks associated with refactoring 21 , especially the behavior-preserving property of refactoring as practiced in students' projects. The code changes intended to improve software internal qualities such as extensibility and maintainability depended much on test cases (both at unit testing level and at integration testing level) to achieve a sense of behavior preservation. However, test cases in students' projects varied not only in the quantity but also in the coverage. As in previous teaching inventions, the refactoring risks were only identified but not mitigated by the instructor. We found that some of our students revised their test cases, some employed automated refactoring tools to reduce code transformation errors, and yet others did not address the risks at all even after they were identified by the instructor.
 Before Lab4: We lectured the interdependencies between changing requirements and existing ones 22 , pointing out risks specifically related to nonfunctional tradeoffs. For example, we introduced in the lecture the change scenario where the user wanted to toggle some address on Mapbox as private. This could lead to risks of security breach if the phone call displays the phone number which should not have been revealed.
The instructor interventions that we adopted in the spring 2016 semester were of risk type "software artifact dependencies" (cf. Table 3 ) but in different manifestations. While Lab 1 and Lab2 were dependency-induced risks of artifacts of the same kind, Lab3 exploited traceability between artifacts of different kinds (e.g., source code and test cases). The artifact dependencies not only existed in the current development cycle, but also impact the future software evolution. This point was illuminated in Lab4. To assess the effectiveness of the instructor interventions, we present in Table 5 and Figure 5 the risks submitted by the student teams in spring 2016, which one could relate to Table 4 and Figure  3 respectively. Although the raw number of risk item in different categories was comparable between the spring 2015 and spring 2016 semester, the temporal patterns shown in Figure 5 varied from those shown in Figure 3 . The most noticeable difference, in our opinion, was the students' perceived severity of the risk items in C3 (i.e., collaboratively-identified and individually-mitigated risks). While in both Figure 3 and Figure 5 , C3's severity dropped as the semester went along, when the dropping occurred was much earlier in Figure 5 . We attributed such an earlier drop to the intervention activities that we adopted in the spring 2016 course. Interestingly, the instructor interventions seemed to have some side effects on C4 risks. In Figure  5 , the triggering point for the C4 curve to increase was delayed when compared with the point in Figure 3 . In our intervention design and execution, we intentionally chose C3 over C4 because we believed that having the instructor endorse one and only one mitigation strategy might bias the student, or worse, limit the students' creativity for devising innovative solutions. Nevertheless, we realized that C3 and C4 were not always distinct. Our emphasis of lecturing C3 risk items might have helped the identification of C4 items, and for that reason, might have even positively influenced the mitigation of those items. Further studies are needed to test the hypothesis and other subtle observations and correlations one might spot in our data.
Summary
Risk is a fundamental vehicle for a software development project to progress and risk management is regarded as a critical skill in the software industry. We report in this paper our two semesters' of teaching of a junior-level software engineering course, where students were grouped in agile teams to use risks to drive their milestone deliverables. Our analysis of the students' perceptions of risks uncovered some new items that the previous literature did not cover. These include software artifact dependencies and task dependencies, which if not properly managed, could lead to project failures. We further developed instructor interventions and implemented them in the spring 2016 offering of the course. In particular, we focused on making the collaboratively-identified risks more visible to the entire class while leaving the actual mitigations to individuals. Following an evidence-based approach 23 , our examination of the temporal patterns of risk severity showed the effectiveness of our instructor interventions.
Future work will address the limitations of our current work. For example, we used only the frequency of occurrence to qualify the top-ranked risks in Table 3 . Incorporating the temporal dimension may offer new insights. For example, many C1 risks in both the spring 2015 and spring 2016 semesters were centered on inadequate technical background. As can be seen in Figure 3 and Figure 5 , these risks were addressed in a rather fast manner as the students became familiar with the subject system, the programming language, and the development environment. Calculating the frequency of occurrence of the entire semester would not allow this type of risks to surface, though doing so at specific phase of the course might lead to refined lists of topranked risks, thereby leading to more effective instructor interventions. Another limitation relates to our risk classification, where certain items were difficult to be cleanly categorized (cf. Table 4 and Table 5 ). While having more classification categories may be counterproductive, it may be worth analyzing the dynamics of the risk categories and/or the items themselves. Finally, our interventions focused primarily on C3 risks. Our results suggest that C4 risks tended not to emerge in the beginning of the semester, but once they were identified, their likelihood of occurrence and potential negative impacts tended to become significantly greater if not managed well. C2 risks, on the other hand, maintained a fluctuating temporal pattern in both of our semesters. These results may indicate that future work can focus on recognizing those categories of risks more effectively and developing innovative curriculum materials and activities to better handle them.
