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Abstract. Ecological processes often depend upon the patterning, as well as the absolute 
density, of resources. In this paper, we develop methods for describing pattern from the 
perspective of the organism encountering and exploiting the resources, and for recon­
structing pattern from the description. The essence of our description is the “structure 
function,” which is the probability that a point r units away from the current point contains 
resources, conditional on the resource state of the current point. We first show how the 
structure function is determined from pattern and then describe an algorithm (the method 
of the “Force to be Full”) for constructing pattern in any number of dimensions from a 
given structure function. We illustrate our ideas with empirical data from krill surveys and 
with simulated but complex three-dimensional patterns.
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T h e  R o l e  o f  P a t t e r n  i n  D e s c r i p t i v e  a n d  
P r e d i c t i v e  E c o l o g y
Many ecological processes depend on the spatial pat­
tern of resources or organisms and not just on their 
density. Regularly distributed food items might be more 
difficult than clumped food items for a forager to find. 
Regularly distributed sessile competitors might devel­
op a less exaggerated size hierarchy than random or 
clumped competitors. Regularly distributed flowers 
might have lower pollination success than flowers in 
clusters.
Distinguishing regular patterns from clustered pat­
terns is a nontrivial task. Most commonly, a variety 
of spatial statistics are used to distinguish patterns from 
a random pattern, with the hope of deducing something 
about the process that produced the pattern (Cressie
1991). In other cases, a set of descriptors or statistics 
about pattern may be used to deduce the consequences 
of pattern. Here we propose a description of pattern 
based on the experience of an organism encountering 
that pattern. Because of a focus on the organism in its 
ecological setting, this description can be used in a 
predictive way (Mangel 1994).
For a description of this sort to be useful, it must be 
possible to translate it back into pattern. To this end, 
we describe an algorithm for generating patterns 
matching a given description. Such a construction al­
lows for design of field and computer experiments that 
control spatial pattern in a meaningful way.
The description of space and spatial pattern has fun­
damental consequences for reasoning about and mod­
1 Manuscript received 9 April 1993; revised 10 October 
1993; accepted 20 October 1993; final version received 18 
November 1993.
2 Present address: Departments of Biology and Mathemat­
ics, University of Utah, Salt Lake City, Utah 84112 USA.
eling spatial processes. For example, an essentially con­
tinuous view of space underlies the large class of 
diffusion models. With this sort of model, clumpy en­
vironments, usually produced by discrete individuals 
or resources, are difficult to describe and tend to be 
ignored. Similarly, such models generally have dynam­
ics based upon strictly local interactions, an often in­
appropriate restriction that has fundamental dynamic 
consequences (but see Levin and Segel 1985). Cellular 
automata, in which the space is discretized and the 
state of a particular cell depends upon the states of 
neighboring cells, can include nonlocal interactions, 
but generally assume a very regular geometry of sites 
(such as a regular square or hexagonal lattice) with 
unknown implications for dynamics. Such methods 
overly restrict the assumptions about the nature of dy­
namics.
On the other hand, many spatial statistics give no 
insight into process. Nearest neighbor statistics, for 
example, ignore all global aspects of the pattern. Semi- 
variograms and related methods, although similar to 
the treatment of space introduced in this paper, are 
highly phenomenological in their description of pat­
tern, combining the data from different locations with­
out a mechanistic biological underpinning. The ap­
proach that we use in this paper allows one to provide 
information about resources at all distances.
Our goal is to avoid the dangers of overly restrictive 
assumptions about the structure of space and of overly 
general descriptions of space. By beginning from the 
perspective of the organism moving in space, we pro­
duce a general description of spatial pattern. This de­
scription is neither so detailed as to be consistent with 
only a single pattern, nor so general as to be an insuf­
ficient basis for the construction of patterns.
Our new tool for describing and constructing pattern 
is the “structure function,” which is the chance that a
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spatial point some distance away from a given point 
contains resources, conditioned on the resource state 
at the current point. Using the simple first-order Mar­
kov process in one dimension, we illustrate the pro­
cesses of translating from pattern to structure function 
and from structure function to pattern. With this basis, 
we proceed to the more difficult and interesting mul­
tidimensional cases, showing how to compute the 
structure function from different sorts of empirical or 
simulated data. We conclude by presenting the method 
of the “Force to be Full,” an algorithm to produce 
patterns matching a given structure function in mul­
tiple dimensions, and illustrate the technique with both 
simulated and empirical data.
T h e  S t r u c t u r e  F u n c t i o n :
D e s c r i b i n g  P a t t e r n  i n  a  M e a n i n g f u l  W a y
An organism living in a world with spatially struc­
tured resources can attend to two kinds of information, 
global and local. Global information consists of the 
overall density of resources and ignores spatial pattern. 
Local information includes some description of that 
pattern. A complete description is a map of the location 
of every item. There are many drawbacks to storing 
information in this way, and a less complete descrip­
tion might be preferable. For example, a forager might 
want to know, given that the current locale has or does 
not have resource, what the likelihood is that there is 
resource in the vicinity of a point r units away. This 
local information constitutes the structure function, 
which is the central feature of our analysis:
p(r 11) = Prob{ resource in the vicinity of a point r units 
away, given that there is resource at the 
current point} 
p(r 10) = Prob{ resource in the vicinity of a point r units 
away, given that there is no resource at 
the current point}.
(1)
To start, we note that the two aspects of the structure 
function are connected. If p a is the average density of 
resource in the environment, then
PaP(r I ! )  +  ( ! -  Pa)P(r\ 0)  =  Pa- ( 2)
The left-hand side gives the probability of finding re­
sources at a point a distance r from a randomly chosen 
point. That is, if the organism starts at a point with 
resources (with probability p a) and moves a distance 
r, the probability is p(r\ 1) that the new point has re­
sources. If it starts at a point without resource [with 
probability (1 -  p a)], the probability that the point r 
units away has resource is p(r | 0). Together, these must 
give the average density p a of resources in the envi­
ronment.
Solving Eq. 2 for p(r \ 0) gives
, A.[i -  p(r\ i)] , , ,  />(r|0) = ----- -^------------ . (3)
1 -  Pa
Thus, it is sufficient to measure p a and construct p(r 11), 
since p(r | 0) can be obtained from it.
The structure function is related to the common de­
scription of pattern by the semivariogram (Mackas et 
al. 1985). To see this, let Z(r) =  1 if there is resource 
in the vicinity of the point r, let Z(r) = 0 otherwise 
and let d  measure distance from the randomly picked 
point at r. The semivariogram is
S(d) =  0.5E {Z{r) -  Z(r + d)}2. (4)
To compute Eq. 4, we condition on Z(r) =  1 (with 
probability pa) or Z(r) =  0 (with probability 1 -  p a). 
Then
S (d) = 0.5{pa[l ~ P(d11)] + (1 -  pa)p(d|0)}. (5)
The first term on the right-hand side arises as follows: 
if Z(r) =  1, then Z(r + d) =  1 with probability p(d\ 1) 
and {Z(r) — Z(r + d)}2 =  0; similarly Z(r + d) = 0 
with probability 1 -  p(d\ 1) and {Z(r) -  Z(r + d)}2 =
1. The second term is derived by a similar argument. 
The advantage of the structure function over the se­
mivariogram can be seen by comparing Eq. 5 and Eq.
1. Both provide information about how rapidly the 
environmental average is approached from a local point. 
The structure function retains local information (about 
the resource state of the current point), whereas the 
semivariogram loses this information through the av­
eraging.
G e n e r a t i n g  t h e  S t r u c t u r e  F u n c t i o n  f r o m  
P a t t e r n  a n d  V i c e  V e r s a
In this section, we show how to translate from the 
structure function to the pattern and from the pattern 
to the structure function. We focus on clustered pat­
terns of resource (rather than regular patterns), but the 
general method of the structure function can be used 
to study regular patterns as well. We begin with a sim­
ple and instructive one-dimensional case to clarify ideas, 
although our main focus is two or three dimensions. 
When one-dimensional pattern is generated by a first- 
order Markov process, it is possible both to compute 
the structure function analytically and to produce 
matching patterns. In all other cases, this simplicity is 
lost. We then discuss how to determine structure func­
tions from empirical data either directly (when data 
are given completely) or computationally using an ap­
proximate method (when only nearest neighbor dis­
tances are available). Finally, we provide an algorithm 
(the method of the “Force to be Full”) for creating 
spatial pattern in two or three dimensions, given a 
structure function.
One-dimensional, first-order M arkov patterns 
and the associated structure functions
When pattern is generated by a first-order Markov 
process, the probability that a particular location has 
resource depends only on the status of a single neigh­
bor. That is, one can think of the environment as a
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F i g . 1. Examples of structure functions generated by a 
one-dimensional Markov process, (a) Parameters p x = 0.75, 
p0 = 0.075 so that pa = 0.231; (b) parameters p x = 0.25, p0 = 
0.2 so that pa = 0.211. Variables defined at Eqs. 1 and 2.
series, with the probability of resource at a given point 
depending only on the state of its left neighbor. This 
makes construction of such patterns simple. If the spa­
tial structure is generated in this way, it is also simple 
to calculate the structure function.
The first-order Markov process is fully specified by 
transition probabilities p x and p 0 representing, respec­
tively, the probabilities of finding resource at a site 
immediately adjacent to a full and to an empty site. 
Setting Z(r) to be 1 in the presence of resource and 0 
in its absence as before, we have
A  = Pr{Z(r + 1)= l | Z ( r ) =  1}
Po =  Pr{Z(r + 1)= 1 |Z(r) = 0}. (6)
Note that p x and p0 are related by a condition similar 
to Eq. 2
PaPl +  (1 “  Pa)Po = Pa,  O)
and thus that two o fpa, p l9 and p0 determine the third.
Generating such a pattern is straightforward. Begin­
ning from a point with resources at location 0, establish 
the status of subsequent points consecutively based on 
the status of adjacent points and the probabilities p x 
and p0. For example, to set the state of point i + 1, 
choose a uniform random number between 0 and 1. If 
there is resource at site i, place resource in site i + 1 
if the number is less than p l9 using p 0 in a parallel way 
if there is no resource at site i.
Computing the structure function in this case is pos­
sible analytically. Suppose we are at a point with re­
source, so that Z(0) = 1, and wish to compute the 
probability p(r\ 1) that a point r units away contains 
resource. This can happen in two ways. If Z(r — 1) =
1 [with probability p(r -  111)] then point r has resource 
with probability p x. If Z(r -  1) = 0 [with probability 
1 -  p(r -  111)] then point r has resource with prob­
ability p0. Putting these together, we have
P (r | l )  =  PiPir ~ 1 11) +  P0U ~ p{r -  1 11)}
=  Po +  [Pi -  P o ]p ( r  -  1 11)- (8 )
Subtracting pa from both sides, and using Eq. 7, we 
find that
p ( r  11) -  P a  =  [Pi -  P o ] [ P ( r  -  1 11) -  P a l
With initial condition p( \ \ 1) = p l9 the solution of this 
recursive equation is
P ( r \  1 )  =  p a +  (1  -  p a)[px -  P o Y • ( 9 )
The structure function thus depends geometrically on 
the transition probabilities p x and p 0 (Fig. 1).
Structure functions associated with the Markov pro­
cess with different parameters give a hint of how pat­
tern may affect behavior. An organism moving in the 
world described by Fig. 1 a, where resources tend to be 
tightly clustered, will most likely behave quite differ­
ently from an organism moving in the world charac­
terized by Fig. lb, where resources are more or less 
randomly distributed. We might predict long distance 
moves from a point devoid of resources to search for 
resource clusters in the first case, but not in the second 
one. The structure function thus illustrates the logic 
underlying area-restricted search (Bell 1991).
Constructing structure functions from  
empirical and computer-generated data
It is common that we do not know the stochastic 
process that generates a particular pattern. We here 
show how to estimate the structure function from em­
pirical data. First, we convert nearest neighbor dis­
tances to resources in one dimension into a structure 
function and recommend a related procedure for col­
lecting data to make possible estimation of the struc­
ture function in multiple dimensions. We conclude by 
showing how to convert a complete map of the resource 
distribution into a structure function in any dimension.
When space is measured discretely, the nearest 
neighbor distribution takes the form
g(r) =  Prob{ nearest neighbor to a given resource is r 
units away}.
oo ° 0)
Since this is a discrete distribution, 2 g(r) =  1.
r= 1
In one dimension, we can use the nearest neighbor 
distance to recreate the structure function, if we make 
the additional assumption that the process generating 
the pattern is similar to the first-order Markov case. 
Imagine creating a distribution of resources sequen­
tially, by picking an initial resource point, moving a 
distance r with probability g(r) to the next resource
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p o i n t ,  a n d  t h e n  r e p e a t i n g  t h e  p r o c e s s  f r o m  t h e  n e w  
p o i n t .  T h e  a d d i t i o n a l  a s s u m p t i o n  e n c o d e d  i n  t h i s  a l ­
g o r i t h m  i s  t h e  i n d e p e n d e n t  c h o i c e  o f  r i n  e a c h  s t e p .  
( T h e  a l t e r n a t i v e  i s  t h a t  t h e  n e a r e s t  n e i g h b o r  d i s t a n c e s  
o f  c o n s e c u t i v e  r e s o u r c e s  a r e  c o r r e l a t e d . )
T h i s  c o n s t r u c t i o n  a l l o w s  f o r  c o m p u t a t i o n  o f  t h e  
s t r u c t u r e  f u n c t i o n  i n  a  w a y  a n a l o g o u s  t o  t h e  f i r s t - o r d e r  
M a r k o v  c a s e .  A s  b e f o r e ,  s u p p o s e  w e  a r e  a t  a  p o i n t  w i t h  
r e s o u r c e  a n d  w i s h  t o  c o m p u t e  t h e  p r o b a b i l i t y  p(r\ 1)  
t h a t  a  p o i n t  r u n i t s  a w a y  c o n t a i n s  r e s o u r c e .  T h e r e  a r e  
o n c e  a g a i n  t w o  c a s e s .  I f  t h e  n e a r e s t  n e i g h b o r  d i s t a n c e  
d f r o m  t h e  f i r s t  p o i n t  i s  g r e a t e r  t h a n  r, t h e n  p o i n t  r 
d e f i n i t e l y  h a s  n o  r e s o u r c e .  I f  t h e  n e a r e s t  n e i g h b o r  d i s ­
t a n c e  d i s  l e s s  t h a n  o r  e q u a l  t o  r, t h e n  p o i n t  r i s  o c c u p i e d  
w i t h  p r o b a b i l i t y  p(r — d 1 1 ) .  N o t e  t h a t  t h e  c a s e  d = r 
i s  c o v e r e d ,  b e c a u s e  p ( 0 | l )  =  1 . A d d i n g  t h e s e  t e r m s  
t o g e t h e r  g i v e s
P(T1 1 )  =  2  g(d)P(r ~ d\ 1 ) , (11)
w h i c h  c a n  b e  s o l v e d  i t e r a t i v e l y  f o r  p{r\ 1)  g i v e n  {g(d) ,  
d = 1 ,  2 ,  . . . } .  I n  A p p e n d i x  1 w e  s h o w  h o w  t h i s  c a s e  
g e n e r a l i z e s  t h e  f i r s t - o r d e r  M a r k o v  c a s e .
A  f o r m  o f  n e a r e s t  n e i g h b o r  d i s t a n c e  c a n  b e  u s e d  t o  
e s t i m a t e  s t r u c t u r e  f u n c t i o n s  i n  t h e  f i e l d .  T o  b e  s p e c i f i c ,  
s u p p o s e  t h a t  w e  w a n t  t o  c h a r a c t e r i z e  s p a t i a l  d i s t r i b u ­
t i o n  o f  f r u i t ,  s a y  r o s e  h i p s ,  i n  b u s h e s .  T o  e s t i m a t e  t h e  
s t r u c t u r e  f u n c t i o n  w i t h o u t  m a p p i n g  a l l  t h e  f r u i t ,  o n e  
c a n  g o  t o  a  n u m b e r  o f  b u s h e s  a n d  r a n d o m l y  p i c k  a  
“ c e n t r a l  f r u i t ”  i n  e a c h .  F r o m  t h i s  c e n t r a l  f r u i t ,  e x t e n d  
a  n u m b e r  o f  r a y s  p i c k e d  w i t h  r a n d o m  o r i e n t a t i o n  a n d  
m e a s u r e  t h e  p r e s e n c e  o r  a b s e n c e  o f  f r u i t  a t  v a r i o u s  
d i s t a n c e s  a l o n g  e a c h  o f  t h e s e  r a y s .  F o r  e x a m p l e ,  i f  f r u i t  
w e r e  f o u n d  i n  t h e  d i s t a n c e  r a n g e  4 0 - 5 0  c m  i n  6 o u t  o f  
2 0  c a s e s ,  / ? ( 5 0 1 1 )  w o u l d  b e  e s t i m a t e d  a s  6 / 2 0 ,  o r  0 . 3 .
W h e n  a  c o m p l e t e  m a p  i s  g i v e n  ( e . g . ,  C a s a s  1 9 9 0 ) ,  i t  
i s  e a s y  t o  m e a s u r e  t h e  s t r u c t u r e  f u n c t i o n .  T o  d o  t h i s ,  l e t  
x { a n d  x 2 d e n o t e  a n y  t w o  s p a t i a l  p o i n t s ,  l e t  d(xx, x2) 
d e n o t e  t h e  d i s t a n c e  b e t w e e n  t h e m ,  a n d  l e t
I[r, d(xl9 x2)] = i f  r = d(xu x2) 
o t h e r w i s e .
(12)
T h u s ,  I[r, d(xlf x 2) ]  “ i n d i c a t e s ”  w h e t h e r  (I = 1)  o r  n o t  
( /  =  0)  t h e  d i s t a n c e  b e t w e e n  t h e  t w o  p o i n t s  i s  e x a c t l y  
r. T h e  s t r u c t u r e  f u n c t i o n  c a n  b e  c o m p u t e d  w i t h  t h e  
f o l l o w i n g  a l g o r i t h m .  T o  b e g i n ,  s p e c i f y  a  r e g i o n  X, w h i c h  
i s  f a r  a w a y  f r o m  t h e  b o u n d a r i e s  o f  t h e  m a p .
Algorithm 1: constructing the structure function from 
a pattern. —
1 )  C y c l e  o v e r  a l l  x Y in X.
2 )  I f  Z(xx)  =  1 ( s o  t h a t  t h e r e  i s  r e s o u r c e  a t  x , ) ,  t h e n  
c y c l e  o v e r  a l l  x 2 .
3 )  S e t
Px\(X I 1 )  =  ZZ(x,)Z(x2)I[r, d(x,, x 2)]/Z/[r, d(xt, X2)}.-VI x i
4 )  A v e r a g e  t h e  pxl.
T h i s  a l g o r i t h m  c o m p u t e s  t h e  s t r u c t u r e  f u n c t i o n  f o r  
a  g i v e n  r e s o u r c e  d i s t r i b u t i o n  i n  a n y  n u m b e r  o f  d i m e n ­
s i o n s .
Generating two- and three-dimensional 
patterns from the structure function: 
the method of the “Force to be Full ”
W e  h a v e  s h o w n  h o w  t o  c o m p u t e  s t r u c t u r e  f u n c t i o n s  
f r o m  p a t t e r n  i n  a n y  n u m b e r  o f  d i m e n s i o n s ,  b u t  h a v e  
o n l y  s h o w n  h o w  t o  c o n s t r u c t  p a t t e r n s  f r o m  M a r k o v i a n  
s t r u c t u r e  f u n c t i o n s  a n d  n e a r e s t  n e i g h b o r  d i s t a n c e s ,  a n d  
t h a t  o n l y  i n  o n e  d i m e n s i o n .  T h e s e  m e t h o d s  f a i l  i n  h i g h ­
e r  d i m e n s i o n s  b e c a u s e  l o c a t i o n s  a r e  n o t  o r d e r e d ,  t h a t  
i s ,  i n  t w o  o r  t h r e e  s p a t i a l  d i m e n s i o n s  t h e r e  i s  n o  “ n e x t ”  
p o i n t  t o  b e  g e n e r a t e d  b y  a  M a r k o v  p r o c e s s  o r  b y  a  
n e a r e s t  n e i g h b o r  d i s t r i b u t i o n .  ( T h i s  i s  e v e n  t r u e  i n  o n e  
s p a t i a l  d i m e n s i o n ,  i n  w h i c h  c a s e  w e  h a v e  t o  m a k e  a n  
a r b i t r a r y  d e c i s i o n  a b o u t  w h e t h e r  t h e  n e a r e s t  n e i g h b o r  
t o  t h e  l e f t  o r  t h e  r i g h t  i s  t h e  o n e  t h a t  d e t e r m i n e s  t h e  
r e s o u r c e  s t a t e  o f  t h e  c u r r e n t  c e l l . )  A  m o r e  g l o b a l  a p ­
p r o a c h  t o  g e n e r a t i n g  p a t t e r n  i s  t h u s  r e q u i r e d .
W e  n o w  d e s c r i b e  a n  a l g o r i t h m  f o r  t h e  g e n e r a t i o n  o f  
a  t w o -  o r  t h r e e - d i m e n s i o n a l  s p a t i a l  p a t t e r n  t o  m a t c h  
a  g i v e n  s t r u c t u r e  f u n c t i o n ;  i t  i s  d e s i g n e d  t o  i t e r a t i v e l y  
a p p r o a c h  a n  a p p r o p r i a t e  p a t t e r n .  A t  e a c h  s t e p ,  r e ­
s o u r c e s  a r e  g e n e r a t e d  a t  a  g i v e n  p o i n t  a c c o r d i n g  t o  
w h e t h e r  o r  n o t  t h e  p o i n t  e x p e r i e n c e s  a  l a r g e  “ f o r c e  t o  
b e  f u l l ”  f r o m  t h e  r e s t  o f  t h e  p a t t e r n .  E a c h  p o i n t  i n  t h e  
p a t t e r n ,  w h e t h e r  e m p t y  o r  f u l l ,  h a s  a n  e f f e c t  o n  w h e t h e r  
o r  n o t  t h e  g i v e n  p o i n t  s h o u l d  b e  f u l l ,  e x p r e s s e d  b y  t h e  
s t r u c t u r e  f u n c t i o n  a n d  t h e  d i s t a n c e  t o  t h e  p o i n t .  A n  
a p p r o p r i a t e  c o m b i n a t i o n  o f  t h e s e  e f f e c t s  i s  t h e  f o r c e  t o  
b e  f u l l .  P o i n t s  w i t h  a  l a r g e  f o r c e  t o  b e  f u l l  a r e  f i l l e d  
w i t h  h i g h  p r o b a b i l i t y ,  t h o s e  w i t h  a  s m a l l  f o r c e  t o  b e  
f u l l  a r e  f i l l e d  w i t h  l o w  p r o b a b i l i t y .  T h e  a l g o r i t h m  t h e n  
c o n t i n u e s  w i t h  t h e  n e w  p a t t e r n  u n t i l  t h e  m e a s u r e d  
s t r u c t u r e  f u n c t i o n  ( A l g o r i t h m  1 )  c l o s e l y  m a t c h e s  t h e  
t a r g e t  s t r u c t u r e  f u n c t i o n .
W e  l e t  x  d e n o t e  a  p a r t i c u l a r  s p a t i a l  l o c a t i o n  i n  t h e  
r a n g e  0 <  x  <  .x m ax , w i t h  x  r e p r e s e n t i n g  e i t h e r  o n e ,  
t w o ,  o r  t h r e e  d i m e n s i o n s .  W e  l e t  n r e p r e s e n t  t h e  i t e r a t e ,  
a n d  Z n(x) d e s c r i b e  t h e  p a t t e r n  a t  t h e  nth i t e r a t e ,  b e i n g  
e q u a l  t o  1 w h e n  t h e r e  a r e  r e s o u r c e s  a t  x ,  a n d  0 o t h ­
e r w i s e .  S e t  t h e  m a x i m u m  n u m b e r  o f  i t e r a t e s  t o  b e  
« m ax . T h i s  a l g o r i t h m  i s  s u f f i c i e n t l y  c o m p l e x  t h a t  w e  f o l ­
l o w  s e v e r a l  s t e p s  w i t h  i n t e r p r e t a t i o n .
Algorithm: the Force to be Full. —
1 )  S e t  n = 0 ,  a n d  c r e a t e  t h e  “ z e r o t h ”  s p a t i a l  p a t t e r n  
b y  f i l l i n g  p o i n t s  i n d e p e n d e n t l y  t o  m a t c h  t h e  a v e r a g e  
d e n s i t y  o f  r e s o u r c e  pa. T h a t  i s ,  c y c l e  o v e r  a l l  x  a n d  a t  
e a c h  p o i n t  c h o o s e  a  n u m b e r  u r a n d o m l y  d i s t r i b u t e d  
o n  0  t o  1 a n d  s e t  Z0(x) = 1 i f  u < pa a n d  Z0(x) = 0  
o t h e r w i s e .
Interpretation: L a c k i n g  a  b e t t e r  s t a r t i n g  p o i n t ,  w e  
r a n d o m l y  d i s t r i b u t e  r e s o u r c e s  i n  s p a c e ,  s o  t h a t  t h e  
a v e r a g e  p r o b a b i l i t y  o f  a  p o i n t  c o n t a i n i n g  r e s o u r c e s  
i s  pa, d e t e r m i n e d  f r o m  t h e  s t r u c t u r e  f u n c t i o n .
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2 )  L e t  “ 1 ”  d e n o t e  a l l  t h e  p o i n t s  x  w h e r e  Zn{x) = 1 
a n d  l e t  “ 0 ”  d e n o t e  a l l  t h e  p o i n t s  w h e r e  Zn(x) = 0 .
3 )  C y c l e  o v e r  a l l  x .  A t  e a c h  s p a t i a l  p o i n t  x ,  c y c l e  
o v e r  a l l  s p a t i a l  p o i n t s  x' a n d  l e t  d(x; x f) d e n o t e  t h e  
d i s t a n c e  b e t w e e n  x  a n d  x '.  S e t  K [d(x ; x')] = 
e x p [—fid(x\ x ' ) L  w h e r e  /? i s  a  u s e r - p r o v i d e d  p a r a m e t e r  
( s e e  Examples b e l o w )  a n d  s e t
C , ( X ) =  2  p[d(x; x')\l]K[d(.x- x')]
,v'e“ I ”
+  2  P[d(x, x')\0]K[d(x-, x')] ( 1 3 )
a n d
G o W =  2  {l -  p[d(x;x’)\l]\K[d(x;x')]
,v'e“ I ”
+ 2  < l-p[d(*;*')|0]}X [«/(x;x')]. (14)jce“0”
Interpretation: T h e  f u n c t i o n  K{d) m e a s u r e s  t h e  “ i n ­
f l u e n c e ”  o f  t h e  p r e s e n c e  o r  a b s e n c e  o f  r e s o u r c e s  a t  
o n e  p o i n t  o n  t h e  p r e s e n c e  o r  a b s e n c e  o f  r e s o u r c e s  a t  
a n o t h e r  p o i n t .  W e  c h o o s e  a n  e x p o n e n t i a l l y  d e c a y i n g  
f u n c t i o n  f o r  s i m p l i c i t y .  S o m e  n u m e r i c a l  e x p e r i m e n ­
t a t i o n  i s  r e q u i r e d  t o  d e t e r m i n e  a n  a p p r o p r i a t e  v a l u e  
o f  0 .  F o r  e x a m p l e ,  i f  0  i s  “ l a r g e , ”  s a y  >  1 ,  t h e n  e s ­
s e n t i a l l y  o n l y  n e a r e s t  n e i g h b o r s  w i l l  i n f l u e n c e  a  p o i n t .  
O n  t h e  o t h e r  h a n d ,  i f  (3 =  0 ,  t h e n  a l l  p o i n t s  e q u a l l y  
i n f l u e n c e  e a c h  o t h e r .  I n  t h e  c o m p u t a t i o n s  r e p o r t e d  
i n  t h e  n e x t  s e c t i o n ,  w e  u s e  0 =  0 . 2 5 .
T h i n k  o f  p[d{x\ x ' ) | l ]  a s  t h e  “ d e s i r e ”  o f  a  f u l l  
p o i n t  x '  t h a t  p o i n t  x  s h a r e s  i t s  g o o d  f o r t u n e  i n  h a v i n g  
r e s o u r c e s  a n d  o f  p[d(x; . x : ' ) |0] a s  t h e  d e s i r e  o f  a n  
e m p t y  p o i n t  x '  t h a t  p o i n t  x  e n j o y s  r e s o u r c e s .  T h e n  
Gx(x) m e a s u r e s  t h e  s u m m e d  d e s i r e  o f  a l l  s p a t i a l  p o i n t s  
t h a t  p o i n t  x  c o n t a i n s  r e s o u r c e s .  S i m i l a r l y ,  G 0( x )  
m e a s u r e s  t h e  s u m m e d  d e s i r e  o f  a l l  s p a t i a l  p o i n t s  t h a t  
p o i n t  x  l a c k s  r e s o u r c e s .  A l t e r n a t i v e l y ,  w e  c a n  e n v i ­
s i o n  a  “ f l o w ”  o f  r e s o u r c e s  f r o m  o n e  f i l l e d  p o i n t  t o ­
w a r d s  a n  e m p t y  p o i n t .  T h e n  G i ( . x )  m e a s u r e s  t h e  
s u m m e d  f l o w  f r o m  a l l  f i l l e d  p o i n t s  t o  p o i n t  x .
N e x t  d e t e r m i n e  t h e  p a r a m e t e r  q s o  t h a t
1
4 )  T h e  “ f o r c e  t o  b e  f i l l e d ”  a t  x  i s
FF(x) = G Ax)G,(x) +  G 0( x )  ’
a n d  s e t
( 1 5 )
2  [FF(x)]« = pa
FF"(x) = [FF'(x)\>.
( 1 7 )
(18)
Interpretation: T h i s  f u n c t i o n  c o m p a r e s  Gx a n d  G0. 
I f  G, i s  m u c h  l a r g e r  t h a n  G0 t h e  p o i n t  x  h a s  a  l a r g e  
f o r c e  t o  b e  f u l l .
W e  s h a l l  n o w  r e s c a l e  t h e  f o r c e  t o  b e  f i l l e d  t w i c e .  I n  t h e  
f i r s t  r e s c a l i n g ,  w e  e x p a n d  t h e  v a l u e s  o f  FF(x) t o  c o v e r
0  t o  1 . I n  t h e  s e c o n d  s c a l i n g  w e  e n s u r e  t h a t  t h e  a v e r a g e  
v a l u e  i s  pa.
5 )  T o  r e s c a l e  FF(x) ,  l e t  Fmin a n d  Fmax b e  t h e  s m a l l e s t  
a n d  l a r g e s t  v a l u e s  o f  FF(x) o v e r  a l l  v a l u e s  o f  x ,  a n d  
s e t
FFf(x) = FF(x) (16)
Interpretation: E q .  1 6  l i n e a r l y  r e s c a l e s  t h e  f o r c e  t o  
b e  f u l l  t o  c o v e r  t h e  r a n g e  f r o m  0  t o  1 . E q .  1 7  p r e s e r v e s  
t h i s  r a n g e  a n d  i s  s o l v e d  f o r  q t o  s i m u l t a n e o u s l y  e n ­
s u r e  t h a t  t h e  a v e r a g e  d o u b l y  r e s c a l e d  f o r c e  t o  b e  f u l l ,  
FF’' a s  d e f i n e d  b y  E q .  1 8 ,  i s  pa. ( A  n o n l i n e a r  s c a l i n g  
i s  r e q u i r e d  f o r  t h e  a l g o r i t h m  t o  w o r k ;  w e  d o n ’t  k n o w  
w h y  t h i s  i s  s o .  I n  g e n e r a l ,  q i s  s u b s t a n t i a l l y  d i f f e r e n t  
f r o m  1 . )
E q .  1 7  i s  a  n o n l i n e a r  e q u a t i o n  f o r  q. I t  c a n  b e  
s o l v e d  e f f e c t i v e l y  b y  N e w t o n ’s  m e t h o d  ( P r e s s  e t  a l .  
1 9 8 6 ) .  W e  h a v e  n o t  y e t  e n c o u n t e r e d  a  c a s e  i n  w h i c h  
t h e  N e w t o n  m e t h o d  d i d  n o t  c o n v e r g e  i n  1 0  o r  f e w e r  
i t e r a t i o n s .
6)  C y c l e  o v e r  a l l  x  s e t t i n g  Zn+l(x) =  1 i f  a  u n i f o r m l y  
d i s t r i b u t e d  r a n d o m  n u m b e r  u i s  l e s s  t h a n  FF"(x) a n d  
s e t t i n g  Zn+l(x) = 0  o t h e r w i s e .  B e c a u s e  t h e  a v e r a g e  v a l ­
u e  o f  FF" i s  pa , t h e  e x p e c t e d  d e n s i t y  o f  r e s o u r c e s  i s  
a l s o  pa.
1) C o n s t r u c t  t h e  e m p i r i c a l  s t r u c t u r e  f u n c t i o n  u s i n g  
A l g o r i t h m  1 . S e t  t h e  e m p i r i c a l  s t r u c t u r e  f u n c t i o n  t o  b e
SFn+l(d).
8)  C o n s t r u c t  t h e  g o o d n e s s  o f  f i t  b e t w e e n  t h e  g i v e n  
s t r u c t u r e  f u n c t i o n  p{r\ 1)  a n d  t h e  e m p i r i c a l  s t r u c t u r e  
f u n c t i o n  b y
Dn+1 =  2  \P(r\ 1 )  -  SF„+i |a > ( r ) ,  ( 1 9 )
r= 0
w h e r e  lo(r) i s  t h e  “ w e i g h t i n g ”  a s s i g n e d  t o  d i s t a n c e  r i n  
m e a s u r i n g  t h e  g o o d n e s s  o f  f i t .  F o r  e x a m p l e ,  i f  oo(r) =  
1 , t h e n  a l l  d i s t a n c e s  a r e  w e i g h t e d  e q u a l l y  w h e r e a s  i f  
<jo(r) d e c r e a s e s  a s  r i n c r e a s e s ,  t h e n  s m a l l  d i s t a n c e s  “ c o u n t  
m o r e ”  i n  t h e  m e a s u r e  o f  t h e  g o o d n e s s  o f  f i t .  I f  t h e  
v a l u e  o f  Dn+ x s o  c o n s t r u c t e d  i s  s m a l l e r  t h a n  t h a t  o f  t h e  
p r e v i o u s  b e s t  p a t t e r n  ( i . e . ,  w i t h  t h e  p r e v i o u s  s m a l l e s t  
Dn) ,  t h e n  s t o r e  t h e  c u r r e n t  p a t t e r n  a s  t h e  b e s t  p a t t e r n  
a n d  t h e  c u r r e n t  g o o d n e s s  o f  f i t  a s  t h e  b e s t  g o o d n e s s  o f  
f i t .
9 )  R e p l a c e  t h e  c u r r e n t  v a l u e  o f  n b y  n +  1 .  I f  t h e  
n e w  v a l u e  i s  l e s s  t h a n  nmax t h e n  r e t u r n  t o  s t e p  2 .  O t h ­
e r w i s e ,  s t o p  a n d  a d o p t  t h e  p a t t e r n  w i t h  t h e  s m a l l e s t  
v a l u e  o f  Dn. T h i s  a l g o r i t h m  d o e s  n o t  “ c o n v e r g e , ”  i n  
t h e  s e n s e  t h a t  a s  n i n c r e a s e s  Dn d e c r e a s e s .  H o w e v e r ,  i f  
e n o u g h  i t e r a t i o n s  a r e  c o n s i d e r e d ,  a n  e x c e l l e n t  f i t  b e ­
t w e e n  t h e  e m p i r i c a l  a n d  u n d e r l y i n g  s t r u c t u r e  f u n c t i o n s  
c a n  b e  o b t a i n e d .
E x a m p l e s
W e  s h a l l  n o w  i l l u s t r a t e  h o w  s o m e  o f  t h e s e  i d e a s  c a n  
b e  u s e d  t o  g e n e r a t e  s t r u c t u r e  f u n c t i o n  f r o m  p a t t e r n  a n d
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T a b le  1. Nearest neighbor frequency distribution for krill 
swarms, reported by Butterworth et al. (1991), based on the 
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* We assume that swarms in the 2.0-3.0, 3.0-4.0, and 4.0­
5.0 km intervals are uniformly distributed in those intervals 
and that swarms in the >5.0 category were uniformly dis­
tributed between 5.0 and an upper limit of 15.0 km.
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F ig . 2. A “recreated” linear transect through krill aggre­
gations, using the nearest neighbor distances from Table 1 to 
construct the spatial pattern using Algorithm 1.
p a t t e r n  f r o m  s t r u c t u r e  f u n c t i o n .  T h e  c o m p u t a t i o n s  d e ­
s c r i b e d  h e r e  w e r e  r u n  o n  a  M a c i n t o s h  I l f x ,  Q u a d r a  
7 0 0 ,  o r  Q u a d r a  8 0 0  u s i n g  T R U E B A S I C .  B e c a u s e  e a c h  
i t e r a t i o n  o f  t h e  F o r c e  t o  B e  F u l l  a l g o r i t h m  r e q u i r e s  
r e p e a t e d  c y c l i n g  o v e r  a l l  s p a t i a l  p o i n t s  t w i c e ,  o n e  i s  
l i k e l y  t o  r u n  o u t  o f  t i m e  a n d  p a t i e n c e  w a i t i n g  f o r  t h e  
r e s u l t  b e f o r e  o n e  r u n s  o u t  o f  c o m p u t e r  m e m o r y .  I n  
A p p e n d i x  4 ,  w e  d i s c u s s  t h e  t i m i n g  o f  t h e  a l g o r i t h m  i n  
m o r e  d e t a i l .
B u t t e r w o r t h  e t  a l .  ( 1 9 9 1 )  p u b l i s h e d  t h e  n e a r e s t  
n e i g h b o r  d i s t a n c e s  ( T a b l e  1)  f o r  k r i l l  a g g r e g a t i o n s  s t u d ­
i e d  b y  M i l l e r  a n d  H a m p t o n  ( 1 9 8 9 ) .  I n  t h i s  s t u d y ,  « 1 5 0 0  
k r i l l  (Euphausia superba)  a g g r e g a t i o n s  w e r e  d e t e c t e d  
a n d  s i z e d  a c o u s t i c a l l y  b y  c r u i s i n g  l i n e a r  t r a n s e c t s  i n  a n  
a r e a  o f  t h e  s o u t h w e s t  I n d i a n  o c e a n  d u r i n g  t h e  F i r s t  
I n t e r n a t i o n a l  B i o m a s s  E x p e r i m e n t  ( F I B E X ) .
I n  o r d e r  t o  a c h i e v e  a  c o n s i s t e n t  s p a t i a l  i n c r e m e n t  i n  
t h e  c o n s t r u c t i o n  o f  t h e  s t r u c t u r e  f u n c t i o n ,  w e  m a d e  t h e  
a d d i t i o n a l  a s s u m p t i o n  ( s e e  T a b l e  1 )  t h a t  t h e  s w a r m s  
i n  t h e  2 . 0-3.0, 3.0-4.0, a n d  4.0-5.0 k m  i n t e r v a l s  w e r e  
u n i f o r m l y  d i s t r i b u t e d  i n  t h o s e  i n t e r v a l s  a n d  t h a t  t h e  
s w a r m s  i n  t h e  >5.0 k m  c a t e g o r y  w e r e  u n i f o r m l y  s p r e a d  
b e t w e e n  5.0 k m  a n d  a n  a r b i t r a r y  u p p e r  l i m i t  o f  15.0 
k m  ( t h e  a c t u a l  c h o i c e  h a d  l i t t l e  e f f e c t  o n  t h e  s t r u c t u r e  
f u n c t i o n  i n  t h i s  c a s e ) .  T h u s ,  t h e  d i s t r i b u t i o n  o f  n e a r e s t  
n e i g h b o r  d i s t a n c e s  h a s  m a x i m u m  1 5  k m .  C o n s e q u e n t ­
l y  E q .  1 0  i s  n o r m a l i z e d  w i t h  a  m a x i m u m  v a l u e  o f  r =  
1 5 .  W i t h  t h e s e  m o d i f i c a t i o n s ,  w e  c a n  r e c r e a t e  a  s a m p l e  
p a t h  o f  t h e  k i n d  m e a s u r e d  b y  M i l l e r  a n d  H a m p t o n  
( F i g .  2 )  a n d  t h e  s t r u c t u r e  f u n c t i o n  ( F i g .  3). T h i s  e s s e n ­
t i a l l y  o n e - d i m e n s i o n a l  p a t t e r n  a p p e a r s  t o  b e  g e n e r a t e d  
b y  s o m e t h i n g  c l o s e  t o  a  f i r s t - o r d e r  M a r k o v  p r o c e s s .
H i g h e r  o r d e r  M a r k o v  p r o c e s s e s ,  e v e n  i n  o n e  d i m e n ­
s i o n ,  i n c o r p o r a t e  s p a t i a l  c o r r e l a t i o n s ,  i n  t h a t  t h e  s t a t e  
o f  a  p o i n t  d e p e n d s  o n  s e v e r a l  o f  i t s  n e i g h b o r s  t o  t h e  
l e f t  a n d  n o t  j u s t  t h e  f i r s t .  A  s e c o n d - o r d e r  M a r k o v  p r o ­
c e s s  r e q u i r e s  t h a t  w e  d e f i n e
Pij = P r o b {Z(r) = 1 \Z(r -  1 )  =  / ,  Z ( r  -  2 )  = j] ( 2 0 )
f o r  / =  0  o r  1 a n d  j  =  0  o r  1 .  F o r  e x a m p l e  p0l i s  t h e  
p r o b a b i l i t y  t h a t  a  s i t e  i s  f i l l e d  w h e n  i t s  i m m e d i a t e  
n e i g h b o r  t o  t h e  l e f t  i s  e m p t y ,  b u t  i t s  n e x t  n e i g h b o r  i s  
f u l l .  T h e s e  v a l u e s  g e n e r a l i z e  p0 a n d  p l i n  E q .  6. S i m ­
i l a r l y ,  d e s c r i p t i o n  o f  a  t h i r d - o r d e r  M a r k o v  p r o c e s s  r e ­
q u i r e s  v a l u e s  f o r
P„k =  P rob {Z (r) = \ \ Z ( r -  1) =  ;,
Z(r -  2 )  =  j, Z(r -  3 )  =  k) (21)
f o r  /  =  0  o r  1 ,  j  =  0  o r  1 , a n d  k =  0  o r  1 . G e n e r a t i o n  
o f  p a t t e r n s  f o l l o w s  a n  a l g o r i t h m  s i m i l a r  t o  t h a t  f o r  f i r s t -  
o r d e r  M a r k o v  p r o c e s s e s  a n d  i s  d e s c r i b e d  i n  A p p e n ­
d i x  2 .
W e  c h a l l e n g e d  t h e  “ F o r c e  t o  b e  F u l l ”  a l g o r i t h m  t o  
p r o d u c e  t h r e e - d i m e n s i o n a l  p a t t e r n s  t o  m a t c h  t h e  s t r u c ­
t u r e  f u n c t i o n  f r o m  a  v a r i e t y  o f  t h i r d - o r d e r  M a r k o v  
p r o c e s s e s .  T h e  p a r a m e t e r s  p000 = 0 . 3 6 8 ,  p0l0 = 0 . 4 4 4 ,  
P o o i  =  0 . 2 7 3 ,  Pon = 0 . 4 7 3 ,  Pioo =  0 . 2 1 ,  p {0i =  0 . 0 4 5 ,
r  ( k m)
F ig . 3. The structure function for krill aggregations based 
on the recreated transect in Fig. 2.
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( d )
F ig . 4. (a) The structure function generated by the third-order Markov process described in the text, (b) The empirical 
structure function generated during the first iteration (i.e., random allocation of resources over space) of the “Force to be 
Full” algorithm, (c) The best empirical structure function, taken over 20 iterations of the “Force to be Full” algorithm, 
compared with the structure function generating it. (d) A cross section, at z = 4, of this empirical pattern. ’
P \io =  0 . 0 1 4 , p ul  =  0 . 2 17 p r o d u c e  a  s t r u c t u r e  f u n c t i o n  
( F i g .  4 a )  w i t h  m a n y  “ p e a k s  a n d  v a l l e y s . ”  W e  a p p l i e d  
t h e  m e t h o d  o f  t h e  f o r c e  t o  b e  f u l l  t o  a  t h r e e - d i m e n s i o n a l  
r e g i o n  o f  s i z e  x max = 3 1 ,  y max =  8, z max =  6. T h e  f i r s t  
i t e r a t i o n  o f  t h e  “ F o r c e  t o  b e  F u l l ”  a l g o r i t h m  p r o d u c e d  
a  d i s t r i b u t i o n  o f  r e s o u r c e s  w i t h  e s s e n t i a l l y  n o  s p a t i a l  
p a t t e r n  ( F i g .  4 b ) ,  b u t  b y  t h e  t i m e  t h e  a l g o r i t h m  i s  f i n ­
i s h e d ,  f o r  o n l y  a  m o d e r a t e  n u m b e r  o f  i t e r a t i o n s  ( nmax 
= 20) ,  t h e  f i t  b e t w e e n  t h e  e m p i r i c a l  s t r u c t u r e  f u n c t i o n  
a n d  t h a t  c o r r e s p o n d i n g  t o  t h e  t h i r d - o r d e r  M a r k o v  p r o ­
c e s s  i s  e x c e l l e n t  ( F i g .  4 c ) .  S i n c e  t h e  “ F o r c e  t o  b e  F u l l ”  
a l g o r i t h m  g e n e r a t e s  t h e  a c t u a l  d i s t r i b u t i o n  o f  r e ­
s o u r c e s ,  w e  c a n  c o n s i d e r  t h a t  a s  w e l l  o r ,  m o r e  i n f o r m ­
a t i v e l y ,  c r o s s  s e c t i o n s  o f  t h a t  d i s t r i b u t i o n  ( F i g .  4 d ) .
D is c u s s io n
W e  b e l i e v e  t h a t  t h e  s t r u c t u r e  f u n c t i o n ,  t h e  c o n d i ­
t i o n a l  p r o b a b i l i t y  o f  f i n d i n g  r e s o u r c e  a t  a  p o i n t  a s  a  
f u n c t i o n  o f  t h e  d i s t a n c e  f r o m  a  g i v e n  p o i n t ,  i s  a n  i n ­
t u i t i v e  ( b e c a u s e  o f  i t s  f o c u s  o n  l o c a l  c o n d i t i o n s ) ,  u s a b l e  
a n d  i n t e r p r e t a b l e  m e a n s  t o  d e s c r i b e  s p a t i a l  p a t t e r n .  
S t r u c t u r e  f u n c t i o n s  c a n  b e  e a s i l y  e s t i m a t e d  i n  t h e  f i e l d  
a n d  p r o v i d e  s u f f i c i e n t  i n f o r m a t i o n  t o  g e n e r a t e  p a t t e r n s  
i n  m u l t i p l e  d i m e n s i o n s  w i t h  t h e  F o r c e  t o  b e  F u l l  a l ­
g o r i t h m .  A l t h o u g h  w e  h a v e  f o c u s s e d  o n  s t r u c t u r e  f u n c ­
t i o n s  c o r r e s p o n d i n g  t o  p r e s e n c e  o r  a b s e n c e  o f  r e s o u r c e ,
m o r e  c o m p l i c a t e d  c a s e s  w o r k  i n  t h e  s a m e  f a s h i o n .  F o r  
e x a m p l e ,  h u m a n  k r i l l  f i s h e r s  d i f f e r e n t i a t e  b e t w e e n  
“ g r e e n ”  k r i l l  ( t h o s e  t h a t  h a v e  r e c e n t l y  f e d  a n d  f o r  w h i c h  
t h e r e  i s  l i t t l e  m a r k e t  v a l u e )  a n d  “ p i n k ”  k r i l l  ( t h o s e  t h a t  
h a v e  n o t  r e c e n t l y  f e d  a n d  t h a t  h a v e  h i g h  m a r k e t  v a l u e ) .  
I n  t h a t  c a s e ,  w e  n e e d  t o  i n t r o d u c e  t h r e e  s t r u c t u r e  f u n c ­
t i o n s :  o n e  c o n d i t i o n e d  o n  a b s e n c e  o f  k r i l l  a t  a  p o i n t ,  
o n e  c o n d i t i o n e d  o n  t h e  p r e s e n c e  o f  g r e e n  k r i l l ,  a n d  o n e  
c o n d i t i o n e d  o n  t h e  p r e s e n c e  o f  p i n k  k r i l l .  S i m i l a r l y ,  
w e  c a n  s u p e r i m p o s e  u p o n  t h e  p r e s e n c e  o r  a b s e n c e  o f  
r e s o u r c e  a  d i s t r i b u t i o n  o f  s i z e s .  F o r  e x a m p l e ,  w e  m i g h t  
u s e  t h e  s t r u c t u r e  f u n c t i o n  t o  d e s c r i b e  w h e t h e r  c l u s t e r s  
o f  f r u i t  a r e  p r e s e n t  o r  n o t  i n  a  c e l l  a n d  t h e n  a  d i f f e r e n t  
p r o b a b i l i t y  d i s t r i b u t i o n  f o r  t h e  n u m b e r  o f  f r u i t  i n  t h e  
c l u s t e r .
W e  b e l i e v e  t h a t  t h e  s t r u c t u r e  f u n c t i o n  i s  t h e  a p p r o ­
p r i a t e  t o o l  t o  d e s c r i b e  s p a t i a l l y  d i s t r i b u t e d  r e s o u r c e s  
e n c o u n t e r e d  b y  f o r a g e r s .  A  f l y  m i n i m i z i n g  d i s t a n c e  
t r a v e l l e d  w h i l e  o v i p o s i t i n g  o n  r o s e  h i p s  t h a t  a r e  c l u s ­
t e r e d  w i t h i n  b u s h e s  m u s t  d e c i d e  h o w  f a r  t o  t r a v e l  f r o m  
p o i n t s  w i t h  a n d  w i t h o u t  f r u i t .  K n o w l e d g e  o f  t h e  s t r u c ­
t u r e  f u n c t i o n  a n d  t h e  c o s t s  o f  t r a v e l  a r e  s u f f i c i e n t  i n ­
f o r m a t i o n  t o  c o m p u t e  t h e  f i t n e s s  o f  d i f f e r i n g  b e h a v i o r s  
i n  t h i s  c a s e  ( M a n g e l  1 9 9 4 ) .  I n  d y n a m i c  s i t u a t i o n s ,  w h e n  
f r u i t s  o r  r e s o u r c e s  a r e  d e p l e t e d  b y  o n e  o r  m o r e  f o r a g e r s  
o r  a r e  r e g e n e r a t e d ,  t h e  s t r u c t u r e  f u n c t i o n  c a n  b e  u s e d
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b o t h  t o  d e s c r i b e  t h e  s p a t i a l  c o n s e q u e n c e s  o f  t h e  d y ­
n a m i c s  a n d  t o  c o m p u t e  c h a n g i n g  o p t i m a l  b e h a v i o r a l  
r e s p o n s e s .  S u c h  p r e c i s e  b e h a v i o r a l  p r e d i c t i o n s  c a n  b e  
t e s t e d  e i t h e r  w i t h  d i r e c t  o b s e r v a t i o n  o f  i n d i v i d u a l s  o r  
b y  c a r e f u l  m e a s u r e m e n t  o f  t h e  s t a t e  o f  r e s o u r c e s  a f t e r  
f o r a g i n g  ( L e v i n  e t  a l .  1 9 7 7 ) .  F o r  e x a m p l e ,  t h e  p a t t e r n  
o f  p a r a s i t i z e d  a n d  u n p a r a s i t i z e d  f r u i t s  c a r r i e s  a  r e c o r d  
o f  t h e  f o r a g i n g  b e h a v i o r  o f  t e p h r i t i d  f r u i t  f l i e s  ( M a n g e l  
1 9 9 4 ) .  S i m i l a r l y ,  t h e  n e c t a r  l e v e l  i n  f l o w e r s ,  o r  e v e n  
t h e  p o l l i n a t i o n  s t a t u s  o f  s e e d s ,  c a r r y  a  r e c o r d  o f  t h e  
s p a t i a l  f o r a g i n g  b e h a v i o r  o f  p o l l i n a t o r s .
O u r  a p p r o a c h  h a s  a n t e c e d e n t s  i n  t h e  l i t e r a t u r e  o f  
p a t t e r n  r e c o g n i t i o n  ( D u d a  a n d  H a r t  1 9 7 3 ) ,  s i m u l a t e d  
a n n e a l i n g  ( A a r t s  a n d  K o r s t  1 9 8 9 ) ,  G i b b s  s a m p l i n g  
( R i p l e y  1 9 8 8 : 9 6 ) ,  a n d  n e u r a l  c o m p u t a t i o n  ( A m i t  1 9 8 9 ) .  
S u c h  m e t h o d s  c a n  a l s o  b e  u s e d  t o  r e c o g n i z e  a n d  g e n ­
e r a t e  c l u s t e r e d  s p a t i a l  p a t t e r n s  b y  m e a n s  o f  c o n s t r u c t ­
i n g  a n  “ e n e r g y ”  f u n c t i o n  r e l a t e d  t o  t h e  c u r r e n t  s p a t i a l  
c o n f i g u r a t i o n  a n d  a t t e m p t i n g  t o  m i n i m i z e  t h a t  e n e r g y  
f u n c t i o n .  U s u a l l y  s o m e  k i n d  o f  G a u s s i a n  a s s u m p t i o n  
i s  m a d e ,  w h e r e a s  n o n e  i s  r e q u i r e d  w i t h  o u r  a l g o r i t h m .  
I n  a d d i t i o n ,  i n  p r i n c i p l e  t h e  m e t h o d  o f  t h e  F o r c e  t o  b e  
F u l l  c h a n g e s  t h e  e n t i r e  p a t t e r n  o n  e a c h  s w e e p  t h r o u g h  
t h e  a l g o r i t h m ,  r a t h e r  t h a n  c h a n g i n g  t h e  p a t t e r n  i n c r e ­
m e n t a l l y .
T h e r e  a r e  s e v e r a l  t e c h n i c a l  i s s u e s  n o t  a d d r e s s e d  b y  
t h e  “ F o r c e  t o  b e  F u l l ”  a l g o r i t h m .  T h e r e  i s  n o  g u a r a n t e e  
t h a t  t h e  a l g o r i t h m  w i l l  a p p r o a c h  a n  a p p r o p r i a t e  p a t ­
t e r n .  I n  t h e  w o r s t  c a s e ,  t h e r e  m i g h t  b e  n o  p a t t e r n  w i t h  
a  g i v e n  s t r u c t u r e  f u n c t i o n .  A l t h o u g h  w e  a v o i d e d  t h i s  
s i t u a t i o n  b y  u s i n g  s t r u c t u r e  f u n c t i o n s  c r e a t e d  f r o m  a  
b i o l o g i c a l  p r o c e s s ,  s u c h  i n f e a s i b l e  f u n c t i o n s  d o  e x i s t .  
F o r  e x a m p l e ,  i n  o n e  d i m e n s i o n ,  i f  t h e  p r o b a b i l i t y  t h a t  
a  f u l l  p o i n t  h a s  a  f u l l  n e i g h b o r  i s  l a r g e  [ p ( l  11)  i s  n e a r  
1] ,  t h e n  t h e  p r o b a b i l i t y  t h a t  a  p o i n t  t w o  s t e p s  a w a y  
f r o m  a  f u l l  p o i n t  i s  f u l l  c a n n o t  b e  t o o  s m a l l  s i n c e  i t  
m u s t  h o l d  t h a t  p{2 |  1 )  >  p( 1 1 1 )2 +  [1  -  p( 1 1 1 ) ] 2 . T h e  
c o m p l e t e  c o n d i t i o n s  f o r  c o n s i s t e n c y  a r e  g i v e n  i n  A p ­
p e n d i x  3 .  E v e n  i f  p a t t e r n s  m a t c h i n g  a  g i v e n  s t r u c t u r e  
f u n c t i o n  d o  e x i s t ,  w e  h a v e  b e e n  u n a b l e  t o  d e m o n s t r a t e  
m a t h e m a t i c a l l y  t h a t  t h e  a l g o r i t h m  w i l l  f i n d  t h e m .  A  
d e m o n s t r a t i o n  o f  t h e  c o n v e r g e n c e  p r o p e r t i e s  o f  t h e  
a l g o r i t h m  w o u l d  b e  v e r y  i n s t r u c t i v e .  B e c a u s e  w e  f o c u s  
o n  a  d i s c r e t e  d e s c r i p t i o n  o f  s p a c e ,  t h e  c o m p u t a t i o n a l  
r e q u i r e m e n t s  ( b o t h  i n  m e m o r y  a n d  t i m e )  d e p e n d  m o r e  
u p o n  t h e  s i z e  o f  c e l l  t h a t  o n e  c o n s i d e r s  t h a n  a n y t h i n g  
e l s e .  I f  t h e  c e l l s  a r e  v e r y  s m a l l ,  t h e n  i t  w i l l  b e  e a s y  t o  
e x h a u s t  t h e  m e m o r y  o f  a  d e s k t o p  m i c r o c o m p u t e r .  
H o w e v e r ,  t h e  c e l l  s i z e  s h o u l d  n o t  b e  c o n s i d e r e d  a s  f u l l y  
a r b i t r a r y :  i t  i s  d e t e r m i n e d  i n  l a r g e  p a r t  b y  t h e  r e l e v a n t  
s p a t i a l  a n d  t e m p o r a l  c h a r a c t e r i s t i c s  o f  t h e  o r g a n i s m  
b e i n g  s t u d i e d .
A n o t h e r  r e l a t e d  t e c h n i c a l  i s s u e  c o n c e r n s  t h e  t r a n s ­
l a t i o n  o f  d i s t r i b u t i o n s  o f  n e a r e s t  n e i g h b o r  d i s t a n c e s  
i n t o  s t r u c t u r e  f u n c t i o n s .  W e  s h o w e d  h o w  t o  d o  t h i s  i n  
o n e  d i m e n s i o n ,  b u t  k n o w  o f  n o  t e c h n i q u e  t o  d o  s o  i n  
m u l t i p l e  d i m e n s i o n s ,  e v e n  w i t h  a d d i t i o n a l  a s s u m p ­
t i o n s  m o r e  r e s t r i c t i v e  t h a n  t h a t  m a d e  i n  o n e  d i m e n ­
s i o n .  I f  t h i s  t r a n s l a t i o n  p r o v e s  i m p o s s i b l e ,  t h e  d i s t r i ­
b u t i o n  o f  n e a r e s t  n e i g h b o r  d i s t a n c e s  p r o b a b l y  c a n n o t  
b e  u s e d  a s  a n y t h i n g  m o r e  t h a n  a  s t a t i s t i c .
F i n a l l y ,  c o n s i d e r  t h e  i s s u e  o f  w h e n  t w o  s t r u c t u r e  
f u n c t i o n s  d i f f e r  s i g n i f i c a n t l y .  A l t h o u g h  t h i s  q u e s t i o n  
c a n  b e  p h r a s e d  a s  o n e  i n v o l v i n g  s t a t i s t i c a l  c o n s i d e r a ­
t i o n s ,  i t  i s  o u r  o p i n i o n  t h a t  t h e  a n s w e r  i s  m o s t  r e l e v a n t  
i n  t h e  b i o l o g i c a l  c o n t e x t .  I n  t h i s  v i e w ,  t w o  h a b i t a t s  
w i t h  p o t e n t i a l l y  d i f f e r e n t  s t r u c t u r e  f u n c t i o n s  a r e  d i f ­
f e r e n t  i f  t h e y  l e a d  t o  s u b s t a n t i a l l y  d i f f e r e n t  f i t n e s s  c o n ­
s e q u e n c e s  f o r  t h e  o r g a n i s m  f o r a g i n g  i n  t h e  t w o  h a b i t a t s ,  
t a k i n g  i n t o  a c c o u n t  t h e  r e l e v a n t  l e v e l s  o f  b e h a v i o r a l  
p l a s t i c i t y .  M a n g e l  ( 1 9 9 4 )  i l l u s t r a t e s  h o w  t h e  s t r u c t u r e  
f u n c t i o n  c a n  b e  c o n n e c t e d  t o  f i t n e s s .
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A P P E N D IX  1
F i r s t - o r d e r  M a r k o v  P r o c e s s e s  a n d  N e a r e s t  N e i g h b o r  D is t a n c e
We here show that the structure function for the first-order 
Markov process can be recovered from the nearest neighbor 
distances of that process and Eq. 11.
The nearest neighbor distances for the first-order Markov 
process are
£(1) = Px
= g ( l ) A - i  +  g(2)p,-2 +  2  0  -  Po)g(x)pr-x- t
g(d) =  ( i -  />,)(i -  p0y - * p 0 for d >  2.
Therefore, for d  >  3, g(d) =  (1 -  p 0)g(d -  1).
For convenience, we denote p(r\ 1) by p r. Then, we have
P r = 2  g(d)Pr-d
= g U ) P r - ,  + g (2 )P ,  2 +  2  g ( d ) P r-J
=  g W P r - ,  +  g(2)/>,-2 + (1 -  P<>)[Pr-I -  ^ l ) P r - 2]
= (1 -  Ptt + Pl)P,-l + (Po ~ Pl)P,-2
= Pr- I + (Pl -  Po)(P,-, -  Pr-l)-
Therefore, ( p r — p ,._x) = (/?, — pQ)(pr- { — p r- 2), which, along 
with the initial condition p0 =  1, matches the solution (Eq.
9) of Eq. 8.
A P PE N D IX  2
S e c o n d -  a n d  T h i r d - O r d e r  M a r k o v  P r o c e s s e s  a n d  T h e i r  S t r u c t u r e  F u n c t i o n s
Given the probabilities,
PlJ =  Prob{Z(r) = 1 \Z(r -  1) = i, Z(r -  2) = j ) ,
defining a second-order Markov process as in Eq. 20, we can 
generate a spatial distribution of resources according to the 
following algorithm.
Algorithm: Constructing a Second-Order 
Markov Resource Distribution
1) Set Z(0) = 1 and then draw a random number u uni­
formly distributed between 0 and 1. Then if u < p00/
(Poo + Poi), we set Z (l) = 0 and if u > p0o/(Poo + A>i), we set 
Z (l) = 1. Set r, = 1.
2) Set p test =  p Z(rch Z(rc _ d and draw a random number u 
uniformly distributed between 0 and 1. Then if u < p test< set 
Z(rc + 1) = 1; otherwise set Z(rc + 1) = 0.
3) Replace rc by rc + 1 and if the new value is less than 
''max, return to step 2.
Once we have generated the pattern {Z(r)} in this manner, 
we can use Algorithm 1 to construct the structure function. 
A slight modification of this algorithm allows the construction 
of a pattern from a third-order Markov process.
The following condition is modified very slightly from Kar­
lin and Taylor (1975:504). Suppose that {Xn; n =  0, ±1, ±2, 
. . .} is a stochastic process on the integers with mean 0 and 
variance 1. The covariance function can be defined as
R(d) = E [X nX n+d\.
A function R is the covariance function of a co variance sta­
tionary process if and only if it is positive semidefinite, that 
is, for all A: > 1 and all real numbers a x, . . . , a k
A P P E N D IX  3
C o n s is t e n c y  C o n d i t i o n s  o n  S t r u c t u r e  F u n c t i o n s
R(d) =  E [{Z n -  pa)(Zn+d -  pa)]/[pa(\ -  pa)]
= (E [ZnZ n+d\ -  pa2)/[pa(\ -  p a)}
=  [PaP(d\ 1) -  Pa2V [ P a V  ~  Pa)]
= [ p ( d \ \ ) ~  pa]/{\ ~  p a).
The condition that R(d)  be positive semidefinite is then
2  'S, a,ajR(i -  j )  ^  0.
1=1 j —1
To convert the Z n to have mean 0 and variance 1, set
Z n ~ p a
2  2  W l P d  ~  j  I D ~ P a \ ^  0
x. =
V p a  i - p . y
Then
2  2  a ,a ,P ( i  ~  j \  ■) £  Pal 2/=1 7=1 \ '=1
This is the required consistency condition.
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A P PE N D IX  4
T i m i n g  o f  t h e  “ F o r c e  t o  b e  F u l l ”  A l g o r i t h m
The “Force to be Full” (FTBF) algorithm requires that for 
each cell containing resources, we cycle over all cells. Thus, 
if C is the number of cells, when C is large, the time to 
complete the algorithm will grow as C 2. To illustrate this 
effect, we ran the algorithm on a Macintosh Quadra 800 with 
the structure function shown in Fig. 4, cycling over four values 
of j8, and for 20 iterations, for C ranging between 50 and 600 
cells. We found that the time T(C), measured in minutes, to 
complete the iterations fit the relationship (r2 = 1.00):
T(C) =  7.1 + 0.0323C + 0.000542C2. (Al)
In addition to cell size, one must consider the rate of im ­
provement of the algorithm. That is, we specify the number 
of iterates nmax to be used but each iteration does not lead to 
an improvement in the fit of the constructed structure function 
and the given structure function. Two analogies are helpful. 
First, each time a constructed pattern has a structure function 
that fits the given structure function better, we have “broken 
the previous record.” The mathematics of record breaking is
filled with nonintuitive results (Glick 1978). Alternatively, we 
can conceive of each new pattern representing a “mutation” 
that completely replaces the previous “best” pattern if the 
new structure function is in better agreement with the specified 
structure function than the current “best” structure function. 
Such mutational systems have the property that initial im ­
provements occur rapidly but then subsequent improvements 
require increasing amounts of time (Kauffman and Levin 1987, 
Gillespie 1991). To illustrate this idea, we ran the FTBF al­
gorithm with 100 cells, the structure function used in Fig. 4, 
and measured the number of iterations (a random variable) 
required to achieve 11 improvements. We then fit the data 
to find the iteration I(k) on which the k lh improvement occurs 
is given by (r2 = 0.941)
I(k) = 1.071 x 100 3256*. (A.2)
This result shows how the number of iterations needed to 
achieve a specified number o f improvements grows exponen­
tially.
