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ABSTRACT
We present an overview of, and first science results from, the Magellanic Edges Sur-
vey (MagES), an ongoing spectroscopic survey mapping the kinematics of red clump
and red giant branch stars in the highly substructured periphery of the Magellanic
Clouds. In conjunction with Gaia astrometry, MagES yields a sample of ∼7000 stars
with individual 3D velocities that probes larger galactocentric radii than most previ-
ous studies. We outline our target selection, observation strategy, data reduction and
analysis procedures, and present results for two fields in the northern outskirts (>10◦
on-sky from the centre) of the Large Magellanic Cloud (LMC). One field, located in
the vicinity of an arm-like overdensity, displays apparent signatures of perturbation
away from an equilibrium disk model. This includes a large radial velocity dispersion
in the LMC disk plane, and an asymmetric line-of-sight velocity distribution indicative
of motions vertically out of the disk plane for some stars. The second field reveals 3D
kinematics consistent with an equilibrium disk, and yields Vcirc = 87.7 ± 8.0km s−1 at
a radial distance of ∼10.5kpc from the LMC centre. This leads to an enclosed mass
estimate for the LMC at this radius of (1.8 ± 0.3) × 1010M.
Key words: Magellanic Clouds – galaxies:kinematics and dynamics – stars: kine-
matics and dynamics – galaxies: stellar content – galaxies: structure
1 INTRODUCTION
The Large and Small Magellanic Clouds (LMC/SMC) are
of fundamental importance in numerous areas of astronomy.
The LMC, as the most massive Milky Way (MW) satellite
– with recent estimates of its total mass exceeding 1011M
(e.g. Erkal et al. 2019; Shao et al. 2018; Pen˜arrubia et al.
2016; Kallivayalil et al. 2013) – has significant effects on
our Galaxy. For example, it can induce warps in the MW
disk (Laporte et al. 2018), generate overdensities in the MW
dark matter halo (Garavito-Camargo et al. 2019; Petersen
& Pen˜arrubia 2020; Erkal et al. 2020), perturb the orbits of
smaller satellites and stellar streams (Patel et al. 2020; Ko-
posov et al. 2019; Erkal et al. 2019), and has likely brought
with it several dwarf satellites of its own (e.g. Bechtol et al.
? E-mail: lara.cullinane@anu.edu.au (LRC)
2015; Kallivayalil et al. 2018; Erkal & Belokurov 2019). The
Clouds are also the closest pair of interacting dwarf galax-
ies, at distances of 50kpc (Pietrzyn´ski et al. 2019) and 60kpc
(Graczyk et al. 2013) for the LMC and SMC respectively.
This makes them ideally situated for a detailed study of the
influence of interactions on galaxy evolution. The SMC in
particular is significantly distorted, with a line of sight depth
of up to 20kpc (e.g. Ripepi et al. 2017; Nidever et al. 2013;
Crowl et al. 2001) and an asymmetric, irregular morphology
(e.g. Subramanian & Subramaniam 2012; El Youssoufi et al.
2019), both of which encode valuable information about its
extensive interaction history.
It is evident that having precise information on the
masses and orbits of the Clouds, as well as their interac-
tion and star formation histories, is important for our un-
derstanding of both the local and more distant universe.
In order to obtain information on these topics, the Clouds
© 2020 The Authors
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have been the focus of numerous surveys, with efforts in-
tensifying as the availability of instruments able to survey
quickly the large on-sky area of the Clouds increases. One
example is the Dark Energy Camera (DECam; Flaugher
et al. 2015), which is situated on the 4m Blanco Telescope at
the Cerro Tololo Inter-American Observatory in Chile, and
has a 3 square degree field of view. Several surveys includ-
ing the Survey of the Magellanic Stellar History (SMASH;
Nidever et al. 2017), and the Magellanic SatelLites Survey
(MagLiteS; Drlica-Wagner et al. 2016) have utilised DECam
to obtain deep multi-band photometry across the Magellanic
system. In combination with DECam photometry from the
Dark Energy Survey (DES; Abbott et al. 2018), and addi-
tional imaging from Mackey et al. (2018), this has provided
an almost complete photometric picture of the Clouds and
their surrounds (Mackey et al. in prep).
A key result from these surveys is the discovery of a
wealth of low-surface-brightness substructure across the pe-
riphery of the Clouds (see e.g. Mackey et al. 2016; Belokurov
& Koposov 2016; Mackey et al. 2018; Nidever et al. 2019);
clear evidence of tidal interaction between the two Clouds,
and/or the Clouds and the Milky Way. However, in order
to piece together precise details of the interactions forming
these features, kinematic information for stars in the sub-
structures and across the Clouds, which is not provided by
photometric surveys, is needed.
Spectroscopic surveys have long been used to charac-
terise line-of-sight kinematics in the Clouds, though these
have predominantly targeted stars (or star clusters) in the
interior, rather than the outskirts, of the Clouds. Studies of
the LMC have largely focussed on its internal rotation, with
older tracer populations such as carbon stars (e.g. Kunkel
et al. 1997; van der Marel et al. 2002), red giant branch stars
(RGB: e.g. Zhao et al. 2003; Cole et al. 2005, and many
others), and star clusters (e.g. Schommer et al. 1992; Gro-
cholski et al. 2006) found to have larger velocity dispersions
compared to younger populations such as red supergiants
(Olsen & Massey 2007). Even within the RGB population,
metal-poor (and, by extension, older) stars are found to have
increased dispersions relative to more metal-rich stars (e.g.
Cole et al. 2005; Carrera et al. 2011). Some studies have also
found potential evidence for a high-dispersion halo popula-
tion (Minniti 2003; Borissova et al. 2004; Munoz et al. 2006;
Majewski et al. 2008) around the LMC.
In contrast to the relatively ordered motion within the
LMC, studies of the SMC reveal more complex, disturbed
kinematics. Both younger (Evans et al. 2015) and older pop-
ulations (e.g. Harris & Zaritsky 2006; Parisi et al. 2009;
De Leo et al. 2020, and many others) have large velocity
dispersions and spatial velocity gradients indicative of the
SMC being disrupted by the LMC (though note Dobbie et al.
2014a also find some evidence for coherent rotation within
the SMC). SMC debris has been found in not only the bridge
region between the Clouds (e.g. Carrera et al. 2017), but also
at large distances from the Clouds (Navarrete et al. 2019),
and even within the LMC itself (Olsen et al. 2011).
In addition to kinematic studies, spectroscopic measure-
ments of the CaII triplet equivalent width (pioneered by Ol-
szewski et al. 1991 and Armandroff & Da Costa 1991) have
often been used to obtain metallicity estimates for RGB
stars in the Clouds. Metallicity gradients as a function of
galactocentric radius are found in both Clouds, with me-
dian [Fe/H] abundances decreasing from around −0.5 in the
central (≤ 6kpc) LMC disk to around −1 further out (e.g.
Carrera et al. 2011, 2008a). In the more metal-poor SMC,
[Fe/H] abundances decrease from −1 in the central (≤ 2◦) re-
gions, to approx. −1.5 further out (e.g. Dobbie et al. 2014b;
Carrera et al. 2008b; but see also Cioni 2009).
While spectroscopic studies are useful, measuring line-
of-sight kinematics alone is insufficient to constrain the full
3D velocity field of the Clouds (see e.g. section 3 of van der
Marel et al. 2002). This is particularly relevant when consid-
ering distant substructures, as full 3D kinematic information
is required in order to distinguish between different forma-
tion mechanisms for the observed stellar substructures (see
e.g. Mackey et al. 2016, 2018; Besla et al. 2016). In this
respect, Gaia DR2 (Gaia Collaboration et al. 2018a) has
been a boon, providing proper motion measurements down
to red clump magnitudes (G . 19) in both Clouds. This
has allowed substructures to be kinematically traced out to
25◦ from the centre of the Clouds (e.g. Belokurov & Erkal
2019; Belokurov et al. 2017), and detailed analyses of inter-
nal LMC dynamics based on proper motions (Gaia Collab-
oration et al. 2018c; Vasiliev 2018; Wan et al. 2020) to be
performed. However, the Clouds are sufficiently distant that
the Gaia spectrograph does not reach the faint magnitudes
required to provide line-of-sight velocities for the old stel-
lar populations in the Clouds that comprise the peripheral
substructures.
As such, to date, there have been no large scale studies
of 3D kinematics in the outskirts of the Clouds. The Magel-
lanic Edges Survey (MagES) is designed to fill this gap. The
core aim of the survey is to obtain spectra for large numbers
of red clump and red giant branch stars that trace substruc-
tures across the Magellanic periphery, in order to derive line-
of-sight velocities that can be used in conjunction with Gaia
data to obtain the full 3D kinematic information necessary
to unravel the interaction history of the Clouds. To do so,
it utilises observations with the 2dF fibre positioner (Lewis
et al. 2002) coupled with the dual-arm AAOmega spectro-
graph (Sharp et al. 2006) at the 3.9m Anglo–Australian Tele-
scope (AAT) to obtain simultaneous spectra for ∼370 stars
across each ∼2◦ diameter field. The survey began in 2015,
with observations taken for several nights per year to date
(details provided in Table 1).
In this paper, we present the detailed methodology of
MagES, and our first science results. §2 presents the survey
fields and target selection procedure. §3 describes the reduc-
tion and data validation processes. §4 discusses the method
used to isolate Magellanic stars and extract aggregate field
kinematics. We report our first science results, a determi-
nation of the LMC disk motion using distant tracers, in §5,
followed by our conclusions and future plans for MagES in
§6.
2 SURVEY DESIGN AND TARGET
SELECTION
As MagES is intended to shed light on interactions between
the Clouds – a major signature of which is the formation
tidal disturbances in the periphery – MagES fields largely
target overdense regions and substructures in the outskirts
of the Clouds. Over time, as the photometric coverage of
MNRAS 000, 1–23 (2020)
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the Magellanic periphery has increased, the positioning of
MagES fields has evolved to continually target the most con-
spicuous features. To date, twenty-six 2dF fields have been
observed; these are detailed in Table 1, with Fig. 1 presenting
a visual representation of the targeted fields overplotted on
a stellar density map of red clump stars across the Clouds.
The earliest observed fields target a large arm-like fea-
ture to the north of the LMC first discussed in Mackey et al.
(2016). Subsequent runs have focussed on spoke-like features
to the south of the LMC disk (discussed in Mackey et al.
2018), and extended red clump features surrounding the
SMC (e.g. Mackey et al. 2018; Pieres et al. 2017). The most
recent observations target another apparent tidal feature ex-
tending from the SMC which curves around the southern
LMC, discussed in Belokurov & Erkal (2019), and thought
to be a counterpoint to the northern arm feature.
2.1 Target Selection
MagES primarily targets red clump stars, as this region
in colour-magnitude space has high contrast for Magel-
lanic stars relative to background contaminants (see Fig. 2).
Whilst even stronger contrast exists for the Magellanic main
sequence turn-off population, these stars are ∼2.5 magni-
tudes fainter than the red clump, and as such would require
prohibitively long integration times to reach sufficient S/N.
In addition to the field placement evolving, the target
selection procedure has also changed as new data have be-
come available. Consequently, there are three distinct target
selection procedures that have been applied during different
phases of the survey:
(i) Fields within the DES footprint, observed prior to the
release of Gaia DR2 (2015–2016). These are denoted as D
fields;
(ii) Fields outside the DES footprint, observed prior to
the release of Gaia DR2 (2017); these are denoted as M
fields; and
(iii) Fields observed post-Gaia DR2 release (2018+);
these are denoted as G fields.
The three procedures are detailed in the following sec-
tions; Table 1 provides classification of each field into one
of these three groups, in addition to the location of the
field’s centre, dates observed and total exposure time. D
fields are listed first, followed by M and G fields; this is in
approximately chronological order of observations. Within
each grouping, fields are listed in order of increasing right
ascension.
Once a list of possible targets is compiled for each field,
they are assigned various priorities between 1 and 9 (with 9
being the highest). Higher priorities are given to stars most
likely to be of Magellanic origin, though how this is defined
varies based on the specific selection procedure, and is dis-
cussed in the following sections. The 2dF allocation software
configure (Miszalski et al. 2006) uses the priorities to in-
form fibre allocation: higher ranked targets are more likely to
be observed. By design, the selection procedure is such that
there are almost always more possible targets than available
2dF fibres – as such, prioritisation strongly influences which
stars are observed in any given field.
All three procedures involve target selection and pri-
oritisation based on cuts in extinction-corrected colour-
magnitude space. Where DECam photometry is used, the
de-reddening is done using Schlegel et al. (1998) dust maps
and updated coefficients from Schlafly & Finkbeiner (2011).
Where Gaia DR2 photometry is used, the correction uses the
procedure described in Belokurov & Erkal (2019): the first
two terms of Eq. 1 from Gaia Collaboration et al. (2018b)
are used in conjunction with the Schlegel et al. (1998) dust
maps. No correction is made for reddening internal to the
Clouds as this is not expected to be significant in the low-
density peripheral regions targeted by MagES (cf. Choi et al.
2018).
2.1.1 D Fields
Initial fields observed by MagES were located entirely within
the photometric footprint of DES year 1 (as reduced by
Koposov et al. 2015); target selection is thus based on
(r0, (g − r)0) and (i0, (g − i)0) colour magnitude diagrams.
Within each colour magnitude diagram, an inner and outer
box are defined, centred on the red clump, as in panels a
and b of Fig. 2. Priorities for each star are defined based on
their location on the two diagrams: stars in the inner box in
both diagrams are given the highest priority, with decreasing
priority given to stars located in the outer boxes, or located
within box boundaries on only one of the diagrams.
Note that the boundaries of selection boxes for D fields
are defined based on photometry of the northern disk of
the LMC, where the position of the red clump in colour-
magnitude space is well defined; the same box is then applied
to fields covering fainter substructures. Selection boxes are
designed to be sufficiently generous that small changes in
CMD position of the red clump (due to, for example, field-
to-field differences in line-of-sight distance), do not affect
target selection.
2.1.2 M fields
Fields designated M are located outside of the DES survey
footprint, and are selected based on g- and r-band DECam
photometry obtained by Mackey et al. (2018).We refer in-
terested readers to Koposov et al. (2018) for details of the
data reduction and photometric analysis. Three boxes are
defined on the (r0, (g − r)0) colour magnitude diagram, as in
panel c of Fig. 2: an inner and outer box surrounding the
red clump, similar to those used for the D fields, as well as
a lower box designed to capture any faint red clump exten-
sion. As with D fields, these CMD boxes are defined based
on photometry of the northern LMC disk. Highest priority
is assigned to stars in the inner box; followed by the outer
box. Stars in the third box are assigned lowest priority as,
while useful, this region of the CMD has higher Milky Way
contamination than the canonical red clump.
2.1.3 G Fields
Fields observed after the release of Gaia DR2 utilise these
data exclusively in the selection procedure; even in regions
where DECam photometry exists. Unlike previous selec-
tions, a combination of photometry and astrometry are used.
Highest priority is given to stars that pass the selection pro-
cedure presented in Belokurov & Erkal (2019). This uses
MNRAS 000, 1–23 (2020)
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Table 1. 2dF fields observed as of Jan 2020. Columns give the field number; location of the field centre as RA(α), DEC(δ) in J2000.0,
and ξ , η as plotted in Fig. 1; UT dates when the field was observed; total field exposure time; and the on-sky distance of the field
from the centre of the LMC or SMC (whichever is closer, indicated by L or S respectively). Fields are numbered strictly in order of
increasing right ascension across the entire survey. The fields are grouped by their classification into three categories based on the target
selection procedure used (see §2): D fields are within the DES footprint and observed prior to Gaia DR2, M fields are outside the DES
footprint and observed prior to Gaia DR2, and G fields are observed post Gaia DR2. Within each grouping the fields are listed in order
of increasing right ascension.
Field RA DEC ξ η Dates observed
Total exposure
time (s)
Galactocentric distance
(◦) from LMC/SMC
D fields
11 05 19 42.63 -56 53 06.88 -1.30 12.80
19 Aug 20151, 20 Aug 2015,
21 Aug 2015, 4 Feb 2016,
5 Feb 2016
27000 12.7 (L)
13 05 35 05.69 -55 06 03.11 0.90 14.70 19 Aug 20151, 1 Feb 2016 18380 14.6 (L)
15 06 00 07.40 -54 17 53.14 4.70 15.30 20 Aug 2015 8700 16.0 (L)
16 06 12 13.07 -53 52 32.45 6.60 15.50
l 3 Feb 2016, 4 Feb
2016,
5 Feb 2016
16200 16.8 (L)
M fields
6 03 22 33.00 -80 40 55.00 -5.00 -12.75 14 Dec 2017, 1 Oct 2018 12600 13.1 (L)
7 03 26 04.00 -77 26 18.00 -6.50 -9.75 1 Dec 2017 10800 11.0 (L)
8 03 39 15.00 -73 43 48.00 -7.50 -6.00
15 Dec 2017, 16 Dec
2017
10800 8.8 (L)
10 04 36 23.00 -79 07 17.00 -2.50 -10.00 12 Dec 2017 9000 9.9 (L)
14 05 50 22.00 -79 21 18.00 1.00 -10.00 13 Dec 2017 10800 10.0 (L)
17 06 32 16.00 -80 59 36.00 2.50 -12.00 30 Sep 2018 12600 12.2 (L)
19 06 40 29.00 -53 29 04.00 11.00 15.00 12 Dec 2017 10800 18.6 (L)
20 07 04 01.00 -53 37 01.00 14.50 13.75 14 Dec 2017 12600 19.9 (L)
G fields
1 00 56 26.00 -67 43 32.00 -22.00 -12.00 30 Sep 2018, 1 Oct 2018 10800 5.4 (S)
2 00 59 30.00 -79 10 57.00 -10.50 -16.75 2 Oct 2018 10800 6.1 (S)
3 01 20 00.00 -82 30 00.00 -6.97 -17.51 3 Mar 2019, 4 Mar 2019,
7 Mar 2019
11600 9.5 (S)
4 01 45 11.00 -79 15 22.00 -9.25 -14.75 30 Sep 2018 12600 6.9 (S)
5 02 06 32.00 -76 29 09.00 -10.75 -12.00 1 Oct 2018, 2 Oct 2018 16200 6.0 (S)
9 03 40 00.00 -86 17 13.12 -1.78 -17.73 5 Mar 2019, 6 Mar 2019,
8 Mar 2019
14410 17.1 (L)
12 05 20 00.00 -59 18 00.00 -1.17 10.29
27 Feb 2019, 28 Feb
2019
10800 10.3 (L)
18 06 40 00.00 -62 30 00.00 8.19 5.89
27 Feb 2019, 28 Feb
2019
12200 10.7 (L)
21 07 17 12.00 -76 36 00.00 6.14 -8.58 2 Mar 2019, 5 Mar 2019 14600 10.9 (L)
22 07 25 34.00 -52 04 52.00 18.50 14.00 1 Oct 2018, 2 Oct 2018 9000 22.8 (L)
23 07 36 00.00 -71 00 00.00 9.99 -4.19 6 Mar 2019, 7 Mar 2019 14400 11.4 (L)
24 07 58 48.00 -84 12 00.00 3.67 -16.31 4 Mar 2019 9300 16.4 (L)
25 08 32 00.00 -67 00 00.00 16.74 -4.01 3 Mar 2019 11300 17.5 (L)
26 08 48 00.00 -79 00 00.00 8.67 -13.59 1 Mar 2019 9000 16.1 (L)
1 on 19 Aug 2015, these pilot fields were observed with only the red arm of AAOmega; subsequent observations were taken in the
typical setup with both arms of the spectrograph, as discussed in §3.1.
Gaia photometry to select red clump and RGB stars (see
panel d of Fig. 2). G fields are the only fields to contain
RGB stars, though these are few in number compared to red
clump stars. In addition, parallax ($ < 0.2) and proper mo-
tion (−0.6 < µB (mas yr−1)< 1.4, 0.9 < µL (mas yr−1)< 2.8)1
cuts are applied to isolate Magellanic stars. Lower priority is
given to stars within a slightly offset selection box surround-
ing the red clump, with the same parallax cut and more gen-
1 L and B are Magellanic longitude and latitude respectively, as
defined in Nidever et al. (2008). µL is the proper motion in the
L cos(B) direction, such that it is perpendicular to µB .
erous proper motion cuts (−1.0 < µα2 (mas yr−1)< 4.0 and
−4.0 < µδ (mas yr−1)< 4.0) which increase the selection area
in proper motion space by a factor of 25. This lower-priority
selection is used when the number of target stars passing the
initial, higher-priority selection criteria is significantly lower
than the number of 2dF fibres available – while less efficient,
we have confirmed additional Magellanic stars are captured
through this second, less restrictive selection.
2 µα refers to proper motion in the α cos(δ) direction, as obtained
directly from the Gaia source catalogue using the column PMRA.
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Figure 1. Location of observed 2dF fields across the Magellanic system; fields are predominantly located on substructures or overdensities
in the periphery of the Clouds. Green circles indicate D fields, blue circles indicate M fields, and purple circles indicate G fields. Fields
12 and 18 are discussed in detail in this paper. The background image shows the log density of red clump and red giant stars per square
degree. These were selected from Gaia DR2 according to the process outlined by Belokurov & Erkal (2019); repeated here in §2.1.3.
On this map, north is up and east is to the left; (η, ξ) are coordinates in a tangent-plane projection centred on the LMC (α0 = 82.25◦,
δ0 = −69.5◦). Orange dashed circles mark angular separations of 8◦, 12◦, 16◦, and 20◦ from the LMC centre, as well as 4◦ and 8◦ from
the SMC centre. Within 8◦ of the LMC and 4◦ of the SMC, wide-field optical images are displayed. The red x-signs mark the locations
of Canopus (the second brightest star in the sky, which limits field placement to avoid spectral contamination from scattered light) and
the south celestial pole (which limits field placement due to telescope pointing limits).
3 DATA ACQUISITION
3.1 Observations and Data Reduction
All observations were taken using the 2dF/AAOmega instru-
ment on the AAT at Siding Spring Observatory. 2df (Lewis
et al. 2002) is a multi-object fibre positioner which allows for
target placement within a two-degree field on the sky. It has
a total of 400 fibres, of which ∼365 are available for science
targets (the remainder being dedicated to guide stars and
sky observations, detailed later in this section). AAOmega
(Sharp et al. 2006) is a dual beam optical spectrograph;
for these observations, the light was split using the 580V
dichroic (i.e. at 5800A˚). On the blue arm, the 1500V grat-
ing was utilised, obtaining a spectral resolution of R∼3700,
and wavelength coverage of 4910–5615A˚3. This is designed
3 The design of AAOmega is such that the wavelength coverage
varies between individual fibres; the quoted range includes only
those wavelengths that are accessible in every fibre.
to cover the 5167A˚, 5172A˚ and 5183A˚ MgIb lines to provide
precise line-of-sight (LOS) velocity estimates.
On the red arm, the 1700D grating was used, provid-
ing a resolution of R∼10000 and wavelength coverage 8370–
8790A˚3. This is designed to cover the 8498A˚, 8542A˚ and
8662A˚ CaII triplet at sufficiently high resolution to both
allow for an estimation of metallicity (as in e.g. Da Costa
2016), as well as provide a second LOS velocity estimate
complementary to that obtained from the blue arm of the
spectrograph.
In general, our survey strategy was to observe fields for
between 10800–12600s, split into 1800s exposures to avoid
skyline saturation and mitigate cosmic ray contamination.
This results in typical signal to noise (S/N) values of ∼10
per pixel in both the red and blue data (at least in spec-
tral regions not heavily contaminated by night sky emission;
poor sky subtraction during the data reduction process de-
grades the S/N in some regions of the red spectra). In prac-
tice, total exposure times vary in accordance with observing
conditions, with shorter exposures acceptable in very good
MNRAS 000, 1–23 (2020)
6 L. R. Cullinane et al.
0.0 0.5 1.0
(g − r)0
18.00
18.25
18.50
18.75
19.00
19.25
19.50
r 0
a
D field selection
−0.5 0.0 0.5 1.0 1.5 2.0
(g − r)0
16
17
18
19
20
21
22
23
r 0
c
Milky Way
thin disk
Milky
Way
thick
disk
Milky
Way
halo
LMC
MSTO
M field selection
0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
(BP −RP )0
14
15
16
17
18
19
20
G
0
d
G field selection
0.0
0.2
0.4
0.6
0.8
1.0
N
or
m
al
is
ed
d
en
si
ty
0.0 0.5 1.0 1.5
(g − i)0
17.5
18.0
18.5
19.0
19.5
i 0
b
Figure 2. Colour-magnitude selection boxes (grey) used in target selection for each field type. These are overlaid on observed Hess
diagrams of field 12, located in the northern LMC disk; the Magellanic main sequence turnoff and regions of strong Milky Way contam-
ination are marked in panel c. The selection boxes are designed to select red clump stars, and in the case of G fields, RGB stars also.
D fields (left panels) use joint selection from (r0, (g − r)0) (panel a) and (i0, (g − i)0) (panel b) CMDs; M fields (centre panel c) employ
(r0, (g − r)0) photometry only; G fields (right panel d) employ only Gaia (G0, (GBP −GRP)0) photometry, even when DES photometry
exists in these regions; cuts are also placed in proper motion space as described in §2.1.3.
conditions, but additional repeated exposures required when
conditions were poor.
Fig. 3 shows histograms of ‘quality measure’ (QM: an
empirical S/N indicator covering spectral regions of interest,
described further in §3.2) for both red and blue arms of the
spectrograph in representative M and G fields. D fields have
distributions comparable to M fields. Red clump stars have
similar QM values in both red and blue spectra. In contrast,
RGB stars (found only in G fields) have significantly higher
QM values in the red spectra: this is the source of the second
‘bump’ in the QM distribution in panel d of Fig. 3. As RGB
stars are much redder than clump stars, this increase in QM
is not prominent in the blue spectra.
Data are reduced using the 2dfdr pipeline (AAO Soft-
ware Team 2015), which undertakes the subsequent steps.
First, all observations are debiased using bias frames taken
at the start of each night. Next, spectral traces are located
with a fibre-flat field, taken immediately prior to each set
of science exposures. These traces are used to extract the
data for each fibre. The extracted spectra are then divided
by corresponding normalised trace from the fibre-flat to cor-
rect for pixel-to-pixel variations along the CCD for each fi-
bre. Wavelength calibration is performed using traces from
an arc frame also obtained immediately prior to each set
of science exposures, via a least-squares polynomial fit. A
secondary wavelength calibration tweak, based on night sky
emission features and utilising a lower-order polynomial fit,
is also performed after the initial calibration.
Because the target stars are faint, the subtraction of
signal from the night sky – both continuum and line emis-
sion – is a crucial part of the reductions. To facilitate this,
within each 2dF field, 25 dedicated fibres are used to mea-
sure the night-sky flux across the observed spectral range.
Sky fibre locations are selected by configure from a list of
150 possible locations in each field, which were cross-checked
against the photometric catalogues available at the time of
observation (DES or Gaia) to ensure no sources are located
within a radius of 10 arcsec from the fibre position. During
the reduction process, we discard any sky fibres where there
are indications of non-sky signal present.
The sky-subtraction process must take into account
fibre-to-fibre throughput variations; in 2dfdr, the relative
throughputs of each fibre are determined using night sky
emission features. Several features are identified within each
fibre, and the total flux within each feature measured. The
median flux of the feature is taken across all dedicated sky
fibres in the field; the ratio between this median, and the
total flux of the feature measured in each target fibre, gives
the relative throughput of the fibre. This procedure is re-
peated for several night sky emission features; the median
throughput is used as the final value. In the blue spectra, as
there is only a single strong night sky emission feature (at
5577A˚), the throughput derived from this feature is used
directly. The median sky spectrum, obtained from all sky
fibres in each field, is then normalised by the relative fibre
throughputs and subtracted from each fibre.
Finally, all science exposures for a given field on a given
night are combined. However, in order to account for varia-
tions in data quality (caused by, for example, variable see-
ing) or exposure time differences between observations, the
MNRAS 000, 1–23 (2020)
MagES: Survey Overview 7
0
5
10
15
20
25
30
35
40
#
O
cc
u
re
n
ce
s
a
B
lu
e
sp
e
ct
ra
Field 19
0 5 10 15 20
Quality measure
0
5
10
15
20
25
30
#
O
cc
u
re
n
ce
s
c
R
e
d
sp
e
ct
ra
b
Field 18
All stars
Quality cuts passed
0 5 10 15 20 25
Quality measure
d
Figure 3. Typical ‘quality measure’ (QM) distributions for blue (panels a and b) and red (panels c and d) spectra. Left panels show
results for field 19, a typical M field, and right panels show results for field 18, a typical G field. Purple filled histograms show the
distribution for all stars observed in a field (as discussed in §3.1); red unfilled histograms show the distribution after quality cuts are
performed (as discussed in §3.2). Bright RGB stars (found only in G fields) have significantly higher QM values in the red than fainter
red clump stars, but this difference is not present in blue spectra.
relative weight each exposure will contribute to the final
combined frame must first be determined. This is calculated
using the frames flux weighting algorithm in 2dfdr; which
compares the total flux summed across each object spectrum
to that expected (calculated by 2dfdr based on the supplied
object magnitude and the total exposure time across all ex-
posures). The median offset between the observed and ex-
pected flux for all objects in a given exposure is calculated,
and subsequently inverted and scaled such that the ‘best’
exposure (i.e. with the smallest offset) is given a weight of
unity, with shorter or poorer-quality exposures given com-
mensurately reduced weights.
Once the relative weight of each exposure is determined,
all exposures are combined into a single frame according to
the following process in 2dfdr. The weighted median value
of each pixel is taken across all exposures to create an initial
estimate of the combined frame. Each individual exposure is
compared to this median estimate; if the value of any pixel
in an individual frame exceeds the corresponding median
pixel value by 10σ, that pixel is flagged as contaminated by
a cosmic ray in the individual exposure. The final combined
frame is calculated by taking the weighted mean of each
pixel in each exposure, excluding those flagged as contam-
inated by cosmic rays. In this way, pixel values where ex-
posures are flagged as contaminated are effectively ‘filled-in’
by the equivalent pixels in exposures which are not flagged
as contaminated by cosmic rays. When a given field was
observed over multiple nights, frames for each night were
reduced separately, with LOS velocity estimates combined
later (see §3.2).
Examples of typical reduced spectra are presented in
Fig. 4. The faint target magnitudes, combined with the rel-
atively low S/N of the spectra, preclude the determination of
detailed abundance estimates for individual stars, with the
exception of [Fe/H] as based on the CaII triplet (described
in §4.4). However, the quality of the spectra is sufficient to
derive LOS velocity estimates as described in §3.2.
3.2 LOS Velocity Determination
LOS velocity estimates for each star were obtained by cross-
correlation of the spectra against velocity templates using
the iraf fxcor routine. A synthetic template from the
Munari et al. (2005) library, using stellar parameters ap-
propriate for LMC red clump stars4 and rebinned to the
4 T=5000K, log(g) = 2.5, [Fe/H]= −0.5, [α/Fe]= 0.
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Figure 4. Typical reduced blue (panel a) and red (panel b) spec-
tra. Panel a shows a star in field 19, with a heliocentric LOS veloc-
ity of ∼344km s−1; MgIb lines (with rest wavelengths of 5167.3A˚,
5172.6A˚, and 5183.6A˚) and a FeI/CaI blend (with rest wave-
length 5270.2A˚) are marked with stars and dashed grey lines.
Panel b shows a star in field 18, with a heliocentric LOS velocity
of ∼334km s−1; the CaII triplet (with rest wavelengths of 8498A˚,
8542A˚, and 8662A˚) is marked with stars and dashed grey lines.
Clear sky subtraction residuals are apparent in both spectra. The
relatively low S/N of the spectra allows for derivation of LOS
velocity estimates, but precludes detailed elemental abundance
analysis.
same dispersion as the observed spectra, was used for cross-
correlation of the blue spectra. For the red spectra, observa-
tions of the star HD 160043 (a standard star observed as part
of the program described in Da Costa & Coleman (2008),
which used an identical setup to our observations) was used
for cross-correlation. Only portions5 of the entire observed
spectrum were used for cross-correlation; these were selected
to avoid regions with substantial night-sky residuals. The
rvcorrect routine was used to convert the obtained veloc-
ities to the heliocentric frame.
A number of quality cuts are subsequently performed
to identify and eliminate any targets with poor or untrust-
worthy velocity measurements. Plots combining a bespoke
‘quality measure’ (QM: defined as the ratio of median signal
to standard deviation in a relatively flat region of the spec-
trum5, after performing a single 3σ clip to remove any re-
5 5100–5400A˚ for the blue spectra, and 8470–8740A˚ for the red
spectra.
maining night-sky residuals), velocity uncertainty and cross-
correlation peak height (both as reported by fxcor) are
inspected to determine field-by-field thresholds on each of
these parameters, for both red and blue spectra; non-static
thresholds are required to account for variation in data qual-
ity over the course of the survey. The QM we describe is
effectively an empirical signal-to-noise measurement across
a truncated region of each spectrum – and is therefore dif-
ferent to analytical S/N ratios calculated for the spectra on
a per-pixel or per-Angstron basis. Fig. 5 demonstrates an
example of the cuts made for the spectra observed in field
20; a similar number of stars are retained for both red and
blue spectra, but the cut values applied are substantially dif-
ferent. Stars where at least one spectrum passes the quality
cuts are retained for further analysis. Representative QM
distributions for stars passing quality cuts are presented in
Fig. 3: stars with low QM are preferentially removed by all
quality cuts applied.
For stars where both red and blue spectra pass the qual-
ity cuts, LOS velocities obtained from the two spectra are
compared. We confirm for each field that no systematic off-
sets are observed, with the median velocity difference be-
tween the two associated velocities consistent with zero for
all fields. Additionally, we calculate the standard deviation
of the velocity difference distribution, and compare this to
the median uncertainty in the difference (calculated as the
quadrature sum of the uncertainties in both associated veloc-
ities). We find these are comparable for all fields, indicating
the fxcor velocity uncertainties are reflective of the true
velocity uncertainty.
The average of the two derived velocities, weighted by
the inverse of the velocity uncertainty (taken directly as the
velocity error reported by fxcor), is taken as the final LOS
velocity, provided that the difference between the two in-
dividual velocities is less than 100km s−1. Stars where the
difference in the two associated velocities exceeds 100km s−1
are excluded from further analysis, as such large differences
indicate a failure in the cross-correlation process. Typically
< 5 stars per field are excluded under this condition. Stars
where the difference in the two associated velocities exceeds
50 km s−1 (which are also very few in number) are manually
inspected; in every case, these stars have LOS velocity es-
timates that preclude them from being Magellanic, and are
subsequently de-weighted in §4 such that they do not con-
tribute to field aggregate properties. These large velocity
differences are typically associated with either:
(i) Unusually low signal, likely associated with small fi-
bre misalignments (see Appendix A of Li et al. 2019, for a
more detailed discussion) which, for the relatively red stars
targeted in this survey, predominantly affects the blue spec-
trum; or, more commonly,
(ii) Poor skyline subtraction in the red spectrum, when
prominent skylines overlap the 8498A˚ and 8542A˚ CaII lines
and result in an incorrect velocity determination. Magellanic
stars have LOS velocities that shift these CaII lines suffi-
ciently far from the problematic skylines that this overlap
occurs only for non-members.
For stars where only one associated spectrum passes the
quality cuts, the LOS velocity derived from this spectrum is
used directly as the final LOS velocity.
An additional step was applied to fields observed over
MNRAS 000, 1–23 (2020)
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Figure 5. Quality control plots for field 20, showing ‘quality measure’ vs. line of sight velocity uncertainty (top row) and ‘quality measure’
vs. FXCOR cross-correlation peak height (bottom row), for blue (left column) and red (right column) spectra. Note that FXCOR peak
height values are discrete, as this is reported by the software to only two decimal places. Stars passing quality cuts are marked in black.
Stars that fail quality cuts are coloured according to the cut that is failed; where multiple cuts are failed, stars are coloured by the
criterion which is failed by the largest value. Dashed lines indicate the values of cuts applied.
multiple nights. When stars pass the aforementioned qual-
ity cuts on more than one night, the LOS velocities deter-
mined from each night are compared. Again, no systematic
offsets are observed. The average of each derived velocity,
weighted by the inverse of the velocity uncertainty, is taken
as the final LOS velocity, provided that the difference be-
tween each of the individual velocities is less than 100km
s−1. Stars where the difference in the two associated veloc-
ities exceeds 100km s−1 are excluded from further analysis.
Again, any stars where the difference in the two associated
velocities exceeds 50 km s−1 are manually inspected; typi-
cally 10–20 stars per field meet this condition. In every case,
these stars have LOS velocity estimates that preclude them
from being Magellanic, and are subsequently de-weighted in
§4 such that they do not contribute to field aggregate prop-
erties. We calculate the median velocity differences between
stars observed on multiple nights, and find this is on the
order of the median velocity uncertainty on each individual
night, indicating the fxcor velocity uncertainties are reflec-
tive of the true velocity uncertainty. When stars are observed
over multiple nights, but only satisfy quality requirements
on a single night, the LOS velocity derived from that night
is used as the final LOS velocity.
The above process results in typical LOS velocity un-
certainties of 5–10km s−1 per star in all observed fields. Ve-
locity uncertainty distributions in each field do have tails
to higher values, which result from stars where only single
observations or spectra are analysed. The largest velocity
uncertainty retained is 30km s−1; although, by design, such
stars contribute very little information to the field aggregate
properties described in §4.3.
3.3 Gaia cross-matching
In addition to LOS velocities, proper motions are required to
obtain full 3D kinematics. To obtain these, we cross-match
all MagES stars with heliocentric velocities against the Gaia
DR2 catalogue (Gaia Collaboration et al. 2018a). A match
radius of 1 arcsec is used; every star returns a single Gaia
match under this condition.
The resulting sample is further filtered by requir-
ing Gaia parameters phot_bp_rp_excess_factor<1.5 and
astrometric_excess_noise (AEN)<1.0. These criteria act
to remove any blended or extended sources, and unresolved
binaries (see e.g. Iorio & Belokurov 2019), which may have
erroneous proper motions or LOS velocities. While the AEN
cut is more lenient than that used to select Magellanic stars
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in e.g. Vasiliev (2018), MagES fields are located in diffuse
regions where blending/crowding is not expected to be sig-
nificant, and most non-stellar sources or unresolved binaries
are expected to be removed through the quality cuts already
applied to the LOS velocities. This is supported by the fact
that very few stars are removed by applying these criteria.
In addition, we test alternate quality criteria (such as those
in Arenou et al. 2018); doing so leaves our results essentially
unchanged.
The median proper motion uncertainty, per component,
is ∼0.5 mas yr−1, across all observed fields. As no cuts are
applied to the sample based on proper motion uncertainties,
some individual stars have significantly higher uncertainties
(in the worst cases, up to 2 mas yr−1). However, such stars
are few in number, and contribute very little information to
the aggregate field measurements described in §4.3.
The outcome of this overall process is a sample of ∼7000
stars across 26 fields that have both line-of-sight veloci-
ties and proper motions. These include both true Magel-
lanic stars, and some foreground contaminants (which are
removed as described in §4). Note that no explicit parallax
cuts are applied to remove contaminants at this stage. Any
foreground stars with large parallaxes that survive the re-
duction process (for D and M fields; target selection in G
fields precludes any stars with parallax > 0.2 mas yr−1) have
sufficiently different LOS and proper motions compared to
other Magellanic stars that they are removed in §4.
4 ISOLATING MAGELLANIC STARS
Though the target selection procedures outlined in Section 2
are designed to isolate candidate Magellanic stars, there re-
mains some level of contamination from the Milky Way. This
particularly affects D and M fields, which were observed
prior to the release of Gaia DR2. An example is shown in
Fig. 6, which shows LOS velocities and proper motions for
stars in fields 11 (a typical D field, located in a low-surface-
brightness substructure to the north of the LMC) and 12 (a
typical G field, located in the northern LMC disk). In panel
a, showing the LOS velocity distribution of stars in field
11, there is a strong kinematic peak in the LOS velocities
at ∼280 km s−1 associated with the LMC, but also a large
population of contaminants at lower LOS velocities which
are foreground Milky Way stars. In contrast, the LOS veloc-
ity distribution of stars in field 12 (shown in panel c) lacks
Milky Way contaminants almost entirely. In proper motion
space, there is a clear clustering of proper motions between
0<µα(mas yr
−1)<3 and -2<µδ(mas yr−1)<2, correspond-
ing to stars with LOS velocities ∼300 km s−1 in both fields.
However, in field 11 (panel b), this is embedded in a broader
proper motion distribution associated with the Milky Way.
This component is missing in panel d for field 12, as G fields
have proper motion cuts applied during target selection.
These two fields sit on opposite ends of a contamina-
tion spectrum: field 11 was observed with less efficient tar-
get selection criteria, and is also located in a low-surface-
brightness substructure where the density of true Magel-
lanic stars is low. In contrast, field 12 is located in the
LMC disk, where the density of Magellanic stars is high,
and was observed using the strictest target selection crite-
ria. Most MagES fields have levels of MW contamination
between these two extremes. Consequently, in order to re-
liably determine kinematics for the Magellanic system, we
need to remove the Milky Way contamination to generate
a sample of stars that are likely genuinely associated with
the Clouds. We utilise a probabilistic method to do this,
rather than applying hard cuts – although the LOS kine-
matic peak associated with the LMC is well-separated from
the Milky Way contamination in Fig. 6, this is not the case
for all observed fields. A probabilistic method is thus bet-
ter suited for those fields where Magellanic and contaminant
populations more closely overlap, while still allowing a ho-
mogeneous algorithm to be applied across the entire sample.
We now discuss the processes used to select stars that have a
high probability of Magellanic Cloud membership, and how
this information is used to determine aggregate kinematics
for each observed field.
4.1 Contamination model
In order to differentiate between Magellanic stars and con-
taminants, an empirical representation of the observed Milky
Way contaminant profile in each field is required. As the ob-
served contaminant profile varies across the large footprint
of MagES, it is generated on a field-by-field basis using the
Besanc¸on Model of the Galaxy (described in Robin et al.
(2003), and accessed as version 1603 through the web ser-
vice6). The process used to generate the empirical model for
each field is as follows.
The Besanc¸on model is used to generate mock stars lo-
cated within a 1◦ radius surrounding the field centre (the
same field-of-view size as each observed 2dF field). The ap-
propriate selection cuts for the field (as described in §2,
including photometric cuts for D and M fields, and both
photometric and kinematic cuts applied to G fields), are
subsequently applied in order to obtain lists of mock Milky
Way stars, within each priority band, that could conceivably
have been observed in the field. This process is repeated for
10 unique iterations of the Besanc¸on model, and the results
aggregated, to ensure the kinematic parameter space is suf-
ficiently sampled.
We rescale the number of stars in each priority list by
repeating each priority list n times, where n is the number of
stars actually observed in that priority bin in the field. This
effectively weights the contribution of each priority bin to
the combined kinematic distribution of all priority bins, by
the fraction of stars actually observed in that bin in the field.
This process is equivalent to repeated sampling of each bin
n times, and accounts for the preferential selection imple-
mented by configure used to generate the observed target
lists.
The final list of model stars, of all priorities, is sub-
sequently split into separate lists based on the population
(disk7 or halo) each star belongs to, as defined by the Be-
sanc¸on model itself. These have significantly different kine-
matic distributions, and we therefore found it easiest to treat
these separately when generating empirical models. Once
6 https://model.obs-besancon.fr/
7 No thin disk stars survive the selection criteria applied to the
Model; thus all ‘disk’ stars are defined as being associated with
the thick disk of the Milky Way.
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Figure 6. Kinematics of stars in field 11 (upper row) and field 12 (lower row). Field 11 is located in the low-surface-brightness substructure
to the north of the LMC discussed in Mackey et al. (2016), and is typical of D and M fields. Field 12, discussed in greater detail in this
paper, is a typical G field located in the northern disk of the LMC. Left panels show the distribution of heliocentric LOS velocities in
each field: strong peaks exist between ∼280 − 350 km s−1; these are associated with the LMC. The large population of stars with LOS
velocities <200 km s−1 in panel a are Milky Way contaminants that nonetheless pass the target selection criteria for D fields. Right
panels show proper motions from Gaia DR2; stars with LOS velocities consistent with the Magellanic peak, coloured green, cluster in
proper motion space within the box 0<µα(mas yr
−1)<3 and −2 < µδ (mas yr−1)<2.
each population is defined, we generate a simple representa-
tion of the distribution of each population in velocity space
using a Gaussian mixture model. We later use these analyti-
cal descriptions to inform the probability of individual stars
being associated with either a contaminant population, or
the Magellanic Clouds.
The log-likelihood of the mixture model for each pop-
ulation is described by Eq. 1, where P(xj |MWpop) is the
likelihood of each individual star in the population belong-
ing to any Gaussian within the mixture model. Each of the
J individual stars in the population has kinematics xj (com-
prising a LOS velocity vj , and proper motions µα, j and µδ, j).
Note that µα always refers to proper motion in the α cos(δ)
direction, such that it is perpendicular to µδ .
log (L) =
J∑
j=1
log
(
P(xj |MWpop, φ)
)
=
J∑
j=1
log
[
κ∑
k=1
(
ηkN (xj |mk,Ck )
) ] (1)
Here, N (xj |mk,Ck ) is the probability density function of
each Gaussian comprising the mixture model: each of which
has means mk and a covariance matrix Ck . The probability
density function of each component is given in Eq. 2.
N (xj |mk,Ck ) = (2pi)−d/2 det(Ck )−1
× exp
[
−1
2
(xj −mk )ᵀC−1(xj −mk )
]
(2)
Here, d is the dimensionality of the Gaussians compris-
ing the mixture model. Whilst it is possible to fit LOS veloc-
ities and proper motions simultaneously (implying a dimen-
sionality of 3), we choose to fit these separately, as this allows
us to fit a varying number of Gaussians to each kinematic
component in order to best describe the overall population.
For example, if disk stars have an asymmetric LOS veloc-
ity distribution, we parameterise this using two Gaussians;
however in proper motion space, these stars may be suffi-
ciently described by a single Gaussian. The total number
κ of Gaussians fit to each kinematic component and pop-
ulation is given in Table 2. We note that G fields require
fewer Gaussian components compared to D and M fields as
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Table 2. Number of Gaussian profiles (κ) fit to each population
in Besanc¸on Models used to describe Milky Way contamination.
D & M fields G Fields
Disk Halo Disk Halo
LOS velocities 2 1 1 1
Proper motions 1 2 1 1
fewer Milky Way stars survive the stricter target selection
criteria applied to G fields. For populations where multiple
Gaussians are fit, the parameter ηk is used to describe the
relative fraction of stars in each Gaussian:
∑κ
k
ηk = 1.
The mean and covariance matrices for each kinematic
component are given in Eqs. 3-4. LOS velocity Gaussians
have systematic velocities of vk and dispersions of σk , while
proper motion Gaussians have systematic velocities of µk
and µδ,k , dispersions of σα,k and σδ,k , and covariance pa-
rameters of ρk . As we fit the LOS velocity and proper mo-
tion distributions separately, an underlying assumption of
our method is that there is no correlation between the LOS
velocity, and either of the proper motion components.
mk,PM =
(
µα,k
µδ,k
)
mk,LOS =
(
vk
)
(3)
Ck,PM =
(
σ2
α,k
ρkσα,kσδ,k
ρkσα,kσδ,k σ
2
δ,k
)
Ck,LOS =
(
σ2
v,k
)
(4)
To determine the best-fitting parameters for each of the
κ Gaussians within the mixture model for each population,
we sample the posterior distribution of the model param-
eters – which we abbreviate as φ = (mk,Ck, ηk ) – using
the Markov Chain Monte Carlo ensemble sampler emcee
(Foreman-Mackey et al. 2013) in order to maximise the log-
likelihood given in Eq. 1. In this process, 50 walkers each
take 2000 steps, with the burn-in phase of the first 1000
steps discarded when computing the final parameter values
and their associated uncertainties. Uniform priors are ap-
plied to all parameters. Note that in subsequent analysis,
we always use only the best-fitting parameter estimates (φˆ),
as the effect of drawing from the confidence intervals calcu-
lated by emcee is negligible, as demonstrated in Appendix
A.
Once the best-fitting parameters for each population
are known, the likelihood functions for both disk and halo
populations are summed as per Eq. 5 to give the overall
likelihood function for a given model star to belong to any of
M Milky Way components within a given field. By definition,
M = κdisk + κhalo. Here, γ refers to the relative fractions of
disk and halo stars per field in the Besanc¸on model: γdisk +
γhalo = 1. Unlike each ηk , which are fit using emcee for
each Gaussian within each population, γdisk and γhalo are
calculated explicitly. The overall relative weighting of each
Milky Way component is ηm. mm and Cm are identical in
form to Eqs. 3-4.
P(xj |MW, φˆ) = γdiskP(xj |MWdisk, φˆ) + γhaloP(xj |MWhalo, φˆ)
= γdisk
κdisk∑
kdisk=1
[
ηk,diskN
(
xj |mk,disk,Ck,disk
) ]
+ γhalo
κhalo∑
khalo=1
[
ηk,haloN
(
xj |mk,halo,Ck,halo
) ]
=
M∑
m=1
[
ηmN
(
xj |mm,Cm
) ]
(5)
4.2 Generating membership probabilities
The outcome of the above process is a list of fitted parame-
ter values, with uncertainties, which specify an approximate
analytic form for the predicted Milky Way contamination
within a given field. This is used in conjunction with the ob-
served data, in a procedure similar to that outlined in Collins
et al. (2013), to assign probabilistic Magellanic membership
to each observed star in a given field.
As evident in Fig. 6, stars associated with the Clouds
are concentrated in relatively cold (narrow) kinematic peaks,
that are distinguishable from the profiles associated with
Milky Way contaminants. As such, we generate probability
density functions that describe the likelihood a given ob-
served star belongs to either the Clouds, or one of the Milky
Way contaminant profiles: under our parameterisation, if a
star does not belong to the Milky Way, it must belong to a
separate kinematic peak, which we associate with the Mag-
ellanic Clouds.
Unlike stars generated using the Besanc¸on models, ob-
served stars have associated uncertainties in their kinemat-
ics, with LOS velocities vi±uv,i and proper motions µα,i±uα,i
and µδ,i ± uδ,i . In addition, the uncertainties in the two
proper motion directions are correlated: ρi (as obtained di-
rectly from the Gaia source catalogue using the column
PMRA_PMDEC_CORR) describes this correlation. These uncer-
tainties must be included in the calculation of probability
density functions, in order to separate the intrinsic disper-
sion of the fitted Gaussians from observational broadening
due to measurement error. The kinematics of each observed
star xi and its uncertainties Ci are described by Eqs. 6-7. As
we calculate the probability density functions for the LOS
velocities and proper motions of the stars separately, we in-
herently assume the LOS velocity uncertainties of the stars
are uncorrelated with the uncertainties in either proper mo-
tion component.
xi,PM =
(
µα,i
µδ,i
)
xi,LOS =
(
vi
)
(6)
Ci,PM =
(
σ2
α,k
ρiσα,iσδ,i
ρiσα,iσδ,i σ
2
δ,i
)
Ci,LOS =
(
σ2v,i
)
(7)
The likelihood for a given observed star to be a Milky
Way contaminant is defined in Eq. 8. Here, the total like-
lihood is the sum of the probabilities of the star being as-
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sociated with any of the M Milky Way components used to
fit the Besanc¸on models. mm and Cm are as described in
Eq. 5, and use the best-fitting parameters derived for each
component fit to the Besanc¸on model.
P(xi |MW, φˆ) =
M∑
m=1
[ηmN (xi |mm, [Cm + Ci])] (8)
If a star does not belong to the Milky Way, then under
our parameterisation it must belong to a separate kinematic
peak, which we associate with the Magellanic Clouds, and
assume to be Gaussian in nature. The likelihood for a given
observed star to be associated with such a peak is given by
Eq. 9. Note that in this parameterisation, only a single peak
associated with the Clouds is fitted; however, particularly
for fields located between the two Clouds, it is possible mul-
tiple separate populations associated with the Clouds are
present. In such cases, the procedure can be generalised to
allow the fitting of multiple Gaussians associated with Mag-
ellanic peaks, as necessary.
P(xi |MC, ϕ) = N (xi |mMC, [CMC + Ci]) (9)
mMC and CMC describe the properties of the means
and covariances of the Magellanic peak respectively, and are
given in Eqs. 10-11. Here, vMC is the systemic LOS veloc-
ity of the peak; µα,MC and µδ,MC are the systemic proper
motions of the peak; σv,MC is the velocity dispersion of the
peak; σα,MC and σδ,MC are the proper motion dispersions
of the peak; and ρMC describes the covariance of the proper
motion dispersions. We assume there is no correlation be-
tween the LOS velocity dispersion and the proper motion
dispersions of the peak.
mMC, PM =
(
µα,MC
µδ,c
)
mMC, LOS =
(
vMC
)
(10)
CMC, PM =
(
σ2α,c ρMCσα,MCσδ,MC
ρMCσα,MCσδ,MC σ
2
δ,MC
)
CMC, LOS =
(
σ2
v,MC
) (11)
In order to identify the characteristics of the Magel-
lanic kinematic peak, we use emcee to sample the posterior
distribution of each of the peak parameters – which we ab-
breviate as ϕ = (γMC,mMC,CMC) – in order to maximise
the log-likelihood function given in Eq. 12. Here, N is the
total number of observed stars, γMW describes the fraction
of observed stars in a given field that are associated with the
Milky Way (as opposed to being Magellanic in origin), and
γMC describes the fraction of observed stars in a given field
that are associated with the Magellanic Clouds (as opposed
to being associated with any component of the Milky Way).
By definition, γMW + γMC = 1. Note that the value of the
kinematic peak parameters derived in this process are not
the final kinematic properties of the Clouds at this location:
they simply indicate a region in velocity space, roughly con-
sistent with the expected motions of the Clouds, where an
excess of stars above the Milky Way contamination baseline
exists.
log (L) =
N∑
i=1
log
[
γMCP(xi |MC, ϕ) + γMWP(xi |MW, φˆ)
]
(12)
Once the initial properties of the Magellanic kinematic
peak (ϕˆ) are known, these are used in Eq. 13 to calculate
the individual probability that a given observed star belongs
to the peak, and is therefore associated with the Clouds.
Separate independent probabilities are generated based on
(1) the LOS velocity distribution P(MC|i, ϕˆ, φˆ)LOS and (2)
the 2D proper motion distribution P(MC|i, ϕˆ, φˆ)PM. These
are multiplicatively combined as per Eq. 14 to determine an
overall probability P(MC|i, ϕˆ, φˆ) that each observed star is
associated with the Clouds.
P(MC|i, ϕˆ, φˆ)LOS/PM =
γMCP(xi |MC, ϕˆ)
γMCP(xi |MC, ϕˆ) + γMWP(xi |MW, φˆ)
(13)
P(MC|i, ϕˆ, φˆ) = P(MC|i, ϕˆ, φˆ)LOS × P(MC|i, ϕˆ, φˆ)PM (14)
4.3 Determining field aggregate properties
Once each star in a field has been assigned an aggregate asso-
ciation probability P(MC|i, ϕˆ, φˆ), these are used to calculate
the aggregate 3D motion of the Clouds, and the dispersion
in each of the three velocity components, across the field. A
single Gaussian with mean mMC and covariance CMC, tak-
ing identical form to those given in Eqs. 10 and 11, is used to
describe the field kinematics. emcee is used to sample the
posterior distribution of each of these parameters to max-
imise the log-likelihood function given in Eq. 15; each term
of which is weighted by P(MC|i, ϕˆ, φˆ). In this way, stars that
are very unlikely to be associated with the Clouds contribute
minimally to the calculated field aggregate properties. The
resulting parameters describe the field aggregate properties
of the Clouds at each location. We report the 68 per cent
confidence interval as the 1σ uncertainty in each parameter.
log (L) =
N∑
i=1
log
(
P(MC|i, ϕˆ, φˆ)γMCN (xi |mMC, [CMC + Ci])
+
[
1 − P(MC|i, ϕˆ, φˆ)] γMWP(xi |MW, φˆ)) (15)
4.4 Metallicity determination
In addition to field kinematics, [Fe/H] estimates are also
determined for stars with high probability of being associ-
ated with the Clouds (defined here as having P(MC|i, ϕˆ, φˆ) >
50%). The procedure used broadly follows that outlined in
Da Costa (2016), although with some modifications. In Da
Costa’s method, the equivalent widths of the 8542A˚ and
8662A˚ CaII lines, present in the red-arm spectra of each
star, are first measured by fitting a combined Gaussian plus
Lorentzian function, and summed (see Da Costa (2016) for
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further details of the measurement technique). Next, the re-
duced equivalent width, W ′, is calculated as per Eq. 16.
(16)W ′ = EW − (−0.660 ± 0.016) × (V0 − VHB,0)
Here, −0.660 ± 0.016 is the slope of the EW − W ′ re-
lation derived in Da Costa (2016). V0 is the de-reddened
V -band magnitude of the star; this is calculated from the
Gaia photometry of the star using the transformations given
in Evans et al. (2018). VHB,0 is the horizontal branch mag-
nitude, which we take as equal to the median red clump
magnitude in the surrounding field. This median is calcu-
lated by taking the median Gaia G0 magnitude for stars in
a selection box surrounding the Magellanic red clump on
the Gaia (G0, (GBP − GRP)0) CMD. The boundaries of the
selection box are drawn on a field-by-field basis, but in all
cases covering only a narrow (GBP − GRP)0 range to min-
imise contamination from Milky Way stars, many of which
are located near to the Magellanic red clump (as seen in
Fig. 2). The median G0 magnitude is then converted to a
V -band magnitude using the relations given in Evans et al.
(2018). Finally, the reduced equivalent width is transformed
into an [Fe/H] estimate using Eq. 2 in Da Costa (2016), re-
produced here as Eq. 17. This equation is valid in the range
−2.4 . [Fe/H] . 0.1 dex.
[Fe/H] = (0.528 ± 0.017)W ′ − (3.420 ± 0.077) (17)
However, the 8662A˚ line used in the above calcula-
tion is within a region of the spectrum relatively heavily
contaminated by night-sky emission, which is often poorly-
subtracted during the data reduction process. This, in com-
bination with the relatively faint magnitudes of the observed
red clump stars, can result in inaccurate measurements of
the line’s equivalent width. The 8542A˚ line is not as strongly
affected, but is still difficult to accurately measure in lower-
S/N spectra. In order to mitigate this effect, and prevent
biasing of the derived metallicities, we implement two mod-
ifications to Da Costa’s method.
The first of these is that spectra for red clump stars,
after being shifted into the rest frame using their observed
LOS velocities, are stacked in groups of at least 10. This
increases the contrast of the two CaII absorption features
relative to the residual night-sky emission (which is stochas-
tically either over- or under-subtracted, and is therefore sup-
pressed when multiple spectra are stacked). This allows for
more accurate determination of the equivalent widths of the
lines. Note that as red clump stars only occupy a small mag-
nitude range (and relatively small ranges in other stellar pa-
rameters) (Girardi 2016), stacking spectra is not expected to
bias the resulting equivalent widths. It will, however, result
in metallicity estimates that tend toward the mean metal-
licity of the field. As such, we only use stacked spectra when
analysing aggregate metallicity properties across an entire
field, and do not include results from stacked spectra when
analysing the metallicity distribution within a given field.
Unfortunately, even when considering stacked spec-
tra, it remains impossible to determine accurate equivalent
widths for the 8662A˚ line for ∼50 per cent of spectra. In
order to derive metallicities for these spectra, we implement
a similar process as described above, but which does not
utilise the equivalent width of the 8662A˚ line. Instead, the
slope of the EW −W ′ relation, and the coefficients in Eq. 2 of
Da Costa (2016), are recalculated using only the equivalent
width of the 8542A˚ line. The resulting relations are provided
in Eqs. 18 and 19.
W ′ = EW − (−0.366 ± 0.036) × (V0 − VHB,0) (18)
[Fe/H] = (0.884 ± 0.001)W ′ − (−3.336 ± 0.004) (19)
The propagated uncertainty in each individual metal-
licity value is dominated by systematic and photometric un-
certainties in the W ′−EW relation. Whilst the uncertainty in
the equivalent width of each line decreases as the S/N of the
spectrum increases, brighter stars – which have higher S/N
spectra – have a correspondingly larger value of (V0−VHB,0),
which results in a larger uncertainty in this term of the
W ′ − EW relation than that contributed by the equivalent
width itself. As a result, the overall metallicity uncertainty
does not correlate strongly with either spectrum S/N, or
[Fe/H] value.
For stars where both CaII lines can be measured accu-
rately (which are typically the brightest stars in any given
field) we compare the [Fe/H] values derived using the single
and double-line methods. We find the [Fe/H] values derived
have an ∼0.2dex scatter around the 1:1 relation, with no
systematic offset between the derived values. This scatter is
significantly larger than the propagated uncertainty in each
individual metallicity value. We therefore take 0.2dex as the
total uncertainty on the metallicity value of each individual
star, regardless of which method is used.
5 RESULTS
The result of MagES data processing is a set of six kine-
matic parameters for each 2dF field, describing the appar-
ent systemic velocity and dispersion of the Clouds in 3D
at that location, and a set of metallicity estimates for each
location. Detailed analysis of these data, covering various
substructures in the Magellanic periphery, will be presented
in forthcoming papers. Here, we focus on initial results from
two fields (12 and 18) in the northern outer disk of the LMC:
both to verify our approach, and to provide a basis for future
comparison with more distant fields. Table 3 provides the
observed kinematic properties of these two fields (LOS ve-
locity and dispersion, and the two components of proper mo-
tion and their dispersions), their median metallicities, and
the standard deviation of their [Fe/H] distributions. The re-
ported uncertainty on the median metallicity is the standard
error of the mean, equal to the standard deviation of the dis-
tribution divided by the square root of the number of stars
with metallicity determinations.
Whilst Table 3 reports 3D kinematics in observable
units, it is more informative to consider these in the ref-
erence frame of the LMC disk itself. As such, the frame-
work presented in van der Marel & Cioni (2001) and van
der Marel et al. (2002) is used to describe the LMC disk
velocity field, and transform the observed components into
velocities in a cylindrical coordinate system. This coordinate
system is aligned with the LMC disk, and has its origin at
the LMC centre of mass (COM). This transformation in-
cludes the subtraction of the systemic motion of the LMC
COM, as projected at each field location.
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Table 3. MagES kinematic parameters (described in §5) and median metallicities for two northern LMC disk fields.
Field
Distance (◦)
from LMC
COM
VLOS
(km s−1)
σLOS
(km s−1)
µα
(mas yr−1)
σα
(mas yr−1)
µδ
(mas yr−1)
σδ
(mas yr−1) Median [Fe/H] σ[Fe/H]
18 10.7 324.8 ± 1.1 19.8 ± 0.8 1.45 ± 0.02 0.13 ± 0.02 0.96 ± 0.01 0.11 ± 0.02 −1.0 ± 0.1 0.3
12 10.3 287.5 ± 1.5 24.3 ± 1.0 1.77 ± 0.02 0.13 ± 0.02 0.19 ± 0.02 0.21 ± 0.02 −1.1 ± 0.1 0.5
However, various studies of the Clouds have reported
COM positions which differ by up to a degree on the sky,
depending on the chosen tracer (see e.g. Wan et al. 2020).
Given that our sample is primarily red clump stars, for
consistency we adopt the COM position reported by van
der Marel & Kallivayalil (2014), for their ‘PMs+Old vLOS
Sample’: i.e. 79.88◦ ± 0.83◦, −69.59◦ ± 0.25◦. This is a kine-
matic centre, derived from a simultaneous fit of HST field-
aggregate proper motions, combined with LOS velocities
for an ‘old’8 stellar sample. This is as similar as possible
to the data used in the present work. We further adopt
the associated bulk motion reported by van der Marel &
Kallivayalil (2014) applicable for this choice of centre: i.e.
µδ,0 = 0.287 ± 0.054 mas yr−1, µα,0 = 1.895 ± 0.024 mas yr−1,
and vLOS,0 = 261.1 ± 2.2km s−1. The bulk proper motions
reported are, within uncertainty, consistent with those re-
ported by Gaia Collaboration et al. (2018c).
The geometry of the LMC disk must also be assumed
during this coordinate transform. When considering esti-
mates derived using relatively old tracers (similar to the pop-
ulation observed with MagES) the inclination of the LMC
disk has traditionally been reported as ∼35◦ (e.g. van der
Marel & Kallivayalil 2014; Vasiliev 2018); though some more
recent studies suggest ∼25◦ (e.g. Wan et al. 2020; Choi et al.
2018). However, all such measurements have been derived
using stars at much smaller radial distances from the LMC
COM than even the innermost of our fields. Moreover, warps
(e.g. Choi et al. 2018; Olsen & Salyk 2002, Mackey et al. in
prep.) and a twisting of the position angle of the line of nodes
(LON; represented as Θ)9 (e.g. Choi et al. 2018, Mackey et
al. in prep.) have been found in the LMC disk. Given this,
the behaviour of the LMC disk at radii commensurate with
our fields is largely unconstrained; so the most appropriate
choice of geometry for these fields is not obvious.
In this work, we therefore decided to test two different
LMC disk geometries, spanning the range of recent mea-
surements reported in the literature. The first is taken from
the same van der Marel & Kallivayalil (2014) field-aggregate
proper motion and old stellar LOS measurements as used for
the LMC COM properties (with i = 34.0◦, Θ = 139.1◦). The
second is taken as the best-fitting model from Choi et al.
(2018) (i = 25.86◦, Θ = 149.23◦), which is derived solely
from photometric data10. Future work (e.g. Mackey et al. in
8 Comprised of carbon stars, AGB and RGB stars that are pre-
dominantly older than 1–2 Gyr and therefore similar in age to the
red clump population.
9 The axis along which the plane of the inclined LMC disk inter-
sects the plane of the sky.
10 We do not use the model parameters derived using only the
outermost radial bin in the Choi et al. (2018) analysis as that
data comes only from a small portion of the southern LMC disk;
at this stage, it is not clear if the reported warping of the disk in
the south has a counterpart in the northern LMC.
prep) should provide direct disk geometry measurements at
the locations of several MagES fields, which can be used to
validate the assumptions made here. For simplicity, in what
follows we assume no precession or nutation of the LMC
disk, consistent with the measurements of van der Marel &
Kallivayalil (2014).
For each of the assumed geometries, the observed kine-
matic parameters for our two fields are transformed into
physical velocities and dispersion in the LMC disk frame.
We calculate Vφ, the azimuthal streaming or rotation ve-
locity; VR, the radial velocity in the disk plane; and VZ ,
the vertical velocity perpendicular to the disk plane, as well
as dispersions in each of these components. Fig. 7 displays
these velocities for the two northern LMC disk fields. Error
bars on each point are obtained by using Monte Carlo error
propagation to simultaneously propagate uncertainty in the
observed velocity components, the LMC disk geometry, and
the bulk motion of the LMC COM. Uncertainty in the loca-
tion of the LMC COM is not propagated as this is found to
be negligible compared to the other uncertainty sources.
As is apparent from Fig. 7, the calculated velocities and
dispersions are, within uncertainty, the same for both tested
disk geometries. This is partly due to the relatively large
uncertainties in the disk geometry parameters themselves.
For example, the van der Marel & Kallivayalil (2014) model
has a large uncertainty in the inclination (±7◦), while the
Choi et al. (2018) et al. model has a large uncertainty in the
position angle of the line of nodes (±8.35◦). Nevertheless,
the lack of substantial sensitivity to the parameters of the
tested disk geometries indicates that the conclusions drawn
in the following analysis are robust to differences between
the actual LMC disk geometry at these locations, and the
values assumed in this paper. Consequently, in subsequent
discussion, we adopt disk velocities and dispersions assum-
ing the geometry of van der Marel & Kallivayalil (2014),
for consistency with our adopted COM position and bulk
velocity. These disk measurements are reported in Table 4,
which presents the azimuthal, radial, and vertical velocity
components, and their dispersions.
The [Fe/H] distributions for the two fields are presented
in Fig. 8. The median metallicity in both fields ([Fe/H]=
−1.0 ± 0.1 for field 18, and [Fe/H]= −1.1 ± 0.1 for field 12) is
consistent with literature spectroscopic metallicity determi-
nations for stars at similar distances from the LMC COM
(Carrera et al. 2011; Majewski et al. 2008). Both distribu-
tions have tails to lower metallicities, with this tail being
most pronounced in field 12; this inflates the standard devi-
ation of the distribution. We look for evidence that any stars
we observe may form part of a halo-like component by com-
paring the kinematics of stars in the metal-poor tails of the
[Fe/H] distributions (defined here as having [Fe/H]<–1.5) to
those stars with higher [Fe/H] values. While there are only
few ‘metal-poor’ stars, simple Kolmogorov–Smirnov (K–S)
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Table 4. Disk velocities for northern LMC disk fields, derived using van der Marel & Kallivayalil (2014) geometry.
Field Vφ (km s
−1) σφ (km s−1) VR (km s−1) σR (km s−1) VZ (km s−1) σZ (km s−1)
Field 18 70.9 ± 14.0 25.8 ± 3.0 −1.3 ± 11.4 24.4 ± 2.7 5.4 ± 9.6 20.6 ± 1.0
Field 12 58.6 ± 10.8 29.5 ± 3.7 15.5 ± 14.5 44.8 ± 5.1 2.8 ± 10.3 26.8 ± 1.7
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Figure 7. LMC disk velocities and dispersions in fields 18 and
12, calculated using both van der Marel & Kallivayalil (2014) and
Choi et al. (2018) disk geometries. Top panels show the azimuthal
velocity component (panel a) and its dispersion (panel d); pos-
itive values indicate clockwise rotation. Middle panels show the
radial velocity component (panel b) and its dispersion (panel e);
positive values indicate movement outward from the LMC COM
in the LMC disk plane. Bottom panels show the vertical velocity
component (panel c) and its dispersion (panel f); positive values
indicate movement perpendicular to the disk plane, in a direction
primarily towards the observer. For each velocity component, the
values within a given field are the same within uncertainty, re-
gardless of the assumed geometry.
tests indicate no significant differences in the kinematics of
lower- and higher-metallicity stars in either field.
5.1 LMC Disk motions
In this section, we discuss the derived velocities and disper-
sions of two fields observed in the northern LMC disk. We
remind readers that these values are derived assuming the
geometry, and associated bulk velocity, of van der Marel &
Kallivayalil (2014); uncertainties in these values, and in the
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Figure 8. [Fe/H] distributions for stars in Fields 18 (panel a) and
12 (panel b). In both fields, the median metallicity is consistent
that expected for stars in the outer LMC disk, with a tail to lower
[Fe/H] values. Vertical dashed lines indicate metallicities derived
from stacked spectra, which tend to the median metallicity of the
field; the histogram comprises only measurements from individ-
ual stars. The smooth curves overplotted in red were derived via
kernel density estimation using a Epanechnikov kernel, convolved
with the median metallicity uncertainty.
distance to the LMC, are propagated through and contribute
to the uncertainty in the values reported here.
Fig. 9 shows the azimuthal velocity (Vφ) for the two
MagES disk fields, relative to similar measurements obtained
by van der Marel & Kallivayalil (2014). It should be noted
that the van der Marel & Kallivayalil (2014) proper motions
are based on Hubble Space Telescope (HST) astrometry, and
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Figure 9. Azimuthal velocities in the LMC disk as a function of
distance from the LMC COM. Orange points indicate measure-
ments for the two MagES fields in the northern LMC disk; error
bars include propagated uncertainties from all parameters. Dark
blue points show van der Marel & Kallivayalil (2014) values de-
rived from HST proper motion measurements of mixed young and
old populations, while light blue/aqua points show van der Marel
& Kallivayalil (2014) values derived from line-of-sight observa-
tions for their ‘old’ stellar population. Error bars on these points
only include uncertainty in the observed motions, and not disk
geometry or COM location, and are thus smaller than those for
the MagES fields. The solid lines reflect the best-fitting rotation
models derived from Vasiliev (2018) (labelled Vasiliev18), Wan
et al. (2020) (labelled Wan20), Gaia Collaboration et al. (2018c)
(labelled Helmi18) and van der Marel & Kallivayalil (2014) (la-
belled vdM14). Surrounding shaded regions indicate 1σ uncer-
tainty propagated from all parameters; these are thus comparable
to the errorbars of the MagES fields. Dashed continuations of the
solid lines indicate where these models have been extrapolated
outwards in order to facilitate comparison with the two MagES
points: the observations used to derive the velocities shown are
generally located much closer to the LMC COM than the MagES
fields.
as such, represent the mean proper motion of all stellar pop-
ulations in each given field. It is known from LOS velocity
measurements (see e.g. van der Marel & Kallivayalil 2014)
that younger stellar populations in the Magellanic Clouds
rotate more quickly than older populations. As such, the
rotation velocity derived from HST proper motions (which
combine both populations) is higher than that derived using
just LOS velocities for older stars. Also plotted are rotation
velocities derived from Vasiliev (2018), Wan et al. (2020),
and Gaia Collaboration et al. (2018c). These are derived us-
ing the proper motions of large samples of individual Mag-
ellanic RGB and carbon stars.
The azimuthal velocities for the two MagES fields
(70.9 ± 14.0km s−1, and 58.6 ± 10.8km s−1 for fields 18 and
12 respectively) are both consistent with one another within
uncertainty, and consistent with all other sets of measure-
ments in Fig. 9. This is unsurprising; the old stellar popula-
tions used to derive each literature rotation curve are similar
to the population observed by MagES; and therefore should
have similar kinematics, as is observed.
It is worth noting these northern-LMC MagES fields
provide an estimate of the LMC rotation at radii more dis-
tant from the LMC COM (>10◦ on-sky) than all previous
estimates (which typically have data confined to <10◦ of
the LMC COM). As these measurements are consistent with
measurements derived at more central locations, this indi-
cates the LMC rotation curve remains flat even at very large
distances from the LMC COM, where external perturbations
(e.g. due to the SMC) might be expected to disturb the disk
motion. For example, at comparable radii on the southern
side of the LMC disk, clear substructures are seen (Mackey
et al. 2018).
The azimuthal velocity dispersion (σφ) within the two
MagES fields (25.8±3.0km s−1 and 29.5±3.7km s−1 for fields
18 and 12 respectively) are moderately lower than that mea-
sured by Wan et al. (2020) (37.1 ± 0.7km s−1). This differ-
ence can at least partially be attributed to the fact that
Wan et al. (2020) assume a constant velocity dispersion at
all radii. As their data are relatively centrally concentrated
(with data at radii predominantly within 6◦), the recovered
dispersion is predominantly reflective of the large disper-
sion in the inner LMC. However, there is evidence that the
azimuthal velocity dispersion decreases with radius in disk
galaxies (see e.g. Vasiliev 2018; Guiglion et al. 2015; No-
ordermeer et al. 2008). As the MagES fields are situated
at substantially larger galactocentric radii (∼10.5◦ from the
LMC COM) than the Wan et al. (2020) data, it is reasonable
that the azimuthal velocity dispersion in the MagES fields
is correspondingly smaller.
By this reasoning, it might also be expected that the
azimuthal velocity dispersion in the MagES fields should
be smaller than that measured by Vasiliev (2018) (∼20 km
s−1 at ∼8◦ from the LMC COM). However, the aforemen-
tioned decrease in azimuthal velocity dispersion with radius
is strongest in the inner regions of the disk, and levels off
(implying a relatively constant dispersion as a function with
radius) in the disk outskirts (Vasiliev 2018; Noordermeer
et al. 2008). Accordingly, consistency between the disper-
sions measured in the MagES fields, and that measured by
Vasiliev (2018), is not surprising. This is true for field 18,
although the dispersion in field 12 is somewhat higher than
that measured by Vasiliev (2018). We note, however, that
field 12 is located only a small distance radially inward from
the base of the arm-like feature discussed in Mackey et al.
(2016). We hypothesise that this increased dispersion may
be due to the same perturbation which formed the feature.
Further evidence of perturbation in field 12 is discussed be-
low.
For both MagES fields, the vertical motion (VZ) per-
pendicular to the LMC disk plane is, within uncertainties,
consistent with zero. This is as expected; in an equilibrium
system, a roughly equivalent number of stars will, at any one
time, be moving vertically in both directions, resulting in a
mean motion of zero across the field. The vertical velocity
dispersion for the two fields (20.6±1.0km s−1 and 26.8±1.7km
s−1 for fields 18 and 12 respectively) are slightly higher, but
not significantly different from, that measured by Vasiliev
(2018) (∼15 km s−1 at ∼8◦ from the LMC COM). As is the
case for the vertical velocity, in an equilibrium system, the
mean radial velocity (VR) across a field is expected to be
zero, with a roughly equivalent number of stars moving in
both directions. This is true for field 18; however for field
12, the radial velocity (15.5 ± 14.5km s−1) does not overlap
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zero within ∼1σ. The (small) positive value suggests a mild
net motion radially outward for stars in this field.
The source of the net outward motion in this field is
not obvious. As noted above, field 12 is located nearby the
base of an arm-like structure in the outer LMC. It is pos-
sible this radial motion is a signature of the perturbation
which formed the feature. Interestingly, Gaia Collaboration
et al. (2018c) also find positive radial velocities for some
stars between ∼4◦–8◦, which they suggest may be due to
non-equilibrium effects induced by interactions between the
Clouds. A future paper (Cullinane et al. in prep) will investi-
gate the hypothesis that interactions can cause such positive
radial velocities in further detail.
The radial velocity dispersion (σR) in field 18 (24.4 ±
2.7km s−1) is, within uncertainty, equal to the azimuthal
velocity dispersion. This is consistent with the behaviour
reported in Vasiliev (2018) and Wan et al. (2020). The mag-
nitude of the radial dispersion measured here is again some-
what smaller than that reported in Wan et al. (2020); the
difference can be attributed to the same reasons outlined
above for the azimuthal velocity dispersion. However, the ra-
dial dispersion is approximately consistent with the ∼20kms
reported by Vasiliev (2018) at his most distant point. In
this field, the radial and vertical velocity dispersions are also
consistent with each other, within uncertainties. This is sim-
ilar to the behaviour of the Milky Way thick disk (Bland-
Hawthorn & Gerhard 2016; Guiglion et al. 2015).
In contrast, field 12 has a radial velocity dispersion
(44.8 ± 5.1km s−1) almost double that of field 18. This is
significantly higher than either the azimuthal or vertical ve-
locity dispersions measured in the field, and, by coincidence,
is closer to that measured in the inner LMC disk by Vasiliev
(2018) and Wan et al. (2020). As noted above, field 12 is lo-
cated nearby the base of an arm-like structure in the outer
LMC. Further, Wan et al. (2020) use a N-body model of
the interaction between the LMC and SMC to demonstrate
that such events can cause increased radial velocity disper-
sions, particularly in the outer regions of the LMC disk.
Consequently, it seems plausible that the same perturbation
which formed the nearby interaction feature, might also have
increased the radial velocity dispersion in the outer disk as
measured here. This idea will be explored in greater detail
in a forthcoming paper (Cullinane et al. in prep).
5.2 Asymmetric LOS Velocity Distributions
When the LOS velocity distribution of stars in the two
northern disk fields are plotted, as in Fig. 10, it is apparent
that the distributions are asymmetric: there are clear tails to
lower LOS velocities. We quantify this asymmetry by calcu-
lating the ‘excess’ fraction of stars in the low-velocity tail. To
do this, we first fit a half-normal distribution to stars with
LOS velocities exceeding the peak velocity of the field, us-
ing a least-squares fitting algorithm. The centre of the half-
Gaussian is fixed to the peak velocity reported in Table 3;
only the dispersion of the half-Gaussian is fit. This ‘reduced
dispersion’ reflects the dispersion value that would be calcu-
lated if the LOS velocity distribution were truly Gaussian in
nature. Using this ‘reduced dispersion’, we then calculate the
fraction of stars with LOS velocities greater than 1σ below
the peak value. If the distribution were perfectly Gaussian,
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Figure 10. Line-of-sight velocity distributions for LMC member
stars in fields 18 (panel a) and 12 (panel b). Both distributions
show asymmetry, with tails to lower LOS velocities. This is partic-
ularly apparent in field 12, located near the base of a substructure
in the northern LMC.
15.865 per cent of stars would have velocities further than
1σ from each side of the peak value.
If we perform this test for stars with LOS velocities ex-
ceeding the peak velocity, this is approximately true: field
18 has 16.2 per cent, and field 12 has 13.3 per cent, of stars
greater than 1σ above the peak value. Given the finite size
of the sample, 1–2 per cent difference between the calcu-
lated values is expected. In contrast, if we perform the same
test for stars with LOS velocities under the peak velocity,
substantially different results are observed. In field 18, 21.2
per cent of stars are greater than 1σ below the peak value,
while for field 18, this increases to 30.2 per cent. This is
significantly more than expected for a perfectly Gaussian
distribution.
This asymmetry was not accounted for when fitting
Gaussians to these distributions as described in §4. Con-
sequently, it is possible that the field kinematics discussed
above are slightly biased. To demonstrate this is not the
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case, new estimates of the aggregate field kinematics are
determined by repeating the process described in §4.3, but
including in this calculation only stars with LOS velocities
exceeding a particular velocity threshold, so as to effectively
‘exclude’ the low-LOS-velocity tail from the calculation. If
doing so does not change the aggregate field properties de-
rived, we can be satisfied the analysis in §5.1 remains unaf-
fected by the asymmetry in the LOS velocity distribution.
The velocity threshold imposed does not take a fixed
value; instead, it is varied in 5 km s−1 steps for both fields.
The most stringent threshold is equal to VLOS − σLOS, as
reported in Table 3: this corresponds to 1σ below the ag-
gregate LOS velocity of the field. The weakest threshold im-
posed passes all stars with Magellanic membership proba-
bilities P(MC|i, ϕˆ, φˆ) > 30%.
In both fields, imposing a LOS velocity threshold intro-
duces small changes to the LOS kinematic properties: as the
LOS threshold becomes more stringent, the field aggregate
LOS velocity increases, and the LOS velocity dispersion de-
creases. In field 18, these both change by ∼5 km s−1; in field
12, slightly larger shifts (∼8 km s−1 each) are observed. This
is not surprising: excluding LOS velocities below a threshold
naturally increases the median LOS velocity of the remain-
ing population; and, by reducing the range of LOS values in
the surviving population, naturally decreases its dispersion.
Of greater interest is any effect on the proper motions of
the population. The most stringent threshold applied to field
12 (265 km s−1) results in reductions to both proper motion
dispersions by ∼0.03 mas yr−1 (corresponding to differences
of ∼7 km s−1 at the distance of the Clouds). However, as the
proper motion components have larger uncertainties than
the LOS velocity component, these shifts remain within the
1σ uncertainty of the value obtained when no threshold is
applied. In field 18, observed differences in proper motions
are even smaller – on the order of ∼2 km s−1 at the distance
of the Clouds – and therefore not significant.
Of more import is whether these small shifts in observed
kinematic properties engender differences when transformed
into the LMC disk frame. The same transformation as de-
scribed in §5 is performed to generate LMC disk velocities
for each set of observed velocities, with uncertainties in both
the observed kinematics, and the LMC disk geometry, prop-
agated.
In field 18, the only effect of imposing a LOS velocity
threshold is a reduction in the vertical velocity dispersion
(σZ), which drops by ∼4 km s−1 at the most stringent ve-
locity threshold of 305 km s−1. Considering the dispersion
derived without any threshold imposed is 20.6 ± 1.0 km s−1,
this represents a ∼4σ reduction in the dispersion. All other
disk velocities are well within the 1σ uncertainty of the orig-
inal values. The same pattern is observed in field 12, with
a reduction in the vertical velocity dispersion of ∼6 km s−1
at the most stringent velocity threshold of 265 km s−1. This
represents a 3.5σ reduction in the dispersion. While the az-
imuthal and radial velocity dispersions in this field also drop
by a few km s−1, due primarily to the reduced dispersion in
the observed proper motions, these also remain within the
1σ uncertainty of the original derived values.
It is no surprise that only the vertical velocity disper-
sions differ by any substantive amount; the relatively low
inclination of the LMC means the LOS velocity dispersion
(which is most significantly affected by imposing a LOS ve-
locity threshold) is translated almost directly into the ver-
tical velocity dispersion. Further, despite these reductions,
the vertical velocity dispersions calculated remain consistent
with the most distant estimates derived by Vasiliev (2018).
Thus the conclusions drawn in §5.1 are unaffected by the
asymmetry in the LOS velocity distribution of the stars.
Having satisfied ourselves that the results in §5.1 remain
valid, we now turn to analysing the asymmetry itself, and
its possible origins. We first check for possible correlations
between LOS velocity, and other properties of individual
stars, testing proper motions, Gaia G0 magnitude, on-sky
position, and metallicity where available. Unfortunately, the
relatively large uncertainties on individual measurements of
these quantities are sufficient to mask any such correlations
if they exist. Consequently, we instead analyse aggregate
properties of stars with lower and higher LOS velocities –
as these aggregate properties have smaller associated uncer-
tainties, any significant differences in the overall kinematics
of the two groups should be more clearly apparent. To do
this, the same range of LOS velocity thresholds discussed
above are used to divide the stars in each field into two sub-
groups; a ‘low-velocity’ sample containing stars with LOS
velocities below the threshold, and a ‘high-velocity’ sample
containing stars with LOS velocities that exceed the thresh-
old.
However, each individual star has an uncertainty in its
LOS velocity, and this could change how each star is classi-
fied between the two subsamples. This would consequently
affect the aggregate properties of the two groups. In order
to account for this, the observed kinematics of each star are
drawn randomly from a Gaussian distribution with width
equal to the 1σ uncertainty in its velocity. This process is
repeated in order to generate a set of 500 ‘low-velocity’ and
‘high-velocity’ groups for any given threshold, the aggregate
properties of which can be compared to one another.
K–S tests are used to determine whether the properties
of the high- and low-LOS velocity groups are statistically
similar. Tests are performed on the median proper motions,
(GBP − GRP)0 colour, Gaia G0 magnitude, on-sky position,
metallicity, and fibre number (to confirm no systematic dif-
ferences linked to the observational setup are present). Two-
dimensional K–S tests are used to compare the positions and
proper motions of the groups, as these properties are corre-
lated; all other tests are one-dimensional. The dispersions of
the two groups are not compared as there are always signif-
icantly fewer stars in the low-velocity group; the dispersion
calculated is therefore not likely to be representative of the
true dispersion of the population. For the properties which
are tested, each of the 500 distribution sets is compared, and
the median of the resulting p-value distribution assessed. In
all cases, this p-value is >0.05, indicating there is no signifi-
cant difference in the properties of the stars comprising the
two subgroups (apart from, by definition, their mean LOS
velocities).
In order to better understand the implications of the
LOS velocity asymmetry, we transform the aggregate prop-
erties of the two groups into the LMC disk frame using the
procedure outlined in §5. We find that differences exist be-
tween the vertical and azimuthal velocity components of the
two groups, but the radial velocity of the two groups re-
mains consistent within uncertainty, regardless of the thresh-
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old used to separate the groups. This is true of both fields
analysed.
By far the most significant difference is in the verti-
cal velocity component (VZ); in both fields, the low-LOS-
velocity group has VZ values of ∼40 km s−1, indicating mo-
tion perpendicular to the disk plane, in a direction roughly
towards the Earth. This is primarily a consequence of the
relatively low inclination of the LMC disk, such that dif-
ferences in LOS velocity naturally correspond to differences
in the vertical velocity. Compared to the behaviour of the
high-LOS-velocity sample (which has median vertical veloci-
ties consistent with 0 km s−1, as expected for an equilibrium
stellar disk), the large vertical velocity of the low-velocity
sample is indicative of mean motion away from the disk for
these stars.
There are also differences in the azimuthal velocity of
the two groups. In both fields, the low-velocity group ro-
tates ∼25 km s−1 more slowly than the high-velocity group,
though this difference is barely significant at the 1σ level.
The large uncertainties in the azimuthal velocities, which
may mask the significance of this difference, are a direct
consequence of the large uncertainties in the proper motions
of the stars from which the azimuthal velocity is derived.
Future Gaia releases, with reduced proper motion uncer-
tainties, will likely clarify whether this small difference is
genuinely significant.
The difference in azimuthal velocity of the two groups
bears similarities to the signature of a kinematically distinct
population of stars discussed in Olsen et al. (2011), which
they attribute to infalling SMC stars either moving counter
to LMC disk rotation, or located in a plane strongly in-
clined relative to the LMC disk. However, it is unlikely our
low-velocity group is part of the same population. At the
large radii of our fields, we would expect any difference in
distance associated with the stars being located in very dif-
ferent planes to result in a detectable difference in red clump
magnitude, which is not observed. Further, the difference
in azimuthal velocity between the two groups is identical
in both fields, despite these being located more than 10◦
apart, suggesting that both groups are likely linked to the
LMC disk. At the large galactocentric radii of our fields, the
median LMC [Fe/H] abundance of approx. −1 is less easily
distinguishable from typical SMC metallicities (Dobbie et al.
2014b).
We speculate that the low-velocity tail of the LOS ve-
locity distribution may be the result of an external pertur-
bation. This is consistent with the fact that there is a higher
relative fraction of stars in the low-velocity group in field 12
(which, as discussed above, shows other indications of being
perturbed) compared to field 18. While there are other pos-
sibilities, it is certainly plausible that an interaction, with
either or both of the SMC or Milky Way, could begin to pull
stars out of the LMC outer disk in one direction preferen-
tially, generating the non-zero vertical velocity observed for
these stars. Numerical models of interactions in the Mag-
ellanic system are required to test the veracity of this sig-
nature, and its possible links with the northern arm. The
MagES collaboration is actively working to follow up this
avenue of investigation.
5.3 LMC Mass estimate
Under the assumption that stars in the outer LMC disk are
following equilibrium or near equilibrium motions11, it is
possible to calculate an estimate for the dynamical mass of
the LMC using the azimuthal rotational velocities derived
in the preceding analysis. This assumption is likely valid for
field 18; but, as discussed above, there are indications of pos-
sible non-equilibrium behaviour in field 12. As such, despite
the fact that azimuthal velocities for both MagES disk fields
are consistent within uncertainty, only information derived
from field 18 is used in the following analysis. To determine
the dynamical mass, Eq. 20 is used.
(20)Menc =
RV2
circ
G
Here, Menc is the enclosed mass of the LMC within R
kpc of the LMC COM; G = 4.3007×10−6 kpc M−1 (km s−1)2;
and Vcirc is the circular velocity (in km s−1) at distance
R from the LMC COM. Note that the azimuthal rotation
velocity is not Vcirc, the velocity of a tracer on a circular
orbit in the equatorial plane; to determine this first requires
correction for asymmetric drift. To make this correction, we
use Eq. 21, taken from van der Marel et al. (2002), which
relates azimuthal velocity Vφ to Vcirc.
(21)V2circ = V
2
θ +
R
Rd
σ2LOS
Here, Rd is the disk scale length (which we take as
1.5kpc from van der Marel et al. 2002) and σLOS is the line
of sight velocity dispersion of stars in the field. Note that
Eq. 21 only applies to the simplified case of an axisymmet-
ric exponential disk system embedded within an isothermal
dark halo. Although, as is apparent from Fig. 1, axisymme-
try breaks down at large distances from the LMC COM in
the south, at the location of field 18 in the northern LMC
disk, this remains a reasonable assumption.
The circular velocity calculated using the above proce-
dure is 87.7 ± 8.0km s−1. This is consistent with values re-
ported by van der Marel & Kallivayalil (2014) (91.7±18.8km
s−1) and Vasiliev (2018) (∼90 km s−1), but moderately lower
than the circular velocity reported by Wan et al. (2020)
(123.6±1.9km s−1). However, as discussed in §5.1, the radial
velocity dispersion measured by Wan et al. (2020) is 10–15
km s−1 larger than those measured by MagES, and more
closely reflects inner disk kinematics. By extension, when
this is used in the asymmetric drift correction, it results in a
significantly larger circular velocity than that derived from
the MagES data.
Using the MagES circular velocity in Eq. 20 results in
a total enclosed LMC mass, within 10kpc, of (1.8 ± 0.3) ×
1010M. To compare this mass to that derived in van der
Marel & Kallivayalil (2014), we project their enclosed mass
estimate (determined within a radius of 8.7kpc) out to a dis-
tance of 10kpc. The resulting mass of (2.1± 0.7)× 1010M is
consistent with our estimate. Assuming that this radius is
sufficient to encompass the majority of light from the LMC,
a mass-to-light (M/L) ratio for the LMC can be calculated.
We calculate the V-band luminosity of the LMC using its ab-
solute magnitude (taken as −18.1 from McConnachie 2012)
11 i.e. that the mean VR and VZ in a field are identically zero.
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relative to the absolute magnitude of the Sun (taken as 4.81
from Willmer 2018). Using this with our enclosed mass es-
timate implies a M/L ratio of 12.5 ± 2.3 M/L.
The derived mass is low compared to mass measure-
ments derived using more indirect methods, such as per-
turbations to stellar streams (∼1.4 × 1011M; Erkal et al.
2019), the timing argument (∼2.5 × 1011M; Pen˜arrubia
et al. 2016), or cosmological simulations of similar systems
(∼3.4 × 1011M; Shao et al. 2018). This difference is to be
expected, as each of the above methods provides the total
infall mass of the LMC, including its dark halo. In contrast,
the MagES field considered here, despite being at a greater
distance from the LMC COM than most previous kinematic
estimates, is still located well within the LMC dark halo:
studies such as Navarrete et al. (2019) or Munoz et al. (2006)
have found likely LMC-associated stars at distances almost
three times greater than field 18. As such, the enclosed mass
derived simply does not capture a significant fraction of the
total LMC mass. If, however, the assumption is made that
the LMC rotation curve remains flat out to 29kpc (the fur-
thest distance LMC-associated stars have been found to date
as per Navarrete et al. 2019), and that the LMC is embed-
ded in a typical dark matter halo, the inferred LMC enclosed
mass would be (1.1±0.2)×1011M, which is more in line with
total infall mass estimates, and the mass calculated under
similar assumptions in Wan et al. (2020). In this scenario,
the implied M/L ratio of the LMC rises to 58.2±6.8 M/L.
6 SUMMARY
In this paper, we have described the Magellanic Edges Sur-
vey (MagES), a spectroscopic survey that, in conjunction
with Gaia astrometry, is designed to obtain and interpret
3D stellar kinematics across the Magellanic periphery. Con-
ducted using 2dF+AAOmega at the AAT, it primarily tar-
gets red clump stars and will ultimately yield 3D veloci-
ties for ∼7000 stars in 26 two-degree diameter fields in the
outskirts of the Clouds, and metallicities for a limited sub-
set with sufficiently high S/N spectra. It will constitute the
largest sample of Magellanic stars with homogeneous 3D ve-
locity information to date, in fields at larger galactocentric
radii than most previous studies. In combination, this will
provide significant insight into the evolution and interaction
history of the Magellanic system.
As an early science demonstration, we present results for
two MagES fields in the outer northern disk of the LMC. One
field is located near the base of an arm-like feature to the
north of the LMC first discovered by Mackey et al. (2016),
and has 3D kinematics indicative of perturbation from an
equilibrium disk. It has a non-zero radial velocity outwards
in the LMC disk plane, in the direction towards the substruc-
ture, and an elevated azimuthal velocity dispersion. Further,
it has a significant (∼44 km s−1) radial velocity dispersion;
which, as illustrated by Wan et al. (2020), can be caused by
LMC/MW/SMC interactions. The other field, located ∼10◦
from any known photometric substructures, behaves as ex-
pected for an equilibrium disk. Its kinematics are consistent
with literature values derived from similar populations closer
to the LMC centre, indicating the rotation curve of the LMC
remains flat even at very large radii. The kinematics derived
for both fields are robust against moderate changes to the
assumed geometry of the LMC disk.
Both fields display an asymmetric LOS velocity distri-
bution, with tails to low LOS velocities, though this is more
pronounced in field 12. The asymmetry does not affect the
field-aggregate properties discussed in §5.1, and K–S tests
confirm no statistically significant differences exist between
stars with lower and higher LOS velocities. However, when
transformed into the LMC disk frame, stars with low LOS
velocities are found to have vertical velocities of ∼40 km s−1,
indicative of a subset of stars being perturbed away from the
assumed LMC disk plane. As the asymmetry is strongest
in the field nearest the arm-like substructure, we hypoth-
esise that it is a signature of interaction. Further analysis
in conjunction with dynamical models is required to fully
understand this behaviour.
The kinematics of the ‘undisturbed’ field are used to
estimate the LMC mass; one of the most distant estimates
derived using stellar kinematics. The derived circular veloc-
ity of the stars is 87.7± 8.0km s−1, with a resulting enclosed
mass of (1.8 ± 0.3) × 1010M within ∼10kpc. This is consis-
tent with other enclosed mass values derived using stellar
kinematics (e.g. van der Marel & Kallivayalil 2014); but, as
is typical for such estimates, is lower than masses derived
using more indirect methods, for example perturbations to
orbits of MW stellar streams, which are sensitive to the total
halo mass.
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APPENDIX A: EFFECT OF UNCERTAINTIES
ON MAXIMUM LIKELIHOOD RESULTS
In Section 4, several maximum likelihood steps are used to
determine fit parameters; each of which, in addition to re-
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turning parameter values that maximize the given likelihood
function, also provide 1σ confidence intervals for the fit pa-
rameters. In the main analysis, we always utilise the best-fit
values for each parameter in subsequent steps, with the in-
herent assumption that the effect of these uncertainties is
negligible. Here, we confirm this assumption is reasonable.
A1 Effect of uncertainties in the contamination
model
The calculation in §4.2, to determine initial estimates for the
properties of Magellanic kinematic peaks, requires the use
of parameters that describe the expected Milky Way fore-
ground contamination, derived from the Besanc¸on models in
§4.1. However, each of these Milky Way contamination pa-
rameters – i.e. those within φˆ, comprised of vm, µδ,m, µα,m,
σv,m, σδ,m, σα,m, ρm, and ηm – has an associated 1σ uncer-
tainty. The effect of varying these parameters within their
uncertainties on the initial estimate of the parameters defin-
ing the Magellanic peak is tested to ensure it is negligible.
We do this by calculating the Magellanic peak parame-
ters 500 times, each time using Milky Way contamination
parameters drawn randomly from Gaussian distributions
centred on the best-fitting parameter values, with width
equal to the 1σ equivalent uncertainty in the parameter.
The resulting distributions of each Magellanic peak param-
eter are inspected, and the standard deviation calculated as
an estimate of the uncertainty introduced by varying the
Milky Way contamination parameters.
In every case, we find the distributions of Magellanic
peak parameters introduced by varying the contamination
model input parameters, are much narrower than the 1σ un-
certainties in the Magellanic peak parameters when deter-
mined using the best-fitting contamination model as input.
In other words, the dominant source of uncertainty in the
Magellanic peak parameters is that driven by observational
uncertainties in the stellar kinematics, and not uncertainties
associated with the parameters of the model contaminant
population; validating the assumption made in the text.
A2 Effect of uncertainties in Magellanic
kinematic peak properties
The initial estimates for the Magellanic peak properties are
used to calculate the probability of each star being associ-
ated with the Clouds; which is subsequently used to calculate
the aggregate kinematics of each field in §4.3. As discussed
in §A1, each of these parameters has associated uncertainty.
We test the effect of varying these parameters within their
uncertainties on the membership probability of each star,
and the field aggregate properties, to ensure this is negligi-
ble.
To begin, the membership probability P(MC|i, ϕ, φˆ) of
each star is calculated 500 times, each time using Mag-
ellanic peak parameters within ϕ – that is, vMC, µδ,MC,
µα,MC, σv,MC, σδ,MC, σα,pk, and ρMC – drawn randomly
from Gaussian distributions centred on the best-fitting pa-
rameters, with width equal to the 1σ uncertainties on the
parameters. As P(MC|i, ϕ, φˆ) requires information from both
LOS velocity and proper motion, these values are varied si-
multaneously. The resulting P(MC|i, ϕ, φˆ) distributions are
all relatively narrow; we characterise the width of these dis-
tributions as half the difference between the minimum and
maximum P(MC|i, ϕ, φˆ) values calculated for each star.
We then calculate the field aggregate properties as per
Eq. 15 500 times. Each time, membership probabilities for
all stars are drawn randomly from a Gaussian distribution
centred on the original P(MC|i, ϕˆ, φˆ) value assigned to each
star, with width equal to the characteristic width of the
P(MC|i, ϕ, φˆ) distributions.
In every case, we find that the distributions of each field
aggregate property introduced by varying the membership
probability, are much narrower than the 1σ uncertainties in
the aggregate properties when determined using the best-
fitting membership probabilities as input. In other words,
the dominant source of uncertainty in the field aggregate
parameters is that driven by observational uncertainties in
the stellar kinematics, and not uncertainties associated with
the membership probabilities of each individual star, or ini-
tial peak parameter estimates.
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