Protein genes can be found either by searching the DNA sequence for signals such as ribosome binding sites or by looking for the effects that coding for a protein has on the coding sequence. This paper describes how these coding effects can be measured and used to detect protein coding regions.
INTRODUCTION
3) in any gene for any given amino acid the codons will generally not be equally used (this is generally referred to as codon preference).
The task of coding for a protein in reading frame 1 will influence the following factors:
Dthe amino acid composition in the coding frame (frame 1) and in the other two frames (frames 2 and 3) .
2)the codon composition in all three frames 3)the frequency with which each of the four bases occupies each of the three positions in codons. We term this "the positional base frequency" and will later examine it in two ways. The first way will be to look for preferences for certain bases to occupy particular positions in codons: that is to compare the observed positional base frequencies with an expected distribution. We call the gene detection method based on this measurement "The positional base preference method". The second way of examining the positional base frequencies is to measure", for each base, the difference in its abundance in each codon position. This does not require an expected frequency for each base and position but looks at the relative abundance of, for example, base A in each codon position: the more the relative abundances differ from one another, the more likely it is that the sequence is coding in the sampled region. We call the gene detection method that measures these relative abundances "The nneven positional base frequencies method".
There are three parts to the problem of locating protein genes: a)finding which regions are coding; b)determining on which strand and then c)in which reading frame the sequence is coding. Some of the methods will show region, strand and frame but others will only indicate which region is coding.
Firstly we examine the effects of unequal use of amino acids by proteins independently of those effects due to codon preferences.
To do this we choose a particular ami no acid composition: that calculated by Dayhoff to be the average composition for 314 families of proteins(4). This composition expressed as amino acids per 1000 is shown in figure la.
As can be seen there are differences of up to a factor of 6.6 (alanine/tryptophan) in this composition. We can produce a codon table which contains no codon preference but which corresponds to this average amino acid composition. Assuming a random distribution of the codons in this table we can calculate codon tables, amino acid compositions and base compositions for reading frames two and three. These calculated compositions for amino acids in frames 2 and 3 are also shown in figure la. The corresponding codon tables are in figure lb. and the base compositions in figure lc.
As can be seen there are marked differences in the amino acid compositions for each of the three frames. In particular the frequency of basic and acidic residues (D,E and K,R,H) in frames 2 and 3 is quite different from that in frame 1. In summary we see that there are marked compositional variations in all three reading frames for amino acids, codons and bases when a gene codes for a protein sequence of average amino acid composition, even when there is no codon preference.
We now briefly examine the influence of codon preference on the values we obtain for these compositions.
It is fairly obvious that codon preference will lead to more extreme variation in the compositions we have examined and again we take a particular example to demonstrate the effects. Ikemura (5) has shown that the most highly expressed genes in Ej. coli have very strong preferences for the use of those codons that correspond to the most abundant Ej_ coli tRNA's, and that these preferences are increased further by choices of those codons that give an intermediate level of codon-anticodon interaction. One of the genes that has these strong preferences was ompA (6) and we have chosen this sequence to illustrate the results of strong codon preference. The results are given in figure 2. which shows observed values, expressed per 1000 amino acids, for frames 1, 2 and 3 for the ompA gene.
It can be seen that the compositional variations for amino acids, codons and bases are stronger than before. Note that the base composition has similar biases in positions 1 and 2 of codons but that now the composition in third positions is also uneven. Application to the location of protein genes.
We have seen that there are compositional effects that are due to a sequence coding for a protein and now we examine methods of measuring these effects in order to locate protein genes.
We 
Codon nsage
We have previously published a technique to find genes using Bayesian statistics which we called "The codon preference method". In the paper describing this(l) we pointed out that the method actually used both codon and amino acid preferences.
For the sake of clarity, as we now separate these two types of preference, we will refer to the previous method as "The codon usage method". Codon usage is the result of two levels of choice or preference: first of amino acid and secondly of codon.
We now summarise "The codon usage method".
The method works by comparing an expected distribution of codons with those observed so that before scanning the sequence the user is required to produce a codon table of expected frequencies to act as a standard.
The method makes the following main assumptions: the codon usages of all the genes in the sequence we are examining are similar to those of the standard; the sequence is coding throughout its whole length in only one reading frame; in the coding frame the frequency of codon abc is expected to have a definite value Fabc If we select a sequence alblcla2b2c2a3b3c3 ,. . . ,anbncnan+lbn+lcn+l then the probability of selecting it in each of the three frames is: The probability that selection of a particular sequence was "caused" by it being a coding sequence is: in frame 1: Pl=pl/(pl+p2+p3) , in frame 2 P2=p2/(pl+p2+p3) , and in frame 3 P3=p3/(pl+p2+p3) . The program slides a window of typically 25 codons along the sequence one codon at a time. At each position that the window is placed the program calculates PI, P2 and P3 but for each reading frame plots log(P/(l-P)). At each point along the sequence that the program has a point to plot it finds which of the three values is highest and places a single mark at the 50% level for the corresponding frame. These marks will join to form a solid line if one frame is consistently the highest scoring.
Stop codons are shown as short vertical bars, also at the 50% level of probability. When The method has been successfully used (for example to locate the genes of bacteriophage lambda (7) ) and has very good resolution (it is often used with window lengths as short as 15 codons An example of the application of the codon usage method calculation but using only ami no acid preferences and no codon preferences is shown in figure 3 . This shows the predictions for the genes of the unc operon of E.
coli (8) 
Amino acid preferences
An alternative to using the codon usage calculation for looking at amino acid preferences would be to slide a window along the sequence translating it in each of the three reading frames. At each position of the window the amino acid compositions for the three frames could then be compared to an expected composition and that which was nearest chosen as coding.
We have not tried this procedure but feel it would give similar results to those described in the last section.
Positional base preferences
Another effect that we can utilise is the preference for bases to occupy particular positions in codons. We saw that for the Dayhoff average amino acid composition there were preferences for certain bases to occupy particular positions in codons and that these were different in each of the three reading frames. If we again assume that this amino acid composition is sufficiently typical we can take the positional base compositions it generates with no codon preference as a standard and use them to choose between reading frames. As with all the methods described above we compare observed and expected frequencies and this can be done in the following way: We also calculate corresponding values for C, G, and T to give C1,C2,C3 and G1,G2,G3 and T1,T2,T3; we then calculate AME AN= (Al+A2 + A3) / 3, and similarly CMEAN, GMEAN and TMEAN; we then calculate
ADIF=abs(Al-AMEAN)+abs(A2-AMEAN)+abs(A3-AMEAN) and similarly CDIF, GDIF and
TDIF to measure the absolute differences between an even base usage for all positions in the codons and the observed usage. Note that this makes the calculation independent of the overall base composition within each window.
The routine then calculates the sum ADIF+CDIF+GDIF+TDIF and plots this value on a scale chosen in the following way.
The calculation described above was performed on all the sequences in the EMBL sequence library. Using a window of 67 codons we calculated the mean values for each of the coding and noncoding regions and plotted histograms for both. We plot the results on a scale chosen so that the base level is such that no known coding region scores below it, and the top level of the plot is achieved by 30% of coding regions but no noncoding regions.
There was some overlap between the two distributions so that approximately 80% of the known coding sequences in the EMBL sequence library score above a certain level that only 10% of noncoding regions achieve. The reference level is marked on the plots by a horizontal line. This is very similar to The content of the library is, of course, strongly biased towards certain organisms, but it is interesting to compare these values with those for the Dayhoff average ami no acid composition shown in figure 1.
We can see that the main difference for ami no acids is in the number of cysteine and hydrophobic amino acids, (the EMBL library containing more hydrophobic sequences), but that in general, the two compositions are quite similar. The codon table contains some definite preferences but without normalising the values to remove the bias towards particular organisms, we cannot say how general these preferences might be. To test this idea we performed the following experiment. We generated very long random sequences that contained no codon preferences but which had exactly Dayhoff's average amino acid composition when translated in frame 1. This sequence also had a composition close to the average in each window of 67 codons when translated in frame 1. If Shepherd's method depended for its success only on measuring codon preference, when applied to this sequence with no codon preference, it should not indicate one frame to be coding more than any other. When we applied Shepherd's method to this sequence (of 34000 bases) we found that for 84.3% of the sequences length, frame 1 was indicated to be coding, 2.5% for frame 2 and 13.2% for frame 3. So Shepherd's method chose the reading frame that produced an average amino acid composition in 84% of positions even though the sequence contained no codon preference.
Shepherd's method is not independent of the numbers of stop codons in each of the three reading frames, being most likely to choose the frame with the least ( TAA. TAG and TGA are all YNR not RNY).
The generated sequence contained only 10 stop codons in frame 1 but 547 in frame 2 and 723 in frame 3.
To test the importance of stop codons we generated another 34000-character sequence that had the same properties as the first but in addition had more stop codons in frame 1. The generated sequence had 31% of its stop codons in frame 1, 28% in frame 2 and 41 % in frame 3 (1280 in all so that stop codons formed 5% of the codons in reading frame 1). When Shepherd's method was applied to this sequence we found that in 63% of positions it chose frame 1, 15% frame 2 and 22% frame 3. This demonstrates that an average amino acid composition rather than codon preference are sufficient to explain how Shepherd's method will choose correctly and that the absence of stop codons in the coding frame also helps.
It can be seen from the tables presented here how coding on one strand of the DNA will affect its complementary strand. Another feature we have noticed is that on the complementary strand and in phase with the coding frame we will often find far fewer stop codons than in the other two frames. 
