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SUMMARY 
This research addressed the problem of developing a schedule for 
the suitability testing of the prototype of a complex item. A sequential 
approach to the problem is developed. This approach involves ordering 
the requirements against which the prototype is to be evaluated and then 
using the ordered set of requirements as a basis for sequencing the tests 
included in the suitability test. 
Emphasis is placed on developing the ordered set of requirements. 
A model based upon the criteria recommended by Fishburn and by Moore and 
Baker is developed f o r mapping the requi rements f rom a randomly arranged 
set to an unconstrained test sequence. In developing this model, the 
methods of ranking, rating, successive ratings, and the Delphi technique 
are studied. These methods are used to assign quantitative measures to 
qualitatively described requirements and factors for consideration. 
A linear model is developed which is determined to be an acceptable norma­
tive model. 
Three methods for evaluating the models are presented. Two of 
these methods are applicable for discriminating between predictive 
models. The third method, involving simulation, is found to be a satis­
factory method for discriminating between normative models. 
The bulk of this research is carried out at a test board of the 





The purpose of this research is to develop a method useful in 
developing a schedule of a suitability test for the prototype of a com­
plex item. A suitability test is a test designed to evaluate the proto­
type in order to determine if the item represented by the prototype is 
suitable for production. The overall test of the prototype will usually 
involve evaluating the prototype against many, often unrelated, require­
ments. Generally, a separate test is required for the evaluation of one 
or more requirements. Consequently, the suitability test will actually 
consist of a series of individual tests, or sub-tests. The specific 
problem addressed in this research is to determine a method of scheduling 
the sub-tests, which comprise the overall suitability test, so as to 
maximize the rate in which information, relative to the potential suit­
ability of the item, is generated during the suitability test. 
Background 
In the development of a complex item of equipment, it is com­
mon for the equipment to undergo a Research and Development (R & D) 
cycle of several years in length and to incur R & D costs of several 
million dollars. One of the last phases of the R & D cycle is the 
development and test of a prototype of the item. The actual test of 
the prototype can be quite expensive and time-consuming and can directly 
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affect the final cost and final availability date of the end item. 
Consequently, if this phase of the cycle could most efficiently serve 
its purpose, then an important portion of the cost and developmental 
time of the end item could be minimized. 
The purpose of the suitability test of a prototype is to pro­
vide information upon which a decision of item disposition can be made. 
The decision usually will be to determine whether the item represented 
by the prototype should be accepted and placed into production, accepted 
contingent upon certain modifications, retained for further development, 
or rejected from further consideration. This decision may be made prior 
to the completion of the suitability test. 
The overall suitability test will consist of a series of inter­
mediate tests each designed to evaluate the prototype against one or more 
specifications or operational requirements. For example, the item repre­
sented by the prototype may be required to have a cruising range of 200 
miles, to have the ability to negotiate a 60 degree slope, and to weigh 
no more than one ton. Then the suitability test may include an inter­
mediate test on operational characteristics designed to evaluate the proto­
type against the specifications of cruising range and climbing ability 
and another intermediate test of physical characteristics during which 
the item would be weighed. In this thesis, the specifications imposed on 
the item, and to be evaluated during prototype testing, will be referred 
to as requirements and the intermediate tests designed to evaluate the 
prototype against one or more operational requirements will be referred 
to as sub-tests each designed to generate specific information about the 
prototype. The information accumulated from these sub-tests then serves 
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as a basis for the decision relating to the final disposition of the 
i tern. 
The time required to make the decision on equipment disposition 
directly relates to the time required to accumulate sufficient information 
upon which the decision can be based. Consequently, it is desirable that 
the sub-tests be scheduled so as to maximize the rate of information 
generated. This is obviously a particularly important criterion in the 
scheduling of sub-tests of prototypes of items required for an immediate 
need. On the other hand, care must be exercised so as to prevent a 
premature decision on item disposition. Obviously, an incorrect decision 
could result in accepting an expensive but unsatisfactory piece of equip­
ment, or it could result in delaying the production of a suitable item. 
Consequently, this research will be directed towards developing a method 
which will be useful in scheduling the sub-tests so as to maximize the 
rate of information generated during the test. 
The problem of developing a test schedule which will maximize 
the rate of information generated is compounded and made more important 
by the fact that there is frequently no predetermined stopping rule 
upon which the decision on item disposition can be made. For example, 
it is frequently undesirable to decide before the test that if a certain 
percent of the operational requirements are not met, then testing will 
stop and the item will be rejected. This type of stopping rule may be 
unsatisfactory since the performance of the prototype against other 
requirements may be so outstanding as to overshadow its failures, or the 
degree of failure may be more important than the failure itself. For 
example, the hypothetical item mentioned earlier may have failed both 
operational characteristics requirements but passed the physical 
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characteristic requirement. An arbitrary stopping rule may have caused 
the item to be rejected on its climbing ability being limited to 58 de­
grees and its cruising range being limited to 190 miles, but its amazing 
weight of only one-half ton combined with its other characteristics make 
it a very desirable item. Consequently, the decision of item disposition 
must be based upon the quantitative data of the number of requirements 
passed and also upon the subjective evaluation of the prototype's overall 
performance. 
The problem of developing a test schedule, with the objective of 
maximizing the rate in which information is generated and in which no 
definitive stopping rule can be established, is not specifically addressed 
in the current literature. However, this is a pressing problem facing 
R & D organization in general, and the United States Army in particular. 
The environment studied in the research of this problem will be suit­
ability testing of prototype items within the United States Army. 
Discussion of the Problem 
The mission of the United States Army Test and Evaluation Com­
mand (USATECOM) is to conduct suitability testing of items of equipment 
which are developed for possible introduction into the Army's inventory. 
By the time the equipment is submitted as a prototype for suitability 
testing, it will have completed a Research and Development cycle of from 
one to twenty years and will have incurred developmental costs of from 
a few hundred to several million dollars. The items comprise a hetero­
genous set. For example, some items recently tested were rain parkas, 
anti-tank missies, underwear, all-terrain vehicles, personnel parachutes, 
and night vision devices. The characteristics that all of the items for 
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test have in common are that each must be evaluated against several 
requirements, that there are no definitive stopping rules applicable to 
these tests, and that it is desirable to maximize the rate in which 
information is generated during the suitability tests. 
Since there are many types of equipment being tested, USATECOM 
created Branch related Test Boards to test that equipment which is most 
related to a particular Branch. For example, the Infantry Board at 
Fort Benning, Georgia is currently testing the Dragon Anti-Tank Missile 
System whereas the Field Artillery Board at Fort Sill, Oklahoma, tested 
the new lightweight 105mm towed howitzer recently adopted by the Army. 
In addition to the Branch Boards, an Arctic Test Center is located in 
Alaska, a Tropic Test Center is located at the Panama Canal Zone, and a 
Desert Test Center is located in Arizona. In forming these Test Agencies 
it was felt that the personnel making the determination of equipment suit­
ability should be familiar with the demands to be placed on the equipment 
and the environment in which the equipment will be utilized. This is a 
logical assumption and is based on recognition of the fact that there will 
be at least some degree of subjectivity involved in making the determination 
of suitability. 
Before a Test Board receives item(s) of equipment for suitability 
testing, the Board receives literature describing the equipment and the 
requirements against which the equipment is to be tested. The members 
of the Board consider the equipment, the need(s) which it is intended to 
meet, and the requirements against which it is to be tested. If, in their 
opinion they feel that the requirements are either overly stringent or 
insufficient for making a determination of suitability, they will recommend 
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changes as appropriate. After the requirements have been firmly estab­
lished, a test officer is assigned to plan and conduct the actual suitability 
test. 
Regardless of the type of equipment being tested and regardless 
of which Board carries out the test, an objective of the test is to 
obtain as much information relative to equipment suitability as rapidly 
as possible. A schedule of sub-tests designed to meet this objective may 
or may not be one which provides for the entire test to be completed as 
rapidly and as economically as possible. With this objective in mind, 
the test planner must develop a schedule which sequences the sub-tests 
of the prototype against specific requirements in a manner which will 
maximize the rate in which information will be generated. 
Concept 
It is hypothesized that there are certain factors relating to 
a suitability test which influence the desired sequencing of its sub­
tests. These factors must, of course, relate to the amount of potential 
information which could be gained from executing the sub-test. An illus­
trative factor pertaining to the amount of information is the importance 
of the requirements tested. For example, the information gained from 
evaluating the prototype against an essential requirement would contribute 
more information upon which to base the decision of item disposition than 
would evaluating the prototype against a relatively minor requirement. 
An example of an essential requirement is the requirement that the item 
be safe to operate since an item that is unsafe to operate could not be 
considered suitable regardless of its other characteristics. Item color 
could be a relatively minor requirement since color will frequently not 
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affect the ability of the item to serve its purpose or else it would most 
likely be relatively easy to change the color. Consequently, it would 
generally be desirable to evaluate the prototype against the essential 
requirement, safety, prior to evaluating the prototype against the minor 
requirement, color. 
However, there may be several factors which warrant consideration. 
In the tests considered in this research, five factors were identified as 
influencing the desired relative placement of the sub-tests in the testing 
sequence, and these factors were found to be of varying degrees of relative 
importance. For example, the importance of the requirement and the 
potential destructiveness of the sub-test needed for the evaluation of 
the prototype against the requirement were two factors which were identi­
fied. However, it was also determined that the importance of the require­
ment warranted more consideration, or influence, when deciding where to 
place the requirement in the testing sequence. Consequently, the factor, 
Importance, was considered to be more important than the factor, Destructive­
ness. 
In addition to the factors and their relative importance, the 
degree to which each factor would apply to each requirement must be con­
sidered. For example, one requirement may be considered to be critical 
to item suitability, another requirement may be important to item suit­
ability but not absolutely essential, and a third requirement may be a 
"nice to have" attribute of the prototype. Consequently, the degree in 
which the factor, Importance, applies to each of these requirements 
varies. The possible degrees of applicability of a factor to the require­
ments included in the suitability test are defined as the categories of 
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the factor. 
In this research, methods are developed for identifying, weighting 
as to relative importance, and categorizing each factor applicable to the 
suitability test of a prototype. These methods are developed and described 
in Chapter III. 
The factors, factor weights, and factor categories are considered 
to be suitability test dependent. For example, the factors identified 
as being applicable to the suitability test of one prototype may not be 
applicable to the suitability test for another prototype; however, the 
factor weights established for a particular suitability test are considered 
to be applicable to each of the sub-tests contained in the suitability 
test. Consequently, identifying the factors, factor weights, and factor 
categories is done while considering the particular prototype and its 
required suitability test. 
After considering the suitability test as a whole, the next step 
in developing the desired test schedule is to consider each requirement 
and its required sub-test. This step involves identifying the category 
of each factor applicable to each requirement. A method used for this 
step is also developed and described in Chapter III. 
As a result of the analysis of the suitability test and the 
analysis of each requirement, each requirement will be described in terms 
of the degree to which the factors apply to the requirement and to the 
sub-test needed for the evaluation Of the prototype against the requirement. 
For example, consider two hypothetical requirements, requirement A and 
requirement B. Suppose requirement A is considered to be essential but 
the sub-test needed is potentially destructive to the prototype, while 
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requirement B is not considered to be essential and the sub-test needed 
is not potentially destructive. There is obviously a trade-off to be made 
between the desire to place essential requirements early in the test 
sequence and the desire to maintain the prototype in a testable condition. 
These trade-offs become unmanageable when several factors of several cate­
gories each must be considered. Consequently a model is developed for map­
ping the requirements from a randomly ordered collection of requirements 
to an ordered set of requirements. This model maps the requirement against 
which the prototype should first be evaluated to the first place in the 
ordered set. This model and the methods used in mapping are discussed, 
developed, and applied in Chapter IV. 
Finally, after the requirements are ordered, they are assumed to 
be in the proper sequences for testing. However, in developing the actual 
test schedule, there may be constraints on testing which require that several 
requirements be grouped into one sub-test, or which prevent the tests being 
sequenced as desired, or which affect the test schedule in other ways. 
Consequently, a second model is then needed to map the requirements from 
their positions in the ordered set to their final position in the test 
schedule. This final mapping is discussed in Chapter V. 
The concept upon which this research is based, the two stage 
mapping of requirements from a set of randomly placed requirements to the 
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The literature survey is directed to three general areas of 
investigation: the current US Army literature relevant to the sequencing 
of suitability tests; the literature relevant to the field of value measure­
ment; and the literature relevant to the field of scheduling. 
Current Army Literature in Suitability Testing 
An item of equipment which is developed for inclusion in the 
Army's inventory is subjected to a series of tests during its develop­
mental and production lifetime. These tests generally include the following 
types which are usually performed in the sequence shown: 
1. Research and Feasibility Test, conducted during 
exploratory and advanced development phase; 
2. Developmental Suitability Test, conducted during 
exploratory and advanced development phase; 
3 . Engineering Design Test, conducted during engineer­
ing development phase; 
4 . Expanded Service Test, conducted during engineer­
ing development and sometimes into production phases; 
5. Production Validation Test, conducted during the 
production phase of the item. (1) 
The tests included for a particular item of equipment constitute 
the item's Coordinated Test Program (CTP) which is the overall or master 
test plan for the item. A general description of these tests and of the 
Army's overall testing philosophy for developmental and acquisition 
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testing can be found in (1). 
The target of this research is the Expanded Service Test (EST), 
a type of suitability test. "The EST is a development test (AR 70-10) 
whcih ascertains that the development of an item is completed and produces 
the technical and operational test data upon which type classification and 
initial production decisions may be made." (2). 
Included in the EST are tests to determine the degree with which 
the item meets specified performance standards, to evaluate the training 
and maintenance test package, and to provide data on the item's overall 
effectiveness or military worth. Consideration is also given to verify 
doctrine of use, of organization and tactics applicable, of issue and of 
logistics and training. The results (both objective and subjective) of 
the EST, and the Engineering Test immediately preceding the EST, are the basis 
for the decision (made at Department of the Army Headquarters) of item 
disposition (1). If the item is accepted for production, it will either 
go into initial limited production or into major production, depending upon 
the results of the EST and of the urgency of need for the item. The Expanded 
Service Test is therefore one of the most important tests in the R & D cycle 
(2). 
The United States Army Test and Evaluation Command (USATECOM) is 
responsible for the conduct of the EST. USATECOM has directed that in 
conducting the EST, "The USATECOM objective is to obtain the maximum 
amount of information for making the determination of suitability in the 
minimum span of time." (3). USATECOM has further directed that test 
schedules will be designed to insure efficient programing and utilization 
of funds and to insure that every effort will be made to minimize the 
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overall test time (4). 
However, little concrete guidance is given on how the test should 
be planned and scheduled to insure that the maximum information will be 
generated as rapidly as possible. A method is provided in (3) for defining 
so-called "High Risk" sub-tests and requirements. However, it is shown in 
(4) that a high risk sub-test may require placement in the latter stages 
of the test schedule even though "High risk sub-tests will be ... scheduled 
as early as practical in the test cycle." (4). The purpose of considering 
the high risk sub-tests early is to address as soon as possible those 
requirements which will substantially affect the time required to make a 
determination of equipment suitability. 
In discussing (3) with its co-authors, (5,6), it was determined 
that the regulation is oriented towards identifying major areas of risk 
but leaves the freedom of test design and schedule to the test officer (5). 
In other words, the problem of designing a test schedule is not directly 
addressed but one important aspect of test scheduling is highlighted. 
Consequently, the test planner derives little practical benefit from the 
procedures outlined in the publication (7). 
An interesting analytic approach to the design of test schedules 
is presented in (8). However, this approach is based on the assumption 
that a decision rule exists for classifying the item of equipment. 
Unfortunately, no such decision rule currently exists, or if it does, 
neither the Chief of Methodology and Instrumentation at the Infantry Test 
Board nor this author were able to ascertain its existence (9). 
In summary, the results of the survey of Army literature per­
taining to suitability testing indicate that there is no published 
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methodology for the scheduling of the EST. It was determined that the 
EST should be scheduled to provide for the generation of maximum infor­
mation as rapidly as possible but the procedures which the test planner 
should use are not specified. Furthermore, since there exists no method 
for establishing a definitive decision rule, "Judgements by testers do 
have a place in the EST." (4). 
Value Measurement 
The specific problem in this research is to determine an effi­
cient method for developing a test schedule which will result in the maxi­
mum r a t e of i n f o r m a t i o n f l o w d u r i n g the conduct of the test. F o r the 
concept of rate of information flow to have meaning, there must be some 
relative measure of information value. In other words, there must be 
some measure(s) of value which can be applied to the data generated 
during the test which corresponds to the worth of the data and to the 
amount of information which can be gained from the data. For example, 
assume that the prototype is a rifle. Reams of data on the precise 
dimensions of the prototype may contain little information upon which 
a decision of equipment suitability can be based. On the other hand, one 
or two test firings may generate very little data, but this data may con­
tain significant information relating to the probable accuracy and range 
of the prototype. This information will probably have a substantial 
effect on the determination of equipment suitability and consequently may 
be valuable information. 
If the decision on equipment suitability were to be made prior 
to the completion of the test, there would be a degree of risk associated 
with this decision. If the decision were to accept the item, then there 
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is always the chance, or risk, that the information obtained from subse­
quent sub-tests would show that the decision made was in error. Conversely, 
if the decision were made to reject the item, future information could indi­
cate that the decision was in error. Consequently, the estimated probability 
that a requirement will be met is a factor which should influence its 
relative placement in the test schedule. For example, if during the test 
it were estimated that the probability that the prototype would fail 
to meet any of the untested requirements were less than one percent, then 
a determination of equipment suitability could be made with relatively 
little risk. Consequently, the estimated probability that a requirement 
will not be met is seen to be a factor not directly related to the "value" 
of the requirement, but a factor which will probably influence the desired 
relative placement of the requirement in the test sequence, and conse­
quently relate to the "value" of the overall sequence. 
The problem of factor identification will be more fully discussed 
in Chapter III. It is sufficient at this stage to note that there evidently 
are several factors which should be considered in developing the test 
sequence. Some of the factors are directly related to the potential worth 
of the information to be gained from testing the prototype against the 
requirement and are seen as influencing the perceived value of the require­
ment. Other factors may not directly relate to the potential worth of the 
information to be gained from testing the prototype against the requirement, 
but these factors do influence the desired relative position of the require­
ment in the test sequence and consequently relate, to the value of the 
overall sequence. 
The problem of determining the desired relative placement of the 
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requirements in the overall test sequence is seen to be similar to the 
problem of developing a ranking of competing alternatives in other environ­
ments. For example, in an R & D environment, potential projects are fre­
quently ranked based upon such diverse factors as probability of technical 
success, contribution of the project to the advancement of the state-of-
the-art, estimated return on revenues, corporate prestige, absolute value 
of investment required, and a host of other factors which may be applicable 
to a particular situation. The purpose of the ranking of R & D projects 
is to provide a basis for the decision of R & D project selection for fund­
ing. Since the suitability test is a facet of the R & D process, and since 
similarities are seen between the problems of ranking R & D projects and 
ranking or sequencing test requirements, the field of R & D project selec­
tion will be investigated for the purpose of selecting a method to be used 
in sequencing the test requirements. 
Two papers which survey the literature relating to the R & D 
project selection problem have been published. In these papers, one by 
Baker and Pound in 1964 (10) and one by Cetron, Martino, and Roepcke in 
1967, (11) three basic model categories were identified. These categories 
are the decision theory, economic analysis, and operations research 
models. Other articles, such as the ones by Moore and Baker (12, 13), 
Souder (14), and Pessemier and Baker (15) have provided some updating 
of the reviews in the Baker and Pound and Cetron et al papers. However, 
the three basic categories initially identified are still descriptive of 
the current types of models. Also, it is interesting to note that these 
papers, written eight and five years ago, are almost invariably referenced 
in the most recent articles in this field. 
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Even though the R & D project selection problem has been 
addressed by many researchers, Baker and Pound (10) found that either 
there has been little testing and use of the methods or else the results 
from the application of the models have been guarded secrets of those 
applying the models. Cetron et al_ (11) reached essentially the same 
conclusion and added that there was much room for the refinement and 
improvement of the existing methods. During the search of the more recent 
literature, this author found the conclusions by Baker and Pound and by 
Cetron et al_ still to be valid. Of course, there has been some work pub­
lished on the application of these models, such as the Moore and Baker 
article (13) and the Goodwin article (16), but considering the scope of 
the subject, there still remain relatively few articles on the appli­
cation and refinement of the theoretic models. One of the underlying 
motives of this research is to make a contribution in this area. 
The economic models such as Risk Analysis (17), and others 
reviewed by Hurter (18), are not considered applicable to the research 
problem. The principle reason is that the requirements under consider­
ation here require subjective qualitative analysis rather than the quan­
titative analysis required for the economic models. 
The operations research models, such as the one proposed by 
Naslund (19) and the one proposed by Hespos and Strassmann (20) are also 
not considered applicable to this research. The principle reason for 
the rejection of this approach is the amount and precision of the data 
required and the computational difficulty of the methods. The data 
required must be quantifiably specified, such as the specified values of 
resources required by Hespos and Strassmann or the distribution of event 
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probabilities required by Naslund. In the problem considered in this 
research, these values are not readily definable. For example, definitive 
units of value, such as dollars, are not readily applied to the value of 
the information which could be gained from testing the prototype against 
a particular requirement. Consequently, a method for assigning some mea­
sure of value, probably dimensionless, to information is an objective of 
this research and a model which presupposes these measures could hardly 
be appropriate. 
Baker and Pound (10) concluded that the decision theory model is 
applicable to the problem of R & D project selections. The existence of 
several factors to be considered in sequencing appears to support a similar 
conclusion for the current problem. The literature search will therefore 
be confined to models of the decision theory class. 
The purpose of this investigation is to determine a method for 
assigning quantitative measures, which shall be called measures of 
criticality, to each of the qualitatively described requirements. The 
requirements will then be sequenced in order of decreasing value of criti­
cal ity. If such a model could be developed for sequencing the requirements, 
and particularly if some measure of relative value of the requirements 
could be related to the assigned measures of criticality, then a significant 
contribution to the field of suitability testing would be realized (6). 
The problem at hand lends itself to the question: "What is the 
relative value, or measure of criticality, of the requirements if we assume 
that each of them is competing for early placement in the test schedule?" 
Therefore, in establishing the sequence, each position in the sequence 
will be considered in turn starting with the first position. For the 
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first position there will be N possible alternatives, where N is the 
number of requirements. For the second position there will be N-l alter­
natives and so forth. An over-view of the general field of value measure­
ment will be addressed. The primary purpose in addressing the field of 
value measurement will be to determine a theoretic basis for selecting 
from among the decision theory R & D selection models. Also, the develop­
ment of a general theoretically sound model will be attempted so that the 
model could be applied to more general problem areas outside of the field 
of suitability testing. 
In discussing a unified theory of value, Fishburn (21) offers 
several considerations. 
As many people view it, decision theory is 
concerned with the selection of an alternative 
from a set of alternatives. A particular 
theory of decision either tries to describe 
the pertinent factors that are relevant in 
selection and the way these factors do, in 
fact, operate in the decision making or select­
ion process, or else it identifies the factors 
that ought to be accounted for in the selection 
and states how these factors should operate in 
guiding the decision maker to his choice (21). 
A theory that describes the currently used factors and the way they do 
operate in the decision process is descriptive or predictive in nature, 
while identifying the factors which ought to be considered and the way 
these factors should operate is prescriptive or normative in nature. 
Excellent studies of predictive theory are discussed by Hurter and 
Rubenstein (22) and by Einhorn (23, 24). 
In this research, emphasis will be placed on developing a 
normative model. The primary reason for this is that in the testing 
envirnoment in which this research was conducted, ranking of the factors 
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was not explicitly done during the planning phase of test scheduling. 
Consequently, there was no benchmark against which the ranking gener­
ated by the model could be evaluated. Also, of primary interest to the 
test personnel involved, was the test schedule itself - not an intermediate 
ranking of requirements. Consequently, the purpose of the model is to 
assist the test planner in developing his test schedule, not simply to 
rank the requirements as he would have done without the model. For these 
reasons, the relative desirability of the rankings generated by the 
models considered will not be a factor for explicit evaluation. The 
relative desirability of the rankings will be implicitly evaluated by 
evaluation of the test schedules resulting from the rankings and from the 
degree to which an ordered set of requirements assists the test planner in 
developing his test schedule. 
Fishburn (21) describes value as referring to either preferences 
among alternatives or to the measures of utility assigned to these pre­
ferences. An example of simple preference among alternatives can be found 
in ranking alternatives in a vector such as (X^, X^, X^...) where is 
preferred to is preferred to X^ etc. In this ranking X̂  is described 
as being more valuable than X„ is more valuable than X„ etc. If a measure 
. 2 3 
of utility, U.(X^), could be assigned to each alternative, then each 
alternative could be rated by its measure of utility. An advantage to 
this would be that quantitative measures of value could be assigned to 
conflicting alternatives. A model which will rank the alternative and 
which will assign measures of utility to the alternatives is the target 
of this research. 
In considering the potential usefulness of a theory of value 
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measurement, Fishburn describes a desirable and useful trait to be that 
which helps the engineer or decision maker in making better decisions in 
the time available. However, he also reports only qualified success to 
date due to: 
1. Inadequately formulated decision problems; 
2. Level of theoretical complexity not readily 
assimilated by the potential user; 
3 . Lack of proper instruction by the theory's 
sponsor on the user's application of the theory; 
4. Poorly designed format and program for 
measuring values.(21) 
In considering the desirable characteristics of a unified theory 
of value, Fishburn lists twelve traits. Of course attempting to develop 
a unified theory of value which meets all characteristics is certainly 
beyond the scope of this research, but these characteristics are listed 
to emphasize what should be considered. 
1. Presenting an integrated picture of an individual's 
preferences, useful for guiding the individual to 
better decisions; 
2. Resolving uncertainties that may attend an individual's 
belief about his preferences; 
3 . Presenting an integrated picture of group prefer­
ences when the group acts as a decision making 
unit, useful for guiding the group to better 
decisions with a clear description of the relation­
ship between group preference and individual prefer­
ences ; 
4. Predicting the actions of "other" individuals and 
groups of individuals; 
5. Interrelating the predictive and prescriptive 
facets of decision making in a useful and con­
sistent way; 
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6. Translating rough conceptions of worth and rough 
statements of objections into precise value terms; 
7. Describing the interactions of preference among 
the factors or variables in multivariate alter­
natives; 
8. Presenting a unified picture of the relationships 
between preferences and uncertain answers to ques­
tions of fact; 
9. Describing the relationship and disparities between 
different and interactive value systems; 
10. Specifying a unified method for resolving 
conflicting value systems; 
11. Aiding decision makers in determining whether 
or not to experiment to gain more information 
and aiding them to say when a d e c i s i o n ought to 
be made; 
12. Account for the change in value over time and the 
introduction of new values.(21) 
Pessimer and Baker (15) defined three basic sets of methods 
for determining the relative desirability, or relative value, of the 
members of a set of items. These sets were categorized as Comparative 
Methods, Scoring Methods, and Benefit Contribution Methods. 
The first set considered, the set of Comparative Methods, includes 
those methods which require that the evaluator compare the items and assign 
relative measures of value to each of them. Examples of methods in this 
set are to have a group of "experts" on the items to be evaluated rate 
the items or to have the group rank the items. 
Eckenrode (25) investigated the relative desirability of several 
comparative methods and found that all of the methods considered yielded 
substantially the same results. However, the fastest and easiest method 
was having the "experts" simply rank the factors under consideration and 
then correlate the rankings to develop relative measures of value for each 
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Item (25). 
However, these two methods were also evaluated by Goodwin (16). 
Goodwin found that better results were obtained by having the "experts" 
rate the items on a numerical interval and by averaging the individual 
ratings. Not mentioned by Goodwin, but an advantage inherent in the 
rating method, is that both the rankings and the relative value of each 
item as perceived by each "expert" is made available to the decision 
maker(s). Whether this extra data would be desirable in all situations 
is not known, but it may be a consideration. 
Other methods of this same set are successive ratings, succes­
sive comparisons, and the dollar metric. These three methods were des­
cribed and evaluated by Pessimer and Baker (15). Their research indicates 
that each method is good in that it is generally feasible and yielded 
results considered to be acceptable. The dollar metric method was deter­
mined to be generally better in the environment in which their research 
was set. However, the method calls for relating a quantitatively defined 
unit (the dollar) to the items, which in essence calls for considering 
three entities when comparing two items i.e., the two items and the dollar. 
In this research, the test requirements do not lend themselves to dollar 
valuation. Consequently, the dollar metric technique in this environ­
ment requires the "expert" to compare "apples and oranges." Also, the 
dollar metric technique requires making n^~^ ̂  comparisons in evaluating 
n items. 
There are other methods included in this first set of so-called 
comparative methods, but the ones cited are representative. Also, the 
ones mentioned were the only methods of this type which appeared to be 
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potentially useful in this research. 
Most of the techniques included in the Benefit Contribution 
Methods are the economic models mentioned earlier, relevance trees, and 
assessment trees . For the reasons previously cited, the economic models 
will not be considered further. The relevance trees and assessment 
trees are also rejected as being too complicated for the problem under 
consideration. 
An interesting Benefit Contribution model to determine measures 
of value for research tasks has been proposed by Nutt (27). This model 
includes consideration of the value of the task to the overall Research 
and Development effort of the organization and it also includes consid­
eration of the value of the task to the technical goals of the local unit 
of the organization. It is interesting that each of these value con­
siderations is computed by multiplying scores assigned to the various 
contributing factors while the overall task score is computed by adding 
these two measures of value. Another interesting feature of this model 
is that it incorporates basically quantitative factors, such as number 
of technical goals supported, with qualitative factors such as relative 
importance of the future systems (27). The model is a good example of 
the application of the concept of determining the value of a project 
based upon the evaluation of the many factors which contribute to its 
overall value. 
The scoring methods are used to relate quantitative or qualita­
tive considerations to develop a measure of relative value, a score, for 
each member of a set of items. Basically, the technique involves devel­
oping dimensionless and quantified measures of value, or scores, for 
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each consideration, or factor, and arithmetically combining the scores 
applicable to each item under consideration. This results in a dimen-
sionless score for each item which is taken to be the relative value of 
the item. 
Perhaps the best articles written to date on the scoring model 
are two papers by Moore and Baker (12,13). In these papers the authors 
point out that one of the primary advantages of the scoring model is that 
it allows the explicit inclusion of subjective or qualitative factors 
for consideration. Perhaps the most important attribute of the scoring 
model is its inherent ability to generate information (12). However, 
before the scoring model is lauded as being the panacea for test planners 
and other decision makers, it must be noted that Moore and Baker found 
that it is nearly impossible to prescribe how a model should be designed 
and verified for use in a specific environment. One of the currently 
unanswered questions in scoring model design is the proper arithmetic 
form to be used. 
One of the best known examples of the application of the scoring 
model concept is the Mottley-Newton model (26). This model was developed 
for use in selecting projects for industrial research. In this model 
five factors each with three categories are specified against which each 
of the competing projects is evaluated and scored. The five factor scores 
assigned to each project are then multiplied in order to determine the 
net score for each project. Of course, the project scores are essentially 
ratings of each project relative to each other project. Four charac­
teristics of the Mottley Newton model which are subject to question are 
that the factors against which the projects are to be evaluated are 
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predetermined instead of being an outgrowth of the particular circum­
stances; these factors each receive equal importance; these factors 
are each divided into only three categories; and the factor scores are 
multiplied in computing the overall project score. 
A recent example of the scoring model concept is offered by 
Goodwin (16). In determining the scores to be assigned to major factors, 
such as cost or performance, Goodwin found that the best method was to 
have "experts" rate each factor instead of simply ranking them, and then 
to average the ratings (16). In computing the project's overall measure 
of value, each project was evaluated against each factor to determine 
value measures for each project relative to each factor. Each of the 
value measures was then multiplied by the score determined for the appro­
priate factor to determine what we shall call the project-factor score. 
Several models were tried for combining the project-factor scores to 
derive an overall project score and a simple additive model was found to 
be superior (16). 
In several articles Einhorn (23,24) investigated linear and non­
linear functions in attempting to identify the type of function which 
best approximates man's response to multivariate stimuli. Einhorn found 
that for certain decisions the nonlinear, or configural, function pro­
duces results more descriptive of the actual mental process of the respon­
dent, than did linear functions. However, Einhorn also found that 
"...the magnitude of the differences between the fit for the linear and 
configural models was not large. In addition, even the most configural 
judges could be fairly well estimated by a linear model."(23) In 
another article by Einhorn it was determined that nonlinear models more 
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c lo se ly c o r r e l a t e d to the ac tua l dec i s ion processes in about ha l f of 
the cases where s i g n i f i c a n t d i f f e rences between the l i n e a r and conf igura l 
models were found, but t h a t on the average t h e r e was l i t t l e d i f f e rence 
obtained from the use of l i n e a r or non l inear models (24 ) . 
I t was mentioned e a r l i e r t h a t Moore and Baker found i t almost 
impossible to p r e s c r i b e how a model should be developed for a s p e c i f i c 
environment. Resul ts of t h i s l i t e r a t u r e survey bear them ou t . However, 
Moore and Baker do of fe r gu ide l ine s for model c o n s t r u c t i o n . Some of 
t h e i r recommendations a re summarized a s : 
1. Environmental c o n s i d e r a t i o n s should be eva lua ted 
in determining the f a c t o r s for inc lus ion in the 
model; 
2 . There must be some method for measuring the per­
formance of a p ro j ec t r e l a t i v e to each f a c t o r ; 
3 . There must be a method for weighting the impor­
tance of each f a c t o r ; 
4 . A benchmark must be s e l ec t ed a g a i n s t which the 
r e s u l t s of the scor ing model can be e v a l u a t e d . ( 1 2 ) 
Moore and Baker a l so i n v e s t i g a t e d the computational a n a l y s i s of 
scor ing models. Among the f indings of t h e i r research i s t h a t "The add i ­
t i v e form of the scor ing model produced b e t t e r c o r r e l a t i o n a l 
r e s u l t s . . . " with o ther models considered than did the m u l t i p l i c a t i v e 
model (13) . This f inding by Moore and Baker in 1969 i s b a s i c a l l y the 
same as the f inding by Goodwin in 1972. 
Of course not a l l of the l i t e r a t u r e on scor ing models or on 
methods of value measurement has been discussed in t h i s b r i e f l i t e r a ­
t u r e survey . However, from the a r t i c l e s mentioned, i t i s ev iden t t h a t 
the scor ing model concept i s be ing , or a t l e a s t has been, used under 
d i f f e r e n t environments . I t i s a l so ev ident t h a t t h e r e i s not y e t a firm 
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methodology for scoring model construction that is recognized by all 
users. However, from the results obtained thus far, and since the 
scoring model is a "good" model which overtly includes subjective con­
siderations and evaluations, it appears that research in this area and 
the application of the results of past and current research would be 
valuable. 
Scheduling 
The field of scheduling is quite broad and touches on a mul­
titude of disciplines. In this literature survey only those aspects of 
s c h e d u l i n g t h e o r y which a p p e a r t o h a v e s o m e r e l e v a n c e t o t h e s p e c i f i c 
subject of this thesis will be considered. 
In this research, the problem of information value is consid­
ered in the construction of the model used to map the requirements into 
a test sequence. Through the use of the model, measures of criticality 
are assigned to each requirement. These measures of criticality will 
now be assumed to be the potential value of the information which may 
be obtained from the data generated in testing the prototype against 
the requirement. 
Based on the above assumption, the scheduling problem now becomes 
the general problem of scheduling activities of known potential value 
with the objective of maximizing the rate at which value is obtained from 
the activities. If the time required for each activity were the same 
as the time required for each of the other activities, then the sche­
duling problem would be solved. The solution would be to schedule the 
activities so they were sequenced in decreasing order of value. However, 
the time required for each activity may not be constant, there may be 
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c o n s t r a i n t s which a f f e c t the f e a s i b l e sequencing o f the a c t i v i t i e s , and 
i t may be d e s i r a b l e t h a t m u l t i p l e a c t i v i t i e s be conducted c o n c u r r e n t l y . 
In t h i s r e s e a r c h , the a c t i v i t i e s are the t e s t s o f the prototype a g a i n s t 
the s p e c i f i c r e q u i r e m e n t s . These t e s t s were p r e v i o u s l y def ined as s u b ­
t e s t s . T h e r e f o r e , the s p e c i f i c problems are : (1 ) t o c o n s t r u c t s u b ­
t e s t s by grouping requi rements f o r t h e i r s imul taneous eva lua t ion d u r i n g 
the s u b - t e s t ; and (2) t o sequence the r e s u l t i n g s u b - t e s t s . 
A combinatoral approach t o the problem o f grouping was c o n s i d ­
ered. T h i s problem i s analogous to the problems o f determin ing the 
s m a l l e s t number o f i n d i v i d u a l s r e q u i r e d t o complete a f i x e d number o f 
t a s k s o r o f determin ing the minimum t ime r e q u i r e d f o r a f i x e d number o f 
i n d i v i d u a l s t o complete a f i x e d number o f t a s k s . The t e s t requi rements 
would be equ iva len t t o the t a s k s and the s u b - t e s t s would be equ iva len t 
to the i n d i v i d u a l s . U n f o r t u n a t e l y , the re appear t o be no computat iona l ly 
good methods o f s o l v i n g problems o f t h i s type . Of course complete enumer­
a t i o n i s always p o s s i b l e but may be i n f e a s i b l e . F o r example cons ider an 
unconstra ined problem o f placing r requi rements i n t o n s u b - t e s t s , an 
example o f the s o - c a l l e d occupancy problem. F e l l e r (27) has shown t h a t 
the number o f p o s s i b l e ways i n which t h i s can be done i s 
( n • r - 1 } 
Assume 50 requi rements and f i v e s u b - t e s t s . Complete enumeration would 
r e q u i r e cons ider ing over 3 , 0 0 0 , 0 0 0 p o s s i b l e ass ignments . T e s t i n g by 
almost any suboptimum schedule should be completed, o r a t l e a s t we l l 
under way, before a l l p o s s i b l e schedules could be considered! 
The problem could be considered as being a form o f the s o - c a l l e d 
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traveling salesman problem. The analogy would stem from letting the 
requirements be the cities that the salesman must visit, the item of 
equipment be the salesman, and the time required for testing be the 
distances that the salesman must travel between cities. However, the 
number of solution procedures advanced for the solution to this problem 
in the literature (Linear Programing, Dynamic Programing, Network, and 
Branch and Bound to mention a few achieving moderate success) attest to 
the difficulty of the traveling salesman problem. Consequently, there 
is little reason to believe that more success would be realized in 
solving the grouping problem if it were formulated as a traveling sales­
man problem. 
The problem under consideration in this research is basically 
a search problem in that it is desirable to locate as much information 
about the item of equipment as rapidly as possible. Consequently, sev­
eral search schemes were investigated. 
An approach to the problem of search sequences for information 
systems has been proposed by Baker (28). The problem addressed by Baker 
was to determine a search sequence (analogous to a test sequence)which 
would result in information need satisfaction with a minimum expected 
price in cost and time. The sequence proposed by Baker was to order 
the search in decreasing value of P./C T where Pn- is the probability 
of obtaining the required information at site i, and Cn- and T- are the 
cost and time respectively required to examine source i. Baker found 
that the search sequence was a function only of cost, time, and proba­
bility of success (28). Similarly, it is hypothesized that the test 
sequence desired should be a function only of time and information value 
for the sub-tests. However, the problem of grouping several information 
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sources into one search site, which would be analogous to grouping 
several requirements into one sub-test, was not addressed by Baker. 
A similar approach to the problem of establishing a search 
sequence was proposed by Greenberg (29). Greenberg investigated the 
problem of testing a failed system so as to minimize the expected time 
required to locate the cause of failure. Letting be the mean time 
required to test component k and letting be the expected probability 
that component k has failed, Greenberg proposed that the components 
should be sequenced for testing in order of decreasing value of P^/T^ 
for all k. In other words, he was trying to minimize the expected time 
required for information need satisfaction and found the appropriate 
sequence to be only a function of time and probability of need satis­
faction. His problem and findings are seen to be quite similar to 
those discussed by Baker. 
The similarity of the problem under consideration in this research 
and the multiresource constrained Assembly Line Balancing problem was 
investigated. A Linear Programming (LP) approach was considered but was 
discarded, principally because Bowen found the LP approach to be unrealis-
tically involved and impractical (30). The same conclusion was offered 
by Davis and Heidorn (31). However, Davis and Heidorn applied a network 
approach to the problem but their algorithm was rejected because it is 
quite complicated, requiring application of both network theory and 
dynamic programming, and because it was oriented towards minimum job 
(test) duration without regard to the rate of value obtained. 
The Assembly Line Balancing problem was investigated. Helgeson 
and Birnie (32) considered the problem of determining the minimum process 
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time for a given number of work stations and the converse of determining 
the minimum number of work stations for a given process time, when only 
positional precedence constraints are active. If the sub-tests were 
considered as work stations, some similarity between the test sequencing 
problem and this assembly line balancing problem is apparent. However, 
the technique was rejected since it does not guarantee optimality, 
requires a number of enumerations of possible sequences which could get 
very large for only a modest number of requirements, and since the value 
of the work stations or explicitly, sub-tests, was not considered. 
Considering the test requirements as being items for manufacture 
and the sub-tests as being machines on which the items must be processed, 
the problem has some similarities to the machine sequencing or job-shop 
problem. An extension of Branch and Bound applied to a graph-theoretic 
representation of the problem was investigated in (33). However, the 
technique was rejected due to the number and complexity of the iterations 
required to obtain a "good" solution, and due to the fact that the objec­
tive of the approach was simply to minimize overall test time regardless 
of the rate of information value generated. In other words, the items 
for manufacture were assumed to be of equal value. There is no way 
readily apparent to modify the procedure discussed in (33) to account 
for the differences in value of the various requirements. 
Let the sub-tests be thought of as being jobs,of weighted value, 
and let the overall suitability test be thought of as being a one 
machine shop. Then the solution to the problem of establishing an uncon­
strained test sequence is presented by Conway et al_ (34) as: 
...the total weighted flow time ... is minimized by 
sequencing the jobs so that 
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In the above statement is the process time for job (sub-test) 1 and 
U-j is the value assigned to job (sub-test) i. In other words, the opti­
mal sequence is a function only of item value and process time. The 
similarities between the sequences proposed by Baker, Greenberg, and 
Conway are striking. However, the problem of grouping the requirements 
into appropriate sub-tests is still unresolved. 
A dynamic programming approach to a similar problem was addressed 
by Gary (35). Gary considered the problem of selecting intermediate 
test points during manufacture in evaluating a product resulting from 
the application of a sequence of potentially unreliable operations. The 
analogy between problems stems from the fact that an intermediate test 
would include evaluating the results of all operations conducted since 
the last test. It is a simple bridge to consider the manufacturing oper­
ations to be test requirements and Gary's intermediate tests to be sub­
tests. However, the analogy is more apparent than real since the oper­
ations requirements are in a fixed order. Also, facility and resource 
constraints are not considered by Gary, making his problem a special case 
of the general problem considered in this research. Of the general 
problem, Gary found that the best known algorithms require an amount of 
time which may be exponential in the number of tasks, which restricts 
their usefulness to only very small problems (11). Unfortunately, a 
problem containing 50 or more requirements would not be a small problem. 
The problem under investigation could be considered as being 
an n/m job-shop problem where there are n job requirements (test 
requirements) which can be assigned to m machines (sub-tests). 
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Unfortunately, Conway et al_ state that for the 
...case, in which each job must be assigned to an 
individual machine, no optimal procedure has been 
offered,...Many proficient people have considered 
the problem, and all have come away essentially 
empty-handed (34). 
The most promising article relating to the constrained sequencing 
problem was written by Mankekar and Mitten (36). The problem of sequenc­
ing a series of tests subject to given precedence and proximity constraints 
is addressed. The objective is to construct a test sequence based upon 
the known cost of each test, the known probability that each test will 
fail, and the grouping constraints mentioned so that the expected cost of 
the test sequence will be minimized. It would be a simple matter to 
substitute value for cost in their algorithm and to convert the procedure 
into a minimization algorithm. The conversion would also require that 
time be substituted for probability of failure. Converting the units of 
measure and converting the minimization algorithm into a maximization 
algorithm would be relatively trivial. However, the major difference 
between the problem considered herein and the problem discussed by Mankekar 
and Mitten, is that forming the proximity constraints (grouping of re­
quirements into sub-tests) is a major obstacle in this research whereas 
Mankekar and Mitten assume them to be given and to be active constraints 
to the problem rather than being objectives of the problem. 
In summary, the scheduling problem investigated in this research 
is found to be partially solved in the existing literature. The problem 
of sequencing the sub-tests in an optimum manner can easily be solved 
based upon the work by Baker, Greenberg, Conway, or Mitten. However, the 
problem of grouping the requirements into sub-tests in an optimum manner 
35 
has defied analytical solution. There are some aspects of this problem 
which relate to the machine balancing problem and to the job-shop problem, 
but no solution procedures which would be readily applicable to a problem 
of this complexity are known. 
Summary 
The purpose of this Literature Survey was to give a brief over­
view of the current literature pertaining to the fields of Suitability 
Testing in the United States Army, Value Measurement, and Scheduling 
applicable to this research. 
In the area of suitability testing, it was determined that it 
was desirable to schedule tests so as to generate the maximum amount of 
information as rapidly as possible. It was also determined that the 
EST, the target of this research, is a very important test in the overall 
testing program carried out by the Army. However, no firm methodology 
for determining the "value" of a test or for constructing the test was 
found. There appears to be a void in the literature on these subjects. 
In the area of Value Measurement, it was determined that the field 
is quite broad. It was also discovered that there exist many fields in 
which the theory is applied and there exist many techniques for the 
application of the theory of value measurement. The decision theory 
approach was found to be most promising for this research. The particu­
lar vehicle found to be most applicable was the so-called scoring model 
which has had some use and about which several articles, both descriptive 
and analytical, were found. However, there appears to be no firm metho­
dology for the application of this model which should make this research 
both exploratory and applied. 
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In the area of Scheduling, it was found that one aspect of the 
problem addressed in this Thesis has been solved. However, no exact nor 
workable heuristic approach was found which could be applied to the 
problem as it is currently defined. 
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CHAPTER III 
DETERMINATION OF MODEL PARAMETERS 
Introduction 
The "Concept" section of Chapter I outlines a sequential approach 
to the scheduling of sub-tests within the suitability test of a proto­
type item. The primary concern is to maximize the flow of information 
upon which to base the disposition decision. This would imply that the 
s u b - t e s t conta in ing the most impor tant r e q u i r e m e n t ^ ) should be placed 
early in the suitability test. In other words, the more important 
requirements should be placed near the front of the testing sequence. 
However, the suitability test as a whole must be considered 
when scheduling the sub-tests. For example, if an early sub-test resulted 
in the destruction of the prototype, then subsequent sub-tests may be 
infeasible and no additional information could be obtained from the suita­
bility test. Also, the information gained from the testing of the proto­
type against a relative minor requirement may influence the decision on 
the procedures to be used in subsequent sub-tests and consequently affect 
the rate of information flow from the suitability test as a whole. 
Therefore, the desired placement of the requirement in the suitability 
test is a function of both the importance of the requirement to the 
decision on item disposition and the effect that testing the prototype 
against the requirement may have on the overall rate of information flow. 
Thus, in developing the schedule of sub-tests, trade-offs may be required 
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between two important aspects. These aspects are,(l) the importance 
of the requirement to the decision of item disposition, and(2) the impact 
that testing the prototype against the requirement may have on the overall 
rate of information flow. Of course, the relative position of each sub­
test in the suitability test is determined by the characteristics of the 
requirement(s) included in the sub-test. 
The sequential approach developed in this Thesis is based on the 
fact that each sub-test can be considered as a subset of one or more 
requirements. Thus, if a model can be constructed which develops a mea­
sure that represents the "Requirement Importance vs Effect on Overall 
Information Flow" trade-off for each requirement, then these measures 
can be used in specifying and sequencing sub-tests. Analytically, the 
sequential approach consists of the following steps which should be 
carried out for each prototype: 
1. Identify the factors, j, (j = 1,2, ,n) which are 
relevant to measuring the "Requirement Importance vs 
Effect on Overall Information Flow" trade-off. 
2. Determine the relative importance of each factor 
for the suitability test considered. To each factor, 
assign a factor weight, W. which reflects its relative 
importance. 
k 
3. For each factor, determine the categories, D. 
(k = 1, 2, ... rrij) which can be used to describe 
the requirements with respect to j. 
4. Considering each factor independently, determine the 
relative importance of its categories. Then assign 
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a category weight, W- for each k which reflects j k the importance of D. relative to the other cate-
gories of j. 
k 
5. Compute the net category weight, Nj for each 
category of each factor. This weight reflects 
the importance of each category relative to each of 
the other categories. This weight is computed as Nk = (W )(Wk). J j J 6. Detrmine the category of each factor which is ap­
plicable to each requirement. The weight of category, 
k, of the factor, j, which is applicable to require-ment i is N.(i). J 
7. Develop a function, G, such that 
Ci = G{[N!<(i)],[N̂(i)],..,[Nk(i)], .... ,[Nk(i)]} wher  1s the measure of "Requirement Importance vs 
Efect of Overal Information Flow" trade-of for 
requirement i. 
8. Use the C 's to group the requirements into sub­
tests and to schedule the sub-tests. 
In most of the curent literature on model development and appli­
cation, the model is considered as an entity. However, it appears that 
a more logical approach in this research would be to consider first the 
problem of establishing the parameters which wil be used in the model 
and to then consider the functional operator, G. Consequently, this 
Chapter wil be concerned with steps one through six, the determination 
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of the parameters. Chapter IV will be concerned with step seven, the 
determination of the function, and Chapter V will be concerned with 
step eight. The Parameters are listed and defined in Table 1. 
Background 
The procedures used for establishing the parameters were 
developed through the analysis of suitability tests of two unrelated 
items of equipment. The schedule for Test A of Item A and the schedule 
for Test B of Item B were being developed concurrently with this research 
by members of the Infantry Test Board at Fort Benning, Georgia. Test A 
was the first test analyzed and the methods used f o r Test A were improved 
before being applied to Test B. This improved procedure is found to be 
satisfactory in the analysis of Test B and is the recommended procedure. 
For Test A, six personnel familiar with Test A were briefed on 
the procedure outlined in Appendix A and each individual was asked to 
complete the Questionnaires in Appendix A. These personnel were the 
Chief Test Officer and his administrative assistant> the operations 
officer for the test, the Chief of Methodology and Instrumentation 
(M&I) for the Test Board, the Operation Research officer for the Test 
Board, and a representative from Combat Developments Command. These 
personnel comprise Test Group A. For Test B, six personnel, forming 
Test Group B, are also briefed on the procedure and questioned. These 
personnel are the Chief of the Test Division of the Test Board, the Chief 
Test Officer, the Chief of the Field Equipment Testing (FET) Branch and 
his administrative assistant, the Chief of Human Factors Evaluation, and 
the Chief of M&I. The only officer participating in the analysis of the 
requirements of both tests is the Chief of M&I. 
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Tab!e 1 . D e f i n i t i o n s 
Parameter Symbol D e f i n i t i o n 
Measure o f C r i t i c a l i t y C-
Factor j 
Category Dj 
Fac tor Weight W. 
Category Weight W k 
j 
Net Category Weight N . 
J 
Funct iona l Operator G 
A number which r e f l e c t s the "Re­
quirement Importance vs E f f e c t 
on Overa l l I n f o r m a t i o n Flow" t r a d e ­
o f f o f requi rement i . 
A c o n s i d e r a t i o n appl icable to 
the s u i t a b i l i t y t e s t . T h i s con­
s i d e r a t i o n i s assumed to be 
common, i n vary ing degrees, to 
a l l o f the s u b - t e s t s and r e q u i r e ­
ments. 
i . e . 1 E D e s t r u c t i v e n e s s 
The degre_e o f a p p l i c a b i l i t y o f j, 
e .g . , ? d ' = D e s t r u c t i v e 
' = Damaging 
The importance o f j r e l a t i v e to 
the o ther f a c t o r s f o r a p a r t i c ­
u l a r s u i t a b i l i t y t e s t when con­
s i d e r i n g the t r a d e - o f f s . 
The importance o f category k o f 
j r e l a t i v e to the o t h e r categor ies 
o f j. 
The importance o f category k o f 
j r e l a t i v e to each o f the o t h e r 
c a t e g o r i e s . 
The a r i t h m e t i c procedure used i n 
computing C • . 
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A five step procedure is developed and used in the analysis of 
the two tests. These steps, Identification of Factors, Weighting of 
Factors, Categorization of Factors, Weighting of Categories, and Cate­
gorization of Alternatives, are discussed in the remaining sections of 
this chapter. 
Identification of Factors 
The identification of the factors which should be considered in 
developing a sequence of sub-tests of operational requirements is a 
critical step. The validity of any model, regardless of its precision, 
can be no better than the parameters used in the model. If a critical 
parameter, or factor, is not included then the results generated by the 
model will necessarily be misleading and inaccurate. On the other hand, 
if the model includes superfulous parameters, or factors, then the results 
of the model could be equally inaccurate since the results could be biased 
by the excess parameters. 
The problem of factor identification was discussed with the Chief 
of M&I at the Infantry Test Board at Fort Benning. Three factors were 
immediately identified in that they were specified by USATECOM (3). These 
factors are defined as follows: 
1. Probability of Failure: The estimated probability that 
the requirement will not be met. 
2. Impact: The influence that the results 
of the sub-test containing the 
requirement will have on the 
determination of item suitability. 
Also included is the potential 
destructiveness of the required 
sub-test. 
3. Consequence: The effect on the test schedule 
if the requirement is not met. 
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In conference with members of the Infantry Board at Fort Benning, 
each of the preceding three factors was evaluated. It was concluded 
that at Test Board level, the estimated probability of failure could range 
from a best guess based upon experience with similar items, similar 
requirements and similar tests, to intuitive hunches based upon an almost 
complete lack of information and background. For this reason, it was 
agreed that the estimate of probability of failure, a point estimate, 
would have more meaning for the test officer if the accuracy of this 
estimate could be included. 
The method of using optimistic, pessimistic, and most likely 
estimates common in Programmed Evaluation and Review Techniques (PERT) 
was considered but was discarded as being too involved and as not contri­
buting to the solution of the problem. The rationale for this decision 
was that there was no reason to believe that three estimates based on 
ignorance would be any more informative to the test officer than would 
be one estimate. The technique of considering the distribution of the 
probabilities of failure for each requirement was also considered. In 
this technique, an estimate of the expected probability of failure, and 
of the expected variance of the distribution would be needed. This was also 
rejected as being more involved than productive. 
Possibly as a result of being in a testing environment, the con­
cept of Confidence Level was chosen as a factor for consideration. 
Confidence Level as used in this context is analogous to the confidence 
level (values of alpha and beta), attached to test results. The rationale 
behind considering this factor is that the confidence level assigned to an 
estimate of probability of failure implies to the test officer the expected 
accuracy of the estimate. Consequently, this information enables the 
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test officer to distinguish between estimates based upon experience or 
hard data and estimates based upon indefenceable hunches. For these 
reasons, it was decided that the estimated probability of failure and 
the confidence level with which this estimate is made are two factors 
which should be considered when scheduling a suitability test and when 
building a model to assist the planner in making the schedule. 
The second specified factor, Impact, was then considered. The 
impact that the results of the sub-test evaluating the equipment against 
a particular requirement will have on the determination of equipment suit­
ability is obviously a factor to be considered in planning the test sche­
dule and in building the model. This factor was, after very little dis­
cussion, included in the list of factors to be considered. However, the 
concept of combining the impact of the information gained from evaluating 
the prototype against the requirement, with the potential destructiveness 
of this evaluation, was discussed in depth. It was decided by the groups 
that in general, the potential destructiveness of a sub-test was a factor 
that deserved consideration on its own merits regardless of the impact 
of the requirement. The rationale behind this decision was that if a 
requirement relates to a delicate or sensitive component of the equip­
ment, its related sub-test should be conducted early in the test program 
while a potentially destructive sub-test should be conducted as late as 
possible. Consequently, the factor, Destructiveness, was added to the 
list of factors for consideration and destructiveness was deleted from 
the definition of Impact. 
The third specified factor, Consequence, was then considered. 
It was felt that the consequence, or effect, that a sub-test could have 
on the entire test schedule was definitely a factor for consideration 
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since a sub-test with a potentially disruptive effect could certainly 
affect the time and cost involved in making a determination of equip­
ment suitability. 
As a result of these evaluations, five major factors for consid­
eration and for inclusion into the model were identified by members of 
the Test Board. These factors, as mentioned in the preceding discussion 
are: 
1. Probability of Failure: The estimated probability that the 
prototype will not meet the speci­
fied requirement. (Relates to the 
importance of the requirement). 
2 . Confidence L e v e l : The est imated accuracy o f the e s t i ­
mated probability of failure. 
(Relates to the importance of the 
requirement). 
The importance of the requirement 
to the potential suitability of 
the item. (Relates to the impor­
tance of the requirement). 
The potential destructiveness of 
the sub-test required for testing 
the prototype against the require­
ment. (Relates to the effect on 
information flow). 
The effect that the results of the 
sub-test evaluating the requirement 
would have on the test schedule if 
the requirement is not met by the 
prototype. (Relates to the effect 
on information flow). 
In identifying the above five factors as being appropriate for 
the tests considered, Tests A and B, the members of the test board agreed 
that these five factors should not be considered as being an exhaustive 
list applicable to all suitability tests. It was agreed that there should 
be a flexible method for selecting the factors appropriate to each test 




A N A L Y Z E D . C O N S E Q U E N T L Y , I T I S P R O P O S E D T H A T T H E F I R S T S T E P I N A N A L Y Z I N G 
A S U I T A B I L I T Y T E S T I S T O P R E S E N T T H E A B O V E F I V E F A C T O R S T O P E R S O N N E L 
R E S P O N S I B L E F O R C O N D U C T I N G T H E T E S T A N D A S K I N G T H E M T O C O N S I D E R T H E A P P L I ­
C A B I L I T Y O F E A C H F A C T O R . I N A D D I T I O N T O C O N S I D E R I N G T H E A P P L I C A B I L I T Y 
O F T H E F A C T O R S L I S T E D , I T I S A L S O E S S E N T I A L T H A T T H E T E S T P E R S O N N E L B E 
G I V E N T H E O P P O R T U N I T Y T O A D D O T H E R A P P L I C A B L E F A C T O R S . T H I S S T E P O F 
C O N S I D E R I N G T H E P R O P O S E D F A C T O R S , D E L E T I N G T H O S E N O T A P P L I C A B L E , A N D A D D I N G 
O T H E R A P P R O P R I A T E O N E S W A S I N C L U D E D I N T E S T S A A N D B . Q U E S T I O N N A I R E 1 O F 
A P P E N D I X A W A S U S E D I N T H I S S T E P . 
F O R M A L L Y S T A T E D , T H E F I R S T S T E P I N T H E P R O C E D U R E D E V E L O P E D I S T O 
D E T E R M I N E T H E F A C T O R S A G A I N S T W H I C H T H E R E Q U I R E M E N T S S H O U L D B E A N A L Y Z E D 
I N P L A N N I N G T H E T E S T S E Q U E N C E . A M E T H O D W H I C H I S S U C C E S S F U L L Y U S E D I N 
T H I S R E S E A R C H A N D W H I C H I S R E C O M M E N D E D I S T O H O L D A C O N F E R E N C E W I T H T H E 
P E R S O N N E L F A M I L I A R W I T H T H E P R O T O T Y P E . I N T H I S C O N F E R E N C E T H E O V E R A L L 
T E S T S H O U L D B E D I S C U S S E D A N D T H E F A C T O R S I D E N T I F I E D . I T I S A L S O R E C O M -
M E N E D T H A T T H E F I V E F A C T O R S M E N T I O N E D A B O V E B E C O N S I D E R E D S I N C E T H E S E 
F I V E F A C T O R S A R E F O U N D A P P R O P R I A T E B Y T W O D I F F E R E N T E X P E R I E N C E D T E S T 
G R O U P S A N A L Y Z I N G T W O U N R E L A T E D T E S T S . 
W E I G H T I N G O F F A C T O R S 
I N T H E I R D I S C U S S I O N O F S C O R I N G M O D E L S , M O O R E A N D B A K E R ( 1 2 ) 
S T R E S S T H E I M P O R T A N C E O F A S S I G N I N G W E I G H T S T O T H E F A C T O R S I N O R D E R T O 
I N S U R E T H A T T H E M O D E L R E F L E C T S T H E P R I O R I T I E S O F T H E D E C I S I O N M A K E R S . 
S I M I L A R L Y , I N T H E M O D E L B E I N G D E V E L O P E D , I T I S E S S E N T I A L T H A T W E I G H T S B E 
D E T E R M I N E D T O R E F L E C T T H E R E L A T I V E I M P O R T A N C E O F T H E F A C T O R S . 
T H E R E A R E S E V E R A L M E T H O D S A V A I L A B L E F O R D E T E R M I N I N G T H E R E L A T I V E 
M E A S U R E S O F I M P O R T A N C E O F T H E F A C T O R S . T H E S E M E T H O D S I N C L U D E S I M P L E R A N K 
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ordering, rating, and several other methods of comparisions. Eckenrode 
found that many of these methods yield substantially the same results but 
that the method of correlated simple rankings was the easiest and fastest 
method (25). However, Goodwin determined that using weights based on the 
ratings by multiple judges more accurately reflected the actual factor 
weights than did weightings derived from simple rank ordering (16). 
Based upon the findings by Goodwin and upon the fact that the 
test planners interviewed desired to know both the relative rankings and 
the relative weights of the factors as perceived by individual members 
of the test group, a rating technique was adopted. 
After considering several rating schemes, the method of successive 
ratings (15), was chosen. This method was chosen for the following 
reasons: 
1. It is a simple and fast method; 
2. It will allow the decision maker to determine the 
weights considered appropriate by each judge as 
well as the overall group weights; 
3. It forces each judge to develop ratings which he 
feels to be consistent; 
4. The method is intuitively appealing; 
5. Very few examples of the application of the method 
could be found in the literature and therefore the 
actual application of the technique could have some 
contributory results. 
The first step in applying the method of successive ratings is 
to have the members of the groups rank the factors under consideration. 
The purpose of the ranking is to attempt to obtain agreement among the 
members of the group as to the rank order of the factors. If this agree­
ment can be obtained, then all members of the group will be considering 
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the factors in the same relation when rating them and the ratings should 
be more meaningful. 
For Test A, a simplified version of the Delphi Technique (37) 
was used. Each of the six officers in the test group were asked to rank 
the factors in decreasing order of importance. The six officers proposed 
six different rankings. Each officer was then given the six different 
anonymous rankings and asked to reconsider his rankings. The group then 
discussed the rankings and generated a seventh ranking found to be 
acceptable to all members. It is interesting that the final group ranking 
is similar but not identical to the ranking that would have resulted from 
applying Kendall's (38) rank correlation method to the original rankings. 
The original rankings by each officer, the correlated ranking and the 
final group ranking are shown in Table 2. (The following abbreviations 
apply to all tables: Probability of Failure (P(f), Confidence Level (CL), 
Impact (Imp), Destructiveness (Dest), and Consequence (Cons)). 
After the rank of factors was established, five officers of 
Test Group A used Questionnaire No. 3 of Appendix A to rate each factor 
as to its relative importance by the method of successive ratings. 
After these initial ratings were made, a range of scores was selected 
which compromised between the range of eighty to one-hundred recommended 
by the Test Officer and the range of twenty to one-hundred recommended by 
the M & I Officer. The ratings of all officers were scaled to this 
compromise range and the scaled ratings were averaged to obtain the factor 
ratings, or weights, used in the model. These ratings are shown in 
Table 3. 
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Table 2. Number of Personnel Assigning Rank Positions to Each Factor 
Test A 
Factor i—» Rank 2 Positions 3 4 5 
P(f) 3 0 1 2 0 
Imp 1 3 1 1 0 
Dest 2 1 1 0 2 
CL 0 0 2 2 2 
Cons 0 2 1 1 2 
Table 3. Ratings of Factors for Test A • 
Factor In i t i a l Ratings Scaled Ratings Final 
Rating 
P(f) 100 100 100 100 100 100 100 100 100 100 100 
Imp 98 80 95 94 90 96 90 94 96 95 94 
Dest 95 70 80 78 80 90 85 73 86 91 85 
Cons 84 30 75 56 20 68 65 67 71 64 66 
CL 80 20 70 41 10 60 60 60 60 60 60 
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Application of the above technique resulted in factor weights 
found acceptable by the Test Officer for Test A and by the M&I Officer. 
However, the wide variations in recommended rankings of the factors as 
shown in Table 1 and the fact that the correlated ranking was different 
from the final group ranking, makes the technique used in determining the 
rankings suspect. Consequently the method was slightly modified for 
application to Test B. 
For Test B, the first step in determining the factor weights was 
to rank the factors according to their relative importance. The technique 
differed from that used in Test A in that more iterations of the modified 
Delphi Technique were used. Each officer of the test group was first 
asked to order the factors in relative importance. Next, each officer 
was advised as to the number of personnel in the group who assigned each 
rank to each factor. Each officer in the test group was then asked to 
develop a second ordering of factors based upon his own convictions 
and the rankings by the group as a whole. Each officer was then advised 
as to the number of personnel in the group who assigned each rank to each 
factor during the second ordering of the factors. Finally, the group 
discussed the problem of ranking the factors and developed a final group 
ordering. The number of personnel assigning the rank positions to each 
factor is shown in Table 4. The correlated rankings resulting from each 
iteration and the final group ranking were identical. The final ranking is 
shown in Table 5. 
The procedure used for Test B was well received by Test Group 3 
and the members of the group accepted the generated rankings. It is 
interesting to note the rapid convergence of rankings after two iterations 
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Table 4. Number of personnel assigning rank position to each factor, 
Test B 
Rank Positions 
Factor 1st Iteration 2nd Iteration 
1 2 3 4 5 1 2 3 4 5 
P(f) 4 0 1 1 0 6 0 0 0 0 
Imp 1 3 1 0 1 0 6 0 0 0 
Dest 1 0 0 1 4 0 0 0 1 5 
CL 0 1 4 1 0 0 0 5 1 0 
Cons 0 2 0 3 1 0 0 1 4 1 
Table 5. Rankings and Weights Developed for Factors 
F , Ranking Weights 
a c x o r Test A Test B Test A Test B 
P(f) 1 1 100 100 
Imp 2 2 94 88 
Dest 3 5 85 30 
CL 5 3 60 68 
Cons 4 4 66 56 
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in this example. Consequently, since the group found the technique 
workable, since the members of the group were forced to consider and 
reconsider the problem of developing rankings, and since each member of 
the group felt that the generated ranking was acceptable, the procedure 
used in Test B for determining the ranking of the factors in order of 
importance is recommended. 
After the ranking of the factors was established, the factors 
were weighted by the technique used for Test A. The rankings and weights 
assigned to the factors by Test Groups A and B are shown in Table 5. The 
differences in both rankings and weights as perceived by the two groups 
point to the necessity of this step in the procedure since it appears 
that a particular ranking and weighting of the factors would not be 
applicable to all tests. Whether these differences are due to the differ­
ences between the prototypes tested, due to the differences between the 
groups, or due to the differences in the procedures used is an unanswered 
question. However, it appears that the prototype tested is the most 
important factor since the members of both groups agreed that they could 
rank and weight the factors only for a particular test and that their 
rankings and weights could be different for different tests. 
Formally stated, the second step in the procedure developed in 
this chapter is to use the modified Delphi Technique to determine the 
desired order of the factors and then to use the method of successive 
ratings to assign weights to the factors. These weights then represent 
the relative importance which should be given to the factors when planning 
the test schedule. 
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Categorization of Factors 
After the factors which were considered to be important for 
inclusion into the model have been selected and weighted, the next 
task is to categorize each of them. Categorization is analogous to the 
selection of measures of performance discussed by Moore and Baker (12) 
and the rating of criteria discussed by Mottley and Newton (26). 
The categorization of the factors was originally determined by 
the author of this thesis, the M&I Officer, and the Test Officer for 
Test A. The categorization was based on guidance published in (3) 
practical experience fo the Test Officer, the understanding by the M&I 
Officer of current test methodology, and this author's perception of the 
problem. This categorization was subsequently verified in the discussion 
of the problem by each test group. 
In categorizing the estimated probability that a requirement 
would not be met, it was decided to use the point estimate of this 
probability. The same technique was also used in categorizing the con­
fidence level with which the estimate of probability of failure is made. 
The categories of the factor, Destructiveness, were identified 
and defined as follows: 
Destructive: Testing against the requirement is potentially 
destructive to the test item; 
Damaging: Testing against the requirement is potentially 
damaging to the test item or to components not 
under test; 
Sensitive: The requirement relates to a component which is 
delicate and which could be easily damaged during 
the course of unrelated tests; 
Stable: The requirement does not require potentially 
destructive or damaging testing and does not 
relate to a delicate component. 
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The categories for the factor, Impact, were identified and 
defined as follows: 
Critical: Failure to meet the requirement is sufficient 
for declaring the item to be unsuitable; 
Important: Failure to meet the requirement is not in itself 
sufficient for declaring the item to be unsuit­
able but the requirement will be given major 
consideration in making the final determination 
of suitability. 
Desired: The requirement will be given some consideration 
in making the final determination of suitability; 
Minor: The requirement will be given little or no consid­
eration in making the final determination of suita­
bility. 
Eight categories for the factor, Consequence, were identified 
by USATECOM ( 3 ) . Each of these categories was adopted and a ninth 
category, Stop Testing, was added. The complete unordered list of these 
categories is shown. The categories are defined as (if the requirement 
is not met, the consequence to the test plan may be): 
Stop Testing: The test will be stopped for an undeterminable 
length of time or will be terminated; 
Test Delay: There will be a test schedule slippage of from 
one to five days; 
Degrade 
Test: Testing may continue in a degraded mode while 
the deficiency is being corrected. There will 
be no test schedule slippage nor significant 
effect in the determination of suitability of 
the item under test; 
Overtime 
Required: Retesting or additional work will be required 
but there should be no test schedule slippage; 
Rescheduling: Testing will continue but rescheduling of sub­
sequent requirements will be required. However, 
neither rescheduling nor retesting should result 
in test schedule slippage; 
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Repeat Test: Testing will continue. The failed requirement 
will require re-evaluation during other planned 
tests. 
Waive: The requirement will probably be waived due to 
being overly stringent or beyond the current 
state of the art. Failing the requirement will 
have no effect on the test schedule. 
Nonessential: The requirement will not affect the determination 
of suitability and failing the requirement will 
have no effect on the test schedule. 
Formally stated, the third step in the procedure is to determine 
the appropriate categories of the factors for consideration. A procedure 
which was found successful in this research is to hold a conference with 
a test group of k n o w l e d g e a b l e m e m b e r s of the test board, h a v e these 
personnel discuss the test and the factors considered, and have the group 
identify the appropriate categories. The categories mentioned are recom­
mended for initial consideration by the test group since these categories 
were found appropriate for two unrelated tests by two test groups. 
Weighting of Categories 
After the appropriate categories of the factors have been identi­
fied, it becomes necessary to order and to weight them. The ordering of 
the categories of the factors Impact and Probability of Failure were 
found to be consistent for tests A and B and may be consistent for all 
tests. For example, the ordering of the categories of Impact were 
Critical, Important, Desired, and Minor which means that it was considered 
desirable to evaluate the critical requirements first, the Important 
requirements second, and so-forth. However, the orderings of the cate-
goriesof the other factors were not found to be so clear cut. 
Questionnaire 1 of Appendix A was used to establish the desired 
ordering of categories of factors. Each member of each test group was 
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asked to order the categories considering each factor independently. 
For test A, the individual orderings, or rankings, were cor­
related by Kendall's method of rank correlation (38) to determine the 
group rankings. This correlated ranking was later accepted as being 
satisfactory by the Test Officer and by other members'of the Test Group. 
However, the rankings were not discussed within the group, and other 
rankings were not explicity considered. 
For Test B, a modified Delphi Technique similar to the tech­
nique used to order the factors was used and several possible rankings 
were explicitly considered. The technique was found acceptable for 
ordering both sets. The criteria for acceptability were that the 
respondents felt confident in applying it and the results obtained were 
found to be acceptable. The principle advantages of using the modified 
Delphi Technique followed by group discussion were that: 
1. Group concurrence was obtained. 
2. The respondents were given an opportunity to defend 
and explain their rankings. The discussion was a good 
method of generating information for the test planner 
and other decisions maker(s). 
3. An apparently better ranking was obtained. For example, 
for the factor, Consequence, the initial rankings would 
have resulted in a group ranking, call it rank X. How­
ever, two respondents were able to convince the rest of 
the group that rank X would not be the best rank and 
consequently a new group ranking, call it rank Y, resulted. 
The group concurred that rank Y was in fact a better 
ranking than rank X. 
The rankings of the categories and the correlated group ranking 
for Test A are shown in Table 6. 
The rankings of the categories for Test B are shown in Table 7. 
The results shown in this table are particularly interesting for it is 
57 
Tab le 6 . Number o f Personnel A s s i g n i n g Rank P o s i t i o n s 
t o C a t e g o r i e s , T e s t A 
Category Rank P o s i t i o n 
1 2 3 4 5 6 
Cor re la ted 
Ranking 









C r i t i c a l 
Important 
Des i red 
Minor 
Pes 
D e s t r u c t i v e 
Damaging 
S e n s i t i v e 














shown t h a t the f i n a l rank ings o f the categor ies o f t h r e e f a c t o r s , (Con­
f idence L e v e l , D e s t r u c t i v e n e s s , and Consequence) are d i f f e r e n t f rom the 
rank ings t h a t would have r e s u l t e d from s imply c o r r e l a t i n g the i n d i v i d u a l 
rank ings . Whether the f i n a l rank ings obtained i n the a p p l i c a t i o n o f t h i s 
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Critical 6 1 
Important 6 2 
Desired 6 3 
Minor 6 4 
P(f) 
High 6 1 
Medium 6 2 
Low 6 3 
CL 
High 3 3 2.5 
Medium 6 1 
Low 3 3 2.5 
Dest 
Destructive 2 4 4 
Damage 1 1 3 1 3 
Sensitive 1 4 1 1 
Stable 2 1 2 1 2 
Cons 
Stop 5 1 1 
Suspend 5 1 2 
Delay 1 5 3 
Degrade 1 2 1 1 1 7 
O/Time 1 2 1 1 1 6 
Reschedule 2 1 2 1 4 
Repeat 1 3 2 5 
Waive 2 4 8 
Nonessential 1 1 4 9 
(Continued) 
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Table 7. Number of personnel assigning rank positions to categories 




3 4 5 6 
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technique are "better" than the ranking obtained by simply correlating 
the individual rankings or better than the rankings which would have 
resulted solely from group discussion is an unanswered question. How­
ever, within Group B all members of the group perceived the final ranking 
to be the best of all considered. Also, the test officer, his immediate 
supervisor, and the Chief of Test Division all concurred that they con­
sidered the information generated by the technique to be helpful in their 
evaluation of the overall test. 
Considering the categories of each factor independently, it 
would appear that the technique was not needed for ranking the categories 
of Impact and Probability of Failure. As shown in Table 6, there was no 
doubt as to the proper rankings. The rankings of the categories of the 
other factors warrant discussion. 
In ranking the categories of Confidence Level, the group initially 
developed a bimodal ranking in that three of the members of the group 
agreed on one ranking whereas the other members of the group agreed on 
an inverse ranking. It is doubtful whether the repeated iterations of 
ranking would have resolved this conflict of rankings since the second 
ranking was identical to the first. However, in the discussion that 
followed, each group was able to explain and defend the rationale behind 
each set of rankings. During the course of the discussions one of the 
groups was able to win the other over to its line of reasoning and all 
personnel agreed on the final ranking,. 
It is interesting that an initial group ranking was computed by 
correlating the rankings of the categories of Destructiveness, but that a 
strong bimodal ranking resulted from the second iteration of individual 
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rankings. This confl ic t of rankings was resolved during the discussion 
session, and a unimodal ranking was obtained that was different from the 
i n i t i a l l y computed correlated ranking. During the course of resolving 
the bimodal rankings for the categories of Confidence Level and Destruc­
t i veness, each member of the group presented his ra t iona le . Each argue-
ment was apparently considered solely on i t s logic regardless of the 
position and rank of the debator, even though the rank s tructure within 
the group varied from full Colonel through Major. 
There is seen to be a substantial difference between the corre­
lated rankings of the categories of Consequence and the final rankings of 
these categories . This difference is par t icu lar ly in teres t ing since the 
two correlated rankings are seen to be quite s imilar . This difference 
can be explained, at l eas t in par t , by the fact that the Chief of Test 
Division, the highest ranking member of the group, stressed that he wanted 
the category "Degrade" ranked l a s t . Of course his comments biased the 
r e s u l t s , but i t should be noted that he is the final decision maker and 
the purpose of a model is to a s s i s t the decision maker, not to pre-empt 
him. The correlated rankings and final rankings of the categories for 
Tests A and B are shown in Table 8 . 
Finally, the number of different rankings for the categories 
of the factor , Consequence, is in te res t ing . This spread of rankings 
suggests that the categories for that factor are not properly defined. 
Consequently, i t is recommended that those categories should be more 
carefully considered and defined in future applications of the model. 
In applying the model in th is research, the specified categorization 
was used since i t had been suggested in ( 3 ) . 
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Table 8. Rankings of Categories, Tests A and B 
Test A Test B 
Category Correlated 1st Corre- 2nd Corre- Final 
Rank lated Rank lated Rank Rank 
Imp 
1 1 Critical 1 1 
Important 2 2 2 2 
Desired 3 3 3 3 
Minor 4 4 4 4 
P(f) 
High 1 1 1 1 
Medium 2 2 2 2 
Low 3 3 3 3 
CL 
High 1 2.5 2.5 3 
Medi urn 2 1 1 2 
Low 3 2.5 2.5 1 
De_s_ 
Destructive 4 4 4 4 
Damaging 3 3 2.5 3 
Sensitive 1 1 2.5 2 
Stable 2 2 1 1 
Cons 
Stop 1 1 1 1 
Suspend 2 2 2 2 
Delay 3 3 3 3 
Degrade 5 7 7 9 
Overtime 7 6 6 5 
Reschedule 4 4 5 4 
Repeat 6 5 4 8 
Waive 8 8 8 6 
Nonessential 9 9 9 7 
Whether the differences in rankings shown in Table 8 are due to 
the differences in the tests under consideration or due to the differences 
between the groups interviewed remains an unanswered question. However, 
the fact that there are differences points to the necessity of this step 
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in the overall procedure. 
The rationale for assigning weights to the categories in addition 
to simply ranking them was similar to the rationale for assigning weights 
to the factors. For example, there is no reason to assume that there is 
a linear relation among the categories of the factor Impact. If the 
relation were linear, then simple ranking would suffice. However, assume 
that the test planner considered that for the test in question it was 
very important to evaluate first the requirements which are categorized 
as critical and that Impact would be a relatively minor consideration in 
sequencing the sub-tests of the other requirements. In this case he would 
prefer to have the category, Critical, heavily weighted, and slight 
differences between the weights assigned to Minor and Important. 
A weighting based on simple ranking would not provide the appro­
priate weights in this example as shown schematically in Figure 2. 
Weight 
Minor Desired Important Critical 




Figure 2. Schematic of Category Weighting* 
Of course, as mentioned earlier, weights could be computed from 
the individual rankings using the methods described by Eckenrode (25). 
However, based upon the findings by Goodwin (16) and the fact that the 
test planners preferred to know both the weights and the rankings as 
perceived by the individual members of the test groups, a rating scheme 
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was utilized. Questionnaire No. 2 of Appendix A was used in weighting 
the categories. 
The members of each test group were asked to place the categories 
of each factor on a scale of one to ten with the categories ranked first 
receiving the rating of ten and the categories ranked last receiving the 
rating of one. The other categories were placed on the scale as the re­
spondents saw fit with the only requirement being that the ratings assigned 
should be rank order consistent with the rankings. The group ratings 
were computed by simply averaging the individual ratings and scaling the 
ratings on to an interval of from one to ten. It is interesting that the 
group scaled ratings in Test A were rank order consistent with the computed 
group rankings for Test A even though the respondents based their ratings on 
their individual rankings before knowing what the group rankings were to 
be. The group scaled ratings for Test B were rank order consistent with 
the group rankings which is not surprising since the respondents did not 
rate the categories until after the group rankings were developed. The 
net results of the two steps of ranking and rating the categories were 
to obtain a scaled rating of the categories of each factor. The rating, 
or weight, assigned to each category is then proportional to the desired 
placement in the test sequence of a requirement falling into the category. 
For example, assume that the categories of Critical, Important, and Minor 
received weights of ten, five and four respectively. Then this would 
indicate that the test planner should emphasize sequencing the critical 
requirements prior to the Important and Minor requirements. Also, this 
would indicate that the relative placement of the Important and Minor 
requirements would deserve little consideration. The rankings and ratings 
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of the categories for both tests are shown in Table 9. 
Table 9. Rankings and Ratings of Categories, Tests A and B 








Critical 1 10.0 1 10.0 
Important 2 8.0 2 8.2 
Desired 3 4.2 3 3.7 
Minor 4 1.0 4 1.0 
P(f) 
High 1 10.0 1 10.0 
Medium 2 5.0 2 8.0 
Low 3 1.0 3 1.0 
CL 
High 1 10.0 3 1 .0 
Medium 2 5.0 2 6.3 
Low 3 1.0 1 10.0 
Pes 
Destructive 4 1.0 4 1.0 
Damaging 3 5.8 3 2,6 
Sensitive 1 10.0 2 5.6 
Stable 2 6.1 1 10.0 
Cons 
Stop 1 10.0 1 10.0 
Suspend 2 9.2 2 9.2 
Delay 3 8.9 3 8.4 
Degrade 5 7.1 9 1.0 
Overtime 7 6.0 5 5.3 
Reschedule 4 7.2 4 7.0 
Repeat 6 6.3 8 2.0 
Waive 8 2.4 6 3.5 
Nonessential 9 1.0 7 2.8 
From Table 9 it is seen that an approximately linear relation 
among the categories of the factors Probability of Failure and Confidence 
Level were perceived by the members of Test Group A. However, no other 
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linear relationship between categories is evident. For example, in 
scaling the categories of Destructiveness, the members of Test Group B 
perceived little discrimination between the categories Destructive and 
Damaging but an appreciable difference between the categories Stable and 
Sensitive. On the other hand, members of Test Group A perceived little 
difference between the categories Damaging and Stable but significant 
difference between the categories Damaging and Destructive. 
Again, whether the differences between the weights assigned by the 
different Test Groups are attributable to the differences in tests or to 
the differences between the groups is an unanswered question. However, 
the differences in weights assigned by the different groups and the non­
linear relations developed within each group point to the desirability of 
including this step in the overall procedure. 
If the factors were considered to be of equal importance, then the 
task of category weightings would be completed. However, .since the 
factors were not considered equal in importance, it would be incorrect 
to use the category weights as currently computed. Therefore, each Cate­
gory weight was multiplied by the score assigned to its parent factor in 
order to derive the net category score for each category. The test 
planner and the other decision makers for each test were then asked to 
evaluate the net category scores by any method they chose to determine 
if the scores were accurately representative of the relative importance 
of each category in deriving a test schedule. One of the decision 
makers for test A subjectively recommended changing two of the derived 
net scores while all other personnel canvassed found the scores to be 
acceptable for each test. 
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F O R M A L L Y S T A T E D , T H E S T E P O F W E I G H T I N G T H E C A T E G O R I E S C O N S I S T S O F 
T H E F O L L O W I N G P H A S E S ; 
1 . T H R O U G H T H E U S E O F T H E M O D I F I E D D E L P H I T E C H N I Q U E D E R I V E 
T H E O R D E R I N G O F T H E C A T E G O R I E S O F E A C H F A C T O R A P P L I C A B L E 
T O T H E T E S T . 
2 . E A C H M E M B E R O F T H E T E S T G R O U P S H O U L D T H E N W E I G H T T H E 
C A T E G O R I E S B Y P L A C I N G T H E C A T E G O R I E S O F E A C H F A C T O R O N T O 
A I N T E R V A L O F F R O M O N E T O T E N . T H E C A T E G O R Y R A N K E D 
F I R S T I N P H A S E O N E S H O U L D B E A S S I G N E D T H E S C O R E O F T E N , 
T H E C A T E G O R Y T H A T W A S R A N K E D L A S T S H O U L D B E A S S I G N E D T H E 
S C O R E O F O N E , A N D T H E O T H E R C A T E G O R I E S P L A C E D O N T H E 
I N T E R V A L A S T H E R E S P O N D E N T S S E E F I T . H O W E V E R , T H E O R D E R ­
I N G O F C A T E G O R I E S O N T H E I N T E R V A L S H O U L D B E T H E S A M E A S 
T H E O R D E R I N G D E V E L O P E D I N P H A S E 1 . 
3 . A V E R A G E T H E S C O R E S A S S I G N E D T O E A C H C A T E G O R Y . 
4 . S C A L E T H E A V E R A G E D S C O R E S O N T O A N I N T E R V A L O F O N E 
T O T E N I N C L U S I V E L Y . 
5. M U L T I P L Y T H E S C O R E D E V E L O P E D F O R E A C H C A T E G O R Y O F 
E A C H F A C T O R B Y T H E W E I G H T C O M P U T E D P R E V I O U S L Y F O R 
T H E F A C T O R . 
C A T E G O R I Z A T I O N O F R E Q U I R E M E N T S 
T H E N E T R E S U L T O F T H E P R E C E D I N G S T E P S I S T H E D E T E R M I N A T I O N O F 
T H E P A R A M E T E R S W H I C H M A Y B E I N C L U D E D I N T H E M O D E L B E I N G D E V E L O P E D . T H E 
N E X T S T E P I S T O D E T E R M I N E T H E P A R A M E T E R S A P P L I C A B L E T O E A C H R E Q U I R E M E N T . 
T H I S S T E P W A S C A R R I E D O U T W I T H T H E U S E O F Q U E S T I O N N A I R E N O . 4 
O F A P P E N D I X A . E A C H M E M B E R O F E A C H G R O U P W A S A S K E D T O C A T E G O R I Z E T H E 
R E Q U I R E M E N T S B Y I N D I C A T I N G O N T H E Q U E S T I O N N A I R E T H E P R O B A B I L I T Y O F 
F A I L U R E , T H E C O N F I D E N C E L E V E L , A N D T H E C A T E G O R Y O F E A C H O F T H E O T H E R 
F A C T O R S A P P L I C A B L E T O E A C H R E Q U I R E M E N T . 
I N T E S T A , T H E S E C A T E G O R I Z A T I O N S W E R E E V A L U A T E D B Y T H I S A U T H O R 
W H O S U B J E C T I V E L Y C O R R E L A T E D T H E D I F F E R E N T C A T E G O R I Z A T I O N S . H E T H E N 
D E V E L O P E D R E C O M M E N D E D C A T E G O R I Z A T I O N S W H I C H H E C O N S I D E R E D A P P R O P R I A T E . 
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A copy of Questionnaire No, 4 was used to form a composite questionnaire. 
This composite showed the number of personnel of the Test Group who 
indicated which category of each of the factors Impact, Destructiveness, 
and Consequence were applicable to each requirement. Also indicated 
were the average estimates of Probability of Failure and Confidence Level 
for each requirement and the categories of the other factors which were 
recommended. The Test Officer and the M&I Officer were each asked to 
evaluate the composite questionnaire and to change the recommended cate­
gorizations as they saw fit. Both officers considered the recommended cate­
gorizations of each requirement to be acceptable. 
For Test B, the above procedure was modified. This modification 
is considered by this author and by the M&I Officer as being an improve­
ment. The primary purpose for the modification is to remove the influence 
of the model's sponsor from the categorization. Since the members of 
the Test Group are considered to be the personnel most knowledgeable of 
the test and of the testing procedures, they should be involved in all 
of the analysis. Consequently, the influence of a less knowledgeable 
person, the model's sponsor, on the qualitative analyses is considered to 
be undesirable. 
For Test B, a composite questionnaire was developed similar to 
the one developed for Test A. However, the composite for Test B did not 
include recommendations on categorizations. Copies of the composite 
questionnaires were given to the Test Officer and to his immediate super­
visor, the Chief of FET. These officers were asked to evaluate the com­
posites and to recategorize the requirements based upon their own con­
victions and upon the categorizations by the members of the Test Group 
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shown on the composite. The categorizations by these two officers were 
similar but not identical for all requirements. The Test Officer was then 
given a second composite which indicated the original categorizations 
shown on the first composite and also indicated the second categorizations 
perceived by the Chief of FET and by the Test Officer. Since the Test 
Officer has primary responsibility for the Test, he was asked to evaluate 
the second composite to make the final determination of requirement 
categorizations. In making the final categorizations, the Test Officer 
indicated that the procedure used was very helpful in determining cate­
gorizations which he considered to be accurate (39). 
The procedure to be used in determining the appropriate cate­
gories for each requirement is to first require each member of the Test 
Group to categorize each requirement. Then a composite should be developed 
which shows the categorizations recommended by the members of the group. 
This composite is then evaluated by the personnel having primary responsi­
bility for the test. These personnel then make the final determination 
of categorizations. This step in the procedure is seen to be a simplified 
form of the Delphi Technique. 
Summary 
In this chapter the problem of developing the parameters for a 
model useful in mapping the requirements from an unordered collection of 
requirements to an ordered set of requirements was considered. 
A five step procedure developed and recommended as being applic­
able to similar type problems in other environments is presented. 
1. Identify the appropriate factors through group 
discussion. Five factors were identified as 
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B E I N G A P P R O P R I A T E F O R T H E T W O T E S T S C O N S I D E R E D . 
T H E S E F A C T O R S A R E R E C O M M E N D E D F O R C O N S I D E R A T I O N , 
B U T N O T N E C E S S A R I L Y F O R A D O P T I O N , F O R A L L S U I T ­
A B I L I T Y T E S T S . 
2. R A N K T H E F A C T O R S I N O R D E R O F R E L A T I V E I M P O R T A N C E 
B Y A M O D I F I E D D E L P H I T E C H N I Q U E F O L L O W E D B Y G R O U P 
D I S C U S S I O N . W E I G H T T H E F A C T O R S B Y T H E T E C H N I Q U E O F 
S U C C E S S I V E R A T I N G S . 
3 . I D E N T I F Y T H E A P P R O P R I A T E C A T E G O R I E S O F E A C H F A C T O R 
T H R O U G H G R O U P D I S C U S S I O N . T H E C A T E G O R I E S D E V E L O P E D 
I N T H I S R E S E A R C H A R E R E C O M M E N D E D F O R C O N S I D E R A T I O N , 
B U T N O T N E C E S S A R I L Y F O R A D O P T I O N , F O R A L L S U I T A B I L I T Y 
T E S T S . 
4 . W E I G H T T H E C A T E G O R I E S B Y A T H R E E S T E P P R O C E D U R E . 
F I R S T , U S E T H E M O D I F I E D D E L P H I T E C H N I Q U E T O O R D E R 
T H E C A T E G O R I E S W I T H I N E A C H F A C T O R . T H E N W E I G H T 
T H E C A T E G O R I E S W I T H I N E A C H F A C T O R B Y P L A C I N G T H E M 
O N T O A N I N T E R V A L O F O N E T O T E N I N S U R I N G T H A T T H E 
R A N K O R D E R O F T H E C A T E G O R I E S I N T H E I N T E R V A L I S 
C O N S I S T E N T W I T H T H E R A N K O R D E R I N G D E T E R M I N E D I N 
T H E F I R S T S T E P . F I N A L L Y , C O M P U T E T H E N E T W E I G H T 
F O R E A C H C A T E G O R Y B Y M U L T I P L Y I N G T H E W E I G H T S D E T E R ­
M I N E D I N T H E S E C O N D S T E P B Y T H E W E I G H T S D E V E L O P E D 
F O R I T S P A R E N T F A C T O R . 
5 . C A T E G O R I Z E T H E R E Q U I R E M E N T S U S I N G A S I M P L I F I E D 
D E L P H I T E C H N I Q U E . 
T H I S P R O C E D U R E R E S U L T E D I N P A R A M E T E R S C O N S I D E R E D T O B E A P P R O ­
P R I A T E B Y T H E D E C I S I O N M A K E R S O F T W O S U I T A B I L I T Y T E S T S . T H E P R O C E D U R E 
W A S A L S O F O U N D F E A S I B L E I N T H A T T H E P E R S O N N E L I N T E R V I E W E D W E R E A B L E T O 
U N D E R S T A N D I T A N D W E R E A B L E T O U T I L I Z E I T . H O W E V E R , T H E C A T E G O R I Z A T I O N 
O F T H E F A C T O R , C O N S E Q U E N C E , R E M A I N S S U S P E C T . 
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CHAPTER IV 
DETERMINATION OF MEASUREMENT FUNCTION 
Introduction 
The problem under consideration in this research is to develop a 
model which would be useful in sequencing and designing the sub-tests of 
a suitability test. It is hypothesized in Chapter III that such a model 
would be of the form 
Cn. =G{[N!f(i)], [N*(i)],...., [N^i)],...., [N*(1)]} 
The parameters of this model, the NJHi), are investigated in 
Chapter III. The functional operator, 6, is the concern of the current 
Chapter and the design and sequencing of sub-tests is discussed in Chap­
ter V. 
In determining G, only linear and simple multiplicative functions 
are evaluated. Disjunctive and conjunctive functions described by Einhorn 
(23,24) and logarithmic functions were considered but not included in 
this research. The primary reason for not investigating these forms is 
that the potential benefits from the more complicated model would be off­
set by its computational difficulties. It must be stressed that this 
research is oriented towards the test planner who cannot be expected to 
have an operations research or other strong mathematical background. The 
models evaluated are more fully described in the section titled "Model 
Description." The procedures used in evaluating and selecting the recom­
mended functional operator and the set of parameters which should be 
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included in the model are described in the section titled "Selection 
of the Model." 
The procedures developed in Chapter III and the model developed 
and evaluated in this chapter are then applied in developing a test 
schedule. The application step of this research is discussed in the 
section titled "Application of the Model." 
Model Description 
Six models are evaluated in this research. Of primary interest 
are models Nos. 1, 2,5 and 6. It is hypothesized that either Model No. 1 
or model No. 2 is the desired model. 
Models No. 1 and No. 2 are respectively formulated as 
n 
C1 = I N$(1) 
j=l 
n , 
c. = n N*(i) 
where n is the number of factors considered. 
Models No. 3 and No. 4 are respectively formulated as 
m 
C. = I N*(i) 
0=1 
m 
C. = IT Nk(i) l . . , J J=l 
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where the factor, "Confidence Level," is not included in the set 
j = (l,...,m). 
Models No. 5 and No. 6 are respectively formulated as 
j=i 
3 
Ci = n Nk(i) 
j=i J 
where only the three factors specified in (3) are included. These fac­
tors are Impact, Probability of Failure, and Consequence. 
Consequently, this phase of the research involved designing an 
experiment in which significant indications of the relative desirability 
of additive and multiplicative models could be determined. This was the 
rationale for establishing the set of three multiplicative models and the 
set of three additive models. 
Models No. 1 and No. 2 were included for evaluation since it is 
hypothesized that one of them is the desired model. Since model No. 6 
had been proposed by USATECOM (3) for the purpose of identifying "high 
risk" requirements, the model was included for evaluation. It should be 
stressed that the purpose of the USATECOM model as perceived by its spon­
sors is to identify high-risk requirements whereas the purpose of the 
model being developed in this research is to map the requirements into 
their proper positions in a testing sequence. 
Models No. 3 and No. 4 were considered in Test A since the factor, 
Confidence Level, was ranked last in importance by Test Group A and 
since models No. 3 and No. 4 are essentially compromises between models 
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No. 1 and No. 2 and models No. 5 and No. 6. 
Selection of the Model 
Each model is used to compute the measures of criticality for 
each requirement of Test A. For ease of reading, the term, "Score" * 
is used as being synonomous with the term, "Measure of Criticality." 
Based upon the scores computed by the six models, six sequences 
of requirements are generated. The requirement placed first in each 
sequence is the one receiving the highest score by the corresponding 
model. The other requirements are then sequenced in order of decreasing 
scores. As expected, the sequences are not identical. Therefore, 
procedures are developed for identifying the most desirable sequence. 
These procedures are developed for determining a ranking of the sequences 
and consequently a ranking of the models; for identifying the better 
function (linear or simple multiplicative); and for identifying whether 
the model should include the five factors identified earlier or only the 
three factors specified by USATECOM. It is assumed that since the 
sequences are determined by the models, the sequence identified as being 
the most desirable must be the output of the best model. Finally, it is 
hypothesized that the procedures would be generally applicable for 
discriminating between similar types of models developed in other appli­
cations. 
The six sequences associated with Test A were presented to the 
Test Officer of Test A and to the M&I Officer for their evaluation and 
ranking. As expected, this procedure is totally unsuccessful in that the 
officers are unable to rank the sequences. The reason for the lack of 
success is that a total of 59 requirements are involved and each require-
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ment is described in terms of five factors. If the personnel inter­
viewed had been able to rank the sequences, then with some justifi­
cation it could be assumed that there is no need for the model. In other 
words, why develop a model to do something that the test planner could 
easily do alone? However, since the officers interviewed found ranking 
the sequences of requirements impossible, or at least very difficult, 
then the model does address a need. 
The second procedure involved identifying the differences between 
the sequences and asking the same officers to discriminate between the 
sequences based upon the differences identified. The first step in this 
procedure is to identify those requirements which received essentially 
the same ranking based upon mullitplicative models or based upon additive 
models. Of these requirements, those which received appreciably different 
rankings by the multiplicative models versus the additive models are 
identified as selective requirements. For example, requirement No. 5, 
a selective requirement, of Test A received rankings of 19, 29 and 29 
or an average of 28 based on the additive models, and rankings of 57, 58, 
and 46 or an average of 53 based upon the multiplicative models. 
Those requirements which receive approximately consistent 
rankings by all models are then identified as benchmark requirements. A 
benchmark requirement which received an average ranking near the median 
of the additive and multiplicative rankings of each selective requirement 
is selected. For example, requirement No. 57 of Test A with rankings of 
41, 42, 41, 41, 40, and 44 or an average of 41 is selected as the bench­
mark requirement for requirement No. 5 with average rankings of 28 and 53. 
A benchmark requirement is selected for each of the selective requirements. 
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The above process was repeated for those requirements which 
received appreciably different rankings which could apparently be attri­
buted to the number of factors included in the model. 
Twenty-six of the 59 requirements of Test A were used to construct 
seventeen sets of one selective and one benchmark requirement per set. 
Nine of these sets were based upon differences in ranking from the addi­
tive versus the multiplicative models, function sets, while the remaining 
eight sets were based upon differences in ranking from the five-factor 
versus the three-factor models, factor sets. 
The Test Officer for Test A and the Chief of M&I were indepen­
dently asked to select the requirement in each set which should be tested 
prior to the other requirement in the set. It was hypothesized that the 
better model could be identified in this manner if the judges consistently 
selected the requirement which would have ranked above the other require­
ment if a particular type model or a particular set of factors were used. 
For example, requirement No. 5 received an average ranking of 28 in the 
additive models and an average ranking of 53 in the multiplicative models. 
If requirement No. 5 were selected as deserving testing prior to require­
ment No. 57, with an overall average ranking of 41, then it would be in-
fered that the additive model was the better model. 
The results of the comparisons within each type set and the total 
comparisons made were used in an attempt to identify the proper arith­
metic procedure to be used, the appropriate factors which should be 
included, and even to correlate the results to particular models and 
thereby generate a sequence of models based upon their relative desir­
ability. It was hoped that this procedure would assist in identifying 
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the better predictive model and that a simulation procedure to be dis­
cussed later would identify the better normative model. Unfortunately, 
the results of the procedure used to identify the better predictive model 
did not lead to any definite conclusions except that possibly neither the 
additive, multiplicative, five factor, nor three factor models were 
particularly good predictive models. The results of this procedure are 
shown in Tables 10 and 11. The Test Officer is identified as Judge A 
and the M&I Officer is identified as Judge B. 
Table 10. Results of Comparisons of Requirements, Test A 
Number of Selections Indicating Superiority of 
Additive Multiplicative Five Factor Three Factor 
Model Model Model Model 
A 4 5 7 1 
ro
 1 8 4 4 
Agree­
ments 0 4 4 1. 
Table 11. Ranking of Models Based Upon Comparisons, Test A 
Requirement 
Sets 1 2 
Model 
3 4 5 6 tb* 
Function 5.5 2 4 2 5.5 2 .454 
Factor 3 •3 3 1 6 5 -.40 
Total 
Comparisons 5 1 3 2 6 4 -.28 
tb is the coefficient of Rank Correlation described by Kendall (38). 
A value of t̂  of +1 would imply perfect agreement between judges A and B 
whereas -1 would imply complete disagreement. 
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Since no obvious conclusions can be drawn from the data shown in 
Table 10 and since none of the values of t̂  shown in Table 11 is statis­
tically significant, none of the models is a particularly good predictive 
model. Of course, there is some indication that the five factor multi­
plicative model, No. 2, is the superior predictive model. This is indi­
cated by the number of agreements between the judges in Table 10 and by 
the ranking based upon total selections shown in Table 11. However, these 
are only indications and are not statistically significant. Finally, 
the insignificant results could be due to inconsistencies on the part of 
the judges, instead of due to the inadequacies of the models, or due to 
the differences between the judges. 
A procedure was developed to attempt to identify the best norma­
tive model. This procedure involved simulating the flow of information 
from a test sequenced according to each model. It was hypothesized that if 
the judges could identify the simulated tests which they considered to 
be better scheduled, and if these tests could be ranked in order of 
desirability, then an ordering of the relative desirability of the models 
would result. For this procedure a seventh sequence based upon random 
placement of the requirements was generated. This sequence is identified 
as Model No. 7. 
The test officer for Test A, the Chief of M&I, and one of the 
co-authors (6) of (3) (Judge C) were asked to rank the simulated test 
sequences of Test A in relative order of desirability. The results of 
these rankings are shown in Table 12. 
Judge C objected (justifiably so) to the fact that the simulations 
were based on only one iteration. Since models No. 1, No. 2, No. 5, and 
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Table 12. Ranking of Models Based Upon Simulation No. 1, Test A 
Judge 1 2 3 
Model 
4 5 6 7 W* 
A 3 2 4 1 5 6 7 
B 1 5 2 4 3 6 7 
C 2 6 1 4 3 5 7 
Correlated 1 5 2 3 4 6 7 .686 
• 
W is the Concordance coefficient described by Kendall. The value 
shown indicates agreement between judges significant at the .05 level. 
No. 6 are of particular interest in this research, sequences 1, 2, 5, and 
6 were simulated seven times and the results of these simulations were 
correlated and presented to three judges for comparisons. These judges 
were the Chief of the Test Division (Judge D), the M&I Officer, and the 
Test Officer for Test B (Judge E). Note that only one officer was involved 
in ranking both sets of simulations. The results of the rankings of this 
second set of simulations are shown in Table 13. 
Table 13. Ranking of Models Based upon Simulation No. 2, Test A 
Model 
Judge 1 2 5 6 W* 
B 1 3 2 4 
D 1 3 2 4 
E 1 4 2 3 
Correlated 1 3 2 4 .91 
*The value of W shown indicates agreement between judges sig­
nificant at the 0.05 level. 
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The judges of simulation No. 1 agreed that each of the models 
under consideration produced sequences superior to the sequence, No. 7, 
which was based on random placement of the requirements. It was concluded 
that the additive models (No. 1, No. 3, and No. 5) with rankings of 1, 2, 
and 4 respectively were superior to the multiplicative models (No. 2, 
No. 4, and No. 6) with rankings of 5, 3, and 6 respectively. It was fur­
ther concluded that the five factor models (No. 1 and No. 2) with rankings 
of 1 and 5 respectively were superior to the three factor models (No. 5 
and No. 6) with rankings of 4 and 6 respectively. These conclusions 
were reinforced by the results of Simulation No. 2. 
Models No. 1 and No. 2 were used to construct sequences of re­
quirements for Test B. Each of these sequences was simulated three times 
and the results were correlated and presented to the Chief of M&I and to 
the Test Officer for Test B. They concurred that the sequence generated 
by model No. 1 produced a test schedule superior to that generated by 
model No. 2. This sequence was so obviously superior that further opin­
ions were not obtained. The results of this simulation further reinforced 
the conclusions reached above. 
Test A had already been scheduled and testing was ready to begin 
when this research was begun. Since the constrained test schedule for 
Item A had previously been developed the results of this research project 
were not used in the actual scheduling of Test A. Also, the requirements 
for neither Tests A nor B had been explicitly sequenced or evaluated in 
any manner similar to that developed in this research. Consequently, 
there existed no benchmark against which the generated sequences or the 
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developed models could be compared. Therefore, since Model No. 1 had been 
originally hypothesized as being the best model, and since the results 
of the simulations strongly supported this hypothesis, the ranking of 
requirements generated by Model No. 1 was used in developing the test 
schedule for Test B. 
In summary, three procedures were used in attempting to identify 
the best model. The first procedure involved the test personnel attempt­
ing to rank the sequences generated by each model. This procedure was 
found to be unsatisfactory since it required the judges to consider too 
many variables [ (59 requirements) X (5 factors) X (an average of 7 
categories per factor) = more than 2,000 decision variables in comparing 
two sequences ]. 
The second procedure involved the test personnel discriminating 
between the sequences indirectly. The technique used was to have the judg 
compare two requirements in each of 26 sets of requirements. This pro­
cedure appears to be feasible, but no statistically significant results 
were obtained. The advantage of the procedure is that each judge is 
required to consider only 10 variables [(2 requirements) X (5 categories 
per requirement) = 10 decisions variables] in making each decision. 
There is no apparent fault in the procedure so it is concluded either 
that the results indicate none of the models is a particularly good pre­
dictive model or that the judges were not consistent in their evaluations 
The third procedure involved simulating the actual results which 
would have been experienced if tests had been conducted according to 
each model. This procedure addressed the normative side of model build­
ing and was found to be effective. An apparent reason for the success 
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of this procedure is that the test personnel know what is desired in 
the results of a test schedule, but had previously given little thought 
to explicitly considering all the characteristics of each individual 
requirement when designing the schedule. This conclusion is based upon 
the results of the procedures used and upon interviews with various test 
personnel. 
Application of the Model 
The Test Officer for Test B was given sequence No. 1 of the 58 
requirements for Test B as generated by Model No. 1. He was then asked 
to use this ranking of requirements in any way that he saw fit in schedul­
ing the test. 
In scheduling the test, the Test Officer first identified the 
constraints active for Test B. As it turned out, only technological 
constraints were required and these dictated that the test consist of 
four sub-tests of multiple requirements. Three of these sub-tests were 
required to be conducted sequentially and the fourth sub-test consisted 
of requirements which required evaluation throughout the entire testing 
period. The requirements which were required to be placed in each sub­
test were identified and grouped within their appropriate sub-tests. 
The ranking of requirements generated by Model No. 1 were then used to 
order the requirements within each sub-test to form the final test sequence. 
The ordering of requirements in each sub-test was rank order consistent 
with the ordering of the requirements in sequence No. 1. Finally, the 
time and personnel requirements for the sub-tests were identified and a 
tentative test schedule which required four personnel and two weeks was 
established. The Test Officer found the ranking of requirements generated 
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by Model No. 1 to be of appreciable assistance when establishing the orde 
in which the requirements would be addressed within each sub-test. He 
also considered the resulting test schedule to be "optimum," or as nearly 
"optimum" as he could determine (39). 
Prior to the conduct of this research, a tentative test schedule 
for Test B had been developed. According to the previously developed 
schedule, a planning figure of 16 weeks was established for the time 
required to complete the suitability test. Of course, this planning 
figure is a pessimistic estimate. A most likely estimate of the time 
required had not been determined. 
Through the application of the methods and model described herein 
a test schedule was developed with a most likely estimate of the time 
required being established at two weeks. The test officer did not wish 
to establish a new planning figure, or pessimistic estimate, until he had 
re-evaluated all possible contingencies. However, he was confident that 
the new planning figure would be no more than four weeks. No claims are 
made that through the use of the procedures and model developed in this 
research, a test schedule will be developed which will require less than 
one-fourth of the time which would otherwise be required. However, it 
appears that the procedures can result in either a substantial savings in 
test time or a more accurate estimate of the test time required. 
The Test Officer estimated that by existing methods it would 
have taken him more than a week to construct the sequence of requirements 
generated by the model. Also, he was not confident that his manually 
constructed sequence would be similar to sequence No. 1 even though he 
found the sequence to be, as nearly as he could estimate, the "optimum" 
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sequence of test requirements. On the other hand, it took approximately 
nine and one-half hours or 32 man hours to gather and validate the data, 
and to generate and validate the sequence used. It is estimated that if 
all personnel had been familiar with the techniques employed, it would have 
taken approximately seven and one-half hours or 27.5 man hours to carry out 
these steps, and that the time could have been reduced to approximately 
four and one-half hours or 17 man hours if the computations required had 
been programmed into a computer. 
Finally, this author and the Test Officer discussed the resulting 
test schedule. Without benefit of the sequence generated by the model or 
of the categorizations of the requirements established earlier, the test 
officer was asked to justify his test schedule based only upon the verbal 
descriptions of the requirements and his knowledge of the overall test. 
He was able to justify convincingly the relative placement of each require­
ment and found the schedule to be, somewhat to his own surprise, "optimum" 
from any point of view. Of course, this determination of optimality is 
based upon subjective judgement and the validity of the conclusions are 
only as valid as the judgement of the officer making them. However, this 
officer is an experienced test officer and could reasonably be considered 
to be an expert in his field. Until a contrained optimization model is 
developed which will replace expert judgement in qualitative analysis, 
the opinions of the experts in the field will have to be used in the 
determination of optimality. 
Summary 
Six models are developed and evaluated. The purpose of these 
evaluations is to identify the better functional operator for the model 
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being developed and to identify the best set of parameters which should 
be included. For the purpose for which the model is developed, it is 
concluded that the model should be linear and that it should include all 
parameters previously identified as being pertinent. 
In attempting to select the best of the considered models, inter­
rogation of two key decision makers is attempted. This approach is 
largely predictive in nature in that, if the technique is successful, it 
would result in selection of a model which would rank the requirements in 
a manner similar to the ranking that the decision makers would generate 
on their own. Since no conclusions can be drawn from the results of 
this technique, other than possibly that the decision makers are neither 
linear or multiplicative in their decision analysis processes, simulation 
is attempted. No error in the interrogation procedure is readily apparent 
and it is recommended that it be considered for use in discriminating 
between models developed in other environments. 
The simulation approach addresses the normative side of value 
theory in that the results of the rankings rather than the rankings them­
selves are considered. This approach is found to be successful in that a 
ranking of sequences (and consequently a ranking of models) is generated 
with a significant level of concordance among evaluators. The model 
determined as the best of those considered is a simple linear model. 
This model includes all factors considered important by the decision makers 
involved. 
Based on the apparent success of this method of verifying a 
normative model, it is concluded that the technique would be applicable 
in discriminating between models developed in other environments. 
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The t e s t planner interviewed f inds the sequence of ranked r e q u i r e ­
ments to be very helpful in c o n s t r u c t i n g a t e s t schedule . I t i s a l s o 
found t h a t t h i s sequence i s generated much f a s t e r and more r e l i a b l y by 
the model developed than by any informal technique which the t e s t planner 
would c u r r e n t l y be requi red to use . I t i s f u r t h e r found t h a t , even though 
a ranking of requirements p r i o r to schedul ing the t e s t would be d e s i r ­
a b l e , t h i s i s not c u r r e n t l y being done a t the In fan t ry Board, and as fa r 
as i s known, a t any o the r Test Board wi th in USATECOM. Consequently, i t 
i s concluded t h a t use of the model and methods developed should be consid­
ered when developing a t e s t schedule . Tt i s f u r t h e r concluded t h a t a 
model of t h i s type i s p o t e n t i a l l y useful in developing a ranking of any 




In t roduc t ion 
In the preceding chap te rs of t h i s t h e s i s the problem of d e t e r ­
mining r e l a t i v e measures of c r i t i c a l i t y for the opera t iona l requirements 
i s cons idered . A model is developed for determining such measures. 
The development and a n a l y s i s of the model i s the primary o b j e c t i v e of 
the c u r r e n t Research. Concern in the p resen t chapte r dea ls with con­
s i d e r a t i o n of ways in which these measures may be helpful to the t e s t 
planner when developing a schedule for a s u i t a b i l i t y t e s t . 
The problem under cons ide ra t ion i s to determine a procedure for 
developing an ac tua l t e s t schedule which wi l l r e s u l t in the optimum r a t e 
of information being generated during the t e s t . Of c o u r s e , the sche­
dule which would s a t i s f y t h i s c r i t e r i o n would be one in which a l l oper­
a t iona l requirements were evaluated s imul taneous ly . However, t h i s 
a l t e r n a t i v e i s dismissed as being i n f e a s i b l e . 
I t would be poss ib l e to conduct most s u i t a b i l i t y t e s t s by eva lu­
a t i n g the requirements i n d i v i d u a l l y and s e q u e n t i a l l y . If the time 
requ i red for eva lua t ing each of the requirements were the same, then i t 
i s proposed t h a t the bes t t e s t schedule would be one sequenced by the 
model prev ious ly developed. However, i f the time requ i red for t e s t i n g 
the proto type a g a i n s t each requirement var ied between requ i rements , then 
the schedule would be suspec t . For example, assume t h a t the time requi red 
for eva lua t ing the f i r s t requirement in the sequence were one ha l f of the 
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total estimated time required to conduct the entire suitability test. 
In this case the test planner could choose between the alternatives of 
conducting one, or all except one, of the sub-tests during the first 
half of the overall suitability test. The problem of developing a test 
schedule, in which the time required to conduct a sub-test is a major 
consideration, is addressed in the section titled "Unconstrained Sche­
duling." 
Technological, or precedence and proximity, constraints are 
frequently active in suitability testing. These constraints require 
that one or more sub-tests precede one or more other sub-tests (precedence 
constraint) or require that two or more sub-tests be conducted concur­
rently (proximity constraint). The problem of developing a test schedule, 
in which both the time required to conduct a sub-test and precedence con­
straints require consideration, is addressed in the section titled 
"Constrained Scheduling." 
It is hypothesized that the suitability test requiring the maxi­
mum amount of time is one which is scheduled such that the requirements 
would be evaluated individually and sequentially. It is further hypothe­
sized that a test schedule containing one or more sub-tests each designed 
for the simultaneous evaluation of two or more requirements would be a 
better test schedule. This schedule would be better in that overall test 
time would be reduced and the rate in which information is generated 
would be increased. The problem of grouping requirements into sub-tests 
is discussed in the section titled "Sub-Test Design." 
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Assumptions 
The discussions in the remaining sections of this chapter are 
based upon several important assumptions. Hence, these assumptions and 
the rationale upon which they are founded are discussed in the current 
section. 
It is assumed that the measure of criticality of a requirement 
is a measure of the contribution to the test objective, obtaining the 
maximum amount of information in the minimum length of time, which will 
be obtained from testing the prototype against the requirement. Simply 
stated, it is assumed that the measure of criticality is the same as the 
value of the information which will be gained from evaluating the proto­
type against the requirement. This assumption is based upon several 
considerations: 
1. The factors and categories discussed in Chapter III were 
identified, ranked, and weighted with the objective of 
developing a score for each requirement. This score was 
to be a measure of the relative desirability of placing the 
requirement first in the overall test schedule. 
2. The overall objective which was kept in foremost consid­
eration when developing and evaluating the model pre­
viously discussed was to schedule a test to maximize the 
rate in which information is generated during the test. 
3. Sequencing the requirements by their measures of criti­
cality resulted in a test schedule which apparently 
maximized the rate in which information was generated. 
4. From (1) it is assumed that the measure of criticality 
is based upon measures of value assigned to the factors 
and categories considered. From (2) it is assumed that 
the model operates upon several measures of value to 
develop one measure of value. From (3) it is assumed 
that there is a direct relationship between the value 
of information generated from testing each requirement 
and the measure of criticality assigned to the require­
ment. 
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It is assumed that the value of a requirement is the same as 
the value of the information to be gained from evaluating the proto­
type against the requirement. This assumption follows from the initial 
assumption given above. 
It is assumed that the value of a sub-test is the sum of the 
values of the included requirements. This assumption is based upon the 
fact that the model developed is an additive model. This assumption is 
also supported by a similar hypothesis proposed by Nutt (27). Explicitly 
the hypothesis stated that the total value of a project was equal to the 
sum of the values of the project to two different organizations. 
It is assumed that there is a linear relation between the value 
of the information obtained from a sub-test and the length of time which 
has been spent on the sub-test. In other words, one-half of the total 
information which will be contributed through a sub-test will be avail­
able after the sub-test has been half completed. This assumption was 
judged valid by test personnel interviewed. 
It is assumed that the time required to complete a sub-test is 
the same as the time which would be required to test the prototype against 
the most time consuming requirement included in the sub-test. Other 
requirements in the sub-test will have no effect on the length of time 
required to conduct the entire sub-test and evaluation of all requirements 
within the sub-test will begin and end simultaneously. This assumption 
was found to be reasonable by test personnel interviewed. This assump­
tion is also based upon the fact that forecasting the time required to 
test a requirement or the time required to complete a sub-test of many 
requirements is not an exact science at test board level. Consequently, 
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calculations of precise time forecasts are considered to be a waste of 
time and effort. 
It is assumed that the personnel required to conduct a sub-test 
is the sum of the personnel which would be required to individually 
evaluate each of the requirements. Test personnel interviewed indicated 
that this assumption is frequently valid. 
Aspects of Scheduling 
In any scheduling environment there are several aspects which the 
schedule planner should consider. These aspects will include the objec-
tive(s) of the schedule and constraints on schedule design. Common 
objectives are to schedule an activity such that it will be completed 
as rapidly and/or as economically as possible. Common constraints are 
limitations on manpower or other variable resources and limitations on 
facilities or other fixed resources. 
In scheduling the EST it has been established that the overall 
objective is to schedule the test so as to obtain as much information 
relating to item suitability as rapidly as possible. It is also desir­
able that the total test time and total test cost be minimized, but these 
objectives are secondary to the objective of maximizing the rate of 
information flow early in the testing period. 
Some of the common constraints on test scheduling at the Infantry 
Test Board, and assumed to be common to other Test Boards, include 
limitations on manpower, facilities, and money; statistical requirements 
on replications; and technological constraints such as the requirement 
that users of the equipment must be trained to properly operate it 
before testing of the equipment can begin (9). 
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Of course the constraints on testing particular items will vary 
making a determination of all of the constraints applicable to all EST's 
difficult or impossible. For example, in Test B mentioned earlier, the 
only constraint active was technological which dictated that the sub­
test evaluating the pre-operational inspection requirements precede the 
sub-test evaluating training requirements and methods. The bulk of the 
test, the sub-test evaluating the functional performance of the equipment, 
was then required to be scheduled last. On the other hand, for Test A, 
the technological constraints were active as were constraints on the 
availability of manpower, the availability of required sophisticated 
facilities, the rate of the availability of test items, and other con­
straints. 
Unconstrained Scheduling 
In addition to the assumptions mentioned earlier, it is assumed 
that there are only two aspects which the test planner must consider. 
First, the objective of maximizing the rate in which information is gen­
erated and second, is the fact that the amount of time required to con­
duct the sub-tests varies from sub-test to sub-test. It is further 
assumed that the value of each sub-test and the time required for each 
sub-test is known. The value of the sub-tests were determined through 
the use of the model previously developed and the times were determined 
by other means. 
Procedure A, a two step procedure, is recommended for determining 
the test schedule under these conditions. In Step 1 compute the value 
of T^/V. for each ie{l,n} where T.. is the time required to conduct sub­
test i, V_. is the value of sub-test i, and n is the number of sub-tests. 
93 
In Step 2, construct a sequence, S(A), as follows: 
S(A) = ( s p s 2 V " S n : V v i £ T 2 / V 2 -
Sequence S(A) is then the desired sequence of sub-tests upon which the 
test schedule should be based. 
This procedure is a direct application of Theorem 3-10 stated 
and proved by Conway et al (34). The procedure is diagrammed as Proce­
dure A in Appendix B. 
Constrained Scheduling 
Assume that the assumptions and aspects previously stated as 
being applicable for Procedure A are active. Further assume that prece­
dence constraints are active. The problem of developing a testing 
sequence in this environment is similar to the problem of developing a 
constrained least cost testing sequence described by Mankekar and Mitten 
(36). 
Procedure B is recommended for the development of a test schedule 
under these circumstances. Basically, this procedure involves isolating 
those sub-tests for which the precedence constraints are active and then 
systematically satisfying the constraints. After this has been done, 
procedure A is applied in a manner which does not violate any of the con­
straints previously satisfied. The procedure can easily be carried out 
by hand for relatively small problems or can easily be coded for large 
problems. The storage capacity required for such a program would be 
directly proportional to the number of sub-tests considered. This proce­
dure is diagrammed as Procedure B in Appendix B. 
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Procedure B 
The following computational algorithm is given for utilization of 
Procedure B. 
Step 1: Form two sets of sub-tests. Let Set 1 consist of those 
sub-tests for which precedence constraints are active, i.e., those 
sub-tests which must precede one or more other sub-tests and 
those sub-tests which must be preceded by one or more other sub­
tests. Let Set 2 consist of those sub-tests for which no prece­
dence constraints are active, i.e., those sub-tests which may be 
placed anywhere in the testing sequence. Steps 2 through 15 
refer to Set 1 only. 
Step 2: Order the sub-tests in Set 1 by Procedure A. Index the 
sub-tests according to their relative position in S(A) with the 
first sub-test in the sequence being denoted ŝ . 
Step 3: Form an M x M matrix R = {rn-j} where: 
r-- = 1 and r.. = 0 if sub-test i must precede sub-
test j ; 
if rn-j = 1 and = 1, then r i k = 1; 
rn-j = 0 otherwise; 
M is the number of sub-tests in Set 1. 
Step 4: Form a matrix R' = {ri,-} identical to matrix R. 
Step 5: Set the index k equal to 1. 
Step 6: Consider each pair of sub-tests i and j . If r-jj = 1 and 
sub-test i does precede sub-test j in the current sequence set 
rjj - 2. 
Step 7: If r'. f 1 for all i and j go to step 15. 
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Step 8: Scan R' to determine i f r ^ = 1 for any i . If t h e r e 
e x i s t s an i such t h a t r ^ = 1 „ go to Step 9. If r j ^ t 1 f ° r 
a l l i , s e t k equal to the index of the next s u b - t e s t in the 
c u r r e n t sequence and repea t t h i s s t e p . 
Step 9: Form s e t l"k of a l l s u b - t e s t s i for which r ^ = 1. 
Step 10: Apply procedure A to the s e t to form the ordered 
s e t T.'. k 
Step 11 : Place the ordered s e t T£ immediately in f ron t of sub­
t e s t s^ . 
Step 12: Consider each p a i r of s u b - t e s t s i and j for which 
r ' . = 2 . If s u b - t e s t j now precedes s u b - t e s t i , s e t r l . = 1. 
Step 13: Set k equal to the index of the f i r s t s u b - t e s t in the 




Go to Step 6. 
Label the c u r r e n t sequence S ( A ) ' . S(A) 1 = {s^} . 
Apply procedure A to Set 2. Label the r e s u l t i n g sequence 
S ( A ) \ S(A)" = is-} 
Step 17: Form sequence S(B) from sequences S(A)' and S(A)" by 
i t e r a t i v e l y i n t e g r a t i n g the s" i n t o S(A)' such t h a t Vj/T- < V''/Tj 
3 
l V | + - | / T i l + ^ . S(B) i s the des i red sequence for t e s t i n g . 
Proof of F in i t ene s s of Procedure B 
1. For any s u b - t e s t s^ , t h e r e can be only one s e t s ince 
s i e T k i f r i k = 1 -
2. After T' i s placed in f ron t of s k , s can never be placed in f ron t 
of any element of T^. 
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Assume S j e and r^j = 1 ; 
Since S j e T^, then = 1; 
But r j^ = 1 =^> r^. = 0 by de f in i t ion of R. 
Therefore r^j = 0; 
Therefore s^ $ Tj . 
3. From (1) and (2) i t i s evident that there can be no more 
than M i t era t ions of the procedure s ince each sub- tes t i s con­
sidered once and only once in sa t i s fy ing the precedence constraints 
Proof of Optimality of Sequence S(B) 
1. Consider sequence S(B) = ( , s^9 s i + 1 » ) a n d 
sequence S(B)' ident ical to S(B) except that s^-j precedes s^. 
2. In S(B), S | precedes s^+^ e i ther as a resu l t of steps 9 
through 11 or as a r e s u l t of steps 1 or 17. 
3. Assume s^ precedes s^+^ as a resu l t of steps 9 through 11. 
Then r ^ ^ = 1 = ^ ' s 1 - must precede s . .^ 
Therefore S(B)' i s i n f e a s i b l e . 
4 . Assume s^ precedes s . + ^ as a resu l t of steps 1 or 17. 
Then < V 1 + l / T 1 + l 
Therefore S(B)' i s sub-optimum by Conway's Theorem 3-10. 
This completes the proof. 
Sub-Test Design 
In the two sect ions immediately preceding th i s one, i t was assumed 
that the sub- tes t s were predetermined. In th i s sect ion the problem of 
designing a sub- tes t wi l l be discussed. 
It i s assumed that the only constraint i s the personnel constra int . 
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That is only N personnel are available for commitment to the sub-test. 
It is further assumed that V̂ , P-j, and T-j are known where these variables 
are the value, the personnel required, and the time required for require­
ment i respectively. The problem now becomes one of designing the best 
set of sub-tests which could then be sequenced by procedure A. 
This problem was alluded to in Chapter II and seen to be analogous 
to the n/m job shop problem for which no efficient analytical solution 
procedure has been offered in the current literature. Consequently, the 
following procedure, Procedure C, is presented for consideration. This 
procedure has received very little testing, has not been applied to an 
actual suitability test, and is submitted here only as a technique for 
consideration. However, it is simple, it is intuitively appealing, it 
could easily be coded for a computer with a relatively small storage 
capacity, and it can be easily carried out by hand. 
Basically, the procedure involves forming four sequences of 
requirements and alternatively drawing from the sequences to form trial 
sub-tests. The sub-test which contains the most value is then selected 
as the best of the trial sub-tests and the procedure is repeated until 
each requirement is assigned to a sub-test. 
The following computational algorithm is given for utilization 
of Procedure C. 
Step 1: Apply Procedure A to the requirements to form Sequence 1. 
For those requirements in which T̂ /V̂  = Tj/V- place the more time 
consuming requirement first in the sequence. 
Step 2: Construct Sequence 2 of requirements with the require­
ments being ranked in order of increasing value of personnel 
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R E Q U I R E D . R E S O L V E T I E S B Y P L A C I N G T H E M O R E T I M E C O N S U M I N G 
R E Q U I R E M E N T F I R S T . 
S T E P 3: C O N S T R U C T S E Q U E N C E 3 O F R E Q U I R E M E N T S W I T H T H E R E Q U I R E ­
M E N T S B E I N G R A N K E D I N O R D E R O F D E C R E A S I N G V A L U E O F T . . R E S O L V E 
T I E S B Y P L A C I N G T H E M O R E V A L U A B L E R E Q U I R E M E N T F I R S T . 
S T E P 4 : C O N S T R U C T S E Q U E N C E 4 O F R E Q U I R E M E N T S W I T H T H E R E Q U I R E ­
M E N T S B E I N G R A N K E D I N O R D E R O F D E C R E A S I N G V A L U E O F V . . R E S O L V E 
T I E S B Y P L A C I N G T H E M O R E T I M E C O N S U M I N G R E Q U I R E M E N T F I R S T . 
S T E P 5 : C O N S T R U C T A B A S E - S U B - T E S T B Y I N C L U D I N G I N T H E S U B - T E S T 
T H E F I R S T C O N S E C U T I V E R E Q U I R E M E N T S F R O M S E Q U E N C E 3 U N T I L T H E 
I N C L U S I O N O F T H E N E X T R E Q U I R E M E N T I N T H E S E Q U E N C E W O U L D V I O L A T E 
T H E P E R S O N N E L C O N S T R A I N T . C A L L T H I S B A S E S U B - T E S T B T „ 
S T E P 6 : C O N S T R U C T T H R E E T E N T A T I V E S U B - T E S T S A S F O L L O W S : 
A . A D D T H E F I R S T C O N S E C U T I V E R E Q U I R E M E N T S F R O M S E Q U E N C E 4 
T O B T U N T I L T H E I N C L U S I O N O F T H E N E X T R E Q U I R E M E N T I N 
T H E S E Q U E N C E W O U L D V I O L A T E T H E P E R S O N N E L C O N S T R A I N T . 
N E X T A D D T H E F I R S T C O N S E C U T I V E R E Q U I R E M E N T S F R O M 
S E Q U E N C E 1 T O T H E C U R R E N T S U B - T E S T U N T I L T H E I N C L U S I O N 
O F T H E N E X T R E Q U I R E M E N T W O U L D V I O L A T E T H E P E R S O N N E L 
C O N S T R A I N T . F I N A L L Y , T O T H I S S U B - T E S T A D D T H E F I R S T 
C O N S E C U T I V E R E Q U I R E M E N T S F R O M S E Q U E N C E 2 U N T I L T H E 
I N C L U S I O N O F T H E N E X T R E Q U I R E M E N T W O U L D V I O L A T E T H E 
P E R S O N N E L C O N S T R A I N T . L A B E L T H I S S U B - T E S T B T ^ . 
B . C O N S T R U C T S U B - T E S T B T , , I N A M A N N E R S I M I L A R T O C O N ­
S T R U C T I N G B T - , . H O W E V E R , I N F O R M I N G B T - J R E Q U I R E M E N T S 
W E R E A D D E D T O B T F R O M S E Q U E N C E S 4 , 1 , A N D 2 I N T H A T 
O R D E R . I N F O R M I N G B T , , A D D R E Q U I R E M E N T S T O B T F R O M 
S E Q U E N C E S 1 , 4 , A N D 2 ' " I N T H A T O R D E R . 
C . C O N S T R U C T S U B - T E S T B T - B Y A D D I N G T H E F I R S T C O N S E C U T I V E 
R E Q U I R E M E N T S F R O M S E Q U E N C E 2 U N T I L T H E I N C L U S I O N O F 
T H E N E X T R E Q U I R E M E N T I N T H E S E Q U E N C E W O U L D V I O L A T E 
T H E P E R S O N N E L C O N S T R A I N T . 
S T E P 7 : F R O M S U B - T E S T S B T - J , B L , , A N D B T ^ S E L E C T T H E S U B - T E S T W I T H T H E 
G R E A T E S T V A L U E . N O T E T H A T T H E T I M E R E Q U I R E D F O R E A C H S U B - T E S T I S 
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the same as the time required for each of the other sub-tests 
since each sub-test is based upon BT. Consequently, this step 
involves selecting the sub-test with the minimum value of T/V. 
Step 8: Delete from sequences 1, 2, 3, and 4 those require­
ments included in the sub-test selected in Step 7. 
Step 9: If each of the requirements have been included in 
selected sub-tests, go to Step 10. Otherwise return to Step 5. 
Step 10. Apply procedure A to the sub-tests generated to form 
Test Sequence S(A). 
Step 11: Scan S(A) until the first sub-test is found in which 
the personnel constraints are not active. Call this sub-test k 
with test time required being T^ and personnel required being Pk. 
If no such sub-tests are located, then go to Step 14. 
Step 12: Continue to scan S(A) until the first requirement R. 
is found such that Tj < T k and Pj <_ N - P̂ . Place Rj into sub­
test k. If no such requirement is located, then return to Step 11. 
Scan immediately below sub-test k. 
Step 13: Return to Step 10. 
Step 14: Stop. The current sequence is the desired sequence 
which should be the basis of the testing schedule. 
There are several characteristics of Procedure C which make it 
intuitively appealing. First, in forming sub-test BT, the requirements 
needing the longest test times are grouped together. This step provides 
for concurrent testing of the longer requirements which tends to minimize 
overall test time. In alternately considering Sequences 4 and 1, an 
effort is made to include as much value as possible into the time which 
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is required to be used. Finally, Sequence 2 is always considered last 
in an effort to place as much value as possible into the sub-test where 
the personnel constraint is the primary consideration. 
This procedure is diagrammed as Procedure C in Appendix B. 
Summary 
The purpose of this chapter has been to introduce some consider­
ations of which the test planner must be cognizant. These considerations 
differ from the factors previously discussed in that they primarily 
reflect the constraints which bear on the design of a test schedule. 
Some procedures were proposed which may be useful in the design 
of a test schedule. The complete development and verification of these 
procedures, and the development of ones which could be used when 
multiple constraints are active, are beyond the scope of this research. 
However, it is proposed that the area of scheduling discussed in this 




CONCLUSIONS AND RECOMMENDATIONS 
General Comments 
Conclusions are drawn and recommendations made throughout the 
body of this thesis. However, the principal conclusions and recommen­
dations will be reiterated in the current Chapter. 
The primary objective of this research was to develop a method 
useful in scheduling the sub-tests of the suitability test of the proto­
type of a complex item. This objective has been met by the development 
of a model which maps the requirements against which the prototype must 
be evaluated from a random collection of requirements to an ordered set 
of requirements. The development of the model was done in a unique man­
ner by first developing a method for generating the parameters which 
should be included and then developing the functional operator. 
Of secondary importance in the research was the objective of 
developing a method or procedure for generating test schedules in a 
constrained environment. This problem is discussed and some procedures 
are recommended for consideration. 
Conclusions 
The major conclusions drawn from this research are: 
1. The unique sequential method used in developing the model 
is a desirable technique since both the parameters and the functional 
operator of the model are developed and verified. 
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2. The model developed is general in nature and primarily 
based upon this research, research by Fishburn, and research by Moore 
and Baker which make it applicable for the analysis of multivariate 
alternatives in other environments. 
3 . The model is user-acceptable in that untrained personnel 
who do not necessarily understand, or accept, the overall concept, are 
able to understand, accept, and apply each step in the method. 
4. Neither the linear nor the simple multiplicative models 
are found to be good predictive models. 
5 The linear model evaluated is found to be a better norma­
tive model than is the simple multiplicative model. 
6 . The methods used for model verification are general in nature 
and are applicable for discriminating between multivariate alternatives. 
7. The technique of obtaining group rankings using a modified 
Delphi Technique followed by group discussion is found to be more desir­
able than the technique of Kendall's method of correlating the rankings 
of the members of the group. 
8. The technique of Successive Ratings is found to be user-
acceptable and to provide acceptable ratings of subjectively described 
alternatives. 
Recommendations 
It is recommended that this research be the basis for further 
study in the following areas: 
1. The methods and models developed should be applied to other 
suitability tests to further verify and refine them in the specific 
environment in which they were developed. The model should be refined 
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to make it dynamic and interactive. 
2. The methods and models developed should be applied to similar 
type problems in other environments to verify their general applicability. 
3. A procedure should be developed which would provide guidance 
for the applicability of the model and methods to a particular suitability 
test. It is not recommended that the model and methods be arbitrarily 
applied to all tests since the benefits derived may not justify the "cost" 
of their application to the testing of relatively unsophisticated or 
inexpensive items. 
4. Research should be done in the suitability testing environ­
ment on the development of a predictive model which could be compared 
to the normative model and methods developed in this research. 
5. The scheduling procedures discussed in Chapter V should be 
refined and applied. 
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APPENDIX A 
1. PURPOSE: The purpose of this paper is to outline the methods to be 
used in conducting risk analysis of a suitability test. 
2. DEFINITIONS: For purposes of this paper the following definitions 
apply: 
a. Probability of Failure: The estimated probability that the 
item under test will fail to meet a prescribed requirement. 
b. Confidence Level: The estimated accuracy of the prediction of 
probability of failure. The confidence level of a prediction will effect 
the amount of weight which will be given to the probability of failure. 
A prediction given with a high confidence level will be given more con­
sideration than will.be given a prediction with a low confidence level. 
The confidence level is also a reflection of the amount of information 
known about the item under test and about the requirement in question. 
A low confidence level implies that little is known about the item and/or 
the requirement while a high confidence level implies prior knowledge. 
For this reason, the confidence level may be a factor for consideration 
when conducting a risk analysis and when developing a test plan. 
C. Impact: The importance of the prescribed requirement to the 
determination of suitability of the item under test. 
Four categories are given: 
Critical - Failure to meet the requirement is sufficient for 
declaring the item under test to be unsuitable. 
Important - Failure to meet the requirement is not in itself 
sufficient for declaring the item to be unsuitable but the requirement 
will be given major consideration in making the final determination of 
suitability. 
Desired - The requirement will be given some consideration in 
making the final determination of suitability. 
Minor - The requirement will be given little or no consideration 
in making the final determination of suitability. 
d. Destructiveness: The potential destructiveness of the test 
required to test the item against the requirement. Consideration is 
also given to requirements which relate to sensitive or delicate com­
ponents of the item under test. 
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Four categoreis are given: 
Destructive - Testing against the requirement is potentially 
destructive to the test item. 
Damaging - Testing against the requirement is potentially dam­
aging to the test item or to components not under test. 
Sensitive - The requirement relates to a component which is 
delicate and which could be easily damaged during the course of unrelated 
tests. 
Stable - The requirement does not require potentially destructive 
or damaging testing and does not relate to a delicate component. 
e. Consequence: The effect that the item's failure to meet the 
requirement would have on the test schedule. See page A-3 of TECOM Reg 
70-34. 
3. GENERAL: 
a. The TECOM objective is to obtain the maximum amount of information 
for making the determination of suitability in the minimum span of time. 
Additional objectives are specified for a particular suitability test. 
Therefore, when conducting a risk analysis it is essential to give full 
consideration to all applicable test objectives and to the general TECOM 
objective. 
b. The purpose of risk analysis is to assist the test planner in 
developing a test schedule which best meets the applicable test objectives. 
4. PROCEDURE: 
a. The first step in risk analysis is to identify the characteristics 
of requirements which should be given consideration in scheduling a suit­
ability test. In carrying out this step it is important to consider each 
characteristic independently of specific requirements and of other charac­
teristics. The categories of each characteristic and their influence on 
scheduling are identified. (Questionnaire No. 1) 
b. The second step is to determine the relative importance of each 
category of each characteristic. Again, each characteristic should be 
considered independently. For each characteristic, the category which 
should be tested first will be given a score of 10 and the category which 
should be tested last will be given a score of 1. Other categories will 
be scaled appropriately. For example, assume a characteristic is given 
four categories, E, F, G, and H. Also assume that in step one above, it 
was determined that the order of testing should be G, E, F, and finally H. 
If the relative importance of the categories were constant they would be 
scaled as follows: 
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H F E G 
4 1 1 J ! 1 1 —| 1 ^ 
1 5 10 
IF IT WERE VERY IMPORTANT THAT CATEGORY G BE TESTED FIRST BUT THAT THERE 
WAS LITTLE DIFFERENCE IN THE OTHER CATEGORIES, THE SCALING WOULD BE AS 
FOLLOWS: 
H F E G 
H 1 1 1 1 1 —I 1 1 +-
1 5 10 
SEE QUESTIONNAIRE NO. 2. 
C. THE THIRD STEP IS TO DETERMINE THE RELATIVE IMPORTANCE OF EACH 
CHARACTERISTIC INDENTIFIED IN STEOP ONE. THE TECHNIQUE TO BE USED CON­
SISTS OF FOUR OR MORE STEPS. 
1. LIST THE CHARACTERISTICS IN DECREASING ORDER OF IMPORTANCE. 
2. GIVE THE MOST IMPORTANT CHARACTERISTIC A SCORE OF 100. 
3 . SCORE EACH OF THE OTHER CHARACTERISTICS RELATIVE TO THE MOST 
IMPORTANT CHARACTERISTIC. 
4. REPEAT THE SCORE GIVEN TO THE LEAST IMPORTANT CHARACTERISTIC 
AS DETERMINED IN STEP 3 . THEN SCORE EACH CHARACTERISTIC RELATIVE TO THE 
LEAST IMPORTANT CHARACTERISTIC. 
5. IF THE SCORES IN STEP 3 ARE NOT CONSISTENT WITH THE SCORES IN 
STEP 4 , CONTINUE THESE STEPS UNTIL TWO SETS OF CONSISTENT SCORES ARE DETER­
MINED. CONSISTENCY AFTER ONE ITERATION OF STEPS 3 AND 4 WOULD BE VERY 
UNUSUAL BUT CONSISTENCY AFTER THREE TO FIVE ITERATIONS SHOULD BE EXPECTED. 
SEE QUESTIONNAIRE NO. 3 
D. THE FOURTH STEP IS TO CATEGORIZE EACH REQUIREMENT FOR THE TEST IN 
QUESTION. 
SEE QUESTIONNAIRE NO. 4 . 
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quest ionnai re : no. i 
1. The purpose of t h i s q u e s t i o n n a i r e i s to i den t i fy the requirement 
c h a r a c t e r i s t i c s which should be considered in conducting t h i s s u i t a b i l i t y 
t e s t . 
2 . Five c h a r a c t e r i s t i c s have t e n t a t i v e l y been i d e n t i f i e d . Ind ica te the 
cons ide ra t i on t h a t should be given to each of these c h a r a c t e r i s t i c s in 
developing the t e s t p lan . Iden t i fy o ther c h a r a c t e r i s t i c s which you feel 
t o be impor tan t . 
3 . Considering each of the following c h a r a c t e r i s t i c s independent ly , 
i n d i c a t e the des i r ed order of t e s t i n g by c i r c l i n g the app rop r i a t e number 
for each ca tegory : 
a. P r o b a b i l i t y of F a i l u r e : 
Requirements wi th : Should be t e s t e d : 
A. High P r o b a b i l i t y of Fa i lu re 1s t 2d 3d 
B. Medium P r o b a b i l i t y of Fa i lu re 1st 2d 3d 
C. Low P r o b a b i l i t y of Fa i lu re 1st 2d 3d 
Confidence Level: 
Requirements wi th : Should be t e s t e d : 
D. High Confidence Level 1s t 2d 3d 
E. Medium Confidence Level 1s t 2d 3d 
F. Low Confidence Level 1s t 2d 3d 
Impact: 
Requirements which a r e : Should be t e s t e d : 
G. C r i t i c a l 1s t 2d 3d 4th 
H. Important 1s t 2d 3d 4th 
I . Desired 1st 2d 3d 4th 
J . Minor 1s t 2d 3d 4th 
Des t ruc t iveness : 
Requirements which a r e : Should be conducted: 
K. Des t ruc t ive 1s t 2d 3d 4th 
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L. Damaging 1st 2d 3d 4th 
M. Sensitive 1st 2d 3d 4th 
N. Stable 1st 2d 3d 4th 
e. Consequence: 
Requirements which could: 
0. Stop Testing* 
P. Suspend Testing 
Q. Delay Testing 
R. Degrade Testing 
S. Require Overtime 
T. Cause Rescheduling 
U. Require Repeat 
V. N/A, waiver 
W. N/A, nonessential 
Should be conducted: 
1st 2d 3d 4th 5th 6th 7th 8th 9th 
1st 2d 3d 4th 5th 6th 7th 8th 9th 
1st 2d 3d 4th 5th 6th 7th 8th 9th 
1st 2d 3d 4th 5th 6th 7th 8th 9th 
1st 2d 3d 4th 5th 6th 7th 8th 9th 
1st 2d 3d 4th 5th 6th 7th 8th 9th 
1st 2d 3d 4th 5th 6th 7th 8th 9th 
1st 2d 3d 4th 5th 6th 7th 8th 9th 
1st 2d 3d 4th 5th 6th 7th 8th 9th 
*This consequence is not listed in 70-34. Stop testing means that the test 
will be stopped for an undeterminable length of time or terminated. 
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QUESTIONNAIRE NO. 2 
1 2 3 4 - 5 6 7 8 9 10 
3. Confidence Level: Three categories of confidence level are given which 
are similar to the Categories of probability of failure. Scale the relative 
importance of the categories (D, E, and F): 
3 2 3 4 5 6 7. 8 9 10 
4. Impact: Four categories of impact are given (G, H, I, and J). Scale 
the relative importance of these categories: 
1 2 3 4 5 6 7 8 9 10 
5. Destructiveness: Four categories of destructiveness are given (K, L, 
M, and N). Scale the relative importance of these categories: 
1 2 3 4 5 6 7 8 9 10 
6. Consequence: Nine categories of consequence are given ( 0 , P, Q, R, S, 
T, U, V, and W). Scale the relative importance of these categories: 
1 2 3 4 5 6 7 8 . 9 10 
1. The purpose of this questionnaire is to determine the relative impor­
tance of each category of each characteristic. For the sake of uniformity 
each characteristic will be given a spread of 10. 
2. Probability of Failure: Three categories of Probability of failure 
are given, Categories A (.7 to 1.00), B (.4 to .6) and C (0 to .3). 
Scale the relative importance of these categories by placing the letter 
codes on the appropriate place of the scale: 
n o 









1. The purpose of this questionnaire is to determine the relative impor­
tance of the characteristics identified in Questionnaire No. 1. 
2. This questionnaire should be completed as follows: 
a. Under "CHARACTERISTIC" list the characteristics in decreasing 
order of importance. 
b. Under the first empty column give the most important charact­
eristic a score of 100. Score each of the other characteristics relative 
to the most important characteristic. 
c. There should now be a score assigned to each characteristic. 
The score assigned to each characteristic should be greater than or equal 
to the score assigned to each of the characteristics listed below it. If 
so, continue; if not, repeat steps a. and b. 
d. Under the next column assign to the least important characteristic 
the score which was assigned to it in step b. Score each of the other 
characteristics relative to the least important characteristic. If the 
scores in this and in the immediately preceding columns are identical, 
stop. Otherwise, continue steps b. and d. until two adjacent columns of 
identical scores are obtained. 
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QUESTIONNAIRE NO. 4 






































1. The purpose of this questionnaire is to categorize each Operational 
Requirement of the test in question. 
2. For each OR considered independently: 
a. Under P(f) put your estimate of the probability of failure 
(.0 to 1.0). 
b. Under CL put your confidence level in your prediction (.0 to 1.0). 
c. Under impact place a mark under the appropriate category for 
each OR. 
d. Repeat step c for destructiveness and for consequence. 
APPENDIX B 
Procedure A 
Compute T./V- for all i 
Construct Sequence S(A) 
S(A) = (s rs 2,...,s r..,s n : T1/V] < T 2/Y 2 < ... T./Vj < ... < y v j 




Form Set 1 
Apply Procedure A to Set 1 
Form Matrices R and R' 
k = 1 
For all i and j for which r̂,-
which s- precedes s-, set r\ . 
1 and for 
2 
Is there an i and j for 
which rnlj = 1 No-
yes 
No Is there an i for which r!̂  = 1 
Set k equal 
to index of 
next sub-test 
in the current 
sequence 
Yes 
Form Set T. of all 
sub-tests 1 such 
that r.̂  = 1 
Apply Procedure A 
to set T. to form 
ordered set T£ 
For all i and 








set = 1 
Place V 
immediately 
prior to s^ 
Set k = to index of first 
sub-test in the current sequence 
Label current 
sequence S(A)1 
Apply Procedure A to 




Label this sequence 
S(B) 





Start Form Sequence 1 where T-,/V-| <_ T2/V2 
{ 
Form Sequence 2 where P̂  <_ P2 Sequence 3 where T-| > T2 Sequence 4 wher  V-j > V2 
-»( Form BT from Sequence 3 Ad require-i ments from 4 
Ad require- 1 ments from 1 | 
Ad require­ments from 2 
Form sub-test 
| Ad requirements from 1 Ad requir-ments from 4 
Ad requirements from 2 
Ad require­ments from 2 
i Form sub-test BT, Form Sub-test BT 3 
From BTp BT2, and BT̂ select the one with max V Delete from sequences 1, 2, 3, and 4 those requirements in the sub-test selected above 
No —[Are all requirements placed into selected sub-tests? 
Yes | Apply Procedure A K-Is there a sub-test for which personnel constraints are not active? 
-L , No *J Label the first such sub-test k 
No 
Is there a requirement, R., in a sub-test below sub­test k such that Tj < Tk Jand Pj < N - Pk? 
Is there another sub­test for which Personnel constraints are not active Yes Place i. into sub-test k 
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