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Abstract. We characterize Maass cusp forms for any cofinite Hecke triangle group as
1-eigenfunctions of appropriate regularity of a transfer operator family. This transfer
operator family is associated to a certain symbolic dynamics for the geodesic flow on
the orbifold arising as the orbit space of the action of the Hecke triangle group on the
hyperbolic plane. Moreover, we show that the Selberg zeta function is the Fredholm
determinant of the transfer operator family associated to an acceleration of this symbolic
dynamics.
1. Introduction and statement of results
Let 0 be a cofinite Hecke triangle group and consider its action on a two-dimensional real
hyperbolic space H by Moebius transformations. It is well known [Fis87, Hej83, Sel56]
that the zeros with Re s = 12 of the Selberg zeta function
Z(s)=
∏
γ̂
∞∏
k=0
(1− e−(s+k)l(γ̂ ))
correspond to the eigenvalues of the Maass cusp forms for 0. Here the outer product is
over all closed geodesics γ̂ on the orbifold 0\H and l(γ̂ ) denotes the length of γ̂ . In the
case of the modular group PSL(2, Z), an even closer relation is known. Series [Ser85]
provided a symbolic dynamics for the geodesic flow on PSL(2, Z)\H which relates this
flow to the Gauss map
K :

[0, 1]\Q→ [0, 1]\Q
x 7→
{
1
x
}
= 1
x
−
⌊
1
x
⌋
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in a way that closed geodesics on PSL(2, Z)\H correspond to finite orbits of K .
Mayer [May76, May90, May91] investigated the transfer operator with parameter s ∈ C
associated to K . This is the evolution operator of densities on the unit interval [0, 1] which
are absolutely continuous with respect to Lebesgue-s-density under the Gauss map K ,
hence
(LK ,s f )(x)=
∫
[0,1]
δ(x − K (y)) f (y)|dy|s =
∑
n∈N
(x + n)−2s f
(
1
x + n
)
.
Here δ denotes the Kronecker delta function. Mayer showed the existence of a Banach
space B such that for Re s > 12 , the transfer operator LK ,s acts on B and as such is nuclear
of order zero. Moreover, he proved that the transfer operator family has a meromorphic
extension L˜K ,s to the whole s-plane with values in nuclear operators of order zero on B.
Its possible poles are located at s = (1− k)/2, k ∈ N0. Finally, he showed that the Selberg
zeta function is represented by the product of the Fredholm determinants of ±L˜K ,s :
Z(s)= det(1− L˜K ,s) · det(1+ L˜K ,s).
In turn, the zeros of Z are determined by the±1-eigenfunctions of L˜K ,s in B. Efrat [Efrat]
proved that the values for s such that there exist ±1-eigenfunctions of L˜K ,s correspond to
the eigenvalues of even and odd Maass cusp forms. Extending this result to the level
of the eigenfunctions, Chang and Mayer [CM99] as well as Lewis and Zagier [LZ01]
showed that even and odd Maass cusp forms for PSL(2, Z) are in linear isomorphism to the
±1-eigenspaces of Mayer’s transfer operator (then automatically Re s = 12 ). Their proof
does not make use of the Selberg trace formula. It proceeds in two steps. In a first step
they showed that Maass cusp forms are isomorphic to the period functions of PSL(2, Z)
(solutions of a certain three-term functional equation of appropriate regularity; see [Bru97]
for an alternative proof, and [Lew97] for even Maass cusp forms). In a second step they
proved that period functions and the ±1-eigenfunctions of L˜K ,s are in linear bijection.
Each eigendensity f of LK ,s determines a K -invariant measure by f |dλ|s (here λ
denotes Lebesgue measure). In turn, certain K -invariant measures on [0, 1] determine
the zeros of Z and these K -invariant measures with Re s = 12 are in bijection to the Maass
cusp forms for the modular group. More precisely, in this last step one has to take limits
in s of K -invariant measures or densities.
In this article we set out to establish these relations between Maass cusp forms,
invariant measures and the Selberg zeta functions for the case that 0 is any cofinite Hecke
triangle group. With the exception of three groups (namely the Hecke triangle groups
for q ∈ {3, 4, 6}, cf. §2), these Hecke triangle groups are non-arithmetic. However, they
enjoy a certain symmetry which implies that the Weyl law holds for its odd Maass cusp
forms [Hej92]. Thus, odd Maass cusp forms are known to exist. On the other hand, for the
non-arithmetic Hecke triangle groups, the Phillips–Sarnak conjecture [DIPS85, PS85a,
PS85b] states that no even Maass cusp forms exist [Hej92].
This work is divided into two parts. In the first part, §3, we characterize Maass
cusp forms for any Hecke triangle group 0 as solutions of a certain finite-term
functional equation. This functional equation arises as the characterizing equation for the
1-eigenfunctions of a (finite-term) transfer operator family LF,s associated to a specific
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symbolic dynamics for the geodesic flow on 0\H. As before, we can think of these
solutions of the functional equation as period functions for 0 or, alternatively, as densities
of F-invariant measures. When specified to the modular group, the arising functional
equation is exactly the one used by Lewis and Zagier. Thus, we provide here a dynamical
interpretation of their functional equation.
This kind of approach is very sensitive to the symbolic dynamics used. The symbolic
dynamics we employ here was developed by the second named author in [Poh10] for this
specific purpose. It enjoys some special features: the discretization of the geodesic flow
it arises from is semi-conjugate to a discrete dynamical system F on R+. The map F
decomposes into finitely many diffeomorphisms, each of which is given by a Moebius
transformation induced by an element of 0. This implies that the transfer operator family
LF,s (and hence the functional equation for the period functions) has only finitely many
terms. Further, and most crucial, if g1, . . . , gn are the elements in 0 used to define F ,
then the integral transform in [LZ01] applied to these elements gives a solution of the
functional equation. More precisely, let u be a Maass cusp form for 0. Then we assign
to u and t ∈ R+ a certain closed 1-form ω(u, t) (integration against a Poisson kernel in
Green’s form; see §3.1 for details). We define (integration along the imaginary axis)
ψ(t) :=
∫ ∞
0
ω(u, t).
The special form of the elements g1, . . . , gn allows changing the path of integration as
follows:
ψ(t)=
∫ ∞
0
ω(u, t)=
n∑
j=1
∫ g j .∞
g j .0
ω(u, t).
Transformation properties of these integrals show immediately that ψ satisfies the
functional equation. Finally, the discrete dynamical system (R+, F) has a certain
involutive symmetry. Taking advantage of this symmetry, we can decompose any period
function into an invariant one and an anti-invariant one. The invariant period functions
are seen to be in bijection with even Maass cusp forms, the anti-invariant ones with odd
Maass cusp forms. Now the Phillips–Sarnak conjecture translates to the non-existence of
non-zero invariant period functions if 0 is non-arithmetic.
In the second part, §4, we represent the Selberg zeta function as the Fredholm
determinant of a transfer operator family. The transfer operator LF,s is not nuclear because
two of the elements g1, . . . , gn are parabolic. All the other elements are hyperbolic.
To overcome this problem, we accelerate the symbolic dynamics and hence the discrete
dynamical system (R+, F) on these parabolic elements. Dynamically, this is reflected in an
acceleration of the discretization, which itself is a discretization. For a technical reason, we
conjugate this acceleration to a discrete dynamical system (D, H) on a bounded domain D.
The transfer operator family LH,s is seen to be nuclear of order zero if Re s > 12 .
Now another crucial feature of the discretization (R+, F) comes into the picture: its
coding sequences are unique and all closed geodesics are captured. In other words, closed
H -orbits are in bijection with closed geodesics. The result is that the Selberg zeta function
equals the Fredholm determinant of the transfer operator family LH,s :
Z(s)= det(1− LH,s).
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The transfer operator family has a meromorphic extension L˜H,s to the whole s-plane
with values in nuclear operators of order zero and possible poles at s = (1− k)/2, k ∈ N0.
In turn, the Fredholm determinant of L˜H,s provides a meromorphic extension of the
Selberg zeta function to C with possible poles at s = (1− k)/2, k ∈ N0, and the order of
any pole is at most four. Conjecturally, for Re s = 12 , the 1-eigenfunctions of the transfer
operators LF,s and L˜H,s are in bijection.
The discrete dynamical system (D, H) inherits the symmetry of the system (R+, F)
which is responsible for the splitting of the period functions into odd and even ones. Taking
advantage of this symmetry, the transfer operator familyLH,s decomposes into an even and
an odd one, denoted L+H,s and L−H,s , respectively. Consequently, the Selberg zeta function
factors as
Z(s)= det(1− L+H,s) det(1− L−H,s).
The symmetry and this factorization extend to the meromorphic extension L˜H,s .
Conjecturally, generalizing the established case for PSL(2, Z), for Re s = 12 , the
1-eigenfunctions of L˜+H,s should be in bijection with even Maass cusp forms, and the
1-eigenfunctions of L˜−H,s should correspond to odd Maass cusp forms. Proving this
conjecture is the last step for the complete transfer operator method for Hecke triangle
groups. We discuss this in more detail in §4.6. In the case of the modular group PSL(2, Z),
the transfer operators L+H,s and −L−H,s are Mayer’s transfer operator (after the conjugation
we used).
There are two other approaches to represent the Selberg zeta function for Hecke
triangle groups as a Fredholm determinant of a transfer operator family. The first one
was provided by Fried [Fri96]. He developed symbolic dynamics for the billiard flow on
0\SH where 0 is a triangle group (hence, a subgroup of PGL(2, R)). Then he induced
it to finite index subgroups via permutation representations, which includes a symbolic
dynamics for the geodesic flow for Hecke triangle groups. The other one was provided
by Mayer and Strömberg [MS08] and by Mayer et al [MMS10]. For the modular group
PSL(2, Z), Bruggeman and Mühlenbruch [BM09] showed that the 1-eigenfunctions of
the transfer operator family of this approach are in linear isomorphism to the Maass cusp
forms. In [MS08, MMS10], the authors took the generating function for Rosen continued
fractions as a discrete dynamical system and developed a (rather involved) discretization
of the geodesic flow on 0\H. This discretization allowed them to link the Fredholm
determinant of the arising transfer operator family to the Selberg zeta function. However,
the coding sequences are not unique, whence the Fredholm determinant is not exactly the
Selberg zeta function. Indeed, one has a representation of the form
Z(s)= h(s) det(1− Ls),
where h is a function that compensates for multiple coding. Moreover, results of this
kind were shown by Pollicott [Pol91] for cocompact Fuchsian groups using the Series
symbolic dynamics, and by Morita [Mor97] for a wide class of cofinite Fuchsian groups
(however, not containing Hecke triangle groups) using a modified Bowen–Series symbolic
dynamics. Also, multiple codings exist here, and hence the Selberg zeta function is not
exactly the Fredholm determinant of the associated transfer operators. Finally, using
representations Chang and Mayer [CM01a, CM01b] extended the case of the modular
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group to its finite index subgroups and hence represented for these groups the Selberg zeta
function exactly as the Fredholm determinant of the transfer operator family induced by
the representation. For these finite index subgroups, Deitmar and Hilgert [DH07] provided
period functions for the Maass cusp forms of these groups also using representations. For
the groups 00(N ), the combination of [HMM05] and [FMM07] shows a close relation
between eigenfunctions of certain transfer operators and Maass cusp forms.
2. Preliminaries
2.1. Hecke triangle groups. Let q ∈ N, q ≥ 3. We consider the Hecke triangle group
Gq with the presentation
〈T, S | S2 = id= (T S)q〉
or, equivalently,
〈U, S | S2 = id=U q〉.
Let λ := 2 cos piq . Then Gq is identified with the subgroup of PSL(2, R) generated by
T :=
(
1 λ
0 1
)
and S :=
(
0 −1
1 0
)
or, alternatively, by
U := T S =
(
λ −1
1 0
)
and S.
The group PSL(2, R) is isomorphic to the group of orientation-preserving isometries of a
two-dimensional real hyperbolic space. As a model for this space, we use the upper half
plane
H := {z ∈ C | Im z > 0}
endowed with the well-known hyperbolic metric. The action of PSL(2, R) on H is given
by fractional linear transformations, that is, g = (a bc d) ∈ PSL(2, R) acts on z ∈H by
g.z = az + b
cz + d .
2.2. Maass cusp forms. A Maass cusp form for the Hecke triangle group Gq is a twice
continuously differentiable function u :H→ C which satisfies the following properties:
it is an eigenfunction of the hyperbolic Laplace–Beltrami operator
1=−y2
(
∂2
∂x2
+ ∂
2
∂y2
)
which is constant on each Gq -orbit, i.e. for all g ∈ Gq and all z ∈H, we have
u(g.z)= u(z).
Moreover, u has at most polynomial growth at infinity. Finally, for all y > 0 we should
have ∫ λ
0
u(x + iy) dx = 0.
The eigenvalue of a Maass cusp form is positive and factorizes as s(1− s) with
0< Re s < 1.
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2.3. Cohomological characterization of Maass cusp forms. Recently, Bruggeman et al
[BLZ] provided a characterization of the spaces of Maass cusp forms for arbitrary discrete
cofinite subgroups of PSL(2, R) as various first parabolic cohomology spaces. From their
work, we will use that the space of Maass cusp forms for Gq with eigenvalue s(1− s) is
isomorphic (as a vector space) to the first parabolic cohomology space with values in the
smooth and semi-analytic vectors of the principal series representation associated to the
spectral parameter s. They showed that this isomorphism is explicitly given by a certain
integral transform. In this section, we expound the parts of this isomorphism which are
important for the work at hand.
We use the line model for the principal series representation. For the spectral parameter
s ∈ C, the space Vω∗,∞s of smooth and semi-analytic vectors in the line model of the
principal series representation associated to s consists of complex-valued functions ϕ on R
which are both:
• smooth with an asymptotic expansion of the form
ϕ(t)∼ |t |−2s
∞∑
n=0
cn t
−n as |t | →∞ (1)
for some complex-valued sequence (cn)n∈N0 (which depends on ϕ);
• real analytic on R\E for a finite subset E which depends on ϕ.
To define the action of Gq on Vω
∗,∞
s , we set
js(g, t) := ((ct + d)−2)s (= |ct + d|−2s)
for s ∈ C, g = (a bc d) ∈ PSL(2, R) and t ∈ R. Moreover, for a function f : V → R on some
subset V of R and g ∈ PSL(2, R), we define
τs(g
−1) f (t) := js(g, t) f (g.t) (2)
whenever this makes sense. Then the requirement (1) is equivalent to impose that the map
τs(S)ϕ, that is
t 7→ (t−2)sϕ
(
−1
t
)
,
extends smoothly to R. The action of Gq on Vω
∗,∞
s is given by τs (with V = R); hence,
(τs(g
−1)ϕ)(t) := ((ct + d)−2)sϕ
(
at + b
ct + d
)
for g = (a bc d) ∈ Gq , ϕ ∈ Vω∗,∞s and t ∈ R. In the case that c 6= 0 and t =−d/c, this
definition is to be understood as a limit.
In the following, we will recall the definition of the first parabolic cohomology space
H1par(Gq; Vω
∗,∞
s ) from [BLZ]. Parabolic cohomology spaces are certain subspaces of
group cohomology. For group cohomology, we use the standard model. A 1-cocycle in
group cohomology of Gq is then represented uniquely by a map α : G2q → Vω
∗,∞
s which
satisfies
τs(g
−1)α(g1, g2)= α(g1g, g2g) and α(g0, g1)+ α(g1, g2)= α(g0, g2)
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for all g, g0, g1, g2 ∈ Gq . A 1-coboundary in group cohomology is a 1-cocycle α in group
cohomology for which there exists a map f : Gq → Vω∗,∞s such that
τs(g
−1) f (g1)= f (g1g) and α(g0, g1)= f (g0)− f (g1)
for all g, g0, g1 ∈ Gq . A parabolic 1-cocycle is a 1-cocycle α in group cohomology, which,
in addition, satisfies that for each parabolic element p ∈ Gq there is a mapψ ∈ Vω∗,∞s such
that
α(p, 1)= τs(p−1)ψ − ψ.
Here 1 denotes the unit element of Gq . This property allows us to normalize representatives
of parabolic cocycle classes to vanish on specific elements. Parabolic 1-coboundaries
coincide with the 1-coboundaries from group cohomology.
It is convenient to use the notation of restricted cocycles. Because of Gq -equivariance,
each 1-cocycle is determined by its values on Gq × {1}. Hence, we may identify the
1-cocycle α : G2q → Vω
∗,∞
s with the map c : Gq → Vω∗,∞s given by
cg := c(g) := α(g, 1)
for all g ∈ Gq . Then the space of 1-cocycles of group cohomology of Gq becomes
Z1(Gq; Vω∗,∞s )= {c : Gq → Vω
∗,∞
s | ∀g, h ∈ Gq : cgh = τs(h−1)cg + ch},
and that of parabolic 1-cocycles is
Z1par(Gq; Vω
∗,∞
s ) = {c ∈ Z1(Gq; Vω
∗,∞
s ) | ∀p ∈ Gq parabolic
∃ψ ∈ Vω∗,∞s : cp = τs(p−1)ψ − ψ}.
The spaces of 1-coboundaries of group cohomology and of parabolic 1-coboundaries
coincide. They are
B1par(Gq; Vω
∗,∞
s )= B1(Gq; Vω
∗,∞
s )= {g 7→ τs(g−1)ψ − ψ | ψ ∈ Vω
∗,∞
s }.
Finally, the parabolic 1-cohomology space is the quotient space
H1par(Gq; Vω
∗,∞
s )= Z1par(Gq; Vω
∗,∞
s )/B
1
par(Gq; Vω
∗,∞
s ).
THEOREM 2.1. [BLZ] The space of Maass cusp forms for Gq with eigenvalue s(1− s) is
in linear isomorphism with H1par(Gq; Vω
∗,∞
s ).
The isomorphism from Theorem 2.1 is given by an integral transform, which we now
recall. We define the function R : R×H→ R by
R(t, z) := Im
(
1
t − z
)
.
For two eigenfunctions u, v of the Laplace–Beltrami operator1, the Green’s form shall be
denoted by
[u, v] := ∂u
∂z
· vdz + u · ∂v
∂z
dz.
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We choose any z0 ∈H. Then the parabolic 1-cocycle class in H1par(Gq; Vω
∗,∞
s ) associated
to the Maass cusp form u with eigenvalue s(1− s) is represented by the cocycle c with
cg(t) :=
∫ z0
g−1.z0
[u, R(t, ·)s]. (3)
If p ∈ Gq is parabolic and x ∈ R ∪ {∞} is fixed by p, then
ψ(t) :=
∫ x
z0
[u, R(t, ·)s] (4)
is in Vω∗,∞s and cp = τs(p−1)ψ − ψ . Here the integration is along a path in H from z0
to x , where only the end points are allowed to be in R ∪ {∞}. Changing the choice of z0
changes c by a parabolic 1-coboundary.
To end this section, we show that we may take z0 =∞ in (3) to define a representative
of the 1-cocycle class [c]. So, let z0 be any element in H and define a representative
c : Gq → Vω∗,∞s of [c] via (3). The parabolic element T ∈ Gq fixes x :=∞. Hence,
cT = τs(T−1)ψ − ψ
with ψ as in (4). Since d : g 7→ τs(g−1)ψ − ψ is a parabolic 1-coboundary, the parabolic
1-cocycle c˜ := c − d represents the 1-cocycle class [c]. As in [LZ01, Ch. II.2], it follows
that
τs(g
−1)
∫ b
a
[u, R(t, ·)s] =
∫ g−1.b
g−1.a
[u, R(t, ·)s]
for a, b ∈H ∪ R ∪ {∞} and g ∈ Gq . Thus,
c˜g(t) =
∫ z0
g−1.z0
[u, R(t, ·)s] −
∫ g−1.∞
g−1.z0
[u, R(t, ·)s] −
∫ ∞
z0
[u, R(t, ·)s]
=
∫ ∞
g−1.∞
[u, R(t, ·)s].
We remark that the integration is performed along a path from g−1.∞ to∞ in H.
3. Maass cusp forms and period functions
The aim of this section is to show the bijection between solutions of a finite-term functional
equation and parabolic cohomology classes, stated as Theorem 3.3 below. Together with
the result of [BLZ], this establishes the bijection between certain solutions of the functional
equation and Maass cusp forms. The main tool is the symbolic dynamics of the geodesic
flow constructed in [Poh10], which was designed so that 1-eigenfunctions of the associated
transfer operator satisfy the functional equation. In §3.3, we show that the splitting of
the solutions of the functional equation into an odd and an even part is an immediate
consequence of a symmetry of the symbolic dynamics and hence of the functional equation.
3.1. Slow discrete dynamical system. The second named author constructed in [Poh10]
a discretization (symbolic dynamics) for the geodesic flow on the orbifold Gq\H which
is semi-conjugate to a discrete dynamical system on (0,∞)\Gq .∞. In this section,
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we introduce this discrete dynamical system and the transfer operator family associated to
it. Using the integral transform (3) with z0 =∞, the geometry of the symbolic dynamics
and of the discrete dynamical system yields immediately that Maass cusp forms give rise
to 1-eigenfunctions of the transfer operator.
We set Dst := (0,∞)\Gq .∞. Recall the elements U and S of Gq from §2. For k ∈ N,
we define
gk := (U k S)−1 = 1
sin
pi
q

sin
(
k
q
pi
)
−sin
(
k + 1
q
pi
)
−sin
(
k − 1
q
pi
)
sin
(
k
q
pi
)
 .
For k = 1, . . . , q − 1, we set
Dst,k := (g−1k .0, g−1k .∞) ∩ Dst.
Then the discrete dynamical system developed in [Poh10] is
F : Dst→ Dst, F |Dst,k := gk for k = 1, . . . , q − 1. (5)
We shall refer to the system (Dst, F) as the slow discrete dynamical system. Let
Fct(Dst; C) denote the set of complex-valued functions on Dst. The transfer operator
with parameter s ∈ C associated to F is the map
LF,s : Fct(Dst; C)→ Fct(Dst; C)
given by
LF,s =
q−1∑
k=1
τs(gk).
In the following, we will use LF,s as an operator on Fct(R+; C), which is obviously well
defined. Suppose that u is a Maass cusp form for Gq with eigenvalue s(1− s). In the
integral formula (3), let z0 :=∞ and set (for t ∈ R+)
ϕ := cS : t 7→
∫ ∞
0
[u, R(t, ·)s].
Because gk .0= gk+1.∞ for k = 1, . . . , q − 2 and g1.∞=∞, gq−1.0= 0, it follows that
ϕ(t)=
∫ ∞
0
[u, R(t, ·)s] =
q−1∑
k=1
∫ gk .∞
gk .0
[u, R(t, ·)s] =
q−1∑
k=1
τs(gk)ϕ(t). (6)
Hence, ϕ is a 1-eigenfunction of the transfer operator LF,s .
3.2. Period functions and parabolic cohomology. We have just seen that any Maass
cusp form with eigenvalue s(1− s) gives rise to a 1-eigenfunction of the transfer operator
LF,s . In this section, we will determine which 1-eigenfunctions arise in this way. For
s ∈ C, we let FEs(R+)decω be the space of functions ψ ∈ Cω(R+; C) such that ψ satisfies
the functional equation
ψ =
q−1∑
k=1
τs(gk)ψ (7)
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and has asymptotic expansions of the form
ψ(t)∼
∞∑
m=0
C∗m tm as t ↘ 0, (8)
ψ(t)∼ t−2s
∞∑
m=0
D∗m t−m as t ↗∞ (9)
with
C∗m = (−1)m+1 D∗m for all m ∈ N0. (10)
We call these functions period functions for Gq .
Remark 3.1. The asymptotic expansions (8)–(10) are equivalent to the requirement
that
ψ(t)∼
∞∑
m=0
C∗m tm as t ↘ 0,
−τs(S)ψ(t)∼
∞∑
m=0
C∗m tm as t ↗ 0.
This is equivalent to the map
t 7→
{
ψ(t) for t ∈ R+,
−τs(S)ψ(t) for t ∈ R−
extending smoothly to R.
Remark 3.2. In the case of the modular group, that is for q = 3, the asymptotic
expansions (8)–(10) are equivalent to the decay conditions (see [LZ01])
ψ(t)= o
(
1
t
)
(as t ↘ 0), ψ(t)= o(1) (as t ↗∞).
This is due to the fact that the modular group enjoys some arithmetic features which are
not valid for other Hecke triangle groups.
In this section, we show that the first parabolic cohomology space H1par(Gq; Vω
∗,∞
s )
and the space of period functions FEs(R+)decω are isomorphic. Given a parabolic 1-cocycle
class [c] ∈ H1par(Gq; Vω
∗,∞
s ), there is a unique representative c ∈ Z1par(Gq; Vω
∗,∞
s ) with
cT = 0 (take (3) with z0 =∞). To [c] we associate the map ψ = ψ([c]) : R+→ C defined
by
ψ := cS|R+ .
Conversely, for ψ ∈ FEs(R+)decω we define a map c = c(ψ) : Gq → Vω
∗,∞
s by cT := 0 and
cS :=
{
ψ on R+,
−τs(S)ψ on R−.
THEOREM 3.3. The map {
FEs(R+)decω → H1par(Gq; Vω
∗,∞
s )
ψ 7→ [c(ψ)]
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defines a linear isomorphism between FEs(R+)decω and H1par(Gq; Vω
∗,∞
s ). Its inverse is
given by {
H1par(Gq; Vω
∗,∞
s )→ FEs(R+)decω
[c] 7→ ψ([c]).
To prove Theorem 3.3, we have to show that the two maps are well defined. This is split
into Propositions 3.4 and 3.6 below.
PROPOSITION 3.4. Let [c] ∈ H1par(Gq; Vω
∗,∞
s ). Then ψ([c]) ∈ FEs(R+)decω .
Proof. Let ψ := ψ([c]). By definition,
ψ(t)= cS(t)=
∫ ∞
0
[u, R(t, ·)s]
for a (unique) Maass cusp form u with eigenvalue s(1− s). Here the integral is performed
along the imaginary axis. One easily sees that this parameter integral is real analytic onR+.
Since cS =−τs(S)cS , Remark 3.1 yields the required asymptotic expansions for ψ . The
discussion at the end of §3.1 already shows that ψ satisfies (7). 2
For Proposition 3.6 below, we need the following lemma. The method of its proof is
adapted from [BLZ].
LEMMA 3.5. Suppose that ψ : R+→ C satisfies (7). Define ϕ : R\{0} → C by
ϕ :=
{
ψ on R+,
−τs(S)ψ on R−.
Then ϕ satisfies the functional equation (7) on R\{0}.
Proof. It suffices to show that ϕ satisfies (7) on R−. Let t ∈ R− . One easily checks that
g−1l .t < 0 if and only if
−g−1l .∞< t <−g−1l .0.
Suppose that t ∈ (−g−1l · ∞,−g−1l · 0). Then
ϕ(t)−
q−1∑
k=1
τs(gk)ϕ(t) = ϕ(t)−
q−1∑
k=1
k 6=l
τs(gk)ϕ(t)− τs(gl)ϕ(t)
= −τs(S)ψ(t)−
q−1∑
k=1
k 6=l
τs(gk)ψ(t)+ τs(gl)τs(S)ψ(t)
= τs(gl S)
[
−τs(Sg−1l S)ψ −
q−1∑
k=1
k 6=l
τs(Sg
−1
l gk)ψ + ψ
]
(t)
= τs(gl S)
[
−τs((U−l S)−1)ψ −
q−1∑
k=1
k 6=l
τs((U
k−l S)−1)ψ + ψ
]
(t)
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= τs(gl S)
[
−
q−1∑
k=0
k 6=l
τs((U
k−l S)−1)ψ + ψ
]
(t)
= τs(gl S)
[
−
q−1∑
k=1
τs(gk)ψ + ψ
]
(t),
which vanishes because ψ satisfies (7). Therefore, (7) is satisfied by ϕ on R−. 2
PROPOSITION 3.6. Let ψ ∈ FEs(R+)decω . Then c(ψ) is in Z1par(Gq; Vω
∗,∞
s ).
Proof. Let c := c(ψ). Obviously, cS is real-analytic on R up to a finite subset. By
Remark 3.1, cS and τs(S)cS extend smoothly to R. Thus, cS determines an element in
Vω∗,∞s . Hence, it only remains to show that c is well defined. For this, it suffices to prove
that cS2 and cUq vanish. At first, we see that
cS2(t)= τs(S)cS(t)+ cS(t)=
{
−ψ(t)+ ψ(t)= 0 for t > 0,
τs(S)ψ(t)− τs(S)ψ(t)= 0 for t < 0.
Since cS2 is smooth on R, it vanishes for t = 0 as well. Lemma 3.5 and regularity yield
cS =
q−1∑
k=1
τs(gk)cS
on R. Thus, we find that
cUq =
q−1∑
k=0
τs(U
−k)cS = cS +
q−1∑
k=1
τs(U
−k)cS
= cS + τs(S)
q−1∑
k=1
τs(SU
−k)cS
= cS + τs(S)
q−1∑
k=1
τs(gk)cS
= cS + τs(S)cS = 0.
This completes the proof. 2
3.3. Odd and even Maass cusp forms. A Maass cusp form u is called even if u(z)=
u(−z) for all z ∈H. It is called odd if u(z)=−u(−z) for all z ∈H. The space of Maass
cusp forms decomposes as a direct sum into the spaces of even Maass cusp forms and odd
ones. Let
Q :=
(
0 1
1 0
)
∈ PGL(2, R).
Then [LZ01, Equation (2.4)] (which holds verbatim for Hecke triangle groups) shows
that the even Maass cusp forms with eigenvalue s(1− s) correspond to the period
functions ψ ∈ FEs(R+)decω which satisfy ψ = τs(Q)ψ , and the odd Maass cusp forms
with eigenvalue s(1− s) correspond to the period functions ψ ∈ FEs(R+)decω with ψ =
−τs(Q)ψ . Let
FEs(R+)dec,+ω := {ψ ∈ FEs(R+)decω | τs(Q)ψ = ψ}
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and
FEs(R+)dec,−ω := {ψ ∈ FEs(R+)decω | −τs(Q)ψ = ψ}
denote the sets of even and odd period functions, respectively. In this section, we will show
that the functional equation (7) and the invariance and anti-invariance under τs(Q) can be
encoded in a single functional equation in each case.
For this, we let m := b(q + 1)/2c. For q even, we consider the functional equations
ψ =
q−1∑
k=m+1
τs(gk)ψ + 12τs(gm)ψ +
1
2
τs(Qgm)ψ +
q−1∑
k=m+1
τs(Qgk)ψ, (11)
ψ =
q−1∑
k=m+1
τs(gk)ψ + 12τs(gm)ψ −
1
2
τs(Qgm)ψ −
q−1∑
k=m+1
τs(Qgk)ψ. (12)
For q odd, we consider the functional equations
ψ =
q−1∑
k=m
τs(gk)ψ +
q−1∑
k=m
τs(Qgk)ψ, (13)
ψ =
q−1∑
k=m
τs(gk)ψ −
q−1∑
k=m
τs(Qgk)ψ. (14)
Invoking the crucial identity
Qgk = gq−k Q for all k ∈ Z,
which follows from QS = SQ and QU =U−1 Q, the proof of the following proposition
is straightforward.
PROPOSITION 3.7. If q is even, then
FEs(R+)dec,+ω = {ψ ∈ Cω(R+; C) | ψ satisfies (8)–(10) and (11)}
and
FEs(R+)dec,−ω = {ψ ∈ Cω(R+; C) | ψ satisfies (8)–(10) and (12)}.
If q is odd, then
FEs(R+)dec,+ω = {ψ ∈ Cω(R+; C) | ψ satisfies (8)–(10) and (13)}
and
FEs(R+)dec,−ω = {ψ ∈ Cω(R+; C) | ψ satisfies (8)–(10) and (14)}.
4. The Selberg zeta function as a Fredholm determinant
In this section, we show that the Selberg zeta function for Gq equals the Fredholm
determinant of a transfer operator family arising from a discretization for the geodesic
flow on Gq\H, which is closely related to the slow discrete dynamical system (Dst, F)
from §3.1. Since the elements
g1 =
(
1 −λ
0 1
)
and gq−1 =
(
1 0
−λ 1
)
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in (Dst, F) are parabolic (the elements g2, . . . , gq−2 are hyperbolic), the associated
transfer operator LF,s is not nuclear and hence does not have a Fredholm determinant.
To overcome this problem, we accelerate (Dst, F) on parabolic elements. The outcome
will be a discretization for the geodesic flow of which the associated transfer operator
family LH,s is seen to be nuclear of order zero on an appropriate Banach space. For its
Fredholm determinant, we find that
Z(s)= det(1− LH,s).
Throughout, we use the following notation: F is the slow system from §3.1, G its
acceleration and H is conjugate to G by a certain Moebius transformation to be defined
in (15).
4.1. Fast discrete dynamical system. In the following, we construct the acceleration of
the slow discrete dynamical system (Dst, F) on its parabolic elements. A crucial feature
of the accelerated discrete dynamical system is that it arises from a cross section for the
geodesic flow on Gq\H. This in turn is inherited from the fact that already (Dst, F) arose
from a cross section (see below).
Let Y := Gq\H. Suppose that µ is a measure on the set of geodesics on Y . A subset
ĈS of the unit tangent bundle of Y is called a cross section (with respect to µ) for the
geodesic flow on Y if µ-almost every geodesic on Y intersects ĈS infinitely often in past
and future and if each such intersection is discrete in time. The first requirement means
that for µ-almost every geodesic γ̂ on Y there is a bi-infinite sequence (tn)n∈Z such that
lim
n→±∞ tn =±∞
and γ̂ ′(tn) ∈ ĈS for all n ∈ Z. The latter means that for each intersection time t , that is
γ̂ ′(t) ∈ ĈS, there exists ε > 0 such that γ̂ ′((t − ε, t + ε)) ∩ ĈS= {γ̂ ′(t)}. Let pi : SH→
SY denote the canonical quotient map from the unit tangent bundle ofH to that of Y . A set
of representatives for the cross section ĈS (with respect to µ) is a subset CS′ of SH such
that pi induces a bijection CS′→ ĈS. For each v ∈ SH, let γv be the (unit-speed) geodesic
on H determined by γ ′v(0)= v.
Let N denote the set of all unit tangent vectors v ∈ SH such that γv(∞) ∈ Gq .∞
or γv(−∞) ∈ Gq .∞. Further, let NIC (‘not infinitely often coded’) denote the set of
geodesics on Y with unit tangent vectors in pi(N ), and suppose that µ is a measure on
the set of geodesics on Y such that NIC is a µ-null set. The cross section from which
the slow discrete dynamical system (Dst, F) arises is given as follows [Poh10]: a set of
representatives is
CS′F :=
{
a
∂
∂x
∣∣∣∣
iy
+ b ∂
∂y
∣∣∣∣
iy
∈ SH
∣∣∣∣ y > 0, a > 0, b ∈ R}∖N .
This is the set of unit tangent vectors in SH which are based on iR+ and point into the
right half space {z ∈ C | Re z > 0} such that the determined geodesics do not end or start
in a cuspidal point. The cross section is then
ĈSF := pi(CS′F ).
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It is a cross section with respect to µ, hence in particular all closed geodesics intersect ĈSF
infinitely often.
Let RF be the first return map with respect to the cross section ĈSF , that is, the map
RF :
{
ĈSF → ĈSF
v̂ 7→ γ̂v ′(t0)
where v := (pi |CS′F )−1(̂v), γ̂v := pi(γv) and
t0 :=min{t > 0 | γ̂v ′(t) ∈ ĈSF }.
In [Poh10], it is shown that this minimum exists. Further define τ : ĈSF → R2 by
τ (̂v) := (γv(∞), γv(−∞)) and let pr1 : R2→ R be the projection on the first component.
Then Dst is the image of ĈSF under pr1 ◦τ and F is the unique self-map of Dst such that
the diagram
ĈSF
RF /
τ

ĈSF
τ

R2
pr1

R2
pr1

Dst
F / Dst
commutes and pr1 ◦τ is surjective (for details, see [Poh10]). To derive from this the
accelerated system, we set
N̂G := {̂v ∈ ĈSF | pr1(τ (R−1F (̂v))), pr1(τ (̂v)) ∈ (g−11 .0, g−11 .∞)}
∪ {̂v ∈ ĈSF | pr1(τ (R−1F (̂v))), pr1(τ (̂v)) ∈ (g−1q−1.0, g−1q−1.∞)}
= {̂v ∈ ĈSF | pr1(τ (R−1F (̂v))) ∈ (g−21 .0, g−11 .∞)}
∪ {̂v ∈ ĈSF | pr1(τ (R−1F (̂v))) ∈ (g−1q−1.0, g−2q−1.∞)}.
These are RF -images of the elements ŵ in ĈSF for which RF (ŵ) and R2F (ŵ) project to
points in Dst,1 and Dst,q−1, respectively. Let NG := pi−1(N̂G) and define
CS′G := CS′F \NG and ĈSG := ĈSF\N̂G = pi(CS′G).
One easily checks the following lemma.
LEMMA 4.1.
(i) Let µ be a measure on the set of geodesics on Y such that NIC is a µ-null set. Then
ĈSG is a cross section with respect to µ for the geodesic flow on Y .
(ii) CS′G is a set of representatives for ĈSG .
(iii) Each closed geodesic on Y intersects ĈSG infinitely often.
Let RG be the first return map with respect to ĈSG and let τ be defined analogously as
before. As above, there is a unique discrete dynamical system (Dst, G) such that pr1 ◦τ is
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surjective and the diagram
ĈSG
RG /
τ

ĈSG
τ

R2
pr1

R2
pr1

Dst
G / Dst
commutes. To give an explicit formula for the map G, we set, for n ∈ N,
Dst,1,n := (g−n1 · 0, g−(n+1)1 · 0) ∩ Dst = (nλ, (n + 1)λ) ∩ Dst
and
Dst,q−1,n := (g−(n+1)q−1 · ∞, g−nq−1 · ∞) ∩ Dst =
(
1
(n + 1)λ ,
1
nλ
)
∩ Dst.
Then the map G : Dst→ Dst is given by the diffeomorphisms
G|Dst,k := gk : Dst,k→ Dst for k = 2, . . . , q − 2
and
G|Dst,1,n := gn1 : Dst,1,n→ Dst\Dst,1,
G|Dst,q−1,n := gnq−1 : Dst,q−1,n→ Dst\Dst,q−1
for n ∈ N. We call (Dst, G) the fast discrete dynamical system.
The transfer operator with parameter s associated to G is
LG,s =
∑
n∈N
χDst\Dst,1 · τs(gn1 )+
∑
n∈N
χDst\Dst,q−1 · τs(gnq−1)+
q−2∑
k=2
τs(gk),
acting on a space of functions still be to defined. Our goal is to find a domain of definition
on which LG,s becomes a nuclear operator of order zero and which contains real-analytic
functions on R+ of certain decay. Here we encounter the problem that we have to work
with a neighbourhood of [0,∞] in the geodesic boundary P1R of H. To avoid changes of
charts, we conjugate the dynamical system (Dst, G) and its associated transfer operators
with the transformation
T := 1√
2
(
1 −1
1 1
)
: t 7→ t − 1
t + 1 . (15)
The transformation T has the following geometric interpretation, which immediately
reveals all its important properties. Let Hg denote the geodesic closure of H, and let
D= {z ∈ C | |z|< 1} be the unit disc model of the hyperbolic plane. The transformation
T is the concatenation of the Cayley transform C :Hg→ D
C =
(
1 −i
1 i
)
,
the rotation r : D→ D
r : z 7→ ze−i(pi/2)
at https:/www.cambridge.org/core/terms. https://doi.org/10.1017/S0143385711000794
Downloaded from https:/www.cambridge.org/core. University of Basel Library, on 30 May 2017 at 19:06:06, subject to the Cambridge Core terms of use, available
Hecke triangle groups 263
by −(pi/2) and the inverse of the Cayley transform. Hence, T is orientation preserving
and its inverse is
T −1 = 1√
2
(
1 1
−1 1
)
: t 7→ 1+ t
1− t .
The transformed discrete dynamical system (Est, H), called the fast discrete dynamical
system as well, is the following: we set
Est := T (Dst), Est,k := T (Dst,k) for k = 1, . . . , q − 1,
Est,1,n := T (Dst,1,n), Est,q−1,n := T (Dst,q−1,n) for n ∈ N (16)
and
hk := T ◦ gk ◦ T −1 for k = 1, . . . , q − 1.
Then H := Est→ Est is determined by
H |Est,k := hk for k = 2, . . . , q − 2
and
H |Est,1,n := hn1, H |Est,q−1,n := hnq−1
for n ∈ N. Note that Est is contained in the bounded set [−1, 1]. The fast discrete
dynamical system (Est, H) arises from the cross section ĈSH := T (ĈSG) with the first
return map RH := T ◦ RG ◦ T −1. The associated transfer operator family is
LH,s = χEst\Est,1 ·
∑
n∈N
τs(h
n
1)+
q−2∑
k=2
τs(hk)+ χEst\Est,q−1 ·
∑
n∈N
τs(h
n
q−1).
If f is a λ-eigenfunction of LG,s , then τs(T ) f is a λ-eigenfunction of LH,s . We will
investigate an (analytic) extension of LH,s . For this, we define
E1 := T ((λ,∞))=
(
λ− 1
λ+ 1 , 1
)
,
Er := T
((
1
λ
, λ
))
=
(
−λ− 1
λ+ 1 ,
λ− 1
λ+ 1
)
,
Eq−1 := T
((
0,
1
λ
))
=
(
−1,−λ− 1
λ+ 1
)
and E := Eq−1 ∪ Er ∪ E1. Then
LH,s = χE\E1 ·
∑
n∈N
τs(h
n
1)+
q−2∑
k=2
τs(hk)+ χE\Eq−1 ·
∑
n∈N
τs(h
n
q−1),
defined on a suitable subset of Fct(E; C), which we will define in the next section.
Representing each function f : E→ C as f1fr
fq−1
 :=
 f · χE1f · χEr
f · χEq−1
 ,
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the transfer operator LH,s is represented by the matrix
LH,s =

0
q−2∑
k=2
τs(hk)
∑
n∈N
τs(h
n
q−1)
∑
n∈N
τs(h
n
1)
q−2∑
k=2
τs(hk)
∑
n∈N
τs(h
n
q−1)
∑
n∈N
τs(h
n
1)
q−2∑
k=2
τs(hk) 0

.
4.2. Nuclearity of the transfer operator. In this section, we will construct a domain of
definition for LH,s on which this transfer operator becomes nuclear of order zero. We use
the method of Ruelle [Rue76], which was also used by Mayer in [May90]. For this, we
have to find neighbourhoods Ek of the sets Ek inCwhich are mapped into each other by the
fractional linear transformations that appear in LH,s . Then LH,s is shown to map a certain
nuclear space of holomorphic functions on these neighbourhoods to a Banach space. As
such, LH,s is nuclear of order zero. Using a continuous embedding of the Banach space
into the nuclear space finally defines LH,s as a nuclear self-map.
We set
J := T ◦ Q ◦ T −1 =
(−1 0
0 1
)
.
One immediately checks that hk J = Jhq−k for k = 1, . . . , q − 1.
PROPOSITION 4.2. There exist bounded connected open subsets E1, Er , Eq−1 ⊆ C with
the following properties:
(i) E1 ⊆ E1, Er ⊆ Er , Eq−1 ⊆ Eq−1;
(ii) J.Er = Er , J.E1 = Eq−1;
(iii) for k = 2, . . . , q − 2:
h−1k .E1 ⊆ Er , h−1k .Er ⊆ Er , h−1k .Eq−1 ⊆ Er ;
(iv) for n ∈ N:
h−n1 .Er ⊆ E1, h−n1 .Eq−1 ⊆ E1;
(v) for n ∈ N:
h−nq−1.E1 ⊆ Eq−1, h−nq−1.Er ⊆ Eq−1;
(vi) for all z ∈ E1, we have |(h−11 )′(z)|< 1;
(vii) for all z ∈ Eq−1, we have |(h−1q−1)′(z)|< 1;
(viii) for all z ∈ E1, we have Re z >−1;
(ix) for all z ∈ Eq−1, we have 1> Re z;
(x) for all z ∈ Er , we have 1> Re z >−1.
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Proof. We shall provide explicit sets E1, Er , Eq−1 with the required properties. To that end,
we set
a1 := −2λ− 12λ+ 1 , aq−1 := −
5λ+ 1
5λ− 1 , ar := −
cλ− 1
cλ+ 1 ,
b1 := 5λ+ 15λ− 1 , bq−1 :=
2λ− 1
2λ+ 1 , br :=
cλ− 1
cλ+ 1 ,
where c > 1 will be specified during this proof. For j ∈ {1, r, q − 1}, we define E j to be
the open Euclidean ball in C whose boundary circle passes through a j and b j . Then (i),
(ii) and (viii)–(x) are clearly satisfied. Each of the elements h1, . . . , hq−1 is a Moebius
transformation and fixes the extended real axis R ∪ {∞}. Therefore, it suffices to show
that:
(iii)’ for k = 2, . . . , q − 2, we have
h−1k .a1, h
−1
k .b1, h
−1
k .1 ∈ Er ,
h−1k .ar , h
−1
k .br , h
−1
k .0 ∈ Er ,
h−1k .aq−1, h
−1
k .bq−1, h
−1
k .(−1) ∈ Er ;
(iv)’ for n ∈ N, we have
h−n1 .ar , h
−n
1 .br , h
−n
1 .0 ∈ E1,
h−n1 .aq−1, h
−n
1 .bq−1, h
−n
1 .(−1) ∈ E1;
(v)’ for n ∈ N, we have
h−nq−1.a1, h
−n
q−1.b1, h
−n
q−1.1 ∈ Eq−1,
h−nq−1.ar , h
−n
q−1.br , h
−n
q−1.0 ∈ Eq−1.
Let k ∈ 2, . . . , q − 2. Since h−1k .E ⊆ Er , we clearly have
h−1k .a1, h
−1
k .ar , h
−1
k .br , h
−1
k .0, h
−1
k .bq−1 ∈ Er ,
independent of the choice of c > 1. Further,
h−1k .1, h
−1
k .(−1) ∈
[
−λ− 1
λ+ 1 ,
λ− 1
λ+ 1
]
.
Since c > 1, we have h−1k .1, h
−1
k .(−1) ∈ Er for any choice of c. In the following, we show
that 1> h−1k .b1, h
−1
k .aq−1 >−1. If we use the short notation ξk := sin((k/q)pi), then
h−1k =
1
2 sin piq
(
2ξk − ξk−1 − ξk+1 −ξk−1 + ξk+1
+ξk−1 − ξk+1 2ξk + ξk−1 + ξk+1
)
,
and hence we have
h−1k .aq−1 =
5λ(ξk − ξk+1)− ξk−1 + ξk
−5λ(ξk + ξk+1)+ ξk−1 + ξk .
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By addition theorems, we get
−5λ
(
sin
(
k
q
pi
)
+ sin
(
k + 1
q
pi
))
+ sin
(
k − 1
q
pi
)
+ sin
(
k
q
pi
)
=
(
−5λ sin
(
k
q
pi
)
+ sin
(
k − 1
q
pi
))
+
(
−5λ sin
(
k + 1
q
pi
)
+ sin
(
k
q
pi
))
< 0.
Therefore, h−1k .aq−1 >−1 if and only if
−5λ sin
(
k + 1
q
pi
)
+ sin
(
k
q
pi
)
< 0,
which is satisfied. Similarly, we see that h−1k .aq−1 < 1. Then
h−1k .b1 = h−1k .(J.aq−1)= J.(h−1q−k .aq−1) ∈ (−1, 1).
Hence, we can choose c > 1 such that
−cλ− 1
cλ+ 1 < h
−1
k .aq−1, h
−1
k .b1 <
cλ− 1
cλ+ 1
for k ∈ {2, . . . , q − 2}. This proves (iii’).
For n ∈ N, we have h−n1 (E)⊆ E1 ⊆ E1. Thus,
h−n1 .(−1), h−n1 .ar , h−n1 .0, h−n1 .bq−1, h−n1 .br ∈ E1.
It remains to show that h−n1 .aq−1 ∈ E1. We have
h−n1 .aq−1 =
5nλ2 − 5λ− 1
5nλ2 + 5λ− 1 < 1< b1.
Further, a1 < h
−n
1 .aq−1 is equivalent to
0< 2λ(10nλ2 − 7),
which is obviously true. Hence, (iv’) is satisfied. Then (v’) follows from (iv’) using the
symmetry J .
In order to show (vi), let z ∈ E1. Then |(h−11 )′(z)|< 1 if and only if
4− 2λ2 < | − λz + 2+ λ|2.
If we use z = x + iy with x, y ∈ R, it suffices to show that
4− 2λ2 < (2+ λ− λx)2.
From
x < b1 = 5λ+ 15λ− 1
and
b1 <
2+ λ
λ
,
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it follows that
(2+ λ− λx)2 >
(
2+ λ− λb1
)2
=
(
8λ− 2
5λ− 1
)2
.
We now claim that (
8λ− 2
5λ− 1
)2
> 4− 2λ2.
This is equivalent to
50λ3 − 20λ2 − 34λ+ 8> 0,
which is the case since λ≥ 1. In turn, |(h−11 )′(z)|< 1.
Let w ∈ Eq−1. Then z := J.w ∈ E1. Further,
1> |(h−11 )′(z)| = |(h−1q−1 J )′(Jw)| = |(h−1q−1)′(w)|.
Thus, (vii) is satisfied. This completes the proof. 2
From now on, we fix a choice of sets E1, Er , Eq−1 with the properties of Proposition 4.2.
For j ∈ {1, r, q − 1}, we let
H(E j ) := { f : E j → C holomorphic}
and
H(E) :=H(E1)×H(Er )×H(Eq−1).
Endowed with the compact-open topology, each H(E j ) is a nuclear space [Gro55, I,
§2, no. 3, Corollary]. Hence, the product space H(E) is nuclear [Gro55, I, §2, no. 2,
The´ore`me 9]. Moreover, we set
B(E j ) := { f ∈H(E j ) | f extends continuously to E j }.
Endowed with the supremum norm, B(E j ) is a Banach space. Further, we let
B(E) := B(E1)× B(Er )× B(Eq−1) (17)
be the direct product of the Banach spaces B(E1), B(Er ) and B(Eq−1). We let LH,s act on
H(E) by its matrix representation.
PROPOSITION 4.3. Let s ∈ C with Re s > 12 . Then the transfer operator LH,s mapsH(E)
to B(E).
Proof. Let f ∈H(E), hence f = ( f1, fr , fq−1)> with f j ∈H(E j ). Then b := LH,s f
with
b1 =
q−2∑
k=2
τs(hk) fr +
∑
n∈N
τs(h
n
q−1) fq−1, (18)
br =
∑
n∈N
τs(h
n
1) f1 +
q−2∑
k=2
τs(hk) fr +
∑
n∈N
τs(h
n
q−1) fq−1, (19)
bq−1 =
∑
n∈N
τs(h
n
1) f1 +
q−2∑
k=2
τs(hk) fr . (20)
We have to show that b1 ∈ B(E1), br ∈ B(Er ) and bq−1 ∈ B(Eq−1).
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At first, let j ∈ {1, r, q − 1} and k ∈ {2, . . . , q − 2}. Clearly, τs(hk) fr is holomorphic
on E j . Since h−1k .E j ⊆ Er by hypothesis,
τs(hk) fr : z 7→ js(h−1k , z) fr (h−1k .z)
is well defined and continuous on E j . Thus, the summand
∑q−2
k=2 τs(hk) fr defines a map
which is holomorphic on E j and extends continuously to E j .
Now we consider
∑
n∈N τs(hnq−1) fq−1 on E1 and on Er . Let j ∈ {1, r} and n ∈ N. Since
h−1q−1.E j ⊆ Eq−1 and |(h−1q−1)′(z)|< 1 for all z ∈ Eq−1 by hypothesis, we have
h−nq−1.E j ⊆ h−1q−1.E j ⊆ Eq−1.
In turn, because fq−1 is continuous on Eq−1, there exists K ≥ 0 such that
sup{| fq−1(h−nq−1.z)| | z ∈ E j , n ∈ N} ≤ K .
Moreover, the map τs(hnq−1) fq−1 is continuous on E j . Further,
js(h
−n
q−1, z)=
(
4
(nλz + 2+ nλ)2
)s
.
Thus,
| js(h−nq−1, z)| ≤
4Re sepi |Im s|
|nλz + 2+ nλ|2 Re s ≤
4Re sepi |Im s|
|nλ(x + 1)+ 2|2 Re s ,
where x := Re z. For z ∈ E j , we have x = Re z >−1. Let
x0 :=min{Re z | z ∈ E j }.
Then
| js(h−nq−1, z)| ≤
4Re sepi |Im s|
(nλ(x0 + 1)+ 2)2 Re s .
In turn,
sup
z∈E j
|τs(hnq−1) fq−1(z)| ≤
4Re sepi |Im s|
(nλ(x0 + 1)+ 2)2 Re s · K .
This shows that the series
∑
n∈N τs(hnq−1) fq−1 converges uniformly on E j if Re s > 12 . The
Weierstrass theorem shows that
∑
n∈N τs(hnq−1) fq−1 is continuous on E j and holomorphic
on E j .
Analogously, one sees that
∑
n∈N τs(hn1) f1 is continuous on Er and on Eq−1, and
holomorphic on Er and on Eq−1. This completes the proof. 2
PROPOSITION 4.4. If Re s > 12 , the map LH,s :H(E)→ B(E) is nuclear of order zero.
Proof. According to [Gro55, II, §2, no. 1, Corollaire 4], it suffices to show that the image
of some neighbourhood of zero inH(E) under LH,s is bounded in B(E). We pick compact
balls K1 ⊆ E1, Kr ⊆ Er , Kq−1 ⊆ Eq−1, each of which contains more than one point. Let
M > 0. Then
VM := { f ∈H(E) | sup
z∈K j
| f j (z)|< M, j ∈ {1, r, q − 1}}
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is a neighbourhood of zero in H(E). Along the lines of the proof of Proposition 4.3, we
deduce that
sup
f ∈VM
‖LH,s f ‖∞
is bounded. Now [Gro55, II, §2, no. 4, Corollaire 2] shows that LH,s is nuclear of order
zero. 2
PROPOSITION 4.5. Let Re s > 12 . Then the transfer operator LH,s is a self-map of B(E)
and as such nuclear of order zero.
Proof. The embedding j : B(E)→H(E), f 7→ f , is linear and continuous. By [Gro55,
II, p. 9], Proposition 4.4 implies that LH,s : B(E)→ B(E) is nuclear of order zero. 2
4.3. The Fredholm determinant of LH,s . For Re s > 12 , the Fredholm determinant of
LH,s is defined as
det(1− LH,s) := exp
(
−
∞∑
n=1
1
n
Tr LnH,s
)
.
In order to show that it equals the Selberg zeta function (for Re s > 1), we take advantage
of the following argument by Ruelle [Rue94], linking the Selberg zeta function (defined
via a continuous dynamical system, namely the geodesic flow) to dynamical partition
functions (defined via an appropriate discrete dynamical system). We may apply it in our
situation because each closed geodesic on Y intersects the cross section ĈSH and because
his argument holds verbatim if the fixed point sets of the appropriate discrete dynamical
system are countable (his original argument asks for finite fixed point sets).
Recall that Pdyn denotes the set of periodic geodesics on Y , and that l(γ̂ ) is the length
of γ̂ ∈ Pdyn. For Re s > 1, let
ζS R(s) :=
∏
γ̂∈Pdyn
(1− e−sl(γ̂ ))−1
denote the Smale–Ruelle zeta function. Then the Selberg zeta function becomes
Z(s)=
∞∏
k=0
ζS R(s + k)−1.
Both zeta functions converge for Re s > 1 (see [Fis87, Sel56]; note that their convergence
is equivalent), and hence this equality holds on the level of converging products. For
v̂ ∈ ĈSH , let γ̂v denote the geodesic on Y determined by v̂ (i.e. γ̂ ′v(0)= v̂). Then
rH (̂v) :=min{t > 0 | γ̂ ′v(t) ∈ ĈSH }
is the first return time of v̂, which exists at least if γ̂v is closed. Further, for n ∈ N let
Fix RnH := {̂v ∈ ĈSH | RnH (̂v)= v̂}
be the fixed point set of RnH . For n ∈ N and s ∈ C, the nth dynamical partition function is
defined as
Zn(RH , s) :=
∑
v̂∈Fix RnH
n−1∏
k=0
exp(−srH (RkH (̂v))) (as formal series).
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Then by [Rue94] we have the formal identity
ζS R(s)= exp
( ∞∑
n=1
1
n
Zn(RH , s)
)
.
In the following, we will evaluate the traces Tr LnH,s and the dynamical partition
functions Zn in terms of certain elements of Gq . This will allow us to show that
Zn(RH , s)= Tr LnH,s − Tr LnH,s+1,
which is the crucial step towards the equality of the Fredholm determinant of LH,s and the
Selberg zeta function. The proofs rely on key properties of the slow discrete dynamical
system and the relation between the coding sequences associated to the slow and the fast
discrete dynamical systems, which we are defining now.
Let pi : SH→ Gq\SH denote the quotient map of the unit tangent bundles. For v̂ ∈
ĈSF , let v := pi−1(̂v) ∩ CS′F . Let γv denote the geodesic on H determined by γ ′v(0)= v.
The forward F-coding sequence of v̂ is given by the sequence (an)n∈N0 , where an := g−1k
if and only if Fn(γv(∞)) ∈ Dst,k with k ∈ {1, . . . , q − 1}. The set of arising forward
F-coding sequences is denoted by 3F .
Analogously, for v̂ ∈ ĈSH we let v := pi−1(̂v) ∩ CS′H . The forward H-coding sequence
of v̂ is the sequence (an)n∈N0 , where
an := h−1k ⇔ Hn(γv(∞)) ∈ Est,k and k ∈ {2, . . . , q − 2},
an := h−m1 ⇔ Hn(γv(∞)) ∈ Est,1,m and m ∈ N,
an := h−mq−1⇔ Hn(γv(∞)) ∈ Est,q−1,m and m ∈ N.
We denote the set of arising forward H -coding sequences by 3H .
Periodic forward coding sequences (in which we are mostly interested) correspond
in the obvious way to coding sequences (cf. [Poh10]), for which reason we will omit
‘forward’ when referring to periodic forward coding sequences. A periodic coding
sequence is denoted by
(a0, . . . , ak−1),
where a0, . . . , ak−1 is a (not necessarily minimal) period of the coding sequence (an)n∈N0 .
For n ∈ N, we define
PerH,n := {(a0, . . . , an−1) ∈3H }
and
PH,n := {(a0 · · · an−1)−1 | (a0, . . . , an−1) ∈3H }.
Propositions 4.6 and 4.9 below show that these sets and Fix RnH are in natural bijections.
Moreover, they characterize the elements in PH,n .
PROPOSITION 4.6. For each n ∈ N, the map{
Fix RnH → PerH,n
v̂ 7→ H-coding sequence of v̂
is a bijection.
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Proof. For each m ∈ N, the map{
Fix RmF → {(b0, . . . , bm−1) ∈3F }
v̂ 7→ F-coding sequence of v̂
is a bijection by [Poh10, Corollary 4.158]. Suppose that v̂ ∈ Fix RmF is such that ŵ :=
T (̂v) ∈ ĈSH . Let (b0, . . . , bm−1) be the F-coding sequence of v̂. Then the H -coding
sequence (ak)k∈N0 of ŵ is periodic and it arises from (b0, . . . , bm−1) in the following way:
for k = 0, . . . , m − 1, set ck := T ◦ bk ◦ T −1. Now collapse the successive appearances
of h−11 (respectively h
−1
q−1) in c0, . . . , cm−1 to h
−n
1 (respectively h
−n
q−1) (n being the number
of successive h−11 (respectively h
−1
q−1)). This gives
a0, . . . , ap−1
for a (unique) p ≤ m. Then
(ak)k∈N0 = (a0, . . . , ap−1).
Note that m uniquely determines p, and that this construction is invertible. Since each
periodic H -coding sequence arises in this way, the bijections above imply the claimed
bijections between Fix RnH and PerH,n . 2
LEMMA 4.7. The sub-semigroup of T ◦ Gq ◦ T −1 generated by {h1, . . . , hq−1} is free.
Its parabolic elements are {hn1, hnq−1 | n ∈ N}. All other elements are hyperbolic.
Proof. The statement is equivalent to that the sub-semigroup Sq of Gq generated by
{g−11 , . . . , g−1q−1} is free, its parabolic elements are {g−n1 , g−nq−1 | n ∈ N} and all other
elements are hyperbolic. Let g = g−1l1 · · · g−1lk be an element of Sq such that not all l j = 1
and not all l j = q − 1. An elementary calculation shows that g has only positive entries. By
the Perron–Frobenius theorem, g has a real positive eigenvalue of algebraic multiplicity 1.
Hence, g is hyperbolic. Then g fixes a unique geodesic γ on H with γ (∞) > 0. By
[Poh10, Propositions 4.182, 4.183], the F-coding sequence associated to γ (∞) is unique
and has the (not necessarily minimal) period (g−1l1 , . . . , g
−1
lk
). Moreover, g−1l1 · · · g−1lk is
the unique presentation of g by the given set of generators of Sq . In turn, the presentation
of any hyperbolic element in Sq is unique. The only non-hyperbolic elements are of the
form (
1 nλ
0 1
)
and
(
1 0
nλ 1
)
with n ∈ N,
of which the presentation is obviously unique. 2
Let n ∈ N and suppose that w = s0 . . . sn−1 is a word in (the symbols)
{hm1 , h2, . . . , hq−2, hmq−1 | m ∈ N}.
We call w reduced if it does not contain a subword of the form hm11 h
m2
1 or h
m1
q−1h
m2
q−1. We
say that w is regular if it is reduced and also ww is reduced. The length of w is n.
An immediate consequence of Lemma 4.7 is the following observation.
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LEMMA 4.8. The map {{reduced words} → T ◦ Gq ◦ T −1
s0 . . . sn−1 7→ s0 · · · sn−1
is injective. Further, the image of each regular word is a hyperbolic element.
For convenience, if s0 . . . sn−1 is a reduced (respectively regular) word of length n,
then we also call the group element s0 · · · sn−1 a reduced (respectively regular) word of
length n.
PROPOSITION 4.9. For each n ∈ N, the map{
PerH,n → PH,n
(a0, . . . , an−1) 7→ (a0 · · · an−1)−1
is a bijection. Moreover, PH,n is the set of regular words of length n.
Proof. By Lemma 4.8, it suffices to show that
PerH,n = {(a0, . . . , an−1) | (a0 · · · an−1)−1 is a regular word of length n}.
One easily sees that the set of all periodic F-coding sequences is the set of all
periodic sequences (b0, . . . , bm−1) with m ∈ N such that b j ∈ {g−11 , . . . , g−1q−1} for all
j ∈ {0, . . . , m − 1} but not all b j = g−11 and not all b j = g−1q−1. This proves the claim. 2
Let g ∈ PSL(2, R) be hyperbolic. Among the two fixed points of g, one is attractive
(for the iterated action of g) and the other one is repelling. We denote the attractive
point by z∗(g) and the repelling point by w∗(g). Further, there exists (a unique) λ(g) ∈ R,
|λ(g)|> 1, such that g is conjugate in PGL(2, R) to(
λ(g)
λ(g)−1
)
.
LEMMA 4.10. Let g ∈ PSL(2, R) be a hyperbolic matrix and suppose that g˜ = (a bc d) is a
representative of g in SL(2, R). Then
|λ(g)| = |Tr g| +
√
(Tr g)2 − 4
2
and
z∗(g)= λ(g)− d
c
= 1
w∗(g)
,
where one has to take λ(g) > 0 if and only if Tr g˜ > 0. The last formulas are understood
as z∗(g)=∞ and w∗(g)= 0 if c = 0. Further,
g′(z∗(g))= λ(g)−2 and g′(w∗(g))= λ(g)2.
Proof. This is a straightforward calculation. 2
at https:/www.cambridge.org/core/terms. https://doi.org/10.1017/S0143385711000794
Downloaded from https:/www.cambridge.org/core. University of Basel Library, on 30 May 2017 at 19:06:06, subject to the Cambridge Core terms of use, available
Hecke triangle groups 273
PROPOSITION 4.11. For Re s > 12 and n ∈ N, we have
Tr LnH,s =
∑
a∈PH,n
(a′(z∗(a)))s
1− a′(z∗(a)) .
Proof. The set of reduced words of length n decomposes into the subsets:
An(1,1) of reduced words of length n which begin and end with an element of
{hm1 | m ∈ N};
An(1,r) of reduced words of length n which begin with an element of {hm1 | m ∈ N} and
end with an element of {h2, . . . , hq−2};
An(1,q−1) of reduced words of length n which begin with an element of {hm1 | m ∈ N} and
end with an element of {hmq−1 | m ∈ N}
and the sets An(r,1), A
n
(r,r), A
n
(r,q−1), A
n
(q−1,1), A
n
(q−1,r) and A
n
(q−1,q−1) defined in the
obvious way. Let
An1 := An(1,1) ∪ An(r,1) ∪ An(q−1,1), Anr := An(1,r) ∪ An(r,r) ∪ An(q−1,r)
and
Anq−1 := An(1,q−1) ∪ An(r,q−1) ∪ An(q−1,q−1).
Then
LnH,s =

∑
a∈An1\An(1,1)
τs(a)
∑
a∈Anr \An(1,r)
τs(a)
∑
a∈Anq−1\An(1,q−1)
τs(a)
∑
a∈An1
τs(a)
∑
a∈Anr
τs(a)
∑
a∈Anq−1
τs(a)
∑
a∈An1\An(q−1,1)
τs(a)
∑
a∈Anr \An(q−1,r)
τs(a)
∑
a∈Anq−1\An(q−1,q−1)
τs(a)

.
By Proposition 4.9,
PH,n = An(r,1) ∪ An(q−1,1) ∪ Anr ∪ An(1,q−1) ∪ An(r,q−1).
By [Gro56, Chapitre II.2, Proposition 2],
Tr LnH,s = Tr
∑
a∈PH,n
τs(a).
There exist open bounded subsets F1, Fr , Fq−1 ⊆ C which satisfy Proposition 4.2 and in
addition F j ⊆ E j for j ∈ {1, r, q − 1}. Let
B(F) := B(F1)× B(Fr )× B(Fq−1)
be the Banach space defined as in (17). Further, let
r :
{
B(E) → B(F)
( f1, fr , fq−1) 7→ ( f1|F1 , fr |Fr , fq−1|Fq−1)
denote the restriction map. Without loss of generality, we may assume (possibly after
applying Riemann mappings) that for j ∈ {1, r, q − 1} there exist 0< σ j < % j and z j ∈ C
such that
F j ⊆ Bσ j (z j )⊆ B% j (z j )⊆ E j .
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For all f j ∈ B(E j ), we have
r( f j )(z)= 12pi i
∞∑
k=0
∫
|ζ−z j |=% j
f j (ζ )
(ζ − z j )k+1 dζ · (z − z j )
k .
For k ∈ N0, let
e j,k :
{F j → C
z 7→ (z − z j )k,
ek := (e1,k, er,k, eq−1,k) ∈ B(F)
and
ϕ j,k :

B(E j )→ C
f j 7→ 12pi i
∫
|ζ−z j |=% j
f j (ζ )
(ζ − z j )k+1 dζ,
ϕk := (ϕ1,k, ϕr,k, ϕq−1,k) ∈ B(E)′.
Then
r =
∑
k∈N0
ϕk ⊗ ek
is seen to be nuclear of order zero. Moreover,∑
a∈PH,n
τs(a)=
∑
k∈N0
∑
a∈PH,n
ϕk ⊗ τs(a)ek,
where ϕk ⊗ τs(a)ek is understood as ϕ1,k ⊗ τs(a)e1,k for a ∈ An1\An(1,1) (and so on).
Hence,
Tr LnH,s = Tr
∑
a∈PH,n
τs(a)=
∑
a∈PH,n
∑
k∈N0
ϕk(τs(a)ek)=
∑
a∈PH,n
Tr τs(a).
Now [Rue76] shows that
Tr τs(a)= (a
′(z∗(a)))s
1− a′(z∗(a)) .
This completes the proof. 2
THEOREM 4.12. For Re s > 1, we have Z(s)= det(1− LH,s).
Proof. Let n ∈ N and v̂ ∈ Fix RnH . Suppose that a is the element in PH,n which corresponds
to v̂ by Propositions 4.6 and 4.9. Let
m :=min{h ∈ N|̂v ∈ Fix RhH }
and let b be the element in PH,m which corresponds to v̂. Suppose that γ̂ is the closed
geodesic on Y determined by γ̂ ′(0)= v̂. Then [Poh10, Proposition 4.153] yields that b is
the hyperbolic matrix which determines γ̂ , which means that any other hyperbolic matrix
which fixes the end points γ (±∞) for any representative γ of γ̂ on H is a power of b.
It is well known that then l(γ̂ )= log N (b), where N (b)= λ(b)2 is the norm of b. By
Lemma 4.10,
l(γ̂ )=−log b′(z∗(b)).
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Further, p := n/m is a positive integer and a = bp. Thus,
n−1∑
k=0
rH (R
k
H v̂)= pl(γ̂ )=−log a′(z∗(a)).
Therefore,
Zn(RH , s)=
∑
a∈PH,n
(a′(z∗(a)))s (formally).
Thus, by Proposition 4.11,
Zn(RH , s)= Tr LnH,s − Tr LnH,s+1.
This shows in addition that Zn(RH , s) converges for Re s > 12 . Now the claim follows as
in [May91]. 2
4.4. Meromorphic continuation. From Proposition 4.11, it follows that the Fredholm
determinant det(1− LH,s) is holomorphic in {Re s > 12 }. In this section, we will show
that det(1− LH,s) extends to a meromorphic function on C with possible poles at s =
(1− k)/2, k ∈ N0. The method of proof is adapted from [May90, Mor97].
We start by proving (Proposition 4.13 below) that the map s 7→ LH,s extends to a
meromorphic function on C with values in nuclear operators of order zero. This means
that we find a discrete set P ⊆ C (candidates for poles) and for each s ∈ C\P we find
a nuclear operator L˜H,s : B(E)→ B(E) of order zero which equals LH,s for Re s > 12 .
Moreover, for each f ∈ B(E) and z ∈ E , the function s 7→ L˜H,s f (z) is meromorphic with
poles in P , and the map (s, z) 7→ L˜H,s f (z) is continuous on (C\P)× E . In Theorem 4.14
below, we prove that det(1− L˜H,s) is meromorphic.
PROPOSITION 4.13. The map s 7→ LH,s extends to a meromorphic function on C with
values in nuclear operators of order zero. The possible poles are located at s = (1− k)/2,
k ∈ N0. They are all simple. For each pole s0, there is a neighbourhood U of s0 such that
the meromorphic extension L˜H,s is of the form
L˜H,s = 1s − s0As + Bs,
where the operators As and Bs are holomorphic on U and As is of rank at most four.
Proof. Applying the strategy of [May90] to the four maps
91 :

{
Re s >
1
2
}
→ {operators B(Eq−1)→ B(E1)}
s 7→
∑
n∈N
τs(h
n
q−1),
92 :

{
Re s >
1
2
}
→ {operators B(Eq−1)→ B(Er )}
s 7→
∑
n∈N
τs(h
n
q−1),
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93 :

{
Re s >
1
2
}
→ {operators B(E1)→ B(Er )},
s 7→
∑
n∈N
τs(h
n
1),
94 :

{
Re s >
1
2
}
→ {operators B(E1)→ B(Eq−1)},
s 7→
∑
n∈N
τs(h
n
1),
the claim follows immediately. 2
THEOREM 4.14. The Fredholm determinant det(1− LH,s) extends to a meromorphic
function on C whose possible poles are located at s = (1− k)/2, k ∈ N0. The order of
a pole is at most four.
Proof. Let L˜H,s be the meromorphic extension of LH,s from Proposition 4.13 and recall
the restriction map
r =
∑
k∈N0
ϕk ⊗ ek
from the proof of Proposition 4.11. Set P := {(1− k)/2 | k ∈ N0}. On C\P , we have
L˜H,s = L˜H,s ◦ r . Hence,
Tr L˜nH,s =
∑
k∈N0
ϕk(L˜H,sek)
for each n ∈ N. The latter map is holomorphic on C\P , thus the Fredholm determinant
det(1− L˜H,s) is so.
Let s0 ∈ P and pick a neighbourhood U of s0 such that the operator L˜H,s is of the form
L˜H,s = 1s − s0As + Bs
with As and Bs holomorphic operators and As of rank at most four. By [Gro56],
det(1− L˜H,s)=
∞∑
n=0
(−1)n Tr
n∧
L˜H,s .
Since the rank of As is at most four, evaluating the exterior product shows that for each
n ∈ N0, the map
s 7→ (s − s0)4 Tr
n∧
L˜H,s
is holomorphic on U . Thus,
(s − s0)−4 det(1− L˜H,s)
is holomorphic on U as well. This completes the proof. 2
4.5. Factorization of the Fredholm determinant. In this section, we show that the
transfer operator LH,s and its Fredholm determinant split into two parts, one of which
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conjecturally is related to odd Maass cusp forms, the other one to even Maass cusp forms.
An easy calculation shows that the transfer operator LH,s commutes with
J :=
 τs(J )τs(J )
τs(J )
 .
Recall the definition of the sets Est,k , k = 1, . . . , q − 1, from (16), and let
m := b(q + 1)/2c. Suppose first that q is even. We define
Er,a :=
(
−λ− 1
λ+ 1 , 0
]
⊇
q−2⋃
k=m+1
Ek ∪ h−1m .(−1, 0],
Er,b :=
(
0,
λ− 1
λ+ 1
)
⊇
m−1⋃
k=2
Ek ∪ h−1m .(0, 1).
Representing functions with respect to (χEq−1 , χEr,a , χEr,b , χE1), the transfer operator
LH,s is represented by the matrix
LH,s =

0
q−2∑
k=m
τs(hk)
m∑
k=2
τs(hk)
∑
n∈N
τs(h
n
1)
∑
n∈N
τs(h
n
q−1)
q−2∑
k=m
τs(hk)
m∑
k=2
τs(hk)
∑
n∈N
τs(h
n
1)
∑
n∈N
τs(h
n
q−1)
q−2∑
k=m
τs(hk)
m∑
k=2
τs(hk)
∑
n∈N
τs(h
n
1)
∑
n∈N
τs(h
n
q−1)
q−2∑
k=m
τs(hk)
m∑
k=2
τs(hk) 0

.
If f is a common eigenfunction of LH,s and
J =

τs(J )
τs(J )
τs(J )
τs(J )
 ,
then f is of the form
f =

f1
f2
±τs(J ) f2
±τs(J ) f1
 ,
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where one has to take the same sign in the last two entries. Then we find that

f1
f2
±τs(J ) f2
±τs(J ) f1
=

q−2∑
k=m
τs(hk) f2 ±
m∑
k=2
τs(hk J ) f2 ±
∑
n∈N
τs(h
n
1 J ) f1
∑
n∈N
τs(h
n
q−1) f1 +
q−2∑
k=m
τs(hk) f2 ±
m∑
k=2
τs(hk J ) f2 ±
∑
n∈N
τs(h
n
1 J ) f1
∑
n∈N
τs(h
n
q−1) f1 +
q−2∑
k=m
τs(hk) f2 ±
m∑
k=2
τs(hk J ) f2 ±
∑
n∈N
τs(h
n
1 J ) f1
∑
n∈N
τs(h
n
q−1) f1 +
q−2∑
k=m
τs(hk) f2 ±
m∑
k=2
τs(hk J ) f2

.
We define
L±H,s :=

±
∑
n∈N
τs(h
n
1 J )
q−2∑
k=m
τs(hk)±
m∑
k=2
τs(hk J )
∑
n∈N
τs(h
n
q−1)±
∑
n∈N
τs(h
n
1 J )
q−2∑
k=m
τs(hk)±
m∑
k=2
τs(hk J )
 .
Suppose now that q is odd. Then we set
Er,a :=
(
−λ− 1
λ+ 1 , 0
)
⊇
q−2⋃
k=m
Est,k,
Er,b :=
(
0,
λ− 1
λ+ 1
)
⊇
m−1⋃
k=2
Est,k .
Representing functions with respect to (χEq−1 , χEr,a , χEr,b , χE1), the transfer operator
LH,s is represented by
LH,s =

0
q−2∑
k=m
τs(hk)
m−1∑
k=2
τs(hk)
∑
n∈N
τs(h
n
1)
∑
n∈N
τs(h
n
q−1)
q−2∑
k=m
τs(hk)
m−1∑
k=2
τs(hk)
∑
n∈N
τs(h
n
1)
∑
n∈N
τs(h
n
q−1)
q−2∑
k=m
τs(hk)
m−1∑
k=2
τs(hk)
∑
n∈N
τs(h
n
1)
∑
n∈N
τs(h
n
q−1)
q−2∑
k=m
τs(hk)
m−1∑
k=2
τs(hk) 0

.
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Moreover, as above,

f1
f2
±τs(J ) f2
±τs(J ) f1
=

q−2∑
k=m
τs(hk) f2 ±
m−1∑
k=2
τs(hk J ) f2 ±
∑
n∈N
τs(h
n
1 J ) f1
∑
n∈N
τs(h
n
q−1) f1 +
q−2∑
k=m
τs(hk) f2 ±
m−1∑
k=2
τs(hk J ) f2 ±
∑
n∈N
τs(h
n
1 J ) f1
∑
n∈N
τs(h
n
q−1) f1 +
q−2∑
k=m
τs(hk) f2 ±
m−1∑
k=2
τs(hk J ) f2 ±
∑
n∈N
τs(h
n
1 J ) f1
∑
n∈N
τs(h
n
q−1) f1 +
q−2∑
k=m
τs(hk) f2 ±
m−1∑
k=2
τs(hk J ) f2

.
We define
L±H,s :=

±
∑
n∈N
τs(h
n
1 J )
q−2∑
k=m
τs(hk)±
m−1∑
k=2
τs(hk J )
∑
n∈N
τs(h
n
q−1)±
∑
n∈N
τs(h
n
1 J )
q−2∑
k=m
τs(hk)±
m−1∑
k=2
τs(hk J )
 .
PROPOSITION 4.15. For Re s > 12 , the operators L±H,s are nuclear of order zero on
B(Eq−1)× B(Er ) and we have
det(1− LH,s)= det(1− L+H,s) · det(1− L−H,s).
Moreover, the Fredholm determinants det(1− L+H,s) and det(1− L−H,s) extend to
meromorphic functions on C with possible poles at s = (1− k)/2, k ∈ N0.
Proof. Let
P := 1√
2

1 τs(J )
1 τs(J )
τs(J ) −1
τs(J ) −1

and
R :=
(
τs(J )
τs(J )
)
.
Then P and R are self-inverse and
PLH,sP =
(
L+H,s
RL−H,sR
)
.
Hence,
det(1− LH,s) = det(1− PLH,sP)= det(1− L+H,s) · det(1−RL−H,sR)
= det(1− L+H,s) · det(1− L−H,s).
The remaining statements now follow from Proposition 4.5 and Theorem 4.14. 2
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4.6. Comparison of the slow and the fast systems. Because of the very geometric
construction (see [Poh10] and the discussion below) of the slow and fast discrete dynamical
systems, we expect that the following comparison statement holds.
CONJECTURE 4.16. Let Re s = 12 . The space of 1-eigenfunctions of the meromorphic
extension of L+H,s is linear isomorphic to FEs(R+)dec,+ω and hence corresponds to even
Maass cusp forms. The space of 1-eigenfunctions of the meromorphic extension of L−H,s is
linear isomorphic to FEs(R−)dec,−ω and hence corresponds to odd Maass cusp forms.
A couple of arguments support this conjecture: the functional equation in the definition
of the space FEs(R+)decω is the defining equation for the 1-eigenfunctions of the transfer
operator with parameter s arising from a discretization of the geodesic flow on Gq\H.
The transfer operator LH,s is also associated to a discretization of this geodesic flow. The
latter discretization is strongly related to the first discretization; it is a specific acceleration
of the first discretization. Heuristically, both discretizations and both transfer operator
families should contain the same geometric information. For Re s = 12 , the Selberg trace
formula implies (via Theorem 4.14) that LH,s has a 1-eigenfunction (more precisely, its
meromorphic continuation L˜H,s has a 1-eigenfunction) if and only if FEs(R+)decω is non-
trivial.
For the splitting of the space FEs(R+)decω into the subspaces FEs(R+)dec,±ω , we used
the symmetry τs(Q). This splitting is the same as building two transfer operators L±F,s
from the slow transfer operator LF,s along the lines of the construction above. The 1-
eigenfunctions of L±F,s are then characterized by the functional equation in FEs(R+)dec,±ω .
The same symmetry (after the necessary conjugation with T ) is used to decompose LH,s
into the operators L±H,s . Invoking the idea that the essential geometric properties are
captured by both discretizations, the 1-eigenfunctions of L±H,s (more precisely, of L˜±H,s)
should correspond to the 1-eigenfunctions of L±F,s , respectively, of appropriate regularity.
For the case q = 3, the transfer operators L±H,s are ±
∑
n∈N τs(hn1 J ), which is Mayer’s
transfer operator [May91] (up to the conjugation by T ). In this case, Conjecture 4.16 has
been established by Efrat [Efrat] on the level of parameters s for the transfer operators and
eigenvalues s(1− s) for Maass cusp forms, and by Chang and Mayer [CM99] as well as
by Lewis and Zagier [LZ01] on the level of eigenfunctions and Maass cusp forms.
To end, we prove two lemmas which might be helpful in proving Conjecture 4.16.
LEMMA 4.17. If f = ( fq−1, fr ) is a 1-eigenfunction of L+H,s or L−H,s , then fr is
determined by fq−1.
Proof. Without loss of generality, suppose that q is odd and f is a 1-eigenfunction of LH,s .
Then
fq−1 =
∑
n∈N
τs(h
n
1 J ) fq−1 +
q−2∑
k=m
τs(hk) fr +
m−1∑
k=2
τs(hk J ) fr ,
fr =
∑
n∈N
τs(h
n
q−1) fq−1 +
∑
n∈N
τs(h
n
1 J ) fq−1 +
q−2∑
k=m
τs(hk) fr +
m−1∑
k=2
τs(hk J ) fr .
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On Eq−1 ∩ Er , which is an open non-empty set, we have
fr =
∑
n∈N0
τs(h
n
q−1) fq−1.
Since fr is holomorphic, it is determined by its values on Eq−1 ∩ Er . 2
The solutions of the functional equations (11)–(14) are determined uniquely by
their values on a ‘fundamental domain’, as given in the following lemma. As in the
corresponding discussion in [LZ01], it is not clear how to recognize the functions on
the fundamental domain that extend to functions on R+ with sufficient regularity to lie
in FEs(R+)dec,±ω .
LEMMA 4.18. Let ψ be a solution to one of the functional equations (11)–(14). Then ψ
is determined by its values on the interval [1, 1+ λ].
Proof. We suppose that q is odd and ψ satisfies (13) (all the other cases are analogous).
Then ψ = τs(Q)ψ . Hence, it suffices to show that ψ is determined on [1,∞). The
functional equation (13) applied to x − λ gives
ψ(x) = ψ(x − λ)− js(g−11 Q, x − λ)ψ
(
1
x − λ + λ
)
−
m−1∑
k=2
τs(Qgk)ψ(x − λ)−
m−1∑
k=2
τs(gk)ψ(x − λ). (21)
Now
[1, 1+ λ] ⊇
m−1⋃
k=2
g−1k .R
+
and
1
x − λ + λ ∈ [1, 1+ nλ]
for x ∈ [1+ nλ, 1+ (n + 1)λ] and n ∈ N. Thus, iteratively applying (21) to the intervals
[1+ λ, 1+ 2λ], [1+ 2λ, 1+ 3λ], . . . determines ψ on [1,∞). 2
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