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Resumen
En este trabajo pretendemos estudiar modelos colectivos de espines acoplados a bosones para
ser implementados en sistemas de iones atrapados o cavity/circuit QED. El problema que vamos a
tratar podr´ıa servir para generar estados entrelazados de fotones, lo cual tiene especial utilidad en
cualquier realizacio´n pra´ctica de informacio´n o computacio´n cua´ntica. Existen modelos relacionados
que se han introducido en f´ısica del estado so´lido para el estudio de acoplos Jahn-Teller entre
estados electro´nicos orbitales y fonones.
Palabras clave: simulacio´n cua´ntica, iones atrapados, c.QED, acoplos de Jahn-Teller, compu-
tacio´n cua´ntica, informacio´n cua´ntica
Abstract
In this work we study collective models of spins coupled to bosons to be implemented in systems
of trapped ions or circuit/cavity QED. In this last setting our study could be useful for experimental
realizations of quantum information and quantum computation. There are several models related to
this one which have been introduced in solid state physics in order to study Jahn-Teller couplings
between orbital electrons and phonons.
Keywords: quantum simulation, trapped ions, c.QED, Jahn-Teller couplings, quantum compu-
tation, quantum information
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2I. INTRODUCCIO´N
A. Motivacio´n: simulacio´n cua´ntica analo´gica
Habitualmente en la f´ısica del estado so´lido se encuen-
tra que feno´menos complejos y con un gran potencial de
aplicacio´n tecnolo´gica son consecuencia de interacciones
de largo alcance entre el inmenso nu´mero de componen-
tes del sistema, pero la dificultad computacional asociada
a estos problemas que involucran muchos cuerpos obsta-
culiza la comprensio´n de los mismos. Sin embargo, los
avances experimentales en o´ptica cua´ntica y f´ısica ato´mi-
ca permiten actualmente emular los anteriores sistemas
fabricando las interacciones deseadas, adema´s de prepa-
rar y medir eficientemente estados cua´nticos, de forma
que se pueden estudiar las correlaciones controlando casi
a voluntad los para´metros de los mismos, algo que es im-
posible en el estado so´lido. Esta idea es la base del marco
experimental conocido como simulacio´n cua´ntica analo´gi-
ca, la cual se esta´ realizando con e´xito en redes o´pticas y
sistemas de iones atrapados. Este u´ltimo montaje tiene
la ventaja de que los estados cua´nticos se pueden prepa-
rar y medir al nivel de part´ıcula individual con una alta
eficiencia [1, 2].
Por otro lado, en sistemas como iones atrapados o a´to-
mos en cavidades surgen de forma natural acoplos entre
grados de libertad internos como el esp´ın y las vibracio-
nes de los componentes del sistema, que al estar cuan-
tizadas se modelizan como una colectividad de bosones,
los fonones. Este hecho se revela de gran utilidad pa-
ra el estudio de sistemas de estado so´lido con este tipo
de interacciones: por ejemplo, los acoplos colectivos de
Jahn-Teller, que son una generalizacio´n a la situacio´n de
muchos cuerpos de los modelos del mismo nombre, que
gene´ricamente describen mole´culas en las que los orbi-
tales electro´nicos se acoplan a modos vibracionales de
forma que la energ´ıa del sistema se minimice al romperse
alguna de las simetr´ıas espaciales. Si concebimos un siste-
ma de f´ısica ato´mica cuyo hamiltoniano efectivo presente
las interacciones anteriores tendremos entonces el simu-
lador cua´ntico que permite predecir las fases del modelo
de materia condensada [3]. El objeto del presente estudio
se enmarca dentro de este tipo de acoplos e interacciones.
Figura 1. Cadena de iones atrapados en una trampa, con un
campo externo B aplicado.
Concretamente, este trabajo se centra en el ana´lisis
de una cadena de N espines acoplados a bosones. Dicho
sistema puede representar dos situaciones f´ısicas bien de-
finidas, a saber: la descripcio´n de una cadena de iones en
una trampa de Paul o en arrays de microtrampas, o el
caso de un conjunto de cavidades entre las cuales pueden
tunelear fotones y que contienen cada una un esp´ın que se
acopla a la radiacio´n. Este u´ltimo tipo de montajes se in-
cluye dentro de las te´cnicas conocidas como cavity/circuit
QED o c.QED, que consisten gene´ricamente en acoplar
un conjunto de qubits (ana´logos cua´nticos de los bits de
un ordenador cla´sico) superconductores –que a efectos
pra´cticos equivalen a dipolos– a un sistema de cavidades.
Figura 2. Montaje de c.QED: la cavidad esta´ disen˜ada pa-
ra seleccionar un u´nico modo de radiacio´n, habitualmente en
el rango de las microondas, cuya frecuencia coincide con la
de excitacio´n del qubit superconductor, que consta a efectos
pra´cticos de dos niveles ya que su espectro energe´tico es in-
homoge´neo.
Si aplicamos al sistema un campo magne´tico como con-
secuencia los espines tienden a alinearse. Sin embargo, la
presencia de un acoplo de e´stos con los bosones, bien sean
las vibraciones cuantizadas de la cadena –los fonones– o
los fotones con los que interaccionan los iones en c.QED,
va a inducir una fase en la que la accio´n del campo
magne´tico externo compite con una interaccio´n efecti-
va que va a intentar alinear los espines en una direccio´n
perpendicular a e´ste. El objetivo principal del presente
trabajo va ser la exploracio´n de las fases del sistema y su
caracterizacio´n.
Figura 3. Transicio´n de fase inducida por el acoplo esp´ın-
boso´n.
De lo anterior se sigue que una posible aplicacio´n, que
no exploraremos aqu´ı, ser´ıa la utilizacio´n de este sistema
en la generacio´n estados entrelazados de qubits. Una idea
podr´ıa consistir en introducir los a´tomos en un ban˜o de
radiacio´n de forma que las correlaciones se traspasen a es-
tados de foto´n. Esto es muy importante debido a que uno
de los grandes retos de la implementacio´n experimental
de la computacio´n cua´ntica es conseguir un nu´mero de
elementos correlacionados lo ma´s alto posible.
3B. Modelo de Jahn-Teller cooperativo
El objeto de nuestro estudio esta´ descrito por el hamil-
toniano H = Hs +Hb +Hsb, donde:
Hs =
∑
j
Ω
2
σxj ,
Hb =
∑
j
ωja
†
jaj +
∑
j,l
tjla
†
jal,
Hsb = g
∑
j
σzj (aj + a
†
j). (1)
Vemos que los bosones pueden saltar entre diferen-
tes sitios de la cadena con te´rminos de hopping tjk.
En concreto, nosotros vamos a estudiar los supuestos
en que tjk = −t(δkj+1 + δkj−1), t > 0 (c.QED), y
tjk = (−1)j−k t|j−k|3 (fonones radiales de una cadena de
iones atrapados). En ambos casos, gracias a la simetr´ıa
de los coeficientes de los operadores nu´mero en el hamil-
toniano Hb, sabemos que se puede diagonalizar la parte
boso´nica del problema mediante una transformacio´n or-
togonal MMT = I y expresarla en funcio´n de modos
normales (unos nuevos operadores boso´nicos que denota-
remos por an):
Hb =
∑
n,m
ωnma
†
man =
∑
n,m
ωnδnma
†
man =
∑
n
ωna
†
nan,
(2)
siendo ωnm :=
∑
j,lMnlMmj(tjl + ωjδjl) una matriz
diagonal y an :=
∑
jMnjaj .
Por otro lado, la parte del acoplo en funcio´n de los modos
normales queda:
Hsb = g
∑
j,n
σzjMnj
(
an + a
†
n
)
. (3)
Consideremos ahora la transformacio´n cano´nica U =
e−S con:
S =
∑
j,n
g
ωn
Mnjσ
z
j
(
an − a†n
)
. (4)
Esta transformacio´n tiene como efecto un desplaza-
miento de los operadores boso´nicos:
e−SaneS = an −
∑
j
g
ωn
Mnjσ
z
j , (5)
a partir de lo cual se concluye que los hamiltonianos
Hb y Hsb bajo U quedan:
H¯b + H¯sb =
∑
n
ωna
†
nan −
∑
j,l,n
g2
ωn
Mnjσ
z
jσ
z
lMnl. (6)
Lo anterior indica que a partir del acoplo esp´ın-boso´n
ha surgido una interaccio´n efectiva esp´ın-esp´ın mediada
por:
Jjl = −g2
∑
n
Mnj
1
ωn
Mnl. (7)
Finalmente, con respecto al u´ltimo te´rmino es sencillo
ver que [S, σ+j ] =
∑
n
g
ωn
Mnj(an− a†n)2σ+j , siendo σ+ :=
1
2 (σ
x + iσy). Dado que σx ≡ σ+ + (σ+)† tenemos que:
H¯s =
Ω
2
∑
j
(
σ+j e
−2∑nMnj gωn (an−a†n) + H.c.) . (8)
Este u´ltimo te´rmino se puede interpretar como una in-
teraccio´n debida al acoplo residual entre espines y boso-
nes. Dicha correccio´n aparece en forma de exponenciales
de los operadores boso´nicos (factores de Franck-Condon).
Si g  ωn las correcciones pueden ignorarse puesto que
las exponenciales quedan aproximadas por la unidad. En
este re´gimen de acoplo esp´ın-boso´n de´bil tendremos una
interaccio´n efectiva tipo Ising entre espines.
C. Implementacio´n f´ısica con iones atrapados
Vamos a considerar sistemas unidimensionales de io-
nes atrapados cuya implementacio´n f´ısica corresponde a
cadenas de Coulomb en trampas de Paul o arrays de mi-
crotrampas de iones [4]. La cadena de iones sigue el eje
x y pueden oscilar en la direccio´n del eje z, con lo que
tenemos el sistema en el plano xz. El potencial al que
esta´n sometidos queda determinado por las frecuencias
de atrapamiento ωt, ωx y la repulsio´n culombiana, luego
el hamiltoniano del sistema es:
H =
∑
j pj
2m
+
m
2
∑
j
(ω2x,jx
2
j +ω
2
t,jz
2
j ) +
∑
j 6=k
e2/2√
(rj − rk)2
.
(9)
Hay que indicar que debido a la interaccio´n culombia-
na los iones se van a distribuir a lo largo de la cadena
de forma inhomoge´nea, estando ma´s juntos en el centro
de la misma y ma´s separados en los extremos. En lo que
sigue sin embargo vamos a suponer la situacio´n en que
los iones presentan una separacio´n constante. Esto no es
una simplificacio´n sin contenido f´ısico, ya que en el caso
de microtrampas de iones que utilizan campos ele´ctricos
individuales para situar cada ion en la cadena la descrip-
cio´n adecuada es suponer que la cadena es homoge´nea ya
que es as´ı como se construye.
En la aproximacio´n armo´nica expresamos VCoulomb co-
mo una funcio´n de los desplazamientos alrededor de las
posiciones de equilibrio, rj = r
(0)
x,jxˆ + δzj zˆ, hasta orden
cuadra´tico:
4VCoulomb =
1
2
∑
j 6=k
e2√(
r
(0)
x,j − r(0)x,k
)2
+ (δzj − δzk)2
'
∑
j 6=k
e2
2
{
1
|r(0)x,j − r(0)x,k|
(
1− 1
2
(δzj − δzk)2
|r(0)x,j − r(0)x,k|2
)}
.(10)
Cuantizamos el sistema sustituyendo la posicio´n y el
momento conjugado por sus operadores correspondientes
en funcio´n de los creadores y destructores, en la forma
(no´tese que trabajamos en unidades de ~ = 1):
pj = i
√
mωt
2
(a†j−aj), δzj =
1√
2mωt
(aj+a
†
j). (11)
Sustituimos en el hamiltoniano e ignoramos los te´rmi-
nos constantes –ya que no contribuyen a la dina´mica–
y los de la forma (aj)
2 y (a†j)
2. Esto u´ltimo es lo que
se conoce como aproximacio´n de onda rotatoria (R.W.A.
por sus siglas en ingle´s) que consiste en suponer que al
alcanzar el estado estacionario los te´rminos presentes en
el hamiltoniano so´lo pueden ser aquellos que no portan
ninguna fase, ya que en promedio cualquier te´rmino de
la forma eiωt se anula si ω  t. Tenemos entonces que:
Hb =
∑
j
ωt,ja
†
jaj +
∑
j,l
tjla
†
jal, (12)
siendo:
ωt,j = ωt −
∑
p 6=j
e2
2mωt|r(0)x,j − r(0)x,p|3
, (13)
y:
tjl =
e2
2mωt|r(0)x,j − r(0)x,l |3
. (14)
El hopping que hab´ıamos enunciado para iones atrapa-
dos difiere de este por un factor (−1)j−l. Esto es debido
a que por simplicidad en el ana´lisis posterior se introduce
la llamada staggered basis:
aj → (−1)jaj , σzj → (−1)jσzj . (15)
Lo anterior garantiza que el te´rmino de acoplo quede
invariante con el cambio (de hecho, nuestro hamiltoniano
presenta una simetr´ıa Z2) pero que el hopping sea el que
se hab´ıa indicado en primer lugar: tjk → (−1)j−ktjk.
Con respecto al te´rmino del acoplo, la interaccio´n de
los iones con el campo ele´ctrico producido por los la´seres
del experimento induce un acoplo dipolar:
Hint = −
∑
j
djE
R.W.A.'
∑
j
ΩL
2
(eikjxj−iωLtσ+j + H.c.).
(16)
Ah´ı el sub´ındice L hace referencia a las magnitudes
asociadas al la´ser. Concretamente la ΩL, que marca el
acoplo con el campo por parte de los iones, es lo que
posteriormente dara´ lugar al acoplo esp´ın-boso´n g.
Si en la anterior expresio´n realizamos la aproximacio´n
dipolar se llega a un acoplo de la forma δzjσ
x. Como ya
hemos comprobado al hacer la transformacio´n cano´nica
para obtener el acoplo efectivo esp´ın-esp´ın de tipo Ising,
es conveniente que el acoplo anterior dependa de σz en
vez de σx. Para ello, podemos simplemente hacer una
rotacio´n de los operadores de esp´ın σx ↔ σz, llegando
as´ı a reproducir el acoplo de nuestro sistema, σz(aj+a
†
j).
Finalmente, si adema´s del campo necesario para crear
la trampa se aplica un B en z, los espines tendera´n a
orientarse en dicha direccio´n, pero como hemos hecho el
cambio σx ↔ σz el hamiltoniano tendra´ la forma:
Hs = −
∑
j
sjB =
∑
j
Ω
2
σxj , (17)
siendo Ω = −γBz con γ la constante giromagne´tica.
II. MODOS NORMALES
Los modos normales de la parte boso´nica son expresa-
bles de forma anal´ıtica para D = 1 en los dos casos que
estamos considerando: c.QED e iones atrapados. Vamos
a centrarnos en c.QED donde los resultados anal´ıticos
son inmediatos de encontrar. Empecemos viendo co´mo
se resuelve el problema con condiciones de contorno pe-
rio´dicas (en adelante PBC). En realidad las condiciones
de contorno realistas para este caso son las abiertas pero
encontrar para las mismas una expresio´n cerrada es ma´s
complicado. Sin embargo, podemos esperar que las fre-
cuencias obtenidas para PBC no difieran mucho de las
que se obtendr´ıan con condiciones abiertas.
Supondremos que ωj ≡ ω para explotar la invariancia
traslacional del problema en este caso, ya que la depen-
dencia de ω con el sitio tiene como consecuencia que –
independientemente de las condiciones de contorno– los
autoestados tomen valores apreciables solamente para las
frecuencias ma´s bajas.
La invariancia anterior sugiere que un ansatz de onda
plana puede dar la relacio´n de dispersio´n correcta, luego
por el momento trabajaremos con matrices unitarias M
y M†, siendo Mnj = 1√N exp (−i 2piN nj), en vez de con
ortogonales:
5ωnm =
1
N
∑
j,l
e−i
2pi
N nlei
2pi
N mj
:=Ajl︷ ︸︸ ︷
(tjl + ωlδjl)
=
1
N
∑
j,l
ei
2pi
N
j−l
2 (m+n)Ajle
i 2piN
j+l
2 (m−n)
=
1
N
∑
j+l,j−l
ei
2pi
N
j−l
2 (m+n)Aj−lei
2pi
N
j+l
2 (m−n)
=
∑
j−l
ei
2pi
N n(j−l)Aj−l = ω − t(ei 2pinN + e−i 2pinN ei2pin)
= ω − 2t cos
(
2pin
N
)
. (18)
Ah´ı hemos utilizado la propiedad de invariancia tras-
lacional de Ajl ≡ Aj−l, que las condiciones de contorno
son PBC (AN1 = A1N = −t) y la relacio´n de cierre de
las ondas planas:
∑
j+l
ei
2pi
N
j+l
2 (m−n) = Nδmn. (19)
La expresio´n obtenida para ωnm etiqueta los autovalo-
res del problema. Los modos normales que considera-
remos sin embargo sera´n las combinaciones reales de
las ondas planas Mjn, {Rjn, Ijn}, definidas a partir de
Mjn =
1√
2
(Rjn + iIjn) y M
∗
jn =
1√
2
(Rjn − iIjn):
{
1√
N
,
√
2
N
cos
(
2pijn
N
)
,
√
2
N
sin
(
2pijn
N
)}
. (20)
Extraemos entonces que la frecuencia fundamental es
del orden ω0 ' ω − 2t y que la separacio´n entre niveles
es ω1 − ω0 ' 4t
(
pi
N
)2
, es decir, es proporcional a t.
Si introducimos los anteriores resultados en la expre-
sio´n del acoplo efectivo (7), vemos que en el l´ımite del
continuo:
Jjj′
N→∞−→ ∼
∫ ∞
−∞
dx
ei
2pi
N x(j−j′)
ω − 2t cos ( 2pixN )
∝
 e
−
√
ω−2t
2t (j−j′), si ω − 2t > 0,
sen
(√
|ω−2t|
2t (j − j′)
)
, si ω − 2t < 0. (21)
A partir de lo anterior, podemos comprobar ahora que
en el supuesto de t  ω, que se engloba en el caso del
resultado anterior en que Jjl decae exponencialmente con
la distancia entre vecinos, se obtiene una expresio´n cohe-
rente para el caso de sistema finito:
Figura 4. Relacio´n de dispersio´n para los casos de hopping
tjk = 0,4 a primeros vecinos (l´ınea azul) y de hopping cu-
lombiano, con ω = 2,7 y tjk = 0,4 (l´ınea negra). Dado que
experimentalmente existe gran libertad a la hora de fijar el
valor de los para´metros, aqu´ı hemos elegido arbitrariamente
como escala ω0 := ω − 2t = 1, la energ´ıa del fundamental
para hopping a primeros vecinos igual a la unidad. Para el
caso culombiano los para´metros se han escogido de forma que
la escala del resultado coincida con el ana´logo para hopping a
primeros vecinos.
Jjl = −
∑
n
g2Mnj
1
ωn
Mnl = −g
2
N
∑
n
ei
2pin
N (j−l)
ω − 2t cos ( 2pinN )
' − g
2
ωN
∑
n
ei
2pin
N (j−l)
(
1 +
t
ω
cos
(
2pin
N
))
= − g
2
ωN
∑
n
[
ei
2pin
N (j−l) +
t
ω
(
ei
2pin
N (j−l+1) + ei
2pin
N (j−l−1)
)]
= − g
2
ωN
(
Nδjl +N
t
ω
(δjl−1 + δjl+1)
)
. (22)
Notar que dado que t > 0, el fundamental del sistema
de espines sera´ ferromagne´tico.
Como aplicacio´n de los ca´lculos anteriores podemos ver
la desviacio´n de los iones de sus posiciones de equilibrio
en el estado estacionario del sistema. Si, como hemos ve-
nido haciendo hasta ahora, suponemos que la interaccio´n
entre espines es de tipo ferromagne´tica, e ignoramos la
correccio´n que introduce el factor de Franck-Condon, el
estado fundamental sera´ el que tenga todos los espines
alineados en la direccio´n z, luego:
〈zj〉 =
∑
n,l
Mjn
1
ωn
Mln〈σzj 〉 =
∑
n
Mjn
1
ωn
δn0(±1)
= ± 1
ω − 2t . (23)
6III. TEORI´A DE CAMPO MEDIO
En este apartado vamos a plantear un ansatz para el
estado fundamental de nuestro problema y mediante la
condicio´n de minizacio´n de la energ´ıa determinaremos los
para´metros de dicha solucio´n. Llamaremos a este estudio
teor´ıa colectiva de campo medio, ya que nuestro ansatz
describe una colectividad de bosones, como un estado
coherente de fotones, por ejemplo, y un estado en que los
espines apuntan en una direccio´n concreta dependiente
del sitio:
|ΨMF〉 =
⊗
j
(|θj , φj〉)⊗ e−
∑
n(α
∗
nan−αna†n)|0〉b, (24)
siendo |θj , φj〉 = cos(θj/2)|0〉j + e−iφj sin(θj/2)|1〉j .
Calculemos la energ´ıa de dicho estado:
〈ΨMF|H|ΨMF〉 = 〈ΨMF|
∑
n
ωna
†
nan +
Ω
2
∑
j
σxj
+ g
∑
j,n
σzjMnj(a
†
n + an) |ΨMF〉. (25)
De manera natural la expresio´n anterior se parte en
tres trozos: el primero se simplifica si vemos que |ΨMF〉 =
U |0〉b, donde U := e−
∑
n(α
∗
nan−αna†n), de forma que:
{
U†anU = an + αn,
U†a†nU = a
†
n + α
∗
n,
⇒
∑
n
ωn〈ΨMF| a†nan |ΨMF〉
=
∑
n
ωn〈0|U†a†nUU†anU |0〉 =
∑
n
ωn|αn|2. (26)
El siguiente te´rmino se calcula como el anterior y vien-
do que 〈ΨMF|σzj |ΨMF〉 = − cos2(θj/2) + sin2(θj/2) =
− cos θj , luego:
g
∑
j,n
Mnj〈σzj 〉(α∗n + αn) = g
∑
j,n
Mnj(− cos θj)(α∗n + αn).
(27)
Finalmente, dado que σxj |θj , φj〉 = cos(θ/2)|1〉j +
e−iφj sin(θj/2|0〉j y, por tanto, 〈θj , φj |σxj |θj , φj〉 =
cos(θ/2) sin(θ/2)(e−iφj + eiφj ) = sin θj cosφj , llegamos
a que:
〈H〉 =
∑
n
ωα∗nαn + g
∑
j,n
Mnj(− cos θj)(α∗n + αn)
+
Ω
2
∑
j
sin θj cos θj . (28)
Procedemos entonces a minimizar. Hay que hacer no-
tar que vamos considerar α∗n y αn grados de libertad
independientes en principio por lo que tendremos una
ecuacio´n para cada una:

∂H
∂αn
= ωnα
∗
n − g
∑
jMnj cos θj = 0,
∂H
∂α∗n
= ωnαn − g
∑
jMnj cos θj = 0,
∂H
∂θj
= g
∑
nMnj sin θj(α
∗
n + αn) +
Ω
2 cos θj cosφj = 0,
∂H
∂φj
= −Ω2 sin θj/2 sinφj/2 = 0.
(29)
Lo primero que notamos es que α∗n = αn, es decir, que
es real. Por otro lado, φj = {0, pi}; tomaremos φj = {0}
sin pe´rdida de generalidad, ∀j. Llegamos entonces a las
dos ligaduras siguientes:

αn =
g
ωn
∑
jMnj cos θj ,
g
∑
nMnj sin θj
(
2 gωn
∑
j′Mnj′ cos θj′
)
= ∓Ω2 cos θj .
(30)
Las anteriores ecuaciones se resuelven nume´ricamen-
te pero podemos predecir su resultado haciendo algunas
aproximaciones. Sea:
Jjj′ := 2g
2
∑
n
Mnj
1
ωn
Mnj′ . (31)
Bajo condiciones de contorno perio´dicas cos θj = cte.,
por lo que podemos hacer J :=
∑
j′ Jjj′ obtieniendo que
para toda j la segunda ecuacio´n de ligadura se reduce a:
J sin θ cos θ = ∓Ω
2
cos θ ⇒ sin θ = ∓ Ω
2J
. (32)
El anterior resultado constituye uno de los ma´s impor-
tantes del trabajo: dado que cabe esperar homogeneidad
en el sistema al tomar el l´ımite termodina´mico, la ecua-
cio´n (32) marca el punto de aparicio´n de la transicio´n de
fase del sistema. No´tese que as´ı como para valores cada
vez ma´s altos de elementos en el sistema cabe esperar
que el valor del punto cr´ıtico se estabilice en torno al
que proporciona la fo´rmula de arriba, la dependencia del
mismo con el valor de J es sensible a la interaccio´n que
se considere. Como se deduce de los ca´lculos nume´ricos
presentados a continuacio´n, el valor de gc para el caso de
hopping a primeros vecinos es ∼ 0,5 mientras que para el
caso culombiano se encuentra en ∼ 0,69.
Que´ caracter´ısticas presenta el sistema en cada una
de las dos fases lo podemos ver sustiuyendo la anterior
condicio´n en (30) para los dos l´ımites naturales que las
definen:

Ω J ⇒ cos θ = 0→ |θ, φ〉 = 1√
2
(|0〉 ± |1〉),
Ω J ⇒ sin θ = 0→ |θ, φ〉 = {|0〉,±|1〉}.
(33)
7Figura 5. Valor medio de bosones como funcio´n de g para el
caso de c. QED. El punto de la transicio´n de fase se encuentra
en g ∼ 0,5.
Figura 6. Valor medio de bosones como funcio´n de g para la
cadena de iones. El punto de la transicio´n de fase se encuentra
en g ∼ 0,7.
Hemos obtenido entonces que si el campo aplicado es
muy alto los espines tendera´n a alinearse en la direccio´n
del mismo. Esta es la situacio´n ilustrada en la figura 1.
Interpretamos que las oscilaciones boso´nicas tienen una
amplitud insuficiente como para que mediante su acoplo
a los espines puedan alterar su orientacio´n. Sin embargo,
a partir de cierto valor umbral, las oscilaciones se mag-
nifican y la interaccio´n esp´ın-boso´n, que efectivamente es
una interaccio´n de Ising entre espines, es lo suficiente-
mente fuerte como para que los espines pasen a apuntar
en la direccio´n z: es el caso presentado en la figura 3. La
situacio´n intermedia tiene que ser un crossover entre am-
bos reg´ımenes, esto es, una fase en que los espines apun-
ten en una direccio´n θj de forma homoge´nea, es decir,
independiente de j salvo por efectos de borde y taman˜o
finito.
Figura 7. Valor esperado de las amplitudes de oscilacio´n de-
pendiente del sitio para hopping a primeros vecinos y condi-
ciones de contorno abiertas, que corresponde a la implemen-
tacio´n en c. QED para valores del acoplo por encima de su
valor cr´ıtico: g = 0,55, 0,75, 0,95.
Figura 8. Valor esperado de las amplitudes de oscilacio´n de-
pendiente del sitio para el caso de la implementacio´n con iones
atrapados y mismos valores del acoplo que en el caso anterior:
g = 0,55, 0,75, 0,95.
IV. FLUCTUACIONES GAUSSIANAS
En este apartado vamos a calcular las desviaciones so-
bre la solucio´n de campo medio. Como en el apartado
anterior partimos de:
H =
∑
j
Ω
2
σxj +
∑
n
ωna
†
nan+g
∑
j,n
σzjMnj(an+a
†
n). (34)
Suponemos que el sistema se encuentra en el estado
fundamental |ΨMF〉 con los para´metros tomando el valor
dado por la condicio´n de minimizacio´n de la energ´ıa. Di-
cho estado puede presentar los espines orientados en una
direccio´n arbitraria en el plano xz, por lo que si queremos
hacer teor´ıa de perturbaciones tendremos antes que rotar
el hamiltoniano y centrarlo en la direccio´n θj obtenida:
8
σyj = σ˜
y
j ,
σzj = cos θj σ˜
z
j + sin θj σ˜
x
j ,
σxj = cos θj σ˜
x
j − sin θj σ˜zj .
(35)
El hamiltoniano rotado es entonces:
H =
∑
j
Ω
2
(cos θj σ˜
x
j − sin θj σ˜zj ) +
∑
n
ωna
†
nan
+ g
∑
j,n
(cos θj σ˜
z
j + sin θj σ˜
x
j )Mnj(an + a
†
n). (36)
Definimos ahora las desviaciones respecto del equilibrio
como operadores que actu´an sobre estados centrados en
el valor encontrado en el apartado anterior; por ejemplo,
para los bosones an = αn + δan.
En el caso de los operadores fermio´nicos, sin embargo,
es conveniente expresar las desviaciones respecto del equi-
librio nuevamente como una poblacio´n de bosones [5], de
forma que cada excitacio´n sea una unidad de esp´ın que se
an˜ade al valor inicial en virtud de un operador boso´nico
b†: es lo que se conoce como representacio´n de Holstein-
Primakoff :

S+ = b†
√
2S − nb,
S− =
(√
2S − nb
)
b,
Sz = nb − S,
(37)
siendo nb = b
†b. Como [b, b†] = 1 es inmediato ver
que los anteriores operadores verifican las reglas de con-
mutacio´n las tres componentes del operador de esp´ın
[Sα, Sβ ] = iαβγSγ . Hay que notar que el espacio de Fock
de b completo no tiene el sentido f´ısico correcto, si no
que tenemos que cen˜irnos al subespacio expandido por
{|0〉, |1〉, . . . , |2S〉}. Los estados fuera del anterior subes-
pacio se eliminan mediante el proyector PS . Adema´s se
puede verificar que para la base anterior se cumple que
S2 = S(S + 1).
Las ra´ıces cuadradas se pueden expandir en potencias
de 1/S:
√
2S − nb =
√
2S
(
1− nb
4S
− n
2
b
32S2
+ · · ·
)
(38)
Si tenemos en cuenta que S+ = σ+, S− = σ− y que
Sz = 2σz, podemos expresar lo anterior como:

σ+ ' δa†s,j ,
σ− ' δas,j ,
σz ' 2δa†s,jδas,j − 1.
(39)
Estas excitaciones se conocen como bosones de
Holstein-Primakoff, y las anteriores aproximaciones es-
tara´n justificadas si posteriormente vemos que se cumple
que 〈δa†s,jδas,j〉  1.
Si sustituimos y simplificamos vemos que los te´rminos
de primer orden se anulan teniendo en cuenta las ligadu-
ras del apartado anterior, lo cual era esperable por estar
haciendo perturbaciones en torno a un mı´nimo. Ignoran-
do los te´rminos de orden cero, ya que no contribuyen a
la dina´mica, llegamos a que:
HG =
∑
n
ωnδa
†
nδan +
∑
j
∆jδa
†
s,jδas,j
+
∑
j,n
gMnj sin θj(δa
†
n + δan)(δa
†
s,j + δas,j), (40)
siendo ∆j := −Ω sin θj + 4g cos θj
∑
nMnjαn. Como
cualquier hamiltoniano cuadra´tico, la anterior expresio´n
es diagonalizable mediante una transformacio´n de Bogo-
liubov. Concretamente, el problema se puede ver como la
diagonalizacio´n de la siguiente matriz H:
HG =
1
2
a†H a, (41)
siendo:
a† = (δa†1, . . . , δa
†
N , δa
†
s,1, . . . , δa
†
s,N ,
δa1, . . . , δaN , δas,1, . . . , δas,N ). (42)
Para diagonalizar el problema hemos de encontrar una
transformacio´n cano´nica a = S c tal que:
S†H S = E, (43)
y que:
J = [a,a†] = S[c, c†]S† = S J S†. (44)
Esta u´ltima expresio´n, que impone la conservacio´n de
las reglas de conmutacio´n de bosones, es la condicio´n de
que la transformacio´n sea cano´nica. J es una matriz dia-
gonal con las 2N primeras entradas iguales a −1 y las
2N restantes a 1. Ya que con este u´ltimo requerimien-
to S deja de ser hermı´tica, es preferible para el ca´lculo
nume´rico posterior expresar el problema como:
S¯−1H¯S¯ = E¯, (45)
siendo S¯ = J S, H¯ = H J y E¯ = J E. Una vez diago-
nalizado el problema podemos extraer directamente de S
las relaciones:
9δan =
∑
γ=1,...,2N
(U (n)nγ c
†
γ + (V
(n)
nγ )
∗cγ),
δas,j =
∑
γ=1,...,2N
(U
(s)
jγ c
†
γ + (V
(s)
jγ )
∗cγ), (46)
de manera que podemos calcular las desviaciones tanto
del nu´mero de bosones como del valor de equilibrio de los
espines:
F{δan} =
1
N
∑
n
〈Ω|δa†nδan|Ω〉 =
∑
γ,n
|V (n)nγ |2,
F{δas,j} =
1
N
∑
j
〈Ω|δa†s,jδas,j |Ω〉 =
∑
γ,j
|V (s)jγ |2, (47)
siendo |Ω〉 el vac´ıo de los modos de Bogoliubov, esto es,
cm|Ω〉 = 0.
Hemos diagonalizado entonces el hamiltoniano de las
fluctuaciones entorno al equilibrio:
HG =
∑
m
ωmc
†
mcm. (48)
De la inspeccio´n de los resultados anteriores deducimos
varias cosas. En primer lugar, este sistema presenta una
transicio´n de fase para un valor cr´ıtico gc. Dicho valor es
dependiente de la interaccio´n entre los elementos de la
cadena, y ya hemos visto que en el l´ımite termodina´mico
su valor es gc = 0,5 para el caso de c.QED y gc = 0,69
para el caso de iones atrapados. Las desviaciones de es-
te valor tienen su origen en el taman˜o finito del sistema
que estamos considerando, aunque para los taman˜os con-
siderados e´stas son despreciables. Adema´s, si vemos las
relaciones de dispersio´n para distintos valores del acoplo
comprobamos que para el caso cr´ıtico es lineal, puesto
que como es esperable en el punto cr´ıtico se cierra el gap,
mientras que en los dema´s casos es parabo´lica. Existe por
tanto una sola rama acu´stica.
V. CONCLUSIONES Y PERSPECTIVAS
Este trabajo resume la esencia de la idea de la simula-
cio´n cua´ntica: dado un hamiltoniano que puede describir
un sistema de materia condensada, como pueden ser los
acoplos de Jahn-Teller, o un sistema de muchos cuerpos
como el necesario para la produccio´n de estados de un
gran nu´mero de fotones entrelazados, nosotros hemos es-
tudiado la implementacio´n de uno ana´logo en sistemas
de f´ısica ato´mica sobre los cuales los f´ısicos experimenta-
les tienen actualmente un gran dominio. Gracias a esto,
las para´metros del sistema se pueden elegir a voluntad,
y se pueden explorar las fases del sistema simplemente
prepara´ndolo en un estado dado y realizando una medi-
cio´n sobre el mismo. De esta forma uno tiene acceso a la
Figura 9. Fluctuaciones gaussianas de la cadena de iones para
N = 20 sitios con ω = 1/tjk = 2,7. No´tese como las fluctua-
ciones son ma´ximas en el punto cr´ıtico g ∼ 0,69.
Figura 10. Relacio´n de dispersio´n de las fluctuaciones para
g ≤ gc ∼ 0,69 para N = 100 en el caso de la cadena de iones.
informacio´n sobre los observables de manera inmediata,
sin que sea necesaria una simulacio´n nume´rica que en el
caso de un sistema macrosco´pico esta´ fuera del alcance
de cualquier ordenador actual.
Con respecto a los resultados obtenidos, vemos que la
descripcio´n realizada de campo medio parece ajustarse
bien salvo en el punto cr´ıtico, donde las fluctuaciones
divergen. Una posible continuacio´n del presente trabajo
podr´ıa consistir en analizar la validez del ansatz utilizado
en funcio´n del valor del acoplo g. Esto tiene especial re-
levancia en posibles aplicaciones a informacio´n cua´ntica,
ya que en este contexto el estudio realizado describe una
situacio´n en la que la correlacio´n de los espines se podr´ıa
mapear a estados de foto´n.
Por otro lado, la utilizacio´n de me´todos nume´ricos co-
mo DMRG (density matrix renormalization group) vali-
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Figura 11. Relacio´n de dispersio´n de las fluctuaciones para
g ≥ gc ∼ 0,69 para N = 100 en el caso de la cadena de iones.
dar´ıa los resultados del presente estudio puesto que en el
caso de una dimensio´n son exactos.
Finalmente, una extensio´n natural del trabajo ser´ıa ge-
neralizarlo a ma´s dimensiones, para su aplicacio´n por
ejemplo a sistemas de cristales 2D, redes triangulares,
etc. En estos casos es donde la simulacio´n cua´ntica surge
como u´nica v´ıa posible de estudio del sistema y donde
queda patente su potencia frente a cualquier simulacio´n
nume´rica.
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