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1 Executive summary 
 
A climatology of extreme weather events has been produced for the UK to support 
UKCIP 2008.  This provides both a baseline from which to apply future projections 
of extreme events for the UK and also a demonstration of the extreme 
methodology that will be used for determining future risk of extreme events from in 
the UKCIP model projections.  For variables for which there are no suitable 
observations (drought, gusts, storms), simulated values are used from the 
regional climate model forced with historically observed reanalysis data. The 
climatology of extreme events is presented for the following: 
Temperature: Daily extremes by season, hottest day, coldest day, hottest night, 
coldest night.  Heatwaves and coldwaves of 7 and 14 days duration.  The 40 year 
return level for hottest and coldest monthly mean of the daily maximum and 
minimum temperature by season 
Precipitation:1-day, 5-day accumulations by season and 30-day accumulations 
and monthly totals for whole year. 
Drought: Information not yet available. 
Gusts:  90th percentile and 5, 10, 20 and 50 year return levels of daily maximum 
gust  
Storms: Maps of the genesis, track, decay and strength of storms and 
anticyclones, together with blocking frequencies are presented by season. 
Daily data cover the period 1960 to 2006, monthly data 1924 to 2005 and the 
model generated data 1957 to 2002. 
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3 Introduction 
As the reality of human induced climate change gains general acceptance the 
concern for what climate change might be bringing to extreme weather events 
grows.  This is not surprising as the economic and social impact of extreme 
weather can be high, such as the recent flooding in the UK during the summer of 
2007 or the heatwave in Europe of 2003.  It is also likely that the public will first 
notice the effects of climate change through extreme events.  It is estimated that 
the likelihood of a summer of the severity experienced in 2003 in Europe has at 
least doubled and probably quadrupled due to the emission of greenhouse gasses 
(Stott 2004).  It is therefore of national importance that any future changes in risk 
of extreme weather is well quantified.  To this end, this report provides a baseline 
from which to ascertain changes in future risk by providing an assessment of the 
present day likelihood of a selection of extreme weather events for the UK. 
The following extreme events are catalogued.  
i) Temperature: Daily extremes by season, hottest day, coldest day, 
hottest night, coldest night.  Heatwaves and coldwaves of 7 and 14 
days duration.  The 40 year return level for hottest and coldest monthly 
mean of the daily maximum and minimum temperature by season 
ii) Precipitation: 1-day, 5-day accumulations by season and 30-day 
accumulations and monthly totals for whole year. 
iii) Drought: Information not yet available. 
iv) Gusts:  90th percentile and 5, 10, 20 and 50 year return levels of daily 
maximum gust. 
v) Weather systems:  Maps of the genesis, track, decay and strength of 
storms and anticyclones, together with blocking frequencies by season. 
Detailed descriptions of the data and the methodologies are given within each 
section.  Two genres of data are used for the analysis.  Firstly that which is 
derived directly from observations and are aggregated to the 25km grid of the UK 
Climate Impacts Project (UKCP09) regional climate model output.  This is data for 
which the density and longevity of the observing stations are sufficient to perform 
gridding.  The temperature and precipitation results are derived from such data, 
with some individual station data being used for verification of gust extremes.  The 
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second type of data is that for which the observations are not sufficient to produce 
gridded data, eg for gusts and weather systems.  In this case, data are generated 
by forcing the regional UKCP09 climate model with a time series of boundary 
conditions from the ERA-40 reanalysis project.  Such a model setup is often 
termed a “perfect boundary condition” experiment where the large scale flow is 
constrained to be near reality.  This helps to reduce regional simulation errors 
over the UK and Europe, however biases are still liable to arise from deficiencies 
in the representations of processes within the regional model domain (e.g. Noguer 
et al., 1998). Products derived from such regional model simulations are therefore 
constrained by the observed synoptic scale atmospheric circulation, but should 
not be interpreted as observed climatologies: This should be borne in mind when 
interpreting the results.   
The maturity of the subject is different for each meteorological variable studied, so 
the approach and style of each section has been chosen to best match the state 
of understanding.  The areas of temperature and precipitation extremes are well 
established and so the sections are more direct, cataloguing the extreme values 
for the UK, whereas the other extremes take an approach appropriate for 
reporting research results as new data and new methods are being explored. 
Due to the number of graphics for some sections, figures and tables can be 
located in annexes where appropriate. 
3.1 References 
Stott, P. A., Stone D. A.  and Allen M. R. (2004), Human contribution to the 
European heatwave of 2003, Nature, 432, 610 – 614 
Noguer, M., Jones R. G. and Murphy J.M. (1998), Sources of systematic errors in 
the climatology of a regional climate model over Europe. Clim Dyn, 14, 691-712.  
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4 Datasets 
4.1 Observations 
Extremes are generally considered in terms of daily timescales and daily data 
inform a significant part of this study.  Analysis of monthly extremes is also 
included here for temperature as these are often used to assess the unusualness 
of an extended period of weather, for example the general wet nature of the 2000 
autumn that preceded the flooding in the winter. Details of the daily and monthly 
datasets are as follows. 
4.1.1 Daily data 
Data Source 
The station data was extracted from the Data Components database, which is a 
part of the Met Office climate data archive and contains a simplified version of the 
raw observations generated according to well-defined rules. The components 
include daily rainfall amount, and daily maximum and minimum temperature, and 
the tables contain single values for each day at each station, together with a flag 
column to indicate whether the data is suspect or estimated, and a column giving 
the percentage of data which was available for the calculation. 
Although the data has undergone some quality checking, the extent and 
effectiveness of this has changed through time since the 1960’s.  Therefore, 
further checks on the extracted station data were carried out in order to identify 
and exclude data which was clearly in error.  The mean and standard deviation 
across all stations was calculated for each day, and station data which exceeded 
a set threshold number of standard deviations away from the mean was inspected 
to see if there was any obvious error, either in relation to other surrounding 
stations on that day or in relation to the record for that station over surrounding 
months.  The thresholds set were 5 or 6 standard deviations for temperature, and 
20 standard deviations above the mean and 1.5 below the mean for rainfall.  
Sometimes, this led to the discovery of a station record which was wrong for a 
period of time, for example due to rainfall accumulations, or data being misaligned 
by a day.  No attempt was made to correct data and any data found to be in error 
was excluded. 
All available stations are used regardless of record length, in order to make the 
maximum use of the data.  The number of stations used as input to the gridding 
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All available stations are used regardless of record length, in order to make the 
maximum use of the data.  The number of stations used as input to the gridding 
varies throughout the period, as can be seen in Figure 1. These variations are due 
primarily to changes in the size of the observing network. 
Figure 1: The number of stations used in the gridding analysis for rainfall and 
temperature from 1960 to 2006. 
 
 
Gridding Method 
The methods used are similar to those used to generate monthly datasets (Perry 
and Hollis, 2005b).  The EWB climate data analysis software is again used to 
create the grids – this is a customised version of the ArcView Geographical 
Information System (GIS) software package.  The method takes a set of 
irregularly distributed (in time and space) observations made at meteorological 
stations as its main input.  The station data is normalised with respect to the 
monthly 1961-1990 climate normal, using the 1km x 1km gridded datasets whose 
generation is described in Perry and Hollis (2005a).   
Inverse-distance weighting (IDW) is then used to interpolate the irregular station 
data to a regular grid, initially at a 5km x 5km resolution.  In the case of 
temperature, the data which is interpolated are the residuals from a regression 
model relating the normalised temperature values to latitude, longitude, altitude, 
coastal influence and density of urban land use.  In the case of rainfall, the 
interpolated values are the normalised rainfall values themselves as no regression 
model was used.   
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The set-up of the analysis, such as whether to use a regression model, which 
variables to include in the regression, and the power and radius of the IDW 
interpolation, were determined by testing on a sample year which was run with a 
set of 10% of the stations left out of the analysis for verification.  The root-mean-
squared error (RMSE) for each day was calculated from the differences between 
the observed values at the verification stations and the grid values at the station 
locations. The RSME averaged across all days in the test period was compared 
for different versions of the analysis. 
Table 1 shows the RMSE at verification stations, averaged over each day of the 
test year, for each of the variables.   This gives an indication of the quality and 
accuracy of the grid values.  Table 2 shows the analysis set-up which performed 
the best, and was thus used for the final versions of the gridding.  Latitude and 
longitude are represented by a cubic cross-polynomial.  The coastal influence 
variables used are the percentage of land within a radius of either 10 km or 30 
km.  The urban variable used was the proportion of urban land use within a 5 km 
radius. 
Table 1: RMSE at verification stations for each climate variable. 
Variable Verification RMSE 
Rainfall 1.23 mm 
Mean Temperature 0.94 deg C 
Maximum Temperature 1.06 deg C 
Minimum Temperature 1.27 deg C 
 
Table 2: Analysis regression model and interpolation settings used 
Variable Regression variables IDW settings 
  Lat / Long Altitude Coastal Urban Power Radius 
Rainfall n/a n/a n/a n/a 3 50 
Mean Temperature X*Y^3 Yes %land 30km No 2 100 
Maximum Temperature X*Y^3 Yes %land 30km No 2 100 
Minimum Temperature X*Y^3 Yes %land 10km 5km 2 100 
 
The results for mean temperature are for gridded datasets generated by 
interpolating station values of daily mean temperature (obtained by averaging the 
observations of maximum and minimum temperature, where both are available). 
Testing is ongoing to determine whether more accurate mean temperature grids 
could be generated by averaging the final gridded datasets for maximum and 
minimum temperature. 
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Gridding Output 
The gridding was run in 6-month blocks according to the methods described 
above.  The average variance explained by the regression procedure was 0.55 for 
maximum temperature and 0.51 for minimum temperature. 
Further labour-intensive quality checking was carried on the output from the 
gridding process in order to improve the quality of the final product.  For 
temperature, the checking focussed on an analysis of the regression residuals at 
each station for each day.  High regression residuals are often caused by data 
that is in error.  However, they may also be caused by the regression surface 
being a poor representation of the actual temperature, especially around the 
edges of the UK, in areas of complex terrain, or on days with unusual temperature 
patterns, so care needs to be taken before excluding values.  Two tests were 
used to identify suspect values: 
- A large absolute value of the regression residual (>= 5 °C) 
- A regression residual that is an outlier (based on the size of the gaps 
between the stations with the 5 highest and lowest regression residual 
values on each day) 
Station values fulfilling both criteria were inspected in the array of station data 
before deciding whether to exclude them from the analysis. 
For rainfall, no regression residuals were available because regression was not 
used in the analysis.  Instead, software was written in ArcView to enable the 
relatively rapid and efficient eyeball checking of gridded output for each day.  
When bulls-eyes or clear inconsistencies in the grid were spotted, station values 
could be plotted in a zoomed view, to enable a decision to be made on whether to 
exclude a station from the analysis.  The array of station data could also be 
inspected to help with the decision. 
The gridding was then re-run without the excluded data, and the final version of 
the output was archived ready for further analysis and the generation of derived 
products.  The derived product used for this report is a re-gridded 25km x 25km 
product where the grid matches that of the regional climate model (RCM) used in 
the UKCIP scenarios.   Regridding is achieved through simple averaging of the 
5km grid boxes falling within each grid box of the 25km RCM grid. 
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4.1.2 Monthly data 
Climate data on 5km grids at the monthly timescale were originally created as part 
of the UKCIP02 national climate scenarios prepared for UKCIP by the Tyndall 
Centre and Met Office Hadley Centre. These are described in detail in Perry and 
Hollis (2005a,b), though the methodology is similar to that used in the creation of 
the daily grids (Section 4.1.1). 
This atlas makes use of the mean monthly maximum and minimum temperature 
datasets, and also the total monthly precipitation dataset based on the archive of 
UK weather observations held at the Met Office.  Originally covering the years 
1961-2000, the grids have subsequently been updated by the Met Office Hadley 
Centre to cover the period 1914-2005, and therefore cover a longer period than 
the daily 5km grids. 
Approximately 500 temperature stations and 3500 rainfall stations were utilised to 
produce the grids. The regression and interpolation process used to obtain the 
5km grids alleviates the impacts of station openings and closures on homogeneity 
but the impacts of a changing station network cannot be removed entirely, 
especially in topographically variable areas. 
4.2 Reanalysis and reanalysis forced RCM 
The ECMWF ERA40 reanalysis dataset (Uppala et al. 2005, ERA40) covers the 
period 1957-2002. These are taken to be representative of the historical weather 
as they provide a comprehensive analysis of past observations in a dynamically 
consistent way.  
The HadRM3 RCM is used in the UKCIP 2008 climate projections to provide 
downscaling information from a large ensemble of perturbed physics global 
circulation models (see the main UKCP09 report for details). The RCM uses a 
rotated pole grid with a resolution of 25km and 19 levels in the vertical and is 
scientifically equivalent to HadAM3 (Pope et al. 2000) except for the resolution 
dependent parameters that have been tuned to 25km and the addition of a 
representation of the sulphur cycle (Jones et al. 2001). The synoptic variability of 
the RCM is largely determined by the boundary forcing, therefore, we drive the 
RCM with boundary conditions derived from ERA40 data, in this context termed 
“perfect boundary conditions”, and assume that the resultant output for the UK is 
an acceptable measure of reality.  In truth, there will be biases introduced by the 
limitations of the RCM. For example its 25km resolution will not capture the full 
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details of storms and fronts, and errors in its physical parameterisations can 
introduce biases in the simulation in surface temperature, precipitation and related 
variables, particularly in summer when the influence of the driving synoptic 
circulation is weaker (e.g. Vidale et al., 2003).  Therefore, some allowance for the 
potential influence of model bias may be needed when attempting to determine 
from this data the current risk of a particular extreme event. 
4.3 References 
 
Jones A, Roberts DL, Woodage MJ, Johnson CE. 2001.  Indirect sulphate aerosol 
forcing in a climate model with an interactive sulphur cycle.  Journal of 
Geophysical Reasearch – Atmospheres, 106, D17: 20293-20310 
Perry MC, Hollis DM.  2005a.  The development of a new set of long-term 
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Figures 
Daily 
Figure 5.3.1.i.a Summer. Maps of the 40 year return level for hottest day (max 
Tmax), coldest day (min Tmax), hottest night (max Tmin) and coldest night (min 
Tmin). Units are °C. A5-6 
Figure 5.3.1.i.b Summer. Selected cities return level / return period curves for 
hottest day (max Tmax) and hottest night (max Tmin). Units are °C. A5-7 
Figure 5.3.1.i.b Summer Selected cities return level / return period curves for 
coldest day (min Tmax) and coldest night (min Tmin). Units are °C. A5-8 
Figure 5.3.1.i.a Autumn. Maps of the 40 year return level for hottest day (max 
Tmax), coldest day (min Tmax), hottest night (max Tmin) and coldest night (min 
Tmin). Units are °C. A5-9 
Figure 5.3.1.i.b Autumn. Selected cities return level / return period curves for 
hottest day (max Tmax) and hottest night (max Tmin). Units are °C. A5-10 
Figure 5.3.1.i.b Autumn Selected cities return level / return period curves for 
coldest day (min Tmax) and coldest night (min Tmin). Units are °C. A5-11 
Figure 5.3.1.i. a Winter. Maps of the 40 year return level for hottest day (max 
Tmax), coldest day (min Tmax), hottest night (max Tmin) and coldest night (min 
Tmin). Units are °C. A5-12 
Figure 5.3.1.i.b Winter. Selected cities return level / return period curves for 
hottest day (max Tmax) and hottest night (max Tmin). Units are °C. A5-13 
Figure 5.3.1.i.b Winter Selected cities return level / return period curves for 
coldest day (min Tmax) and coldest night (min Tmin). Units are °C. A5-14 
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Figure 5.3.1.i.a Spring. Maps of the 40 year return level for hottest day (max 
Tmax), coldest day (min Tmax), hottest night (max Tmin) and coldest night (min 
Tmin). Units are °C. A5-15 
Figure 5.3.1.i.b Spring. Selected cities return level / return period curves for 
hottest day (max Tmax) and hottest night (max Tmin). Units are °C. A5-16 
Figure 5.3.1.i.b Spring Selected cities return level / return period curves for 
coldest day (min Tmax) and coldest night (min Tmin). Units are °C. A5-17 
Figure 5.3.1.ii.a  Summer daytime maximum (max Tmax).  Maps of  the 20 year 
and 40 year return levels for events of 7 days and 14 days duration. Units are °C.
 A5-18 
Figure 5.3.1.ii.a  Autumn daytime maximum (max Tmax).  Maps of  the 20 year 
and 40 year return levels for events of 7 days and 14 days duration. Units are °C.
 A5-19 
Figure 5.3.1.ii.a  Winter daytime maximum (max Tmax).  Maps of  the 20 year and 
40 year return levels for events of 7 days and 14 days duration. Units are °C.
 A5-20 
Figure 5.3.1.ii.a  Spring daytime maximum (max Tmax).  Maps of  the 20 year and 
40 year return levels for events of 7 days and 14 days duration. Units are °C.
 A5-21 
Figure 5.3.1.ii.b  Summer daytime maximum (max Tmax).  Selected cities return 
levels for heatwaves of different duration and likelihood.  Black, red, green, blue 
and light  blue lines are 5, 10, 25, 50 and 100 year return levels respectively. Units 
are °C. A5-22 
Figure 5.3.1.ii.b  Autumn daytime maximum (max Tmax).  Selected cities return 
levels for heatwaves of different duration and likelihood.  Black, red, green, blue 
and light  blue lines are 5, 10, 25, 50 and 100 year return levels respectively. Units 
are °C. A5-23 
Figure 5.3.1.ii.b  Winter daytime maximum (max Tmax).  Selected cities return 
levels for heatwaves of different duration and likelihood.  Black, red, green, blue 
and light  blue lines are 5, 10, 25, 50 and 100 year return levels respectively. Units 
are °C. A5-24 
Figure 5.3.1.ii.b  Spring daytime maximum (max Tmax).  Selected cities return 
levels for heatwaves of different duration and likelihood.  Black, red, green, blue 
and light  blue lines are 5, 10, 25, 50 and 100 year return levels respectively. Units 
are °C A5-25 
Figure 5.3.1.iii.a  Summer nightime maximum (max Tmin).  Maps of  the 20 year 
and 40 year return levels for events of 7 days and 14 days duration. Units are °C.
 A5-26 
Figure 5.3.1.iii.a  Autumn nightime maximum (max Tmin).  Maps of  the 20 year 
and 40 year return levels for events of 7 days and 14 days duration. Units are °C.
 A5-27 
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Figure 5.3.1.iii.a  Winter nightime maximum (max Tmin).  Maps of  the 20 year 
and 40 year return levels for events of 7 days and 14 days duration. Units are °C.
 A5-28 
Figure 5.3.1.iii.a  Spring nightime maximum (max Tmin).  Maps of  the 20 year 
and 40 year return levels for events of 7 days and 14 days duration. Units are °C.
 A5-29 
Figure 5.3.1.iii.b  Summer nightime maximum (max Tmin).  Selected cities return 
levels for heatwaves of different duration and likelihood.  Black, red, green, blue 
and light  blue lines are 5, 10, 25, 50 and 100 year return levels respectively. Units 
are °C. A5-30 
Figure 5.3.1.iii.b  Autumn nightime maximum (max Tmin).  Selected cities return 
levels for heatwaves of different duration and likelihood.  Black, red, green, blue 
and light  blue lines are 5, 10, 25, 50 and 100 year return levels respectively. Units 
are °C. A5-31 
Figure 5.3.1.iii.b  Winter nightime maximum (max Tmin).  Selected cities return 
levels for heatwaves of different duration and likelihood.  Black, red, green, blue 
and light  blue lines are 5, 10, 25, 50 and 100 year return levels respectively. Units 
are °C. A5-32 
Figure 5.3.1.iii.b  Spring nightime maximum (max Tmin).  Selected cities return 
levels for heatwaves of different duration and likelihood.  Black, red, green, blue 
and light  blue lines are 5, 10, 25, 50 and 100 year return levels respectively. Units 
are °C A5-33 
Figure 5.3.1.iv.a  Summer daytime minimum (min Tmax).  Maps of  the 20 year 
and 40 year return levels for events of 7 days and 14 days duration. Units are °C.
 A5-34 
Figure 5.3.1.iv.a  Autumn daytime minimum (min Tmax).  Maps of  the 20 year 
and 40 year return levels for events of 7 days and 14 days duration. Units are °C.
 A5-35 
Figure 5.3.1.iv.a  Winter daytime minimum (min Tmax).  Maps of  the 20 year and 
40 year return levels for events of 7 days and 14 days duration. Units are °C
 A5-36 
Figure 5.3.1.iv.a  Spring daytime minimum (min Tmax).  Maps of  the 20 year and 
40 year return levels for events of 7 days and 14 days duration. Units are °C.
 A5-37 
Figure 5.3.1.iv.b  Summer daytime minimum (min Tmax).  Selected cities return 
levels for coldwaves of different duration and likelihood.  Black, red, green, blue 
and light  blue lines are 5, 10, 25, 50 and 100 year return levels respectively. Units 
are °C A5-38 
Figure 5.3.1.iv.b  Autumn daytime minimum (min Tmax).  Selected cities return 
levels for coldwaves of different duration and likelihood.  Black, red, green, blue 
and light  blue lines are 5, 10, 25, 50 and 100 year return levels respectively. Units 
are °C A5-39 
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Figure 5.3.1.iv.b  Winter daytime minimum (min Tmax).  Selected cities return 
levels for coldwaves of different duration and likelihood.  Black, red, green, blue 
and light  blue lines are 5, 10, 25, 50 and 100 year return levels respectively. Units 
are °C A5-40 
Figure 5.3.1.iv.b  Spring daytime minimum (min Tmax).  Selected cities return 
levels for coldwaves of different duration and likelihood.  Black, red, green, blue 
and light  blue lines are 5, 10, 25, 50 and 100 year return levels respectively. Units 
are °C A5-41 
Figure 5.3.1.v.a  Summer nightime minimum (min Tmin).  Maps of  the 20 year 
and 40 year return levels for events of 7 days and 14 days duration. Units are °C
 A5-42 
Figure 5.3.1.v.a  Autumn nightime minimum (min Tmin).  Maps of  the 20 year and 
40 year return levels for events of 7 days and 14 days duration. Units are °C.
 A5-43 
Figure 5.3.1.v.a  Winter nightime minimum (min Tmin).  Maps of  the 20 year and 
40 year return levels for events of 7 days and 14 days duration. Units are °C.
 A5-44 
Figure 5.3.1.v.a  Spring nightime minimum (min Tmin).  Maps of  the 20 year and 
40 year return levels for events of 7 days and 14 days duration. Units are °C.
 A5-45 
Figure 5.3.1.v.b  Summer nightime minimum (min Tmin).  Selected cities return 
levels for coldwaves of different duration and likelihood.  Black, red, green, blue 
and light  blue lines are 5, 10, 25, 50 and 100 year return levels respectively. Units 
are °C A5-46 
Figure 5.3.1.v.b  Autumn nightime minimum (min Tmin).  Selected cities return 
levels for coldwaves of different duration and likelihood.  Black, red, green, blue 
and light  blue lines are 5, 10, 25, 50 and 100 year return levels respectively. Units 
are °C. A5-47 
Figure 5.3.1.v.b  Winter nightime minimum (min Tmin).  Selected cities return 
levels for coldwaves of different duration and likelihood.  Black, red, green, blue 
and light  blue lines are 5, 10, 25, 50 and 100 year return levels respectively. Units 
are °C A5-48 
Figure 5.3.1.v.b  Spring nightime minimum (min Tmin).  Selected cities return 
levels for coldwaves of different duration and likelihood.  Black, red, green, blue 
and light  blue lines are 5, 10, 25, 50 and 100 year return levels respectively. Units 
are °C. A5-49 
 
Monthly 
Figure 5.3.2.i Summer. Maps of the 40 year return level for hottest and coldest 
monthly mean of the daily maximum and minimum temperature. Units are °C
 A5-50 
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Figure 5.3.2.i Autumn. Maps of the 40 year return level for hottest and coldest 
monthly mean of the daily maximum and minimum temperature. Units are °C.
 A5-51 
Figure 5.3.2.i Winter. Maps of the 40 year return level for hottest and coldest 
monthly mean of the daily maximum and minimum temperature. Units are °C.
 A5-52 
Figure 5.3.2.i Spring. Maps of the 40 year return level for hottest and coldest 
monthly mean of the daily maximum and minimum temperature. A5-53 
Figure 5.3.2.ii.a Summer. For selected cities, return level / return period curves for 
the hottest monthly mean of the daily maximum and minimum temperatures max 
Tmax and max Tmin. Units are °C. A5-54 
Figure 5.3.2.ii.b Summer. For selected cities, return level / return period curves for 
the coldest monthly mean of the daily maximum and minimum temperatures min 
Tmax and min Tmin. Units are °C. A5-55 
Figure 5.3.2.ii.a Autumn. For selected cities, return level / return period curves for 
the hottest monthly mean of the daily maximum and minimum temperatures max 
Tmax and max Tmin. Units are °C. A5-56 
Figure 5.3.2.ii.b Autumn. For selected cities, return level / return period curves for 
the coldest monthly mean of the daily maximum and minimum temperatures min 
Tmax and min Tmin. Units are °C. A5-57 
Figure 5.3.2.ii.a Winter. For selected cities, return level / return period curves for 
the hottest monthly mean of the daily maximum and minimum temperatures max 
Tmax and max Tmin. Units are °C. A5-58 
Figure 5.3.2.ii.b Winter. For selected cities, return level / return period curves for 
the coldest monthly mean of the daily maximum and minimum temperatures min 
Tmax and min Tmin. Units are °C. A5-59 
Figure 5.3.2.ii.a Spring. For selected cities, return level / return period curves for 
the hottest monthly mean of the daily maximum and minimum temperatures max 
Tmax and max Tmin. Units are °C. A5-60 
Figure 5.3.2.ii.b Spring. For selected cities, return level / return period curves for 
the coldest monthly mean of the daily maximum and minimum temperatures min 
Tmax and min Tmin. Units are °C. A5-61 
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5.1 Introduction 
Many aspects of UK life, for example the economy, health, agriculture and 
essential infrastructure are highly vulnerable to extreme hot and cold events.  
Here, estimates of the intensity and frequency of selected extreme temperature 
events are presented, calculated using extreme value theory applied to 
observations of daily and monthly temperatures covering the periods 1950 to 
2005 and 1914 to 2005 respectively, gridded to the UKCIP 2008 25km grid for the 
UK. 
5.2 Data and Methodology 
5.2.1 Daily and Monthly data 
The daily data used for extreme daily temperatures, heatwaves and coldwaves 
are those described in section 4.  It contains the daily maximum (Tmax) which is 
usually the hottest temperature occurring during the afternoon and daily minimum 
temperature (Tmin) which generally occurs just before dawn for each 25km grid 
box.  We consider these separately since they have very different impacts and 
frequency distributions. Of particular interest are the 4 extremes shown in Table 
5.1. Each of the four seasons, spring, summer, autumn and winter are considered 
separately. Seasonal cycles, within seasons have been retained to simplify 
analysis. As a result, the hottest daytime maximums in, for example, autumn, are 
more likely to occur earlier in the season rather than later. 
Table 5.1 Temperature quantities in analysis. 
max Tmax Hottest daytime maximum 
min Tmax Coolest daytime maximum 
max Tmin Warmest night time minimum 
min Tmin Coldest night time minimum 
 
The monthly mean data are the means of the daily maximum and daily minimum 
temperatures for the whole month in question.  The tails of these distributions 
therefore represent months which have anomalously high or low daytime or night 
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time temperatures on average through the month.  Thus they do not generally 
represent a single extreme weather event but rather an extended period of 
anomalous weather. 
Nine cities have been selected for which fuller diagnostics are produced.  These 
are: Belfast, Birmingham Cardiff, Inverness, Glasgow, London, Plymouth, 
Newcastle, Manchester. 
5.2.2 Methodology 
Extreme value estimation 
For determining the extreme characteristics of the data and to estimate likely 
values for rare events an extreme value distribution is fitted separately to each tail 
of the data distributions. To include more of the extremal data in the analysis, as 
opposed to just the maxima or minima within a period, a peaks-over-threshold 
model is adopted to describe all exceedances above a high threshold, u. The 
exceedances are assumed to occur according to a Poisson process, and the 
excesses of those exceedances above the threshold are assumed to follow a 
Generalised Pareto distribution (Katz et al. 2002). The expected number of 
exceedances per year above any level x, conditional on x being greater than  u, is 
written 
         (1) 
where µ,  σ,  and ξ are termed the location, scale and shape parameters 
respectively (Coles 2001, Katz et al. 2005). This formulation of the marked point 
process (MPP) model ensures that the scale parameter is invariant to the 
threshold u, and that the parameters are equivalent to those in the GEV 
distribution for annual maxima. The model is formulated on the assumption of 
independence of the extremes which is not the case for many meteorological 
variables.  However, it has been found that the inclusion of all extreme values 
provides the best estimate of the distribution parameters although adjustments 
have to be made for the estimation of standard errors (Fawcett and Walshaw 
2007).  The MPP parameters are estimated by maximum likelihood (Coles 2001) 
in preference to other estimation procedures to enable both the inclusion of 
covariates for modelling trends in the parameters, and the imposition of 
constraints that ensure all observed exceedances are feasible under the 
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estimated model.  From such a model it is useful to determine the estimated 
exceedance value for a given probability, commonly referred to as the return level 
(zm) experienced on average once every m years (Coles 2001): 
      
 (2) 
Ideally the threshold would be determined on a case by case basis, optimising the 
number of data points being selected whilst ensuring their status as extreme 
events.  However, for large gridded data this is not practical so a threshold 
representing the 2nd and 98th percentile was adopted for single day events.  For 
heatwaves and coldwaves this ranged from 1st and 99th to 10th and 90th 
percentiles depending on duration.  Extreme value theory which determines the 
distributions used here is formulated on the basis of each extreme event being 
independent which is not the case for daily temperatures.  Current best practice 
suggests, however, the optimal fit to the sampled data is achieved if all data are 
included in spite of serial correlation.  Where adjustments do need to made is in 
the calculation of the significance and uncertainty.  
For simplicity, extreme distributions were fitted separately for heatwaves and 
coldwaves of different durations.  However, due to the noise within the sampling 
and fitting process, it is possible for an estimated return value for a rare event for 
a longer duration to be warmer (or colder for coldwaves) than the corresponding 
event for a shorter duration.  As this is not possible in reality, a smoothing 
procedure was used where a linear fit was performed trough the logs of the return 
values and durations for a given return period.  This ensures an ordered 
progression of return values through the durations for the chosen return period but 
not across different return periods.  This was not found to be a problem apart from 
a few cases where return values for different return periods tended to converge 
(see Figure 5.3.1.ii.b)  
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Heatwave/Coldwave identification 
The method to identify extreme events lasting multiple days is best described 
using an example. Here we consider n-day summer heatwaves using daily 
maximum temperature:- 
1. Rank the time series of daily data, putting all years of data together. 
2. Identify nth hottest individual day in ranked series. 
3. Scan original, unranked timeseries for days with temperature as hot as the 
nth hottest day.  
4. If n days as hot as the nth day are found to have occurred consecutively, 
i.e. strictly one day after another (not straddling years or with gaps 
between), an event is identified with a temperature of the nth hottest day. 
5. If the days are not consecutive, the temperature on the next (n+1) hottest 
individual day in the rankled series is selected and stages 3 and 4 are 
repeated but with a search on days as hot as the (n+1) hottest individual 
day. The whole procedure is repeated, stepping down through the ranked 
hottest days until all the n-day events are found.  Events are not allowed to 
overlap and do not have to have a day separating two n day events. 
6. The process is then repeated for n+1 day events. 
Coldwaves were identified in a similar fashion but by increasing temperatures 
from the coldest individual ranked days and by looking for events whose days 
were as cold as the ranked day considered. 
5.3 Results 
5.3.1 Daily 
Extreme hot and cold events are presented by season for: 
i) Individual day events 
a. Maps of the 40 year return level for hottest day (max Tmax), 
coldest day (min Tmax), hottest night (max Tmin) and coldest 
night (min Tmin). 
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b. Selected cities return level / return period curves for hottest 
day (max Tmax), coldest day (min Tmax), hottest night (max 
Tmin) and coldest night (min Tmin). 
ii) Heatwaves for daytime maximum (max Tmax). 
a. Maps of  the 20 year and 40 year return levels for events of 7 
days and 14 days duration. 
b. Selected cities return levels for heatwaves of different 
duration and likelihood. 
iii) Heatwaves for nightime maximum (max Tmin). 
a. Maps of  the 20 year and 40 year return levels for events of 7 
days and 14 days duration. 
b. Selected cities return levels for heatwaves of different 
duration and likelihood. 
iv) Coldwaves for daytime minimum (min Tmax). 
a. Maps of  the 20 year and 40 year return levels for events of 7 
days and 14 days duration. 
b. Selected cities return levels for coldwaves of different 
duration and likelihood. 
v) Coldwaves for nightime minimum (min Tmin). 
a. Maps of  the 20 year and 40 year return levels for events of 7 
days and 14 days duration. 
b. Selected cities return levels for coldwaves of different 
duration and likelihood. 
5.3.2 Monthly 
The hottest and coldest monthly mean of the daily maximum and minimum 
temperature (Tmax and Tmin) within a season: 
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i) That might be expected every 40 years (40 year return period) for max 
Tmax, min Tmax, max Tmin and min Tmin 
ii) . For selected cities, return level / return period curves for: 
a. max Tmax and max Tmin,  
b. min Tmax and min Tmin. 
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Annex 5 Extreme temperatures 
Figures 
Daily 
Figure 5.3.1.i.a Summer. Maps of the 40 year return level for hottest day (max 
Tmax), coldest day (min Tmax), hottest night (max Tmin) and coldest night 
(min Tmin). Units are °C. A5-6 
Figure 5.3.1.i.b Summer. Selected cities return level / return period curves for 
hottest day (max Tmax) and hottest night (max Tmin). Units are °C. A5-7 
Figure 5.3.1.i.b Summer Selected cities return level / return period curves for 
coldest day (min Tmax) and coldest night (min Tmin). Units are °C. A5-8 
Figure 5.3.1.i.a Autumn. Maps of the 40 year return level for hottest day (max 
Tmax), coldest day (min Tmax), hottest night (max Tmin) and coldest night 
(min Tmin). Units are °C. A5-9 
Figure 5.3.1.i.b Autumn. Selected cities return level / return period curves for 
hottest day (max Tmax) and hottest night (max Tmin). Units are °C. A5-10 
Figure 5.3.1.i.b Autumn Selected cities return level / return period curves for 
coldest day (min Tmax) and coldest night (min Tmin). Units are °C. A5-11 
Figure 5.3.1.i. a Winter. Maps of the 40 year return level for hottest day (max 
Tmax), coldest day (min Tmax), hottest night (max Tmin) and coldest night 
(min Tmin). Units are °C. A5-12 
Figure 5.3.1.i.b Winter. Selected cities return level / return period curves for 
hottest day (max Tmax) and hottest night (max Tmin). Units are °C. A5-13 
Figure 5.3.1.i.b Winter Selected cities return level / return period curves for 
coldest day (min Tmax) and coldest night (min Tmin). Units are °C. A5-14 
Figure 5.3.1.i.a Spring. Maps of the 40 year return level for hottest day (max 
Tmax), coldest day (min Tmax), hottest night (max Tmin) and coldest night 
(min Tmin). Units are °C. A5-15 
Figure 5.3.1.i.b Spring. Selected cities return level / return period curves for 
hottest day (max Tmax) and hottest night (max Tmin). Units are °C. A5-16 
Figure 5.3.1.i.b Spring Selected cities return level / return period curves for 
coldest day (min Tmax) and coldest night (min Tmin). Units are °C. A5-17 
Figure 5.3.1.ii.a  Summer daytime maximum (max Tmax).  Maps of  the 20 
year and 40 year return levels for events of 7 days and 14 days duration. 
Units are °C. A5-18 
Figure 5.3.1.ii.a  Autumn daytime maximum (max Tmax).  Maps of  the 20 
year and 40 year return levels for events of 7 days and 14 days duration. 
Units are °C. A5-19 
Figure 5.3.1.ii.a  Winter daytime maximum (max Tmax).  Maps of  the 20 year 
and 40 year return levels for events of 7 days and 14 days duration. Units 
are °C. A5-20 
A5-2 
Figure 5.3.1.ii.a  Spring daytime maximum (max Tmax).  Maps of  the 20 year 
and 40 year return levels for events of 7 days and 14 days duration. Units 
are °C. A5-21 
Figure 5.3.1.ii.b  Summer daytime maximum (max Tmax).  Selected cities 
return levels for heatwaves of different duration and likelihood.  Black, red, 
green, blue and light  blue lines are 5, 10, 25, 50 and 100 year return levels 
respectively. Units are °C. A5-22 
Figure 5.3.1.ii.b  Autumn daytime maximum (max Tmax).  Selected cities 
return levels for heatwaves of different duration and likelihood.  Black, red, 
green, blue and light  blue lines are 5, 10, 25, 50 and 100 year return levels 
respectively. Units are °C. A5-23 
Figure 5.3.1.ii.b  Winter daytime maximum (max Tmax).  Selected cities return 
levels for heatwaves of different duration and likelihood.  Black, red, green, 
blue and light  blue lines are 5, 10, 25, 50 and 100 year return levels 
respectively. Units are °C. A5-24 
Figure 5.3.1.ii.b  Spring daytime maximum (max Tmax).  Selected cities return 
levels for heatwaves of different duration and likelihood.  Black, red, green, 
blue and light  blue lines are 5, 10, 25, 50 and 100 year return levels 
respectively. Units are °C A5-25 
Figure 5.3.1.iii.a  Summer nightime maximum (max Tmin).  Maps of  the 20 
year and 40 year return levels for events of 7 days and 14 days duration. 
Units are °C. A5-26 
Figure 5.3.1.iii.a  Autumn nightime maximum (max Tmin).  Maps of  the 20 
year and 40 year return levels for events of 7 days and 14 days duration. 
Units are °C. A5-27 
Figure 5.3.1.iii.a  Winter nightime maximum (max Tmin).  Maps of  the 20 year 
and 40 year return levels for events of 7 days and 14 days duration. Units 
are °C. A5-28 
Figure 5.3.1.iii.a  Spring nightime maximum (max Tmin).  Maps of  the 20 year 
and 40 year return levels for events of 7 days and 14 days duration. Units 
are °C. A5-29 
Figure 5.3.1.iii.b  Summer nightime maximum (max Tmin).  Selected cities 
return levels for heatwaves of different duration and likelihood.  Black, red, 
green, blue and light  blue lines are 5, 10, 25, 50 and 100 year return levels 
respectively. Units are °C. A5-30 
Figure 5.3.1.iii.b  Autumn nightime maximum (max Tmin).  Selected cities 
return levels for heatwaves of different duration and likelihood.  Black, red, 
green, blue and light  blue lines are 5, 10, 25, 50 and 100 year return levels 
respectively. Units are °C. A5-31 
Figure 5.3.1.iii.b  Winter nightime maximum (max Tmin).  Selected cities 
return levels for heatwaves of different duration and likelihood.  Black, red, 
green, blue and light  blue lines are 5, 10, 25, 50 and 100 year return levels 
respectively. Units are °C. A5-32 
Figure 5.3.1.iii.b  Spring nightime maximum (max Tmin).  Selected cities 
return levels for heatwaves of different duration and likelihood.  Black, red, 
A5-3 
green, blue and light  blue lines are 5, 10, 25, 50 and 100 year return levels 
respectively. Units are °C A5-33 
Figure 5.3.1.iv.a  Summer daytime minimum (min Tmax).  Maps of  the 20 
year and 40 year return levels for events of 7 days and 14 days duration. 
Units are °C. A5-34 
Figure 5.3.1.iv.a  Autumn daytime minimum (min Tmax).  Maps of  the 20 year 
and 40 year return levels for events of 7 days and 14 days duration. Units 
are °C. A5-35 
Figure 5.3.1.iv.a  Winter daytime minimum (min Tmax).  Maps of  the 20 year 
and 40 year return levels for events of 7 days and 14 days duration. Units 
are °C A5-36 
Figure 5.3.1.iv.a  Spring daytime minimum (min Tmax).  Maps of  the 20 year 
and 40 year return levels for events of 7 days and 14 days duration. Units 
are °C. A5-37 
Figure 5.3.1.iv.b  Summer daytime minimum (min Tmax).  Selected cities 
return levels for coldwaves of different duration and likelihood.  Black, red, 
green, blue and light  blue lines are 5, 10, 25, 50 and 100 year return levels 
respectively. Units are °C A5-38 
Figure 5.3.1.iv.b  Autumn daytime minimum (min Tmax).  Selected cities 
return levels for coldwaves of different duration and likelihood.  Black, red, 
green, blue and light  blue lines are 5, 10, 25, 50 and 100 year return levels 
respectively. Units are °C A5-39 
Figure 5.3.1.iv.b  Winter daytime minimum (min Tmax).  Selected cities return 
levels for coldwaves of different duration and likelihood.  Black, red, green, 
blue and light  blue lines are 5, 10, 25, 50 and 100 year return levels 
respectively. Units are °C A5-40 
Figure 5.3.1.iv.b  Spring daytime minimum (min Tmax).  Selected cities return 
levels for coldwaves of different duration and likelihood.  Black, red, green, 
blue and light  blue lines are 5, 10, 25, 50 and 100 year return levels 
respectively. Units are °C A5-41 
Figure 5.3.1.v.a  Summer nightime minimum (min Tmin).  Maps of  the 20 
year and 40 year return levels for events of 7 days and 14 days duration. 
Units are °C A5-42 
Figure 5.3.1.v.a  Autumn nightime minimum (min Tmin).  Maps of  the 20 year 
and 40 year return levels for events of 7 days and 14 days duration. Units 
are °C. A5-43 
Figure 5.3.1.v.a  Winter nightime minimum (min Tmin).  Maps of  the 20 year 
and 40 year return levels for events of 7 days and 14 days duration. Units 
are °C. A5-44 
Figure 5.3.1.v.a  Spring nightime minimum (min Tmin).  Maps of  the 20 year 
and 40 year return levels for events of 7 days and 14 days duration. Units 
are °C. A5-45 
Figure 5.3.1.v.b  Summer nightime minimum (min Tmin).  Selected cities 
return levels for coldwaves of different duration and likelihood.  Black, red, 
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green, blue and light  blue lines are 5, 10, 25, 50 and 100 year return levels 
respectively. Units are °C A5-46 
Figure 5.3.1.v.b  Autumn nightime minimum (min Tmin).  Selected cities return 
levels for coldwaves of different duration and likelihood.  Black, red, green, 
blue and light  blue lines are 5, 10, 25, 50 and 100 year return levels 
respectively. Units are °C. A5-47 
Figure 5.3.1.v.b  Winter nightime minimum (min Tmin).  Selected cities return 
levels for coldwaves of different duration and likelihood.  Black, red, green, 
blue and light  blue lines are 5, 10, 25, 50 and 100 year return levels 
respectively. Units are °C A5-48 
Figure 5.3.1.v.b  Spring nightime minimum (min Tmin).  Selected cities return 
levels for coldwaves of different duration and likelihood.  Black, red, green, 
blue and light  blue lines are 5, 10, 25, 50 and 100 year return levels 
respectively. Units are °C. A5-49 
 
Monthly 
Figure 5.3.2.i Summer. Maps of the 40 year return level for hottest and coldest 
monthly mean of the daily maximum and minimum temperature. Units are °C
 A5-50 
Figure 5.3.2.i Autumn. Maps of the 40 year return level for hottest and coldest 
monthly mean of the daily maximum and minimum temperature. Units are °C.
 A5-51 
Figure 5.3.2.i Winter. Maps of the 40 year return level for hottest and coldest 
monthly mean of the daily maximum and minimum temperature. Units are °C.
 A5-52 
Figure 5.3.2.i Spring. Maps of the 40 year return level for hottest and coldest 
monthly mean of the daily maximum and minimum temperature. A5-53 
Figure 5.3.2.ii.a Summer. For selected cities, return level / return period 
curves for the hottest monthly mean of the daily maximum and minimum 
temperatures max Tmax and max Tmin. Units are °C. A5-54 
Figure 5.3.2.ii.b Summer. For selected cities, return level / return period 
curves for the coldest monthly mean of the daily maximum and minimum 
temperatures min Tmax and min Tmin. Units are °C. A5-55 
Figure 5.3.2.ii.a Autumn. For selected cities, return level / return period curves 
for the hottest monthly mean of the daily maximum and minimum 
temperatures max Tmax and max Tmin. Units are °C. A5-56 
Figure 5.3.2.ii.b Autumn. For selected cities, return level / return period curves 
for the coldest monthly mean of the daily maximum and minimum 
temperatures min Tmax and min Tmin. Units are °C. A5-57 
Figure 5.3.2.ii.a Winter. For selected cities, return level / return period curves 
for the hottest monthly mean of the daily maximum and minimum 
temperatures max Tmax and max Tmin. Units are °C. A5-58 
A5-5 
Figure 5.3.2.ii.b Winter. For selected cities, return level / return period curves 
for the coldest monthly mean of the daily maximum and minimum 
temperatures min Tmax and min Tmin. Units are °C. A5-59 
Figure 5.3.2.ii.a Spring. For selected cities, return level / return period curves 
for the hottest monthly mean of the daily maximum and minimum 
temperatures max Tmax and max Tmin. Units are °C. A5-60 
Figure 5.3.2.ii.b Spring. For selected cities, return level / return period curves 
for the coldest monthly mean of the daily maximum and minimum 
temperatures min Tmax and min Tmin. Units are °C. A5-61 
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Figure 5.3.1.i.a Summer. Maps of the 40 year return level for hottest day (max 
Tmax), coldest day (min Tmax), hottest night (max Tmin) and coldest night 
(min Tmin). Units are °C. 
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Figure 5.3.1.i.b Summer. Selected cities return level / return period curves for hottest day (max Tmax) and hottest night (max Tmin). 
Units are °C. 
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Figure 5.3.1.i.b Summer Selected cities return level / return period curves for coldest day (min Tmax) and coldest night (min Tmin). 
Units are °C. 
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Figure 5.3.1.i.a Autumn. Maps of the 40 year return level for hottest day (max 
Tmax), coldest day (min Tmax), hottest night (max Tmin) and coldest night 
(min Tmin). Units are °C. 
 
A5-10 
 
Figure 5.3.1.i.b Autumn. Selected cities return level / return period curves for hottest day (max Tmax) and hottest night (max Tmin). 
Units are °C. 
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Figure 5.3.1.i.b Autumn Selected cities return level / return period curves for coldest day (min Tmax) and coldest night (min Tmin). 
Units are °C.
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Figure 5.3.1.i. a Winter. Maps of the 40 year return level for hottest day (max 
Tmax), coldest day (min Tmax), hottest night (max Tmin) and coldest night 
(min Tmin). Units are °C. 
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Figure 5.3.1.i.b Winter. Selected cities return level / return period curves for hottest day (max Tmax) and hottest night (max Tmin). 
Units are °C. 
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Figure 5.3.1.i.b Winter Selected cities return level / return period curves for coldest day (min Tmax) and coldest night (min Tmin). 
Units are °C.
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Figure 5.3.1.i.a Spring. Maps of the 40 year return level for hottest day (max 
Tmax), coldest day (min Tmax), hottest night (max Tmin) and coldest night 
(min Tmin). Units are °C. 
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Figure 5.3.1.i.b Spring. Selected cities return level / return period curves for hottest day (max Tmax) and hottest night (max Tmin). 
Units are °C. 
A5-17 
 
Figure 5.3.1.i.b Spring Selected cities return level / return period curves for coldest day (min Tmax) and coldest night (min Tmin). 
Units are °C. 
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Figure 5.3.1.ii.a  Summer daytime maximum (max Tmax).  Maps of  the 20 
year and 40 year return levels for events of 7 days and 14 days duration. 
Units are °C. 
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Figure 5.3.1.ii.a  Autumn daytime maximum (max Tmax).  Maps of  the 20 
year and 40 year return levels for events of 7 days and 14 days duration. 
Units are °C. 
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Figure 5.3.1.ii.a  Winter daytime maximum (max Tmax).  Maps of  the 20 year 
and 40 year return levels for events of 7 days and 14 days duration. Units 
are °C. 
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Figure 5.3.1.ii.a  Spring daytime maximum (max Tmax).  Maps of  the 20 year 
and 40 year return levels for events of 7 days and 14 days duration. Units 
are °C. 
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Figure 5.3.1.ii.b  Summer daytime maximum (max Tmax).  Selected cities return levels for heatwaves of different duration and 
likelihood.  Black, red, green, blue and light  blue lines are 5, 10, 25, 50 and 100 year return levels respectively. Units are °C. 
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Figure 5.3.1.ii.b  Autumn daytime maximum (max Tmax).  Selected cities return levels for heatwaves of different duration and 
likelihood.  Black, red, green, blue and light  blue lines are 5, 10, 25, 50 and 100 year return levels respectively. Units are °C. 
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Figure 5.3.1.ii.b  Winter daytime maximum (max Tmax).  Selected cities return levels for heatwaves of different duration and 
likelihood.  Black, red, green, blue and light  blue lines are 5, 10, 25, 50 and 100 year return levels respectively. Units are °C. 
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Figure 5.3.1.ii.b  Spring daytime maximum (max Tmax).  Selected cities return levels for heatwaves of different duration and 
likelihood.  Black, red, green, blue and light  blue lines are 5, 10, 25, 50 and 100 year return levels respectively. Units are °C.
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Figure 5.3.1.iii.a  Summer nightime maximum (max Tmin).  Maps of  the 20 
year and 40 year return levels for events of 7 days and 14 days duration. 
Units are °C. 
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Figure 5.3.1.iii.a  Autumn nightime maximum (max Tmin).  Maps of  the 20 
year and 40 year return levels for events of 7 days and 14 days duration. 
Units are °C. 
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Figure 5.3.1.iii.a  Winter nightime maximum (max Tmin).  Maps of  the 20 year 
and 40 year return levels for events of 7 days and 14 days duration. Units 
are °C. 
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Figure 5.3.1.iii.a  Spring nightime maximum (max Tmin).  Maps of  the 20 year 
and 40 year return levels for events of 7 days and 14 days duration. Units 
are °C. 
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Figure 5.3.1.iii.b  Summer nightime maximum (max Tmin).  Selected cities return levels for heatwaves of different duration and 
likelihood.  Black, red, green, blue and light  blue lines are 5, 10, 25, 50 and 100 year return levels respectively. Units are °C. 
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Figure 5.3.1.iii.b  Autumn nightime maximum (max Tmin).  Selected cities return levels for heatwaves of different duration and 
likelihood.  Black, red, green, blue and light  blue lines are 5, 10, 25, 50 and 100 year return levels respectively. Units are °C. 
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Figure 5.3.1.iii.b  Winter nightime maximum (max Tmin).  Selected cities return levels for heatwaves of different duration and 
likelihood.  Black, red, green, blue and light  blue lines are 5, 10, 25, 50 and 100 year return levels respectively. Units are °C. 
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Figure 5.3.1.iii.b  Spring nightime maximum (max Tmin).  Selected cities return levels for heatwaves of different duration and 
likelihood.  Black, red, green, blue and light  blue lines are 5, 10, 25, 50 and 100 year return levels respectively. Units are °C.
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Figure 5.3.1.iv.a  Summer daytime minimum (min Tmax).  Maps of  the 20 
year and 40 year return levels for events of 7 days and 14 days duration. 
Units are °C. 
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Figure 5.3.1.iv.a  Autumn daytime minimum (min Tmax).  Maps of  the 20 year 
and 40 year return levels for events of 7 days and 14 days duration. Units 
are °C. 
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Figure 5.3.1.iv.a  Winter daytime minimum (min Tmax).  Maps of  the 20 year 
and 40 year return levels for events of 7 days and 14 days duration. Units 
are °C.
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Figure 5.3.1.iv.a  Spring daytime minimum (min Tmax).  Maps of  the 20 year 
and 40 year return levels for events of 7 days and 14 days duration. Units 
are °C. 
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Figure 5.3.1.iv.b  Summer daytime minimum (min Tmax).  Selected cities return levels for coldwaves of different duration and 
likelihood.  Black, red, green, blue and light  blue lines are 5, 10, 25, 50 and 100 year return levels respectively. Units are °C.
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Figure 5.3.1.iv.b  Autumn daytime minimum (min Tmax).  Selected cities return levels for coldwaves of different duration and 
likelihood.  Black, red, green, blue and light  blue lines are 5, 10, 25, 50 and 100 year return levels respectively. Units are °C.
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Figure 5.3.1.iv.b  Winter daytime minimum (min Tmax).  Selected cities return levels for coldwaves of different duration and 
likelihood.  Black, red, green, blue and light  blue lines are 5, 10, 25, 50 and 100 year return levels respectively. Units are °C.
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Figure 5.3.1.iv.b  Spring daytime minimum (min Tmax).  Selected cities return levels for coldwaves of different duration and 
likelihood.  Black, red, green, blue and light  blue lines are 5, 10, 25, 50 and 100 year return levels respectively. Units are °C.
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Figure 5.3.1.v.a  Summer nightime minimum (min Tmin).  Maps of  the 20 
year and 40 year return levels for events of 7 days and 14 days duration. 
Units are °C. 
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Figure 5.3.1.v.a  Autumn nightime minimum (min Tmin).  Maps of  the 20 year 
and 40 year return levels for events of 7 days and 14 days duration. Units 
are °C. 
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Figure 5.3.1.v.a  Winter nightime minimum (min Tmin).  Maps of  the 20 year 
and 40 year return levels for events of 7 days and 14 days duration. Units 
are °C. 
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Figure 5.3.1.v.a  Spring nightime minimum (min Tmin).  Maps of  the 20 year 
and 40 year return levels for events of 7 days and 14 days duration. Units 
are °C. 
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Figure 5.3.1.v.b  Summer nightime minimum (min Tmin).  Selected cities return levels for coldwaves of different duration and 
likelihood.  Black, red, green, blue and light  blue lines are 5, 10, 25, 50 and 100 year return levels respectively. Units are °C.
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Figure 5.3.1.v.b  Autumn nightime minimum (min Tmin).  Selected cities return levels for coldwaves of different duration and 
likelihood.  Black, red, green, blue and light  blue lines are 5, 10, 25, 50 and 100 year return levels respectively. Units are °C.
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Figure 5.3.1.v.b  Winter nightime minimum (min Tmin).  Selected cities return levels for coldwaves of different duration and 
likelihood.  Black, red, green, blue and light  blue lines are 5, 10, 25, 50 and 100 year return levels respectively. Units are °C.
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Figure 5.3.1.v.b  Spring nightime minimum (min Tmin).  Selected cities return levels for coldwaves of different duration and 
likelihood.  Black, red, green, blue and light  blue lines are 5, 10, 25, 50 and 100 year return levels respectively. Units are °C.
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Figure 5.3.2.i Summer. Maps of the 40 year return level for hottest and coldest 
monthly mean of the daily maximum and minimum temperature. Units are °C. 
A5-51 
 
Figure 5.3.2.i Autumn. Maps of the 40 year return level for hottest and coldest 
monthly mean of the daily maximum and minimum temperature. Units are °C. 
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Figure 5.3.2.i Winter. Maps of the 40 year return level for hottest and coldest 
monthly mean of the daily maximum and minimum temperature. Units are °C. 
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Figure 5.3.2.i Spring. Maps of the 40 year return level for hottest and coldest 
monthly mean of the daily maximum and minimum temperature. 
Units are °C.
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Figure 5.3.2.ii.a Summer. For selected cities, return level / return period curves for the hottest monthly mean of the daily maximum 
and minimum temperatures max Tmax and max Tmin. Units are °C. 
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Figure 5.3.2.ii.b Summer. For selected cities, return level / return period curves for the coldest monthly mean of the daily maximum 
and minimum temperatures min Tmax and min Tmin. Units are °C. 
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Figure 5.3.2.ii.a Autumn. For selected cities, return level / return period curves for the hottest monthly mean of the daily maximum 
and minimum temperatures max Tmax and max Tmin. Units are °C. 
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Figure 5.3.2.ii.b Autumn. For selected cities, return level / return period curves for the coldest monthly mean of the daily maximum 
and minimum temperatures min Tmax and min Tmin. Units are °C. 
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Figure 5.3.2.ii.a Winter. For selected cities, return level / return period curves for the hottest monthly mean of the daily maximum 
and minimum temperatures max Tmax and max Tmin. Units are °C. 
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Figure 5.3.2.ii.b Winter. For selected cities, return level / return period curves for the coldest monthly mean of the daily maximum 
and minimum temperatures min Tmax and min Tmin. Units are °C. 
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Figure 5.3.2.ii.a Spring. For selected cities, return level / return period curves for the hottest monthly mean of the daily maximum 
and minimum temperatures max Tmax and max Tmin. Units are °C. 
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Figure 5.3.2.ii.b Spring. For selected cities, return level / return period curves for the coldest monthly mean of the daily maximum 
and minimum temperatures min Tmax and min Tmin. Units are °C. 
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Figures 
Fig. 6.3.1 Seasonal fraction of wet days (precipitation > 1.0mm/day) for the period 
1958-2004. A6-2 
Fig. 6.3.2 Return levels (mm/day) for 2-,5-,10-, 20-,30- and 50-year return periods, 
from the winter (DJF) 1-day precipitation distribution  for the period 1958-2004. 
 A6-3 
Fig. 6.3.3 Return levels (mm/day) for 2-,5-,10-, 20-,30- and 50-year return periods, 
from the spring (MAM) 1-day precipitation distribution  for the period 1958-2004. 
 A6-4 
Fig. 6.3.4 Return levels (mm/day) for 2-,5-,10-, 20-,30- and 50-year return periods, 
from the summer (JJA) 1-day precipitation distribution  for the period 1958-2004. 
 A6-5 
Fig. 6.3.5 Return levels (mm/day) for 2-,5-,10-, 20-,30- and 50-year return periods, 
from the autumn (SON) 1-day precipitation distribution  for the period 1958-2004. 
 A6-6 
Fig. 6.3.6 Return levels (mm) for 2-,5-,10-, 20-,30- and 50-year return periods, 
from the winter (DJF) 5-day precipitation distribution  for the period 1958-2004. 
 A6-7 
Fig. 6.3.7 Return levels (mm) for 2-,5-,10-, 20-,30- and 50-year return periods, 
from the spring (MAM) 5-day precipitation distribution  for the period 1958-2004. 
 A6-8 
Fig. 6.3.8 Return levels (mm) for 2-,5-,10-, 20-,30- and 50-year return periods, 
from the summer (JJA) 5-day precipitation distribution  for the period 1958-2004. 
 A6-9 
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Fig. 6.3.9 Return levels (mm) for 2-,5-,10-, 20-,30- and 50-year return periods, 
from the autumn (SON) 5-day precipitation distribution  for the period 1958-2004. 
 A6-10 
Fig. 6.3.10 Return levels (mm) for 2-,5-,10-, 20-,30- and 50-year return periods, 
from the annual distribution of 30-day precipitation for the period 1958-2004. 
 A6-11 
Fig. 6.3.11 Return levels (mm) for 2-,5-,10-, 20-,30- and 50-year return periods, 
from the monthly precipitation distribution  from the period 1914-2005.  A6-12 
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6.1 Introduction 
Dangerous impacts of intense precipitation can occur over a wide range of time 
and space scales, ranging from a few hours over small areas (10s of km2 or less) 
to monthly or seasonal scale over continental areas.  As a consequence of this 
feature, a range of extreme indices is needed to understand of the physical and 
dynamical processes and to estimate the vulnerability of an area.  
In the present study,  indices have been estimated for a set of periods, the 1-day , 
5-day and 30-day durations, which are representative of important physical and 
dynamical phenomena. Distributions for these periods have been derived from the 
available MetOffice 1-day observations for the period 1958-2004, upscaled to the 
UKCIP 2008 25km grid. For each duration, a set of quantiles has been estimated 
by applying Extreme Value Analysis, for seasonal and annual extremes. In 
addition to the distribution derived from the daily data, extreme indices for the 
wettest month (from monthly data for the period 1914-2005) are also presented. 
6.2 Data and Methodology 
6.2.1 Daily data 
The daily precipitation dataset described in section 4 has been used to study 
extreme indices for the 1-day, 5-day and 30-day durations. This dataset includes 
data from  1958 to 2004, aggregated  over the UKCIP 2008 25km grid. From this 
dataset, three durations have been analysed: 1-day accumulation, relevant for 
convective precipitation (at 25km scale) and for comparison with model output; 5-
day duration, typical timescale for frontal precipitation; and 30-day duration, as an 
example of a time-scale important for many hydrological processes. 
The distributions for the 1-day and the 5-day durations have been studied for each 
season.  The two timescales are directly related to the physical and dynamical 
processes which determine individual precipitation events and some separation of 
the different drivers can be obtained by studying their seasonal dependence. 
Extremes for this distribution have been estimated using the Extreme Value 
Analysis (Coles, 2001), in particular the marked point process (MPP) method 
(described in section 5).  For each grid-box, the staring time-series have been 
pre-processed to produce samples in which  the serial correlation is minimised (as 
in Brown et al.,2008), by selecting the maximum value over a block of data three 
times longer than the duration. For the 5-day distribution, before this filtering step, 
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the time-series have been summed over a series of non-overlapping periods. A 
grid-box dependent threshold has been used, set to the 98th percentile of the 
filtered distribution. MPP parameters have been estimated by profile likelihood. 
Finally, return levels for 2-, 5-, 10-, 20-,30- and 50-year return periods have been 
derived from MPP fitted curved for  each grid-box (as described in section 5) 
The 30-day duration has been analysed on the annual time-scale, which is most 
commonly used in hydrology. In this case, the Generalised Extreme Value model 
has been used (Coles, 2001), with the series of annual maxima extracted from the 
30-day running averages from each time-series.  An indication that the 30-day 
smoothed series contain enough independent events to produce at least an 
extreme event for each year has been given by Buonomo et al. (2007), by 
applying  goodness-of-fit test to a dataset of comparable horizontal resolution for 
the same region; given the similarity of the datasets, the same test has not been 
repeated for this study. 
6.2.2 Monthly data 
The dataset of monthly precipitation from 1914 to 2005, upscaled to the UKCIP 
2008 25km grid, has been used to estimate the extreme wettest month. For each 
grid box, the set of the wettest months for a year from has been extracted from 
the time-series and used to estimate the GEV parameters. The Kolmogorov-
Smirnov goodness-of-fit test (the detailed procedure is described in Kharin and 
Zweirs, 2000) has been used to verify that the sets of wettest months can be 
properly fitted by a GEV curves, thereby providing an indirect assessment of the 
extreme nature of this indices. In particular, the null hypothesis that the set of 
maxima has been drawn from its GEV fits has been rejected at the 10% level for 
42 sets from a total of 441 grid-boxes.  The same range of return levels, for 2-, 5, 
10, 20, 30, and 50-year periods, has been derived from the GEV curves.  
6.3 Results 
6.3.1 Daily data 
The seasonal cycle of precipitation can be illustrated by the figure 6.3.1, which 
shows the frequency of wet days (defined as the days with precipitation larger that 
1 mm/day). For most of the UK, the seasons with more rainy days are winter and 
autumn, while summer has the smallest number of daily events.  The frequency of 
wet days correlates quite well with the average precipitation (monthly averages 
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are reported in section 7), hence winter and autumn are also the wettest season 
while summer is the driest. 
The extreme events, however, show a different picture: the estimated return levels 
for the 1-day precipitation are shown in figures 6.3.2-5.  General features are the 
tendencies for a wetter western part of the domain,  in particular for the wetter 
seasons and for the less rare extremes. The patterns change drastically in 
summer and autumn, particularly  for the more extreme events, with higher values 
more widespread across the coutry. More in details, for the south-east of England, 
events with precipitation exceeding  50mm/day are expected after 20 years. This 
imply a change in the seasonality with respect to the average precipitation. 
Return levels from the  5-day duration distributions are shown in figures 6.3.6-9. 
The extreme precipitation for this duration is characterised by more intense 
extreme events to the  west of the domain, a clear indication of the prevalent flow 
over the UK.  A remarkable exception to this pattern is the maximum for the 
southern part of England in autumn, which could be attributed  to mesoscale 
systems approaching the coast from the south. The increase of the return level 
with the rarity of the events is quite regular for all the seasons.  
Annual extreme precipitation from the 30-day duration is reported in Fig. 6.3.10. 
Indices for this duration represent an integrated measure of all the individual 
precipitation events described by the 1-day and 5-day indices. The return levels 
have a strong east-west difference, the precipitation amounts are more than 
doubled from one coast to the other.  Another important feature is high intensity of 
return levels along the southern coast on the Channel The return levels increase 
quite slowly with the rarity of the events and the increase is more pronounced in 
the areas with the smaller return levels. 
6.3.2 Monthly 
Return levels from the series of the wettest month for the years 1914-2004 are 
shown in figure 6.3.11. Geographical patterns are similar to the return levels from 
the 30-day duration in figure 6.3.10, the increase of the precipitation amounts with 
the rarity of the events are also quite similar. The values of the return levels, 
however, are systematically smaller than the amounts in figure 6.3.1. At any rate, 
since these indices are good proxies for those derived from the 30-day duration, 
this dataset could be suitable to study trends in extremes in the last century. 
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Annex 6 Extreme precipitation
Figures
Fig. 6.3.1 Seasonal fraction of wet days (precipitation > 1.0mm/day) for the
period 1958-2004. A6-2
Fig. 6.3.2 Return levels (mm/day) for 2-,5-,10-, 20-,30- and 50-year return
periods, from the winter (DJF) 1-day precipitation distribution for the period
1958-2004. A6-3
Fig. 6.3.3 Return levels (mm/day) for 2-,5-,10-, 20-,30- and 50-year return
periods, from the spring (MAM) 1-day precipitation distribution for the period
1958-2004. A6-4
Fig. 6.3.4 Return levels (mm/day) for 2-,5-,10-, 20-,30- and 50-year return
periods, from the summer (JJA) 1-day precipitation distribution for the period
1958-2004. A6-5
Fig. 6.3.5 Return levels (mm/day) for 2-,5-,10-, 20-,30- and 50-year return
periods, from the autumn (SON) 1-day precipitation distribution for the period
1958-2004. A6-6
Fig. 6.3.6 Return levels (mm) for 2-,5-,10-, 20-,30- and 50-year return periods,
from the winter (DJF) 5-day precipitation distribution for the period 1958-2004.
A6-7
Fig. 6.3.7 Return levels (mm) for 2-,5-,10-, 20-,30- and 50-year return periods,
from the spring (MAM) 5-day precipitation distribution for the period 1958-
2004. A6-8
Fig. 6.3.8 Return levels (mm) for 2-,5-,10-, 20-,30- and 50-year return periods,
from the summer (JJA) 5-day precipitation distribution for the period 1958-
2004. A6-9
Fig. 6.3.9 Return levels (mm) for 2-,5-,10-, 20-,30- and 50-year return periods,
from the autumn (SON) 5-day precipitation distribution for the period 1958-
2004. A6-10
Fig. 6.3.10 Return levels (mm) for 2-,5-,10-, 20-,30- and 50-year return
periods, from the annual distribution of 30-day precipitation for the period
1958-2004. A6-11
Fig. 6.3.11 Return levels (mm) for 2-,5-,10-, 20-,30- and 50-year return
periods, from the monthly precipitation distribution from the period 1914-2005.
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A6-2
Fig. 6.3.1.a Seasonal fraction of wet days (precipitation > 1.0mm/day) for the
period 1958-2004
A6-3
Fig. 6.3.2 Return levels (mm/day) for 2-,5-,10-, 20-,30- and 50-year return
periods, from the winter (DJF) 1-day precipitation distribution for the period
1958-2004.
A6-4
Fig. 6.3.3 Return levels (mm/day) for 2-,5-,10-, 20-,30- and 50-year return
periods, from the spring (MAM) 1-day precipitation distribution for the period
1958-2004.
A6-5
Fig. 6.3.4 Return levels (mm/day) for 2-,5-,10-, 20-,30- and 50-year return
periods, from the summer (JJA) 1-day precipitation distribution for the period
1958-2004.
A6-6
Fig. 6.3.5 Return levels (mm/day) for 2-,5-,10-, 20-,30- and 50-year return
periods, from the autumn (SON) 1-day precipitation distribution for the period
1958-2004.
A6-7
Fig. 6.3.6 Return levels (mm) for 2-,5-,10-, 20-,30- and 50-year return periods,
from the winter (DJF) 5-day precipitation distribution for the period 1958-2004.
A6-8
Fig. 6.3.7 Return levels (mm) for 2-,5-,10-, 20-,30- and 50-year return periods,
from the spring (MAM) 5-day precipitation distribution for the period 1958-
2004.
A6-9
Fig. 6.3.8 Return levels (mm) for 2-,5-,10-, 20-,30- and 50-year return periods,
from the summer (JJA) 5-day precipitation distribution for the period 1958-
2004.
A6-10
Fig. 6.3.9 Return levels (mm) for 2-,5-,10-, 20-,30- and 50-year return periods,
from the autumn (SON) 5-day precipitation distribution for the period 1958-
2004.
A6-11
Fig. 6.3.10 Return levels (mm) for 2-,5-,10-, 20-,30- and 50-year return
periods, from the annual distribution of 30-day precipitation for the period
1958-2004.
A6-12
Fig. 6.3.11 Return levels (mm) for 2-,5-,10-, 20-,30- and 50-year return
periods, from the monthly precipitation distribution from the period 1914-2005.
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8.1 Introduction
Extreme wind can have a devastating impact on the natural and built environment,
and be a risk to human lives. Wind data is therefore important for many sectors
such as civil engineering, power generation and insurance. As wind speed and
direction can vary on short timescales observations are usually given as means
with a value for the maximum gust over the meaning period of the observation.
Previous studies comparing wind diagnostics generated from a regional climate
version of the Met Office Unified forecasting and climate Model (UM, Cullen 1993)
with observations showed some undesired effects were present when analysing
extreme mean wind and gusts (Boorman and Brown, 2006). These included a
tendency for model wind to decrease over high orography. Comparisons of model
daily maximum mean wind and observed daily maximum gusts also showed a
discrepancy. Due to spatial coverage of observational gust data a new
parameterization within the regional climate model is used here in an attempt to
characterize gusts on the scale of the model grid and provide a climatology of
extreme gusts for the whole of the UK.
8.2 Data and Methodology
8.2.1 Observations
For comparison with model data gust observations are taken from eight stations
around the UK (figure 8.2.1-1) from 1st January 1961 to 31st December 1990. The
stations have been chosen for their long record of gust observations, although the
lengths of the series do vary, with some missing data. The maximum daily gust is
used and the values are converted from knots to ms-1.
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Figure 8.2.1-1 Locations of UK observation stations
8.2.2 Model data
Simulated gust data for the UK has been generated using a Regional Climate
Model (RCM) version of the UM HadCM3 (Gordon et al, 2000). The RCM is
forced at the model boundaries by ERA40 analysed data (Uppala et al, 2005). It
has 19-level vertical resolution and a 25km (approximately 0.22° latitude/
longitude) horizontal resolution. The gust parameterization uses the form in Clark
et al (2005) derived from relationship described in Panofsky et al (1977). This
seeks to provide a value for a peak gust at 10m above the surface determined
from mean 10m winds and information on the state of the boundary layer
(Boorman, 2007). Daily maximum gust data from a period 1st January 1961 to 31st
December 1990 was used to get the best comparison with the observed dataset.
Both model and observed datasets are grouped in seasons: winter (December,
January and February, DJF), spring (March, April and May, MAM), summer (June,
July and August, JJA) and autumn (September, October and November, SON).
Where model and observations are compared, the gridbox nearest to the position
of the station is taken unless otherwise specified. Note this may mean the gridbox
chosen is, or overlaps, a sea point in the model. Over the sea, wind may be
expected to be more uniform, lacking some of the small scale structure seen over
land.
8.2.3 Methodology
Two diagnostics are presented here. The first is derived from ranking the gust
data and selecting the 90th percentile (that is, the data value greater than 90 per
cent of others so on average exceeded 9 days per season). The second are
gridded return periods (RP), calculated through the application of extreme value
theory (EVT) to the model data. A marked point process distribution was fitted to
8-3
the top 0.01% of the gust data for each point. Details of the method are given in
section 5.2.2. The resultant EVT distribution parameters are also presented.
8.3 Results
8.3.1 Percentiles
Model gust data for the 90th percentile is plotted in figure 8.3.1-1. The strongest
gusts are seen in the west of the UK in DJF with the highest gusts in Western
Scotland. A similar pattern is observed in other seasons with a reduced velocity.
For any particular gridbox the gust values are generally lowest in JJA. Note that
the grid boxes designated as land are different from that of the other variables
presented in this atlas. This is due to the pressure/temperature grid being
staggered from the wind grid (due to the particular formulation of the UM). Here
the values are plotted for any gridbox which overlaps a land point. Hence, as sea
points generally have greater wind speeds, higher values may be seen round
coastal areas, seen clearly in DJF although the reverse appears to be the case in
JJA.
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Figure 8.3.1-1 Model gust 90th percentile values for a) DJF b) MAM c) JJA d) SON
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8.3.2 Return periods
Figure 8.3.2-1 Model gust data (ms-1) i) DJF ii) MAM iii) JJA iv) SON for return periods a) 5
years b) 10 years c) 20 years d) 50 years
( i)
( iv)
( iii)
( ii)
( a) ( b) ( c ) ( d)
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Gridded return periods of 5, 10, 20 and 50 years are plotted for model gusts,
figure 8.3.2-1. These show similar spatial patterns to the 90th percentile gusts,
with the strongest gusts on the Western coasts in all seasons. The highest gusts
are once again seen in DJF and the lowest in JJA. Some features are apparent
which may be a consequence of the form of the distribution of gusts at that point
or due to errors in the extreme value fitting, such as the isolated high value seen
in Northern England MAM 50 year return periods.
8.3.3 Validation
Percentiles
A comparison of 90th percentile values from the model and observations (table
8.3.3-1) shows a slight model bias towards low values for Scottish and west coast
stations, while a high bias is seen for the more Southern inland stations and east
coast. These biases are slightly reduced in summer. Reasons for the model bias
may include those due to the statistical formulation of the parameterization itself,
or representation of large-scale features in the model, for example positioning or
intensity of storms. It is also well established that the 25km resolution of the
regional climate model is not sufficient to recreate the observed central pressure
and pressure gradients of synoptic storms.
Aside from any climate model bias, other causes for the differences between
model and observed data may be summarised as dataset differences (missing
data at some stations may mean particular events are not included),
representational differences (where the model at 25km resolution cannot
reproduce localized conditions) and limitations of the parameterization, for
example in simulating gusts from sub-gridscale convective activity.
DJF MAM JJA SON
Mod Obs O-M Mod Obs O-M Mod Obs O-M Mod Obs O-M
Aldergrove 21.3 20.9 -0.4 19.0 18.4 -0.6 16.8 15.8 -1.0 19.7 18.9 -0.8
Eskdalemuir 22.0 24.0 2.0 19.3 20.9 1.6 17.6 17.3 -0.3 20.8 22.4 1.6
Heathrow 20.2 18.4 -1.8 18.0 16.3 -1.7 16.6 14.3 -2.3 18.9 15.8 -3.1
Lerwick 25.1 28.1 3.0 21.3 23.5 2.2 17.3 18.4 1.1 22.7 25.0 2.3
Ringway 21.1 19.9 -1.2 19.0 17.9 -1.1 17.1 14.8 -2.3 19.4 17.3 -2.1
St. Mawgan 22.7 24.5 1.8 18.9 19.9 1.0 16.3 15.8 -0.5 19.6 20.9 1.3
Turnhouse 20.6 23.0 2.4 18.4 19.9 1.5 17.1 16.8 -0.3 19.7 20.9 1.2
Valley 23.5 25.5 2.0 19.4 20.9 1.5 16.8 17.9 1.1 21.7 24.0 2.3
Table 8.3.3-1: Model and Observation 90th percentile gusts and differences at UK stations
(ms-1)
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Distributions and return periods
To gain a wider appreciation of differences in distribution of the model (red line)
and observed (black line) gusts, figures 8.3.3-1 to 8.3.3-8 first and third columns
show comparisons of the full distributions. In general, distributions (as probability
density functions here, to take into account differences in number of data values)
are similar. Differences are seen in the location of the peak most noticeably in
Eskdalemuir, Ringway and Heathrow in all seasons. The more extreme end of the
distribution appears have the greatest agreement for Aldergrove. In addition to the
points discussed above, differences may be due in part to the location of the
stations with respect to the sea – stations further inland have more discrepancies
between their distributions. This may indicate coastal stations which have more
influence from sea are better represented.
Return periods for model (red) and observed (black) data are plotted in figure
8.3.3-1 to 8.3.3-8 second and fourth columns, and show similar biases to the 90th
percentile values in most cases. Model values are higher than observed for
Ringway and Heathrow; generally lower for the rest. To illustrate the variation in
modelled data within neighbouring grid boxes, return periods for the eight nearest
gridboxes to each used thus far are also plotted (broken red lines) and in general
show a variation of 2 to 3 ms-1, although some greater differences are seen. This
variation is partly explained by land/sea contrast and other areas of high gradient.
The appropriateness of the extreme value statistical model used to calculate the
return periods may also be a factor, especially for higher return periods.
Figure 8.3.3-1 Aldergrove model (red - nearest, broken red - neighbouring points used in
return periods only) and observed (black) gust (ms-1) distributions (1st and 3rd columns),
return period in years (2nd and 4th columns) for each season
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Figure 8.3.3-2 Eskdalemuir model (red - nearest, broken red - neighbouring points used in
return periods only) and observed (black) gust (ms-1) distributions (1st and 3rd columns),
return period in years (2nd and 4th columns) for each season
Figure 8.3.3-3 Heathrow model (red - nearest, broken red - neighbouring points used in
return periods only) and observed (black) gust (ms-1) distributions (1st and 3rd columns),
return period in years (2nd and 4th columns) for each season
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Figure 8.3.3-4 Lerwick model (red - nearest, broken red - neighbouring points used in return
periods only) and observed (black) gust (ms-1) distributions (1st and 3rd columns), return
period in years (2nd and 4th columns) for each season
Figure 8.3.3-5 Ringway model (red - nearest, broken red - neighbouring points used in
return periods only) and observed (black) gust (ms-1) distributions (1st and 3rd columns),
return period in years (2nd and 4th columns) for each season
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Figure 8.3.3-6 St. Mawgan model (red - nearest, broken red - neighbouring points used in
return periods only) and observed (black) gust (ms-1) distributions (1st and 3rd columns),
return period in years (2nd and 4th columns) for each season
Figure 8.3.3-7 Turnhouse model (red - nearest, broken red - neighbouring points used in
return periods only) and observed (black) gust (ms-1) distributions (1st and 3rd columns),
return period in years (2nd and 4th columns) for each season
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Figure 8.3.3-8 Valley model (red - nearest, broken red - neighbouring points used in return
periods only) and observed (black) gust (ms-1) distributions (1st and 3rd columns), return
period in years (2nd and 4th columns) for each season
8.3.4 EVT parameters
The three parameters, location scale and shape, determine the form of the return
level curves and return periods presented earlier. The location is analogous to
the mean in a normal distribution. Changing the location uniformly shifts return
periods irrespective of their rarity. The geographical pattern of return levels
(figures 8.3.2-1) correspond most closely to that of the location parameter,
demonstrating the dominant influence it has on the extreme distribution. Scale
and shape alter the curvature of the return level curve. For example in figure
8.3.3-6 the return level curve curves upwards for MAM in St. Mawgan and
downwards for SON, corresponding to positive and negative shape parameters.
Many grid points in all seasons have positive shape parameters which has the
consequence of unbounded distributions. As the rarity of an event increases this
ultimately will become physically untenable but for speeds generated by synoptic
weather this has been found to be a common characteristic of observed data.
Figure 8.3.4-1 also shows that there is anti-correlated noise between the scale
and shape parameters, high values in one being compensated with lower value in
the other. This is due to limitations in the fitting method.
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Figure 8.3.4-1 EVT parameters for model gusts i) DJF ii) MAM iii) JJA iv) SON and a)
location b) scale c) shape
( i)
( iv)
( iii)
( ii)
( a) ( b) ( c )
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8.4 Using results
The discrepancy between the observations and the modelled data may present
difficulties when trying to determine the best estimate of the risk from gusts for a
location. For most users it is probably sufficient to take the values from figure
8.3.2-1 and find the most representative observation site (figure 8.3.1) and add
the difference between the observed and modelled values from figure 8.3.3 for
that station. When choosing an observing station, consideration should be given
for the similarity of orography for the region, the proximity to the sea and how
spatially varying the gust field is in that region.
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9 Storms and anti-cyclones 
 
Contents 
9 Storms 9-1 
9.1 Introduction 9-3 
9.2 Data and Methodology 9-4 
9.3 Results 9-6 
9.3.1 ERA40 Reanalysis data 9-6 
9.3.2 Reanalysis driven RCM 9-8 
9.4 Tables 9-10 
9.5 Detailed description of methods 9-13 
9.5.1 Blackmon band-pass filter storm track 9-13 
9.5.2 UK Gale Index 9-13 
9.5.3 Persistent anomalies 9-14 
9.5.4 Tracking Method 9-15 
9.6 References 9-17 
 
Figures 
Fig. 2.1.1.a Seasonal Z500 BPF storm tracks, ERA40, 1958-2002. The units are 
m. A9-3 
Fig. 2.1.1.b Seasonal Z500 LPF storm tracks, ERA40, 1958-2002. The units are 
m. A9-4 
Fig. 2.1.2.a Seasonal MSLP BPF storm tracks, ERA40, 1958-2002. The units are 
hPa. A9-5 
Fig. 2.1.2.b Seasonal MSLP LPF storm tracks, ERA40, 1958-2002. The units are 
hPa. A9-6 
Fig. 2.1.3.a Summer ERA40 cyclones: feature density, track density, genesis 
density, and lysis density, 1958-2002. The units are tracks per month per 10^6 
km^2 (track density) or cyclones per month per 10^6 km^2 (feature, genesis and 
lysis density). A9-7 
Fig. 2.1.3.b Autumn ERA40 cyclones: feature density, track density, genesis 
density, and lysis density, 1958-2002. The units are tracks per month per 10^6 
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km^2 (track density) or cyclones per month per 10^6 km^2 (feature, genesis and 
lysis density). A9-8 
Fig. 2.1.3.c Winter ERA40 cyclones: feature density, track density, genesis 
density, and lysis density, 1958-2002. The units are tracks per month per 10^6 
km^2 (track density) or cyclones per month per 10^6 km^2 (feature, genesis and 
lysis density). A9-9 
Fig. 2.1.3.d Spring ERA40 cyclones: feature density, track density, genesis 
density, and lysis density, 1958-2002. The units are tracks per month per 10^6 
km^2 (track density) or cyclones per month per 10^6 km^2 (feature, genesis and 
lysis density). A9-10 
 
Fig. 2.1.3.e Strength of ERA40 cyclones by season, 1958-2002. The units are of 
vorticity at 850 hPa (s-1). A9-11 
Fig. 2.1.4.a Summer ERA40 anticyclones: feature density, track density, genesis 
density, and lysis density, 1958-2002. The units are tracks per month per 10^6 
km^2 (track density) or cyclones per month per 10^6 km^2 (feature, genesis and 
lysis density). A9-12 
Fig. 2.1.4.b Autumn ERA40 anticyclones: feature density, track density, genesis 
density, and lysis density, 1958-2002. The units are tracks per month per 10^6 
km^2 (track density) or cyclones per month per 10^6 km^2 (feature, genesis and 
lysis density). A9-13 
Fig. 2.1.4.c Winter ERA40 anticyclones: feature density, track density, genesis 
density, and lysis density, 1958-2002. The units are tracks per month per 10^6 
km^2 (track density) or cyclones per month per 10^6 km^2 (feature, genesis and 
lysis density). A9-14 
Fig. 2.1.4.d Spring ERA40 anticyclones: feature density, track density, genesis 
density, and lysis density, 1958-2002. The units are tracks per month per 10^6 
km^2 (track density) or cyclones per month per 10^6 km^2 (feature, genesis and 
lysis density). A9-15 
Fig. 2.1.4.e Strength of ERA40 anticyclones by season, 1958-2002. The units are 
of vorticity at 850 hPa (s-1) A9-16 
Fig. 2.1.5.a PA blocks Z500, with a duration of 7 days and a magnitude of 100m 
by season, ERA40 1961-2000. The units are number of blocked days per season 
per 10^6 km^2. A9-17 
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Fig. 2.1.5.b PA blocks Z500, with a duration of 7 days and a magnitude of 200m 
by season, ERA40 1961-2000. The units are number of blocked days per season 
per 10^6 km^2. A9-18 
Fig. 2.2.1 ERA40RCM cyclone tracks, track density, genesis density, lysis density 
and relative vorticity on 850 hPa intensity, DJF 1961-2000. The units are tracks 
per month per 10^6 km^2 (track density), cyclones per month per 10^6 km^2 
(genesis and lysis density) and s-1 (intensity). A9-19 
Fig. 2.2.2 ERA40RCM anticyclone tracks, track density, genesis density, lysis 
density and relative vorticity on 850 hPa intensity, JJA 1961-2000. The units are 
tracks per month per 10^6 km^2 (track density), anticyclones per month per 10^6 
km^2 (genesis and lysis density) and s-1 (intensity).. A9-20 
 
9.1 Introduction 
Synoptic scale variability is an important part of mid-latitude weather and climate 
and can be divided into 2 types, the transients with timescales of 2 to 6 days and 
the low frequency variability with timescales greater than 7 days. The transients 
are the mobile high and low pressure systems and the low frequency variability is 
made up of stationary systems such as blocking anticyclones. The frequency, 
distribution and intensity of middle latitude cyclones, anticyclone and blocking 
anticyclones have a large impact on the local scale. For example intense 
precipitation and wind events are associated with the storms and may cause 
flooding and storm damage to crops and buildings.  In summer the frequency, 
duration or intensity of blocking anticyclones are strongly related to heat waves.  
Here we provide an up-to-date assessment of the climatology of storms and 
blocking for the UK and North Atlantic / European region through a variety of 
synoptic variability measures. This provides a consistent baseline from which to 
measure future changes within UKCP09. Storms and blocks will be analysed in 
ERA40 reanalysis data and in the ERA40 driven 25km UKCIP RCM.  The RCM 
data, due to its higher resolution, provides information on smaller phenomena 
such as frontal waves which are not represented in the courser resolution ERA40 
data. 
The synoptic systems that affect the UK are large relative to the UK, can form in 
the lee of the Rockies and travel well into Russia.  We therefore present results 
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for the whole of the northern hemisphere for the ERA40 data, but for the RCM the 
domain of the mode. 
9.2 Data and Methodology 
The ECMWF ERA40 reanalysis dataset (Uppala et al. 2005, ERA40) cover the 
period 1957-2002. These are considered as present day observations as they 
provides a comprehensive analysis of recent mid-latitude storms and blocks in a 
dynamically consistent way. We assume that the climate, with regards to synoptic 
variability, is stationary for this study. 
The HadRM3 regional climate model (RCM) is the same as being used for the 
UKCIP 2008 climate projections. The HadRM3 RCM uses a rotated pole grid with 
a resolution of 25km and 19 levels in the vertical. It is parallel to HadAM3 (Pope et 
al. 2000) except for the resolution dependent parameters that have been tuned to 
25km. The synoptic variability of the RCM is largely determined by the boundary 
forcing therefore errors in the location of the storm tracks in the driving data will 
also occur in the RCMs. A method of assessing the ability of the RCM model to 
simulate storms given “perfect” boundary conditions is to drive the RCM with 
boundary conditions derived from ERA40 data. This experiment will be referred to 
as ERA40RCM. The storms and blocks in ERA40RCM are comparable to those in 
ERA40, although differences in the analysis methods, due to model resolution 
(see Appendix 1), mean that only a qualitative comparison can be made.  
Previous studies of mid-latitude cyclones have used a variety of methods for 
analysing storms and their activity in the storm track regions. These methods 
include band-pass filter statistics to look at variability on synoptic time-scales (e.g. 
Hall et al. 1994; Christoph et al. 1997), number of gales (e.g. Carnell et al. 1996; 
Weisse et al. 2005; Fischer-Bruns et al. 2005), cyclone densities without tracking 
(e.g. Lambert 1995); cyclone densities with tracking (e.g. König et al. 1993; 
Hodges 1994; Carnell et al. 1996) and the UK gale index (Jenkinson and Collison 
1977).   
In addition, a variety of different methods have been used to perform the location 
and tracking of individual synoptic systems and these have been applied to 1000 
hPa geopotential height, mean sea level pressure and 850 hPa relative vorticity at 
either 24 hour, 12 hour or 6 hour intervals (e.g. König et al. 1993; Murray and 
Simmonds 1991; Carnell et al. 1996; Knippertz et al. 2000; Hoskins and Hodges 
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2002). The use of these different techniques makes it hard to compare the results 
of each study (Cubasch et al. 2001).  
Here, mobile synoptic features are analysed using the Blackmon band-pass 
filtered storm track (BPF, Blackmon 1976), tracking of individual cyclones and 
anticyclones (Hodges 1994) and the UK Gale Index (Jenkinson and Collison 
1977). The low frequency variability is analysed using the low-pass filtered storm 
track (LPF, Blackmon) and persistent anomalies (Dole and Gordon 1983).   
The BPF and LPF diagnostics are calculated for 0Z 500 hPa geopotential height 
(Z500) and daily mean sea level pressure (MSLP).  BPF and LPF storm tracks 
show the synoptic (2-6 day) and low frequency (>10 day) variability respectively.  
The 500 hPa height is the steering level for synoptic systems in the atmosphere. 
BPF and LPF both include variability due to cyclones and anticyclones.   Areas of 
high variability are considered to represent the regions of most synoptic activity 
and are often collectively termed the storm track, the path which most synoptic 
systems travel.  They don’t capture small scale features and are most useful for 
looking at the large-scale features of the storm tracks rather than local detail. 
These diagnostics do not always give the same results as tracking the individual 
systems (e.g. Carnell et al. 1996). 
The tracking diagnostics presented here are: the feature density (the average 
number of synoptic features in a region) the track density (the number of cyclones 
or anticyclones that are tracked across a region), the genesis density (the number 
of storms that form in that region), the lysis density (the number of storms 
decaying in the region) and the mean intensity of the storms for that region 
(spatially smoothed, measured in terms of relative vorticity at 850 hPa for the 
centre of the tracked feature).  The units of the density measures are features per 
month per 106 km2.  The anticyclones identified by the tracking routine are not 
blocking anticyclones as they are transient and at 850 hPa where as blocking 
anticyclones are usually analysed at the 500 hPa level and remain stationary. 
Blocking anticyclone activity is measured by counting the number of anomalies 
that persist for longer than a specified time in daily 500 hPa geopotential height 
data (Dole and Gordon 1983). To be classed as blocks the anomalies must satisfy 
both a duration and magnitude criteria. Here we present results for anomalies 
which last 7 days or more and have a magnitude of 100m and 200m.  In winter 
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anomalies are larger so 200m is more appropriate whereas in summer the Z500 
gradients tend to be reduced so an anomaly magnitude of 100m is more relevant. 
Detailed descriptions of the diagnostics are given in Appendix 1. 
9.3 Results 
9.3.1 ERA40 Reanalysis data 
In general the BPF storm track (Fig. 9.1.1.a) has a maximum at the western end 
of the North Atlantic storm track where the systems are fast moving and in the 
central North Pacific. The LPF storm track (Fig. 9.1.1.b) has maxima at the 
eastern ends of the North Atlantic and North Pacific storm tracks where the 
systems are more stationary as they decay. The Mediterranean storms are not 
captured by these diagnostics as their scale is too small. The tracks are weaker in 
summer than in winter and the BPF maxima are shifted pole wards and towards 
the eastern end of the storm tracks.  
Corresponding BPF and LPF storm tracks diagnostics from daily mean MSLP 
data are given in Fig. 9.1.2.a and 9.1.2.b. There are some differences in the 
location of storm tracks at sea level when compared with results from 500 hPa but 
in general the maximum variability occurs in the same region at both levels. The 
use of the daily mean, rather than instantaneous data, has little impact on the 
diagnostics as we are filtering out the variability that is less than 2 days. Therefore 
the daily mean MSLP BPF and LPF storm tracks give useful information about the 
synoptic variability at sea level. However the results are not necessarily the same 
as those with the Z500 BPF and LPF storm track because the behaviour of the 
storms at this higher level is not the same as at sea level.  
The synoptic variability as characterised by tracking individual cyclones are 
plotted in Fig. 9.1.3.a-e and for anti-cyclones in Fig 9.1.4.a-e for each season.  
The comparison between MSLP BPF and LPF and the tracks results in winter 
shows that: 
• There is high frequency of cyclone tracks in regions where the BPF 
storm track has large values; in addition the tracking locates the 
Mediterranean cyclones. 
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• The cyclones are most intense towards the centre of the Atlantic and 
Pacific storm tracks, downstream from the maximum track density and 
the maximum activity in the BPF storm track but upstream from the 
maximum LPF storm track. 
• The Atlantic cyclones form in the lee of the Rockies and off the east 
coast of North America. There is also a region of secondary genesis 
south of Greenland. The cyclones track north east and decay in the 
northern regions of the North Atlantic, over Scandinavia and northern 
Asia. 
• In winter the BPF storm track is dominated by the cyclones and the LPF 
storm track by the anticyclones. 
The comparison of the MSLP BPF and LPF storm tracks with the tracks results for 
summer anticyclones shows that: 
• In summer the anticyclone tracks occur in the main storm track regions 
but there are fewer anticyclones than there are cyclones in winter. The 
tracks are further south and more meridional than the winter cyclone 
tracks. The cyclone tracks are also further south in summer than they 
are in winter. The maximum frequency of anticyclones is in the same 
location as the BPF maximum showing that in summer the BPF also 
contains anticyclones. 
• The anticyclones are weaker than the winter cyclones. 
• The high values of anticyclone intensity are where the track density is 
greatest, except for a local maximum in the eastern Atlantic, in the 
region where the LPF storm track also has high values. 
The blocking climatology from persistent anomalies are plotted in Fig. 9.1.5.a-b for 
each season. 
• In both winter and summer the blocks occur in three regions: the North 
Pacific, the North Atlantic and over high latitudes in a region extending 
from Europe to the central North Pacific. There are more blocks in 
summer than in winter; this is partly due to the reduced threshold 
criteria. The location of the blocking in ERA40 agrees well with the 
observations of Shukla and Mo (1983) although the frequency of the 
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blocking can not be directly compared as they counted each block only 
once and did not area weight the counts. Here we count the number of 
blocked days and then apply an area weighting to the counts. 
• The regions with high frequency of blocking anticyclones correspond to 
the regions with high values of LPF variability in both seasons. Showing 
that the LPF storm track is a good indicator of the blocking activity. 
9.3.2 Reanalysis driven RCM 
The winter cyclone track density, intensity, genesis density, and lysis density from 
the RCM (Fig. 9.2.1) compare well with those of the ERA40 data (Fig. 9.1.3.c and 
9.1.3.e). For example, the track density correctly simulates the split in the North 
Atlantic track around Norway and the Mediterranean track is well simulated. There 
are some edge effects caused by the tracking of cyclones along the RCM 
boundary and there are high genesis and lysis counts where the cyclones enter 
and leave the RCM domain. Overall the ERA40RCM is mostly able to correctly 
simulate the life cycle of cyclones, when it is given “perfect” boundary conditions.  
Similarly the summer anticyclone track density (Fig. 9.2.2) compares fairly well 
with ERA40 (Fig. 9.1.4.c and 9.1.4.e), with the anticyclones mostly occurring in 
the correct locations in the ERA40RCM. The RCM has high values of intensity 
over the Alps, and other regions with high orography, that may be due to small-
scale features that are missing from ERA40. The RCM anticyclone genesis and 
lysis are not as similar to ERA40 as the cyclones are. The main differences with 
the genesis are the small scale features in the RCM that are related to the high 
values of intensity. There is also a region of genesis over France that is missing 
from ERA40RCM.  This is somewhat expected as during period of low-zonal flow 
(ie blocking) the synoptic situation is more influenced by local processes rather 
than the large scale allowing the internal RCM domain to wander from the driving 
data. 
We can also compare the gales in the ERA40RCM to the gales in ERA40 using 
the UK Gale Index (Jenkinson and Collison 1977). The ERA40RCM UK Gale 
Index is a daily maximum derived from 3 hourly MSLP data (Table 9.1) where as 
the ERA40 UK Gale Index (Table 9.2) is a daily mean derived from the average of 
the 6 hourly MSLP data. The use of 3 hourly data helps with the inclusion of fast 
moving systems that may be missed with daily mean data. The use of the 3 hourly 
data for the ERA40RCM means that it has more gales than ERA40 (Table 9.1 and 
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Table 9.2). When the Gale Index is calculated for the RCM using daily mean 
MSLP (Table 9.3) the percentages of gales in each category are very similar to 
ERA40. This result confirms that deriving the UK gale index from daily mean 
MSLP data misses some of the extreme gales. 
The cyclone tracking diagnostics can also be used to produce counts of cyclones 
over a given region, e.g. the UK (Table 9.4). There are 2 methods of producing 
these counts. The first counts all the cyclones that track over a 5° region (UK in 
Table 9.4) and the second counts all the tracks that have at least one feature in a 
specified region (NUK and SUK in Table 9.4). The cyclones in each region can 
then be split into those of weak, medium and intense strength using the 850 hPa 
wind speed at the centre of the cyclones. The maximum intensity during the whole 
of the lifetime of the system is used. The data is not available to produce these 
counts for the ERA40 tracks and so the results in Table 9.4 are provided as a 
baseline for the future changes as simulated by the RQUMP ensemble. 
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9.4 Tables 
Table 9.1 ERA40RCM 1960-1989 % number of days with gales (G>30), severe 
gales (G>40) and very severe gales (G>50), calculated using the daily maximum 
calculated from 3 hourly MSLP 
 Gales G>30 Severe Gales 
G>40 
Very Severe 
Gales G>50 
DJF 42.6 13.0 3.2 
MAM 19.5 3.8 0.5 
JJA 4.6 0.3 <0.1 
SON 26.6 7.1 1.6 
 
Table 9.2 ERA40 1960-1989 % number of days with gales (G>30), severe gales 
(G>40) and very severe gales (G>50), calculated using daily mean MSLP 
 Gales G>30 Severe Gales 
G>40 
Very Severe 
Gales G>50 
DJF 23.4 4.0 0.5 
MAM 9.2 1.3 0.1 
JJA 1.2 <0.1  
SON 11.8 1.9 0.3 
 
Table 9.3 ERA40RCM 1960-1989 % number of days with gales (G>30), severe 
gales (G>40) and very severe gales (G>50), calculated using daily mean MSLP 
 Gales G>30 Severe Gales 
G>40 
Very Severe 
Gales G>50 
DJF 21.5 3.9 0.7 
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MAM 8.8 0.8 <0.1 
JJA 1.5 <0.1  
SON 11.0 1.9 0.2 
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Table 9.4 UK cyclone counts: ERA40RCM, UK (point), north UK and south UK, 
weak, medium, intense. Intensity is maximum 850 hPa wind along the entire track. 
Season Region Total 
Number per 
year 
(standard 
deviation) 
Weak 
I < 11.33 
ms-1 
(standard 
deviation) 
Medium 
11.33 < I < 
17.5 ms-1 
(standard 
deviation) 
Intense 
I > 17.5 ms-1 
(standard 
deviation)  
DJF UK 67.11 (13.62) 2.11 (1.87) 16.75 (5.93) 48.25 (14.77) 
 N UK 48.98 (10.51) 1.27 (1.56) 11.70 (4.61) 36.00 (10.82) 
 S UK 45.36 (10.67) 1.57 (1.65) 11.66 (3.99) 32.14 (9.82) 
MAM UK 58.86 (10.30) 6.39 (2.59) 26.95 (7.23) 25.52 (8.92) 
 N UK 44.23 (8.18) 4.68 (2.21) 19.86 (5.28) 19.68 (7.07) 
 S UK 42.00 (8.14) 4.98 (2.28) 19.68 (5.13) 17.34 (6.14) 
JJA UK 53.41 (9.25) 10.86 (3.15) 31.91 (7.66) 10.64 (3.36) 
 N UK 40.09 (7.37) 7.70 (2.54) 24.05 (6.11) 8.34 (3.03) 
 S UK 35.55 (7.32) 7.89 (2.67) 20.89 (6.09) 6.77 (2.83) 
SON UK 64.35 (10.51) 4.16 (2.43) 23.95 (4.85) 36.23 (10.56) 
 N UK 48.60 (9.29) 2.74 (1.79) 17.65 (5.30) 28.21 (8.43) 
 S UK 40.56 (8.63) 3.05 (2.06) 16.00 (4.34) 21.51 (6.45) 
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9.5 Detailed description of methods 
9.5.1 Blackmon band-pass filter storm track 
In the band-pass filter (BPF) and low-pass filter (LPF) methods of storm track 
analysis a standard deviation is taken of 24 h instantaneous geopotential height 
data on 500 hPa after the application of a time-filter. The Blackmon band-pass 
filter and low-pass filter (Blackmon 1976) are used in this study. The BPF isolates 
the synoptic variability between 2 and 6 days and the LPF isolates the low 
frequency variability greater than 10 days. Both the BPF and LPF include 
variability due to cyclones and anticyclones (Wallace et al. 1988). The BPF storm 
track tends to have higher values in the genesis regions where the systems are 
faster moving and tends to be more indicative of intensity than number of 
cyclones. The LPF storm track has higher values at the eastern ends of the storm 
tracks where the systems are slower moving as they decay. Small scale systems 
such as Mediterranean storms are poorly simulated by these diagnostics. The 
future changes in the BPF and LPF storm tracks are not always the same as the 
changes in the cyclones (Carnell et al. 1996). 
The BPF storm track can also be derived from 0Z mean sea level pressure 
(MSLP). Daily mean MSLP is being used in place of 24 h instantaneous data for 
the CMIP3 multi-model archive and for the TQUMP ensemble as daily data is not 
available. Tests with ERA40 data show that the results are similar with 0Z and 
daily mean MSLP data as the filter removes the high frequency variability. 
9.5.2 UK Gale Index 
Jenkinson and Collison (1977) developed an objective definition of a gale day 
using daily mean sea level pressure (MSLP) around the British Isles. The 
technique is also described in Hulme and Jones (1991). Daily MSLP is used on a 
5° x 10° latitude/longitude grid.  Daily data has been known to miss some 
observed storms, such as the October 1987 storm as this was fast moving. The 
index can also be applied to sub-daily data and this should help to capture fast 
moving systems. In this study daily mean MSLP data is being used for the GCMs 
and 3 hourly MSLP for the RCMs. A daily maximum value of the gale index is then 
determined from the 3 hourly values.  
The wind flow and vorticity are calculated as follows (grid-point numbers (xi): 
Wind Flow 
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westerly flow,  
southerly flow,  
resultant flow,  
The geostrophic flow units are hPa per 10° latitude at 55°N and one unit is 
equivalent to 1.2kt. 
Vorticity 
westerly shear vorticity 
 
southerly shear vorticity 
total shear vorticity,  
The geostrophic vorticity units are hPa per 10° latitude at 55°N, per 10° latitude. 
100 units are equivalent to 0.55x10E-4 = 0.46 x Coriolis parameter at 55°N. 
The gale index, G is then defined by  
A value of G greater than 30 is classified as a gale, a value of G greater than 40 is 
classified as a severe gale and a value of G greater than 50 is a very severe gale. 
The flow speed and direction and the vorticity can be used to classify the regime 
type. These are similar to the Lamb circulation types as the method used to derive 
the Lamb circulation types was based on the gale index method. 
9.5.3 Persistent anomalies 
A "persistent anomaly" at a point is defined as an anomaly which persists beyond 
some threshold value for a specified duration (Dole and Gordon 1983). Here an 
anomaly (h) at a point is defined as the 500 hPa height at that point minus the 
long term seasonal trend of 500 hPa height at that point. The anomalies are 
latitude normalized: 
 
The method is as follows: 
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1) Specify a magnitude criterion M and a duration criterion T, where for positive 
cases M ≥ 0 and for negative cases M ≤ 0. 
2) Define the occurrence of a persistent positive (negative) anomaly case at a 
particular grid point satisfying selection criteria (M,T) if the anomaly at that point 
remains equal to or greater (less) than M for at least T days. 
3) Define the duration D for a positive (negative) case as the time from which the 
anomaly first becomes greater (less) than M to the time when the anomaly next 
becomes less (greater) then M at that point. 
Persistent positive anomalies are considered to be blocking events. 
9.5.4 Tracking Method 
The tracks of extra-tropical cyclones and anticyclones in HadCM3 and HadRM3 
data are diagnosed using an objective technique (see Hodges 1994; Hodges 
1995; Hodges 1996; Hoskins and Hodges 2002). 
The HadCM3 features are tracked in relative vorticity on 850 hPa data at 6 hourly 
intervals. The tracking is performed at a spectral resolution of T42 on a Gaussian 
grid so that synoptic scale features can easily be identified. The data is spatially 
filtered by removing a background field. This is done by setting the coefficients in 
the spherical harmonic expansion of the field at each time step to zero for total 
wavenumbers n ≤ 5. The filtered fields are equivalent to the 5 < n ≤ 42 component 
of the original fields and the background fields are equivalent to the n ≤ 5 
component of the original fields. Individual cyclones are tracked as features in the 
filtered fields. Only those features with a magnitude greater than 1x10-5 s-1, in the 
filtered fields, are tracked and the cyclone and anticyclone tracks must last for at 
least 2 days and move a distance of 10° geodesic (~1000 km). In the Northern 
Hemisphere the cyclones are the positive relative vorticity anomalies and the 
anticyclones are the negative relative vorticity anomalies. 
The RCM features are tracked in relative vorticity on 850 hPa data at 3 hourly 
intervals. The data is spatially filtered, to isolate synoptic scale features, before 
the cyclones and anticyclones are located and tracked. Regional model data is 
spatially smoothed using an R image processing routine called image.smooth. 
This uses FFTs to truncate the data. For UKCIP data at 25km the smoothing 
parameter is set to 2°. Individual cyclones and anticyclones are tracked as 
features in the filtered fields. Only those features with a magnitude greater than 
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1x10-5 s-1, in the filtered fields, are tracked and the tracks must last for at least 12 
hours and move a distance of 5° geodesic.  
The features (cyclones and anticyclones) are located in the spatially smoothed 
data and then joined together to form tracks. The tracking program produces a set 
of cyclone (and anticyclone) locations (latitude and longitude) and intensity at 3 
hourly time intervals for every 90 day season. These are then processed to form 
four types of data: track statistics; regional counts (number of tracks with at least 
one point in the specified region); cyclone or anticyclone intensity; and tracks that 
form in, decay in or cross a 5° region. The UK storms are defined as those tracks 
that cross a 5° region centred on Northern Scotland. With this method the track 
does not need to have a timestep location within the domain. 
The spatial statistics are derived from the track ensembles using spherical kernel 
methods (Hodges 1996) which compute the statistics directly on the sphere 
making the statistics independent of projection biases (Bengtsson et al. 2006). 
Here the results are presented as cyclone track number densities with the track 
number densities calculated by using the single point from each track that is 
closest to the estimation point (see Hoskins and Hodges 2002). The densities are 
then scaled to number densities per month with a unit area equivalent to a 5° 
spherical cap (~106 km2). These number densities integrate to a number greater 
than the total number of systems over the Northern Hemisphere because of 
multiple counting. They give a local measure of the storm track activity at a point 
(Hoskins and Hodges 2002) but are not the same as counting the systems in a 
box and area normalising. A set of tracking diagnostics are computed from the 
individual tracks. The intensity is defined as the magnitude of the features in the 
un-filtered relative vorticity field. 
The RCM has more tracks than the GCM because the RCM is able to simulate 
smaller scale features, such as frontal waves. The tracking method is also 
configured to locate only large synoptic systems in the GCM. The number of 
cyclones in the RCM can be adjusted by applying different amounts of smoothing 
to the relative vorticity fields prior to the features being located.  
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Figure Captions 
 
Fig. 2.1.1.a Seasonal Z500 BPF storm tracks, ERA40, 1958-2002. The units 
are m. A9-3 
Fig. 2.1.1.b Seasonal Z500 LPF storm tracks, ERA40, 1958-2002. The units 
are m. A9-4 
Fig. 2.1.2.a Seasonal MSLP BPF storm tracks, ERA40, 1958-2002. The units 
are hPa. A9-5 
Fig. 2.1.2.b Seasonal MSLP LPF storm tracks, ERA40, 1958-2002. The units 
are hPa. A9-6 
Fig. 2.1.3.a Summer ERA40 cyclones: feature density, track density, genesis 
density, and lysis density, 1958-2002. The units are tracks per month per 10^6 
km^2 (track density) or cyclones per month per 10^6 km^2 (feature, genesis 
and lysis density). A9-7 
Fig. 2.1.3.b Autumn ERA40 cyclones: feature density, track density, genesis 
density, and lysis density, 1958-2002. The units are tracks per month per 10^6 
km^2 (track density) or cyclones per month per 10^6 km^2 (feature, genesis 
and lysis density). A9-8 
Fig. 2.1.3.c Winter ERA40 cyclones: feature density, track density, genesis 
density, and lysis density, 1958-2002. The units are tracks per month per 10^6 
km^2 (track density) or cyclones per month per 10^6 km^2 (feature, genesis 
and lysis density). A9-9 
Fig. 2.1.3.d Spring ERA40 cyclones: feature density, track density, genesis 
density, and lysis density, 1958-2002. The units are tracks per month per 10^6 
km^2 (track density) or cyclones per month per 10^6 km^2 (feature, genesis 
and lysis density). A9-10 
Fig. 2.1.3.e Strength of ERA40 cyclones by season, 1958-2002. The units are 
of vorticity at 850 hPa (s-1). A9-11 
Fig. 2.1.4.a Summer ERA40 anticyclones: feature density, track density, 
genesis density, and lysis density, 1958-2002. The units are tracks per month 
per 10^6 km^2 (track density) or cyclones per month per 10^6 km^2 (feature, 
genesis and lysis density). A9-12 
Fig. 2.1.4.b Autumn ERA40 anticyclones: feature density, track density, 
genesis density, and lysis density, 1958-2002. The units are tracks per month 
per 10^6 km^2 (track density) or cyclones per month per 10^6 km^2 (feature, 
genesis and lysis density). A9-13 
Fig. 2.1.4.c Winter ERA40 anticyclones: feature density, track density, genesis 
density, and lysis density, 1958-2002. The units are tracks per month per 10^6 
km^2 (track density) or cyclones per month per 10^6 km^2 (feature, genesis 
and lysis density). A9-14 
Fig. 2.1.4.d Spring ERA40 anticyclones: feature density, track density, genesis 
density, and lysis density, 1958-2002. The units are tracks per month per 10^6 
km^2 (track density) or cyclones per month per 10^6 km^2 (feature, genesis 
and lysis density). A9-15 
Fig. 2.1.4.e Strength of ERA40 anticyclones by season, 1958-2002. The units 
are of vorticity at 850 hPa (s-1) A9-16 
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Fig. 2.1.5.a PA blocks Z500, with a duration of 7 days and a magnitude of 
100m by season, ERA40 1961-2000. The units are number of blocked days 
per season per 10^6 km^2. A9-17 
Fig. 2.1.5.b PA blocks Z500, with a duration of 7 days and a magnitude of 
200m by season, ERA40 1961-2000. The units are number of blocked days 
per season per 10^6 km^2. A9-18 
Fig. 2.2.1 ERA40RCM cyclone tracks, track density, genesis density, lysis 
density and relative vorticity on 850 hPa intensity, DJF 1961-2000. The units 
are tracks per month per 10^6 km^2 (track density), cyclones per month per 
10^6 km^2 (genesis and lysis density) and s-1 (intensity). A9-19 
Fig. 2.2.2 ERA40RCM anticyclone tracks, track density, genesis density, lysis 
density and relative vorticity on 850 hPa intensity, JJA 1961-2000. The units 
are tracks per month per 10^6 km^2 (track density), anticyclones per month 
per 10^6 km^2 (genesis and lysis density) and s-1 (intensity).. A9-20 
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Fig. 2.1.1.a Seasonal Z500 BPF storm tracks, ERA40, 1958-2002. The units 
are m. 
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Fig. 2.1.1.b Seasonal Z500 LPF storm tracks, ERA40, 1958-2002. The units 
are m.
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Fig. 2.1.2.a Seasonal MSLP BPF storm tracks, ERA40, 1958-2002. The units 
are hPa.
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Fig. 2.1.2.b Seasonal MSLP LPF storm tracks, ERA40, 1958-2002. The units 
are hPa. 
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Fig. 2.1.3.a Summer ERA40 cyclones: feature density, track density, genesis 
density, and lysis density, 1958-2002. The units are tracks per month per 10^6 
km^2 (track density) or cyclones per month per 10^6 km^2 (feature, genesis 
and lysis density).
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Fig. 2.1.3.b Autumn ERA40 cyclones: feature density, track density, genesis 
density, and lysis density, 1958-2002. The units are tracks per month per 10^6 
km^2 (track density) or cyclones per month per 10^6 km^2 (feature, genesis 
and lysis density).
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Fig. 2.1.3.c Winter ERA40 cyclones: feature density, track density, genesis 
density, and lysis density, 1958-2002. The units are tracks per month per 10^6 
km^2 (track density) or cyclones per month per 10^6 km^2 (feature, genesis 
and lysis density).
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Fig. 2.1.3.d Spring ERA40 cyclones: feature density, track density, genesis 
density, and lysis density, 1958-2002. The units are tracks per month per 10^6 
km^2 (track density) or cyclones per month per 10^6 km^2 (feature, genesis 
and lysis density).
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Fig. 2.1.3.e Strength of ERA40 cyclones by season, 1958-2002. The units are 
of vorticity at 850 hPa (s-1). 
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Fig. 2.1.4.a Summer ERA40 anticyclones: feature density, track density, 
genesis density, and lysis density, 1958-2002. The units are tracks per month 
per 10^6 km^2 (track density) or cyclones per month per 10^6 km^2 (feature, 
genesis and lysis density).
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Fig. 2.1.4.b Autumn ERA40 anticyclones: feature density, track density, 
genesis density, and lysis density, 1958-2002. The units are tracks per month 
per 10^6 km^2 (track density) or cyclones per month per 10^6 km^2 (feature, 
genesis and lysis density).
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Fig. 2.1.4.c Winter ERA40 anticyclones: feature density, track density, genesis 
density, and lysis density, 1958-2002. The units are tracks per month per 10^6 
km^2 (track density) or cyclones per month per 10^6 km^2 (feature, genesis 
and lysis density).
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Fig. 2.1.4.d Spring ERA40 anticyclones: feature density, track density, genesis 
density, and lysis density, 1958-2002. The units are tracks per month per 10^6 
km^2 (track density) or cyclones per month per 10^6 km^2 (feature, genesis 
and lysis density).
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Fig. 2.1.4.e Strength of ERA40 anticyclones by season, 1958-2002. The units 
are of vorticity at 850 hPa (s-1)
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Fig. 2.1.5.a PA blocks Z500, with a duration of 7 days and a magnitude of 
100m by season, ERA40 1961-2000. The units are number of blocked days 
per season per 10^6 km^2.
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Fig. 2.1.5.b PA blocks Z500, with a duration of 7 days and a magnitude of 
200m by season, ERA40 1961-2000. The units are number of blocked days 
per season per 10^6 km^2.
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Fig. 2.2.1 ERA40RCM cyclone tracks, track density, genesis density, lysis 
density and relative vorticity on 850 hPa intensity, DJF 1961-2000. The units 
are tracks per month per 10^6 km^2 (track density), cyclones per month per 
10^6 km^2 (genesis and lysis density) and s-1 (intensity). 
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Fig. 2.2.2 ERA40RCM anticyclone tracks, track density, genesis density, lysis 
density and relative vorticity on 850 hPa intensity, JJA 1961-2000. The units 
are tracks per month per 10^6 km^2 (track density), anticyclones per month 
per 10^6 km^2 (genesis and lysis density) and s-1 (intensity).. 
 
 
