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Some of Erdo˝s’ unconventional problems
in number theory, thirty-four years later∗
Ge´rald Tenenbaum
There are many ways to recall Paul Erdo˝s’ memory and his special way of doing
mathematics. Ernst Straus described him as “the prince of problem solvers and the
absolute monarch of problem posers”. Indeed, those mathematicians who are old enough
to have attended some of his lectures will remember that, after his talks, chairmen used
to slightly depart from standard conduct, not asking if there were any questions but if
there were any answers.
In the address that he forwarded to Miklo´s Simonovits for Erdo˝s’ funeral, Claude
Berge mentions a conversation he had with Paul in the gardens of the Luminy Campus,
near Marseilles, in September 1995. After Paul’s opening lecture for this symposium on
Combinatorics, Berge asked him to specify his beauty criteria for a conjecture in discrete
mathematics. Erdo˝s mainly retained the following five:
(i) The simplicity of the statement;
(ii) The expected difficulty of the solution (which Paul liked to measure in dollars);
(iii) The posterity of the subsequent theorem, i.e. the set of results arising either
directly from the solution of from the methods designed to obtain it;
(iv) The future of the path opened by the problem, which I would rather call
the set of descendants of the problem, in other words the family of new questions
opened up by the statement or the solution of the conjecture;
(v) The intuitive representability of the specific mathematical property that is
being dealt with.
Apart, perhaps, the last, for which an adequate transposition should be described with
further precision, these criteria are equally relevant to a classification for a conjecture in
analytic and/or elementary number theory.
My purpose here mainly consists in illustrating these criteria by revisiting some of the
problems stated by Erdo˝s in his profound article [24].
Aside from updating the status of a number of interesting questions, my hope is to
convince the reader that Erdo˝s’ conjectures, although stated in a condensed and seemingly
particular form, were problematics rather than problems. Day after day, year after year,
each of his questions appears, in the light of discussions and partial progress, as a node
in a gigantic net, designed not for a single prey but for a whole species.
In the sequel of this paper, quotes from the article [24] are set in italics. I took liberties
to correct obvious typographic errors and to slightly modify some notations in order to
fit with subsequent works. Erdo˝s’ paper starts with the following.
First of all I state a very old conjecture of mine: the density of integers n which have two
divisors d1 and d2 satisfying d1 < d2 < 2d1 is 1. I proved long ago [20] that the density of
∗ We include here some corrections with respect to the published version.
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these numbers exists but I have never been able to prove that it is 1. I claimed [21] that I
proved that almost all integers n have two divisors
(1) d1 < d2 < d1
{
1 + (e/3)(1−η) log log n
}
and that (1) is best possible, namely it fails if 1− η is replaced by 1 + η. R.R. Hall and I
confirmed this later statement but unfortunately we cannot prove (1). We are fairly sure
that (1) is true and perhaps it is not hopeless to prove it by methods of probabilistic number
theory that are at our disposal.
This is an edifying example of a conjecture meeting the above five requirements.
However, before elaborating on this, it may be worthwhile try understanding the process
that led Erdo˝s to this simple and deep statement.
An integer n is called perfect if it is equal to the sum of its proper divisors. Thus
6 = 1+2+3 and 28 = 1+2+4+7+14 are perfect. In modern notation, a perfect integer
n satisfies σ(n) = 2n where σ(n) stands for the sum of all divisors. This is an interesting
formulation since σ(n) is a multiplicative function of n. In the third century before our
era, Euclid proved (IX.36) that 2p−1(2p− 1) is perfect whenever 2p− 1 is prime, which of
course implies that p itself is prime.
An integer n is called abundant if σ(n) > 2n. In the early thirties, in a book on
number theory, Erich Bessel-Hagen asks whether abundant integers have a natural density.
Davenport [12], Chowla [11], Erdo˝s [16] and Behrend [3] all gave, independently, a positive
answer. All proofs, except that of Erdo˝s, rest on the method of (real or complex) moments.
Erdo˝s attacks the problem from another viewpoint: primitive abundant numbers, i.e.
abundant numbers having no abundant proper divisor. Writing f(n) for σ(n)/n, any
primitive abundant integer n satisfies
2 6 f(n) 6 f(n/p)f(p) < 2(1 + 1/p)
whenever p|n. Since the largest prime factor of n is usually large, this restricts the
cardinality of primitive abundant numbers not exceeding x, which can be shown to be
o
(
x/(log x)2
)
. The proof is then completed by noticing that, if we write
M(A) := {ma : a ∈ A, m > 1}
for the so-called set of multiples of the set A and d, d, d for natural, upper and lower
density respectively, then
dM(AT ) 6 dM(A) 6 dM(A) 6 dM(AT ) +
∑
a>T
a∈A
1
a
holds for any integer sequence A such that
∑
a∈A 1/a <∞, with AT := A ∩ [1, T ].
This was the starting point of the fruitful concept of set of multiples.
It was once suspected that any set of multiples should have a natural density. However,
Besicovitch [5] soon disproved this conjecture by showing that
(2) lim inf
T→∞
dM(]T, 2T ]) = 0.
Indeed, it is easy to deduce from this that, given any ε > 0 and a sequence {Tj}∞j=0
increasing sufficiently fast, then A := ∪j ]Tj , 2Tj ] satisfies dM(A) < ε, dM(A) > 12 .
The reader might ask at this stage: interesting indeed, but how does this link to (1)?
We still need a few more steps inside Erdo˝s’ peculiar way of thinking.
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It is one of the marks of the great: not to accept an obstruction before understanding
it completely. This holds outside of mathematics as well as inside. Erdo˝s did not accept
Besicovitch’s counter-example for itself and continued the quest.
First [18], he improved (2) to the optimal
(3) lim
T→∞
dM(]T, T 1+εT ]) = 0
provided εT → 0 as T →∞.
With this new, crucial piece of information, he progressed in two connected directions:
first, to show, with Davenport [13] — see also [14] for another, very interesting proof —
that any set of multiples has a logarithmic density, equal to its lower asymptotic density,(1)
and, second, to show [20](2) that Besicovitch-type constructions are essentially the only
obstacles to the existence of dM(A): writing d1(n,A) := inf{d|n : d ∈ A} with the
convention that d1(n,A) = ∞ whenever n 6∈ M(A), a necessary and sufficient condition
that M(A) has a natural density is
(4) lim
ε→0
d{n > 1 : n1−ε < d1(n,A) 6 n} = 0.
Now, consider the set
(5) E := {m ∈ N∗ : m = dd′, d < d′ < 2d}.
Then n1−ε < d1(n,E) 6 n plainly implies that n has a divisor in ]n1/2−ε, n1/2] and it is
easy to deduce (4) from (3).
So we now know that the set of integers with two close divisors has a natural density.
(By ‘close’ we mean here that the ratio of the two divisors should lie in ]1, 2[.) Moreover,
as seen above, the existence property follows in a natural way from the theory of sets of
multiples: the sequence E defined above is one of simplest examples one can think of that
meets the criterion (4).
But what should the density be? Erdo˝s stated, as early as 1948 (and probably much
before) [20], that this density should be equal to 1. Here again, a seemingly anecdotal
conjecture is actually based on a profound assumption—any answer to it, positive or
negative, is bound to enlighten our understanding of the multiplicative structure of
integers.
Let us make the convention to use the suffix pp to indicate that a relation holds on
a set of asymptotic density 1. As we shall see later in this paper, Erdo˝s had known for
long that sufficiently far prime factors behave almost independently pp. Specifically, if we
denote by
(6) {pj(n)}ω(n)j=1
the increasing sequence of distinct prime factors of an integer n and if we write
(7) Uj(n) := {log2 pj(n)− j}/
√
j,
then, to a first approximation, Uj(n) and Uh(n) resemble independent Gaussian random
variables pp provided that j/h → ∞. (Here and in the sequel, we let logk denote
the k-fold iterated logarithm.) Having this in mind, it is reasonable to believe that, in
first approximation, the quantities log(d′/d) are evenly distributed pp in the interval
1. We shall make use of this extra information later on.
2. See [29] for a short proof.
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[− log n, logn]. Since these quantities are 3ω(n) in number, we deduce from the Hardy–
Ramanujan estimate ω(n) ∼ log2 n pp that the smallest of these numbers should be of
size (logn)1−log 3+o(1) pp.
This is, perhaps no more, certainly no less, what is hidden behind conjecture (1).
This conjecture, which is now a theorem, due to Erdo˝s–Hall [27] for the lower bound
and to Maier–Tenenbaum [55] for the upper bound, has had a wide posterity and many
descendants.
In his doctoral dissertation supervised by the author [65], Stef proves that the number
Rx of exceptional integers not exceeding x and which do not belong to M(E) satisfies
(8) x/(logx)β+o(1) ≪ Rx ≪ xe−c
√
log2 x
for a suitable constant c > 0, with β = 1 − (1 + log2 3)/ log 3 ≈ 0, 00415. These are the
best known estimates to date.
To the chapter of posterity certainly belong all results involving the still mysterious
Erdo˝s–Hooley Delta-function and the so-called propinquity functions
Er(n) := min
16j6τ(n)−r
log{dj+r(n)/dj(n)} (r > 1),
where {dj(n)}τ(n)j=1 stands for the increasing sequence of the divisors of an integer n.
One of the most recent achievements in this direction is a very precise confirmation of
the heuristic principle leading to (1), as described above: Raouj, Stef and myself prove in
[62] that
E1(n) =
logn
3ω(n)
(log2 n)
ϑn pp,
where −5 6 ϑn 6 10. Many more precise and connected results are actually proved in [62].
The situation is much less satisfactory regarding the functions Er when r > 2, for which
the precise pp behaviour is still unknown. Using techniques similar to that of the proof of
theorem 3 of [36], it can be shown that
E2(n) > (logn)
−γ2+o(1) pp
for some γ2 < log 3− 1. Moreover, the methods and results of [56] yield
Er(n) 6 (logn)
−βr+o(1) pp,
with
βr :=
(log 3− 1)m
(log 3− 1/3)m−1 , 2
m−1 < r + 1 6 2m.
Thus, we have
β1 = log 3− 1 ≈ 0.09861, β2 = β3 ≈ 0.01271, βr ≈ 0.00164 (4 6 r 6 7).
Also, it is proved in [56] (th. 1.1) that Er(n) > τ(n)
−1/r+o(1) holds pp uniformly in r > 1,
and thus
Er(n) = 1/(logn)
o(1) pp (r = r(n)→∞),
a result which might look surprising at first sight.
We conjecture the existence of a strictly decreasing sequence {αr}∞r=1 such that
Er(n) = (logn)
−αr+o(1) pp.
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It is particularly irritating, for instance, to be unable to find a better pp upper bound for
E2(n) than for E3(n).
We also mention as a posterity result the proof by Raouj [61] of Erdo˝s’ conjecture
asserting that
dM
(∪d|n]d, 2d]) = 1 + o(1) pp.
This is established in the following fairly strong (and optimal) form. Put λ∗ := log 4 − 1
and δn := dM
(∪d|n]d, (1 + 1/(logn)λ)d]). Then
1
(logn)F (λ)+o(1)
< 1−δn < e−cλ
√
log n (0 6 λ < λ∗)
δn = (logn)
−F (λ)+o(1) (λ > λ∗)
pp,
where F (λ) := β log β − β + 1 with β := −1 + (1 + λ)/ log 2 if λ 6 3 log 2 − 1, and
F (λ) := λ− log 2 if λ > 3 log 2− 1.
The Erdo˝s–Hooley function is defined as
∆(n) := sup
u∈R
∑
d|n
eu<d6eu+1
1 (n > 1).
It first appears (implicitly) in [23] and (explicitly) in [30], [31] in the early seventies. It
was next studied by Hooley [50] with the aim of developing a variety of applications to
several branches of number theory.
The ratio ∆(n)/τ(n) has an immediate probabilistic interpretation: with Le´vy’s 1937
definition, it is the value at 1 of the concentration function of the random variable Dn
taking the values log d (d|n) with uniform probability 1/τ(n). It is noteworthy to state
here that Dn =
∑
pν‖nDpν where the Dpν are independent.
If we replace the factor 2 by e, which is irrelevant to all intents and purposes, Erdo˝s’
initial conjecture
(9) dM(E) = 1
is equivalent to the statement that
(10) ∆(n) > 1 pp,
so that (8) provides quantitative estimates for the number of exceptions.
The best pp-bounds to date for the ∆-function appear in a joint article with Maier [56].
We prove that
(log2 n)
γ+o(1) < ∆(n) < (log2 n)
log 2+o(1) pp,
where the exponent γ := (log 2)/ log
( 1−1/ log 27
1−1/ log 3
) ≈ 0.33827 is conjectured to be optimal.
To show the existence and determine the value of the exact exponent is a challenging
problem in probabilistic number theory. There is no doubt that such a result would imply
deeper ideas on the structure of the set of divisors of a normal integer.
However, as shown by Hooley in [50], it is mainly information on the average order
s(x) :=
1
x
∑
n6x
∆(n)
that has applications to other arithmetical topics such as Waring-type problems [75],
Diophantine approximation [50], [69], and Chebyshev’s problem on the greatest prime
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factor of polynomial sequences [71]. It is thus proved in [71], as a consequence of an
average estimate for a variant of s(x), that, for any α < 2− log 4 ≈ 0.61370, the bound
P+
( ∏
n6x
F (n)
)
> x e(log x)
α
(x > x0(F ))
holds for any irreducible polynomial F (X) ∈ Z[X] with degree > 1. This is currently
the best available result valid for polynomials of arbitrary degree. Here and in the
sequel P+(m) denotes the largest prime factor of the integer m with the convention
that P+(1) = 1.
Established in [44] and [68], the best bounds for s(x) at the time of writing are
(11) log2 x≪ s(x)≪ ec
√
log2 x log3 x (x→∞)
where c is a suitable constant. See [46], [69] and, for instance, [63] for further references
and descriptions on this question.
Still in the area of descendants of the conjecture (1), we mention the recent paper [8] in
collaboration with La Brete`che and where sharp, weighted average bounds are given for
functions of the type
(12) ∆(n, f) := sup
u∈R, 06v61
∣∣∣∣
∑
d|n
eu<d6eu+v
f(d)
∣∣∣∣
where f is an oscillating function, typical cases being those of a non principal Dirichlet
character or of the Mo¨bius function. All suitably weighted finite integral, even moments
are also studied. This is the key step to the proof, given in [10], of Manin’s conjecture, in
the strong form conjectured by Peyre and with effective remainder term, for all Chaˆtelet
surfaces.
Maier established in [53] normal upper and lower bounds for (12) in the case f = µ,
the Mo¨bius function, and his method is equally applicable in the case f = χ, a real, non
principal Dirichlet character.
Short averages have also been investigated, by Nair–Tenenbaum [57], Henriot [48], and
La Brete`che–Tenenbaum [9]. These may have numerous, sometimes surprising applica-
tions. For instance, writing 〈t〉 for the fractional part of a real number t, we have [57], for
any given ε > 0,
sup
D>1
∣∣∣∣
∑
D6d62D
〈
x+ y
d
〉
−
〈x
d
〉 ∣∣∣∣≪ y(logx)o(1) (xε 6 y 6 x),
a bound which known exponential sums methods, by far, will fail to meet.
This ends our comments and update on conjecture (1).
The next problem in [24] is described as follows.
Denote by τ+(n) the number of integers k for which n has a divisor d satisfying
2k < d 6 2k+1. I conjecture that for almost all n
(13) τ+(n)/τ(n)→ 0
which of course implies that almost all integers have two divisors satisfying d1 < d2 < 2d1.
It would be of some interest to get an asymptotic formula for
(14) T(x) :=
∑
n6x
τ+(n).
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It is easy to prove that T(x)/(x logx)→ 1.
This is an example of Erdo˝s’ way of attacking conjectures from many different angles.
Indeed, it is often the case that a stronger statement is more accessible than a weaker
one, because it reveals a deeper feature. Here, τ+(n) < τ(n) would suffice to prove the
desired conjecture, but Erdo˝s asks for much more. As it turns out, hypothesis (13) is
wrong (and the constant 1 in the last statement should be replaced by 0, most certainly
a lapsus digiti), but the idea of considering the measure of the set ∪d|n(log d + [− 12 , 12 ])
was precisely that which eventually led to the solution in [55].
Improving on an estimate of [33] that was already sufficient to invalidate (13), it
was shown in [46] (Chapter 4) that the arithmetic function τ+(n)/τ(n) has a limiting
distribution ν(z) satisfying
(15)
z√
log(2/z)
≪ ν(z)≪ z log(2/z) (0 < z < 1).
Thus, ν is certainly continuous at the origin. Two interesting open problems are (i) to
improve upon (15) and (ii) to determine, if any, the discontinuity points of the distribution
function ν.
Regarding the second question, I can prove the following.
Theorem 1. The distribution function ν is continuous at z = 1.
Proof. We know from theorem 51 of [46] (but this already follows from the analysis
given in [55]) that, for every ε > 0, there exists Tε > e
1/ε such that all integers n
except at most those from a sequence of upper density 6 ε/3 have two divisors d,
d′, such that d < d′ < 2εd < Tε. We may of course assume that Tε increases with
1/ε. Write nε :=
∏
pj‖n, p6Tε p
j . For a non-exceptional integer n and each m|(n/nε),
the two divisors md and md′ belong to the same interval ]2k, 2k+1[ (k ∈ N) unless
|(logmd)/ log 2 − k − 1| < ε. However, it has been shown in lemma 48.1 of [46] that the
discrepancy of the sequence {(logm)/ log 2 : m|(n/nε)} does not exceed ε on a subsequence
of lower density 1− ε/3. Thus, if we discard a sequence of integers n of upper density at
most 2ε/3, we have
τ+(n) 6 τ(n)− (1− ε)τ(n/nε).
Since, for instance, τ(nε) 6 log Tε holds on a sequence of lower density 1 − ε/3, we get
that
τ+(n) 6 τ(n)
{
1− 1
2 log Tε
}
except at most on a sequence of upper density ε. Writing η := 1/{2 logTε}, we have
therefore proved that ν(1 − η) > 1 − ε = ν(1) − ε. Observing that ε tends to 0 as a
function of η, we obtain the required result. ⊓⊔
According to a copy of the galley-proof that Nicolas forwarded to me at the time, the
statement concerning T(x) is probably due to some last-minute confusion. It is nevertheless
linked to another very interesting problem in probabilistic number theory.
Let H(x, y, z) denote the number of integers not exceeding x having a divisor in ]y, z],
so that, with the notation (14),
T(x) =
∑
2k6x
H
(
x, 2k, 2k+1
)
.
There is a large literature on H(x, y, z), starting with (2) and (3), which can already be
seen as evaluations of
lim sup
T→∞
lim
x→∞
H(x, T, 2T )/x, and lim
T→∞
lim
x→∞
H(x, T, T 1+εT )/x,
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respectively. We refer the reader to the recent paper [38] for the history of estimates of
H(x, y, z) in the various ranges of the parameters. Here, we only quote the evaluation
(16) H(x, y, 2y) ≍ x
(log y)δ(log2 y)
3/2
(2 6 y 6
√
x)
with δ := 1−(1+log2 2)/ log 2 ≈ 0.08607. These bounds improve on those of [67], where it
is shown by a much simpler analysis that e−c1
√
log2 y 6 H(x, y, 2y)(log y)δ/x 6 c2/
√
log2 y
for suitable constants c1, c2. Using the symmetry of the divisors of n around
√
n, we easily
deduce from (14) and (16) the following estimate proved in [38]:
(17) T(x) ≍ x(log x)
1−δ
(log2 x)
3/2
·
Thus, we still fall short of an asymptotic formula for T(x), although we are now fairly
close to one—another challenging problem from an old paper.
Let us continue.
Another interesting and unconventional problem states as follows: let 1 = d1 < d2 <
· · · < dτ(n) = n be the set of divisors of n. Put
G (n) :=
∑
16i<τ(n)
di
di+1
·
I conjecture that G (n) → ∞ if we disregard a sequence of integers n of density 0. This
again would imply the conjecture on d1 < d2 < 2d1, but needless to say I cannot prove it.
It would be of interest to determine the normal order of τ+(n) and of G (n) (or at least
of log τ+(n) and logG (n)). Also an asymptotic formula for
∑
n6x
G (n)
would be of interest. It is easy to prove that (1/x)
∑
n6x G (n)→∞.
It turns out to be almost trivial that G (n)→ ∞ pp. Indeed, if p is the smallest prime
factor of n, then pdi|n for at least 12τ(n) values of i and hence G (n) > τ(n)/2p. In
particular, we have G (n) > τ(n)/ξ(n) pp whenever ξ(n) → ∞. It is, however, not true
that this lower bound implies (9). Erdo˝s probably had in mind the correct statement
that (9) follows from G (n) > 12τ(n) pp, in other words that the distribution function of
G (n)/τ(n), if it exists, is supported on [1
2
, 1].
Erdo˝s and I proved in [34] that G (n)/τ(n) does have a distribution function. We actually
established a fairly general statement: given any bounded real function ϑ defined on ]0, 1[,
the arithmetical function
F (n;ϑ) :=
1
τ(n)
∑
16i<τ(n)
ϑ
( di
di+1
)
has a limiting distribution.(3)
3. Note that, in the case ϑ := 1[1/2,1], the continuity at 0 of this distribution follows from Theorem 1
above and in turn implies (9). This, however, does not yield a new proof of (9) since we actually
used a refinement of (9) to establish Theorem 1.
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But it is not true that the distribution function of G (n)/τ(n) is supported on [1
2
, 1].
Indeed, we can show that
d{n > 1 : G (n)/τ(n) 6 ε} > 0 (0 < ε 6 1).
This follows from the fact that most integers n free of small prime factors are such that
di <
1
2
εdi+1 for most indices i. We omit the details, which can easily be reconstructed
from lemma 4 of [33] and lemma 3 of [34].
As far as average orders are concerned, it is proved in [34] that
∑
n6x
F (n;ϑ) = ϑ(1)x log x+O
(x(log x)1−δ log3 x√
log2 x
)
,
provided ϑ is twice continuously differentiable on [0, 1]. Here δ is as in (16) and the
exponent of log x is optimal. Moreover, by theorem 3 of [34] and (16), we obtain the
improvement
c1x(log x)
1−δ
(log2 x)
3/2
6 x log x−
∑
n6x
G (n) 6
c2x(log x)
1−δ
(log2 x)
3/2
,
valid for suitable positive constants c1, c2.
After a discussion on the normal size of the k-th prime factor pk(n) of an integer n and
a simple proof, via the Tura´n–Kubilius inequality, of the asymptotic formula
(18) log2 pk(n) ∼ k (k →∞) pp, (4)
Erdo˝s describes a problem on fractional parts of Bernoulli numbers, which does not fit
with the focus of this survey. Then, he states two problems related to densities of integer
sequences.
Denote by λk(p) the density of the integers n whose k-th prime factor is p. λk(p)
can easily be calculated by the exclusion-inclusion principle (essentially the sieve of
Eratosthenes). By (18), for almost all integers, pk(n) is about exp exp k. On the other
hand, it is easy to see that the largest value of λk(p) is assumed for much smaller values
of p, in fact for
ek(1−ε) < p < ek(1+ε).
By more careful computation it would easily be possible to obtain better estimates. The
simple explanation for this apparent paradox is that there are very many more values of
p at ee
k
than at ek. It is not impossible that λk(p) is unimodal, i.e. it first increases with
p, then assumes its maximum and then decreases. I in fact doubt that λk(p) behaves so
regularly but have not disproved it.
The same problems arise if Λk(d) denotes the density of the integers m whose k-th
divisor is d. Here I obtain that if d1(n) < d2(n) < · · · are the consecutive divisors of n
then for all but εx integers n 6 x for k > k0(ε, n)
exp
{
k(1/ log 2)−ε
}
< dk(n) < exp
{
k(1/ log 2)+ε
}
.
On the other hand, for fixed k, Λk(d) is maximal for
(19) e(1−ε) log k log2 k < d < e(1+ε) log k log2 k.
4. We do not reproduce this and refer the reader to [46] (chapter 1) and to [74] (theorem III.3.10).
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It can be shown that Λk(d) is not unimodal.
The existence of the densities λk(p) and Λk(d) immediately follows from the fact that
the sequences under consideration are finite unions of congruence classes. The idea of
considering the local laws of the distributions of pk(n) and dk(n) stems naturally from
the law of iterated logarithm underlying (18) (and based upon the fact that the variables
Uj(n) defined in (7) are almost Gaussian): indeed, Erdo˝s announced in 1969 [22] that
(20)
∑
log2 p6k+z
√
k
λk(p) = Φ(z) + o(1) (k →∞), Φ(z) := 1√
2π
∫ z
−∞
e−t
2/2 dt.
Thus, the study of the λk(p) is another way of looking at the asymptotic independence of
the small prime factors, while, as it turns out, the study of the Λk(d) is a (positive) test
of the dependence of the divisors.
By the sieve of Eratosthenes, we have
(21) λk(p) =
1
p
∏
q<p
(
1− 1
q
)
sk−1(p) (k > 1),
where q denotes a prime number and we have put
sj(p) :=
∑
P+(m)<p
ω(m)=j
1
m
(j > 0).
Thus, we have identically
F (z, p) :=
∏
q<p
(
1 +
z
q − 1
)
=
∑
j>0
sj(p)z
j .
As noted by Balazard,(5) this settles, in the affirmative, the question of the unimodality
of the sequence {sj(p)}j>1 and hence of {λk(p)}k for all p. Indeed, it is well known (see,
e.g., [59], Part V, problem 47) that, if a polynomial has only real roots, then the number
of sign changes in the sequence of its coefficients is equal to the number of positive roots.
Since, for all positive numbers a1, . . . , an, the polynomial
(1− x)
∏
16j6n
(x+ aj) =
∑
06r6n+1
(σn−r − σn+1−r)xr
where σh :=
∑
16j1<j2<···<jh6n aj1 · · · ajh (0 6 j 6 n + 1), has exactly one positive
root, it follows that the sequence {σh}nh=0 of elementary symmetric functions of the aj is
unimodal. Applying this with {aj}nj=1 = {1/(q − 1) : q < p} yields the stated property.
Of course the above argument tells us nothing about the mode. An analysis of λk(p) by
the saddle-point method has been achieved by Erdo˝s and myself in [35]. I only quote a
few results from this work. Write
L := log
( log p
log(k + 1)
)
, M := log
( log p
1 + log+(k/L)
)
, R := L
{
1 + log+(k/L)
}
.
Then, given any ε > 0, we have
λk(p) =
1
p
∏
q<p
(
1− 1
q
) Mk−1
(k − 1)!e
O((k−1)/R)
λk+1(p)
λk(p)
=
M
k
{
1 +O
(M
R
)} (1 6 k 6 p1−ε).
5. Private communication, February 28, 1989.
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Moreover, we have, for all primes p,
max
k>1
λk(p) =
1 + O(1/ log2 p)
p
√
2π log2 p
and any value of k realizing this maximum satisfies k = log2 p+O(1).
For fixed k, the result we found was slightly different from that foreseen by Erdo˝s,
probably through a hasty computation. We actually have
max
p
λk(p) = exp
{
− k
(
log k − log2 k − 1 +
2 log2 k + 1
log k
+
2(log2 k)
2 − log2 k +O(1)
(log k)2
)}
and any value of p realizing this maximum satisfies
log p =
k
log k
{
1 +
2 log2 k
log k
+
2(log2 k)
2 − 3 log2 k +O(1)
(log k)2
}
.
It remains that the phenomenon described by Erdo˝s does hold: modal values of the
sequence {λk(p)}p occur at relatively small values. In other words, in the series
∑
p
λk(p) = 1
the decrease of the general term as a function of p is so slow that the contribution of the
very numerous terms around exp exp k dominate, while the ‘large’ values around ek/ log k
are too few, and indeed not sufficiently large, to contribute significantly to the sum.
To my knowledge, the problem of the (probably non) unimodality of the sequence
{λk(p)}p is still open.
In [15], De Koninck and I improve on (20). Uniformly for k > 1, z ∈ R, we have
∑
log2 p6k+z
√
k
λk(p) = Φ(z) +
Φ0(z)√
2πk
+O
(1
k
)
with
Φ0(z) := e
−z2/2{ 13 +A− 13z2}, A := γ −
∑
p
{
log
( 1
1− 1/p
)
− 1
p
}
≈ 0.26150.
Here γ denotes Euler’s constant.
This yields estimates for the median value of the distribution of the k-th prime factor,
defined as the largest prime p∗ = p∗k such that
∑
p6p∗
k
λk(p) <
1
2 . We find that
(22) log2 p
∗
k = k − b+O(1/k) (k > 1)
with b = 13 +A ≈ 0.59483. Numerical computations provide p∗2 = 37, p∗3 = 42719.
A clear descendant of this problem is the following formula, also proved in [15], which
turns out to be an application of the estimate for partial sums of the exponential series—an
ancient problem of Ramanujan—needed to prove (22). We have
∑
n6x
Ω(n)6log2 x
1 = 1
2
x− xC + 〈log2 x〉√
2π log2 x
+O
( 1
log2 x
)
(x > 3),
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where C := A− 2
3
−∑p 1/{p(p− 1)} ≈ 0.36798 and 〈t〉 denotes the fractional part of the
real number t.
As is to be expected, the results on Λk(d) are much less precise. Erdo˝s’ pp-estimate
for {dk(n)}16k6τ(n) immediately follows from the law of iterated logarithm for the prime
factors. We obtain in particular, for all ε > 0,∑
| log2 d−(log k)/ log 2|>Rk
Λk(d) = o(1) (k →∞),
with Rk :=
√{(2 + ε)/ log 2} log k log3 k. Thus, we can consider that the problem of
normal order of dk(n) is essentially solved. In (19), Erdo˝s raises the problem of modal
values of Λk(d) i.e. of determining as precisely as possible those d such that
Λk(d) = Λ
∗
k := max
m
Λk(m).
He announces a result which we shall see to be slightly incorrect but nevertheless unveils
a rather deep phenomenon.
Let τ(n, z) denote the number of divisors of n not exceeding z. The following formula,
proved in [35], is the analogue of (21):
Λk(d) =
1
d
∏
p6d
(
1− 1
p
) ∑
P+(m)6d
τ(md,d)=k
1
m
·
Here, the m-sum obviously depends on the arithmetic structure of m and seemingly
harmless questions may reveal to be quite delicate, such as the proof given in [35] of
the equivalence
(23) Λk(d) > 0 ⇐⇒ τ(d) 6 k 6 d.
Let us put
Kj := k
(logj+2 k)/ log 2 (j > 0).
It is well known that minτ(d)>k d = K
1+o(1)
0 . Now let Ny :=
∏
p6y p, where y is the
smallest integer such that τ(Ny) = 2
pi(y) > k. By selecting d = dk(Ny) and reducing the
m-sum above to the single value m = Ny/d, we obtain the left-hand side of the double
inequality
kO(1)
K0K1
6 Λ∗k 6
kO(1)K1
K0
proved in [35], while the upper bound already needs a rather involved analysis of the sum.
This led Erdo˝s and I in [35] to express the belief that the correct version of (19) should
be d = K
1+o(1)
0 .
Indeed, there are essentially two sound models for the structure of those d realizing the
mode. Either τ(d) ≈ k and hence d ≈ K0 and therefore the m-sum has size ≍ 1, or m
and d contribute evenly to the divisors counted by τ(md, d) and τ(d) ≈ τ(m,d) ≈ √k,
so that d and the values of m appearing in the sum are all at least of size
√
K0. This
latter possibility is of course much more complex than the former, since it implies the
existence of many integers m having divisors combining with those of d in such a way
that τ(md, d) = d. The above belief corresponded to the conviction that the simplest
situation did prevail. However, in [7], La Brete`che and I show that this is not the case:
for large k, we have
kO(1)
K0
√
K1K2
6 Λ∗k 6
√
K2k
O(1)
K0
√
K1
, Λk(d) = Λ
∗
k ⇒ d = K1/2+o(1)0 .
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(See [7] for a more precise statement and some further information.)
Here again, Erdo˝s’ question led to a deeper understanding of the structure of the set of
divisors of certain classes of integers and revealed an unexpected phenomenon.
The conjecture (19), although inaccurate, clearly satisfies all criteria quoted at the
beginning of this paper. As far as criterion (iv) is concerned, we quote from [7] the
following estimate, where Ψ1(x, y) denotes the number of y-friable squarefree integers
not exceeding x, i.e. Ψ1(x, y) :=
∑
n6x, P+(n)6y µ(n)
2. Given any κ > 1, we have
Ψ1(x+ x/z, y)−Ψ1(x, y)≪ Ψ1(x, y)/z
(
x > 2, y > 2, 1 6 z 6 min(x, yκ)
)
.
The statement concerning the non-unimodality of {Λk(d)}d follows easily from (23),
since, for any ε > 0, we can construct four integers such that
K1+ε0 < p1 < d1 < p2 < d2 < 2K
1+ε
0 ,
where the pj are primes and the dj satisfy τ(dj) > k and hence Λk(dj) = 0 (j = 1, 2).
In the next paragraphs of [24], Erdo˝s quotes a number of results related to the normal
distribution of prime factors, some of which are stated in [22]. For instance, he explains
that, with the notation (7), the statement that Uj(n) and Uh(n) are asymptotically
independent provided j/h→∞ follows from the methods of [28], his epoch-making paper
with Kac on the Gaussian distribution of prime factors. He also comments on the fact that
(18) shouldn’t be taken too literally by stating the following theorem, which I reproduce
with a few changes in the notation.
Let {αk}∞k=0 tend monotonically to 0 as k → ∞. Denote by hα(n) the number of k
such that | log2 pk(n) − k| 6 αk. Then, if
∑
k αk/
√
k < ∞, for every integer m the set
{n > 1 : hα(n) = m} has a natural density βm and
∑
m βm = 1, in other words hα(n)
has a limiting distribution, while, if
∑
k αk/
√
k =∞, hα(n)→∞ pp.
As far as I know, none of these results has ever been proved in full detail and no effective
versions of the statements have been investigated. It would be quite interesting to pursue
these tasks with the powerful analytical tools that have been devised since Erdo˝s’ paper
was written.
The next section of [24] introduces a fundamental concept.
Let p1 < p2 < . . . be an infinite sequence of primes. It is quite easy to prove that
∑ 1
pi
=∞
is the necessary and sufficient condition that almost all integers n should have a prime
factor pi. It seems very difficult to obtain a necessary and sufficient condition that if
a1 < a2 < . . . is a sequence of integers then almost all integers n should be a multiple of
one of the a’s.
I just want to illustrate the difficulty by a simple example. Let ni+1 > (1+c)ni. Consider
the integers m which have a divisor d satisfying nk < d 6 nk(1+ηk). If
∑
k>1 ηk <∞, then
it is easy to see that the density of these integers exists and is less than 1. If
∑
k>1 ηk =∞,
it seems difficult to get a general result, e.g. if ηk = 1/k the density in question exists
and is less than 1. It seems certain that there is an α, 0 < α < 1, so that if β < α and
ηk = 1/k
β the density of the m having a divisor d, nk < d 6 nk(1 + ηk) is 1 and if β > α
it is less than 1.
The problem raised here may be reformulated as follows: characterise those integer
sequences A such that dM(A) = 1. Following Hall [41], we call such a sequence A
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a Behrend sequence. This concept has been a constant concern for Erdo˝s during more
than fifty years: while, as he remarks in the above excerpt, the corresponding problem is
easy when one considers a sequence of primes, or, more generally, a sequence of pairwise
coprime integers, delicate and interesting questions arise immediately in the general case,
corresponding to the study of strongly dependent random variables.
By the Davenport–Erdo˝s theorem [13] quoted earlier, a necessary and sufficient condition
that A should be a Behrend sequence is that δM(A) = 1 where δ stands for the logarithmic
density. Thus, we have obviously that δA = 1 is a sufficient condition for A to be a Behrend
sequence. For a long time, I thought that this should have a simple, direct proof, but I
could not find one that wasn’t essentially equivalent to the Davenport–Erdo˝s general and
deep result that dM(A) = δM(A) for any sequence A. I eventually came up with the
following.
Theorem 2. Let A be an integer sequence such that δA = 1. Then dM(A) = 1.
Proof. Recall that we defined P+(n) as the largest prime factor of an integer n with
the convention that P+(1) = 1. Symmetrically we let P−(n) denote the smallest prime
factor of n and set P−(1) = ∞. For y > 1, let us write Ay := {n ∈ A : P+(n) 6 y},
ny :=
∏
pν‖n
p6y
pν . As ny ∈ M(A) implies n ∈ M(A), we plainly have for any fixed y > 1
and x→∞,
1
x
∑
n6x
n∈M(A)
1 >
1
x
∑
r∈M(Ay)
P+(r)6y
∑
s6x/r
P−(s)>y
1 =
1
x
∑
r∈M(Ay)
P+(r)6y
{x
r
∏
p6y
(
1− 1
p
)
+O(1)
}
→ m(y) :=
∏
p6y
(
1− 1
p
) ∑
r∈M(Ay)
P+(r)6y
1
r
·
Thus, we only have to show that m(y)→ 1 as y →∞. We have trivially
m(y) >
∏
p6y
(
1− 1
p
) ∑
r∈Ay
1
r
·
Writing a for an element of A, we deduce from our hypothesis δA = 1 that there is a
non-increasing function ε(x) tending to 0 as x→∞ such that, for 1 6 y 6 x,
(24) {1− ε(x)} logx 6
∑
a6x
1
a
6
∑
r∈Ay
1
r
+
∑
n6x
P+(n)>y
1
n
·
Setting u := (log x)/ log y, we may rewrite the last sum in (24) as
∑
n6x
1
n
−
∑
P+(n)6y
1
n
+
∑
n>x
P+(n)6y
1
n
6 log x+O(1)−
∏
p6y
(
1− 1
p
)−1
+ x−1/ log y
∏
p6y
(
1− 1
p1−1/ log y
)−1
6
{
1 + O(e−u
}
log x+O(1)−
∏
p6y
(
1− 1
p
)−1
.
Inserting back into (24), we get
∑
r∈Ay
1
r
>
∏
p6y
(
1− 1
p
)−1
+O
(
1 + {e−u + ε(x)}u log y).
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It remains to select u = 1/
√
ε(y) and let y →∞ to obtain limym(y) = 1. ⊓⊔
The paper [14] (see also [74], Exercises 247-249) contains another fundamental for-
mula, viz.
(25) dM(A) = lim
T→∞
dM(A ∩ [1, T ]).
We call the right-hand side the sequential density of the set of multiples M(A). From
Behrend’s fundamental inequality, valid for finite sequences, we hence deduce from (25)
that
(26) 1− dM(A ∪B) > {1− dM(A)}{1− dM(B)}
holds for all integer sequences A, B.(6) It follows in particular that
(27)
∑
a∈A
1
a
=∞
is a necessary condition for A to be a Behrend sequence, and that any tail Ar [1, T ] of a
Behrend sequence is still a Behrend sequence.
The structure of Behrend sequences long intrigued Erdo˝s. The problem is indeed quite
intricate and even seemingly innocent questions, such as that of a criterion for A to be a
Behrend sequence in the special case when the members of A only have a bounded number
of, or even at most two, prime factors, do not have a simple answer: such a criterion is given
in Ruzsa–Tenenbaum [64] in the case of two prime factors; in Erdo˝s–Hall–Tenenbaum [29],
it is shown that dM(A) always exists when the number of prime factors is bounded but
that this condition is optimal.
Another interesting feature of Behrend sequences, proved in [47], is that, if A is a
Behrend sequence, then
∑
d|n, d∈A 1→∞ pp.
Since it seems hopeless to find an effective criterion for the general situation, we are
led to consider sequences with a special structure. The sequence E in (5) is one example.
Another instance is that of block sequences, appearing implicitly in Erdo˝s’ formulation
above. As in [47], we formally define a block sequence by the property that it can be
written in the form
A =
⋃
j>1
Aj , Aj :=]Tj ,HjTj ] ∩ N∗ (j > 1),
where the (disjoint) blocks Aj satisfy some growth condition that guarantees some local
regularity, namely that, for some fixed parameter η > 0,
(28) 1 + 1/T 1−ηj 6 Hj 6 min(Tj , Tj+1/Tj) (j > 1).
When the Tj grow sufficiently fast, we might then expect a Borel–Cantelli type criterion
enabling us to decide whether A is a Behrend sequence according to whether a certain
series involving the quantities dM(Aj) diverges or not.
These questions have had a fairly wide posterity and many descendants. We refer the
reader, in particular, to the papers [41], [47], [64], [73] and to the book [42], for a number
of results and conjectures on Behrend sequences and uniform distribution on divisors.
Here, we only quote two significant results which confirm, at least in the case of block
sequences, that a criterion of Borel–Cantelli type is relevant.
6. This has been nicely improved by Ahlswede and Khachatrian [1].
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In order to avoid technical hypotheses, we restrict to special cases which still reflect
the general picture. We start with a result concerning the situation when the blocks are
somewhat short.(7) The necessity part is due to Hall–Tenenbaum [47], and the sufficiency
to Tenenbaum [72].
Theorem 3 ([47], [72]). Let A = ∪jAj be a block sequence such that, for suitable real
constants α, γ, σ, τ , with σ > −1, we have
log(Tj+1/Tj) ≍ jσ(log j)τ , logHj ≍ (log j)γ/jα (j →∞).
Put σ0 := (log 2)/(1− log 2) and define
α0(σ) :=
{
(1− log 2)(σ0 − σ) if −1 < σ 6 σ0,
σ0 − σ if σ > σ0.
Then A is a Behrend sequence if α < α0(σ) and A is not a Behrend sequence if α > α0(σ).
Note that (28) implies σ + α > 0 or σ + α = 0 and γ 6 τ .
If we set σ = τ = γ = 0, we obtain that, provided 1 + c1 6 Tj+1/Tj 6 1 + c2 for
suitable constants c1 > 0, c2 > 0, and Hj := 1 + 1/j
α (j > 1), then the block sequence A
is a Behrend sequence if α < log 2 and is not if α > log 2. This settles Erdo˝s’ conjecture
quoted above. His original claim was that the critical exponent α0 should exist under the
sole condition Tj+1/Tj > 1 + c1, but this cannot hold as it stands since it follows from
theorem 1 of [47] that A is not a Behrend sequence for any α if we set, for instance,
Tj := exp exp j (j > 1). However, he explained later on, in private conversation, that he
really had in mind a two-sided condition.
From Behrend’s inequality (26), the condition∑
j
dM(Aj) =∞
is necessary for a block sequence to be a Behrend sequence. However, this is in general
much weaker than the sufficient condition obtained in [47]. For instance, if we assume, in
the setting of Theorem 3, that −σ < α 6 0 or that α = −σ 6 0 and γ < τ , then we have
from Ford’s estimates in [38] that
dM(Aj) ≍ (log 2j)
(γ−τ)δ−3/2
j(σ+α+1)δ
(j > 1),
where δ is as in (16), while Theorem 3 tells us that A is a Behrend sequence if∑
j
1
j(σ+α+1)β
=∞
for some β > 1− log 2 and, moreover, that A is not a Behrend sequence if the above series
converges for some β < 1− log 2. Hence, we have a pseudo Borel–Cantelli criterion of the
shape ∑
j
{dM(Aj)}c+o(1) =∞,
with c := (1 − log 2)/δ ≈ 3.566509. It would be very interesting to have a probabilistic
interpretation for conditions of this type.
For the special sequence
Aλ :=
⋃
j>1
] exp jλ, 2 exp jλ] ∩ N∗,
a refined approach of the same technique yields in [47] a complete proof of Erdo˝s’ so
called Bλ-conjecture
(8) dating at least from the seventies and referred to in [46] pp. 49
7. See [72] for an explanation of the fact that any criterion for block Behrend sequences can be
split into one in which the block are assumed to be short, in some precise way, and one in which
the blocks are assumed to be long.
8. The name of the conjecture comes from the former notation B(λ) = M(Aλ).
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and 63: Aλ is a Behrend sequence if, and only if, λ 6 1/(1 − log 2). This is heuristically
justified by the assumption that, for almost all n, the numbers (log d)1/λ are uniformly
distributed modulo 1 when d runs through the divisors of n.(9) However, the limiting case
λ = 1/(1− log 2) is not covered by this argument and indeed needs a more delicate proof.
In the same spirit, and as a clear descendant of this class of problems, I quote the
theorem of Kerner and myself [51], according to which
(29) min
d|n
‖dϑ‖ = 1/τ(n)1+o(1) pp,
provided the sequence of convergents {pj/qj}∞j=0 of the real number ϑ satisfies
(30) log qj+1 < (log qj)
1+o(1).
Here we used the standard notation ‖t‖ = minn∈Z |t− n|. Note that, as explained in [51],
it is easy to construct real numbers ϑ contravening (29). A challenging open question is
to determine precisely the set of real numbers ϑ such that (29) holds. We know from [51]
that (30) cannot be replaced by log qj+1 < q
(1−ε)/ log 2
j with some ε > 0.
When the blocks are long, in a suitable sense, we obtain a similar pseudo-criterion, but
with c = 1— hence closer to a classical probabilistic approach.
Theorem 4 ([47]). Let A be a block sequence. Assume that, for some ε > 0, we have
logHj+1 > 2(logTj+1)
ε(log Tj)
1−ε (j > 1).
Then
∑
j
( logHj
log Tj
)δ1
= ∞ for some δ1 > δ implies that A is a Behrend sequence, while
∑
j
( logHj
log Tj
)δ2
<∞ for some δ2 < δ implies that A is not a Behrend sequence.
We refer the reader to chapter 1 of [42] for further results and comments on Behrend
sequences. Once more, we see how fertile Erdo˝s’ problems and conjectures revealed
themselves along the years.
Erdo˝s follows with refined questions concerning the set of multiples of an interval. I
slightly alter the notation in order to match subsequent works.
Denote by ε(y, z) the density of integers having a divisor d satisfying y < d 6 z and
by ε1(y, z) the density of integers having precisely one divisor d, y < d 6 z. Besicovitch
proved lim inf ε(y, 2y) = 0 and I proved that if (log z)/ log y → 1, then lim ε(y, z) = 0 [40]
(chapter V). It is easy to see that this result is best possible, i.e. lim ε(y, z) = 0 implies
(log z)/ log y → 1.
Further I can prove that ε1(y, z) < c/(log y)
α for a certain 0 < α < 1. Perhaps ε1(y, z)
is unimodal for z > y + 1, but I know nothing about this. I do not know where ε1(y, z)
assumes its maximum.
I am sure that ε1(y, z)/ε(y, z) → 0 for z = 2y. If z − y is small then clearly
ε1(y, z)/ε(y, z)→ 1 and I do not know where the transition occurs.
Some time ago the following question occurred to me: let k be given and n > n0(k). Is
there an absolute constant α so that for every n < m 6 nk there is a t, 0 < t 6 (logn)α, so
that m+ t has a divisor in ]n, 2n]? More generally: if n+1 = a1 < a2 < . . . is the sequence
of integers which have a divisor d, n < d 6 2n, determine or estimate maxai<nk(ai+1−ai).
9. This is actually proved in [66]. See also [45] and [73].
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Nearly all these questions are now essentially settled. In [70], I proved that if z−y →∞
and z 6 y
{
1+(log y)1−log 4e−ξ
√
log2 y
}
with ξ →∞, then ̺1(y, z) := ε1(y, z)/ε(y, z)→ 1,
while ̺1(y, z) > e
−c
√
log y log2 y when z0(y) := y
{
1 + (log y)1−log 4
}
< z 6 2y. On
seeing this, Erdo˝s changed his mind concerning the asymptotic behaviour of ̺1(y, z)
and conjectured that this quantity should tend to a positive limit for z = 2y. Ford [38]
then proved that ̺1(y, z) ≍ 1 when y + 1 6 z ≪ y. Thus, the transition imagined by
Erdo˝s should ideally be seen as a frontier between the cases when ̺1(y, z) tends to 1
or to a constant less than 1. We still do not know whether ̺1(y, z) tends to a limit
when z0(y) < z ≪ y but it follows from Ford’s estimates in [38] that ̺1(y, z) → 0 if
z/y → ∞. I conjecture that ̺1(y, z) 6→ 1 when y, z tend to infinity in such a way that
z > y
{
1 + (log y)1−log 4+ε
}
.
To my knowledge, the question of unimodality of ε1(y, z) as a function of z is still open.
The last problem seems difficult and represents a deep open question. LetMn(x) denote
the counting function of M(]n, 2n]) and set
Mn(x) = εnx+Rn(x) (x > 1).
Then ai+1 − ai = {1− Rn(ai+1) +Rn(ai)}/εn. Since 1/εn ≍ (logn)δ(log2 n)3/2, the first
question amounts to asking whether maxai6nk |Rn(ai+1)− Rn(ai)| ≪k (logn)β for some
β independent of k.
Note that Hall [42] studied the quadratic mean of Rn(x). His lower bound implies that
supx |Rn(x)| ≫ nc with c := 12−log(π2/6)/ log 4 ≈ 0.14098. However, he recently observed
[43] that the results obtained in [42] imply much more, namely
sup
x
|Rn(x)| > 2{1+o(1)}n/(2 log n).
This follows on noticing that ]n, 2n] = A∪B where A comprises all primes in the interval
and B includes all remaining, composite integers. Then (a, b) = 1 whenever a ∈ A, b ∈ B.
It only remains to apply equations (3.26), (3.10) and (3.20) from [42].(10) Although this
does not contradict Erdo˝s’ conjecture, it shows that it must be delicate.
I conclude this survey of posterity and descendants of Erdo˝s’ paper [24] by quoting
a problem that was for him a constant concern even though he thought it might be
intractable by any technique at our disposal. Here again, I slightly alter some notations
and correct a confusion.
Finally I state an old problem of mine which is probably very difficult and which seems to
be unattackable by the methods of probabilistic number theory: denote by P+(n) the greatest
prime factor of n. Is it true that the density of integers n satisfying P+(n+ 1) > P+(n)
is 12? Is it true that the density of integers for which
(31) P+(n+ 1) > P+(n)nα
exists for every α? Pomerance and I proved [32] that the upper density of the integers
satisfying
n−ε < P+(n+ 1)/P+(n) < nε
tends to 0 with ε.
Let E := {n > 1 : P+(n) > P+(n+1)}. The conjecture that E has asymptotic density 12
stems for the general hypothesis that n and n+1 should be multiplicatively independent.
It lies in the same class of problems than the famous abc-conjecture.
10. The author takes pleasure in thanking Richard R. Hall for letting him include this proof here.
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A general theorem of Hildebrand [49] implies that E has positive lower asymptotic
density, but I did not check the numerical value that can be derived from this result. In
[32] it is shown that if N is large, then for at least 0.0099N values of n 6 N we have
P+(n) > P+(n+1), and for at least 0.0099N values of n 6 N we have P+(n) < P+(n+1).
It follows from theorem 1.2 of [6] that each inequality occurs on a set of integers n of lower
asymptotic density
log
(
1
1− c
)
− 2
∫ c
0
log
( 1− v
1− v − 2c
) dv
1− v
provided 0 < c < 1/5. The maximum of this expression is greater than 0.05544, which
improves the result from [32].
In [32] it is shown that P+(n) < P+(n + 1) < P+(n + 2) holds infinitely often, and
it is conjectured that too P+(n) > P+(n + 1) > P+(n + 2) holds infinitely often. This
conjecture was proved by Balog [2].
Among several, two further very interesting problems are described in Erdo˝s’ seminal
article. I chose not to discuss them in detail since they lie somewhat aside of the main
stream of the paper, concentrated on the distribution of divisors and typical multiplicative
structure of integers.
Thus, I only mention (too) briefly the questions of the number Φ(x) of distinct values
of Euler’s totient ϕ(n) in [1, x] and that of an infinite sequence {pj}∞j=1 of primes such
that pj+1 ≡ 1 (modpj) (j > 1).
On the first problem, a crucial and impressive progress was made by Ford [37]. Improving
on results by Pillai [58], Erdo˝s [17], [19], Erdo˝s–Hall [25], [26], Pomerance [60] and Maier-
Pomerance [54], he could show that, for large x, we have
Φ(x) ≍ x
log x
eC(log3 x−log4 x)
2
(log2 x)
D(log3 x)
E,
where C and D are positive, explicitly defined constants and E = D − 2C + 1
2
.
On the second problem, Erdo˝s asks whether we necessarily have lim p
1/j
j = ∞ and
expresses the belief that pj < exp{j(log j)1+o(1)} is possible. To my knowledge, both
questions are still open. However, Ford, Konyagin and Luca made significant progress
in [39].
In conclusion and in the spirit described in the introduction of this article, I hope that
this paper will meet two goals. The first is, as for any survey paper, to set records straight,
isolate problems and stimulate further research.
Intimately linked to the personality of this so special and so moving (in every sense)
man Paul Erdo˝s was, the second goal consists in modestly helping to maintain a fair
picture of his offering to mathematics. His problems have too often been considered as
tricky, disconnected questions. All those who worked with him for some time will agree
that, even unformulated, he had in mind the bases of many theories and of even more
links between these theories. Now that he can read in the Great Book all answers to his
innumerable questions, and indeed select the most elegant ones, no doubt he grins once
in a while, realizing how close he has been and pondering how many clues he left for us,
even if we still cannot understand them all.
Acknowledgements. The author takes pleasure in expressing here warm thanks to R. Bal-
asubramanian, N. Bingham, R. de la Brete`che, C. Dartyge, I.Z. Ruzsa and T. Stoll for
their help during the preparation of this paper.
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