We define submersions f : M → N between manifolds modelled on locally convex spaces. If N is finite-dimensional or a Banach manifold, then these coincide with the naïve notion of a submersion. We study pre-images of submanifolds under submersions and pre-images under mappings whose differentials have dense image. An infinitedimensional version of the constant rank theorem is provided. We also construct manifold structures on homogeneous spaces G/H of infinite-dimensional Lie groups. Some fundamentals of immersions between infinite-dimensional manifolds are developed as well.
Introduction and statement of the results
In this article, we define and study submersions and immersions between manifolds modelled on arbitrary locally convex spaces, with a view towards applications in the theory of infinite-dimensional Lie groupoids (cf. [21] ) and infinite-dimensional Lie groups.
Recall that a vector subspace F of a (real or complex) topological vector space E is called complemented as a topological vector space (or complemented, in short) if there exists a vector subspace C ⊆ E such that the addition map F × C → E, (x, y) → x + y is an isomorphism of topological vector spaces if we endow F and C with the topology induced by E and F × C with the product topology. Then F is closed in E, in particular, and C ∼ = E/F as a topological vector space. We say that a vector subspace F of E is co-Banach if F is complemented in E and E/F is a Banach space.
Let K ∈ {R, C}. If K = R, let r ∈ N ∪ {∞} (in which case C r R stands for C r -maps over the real ground field as in [2] , [8] or [13] ) or r = ω (in which case C ω R stands for real analytic maps, as in [8] or [13] ). If K = C, let r = ω and write C ω C for complex analytic maps (as in [3] , [8] or [13] ). In either case, let f : M → N be a C r K -map between C r K -manifolds modelled on locally convex topological K-vector spaces. Let E be the modelling space of M and F be the modelling space of N.
Definition. We say that f is a C r K -submersion if, for each x ∈ M, there exists a chart φ : U φ → V φ ⊆ E of M with x ∈ U φ and a chart ψ : U ψ → V ψ ⊆ F of N with f (x) ∈ U ψ such that f (U φ ) ⊆ U ψ and
for a continuous linear map π : E → F which has a continuous linear right inverse σ : F → E (i.e., π • σ = id F ).
Thus, identifying E = ker(π) ⊕ σ(F ) with ker(π) × F , π corresponds to the projection onto the second factor (and f locally looks like this projection).
The following condition may be easier to check.
Definition. We say that f is a naïve submersion if, for each x ∈ M, the continuous linear map T x f : T x M → T f (x) N has a continuous linear right inverse.
Remarks.
(a) If N is a Banach manifold, then f : M → N is a naïve submersion if and only if T x f is surjective for each x ∈ M and ker(T x f ) is co-Banach in T x M (by the Open Mapping Theorem).
(b) If N is a finite-dimensional manifold, then f : M → N is a naïve submersion if and only if T x f is surjective for each x ∈ M (as closed vector subspaces of finite codimension are always complemented and hence co-Banach).
(c) Every C r K -submersion is a naïve submersion because T x f corresponds to π if we identify T x M with T φ(x) E ∼ = E and T f (x) N with T ψ(f (x)) F ∼ = F . Let M be a C r K -manifold modelled on a locally convex topological K-vector space E and F ⊆ E be a closed vector subspace. Recall that a subset N ⊆ M is called a C r K -submanifold of M modelled on F if, for each x ∈ N, there exists a chart φ : U φ → V φ ⊆ E of M with x ∈ U φ such that
Then N is a C r K -manifold modelled on F , with the maximal C r K -atlas containing the maps φ| U φ ∩N : U φ ∩ N → V φ ∩ N for all φ as just described. If E/F has finite dimension k, then we say that N has finite codimension in M and call k its codimension. If F is complemented in E as a topological vector space, then N is called a split C r K -submanifold of M. If N ⊆ M is a subset all of whose connected components C are open in N and each C is a C r K -submanifold of M modelled on some closed vector subspace F C ⊆ E, then N is called a not necessarily pure submanifold of M (see Section 1 for details).
C r K -submersions, defined as above, go along well with fibre products also in the case of manifolds modelled on locally convex spaces (as announced in the author's review [10] of [24] ; in the meantime, a proof was also given in unpublished lecture notes, [25, Proposition C.8 
]).
Theorem B. Let M 1 , M 2 and N be C r K -manifolds modelled on locally convex topological K-vector spaces and f : M 1 → N as well as g : M 2 → N be C r K -maps. If f (resp., g) is a C 
Taking S as a singleton, we obtain a Regular Value Theorem:
For finite-dimensional N, we recover the Regular Value Theorem from [20] :
Also the following variant may be of interest (compare [6] for the case of tame Fréchet spaces):
If M and N are C r K -manifolds modelled on locally convex topological K-vector spaces, we call a C r
N has dense image for each x ∈ M. As a special case of Theorem E, we get:
We also have a version of the Constant Rank Theorem.
for a continuous linear map π : E → R ℓ which has a continuous linear right inverse. In particular,
Note that an analogous local decomposition is available for C r K -submersions as these locally look like a projection pr 1 : E 1 × E 2 → E 1 , in which case we can take S := E 2 and θ := id E 1 ×E 2 (see Lemma 1.12 for details).
For a Constant Rank Theorem for mappings between Banach manifolds (with or without boundary or corners) and further results on subimmersions, see already [17] . The book also contains an analogue of Godement's theorem for Banach manifolds M, i.e., a characterization of those equivalence relations ∼ on M for which the space M/∼ of equivalence classes can be given a Banach manifold structure which turns the canonical quotient map q : M → M/∼, x → [x] into a submersion (cf. [22] for the finite-dimensional case).
If G is a Lie group modelled on a locally convex space and g ∈ G, let λ g : G → G be the left translation map x → gx and write g.v := T λ g (v) for v ∈ T G. Let e be the neutral element of G and g := L(G) := T e G be its Lie algebra. We recall that G is called regular if the initial value problem
) and the map evol :
is smooth (see [13] , [19] , cf. [18] ).
We have results on homogeneous spaces of infinite-dimensional Lie groups. Notably, we obtain (as announced in [11, §4(b) ]:
Theorem G. Let G be a C r K -Lie group modelled on a locally convex space and H be a subgroup of G which is a split C r K -submanifold of G such that (a) H is a regular Lie group and H is co-Banach; or (b) H is a Banach-Lie group.
Then G/H can be given a C r K -manifold structure which turns the canonical quotient map q :
Note that G/H is a Banach manifold in the situation of (a). We also have a more technical result independent of regularity (Proposition 8.6).
Recall that a map j : X → Y between topological spaces is called a topological embedding if j is a homeomorphism onto its image, i.e, the co-restriction j| j(X) : X → j(X) is a homeomorphism if we endow the image j(X) with the topology induced by Y .
K -manifolds modelled on locally convex topological K-vector spaces. Let E be the modelling space of M and F be the modelling space of N.
Definition. We say that f is a C r K -immersion if, for each x ∈ M, there exists a chart φ : U φ → V φ ⊆ E of M with x ∈ U φ and a chart ψ :
for a linear map j : E → F which is a topological embedding onto a complemented vector subspace of F . If f is both a C r K -immersion and a topological embedding, then we call f a C r K -embedding.
We shall see that a C r
Definition. We say that f is a naïve immersion if, for each x ∈ M, the tangent map T x f : T x M → T f (x) N is a topological embedding whose image is a complemented vector subspace of T f (x) N.
Remarks. Important examples of C r K -maps with injective tangent maps arise from actions of Lie groups. Let us say that a Lie group G modelled on a locally convex space has an exponential function if, for each v ∈ L(G), there is a (necessarily unique) smooth homomorphism
Now consider a smooth Lie group G (modelled on a locally convex space) which has an exponential function. Let σ : G × M → M, (g, x) → gx be a C 1 -action on a C 1 -manifold M (modelled on some locally convex space) and x ∈ M with stabilizer G x such that there is a smooth manifold structure on G/G x which turns the quotient map q : G → G/G x into a smooth submersion. Then the orbit map
We observe:
This result is of course known in many special cases (like finite-dimensional groups), and the proof can follow the familiar pattern.
To illustrate our results on immersions and embeddings, let us look at an example. Let M be a compact smooth manifold and H be a compact Lie group. We consider the conjugation action of H (viewed as the group of constant maps) on the Fréchet-Lie group G := C ∞ (M, H). Let γ ∈ G. Combining Theorem H and Theorem I, we see that the conjugacy class
is a split real analytic submanifold in G and H/H γ → γ H , hH γ → hγh −1 a real analytic diffeomorphism (see Example 10.1 for details).
Acknowledgement. The author thanks A. Schmeding (Trondheim) for discussions concerning infinite-dimensional Lie groupoids, which prompted the Constant Rank Theorem presented in this paper. Also the question solved in Example 10.1 was posed by him.
Preliminaries and basic facts
We write N = {1, 2, . . .} and N 0 := N∪{0} and put a total order on N∪{∞, ω} by ordering N as usual and declaring k < ∞ < ω for each k ∈ N. All topological spaces and all topological vector spaces considered in the paper are assumed Hausdorff. We fix a ground field K ∈ {R, C}. Henceforth, the phrase locally convex space abbreviates locally convex topological K-vector space. Our general references for differential calculus of C r -maps, real analytic and complex analytic mappings are [8] and [13] (cf. also [2] ). If E and F are locally convex spaces, U ⊆ E an open set and f :
for the directional derivative of f at x ∈ U in the direction y ∈ E. Then f ′ (x) := df (x, .) : E → F is a continuous linear map (see [8] or [13] ). Having fixed K, let r be as in the Introduction. Recall that a C r K -manifold modelled on a locally convex space E is a Hausdorff topological space M, together with a maximal C r K -atlas A, consisting of homeomorphism φ :
Manifolds of this form are also called pure manifolds. A topological space M with open connected components, together with a C r K -manifold structure modelled on locally convex space F C on each connected component C of M, is called a (not necessarily pure) C r K -manifold. Unless we explicitly state the contrary, only pure manifolds are considered in this article. The definition of a C r K -submanifold N ⊆ M modelled on a closed vector subspace F of the modelling space E of M was already given in the Introduction. If N is such a submanifold and, moreover, F is complemented in E, then we call
has open connected components in the induced topology and each connected component C of N is a submanifold of M modelled on some closed vector subspace F C of the modelling space E of M in the previous sense (as described in the Introduction). If, moreover, each
The following fact is used repeatedly (without further mention): [13] ). In this article, the words C r K manifold (and C r K -Lie group) always refer to C r K -manifolds (and C r K -Lie groups) modelled on locally convex spaces (which need not be finite-dimensional).
1.1 Fix K and let r ∈ N ∪ {∞, ω} be as in the Introduction. Our main tool is the Inverse Function Theorem with Parameters from [9] (for smooth or K-analytic f or finite-dimensional F ) and its strengthened version [12] (including the C r -case for finite r, without loss of derivatives):
Let E be a locally convex space, F be a Banach space,
After shrinking the open neighbourhoods U of x 0 and V of y 0 , one can achieve the following:
In particular, the map
In the remainder of this section, we compile some simple basic facts on C r Ksubmersions and submanifolds. Certainly several of them may be known or part of the folklore, but we find it useful to assemble them at one place in self-contained form.
an isomorphism of topological vector spaces. After replacing the modelling space F of N with σ(F ) and ψ with α −1 • ψ, we may assume that E = F ⊕ ker(π) as a topological vector space and π is the projection F ⊕ ker(π) → F , (x 1 , x 2 ) → x 1 . After shrinkung U φ , we may assume that V φ = P × Q with open subsets P ⊆ F and Q ⊆ ker(π). We may now replace V ψ with P and hence assume V φ = P . It remains to set U := U φ , U 1 := U ψ and U 2 := Q. Let pr j :
, for x ∈ M we can find U, U 1 , U 2 and θ as described in the lemma, then we choose charts φ :
. Applying now Lemma 1.2 to g, we see that, after shrinking U 1 , we may assume that there exists an open neighbourhood
Proof. Let E be the modelling space of M, F ⊆ E be the modelling space of N and Y ⊆ F be the modelling space of K. By hypothesis, E = F ⊕ C as a topological vector space for some vector subspace C ⊆ E. Given x ∈ K, let φ :
After shrinking V φ , we may assume that V φ = P × Q with open subsets P ⊆ F and Q ⊆ C. Next, we choose a chart ψ :
K -manifold modelled on a locally convex space E and N ⊆ M be a subset. Assume that, for each x ∈ N, there exists a closed vector subspace
Proof. If x, y ∈ N, write x ∼ y if there exist n ∈ N and x 1 , . . . , x n ∈ N such that x ∈ U x 1 , y ∈ U xn and U x j ∩U x j+1 = ∅ for all j ∈ {1, . . . , n−1}. It is clear that ∼ is an equivalence relation on N. . As the open neighbourhood U x ∩N of x ∈ N in N is homeomorphic to the open set V x ∩F x in the locally convex space F x , we see that all connected components of N are open in N. We claim that, if y ∈ [x], then there exists an automorphism α : E → E of the topological vector space E such that α(F x ) = F y . We may therefore replace F y with F x for each y ∈ [x] and conclude that N is a (not necessarily pure)
continuous linear with σ 1 × σ 2 as a continuous linear right inverse; moreover,
Proof. For each x ∈ M, we find a chart φ :
for a continuous linear map π : E → F admitting a continuous linear right inverse σ : F → E. After replacing φ with φ − φ(x) and ψ with ψ − π(φ(x)), we may assume that φ(x) = 0 and 0 = π(φ(x)) = ψ(f (x)) ∈ V ψ As a consequence, there exists a 0-neighbourhood
In particular, if both N 1 and N 2 are modelled on the same locally convex space F , then
Proof. Write q j for q, considered as a C 
Proof. As the assertion is local, we may assume that M and N are open subsets of their modelling space E and F , respectively. Let σ : F → E be a continuous linear right inverse to f ′ (x 0 ). Then E = ker f ′ (x 0 ) ⊕ σ(F ) as a topological vector space and α := f ′ (x 0 )| σ(F ) : σ(F ) → F is an isomorphism of topological vector spaces. After replacing f with α −1 •f , we may assume that F = σ(F ) and that f ′ (x 0 ) is the projection pr 2 : ker f
and V ⊆ F . By the Inverse Function Theorem with Parameters (see 1.1), after shrinking U and V we may assume that f (x, .) :
Proof. Let E be the modelling space of M and F ⊆ E be a closed vector subspace such that N is modelled on F . There is a chart φ : 
Proof. There exists a chart φ :
= ker(π) ⊕ σ(F ) as a topological vector space. After shrinking the neighbourhood V φ of φ(x 0 ), we may assume that V φ = P × Q with open subsets P ⊆ ker π and Q ⊆ σ(F ). After shrinking V φ , we may assume that
is an isomorphism of topological vector spaces and α −1 (ker π) = ker
.
K -manifolds, the following conditions are equivalent:
Proof. Let E 1 be the modelling space of M and E 2 be the modelling space of N. Let j : f (M) → N be the inclusion map.
(b)⇒(a). Assume that f (M) is a split C r K submanifold of N, modelled on a complemented vector subspace F ⊆ E 2 , and assume
is a topological embedding. Moreover, E 1 is isomorphic to F , and we choose an isomorphism
Let Y ⊆ E 2 be a vector subspace such that E 2 = F ⊕ Y as a topological vector space. After shrinking the open neighbourhood U ψ of f (x), we may assume that V ψ = P × Q with open subsets P ⊆ F and Q ⊆ Y . Thus
where α : E 1 → F ⊆ E 2 is a linear topological embedding onto a complemented vector subspace of
If f is a C r K -embedding, then f is a topological embedding and a C r K -immersion. Let y ∈ f (M) and x ∈ M such that y = f (x). We find charts φ :
for a linear topological embedding i : E 1 → E 2 onto a complemented vector subspace. Set F := i(E 1 ) and choose a vector subspace Y ⊆ E 2 such that
We may assume that Q ⊆ V ψ ; after replacing V ψ with Q, we may assume that V ψ = Q and hence
Since f is a topological embedding, f (U φ ) is relatively open in f (M), whence there exists an open subset W ⊆ N such that W ∩ f (M) = f (U ψ ). We may assume that W ⊆ U ψ ; after shrinking U ψ , we may assume that U ψ = W and hence
K -submanifold modelled on F . As F is complemented in E 2 , we are dealing with split submanifolds. With respect to the chart φ for M and the chart
Proof. Let E 1 and E 2 be the modelling space of M and N, respectively. Given x ∈ M, we find charts φ :
for a linear topological embedding j : 
Proof. Let E j be the modelling space of M j and F j be the modelling space of N j for j ∈ {1, 2}.
(a) f locally looks like a linear topological embedding i 1 : E 1 → F 1 with complemented image and g locally looks like a linear topological embedding i 2 : E 2 → F 2 with complemented image. Hence f × g locally looks like i 1 × i 2 which is a linear topological embedding with complemented image. Thus and y 0 ∈ F . After shrinking W , we may assume that W = U × V with open neighbourhoods U ⊆ ker f ′ (w) of x 0 and V ⊆ F of y 0 . By the inverse function theorem with parameters (see 1.1), after shrinking the neighbourhoods U and V we may assume that the map
we can consider θ as a global chart for W = U × V . On N ⊆ F , we use the the chart id N . Then
Proof of Theorem B
Let us assume that g : M 2 → N is a C r K -submersion in the situation of Theorem B (the case that f is a C r K -submersion is similar). Then, for each (x 0 , y 0 ) ∈ S := {(x, y) ∈ M 1 ×M 2 : f (x) = g(x)}, we find a chart φ : U φ → V φ from an open neighbourhood U φ ⊆ M 2 of y 0 onto an open set V φ in the modelling space E 2 of M 2 and a chart ψ :
for some continuous linear map π : E 2 → F which has a continuous linear right inverse σ : F → E 2 . After replacing the modelling space of N with the isomorphic locally convex space σ(F ), we may assume that E 2 = ker(π) ⊕ F as a topological vector space and π = pr 1 : F × ker(π) → F is the projection onto the first factor. There is a chart τ :
Since being a submanifold is a local property, it suffices to show that
But this is the fibre product of V τ and V φ with respect to the maps ψ • f • τ −1 and ψ • g • φ −1 . We may therefore assume now that M j is an open subset of a locally convex space E j for j ∈ {1, 2}, that N an open subset of a complemented vector subspace F ⊆ E 2 , and g = pr 1 | M 2 with pr 1 : F ⊕ C → F , (y, z) → y for a complementary vector subspace C ⊆ E 2 . After shrinking the neighbourhood M 2 of the given point y 0 , we may assume that M 2 = P × Q with For x ∈ M 1 and (y, z) ∈ M 2 with y ∈ F and z ∈ C, we have f (x) = g(y, z) = pr 1 (y, z) = y if and only if y = f (x). Thus S = graph(f ) × Q is a split C r K -submanifold of M 1 ×M 2 = M 1 ×P ×Q (recalling that graphs are split). Let π : M 1 ×M 2 → M 1 denote the pojection onto the first component. The map θ : S → M 1 × Q, (x, y, z) → (x, z) is a chart for S with inverse
Using the chart id
Proof of Theorem C
Let E be the modelling space of M and F be the modelling space of N.
where π : E → F is a continuous linear map which admits a continuous linear right inverse σ :
) is a submanifold of V φ . We may therefore assume that M and N are open subsets of E and F , respectively, and that f = π| M for a continuous linear map π : E → F with a continuous linear right inverse σ : F → E. After replacing F with σ(F ), we may assume that π : F ⊕ ker(π) → F is the projection onto the first factor. After shrinking the open x 0 -neighbourhood M 1 , we may assume that M 1 = P × Q with open subsets P ⊆ F and Q ⊆ ker(π). Then P ⊆ M 2 ; after shrinking M 2 , we may assume that M 2 = P . Let Y ⊆ F be the modelling space of S. Now S with a vector subspace of F ) . ✷
Proof of Theorem D
By the hypothesis an Lemma 1.10, each
is an open submanifold of M such that f −1 ({y}) ⊆ U and g := f | U is a C r K -submersion. Since {y} is a split submanifold of N with T y {y} = {0}, we deduce with Theorem C that f −1 ({y}) = g −1 ({y}) is a (not necessarily pure) split C r K -submanifold of U and hence of M,
If N has finite dimension k, then {y} has co-dimension k in N and thus g −1 ({y}) has co-dimension k in U (and hence in M), by Theorem C. ✷
Proof of Theorem E
For each
Hence, by the regular value theorem with finite-dimensional range manifolds (as stated after Theorem D),
is an open neighbourhood of x 0 in M, the assertion follows. ✷
Proof of Theorem F
See, e.g., [22, Part II, Chapter III, §10 4) Theorem] for a proof of the constant rank theorem for mappings between open subsets of finite-dimensional vector spaces. The following proof is also indebted to [7] , where a particularly clear presentation of the classical case is given.
Because all assertions of Theorem F are of a local nature, it suffices to prove it in the case that M = U is an open subset of a locally convex space E and
. After replacing f with α • f with a suitable automorphism α : R n → R n , we may assume that Z = R ℓ × {0}, which we identify with R ℓ . Then K := ker f ′ (x 0 ) has finite co-dimension, enabling us to pick a finite-dimensional vector subspace
is an isomorphism onto its image 
has open image Ω and is a C r K -diffeomorphism onto its image. Write x 0 = (y 0 , w 0 ) with y 0 ∈ P ⊆ Y , w 0 ∈ Q ⊆ W . We choose a connected open neighbourhood Ω 2 of w 0 in the locally convex space W and an open neighbourhood
Then
is an open neighbourhood of x 0 in U and g restricts to the C r K -diffeomorphism
By the preceding formula, for all (v, w) ∈ Ω 1 × Ω, we can express the image of the partial differential with respect to the variables in R ℓ as
which is an ℓ-imensional vector space and intersects {0} × R n−ℓ in the trivial vector subspace. Hence, because im f ′ (v, w) has dimension ℓ, it must not contain non-zero vectors u in {0} × R n−ℓ , as the sum graph d 1 h(v, w, .) + Rv would be direct and hence dim im f ′ (v, w) > ℓ, contradicting the hypotheses. We deduce that
Thus, for fixed x, the map h(x, .) : Ω 2 → R n−k has vanishing differential and so h(x, .) is constant, as Ω 2 is assumed connected (see, e.g., [13] ). Hence
For each y ∈ f (Ω 3 ), we have
Hence
We have y = φ −1 (v, w) with suitable v ∈ Ω 1 and w ∈ Ω 2 . Then ψ(y) = g(v, w) = (v, 0) and
Proof of Theorem G
In this section, our conventions are as follows: We let K ∈ {R, C}. If K = R, we let r ∈ {∞, ω}. If K = C, we let r := ω.
We shall use a folklore fact, part of which can also be found in [1] . As the result is known in special cases and the proof does not contain surprises, we relegate it to an appendix (Appendix A). We say that the vector distribution is finite-dimensional, Banach and co-Banach-respectively, if its typical fibre F ⊆ E is finite-dimensional, a Banach space, resp., a co-Banach vector subspace F ⊆ E. We abbreviate
We define (cf. [5] ): 
are integral manifolds for D, for all p ∈ P .
In [4] and [5] , J. M. Eyni proved Frobenius theorems for finite-dimensional, Banach and co-Banach vector distributions on C k -manifolds (under suitable hypotheses), and applied these to the integration problem for Lie subalgebras (cf. also [14] and [23] ). His methods show:
Then the left invariant vector distribution on G given by D g := T λ g (h) admits leafs L g with g ∈ L g , for each g ∈ G. The leaf H := L e is an immersed C r KLie subgroup of G with L(H) = h and L g = gH for each g ∈ G. Moreover, for each g ∈ G there exists a Frobenius chart around g.
There are open identity neighbourhoods S 1 ⊆ S and W 1 ⊆ W such that
is open in U 0 and hence in G, and the product map p| S 1 ×W 1 :
. Let K := L e be the leaf to D passing through the neutral element e. We know from Eyni's Theorem that S is an immersed Lie subgroup of G with L(K) = h. Since also the connected component H e of e in H is an integral manifold for D, the maximality of S shows that H 0 ⊆ K and that the inclusion map j :
The case that H is a Banach-Lie group. Since L(j) = id h , the inverse function theorem shows that j is a diffeomorphism onto an open subgroup and hence and isomorphism of Lie groups (as K is connected). Hence K is a C r K -submanifold of G and thus G/K admits a C r K -manifold structure which turns the canonical map p :
The case that H is co-Banach and regular. Since S is a connected C r Kmanifold, we find for each y ∈ K a C ∞ -map η : [0, 1] → K such η(0) = e and η(1) = y. Let γ := δ ℓ (η) be the left logarithmic derivative of η. Since H is regular, we can form ζ := Evol H (γ). Then both η and ζ satisfy the initial value problem y ′ (t) = y(t)γ(t), y(0) = e in G and hence (by the uniqueness of solutions) η = ζ, entailing that x = η(1) = ζ(1) ∈ H 0 . Hence K ⊆ H 0 and thus K = H 0 as a set. As the inclusion map K → G is C r K and H 0 is a C r K -submanifold of G, we deduce that id : K → H 0 is C r K . As we already discussed the inverse j, we see that id :
In either case, Lemma 8.1 provides a C 
Proof of Theorem H
We know that every C r K -immersion is a naïve immersion. Conversely, let f : M → N be a C r K -map between C r K -manifolds such that f is a naïve immersion and condition (a) or (b) of the theorem is satisfied. Let E 1 be the modelling space of M and E 2 be the modelling space of N. Given x ∈ M, let φ : U φ → V φ ⊆ E 1 and ψ : U ψ → V ψ ⊆ E 2 be charts form M and N, respectively, such that x ∈ U φ and f (U φ ) ⊆ U ψ . Abbreviate
Since T x f is a linear topological embedding with complemented image, also g ′ (φ(x)) : E 1 → E 2 is a linear topological embedding with complemented image. We let F := im g ′ (ψ(x)) and choose a vector subspace Y ⊆ E 2 such that E 2 = F ⊕ Y . After shrinking the open ψ(x)-neighbourhood V ψ and the open x-neighbourhood V φ , we may assume that
with open subsets P ⊆ F and Q ⊆ Y . Let g = (g 1 , g 2 ) be the components of g with respect to
is an isomorphism of topological vector spaces. Since E 1 is a Banach space by hypothesis, also F is a Banach space. Since r ≥ 1 if E 1 is finite-dimensional and r ≥ 2 if E 1 is infinite-dimensional, we can use the Inverse Function Theorem for C r K -maps between Banach space. Thus, after shrinking the open ψ(x)-neighbourhood V φ , we may assume that g 1 (V φ ) is open in F and
We choose an isomorphism of topological vector spaces α : E 1 → F (for example, the restriction of g ′ (ψ(x))) and set W := α(V φ ). Then
is a chart for M 2 . We have
for each u ∈ U φ and hence
Note that
By the preceding, we have
Proof of Theorem I
We first prove the theorem and then discuss an example.
Proof of Theorem I. Since q is a submersion,
Likewise,
Suppose there is g ∈ G and 0 = v ∈ T gGx G/G x such that T b(v) = 0. Using (2) with g −1 in place of g, we see that also T bT
We may therefore assume that g = e. To derive a contradiction, we write
Now consider the one-parameter group
Then γ ′ (t) = T λ γ(t) v for each t ∈ R and hence
for each t ∈ R, entailing that b • γ is constant and hence b(γ(t)) = x for all t ∈ R. We can therefore consider γ also as a smooth map to G x and deduce that v = γ ′ (0) ∈ T (G x ), contradicting (3). This completes the proof. ✷ Example 10.1 Let M be a compact smooth manifold and H be a compact Lie group. We consider the conjugation action of H (viewed as the group of constant maps) on the Fréchet-Lie group G := C ∞ (M, H). Given γ ∈ H, its stabilizer H γ = {h ∈ H : hγh −1 = γ} is a closed subgroup of H and thus H/H γ is a compact real analytic manifold. As the quotient map q : H → H/H γ is a real analytic submersion and the orbit map
is real analytic, also the induced injective map
is real analytic. Since H is finite-dimensional, it has a real analytic exponential map and thus Theorem I shows that T b is injective. Since H/H γ is finitedimensional, this means that b is a naïve immersion and hence a real analytic immersion, by Theorem H. But b is also a topological embedding (since H/H γ is compact). Hence b is a real analytic embedding and thus γ H = b(H/H γ ) is a real analytic submanifold of C ∞ (M, H) and b : H/H γ → γ H is a real analytic diffeomorphism, by Lemma 1.13.
A Proof of Lemma 8.1 by Lemma 1.8. Since q(H) = {q(e)}, we have h := T e H ⊆ ker T e q. Because p in (b) is a diffeomorphism and q| S : S → q(S) a diffeomorphism, for each v ∈ T e G = T e S ⊕ h which is not in h, we have v = s + h with 0 = s ∈ T e S and h ∈ h. As T (e,e) p is the addition map T e S × h → T e G, we deduce that T e q(v) = T e q(T e p(., e)(s) + h) = T e (q • p(., e))(s) = 0 as q • p(., e) = ψ e is a diffeomorphism.
If, finally, N is a normal subgroup, writeμ for the group multiplication of G/H. Since q × q is a C r K -submersion andμ • (q × q) = q • µ is C r K , we deduce with Lemma 1.8 thatμ is C r K . Likewise,η = q • η holds for the group inversion maps, and thusθ is C r K .
✷
