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Abstract 
Estimation of distribution algorithms (EDAs) is a relatively new trend of stochastic 
optimizers which have received a lot of attention during last decade. In each generation, 
EDAs build probabilistic models of promising solutions of an optimization problem to 
guide the search process. New sets of solutions are obtained by sampling the 
corresponding probability distributions. Using this approach, EDAs are able to provide 
the user a set of models that reveals the dependencies between variables of the 
optimization problems while solving them. In order to solve a complex problem, it is 
necessary to use a probabilistic model which is able to capture the dependencies. 
Bayesian networks are usually used for modeling multiple dependencies between 
variables. Learning Bayesian networks, especially for large problems with high degree of 
dependencies among their variables is highly computationally expensive which makes it 
the bottleneck of EDAs. Therefore introducing efficient Bayesian learning algorithms in 
EDAs seems necessary in order to use them for large problems. In this dissertation, after 
comparing several Bayesian network learning algorithms, we propose an algorithm, 
called CMSS-BOA, which uses a recently introduced heuristic called max-min parent 
children (MMPC) in order to constrain the model search space. This algorithm does not 
consider a fixed and small upper bound on the order of interaction between variables and 
is able solve problems with large numbers of variables efficiently. We compare the 
efficiency of CMSS-BOA with the standard Bayesian network based EDA for solving 
several benchmark problems and finally we use it to build a predictor for predicting the  
glycation sites in mammalian proteins. 
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Chapter 1 
Introduction 
1.1 Motivation 
A large number of problems in computational biology and bioinformatics can be 
formulated as optimization problems, either single or multi-objective (Cohen, 2004), 
(Handi, et al., 2007). Therefore, powerful heuristic search techniques are needed to tackle 
them. Population-based search algorithms have shown great performance in finding the 
global optimum. Unlike classical optimization methods, population-based optimization 
methods do not limit their exploration to a small region of the solution space. 
In each iteration of an population based algorithm a set of solutions are evaluated rather 
than one solution and a natural intrinsic way to explore the search space is provided. 
Population based algorithms are inspired from living organisms which adapt themselves 
to their environment. The most well-known population-based method is Evolutionary 
Computation (EC) which includes Genetic Algorithms (GAs) (Holand, 1975), (Goldberg, 
1989). EC algorithms usually use an operator called crossover/recombination to 
recombine two or more solutions (called also individuals) to generate new individuals. 
Another operator used in these algorithms is mutation which is a kind of modifier which 
can change the composition of an individual. Selection of individuals is based on a 
quality measure such as the value of an objective function or the results of some 
experiments. Selection can be considered as the driving force in EC algorithms. 
Individuals with higher fitness have higher chance to be chosen for producing the next 
iteration of individuals/search points set. The general idea behind the concept of EC is 
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that the exploration of the solution space is guided by some information about the 
previous step of the exploration. This information comes from the use of a set of 
solutions from which statistical properties can be extracted giving some insights about the 
structure of the optimization problem to solve. These statistical properties can in turn be 
used to generate new promising potential solutions. In a GA, it is the crossover operator 
which uses statistical information of the population as it generates a new solution by 
combining two previously generated solutions. The mutation operator gives the 
possibility to bring new information into the population that cannot be discovered by just 
combining the existing solutions. Finally, the selection process allows the exploration 
process to drift toward the solutions with higher fitness. 
The recombination operator in GAs manipulates the partial solutions of an optimization 
problem. These partial solutions are called building blocks  (Pelikan, et al., 1999), 
(Goldberg, 1989). It often happens that the building blocks are loosely distributed in a 
problem domain. Therefore, a fixed crossover operator can break the building blocks and 
lead to convergence to a local optimum. This problem is called the linkage problem 
(Pelikan, et al., 1998). This problem makes the classical genetic algorithm inefficient in 
solving problems composed of a sum of simple sub-problems (Pelikan, et al., 1998), 
(Pelikan, 2005). Another problem with classical GAs is to define the parameters such as 
the crossover and mutation probabilities. In order to solve these deficiencies another 
group of evolutionary algorithms, called Estimation of Distribution Algorithms (EDAs) ( 
(Mühlenbein & Paaß, 1996), (Larrañaga & Lozano, 2002) (also called Probabilistic 
Model Building Genetic Algorithms (PMGAs)), have been proposed (Pelikan, 2005). 
EDAs learn distributions or, in other words, probabilistic models from the most 
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promising solutions, to guide the search process and preserve the important building 
blocks in the next generation. EDAs have been used in different data mining problems 
such as feature subset selection and classifier systems in many bioinformatics problems 
(Inza, et al., 1999). 
1.2 Objectives 
An important challenge in optimization is how to optimize in the absence of information 
about the relation between the semantic of the solutions of the problems and the 
performance measure. These kinds of problems are called Black-box optimization. The 
only way we can learn something about this relation is to sample new candidate 
solutions, evaluate them in an iterative way and try to learn about the characteristic of the 
problem in order to update the sampling method. The quality of sampled solutions should 
improve over time and ideally they should converge to a global optimum.  The way an 
optimization method samples new solutions and how it exploits the results of evaluation 
of these solutions limits the complexity of the problems that the method is able to solve. 
In EDAs the maximum degree of dependencies captured by the probabilistic models and 
also the efficiency of the learning algorithm used to learn these models, limit the 
problems they can solve. 
Bayesian networks are usually used in EDAs for encoding the multivariate interactions 
among the variables of an optimization problem. Learning Bayesian networks, especially 
for large problems with high degree of dependencies among their variables is highly 
computationally expensive which makes it the bottleneck of EDAs. Therefore 
introducing efficient Bayesian learning algorithms in EDAs seems necessary in order to 
use them for large problems. A score-and-search method is usually used to find the best 
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model in EDAs. In order to reduce the computational time, the search is limited to the 
networks with bounded order of interactions between their variables. In many problems 
the maximum degree of dependencies are not known in advance, therefore bounding the 
number of variables each variable can depends on makes finding the global optimum 
difficult.  
Our goal in this thesis is to improve model building in Bayesian network based EDAs, 
which is the most general type of EDAs, in order to make it useful for solving large 
problems with high and unknown degree of dependencies. We try to learn and exploit the 
characteristics of the search space, including the density of interaction between variables 
in different regions of search space, and use them to improve the efficiency of the model 
building in EDA. We are especially interested in using our EDA for solving   
bioinformatics feature selection problems.     
1.3 Main Contributions 
The main contributions of this thesis are: 
1. An empirical comparison of several heuristics for learning the structure of 
Bayesian networks with different characteristics. We use the same number of 
basic operations to compare all these heuristics and evaluate their results based on 
the similarity of the networks they learned and the true networks   
2. Presenting an extension of the Statistical Implicative Analysis (SIA) for finding 
multiple dependencies and comparing it, using large sets of experiments by 
varying parameters such as the number of dependencies, the number of variables 
involved or the type of their distribution, with one of the best methods currently 
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available for this task: the MMPC heuristic. The results show strong 
complementarities of the two methods. 
3. Designing and developing CMSS-BOA, an efficient EDA, by constraining the 
search space of models and searching the dependencies in promising regions. This 
algorithm does not use a fixed upper bound on the maximum degree of 
dependencies and still outperforms the state of art EDAs in terms of 
computational efficiency. 
4. Demonstrating the efficiency of the CMSS-BOA in solving some benchmark 
problems by comparing them with a conventional EDA. 
5. Demonstrating the results of EDAs for finding the important positions of amino 
acids in primary structures of proteins and comparing the results with some other 
feature selection methods which do not consider the dependencies between 
variables. 
6. Building a sequence based predictor for glycation sites in human and comparing 
the results with the state of the art. Our algorithm surpasses the current available 
prediction method in terms of both accuracy and sensitivity. 
.     
1.4 Structure of Dissertation 
This dissertation is composed of seven chapters. Chapter 1 introduces the motivation for 
this work, clarifies the main objectives of the thesis and enumerates the contributions. In 
chapter 2 some backgrounds about Bayesian networks and structure learning are 
presented and several heuristic search methods, including hill climber, simulated 
annealing, tabu search and MCMC, are compared for learning the structure of Bayesian 
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networks with different predefined characteristics. Chapter 3 reviews the state of art in 
Estimation of Distribution Algorithms and their application in bioinformatics and gene 
expression data analysis. Chapter 4 is dedicated to Statistical Implicative Analysis and its 
capability in discovering multiple dependencies in comparison to MMPC. Chapter 5 
introduces CMSS-BOA, a new efficient EDA with constrained search space of the 
probabilistic models, analyzes its results in solving several benchmark problems and 
compares its results with conventional a Bayesian network based EDA. In chapter 6, we 
apply CMSS-BOA in a wrapper feature selection method for finding the most relevant 
positions of amino acids in glycation of lysines and used the selected positions for 
training a sequence based glycation sites predictor. Finally, in chapter 7, we conclude and 
outline various possible topics for further research.  
 7 
Chapter2 
Bayesian Networks Structure Learning 
2.1 Introduction 
During the past two decades, a great deal of interest has been shown in graphical models 
as a tool for modeling uncertainty. These models are able to represent the probabilities 
and the logical structures of real world complex systems in a compact way. A Bayesian 
network is a certain type of graphical model for representing the probabilistic 
relationships among variables of a domain. The structure of a Bayesian network 
represents the conditional dependencies among variables and its conditional probability 
distribution describes the relation between interacting variables. Bayesian networks are 
very useful in handling missing data, learning causal relationships, combining prior 
knowledge about domain variables with data, and avoiding overfitting when combined 
with Bayesian methods (Heckerman, 1999), (Husmier, 2005). 
In some applications, such as analysis of microarray data with the use of a Probabilistic 
Model Building Genetic Algorithm (Pelikan & Goldberg, 1999), (Larrañaga & Lozano, 
2002), we need an efficient algorithm to learn Bayesian networks from datasets with 
large number of variables. But the literature has not presented convincing evidence of 
efficiency which can aid us in choosing one existing or modified version of such 
algorithms. This chapter is dedicated to the investigation of the efficiency of some 
algorithms for Bayesian network structure learning. We have come to believe that the 
reason behind the inadequate amount of literature covering this subject is because of 
difficulties which lie in the analysis of the algorithm’s efficiency caused by their difficult 
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implementation. A simple heuristic algorithm such as simple hill climbing with or 
without tabu list (Glover & Laguna, 1993) is used in current existing literature as a 
benchmark for comparing the efficiency of their proposed algorithms. Some of these 
algorithms can be used just for learning networks of at most 20 or 30 variables. An 
example of a classic network that is usually used as benchmark is alarm (Beinlich, et al., 
1989). Though this network has only 37 nodes, it is considered a large network. 
Therefore the behaviors of the algorithms are not completely known for larger networks. 
Two comparisons have been presented in (Lawrence, 2005) and (Acid & Campos, 2004). 
The first one compares the efficiency of several algorithms for learning Bayesian 
networks from datasets of continuous variables. It classified these algorithms in three 
different categories based on the discrimination methods which they use. The second one 
compares four structure learning algorithms for a medical management problem. They 
use a very large dataset to learn a network with 11 variables and compare the learned 
networks based on different performance measures and on their robustness in some 
predictions.  
This chapter focuses on several local search heuristic algorithms to discover which one 
performs better for learning a certain network. The comparison is done using a restriction 
on the number of network evaluations or, in other words, forcing the algorithms to use 
approximately equal computational power. This work presents results that show whether 
more investigation in choosing neighborhood and performing more intelligent moves 
performs better in comparison to repetition of some random moves. It also shows how the 
change in the score metrics and network characteristics affect the performance of the 
algorithms. 
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 This chapter is organized as follow. The next section presents some basics about 
Bayesian networks learning. Section 2.3 explains the heuristics that are usually used for 
searching in the space of possible networks. In Section 2.4, we explain the methodology 
we used in our experiments. In Section 2.5, we present our results and finally in Section 
2.6 we give a conclusion.  
2.2 Bayesian Network 
A Bayesian network has two components: structure and parameters. The structure S is 
encoded by a Directed Acyclic Graph (DAG) where nodes correspond to variables in the 
modeled data (in case of EDAs, the positions in solution strings) and edges correspond to 
a direct influence of one node on another. This graph can be considered as a skeleton for 
representing the joint distribution in a compact and factorized way. A set of nodes iPar  is 
called parent set of iX , if there is an edge from each variable in iPar  to iX . The Bayesian 
network structure S, encodes the following joint probability distribution. 
)|()(
1
i
n
i
i ParXpXp 

 . 
A Bayesian network encodes a set of independence assumptions which means that each 
variable is independent of its antecedents in the ancestral ordering, given the values of its 
parents. The parameters are presented by a set of conditional probability tables (CPTs). 
These tables specify the conditional probability for each variable given any configuration 
of its parent set. 
Figure 2.1 shows a simple Bayesian network. The structure of the network encodes 
several conditional dependencies and independencies. For example, the grass can get wet 
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either by rain or by sprinkler. In this example all the variables are binary and the value of 
the CPTs can also specify the strengths of dependencies. The network presented in Figure 
2.1 encodes the following joint probability distribution.   
),|()|()|()(),,,( SRWPCSPCRPCPWSRCP   
 
 
 
 
 
 
 
 
 
Figure 2.1 a simple Bayesian network. (Murphy, 2002) 
Both the structure and parameters (the set of all CPTs) can be learned from data. The 
major challenge in using Bayesian networks is learning their structure. Based on the 
nature of the modeling, structure learning methods are classified in two groups: 
constrained-based and score-and-search (Larrañaga & Lozano, 2002). The first group   
tries to discover the structure by finding the independency relations among subsets of 
variables and gives as an output a DAG (Heckerman, 1999). The second group uses some 
scoring functions to measure the quality of every candidate network. In fact, the scoring 
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function measures the fit of the network to the data. A search algorithm is used to explore 
the space of the possible networks and find the network with highest score. Since the 
number of networks is super-exponential in number of variables, heuristic search 
algorithms are used, such as different versions of greedy hill climbing with multiple start 
points or tabu Search (Glover & Laguna, 1993), (Glover & Laguna, 1993), simulated 
annealing (Bouckaert, 1995) or MCMC (York & Madigan, 1995), and some stochastic 
population-based search algorithms such as genetic algorithms (Larrañaga, et al., 1996). 
Scoring functions are based on different principles, such as Bayesian approach (Cooper 
& Heskovits, 1992), (Heckerman, et al., 1995), entropy (Herskovits, et al., 1990), and 
Minimum Description length (MDL) (Lam & Bacchus, 1994). A comparison between 
different scores can be found in (Yang & Chang, 2002). The two most popular scores are 
Bayesian Score and BIC/MDL Score. Bayesian Score is the logarithm marginal 
likelihood of the parameters. In this chapter we used two Bayesian Scores: BDeu Score 
(Heckerman, et al., 1995), and K2 score (Cooper & Heskovits, 1992) and we refer to the 
latter as Bayes score. The difference between these two scores is in the choices on priors 
on count. BIC/MDL is defined as the logarithm of probability of data knowing marginal 
likelihood of parameters plus a penalty term. These metrics are decomposable which 
means that the score of a network is equal to the sum of the scores of its nodes. 
2.3 Search Heuristics 
Learning Bayesian network structure is an optimization problem, using a scoring function 
to find the network structure that maximizes this score. In this section we briefly explain 
the search heuristic algorithms we use in our experiments.  
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 The most straightforward method for learning Bayesian networks is using a simple hill 
climbing heuristic. Starting from an empty or random network, all the possible moves 
(adding, deleting, and reversing an edge) are considered and the one that improves the 
score of the network the most is chosen at each step. The repeated version of this 
algorithm is used for escaping from local optimum. It restarts the search from randomly 
generated networks and returns the network with the highest score in various independent 
runs.  
Tabu Search is another hill climbing algorithm. This algorithm continues the search after 
reaching a local optimum by choosing a move that makes the least reduction in the score 
of the network. A list of recently performed operations is kept and they are not 
considered to prevent a cycle of repetitive operations. Tabu search algorithm returns the 
best network visited during the traverse of the search space.  
One way to improve the efficiency of hill climbing method is to use a look ahead hill 
climbing algorithm, for example LAGD (Holland, et al., 2008). This algorithm considers 
a sequence of best moves instead of considering the best move at each step. Since it is 
very time consuming to find the best sequence among all the possible moves, it first finds 
a set of good moves and then finds the best sequence of moves among them.  
Specifying an order on the variables
i
V  makes it possible to learn the network very 
efficiently. If 
i
V  precedes jV  in an ordering, no structure with an edge form jV  to iV  is 
allowed. K2 (Cooper & Heskovits, 1992) uses a greedy hill climbing method among the 
structures consistent with an ordering. In this case, the best parent set for each node is 
considered independently among the nodes preceding it in the order. Since the order of 
the variables is not known in most practical problems, a search in the space of orders 
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should be done (Luis & Puetra, 2001), (Witten & Frank, 2000). A score should be 
assigned to each possible order and local moves should be defined. The swapping of two 
variables in the order can be an example of local move in the space of orders. The score 
of the best network consistent with an order is usually considered as the score of the 
order. Any version of hill climbing, such as tabu search, can be used to find the best 
score. After finding the score of the order, the best network can be found using K2 
algorithm. It is also possible to just repeat K2 algorithm with random orders and keep the 
best result (Repeated K2). 
Another search heuristic that is used for learning Bayesian networks is simulated 
annealing (Bouckaert, 1995). In this method, a candidate network is generated by 
randomly adding or deleting or reversing an edge. If the score of this network is better 
than the current one, it is accepted otherwise it is accepted with the probability
)exp(
T
Q
P

 . Where Q  and T  are the change in the quality of the network and the 
current temperature. As the temperature of the system decreases, the probability of 
accepting a worse move is decreased. If the temperature goes toward zero, then only 
better moves will be accepted. 
2.4 Experiments 
2.4.1 Problem Definition 
We have investigated the performance of seven local search heuristic algorithms, each 
with three different scores for learning Bayesian networks. All the algorithms are 
restricted to use an equal number of network score evaluations. This number is the 
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number of evaluations needed by the slowest algorithm, LAGD, to complete its search. 
We have studied the effects of the size of the networks, of the scoring functions, of the 
size of datasets and of the algorithms parameters on the accuracy of the learned networks.  
2.4.2 Networks and Datasets 
The datasets used in our experiments are generated from random networks with various 
numbers of variables. The numbers of variables (nodes) in the networks we have 
considered are 10, 20, 30, 50, 70 and 100. For each network size, we generated 10 
random networks. From each of these networks, we generated one small datasets with at 
least 1000 records. We call each record an instance. We found out that increasing the 
number of instances to more than 10000 does not improve the performance metrics 
significantly. Therefore we sampled 10000 instances from the networks for our large 
datasets. In total, we have carried out our experiments for 60 networks, 10 for each size, 
and presented the average of the performance metrics for each size of networks and 
datasets.  Table 2.1 shows the characteristic of networks and data sets we used in our 
experiments and also the average number of network evaluations that have been 
performed for each of them. The networks are classified into three groups based on their 
size. 
2.4.3 Performance Metrics 
The following performance metrics have been measured in the experiments. 
 Number of extra, missing, and reversed edges of the learned networks compared 
to the true networks (the networks we have used to generate the datasets). 
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 Divergence between the probability distribution represented by the true networks 
and the learned networks. It is equal to )(/)(log)(
1
ii
mi
i
i XQXPXP


. 
},...,1{ 1 mXXX   } is a set of instances and )( iXP  and )( iXQ  are the 
probabilities of the two networks for the instance Xi. Each instance is a set of 
values for n variables.  
 The values of Bayes, BDeu, and MDL scores for the learned networks. 
Table 2.1 Networks used in the experiments. 
Class Nodes Edges Number of 
instances 
Net. 
Evaluations 
Number of 
random 
networks 
Small 10 15 1000 12200 10 
Small 10 15 10000 14100 10 
Small 20 30 1000 78000 10 
Small 20 30 10000 87000 10 
Average 30 50 1000 270000 10 
Average 30 50 10000 270000 10 
Average 50 70 1000 1200000 10 
Average 50 70 10000 2000000 10 
Large 70 100 1000 5000000 10 
Large 70 100 10000 3200000 10 
Large 100 120 1000 8000000 10 
Large 100 120 10000 8000000 10 
 
2.4.4 Algorithm 
We used the modified version of several local search heuristic algorithms implemented in 
the Weka (Witten & Frank, 2011) library in our program including: Hill Climber (HC), 
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Repeated Hill Climber (RHC), tabu search, LAGD and Simulated annealing (SA). We 
also added an order based search (OBS) to the existing algorithms and used a repeated 
version of K2 (RK2). In all of these algorithms the maximum number of network 
evaluations and the maximum number of parents allowed for each node are limited to 5 
nodes.  
2.5 Results 
2.5.1 Small Data Sets  
Tables 2.2, 2.3 and 2.4 present the average of different performance metrics for each of 
the learning algorithms using small datasets. They correspond to the results for 
respectively small, average and large networks. The results in each table are the average 
of 10 runs on data generated from different random networks. Divergence is the average 
of the absolute values of the divergence between each learned network and the true 
network. 
In these tables it is not easy to see which algorithm has better performance. Actually, an 
algorithm that in most experiments has the best value for one performance measure might 
not have a good value for other performance measures. To avoid this problem we have 
computed Table 2.5. It shows the number of times that a performance measure is located 
in the top three bests in the three tables we obtained from the average of the results over 
10 experiments with fix number of nodes. 
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Table 2.2 Small data set result part 1: Average of performance measures using data 
set of 1000 instances generated from 10 random networks with 10 nodes and 15 
edges. The top three values for each performance metrics are marked with a star. 
Algorithm Divergence Missing 
arcs 
Extra 
arcs 
Reversed  
arcs 
Bayes score Bdeu score MDL score 
OBS_Bayes 2.73E-04 2.7* 2.4 2.8 -4961.191012 -5047.452245 -5047.066436 
OBS_Bdeu 3.23E-04 3.8 1* 1.7* -4972.775692 -5023.264608 -5028.002592 
OBS_MDL 2.84E-04 3.6 1* 2.1 -4968.563482 -5020.43385* -5024.222788* 
RHC_Bayes 3.87E-04 2.3* 2 2.6 -4957.012402 -5036.766019 -5038.081436 
RHC_Bdeu 3.10E-04 3.1 1.6 3.4 -4961.009207 -5020.832514 -5025.162375 
RHC_MDL 3.59E-04 3.1 2.1 4.1 -4964.824375 -5021.53828* -5025.051215* 
LAGD_Baye 1.60E-04* 2.8 1.2 1.7* -4954.3563* -5031.102983 -5032.73435 
LAGD_Bdeu 3.46E-04 3.4 1.2 3.5 -4965.037478 -5020.56309* -5025.116 
LAGD_MDL 3.51E-04 3.2 1.1 1.8 -4958.634693 -5014.9298* -5018.25762* 
Tabu_Baye 1.96E-04* 2.9 1.3 1.8 -4955.84327* -5029.793616 -5031.876265 
Tabu_Bdeu 2.94E-04 3.6 1.4 3.7 -4964.905967 -5026.024195 -5030.409371 
Tabu_MDL 3.36E-04 4.6 2.3 3.8 -4980.045044 -5032.004861 -5036.27598 
RK2_Bayes 3.26E-04 2.7* 1.6 2.3 -4964.262143 -5037.048829 -5038.01401 
RK2_Bdeu 5.06E-04 4.1 1* 1.6* -4.97E+03 -5.03E+03 -5029.868704 
RK2_MDL 3.99E-04 3.7 1* 2.2 -4969.700688 -5023.896712 -5027.620156 
SA_Bayes 4.43E-04 3.3 4.8 5.4 -4984.666819 -5119.940051 -5109.28221 
SA_Bdeu 2.68E-04 4.1 2.5 5.4 -4986.589105 -5053.786108 -5057.998785 
SA_MDL 2.73E-04 3.9 2.6 5.3 -4981.576233 -5049.288606 -5051.253407 
HC_Bayes 2.00E-04* 2.9 1.5 2.3 -4957.694651 -5029.192267 -5031.571184 
HC_Bdeu 3.32E-04 3.9 1.5 3.9 -4973.61124 -5034.527196 -5038.850262 
HC_MDL 3.85E-04 4.8 2.6 4.4 -4982.070246 -5033.163984 -5037.37919 
True  network         -4955.5258* -5036.832655 -5037.825641 
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We could not find any rule that shows using which algorithm or score is better for having 
the minimum divergence. In some experiments the algorithm which on average learned 
the network with least divergence shows the worst performance for other measures. In 
more than 80 percent of the experiments LAGD and tabu algorithms with Bayes score 
could find networks with least number of missing edges and also least number of 
reversed edges. But in most cases there are other algorithms that find the network with 
less extra edges. If we consider the sum of missing edges and extra edges as a 
performance measure we can see that LAGD with MDL score outperforms other 
algorithms. LAGD with other scores also gives good results. LAGD and tabu with Bayes 
scores usually shows the least number of reversed edges and each algorithm has the most 
extra edges when we use it with Bayes score. 
 In all of these algorithms we try to optimize the score of the networks, so we expect that 
the score of the true network is the highest. But we see that only with small datasets the 
true network has the highest Bayesian score and it does not have the best BDeu or MDL 
score even when we use these scores in our search algorithms. 
Since datasets are small, they do not contain enough instances to represent the 
distribution of the data set accurately, so other networks might fit the dataset better than 
the true networks.  LAGD and tabu with MDL are most of the time among the top three 
algorithms that gives us best MDL and BDeu scores. 
In general, we can say that LAGD can find the networks with highest scores. So we can 
conclude that with the same number of network evaluations choosing more intelligent 
moves by considering a sequence of moves instead of a single move in each step gives us 
a better result. 
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Table 2.3 Small data set result part 2: Average of performance measures using data 
set of 1000 instances generated from 10 random networks with 30 nodes and 50 
edges. The top three values for each performance metrics are marked with a star. 
Algorithm Divergence 
Missing 
arcs 
Extra 
arcs 
Reversed  
arcs Bayes score Bdeu score MDL score 
OBS_Bayes 1.28E-09 9.2 13 10.1 -15403.08317 -15756.74477 -15729.7251 
OBS_Bdeu 1.14E-09 13 8 11.3 -15427.19138 -15634.8109 -15628.7074 
OBS_MDL 1.86E-09 11.7 5.9 9.1 -15396.302 -15620.62708 -15603.743 
RHC_Bayes 1.40E-09 5.9* 12 8.2 -15305.39625 -15656.41101 -15636.93364 
RHC_Bdeu 1.24E-09 10 6.1 7.3 -15350.49382 -15562.50049 -15556.6421 
RHC_MDL 1.23E-09 9.5 5.8 8.9 -15338.17658 -15555.08157 -15540.40124 
LAGD_Baye 1.60E-09 6* 9.7 4.5* -15292.053* -15628.69071 -15613.73211 
LAGD_Bdeu 9.17E-10 9.4 4.9* 7.2 -15320.2306 -15537.66102 -15530.37685 
LAGD_MDL 1.13E-09 9.1 5.1* 7.7 -15314.41803 -15531.389* -15517.256* 
Tabu_Bayes 1.50E-09 6.3* 9.3 4.8* -15294.3848* -15623.92899 -15609.21109 
Tabu_Bdeu 9.03E-10 10.4 5.9 7.7 -15344.90897 -15552.5953* -15548.34053* 
Tabu_MDL 1.15E-09 9.4 5.4* 8.1 -15324.29737 -15537.4343* -15524.71807* 
RK2_Bayes 1.57E-09 8.9 13.2 11 -15389.79182 -15736.48206 -15716.00844 
RK2_Bdeu 1.47E-09 13.3 6 9.8 -1.54E+04 -1.56E+04 -15627.81419 
RK2_MDL 1.33E-09 12.4 6.6 9.5 -15423.45253 -15637.34985 -15623.05819 
SA_Bayes 2.54E-09 10.7 26.3 17.7 -15638.47792 -16138.19466 -16087.31551 
SA_Bdeu 6.73E-10* 14.4 14.6 14.2 -15528.07226 -15779.81795 -15767.3898 
SA_MDL 7.13E-11* 13 13.5 17.1 -15525.86118 -15776.25718 -15757.05586 
HC_Bayes 1.54E-09 6.4 9.2 6.1* -15298.02631 -15632.36313 -15617.07862 
HC_Bdeu 7.15E-10* 10.9 6.1 8.1 -15353.27211 -15558.36733 -15554.24255 
HC_MDL 1.45E-09 10.2 6 9.7 -15550.08809 -15537.76471 -15537.76471 
True networks         -15284.56954* -15606.19716 -15583.1864 
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Table 2.4 Small data set results part 3: Average of performance measures using data 
set of 1000 instances generated from 10 random networks with 70 nodes and 100 
edges. The top three values for each performance metrics are marked with a star. 
Algorithm Divergence Missing 
arcs 
Extra 
arcs 
Reversed  
arcs 
Bayes score Bdeu score MDL score 
OBS_Bayes 8.50E-26 26.4 45.6 23.2 -36087.036 -36815.969 -36806.3723 
OBS_Bdeu 8.75E-26 30.6 20.8 19.8 -36154.415 -36585.196 -36592.4977 
OBS_MDL 3.38E-26 30.8 17.6 20.6 -36127.69 -36513.338 -36509.2142 
RHC_Bayes 1.82E-25 19.2 51.4 14 -35840.84 -36632.24 -36633.3291 
RHC_Bdeu 1.13E-25 22.4 18.4 14 -35930.13 -36345.159 -36358.7804 
RHC_MDL 4.94E-27* 22.6 17.6 15.2 -35901.015 -36307.751* -36301.823* 
LAGD_Baye 1.83E-25 16.6* 50.6 11.8* -35817.84* -36630.657 -36636.7457 
LAGD_Bdeu 2.26E-25 23.2 19 16.6 -35959.551 -36359.22 -36372.8294 
LAGD_MDL 2.06E-26* 22.2 17* 15.2 -35904.54 -36294.715* -36293.219* 
Tabu_Bayes 2.67E-25 16.6* 50.8 13* -35839.011* -36673.981 -36679.0496 
Tabu_Bdeu 2.34E-25 23.6 19.8 18 -35974.076 -36367.959 -36383.1722 
Tabu_MDL 2.19E-26 23.2 17* 16.4 -35915.586 -36303.729* -36302.7966* 
RK2_Bayes 2.23E-26 24.8 37.8 20.2 -36074.25 -36720.25 -36716.2127 
RK2_Bdeu 9.71E-26 30.2 17.4* 22.4 -36160.467 -36531.925 -36542.2039 
RK2_MDL 5.46E-26 32.2 19.8 21.4 -36140.399 -36519.193 -36516.0622 
SA_Bayes 2.92E-25 28.2 82.2 31.2 -36373.662 -38197.667 -37977.6321 
SA_Bdeu 1.65E-25 29.6 32.4 25.2 -36237.679 -36718.002 -36717.479 
SA_MDL 4.88E-26 29 31.4 29.2 -36213.845 -36682.89 -36664.5121 
HC_Bayes 2.67E-25 16.8* 49.6 13.6* -35841.444 -36670.423 -36674.9458 
HC_Bdeu 1.21E-25 23.8 20.6 20 -35982.096 -36378.204 -36391.9343 
HC_MDL 1.49E-26* 23.4 17.4* 19 -35926.398 -36316.08 -36313.9332 
True network         -35760.347* -36546.084 -36466.4633 
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2.5.2 Large Data Sets  
We repeated the experiments of Section 3.1 with dataset of 10000 instances. The results 
for the representatives of each of different classes, small, average and large networks, are 
presented in table 2.6, 2.7 and 2.8. 
Table 2.5 Number of times that an algorithm is located in the top three best  in table 
2.2, 2.3 and 2.4 of the for each performance measure for small data sets. 
Algorithm Divergence Missing 
edges(
M) 
Extra 
edges(E) 
Reversed 
edges(R) 
Bayes 
score 
Bdeu 
score 
MDLScore Mi+E M+E+R 
OBS_Bayes 1 0 0 0 0 0 0 0 0 
OBS_Bdeu 
OBS_Bdeu 
0 0 2 2 0 0 0 0 1 
_MDL 3 0 2 0 0 0 1 1 0 
RHC_Bayes 1 3 0 0 1 0 0 1 0 
RHC_Bdeu 2 0 0 0 0 1 0 0 0 
RHC_MDL 1 0 0 0 0 1 4 1 1 
LAGD_Baye 1 5 0 6 6 0 0 3 4 
LAGD_MDL 2 0 2 0 0 5 6 4 3 
Tabu_Bayes 1 5 0 5 4 0 0 1 3 
Tabu_Bdeu 0  0 1 0 0 0 0 1 1 
Tabu_MDL 0 0 2 0 0 4 5 2 0 
RK2_Bayes 0 1 0 0 0 1 0 0 0 
RK2_Bdeu 0 0 1 1 0 0 0 0 0 
RK2_MDL 0 0 3 0 0 0 0 1 0 
SA_Bayes 0 0 0 0 1 0 1 0 0 
SA_Bdeu 2 0 0 0 0 0 0 0 0 
SA_MDL 1 0 0 0 1 1 0 0 0 
HC_Bayes 1 3 0 4 0 0 0 0 0 
HC_Bdeu 1 0 1 0 0 0 0 1 0 
HC_MDL 1 0 0 0 0 0 0 0 0 
True network         6 0 0     
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Table 2.6 Large data set results part1: Average of performance measures using data 
set of 10000 instances generated from 10 random networks with 10 nodes and 15 
edges. The top three values for each performance metrics are marked with a star. 
Algorithm Divergence 
Missing 
arcs 
Extra 
arcs 
Reversed  
arcs 
Bayes score Bdeu score MDL score 
OBS_Bayes 1.97E-04 1.2 6.7 4.1 -49249.03613 -49432.77094 -49419.61083 
OBS_Bdeu 1.35E-04 1 2.6 3.6 -49184.33229 -49300.67223 -49299.08134 
OBS_MDL 1.32E-04 1 2.9 7.3 -49198.91038 -49307.55883 -49306.42171 
RHC_Bayes 3.74E-05* 0.4* 1.3 2.4* -49157.16168* -49241.5274* -49241.28549* 
RHC_Bdeu 9.82E-05 0.8 3.2 4.8 -49179.47897 -49274.44183 -49273.34651 
RHC_MDL 3.53E+09 0.9 2.9 5.7 -49172.54986 -49258.71706 -49258.7359 
LAGD_Baye 3.20E-05* 0.6* 0.7* 1.1* -49153.378* -49238.2693* -49238.6602* 
LAGD_Bdeu 4.22E-05 0.8 1.5 3.7 -49161.70999 -49246.76996 -49247.73991 
LAGD_MDL 4.12E-05 0.8 1.2* 3.1 -49162.8478 -49248.852 -49249.533 
Tabu_Bayes 3.16E-05* 0.6* 1.2* 2.2* -49158.15139 -49243.77858 -49245.00887 
Tabu_Bdeu 5.01E-05 1.1 2.4 4.3 -49187.67735 -49275.26233 -49275.41128 
Tabu_MDL 1.48E-04 1 2.4 5.1 -49228.04419 -49316.09981 -49314.84195 
RK2_Bayes 3.87E-05 0.5* 1.7 2.7 -49162.73292 -49252.94241 -49253.40994 
RK2_Bdeu 1.14E-04 0.7 1.9 3.1 -4.92E+04 -4.93E+04 -49260.43787 
RK2_MDL 4.68E-05 0.6 1.1* 2.5 -49158.91522 -49245.67045 -49245.84179 
SA_Bayes 6.92E-04 1.8 8.8 6.6 -50066.84477 -50251.86098 -50238.88191 
SA_Bdeu 6.67E-04 2.1 7.6 7.1 -50053.72464 -50206.82733 -50193.83396 
SA_MDL 6.98E-04 1.8 7.4 7.1 -49925.68533 -50082.19628 -50069.68936 
HC_Bayes 3.76E-05 0.6 1.6 3 -49165.55376 -49259.21916 -49259.37932 
HC_Bdeu 9.46E-05 1.2 3 5.2 -49200.27206 -49300.35981 -49301.05191 
HC_MDL 1.55E-04 1.3 3.1 6.7 -49310.20744 -49401.02595 -49399.68765 
True network         -49151.5231* -49232.8299* -49233.2133* 
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Table 2.7 Large data set results part1: Average of performance measures using data 
set of 10000 instances generated from 10 random networks with 30 nodes and 50 
edges. The top three values for each performance metrics are marked with a star. 
Algorithm Divergence 
Missing 
arcs 
Extra 
arcs 
Reversed  
arcs 
Bayes score Bdeu score MDL score 
 
OBS_Bayes 1.32E-09 3.6 17.9 14.4 -150915.93 -151413.4 -151358.73  
OBS_Bdeu 1.71E-09 4.6 15.5 12.6 -150802.94 -151221.58 -151179.21  
OBS_MDL 7.08E-10 5 16 13.8 -150984.3 -151437.28 -151380.54  
RHC_Bayes 4.74E-10 2.7 14.2 11.6 -150601.98 -151021.81 -150983.1  
RHC_Bdeu 6.14E-10 2.7 10.1 9.9 -150552.13 -150913.34 -150882.42  
RHC_MDL 5.53E-10 3.5 13.1 13.2 -150685.52 -151067.44 -151027.72  
LAGD_Bayes 8.69E-11* 1.5* 3.9* 4.7* -150394.35* -150719.03* -150702.52*  
LAGD_Bdeu 3.29E-10 1.9* 2.3* 4.6* -150431.88 -150738.18 -150721.36  
LAGD_MDL 4.10E-11* 2.3 3.2* 5.9 -150313.75* -150621.22* -150599.44*  
Tabu_Bayes 2.19E-10 1.9* 4.9 5.7* -150458.25 -150787.96 -150769.5  
Tabu_Bdeu 3.22E-10 2.4 3.9* 5.9 -150433.34 -150741.56 -150725.37  
Tabu_MDL 3.22E-10 3.1 5.5 8.6 -150443.52 -150759.94 -150732.73  
RK2_Bayes 1.66E-09 5.4 21.1 16.2 -151084.3 -151612.07 -151549.42  
RK2_Bdeu 1.64E-09 5.5 16 13.3 -151104.11 -151549.85 -151504.76  
RK2_MDL 1.02E-09 4.9 18.4 14.9 -151015.14 -151494 -151433.33  
SA_Bayes 4.45E-09 10.4 36.9 19.8 -156656.57 -157356.71 -157240.2  
SA_Bdeu 1.27E-09 9.4 33.1 19.6 -156057.1 -156679.95 -156579.72  
SA_MDL 5.34E-09 10 33.5 18.7 -155967.21 -156597.81 -156490.04  
HC_Bayes 2.61E-10* 2.1 5.9 6.8 -150478.9 -150817.22 -150796.35  
HC_Bdeu 3.39E-10 2.9 5.6 7.9 -150486.61 -150803.4 -150785.36  
HC_MDL 2.18E-10 3.5 7.2 10 -150561.26 -150884.95 -150857.85 
True network         -150222.84* -150544.47* -150525.76* 
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Table 2.8 Large data set results part 3: Average of performance measures using 
data set of 10000 instances generated from 10 random networks with 70 nodes and 
100 edges. The top three values for each performance metrics are marked with a 
star. 
Algorithm Divergence 
Missing 
arcs 
Extra 
arcs 
Reversed  
arcs 
Bayes score Bdeu score MDL score 
OBS_Bayes 2.20E-24 11.33 43.33 36.67 -356070.306 -357053.6672 -356942.0786 
OBS_Bdeu 1.25E-24 11.67 44.33 30 -355844.704 -356795.9116 -356691.7556 
OBS_MDL 1.37E-24 12 37 28 -355615.349 -356475.12 -356387.3466 
RHC_Bayes 1.22E-25* 6.33 30.67 20.33 -354383.903 -355211.3996 -355129.9116 
RHC_Bdeu 8.38E-25 6.33 31.33 24.67 -354273.506 -355051.7284 -354976.8621 
RHC_MDL 1.36E-24 7 29.67 24.67 -354320.996 -355073.517 -355005.7985 
LAGD_Baye 3.19E-25* 5.33* 21 15.33* -354005.022* -354727.1159* -354669.452* 
LAGD_Bdeu 6.56E-25 6* 15.33* 15.33* -354063.237 -354740.859 -354686.497 
LAGD_MDL 2.16E-25* 5.67* 10* 12.67* -353858.842* -354492.4059* -354449.216* 
Tabu_Bayes 7.77E-25 6* 22 16.67 -354122.87 -354838.2077 -354781.6592 
Tabu_Bdeu 5.60E-25 6.33 19.33 19 -354130.489 -354828.712 -354773.3761 
Tabu_MDL 1.03E-24 8 18.67* 18.67 -354145.743 -354808.5963 -354760.97 
RK2_Bayes 1.41E-24 10.67 41.33 28.33 -355744.165 -356615.376 -356529.1746 
RK2_Bdeu 1.32E-24 9.33 33 29 -355377.281 -356158.6645 -356087.1745 
RK2_MDL 1.70E-24 12.33 42.33 35 -355887.874 -356743.2825 -356665.3144 
SA_Bayes 5.54E-24 19 90.33 37.33 -361813.344 -365434.1678 -364675.0585 
SA_Bdeu 9.38E-25 18.33 67.67 41.67 -360269.49 -361828.1383 -361565.3648 
SA_MDL 4.87E-24 21.33 78.33 40 -361621.022 -363471.7872 -363128.0832 
HC_Bayes 7.77E-25 6 22.33 17 -354123.721 -354839.6313 -354782.8973 
HC_Bdeu 1.11E-24 6.67 22.67 26.33 -354194.054 -354923.5783 -354862.9895 
HC_MDL 1.05E-24 8.33 20 23 -354158.23 -354824.7936 -354778.8307 
True network         -353695.918* -354359.7254* -354316.3304* 
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Table 2.9 Number of times that an algorithm is located in the top three in Tables 
2.6, 2.7 and 2.8 for each   performance measure for large dataset. 
 
Algorithm divergence 
Missing 
edges(M) 
Extra 
edges(E) 
Reversed 
edges(R) 
Bayes 
score 
Bdeu 
score 
MDLScore Mi+E M+E+R 
OBS_Bayes 0 0 0 0 0 0 0 0 0 
OBS_Bdeu 0 0 0 0 0 0 0 0 0 
 OBS_MDL 1 0 0 0 0 0 0 0 0 
RHC_Bayes 1 4 0 1 1 1 1 1 1 
RHC_Bdeu 2 1 0 0 2 1 0 0 0 
RHC_MDL 1 0 0 0 0 0 0 1 0 
LAGD_Baye 3 5 5 6 5 5 4 4 6 
LAGD_Bdeu 1 2 4 4 0 0 0 4 4 
LAGD_MDL 3 1 5 3 2 4 4 4 5 
Tabu_Bayes 1 3 0 1 2 0 0 0 2 
Tabu_Bdeu 1 0 1 0 1 1 1 2 0 
Tabu_MDL 0 0 2 0 0 0 0 1 0 
RK2_Bayes 0 1 0 0 0 0 0 0 0 
RK2_Bdeu 1 0 0 0 0 0 0 0 0 
RK2_MDL 0 0 0 0 0 0 0 1 0 
SA_Bayes 0 0 0 0 0 0 0 0 0 
SA_Bdeu 0 0 0 0 0 0 0 0 0 
SA_MDL 0 0 0 0 0 0 0 0 0 
HC_Bayes 0 0 0 0 0 0 0 0 0 
HC_Bdeu 0 0 0 0 0 0 0 0 0 
HC_MDL 2 0 0 0 0 0 0 0 0 
True network           6 6 6   
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As we increase the size of datasets we can see more consistency in the results. Although 
there is not any single algorithm that gives us the least divergence, LAGD with Bayes or 
MDL scores ranked among the top three of each table in 83 percent of the experiments. 
We can also see that the true network has the highest score no matter what score we use 
as performance measure. For small networks LAGD and repeated hill climbing with 
Bayes score could find the networks with the highest scores and the least missing arcs. 
For large and average size networks, LAGD with different scores has the best overall 
performances followed by tabu search that performs quite well and can find networks 
with high scores. Table 2.9 shows that LAGD with different scores gives the least 
number of extra and reversed edges. Actually it seems that when we have sufficient data, 
what is more important is the algorithm and all scores are almost equivalent. With 
sufficient data simulated annealing always has the worst results no matter which score we 
use. 
2.6 Conclusion 
 In this chapter we compared the performance of several local search heuristics based on 
different performance measures. We tried to find 10 randomly generated networks for 6 
different numbers of nodes, for a total of 60 networks with small and large datasets.  We 
could see that, with the same total number of network evaluations, in most of the cases 
using more intelligent moves gives better results than repeating random moves. Although 
in some few cases for some small networks we can find a high quality network with 
algorithms such as repeated K2, repeated hill climber with random restart or simulated 
annealing which do not work well for average and large networks. Even for a small 
network they do not show consistent behaviors. Finding a network with high score with 
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one algorithm does not necessarily indicate that algorithm works that well for other 
networks even with the same size and in many cases another algorithm performs better. 
Therefore it makes the performance of many algorithms tested just questionable for some 
small benchmark networks. We found that in many cases, having the highest quality 
score does not mean that there is a least divergence between the distribution presented by 
true network and the learned network. Hence we cannot conclude that the network with 
high quality always perform better for a specific application. Actually this result is 
similar to what presented in (Acid & Campos, 2004) which shows that the network with 
highest score, learned from a medical emergency dataset of 11 variables, is not the best 
one when it used for some predictions.  
In the case of PMBGA, our goal is finding the network that represents the dependencies 
of variables the best. Therefore the least number of missing and extra arcs are desirable. 
As we can see in tables 2.5 and 2.9, LAGD algorithm in most cases finds the networks 
with these characteristics, no matter which score and what size of datasets are used. This 
algorithm is also faster comparing the other algorithm with the same number of network 
evaluations. 
Although in our experiment we changed the size of the networks, all of them are 
connected graphs with almost the same ratio of  edges to nodes and the maximum parents 
for each nodes is fixed and is equal to the maximum parents we allowed in our search 
algorithms. Investigating the accuracy of different algorithms when these characteristics 
changes, e.g. when the network is sparse or it has more or less parents for some nodes 
comparing the maximum parents allowed in search algorithms could be interesting.  It 
would also be interesting to compare some other classes of structure learning algorithms.
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Chapter 3 
     Estimation of Distribution of Algorithms   
In this chapter we first describe GA, the ancestor of EDA and explain the motivation 
behind emergence of EDA as an alternative of GA. Then we present a survey of EDAs 
with more emphasis on discrete EDAs. We follow (Pelikan, 2005) and categorize these 
EDAs based on the order of interaction between variables taken into account by 
probabilistic models used in these EDAs. Finally we present a survey of application of 
EDA in gene expression data analysis.  
 3.1 Genetic Algorithms 
Genetic Algorithms (GAs) (Goldberg, 1989) are a class of optimization algorithm 
inspired by Darwin’s theory of evolution. A GA encodes a solution as a string of 
symbols, or chromosome, and evolves a population of chromosomes to obtain better 
solutions. GAs have been successfully applied to solve a wide variety of problems from 
different application areas such as engineering, science and business (Goldberg, 1989), 
(Mitchell, 1997)  and are a subject of active research in computational intelligence.  
In a GA, a solution },...,,{ 21 nxxxx  is encoded as a set of values for each ix . The string 
of values is known as a chromosome. Depending upon the problem type, a bit, real or 
integer string can be used for the chromosome. In this paper, we will mainly be 
concerned with bit-string chromosomes. The number of characters in the string is known 
as chromosome length and will be defined by n. Each solution x  has an extra value 
associated with it known as its fitness value, which measures the quality of that solution. 
The fitness value is calculated from given optimisation criteria that are modelled in the 
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form of a function )(xf  known as fitness function. For example, a function which 
simply returns the sum of 1s in a bit-string, known as OneMax function in literature 
(Mühlenbein & Paaß, 1996), is presented in Figure 3.1.  
The set of all possible solutions is known as the search space. For the 5 bit long 
chromosome shown in Figure 3.1, the search space consists of 32 solutions. 
 
 
A solution (chromosome)                            fitness     
3)(
1



ni
i
ixxf  1 0 1 1 0 
},,,,{ 54321 xxxxxx     
           
 
Figure 3.1 A solution and its fitness for 5 bit OneMax 
 
 
 
 
 
 
 
 
 
Figure 3.2  Genetic algorithm pseudo-code. 
 
Genetic Algorithm 
1. Generate initial population of solutions P of size M (initialization ) 
2. Select  N promising solutions from parent population P, where   
N≤ M (selection) 
3. Perform crossovers and mutations on the selected population also 
known as breeding pool to get a new population which is also 
known as child population (variation) 
4. Replace parent population by child population and Go to step 2 if 
termination criteria are not met (Replacement) 
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The GA starts by initialising a population of solutions known as the parent population. 
The main iteration then starts by performing selection, crossover and mutation 
operations, and forms a child population that replaces the parent population. This process 
is then iterated until some termination criteria are satisfied.  
Figure 3.2 presents the pseudo-code of a simple GA.  Generation of initial set of solution 
(initial population) P is done usually randomly according to a uniform distribution of 
possible solutions in the search space. However, it is also possible to use the output 
solutions of another search algorithm as the initial population. Sometimes, the initial 
population is seeded with solutions that are not random. 
Different selection methods can be used depending on the design of the algorithm in 
order to select a subset the promising solutions. These methods can be categorised into 
two groups: proportional selection and ordinal selection. 
In proportional selection, first, the selection probability for each individual in the current 
population is determined, and then the new set of solutions is sampled using these 
probabilities. The fitness proportionate selection (also known as Roulette wheel 
selection) (Goldberg, 1989)) and Boltzmann selection (De la Maza & de la Maza, 1993) 
falls in this category. In fitness proportionate selection, the selection probability )(xPs  
for a solution x is determined as 



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s
yf
xf
xP
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)( . 
In Boltzmann selection, the selection probability )(xPs  for a solution x is determined as 
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Where, T is a parameter for the selection known as temperature. 
In ordinal selection, the selection probability is not calculated from the numerical value 
of the fitness function. Instead the selection decision is based on the ranked order of 
fitness values. Some of the popular ordinal selection methods include tournament 
selection, and truncation selection (Goldberg, 1989), (Mitchell, et al., 1994) and (Harik, 
1999). In a typical tournament selection, the fittest out of two (or more) randomly chosen 
chromosomes from parent population is selected. In truncation selection, the N fittest 
solutions from the parent population are selected at once. However, the general motive 
behind all selection methods is the same, namely to provide a selection pressure in favour 
of better solutions. As such, the selection process models the idea of survival of the fittest 
individuals. 
In GAs, the variation between the parent population and the offspring population is 
obtained by using the crossover operator and mutation operator. Crossover combines a 
subset (usually a pair) of promising solutions by exchanging some subparts of them. 
Various crossover operators exist including uniform crossover, one point crossover and 
two point crossovers (Mitchell, et al., 1994), (Davis, 1991). The probability of occurrence 
of a crossover operation should be predefined and it is usually greater than 50 percent. In 
uniform crossover the bits in each position are exchanged with the probability of 50 
percent. In one point crossover, first a random position is selected and then all the bits 
beyond this position are exchanged. In two-point crossover two points are selected and all 
the bits between them are exchanged. Another example of crossover is population-wise 
crossover in which the new candidate solutions are generated by shuffling the bits in 
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same positions between the selected solutions. Figure 3.3 presents an example of one-
point crossover. 
 
1 0 0 1 1 1 0   1 0 0 1 0 1 1 
 
0 0 1 1 0 1 1   0 0 1 1 1 1 0 
Figure 3.3 An example of one-point crossover. 
Another source of variation in GA is the mutation operator. Exploring those parts of 
search space which is not possible with crossover operator (if a particular value for a 
variable is not present in the initial population for example) is feasible with mutation 
operator. This operator changes some part of a solution into some other possible value 
and is similar to the random genetic variation between parents and offspring. The 
probability of mutation also is a parameter of GA which should be predefined. This 
probability is usually very small. Therefore the crossover operator is the major source of 
variation in GAs. These GAs are also known as selectorecombinative in literature 
(Pelikan, 2005) . An example of single bit mutation in a 7 bit solution is presented in 
Figure 3.4. 
 
     Before mutation     
 0 0 1 1 0 1 1  0 0 1 1 1 1 1  
         
Figure 3.4 An example of mutation at position 5 in solution bit-string. 
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As we can see in the GA algorithm (Figure 3.2), after applying the crossover operator and 
the mutation operator on the promising solutions, the original solutions are replaced by 
new ones. This new set of solutions is used in the next iteration of the algorithm unless 
some termination criteria are met. For example when the algorithm reaches the upper 
bound on the number of generations, the population converges to a unique solution or 
simply a good enough solution is found in the population. 
3.1.1 GA limitations 
GAs work based on the principle that by reproducing and combining promising solutions, 
high quality partial solutions, also referred to as building block  (Goldberg, 1989),  
(Holand, 1975), can be combined and consequently produces better solutions. However, 
it has been shown that fixed and problem-independent crossover operators can break the 
partial solutions (Pelikan, 2005), possibly leading to a loss of good solutions, and 
converging to a local optimum. The problem of disruption of building blocks is usually 
referred as linkage problem in literature (Harik, 1999). Different techniques have been 
proposed for solving this problem which are categorized into two classes. The first  class 
of algorithms use evolving recombination or change the representation of the solutions in 
order to solve the linkage problem (Goldberg, 1989), (Harik, 1999), (Kargupta, 1998). 
These algorithms use various mapping and reordering operators in order to prevent 
breaking the interacting components of partial solutions. However these algorithms are 
not very successful in combining partial solutions. The mapping and reordering operators 
are usually very slow and also cause premature convergence to non-optimal solutions. 
Two examples of these algorithms are Messy Genetic Algorithm (mGA) (Harik, 1999) 
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and Fast Messy Genetic Algorithm (fmGA) (Kargupta, 1998). In these algorithms, first 
the important building blocks are specified by using the selection operator and other parts 
of solution are substituted by a template solution which itself is updated every few 
generations. Then selection and crossover operators are used to mix these important 
building blocks. Another algorithm in the first class is Linkage Learning Genetic 
Algorithm (LLGA) (Harik, 1999). LLGA maps the variables of the problem onto a circle. 
The mutual distances between these variables evolve gradually during optimization 
process and therefore it is less likely that crossover operator disrupt them.   
The second class of algorithms solves the linkage problem by changing the principle of 
recombination and using new ways for generating variation.  These algorithms generate 
new solutions by using information extracted from the set of promising solutions. This 
information can be used to estimate the distribution of promising solutions and 
subsequently this estimate can be used to generate a new set of solutions. These kinds of 
algorithms are called Estimation of Distribution Algorithms (EDAs). Estimating the 
distribution can be a difficult task and there is a trade-off between the accuracy and 
computational time. Besides Linkage problem, choosing various parameters including 
crossover and mutation probabilities also have been among the motives for the 
emergence of the EDAs. 
In the next subsection we explain how we can substitute this method to crossover and 
mutation for generating variation and in Section 3.2 we will have a review of the state of 
the arts of EDAs and we will discuss their ability in learning linkage between variables of 
the optimization problems.  
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3.1.2 An Alternative for Generating Variation  
A simple alternative for crossover operation can be obtained by calculating the frequency 
of having 1s in each positions of all the promising solutions and computing the 
probability )1( iXp  of having one for that position.  Then, the new candidate solutions 
are generated by setting in each solution the bit at position i  to 1 with probability 
)1( iXp  and to 0 with probability 1- )1( iXp . This method for generating new 
solutions is also known as probabilistic uniform crossover in literature (Pelikan, 2005). 
Although with this kind of recombination all the variables are considered independent 
and, therefore, it is not able to solve the linkage problem, we use it to show how it is 
possible to generate variations without crossover and mutation. Actually this algorithm 
can work better than simple genetic algorithm for problems with independent variables 
converging to the global optimum faster. 
3.2 Estimation of Distribution Algorithms 
EDAs are a family of population based search algorithms and can be considered as an 
extension of genetic algorithms. EDAs have been introduced by Mühlenbein and Paaß 
(Mühlenbein & Paaß, 1996) to improve some deficiencies of genetic algorithms in 
solving some problems such as optimizing deceptive and non-separable functions (Inza, 
et al., 1999). For this purpose EDAs use the correlation of variables in samples of high 
fitness solutions and exploit the probability distribution obtained from the current 
population of promising solutions to generate the new population.  
The simplest form of EDAs proposed by Baluja (Baluja & Caruana, 1995) is named 
Probabilistic Incremental Learning (PBIL). In PBIL a population is generated from the 
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probability vector which is updated in each generation based on the fittest individuals and 
using a mutation operator. Numerous variations of EDAs have been introduced up to 
now. Most of these algorithms are designed to solve discrete problems and the solutions 
are represented as binary vectors. Although several EDAs have been proposed for solving 
problems with continuous and mixed variables as well (Bosman & Thierens, 2000), 
(Larrañaga & Lozano, 2002), in this chapter we focus on the discrete domain and 
introduce main classes of EDAs. The steps of an EDA are summarized in the algorithm 
presented in Figure 3.6 and Figure 3.7. 
 
 
 
 
 
 
 
 
 
Figure 3.6 EDA pseudo-codes 
In addition to guiding through the search space, the probabilistic models learned in EDAs 
can represent a priori information about the problem structure. This information can be 
used for a more efficient search of optimum solutions. In case of Black box optimization 
Estimation of Distribution Algorithm 
1. Generate an initial population of solutions P of size M 
(initialization ) 
2. Select N promising solutions from parent population P, where   
N≤ M (selection) 
3. Build a probabilistic model P of the selected solutions and 
generate a new set of solutions (child population) by sampling the 
model (variation) 
4. Replace parent population by child population and Go to step 2 if 
termination criteria are not met.(Replacement) 
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problems (where the objective function is modeled as a black box) the probabilistic 
model can reveal important unknown information about the structure of the problems 
(Pelikan, et al., 2001). The probabilistic models learned during the execution of the 
algorithm can also be considered as models of the function to be optimized and therefore 
might be used for predicting the values of the function when the function is unknown. 
The main difference between different EDAs is due to the class of probabilistic models 
they use, although the different selection and replacement strategies used in them can also 
have significant effects in their efficiency. Choosing the best EDA for a specific problem 
can be difficult when the structure of the problem is unknown and it might be useful to 
try different probabilistic models and selection and replacement methods to find the best 
combination of them for a given problem (Santana, et al., 2008). In the next section we 
discuss several probabilistic models usually used in EDAs. 
3.2.1   Model Building in EDAs 
EDA can also been considered in term of detection of dependencies. The learning 
algorithm tries to detect the dependencies between variables of the optimization problem 
and to represent the probabilistic dependencies between them using probabilistic models. 
Then, in the sampling phase of the algorithm, these statistical dependencies are used to 
generate new solutions. The class of probabilistic models used in EDAs can have a great 
effect on the ability to learn an accurate representation of the dependencies between 
variables. An accurate estimate can capture the building-block structure of the 
optimization problem and ensure an effective mixing and reproduction of building-
blocks. However finding an accurate model can be very costly as the complexity of the 
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model grows exponentially with the size of the building blocks. Therefore a trade-off 
between the efficiency and accuracy of the method need to be found. The EDAs usually 
are classified based on the complexity of the probabilistic models used in them. In some 
models the variables are considered independent or only pair-wise dependencies are 
considered. However there are EDAs with more complex models which are able to model 
problems with very complex structure with overlapping multivariate building blocks. In 
Figure 3.7 different kinds of dependencies among the variables are presented.   
    (a) no dependency (b) pairwise dependencies (c) multiple depenencies
 
Figure 3.7 Different kinds of dependencies among variables of a problem. 
3.2 .2 Notations 
In this section, we adopted the notion used in (Larrañaga & Lozano, 2002).  Let iX be a 
random variable, and xi be one of its possible values. We use )( ii xX  (or simply
)( ix ) to present the generalized probability density function (gpdf) over the point xi. 
Now let },...,,{ 21 nXXXX   be a vector of n  random variables, and },...,,{ 21 nxxxx 
be a vector of values taken by each variables of the vector X , )( xX  (or simply 
)|( ji xx  
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Let  SX  be a sub-vector of X  and Sx  be a possible set of values taken by SX , then  
)( SS xXp   (or simply )( Sxp ) is the marginal distribution of the set SX . Note that 
univariate marginal distribution is a simple case of marginal distribution, where sub-
vector consists of a single variable. 
)(
),(
)|(
B
BA
BA
xp
xxp
xxp   
Here, ),( BA xxp is the joint probability distribution (jpd) of the subsets AA xX   and
BB xX  . 
The factorization of the jpd )(xp , then follows 
)()|()...,...,|(),...,|()( 13221 nnnnn xpxxpxxxpxxxpxp   
 The notations represent each search point/individual in a population by a fixed-length 
vector ),...,,( 21 nXXXX   where iX  ( ni ,...,0 ) is a random variable for a problem 
with n variables. Usually iX  is a binary variable but it can also gets its value from a finite 
discrete set or even takes a real value. Let ),...,,( 21 nxxxx   be an instantiation of the 
vector X. Then )( ii xXP  , or simply )( iXP , is the univariate marginal distribution of 
the variable Xi  and )( xxP  , or )(xP , is the joint probability distribution function of x.
)|( jjii xXxXP  , or simply )|( ji xxP , is the conditional probability density 
function of the variable iX  taking value ix   given the value jx  taken by jX . 
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3.2.3 Discrete EDAs 
The discrete EDAs use fixed-length strings of finite cardinality to present solutions of a 
problem. These EDAs can be categorized in three groups based on the order of 
interaction between the variables: univariate, bivariate and multivariate. 
Models with independent variables (univariate EDA) 
Assuming that all the variables in a problem are independent it is possible to model them 
simply by considering a set of frequencies of all values of each variable in the selected set 
of individuals. In this case, all the variables are considered as univariate and the joint 
probability distribution is the product of marginal probabilities of the n variables.  
)(),...,()(),...,,( 2121 nn XpXpXpXXXp   
Where )( iXp  is the probability of variable iX , and ),...,,( 21 nXXXp  is the probability of 
the candidate solution ),...,,( 21 nXXX . The univariate model for n variables thus consists 
of n probability tables and each of these tables defines the probabilities of the different 
values of the corresponding variable. Since the probabilities of the different values of a 
variable must sum to 1, one of the probabilities maybe omitted for each variable.  
Population Based Incremental Learning (PBIL) (Baluja & Caruana, 1995), (Baluja & 
Davies, 1997), Univariate Marginal Distribution Algorithm (UMDA) (Mühlenbein, 
1998), and compact Genetic Algorithm (cGA) (Harik, et al., 1998) consider no 
interaction among variables. 
PBIL, also referred as incremental univariate marginal distribution with learning  
(Kvasnicka, et al., 1996) and Incremental Univariate Marginal Distribution Algorithm 
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(IUMDA) (Mühlenbein, 1998), use a probability vector ),...,,( 21 nppp as the model for 
generating the new solution. ip  denotes the probability of having the value 1 for the 
variable i . The initial value for each pi is 0.5. The algorithm updates the probability 
vector based on the best solution of the selected promising solutions using  
, 
where  )1,0(   is the learning rate and ix  is the value of i
th
 variable.  
cGA also models the population by a probability vector. However, the probability vector 
modification is performed in a way that a direct correspondence between this vector and 
the population represented by this vector exists. Like PBIL, each entry pi in the 
probability vector is initialized to 0.5. cGA use a variant of binary tournament in which 
the worst of the two solutions is replaced by the best one to update the probability vector 
using a population of size N.  If ib  and iw   represents the i
th
 position of the best and the 
worst of the two solutions then the probability vector update is as follows: 
  
Unlike cGA and PBIL, UMDA selects a population of promising solutions similarly to 
traditional GAs. Then the frequencies of the values of each variable in the selected set are 
used to generate new solutions that replace the old ones and this process repeated until 
the termination criteria are met. 
All of these algorithms that do not consider interdependencies of variables are not able to 
solve the problems with strong dependencies among their variables. However, they are 
able to solve problems which are decomposable into sub problems of order one 
efficiently. Since univariate EDAs are simple and fast and also they scale up quite well 
)( iiii pxpp  
N
wbpp iiii
1
)( 
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they are widely used in many applications especially in problems with large number of 
variables such as bioinformatics problems. 
Models with pair wise dependencies 
To encode the pair wise dependencies between the variables of a problem several 
probabilistic models have been used. They use a chain, a tree or a forest as a model for 
representing the interdependencies among variables (Pelikan & Muhlenbein, 1999), (De 
Bonet, et al., 1997) and (Baluja & Davies, 1997) .  
One of the algorithms which have been proposed to model the pair-wise interaction 
between variables is Mutual Information-Maximizing Input Clustering (MIMIC) 
algorithm (De Bonet, et al., 1997). The graphical model used in MIMIC is a chain 
structure that maximizes the mutual information of the neighboring variables. To specify 
this model an ordering of variables, the probability of the first position and the 
conditional probability of other variables, given their preceding variable in the chain 
should be specified. It leads to the following joint probability distribution for a given 
order niii ,...,, 21 . 
)()|()...|()|()(
13221 niiiiii
xPxxPxxPxxPxP
nn
 . 
MIMIC uses a greedy algorithm to find an order that maximizes the mutual information 
of neighboring variables and minimize the Kullback-Liebler divergence (Kullback & 
Leibler, 1951) between the chain and the complete joint distribution. Although using 
chain allows a very limited representation of dependencies, it can encode some 
dependencies between variables in the solution vectors which is not possible when using 
a uniform or one point crossover.    
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Another algorithm for encoding pair wise dependencies is Combining Optimizer with 
Mutual Information Trees (COMIT) (Baluja & Davies, 1997). COMIT uses a tree 
structure to model the best solutions and uses a Maximum Weight Spanning Tree 
(MWST) to construct the tree structure. The joint probability distribution in CMMIT can 
be presented by: 
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where jX  is the parent of iX  in the tree.  
Another algorithm which has been proposed to model the pair wise interaction between 
variables is the Bivariate Marginal Distribution Algorithm (BMDA) (Pelikan & 
Muhlenbein, 1999). BMDA is an extension to UMDA. BMDA uses a forest (a set of 
mutually independent tree) to model the promising solutions. A Pearson's chi-square test 
(Marascuilo & McSweeney, 1977) is used to measure the dependencies and to define the 
pair of variables which should be connected.  
These models are able to capture some of the dependencies of order 2. Therefore, EDAs 
with pair wise probabilistic models can be efficient on problems decomposable into sub-
problems of order at most two. In order to model higher order interaction between 
variables of a problem, trees and forest can be combined (Sanatana, et al., 1999). 
Models with multiple dependencies 
Using more complex models to encode multivariate dependencies in EDAs, makes them 
powerful algorithms.  However, complex model learning algorithms used in these EDAs 
are very time consuming and finding the global optimal model is not guaranteed. 
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Factorized Distribution Algorithm (FDA) (Mühlenbein, et al., 1999) , Extended Compact 
Genetic Algorithm (ECGA) (Harik, 1999), Bayesian Optimization Algorithm (BOA) 
(Pelikan, et al., 1998), Estimation of Bayesian Networks Algorithm (EBNA) (Etxeberria 
& Larrañaga, 1999) are examples of the EDAs with probabilistic models able to capture 
multiple dependencies among variables. They use statistics of order greater than two to 
factorize the joint probability distribution. 
Factorize Distribution Algorithm uses a fixed factorization of distribution which should 
be given by an expert. Although the model in FDA is allowed to contain multivariate 
marginal and conditional probabilities, it just learns the probabilities and the structure is 
fixed by the expert. Therefore the problem should be first decomposed and then the 
decomposition is factorized. FDA can use prior information about search space 
regularities but it is not able to learn them which is the main idea of black box 
optimization. FDA is applied to additively decomposed functions. 
ECGA uses a marginal product model in which variables are partitioned into several 
clusters. In order to avoid complex models ECGA uses a variant of minimum length 
metric MDL (Rissanen, 1978) to discriminate models. ECGA uses a greedy algorithm 
that starts with one variable in each cluster and then merges some of the current clusters 
in a way that maximize the metric. The   probability model in ECGA can be written as: 
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where )( ixP , is the marginal probability of a cluster i of dependent variables and k is the 
number of clusters. ECGA can perform well for the problems that do not contain 
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overlapping building blocks or, in other words, are decomposable into independent sub-
problems. 
Bayesian Optimization Algorithm (BOA) (Pelikan, et al., 1998) or, as it named in 
(Etxeberria & Larrañaga, 1999), Estimation of Bayesian Network Algorithm (EBNA) has 
been proposed in order to build a more general EDA with less restrictive assumptions 
about the dependencies and structure of the problems. BOA models the population of 
promising solutions as a Bayesian network (Pal, et al., 2006) and samples this network to 
generate the new solutions. 
A Bayesian network can be considered as the graphical factorization of probability 
distributions. Figure 3.8 shows a simple Bayesian network. We explained Bayesian 
networks in more detail in chapter 2. The conditional dependencies/independencies 
among the variables are coded as a directed acyclic graph G and the factorization of the 
probability distribution can be written as: 
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Where  )( ixpar  represents a set of the corresponding values of parent set of iX  in the 
graph G (variables from which there is an arc to iX ). Figure 3.8 shows a simple Bayesian 
network. The joint probability P(X1, X2, X3, X4, X5) factorizes into the product 
P(X1)P(X2|X1)P(X3|X1)P(X4|X2,X3)P(X5|X3). In this example the parent set Par(X4) of node 
X4 is equal to {X2, X3}. Each node iX  in the graph also has a conditional probability 
distribution (CPD) table or a set of local parameters which define the distribution of the 
variable knowing the values of its parents. 
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Figure 3.8 A simple Bayesian network. 
 
Unlike FDA, in BOA both structure and parameters of the factorization are learned from 
the selected population of promising solutions and it does not need any extra information 
about the structure of the dependencies among the variables of the problem to be solved. 
The improved version of FDA named Learning Factorized Distribution Algorithm 
(LFDA) is similar to BOA and also does not need to know the structure of the problem in 
advance. However it uses a variant of MDL score called Bayesian Information Criterion 
(BIC) for measuring the quality of network. In (Pelikan, 2005), BOA has been extended 
to Hierarchical BOA (HBOA) which is able to solve hierarchically decomposable 
problems.   
In recent years some exact algorithms have been proposed for learning Bayesian 
networks which are able to find the optimal network when the number of variables are 
less than 30 variables  (Eaton & Murphy, 2007), (Koivisto & Sood, 2004). Exact-EBNA 
has been introduced in (Echegoyen, et al., 2008) using an exact Bayesian network 
learning algorithm. Exact-EBNA can provide more accurate information about the 
structure of the problem, though the efficiency of the EDA using them might be 
decreased.   
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3.2.4 Real-valued EDA 
In many problems the domain of the variables are not finite and candidate solutions are 
presented using real-valued vectors. Therefore EDAs discussed so far cannot be applied 
to this kind of problems.  
There are two approaches in order to use EDAs to solve problems in the real-valued 
domain. The first approach maps the real-valued variables into the discrete domain and 
uses a discrete EDA on the resulting problem. The second approach use EDAs based on 
probabilistic models defined on real-valued variables. 
The most straightforward approach to apply EDAs to a real-valued domain is to 
discretize the problem and use a discrete EDA. However discretization is not an easy task 
in EDA and it can cause several problems. For example, close values in a continuous 
domain may become more distant in a discrete domain, some parts of search space might 
need more dense discretization than others because they contain more high quality 
solutions, and the range of possible values also should be predefined.  
In addition, the possible range of values must be known before the optimization starts. 
Several adaptive discritizations have been used in EDA for solving these difficulties   
(Tsutsui, et al., 2001) and (Chen, et al., 2006). The stochastic hill-climbing with learning 
by vectors of normal distributions (SHCLVND) (Rudlof & Koppen, 2005) belongs to 
second group and works directly with a population of real-valued vectors. The model 
consists of vectors of normal distributions, one for each variable. SHCLVND assumes 
that each variable has the same standard deviation while the mean of each variable’s 
distribution can be different. It also considers all variables as independent. Sebag and 
Ducoulombier (Sebag & Ducoulombier, 1998) extend the idea of using a single vector of 
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normal distributions by storing a different standard deviation for each variable. It can 
perform better when certain variables have higher variance than others. Larrañaga et al 
proposed an estimation of Gaussian networks algorithm (EGNA) (Larrañaga, et al., 2000) 
This algorithm works by creating a Gaussian network to model the interactions between 
variables in the selected population of solutions in each generation. This network is 
similar to a Bayesian network except that the variables are real-valued and locally each 
variable has its mean and variance computed by a linear function from its parents. The 
network structure is learned greedily using a continuous version of the BDeu metric 
(Geiger & Heckerman, 1994) with a penalty term to prefer simpler models. 
3.3 Application of EDA in Bioinformatics 
As a consequence of recent advances in genomic technologies and molecular biology, a 
huge amount of biological information has been generated that requires to be analyzed in 
order to extract useful knowledge for scientific community. On the other hand huge 
growth in computational power in last decades made it possible to use the evolutionary 
algorithms, especially genetic algorithms, in high-dimensional bioinformatics problems. 
Application of evolutionary computation in bioinformatics can be found in (Saeys, et al., 
2007). EDAs seems to be a good alternative to GAs when a randomized population 
search is needed especially in problems for which ordinary GAs fail because of high 
interdependencies among the variables. Simple EDAs, especially UMDA, have been 
already successfully used in some bioinformatics and biomedical problems. Therefore, 
one can expect that EDAs will find more applications in this area as the number of new 
problems is increasing. However in order to use the abilities of EDAs in considering the 
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dependencies among variables more efficient or problem specific multivariate EDAs 
need to be designed. 
In most bioinformatics applications in which EDAs have been used, the problem has been 
formulated as a feature subset selection problem (Guyon & Elisseeff, 2003), (Liu & 
Motoda, 1998). The goal with these problems is to reduce the number of features needed 
for a particular task, for example classification. Therefore, a solution of the feature subset 
selection problem is a subset of the initial features.  For these problems, each individual 
in EDA or GA represent a subset of the features of the problem and is presented as a 
binary vector. A value 1 in position i in an individual indicates that the feature i has been 
selected in this solution. The selection of the individuals is based on the value of an 
objective function which measures the quality of the subset represented by that 
individual. Such measure can be for example the accuracy of a classifier using that subset 
of variables for classification. A review of different feature subset selections methods in 
bioinformatics can be found in (Saeys, et al., 2007), (Yang, et al., 2010). Feature subset 
selection can be considered as a preprocessing task for many pattern recognition 
problems, especially in bioinformatics domain, in which lots of irrelevant features exist. 
It can make model building faster and efficiently prevent over fitting in classification, 
provide better clusters and also provide better understanding of the underlying data 
generation process.  
Selecting a subset of features by generating and evaluating random subsets of features is 
called wrapper methods. Figure 3.9 taken from (Yang, et al., 2010)  illustrates how this 
method works in case of using EDA. 
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Figure 3.9 Wrapper methods for feature selection. 
A procedure similar to the one presented in figure 3.9 can be used for other problems. It 
is possible to use some other experiments or functions evaluation instead of using a 
classifier. Using an EDA in wrapper methods provides a deep insight into the structure of 
the problems and integrates the model building and optimization task together. It also 
decreases the possibility of getting stuck in local optimum. Using a general probabilistic 
model such as Bayesian network in EDA can lead to better performance and also 
provides more information about the search space. However, it also can be the bottleneck 
of this method and restrict its application just for cases in which the importance of the 
accuracy highly overweighs the time efficiency. Up to now for most of the applications 
of EDA in bioinformatics only simple model building such as UMDA has been used.  
3.3.1   State-of-art of the application of EDAs in Bioinformatics 
During last decades EDAs have been successfully applied to many NP-hard problems 
(Garey & Johnson, 1979) in different medical informatics, genomics and proteomics 
problems. Although due to the high dimensionality of these problems usually the simplest 
form of EDAs such as UMDA or PBIL in combination with other statistical methods 
have been used. Using the strengths of EDAs in considering the dependencies among the 
variables of the bioinformatics problems necessitates more efficient EDAs. In particular, 
designing efficient model building algorithm for high-dimensional data sets is needed.  
generation 
procedure 
Candidate feature 
set
classifier
Classifier accuracy on training dataset
Training set
Optimal feature set
Final Classification
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As we already mentioned, in most of the biomedical or bioinformatics applications of 
EDAs, they have been used for feature selections. The First attempts for using an EDA 
based feature selection in a large scale biomedical application was initiated in (Inza, et 
al., 2001). In this work PBIL and a Tree-based EDA are used for increasing the accuracy 
of a classifier for predicting the survival of cirrhotic patients treated with TIPS (Inza, et 
al., 1999) which is an interventional treatment for cirrhotic patients with portal 
hypertension (Rossle, et al., 1989). The tree based EDA feature selection could increase 
the accuracy of prediction significantly. The number of attribute in the problem was 77.  
In recent years numerous large genomics data sets have been obtained using high-
throughput biotechnology devices. EDAs have been effectively used in solving some of 
the genomics NP-hard problems including gene structure analysis and gene expression 
but also inference of genetic networks, classification and clustering microarray data.  
Classification 
Gene structure prediction 
Finding the structure of the genes and their locations in a genome is necessary for the 
annotation of genomes. Various machine learning methods have been used for these 
purposes (Majoros, 2007).  The problem of identifying  structural elements of a gene such 
as start and end of the genes and the transition between the coding and non-coding 
regions (splice sites), is usually modeled as a classification problem. Feature subset 
selection methods can be used in order to find the most important features among the 
large number of sequence features. Then, these features can be used for training the 
classifiers and subsequently discovering the structural elements of the genes. Sayes used 
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an EDA based feature selection in gene structure prediction for the first time (Saeys, 
2004), (Saeys, et al., 2004). Instead of using the traditional EDA, Sayes derived a feature 
ranking method named UMDA-R. Unlike traditional EDA that returns the best solution 
UMDA-R uses the distribution estimated from the final population as whole to provide 
more information about the selected features and returns an array of sorted features based 
on their relevance. This method, along with a Naive Bayes classifier and a Support 
Vector Machine (SVM) classifier, were used for the problem of splice sites recognition 
(Saeys, et al., 2004). 
Cancer Classification 
Microarray technology is a powerful tool which is being used in biomedical research to 
study various important areas such as cancer-spreading patterns of gene activity and a 
drug’s therapeutic value (Blanco, et al., 2004). Microarrays can measure the expression 
level of thousands of genes simultaneously. The data obtained from microarray 
experiments can be represented as a matrix called gene expression matrix. The rows of 
gene expression matrix represent genes and columns represent the experimental 
conditions. The value of each position represents the expression level of a certain gene 
under a particular experimental condition. Expression matrix can also include other 
biological information such as experimental conditions. If this information is used for 
splitting the dataset (e.g. to healthy and diseased classes) then supervised learning such as 
classification can be used to analyze the expression data. Otherwise unsupervised 
analysis (clustering) can be used. Due to the huge dimension of microarrays, different 
dimensionality reduction methods are necessary as a part of any kind of expression data 
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analysis. Discovering a small number of genes which can cause a particular disease is a 
preliminary step which is necessary in order to build an accurate classifier.  
Simple EDA based feature selection with univariate probabilistic model building 
approaches have been successfully applied to some microarray gene expression data. 
Blanco et al. (Blanco, et al., 2004) use UMDA and Naive Bayes classifier (Cestnik, 1990) 
for cancer classification using two gene expression datasets, related to colon and 
leukemia. The results show significant improvement in accuracy of naive Bayes classifier 
with significant reduction of the number of features. Paul and Iba use a PBIL based 
feature selection approach with two kinds of classifiers: Naive Bayes and weighted 
voting classifier (Golub, et al., 1999). Competitive results are achieved in three different 
benchmark gene expression datasets. 
Bielza et al.  (Bielza, et al., 2008) and González et al. (González, et al., 2009) use logistic 
regression  based EDA for cancer classification problem. Although logistic regression 
(Hastie, 2000) is widely used in biomedical problems for classification of disease using 
microarray data, it does not perform well when it is used directly on them. Usually, 
penalized logistic regression which uses a penalized likelihood correction is used in order 
to handle the problem of multicollinearity of DNA microarray (Shen & Tan, 2005). 
Having a large number of features (genes) and a limited number of samples in microarray 
data causes another problem and leads to unstable parameter estimates in logistic 
regression used for DNA array classification. Therefore it is usually used along with 
some dimensionality reduction techniques. Estimating the model coefficients in logistic 
regression can be considered as an optimization problem.  González et al. (González, et 
al., 2009) apply a filtering model to reduce the dimensionality of the data set and then use 
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a real value version of UMDA to optimize the penalized logistic regression parameters.  
Then, they use this method on breast cancer data set and obtain better result comparing to 
classical logistic regression.  
Bielza et al. (Bielza, et al., 2008) also use a real-value UMDA for regularizing the 
logistic regression (Hastie, 2000) used for microarray classification. The EDA based 
regularization technique shrinks the parameter estimates and optimizes the likelihood 
function during its evolution process. The EDA is embedded in an adapted recursive 
feature elimination procedure which selects the genes that are the best markers for the 
classification. This method shows excellent performance on four microarray data sets: 
Breast, Colon, Leukemia and Prostate. 
Clustering 
Clustering DNA micro array data is grouping together genes with similar expression 
patterns which can reveal new biological information. Since genes in the same cluster 
respond similarly in different conditions, they might share a common function. Clustering 
can also be used as a preprocessing step in gene expression analysis for dimensionality 
reduction by using a set of representative genes from each cluster instead of using the 
whole set of genes. Evolutionary algorithms have been successfully used in a large 
number of clustering problems. A comprehensive survey of evolutionary algorithms 
designed for clustering including different coding schemes can be found in (Hruschka, et 
al., 2009) .  
Pena et al. (Pena, et al., 2004)  use UMDA for learning the Bayesian networks which are 
used for clustering the genes with similar expression profiles. This approach has been 
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evaluated with synthetic and real data including an application to gene expression data 
clustering for the leukemia database and biologically meaningful clusters have been 
obtained. Cano et al. (Cano, et al., 2006) use GA and UMDA for non-exclusive clustering 
of gene expression data. Using overlapping clusters, it is possible to identify genes with 
more than one function. A combination of Gene Shaving  (Hastie, 2000) and an EDA or a 
GA is used for this purpose. Gene shaving is a clustering algorithm which finds coherent 
clusters with high variance across samples. Biological meaning of the clusters obtained 
from a real microarray data set has been evaluated using gene ontology term finder 
(Boyle, 2004) . 
Biclustering 
Biclustering is a data mining technique in which the rows and columns of a matrix are 
clustered simultaneously. It has been introduced in (Morgan & Sonquistz, 1963). Like 
clustering, biclustering is also a NP-hard problem. A bicluster is a subset of genes and a 
subset of conditions with a high similarity score. Here, the similarity is a measure of the 
coherence of the genes and of the conditions in the bicluster. By projecting these 
biclusters onto the dimension of genes or dimension of conditions, a clustering of either 
the genes or the conditions can be obtained. Biclustering is based on the assumption that 
several genes change their expression level within a certain subset of conditions (Cheng 
& Church, 2000). 
Placios et al. (Palacios, et al., 2006) use a UMDA and several memetic algorithms (Hart, 
et al., 2004) to search through the possible bicluster space. Each bicluster can be coded as 
a binary vector ),...,,,,...,,( 2121 mn cccrrr , with the first n positions representing the rows 
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(genes) of the microarray and the last m positions represent the columns (experimental 
conditions) of the microarray. A value of 1 for ir  indicates that the ith gene has been 
included in the bicluster and a value of 1 for  jc  indicates that jth condition has been also 
selected in the bicluster. The efficiency of the algorithms has been evaluated using a 
yeast microarray dataset and the results compared with the algorithm proposed in (Cheng 
& Church, 2000).  Based on the results, the EDA method is the fastest and produces the 
best bicluster quality followed by the GA. Cano et al. (Cano, et al., 2009) consider gene 
shaving as a multi steps feature selection and use an UMDA feature selection method for 
both non-exclusive clustering and biclustering for gene expression data. They also 
proposed a biclusteing algorithm based on principal component analysis and an integrate 
approach using all three methods in one platform and evaluate it with two benchmark 
data sets (yeast and lymphoma). EDA-biclustering outperforms all methods in terms of 
quality using GAP statistics (Hastie, 2000) as a quality measure. The results are also 
validated using the annotation of Gene Ontology. 
In most of the biclustering methods the similarity measure for clustering is measured on 
the whole range of conditions, however in some cases it is possible that expression level 
of genes does not shows coherency in all conditions and co-regulated genes in some 
condition might behave independently in other conditions. To solve this problem, Fei et 
al. (Fei & Juan, 2008) propose a hybrid multi objective algorithm by combining NSGA-II  
(Deb & Goldberg, 1991), (Mitra & Banka, 2006) and an EDA for biclustering of gene 
expression data. Biclustering methods try to identify maximal data sub-matrices 
including maximal subsets of genes and conditions in which genes show highly 
correlated expression behavior over a range of different conditions. Therefore, the two 
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conflicting objectives which should be met are maximizing sub matrices while obtaining 
high coherency in them. As the size of a bicluster increases the coherency might 
decrease. This method is evaluated using yeast data set. Better results are achieved and 
also the number of parameters is reduced comparing to blustering using just NSGA-II. 
Minimum subset selection 
Finding the smallest subset of a set which satisfies some conditions is another NP-hard 
problem (Chen, et al., 1997) that can be solved using EDA. The disease-gene (Santana, et 
al., 2010) association problem and non-unique oligonocleotide probe selection problem 
(Soltan-Ghoraie, et al., 2009), (Soltan-Ghoraie, et al., 2010) are two examples of 
minimum subset selection in bioinformatics which have been solved using EDA. We 
explain the latter in more detail. 
Disease-gene association 
Santana et al (Santana, et al., 2010) use a tree-based EDA to find the minimal subset of 
tagging single nucleotide polymorphisms (SNPs) which is useful for identifying DNA 
variations related to specific a disease. SNPs are the sites in human genome where a 
single nucleotide is different between people. Most SNPs can have two possible 
nucleotides (alleles).  If a SNP in a chromosome has one of its two possible particular 
nucleotides with high probability another SNP close to it also has one of its two 
nucleotides with a high frequency. In other words the allele frequency differences (the 
difference between the frequency of having each of the two possible nucleotides) for both 
of them are related. The non-random association of allele frequencies of two or more 
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SNPs on a chromosome is called linkage disequilibrium (LD) and usually is measured by 
a correlation coefficient. A tag SNP should have a high LD with other SNPs, in other 
words a SNP tags other SNP if their correlation coefficient is greater than some 
threshold.  
A subset Ts of a set S of n SNPs is a single-marker of them if each SNP in S is tagged by 
at least one SNP in Ts. A multi-marker tag is defined using a generalized form of 
correlation coefficient among more than one SNP.  In this case, a subset Tm of a set S of n 
SNPs is a multi-marker if each SNP in S is tagged by a subset of Tm. To identify a multi-
marker for a set of SNPs S, Santana et al. use a tree-based EDA to search through all 
valid solutions (multi-markers). A possible solution is coded with a binary vector 
),...,( 1 nxx  where 1ix if the ith
 
SNP in S is part of the tagging set. The fitness function is 
the difference between n and number of 1s in the solution. The results of this approach 
for a problem benchmark which includes 40 SNP problem instances are compared with 
three other algorithms and show significant reduction in the number of tagging SNPs 
needed to cover the set S. 
Non-unique Oligonucleotide Probe Selection 
The expression level of genes in an experimental condition are measured based on the 
amount of mRNA sequences hybridized to their complementary sequences affixes on the 
surface of a microarray. These complementary sequences are usually short DNA strands 
called probes. Presence of a biological component (target) in a sample can also be 
recognized by observing the hybridization patterns of the sample to the probes. Therefore 
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selecting an appropriate set of probes to be affixed on the surface of the microarray is 
necessary to identify the unknown targets in a sample. 
 Soltan-Ghoraie et al. (Soltan-Ghoraie, et al., 2009) use an EDA for the probe selection 
problem. This problem can be considered as another example of using an EDA for 
minimum subset selection problem. A good probe selection is the one with the minimum 
number of probes and maximum ability in identifying the targets of the sample. There are 
two different approaches for this problem: unique and non-unique probe selection. In 
unique probe selection, for each target there is one unique probe affixed on the 
microarray to hybridize exclusively to that target. However, this approach is not practical 
in many cases due to similarities in closely related gene sequences. In non-unique probe 
selection approach, each probe is designed to hybridize with more than one target. 
Therefore, in this problem, the smallest set of probes which is able to identify a set of 
targets should be found. Soltan-Ghoraie et al. (Soltan-Ghoraie, et al., 2010) propose a 
method to analyze and minimize a given a set of candidate none-unique probes. 
 An initial design is presented as a target-probe incidence matrix. Table 3.1 taken from 
(Soltan-Ghoraie, et al., 2010) is an illustrative example of target-probe incidence matrix
)( ijhH   of a set of three targets ),,( 321 ttt and five probes ),...,( 51 pp . In this matrix
1ijh , if probe j hybridizes to target i and 0ijh  otherwise.  A real example usually has 
few hundred targets and several thousands of probes.  
The problem is to find the minimum set of probes which identifies all targets in the 
sample. If we assume that a sample contains a single target, then using the probe set of 
{p1, p2} we can recognize the target. When multiple targets are present this set cannot 
recognize between, for example, these two sets of targets: {t1, t2} and {t2, t3}. In this case 
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the probe set of {p3, p4, p5} is the minimum probe set to identify all the possible 
situations.     
 
  p1 p2 p3 p4 p5 
t1 0 1 1 0 0 
t2 1 0 0 1 0 
t3 1 1 0 0 1 
Table 3.1 Sample target-probe incidence matrix 
To present the problem in a formal way, two parameters mins (minimum separation 
coverage) and minc  (minimum coverage constraint) should be defined. Then the problem 
is to select a minimum probe set given a target-probe incidence matrix H in such a way 
that each target is hybridized by at least minc  probes and any two subsets of targets are 
separated by at least mins probes which means there are mins probes that exclusively 
hybridize with one of the two subsets of targets (Klau, et al., 2007), (Klau, et al., 2004).  
Soltan-Ghoraie et al. use a Bayesian network based EDA (BOA) and a heuristic named 
dominated row covering (DRC) (Wang & Ngom, 2007). In each iteration of BOA a set of 
solutions is generated. Each solution is a binary vector which represents a subset of 
probes. The feasibility of a solution (the coverage and the separation constraints) is 
guaranteed using DRC heuristic.  
The single target version of problem, which means that it is considered that only one 
unique target is present in the sample to identify, is considered as a one-objective 
optimization problem while the objective is minimizing the number of selected probes. 
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The case of multiple targets version of the problem is considered as a two objective 
optimization problem. The first objective is minimizing the size of the probe set and the 
second objective is the ability of the selected set in identifying predetermined number of 
targets in the sample simultaneously. These two objectives conflict with each other. 
Average ranking (AR) which is a modified version of WAR method of Bentley and 
Wakefield (Bentley & Wakefield, 1997) is used for this multi-objective problem. For the 
first algorithm, the inverse of the cardinality of the probe set (number of ones in the 
solution) is used. For the second objective a decoding method proposed by Schliep 
(Schliep, et al., 2003) is used. This method uses a Bayesian framework based on Monte 
Carlo Markov chain sampling, to infer the presence of the targets in the sample. The 
decoding procedure returns a ranked list of targets based on probability of their presence 
in the sample. This list is searched for l randomly selected true targets then the position 
lppp ,...,2,1  of each of them in the sorted list produced by decoding procedure is 
determined. Therefore the second objective is defined as: 
 

l
i i
p
Obj
1
2
1
 . 
The maximum of this objective is obtained when all true targets ranked in first l 
positions.  
This approach is evaluated using two real datasets HIV1, HIV2 and ten artificial data sets  
and the obtained results in the single target case are compared favorably with the state-of-
the-art including integer linear programming (ILP)  (Klau, et al., 2007), optimal cutting 
plane algorithm (OCP) (Ragle, et al., 2007) and genetic algorithm (DRC-GA) (Wang, et 
al., 2008). Table 3.2 shows the summary of this comparison. Significant improvements 
  
62 
are also obtained using the decoding and the two-objective approaches comparing to the 
single-objective case. 
 
  worse Equal better 
LIP 2 0 8 
OCP 5 0 7 
DRC-GA 0 5 7 
Table 3.2  Comparison between BOA+DRC and ILP, OCP, and DRC-GA based on  
the number of datasets for which BOA+DRC has obtained results better or worse 
than or equal to methods ILP, OCP, and DRC-GA. 
3.4 Conclusion 
In this chapter, we reviewed EDAs, a class of evolutionary optimization algorithms and 
different probabilistic model building methods used in them, in order to explore the 
search space. Then, we reviewed the application of EDAs in different NP-hard problems 
including feature subset selection for classification, clustering, biclustering of microarray 
data, and some bioinformatics examples of minimum subset selections.   
     In most of these applications, due to the high dimensionality of microarray data for 
example, only the simplest models of EDAs, such as UMDA or Tree-based EDA, have 
been used. It means that only a low order of interdependencies among the variables has 
been considered. Therefore more efficient general probabilistic model buildings are 
needed in order to capture and use higher order dependencies among the variables in 
bioinformatics problems. Using the fast Bayesian network learning algorithms which are 
specifically designed for very high dimensional data sets can be promising. Parallelizing 
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the probabilistic model building or designing specific model building considering the 
characteristic of the problems such as sparsity of the dependencies might also be helpful. 
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Chapter 4 
Statistical Implicative Analysis for the Detection of 
Multiple Dependencies 
4.1 Introduction 
There are many situations in which finding the dependencies among the variables of a 
domain is needed. Therefore having a model describing the dependencies between 
variables of a domain provides significant information. For example, which variable(s) 
affect(s) the other variable(s) may be very useful for the problem of selection of 
variables; decomposition of a problem to independent sub-problems; predicting the value 
of a variable depending on other variables to solve the classification problem; finding a 
combination of instantiation of a set of variables that leads to the optimal value of some 
functions (Goldebberg & Moore, 2004) and (Zeng & Hernandez, 2008).The classical 
model used for the detection of dependencies is the Bayesian network. This network is a 
factorization of the probability distribution of a set of examples. It is well known that the 
construction of a Bayesian network from examples is an NP-hard problem, thus different 
heuristic algorithms have been designed to select the best model representing the 
distribution of the set of examples (Neapolitan, 2003). Most of these heuristics are greedy 
and/or try to reduce the size of the exponential search space by a filtering strategy. The 
filtering is based on some measures that aim to discover sets of variables that have high 
potentiality to be mutually dependent or independent.  
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These measures rely on an evaluation of the degree of conditional 
dependency/independency. However other measures exist which are not based on 
conditional probability measurements that have the ability to discover dependencies. 
Using another measure that is not based on conditional dependencies can provide another 
perspective about the structure of dependencies of variables of a domain. Statistical 
Implicative Analysis (SIA) has already shown a great capability in extracting quasi-
implications also called as association rules  (Gras & Kuntz, 2008), (Gras, et al., 2004) 
We present a measure for multiple dependencies based on SIA and then use this measure 
in a greedy algorithm for solving the problem of multiple dependency detection. We have 
compared our new algorithm for finding dependencies with one of the most successful 
conditional dependencies based heuristic introduced so far, MMPC (Tsamardinos, et al., 
2006). We have designed a set of experiments to evaluate the capacity of each of them to 
discover two kinds of knowledge: the fact that one variable conditionally depends on 
another one and the sets of variables that are involved in a conditional dependencies 
relation. This information can be used to decompose the NP-hard problem of finding the 
structure of a Bayesian network into independent sub-problems and therefore can reduce 
considerably the size of the corresponding search space. 
This chapter is organized as follows: In the next section we describe the MMPC heuristic. 
In Section 4.3 we present our SIA based measure and algorithm for finding multiple 
dependencies and the experimental results of the algorithms are presented in Section 4.4.   
Finally we conclude in Section 4.5 with a brief discussion. 
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4.2 The MMHC Heuristic 
The detection of multiple dependencies from a set of examples is a difficult problem. 
This problem cannot be solved exactly when the number of variables approaches few 
dozens and the maximum number of variables on which a variable depends exceeds five 
or six (Koivisto & Sood, 2004). However, for some problems, the number of variables 
can be several hundred or several thousand. Therefore, it is particularly important to have 
some methods to obtain an approximate solution with good quality. A local search 
approach is usually used in these problems. In this case the model of dependencies is 
built incrementally by adding or removing one or more dependencies at each step. The 
dependencies are chosen to be added or removed using a score that assesses the quality of 
the new model according to the set of examples. In this approach, the search space is 
exponential in terms of maximum number of variables on which a variable may depend. 
Therefore, there is a need to develop methods to increase the chances of building a good 
quality model without exploring the whole search space exhaustively. One possible 
approach is to use a less computationally expensive method to determine a promising 
subset of the search space on which we can subsequently apply a more systematic and 
costly method.  
The final model is usually a Bayesian network in which the dependencies represent 
conditional independencies among variables. It is possible to build this model using 
information from other measures besides conditional probability. Indeed, the 
measurements in the first phase are used as a filter to eliminate the independent variables 
or bring the variables with shared dependencies together   in several sub-groups. The 
second phase uses this filtered information to build a Bayesian network. The goal of our 
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study is to compare the ability of two approaches for the detection of dependencies for 
the first phase. In this section a measure based on   conditional probability is described 
and in the Section 4 this measure will be compared with a SIA based measure. 
4.2.1   Definitions and Notations 
A Bayesian network is a tool to represent the joint distribution of a set of random 
variables. Dependency properties of this distribution are coded as a direct acyclic graph 
(DAG). The nodes of this graph are random variables and the arcs correspond to direct 
influences between the variables.  
We consider a problem consisting of n variables ),...,,{ 21 nvvv , each variable vi can take 
any values in set },...,,{ ,2,1, kiiii mmmM   For the detection of dependencies a set of N 
examples is available. Each example is an instantiation of each of the n variables in one 
of k possible ways. 
iPar , the set of all variables on which variable vi depends, is the parent set of vi. Any 
ii Parv   is a parent of iv  and iv  is a child of jv . A table of conditional probability 
distribution (CPD), also known as the local parameters, is associated for each node of the 
graph. This table represents the probability distribution )|( ii ParvP . 
4.2.2   MMPC Approach 
Although learning Bayesian networks  might seem a very well-researched  area and  even 
some exact algorithms have been introduced for networks with less than 30 variables  
(Koivisto & Sood, 2004) applying them to many domains such as  biological or social 
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networks, faces  the problem of  high dimensionality. In recent years several algorithms 
have been devised to solve this problem by restricting the space of possible network 
structures using various heuristics (Friedman, et al., 1999), (Tsamardinos, et al., 2006). 
One of these algorithms, which have a polynomial complexity, is “Sparse Candidate” 
algorithm (Friedman, et al., 1999). The principle of this method is to restrict the parent 
set of each variable assuming that if two variables are almost independent in the set of 
examples, it is very unlikely that they are connected in the Bayesian network. Using this 
principle, the algorithm builds a small fixed-size candidate parent set for each variable. A 
major problem of this algorithm is to define the size of the possible parent sets and 
another one is that the algorithm assumes a uniform sparseness in the network. More 
recently, another algorithm called Max-Min Hill Climber (MMHC) has been proposed to 
solve these two problems and obtain better results on a wider range of network structures 
(Tsamardinos, et al., 2006). This algorithm uses a constrained-based method to discover 
possible parents-children relationships and then uses them to build a Bayesian network. 
The first step of this algorithm, the one we use in this section to detect dependencies, is 
called Max-Min Parent Children (MMPC). The MMPC algorithm uses a data structure 
called parent-children set, for each variable vi that contains all variables that are a parent 
or a child of vi in any Bayesian network faithfully representing the distribution of the set 
of examples. The definition of faithfulness can be found in (Neapolitan, 
2003)(Neapolitan, 2003). MMPC uses G
2
 statistical test (Spites & Glymou, 1991) on the 
set of examples to determine the conditional independency between pairs of variables 
given a set of other variables. The MMPC algorithm consists of two phases. In the first 
phase, an empty set of candidate parents-children (CPC) is associated with iv . Then it 
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tries to add more nodes one by one to this set using MMPC heuristic. This heuristic 
selects the variable jv , which maximizes the minimum association with iv  relative to 
current CPC  and add this variable to it. The minimum association of  jv  and iv   relative 
to a set of variables CPC   is defined as below: 
)|;(minarg)|;( SvvAssocCPCvvMinAssoc jiji    for all subset of CPC  
)|,( SvvAssoc ji Assoc is an estimate of the strength of the association between iv   and 
jv  knowing the CPC   is equal to zero if iv  and jv  are conditionally independent given 
the CPC . The function Assoc uses the p-value returned by the G2 test of independence as 
a measure of association: the smaller the p-value the higher the association. The first 
phase of MMPC stops when all remaining variables are considered independent of vi 
given the subset CPC . This approach is greedy, as a variable added to one step of this 
first phase may be unnecessary after other variables were added to the CPC . The second 
phase of MMPC tries to fix this problem by removing those variables in CPC which are 
independent of vi given a subset of the CPC . Since this algorithm looks for candidate 
parents-children set for each node, if node T is in CPC  of node X, node X should also be 
in CPC  of node T.   
What is not clear about these methods are their capabilities to discover any kind of 
structures and how different conditional probabilities and structures of real networks 
influence on the quality of results. We present the results we have obtained using the 
MMPC algorithm on examples generated from various Bayesian networks in Section 4.4. 
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4.3   SIA Based Approach 
Statistical Implicative Analysis (SIA) (Gras & Kuntz, 2008) is a data analysis method 
that offers a framework for extracting quasi-implications also called as association rules. 
In a  dataset  D of  N  instances, each instance being  a set of n  Boolean variables, the 
implicative intensity measures to what extent variable b is true if variable a is true. The 
quality measure used in SIA is based on the unlikelihood of counter-examples number 
where b is false and a is true. We are interested in the capabilities of SIA for the detection 
of multiple dependencies especially in situations that are difficult for conventional 
methods that are based on measurements of conditional probabilities. For example a 
situation in which two variables is independent but often takes the same value in a large 
number of examples. In this situation, a measure based on the conditional probability 
may detect dependency. We want to study the efficiency of   SIA to refute the hypothesis 
of dependence by taking into account the counter examples. In order to use the SIA in 
general, some modifications are necessary. Indeed, we do not restrict ourselves to the 
binary variables and generalize the method for variables with higher cardinalities. We 
also want to be able to detect a situation where a combination of variables implies 
another variable, using an overall measure. In other words, we want to measure one or 
more combinations of variables as the parents of a child variable. For example for 
variables  A, B and  C  {0, 1, 2},  we want to define a measure able to detect a 
dependency from B and C to A because when B=0  C=2,  A=1 is abnormally frequent  
and when B=0  C=0 , A=0 is abnormally frequent. The current version of the SIA 
cannot be used for this purpose.  
  
71 
4.3.1   Definition and Notation 
We use the following definitions and notations besides those presented in Section 4.2.1. 
All the definitions presented here come from (Gras & Kuntz, 2008)and the proofs for the 
rational of the measures and their properties can also be found in (Gras & Kuntz, 2008). 
Let )( , jimCard  be the number of times the variable iv  takes the value jim ,  in N 
examples. )( , jimCard is the number of times the variable iv  takes a value different  from  
jim ,  and Card(mi1,j1mi2,j2) the number of times the variable 1iv  takes the value mi1,j1  and 
variable 
2i
v  takes value 
22 , ji
m   in N examples.  
Let i be an instantiation of the parents of 
1i
v chosen from i  the list of all combinations 
of instantiation of iv  parents. For example, in the previous example with the variables A, 
B and C, A = {(0, 0), (0, 1), (0, 2), (1, 0), (1, 1), (1, 2), (2, 0), (2, 1), (2, 2)}. If k = |Mi| 
then for each ii Parv  : 
iPar
i k  
 Let Card(i) be  the number of times all  parents of vi, take value  i in the N examples. 
Then the measure q extended from SIA is: 
.
)()(
)()(
)(
)m,q(
,i
,i
,i
ji,i
N
mCardCard
N
mCardCard
mCard
ji
ji
ji








 
The inclusion index i(i, mi,j) for measuring the imbalances is extended from SIA as 
follows : 
.)ˆ.ˆ(),( 2/1//, ,,



 jiiiji mmjii IImi   
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If   we define   function f as below: 
)(
)(
),(
aCard
baCard
baf

 , 
  then : 
).,(log),()),(1(log)),(1(1ˆ ,2,,2,/, jiijiijiijiim mfmfmfmfI iji 

   
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

Card
Card ; otherwise, 0ˆ /, 
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jii
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
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 In above equations α=1.The score we try to maximize is: 
).,(),(),( ,,, jiijiijii mqmims    
4.3.2 Extension of SIA 
Unfortunately, the current SIA measure considers only one instantiation of the parent set 
at a time. If we want to consider all possible instantiations of the parent set we will obtain 
as many different dependency measures as there are different possible combinations of 
instantiation. However, for each variable iv  we need a single measure that represents its 
degree of dependency with its parent set. Therefore we must consider all the combination 
of variables for i  and use the measures ),( , jii ms   to see how they imply all the possible 
values of vi. Consequently we build a table Ti containing the set 
is
  of measures s for all 
the combination of i   and iM  with size: 
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1)( 
 i
vPar
i kk   
We tried various methods to combine the information of this table to a single measure. 
The simplest way is to consider just the maximum of 
is
 . Other possibilities are to take 
the average of 
is
 or the average of the x% of highest scores. We conducted many tests 
with these approaches and none of them has yielded satisfactory results. In the first series 
of measures we considered the scores of one instantiation of i , but different values of  
iM  independently. What we want to detect is that a value of i imply one specific 
instantiation of vi and we want that it is true for several different instantiations of i. 
Therefore a measure is needed to detect that s is high for a couple  jii m ,,  with 
iji Mm ,  and low for all the others iji Mm ,  and that it is true for several i . We have 
therefore defined a score which combine, for a given i , the maximum value iSup  of s 
for all iji Mm , and the entropy iE   of s for all the values iji Mm ,  
   )),((max ,
1
jii
kj
i msSup 

 , 
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For calculating a measure associated with a table Ti, we consider a set H of size h of 
those i corresponding to the highest x% of  iSup  values in the table. Then the score of 
the table is: 
 
This is the measure we want to maximize. Table 4.1 presents TA for the example with  
variables A, B, C. 
If the highest 20% Sup are selected, only lines 1 and 3 will be selected and SA will be 
equal to 8.48. In the following section we give an algorithm that uses this measure to 
determine the major dependencies of a problem. 
Table 4.1  An example of table Ti with A, B et C  {0, 1, 2} andA = {(0, 0), (0, 1), (0, 
2), (1, 0), (1, 1), (1,   2), (2, 0), (2, 1), (2, 2)}. 
  
 
 
 
 
 
 
 







H
H
Par,i
i
i
i
i
i E
Sup
S
B C A= 0 A =1 A =2 Sup E 
0 0 0 1.3 0.6 1.3 0.272 
0 1 0 0 0 0 0 
0 2 2.1 0 0.2 2.1 0.129 
1 0 0 0 0 0 0 
1 1 0.4 0.2 0.5 0.5 .45 
1 2 1.1 0 0 1.1 0 
2 0 0 0 0 0 0 
2 1 0 0 0 0 0 
2 2 0 0 0 0 0 
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SIA Based Algorithm 
In the previous section we defined a measure Si for each variable vi knowing its parent 
set. To determine the dependencies of a problem we should consider different possible 
configurations of parent sets for all variables and choose the configuration that leads to a 
maximum total score. Since the number of possible configurations is exponential in the 
number of variables, we need a heuristic approach. We chose a greedy approach for this 
heuristic. At the beginning of the algorithm we set the parent set of each variable to 
empty. Then at each step a new variable is chosen to be added to any of the parent sets 
using measure S. We stop adding variables when a fixed number of edges, maxEdge, 
have been added. The calculation of the table Ti is also exponential in the number of 
parents of variables so we restrict the maximum number of parents for each variable to 
four.  
The next variable to be added to a parent set is chosen by comparing the highest score of 
four different tables. The algorithm avoids calculating the score for all combinations of 2, 
3 and 4 variables in a parent set. Only combinations that include x parents can be selected 
to calculate the score with x+1 parent. The variable structMax includes: the score of the 
variable regarding its parent set, the child variable and the candidate parent variable to be 
added to the parent set. After initialization, table max1 contains a list of the scores in 
descending order of all the combinations including one parent and one child. So there are 
n
2
 scores in it. Tables max2, max3 and max4 are initially empty. They are used to store 
the scores of child-parents combination when there are 2, 3 and 4 parents in the parent 
sets respectively. Thus at each stage of the algorithm, the variable to be added to the 
parent set of another variable will be determined by selecting the highest score of 4 
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tables. If Max is the selected table, the parent set of the variable associated with the 
maximum score for this table goes from i-1 to i variables. The score is then removed 
from the table and a new max score is calculated and inserted in the table maxi+1.The four 
tables are kept sorted in descending order so the maximum value of each table is always 
in position 0. 
 
SIA Based Alorithm 
for all vi  
 Pari = {} 
structMax = {0, 0, 0}  
max1 =  
for all vi { 
  for all vj ≠ vi { 
  if (
ji vPari
S , > structMax.score) { 
   sturctMax.score = 
ji vPari
S ,  
   structMax.child = i 
   structMax.parent = j 
  } 
       } 
 Max1 = max1 + structMax 
} 
DescendingSort(maxi) 
max2 = , max3 = , max4 =   
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Figure 4.1 Determining the set of parents of maxVariables using a greedy heuristic. 
We present the results we obtained using the SIA based algorithm in Section 4.4.3. 
nbEdge = 0 
while (nbEdge < maxEdge) { 
 k = getIndexOfTableWith MaxScore(max1, max2, max3, max4) 
 enf = maxk[0].child 
 parchild= parchild + maxk[0].parent 
 if (k < 4) { 
  structMax = {0, 0, 0} 
  for all vj  parchild { 
  if (
ji vPari
S , > structMax.score) { 
  sturctMax.score = 
ji vPari
S ,  
  structMax.child = i 
  structMax.parent = j 
  } 
   } 
   maxk+1 = maxk+1 + structMax 
   DescendingSort (maxk+1) 
   maxk[0] = {0, , } 
   DescendingSort (maxk) 
   nbEdge = nbEdge + 1 
} 
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4.4   Experimental Study 
In this section we study the capabilities of the MMPC heuristics and our SIA algorithm in 
finding the conditional dependencies and dependent variables involved in conditional 
dependencies. 
4.4.1   Experimental Design 
In our experiments, we use artificial data produced by sampling from randomly generated 
Bayesian networks. Each network has A arcs and n = 100 variables divided into two sets: 
a set of D variables for which there are direct dependency relations with at least one of 
the n-D-1 other variables; a set of variables I with no dependency relationship with any of 
the other n-1 variables. The CPD of each variable is randomly generated taking into 
account the possible dependency relations. The number of different values each variable 
can take is k = 3. 
We represent the distribution of independent variables as a triplet such (p1, p2, p3). For 
example (80, 10, 10) means that each random variable has a probability of 0.8 for one of 
its three possible values, and a probability of 0.1 for the other two. The value with a 
probability of 0.8 is chosen randomly among the three random variables. For distributions 
called 'random', each variable has a different distribution (p1, p2, p3). 
4.4.2   Evaluation of MMPC Heuristic 
In this section, we study the ability of the MMPC algorithm to discover good parent-child 
sets of variables from data generated from of a Bayesian network. 
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 In our study, we vary the characteristics of the networks to analyze the consequences of 
this variation on the effectiveness of the MMPC algorithm. These changes include the 
distribution of independent variables I, the number of dependent variables D and the 
number of dependencies among the variables D (i.e. the number of arcs A in the 
network). The results are presented in Tables 4.2 to 4.4. Each row of these tables 
represents an average of results for 10 different sets of examples generated from 10 
different networks but with the same characteristics. In each experiment, we calculate the 
mean and standard deviation of the number of True Positive (TP), False Positives (FP), 
False Negative (FN) and the computational time. TP is the number of parent-children 
relationships correctly predicted by the algorithm. Thus, the number of TP at most can be 
twice the number of arcs of the network because if there is an arc between node X and 
node T it means  each of them should be in the CPC (Candidate Parent-Children set)  of 
the other node. In the same way, the number of FNs, i.e. the existing arcs in the network 
that have not been predicted by the algorithm, can be at most twice the number of arcs. 
The sum TP + FN is twice of the number of arcs of the network. The number of FP is the 
number of dependencies predicted by the algorithm and which do not exist in the 
network. 
4.4.3 Finding the Dependencies 
Distribution of Independent Variables 
In this section, we investigate the effects of the distribution of independent variables on 
the effectiveness of the MMPC algorithm. Bayesian networks used in this section include 
I = 75 independent variables and D = 25 dependent variables. The distribution used to 
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generate the independent variables varies from almost constant to completely random. 
The results are presented in Table 2. The number of arcs for all these networks is A = 40. 
One can see from these results that the distribution of independent variables has virtually 
no effect on the efficiency of the MMPC algorithm. The algorithm, under these 
conditions, was able to discover about 37% of dependencies. It may be noted that the 
number of FP is high, which means that the algorithm tends to predict many more 
dependencies than what really exist. 
Table 4.2 Effectiveness of the MMPC algorithm according to the distribution of 
independent variables. Each row contains the mean and standard deviation (SD) of 
TP, FP, FN and the average running time for ten executions of the algorithm on 
data generated from ten different networks but with the same properties. Each 
network has 25 dependent variables D, 75 independent variables I and 40 arcs. 
Distribution of I Average of 
TP 
SD of 
TP 
Average 
of  FP 
SD of 
FP 
Average 
of  FN 
SD of 
FN 
 Run  
times(S)  
precision= 
TP/(TP+FN)  
(80, 10, 10) 30 7.29 116 11.33 49 7.28 6.5 37.5% 
(50, 25, 25) 30 8.12 113 11.9 49 8.16 6.4 37.5% 
(40, 30, 30) 29 7.28 117 11.63 51 7.28 6.7 36.25% 
Random 29 6.76 118 10.54 50 6.78 6.2 36.25% 
Proportion of Independent Variables 
In the second experiment, we change the numbers D and I (n remains equal to 100). We 
keep the ratio A/D almost the same. As it can be seen from the results presented in Table 
3, when the network contains only dependent variables (D = 100), the MMPC algorithm 
performs much better and is able to find almost 80% of the dependencies. However, as it 
can be seen in the first two rows of the table, where the number of dependent variables is 
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equal to 25 or 50, only about 35% of the dependencies are discovered. The number of FP 
is also very low when all variables are dependent. It seems that this method has difficulty 
in determining the independent variables. However, it can be noted that the run time 
increases considerably in the case where all variables are dependent. This can be 
problematic when the number of variables in the problem is much higher than 100. 
Table 4.3 Average efficiency of the algorithm MMPC based on the number of 
dependent variables. Each row contains the mean and standard deviation (SD) of 
TP, FP, FN and the average running time for ten executions of the algorithm on 
data generated from ten different networks but with the same properties. Each 
network has 100 arcs. 
D A Average 
of TP 
SD of 
TP 
Averag
e of FP 
SD of 
FP 
Average 
of FN 
SD of 
FN 
Run 
times(s) 
precision= 
TP/(TP+FN) 
25 40 29 6.76 118 10.54 50 6.78 0.31 36.2% 
50 80 53.4 8.81 99.4 11.35 106.6 8.81 0.34 33.4% 
100 150 243.8 8.17 16.6 6.81 56.2 8.17 21.1 81.3% 
 
 
 Complexity of the Networks 
In this section, we study the effects of the complexity of the network on the effectiveness 
of the MMPC algorithm. We vary the number of variables and the number of arcs A. All 
variables are dependent, therefore D = n. The results are presented in Table 4. Like in 
previous section, since there is no independent variable, TP is high. However, the 
percentage slightly decreases when the complexity of the networks increases. But it 
seems that the complexity is less important than the proportion of dependent and 
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independent variables. However, it should be noticed that the complexity of the network 
influences heavily on the computation time. 
Table 4.4 Average efficiency of the MMPC algorithm regarding the complexity 
(number of nodes and number of arcs) of the Bayesian network. Each row contains 
the mean and standard deviation (SD) of TP, FP, FN and the average running time 
for ten executions of the algorithm on data generated from ten different networks 
but with the same properties. 
D A Average 
of TP 
SD of 
TP 
Average 
of FP 
SD of 
FP 
Average 
of  FN 
SD of 
FN 
Run 
times(s) 
precision= 
TP/(TP+FN) 
25 30 52.4 3.55 2.4 1.96 7.6 3.55 0.31 87.3% 
25 40 65.6 4.17 2.2 1.89 14.4 4.17 1.83 82% 
25 60 91.8 4.51 3.2 3.37 28.2 4.51 6.63 76.5% 
100 120 200.6 5.51 25.2 7.28 39.4 5.52 9.98 83.6% 
100 150 243.8 8.17 16.6 6.81 56.2 8.17 21.1 81.3% 
100 200 312.4 9.67 10.8 3.37 87.6 9.67 28.3 78.1% 
 
The Classic Problems 
The networks we have used in previous experiments were all generated randomly. To 
evaluate the effectiveness of the MMPC algorithm on data from real problems, we have 
applied it to a range of problems usually used to validate algorithms for building 
Bayesian networks (Neapolitan, 2003). As we can see in Table 4.5 the results appear 
better than those presented in Tables 4.2 and 4.3 and of similar quality to those presented 
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in Table 4.4. This may be explained by the fact that real problems have more regular 
pattern than those generated randomly and that the dependencies are therefore easier to 
locate. 
Table 4.5 Results obtained with the MMPC algorithm for four classic problems. 
Each line contains the number of TP, FP, FN and the run time. 
Networks TP FP FN Run times(s) precision=TP/(TP+FN) 
insurance 70 2 34 137 67.31% 
halfinder 124 136 8 1200 93.93% 
Barley 136 160 32 205 80.95% 
Alarm 84 2 8 68 91.30% 
 
Problem of Selection of Variables 
We mentioned in the introduction the possibility of methods that detect dependencies for 
the selection of variables involved in dependency relations. The idea is to decompose the 
original problem by locating the independent variables (those with empty candidate 
parent-children sets) for which the optimization can be performed independently. As the 
search space is reduced, the chances of finding a good quality solution are increased. The 
problem here is slightly easier than previous section because the goal here is to determine 
the list of variables involved in dependency relationships without finding the 
dependencies precisely. We therefore conducted a series of experiments to measure the 
capacity of the MMPC on this problem. 
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We used networks with different independent variable distributions generated using the 
method described in Section 4.4.1. We also vary the complexity of the networks by 
changing the number of arcs. The results are presented in Table 4.6. Although the MMPC 
approach could discover more than 90% of the dependent variables (TP in table 4.6), it 
discovered just about 17% of independent variables (TN in table 4.6). This means that 
this method tends to significantly overestimate the number of dependencies. The results 
are little affected by changing distributions of independent variables and the complexity 
of the network (results not shown). It seems that this method cannot be used for the 
problem of selection of variables because almost all variables are selected. 
 
Table 4.6 Results obtained by the MMPC algorithm for the problem of selection of 
variables. Each row contains the average of TP and TN for ten executions of the 
algorithm on data generated from ten different networks but with the same 
properties. 
 
 
 
 
 
 
 
 
Distribution D A TP TN 
Random 25 60 24.2 11.4 
Random 25 40 23.2 12.4 
Random 25 30 24 10.6 
(80, 10, 10) 25 40 23.8 12.6 
(50, 25, 25) 25 40 23.8 13.6 
(40, 30, 30) 25 40 23.8 13.8 
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4.4.4 Evaluation of SIA Based Algorithm 
We repeated the same experiences as those in Section 4.4.2 to evaluate our SIA based 
detection algorithm in order to achieve the most possible honest comparison. It should be 
noted though that this disadvantaged SIA. Indeed, the data were generated from the 
models, Bayesian networks, which are based on conditional probability measurement. 
The SIA approach uses an alternative measure that does not have the same properties. In 
particular, a very significant difference is that the Bayesian network model is not 
transitive while the SIA is. But a totally fair comparison is not possible and, taking into 
account these differences in our analysis, this comparison seemed to be the best way to 
proceed. 
Finding the Dependencies 
We use the same data as in Section 4.4.2. Our algorithm uses several parameters: the 
percentage of best Sup, x for each table Ti and the maximum number of variables to be 
added to all parent sets, maxEdge. For each of these parameters we used different values. 
Those we found most relevant and we presented here are 10% and 50% for x and 35, 50 
and 150 edges for maxEdge parameter. We have evaluated three different configurations 
corresponding to a real situation in which we do not know the number of dependencies of 
the problem in advance. Actually we search slightly less, slightly more and much more 
dependencies that really exist by setting maxEdge to 35, 50 and 150 respectively. 
The results presented in Tables 4.7 and 4.8 indicate that our algorithm discovered few 
dependencies. The measure appears more sensitive to the distribution used to generate the 
independent variables. The results obtained with the value x = 10% is slightly better. The 
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calculation time is also higher than the max-min algorithm, but our program has not yet 
been optimizes for computational efficiency. 
Table 4.7 Effectiveness of our algorithm based on the distribution of independent      
variables where x = 10. The MaxEdge parameter takes successively the values 35, 50 
and 150 edges. Each row contains the average number of TP, FP, FN and the 
average computational time for ten executions of the algorithm on data generated 
from ten different networks but with the same properties. Each network has 25 
dependent variables, 75 independent variables and 40 arcs. 
Distribution of  I 
maxEdge 
Average 
of  TP 
Average 
of FP 
Average 
of FN 
precision=TP/(TP+FN) Run 
Time(s) 
(80, 10, 10) ,35  0.9 34.1 39.1 2.25% 37 
(50, 25 ,25) ,35  6.7 28.3 33.3 16.7% 61.7 
(40, 30, 30) , 35  7.8 27.2 32.2 19.5% 69.3 
Random,  35  0.6 34.4 39.4 1.5% 44.6 
(80, 10, 10) , 50  1 49 39 2.25% 46.1 
(50, 25 ,25), 50  8.4 41.6 31.6 21% 76.4 
(40, 30, 30) , 50  11 39 29 27.5% 89.8 
random , 50  1.2 48.8 38.8 3% 57.4 
(80, 10, 10) , 150  1.2 148.8 38.8 3% 63.6 
(50, 25 ,25) , 150  12.3 137.7 27.7 30.7% 179 
(40, 30, 30) , 150  15.3 134.7 24.7 38.2% 184 
random , 150  4.9 145.1 36.1 12.2% 194 
  
  
87 
 
Table 4.8 The results of our algorithm for different distributions of independent 
variables. When x = 50 The MaxEdge parameter takes the values 35, 50 and 150 
edges. Each line indicates the average number of TP, FP, FN and the average 
computational time for ten executions of the algorithm on data generated from ten 
different networks but with the same properties. Each network has 25 dependent 
variables, 75 independent variables and 40 arcs. 
Distribution of  I 
maxEdge 
Average 
of TP 
Average  
of  FP 
Average 
of FN 
precision= 
TP/(TP+FN) 
Run 
Time(s) 
(80, 10, 10) , 35  0.2 34.8 39.8 0.5% 33.8 
(50, 25 ,25) , 35  7.7 27.3 32.3 19.25% 59.7 
(40, 30, 30), 35  5.1 29.9 34.9 12.7% 66.4 
random ,35  0.4 34.6 39.6 1% 36.9 
(80, 10, 10) , 50  0.2 49.8 39.8 0.5% 42.3 
(50, 25 ,25) , 50  6.2 43.8 33.8 15.5% 70.2 
(40, 30, 30) , 50  7.1 42.9 32.9 17.7% 80.9 
random , 50 0.5 49.5 39.5 1.25% 41.3 
(80, 10, 10), 150  0.3 149.7 39.7 0.75% 55.5 
(50, 25 ,25) , 150  6.6 143.3 33.4 16.5% 164.2 
(40, 30, 30), 150  8 142 32 20% 177.9 
random , 150  4.2 145.8 36.8 10.5% 140.9 
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The Problem of Selection of Variables 
We used the same data sets to test the ability of our algorithm to solve the problem of 
selection of variables involved in dependencies relation. The results are presented in 
Tables 4.9 and 4.10 and show a strong potential of our algorithm for this problem. The 
results are much better than those obtained with the max-min algorithm. Although the 
number of TP is slightly lower, the number of FP is considerably lower. What is most 
important is the fact that the level of prediction is much better than one would expect by 
chance. As the ratio of dependent variables to the number of independent variables is 1/3 
in the model used to generate the data, a random prediction would give the same ratio of 
TP / FP (i.e., in this case TP / (75-TN)). In tables 4.9-4.10 in column TP / (0.33xFP), we 
present the gain compared to a random selection of variables. In the cases with 
distributions of independent variables are (40, 30, 30) and (50, 25, 25), the gain is up to 
16.1. For comparison, the results of the max-min algorithm show more stability, but a 
gain that never exceeds 1.18. Our algorithm seems to have more difficulty when the 
independent variables have extreme distributions, 'random' or (80, 10, 10). With x = 10% 
and when we search less dependencies than those which really exists (35 edges), the gain 
is always at least 1. Our algorithm seems to have a very high potential to detect the 
dependent variables and thus to solve the problem of selection of variables. We also 
tested our algorithm on the data presented in Section 2.3.2 in which D = 50, I = 50 and A 
= 80 (results not presented here). The results show that with configuration x = 10%, the 
gains are between 1.28 and 1.82 
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Table 4.9 The results of our algorithm for the problem of selection of variables with 
the parameter x = 10%. Each row contains the average number of FP and FN in ten 
executions of the algorithm on data generated from ten different networks but with 
the same properties. The results are presented for three values of the parameter 
maxEdge: 35, 50 and 150 edges. 
Distribution of  I, maxEdge Average of TP Average of TN TP/(0.33xFP) 
(80, 10, 10) 35  6.7 55.5 1.03 
(50, 25 ,25) 35  15.5 71.8 14.7 
(40, 30, 30) 35  15.4 72.1 16.1 
random 35  3.4 64.7 1 
(80, 10, 10) 50  6.8 46.4 0.73 
(50, 25 ,25) 50  18.3 68.7 8.79 
(40, 30, 30) 50  18.3 69.7 10.5 
random 50  6.1 61.3 1.36 
(80, 10, 10) 150  9.2 13 0.45 
(50, 25 ,25) 150  22.8 31.8 1.6 
(40, 30, 30) 150  21.8 46.7 2.33 
random 150  17.3 32.6 1.24 
 
 
 
 
 
  
90 
Table 4.10 The results of algorithm for the problem of selection of variables with the 
parameter x = 50%. Each row contains the average of TP and TN ten executions of 
the algorithm on data generated from ten different networks but with the same 
properties. The results are presented for three values of the parameter maxEdge: 
35, 50 and 150 edges. 
Distribution of  I, maxEdge Average of TP Average of TN TP/(0.33 xFP) 
(80, 10, 10) , 35  7.6 60.4 1.58 
(50, 25 ,25) , 35  16.8 66.2 5.79 
(40, 30, 30) , 35  14.8 67 1.85 
random , 35  4 57 0.67 
(80, 10, 10) , 50  8 53.5 1.13 
(50, 25 ,25) , 50  18.3 59.9 3.67 
(40, 30, 30) , 50  18.1 63.7 4.85 
random , 50  5.5 50 0.67 
(80, 10, 10) , 150  11.8 6.7 0.52 
(50, 25 ,25), 150  22.1 22.8 1.28 
(40, 30, 30) , 150  22 41.2 1.97 
random , 150  22 16.5 1.14 
 
4.5   Conclusion 
We conducted a study on the capabilities of two methods based on different measures for 
discovering the dependencies of a problem: 1) the max-min algorithm, which is based on 
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the test of conditional dependency G
2
; 2) an algorithm that we developed based on an 
extension of the SIA measure. We applied these algorithms to several datasets by varying 
the parameters of the problem such as the distribution of independent variables, the 
number of dependent variables and the number of dependencies. We also considered two 
different problems:  to determine the dependencies relations and to identify the variables 
involved in the dependency relationships. Of course, finding a solution for the first 
problem can also solve the second. However, it is generally not possible to directly and 
fully resolve this problem. Being able to see at first what is the subset of variables 
involved in the set of dependencies   reduces the complexity of the first problem and thus 
helps to reach a better solution. 
Our results showed a good efficiency of the max-min algorithm for discovering the 
dependencies when all the variables of the problem are involved. The algorithm appears 
to be little affected by the change in the complexity of the model and the distributions of 
the independent variables. However, it has some significant limitations to detect 
dependencies when part of the variables is independent. The algorithm max-min does not 
appear to be effective for the second problem: the selection of variables. Our SIA based 
algorithm, does not seem capable of directly detecting the dependencies whatever the 
configuration was. But it seems very effective to determine the dependent variables. 
However, it is less efficient in situations where the independent variables have extreme 
distributions like (80, 10, 10) or 'random'. 
The two approaches seem complementary and promising. It would be very interesting to 
develop a method combining these two approaches. In a first phase our algorithm, using 
the extended version of the SIA, would select a subset of variables for which there is a 
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strong presumption of dependency. Then, in a second phase, the max-min approach is 
applied to this sub-set to determine more precisely where these dependencies are. All the 
information would then be used to build a Bayesian network. It would be also interesting 
to compare the methods based on the importance of the dependencies using some 
connection strength (Ebert-Uphoff, 2007) measure instead of just counting the number of 
discovered dependencies. It would be also interesting to compare the modified SIA with 
multi-dimensional form of classical measures to detect correlation between variable 
distributions. 
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Chapter 5 
Improving the Efficiency of BOA by Constraining the 
Search Space of the Models  
5.1 Introduction 
Applying BOA for large optimization problems is not possible without using more 
efficient structure learning algorithms. In recent years, several algorithms have been 
proposed which make learning Bayesian network from high dimensional data sets in a 
reasonable time feasible. In this chapter, we use one of the most efficient algorithms 
which have been introduced in (Tsamardinos, et al., 2006). This algorithm is a hybrid 
algorithm and uses a heuristic called max-min parent children (MMPC) for finding the 
candidate parent set for each variable and then uses a hill climbing approach on this 
constrained search space. We use this Heuristic for the model learning in BOA and call it 
Constrained Model Search Space BOA (CMSS-BOA). Several experiments on different 
types of benchmark problems are carried out in order to study how the model building 
time and also the population of promising solutions changes through the optimization 
process using CMSS-BOA and standard BOA. 
The rest of this chapter is organized as follows: in the next section some background 
materials are introduced. In Section 5.3 we describe CMSS-BOA in more details. Section 
5.4 is dedicated to experimental setup and test functions. We present the empirical results 
in section 5.5 and finally conclude in Section 5.6.  
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5.2 Background and Motivation 
Although univariate and bivariate EDA has been used successfully in many 
bioinformatics problems, using the multivariate version of EDA has been limited to small 
problems. We presented a survey of using EDA in bioinformatics in chapter 3 and in 
(Salehi & Gras, 2012) Bayesian networks are the most common multivariate probabilistic 
models which are used as the probabilistic models in EDA. This kind of EDA is called 
Bayesian optimization algorithm or BOA (Pelikan M., 2005). BOA generates a 
population of candidate solutions by building and sampling Bayesian networks. 
Therefore the order of statistics in the factorization of joint probability distribution of the 
candidate solution is not restricted.  After the random initialization of the population with 
a uniform distribution over all possible solutions, the population is then updated for a 
number of generations. The steps of an EDA are summarized in Figure 5.1. 
BOA Algorithm 
1. Generate a random initial set of  solution S 
2. Calculate the fitness of individuals in S 
3. Select a subset of promising solution in S 
4. Build a Bayesian Network B of the selected solutions.  
5. Generate new set of solutions by sampling the Bayesian network B and replace S 
with this set. 
6. If the termination criteria are not meet go to step 2 
 
Figure 5.1 BOA algorithm 
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For a large optimization problem, it usually takes several hundred generations converging 
to optimal solution or obtaining a solution with acceptable accuracy. Therefore, we need 
to learn a large Bayesian network several hundred times.  
As we discussed in chapter 2, different heuristics are used for learning the structure and 
each of these heuristics might perform better for specific kind of problems. Therefore, in 
order to develop an efficient Bayesian network based EDA for specific fields or type of 
problems we should consider the characteristics of those kinds of problems. In some real 
world problems, specifically in the bioinformatics domain, although the numbers of 
variables are very large, each variable interacts with a small number of other variables 
and, if these interactions are presented in a network, we have a sparse network consisting 
of several independent sub-networks with different sizes and also lots of completely 
independent variables. Figure 5.2 is a sample for this kind of networks (Fujita, et al., 
2007). Although the dependency network of most bioinformatics problem is much larger 
than this example, in terms of sparsity they usually look the same.   
If we consider a bioinformatics problem, such as gene selection using BOA in a wrapper 
method, we need to use some kind of heuristics which are able to take advantage of the 
characteristics of this kind of networks.  We can expect a heuristic such as a simple hill 
climber, which is used in BOA (Pelikan, 2005)  and  which evaluates all the possible 
moves (addition, deletion  and reversing and edge) in each step of  structure learning, will 
perform poorly  because of  lots of  unnecessary network evaluations.  
In recent years several algorithms have been devised to solve this problem by restricting 
the space of possible network structures using various heuristics. One of these algorithms, 
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which has a polynomial complexity is “Spare Candidate” algorithm (Friedman, et al., 
1999) 
 
 
Figure 5.2 A gene expression regulatory network in Hela, a cervical cancer cell line.  
The principle of this method is to restrict the parents set of each variable assuming that if 
two variables are almost independent in the set of examples, it is very unlikely that they 
are connected in the Bayesian network. Using this principle, the algorithm builds a small 
fixed-size candidate parent set for each variable. A major problem of this algorithm is to 
define the size of possible parents set and another one is that the algorithm assumes a 
uniform sparseness in the network. More recently, an algorithm called MMPC has been 
  
97 
proposed to solve these two problems and obtained better results on a wider range of 
network structures (Tsamardinos, et al., 2006). We explained the details of this heuristic 
in chapter 4.   We developed CMSS-BOA based on this heuristic. 
5.3 CMSS-BOA 
The MMPC algorithm uses a constraint-based method to discover possible parent 
children relationships. Then a search method such as greedy search can be used to find 
the Bayesian network which maximizes a selected score. We used this heuristic for 
learning the Bayesian networks in CMSS-BOA. Figure 5.3 present the pseudo code of 
MMPC. The detailed description of this algorithm and its data structures are explained in 
chapter 4. Figure 5.4 summarizes the steps of the CMSS-BOA algorithm.  
After determining the candidate parent set of each variable, a greedy hill-climbing search 
is performed in the space of Bayesian networks. Starting from an empty network, the 
edge addition, deletion, or direction reversal leading to the largest increase in score is 
performed and the search continues in a similar fashion iteratively. The important 
difference from standard hill climbing Bayesian network structure learning is that the 
search is constrained to only consider adding an edge if it was discovered by MMPC in 
the first phase.  
We implemented an optimization tool using both BOA and CMSS-BOA algorithms and 
integrated it within Weka (Witten & Frank, 2011) which makes it possible to easily call 
any function of Weka   in our optimization tool.  One application of this tool can be 
feature selection. For this purpose we can easily call any classification method which has 
already been implemented in Weka, in order to find the variables which maximize the 
accuracy, AUC, or other measures for that specific classifier. 
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In order to have a better comparison between BOA and CMSS-BOA, we implement them 
exactly the same, the only difference being that in CMSS-BOA we use a hill climbing 
algorithm on a search space restricted by the MMPC heuristic and in case of BOA in the 
whole search space. Other parts of the two algorithms, including the selection method, 
are the same. 
MMPC Algorithm 
1. {})( TCPC  
2. ))(|;((max TCPCTXMinAssocassocF VX  
3. ))(|;(maxarg TCPCTXMinAssocF Vx  
4. if   0assocF   Then FTCPCTCPC )()(      
5. if  CPC  has changed go to 2 
6. For all  )(TCPCX     
7.      if   ),(TCPCS  s.t. )|;( STXInd then 
8.             }{\)()( XTCPCTCPC   
9.     end 
end for 
Figure 5.3 MMPC algorithm pseudo code. 
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CMSS-BOA Algorithm 
Generate a random initial set of  solution S 
Calculate the fitness of individuals in S 
Select a subset of promising solution in S 
Find  the CPC of each variable  
Use  a greedy search to find  Bayesian network B  in constrained space by CPCs witch 
maximize a score 
Generate new set of solutions by sampling the Bayesian network B and replace S with 
this set. 
If the termination criteria are not meet go to step 2 
Figure 5.4 CMSS-BOA algorithms 
5.4 Experimental Setup 
In order to compare the performance of CMSS-BOA and BOA, a set of experiments on 
different benchmark functions has been done. We use exactly the same conditions and 
parameters, including the same initial population, for each run of the two algorithms. 
Test Functions 
To compare the performance and behavior of CMSS-BOA and BOA, on different 
functions, including OneMax, and concatenated k-trap function (k=1… 10), and also 
several combinations of these functions are performed. The main characteristic of all of 
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these functions is that they are sum of several independent functions. However, the 
dependencies between variables in each of these groups of functions are not the same. 
Function OneMax: 

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, 
where ix represents the ith bit of the input string x with length n. The more 1s exist in the 
solution the higher the fitness is. The optimum, equal to n, is achieved with the string of 
all 1s. In OneMax, there are no dependencies between variables.  
Function k-trap(x): 
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  kutrapk )(  if u=k and 1)(  ukutrapk ; otherwise. 
We also created problems with none-uniform sparseness including both independent 
variables and dependent variables by combining several k-trap and OneMax sub- 
problems.   
Experimental Parameters 
Elitism replacement is used in both CMSS-BOA and BOA. We keep 10 percent of the 
best individuals of the previous generation. The two algorithms terminate when the upper 
bound on the number of generations has been reached. The maximum generation varies 
depending on the experiment based on the characteristic of problem to solve. The 
selection method used is the proportional selection method in which the selection 
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probability of each individual is proportional to its fitness. The selected population is 
sampled using Stochastic Universal Sampling (SUS) method (Baker, 1987)  
5.5 Experimental Results 
In this section, we conduct several experiments in order to compare the efficiency of 
CMSS-BOA and standard BOA. For both algorithms, BDeu Metrics and a hill climber 
search, with add, delete and reverse moves,  are used to construct the Bayesian network 
and the only difference is that in CMSS-BOA the search is constrained by the candidate 
parent children set. We neither restrict the number of edges nor the maximum number of 
parents for a variable. 
We study how the computational time needed for structure learning and also the average 
and maximum fitness change with time in order to understand their convergence 
behavior. We use exactly the same initial populations to compare the behavior of the two 
algorithms and the results are average over 10 runs. 
We present the results of 3 different experiments in Figures 5.5-5.7. Since the only 
difference between the two algorithms is the learning of probabilistic models, we present 
only the Bayesian network structure learning time here.  
For the first set of experiments, we inserted 5 3-trap functions in a 200 bits OneMax 
problem. The optimal value searched for is therefore 200. The population size is 1000, 
chosen from several experiments with different population sizes. We try several 
population sizes and increase it gradually until obtaining the optimum in most runs. We 
present the results of the two algorithms in Figure 5.5. Figure 5.5(c) depicts the variation 
of the overall best solution found by the two methods at any generation. As  can be seen, 
the average of the fitness values of the best solutions of different runs in 150 generations 
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for both algorithms are very close to the fitness value of the optimum solution. However, 
we can see that, on average, the best solution of CMSS-BOA has a slightly higher fitness 
value. The average of best solutions in different runs in generation 150 has a fitness value 
199 for CSMM-BOA comparing to 192 for standard BOA. Figure 5.5 (b) shows how the 
average fitness of the population changes through different generations.  In this 
experiment CMSS-BOA has slightly better results than BOA. 
Figure 5.5 (a) presents the average Model building times for each generation. As we can 
see BOA needs significantly more time for model building and through generations the 
model building time increases faster than the model building time of CMSS-BOA which 
makes the difference between total learning times even more significant. Figure 5.5 (d) 
shows the cumulative learning time in each generation. This result shows a significant 
improvement in efficiency as the total learning time for CMSS-BOA is almost 10 times 
less than for standard BOA. Finally, Figure 5.5 (e) presents how the average fitness of the 
population changes through time. This result is also true for the optimal value. Therefore, 
for the same computational time the results obtained by CMSS-BOA are much better 
than those obtained by standard BOA. 
In the second set of experiments, we compare the performance of the CMSS-BOA and 
standard BOA for solving problems with higher degree of dependencies among their 
variables. The optimization problem in these experiments is built by merging two 8-trap 
problems and a one max problem. The total size of problem is 40 and the optimum fitness 
value is also 40. The population size is 4000 and is chosen like in the previous section. 
As presented in Figure 5.6 (a), the model learning time increases through generations as 
the variance of the population decreases like in the previous experiments and this change 
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is much more significant for standard BOA.  On average both algorithms could find just 
one trap and as presented in Figure 5.6 (b) the maximum fitness function is 39 while the 
fitness value of the global optimum is 40. CMSS-BOA finds the maximum solution in  
fewer generations. As shown in figure 5.6 (c), CMSS-BOA has a slightly higher average 
fitness value at every generation. 
Figure 5.7 presents the results of CMSS-BOA and standard BOA for solving 5-trap 
problem with 60 variables and populations of 4000. We stop the experiment after 60 
generations. The model learning time in different generations presents patterns similar to 
those of the previous examples. In this experiment BOA shows a slightly higher average 
fitness. The maximum fitness does not change after generation 50. 
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Figure 5.5 Performance comparisons on CMSS –BOA and standard EDA for 
OneMax combined with 6 3-traps. Total program size is 200 and population size is 
1000. 
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Figure 5.6 Performance comparisons between CMSS-BOA and standard BOA for 
one-max merged with 2 8-traps (total problem size is 60) and population size 4000. 
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.
 
Figure 5.7 Performance comparison on between CMSS-BOA and standard BOA for 
Concatenated 5-trap (total problem size is 60) and population size 4000. 
5.6 Conclusion 
In this chapter, we have proposed a Bayesian network based EDA using a recently 
introduced Bayesian structure learning algorithm. Although in this algorithm the models 
search space is constrained by candidate parent children sets, no uniform sparseness   is 
considered and there is not any upper bound for the size of the candidate parent set of a 
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variable. Our results show that this algorithm is able to obtain comparable results (most 
of the time better results) with the algorithm which uses a non constrained model search 
space when the same number of generations is used. More interestingly, these results 
show clearly that the computational time needed to reach the same quality of solution is 
considerably less in our approach with a reduction of up to 90 percent. Moreover, it 
seems the gain in computational time increases with the higher degree of dependencies.  
This is a very important result as the complexity of this kind of optimization problem 
grows exponentially with the degree of dependencies. Therefore, it will make our 
algorithm practical for larger difficult real problems that include high levels of 
dependencies which can hardly be done by classical EDA approaches. Since finding the 
candidate parent and children set for each variable is independent of the other variables it 
is also possible to compute this part of the algorithm in parallel. In most of our 
experiments more than 60 percent of the model building times are dedicated to this part 
so if we use a parallel programming method for finding the candidate parent-children set, 
it makes the algorithm practical for even larger problems. 
In this chapter, we have compared some general behaviors of the two algorithms such as 
model learning time and average and maximum fitness values in each generation.  It can 
also be interesting to study the effects of constraining the search space in terms of 
probability of obtaining the global optimum. 
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Chapter 6 
Sequence-based prediction of mammalian protein 
glycation using CMSS-BOA  
6.1 Introduction 
The non-enzymatic process of bonding a protein molecule with a reducing sugar 
molecule is called glycation (Bunn, et al., 1979). Glycation impairs functioning of 
biomolecules. A chain of chemical reactions after an initial glycation reaction can form 
irreversible cross-link products which are called advanced glycation end products 
(AGEs). AGEs are linked to pathogenesis of aging and many of the chronic 
complications encountered during diabetes.  It also changes in the binding of human 
serum albumin (HSA) to several drugs in the body (Armbuster, 1987). Glycation is also 
associated with other diseases such as Alzheimer’s disease, Parkinson’s disease and 
Pick’s disease (Ling, et al., 1998). 
The predominant amino acids involved in glycation are lysine residues and the N-
terminus of a given protein (Bunn, et al., 1979).  Johnsen et al.  (Johansen, et al., 2006) 
statistically investigate the glycation of ε amino groups of lysines. They study the amino 
acid composition around the glycation site and also the relative position of lysines in the 
protein sequences and finally make a sequence-based predictor using neural networks. 
They obtain best result using a window size of 23 with a hole from positions -3 to + 3 
relatively to the glycation site in the input sequence.  
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3D space interactions between lysines and other amino acids which are situated far away 
in the primary structure might also affect the glycation of a lysine. Therefore in this 
chapter we propose a method to choose relevant positions in the primary structure instead 
of considering only all the amino acids in a window around the glycation sites. We use 
large window sizes and then use a wrapper feature selection method (Yang, et al., 2010) 
based on  a new efficient multivariate EDA called Constrained Model Search Space BOA 
(CMSS-BOA)  (Saheli & Gras, 2009) and the TAN classifier  (Friedman, et al., 1997) to 
find the most relevant positions in primary structure of the proteins. Finally, we use the 
amino acids located in these positions for training a classifier in order to predict the 
glycation sites. We compare the efficiency of our method with the method used in 
(Johansen, et al., 2006) using the same data set.  
6.2 Method 
We used the same data set which has been used in Johansen et al (Johansen, Kiemer, & 
Brunak, 2006) for building a sequence base predictor for glycation sites. Johansen et al. 
extracted this data set from 400 papers. It includes 89 glycated lysines and 126 
nonglycated lysines 
We considered different window sizes (50, 100, 150 and 200) around the glycated sites 
and trained a classifier for predicting the sites. For a window size 2l each training 
instance is in the form of 12 k variables ),,...,,...,,( 101 llll XXXXX  .  Where iX is the 
one-letter amino acid code (FASTA) corresponding to position i in the window. For 
example  
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 A, S ,Q, K, R, P, S, Q, R, H, G, S, K, Y, L, A, T, A, S, T, M, D, H, A, R  correspond to 
values for different positions in a window including 25 amino acids around glycation 
sites ( the K in red ). 
When a glycation sites is too close to one end of the protein we consider a dummy 
variable with a fixed value for each missing position to make the size of each training 
sample equal. Using this approach we noticed that adding an extra variable for 
considering the relative distance of glycation sites to each end of the protein molecule 
does not increase the accuracy of the classifier. We tried several classifiers including 
decision tree and different Bayesian network classifiers and found the best results with 
Tree Augmented Naïve Base (TAN). 
For each window size we make several experiments for which we trained the classifier 
using different data: all positions in the window, using only the positions selected by 
CMSS-BOA-based feature selection method and using only the positions selected by 
several other feature selection methods including gain ratio feature evaluation, Relief, 
and chi squared feature evaluation. In CMSS-BOA based wrapper feature selection 
method, we select the positions to optimize the Area Under roc Curves (AUC) of a TAN 
classifier using 3-fold cross validation. Finally, we used the selected positions to train a 
TAN classifier and use leave one out cross validation to calculate different measures such 
as accuracy, AUC and Matthews’s correlation coefficient (MCC). 
 
6.2 Results 
In Table 6.1 we present the results of our method and compare them to the result of 
Johansen et al. (Johansen, et al., 2006). As it can be seen in these results, all the 
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measures, including accuracy, area under ROC curve and MCC, are significantly higher. 
These results demonstrate the importance of considering a larger part of the amino-acid 
sequence to build a predictor because even amino acids at distant positions from the 
glycation site can impact strongly on the prediction due to the 3D structure of the protein. 
Although we select the positions of monoacids with higher impact just among 200 amino 
acids around the glycated sites, we could increase both accuracy and sensitivity 
significantly. 
Table 6.1 Results of the CMSS-BOA + TAN predictor and the Morten et al. 
predictor. 
Predictor Window Size #Selected 
positions 
ACC AUC MCC 
CMSS-BOA 
+  TAN 
150 40 88.32 0.937 0.766 
Morten et al. 23 40 79 0.77 0.58 
   
Considering larger windows can lead to difficult problems because the model could 
become very complex. It is therefore highly important to be able to focus only on the 
most important positions in the window. Table 6.2 presents the results of the comparison 
of several of feature selection methods, which are part of Weka, with CMSS-BOA+TAN 
in terms of accuracy of the final predictor. As it appears clearly, all the other feature 
selection approaches, which do not consider the dependencies between variables, lead to 
very weak predictors. Keeping all the features also leads to very poor accuracy, 
confirming the strong interest in the selection of the most important features. 
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Table 6.2 The result of the TAN classifier without and with feature selection 
methods 
FS method Window 
Size 
#selected 
positions 
ACC  
 
AUC MCC 
CMSS-BOA 
+TAN 
150 40 88.32 0.937 0.766 
Relief 150 40 54.88 0.59 0.113 
Gain Ratio 150 40 55.34 0.58 0.117 
Chi Squared 150 40 60.46 0.67 0.213 
No FS 150 150 57.02 0.58 0.155 
 
 6.3 Conclusion 
In this chapter, we used CMSS-BOA to find the most relevant positions in a large 
window size around the glycated sites and used these positions to train a TAN classifier. 
We compared the results of using TAN along with other feature selection methods and 
showed that those methods that do not consider the dependencies among variables are not 
able to improve the prediction results. Moreover, we demonstrate that having an efficient 
feature selection method improve considerably the quality of the predictor compared to a 
situation where all the features are used.  Finally, our results show that our approach 
surpasses the state of the art in terms of both accuracy and sensitivity proving the interest 
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of considering distant positions in amino-acids sequences to take into account the 
tridimensional properties of the corresponding proteins. 
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Chapter 7 
Conclusion  
7.1 Summary 
Although univariate and bivariate EDA has been used in many large problems with a 
great success, applying multivariate EDAs to real world problems has been limited to 
problems with a small number of variables. The primary goal of this research was to 
introduce an efficient multivariate Bayesian network based EDA in order to use it for 
large real world problem especially in bioinformatics problems. We introduced CMSS-
BOA and efficient EDA and developed an optimization tools based on this algorithm to 
provide a convenient way to apply this algorithm to many problems such as feature 
selection, clustering, etc.   
In chapter 2 we study the effect of size and complexity of Bayesian networks and also the 
size of the data sets in the efficiency of seven local search heuristic algorithms using 
different scores. In that study we fix the number of network evolution for all the 
algorithms. Our studies show that there is not any specific algorithm that performs the 
best in all the conditions. 
In chapter 2 we present a survey of EDAs and also their application in gene expression 
analysis. Most of the EDAs which have been applied in bioinformatics problem have 
been either bivariate or univariate which was a motivation for developing an efficient and 
practical multivariate EDA. 
In chapter 3 we present a multivariate extension of statistical implicative analysis 
algorithm and study its capabilities for discovering the dependencies among the variables 
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of a dataset. The datasets are generated by varying the parameters of a problem such as 
the distribution of independent variables, the number of dependent variables and the 
number of dependencies. The results are compared with a conditional probability based 
algorithm for finding multiple dependencies.  
Chapter 5 is dedicated to a new multivariate EDA, CMSS-BOA, which is designed for 
solving large optimization problems where the dependency network of variables are large 
but sparse and consist of several sub networks. This algorithm is compared with BOA 
using several benchmark problems. CMSS-BOA has results comparable with those of 
BOA which use non restricted search space of models with most of the time solutions of 
the same quality or better. More importantly, these solutions are obtained in considerably 
less computational time with a reduction of up to 90 percent.  
Finally, CMSS-BOA is applied for building a sequence-based glycation site predictor. It 
is used in a wrapper feature selection method to find the most relevant positions of amino 
acids in a large window around the glycation sites and later the amino acids in these 
positions are used for training a TAN sequence based predictor. Using this method, the 
quality of the results improved significantly compared the situation where all the features 
are used. The results also surpass the state of the arts in terms of both accuracy and 
sensitivity. 
7.2 Future works 
Although considering the complexity of the model building of the BOA and CMSS-BOA 
and also the results of chapter 5, we expect to have even more gain in terms of 
computational times and quality of the results for larger and more complex problems, still 
an accurate an comprehensive study for these kind of problems is needed to understand 
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how CMSS-BOA will scale up. This kind of analysis needs a very large population size 
which means that other components of EDA, including fitness evaluation and selection,   
will be computationally expensive. We plan to parallelize fitness evaluation and selection 
part of both MSS-BOA and BOA in our optimization tools to be able to do a 
comprehensive scalability analysis.   
We study the effects of constraining the search space in term of probability to obtain the 
global optimum and also finding the correct dependencies between variables also can be 
an interesting subject for future work. 
We also plan to do some modifications in order to make CMSS-BOA more efficient and 
therefore practical for very large problems. First we would like to constrain the model 
search space incrementally. The probabilistic models in consecutive generations usually 
do not change much, therefore constraining the search space incrementally by updating 
the candidate parent-children set in each generation instead of computing it from scratch 
can improve the efficiency of  CMSS-BOA.    
Second, we would like to parallelize the MMPC algorithm. Since finding the candidate 
parent-children for each variable is independent of the other variables, this part can be 
parallelized easily and because this part takes the majority of model building time in 
CMSS-BOA, we expect that it will improve the efficiency of CMSS-BOA significantly.  
Finally, we plan to extend our glycation predictor by using larger database using recently 
published glycation sites and also apply our algorithm to other bioinformatics problems.  
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