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Abstract. The contact structure of two meromorphic curves gives a factorization of their jacobian.
Section 1: Introduction
Let J(F,G) = J(X,Y )(F,G) be the jacobian of F = F (X,Y ) and G = G(X,Y ) with respect to X and
Y , i.e., let J(F,G) = FXGY − FYGX where subscripts denote partial derivatives. Here, to begin with,
F and G are plane curves, i.e., polynomials in X and Y over an algebraically closed ground field k of
characteristic zero. More generally, we let F and G be meromorphic curves, i.e., polynomials in Y over
the (formal) meromorphic series field k((X)).
In terms of the the contact structure of F and G, we shall produce a factorization of J(F,G). Note
that if G = −X then J(F,G) = FY ; in this special case, our results generalize some results of Merle [Me],
Delgado [De], and Kuo-Lu [KL] who studied the situation when F has one (Merle) or two (Delgado) or
more (Kuo-Lu) branches. These authors restricted their attention to the analytic case, i.e., when F is a
polynomial in Y over the (formal) power series ring k[[X ]]. With an eye on the Jacobian Conjecture, we
are particularly interested in the meromorphic case.
The main technique we use is the method of Newton Polygon, i.e., the method of deformations,
characteristic sequences, truncations, and contact sets given in Abhyankar’s 1977 Kyoto paper [Ab]. In
Sections 2 to 5 we shall review the relevant material from [Ab]. In Section 6 we shall introduce the tree
of contacts and in Sections 7 to 9 we shall show how this gives rise to the factorizations.
The said Jacobian Conjecture predicts that if the Jacobian of two bivariate polynomials F (X,Y ) and
G(X,Y ) is a nonzero constant then the variables X and Y can be expressed as polynomials in F and G,
i.e., if 0 6= J(F,G) ∈ k for F and G in k[X,Y ] then k[F,G] = k[X,Y ]. We hope that the results of this
paper may contribute towards a better understanding of this Bivariate Conjecture, and hence also of its
obvious Multivariate Incarnation.
Section 2: Deformations
We are interested in studying polynomials in indeterminates X and Y over an algebraically closed
ground field k of characteristic zero. To have more elbow room to maneuver, we consider the larger
ring R = k((X))[Y ] of polynomials in Y over k((X)), i.e., with coefficients in k((X)), where k((X)) is
the meromorphic series field in X over k.
Given any
g = g(X,Y ) =
∑
i∈Z
g[i]X i =
∑
j∈Z
g((j))Y j ∈ R
with
g[i] = g[i](Y ) ∈ k[Y ] and g((j)) = g((j))(X) ∈ k((X))
we put
SuppXg = {i ∈ Z : g
[i] 6= 0} and SuppY g = {j ∈ Z : g
((j)) 6= 0}
and we call this the X-support and the Y -support of g respectively. Note that these supports are
bounded from below and above respectively, and upon letting
γ♯ = ordXg = the X-order of g and γ = degY g = the Y -degree of g
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2we have
γ♯ =
{
min(SuppXg) if g 6= 0
∞ if g = 0
and γ =
{
max(SuppY g) if g 6= 0
−∞ if g = 0.
Now
g[i](Y ) =
∑
j∈Z
g(i,j)Y j and g((j))(X) =
∑
i∈Z
g(i,j)X i with g(i,j) ∈ k
and we put
Supp(g) = Supp(X,Y )g = {(i, j) ∈ Z× Z : g
(i,j) 6= 0}
and we call this the support, or the (X,Y )-support, of g. We put
incoXg =
{
g[γ
♯] if g 6= 0
0 if g = 0
and decoY g =
{
g((γ)) if g 6= 0
0 if g = 0
and we call this the X-initial-coefficient and the Y -degree-coefficient of g respectively. Upon letting
γ̂♯ = ord(g) = the (total) order of g
= ord(X,Y )g = the (X,Y )-order of g
we have
γ̂♯ =
{
min{i+ j : (i, j) ∈ Supp(g)} if g 6= 0
∞ if g = 0
and we put
info(g) = info(X,Y )g =
{ ∑
i+j=γ̂♯ g
(i,j)X iY j if g 6= 0
0 if g = 0
and we call this the initial-form, or the (X,Y )-initial-form, of g.1 If g ∈ k[X,Y ] then upon letting
γ̂ = deg(g) = the (total) degree of g
= deg(X,Y )g = the (X,Y )-degree of g
we have
γ̂ =
{
max{i+ j : (i, j) ∈ Supp(g)} if g 6= 0
−∞ if g = 0
and we put
defo(g) = defo(X,Y )g =
{ ∑
i+j=γ̂ g
(i,j)X iY j if g 6= 0
0 if g = 0
and we call this the degree-form, or the (X,Y )-degree-form, of g.2
Given any z = z(X) ∈ k((X)), we write
z = z(X) =
∑
i∈Z
z[i]X i with z[i] ∈ k
and we put
z[i] = 0 for all i ∈ Q \ Z
1In an obvious manner, the definitions of SuppXg, ordXg, incoXg, SuppY g, degY g, decoY g, Supp(X,Y )g, ord(X,Y )g,
and info(X,Y )g, can be extended to any g in k((X))[Y, Y
−1], and for any such g we can also define ordY g and incoY g, and
then we have: g = 0 ⇔ SuppXg = ∅ ⇔ ordXg = ∞ ⇔ incoXg = 0 ⇔ SuppY g = ∅ ⇔ ordY g = ∞ ⇔ degY g = −∞ ⇔
incoY g = 0⇔ decoY g = 0⇔ Supp(X,Y )g = ∅ ⇔ ord(X,Y )g =∞⇔ info(X,Y )g = 0.
2Again, in an obvious manner, the definitions of deg(X,Y )g and defo(X,Y )g can be extended to any g in k[X,X
−1, Y, Y −1],
and for any such g we can also define degXg and decoXg, and then we have: g = 0 ⇔ degXg = −∞ ⇔ decoXg = 0 ⇔
deg(X,Y )g = −∞⇔ defo(X,Y )g = 0.
3and we let
ǫ(z) =
{
the set of all (U, V,W ) ∈ Z3 such that U > 0 < V
and iV/U ∈ Z for all i ∈ SuppXz with i < WU/V
and we call this the edge of z, and for any (U, V,W ) ∈ ǫ(z) we let
z†(X,U, V,W ) =
∑
i<WU/V
z[i]X iV/U ∈ k((X))
and
z‡(X,U, V,W, Y ) = z†(X,U, V,W ) +XWY ∈ R
and
z†∗(X,U, V,W ) =
∑
i≤WU/V
z[i]X iV/U ∈ k((X))
and we call these the (U, V,W )-truncation, the (U, V,W )-deformation, and the strict (U, V,W )-
truncation of z(X) respectively. Given any H = H(X,Y ) ∈ R, we are interested in calculating
ordXH(X
V , z‡(X,U, V,W, Y )) and incoXH(X
V , z‡(X,U, V,W, Y )).3 For this purpose we proceed to give
a review on characteristic sequences.
Section 3: Characteristic Sequences
Let R̂♮ be the set of all monic polynomials in Y over k((X)), i.e., those nonzero members of R in
whom the coefficient of the highest Y -degree term is 1. Let R♮ be the set of all irreducible monic
polynomials in Y over k((X)), i.e., those members of R̂♮ which generate prime ideals in R; note that
their Y -degrees are positive integers.
Given any f = f(X,Y ) ∈ R♮ of Y -degree n, by Newton’s Theorem
f(Xn, Y ) =
∏
1≤j≤n
[Y − zj(X)] with zj(X) ∈ k((X))
where we note that SuppXzj is independent of j. Let m(f) = mi(f)0≤i≤h(m(f))+1 be the newto-
nian sequence of characteristic exponents of f relative to n as defined on page 300 of [Ab], let
d(m(f)) = di(m(f))0≤i≤h(d(m(f)))+2 be the GCD-sequence of m(f) as defined on page 297 of [Ab],
let q(m(f)) = qi(m(f))0≤i≤h(q(m(f)))+1 be the difference sequence of m(f) as defined on page 301
of [Ab], let s(q(m(f))) = si(q(m(f)))0≤i≤h(s(q(m(f))))+1 be the inner product sequence of q(m(f))
as defined on page 302 of [Ab], and let r(q(m(f))) = ri(q(m(f)))0≤i≤h(r(q(m(f))))+1 be the normalized
inner product sequence of q(m(f)) as defined on page 302 of [Ab].4 Note that then
h(d(m(f))) = h(m(f)) = h(q(m(f)))
= h(s(q(m(f)))) = h(r(q(m(f)))) = a nonnegative integer
and
d0(m(f)) = 0 and dh(d(m(f)))+1(m(f)) = 1
3To motivate the definitions of ǫ(z) and z‡, given any H = H(X, Y ) =
∑
i,j H
(i,j)XiY j ∈ R with H(i,j) ∈ k, let Γ♯
and Θ♯(Y ) be the values of ordXH(X
V , z‡(X,U, V,W, Y )) and incoXH(X
V , z‡(X,U, V,W, Y )) when z = 0, i.e., let Γ♯ =
ordXH(X
V ,XW Y ) and Θ♯(Y ) = incoXH(X
V ,XW Y ). Also let Γ and Θ(X, Y ) be the weighted order and the weighted
initial form of H(X, Y ), when we give weights (V,W ) to (X, Y ), i.e., let Γ = min{iV + jW : (i, j) ∈ Supp(X,Y )H(X, Y )}
and Θ(X, Y ) =
∑
iV+jW=ΓH
(i,j)XiY j . Then Γ♯ = Γ = ord(X,Y )H(X
V , YW ) and Θ(X, Y ) = info(X,Y )H(X
V , YW ).
Moreover, Θ♯(Y ) and Θ(X, Y ) determine each other by the formulas Θ♯(Y ) = Θ(1, Y ) and Θ(X, Y ) = XΓ/V Θ♯(X−W/V Y ).
The parameter U is a normalizing parameter which essentially says that we want to intersect the “meromorphic curve”
H(X, Y ) = 0 with a deformation of the “irreducible meromorphic curve” f(X, Y ) = 0 where f(X, Y ) is a monic irreducible
polynomial of degree U = n in Y over k((X)); to do this we take a “fractional meromorphic” root y(X) of f(X, Y ) = 0
with y(Xn) = z(X) ∈ k((X)), and then after “deforming” y(X) at XW/U we substitute the deformation in f(X, Y ) for Y .
For further motivation see the definitions of ǫ(f, λ) and t(f, λ) displayed in the middle of the next Section.
4It is really not necessary to look up [Ab] for the definitions of the sequences m, d, q, s, r, since they are completely
redefined in the next three sentences ending with the displayed item (•).
4and
d1(m(f)) = m0(f) = q0(m(f)) = s0(q(m(f))) = r0(q(m(f))) = n
and
dh(m(f))+2(m(f)) = mh(m(f))+1(f) = qh(m(f))+1(m(f))
= sh(m(f))+1(q(m(f))) = rh(m(f))+1(q(m(f))) =∞
and
m1(f) = q1(m(f)) = s1(q(m(f)))/n = r1(q(m(f))) = min(SuppXz1)
with the understanding that the min of the empty set is∞. Also note that: h(m(f)) = 0⇔ f(X,Y ) = Y .
Finally note that if f(X,Y ) 6= Y then for 2 ≤ i ≤ h(m(f)) we have that di(m(f)), mi(f), qi(m(f)),
si(q(m(f))), ri(q(m(f))) are integers with di(m(f)) > 0 such that:
(•)

di(m(f)) = GCD(m0(f),m1(f), . . . ,mi−1(f)),
mi(f) = min(SuppXz1 \ di(m(f))Z),
qi(m(f)) = mi(f)−mi−1(f),
si(q(m(f))) = q1(m(f))d1(m(f)) + · · ·+ qi(m(f))di(m(f)),
and ri(q(m(f))) = si(q(m(f)))/di(m(f)).
In the rest of this Section we shall use the abbreviations
di = di(m(f)) and si = si(q(m(f)))
for all relevant values of i. Let the sequence c(f) = ci(f)1≤i≤h(c(f)) be defined by putting
h(c(f)) = h(m(f)) and ci(f) = mi(f)/n for 1 ≤ i ≤ h(c(f))
and let us call this the normalized characteristic sequence of f . Note that then c1(f) < c2(f) < · · · <
ch(c(f))(f) are rational numbers, out of which only c1(f) could be an integer. To obtain an alternative
characterization of the noninteger members of this sequence, for any rational number λ, we let
p(f, λ) =
{
the unique nonnegative integer ≤ h(c(f)) such that
ci(f) < λ ≤ cj(f) for 1 ≤ i ≤ p(f, λ) < j ≤ h(c(f))
and
p∗(f, λ) =
{
the unique nonnegative integer ≤ h(c(f)) such that
ci(f) ≤ λ < cj(f) for 1 ≤ i ≤ p∗(f, λ) < j ≤ h(c(f))
and
D(f, λ) = n/dp+1 with p = p(f, λ)
and
D∗(f, λ) = n/dp∗+1 with p
∗ = p∗(f, λ)
and
S(f, λ) =
{
(sp + (nλ−mp(f))dp+1)/n
2 if p = p(f, λ) 6= 0
λ if p = p(f, λ) = 0
and, for any z ∈ k((X)), we let
A(f, λ, z) =
p(f,λ)∏
i=1
(
(di/di+1)z[mi(f)]
(di/di+1)−1
)di+1D(f,λ)/n
and
Â(f, λ, z) = A(f, λ, z)n/D(f,λ)
5and
E(f, λ, z, Y ) = Y D
∗(f,λ)/D(f,λ) − z[nλ]D
∗(f,λ)/D(f,λ)
and
Ê(f, λ, z, Y ) = E(f, λ, z, Y )n/D
∗(f,λ)
and we call these the λ-position, the strict λ-position, the λ-degree, the strict λ-degree, the λ-
strength, the (λ, z)-reduced-constant, the (λ, z)-constant, the (λ, z)-reduced-polynomial, and the
(λ, z)-polynomial of f respectively; note that the above objects p, p∗, D, D∗, S, A, Â, E, and Ê
respectively correspond to the objects p(<), p(≤), D, E, s, B, B̂, P , and P̂ introduced on pages 326-328
of [Ab]. We also define the sequence m(f, λ) = mi(f, λ)0≤i≤h(m(f,λ))+1 by putting
h(m(f, λ)) = p(f, λ) and mi(f, λ) = mi(f)D(f, λ)/n for 0 ≤ i ≤ p(f, λ) + 1
with the understanding that mi(f, λ) = ∞ for i = p(f, λ) + 1, and we define the sequence m∗(f, λ) =
m∗i (f, λ)0≤i≤h(m∗(f,λ))+1 by putting
h(m∗(f, λ)) = p∗(f, λ) and m∗i (f, λ) = mi(f)D
∗(f, λ)/n for 0 ≤ i ≤ p∗(f, λ) + 1
with the understanding that m∗i (f, λ) = ∞ for i = p
∗(f, λ) + 1, and we define the sequence c(f, λ) =
ci(f, λ)1≤i≤h(c(f,λ)) by putting
h(c(f, λ)) = p(f, λ) and ci(f, λ) = ci(f) for 1 ≤ i ≤ p(f, λ)
and we define the sequence c∗(f, λ) = c∗i (f, λ)1≤i≤h(c∗(f,λ)) by putting
h(c∗(f, λ)) = p∗(f, λ) and c∗i (f, λ) = ci(f) for 1 ≤ i ≤ p
∗(f, λ)
and we call these sequences the λ-characteristic-sequence, the strict λ-characteristic-sequence,
the λ-normalized-characteristic-sequence, and the strict λ-normalized-characteristic-sequence
of f respectively. We also let
ǫ(f, λ) =
{
the set of all (z, U, V,W ) ∈ k((X))× Z3 such that U = n, W/V = λ,
and (U, V,W ) ∈ ǫ(z) where z = z(X) ∈ k((X)) with f(Xn, z(X)) = 0
and we call this the λ-edge of f . Finally we define t(f, λ) = t(f, λ)(X,Y ) to be the unique member of
R♮ such that
t(f, λ)(XV , z†(X,U, V,W )) = 0 for some (and hence for all) (z, U, V,W ) ∈ ǫ(f, λ)
and we call this the λ-normalized-truncation of f , and we define t∗(f, λ) = t∗(f, λ)(X,Y ) to be the
unique member of R♮ such that
t∗(f, λ)(XV , z†∗(X,U, V,W )) = 0 for some (and hence for all) (z, U, V,W ) ∈ ǫ(f, λ)
and we call this the strict λ-normalized-truncation of f ; note that on page 294 of [Ab] we have called
these the open and closed (nλ)-truncations of f respectively.
¿From the above definitions of the various objects, we see that
(NP1)

p(f, λ) and p∗(f, λ) are integers with
0 ≤ p(f, λ) ≤ p∗(f, λ) ≤ h(m(f)), and
D(f, λ) and D∗(f, λ) are positive integers with
n/D∗(f, λ) ∈ Z and D∗(f, λ)/D(f, λ) ∈ Z
6and
(NP2)

t(f, λ) and t∗(f, λ) are elements of R♮ such that:
m(t(f, λ)) = m(f, λ) and m(t∗(f, λ)) = m∗(f, λ),
c(t(f, λ)) = c(f, λ) and c(t∗(f, λ)) = c∗(f, λ),
degY t(f, λ) = D(f, λ) and degY t
∗(f, λ) = D∗(f, λ), and
h(m(t(f, λ))) = h(c(t(f, λ))) = p(f, λ) and h(m(t∗(f, λ))) = h(c(t∗(f, λ))) = p∗(f, λ)
and
(NP3)
{
A(f, λ, z) ∈ k and Â(f, λ, z) = A(f, λ, z)n/D(f,λ) ∈ k are such that:
if f(Xn, z(X)) = 0 then A(f, λ, z) 6= 0 6= Â(f, λ, z)
and
(NP4)

E(f, λ, z, Y ) = Y D
∗(f,λ)/D(f,λ) − z[nλ]D
∗(f,λ)/D(f,λ) ∈ k[Y ]
and Ê(f, λ, z, Y ) = E(f, λ, z, Y )n/D
∗(f,λ) ∈ k[Y ]
are monic polynomials of degrees D∗(f, λ)/D(f, λ) and n/D(f, λ) respectively,
where z[nλ] ∈ k is such that: z[nλ] 6= 0⇔ nλ ∈ SuppXz
and
(NP5)

D∗(f, λ)/D(f, λ) > 1
⇔ λ = ci(f) 6∈ Z for some i ∈ {1, . . . , h(c(f))}
⇔ Ê(f, λ, z, Y ) has more than one root in k
for any z = z(X) ∈ k((X)) with f(Xn, z(X)) = 0
and
(NP6)
{
S(f, λ) ∈ Q is such that:
if (z, U, V,W ) ∈ ǫ(f, λ) then S(f, λ)nV ∈ Z.
With this preparation, what we have called Newton Polygon (3) on page 334 of [Ab] can be restated
by saying that:
(NP7)

if (z, U, V,W ) ∈ ǫ(f, λ)
then ordXf(X
V , z‡(X,U, V,W, Y )) = S(f, λ)nV
and incoXf(X
V , z‡(X,U, V,W, Y )) = Â(f, λ, z)Ê(f, λ, z, Y ).
In view of (NP3) and (NP5), the last line of (NP7) tells us that the noninteger members of the sequence
ci(f)1≤i≤h(c(f)) are exactly those values of λ for which incoX(f(X
V , z(X,U, V,W, Y )) has more than one
root in k; this then is the alternative characterization we spoke of.
Given any other f ′ = f ′(X,Y ) ∈ R♮ of Y -degree n′, by Newton’s Theorem
f ′(Xn
′
, Y ) =
∏
1≤j≤n′
[Y − z′j(X)] with z
′
j(X) ∈ k((X)).
Recall that on page 287 of [Ab] the contact cont(f, f ′) of f with f ′ is defined by putting
cont(f, f ′) = max{(1/n′)ordX [zj(X
n′)− z′j′(X
n)] : 1 ≤ j ≤ n and 1 ≤ j′ ≤ n′}.
We define the normalized contact noc(f, f ′) of f with f ′ by putting noc(f, f ′) = (1/n)cont(f, f ′), i.e.,
equivalently, by putting
noc(f, f ′) = max{(1/(nn′))ordX [zj(X
n′)− z′j′(X
n)] : 1 ≤ j ≤ n and 1 ≤ j′ ≤ n′}.
7We note that if f 6= f ′ then noc(f, f ′) is a rational number, and if f = f ′ then noc(f, f ′) =∞. We also
note the Isosceles Triangle Property which we shall tacitly use and which says that
(ITP)

f ′′ ∈ R♮ ⇒ noc(f, f ′′) ≥ min(noc(f, f ′), noc(f ′, f ′′))
and
f ′′ ∈ R♮ with noc(f, f ′) 6= noc(f ′, f ′′)⇒ noc(f, f ′′) = min(noc(f, f ′), noc(f ′, f ′′)).
In view of the Confluence Lemmas given on pages 338-344 of [Ab] we see that
(GNP1)

if λ ≤ λ′ = noc(f, f ′)
then p(f ′, λ) = p(f, λ), D(f ′, λ) = D(f, λ), S(f ′, λ) = S(f, λ),
m(f ′, λ) = m(f, λ), c(f ′, λ) = c(f, λ), t(f ′, λ) = t(f, λ),
and A(f ′, λ, z′) = A(f, λ, z)
where we have chosen z = z(X) and z′ = z′(X) in k((X)) such that
f(Xn, z(X)) = 0 = f ′(Xn
′
, z′(X)) and (1/(nn′))ordX [z(X
n′)− z′(Xn)] = λ′
and
(GNP2)

if λ < λ′ = noc(f, f ′)
then p∗(f ′, λ) = p∗(f, λ), D∗(f ′, λ) = D∗(f, λ),
m∗(f ′, λ) = m∗(f, λ), c∗(f ′, λ) = c∗(f, λ), t∗(f ′, λ) = t∗(f, λ),
and E(f ′, λ, z′, Y ) = E(f, λ, z, Y )
where we have chosen z = z(X) and z′ = z′(X) in k((X)) such that
f(Xn, z(X)) = 0 = f ′(Xn
′
, z′(X)) and (1/(nn′))ordX [z(X
n′)− z′(Xn)] = λ′
and
(GNP3)

if λ = λ′ = noc(f, f ′)
then E(f ′, λ, z′, Y ) and E(f, λ, z, Y ) do not have a common root
where we have chosen z = z(X) and z′ = z′(X) in k((X)) such that
f(Xn, z(X)) = 0 = f ′(Xn
′
, z′(X)) and (1/(nn′))ordX [z(X
n′)− z′(Xn)] = λ′
and
(GNP4)
{
if λ ≤ λ′ = noc(f, f ′) and (z, U, V,W ) ∈ ǫ(f, λ)
then S(f, λ)n′V ∈ Z.
What we have called Generalized Newton Polygon (6) on page 346-347 of [Ab] can now be restated
by saying that:
(GNP5)

if λ ≤ λ′ = noc(f, f ′) and (z, U, V,W ) ∈ ǫ(f, λ)
then ordXf
′(XV , z‡(X,U, V,W )) = S(f, λ)n′V
and incoXf
′(XV , z‡(U, V,W, Y )) = Â(f ′, λ, z′)Ê(f ′, λ, z′, Y )
where we have chosen z′ = z′(X) ∈ k((X)) such that
f ′(Xn
′
, z′(X)) = 0 and (1/(nn′))ordX [z(X
n′)− z′(Xn)] = λ′
and
(GNP6)

if λ > λ′ = noc(f, f ′) and (z, U, V,W ) ∈ ǫ(f, λ)
then ordXf
′(XV , z‡(X,U, V,W )) = S(f, λ′)n′V
and 0 6= incoXf ′(XV , z‡(U, V,W, Y )) = Â(f ′, λ′, z′)Ê(f ′, λ′, z′, z[nλ]) ∈ k
where we have chosen z′ = z′(X) ∈ k((X)) such that
f ′(Xn
′
, z′(X)) = 0 and (1/(nn′))ordX [z(X
n′)− z′(Xn)] = λ′
8and
(GNP7)
{
if λ = λ′ = noc(f, f ′) and f(Xn, z(X)) = 0 with z(X) ∈ k((X))
then ordXf
′(Xn, z(X)) = S(f, λ)n′n.
Finally we note that, for the truncations t(f, λ) and t∗(f, λ), we obviously have
(GNP8)
{
noc(f, t(f, λ)) ≥ λ and
noc(f, t∗(f, λ)) > λ.
Section 4: Truncations and Buds
To continue discussing truncations, we let R♭ be the set of all buds in R, where by a bud we mean a
pair B = (σ(B), λ(B)) with ∅ 6= σ(B) ⊂ R♮ and λ(B) ∈ Q such that noc(f, f ′) ≥ λ(B) for all f and f ′ in
σ(B); we call σ(B) the stem of B, and λ(B) the level of B; we also let τ(B) = {f ∈ R♮ : noc(f, f ′) ≥
λ(B) for all f ′ ∈ σ(B)}, and we call τ(B) the flower of B.5 For any f ∈ R♮ and B ∈ R♭, we let noc(f,B)
be the rational number defined by saying that if f ∈ τ(B) then noc(f,B) = λ(B), whereas if f 6∈ τ(B)
then noc(f,B) equals the common value (see (ITP)) of noc(f, f ′) as f ′ varies in τ(B); we call noc(f,B)
the normalized contact of f with B, and we note that: noc(f,B) 6= λ(B)⇔ noc(f,B) < λ(B)⇔ f 6∈
τ(B).6 For any f ∈ R♮ and λ ∈ Q, we let R(f, λ) = {B′ ∈ R♭ : f ∈ τ(B′) and λ(B′) = λ}; members of
R(f, λ) may be called λ-buddies of f . For any f ∈ R♮ and B ∈ R♭, we let R(f,B) = R(f, noc(f,B));
members of R(f,B) may be called B-buddies of f . For any B ∈ R♭, we let R(B) = {B′ ∈ R♭ : τ(B′) =
τ(B) and λ(B′) = λ(B)}; members of R(B) may be called buddies of B.
Given any bud B, by (GNP1) we see that there is a unique nonnegative integer p(B), a unique positive
integer D(B), a unique rational number S(B), a unique sequence of integers m(B) = mi(B)0≤i≤p(B)+1
with the exception that mp(B)+1 = ∞, a unique sequence of rational numbers c(B) = ci(B)1≤i≤p(B), a
unique member t(B) of R♮, a unique nonzero element A(B) of k, and a unique nonempty set ǫ(B) of
triples (z, V,W ) with z = z(X) ∈ k((X)) and 0 < V ∈ Z and W ∈ Z, having the Bud Properties which
say that
(BP1)

for every f ∈ τ(B), upon letting degY f = n, we have:
p(f, λ(B)) = p(B), D(f, λ(B)) = D(B), S(f, λ(B)) = S(B),
m(f, λ(B)) = m(B), c(f, λ(B)) = c(B), t(f, λ(B)) = t(B),
A(f, λ(B), z˜) = A(B) for all z˜ = z˜(X) ∈ k((X)) with f(Xn, z˜(X)) = 0,
and (z, n, V,W ) 7→ (ẑ, V,W ) gives a surjection of ǫ(f, λ(B)) onto ǫ(B)
where ẑ(X) = z†(X,n, V,W ).
We call p(B), D(B), S(B), m(B), c(B), t(B), A(B), and ǫ(B), the position, the degree, the strength,
the characteristic sequence, the normalized characteristic sequence, the normalized trunca-
tion, the reduced constant, and the edge of B respectively, and we note that then for t(B) we have
(BP2)

t(B) ∈ τ(B), degY t(B) = D(B), m(t(B)) = m(B),
c(t(B)) = c(B), h(m(t(B))) = h(c(t(B))) = p(B), and
ǫ(B) = {(z, V,W ) : 0 < V ∈ D(B)Z and W = λ(B)V ∈ Z and
z = z(X) ∈ k((X)) with t(B)(XV , z(X)) = 0}.
Given any bud B, by (BP1) and (BP2) we see that
(BP3)

for any B′ ∈ R♭ we have:
B′ ∈ R(B)⇔ R(B′) = R(B)
⇔ τ(B′) ∩ τ(B) 6= ∅ and λ(B′) = λ(B)
⇒ p(B′) = p(B), D(B′) = D(B), S(B′) = S(B), m(B′) = m(B),
c(B′) = c(B), t(B′) = t(B), A(B′) = A(B), and ǫ(B′) = ǫ(B)
5Basically, the stem σ(B) of a bud B = (σ(B), λ(B)) is a nonempty set of irreducible meromorphic curves f(X, Y ) =
0 whose fractional meromorphic roots mutually coincide up to Xλ(B), and its flower τ(B) is the set of all irreducible
meromorphic curves whose fractional meromorphic roots coincide with the fractional meromorphic roots of members of
σ(B) up to Xλ(B).
6Equivalently, noc(f, B) can be defined by saying that, for any f ∈ R♮ and B ∈ R♭, we have noc(f, B) = min{noc(f, f ′) :
f ′ ∈ τ(B)}.
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(BP4)

for any f ∈ τ(B), with degY f = n, we have n/D(B) ∈ Z,
and for any (z, V,W ) ∈ ǫ(B) we have
ordXf(X
V , z(X) +XWY ) = S(B)nV ∈ Z
and degY incoXf(X
V , z(X) +XWY ) = n/D(B)
and
(BP5)

for any f ′ ∈ R♮ \ τ(B) and (z, V,W ) ∈ ǫ(B) we have
0 6= incoXf ′(XV , z(X) +XWY ) ∈ k,
and for any B′ ∈ R(f ′, B), upon letting degY f
′ = n′, we have
ordXf
′(XV , z(X) +XWY ) = S(B′)n′V ∈ Z.
Next we let R♭∗ be the set of all strict buds in R, where by a strict bud we mean a bud B such that
noc(f, f ′) > λ(B) for all f and f ′ in σ(B); we also let τ∗(B) = {f ∈ R♮ : noc(f, f ′) > λ(B) for all f ′ ∈
σ(B)}, and we call τ∗(B) the strict flower of B.7 For any f ∈ R♮ and λ ∈ Q we let R
∗
(f, λ) = {B′ ∈
R♭∗ : f ∈ τ∗(B′) and λ(B′) = λ}; members of R
∗
(f, λ) may be called strict λ-buddies of f . For any
f ∈ R♮ and B ∈ R♭, we let R
∗
(f,B) = R
∗
(f, noc(f,B)); members of R
∗
(f,B) may be called strict
B-buddies of f . For any B ∈ R♭, we let R
∗
(B) = R♭∗ ∩R(B); members of R
∗
(B) may be called strict
buddies of B. Finally, for any B ∈ R♭∗, we let R
∗∗
(B) = {B′ ∈ R
∗
(B) : τ∗(B′) = τ∗(B)}; members of
R
∗∗
(B) may be called doubly strict buddies of B.
Given any strict bud B, by (GNP2) we see that there is a unique nonnegative integer p∗(B),
a unique positive integer D∗(B), a unique sequence of integers m∗(B) = m∗i (B)0≤i≤p∗(B)+1 with the
exception that m∗p∗(B)+1 = ∞, and a unique sequence of rational numbers c
∗(B) = c∗i (B)1≤i≤p∗(B), a
unique member t∗(B) of R♮, a unique monic polynomial E(B, Y ) in k[Y ], a unique element E0(B) in k,
and a unique nonempty set ǫ∗(B) of triples (z, V,W ) with z = z(X) ∈ k((X)) and 0 < V ∈ Z andW ∈ Z,
having the Strict Bud Properties which say that
(SBP1)

for every f ∈ τ∗(B), upon letting degY f = n, we have:
p∗(f, λ(B)) = p∗(B) ≥ p(B), D∗(f, λ(B)) = D∗(B) ∈ D(B)Z,
m∗(f, λ(B)) = m∗(B), c∗(f, λ(B)) = c∗(B), t∗(f, λ(B)) = t∗(B),
E(f, λ(B), z˜, Y ) = E(B, Y ) = Y D
∗(B)/D(B) − E0(B)
for all z˜ = z˜(X) ∈ k((X)) with f(Xn, z˜(X)) = 0,
and (z, n, V,W ) 7→ (ẑ, V,W ) gives a surjection of ǫ(f, λ(B)) onto ǫ∗(B)
where ẑ(X) = z†∗(X,n, V,W ).
We call p∗(B), D∗(B), m∗(B), c∗(B), t∗(B), E(B, Y ), E0(B), and ǫ
∗(B), the strict position, the strict
degree, the strict characteristic sequence, the strict normalized characteristic sequence, the
strict normalized truncation, the reduced polynomial, the polynomial constant, and the strict
edge of B respectively, and we note that then for t∗(B) we have
(SBP2)

t∗(B) ∈ τ∗(B), degY t
∗(B) = D∗(B), m(t∗(B)) = m∗(B),
c(t∗(B)) = c∗(B), h(m(t∗(B))) = h(c(t∗(B))) = p∗(B), and
ǫ∗(B) = {(z, V,W ) : 0 < V ∈ D∗(B)Z and W = λ(B)V ∈ Z and
z = z(X) ∈ k((X)) with t∗(B)(XV , z(X)) = 0}.
7Again, basically, the stem σ(B) of a strict bud B = (σ(B), λ(B)) is a nonempty set of irreducible meromorphic curves
f(X, Y ) = 0 whose fractional meromorphic roots mutually coincide thru Xλ(B), and its strict flower τ∗(B) is the set of
all irreducible meromorphic curves whose fractional meromorphic roots coincide with the fractional meromorphic roots of
members of σ(B) thru Xλ(B).
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Given any strict bud B, by (SBP1) and (SBP2) we see that
(SBP3)

for any B′ ∈ R♭∗ we have:
B′ ∈ R
∗∗
(B)⇔ R
∗∗
(B′) = R
∗∗
(B)
⇔ τ∗(B′) ∩ τ∗(B) 6= ∅ and λ(B′) = λ(B)
⇒ p∗(B′) = p∗(B), D∗(B′) = D∗(B), m∗(B′) = m∗(B), c∗(B′) = c∗(B),
t∗(B′) = t∗(B), E(B′, Y ) = E(B, Y ), and ǫ∗(B′) = ǫ∗(B)
and by (NP1) and (GNP5) we see that
(SBP4)

for any f ∈ τ∗(B), with degY f = n, we have n/D
∗(B) ∈ Z,
and for any (z, V,W ) ∈ ǫ(B) we have
incoXf(X
V , z(X) +XWY ) = A(B)n/D(B)E(B, Y )n/D
∗(B).
Given any bud B, by (NP2), (NP4) and (GNP3) we get the Mixed Bud Properties which say
that
(MBP1)

for any B′ ∈ R
∗
(B) and B′′ ∈ R
∗
(B) we have:
E(B′, Y ) 6= E(B′′, Y )⇔ τ∗(B′) 6= τ∗(B′′)
⇔ τ∗(B′) ∩ τ∗(B′′) = ∅
⇔ E(B′, Y ) and E(B′′, Y ) have no common root in k
and
(MBP2)

for any B′ ∈ R
∗
(B) we have:
E0(B
′) = 0⇔ B′ ∈ R
∗
(t(B), B)
⇒ p∗(B′) = p(B′), D∗(B′) = D(B), m∗(B′) = m(B′),
c∗(B′) = c(B′), t∗(B′) = t(B′), and ǫ∗(B′) = ǫ(B′)
and
(MBP3)
{
for any B′ ∈ R
∗
(B) \R
∗
(t(B), B) and B′′ ∈ R
∗
(B) \R
∗
(t(B), B) we have:
p∗(B′) = p∗(B′′), D∗(B′) = D∗(B′′), m∗(B′) = m∗(B′′), and c∗(B′) = c∗(B′′).
Section 5: Contact Sets
Given any F = F (X,Y ) ∈ R of Y -degree N , we can write
F =
∏
0≤j≤χ(F )
Fj where F0 = F0(X) ∈ K((X))
and
Fj = Fj(X,Y ) ∈ R
♮ with degY Fj = Nj for 1 ≤ j ≤ χ(F )
and χ(F ) is a nonnegative integer such that: χ(F ) = 0⇔ F ∈ k((X)).8 We define the contact set C(F )
of F by putting
C(F ) ={ci(Fj) : 1 ≤ j ≤ χ(F ) and 1 ≤ i ≤ h(c(Fj)) and ci(Fj) 6∈ Z}
∪ {noc(Fj , Fj′ ) : 1 ≤ j < j
′ ≤ χ(F ) with Fj 6= Fj′}.
Upon letting
N ♮ =
∏
1≤j≤χ(F )
Nj
8In other words, if F ∈ k((X)) then χ(F ) = 0, whereas if F 6∈ k((X)) then χ(F ) equals the number of irreducible factors
of F in R.
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(with the usual convention that the product of an empty family is 1), by Newton’s Theorem we have
F (XN
♮
, Y ) = F0(X
N♮)
∏
1≤j≤N
[Y − z♮j(X)] with z
♮
j(X) ∈ k((X))
and by the material on page 300 of [Ab], as an alternative characterization of C(F ), we get
C(F ) = {(1/N ♮)ordX [z
♮
j(X)− z
♮
j′(X)] : 1 ≤ j < j
′ ≤ N with z♮j(X) 6= z
♮
j′ (X)}.
Note that
C(F ) = ∅ ⇔ Nj = 1 for 1 ≤ j ≤ χ(F ) and Fj = Fj′ for 1 ≤ j < j
′ ≤ χ(F ).
Given any G = G(X,Y ) ∈ R of Y -degree M , we can write
G =
∏
0≤j≤χ(G)
Gj where G0 = G0(X) ∈ K((X))
and
Gj = Gj(X,Y ) ∈ R
♮ with degYGj =Mj for 1 ≤ j ≤ χ(G)
and χ(G) is a nonnegative integer such that: χ(G) = 0⇔ G ∈ k((X)). Note that now
C(FG) = C(F ) ∪ C(G) ∪ {noc(Fj , Gj′ ) : 1 ≤ j ≤ χ(F ) and 1 ≤ j
′ ≤ χ(G) with Fj 6= Gj′}.
Let
J(F,G) = J(X,Y )(F,G)
be the jacobian of F = F (X,Y ) and G = G(X,Y ) with respect to X and Y , i.e., let
J(F,G) = FXGY −GXFY
where subscripts denote partial derivatives. Our aim is to produce a factorization of J(F,G) in terms
of the contact set C(FG).
In case of F 6= 0 we can write
F = XN
♯
P + (terms of X-degree > N ♯)
where
N ♯ = ordX(F ) and 0 6= P = P (Y ) = incoX(F ) ∈ k[Y ] with degY (P ) = ν.
Likewise, in case of G 6= 0 we can write
G = XM
♯
Q+ (terms of X-degree > M ♯)
where
M ♯ = ordX(G) and 0 6= Q = Q(Y ) = incoX(G) ∈ k[Y ] with degY (Q) = µ.
Now in case of F 6= 0 6= G we get
(JE1)
J(F,G) =XN
♯+M♯−1(N ♯PQY −M
♯PYQ)
+ (terms of X-degree > N ♯ +M ♯ − 1)
and hence
(JE2) ordXJ(F,G) ≥ N
♯ +M ♯ − 1
12
and
(JE3)
ordXJ(F,G) = N
♯ +M ♯ − 1⇔ N ♯PQY −M
♯PYQ 6= 0
⇒ incoXJ(F,G) = N
♯PQY −M
♯PYQ.
These Jacobian Estimates are basic in getting a factorization of J(F,G) out of C(FG) or, more
precisely, out of the “tree” T (FG) which, in Section 6, we shall build from C(FG). Moreover, as we shall
explain in Section 7, most of this set-up works in getting a factorization of any H ∈ R out of any tree T .
In Section 8 we shall apply it to the situation when H = J(F,G) = FY with G = −X . In Section 9 we
shall consider the general case of H = J(F,G).
Section 6: Trees
By allowing the level λ(B) of a bud B to be −∞ we get the set R♭∞ of all improper buds B; note that
any nonempty subset of R♮ can be the stem σ(B) of an improper bud B; moreover, for any improper bud
B we have λ(B) = −∞ and τ(B) = R♮. We put R̂♭ = R♭∪R♭∞, and we call a member of R̂
♭ a generalized
bud. For any B ∈ R̂♭ we let τ∗(B) = {f ∈ τ(B) : noc(f, f ′) > λ(B) for some f ′ ∈ σ(B)}, and we call
τ∗(B) the strict flower of B; note that for any B ∈ R♭∗ this definition coincides with the definition made
earlier; also note that for any B ∈ R♭∞ we have τ
∗(B) = R♮. For any B ∈ R̂♭ we let τ ′(B) = τ(B)\τ∗(B),
and we call τ ′(B) the primitive flower of B. Previously we have defined the normalized contact
noc(f,B) for all f ∈ R♮ and B ∈ R♭; now we extend this by putting noc(f,B) = −∞ for all f ∈ R♮ and
B ∈ R♭∞. For any f ∈ R
♮ and B ∈ R̂♭ we define R∗(f,B) to be the unique member of R̂♭ whose stem is
{f} and whose level is noc(f,B), and we call R∗(f,B) the strict B-friend of f ; note that then R∗(f,B)
belongs to R♭∗ or R♭∞ according as B ∈ R
♭ or B ∈ R♭∞. For any B ∈ R̂
♭ we define R∗(B) to be the set
of all B′ ∈ R♭∗ ∪ R♭∞ such that λ(B
′) = λ(B) and σ(B′) = τ∗(B′) ∩ σ(B), and we call members R∗(B)
strict friends of B; note that σ(B) =
∐
B′∈R∗(B) σ(B
′) gives a partition of σ(B) into pairwise disjoint
nonempty subsets.
Now the set R̂♭ is prepartially ordered by defining B′ ≥ B to mean λ(B′) ≥ λ(B) and τ(B′) ⊂ τ(B).9
For any B′ and B in R̂♭ we write B′ >> B or B << B′ to mean B′ > B and λ(B′) > λ(B), i.e., to mean
λ(B′) > λ(B) and τ(B′) ⊂ τ(B). For any B′ >> B in R̂♭ we define R∗(B′, B) to be the unique member
of R̂♭ whose stem is σ(B′) and whose level is λ(B), and we call R∗(B′, B) the strict B-friend of B′; note
that then R∗(B′, B) belongs to R♭∗ or R♭∞ according as λ(B) 6= −∞ or λ(B) = −∞. For any B
′ >> B
in R̂♭ we also put τ∗(B′, B) = τ∗(R∗(B′, B)) \ τ(B′), and we call τ∗(B′, B) the strict B-flower of B′.
Let R̂♯ be the set of all trees in R, where by a tree we mean a subset T of R̂♭ such that T contains an
improper bud, and for any B′ 6= B in T with λ(B′) = λ(B) we have τ(B′)∩ τ(B) = ∅; note that then the
prepartial order ≥ induces a partial order on T , and hence in particular T has a unique improper bud;
we call this improper bud the root of T and denote it by R∞(T ); also note that for any B
′ and B in T
we have: B′ > B ⇔ B′ >> B. For any tree T , we put Λ(T ) = {λ(B) : B ∈ T } and we call Λ(T ) the
level set of T ; we define the height h(T ) of T by putting h(T ) =∞ if Λ(T ) is infinite, and h(T ) = the
cardinality of Λ(T ) minus 1 if Λ(T ) is finite; moreover, in case h(T ) is a nonnegative integer, i.e., in case
Λ(T ) is a finite set, we let l(T ) = li(T )0≤i≤h(T ) be the strictly increasing sequence l0(T ) < · · · < lh(T )(T )
such that {l0(T ), . . . , lh(T )(T )} = Λ(T ), and we call l(T ) the level sequence of T . Note that a tree T is
finite iff its level set Λ(T ) is finite and T has at most a finite number of generalized buds of any given
level. We put
R♯ = the set of all finite trees in R.
For any generalized bud B in any tree T , we put π(T,B) = {B′ ∈ T : B′ > B} and we call π(T,B)
the B-preroof of T , and we put ρ(T,B) = {B′ ∈ π(T,B) : there is no B′′ ∈ π(T,B) with B′ > B′′} and
we call ρ(T,B) the B-roof of T . For any generalized bud B in any tree T , we also put τ(T,B) = τ(B) \
∪{τ(B′) : B′ ∈ ρ(T,B)} and we call τ(T,B) the B-flower of T , and we put τ∗(T,B) = τ∗(B)\∪{τ(B′) :
B′ ∈ ρ(T,B)} and we call τ∗(T,B) the strict T -flower of B; note that then τ(T,B) = τ(B) \ ∪{τ(B′) :
B′ ∈ π(T,B)} and τ∗(T,B) = τ∗(B) \ ∪{τ(B′) : B′ ∈ π(T,B)} = τ(T,B) \ τ ′(B).10
9A set is prepartially ordered by ≥ means: a ≥ b and b ≥ c implies a ≥ c. It is partially ordered if also: a ≥ b and b ≥ a
implies a = b.
10For printing convenience we may write ∪{τ(B′) : B′ ∈ ρ(T,B)} instead of ∪B′∈ρ(T,B)τ(B
′), with similar notation for
∩,
∑
and
∏
.
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A tree T is said to be strict if for every λ ∈ Λ(T ) we have σ(R∞(T )) = ∪B∈T (λ)σ(B) where T
(λ) is
the set of all B ∈ T with λ(B) = λ. Given any λ ∈ Q ∪ {−∞}, by (ITP) we see that f ∼λ f ′ gives an
equivalence relation on R♮ where f ∼λ f ′ means noc(f, f ′) ≥ λ. It follows that, given any σ̂ ⊂ R♮ and
Λ̂ ⊂ Q, there is a unique strict tree T̂ (σ̂, Λ̂) with Λ(T̂ (σ̂, Λ̂)) = {−∞}∪ Λ̂ such that σ(R∞(T̂ (σ̂, Λ̂))) = σ̂
or {Y } according as σ̂ is nonempty or empty; we call T̂ (σ̂, Λ̂) the Λ̂-tree of σ̂; note that, if σ̂ is nonempty
then, for every λ ∈ Λ̂, the stems of the buds of T̂ (σ̂, Λ̂) of level λ are the equivalence classes of σ̂ under
∼λ; likewise, if σ̂ is empty then, for every λ ∈ Λ̂, the stem of the unique bud of T̂ (σ̂, Λ̂) of level λ is {Y }.
We put
R♯∗ = the set of all finite strict trees in R
and we note that for any B ∈ T ∈ R♯∗ with λ(B) = li for some i < h(T ) we have ρ(T,B) = {B′ ∈ T :
λ(B′) = li+1} and σ(B) =
∐
B′∈ρ(T,B) σ(B
′) which is a partition of σ(B) into pairwise disjoint nonempty
subsets. For any F ∈ R, with its monic irreducible factors F1, . . . , Fχ(F ) as in the previous Section, we
put
T (F ) = T̂ ({F1, . . . , Fχ(F )}, C(F ))
and we call T (F ) the tree of F , and we note that then T (F ) ∈ R♯∗.
A tree T ′ is a subtree of a tree T if for every B′ ∈ T ′ there exists some (and hence a unique) B ∈ T
such that σ(B′) ⊂ σ(B) and λ(B′) = λ(B). Every tree is clearly a subtree of the universal tree
T̂ (R♮,Q), which is a strict tree of infinite height.11
Remark (TR1). Basically we are interested in comparing the tree T (FG) of the product of two members
F and G of R with the tree T (J(F,G)) of their jacobian. In case of G = −X , this reduces to comparing
T (F ) with T (FY ).
Remark (TR2). For the benefit of the readers (and ourselves) we shall now describe three examples of
the tree T (F ) of various types of F ∈ R̂♮.
Example (TR3). First, here is an example of F ∈ R̂♮ which is irreducible and has only one characteristic
exponent, i.e., with χ(F ) = 1 and h(m(F )) = 1. Namely, let
1 < n ∈ Z and 0 6= e ∈ Z with GCD(n, e) = 1
and
F = f = f(X,Y ) = Y n +
∑
1≤i≤n
wi(X)Y
n−i
where wi(X) ∈ k((X)) is such that
ordXwi(X) > ie/n for 1 ≤ i ≤ n− 1 and ordXwn(X) = e
and let κ be the coefficient of Xe in wn(X), i.e., let 0 6= κ ∈ k be such that ordX(wn(X) − κXe) > e.
Then f is irreducible in R̂♮, and we have the Newtonian Factorization
f(Xn, Y ) =
∏
1≤j≤n
[Y − zj(X)]
where zj(X) ∈ k((X)) is such that
zj(X) = ω
jκ∗Xe + (terms of degree > e in X)
11This universal tree is like the ASHWATTHA TREE of the Bhagwad-Gita. The stem of its root contains the embryos
of all the past, present and future creatures in nascent form. Its trunks travel upwards first comprised of large tribes and
then of smaller and smaller clans. Its “ultimate” shoots reaching heaven are the individual souls eager to embrace their
maker.
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where ω is a primitive n-th root of 1 in k, and κ∗ is an n-th root of −κ in k.
To see this, first note that f(Xn, XeY ) = Xneg(X,Y ) where
g(X,Y ) = Y n +
∑
1≤i≤n
vi(X)Y
n−i
and vi(X) = X
−iewi(X
n) ∈ k[[X ]] is such that
vi(0) = 0 for 1 ≤ i ≤ n− 1 and vn(0) = κ.
Now g(0, Y ) = Y n − κ∗n, and hence we get the desired factorization by applying Hensel’s Lemma. Since
GCD(n, e) = 1, we see that f is irreducible in R̂♮.
The above factorization of f yields h(m(f)) = 1 with
m0(f) = q0(m(f)) = s0(q(m(f))) = r0(q(m(f))) = n and d1(m(f)) = n
and
m1(f) = q1(m(f)) = s1(q(m(f)))/n = r1(q(m(f))) = e and d2(m(f)) = 1.
Therefore
C(F ) = C(f) = {c1(f)} with c1(f) = e/n.
Hence h(T (f)) = 1 with
l0(T (f)) = −∞ and l1(T (f)) = c1(f) = e/n
and upon letting
Bi ∈ R̂
♭ with σ(Bi) = {f} and λ(Bi) = li(T (f)) for 0 ≤ i ≤ 1
we have
T (F ) = T (f) = {B0, B1}
with
D′(B0) = 0 and D
′(B1) = n− 1.
Note that for F to be analytic, i.e., for it to belong to the ring k[[X ]][Y ], the condition e > 0
is necessary and sufficient. However, for F to be pure meromorphic, i.e., for it to belong to the
ring k[X−1][Y ], i.e., for the existence of Φ(X,Y ) ∈ k[X,Y ] with F (X,Y ) = Φ(X−1, Y ), the condi-
tion e < 0 is necessary but not sufficient, As a specific illustration of the analytic case we may take
(n, e) = (4, 5) and (w1(X), . . . , wn−1(X), wn(X)) = (0, . . . , 0, X
5), giving us F (X,Y ) = Y 4 + X5.
Similarly, as a specific illustration of the pure meromorphic case we may take (n, e) = (4,−3) and
(w1(X), . . . , wn−1(X), wn(X)) = (0, . . . , 0, X
−3), giving us F (X,Y ) = Y 4 + X−3, i.e., F (X,Y ) =
Φ(X−1, Y ) with Φ(X,Y ) = Y 4 +X3.
Example (TR4). Next, here is an example of F ∈ R̂♮ which is irreducible and has two characteristic
exponents, i.e., with χ(F ) = 1 and h(m(F )) = 2. Namely, let
F = f = f(X,Y ) = (Y 2 −X2a+1)2 −X3a+b+2Y with a ∈ Z and 0 ≤ b ∈ Z.
Then f is irreducible in R̂♮, and we have the Newtonian Factorization
f(X4, Y ) =
∏
1≤j≤4
[Y − zj(X)]
where zj(X) ∈ k((X)) is such that
zj(X) = (ι
jX)4a+2 +
1
2
(ιjX)4a+2b+3 + (terms of degree > 4a+ 2b+ 3 in X)
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where ι is a primitive 4-th root of 1 in k (e.g., ι = the usual i).
To see this, first note that f(X4, X4a+2Y ) = X16a+8g(X,Y ) where
g(X,Y ) = (Y 2 − 1)2 −X4b+2Y.
Now for  = 1 or −1, upon letting g(X,Y ) = g(X,Y + ) we have
g(X,Y ) = (2+ Y )
2Y 2 − (1 + Y )X4b+2
and hence (say by the Binomial Theorem) we get
g(X,Y ) = [(2+ Y )Y − 
∗θ(Y )X2b+1][(2+ Y )Y + ∗θ(Y )X2b+1]
where
θ(Y ) = 1 + (Y/2)−
∞∑
i=2
1× 3× · · · × (2i− 3)× (−Y/2)i/i!
and ∗ = ι2 or ι according as  = 1 or −1, and therefore (say by the Weierstrass Preparation Theorem)
we have
g(X,Y ) =
∏
1≤j≤4
[Y − yj(X)]
where yj(X) ∈ k[[X ]] is such that
yj(X) = (−1)
j
[
1 +
1
2
(ιjX)2b+1 + (terms of degree > 2b+ 1 in X)
]
.
Since f(X4, X4a+2Y ) = X16a+8g(X,Y ), we get the above factorization of f(X4, Y ). Since the GCD of 4
with the support of z1(X) is 1, we conclude that f is irreducible in R̂
♮, i.e., χ(F ) = 1.
The above factorization of f yields h(m(f)) = 2 with
m0(f) = q0(m(f)) = s0(q(m(f))) = r0(q(m(f))) = 4 and d1(m(f)) = 4
and
m1(f) = q1(m(f)) = s1(q(m(f)))/4 = r1(q(m(f))) = 4a+ 2 and d2(m(f)) = 2
and
m2(f) = 4a+ 2b+ 3 and q2(m(f)) = 2b+ 1
and
s2(q(m(f))) = 16a+ 4b+ 10 and r2(q(m(f))) = 8a+ 2b+ 5 and d3(m(f)) = 1.
Therefore
C(F ) = C(f) = {c1(f), c2(f)}
with
c1(f) = (2a+ 1)/2 and c2(f) = (4a+ 2b+ 3)/4.
Hence h(T (f)) = 2 with l0(T (f)) = −∞ and
l1(T (f)) = c1(f) = (2a+ 1)/2 and l2(T (f)) = c2(f) = (4a+ 2b+ 3)/4
and upon letting
Bi ∈ R̂
♭ with σ(Bi) = {f} and λ(Bi) = li(T (f)) for 0 ≤ i ≤ 2
we have
T (F ) = T (f) = {B0, B1, B2}.
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with D′(B0) = 0 and
D′(B1) = 1 and D
′(B2) = 2.
As a specific illustration of the analytic case we may take (a, b) = (1, 0), giving us F (X,Y ) = (Y 2 −
X3)2−X5Y . Similarly, as a specific illustration of the pure meromorphic case we may take (a, b) = (−1, 1),
giving us F (X,Y ) = (Y 2−X−1)2− Y , i.e., F (X,Y ) = Φ(X−1, Y ) with Φ(X,Y ) = (Y 2−X)2− Y . Note
that this Φ is a variable in the sense that k[X,Y ] = k[Φ,Ψ] for some Ψ in k[X,Y ]; in our situation we
can take Ψ(X,Y ) = Y 2 −X .
Example (TR5). Finally, here is an example of F ∈ R̂♮ which has two factors, i.e., with χ(F ) = 2.
Namely, let
0 < n ∈ Z and a ∈ Z and 0 ≤ b ∈ Z
and
F = F (X,Y ) = Y n+2 +
∑
2≤i≤n+2
ui(X)Y
n+2−i
where ui(X) ∈ k((X)) is such that
ordXui(X) ≥ i(a+ 1) for 3 ≤ i ≤ n+ 1
and
ordXu2(X) = 2a+ 1 and ordXun+2(X) = (n+ 2)(a+ 1) + b
and let 0 6= κ′ ∈ k and 0 6= κ ∈ k be the coefficients of X2a+1 and X(n+2)(a+1)+b in u2(X) and un+2(X)
respectively. Then
F (X,Y ) = f(X,Y )f ′(X,Y ) with f(X,Y ) 6= f ′(X,Y )
where
f(X,Y ) = Y n +
∑
1≤i≤n
wi(X)Y
n−i ∈ R̂♮ and wi(X) ∈ k((X))
with {
ordXwi(X) > ie/n for 1 ≤ i ≤ n− 1 and ordXwn(X) = e+ b
for the integer e = na+ n+ 1 for which GCD(n, e) = 1
and
f ′(X,Y ) = Y 2 +
∑
1≤i≤2
w′i(X)Y
n−i ∈ R♮ and w′i(X) ∈ k((X))
with {
ordXw
′
1(X) > e
′/2 and ordXw
′
2(X) = e
′
for the integer e′ = 2a+ 1 for which GCD(2, e′) = 1
and 0 6= κ′ ∈ k and 0 6= κ/κ′ ∈ k are the coefficients of Xe
′
and Xe+b in w′2(X) and wn(X) respectively.
Moreover, if b = 0 then we also have f(X,Y ) ∈ R♮.
To see this, first note that F (X,XaY ) = Xna+2ag(X,Y ) where
g(X,Y ) = Y n+2 +
∑
2≤i≤n+2
vi(X)Y
n+2−i
and vi(X) = X
−iaui(X) ∈ k[[X ]] is such that
ordXvi(X) ≥ i for 3 ≤ i ≤ n+ 1
and
ordXv2(X) = 1 and ordXvn+2(X) = n+ 2 + b
and 0 6= κ′ ∈ k and 0 6= κ ∈ k are the coefficients of X and Xn+2+b in v2(X) and vn+2(X) respectively.
Now the initial form g(X,Y ) is κ′XY n which factors into the coprime factors κ′X and Y n, and hence by
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the Tangent Lemma incarnation of Hensel’s Lemma (cf. pages 140-141 of Abhyankar’s 1990 AMS book
“Algebraic Geometry For Scientists and Engineers”) we can find φ(X,Y ) and φ′(X,Y ) in k[[X,Y ]] such
that g(X,Y ) = φ(X,Y )φ′(X,Y ) and
φ(X,Y ) = Y n + φn+1(X,Y ) + (terms of degree > n+ 1 in X and Y )
and
φ′(X,Y ) = κ′X + φ′2(X,Y ) + (terms of degree > 2 in X and Y )
where φn+1(X,Y ) ∈ k[X,Y ] is homogeneous of degree n+ 1 and φ
′
2(X,Y ) ∈ k[X,Y ] is homogeneous of
degree 2 (with the understanding that the zero polynomial is homogeneous of any degree). Comparing
terms of degree n+ 2 in the equation g(X,Y ) = φ(X,Y )φ′(X,Y ) we get
κ′Xφn+1(X,Y ) + Y
nφ′2(X,Y ) = Y
n+2 +
∑
2≤i≤n+2
κiX
iY n+2−i
where κ2 ∈ k is the coefficient of X
2 in v2(X) − κ
′X , and κi ∈ k is the coefficient of X
i in vi(X) for
3 ≤ i ≤ n+2. Successively putting X = 0 and Y = 0 in the above equation we see that φ′2(0, Y ) = Y
2 and
φn+1(X, 0) = κn+2X
n+1. Therefore, in view of the Weierstrass Preparation Theorem, we can find θ(X,Y )
and θ′(X,Y ) in k[[X,Y ]] with θ(0, 0) 6= 0 6= θ′(0, 0) such that upon letting f˜(X,Y ) = θ(X,Y )φ(X,Y )
and f˜ ′(X,Y ) = θ′(X,Y )φ′(X,Y ) we have g(X,Y ) = f˜(X,Y )f˜ ′(X,Y ) and
f˜(X,Y ) = Y n +
∑
1≤i≤n
w˜i(X)Y
n−i and w˜i(X) ∈ k[[X ]]
with
ordXw˜i(X) > i(n+ 1)/n for 1 ≤ i ≤ n− 1 and ordXw˜n(X) = n+ 1 + b
and
f˜ ′(X,Y ) = Y 2 +
∑
1≤i≤2
w˜′i(X)Y
2−i and w˜′i(X) ∈ k[[X ]]
with
ordXw˜
′
1(X) > 1/2 and ordXw˜
′
2(X) = 1
and 0 6= κ′ ∈ k and 0 6= κ/κ′ ∈ k are the coefficients of X and Xn+1+b in w˜′2(X) and w˜n(X) respectively.
Now upon letting f(X,Y ) = Xnaf˜(X,X−aY ) and f ′(X,Y ) = X2af˜ ′(X,X−aY ), we get the desired
factorization of F (X,Y ). Since (n, e + b) 6= (2, e′), we also get f 6= f ′. By (TR3) it follows that f ′ is
irreducible in R̂♮, and if b = 0 then so is f .
Now assuming b = 0 and n > 1, in view of (TR3), the factorization of F tells us that h(T (F )) = 2
with l0(T (F )) = −∞ and
l1(T (F )) = a+ (1/2) and l2(T (F )) = a+ 1 + (1/n)
and upon letting 
B0 ∈ R̂♭ with σ(B0) = {f, f ′} and λ(B0) = l0(T (F )),
and B1 ∈ R̂
♭ with σ(B1) = {f, f
′} and λ(B1) = l1(T (F )),
and B2 ∈ R̂
♭ with σ(B2) = {f} and λ(B2) = l2(T (F )),
and B′2 ∈ R̂
♭ with σ(B′2) = {f
′} and λ(B′2) = l2(T (F )),
we have
T (F ) = {B0, B1, B2, B
′
2}
with D′(B0) = 0 and
D′(B1) = 2 and D
′(B2) = n− 1 and D
′(B′2) = 0.
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As a specific illustration of the pure meromorphic case, taking a = −1 and (u2(X), un+2(X)) =
(κ′X−1, κ) with κ′ 6= 0 6= κ in k and ui(X) = κi ∈ k for 3 ≤ i ≤ n + 1, we get F (X,Y ) = Φ(X−1, Y )
where
Φ(X,Y ) = Y n+2 + κ′XY n + κ+
∑
3≤i≤n+1
κiY
n+2−i ∈ k[X,Y ]
with
0 6= κ′ ∈ k and 0 6= κ ∈ k and κi ∈ k for 3 ≤ i ≤ n+ 1.
Section 7: Slices
Given any H = H(X,Y ) ∈ R of Y -degree O, we can write
(SP1) H =
∏
0≤j≤χ(H)
Hj where H0 = H0(X) ∈ k((X))
and
(SP2) Hj = Hj(X,Y ) ∈ R
♮ with degYHj = Oj for 1 ≤ j ≤ χ(H)
and χ(H) is a nonnegative integer such that: χ(H) = 0⇔ H ∈ k((X)). Now
(SP3) H = H0H∞ with H∞ =
∏
1≤j≤χ(H)
Hj
where we note that H∞ ∈ R̂
♮, and we call H∞ the monic part of H .
We put
(SP4) ΩB(H) =
∏
1≤j≤χ(H) with Hj∈τ(B)
Hj for all B ∈ R̂
♭
and we call ΩB(H) the B-slice of H , and we note that then ΩB(H) ∈ R̂
♮, and we recall that
(SP5)
{
for all B ∈ R̂♭ we have
τ(B) = {f ∈ R♮ : noc(f, f ′) ≥ λ(B) for all f ′ ∈ σ(B)}.
We also put
(SP6) Ω(T,B)(H) =
∏
1≤j≤χ(H) with Hj∈τ(T,B)
Hj for all B ∈ T ∈ R
♯
and we call Ω(T,B)(H) the (T,B)-slice of H , and we note that then Ω(T,B)(H) ∈ R̂
♮, and we recall that
(SP7)

for all B ∈ T ∈ R̂♯ we have
τ(T,B) = τ(B) \ ∪B′∈ρ(T,B)τ(B
′) = τ(B) \ ∪B′∈π(T,B)τ(B
′)
where π(T,B) = {B′ ∈ T : B′ > B}
and ρ(T,B) = {B′ ∈ π(T,B) : there is no B′′ ∈ π(T,B) with B′ > B′′}.
Clearly we have the Slice Properties which say that
(SP8) H∞ = ΩB(H) for all B ∈ R
♭
∞
and
(SP9) ΩB(H) = Ω(T,B)(H)
∏
B′∈ρ(T,B)
ΩB′(H) for all B ∈ T ∈ R
♯
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and hence12
(SP10) H∞ =
∏
B∈T
Ω(T,B)(H) for all T ∈ R
♯
where
(SP11)
{
for all B ∈ T ∈ R♯ we have
degY Ω(T,B)(H) = degY ΩB(H)−
∑
B′∈ρ(T,B) degY ΩB′(H).
By (BP4) we also see that
(SP12)
{
for all B ∈ R♭ and (z, V,W ) ∈ ǫ(B) and f ∈ τ(B) we have
degY f = D(B)degY incoXf(X
V , z(X) +XWY ) ∈ D(B)Z
and hence by (BP5) we see that
(SP13)

for all B ∈ R♭ and (z, V,W ) ∈ ǫ(B), upon letting HB = ΩB(H),
we have that 0 6= incoXHB(XV , z(X) +XWY ) ∈ k[Y ]
with degY ΩB(H) = D(B)degY incoXHB(X
V , z(X) +XWY ) ∈ D(B)Z
and incoXH(X
V , z(X) +XWY ) = µ incoXHB(X
V , z(X) +XWY )
where µ ∈ k is such that: µ = 0⇔ H = 0.
The factorization (SP10) can be refined further. To see this we first put
(SP14) Ω′B(H) =
∏
1≤j≤χ(H) with Hj∈τ ′(B)
Hj for all B ∈ R̂
♭
and we call Ω′B(H) the primitive B-slice of H , and we note that then Ω
′
B(H) ∈ R̂
♮, and we recall that
(SP15)
{
for all B ∈ R̂♭ we have
τ ′(B) = {f ∈ τ(B) : noc(f, f ′) = λ(B) for all f ′ ∈ σ(B)}.
Next we put
(SP16) Ω∗B(H) =
∏
1≤j≤χ(H) with Hj∈τ∗(B)
Hj for all B ∈ R̂
♭
and we call Ω∗B(H) the strict B-slice of H , and we note that then Ω
∗
B(H) ∈ R̂
♮, and we recall that
(SP17)

for all B ∈ R̂♭ we have
τ∗(B) = τ(B) \ τ ′(B)
= {f ∈ τ(B) : noc(f, f ′) > λ(B) for some f ′ ∈ σ(B)}.
12In the innocent looking formula (SP10), there is more than meets the eye. Indeed it is the central theme of the paper.
It says that any finite tree T gives rise to a factorization of the monic part H∞ of any meromorphic curve H into the
pairwise coprime monic factors Ω(T,B)(H) with B varying in T . Formula (SP20) gives a further factorization of Ω(T,B)
into the two coprime monic factors Ω′B(H) and Ω
∗
(T,B)
(H). When the finite tree T is strict, formula (SP30) gives a still
further factorization of Ω∗
(T,B)
(H) into the pairwise coprime monic factors Ω∗
(B′,B)
(H). Item (SP50) gives a condition
for the factorization of H∞ to consist only of the factors Ω′B(H), and Item (SP80) gives a companion to this condition.
The remaining Items (SP1)-(SP9), (SP11)-(SP19), (SP21)-(SP29), (SP31)-(SP49), and (SP51)-(SP79), give us details about
these factors, such as their Y -degrees, and hence in particular the information as to which of these factors are trivial (i.e., are
reduced to 1) and which are not. Out of these Items, the most noteworthy are labelled as (SP40), (SP60), and (SP70). Now
roughly speaking, ΩB(H) collects together those irreducible monic factors of H whose normalized contact with members
of σ(B) is at least λ(B), and out of these only those are kept in Ω′B(H) whose normalized contact with members of σ(B)
is exactly λ(B′), while the remaining are put in Ω∗B(H). A similar description prevails for Ω(T,B)(H), Ω
∗
(T,B)
(H), and
Ω∗
(B′,B)
(H). As we shall see in the next two Sections, more details about these factorizations can be given when T and H
are somehow related.
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We also put
(SP18) Ω∗(T,B)(H) =
∏
1≤j≤χ(H) with Hj∈τ∗(T,B)
Hj for all B ∈ T ∈ R
♯
and we call Ω∗(T,B)(H) the strict (T,B)-slice of H , and we note that then Ω
∗
(T,B)(H) ∈ R̂
♮, and we recall
that
(SP19)

for all B ∈ T ∈ R̂♯ we have
τ∗(T,B) = τ(T,B) \ τ ′(B)
= τ∗(B) \ ∪B′∈ρ(T,B)τ(B
′) = τ∗(B) \ ∪B′∈π(T,B)τ(B
′).
Now clearly
(SP20) Ω(T,B)(H) = Ω
′
B(H)Ω
∗
(T,B)(H) for all B ∈ T ∈ R
♯
where
(SP21)
{
for all B ∈ R♭ we have
degY Ω
′
B(H) = degY ΩB(H)− degY Ω
∗
B(H).
and
(SP22)
{
for all B ∈ T ∈ R♯ we have
degY Ω
∗
(T,B)(H) = degY Ω
∗
B(H)−
∑
B′∈ρ(T,B) degY ΩB′(H).
To describe the above Y -degrees more precisely, given any z = z(X) ∈ k((X)), 0 < V ∈ Z, and
W ∈ Z, we define the modified X-initial-coefficient of H relative to [z, V,W ], to be denoted by
mincoX [z, V,W ](H), by putting
mincoX [z, V,W ](H) = incoXH(X
V , z(X) +XWY )
and, given any σ̂ ⊂ R, we define the strict X-initial-coefficient of (H, σ̂) relative to [z, V,W ], to be
denoted by sincoX [z, V,W ](H, σ̂), and the primitive X-initial-coefficient of (H, σ̂) relative to [z, V,W ],
to be denoted by pincoX [z, V,W ](H, σ̂), by saying that{
if H = 0 then
we have sincoX [z, V,W ](H, σ̂) = 1 = pincoX [z, V,W ](H, σ̂)
whereas 
if H 6= 0 then, upon letting
mincoX [z, V,W ](H) = µ0
∏
1≤i≤ν(Y − µi) with 0 6= µ0 ∈ k and µi ∈ k
and Θf(Y ) = mincoX [z, V,W ](f) for all f ∈ σ̂
and σ∗ = {i ∈ {1, . . . , ν} : Θf (µi) = 0 for some f ∈ σ̂}
and σ′ = {i ∈ {1, . . . , ν} : Θf (µi) 6= 0 for all f ∈ σ̂},
we have sincoX [z, V,W ](H, σ̂) =
∏
i∈σ∗(Y − µi)
and pincoX [z, V,W ](H, σ̂) =
∏
i∈σ′(Y − µi).
Recall that
(SP23)

for all B ∈ R♭ we have 0 6= A(B) ∈ k,
and for all B ∈ R♭∗ we have
E(B, Y ) = Y D
∗(B)/D(B) − E0(B) with E0(B) ∈ k.
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Now by (MBP2) we see that
(SP24)

for any B ∈ R♭∗ we have:
E0(B) = 0⇔ B ∈ R∗(t(B), B)
⇒ D∗(B) = D(B) and t∗(B) = t(B)
and λ(B) 6= ci(B) for 1 ≤ i ≤ p∗(B).
and by (MBP1) we see that
(SP25)
{
for any B′ and B′′ in R♭∗ with τ(B′) = τ(B′′) and λ(B′) = λ(B′′) we have:
τ∗(B′) ∩ τ∗(B′′) = ∅ ⇔ E(B′, Y ) and E(B′′, Y ) have no common root in k
and by (SBP4) we see that
(SP26)
{
for all B ∈ R♭∗ with (z, V,W ) ∈ ǫ(B) and f ∈ τ∗(B) with degY f = n
we have mincoX [z, V,W ](f) = A(B)E(B, Y )
n/D∗(B)
By (SP25) and (SP26) we conclude that
(SP27)

for all B ∈ R♭ and (z, V,W ) ∈ ǫ(B) we have
that sincoX [z, V,W ](H,σ(B)) ∈ k[Y ] is monic in Y
with degY Ω
∗
B(H) = D(B)degY sincoX [z, V,W ](H,σ(B)) ∈ D(B)Z
and pincoX [z, V,W ](H,σ(B)) ∈ k[Y ] is monic in Y
with degY Ω
′
B(H) = D(B)degY pincoX [z, V,W ](H,σ(B)) ∈ D(B)Z.
The factorization (SP20) can be refined still further when the finite tree T is strict. To see this we put
(SP28) Ω∗(B′,B)(H) =
∏
1≤j≤χ(H) with Hj∈τ∗(B′,B)
Hj for all B
′ >> B in R̂♭
and we call Ω∗(B′,B)(H) the strict (B
′, B)-slice of H , and we note that then Ω∗(B′,B)(H) ∈ R̂
♮, and we
recall that
(SP29)

for all B′ >> B in R̂♭ we have
τ∗(B′, B) = τ∗(R∗(B′, B)) \ τ(B′) where
R∗(B′, B) ∈ R̂♭ is given by σ(R∗(B′, B)) = σ(B′) and λ(R∗(B′, B)) = λ(B).
Now clearly
(SP30) Ω∗(T,B)(H) =
∏
B′∈ρ(T,B)
Ω∗(B′,B)(H) for all B ∈ T ∈ R
♯∗
where
(SP31)

for all B ∈ T ∈ R̂♯ and B′ ∈ ρ(T,B) we have B′ >> B in R̂♭,
and in turn for all B′ >> B in R̂♭ we have
degY Ω
∗
(B′,B)(H) = degY Ω
∗
R∗(B′,B)(H)− degY ΩB′(H)
and
(SP32)

for all B ∈ T ∈ R♯∗ with λ(B) = lh(T ) we have ρ(T,B) = ∅,
whereas for all B ∈ T ∈ R♯∗ with λ(B) = li for some i < h(T ) we have
ρ(T,B) = {B′ ∈ T : λ(B′) = λi+1} and σ(B) =
∐
B′∈ρ(T,B) σ(B
′)
which is a partition of σ(B) into pairwise disjoint nonempty subsets.
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To get more information about ΩB(H), first we recall that
(SP33)

for any f ∈ R♮ and B ∈ R̂♭,
R∗(f,B) is the unique member of R♭∗ ∪R♭∞ with σ(R
∗(f,B)) = {f}
such that λ(R∗(f,B)) = min{noc(f, f ′) : f ′ ∈ τ(B)}
and we put
(SP34) S(H,B) =
{
ordXH0(X) +
∑
1≤j≤χ(H) OjS(R
∗(Hj , B)) in case B ∈ R♭
ordXH0(X) +
∑
1≤j≤χ(H) ordXHj(X,Y ) in case B ∈ R
♭
∞
(with the understanding that if H = 0 then S(H,B) = ∞), and we call S(H,B) the B-strength of H ,
and by (BP4) and (BP5) we see that
(SP35)

for any B ∈ R♭ and (z, V,W ) ∈ ǫ(B) we have
ordXH(X
V , z(X) +XWY ) = V S(H,B),
and for any B ∈ R♭∞ we have
ordXH(X,Y ) = S(H,B).
We also put
(SP36) A∗∗(H,B) =
∏
1≤j≤χ(H) with Hj∈τ∗(B)
A(R∗(Hj , B)) for all B ∈ R
♭∗
and we call A∗∗(H,B) the doubly strict B-constant of H , and we put
(SP37) D∗∗(H,B) = (degY Ω
∗
B(H)) /D
∗(B) for all B ∈ R♭∗
and we call D∗∗(H,B) the doubly strict B-degree of H , and we note that, in view of (SBP4),
(SP38)

for any B ∈ R♭∗ we have
0 6= A∗∗(H,B) ∈ k and 0 ≤ D∗∗(H,B) ∈ Z
with: D∗∗(H,B) > 0⇔ Ω∗B(H) 6= 1
and
(SP39)
{
for any B ∈ R♭∗ and (z, V,W ) ∈ ǫ(B) we have
mincoX [z, V,W ](Ω
∗
B(H)) = A
∗∗(H,B)E(B, Y )D
∗∗(H,B).
To collect together information about the Y -degrees of ΩB(H), Ω
′
B(H), Ω
∗
B(H), in view of (SP13) and
(SP27), we see that
(SP40)

for any B ∈ R♭ we have
degY ΩB(H) = degY Ω
′
B(H) + degY Ω
∗
B(H)
and for any (z, V,W ) ∈ ǫ(B) we have
degY Ω
′
B(H) = D(B)degY pincoX [z, V,W ](H,σ(B))
and degY Ω
∗
B(H) = D(B)degY sincoX [z, V,W ](H,σ(B))
and if H 6= 0 then we also have
degYmincoX [z, V,W ](H) = degY pincoX [z, V,W ](H,σ(B))
+ degY sincoX [z, V,W ](H,σ(B))
and degY ΩB(H) = D(B)degYmincoX [z, V,W ](H).
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Next we recall that
(SP41)

for any B ∈ R̂♭ we have
R∗(B) = {B′ ∈ R♭∗ ∪R♭∞ : λ(B
′) = λ(B) and σ(B′) = τ∗(B′) ∩ σ(B)}
and σ(B) =
∐
B′∈R∗(B) σ(B
′)
which is a partition of σ(B) into pairwise disjoint nonempty subsets
and we put
(SP42) R∗(H,B) = {B′ ∈ R∗(B) : Ω∗B′(H) 6= 1} for all B ∈ R̂
♭
where we note that R∗(H,B) is a finite set whose members may be called the strict B-friends of H .
We also put
(SP43) D′(B) =
{
−D(B) +
∑
B′∈R∗(B)D
∗(B′) for all B ∈ R♭
−1 +
∑
B′∈R∗(B) 1 for all B ∈ R
♭
∞
(with the understanding that if R∗(B) is an infinite set then D′(B) = ∞), and we call D′(B) the
primitive degree of B.13 Moreover we put
(SP44) D′′(B) =
{
−D(B) +
∑
f∈σ(B) degY f for all B ∈ R
♭
−1 +
∑
f∈σ(B) degY f for all B ∈ R
♭
∞
(with the understanding that if σ(B) is an infinite set then D′′(B) =∞), and we call D′′(B) the doubly
primitive degree of B,14 and we note that15
(SP45)

if B ∈ R̂♭ is such that R∗(H,B) = R∗(B)
and ΩB(H) is devoid of multiple factors in R,
then degY ΩB(H) =
{
D(B) +D′′(B) in case B ∈ R♭
1 +D′′(B) in case B ∈ R♭∞.
Now clearly
(SP46)

for all B ∈ R̂♭
we have ΩB(H) = Ω
′
B(H)Ω
∗
B(H)
and Ω∗B(H) =
∏
B′∈R∗(H,B) Ω
∗
B′(H)
and, in view of (SP23) to (SP26),
(SP47)

for all B′ ∈ R∗(B) with B ∈ R♭ we know that
E(B′, Y ) ∈ k[Y ] is monic in Y having no multiple root in k
and degYE(B
′, Y ) = D∗(B′)/D(B′) = D∗(B′)/D(B) > 0
and
(SP48)
{
for all B′ 6= B′′ in R∗(B) with B ∈ R♭ we know that
E(B′, Y ) and E(B′′, Y ) have no common root in k
13Observe that ifR∗(B) is a finite set thenD′(B) is a nonnegative integer; in particular, ifB ∈ R♭∞ then card(R
∗(B)) = 1,
where card denotes cardinality, and hence D′(B) = 0. We shall use D′(B) mainly when R∗(H,B) = R∗(B); in that
situation, R∗(B) is obviously a finite set and hence D′(B) is a nonnegative integer. For the use of D′(B) in such a situation,
see (SP60) and (SP70).
14Observe that if σ(B) is a finite set then D′′(B) is a nonnegative integer. Also observe that Definitions (SP43) and
(SP44) would look more natural if for every B ∈ R♭∞ we put D(B) = D
∗(B) = 1.
15An element Φ in R is devoid of multiple factors in R means that Φ 6= 0 and the ideal ΦR is its own radical in R.
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and
(SP49)

for all B ∈ R♭ with (z, V,W ) ∈ ǫ(B) we know that
mincoX [z, V,W ](Ω
′
B(H)) is a nonzero member of k[Y ]
which has no common root with E(B′, Y ) in k for any B′ ∈ R∗(B).
By (SP10) and (SP20) we see that
(SP50)
{
for any T ∈ R♯ we have:
H∞ =
∏
R∞(T ) 6=B∈T
Ω′B(H)⇔ degYH∞ =
∑
R∞(T ) 6=B∈T
degY Ω
′
B(H).
In the next Section we shall show that (SP50) is applicable when H = FY where F ∈ R is devoid of
multiple factors. In the Section after that we shall apply (SP30) to the case when H is the jacobian
J(F,G) of F and G in R. To prepare for all this, until further notice, given any B ∈ R♭ with
(z, V,W ) ∈ ǫ(B), for every Φ = Φ(X,Y ) ∈ R let us put
(SP51)

Φ˜ = Φ˜(X,Y ) = Φ(XV , z(X) +XWY )
and
I(Φ) = mincoX [z, V,W ](Φ) = incoXΦ˜.
Then by (SP13) we see that
(SP52)

degY ΩB(H) = D(B)degY I(ΩB(H))
and I(H) = µI(ΩB(H))
where µ ∈ k is such that: µ = 0⇔ H = 0.
and by the chain rule for partial derivatives we see that
(SP53)
{
if I(H) 6∈ k
then I(HY ) = (I(H))Y .
Also clearly
(SP54)
{
for any Ψ(Y ) ∈ k[Y ] \ k we have
0 6= ΨY (Y ) ∈ k[Y ] with degYΨY (Y ) = −1 + degYΨ(Y )
and
(SP55)

for any Ψ(Y ) ∈ k[Y ] and µ ∈ k and 0 < ν ∈ Z we have:
Ψ(Y ) = (Y − µ)νΨ′(Y ) where Ψ′(Y ) ∈ k[Y ] with Ψ′(µ) 6= 0
⇒ ΨY (Y ) = (Y − µ)ν−1Ψ′′(Y ) where Ψ′′(Y ) ∈ k[Y ] with Ψ′′(µ) 6= 0.
By (SP46) we see that
(SP56) I(ΩB(H)) = I(Ω
′
B(H))
∏
B′∈R∗(H,B)
I(Ω∗B′(H)).
Moreover, by (SP38), (SP39) and (SP47),
(SP57)

for all B′ ∈ R∗(H,B) we know that
I(Ω∗B′(H)) = A
∗∗(H,B′)E(B′, Y )D
∗∗(H,B′)
where 0 6= A∗∗(H,B′) ∈ k, 0 < D∗∗(H,B′) ∈ Z,
E(B′, Y ) ∈ k[Y ] is monic in Y having no multiple roots in k,
and degYE(B
′, Y ) = D∗(B′)/D(B) > 0.
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Likewise, by (SP48) and (SP49),
(SP58)

for all B′ 6= B′′ in R∗(H,B) we know that
E(B′, Y ) and E(B′′, Y ) have no common root in k,
and we also know that I(Ω′B(H)) is a nonzero member of k[Y ]
which has no common root with
∏
B′∈R∗(H,B)E(B
′, Y ) in k.
By (SP51) to (SP58), we conclude that
(SP59)

if ΩB(H) 6= 1
then degY I(ΩB(HY )) = −1 + degY I(ΩB(H))
and I(ΩB(HY )) = L(Y )
∏
B′∈R∗(H,B)E(B
′, Y )D
∗∗(H,B′)−1
where 0 6= L(Y ) ∈ k[Y ] has no common root with
∏
B′∈R∗(H,B)E(B
′, Y ) in k
and degY L(Y ) = −1 + degY I(Ω′B(H)) +
∑
B′∈R∗(H,B) degYE(B
′, Y )
with degY E(B
′, Y ) = D∗(B′)/D(B) for all B′ ∈ R∗(H,B).
Now if R∗(H,B) = R∗(B) then clearly ΩB(H) 6= 1 = Ω
′
B(H) and hence in particular degY I(Ω
′
B(H)) =
0 and therefore in the situation of (SP59) we get
degY L(Y ) = −1 +
∑
B′∈R∗(B)
[D∗(B′)/D(B)] = D′(B)/D(B)
and in view of (SP26) we have pincoX [z, V,W ](HY , σ(B)) = µL(Y ) with 0 6= µ ∈ k, and hence
degY pincoX [z, V,W ](HY , σ(B)) = degY L(Y ) = D
′(B)/D(B).
Thus
(SP60)

if R∗(H,B) = R∗(B),
then ΩB(H) 6= 1
and degY pincoX [z, V,W ](HY , σ(B)) = D
′(B)/D(B).
In view of (SP40) and (SP51), by (SP59) we see that
(SP61)

if ΩB(H) 6= 1
then degYmincoX [z, V,W ](HY ) = −1 + degYmincoX [z, V,W ](H)
and degY ΩB(HY ) = −D(B) + degY ΩB(H).
In view of (SP51), by (SP56) to (SP59) we also see that
(SP62) D∗∗(HY , B
′) = −1 +D∗∗(H,B′) for all B′ ∈ R∗(H,B).
By (SP62) it follows that
(SP63)
{
if B ∈ R♭∗ and D∗∗(H,B) > 0
then D∗∗(HY , B) = −1 +D
∗∗(H,B).
In view of (SP40), by (SP60) and (SP61) we see that
(SP64)
{
if R∗(H,B) = R∗(B),
then degY sincoX [z, V,W ](HY , σ(B)) = −1− [D
′(B)/D(B)] + degYmincoX [z, V,W ](H).
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In view of (SP40), by (SP60) and (SP64) we see that
(SP65)

if R∗(H,B) = R∗(B),
then degY ΩB(HY ) = −D(B) + degY ΩB(H)
and degY Ω
′
B(HY ) = D
′(B)
and degY Ω
∗
B(HY ) = −D(B)−D
′(B) + degY ΩB(H).
Turning to the jacobian, upon letting
∆ = J(H,G) and ∆ = J(H˜, G˜) with G ∈ R
by the chain rule for jacobians we get
∆(X,Y ) = V XV+W−1∆˜(X,Y )
and now, assuming that ΩB(H) 6= 1 = ΩB(G) and G 6= 0 6= S(G,B), we have
H˜(X,Y ) = I(H)XV S(H,B) + (terms of degree > V S(H,B) in X)
with I(H) ∈ k[Y ] \ k, and
G˜(X,Y ) = I(G)XV S(G,B) + (terms of degree > V S(G,B) in X)
with 0 6= I(G) ∈ k and V S(G,B) 6= 0, and hence we get
∆(X,Y ) =− V S(G,B)I(G)(I(H))Y X
V S(H,B)+V S(G,B)−1
+ (terms of degree ≥ [V S(H,B) + V S(G,B)] in X)
and therefore by (SP52) we have
I(J(H,G)) = µI(HY ) with 0 6= µ ∈ k
and hence by (SP51) we get
mincoX [z, V,W ](J(H,G)) = µ mincoX [z, V,W ](HY ) with 0 6= µ ∈ k.
Thus
(SP66)

if ΩB(H) 6= 1 and 0 6= G ∈ R is such that ΩB(G) = 1 and S(G,B) 6= 0
then mincoX [z, V,W ](J(H,G)) = µ mincoX [z, V,W ](HY ) with 0 6= µ ∈ k
and hence pincoX [z, V,W ](J(H,G), σ(B)) = pincoX [z, V,W ](HY , σ(B))
and sincoX [z, V,W ](J(H,G), σ(B)) = sincoX [z, V,W ](HY , σ(B)).
In view of (SP40), by (SP66) we see that
(SP67)

if ΩB(H) 6= 1 and 0 6= G ∈ R is such that ΩB(G) = 1 and S(G,B) 6= 0
then degYmincoX [z, V,W ](J(H,G)) = degYmincoX [z, V,W ](HY )
and degY pincoX [z, V,W ](J(H,G), σ(B)) = degY pincoX [z, V,W ](HY , σ(B))
and degY sincoX [z, V,W ](J(H,G), σ(B)) = degY sincoX [z, V,W ](HY , σ(B))
and degY ΩB(J(H,G)) = degY ΩB(HY )
and degY Ω
′
B(J(H,G)) = degY Ω
′
B(HY )
and degY Ω
∗
B(J(H,G)) = degY Ω
∗
B(HY ).
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To consider another similar case, just for a moment let j(H,G) stand for (HG)Y ; then upon letting
δ = j(H,G) and δ = j(H˜, G˜) with G ∈ R
by the product rule for derivatives we get
δ(X,Y ) = XW δ˜(X,Y )
and now, assuming that ΩB(H) 6= 1 = ΩB(G) and G 6= 0, we have
H˜(X,Y ) = I(H)XV S(H,B) + (terms of degree > V S(H,B) in X)
with I(H) ∈ k[Y ] \ k, and
G˜(X,Y ) = I(G)XV S(G,B) + (terms of degree > V S(G,B) in X)
with 0 6= I(G) ∈ k, and hence we get
δ(X,Y ) =I(G)(I(H))Y X
V S(H,B)+V S(G,B)
+ ( terms of degree > [V S(H,B) + V S(G,B)] in X)
and therefore by (SP52) we have
I((HG)Y ) = µI(HY ) with 0 6= µ ∈ k
and hence by (SP51) we get
mincoX [z, V,W ]((HG)Y ) = µ mincoX [z, V,W ](HY ) with 0 6= µ ∈ k.
Thus
(SP68)

if ΩB(H) 6= 1 and 0 6= G ∈ R is such that ΩB(G) = 1
then mincoX [z, V,W ]((HG)Y ) = µ mincoX [z, V,W ](HY ) with 0 6= µ ∈ k
and hence pincoX [z, V,W ]((HG)Y , σ(B)) = pincoX [z, V,W ](HY , σ(B))
and sincoX [z, V,W ]((HG)Y , σ(B)) = sincoX [z, V,W ](HY , σ(B)).
In view of (SP40), by (SP68) we see that
(SP69)

if ΩB(H) 6= 1 and 0 6= G ∈ R is such that ΩB(G) = 1
then degYmincoX [z, V,W ]((HG)Y ) = degYmincoX [z, V,W ](HY )
and degY pincoX [z, V,W ]((HG)Y , σ(B)) = degY pincoX [z, V,W ](HY , σ(B))
and degY sincoX [z, V,W ]((HG)Y , σ(B)) = degY sincoX [z, V,W ](HY , σ(B))
and degY ΩB((HG)Y ) = degY ΩB(HY )
and degY Ω
′
B((HG)Y ) = degY Ω
′
B(HY )
and degY Ω
∗
B((HG)Y ) = degY Ω
∗
B(HY ).
Abandoning notation (SP51), let us summarize Results (SP60) to (SP69) as Lemmas (SP70) to
(SP75) stated below.
Lemma (SP70). If B ∈ R♭ and F ∈ R are such that R∗(F,B) = R∗(B), then ΩB(F ) 6= 1 and we have
degY ΩB(FY ) = −D(B) + degY ΩB(F )
and degY Ω
′
B(FY ) = D
′(B)
and degY Ω
∗
B(FY ) = −D(B)−D
′(B) + degY ΩB(F )
and for every (z, V,W ) ∈ ǫ(B) we have
degYmincoX [z, V,W ](FY ) = −1 + degYmincoX [z, V,W ](F )
and degY pincoX [z, V,W ](FY , σ(B)) = D
′(B)/D(B)
and degY sincoX [z, V,W ](FY , σ(B)) = −1− [D′(B)/D(B)] + degYmincoX [z, V,W ](F ).
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Lemma (SP71). If B ∈ R♭ and F ∈ R are such that ΩB(F ) 6= 1, then we have
degY ΩB(FY ) = −D(B) + degY ΩB(F )
and for every (z, V,W ) ∈ ǫ(B) we have
degYmincoX [z, V,W ](FY ) = −1 + degYmincoX [z, V,W ](F ).
Lemma (SP72). Given any B ∈ R♭ and F ∈ R, for every B′ ∈ R∗(F,B) we have
D∗∗(FY , B) = −1 +D
∗∗(F,B).
Lemma (SP73). If B ∈ R♭∗ and F ∈ R are such that D∗∗(F,B) > 0, then we have
D∗∗(FY , B) = −1 +D
∗∗(F,B).
Lemma (SP74). If B ∈ R♭ and F ∈ R are such that ΩB(F ) 6= 1, and 0 6= G ∈ R is such that ΩB(G) = 1
and S(G,B) 6= 0, then we have
degY ΩB(J(F,G)) = degY ΩB(FY )
and degY Ω
′
B(J(F,G)) = degY Ω
′
B(FY )
and degY Ω
∗
B(J(F,G)) = degY Ω
∗
B(FY )
and for every (z, V,W ) ∈ ǫ(B) we have
degYmincoX [z, V,W ](J(F,G), σ(B)) = degYmincoX [z, V,W ](FY , σ(B))
and degY pincoX [z, V,W ](J(F,G), σ(B)) = degY pincoX [z, V,W ](FY , σ(B))
and degY sincoX [z, V,W ](J(F,G), σ(B)) = degY sincoX [z, V,W ](FY , σ(B))
and actually we have
mincoX [z, V,W ](J(F,G)) = µ mincoX [z, V,W ](FY ) with 0 6= µ ∈ k,
and pincoX [z, V,W ](J(F,G), σ(B)) = pincoX [z, V,W ](FY , σ(B)),
and sincoX [z, V,W ](J(F,G), σ(B)) = sincoX [z, V,W ](FY , σ(B)).
Lemma (SP75). If B ∈ R♭ and F ∈ R are such that ΩB(F ) 6= 1, and 0 6= G ∈ R is such that
ΩB(G) = 1, then we have 
degY ΩB((FG)Y ) = degY ΩB(FY )
and degY Ω
′
B((FG)Y ) = degY Ω
′
B(FY )
and degY Ω
∗
B((FG)Y ) = degY Ω
∗
B(FY )
and for every (z, V,W ) ∈ ǫ(B) we have
degYmincoX [z, V,W ]((FG)Y ) = degYmincoX [z, V,W ](FY )
and degY pincoX [z, V,W ]((FG)Y , σ(B)) = degY pincoX [z, V,W ](FY , σ(B))
and degY sincoX [z, V,W ]((FG)Y , σ(B)) = degY sincoX [z, V,W ](FY , σ(B))
and actually we have
mincoX [z, V,W ]((FG)Y ) = µ mincoX [z, V,W ](FY ) with 0 6= µ ∈ k,
and pincoX [z, V,W ]((FG)Y , σ(B)) = pincoX [z, V,W ](FY , σ(B)),
and sincoX [z, V,W ]((FG)Y , σ(B)) = sincoX [z, V,W ](FY , σ(B)).
Now, as a consequence of (SP45) and (SP70) we shall prove the following Lemma:
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Lemma (SP76). If B ∈ R̂♭ and F ∈ R are such that R∗(F,B) = R∗(B) and F is devoid of multiple
factors in R, then ΩB(F ) 6= 1 and degY ΩB(FY ) = D′′(B) and degY Ω′B(FY ) = D
′(B).
Namely, if B ∈ R♭ and F ∈ R are such that R∗(F,B) = R∗(B) then by (SP70) we get ΩB(F ) 6= 1 and
degY ΩB(FY ) = −D(B) + degY ΩB(F ) and degY Ω
′
B(FY ) = D
′(B); if F is also devoid of multiple factors
in R, then by (SP45) we know that degY ΩB(F ) = D(B) +D
′′(B) and and hence we get degY ΩB(FY ) =
D′′(B). Likewise, if B ∈ R♭∞ and F ∈ R are such that ΩB(F ) 6= 1 then clearly degY ΩB(FY ) =
−1+degY ΩB(F ); if F is also devoid of multiple factors in R, then by (SP45) we know that degY ΩB(F ) =
1 +D′′(B) and and hence we get degY ΩB(FY ) = D
′′(B). This completes the proof of (SP76).16
Next, as a consequence of (SP74) and (SP75) we shall prove the following Lemma:
Lemma (SP77). Given any F ∈ R \ k((X) and 0 6= G ∈ R, upon letting T = T (FG), we have the
following.
(SP77.1) If B ∈ T is such that ΩB(G) = 1 and S(G,B) 6= 0 then
ΩB(F ) 6= 1
and
degY ΩB(J(F,G)) = degY ΩB(FY ) and degY Ω
′
B(J(F,G)) = degY Ω
′
B(FY )
and for every B′ ∈ π(T,B) we have
ΩB′(F ) 6= 1 = ΩB′(G) and S(G,B
′) 6= 0
and
degY ΩB′(J(F,G)) = degY ΩB′(FY ) and degY Ω
′
B′(J(F,G)) = degY Ω
′
B′(FY ).
(SP77.2) If B ∈ T is such that ΩB(G) = 1 then
ΩB(F ) 6= 1
and
degY ΩB((FG)Y ) = degY ΩB(FY ) and degY Ω
′
B((FG)Y ) = degY Ω
′
B(FY )
and for every B′ ∈ π(T,B) we have
ΩB′(F ) 6= 1 = ΩB′(G)
and
degY ΩB′((FG)Y ) = degY ΩB′(FY ) and degY Ω
′
B′((FG)Y ) = degY Ω
′
B′(FY ).
Namely, if B ∈ T is such that ΩB(G) = 1 then obviously ΩB(F ) 6= 1 and for every B′ ∈ π(T,B)
we have ΩB′(F ) 6= 1 = ΩB′ , and by (BP5) we also see that if B ∈ T is such that ΩB(G) = 1 then
for every B′ ∈ π(T,B) we have S(G,B′) = S(G,B). Therefore, in case of B ∈ T \ {R∞(T )}, our
assertions follow from (SP74) and (SP75). Moreover, if B = R∞(T ) and ΩB(G) = 1 and S(G,B) 6= 0,
then by the equation J(F,G) = FXGY − FYGX we see that J(F,G) = −FYGX with 0 6= GX ∈ k((X))
and hence degY ΩB(J(F,G)) = degY ΩB(FY ) and degY Ω
′
B(J(F,G)) = 0 = degY Ω
′
B(FY ). Likewise, if
B = R∞(T ) and ΩB(G) = 1, then by the equation (FG)Y = FGY +FYG we see that (FG)Y = FYG with
0 6= G ∈ k((X)) and hence degY ΩB((FG)Y ) = degY ΩB(FY ) and degY Ω
′
B((FG)Y ) = 0 = degY Ω
′
B(FY ).
This completes the proof of (SP77).
Now we shall prove the following Lemma:
16We may tacitly use the obvious facts that: (1) if B ∈ R̂♭ and F ∈ R are such that R∗(F,B) = R∗(B) then
ΩB(F ) 6= 1; (2) for every B ∈ R
♭
∞ we have D
′(B) = 0; (3) for every B ∈ R♭∞ and every G ∈ R we have ΩB(G) = 1 and
hence degY Ω
′
B(G) = 0.
30
Lemma (SP78). For any Φ ∈ R, upon letting T = T (Φ), we have the following.
(SP78.1) Given any B ∈ T with π(T,B) 6= ∅, for every B′ ∈ ρ(T,B) there is a unique α(B′) ∈ R∗(B)
with σ(α(B′)) = σ(B′), and B′ 7→ α(B′) gives a bijection of ρ(T,B) onto R∗(B). Moreover, for every
B′ ∈ ρ(T,B) we have
D(B′) =
{
D∗(α(B′)) in case B ∈ R♭
1 in case B ∈ R♭∞
and hence we have
D′(B) =
{
−D(B) +
∑
B′∈ρ(T,B)D(B
′) in case B ∈ R♭
−1 +
∑
B′∈ρ(T,B)D(B
′) in case B ∈ R♭∞
where we note that if B ∈ R♭∞ then card(ρ(T,B)) = card(R
∗(B)) = 1.
(SP78.2) Given any B ∈ T with π(T,B) = ∅, for every f ∈ σ(B) there is a unique β(f) ∈ R∗(B) with
f ∈ σ(β(f)), and f 7→ β(f) gives a bijection of σ(B) onto R∗(B). Moreover, for every f ∈ σ(B) we have
degY f =
{
D∗(β(f)) in case B ∈ R♭
1 in case B ∈ R♭∞
and hence we have
D′′(B) = D′(B).
(SP78.3) For every B ∈ T we have
D′′(B) = D′(B) +
∑
B′∈π(T,B)
D′(B′).
Namely, the proofs of (SP78.1) and (SP78.2) are straightforward. We shall prove (SP78.3) by induction
on card(π(T,B)). In case of card(π(T,B)) = 0 our assertion follows from (SP78.2). So let card(π(T,B)) >
0 and assume true for all smaller values of card(π(T,B)). Then, by the induction hypothesis, for every
B′ ∈ ρ(T,B) we have
D′′(B′) = D′(B′) +
∑
B′′∈π(T,B′)
D′(B′′)
and hence by the definition of D′′(B′) we get
D′(B′) +
∑
B′′∈π(T,B′)
D′(B′′) = −D(B′) +
∑
f∈σ(B′)
degY f.
Summing both sides of the above equation as B′ varies over ρ(T,B), we get
∑
B′∈π(T,B)
D′(B′) = −
 ∑
B′∈ρ(T,B)
D(B′)
+
 ∑
f∈σ(B)
degY f

and by (SP78.1) we have
D′(B) =
{
−D(B) +
∑
B′∈ρ(T,B)D(B
′) in case B ∈ R♭
−1 +
∑
B′∈ρ(T,B)D(B
′) in case B ∈ R♭∞.
By adding the above two equations we get
D′(B) +
∑
B′∈π(T,B)
D′(B′) =
{
−D(B) +
∑
f∈σ(B) degY f in case B ∈ R
♭
−1 +
∑
f∈σ(B) degY f in case B ∈ R
♭
∞
and hence by the definition of D′′(B) we conclude that
D′′(B) = D′(B) +
∑
B′∈π(T,B)
D′(B′).
This completes the proof of (SP78.3).
As an immediate consequence of (SP78.3) we get the following Lemma:
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Lemma (SP79). Let B ∈ T = T (Φ) with Φ ∈ R be such that: degY ΩB(H) = D′′(B), degY Ω′B(H) =
D′(B), and degY Ω
′
B′(H) = D
′(B′) for all B′ ∈ π(T,B). Then
degY ΩB(H) = degY Ω
′
B(H) +
∑
B′∈π(T,B)
degY Ω
′
B′(H).
For any B ∈ T = T (Φ) with Φ ∈ R, it is clear that Ω′B(H)
∏
B′∈π(T,B) Ω
′
B′(H) divides ΩB(H) in R
and hence, as a companion to (SP50), and as a principle applicable in the situation of (SP79), we get the
following Lemma:
Lemma (SP80). For any B ∈ T = T (Φ) with Φ ∈ R we have:{
ΩB(H) = Ω
′
B(H)
∏
B′∈π(T,B) Ω
′
B′(H)
⇔ degY ΩB(H) = degY Ω′B(H) +
∑
B′∈π(T,B) degY Ω
′
B′(H).
Section 8: Factorization of the Derivative
If T = T (F ) where F ∈ R\k((X)), then for every B ∈ T we clearly have R∗(F,B) = R∗(B). Therefore
by (SP76), (SP79) and (SP80) we get the following Derivative Factorization Theorem.
Theorem (DF1). Let T = T (F ) where F ∈ R \ k((X)) is devoid of multiple factors in R. Then we
have the following.
(DF1.1) For any B ∈ T we have
degY ΩB(FY ) = D
′′(B) and degY Ω
′
B(FY ) = D
′(B)
and
ΩB(FY ) = Ω
′
B(FY )
∏
B′∈π(T,B)
Ω′B′(FY ).
where for every B′ ∈ π(T,B) we have
degY ΩB′(FY ) = D
′′(B′) and degY Ω
′
B′(FY ) = D
′(B′).
(DF1.2) By taking B = R∞(T ) in (DF1.1), for the monic part (FY )∞ of FY we get
(FY )∞ =
∏
B∈T\{R∞(T )}
Ω′B(FY ).
Remark (DF2). In the Factorization (DF1.2), the factor Ω′B(FY ) really occurs, i.e., its Y -degree
D′(B) is nonzero, if and only if either: (*) card(R∗(B)) = 1 and for the unique B′ ∈ R∗(B) we have
D∗(B′) > D(B), or: (**) card(R∗(B)) > 1. Note that in the irreducible case, i.e., when F = f ∈ R♮,
(*) is always satisfied. Moreover, in the nontrivial irreducible case, i.e., when F = f ∈ R♮ with
degY f = n > 1, let us put
ĥ =
{
h(c(f)) if c1(f) 6∈ Z
h(c(f))− 1 if c1(f) ∈ Z
and for 1 ≤ i ≤ ĥ let us put
ĉi =
{
ci(f) if c1(f) 6∈ Z
ci+1(f) if c1(f) ∈ Z
and
r̂i =
{
ri(q(m(f))) if r1(f) 6∈ Z
ri+1(q(m(f))) if r1(f) ∈ Z
and for 1 ≤ i ≤ ĥ+ 1 let us put
d̂i =
{
di(m(f)) if c1(f) 6∈ Z
di+1(m(f)) if c1(f) ∈ Z.
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Then ĥ is a positive integer, ĉ1 < ĉ2 < · · · < ĉĥ are in Q \ Z, and n = d̂1 > d̂2 > · · · > d̂ĥ+1 = 1 are
integers with d̂i ≡ 0 (mod d̂i+1) for 1 ≤ i ≤ ĥ. Let B0 = (σ(B0), λ(B0)) ∈ R
♭
∞ with σ(B0) = {f} and
λ(B0) = −∞. For 1 ≤ i ≤ ĥ let Bi = (σ(Bi), λ(Bi)) ∈ R♭ with σ(Bi) = {f} and λ(Bi) = ĉi. Then
T = T (f) = {B0, B1, . . . , Bĥ} with R∞(T ) = B0 < B1 < · · · < Bĥ, and for 1 ≤ i ≤ ĥ we have
S(Bi) = (d̂ir̂i)/n
2 and D(Bi) = n/d̂i
and
D∗(B′i) = n/d̂i+1 where {B
′
i} = R
∗(Bi).
Now
(fY )∞ = (1/n)fY =
∏
1≤i≤ĥ
Ω′Bi(fY )
and for 1 ≤ i ≤ ĥ we have
degY Ω
′
Bi(fY ) = D
′(Bi) = −D(Bi) +D
∗(B′i) = (n/d̂i+1)− (n/d̂i) > 0.
Let us factor fY into irreducible factors by writing
fY = n
∏
1≤j≤χ
f (j) with f (j) ∈ R♮
and for 1 ≤ i ≤ ĥ let us put
i∗ = {j ∈ {1, . . . , χ} : noc(f, f (j)) = ĉi}.
Then
{1, . . . , χ} =
∐
1≤i≤ĥ
i∗
is a partition into pairwise disjoint nonempty sets, and for 1 ≤ i ≤ ĥ we have
Ω′Bi(fY ) =
∏
j∈i∗
f (j) with 0 < degY f
(j) ∈ (n/d̂i)Z for all j ∈ i
∗
and
int(f,Ω′Bi(fY )) = nS(Bi)degY Ω
′
Bi(fY ) = [(d̂i/d̂i+1)− 1]r̂i
where int denotes intersection multiplicity.17
Example (DF3). Now, if we are in the nontrivial irreducible case of F = f ∈ R♮ with degY f = n > 1,
and if h(c(f)) = 1 with c1(f) 6∈ Z, then the conclusions of the above Remark (DF2) say that Ω′B1(fY ) =
(1/n)fY with int(f, fY ) = (n − 1)m1(f), and noc(f, f (j)) = c1(f) = m1(f)/n for every irreducible
factor f (j) of fY . To verify this in a particular situation, by taking (w1(X), . . . , wn−1(X), wn(X)) =
(0, . . . , 0, Xe) in Example (TR3) of Section 6 we have
F (X,Y ) = f(X,Y ) = Y n +Xe ∈ R♮ where 0 6= e ∈ Z with GCD(n, e) = 1
and hence h(T (f)) = h(f) = 1 with m1(f) = e and
l0(T (f)) = −∞ and l1(T (f)) = c1(f) = e/n
17The intersection multiplicity int(f, g) of f ∈ R♮ with g ∈ R is defined by putting int(f, g) = ordXResY (f, g), where
ResY (f, g) denotes the Y -resultant of f and g; equivalently, for any z(X) ∈ k((X)) with f(X
n, z(X)) = 0 where degY f = n,
we have int(f, g) = ordXg(X
n, z(X)); see pages 286-287 of [Ab]. By (GNP7) we see that, given any B ∈ R♭ and H ∈ R,
for every f ∈ σ(B) we have int(f,Ω′B(H)) = nS(B)degY Ω
′
B(H) where degY f = n.
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and upon letting
Bi ∈ R̂
♭ with σ(Bi) = {f} and λ(Bi) = li(T (f)) for 0 ≤ i ≤ 1
we have
T (F ) = T (f) = {B0, B1}
with
D′(B0) = 0 and D
′(B1) = n− 1.
Now clearly fY = nY
n−1, and hence ResY (f, fY ) = n
nX(n−1)e and f (j) = Y for 1 ≤ j ≤ χ = n− 1, and
therefore int(f, fY ) = ordXResY (f, fY ) = (n−1)e = (n−1)m1(f) and noc(f, f
(j)) = (1/n)ordXf(X, 0) =
m1(f)/n for 1 ≤ j ≤ χ = n− 1. This completes the verification.
Example (DF4). Next, if we are in the nontrivial irreducible case of F = f ∈ R♮ with degY f =
n > 1, and if h(c(f)) = 2 with c1(f) 6∈ Z, then the conclusions of the above Remark (DF2) say that
Ω′B1(fY )Ω
′
B2
(fY ) = (1/n)fY and for 1 ≤ i ≤ 2 we have that: degY Ω′Bi(fY ) = D
′(Bi) = (n/di+1) −
(n/di) > 0 and int(f,Ω
′
Bi
(fY )) = [(di/di+1)− 1]ri where Ω
′
Bi
(fY ) is the product of all those irreducible
factors f (j) of fY for which noc(f, f
(j)) = ci(f), and moreover for each of these f
(j) we have 0 <
degY f
(j) ∈ (n/di)Z. To verify this in a particular situation, in Example (TR4) of Section 6 we have
F (X,Y ) = f(X,Y ) = (Y 2 −X2a+1)2 −X3a+b+2Y ∈ R♮ with a ∈ Z and 0 ≤ b ∈ Z
with 
n = d1 = 4 and d2 = 2 and d3 = 1, and
c1(f) = (2a+ 1)/2 and c2(f) = (4a+ 2b+ 3)/4, and
[(d1/d2)− 1]r1 = 4a+ 2 and [(d2/d3)− 1]r2 = 8a+ 2b+ 5
and h(T (f)) = 2 with l0(T (f)) = −∞ and
l1(T (f)) = c1(f) = (2a+ 1)/2 and l2(T (f)) = c2(f) = (4a+ 2b+ 3)/4
and upon letting
Bi ∈ R̂
♭ with σ(Bi) = {f} and λ(Bi) = li(T (f)) for 0 ≤ i ≤ 2
we have
T (F ) = T (f) = {B0, B1, B2}.
with D′(B0) = 0 and
D′(B1) = 1 and D
′(B2) = 2.
Now
fY = 4Y (Y
2 −X2a+1)−X3a+b+2
and hence by (TR5) of Section 6 we see that fY = 4Y f
(1)f (2) where
f (1)(X,Y ) = Y − v(X) ∈ R♮ and v(X) ∈ k((X))
with
ordXv(X) = a+ b+ 1
and
f (2)(X,Y ) = Y 2 +
∑
1≤i≤2
v′i(X)Y
2−i ∈ R♮ and v′i(X) ∈ k((X))
with
ordXv
′
1(X) > (2a+ 1)/2 and ordXv
′
2(X) = 2a+ 1.
Comparing coefficients of Y 2 and Y in the equation fY = 4f
(1)f (2) we see that v′1(X) − v(X) = 0 and
v′2(X)− v
′
1(X)v(X) = −X
2a+1, and hence
f (2)(X,Y ) = Y 2 + v(X)Y −X2a+1 + v(X)2.
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Applying the quadratic equation formula to the above equation we get the roots of f (2)(X4, Y ) to be
Y = (−1/2)v(X4)± (1/2)
√
4X8a+4 − 3v(X4)2
= (−1/2)v(X4)±X4a+2
√
1− (3/4)X−8a−4v(X4)2
= (−1/2)[µX4a+4b+4 + (terms of degree > 4a+ 4b+ 4 in X)]
±X4a+2
√
1− (3/4)µ2X8b+4 + (terms of degree > 8b+ 4 in X)
= (−1/2)[µX4a+4b+4 + (terms of degree > 4a+ 4b+ 4 in X)]
±X4a+2[1− (3/8)µ2X8b+4 + (terms of degree > 8b+ 4 in X)]
= (−1/2)[µX4a+4b+4 + (terms of degree > 4a+ 4b+ 4 in X)]
± [X4a+2 − (3/8)µ2X4a+8b+6 + (terms of degree > 4a+ 8b+ 6 in X)]
where for the third equality we are using the fact that ordXv(X) = a+ b+ 1 and hence
v(X4) = µX4a+4b+4 + (terms of degree > 4a+ 4b+ 4 in X) with 0 6= µ ∈ k
and for the fourth equality we are using the Binomial Theorem for exponent 1/2. It follows that
f (2)(X4, Y ) = [Y − y1(X)][Y − y2(X)] where y1 ∈ k((X)) and y2(X) ∈ k((X))
are such that
y1(X) = X
4a+2 − (µ/2)X4a+4b+4 + (terms of degree > 4a+ 4b+ 4 in X)
and
y2(X) = −X
4a+2 − (µ/2)X4a+4b+4 + (terms of degree > 4a+ 4b+ 4 in X).
We also have
f (1)(X4, Y ) = Y − v(X) where v(X) ∈ k((X)) with ordX = 4a+ 4b+ 4.
Finally by (TR4) of Section 6 we have
f(X4, Y ) =
∏
1≤j≤4
[Y − zj(X)]
with
zj(X) = (ι
jX)4a+2 +
1
2
(ιjX)4a+2b+3 + (terms of degree > 4a+ 2b+ 3 in X)
where ι is a primitive 4-th root of 1 in k. By the above expressions for the roots of f and f (1) we get
int(f, f (1)) = 4a+ 2 and noc(f, f (1)) = (2a+ 1)/2.
Likewise, by the above expressions for the roots of f and f (2) we get
int(f, f (2)) = 8a+ 2b+ 5 and noc(f, f (2)) = (4a+ 2b+ 3)/4.
It follows that
Ω′Bi(fY ) = f
(i) with degY f
(i) = D′(Bi) for 1 ≤ i ≤ 2
and this completes the verification.
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Example (DF5). Finally, let us turn to the case of F ∈ R̂♮ having two factors, i.e., such that F = ff ′
with f ∈ R♮ and f ′ ∈ R♮. At the same time let us arrange matters so that F is pure meromorphic, i.e.,
F (X,Y ) = Φ(X−1, Y ) with Φ(X,Y ) ∈ k[X,Y ].
To do this, in Example (TR5) of Section 6, let us take n > 1 with b = 0 and a = −1, and
Φ(X,Y ) = Y n+2 + κ′XY n + κ̂Y + κ+
∑
3≤i≤n
κiY
n+2−i ∈ k[X,Y ]
with
0 6= κ′ ∈ k and 0 6= κ̂ ∈ k and 0 6= κ ∈ k and κi ∈ k for 3 ≤ i ≤ n.
As explained in (TR5) of Section 6, we then have
F (X,Y ) = f(X,Y )f ′(X,Y ) with f(X,Y ) 6= f ′(X,Y )
where
f(X,Y ) = Y n +
∑
1≤i≤n
wi(X)Y
n−i ∈ R♮ and wi(X) ∈ k((X))
with
ordXwi(X) > ie/n for 1 ≤ i ≤ n− 1 and ordXwn(X) = e = 1
and
f ′(X,Y ) = Y 2 +
∑
1≤i≤2
w′i(X)Y
2−i ∈ R♮ and w′i(X) ∈ k((X))
with
ordXw
′
1(X) > e
′/2 and ordXw
′
2(X) = e
′ = −1
and 0 6= κ′ ∈ k and 0 6= κ/κ′ ∈ k are the coefficients of Xe
′
and Xe in w′2(X) and wn(X) respectively.
As explained in (TR5) of Section 6, we also have h(T (F )) = 2 with l0(T (F )) = −∞ and
l1(T (F )) = −1/2 and l2(T (F )) = 1/n
and upon letting 
B0 ∈ R̂♭ with σ(B0) = {f, f ′} and λ(B0) = l0(T (F )),
and B1 ∈ R̂
♭ with σ(B1) = {f, f
′} and λ(B1) = l1(T (F )),
and B2 ∈ R̂
♭ with σ(B2) = {f} and λ(B2) = l2(T (F )),
and B′2 ∈ R̂
♭ with σ(B′2) = {f
′} and λ(B′2) = l2(T (F )),
we have
T (F ) = {B0, B1, B2, B
′
2}
with D′(B0) = 0 and
D′(B1) = 2 and D
′(B2) = n− 1 and D
′(B′2) = 0.
Now
FY = (n+ 2)Y
n+1 + nκ′X−1Y n−1 + κ̂+
∑
3≤i≤n
(n+ 2− i)κiY
n+1−i
and hence by (TR5) of Section 6 we see that FY = (n+ 2)f
(1)f (2) with f (1) 6= f (2) where
f (2)(X,Y ) = Y n−1 +
∑
1≤i≤n−1
vi(X)Y
n−1−i ∈ R♮ and vi(X) ∈ k((X))
with
ordXvi(X) > ie/n for 1 ≤ i ≤ n− 2 and ordXvn−1(X) = e = 1
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and
f (1)(X,Y ) = Y 2 +
∑
1≤i≤2
v′i(X)Y
2−i ∈ R♮ and v′i(X) ∈ k((X))
with
ordXv
′
1(X) > e
′/2 and ordXv
′
2(X) = e
′ = −1
and 0 6= nκ′/(n+ 2) ∈ k and 0 6= κ̂/(nκ′) ∈ k are the coefficients of Xe
′
and Xe in v′2(X) and vn−1(X)
respectively. In view of (TR3) of Section 6 we see that
f(Xn, Y ) =
∏
1≤j≤n
[Y − zj(X)]
where zj(X) ∈ k((X)) is such that
zj(X) = ω
jκ∗X + (terms of degree > 1 in X)
where ω is a primitive n-th root of 1 in k, and κ∗ is an n-th root of −κ/κ′ in k, and
f ′(X2, Y ) =
∏
1≤j≤2
[Y − z′j(X)]
where z′j(X) ∈ k((X)) is such that
z′j(X) = (−1)
jκ′∗X−1 + (terms of degree > −1 in X)
where κ′∗ is a square root of −κ′ in k. In view of (TR3) of Section 6 we also see that
f (2)(Xn−1, Y ) =
∏
1≤j≤n−1
[Y − yj(X)]
where yj(X) ∈ k((X)) is such that
yj(X) = ω̂
jκ̂∗X + (terms of degree > 1 in X)
where ω̂ is a primitive (n− 1)-th root of 1 in k, and κ̂∗ is an (n− 1)-th root of −κ̂/(nκ′) in k, and
f (1)(X2, Y ) =
∏
1≤j≤2
[Y − y′j(X)]
where y′j(X) ∈ k((X)) is such that
y′j(X) = (−1)
j κ̂′∗X−1 + (terms of degree > −1 in X)
where κ̂′∗ is a square root of −nκ′/(n+ 2) in k. By the above expressions of the roots of f, f ′, f (1), f (2)
we get 
int(f, f (1)) = −n and noc(f, f (1)) = −1/2, and
int(f ′, f (1)) = −2 and noc(f ′, f (1)) = −1/2, and
int(f, f (2)) = (n− 1) and noc(f, f (2)) = 1/n, and
int(f ′, f (2)) = −(n− 1) and noc(f ′, f (2)) = −1/2,
and hence
Ω′Bi(FY ) = f
(i) with degY f
(i) = D′(Bi) for 1 ≤ i ≤ 2
which verifies Theorem (DF1) in the present situation.
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To get an example of F̂ ∈ R̂♮ having three factors, we take F̂ (X,Y ) = Φ̂(X−1, Y ) with Φ̂(X,Y ) =
Φ(X,Y ) − Φ(0, 0) ∈ k[X,Y ]. Then by (TR5) of Section 6 we get F̂ = f̂ f̂ ′f̂ ′′ with f̂ ′′ 6= f̂ 6= f̂ ′ 6= f̂ ′′
where f̂ ′′(X,Y ) = Y ∈ R♮ and
f̂(X,Y ) = Y n−1 +
∑
1≤i≤n−1
ŵi(X)Y
n−1−i ∈ R♮ and ŵi(X) ∈ k((X))
with
ordXŵi(X) > ie/n for 1 ≤ i ≤ n− 2 and ordXŵn−1(X) = e = 1
and
f̂ ′(X,Y ) = Y 2 +
∑
1≤i≤2
ŵ′i(X)Y
2−i ∈ R♮ and ŵ′i(X) ∈ k((X))
with
ordXŵ
′
1(X) > e
′/2 and ordXŵ
′
2(X) = e
′ = −1
and 0 6= κ′ ∈ k and 0 6= κ̂/κ′ ∈ k are the coefficients of Xe
′
and Xe in ŵ′2(X) and ŵn−1(X) respectively.
In view of (TR3) of Section 6 we see that
f̂(Xn−1, Y ) =
∏
1≤j≤n−1
[Y − ẑj(X)]
where ẑj(X) ∈ k((X)) is such that
ẑj(X) = ω̂
jκ̂∗X + (terms of degree > 1 in X)
where ω̂ is a primitive (n− 1)-th root of 1 in k, and κ̂∗ is an (n− 1)-th root of −κ̂/κ′ in k, and
f̂ ′(X2, Y ) =
∏
1≤j≤2
[Y − ẑ′j(X)]
where ẑ′j(X) ∈ k((X)) is such that
ẑ′j(X) = (−1)
j κ̂′∗X−1 + (terms of degree > −1 in X)
where κ̂′∗ is a square root of −κ′ in k. By the above expressions of the roots of f̂ and f̂ ′ it follows that
h(T (F̂ )) = 2 with l0(T (F̂ )) = −∞ and
l1(T (F̂ )) = −1/2 and l2(T (F̂ )) = 1/(n− 1)
and upon letting 
B̂0 ∈ R̂
♭ with σ(B̂0) = {f̂ , f̂
′, f̂ ′′} and λ(B̂0) = l0(T (F̂ )),
and B̂1 ∈ R̂♭ with σ(B̂1) = {f̂ , f̂ ′, f̂ ′′} and λ(B̂1) = l1(T (F̂ )),
and B̂2 ∈ R̂♭ with σ(B̂2) = {f̂ , f̂ ′′} and λ(B̂2) = l2(T (F̂ )),
and B̂′2 ∈ R̂
♭ with σ(B̂′2) = {f̂
′} and λ(B̂′2) = l2(T (F̂ )),
we have
T (F̂ ) = {B̂0, B̂1, B̂2, B̂
′
2}
with D′(B̂0) = 0 and
D′(B̂1) = 2 and D
′(B̂2) = n− 1 and D
′(B̂′2) = 0.
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Now F̂Y = FY = (n+ 2)f
(1)f (2), and by the above expressions of the roots of f̂ , f̂ ′, f (1), f (2) we get
int(f̂ , f (1)) = −(n− 1) and noc(f̂ , f (1)) = −1/2, and
int(f̂ ′, f (1)) = −2 and noc(f̂ ′, f (1)) = −1/2, and
int(f̂ ′′, f (1)) = −1 and noc(f̂ ′′, f (1)) = −1/2, and
int(f̂ , f (2)) = (n− 1) and noc(f̂ , f (2)) = 1/(n− 1), and
int(f̂ ′, f (2)) = −(n− 1) and noc(f̂ ′, f (2)) = −1/2, and
int(f̂ ′′, f (2)) = 1 and noc(f̂ ′′, f (2)) = 1/(n− 1),
and hence
Ω′
B̂i
(F̂Y ) = f
(i) with degY f
(i) = D′(B̂i) for 1 ≤ i ≤ 2
which again verifies Theorem (DF1) in the present situation.
Section 9: Factorization of the Jacobian
If T = T (FG) where F ∈ R \ k((X)) and 0 6= G ∈ R, then for every B ∈ T with ΩB(G) = 1 we clearly
have R∗(F,B) = R∗(B). Therefore by (SP76), (SP77), (SP79) and (SP80) we get the following Jacobian
Factorization Theorem.
Theorem (JF1). Let T = T (FG) where F ∈ R \ k((X)) is devoid of multiple factors in R, and
0 6= G ∈ R. Then we have the following.
(JF1.1) If B ∈ T is such that ΩB(G) = 1 and S(G,B) 6= 0 then we have
degY ΩB(J(F,G)) = degY ΩB((FG)Y ) = degY ΩB(FY ) = D
′′(B)
and
degY Ω
′
B(J(F,G)) = degY Ω
′
B((FG)Y ) = degY Ω
′
B(FY ) = D
′(B)
and
ΩB(J(F,G)) = Ω
′
B(J(F,G))
∏
B′∈π(T,B)
Ω′B′(J(F,G))
where for every B′ ∈ π(T,B) we have ΩB′(G) = 1 and S(G,B′) 6= 0 and
degY ΩB′(J(F,G)) = degY ΩB′((FG)Y ) = degY ΩB′(FY ) = D
′′(B′)
and
degY Ω
′
B′(J(F,G)) = degY Ω
′
B′((FG)Y ) = degY Ω
′
B′(FY ) = D
′(B′).
(JF1.2) If B ∈ T is such that ΩB(G) = 1 then we have
degY ΩB((FG)Y ) = degY ΩB(FY ) = D
′′(B)
and
degY Ω
′
B((FG)Y ) = degY Ω
′
B(FY ) = D
′(B)
and
ΩB((FG)Y ) = Ω
′
B((FG)Y )
∏
B′∈π(T,B)
Ω′B′((FG)Y )
where for every B′ ∈ π(T,B) we have ΩB′(G) = 1 and
degY ΩB′((FG)Y ) = degY ΩB′(FY ) = D
′′(B′)
and
degY Ω
′
B′((FG)Y ) = degY Ω
′
B′(FY ) = D
′(B′).
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Remark (JF2). The Jacobian Factorization (JF1.1) was based on (SP80), and it invoked the Jacobian
Estimates (JE1) to (JE3) of Section 5 only in the special case when degYmincoX [z, V,W ](G) = 0.
Elsewhere we shall discuss a more refined Jacobian Factorization based on (SP30) by invoking the general
case of (JE1) to (JE3).
Example (JF3). Now let us illustrate Theorem (JF1.1) by the example
F = F (X,Y ) = Y n +Xe ∈ R♮ where 0 6= e ∈ Z with GCD(n, e) = 1
considered in (DF3) of Section 8. For G = X we have J(F,G) = FY and we are reduced to (DF3).
Example (JF4). Next let us illustrate Theorem (JF1.1) by the example
F = F (X,Y ) = (Y 2 −X2a+1)2 −X3a+b+2Y ∈ R♮ with a ∈ Z and 0 ≤ b ∈ Z
considered in (DF4) of Section 8. Again, for G = X we have J(F,G) = FY and we are reduced to (DF4).
Moreover, for
Ĝ = Ĝ(X,Y ) = Y ∈ R♮
we have
J(F, Ĝ) = FX = −(4a+ 2)X
2aF̂
with
F̂ = F̂ (X,Y ) = Y 2 + (3a+ b+ 2)(4a+ 2)−1Xa+b+1 −X2a+1.
By (TR3) and (TR4) of Section 6, it follows that h(T (FĜ)) = 2 with l0(T (FĜ)) = −∞ and
l1(T (FĜ)) = (2a+ 1)/2 and l2(T (FĜ)) = (4a+ 2b+ 3)/4
and upon letting 
B̂0 ∈ R̂♭ with σ(B̂0) = {F, Ĝ} and λ(B̂0) = l0(T (FĜ)),
and B̂1 ∈ R̂♭ with σ(B̂1) = {F, Ĝ} and λ(B̂1) = l1(T (FĜ)),
and B̂2 ∈ R̂♭ with σ(B̂2) = {F} and λ(B̂2) = l2(T (FĜ)),
and B̂′2 ∈ R̂
♭ with σ(B̂′2) = {Ĝ} and λ(B̂
′
2) = l2(T (FĜ)),
we have
T (FĜ) = {B̂0, B̂1, B̂2, B̂
′
2}
with D′(B̂0) = 0 and
D′(B̂1) = 2 and D
′(B̂2) = 2 and D
′(B̂′2) = 0.
By (TR3) and (TR4) we also see that F̂ ∈ R♮ with
noc(Ĝ, F̂ ) = (2a+ 1)/4 and noc(F, F̂ ) = (4a+ 2b+ 3)/4
and hence
Ω′B(J(F, Ĝ)) =
{
F̂ if B = B̂2
1 if B = B̂0 or B = B̂1 or B = B̂
′
2
in accordance with Theorem (JF1.1). Likewise, for
G˜ = G˜(X,Y ) = Y 2 −X2a+1 ∈ R♮
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we have
J(F, G˜) = J(−X3a+b+2Y, G˜) =
{
−(6a+ 2b+ 4)X3a+b+1F˜ if 3a+ b+ 2 6= 0
−(2a+ 1)X2aF˜ if 3a+ b+ 2 = 0
with
F˜ = F˜ (X,Y ) =
{
Y 2 + (2a+ 1)(6a+ 2b+ 4)−1X2a+1 if 3a+ b+ 2 6= 0
1 if 3a+ b+ 2 = 0
By (TR3) and (TR4) of Section 6, it follows that h(T (FG˜)) = 2 with l0(T (FG˜)) = −∞ and
l1(T (FG˜)) = (2a+ 1)/2 and l2(T (FG˜)) = (4a+ 2b+ 3)/4
and upon letting 
B˜0 ∈ R̂♭ with σ(B˜0) = {F, G˜} and λ(B˜0) = l0(T (FG˜)),
and B˜1 ∈ R̂♭ with σ(B˜1) = {F, G˜} and λ(B˜1) = l1(T (FG˜)),
and B˜2 ∈ R̂♭ with σ(B˜2) = {F, G˜} and λ(B˜2) = l2(T (FG˜)),
we have
T (FG˜) = {B˜0, B˜1, B˜2}
with D′(B˜0) = 0 and
D′(B˜1) = 3 and D
′(B˜2) = 4.
Thus the stem of every bud of T (FG˜) contains F as well as G˜, and hence Theorem (JF1.1) does not
predict any factors of J(F, G˜). This is quite satisfactory when 3a + b + 2 = 0 because then J(F, G˜) =
−(2a+1)X2a+1 and so J(F, G˜) has no factor involving Y . A particularly interesting case of 3a+2b+2 = 0
is the pure meromorphic case when (a, b) = (−1, 1). In that case, as noted in (TR4) of Section 6, we have
F (X,Y ) = Φ(X−1, Y ) where Φ(X,Y ) ∈ k[X,Y ] is the variable Φ(X,Y ) = (Y 2−X)2− Y ; indeed, then
k[X,Y ] = k[Φ,Ψ] where Ψ(X,Y ) = Y 2 −X with G˜(X,Y ) = Ψ(X−1, Y ).
Example (JF5). Finally let us illustrate Theorem (JF1.1) by the example
F = F (X,Y ) = Φ(X−1, Y )
where
Φ(X,Y ) = Y n+2 + κ′XY n + κ̂Y + κ+
∑
3≤i≤n
κiY
n+2−i ∈ k[X,Y ]
with n > 1 and
0 6= κ′ ∈ k and 0 6= κ̂ ∈ k and κ ∈ k and κi ∈ k for 3 ≤ i ≤ n
considered in (DF5) of Section 8 (where we used the notation Φ̂ and F̂ for the special case of κ = 0).
Once again, for G = −X we have J(F,G) = FY and we are reduced to (DF5). Note that the affine plane
curve Φ = 0 is nonsingular (at finite distance) for every κ; equivalently, ΦX and ΦY have no solution in
the affine plane k × k. Moreover, Φ is irreducible for every κ 6= 0, but reducible for κ = 0. In (DF5)
we have shown that Φ has two or three places at ∞, i.e., F has two or three factors in R♮, according as
κ 6= 0 or κ = 0. Further interest in this nice family of bivariate polynomials Φ lies in the fact that it
provides a convenient testing ground for the trivariate jacobian conjecture. To elucidate this, given any
H1 ∈ k[X1, . . . , Xr] where r is any positive integer, let us say that H1 is a variable in k[X1, . . . , Xr]
to mean that k[X1, . . . , Xr] = k[H1, . . . , Hr] for some H2, . . . , Hr in k[X1, . . . , Xr], and let us say that
H1 is a weak variable in k[X1, . . . , Xr] to mean that 0 6= J(H1, . . . , Hr) ∈ k for some H2, . . . , Hr
in k[X1, . . . , Xr] where J(H1 . . . , Hr) is the jacobian of H1, . . . , Hr with respect to X1, . . . , Xr. The
reducibility of Φ when κ = 0 shows that Φ is not a variable in k[X,Y ]. The reducibility of Φ when κ = 0
also shows that Φ is not a variable in k[X,Y, Z]. It can be shown that Φ is not a weak variable in k[X,Y ],
41
at least when n + 1 is a prime number. However, as was pointed out to us by Ignacio Luengo, it is not
known whether Φ is or is not a weak variable in k[X,Y, Z], even when n = 2. To see that Φ is not a weak
variable in k[X,Y ], first note that by the automorphism (X,Y ) 7→ ((X − Y 2)/κ′, Y ) we can send Φ to
the polynomial
XY n + κ̂Y + κ+
∑
3≤i≤n
κiY
n+2−i ∈ k[X,Y ]
whose degree is n + 1 and whose degree form XY n has two coprime factors. On the other hand, it can
easily be shown that if H ∈ k[X,Y ] is a weak variable in k[X,Y ] of prime degree then its degree form
must be a power of a linear form.
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