Based on a careful analysis of recent nonadiabatic dynamical simulations, a new mechanism is proposed to describe the hydration of electrons in pure water, and the solution of the corresponding set of differential equations is given. According to this mechanism, a thermalization via spontaneous de-excitations across a manifold of delocalized excited states is followed by a branching between a two-step hydration and a direct trapping path leading to the ground state of the hydrated electron. From a kinetic perspective, the most important results of the analysis derive from the temporal evolution of the electronic states in two different sets of simulation trajectories; one in which the electron initially possesses about 2 eV excess energy in the unrelaxed solvent, and another at an initial excess energy higher about 0.5 eV. Estimated characteristic rates for energy loss during thermalization are found to be identical for the two cases. However, branching ratios and characteristic times for the solvation steps show considerable differences, depending on the initial energy of the hot electrons injected into the water.
I. INTRODUCTION
After the first evidence' of two-photon ionization of pure water by ultraviolet laser pulses, and a thorough analysis of the energy dependence of the quantum yield and the products of the reaction2 had been published, this technique became the exclusive experimental tool to study electron hydration dynamics in pure water.3-8 As this reaction is practically complete within l-l.5 ps, detailed kinetic information on this reaction necessitates a temporal resolution of about 100 fs. However, the resolution of the detection is not directly related to the width of the incident pump pulse, as the temporal evolution of the absorbance is convoluted with both the pump and the probe pulses plus the delay due to the refractive index difference between the two wavelengths.3 As a result, the effective pulse widthwhich determines the instrumental resolution of the detection-is typically about three times greater than that of the pulse width of the laser light source. The convolution of the kinetic response with this effective pulse imposes severe limitations on the inference of detailed kinetic information from current pump and probe laser measurements.
Recent pump and probe measurements3-8 revealed evidence that there are distinct precursor species of the fully relaxed hydrated electron. In the papers reporting these results, a simple two-step mechanism has been adopted, and has been found sufficient to explain all the ultrafast kinetic traces. The only modification to this mechanism has been proposed by Gauduel et al. , who suggested a similar two-step formation of an encounter pair in concentrated aqueous solutions, parallel to the hydrated electron formati0n.s
Prompted by the experimental results on the kinetics of electron hydration, molecular dynamics simulations also explored this reaction in suitable model systemsg-t4 The first study of electron trapping in pure water only explored the existence of "trapping sites," probing the sites with a "test charge" to evaluate the capacity of the traps to host an electron. ' The first test of a scenario for the dynamical relaxation of an electron to its equilibrium state in a water bath was reported by Rossky and Schnitker," but they were only able to simulate electronically adiabatic relaxation of the ground state in a water bath. The results did not match experimental observations, implying that other electronic states were important and leading to the original hypothesis that a well defined solvated excited state was involved. The advent of new molecular dynamics methods involving nonadiabatic transitions"-'3 enable the simulation of electronic relaxation with realistic model systems, and results obtained with them are generally consistent with experimental observations. '3,'4 -Another refinement of the simulations is the use of flexible water molecules,'5-'7 thus including intramolecular modes in the dynamical processes. All these elements have been put together in a recent simulation by Murphrey and Rossky.14 Their results are in good agreement with recent experimental inferences on electron hydration kinetics, and, further, include complete, but as yet untapped information from a kinetic point of view.
The quality of the simulation data makes it possible to consider these simulations as computer experiments, and analyze them to suggest or probe the validity of alternative mechanistical models of the hydration process. There is no convolution in the simulated data, i.e., the instantaneous concentration, as a function of time, can directly be analyzed. This paper describes a thorough and careful kinetic analysis of the simulation results. In particular, we make the hypothesis here that these computer experiments describe the true physical processes occurring in the relaxation of excess electrons in water. We then use the detailed data to develop a corresponding kinetic model which we can assure captures the physical processes observed, and the solutions to the corresponding equations are derived. The simulated data is then used to determine the relevant kinetic parameters that would be observed in an ideal experiment on this system if the data were analyzed on the basis of this model. The paper is organized as follows: the simulation procedure is outlined in Sec. II and the results briefly described in Sec. III. Section IV formalizes the implied mechanism for electron relaxation and the solutions to the corresponding differential equations. The results obtained in application to the simulated data are discussed in Sec. V. The conclusions of this work, and future directions are summarized in the last section.
II. SIMULATION PROCEDURE
Details of the simulation procedure have been described in previous publications, ' l-l4 thus we give here only a brief summary. There are four essential features of the simulation. Initial states of the water bath have been taken from a long (-200 ps) molecular dynamics run of pure water equilibrated at 300 K, at widely separated time intervals. The initial state of the electron has been taken to be a (delocalized) energy eigenstate of the zero time solvent configuration. The temporal evolution of this system was then followed by 1 fs time step, up to 400 fs. (The electron has been localized and relaxed to the ground state within this time, except for one single run out of 40.) Twenty trajectories have been run with the injected electron having approximately 2 eV excess energy, and 20 others where the initial excess energy of the electron was higher by about 0.5 eV.
III. SIMULATION RESULTS
The primary results of the simulations are the set of 40 solvent and electronic state trajectories in phase space of the above described system. Each trajectory contains the sequence of states, recorded at one femtosecond time intervals. While the basic behavior has been presented and discussed elsewhere, l4 there is a great deal more information in these trajectories. Here we focus our attention on some specific features of the trajectories that reveal the kinetic mechanism of the reaction in the computer exper- iments, and on the series of data extracted from the trajectories that can be used to estimate the kinetic parameters involved in this mechanism. A set of trajectories which manifest the principal behaviors are shown in Figs. l-4. In each figure, the energies of the instantaneous adiabatic eigenstates of the electron are shown as a function of time. At zero time, the energies of the electron's eigenstates can be seen in the unperturbed solvent. From this time on, both the solvent and the electron evolve, mutually responding. After each time-step, the instantaneous adiabatic eigenstate energies are shown, according to the actual solvent configuration. In addition, the eigenstate marked with a solid curve denotes the one that is occupied by the electron. Due to the solvent fluctuations, there is necessarily a fluctuation of all the energy levels as time evolves. . Fig. 1 , a typical example of a two-step process for an electron with an initial excess energy of -2.5 eV.
The most striking difference between individual trajectories is that, in some of them, there is a relatively fast relaxation to the lowest lying (s-like) l3 localized ground state (Figs. 2 and 4), while others (Figs. 1 and 3) show a fast relaxation to a (p-like) I3 localized excited state first, and then a final relaxation to the localized ground state. However, there are also similarities between the trajectories. In both cases it takes some 20 fs for the solvent to (energetically) relax around the freshly trapped electron. Also in both cases, there is an initial loss of energy in a cascade of mostly downwards transitions from one eigenstate to another. This behavior is characteristic of the trajectories where the initial excess energy of the electron is about 2 eV, as well as for those with some 2.5 eV initial excess energy, 'but there are quantitative differences between these two cases. Space and Coker have found rather similar localization trajectories in a recent simulation in liquid helium." As we can already see from the figures, the initial energy loss through the manifold of the delocalized Table I .) These results, taken together, suggest a kinetic mechanism for the hydration of the electron in the simulations, which is discussed in the following section.
IV. MECHANISM OF ELECTRON HYDRATION
Before setting down the hydration mechanism, let us define some simple terms for the sake of brevity. We shall call the fully relaxed ground state electron as the hydrated electron and denote it by e&, . The excited localized electron will be denoted by e; . Electrons in one of the states of the delocalized manifold will be classified in two categories. Hot electrons are those which are unable to be localized in a suitable trap without losing some of their energy within the manifold, denoted by e& . Free electrons are those delocalized electrons which can directly be trapped without entering other states of the manifold, denoted by ef,,, . Using this notation, on the basis of the simulation results, we can write the scheme of the hydration mechanism as trapping relaxation ecot+ + 4 + + efi,,-----c e;k ___c e& 1 trapping+ relaxation. 1
(1) Let us further refine this mechanistic scheme introducing some additional conditions to facilitate a quantitative description. Suppose that the "thermalization" takes place as a downcascade energy loss proceeding from the ith to the (i-0th excited state in the manifold. Suppose that any of these energy losses as well as the trapping, the relaxation, and the direct trappingplus relaxation can be considered as exponential decay phenomena (first order kinetics). Rewriting scheme ( 1) in this form, we get Tth Tth Tth 7-2 e; --) **-+enw4 ef;ke+eL4ee-aq )I: 20 T3.
(2) 15 3
In scheme (2) we treat the thermalization as an n-step process, with each step having the same characteristic time Tth, where kth= l/T,h is the probability per unit time of energy loss. We keep T1 and T2 to have the same meaning (i.e., the Iocalization time and the lifetime of species e; ) as E for the subprocess ef,,, + e;lc -, eGs invoked in the publica-5 tions on experimental results.3-8 The system of differential equations corresponding to mechanism (2) ( 7) In expressions (3 ) to (7)) co is the concentration of the excess electrons injected at t=O (i.e., the concentration of the species el ), and a subscripted k is the inverse of the equivalent T. FIG. 5 . Evolution of electron populations in 20 trajectories where the electron has an initial excess energy of -2 eV. Symbols show the counts from the simulation: 0 is the sum of e&r and e&, electrons, + is the number of es electrons, and n is the number of e; species. Solid curves show the calculated values using mechanism (2) and estimated parameters of Table II. tion curves. Population curves obtained with this method of culling (Figs. 5 and 6) are the data that can be used to compare the suggested mechanism to the results of the computer experiment, and, in case of a satisfying match, they can be used to estimate the kinetic parameters Tth, T1, T,, and T3 in mechanism (2).
To fit the mechanism, we used population curves sampled at 5 fs intervals. The matching of the fitted curves to the sampled data can be seen in Figs. 5 and 6. We can see an excellent fit for the case of the lower initial excess energy electrons (Fig. 5) , and a good fit for the higher initial excess energy electrons (Fig. 6) . A statistical goodness of fit test shows greater than 99% confidence for the acceptance of a match in both cases. Consequently, we can accept mechanism (2) to be valid, and use the simulation
V. RESULTS AND DISCUSSION
To test the validity of the mechanism proposed in the previous section for the simulation results, we can try to fit the concentration functions to the "experimental" population curves found by simulation. To find a particular population curve, those states which can be classified as the corresponding electronic species must be culled out of the 20 runs at each time step. While it is evident what should be counted as e& or e; , there is an ambiguity in deciding whether a certain state in the manifold is still ecot, or already erT;e. To overcome this ambiguity, we counted both Gt and ef, (i.e., neither eaq nor e; ) together, and considered them as ecot+ef, when constructing the popula- (2) for both initial conditions, estimated from population curve data (Figs. 5 and 6), in femtosecond units. Numbers with * sign in parentheses indicate the estimated 95% confidence intervals based on the Hessian matrix and the residual error in the nonlinear least squares procedure. Note that the branching ratio T,/T, gives the direct hydration/two-step hydration ratio, as the probability per unit time of a reaction is k= l/T. results to estimate the kinetic parameters involved in scheme 2. The estimated parameters are summarized in Table II . The nonlinear least squares algorithm of MarquardG2i which was used for the estimation, is essentially a method to estimate continuous parameters. As the number of energy loss steps it, involved in scheme (2), is strictly integer, we kept it constant in the model function used in the least squares procedure, and compared the results of runs according to different values of iz. In each case, we tried the highest physically meaningful value, which was the quantum number of the excited eigenstate of the manifold, where the electron was injected. This was n=6 for the lower, and n = 15 for the higher excess energy electron. l4 Then we decreased n and checked for the resulted statistics. For the lower initial energy case, no other values gave as good a fit as n = 6, and the estimated error of Tth sharply increased even for n=5. For the higher initial energy electron, any value between n= 11 and n= 15 gave practically the same quality of fit, and the errors of Tfh were such that the value of n -T,, and its computed error had about the same value. This means that the overall thermalization time can be estimated from the "experimental" data, while the mechanism is not very sensitive to the actual value of n, unless it is greater than 10. This might also mean that, with a longer thermalization time, the probability of trapping increases for continuum states higher than n=O or n= 1. Results in Table II were obtained with n = 13, an intermediate between the extremes 11 and 15.
A few more words about the relation between Tth and the overall thermalization time are appropriate. In many usual treatments,22 thermalization is described by some particular mechanism, and a distribution of thermalization times is associated with the actual procedure. In the case of scheme (2)) we suppose a Poissonian process for the energy loss, and n such processes are coupled in a cascade. Obviously, for one single energy loss, the distribution of thermalization times is exponential, with the expectation Tth. As the n subprocesses are independent, the expectation of the overall thermalization time is n * Tth, but this is no longer exponentially distributed. Moreover, this character- FIG. 7 . Calculated time dependent concentration functions of the four electronic species erO,, , ef;ee , e; , and e,;l corresponding to mechanism (2) and the parameters shown in Table II istic time n -Tth loses its original interpretation of being the time after which the population is decreased by a factor of l/e. Instead, this factor is 1.212/e for n=6 and 1.259/e for n= 13. In the Appendix, we give the distribution of thermalization times for a cascade of n energy losses.
Although mechanism (2) contains the species ef,, , it is not possible to determine the population unambiguously from the simulation results, as we have mentioned before. However, the parameters Tth, T,, and T, contain all the information necessary to calculate the concentration of ef,, as well. This is shown, along with the other three concentration curves, in Figs. 7 and 8. The four concentration curves reveal substantial differences between the two cases. With lower initial energy electrons, there is a short dwell time in the manifold of continuum states, a quickly estab- .. 'a, It=O=bIt=o=c(t, o=dlt, o=O. L42) lished efT,, population, and a high probability of the formation of both trapped states, eh and e& . With higher initial energy electrons, there is a long dwell time in the continuum states, and a slower build-up of the reactive ef;k, population, but a much lower probability of the formation of either trapped states. Contrary to the previous case, where the "stocked" intermediate species is the trapped e;,; , here the stocked e;& population largely exceeds that of the e; up to 100 fs. In spite of these differences, branching ratios seem not to change much from one case to the other. It should be noted that the estimation of the ratio T,/T3 is rather uncertain; the two ratios 55:45 and 65:35 do not show a significant difference.
The system of differential equations related to scheme (Al ) can now be written in the form da1 --g+m=O, L43) $+cxa2=aal(t), -g+aa3=aa2(t) (A51 VI. CONCLUSIONS In this article we have used the results of nonadiabatic quantum dynamics simulations of the relaxation of excited state electrons in water to develop a physically motivated kinetic model for this relaxation process. The corresponding differential equations were solved and it was shown that the kinetic model was able to produce a good description of the state populations seen in the computer experiment. The model extends beyond those used in published treatments of experimental data3-' in explicitly including both an initial thermalization step and an alternative, direct, pathway from the continuum to the ground state, both of which make important contributions in the simulated kinetics.
It is now of interest to consider the application of this more complete kinetic model to analysis of the alternative experimental data sets available.3-8 This analysis, along with a full development of the spectral results that would be observed from the simulated data will be presented separately.
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