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The aim of this paper is to introduce and study some quantities connected with
monotonicity and bounded variation of real functions. These quantities will also be
considered for bounded subsets of spaces of bounded or continuous functions on
a compact interval, equipped with the standard supremum norm. Several properties of
such quantities are established, and possible applications are brieﬂy sketched. Moreover,
some relation with the theory of measures of noncompactness is discussed as well.
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1. Introduction
In several branches of the theory of real functions, nonlinear analysis, and approximation theory it is a useful device to
“quantify” certain qualitative properties of functions, sets, or similar objects, in order to give a precise description of the
presence or lack of some property. Classical examples are the modulus of continuity
ω(x, ε) = sup{∣∣x(s) − x(t)∣∣: t, s ∈ I, |s − t| ε} (ε > 0), (1.1)





∣∣x(t j) − x(t j−1)∣∣: {t0, t1, . . . , tm} ∈ P(I)
}
, (1.2)
with P(I) denoting the family of all partitions of the interval I , which measures the “oscillatory behaviour” of such a func-
tion [10,11]. A more abstract and sophisticated example is the (Hausdorff) measure of noncompactness
χ(X) = inf{ε > 0: X admits a ﬁnite ε-net in E} (1.3)
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relatively compact (inasmuch as χ(X) = 0 if and only if X is compact, see, e.g., [2,3,5,6]).
It is worthwhile mentioning that in approximation theory and in the theory of measures of noncompactness some
quantities related to monotonicity properties of functions are used [7,8,13] which are also connected with the concept of
bounded variation [1,8].
The principal goal of this paper is to introduce some other quantities related to monotonicity and bounded variation of
functions. We prove several properties of these quantities, the most important being that the so-called modulus of mono-
tonicity of a continuous function is continuous. Moreover, we also discuss some interconnections among various moduli
related to monotonicity, and we prove a few relations between the modulus of monotonicity and a certain quantity deﬁned
for functions of bounded variation.
Building on such quantities which are deﬁned for individual functions, we can derive similar quantities deﬁned for
bounded subsets of the corresponding function spaces. This allows us to study such fundamental properties as continuity,
monotonicity or bounded variation uniformly on bounded sets of functions. In the case when a set quantity has suﬃciently
“good” properties it can be used to deﬁne a measure of noncompactness in the axiomatic sense of [2,5,6], or it may
even be shown that it coincides with some known measure of noncompactness. For example, the Hausdorff measure of
noncompactness (1.3) in the space C(I) of continuous real functions on a compact interval I may be related to the modulus






ω(x, ε): x ∈ X} (X ⊂ C(I) bounded), (1.4)
which in the particular case when both sides of (1.4) are zero reduces to the classical Arzelà–Ascoli compactness criterion.
The results obtained in this paper extend and generalize some previous results from [3,4,6–8]. An application to nonlinear
integral equations will be given in a subsequent paper.
2. Some quantities related to monotonicity
Throughout this paper we denote by B(I) the space of all real functions deﬁned and bounded on the compact interval
I = [a,b], equipped with the standard supremum norm ‖x‖ = sup{|x(t)|: t ∈ I}. Furthermore, we denote as usual by C(I)
the subspace of B(I) consisting of all continuous real functions on I . For a ﬁxed x ∈ B(I) and ε > 0 we consider, apart from
the modulus of continuity (1.1), the quantities
d(x, ε) := sup{∣∣x(s) − x(t)∣∣− [x(s) − x(t)]: t, s ∈ I, t < s, s − t  ε}, (2.1)
i(x, ε) := sup{∣∣x(s) − x(t)∣∣− [x(t) − x(s)]: t, s ∈ I, t < s, s − t  ε}, (2.2)
and
m(x, ε) := sup{∣∣x(t3) − x(t2)∣∣+ ∣∣x(t2) − x(t1)∣∣− ∣∣x(t3) − x(t1)∣∣: t1, t2, t3 ∈ I, t1  t2  t3, t3 − t1  ε}. (2.3)
In what follows, we will call (2.1) the modulus of decrease and (2.2) the modulus of increase of x; these quantities have been
introduced and studied in the paper [8] (see also [7] for the case ε = b − a). The quantity (2.3) is a modiﬁed version of the
quantity
m(x, ε) = sup{sup{∣∣x(t3) − x(t2)∣∣+ ∣∣x(t2) − x(t1)∣∣: t2 ∈ [t1, t3]}− ∣∣x(t3) − x(t1)∣∣: t1, t3 ∈ I, t1 < t3, t3 − t1  ε}
introduced in [13]; since m(x, ε) seems easier to deal with in applications than m(x, ε), we will concentrate on the quan-
tity (2.3) in the sequel.
We call the quantity (2.3) the modulus of monotonicity of x; this name may be motivated as follows. Clearly, if x is a
monotone function on the interval I then m(x, ε) = 0 for any ε > 0. On the other hand, suppose that for a ﬁxed ε > 0 we
have m(x, ε) = 0. By deﬁnition this implies that, for arbitrary t1, t2, t3 ∈ I with t3 − t1  ε, we have∣∣x(t3) − x(t2)∣∣+ ∣∣x(t2) − x(t1)∣∣− ∣∣x(t3) − x(t1)∣∣= 0,
hence ∣∣x(t3) − x(t2)∣∣+ ∣∣x(t2) − x(t1)∣∣= ∣∣x(t3) − x(t1)∣∣. (2.4)
Assume, for deﬁniteness, that x(t1) x(t3). We claim that then we have x(t1) x(t2) x(t3) for any t2 ∈ [t1, t3]. In fact,
otherwise we have x(t1) > x(t2) or x(t2) > x(t3). In the ﬁrst case, keeping in mind (2.4) we get
x(t3) − x(t2) − x(t2) + x(t1) = x(t3) − x(t1),
hence x(t1) = x(t2), a contradiction. Similarly, in the second case we obtain
−x(t3) + x(t2) + x(t2) − x(t1) = x(t3) − x(t1),
478 J. Appell et al. / J. Math. Anal. Appl. 367 (2010) 476–485hence x(t2) = x(t3), again a contradiction. In exactly the same way we can proceed when we assume that x(t1) x(t3). This
reasoning shows that the function x is monotone on every subinterval of I of length  ε. We summarize with the following
Proposition 1. Let x ∈ B(I) and let ε > 0 be ﬁxed. Thenm(x, ε) = 0 if and only if the function x is monotone on every interval [c,d] ⊆ I
with d − c  ε.
One could ask if the equality m(x, ε) = 0 implies that the function x is monotone also on subintervals of length > ε. The
following example shows that this is not true.




t for 0 t  1,
1 for 1 < t < 2,
3− t for 2 t  3.
It is easy to see that x is continuous and m(x,1) = 0. According to Proposition 1, x is monotone on every subinterval
[c,d] ⊂ [0,3] with d − c  1 (which may trivially be veriﬁed directly). However, x is not monotone on any interval of the
form [1− δ1,2+ δ2] for δ1 > 0 and δ2 > 0, with length 1+ δ1 + δ2 > 1, let alone on the whole interval [0,3].
Example 1 shows, in addition, that the map ε →m(x, ε) is not subadditive, i.e., does not satisfy the inequality
m(x, δ + ε)m(x, δ) +m(x, ε),
which may be seen choosing δ = ε = 1. However, the modulus (2.3) has some other useful properties which we summarize
with the following
Proposition 2. The modulus of monotonicity (2.3) satisﬁes the estimates
m(x, ε) 2ω(x, ε), (2.5)
m(x, ε) 2d(x, ε), (2.6)
and
m(x, ε) 2i(x, ε), (2.7)
where ω(x, ε) is given in (1.1), d(x, ε) in (2.1), and i(x, ε) in (2.2).
Proof. First of all we notice that, for ﬁxed ε > 0 and arbitrary t1, t2, t3 ∈ I with t1  t2  t3 and t3 − t1  ε, we have∣∣x(t3) − x(t2)∣∣+ ∣∣x(t2) − x(t1)∣∣− ∣∣x(t3) − x(t1)∣∣ ∣∣x(t3) − x(t2)∣∣+ ∣∣x(t2) − x(t1)∣∣ 2ω(x, ε),
which proves (2.5). Moreover, by deﬁnition we have∣∣x(t3) − x(t2)∣∣− [x(t3) − x(t2)] d(x, ε)
and ∣∣x(t2) − x(t1)∣∣− [x(t2) − x(t1)] d(x, ε),
where d(x, ε) denotes the modulus of decrease (2.1). Adding these inequalities we get∣∣x(t3) − x(t2)∣∣+ ∣∣x(t2) − x(t1)∣∣− [x(t3) − x(t1)] 2d(x, ε),
which proves (2.6). The estimate (2.7) is proved similarly. 
Observe that, combining (2.6) and (2.7) we obtain the estimate
m(x, ε) d(x, ε) + i(x, ε) (2.8)
for any x ∈ B(I) and ε > 0.
It is easy to see that the map x →m(x, ε) is homogeneous in the sense that
m(λx, ε) = |λ|m(x, ε) (2.9)
for every λ ∈ R. However, the following simple example shows that the map x → m(x, ε) is not subadditive, i.e., does not
satisfy the inequality
m(x+ y, ε)m(x, ε) +m(y, ε). (2.10)




2 t for 0 t  1,
− 12 t + 4 for 1 < t  2.
Then a straightforward calculation shows that m(x,2) = 0 and m(y,2) = 1, but m(x+ y,2) = 3. Thus, inequality (2.10) fails
for ε = 2.
Recall that, for x ∈ C(I), the modulus of continuity (1.1) satisﬁes the relations
ω(x, ε2) − ω(x, ε1)ω(x, ε2 − ε1), lim
ε→0+ω(x, ε) = 0,
which imply that the map ε → ω(x, ε) is continuous. It turns out that proving an analogous result for the map ε →m(x, ε)
is surprisingly diﬃcult. To begin the proof, we ﬁrst prove two auxiliary lemmas on interchanging suprema and limits.











g(z): z ∈ Gn
}}= sup{g(z): z ∈ G}.
Proof. Observe ﬁrst that the set G is nonempty and compact, by the well-known Cantor intersection theorem. Further, to
simplify the notation we use the shortcuts
γn := sup
{
g(z): z ∈ Gn
}
, γ := sup{g(z): z ∈ G};
so we have to show that the sequence (γn)n converges to γ . Since (Gn)n is decreasing, the sequence (γn)n is decreasing as
well. Moreover, γ  γn , since G ⊆ Gn for any n. Consequently, (γn)n is convergent with
lim
n→∞γn  γ . (2.11)
Now, taking into account the compactness of the sets Gn we can ﬁnd points zn ∈ Gn such that γn = g(zn) for every n.
Since the sequence (zn)n is contained in the compact set G1 we may select a subsequence of (zn)n which converges to some
point z ∈ G1. Without loss of generality we assume that zn → z as n → ∞.
Now, since {zn, zn+1, zn+2, . . .} ⊆ Gn , we conclude that z ∈ Gn for all n, and so z ∈ G . Moreover, our continuity assumption
on g implies that
lim
n→∞γn = limn→∞ g(zn) = g(z) γ ,
which together with (2.11) proves the assertion. 











h(z): z ∈ Hn
}}= sup{h(z): z ∈ H}.
Proof. Similarly as in the proof of Lemma 1, we denote
ηn := sup
{
h(z): z ∈ Hn
}
, η := sup{h(z): z ∈ H}.
Then the sequence (ηn)n is increasing with ηn  η for any n, and so (ηn)n is convergent with
lim ηn  η. (2.12)
n→∞
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shows that there exists a sequence (zn)n in H such that zn → z as n → ∞. Since the sequence of sets (Hn)n is increasing
we can select an increasing sequence (kn)n of indices such that zn ∈ Hkn for all n. The continuity of the function h yields
then





h(z): z ∈ Hkn
}}= lim
n→∞ηkn .
Now we distinguish two possible cases. Suppose ﬁrst the sequence (kn)n is stationary; then we have
lim
n→∞ηkn  limn→∞ηn.
In the opposite case the sequence (kn)n is unbounded; then we even have
lim
n→∞ηkn = limn→∞ηn.
In either case we obtain
lim
n→∞ηn  η,
which together with (2.12) proves the assertion. 
Now we are going to prove the continuity of the map ε → m(x, ε). To this end, let us consider the restriction of the
modulus of monotonicity (2.3) to arbitrary subintervals [α,β] ⊆ [a,b]. For a ﬁxed function x ∈ C([a,b]), this gives rise to a
function of two variables g deﬁned by
g(α,β) :=m(x, [α,β]) (2.13)
on the triangle  := {(α,β): a α  β  b}.
Theorem 1. The function g :  →R given by (2.13) is continuous.
Proof. Let (α,β) ∈  be ﬁxed, and choose a sequence (αn, βn)n in  such that αn → α and βn → β as n → ∞. For all n ∈N
we use the shortcuts
αn := inf{α,αn,αn+1, . . .}, αn := sup{α,αn,αn+1, . . .}
and
βn := inf{β,βn, βn+1, . . .}, βn := sup{β,βn, βn+1, . . .}.
Note that αn → α, αn → α, βn → β , and βn → β as n → ∞. Therefore we ﬁnd an index n0 ∈ N such that
[αn, βn] ⊆ [α,β] ⊆ [αn, βn], [αn, βn] ⊆ [αn, βn] ⊆ [αn, βn]
for all n n0. So the function g deﬁned by (2.13) satisﬁes
g(αn, βn) g(α,β) g(αn, βn), g(αn, βn) g(αn, βn) g(αn, β)
for n n0. Thus, in order to prove our theorem it suﬃces to show that
lim
n→∞ g(αn, βn) = limn→∞ g(αn, βn) = g(α,β). (2.14)
To this end, we apply Lemma 1 and Lemma 2 to the subsets
Gn :=
{





(t1, t2, t3): t1, t3 ∈ [αn, βn], t1  t2  t3
}
of the Euclidean space R3. For this choice of Gn and Hn , both sets G in Lemma 1 and H in Lemma 2 coincide with the
compact set F := {(t1, t2, t3): t1, t3 ∈ [α,β], t1  t2  t3}. Clearly, the function f deﬁned by
f (t1, t2, t3) :=
∣∣x(t3) − x(t2)∣∣+ ∣∣x(t2) − x(t1)∣∣− ∣∣x(t3) − x(t1)∣∣
is continuous on Gn , Hn , and F . Moreover, f is related to (2.13) through the equalities
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{
f (t1, t2, t3): (t1, t2, t3) ∈ Hn
}
,
g(αn, βn) = sup
{
f (t1, t2, t3): (t1, t2, t3) ∈ Gn
}
,
g(α,β) = sup{ f (t1, t2, t3): (t1, t2, t3) ∈ F}.
Applying now Lemma 1 to G = F gives g(αn, βn) → g(α,β), while applying Lemma 2 to H = F gives g(αn, βn) → g(α,β)
as n → ∞. Combining these two equalities we see that (2.14) is true, and so we are done. 
Now we are ready to prove our main result on the modulus of monotonicity (2.3). To put this in the setting of Theorem 1,
observe that (2.3) may be expressed equivalently in the form
m(x, ε) = sup{g(α,β): (α,β) ∈ ε}, (2.15)
where ε denotes the set of all (α,β) ∈  such that β − α  ε. Since the set ε is compact for any ε > 0, and the func-
tion (2.13) is continuous on , by Theorem 1, the supremum in (2.15) is actually attained on ε , i.e., is even a maximum.
This simple observation allows us to prove now the following
Theorem 2. The map ε →m(x, ε) is continuous on the half-axis [0,∞).
Proof. At the beginning observe that we can extend the deﬁnition of the modulus m(x, ε) to 0 by putting m(x,0) = 0. Fix
ε1 and ε2 with 0 ε1 < ε2, hence ε1 ⊂ ε2 , and choose (α0, β0) ∈ ε2 such that m(x, ε2) = g(α0, β0), which is possible
by our last remark.
We distinguish two cases. Suppose ﬁrst that (α0, β0) ∈ ε1 . Then
m(x, ε2)m(x, ε1) g(α0, β0) =m(x, ε2),
and so m(x, ε2) =m(x, ε1). On the other hand, suppose that (α0, β0) ∈ ε2 \ ε1 . Then
m(x, ε2) −m(x, ε1) = g(α0, β0) − sup
{
g(α,β): (α,β) ∈ ε1
}
. (2.16)
Denote by (αˆ0, βˆ0) the orthogonal projection of the point (α0, β0) onto the straight line β = α + ε1 in the Euclidean (α,β)-
plane (i.e., the unique point of best approximation to (α0, β0) on this line). Clearly, (αˆ0, βˆ0) ∈ ε1 , and
(α0 − αˆ0)2 + (β0 − βˆ0)2  (ε2 − ε1)2.
Consequently, in view of (2.16) we get
m(x, ε2) −m(x, ε1) g(α0, β0) − g(αˆ0, βˆ0)ω(g, ε2 − ε1),
where ω(g, ε) denotes the modulus of continuity of the function g of two variables, i.e.,
ω(g, ε) = sup{∣∣g(α2, β2) − g(α1, β1)∣∣: (α1, β1), (α2, β2) ∈ , (α2 − α1)2 + (β2 − β1)2  ε2}.
Since g is continuous, by Theorem 1, we conclude that ω(g, ε) → 0 as ε → 0, and so the proof is complete. 
3. Some quantities related to bounded variation
In this section we introduce some quantities related to the concept of variation of a function. Moreover, we indicate a
certain relationship between such quantities and the modulus of monotonicity (2.3). Since, by the classical Jordan theorem,
a function has bounded variation if and only if it may be represented as difference of two increasing functions, such
relationships are not too surprising.
Let x : [a,b] → R be a given function, and P = {t0, t1, . . . , tm} a partition of the interval [a,b], i.e., a = t0 < t1 < · · · <
tm−1 < tm = b. We denote by P([a,b]) the family of all partitions of [a,b]. In accordance with (1.2), we write
Var(x; P ) :=
m∑
j=1
∣∣x(t j) − x(t j−1)∣∣
and
Var(x) := sup{Var(x; P ): P ∈ P([a,b])}. (3.1)
As usual, BV([a,b]) := {x: Var(x) < ∞} denotes the linear space consisting of all functions of bounded variation on the
interval [a,b], equipped with the standard norm ‖x‖ = |x(a)| + Var(x). It is well known that BV([a,b]) with this norm is a
Banach space. To each partition P = {t0, t1, . . . , tm} ∈P([a,b]) we associate its mesh size deﬁned by
ν(P ) = max{t j − t j−1: j = 1,2, . . . ,m}.






Var(x) − Var(x; P ): ν(P ) δ}}. (3.2)
Roughly speaking, this quantity measures the degree of uniform approximability of the total variation (3.1) by choosing
partitions P in Var(x; P ) of suﬃciently small mesh size. In order to represent Var0(x) in a more transparent form, note that
the quantity W (δ) deﬁned by
W (δ) := Var(x) − inf{Var(x, P ): ν(P ) δ} (δ > 0)
is increasing on (0,∞), and so has a limit for δ → 0+, which is nothing else but (3.2).
In what follows, let us denote by BV0([a,b]) the subset of all functions x ∈ BV([a,b]) such that Var0(x) = 0. Unfortunately,
BV0([a,b]) is not a linear subspace of the space BV([a,b]):
Example 3. In the space BV([0,2]), say, let x = χ[0,1] be the characteristic function of the interval [0,1], and y = χ[1,2]
the characteristic function of the interval [1,2]. Clearly, Var(x) = Var(y) = 1 and, for any partition P of [0,2] we have
Var(x; P ) = Var(y; P ) = 1. This implies that Var0(x) = Var0(y) = 0, so x, y ∈ BV0([0,2]). On the other hand, it is easily seen
that x+ y = 1+ χ{1} , and a trivial calculation shows that Var(x+ y) = 2 and Var0(x+ y) = 2, so x+ y /∈ BV0([0,2]).
A similar choice of x and y shows that the set BV0([a,b]) is not convex, so it has a rather poor behaviour from the
algebraic viewpoint. Since BV0([a,b]) contains all monotone functions (see below), its convex hull coincides with the whole
space BV([a,b]), by Jordan’s theorem.
Since the class BV0([a,b]) has, in spite of its poor algebraic structure, a certain importance in the theory of real functions
(cf., e.g., [9,12]), let us take a closer look at this class and try to ﬁnd some subclasses which are easier to describe. For
example, the following holds.
Theorem 3. Let x be a continuous function of bounded variation on the interval [a,b]. Then x ∈ BV0([a,b]).
Proof. Given ε > 0, by deﬁnition (3.1) of the total variation we may ﬁnd a partition P0 = {τ0, τ1, . . . , τn} ∈ P([a,b]) such
that
Var(x; P0) Var(x) − ε
2
. (3.3)
Since x is uniformly continuous on [a,b] we may further choose a δ > 0 such that, for t, s ∈ [a,b] with |s − t| δ, we have∣∣x(s) − x(t)∣∣ ε
4(n − 1) . (3.4)
Now, let P = {t0, t1, . . . , tm} ∈P([a,b]) be an arbitrary partition satisfying ν(P ) δ. Consider the partition P ∪{τi} which
differs from P by adding just one point τi from P0. If this point lies in the interval (t j−1, t j) for some j ∈ {1,2, . . . ,m}, then
this extended partition has the form P ∪ {τi} = {t0, t1, . . . , t j−1, τi, t j, . . . , tm−1, tm}, and so we have
Var
(
x; P ∪ {τi}
)= j−1∑
k=1
∣∣x(tk) − x(tk−1)∣∣+ ∣∣x(τi) − x(t j−1)∣∣+ ∣∣x(t j) − x(τi)∣∣+ m∑
k= j+1
∣∣x(tk) − x(tk−1)∣∣
= Var(x; P ) + ∣∣x(τi) − x(t j−1)∣∣+ ∣∣x(t j) − x(τi)∣∣− ∣∣x(t j) − x(t j−1)∣∣
 Var(x; P ) + ∣∣x(τi) − x(t j−1)∣∣+ ∣∣x(t j) − x(τi)∣∣.
Since both |τi − t j−1| δ and |t j − τi | δ, in view of (3.4) we get
Var
(
x; P ∪ {τi}
)
 Var(x; P ) + ε
2(n − 1) ,
which shows that adding one new point τi ∈ P0 to P leads to an increase of Var(x; P ) by at most ε/2(n − 1). Since there
are not more than n − 1 points in P0 which are different from the points of P , we conclude that
Var(x; P ∪ P0) − Var(x; P ) (n − 1) ε




Combining this inequality with (3.3) we obtain
Var(x; P ) (x; P ∪ P0) − ε
2
 Var(x; P0) − ε
2
 Var(x) − ε.
This means that Var0(x) ε, and so x ∈ BV0([a,b]), since ε > 0 is arbitrary. 
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C
([a,b])∩ BV([a,b])⊆ BV0([a,b])⊆ BV([a,b]).
The function x in Example 3 shows that the ﬁrst inequality is strict, while the function x + y in Example 3 shows that
the second inequality is strict.
To the best of our knowledge, the ﬁrst characterization of the condition Var0(x) = 0 was apparently given by Tonelli [15]
(cf. also [9]) who showed that x ∈ BV0([a,b]) if and only if(
x(t+) − x(t))(x(t) − x(t−)) 0 (a t  b).
From this result it follows not only that every continuous function x of bounded variation belongs to the class BV0([a,b]),
but also every monotone function on [a,b]. Moreover, this condition explains again Example 3.
In order to ﬁnd other subclasses of functions belonging to BV0([a,b]) we prove the following result which involves the
modulus of monotonicity introduced in the previous section.
Theorem 4. Given δ > 0, let P ∈P([a,b]) be a partition such that ν(P ) δ. Then, for any partition Pn = {τ0, τ1, . . . , τn} ∈P([a,b]),
the inequality
Var(x; P ∪ Pn) Var(x; P ) + (n − 1)m(x, δ) (3.5)
holds, where m(x, δ) denotes the modulus of monotonicity (2.3).
Proof. We proceed by induction over n. Let ﬁrst n = 2, P = {t0, t1, . . . , tm} with ν(P ) δ, and P2 = {τ0, τ1, τ2} = {a, τ1,b}.
Choose j ∈ {1,2, . . . ,m} such that τ1 ∈ [t j−1, t j]. Then we get
Var(x; P ∪ P2) = Var
(





∣∣x(tk) − x(tk−1)∣∣+ ∣∣x(τ1) − x(t j−1)∣∣+ ∣∣x(t j) − x(τ1)∣∣+ m∑
k= j+1
∣∣x(tk) − x(tk−1)∣∣
= Var(x; P ) + ∣∣x(τ1) − x(t j−1)∣∣+ ∣∣x(t j) − x(τ1)∣∣− ∣∣x(t j) − x(t j−1)∣∣
 Var(x; P ) +m(x, [t j−1, t j]) Var(x; P ) +m(x, δ).
Suppose now that we have proved (3.5) for ﬁxed n 2, and consider any partition of the form Pn+1 = {τ0, τ1, . . . , τn, τn+1}.
Then the mesh size of the partition P ∪ (Pn+1 \ {τn+1}) is less than or equal to δ. So by the above reasoning for the case
n = 2 we obtain the estimate
Var(x; P ∪ Pn+1) = Var
(
x; (P ∪ (Pn+1 \ {τn+1})∪ {τn+1})) Var(x; P ∪ (Pn+1 \ {τn+1}))+m(x, δ).
But our induction hypothesis for n implies then that
Var(x, P ∪ Pn+1) Var(x; P ) + (n − 1)m(x, δ) +m(x, δ) = Var(x; P ) + nm(x, δ),
which is (3.5) with n replaced by n + 1. This completes the proof. 
Theorem 4 has some simple, but interesting consequences, one of which reads as follows.
Corollary. Let δ > 0 be ﬁxed, and let x ∈ BV([a,b]) be a function such that m(x, δ) = 0. Moreover, assume that P ∈ P([a,b]) is an
arbitrary partition satisfying ν(P ) δ. Then for any partition P˜ ∈P([a,b]) we have
Var(x; P ∪ P˜ ) = Var(x; P ).
In fact, this follows immediately from Theorem 4 and the trivial estimate Var(x; P ) Var(x; P ∪ P˜ ).
Recall that, by Proposition 1, a function x ∈ BV([a,b]) satisﬁes the condition m(x, δ) = 0 if and only if x is monotone
on every subinterval of [a,b] of length  δ. As a special case of this we get the result that, for monotone functions x, the
quantity Var(x; P ) is actually independent of P ; this can of course be easily veriﬁed directly.
Our next result describes yet another class of functions belonging to BV0([a,b]).
Theorem 5. Given δ > 0, let x ∈ BV([a,b]) be a function with m(x, δ) = 0. Then x ∈ BV0([a,b]).
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Var(x; Pˆ ) Var(x) − ε. (3.6)
Next, ﬁx an arbitrary partition P ∈P([a,b]) satisfying ν(P ) δ. Then, taking into account the above corollary we get
Var(x; P ∪ Pˆ ) = Var(x; P ).
Hence, in view of (3.6) we obtain
Var(x; P ) = Var(x; P ∪ Pˆ ) Var(x; Pˆ ) Var(x) − ε.
But this implies that Var(x) − Var(x; P ) ε, and so x ∈ BV0([a,b)], by deﬁnition of the quantity (3.2). 
Let us give a simple example to illustrate Theorem 5.
Example 4. Fix n ∈ N and consider the function xn : [0,2π ] →R deﬁned by xn(t) = [
√
2 sinnt], where [ξ ] denotes the integer
part of ξ ∈R. It is not hard to see that the function xn is neither monotone nor continuous on the interval [0,2π ].
On the other hand, a straightforward calculation shows that m(xn, δ) = 0 for all δ ∈ (0,π/2n]. This means that xn is
monotone on every subinterval of [0,2π ] of length  π/2n. Thus, from Theorem 5 we conclude that xn ∈ BV0([0,2π ]).
We point out that Theorem 3 does not apply to the function in Example 4, since this function is not continuous. Similarly,
the consequences of Tonelli’s characterization do not apply either, since this function is not monotone.
4. Measures of noncompactness
The quantities deﬁned in the previous sections for individual functions belonging to the spaces B(I), C(I), or BV(I) can
be generalized in a natural way as quantities deﬁned for bounded subsets of these function spaces. To this end, for ε > 0
and bounded subsets X ⊂ B(I) we deﬁne
σ(X, ε) := sup{σ(x, ε): x ∈ X}, (4.1)
where σ stands for any of the letters d, i, m, or ω. We call d(X, ε) the modulus of decrease, i(X, ε) the modulus of increase
of X , and m(X, ε) the modulus of monotonicity of the set X . We remark that the quantities d(X, ε) and i(X, ε) have been
introduced and studied in [7,8], while the quantity m(X, ε) seems to be new. The quantity ω(X, ε) is of course the well-
known modulus of continuity of a bounded set X ⊂ C([a,b]) which plays a prominent role in nonlinear analysis and its
applications; as a sample result we mention again the formula (1.4).
Proposition 1 implies that, for a bounded subset X ⊂ B(I), the equality m(X, ε) = 0 means that all functions from X are
monotone on every subinterval of I whose length does not exceed ε. In particular, if each function x ∈ X is monotone on




exists for each bounded X ⊂ B(I). In precisely the same way we can deﬁne the quantities d0(X), i0(X), and ω0(X) as limits
of (4.1) for ε → 0+.
In order to describe other properties of the above quantities we recall now brieﬂy the axiomatic deﬁnition of a measure
of noncompactness. Let E be an (inﬁnite dimensional, to avoid trivial special cases) real Banach space. If X and Y are subsets
of E then the symbols λX and X + Y stand for the familiar algebraic operations on these sets, and co X denotes the convex
hull of X .
Next, we denote by ME the family of all nonempty bounded subsets of E , and by NE the subfamily of all nonempty
relatively compact subsets of E . Following [6], we call a function μ :ME → [0,∞) a measure of noncompactness in the
space E if it satisﬁes the following conditions:
1o The family kerμ = {X ∈ME : μ(X) = 0} is nonempty and kerμ ⊆NE .
2o X ⊆ Y implies that μ(X)μ(Y ) (monotonicity).
3o μ(X) = μ(X) (invariance w.r.t. closed hull).
4o μ(co X) = μ(X) (invariance w.r.t. convex hull).
5o μ(λX + (1− λ)Y ) λμ(X) + (1− λ)μ(Y ) for any λ ∈ [0,1] (convexity).
6o If (Xn)n is a decreasing sequence of closed sets from ME such that limn→∞ μ(Xn) = 0 then the intersection X∞ =⋂∞
n=1 Xn is nonempty (Cantor property).
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noncompactness satisﬁes some additional conditions like
7o μ(λX) = |λ|μ(X) for λ ∈R (homogeneity).
8o μ(X + Y )μ(X) + μ(Y ) (subadditivity).
9o μ(X ∪ Y ) = max{μ(X),μ(Y )} (maximum property).
10o The family kerμ in 1o satisﬁes kerμ =NE (regularity).
A detailed account of these properties and many interesting examples can be found in [2,5,6].
We remark that the measure of noncompactness (1.3) has all the properties 1o–10o given above. In contrast to this,
the quantities d(X, ε) and i(X, ε) satisfy conditions 2o–5o and 8o–9o , while the quantity ω(X, ε) satisﬁes conditions 1o–5o
and 7o–9o [7]. As observed in (1.4), the limit quantity ω0(X) is, up to a constant factor, nothing else but the Hausdorff
measure of noncompactness in the space C(I). On the other hand, the limit quantities d0(X) and i0(X) are not measures of
noncompactness in the space C(I), since condition 1o fails for them. However, it turns out that the quantity
μ(X) = d0(X) + i0(X)
(
X ⊂ C(I) bounded)
is a measure of noncompactness in the space C(I) having some interesting additional properties [8].
Let us make some comments on the new quantities m(X, ε) and m0(X). Building on various properties of the modulus
of monotonicity (2.3) established in Section 2 one may show that the quantities m(X, ε) and m0(X) satisfy conditions 2o ,
3o , 7o and 9o . On the other hand, from (2.8) we deduce that these quantities do not satisfy 5o and 8o , and so they are not
measures of noncompactness. It can be also shown that they do not satisfy condition 4o either which plays an important
role in the axiomatic deﬁnition of a measure of noncompactness in [2].
Of course, the relations (2.5)–(2.8) obtained in Proposition 2 imply that
m(X, ε) 2σ(X, ε), m0(X) 2σ0(X), (4.3)
where σ again stands for d, i, or ω. From (4.3) it follows in turn that
m(X, ε) d(X, ε) + i(X, ε), m0(X) d0(X) + i0(X),
which implies, for instance, that m0(X) = 0 for any set X ∈ NC(I) . It is easily seen that the converse does not hold. Fi-
nally, although the quantities d0(X) and i0(X) are not measures of noncompactness in the axiomatic sense, the combined
quantities
μd(X) := ω0(X) + d0(X), μi(X) := ω0(X) + i0(X)
deﬁne measures of noncompactness in the space C(I); we refer to [8] for further details. The analogous formula
μm(X) := ω0(X) +m0(X),
however, does not deﬁne a measure of noncompactness in C(I), due to the “bad” properties of m0(X) discussed above.
In analogy to (4.1) and (4.3), it seems a tempting idea to study the quantity
Var0(X) = sup
{
Var0(x): x ∈ X
} (
X ⊂ BV(I) bounded)
in the space BV(I). Unfortunately, this quantity does not have the necessary properties to generate a measure of noncom-
pactness, because it does not satisfy, for instance, conditions 4o , 5o , and 8o .
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