studied the exact finite sample properties of Nagar's (1962) double k-class estimator as continuous functions of its two characterizing scalars k 1 and k 2 , and provided guidelines for their choice in empirical work. In this note we show that the empirical guidelines provided by DS are not entirely valid since they did not explore the complete range of the relevant parameter space in their numerical evaluations.
Introduction
In an important paper, Dwivedi and Srivastava (1984, hereafter DS) studied the exact finite sample properties of Nagar's (1962) double k-class estimator.
After deriving the first two moments of the estimator as continuous functions of the two characterizing scalars k 1 and k 2 , they found that k 2 can be chosen such that a double k-class estimator is unbiased for a given k 1 . DS also analyzed a result originally derived by Srivastava, Agnihotri and Dwivedi (1980) that it is always possible to choose k 2 such that a double k-class estimator has smaller mean squared error (MSE) than that of a k-class estimator.
Through some numerical evaluations, DS provided guidelines on the choices of k 1 and k 2 for empirical work. They found that the value of k 2 which characterizes an unbiased double k-class estimator for a given k 1 between −1 and 1 is smaller than the value of k 1 and declines as the prespecified value of k 1 increases. Most of the time, this value of k 2 was found to be negative. They also concluded that the MSE minimizing value of k * is negative in majority of the cases and is larger in absolute value than the associated value of k 1 .
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The main purpose of this note is to show that the empirical guidelines provided by DS are not entirely valid since they did not explore the whole range of the relevant parameter space in their numerical evaluations. DS adopted their model specifications from Sawa (1972) that were originally used to study the properties of single k-class estimators. We find that the optimal values of k 2 leading to unbiased and MSE minimizing double k-class estimators are not symmetric with respect to the sign of the product ρω 12 , where ρ is the correlation between the disturbances of the structural and the reduced form equations, and ω 12 is the covariance between the unrestricted reduced form errors. For the single k-class estimator this asymmetry is not an issue. In all the specifications considered by DS, the implied value of ρ is −0.514 and ρω 12 is always negative. In addition we also derive a simple expression for the optimal value of k 2 such that a double k-class estimator has the smallest MSE for a given k 1 . We find that when ρω 12 is positive, the optimal value of k 2 is generally positive and greater than k 1 .
Finite sample moments
Using the notations in DS, let us consider the following structural model:
where y 1 and y 2 are T × 1 vectors of observations on the included endogenous variables; X 1 is a T ×l matrix of observations on l (< Λ) exogenous variables;
u is a T × 1 vector of disturbances with zero mean and finite variance of σ 2 .
It is assumed that the structural equation is identified and the reduced form of the system is written as
where X = ( X 1 X 2 ) is a T × Λ matrix with full column rank of observations on Λ exogenous variables in the system with X 0 1 X 2 = 0. The rows of ( v 1 v 2 ) are assumed to be independently and identically distributed as N(0, Ω), where Ω is pds and Ω = Ã ω 11 ω 12 ω 21 ω 22 ! .
3
A double k-class estimator for the structural coefficient β, with characterizing scalars k 1 and k 2 , can be expressed as
where b β KC is the k-class estimator of β with characterizing scalar k 1 ,
. We also define the following:
, and for non-negative integers a, b, c, and d,
DS obtained the exact analytical expressions for mean and MSE of the double k-class estimator of β. When −1 ≤ k 1 < 1 and 2m ≥ 1, the bias of the double k-class estimator of β is given by
When −1 ≤ k 1 < 1 and 2m ≥ 3, the MSE of the double k-class estimator of β is given by
4 where ω 11.2 = ω 11 − ω 2 12 /ω 22 . The bias and MSE are similarly defined when k 1 is set at unity.
From (6) and (7), DS derived two interesting results. First, for a given k 1 , the double k-class estimator is unbiased if the value of k 2 is set as
Second, the MSE of the double k-class estimator is less than that of k-
with k * defined as
If k 1 = 1,
Using (7), we further find that for a given k 1 , the value of k 2 that results in the double k-class estimator with the minimum MSE is given by
Even though (12) was not explicitly derived in DS, the above expression for the optimal k 2 is not surprising since the MSE of double k-class estimator is quadratic in k 2 .
3 Numerical evaluations
In order to get a feel about the magnitude and even the signs of k u and k * , DS tabulated the values of k u and k * for selected values of k 1 and δ (k 1 = 0, ±0.2, ±0.6, ±1 and δ = 1, 10, 25, 50, 100). Following Sawa (1972) and , Dwivedi and Srivastava (1984) set
and considered the following three cases:
Case I. Λ = 5, l = 2, and T = 10, 20, 30, 50
Case II. Λ = 10, l = 3, and T = 20, 30, 50
Case III. Λ = 15, l = 5, and T = 20, 30, 50
For the sake of brevity, we only report results which corresponds to Case III in DS (i.e., Λ = 15, l = 5) with T = 50. 2 Our Specification 1 has the same setup as in DS, and we try to duplicate the tabulated values of k u and k * in DS. In this specification, as in all the specifications considered by DS, the implied value of ρ is -0.514 and ρω 12 /ω 22 = −0.2056. 3 Since ω 22 > 0, the implied ρω 12 is always negative in their setup. We then consider several alternative values of the parameters defined in (13) to demonstrate our point.
In Specification 2, we set β = −1, other parameters being the same. These parameter values imply ρ = 0.814 and ρω 12 /ω 22 = 0.3256. In Specification 3, we set ω 12 /ω 22 = −0.4, other things being the same as in Specification 1. This leads to an implied ρ value of -0.814 and ρω 12 /ω 22 = 0.3256. In Specification 2 Numerical calculations are done using GAUSS for Windows Version 3.2.35 on a Pentium II 450MHz PC.
3 ρ is derived using the following relationships: β − ω 12 /ω 22 = −ρ p σ 2 /ω 22 , and
6 4, we further set ω 12 /ω 22 = 1.6 yielding ρ = 0.514 and ρω 12 /ω 22 = 0.8224.
The results from our numerical evaluations are collected in Tables 1, 2 and 3. We will first discuss results in Tables 1 and 2 .
Based on our extensive experiments with the specifications considered in DS, we found that there are substantial computational errors in the numerical evaluations reported by DS. In their Table 1 reporting values of k u , only the results when δ = 1 and 10 have acceptable levels of accuracy. As δ gets larger (viz. δ = 25, 50, 100), their results became increasingly imprecise, and clearly unacceptable. This is seen if one compares k u values in their Table 1 (last panel of Case III, m = 22.5, n = 17.5) with those in our Table 1 (first   panel) . More strikingly, the values of k * reported in Table 2 of DS seem to be erroneous for all values of δ they considered. This is revealed by comparing the k * values in their Table 2 (last panel of Case III, m = 22.5, n = 17.5) with those in our Table 2 (first panel) . For instance, DS reported that for our Specification 1, when k 1 = 0, δ = 100, the value of k * is −1071.807, while it is −2.732 according to our calculation.
Overall we find that the value of k * is of the similar magnitude as k u .
It does not exhibit the tremendous variation as reported in DS. Also as a result of improved precision in our calculations, we find that the value of k u changes monotonically as δ increases for a given −1 < k 1 < 1. Interestingly, when k 1 is set equal to 1, we find that the value of k u is independent of δ.
4
Results from Specification 2 show that the optimal values of k u and k * may be all positive and greater than k 1 , invalidating the major conclusion in DS that they take large negative values for most of the time and are less than k 2 .
These results may be easily explained by (6) and (7). First let us consider the determinants of the bias for the double k-class estimator. Observe that b β KC is biased in the direction of ρ, as noted by Mariano (1982) . Negative ρ implies a downward bias, positive ρ implies an upward bias in b β KC . Since for the single k-class estimator k 2 = k 1 , the first term (β − ω 12 /ω 22 )(δψ 0 (1; 0; 1) − 1)
in (6) represents the bias of b β KC , and is of the same sign as that of ρ. In order to reduce the bias of the double k-class estimator, the second term (6) should have sign opposite to that of ρ.
Since ψ 0 (1; 1; 1) > 0, we require (k 1 − k 2 )ω 12 to be of the opposite sign of ρ.
Therefore when ρω 12 < 0, i.e., ρ and ω 12 are of opposite signs, the value of k u should be less than k 1 , as observed by DS. However when ρω 12 > 0, the value of k u should be greater than k 1 , as shown in our Specification 2.
The dependence of the value of k * on the sign of ρω 12 can be explained in a similar way. The first four terms in (7) do not depend on the sign of ρ or ω 12 explicitly. Regarding the last term in (7), note that [δψ 1 (1; 1; 2) − ψ 0 (1; 1; 1)] is negative and does not change sign for the wide range of values of δ considered. Thus, in order to make MSE of the double k-class estimator for a prespecified k 1 to be less than that of b β KC , we should choose the value of k 2 such that (ω 12 /ω 22 )(β − ω 12 /ω 22 )(k 1 − k 2 ) is negative. Therefore the value of k * should be selected in a similar way as for the value of k u , depending on the sign of ρω 12 .
Note that the optimal values of k u (Table 1 ) and k * (Table 2) under Specification 3 are exactly the same as that under Specification 2. Also, in these two specifications, β and ω 12 /ω 22 values are set to be the same but of 8 opposite signs, leaving ρω 12 /ω 22 = 0.3256 in both cases. It implies that k u and k * are symmetric with respect to the signs of (ω 12 , ρ). The results from Specification 4 show that both k u and k * move towards 1 as k 1 approaches 1. Again from Specifications 3 and 4, we find that the optimal values of k u and k * are greater than k 1 when ρω 12 > 0, but less than k 1 when ρω 12 < 0. figures under Specifications 2 and 3, we again find that they are symmetric with respect to the signs of (ω 12 , ρ). It is shown that the values of k * * are much closer to k u than to k * , suggesting that unbiasedness is the dominating criterion in fixing the MSE-minimizing value of k 2 . When the value of k 1 is set at 1, the value of k * * is very close or equal to 1.
Conclusions
There has been a renewed interest in studying the properties of double kclass estimators. For instance, Zellner (1986 Zellner ( , 1998 has shown that the ex- Based on finite sample expressions for the first two moments of double k-class estimators, Dwivedi and Srivastava (1984) concluded that for a given value of k 1 , the value of k 2 that yields unbiased and minimum MSE double k-class estimator is smaller than k 1 , and is generally negative. We find that their guidelines on the choice of k 1 and k 2 are not entirely valid, and could be misleading. In their numerical evaluations they did not consider an important segment of the relevant parameter space. We point out that unlike the single k-class estimator, the properties of the double k-class estimator are severely affected by the signs of ρ and ω 12 . The optimal value of k 2 for a given k 1 will be quite different depending on the sign of the product of ρ and ω 12 . DS inadvertently considered only cases where ρω 12 < 0, and found correctly that optimal values of k 2 should be less than the value of k 1 . We, however, show that if ρω 12 > 0, the optimal values of k 2 should be greater than k 1 and is generally positive. By comparing the optimal values of k u and k * * , we also find that the unbiasedness criterion dominates in determining the optimal value of k 2 . 
