Keywords: Finite-part integral Composite midpoint rule Superconvergence Finite-part integral equation a b s t r a c t
Introduction
We consider the finite-part integral equation of the form where s ∈ (a, b). u(x) is said to be finite-part integrable with respect to the weight (x − s) −2 if the limit on the right hand side of the above equation exists. A sufficient condition for u(x) to be finite-part integrable is that its first derivative u (x)
is Hölder continuous. This regularity condition can be weaken to some extent [4] . An extension of (1.2) can be found in a recent paper [5] . Recall that the Cauchy principal value integral or the finite Hilbert transform is defined by x − s dx , s ∈ (a, b).
Obvious, definite (1.2) is a natural extension of (1.3). The Hadamard finite-part integral can be related to the Cauchy principal value integral in two ways. First, the former is viewed as the derivative, with respective to the singular point s, of the later, i.e., x − s dx .
(1.4)
In many occasions, this identity has been used as an alternative definition of the Hadamard finite-part integral (cf. [6] [7] [8] [9] ). Secondly, both kinds of singular integrals are related via the formula, which is obtained directly from (1.2) and (1.3). (1.5) can be viewed as the formula of integration by parts for the finite-part integral. Throughout this paper, = denotes a finite-part integral and by contrast, − a Cauchy principal value integral. Finite-part integrals arise frequently in boundary element methods (BEMs) and other numerical computations. This kind of integrals can be evaluated numerically by a number of methods, such as the Gaussian method [10, 9, [11] [12] [13] [14] , the (composite) Newton-Cotes method [15, 1, 16, 3] , the transformation method [6, 7] and some others [8, 17] . Generally speaking, Gaussian method and the transformation method are very efficient if the integrand function is smooth enough. Otherwise, if the integrand has a lower regularity or the values of the integrand are only tabulated at a number of specified nodes, the Newton-Cotes method becomes competitive.
The Newton-Cotes method for Hadamard finite-part integral is a natural extension of its counterpart for Riemann integral. The most characteristic of this method is that it has a flexibility in selecting the quadrature nodes and the piecewise interpolant. Usually, the quadrature nodes in Newton-Cotes method are equally spaced over the integral interval. If the integrand function is approximated by a piecewise polynomial interpolant of degree k (k ≥ 1), the accuracy of the Newton-Cotes method associated with the usual Riemann integrals is O(h k+1 ) for odd k and O(h k+2 ) for even k. However, due to the hypersingular singularity of the integrand at the singular point s, the correspondent result for Hadamard finitepart integral (1.2) is generally only O(h k ) [3] . When the singular points s coincides with some a priori known point, the accuracy can reach O(h k+1 ). We refer to this as the pointwise superconvergence phenomenon of the Newton-Cotes method for the finite-part integrals. The superconvergence of Newton-Cotes rules for Hadamard finite-part integrals was first studied in [18, 19] , where the superconvergence rate of the composite trapezoidal rule (k = 1) and the composite Simpson's rule (k = 2) was presented, respectively. Recently, a general result was given in [3] for k ≥ 1. The composite midpoint rule (k = 0), one of the lowest order Newton-Cotes rules, is widely used in the evaluation of integrals with smooth, weakly or Cauchy singular integrands due to its simplicity and ease of implementation. However, this rule is divergent in general for finite-part integrals, which is probably the reason that it has drawn so little attention. In this paper, we show that, in despite of its global divergence, the composite midpoint rule can still be used in the evaluation of finite-part integrals. The key point is based on the investigation of its superconvergence. Up to now, the application of the superconvergence results has been mainly confined to the numerical evaluation of finitepart integrals. However, from the applications point of view, it is more interesting to apply the superconvergence results to the numerical solution of finite-part integral equations arising in various applied sciences and engineering problems. In some recent papers, the problem of applying the superconvergence results to the solution of finite-part equations was discussed, however, no error estimate was presented [5, 20, 21] . In this paper, we use the superconvergence result of the midpoint rule to construct a collocation scheme for solving the finite-part integral equation and obtain, for the first time, an optimal error estimate.
The rest of this paper is organized as follows. In Section 2, we construct the composite midpoint rule for the finite-part integral by employing the piecewise constant interpolation. Then we demonstrate by an example that this rule is divergent in general. In Section 3, we suggest a modified midpoint rule and obtain its error estimate, by which the superconvergence result of the original midpoint rule is established. In Section 4, we present a collocation scheme for solving a certain finitepart integral equation. Based on the superconvergence result, we obtain an optimal error estimate for the collocation scheme. Finally, we present in the last section several numerical examples to validate the analysis as well as to show the efficiency of our method.
The composite midpoint rule
For simplicity of exposition, we confine ourselves to the case where
It is not very difficult to extend our results to certain quasi-uniform mesh. Let u I 0 (x) be the piecewise constant interpolation of u(x), defined by
Replacing u(x) in the finite-part integral of (1.1) with u I 0 (x) gives the following composite midpoint rule
where E n,0 (u; s) denotes the error functional and
Clearly, the above composite midpoint rule is exact when the integrand function u(x) is a constant function. However, this quadrature rule is almost useless since it is divergent in general. In order to drive this point clear, let us first introduce some notations and identities. Let Q k (x) be the second function associated with the Legendre polynomial P k (x), defined by
For the above defined functions, we have (see, e.g, [22] )
By the classical identity [22] 
we get
In the following, C will denote a generic positive constant which is independent of the mesh parameter h and the singular point s. Finally, define the operator W by
Obvious, W is a linear operator on f (x). By direct computation,
where we have used the well known identity (cf. [23] 
Then, it follows that
(2.9)
Now, we are ready to explain why the composite midpoint rule is divergent in general. Consider the special case u(x) = x and assume s = x m−1 + (τ + 1)h/2, where τ ∈ (−1, 1) is the local coordinate of s. By (2.9) and the definition of W , we find
where δ is a positive constant, independent of n, then m and n − m + 1 will tend to infinity as n → ∞.
and as a consequent,
It is now clear that E n,0 (u; s) does not vanish in general when n approaches infinity. Hence the composite midpoint rule cannot be used directly in practical computation before some special treatments have been made.
The superconvergence result
In the above section, we have seen that the composite midpoint rule is generally divergent. In order to build this rule into a useful one, we suggest two approaches. In the first approach we modify the composite midpoint rule slightly to get a new rule and in the second approach, we utilize the superconvergence property of the composite midpoint rule.
First, we suggest a modified composite midpoint rule Q n,0 (u), defined by,
where τ is the local coordinate of the singular point s. For this modified quadrature rule, we have the following error estimate. 
where
Then, the error can be split into two parts,
For the first part, we have the following estimate (cf. [19] , Lemma 3.3)
where γ (h, s) is defined in (3.3) . Thus, the nontrivial part is to estimate the second term in the right hand side of (3.4). By definition,
We now estimate I i (1 ≤ i ≤ 6) one by one. From (2.6), we have
By these inequalities, we obtain at once the estimates,
and
Using the identity,
which implies
(3.8)
Moreover,
(3.10)
To estimate I 6 , we use (2.7) and (2.9) to get
and by (2.6)
(3.11)
Putting together (3.6), (3.7), (3.10) and (3.11) and using the inequality
(3.12)
Combining the above estimate with (3.5) leads to (3.2), which completes the proof. 
The proof is similar to that of Theorem 3.1, except that a piecewise linear interpolant, instead of u I q (x), is employed. When the singular point s coincides with a subinterval midpoint, its local coordinate τ vanishes and as a result, the modified composite midpoint rule degenerates to the original composite midpoint rule. Thus the superconvergence result follows immediately form Theorem 3.1.
(3.14)
Based on Theorems 3.1 and 3.2, the composite midpoint rule is now useful in two respects. First, the modified composite midpoint rule Q n,0 (u), instead of Q n,0 (u) itself, can be used to evaluate the finite-part integral. Second, by employing the superconvergence property, the rule Q n,0 (u) itself can also be used in practical computation, provided that the singular point s happens to be a superconvergence point. In the case where the singular point s is not a superconvergence point with respect to the uniform mesh a = x 0 < x 1 < x 2 < · · · < x n = b, it is always possible for us to translate the interior mesh nodes x i (1 ≤ i ≤ n − 1) so that the singular point is a superconvergence point of the new mesh. The subintervals in the new mesh are uniform except those two at the endpoints a and b. It is not difficult to extend the above superconvergence analysis to this quasi-uniform mesh and as a result, the composite midpoint rule is valid on this new mesh.
A collocation scheme for the finite-part integral equation
In this section, we use the superconvergence result to study a collocation scheme for the solution of the finite-part integral Eq. (1.1). By using the composite midpoint rule Q n,0 (u) to approximate the finite-part integral in the left hand side and by collocating the resulting equation at the superconvergence pointsx i = x i−1 + h/2 (i = 1, 2, . . . , n), we get the following linear system
and u i (i = 1, 2, . . . , n) denotes the approximation of u(x) atx i .
We mention that, the above collocation scheme has been successfully applied for solving a special finite-part integral equation of the form (1.1) with the right hand side function f (s) containing a delta function and the unknown function u(x) vanishing at the endpoints a and b(a = −b = −1) (cf. [24] ). The authors of [24] also obtained the convergence result of the scheme for that special case. However, the superconvergence result was neither mentioned nor studied by the authors, even in the recent papers [25, 26] . The main point of this section is to obtain an error estimate for the collocation scheme (4.1) by using the superconvergence result of the composite midpoint rule. Numerical experiments indicate that our error estimate is an optimal one. Before we present the main result, some preliminary work has to be done. 
has the following expression
Proof. For simplicity of exposition, we introduce the notation
Subtracting the last column of ∆ n+1 (x 1 ,x 2 , . . . ,x n ; x 0 , x 1 , . . . , x n ) from all the rest columns, taking out the common factors in the rows and columns and, in the resulting determinant, subtracting the n-th row from all the preceding rows, taking out the common factors in the rows and columns and expanding in the last column, we get
Starting from this recurrence relation, we arrive at
Using the same derivation, we obtain
Since, for k = 1, 2, . . . , n, j = 0, 1, . . . , n,
we have, by Cramer's rule,
where we have used
The proof is then complete.
One can see that l ni (x), defined by (4.5), is none other than the Lagrange interpolation basis function that satisfies l ni (x j ) = δ ij .
Moreover, we have the result below.
Lemma 4.2.
For the function l ni (x) defined by (4.5),
Proof. By definition, we have
for i = n, by which the positiveness of l ni (x i ) is obtained. Now, by using the formula [27] ,
we get the upper bound of l ni (x i ) in (4.11). In an analogous way, we can prove (4.12), which concludes the proof. has a unique solution;
(ii) −A n is an M-matrix;
(iii) A n is a persymmetric matrix, i.e.,
Proof. Obviously, A n is a symmetric Toeplitz matrix. By (4.2),
and for i = j,
Thus A n is a strictly diagonally dominant matrix. The result that −A n is an M-matrix follows from (4.15)-(4.17). (4.14) can be directly verified by straightforward calculation and by noting A n is a symmetric Toeplitz matrix. The proof is complete. 
Proof. We rewrite the linear system (4.1) by
where u n+1 = u 0 = 0. By Lemma 4.1, the solution of this linear system can be expressed as
As a result, by using
It follows that
which can be simplified as
. (4.20) Armed with this formula, we are ready to estimate b ik . First consider the case where i ≤ k. We have, by Lemma 4.2,
Using the estimate [28]
where γ is the Euler constant, we get
As for i > k, by an argument similar to that of (4.22), we have
Note that −A n is an M-matrix. Since a nonsingular M-matrix is inverse-positive (cf. [29] ), that is, −A −1 n ≥ 0, which implies b ik ≤ 0 for any i, k. Hence, it follows from (4.25) that 
which implies 
(4.29)
Incorporating this estimate with (4.27) leads to (4.18).
Now we are ready to present our main result of this section. |u(
T be the exact solution vector. Then, from (4.1), we see that |u( n play key roles in the argument. Table 2 Errors for the case where 
Numerical examples
In this section, we present some numerical examples to confirm our theoretical analysis given in the above sections. Table 1 where the singular point s is chosen to be a dynamic one, namely, x [n/4] + (1 + τ )h/2. Numerical estimates of the error order are presented in the last row, which is obtained from a least square fit. One can see from the left column that the error bound for the modified midpoint rule is O(h 2 ), independent of the values of τ . However, from the right column, we see that if s is not a superconvergence point (τ = 0), the midpoint rule is divergent, while the error bound is O(h 2 ) if s is a superconvergence point (τ = 0). In Table 2 First we adopt a uniform mesh in which the local coordinate of s is τ = 0. In this case, the modified midpoint rule coincides with the midpoint rule. The numerical results are presented in the right half of Table 3 . We can see that if the integrand function u(x) is smooth enough (p = 3), the error bound will be O(h 2 ), and if u(x) has less regularity (p = 1, 2), the error bound will be approximately O(h p−1+α ), dependent of the regularity parameters p and α, which confirms that the estimates given in Theorems 3.1 and 3.2 and (3.13) are optimal. Secondly, we translate the interior nodes of the uniform mesh so that the local coordinate of s is τ = −1/3. The numerical results for this quasi-uniform mesh are given in the left half of Table 3, which confirms again the optimization of the estimates given in Theorem 3.1 and (3.13). The exact solution is u(x) = x 6 . We examine the maximal nodal error and the maximal truncation error, defined respectively by e ∞ = max Table 4 indicate that, although the maximal truncation error is O(1), the maximal nodal error can still reach O(h), the same order as in Theorem 4.5.
