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Klasifikasi  antara  sel  kanker  dengan  normal  menggunakan  data  fluorescence hasil
pengukuran ekpresi gen MicroRNA  sangat diperlukan untuk keberhasilan sistem dektesi
dini. Metode klasifikasi yang diimplementasikan pada tugas akhir ini adalah Naive Bayes
Classifier  dan  Jaringan  Syaraf  Tiruan  Backpropagation.  Metode  klasifikasi  yang
digunakan  diukur  akurasinya  dengan  menggunakan  metode  pengujian  10  fold  cross
validation.  Hasil  eksperimen  menunjukan  waktu  komputasi  pengujian  k-fold  tercepat
adalah menggunakan metode  Naive Bayes Classifier. Waktu komputasi pengujian k-fold
menggunakan Naive Bayes Classifier adalah 0,112 detik pada lingkungan pengembangan
sedangkan Backpropagation adalah 10,063 detik pada lingkungan pengembangan. Akurasi
terbaik diperoleh menggunakan metode Jaringan Syaraf Tiruan  Backpaopagation  dengan
nilai  akurasi  99.04%,  sensitivity 0,99038,  specificity  0,99038,  dan  false  positive  rate
0,00962 sedangkan  Naive  Bayes Classifier  memperoleh akurasi  97.12%,  sensitivity  0,99,
specificity 0,95470, dan false positive rate 0,05607.
Kata Kunci : Kanker Payudara, Naive Bayes Classifier, Jaringan Syaraf Tiruan 
         Backpropagation, MicroRNA
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3ABSTRACT
Classification between cancer cell and normal using fluorescence data from the result of
MicroRNA  gen  expression  measurement  is  needed  for  early  detection  system.
Classification methods used in this study are Naive Bayes Classifier and Backpropagation
Neural Network. Accuracy of the classification methods are measured using 10 fold cross
validation.  Result  of  experiments  suggests  that  the  fastest  computation  time for  k-fold
evaluation  method  is  by  using  Naive  Bayes  Classifier.  Computation  time  for  k-fold
evaluation using  Naive  Bayes  Classifier  is  0,112 seconds in  development  environment
whilst  the computation time of Backpropagation is  10,063 seconds in the development
environment. The best accuracy is obtained by using Backpropagation with the accuracy
99.04%, sensitivity 0,99038, specificity 0,99038, and false positive rate 0,00962 whilst the
accuracy using  Naive  Bayes  is  97.12%,  sensitivity  0,99,  specificity  0,95470,  dan  false
positive rate 0,05607.
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 Bab ini menyajikan latar belakang, rumusan masalah, tujuan dan manfaat, serta ruang
lingkup mengenai tugas akhir  Perbandingan Kinerja Naive Bayes Classifier Dan Jaringan
Syaraf Tiruan Backpropagation Pada Klasifikasi Penyakit Kanker Payudara.
1.1 Latar Belakang
Kanker  adalah  kelompok  penyakit  yang  memiliki  ciri  tidak  terkontrolnya
pertubuhan dan perkembangan sel. Penanganan kanker yang terlambat menyebabkan
tingkat  resiko  kematian  yang sangat  tinggi.  Pada  tahun 2007 hingga 2011 angka
kematian yang disebabkan oleh kanker  di  Amerika Serikat  adalah 211.6 pria  dan
147.4 wanita per 100.000 jiwa. Deteksi dini penyakit kanker pada stadium awal dapat
meningkatkan  peluang  sembuh  pada  penderita.  Contohnya  pada  kasus  kanker
payudara  yang  terdeteksi  saat  stadium  awal  kanker  belum  menyebar  nilai
kemungkinan relatif  bertahan hidup 5 tahun adalah  99%, sedangkan jika kanker
sudah menyebar maka nilai kemungkinan relatif bertahan hidup 5 tahun turun  ke
25%  (American  Cancer  Society,  2015).  Untuk  melakukan  deteksi  dini,  maka
diperlukan  informasi  biomarker yang  sesuai  untuk  membedakan  antara  penyakit
kanker dan normal. 
Salah  satu  biomarker yang  dapat  digunakan  untuk  fitur  deteksi  dini  adalah
Micro Ribonucleic Acid (MicroRNA). MicroRNA adalah RNA noncoding kecil yang
berperan  dalam perkembangan  tumor.  MicroRNA mengatur  gen  target  yang baik
dengan  degradasi  atau  dengan  translasi  replesi  (Zhang,  et  al.,  2007).  Ekspresi
menyimpang dari  MicroRNA dapat menunjukkan pembentukan tumor (Corney &
Nikitin,  2008).  Untuk  mendeteksi  ekpresi  menyimpang  MicroRNA pada  kanker
dapat menggunakan teknik optik molekul sinyal dengan metode  fluorescence  (Wu,
2015).  Data  fluorescence  adalah  data  yang  berisi  pengukuran  dari  biomarker
MicroRNA (Hasemeier, Christgen, Kreipe and Lehmann, 2008). Data  fluorescence
memiliki pola tertentu yang biasanya dianalisis oleh dokter atau pakar ekpresi gen.
Bahasan penelitian mengenai MicroRNA yang sudah ada cenderung lebih fokus
pada ranah bioinformatika. Penelitian mengenai  MicroRNA oleh Lu et  al.  (2005)
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berhasil  mengklasifikasi  tumor  dengan  menggunakan  MicroRNA.  Penelitian
Rosenfeld  et  al.  (2008) menyatakan bahwa MicroRNA efektif  sebagai  biomarker
untuk  melacak  jaringan  asal  kanker  dengan  hasil  dua  per  tiga  dari  sampel
mendapatkan akurasi diatas 90%. 
Data fluorescence hasil pengukuran ekspresi MicroRNA dapat digunakan pada
metode pengenalan pola. Pengenalan pola adalah cabang dari pembelajaran mesin
yang  fokus  pada  pengenalan  pola  dan  regularitas  pada  data  (Bishop,  2006).
Pengenalan pola dapat menggunakan metode  Naive Bayes Classifier dan Jaringan
Syaraf Tiruan  Backpropagation.  Naive Bayes Classifier memiliki kelebihan dalam
kecepatan  pelatihannya.  Penelitian  yang  menggunakan  Naive  Bayes  Classifier
dilakukan oleh Wang,  Garrity,  Tiedje and Cole (2007) untuk mengklasifikasi  165
rRNA  sequence  menjadi  high-order  taxonomy menghasilkan  akurasi  98%.
Sedangkan Jaringan Syaraf Tiruan Backpropagation memiliki kelebihan nilai akurasi
yang  tinggi  seperti  yang  digunakan  pada  penelitian  yang  dilakukan  oleh  Paulin
(2011)  untuk  klasifikasi  kanker  payudara  nilai  akurasi  tertinggi  didapat  99.28%.
Salah  satu  kendala  dalam  implementasi  pengenalan  pola  adalah  dibutuhkannya
kemampuan seseorang dalam bidang pemrograman komputer, sehingga mempersulit
dokter untuk menganalisa menggunakan metode pengenalan pola ini.  
Berdasarkan hal tersebut diatas ada kepentingan untuk membandingkan kinerja
metode  Naive  Bayes  Classifier  dan  Jaringan  Syaraf  Tiruan  Backpropagation
sehingga tugas  akhir  ini  akan membahas hasil  analisa  kinerja  dari  kedua metode
tersebut. 
1.2 Rumusan Masalah
Berdasarkan  uraian  latar  belakang  dapat  dirumuskan  permasalahan  yaitu
bagaimana  kinerja Naive  Bayes  Classifier  dan  Jaringan  Syaraf  Tiruan
Backpropagation pada klasifikasi penyakit kanker menggunakan data  fluorescence
hasil pengukuran ekspresi MicroRNA.
1.3 Tujuan dan Manfaat
Tujuan yang ingin dicapai dari penelitian ini yaitu mengetahui hasil kinerja dari
Naive Bayes Classifier dan Jaringan Syaraf Tiruan Backpropagation untuk klasifikasi
penyakit  kanker  menggunakan  data  fluorescence  hasil  pengukuran  ekspresi
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MicroRNA.  Adapun  manfaat  yang  diharapkan  dari  penelitian  ini  adalah  dapat
digunakan sebagai sarana untuk membantu klasifikasi penyakit kanker payudara.
1.4 Ruang Lingkup
Ruang  lingkup  dalam pembuatan  aplikasi  cloud  computing  pengenalan  data
fluorescence untuk klasifikasi kanker payudara adalah sebagai berikut
1. Data yang digunakan program adalah data  fluorescence hasil pengukuran ekpresi
MicroRNA sel kanker payudara normal dan kanker yang diperoleh dari National
Cancer Institute Genomic Data Common dengan alamat : http://gdc.cancer.gov
2. Penyetelan  parameter  hanya  dilakukan  pada  metode  Jaringan  Syaraf  Tiruan
Backpropagation
3. Pengujian akurasi hasil klasifikasi menggunakan 10 fold cross validation
1.5 Sistematika Penulisan
 Sistematika penulisan yang digunakan pada tugas akhir  ini  terbagi  menjadi
beberapa bab yaitu
1. BAB I PENDAHULUAN
Bab ini membahas latar belakang masalah, rumusan masalah, tujuan dan manfaat
penelitian, serta sistematika penulisan dalam pembuatan tugas akhir
2. BAB II TINJAUAN PUSTAKA
Bab  ini  menjelaskan  tentang  teori  dan  kajian  pustaka  yang  berkaitan  dan
digunakan dalam penelitian tugas akhir ini
3. BAB III METODOLOGI PENELITIAN 
Bab ini menyajikan garis besar penyelesaian masalah tugas akhir, beserta analisis
dan perancangan aplikasi.
4. BAB IV IMPLEMENTASI DAN HASIL
Bab ini membahas tentang implementasi aplikasi, hasil pengujian dan hasil analisa
metode yang digunakan
5. BAB V PENUTUP
Bab ini berisi kesimpulan dari pengerjaan penelitian tugas akhir ini dan saran-saran
yang  dapat  digunakan  untuk  pengembangan  lebih  lanjut  terhadap  penelitian
serupa.
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