Simultaneous stabilization addresses the stability of multiple plants under a single feedback controller. It is desired for aircraft flight control operating under different conditions, when they are represented by a collection of linear dynamic models. The single controller brings continuity and a level of reliability. This paper presents a decomposition approach for the solution to the simultaneous stabilization problem. A bilevel design optimization architecture is adopted in which design of each individual plant (flight condition) is taking place at the bottom level, and the top-level optimization aims for single-control convergence of those individual controllers. Furthermore, performance requirements can be taken into account concurrently with the stabilization process, thanks to the separate bilevel decomposition concept. The effectiveness of the proposed approach is illustrated by different aircraft control system design test cases. 
Nomenclature

A
= state matrix a n = normal acceleration, g B = input matrix C = output matrix E = expected value f = objective function G = compatibility constraint J = performance index K = feedback control gain p = roll rate, rad/s q = pitch rate, rad/s r = yaw rate, rad/s T e = elevator time constant, s t = time, s u = control vector w = vertical velocity, ft/s x = state vector x = local design variable y = output vector y = coupling design variable z = global design variable = sideslip, rad u = aircraft velocity, ft/s = pitch angle, rad = deflection, rad = eigenvalue = roll angle, rad ! = weighting factor Subscripts a = aileron e = elevator j = jth plant r = rudder SL = system level I. Introduction S IMULTANEOUS stabilization (SS) addresses the stability of a finite collection of distinct plants under a single feedback controller. It is of interest for flight control applications in which an aircraft operating under different conditions is represented by a collection of flight dynamic models. A single stabilizing control provides system simplicity and reliability and can bring benefits to different types of aircraft. For example, it could be used as a backup control system under primary flight control systems failure situations for a commercial airplane or as an inexpensive control system alternative for small general aviation aircraft. In addition, it can be used as a backup reconfigurable control under actuation system damage or failure.
The simultaneous stabilization problem was first introduced by Saeks and Murray [1] , based on the work of Birdwell et al. [2] . In the case of two plants, the simultaneous stabilization problem reduces to a well-known strong stabilization problem [3] , in which a proper stable controller is found to stabilize both plants. However, simultaneous stabilization of more than two plants is, in general, undecidable, as demonstrated by Blondel and Gevers [4] . An analytical solution to the simultaneous stabilization problem is very difficult to find, due to the problem's nondeterministic polynomialtime (NP)-hard nature [5, 6] , and so no analytical algorithm can be devised to lead to a simple or rapid solution, and only an exhaustive analysis of all possible outcomes will lead to the solution. Finding a solution to the problem had relied instead on a variety of numerical approaches. Such approaches had focus in two main areas. The first deals with the solution to the simultaneous stabilization problem itself, in which the solution to the problem has been tackled from a number of different directions, including polynomial [7] [8] [9] , minimum phase [10] , pole placement [11] , system inversion [12] , and optimization-based [13] [14] [15] approaches, respectively. The second deals with performance improvement for the simultaneous stabilization, or simultaneous optimal control, in which nonlinear optimization algorithms have been proposed [16] [17] [18] [19] . This paper presents a decomposition strategy for solving the simultaneous stabilization problem and improving its performance using a multidisciplinary design optimization analogy. Taking advantage of control effort decomposition, a feasible stabilizing controller with closed-loop stability for each individual plant can be found. Furthermore, the strategy is extended to deal with both simultaneous stabilization and performance improvement. The solution approach is applied to three different control-design case studies. The first deals with the stabilization of an aircraft longitudinal control system. The second deals with both stabilization and optimal tracking for an aircraft's longitudinal control system. The final example shows the application of simultaneous stabilization as an alternative for passive fault-tolerant control, in which optimal stabilization and tracking of an aircraft's lateral control system is performed for nominal and failure plants.
II. Simultaneous Stabilization Problem
A. Problem Formulation Consider a set of N different proper plants described by the statespace equations:
where x j 2 < n and u j 2 < m , for all j 2 I N f1; . . . ; Ng, where N is the number of plants.
The goal is to simultaneously stabilize each of the preceding systems by designing a single feedback compensator. To be more precise, we are looking for a feedback control law as
such that each system (1) with the feedback law is internally stabilizing. The closed-loop system is given then by
B. Simultaneous Stabilization Solution: Necessary and Sufficient Condition
Internal stabilization of the feedback law is equivalent to assuring that all eigenvalues of each closed-loop system have negative real parts. Therefore, there exists a solution to the simultaneous stabilization problem if and only if
where i;j is the ith eigenvalue of the jth closed-loop system given by Eq. (3). Inequality (4) represents the necessary and sufficient condition for the solvability of the simultaneous stabilization problem, because a solution to the problem will exist if and only if a control gain K, which minimizes the objective function I and makes it negative, can be found [14] . An equivalent formulation in which the objective function is continuously differentiable can be formulated as 
C. Simultaneous Optimal Control
It is desired to design a controller that, in addition to the stabilization of a set of plants as formulated in Eq. (1), will provide good performance. The problem then becomes to design a feedback law as formulated in Eq. (2), which minimizes the plants' performance measures. In simultaneous stabilization, such measures have been defined based on a quadratic performance index [16] or as the upper bound of it, as [17] [18] [19] J
each associated with one of the plants described in Eq. (1). Standard linear-quadratic (LQ) assumptions are made for each system: namely, all members of collection fQ j g j2I n are positive semidefinite and all members of fR j g j2I n are strictly positive definite [20] . Furthermore, each system A j ; B j is controllable and A j ; C j is observable. The expectation operator E is taken over randomized initial conditions with zero mean (Efx 0 g 0) and a covariance equal to the identity (Efx 0 x T 0 g I). The performance measures in Eq. (6) can be then expressed as [21] J j trfP j g
where each P j > 0 satisfies, for a given K, the Lyapunov equation:
III. Decomposition Strategy for Simultaneous Stabilization
A. Decomposition Formulation
An analogy between the simultaneous stabilization problem and the general multidisciplinary design optimization (MDO) problem formulation can be established by realizing that each plantstabilization process is equivalent to a discipline in the general MDO process shown in Fig. 1 , in which the common design variable among all disciplines is the simultaneous stabilization control gain K, as shown in Fig. 1 .
A bilevel optimization strategy that enables decoupling and decomposition is used to solve the simultaneous stabilization problem. It has its origins in multidisciplinary design optimization theory, at the system level (SL), the objective function is stated as The lower subsystem-level (SSL) objective function is formulated such that it minimizes the discrepancy between the given systemlevel variables and the subsystem variables that meet the local disciplinary constraints. At the disciplinary level, the jth subsystem optimization is stated as 
where x are local disciplinary design variables, and g are the specific disciplinary constraints.
B. Decomposed Equivalent of Necessary and Sufficient Conditions
In a simultaneous stabilization process, each plant-stabilization effort will be decomposed at the subsystem level, and the system level will ensure stabilization with a unique control gain K. Using the preceding formulation, a decomposed equivalent of Eq. (4) can be formulated as
where both system-and subsystem-level objective functions are continuously differentiable. As in Eq. (5), a solution to the simultaneous stabilization problem will exist if and only if the system level converges with an optimal control gain K, which minimizes the system-level objective function I and makes it negative. Furthermore, at convergence, the subsystems compatibility constraints are met (G j 0), which implies that for each subsystem, K j K SL and j SL ; thus, each plant is stabilized by the optimum gain and Re i;j SL , and so the formulation reduces to Eq. (5).
C. Decomposed Simultaneous Optimal Control
The equivalent decomposition strategy presented in Eq. (11) can be adapted further to achieve the simultaneous stabilization of plants while providing optimal performance as SL jmin
where J j is a specified performance measure evaluated for each plant with the found subsystem-level optimal gain K j , and ! j1;...;N are suitable positive weighting factors.
Note that the simultaneous stabilization and optimal performance are addressed by the proposed formulation. The system-level optimization process will minimize the performance measure for each controller, while enforcing a unique gain solution for all plants with the system-level constraint. The subsystem optimization process will ensure internal stabilization of the feedback control law by using the specified stability boundary value 0 and enforce other desired dynamic characteristics using g j constraints, while minimizing the discrepancy with the proposed system-level gain solution.
Depending on the stabilization problem, the preceding formulation can solve the simultaneous optimal control or stochastic simultaneous optimal control formulations, by specifying an adequate performance index. In the first case, the performance index is given directly from
requiring a direct numerical evaluation of the integral for the given subsystem optimal gains. In the second case, the performance measure is evaluated from Eq. (8), where P j satisfies the Lyapunov equation (9) for the obtained subsystem-level optimal gain.
IV. Test Cases
Three illustrative cases are implemented to demonstrate the effectiveness of the proposed simultaneous stabilization and simultaneous optimal control strategies. A sequential quadratic programming (SQP) optimization algorithm [22] was used at both the system and subsystem levels for the proposed strategies. Tolerance for the optimization procedure at both levels was defined on the order of 10 6 . Convergence of the optimization procedure is given when the search direction, maximum constraint violation, and first-order optimality measure is less than a specified tolerance.
A. Test Case 1
The first test case entails the simultaneous stabilization of the longitudinal dynamics short-period mode of an F4E fighter jet at four different operating points. It was proposed originally by Ackermann [23] and has been used as a benchmark problem by a number of other relevant references [13, 14, 17] . The system is described in linear time-invariant state-space form for all conditions as
where the original longitudinal dynamics state-space vector component that includes normal acceleration and pitch rate has been extended to include the elevator actuator dynamics represented by a first-order low-pass filter, so that xt a n q e T
A stability-augmentation system characterized by a single static output feedback gain matrix K [Eq. (2)], with reference actuator command signal u com representing the demanded deviation of the elevator deflection from its trim position, is used as
The four flight operating conditions are significantly distinct from each other, with variation in both altitude and speed, as shown in Table 1 . The plant-state coefficient matrices, control coefficient vectors, and output matrices are given as ) where the values of the matrices' parameters are given in Table 1 . It should be noted that the open-loop system is unstable at operating points 1 to 3, as can be seen from Table 2 .
Decomposed Equivalent Result
Results of the simultaneous stabilization necessary and sufficient conditions problem formulation (5) obtained by Howitt and Luus [14] and compared with the proposed decomposed equivalent (11) are presented in Table 3 . It can be seen from the table that the proposed formulation led to results similar to those obtained by Howitt and Luus, in which the decomposed method yields a slightly better controller with a lower maximum eigenvalue.
Simultaneous Optimal Control Result
a. Optimal Control Results. The example is also applied for simultaneous optimal control, in which a linear-quadratic performance measure is used with a specified initial condition given by x 0 1; 1; 1 T . As in [16, 17] , we set R j 1 and Q j I for j 1; . . . ; 4 for the performance measure. After 39 system-level iterations, an optimal gain vector K was obtained as K 0:209582 1:373644 1:584912
All pole locations for all plants lie in the negative real axis for the optimal gain found. Table 4 also shows the performance indices for such gain. A lower objective function value I is obtained by the proposed methodology, when compared with the performance indices found in [14] ) for the same initial condition.
b. Stochastic Simultaneous Optimal Control Results. The simultaneous optimal control formulation in its stochastic form using Eq. (12) with the performance measure given by Eq. (6) is also used to solve the problem. Using this approach, after 92 system-level iterations, an optimal gain vector K was obtained as K 1:096570 8:315312 4:296874 Table 5 shows the values of each plant performance measure [trace P j ] resulting from solving the Lyapunov equation (8) for the optimal gain found by the proposed approach, as well as those performance measures obtained from other references. The minimal performance was obtained by our approach with I 31:48709; however, such a result is similar to results obtained by other methods. Also note that our optimal solution leads to a lower guaranteed-cost bound when compared with other approaches, without directly specifying minimum bound constraints. Table 6 shows the closed-loop-system eigenvalues using the stochastic optimal gain values. All pole locations for all plants are in the negative real axis. Hence, the optimal state-feedback gain found provides a control law that simultaneously stabilized the plants representing the four operating conditions for the F4E aircraft. To further illustrate this result, simulations of the resulting closed-loop systems are presented in Figs. 2-4 . From these simulations, one can see that the closed-loop system is stable at each operating point. Furthermore, the obtained controller is, overall, stable in the interval between each analyzed operating point, as demonstrated from a Kharitonov [24] theorem analysis with polynomial manifolds defined from the extreme values between all the closed-loop-system characteristic equation polynomials.
B. Test Case 2
The second test case involves the design of a simultaneous stabilizing pitch-tracking control for a CRJ-200 regional jet aircraft at six significantly distinct flight operating conditions. The aircraft dynamics were extended to include actuator dynamics and are represented by the following system: 
where the elevator dynamics are represented as a first-order lag filter with a time constant T e of 1.6 s. The operating flight conditions selected spans over the flight envelope, as shown in 
where the values of the matrices parameters are given in Table 7 . A LQ tracker for the pitch angle is used, as shown in Fig. 5 . Note that one control input is available, and so exact tracking of one state is possible.
Define C z 0 0 0 1 0 and extend the state vector x by the integral state x I . Note that _
x I e, where e is the tracking error. The extended system can be read from the following diagram: Table 8 presents the aircraft open-loop-system eigenvalues. It can be seen that the system is phugoid unstable at operating points 2 to 6. The simultaneous optimal control formulation is used to solve the problem in its stochastic form using Eq. (12) with the performance measure given by Eq. (6). The state Q and control R weight-matrices terms are chosen using the maximum-allowable deviations of the states [25] so that Q diagfq 1 ; q 2 ; q 3 ; q 4 ; q 5 g and R diagfr 1 g. For the Canadair Regional Jet (CRJ) pitch-tracking controller, the maximum-allowable state deviations are selected, as shown in Table 9 . For the control effort, cost matrix r 1 10 6 was selected. Using the proposed approach, after 51 system-level iterations, an optimal gain vector K was obtained as Table 10 shows the closed-loop-system eigenvalues using the optimal pitch-tracker controller. It can be seen that all pole locations for all plants are in the negative real axis. To experimentally demonstrate the effectiveness of the simultaneous stabilization approach, the pitch-tracking control was verified to achieve the expectation, with the help of our integrated system design and flight simulation platform [26] . It consists of a state-of-the-art flight-training-device research simulator that is interconnected either with a real-time systems simulator or with Matlab/Simulink in a computer terminal, as shown in Fig. 6 . Currently, the platform is used for control system design, simulation, and testing. This experimental testbed setup presents a more complete and realistic aircraft model, which includes factors not taken into account in the control system development, providing a suitable proof-of-concept facility.
The pitch-tracker control performance from the testbed at all six operating conditions is shown in Figs. 7 and 8 for a step input of 5 deg for the pitch angle. Table 11 also shows the tracker time-response characteristics from the tested conditions. It can be seen that the controller found provides adequate pitch-tracking characteristics for all of the selected operating points.
C. Test Case 3
The third example considers the use of simultaneous stabilization as a robust alternative for passive fault-tolerant control. In a classical passive fault-tolerant control, compensators are found using control reconfiguration for each assumed failure, trying to match the performance of the nominal plant. The application of the proposed methodology avoids reconfiguration calculations and allows us to provide internal stabilization and an adequate level of performance, similar to the nominal plant using a single control. A large range of distinct variations of the plant dynamics due to the presence of failures can be considered, as long as a simultaneous stabilization solution is found [see Eq. (4)]. This can prove beneficial when there is a limited capability to detect, identify, and isolate failures. The control reconfiguration example formulated in [27] is considered, in which a nominal lateral dynamics of an F4E is used, as presented in Eq. (20) 
The state vector consists of roll rate p (rad/s), yaw rate r (rad/s), sideslip (rad), and roll angle (rad) (i.e., x p r T ). The control vector consists of rudder r and aileron a (i.e., u r a T ). The roll and sideslip angles are tracked while considering several deviations from the nominal plant due to failures; specifically, the simultaneous stabilization control is designed for the nominal plant and the following failures cases:
Aileron effectiveness is reduced by half; that is, the second column of B n is multiplied by 0.5. This failure is equivalent to a loss of aileron surface area, which reduces the available rolling control moment.
Failure 2
The first row of A n is reduced by half. This corresponds to an overall decrease in the aerodynamic forces that contribute to the roll, as might result from battle damage to the wings.
Failure 3
The third row of A n is reduced by half. This corresponds to an overall decrease in the side-force aerodynamic forces.
Failure 4
The rudder coupling to roll rate is reduced by tenfold; i.e., the first row, first column of B n is multiplied by 0.1.
Failure 5
The second row, second column of A n is reduced by half, and the second row, third column of A n is reduced by tenfold. This corresponds to a decrease in the airframe's yaw damping and directional stability, respectively.
A tracking control structure similar to that shown in Fig. 5 is used. The tracking problem is solved using the simultaneous optimal control formulation in its stochastic form [Eq. (12) As with the previous test cases, the closed-loop-system eigenvalues using the found optimal tracker controller are in the negative real axis. Figures 9 and 10 show the time histories of the plant states and control inputs for all the considered cases, when the aircraft is subject to a 10-deg roll angle and 5-deg sideslip tracking commands.
It can be seen that the controller found provides adequate pitchtracking characteristics for the nominal and failure cases. Note how the state-response plots between the nominal plan and the failure cases are very close to each other, which implies that despite the severity of the failures, the control found is able to successfully recover the dynamics of the nominal model. The yaw-and roll-angle responses of the failed and nominal systems are almost indistinguishable for most of the cases, whereas the aileron exhibits higher activity with no significant change in rudder motion. When the aileron effectiveness was reduced in the first failure case, the system simply increased the aileron motions with no apparent change in rudder activity. This is because the rudder is an ineffective surface for roll control at this flight condition. Although a reconfigurable control system deals with each failure on a one-by-one basis [27] , the simultaneous stabilization controller finds a unique control law that provides an adequate level of performance for the nominal case and for all the distinct failure cases. 
V. Conclusions
In this paper, a decomposition approach based on a multidisciplinary design optimization formulation is proposed to numerically solve the problem of simultaneous stabilization of plants using state-feedback control. The algorithm leads to feasible solutions of the simultaneous optimal control law problem whenever such a controller exists. A top-level coordination assures that a unique state-feedback control is achieved while minimizing each plant's performance measure. At the same time, the stability of each individual plant is assured while meeting additional plant-response requirements. Results from the test cases demonstrate the ability of the algorithm to find a feasible stabilizing controller that can be implemented in an operational environment. Because only a single controller gain is needed to stabilize the aircraft at multiple flight conditions, it could potentially reduce the system complexity and improve reliability of the control system. Furthermore, the strategy can provide a feasible and robust alternative for passive fault-tolerant control. 
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