We study a variant of Gilbert's disc model, in which discs are positioned at the points of a Poisson process in R 2 with radii determined by an underlying stationary and ergodic random field ϕ : R 2 → [0, ∞), independent of the Poisson process. When the random field is independent of the point process one often talks about geostatistical marking. We examine how typical properties of interest in stochastic geometry and percolation theory, such as coverage probabilities and the existence of long-range connections, differ between Gilbert's model with radii given by some random field and Gilbert's model with radii assigned independently, but with the same marginal distribution. Among our main observations we find that complete coverage of R 2 does not necessarily happen simultaneously, and that the spatial dependence induced by the random field may both increase as well as decrease the critical threshold for percolation.
Introduction
Suppose that transceivers are positioned in the plane according to a Poisson point process. Whether a pair of transceivers are able to communicate with each other depends on their distance apart and their individual strength. More precisely, each transceiver is assigned a random value (the communication range) independently from a given distribution, and two transceivers are assumed to be able to communicate when their distance apart is at most the sum of their communication ranges. Of central interests are the geometric properties of the random subset of the plane consisting of all points within the communication range of some transceiver. Under the name of Gilbert's disc model or Poisson Boolean percolation, this model has been widely studied from the perspectives of stochastic geometry [6, 17] and percolation theory [1, 4, 13] .
In this paper we study the following natural modification of this model. It is conceivable that the variation in communication range between different transceivers in many * The authors thank IMPA in Rio de Janeiro and the Department of Mathematics at Chalmers University of Technology and the University of Gothenburg for their hospitality during visits related to this work. situations is better explained by external factors rather than on individual variation. As an example, the communication range could reflect the topography of the landscape where the transceiver is positioned. A way to incorporate this feature in the above model is to let the communication range of the transceivers be given by an underlying non-negative, stationary and ergodic random field. The random field imposes a dependence structure among the range of distinct Poisson points, which may alter the characteristics of the set of points in the plane within the range of communication of some transceiver. When the field and the Poisson point process are independent, which will be the case in this paper, then this construction is known as geostatistical marking, see e.g. [11, 16] . To the best of our knowledge, percolation-theoretical questions in geostatistical marking model have not been studied before.
We illustrate geostatistical marking with a couple of examples. The first exhibits slowly decaying spatial correlations, while the second exhibits much faster decay of correlations. Example 1. Given a configuration of Poisson cylinders in the plane with unit radii, a stationary and ergodic random field is obtained by assigning non-negative i.i.d. random variables to the cylinders, and assigning to each point in the plane the largest value among the cylinders it is contained in and 1 if not contained in a cylinder. Example 2. Given a Poisson point process in the plane, form its Voronoi tessellation and assign non-negative i.i.d. random variables to the Voronoi cells. The field whose value at each point is given by the value of the Voronoi cell in which the point is contained is a stationary and ergodic random field.
We shall in this work mainly examine the effect of spatial dependence in random field on coverage and percolation properties in Gilbert's disc model with geostatistical marking, as compared to Gilbert's model with radii sampled independently from the same marginal distribution as the random field. The two Examples 1 and 2 exhibit interesting distinctions in these regards, and will be studied in some detail in Sections 3 and 5, respectively. The density of discs with radii in a given interval in Gilbert's model does only depend on the marginal distribution of the radii distribution, as a consequence of the ergodic theorem. Nevertheless, we obtain in Example 1 a model where Gilbert's model with geostatistical marking does not cover the whole plane, whereas Gilbert's model with i.i.d. radii with the same marginal distribution is completely covered, almost surely. Moreover, Example 2 illustrates the fact that Gilbert's model with geostatistical marking may be both more and less likely, depending on some parameter, to exhibit long-range connections as compared to its i.i.d. counterpart.
Description of the model
We will throughout this paper let ϕ : R 2 → [0, ∞) denote a stationary and ergodic random field defined on some probability space (Ω, F , P). Here, stationary means that the law of ϕ is invariant with respect to translations by a vector x ∈ R 2 and to rotations by rightangles. In addition, the field is said to be ergodic if every event that is invariant with respect to translations occur with probability either zero or one. Many of our results will in fact require that the field satisfies a stronger mixing condition.
We will with (Ω, F, P λ ) denote the probability space for a homogeneous Poisson point process η on R 2 × [0, 1] of intensity λ dx dz. We denote the product measure on Ω × Ω, equipped with the product topology, by P λ . By considering a Poisson point process on R 2 × [0, 1], we will be able to construct Gilbert's disc model with radii determined by a random field and independently assigned on the same probability space. More precisely, for a random field ϕ : R 2 → [0, ∞) we will let Φ denote its marginal distribution
Then, given (η, ϕ) ∈ Ω × Ω we define two random partitions (O, R 2 \ O) and (O Φ , R 2 \ O Φ ) of the plane into an occupied and vacant set as follows:
where B(x, r) denotes the closed Euclidean ball with radius r centered at x and Φ −1 denotes the generalized inverse Φ −1 (z) := inf{x ∈ R : Φ(x) ≥ z}. 1 We have in (O, R 2 \ O) a realization of Gilbert's disc model with radii obtained from a stationary and ergodic random field with marginal distribution Φ, and in (O Φ , R 2 \ O Φ ) a realization of Gilbert's disc model with independent radii sampled from the same distribution Φ. When working with geostatistical marking we shall often identify η and its projection onto R 2 .
In stochastic geometry one is typically interested in covering probabilities of compact sets and complete coverage of the whole plane. From a percolation perspective we have above all an interest in long-range connections and the existence of unbounded connected components, in which case we say that the model percolates. Due to the ergodic nature of the random field, both the events of complete coverage and percolation are 0-1 events (see Proposition 4) . Complete coverage is characterized by the marginal coverage probability, while the event of percolation is characterized by a positive probability of the origin pertaining to an unbounded component. That is, regarding coverage,
while for the existence of an unbounded occupied component we have
Moreover, complete coverage is a property of the underlying random field and irrelevant of the density λ > 0 of the overlying Poisson process (see Proposition 5) . The question of percolation will, on the other hand, strongly depend on the value of λ. That the percolation probability is monotone in λ follows from a standard coupling argument, and it is therefore customary to identify the critical value at which the transition from non-percolation to percolation occurs as λ c := inf λ ≥ 0 :
For Gilbert's disc model with i.i.d. radii complete coverage and percolation are characterized analogously, and the circumstances for complete coverage and the existence of a non-trivial phase transition are well understood. Indeed, complete coverage of R 2 occurs if 1 Recall that if F −1 is the generalized inverse of some cumulative distribution function F and U is uniformly distributed on the interval [0, 1], then F −1 (U ) is distributed as F .
and only if the radii distribution Φ has infinite second moment, see [9] , and when Φ has finite second moment the model exhibits a phase transition at some parameter λ Φ ∈ (0, ∞), see [7] . A precise description of the phase transition of Gilbert's disc model with i.i.d. radii has recently been derived in [1] .
Description of the results
Complete coverage in Gilbert's model with geostatistical marking implies complete coverage in the model with i.i.d. radii for the same marginal distribution. In fact, a straightforward calculation shows that
for every stationary and ergodic random field ϕ : R 2 → [0, ∞) (see Proposition 6). However, for other compact sets, such as line segments, the inequality between the coverage probabilities may be reversed (see Proposition 8) . Moreover, while (1) implies that the so-called 'covered volume fraction' is always largest in the i.i.d. setting, one should not be fooled to believe that long-range connections are always less likely in the setting of geostatistical markings than with independently assigned radii. Indeed, the inequality may here go both ways (see Proposition 12) , and while λ Φ < ∞ for every non-degenerate radii distribution, it may happen that λ c = ∞. This is the case for the field in which each point takes the value given by half the distance to the closest neighbouring cell in an underlying Poisson Voronoi tessellation. The above illustrates the more intrinsic role played by the spatial dependence induced by the geostatistical marking, which we highlight below in a theorem. This theorem summarizes Propositions 7, 8 and 12 , and is the result of a more detailed study of the random fields described in Examples 1 and 2, which will be conducted in Sections 3 and 5. Theorem 1. There exist stationary and ergodic fields with the following properties: a) For every α > 0 there exists a stationary and ergodic field whose marginal distribution has infinite moment of order 1 + α whereas P λ (0 ∈ O) < 1 for all λ > 0.
b) There is a stationary and ergodic field such that the probability of coverage of a line segment of length n is strictly larger than in the i.i.d. setting, for all large n.
c) There exists a one parameter family of stationary and ergodic random fields which for different values of the parameter yield either of the following two cases:
We recall that for Gilbert's model with i.i.d. radii the dichotomy between complete coverage and the existence of a non-trivial phase transition is explained by a finite second moment of the radii distribution. Finite second moment of the radii distribution is in the i.i.d. setting equivalent to decay of spatial correlations. The above theorem shows that moment conditions are no longer good indicators for the existence of a non-trivial phase transition for Gilbert's model with geostatistical marking. We shall instead provide a criterion in terms of estimates on spatial correlations. We define two such measures, the first of which measures the contribution from the random field.
Let B ∞ (x, r) denote the ℓ ∞ -ball centred at x with radius r. 2 Fix ε 0 ∈ (0, 1/5] and let π(n) := sup
where the supremum is taken over all functions
The condition π(n) → 0 as n → ∞ implies that the field is mixing, and is hence a stronger condition than mere ergodicity. Some of our arguments will require this stronger condition.
For any compact set
In order to guarantee that λ c > 0 we require only a minimal assumption on both of the above measures of correlations. To deduce that λ c < ∞ we require no condition on π λ (n) as we may always truncate the field from above.
Theorem 2. We consider the lower and upper bounds separately: a) If, for some λ > 0, π λ (n) and π(n) tend to zero as n tends to infinity, then λ c > 0.
crosses a 3n × n-rectangle horizontally with probability → 1 as n → ∞, then λ c < ∞.
The conditions in part b) of the above theorem are certainly not sharp, and improving upon this condition we consider to be an interesting open problem.
We have no intention in providing a complete description of Gilbert's disc model with geostatistical marking in this study. Instead we have aimed to describe how some of its features may differ from what is observed in the i.i.d. setting. Our results take a mere first step towards a more general understanding of the model, which we hope will be better understood in future work. We work with elementary techniques that require only minimal assumptions on the random field. For instance we do not even require positive association of the random field, something we believe will be a necessary assumption in order to obtain a more precise understanding of the model. A detailed description of Gilbert's model with i.i.d. radii has recently been obtained by the first author with Tassion and Teixeira [1] . Their work certainly hints at what to expect also for geostatistical marking. However, the spatial dependence in the random field would in some instances pose a greater challenge that one would need to overcome.
Preliminaries
We will in this section go through some preliminary observations that will be important for the remainder of the paper. We aim to work under minimal assumptions on the random field used for the geostatistical marking. For instance, although the specific examples we consider typically are positively correlated, for none of the arguments or techniques we use will this be a requirement. We remark, however, that most natural notions of positive association in the random field implies positive association of the resulting measure P λ . For instance, one such natural notion is to call a random field ϕ :
Measures on spatial correlations
We introduced in the introduction two measures on spatial correlations, one measuring the spatial correlation in the random field and another which takes into account the correlations induced by large values of the field. This distinction is often useful, but we shall here briefly discuss an alternative notion of correlations that combines the two into one. This notion may be more natural in other instances.
The measure P λ induces a measure on subsets of R 2 , and the associated measurable space (Ω,F ), via the canonical projections Y x = 1 {x∈O} , for x ∈ R 2 . We define an associated measure on spatial correlations as follows: Fix ε 0 ∈ (0, 1/5] as above. For every n ≥ 1, let ρ λ (n) := sup
. This measure on correlations relates to the other two in the following sense.
Proof. Fix n ≥ 1, and let
and similarly
) are conditionally independent given ϕ, so that 
Summing up the error estimates, via the triangle inequality, leaves us with ρ λ (n) = sup
as required.
Zero-one law
As mentioned in the introduction, we are mainly interested in events such as complete coverage and existence of an unbounded occupied component. Events which are measurable with respect to a Poisson process and invariant under translations are well-known to occur with probability 0 or 1, see e.g. [13, Proposition 2.8]. We shall see that also in our setting, in which the radii are determined by an additional source of randomness coming from the geostatistical marking, invariant events are 0-1 events.
Let T (R 2 ) be the group of translations on R 2 . As is well-known, ergodicity of the random field has the following equivalent characterization: For all bounded measurable functions g 1 , g 2 : Ω → R we have
where σ x denotes the shift along the vector x ∈ R 2 . We say that an event
Proof. The proof is similar to the proof of Lemma 2.6 in [8] . Given x ∈ R 2 and n ≥ 1 let F x,n denote the sigma algebra generated by the restriction of η and ϕ to B ∞ (x, n). Set
Then, by Levy's 0-1 law, we have
Since A is invariant under diagonal action of T (R 2 ), the laws of (I 0,n , 1 A ) and (I x,n , 1 A ) are the same. Consequently, uniformly in x ∈ R 2 , we have
For x outside of B ∞ (0, 2n), we get for any i, j ∈ {0, 1} that
Since P is assumed to be ergodic, it follows from (2) that the limit (for fixed n)
On the other hand, due to (4), we have for each δ > 0 and all large n that
That is, sending n to infinity and δ to zero leaves us with
and hence that P λ (A) ∈ {0, 1}, as required.
As a consequence of Proposition 4 events like {O = R 2 } and existence of an unbounded component are {0, 1}-events, given that π(n) → 0 as n → ∞. We remark that this condition cannot in general be relaxed, as for the field ϕ ≡ 0 or ϕ ≡ 1, depending on the outcome of a coin flip, the existence of an unbounded occupied component is not a {0, 1}-event.
Complete coverage
The following gives a condition for complete coverage based on the coverage probability of the origin. The argument requires only invariance with respect to translations and rotations by right-angles of the underlying field.
Proposition 5. The following statements are equivalent: a) P λ (0 ∈ O) = 1 for some λ > 0.
Proof. We shall prove that a) implies b) implies c). Assume hence that P λ (0 ∈ O) = 1 for some λ > 0. Using the fact that the union of two Poisson processes is a Poisson process and Jensen's inequality, we obtain that
A standard coupling argument shows that the probability P λ (0 ∈ O) is monotone in λ. Hence, if P λ (0 ∈ O) > 0 for some λ > 0, then it will be for arbitrarily large values of λ too. So we must have P λ (0 ∈ O) = 1 for all λ > 0. Now assume that P λ (0 ∈ O) = 1 for all λ > 0. Then, for any compact set K ⊆ R 2 ,
The first of the two probabilities can be made arbitrarily small by decreasing λ. Due to monotonicity in λ we find that P λ 0 ∈ O(η ∩ K c , ϕ) ≥ 1 − ε for every ε > 0. That is, P λ 0 ∈ O(η ∩ K c , ϕ) = 1 for every compact set K. This shows that the origin is covered by arbitrarily large discs, and hence infinitely many, almost surely. By symmetry, infinitely many such discs will have to lie within each of the eight regions divided by the coordinate axes together with the diagonal axes, almost surely. It is easy to verify that this can only happen if the unit square around the origin is covered almost surely. The conclusion now follows by tiling the plane by unit squares.
Intersection probabilities
We will next look closer at the probability of a convex set K is intersected by the disc of a Poisson point from far away. The motivation for this comes from the simple observation that the event {O ∩ K = O K ′ ∩ K} can only occur if for some x ∈ η \ K ′ we have B(x, ϕ(x)) ∩ K = ∅. In particular, for K = B ∞ (0, n) and K ′ = B ∞ (0, (1 + ε/4)n) we have
Probabilities of this kind are typically easy to bound in the i.i.d. setting, and the observation made here is that the i.i.d. setting dominates that of a stationary ergodic field in the following sense.
Proposition 6. Let K and K ′ be compact subsets of R 2 . Then,
The projection ofη Φ onto R 2 is a thinned Poisson point process with density function
Poisson distributed with parameter (given that it is finite)
Conditioned on ϕ alsoη is a thinned Poisson point process, this time with density
Hence, the conditional law of |η|, given the field ϕ, is Poisson distributed with parameter λ R 2 \K ′ 1 {B(x,ϕ(x))∩K =∅} dx, and hence
Using Jensen's inequality and Fubini's theorem we may thus deduce that
However, the right-hand side coincides with P λ (η Φ = ∅), as required.
Proposition 6 has several interesting consequences:
(i) Let K = {0} and K ′ = ∅. Then the statement of the propositions is reduced to
, which is the statement of (1).
(ii) The expected Lebesgue measure of points in a unit square covered at intensity λ is given by P λ (0 ∈ O) as a consequence of Fubini's theorem. The covered volume fraction, defined as the almost sure limit
is by the ergodic theorem equal to P λ (0 ∈ O), is thus maximized for i.i.d. radii.
(iii) Let K = B ∞ (0, n) and K ′ = B ∞ (0, (1 + ε/4)n). When Φ has finite second moment it is in the i.i.d. setting straightforward to check that
Consequently, finite second moment of the marginal distribution of ϕ is sufficient for the decay of the spatial correlations measured by π λ (n). That is, for any λ > 0,
In the next section we shall see that the converse is not true.
Coverage probabilities
From Proposition 6 we learn that i.i.d. assignment of radii maximize intersection probabilities. When it comes to coverage probabilities the situation is different. We shall in this section study a random field constructed from a Poisson cylinder process in the plane, and see that coverage probabilities may for this field both exceed and be inferior to the i.i.d. setting with the same marginal distribution. A Poisson line process Y of intensity u in R 2 may be constructed in the following standard fashion: Let ℓ θ be the half-line emanating from the origin at angle θ with the first coordinate axis. For (θ, x) ∈ [0, 2π) × [0, ∞) let ℓ(θ, x) be the line perpendicular to ℓ θ that intersects the first coordinate axis at distance x from the origin. Next, consider a Poisson point process X on [0, 2π) × [0, ∞) with intensity measure u dθ dx. Then we take Y to be the random collection of lines {ℓ(θ, x) : (θ, x) ∈ X}. Similarly we obtain a marked Poisson line process Y = {(ℓ(θ, x), z) : (θ, x, z) ∈ X} when X is a Poisson point process on [0, 2π) × [0, ∞) × [0, 1] with intensity u dθ dx dz.
Let C(ℓ) denote the bi-infinite solid closed cylinder with base-radius r > 0 centered around the infinite line ℓ. Set L := (ℓ,z)∈Y
C(ℓ).
Let F be the distribution function of some probability measure on [0, ∞). We define a random field ϕ : R 2 → [0, ∞) by letting ϕ(x) = 0 if x ∈ L, and ϕ(x) = inf{F −1 (z) :
For each F we obtain a a family of random fields with two parameters u and r. Geometric and percolative properties of the random set L and its complement have been studied in dimensions three and higher in [18] , [10] and [5] . There, the process is referred to as the Poisson cylinder model. A characteristic feature of this model is that it exhibits long-range dependence, see [18, Lemma 3.1] for details.
It is easy to see for every u > 0 and r > 0 that Φ has finite moment of a given order if and only if F does. More precisely, if U is uniform on [0, 1] and α > 0, then
assuming the moments exist. The following proposition shows that for every α > 0 there exists a random field with E[ϕ(0) 1+α ] = ∞, but for which P λ (O = R 2 ) = 0 for all λ > 0.
Proposition 7.
Assume that F has finite mean. Then, for any u > 0 and r > 0 we have
Proof. We make the initial observation that
We also observe that the number of lines (ℓ, z) ∈ Y such that 0 ∈ C(ℓ, F −1 (z) + r) is a Poisson random variable with mean
where U is again uniform on [0, 1]. Hence,
whenever F has finite mean. Note that this bound does not depend on λ.
When F has infinite mean, then the origin is covered with probability one in the above model. It seems plausible that this is a consequence of a more general fact.
Next, we obtain an example of a field for which the probability of containing a line segment is larger with geostatistical marking than for i.i.d. assignment of radii with the same marginal distribution. Let L s be the line segment between (0, 0) and (s, 0). Proposition 8. Let r = 2 and let F correspond to a point mass at 1. Then there exists u 0 > 0 such that for every u ∈ (0, u 0 ) there is s 0 = s 0 (u) > 0 such that
Proof. Let A s be the event that there is a line in Y intersecting B(0, 1) and B((0, s), 1) . A straightforward calculation, see [18, Lemma 3.1] , shows that for some c > 0 we have
uniformly in u. Observe that on A s , the 1-neighborhood of L s is contained in L. Hence, conditioned on A s , the probability that L s is contained in O(η, ϕ) equals the probability that L s is contained in the occupied set in Gilbert's model with unit radii. That is,
Another calculation, see [3, Lemma 3.4] , shows that there is a continuous function α : (0, ∞) → (0, ∞) with the properties that α(λ) → 0 as λ → ∞, α(λ) → ∞ as λ → 0, and such that c
for some c ′ > 0. Combining (5), (6) and (7) we obtain that
We now observe that the law of O Φ (η) equals that of Gilbert's model with unit radii at density λ ′ (u) := λP u (0 ∈ L). That is,
where the upper bound again is due to (7) . Since λ ′ (u) → 0 as u → 0, we can choose u 0 small so that α(λ ′ (u)) > α(λ) for all u ≤ u 0 . Combining (8) and (9), we see that for some
for all s ≥ s 0 , as required.
Non-triviality of the critical threshold
The aim of this section is to prove Theorem 2. The first step will be to derive a so-called 'finite-size' criterion, which is a technique developed in the early 1980s, see [15, 12, 2] . This result is similar to the one derived in [1] Clearly, the law of Cross(s, t) is invariant with respect to translations and rotations by right-angles. This will be used repeatedly below.
Proposition 9. Let I ⊆ [0, ∞) be some interval and assume that ρ λ (n) → 0 as n → ∞ uniformly over λ ∈ I. Then, there exists N = N (I) such that for every λ ∈ I the following are true:
Proof. Let I be given and set N = min{n ≥ 1 : ρ λ (m) ≤ 1/400 for all m ≥ 9n and λ ∈ I}. Note that we may obtain a horizontal crossing on an 9n × n-rectangle from horizontal crossings of 4 overlapping 3n × n-rectangles and 3 vertical crossings of n × n-rectangles. Consequently, using the union bound, we obtain that 3n, n) ).
In addition, if the event Cross(9n, 3n) fails, then both A 1 = Cross(9n, n) and the translate A 2 of A 1 along the vector (0, 2n) has to fail too. Hence,
Now, if for some λ ∈ I and n ≥ N we have q λ (n) < 1/200, then iterated use of (10) gives that q λ (3 k n) < 1/200 for all k ≥ 1. Moreover, for ℓ = 1, 2, . . . , k we find that
Part a) now follows by taking limits, first sending k and then ℓ to infinity. Part b) is proved analogously, by replacing Cross(n, 3n) with the dual event that there is a vacant vertical crossing of
Under a slightly stronger assumption the conclusion of Proposition 9 can be strengthened to existence of an unbounded occupied component.
Proposition 10.
Assume that π λ (n) → 0 and π(n) ≤ (α log n) −(1+α) for some α > 0. Then, lim n→∞ P λ (Cross(3n, n)) = 1 implies that
Proof. Let q λ (n) be defined as in the proof of Proposition 9. Let K = [−n/4, 13n/4] × [−n/4, 5n/4], and denote by q λ (n) the P λ -probability that O K does not contain a horizontal crossing of [0, 3n] × [0, n]. By assumption we have q λ (n) → 0 as n → ∞, so since also π λ (n) → 0 as n → ∞ we conclude that We note that the two events A 1 and A 2 are conditionally independent given ϕ. Hence, by repeating the steps of the proof of Proposition 9 we obtain the following analogue of (10)
Let k 0 be such that q λ (3 k ) < 1/200 for all k ≥ k 0 . By iterated use of (11) we obtain
Now we tile the first quadrant by rectangles of dimensions 3 k+1 × 3 k , alternating between horizontally and vertically, each with its lower left corner at the origin. By (12) and Borel-Cantelli, all but finitely many of these rectangles will be crossed in the hard directions almost surely. Since the crossings of two rectangles at consecutive scales have to intersect, the crossings together form an unbounded occupied component.
Proof of Theorem 2. We first prove part a). Since π λ (n) is increasing in λ it follows from Proposition 3 that ρ λ (n) → 0 as n → ∞ uniformly on compact sets. Let I = [0, 1] and let N = N (I) be as in Proposition 9. For any n ≥ N we have P 0 (Cross(n, 3n)) = 0. However, for m ≥ 3n large, so that π 1 (m) < 1/400, and δ > 0 small, so that the P δ -probability of finding a point within an m × m-box is at most 1/400, we can assure that P δ (Cross(n, 3n)) < 1/200. Via Proposition 9, we conclude that P δ (Cross(n, 3n)) → 0 as n → ∞. We then note that on the event that the origin is contained in an unbounded component, for each n ≥ 1 there exists an occupied crossing connecting the boundary of B ∞ (0, n/2) with the boundary of B ∞ (0, 3n/2). However, this may only happen if at least one out of four copies of an n × 3n-rectangle is crossed the easy way. That is, using the union bound,
as n → ∞. This ends the proof of part a).
We now turn to part b). Let ε > 0 be as in the statement and let ϕ ε := ε 1 {ϕ(x)≥ε} . Notice that O(ϕ ε ) ⊆ O(ϕ), so we may for the rest of the proof work with ϕ ε . Let G 1 denote the event that there is a path γ ⊆ int{x ∈ R 2 : ϕ ε (x) = ε} connecting the left and right sides of [0, 3n] × [0, n]. If γ is such a path, then for each x ∈ γ there is an r ∈ (0, ε/2) such that the open disc centred at x with radius r is contained in int{x ∈ R 2 : ϕ ε (x) = ε}. The union of all such discs gives an open cover for γ. Since γ is compact there is a finite subcover of open discs with strictly positive radii. Thus, on the event G 1 there is a finite family of open discs whose union Γ contains γ and satisfies ϕ(x) ≥ ε for all x ∈ Γ. Given δ > 0, let G 2 denote the event that for some k ≤ 1/δ there exist x 1 , x 2 , . . . , x k in [0, 3n] × [0, n] and r 1 , r 2 , . . . , r k in (δ, ε/2) such that the union
2 ) arbitrarily small by decreasing δ > 0. Finally, let G 3 denote the event that each disc B(x i , r i ) contains a point of η. For every n ≥ 1 we note that G 2 ∩ G 3 ⊆ Cross(3n, n) .
For the field ϕ ε we have π λ (n) = 0 for all large n, and hence that ρ λ (n) → 0 uniformly in λ ∈ (0, ∞). Let N ≥ 1 be as in Proposition 9. Now, choose n ≥ N so that P(G 1 ) > 1 − 1/600. Next, choose δ > 0 so that P(G 1 ∩ G c 2 ) < 1/600, and finally λ > 0 large for
3 ) < 1/600. For this choice of parameters
and hence P λ (Cross(3n, n)) > 1 − 1/200. By Proposition 9 we have P λ (Cross(3n, n)) → 1 as n → ∞, and by Proposition 10 that
We end this section asking when a sharp threshold occurs. In the i.i.d. setting the following question was settled in [1] .
Question 2.
Under what conditions does there exist λ 0 ∈ (0, ∞) so that for all κ ∈ (0, ∞)
and such that P λ 0 (Cross(κn, n)) ∈ (c, 1 − c) for all n ≥ 1 and some c = c(κ) > 0?
Techniques developed in [1] may be used to, under a large class of models, obtain the existence of λ 0 ≤ λ 1 such that P λ (Cross(κn, n)) ∈ (c, 1 − c) for λ ∈ [λ 0 , λ 1 ], whereas P λ (Cross(κn, n)) tends to either 0 or 1 outside the critical interval [λ 0 , λ 1 ]. To show that λ 0 = λ 1 seems in general to be harder.
Comparison between the critical parameters
We will in this section provide an example of a one-parameter family of random fields for which, depending on the value of the parameter, the critical value λ c is either strictly less than, equal to or strictly greater than the corresponding threshold λ Φ . The fields we consider will be constructed from a partitioning of the plane into bounded cells, on each of which the field will be given value a or b, according to independent coin flips. The bias of the coin will provide a parameter for the model. Given a, b ∈ (0, ∞) where a < b, let λ a and λ b denote the critical parameters corresponding to the constant fields ϕ ≡ a and ϕ ≡ b, respectively. It is well known that both λ a and λ b are nondegenerate, and the strict inequality λ a > λ b follows from a simple scaling argument. It is further known (see [14, Theorem 5.1] ) that for every p ∈ (0, 1) the critical parameter for the i.i.d. model associated with Φ = pδ b + (1 − p)δ a satisfies
We define a (family of) fields ϕ : R 2 → {a, b} as follows. Given µ ∈ (0, ∞) and p ∈ [0, 1], let ξ ⊂ R 2 × [0, 1] be a Poisson point process of intensity µ dy dz. Let {C(y) : (y, z) ∈ ξ} denote the Voronoi tessellation of R 2 based on ξ, i.e., where
Finally, for x ∈ Z 2 we set ϕ(x) = b if x ∈ C(y) for some (y, z) ∈ ξ with z ≤ p, and ϕ(x) = a otherwise. Let λ c (µ, p) denote the corresponding critical parameter. Clearly
Moreover, since ϕ is bounded we have π λ (n) = 0 for all λ and large n. On the other hand, as the expected area of the Voronoi cells are inverse proportional to µ we find that
for p fixed. That π(1, n) decays super-exponentially fast in n, uniformly in p, is a consequence of well-known properties of Voronoi tilings, see [4, Lemma 8.18] . We shall examine the behaviour of the model both for µ small and large. We first consider the case when µ is large.
Proof. Since π λ (n) = 0 for large n and π(µ, n) = π(1, √ µn), we obtain constants γ > 0 and N ≥ 1 as in Proposition 9, uniformly in λ, p and µ ≥ 1. The first step will be to show that for every λ * > 0 and n ≥ 1 we have for sufficiently large µ that
The same conclusion will hold for Cross(3n, n) exchanged for Cross(n, 3n). In order to establish (14) we will construct the two processes on the same probability space. Let η ⊆ R 2 × R + × [0, 1] and ξ ⊆ R 2 × R + be unit intensity Poisson point processes. A realization of the occupied region for the i.i.d. process at intensity λ is obtained as
Consider the Voronoi tiling based on {u : (u, v) ∈ ξ, v ≤ µ} and let z 0 (u) denote the value of the z-coordinate of the point (x, y, z) ∈ η ∩ C(u) with least y-coordinate. We construct the field ϕ : R 2 → {a, b} where ϕ(w) = b if w ∈ C(u) for some (u, v) ∈ ξ with v ≤ µ and z 0 (u) ≤ p. Now, set O 2 := (x,y,z)∈η: y≤λ B(x, ϕ(x)).
Since the projections of η on each of its coordinates are independent it is easy to see that O 1 and O 2 have the correct marginal distributions. It is also clear from the construction that O 1 and O 2 will coincide on a compact set K if each point of η with x-coordinate within distance b from K are contained in disjoint Voronoi cells. Given λ * > 0 and n ≥ 1 the probability for this to fail is uniformly small in λ ∈ [0, λ * ] and p ∈ [0, 1] for large enough µ, which proves (14) . Pick ε > 0. For each p ∈ [0, 1] take n ≥ N so that P λ Φ (p)+ε (Cross(3n, n)) > 1 − γ/3, which by (14) implies that P λ Φ (p)+ε (Cross(3n, n)) > 1 − 2γ/3 for large µ. On the other hand we find for each p ∈ [0, 1] an n ≥ N so that P λ Φ (p)−ε (Cross(n, 3n)) < γ/3, and hence that P λ Φ (p)−ε (Cross(n, 3n)) < 2γ/3 for large enough µ. By Proposition 9 we conclude that as
point-wise. In order to obtain uniform convergence we first recall (see [13, Theorem 3.7] or [1, Theorem 6.1]) that λ Φ (p) is continuous as a function of p, and therefore that also P λ Φ (p)±ε (Cross(3n, n)) is continuous in p, as a slight shift in λ is unlikely to (i ) add or remove any point; and (ii ) change the value to either point already present. In particular, for each p ∈ [0, 1] we may obtain an n ≥ N such that P λ Φ (p)+ε (Cross(3n, n)) > 1 − 2γ/3 in a neighbourhood of p. Due to compactness of the interval [0, 1], taking a finite subcover, we may find a single n ≥ N for which P λ Φ (p)+ε (Cross(3n, n)) > 1 − 2γ/3 holds uniformly in p ∈ [0, 1]. Consequently, by (14) , for this n we have In particular, for each sufficiently small µ > 0 we have λ c (µ, β/2) > λ Φ (β/2) and λ c (µ, 1 − β/2) < λ Φ (1 − β/2).
Proof. Since b > a, the critical density λ c (µ, p) is non-increasing in p. It will suffice to show that for some p < 1 and every λ > λ b there exists n ≥ N such that for sufficiently small µ P λ Cross(3n/ √ µ, n/ √ µ) > 1 − γ.
In this case Proposition 9 implies that λ c (µ, p) ≤ λ. Similarly, if for some p > 0 and every λ < λ a there exists n ≥ N such that for all small µ we have P λ Cross(n/ √ µ, 3n/ √ µ) < γ, then λ c (µ, p) ≥ λ. Since the two cases are similar we only prove the former. To this end we introduce an auxiliary parameter m ≥ 1, and fix µ = 1/m 2 . Tile the plane with m × m-boxes centred at the points of (mZ) 2 , and notice that as m varies the Voronoi tiling scales accordingly. Let ω ∈ {0, 1} Z 2 be defined by Consider a rectangle made up of 3n × n boxes of dimension m × m. Let E n denote the event that there is a horizontal crossing of this rectangle of boxes for which ω takes the value 1. Note how the probability of E n is independent of m. Fix λ > λ b and n ≥ N . For all large m we will have for i = 1, 2 that
As there are no more than 6n 2 neighbouring pairs of m × m-squares in an 3nm × nmrectangle, equation (15) implies that for all large m P λ Cross(3nm, nm) E n > 1 − γ/2.
As P(E n ) > 1 − γ/2 for p close enough to 1, we have P λ Cross(3nm, nm) ≥ P λ Cross(3nm, nm) E n P(E n ) > (1 − γ/2) 2 > 1 − γ.
So, for the chosen λ > λ b and p < 1 we have, via Proposition 9, that λ c (1/m 2 , p) ≤ λ for all large m, as required.
It seems reasonable to believe that Proposition 12 should hold with β = 1/2, and that λ c (µ, p) exhibits a threshold behaviour around p = 1/2. More interesting, perhaps, is to understand how λ c (µ, p) behaves at p = 1/2. Question 3. Does λ c (µ, 1/2) converge as µ → 0, and to which value?
