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Abstract
This paper develops a method to e ciently estimate hidden Markov models with con-
tinuous latent variables using maximum likelihood estimation. To evaluate the (marginal)
likelihood function, I decompose the integral over the unobserved state variables into a series
of lower dimensional integrals, and recursively approximate them using numerical quadra-
ture and interpolation. I show that this procedure has very favorable numerical properties:
First, the computational complexity grows linearly in time, which makes the integration over
hundreds and thousands of periods well feasible. Second, I prove that the numerical error is
accumulated sub-linearly over time; consequently, using highly e cient and fast converging
numerical quadrature and interpolation methods for low and medium dimensions, such as
Gaussian quadrature and Chebyshev polynomials, the numerical error can be well controlled
even for very large numbers of periods. Lastly, I show that the numerical convergence rates
of the quadrature and interpolation methods are preserved up to a factor of at least 0.5
under appropriate assumptions. I apply this method to the bus engine replacement model of
Rust [Econometrica, 55 (5): 999–1033, (1987)]: first, I estimate the model using the original
dataset; second, I verify the algorithm’s ability to recover the parameters in an extensive
Monte Carlo study with simulated datasets.
Subject classifications : Economics: Econometrics; Statistics: Estimation; Dynamic
Programming: Applications.
Area of review : Computational Economics.
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1 Introduction
This paper develops a method to e ciently estimate hidden Markov models with continuous
latent variables using maximum likelihood estimation. To evaluate the (marginal) likelihood
function, I decompose the integral over the unobserved state variables into a series of lower
dimensional integrals, and recursively approximate them using numerical quadrature and in-
terpolation. I show that this procedure has very favorable numerical properties: First, the
computational complexity grows linearly in time, which makes the integration over hundreds
and thousands of periods well feasible. Second, I prove that the numerical error is accumulated
sub-linearly over time; consequently, using highly e cient and fast converging numerical quadra-
ture and interpolation methods for low and medium dimensions, such as Gaussian quadrature
and Chebyshev polynomials, the numerical error can be well controlled even for very large num-
bers of periods. Lastly, I show that the numerical convergence rates of the quadrature and
interpolation methods are preserved up to a factor of at least 0.5 under appropriate assump-
tions. I apply this method to the bus engine replacement model of Rust [Econometrica, 55 (5):
999–1033, (1987)]: first, I estimate the model using the original dataset; second, I verify the
algorithm’s ability to recover the parameters in an extensive Monte Carlo study with simulated
datasets.
An important application of hidden Markov models within economics are the dynamic dis-
crete choice models (DDCMs). While plenty of other uses exist—inside and outside of economics
(see, for example the classic textbook of Elliott et al., 2008)—this paper’s focus is on DDC mod-
eling of economic decision making, which has become a very popular tool in the last three
decades: First, many (individual) economic decisions we actually can observe are in fact dis-
crete in nature, for example the choice of a brand or medical treatment. Second, the underlying
utility maximization problem of the agents is often dynamic in nature: decisions made today
not only influence today’s payo↵s, rather they also influence future decisions and payo↵s. By
capturing these key facts, DDCMs have a wide range of uses; for the pioneering papers see,
for example, Miller (1984); Pakes (1986); Rust (1987); Wolpin (1984). For recent surveys see
Aguirregabiria and Mira (2010); Keane et al. (2011).
The majority of contributions to the literature on the estimation of DDCMs make strong
distributional assumptions about the errors and other unobserved state variables. Probably
the most prominent example is extreme value type I EV 1 iid distributed errors; obviously im-
plied by the EV 1 iid assumption, but usually stated explicitly by a conditional independence
assumption (CI), the errors are assumed to be serially uncorrelated. However, there exists a
wide consensus that these assumptions are not made based on the existence of much empirical
evidence, but rather for numerical tractability: serial independence—alongside with other dis-
tributional assumptions—induce closed form solutions to potentially high dimensional integrals
that arise in the solution to the dynamic optimization problem and in the choice probabilities
in the likelihood function. These closed form solutions go back to the work of McFadden (1974,
1981) and Rust (1987). If, however, no closed form solutions exist, it is common understanding
that the likelihood function is hard to compute:
“the likelihood function for a DDCM can be thought of as an integral over latent vari-
ables (the unobserved state variables). If the unobservables are serially correlated,
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computing this integral is very hard.” (Norets, 2009)
This conclusion follows from the fact that the integral over serially correlated errors really has
dimensionality proportional to the time horizon of the data, which itself can be arbitrarily large.
While relaxing the EV 1 error assumption has attracted some attention—for example, Larsen
et al. (2012) test the statistical significance of allowing for more general distributions in the Rust
(1987) model—several papers have developed integrated methods to estimate models without
the CI assumption, thus allowing for a general notion of serially correlated unobserved state
variables. Among those are the expectation–maximization algorithm based on conditional choice
probability estimation of Arcidiacono and Miller (2011), the particle filter method of Blevins
(2016), and the Markov chain Monte Carlo approaches of Norets (2009, 2012). Apart from
those, several papers use Monte Carlo (MC) integration to directly approach the integration
over the unobserved state variables; among them are the simulation and interpolation method
of Keane and Wolpin (1994), the Patent model of Pakes (1986) which is considered one of
the pioneering DDC models, and the application of Gaussian quadrature and interpolation as
discussed in Stinebrickner (2000). The application of MC integration is motivated by the fact
that the variance of the MC estimate of the integral does not depend on the dimension of the
integral and thus not on the time horizon of the data.
The approach followed in this paper is quite di↵erent by identifying and exploiting the
structure that is present in the integral over the unobserved state variables in the (marginal)
likelihood function: Given the serial dependence of the unobserved state variables is Markov, the
time structure allows the high dimensional integral over the time horizon to be decomposed and
rewritten as a sequence of low dimensional integrals. Then, I can recursively approximate this
sequence to high accuracy, using highly e cient approximation schemes for low dimensional in-
tegrals, such as Gaussian quadrature, and interpolate this approximation to iterate over the time
dimension.1 While it is straightforward to see that the computational complexity of computing
this integral is linear in the time dimension, one of the main contributions of this paper is the
analysis of the numerical properties of this method, which I call “recursive likelihood function
integration” (RLI): First, the accumulation of the numerical error from repeatedly approximat-
ing integrals and functions by quadrature and interpolation, respectively, is investigated; I find
that while error accumulation is present, it grows only at a sub-linear rate (in the worst case),
which can easily be compensated for. Second, the convergence rate of the method is derived in
terms of the convergence rates of the quadrature and the interpolation methods used; I find that
under some general assumptions, the convergence rates of the employed methods are preserved
at least up to a factor of at least 0.5. Lastly, I formulate generic assumptions on the continuous
state hidden Markov models that make the convergence results of the RLI method applicable.
While the focus of the paper is to approximate the likelihood function of hidden Markov
models, solving the DDC model usually also requires substantial numerical work, unless a two-
step estimator in the sense of Hotz and Miller (1993) is used (also see Arcidiacono and Ellickson,
1Recursive computation of the likelihood function for serially correlated unobserved Markov states is not a
new idea in general. However, to the best of my knowledge, its application has been limited to discrete state
spaces, and therefore with no need for numerical quadrature or function approximation; see, for example, Cosslett
and Lee (1985) for the estimation of models with Markov regime switching. Recently, Connault (2016) applied
this idea to compute the likelihood function of dynamic discrete choice models with discrete unobserved state
variables, as well as discussing identification in such setups, which he refers to as “Hidden Rust Models”.
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2011, for a recent study on two-step estimators), or unless the solution of the model is combined
with its estimation in a Bayesian framework, as done by Imai et al. (2009); Norets (2009).
Several approaches to value function approximation have been proposed (see, for example, Cai
and Judd, 2013; Judd, 1998; Rust, 1996), and to stay flexible and generic I use interpolation over
an adaptively refined grid, as proposed by Gru¨ne and Semmler (2004); for the computation of
the expectation over the value, I use Gaussian quadrature as was first proposed and successfully
implemented in the context of DDCMs with serially correlated unobserved state variables by
Stinebrickner (2000). Finally, I solve the maximum likelihood problem using a nested fixed point
algorithm (NFXP; Rust, 1987), which is interconnected with the grid refinement process of the
expected value function approximation.
As an application, I estimate the bus engine replacement model of Rust (1987) with serially
correlated errors. One motivation for serial correlation in this model is a test for misspecification
from the original paper, which leads to the following conclusion:2
“for groups 1, 2, and 3 and the combined groups 1–4 there is strong evidence that
(CI) does not hold. The reason for rejection in the latter cases may be due to the
presence of ‘fixed-e↵ects’ heterogeneity which induces serial correlation in the error
terms.” (Rust, 1987)
Testing for statistical significance of serially correlated errors I find that in some subsamples of
the original dataset I can reject serially uncorrelated errors. Also, the parameter estimates vary
substantially; their relative sizes however are rather stable.
The remainder of this paper is organized as follows: Section 2 first presents a motivating
example by extending the bus engine replacement model of Rust (1987) to feature serially
correlated errors (Section 2.1). Second, its solution and estimation procedure is discussed, and
a simple version of the recursive likelihood function integration algorithm is derived (Section
2.2). Section 3 first introduces rigorous definitions and assumptions on the integration and
interpolation problems as well as examples of solution methods (Sections 3.1 and 3.2). Second,
the recursive likelihood function integration method is analyzed with respect to accumulation of
numerical error, convergence speed (Section 3.3), and applicability to general continuous state
hidden Markov models (Section 3.4). Section 4 presents the estimation results for the bus engine
replacement model with serially correlated errors using RLI. Section 5 concludes and states the
agenda for future research.
2 A Motivating Example
This section will introduce the topic of estimating dynamic discrete choice models with serially
correlated unobserved state variables by presenting a popular example, extending it to feature
2One can also think of serial correlation as a “generic feature” in this context: In optimal stopping prob-
lems, such as the bus engine replacement model, the replacement decision is expected to happen rarely. If the
explanatory power of the model in terms of observed states is low, the probability of stopping is small for all
possible observed states. Thus, the observed decisions are mostly driven by tail events of the unobserved state
variables. However, this fact contradicts the assumption that decisions are modeled to be dynamic, because in
a model without serial correlation, these events are unforeseeable, single period shocks. With the introduction
of serial correlation, these shocks have persistent e↵ects, which can be anticipated by the agent. For example, a
jump in maintenance costs still comes as a surprise to the agent, but—once incurred—its e↵ect on future periods
can influence decisions to a large extent.
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serially correlated errors, and sketch a method how to finally solve and estimate the model.
While the proposed recursive likelihood function integration method is motivated and outlined
in full detail in this section, its theoretical properties (speed of convergence and error analysis)
as well as its scope of applicability are discussed rigorously in Section 3. (Since the main focus
of this paper is the computation of the likelihood function, I defer parts of the solution details
to the appendix.)
2.1 The Bus Engine Replacement Model
In the bus engine replacement model of Rust (1987), an agent repeatedly makes decisions about
the maintenance of a fleet of buses: Each period, he observes the state of each of the buses,
including mileage, damage, signs of wear, etc. Based on these observations, he decides whether
to do regular maintenance work only, or a general overhaul; the latter is usually referred to as
a replacement of the engine. While the engine replacement causes a fixed cost of RC plus some
random component, the cost of regular maintenance is a function c(·) that is increasing in the
current mileage state, plus some random component.
Formally, the agent faces single period costs (or negative utility) for each individual bus
u✓(i, xt) + "t(i) , u✓(i, xt) =
8<: RC if i = 1 c(xt, ✓1) if i = 0 (1)
where i is the decision variable, with i = 1 indicating engine replacement, and i = 0 regular
maintenance; "t(i) is a random utility component that is observed by the agent for all possible
choices before making the actual decision; xt is the mileage of the individual bus at time t,
which is reset to 0 after an engine replacement. The replacement cost RC, as well as the cost
function parameter ✓1, are both parameters to be estimated. The maintenance cost function
is assumed to be of the form c(xt, ✓1) = 0.001 ✓1 xt. From the econometrician’s point of view,
mileage at the time of decision and the decision itself are observable for each bus and each time
period. The random utility component however is only observable to the agent, but not to the
econometrician; consequently, it is often referred to as the unobserved state variable.
For the agent, the decision problem is how long to run a bus with regular maintenance only,
with increasing costs induced by increasing mileage, and when to replace its engine, thus facing
the one-time replacement cost, but at the same time reducing the maintenance costs in the
future because mileage is reset to 0. Assuming that the agent behaves dynamically optimally,
the Bellman equation defines the value per bus as a function of its mileage state and the random
utility components
V✓(xt, "t) = max
i2{0,1}
{u✓(i, xt) + "t(i) +  E[V✓(xt+1, "t+1)|i, xt, "t; ✓]}. (2)
The conditional expected continuation value in (2) is defined by
E[V✓(xt+1, "t+1)|i, xt, "t; ✓] =
ˆ
V✓(xt+1, "t+1) px"(xt+1, "t+1|i, xt, "t; ✓)d(xt+1, "t+1) (3)
with subscript ✓ denoting the dependence of the value function on the parameter values RC
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and ✓1, and where the integration limits are ignored for better readability. px" is the conditional
joint density function of the state variable process.
The original model makes the following conditional independence (CI) assumption regarding
the joint distribution of the state variables:
px"(xt+1, "t+1|i, xt, "t; ✓) = p˜"|x("t+1|xt+1; ✓)px(xt+1|i, xt; ✓) (4)
Assumption (4) ensures that (i) the mileage state transition is—conditional on the decision i—
independent of the random utility component, and (ii) that the random utility components are
serially uncorrelated. If the CI assumption holds, and if moreover the random utility components
"(i) are distributed extreme value type I (EV 1) iid, the integral in (3) has a closed form solution.
However, in order to allow for serial correlation in ", while keeping (i), I assume
px"(xt+1, "t+1|i, xt, "t; ✓) = p"|x("t+1|"t, xt+1; ✓)px(xt+1|i, xt; ✓) (5)
Note that assumption (5) allows the transition process of the mileage state, px(xt+1|i, xt; ✓), to
be estimated independently from the other model parameters—as in the original model.3 I use
discretized mileage, and thus the integral over future mileage states in (3) becomes a sum:
E[V✓(xt+1, "t+1)|i, xt, "t; ✓] =
X
xt+1
ˆ
V✓(xt+1, "t+1) p"|x(d"t+1|"t, xt+1; ✓) px(xt+1|i, xt; ✓) (6)
A choice for serial correlation in the unobserved state variables that is frequently used in the
literature is the AR(1) process. More specifically, I define
"t(0) = ⇢"t 1(0) + "˜t(0), "˜t(0) iid
"t(1) = "˜t(1), "˜t(1) iid
(7)
and q(·) as the probability density function of "˜t(i) with zero mean. Note that ⇢ is an additional
parameter of the estimation; furthermore, I assume that "0(i) is distributed with density q(·).
Thus, I only assume the random utility component of regular maintenance to be serially cor-
related. It is important to note that definition (7) nests the original model for ⇢ = 0, and the
density function q(·) being extreme value type 1, EV 1.4 Moreover, I consider two variants for
each density function: The first variant uses the “standard” form of the distribution—like the
standard normal distribution with mean zero and variance one—, whereas the second normalizes
the distribution of the innovation "˜ such that the resulting AR(1) process has zero mean and
constant variance (thus independent of ⇢), which is achieved by setting the location and scale
parameters accordingly (see Section 4.1 for details).
Given that mileage state xt and decision it are observable for all buses, but random utility
components "t are not, the aim is to estimate this model’s parameter ✓ = {✓1, RC, ⇢}, given the
3Since one can estimate the mileage transition process px(xt+1|i, xt; ✓)—referred to as parameter ✓3 in the
original model—independently from ✓ = {✓1, RC, ⇢}, and moreover, since it is exactly the same as in Rust (1987)
(because it is not a↵ected by the serial correlation in the unobserved state variables) I ignore this aspect of the
bus engine replacement model in the remainder of this paper.
4I silently assume that after a replacement, the series of serially correlated unobserved states is reset to its
mean, 0. Thus, "(i) in the first period after an engine replacement is distributed according to density q(·) again.
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data {xt, it}Tt=0, by maximum likelihood estimation.
2.2 Computation and Estimation
This subsection develops a numerical method to estimate the bus engine replacement model with
serially correlated unobserved state variables from the previous subsection. I briefly outline a
way to solve the model by approximating the expected value function, but defer the details
to Appendix A.1. I then motivate and develop a recursive method to integrate out the seri-
ally correlated errors in the computation of the marginal likelihood function; strategies for its
maximization and the simultaneous solution of the model are again deferred to Appendix A.2.
2.2.1 The Expected Value Function
From (2) it is clear that in order to obtain the value function, I need to compute its conditional
expectation. In fact, the computation of the likelihood function actually requires the expected
value rather than the value itself (see Section 2.2.2). Thus, this section describes the steps
necessary to numerically approximate the expected value as a function of all possible states:
EV✓(x, ") =
X
x0
ˆ
max
i2{0,1}
 
u✓(i, x
0) + "0(i) +  EV✓(x0, "0)
 
p"(d"
0|"; ✓)px(x0|x; ✓) ⌘ T (EV✓)(x, ")
(8)
Keeping the original time structure of the expectation (6) in mind, the expectation on the
leftmost side of (8) is—strictly speaking—taken at time t, while the one on the right hand side
(within the max operator) is taken at time t+1. But since the value function and its expectation
are time invariant, given state (x, "), the same unknown function EV✓ appears on both the left
and the right sides of the equation. Therefore, EV✓ is the solution to the functional equation
EV✓(x, ") = T (EV✓)(x, ") (9)
and thus a fixed point of the non-linear operator T . Moreover, since T can be shown to have
the contraction mapping property (Rust, 1988), this fixed point is unique and attractive.
The numerical approximation of (8) involves three main computational tasks:5 First, I need
to approximate the integral in (8) by numerical quadrature. Second, I have to approximate the
continuous function EV✓ by a finite number of parameters, for example by interpolation. Finally,
since EV✓ is only defined implicitly as a fixed point of T—and I therefore cannot evaluate it
directly—I need to solve for the parameters of the function approximation by solving a non-linear
system (or fixed point iteration).
Since the approximation of the expected value function is not the main subject of this paper,
and, moreover, since the proposed method to integrate the likelihood function is independent
of its maximization as well as the approximation methods for the EV function to the extend
discussed in Section 3.4, I defer the precise description to Appendix A.1.
5Generally, there is one more task necessary, namely maximizing the utility and continuation value, in order
to obtain the current value as a function of the states. However, since the choice set is discrete and unordered,
the maximization must be done by complete enumeration.
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2.2.2 The Likelihood Function
In this subsection, I derive the (marginal) likelihood function for the bus engine replacement
model with serially correlated unobserved state variables, and formulate it such that the di-
mensionality of the numerical integration only depends on the number of choices N , and not
on the time horizon of the observation, T . In a second step, I sketch a numerical procedure
to solve this formulation by recursive likelihood function integration (RLI) to high accuracy,
using standard deterministic quadrature and interpolation rules.6 The numerical properties of
the RLI method and its applicability to the estimation of general dynamic Markov models with
unobserved serially correlated states are formally derived in Section 3.
The marginal likelihood function of observing a particular history of state transition and
maintenance decisions for one individual bus derives as follows:
LT (✓) ⌘ Pxi({xt, it}Tt=1|{x0, i0}; ✓) (10)
=
ˆ
· · ·
ˆ
p"("0; ✓)Pxi"({xt, it, "t}Tt=1|{x0, i0, "0}; ✓)d"0d"1 . . . d"T (11)
where the integration limits are ignored for better readability.
The likelihood function of the full panel computes as the product of the likelihood functions
of the individual buses, since the state variables are assumed to be independently distributed
across buses. Incorporating the assumption that all state transitions are Markov, I can factorize
the likelihood of observing a particular time series as
Pxi"({xt, it, "t}Tt=1|{x0, i0, "0}; ✓) =
TY
t=2
pxi"(xt, it, "t|xt 1, it 1, "t 1; ✓) (12)
I can further decompose the joint transition probability density in (12), using the fact that,
given xt and "t, it is independent of it 1, "t 1, and xt 1, as well as incorporating assumption
(5):
pxi"(xt, it, "t|xt 1, it 1, "t 1; ✓) = pi|x"(it|xt, "t; ✓)p"("t|it 1, "t 1; ✓)px(xt|xt 1, it 1; ✓) (13)
For notational simplicity, I define
mit ⌘ u✓(i, xt) +  E[V✓(xt+1, "t+1)|i, xt, "t; ✓]. (14)
While p"("t|it 1, "t 1, ✓) is determined by (7) and px(xt|xt 1, it 1) is estimated independently
(and therefore omitted from now on),7 the density function of the conditional decision proba-
6This is not to be confused with the recursive maximum likelihood estimation (RMLE) algorithm of Kay
(1983) for the estimation of AR processes, which allows one to recursively update maximum likelihood estimates
to higher order AR models.
7Since one can estimate the mileage transition probabilities separately, they only add a multiplicative constant
to the likelihood function of ✓ = {✓1, RC, ⇢}. Thus, I omit the corresponding term of the likelihood function (and
one should do so in the actual maximization for scaling reasons).
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bility, pi|x"(it|xt, "t, ✓), is given by
pi|x"(1|xt, "t(0), "t(1); ✓) = 1(m1t + "t(1) > m0t + "t(0)) (15)
pi|x"(0|xt, "t(0), "t(1); ✓) = 1(m1t + "t(1)  m0t + "t(0)) (16)
where 1(·) is the index function that is equal to one if its argument is true, and zero other-
wise; note that the conditional decision probabilities are actually degenerate, because—loosely
speaking—there is no randomness left, given "t.
Finally, exploiting the Markov structure for the integration, and dropping parameter depen-
dence for better readability, I can write the likelihood function (11) as
LT (✓) =
ˆ
· · ·
ˆ
p"("0; ✓)
T 1Y
t=1
pi|x"(it|xt, "t; ✓)p"("t|it 1, "t 1; ✓)
·
✓ˆ
pi|x"(iT |xT , "T ; ✓)p"("T |iT 1, "T 1; ✓)d"T
◆
d"0 . . . d"T 1 (17)
To numerically approximate (17), I define the following recurrence relation:
gt(") =
8><>:
1 t > Tˆ
pi|x"(it|xt, "0; ✓)p"("0|it 1, "; ✓)gt+1("0)d"0 otherwise
(18)
Now, given gt+1(·), I can numerically approximate the function gt(·) using both numerical in-
tegration and function approximation. Since gt(·) is known to be unity for t > T , I can use
backward iteration starting from gT (·) to solve for g0(·), which is the approximation of the likeli-
hood function LT (✓). Note that this procedure is analogous to solving for the value function of a
finite horizon, discrete time dynamic programming problem by backward iteration. Algorithm 1
proposes a simple implementation of the procedure.8
Algorithm 1 Computation of the likelihood function (17) by recursive likelihood function
integration (RLI).
1:   initialize grid over support of " with D elements
2: gˆ(·) initialize interpolant with nodes {(e, g˜e)}e2  to unity
3: for t = T, . . . , 1 do
4: for e 2   do
5: g˜e  approximate
´
pi|x"(it|xt, "0; ✓)p"("0|it 1, "; ✓)gˆ("0)d"0
6: end for
7: gˆ(·) construct interpolant with nodes {(e, g˜e)}e2 
8: end for
9: LT ✓  
´
p"("0; ✓)gˆ("0)d"0
10: return LT ✓
Note that each integral over "t is generally still N -dimensional. Thus, the procedure decom-
poses the T · N -dimensional integral of (11) to an N -dimensional integration that is repeated
8Algorithm 1 is generic with respect to both the numerical integration scheme and the function approximation
schemes, as long as the latter depend on function evaluations only. In particular, formulating the function
approximation using callback functions allows for fully flexible and adaptive interpolation grids, if desired.
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D · T times, where D is the number of nodes used for the approximation of gt(·). Since the
computational complexity of deterministic numerical integration is generally exponential in the
number of dimensions, this reduction is highly desirable even for large D, because it enters the
complexity of the overall algorithm linearly9
O(exp(T ·N))  O(D · T exp(N)) (19)
Given that serial correlation is only allowed in some dimensions, but not all, I can potentially
replace parts of the integral in (18) by a closed form solution; this is particularly the case if
the cumulative distribution of those unobserved state variables that are not serially correlated
does have a closed form. Recall that the integration over "t is really N -dimensional, thus 2-
dimensional in the model under consideration:
¨
p"(0)("t(0)|it 1, "t 1(0); ✓)p"(1)("t(1); ✓)pi|x"(it|xt, "t(0), "t(1); ✓)d"t(1)d"t(0) (20)
Using (15), I can write the integral over "t(1) in terms of its cumulative distribution function
F"(1)(·; ✓),
1ˆ
 1
1("t(1) > m0t  m1t + "t(0))p"(1)("t(1); ✓)d"t(1) (21)
=
1ˆ
m0t m1t+"t(0)
p"(1)("t(1); ✓)d"t(1) (22)
= 1  F"(1)(m0t  m1t + "t(0); ✓) (23)
which no longer involves numerical quadrature if an analytical formula for F"(1) exists.
The actual maximization of the likelihood function and the simultaneous solution of the EV
problem (8) is deferred to Appendix A.2.
3 Recursive Likelihood Function Integration
This section derives the numerical properties of the recursive likelihood function integration
method (RLI) as outlined in the previous section, including error analysis, convergence rates,
and the necessary properties of the model for the theoretical results to be applicable. The section
is mostly self-contained and structured very strictly in order to allow cross-referencing.
The section is structured as follows: First, to obtain a unified nomenclature, the concepts of
numerical quadrature and interpolation are introduced (Subsections 3.1 and 3.2, respectively);
moreover, particular methods are briefly presented and analyzed for their applicability in the
RLI context. As a result, the convergence speed for parametric integration is derived in depen-
dence of the convergence speed of the quadrature and interpolation methods under appropriate
assumptions. Second, a recursive version of parametric integration is defined and analyzed for
9In this context, the O(f(y)) notation for the computational complexity of an algorithm reads as follows:
There exists a constant K > 0 such that the number of iterations needed for an algorithm to complete a task of
size y is bounded by K · f(y).
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error propagation (Subsection 3.3); again, also the convergence speed of the numerical approx-
imation by recursively applying quadrature and interpolation is derived in dependence of the
convergence speed of the quadrature and interpolation methods under appropriate assumptions.
The subsection is concluded with several analytical and numerical examples that compare the
method to Monte Carlo integration, and confirm the theoretically derived error and convergence
behavior. Finally, the scope of applicability of the method to integrate out serially correlated
unobserved state variables to obtain the marginal likelihood function is analyzed (Subsection
3.4).
As a result, I find that the RLI method turns out to feature very desirable convergence and
error properties by largely preserving the convergence properties of the underlying quadrature
and interpolation methods, and that it is applicable to a wide range of dynamic Markov models
with serially dependent unobserved states.
3.1 Numerical Quadrature
Definition 1 (Kernel Integral). Given a function f : Rm ◆ D ! R, the integral of f against
a non-negative and bounded kernel or weighting function q : Rm ◆ D ! [0, a] with a 2 R+ is
denoted by
If =
ˆ
D
f(x)q(x)dx (24)
where
´
D q(x)dx  1; note that only finite intervals are considered, i.e. If <1.
Remark 1 (Role of Kernel). Note that the multiplication of the integrand f by a weighting
function q in Definition 1 is w.l.o.g., because the kernel can be chosen as unity. However, it is
generally needed to cover integrals over unbounded domains (e.g. D = Rm).
Definition 2 (Approximation by Quadrature). Iˆf is an approximation of If by (numerical)
quadrature if
If = Iˆf + ✏
Q
f , |✏Qf |⌧ 1 (25)
where ✏Qf is the approximation error.
In the context of this paper, I limit my attention to numerical quadrature rules that comply
with the following definition:
Definition 3 (Quadrature Rule). A quadrature rule is any systematic choice of nodes and
weights {(xi,!i)}nQi=1 such that If is approximated by
Iˆf =
nQX
i=1
!if(xi) (26)
and where {(xi,!i)}nQi=0 depend deterministically on nQ, but not on f .
Example 1 (Compound Simpson Integration in One Dimension). The rule of Simpson approx-
imates the integrand f (or, more precisely, f · q) by a quadratic polynomial, which can be
integrated analytically; while the quadratic approximation is often accurate enough locally, but
not over the whole domain, it is common practice to sub-divide the domain and compute the
11
integral over each subinterval using the Simpson rule locally.10 Therefore, the compound (or
composite) Simpson rule with nQ (even) subintervals on [a, b] reads as
Iˆf =
b  a
3nQ
nQ/2X
i=1
f(x2j 2) + 4f(x2j 1) + f(x2j) (27)
where x0 = a and xnQ = b; see, for example, Davis and Rabinowitz (1984).
Example 2 (Gaussian Quadrature in One Dimension). The nQ-node Gaussian quadrature rule
in one dimension implements (26) by choosing the integration nodes xi as the roots of the degree
nQ polynomial of the family of polynomials that are mutually orthogonal with respect to the
weighting function q.11 The corresponding weights !i are chosen such that every polynomial of
degree 2nQ   1 is integrated exactly ; see, for example, Davis and Rabinowitz (1984).
Remark 2 (Non-Constant Rules). Note that Definition 3 rules out two popular approaches to
numerical integration, namely Monte Carlo integration (non-deterministic) and adaptive inte-
gration methods (dependence on integrand).
Definition 4 (Convergence of Quadrature Rule). Given f 2 Ci, the quadrature rule converges
at rate sQ, if
|✏Qf | = O(n sQQ ) , 8f 2 Ci : 9k <1 : |✏Qf |  kn sQQ (28)
Note that by Ci, I refer to the space of functions that are i times continuously di↵erentiable,
and for which the ith derivative is, moreover, bounded. Since functions in this context can be
multivariate, this includes all partial derivatives, and must hold for all dimensions.
Remark 3 (Multivariate Integrals). Note that since the integral (24) can be multivariate, the
convergence rate as defined in Definition 4 is the total rate over all dimensions.
Example 1 (Compound Simpson Integration in One Dimension, continued). Given that f 2 C4,
the compound Simpson rule converges at rate 4: |✏Qf | = O(n 4Q ) (Davis and Rabinowitz, 1984).
Example 2 (Gaussian Quadrature in One Dimension, continued). The convergence of Gaussian
quadrature rules is exponential for su ciently smooth integrands:
f 2 C2nQ ) |✏Qf | = O(r 2nQ) (29)
for some r > 1; see e.g. Davis and Rabinowitz (1984).
Remark 4 (Convergence of Monte Carlo Integration). Note that while Monte Carlo integration
is said to converge at rate 1/2, it does not do so in the sense of Definition 4, because it only
converges in a mean square sense, rather than in maximum absolute error terms, because only
10The Simpson rule corresponds to the 3-point version of the Newton-Cotes (NC) rules, which generally
approximate the integrand by a degree nQ   1 polynomial, which is then integrated analytically. However,
due to changing signs of the (potentially large valued) coe cients, NC rules of higher order su↵er from large
roundo↵ errors on finite precision architectures. Therefore, approximating integrals by sub-dividing the domain
and computing the integral over each subinterval using a lower order NC formula is a widely used practice.
11A family of polynomials {'k(y)}1k=0 with inner product h'k,'li =
´ b
a
'k(y)'l(y)q(y)dy is orthogonal with
respect to weighting function q on [a, b] ✓ R if h'k,'li = 0 8k, l : k 6= l. Given a weighting function as in
Definition 1 which is, moreover, square integrable, a family of orthogonal polynomials can always be constructed
using the Gram-Schmidt procedure; however, numerically more favorable methods exist (see, for example Press
et al., 2007). A family of monic polynomials (leading coe cient equals 1) that is orthogonal w.r.t. a particular
weighting function is, moreover, unique.
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the standard deviation of the approximation of If decays at rate 1/2, but nothing can be said
about the error of the actual approximation.
Definition 5 (Parametric Kernel Integral). Given a function f : Rmx ⇥Rmy ◆ D⇥E ! R, the
parametric kernel integral of f is denoted by the function
If (y) =
ˆ
D
f(x, y)q(x)dx (30)
where If : Rmy ! R. Its approximation Iˆf (y) is given by
If (y) = Iˆf (y) + ✏
Q
f (y) (31)
where ✏Qf (y) is the approximation error in dependence of the parameter y.
Definition 6 (Parametric Form). Given a function f : Rmx ⇥ Rmy ◆ D ⇥ E ! R, fy¯(x) ⌘
f(x, y¯) = f(x, y)
  
y=y¯
and fx¯(y) ⌘ f(x¯, y) = f(x, y)
  
x=x¯
denote the parametric form of f with
respect to y and x, respectively.
Loosely speaking, the parametric form of f fixes one of its two (potentially multivariate) argu-
ments.
Definition 7 (Point-wise and Uniform Convergence of Function Sequences). Consider a se-
quence of functions with domain D, fn : D ! R, n 2 N. This sequence is said to converge
point-wise to f , i↵
8x 2 D, ✏ > 0 : 9N 2 N : 8n > N : |f(x)  fn(x)| < ✏ (32)
or, equivalently,
8x 2 D : lim
n!1 |f(x)  fn(x)| = 0 (33)
The sequence is said to converge uniformly, i↵
8✏ > 0 : 9N 2 N : 8n > N, x 2 D : |f(x)  fn(x)| < ✏ (34)
where N is independent of x (in contrast to point-wise convergence), or, equivalently,
lim
n!1 supx2D
|f(x)  fn(x)| = 0. (35)
Note that uniform convergence implies point-wise convergence, but not vice-versa.
The sequence is said to converge (uniformly) at rate s, i↵
9k <1 : 8x 2 D : |f(x)  fn(x)|  kn s = O(n s). (36)
Definition 8 (Uniform Convergence of Parametric Integration). A quadrature rule for para-
metric integration as in Definition 5 converges uniformly, if for all integrands f 2 Ci,
lim
nQ!1
sup
y2E
|✏Qf (y)| = 0. (37)
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Moreover, it converges at rate sQ, if
k✏Qf k1 ⌘ sup
y2E
|✏Qf (y)| = O(n sQQ ). (38)
Example 1 (Compound Simpson Integration in One Dimension, continued). The error of the
compound Simpson rule applied to the parametric integral (30) with f 2 C4 reads as
8y : 9⇠ 2 (a, b) : ✏Qf (y) =
(b  a)5
180n 4Q
@4
@x4
f(⇠, y) (39)
Therefore, point-wise convergence is obvious:
8y : 9k <1 : |✏Qf (y)|  kn 4Q (40)
Moreover, since the definition of Ci requires the i derivative to be continuous and bounded also
in y, its maximum w.r.t. y is finite and attained in E, if E is compact. Therefore, convergence
is uniform:
k✏Qf k1 =
(b  a)5
180n 4Q
max
y
max
x
     @4@x4 f(x, y)
     (41)
implying
9k <1 : 8y : k✏Qf k1  kn 4Q . (42)
Example 2 (Gaussian Quadrature in One Dimension, continued). The derivation of uniform
convergence for the approximation of the parametric integral using Gaussian quadrature is
analogous to Example 1.
Remark 5 (Preservation of Smoothness). Note that the approximation of If (y) by Iˆf (y) through
a quadrature rule as defined by Definition 3 preserves smoothness in y, since Iˆf (y) is just a
weighted sum of functions in y:
Iˆf (y) =
nQX
i=1
!ifx¯i(y) (43)
Therefore, f 2 Ci ) Iˆf 2 Ci. However, the smoothness is not necessarily preserved by
other numerical integration methods, such as adaptive quadrature or Monte Carlo integration,
because the xi either depend (non-smoothly) on f , or are non-deterministic; also note that if
only finite integrals and convergent quadrature methods are considered, the potentially infinite
sum (as nQ !1) is always bounded.
3.2 Interpolation
Definition 9 (Interpolation). Given a function f : Rm ◆ E ! R, nI pairs of argument values
and the corresponding function values, {(yi, f(yi))}nIi=1, and an Ansatz-function  (y;a) with nI
parameters a = (a1, . . . , anI ), If ⌘  (·;a) is called the interpolant of f , if the parameters a are
chosen such that
 (yi;a) = f(yi) 8i (44)
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The corresponding interpolation error ✏If (y) is defined by
f(y) = If (y) + ✏If (y) (45)
and is 0 at the interpolation nodes, ✏If (yi) = 0.
Remark 6 (Alternative Interpolation Definitions). While many popular interpolation schemes
can be defined in terms of their Ansatz-function as in Definition 9—which is itself often a sum
of basis functions, such as the di↵erent families of orthogonal polynomials or the B-splines—,
alternative notations are sometimes more intuitive and closer to their implementation; see e.g.
the piecewise linear interpolation in Example 4.
Example 3 (Chebyshev Polynomials). Given a set of nI interpolation nodes yi, the nI coe -
cients of an order nI   1 polynomial can be computed such that the interpolation property (44)
holds. However, since (i) the choice of the interpolation nodes is critical for convergence, and
since (ii) directly solving for the coe cients can cause numerical problems, a popular choice for
approximating f on [0, 1] is Chebyshev interpolation:
If (y) =
nI 1X
i=0
ciTi(y) (46)
where
Ti(y) = 2yTi 1(y)  Ti 2(y) i = 2, . . . , nI   1 (47)
ci =
1 + 1(i > 0)
nQ
nI 1X
j=0
f(yj+1)Ti(yi+1) i = 0, . . . , nI   1 (48)
yi = cos
✓
⇡
(2i  1)
nI
◆
i = 1, . . . , nI (49)
and T0(y) = 1 and T1(y) = y; see, for example, Trefethen (2013).
Example 4 (Piecewise Linear Interpolation in One Dimension). Piecewise linear interpolation
on a grid {yi}nIi=1 is probably the simplest form of interpolation:
If,i(y) = ✓f(yi) + (1  ✓)f(yi+1), ✓ = 1  y   yiyi+1   yi (50)
where i = argmaxi{yi : yi  y}. Note that it is both a special case of piecewise polynomial as
well as spline interpolation (see below).
Example 5 (Cubic Spline Interpolation in One Dimension). Similar to piecewise linear inter-
polation, cubic spline interpolation constructs an interpolant by connecting several low-degree
polynomials; since the resulting number of degrees of freedom is larger than the number of
interpolation nodes, the remaining parameters are chosen such that the first and the second
derivative of the interpolant are matched at the interpolation nodes by solving a linear system
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of equations. Therefore, cubic spline interpolation reads as:
If,i(y) =
3X
j=0
ai,jy
j (51)
where i = argmaxi{yi : yi  y}, and the ai,j are chosen to solve the following linear system of
equations:
f(yi) = If,i(yi), i = 1, . . . , nI (52)
f(yi+1) = If,i(yi+1), i = 1, . . . , nI   1 (53)
I(h)f,i (yi+1) = I(h)f,i+1(yi+1), i = 1, . . . , nI   2, h = 1, 2 (54)
Additionally, two remaining degrees of freedom need to be identified through a boundary con-
dition. For a complete description of splines, see, for example, Kress (1998).
Definition 10 (Uniform Convergence for Interpolation). An interpolation scheme converges
uniformly, if for all functions f 2 Ci,
lim
nI!1
sup
y2E
|✏If (y)| = 0. (55)
Moreover, it converges at rate sI , if
k✏Ifk1 ⌘ sup
y2E
|✏If (y)| = O(n sII ). (56)
Remark 7 (Multivariate Interpolants). Note that since the interpolant in (44) can be multi-
variate, the convergence rate as defined in Definition 10 is the total rate over all dimensions.
Example 3 (Chebyshev Polynomials, continued). Given a function f 2 Ci, Chebyshev interpo-
lation converges at rate i, given nI   i: k✏Ifk1 = O(n iI ). If f is moreover analytic, convergence
is exponential: k✏Ifk1 = O(r n) for some r > 1 (Trefethen, 2013).
Example 4 (Piecewise Linear Interpolation in One Dimension, continued). Given a function
f 2 C2, piecewise linear interpolation converges at rate 2; moreover, every continuous and
bounded function over a compact interval is a uniform limit of piecewise linear continuous
functions; see e.g. Kress (1998).
Example 5 (Cubic Spline Interpolation in One Dimension, continued). Given a function f 2 C4,
cubic spline interpolation converges at rate 4 (Kress, 1998).
Definition 11 (Preservation of Smoothness). The interpolation scheme preserves smoothness
up to order j, if:
f 2 Ci ) If 2 Cj (57)
It fully preserves smoothness if, moreover, i = j.
Example 3 (Chebyshev Polynomials, continued). Since all polynomials are C1, smoothness is
preserved.
Example 4 (Piecewise Linear Interpolation in One Dimension, continued). Since piecewise
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linear interpolants are C0 but require f 2 C2 to exhibit convergence rate 2, only continuity is
preserved.
Example 5 (Cubic Spline Interpolation in One Dimension, continued). Since cubic spline inter-
polants are C2, but require f 2 C4 to exhibit convergence rate 4, smoothness is only preserved
up to order 2.
Definition 12 (Approximation of Parametric Integration). Consider a parametric integration
problem as in Definition 5; its approximation by quadrature and interpolation is defined as
If (y) = Iˆf (y) + ✏
Q
f (y) (58)
= IIˆf (y) + ✏IIˆf (y) + ✏
Q
f (y)| {z }
⌘✏If (y)
(59)
where ✏If (y) denotes the overall approximation error.
Remark 8. Note that while ✏Qf depends on nQ only, ✏
I
Iˆf
depends on nI , but also on nQ in a
potentially non-monotone way through Iˆf ; consequently, the convergence rate results below will
have to account for function sequences in multiple dimensions. Therefore, I will use the following
equivalent notation for the approximation error(s) in proofs:
✏If (y) ⌘ ✏QnQ(y) + ✏InQ,nI (y) (60)
Note that this can be understood as parametric forms of ✏Q w.r.t. nQ and ✏I w.r.t. nQ and nI ,
respectively, and thus as nQ and nI being (discrete) function arguments rather than establishing
function sequences, which is how I interpret it in the convergence proofs below, to stay consistent
with Definition 7.
Proposition 1 (Convergence of Parametric Integration). Consider the approximation of a para-
metric integration problem by quadrature and interpolation as in Definition 12, where f 2 Ci,
and quadrature and interpolation methods that converge uniformly in the sense of Definitions 8
and 10, respectively. Then, the approximation of the parametric integration problem converges
uniformly as nQ and nI tend to infinity:
lim
nQ,nI!1
k✏If k1 = 0. (61)
Moreover, if the quadrature and interpolation methods converge at rates sQ and sI , respectively,
and if the number of quadrature and interpolation nodes are chosen as nQ = n✓ and nI = n(1 ✓)
with ✓ 2 (0, 1), then the approximation of the parametric integration problem in terms of total
integrand evaluations, n = nQnI , converges uniformly at rate s = min{sQ✓, sI(1  ✓)}:
k✏If k1 = O
⇣
n min{sQ✓,sI(1 ✓)}
⌘
. (62)
Proof. Since the overall approximation error is the sum of the respective quadrature and inter-
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polation errors, the triangle inequality holds:
k✏If k1 ⌘ k✏Qf + ✏IIˆf k1 ⌘ k✏
Q
nQ
+ ✏InQ,nIk1 (63)
 k✏Q
nQ
k1 + k✏InQ,nIk1 (64)
From Definition 8, uniform convergence of the parametric integration is assured, i.e.
lim
nQ!1
k✏Q
nQ
k1 = 0, (65)
and, if moreover the convergence is polynomial at a known rate,
9k <1 : k✏Q
nQ
k1  kn sQQ . (66)
Similarly, although ✏I
Iˆf
⌘ ✏InQ,nI not only depends on nI , but also on nQ in a potentially non-
monotone way through Iˆf , a uniformly convergent interpolation method in line with Definition
10 assures that
8nQ 2 N : lim
nI!1
k✏InQ,nIk1 = 0, (67)
and, if moreover the convergence is polynomial at a known rate,
8nQ 2 N : 9knQ <1 : k✏InQ,nIk1  knQn sII . (68)
Note that at this point, we have already proved point-wise convergence of the parametric integral,
as nQ and nI jointly go to infinity (where the partial convergence of k✏QnQk1 is already uniform).
To prove uniform convergence of k✏InQ,nIk1, it is important to analyze the asymptotic behav-
ior of the interpolation error with regard to nQ: Given the corresponding assumptions about the
choice of the quadrature and interpolation method as well as the parametric integrand, as nQ
approaches infinity, the quadrature error vanishes, and the (uniformly convergent) interpolation
is carried out on the “true” parametric integral; formally, this implies convergence—besides for
every finite nQ—in particular for the limit:
lim
nI!1
lim
nQ!1
k✏InQ,nIk1 = 0, (69)
and thus
lim
nI!1
sup
nQ2N
k✏InQ,nIk1 = 0. (70)
Therefore, uniform convergence of parametric integration follows from bounding the triangle
inequality (64) by the limits (65) and (70), yielding (61).
With polynomial convergence rates of the quadrature and interpolation methods, an equiv-
alent argument implies that
lim
nQ!1
knQ <1. (71)
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Together, (68) and (71) imply a finite bound on knQ :
k⇤ ⌘ sup
nQ2N
knQ <1 (72)
and thus (68) can be further bounded by
k✏InQ,nIk1  k⇤n sII 8nQ 2 N. (73)
Since the triangle inequality (64) can be further bounded by
k✏Q
nQ
k1 + k✏InQ,nIk1  2max{k✏QnQk1, k✏InQ,nIk1}, (74)
Definitions 8 and 10 ensure that there exists constants k and k⇤ such that
2max{k✏Q
nQ
k1, k✏InQ,nIk1}  2max{kn
 sQ
Q , k
⇤n sII } (75)
 k˜max{n sQQ , n sII } (76)
= k˜max{n sQ✓, n sI(1 ✓)} (77)
= k˜n min{sQ✓,sI(1 ✓)} (78)
where k˜ = 2max{k, k⇤}.
Remark 9 (Asymptotic Convergence Rate). Note that Proposition 1 constitutes an “asymp-
totic” convergence rate, which might be observed only as nQ—and therefore n—approaches
infinity. However, in the numerical examples we present below, this point has no practical
relevance, as the result manifests itself already for small nQ.
Corollary 1 (Optimal Node Distribution). Given the assumptions of Proposition 1 and known
convergence rates of the respective methods, optimal convergence of the parametric integration
can be obtained by minimizing the error bound (62) with respect to ✓:
sI
sQ + sI
= argmin
✓
n min{sQ✓,sI(1 ✓)} (79)
Example 6 (Optimal Node Distribution). If sQ = sI , it is optimal to balance quadrature and
interpolation nodes by choosing nQ = nI =
p
n.
Remark 10 (Convergence Rate in Limit Cases). If the convergence rate of either quadrature
or interpolation is very much higher than the other one, formally if sQ ⌧ sI or sQ   sI , the
optimal ✓ tends to 1 or 0, respectively. In the limiting case, however, the convergence rate of
the recursive parametric integration turns out to be s = min{sQ, sI}.
3.3 Recursive Parametric Integration
Definition 13 (Recursive Parametric Integral). Given a function f : Rm⇥Rm⇥N ◆ D⇥D⇥N!
R, and a kernel q : Rm ◆ D ! [0, a], a 2 R+ in the sense of Definition 1, the recursive parametric
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integral of f of order T <1 is denoted by the function
LTf =
ˆ
· · ·
ˆ
DT
TY
t=1
ft(xt, xt 1)qt(xt)dx1, . . . , dxT (80)
where ft and qt are parametric forms of f and q, respectively, in the sense of Definition 6:
ft(xt, xt 1) ⌘ f(xt, xt 1, t) and qt(xt) ⌘ q(xt, t) with 8t :
´
D q(xt, t)dxt  1, and x0 is given. Its
approximation LˆTf is defined by
LTf = Lˆ
T
f + ✏LTf
(81)
where ✏LTf
⌧ 1 is the approximation error.
Also see Remark 1 for the role of the kernel.
Proposition 2 (Convergence of Recursive Parametric Integration). Given a recursive para-
metric integral LTf as in Definition 13 with the restricted integrand f : Rm ⇥ Rm ⇥ N ◆
D ⇥ D ⇥ (1, . . . , T¯ ) ! [0, 1], and ft, qt 2 Ci, t = 1, . . . , T¯ , with T bounded by T  T¯ < 1,
consider its approximation by recursive application of the parametric integral approximation us-
ing quadrature and interpolation as in Definition 12, where the quadrature and the interpolation
methods converge uniformly in the sense of Definitions 8 and 10, respectively, and where the
interpolation method is su ciently smoothness preserving as by Definition 11. Then,
1. for fixed T , recursive parametric integration converges, i.e. the maximum error of the
approximation of the recursive integral, LˆTf , vanishes as nQ and nI tend to infinity:
12
lim
nQ,nI!1
|✏LTf | = 0. (82)
2. fixing the number of quadrature and interpolation nodes for each iteration to nQ and nI ,
respectively, the maximum approximation error of the recursive integral, as a function of
T , is bounded linearly:
|✏LTf | = O(T ). (83)
3. if the quadrature and interpolation method converge at rates sQ and sI , respectively, the
convergence rate of the overall approximation error |✏LTf | in terms of total integrand eval-
uations, n, is given by
|✏LTf | = O
✓
T
⇣n
T
⌘ min{sQ✓,sI(1 ✓)}◆
(84)
where nQ,t = (n/T )✓ and nI,t = (n/T )1 ✓ with ✓ 2 (0, 1).
Proof. First, re-write the definition of the recursive parametric integral (80) to make the “last”
dimension of the integral explicit, which can then be approximated using quadrature and inter-
12W.l.o.g., I assume that nQ and nI are the same in each iteration t to simplify notation.
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polation as in Definition 12, yielding an explicit approximation error formulation:
LTf ⌘
ˆ
· · ·
ˆ
DT
TY
t=1
ft(xt, xt 1)qt(xt)dx1, . . . , dxT (85)
=
ˆ
· · ·
ˆ
DT 1
T 1Y
t=1
ft(xt, xt 1)qt(xt)
✓ ˆ
D
fT (xT , xT 1)| {z }
⌘f¯T (xT ,xT 1)
qt(xT )dxT
◆
dx1, . . . , dxT 1 (86)
=
ˆ
· · ·
ˆ
DT 1
T 1Y
t=1
ft(xt, xt 1)qt(xt)
⇣
IIˆf¯T (xT 1) + ✏If¯T (xT 1)
⌘
dx1, . . . , dxT 1 (87)
=
ˆ
· · ·
ˆ
DT 2
T 2Y
t=1
ft(xt, xt 1)qt(xt)
·
✓ ˆ
D
fT 1(xT 1, xT 2)IIˆf¯T (xT 1)| {z }
⌘f¯T 1(xT 1,xT 2)
qt(xT 1)dxT 1
◆
dx1, . . . , dxT 2
+
ˆ
· · ·
ˆ
DT 1
T 1Y
t=1
ft(xt, xt 1)qt(xt)✏If¯T (xT 1)dx1, . . . , dxT 1| {z }
⌘✏T
(88)
⌘
ˆ
· · ·
ˆ
DT 2
T 2Y
t=1
ft(xt, xt 1)qt(xt)
·
✓ ˆ
D
f¯T 1(xT 1, xT 2)qt(xT 1)dxT 1
◆
dx1, . . . , dxT 2 + ✏T (89)
Since the definition of the (recursive) parametric integrand in (88) is important, I restate it
explicitly here:
f¯t 1(xt 1, xt 2) ⌘ ft 1(xt 1, xt 2)IIˆf¯t (xt 1) (90)
Since the interpolation method is chosen to be smoothness preserving (Definition 11), fT , fT 1 2
Ci ) f¯T 1 2 Ci (note that it is generally not bounded by 1 anymore).
Consequently, the approximation of the “last” dimension of the integral as above can be
repeated recursively, yielding
LTf =
ˆ
· · ·
ˆ
DT s
T sY
t=1
ft(xt, xt 1)qt(xt)
·
✓ˆ
D
f¯T s+1(xT s+1, xT s)qT s+1(xT s+1)dxT s+1
◆
dx1, . . . , dxT 2 +
TX
t=T s+2
✏t (91)
= Iˆf¯1 +
TX
t=1
✏t (92)
⌘ LˆTf +
TX
t=1
✏t (93)
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where
✏t ⌘
ˆ
· · ·
ˆ
Dt 1
t 1Y
s=1
fs(xs, xs 1)qs(xs)✏If¯t (xt 1)dx1, . . . , dxt 1, t > 1 (94)
and ✏1 ⌘ ✏If¯1 .
To obtain a worst case error estimate, note that
|✏t| 
ˆ
· · ·
ˆ
Dt 1
t 1Y
s=1
fs(xs, xs 1)qs(xs)|✏If¯t (xt 1)|dx1, . . . , dxt 1 (95)
 ✏¯t
ˆ
· · ·
ˆ
Dt 1
t 1Y
s=1
fs(xs, xs 1)qs(xs)dx1, . . . , dxt 1 (96)
⌘ ✏¯tLt 1f (97)
where
✏¯t ⌘ k✏If¯tk1 ⌘ supxt 1 |✏If¯t (xt 1)| (98)
and (95) follows from that fact that ft, qt   0; note that in practice, sign changes in ✏If¯t will
actually tend to cancel out the error, further decreasing it. Also, it is important to note that
while ✏¯t carries the recursion index t, it does per se not accumulate any error when iterating,
as it is just the approximation error for a given function If¯t , which is indeed the result of the
iteration, but per se does not “know” anything about its background (also see the proof of part
3 below).
I now show by induction that 8t 2 N : Ltf  1:
L1f =
ˆ
D
f1(x1, x0)q1(x1)dx1  1 (99)
because ft, qt   0, ft  1, and
´
D qt(x)dx  1, and
Ltf ⌘
ˆ
· · ·
ˆ
Dt 1
t 1Y
s=1
fs(xs, xs 1)qs(xs)
✓ ˆ
D
ft(xt, xt 1)qt(xt)dxt
◆
dx1, . . . , dxt 1 (100)

ˆ
· · ·
ˆ
Dt 1
t 1Y
s=1
fs(xs, xs 1)qs(xs) 1 dx1, . . . , dxt 1 (101)
⌘ Lt 1f (102)
for the same reason. Therefore, 8t 2 N : Ltf  1, and thus (97) can further be bounded by
|✏t|  ✏¯tLt 1f  ✏¯t (103)
Note that this step is critical for the proof, as it exploits the restriction of the integrand f to
map to [0, 1].
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Recall that
LTf = Lˆ
T
f +
TX
t=1
✏t (104)
From (103) is follows that
|LTf   LˆTf | =
     
TX
t=1
✏t
      (105)

TX
t=1
|✏t| (106)

TX
t=1
✏¯t. (107)
For the moment, assume that ✏¯t is bounded for each t (which will be proved in the second
part, c.f. Equations 118 and 124). Therefore, and since T is bounded by T¯ ,
k ⌘ max
t2{1,...,T¯}
✏¯t, (108)
exists, and fixing nQ and nI for all t allows to further bound (107) by
TX
t=1
✏¯t  Tk, (109)
which proves part 2 of the proposition (conditional on the assumption of bounded errors).
To prove convergence (parts 1 and 3), it is important to note that analogously to the poten-
tially non-monotone dependence of the interpolation error from the number of quadrature nodes
in the parametric integration problem (see Remark 8), also the maximum approximation error
at iteration t, k✏If¯tk1 depends on all previous pairs of numbers of quadrature and interpolation
nodes, (nQ,s, nI,s)
t+1
s=T , in a potentially non-monotone way, just through the definition of the
integrand, f¯t in Equation (90). To simplify notation, we assume (w.l.o.g) that the respective
numbers of quadrature and interpolation nodes in all previous iterations was the same, namely
nQ and nI , respectively.
Similarly to the proof of Proposition 1, the triangle inequality now reads as
k✏If¯tk1 ⌘ k✏
Q
f¯t
+ ✏I
Iˆf¯t
k1 ⌘ k✏Q,tnQ,nI ,n˜Q + ✏
I,t
nQ,nI ,n˜Q,n˜I
k1 (110)
 k✏Q,tnQ,nI ,n˜Qk1 + k✏
I,t
nQ,nI ,n˜Q,n˜I
k1 (111)
where the errors now also depends on nQ and nI from previous iterations, and where the sub-
scripts n˜Q and n˜I denote the dependence on the number of quadrature and interpolation nodes
in the current iteration (as in the proof of Proposition 1). Consequently, the time index of the
errors has no direct meaning for the convergence results at this point, but solely distinguished
the di↵erent parametric integrands at the various iterations.
Given the assumptions of this proposition hold, it is clear that the parametric integrand (c.f.
Equation 90) also satisfies the necessary smoothness (and its preservation to the degree that
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uniform convergence is granted) as well as the boundedness conditions for this Proposition; note
that no restrictions on the image space of the integrand are needed for this Proposition to hold,
which in fact couldn’t be guaranteed for the recursive integrand anyway. Therefore, for each
choice of nQ and nI—no matter how long one has been iterating already, i.e. no matter how
large T   t is—point-wise convergence is granted for the quadrature error by Proposition 1:
8t 2 {1, . . . , T¯} : 8(nQ, nI) 2 N2 : lim
n˜Q!1
k✏Q,tnQ,nI ,n˜Qk1 = 0 (112)
and, if moreover the convergence is polynomial at known rates, and the interpolation method is
fully smoothness preserving,
8t 2 {1, . . . , T¯} : 8(nQ, nI) 2 N2 : 9kt,nQ,nI <1 : k✏Q,tnQ,nI ,n˜Qk1  kt,nQ,nI n˜
 sQ
Q . (113)
(In the following, I will, for notational simplicity, skip the notion of 8t 2 {1, . . . , T¯} where
adequate.)
Analogously to the proof of Proposition 1, the approximation of the parametric integrand
converges to the true integrand as nQ and nI approach infinity, which implies (by the definition
of compliant quadrature and interpolation methods)
lim
n˜Q!1
lim
nQ,nI!1
k✏Q,tnQ,nI ,n˜Qk1 = 0, (114)
and thus
lim
n˜Q!1
sup
nQ,nI
k✏Q,tnQ,nI ,n˜Qk1 = 0. (115)
With known convergence rates, equivalently
lim
nQ,nI!1
kt,nQ,nI <1 (116)
and thus
k⇤t ⌘ sup
(nQ,nI)2N2
kt,nQ,nI <1 (117)
Consequently, the convergence in (113) can actually be uniformly bounded:
9k⇤t <1 : 8(nQ, nI) 2 N2 : k✏Q,tnQ,nI ,n˜Qk1  k⇤t n˜
 sQ
Q (118)
In particular, this holds for nQ = n˜Q:
9k⇤t <1 : 8nI 2 N : k✏Q,tnQ,nIk1  k⇤t n
 sQ
Q (119)
For the interpolation error, the same argument that lead to (112) and (113) yields point-wise
convergence of the interpolation error:
8(nQ, nI , n˜Q) 2 N3 : lim
n˜I!1
k✏I,tnQ,nI ,n˜Q,n˜Ik1 = 0 (120)
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and, with known convergence rates,
8(nQ, nI , n˜Q) 2 N3 : 9kt,nQ,nI ,n˜Q <1 : k✏I,tnQ,nI ,n˜Q,n˜Ik1  kt,nQ,nI ,n˜Q n˜ sII . (121)
Since—as above—
lim
n˜I!1
sup
nQ,nI ,n˜I
k✏I,tnQ,nI ,n˜Q,n˜Ik1 = 0. (122)
and, with known convergence rates,
k⇤⇤t ⌘ sup
(nQ,nI ,n˜Q)2N3
kt,nQ,nI ,n˜Q <1, (123)
also the interpolation error can be bounded uniformly; moreover, with known convergence rates
(together with directly equating nQ = n˜Q and nI = n˜I):
9k⇤⇤t <1 : 8nQ 2 N : k✏I,tnQ,nIk1  k⇤⇤t n sII (124)
Together with (107), this proves convergence (part 1), and, by proving boundedness of ✏¯t ⌘
k✏If¯tk1, completes the proof of the error bound (part 2).
It remains to combine convergence and error bound to obtain the joint convergence statement
in part 3 of the proposition: Analogously to the proof of Proposition 1, one can show that if the
number of quadrature and interpolation nodes are chosen as nQ = (n/T )✓ and nI = (n/T )1 ✓,
respectively, then
9kt <1 : k✏If¯tk1  kt
⇣n
T
⌘ s
(125)
where s = min{sQ✓, sI(1  ✓)} and kt ⌘ 2max{k⇤t , k⇤⇤t } as defined above.
Since T¯, kt <1, a k can be chosen as k ⌘ maxt21,...,T¯ kt and therefore
9k <1 : 8t 2 1, . . . , T¯ : k✏If¯tk1  k
⇣n
T
⌘ s
(126)
and in particular
max
t21,...,T¯
k✏If¯tk1  k
⇣n
T
⌘ s
(127)
Since I know from inequality (107) of the proof of part 2 (together with Equations 118 and 124)
that the overall error can be bounded linearly, part 3 can be proved by noting that
|✏LTf | 
TX
t=1
k✏If¯tk1 (128)
 T max
t21,...,T¯
k✏If¯tk1 (129)
 Tk
⇣n
T
⌘ s
(130)
Remark 11 (Role of Assumptions and Restrictions in Proposition 2). I list a couple of remarks
on the role and limitations of the assumptions and restrictions necessary to prove Proposition
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2:
Boundedness of Time Horizon The assumption that T  T¯ <1 has no practical relevance,
as T¯ can be chosen arbitrarily large, as long as it is finite. Rather, it is technically needed
to bound the sum of errors independently of T (Equations 109 and 127), because the
supremum of ✏¯t w.r.t. t is not necessarily finite. This is because although ft in Proposition
2 is restricted to be smaller or equal to 1, f¯t as defined by Equation (90) not necessarily
is, because there is no guarantee that the interpolant from the previous iteration, IIˆf¯t+1 ,
actually respects the bound; consequently, since f¯t is recursively multiplied against IIˆf¯t+1 ,
it could—in theory—happen that f¯t is unbounded for some t as T tends to infinity, ren-
dering the convergence assumptions of the quadrature and interpolation methods in use
invalid.
Boundedness of the Integrand Although the proof of Proposition 2 requires the integrand
to map to [0, 1], for practical purposes, the image space really only needs to be bounded
(which is required by the definition of Ci anyway). Then, since integration is a linear
operator, the integrand can be (linearly) transformed to comply with the restrictions,
integrated recursively, and finally the integral is transformed back. Note that the same
argument can be applied for kernels that integrate to more than one (c.f. Definition 1).
Smoothness Preservation of Interpolation Note that while the proof of Proposition 2 re-
quires the interpolation method to be smoothness preserving as in Definition 11, it does
not require the degree of smoothness preservation to be such that the maximum possi-
ble convergence rate will be attained; rather, di↵erent degrees of smoothness preservation
are generally required for parts 1 and 2 (together), or 3 to hold. For example, it is well
known that every continuous and bounded function over a compact interval is a uniform
limit of piecewise linear continuous functions, and interpolation using piecewise linear
continuous functions preserves continuity. At the same time, the trapezoidal rule for nu-
merical integration converges for every Riemann integrable function, i.e. for all bounded
and continuous functions over a compact domain, and the compactness of the domain for
the interpolation assures uniformity of convergence of the parametric integration problem.
Therefore, parts 1 and 2 of Proposition 2 still assure convergence and linear error growth.
Corollary 2 (Sub-Linear Error Bound). Given the approximation problem of Proposition 1 with
the corresponding assumptions, suppose that the computational e↵ort for each iteration implied
by nQ and nI is fixed, and T  T¯ < 1. Then there exists an error bound for |✏LTf | that grows
sub-linearly in T .
Proof. To prove sub-linearity, note that there is a stricter bound to (106), namely
TX
t=1
|✏t| 
TX
t=1
Lt 1f ✏¯t (131)
 ✏¯
TX
t=1
Lt 1f (132)
⌘ ET (133)
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where ✏¯ ⌘ maxt21,...,T¯ ✏¯t. Due to (101), I can write
ET   ET 1 = ✏¯
TX
t=1
Lt 1f   ✏¯
T 1X
t=1
Lt 1f (134)
= LT 1✏¯ (135)
 LT 2✏¯ (136)
= ✏¯
T 1X
t=1
Lt 1f   ✏¯
T 2X
t=1
Lt 1f (137)
= ET 1   ET 2 (138)
which proves sub-linearity.
Remark 12 (Sharpness of Error Bound). Note that the error bounds of Proposition 2 and
Corollary 2 are not sharp, since by taking absolute errors in (95), they ignore sign changes in
✏If¯t which potentially make the errors cancel or “average out”. Rather, (sub)linear error growth
is derived from the boundedness of the integrand by 1 in this paper. However, since the sign
changes and their e↵ect on the overall error depend on the function ✏If¯t and therefore on f itself,
they are much harder to quantify ex ante.
I conclude the section with a couple of formal and numerical examples that demonstrate the
di↵erent interpretations of the theoretical results.
Example 7 (Increasing Accuracy). Suppose the level of accuracy for LˆTf shall be increased by
a factor of i; one wants to know how many more integrand evaluations are necessary to obtain
this level of accuracy. Therefore, the following equation needs to be solved for j:
T
⇣n
T
⌘ s
= iT
✓
jn
T
◆ s
(139)
where s = min{sQ✓, sI(1   ✓)}, yielding j = i 1s . For example, to double the level of accuracy
(i = 2) for a given time horizon T when approximating a one-dimensional integrand from C4
using a cubic spline and Simpson integration (sQ = sI = 4, assuming that the third and forth
derivative are approximated well enough to preserve smoothness) with equally many quadrature
and interpolation nodes (✓ = 0.5), one needs to increase the total number of integrand evalua-
tions by a factor of 2
1
2 ⇡ 1.4. In contrast, to double the average level of accuracy using Monte
Carlo integration, 4 times more integrand evaluations are needed.
Example 8 (Convergence Rate Comparison). This example compares the rates of convergence
for di↵erent approximation methods for the recursive parametric integral from Definition 13 with
a particular integrand f . More precisely, the approximation error is computed for di↵erent total
numbers of integrand evaluations n, but a fixed time horizon T . To compare the recursive scheme
(using any quadrature and interpolation method) to Monte Carlo integration, the following
equality has to hold:
n = TnQnI = TnMC (140)
where nQ and nI are the numbers of nodes for quadrature and interpolation in each iteration
27
of the recursion, respectively, and nMC is the number of (T -dimensional) draws for the MC
integration.
Consider the integrand
f : R2 ! [0, 1], f(xt, xt 1) =  ((0.5xt 1 + xt + 4)2) (141)
where   is the cumulative distribution function of the standard normal distribution, and set
the kernel q equal to the density function of the standard normal distribution. (Note that
this formulation embeds an AR(1) process with normal innovations and persistence parameter
⇢ = 0.5; see below.)
The methods in this example are parametrized as follows: The first configuration of recursive
parametric integration uses Gauss-Hermite quadrature and Chebyshev polynomials (see Exam-
ples 2 and 3), using 2nGHQ = n
Cheb
I since the convergence rate of Gaussian rules is twice as
much as the best convergence rate of polynomial interpolation. The second configuration of the
recursive method uses the compound Simpson rule and cubic spline interpolation (see Examples
1 and 5) with nSimpQ = n
CS
I . The time horizon is fixed at T = 100, and 100 MC integrations are
performed to estimate the standard deviation of the MC estimate of LTf . The benchmark is com-
puted using the recursive method with Gauss-Hermite quadrature and Chebyshev polynomials,
with nGHQ = 255 and n
Cheb
I = 511.
13
Figure 1 depicts the error of the two recursive parametric integration versions and MC in-
tegration as a function of integrand evaluations (normalized by T ); since both axes are on a
log scale, convergence rates can be read from the slope of the (log) error as a (linear) function
of the (log) number of nodes or draws (and thus the number of integrand evaluations). As a
visual support, two triangles depict slopes of  1/2 and  2, respectively. The example confirms
the result from Proposition 2 (together with Remark 10), given the convergence rates of Gauss
quadrature and polynomial interpolation are exponential at best, the rates of Simpson integra-
tion and cubic splines are both 4, and the standard deviation of Monte Carlo integration reduces
at rate 1/2 (see Remark 4). Note that although the cubic spline is not smoothness preserving in
the sense of Definition 11, the convergence rates predicted by Proposition 2 can still be observed;
therefore, none of these requirements are necessary, but, by proof, they are su cient.
Figure 2 plots the runtime in seconds needed to achieve a particular degree of numerical
accuracy (again both in log terms). Since MC integration is naturally faster for a comparable
total number of integrand evaluations (because no interpolant creation and evaluation is needed),
but has a far slower convergence, only by putting the runtime of the integration into relation
with the numerical accuracy achieved within a particular amount of time, one obtains a realistic
perception of the true computational e ciency of the methods. In this particular example, it is
obvious that while MC integration is far more e cient to obtain a rough estimate of the integral,
the recursive method is way more e cient to obtain accurate approximations of the integral,
13In order to compute the numerical errors |LTf   LˆTf | for each configuration, the true but generally unknown
solution LTf is approximated by the recursive method, but using very large numbers of quadrature and integration
nodes, respectively. Due to the convergence result of Proposition 1, this is a valid approach; the particular
numbers for nQ and nI are obtained from exponentially increasing them until the relative error is below a certain
threshold, which is a widely used practice in numerical analysis.
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Figure 1: Numerical approximation error of recursive parametric integration using Gauss-
Hermite integration with Chebyshev interpolation, and Simpson integration and cubic spline
interpolation, respectively, compared to Monte Carlo integration, as a function of the total
number of integrand evaluations.
which can be highly beneficial when put into an optimization context (see Section 3.4 below).14
Finally, Figure 3 depicts the compound interpolant over the iterations of the recursion. The
figure gives a visual rationale why interpolation by (piecewise) polynomials works so well in this
context.
Example 9 (Increasing T with Fixed Accuracy). Suppose the time horizon increases from T to
iT , one wants to know how many more integrand evaluations are needed to approximate LiTf to
the same level of accuracy. Therefore, one needs to solve the following equation for j:
T
⇣n
T
⌘ s
= iT
✓
jn
iT
◆ s
(142)
where s = min{sQ✓, sI(1   ✓)}, yielding j = i s+1s . For example, to double T (i = 2) when
approximating a one-dimensional integrand from C4 using the same configuration as in Example
7, 2
3
2 ⇡ 2.8 times more integrand evaluations are necessary to obtain a comparable level of
accuracy. This is in contrast to Monte Carlo integration, which yields—on average—a level of
error that is independent of T , and thus only the additional evaluations of the integrand for t > T
need to be accounted for. Therefore, MC uses only 2 times as many integrand evaluations. Note
that as s grows larger, the recursive integration scheme becomes more and more independent of
T , similarly to Monte Carlo, since lims!1 j
s+1
s = j, which can be observed when using methods
with exponential convergence.
14All examples in this section are written in Python (partially using Numpy and Scipy), without any par-
allelization. All computations are carried out on a 2012 laptop with one four core Intel “Core i7 Ivy Bridge”
processor running at 2.6 GHz and 16GB RAM.
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Figure 2: Runtimes (in seconds) of recursive parametric integration using Gauss-Hermite inte-
gration with Chebyshev interpolation, and Simpson integration and cubic spline interpolation,
respectively, compared to Monte Carlo integration, as a function of numerical accuracy.
Figure 3: Interpolant of recursive likelihood function integration, f¯t, during the recursion, t =
20, . . . , 1 (from top to bottom; f¯20 corresponds to constant 1).
30
Figure 4: Numerical approximation error of recursive parametric integration using Gauss-
Hermite integration with Chebyshev interpolation (right axis) and Monte Carlo integration
(left axis) for di↵erent time horizons T .
Example 10 (Error Growth in T ). This example investigates the accumulation of the error in
LTf as a function of T for the same integrand as in Example 8, given the computational resources
for each iteration of the recursive integral and the number of (T -dimensional) draws are fixed to
nQ, nI , and nMC , respectively. By Corollary 2, the approximation error of the recursive method
is expected to grow sub-linearly in T .
For the numerical approximation, I use Gauss-Hermite quadrature with 45 nodes, and Cheby-
shev polynomials of degree 90, and Monte Carlo integration with the corresponding number of
draws. The benchmark is computed using the same configuration as in Example 8, and 100 MC
simulations are run to obtain an estimate of the standard deviation.
Figure 4 plots the absolute approximation error |LTf   LˆTf | for di↵erent values of T ; note that
in this example, the error is bounded independently of T , which further indicates that not even
the sub-linear error bound from Corollary 2 is sharp (recall that Corollary 2 only bounds sub-
linearly), presumably because it ignores the e↵ect of errors “averaging out” in the integration
through its bounding by absolute values, as pointed out in Remark 12. This is particularly
plausible, as a similar e↵ect might also be inherent to Monte Carlo integration, and the results
are qualitatively comparable. Note that the error of Monte Carlo integration is measured on the
left axis, while the error for the recursive method is measured on the right axis.
Figure 5 plots the runtime for both methods as a function of the time horizon, and confirms
the linear complexity in T for both methods.
I conclude the discussion of the convergence behavior of recursive parametric integration by
applying it to the Rust (1987) model with serially correlated unobserved errors as defined in
Section 2.1. (See Section 3.4 below on when and how to apply recursive parametric integration
to a likelihood function.)
Example 11 (Likelihood Function of the Rust (1987) Model with Serial Correlation). This
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Figure 5: Runtimes (in seconds) of recursive parametric integration using Gauss-Hermite inte-
gration with Chebyshev interpolation (right axis) and Monte Carlo integration (left axis) for
di↵erent time horizons T .
example analyses the convergence properties of the likelihood function of the Rust (1987) model
with serially correlated unobserved errors as defined in Section 2.1 (in particular Equation 11).15
The main objective of this example is to demonstrate the convergence behavior of the recursive
parametric integration method when the conditions on smoothness and its preservation fail to
hold.
My implementation of the Rust (1987) model with serially correlated unobserved errors—
which is outlined in detail in Appendix A.1—has two potential sources of non-smoothness:
First, to approximate the expected value function (8), I use a piecewise linear interpolation
scheme with grid adaption; while this is a generic and numerically robust approach, it generally
creates interpolants that are continuous only, but not smooth. Since the EV function enters the
choice probabilities, which are finally integrated w.r.t. the serially correlated errors, the actual
integrand might not be as smooth as required by Proposition 2. Second, the actual methods
employed for the quadrature are Gauss–Hermite quadrature, paired with splines (linear (i.e.
PWL), cubic, and Akima); since splines are neither fully smoothness preserving in the sense of
Definition 11 (see Examples 4 and 5), nor do they deliver su ciently smooth integrands for the
Gauss quadrature to exhibit exponential convergence even at high orders in theory (see Example
2), I will first analyze the convergence of the quadrature method in isolation, to relate it to the
results above.
Figure 6 plots the absolute approximation error of the integrated likelihood function, as a
function of di↵erent number of quadrature nodes for each iteration, nQ, but for a fixed number of
interpolation nodes, nI . This function is plotted for three di↵erent levels of grid adaption errors
(distinguished by color), as well as two numbers of interpolation nodes, nI (distinguished by line
15The actual parametrization is chosen to match the MLE with normal innovations (not normalized) for bus
groups {1, 2, 3, 4} (see Table 3).
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Figure 6: Numerical approximation error of recursive parametric integration of the likelihood
function of the Rust (1987) model with serially correlated errors (see Section 2.1), using Gauss-
Hermite integration with Akima spline interpolation, as a function of the number of quadrature
nodes per iteration, nQ. The function is plotted for three di↵erent levels of accuracy of the EV
function approximation (labeled “ag” in the legend, smaller is better; distinguished by color),
and two di↵erent numbers of interpolation nodes per iteration, nI (“low”: nI = 1, 000, “high”:
nI = 8, 000; distinguished by line type).
type). Two facts are noteworthy: First, the minimum attainable error is mostly determined by
the degree of refinement of the EV function; this is not surprising, as the EV function itself is
smooth, and the piecewise linear approximation together with the grid adaption results in an
arbitrarily close approximation quite fast. On the other hand, if the approximation of the EV
function is itself is not accurate, the accuracy of the approximation of the likelihood function
cannot be increased beyond some level, because, loosely speaking, it is the likelihood of a di↵erent
EV function—namely the poor approximation of the true EV function—that is approximated to
very high precision. Therefore, computing an accurate approximation of the input is obviously
a necessary condition for accurate output. Second, given the approximation of the EV function
is su ciently precise, the minimum attainable error is bound by the number of interpolation
nodes; this is expected, and fully in line with the theoretical results from Proposition 2, because,
intuitively, if not both the number of quadrature and the number of interpolation nodes are
increased simultaneously, increasing only one will finally result in approximating the wrong
target rather than increasing accuracy (similar to the argument above). That being said, I
find that although the requirements on smoothness and its preservation are not fulfilled in this
example, the convergence of the quadrature method is still exponential (before flattening out
for the reasons mentioned above); therefore, it is clear that if the interpolation method in use
is converging at a polynomial rate only, “almost all” nodes should be spend for interpolation
rather than quadrature (see Remark 10).
Figure 7 depicts the absolute approximation error of the integrated likelihood function,
as a function of di↵erent number of interpolation nodes for each iteration, nI . As argued in
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Figure 7: Numerical approximation error of recursive parametric integration of the likelihood
function of the Rust (1987) model with serially correlated errors (see Section 2.1), using Gauss-
Hermite integration with di↵erent kind of spline interpolation (distinguished by color), as a
function of the number of interpolation nodes per iteration, nI .
the previous paragraph, the vastly faster convergence of the quadrature method (exponential)
compared to splines (polynomial at rates between 2 and 4, if smoothness conditions apply) leads
me to fix the number nQ and only increase nI , so that nI   nQ, as well as to choose a high level
of accuracy for the EV function; the fastest convergence I can expect according to Proposition
2 together with Remark 10 is therefore sI . However, looking at the figure, it appears that
the maximum convergence rate of the respective interpolation methods cannot be attained; in
particular, the rates seem to “flatten out” a bit for higher nQ. While the general observation
that the maximum convergence rate of interpolation cannot be attained likely stems for the fact
that the interpolation input is not smooth enough do to a lack of smoothness preservation, the
flattening might be related also to the limited precision of the EV approximation, as discussed
above.
3.4 Recursive Likelihood Function Integration
Definition 14 (Model). Suppose the model under consideration predicts observations according
to the joint probability density function16
Pxi"({it, xt, "t}Tt=1|{i0, x0, "0}; ✓) (143)
where it is the dependent variable observed at time t (“outcome”), xt and "t are the observable
and the unobservable parts of the independent variables at time t, respectively, and ✓ is a vector
of parameters of the model.
Note that it, xt, and "t in Definition 14 are generally vector-valued.
16Without explicitly mentioning, I assume that all density functions referred to throughout the paper exist.
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Assumption 1 (Markov Property). The model in Definition 14 is Markov:17
Pxi"({it, xt, "t}Tt=1|{i0, x0, "0}; ✓) =
TY
t=1
pxi"({it, xt, "t}|{it 1, xt 1, "t 1}; ✓) (144)
Rewriting the transition probability density function using conditional density functions
yields
pxi"({it, xt, "t}|{it 1, xt 1, "t 1}; ✓)
= pxi|"(it, xt|it 1, xt 1, "t 1, "t; ✓)p"("t|it 1, xt 1, "t 1; ✓). (145)
Assumption 2 (Smoothness of Conditional Density Functions). The conditional density func-
tions pxi|"(it, xt|it 1, xt 1, "t 1, "t; ✓) and p"("t|it 1, xt 1, "t 1; ✓) are in Ci w.r.t. to "t and "t 1.
Assumption 3 (Boundedness of Conditional Density Function for Observed Variables). The
conditional density function of the observed variables, pxi|"(it, xt|it 1, xt 1, "t 1, "t; ✓), is bounded
by 1.
Since the process "t is unobserved, the likelihood function of model (143) cannot be computed
directly. However, themarginal likelihood function computes as the marginalization with respect
to {"t}Tt=0:18
Definition 15 (Marginal Likelihood Function). The marginal likelihood function of model (143)
reads as
LT (✓) ⌘ Pxi({it, xt}Tt=0|{i0, x0}; ✓) (146)
=
ˆ "¯0
¯
"0
· · ·
ˆ "¯T
¯
"T
p"("0; ✓)
TY
t=1
pxi|"(it, xt|it 1, xt 1, "t 1, "t; ✓)p"("t|it 1, xt 1, "t 1; ✓)d"0 . . . d"T
(147)
Note that since "t in (147) can be vector valued, the integrals over each "t form potentially
multi-dimensional integrals themselves.
In order to allow for random variables with infinite support (without truncation), the integral
in the marginal likelihood function (146) has to be transformed into a kernel integral in the sense
of Definition 1. Therefore, I require the following assumption:
Assumption 4 (Change of Variable). There exists an invertible change of variable
"t = '("˜t, "t 1, it 1, xt 1; ✓) (148)
such that
p"('("˜t, "t 1, it 1, xt 1; ✓)|it 1, xt 1, "t 1; ✓) = qt("˜t; ✓) (149)
17In this paper, I only consider Markov models of order 1; while the RLI method extends to higher orders, the
convergence rates of Sections 3.2 and 3.3 have to be generalized to apply to higher order Markov models.
18I use the term “marginal likelihood function” in this context in the frequentist’s sense, in that the unobserved
random variablesx "t can be thought of as nuisance parameters with a distribution attached to them, which allows
to integrate them out (instead of being optimized over).
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which is in Ci+1w.r.t. "˜t and "t 1, and where
ˆ ' 1("¯t,"t 1,it 1,xt 1;✓)
' 1(
¯
"t,"t 1,it 1,xt 1;✓)
qt("˜t; ✓)d"˜t  1 (150)
'0("˜t, "t 1, it 1, xt 1; ✓) ⌘ @
@"˜t
'("˜t, "t 1, it 1, xt 1; ✓)  1 (151)
Example 12 (AR(1) Process). The change of variable ' in Assumption 4 often coincides with
the “functional form” of the process "t. A simple but practically very important example for a
particular process and the corresponding change of variable is the AR(1) process
"t = ⇢"t 1 + "˜t (152)
where "˜t is white noise, distributed identically and independently according to the density func-
tion q(·), and "t = 0 for t  0. The corresponding change of variable that fulfills (149) is
'("˜t, "t 1, it 1, xt 1; ✓) = '("˜t, "t 1; ✓) = ⇢"t 1 + "˜t (153)
'0("˜t, "t 1, it 1, xt 1; ✓) = 1 (154)
' 1("t, "t 1, it 1, xt 1; ✓) = "t   ⇢"t 1 (155)
Proposition 3 (Recursive Likelihood Function Integration). Given a marginal likelihood func-
tion LT (✓) as in Definition 15, consider its approximation by recursive application of the para-
metric integral approximation using quadrature and interpolation as in Definition 12, where the
quadrature and the interpolation methods converge uniformly at rates sQ and sI in the sense of
Definitions 8 and 10 for su ciently smooth integrands, respectively, and where the interpolation
method is moreover smoothness preserving as by Definition 11. Under Assumptions 1, 2, 3, and
4, the results of Proposition 2 as well as Corollary 2 apply.
Proof. Assumptions 2 and 4 ensure that integration by substitution is valid, and thus the inte-
grand in (147) can be written as
ˆ "¯t
¯
"t
pxi|"(it, xt|it 1, xt 1, "t 1, "t; ✓)p"("t|it 1, xt 1, "t 1; ✓)d"t
=
ˆ ' 1("¯t,"t 1,it 1,xt 1;✓)
' 1(
¯
"t,"t 1,it 1,xt 1;✓)
pxi|"(it, xt|it 1, xt 1, "t 1,'("˜t, "t 1, it 1, xt 1; ✓); ✓)
· '0("˜t, "t 1, it 1, xt 1; ✓)qt("˜t; ✓)d"˜t (156)
This change of variable can be applied to the marginal likelihood function (146), omitting
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the integration limits for better readability:
LT (✓) =
ˆ
· · ·
ˆ
q0("˜0; ✓) (157)
·
TY
t=1
pxi|"(it, xt|it 1, xt 1, "t 1,'("˜t, "t 1, it 1, xt 1; ✓); ✓)'0("˜t, "t 1, it 1, xt 1; ✓)| {z }
⌘ft("˜t,"t 1)
· qt("˜t; ✓)d"˜0d"˜1 . . . d"˜T (158)
⌘
ˆ
· · ·
ˆ
q0("˜0)
TY
t=1
ft("˜t, "t 1)qt("˜t)d"˜0d"˜1 . . . d"˜T (159)
= LTf (160)
where qt(·) ⌘ qt(·; ✓). Note that the substitution by ft is possible since i and x are observed for
all t.
Most importantly, note that due to the fact that pxi|"  1 by Assumption 3, and due to
Assumption 4, the integrand ft is restricted to [0, 1]. Therefore, and since ft 2 Ci due to
pxi|", p" 2 Ci w.r.t. "t and "t 1, and ','0,2 Ci w.r.t. "˜t and "t 1, given all other assumptions
of this proposition hold, Proposition 2 as well as Corollary 2 apply.
Remark 13 (Role of Assumptions in Proposition 3). I list a couple of remarks on the role and
limitations of the assumptions necessary for Proposition 3 to apply:
Continuity of Density Functions Assumption 2 is not always fulfilled by default and needs
some care in model design; for example, in discrete choice models it can happen that that
the conditional choice probability is binary and thus degenerate: pi|x"(it|xt, "t, ✓) 2 {0, 1}
which is not even continuous; however, there exist ways to avoid this kind of problem, such
as introducing smooth (uncorrelated) errors, etc.
Unit Bound on Density Function While the unit bound restriction of Assumption 3 is tech-
nically needed to prove Proposition 3 below, it is rarely restricting in the practice of max-
imum likelihood estimation, since even if it fails to hold, any monotone transformation
of the likelihood function—such as rescaling pxi|"—will preserve the location of its maxi-
mum. The same holds true for the unit bound on the kernel integral and the corresponding
change of variable in Equations (150) and (151) below. Alternatively, the rescaling can be
done within the numerical integration, as noted in Remark 11.
Change of Variable Assumption 4 is w.l.o.g., because the use of the kernel integral as in
Definition 1 is itself w.l.o.g.; numerically, even non-trivial kernels can always be made part
of the integrand f , speaking in terms of Definition 1. However, if expectations over random
variables with infinite support are integrated, either the kernel integral has to be used, or
the domain of integration has to be truncated. Even if, however, the change of variables
is necessary, the unit boundedness in Equations (150) and (151) is also w.l.o.g as argued
in Remark 11.
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4 Estimation Results for the Bus Engine Replacement Model
In this section, I estimate the bus engine replacement model of Rust (1987) featuring a serially
correlated, unobserved random utility component, as specified in Section 2.1. First, I present
the estimation results for the original dataset in Section 4.1; second, I carry out an extensive
Monte Carlo study with simulated datasets in Section 4.2, to assess the question to which extend
the algorithm is able to reproduce the parameters of a distribution with known parameters, and
what estimator variance can be expected from various dataset sizes.
4.1 Original Dataset
The original dataset of Rust (1987) consists of monthly odometer readings and engine replace-
ment decisions for a fleet of 162 buses, subdivided into 8 groups depending on their manufacturer
and model. Since buses are heterogeneous across groups, it is common to create di↵erent sub-
samples to estimate the parameters of model (1); I follow the literature by estimating three
subsamples separately, consisting of groups {1, 2, 3}, {1, 2, 3, 4}, and {4}. Table 1 shows the size
of the panel for each group under consideration.
Bus group
Number of
buses (M)
Observation
horizon (months)
Total number
of observations
Number of
replacements
1 15 25 360 0
2 4 49 192 0
3 48 70 3,312 27
4 37 117 4,292 33
Total 104 8,156 60
Table 1: Number of buses, observation time horizon in months, total number of observations,
and number of observed engine replacements for each bus group.
As in Rust (1987), I discretize mileage in “bins” of 5,000 miles each.19 The highest possible
mileage state is 90 (which corresponds to 450,000 miles),20 formally x 2 X = {1, . . . , 90}.
I assume the mileage transition to follow a Markov process (conditional on the replacement
decision), for which I estimate the parameters independently. I parametrize the discount factor
by   = 0.9999 as in the original paper.
Before presenting the results of the estimation with serial correlation in the errors, I verify the
estimation procedure presented in Section 2.2: Table 2 presents a partial reproduction of Table
IX of Rust (1987), without serial correlation, but still numerically integrating both the expected
value and the likelihood function. I conclude that, for the case without serial correlation, I am
well able to replicate the original estimates.
Table 3 presents the estimation results using the original dataset of Rust (1987), again for
19By discretizing into bins of 5,000 miles I mean that the original mileage x˜ transforms into a mileage state
x = dx˜/5, 000e, with the ceiling function dy˜e = min{y 2 N : y   y˜}.
20If a bus ever reaches the maximum mileage state, I assume it to stay there until engine replacement. Although
no bus in any of the subsamples ever reaches the maximum mileage state, it still has relevance for the solution
of the dynamic problem of the agent, who takes this possibility into account when solving his infinite horizon
dynamic optimization problem.
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Bus groups 1–3 Bus groups 1–4 Bus group 4
Rust (1987) Estimated Rust (1987) Estimated Rust (1987) Estimated
RC 11.7270 11.7266 9.7558 9.7560 10.0750 10.0749
(2.602) (1.928) (1.227) (0.898) (1.582) (1.351)
✓1 4.8259 4.8257 2.6275 2.6276 2.2930 2.2929
(1.792) (1.366) (0.618) (0.469) (0.639) (0.554)
⇢ – – – – – –
L -2,708.366 -2,708.366 -6,055.250 -6,055.250 -3,304.155 -3,304.156
Table 2: Replication of Table IX of Rust (1987) for all subsamples reported therein; L is the
value of the log-likelihood function at the solution;   = .9999.
both extreme value type I and normally distributed innovations "˜, and for each distribution
family with and without normalization of the innovation distribution. In particular, an AR(1)
process with “standard” EV 1 innovations with density EV 1(  , 1)21 will have mean 0 and
variance ⇡2/6(1   ⇢2) 1, while with normalized innovations, i.e. if innovations are distributed
according to the density EV 1(  p1  ⇢2,p1  ⇢2), the corresponding mean and variance will
be 0 and ⇡2/6, respectively; for normal innovations, the AR(1) process without normalization,
i.e. with N(0, 1) innovations, will have zero mean, and variance (1 ⇢2) 1, whereas the normal-
ized version with N(0, 1  ⇢2) innovations has mean zero and variance one. For the estimation
of the standard errors from the original data set, I use the inverse of the negative Hessian of the
likelihood function at its maximum, ( H( ✓ˆ | {xt, it}Tt=0 )) 1.22
For the EV 1 case, I observe that while the parameter estimates in the presence of serial
correlation are substantially di↵erent from the estimates without serial correlation, the ratio of
engine replacement cost to the regular maintenance cost parameter is relatively stable; thus, the
trade-o↵ for the decision maker has not changed much quantitatively. This result holds true for
both innovation specifications, i.e. with and without normalization, although the values of the
parameters in the normalized version are somewhere in between the values without serial corre-
lation and the values with serial correlation but no normalization. Moreover, the relative costs
and the corresponding likelihood function values are almost identical for the two specifications
with serial correlation. Performing a likelihood ratio test to compute the statistical significance
of the quantitative changes induced by the introduction of serial correlation, I find that only on
the largest subsample of the dataset (bus groups 1–4) can I reject the hypothesis of no serial
correlation at a reasonable significance level.
The case of normally distributed "˜ yields similar results, with two notable di↵erences: First,
not only do the cost parameter values change substantially, but also are the ratios and thus
the trade-o↵ for the decision maker more distinct. However, at the same time, carrying out
a likelihood ratio test, I cannot reject the hypothesis of no serial correlation at a reasonable
21The extreme value type I distribution, which is also sometimes also referred to as the Gumbel distribution,
has as location and a scale parameter, µ and   > 0, and I denote its density by EV 1(µ, ) if the parameters
matter. The mean of a random variable with EV 1 distribution is µ +   , and its variance is  2⇡2/6, where
  ⇡ 0.5772 is the Euler-Mascheroni constant.
22Since all derivatives are approximated using finite di↵erences, the numerical accuracy—in particular of second
derivatives—is limited.
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significance level for any of the subsamples in the normal case. Second, the density normalization
has very little influence on the parameter estimates in the normal case, in contrast to the EV 1
case where the di↵erence is substantial.
I interpret the change of the ratio of the cost parameters in this particular model as follows
(as an example, I assume the ratio in the restricted model to be larger than in the unrestricted
one): If I ignore serial correlation, the relative costs of regular maintenance are underestimated.
Consequently, using the true relative costs in a model without serial correlation, I would predict
more (or, equivalently, earlier) engine replacement than I find in the data. Thus, allowing for
serial correlation explains why I do not observe more frequent engine replacement, given the
high (true) relative costs of regular maintenance. Conversely, in a model with serial correlation,
but based on the biased relative costs estimates, I would predict the buses to run for too long
without engine replacement.
Assessing the question of the statistical significance of the estimates from the original data set
is di cult though. First, as I will demonstrate in the Monte Carlo study below, my experiments
with artificial data sets indicate that the results are rarely significant for small samples, even
if the true model features serial correlation as defined by (7). Consequently, given the number
of buses in the original data set, p-values as for groups 1–4 with extreme value distributed "˜(i)
is not what I can generally expect. Second, I still cannot conclude that the serial correlation I
found in the data is really coming from an unobserved source, as di↵erent bus groups are pooled
together for two of the three subsamples, thus creating a heterogeneous sample that is treated as
homogeneous by the model. Consequently, as long as I do not find the serial correlation within
one single bus group to be significant, these estimations have to be taken with a grain of salt.
4.2 Monte Carlo Study
In this section, I carry out an extensive Monte Carlo study, where I simulate the model from
Section 2.1 to create many data sets of di↵erent sizes (number of buses),23 for both “standard”
densities, extreme value type I, EV 1(  , 1), and standard normal, N(0, 1), and estimate the
parameters from these data sets using NFXP together with the RLI algorithm. The objec-
tive is to investigate the ability of the method to recover the parameters from the data, for
which I know the true values in the case of simulated data.24 Therefore, for each data set size
M 2 {100 , 1000 , 10000}, and for both densities, I create 200 datasets; on each data set, I
run an estimation with and without allowing for serial correlation (i.e. setting ⇢ = 0). Table 4
presents the results of this Monte Carlo study by reporting means and standard deviations of the
respective estimates. I also report mean and standard deviation of the likelihood ratio test with
the null hypothesis of absence of serial correlation, carried out on the individual data set level.
Figures 8 and 9 finally plot a kernel smoothing estimation of the distribution of the estimates,
together with the true parameter values, and the density of the normal distribution with mean
and standard deviation as reported in Table 4.
From this Monte Carlo study I draw the following conclusions: First, while the method
23Note that I refer to data set size as the number of buses in a dataset, or, equivalently, as the number of
replacement observations, as I simulate each bus until replacement.
24The values for the parameters are chosen such that they resemble the estimates for the largest subset of the
original dataset for the respective distribution, as reported below.
40
"˜ ⇠ EV 1(µ, )
Bus groups 1–3 Bus groups 1–4 Bus group 4
standard normalized standard normalized standard normalized
RC 11.7266 25.0624 18.1397 9.7560 27.0368 18.19269 10.0749 22.0634 15.7403
(1.928) (10.127) (10.859) (0.898) (16.939) (6.724) (1.351) (13.873) (9.452)
✓1 4.8257 9.8531 7.1312 2.6276 7.4151 4.9894 2.2929 4.8132 3.4330
(1.366) (4.564) (5.591) (0.469) (5.551) (2.424) (0.554) (3.738) (2.610)
RC/✓1 2.4300 2.5396 2.5437 3.7128 3.6462 3.6463 4.3935 4.5840 4.5850
⇢ – 0.6899 0.6898 – 0.7396 0.7396 – 0.7001 0.7000
(0.098) (0.168) (0.112) (0.091) (0.134) (0.189)
L -2,708.366 -2,707.777 -2,707.777 -6,055.250 -6,053.340 -6,053.340 -3,304.156 -3,303.912 -3,303.912
p (LR) 0.2903 0.2903 0.0506 0.0506 0.4848 0.4848
"˜ ⇠ N(0, )
RC 7.0372 13.8320 13.3909 6.0018 18.8660 17.5170 6.0747 10.8680 10.8111
(1.029) (2.736) (0.552) (0.481) (2.671) (2.777) (0.758) (0.948) (4.056)
✓1 2.5406 5.3814 5.4492 1.3990 5.2595 5.0840 1.1829 2.2881 2.4086
(0.732) (1.316) (0.192) (0.263) (0.940) (0.816) (0.327) (0.319) (1.099)
RC/✓1 2.7700 2.5717 2.4574 4.2900 3.5870 3.4455 5.1354 4.7497 4.4886
⇢ – 0.5203 0.5117 – 0.6680 0.6510 – 0.4887 0.4920
(0.086) (0.012) (0.042) (0.049) (0.032) (0.164)
L -2,707.901 -2,707.832 -2,707.817 -6,054.082 -6,053.683 -6,053.649 -3,303.919 -3,303.899 -3,303.889
p (LR) 0.7103 0.6819 0.3717 0.3521 0.8446 0.8065
Table 3: Estimation results for di↵erent subsamples of the original dataset, with the innovation distribution being extreme value type 1 EV 1(µ, )
(top), and normal N(0, ) (bottom); the “standard” columns refer to innovation densities without normalization, i.e. EV 1(  , 1) and N(0, 1),
whereas the “normalized” columns refer to normalized innovation densities, i.e. EV 1(  p1  ⇢2,p1  ⇢2) and N(0, 1  ⇢2). L is the value of the
log-likelihood function at the solution; p (LR) is the p-value of the likelihood ratio test with H0 : ⇢ = 0;   = .9999.
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Figure 8: Distributions of the maximum likelihood estimates from 200 artificial data sets of
di↵erent sizes, with the innovation distribution being extreme value type 1 EV 1(  , 1). The
bold solid vertical lines denote the true parameter value; the thin solid lines are kernel smoothing
estimates of the distributions of the parameter estimates; the dash-dotted lines depict normal
distributions with mean and standard deviation of the respective estimates. The lefthand column
uses data sets of 100 buses each, the center column 1,000 buses, and the righthand column 10,000
buses.
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Figure 9: Distributions of the maximum likelihood estimates from 200 artificial data sets of
di↵erent sizes, with the innovation distribution being standard normal N(0, 1). The bold solid
vertical lines denote the true parameter value; the thin solid lines are kernel smoothing estimates
of the distributions of the parameter estimates; the dash-dotted lines depict normal distributions
with mean and standard deviation of the respective estimates. The lefthand column uses data
sets of 100 buses each, the center column 1,000 buses, and the righthand column 10,000 buses.
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"˜ ⇠ EV 1(  , 1)
True M = 100 M = 1, 000 M = 10, 000
RC 26.0000 11.1135 34.8033 11.0589 32.8574 11.0402 27.7607
(0.974) (21.695) (0.266) (17.391) (0.092) (5.457)
✓1 7.0000 2.9381 10.2193 2.9023 9.3360 2.9035 7.5885
(0.435) (7.381) (0.121) (5.789) (0.041) (1.748)
RC/✓1 3.7143 3.8182 3.6105 3.8136 3.6508 3.8027 3.6809
(0.275) (0.372) (0.089) (0.236) (0.028) (0.103)
⇢ 0.7000 – 0.6345 – 0.7077 – 0.7069
(0.241) (0.081) (0.035)
p (LR) 0.2380 0.0003 < 10 16
(0.291) (0.002) (< 10 16)
"˜ ⇠ N(0, 1)
RC 18.0000 7.3097 20.3922 7.1433 20.5688 7.1349 19.8626
(0.608) (15.928) (0.177) (12.954) (0.056) (6.118)
✓1 5.0000 1.8410 6.1094 1.7589 5.9685 1.7584 5.6418
(0.268) (5.391) (0.077) (4.295) (0.025) (1.990)
RC/✓1 3.6000 4.0086 3.6162 4.0650 3.6236 4.0581 3.5676
(0.291) (0.403) (0.095) (0.282) (0.031) (0.143)
⇢ 0.6000 – 0.4069 – 0.5243 – 0.6035
(0.317) (0.222) (0.091)
p (LR) 0.6946 0.3302 0.0082
(0.303) (0.322) (0.036)
Table 4: Mean and standard deviations of the maximum likelihood estimates from 200 arti-
ficial data sets of di↵erent sizes, with the innovation distribution being extreme value type 1
EV 1(  , 1) (top), and standard normal N(0, 1) (bottom). The lefthand column uses data sets
of 100 buses each, the center column 1,000 buses, and the righthand column 10,000 buses. L
is the value of the log-likelihood function at the solution; p (LR) is the mean and the standard
deviation of the p-values of the likelihood ratio test with H0 : ⇢ = 0 carried out on the individual
data sets;   = .9999.
seems to slightly overestimate both cost parameters, the true parameters are always well within
one standard deviation. Also, in case of EV 1 distributed "˜ where the overestimation is most
apparent, the mean of the estimates clearly gets closer to the true values as I increase the data
set size. For the serial correlation parameter ⇢, I observe almost perfect recovering of the true
parameter value for large data sets, in the EV 1 case even for moderate data set sizes. Comparing
the estimates with serial correlation to the case where serial correlation is ruled out by setting
⇢ = 0, I see that the parameter estimates vary considerably. However, looking at the (probably
more relevant) ratio of the cost parameters, I find that the misspecification bias is small in
the EV 1 case, but moderate in the N(0, 1) case. Testing for the statistical significance of the
increase in quality of fit by allowing for serially correlated errors using the likelihood ratio test, I
find that given a data set of 100 buses (which is comparable to the largest subset of the original
data presented above), it is often impossible to reject the no-serial-correlation hypothesis at a
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reasonable significance level, even if the true model features serial correlation as in (7). While
in the EV 1 case, significance increases vastly for the larger data sets under consideration, the
model with normal "˜ has a surprisingly low increase in quality of fit, along with relatively large
p-values even for large data sets.
Turning my attention to Figures 8 and 9, I notice that for the smaller data sets the distribu-
tion of the parameter estimates is clearly not normal. Moreover, it even appears to be bimodal,
with one solution being the no serial correlation case. However, since for the large data sets,
the distributions apparently become closer to the density of the normal distribution, especially
for the cost parameters in the N(0, 1) case, and for the serial correlation parameter in the EV 1
case.
At this point it is worthwhile commenting on the sources and potential impact of numerical
truncation error: First, I found that the likelihood function is quite flat; keeping in mind that
the stopping criterion of an optimization algorithm introduces a truncation error of its own,
this could well explain the local modes on these tails. Second, while I use a specific Gaussian
rule for the normally distributed "˜, namely the Gauss–Hermite rule, I use a change of variable
to adapt the Gauss–Legendre rule with uniform weighting to the extreme value distribution,
which most likely does not perfectly cover the fat tail of this distribution; also, both schemes
are applied to a function that is not globally continuously di↵erentiable because of the max-
operator. Consequently, in flat regions of the likelihood function, the approximation error of the
EV function from both the integration and the interpolation error might dominate the (true)
change in the objective function value, making it hard for the solver to distinguish between real
progress and computational noise. Thus, it is di cult to judge which e↵ects come from the
model structure, and which are numerical artifacts.
5 Conclusion
This paper develops a method to e ciently approximate the (marginal) likelihood function of
continuous state hidden Markov models. More precisely, I decompose the integral over the
unobserved state variables in the likelihood function into a series of lower dimensional integrals,
and successively approximate them using lower dimensional quadrature rules, and interpolation
between the time steps; I call this procedure recursive likelihood function integration (RLI), and
I provide rigorous error and convergence analysis of the new method as well as assumptions on
the model for the theoretical results to be applicable.
As an application, I apply this method to the bus engine replacement model of Rust (1987)
featuring serially correlated errors and using the original dataset, finding barely any serial cor-
relation. Also, the parameter estimates vary substantially, compared to the case of serially
uncorrelated errors. Second, I verify the RLI algorithm’s ability to recover the parameters of
the same model in an extensive Monte Carlo study with simulated data sets, finding that the
method is indeed able to recover the parameters used for the simulation, particularly in the case
of the serial correlation parameter, which is recovered to very high precision.
As I mention in the introductory section, the recursive likelihood function integration is
not the only approach to the estimation of DDCMs with serially correlated unobserved state
variables. While I cite some recent alternative methods, I do not compare to them in terms
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of runtimes, accuracy, or other important metrics. Rather, the goal of this paper was to show
that the integration of the serially correlated variables in the computation of the likelihood
function can be done with complexity that is linear in the time horizon, making the application
of high performance quadrature rules such as Gaussian quadrature well feasible. For a quantitive
comparison of the various methods to be insightful, a rigorous experimental design is needed,
in order to compare the di↵erent aspects of computational e ciency, numerical accuracy, and
scaling properties, based on unified models and environments. This in-depth comparison study
is subject to future research.
Second, while the theoretical results of this paper directly apply to multi-dimensional (un-
observed) state variables, no particular methods for multi-dimensional quadrature and interpo-
lation are applied and tested for their practical performance in the RLI context in this paper.
Moreover, the results are limited to Markov processes of order 1. Both topics—while not adding
much theoretical insight—are important subjects for future research because of their practical
relevance.
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A Numerical Methods
A.1 Approximation of the Expected Value Function
This section describes the steps necessary to numerically approximate the expected value as a
function of all possible states, as in equation (8).
Numerical integration. In contrast to the case of extreme value type I iid distributed
unobserved state variables, no closed form solution to the integral (8) exists; thus, I have to
approximate it by numerical quadrature. A variety of methods for multi-dimensional integra-
tion exists; see, for example, chapter 7 of Judd (1998) for an overview, or chapter 4 of Press
et al. (2007) for an implementation oriented approach. Throughout the paper, I use Gaussian
quadrature, which is known to be very e cient for the integration of functions that can be well
approximated by a polynomial. While this condition is obviously violated for the value func-
tion (because of the kink potentially induced by the max-operator), one can still show Gaussian
schemes to be convergent for any Riemann integrable function, and, moreover, they are reported
to often outperform other widely used integration schemes, even in the presence of singularities;
see Judd (1998) and the literature cited therein. Also, Stinebrickner (2000) successfully applied
the Gaussian quadrature rules to expected value function approximation for DDCMs with serial
correlation.
The n-node Gaussian quadrature rule approximates
ˆ b
a
f(y)w(y)dy ⇡
nX
i=1
!if(yi) (161)
where w(y) is a non-negative weighting function with finite integral (including unity for
|a|, |b| < 1). The integration nodes yi are the roots of the degree n polynomial of the fam-
ily of polynomials that are mutually orthogonal with respect to weighting function w(y). The
corresponding weights !i are chosen such that every polynomial of degree 2n   1 is integrated
exactly ; for the corresponding formulas, see, for example, Kythe and Scha¨ferkotter (2005). Since
both nodes and weights should be computed to high accuracy, they are often tabulated for some
frequently used families of orthogonal polynomials.
When taking expectations of functions of continuous random variables, the integration prob-
lem (161) arises naturally, with the density function being used as weighting function w(x).
Obviously, this approach requires the availability of polynomials that are orthogonal with re-
spect to the density function in use. For some distributions, these families are well known,
such as the Hermite polynomials for normally distributed random variables. For most other
distributions however, the necessary polynomials (and their roots) are unknown, and have to be
computed first. Alternatively, one can map the support of the corresponding density function
to [ 1, 1] by a change of variable,25 and approximate the resulting integral using the Gaussian
rule based on Legendre polynomials, which are orthogonal with respect to the unity weighting
function on [ 1, 1]. Using this procedure, I found that expectations of extreme value distributed
random variables can be approximated quite e ciently.
25For example, if the inverse of the cumulative distribution of a distribution with density w(y), W 1(y) exists,
one can apply the following change of variables:
´ +1
 1 f(y)w(y)dy =
´ 1
0
f(W 1(y0))dy0.
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Directly approximating (8) by Gaussian quadrature has a potential caveat, since it would
require one to find polynomials that are orthogonal with respect to the conditional probability
density function, p"0("0|"), and thus di↵erent nodes and weights for each ". Consequently, I re-
formulate the integral in (8) in terms of the unconditional probability density function p"˜0("˜0(i)),
¨
max
 
u(0, x0) + ⇢"(0) + "˜0(0) +  EV✓(x0, (⇢"(0) + "˜0(0), "0(1)), (162)
u(1, 1) + "˜0(1) +  EV✓(1, (0, "0(1)))
 
p"˜0(1)(d"˜
0(1))p"˜0(0)(d"˜0(0)) (163)
and compute (or look up) one single set of nodes and weights for weighting function p"˜0(i)("˜
0(i)).
Since the integration in (162) is of dimension N = 2,26 but Gaussian rules are per se one-
dimensional, I use them extended to N dimensions by the product rule, which generalizes (161)
to N dimensions by
ˆ
[a,b]N
f(y1, . . . , yN )
NY
i=1
wi(y
i)d(y1, . . . , yN ) ⇡
nX
i1=1
· · ·
nX
iN=1
f(y1i1 , . . . , y
N
iN )
NY
j=1
!jij (164)
where f : RN ! R, wi : R! R is the weighting function for dimension i, and yij and !ij are the
nodes and weights of the corresponding one-dimensional Gaussian rule (indexed by j), applied
to dimension i.27
Function approximation. Generally, the expected value function is a continuous function
of ", and I need to approximate it as such, but by a finite number of parameters only. Assume
for the moment that I can evaluate an unknown function f(y) at arbitrary points. Then, I
can choose a set of nodes yi 2 [a, b], and construct an interpolating function fˆ(y), such that
f(yi) = fˆ(yi) 8yi. Obviously, I want to choose fˆ(y) such that |f(y) fˆ(y)| is “small everywhere”,
not just at the interpolation nodes yi. More formally, I want to control the interpolation error
supy2[a,b] |f(y)  fˆ(y)|.
A general, but computationally rather expensive approach to node choice is adaptive proce-
dures: given some interpolant fˆ (h)(y), I evaluate the quality of approximation, |f(y)  fˆ (h)(y)|,
at di↵erent values of the argument (di↵erent from yi), and I insert new nodes where the approx-
imation quality is poor; then, I construct a new interpolant fˆ (h+1)(y) on the set union of old
and new nodes. This procedure is iterated until some convergence criterion is met. Adaptive
methods are particularly well suited for functions with “di cult” shape properties, for exam-
ple functions with greatly varying curvature, kinks, or discontinuities, and to explicitly control
the approximation error. For the actual interpolation over such a grid, piecewise polynomial
interpolation, such as piecewise linear interpolation (PLI) or higher order splines, proved to be
a reliable choice.
26The dimension of the integration over the unobserved state variable in DDCMs is usually (N 1)-dimensional,
because the decisions of the agents in the model are driven by utility di↵erences rather than levels. In this case
however, since I assume that serial correlation is only present in one dimension of the error, the reformulation
of the model in terms of the di↵erences of errors does not reduce dimensionality. Thus, the integration must be
carried out over all the N dimensions.
27Note that in order to use the product rule (164) to compute expectations, the dimensions of the random
variable must be mutually independent. For more general multivariate distributions, see, for example, Ja¨ckel
(2005).
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Since I want to have direct control over the error of the approximation of EV✓, I choose an
adaptive approximation method; in particular, I want to assure uniform approximation quality
for di↵erent values of ✓, in order to compute the corresponding likelihood function values to
high accuracy. Therefore, I employ the method of Gru¨ne and Semmler (2004), which repeatedly
refines an interpolation grid until a global approximation error criterion is met. At this point, it is
important to note that I cannot directly evaluate the true (but unknown) expected value function
EV✓, because it is only implicitly defined by (9). Fortunately, to discuss this grid adaption
method, it is su cient to assume that the method is supplied with an approximation dEV (h)✓ ( · ; a)
from the previous iteration of the adaption process, which is now explicitly parametrized by the
finite-dimensional vector a 2 RA. Let  (h)✓ be the grid at the beginning of iteration h. For each
cell28 cl of grid  
(h)
✓ , I approximate the solution to the following optimization problem:
29
⌘l = max
"2cl
|dEV (h)✓ (x, "; a)  T (dEV (h)✓ )(x, "; a)| (165)
Then, Gru¨ne (1997) showed that the maximum error over all cells, ⌘ = maxl{⌘l}, defines an
approximation error bound by
max
x2X,"2RN
|EV✓(x, ") dEV (h)✓ (x, "; a)|  ⌘ 11    (166)
where EV✓ represents the true (but unknown) expected value function. The method of Gru¨ne
and Semmler (2004) inserts new nodes into those cells cl where the corresponding error ⌘l is
larger than some threshold. Finally, I construct new interpolant dEV (h+1)✓ ( · ; a) on the refined
grid  (h+1)✓ . (In order to parametrize it, I need to solve for the fixed point (9), which I will
discuss shortly.) This procedure is repeated until the maximum (global) approximation error
⌘(1   ) 1 is smaller than the desired approximation error, ⌘¯.
One particular advantage of the method of Gru¨ne and Semmler (2004) is that it not only
allows for refinement, but easily extends to grid coarsening, by identifying and removing nodes
that do not increase approximation accuracy. Combining coarsening and refinement, I can
construct a grid updating procedure, which can be integrated with a nested fixed point algorithm
(NFXP). In NFXP, the likelihood maximization (“outer loop”) repeatedly feeds di↵erent values
of ✓ into the expected value function approximation (“inner loop”); thus, rather than building
up from scratch an interpolant for each new value of ✓(k+1), it can be obtained from updating
an interpolant that has previously been built for some other value ✓(k) (see Section A.2 below).
Note that due to the fact that serial correlation is only allowed in "(0), EV✓(x, ") is constant
in "(1). Consequently, I only need to approximate it as a one-dimensional function of "(0).
Therefore, I can use piecewise linear interpolation to construct dEV ✓. However, the methodology
generalizes to higher dimensions by replacing PLI with multi-dimensional interpolation.
Finally note that, since—in this formulation of the model—mileage has been discretized, I
need to approximate EV✓ as a separate continuous function of " for each mileage state x 2 X
28In this context, cell ci of an n-dimensional grid   is defined as the hypercube spanned by
 
yj 2   : yki 
ykj  minl{ykl : yki < ykl }, k = 1, . . . , n
 
, where yk is the kth element (dimension) of the vector y.
29Note that since the model is already discretized in terms of mileage state x, finding the maximum error
within each cell does not explicitly involve x; rather, one has to carry out the error estimation for all possible
mileage states independently.
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simultaneously; thus, dEV ✓( · ; a) is really a set of interpolants. If, in contrast, mileage would
enter the model as a continuous variable, dEV ✓( · ; a) would rather be a single 2-dimensional
interpolant. However, discrete mileage is necessary to nest the original model without serial
correlation as a special case.
Non-linear system. The last few paragraphs discussed the choice of a function approxima-
tion scheme and interpolation grid creation, but left out how to actually evaluate the unknown
function EV✓, which is only implicitly defined as the fixed point of T . While this fixed point
is generally a continuous function, its substitution by an approximating interpolant dEV ✓( · ; a)
simplifies the problem to a non-linear system of D equations in A unknowns,
dEV ✓(x, "; a) = T (dEV ✓)(x, "; a) 8(x, ") 2  ✓, a 2 RA (167)
where D is the number of elements in  ✓, and thus each (x, ") 2  ✓ defines one equation of
(167), and the parameters a of the interpolant are the variables. From the parameter vector a⇤
that solves (167), I can directly construct the interpolant dEV ✓( · ; a⇤). This procedure is known
as collocation, which is a particular variant of a projection method for the approximation of
functions that are defined by functional equations; see Judd (1998), chapter 11. Finally, I
compute the approximation error of dEV ✓( · ; a⇤) as defined by (166); if it is su ciently small
(smaller than ⌘¯), I accept my approximation of EV✓; otherwise, I refine the interpolation grid
 ✓, and solve (167) for the new grid.
Similar to Rust (1987), I use methods that directly solve the non-linear system
dEV ✓(x, "; a)  T (dEV ✓)(x, "; a) = 0 8(x, ") 2  ✓, a 2 RA (168)
to high accuracy. Given the accuracy needs of my application, Newton (or quasi-Newton)
methods are particularly interesting, because they show quadratic (superlinear) convergence
close to the solution under some conditions.30 However, these methods require the evaluation
of the Jacobian matrix J of the non-linear system (168), which is generally of size D2, and thus
can be prohibitively expensive to compute for large systems. In particular, given an adaptively
refined grid, the size of J can become an issue since the number of equations of (168) is defined
by the number of nodes in  ✓, and thus the system grows larger as the grid is refined. However,
analogously to the original model, if the Markov transition matrix of the discrete states is sparse,
J is also sparse; thus, using (quasi-)Newton methods can still be feasible because the number
of non-zero elements in the Jacobian grows much more slowly than the number of grid nodes.
Figure 10 illustrates the sparseness pattern of my problem.
To numerically solve the fixed point problem (9), I either use the “ipopt” package (Wa¨chter
and Biegler, 2005), in conjuction with the “pardiso” sparse linear solver (Schenk and Ga¨rtner,
2004), or the quasi-Newton trust-region method of the R-package “nleqslv” (Hasselman, 2014),
depending on the size of the problem.
30Loosely speaking, quadratic convergence means that, close to the solution, the number of correct digits of
the result roughly doubles in every Newton step. More formally, suppose that for f : Rn ! Rn, a solution y⇤
to the system f(y⇤) = 0 exists, the Jacobian function J : Rn ! Rn⇥n is Lipschitz continuous, and the Jacobian
matrix at the solution, Jf (y
⇤) is non-singular. Then, if y(0) is su ciently close to the solution y⇤, the residual
decays quadratically for each Newton iteration, thus 9K > 0 : ky(k+1)   y⇤k  Kky(k)   y⇤k2.
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Figure 10: Sparseness pattern of the Jacobian of the non-linear system (168).
Figure 11 plots an example of the expected value function, where each of the black lines
represents the expected value as a function of "(0), for a particular value x. I want to emphasize
again that the procedure to compute an approximation of EV✓(x, ") as presented in this section
easily generalizes to other models, with an arbitrary number of decisionsN , and serial correlation
in all dimensions of the unobserved state variables, by choosing a multi-dimensional interpolation
scheme.
A.2 Likelihood Function Maximization
To approximate the marginal likelihood function of the bus engine replacement model using
recursive likelihood function integration, I use Gaussian quadrature as outlined in the previous
section (in the context of expected value function approximation). Note that while I write all
integrals in this section as integrals over " for simplicity, I have to reformulate them in terms
of "˜ by a linear change of variables in order to approximate them by Gaussian quadrature (see
Section 2.2.1). Also, for numerical reasons, I chose a slightly di↵erent change of variables to
map the integration domain from [ 1,1] to [ 1, 1], (see Judd, 1998, p. 204). Furthermore, I
use Akima splines (Akima, 1970) to approximate the integral over "t as a function of "t 1.
Obtaining the maximum likelihood estimate of ✓, given data {xt, it}Tt=0, requires us to find
a solution to the following two problems simultaneously :
✓ˆ = argmax
✓
L( ✓ | {xt, it}Tt=0,dEV ✓) (169)
dEV ✓(x, "; a) = T (dEV ✓)(x, "; a) 8(x, ") 2  ✓, a 2 RA (170)
While there exist methods that directly solve (169) and (170) simultaneously as a constrained
optimization problem, namely the mathematical programming with equilibrium constraints
(MPEC) approach to DDCM estimation of Su and Judd (2012), I use the well known nested
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Figure 11: The expected value function EV✓(x, ") for ⇢ = 0.6, RC = 14, ✓1 = 2, and the
innovation distribution being EV 1(  , 1).
fixed point (NFXP) approach of Rust (1988).31 In NFXP, the likelihood maximization is per-
formed as a repeated two step procedure: First, given a parameter guess ✓(k), one computes
the expected value function EV✓(k) as a fixed point of operator T by solving (170). Second,
one evaluates the likelihood function for ✓(k), using the approximation of EV✓(k) just previously
obtained. The optimization algorithm then constructs a new parameter guess ✓(k+1), and the
procedure starts again by approximating EV✓(k+1) . This is iterated until convergence of the
maximization algorithm.32 Thus, (169) can be solved as an unconstrained problem.
Recall that the interpolation grid  ✓(k) , over which the corresponding approximating in-
terpolant dEV ✓(k)( · ; a) satisfies some error bound ⌘¯, depends on ✓(k). Thus, each step of the
maximization routine, from ✓(k) to ✓(k+1), requires one to iteratively update the grid from  ✓(k)
to  ✓(k+1) , until the maximum approximation error of
dEV ✓(k)( · ; a) is bounded by ⌘¯ again; this
procedure ensures that for each likelihood function evaluation, the approximation error of the
corresponding expected value function is controlled.33
31The MPEC approach to DDCM estimation of Su and Judd (2012) “combines” the solution of the fixed
point and the maximization of the likelihood by solving the original constraint formulation of the likelihood
maximization problem (169). This procedure is considered to be more e cient in some cases, because it does not
require one to solve the fixed point equation (9) for each parameter guess, even if it is far away from the solution;
rather, it imposes the fixed point condition to hold only at the solution. However, directly integrating MPEC with
adaptive interpolation grids creates two potential problems: First, adding a grid node corresponds to adding a
constraint to the optimization problem, while the optimization algorithm runs. Second, adaptive methods usually
require the approximation of an iteration to be completed in order to compute the approximation quality for the
insertion decision, which in my case is not possible until (9) has been solved, which in turn contradicts the MPEC
idea.
32Since the fixed point of T is usually obtained using an iterative method, solving the dynamic problem is
often referred to as the “inner loop” in this context, while the maximization procedure is referred to as the “outer
loop”.
33Controlling the maximum approximation error does not imply that it is constant over the maximization
procedure. Rather, I choose ⌘¯(k) to be decreasing in the iterations of the optimizer, in order to compute the fixed
point to lower accuracy far away from the solution, but to high accuracy close to it.
52
Algorithm 2 summarizes the nested fixed point algorithm to solve (169).
Algorithm 2 Nested fixed point algorithm with adaptive grid updating.
1: initialize ✓,  ✓, a
2: while not converged do
3: while ⌘(1   ) 1 > ⌘¯ do
4: solve dEV ✓(x, "; a) = T (dEV ✓)(x, "; a) 8(x, ") 2  ✓, a 2 RA
5: update  ✓ (coarsening and refinement)
6: end while
7: evaluate L(✓)
8: compute next ✓
9: end while
For the model under consideration, the maximization of the likelihood function is a non-
linear, partially box-constrained optimization problem with three free parameters. To numeri-
cally solve this problem, I employ the model-based, derivative-free trust-region method “bobyqa”
(Powell, 2009).34
B Open Source Software
This appendix lists all open source software packages used to obtain the results presented in this
paper, including version information.
The main framework used to implement the method of this paper is R, version 3.0.3 (R
Core Team, 2014). Time critical components are implemented in C++, and interfaced to R
using the “Rcpp” package, v0.11.1 (Eddelbuettel and Franc¸ois, 2011). The code is paral-
lelized on the C++ level using openMP. All interpolation on the C++ level is carried out using
the respective routines of the GNU Scientific Library, v1.16 (Galassi et al., 2014). Gaussian
quadrature nodes are computed using the R-packages “fastGHQuad”, v0.1-1 (Blocker, 2011),
and “pracma”, v1.6.4 (Borchers, 2014). Distribution functions, quantile functions, and random
number generators for the extreme value distribution are provided by the R-package “evd”,
v2.3-0 (Stephenson, 2002). To numerically solve the fixed point problem (9), I use the “ipopt”
package, v3.11.7 (Wa¨chter and Biegler, 2005), in conjuction with the “pardiso” sparse lin-
ear solver, v5.0.0 (Schenk and Ga¨rtner, 2004), interfaced by the R-package “ipoptr”, v0.8.4,
by Jelmer Ypma (which is distributed as part of the ipopt package), and the quasi-Newton
trust-region method of the R-package “nleqslv”, v2.1.1 (Hasselman, 2014). For the likelihood
maximization problem, I employ “bobyqa” (Powell, 2009), interfaced by the “minqa” R-package,
v1.2.3 (Bates et al., 2012).
34According to Powell (2009), the name “bobyqa” is an acronym for “Bound Optimization BY Quadratic
Approximation.”
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