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序論 本研究の目的・問題領域と前提条件 
 
Ⅰ 研究目的 
  
人間や組織（例えば、企業や公共機関）にとって、自身の直面する「不確実性」をいか
にして吸収し、自身を合理的な行動へと導くかは、永遠の課題と言っても過言ではないで
あろう。そこで、こうした不確実性（偶然性）に直面する人間や組織の選択行動を探求す
ることは、学術研究における大きなテーマであり、多くの研究が社会科学（心理学、行動
科学、経済学、経営学等）や自然科学（経営工学、情報理論、ファジィ理論等）の分野で
展開されている。これらの研究は、経済学的アプローチ（効用理論、ゲーム理論等）、組織
論的アプローチ（限定された合理性、経済人と経営人モデル等）、経営科学的アプローチ（数
理計画法、最適化モデル等）、行動科学的アプローチ（行動的意思決定論、プロスペクト理
論等）など、さまざまなアプローチにより進められている。こうした研究アプローチによ
り、人間や組織の選択行動を論じるべく、多くの分析モデルが開発されてきた。 
さらに、人間や組織の「選択行動」のメカニズムの記述を試みることは、研究者にとっ
てだけでなく、企業にとっても重要な課題となる。企業にとって、企業外部者（消費者や
一般投資家等）の「選択行動」を簡潔な形式で推測することができれば、市場（労働市場
や株式市場を含む）に対してどのような経営戦略・商品戦略でアプローチしていくべきか
が示唆される。例えば、消費者や一般投資家等の企業外部者による選択行動を分析するこ
とにより、企業は自社の商品やサービス等の潜在的な顧客がどの程度いるのかを把握する
とともに、消費者や一般投資家等が求めている商品やサービスへと品質を高めることが、
これに相当する。 
反対に、一般投資家や学生にとって、企業内部者（例えば、経営者）の行動を推測する
ことは、株式銘柄を選択する、あるいは就職先の企業を選択する際の重要な課題である。
それは、企業内部者の行動を推測することにより、その企業が将来どのような分野に注力
しようとしているのか、また企業が継続的に成長するための投資（設備投資や人材確保等）
は行われているのかなどについて予測し、一般投資家は投資対象としての妥当性を、また
就職活動中の学生にとっては就職先候補としての妥当性を、検討することができるからで
ある。 
 上記のような、企業の内部者あるいは外部者の選択行動において、選択対象に関するさ
まざまな情報の入手が必要になるが、我々が容易に入手することができる情報の範囲は限
られており、選択対象に関するすべての情報を入手することは不可能である。しかしなが
ら、選択対象に関する十分な情報を入手することができないとしても、その不十分な情報
（証拠1）から何とか結論を導き出さなければならないことも多い。このように不十分な（入
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手可能な）情報（証拠）のみでは本来は結論が得られないような推論は、一般に「拡大推
論2」（ampliative reasoning）と呼ばれる。 
 消費者（企業外部者）にとって、企業内部でどのような活動が展開されているかは、基
本的にブラックボックスであり、このようなブラックボックスの中で生み出された商品・
サービスのクォリティやパフォーマンスを推測しようとすることは、まさしく上記の「拡
大推論」に相当する。また、一般投資家や学生といった企業外部者にとって、企業内部の
活動（選択）はブラックボックスであり、それを推測しようとすることも、明らかに「拡
大推論」に相当する。さらに、消費者や一般投資家といった企業外部者の選択行動は、研
究者やアナリスト等（企業外部者）にとって詳細の情報を得ることが難しい「ブラックボ
ックス」の中の行動であり、それを推測しようとすることも、「拡大推論」に相当する。 
 そこで、本研究では、下記の 2 つの視点から、企業外部者あるいは企業内部者の選択行
動を分析するための新たなモデルの構築をめざしていくことにする。 
 
① 企業内部の情報が不足している企業外部者にとっての「拡大推論」としての選択
確率（比率）の推定問題 
② 消費者や一般投資家等の企業外部者の選択行動に関する情報が不足している研究
者やアナリスト等の企業外部者にとっての「拡大推論」における 
  1) 選択確率（比率）の推定問題 
  2) 選択要因に対するウェイトの推定問題 
  3) 選択対象の満足度（メンバーシップ値3；序論Ⅶ-6 を参照）の推定問題 
 
さらに、こうした拡大推論の場面では、選択行動に必要な情報が不足しているだけでは
なく、情報のあいまいさにも直面する。例えば、一般に「使いやすさ」の程度は「とても」
「非常に」「まあまあ」「少し」「あまり」などの副詞によって記述されるが、これらの副詞
によって記述される使いやすさの程度は主観的な判断に依存しており、その際の情報には、
常に意味面でのあいまいさが介在している。したがって、このような情報のあいまいさを、
いかにして定量的に記述するかは、人間の「選択行動」研究にとって重要な課題として位
置づけられるのである。 
上記のような情報のあいまいさを定量的に論じる理論として、Shannon4の情報理論
（information theory）と、Zadeh5のファジィ理論(fuzzy theory)が広く知られている。
Shannon の情報理論は、確率面でのあいまいさ（不確実性；偶然性）を持つ事象を対象と
しているのに対して、ファジィ理論（fuzzy theory）は、意味面でのあいまいさ（漠然性；
fuzziness）を持つ事象を対象としている。 
まず、情報理論については、Shannon が 1948 年に発表した“A Mathematical Theory of 
Communication”を基礎としており、情報を定量的に捉えるための「情報量」を定義してい
る。これは、情報を受信することによって、人間や組織が直面する不確実性（偶然性）を
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情報がどれだけ吸収し、選択行動の迷いをどれだけ低下させたかの量を表している。情報
理論に依拠した分析モデルとして、エントロピー・モデルが広く知られている。国沢6によ
ると、このモデルはエントロピー最大化問題として定式化された一連の分析モデルの総称
とされ、一因子情報路モデル7や Herniter8のモデルなどがある。 
一方、ファジィ理論は 1965 年に Zadeh9によって提唱された理論であり、人間の情報処
理プロセスにおける漠然性（意味面でのあいまいさ）を数学的に取り扱うための理論であ
る。ファジィ（fuzzy）という言葉は、「ぼやけた」「あいまいな」という意味を表す単語で
あり、境界が不明確な場合に用いられる。こうした漠然性を、前述のエントロピー・モデ
ルに導入した分析モデルとして、山下らが「一因子ファジィ情報路モデル10」や「多因子フ
ァジィ情報路モデル11」を提案し、上原ら12も「ファジィ・エントロピーを用いた重みつき
多因子情報路モデル」を提案している。 
上で述べたエントロピー・モデルとファジィ・エントロピー・モデルに共通した特徴は、
エントロピー最大化（最大エントロピー原理13）あるいはファジィ・エントロピー最大化の
基準により、本来は結論が得られないような（不十分な情報に基づく）問題に対して、「拡
大推論」を展開しようとするところにある。こうした特徴を有するエントロピー・モデル
やファジィ・エントロピー・モデルは、これまで交通需要の予測14、工場立地の選択15、銘
柄の選択16、都市政策の評価17など、さまざまな選択行動に対して適用されてきた。 
しかしながら、従来のエントロピー・モデルやファジィ・エントロピー・モデルの研究
では、以下のような課題が内在しており、エントロピー・モデルやファジィ・エントロピ
ー・モデルの適用場面に制限を生じさせていた。 
 
① これまで、情報のあいまいさを構成する偶然性と漠然性は、それぞれ情報理論（偶然
性）とファジィ理論（漠然性）により、個別に記述されており、両者を包括的に論じ
た研究が不足していた。 
② 情報に介在する意味面でのあいまいさを分析するためのファジィ理論では、ほとんど
の研究が、その核となるメンバーシップ値が既知であるという前提条件から出発して
おり、「いかにしてメンバーシップ値を合理的な基準で推定するか」についてのモデ
ル構築が不足していた。 
③ 従来のエントロピー・モデルやファジィ・エントロピー・モデルでは、多段階の選択
行動を対象としておらず、多段階のエントロピーを複合的に捉えた情報管理的研究が
不足していた。 
④ 従来のエントロピー・モデルやファジィ・エントロピー・モデルでは、複数の選択要
因に対する重み（ウェイト）の推定問題に焦点を当てた研究が不足していた。 
 
本研究では、上記の 4 つの課題を克服するために、Shannon の情報理論と Zadeh のファ
ジィ理論をそれぞれ基礎とした、エントロピー・モデルとファジィ・エントロピー・モデ
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ルの枠組みに基づき、企業外部者による拡大推論に焦点を当てた新たなモデルを構築して
いくことにする。これにより、従来のエントロピー・モデルとファジィ・エントロピー・
モデルが目を向けてこなかった、上記の①～④の課題を克服し、モデルの適用範囲を拡張
することを試みる。そこで、企業外部者の「拡大推論」に注目し、下記のような①～③の
新たな分析モデル（表 1）を提案していくことにする。 
 
① 多段階の選択行動における選択確率（あるいは選択比率）を推定するための分析モデ
ルの提案 
② 各選択要因（因子）に対するウェイトを推定するための分析モデルの提案 
③ 各選択対象のメンバーシップ値を推定するための分析モデルの提案 
 
 これらの分析モデルにより、行動主体（序論Ⅶ-2 参照）が各選択対象に対して、①どの
程度の確率（比率）でそれらを選択するのか、②各選択要因をどの程度重視しているのか、
また③どの程度好ましいと考えているのかといった「拡大推論」の解を導くための分析モ
デルを新たに構築していく。これにより、従来のエントロピー・モデルやファジィ・エン
トロピー・モデルが対象としていた選択確率（比率）の推定問題のみならず、各選択要因
のウェイトや各選択対象に対するメンバーシップ値の推定問題へと拡張することが可能に
なる。 
上記のような企業外部者の「拡大推論」を簡潔な形式で記述することは、商学・経営学
や経営工学、とりわけ情報管理論にとって重要な課題である。本研究では、こうした研究
課題に対して、前述の「拡大推論」という統一した視点からアプローチしていくことによ
り、企業外部者の「拡大推論」を簡潔な形式で記述することを試みるのである。 
 
表 1 各章の提案モデルと情報理論・ファジィ理論との関係 
提案モデルの種別 各章と理論 
多段階の選択確率推定モデル 
第 1章，第 2章 
（情報理論） 
第 6章 
（情報理論+ファジィ理論） 
未知のメンバーシップ値推定モデル 
第 4章，第 5章 
（ファジィ理論） 
未知のウェイト推定モデル 
第 3章 
（情報理論） 
第 7章，第 8章 
（情報理論+ファジィ理論） 
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本研究は、序論、第 1 部「企業外部者の拡大推論に関するエントロピー・モデルの構築」
（第 1 章～第 3 章）、第 2 部「人間の拡大推論におけるメンバーシップ値推定モデルの構築」
（第 4 章，第 5 章）、第 3 部「企業外部者の拡大推論に関するファジィ情報路モデルの構築」
（第 6 章～第 8 章）、および結論から構成される。序論では本研究の目的、本研究の位置づ
け、本研究の問題意識、本研究における基本概念の定義と位置づけ、本研究の問題領域、
本研究の前提条件と限界、従来の研究と本研究の特徴、等について述べ、本研究の対象や
位置づけを明らかにする。これにより、第 1 章以降の理論的基礎を固めておくことにする。 
まず、第 1 部（第 1 章～第 3 章）では、企業外部者の「拡大推論」を簡潔な形式でモデ
ル化すべく、Shannon の情報理論に基づいたエントロピー・モデルを①多段階の階層型エ
ントロピー・モデルへと拡張と、②各選択要因に対する重み（ウェイト）を推定という、
新たなエントロピー・モデルの構築を試みることにする。ただし、第 1 章と第 2 章の選択
行動の主体は企業内部者（特に、経営者）、拡大推論の主体は企業外部者（一般投資家や研
究者、アナリスト等）とし、第 3 章では選択行動の主体（消費者や一般投資家等）と拡大
推論の主体（研究者やアナリスト等）はともに企業外部者である。 
第 1 章では、企業内部者がいかに自身の経営資源を配分するかという選択行動に対する
企業外部者の「拡大推論」に焦点を当て、Shannon の情報理論を基礎とした一因子情報路
モデル18を、①各上位選択対象（経営資源配分の対象）に対する選択比率の推定と、②各下
位選択対象に対する選択比率の推定という、2 段階の階層型エントロピー・モデルへと拡張
する。その際、②の選択比率まわりのエントロピーを加味したもとで、①の解を導くため
の新たなモデルを構築していくことにする。すなわち、従来の階層型エントロピー・モデ
ルでは、各階層のエントロピーを個別に定式化していたのに対して、本章のモデルでは、
①の解を導く際に、②のエントロピーについても考慮する（2 段階のエントロピーを総合的
に捉える）ところに最大の特徴がある。さらに、第 1 章の提案モデルの実証分析として、
企業における①各事業部への経営資源配分比率と、②各事業部の下位に位置する各部署へ
の経営資源配分比率を、それぞれの売上高に基づき推定する。これにより、提案モデルの
妥当性を確認していくことにする。 
第 2 章では、前章における 2 段階の経営資源配分問題に対して、多方向（2 方向）の階層
構造を持った経営資源配分問題を組み込むことにより、2 段階の階層型エントロピー・モデ
ルを 2 方向 3 段階のエントロピー・モデルへと拡張することを試みる。このモデルは、基
本的に通常の一因子情報路モデルと同形式のモデルであるが、第2章の図2.4に示すように、
Step2（各上位選択対象に対する選択比率の推定）において Step1（2 方向の選択比率の配
分）のエントロピーを加味し、また Step3（各下位選択対象に対する選択比率の推定）にお
いて Step1 と Step2 のエントロピーを加味する点に特徴がある。すなわち、企業内部者に
よる 2 方向 3 段階の階層構造を持った経営資源配分比率を、企業外部者が推測するという
拡大推論を、本章のエントロピー・モデルにより記述していくのである。 
上記のように、本章では、企業内部者による 2 方向 3 段階の経営資源配分比率（選択比
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率）を、企業外部者が推測するという拡大推論に対して、新たなエントロピー・モデルを
提示していくことにする。さらに、本章の提案モデル（2 方向 3 段階の階層型一因子情報路
モデル）の実証分析として、マトリクス型組織における経営資源配分問題を企業外部者が
拡大推論する場面を想定し、簡単な数値例を設定することにより、各部署への選択比率の
推定を試みることにする。これにより、事業部方向と職能方向の 2 方向から各事業部・各
職能と、それらの下位に位置する部署に対する選択比率を推定し、提案モデルの妥当性に
ついて検討していくことにする。 
第 3 章では、企業外部者の選択行動と拡大推論を特徴づける各選択要因のウェイトを推
定するためのエントロピー・モデルを提案する。上記のウェイトを考慮した従来のエント
ロピー・モデル19では、そのウェイトが既知であるという前提を置いていたのに対して、本
章の提案モデルでは、こうした前提を取り去り、最大エントロピー原理（序論Ⅴ-7 を参照）
に従ったウェイトの推定を可能にするのである。これにより、ウェイト自体を推定するこ
とができないという従来のエントロピー・モデルにおける問題点を克服し、各要因に対す
るウェイト推定問題を、最大エントロピー原理に基づきモデル化するのである。さらに、
本章の提案モデルの実証分析として、簡単な数値例（自動車の評価）を設定し、自動車の
各購買要因（因子）に対するウェイトを推定する。これにより、提案モデルの妥当性を確
認するとともに、推定したウェイトと特性値との間の関係を検討していくことにする。 
第 2 部（第 4 章と第 5 章）では、企業外部者が受信する情報に介在する意味面でのあい
まいさを、ファジィ集合（Zadeh20）に対するメンバーシップ値（帰属度）によって捉え、
このメンバーシップ値を推定するための新たなモデルを提案していくことにする。これに
より、メンバーシップ値が既知であるという前提から出発していた従来のファジィ・モデ
ルの問題点を克服し、K-L 情報量（Kullback-Leibler）最小化（これは、「最小相対情報量
原理21」に相当する）あるいは対数尤度最大化という客観的基準に基づき、メンバーシップ
値の推定を可能にする。 
第 4 章では、人間が受信する情報のあいまいさ（意味面でのあいまいさ）をメンバーシ
ップ値によりモデル化する際に、従来の松丸・山下ら22のモデルではメンバーシップ値の比
のみしか推定することができなかったという問題点に対して、メンバーシップ値そのもの
を推定するための「ファジィ事象の確率を導入したメンバーシップ値推定モデル」を新た
に提案する。このモデルの特徴は、メンバーシップ値の比を、メンバーシップ値そのもの
へと変換するためのパラメータを新たに組み込むところにある。 
さらに、サイコロを用いた実験により、「大きい目が出たようである」「小さい目が出た
ようである」等のファジィ・メッセージを被験者が受信したもとでのファジィ条件つき確
率（事後確率）とファジィ事象の確率のデータを収集し、本章の提案モデルの実証分析を
試みることにする。これにより、提案モデルの妥当性を検討するとともに、ファジィ事象
の確率とメンバーシップ値（推定値）との間の関係を検討していくことにする。ここで、
サイコロを用いた実験により、提案モデルの実証分析を行っているのは、被験者がファジ
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ィ条件つき確率とファジィ事象の確率を想定（回答）し易い状況を設定しようとするから
である。 
第 5 章では、前章のモデルに対して、新たにサンプル相を追加したメンバーシップ値推
定モデル（Model-A）を提案する。前章では、各選択対象に関するメンバーシップ値の比か
らメンバーシップ値そのものの値を推定するための分析モデルを提案したが、これは１つ
のサンプルについての分析モデルであり、サンプル相を持たないため、複数（m 個）のサ
ンプルの場合、m 回の分析を行わなければならないという問題が存在していた。 
そこで、本章では、複数のサンプルを１つのモデルで記述すべく、新たにサンプル相を
導入した「メンバーシップ値推定モデル」（Model-A）を提案する。さらに、Model-A によ
り推定したメンバーシップ値の妥当性を確認するための「ファジィ事象の確率とファジィ
条件つき確率の結合モデル（Model-B）」を提案する。 
その上で、企業がなるべく消費者のわかり易い支店や営業所の所在地名を設定しようと
する場面を想定し、地名に関するアンケート調査により、地名・都市名・県名の選択デー
タを収集する。こうして収集したアンケート調査結果を基に、本章の提案モデル（Model-A
と Model-B）の実証分析を試みる。これにより、地名・都市名・県名が「わかり易い名称
の集合」（ファジィ集合）に属する度合（メンバーシップ値）を推定し、本章の提案モデル
（Model-A と Model-B）の妥当性を確認していくことにする。 
第 3 部（第 6 章～第 8 章）では、第 1 部の情報理論的アプローチ（エントロピー・モデ
ル）と第 2 部のファジィ理論的アプローチ（ファジィ・モデル）を統合することにより、
新たなファジィ情報路モデル（多段階の階層型ファジィ情報路モデルとウェイト推定モデ
ル）を提案していくことにする。これにより、情報のあいまいさの二面性（偶然性と漠然
性）を考慮したもとでの、企業外部者（特に、研究者やアナリスト）の「拡大推論」を簡
潔な形式でモデル化していくことにする。ただし、第 1 部の第１章と第 2 章では拡大推論
の主体を企業外部者、選択行動の主体を企業内部者（特に、経営者）としていたが、第 3
部では拡大推論のみならず、選択行動の主体も企業外部者である。 
第 6 章では、従来のファジィ情報路モデル23を、「3 段階の階層型ファジィ情報路モデル」
へと拡張することを試みる。この提案モデルの特徴は、各階層の選択確率を推定する際、
従来の階層型ファジィ情報路モデルでは、各階層別のファジィ・エントロピーのみを考慮
していたのに対して、本章のモデルでは、3 段階すべてのファジィ・エントロピーを総合的
に捉えているところにある。 
一方、第 1 章と第 2 章では、Shannon の情報理論に基づき、従来のエントロピー・モデ
ルを多段階（2 段階と 2 方向 3 段階）の階層型エントロピー・モデルへと拡張したが、これ
らのモデルは、確率面でのあいまいさ（偶然性あるいは不確実性）のみに焦点を当て、意
味面でのあいまいさ（漠然性）については考慮されていなかった。そこで、本章では、情
報理論とファジィ理論のアプローチを統合することにより、確率面でのあいまいさと意味
面でのあいまいさの両面を考慮した新たな階層型ファジィ情報路モデルを提案する。 
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さらに、本章の提案モデルの実証分析として、スマートフォン（多機能携帯電話）に関
するアンケート調査から得られた満足度のデータを用いて、各機種および各通信会社に対
する選択確率を推定する。これにより、本章の提案モデルの妥当性について検討していく
ことにする。 
第 7 章では、従来の多因子ファジィ情報路モデル24において、企業外部者の選択行動を特
徴づける各要因のウェイトを推定することができなかったという問題意識に基づき、こう
したウェイトを推定するための「重みつき多因子ファジィ情報路モデル」を新たに提案す
る。それは、従来のファジィ情報路モデル25では、各要因のウェイトを既知としていたから
である。これに対して、本章では、上記のウェイトを客観的な基準、すなわち、 
 
ファジィ・エントロピー／重みつき平均特性値 
 
を新たに導入し、これを最大化するようなウェイトを推定するのである。 
さらに、本章の提案モデルの実証分析として、簡単な数値例と適用例（株式銘柄の選択
とテーマパークの選択）の両面から、各選択要因に対するウェイトの推定を試みることに
する。これにより、提案モデルの妥当性を確認するとともに、推定したウェイトと選択確
率・メンバーシップ値との間の関係を検討していくことにする。 
第 8 章では、前章のウェイト推定モデルに対して、「重みつきファジィ事象の確率まわり
のエントロピー」を組み込んだ新たな分析モデルの構築を試みることにする。この提案モ
デルは、企業外部者の選択行動における偶然性と漠然性の両面を考慮したあいまいさを、
前章のモデルのように「確率まわりのエントロピー」と「重みつきメンバーシップ値まわ
りのエントロピー」の和によって捉えるのではなく、「重みつきファジィ事象の確率まわり
のエントロピー」によって捉えるところに特徴がある。 
さらに、ファミリーレストランの選択に関するアンケート調査を行い、その結果を用い
た本章の提案モデルの実証分析により、各選択要因（価格的に「お得感」がある，おいし
い，食べたいメニューが多い，食べたいセットメニューが豊富にある，ドリングバーが充
実している，落ち着ける雰囲気である）に対するウェイトの推定を試みることにする。こ
れにより、本章の実証分析から、現実に即したウェイトの推定値が得られ、提案モデルの
妥当性を検討していくことにする。 
最後に、結論では本論において新たに提案したエントロピー・モデルとファジィ・モデ
ル，ファジィ情報路モデルに関する研究成果を整理するとともに、各章の提案モデルや実
証分析から得られた、企業外部者の「拡大推論」に関する知見を明らかにする。また、本
研究の限界をふまえた上で、今後の「情報管理論」研究、とりわけ情報が不足している企
業外部者にとっての「拡大推論」研究が取り組むべき課題、そして克服すべき課題を明ら
かにする。 
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Ⅱ 本研究の位置づけ 
  
企業外部者が知りうる企業の情報は、当然のことながら限られている。しかしながら、
さまざまな企業の中から、就職先の企業を選択しようとしている学生や、さまざまな企業
の商品から、購入する商品を選択しようとしている消費者、さらにはさまざまな企業の株
式から、購入する株式を選択しようとしている一般投資家等、それぞれの企業と関わりを
持つ企業外部者は多い。こうした企業外部者にとって、十分な情報が得られていることは、
前節でも述べたように少なく、多くの場面で、不十分な証拠（情報）から何らかの結論（選
択）を導き出す「拡大推論26」が展開されている。 
 上記のような企業外部者にとっての「拡大推論」を簡潔な形式で記述することは、商学・
経営学や経営工学にとって重要な課題である。とりわけ、就職先の選択行動は人的資源管
理論において、商品の選択行動はマーケティング論やマーケティング・サイエンスにおい
て、株式の選択行動は金融論やファイナンシャル・エンジニアリングにおいて、それぞれ
重要な研究課題である。本研究では、こうした研究課題に対して、前述の「拡大推論」と
いう統一した視点からアプローチしていくことにする。これにより、企業内部者や企業外
部者の「選択行動」に関する拡大推論を簡潔な形式で記述することを試みるのである。 
このように、企業外部者による「選択行動」の推測を試みることは、研究者にとってだ
けでなく、企業にとっても重要な課題となる。企業にとって、企業外部者の「選択行動」
に関する拡大推論を簡潔な形式で記述することができれば、市場（労働市場や株式市場を
含む）に対してどのような経営戦略でアプローチしていくべきかが示唆される。すなわち、
企業とその外部者の間に生じる「情報の非対称性27」において、「負の非対称性28」の状況に
置かれた企業外部者に対して、どのような情報を発信していくべきかが示唆されるのであ
る。 
一方、上記のような「拡大推論」をモデル化していく際の一般原理として、「最大エント
ロピー原理」（序論Ⅴ-7 を参照）が、自然科学の領域における多くの研究に導入されている。
最大エントロピー原理は、就職先の選択・商品の選択・株式の選択といった企業外部者の
選択行動に必要な情報のうち、一部の情報のみが得られていて（既知）、他の多くの情報は
得られていない（未知）という状況の下で、前者（既知）の情報を最大限に活かしながら、
後者（未知）の情報による影響をエントロピー最大化という基準で記述し、こうした選択
行動に介在する不確実性（本研究では、これを「偶然性」に関するあいまいさとして位置
づけることにする）をエントロピーによって捉えようとする原理である。本研究では、こ
の最大エントロピー原理に従って、企業の内部情報が不足している企業外部者の選択行動
に対する拡大推論を簡潔な形式で数理モデル化していくことにする。 
また、人間の選択行動に必要な情報には、その情報がどのような意味を持つかについて
のあいまいさを内包している。例えば、「優良企業」という情報は、それが「利益率が何%
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以上の企業」なのか、「株価上昇率が何%以上の企業」なのか、また「顧客満足度が何%以
上の企業」なのか等、それがどのような意味を持つかについて漠然としており、本研究で
はこうした意味面でのあいまいさを「漠然性」に関するあいまいさと呼ぶことにする。こ
れは、「優良企業」の集合の境界が、あいまいであることを示しており、このような集合は
「ファジィ集合」と呼ばれる。 
本研究では、上記のような「偶然性」に関するあいまいさと「漠然性」に関するあいま
いさを、西川ら29や山下30の先行研究に従って、「あいまいさの二面性」として位置づけ、前
者のあいまいさ（偶然性）を Shannon31の情報理論に従って、また後者のあいまいさ（漠
然性）を Zadeh32のファジィ理論に従って、それぞれモデル化していくことを試みる。その
際、偶然性に関するあいまいさをシャノン・エントロピー（序論Ⅴ-5 を参照）によって、
また漠然性に関するあいまいさをメンバーシップ値まわりのエントロピ （ー序論Ⅴ-10 を参
照）によって、それぞれ定式化し、情報が不足している状況での企業外部者の選択行動に
関する拡大推論をモデル化していく。これは、消費者行動や投資家行動に関する多くの研
究（例えば、エントロピー・モデルやファジィ・エントロピー・モデル）で採用されてい
る行動原理であり、情報が不足している企業外部者にとって、自身の選択行動に必要な情
報が不十分にしか得られていないことを十分に認識した行動は、シャノン・エントロピー
あるいはメンバーシップ値まわりのエントロピーを大きくするような行動であるという考
え方に基づいている。 
以上のような行動原理に従って、本研究の本論（第 1 章～第 8 章）では企業外部者の「拡
大推論」を簡潔な形式でモデル化していくことを試みることにする。 
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Ⅲ 研究の進め方 
 
本研究の序論から結論までの流れは、図 1 に示す通りである。 
 
  序論：本研究の目的・背景と前提条件 
研究目的と背景，本研究の位置づけ，研究の進め方，基本概念の定義と位置づけ， 
本研究の問題領域，前提と限界，従来の研究と本研究の特徴，等 
本論 
 
第 1部： 
企業外部者の拡大推論に関する 
エントロピー・モデルの構築 
第 1章：2段階の階層型一因子情報路 
モデル 
第 2章：2方向 3段階の階層型一因子 
情報路モデル 
第 3 章：重みつき多因子情報路における
ウェイト推定モデル 
第 2部： 
人間の拡大推論における 
メンバーシップ値推定モデルの構築 
第 4章：ファジィ事象の確率を導入した 
メンバーシップ値推定モデル 
第 5章：サンプル相を導入した 
メンバーシップ値推定モデル 
第 3部：企業外部者の拡大推論に関するファジィ情報路モデルの構築 
第 6章：3段階の階層型ファジィ情報路モデル 
第 7章：重みつき多因子ファジィ情報路におけるウェイト推定モデル 
第 8章：ファジィ事象の確率を組み込んだウェイト推定モデル 
結論：研究成果のまとめと今後の課題 
・研究成果のまとめ 
・今後の研究課題 
図 1 研究フロー 
情報理論的 
アプローチ 
ファジィ理論的
アプローチ 
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Ⅳ 本研究の基本的問題設定 
 
 本研究では、基本的に、人間が複数の候補（選択対象）を選択する際の「拡大推論」をモ
デル化するという問題を設定し、本論の第 1 章～第 8 章でそれぞれ新たな分析モデルを提
案している。ここで、上記の拡大推論の「拡大」は、複数の候補（選択対象）を選択する
ために必要な情報が不足している中での推論（選択）を意味し、こうした選択に必要な多
くの選択要因のうち、1 つの要因あるいは少数個の要因に関する情報しか得られていない状
況での推論が、本研究の基本的な問題設定である。しかも、その情報は、一般に偶然性（不
確実性）と漠然性のあいまいさ（序論Ⅴ-4 を参照）を内包した情報である。このように、
自身の選択行動にとって必要な情報が不足し、かつ一部だけ得られている情報も、偶然性
と漠然性のあいまいさを内包している状況であるため、本来であれば結論が得られないよ
うな推論に対して、それをモデル化していくのである。 
 一方、本研究では拡大推論の「推論」を、人間がどのような確率あるいは比率でそれぞ
れの候補（選択対象）を選択するか、すなわち選択確率あるいは選択比率の推論（推定）
に絞り込み、こうした問題設定により拡大推論をモデル化していくことにする。ただし、
選択確率・選択比率の推論をモデル化する際に必要なメンバーシップ値の推定問題や各要
因に対するウェイトの推定問題についても取り扱うことにする。 
 このように、本研究の問題設定は、人間の拡大推論をモデル化することにあるため、上
記のような選択行動や拡大推論の主体（行動主体）は基本的に限定されないが、強く意識
している行動主体は、一般投資家・学生・研究者・アナリストといった企業外部者である。
これらの企業外部者にとって、商品・サービス・株式・就職先を選択する際に必要な企業
内部の情報は明らかに不足しており、企業外部者にとってこうした選択行動は拡大推論に
相当するのである。また、研究者やアナリストにとって、消費者の選択行動を推測するこ
とも、「拡大推論」に相当する。ただし、本研究で論じる拡大推論の行動主体はすべて企
業外部者であるが、選択行動の主体は企業外部者だけでなく、第 1 章と第 2 章では企業内
部者に設定されている点に注意を要する（これについては、序論Ⅶ-2 で詳しく述べること
にする）。すなわち、本研究では企業外部者の選択行動と拡大推論を強く意識しながら、
それに限定されない、人間の一般的な選択行動と拡大推論をモデル化していくのである。 
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Ⅴ 本研究における基本概念の定義と位置づけ 
 
 ここでは、本研究における議論の基盤となる基本概念の定義と位置づけについて整理し
ておくことにする。そこで、「企業内部者と企業外部者」「情報とは」「情報の非対称性」「情
報のあいまいさの構成要素」「不確実性（偶然性）とシャノン・エントロピー」「拡大推論」
「最大エントロピー原理」「クリスプ・メッセージとファジィ・メッセージ」「ファジィ条
件つき確率とファジィ事象の確率」「ファジィ・エントロピー」といった基本概念の定義あ
るいは位置づけを、情報管理論の立場から明らかにしていくことにする。これにより、本
論の理論的基盤を固めておくことにする。 
 
Ⅴ-1 企業内部者と企業外部者 
 一般に、従業員や社内取締役を企業内部者、消費者や一般投資家などを企業外部者とし
て、2 つに分類されることが多い。これは、その企業に所属しているのか否かの二分論によ
る分類である。しかしながら、現実には単なる二分論で多くの利害関係者を分類すること
は難しい。 
例えば、社外取締役やグループ会社の社員，主要取引先の社員，取引銀行の社員などは、
上記の分類における企業外部者と企業内部者の中間に位置する。これらの人は、企業に関
する情報をある程度入手することはできるが、企業内部者と同等の情報（すべての情報）
を得ることはできない。こうした考え方に基づき、図 2 のように、本研究では企業の利害
関係者を以下の 3 つ（企業外部者，企業の準内部者，企業内部者）に分類する。 
 
① 従業員や社内取締役などの企業内部者 
② 選択対象に関する情報を入手することが容易であり、かつ対象企業と何らかの関わ
りを持っている社外取締役やグループ会社の社員，主要取引先の社員，取引銀行の
社員，機関投資家などの企業の準内部者 
③ 選択対象に関するすべての情報を入手することが困難であり、かつ対象企業と直接
的な関わりを持たない消費者や一般投資家，就職活動中の学生，研究者，アナリス
ト等の企業外部者 
 
ここで、企業内部者と企業外部者のみならず、企業の準内部者を新たに設定しているの
は、企業や商品・サービスに関する情報に焦点を当てながら、企業との関わりの深さや、
情報の入手容易性により、利害関係者を分類しようとしているからである。 
そこで、企業や商品・サービスに関するすべての情報を入手することが困難な消費者や
一般投資家，就職活動中の学生等と区別するために、本研究では社外取締役やグループ会
社の社員，主要取引先の社員，取引銀行の社員，機関投資家等を、企業の準内部者として
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位置づけることにする。 
 
Ⅴ-2 情報とは 
 従来、企業における経営資源は、ヒト・モノ・カネ（3M；Man，Material，Money）の
3 要素であるといわれていたが、コンピュータやインターネットの発達により、情報の重要
性が高まってきた。これにより、現在では従来の 3M に情報（Information）を加えた 3M+I
の 4 要素が、企業における経営資源といわれている。 
こうした情報について、山下33は「体積も重量もなく、かつ人間や組織にとって有用な存
在」としている。また、学研国語大辞典34では、「①事件や物事の事情・内容などの知らせ。
②適切な判断を下し、行動の選択行動をするために役立つ資料、知識。③通信で伝達され
る信号のうち、ある種の秩序、規則性、パターンを備えたもの」とされる。 
 本研究では、情報を「人間が判断を下したり行動を起こしたりするために必要な信号・
メッセージ」、とりわけ「人間の選択行動に必要な信号・メッセージ」として位置づけるこ
とにする。これは、複数の選択対象（選択肢）を、それぞれ差別化することが可能な信号・
メッセージを意味する。 
 一方、本研究で対象とする情報は、不十分な情報やあいまいさを含んだ情報である。そ
れは、現実の選択行動では、人間の選択行動に必要なすべての情報や、あいまいさを含ま
【企業内部者】 
社内取締役，従業員 
【企業外部者】 
消費者，一般投資家， 
就職活動中の学生，研究者等 
【企業の準内部者】 
社外取締役，グループ会社の社員， 
主要取引先の社員，取引銀行の社員， 
機関投資家等 
図 2 本研究における企業内部者と企業外部者との分類 
15 
 
ない情報が得られることは少なく、通常は不十分な情報やあいまいさを含んだ情報に基づ
いて選択行動が展開されているからである。 
 また、人間にとって選択行動の際に必要となる情報は、その情報を得ることにより、結
果の不確実性（偶然性；randomness）や不確定性（漠然性；fuzziness）といったあいまい
さ（Ⅴ-4 を参照）を減少させる効果を発揮する。これにより、行動主体は満足度の高い選
択をすることが可能になるのである。 
 
Ⅴ-3 情報の非対称性 
 Arrow35は、1963 年に発表した論文“Uncertainty and the Welfare Economics of Medical 
Care”の中で、医者と患者の間には、情報の格差が生じていることを指摘している。また、
Akerlof36は、1970 年に発表した論文“The Market for Lemons: Quality Uncertainty and 
the Market Mechanism”の中で、中古車市場を取り上げ、売り手（中古車販売会社）と買
い手（顧客）の間には「情報の非対称性」（asymmetric information）が存在することを指
摘している。Akerlof によると、生産者や販売者は消費者よりも質の高い多くの情報を有し
ているような状況が、「情報の非対称性」とされる。 
そこで、本研究では、企業の外部者がその企業の株式や商品・サービスに対する選択行
動を行う際、その企業の経営状態や商品・サービスに関する情報を十分に有している企業
内部者と、そうした情報を十分に有していない企業外部者との関係を、「情報の非対称性」
として位置づけることにする。 
企業外部者（消費者や一般投資家など）による上記のような選択行動において、企業の
内部者と外部者との間には「情報の非対称性」が存在する。これは、企業は自社の経営状
態や商品・サービスに関する情報を、当然のことながら公開情報のみならず、非公開の情
報（企業の機密情報）についても十分に有しているが、外部者の消費者や一般投資家など
は、その企業の経営状態や商品・サービスなどに関する情報を十分には有していないこと
を意味する。すなわち、企業の内部者と外部者との間には、企業の経営状態や商品・サー
ビスなどに関する情報（量と質）の格差が生じているのである。 
このように、情報を豊富に有している企業内部者は、情報を十分に有していない企業外
部者に対して情報優位者（正の非対称性37）であり、一方企業外部者は限られた情報のみし
か入手することができないため、情報劣位者（負の非対称性38）になる。これは、一般に情
報を探索するにはコストや時間が必要であり、情報探索行動に十分なコストや時間を費や
すことができない（あるいは、コストや時間を費やすことを好まない）企業外部者は、自
身の選択行動に必要な情報をすべて入手することができず、情報探索行動を中断してしま
うことを意味する。したがって、企業の内部者に比べて十分な情報を持たない情報劣位者
の企業外部者は、入手可能な情報のみで何とか結論（選択行動）を導かなければならない。
すなわち、企業外部者は不十分な証拠（情報）から自由勝手な選択（本論第 1 章の仮説Ⅰ
を参照）を行い、何らかの結論を導き出すという「拡大推論」（Ⅴ-6 を参照）を展開するの
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である。 
 
Ⅴ-4 情報のあいまいさの構成要素 
人間が送受信しているメッセージ（情報）には、常に「あいまいさ」が含まれている。
この「あいまいさ」という言葉には、偶然性（不確実性；randomness），漠然性（fuzziness），
多様性（diversity），複雑性（complexity）など、多くの意味が含まれている。 
山下39は、シャノン・エントロピー（shannon entropy）を等確率に近い状態によって生
じる偶然性と、要素数（選択肢）が多いことによって生じる多様性によって分解している
が、要素数（選択肢）が多いことにより「何を選択するか」についての偶然性が増大する
ため、本研究では山下のように偶然性と多様性を分解するのではなく、偶然性の中に多様
性を含めて考えることにより、シャノン・エントロピーを偶然性の測度として位置づける
ことにする。これにより、シャノン・エントロピーを簡潔な枠組みで捉えることができる
ようになるのである。 
一方、山下40は複雑性の概念が、偶然性（不確実性），多様性と、漠然性によって構成さ
れるという枠組みを提示している。本研究では、上記の多様性を偶然性に含めて考えるこ
とにするため、複雑性を偶然性と漠然性の和として位置づけることにする。これにより、
複雑性を、シャノン・エントロピー（偶然性）とメンバーシップ値まわりのエントロピー
（漠然性）の和、すなわちファジィ・エントロピー（fuzzy entropy，Ⅴ-10 を参照）として
定式化することができる。すなわち、本研究では偶然性をシャノン・エントロピーにより、
漠然性をメンバーシップ値まわりのエントロピーにより、それぞれ定式化し、複雑性をこ
れらの和（ファジィ・エントロピー）として位置づけるのである。これにより、「あいま
いさ」というあいまいな概念の構成要素（偶然性・漠然性・複雑性）を、情報理論とファ
ジィ理論の枠組みに従って、定式化することが可能になる。 
 
Ⅴ-5  不確実性（偶然性）とシャノン・エントロピー 
Shannon41の情報理論によれば、人間の直面する不確実性（偶然性）の大きさは、(1)式
のシャノン・エントロピー（平均情報量）によって記述される。その基本的な考え方は、
情報を知ることによって減少する不確実性の分が、人間の獲得する情報量であるというと
ころにある。 
そこで、Shannon は事象 x1，x2，x3，…，xnからなる事象系 X に介在する不確実性の大
きさを(1)式のように定式化している。さらに、上記のような考え方に基づき、(1)式を n 個
の事象全体から期待される「平均情報量」として位置づけている。ただし、pi は事象 xi が
生起する確率である。 
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(1)式のシャノン・エントロピーS(X)は、確率面でのあいまいさの大きさ（偶然性）を表
しており、すべての確率が 1/n に近づくほど、不確実性（偶然性）が大きくなり、p1＝p2
＝･･･＝pn＝1/n のとき、S(X)＝logn で最大となる。逆に、すべての確率が 0 または 1 に近
づくほど、不確実性（偶然性）が小さくなる。本研究では、(1)式のシャノン・エントロピ
ーS(X)を、不確実性（偶然性）の大きさを表す測度として位置づけることにする。 
 
Ⅴ-6 拡大推論 
Klir & Folger42によると、不十分な情報のみで何とか結論を導かなければならないような
推論は、拡大推論43（ampliative reasoning）と呼ばれる。本研究が焦点を当てる企業外部
者の選択行動は、まさしくこの拡大推論に相当する。 
拡大推論の基本的考え方は、「利用できない情報以外はすべて用いよ44」というところに
ある。もし、人間にとって、自身の選択行動に必要なすべての情報が与えられていれば、
何の迷いもなく結論を導くことができる。しかしながら、人間の選択行動において、それ
に必要な情報がすべて与えられることは少なく、多くの場合（例えば、企業外部者の選択
行動）は、不十分な情報のみでも何とか結論を導き出さなければならないのである。 
こうした拡大推論の典型例が、企業外部者による企業の選択行動であろう。例えば、就
職活動中の学生が限られた企業情報をもとに就職先を選択しようとする行動、一般投資家
が限られた企業会計情報をもとに投資先を選択しようとする行動や、消費者が商品やサー
ビスに関する限られた情報をもとに商品やサービスを選択しようとする行動、そして研究
者やアナリストが限られた情報をもとに消費者の選択行動を推測しようとすることが、こ
れに相当する。 
本研究では、上記の拡大推論を、次節の最大エントロピー原理に従ってモデル化してい
くことにする。 
 
Ⅴ-7 最大エントロピー原理 
前節で述べた「拡大推論」の問題を確率論的に展開する際の一般原理として下記のよう
な「最大エントロピー原理45」（principle of maximum entropy）が広く知られている。Klir 
& Folger46によると、「不十分な証拠から確率分布を推定しようとするとき、我々の無知さ
が完全に認識されることを確認するためには、その証拠に従ったすべての確率分布の中か
ら選択する分布が、最大の不確実さを持つことを確かめなければならない47」とされる。す
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なわち、不十分な情報を制約とする確率分布の中で、不確実性の大きさ（エントロピー）
を最大化する確率を求めようとする一般原理が、最大エントロピー原理なのである。最大
エントロピー原理では、十分な情報（証拠）を得ることができない状況の選択行動におい
て、情報が「不十分」であることを「十分」に認識した行動（エントロピーを最大化する
行動）が現実に即した行動であると考えるのである48。 
一方、国沢49もエントロピーを最大化するような選択確率を推定すべく、一連の分析モデ
ルを提案している。これらの分析モデルは「エントロピー・モデル」と呼ばれ、その代表
的な分析モデルが「一因子情報路モデル」である。こうした一因子情報路モデルに代表さ
れる一連のエントロピー・モデルは、 
 
平均特性値
エントロピー
 
 
の最大化問題として定式化されている。この問題は、前述の「不十分な情報を制約条件と
したエントロピーの最大化」問題とは異なるが、「平均特性値あたりのエントロピー最大化」
問題として位置づけられるため、図 3 のように、最大エントロピー原理に従ったモデルの
範疇に含めて考えることができる。 
 さらに、本研究では上記のエントロピー（シャノン・エントロピー）のみならず、ファ
ジィ・エントロピーに対してもこれと同様の位置づけをし、 
 
平均特性値
ーファジィ・エントロピ
 
 
の最大化問題についても、より広い意味での最大エントロピー原理に従ったモデルの範疇
に含めて考えることにする。 
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Ⅴ-8 クリスプ・メッセージとファジィ・メッセージ 
 本研究では、人間や組織が受発信するメッセージを、「意味面でのあいまいさ」という観
点から、意味面でのあいまいさを全く持たないメッセージ（クリスプ・メッセージ；crisp 
message）と、意味面でのあいまいさを持つメッセージ（ファジィ・メッセージ；fuzzy 
message）の 2 つに分類する。 
 前者（クリスプ・メッセージ）は、意味面でのあいまいさを排除した情報（メッセージ）
であり、商品の価格や数量などの明確な（メッセージの境界がはっきりした）情報を意味
する。例えば、「従業員が 1,000 人以上の企業」や「小売価格が 1 万円の商品」と言うよう
に、その境界が明確な情報が、これに相当する。 
 一方、後者（ファジィ・メッセージ）は「大企業」や「巨大企業」などのように、意味
面でのあいまいさを含んだ情報（メッセージの境界がはっきりしない情報）である。例え
ば、就職活動を展開する学生にとって、従業員が 1,000 人以上の企業を「大企業」といえ
るかどうかは、それぞれの考え方によって異なることが、これに相当する。このように、
ファジィ・メッセージは上記のクリスプ・メッセージとは異なり、行動主体の主観により
異なった意味として認識される、あいまいさを含んだ情報である。 
平均特性値を一定としたもとで
のエントロピーの最大化 
（通常の最大エントロピー原理） 
（エントロピー／平均特性値）の最大化 
（ファジィ・エントロピー／平均特性値）の最大化 
本研究：広い意味での最大エントロピー原理 
図 3 最大エントロピー原理と目的関数の最大化との関係 
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 そこで、メッセージの意味が、集合（クリスプ集合）に「完全に属する」か、「全く属さ
ない」かによって完全に二分されるメッセージをクリスプ・メッセージとして、また「か
なり属する」「少し属する」等、属する度合いが中間的な値（メンバーシップ値50）をとり
うる集合（ファジィ集合）によって記述されるメッセージをファジィ・メッセージとして、
それぞれ位置づけることにする。 
 本研究では、こうしたクリスプ・メッセージとファジィ・メッセージの両面に焦点を当
て、前者（クリスプ・メッセージ）に関してはシャノンの情報理論に依拠した分析モデル
を、後者（ファジィ・メッセージ）に関してはファジィ理論に依拠した分析モデルを、そ
れぞれ提案していくことにする。 
 
Ⅴ-9 ファジィ条件つき確率とファジィ事象の確率 
 人間や組織の選択行動の基盤となるメッセージ（情報）には、Ⅴ-4 で述べたように意味
面での「あいまいさ」が含まれていることが多く、完全に「あいまいさ」が排除された明
確なメッセージであることは少ない。こうした意味面でのあいまいさを持ったメッセージ
は、前述のように「ファジィ・メッセージ」と呼ばれる。 
ファジィ理論に従えば、「ファジィ・メッセージ」を受信する前と後の選択確率（事前確
率 pi と事後確率 qi）の面から捉えようとする際、事後確率 qi（i＝1,2,3,…,n）は事前確率
piを用いて(2)式のように定義される。すなわち、事後確率 qiは、ファジィ・メッセージを
受信したという条件のもとでの「ファジィ条件つき確率」fiとして位置づけられるのである。
ただし、μiはファジィ集合に対するメンバーシップ値（帰属度）である。 
 


 


n
i
ii
ii
i
p
p
f
1


                 (2) 
 
(2)式の右辺からもわかるように，ファジィ条件つき確率 fiは、偶然性（事前確率 pi）の
みならず、漠然性（メンバーシップ値 μi）についても考慮した条件つき確率（事後確率 qi）
である。これにより確率論の世界に、ファジィ理論におけるメンバーシップ値が組み込ま
れるのである。 
 一方、ファジィ理論では、意味面でのあいまいさ（漠然性）を有する「ファジィ事象」
が生起する確率を「ファジィ事象の確率」として位置づけている。すなわち、ファジィ事
象 i が生起する確率を pi、ファジィ集合 A に対する事象 i（i=1,2,3,…,n）のメンバーシップ
値を μiとすれば、ファジィ事象の確率 P(A)は、(3)式のように定義されるのである。例えば、
「ボリュームのある料理が出るはずである」という情報のように、「ボリュームのある料理」
が出る確率が高いが、そうでないこともありうるという確率自体のあいまいさ（偶然性）
と、「ボリュームがある」とは「何グラム以上の料理」なのか、あるいは「何カロリー以上
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の料理」なのかといった意味面でのあいまいさ（漠然性）の両面を内包している確率であ
る。このように、ファジィ事象の確率 P(A)は、偶然性に関するあいまいさと漠然性に関す
るあいまいさの両面を考慮した確率なのである。 
 
  


n
i
iipAP
1
                                    (3) 
 
  
Ⅴ-10 ファジィ・エントロピー 
 人間や組織の選択行動を捉えようとする際、情報に介在する意味面でのあいまいさ（漠
然性）を、De Luca & Termini51は(4)式のように、ファジィ理論におけるメンバーシップ値
μi（i=1,2,…,n）によって定式化している。 
 
    


n
i
iiii
1
1log1log               (4) 
 
しかしながら、(4)式は意味面でのあいまいさ（漠然性に関するあいまいさ）のみの指標
であり、確率面でのあいまいさ（偶然性に関するあいまいさ）を考慮していないという問
題がある。それは、人間や組織が受信する情報には、多くの場合、意味面でのあいまいさ
（漠然性）のみならず、確率面でのあいまいさ（偶然性）が存在するからである。 
一方、松井ら52は上記の問題に対して、漠然性をメンバーシップ値 μiによって、また偶然
性を選択確率 piによって捉え、両者が結合した出力情報のあいまいさを(5)式のように「心
理エントロピー」H（ファジィ・エントロピー）として、また西川ら53は「行動エントロピ
ー」として位置づけている。 
 
        


n
i
iiiiiiii pppp
n
H
1
1log1log
1
    (5) 
 
ここで、同一のサンプル数 n の問題について考える場合は、1／n は定数となるので、こ
れを除去することができる。さらに、1／n を除去した式を、pi と μi について整理すると、
(5)式は(6)式のように変換される54。 
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      
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(6)式の右辺第 1 項はシャノン・エントロピーとなり、偶然性の大きさを、また右辺の第
2 項はメンバーシップ値まわりのエントロピーの加重平均となり、漠然性の大きさを、それ
ぞれ表している。そこで、本研究では、偶然性に関するあいまいさと漠然性に関するあい
まいさの両面が組み込まれた (6)式の H を、「ファジィ・エントロピー」として位置づける
ことにする。 
 
Ⅴ-11 ファジィ・モデル 
 
第 2 部と第 3 部では、ファジィ理論に従ってメンバーシップ値，ファジィ条件つき確率，
ファジィ事象の確率，ファジィ・エントロピー等を用いたさまざまな分析モデルを提案し
ている。その際、本研究では「ファジィ・モデル」「ファジィ情報路モデル」「ファジィ・
エントロピー・モデル」といったモデルの名称を使用しているため、ここではこれらの名
称を整理しておくことにしよう。 
まず、第 2 部では、ファジィ条件つき確率、およびファジィ事象の確率を、それぞれ用
いた分析モデルを提案しているが、本研究ではこれらのモデルを総称して「ファジィ・モ
デル」と呼ぶことにする。また、第 3 部の第 6 章～第 8 章では、それぞれ一因子情報路モ
デルのエントロピーをファジィ・エントロピーへと拡張した分析モデルを提案しており、
本研究では「ファジィ情報路モデル」と呼ぶことにする。この「ファジィ情報路モデル」
は松井ら55，西川ら56，山下57，上原ら58等の先行研究における「ファジィ・エントロピー・
モデル」に相当する。 
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Ⅵ 本研究の問題領域 
  
本研究は、商学および経営学を中心とした社会科学の研究対象となる、企業外部者（消
費者や一般投資家など）の拡大推論に焦点を当て、複数の選択対象に関する選択確率・選
択比率の推定問題、メンバーシップ値の推定問題、ウェイトの推定問題を論じるものであ
る。その際、偶然性（不確実性）と漠然性といった「あいまいさの二面性59」をモデルに組
み込むところに特徴があり、情報理論とファジィ理論のアプローチにより、新たな分析モ
デル（エントロピー・モデルやファジィ・モデル，ファジィ情報路モデル）を提案してい
く。 
 このように、本研究は企業外部者の拡大推論という社会科学の問題に対して、情報理論
やファジィ理論といった工学的アプローチを取り入れた研究である。それは、第 1 章～第 3
章の「エントロピー・モデル」、また第 4 章と第 5 章の「メンバーシップ値推定モデル」、
さらに第 6 章～第 8 章の「ファジィ情報路モデル」において端的に表れている。 
さらに、本研究では、人間や組織が、自身で自由勝手に行動（選択）したいという心理
（例えば、第 7 章と第 8 章におけるテーマパークやファミリーレストランの自由勝手な選
択）や、入力情報から出力情報を生成する際のメカニズム（例えば、第 4 章と第 5 章にお
けるファジィ・メッセージを受信したもとでのファジィ条件つき確率）をモデル化してい
くため、その際に心理学や行動科学の領域の問題を取り扱うことになる。 
以上のように、本研究は商学・経営学をはじめ、経営工学・情報科学や心理学・行動科
学にまたがる学際的研究であり、これらを整理すると図 4 のようになる。 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
確率論 
図 4 本研究の問題領域 
情報 
科学 
経営学 
経営 
工学 商学 
行動 
科学 
心理学 
消費者行動論 
企業外部者の 
拡大推論 
ファジィ理論 
情報管理論 情報理論 
社会科学 自然科学 
人文科学 
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Ⅶ 本研究の前提条件と限界 
 
 本研究は、企業外部者による拡大推論に焦点を当て、各選択対象に対するメンバーシッ
プ値の推定、選択確率（比率）の推定、各選択要因に対するウェイトの推定といった問題
を論じている。こうした問題の背後で、企業内部の情報に介在する「あいまいさの二面性」、
すなわち確率面でのあいまいさ（偶然性）と意味面でのあいまいさ（漠然性）の両面が、
企業外部者の拡大推論をしばしば混乱させている。 
 本研究では、このような問題意識に基づき、企業外部者の拡大推論を、上記の「あいま
いさの二面性」に注目しながら記述するための新たなモデルを本論において提案していく
のであるが、その際に、いくつかの前提条件を設定することにより、なるべく簡潔な形式
での定式化を図ることにする。したがって、本研究の各章における議論や提案モデルは、
こうした前提条件の下でのみ成立するものであり、下記のような前提条件の範囲を越える
現象やメカニズムを記述することはできない。 
 以下では、本研究の前提条件を整理するとともに、そこから生じる本研究の限界を明ら
かにしていくことにする。 
 
Ⅶ-1 企業内部者と企業外部者に関する前提 
本研究では、前述のように、企業内部の情報を十分には得ることができない（不足して
いる）「企業外部者の拡大推論」を研究対象としている。すなわち、研究者や一般投資家、
そして就職活動を展開する学生などが、非常に限られた企業内部の情報を基に何らかの結
論を導き出す際の拡大推論を研究対象としているのである。それは、Ⅴ-6 で述べたように、
企業内部の情報を十分には得ることができない行動主体（企業外部者）の拡大推論を記述
するための分析モデルを提案していくからである。これに対して、企業内部の経営者や従
業員は、当然のことながら、その企業に関する多くの情報を入手することができる。 
一方、Ⅴ-1 の図 2 で示した企業の「準内部者」については、社外取締役，グループ会社
の社員，主要取引先の社員，取引銀行の社員，機関投資家など、上記のような企業内部者
ほど多くの情報を入手することはできないが、企業外部者よりは多くの情報を手に入れる
ことができるため、本研究で論じる行動主体の対象外として位置づけることにする。すな
わち、図 5 のように、企業内部者に準じた存在と考えるのである。 
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Ⅶ-2 本研究で焦点を当てる「行動主体」に関する前提 
本研究で論じる企業外部者の拡大推論は、①「企業内部者（例えば、経営者）の選択行
動を推論しようとする企業外部者の拡大推論」と、②「企業外部者が企業・商品を選択す
る際の拡大推論」に大きく分けることができる。すなわち、拡大推論の主体はいずれの場
合も企業外部者であるが、選択行動の主体に関しては、①の場合が企業内部者であるのに
対して、②の場合は企業外部者なのである。したがって、①は拡大推論の主体と選択行動
の主体が異なるのに対して、②は両者が一致する。ただし、②において、選択行動の主体
と拡大推論の主体が同じように「企業外部者」であっても、前者は消費者や一般投資家等
の企業外部者であるのに対して、後者は研究者やアナリスト等の企業外部者で、両者は異
なるところに注意を要する。 
①を前提としてモデルを構築する本研究の章は、第 1 章と第 2 章であり、一方で②を前
提としてモデルを構築する章は、第 3 章と第 4 章，第 5 章，第 6 章，第 7 章，第 8 章であ
る。これらを整理すると表 2 のようになる。 
ここで注意すべきことは、序論のⅦ-1 では、拡大推論の行動主体として企業外部者を位
置づけ、企業の内部者と準内部者は拡大推論の行動主体の対象外として位置づけることに
したが、本研究における「選択行動の行動主体」は企業外部者に限定されるものではなく、
企業の内部者と準内部者についてもその対象として含まれることである。 
 
 
企業内部者 
（社内取締役， 
従業員） 
企業外部者 
（消費者， 
一般投資家， 
研究者等） 
企業の 
準内部者 
（社外取締役，グル
ープ会社社員等） 
企業との関係 強い 弱い 
多い 
少ない 
企業情報や 
商品・サービス
に関する情報 
図 5 企業内部者と企業の準内部者，企業外部者との関係 
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表 2 各章における選択行動と拡大推論の行動主体 
章番号 選択行動の行動主体 拡大推論の行動主体 
第 1章 
企業内部者 
企業外部者 
（一般投資家，学生，研究者， 
アナリスト等） 第 2章 
第 3章 
企業外部者 
（消費者，一般投資家， 
学生等） 
企業外部者 
（研究者，アナリスト等） 
第 4章 
第 5章 
第 6章 
第 7章 
第 8章 
 
 
Ⅶ-3 選択行動（拡大推論）をモデル化する際の前提 
一般に、人間や組織の拡大推論をモデル化していくためのアプローチとして、経済学に
おける「情報の非対称性」や、統計学における「分散最小化」、さらには情報理論における
「エントロピー最大化」「相対エントロピー最小化」、ファジィ理論における「ファジィ・
エントロピー最大化」等、多くの基準が設定されている。 
一方、本研究では①確率面でのあいまいさ（偶然性）と②意味面でのあいまいさ（漠然
性）の両面から、企業外部者の「拡大推論」をモデル化していこうとするため、①情報理
論と②ファジィ理論のアプローチをとることにする。すなわち、情報が不足している企業
外部者の拡大推論を、経済学や統計学のアプローチではなく、①情報理論と②ファジィ理
論のアプローチによりモデル化していくことにするのである。 
 
Ⅶ-4 本研究で取り扱う特性値の符号に関する前提と限界 
本研究では、各提案モデルの目的関数を、平均特性値やエントロピー，ファジィ・エン
トロピー，ファジィ条件つき確率，ファジィ事象の確率などにより定式化している。した
がって、上記の目的関数を最大化するような選択確率やメンバーシップ値を推定するため
の分析モデルを構築していくことが本研究の課題であるが、上記の値は非負であるため、
目的関数も非負の関数となる。 
ここで、エントロピー，ファジィ・エントロピー，ファジィ条件つき確率，ファジィ事
象の確率は非負の関数60であることが保証されているが、平均特性値については、一般に負
27 
 
の特性値 xi が存在すると非負になるとは限らない。そこで、本研究ではすべての特性値 xi
について、xi≧0 という制約を置くことにする。これにより、常に平均特性値を非負の値に
保つことができるのであるが、一方で赤字の場合の利益率や負の満足（不満）等は、本研
究の提案モデルの対象外とせざるをえない。ここに、本研究で取り扱う特性値 xi の符号に
関する限界が存在する。 
 
Ⅶ-5 本研究の提案モデルの実証分析における選択対象の前提  
 本研究で提案する分析モデルは、幅広いさまざまな場面に適用可能な汎用性を有してい
るため、企業外部者の選択対象に関しては、特に限定していない。しかしながら、各章で
提案するモデルの実証分析では、それぞれのモデルによって、アンケート調査や実験の被
験者が答えやすい適用例（選択対象）は異なる。 
そこで、各章で提案する分析モデルの実証分析では、各章の適用例によってそれぞれ選
択対象は異なるが、基本的に商品やサービス等の情報が不足している被験者にとって回答
が容易な（一般的に知られている）適用例を設定していくことにする。ただし、第 2 部に
ついては、偶然性と漠然性の両面でのあいまいさを内包したファジィ事象の分析モデルで
あるため、被験者にとってより身近でわかり易い選択対象とすべく、第 4 章ではサイコロ
の目を、また第 5 章では「都道府県名」「都市名」「地名」を選択対象として設定していく。 
一方、本研究の分析モデルでは、選択対象に関する十分な情報を得ることができないと
いう前提を置いている。そこで、日常的に繰り返し購入している商品やサービスについて
は、本研究の対象外とする。それは、こうした商品やサービスは繰り返しの購入により、
多くの情報を入手することができ、上記の「十分な情報を得ることができない」という前
提条件に適合しないからである。 
   
Ⅶ-6 確率・比率とメンバーシップ値・ウェイトに関する前提 
情報理論における平均情報量（シャノン・エントロピー）は確率によって定義されてい
るが、確率は本来、無限回の試行を繰り返したもとで事象 i が生起する割合を意味するため、
我々がこうした「本来の確率」を知ることは困難である。なぜなら、我々が無限回の試行
を繰り返すことは実際問題として不可能に近いからである。 
 一方で、上記のような確率とは異なり、比率は事象 i が生起した回数を有限回の試行回数
で除することにより与えられるため、それを知ることは比較的容易である。無限回の試行
を必要とする確率に比較して、有限回の試行ですむ比率は、少ない労力とコストでその測
定が可能になるのである。実際に、本来は比率として取り扱うべき指標の多くが、確率と
して取り扱われている。例えば、天気予報における「降水確率」はその典型例であろう。 
 こうした確率と比率を同一視する傾向は、これらがともに非負でかつ和が 1 であるとい
う共通した特性から生じているのではないかと思われる。シャノンの情報理論では上記の
ような非負でかつ和が 1 であるという条件が必要になるが、比率もこれらの条件を満足す
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るため、測定が困難な確率ではなく、平均情報量（シャノン・エントロピー）に比率を用
いることも多い。 
 これと同様に、ファジィ理論におけるメンバーシップ値と、ウェイト（重要度，和を１
に設定した場合）についても、非負でかつ和が 1 であるという共通した特性を有している。
そのため、ファジィ理論では、シャノン・エントロピーにおける確率と同様にメンバーシ
ップ値を位置づけ、メンバーシップ値まわりのエントロピーが定義されている。 
 そこで、本研究では、こうした特性（非負でかつ和が 1）をふまえ、確率と比率・メンバ
ーシップ値・ウェイトを同等に位置づけ、各種エントロピー（シャノン・エントロピー，
ファジィ・エントロピー，ファジィ事象の確率まわりのエントロピー，ウェイトまわりの
エントロピー等）を定式化していくことにする。したがって、本研究では確率と比率・メ
ンバーシップ値・ウェイトを、すべて[0,1]の指標（測度）として位置づけることにする。  
 
Ⅶ-7 アンケート調査の被験者に関する前提と限界 
 本研究の第 5 章，第 6 章，第 7 章，第 8 章では、アンケート調査によりデータを収集し
ているが、その際の調査対象は当然のことながら企業外部者に限定される。その際、本研
究ではデータ収集の容易性と適用例の選択対象を考慮して、学生（大学生）を被験者とし
て設定する。それは、若い人たちにとって関心の高い、テーマパークやスマートフォン等
を適用例としているからである。また、本研究における提案モデルの実証分析では、その
分析結果により、「企業外部者がどのような選択行動をとるか」の現実を把握することが目
的ではなく、「提案モデルがデータにうまくフィットするか」と「パラメータの推定値が妥
当性の高い結果であるか」を確認することが目的であるため、被験者の属性の偏りやサン
プル数はさほど問題にはならないからである。 
 一方、上記のテーマパークやスマートフォンを利用する顧客（企業外部者）の年齢，性
別，収入，職業，家族構成はそれぞれ異なり、そこにはプロファイルの多様性が存在する。
しかしながら、本研究におけるアンケート調査の対象は学生であるため、こうした多様性
は基本的に反映されない。したがって、本研究の実証分析の結果（調査対象を学生に限定
した調査結果）をすぐに一般化することができない。ここに、本研究の実証分析における
一つの限界がある。 
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Ⅷ 従来の研究と本研究の特徴 
 
Ⅷ-1 従来の研究 
消費者（企業外部者）の選択行動を対象とした研究には、Howard-Sheth モデル61に代表
される刺激-反応型モデル（あるいは刺激-生体-反応型モデル）や、Bettman モデル62に代
表される情報処理型モデルが広く知られている。前者は、刺激 S、生活体内の条件 O と反
応 R により人間の行動を説明するモデルであり、後者は刺激に対して反応するという受動
的な消費者を仮定するのではなく、消費者はあくまでも自身の自由意思によって能動的な
選択行動をとることを仮定したモデルである63。こうした消費者（企業外部者）の選択行動
を対象とした先行研究は、「拡大推論」を強く意識した研究ではなく、かつ「選択確率」の
推定を目的とした研究ではない。 
一方、本研究と同様に、企業活動の諸問題をエントロピー・モデルやファジィ・エント
ロピー・モデルによって捉えようとする研究も数多く行われている。例えば、工場立地問
題をエントロピー・モデルによって論じた春日井・百合本64の先行研究や、企業評価の問題
をエントロピー・モデルによって論じた山下ら65の先行研究、人間の注意力の問題をファジ
ィ・エントロピー・モデルによって論じた松井ら66の先行研究、意思決定問題をファジィ・
エントロピー・モデルによって論じた今井ら67の先行研究がある。 
これに対して、本研究は企業外部者（ただし、第 1 章と第 2 章では企業内部者）の選択
行動を簡潔な形式で記述するとともに、こうした選択行動を「拡大推論」という統一した
視点からモデル化していくところに特徴がある。そういった意味から、本研究全体を通し
て対比すべき、かつ比較すべき先行研究は、①Shannon68の情報理論を基礎としたエントロ
ピー・モデルに関する研究、②Zadeh69のファジィ理論を基礎としたメンバーシップ値に関
する研究、③両者のアプローチを統合したファジィ・エントロピー・モデルに関する研究
である。 
そこで、以下では「従来の研究と本研究の特徴」として、本研究の中核をなす議論・モ
デルに対して理論的基盤を与える上記の①～③の先行研究を概観するとともに、それらと
本研究の関係について整理していくことにする。 
 
Ⅷ-2 従来のエントロピー・モデルと本研究の特徴 
 Shannon70の情報理論を基礎としたエントロピー・モデル（Ⅴ-5 を参照）は、人間の選
択行動を分析するためのモデルとして発展してきた。このモデルは、十分な情報（証拠）
を得ることができない状況下で、不確実性の大きさ（エントロピー）を最大化するような
確率分布を推定しようとする「拡大推論」を記述したモデルである。すなわち、自身にと
って情報が「不十分」であることを「十分」に認識した行動（エントロピーを最大化する
行動）が現実に即した行動であると考えるのである71。 
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 国沢72は、「大衆の行動を観察すると、大衆のもっている思惑によって巨視的には規制を
受けつつ、結局は大衆の自由行動への欲望のためエントロピーの増大という方向に流され
る」と述べている。すなわち、人間や組織の選択行動に関して、①価格や品質などについ
ての大衆の満足感をできるだけ高めながら、②自身の自由意思に従った選択行動を展開す
るという 2 つの仮説を置き、これらの仮説のポリシーミックス問題を取り扱う一連のモデ
ルが、エントロピー・モデル（一因子情報路モデル73や Herniter のモデル74等）なのであ
る。こうした一連のエントロピー・モデルは、国沢75や Herniter76，Jaynes77，有薗78，太
田ら79，宮城ら80，春日井・百合本81，高橋ら82，Wang ら83，山下ら84等によって数多く提
案されている。これらの中で、代表的なエントロピー・モデルが国沢の一因子情報路モデ
ルと Herniter のモデルであり、本研究の基礎となるエントロピー・モデルが山下らによる
2 段階のエントロピー・モデルである。 
国沢85は、上記のような①と②の選択行動に関して、2 つの仮説を設定し、一因子情報路
モデルを提案している。このモデルは、1 つの選択要因（因子）のみの情報（特性値）しか
与えられていない場合であっても、選択確率（比率）を推定することができるところに特
徴がある。当初、一因子情報路モデルは消費者行動を捉えるためのモデルとして構築され
たが、その後は多くの社会現象を比較的簡単な形式で記述するためのモデルとして広く用
いられるようになった86。 
一方、Herniter87のエントロピー・モデルは、市場構造を分析するためのモデルとして提
案された。このモデルでは、一因子情報路モデルにおける「大衆」をいくつかの層に分割
し、それらが互いに混在していることを想定している。すなわち、ある銘柄を常に選択す
る「固定層」と、その時によって異なる銘柄を選択する「非固定層」が混在していると考
えるのである。また、同じ「非固定層」であっても、各銘柄の特性値によって、その選択
確率（比率）は異なるという考えに基づいている。 
上記のエントロピー・モデルは、1 階層のモデルであったが、山下ら88は 2 段階の構造を
持つエントロピー・モデルを提案している。しかしながら、このモデルは 1 段階目と 2 段
階目のエントロピーを、それぞれ個別に定式化しており、2 段階目のエントロピーには 1 段
階目のエントロピーを考慮していなかった。 
そこで、本研究では第 1 章と第 2 章において各階層のエントロピーを総合的に捉えた階
層型エントロピー・モデルを提案している。例えば、2 階層目の選択確率を推定する際に、
2 階層目のエントロピーのみならず 1 階層目のエントロピーについても考慮し、また 3 階層
目の選択確率を推定する際には、3 階層目のエントロピーのみならず 1 階層目と 2 階層目の
エントロピーについても考慮するのである。したがって、本研究のモデルは、下位階層（あ
るいは上位階層）の選択確率を推定する際に、上位階層（あるいは下位階層）のエントロ
ピーについても考慮するところに特徴がある。 
また、各選択要因に対するウェイトを考慮した春日井・百合本89のモデルや高橋ら90のモ
デルでは、そのウェイトを既知として取り扱っているため、それを推定することはできな
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かった。これに対して、Wang ら91は、各選択要因に対するウェイトが未知であるという条
件のもと、各選択要因のエントロピーの比を、ウェイトとして位置づけたモデルを提案し
ている。本研究でも、各選択要因に対するウェイトが未知であるという、Wang らと同様の
前提を設定した上で、Wang らのようなエントロピーの比ではなく、ウェイトまわりのエン
トロピー（序論Ⅶ-6 を参照）を最大化するようなウェイトを推定していくことにする。 
そこで、従来の研究におけるエントロピー・モデルと、本研究で提案するエントロピー・
モデルを整理すると、表 3 のようになる。 
   
 
表 3 従来の研究と本研究の特徴（エントロピー・モデル） 
項目 従来の研究 本研究の特徴 
モデルの階層 ・1階層のエントロピー・モデル 
（国沢92，Herniter93，有薗94， 
太田ら95，宮城ら96など） 
・1 段階目と 2 段階目のエントロピ
ーを、それぞれ個別に取り扱っ
た 2段階の分析モデル 
（山下ら97） 
・多段階の階層型モデル 
・各階層のエントロピーを総合的に 
捉えた階層型エントロピー・モデル 
 
 
ウェイトの推定 ・各選択要因に対するウェイトが 
既知とした分析モデル 
（春日井ら98，高橋ら99） 
・各選択要因のエントロピーの 
比率からウェイトを算出 
（Wang ら100） 
・ウェイトまわりのエントロピーを 
最大化するような、ウェイト推定 
モデル 
 
 
Ⅷ-3 従来のメンバーシップ値推定モデルと本研究の特徴 
 人間の選択行動を捉えようとする際、情報に介在する意味面でのあいまいさ（漠然性）
を、ファジィ理論におけるメンバーシップ値によって記述したファジィ・モデルが数多く
提案されている。例えば、トランクィリティの測定問題を定式化した Yager101の先行研究や、
意思決定問題を論じた Bellman & Zadeh102や Capocelli & Luca103, Olaru & Wehenkel104, 
Zeshui Xu & Yager105の先行研究や、ファジィ状態のベイズ識別問題をモデル化した吉川ら
106の先行研究や、ファジィ事象の可能性分布に基づく簡易意思決定問題を定式化した植村
ら107の先行研究、ファジィ事象の確率を制約条件としたファジィ・エントロピー最大化問
題をモデル化した山下108の先行研究がある。しかしながら、これらのモデルは、メンバー
シップ値を既知として取り扱っているため、それを推定することはできなかった。 
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これに対して、松丸・山下ら109は、これまで既知とされてきたメンバーシップ値を推定
するための分析モデルを提案している。しかしながら、この分析モデルでは、メンバーシ
ップ値の比を推定することはできるものの、メンバーシップ値そのものを推定することが
できないという問題点を有していた。そこで、本研究では第 4 章と第 5 章において、上記
の問題点を克服すべく、上記の比のみならず、メンバーシップ値そのものを推定するモデ
ルを提案している。 
こうした従来の研究におけるファジィ・モデルと、本研究で提案するファジィ・モデル
を整理すると、表 4 のようになる。 
 
 
表 4 従来のメンバーシップ値推定モデルと本研究のファジィ・モデル 
項目 従来の研究 本研究の特徴 
ファジィ・モデルの
メンバーシップ値 
・メンバーシップ値を既知とした 
分析モデル 
（Yager110，吉川ら111，植村ら112，
山下113） 
 
・メンバーシップ値を未知とした 
分析モデル 
メンバーシップ値
の推定 
・メンバーシップ値の比を推定す
る分析モデル 
（松丸・山下ら114） 
・メンバーシップ値そのものを推定
する分析モデル 
 
 
Ⅷ-4 従来のファジィ・エントロピー・モデルと本研究の特徴 
人間の選択行動におけるあいまいさ（偶然性と漠然性）を記述した分析モデルとして、
Shannon115の情報理論（information theory）と Zadeh116のファジィ理論（fuzzy theory）
のアプローチを統合したファジィ・エントロピー・モデルがある。このモデルは、シャノ
ン・エントロピー（平均情報量）と、メンバーシップ値まわりのエントロピーにより定式
化されている。すなわち、偶然性（不確実性）の大きさを表すシャノン・エントロピーと、
漠然性の大きさを表すメンバーシップ値まわりのエントロピーの和としてファジィ・エン
トロピーが定式化されているのである。 
これらのファジィ・エントロピー・モデルは、十分な情報（証拠）を得ることができな
い状況下で、情報のあいまいさ（偶然性と漠然性）の大きさ（シャノン・エントロピーと
メンバーシップ値まわりのエントロピー）を最大化するような確率分布を推定しようとす
る際に適している。なぜなら、人間の選択行動では、情報（証拠）の不十分さとあいまい
さ（偶然性と漠然性）を十分に認識した上で、得られた情報をなるべく有効に活用しなが
ら、自身の自由意思によって行動（エントロピーを最大化する行動）することが、現実に
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即した行動と考えるからである。 
上記のファジィ・エントロピーを組み込んだ一連の先行研究には、Luca & Termini117，
Capocelli & Luca118，Yager119，松井ら120，西川ら121，山下122，上原ら123等の研究がある。
例えば、ファジィ・エントロピーにより、人間の注意力問題をモデル化した松井らの先行
研究や、入力情報に対する判断力の構造問題を論じた西川らの先行研究、ファジィ・エン
トロピー最大化問題の解を導出した山下らの先行研究、投資銘柄選択問題をモデル化した
上原らの先行研究がある。 
一方、上記のモデルは、階層構造を持たないモデルであったが、鄭ら124は 2 段階の階層
構造を持つファジィ情報路モデルを提案している。しかしながら、このモデルでは、各階
層における選択確率を推定する際、それぞれのファジィ・エントロピーを個別に定式化し
ており、下位階層のファジィ・エントロピーには上位階層のファジィ・エントロピーが考
慮されていなかった。そこで、本研究では第 6 章～第 8 章において各階層のファジィ・エ
ントロピーを融合した（例えば、上位階層と下位階層のファジィ・エントロピーを総合的
に捉えた）階層型ファジィ情報路モデルを提案している。 
また、各選択要因に対するウェイトを考慮したファジィ情報路モデルとしては、上原ら
のモデルがある。しかしながら、これらのモデルでは、上記のウェイトを既知として取り
扱っていた。これに対して、本研究では、各選択要因に対するウェイトが未知であるとい
う条件のもと、これらの未知のウェイトを推定するためのモデルを構築していくことにす
る。 
そこで、ファジィ・エントロピー・モデルに関する従来の研究と本研究を比較すると、
表 5 のようになる。 
 
表 5 従来のファジィ・エントロピー・モデルと本研究のファジィ情報路モデル 
項目 従来の研究 本研究の特徴 
モデルの階層 ・1階層のファジィ・エントロピー・ 
モデル 
（西川ら125，山下ら126，上原ら127） 
 
・1段階目と 2段階目のファジィ・ 
エントロピーを、それぞれ個別に
取り扱った 2段階のモデル 
（鄭ら128） 
・各階層のファジィ・エントロピーを
総合的に捉えた階層型 
ファジィ情報路モデル 
 
ウェイトの推定 ・各選択要因に対するウェイトが 
既知とした分析モデル 
（上原ら129） 
・各選択要因に対する未知の 
ウェイトを推定する分析モデル 
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Ⅸ 本研究における各章の提案モデルの関係 
 
 本研究では、企業内部者や企業外部者による選択行動（例えば、消費者の商品・サービ
ス選択行動や、一般投資家の株式選択行動、学生の就職先企業選択行動）に対する企業外
部者の「拡大推論」に焦点を当て、Shannon130の情報理論と Zadeh131のファジィ理論を基
礎にしたエントロピー・モデルとファジィ・モデル，ファジィ情報路モデルを提案する。 
 まず、第 1 部では、情報理論に基づき、従来のエントロピー・モデルを多段階の階層型
モデルへと拡張した分析モデル（第 1 章と第 2 章）と、各選択要因に対する重み（ウェイ
ト）を推定するための分析モデル（第 3 章）の構築を試みる。また、第 2 部ではファジィ
理論におけるファジィ条件つき確率とファジィ事象の確率を用いて、未知のメンバーシッ
プ値を推定するための分析モデル（第 4 章と第 5 章）を提案する。さらに、第 3 部では情
報理論のアプローチとファジィ理論のアプローチを統合し、ファジィ・エントロピーを導
入することにより、多段階の階層型ファジィ情報路モデル（第 6 章）と、各選択要因に対
するウェイト推定モデル（第 7 章と第 8 章）を提案する。 
そこで、本研究の各章において提案する分析モデルの関係を整理すると、表 6 のように
なる。 
 
表 6 情報理論とファジィ理論に基づく分析モデル 
情報理論 ファジィ理論 
情報理論 
+ 
ファジィ理論 
階層型選択比率推定モデル 
【第 1部】第 1章・第 2章 
 
ウェイト推定モデル 
【第 1部】第 3章 
メンバーシップ値 
推定モデル 
【第 2部】第 4章・第 5章 
 
階層型選択確率推定モデル 
【第 3部】第 6章 
 
ウェイト推定モデル 
【第 3部】第 7章・第 8章 
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第 1章 2段階の階層型一因子情報路モデル 
 
1.1 本章の目的 
 
本章では、一般投資家や、就職活動を展開している学生等の企業外部者が、企業の内部
でどのように経営資源（ヒト，カネ，モノ，情報：3M+I）の配分を行っているのかを推
論する行動をモデル化していくことにする。しかしながら、企業内部でどのような活動が
展開されているかは、企業外部者にとってその詳細を知ることはできない「ブラック・ボ
ックス」であるため、企業内部者の行動を推論するために必要な情報を十分に得ることは
困難である。企業外部者が、投資あるいは就職の対象となる企業が将来どのような方向に
進むかを把握した上で、投資あるいは就職の選択をしようと思っても、そのための十分な
情報を得ることはできないのである。これは、序論のⅤ-6 で述べた「拡大推論1」に相当
する。 
上記のような拡大推論は、多くの場合、フラットな構造（1 階層）の拡大推論ではなく、
階層構造を持った拡大推論となる。例えば、事業部制組織を採用している企業が経営資源
を配分しようとする際（図 1.1）に、まず、①事業部単位の経営成績を考慮し、次に②部
署単位の経営成績により経営資源を配分するといった 2段階の選択行動を推論する場面が、
これに相当する。また、企業が販売促進の目的で広告宣伝費を配分する際（図 1.2）に、
まず、①東日本や西日本等の地域区分における商品の販売量を考慮し、次に②各都市（例
えば、東京や大阪）における商品の販売量により広告宣伝費を配分する場面の推論も同様
である。 
経営資源の配分 
事業部 A 
(i=1) 
事業部 B 
(i=2) 
部署 A1 
(j=1) 
部署 A3 
(j=3) 
 
部署 B3 
(j=3) 
 
部署 A2 
(j=2) 
 
部署 B2 
(j=2) 
 
部署 B1 
(j=1) 
 
図 1.1 事業部制組織における経営資源配分の概念図 
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しかしながら、従来のエントロピー・モデルは、1 階層の選択行動を記述した分析モデ
ルであるため、1 段階の選択行動のみに対応し、多段階の選択行動には対応していなかっ
た。そこで、本章ではこうした多段階の階層構造を仮定し、一因子情報路モデルを 2 段階
のエントロピー・モデルへと拡張することにより、新たに「2 段階の階層型一因子情報路
モデル」を提案していくことにする。 
その際、こうした多段階の選択比率推定問題を「拡大推論」として位置づけることによ
り、序論のⅤ-7 で述べた「広い意味での最大エントロピー原理」に従い「2 段階個別型エ
ントロピー・モデル」（以下、「Model-A」と呼ぶことにする）と「2 段階一括型エントロ
ピー・モデル」（以下、「Model-B 」と呼ぶことにする）を新たに提案する。ここで、「拡
大推論2」としているのは、入手可能な情報（特性値）のみでは本来は結論が得られないよ
広告宣伝費の配分 
地域区分 A 
(i=1) 
地域区分 B 
(i=2) 
都市 A1 
(j=1) 
都市 A3 
(j=3) 
 
都市 B3 
(j=3) 
 
都市 A2 
(j=2) 
 
都市 B2 
(j=2) 
 
都市 B1 
(j=1) 
 
図 1.2 各都市に対する広告宣伝費配分の概念図 
図 1.3 2 段階の階層型一因子情報路モデルの概念図 
選択行動 
上位選択対象
A(i=1) 
上位選択対象
B(i=2) 
下位選択対象
A1(j=1) 
下位選択対象
A3(j=3) 
下位選択対象
A3(j=3) 
下位選択対象
A2(j=2) 
下位選択対象
A2(j=2) 
下位選択対象
A1(j=1) 
Step1 Step2 
第 1 段階の選択比率 qi 
第 2 段階の選択比率 pij 
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うな問題設定（不十分な証拠）のもとで、選択比率の解を導くという推論を展開しようと
するからである。 
そこで、図 1.3 のように通常の一因子情報路モデルを、①各上位選択対象に対する選択比率
推定モデルと、②各下位選択対象に対する選択比率推定モデルという、2 段階のモデルへと拡
張するとともに、②の選択比率まわりのエントロピーを加味したもとで、①の解を導くことにする。さ
らに、本章の提案モデルに対して、図 1.1 に従った簡単な数値例を設定することにより、
各上位選択対象・各下位選択対象の選択比率を推定し、提案モデル（Model-A と Model-B）
の妥当性について論じていくことにする。 
 
1.2 使用記号と前提条件 
 
1.2.1 使用記号 
本章で提案する「2 段階の階層型一因子情報路モデル」に使用する記号は、下記の通り
である。 
L：平均特性値 
E：エントロピー（シャノン・エントロピー） 
Li：上位選択対象 i の平均特性値 
Ei：上位選択対象 i のエントロピー 
i：上位選択対象（i=1,2,…,n） 
j：下位選択対象（j=1,2,…,mi） 
qi：各上位選択対象 i に対する選択比率（         ） 
pij：各下位選択対象 j に対する選択比率（        ） 
Pij：Model-A における i と j の組み合わせに対する選択比率（          ） 
πij ：Model-Bにおける iと jの組み合わせに対する選択比率（                   ） 
xij：上位選択対象 i に対する下位選択対象 j の特性値 
 
1.2.2 前提条件 
 企業外部者は、入手可能なさまざまな情報を基に、行動主体（企業内部者）の選択行動
に関する拡大推論を展開しているが、本章ではなるべく簡潔な形式での定式化を図るべく、
以下のような前提条件を設定し、これらの前提条件に基づき、2 段階の選択行動をモデル
化していくことにする。 
① 本章では、焦点を当てる選択行動の主体を経営者や従業員等の企業内部者、また拡
大推論の主体を一般投資家や、就職活動中の学生等の企業外部者とする。 
② 2 段階の選択行動のみを対象とする。 
③ 下位選択対象 j の特性値を重視した選択比率を推定するため、選択比率の推定順序を
下位選択対象→上位選択対象とする。 
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④ 各選択対象に関して十分には情報が得られていないものとする。 
⑤ ただし、下位選択対象 j に関する情報（特性値 xij）については得られているものと
する。 
⑥ 各選択対象の要因は、１つの要因のみとする。 
⑦ 上記の要因に関する特性値は、金額や数量等の明確な情報とする。 
⑧ 本章で取り扱う⑤の特性値は、小さいほど好ましいものとする（大きいほど好まし
い場合は、その逆数をとる）。 
 
1.3 「2 段階の階層型一因子情報路モデル」の提案 
 
1.3.1 提案モデルの概要 
本章では、通常の一因子情報路モデル3を 2 段階のモデルへと拡張するにあたり、「不十
分な証拠」から何らかの結論（選択）を導き出す「拡大推論」のプロセスを、2 段階のプ
ロセス（①各上位選択対象の評価・選択と、②各下位選択対象の評価・選択）として捉え、
①と②のプロセスをモデル化していくことにする。そこで、こうしたプロセスにおける選
択比率の推定問題を、図 1.4 のように、①各上位選択対象に対する選択比率の推定（第 1
段階）と、②各下位選択対象に対する選択比率の推定（第 2 段階）という 2 段階のプロセ
スに分割することにより、上記のように、通常の一因子情報路モデルを「2 段階の階層型
一因子情報路モデル」へと拡張する。 
その際、図 1.4 のように、行動主体の選択行動は、まず、第１段階の上位の選択対象か
ら先に行われ、次に、第 2 段階の下位の選択対象という順序で展開される。それに対して、
本章の提案モデルでは、各選択対象の選択比率を推定する際の順序が逆向きになっている
点に注意を要する（Step1：第 2 段階，Step2：第 1 段階）。すなわち、本章では第 2 段階
の下位選択対象から先に選択比率を推定し、それを基に上位の選択対象に対する選択比率
を推定していくのである。 
 そこで、本章で提案する Model-A は、図 1.5 のように Step1～Step2 の 2 段階構造をし
ており、こうした 2 段階のステップにより選択比率を推定する。一方、Model-B は図 1.6
選択行動の主体 上位選択対象 下位選択対象 
選択行動の順序 
選択比率の推定 
第 1 段階 第 2 段階 
Step2 Step1 
図 1.4 2 段階のプロセスによる選択比率推定の概念図 
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のように Step1～Step2 の 2 段階構造を統合し、1 段階のステップにより選択比率を推定
する。 
 
 
 
図 1.5 Model-A の分析フロー 
START 
END 
Step1 
各下位選択対象 jに対する 
選択確率 pijの推定 
平均特性値 Liと 
エントロピーEiの定義 
下位選択対象 j に対する 
選択確率 pijの推定 
目的関数の定式化 
Step2 
各上位選択対象 iに対する 
選択確率 qiの推定 
 
2段階の平均特性値 L と 
エントロピーEの定義 
目的関数の定式化 
上位選択対象 i に対する 
選択確率 qiの推定 
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図 1.6 Model-B の分析フロー 
START 
END 
各下位選択対象 jに対する 
選択確率 πijの推定 
2段階（各上位選択対象 iと各下位選択対象 j） 
のエントロピーE を設定 
下位選択対象に対する選択確率 πijの推定 
2段階（各上位選択対象 iと各下位選択対象 j） 
の平均特性値 Lを設定 
2段階のステップを 1段階に統合 
1段階の平均特性値とエントロピーを再設定 
目的関数の定式化 
47 
 
・
・ 
・
・ 
 第 1 段階（Step2） 
qi 
第 2 段階（Step1） 
pij 
選択行動の主体 
上位選択対象 n 
上位選択対象 2 
下位選択対象 21 
下位選択対象 22 
 
下位選択対象 2m2 
 
・
・
・
・
・
・
・ 
上位選択対象 1 
下位選択対象 11 
下位選択対象 12 
 ・
・ 
図 1.7  2 段階のステップによる選択確率推定の概念図 
下位選択対象 n1 
 
下位選択対象 n2 
 
下位選択対象nmn 
 
下位選択対象 1m1 
 
1.3.2 問題の定式化と解の導出 
1.3.2.1 Model-A（2 段階個別型エントロピー・モデル） 
通常の一因子情報路モデルと同様に、下記のような 2 つの仮説を設定し、それぞれ(1.1)
式の平均特性値 L と(1.2)式のエントロピーE によって捉えることにする。ただし、前述の
前提条件⑧に従い、仮説Ⅰを「(1.1)式の平均特性値 L を小さくするような選択」として位
置づけることにする（大きいほど好ましい特性値の場合は、その逆数をとることにする）。 
 
仮説Ⅰ：企業内部者（特に、経営者）は、自身の選択行動において、できるだけ自身
の満足を高める、あるいは不満を低めるような選択対象を選択しようとする。 
仮説Ⅱ：企業内部者（特に、経営者）は、自身の選択行動において、何の制約もなく
自身の自由意思によって、できるだけ自由勝手な選択をしようとする。 
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本章では、各選択対象に対する選択比率の推定問題を、図 1.7 のような 2 段階（Step1
と Step2）の枠組みでモデル化していくことにする。これら（2 段階）のモデルは、基本
的に通常の一因子情報路モデル4と同様の問題設定である。ただし、Step2 は通常の一因子
情報路モデルとは少し異なった問題設定、すなわち Step1 のエントロピーを加味している
点に注意を要する。 
そこで、下記のような 2 段階のステップにより選択比率を推定していくことにする。 
 
【Step1】第 2 段階の各下位選択対象に対する選択比率の推定モデル 
Step1 では、通常の一因子情報路モデル（国沢5）と同様のプロセスで各下位選択対象 j
の選択比率 pijを推定していくことにする。そこで、前述の仮説Ⅰを (1.1)式の平均特性値
Li によって、また仮説Ⅱについては(1.2)式の pij まわりのエントロピーによって捉えるこ
とにする。 
その上で、(1.1)式の平均特性値 Li をなるべく小さく、かつ(1.2)式のエントロピーEi を
なるべく大きくするような選択比率（各下位選択対象 j に対する選択比率 pij）の推定問題
を考え、ラグランジュの未定乗数 λを用いて、(1.3)式のように定式化する。 
 
max1
1
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                          (1.3) 
 
まず、(1.3)式の φiは pijに関して上に凸であるため、φiを最大化する選択比率 pijを推定
すべく、pijで偏微分して 0 とおくと、(1.4)式が得られる。ただし、 iEと iLは、それぞれ
Eiと Liの微分を表すものとする。 
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次に、 (1.4)式の両辺に pijを乗じて i と j について足し込み、式を整理すると、(1.5)式
が得られる。 
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 
0
1
2



i
iiii
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さらに、(1.5)式を λについて整理すると、λは(1.6)式のように表される。 
 
iL
1
                                                 (1.6) 
 
(1.4)式の λを消去するために、(1.6)式の λを(1.4)式に代入すると、(1.7)式のようになる。 
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そこで、(1.7)式を log pijについて整理すると、 
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L
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となり、(1.8)式の左辺を pijに変換すると、(1.9)式が得られる6。 
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したがって、(1.10)式を満足する uiを数値的に求め、その uiの値を(1.9)式に代入するこ
とにより、各下位選択対象に対する選択比率 pijを推定することができる。 
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【Step2】第 1 段階の各上位選択対象に対する選択比率の推定モデル 
次に、Step2 として、上位選択対象 i に対する選択比率 qiの推定問題を考えることにす
る。その際、仮説Ⅰについては通常の一因子情報路モデルと同様に(1.11)式の平均特性値 L
によって捉えるが、仮説Ⅱについては上位選択対象まわりのエントロピーのみならず、下
位選択対象まわりのエントロピーも加味することにより、(1.12)式のように定式化する。 
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そこで、(1.11)式の平均特性値をなるべく小さく、かつ(1.12)式のエントロピーをなるべ
く大きくするような選択比率 qi （上位選択対象に対する選択比率）を推定するために、
ラグランジュの未定乗数 λを用いて、(1.13)式のように定式化する。 
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Step1 と同様に、(1.13)式のモデルは、qi に関して上に凸であるため、φ を qiにて偏微
分して 0 とおくと(1.14)式が得られる。 
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以下、Step1 と同様の手順に従い Step2 の解を導くと、(1.15)式のようになる。 
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したがって、(1.16)式を満足する u を数値的に求め、その u の値を(1.15)式に代入するこ
とにより、選択比率 qi を推定することができる。(1.15)式と(1.9)式を比較すると、(1.15)
式は(1.9)式の特性値 xij を


im
j
ijij xp
1
に置き換え、さらに 
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


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
im
j
ijij pp
1
logexp を乗じた式とな
っており、(1.9)式の自然な拡張形となっていることがわかる。 
以上のような手順（Step1 と Step2）により、Step2 のモデルが通常の一因子情報路モ
デルとは少し異なった問題設定（Step1 のエントロピーを加味）であるが、2 段階のステ
ップにおけるそれぞれの選択比率（pijと qi）を推定することができるのである。 
 
1.3.2.2  Model-B（2 段階一括型エントロピー・モデル） 
Model-A は、上位選択対象に対する選択比率の推定、各下位選択対象に対する選択比率
の推定という 2 段階のステップにより、それぞれの選択比率 pijと qiを推定するためのモ
デルであったが、ここでは、各下位選択対象に対する選択比率を推定する際に、各下位選
択対象→各上位選択対象という 2 段階のステップを、図 1.8 のように統合した一括型のエ
ントロピー・モデル（Model-B）を新たに提案する。 
まず、Model-A と同様の仮説にしたがって、各上位選択対象を通した各下位選択対象に
対する選択比率の推定問題をモデル化していくことにする。その際、仮説Ⅰを(1.17)式の
平均特性値 L によって捉え、仮説Ⅱに関しては、上位選択対象まわりのエントロピーのみ
ならず、下位選択対象まわりのエントロピーも加味することにより、(1.18)式のように定
式化する。 
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ここで、 (1.18)式は、上位選択対象まわりのエントロピーと下位選択対象まわりのエン
トロピーという 2 段階のエントロピーの和であるため、選択比率 qiと pijを統合すべく、
新たに πij（＝qi・pij）を導入し、(1.18)式に pij ＝πij ／qi を代入することにより、(1.19)
式のように書き換えられる。 
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さらに、(1.19)式を整理すると、エントロピーE は(1.20)式のように πij のみで表すこと
ができる。 
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Step1 
図 1.8  2 段階一括型による選択比率推定の概念図 
第 1 段階 第 2 段階 
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 (1.17)式の平均特性値 L についても同様に、πij ＝qi･pijを代入し、式を整理すると、平
均特性値 L は(1.21)式のように、qiと pijを統合した式に変換することができる。 
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その上で、(1.20)式のエントロピーをなるべく大きく、かつ(1.21)式の平均特性値をなる
べく小さくするような選択比率 πijを推定するために、ラグランジュの未定乗数 λを用いて、
(1.22)式のように定式化する。 
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まず、 (1.22)式は、πijに関して上に凸であるため、φを最大化する選択比率 πijを推定す
べく、πijで偏微分して 0 とおくと(1.23)式が得られる。 
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次に、Model-A と同様に、(1.23)式の両辺に πijを乗じて、i と j について足し込むと(1.24)
式のようになる。 
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さらに、(1.23)式の λ を消去するために、(1.24)式を λ について解き、それを(1.23)式に
代入すると、(1.25)式が得られる。 
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そこで、(1.25)式を logπijについて整理すると、 
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となり、(1.26)式の左辺を πijについて変換すると、(1.27)式のように簡単な式になる。 
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そこで、(1.28)式を満足する U を数値的に求め、その U の値を(1.27)式に代入すること
により、各下位選択対象に対する選択比率 πijを推定することができる。すなわち、各上位
選択対象と各下位選択対象という 2 段階のステップを、1 ステップに統合した Model-B に
よれば、各下位選択対象に対する選択比率の推定問題を 1 つのモデルとして記述すること
ができるのである。 
これより、2 段階個別型のエントロピー・モデルを統合することで、(1.27)式は通常の一
因子情報路モデルと同形式の解が導かれることがわかる。そういった意味で、本章の
Model-B は、通常の一因子情報路モデルの自然な拡張形となっているのである。 
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1.4 提案モデルの実証分析（事業部制組織における経営資源配分比率の推定） 
 
1.4.1 問題設定 
本章では、「事業部制組織における経営資源配分問題」を想定した実証分析として、企
業内部の経営者がどのように経営資源を配分しているかを、企業外部者（一般投資家や、
就職活動中の学生等）が推論（拡大推論）する場面を設定し、こうした場面における企業
内部者の経営資源配分比率を推定することを試みることにする。こうした経営資源配分は、
一般に多くの要因（例えば、売上高、将来性、収益性、市場性、企業にとっての主力事業
か否か等）を考慮して行われるが、企業外部者がそれぞれの事業部ごとにこれらの豊富な
情報（データ）を入手することは困難であり、明らかに情報が不足した状況に置かれる。
したがって、こうした企業外部者の行動は、限られた情報のみで結論（選択確率）を導き
出さなければならないという意味で、まさしく本研究で論じる「拡大推論」なのである。 
そこで、企業外部者にとって入手が容易な「売上高」のみで、企業内部者の経営資源配
分行動（選択行動）を推論するという場面を設定し、本章の提案モデルにより、その配分
比率を推定することを試みる。 
 
1.4.2 数値例の設定 
ここでは、本章の提案モデル（Model-A と Model-B）に対して、簡単な数値例を設定す
ることにより、事業部制組織における各事業部 i と各部署 j に対する経営資源配分比率（pij，
qiと πij）を推定していくことにする。そこで、表 1.1 のように、まず事業部 A1～A5と部
署 Bi 1～Bi 8の組み合わせごとに、以下の方針に従って売上高 xijの数値例を設定する。 
 
【数値例の設定方針】 
① xij＝0 は、事業部 Aiにおいて部署 Bijの売上が存在しない、あるいは部署 Bij自体
が存在しないことを意味する。 
② 部署間での売上高の差が大きい事業部と小さい事業部を設定する。また、事業部
A1 の売上高が最も大きく、A2，A3，A4，A5 の順に小さくなっていくように各売
上高を設定する。 
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     表 1.1 売上高（xij）の数値例        （単位：億円） 
  部署（Bij） 
     
事業部（Ai） 
Bi 1 Bi 2 Bi 3 Bi 4 Bi 5 Bi 6 Bi 7 Bi 8 合計 
A1 9 9 9 7 6 7 8 2 57 
A2 9 9 8 9 3 3 0 0 41 
A3 8 7 9 8 1 4 0 0 37 
A4 9 8 8 2 0 0 0 0 27 
A5 9 10 2 2 1 1 1 0 26 
 
 
1.4.3 分析結果 
Model-A の(1.9)式に表 1.1 の売上高 xijを代入し、各部署 j に対する経営資源配分比率 pij
を求めると、表 1.2 のようになった。次に、売上高 xijと経営資源配分比率 pijを Model-A
の(1.15)式に代入し、各事業部 i に対する経営資源配分比率 qi を推定すると、表 1.3 のよ
うな結果が得られた。さらに、Model-A にて求めた経営資源配分比率と Model-B の経営
資源配分比率を比較するために、Model-A にて求めた経営資源配分比率 pij（表 1.2）と qi 
（表 1.3）を用いて各部署に対する経営資源配分比率 Pij（pijと qiの積）を算出すると、表
1.4 のようになった。 
次に、Model-A と同様、表 1.1 の売上高に基づいて、Model-B により経営資源配分比率
を推定すると、表 1.5 のような結果が得られた。ただし、Model-B は Model-A における 2
段階のプロセスを統合しているため、(1.27)式に表 1.1 の売上高 xijを代入すれば、各部署
に対する経営資源配分比率 πijを直接的に求めることができる。 
 
 
表 1.2 Model-A による部署別経営資源配分比率（pij） 
  部署（Bij） 
     
事業部（Ai） 
Bi 1 Bi 2 Bi 3 Bi 4 Bi 5 Bi 6 Bi 7 Bi 8 
A1 0.183  0.183  0.183  0.113  0.078  0.113  0.148  0.000 
A2 0.252  0.252  0.212  0.252  0.016  0.016  0  0  
A3 0.237  0.193  0.278  0.237  0.000  0.056  0  0  
A4 0.359  0.316  0.316  0.010  0  0  0  0  
A5 0.452  0.489  0.028  0.028  0.001  0.001  0.001  0  
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表 1.3  Model-Aによる事業部 i に対する経営資源配分比率の推定結果 
事業部 i 経営資源の配分比率 
q1 0.324 
q2 0.234 
q3 0.184 
q4 0.152 
q5 0.105 
 
表 1.4  Model-A による各部署 j の経営資源配分比率（qiと pijの積） 
  部署（Bij）     
事業部（Ai） 
Bi 1 Bi 2 Bi 3 Bi 4 Bi 5 Bi 6 Bi 7 Bi 8 
A1 0.059  0.059  0.059  0.036  0.025  0.036  0.048  0.000  
A2 0.059  0.059  0.050  0.059  0.004  0.004  0  0  
A3 0.044  0.035  0.051  0.044  0.000  0.010  0  0  
A4 0.055  0.048  0.048  0.002  0 0  0  0  
A5 0.048  0.052  0.003  0.003  0.000  0.000  0.000  0  
 
表 1.5 Model-B による各部署 j の経営資源配分比率（πij） 
  部署（Bij）  
事業部（Ai） 
Bi 1 Bi 2 Bi 3 Bi 4 Bi 5 Bi 6 Bi 7 Bi 8 
A1 0.062  0.062  0.062  0.028  0.015  0.028  0.044  0.000  
A2 0.062  0.062  0.044  0.062  0.000  0.000  0  0  
A3 0.044  0.028  0.062  0.044  0.000  0.002  0  0  
A4 0.062  0.044  0.044  0.000  0  0  0  0  
A5 0.062  0.082  0.000  0.000  0.000  0.000  0.000  0  
 
 
そこで、本章の提案モデルにより推定した経営資源の配分比率を、Model-A と Model-B
について比較すると、表 1.6 のように、Model-B では売上高が等しければ同じ経営資源配
分比率の結果（0.044）になるが、Model-A では売上高が等しくても同じ経営資源配分比
率にはならないこと（0.044，0.048，0.050 の 3 種類の値）がわかる。さらに、表 1.7 を
みると、最大の売上高（部署 B52）の経営資源配分比率（最大の配分比率）は、Model-A
の 0.052 に対して、Model-B は 0.082 という結果になっていることがわかる。また、最小
の売上高（部署 B35）の経営資源配分比率（最小の配分比率）が、Model-A の 1.8×10－6
という結果に対して、Model-B は 1.3×10－11という結果になっている。こうした結果から、
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Model-B よりも Model-A において、各事業部配下の部署間の経営資源配分比率の差が小
さい（売上高に対する配分比率のバラツキが小さい）ことがわかる。 
さらに、売上高に対して比例配分により算出した値（表 1.8）と提案モデル（Model-A
と Model-B）により算出した値を比較すると、提案モデル（Model-A と Model-B）で算出
した結果の方が、売上高が大きいほど経営資源の配分比率も大きくなり、売上高が小さい
ほど、経営資源配分比率が小さくなるという、エントロピー・モデルの特徴を有している
ことがわかる。 
 
 
 
 
表 1.6 売上高が 8 億円の部署 j に対する経営資源配分比率の比較 
売上高が 8億円の部署 Model-A Model-B 
事業部 A1の部署 B17 0.048 0.044 
事業部 A2の部署 B23 0.050 0.044 
事業部 A3の部署 B31 0.044 0.044 
事業部 A3の部署 B34 0.044 0.044 
事業部 A4の部署 B42 0.048 0.044 
事業部 A4の部署 B43 0.048 0.044 
 
表 1.7 経営資源配分比率の最大値と最小値の比較 
部署 Model-A Model-B 
経営資源配分比率が最も大きい部署 
（部署 B52） 
0.052 0.082 
経営資源配分比率が最も小さい部署 
（部署 B35） 
1.8×10－6 1.3×10－11 
 
表 1.8 売上高に応じた比例配分による各部署 jの経営資源配分比率 
      部署（Bij）  
事業部（Ai） 
Bi 1 Bi 2 Bi 3 Bi 4 Bi 5 Bi 6 Bi 7 Bi 8 
A1 0.048  0.048  0.048  0.037  0.032  0.037  0.043  0.011  
A2 0.048  0.048  0.043  0.048  0.016  0.016  0  0  
A3 0.043  0.037  0.048  0.043  0.005  0.021  0  0  
A4 0.048  0.043  0.043  0.011  0  0  0  0  
A5 0.048  0.053  0.011  0.011  0.005  0.005  0.005  0  
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1.4.4 考察 
序論のⅤ-5 でも述べたように、一因子情報路モデルに代表されるエントロピー・モデル
は、すべての特性値が 1/n で等しいときに、エントロピーは最大（選択比率が平衡状態）
となり、各特性値が 1/n から離れていくに従い、エントロピーは小さくなる（選択比率が
非平衡状態）。すなわち、特性値間の差が広がるに従い、選択比率の差も拡大するという特
徴を有している。これにより、各特性値に対する比例配分では、特性値間の差が一定であ
れば、選択比率の差も一定（傾きが一定）となるが、エントロピー・モデルでは、各特性
値と選択比率の間は、非線形の関係となり、選択比率の差が拡大するのである。実際に、
人間の選択行動において、好ましい特性を持つ選択対象とそうでない選択対象の間では、
選択比率に大きな差異が生じることが多く、それは、わずかな特性値の違いでヒット商品
となるかならないかの大きな差異が生じることからもわかる。例えば、イトーヨーカード
やイオン等の大手スーパーマーケットが手掛けているプライベートブランドや、大手コン
ビニエンス・ストアが販売している 100 円コーヒー（通称「コンビニコーヒー」）等が、
これに相当する。そういった意味で、本章の提案モデルから得られる選択比率は、現実に
即した解となっているのである。 
 また、1.4.3 節の分析結果（表 1.4 と表 1.5）を見ると、本章の提案モデルも上記のよう
なエントロピー・モデルの特徴と同様の結果となっていることがわかる。ただし、Model-A
とModel-Bでは、少し異なった推定結果となっている。それは、Model-Aでは 2段階（Step1
と Step2）のエントロピーがそれぞれ組み込まれているため、エントロピーを大きくしよ
うとする力（平衡状態に近づけようとする力）が 2 段階で働いているのに対して、Model-B
は、2 段階のエントロピーを 1 段階に統合した結果、2 段階のエントロピーを大きくしよ
うとする力が 1 段階のみで働くことに起因している。 
 これと同様に、通常の一因子情報路モデルでは、1 段階の選択行動のみしか選択比率を
推定することができなかったが、本章の提案モデルにより、1 段階の選択行動を 2 段階へ
と拡張することができる。すなわち、エントロピー・モデルの適用可能な場面が、2 段階
の選択行動へと広がるのである。また、上記のような異なった特徴を有する 2 つのモデル
（Model-A と Model-B）により、選択比率の差を大きくしたい（エントロピーを小さくし
たい）場合には Model-B を、小さくしたい（エントロピーを大きくしたい）場合には
Model-A を適用するといった選択肢が生まれる。これにより、通常の一因子情報路モデル
に比較して、本章の提案モデル（Model-A と Model-B）は、大幅に適用場面が拡大し、よ
り多くの場面でエントロピー・モデルによる分析が可能になる。ここに、「エントロピー・
モデル」研究に対する本章の提案モデルの貢献が存在するのである。 
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1.5 本章で得られた成果 
 
本章ではエントロピー・モデル7の基本的な考え方に基づき、2 段階の選択行動における
選択対象の特性値を重視した選択比率の推定問題を「拡大推論」として位置づけ、①各上
位選択対象の選択と、②各下位選択対象の選択という 2 段階の選択行動を推測すべく、新
たに 2 つの選択比率推定モデル（Model-A と Model-B）を提案した。その際、Model-B
では①と②の 2 段階プロセスを１つに統合することにより、1 段階のプロセスのみで下位
選択対象の選択比率を推定することを可能にした。  
さらに、本章の提案モデル（Model-A と Model-B）の実証分析として、企業内部者（経
営者）による経営資源配分を、企業外部者（一般投資家や就職活動中の学生等）が拡大推
論しようとする場面を設定し、経営資源配分比率の推定を試みた。そこから得られた経営
資源配分比率の推定値を検討した結果、Model-B では各部署の売上高が同一の場合は、同
一の配分比率となるのに対して、Model-A では本社部門での経営資源配分と各事業部での
経営資源配分の両面でのエントロピーが組み込まれているため、各部署の売上高が同一の
場合でも、異なる配分比率の推定値が得られるという特徴を確認した。また、各部署にお
ける売上高の違いを、経営資源配分比率に大きく反映させたい場合には、Model-B が適し、
さほど大きく反映させたくない場合には、Model-A が適することを指摘した。 
以上のように、通常の一因子情報路モデルを、①各上位選択対象（選択対象の集合）に対す
る選択比率推定モデルと、②各下位選択対象に対する選択比率推定モデルという、2 段階の階
層型エントロピー・モデルへと拡張することにより、2 段階の選択行動における選択比率の推定と
いうエントロピー・モデルの新たなアプローチを提示することができた。さらに、本章の提案モデ
ル（Model-A と Model-B）の実証分析の結果から、提案モデルの妥当性を確認することが
できた。これにより、企業内部者による 2段階の選択行動を、十分な情報を入手すること
ができない企業外部者にとって、推定することが可能になった。 
 
 
                                                   
1 Klir, G. J. and Folger, T. A. (1988) , Fuzzy Sets, Uncertainty, and Information, New 
Jersey, Prentice-Hall. （本多中二訳(1993),『ファジィ情報学』日刊工業新聞社, 
pp.209-212.） 
2 Klir, G. J. and Folger, T. A. (1988) , 前掲訳書（注 1）, pp.209-212. 
3 国沢清典(1991)，『エントロピー・モデル』日科技連出版社，pp.36-46. 
4 国沢清典(1991)，前掲書（注 3），pp.36-46. 
5 国沢清典(1991)，前掲書（注 3），pp.36-46. 
6 国沢清典(1991)，前掲書（注 3），pp.36-46. 
7 国沢清典(1991)，前掲書（注 3），pp.36-46. 
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第 2章 2方向 3段階の階層型一因子情報路モデル 
 
2.1 本章の目的 
 
前章では、従来のエントロピー・モデル1（1階層のモデル）を 2段階の階層モデルへと
拡張することにより、「2 段階の階層型一因子情報路モデル」を提案したが、これは 1 方向
の階層構造のみを前提とした選択比率を推定するためのモデルであり、多方向の階層構造
を有したデータを取り扱うことができなかった。 
しかしながら、企業内部者（特に、経営者）は 2 段階のプロセスに加えて、多方向（2
方向）の階層構造を持った選択行動（図 2.1）を展開する場合も多い。例えば、マトリク
ス型組織の構造を持つ企業の経営資源を配分（図 2.2）するといった選択行動を推論する
場面が、これに相当する。また、複数の学部を持つ大学の予算を配分（図 2.3）するとい
った場面の推論も同様である。そこで、本章ではこうした 2方向多段階の階層構造に注目
し、前章で提案した「2 段階の階層型一因子情報路モデル」を 2 方向 3 段階のエントロピ
ー・モデルへと拡張することを試みる。これにより、企業外部者（一般投資家や、就職活
動中の学生等）が企業内部の活動に対する拡大推論を簡潔な形式で定式化していくことに
する。 
さらに、本章の提案モデルに対して、図 2.2 の構造を持った数値例を設定することによ
り、2 つの方向から各上位選択対象・各下位選択対象の選択比率を推定し、本章の提案モ
デルの妥当性について検討していくことにする。 
特性値 1 特性値 2 
図 2.1 2 方向 3段階による選択比率推定の概念図 
選択比率の推定 
方向 2 (i＝2) 
上位選択対象 X 
(j＝1) 
 
上位選択対象 Z 
(j＝3) 
 
上位選択対象 Y 
(j＝2) 
 
方向 1 (i＝1) 
上位選択対象 A 
(j＝1) 
上位選択対象 C 
(j＝3) 
 
上位選択対象 B 
(j＝2) 
 
下位選択
対象 BX 
下位選択
対象 CX 
下位選択
対象 AX 
下位選択
対象 BY 
下位選択
対象 CY 
下位選択
対象 AY 
下位選択
対象 BZ 
下位選択
対象 CZ 
下位選択
対象 AZ 
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特性値 1 特性値 2 
図 2.3 大学における 2方向 3 段階の予算配分概念図 
 
大学における 
予算配分 
 
学年 i (i＝2) 
1年(j＝1) 
 
3年(j＝3) 2年(j＝2) 
学部 i (i＝1) 
A学部(j＝1) C学部(j＝3) B学部(j＝2) 
B学部 
1年 
C学部 
1年 
A学部 
1年 
B学部 
2年 
C学部 
2年 
A学部 
2年 
B学部 
3年 
C学部 
3年 
A学部 
3年 
特性値 1 特性値 2 
図 2.2 マトリクス組織における 2 方向 3 段階の経営資源配分概念図 
 
マトリクス組織の 
経営資源配分 
 
職能 i (i＝2) 
X職能(j＝1) 
 
Z職能(j＝3) Y職能(j＝2) 
事業部 i (i＝1) 
A事業部(j＝1) C事業部(j＝3) B事業部(j＝2) 
B事業部 
X職能 
C事業部 
X職能 
A事業部 
X職能 
B事業部 
Y職能 
C事業部 
Y職能 
A事業部 
Y職能 
B事業部 
Z職能 
C事業部 
Z職能 
A事業部 
Z職能 
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2.2 使用記号と前提条件 
 
2.2.1 使用記号 
本章で提案する「2 方向 3 段階の階層型一因子情報路モデル」では、下記の使用記号を
用いることにする。 
L：平均特性値， 
E：エントロピー（シャノン・エントロピー） 
i：方向 
j：上位選択対象（j=1,2,…,ni） 
k：下位選択対象（k=1,2,…,mij） 
ri：各方向 i の配分ウェイト 
qij：各方向 iの各上位選択対象 j に対する選択比率 
pijk：各方向 i・各上位選択対象 j の各下位選択対象 k に対する選択比率 
xijk：各方向 i・各上位選択対象 j の各下位選択対象 k に対する特性値 
 
2.2.2 前提条件 
本章では、企業内部者（特に、経営者）の選択行動（2 方向 3 段階の選択行動）に対する
拡大推論をモデル化する際、以下のような前提条件を置くことにする。 
① 本章では、焦点を当てる選択行動の主体を経営者や従業員等の企業内部者、また拡
大推論の主体を一般投資家や、就職活動中の学生等の企業外部者とする。 
② 選択対象に関して十分には情報（特性値 xijk）が得られていないものとする。 
③ ただし、いくつかの選択対象に関する情報については得られているものとする。 
④ 各選択対象を選択する際の選択要因は、1 つの要因（因子）のみを対象とする。 
⑤ 上記の要因（因子）は、方向 i によって異なり、それぞれの要因に関する特性値は、
金額や数量等の明確な情報とする。 
⑥ 本章で取り扱う②の特性値は、小さいほど好ましいものとする（大きいほど好まし
い場合は、その逆数をとることにする）。 
⑦ 方向 i（第 1 段階）の配分ウェイト ri（i=1,2 ; r 1+r 2=1）については、先験情報が
与えられているものとする。 
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2.3 「2 方向 3 段階の階層型一因子情報路モデル」の提案 
 
2.3.1 提案モデルの概要 
本章では、図 2.4 のように、2方向 3 段階（Step1 ,Step2 ,Step3）の選択行動に注目し、
第 1 章のモデルを「2 方向 3 段階の階層型一因子情報路モデル」へと拡張することを試み
る。この提案モデルは、基本的に第 1章のモデルと同形式のモデルであるが、Step2でStep1
のエントロピーを加味し、また Step3 において Step1と Step2のエントロピーを加味する
点、および方向 1の特性値と方向 2の特性値が異なる点に特徴がある。 
そこで、こうした 2 方向 3段階の選択比率推定問題を、以下のように定式化していくこ
とにする。 
 
2.3.2 提案モデルの分析手順 
 本章の提案モデルは、図 2.5のように Step1～Step3という 3段階の構造をなしており、
こうした 3 段階のステップにより各上位選択対象 j と各下位選択対象 k に対する方向 i 別
の選択比率（qijと pijk）を推定していく。 
第 2 段階（Step2） 選択行動の主体 
方向 2 の選択比率 r 2 
（既知） 
選択行動の順序 
図 2.4 2 方向 3段階の選択比率推定問題の概念図 
方向 1 の選択比率 r 1 
（既知） 
各下位選択対象 k
に対する 
選択比率 p1jk 
各上位選択対象 j 
に対する選択比率
q1j 
モデル化（分析）の Step 
第 1 段階（Step1） 
第 3 段階（Step3） 
各下位選択対象 k
に対する 
選択比率 p2jk 
各上位選択対象 j 
に対する選択比率
q2j 
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START 
END 
Step2 
上位選択対象に対する 
選択比率 qijの推定 
平均特性値 L と 
エントロピーEの設定 
 
選択比率 qijの解の導出 
目的関数 φiの定式化 
Step3 
下位選択対象に対する 
選択比率 pijkの推定 
第 3 段階の平均特性値 L と 
エントロピーEの設定 
選択比率 pijkの解の導出 
第 3 段階の 
目的関数 φijの定式化 
図 2.5 提案モデルの分析フロー 
Step1 
方向 1と方向 2 の 
配分ウェイト riの設定 
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2.3.3 問題の定式化と解の導出 
本章では、各選択対象の選択比率推定問題を、3 段階（Step1，Step2と Step3）の枠組
みでモデル化していくことにする。これら（3 段階）のモデルは、基本的に第 1 章のモデ
ルと同様に、平均特性値 L とエントロピーE により定式化していくことにする。ただし、
Step3は第 1 章のモデルとは少し異なった問題設定、すなわち、Step3では Step1と Step2
のエントロピーを加味している点に注意を要する。 
そこで、下記のような 3 段階のステップにより選択比率を推定していくことにする。 
 
【Step1】i 方向の選択比率 riの設定（第 1 段階） 
本章における Step2 と Step3 のモデルでは、i 方向（例えば、図 2.2 の事業部と職能）
の配分ウェイト riが与えられたもとで、各上位選択対象 j と各下位選択対象 k に対する選
択比率（qijと pijk）を推定していくことになるため、まず方向 1に対する配分ウェイト r 1
と方向 2 に対する配分ウェイト r 2の和（r 1+ r 2）が 1 となるような riを設定する。 
 
【Step2】各上位選択対象 j に対する選択比率推定モデル（第 2 段階） 
ここでは、各上位選択対象 j に対する選択比率の推定問題を定式化すべく、一因子情報
路モデル2に基づき、下記のような 2つの仮説を設定する。 
 
仮説Ⅰ：企業内部者（特に、経営者）は、できるだけ自身の満足を高める、あるいは
不満を低めるような選択対象を選択しようとする。 
仮説Ⅱ：企業内部者（特に、経営者）は、何の制約もなく自身の自由意思によって、
できるだけ自由勝手な選択をしようとする。 
 
次に、Step1において設定した方向 i（図 2.6 と図 2.7）の配分ウェイト riを用いて、そ
れぞれの上位選択対象 j に対する方向 i 別の選択比率 qijを推定するためのモデル（積のモ
デル）を考えることにする。その際、仮説Ⅰについては通常の一因子情報路モデルと同様
に(2.1)式の平均特性値 L によって捉え、仮説Ⅱについては上位選択対象まわり（qijまわり）
のエントロピーのみならず、ri まわりのエントロピーも加味することにより(2.2)式によっ
て捉えることにする。ここで、前者の平均特性値 Lは行動主体の満足感を、また後者のエ
ントロピーEは自由勝手な選択行動を、それぞれ表している。 
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特性値 2 
図 2.6 2 方向 3段階の選択比率推定問題の構造（方向 1） 
選択行動の 
主体 
上位選択対象 1 
（j＝1） 
上位選択対象 2 
（j＝2） 
上位選択対象 3 
（j＝3） 
上位選択対象 A 
（j＝1） 
上位選択対象 B 
（j＝2） 
上位選択対象C 
（j＝3） 
上位選択対象 D 
（j＝4） 
下位選択対象
A1 
下位選択対象
A2 
下位選択対象
A3 
下位選択対象
B3 
下位選択対象
C3 
下位選択対象
D3 
下位選択対象
D2 
下位選択対象
D1 
下位選択対象
C1 
下位選択対象
C2 
下位選択対象
B2 
下位選択対象
B1 
方向 1 
（i＝1） 
 
方向 2 
（i＝2） 
特性値 1 
特性値 2 
図 2.7 2 方向 3段階の選択比率推定問題の構造（方向 2） 
選択行動の 
主体 
 
上位選択対象 1
（j＝1） 
上位選択対象 2
（j＝2） 
上位選択対象 3
（j＝3） 
上位選択対象 A
（j＝1） 
上位選択対象 B
（j＝2） 
上位選択対象 C
（j＝3） 
上位選択対象 D
（j＝4） 
下位選択対象
A1 
下位選択対象
A2 
下位選択対象
A3 
下位選択対象
B3 
下位選択対象
C3 
下位選択対象）
D3 
下位選択対象
D2 
下位選択対象
D1 
下位選択対象
C1 
下位選択対象
C2 
下位選択対象
B2 
下位選択対象
B1 
方向 1 
（i＝1） 
方向 2 
（i＝2） 
特性値 1 
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その上で、(2.1)式の平均特性値 L をなるべく小さく、かつ(2.2)式のエントロピーEをな
るべく大きくするような上位選択対象別の選択比率 qij を推定するために、ラグランジュ
の未定乗数 λを用いて、(2.3)式のように定式化する。 
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(2.3)式は qij に関して上に凸であるため、φを qijにて偏微分して 0とおくと(2.4)式が得
られる。 
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次に、(2.4)式の両辺に qijを乗じた上で、i と j について足し込み、その式を整理すると
(2.5)式が得られる。 
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さらに、λについて(2.5)式を整理すると、λは(2.6)式のようになる。 
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(2.4)式の λを消去するために、(2.6)式の λを(2.4)式に代入し、両辺に Lをかけると、(2.7)
式となる。 
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となり、(2.8)式の左辺を qijに変換すると、(2.9)式が得られる。 
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そこで、(2.10)式を満足する u を数値的に求め、その u の値を(2.9)式に代入することに
より、各上位選択対象に対する選択比率 qijを推定することができる。(2.9)式と一因子情報
路モデル3の解、すなわち、 
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を比較すると、(2.9)式は一因子情報路モデルの特性値 xiを
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へと置き換え、
方向 iの配分ウェイト riを乗じた式となっており、 (2.11)式の自然な拡張形となっている
ことがわかる。 
 
【Step3】各下位選択対象 k に対する選択比率推定モデル（第 3 段階） 
Step3 では、各下位選択対象 k に対する選択比率 pijkを推定するためのモデル（積のモ
デル）を考えることにする。その際、仮説Ⅰについては Step2 と同様に(2.12)式の平均特
性値 L によって捉え、仮説Ⅱについては下位選択対象まわり（pijkまわり）のエントロピ
ーのみならず、上位選択対象まわり（qijまわり）のエントロピーと riまわりのエントロピ
ーも加味することにより、(2.13)式のようにこれらの和として定式化する。 
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その上で、(2.12)式の平均特性値 L をなるべく小さく、(2.13)式のエントロピーEをなる
べく大きくするような各下位選択対象 k に対する選択比率 pijkを推定するために、ラグラ
ンジュの未定乗数 λを用いて、(2.14)式のように定式化する。 
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(2.14)式は pijkに関して上に凸であるため、φ を pijkにて偏微分して 0 とおくと(2.15)式
が得られる。 
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次に、(2.15)式の両辺に pijkを乗じた上で、i と j および k について足し込み、その式を
整理すると(2.16)式のようになる。 
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さらに、 (2.16)式を λについて整理すると、λは(2.17)式のように表される。 
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(2.15)式の λを消去するために、(2.17)式の λを(2.15)式にし、両辺に Lをかけると、(2.18)
式のようになる。 
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そこで、(2.18)式を log(pijk／qij) について整理すると、(2.19)式のようになる。 
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 ここで、tijkを、 
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とし、 (2.19)式の左辺を pijkに変換すると、(2.21)式が得られる。 
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そこで、(2.22)式を満足する Uを数値的に求め、その Uの値を(2.21)式に代入すること
により、方向 i の上位選択対象 j のもとで下位選択対象 k に対する選択比率 pijkを推定す
ることができる。Step3 の(2.21)式と Step2 の(2.9)式を比較すると、(2.21)式は(2.9)式の特
性値
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を tijk、方向 iの配分ウェイト riを qijへと置き換えた式となっており、 
(2.9)式の自然な拡張形となっていることがわかる。 
以上のような 3 段階（Step1, Step2 と Step3）の手順、すなわち、①i 方向の配分ウェ
イト riを設定した上で、②各上位選択対象に対する選択比率 qijを推定し、③各下位選択対
象に対する選択比率 pijkを推定することにより、2 方向 3 段階の階層型選択行動に対する
拡大推論を、比較的簡潔な形式でモデル化することができるのである。 
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2.4 提案モデルの実証分析（マトリクス型組織における経営資源配分比率の推定） 
 
2.4.1 問題設定 
本章では、2 方向 3 段階の選択行動に対する拡大推論の典型例として、「マトリクス型組
織における経営資源配分問題」を設定し、この問題を前提に提案モデルの実証分析を展開
していくことにする。周知のように、企業が内部の限りある経営資源をどのように配分す
るかは、企業にとって重要な選択行動の 1つである。とりわけ、こうした経営資源を配分
される各事業部や各部署にとって、活動の原動力となる経営資源（インプット）の充実は、
アウトプット（商品やサービス等）のクォリティを向上させる大きな要因となる。したが
って、それぞれの事業部や部署に対してどのように経営資源を配分するかによって、経営
の成果が大きく左右されることになる。 
上記のような経営資源配分問題は、本来、多くの要因（例えば、売上高、将来性、収益
性、市場性、企業にとっての主力事業か否か等）に依存するが、企業外部者（一般投資家
や、就職活動中の学生等）がそれぞれの事業部や職能ごとにこれらの豊富な情報（データ）
を入手することは困難である。しかしながら、各部署の「売上高」や「利益」であれば、
これらを知ることは、企業外部者であっても、ある程度は可能である。そこで、企業外部
者にとって入手が容易な「売上高」と「利益」のみで、企業内部者の経営資源配分行動（選
択行動）を推論するという場面を設定し、本章の提案モデルにより、その配分比率を推定
することを試みる。 
 
2.4.2 分析方法 
ここでは、本章の提案モデル（2 方向 3 段階の階層型一因子情報路モデル）に対して、
マトリクス型組織における経営資源配分問題を前提に、簡単な数値例を適用することによ
り、各部署への選択比率 pijkの推定を試みることにする。そこで、まず表 2.1 のように、
事業部 A1jに関しては A11～A14、職能 A2jに関しては A21～A24、部署 Bijkに関しては Bij1
～Bij7を設定し、それらの組み合わせに対して表 2.1 のような売上高 y1jkと表 2.2 のような
利益 y2jkの数値例を考えることにする。 
その際、以下のような方針に従って、売上高 y1jkと利益 y2jkの数値例を設定していくこ
とにする。ただし、2.2.2 節の前提条件で述べたように、平均特性値 L は小さいほうが望
ましいため、ここでの特性値として、大きいほうが望ましい事業部別売上高比率 x1jk と職
能別利益比率 x2jkに対してはその逆数をとることにする。 
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【数値例の設定方針】 
① 事業部 A1jと職能 A2jにとって、部署 Bijkの売上が存在しない、すなわち yijk＝0 とな
るような部署を設定する。 
② 事業部 A11の売上高が最も大きく、A12，A13，A14の順に小さくなっていくような売上
高を設定する。 
③ 職能 A21と A22の利益が最も大きく、A23，A24の順に小さくなっていくような利益を
設定する。 
 
そこで、表 2.1 の「売上高」と表 2.2 の「利益」、および表 2.3 の「方向 i への配分ウェ
イト ri」が既知であるという前提のもとで、本章の提案モデルに従って、経営資源配分比
率を推定していくことにする。 
 
 
表 2.1 売上高 y1jkの数値例         （単位：億円） 
部署(B1jk) 
事業部(A1j ) 
B1j 1 B1j 2 B1j 3 B1j 4 B1j 5 B1j 6 B1j 7 
事業部別 
合計 
A11 9 8 7 6 5 4 3 42 
A12 9 5 5 8 8 2 0 37 
A13 9 7 7 6 5 0 0 34 
A14 9 6 3 1 0 0 0 19 
 
表 2.2 利益 y2jk の数値例        （単位：億円） 
部署(B2jk) 
職能(C2j ) 
B2j 1 B2j 2 B2j 3 B2j 4 B2j 5 B2j 6 B2j 7 
職能別 
合計 
A21 4 5 6 7 5 4 3 34 
A22 8 8 6 5 4 3 0 34 
A23 6 5 7 7 2 0 0 27 
A24 4 7 1 4 0 0 0 16 
 
表 2.3 方向 i への配分ウェイト riの数値例 
ウェイト 
2方向 
配分ウェイト 
事業部方向 r 1 0.800 
職能方向  r 2 0.200 
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2.4.3 分析結果 
前述の数値例（表 2.1～表 2.3）から求めた、部署別売上高比率（x1jk＝部署別の売上高
y1jk／事業部方向の売上高総合計），部署別利益比率（x2jk＝部署別の利益 y2jk／職能方向の
利益総合計）と、表 2.3 の配分ウェイト riを、2.3.3 節の(2.9)式に代入し、Step2の経営資
源配分比率 qijを推定する。次に、2.3.3 節の(2.21)式により Step3 の経営資源配分比率 pijk
を推定する。これらの経営資源配分比率を推定した結果は、表 2.4 と表 2.5の通りである。 
 
 
表 2.4  推定した事業部方向の経営資源配分比率 p1jk 
 
表 2.5 職能方向の経営資源配分比率 p2jk 
 
 
そこで、本章の提案モデルにより推定した結果（表 2.4 と表 2.5）について、多面的に分
析したところ、以下の 4 つの点を指摘することができる。 
 
（1）事業部別売上高と職能別利益が経営資源配分比率の推定値に与える影響（表 2.5） 
 事業部別売上高と職能別利益が、それぞれ等しく、かつその事業部間・職能間での部署
の「売上高」あるいは「利益」が等しい場合（例えば、表 2.5 の職能 A21の部署 B2j 6と職
能 A22の部署 B2j 5）は、同じ経営資源配分比率（0.0066）となっている。一方で、これら
が等しくない場合（例えば、表 2.5 の職能 A22の部署 B2j 4と職能 A23の部署 B2j 2）につい
ては、その事業部間・職能間で部署の「売上高」あるいは「利益」が等しくても、同じ経
営資源配分比率とはならないこと（0.0104 と 0.0078）がわかる。これは、本章の提案モ
部署(B1jk) 
事業部(A1j ) 
B1j 1 B1j 2 B1j 3 B1j 4 B1j 5 B1j 6 B1j 7 
A11 0.0813  0.0698  0.0574  0.0443  0.0307  0.0178  0.0071  
A12 0.0704  0.0266  0.0266  0.0604  0.0604  0.0010  0  
A13 0.0632  0.0446  0.0446  0.0344  0.0239  0  0 
A14 0.0223  0.0121  0.0020  0.0000  0 0  0 
部署(B2jk) 
職能(A2j ) 
B2j 1 B2j 2 B2j 3 B2j 4 B2j 5 B2j 6 B2j 7 
A21 0.0066 0.0104  0.0142  0.0177  0.0104  0.0066  0.0031  
A22 0.0208  0.0208  0.0142  0.0104  0.0066  0.0031  0  
A23 0.0106  0.0078  0.0132  0.0132  0.0005  0 0 
A24 0.0019  0.0051  0.0000  0.0019  0 0  0  
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デルが、事業部（売上）方向と職能（利益）方向の両面から各部署の経営資源配分比率 pijk
を推定しているからであり、利益の等しい部署であっても、売上が異なれば pijkの推定値
が異なることは、現実に即した結果であろう。 
 
（2）部署数の差による推定値への影響（表 2.2と表 2.5） 
 部署数に差が生じていても、事業部別売上高や職能別利益が等しく（例えば、表 2.2 の
職能 A21＝34 と職能 A22＝34）、かつ事業部間や職能間での部署の「売上高」あるいは「利
益」が等しい場合（例えば、表 2.2 の職能 A21の部署 B2j 3と職能 A22の部署 B2j 3）は、経
営資源配分比率 pijk（表 2.5）も等しい値（0.0142）となることがわかる。すなわち、上記
のような場合、部署数の差は推定値に影響しないのである。これは、同一の i において、
yijkが k間で等しければ、部署別の経営資源配分比率 pijkが、部署数に依存しないことを示
しており、本章の実証分析における重要な示唆であろう。ただし、部署数が異なれば、yijk
も異なることが一般的であり、この場合は当然のことながら経営資源配分比率 pijk が異な
る結果となることに注意を要する。 
 
（3）エントロピーE と平均特性値 L が推定値に与える影響（表 2.6 と表 2.7） 
 本章の提案モデルにより推定された経営資源配分比率 pijk と、比例配分により算出した
第 3 段階の経営資源配分比率とを比較した結果（表 2.6 と表 2.7）、事業部別売上高の平均
（事業部別売上高の合計／事業部数）に近い値を持つ事業部ほど、比例配分との差が小さ
くなっていることがわかる。これと同様に、職能別利益の平均（職能別利益の合計／職能
数）に近い値を持つ職能ほど、比例配分との差が小さくなっていることがわかる。さらに、
部署ごとの「売上高」あるいは「利益」が、上記の平均をそれぞれの事業部あるいは職能
の部署数で除した値（事業部別売上高の平均／事業部内部署数あるいは職能別利益の平均
／職能内部署数）に近い部署ほど、比例配分の結果との差が小さくなっている。 
これらの結果は、ここでの問題設定から考えて当然の結果であるが、図 2.8 より、比例
配分の結果に比較して本章の提案モデルの結果は、その変化（部署間の経営資源配分比率
の差）が大きいことがわかる。すなわち、特性値（売上高比率あるいは利益比率）が平均
特性値 L と等しいときにエントロピーE は最大となり、特性値 xijkと平均特性値 L との差
が広がるに従い、エントロピーEは小さくなる（特性値の影響が大きくなる）のである。 
これは、特性値 xijkの大きい部署にはより多くの経営資源を、特性値 xijkの小さい部署に
はより少ない経営資源を配分したいという人間の選択行動を反映しており、妥当な結果で
あろう。そこで、（4）では上記のようなエントロピーE と平均特性値 Lの影響を、比例配
分のみならず一因子情報路モデルとも比較しながらさらに掘り下げて検討していくことに
しよう。 
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表 2.6 経営資源配分比率の推定値と比例配分の結果（事業部方向） 
部署(B1jk) 
 
事業部(A1j ) 
B1j 1 B1j 2 B1j 3 B1j 4 B1j 5 B1j 6 B1j 7 
事業部別
合計 
提案モデルA11 0.0813 0.0698 0.0574 0.0443 0.0307 0.0178 0.0071 0.3084 
比例配分  A11 0.0546 0.0485 0.0424 0.0364 0.0303 0.0242 0.0182 0.2546 
提案モデルA12 0.0704 0.0266 0.0266 0.0604 0.0604 0.0010 0.0000 0.2454 
比例配分  A12 0.0546 0.0303 0.0303 0.0485 0.0485 0.0121 0.0000 0.2242 
提案モデルA13 0.0632 0.0446 0.0446 0.0344 0.0239 0.0000 0.0000 0.2108 
比例配分  A13 0.0546 0.0424 0.0424 0.0364 0.0303 0.0000 0.0000 0.2061 
提案モデルA14 0.0223 0.0121 0.0020 0.0000 0.0000 0.0000 0.0000 0.0363 
比例配分  A14 0.0546 0.0364 0.0182 0.0061 0.0000 0.0000 0.0000 0.0546 
 
表 2.7 経営資源配分比率の推定値と比例配分の結果（職能方向） 
部署(B2jk) 
職能(A2j ) 
B2j 1 B2j 2 B2j 3 B2j 4 B2j 5 B2j 6 B2j 7 
職能別 
合計 
提案モデル A21 0.0066 0.0104 0.0142 0.0177 0.0104 0.0066 0.0031 0.0690 
比例配分  A21 0.0072 0.0090 0.0108 0.0126 0.0090 0.0072 0.0054 0.0613 
提案モデル A22 0.0208 0.0208 0.0142 0.0104 0.0066 0.0031 0.0000 0.0759 
比例配分  A22 0.0144 0.0144 0.0108 0.0090 0.0072 0.0054 0.0000 0.0613 
提案モデル A23 0.0106 0.0078 0.0132 0.0132 0.0005 0.0000 0.0000 0.0454 
比例配分  A23 0.0108 0.0090 0.0126 0.0126 0.0036 0.0000 0.0000 0.0486 
提案モデル A24 0.0019 0.0051 0.0000 0.0019 0.0000 0.0000 0.0000 0.0088 
比例配分  A24 0.0072 0.0126 0.0018 0.0072 0.0000 0.0000 0.0000 0.0288 
 
 
（4）本章の提案モデルと一因子情報路モデルの比較（表 2.8・表 2.9 と図 2.8） 
本章の提案モデルによる推定値を、一因子情報路モデルによる推定値（表 2.8）と比較
した結果（図 2.8）、本章のモデルは、通常の一因子情報路モデルのように平均値から離れ
ていくに従い、部門間の推定値の差が大きくなるというエントロピー・モデルの特徴と、
通常の一因子情報路モデルと比べて部門間の推定値のバラツキが小さく、グラフの形状が
比例配分にやや近づくという特徴を併せ持っていることがわかる。これは、pijk を推定す
る際に、(2.21)式の右辺に qij（0 < qij < 1）がかかることにより、pijkの推定値が tijkのみな
らず qij の影響を受けるようになり、tijkの差による差別化の影響が緩和されるからであろ
う。これが、部門間における推定値のバラツキを小さくしているのである。 
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以上より、本章の提案モデル（2 方向 3 段階の階層型一因子情報路モデル）は、各部署
j 間における経営資源配分比率の差を、比例配分よりも大きく、一因子情報路モデルより
は小さくしたい場合の推定に適した分析モデルであること、また 2.3.3 節の 2 つの仮説に
即した推定結果が得られることが示唆される。そういった意味で、本章の提案モデルは、
これまで階層構造を持たなかった一因子情報路モデルを、階層的な選択行動の問題へと拡
張するための新たな研究アプローチとなりうるのである。 
 
 
表 2.8 「提案モデル」と「一因子情報路モデル」の推定結果（事業部方向） 
部署(B1jk) 
事業部(A1j ) 
B1j 1 B1j 2 B1j 3 B1j 4 B1j 5 B1j 6 B1j 7 合計 
提案モデル     A11 0.0813  0.0698  0.0574  0.0443  0.0307  0.0178  0.0071  0.3084  
一因子情報路モデル A11 0.0842  0.0636  0.0444  0.0273  0.0139  0.0051  0.0009  0.2393  
提案モデル     A12 0.0704  0.0266  0.0266  0.0604  0.0604  0.0010  0.0000  0.2454  
一因子情報路モデル A12 0.0842  0.0139  0.0139  0.0636  0.0636  0.0000  0.0000  0.2393  
提案モデル    A13 0.0632  0.0446  0.0446  0.0344  0.0239  0.0000  0.0000  0.2108  
一因子情報路モデル A13 0.0842  0.0443  0.0443  0.0273  0.0139  0.0000  0.0000  0.2140  
提案モデル    A14 0.0223  0.0121  0.0020  0.0000  0.0000  0.0000  0.0000  0.0363  
一因子情報路モデル A14 0.0842  0.0273  0.0009  0.0000  0.0000  0.0000  0.0000  0.1125  
 
 
表 2.9 「提案モデル」と「一因子情報路モデル」の推定結果（職能方向） 
部署(B2jk) 
職能(A2j ) 
B2j 1 B2j 2 B2j 3 B2j 4 B2j 5 B2j 6 B2j 7 合計 
提案モデル     A21 0.0066 0.0104 0.0142 0.0177 0.0104 0.0066 0.0031 0.0690 
一因子情報路モデル A21 0.0028 0.0066 0.0117 0.0175 0.0066 0.0028 0.0007 0.0488 
提案モデル     A22 0.0208 0.0208 0.0142 0.0104 0.0066 0.0031 0.0000 0.0759 
一因子情報路モデル A22 0.0238 0.0238 0.0117 0.0066 0.0028 0.0007 0.0000 0.0694 
提案モデル    A23 0.0106 0.0078 0.0132 0.0132 0.0005 0.0000 0.0000 0.0454 
一因子情報路モデル A23 0.0117 0.0066 0.0175 0.0175 0.0000 0.0000 0.0000 0.0534 
提案モデル    A24 0.0019 0.0051 0.0000 0.0019 0.0000 0.0000 0.0000 0.0088 
一因子情報路モデル A24 0.0028 0.0175 0.0000 0.0028 0.0000 0.0000 0.0000 0.0232 
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図2.8 事業部A11におけるそれぞれの推定方法による事業部別の配分比率推定値の関係 
 
 
2.4.4 考察 
2.4.3 節の結果から、本章の提案モデルも一因子情報路モデルと同様に、エントロピー・
モデルの特徴、すなわち、特性値 xijkの値が小さいほど、選択比率 pijkが大きくなり、特性
値 xijkの値が大きいほど、選択比率 pijkが小さくなるという特徴を持っていることがわかる。
一方で、本章の提案モデルは、比例配分の場合と同様に、特性値 xijk と選択比率が直線的
な関係となっている。したがって、本章の提案モデルは、前述のように、一因子情報路モ
デルと比例配分の両方の性格を併せ持っているところに特徴がある。 
これより、本章の提案モデルは、比例配分よりも大きく差別化を図りたいが、一因子情
報路モデルほどは、差を大きくしたくない場合に、適したモデルといえよう。例えば、従
業員の報酬を決める際に、社員の実績により報酬の差別化を図りたいが、従業員間の格差
を抑えたい場合が、これに相当する。このような場面では、本章の提案モデルを適用する
ことで、現実に即した推定結果を得ることが可能になるのである。 
さらに、第 1 章の「2 段階の階層型エントロピー・モデル」では、1 つの特性値のみし
か対応することができなかったが、本章の提案モデルでは、2 つの異なる特性値に対応す
ることができるようになった。すなわち、エントロピー・モデルの適用可能な場面が、1
つの特性値のみならず、2 つの特性値を用いた人間の選択行動に関する拡大推論へと広が
るのである。これにより、通常のエントロピー・モデルでは、1 段階の選択行動のみでし
か選択比率を推定できなかったが、第 1章の 2段階の階層型エントロピ ・ーモデルにより、
2 段階の選択行動における選択比率を推定することが可能になった。さらに、本章の提案
モデルでは、2 段階の選択行動に加えて、複数の特性値を組み込むことを可能にしたこと
で、第 1 章のモデルに比較して、大幅に適用場面が拡大し、より多くの場面でエントロピ
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ー・モデルによる分析が可能になる。ここに、第 1 章と同様に、「エントロピー・モデル」
に対する本章の提案モデルの貢献が存在するのである。 
 
2.5 本章で得られた成果 
 
本章では一因子情報路モデル4に基づき、「2 方向 3 段階の階層型一因子情報路モデル」
を新たに提案した。この分析モデルにより、複雑な階層構造を有した人間の選択行動にお
ける選択比率を推定することを可能にした。すなわち、こうしたエントロピー・モデルを
用いることで、人間の情報処理過程における選択行動の際の恣意性や偶然性を考慮した選
択比率を推定することができるのである。 
さらに、本章の提案モデルの実証分析（マトリクス型組織における経営資源配分比率の
推定）として、経営者（企業内部者）による経営資源配分を、一般投資家や就職活動中の
学生等（企業外部者）が拡大推論しようとする場面を設定し、簡単な数値例により、経営
資源配分比率の推定を試みた。また、その推定値から、各部署への経営資源配分比率を推
定する際に、事業部方向・職能方向まわりのエントロピーと事業部・職能まわりのエント
ロピー、および部署まわりのエントロピーによる「三重」の影響が結果に反映されるとい
う知見が得られ、本章の提案モデルの有効性を確認することができた。 
以上のように、第 1 章のモデルを、2方向 3段階の階層型エントロピー・モデルへと拡張する
ことにより、多方向（2 方向）の階層構造を持った人間の選択行動における選択比率の推定問
題という、エントロピー・モデルの新たな問題に対する独自の分析アプローチを提示することがで
きた。 
 
                                                   
1 山下洋史，鄭年皓，山本昌弘(2011)，「バブル期の財務データを用いた一因子二段階情報
路モデル」『明大商学論叢』Vol.94，No. 1，pp.1-18. 
2 国沢清典(1991)，『エントロピー・モデル』日科技連出版社，pp.36-46. 
3 国沢清典(1991)，前掲書（注 2），pp.36-46. 
4 国沢清典(1991)，前掲書（注 2），pp.36-46. 
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第 3章 重みつき多因子情報路におけるウェイト推定モデル 
 
3.1 本章の目的 
 
 企業外部者（消費者や一般投資家等）にとって、自身の選択を決める各要因（各選択要
因）が、一因子情報路モデルで想定しているような１つの要因（例えば、価格や数量等）
のみであることは少なく、一般に複数の要因が複雑に絡み合っていることが多い。その際、
これらの要因の中には、選択行動の主体が重視する要因と、あまり重視しない要因とが存
在するものと思われる。 
このように、複数の選択要因（因子）を考慮する場合、各要因に対して、ある重み（ウ
ェイト）を想定したもとで満足度の高い候補（選択対象）を選択しているものと思われる。
こうした各要因のウェイトを考慮することで、各選択対象の優先度が決まるのである。し
たがって、上記のような企業外部者の選択行動をモデル化しようとする場合、各要因に対
するウェイトを考慮することが求められる。 
このように企業外部者の選択行動に焦点を当てた代表的な分析モデルが、国沢1の一因子
情報路モデルや Herniter2のモデル等、一連のエントロピー・モデルであろう。しかしな
がら、従来のエントロピー・モデル3では、そのウェイトが既知であるという前提を置いて
いたのに対して、本章の提案モデルでは、こうした前提を取り去り、最大エントロピー原
理（序論Ⅴ-7 を参照）に従ったウェイトの推定を可能にするのである。これにより、ウェ
イトを推定することができないという従来のエントロピー・モデルにおける問題点を克服
し、各選択要因に対するウェイト推定問題を、最大エントロピー原理に基づきモデル化す
るのである。 
そこで、本章では、従来のエントロピー・モデルに対して、新たに上記のウェイト wj
を組み込むことにより、「重みつき多因子情報路モデル」（Model-A と Model-B）を提案す
る。その際、各因子に対するウェイト wjの和が 1 という制約条件のもとで、 
Model-A：ウェイト wjまわりのエントロピー／重みつき平均特性値 
Model-B：（ウェイト wjまわりのエントロピー+選択確率まわりのエントロピー）／重み
つき平均特性値を、それぞれ最大化するようなウェイト wjを推定していくことにする。 
さらに、本章の提案モデルの実証分析として、簡単な数値例により、各因子 j に対する
ウェイト wjを推定し、これにより提案モデルの妥当性・有効性を確認するとともに、推定
したウェイト wjと特性値との間の関係を検討していくことにする。 
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3.2 使用記号と前提条件 
 
3.2.1 使用記号 
本章で提案する「重みつき多因子情報路におけるウェイト推定モデル」に使用する記号
は、下記の通りである。 
L：平均特性値 
G：ウェイトまわりのエントロピー 
E：総合的なエントロピー 
（ウェイトまわりのエントロピー＋選択確率まわりのエントロピー） 
i：選択対象（i ＝1,2,…,n） 
j：因子（j ＝1,2,…,m） 
pi：選択対象 i の選択確率 
wj：因子 j に対するウェイト 
xij：選択対象 i に対する因子 j の特性値 
 
3.2.2 前提条件 
人間の選択行動における各選択要因 j（各因子）のウェイト wjを簡潔な形式で推定する
ことができるようにするために、以下のような前提条件を設定する。 
① 本章では、焦点を当てる選択行動の主体を消費者や一般投資家等の企業外部者、ま
た拡大推論の主体を研究者やアナリスト等の企業外部者とする。 
② 選択対象に関して十分には情報が得られていないものとする。 
③ ただし、いくつかの選択要因に関する情報（特性値 xij）については得られているも
のとする。 
④ 上記の要因に関する特性値は、金額や数量等の明確な情報であり、小さいほど好ま
しいものとする（大きいほど好ましい場合は、その逆数をとることにする）。 
⑤ 選択対象 i に対する選択確率 piという「先験情報」が与えられているものとする。 
⑥ 特性値 xijは、同等の尺度と同一の単位を持ち、因子 j間で比較可能な数値情報とする。 
 
3.3 「重みつき多因子情報路におけるウェイト推定モデル」の提案 
 
3.3.1 提案モデルの概要 
本章では、複数の因子 j に対するウェイト wjを推定するための新たなエントロピー・モ
デル（Model-A と Model-B）を提案する。これらは、「ウェイトまわりのエントロピーに
注目したモデル」（Model-A）と、「ウェイトまわりのエントロピー＋選択確率まわりのエ
ントロピーに注目したモデル」（Model-B）である。 
前者は、各因子に対するウェイト wjの和が 1 という制約条件のもとで、ウェイト wjま
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わりのエントロピーG／重みつき平均特性値Lを最大化するようなウェイトwjを推定する
ためのエントロピー・モデルであり、後者は、（ウェイト wjまわりのエントロピー＋選択
確率まわりのエントロピーpi）E／重みつき平均特性値 L を最大化するようなウェイト wj
を推定するためのエントロピー・モデルである。 
 
3.3.2 問題の定式化と解の導出 
 
3.3.2.1 Model-A 
ここでは、国沢4の一因子情報路モデルの仮説に対して、各因子 j のウェイト wj を加味
することにより、下記のような 2 つの仮説を設定する。これらの仮説は、それぞれ(3.1)式
の「重みつき平均特性値」L と、(3.2)式の「ウェイトまわりのエントロピー」G に相当す
る。前者の「重みつき平均特性値」は選択行動の主体の満足感を、また後者の「ウェイト
まわりのエントロピー」は自由勝手な選択行動を、それぞれ表している。 
 
仮説Ⅰ：企業外部者（消費者や一般投資家等）は、自身の満足度を高めようと複
数の因子 j に関する特性値の平均が、できるだけ小さくなるような選択を
しようとする。 
仮説Ⅱ：企業外部者（消費者や一般投資家等）は、複数の因子 j に対して何の制約
もなく、できるだけ自由勝手な重みづけ（各因子 j に対するウェイト wj）
をしようとする。 
 
図 3.1 複数の選択要因に対するウェイトと特性値の構造 
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・ 
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・ 
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そこで、(3.1)式の重みつき平均特性値 L をなるべく小さく、かつ(3.2)式のウェイトま
わりのエントロピーG をなるべく大きくするようなウェイト wj の推定問題を考えること
にする。その上で、国沢5の一因子情報路モデルと同様に、ラグランジュの未定乗数 λを用
いて、(3.3)式のように定式化する。 
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(3.3)式の φ は、wjに関して上に凸であるため、φ を最大化するウェイト wjを推定すべ
く、wjで偏微分して 0 とおくと、(3.4)式が得られる。 
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次に、(3.4)式の両辺に wjを乗じて j について足し込み、その式を整理すると、(3.5)式の
ようになる。 
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                          (3.5) 
 
さらに、(3.5)式を λについて整理すると、λは(3.6)式となる。 
 
L
1
                                     (3.6) 
 
(3.4)式の λを消去するために、(3.6)式の λを(3.4)式に代入すると、(3.7)式のようになる。 
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そこで、(3.7)式を logwjについて整理すると 
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となり、(3.8)式の左辺を wjへと変換すると、(3.9)式が得られる。 
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したがって、(3.10)式を満足する u を数値的に求め、その値を(3.9)式に代入することに
より、ウェイト wj を推定することができる。(3.9)式と一因子情報路モデル6の解、すなわ
ち、 
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を比較すると、(3.9)式は一因子情報路モデルの特性値 xiを


n
i
iji xp
1
へと置き換えた式とな
っており、(3.11)式の自然な拡張形となっていることがわかる。 
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3.3.2.2  Model-B 
Model-A と同様に、ウェイト wj の推定問題をモデル化していくことにする。その際、
仮説Ⅰについては Model-A と同様の仮説を、仮説Ⅱについては新たに下記のような仮説Ⅱ’
を設定する。その上で、仮説 I を(3.12)式の平均特性値 L によって捉え、仮説Ⅱ’に関し
ては、ウェイト wj まわりのエントロピーのみならず、選択確率 pi まわりのエントロピー
も加味することにより、(3.13)式のように定式化する。 
 
仮説Ⅱ’：企業外部者（消費者や一般投資家等）は、複数の因子 j に対して何の制
約もなく、できるだけ自由勝手に重みづけ（各因子 j に対するウェイ
ト wj）をし、かつできるだけ自由勝手に選択対象を選択しようとする。 
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そこで、(3.12)式の重みつき平均特性値 L をなるべく小さく、かつ(3.13)式の総合的な
エントロピーE をなるべく大きくするようなウェイト wjの推定問題を考えることにする。
まず、ラグランジュの未定乗数 λを用いて、(3.14)式のように定式化する。 
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(3.14)式は、分母の値（重みつき平均特性値）をできる限り小さく、かつ分子の値（総
合的なエントロピーE＝ウェイトまわりのエントロピー＋選択確率まわりのエントロピー）
をできる限り大きくするようなウェイト wjを推定しようとすることを意味する。そこで、
(3.14)式を wjで偏微分して 0 とおくと、(3.15)式が得られる。 
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(3.15)式については、添え字 j に関して m 本の方程式が得られるため、それぞれの方程
式の両辺に wjをかけて j について足し込み、その式を整理すると、(3.16)式のようになる。 
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さらに、(3.16)式を λについて整理すると、Model-A と同様に、λは(3.17)式のようにな
る。 
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(3.15)式の λを消去するために、(3.17)式を(3.15)式に代入すると、(3.18)式のようになる。 
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そこで、(3.18)式を logwjについて整理すると、 
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となり、(3.19)式の左辺を wjへと変換すると、(3.20)式が得られる。 
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したがって、Model-A と同様に、(3.21)式を満足する U を数値的に求め、その値を(3.20)
式に代入することにより、ウェイト wj を推定することができる。Model-A の(3.9)式と
Model-B の(3.20)式を比較すると、(3.20)式は(3.9)式に exp[ 


n
i
ii pp
1
log ]を乗じた式となっ
ており、Model-B は Model-A の自然な拡張形となっていることがわかる。 
 
3.4 提案モデルの実証分析 
 
3.4.1 数値例による分析 
ここでは、消費者（企業外部者）の選択行動に対する研究者やアナリスト（企業外部者）
の拡大推論をモデル化した本章の提案モデル（Model-A と Model-B）の適用例として、簡
単な数値例を設定し、図 3.2 のような自動車の選択に関する実証分析を試みることにする。
これは、消費者の選択行動に関する情報が不足している研究者やアナリストにとって、限
られた情報から結論（選択確率）を導き出すという意味で、本研究で論じる「拡大推論」
に相当するのである。 
 
3.4.2 分析方法 
本章では、提案モデル（Model-A と Model-B）に対して、簡単な数値例を設定すること
により、各選択対象を選択する際の因子 jに対するウェイトwjの推定を試みることにする。
そこで、まず表 3.1 のような Case-1～Case-5 の選択確率 piと特性値 xijを設定し、これら
5 つのケースについてウェイト wjを推定していくことにする。その際、以下のような数値
例の設定方針に従って、選択確率 piと特性値 xijの値を設定する。 
 
図 3.2 自動車の各要因に対するウェイト推定の構造 
自動車の選択確率 
自動車 A (i＝1) 
エンジン
性能 
(j＝1) 
乗り心地 
(j＝3) 
走行性能 
(j＝2) 
自動車 B (i＝2) 
エンジン
性能 
(j＝1) 
乗り心地 
(j＝3) 
走行性能 
(j＝2) 
自動車 C (i＝3) 
エンジン
性能 
(j＝1) 
乗り心地 
(j＝3) 
走行性能 
(j＝2) 
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【数値例の設定方針】 
数値例の設定方針として、因子 j の特性値 xijの変化によるウェイト wjの変化を捉え易く
するために、選択対象 i の選択確率（表 3.2）については固定して、因子 j の特性値 xijを
下記のような 5 通り（Case-1～Case-5）に設定する。 
 
＜Case-1＞ 
各選択対象 i に対する各因子 j の特性値をすべて同じ値（xij＝1）に設定する。 
＜Case-2＞ 
すべての選択対象 i について、各因子 j の特性値を同じ値に設定する。 
＜Case-3＞ 
選択対象 3（i＝3）→選択対象 2（i＝2）→選択対象 1（i＝1）の順で、各因子 j の
順位が下がっていくように特性値を設定する。 
＜Case-4＞ 
選択対象 1（i＝1）→選択対象 3（i＝3）→選択対象 2（i＝2）の順で、各因子 j の
順位が下がっていくように特性値を設定する。 
＜CASE-5＞ 
選択対象 2（i＝2）→選択対象 1（i＝1），選択対象 3（i＝3）順で、各因子 j の順位
が下がっていくように特性値を設定する。 
 
表 3.1 数値例：自動車の評価（比尺度） 
Case 
No. 
因子 j 
選択対象 i 
自動車 A(i＝1) 自動車 B(i＝2) 自動車 C(i＝3) 
Case-1 
エンジン性能   (j＝1) 1 1 1 
走行性能       (j＝2) 1 1 1 
乗り心地       (j＝3) 1 1 1 
Case-2 
エンジン性能   (j＝1) 8 8 8 
走行性能       (j＝2) 5 5 5 
乗り心地       (j＝3) 2 2 2 
Case-3 
エンジン性能   (j＝1) 8 6 4 
走行性能       (j＝2) 7 5 3 
乗り心地       (j＝3) 6 4 2 
Case-4 
エンジン性能   (j＝1) 4 8 6 
走行性能       (j＝2) 3 7 5 
乗り心地       (j＝3) 2 6 4 
Case-5 
エンジン性能   (j＝1) 6 4 8 
走行性能       (j＝2) 5 3 7 
乗り心地       (j＝3) 4 2 6 
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表 3.2 選択対象 i に対する選択確率 
選択対象 i 選択確率 
自動車 A (i＝1) 0.3 
自動車B (i＝2) 0.5 
自動車C (i＝3) 0.2 
 
3.4.3 分析結果 
表 3.1 のように設定した各数値例の値を、前述の(3.9)式（Model-A）と(3.20)式（Model-B）
に代入し、因子 j ごとのウェイト wjを推定すると、表 3.3 と表 3.4 のような結果となった。 
 
表 3.3 提案モデル（Model-A）により推定した因子 j に対するウェイト wj 
Case No. エンジン性能 
(j＝1) 
走行性能 
(j＝2) 
乗り心地 
(j＝3) 
Case-1 0.333 0.333 0.333 
Case-2 0.127 0.276 0.597 
Case-3 0.265 0.328 0.407 
Case-4 0.267 0.329 0.404 
Case-5 0.253 0.326 0.421 
 
表 3.4 提案モデル（Model-B）により推定した因子 j に対するウェイト wj 
Case No. エンジン性能 
(j＝1) 
走行性能 
(j＝2) 
乗り心地 
(j＝3) 
Case-1 0.333 0.333 0.333 
Case-2 0.023 0.138 0.840 
Case-3 0.207 0.315 0.479 
Case-4 0.211 0.316 0.473 
Case-5 0.186 0.307 0.507 
 
表 3.5 因子 j の平均特性値 
Case No. エンジン性能(j＝1) 走行性能(j＝2) 乗り心地(j＝3) 
Case-1 1.0 1.0 1.0 
Case-2 8.0 5.0 2.0 
Case-3 6.2 5.2 4.2 
Case-4 6.4 5.4 4.4 
Case-5 5.4 4.4 3.4 
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表 3.3 と表 3.4 を見ると、①Case-1 はすべての因子 j に関する特性値 xijが同一の値であ
るため、推定したウェイト wjも同一の値（0.333）となっていることがわかる。また、②
Case-2 は因子 j 間で平均特性値（表 3.5）の差が最も大きいため、最小のウェイトと最大
のウェイトの差も大きく、③Case-3～Case-5 は因子 j 間で平均特性値の差が小さいため、
最小のウェイトと最大のウェイトの差も小さくなっている。この結果は、エントロピー・
モデルの特徴を端的に示しており、特性値 xijが小さい場合は、ウェイトの推定値がより（比
例配分以上に）大きくなり、特性値 xijが大きい場合は、ウェイトの推定値がより（比例配
分以上に）小さくなる。以上のように、Model-A と Model-B で推定したウェイト wjは、
3.3.2 節の仮説Ⅰと仮説Ⅱまたは仮説Ⅱ’を満足しており、好ましい特性値（特性値が小さ
い）ほど、ウェイトの推定値は大きくなるという、現実に即した推定値であることがわか
る。 
 
3.4.4 考察 
 企業内部者（ここでは、消費者）の選択行動において、各候補（選択対象）を選択する
際、各選択対象 i の各因子 j に関する特性値 xijの和あるいは平均のみで判断をしているの
ではなく、各選択対象の各因子に対して自身の主観に基づいた重み（ウェイト wj）を考慮
しながら、複数の選択対象から満足度の高い対象を選択しているものと思われる。そうい
った意味で、本章の提案モデルから得られる因子 j に対するウェイト wjは、自身にとって
全体的に好ましい平均特性値（平均が小さい特性値）を持った因子 j に対して、多くのウ
ェイトを配分するという、現実に即した推定値となっているのである。 
 次に、本章では Model-A と Model-B という 2 つの分析モデルを提案しているため、こ
れらの間での推定結果の違いについて検討していくことにする。そこで、Model-A と
Model-B の推定結果（表 3.3 と表 3.4）を比較すると、Model-A に比べて Model-B の推定
結果の方が、因子 j 間におけるウェイト wjの推定値の差（バラツキ）が大きくなっている
ことがわかる。こうした数値のバラツキは、Model-A と Model-B のエントロピーを構成
している要素が、Model-A の場合は「ウェイトまわりのエントロピー」のみで、Model-B
の場合は「ウェイトまわりのエントロピー＋選択確率まわりのエントロピー」であること
に起因している。これは、Model-A は(3.22)式の最大化問題であるのに対して、Model-B
は(3.23)式の最大化問題であるという両者の間の違いを意味する。 
 
 
重みつき平均特性値
トロピーウェイトまわりのエン
                   (3.22) 
 
重みつき平均特性値
トロピー選択比率まわりのエントロピーウェイトまわりのエン 
  (3.23) 
 
92 
 
そこで、(3.22)式と(3.23)式を比較すると、後者は前者の分子に対して「選択確率まわり
のエントロピー」が追加されていることがわかる。この「選択確率まわりのエントロピー」
は、因子 j ごとに異なる値をとるため、「ウェイトまわりのエントロピー」がウェイト wj
を平均化、すなわち w1＝w2＝･･･＝wm＝1／m に近づけようとする力を、「選択確率まわ
りのエントロピー」が抑制する働きを持つことになる。その結果として、Model-B の方が、
各因子 j 間のウェイト wj の差は大きくなるのである。 
これより、Model-A は因子 j 間における平均特性値の差により、ウェイト wjの差をあま
り大きくしたくない場合のウェイト推定問題に、Model-B は因子 j 間における平均特性値
の差により、ウェイト wjの差をなるべく大きくしたい場合のウェイト推定問題に適用する
といった選択肢が生まれることがわかる。こうした選択肢が、エントロピー・モデルの適
用場面を拡大させ、それぞれの状況と方針に沿ったウェイト wjの推定を可能にするのであ
る。 
 
3.5 本章で得られた成果 
 
本章では、企業外部者（消費者や一般投資家等）の選択行動に関する拡大推論に焦点を
当てた従来のエントロピー・モデル7に対して、各因子 j に対するウェイト wj を組み込む
ことにより、新たに「重みつき多因子情報路モデル」（Model-A と Model-B）を提案した。
これにより、従来のエントロピー・モデルでは記述することができなかった、各因子に対
するウェイトの推定問題をモデル化した。また、従来のエントロピー・モデルでは、取り
扱うことができなかったウェイト推定問題に対して、その解を導出するための新たな分析
アプローチを提示することができた。 
 その上で、本章の提案モデルの適用例（自動車の選択）として、消費者（企業外部者）
による選択行動を、研究者やアナリスト等（企業外部者）が拡大推論しようとする場面を
設定し、簡単な数値例による本章の提案モデルの実証分析を行った結果（ウェイト wjを推
定した結果）、現実に即した各因子 j のウェイト wjが得られ、提案モデルの妥当性を確認
することができた。 
 
                                                   
1 国沢清典(1991)，『エントロピー・モデル』日科技連出版社，pp.36-46. 
2 Herniter, J.D. (1973) ,“An Entropy Model of Brand Purchase Behavior”, Journal of 
Marketing Research, Vol.10, pp.361-375. 
3 春日井博，百合本茂(1978)，「工場立地選択行動モデルとその適用」『日本経営工学会誌』
Vol.28，No.4，pp.411-416. 
4 国沢清典(1991)，前掲書（注 1），pp.36-46. 
5 国沢清典(1991)，前掲書（注 1），pp.36-46. 
6 国沢清典(1991)，前掲書（注 1），pp.36-46. 
7 国沢の一因子情報路モデルや Herniter のモデル等の一連のエントロピ ・ーモデルのこと
を表している。詳しくは、国沢清典(1991)を参照。 
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第 4章 ファジィ事象の確率を導入したメンバーシップ値 
推定モデル 
 
4.1 本章の目的 
 
企業にとって、その外部者（消費者や一般投資家等）が自社の商品・サービスや株式を、
どのように「評価」し、どの程度の「確率」で選択しようと思っているかを把握すること
は、重要な課題の１つであろう。また、情報管理論はもとより、経営戦略論や消費者行動
論・行動ファイナンス論にとっても、こうした企業外部者の評価や選択をモデル化するこ
とは、重要な研究課題として位置づけられる。そこで、本章では上記の「評価」をメンバ
ーシップ値によって、また「確率」をファジィ条件つき確率とファジィ事象の確率によっ
て捉え、これらを定量的に把握するための分析モデルを提案していくことにする。 
従来、ファジィ理論に依拠した研究は、ファジィ集合に対するメンバーシップ値が既知
であるという前提から出発していた。しかしながら、メンバーシップ値を測定することは
非常に難しく、上記の前提と現実の間には大きな乖離があった。こうした問題意識に基づ
き、松丸・山下ら1はファジィ条件つき確率とその推定値の間の対数尤度を最大化するよう
なメンバーシップ値推定モデル（以下、「基本モデル」と呼ぶことにする）を提案している。 
一方で、上記の基本モデルには、メンバーシップ値の比のみを推定することはできるが、
メンバーシップ値そのものは推定することができないという問題が存在していた。そこで、
本章では、「メンバーシップ値そのものの値」を推定するための「ファジィ事象の確率を導
入したメンバーシップ値推定モデル」を新たに提案する。このモデルは、ファジィ・メッ
セージを受信する前の選択確率（以下、「事前確率」）とそれを受信した後の選択確率（以
下、「事後確率」と呼ぶことにする）のみならず、これを受信したもとでの「ファジィ事象
の確率」（例えば、本章の実証分析における「大きい目が出る確率」）が既知であるときに、
基本モデルでは比のみしか得られなかったメンバーシップ値に対して、そのスケール（倍
率）を表すパラメータを導入することにより、メンバーシップ値そのものの推定を可能に
するところに最大の特徴がある。これは、ファジィ事象の確率の実績値と「メンバーシッ
プ値の比」との間を上記のパラメータにより結びつけることを意味する。このように、基
本モデルに存在していた問題点を克服し、企業外部者による各選択対象に対するメンバー
シップ値そのものの推定を可能にするよう、新たなモデルの構築を試みることにする。 
さらに、サイコロを用いた実験により、「大きい目が出たようである」「小さい目が出た
ようである」等のファジィ・メッセージを被験者に発信し、それを受信したもとでのファ
ジィ条件つき確率（事後確率）とファジィ事象の確率のデータを収集することにより、本
章の提案モデルの実証分析を試みることにする。こうした実証分析により、提案モデルの
妥当性を確認するとともに、ファジィ事象の確率とメンバーシップ値（推定値）との間の
関係を検討していくことにする。 
95 
 
ここで、サイコロを用いた実験により、提案モデルの実証分析を行っているのは、被験
者がファジィ条件つき確率とファジィ事象の確率を想定（回答）し易い状況を設定するた
めである。さらに、一般的な広告で発信されるメッセージは、その商品を使用したことが
あるか否かによって、全く異なるメッセージとなるため、複数の被験者に対して同一条件
下で行おうとする実験には適していない。これに対して、サイコロの「大きい目」「小さい
目」等のメッセージ（ファジィ・メッセージ）は、誰にとってもほぼ同一の情報として認
識されることになるため、被験者に与えるファジィ・メッセージとしても適している。 
 
4.2 使用記号と前提条件 
 
4.2.1 使用記号 
本章で提案する「ファジィ事象の確率を導入したメンバーシップ値推定モデル」に使用
する記号は、下記の通りである。 
i：選択対象（i=1,2,3,…,n） 
l：ファジィ・メッセージの種類（l =1,2,3,…,m） 
t：個人（t =1,2,3,…,γ） 
pti：事前確率 
qtli：事後確率 
ftl：ファジィ事象の確率 
θtli：ファジィ条件つき確率（事後確率の推定値） 
μtli：比のみが特定されたメンバーシップ値 
ηtli：メンバーシップ値そのものの推定値 
atl：メンバーシップ値の比に対するスケール（倍率）を表すパラメータ 
 
4.2.2 前提条件 
本章では、ファジィ集合に対するメンバーシップ値を推定するために、以下のような前
提条件を設定し、これらの前提条件に基づき、問題を定式化していくことにする。 
① 本章では、焦点を当てる選択行動の主体を消費者や一般投資家等の企業外部者、ま
た拡大推論の主体を研究者やアナリスト等の企業外部者とする。 
② ファジィ・メッセージ l を受信する前と後の、選択対象 i に対する選択確率（事前確
率 ptiと事後確率 qtli）は与えられているものとする。 
③ ファジィ・メッセージ l を受信したもとでの「ファジィ事象の確率」ftlは与えられて
いるものとする。 
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4.3 「ファジィ事象の確率を導入したメンバーシップ値推定モデル」の提案 
 
4.3.1 提案モデルの概要 
本章では、前述のように、ファジィ・メッセージを与えられたもとでのメンバーシップ
値を推定するための「ファジィ事象の確率を導入したメンバーシップ値推定モデル」を提
案する。その際、メンバーシップ値の比の推定（Step1）、メンバーシップ値そのものの推
定（Step2）という 2段階のプロセスにより、ファジィ・メッセージが与えられたもとで
のメンバーシップ値そのものを推定していく。 
 
4.3.2 問題の定式化と解の導出 
本章では、メンバーシップ値の比の推定（Step1）、メンバーシップ値の比からメンバー
シップ値そのものの推定（Step2）という 2 段階のプロセスにより、メンバーシップ値推
定モデルを新たに構築していく。 
 
【Step1】メンバーシップ値の比の推定 
Step1では、基本モデルに対して、個人を表す添え字 t と、ファジィ・メッセージの種
類を表す添え字 l を導入することにより、事後確率の実績値 qtliとその推定値 θtli（ファジ
ィ条件つき確率）との間の K-L 情報量2（Kullback-Leibler）の最小化問題（最小相対情報
量原理3）として、(4.1)式のように定式化する。 
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そこで、上記の(4.1)式を最小化するようなメンバーシップ値の比 μtliを推定していくこ
とにする。まず、(4.1)式の右辺を対数変換すると、(4.2)式のようになる。 
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 ここで、(4.2)式を最小化するメンバーシップ値の比を推定するために、φtlを μtliで偏微
分して 0 とおくと、(4.3)式となる。 
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  さらに、(4.3)式を μtliについて整理すると、(4.4)式が得られる。 
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 そこで、メンバーシップ値の比 μtliの解を求めるために、最大のメンバーシップ値とな
る i をmax(i)、μtlmax(i) ＝1として位置づけ、 (4.4)式について μtliと μtlmax(i) の比を取ると、 
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となり、(4.5)式を μtliについて整理すると、(4.6)式が得られる。すなわち、(4.6)式の解は、
基本モデルに個人 tと、ファジィ・メッセージの種類 l を導入した自然な拡張形となるの
である。 
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(4.6)式により、(4.2)式の φtlを最小化する μtliを求めることができるが、この値は、あく
までも最大のメンバーシップ値を μtlmax(i)＝1 とした場合の推定値である。したがって、メ
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ンバーシップ値の比 μtliは特定することができるが、メンバーシップ値そのものを求める
ことはできない。ここに、基本モデルと(4.6)式のモデルの大きな問題点が存在するのであ
る。 
 
【Step2】メンバーシップ値の比からメンバーシップ値そのものの推定 
Step2では、Step1 の問題点（メンバーシップ値の比のみの特定）を解消するために、
ファジィ・メッセージを受信したもとで（事後）のファジィ事象の確率 ftlが既知であると
いう条件を追加することにより、推定すべきメンバーシップ値 ηtliを(4.7)式で表し、(4.8)
式のようなモデルを提案する。ただし、(4.7)式の atlはメンバーシップ値のスケール（倍
率）を表すパラメータである。 
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ここで、(4.8)式を整理すると、atlは(4.9)式のように表される。 
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さらに、(4.9)式によりパラメータ atlを求め、この atlを(4.7)式に代入すれば、推定すべ
きメンバーシップ値 ηtliの解を求めることができる。 
このように、本章で提案した「メンバーシップ値推定モデル」は、メンバーシップ値の
スケール（倍率）の定量的な把握を可能にすると同時に、基本モデルの大きな問題点（メ
ンバーシップ値の比は特定することができるものの、メンバーシップ値そのものを求める
ことはできない）を解消し、メンバーシップ値そのもの（ηtli）の推定を可能にするのであ
る。 
 
 
 
 
 
99 
 
4.4 提案モデルの実証分析 
 
ここでは、本章の提案モデルの実証分析として、サイコロ（Dice）を用いたゲームの実
験を行い、その結果により、事後確率の実績値 qtliとその推定値 θtli（ファジィ条件つき確
率）との間の K-L 情報量を最小化するようなメンバーシップ値の比 μtliを推定する。さら
に、その推定値に対してファジィ事象の確率 ftlを導入することにより、メンバーシップ値
ηtliの推定を試みることにする。 
 
4.4.1 分析方法 
まず、表 4.1 のようにサイコロをふって「大きい目が出たようである」（l＝1）、「小さい
目が出たようである」（l＝2）等のファジィ・メッセージ l を伝え、そのもとで、被験者（個
人 t）が主観的に感じる、「目 iの出る確率」（事後確率 qtli）と、「大きい目が出る確率」、
「小さい目が出る確率」等のファジィ事象の確率 ftlを回答（2014 年 8 月）してもらった
ところ、表 4.2，表 4.5，表 4.8，表 4.11，表 4.14のような値（データ）が得られた。 
その上で、上記の事後確率 qtliを(4.6)式に代入し、K-L 情報量を最小化するメンバーシ
ップ値の比 μtliを推定する。さらに、(4.6)式で推定したメンバーシップ値の比 μtliを(4.8)
式に代入することにより、各選択対象 i に対するメンバーシップ値 ηtliの推定を試みる。 
 
表 4.1 ファジィ・メッセージの種類 
ファジィ・メッセージ 種類 l 
大きい目が出たようである l＝1 
小さい目が出たようである l＝2 
大きくない目が出たようである l＝3 
小さくない目が出たようである l＝4 
中くらいの目が出たようである l＝5 
 
4.4.2 分析結果 
 表 4.2，表 4.5，表 4.8，表 4.11，表 4.14 の事後確率 qtliを(4.6)式に代入し、K-L 情報量
を最小化するメンバーシップ値の比 μtliを推定した結果、それぞれ表 4.3，表 4.6，表 4.9，
表 4.12，表 4.15 のような推定値が得られた。次に、推定したメンバーシップ値の比 μtli
と、本章の実験から得られた事後確率の実績値 qtliとファジィ事象の確率の実績値 ftlを
(4.9)式に代入し、スケール（倍率）を表すパラメータ atlを推定した結果、表 4.3，表 4.6，
表 4.9，表 4.12，表 4.15のような推定値が得られた。さらに、上で推定したメンバーシッ
プ値の比 μtliと、スケールを表すパラメータ atl を(4.7)式に代入してメンバーシップ値 ηtli
を推定した結果、表 4.4，表 4.7，表 4.10，表 4.13，表 4.16 のような推定値が得られた。 
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表 4.2 「大きい目が出る」ファジィ事象の確率 ft1（実績値）と事後確率 qt1i 
被験者 
ファジィ事象
の確率 ft1 
事後確率 qt1i 
サイコロの目 
1 2 3 4 5 6 
A 0.8 0 0 0 0.2 0.4 0.4 
B 0.65 0 0 0 0.1 0.3 0.6 
C 0.75 0 0 0 0.1 0.4 0.5 
D 0.7 0 0 0 0.1 0.4 0.5 
E 0.7 0 0 0 0.15 0.25 0.6 
 
表 4.3 「大きい目が出る」パラメータ at1とメンバーシップ値の比 μt1i 
被験者 パラメータ at1 
メンバーシップ値の比 μt1i 
サイコロの目 
1 2 3 4 5 6 
A 0.889 0.000 0.000 0.000 0.500 1.000 1.000 
B 0.848 0.000 0.000 0.000 0.167 0.500 1.000 
C 0.893 0.000 0.000 0.000 0.200 0.800 1.000 
D 0.833 0.000 0.000 0.000 0.200 0.800 1.000 
E 0.944 0.000 0.000 0.000 0.250 0.417 1.000 
 
表 4.4 「大きい目が出る」メンバーシップ値 ηt1i 
被験者 
ファジィ事象の 
確率 fˆ t1（推定値） 
メンバーシップ値 ηt1i 
サイコロの目 
1 2 3 4 5 6 
A 0.8 0.000 0.000 0.000 0.444 0.889 0.889 
B 0.65 0.000 0.000 0.000 0.141 0.424 0.848 
C 0.75 0.000 0.000 0.000 0.179 0.714 0.893 
D 0.7 0.000 0.000 0.000 0.167 0.667 0.833 
E 0.7 0.000 0.000 0.000 0.236 0.393 0.944 
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表 4.5 「小さい目が出る」ファジィ事象の確率 ft2（実績値）と事後確率 qt2i 
被験者 
ファジィ事象
の確率 ft2 
事後確率 qt2i 
サイコロの目 
1 2 3 4 5 6 
A 0.8 0.40 0.40 0.20 0 0 0 
B 0.65 0.40 0.30 0.20 0.10 0 0 
C 0.75 0.40 0.30 0.30 0 0 0 
D 0.7 0.40 0.50 0.10 0 0 0 
E 0.7 0.50 0.40 0.10 0 0 0 
 
表 4.6 「小さい目が出る」パラメータ at2とメンバーシップ値の比 μt2i 
被験者 パラメータ at2 
メンバーシップ値の比 μt2i 
サイコロの目 
1 2 3 4 5 6 
A 0.889 1.000 1.000 0.500 0.000 0.000 0.000 
B 0.867 1.000 0.750 0.500 0.250 0.000 0.000 
C 0.882 1.000 0.750 0.750 0.000 0.000 0.000 
D 0.833 0.800 1.000 0.200 0.000 0.000 0.000 
E 0.833 1.000 0.800 0.200 0.000 0.000 0.000 
 
表 4.7 「小さい目が出る」メンバーシップ値 ηt2i 
被験者 
ファジィ事象の 
確率 fˆ t2（推定値） 
メンバーシップ値 ηt2i 
サイコロの目 
1 2 3 4 5 6 
A 0.8 0.889 0.889 0.444 0.000 0.000 0.000 
B 0.65 0.867 0.650 0.433 0.217 0.000 0.000 
C 0.75 0.882 0.662 0.662 0.000 0.000 0.000 
D 0.7 0.667 0.833 0.167 0.000 0.000 0.000 
E 0.7 0.833 0.667 0.167 0.000 0.000 0.000 
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表 4.8 「大きくない目が出る」ファジィ事象の確率 ft3（実績値）と事後確率 qt3i 
被験者 
ファジィ事象
の確率 ft3 
事後確率 qt3i 
サイコロの目 
1 2 3 4 5 6 
A 0.85 0.30 0.30 0.35 0.05 0 0 
B 0.7 0.20 0.30 0.40 0.10 0 0 
C 0.8 0.30 0.30 0.20 0.20 0 0 
D 0.7 0.40 0.30 0.20 0.10 0 0 
E 0.7 0.40 0.30 0.20 0.10 0 0 
 
表 4.9 「大きくない目が出る」パラメータ at3とメンバーシップ値の比 μt3i 
被験者 パラメータ at3 
メンバーシップ値の比 μt3i 
サイコロの目 
1 2 3 4 5 6 
A 0.975 0.857 0.857 1.000 0.143 0.000 0.000 
B 0.933 0.500 0.750 1.000 0.250 0.000 0.000 
C 0.923 1.000 1.000 0.667 0.667 0.000 0.000 
D 0.933 1.000 0.750 0.500 0.250 0.000 0.000 
E 0.933 1.000 0.750 0.500 0.250 0.000 0.000 
 
表 4.10 「大きくない目が出る」メンバーシップ値 ηt3i 
被験者 
ファジィ事象の 
確率 fˆ t3（推定値） 
メンバーシップ値 ηt3i 
サイコロの目 
1 2 3 4 5 6 
A 0.85 0.836 0.836 0.975 0.139 0.000 0.000 
B 0.7 0.467 0.700 0.933 0.233 0.000 0.000 
C 0.8 0.923 0.923 0.615 0.615 0.000 0.000 
D 0.7 0.933 0.700 0.467 0.233 0.000 0.000 
E 0.7 0.933 0.700 0.467 0.233 0.000 0.000 
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表 4.11 「小さくない目が出る」ファジィ事象の確率 ft4（実績値）と事後確率 qt4i 
被験者 
ファジィ事象
の確率 f t4 
事後確率 qt4i 
サイコロの目 
1 2 3 4 5 6 
A 0.85 0 0 0.05 0.35 0.30 0.30 
B 0.7 0 0.10 0.10 0.20 0.30 0.30 
C 0.8 0 0 0.20 0.20 0.30 0.30 
D 0.8 0 0 0.10 0.25 0.30 0.35 
E 0.75 0 0 0.15 0.25 0.30 0.30 
 
表 4.12 「小さくない目が出る」パラメータ at4とメンバーシップ値の比 μt4i 
被験者 パラメータ at4 
メンバーシップ値の比 μt4i 
サイコロの目 
1 2 3 4 5 6 
A 0.975 0.000 0.000 0.143 1.000 0.857 0.857 
B 0.875 0.000 0.333 0.333 0.667 1.000 1.000 
C 0.923 0.000 0.000 0.667 0.667 1.000 1.000 
D 0.982 0.000 0.000 0.286 0.714 0.857 1.000 
E 0.849 0.000 0.000 0.500 0.833 1.000 1.000 
 
表 4.13 「小さくない目が出る」メンバーシップ値 ηt4i 
被験者 
ファジィ事象の 
確率 fˆ t4（推定値） 
メンバーシップ値 ηt4i 
サイコロの目 
1 2 3 4 5 6 
A 0.85 0.000 0.000 0.139 0.975 0.836 0.836 
B 0.7 0.000 0.292 0.292 0.583 0.875 0.875 
C 0.8 0.000 0.000 0.615 0.615 0.923 0.923 
D 0.8 0.000 0.000 0.281 0.702 0.842 0.982 
E 0.75 0.000 0.000 0.425 0.708 0.849 0.849 
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表 4.14 「中くらいの目が出る」ファジィ事象の確率 ft5（実績値）と事後確率 qt5i 
被験者 
ファジィ事象
の確率 ft5 
事後確率 qt5i 
サイコロの目 
1 2 3 4 5 6 
A 0.8 0 0.10 0.40 0.40 0.10 0 
B 0.7 0 0.20 0.35 0.35 0.10 0 
C 0.85 0 0.05 0.45 0.45 0.05 0 
D 0.7 0 0.05 0.45 0.45 0.05 0 
E 0.6 0 0.05 0.45 0.45 0.05 0 
 
表 4.15 「中くらいの目が出る」パラメータ at5とメンバーシップ値の比 μt5i 
被験者 パラメータ at5 
メンバーシップ値の比 μt5i 
サイコロの目 
1 2 3 4 5 6 
A 0.941 0.000 0.250 1.000 1.000 0.250 0.000 
B 0.831 0.000 0.571 1.000 1.000 0.286 0.000 
C 0.933 0.000 0.111 1.000 1.000 0.111 0.000 
D 0.768 0.000 0.111 1.000 1.000 0.111 0.000 
E 0.659 0.000 0.111 1.000 1.000 0.111 0.000 
 
表 4.16 「中くらいの目が出る」メンバーシップ値 ηt5i 
被験者 
ファジィ事象の 
確率の推定値 fˆ t5 
メンバーシップ値 ηt5i 
サイコロの目 
1 2 3 4 5 6 
A 0.8 0.000 0.235 0.941 0.941 0.235 0.000 
B 0.7 0.000 0.475 0.831 0.831 0.237 0.000 
C 0.85 0.000 0.104 0.933 0.933 0.104 0.000 
D 0.7 0.000 0.085 0.768 0.768 0.085 0.000 
E 0.6 0.000 0.073 0.659 0.659 0.073 0.000 
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4.4.3 考察 
まず、(4.6)式によって推定されたメンバーシップ値の比（表 4.3，表 4.6，表 4.9，表 4.12，
表 4.15）を見ると、各被験者 t によってメンバーシップ値 μtliが最大（μtlmax(i)＝1）となる
目（選択対象）が異なることがわかる。これは、各被験者 t によって異なる事後確率の最
大値を基に、メンバーシップ値の比 μtliを推定していることに起因している。 
次に、Step2 において推定されたメンバーシップ値そのものの値 ηtli（表 4.4，表 4.7，
表 4.10，表 4.13，表 4.16）を見ると、この ηtliは、Step1 で比のみを特定した場合のメン
バーシップ値 μtliよりも、すべての選択対象について小さくなっていることがわかる。こ
れは、メンバーシップ値そのものの値 ηtliを推定する際、0＜ηtli≦1でなければならないた
め、パラメータ atlについても 0＜atl≦1 となり、atl＝1でなければ ηtli＜μtliとなることに
起因している。そういった意味で、上記の推定値はメンバーシップ値の最大値が 1 に制約
されず、妥当な結果と考えることができるのである。 
最後に、ファジィ事象の確率の実績値
tlf と、事後確率から求めたその推定値 tlf
ˆ との関係
を見ると、両者は等しい値となっていることがわかる。また、表 4.2 の被験者 C と Dのよ
うに、両者が回答した事後確率がすべての目 iについて等しくても、ファジィ事象の確率
（実績値）が異なると、メンバーシップ値そのものの推定値 ηtliも異なることがわかる。
すなわち、本章の提案モデルにより、ファジィ事象の確率と事後確率の実績値に適合した
メンバーシップ値 ηtliの推定値が得られているのである。 
以上により、本章の実証分析の妥当性を確認するとともに、提案モデルから得られるメ
ンバーシップ値の妥当性を確認することができた。 
 
4.5 本章で得られた成果 
 
本章では、「ファジィ事象の確率を導入したメンバーシップ値推定モデル」を提案し、
この提案モデルにより、メンバーシップ値のスケール（倍率）の定量的把握を可能にする
と同時に、基本モデルの大きな問題点、すなわちメンバーシップ値の比は特定することが
できるものの、メンバーシップ値そのものを求めることはできないという問題点を解消し、
メンバーシップ値そのものの推定を可能にした。また、こうして推定したメンバーシップ
値により、ファジィ・メッセージを受信した後の選択確率（事後確率）やファジィ事象の
確率が得られていなくても、これらを推定することが可能になる。 
さらに、本章の提案モデルの実証分析により、現実に即したメンバーシップ値 ηtliが得
られ、本章の提案モデルの妥当性を確認することができた。 
以上のように、本章では、ファジィ条件つき確率とファジィ事象の確率により、ファジ
ィ・メッセージを受信したもとで、未知のメンバーシップ値を推定するための分析モデル
を提案した。こうした本章の分析モデルは、企業にとっても、その外部者（消費者や一般
投資家等）が自社の商品・サービスや株式を、どのような状況のもとで、とりわけどのよ
106 
 
うなメッセージ（ファジィ・メッセージ）を受信したもとで、選択するかを把握するため
の新たな分析アプローチを示唆することができた。 
 
                                                   
1 松丸正延，山下洋史，尾関守(1992)，「最尤法を用いた合併企業評価の分析モデル」日本
経営工学会春季研究発表大会予稿集，日本経営工学会，pp.47-48. 
2 Klir, G.J. and Folger, T.A. (1988) , Fuzzy Sets, Uncertainty, and Information, New 
Jersey, Prentice-Hall.（本多中二訳(1993)，『ファジィ情報学』日刊工業新聞社，
pp.286-287.） 
3 深尾毅(1987)，『分散システム論』昭晃社，pp.76-79. 
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第 5 章 サンプル相を導入したメンバーシップ値推定モデル 
 
5.1 本章の目的 
 
本章では、前章と同様に、企業外部者（消費者や一般投資家等）が自社の商品・サービ
スや株式を、どのように「評価」し、どの程度の「確率」で選択しようと思っているかの
問題に注目し、前者の「評価」をメンバーシップ値によって、また「確率」をファジィ条
件つき確率とファジィ事象の確率によって捉える「メンバーシップ値推定モデル」を提案
する。その際、前章では、メンバーシップ値の比を、メンバーシップ値そのものの値へと
変換するための分析モデルを提案したが、これは 1つのサンプルについての分析モデルで
あり、基本的にサンプル相を持たないデータ構造（表 5.1）を前提としているため、複数
（m 個）のサンプルに関するデータの場合（表 5.2）、m 回の分析を行わなければならなか
った。 
そこで、本章では上記の問題を克服するために、新たにサンプル相を導入した「メンバ
ーシップ値推定モデル」を提案する。 
 本章で提案する分析モデルの特徴は、下記の 2 点にある。 
 
① 第 4 章のモデルに対して、サンプル相を新たに追加することにより、複数のサンプ
ルに対する一括した分析を可能にする。 
② 第 4 章のモデルでは、メンバーシップ値の比を推定し（Step1）、メンバーシップ
値そのものを算出する（Step2）という 2段階のプロセスが必要であったが、本章
の提案モデルでは、表 5.2 のような複数の選択対象のうち 1つのメンバーシップ値
が既知であるという条件を加えることにより、上記の Step1 を不要にし、複数のサ
ンプルに対する一括した分析を可能にする。 
 
 
 
 
 
 
 
  選択対象 
サンプル相 
A B ･･･ n 
サンプル 1     
  選択対象 
サンプル相 
A B ･･･ n 
サンプル 1     
サンプル 2     
サンプル 3     
・ 
・ 
・ 
    
サンプル m     
表 5.1 第 4 章のモデルのデータ構造 表 5.2 本章の提案モデルのデータ構造 
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 また、本章では上記の「メンバーシップ値推定モデル」（Model-A）に加えて、「ファジ
ィ事象の確率とファジィ条件つき確率の結合モデル」（Model-B）を提案する。このモデル
は、Model-Aのメンバーシップ値から算出される「ファジィ条件つき確率」と「ファジィ
事象の確率」との関係を記述することを目的としている。 
さらに、企業が、消費者にとってなるべくわかり易い支店名や営業所名を設定しようと
する場面の地名（所在地名）を想定し、アンケート調査により、地名・都市名・県名のう
ち「いずれの名称がわかり易いか」についての選択データを収集する。この調査結果を用
いて、本章の提案モデル（Model-A とModel-B）の実証分析を試みる。これにより、地名・
都市名・県名が「わかり易い名称の集合」（ファジィ集合）に属する度合（メンバーシップ
値）を推定し、本章の提案モデル（Model-A とModel-B）の妥当性を検討していくことに
する。 
ここで、「地名・都市名・県名」を実証分析の対象としているのは、本章の提案モデル
が、偶然性と漠然性の両面でのあいまいさを考慮した分析モデルであるという特性から、
どうしても被験者にとっては複雑な選択を要求することにならざるを得ないため、より身
近でわかり易い選択対象とすべく、「地名」「都市名」「県名」を選択対象として設定してい
くことにする。 
 
5.2 使用記号と前提条件 
 
5.2.1 使用記号 
本章の提案モデル（Model-Aと Model-B）で使用する記号は、下記の通りである。 
s：サンプル（s＝1,2,3,…,m） 
i：選択対象（i＝1,2,3,…,n） 
I：メンバーシップ値が既知の選択対象 
psi：ファジィ・メッセージを受信する前の確率（事前確率） 
qsi：ファジィ・メッセージを受信した後の確率（事後確率） 
θsi：ファジィ条件つき確率（推定値） 
μsi：ファジィ・メッセージを受信した後のメンバーシップ値 
f s：ファジィ事象の確率（実績値） 
Ns：対数尤度 
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5.2.2 前提条件 
本章では、以下のような前提条件を設定し、これらの前提条件に基づき、前述のような、
Model-A とModel-B を構築していくことにする。 
① 本章では、焦点を当てる選択行動の主体を消費者や一般投資家等の企業外部者、ま
た拡大推論の主体を研究者やアナリスト等の企業外部者とする。 
② 各サンプルについて、複数の選択対象 i のうち 1 つの対象 I（i ＝I）のみメンバー
シップ値 μsIが得られているものとする。 
③ ファジィ・メッセージを受信する前と後の確率（各サンプルの事前確率 psiと事後確
率 qsi）は得られているものとする。 
  
5.3 「メンバーシップ値推定モデル」の提案 
 
5.3.1 提案モデル（Model-A）の概要 
本章の Model-A は、ファジィ・メッセージを受信する前の確率（事前確率 psi）と、受
信した後の確率（事後確率 qsi）との関係を、ファジィ条件つき確率によりモデル化してい
くことにする。すなわち、選択対象 I（i ＝I）に対する、ファジィ・メッセージ受信後の
メンバーシップ値 μsI が既知であるという条件のもとで、他の選択対象に対する未知のメ
ンバーシップ値 μsiを推定するための提案モデルである。 
このモデルは、まず事後確率 qsiを、ファジィ・メッセージが与えられたもとでのファジ
ィ条件つき確率として位置づけ、その実績値 qsiと推定値 θsiとの間の対数尤度 Nsを最大
化する未知のメンバーシップ値 μsiを推定するための分析モデルである。 
 
5.3.2 問題の定式化と解の導出 
Μodel-A では、松丸・山下ら1の先行研究に従って、事後確率 qsiの推定値 θsiを、ファ
ジィ・メッセージが与えられたもとでの「ファジィ条件つき確率」として位置づけ、 (5.1)
式のように定式化する。 
 


 


n
i
isis
sisi
si
p
p
1


                                           (5.1) 
 
その上で、事後確率の実績値 qsiと上記の推定値 θsiとの間の対数尤度 Nsを最大化する
ようなメンバーシップ値 μsiを推定すべく、この対数尤度Nsを(5.2)式のように定式化する。 
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(5.2)式を最大化するメンバーシップ値 μsiは、Nsを μsiで偏微分して 0と置いた(5.3)式を
満足する。 
 
 0
1

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si
si
si
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                               (5.3) 
 
ここで、(5.3)式を μsiについて整理すると、(5.4)式となる。 
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 さらに、本章の問題設定では、1 つの選択対象 I（i ＝I）に対するメンバーシップ値 μsI
は既知であるため、(5.4)式について μsiと μsIの比を取ると、(5.5)式が得られる。 
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そこで、(5.5)式を μsiについて整理すると、 
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pq
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となり、(5.6)式により対数尤度 Nsを最大化するメンバーシップ値 μsiを推定することが可
能になる。こうして、事前確率と事後確率に加えて、複数の選択対象のいずれか 1 つのメ
ンバーシップ値が既知である場合、対数尤度最大化という合理的な基準により、メンバー
シップ値 μsiを推定することができる。すなわち、「未知のメンバーシップ値をいかに合理
的な基準で推定するか」というファジィ理論における困難な課題に対して、対数尤度最大
化という合理的な基準を提示したのである。 
また、複数（m 個）のサンプルであっても、1 回の分析のみでサンプル別のメンバーシ
ップ値 μsiを推定することができるため、サンプル別（例えば、地域別、国別、機種別、車
種別）のさまざまなデータに対して本章の提案モデルを適用することが可能になる。これ
により、第 4 章のモデルと比較して、メンバーシップ値推定モデルの適用範囲を広げるこ
とができる。さらに、第 4 章のモデルでは、まずメンバーシップ値の比を推定し（Step1）、
次にメンバーシップ値そのものを算出する（Step2）という 2 段階のプロセスが必要であ
ったが、本章の提案モデルでは、複数の選択対象のうち、1 つの選択対象 I（i＝I）のメン
バーシップ値が既知であれば、上記の Step1 を省略することができる。これにより、未知
のメンバーシップ値を簡潔な形式で推定することができるのである。 
 
112 
 
5.4 「ファジィ事象の確率とファジィ条件つき確率の結合モデル」の提案 
 
5.4.1 提案モデル（Model-B）の概要 
5.3 節で提案した「メンバーシップ値推定モデル」（Model-A）では、ファジィ理論にお
けるファジィ条件つき確率の定義式に従って、事前確率 psiと事後確率 qsiの関係を捉えた
が、現実には事後確率の実績値 qsiとその推定値（ファジィ条件つき確率 θsi）との間には、
若干の乖離が生じるものと思われる。そこで、こうした乖離を前提に、事後確率の実績値
qsiから算出されるファジィ事象の確率 fsを被説明変数、選択対象 i（例えば、本章の実証
分析における地名・都市名・県名）のファジィ条件つき確率 θsiを説明変数として位置づけ、
(5.7)式のように定式化する。 
この提案モデルにより、上記の乖離を定量的に把握し、事後確率 qsiに適合するようファ
ジィ条件つき確率 θsi（推定値）を補正するとともに、ファジィ事象の確率とファジィ条件
つき確率との関係をモデル化するのである。ただし、(5.7)式の diはファジィ事象の確率 fs
とその推定値
sfˆ との間の乖離を表すパラメータであり、これは重回帰分析モデルの偏回帰
係数に相当する。また、εsはこのモデルの残差である。 
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5.4.2 問題の定式化と解の導出 
 Model-Bにおいて、(5.7)式の fs，psi，μsiは既知であるため、ファジィ事象の確率 fsとそ
の推定値
sfˆ との差（残差 εs）の二乗和をなるべく小さくするようなパラメータ diの推定問
題を考えることにする。これは、パラメータ diの最小二乗解を推定することに相当する。 
 そこで、まず問題の表記を簡潔化するために、(5.7)式を行列とベクトルで書き直すと
(5.8)式のようになる。 
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εBd f                            (5.8) 
ただし、d ＝(di)：3 次のパラメータ・ベクトル， 
f ＝(fs)：選択対象数n次の被説明変数ベクトル， 
B＝(bsi)：n 行 3 列の説明変数行列， 
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ε ＝(εs)：残差ベクトル 
 
 
 これにより、εsの二乗和 φは、 
 
   BdfBdfεεφ                    
     
BddBfdBff  2                        (5.9) 
 
となるため、φをパラメータ・ベクトル d で偏微分して 0 とおくと、(5.10)式が得られる。 
 
0dBBfB
d
φ



22                             (5.10) 
 
 さらに、(5.10)式を整理すれば、(5.11)式のような正規方程式が得られる。 
 
    fBBBd  1                                   (5.11) 
 
 こうして、通常の重回帰分析と同様の簡潔なアプローチ（正規方程式）により、ファジ
ィ事象の確率 fsとその推定値の残差二乗和を最小化するパラメータ diを推定することがで
きる。これにより、事後確率の実績値 qsiとその推定値（ファジィ条件つき確率 θsi）との
間に生じる若干の乖離を定量的に把握することが可能になる。 
 
 
 
114 
 
5.5 提案モデルの実証分析 
 
本章では都市名よりも細かい単位の地名（例えば、津田沼・日吉・磯子・梅田・天王寺・
博多）を、県名で呼ぶ傾向（県名思考2）あるいは知名度の高い都市名で呼ぶ傾向に焦点を
当て、本章の提案モデル（Model-A とModel-B）の実証分析を試みることにする。ここで、
上記のような地名・都市名・県名を実証分析の対象としているのは、消費者（企業外部者）
の記憶に残り易い（わかり易い）名称（地名・都市名・県名）を定量的に把握することが、
支店名や営業所名を設定する際に必要であると考えるからである。 
 
5.5.1 分析方法 
本章では、大学生（回答者数 124 名：男性 70名，女性 54名）に対して、図 5.1 の「地
名・都市名・県名に関するアンケート」を実施し（2014 年 8 月）、そこから得られるデー
タ（表 5.3～表 5.5）を基に、5.3 節と 5.4 節でそれぞれ提案した Model-A と Model-B の
実証分析を展開していくことにする。 
まず、上記のアンケート調査により収集した都市名のメンバーシップ値 μs2 と事前確率
psi，事後確率 qsiを Model-A の(5.6)式に代入し、地名のメンバーシップ値 μs1と県名のメ
ンバーシップ値 μs3を推定する。次に、「地名をわかり易い名称で伝えてください」という
ファジィ・メッセージが与えられたもとでのファジィ条件つき確率 θsi（事後確率の推定値）
を (5.1)式により算出する。最後に、事後確率 qsiの実績値を用いて算出したファジィ事象
の確率 fsと、ファジィ条件つき確率 θsi （事後確率の推定値）を用いて算出したファジィ
事象の確率の推定値
sfˆ との間の残差二乗和を最小化するように、Model-B の(5.11)式によ
り、パラメータ・ベクトル d＝(di)を推定する。 
 
5.5.2 実証分析の前提条件 
 ここでは、以下のような前提条件を設定し、これらの前提条件に基づき、提案モデルの
実証分析を展開していくことにする。 
 
① 被験者に、都市名よりも細かい単位の地名（例えば、図 5.1 の津田沼・日吉・磯子・
梅田・天王寺・博多）を「通常の場面」では、どのように呼ぶか（地名で呼ぶか、都
市名で呼ぶか、あるいは県名で呼ぶか）を回答してもらう。 
② ファジィ・メッセージ（わかり易い名称で伝える必要がある）を被験者に伝え、この
メッセージを受信したもとで、上記の地名をどのように呼ぶか（地名で呼ぶか、都市
名で呼ぶか、あるいは県名で呼ぶか）を回答してもらう。 
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③ ②と同様のファジィ・メッセージを被験者が受信したもとでの都市名（i ＝2）のメン
バーシップ値 μs2（「わかり易い名称の地名」の集合に対するメンバーシップ値）を回
答してもらう。 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
図 5.1 アンケート調査票 
＊本アンケートは、明治大学大学院商学研究科における研究活動の一環として行います。
＊本アンケートの回答結果は、学術研究目的以外には使用いたしません。
あなたの性別を教えて下さい。（　男性　・　女性　）
あなたの出身地（県名・都市名）を教えて下さい。（県名：　　　　　　　　　　　、都市名：　　　　　　　　　　　　　）
１．あなたは、以下の1～15の地名を呼ぶ際に、どのように呼ぶかについて答えてください。
 　ただし、①通常の場面と②その場所をわかり易い名称で伝える必要のある場面に分けて答えてください。
①、②それぞれについて、当てはまる項目（地名・都市名・県名）のいずれか1つに○を付けてください。
1 平を(　　　　）と呼ぶ 平 いわき（市） 福島（県） 平 いわき（市） 福島（県）
2 津田沼を(　　　　）と呼ぶ 津田沼 習志野（市） 千葉（県） 津田沼 船橋（市） 千葉（県）
3 本八幡を(　　　　）と呼ぶ 本八幡 市川（市） 千葉（県） 本八幡 市川（市） 千葉（県）
4 浦和を(　　　　）と呼ぶ 浦和 さいたま（市） 埼玉（県） 浦和 さいたま（市） 埼玉（県）
5 大宮を(　　　　）と呼ぶ 大宮 さいたま（市） 埼玉（県） 大宮 さいたま（市） 埼玉（県）
6 日吉を(　　　　）と呼ぶ 日吉 横浜（市） 神奈川（県） 日吉 横浜（市） 神奈川（県）
7 磯子を(　　　　）と呼ぶ 磯子 横浜（市） 神奈川（県） 磯子 横浜（市） 神奈川（県）
8 戸塚を(　　　　）と呼ぶ 戸塚 横浜（市） 神奈川（県） 戸塚 横浜（市） 神奈川（県）
9 直江津を(　　　　）と呼ぶ 直江津 上越（市） 新潟（県） 直江津 上越（市） 新潟（県）
10 清水を(　　　　）と呼ぶ 清水 静岡（市） 静岡（県） 清水 静岡（市） 静岡（県）
11 梅田を(　　　　）と呼ぶ 梅田 大阪（市） 大阪（府） 梅田 大阪（市） 大阪（府）
12 天王寺を(　　　　）と呼ぶ 天王寺 大阪（市） 大阪（府） 天王寺 大阪（市） 大阪（府）
13 三ノ宮を(　　　　）と呼ぶ 三ノ宮 神戸（市） 兵庫（県） 三ノ宮 神戸（市） 兵庫（県）
14 小倉を(　　　　）と呼ぶ 小倉 北九州（市） 福岡（県） 小倉 北九州（市） 福岡（県）
15 博多を(　　　　）と呼ぶ 博多 福岡（市） 福岡（県） 博多 福岡（市） 福岡（県）
２．以下の都市名が、どの程度わかり易く、記憶に浸透しているかについて答えてください。
当てはまる程度（1 ・　0.8　・ 0.6　 ・ 0.4　・　0.2  ・  0 ）のいずれか1つに○を付けてください。
都市名 わかりにくい わかり易い
1 いわき 1 0.8 0.6 0.4 0.2 0
2 習志野 1 0.8 0.6 0.4 0.2 0
3 市川 1 0.8 0.6 0.4 0.2 0
4 さいたま 1 0.8 0.6 0.4 0.2 0
5 横浜 1 0.8 0.6 0.4 0.2 0
6 上越 1 0.8 0.6 0.4 0.2 0
7 静岡 1 0.8 0.6 0.4 0.2 0
8 大阪 1 0.8 0.6 0.4 0.2 0
9 神戸 1 0.8 0.6 0.4 0.2 0
10 北九州 1 0.8 0.6 0.4 0.2 0
11 福岡 1 0.8 0.6 0.4 0.2 0
以　　　上
①通常の場面 ②わかり易い名称で伝える必要のある場面
都市名のわかり易さ
地名・都市名・県名に関するアンケートのお願い
ご協力ありがとうございました。
＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝　　質問　　＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝
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No. 性別 平 津田沼 本八幡 浦和 大宮 日吉 磯子 戸塚 直江津 清水 梅田 天王寺 三ノ宮 小倉 博多
1 女性 県名 県名 県名 地名 地名 県名 県名 県名 県名 県名 地名 地名 県名 県名 地名
2 女性 県名 地名 地名 地名 地名 都市名 都市名 都市名 県名 県名 県名 県名 県名 地名 地名
3 男性 県名 地名 県名 地名 地名 都市名 地名 地名 県名 県名 県名 県名 県名 都市名 地名
4 男性 県名 県名 地名 県名 県名 県名 県名 地名 県名 県名 県名 県名 県名 県名 県名
5 男性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
6 男性 地名 都市名 県名 県名 県名 県名 県名 県名 県名 県名 県名 県名 県名 県名 県名
7 男性 都市名 地名 県名 地名 地名 地名 地名 地名 県名 都市名 地名 地名 都市名 都市名 地名
8 男性 都市名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
9 男性 都市名 地名 地名 地名 地名 都市名 都市名 地名 県名 都市名 地名 都市名 地名 地名 地名
10 男性 県名 地名 地名 地名 地名 地名 地名 地名 県名 地名 県名 都市名 都市名 県名 地名
11 女性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
12 女性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
13 男性 県名 地名 都市名 都市名 地名 都市名 都市名 地名 都市名 都市名 地名 都市名 都市名 地名 都市名
14 男性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
15 男性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
16 女性 地名 地名 地名 地名 地名 地名 地名 県名 県名 県名 県名 県名 県名 地名 地名
17 男性 都市名 地名 地名 地名 地名 地名 地名 都市名 県名 地名 都市名 県名 県名 県名 県名
18 男性 県名 県名 県名 都市名 都市名 県名 県名 県名 県名 都市名 県名 県名 県名 県名 県名
19 女性 地名 地名 地名 地名 地名 地名 県名 地名 都市名 地名 地名 都市名 都市名 都市名 地名
20 男性 都市名 都市名 地名 地名 地名 地名 都市名 都市名 都市名 地名 地名 地名 都市名 都市名 地名
21 女性 地名 地名 地名 地名 地名 地名 地名 地名 都市名 地名 地名 地名 地名 地名 地名
22 男性 地名 地名 地名 地名 地名 都市名 地名 地名 都市名 地名 都市名 都市名 都市名 地名 地名
23 男性 県名 地名 都市名 地名 地名 都市名 都市名 地名 都市名 県名 地名 都市名 地名 地名 地名
24 男性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 県名 地名
25 男性 都市名 地名 地名 地名 地名 地名 地名 地名 県名 地名 地名 地名 地名 地名 地名
26 男性 県名 都市名 地名 都市名 都市名 県名 県名 県名 県名 地名 地名 地名 地名 都市名 地名
27 女性 地名 地名 都市名 地名 地名 都市名 都市名 都市名 県名 都市名 県名 地名 都市名 県名 地名
28 男性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
29 男性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
30 女性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
31 女性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
32 女性 県名 地名 地名 地名 地名 地名 地名 地名 県名 県名 地名 地名 都市名 県名 地名
33 男性 都市名 都市名 県名 地名 地名 都市名 都市名 地名 県名 都市名 地名 都市名 都市名 県名 地名
34 女性 都市名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
35 女性 都市名 都市名 地名 地名 地名 都市名 県名 県名 県名 都市名 都市名 都市名 都市名 県名 都市名
36 女性 県名 県名 地名 地名 地名 地名 都市名 地名 都市名 都市名 都市名 都市名 地名 県名 都市名
37 女性 都市名 地名 地名 地名 地名 都市名 地名 都市名 地名 都市名 地名 地名 地名 都市名 地名
38 女性 都市名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 都市名 都市名 地名
39 女性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
40 女性 地名 地名 都市名 地名 地名 地名 地名 地名 県名 地名 地名 都市名 地名 都市名 地名
41 男性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
42 男性 県名 県名 県名 地名 地名 都市名 地名 都市名 県名 県名 都市名 県名 都市名 県名 地名
43 男性 県名 県名 県名 県名 都市名 県名 県名 県名 県名 県名 県名 県名 県名 県名 県名
44 女性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
45 男性 地名 地名 都市名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
46 女性 県名 地名 地名 地名 地名 都市名 地名 地名 地名 都市名 都市名 地名 地名 地名 地名
47 女性 地名 地名 地名 地名 地名 都市名 地名 地名 県名 地名 地名 地名 地名 地名 地名
48 女性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
49 女性 都市名 地名 都市名 地名 地名 地名 都市名 地名 県名 都市名 地名 地名 都市名 都市名 地名
50 男性 地名 地名 地名 地名 地名 地名 地名 地名 県名 地名 地名 県名 県名 地名 地名
51 女性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
52 女性 県名 都市名 県名 地名 地名 地名 都市名 県名 都市名 地名 地名 地名 地名 地名 地名
53 女性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
54 男性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
55 女性 都市名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
56 男性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
57 女性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 県名 地名 県名 県名 地名
58 女性 県名 県名 都市名 地名 地名 地名 県名 地名 県名 県名 地名 県名 県名 県名 地名
59 女性 県名 地名 都市名 地名 地名 都市名 県名 地名 地名 都市名 地名 地名 地名 地名 地名
60 男性 都市名 地名 都市名 地名 地名 地名 地名 地名 地名 県名 県名 県名 都市名 都市名 地名
通常の場面
表 5.3-1 アンケート調査データ（質問項目 1－①） 
117 
 
 
 
No. 性別 平 津田沼 本八幡 浦和 大宮 日吉 磯子 戸塚 直江津 清水 梅田 天王寺 三ノ宮 小倉 博多
61 女性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
62 女性 都市名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
63 女性 都市名 地名 地名 地名 地名 地名 都市名 地名 県名 県名 地名 県名 都市名 都市名 地名
64 男性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
65 女性 県名 県名 県名 地名 地名 県名 県名 地名 都市名 県名 地名 県名 県名 県名 地名
66 男性 都市名 地名 地名 地名 地名 地名 地名 地名 都市名 地名 地名 地名 地名 地名 地名
67 女性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
68 女性 地名 地名 地名 県名 地名 都市名 都市名 都市名 県名 地名 県名 県名 都市名 県名 地名
69 女性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
70 男性 県名 地名 地名 地名 地名 地名 県名 地名 県名 地名 県名 地名 都市名 都市名 地名
71 女性 都市名 地名 地名 地名 地名 地名 地名 地名 都市名 地名 地名 地名 都市名 地名 地名
72 男性 県名 地名 県名 地名 地名 地名 県名 県名 県名 地名 県名 地名 県名 地名 地名
73 男性 県名 地名 地名 地名 地名 県名 県名 地名 県名 県名 県名 県名 県名 県名 地名
74 男性 都市名 地名 地名 地名 地名 都市名 都市名 都市名 都市名 県名 地名 地名 都市名 県名 地名
75 女性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
76 男性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
77 男性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
78 男性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
79 男性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
80 女性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 都市名 地名 地名 地名 地名
81 女性 地名 地名 地名 地名 地名 地名 都市名 都市名 県名 県名 地名 県名 県名 県名 地名
82 男性 地名 地名 地名 地名 地名 地名 地名 地名 都市名 地名 地名 地名 地名 地名 地名
83 男性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
84 男性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
85 女性 県名 県名 県名 県名 県名 都市名 都市名 都市名 県名 県名 都市名 都市名 都市名 県名 県名
86 男性 都市名 地名 地名 地名 地名 地名 県名 都市名 県名 地名 県名 県名 県名 県名 地名
87 男性 都市名 地名 地名 地名 地名 地名 地名 地名 県名 地名 地名 地名 地名 地名 地名
88 男性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
89 男性 県名 地名 地名 地名 地名 都市名 都市名 地名 県名 県名 県名 県名 県名 県名 地名
90 男性 地名 地名 地名 地名 地名 県名 県名 地名 県名 地名 地名 地名 地名 地名 地名
91 女性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
92 女性 都市名 都市名 都市名 地名 地名 都市名 都市名 地名 県名 県名 地名 地名 都市名 県名 地名
93 男性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
94 女性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
95 男性 県名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
96 女性 県名 県名 県名 地名 地名 県名 県名 県名 県名 県名 県名 県名 県名 県名 地名
97 男性 県名 地名 地名 地名 地名 地名 地名 地名 県名 地名 地名 都市名 都市名 都市名 地名
98 女性 地名 地名 地名 地名 地名 地名 都市名 地名 地名 地名 地名 地名 地名 地名 地名
99 男性 県名 県名 県名 県名 県名 都市名 県名 県名 県名 県名 県名 県名 県名 地名 地名
100 男性 県名 県名 県名 県名 県名 都市名 県名 県名 県名 県名 都市名 県名 県名 県名 都市名
101 女性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
102 男性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
103 男性 都市名 県名 県名 県名 県名 都市名 都市名 都市名 県名 県名 都市名 都市名 県名 県名 都市名
104 男性 都市名 地名 地名 地名 地名 地名 都市名 地名 都市名 都市名 地名 地名 地名 都市名 地名
105 男性 地名 県名 都市名 地名 地名 都市名 県名 都市名 都市名 地名 地名 地名 地名 県名 地名
106 男性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
107 男性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
108 女性 県名 県名 県名 県名 県名 県名 県名 県名 県名 都市名 都市名 都市名 県名 県名 都市名
109 女性 都市名 地名 地名 都市名 都市名 県名 県名 県名 県名 都市名 都市名 都市名 県名 県名 都市名
110 男性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
111 男性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
112 男性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
113 女性 県名 県名 県名 地名 地名 地名 県名 県名 県名 県名 地名 地名 県名 県名 県名
114 女性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
115 男性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
116 女性 都市名 地名 地名 地名 都市名 地名 都市名 都市名 県名 県名 県名 県名 県名 県名 地名
117 男性 都市名 地名 地名 地名 地名 都市名 都市名 地名 県名 県名 地名 県名 県名 都市名 地名
118 男性 都市名 地名 地名 地名 地名 都市名 都市名 都市名 都市名 都市名 地名 都市名 都市名 都市名 県名
119 男性 都市名 地名 地名 地名 地名 都市名 都市名 都市名 都市名 県名 地名 地名 地名 都市名 地名
120 男性 県名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 都市名 地名 地名
121 男性 県名 県名 県名 地名 地名 都市名 都市名 都市名 県名 地名 地名 地名 地名 地名 地名
122 女性 県名 地名 地名 地名 地名 都市名 県名 県名 県名 地名 地名 地名 県名 県名 地名
123 女性 都市名 地名 地名 地名 地名 地名 県名 県名 都市名 地名 地名 地名 地名 地名 地名
124 男性 県名 地名 地名 都市名 地名 都市名 都市名 都市名 県名 都市名 地名 都市名 都市名 地名 地名
通常の場面
表 5.3-2 アンケート調査データ（質問項目 1－①） 
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No. 性別 本八幡 浦和 大宮 日吉 磯子 戸塚 直江津 清水 梅田 天王寺 三ノ宮 小倉 博多
1 女性 地名 地名 地名 県名 県名 都市名 県名 県名 地名 地名 県名 県名 県名
2 女性 地名 地名 地名 都市名 都市名 都市名 県名 地名 県名 県名 都市名 地名 地名
3 男性 県名 都市名 都市名 都市名 地名 都市名 県名 県名 県名 県名 県名 都市名 地名
4 男性 地名 地名 地名 地名 県名 地名 県名 地名 県名 県名 県名 地名 地名
5 男性 都市名 都市名 都市名 都市名 都市名 都市名 都市名 都市名 都市名 都市名 都市名 都市名 都市名
6 男性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
7 男性 県名 地名 地名 地名 地名 地名 都市名 地名 地名 地名 都市名 地名 地名
8 男性 県名 地名 地名 地名 都市名 地名 県名 都市名 地名 地名 都市名 地名 地名
9 男性 県名 都市名 都市名 都市名 都市名 都市名 県名 都市名 都市名 都市名 都市名 都市名 都市名
10 男性 県名 都市名 都市名 都市名 都市名 地名 県名 都市名 県名 都市名 都市名 県名 都市名
11 女性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
12 女性 地名 地名 地名 地名 都市名 地名 地名 地名 都市名 都市名 都市名 都市名 都市名
13 男性 県名 都市名 県名 県名 都市名 都市名 地名 都市名 都市名 県名 都市名 都市名 県名
14 男性 地名 地名 地名 地名 地名 地名 県名 県名 県名 県名 県名 県名 地名
15 男性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
16 女性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
17 男性 県名 地名 地名 都市名 都市名 都市名 県名 都市名 県名 県名 県名 県名 県名
18 男性 都市名 地名 地名 都市名 都市名 都市名 都市名 地名 都市名 都市名 都市名 都市名 都市名
19 女性 都市名 地名 地名 都市名 県名 県名 県名 都市名 都市名 県名 都市名 県名 地名
20 男性 都市名 地名 地名 地名 都市名 都市名 県名 都市名 地名 都市名 都市名 都市名 地名
21 女性 県名 地名 地名 都市名 都市名 都市名 県名 都市名 地名 地名 地名 地名 地名
22 男性 県名 地名 地名 都市名 県名 県名 県名 県名 県名 県名 県名 地名 地名
23 男性 都市名 地名 地名 都市名 都市名 地名 都市名 地名 地名 地名 地名 地名 地名
24 男性 都市名 県名 県名 県名 県名 県名 県名 県名 県名 都市名 都市名 都市名 地名
25 男性 都市名 都市名 都市名 都市名 都市名 都市名 県名 都市名 都市名 都市名 都市名 都市名 都市名
26 男性 地名 地名 地名 地名 都市名 地名 県名 地名 地名 地名 地名 都市名 地名
27 女性 県名 都市名 都市名 県名 県名 県名 県名 県名 県名 県名 県名 県名 県名
28 男性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
29 男性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
30 女性 県名 県名 県名 県名 県名 県名 県名 県名 県名 県名 県名 県名 県名
31 女性 地名 県名 県名 都市名 県名 県名 県名 県名 県名 県名 県名 県名 県名
32 女性 地名 地名 地名 都市名 都市名 都市名 県名 県名 地名 地名 都市名 県名 地名
33 男性 地名 都市名 都市名 都市名 都市名 地名 県名 都市名 地名 都市名 都市名 都市名 地名
34 女性 県名 地名 地名 都市名 都市名 都市名 都市名 都市名 都市名 都市名 都市名 都市名 都市名
35 女性 都市名 地名 地名 都市名 都市名 都市名 地名 地名 地名 地名 地名 県名 地名
36 女性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 都市名 地名 都市名
37 女性 都市名 都市名 都市名 都市名 都市名 都市名 都市名 都市名 都市名 都市名 都市名 都市名 都市名
38 女性 地名 地名 地名 都市名 都市名 都市名 都市名 都市名 地名 地名 都市名 都市名 地名
39 女性 県名 県名 県名 都市名 都市名 都市名 県名 県名 県名 県名 県名 県名 地名
40 女性 都市名 地名 地名 地名 県名 地名 県名 都市名 都市名 都市名 都市名 都市名 地名
41 男性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
42 男性 県名 都市名 都市名 地名 県名 県名 県名 県名 県名 県名 都市名 県名 都市名
43 男性 県名 県名 県名 県名 県名 県名 県名 県名 県名 県名 県名 県名 県名
44 女性 県名 県名 地名 地名 地名 地名 県名 地名 地名 地名 地名 地名 地名
45 男性 都市名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
46 女性 都市名 地名 地名 都市名 地名 都市名 県名 県名 県名 都市名 地名 県名 地名
47 女性 県名 都市名 都市名 都市名 都市名 都市名 県名 地名 地名 地名 都市名 都市名 地名
48 女性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
49 女性 都市名 都市名 地名 地名 都市名 地名 県名 都市名 都市名 都市名 都市名 都市名 地名
50 男性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
51 女性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
52 女性 県名 地名 都市名 地名 都市名 都市名 都市名 都市名 地名 都市名 都市名 都市名 地名
53 女性 県名 地名 地名 地名 地名 地名 県名 都市名 地名 地名 都市名 県名 地名
54 男性 都市名 都市名 都市名 都市名 都市名 都市名 都市名 都市名 都市名 都市名 都市名 都市名 都市名
55 女性 地名 都市名 地名 地名 地名 都市名 都市名 地名 地名 地名 地名 地名 地名
56 男性 地名 地名 地名 地名 地名 地名 地名 地名 県名 都市名 都市名 地名 地名
57 女性 地名 地名 地名 都市名 地名 地名 都市名 県名 県名 地名 地名 地名 地名
58 女性 都市名 県名 県名 都市名 県名 県名 県名 県名 県名 県名 県名 県名 県名
59 女性 都市名 地名 地名 県名 県名 都市名 都市名 都市名 地名 地名 地名 地名 地名
60 男性 都市名 地名 地名 地名 地名 地名 地名 県名 県名 県名 都市名 都市名 地名
わかり易い名称で伝える必要のある場面
表 5.4-1 アンケート調査データ（質問項目 1－②） 
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No. 性別 本八幡 浦和 大宮 日吉 磯子 戸塚 直江津 清水 梅田 天王寺 三ノ宮 小倉 博多
61 女性 県名 県名 県名 県名 県名 県名 県名 県名 県名 県名 県名 県名 県名
62 女性 地名 地名 地名 地名 都市名 都市名 都市名 地名 地名 地名 都市名 都市名 地名
63 女性 地名 地名 地名 都市名 都市名 都市名 県名 県名 都市名 県名 都市名 都市名 地名
64 男性 地名 地名 地名 都市名 都市名 都市名 県名 県名 都市名 県名 都市名 県名 地名
65 女性 県名 地名 地名 都市名 県名 地名 地名 都市名 地名 県名 県名 県名 地名
66 男性 都市名 都市名 都市名 都市名 都市名 都市名 都市名 都市名 都市名 都市名 都市名 都市名 都市名
67 女性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
68 女性 地名 県名 地名 都市名 都市名 都市名 県名 地名 県名 県名 都市名 県名 地名
69 女性 県名 県名 県名 県名 県名 県名 県名 県名 県名 県名 県名 県名 県名
70 男性 県名 県名 都市名 県名 県名 都市名 県名 都市名 県名 地名 都市名 都市名 地名
71 女性 地名 地名 地名 地名 地名 都市名 都市名 都市名 地名 地名 県名 都市名 地名
72 男性 地名 地名 地名 都市名 地名 地名 地名 都市名 地名 地名 地名 地名 地名
73 男性 地名 地名 地名 県名 県名 地名 県名 県名 県名 県名 県名 県名 地名
74 男性 都市名 地名 地名 都市名 都市名 都市名 県名 県名 地名 地名 都市名 県名 地名
75 女性 地名 地名 地名 県名 県名 県名 県名 県名 県名 県名 県名 県名 県名
76 男性 県名 県名 県名 県名 県名 県名 県名 県名 県名 県名 県名 県名 県名
77 男性 地名 地名 地名 地名 都市名 地名 県名 地名 県名 地名 都市名 都市名 地名
78 男性 県名 地名 地名 都市名 都市名 都市名 都市名 都市名 地名 地名 地名 都市名 地名
79 男性 地名 地名 地名 地名 地名 地名 地名 地名 県名 地名 都市名 地名 地名
80 女性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
81 女性 地名 地名 地名 地名 県名 県名 県名 県名 県名 県名 県名 県名 地名
82 男性 県名 都市名 地名 地名 地名 地名 都市名 県名 県名 県名 都市名 県名 地名
83 男性 地名 地名 地名地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 県名
84 男性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
85 女性 県名 県名 県名 県名 県名 県名 県名 県名 県名 県名 県名 県名 県名
86 男性 都市名 県名 県名 県名 県名 県名 県名 県名 県名 県名 県名 県名 都市名
87 男性 都市名 都市名 地名 地名 県名 県名 県名 都市名 都市名 県名 都市名 県名 地名
88 男性 都市名 地名 地名 都市名 都市名 都市名 県名 都市名 地名 都市名 都市名 都市名 地名
89 男性 県名 地名 地名 都市名 都市名 都市名 県名 県名 県名 県名 県名 県名 地名
90 男性 県名 県名 地名 県名 県名 県名 県名 県名 県名 県名 都市名 県名 県名
91 女性 県名 都市名 都市名 都市名 都市名 都市名 県名 県名 都市名 都市名 都市名 県名 県名
92 女性 都市名 地名 地名 都市名 都市名 地名 県名 県名 地名 地名 都市名 県名 地名
93 男性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
94 女性 地名 地名 地名 地名 都市名 都市名 地名 地名 地名 地名 都市名 県名 地名
95 男性 都市名 地名 地名 地名 都市名 地名 都市名 都市名 地名 地名 地名 都市名 地名
96 女性 県名 都市名 地名 県名 県名 県名 県名 県名 県名 県名 県名 県名 地名
97 男性 都市名 地名 都市名 都市名 都市名 都市名 県名 県名 県名 県名 都市名 都市名 地名
98 女性 都市名 地名 地名 都市名 都市名 都市名 都市名 都市名 都市名 都市名 都市名 都市名 地名
99 男性 県名 県名 県名 都市名 県名 県名 県名 県名 県名 県名 県名 都市名 県名
100 男性 県名 県名 県名 県名 県名 県名 県名 県名 都市名 県名 県名 県名 都市名
101 女性 県名 県名 県名 県名 県名 県名 県名 県名 県名 県名 県名 県名 県名
102 男性 地名 地名 地名 地名 地名 地名 地名 都市名 地名 地名 都市名 地名 地名
103 男性 県名 都市名 都市名 都市名 都市名 都市名 県名 都市名 都市名 都市名 都市名 県名 都市名
104 男性 県名 都市名 都市名 県名 県名 都市名 県名 都市名 地名 都市名 都市名 県名 都市名
105 男性 都市名 地名 地名 都市名 県名 県名 県名 都市名 都市名 地名 地名 県名 地名
106 男性 県名 都市名 都市名 都市名 都市名 県名 県名 県名 地名 地名 都市名 地名 地名
107 男性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
108 女性 県名 県名 県名 県名 県名 県名 県名 県名 県名 県名 県名 県名 県名
109 女性 地名 都市名 都市名 県名 県名 県名 県名 県名 県名 県名 県名 県名 県名
110 男性 都市名 都市名 都市名 都市名 都市名 都市名 都市名 都市名 都市名 都市名 都市名 都市名 都市名
111 男性 都市名 都市名 都市名 都市名 都市名 都市名 都市名 都市名 都市名 都市名 都市名 都市名 都市名
112 男性 都市名 県名 都市名 県名 都市名 県名 県名 都市名 県名 都市名 都市名 県名 都市名
113 女性 県名 県名 県名 県名 県名 県名 県名 県名 県名 県名 県名 県名 県名
114 女性 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名 地名
115 男性 県名 県名 県名 県名 県名 県名 県名 地名 県名 県名 県名 県名 県名
116 女性 地名 地名 地名 地名 都市名 都市名 都市名 県名 地名 地名 都市名 都市名 地名
117 男性 県名 県名 県名 都市名 都市名 県名 県名 県名 都市名 県名 県名 県名 地名
118 男性 都市名 都市名 地名 県名 都市名 県名 都市名 都市名 地名 県名 県名 県名 県名
119 男性 都市名 地名 地名 都市名 都市名 県名 都市名 県名 都市名 地名 都市名 県名 地名
120 男性 地名 地名 地名 都市名 都市名 都市名 都市名 都市名 都市名 都市名 都市名 都市名 地名
121 男性 県名 都市名 都市名 都市名 都市名 都市名 県名 地名 地名 地名 地名 地名 地名
122 女性 県名 県名 県名 都市名 都市名 都市名 県名 都市名 地名 県名 県名 県名 地名
123 女性 県名 都市名 地名 県名 県名 県名 都市名 都市名 都市名 都市名 都市名 県名 地名
124 男性 地名 都市名 地名 地名 地名 地名 県名 都市名 地名 都市名 都市名 地名 地名
わかり易い名称で伝える必要のある場面
表 5.4-2 アンケート調査データ（質問項目 1－②） 
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No. 性別 いわき 習志野 市川 さいたま 横浜 上越 静岡 大阪 神戸 北九州 福岡
1 女性 0.4 0.4 0.4 1 0.6 0.2 0.4 0.8 0.6 0.6 0.6
2 女性 0.4 0.4 0.8 0.4 0.8 0.4 0.8 0.8 0.8 1 1
3 男性 0.2 0.2 0.2 0.6 1 0.4 0.6 1 1 0.8 1
4 男性 0.6 0.6 0.4 0.8 1 0.4 0.8 1 1 1 1
5 男性 0.8 0.8 1 1 1 0.8 1 1 1 1 1
6 男性 0 1 0.2 1 1 0 1 1 1 1 1
7 男性 0.8 0 0.2 1 1 1 1 1 1 1 1
8 男性 0.8 1 0.4 1 1 0.4 1 1 1 1 1
9 男性 0.4 0.4 0.4 1 1 0.2 1 1 1 1 1
10 男性 0.8 0 0 1 1 0.6 0.8 1 1 1 1
11 女性 1 1 1 1 1 1 1 1 1 1 1
12 女性 0.8 0.8 0.8 0.8 0.8 0.8 0.8 0.8 0.8 0.8 0.8
13 男性 0.2 0.4 0.6 1 0.8 0.6 1 1 1 1 1
14 男性 1 1 1 1 1 0.8 1 1 1 1 1
15 男性 1 0.8 0.4 1 1 0.6 1 1 1 1 1
16 女性 1 0.6 0.6 0.8 1 0.4 0.4 0.8 0.8 0.2 0.8
17 男性 0.6 0.2 0 1 1 1 1 1 1 1 1
18 男性 0.6 1 1 1 1 0.4 0.8 0.8 0.8 0.8 0.8
19 女性 1 1 1 0.8 1 0.6 1 1 1 1 1
20 男性 0.6 0.6 0.8 1 1 0.6 1 0.6 0.8 0.8 0.8
21 女性 0.4 0.6 0.4 0.6 1 0.4 1 1 1 0.8 1
22 男性 0.6 0.6 0.6 0.8 1 0.4 0.6 1 1 0.6 1
23 男性 0.4 1 0.4 0.8 1 0.4 0.8 1 1 1 1
24 男性 0.2 0.2 1 0.6 0.6 0.2 0.2 0.2 0.6 0.4 0.2
25 男性 0.8 0.6 0.8 1 1 0.4 1 1 1 1 1
26 男性 0.6 0.6 0.8 1 1 0.6 0.8 1 1 0.8 1
27 女性 1 0 0 1 1 1 1 1 1 1 1
28 男性 1 0 0.8 1 1 0.8 1 1 1 0.8 1
29 男性 0.2 0.2 0.2 0.6 1 0.4 1 1 1 1 1
30 女性 0.8 0 0.2 1 1 0.4 1 1 1 0.8 0.8
31 女性 0.8 0.8 1 1 1 0.8 1 1 1 0.6 1
32 女性 0.6 1 1 1 1 1 1 1 1 1 1
33 男性 0.8 0.8 0.6 1 1 0.4 1 1 1 1 1
34 女性 0.2 0.2 0.4 1 1 0.4 1 1 1 0.8 1
35 女性 1 1 1 1 1 0.4 1 1 1 1 1
36 女性 1 1 1 1 1 0.8 0.8 1 1 1 1
37 女性 1 1 1 1 1 1 1 1 1 1 1
38 女性 0.4 0.4 0.4 0.6 1 1 0.6 1 1 0.8 0.8
39 女性 1 0 0 1 1 1 1 1 1 1 1
40 女性 0 0.8 0.6 0.4 1 0.2 1 1 1 1 1
41 男性 0 0.2 0.4 1 1 0.6 1 1 1 1 1
42 男性 0 0.2 0 1 1 0 1 1 1 0.6 1
43 男性 0.2 0.4 0.6 1 1 0.6 1 1 1 0.8 1
44 女性 0.8 0.8 1 0.6 1 0.6 0.8 1 1 1 1
45 男性 0.2 0.4 0.8 1 1 0.2 1 1 1 1 1
46 男性 0.2 0.4 0.8 1 1 0.4 0.4 1 1 1 0.2
47 女性 1 0.8 0.8 1 1 1 1 1 1 1 1
48 女性 0.4 0.4 0.8 1 1 0.6 1 1 1 1 1
49 女性 1 1 1 1 1 0.8 1 1 1 1 1
50 男性 1 1 1 1 1 0.6 1 1 1 0.8 1
51 女性 0.4 0.4 0.4 1 1 0.4 1 1 1 1 1
52 女性 1 0.6 0 1 1 0.8 1 1 1 1 1
53 女性 1 0.4 0.4 1 1 1 1 1 1 0.6 1
54 男性 0.8 0.8 0.8 1 1 0.4 1 1 1 1 1
55 女性 1 1 1 1 1 0.8 1 1 1 1 1
56 男性 0.6 0.6 0.8 1 1 0.2 1 1 1 1 1
57 女性 0.2 0.2 0.2 1 1 0.8 1 1 1 1 1
58 女性 0.6 0.6 0.8 1 0.8 1 0.6 0.4 0.4 0.2 0.2
59 女性 0 0.6 0.6 0.8 1 0.8 1 1 1 1 1
60 男性 1 0 0 1 1 1 1 1 1 1 1
表 5.5-1 アンケート調査データ（質問項目 2） 
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No. 性別 いわき 習志野 市川 さいたま 横浜 上越 静岡 大阪 神戸 北九州 福岡
61 女性 0.8 1 1 1 1 0.4 1 1 1 1 1
62 女性 0.4 0.2 0.2 1 1 0.8 1 1 1 1 1
63 女性 0.2 1 1 1 1 0.2 1 1 1 1 1
64 男性 0.8 0.6 0.4 0.4 0.8 0.4 0.4 0.8 0.8 0.6 0.6
65 女性 0.2 0.4 0.2 1 1 0.8 1 1 1 0.8 1
66 男性 1 0.6 1 1 1 0.8 1 1 1 1 1
67 女性 0.6 1 1 1 1 1 1 1 1 1 1
68 女性 0.2 0.2 0.2 0.6 1 0.4 1 1 1 0.4 0.8
69 女性 0.4 0.4 1 1 1 0.8 1 1 1 1 1
70 男性 0.6 0.8 0.4 1 1 1 1 1 1 1 1
71 女性 1 1 0.4 1 1 1 1 1 1 0.8 1
72 男性 0 0.4 1 1 1 1 1 1 1 1 1
73 男性 1 0.8 1 1 1 0.6 1 1 1 0.8 1
74 男性 0.2 0.6 0.8 1 1 0.6 0.8 1 1 0.8 1
75 女性 1 0 0 1 1 0 1 1 1 1 1
76 男性 0.4 0.6 0.4 1 1 0.6 1 1 1 1 1
77 男性 0.8 0.8 1 1 1 0.4 1 1 1 1 1
78 男性 0.8 0.8 0.6 1 1 0.8 1 1 1 1 1
79 男性 0.2 0.4 0.8 1 1 0.2 1 1 1 0.8 1
80 女性 0.6 0.2 0 0.6 0.8 0.6 0.6 1 1 0.2 0.6
81 女性 1 1 1 1 1 1 1 1 1 1 1
82 男性 1 0.2 0.2 1 1 0.8 1 1 1 0.6 1
83 男性 0.8 0.2 0.2 1 1 0.4 1 1 1 0.6 1
84 男性 0 0 0 0.8 1 0.8 1 1 1 1 1
85 女性 0.2 0.4 0.4 0.8 1 0.2 0.8 1 1 1 1
86 男性 1 1 1 1 1 0.6 0.6 0.6 0.6 0.4 0.6
87 男性 0.6 0.6 0.6 1 1 0.6 0.8 0.8 0.8 0.8 0.8
88 男性 1 1 1 1 1 0 1 1 1 1 1
89 男性 0.2 1 1 1 1 0.2 0.8 0.8 0.8 0.8 0.8
90 男性 0 0 0.6 1 1 0.6 1 1 1 0.6 1
91 女性 0.4 0.6 0.6 0.8 1 0.4 1 1 1 0.8 0.8
92 女性 0.8 1 1 1 1 0.6 1 1 1 0.8 1
93 男性 1 0 0 1 1 0 1 1 1 0.8 1
94 女性 1 1 1 1 1 1 1 1 1 1 1
95 男性 0.2 1 0.6 1 1 1 1 1 1 1 1
96 女性 0.4 0.4 0.2 1 1 0.4 1 1 1 0.8 1
97 男性 0.2 0.2 0.4 0.8 1 0.4 0.8 1 1 1 1
98 女性 1 1 1 1 1 0.8 1 1 1 1 1
99 男性 0 0 0 1 1 1 1 1 1 1 1
100 男性 0 0 0.4 1 1 0.6 1 1 1 0.2 0.8
101 女性 0.6 0 0.6 1 1 0.6 1 1 1 1 1
102 男性 1 1 0 1 1 1 1 1 1 1 1
103 男性 0.8 0.2 0.6 1 1 0.8 1 1 1 0.6 1
104 男性 0.2 0 0.2 1 1 0.4 1 1 1 1 1
105 男性 0.4 0 1 1 1 1 1 1 1 1 1
106 男性 0.6 1 1 1 1 0.6 0.6 1 1 1 0
107 男性 1 1 0.2 1 1 0.2 1 1 1 1 1
108 女性 0.4 0 0 1 1 0.4 1 1 1 0.8 0.8
109 女性 1 1 1 1 1 0.6 1 1 1 1 1
110 男性 0.2 1 1 1 1 1 1 1 1 1 1
111 男性 1 1 1 1 1 1 1 1 1 1 1
112 男性 1 1 1 1 1 1 1 1 1 1 1
113 女性 1 1 1 1 1 0 1 1 1 0.8 1
114 女性 0.8 0.4 0.4 1 1 0.8 1 1 0.8 0.8 1
115 男性 0 0 0.2 0.4 0.6 0.6 1 1 1 1 1
116 女性 0.2 0.2 0.6 0.8 1 0.4 0.8 1 1 0.6 1
117 男性 0.2 0.4 0 0.6 0.8 0.2 1 1 0.8 0.8 1
118 男性 0.8 1 1 1 0.6 0.2 0.6 0 0 0.4 0.6
119 男性 1 6 1 1 1 0.8 1 1 1 0.8 1
120 男性 0.2 0.2 0.6 1 1 0.8 1 1 1 1 1
121 男性 0.6 0.2 0.1 1 1 0.4 1 1 1 1 1
122 女性 1 1 1 1 1 0.6 1 1 1 0.6 1
123 女性 0.4 0.4 0.6 1 1 0.6 1 1 1 1 1
124 男性 0.2 0.6 0.4 1 1 0 1 1 1 1 1
表 5.5-2 アンケート調査データ（質問項目 2） 
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5.5.3 分析結果 
本章のアンケート調査により収集したデータ（表 5.3～表 5.5）を用いて、 以下の手順
により地名・都市名・県名で呼ぶ選択確率（psi，qsi）と、都市名のメンバーシップ値 μs2
を算出する。 
 
① 「通常の場面」における被験者毎のサンプル s（地名）に対する選択対象 i（地名・
都市名・県）の回答（表 5.3-1 と表 5.3-2）を集計し、その集計値を全被験者数で除
することで、事前確率 psiを算出する。 
② 「地名をわかり易い名称で伝える必要のある場面」における被験者毎のサンプル s
に対する選択対象 i の回答（表 5.4-1 と表 5.4-2）を集計し、その集計値を全被験者
数で除することで、事後確率 qsiを算出する。 
③ 「都市名のわかり易さ」における被験者毎のサンプル s に対する都市名のメンバー
シップ値 μs2の回答（表 5.5-1 と表 5.5-2）を集計し、その集計値を全被験者数で除
することで、メンバーシップ値 μs2の平均値を算出する。 
 
上記の手順により算出した事前確率 psi，事後確率 qsi，メンバーシップ値 μs2をModel-A 
に代入し、地名と県名のメンバーシップ値を推定した結果、表 5.6 の推定値が得られた。
さらに、Model-B に Model-A で推定したメンバーシップ値を代入し、パラメータ diの最
小二乗解を推定した結果、表 5.7 のような推定値が得られた。 
 
 
s 地名 f s μ s 1 μ s 2 μ s 3 f s 1 f s 2 f s 3
1 平 0.7574 0.2728 0.5952 1.0000 0.0654 0.1558 0.4984
2 津田沼 0.3171 0.1083 0.6032 0.4536 0.0515 0.1119 0.1536
3 本八幡 0.3617 0.1043 0.5944 0.4731 0.0404 0.1534 0.1679
4 浦和 0.3718 0.1037 0.9323 0.4877 0.0579 0.2124 0.1046
5 大宮 0.3492 0.1370 0.9323 0.4877 0.0898 0.1856 0.0711
6 日吉 0.7036 0.3205 0.9758 0.8665 0.1306 0.4229 0.1380
7 磯子 0.7334 0.2295 0.9758 0.8665 0.0603 0.3881 0.2943
8 戸塚 0.6627 0.1931 0.9758 0.8665 0.0670 0.3464 0.2580
9 直江津 0.4953 0.2091 0.5935 0.5786 0.0489 0.1245 0.3220
10 清水 0.5768 0.1799 0.9242 0.5878 0.0551 0.3130 0.2086
11 梅田 0.6563 0.2508 0.9613 0.9742 0.1070 0.2050 0.3509
12 天王寺 0.7129 0.3463 0.9613 0.9742 0.1454 0.2295 0.3327
13 三ノ宮 0.6358 0.1867 0.9613 0.5031 0.0482 0.4496 0.1380
14 小倉 0.5688 0.2085 0.8710 0.6169 0.0622 0.2529 0.2537
15 博多 0.4995 0.2597 0.9371 0.9926 0.1718 0.1436 0.1841
^ ^ ^
表 5.6  Model-A による実証分析の結果 
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表 5.7 Model-B の実証分析におけるパラメータ diの推定結果 
 
 
5.5.4 考察 
表 5.6 の結果を見ると、すべて「地名」よりも「都市名」や「県名」を選択する傾向が
あることがわかる。これは、県名思考による「地名の低エントロピー化」3と同様に、細か
い単位の地名よりも、都市名や県名で思考することにより、記憶の多様性・複雑性（エン
トロピー）を低下させようとすることを示唆している。とりわけ、横浜・大阪・神戸にお
いて、都市名のメンバーシップ値が非常に大きい値（0.96以上）となっているのは、これ
らの都市がすべて日本を代表する政令指定都市であることに起因している。また、「平」に
おいて都市名よりも県名のメンバーシップ値が顕著に大きくなっていることは、地名や都
市名よりも「福島」という県名が、東日本大震災（2011 年 3 月 11日に発生）で日本人の
記憶に浸透したことによるものではないかと思われる。これより、本章の Model-A から推
定されたメンバーシップ値が現実に即した結果であることがわかる。 
次に、表 5.7 の結果を見ると、本章で提案したModel-B の実証分析から、高い重相関係
数（0.993）が得られていることがわかる。これより、アンケート調査の結果に潜在する
学生の「都市名思考」と「県名思考」の傾向を、本章のModel-B が精度高く模写している
ことが示唆される。また、「地名」「都市名」「県名」に対する偏回帰係数 di の推定値を見
ると、いずれも 1に近い値となっていることがわかる。これは、本章の提案モデル（Model-B）
によるファジィ事象の確率の実績値 fsと、その推定値
sfˆ との間の乖離が小さく、現実に即
したファジィ事象の確率の推定値が得られることを示唆している。 
このように、本章の提案モデルにより得られた偏回帰係数（d1～d3）は、いずれも 1 に
近い値となっているのであるが、それでも 1から若干の乖離があるため、こうした乖離に
ついて見ていくことにしよう。まず、d1＝0.882、d2＝0.969 で、「地名」に対する偏回帰
係数と「都市名」に対する偏回帰係数が、1 よりも小さい値となっている、すなわちファ
ジィ条件つき確率 θsiの推定値を、事後確率 qsiの実績値に近づけるべく、これを小さくす
る方向に補正していることから、ファジィ理論によって定義されるファジィ条件つき確率
θsi（θs1と θs2）が実績値に対して過大評価となっていることが確認される。これとは反対
に、d3＝1.095 で「県名」に対する偏回帰係数の推定値が、1 よりも大きい値となってお
り、これよりファジィ理論によって定義されるファジィ条件つき確率 θs3 が過小評価にな
っていることがわかる。このように、本章の提案モデル（Model-B）は、ファジィ理論に
よって定義されるファジィ条件つき確率 θsiとその実績値 qsiとの間の乖離を定量的に把握
し、それを補正する役割を果たしうる。 
  
重相関係数
説明変数1
（地名）
説明変数2
（都市名）
説明変数3
（県名）
0.993 0.882 0.969 1.095
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5.6 本章で得られた成果 
 
本章では、第 4 章の分析モデル（メンバーシップ値推定モデル）に対して、新たにサン
プル相を導入することにより「メンバーシップ値推定モデル」（Model-A）と「ファジィ事
象の確率とファジィ条件つき確率の結合モデル」（Model-B）を提案した。こうした提案モ
デルとその実証分析により、下記のような知見が得られた。 
 
① 本章で提案した Model-A により、「未知のメンバーシップ値をいかに合理的な基
準で推定するか」というファジィ理論における困難な課題に対して、対数尤度最
大化という合理的な基準を設定し、第 4 章と同様に、これまで推定することが困
難であった未知のメンバーシップ値の推定を可能にした。 
② また、Model-A において、サンンプル相を追加したことで、サンプル全体を一括
して分析することが可能になり、メンバーシップ値推定モデルの適用範囲を広げ
ることができた。 
③ 本章で提案したModel-B において、ファジィ事象の確率の実績値 fsとその推定値
sfˆ の残差二乗和を最小化するパラメータ diを推定することで、事後確率の実績値
qsiとその推定値（ファジィ条件つき確率 θsi）との間に生じる若干の乖離を定量的
に把握することが可能になった。 
④ また、Model-B の実証分析から、高い重相関係数と現実に即したパラメータの推
定値が得られ、少なくとも今回の「地名・都市名・県名」に関するアンケート調
査に関しては、本章の提案モデルの妥当性を確認することができた。 
 
以上のように、第 4 章のモデルで前提としていたサンプル相のないデータ構造を、本章
では、サンンプル相を有するデータ構造へと拡張することを試みた。これにより、複数（m
個）のサンプルであっても、1回の分析のみでサンプル別のメンバーシップ値 μsiを推定す
ることが可能になった。こうした本章の分析モデルは、企業外部者が企業からのメッセー
ジ（ファジィ・メッセージ）を受信したもとで、自社の商品・サービスや株式の選択にお
けるメンバーシップ値の推定という、企業外部者に潜在する心理（好んでいる度合；メン
バーシップ値）を定量的に捉えるための新たな分析アプローチを示唆することができた。 
 
                                                   
1 松丸正延，山下洋史，尾関守(1992)，「最尤法を用いた合併企業評価の分析モデル」日本
経営工学会春季研究発表大会予稿集，日本経営工学会，pp.47-48. 
2 下林大造，山下洋史，権善喜(2013)，「『県名思考』による地名の低エントロピー化とそ
の弊害」日本経営システム学会第 51 回全国研究発表大会講演論文集，pp.274-275. 
3 同上論文，pp.274-275. 
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第 3部  
企業外部者の拡大推論に関するファジィ情報路モデルの構築 
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第 7章 「重みつき多因子ファジィ情報路モデルにおける 
ウェイト推定モデル」 
 
 
第 8章 「ファジィ事象の確率を組み込んだウェイト推定モデル」 
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第 6章 3段階の階層型ファジィ情報路モデル 
 
6.1 本章の目的 
 
本章で焦点を当てる企業外部者（消費者や一般投資家等）の選択行動に対して、各選択
対象の特性値（価格や料金等）のみならず、自身の「評価」や「印象」は大きな影響を与
える。したがって、企業にとって、自社製品やサービスに対する、上記のような「評価」
や「印象」を知ることは、経営戦略やマーケティング戦略にとって、重要な課題の 1 つで
ある。 
本章では、上記の各選択対象に対する「評価」や「印象」をファジィ理論におけるメン
バーシップ値として捉え、このメンバーシップ値を基に選択確率を推定するための分析モ
デルを新たに構築していくことにする。そこで、従来のファジィ情報路モデル1を、「3 段
階の階層型ファジィ情報路モデル」へと拡張することを試みる。この提案モデルの特徴は、
各階層の選択確率を推定する際、従来の階層型ファジィ情報路モデル2では、各階層別のフ
ァジィ・エントロピーのみを考慮していたのに対して、本章のモデルでは、3 段階すべて
のファジィ・エントロピーを総合的に捉えているところにある。 
一方、第 1 章と第 2 章では、Shannon の情報理論（information theory）に基づき、従
来のエントロピー・モデルを多段階（2 段階と 2 方向 3 段階）の階層型エントロピー・モ
デルへと拡張したが、これらのモデルは、確率面でのあいまいさ（偶然性あるいは不確実
性）のみに焦点を当て、意味面でのあいまいさ（漠然性；fuzziness）については考慮され
ていなかった。そこで、本章では、情報理論とファジィ理論（fuzzy theory）のアプロー
チを統合することにより、確率面でのあいまいさと意味面でのあいまいさの両面を考慮し
た新たな階層型ファジィ情報路モデルを提案する。 
さらに、本章の提案モデルの実証分析として、スマートフォン（多機能携帯電話）に関
するアンケート調査から得られた満足度のデータを用いて、各機種および各通信会社に対
する選択確率を推定する。これにより、本章の提案モデルの妥当性について検討していく
ことにする。 
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6.2 使用記号と前提条件 
 
6.2.1 使用記号 
本章において「3 段階の階層型ファジィ情報路モデル」を提案するに当たり、下記のよ
うな記号を設定する。 
L：平均特性値 
H：ファジィ・エントロピー 
i：第 1 階層の上位選択対象（i ＝1,2） 
j：第 2 階層の選択要因（j ＝1,2,…,ni） 
t，k：第 3 階層の下位選択対象（t ＝1,2,…,  ，k ＝1,2,…, β） 
r：選択行動の行動主体（r ＝1,2,…,v ） 
q：下位選択対象 t に対する選択確率 
p：下位選択対象 t と k の組み合わせに対する選択確率 
π：選択確率（πtk＝qt･ptk） 
w：ウェイト 
δ：特性値 
Z：満足度 
μ：メンバーシップ値 
 
6.2.2 前提条件 
本章では、企業外部者（消費者や一般投資家等）の選択行動（3 段階の選択行動）に関
する拡大推論をモデル化する際、以下のような前提条件を置くことにする。 
① 本章では、焦点を当てる選択行動の主体を消費者や一般投資家等の企業外部者、ま
た拡大推論の主体を研究者やアナリスト等の企業外部者とする。 
② 選択対象に関して十分には情報が得られていないものとする。 
③ ただし、いくつかの選択要因に関しては、意味面でのあいまいさを持った情報（特
性値 δij）が得られているものとする。 
④ 上記の特性値 δij は、閉区間[0,1]の値をとり、これが大きいほど好ましいものとす
る。 
⑤ 本章の提案モデルにおけるメンバーシップ値は小さいほど良い状態を意味するた
め、Step1 と Step2 のメンバーシップ値を μij＝1－δij、すなわちファジィ集合の補
集合に対するメンバーシップ値へと置き換えることにする。 
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6.3 「3 段階の階層型ファジィ情報路モデル」の提案 
 
6.3.1 提案モデルの概要 
本章では、企業外部者（消費者や一般投資家等）の選択行動を 3 段階の階層構造として
捉え、山下3のファジィ情報路モデルを、3 段階の階層型ファジィ情報路モデルへと拡張す
ることを試みる。そこで、図 6.1 のような 3 段階の階層構造を仮定し、新たに「3 段階の
階層型ファジィ情報路モデル」を提案する。 
その際、本章ではファジィ情報路モデル（シャノン・エントロピー＋重みつきメンバー
シップ値まわりのエントロピー）に基づく分析モデル（Model-A）と、権・山下4のモデル
（シャノン・エントロピー－重みつきメンバーシップ値まわりのエントロピー）に基づく
分析モデル（Model-B）の 2 つの分析モデルを提案する。前者の Model-A は、企業外部者
（消費者や一般投資家等）がシャノン・エントロピーと重みつきメンバーシップ値まわり
のエントロピーの和（ファジィ・エントロピー）をなるべく大きくするように行動すると
いう仮定に従った分析モデルであり、後者の Model-B は、企業外部者がシャノン・エント
ロピーをなるべく大きく、かつ重みつきメンバーシップ値まわりのエントロピーをなるべ
く小さくするように行動するという仮定に従った分析モデルである。Model-A が、ファジ
ィ理論において偶然性と漠然性の和として定義される「ファジィ・エントロピー」を根拠
とした定式化であるのに対して、Model-B は、企業外部者（消費者や一般投資家等）がな
るべく漠然性（重みつきメンバーシップ値まわりのエントロピー）を小さくするように行
動するという考え方に基づいた定式化なのである。 
・ 
・ 
第 1 階層 
第 2 階層 
第 3 階層 
Step1（ウェイト） Step2（ウェイト） 
Step3（満足度） 
図 6.1 3 段階の階層型ファジィ情報路モデルの概念図 
 
 
 
 
 
 
・ 
・ 
・ 
・ 
・ 
・ 
 
 
 
 
メンバーシップ値（μr1jt） 
メンバーシップ値（μr2jk） 選択行動の主体 
ウェイト wr1  i＝1 
ウェイト wr2  i＝2 
 
 
上位選択対象 i＝1 
下位選択対象 t=1 
下位選択対象 t=  
ウェイト wr11 j=1 
 
下位選択対象 t=1  
下位選択対象 t=  
ウェイト wr1n1 j=n1 ・ 
・ 
上位選択対象 i＝2 
下位選択対象 k=1 
下位選択対象 k=β 
ウェイト wr21 j=1 
・ 
・ 
下位選択対象 k=1 
下位選択対象 k=β 
ウェイト wr2n2 j=n2 
 
・ 
・ 
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6.3.2 提案モデルの分析手順 
本章の提案モデル（Model-A と Model-B）の Step1 と Step2 では、それぞれ第 1 階層
の上位選択対象 i に対するウェイト wri（r：選択行動の主体）と第 2 階層の選択要因 j に
対するウェイト wrijを推定する。また、Step3 では、Step1 と Step2 で推定したウェイト
wri，wrijと、第 3 階層の下位選択対象 t（i ＝1 の場合）または k（i ＝2 の場合）に対す
るメンバーシップ値 μrijt，μrijkから、それぞれの下位選択対象に対する満足度を推定する。
さらに、Step4 では、Step3 の下位選択対象 t と k を組み合わせた満足度 Ztkから、各下位
選択対象 t と k の組み合わせに対する選択確率 πtkを推定する。 
 
6.3.3 問題の定式化と解の導出 
6.3.3.1 Model-A（ファジィ・エントロピー：偶然性＋漠然性） 
まず、本章の Model-A では、従来のファジィ情報路モデル5の仮説を基に、下記のよう
な 2 つの仮説を設定する。仮説Ⅰは各選択対象に対する企業外部者の満足感を、また仮説
Ⅱは自由勝手な選択行動を、それぞれ表している。 
 
仮説Ⅰ：企業外部者（消費者や一般投資家等）は、なるべく自身の満足感を高めるよ
う、各特性値（メンバーシップ値の加重平均）をできるだけ小さくするよう
な選択をする。 
仮説Ⅱ：企業外部者（消費者や一般投資家等）は、何の制約もなく自由意思によって、
できるだけ自由勝手な選択をする。 
 
 Model-A では、上記のような 2 つの仮説を、それぞれ平均特性値 L とファジィ・エント
ロピーH によって捉えることにする。ただし、前述の前提条件⑤に従い、仮説Ⅰを「平均
特性値 L を小さくするような選択」として位置づけることにする。 
 
【Step1】第 1 階層の上位選択対象 i に対するウェイト wr1  と wr2 の推定（図 6.2） 
まず、上記の 2 つの仮説に従って、平均特性値 Lrとファジィ・エントロピーHrを、そ
れぞれ(6.1)式と(6.2)式のように定式化する。この平均特性値 Lrは、選択行動の主体 r の感
じる第 1 階層の上位選択対象 i に対する重要性（ウェイト wri）の加重平均を、またファジ
ィ・エントロピーHrは自由勝手な選択行動における「自由勝手さの程度」を表している。 
 



2
1i
ririr wL                                    (6.1) 
    


2
1
2
1
11
i
ririririri
i
ririr wwwH  logloglog  (6.2) 
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ただし、 1
2
1

i
riw ， 
wri：第 1 階層における選択行動主体 r 別の上位選択対象 i
に対するウェイト， 
μri：第 1 階層における選択行動主体 r 別の上位選択対象 i
のメンバーシップ値 
 
ここでは、(6.1)式の平均特性値 Lr をなるべく小さく、かつ(6.2)式のファジィ・エント
ロピーHrをなるべく大きくするようなウェイト wriの推定問題を考えることにする。そこ
で、従来のファジィ情報路モデルと同様、ラグランジュの未定乗数 λrを用いて、(6.3)式の
ように定式化する。 
 
max





 

1
2
1i
rir
r
r
r w
L
H
                           (6.3) 
 
(6.3)式の φrはウェイト wriに関して上に凸であるため、φrを最大化するウェイト wriを
推定すべく、wriで偏微分して 0 とおくと、(6.4)式が得られる。 
 
r
r
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r
L
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 
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               (6.4) 
ただし、    riririririh   1log1log                   
 
図 6.2 第 1 階層目のメンバーシップ値とウェイトの構造図 
 
 
選択行動の主体 
上位選択対象 i＝1 に対する 
メンバーシップ値（μr1） 
上位選択対象 i＝2 に対する 
メンバーシップ値（μr2） 
メンバーシップ値（μr2） 
ウェイト wr1 
ウェイト wr2 
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次に、(6.4)式の両辺に wriを乗じて i について足し込み、その式を整理すると(6.5)式が
得られる。 
 
 
0
1
2


r
r
rrrr
L
LHLH
                    (6.5) 
 
さらに、(6.5)式を λrについて整理すると、λrは(6.6)式のように表される。 
 
r
r
L
1
                                           (6.6) 
 
(6.4)式の λrを消去するために、(6.6)式の λrを(6.4)式に代入すると、(6.7)式のようになる。 
 
 
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
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HLhw log
                         (6.7) 
 
そこで、 (6.7)式を logwriについて整理すると、 
 
ri
r
r
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L
H
hw log
                                (6.8) 
 
となり、(6.8)式の左辺を wriに変換すると、(6.9)式が得られる。 
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r
h
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 ただし、 r
r
L
H
r eu                                              
1
2
1



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r
h riri ue

                                     (6.10) 
 
したがって、(6.10)式を満足する urを数値的に求め、その値を(6.9)式に代入することに
より、wri を推定することができる。(6.9)式と一因子ファジィ情報路モデル6の解、すなわ
ち、 
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iupi
                                             (6.11) 
ただし、 L
H
eu    
 
を比較すると、(6.9)式は、一因子ファジィ情報路モデルの解を exp[hri]で重みづけした式
となっており、(6.11)式の自然な拡張形となっていることがわかる。 
 
【Step2】第 2 階層の選択要因 j に対するウェイト wrijの推定（図 6.3） 
図 6.3 の第 2 階層は、第 1 階層の上位選択対象 i ごとに異なる選択要因 j によって構成
されているが、ここでは簡単のために第 1 階層の要因が 2 つの場合を考えることにする。
ただし、第 1 階層の選択要因数が 3 以上の場合も、i の個数を増加させるだけで、第 1 階
層の選択要因数が 2 のときと全く同じ分析モデルとなる。 
そこで、まず第 1 階層の上位選択対象 i ごとに、第 2 階層の選択要因 j に対するウェイ
ト wrijを推定するために、Step1 と同様の 2 つの仮説を設定し、平均特性値 Lriとファジィ・
エントロピーHri を、それぞれ(6.12)式と(6.13)式のように定式化する。ここで、選択行動
の主体 r の感じる重要性（ウェイト wrij）の平均を上記の平均特性値 Lriによって、また自
由勝手な選択行動における「自由勝手さの程度」をファジィ・エントロピーH riによって、
それぞれ表している。 
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ただし、 1
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j
rijw ， 
wrij：第 2 階層における選択行動主体 r 別の選択要因 j に対
するウェイト， 
μrij：第 2 階層における選択行動主体 r 別の選択要因 j の 
メンバーシップ値  
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ここでは、(6.12)式の平均特性値 Lri をなるべく小さく、かつ(6.13)式のファジィ・エン
トロピーHriをなるべく大きくするようなウェイト wrijの推定問題を考えることにする。そ
こで、Step1 と同様に、ラグランジュの未定乗数 λriを用いて、(6.14)式のように定式化す
る。 
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 (6.14)式の φriについても、Step1 と同様に、wrijに関して上に凸であるため、φriを wrij
で偏微分して 0 とおくと、(6.15)式が得られる。 
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ただし、    rijrijrijrijrijh   11 loglog                  
 
次に、(6.15)式の両辺に wrijを乗じて j について足し込み、それらの式を整理すると(6.16)
式のようになる。 
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図 6.3 第 2 階層目のメンバーシップ値とウェイトの構造 
 
 
上位選択対象 i  
(i＝1,2) 
選択要因 j＝1 に対する 
メンバーシップ値（μri1） 
選択要因 j＝ni に対する 
メンバーシップ値（μrini） 
・ 
・ 
・ 
・ 
・ 
・ 
ウェイト（wri1） 
ウェイト（wrini） 
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さらに、(6.15)式の λriを消去するために、Step1 と同様の手順で変換すると、(6.17)式の
ようになる。 
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rijriririjrij
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                   (6.17) 
 
そこで、(6.17)式を logwrijについて整理すると、 
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L
H
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                                  (6.18) 
 
となり、(6.18)式の左辺を wrijに変換すると、(6.19)式が得られる。 
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 ただし、 ri
ri
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H
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したがって、(6.20)式を満足する uri を数値的に求め、その値を(6.19)式に代入すること
により、ウェイト wrij を推定することができる。(6.19)式と一因子ファジィ情報路モデル
の解(6.11)式を比較すると、(6.19)式は一因子ファジィ情報路モデルの解に exp[hrij]を乗じ
た式となっており、これについても (6.11)式の自然な拡張形となっていることがわかる。 
 
【Step3】下位選択対象 t と k を組み合わせた、選択行動の主体 r 別満足度の算出 
Step3 では、下位選択対象 t（t＝1,2,…, ）と k（k＝1,2,…,β）を組み合わせた拡大推論
をモデル化すべく、選択行動の主体 r 別（r ＝1,2,…,v ）の満足度 Zrtkを(6.21)式のように
定式化する。この(6.21)式に、(6.9)式と(6.19)式で推定したウェイト（wri と wrij）とメン
バーシップ値（μrijtと μrijk）を代入すれば、上記の満足度 Zrtkを推定することができる。 
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さらに、(6.22)式により平均満足度 Ztkを算出することができる。 
 
 
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v
r
rtktk Z
v
Z
1
1
                                        (6.22) 
 
このように、Step1 と Step2 で推定したウェイト（wri と wrij）と、第 3 階層の下位選択
対象 t または k に対するメンバーシップ値（μrijtと μrijk）から、それぞれの下位選択対象
t と k を組み合わせた平均満足度 Ztkが得られるのである。 
 
【Step4】下位選択対象 t と k の選択確率（qtと ptk）の推定（図 6.4） 
次に、下位選択対象 t の選択確率を qt、下位選択対象 t と k の組み合わせに対する選択
確率を ptkとし、Step1 における 2 つの仮説に従って、平均特性値 L とファジィ・エント
ロピーH を、それぞれ(6.23)式と(6.24)式のように定式化する。この平均特性値 L は下位
選択対象 t（t＝1,2,…, ）と k（k＝1,2,…,β）を組み合わせた満足度を、また、ファジィ・
エントロピーH は自由勝手な選択行動における「自由勝手さの程度」を表わしている。 
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ただし、    ttttth  

11 loglog ， 
   tktktktktkh   1log1log ， 
qt：下位選択対象 t の選択確率，  
ptk：下位選択対象 tとkを組み合わせに対する選択確率， 
μtk：下位選択対象 t と k を組み合わせに対するメンバー
シップ値， 
μt：下位選択対象 t の満足度（ 




1k
tkt ）， 
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t pq
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ここで、(6.23)式および(6.24)式における qt と ptkを統合すべく、新たに πtk（＝qt･ptk）
を導入する。そこで、(6.23)式に ptk＝πtk／qtと 
 

 

1 11 t k
tk
t
tq を代入することにより、
これらを統合した平均特性値は(6.25)式のように表される。 
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 (6.24)式もこれと同様に、ptk＝πtk／qtと 
 

 

1 11 t k
tk
t
tq を代入することにより、これら
を統合したファジィ・エントロピーH は(6.26)式のように変換される。 
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 そこで、(6.25)式の平均特性値 L をなるべく小さく、かつ(6.26)式のファジィ・エントロ
ピーH をなるべく大きくするような選択確率 πtkの推定問題を考え、ラグランジュの未定
乗数 λを用いて、(6.27)式のように定式化する。 
 
図 6.4 下位選択対象 t と k の組み合わせに対する選択確率推定の構造 
・
・
・ 
・
・
・ 
選択確率 qt 
選択行動の主体（r） 
選択確率 ptk 
下位選択対象 t (t＝1) 
下位選択対象 t (t＝  ) 
Softbank 
(k=1) 
KDDI 
(k=3) 
下位選択対象 k(k＝1) 
下位選択対象 k (k＝β) 
下位選択対象 k (k＝1) 
下位選択対象 k (k＝β) 
・
・
・
・
・
・ 
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(6.27)式は、πtk に関して上に凸であるため、φを πtk で偏微分して 0 と置き、その式を
整理することにより πtkの解を導くと、(6.28)式のようになる。 
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 ただし、 L
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したがって、(6.29)式を満足する u を数値的に求め、その値を(6.28)式に代入することに
より、上記の選択確率 πtkを推定することができる。すなわち、Step4 のモデルによれば、
選択対象 t と k に関する選択確率の推定という拡大推論を１つのモデルとして記述するこ
とができるのである。 
さらに、(6.28)式と一因子ファジィ情報路モデルの解(6.11)式を比較すると、(6.28)式は
一因子ファジィ情報路モデルの解に対して exp[ht*]と exp[htk]で重みづけをした式となっ
ており、(6.11)式の自然な拡張形となっていることがわかる。 
 
6.3.3.2 Model-B（偶然性－漠然性） 
Model-B では、ファジィ・エントロピーを構成するシャノン・エントロピー（偶然性）
と重みつきメンバーシップ値まわりのエントロピー（漠然性）のうち、後者の符号をマイ
ナスに置き換えた分析モデルを提案していくことにする。これは、企業外部者（消費者や
一般投資家等）の選択行動において、意味面でのあいまいさ（漠然性）をなるべく大きく
するような選択行動（Model-A）のみならず、これをなるべく小さくするような選択行動
をとることも考えられるからである。例えば、なるべく明確な意味を持った回答（選択）
を避け、後に選択の余地を残そうとする行動は、前者のように漠然性を大きくする行動に
相当し、一方なるべく明確な回答（選択）をすることにより、後に解釈の不一致を避けよ
うとする行動は、後者のように漠然性を小さくするような行動に相当する。 
そこで、Model-B では、権・山下7のファジィ情報路モデル（偶然性－漠然性）を基に、
Model-A の(6.2)式と(6.13)式における右辺第 2 項（漠然性，重みつきメンバーシップ値ま
わりのエントロピー）と、(6.24)式における右辺第 3 項と第 4 項（メンバーシップ値まわ
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りのエントロピー）の符号を正から負へと逆転させ、下記のような手順（Step1～Step4）
により、選択確率の推定という拡大推論の解を導くことにする。 
 
【Step1】上位選択対象 i に対するウェイト wr1 と wr2の推定 
まず、Model-A と同様、平均特性値 Lrを (6.30)式のように定式化する。また、Model-A
のファジィ・エントロピーHrにおける第 2 項（重みつきメンバーシップ値まわりのエント
ロピー）の符号を正から負へと置き換え、新たに Hrを(6.31)式のように定式化する。 
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ここでは、(6.30)式の平均特性値 Lr をなるべく小さく、かつ(6.31)式のファジィ・エン
トロピーHrをなるべく大きくするようなウェイト wriの推定問題を考えることにする。そ
こで、ラグランジュの未定乗数 λrを用いて、 (6.32)式のように定式化する。 
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 (6.32)式が最大値を持つとすれば、(6.32)式を wriで偏微分して 0 とおいた(6.33)式を満
足する。 
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ただし、    riririririh   1log1log                   
 
次に、(6.33)式の両辺に wriを乗じて i について足し込み、その式を整理すると(6.34)式
が得られる。 
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さらに、(6.34)式を λrについて整理すると、λrは(6.35)式のように表される。 
 
r
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(6.33)式の λrを消去するために、(6.35)式の λrを(6.33)式に代入すると、(6.36)式のよう
になる。 
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そこで、 (6.36)式を logwriについて整理すると、 
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hw log                                     (6.37) 
 
となり、(6.37)式の左辺を wri に変換すると、(6.38)式が得られる。これにより、Model-A
における(6.9)式の解は、Model-B において(6.38)式の解へと置き換えられる。 
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(6.39)式の左辺は、Ur に関して単調減少であるため、(6.39)式を満足する解が存在する
とすれば、それがただ一つの解であり、その解におけるwriが近傍のwriよりも大きければ、
それが wriの最大値となる。したがって、(6.39)式を満足する Urを数値的に求め、その値
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を(6.38)式に代入することにより、wriを算出することができる。ただし、こうして算出し
た wriが φrの最大値であるかどうかを確認するため、いくつかの wriの近傍に関して φrを
算出し、これらの値よりも上記の Urから求めた wriに関する φrの値の方が大きいことを確
認する必要のあることに注意を要する。 
さらに、(6.38)式の解と一因子ファジィ情報路モデルの解(6.11)式を比較すると、(6.38)
式は一因子ファジィ情報路モデルの解を exp[-hri]で重みづけをした式となっており、(6.11)
式の自然な拡張形となっていることがわかる。 
 
【Step2】第 2 階層の選択要因 j に対するウェイト wrijの推定 
 次に、第 2 階層の選択要因 j に対するウェイト wrijを推定するために、Step1 と同様に、
平均特性値 Lriを (6.40)式のように定式化する。また、Model-A のファジィ・エントロピ
ーHri における第 2 項（重みつきメンバーシップ値まわりのエントロピー）の符号を正か
ら負へと置き換え、新たに Hriを(6.41)式のように定式化する。 
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ここでは、(6.40)式の平均特性値 Lri をなるべく小さく、かつ(6.41)式のファジィ・エン
トロピーHriをなるべく大きくするようなウェイト wrijの推定問題を考えることにする。そ
こで、Step1 と同様に、ラグランジュの未定乗数 λriを用いて、(6.42)式のように定式化す
る。 
 
max1
1








 

in
j
rijri
ri
ri
ri w
L
H
                    (6.42) 
 
(6.42)式が最大値を持つとすれば、Step1 と同様に、(6.42)式を wrijで偏微分して 0 とお
いた(6.43)式を満足する。 
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ただし、    rijrijrijrijrijh   11 loglog                  
 
次に、(6.43)式の両辺に wrijを乗じて j について足し込み、それらの式を整理すると(6.44)
式のようになる。 
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さらに、(6.44)式の λriを消去するために、Step1 と同様の手順で変換すると、(6.45)式の
ようになる。 
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そこで、(6.45)式を logwrijについて整理すると、 
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となり、(6.46)式の左辺を wrijに変換すると、(6.47)式が得られる。これにより、Model-A
における(6.19)式の解は、Model-B において(6.47)式の解へと置き換えられる。 
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(6.48)式の左辺は、Uriに関して単調減少であるため、(6.48)式を満足する解が存在する
とすれば、それがただ一つの解であり、その解における wrijが近傍の wrijよりも大きけれ
ば、それが wrijの最大値となる。したがって、(6.48)式を満足する Uriを数値的に求め、そ
の値を(6.47)式に代入することにより、wrijを算出することができる。ただし、こうして算
出した wrijが φriの最大値であるかどうかを確認するため、いくつかの wrijの近傍に関して
φriを算出し、これらの値よりも上記の Uriから求めた wrijに関する φriの値の方が大きいこ
とを確認する必要のあることに注意を要する。 
さらに、(6.47)式と一因子ファジィ情報路モデルの解(6.11)式を比較すると、(6.47)式は
一因子ファジィ情報路モデルの解に exp[-hrij]を乗じた式となっており、これについても 
(6.11)式の自然な拡張形となっていることがわかる。 
 
【Step3】下位選択対象 t と k を組み合わせた、選択行動の主体 r 別満足度の算出 
Model-B の Step1 と Step2 で、それぞれウェイト wri と wrij を推定すれば、Step3 に
おける満足度 Zrtkは、Model-A の(6.21)式と全く同一の式となるため、平均満足度 Ztkにつ
いても(6.22)式によって表される。そこで、(6.38)式と(6.47)式で推定したウェイト（wri と
wrij）とメンバーシップ値（μrijt と μrijk）を、(6.21)式と(6.22)式に代入することにより、
平均満足度 Ztkを算出することができる。 
 
【Step4】下位選択対象 t と k を組み合わせに対する選択確率（qtと ptk）の推定 
次に、下位選択対象 t の選択確率（qt）と下位選択対象 t に対する下位選択対象 k の選
択確率（ptk）を推定するために、平均特性値 L を (6.49)式のように定式化する。また、
Model-A（Step4）のファジィ・エントロピーH における第 3 項と第 4 項（メンバーシッ
プ値まわりのエントロピー）の符号を正から負へと置き換え、新たに H を(6.50)式のよう
に定式化する。 
 

 
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1 11 t k
tktktt
t
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1 111 11
loglog
t k
tktkt
t
tt
t k
tktkt
t
tt hpqhqppqqqH (6.50) 
 
ここで、Model-A と同様に、(6.49)式および(6.50)式における qtと ptkを統合すべく、新
たに πtk（＝qt･ptk）を導入すると、平均特性値 L とファジィ・エントロピーH は、それぞ
れ(6.51)式と(6.52)式のように表される。 
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 そこで、(6.51)式の平均特性値 L をなるべく小さく、かつ(6.52)式のファジィ・エントロ
ピーH をなるべく大きくするような選択確率 πtkの推定問題を考え、ラグランジュの未定
乗数 λを用いて、(6.53)式のように定式化する。 
 
max1
1 1






 
 
 

t k
tk
L
H
             (6.53) 
 
(6.53)式が最大値を持つとすれば、Step1 と同様に、(6.53)式を πtkで偏微分して 0 とお
いた方程式を満足する。そこで、その方程式を整理することにより πtkの解を導くと、(6.54)
式のようになる。これにより、Model-A における(6.28)式の解は、Model-B において(6.54)
式の解へと置き換えられる。    
 
 
 tkttkt Uee
hh
tk
  

                      (6.54) 
 ただし、 L
H
eU   
 
1
1 1

 
 
 

t k
hh tkttkt Uee
                   (6.55) 
 
(6.55)式の左辺は、U に関して単調減少であるため、(6.55)式を満足する解が存在すると
すれば、それがただ一つの解であり、その解における πtk が近傍の πtkよりも大きければ、
それが πtk の最大値となる。したがって、(6.55)式を満足する U を数値的に求め、その値
を(6.54)式に代入することにより、πtk を算出することができる。ただし、こうして算出し
た πtkが φの最大値であるかどうかを確認するため、いくつかの πtkの近傍に関して φを算
出し、これらの値よりも上記の U から求めた πtkに関する φの値の方が大きいことを確認
する必要のあることに注意を要する。 
さらに、(6.54)式と一因子ファジィ情報路モデルの解(6.11)式を比較すると、(6.54)式は
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一因子ファジィ情報路モデルの解を exp[-ht*]と exp[-htk]で重みづけした式となっており、
(6.11)式の自然な拡張形となっていることがわかる。 
 
6.4 提案モデルの実証分析 
 
ここでは、消費者（企業外部者）の選択行動に関する研究者やアナリスト等（企業外部
者）の拡大推論をモデル化した本章の提案モデル（Model-A と Model-B）の適用例として、
大学生（企業外部者）によるスマートフォン（多機能携帯電話）の選択行動を、研究者や
アナリスト等（企業外部者）が拡大推論しようとする場面を設定し、その実証分析を試み
ることにする。したがって、こうした企業外部者の行動は、限られた情報のみで結論（選
択確率）を導き出さなければならないという意味で、まさしく本研究で論じる「拡大推論」
なのである。 
そこで、大学生に対して携帯端末8と通信会社9のアンケート調査（図 6.6-1～図 6.6-3 の
アンケート調査票を用いた調査）を行い、その結果（回答者数 73 名：男性 44 名，女性
29 名）を基に、携帯端末 t と通信会社 k の組み合わせに対する選択確率 πtk（図 6.5）を推
定することを試みる。さらに、推定した選択確率 πtk と実際の選択確率（アンケート調査
の実績値）を比較することにより、提案モデルの妥当性について検討していくことにする。 
 
6.4.1 実証分析の概要 
まず、大学生に対して 30 項目（例えば、操作性やアプリケーションの充実度）の質問
を提示し、携帯端末および通信会社を選択する際に、それぞれの項目をどの程度重視する
かについての特性値（表 6.1～表 6.3）を答えてもらうことにする。この値は、「重視する
項目の集合」というファジィ集合に対するメンバーシップ値（帰属度）を意味する。 
その上で、これらの特性値を用いて、本章の提案モデル（Model-A と Model-B）の実証
分析を行うことにする。これにより、携帯端末 t と通信会社 k の組み合わせに対する選択
確率 πtkを推定する。ただし、通常のファジィ情報路モデル10における特性値は、これが小
さいほど良い状態を意味するが、本章における特性値 δ（帰属度）は大きいほど良い状態
を意味するため、本章の提案モデルでは上記の δをメンバーシップ値 μ（μ＝1－δ）へと置
き換え、この μ を用いて携帯端末 t と通信会社 k の組み合わせに対する選択確率 πtkを推
定していくことにする。 
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行動主体 
ウェイト wr1 
ウェイト wr2 
携帯端末 i＝1 
iPhone t＝1 
Android t＝2 
選択要因 j=1 の 
ウェイト wr11 
iPhone t＝1 
Android t＝2 
選択要因 j＝8 の 
ウェイト wr18 
通信会社 i＝2 
NTT ドコモ k＝1 
ソフトバンク k＝2 
KDDI  k＝3 
選択要因 j＝1 の 
ウェイト wr21 
NTT ドコモ k＝1 
ソフトバンク k＝2 
KDDI  k＝3 
選択要因 j＝6 の
ウェイト wr26 
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回答者（r） 
 
 
 
 
 
図 6.5 スマートフォンの選択確率推定の概念図 
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No. 性別 Q1 Q2 Q11 Q12 Q13 Q14 Q15 Q16 Q17 Q18 Q21 Q22 Q23 Q24 Q25 Q26
1 男性 0.7 0.7 0.9 0.3 0.5 0.5 0.7 0.9 0.3 0.7 0.7 0.7 0.7 0.9 0.5 0.7
2 男性 0.9 0.7 0.9 0.7 0.7 0.9 0.9 0.7 0.1 0.3 0.7 0.7 0.7 0.9 0.5 0.9
3 女性 0.9 0.5 0.9 0.7 0.5 0.9 0.5 0.5 0.7 0.9 0.9 0.5 0.9 0.5 0.7 0.9
4 男性 0.7 0.5 0.7 0.7 0.5 0.5 0.9 0.3 0.7 0.7 0.5 0.5 0.7 0.5 0.3 0.9
5 女性 0.9 0.7 0.9 0.9 0.9 0.9 0.5 0.7 0.9 0.9 0.9 0.5 0.9 0.9 0.5 0.9
6 女性 0.7 0.7 0.9 0.9 0.9 0.9 0.7 0.7 0.7 0.7 0.9 0.7 0.9 0.9 0.7 0.9
7 女性 0.9 0.7 0.9 0.7 0.7 0.9 0.7 0.9 0.5 0.5 0.9 0.1 0.9 0.7 0.7 0.9
8 女性 0.7 0.7 0.9 0.5 0.1 0.1 0.1 0.7 0.5 0.5 0.9 0.7 0.9 0.9 0.1 0.7
9 男性 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5
10 女性 0.9 0.7 0.9 0.7 0.7 0.5 0.5 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.5 0.7
11 男性 0.9 0.7 0.9 0.7 0.5 0.7 0.1 0.9 0.1 0.1 0.9 0.5 0.9 0.9 0.9 0.9
12 男性 0.7 0.9 0.9 0.7 0.5 0.7 0.5 0.9 0.5 0.5 0.9 0.1 0.9 0.9 0.1 0.1
13 男性 0.9 0.7 0.9 0.7 0.5 0.9 0.7 0.3 0.3 0.7 0.7 0.9 0.7 0.7 0.7 0.9
14 女性 0.7 0.9 0.9 0.7 0.7 0.5 0.3 0.9 0.7 0.9 0.9 0.9 0.9 0.7 0.5 0.9
15 女性 0.9 0.7 0.9 0.9 0.9 0.9 0.9 0.9 0.7 0.7 0.9 0.9 0.9 0.9 0.9 0.9
16 男性 0.7 0.9 0.7 0.9 0.7 0.7 0.7 0.5 0.5 0.3 0.7 0.9 0.7 0.5 0.7 0.5
17 男性 0.9 0.5 0.9 0.7 0.7 0.7 0.7 0.5 0.9 0.1 0.9 0.3 0.9 0.3 0.7 0.7
18 男性 0.9 0.3 0.9 0.1 0.3 0.7 0.1 0.7 0.9 0.5 0.7 0.9 0.7 0.5 0.3 0.9
19 男性 0.5 0.5 0.9 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.9 0.7 0.7 0.7 0.5 0.7
20 男性 0.9 0.7 0.9 0.7 0.5 0.7 0.7 0.7 0.5 0.7 0.7 0.5 0.9 0.7 0.7 0.9
21 男性 0.1 0.1 0.9 0.9 0.7 0.9 0.5 0.5 0.5 0.5 0.9 0.1 0.9 0.1 0.1 0.1
22 女性 0.7 0.5 0.7 0.5 0.5 0.7 0.7 0.7 0.1 0.5 0.7 0.1 0.7 0.7 0.5 0.7
23 女性 0.9 0.7 0.9 0.7 0.5 0.3 0.7 0.9 0.5 0.3 0.9 0.7 0.7 0.9 0.3 0.7
24 女性 0.7 0.7 0.7 0.5 0.7 0.7 0.7 0.7 0.7 0.5 0.9 0.9 0.7 0.9 0.5 0.5
25 男性 0.5 0.7 0.7 0.5 0.5 0.5 0.3 0.7 0.7 0.5 0.7 0.5 0.7 0.7 0.7 0.5
26 女性 0.5 0.5 0.9 0.7 0.5 0.7 0.7 0.9 0.1 0.1 0.9 0.1 0.7 0.5 0.7 0.1
27 女性 0.9 0.5 0.7 0.7 0.1 0.7 0.5 0.9 0.5 0.5 0.7 0.5 0.7 0.9 0.7 0.9
28 女性 0.7 0.7 0.7 0.5 0.7 0.7 0.5 0.9 0.5 0.5 0.9 0.7 0.9 0.9 0.5 0.7
29 男性 0.7 0.7 0.7 0.9 0.5 0.9 0.9 0.7 0.9 0.1 0.9 0.9 0.9 0.7 0.7 0.7
30 男性 0.5 0.7 0.9 0.7 0.7 0.7 0.9 0.5 0.5 0.5 0.7 0.7 0.7 0.5 0.7 0.7
31 男性 0.7 0.7 0.9 0.7 0.3 0.7 0.5 0.5 0.5 0.5 0.7 0.7 0.7 0.5 0.5 0.5
32 男性 0.7 0.7 0.9 0.5 0.9 0.7 0.7 0.9 0.5 0.5 0.9 0.9 0.9 0.7 0.5 0.7
33 男性 0.9 0.7 0.9 0.3 0.7 0.3 0.7 0.1 0.3 0.1 0.7 0.5 0.7 0.5 0.7 0.7
34 男性 0.9 0.5 0.5 0.7 0.7 0.5 0.9 0.7 0.9 0.3 0.7 0.9 0.9 0.9 0.3 0.9
35 男性 0.9 0.9 0.9 0.5 0.1 0.9 0.9 0.3 0.9 0.9 0.9 0.5 0.7 0.9 0.7 0.9
36 男性 0.9 0.3 0.7 0.3 0.3 0.7 0.9 0.9 0.1 0.3 0.9 0.5 0.9 0.7 0.5 0.7
37 女性 0.5 0.5 0.7 0.7 0.5 0.7 0.5 0.9 0.5 0.9 0.7 0.5 0.9 0.7 0.5 0.7
38 女性 0.9 0.7 0.9 0.9 0.9 0.9 0.1 0.5 0.5 0.5 0.9 0.1 0.9 0.9 0.5 0.7
39 女性 0.7 0.7 0.9 0.9 0.7 0.7 0.9 0.7 0.5 0.7 0.9 0.7 0.7 0.9 0.9 0.9
40 女性 0.9 0.5 0.7 0.7 0.5 0.7 0.5 0.7 0.5 0.5 0.9 0.7 0.9 0.9 0.5 0.9
41 女性 0.7 0.9 0.7 0.3 0.7 0.5 0.5 0.7 0.3 0.1 0.9 0.9 0.9 0.9 0.5 0.9
42 女性 0.9 0.7 0.7 0.5 0.5 0.5 0.3 0.5 0.3 0.3 0.9 0.7 0.9 0.7 0.7 0.7
43 男性 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.9 0.3 0.3 0.7 0.9 0.7 0.9 0.9 0.9
44 女性 0.7 0.5 0.9 0.5 0.7 0.7 0.5 0.5 0.9 0.3 0.9 0.5 0.9 0.7 0.7 0.1
45 女性 0.9 0.9 0.9 0.7 0.9 0.9 0.7 0.9 0.5 0.3 0.9 0.9 0.9 0.9 0.5 0.9
46 男性 0.7 0.9 0.9 0.1 0.5 0.9 0.1 0.9 0.9 0.9 0.9 0.5 0.9 0.9 0.7 0.3
47 男性 0.9 0.7 0.9 0.9 0.7 0.9 0.5 0.9 0.9 0.1 0.9 0.9 0.9 0.9 0.5 0.7
48 男性 0.9 0.7 0.7 0.5 0.9 0.7 0.7 0.9 0.3 0.1 0.9 0.9 0.7 0.7 0.1 0.9
49 男性 0.9 0.7 0.7 0.9 0.9 0.7 0.5 0.9 0.7 0.5 0.9 0.5 0.9 0.9 0.3 0.7
50 男性 0.9 0.7 0.7 0.7 0.7 0.1 0.9 0.3 0.7 0.1 0.7 0.9 0.7 0.3 0.9 0.1
51 男性 0.7 0.5 0.7 0.5 0.5 0.5 0.1 0.7 0.3 0.3 0.7 0.7 0.7 0.7 0.3 0.3
52 女性 0.7 0.5 0.5 0.3 0.7 0.3 0.3 0.5 0.7 0.7 0.7 0.9 0.7 0.7 0.3 0.3
53 男性 0.7 0.7 0.9 0.7 0.9 0.9 0.7 0.9 0.5 0.5 0.7 0.7 0.7 0.7 0.5 0.9
54 男性 0.9 0.7 0.7 0.7 0.5 0.5 0.5 0.9 0.7 0.3 0.7 0.9 0.7 0.7 0.5 0.7
55 男性 0.5 0.5 0.7 0.7 0.7 0.9 0.7 0.9 0.7 0.5 0.9 0.9 0.9 0.9 0.7 0.7
56 女性 0.7 0.9 0.9 0.7 0.7 0.3 0.7 0.3 0.3 0.3 0.9 0.5 0.9 0.5 0.5 0.9
57 女性 0.7 0.7 0.9 0.9 0.7 0.7 0.9 0.7 0.7 0.5 0.9 0.7 0.9 0.9 0.9 0.9
58 男性 0.7 0.3 0.9 0.9 0.9 0.7 0.3 0.7 0.3 0.3 0.1 0.9 0.1 0.1 0.1 0.9
59 男性 0.9 0.7 0.9 0.9 0.7 0.9 0.5 0.7 0.7 0.5 0.9 0.7 0.7 0.9 0.5 0.7
60 男性 0.9 0.3 0.9 0.7 0.7 0.5 0.3 0.7 0.9 0.1 0.9 0.7 0.7 0.5 0.5 0.3
61 女性 0.9 0.9 0.9 0.7 0.3 0.9 0.1 0.9 0.3 0.7 0.9 0.1 0.9 0.9 0.7 0.1
62 男性 0.5 0.5 0.7 0.9 0.5 0.9 0.3 0.9 0.1 0.3 0.9 0.3 0.7 0.9 0.1 0.1
63 女性 0.5 0.3 0.7 0.3 0.3 0.5 0.3 0.7 0.7 0.7 0.9 0.5 0.7 0.7 0.5 0.7
64 男性 0.9 0.3 0.9 0.5 0.3 0.5 0.7 0.3 0.3 0.5 0.5 0.7 0.5 0.7 0.5 0.9
65 男性 0.7 0.3 0.9 0.3 0.3 0.7 0.3 0.3 0.5 0.5 0.7 0.7 0.5 0.5 0.3 0.9
66 男性 0.9 0.7 0.9 0.7 0.1 0.9 0.1 0.5 0.3 0.1 0.9 0.9 0.9 0.7 0.1 0.9
67 男性 0.5 0.7 0.9 0.5 0.5 0.7 0.7 0.7 0.7 0.5 0.9 0.7 0.7 0.7 0.3 0.7
68 男性 0.5 0.3 0.7 0.7 0.3 0.5 0.5 0.7 0.3 0.3 0.7 0.3 0.7 0.7 0.1 0.7
69 女性 0.7 0.9 0.7 0.3 0.7 0.7 0.7 0.9 0.7 0.1 0.9 0.7 0.9 0.9 0.7 0.1
70 男性 0.9 0.9 0.9 0.9 0.5 0.7 0.9 0.1 0.3 0.5 0.9 0.9 0.9 0.7 0.7 0.9
71 男性 0.9 0.5 0.7 0.7 0.3 0.5 0.9 0.5 0.3 0.1 0.5 0.9 0.5 0.5 0.5 0.7
72 女性 0.9 0.7 0.9 0.3 0.7 0.9 0.5 0.5 0.9 0.3 0.7 0.9 0.9 0.7 0.5 0.9
73 男性 0.5 0.7 0.5 0.3 0.7 0.5 0.1 0.7 0.1 0.1 0.5 0.9 0.7 0.5 0.7 0.9
表 6.1 アンケート調査データ（携帯端末の選択理由についての特性値 δrij） 
147 
 
 
 
 
iPhone Android その他 iPhone Android その他 iPhone Android その他 iPhone Android その他 iPhone Android その他 iPhone Android その他 iPhone Android その他 iPhone Android その他
1 男性 0.7 0.3 0.9 0.7 0.9 0.7 0.3 0.7 0.9 0.7 0.7 0.1 0.5 0.7 0.5 0.5 0.3 0.7 0.7 0.5 0.3 0.3 0.7 0.5
2 男性 0.9 0.3 0.3 0.9 0.9 0.1 0.3 0.7 0.9 0.9 0.7 0.1 0.9 0.7 0.3 0.5 0.5 0.7 0.5 0.9 0.1 0.9 0.3 0.1
3 女性 0.7 0.3 0.1 0.7 0.5 0.1 0.1 0.9 0.9 0.9 0.7 0.1 0.9 0.5 0.5 0.1 0.3 0.7 0.9 0.5 0.5 0.9 0.5 0.5
4 男性 0.9 0.7 0.3 0.7 0.7 0.1 0.1 0.9 0.5 0.5 0.5 0.1 0.9 0.7 0.5 0.3 0.3 0.5 0.7 0.7 0.5 0.9 0.3 0.1
5 女性 0.9 0.7 0.5 0.9 0.9 0.5 0.1 0.9 0.9 0.9 0.9 0.3 0.9 0.9 0.5 0.1 0.3 0.7 0.7 0.7 0.5 0.9 0.7 0.3
6 女性 0.9 0.5 0.1 0.9 0.5 0.1 0.9 0.5 0.7 0.9 0.5 0.1 0.9 0.5 0.1 0.1 0.5 0.9 0.9 0.5 0.1 0.9 0.5 0.1
7 女性 0.9 0.9 0.5 0.7 0.9 0.7 0.3 0.9 0.9 0.9 0.7 0.3 0.9 0.7 0.3 0.1 0.3 0.7 0.7 0.9 0.5 0.9 0.7 0.7
8 女性 0.9 0.1 0.1 0.9 0.7 0.1 0.9 0.7 0.5 0.9 0.7 0.1 0.9 0.1 0.1 0.1 0.1 0.3 0.5 0.5 0.5 0.1 0.1 0.1
9 男性 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5
10 女性 0.9 0.1 0.7 0.7 0.7 0.5 0.9 0.7 0.5 0.7 0.7 0.7 0.9 0.5 0.5 0.5 0.7 0.9 0.9 0.3 0.1 0.5 0.5 0.5
11 男性 0.9 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5
12 男性 0.7 0.5 0.9 0.3 0.9 0.5 0.1 0.9 0.9 0.9 0.9 0.1 0.5 0.5 0.5 0.3 0.7 0.9 0.1 0.9 0.1 0.3 0.5 0.5
13 男性 0.7 0.3 0.5 0.7 0.5 0.3 0.3 0.7 0.7 0.9 0.7 0.5 0.9 0.5 0.5 0.5 0.5 0.5 0.5 0.7 0.3 0.7 0.5 0.3
14 女性 0.9 0.5 0.3 0.9 0.7 0.3 0.5 0.9 0.7 0.9 0.7 0.3 0.9 0.7 0.3 0.1 0.3 0.9 0.9 0.7 0.5 0.9 0.5 0.7
15 女性 0.7 0.7 0.5 0.7 0.7 0.5 0.7 0.9 0.7 0.7 0.7 0.1 0.5 0.7 0.5 0.5 0.5 0.5 0.5 0.7 0.3 0.9 0.7 0.3
16 男性 0.9 0.7 0.5 0.9 0.7 0.3 0.5 0.9 0.7 0.9 0.9 0.3 0.9 0.7 0.7 0.5 0.7 0.9 0.7 0.7 0.5 0.3 0.3 0.7
17 男性 0.9 0.3 0.3 0.7 0.5 0.1 0.7 0.7 0.9 0.9 0.7 0.3 0.9 0.7 0.3 0.1 0.5 0.9 0.3 0.9 0.1 0.9 0.5 0.1
18 男性 0.7 0.5 0.5 0.1 0.7 0.3 0.1 0.9 0.9 0.9 0.9 0.1 0.9 0.7 0.5 0.7 0.3 0.3 0.9 0.9 0.5 0.3 0.9 0.9
19 男性 0.7 0.7 0.7 0.7 0.7 0.5 0.7 0.7 0.7 0.7 0.7 0.3 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5
20 男性 0.9 0.3 0.5 0.7 0.9 0.5 0.7 0.9 0.9 0.9 0.9 0.7 0.9 0.7 0.5 0.5 0.5 0.5 0.5 0.9 0.5 0.7 0.5 0.5
21 男性 0.9 0.5 0.3 0.7 0.3 0.3 0.9 0.5 0.3 0.9 0.5 0.1 0.9 0.5 0.1 0.7 0.5 0.3 0.9 0.7 0.3 0.7 0.5 0.1
22 女性 0.9 0.3 0.1 0.9 0.7 0.1 0.1 0.7 0.7 0.9 0.7 0.3 0.9 0.3 0.1 0.5 0.7 0.9 0.7 0.7 0.3 0.9 0.9 0.1
23 女性 0.9 0.7 0.5 0.7 0.5 0.3 0.3 0.9 0.5 0.7 0.7 0.3 0.9 0.7 0.5 0.9 0.5 0.7 0.7 0.7 0.5 0.7 0.5 0.5
24 女性 0.7 0.7 0.7 0.7 0.5 0.5 0.7 0.9 0.9 0.7 0.9 0.3 0.7 0.5 0.5 0.5 0.5 0.9 0.7 0.7 0.5 0.9 0.7 0.3
25 男性 0.7 0.5 0.3 0.7 0.7 0.5 0.3 0.5 0.7 0.5 0.5 0.4 0.7 0.5 0.3 0.7 0.3 0.1 0.7 0.5 0.3 0.5 0.7 0.7
26 女性 0.7 0.3 0.5 0.5 0.7 0.3 0.9 0.3 0.3 0.9 0.7 0.1 0.9 0.5 0.7 0.1 0.9 0.9 0.5 0.9 0.3 0.1 0.7 0.7
27 女性 0.9 0.5 0.7 0.7 0.5 0.7 0.1 0.7 0.9 0.9 0.7 0.1 0.7 0.5 0.9 0.7 0.7 0.9 0.7 0.5 0.7 0.7 0.5 0.5
28 女性 0.9 0.7 0.7 0.9 0.7 0.7 0.1 0.7 0.9 0.9 0.5 0.1 0.5 0.3 0.7 0.3 0.3 0.7 0.3 0.5 0.5 0.3 0.3 0.3
29 男性 0.9 0.5 0.7 0.7 0.5 0.3 0.7 0.5 0.7 0.9 0.3 0.1 0.7 0.5 0.3 0.3 0.5 0.7 0.7 0.5 0.3 0.1 0.1 0.1
30 男性 0.9 0.7 0.5 0.7 0.5 0.3 0.5 0.7 0.5 0.7 0.7 0.3 0.7 0.7 0.5 0.3 0.3 0.5 0.5 0.5 0.5 0.7 0.5 0.3
31 男性 0.7 0.7 0.7 0.7 0.5 0.5 0.3 0.7 0.5 0.9 0.5 0.5 0.7 0.5 0.5 0.5 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5
32 男性 0.9 0.7 0.5 0.7 0.7 0.5 0.7 0.7 0.7 0.7 0.7 0.3 0.9 0.7 0.5 0.9 0.7 0.7 0.7 0.9 0.9 0.7 0.7 0.5
33 男性 0.9 0.5 0.7 0.5 0.9 0.3 0.7 0.9 0.5 0.5 0.7 0.1 0.9 0.5 0.1 0.5 0.5 0.9 0.5 0.7 0.1 0.9 0.7 0.1
34 男性 0.9 0.7 0.5 0.7 0.9 0.7 0.5 0.9 0.9 0.9 0.9 0.5 0.1 0.9 0.5 0.3 0.3 0.7 0.1 0.9 0.1 0.7 0.9 0.7
35 男性 0.9 0.1 0.5 0.7 0.9 0.5 0.1 0.9 0.5 0.9 0.7 0.5 0.9 0.3 0.5 0.1 0.5 0.5 0.9 0.5 0.5 0.9 0.3 0.5
36 男性 0.9 0.3 0.5 0.7 0.9 0.3 0.1 0.9 0.5 0.9 0.3 0.1 0.9 0.7 0.7 0.7 0.7 0.9 0.3 0.9 0.1 0.9 0.3 0.7
37 女性 0.5 0.5 0.7 0.7 0.5 0.3 0.3 0.7 0.7 0.9 0.7 0.5 0.7 0.7 0.5 0.1 0.3 0.5 0.5 0.5 0.5 0.3 0.3 0.5
38 女性 0.7 0.9 0.5 0.9 0.7 0.5 0.9 0.7 0.1 0.9 0.7 0.1 0.7 0.9 0.5 0.3 0.5 0.7 0.9 0.7 0.1 0.9 0.9 0.1
39 女性 0.9 0.3 0.3 0.9 0.7 0.3 0.9 0.7 0.7 0.9 0.7 0.1 0.9 0.5 0.5 0.1 0.3 0.5 0.9 0.7 0.3 0.9 0.5 0.1
40 女性 0.9 0.7 0.7 0.7 0.7 0.7 0.9 0.9 0.7 0.9 0.9 0.5 0.7 0.7 0.7 0.1 0.1 0.9 0.7 0.7 0.5 0.7 0.7 0.5
41 女性 0.5 0.7 0.7 0.5 0.5 0.3 0.1 0.7 0.7 0.5 0.7 0.1 0.3 0.7 0.5 0.3 0.5 0.7 0.5 0.5 0.3 0.7 0.3 0.1
42 女性 0.7 0.7 0.7 0.5 0.7 0.9 0.3 0.7 0.5 0.7 0.7 0.3 0.5 0.5 0.5 0.5 0.5 0.5 0.7 0.5 0.3 0.5 0.5 0.5
43 男性 0.9 0.7 0.3 0.9 0.9 0.3 0.1 0.9 0.9 0.9 0.7 0.5 0.5 0.5 0.5 0.9 0.3 0.5 0.9 0.3 0.1 0.9 0.7 0.1
44 女性 0.5 0.7 0.7 0.7 0.7 0.5 0.1 0.9 0.7 0.7 0.9 0.3 0.9 0.9 0.5 0.3 0.3 0.7 0.3 0.9 0.1 0.5 0.5 0.3
45 女性 0.9 0.9 0.7 0.9 0.9 0.3 0.1 0.9 0.9 0.9 0.9 0.1 0.9 0.9 0.9 0.1 0.7 0.9 0.9 0.5 0.5 0.7 0.7 0.3
46 男性 0.7 0.3 0.7 0.7 0.7 0.5 0.1 0.9 0.5 0.9 0.9 0.3 0.3 0.5 0.5 0.1 0.3 0.9 0.1 0.9 0.5 0.5 0.5 0.5
47 男性 0.9 0.7 0.5 0.7 0.9 0.5 0.7 0.9 0.7 0.9 0.9 0.3 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.9 0.5 0.3
48 男性 0.5 0.7 0.7 0.9 0.7 0.3 0.1 0.7 0.9 0.9 0.7 0.1 0.9 0.7 0.7 0.1 0.3 0.7 0.3 0.7 0.7 0.5 0.5 0.5
49 男性 0.9 0.7 0.3 0.1 0.9 0.7 0.3 0.7 0.9 0.9 0.7 0.5 0.9 0.9 0.5 0.1 0.1 0.1 0.3 0.7 0.5 0.7 0.5 0.5
50 男性 0.3 0.9 0.5 0.1 0.9 0.1 0.1 0.9 0.7 0.1 0.5 0.1 0.1 0.9 0.7 0.5 0.1 0.1 0.1 0.9 0.1 0.5 0.5 0.1
51 男性 0.7 0.7 0.7 0.9 0.9 0.5 0.1 0.7 0.7 0.9 0.9 0.5 0.5 0.5 0.5 0.5 0.3 0.7 0.9 0.7 0.5 0.7 0.5 0.5
52 女性 0.7 0.7 0.7 0.9 0.7 0.5 0.3 0.7 0.9 0.9 0.7 0.3 0.5 0.7 0.7 0.5 0.5 0.7 0.7 0.7 0.5 0.5 0.7 0.3
53 男性 0.7 0.7 0.5 0.7 0.7 0.3 0.1 0.7 0.5 0.9 0.7 0.3 0.5 0.7 0.5 0.3 0.3 0.9 0.7 0.7 0.5 0.5 0.5 0.5
54 男性 0.7 0.7 0.5 0.7 0.9 0.3 0.5 0.7 0.7 0.7 0.7 0.3 0.7 0.7 0.3 0.9 0.7 0.7 0.7 0.9 0.3 0.9 0.5 0.5
55 男性 0.7 0.7 0.9 0.7 0.7 0.5 0.7 0.7 0.9 0.9 0.9 0.5 0.7 0.7 0.7 0.3 0.3 0.3 0.7 0.3 0.7 0.3 0.3 0.3
56 女性 0.9 0.5 0.5 0.9 0.7 0.5 0.1 0.9 0.9 0.9 0.9 0.1 0.9 0.5 0.5 0.3 0.3 0.7 0.7 0.7 0.3 0.7 0.7 0.3
57 女性 0.5 0.7 0.5 0.7 0.7 0.5 0.3 0.9 0.3 0.7 0.5 0.1 0.7 0.7 0.3 0.7 0.5 0.7 0.9 0.3 0.1 0.9 0.3 0.1
58 男性 0.1 0.9 0.5 0.3 0.7 0.5 0.1 0.9 0.9 0.3 0.7 0.3 0.7 0.9 0.7 0.5 0.5 0.5 0.1 0.9 0.7 0.9 0.1 0.7
59 男性 0.9 0.5 0.9 0.7 0.9 0.7 0.3 0.9 0.5 0.9 0.7 0.5 0.9 0.7 0.9 0.3 0.7 0.3 0.5 0.9 0.5 0.7 0.3 0.5
60 男性 0.3 0.9 0.7 0.3 0.5 0.3 0.1 0.9 0.9 0.7 0.3 0.3 0.5 0.5 0.5 0.3 0.5 0.7 0.7 0.5 0.1 0.9 0.3 0.5
61 女性 0.9 0.7 0.5 0.9 0.9 0.1 0.1 0.9 0.7 0.9 0.7 0.1 0.9 0.5 0.5 0.1 0.1 0.7 0.5 0.9 0.1 0.9 0.5 0.1
62 男性 0.3 0.7 0.3 0.7 0.9 0.3 0.1 0.7 0.9 0.9 0.7 0.1 0.7 0.9 0.5 0.3 0.1 0.9 0.3 0.5 0.9 0.7 0.9 0.3
63 女性 0.9 0.5 0.5 0.7 0.7 0.3 0.5 0.7 0.9 0.7 0.7 0.3 0.7 0.5 0.7 0.5 0.5 0.5 0.9 0.5 0.7 0.9 0.5 0.9
64 男性 0.7 0.5 0.3 0.3 0.9 0.5 0.1 0.9 0.9 0.7 0.9 0.3 0.9 0.5 0.5 0.5 0.5 0.5 0.3 0.9 0.3 0.9 0.7 0.3
65 男性 0.7 0.3 0.5 0.3 0.5 0.5 0.1 0.9 0.9 0.9 0.7 0.1 0.3 0.1 0.5 0.3 0.3 0.7 0.3 0.9 0.1 0.9 0.3 0.1
66 男性 0.7 0.7 0.9 0.7 0.9 0.9 0.1 0.9 0.7 0.7 0.9 0.5 0.9 0.9 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5
67 男性 0.7 0.3 0.5 0.5 0.5 0.5 0.3 0.7 0.7 0.7 0.7 0.1 0.7 0.3 0.5 0.3 0.3 0.5 0.5 0.7 0.5 0.5 0.5 0.5
68 男性 0.7 0.7 0.3 0.7 0.7 0.3 0.1 0.5 0.7 0.7 0.7 0.3 0.5 0.5 0.5 0.3 0.3 0.7 0.7 0.7 0.5 0.7 0.3 0.7
69 女性 0.7 0.3 0.9 0.9 0.3 0.3 0.3 0.3 0.7 0.9 0.1 0.5 0.7 0.7 0.3 0.1 0.1 0.5 0.7 0.7 0.1 0.7 0.3 0.9
70 男性 0.9 0.3 0.5 0.1 0.9 0.7 0.9 0.9 0.9 0.9 0.3 0.1 0.9 0.3 0.5 0.5 0.5 0.1 0.7 0.9 0.5 0.9 0.7 0.3
71 男性 0.7 0.7 0.3 0.7 0.9 0.1 0.3 0.9 0.5 0.7 0.9 0.1 0.9 0.5 0.5 0.5 0.5 0.7 0.5 0.7 0.1 0.7 0.9 0.5
72 女性 0.7 0.7 0.7 0.3 0.3 0.7 0.7 0.7 0.7 0.9 0.9 0.5 0.7 0.7 0.7 0.1 0.1 0.3 0.7 0.9 0.5 0.9 0.9 0.7
73 男性 0.9 0.7 0.9 0.7 0.7 0.9 0.3 0.7 0.9 0.9 0.9 0.7 0.9 0.5 0.7 0.3 0.5 0.9 0.3 0.3 0.5 0.7 0.1 0.9
性別No.
Q11 Q12 Q13 Q14 Q15 Q16 Q17 Q18
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NTTドコモ ソフトバンク KDDI NTTドコモ ソフトバンク KDDI NTTドコモ ソフトバンク KDDI NTTドコモ ソフトバンク KDDI NTTドコモ ソフトバンク KDDI NTTドコモ ソフトバンク KDDI
1 男性 0.7 0.7 0.7 0.7 0.3 0.3 0.7 0.7 0.3 0.1 0.1 0.1 0.7 0.7 0.3 0.7 0.5 0.7
2 男性 0.7 0.5 0.5 0.5 0.5 0.5 0.7 0.7 0.7 0.5 0.5 0.5 0.7 0.7 0.5 0.7 0.7 0.9
3 女性 0.5 0.3 0.9 0.5 0.5 0.9 0.7 0.7 0.9 0.5 0.5 0.5 0.5 0.5 0.5 0.1 0.1 0.9
4 男性 0.5 0.9 0.7 0.5 0.5 0.1 0.5 0.9 0.7 0.5 0.5 0.5 0.5 0.7 0.5 0.5 0.5 0.9
5 女性 0.9 0.1 0.5 0.1 0.5 0.9 0.5 0.5 0.5 0.1 0.1 0.1 0.5 0.5 0.5 0.3 0.7 0.5
6 女性 0.3 0.7 0.9 0.9 0.5 0.9 0.5 0.7 0.9 0.1 0.1 0.1 0.3 0.3 0.3 0.1 0.5 0.9
7 女性 0.5 0.7 0.5 0.7 0.7 0.3 0.5 0.5 0.3 0.5 0.5 0.3 0.5 0.7 0.7 0.9 0.5 0.9
8 女性 0.5 0.5 0.1 0.5 0.5 0.5 0.7 0.7 0.1 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.7
9 男性 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5
10 女性 0.7 0.9 0.7 0.5 0.9 0.7 0.7 0.9 0.7 0.5 0.5 0.5 0.5 0.5 0.9 0.5 0.5 0.9
11 男性 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5
12 男性 0.1 0.1 0.1 0.1 0.1 0.1 0.3 0.3 0.3 0.3 0.3 0.3 0.5 0.5 0.5 0.7 0.7 0.7
13 男性 0.5 0.5 0.5 0.5 0.5 0.7 0.5 0.5 0.5 0.5 0.5 0.5 0.7 0.3 0.7 0.5 0.5 0.9
14 女性 0.9 0.9 0.9 0.5 0.5 0.5 0.9 0.9 0.9 0.5 0.5 0.5 0.9 0.9 0.9 0.9 0.7 0.7
15 女性 0.7 0.5 0.5 0.9 0.5 0.5 0.7 0.5 0.5 0.5 0.5 0.5 0.7 0.5 0.5 0.9 0.1 0.1
16 男性 0.7 0.9 0.5 0.9 0.9 0.5 0.7 0.9 0.5 0.5 0.7 0.5 0.9 0.9 0.7 0.9 0.9 0.5
17 男性 0.7 0.9 0.5 0.5 0.5 0.9 0.9 0.9 0.5 0.1 0.5 0.5 0.9 0.9 0.5 0.9 0.5 0.5
18 男性 0.7 0.3 0.3 0.5 0.5 0.5 0.7 0.7 0.7 0.5 0.5 0.5 0.7 0.3 0.3 0.9 0.1 0.1
19 男性 0.5 0.7 0.5 0.5 0.7 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5
20 男性 0.9 0.7 0.5 0.5 0.5 0.3 0.9 0.7 0.5 0.9 0.7 0.5 0.9 0.9 0.9 0.9 0.9 0.9
21 男性 0.7 0.5 0.5 0.9 0.3 0.5 0.9 0.5 0.5 0.5 0.5 0.5 0.9 0.5 0.5 0.1 0.9 0.5
22 女性 0.7 0.7 0.9 0.1 0.9 0.5 0.5 0.9 0.5 0.3 0.7 0.5 0.3 0.7 0.7 0.1 0.9 0.7
23 女性 0.9 0.7 0.9 0.5 0.9 0.5 0.9 0.5 0.7 0.3 0.7 0.5 0.7 0.9 0.7 0.3 0.7 0.3
24 女性 0.5 0.5 0.5 0.5 0.7 0.5 0.5 0.5 0.5 0.5 0.7 0.5 0.7 0.7 0.7 0.5 0.7 0.5
25 男性 0.5 0.7 0.5 0.5 0.5 0.5 0.7 0.7 0.3 0.3 0.5 0.3 0.7 0.7 0.5 0.5 0.5 0.1
26 女性 0.9 0.7 0.5 0.5 0.1 0.5 0.9 0.5 0.5 0.9 0.3 0.5 0.9 0.9 0.5 0.9 0.9 0.5
27 女性 0.5 0.7 0.5 0.5 0.9 0.5 0.5 0.7 0.5 0.7 0.5 0.7 0.7 0.9 0.5 0.7 0.9 0.5
28 女性 0.9 0.3 0.5 0.5 0.7 0.3 0.7 0.7 0.5 0.3 0.5 0.5 0.7 0.7 0.5 0.7 0.1 0.1
29 男性 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.9 0.7 0.7 0.9 0.7
30 男性 0.5 0.7 0.7 0.5 0.7 0.5 0.5 0.7 0.7 0.5 0.5 0.5 0.7 0.7 0.7 0.7 0.7 0.7
31 男性 0.7 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.7 0.7 0.5 0.7 0.7 0.7 0.7 0.7 0.1
32 男性 0.9 0.9 0.7 0.1 0.9 0.7 0.7 0.9 0.7 0.7 0.9 0.7 0.7 0.9 0.7 0.3 0.9 0.5
33 男性 0.7 0.9 0.7 0.5 0.9 0.5 0.7 0.9 0.9 0.5 0.5 0.5 0.5 0.9 0.7 0.3 0.7 0.5
34 男性 0.7 0.7 0.7 0.3 0.3 0.3 0.9 0.7 0.7 0.9 0.9 0.5 0.1 0.1 0.1 0.5 0.9 0.5
35 男性 0.9 0.7 0.7 0.5 0.9 0.5 0.7 0.7 0.7 0.9 0.9 0.7 0.9 0.9 0.9 0.7 0.7 0.7
36 男性 0.5 0.7 0.5 0.5 0.7 0.5 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.9 0.7 0.5
37 女性 0.5 0.7 0.5 0.7 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.7 0.7 0.5 0.7 0.7 0.5
38 女性 0.9 0.3 0.7 0.5 0.7 0.5 0.9 0.7 0.9 0.3 0.7 0.5 0.9 0.7 0.9 0.9 0.1 0.1
39 女性 0.5 0.3 0.5 0.5 0.5 0.5 0.5 0.7 0.5 0.5 0.5 0.5 0.9 0.9 0.9 0.9 0.7 0.9
40 女性 0.9 0.9 0.7 0.9 0.9 0.7 0.7 0.9 0.7 0.3 0.3 0.3 0.7 0.9 0.7 0.9 0.7 0.5
41 女性 0.7 0.3 0.5 0.9 0.5 0.5 0.7 0.5 0.5 0.5 0.5 0.5 0.7 0.7 0.7 0.9 0.1 0.1
42 女性 0.7 0.5 0.5 0.9 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.7 0.5 0.5 0.7 0.7 0.7
43 男性 0.7 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.3 0.7 0.5 0.5 0.7 0.5 0.7 0.7 0.7
44 女性 0.5 0.7 0.5 0.5 0.7 0.5 0.3 0.5 0.5 0.1 0.3 0.1 0.7 0.7 0.5 0.9 0.1 0.1
45 女性 0.9 0.3 0.7 0.9 0.5 0.5 0.9 0.9 0.9 0.5 0.5 0.5 0.9 0.9 0.9 0.9 0.5 0.5
46 男性 0.5 0.9 0.9 0.5 0.5 0.5 0.3 0.7 0.7 0.5 0.5 0.5 0.3 0.7 0.7 0.1 0.1 0.1
47 男性 0.5 0.7 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.7 0.7 0.7 0.5 0.5 0.5 0.9 0.5 0.5
48 男性 0.9 0.3 0.7 0.1 0.1 0.7 0.9 0.9 0.9 0.7 0.7 0.7 0.9 0.9 0.9 0.9 0.9 0.7
49 男性 0.5 0.3 0.1 0.5 0.5 0.5 0.1 0.1 0.1 0.1 0.1 0.1 0.3 0.3 0.3 0.5 0.5 0.5
50 男性 0.9 0.3 0.1 0.5 0.9 0.9 0.7 0.9 0.1 0.1 0.7 0.5 0.9 0.3 0.1 0.9 0.1 0.1
51 男性 0.5 0.3 0.7 0.7 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.7
52 女性 0.3 0.5 0.7 0.5 0.5 0.9 0.5 0.7 0.7 0.7 0.3 0.5 0.5 0.7 0.5 0.3 0.7 0.9
53 男性 0.7 0.7 0.5 0.3 0.5 0.7 0.7 0.7 0.5 0.5 0.5 0.5 0.7 0.7 0.7 0.9 0.9 0.9
54 男性 0.7 0.9 0.9 0.7 0.5 0.7 0.9 0.7 0.7 0.7 0.9 0.9 0.7 0.7 0.7 0.7 0.5 0.9
55 男性 0.5 0.5 0.3 0.5 0.5 0.5 0.3 0.3 0.3 0.5 0.5 0.5 0.9 0.9 0.9 0.9 0.9 0.9
56 女性 0.7 0.7 0.7 0.5 0.7 0.3 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.9
57 女性 0.7 0.7 0.7 0.3 0.7 0.3 0.7 0.5 0.7 0.1 0.5 0.7 0.5 0.5 0.7 0.3 0.5 0.5
58 男性 0.7 0.1 0.7 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.7 0.5 0.9 0.5 0.5 0.5
59 男性 0.7 0.5 0.5 0.5 0.3 0.5 0.7 0.7 0.9 0.3 0.1 0.3 0.5 0.9 0.7 0.9 0.7 0.7
60 男性 0.7 0.1 0.7 0.3 0.9 0.5 0.5 0.5 0.5 0.1 0.1 0.7 0.3 0.3 0.3 0.5 0.5 0.5
61 女性 0.7 0.5 0.5 0.5 0.7 0.5 0.7 0.7 0.5 0.3 0.3 0.3 0.7 0.3 0.3 0.7 0.7 0.7
62 男性 0.9 0.1 0.5 0.9 0.1 0.5 0.7 0.3 0.7 0.9 0.3 0.5 0.7 0.7 0.7 0.9 0.7 0.1
63 女性 0.7 0.5 0.5 0.5 0.5 0.5 0.7 0.3 0.5 0.3 0.7 0.5 0.7 0.7 0.5 0.7 0.9 0.7
64 男性 0.9 0.5 0.7 0.9 0.5 0.5 0.7 0.5 0.7 0.1 0.7 0.5 0.5 0.3 0.5 0.3 0.7 0.7
65 男性 0.7 0.3 0.5 0.7 0.5 0.5 0.5 0.5 0.5 0.3 0.7 0.7 0.7 0.3 0.5 0.7 0.5 0.5
66 男性 0.5 0.1 0.5 0.5 0.1 0.5 0.7 0.5 0.7 0.5 0.5 0.5 0.3 0.1 0.3 0.7 0.5 0.7
67 男性 0.5 0.5 0.7 0.7 0.3 0.5 0.5 0.5 0.7 0.5 0.5 0.5 0.5 0.5 0.5 0.1 0.1 0.9
68 男性 0.5 0.5 0.5 0.5 0.5 0.5 0.7 0.7 0.7 0.5 0.5 0.5 0.5 0.5 0.5 0.7 0.7 0.7
69 女性 0.1 0.7 0.9 0.3 0.5 0.5 0.1 0.3 0.7 0.7 0.5 0.3 0.9 0.3 0.7 0.9 0.7 0.3
70 男性 0.7 0.7 0.3 0.9 0.9 0.5 0.7 0.9 0.5 0.9 0.7 0.3 0.9 0.7 0.1 0.9 0.9 0.5
71 男性 0.7 0.7 0.7 0.9 0.3 0.9 0.7 0.7 0.7 0.3 0.3 0.3 0.5 0.5 0.5 0.5 0.5 0.5
72 女性 0.7 0.5 0.7 0.3 0.5 0.3 0.7 0.5 0.7 0.5 0.5 0.5 0.9 0.5 0.7 0.5 0.5 0.5
73 男性 0.9 0.5 0.5 0.9 0.7 0.5 0.7 0.5 0.7 0.1 0.1 0.7 0.7 0.3 0.5 0.9 0.9 0.3
Q22 Q23 Q24 Q25 Q26Q21
No. 性別
表 6.3 アンケート調査データ（サービスについての特性値 δrijk） 
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6.4.2 分析結果 
本章におけるアンケート調査（2014 年 7 月に実施）により収集したデータ（表 6.1～表
6.3）を用いて、前述の Model-A と Model-B の実証分析を行い、携帯端末 t と通信会社 k
の組み合わせに対する選択確率 πtkを推定したところ、表 6.4～表 6.9 の結果が得られた。 
 
表 6.4 Model-A による携帯端末別・通信会社別の選択確率（全体） 
iPhone Android 
NTTドコモ ソフトバンク KDDI NTTドコモ ソフトバンク KDDI 
0.201 0.195 0.191 0.169 0.084 0.160 
 
表 6.5  Model-Aによる携帯端末別・通信会社別の選択確率（男性） 
 
表 6.6  Model-Aによる携帯端末別・通信会社別の選択確率（女性） 
iPhone Android 
NTTドコモ ソフトバンク KDDI NTTドコモ ソフトバンク KDDI 
0.207 0.199 0.203 0.158 0.077 0.155 
 
表 6.7 Model-B による携帯端末別・通信会社別の選択確率（全体） 
iPhone Android 
NTTドコモ ソフトバンク KDDI NTTドコモ ソフトバンク KDDI 
0.150 0.148 0.147 0.141 0.274 0.139 
 
表 6.8  Model-Bによる携帯端末別・通信会社別の選択確率（男性） 
 
表 6.9  Model-Bによる携帯端末別・通信会社別の選択確率（女性） 
iPhone Android 
NTTドコモ ソフトバンク KDDI NTTドコモ ソフトバンク KDDI 
0.153 0.150 0.151 0.139 0.269 0.138 
 
iPhone Android 
NTTドコモ ソフトバンク KDDI NTTドコモ ソフトバンク KDDI 
0.197 0.192 0.183 0.176 0.088 0.164 
iPhone Android 
NTTドコモ ソフトバンク KDDI NTTドコモ ソフトバンク KDDI 
0.148 0.147 0.145 0.143 0.278 0.140 
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次に、アンケート調査により収集した実績値（携帯端末別と通信会社別）と比較するた
めに、これらの値を、携帯端末 t 別（iPhone あるいは Android の推定値をそれぞれ合算）
と通信会社 k 別（NTT ドコモあるいはソフトバンク、KDDI の推定値をそれぞれ合算）に、
それぞれ集計すると、表 6.10～表 6.15 のようになる。 
 
 
表 6.10 携帯端末 t 別の選択確率（全体） 
  
Model-A Model-B 
iPhone Android iPhone Android 
推定値 0.587  0.413  0.446  0.554  
実績値 0.608  0.392  0.608  0.392  
 
表 6.11 携帯端末 t 別の選択確率（男性） 
  
Model-A Model-B 
iPhone Android iPhone Android 
推定値 0.572 0.428  0.440  0.560  
実績値 0.644  0.356  0.644  0.356  
 
表 6.12 携帯端末 t 別の選択確率（女性） 
  
Model-A Model-B 
iPhone Android iPhone Android 
推定値 0.609  0.391  0.454  0.546  
実績値 0.552  0.448  0.552  0.448  
 
表 6.13 通信会社 k 別の選択確率（全体） 
  
Model-A Model-B 
NTTドコモ ソフトバンク KDDI NTTドコモ ソフトバンク KDDI 
推定値 0.370 0.279  0.351  0.291  0.423  0.286  
実績値 0.324  0.324  0.352  0.324  0.324  0.352  
 
表 6.14 通信会社 k 別の選択確率（男性） 
  
Model-A Model-B 
NTTドコモ ソフトバンク KDDI NTTドコモ ソフトバンク KDDI 
推定値 0.373  0.280  0.347  0.291  0.425  0.284  
実績値 0.289  0.356  0.356  0.289  0.356  0.356  
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表 6.15 通信会社 k 別の選択確率（女性） 
  
Model-A Model-B 
NTTドコモ ソフトバンク KDDI NTTドコモ ソフトバンク KDDI 
推定値 0.366  0.277  0.357  0.291  0.420  0.289  
実績値 0.379  0.276  0.345  0.379  0.276  0.345  
 
 
6.4.3 考察 
本章の提案モデル（Model-A と Model-B）により得られた携帯端末 t 別の選択確率（表
6.10，表 6.11，表 6.12）および通信会社 k 別の選択確率（表 6.13，表 6.14，表 6.15）と、
アンケート調査の結果から算出した実績値とを比較することにより、提案モデルの妥当性
について検討していくことにする。ただし、Model-B については、上記の結果とその近傍
をいくつかとった場合の φとを比較することにより、それが目的関数 φを最大化する解で
あることを確認している。 
 
（1）携帯端末別選択確率について 
まず、表 6.10（全体），表 6.11（男性），表 6.12（女性）を見ると、Model-A の推定値
と実績値との間の乖離は、Model-B に比較して非常に小さいことがわかる。これは、
Model-B よりも Model-A の方が現実に即した推定値が得られていることを意味する。こ
うした結果をふまえると、本章のアンケート調査の回答者は携帯端末を選択する際に、意
味面でのあいまいさ（漠然性）を大きくするような選択行動をとっているものと思われる。
これは、人間のあいまいな行動を捉える際に、ファジィ・エントロピ （ー偶然性＋漠然性）
が有効性を発揮し得ることを示唆している。このような結果は、選択可能な携帯端末
（iPhone や Android 系端末）は多種多様であり、かつ新たな新製品（機種）が頻繁に発
売されるという状況に起因しているのではないかと思われる。こうした状況では、回答者
が選択行動に必要な情報を十分に得ないまま（または、十分に理解せずに一部の情報のみ
で）携帯端末を選択せざるをえないため、選択要因に対する意味面でのあいまいさ（漠然
性）をなるべく残そうとした行動をとることが示唆される。 
また、男性の選択確率（表 6.11）と女性の選択確率（表 6.12）を比較すると、Model-A 
と Model-B はともに、推定値と実績値の乖離について、男性よりも女性の方が小さいこと
がわかる。これは、男性よりも女性にとって、上記のような意味面でのあいまいさ（漠然
性）の大きいことを示す結果であり、本章の調査対象に関しては、男性よりも女性にとっ
て携帯端末の情報（特に、機能や性能）が不足した状況に直面しやすいことが示唆される。 
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（2）通信会社別選択確率について 
表 6.13（全体）と表 6.15（女性）を見ると、Model-A の推定値と実績値との間の乖離
は、Model-B の乖離に比較して小さいことがわかる。こうした結果をふまえると、（1）の
結果（携帯端末別の選択確率）と同様に、本章のアンケート調査の回答者は通信会社を選
択する際も、意味面でのあいまいさ（漠然性）を大きくするような選択行動をとっている
ことが示唆される。すなわち、それぞれの通信会社が独自の多様なサービス（例えば、お
サイフケータイやコンテンツサービス）を展開し、かつ料金体系（学割や家族割等）も多
様であることが、通信会社（NTT ドコモ，ソフトバンク，KDDI）を選択する際の漠然性
を高めようとする行動へと回答者（学生）を導くのである。 
一方、表 6.14（男性）を見ると、表 6.15（女性）と反対に、Model-B の推定値と実績
値との間の乖離が、Model-A に比較して小さいことがわかる。この結果は、男性の回答者
は通信会社を選択する際に、意味面でのあいまいさ（漠然性）を小さくするような選択行
動をとっていることを意味する。これより、本章の調査対象となった男性は、どの通信会
社が自身の要求（料金や通信エリア等）を満たしてくれるかについてのあいまいさを、な
るべく小さくするような選択を図っていることが示唆される。 
 
以上より、本章の提案モデル（Model-A と Model-B）による分析結果は、現実に即した
選択確率の推定値となっており、提案モデルの妥当性を確認することができる。さらに、
互いに性格の異なる 2 つの提案モデル（Model-A と Model-B）が、それぞれ異なる適用
場面を持つことが示唆される。例えば、企業外部者にとって、各選択対象に関する知識や
情報が豊富であるときには、漠然性（意味面でのあいまいさ）を小さく、またその知識や
情報が不足しているときには、漠然性を大きくするような選択行動をとることが予想され
る。 
そういった意味で、本章の提案モデルは、これまで提案されてきたファジィ情報路モデ
ルの適用場面を拡大し、多様な場面での分析を可能にする役割を果たす。ここに、「ファジ
ィ情報路モデル」研究に対する本章の提案モデルの貢献を指摘することができるのである。 
 
6.5 本章で得られた成果 
 
本章では、企業外部者（消費者や一般投資家等）の多様な選択行動を、多段階の選択行
動として捉え、従来のファジィ情報路モデル11における拡大推論を多段階のプロセス（拡
大推論）へと拡張した「3 段階の階層型ファジィ情報路モデル」を新たに提案した。これ
により、各階層別のファジィ・エントロピーのみを考慮していた従来の階層型ファジィ情
報路モデル12に対して、本章では、3 段階の総合的なファジィ・エントロピーを組み込ん
だモデルへと拡張したのである。 
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 その上で、本章の提案モデルの実証分析として、大学生（企業外部者）によるスマート
フォン（多機能携帯電話）の選択行動を、研究者やアナリスト（企業外部者）が拡大推論
しようとする場面を設定し、その選択要因に関するアンケート調査結果から、スマートフ
ォンの各機種および各通信会社に対する選択確率を推定するとともに、こうした推定値と
アンケート結果による実績値との比較を試みた。その結果、これらの推定値と実績値との
間の乖離が小さく、かつ男性と女性の間での現実に即した推定値の違いが得られ、本章の
提案モデルの妥当性を確認することができた。 
また、本章において、従来のファジィ情報路モデルを、3 段階の階層型ファジィ情報路モデル
へと拡張するという拡大推論モデルの新たなアプローチを示すことができた。 
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図 6.6-1 アンケート調査票 
＊本アンケートは、明治大学大学院商学研究科における研究活動の一環として行います。
＊本アンケートの回答結果は、学術研究目的以外には使用いたしません。
あなたの性別を教えて下さい。（　男性　・　女性　）
（以下の設問に対して、当てはまるものに○を付けてください。またその他の方は、具体的に記入してください。）
１．現在使用している携帯端末の種類
２．現在契約している通信キャリア
１．携帯端末の選択理由
①携帯端末の選択   
重視する どちらともいえない 重視しない
Q11 操作性 0.9 0.7 0.5 0.3 0.1
Q12 付加機能の充実度 0.9 0.7 0.5 0.3 0.1
Q13 機種の選択肢 0.9 0.7 0.5 0.3 0.1
Q14 アプリの充実度 0.9 0.7 0.5 0.3 0.1
Q15 ブランド（apple、Googleなど） 0.9 0.7 0.5 0.3 0.1
Q16 端末の価格 0.9 0.7 0.5 0.3 0.1
Q17 自由にカスタマイズすることが可能 0.9 0.7 0.5 0.3 0.1
Q18 付属アクセサリーの充実度 0.9 0.7 0.5 0.3 0.1
②携帯電話会社の選択
重視する どちらともいえない 重視しない
Q21 繋がり易さ 0.9 0.7 0.5 0.3 0.1
Q22 これまで使用してきた通信会社 0.9 0.7 0.5 0.3 0.1
Q23 通信速度 0.9 0.7 0.5 0.3 0.1
Q24 料金体系 0.9 0.7 0.5 0.3 0.1
Q25 企業イメージ 0.9 0.7 0.5 0.3 0.1
Q26 家族や友人と同じ通信会社 0.9 0.7 0.5 0.3 0.1
③総合面
重視する どちらともいえない 重視しない
Q1 携帯端末 0.9 0.7 0.5 0.3 0.1
Q2 携帯電話会社 0.9 0.7 0.5 0.3 0.1
次ページへ
携帯端末の選択に関するアンケートのお願い
1/3
Ⅰ．あなたが現在使用している携帯電話について、お答えください。
Ⅱ．あなたは携帯端末及び携帯電話会社を選択する際に、何を重視するのかを回答してください。
＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝　　質問　　＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝
　　　　優先項目欄には、最も優先する項目1つに◎、優先する項目すべてに○（いくつでも可）を記入してください。
説明：評価欄は、当てはまる評定（0.9　・ 0.7　 ・ 0 .5　・　0.3  ・  0 .1 ）のいずれか1つに○を付けてください。
重視度
　　iPhone　　・　Android端末　・　従来型の携帯端末（ガラケ-）　・　その他（　　　　　　　　　　　　　　）
優先項目
優先項目
優先項目
重視度
重視度
　　NTTドコモ　・　ソフトバンク　・　KDDI　・　その他（　　　　　　　　　　　　　　　　　　　　　　　　　　　　）
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2/3
①
②
2．携帯端末の機能面についての質問
良い どちらでもない 悪い
iPhone 0.9 0.7 0.5 0.3 0.1
Android端末 0.9 0.7 0.5 0.3 0.1
従来型の携帯端末 0.9 0.7 0.5 0.3 0.1
高い どちらでもない 低い
iPhone 0.9 0.7 0.5 0.3 0.1
Android端末 0.9 0.7 0.5 0.3 0.1
従来型の携帯端末 0.9 0.7 0.5 0.3 0.1
多い どちらでもない 少ない
iPhone 0.9 0.7 0.5 0.3 0.1
Android端末 0.9 0.7 0.5 0.3 0.1
従来型の携帯端末 0.9 0.7 0.5 0.3 0.1
高い どちらでもない 低い
iPhone 0.9 0.7 0.5 0.3 0.1
Android端末 0.9 0.7 0.5 0.3 0.1
従来型の携帯端末 0.9 0.7 0.5 0.3 0.1
好き どちらでもない 嫌い
iPhone（iOS） 0.9 0.7 0.5 0.3 0.1
Android端末(Android) 0.9 0.7 0.5 0.3 0.1
従来型の携帯端末 0.9 0.7 0.5 0.3 0.1
安い どちらでもない 高い
iPhone 0.9 0.7 0.5 0.3 0.1
Android端末 0.9 0.7 0.5 0.3 0.1
従来型の携帯端末 0.9 0.7 0.5 0.3 0.1
高い どちらでもない 低い
iPhone（iOS） 0.9 0.7 0.5 0.3 0.1
Android端末(Android) 0.9 0.7 0.5 0.3 0.1
従来型の携帯端末 0.9 0.7 0.5 0.3 0.1
高い どちらでもない 低い
iPhone 0.9 0.7 0.5 0.3 0.1
Android端末 0.9 0.7 0.5 0.3 0.1
従来型の携帯端末 0.9 0.7 0.5 0.3 0.1
次ページへ
【回答方法の説明】
あなた自身が所有している（あるいは、使用したことがある）携帯端末については、自身の経験から回答してください。
＊本アンケートは、明治大学大学院商学研究科における研究活動の一環として行います。
Q12  付加機能の充実度
Q13  機種の選択肢
Q14  アプリの充実度
Q15  ブランド
Q16  端末の価格
Q11  操作性
Q17  自由なカスタマイズ性
Q18  付属アクセサリーの充実度
【注意】
全ての携帯端末（iPhone,Andoroid端末,従来型の携帯端末[ガラケー]）
について、回答してください。
図 6.6-2 アンケート調査票 
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3/3
①
②
3．携帯電話会社のサービス面についての質問
繋がり易い どちらでもない 繋がりにくい
NTTドコモ 0.9 0.7 0.5 0.3 0.1
ソフトバンク 0.9 0.7 0.5 0.3 0.1
KDDI(au) 0.9 0.7 0.5 0.3 0.1
変更したくない どちらでもない 変更したい
NTTドコモ 0.9 0.7 0.5 0.3 0.1
ソフトバンク 0.9 0.7 0.5 0.3 0.1
KDDI(au) 0.9 0.7 0.5 0.3 0.1
速い どちらでもない 遅い
NTTドコモ 0.9 0.7 0.5 0.3 0.1
ソフトバンク 0.9 0.7 0.5 0.3 0.1
KDDI(au) 0.9 0.7 0.5 0.3 0.1
安い どちらでもない 高い
NTTドコモ 0.9 0.7 0.5 0.3 0.1
ソフトバンク 0.9 0.7 0.5 0.3 0.1
KDDI(au) 0.9 0.7 0.5 0.3 0.1
良い どちらでもない 悪い
NTTドコモ 0.9 0.7 0.5 0.3 0.1
ソフトバンク 0.9 0.7 0.5 0.3 0.1
KDDI(au) 0.9 0.7 0.5 0.3 0.1
あてはまる どちらでもない あてはまらない
NTTドコモ 0.9 0.7 0.5 0.3 0.1
ソフトバンク 0.9 0.7 0.5 0.3 0.1
KDDI(au) 0.9 0.7 0.5 0.3 0.1
以　　　上
ご協力ありがとうございました。
【回答方法の説明】
Q21  通信の繋がり易さ
Q22  通信会社
Q23  通信速度
Q24  料金体系
Q26  家族や友人と同じ通信会社
Q25  企業イメージ
あなた自身が所有している（あるいは、使用したことがある）携帯端末については、自身の経験から回答してください。
あなた自身が所有していない（あるいは、使用したことがない）携帯端末については、自身の所有している携帯端末と
の比較またはイメージで回答してください。
【注意】
全ての携帯電話会社（NTTドコモ,ソフトバンク,KDDI）について、
回答してください。
図 6.6-3 アンケート調査票 
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7 権善喜，山下洋史(2014)，前掲論文（注 4），pp.178-181. 
8 本章におけるアンケート調査対象のスマートフォンの携帯端末は、iPhone および
Android 系端末である。 
9 本章におけるアンケート調査対象の通信会社は、NTT ドコモ，ソフトバンク，KDDI の
3 社である。 
10 同上論文，pp.167-183. 
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12 鄭年皓，村山賢哉，山下洋史，松丸正延(2009)，前掲論文（注 2），pp.124-127. 
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第 7 章 重みつき多因子ファジィ情報路におけるウェイト推定モデル 
 
7.1 本章の目的 
 
一般に、消費者（企業外部者）は、商品やサービスを選択する行動（選択行動）におい
て、その選択対象を特徴づける複数の選択要因（以下、「因子」と呼ぶことにする）に対す
る重み（ウェイト）を考慮しながら、各選択対象の優劣を比較する。このように、企業外
部者（選択行動の主体）は各因子の特性値のみならず、それに対する重み（ウェイト）を
考慮することにより、各選択対象の優先順位を決めているのである。 
そこで、本章では、従来の多因子ファジィ情報路モデル1において、企業外部者の選択行
動を特徴づける各因子のウェイトを推定することができなかったという問題意識に基づき、
こうしたウェイトを推定するための「重みつき多因子ファジィ情報路モデル」を新たに提
案する。それは、従来のファジィ情報路モデル2では、各因子のウェイトを既知としていた
からである。これに対して、本章では、上記のウェイトを客観的な基準、すなわち、 
 
ファジィ・エントロピー／重みつき平均特性値 
 
を最大化するように推定するのである。 
さらに、本章の提案モデルの実証分析として、簡単な数値例と実際のデータ（東洋経済
新報社による企業の評価データ3と、テーマパークの評価に関するアンケート調査）の両面
から、各因子に対するウェイトの推定を試みることにする。これにより、提案モデルの妥
当性を確認するとともに、推定したウェイトと選択確率・メンバーシップ値との間の関係
を検討していくことにする。 
 
7.2 使用記号と前提条件 
 
7.2.1 使用記号 
本章で提案する「重みつき多因子ファジィ情報路におけるウェイト推定モデル」に使用
する記号は、下記の通りである。 
L：平均特性値 
H：総合的なファジィ・エントロピー 
（H＝ウェイトまわりのエントロピー+メンバーシップ値まわりのエントロピー） 
i：選択対象（i ＝1,2,…,n） 
j：因子（j ＝1,2,…,m） 
pi：対象 i に対する選択確率 
wj：因子 j に対するウェイト 
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δij：ファジィ情報の特性値（既知） 
μij：メンバーシップ値（μij＝1－δij） 
hij：メンバーシップ値まわりのエントロピー 
 
7.2.2 前提条件 
本章では、下記の前提条件に基づき、「重みつき多因子ファジィ情報路におけるウェイ
ト推定モデル」を構築していくことにする。 
① 本章では、焦点を当てる選択行動の主体を消費者や一般投資家等の企業外部者、ま
た拡大推論の主体を研究者やアナリスト等の企業外部者とする。 
② 選択対象に関して十分には情報が得られていないものとする。 
③ ただし、いくつかの因子に関しては、意味面でのあいまいさを持った情報（特性値
δij）が得られているものとする。 
④ 特性値 δijは、閉区間[0,1]の値をとり、これが大きいほど好ましいものとする。 
⑤ 本章の提案モデルにおけるメンバーシップ値は小さいほど良い状態を意味するた
め、メンバーシップ値を μij＝1－δij、すなわちファジィ集合の補集合に対するメン
バーシップ値へと置き換えることにする。 
⑥ 因子 j に対する選択対象 i の特性値 δijと選択確率 piという「先験情報」が与えられ
ているものとする。 
 
7.3 「重みつき多因子ファジィ情報路におけるウェイト推定モデル」の提案 
 
7.3.1 提案モデルの概要 
第 3 章では、シャノンの情報理論に基づいたエントロピー・モデルにより、各因子のウ
ェイトを推定するための「重みつき多因子情報路モデル」を提案したが、本章ではファジ
ィ理論に基づき、各因子のウェイトを推定するための「重みつき多因子ファジィ情報路モ
デル」を提案する。これは、エントロピー・モデルの舞台を、シャノン・エントロピーか
らファジィ・エントロピーへと置き換えることを意味する。 
このように、エントロピー・モデルの舞台を、シャノン・エントロピーからファジィ・
エントロピーへと置き換えることにより、偶然性に関するあいまいさのみならず、漠然性
に関するあいまいさ（意味面でのあいまいさ）についても、モデルに組み込むことが可能
になる。そこで、本章では、各選択対象に対する選択確率と特性値（メンバーシップ値）
が既知の下で、各因子のウェイトを推定するための「重みつき多因子ファジィ情報路モデ
ル」を新たに構築していくことにする。 
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7.3.2 問題の定式化と解の導出 
本章では、第 3 章の「重みつき多因子情報路モデル」と同様に、複数の因子 j に対する
ウェイト wj を推定（図 7.1）するための新たな分析モデルを提案する。これは、「ウェイ
トまわりのエントロピー＋重みつきメンバーシップ値まわりのエントロピーに注目した
分析モデル」である。 
 
 まず、従来の多因子ファジィ情報路モデルの仮説に対して、ウェイト wjを加味した上で、
下記のような 2 つの仮説を設定する。仮説Ⅰは意思決定者の満足感の充足度を、また仮説
Ⅱは自由勝手な選択行動の程度を、それぞれ表している。 
 
仮説Ⅰ：企業外部者（消費者や一般投資家等）は、自身の選択行動において、考
慮すべき複数の因子に関する特性値を、全体的にできるだけ小さくするよ
うな行動をとる。 
仮説Ⅱ：企業外部者（消費者や一般投資家等）は、何の制約もなくできるだけ自
由勝手な評価（メンバーシップ値）と各因子の重みづけをしようとする。 
 
 これらの仮説を、それぞれ(7.1)式の「重みつき平均特性値」L と、(7.2)式の「ウェイト
図 7.1 複数の因子に対するウェイトとメンバーシップ値の構造 
選択行動の主体 
・ 
・ 
・ 
・ 
・ 
・ 
・ 
・ 
・ 
選択対象 i＝1 
・ 
・ 
・ 
・ 
・ 
・ 
 
 
ウェイト wj メンバーシップ値 μij  
 
因子 
j＝1 
ウェイト wj メンバーシップ値 μij 
 
因子 
j＝2 
メンバーシップ値 μij  
 
因子 
j＝m 
 
ウェイト wj 
選択対象 i＝2 
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・ 
・ 
・ 
・ 
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ウェイト wj メンバーシップ値 μij 
 
因子 
j＝1 
ウェイト wj メンバーシップ値 μij  
 
因子 
j＝2 
メンバーシップ値 μij 
 
因子 
j＝m ウェイト wj 
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まわりのエントロピー＋重みつきメンバーシップ値まわりのエントロピー」H によって定
式化する。 
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ただし、    ijijijijijh   1log1log     
 
そこで、(7.1)式の「重みつき平均特性値」L をなるべく小さく、かつ(7.2)式の「ウェイ
トまわりのエントロピー＋重みつきメンバーシップ値まわりのエントロピー」H をなるべ
く大きくするようなウェイト wjの推定問題を考えることにする。まず、第 3 章の分析モデ
ルと同様に、ラグランジュの未定乗数 λを用いて、(7.3)式のように定式化する。 
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(7.3)式は、wjに関して上に凸であるため、φを wjで偏微分して 0 とおくことにより、(7.4)
式が得られる。 
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さらに、(7.4)式を整理すると、(7.5)式のようになる。 
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次に、(7.5)式の両辺に wjをかけて j について足し込み、その式を整理すると、 
 
 
0
2



L
LHLnH
                       (7.6) 
 
となり、(7.6)式を λについて整理すると、λは(7.7)式のように表される。 
 
L
n
                                  (7.7) 
 
(7.5)式の λを消去するために、(7.7)式を(7.5)式に代入すると、(7.8)式のようになる。 
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そこで、(7.8)式を logwjについて整理すると、(7.9)式のようになる。 
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さらに、(7.9)式の左辺を wjへと変換すると、(7.10)式が得られる。 
 
  
 
n
i
iji
n
i
iji hp
n
p
j euw
11
1

             (7.10) 
ただし、 Ln
H
eu   
 
1
1
1
11 

  

m
j
hp
n
p
n
i
iji
n
i
iji
eu

            (7.11) 
 
したがって、(7.11)式を満足する u を数値的に求め、その値を(7.10)式に代入することに
より、ウェイト wjを推定することができる。(7.10)式と第 3 章のウェイト推定モデルの解、
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すなわち、 
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を比較すると、(7.10)式は(7.12)式の特性値 xijをメンバーシップ値 μijに置き換え、また
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を乗じた式となっており、(7.12)式（第 3 章のモデル）の自然な拡張形となって
いることがわかる。 
このように、本章で提案したモデルは、各因子 j に対する選択対象 i のメンバーシップ
値 μijと選択確率 pi（先験情報）が与えられているという条件のもとで、ウェイト wjを推
定することを可能にしている。すなわち、第 3 章の「重みつき多因子情報路モデル」を本
章の「重みつき多因子ファジィ情報路モデル」へと拡張することにより、ウェイト wjの推
定問題における「偶然性」のみならず「漠然性」についても、簡潔な形式で論じることが
できるようになるのである。 
 
7.4 提案モデルの実証分析 
 
ここでは、消費者と一般投資家（企業外部者）の選択行動に対して、研究者やアナリス
ト等（企業外部者）が拡大推論しようとする場面を設定し、こうした拡大推論をモデル化
した本章の提案モデルの実証分析を試みることにする。そこで、本章の提案モデルの実証
分析として、簡単な数値例と実際のデータ（東洋経済新報社による企業の評価データ4と、
テーマパークの評価に関するアンケート調査）の両面から、各因子に対するウェイトを推
定していく。これにより、提案モデルの妥当性を確認するとともに、推定したウェイトと
選択確率・メンバーシップ値との間の関係を検討していくことにする。 
このような本章の実証分析は、消費者や一般投資家等（企業外部者）の選択行動に関す
る情報が不足している研究者やアナリスト等（企業外部者）にとって、消費者や一般投資
家等の選択行動はブラック・ボックスであり、それを推測しようとする意味で、明らかに
本研究で論じる「拡大推論」に相当するのである。 
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7.4.1 数値例による実証分析 
7.4.1.1 分析方法 
本節では、本章の提案モデルに対して、簡単な数値例を設定することにより、因子 j に
対するウェイト wj の推定を試みることにする。その際、本章の提案モデルを第 3 章の
Model-A（以下、「対比モデル」と呼ぶことにする）と比較するために、この対比モデルに
おける(3.9)式（第 3 章）の特性値 xijにメンバーシップ値 μijを代入し、メンバーシップ値
まわりのエントロピーを考慮しない場合のウェイト wjについても推定する。 
そこで、まず以下のような数値例の設定方針に従って、表 7.1 のような Case-1～Case-7
の選択確率 piと特性値 δijを設定し、これらのケースについてウェイト wjを推定していく
ことにする。ただし、通常のファジィ情報路モデル5における特性値 δij は、これが小さい
ほど良い状態を意味するが、本章における特性値 δij（帰属度）は大きいほど良い状態を意
味するため、本章の提案モデルではメンバーシップ値 μijを、μij＝1－δij （ファジィ集合の
補集合に対するメンバーシップ値）に置き換え、この μijを用いて各ウェイト wjを推定し
ていくことにする。 
 
【数値例の設定方針】 
表 7.1 の Case-1 と Case-2 は、選択対象 i ごとのすべての特性値 δijが同じ値で、選択対
象 i の選択確率のみを変化させた場合の数値例であり、一方 Case-4 から Case-7 は、それ
ぞれの特性値を変えずに、選択対象 i の選択確率のみを変化させた場合の数値例である。 
 
＜Case-1＞ 
① 選択対象 1（i＝1）の特性値を、すべての因子 j に対する特性値は同じ値（δij
＝0.7）に設定し、また選択対象 2（i＝2）の特性値については、すべての因子
j に対する特性値を同じ値（δij＝0.2）に設定する。 
② 選択対象 1（i＝1）の選択確率は、特性値の平均と同じ値で、選択対象 2（i＝2）
の選択確率については、特性値の平均よりも大きい数値に設定する。 
＜Case-2＞ 
① Case-1 と同様の特性値を設定する。 
② 選択対象 1（i＝1）の選択確率は、特性値の平均よりも大きい数値で、選択対象
2（i＝2）の選択確率については、特性値の平均と同じ値に設定する。 
＜Case-3＞ 
① 選択対象 1（i＝1）と選択対象 2（i＝2）の因子 1 の特性値がそれぞれ最も大き
く、それ以降の特性値は順に小さくなるように設定する。 
② 選択確率については、0.8（i＝1）と 0.2（i＝2）の値を設定する。 
＜Case-4＞ 
① 因子 1 の特性値が最も大きく、それ以降の特性値は順に小さくなるように設定
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する。 
② 選択確率については、0.9（i＝1）と 0.1（i＝2）の値を設定する。 
＜Case-5＞ 
① Case-4 と同様の特性値を設定する。 
② 選択確率については、0.8（i＝1）と 0.2（i＝2）の値を設定する。 
＜Case-6＞ 
① Case-4 と同様の特性値を設定する。 
② 選択確率については、0.7（i＝1）と 0.3（i＝2）の値を設定する。 
＜Case-7＞ 
① Case-4 と同様の特性値を設定する。 
② 選択確率については、0.6（i＝1）と 0.4（i＝2）の値を設定する。 
 
表 7.1 選択確率と因子（選択要因）の数値例 
Case 
No. 
選択対象 iの 
選択確率 
因子 jの特性値（帰属度）δij 
因子 1 
(j=1) 
因子 2 
(j=2) 
因子 3 
(j=3) 
因子 4 
(j=4) 
因子 5 
(j=5) 
Case-1 
i=1 0.8 0.7 0.7 0.7 0.7 0.7 
i=2 0.2 0.2 0.2 0.2 0.2 0.2 
Case-2 
i=1 0.7 0.7 0.7 0.7 0.7 0.7 
i=2 0.3 0.2 0.2 0.2 0.2 0.2 
Case-3 
i=1 0.8 0.9 0.8 0.7 0.6 0.5 
i=2 0.2 0.5 0.4 0.3 0.2 0.1 
Case-4 
i=1 0.9 0.9 0.7 0.5 0.3 0.1 
i=2 0.1 0.5 0.4 0.3 0.2 0.1 
Case-5 
i=1 0.8 0.9 0.7 0.5 0.3 0.1 
i=2 0.2 0.5 0.4 0.3 0.2 0.1 
Case-6 
i=1 0.7 0.9 0.7 0.5 0.3 0.1 
i=2 0.3 0.5 0.4 0.3 0.2 0.1 
Case-7 
i=1 0.6 0.9 0.7 0.5 0.3 0.1 
i=2 0.4 0.5 0.4 0.3 0.2 0.1 
 
 
7.4.1.2 分析結果 
表 7.1 のように設定した各数値を、前述の(7.10)式に代入し、各因子 j のウェイト wjを
推定する。また、第 3 章の対比モデルにおける(3.9)式の特性値 xijにメンバーシップ値 μij
（μij＝1－δij）を代入し、メンバーシップ値まわりのエントロピーを考慮しない場合のウェ
イト wjについても推定する。これらの結果は、表 7.2 のようになった。 
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表 7.2 提案モデルと対比モデルによるウェイト wj の推定結果 
Case 
No. 
ウェイト wj 
提案モデル 対比モデル 
因子 1 
(j=1) 
因子 2 
(j=2) 
因子 3 
(j=3) 
因子 4 
(j=4) 
因子 5 
(j=5) 
因子 1 
(j=1) 
因子 2 
(j=2) 
因子 3 
(j=3) 
因子 4 
(j=4) 
因子 5 
(j=5) 
Case-1 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.20 
Case-2 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.20 
Case-3 0.44 0.27 0.16 0.09 0.05 0.42 0.26 0.16 0.10 0.06 
Case-4 0.59 0.26 0.10 0.04 0.01 0.56 0.25 0.11 0.05 0.02 
Case-5 0.54 0.27 0.12 0.05 0.02 0.51 0.26 0.13 0.07 0.03 
Case-6 0.50 0.27 0.14 0.06 0.03 0.47 0.26 0.15 0.08 0.04 
Case-7 0.47 0.27 0.15 0.08 0.04 0.43 0.26 0.16 0.09 0.06 
 
 
7.4.1.3 考察 
 本章の提案モデルと対比モデルに従って推定したウェイト wj には、それぞれのモデル
のもっている性格が示唆されている。これらの推定結果（表 7.2）から、それぞれのモデ
ルの類似点と相違点について検討した結果、以下のような知見を得ることができる。 
 
（1）提案モデルと対比モデルとの類似点 
 Case-1 と Case-2 を見ると、提案モデルと対比モデルはともに同じウェイト wj （0.20）
となっていることがわかる。これは、提案モデルと対比モデルとは異なる特徴（漠然性を
意味する「重みつきメンバーシップ値まわりのエントロピー」を考慮しているか否か）を
有した分析モデルであるが、これらの分析モデルは、因子 j ごとの特性値が同じ値であれ
ば、選択確率による影響を受けないことを意味している。 
 さらに、Case-3 から Case-7 の共通した特徴として、因子 j ごとに選択対象 1 と選択対
象 2 の特性値を加算した値が大きいほど、ウェイト wj は大きくなり、反対にその値が小
さいほど、ウェイト wj が小さくなるという両者の関係を指摘することができる。これと
同様に、選択対象 1 と選択対象 2 の間で選択確率 piの差異が大きくなるほど、因子 j 間の
ウェイト wj の差も大きくなる。これにより、特性値が大きいほど、ウェイト wjが大きく
なるという現実に即した推定値が得られ、提案モデルの妥当性を確認することができる。 
 
（2）提案モデルと対比モデルとの相違点 
 提案モデルと対比モデルの相違点は、Case-3 から Case-7 に現れている。すなわち、因
子 j 間（j＝1 から 5）のウェイト wj の差（数値のバラツキ）が、対比モデルよりも提案モ
デルの方が大きくなっているのである。こうした数値のバラツキは、提案モデルと対比モ
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デルのエントロピーを構成している要素が、対比モデルの場合は「ウェイトまわりのエン
トロピー」のみで、提案モデルの場合は「ウェイトまわりのエントロピー＋重みつきメン
バーシップ値まわりのエントロピー」であることに起因している。これは、対比モデルは
(7.13)式の最大化問題であるのに対して、提案モデルは(7.14)式の最大化問題であるという
両者の間の違いを意味する。 
 
 
重みつき平均特性値
トロピーウェイトまわりのエン               (7.13) 
 
重みつき平均特性値
ピープ値まわりのエントロ重みつきメンバーシットロピーウェイトまわりのエン   
(7.14) 
 
そこで、(7.13)式の分子と分母の関係について考えてみると、分母の値（重みつき平均
特性値）をできる限り小さく、分子の値（ウェイトまわりのエントロピー）をできる限り
大きくすべきであることがわかる。一方、提案モデルは、対比モデルの分子に「重みつき
メンバーシップ値まわりのエントロピー」を加えた (7.14)式のモデルである。そこで、
(7.14)式の最大化問題を考えてみると、分母の値（重みつき平均特性値）をできる限り小
さく（対比モデルと同様）、分子の値（「ウェイトまわりのエントロピー」＋「重みつきメ
ンバーシップ値まわりのエントロピー」を最大化）をできる限り大きくすべきであること
がわかる。 
したがって、 (7.14)式の分子は、(7.13)式の分子に対して「重みつきメンバーシップ値
まわりのエントロピー」が追加されており、この「重みつきメンバーシップ値まわりのエ
ントロピー」は、因子 j ごとに異なる値をとるため、「ウェイトまわりのエントロピー」が
ウェイト wjを平均化、すなわち w1＝w2＝･･･＝wm＝1／m に近づけようとする力を、「重
みつきメンバーシップ値まわりのエントロピー」が抑制する働きを持つことになる。その
結果として、提案モデルの方が、各因子 j 間のウェイト wj の差は大きくなるのである。 
以上の結果より、提案モデルはメンバーシップ値による各因子 j 間の差をなるべく大き
く（漠然性を考慮）したい場合のウェイト推定問題に、対比モデルはメンバーシップ値に
よる各因子 j 間の差をなるべく小さく（漠然性を排除）したい場合のウェイト推定問題に、
それぞれ適することがわかる。すなわち、分析の際の選択肢が生まれるのである。こうし
た選択肢が、ファジィ・エントロピー・モデルの適用場面を拡げ、それぞれの状況と方針
に沿ったウェイト wjの推定を可能にすることになる。ここに、「ファジィ・エントロピー・
モデル」研究における本章の提案モデルの貢献を指摘することができるのである。 
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7.4.2 株式銘柄の選択に関する実証分析 
7.4.2.1 分析方法 
ここでは、山下ら6が東洋経済新報社の企業評価データ7から推定した各銘柄の選択確率
（表 7.3）を用いて、本章の提案モデルの実証分析を試みることにする。ここで、表 7.3
の評価値 δij（CSR 評価値と財務評価値）は、大きいほど好ましい状態を意味するため、ま
ず上記の評価値 δijをメンバーシップ値 μij（μij＝1－δij）、すなわちファジィ集合の補集合に
対するメンバーシップ値へと置き換え、この μijを本章の提案モデルの(7.10)式に代入する
ことにより、ウェイト wj を推定していくことにする。ただし、CSR 評価値（j＝1）は雇
用と環境、統治・社会性の平均値であり、財務評価値（j＝2）は収益性と安全性、規模の
平均値である。 
 
表 7.3 CSR 評価値・財務評価値と選択確率（山下8） 
 
 
 
7.4.2.2 分析結果 
表7.3のCSR評価値 δi1と財務評価値 δi2から算出されたメンバーシップ値 μij（μij＝1－δij）
と表 7.3 の選択確率（山下ら9）を本章の提案モデルの(7.10)式に代入し、ウェイト wjを推
定したところ、表 7.4 のような結果が得られた。 
 
表 7.4 提案モデルによるウェイト wj の推定結果 
 
社名 雇用 環境 統治･社会性 CSR評価値 収益性 安全性 規模 財務評価値 選択確率
パナソニック 0.925 0.934 0.984 0.948 0.764 0.839 1 0.868 0.138
トヨタ自動車 0.868 0.918 0.9 0.895 0.861 0.853 1 0.905 0.117
シャープ 0.849 1 0.962 0.937 0.753 0.781 1 0.845 0.096
富士フィルム 0.868 0.852 0.972 0.897 0.76 0.882 1 0.881 0.092
デンソー 0.868 0.869 0.941 0.893 0.779 0.862 1 0.880 0.087
リコー 0.887 0.885 0.945 0.906 0.776 0.807 1 0.861 0.082
キャノン 0.747 0.951 0.818 0.839 0.869 0.912 1 0.927 0.081
ソニー 0.925 0.836 1 0.920 0.749 0.735 1 0.828 0.067
NEC 0.981 0.885 0.955 0.940 0.733 0.7 0.969 0.801 0.062
日立製作所 1 0.885 0.895 0.927 0.753 0.667 1 0.807 0.057
日本郵船 0.943 0.836 0.954 0.911 0.779 0.688 1 0.822 0.057
第一三共 0.623 0.787 0.823 0.744 0.805 0.913 0.662 0.793 0.007
日立建機 0.623 0.836 0.861 0.773 0.798 0.756 0.737 0.764 0.007
日立マクセル 0.66 0.934 0.821 0.805 0.731 0.912 0.549 0.731 0.007
日本精工 0.585 0.869 0.917 0.790 0.774 0.734 0.718 0.742 0.007
ジェイ・エフ・イー 0.604 0.705 0.706 0.672 0.834 0.747 1 0.860 0.007
三菱地所 0.585 0.705 0.801 0.697 0.798 0.705 1 0.834 0.007
日本電信電話 0.566 0.787 0.549 0.634 0.894 0.795 1 0.896 0.006
クラレ 0.698 0.803 0.791 0.764 0.789 0.872 0.637 0.766 0.006
大成建設 0.679 0.852 0.856 0.796 0.733 0.669 0.799 0.734 0.006
NECネッツエスアイ 0.811 0.803 0.842 0.819 0.763 0.807 0.562 0.711 0.006
評価値 提案モデルによるウェイト
CSR評価値 0.562
財務評価値 0.438
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7.4.2.3 考察 
 表7.3から財務評価値に比較してCSR評価値のバラツキが大きいことがわかる。これは、
財務評価値に比較して CSR 評価値の方が、各銘柄の優劣が明確であることを意味し、人
間にとって、前者（財務評価値）よりも後者（CSR 評価値）から得られる情報の量が大き
くなる。序論Ⅴ-5 でも述べたように、人間が直面する不確実性（偶然性）を情報が奪い取
る際に、優劣（大小）の差が小さい情報よりも、これが大きい情報の方がより多くの不確
実性（偶然性）を吸収してくれるため、こうした情報を重視することが自身にとって合理
的な行動となるのである。これにより、財務評価値よりも各銘柄の優劣が明確な CSR 評
価値に関して、表 7.4 のようにそのウェイトが大きくなったものと思われる。 
 このように、どの銘柄に投資するかの選択行動において、評価値（メンバーシップ値）
から得られる情報の量が大きい方の指標（CSR 評価値）をより重視するというウェイトの
推定値は、現実に適合した結果であろう。すなわち、本章の提案モデルでは、各銘柄の優
劣の差を表す情報の量が大きければ大きいほど、ウェイトも大きくなるのである。 
以上のように、株式銘柄の選択行動に関する実証分析から、現実に即したウェイト wj
の推定値が得られ、そういった意味で本章の提案モデルの妥当性が示唆されるのである。 
 
7.4.3 アンケート調査によるテーマパークの実証分析 
7.4.3.1 調査方法ならびに分析方法 
ここでは、実証分析として、図 7.2 のアンケート調査票を用いて、テーマパーク（東京
ディズニーランド，ユニバーサル・スタジオ・ジャパン，サンリオ・ピューロランド）に
関するアンケート調査を、大学生（回答者数 42 名：男性 19 名，女性 23 名）に対して実
施（2015 年 1 月）する。その結果を用いて本章の提案モデルの実証分析を行うことによ
り、各因子に対するウェイトの推定を試みることにする。 
そこで、被験者に対して 5 項目（非日常性，スリルがある，ワクワクする，華やかさが
ある，自宅からの距離）の質問（図 7.3）を提示し、それぞれのテーマパークのイメージ
を回答してもらうとともに、今後テーマパークに行くとすると、どのテーマパークに何パ
ーセントの確率で行きたいと思うかについて回答してもらうことにする。その上で、それ
ぞれの質問項目に対する回答に基づき、提案モデルにより各因子に対するウェイトを推定
する。ただし、7.4.1 節（数値例）と同様に、本章における特性値 δij（帰属度）は大きい
ほど良い状態を意味するため、本章の提案モデルでは上記の δijをメンバーシップ値 μij（μij
＝1－δij）、すなわちファジィ集合の補集合に対するメンバーシップ値へと置き換え、この
μijを用いて各ウェイト wjを推定していくことにする。 
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図 7.2 アンケート調査票 
＊本アンケートの回答結果は、学術研究目的以外には使用いたしません。
あなたの性別と年齢をお聞かせ下さい。（　男性　・　女性　）　　（　　　歳）
そう思う どちらでもない そう思わない
東京ディズニーランド 0.9 0.7 0.5 0.3 0.1
大阪ユニバーサルスタジオ 0.9 0.7 0.5 0.3 0.1
サンリオピューロランド 0.9 0.7 0.5 0.3 0.1
そう思う どちらでもない そう思わない
東京ディズニーランド 0.9 0.7 0.5 0.3 0.1
大阪ユニバーサルスタジオ 0.9 0.7 0.5 0.3 0.1
サンリオピューロランド 0.9 0.7 0.5 0.3 0.1
そう思う どちらでもない そう思わない
東京ディズニーランド 0.9 0.7 0.5 0.3 0.1
大阪ユニバーサルスタジオ 0.9 0.7 0.5 0.3 0.1
サンリオピューロランド 0.9 0.7 0.5 0.3 0.1
そう思う どちらでもない そう思わない
東京ディズニーランド 0.9 0.7 0.5 0.3 0.1
大阪ユニバーサルスタジオ 0.9 0.7 0.5 0.3 0.1
サンリオピューロランド 0.9 0.7 0.5 0.3 0.1
近い どちらでもない 遠い
東京ディズニーランド 0.9 0.7 0.5 0.3 0.1
大阪ユニバーサルスタジオ 0.9 0.7 0.5 0.3 0.1
サンリオピューロランド 0.9 0.7 0.5 0.3 0.1
【記入例】
東京ディズニーランド 50%
大阪ユニバーサルスタジオ 35%
サンリオピューロランド 10%
合計 100％ 合計 100％
以　　　上
％ 東京ディズニーランド
テーマパークの選択に関するアンケートのお願い
＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝　　質問　　＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝
１．あなたは、以下の3つのテーマパークについて、それぞれの質問項目に対するイメージを回答してください。
Q1  非日常性(日常生活にない体験）
Q2  スリルがある
Q3　　ワクワクする
Q4  華やかさがある
Q5  自宅からの距離
2．上記の評価に基づき、今後あなたがこれらのテーマパークに行くとすると、それぞれ何％の比率で行きたいと思いま
すか。
説明：以下の3つのテーマパークの合計した比率が100％になるように、それぞれの比率（％）を記入してください。
説明：評価欄は、当てはまる評定（0.9　・ 0.7　 ・ 0 .5　・　0.3  ・  0 .1 ）のいずれか1つに○を付けてください。
％ 大阪ユニバーサルスタジオ
％ サンリオピューロランド
ご協力ありがとうございました。
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図 7.3 テーマパークに関する分析モデルの構造 
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表 7.5-1 アンケート調査データ 
被験者 
選択対象 iの
選択確率 
特性値（帰属度）δij 
因子 1 
(j＝1) 
因子 2 
(j＝2) 
因子 3 
(j＝3) 
因子 4 
(j＝4) 
因子 5 
(j＝5) 
被験者-1 
i＝1 0.50 0.9 0.7 0.9 0.9 0.3 
i＝2 0.50 0.7 0.9 0.9 0.7 0.1 
i＝3 0.00 0.5 0.1 0.1 0.5 0.3 
被験者-2 
i＝1 0.10 0.9 0.5 0.5 0.9 0.3 
i＝2 0.90 0.9 0.7 0.9 0.7 0.1 
i＝3 0.00 0.7 0.1 0.1 0.9 0.3 
被験者-3 
i＝1 0.70 0.7 0.3 0.9 0.9 0.5 
i＝2 0.30 0.3 0.7 0.9 0.7 0.1 
i＝3 0.00 0.1 0.1 0.1 0.3 0.7 
被験者-4 
i＝1 0.70 0.9 0.7 0.9 0.9 0.7 
i＝2 0.30 0.9 0.9 0.9 0.9 0.1 
i＝3 0.00 0.5 0.3 0.1 0.3 0.9 
被験者-5 
i＝1 0.30 0.7 0.5 0.7 0.7 0.7 
i＝2 0.70 0.7 0.5 0.7 0.7 0.1 
i＝3 0.00 0.7 0.5 0.7 0.3 0.7 
被験者-6 
i＝1 0.01 0.3 0.9 0.1 0.1 0.5 
i＝2 0.60 0.5 0.5 0.5 0.5 0.1 
i＝3 0.39 0.5 0.1 0.5 0.5 0.5 
被験者-7 
i＝1 0.35 0.7 0.3 0.7 0.9 0.5 
i＝2 0.60 0.7 0.3 0.9 0.7 0.9 
i＝3 0.05 0.3 0.1 0.5 0.5 0.5 
被験者-8 
i＝1 0.10 0.9 0.5 0.9 0.9 0.9 
i＝2 0.90 0.9 0.5 0.9 0.7 0.1 
i＝3 0.00 0.9 0.3 0.3 0.9 0.5 
被験者-9 
i＝1 0.50 0.7 0.1 0.1 0.9 0.7 
i＝2 0.50 0.7 0.1 0.1 0.5 0.1 
i＝3 0.00 0.5 0.1 0.1 0.3 0.3 
被験者-10 
i＝1 0.50 0.9 0.1 0.7 0.9 0.7 
i＝2 0.35 0.1 0.1 0.7 0.7 0.9 
i＝3 0.15 0.1 0.1 0.5 0.5 0.5 
被験者-11 
i＝1 0.4 0.7 0.5 0.7 0.9 0.7 
i＝2 0.5 0.7 0.5 0.9 0.7 0.1 
i＝3 0.1 0.5 0.5 0.5 0.5 0.5 
被験者-12 
i＝1 0.51 0.9 0.7 0.7 0.9 0.3 
i＝2 0.47 0.9 0.7 0.7 0.9 0.1 
i＝3 0.02 0.7 0.3 0.5 0.7 0.9 
被験者-13 
i＝1 0.6 0.9 0.3 0.7 0.9 0.3 
i＝2 0.4 0.5 0.5 0.5 0.5 0.1 
i＝3 0.0 0.5 0.5 0.5 0.5 0.5 
被験者-14 
i＝1 0.3 0.9 0.7 0.7 0.9 0.5 
i＝2 0.32 0.7 0.9 0.7 0.5 0.3 
i＝3 0.38 0.7 0.5 0.5 0.5 0.7 
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表 7.5-2 アンケート調査データ 
被験者 
選択対象 iの
選択確率 
特性値（帰属度）δij 
因子 1 
(j＝1) 
因子 2 
(j＝2) 
因子 3 
(j＝3) 
因子 4 
(j＝4) 
因子 5 
(j＝5) 
被験者-15 
i＝1 0.50 0.9 0.5 0.9 0.9 0.9 
i＝2 0.50 0.9 0.5 0.9 0.9 0.1 
i＝3 0.00 0.9 0.5 0.9 0.9 0.5 
被験者-16 
i＝1 0.10 0.9 0.7 0.9 0.9 0.3 
i＝2 0.90 0.7 0.7 0.7 0.3 0.1 
i＝3 0.00 0.7 0.3 0.5 0.7 0.9 
被験者-17 
i＝1 0.70 0.9 0.1 0.9 0.9 0.7 
i＝2 0.30 0.9 0.3 0.9 0.7 0.1 
i＝3 0.00 0.7 0.1 0.7 0.5 0.9 
被験者-18 
i＝1 0.70 0.9 0.9 0.9 0.9 0.5 
i＝2 0.30 0.5 0.5 0.9 0.5 0.1 
i＝3 0.00 0.3 0.1 0.9 0.9 0.5 
被験者-19 
i＝1 0.30 0.9 0.3 0.9 0.9 0.7 
i＝2 0.70 0.5 0.5 0.7 0.7 0.1 
i＝3 0.00 0.7 0.1 0.5 0.7 0.5 
被験者-20 
i＝1 0.01 0.7 0.9 0.9 0.9 0.7 
i＝2 0.60 0.7 0.5 0.7 0.7 0.3 
i＝3 0.39 0.5 0.3 0.5 0.5 0.5 
被験者-21 
i＝1 0.35 0.7 0.7 0.7 0.7 0.9 
i＝2 0.60 0.9 0.9 0.9 0.3 0.1 
i＝3 0.05 0.3 0.1 0.1 0.9 0.7 
被験者-22 
i＝1 0.8 0.9 0.7 0.9 0.9 0.7 
i＝2 0.2 0.5 0.9 0.9 0.9 0.7 
i＝3 0.0 0.5 0.5 0.7 0.7 0.7 
被験者-23 
i＝1 0.1 0.7 0.7 0.7 0.7 0.5 
i＝2 0.85 0.7 0.7 0.9 0.7 0.5 
i＝3 0.05 0.7 0.7 0.7 0.7 0.5 
被験者-24 
i＝1 0.3 0.9 0.3 0.9 0.9 0.3 
i＝2 0.6 0.9 0.9 0.9 0.9 0.5 
i＝3 0.1 0.1 0.1 0.3 0.9 0.3 
被験者-25 
i＝1 0.7 0.9 0.7 0.9 0.9 0.1 
i＝2 0.3 0.5 0.5 0.5 0.9 0.3 
i＝3 0.0 0.5 0.5 0.5 0.3 0.3 
被験者-26 
i＝1 0.4 0.7 0.5 0.3 0.5 0.1 
i＝2 0.3 0.7 0.5 0.3 0.5 0.3 
i＝3 0.25 0.3 0.1 0.3 0.5 0.1 
被験者-27 
i＝1 0.7 0.9 0.7 0.9 0.9 0.1 
i＝2 0.2 0.9 0.7 0.9 0.7 0.3 
i＝3 0.1 0.9 0.5 0.7 0.9 0.1 
被験者-28 
i＝1 0.4 0.9 0.7 0.7 0.9 0.1 
i＝2 0.5 0.7 0.9 0.7 0.7 0.3 
i＝3 0.1 0.7 0.7 0.7 0.7 0.1 
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表 7.5-3 アンケート調査データ 
被験者 
選択対象 iの
選択確率 
特性値（帰属度）δij 
因子 1 
(j＝1) 
因子 2 
(j＝2) 
因子 3 
(j＝3) 
因子 4 
(j＝4) 
因子 5 
(j＝5) 
被験者-29 
i＝1 0.5 0.9 0.7 0.9 0.9 0.1 
i＝2 0.4 0.9 0.9 0.9 0.7 0.1 
i＝3 0.1 0.5 0.5 0.5 0.5 0.1 
被験者-30 
i＝1 1.0 0.9 0.9 0.9 0.9 0.1 
i＝2 0.0 0.3 0.5 0.3 0.7 0.3 
i＝3 0.0 0.1 0.1 0.1 0.5 0.5 
被験者-31 
i＝1 0.5 0.9 0.9 0.9 0.9 0.7 
i＝2 0.3 0.9 0.9 0.9 0.9 0.7 
i＝3 0.2 0.9 0.1 0.9 0.9 0.7 
被験者-32 
i＝1 0.6 0.9 0.3 0.9 0.9 0.1 
i＝2 0.4 0.9 0.7 0.9 0.9 0.1 
i＝3 0.0 0.9 0.5 0.9 0.9 0.1 
被験者-33 
i＝1 0.7 0.9 0.7 0.9 0.9 0.5 
i＝2 0.3 0.7 0.7 0.9 0.7 0.7 
i＝3 0.0 0.7 0.3 0.3 0.7 0.3 
被験者-34 
i＝1 0.5 0.9 0.7 0.9 0.9 0.1 
i＝2 0.5 0.9 0.9 0.9 0.7 0.3 
i＝3 0.0 0.5 0.1 0.5 0.5 0.1 
被験者-35 
i＝1 0.33 0.7 0.3 0.7 0.7 0.3 
i＝2 0.34 0.7 0.5 0.7 0.5 0.3 
i＝3 0.33 0.7 0.3 0.7 0.7 0.3 
被験者-36 
i＝1 0.5 0.7 0.5 0.9 0.9 0.3 
i＝2 0.4 0.7 0.7 0.7 0.5 0.3 
i＝3 0.1 0.5 0.1 0.3 0.7 0.3 
被験者-37 
i＝1 0.8 0.9 0.7 0.9 0.9 0.1 
i＝2 0.0 0.7 0.9 0.7 0.5 0.5 
i＝3 0.2 0.1 0.1 0.1 0.1 0.1 
被験者-38 
i＝1 0.45 0.9 0.7 0.9 0.9 0.1 
i＝2 0.45 0.7 0.9 0.9 0.9 0.5 
i＝3 0.1 0.5 0.3 0.5 0.9 0.1 
被験者-39 
i＝1 0.8 0.7 0.7 0.9 0.9 0.1 
i＝2 0.2 0.7 0.9 0.9 0.9 0.1 
i＝3 0.0 0.7 0.1 0.5 0.7 0.1 
被験者-40 
i＝1 0.2 0.7 0.7 0.9 0.9 0.3 
i＝2 0.8 0.9 0.7 0.9 0.9 0.5 
i＝3 0.0 0.7 0.5 0.7 0.9 0.3 
被験者-41 
i＝1 0.6 0.7 0.7 0.7 0.9 0.3 
i＝2 0.3 0.7 0.5 0.7 0.7 0.5 
i＝3 0.1 0.7 0.1 0.1 0.5 0.5 
被験者-42 
i＝1 0.2 0.9 0.1 0.5 0.9 0.1 
i＝2 0.7 0.9 0.9 0.9 0.5 0.5 
i＝3 0.1 0.5 0.5 0.5 0.9 0.5 
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7.4.3.2 分析結果 
アンケート調査により収集したデータ（表 7.5-1～表 7.5-3）を、前述の(7.10)式に代入
し、各因子 j のウェイト wjを推定したところ、表 7.6-1 と表 7.6-2 のような結果となった。 
 
 
 
表 7.6-1 提案モデルによるウェイトの推定結果 
被験者 
ウェイト wj 
因子 1 
(j＝1) 
因子 2 
(j＝2) 
因子 3 
(j＝3) 
因子 4 
(j＝4) 
因子 5 
(j＝5) 
被験者-1 0.185 0.185 0.444 0.185 0.001 
被験者-2 0.478 0.078 0.335 0.108 0.001 
被験者-3 0.060 0.019 0.543 0.363 0.014 
被験者-4 0.289 0.132 0.289 0.289 0.000 
被験者-5 0.285 0.111 0.285 0.285 0.035 
被験者-6 0.250 0.147 0.248 0.248 0.108 
被験者-7 0.160 0.013 0.346 0.258 0.224 
被験者-8 0.446 0.013 0.446 0.094 0.001 
被験者-9 0.404 0.040 0.040 0.390 0.127 
被験者-10 0.086 0.011 0.227 0.361 0.314 
被験者-11 0.212 0.081 0.351 0.317 0.039 
被験者-12 0.427 0.071 0.074 0.427 0.001 
被験者-13 0.355 0.068 0.205 0.341 0.031 
被験者-14 0.337 0.233 0.171 0.164 0.095 
被験者-15 0.323 0.003 0.323 0.323 0.028 
被験者-16 0.363 0.129 0.265 0.191 0.052 
被験者-17 0.390 0.001 0.390 0.199 0.020 
被験者-18 0.079 0.055 0.630 0.214 0.022 
被験者-19 0.234 0.012 0.359 0.359 0.036 
被験者-20 0.169 0.163 0.312 0.312 0.045 
被験者-21 0.342 0.300 0.300 0.041 0.018 
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表 7.6-2 提案モデルによるウェイトの推定結果 
被験者 
ウェイト wj 
因子 1 
(j＝1) 
因子 2 
(j＝2) 
因子 3 
(j＝3) 
因子 4 
(j＝4) 
因子 5 
(j＝5) 
被験者-22 0.155 0.067 0.367 0.367 0.044 
被験者-23 0.169 0.161 0.465 0.161 0.044 
被験者-24 0.223 0.046 0.269 0.456 0.007 
被験者-25 0.207 0.074 0.207 0.510 0.002 
被験者-26 0.344 0.182 0.133 0.258 0.083 
被験者-27 0.386 0.041 0.315 0.257 0.000 
被験者-28 0.266 0.302 0.161 0.266 0.005 
被験者-29 0.337 0.149 0.337 0.176 0.000 
被験者-30 0.250 0.250 0.250 0.250 0.000 
被験者-31 0.311 0.040 0.311 0.311 0.027 
被験者-32 0.333 0.002 0.333 0.333 0.000 
被験者-33 0.245 0.068 0.425 0.245 0.018 
被験者-34 0.377 0.128 0.367 0.128 0.000 
被験者-35 0.319 0.072 0.319 0.237 0.053 
被験者-36 0.236 0.114 0.339 0.278 0.033 
被験者-37 0.286 0.133 0.286 0.286 0.010 
被験者-38 0.138 0.115 0.306 0.439 0.001 
被験者-39 0.065 0.095 0.420 0.420 0.000 
被験者-40 0.234 0.042 0.361 0.361 0.003 
被験者-41 0.247 0.130 0.178 0.399 0.045 
被験者-42 0.448 0.156 0.271 0.099 0.027 
  
 
7.4.3.3 考察 
 表 7.5-1～表 7.5-3 のテーマパークに関するアンケート調査に基づき、本章の提案モデル
における各ウェイト wjを推定した結果（表 7.6-1，表 7.6-2，表 7.7 と図 7.4）から、ウェ
イト wjの推定値が比較的大きい値となった上位の 3 つの因子（選択要因）は、①「ワクワ
クする」，②「非日常性」，③「華やかさがある」であり、反対に、ウェイト wjが比較的小
さい数値となった下位の 2 つの因子は、④「スリルがある」，⑤「自宅からの距離」であ
ることがわかる。こうした結果は、被験者がテーマパークを選択する際に、テーマパーク
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の「高揚感」（ワクワクする）や「非日常性」「華やかさ」という、被験者にとって日頃の
生活とは異なる空間での体験を重視する考え方に起因しているものと思われる。 
 一方で、被験者は「自宅からの距離」や「スリル」については、さほど重視していない
という結果が得られているが、これは今回のアンケート調査における評価対象（テーマパ
ーク）が、映画やテレビのキャラクターを重視したショーやアトラクションといった上記
の①～③をコンセプトの中心に位置づけているからではないかと思われる。さらに、これ
らのテーマパークが、家族で楽しむことのできる空間であることを勘案すると、上記の推
定値は妥当な結果であろう。 
以上のように、本章における提案モデルは、これまでの多因子ファジィ情報路モデルで
は得ることができなかった各因子に対するウェイト wjの推定を可能にしている。すなわち、
被験者の心理という「ブラック・ボックス」の内部で処理され、意思決定者以外の第三者
が知ることが困難であった重みづけのメカニズムをモデル化し、各因子に対するウェイト
wjの推定を可能にしたのである。さらに、アンケート調査に基づく実証分析から、現実に
即したウェイト wjの推定値が得られ、提案モデルの妥当性を確認することができた。 
 
 
 
表 7.7 提案モデルによるウェイト推定の平均値 
ウェイト wj 
因子 1(j＝1) 因子 2(j＝2) 因子 3(j＝3) 因子 4(j＝4) 因子 5(j＝5) 
0.273 0.101 0.310 0.279 0.038 
 
 
 
図 7.4 提案モデルによる各因子 j に対するウェイト（平均値） 
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7.5 本章で得られた成果 
 
本章では、情報のあいまいさに焦点を当てた従来の「多因子ファジィ情報路モデル10」
を、「重みつき多因子ファジィ情報路モデル」へと拡張した。これにより、従来のファジィ
情報路モデルでは記述することができなかった、各因子（選択要因）に対するウェイトの
推定問題に対して、新たな分析モデルを提案した。 
 その上で、簡単な数値例と実際のデータ（東洋経済新報社11による企業評価データと、
テーマパークの評価に関するアンケート調査）の両面から、本章の提案モデルの実証分析
を行い、各因子（企業評価データでは CSR 評価・財務評価、テーマパークの評価データ
では非日常性・スリル等）に対するウェイトを推定した。その結果、上記の企業評価デー
タを用いた実証分析から、評価値（メンバーシップ値）より得られる情報の量が大きい指
標（CSR 評価値）を重視していること、またテーマパークの評価データから、被験者にと
って満足度の高い評価項目（日頃の生活とは異なる空間での体験）をより重視しているこ
とを確認した。これらの現実に即した結果（ウェイトの推定値）が得られ、本章の提案モ
デルの妥当性を確認することができた。 
以上のように、各因子に対するウェイトの和が 1 という制約条件のもとで、ファジィ・
エントロピー／重みつき平均特性値（重みつきの「ファジィ事象の確率」）を最大化するよ
うなウェイトの推定という新たな分析アプローチを提示することができた。すなわち、本章の提
案モデルにより、従来のエントロピー・モデルとファジィ情報路モデルを統合するととも
に、そこにウェイトを導入するという新たなアプローチの可能性を切り開いたのである。 
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第 8章 ファジィ事象の確率を組み込んだウェイト推定モデル 
 
8.1 本章の目的 
 
本章では、前章のウェイト推定モデルに対して「重みつきファジィ事象の確率まわりの
エントロピー」を組み込んだ新たな分析モデルの構築を試みることにする。この提案モデ
ルは、企業外部者の選択行動における偶然性と漠然性の両面を考慮したあいまいさを、前
章のモデルのように「確率まわりのエントロピー」と「重みつきメンバーシップ値まわり
のエントロピー」の和によって捉えるのではなく、「重みつきファジィ事象の確率まわりの
エントロピー」によって捉えるところに特徴がある。 
そこで、本章では「ウェイトまわりのエントロピー」や「重みつきメンバーシップ値ま
わりのエントロピー」を組み込んだ前章のモデルを基礎にして、各因子に対するウェイト
wjの和が 1 というラグランジュの未定乗数法（method of lagrange multiplier）の拘束条
件のもとで、「重みつきファジィ事象の確率まわりのエントロピー」を組み込んだモデルを
新たに提案する。これは、企業外部者（消費者や一般投資家等）の選択行動における「ウ
ェイトまわりのエントロピー」や「重みつきメンバーシップ値まわりのエントロピー」の
みならず、「重みつきファジィ事象の確率まわりのエントロピー」についても多因子ファジ
ィ情報路モデルに組み込むことを意味する。 
さらに、本章の提案モデルの実証分析として、簡単な数値例とアンケート調査（ファミ
リーレストランの選択に関するアンケート調査）の両面から、各選択要因（以下、「因子」
と呼ぶことにする）に対するウェイト wjの推定を試みることにする。これにより、提案モ
デルの妥当性を確認するとともに、推定したウェイト wjと選択確率・メンバーシップ値と
の間の関係を検討していくことにする。 
 
8.2 使用記号と前提条件 
 
8.2.1 使用記号 
本章で提案する「ウェイト推定モデル」に使用する記号は、下記の通りである。 
L：平均特性値 
H1：総合的なファジィ・エントロピー 
（H1＝ウェイトまわりのエントロピー＋重みつきファジィ事象の確率まわり
のエントロピー） 
H2：総合的なファジィ・エントロピー 
（H2＝ウェイトまわりのエントロピー＋重みつきファジィ事象の確率まわり
のエントロピー＋重みつきメンバーシップ値まわりのエントロピー） 
i：選択対象（i ＝1,2,…,n） 
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j：因子（j ＝1,2,…,m） 
pi：選択対象 i に対する選択確率 
wj：因子 j に対するウェイト 
δij：ファジィ情報の特性値（既知） 
μij：メンバーシップ値（μij＝1－δij） 
hij：メンバーシップ値まわりのエントロピー 
fj：ファジィ事象の確率まわりのエントロピー 
 
8.2.2 前提条件 
本章では、前章のモデルを基礎にして、「ファジィ事象の確率を組み込んだウェイト推
定モデル」を構築していくことにする。その際に、下記のような前提条件を設定し、これ
らの前提条件に基づき、モデル化していくことにする 
① 本章では、焦点を当てる選択行動の主体を消費者や一般投資家等の企業外部者、ま
た拡大推論の主体を研究者やアナリスト等の企業外部者である。 
② 選択対象に関して十分には情報が得られていないものとする。 
③ ただし、いくつかの選択要因に関しては、意味面でのあいまいさを持ったファジィ
情報（特性値 δij）が得られているものとする。 
④ 特性値 δijは、閉区間[0,1]の値をとり、これが大きいほど好ましいものとする。 
⑤ 本章の提案モデルにおけるメンバーシップ値は小さいほど良い状態を意味するた
め、メンバーシップ値を μij＝1－δij、すなわちファジィ集合の補集合に対するメン
バーシップ値へと置き換えることにする。 
⑥ 選択要因 j に対する選択対象 i の特性値 δijと選択確率 piという「先験情報」が与え
られているものとする。 
 
8.3 「ファジィ事象の確率を組み込んだウェイト推定モデル」の提案 
 
8.3.1 提案モデルの概要 
本章の提案モデルは、前章の「ウェイト推定モデル」に対して、新たにファジィ事象の
確率を組み込んだ 2 つの分析モデル（Model-A と Model-B）を提案する。これらのモデル
は、「ファジィ事象の確率まわりのエントロピーを考慮した多因子ファジィ情報路モデル」
（Model-A）と、「ファジィ事象の確率まわりのエントロピーとメンバーシップ値まわりの
エントロピーを考慮した多因子ファジィ情報路モデル」（Model-B）である。 
本章で提案する 2 つのモデルの特徴は、従来のエントロピー・モデルでは考慮されてい
なかった「ファジィ事象の確率まわりのエントロピー」を新たに組み込むところにある。
すなわち、序論Ⅴ-9 で述べた(3)式のファジィ事象の確率を考慮したモデルを構築するので
ある。これは、企業外部者（消費者や一般投資家等）が選択行動の際に、選択対象全体と
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しての意味面でのあいまいさ（漠然性）を残そうとする心理的な働きをモデルに組み込む
ことを意味する。こうした心理的な働きは、(3)式（序論Ⅴ-9）のファジィ事象の確率 P(A)
が中間的な値（0.5）に近づくようバランスをとろうとする方向へと企業外部者を導くこと
になる。とりわけ、日本人はYES／NOの明確な選択行動を回避しようとする傾向があり、
このような傾向はファジィ事象の確率が 1 や 0 に近い値よりも 0.5（「ファジィ事象の確率
まわりのエントロピー」の最大値）に近い値を好む心理となって現れるものと思われる。
本章では、こうした心理的傾向を多因子ファジィ情報路モデルに組み込むことを試みるの
である。 
 
8.3.2 問題の定式化と解の導出 
本章では、複数の因子 j に対するウェイト wjを推定するために、第 7 章の「重みつき多
因子ファジィ情報路モデル」に対して、新たに「重みつきファジィ事象の確率まわりのエ
ントロピー」を考慮したモデルを構築していく。その上で、各因子 j に対するウェイト wj
の解を、Model-A と Model-B について導出することを試みる。 
 
8.3.2.1 Model-A 
本章の Model-A は、「ウェイトまわりのエントロピー」と「重みつきファジィ事象の確
率まわりのエントロピー」に注目して、複数の因子 j に対するウェイト wjを推定するため
の提案モデルである。ただし、本章の前提条件⑥で述べたように、因子 j（j ＝1,2,…,m）
に対する選択対象 i（i ＝1,2,…,n）の特性値 δijと選択確率 piは、「先験情報」として与え
られているという条件を設定する。 
 そこで、第 7 章のモデルの仮説と同様に、下記のような 2 つの仮説を設定する。これら
の仮説を、それぞれ(8.1)式の「重みつき平均特性値」L と(8.2)式の「ウェイトまわりのエ
ントロピー＋重みつきファジィ事象の確率まわりのエントロピー」H1として定式化してい
くことにする。その際、前者の「重みつき平均特性値」は企業外部者（消費者や一般投資
家等）の満足感を、また後者の「ウェイトまわりのエントロピー＋重みつきファジィ事象
の確率まわりのエントロピー」は自由勝手な選択行動を、それぞれ表している。 
 
仮説Ⅰ：企業外部者（消費者や一般投資家等）は、自身の満足感を高めるため、
複数の因子に関する特性値を、全体的にできるだけ小さくするような行動
をとる。 
仮説Ⅱ：企業外部者（消費者や一般投資家等）は、何の制約もなくできるだけ自
由勝手な評価（メンバーシップ値と選択確率）と各因子の重みづけをしよ
うとする。 
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次に、(8.1)式の重みつき平均特性値 L をなるべく小さく、かつ(8.2)式の「ウェイトま
わりのエントロピー＋重みつきファジィ事象の確率まわりのエントロピー」H1をなるべく
大きくするようなウェイト wjの推定問題を考えることにする。 
そこで、まず国沢1の一因子情報路モデルと同様に、ラグランジュの未定乗数 λを用いて、
(8.3)式のように定式化する。 
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(8.3)式は、wjに関して上に凸であるため、φを wjで偏微分して 0 とおくことにより、(8.4)
式が得られる。ただし、(8.4)式の 1H と Lは、それぞれ H1 と L の微分を表すものとする。 
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さらに、(8.4)式を整理すると、(8.5)式のようになる。 
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次に、(8.5)式の両辺に wjをかけて j について足し込み、その式を整理すると(8.6)式のよ
うになる。 
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そこで、(8.6)式を λについて整理すると、λは(8.7)式のように表される。 
 
L
1
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 (8.5)式の λ を消去するために、(8.7)式の λ を(8.5)式に代入すると、(8.8)式のようにな
る。 
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さらに、ウェイト wjについて解くために、(8.8)式を logwjについて整理すると、 
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となり、(8.9)式の左辺を wjへと変換すると、(8.10)式が得られる。 
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したがって、(8.11)式を満足する u を数値的に求め、その値を(8.10)式に代入することに
より、ウェイト wjを推定することができる。 (8.10)式と多因子ファジィ情報路モデル2の
解、すなわち、 
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を比較すると、(8.10)式はファジィ・エントロピーを用いた多因子ファジィ情報路モデル
のメンバーシップ値 μijをファジィ事象の確率 pi・μijに、さらに
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えたものであり、(8.12)式（多因子ファジィ情報路モデル）の自然な拡張形となっている
ことがわかる。 
 
8.3.2.2 Model-B 
ここでは、前述の Model-A における総合的なファジィ・エントロピーH1（ウェイトま
わりのエントロピー＋重みつきファジィ事象の確率まわりのエントロピー）に「重みつき
メンバーシップ値まわりのエントロピー」を加えたモデル（Model-B）を考えることにす
る。これは、選択対象全体としての意味面でのあいまいさを意味する「重みつきファジィ
事象の確率まわりのエントロピー」のみならず、選択対象 i 別の意味面でのあいまいさの
加重平均をモデルに組み込むことを意味する。これにより、企業外部者（特に、日本人）
が選択対象 i を選択する際、選択対象全体としての意味面でのあいまいさを残そうとする
心理的な働きと、選択対象 i 別の意味面でのあいまいさを残そうとする心理的な働きが、
二重に反映されることになる。その結果として、各因子に対するウェイトの推定プロセス
において、意味面でのあいまいさが二重に組み込まれることになるのである。 
そこで、Model-A と同様の仮説のもとで、(8.13)式の L（重みつき平均特性値）をなる
べく小さく、かつ(8.14)式の H2（ウェイトまわりのエントロピー＋重みつきファジィ事象
の確率まわりのエントロピー＋重みつきメンバーシップ値まわりのエントロピー）をなる
べく大きくするようなウェイト wj の推定問題を考えることにする。ただし、Model-A と
同様に、因子 j に対する選択対象 i のメンバーシップ値 μijと選択確率 piは、「先験情報」
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として与えられているものとする。 
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ただし、    ijijijijijh   1log1log  
 
まず、Model-A と同様に、ラグランジュの未定乗数 λを用いて、 (8.15)式のように定式
化する。 
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(8.15)式は、wjに関して上に凸であるため、φを wjで偏微分して 0 とおくことにより、 
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となり、(8.16)式を整理すると、(8.17)式が得られる。 
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次に、上記の λを消去するために、Model-A と同様の手順で(8.17)式を変換すると、(8.18)
式のようになる。 
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そこで、(8.18)式を logwjについて整理すると、 
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となり、(8.19)式の左辺を wjへと変換すると、(8.20)式が得られる。 
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したがって、(8.21)式を満足する U を数値的に求め、その値を(8.20)式に代入すること
により、ウェイト wj を推定することができる。(8.20)式と(8.10)式（Model-A）を比較す
ると、(8.20)式は (8.10)式に
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n
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1
exp を乗じたものであり、(8.10)式（Model-A）の
自然な拡張形となっていることがわかる。 
このように、本章で提案した 2 つのモデル（Model-A と Model-B）は、因子 j に対する
選択対象 i のメンバーシップ値 μijと選択確率 pi（先験情報）が与えられているという条件
のもとで、ウェイト wjを推定することを可能にしている。さらに、従来の多因子ファジィ
情報路モデルでは考慮されていなかった「ファジィ事象の確率まわりのエントロピー」を
新たに組み込むことにより、選択対象全体としての意味面でのあいまいさを残そうとする
心理的な働きを反映させることができた。すなわち、「ファジィ事象の確率まわりのエント
ロピー」をモデルに組み込むことにより、各因子に対するウェイトの推定問題において、
選択行動の際の「あいまいさ」をより多面的に捉えたモデルへと、多因子ファジィ情報路
モデルを拡張することができた。 
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8.4 提案モデルの実証分析 
 
本章では、消費者（企業外部者）の選択行動に対して、研究者やアナリスト等（企業外
部者）が拡大推論しようとする場面を設定し、その実証分析を試みる。そこで、簡単な数
値例とアンケート調査（大学生によるファミリーレストランの選択行動）の両面から、本
章の提案モデルの実証分析を行い、各選択要因に対するウェイトを推定していくことにす
る。これにより、提案モデルの妥当性を確認するとともに、推定したウェイトと選択確率、
及びメンバーシップ値との間の関係を検討していくことにする。 
このような本章の実証分析は、消費者（企業外部者）の選択行動に関する情報が不足し
ている研究者やアナリスト等（企業外部者）にとって、まさしく本研究で論じる「拡大推
論」に相当するのである。 
 
8.4.1 数値例による分析 
8.4.1.1 分析方法 
ここでは、本章の提案モデル（Model-A と Model-B）に対して、簡単な数値例を設定す
ることにより、因子 j ごとのウェイト wjの推定を試みることにする。そこで、まず表 8.1
のような Case-1～Case-7 の選択確率 piと特性値 δijを設定し、これらのケースについてウ
ェイト wj を推定していくことにする。その際、数値例の設定方針や値については、第 7
章と同様の設定とする。ただし、通常のファジィ情報路モデル3における特性値は、これが
小さいほど良い状態を意味するが、第 7 章と同様に、本章における特性値 δij（帰属度）は
大きいほど良い状態を意味するため、本章の提案モデルでは上記の δijをメンバーシップ値
μij（μij＝1－δij）へと置き換え、この μijを用いて各ウェイト wjを推定していくことにする。 
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表 8.1 選択確率と因子（選択要因）の数値例 
Case 
No. 
選択対象 iの 
選択確率 
因子（選択要因）の特性値（帰属度）δij 
因子 1 
(j=1) 
因子 2 
(j=2) 
因子 3 
(j=3) 
因子 4 
(j=4) 
因子 5 
(j=5) 
Case-1 
i=1 0.8 0.7 0.7 0.7 0.7 0.7 
i=2 0.2 0.2 0.2 0.2 0.2 0.2 
Case-2 
i=1 0.7 0.7 0.7 0.7 0.7 0.7 
i=2 0.3 0.2 0.2 0.2 0.2 0.2 
Case-3 
i=1 0.8 0.9 0.8 0.7 0.6 0.5 
i=2 0.2 0.5 0.4 0.3 0.2 0.1 
Case-4 
i=1 0.9 0.9 0.7 0.5 0.3 0.1 
i=2 0.1 0.5 0.4 0.3 0.2 0.1 
Case-5 
i=1 0.8 0.9 0.7 0.5 0.3 0.1 
i=2 0.2 0.5 0.4 0.3 0.2 0.1 
Case-6 
i=1 0.7 0.9 0.7 0.5 0.3 0.1 
i=2 0.3 0.5 0.4 0.3 0.2 0.1 
Case-7 
i=1 0.6 0.9 0.7 0.5 0.3 0.1 
i=2 0.4 0.5 0.4 0.3 0.2 0.1 
 
 
8.4.1.2 分析結果 
表 8.1 のように設定した各数値を、前述の(8.10)式（Model-A）と(8.20)式（Model-B）
にそれぞれ代入し、因子 j ごとのウェイト wjを推定すると、表 8.2 のような結果となった。 
 
表 8.2 Model-A とModel-B によるウェイト wj の推定結果 
Case 
No. 
ウェイト wj 
Model-A Model-B 
因子 1 
(j=1) 
因子 2 
(j=2) 
因子 3 
(j=3) 
因子 4 
(j=4) 
因子 5 
(j=5) 
因子 1 
(j=1) 
因子 2 
(j=2) 
因子 3 
(j=3) 
因子 4 
(j=4) 
因子 5 
(j=5) 
Case-1 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.20 
Case-2 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.20 
Case-3 0.47 0.27 0.15 0.08 0.04 0.49 0.27 0.14 0.07 0.03 
Case-4 0.64 0.25 0.08 0.02 0.01 0.67 0.25 0.07 0.02 0.00 
Case-5 0.59 0.26 0.10 0.03 0.01 0.62 0.26 0.09 0.02 0.01 
Case-6 0.55 0.27 0.12 0.04 0.01 0.58 0.27 0.10 0.03 0.01 
Case-7 0.52 0.27 0.13 0.05 0.02 0.55 0.28 0.12 0.04 0.01 
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8.4.1.3 考察 1（Model-A とModel-B の推定結果） 
 本章の提案モデル（Model-A と Model-B）に従って推定したウェイト wj を見ると、そ
れぞれ異なった性格を有していることがわかる。これらの推定結果（表 8.2）から、それ
ぞれのモデルの類似点と相違点について検討した結果、以下のような知見が得られた。 
 
（1）Model-A と Model-B との類似点 
 Case-1とCase-2のウェイトwjを見ると、第 7章の推定結果と同様に、同じ推定値（0.20）
となっていることがわかる。本来、Model-A と Model-B とは異なる特徴（「重みつきファ
ジィ事象の確率まわりのエントロピー」を考慮しているか否か）を有した提案モデルであ
るが、これらのモデルは、因子 j ごとの特性値が同じ値であれば、選択確率による影響を
受けず、かつ Model-A も Model-B も同一の値となる。 
さらに、Case-4 から Case-7 の共通した特徴として、因子 j 間の特性値の間隔が等しい
（選択対象 1 が 0.2 ずつの間隔、選択対象 2 が 0.1 ずつの間隔）にも関わらず、因子 1 と
因子 2 のウェイト wjの差が最も大きく、因子 4 と因子 5 の差が最も小さくなっているこ
とを指摘することができる。また、Case-4 から Case-7 の特性値の設定は同一であるが、
選択対象 1 と選択対象 2 の選択確率 piの差が大きくなるに従い、因子 1 と因子 2 のウェイ
ト wjの差は大きく、それ以外の因子 j 間の差は小さくなるという共通点をもつことがわか
る。この結果は、ファジィ情報路モデルの特徴を端的に示しており、メンバーシップ値 μij
が小さい場合は、ウェイトの推定値がより（比例配分以上に）大きくなり、メンバーシッ
プ値 μijが大きい場合は、ウェイトの推定値がより（比例配分以上に）小さくなることを示
している。以上のように、Model-A と Model-B で推定したウェイト wjは、8.3 節の仮説
Ⅰと仮説Ⅱを満足しており、好ましいメンバーシップ値（メンバーシップ値 μijが小さい）
ほど、ウェイトの推定値は大きくなるという、現実に即した推定値であることがわかる。 
 
（2）Model-A と Model-B との相違点 
 Model-A と Model-B の相違点は、Case-3～Case-7 において、因子 j 間（j＝1 から 5）
のウェイト wj の差（数値のバラツキ）が、Model-A よりも Model-B の方が大きくなって
いるところにある。こうした数値のバラツキは、Model-A と Model-B の分子（エントロ
ピー）を構成している要素が、Model-A の場合は「ウェイトまわりのエントロピー＋重み
つきファジィ事象の確率まわりのエントロピー」H1のみで、Model-B の場合は「ウェイ
トまわりのエントロピー＋重みつきファジィ事象の確率まわりのエントロピー＋重みつき
メンバーシップ値まわりのエントロピー」H2であることに起因している。これは、Model-A
が(8.22)式の最大化問題であるのに対して、Model-B が(8.23)式の最大化問題であるという
両者の間の違いを意味し、下記のような分子と分母のメカニズムにより、こうした違いが
生じる。 
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重みつき平均特性値
1H                                       (8.22) 
重みつき平均特性値
2H                                       (8.23) 
ただし、H1＝ウェイトまわりのエントロピー 
＋重みつきファジィ事象の確率まわりのエントロピー， 
H2＝ウェイトまわりのエントロピー 
＋重みつきファジィ事象の確率まわりのエントロピー 
＋重みつきメンバーシップ値まわりのエントロピー 
 
上記のように、(8.23)式（Model-B）の分子は、(8.22)式（Model-A）の分子に対して「重
みつきメンバーシップ値まわりのエントロピー」が追加されており、かつこの「重みつき
メンバーシップ値まわりのエントロピー」は因子 j ごとに異なる値をとるため、「ウェイト
まわりのエントロピー」がウェイト wjを平均化しようとする力、すなわち w1＝w2＝･･･
＝wm＝1／m に近づけようとする力を、「ファジィ事象の確率まわりのエントロピー」の
みならず、「重みつきメンバーシップ値まわりのエントロピー」が二重に抑制する働きを持
つことになる。その結果として、Model-B の方が、各因子 j 間のウェイト wj の差が大き
くなるのである。 
 
以上の結果より、Model-B はメンバーシップ値による各因子 j 間の差をなるべく大きく
したい場合のウェイト推定問題に、Model-A はメンバーシップ値による各因子 j 間の差を
Model-B ほど大きくしたくない場合のウェイト推定問題に、それぞれ適することがわかる。
これにより、ウェイト推定の際の選択肢が生まれるのである。こうした選択肢が、ファジ
ィ情報路モデルの適用場面を拡げ、それぞれの状況と方針に沿ったウェイト wjの推定を可
能にすることになる。ここに、「ファジィ情報路モデル」研究における本章の提案モデルの
貢献を指摘することができるのである。 
 
8.4.1.4 考察 2（本章の提案モデルと第 7 章のモデルの推定結果） 
 ここでは、本章の提案モデル（Model-A と Model-B）で推定したウェイト wjを、第 7
章のモデルで推定したウェイト wjの推定結果（表 8.3）と比較し、それぞれのモデルの特
徴を検討していくことにする。そこで、本章の提案モデル（Model-A と Model-B）と第 7
章のモデルでそれぞれ推定したウェイト wjの推定結果（表 8.2 と表 8.3）を見ると、第 7
章のモデルに比べて、本章の提案モデル（Model-A と Model-B）の推定結果の方が、因子
j 間のウェイト wj の差（数値のバラツキ）が大きくなっていることがわかる。すなわち、
数値のバラツキが最も大きいのは本章の提案モデル（Model-B）であり、続いて本章の提
案モデル（Model-A）、第 7 章のモデルの順でバラツキは小さくなっているのである。 
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 以上の結果より、本章の提案モデルはメンバーシップ値による各因子 j 間の差をなるべ
く大きくしたい場合のウェイト推定問題に、第 7 章のモデルはそれよりも差を小さくした
い場合のウェイト推定問題に、それぞれ適することがわかる。すなわち、「メンバーシップ
値まわりのエントロピー」よりも「ファジィ事象の確率まわりのエントロピー」の方が、
因子 j 間のウェイト wj の差（数値のバラツキ）を大きくしようとする力（「ウェイトまわ
りのエントロピー」の平均化を抑制しようとする働き）がより強く働いているのである。 
 
表 8.3 第 7 章の提案モデルによるウェイト wj の推定結果 
Case 
No. 
ウェイト wj 
因子 1 
(j=1) 
因子 2 
(j=2) 
因子 3 
(j=3) 
因子 4 
(j=4) 
因子 5 
(j=5) 
Case-1 0.20 0.20 0.20 0.20 0.20 
Case-2 0.20 0.20 0.20 0.20 0.20 
Case-3 0.44 0.27 0.16 0.09 0.05 
Case-4 0.59 0.26 0.10 0.04 0.01 
Case-5 0.54 0.27 0.12 0.05 0.02 
Case-6 0.50 0.27 0.14 0.06 0.03 
Case-7 0.47 0.27 0.15 0.08 0.04 
 
 
8.4.2 アンケート調査による実証分析 
 
8.4.2.1 調査方法ならびに分析方法 
ここでは、大学生（回答者数 40 名：男性 17 名，女性 23 名）に対して、ファミリーレ
ストラン（サイゼリア，デニーズ，すかいらーく，ガスト）に関する図 8.1 のアンケート
調査（2015 年 1 月）を実施する。このアンケート調査データ（表 8.4-1～表 8.4-4）によ
り、本章の提案モデルの実証分析を試みることにする。 
そこで、各被験者に対して、6 項目（価格的に「お得感」がある，おいしい，食べたい
メニューが多い，食べたいセットメニューが豊富にある，ドリングバーが充実している，
落ち着ける雰囲気である）の質問を提示し、各ファミリーレストランのイメージを回答し
てもらうとともに、今後ファミリーレストランに行くとすると、どのファミリーレストラ
ンに何パーセントの確率（選択確率）で行きたいと思うかについて回答してもらうことに
する。 
これにより得られた各質問項目に対する特性値をもとに、各因子に対するウェイトを推
定する。ただし、8.4.1 節（数値例）と同様に、本章における特性値 δij（帰属度）は大き
いほど良い状態を意味するため、本章の提案モデルでは上記の δijをメンバーシップ値 μij
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（μij＝1－δij）、すなわちファジィ集合の補集合に対するメンバーシップ値へと置き換え、
この μijを用いて各ウェイト wjを推定していくことにする。 
 
 
図 8.1 アンケート調査票 
＊本アンケートの回答結果は、学術研究目的以外には使用いたしません。
あなたの性別と年齢をお聞かせ下さい。（　男性　・　女性　）　　（　　　歳）
そう思う どちらでもない そう思わない
サイゼリア 0.9 0.7 0.5 0.3 0.1
デニーズ 0.9 0.7 0.5 0.3 0.1
すかいらーく 0.9 0.7 0.5 0.3 0.1
ガスト 0.9 0.7 0.5 0.3 0.1
そう思う どちらでもない そう思わない
サイゼリア 0.9 0.7 0.5 0.3 0.1
デニーズ 0.9 0.7 0.5 0.3 0.1
すかいらーく 0.9 0.7 0.5 0.3 0.1
ガスト 0.9 0.7 0.5 0.3 0.1
そう思う どちらでもない そう思わない
サイゼリア 0.9 0.7 0.5 0.3 0.1
デニーズ 0.9 0.7 0.5 0.3 0.1
すかいらーく 0.9 0.7 0.5 0.3 0.1
ガスト 0.9 0.7 0.5 0.3 0.1
そう思う どちらでもない そう思わない
サイゼリア 0.9 0.7 0.5 0.3 0.1
デニーズ 0.9 0.7 0.5 0.3 0.1
すかいらーく 0.9 0.7 0.5 0.3 0.1
ガスト 0.9 0.7 0.5 0.3 0.1
そう思う どちらでもない そう思わない
サイゼリア 0.9 0.7 0.5 0.3 0.1
デニーズ 0.9 0.7 0.5 0.3 0.1
すかいらーく 0.9 0.7 0.5 0.3 0.1
ガスト 0.9 0.7 0.5 0.3 0.1
そう思う どちらでもない そう思わない
サイゼリア 0.9 0.7 0.5 0.3 0.1
デニーズ 0.9 0.7 0.5 0.3 0.1
すかいらーく 0.9 0.7 0.5 0.3 0.1
ガスト 0.9 0.7 0.5 0.3 0.1
【記入例】
サイゼリア 40%
デニーズ 30%
すかいらーく ％ 20%
ガスト 10%
合計 100％ 合計 100％
以　　　上
Q2  おいしい
ファミリーレストランの選択に関するアンケートのお願い
＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝　　質問　　＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝
１．あなたは、以下の4つのファミリーレストランについて、それぞれの質問項目に対するイメージを回答してください。
Q1  価格的にお得感がある
説明：評価欄は、当てはまる評定（0.9　・ 0.7　 ・ 0 .5　・　0.3  ・  0 .1 ）のいずれか1つに○を付けてください。
Q3　　食べたいメニューが多い
Q5  ドリンクバーが充実している
Q6  落ち着ける雰囲気
2．上記の評価に基づき、今後あなたがこれらのファミリーレストランに行くとすると、それぞれ何％の比率で行きたいと
思いますか。
％ サイゼリア
Q4　　食べたいセットメニューが豊富
ご協力ありがとうございました。
説明：以下の4つのファミリーレストランの合計した比率が100％になるように、それぞれの比率（％）を記入してください。
％ デニーズ
％ ガスト
すかいらーく
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表 8.4-1 アンケート調査データ 
被験者 
選択対象 iの 
選択確率 
特性値（帰属度）δij 
因子 1 
(j＝1) 
因子 2 
(j＝2) 
因子 3 
(j＝3) 
因子 4 
(j＝4) 
因子 5 
(j＝5) 
因子 6 
(j＝6) 
被験者-1 
i＝1 0.35 0.9 0.7 0.7 0.7 0.9 0.5 
i＝2 0.25 0.1 0.9 0.9 0.7 0.3 0.9 
i＝3 0.1 0.5 0.5 0.5 0.5 0.5 0.5 
i＝4 0.3 0.5 0.9 0.7 0.7 0.9 0.7 
被験者-2 
i＝1 0.15 0.9 0.5 0.9 0.3 0.5 0.1 
i＝2 0.6 0.1 0.7 0.7 0.3 0.5 0.9 
i＝3 0.05 0.5 0.5 0.5 0.5 0.5 0.5 
i＝4 0.2 0.3 0.7 0.7 0.7 0.5 0.3 
被験者-3 
i＝1 0.8 0.9 0.7 0.7 0.7 0.5 0.1 
i＝2 0.0 0.1 0.5 0.5 0.5 0.5 0.3 
i＝3 0.0 0.1 0.3 0.5 0.5 0.5 0.1 
i＝4 0.2 0.3 0.5 0.5 0.5 0.5 0.1 
被験者-4 
i＝1 0.25 0.9 0.7 0.5 0.5 0.5 0.3 
i＝2 0.25 0.5 0.7 0.7 0.5 0.5 0.3 
i＝3 0.25 0.7 0.7 0.7 0.5 0.5 0.3 
i＝4 0.25 0.7 0.7 0.7 0.5 0.5 0.3 
被験者-5 
i＝1 0.3 0.9 0.7 0.5 0.5 0.5 0.3 
i＝2 0.2 0.7 0.5 0.5 0.5 0.3 0.1 
i＝3 0.2 0.7 0.5 0.5 0.5 0.3 0.1 
i＝4 0.3 0.7 0.5 0.5 0.5 0.3 0.1 
被験者-6 
i＝1 0.5 0.9 0.9 0.9 0.5 0.5 0.5 
i＝2 0.0 0.1 0.9 0.5 0.5 0.5 0.3 
i＝3 0.0 0.5 0.9 0.5 0.5 0.5 0.3 
i＝4 0.5 0.3 0.9 0.5 0.5 0.5 0.3 
被験者-7 
i＝1 0.6 0.9 0.7 0.9 0.5 0.7 0.3 
i＝2 0.1 0.3 0.9 0.3 0.5 0.5 0.3 
i＝3 0.1 0.7 0.3 0.3 0.5 0.5 0.3 
i＝4 0.2 0.1 0.7 0.5 0.5 0.3 0.3 
被験者-8 
i＝1 0.4 0.9 0.5 0.5 0.5 0.9 0.5 
i＝2 0.1 0.1 0.5 0.5 0.5 0.9 0.5 
i＝3 0.1 0.3 0.5 0.5 0.5 0.9 0.5 
i＝4 0.4 0.5 0.5 0.5 0.5 0.9 0.5 
被験者-9 
i＝1 0.3 0.7 0.7 0.7 0.5 0.5 0.1 
i＝2 0.2 0.5 0.7 0.5 0.5 0.5 0.1 
i＝3 0.2 0.5 0.5 0.5 0.5 0.5 0.1 
i＝4 0.3 0.5 0.7 0.7 0.5 0.5 0.1 
被験者-10 
i＝1 0.25 0.1 0.1 0.1 0.1 0.1 0.1 
i＝2 0.25 0.1 0.1 0.1 0.1 0.1 0.1 
i＝3 0.25 0.1 0.1 0.1 0.1 0.1 0.1 
i＝4 0.25 0.1 0.1 0.1 0.1 0.1 0.1 
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表 8.4-2 アンケート調査データ 
被験者 
選択対象 iの 
選択確率 
特性値（帰属度）δij 
因子 1 
(j＝1) 
因子 2 
(j＝2) 
因子 3 
(j＝3) 
因子 4 
(j＝4) 
因子 5 
(j＝5) 
因子 6 
(j＝6) 
被験者-11 
i＝1 0.5 0.9 0.5 0.7 0.7 0.7 0.7 
i＝2 0.05 0.5 0.5 0.5 0.5 0.5 0.5 
i＝3 0.05 0.3 0.5 0.5 0.5 0.5 0.5 
i＝4 0.4 0.3 0.5 0.7 0.7 0.7 0.7 
被験者-12 
i＝1 0.3 0.9 0.7 0.5 0.7 0.5 0.3 
i＝2 0.2 0.3 0.7 0.7 0.7 0.5 0.3 
i＝3 0.25 0.5 0.7 0.7 0.7 0.5 0.5 
i＝4 0.25 0.7 0.7 0.7 0.7 0.5 0.3 
被験者-13 
i＝1 0.4 0.9 0.7 0.9 0.1 0.7 0.1 
i＝2 0.2 0.5 0.7 0.7 0.5 0.5 0.7 
i＝3 0.1 0.3 0.9 0.5 0.7 0.5 0.7 
i＝4 0.3 0.7 0.7 0.7 0.5 0.9 0.3 
被験者-14 
i＝1 0.2 0.7 0.5 0.3 0.3 0.3 0.3 
i＝2 0.25 0.5 0.7 0.7 0.5 0.7 0.5 
i＝3 0.27 0.5 0.7 0.7 0.5 0.7 0.3 
i＝4 0.28 0.5 0.7 0.7 0.5 0.3 0.3 
被験者-15 
i＝1 0.25 0.9 0.9 0.5 0.5 0.9 0.1 
i＝2 0.25 0.1 0.9 0.5 0.5 0.9 0.3 
i＝3 0.25 0.1 0.9 0.5 0.5 0.9 0.3 
i＝4 0.25 0.9 0.9 0.5 0.5 0.9 0.3 
被験者-16 
i＝1 0.3 0.9 0.7 0.5 0.3 0.7 0.3 
i＝2 0.2 0.5 0.5 0.5 0.5 0.5 0.5 
i＝3 0.1 0.5 0.7 0.7 0.5 0.5 0.5 
i＝4 0.4 0.5 0.7 0.7 0.7 0.5 0.7 
被験者-17 
i＝1 0.25 0.9 0.3 0.5 0.7 0.5 0.1 
i＝2 0.25 0.7 0.3 0.5 0.3 0.5 0.3 
i＝3 0.25 0.7 0.5 0.5 0.3 0.5 0.3 
i＝4 0.25 0.9 0.3 0.5 0.3 0.5 0.1 
被験者-18 
i＝1 0.3 0.9 0.5 0.7 0.3 0.5 0.3 
i＝2 0.3 0.3 0.7 0.7 0.5 0.7 0.7 
i＝3 0.3 0.5 0.5 0.5 0.7 0.7 0.7 
i＝4 0.3 0.5 0.5 0.5 0.5 0.5 0.7 
被験者-19 
i＝1 0.2 0.9 0.7 0.7 0.3 0.7 0.3 
i＝2 0.4 0.1 0.9 0.9 0.5 0.1 0.7 
i＝3 0.1 0.5 0.5 0.3 0.3 0.5 0.3 
i＝4 0.3 0.7 0.7 0.5 0.3 0.7 0.3 
被験者-20 
i＝1 0.3 0.9 0.7 0.3 0.7 0.9 0.1 
i＝2 0.5 0.3 0.9 0.9 0.9 0.7 0.3 
i＝3 0.1 0.7 0.3 0.7 0.7 0.5 0.7 
i＝4 0.1 0.1 0.7 0.7 0.3 0.5 0.7 
 
195 
 
 
 
表 8.4-3 アンケート調査データ 
被験者 
選択対象 iの 
選択確率 
特性値（帰属度）δij 
因子 1 
(j＝1) 
因子 2 
(j＝2) 
因子 3 
(j＝3) 
因子 4 
(j＝4) 
因子 5 
(j＝5) 
因子 6 
(j＝6) 
被験者-21 
i＝1 0.3 0.9 0.9 0.1 0.1 0.1 0.7 
i＝2 0.3 0.1 0.9 0.9 0.9 0.9 0.7 
i＝3 0.0 0.5 0.5 0.5 0.5 0.5 0.5 
i＝4 0.4 0.1 0.9 0.9 0.9 0.7 0.7 
被験者-22 
i＝1 0.4 0.9 0.5 0.5 0.5 0.5 0.3 
i＝2 0.2 0.3 0.7 0.5 0.5 0.5 0.5 
i＝3 0.0 0.5 0.5 0.5 0.5 0.5 0.3 
i＝4 0.4 0.5 0.5 0.5 0.5 0.5 0.5 
被験者-23 
i＝1 0.25 0.7 0.5 0.7 0.3 0.3 0.3 
i＝2 0.25 0.3 0.5 0.5 0.3 0.3 0.3 
i＝3 0.25 0.5 0.5 0.5 0.3 0.3 0.3 
i＝4 0.25 0.5 0.5 0.7 0.3 0.3 0.3 
被験者-24 
i＝1 0.45 0.9 0.9 0.9 0.7 0.9 0.9 
i＝2 0.05 0.7 0.7 0.5 0.5 0.5 0.5 
i＝3 0.05 0.7 0.7 0.5 0.5 0.5 0.5 
i＝4 0.45 0.7 0.9 0.9 0.9 0.9 0.9 
被験者-25 
i＝1 0.3 0.9 0.5 0.3 0.1 0.5 0.7 
i＝2 0.2 0.5 0.7 0.7 0.5 0.5 0.7 
i＝3 0.1 0.5 0.5 0.5 0.5 0.5 0.5 
i＝4 0.4 0.5 0.9 0.7 0.7 0.5 0.7 
被験者-26 
i＝1 0.4 0.7 0.7 0.7 0.5 0.3 0.1 
i＝2 0.1 0.5 0.7 0.7 0.5 0.5 0.1 
i＝3 0.1 0.5 0.5 0.5 0.5 0.5 0.5 
i＝4 0.4 0.5 0.5 0.7 0.5 0.7 0.7 
被験者-27 
i＝1 0.35 0.7 0.5 0.7 0.1 0.3 0.3 
i＝2 0.2 0.5 0.5 0.5 0.1 0.1 0.3 
i＝3 0.1 0.5 0.5 0.5 0.1 0.1 0.3 
i＝4 0.35 0.5 0.5 0.7 0.1 0.3 0.3 
被験者-28 
i＝1 0.2 0.9 0.9 0.9 0.9 0.9 0.1 
i＝2 0.1 0.1 0.9 0.3 0.3 0.5 0.9 
i＝3 0.1 0.7 0.9 0.9 0.5 0.3 0.7 
i＝4 0.6 0.7 0.9 0.9 0.9 0.3 0.9 
被験者-29 
i＝1 0.3 0.9 0.9 0.5 0.5 0.1 0.5 
i＝2 0.1 0.5 0.9 0.7 0.5 0.3 0.5 
i＝3 0.1 0.7 0.7 0.9 0.5 0.9 0.5 
i＝4 0.5 0.7 0.7 0.9 0.5 0.9 0.5 
被験者-30 
i＝1 0.2 0.9 0.5 0.7 0.5 0.7 0.5 
i＝2 0.4 0.7 0.7 0.7 0.5 0.7 0.5 
i＝3 0.1 0.7 0.5 0.5 0.5 0.5 0.5 
i＝4 0.3 0.9 0.5 0.7 0.5 0.7 0.5 
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表 8.4-4 アンケート調査データ 
被験者 
選択対象 iの 
選択確率 
特性値（帰属度）δij 
因子 1 
(j＝1) 
因子 2 
(j＝2) 
因子 3 
(j＝3) 
因子 4 
(j＝4) 
因子 5 
(j＝5) 
因子 6 
(j＝6) 
被験者-31 
i＝1 0.1 0.7 0.7 0.7 0.5 0.3 0.5 
i＝2 0.3 0.7 0.9 0.9 0.7 0.5 0.5 
i＝3 0.0 0.5 0.5 0.5 0.5 0.5 0.5 
i＝4 0.6 0.7 0.9 0.9 0.7 0.9 0.7 
被験者-32 
i＝1 0.2 0.7 0.7 0.5 0.5 0.5 0.5 
i＝2 0.4 0.5 0.7 0.5 0.5 0.5 0.5 
i＝3 0.2 0.5 0.5 0.5 0.5 0.5 0.5 
i＝4 0.2 0.5 0.5 0.5 0.5 0.5 0.5 
被験者-33 
i＝1 0.7 0.9 0.9 0.1 0.1 0.7 0.3 
i＝2 0.1 0.1 0.5 0.3 0.7 0.5 0.3 
i＝3 0.1 0.5 0.5 0.5 0.5 0.5 0.3 
i＝4 0.1 0.7 0.5 0.5 0.7 0.9 0.3 
被験者-34 
i＝1 0.4 0.9 0.7 0.7 0.5 0.7 0.3 
i＝2 0.2 0.3 0.7 0.7 0.5 0.7 0.3 
i＝3 0.0 0.3 0.5 0.5 0.5 0.5 0.5 
i＝4 0.4 0.3 0.7 0.7 0.5 0.7 0.3 
被験者-35 
i＝1 0.8 0.9 0.9 0.9 0.9 0.7 0.7 
i＝2 0.1 0.5 0.7 0.7 0.7 0.7 0.9 
i＝3 0.0 0.5 0.5 0.5 0.5 0.5 0.5 
i＝4 0.1 0.7 0.5 0.5 0.5 0.5 0.5 
被験者-36 
i＝1 0.5 0.9 0.9 0.9 0.5 0.7 0.9 
i＝2 0.15 0.7 0.9 0.5 0.5 0.5 0.9 
i＝3 0.05 0.5 0.9 0.5 0.5 0.5 0.5 
i＝4 0.3 0.5 0.9 0.7 0.5 0.7 0.9 
被験者-37 
i＝1 0.4 0.9 0.9 0.9 0.7 0.9 0.3 
i＝2 0.1 0.1 0.9 0.9 0.7 0.9 0.3 
i＝3 0.1 0.5 0.5 0.5 0.5 0.5 0.3 
i＝4 0.4 0.7 0.9 0.9 0.9 0.9 0.3 
被験者-38 
i＝1 0.4 0.9 0.9 0.9 0.3 0.7 0.5 
i＝2 0.15 0.3 0.7 0.9 0.7 0.7 0.5 
i＝3 0.05 0.5 0.5 0.5 0.5 0.5 0.5 
i＝4 0.4 0.7 0.7 0.7 0.5 0.7 0.5 
被験者-39 
i＝1 0.4 0.9 0.5 0.5 0.5 0.7 0.9 
i＝2 0.2 0.9 0.5 0.5 0.5 0.7 0.9 
i＝3 0.0 0.5 0.5 0.5 0.5 0.5 0.5 
i＝4 0.2 0.7 0.5 0.5 0.5 0.5 0.5 
被験者-40 
i＝1 0.5 0.9 0.7 0.9 0.3 0.9 0.9 
i＝2 0.2 0.1 0.7 0.7 0.7 0.5 0.7 
i＝3 0.0 0.5 0.5 0.5 0.5 0.5 0.5 
i＝4 0.3 0.5 0.9 0.7 0.9 0.5 0.9 
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8.4.2.2 分析結果 
アンケート調査により収集したデータ（表 8.4-1～表 8.4-4）を、前述の(8.10)式（Model-A）
と(8.20)式（Model-B）に代入し、因子 j ごとのウェイト wj を推定したところ、表 8.5-1
と表 8.5-2 のような結果となった。 
 
 
 
表 8.5-1 Model-A とModel-B によるウェイト wj の推定結果 
被験者 
ウェイト wj 
Model-A Model-B 
因子
1 
因子
2 
因子
3 
因子
4 
因子
5 
因子
6 
因子
1 
因子
2 
因子
3 
因子
4 
因子
5 
因子
6 
被験者-1 0.049 0.308 0.203 0.142 0.176 0.122 0.045  0.314  0.206  0.143  0.172  0.121  
被験者-2 0.025 0.252 0.343 0.052 0.102 0.226 0.021  0.312  0.304  0.058  0.123  0.181  
被験者-3 0.376 0.185 0.185 0.185 0.065 0.003 0.327  0.200  0.200  0.200  0.072  0.003  
被験者-4 0.288 0.288 0.219 0.091 0.091 0.024 0.230  0.311  0.246  0.095  0.095  0.024  
被験者-5 0.473 0.183 0.134 0.134 0.060 0.016 0.419  0.192  0.150  0.150  0.068  0.020  
被験者-6 0.087 0.635 0.178 0.041 0.041 0.018 0.065  0.679  0.146  0.045  0.045  0.020  
被験者-7 0.223 0.250 0.279 0.086 0.140 0.022 0.183  0.289  0.239  0.105  0.157  0.027  
被験者-8 0.110 0.054 0.054 0.054 0.673 0.054 0.076  0.055  0.055  0.055  0.706  0.055  
被験者-9 0.182 0.299 0.246 0.132 0.132 0.010 0.174  0.305  0.244  0.134  0.134  0.009  
被験者-10 0.167 0.167 0.167 0.167 0.167 0.167 0.167 0.167 0.167 0.167 0.167 0.167 
被験者-11 0.130 0.062 0.202 0.202 0.202 0.202 0.092  0.063  0.211  0.211  0.211  0.211  
被験者-12 0.177 0.265 0.187 0.265 0.079 0.029 0.172  0.270  0.187  0.270  0.075  0.025  
被験者-13 0.210 0.239 0.306 0.019 0.210 0.016 0.208  0.242  0.310  0.016  0.210  0.013  
被験者-14 0.162 0.297 0.244 0.105 0.137 0.055 0.162  0.306  0.247  0.102  0.133  0.051  
被験者-15 0.011 0.484 0.011 0.011 0.484 0.001 0.008  0.487  0.009  0.009  0.487  0.000  
被験者-16 0.201 0.249 0.180 0.114 0.143 0.114 0.200 0.255 0.181 0.111 0.143 0.111 
被験者-17 0.565 0.059 0.137 0.079 0.137 0.023 0.587  0.053  0.134  0.073  0.134  0.019  
被験者-18 0.162 0.162 0.223 0.092 0.181 0.181 0.158  0.163  0.228  0.089  0.182  0.180  
被験者-19 0.093 0.420 0.283 0.05 0.073 0.082 0.085  0.436  0.286  0.047  0.067  0.078  
被験者-20 0.045 0.281 0.165 0.281 0.217 0.011 0.041  0.285  0.162  0.285  0.219  0.009  
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表 8.5-2 Model-A とModel-B によるウェイト wj の推定結果 
被験者 
ウェイト wj 
Model-A Model-B 
因子
1 
因子
2 
因子
3 
因子
4 
因子
5 
因子
6 
因子
1 
因子
2 
因子
3 
因子
4 
因子
5 
因子
6 
被験者-21 0.007  0.589  0.104  0.104  0.055  0.142  0.005  0.609  0.096  0.096  0.050  0.143  
被験者-22 0.271  0.183  0.150  0.150  0.150  0.097  0.271  0.185  0.150  0.150  0.150  0.094  
被験者-23 0.214  0.214  0.329  0.081  0.081  0.081  0.215  0.218  0.341  0.075  0.075  0.075  
被験者-24 0.081  0.257  0.200  0.063  0.200  0.200  0.080  0.259  0.200  0.061  0.200  0.200  
被験者-25 0.181  0.283  0.127  0.068  0.088  0.253  0.180  0.286  0.124  0.063  0.086  0.260  
被験者-26 0.186  0.206  0.309  0.120  0.120  0.059  0.186  0.208  0.319  0.118  0.116  0.053  
被験者-27 0.277  0.203  0.370  0.022  0.054  0.075  0.281  0.203  0.383  0.018  0.047  0.068  
被験者-28 0.050  0.446  0.253  0.171  0.003  0.076  0.048  0.457  0.253  0.169  0.003  0.071  
被験者-29 0.240  0.311  0.274  0.043  0.090  0.043  0.243  0.319  0.275  0.040  0.082  0.040  
被験者-30 0.399  0.100  0.193  0.057  0.193  0.057  0.408  0.097  0.194  0.054  0.194  0.054  
被験者-31 0.067  0.383  0.383  0.055  0.082  0.029  0.065  0.389  0.389  0.052  0.078  0.027  
被験者-32 0.174  0.260  0.142  0.142  0.142  0.142  0.174  0.265  0.140  0.140  0.140  0.140  
被験者-33 0.350  0.390  0.008  0.013  0.221  0.017  0.348  0.396  0.006  0.010  0.224  0.015  
被験者-34 0.103  0.266  0.266  0.079  0.266  0.020  0.095  0.271  0.271  0.076  0.271  0.017  
被験者-35 0.227  0.227  0.227  0.227  0.040  0.050  0.228  0.228  0.228  0.228  0.039  0.049  
被験者-36 0.075  0.428  0.104  0.006  0.035  0.353  0.072  0.435  0.100  0.005  0.033  0.356  
被験者-37 0.052  0.283  0.283  0.099  0.283  0.000  0.049  0.285  0.285  0.098  0.285  0.000  
被験者-38 0.179  0.272  0.333  0.024  0.155  0.037  0.176  0.275  0.338  0.022  0.155  0.034  
被験者-39 0.445  0.039  0.039  0.039  0.116  0.323  0.453  0.036  0.036  0.036  0.114  0.324  
被験者-40 0.052  0.175  0.244  0.030  0.105  0.394  0.047  0.176  0.247  0.027  0.102  0.402  
 
 
表 8.6 提案モデル（Model-A とModel-B）によるウェイト推定の平均値 
ウェイト wj 
Model-A Model-B 
因子 1 因子 2 因子 3 因子 4 因子 5 因子 6 因子 1 因子 2 因子 3 因子 4 因子 5 因子 6 
0.1841  0.2664  0.2071  0.0974  0.1497  0.0956  0.1834  0.2706  0.2085  0.0951  0.1486  0.0938  
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図 8.2 提案モデル（Model-A とModel-B）による各因子 j に対するウェイト（平均値） 
 
 
8.4.2.3 考察 
表 8.4-1～表 8.4-4 のファミリーレストランに関するアンケート調査に基づき、本章の 2
つの提案モデル(Model-A と Model-B)により因子 j ごとのウェイト wjを推定した結果（表
8.5-1，表 8.5-2，表 8.6 と図 8.2）において、ウェイト wjの推定値が比較的大きい値とな
った上位の 3 因子（選択要因）が、①「おいしい」，②「食べたいメニューが多い」，③「価
格的に『お得感』がある」であり、反対にウェイト wjが比較的小さい数値となった下位の
3 因子は、④「落ち着ける雰囲気である」，⑤「食べたいセットメニューが豊富にある」，
⑥「ドリンクバーが充実している」であることを確認した。 
上記の結果から、ファミリーレストランを選択する際に、「おいしい」や「食べたいメ
ニューが多い」というレストランとしての基本的な要素が１位と 2 位を占めており、「価
格的に「お得感」がある」を上回っていることがわかる。これより、被験者にとって商品
の価格以上に、おいしいメニューや食べたいメニューを重視する考え方が大きく反映され
ていることが示唆される。一方で、被験者は「ドリンクバーが充実している」に対して、
さほど重視していないという結果が得られている。これは、今回のアンケート調査対象（フ
ァミリーレストラン）のすべてが、ドリンクバーを実施していることに起因しているので
はないかと思われる。さらに、これらのファミリーレストランに行く際には、喫茶店やバ
ーとは異なり、食事を主目的にしていることを考慮すると、上記の推定値は妥当な結果で
あることがわかる。 
以上のように、本章で提案した 2 つのモデル（Model-A と Model-B）は、被験者の情報
処理プロセス（ブラック・ボックス）で処理され、本人以外の第三者が知ることが困難で
あった重みづけのメカニズムを記述し、各因子（選択要因）に対するウェイト wjの推定問
題をモデル化したのである。さらに、アンケート調査に基づく実証分析から、現実に即し
たウェイト wjの推定値が得られ、提案モデルの妥当性を確認することができた。 
0.08
0.13
0.18
0.23
0.28
因子1 因子2 因子3 因子4 因子5 因子6
Model-A Model-B
200 
 
 
8.5 本章で得られた成果 
 
本章では、第 7 章の分析モデル（重みつき多因子ファジィ情報路モデル）に対して、新
たにファジィ事象の確率を組み込んだ 2 つの「重みつき多因子ファジィ情報路モデル」
（Model-A と Model-B）を提案した。さらに、企業外部者の選択行動を、研究者やアナリ
スト等（企業外部者）が拡大推論しようとする場面を設定し、簡単な数値例とアンケート
調査による実証分析を行った結果、下記のような知見が得られた。 
 
① 因子 j ごとの特性値が同じ値であれば、選択確率による影響を受けず、かつ Model-A
も Model-B も同一の結果となる。 
② 因子 j 間のウェイト wj の差（数値のバラツキ）が、Model-A よりも Model-B の方が
大きくなっている。 
③ Model-B では、「ウェイトまわりのエントロピー」がウェイト wj を平均化しようとす
る力を、「ファジィ事象の確率まわりのエントロピー」と「重みつきメンバーシップ値
まわりのエントロピー」が二重に抑制している。 
④ 本章の提案モデルはメンバーシップ値による各因子 j 間の差をなるべく大きくしたい
場合のウェイト推定問題に、第 7 章のモデルはそれよりも差を小さくしたい場合のウ
ェイト推定問題に、それぞれ適している。 
 
 以上のように、本章の実証分析から、現実に即したウェイト wjの推定値が得られ、提案
モデルの妥当性を確認することができた。 
 
                                                   
1 国沢清典(1991)，『エントロピー・モデル』日科技連出版社，pp.36-46. 
2 山下洋史(2001)，「ファジィ・エントロピーを用いた多因子情報路モデル」『明大商学論
叢』Vol.83，No.1，pp.167-183. 
3 同上論文，pp.167-183. 
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結論 研究成果のまとめと今後の研究課題 
 
 本研究では、企業外部者（消費者や一般投資家等）の拡大推論に焦点を当てながらも、
この問題をすべての人間の行動モデルへと一般化し、複数の候補（選択対象）に関する選
択確率・選択比率の推定問題、メンバーシップ値の推定問題、ウェイトの推定問題を多面
的・学際的に論じてきた。 
ここでは、本研究の各章で新たに提案したエントロピー・モデルとファジィ・モデル，
ファジィ情報路モデルから得られた研究成果を整理していくことにする。これにより、情
報管理論や消費者行動論といった商学・経営学的アプローチと、経営工学・情報科学の領
域における情報理論やファジィ理論といった工学的アプローチとの融合による研究成果を
まとめるとともに、こうした学際的研究の新たな方向性を示唆する。また、研究のさらな
る発展をめざした今後の研究課題をまとめていくことにする。 
   
Ⅰ 研究成果のまとめ 
  
 本研究では、序論で述べた、研究目的や基本概念の定義と位置づけ、前提条件等を基礎
として、本論の第 1章～第 8章において人間（特に、企業外部者）の選択行動に関する「拡
大推論」を簡潔な形式で記述した分析モデルを提示してきた。これにより、商学・経営学
と工学にまたがる学際的研究を展開し、以下のような成果を得ることができた。 
まず、序論では本研究の目的、本研究の問題意識、本研究における基本概念の定義と位
置づけ、本研究の前提条件と限界、従来の研究と本研究の特徴等について述べ、本研究の
対象や位置づけを明らかにした。これにより、本論における議論の理論的基礎を固めた。 
本論の第 1部（第 1章～第 3章）では、Shannon1の情報理論に基づき、それぞれの章に
おいて新たなエントロピー・モデルを提案した。まず、第 1 章では経営資源配分という企
業内部者の選択行動に対する企業外部者の「拡大推論」に注目し、国沢2の一因子情報路モ
デルを、図 1.7（第 1章）のように、①各上位選択対象に対する選択比率の推定と、②各下
位選択対象に対する選択比率の推定という、2段階の階層型エントロピー・モデルへと拡張
した。さらに、簡単な数値例（経営資源配分問題）により、提案モデルの実証分析を行い、
そこから得られた経営資源配分比率の推定値を検討した結果、提案モデルの妥当性を確認
することができた。 
第 2章では、前章における 2段階の経営資源配分問題を、2方向の階層構造を持った経営
資源配分問題へと拡張することにより、2 方向 3 段階のエントロピー・モデルを提案した。
これにより、企業内部者の経営資源配分比率を、限られた情報に基づき企業外部者が推論
するという拡大推論のエントロピー・モデルを構築した。さらに、提案モデルの実証分析
202 
 
（マトリクス型組織における経営資源配分比率の推定）として、売上高と利益の簡単な数
値例を設定し、経営資源配分比率を推定した。こうした実証分析により、現実に即した経
営資源配分比率の推定値が得られ、提案モデルの妥当性を確認することができた。 
第 3 章では、企業外部者の選択行動において各選択要因（因子）のウェイトを推定する
ためのエントロピー・モデルを提案した。従来のエントロピー・モデル3では、そのウェイ
トが既知であるという前提条件を置いていたのに対して、本章の提案モデルでは、こうし
た前提条件を設定しなくても、最大エントロピー原理（序論Ⅴ-7 を参照）を導入すること
により、上記のウェイトを推定することが可能になったのである。さらに、本章の提案モ
デルの実証分析として、簡単な数値例（自動車の評価）を設定し、自動車の各購買要因（因
子）に対するウェイトを推定した。これにより、提案モデルの妥当性を確認するとともに、
推定したウェイトと各購買要因の特性値との間の関係を検討した。 
第 2 部（第 4 章と第 5 章）では、Zadeh4のファジィ理論に基づき、新たなファジィ・モ
デルを提案した。まず、第 4 章では、人間の受信する情報のあいまいさ（意味面でのあい
まいさ）を、メンバーシップ値によりモデル化する際に、従来の松丸・山下ら5のモデルで
はメンバーシップ値の比のみしか推定することができなかったという問題点をふまえ、メ
ンバーシップ値そのものを推定するための「ファジィ事象の確率を導入したメンバーシッ
プ値推定モデル」を提案した。さらに、サイコロを用いた実験により、「大きい目が出たよ
うである」「小さい目が出たようである」等のファジィ・メッセージを被験者が受信したも
とでのファジィ条件つき確率（事後確率）とファジィ事象の確率のデータを収集し、本章
の提案モデルの実証分析を試みた。これにより、現実に即したメンバーシップ値の推定値
が得られ、提案モデルの妥当性を確認するとともに、ファジィ事象の確率とメンバーシッ
プ値（推定値）との間の関係を検討した。 
第 5 章では、前章のモデルに対して、新たにサンプル相を追加したメンバーシップ値推
定モデル（Model-A）とファジィ事象の確率とファジィ条件つき確率の結合モデル（Model-B）
を提案した。前章のモデルはサンプル相を持たない（1つのサンプルについての分析モデル
である）ため、複数（m 個）のサンプルの場合、m 回の分析を行わなければならないとい
う問題があったが、本章では、複数のサンプルを 1 つのモデルで記述すべく、サンプル相
を導入することにより、新たな「メンバーシップ値推定モデル」（Model-A）を提案した。
また、Model-A におけるメンバーシップ値の推定値を用いた「ファジィ事象の確率とファ
ジィ条件つき確率の結合モデル」（Model-B）を提案した。その上で、本章の提案モデルの
適用例として、企業が消費者にとってなるべくわかり易い支店名や営業所名を設定しよう
とする際の地名（所在地名）を想定し、アンケート調査により、地名・都市名・県名のう
ち「いずれの名称がわかり易いか」についての選択データを収集した。さらに、この調査
データを用いて、本章の提案モデル（Model-A と Model-B）の実証分析を試みた。これに
より、現実に即したメンバーシップ値の推定値が得られ、本章の提案モデル（Model-A と
Model-B）の妥当性を確認した。 
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第 3部（第 6章～第 8章）では、第 1部の情報理論（Shannon6）的アプローチと第 2部
のファジィ理論（Zadeh7）的アプローチを統合することにより、各章において新たなファ
ジィ情報路モデルを提案した。まず、第 6章では、従来のファジィ情報路モデル8を、「3段
階の階層型ファジィ情報路モデル」へと拡張することを試みた。第１部の第 1 章と第 2 章
では、Shannon の情報理論に基づき、従来のエントロピー・モデルを多段階（2 段階と 2
方向 3 段階）の階層型エントロピー・モデルへと拡張したが、これらのモデルは、確率面
でのあいまいさ（偶然性あるいは不確実性）のみに焦点を当て、意味面でのあいまいさ（漠
然性）については組み込まれていなかった。そこで、本章では、情報理論とファジィ理論
のアプローチを統合することにより、確率面でのあいまいさと意味面でのあいまいさの両
面を考慮した新たなファジィ情報路モデルを提案した。その上で、スマートフォン（多機
能携帯電話）の選択要因に関するアンケート調査の結果を用いて本章の提案モデルの実証
分析を行い、各機種および各通信会社に対する選択確率を推定した。さらに、こうした実
証分析により得られた選択確率の推定値と実績値を比較した結果、これらの間の乖離が小
さく、かつ男性と女性の間での現実に即した推定値の違いが得られ、本章の提案モデルの
妥当性を確認することができた。 
第 7 章では、従来の多因子ファジィ情報路モデル9に対して、各選択要因（因子）に対す
るウェイトを導入することにより、「重みつき多因子ファジィ情報路モデル」を提案した。
これにより、従来のファジィ情報路モデル10では取り扱うことができなかった、各選択要因
（因子）に対するウェイトの推定を可能にした。さらに、本章の提案モデルの実証分析と
して、簡単な数値例と適用例（株式銘柄の選択とテーマパークの選択）の両面から、各選
択要因に対するウェイトの推定を試みた。これにより、現実に即したウェイトの推定値が
得られ、提案モデルの妥当性を確認するとともに、推定したウェイトと選択確率・メンバ
ーシップ値との間の関係を検討した。 
第 8章では、前章のウェイト推定モデルに対して、「重みつきファジィ事象の確率まわり
のエントロピー」を組み込んだ新たな分析モデルを提案した。その上で、ファミリーレス
トランの選択に関するアンケート調査を行い、そこから収集したデータを用いた実証分析
により、各選択要因（価格的に「お得感」がある，おいしい，食べたいセットメニューが
豊富にある等）に対するウェイトの推定を試みた。これにより、本章の実証分析から、現
実に即したウェイトの推定値が得られ、提案モデルの妥当性を確認した。 
 
 以上のように、企業外部者（一般投資家・学生や研究者・アナリスト等）の「拡大推論」
に注目し、本論の第 1章～第 8章で提案した分析モデルによって、 
 
① 多段階の選択行動における選択確率（あるいは選択比率）を推定するための分析モデル 
② 各選択要因（因子）に対するウェイトを推定するための分析モデル 
③ 各選択対象のメンバーシップ値を推定するための分析モデル 
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を提案し、上で述べたような各章の研究成果を生み出してきた。こうした研究成果により、
従来の研究における下記のような問題点を克服するための新たなアプローチを提示した。 
 
① これまで、情報のあいまいさを構成する偶然性と漠然性は、それぞれ情報理論（偶然
性）とファジィ理論（漠然性）により、個別に記述されていたが、本研究では両者を
包括的に論じるための枠組みと分析モデルを提示した。 
② 第 2部および第 3部の理論的基礎となるファジィ理論に関するほとんどの研究が、そ
の核となるメンバーシップ値が既知であるという前提条件から出発しており、「いか
にしてメンバーシップ値を合理的な基準で推定するか」についてのモデル構築が不足
していた。そこで、本研究では K-L情報量（Kullback-Leibler）の最小化問題（第 4
章）、および対数尤度最大化（第 5章）という合理的な基準により、メンバーシップ
値の推定を可能にした。 
③ 従来のエントロピー・モデルやファジィ情報路モデルでは、基本的に多段階の選択行
動を対象としておらず、多段階のエントロピーを複合的に捉えた情報管理的研究が不
足していたが、本研究では多段階のエントロピーを複合的に捉えた、新たな階層型エ
ントロピー・モデル（第 1章と第 2章）や階層型ファジィ情報路モデル（第 6章）を
提案した。 
④ 従来のエントロピー・モデルやファジィ情報路モデルでは、複数の選択要因に対する
重み（ウェイト）の推定問題に焦点を当てた研究が不足していたが、本研究ではこう
したウェイトを推定するための新たなエントロピー・モデル（第 3章）やファジィ情
報路モデル（第 7章と第 8章）を構築した。 
 
 しかしながら、本研究における各章の提案モデルは、序論でも述べたような前提条件の
みで成立するものであるため、本研究の前提条件からこぼれ落ちた事象を説明することは
できない。そこで、以下では企業外部者の拡大推論に関する研究をさらに発展させること
をめざし、今後の研究課題を整理していくことにする。 
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 Ⅱ 今後の研究課題 
  
 本研究に残された今後の研究課題として、まず第 1 に提案モデルを他の主要な先行研究
と対応づけることにより、その理論的位置づけをさらに明確化するという課題を挙げるこ
とができる。本研究は、序論でも述べたように、商学・経営学といった社会科学の領域に
属する情報管理論，消費者行動論，行動ファイナンス論に対して、情報理論やファジィ理
論の工学的アプローチを組み込んだ学際的な性格を有している。しかしながら、これらの
研究領域すべてについて先行研究との対応づけを十分に吟味するまでには至っていない。
本研究の提案モデルの基礎となる先行研究の対応関係は明確になっているが（例えば、エ
ントロピー・モデルやファジィ・エントロピー・モデルの研究）、本研究の問題領域の先行
研究は数多く存在し、それらと本研究との対応づけが十分になされているとは言えないの
である。本研究は、企業外部者の「拡大推論」に対して学際的アプローチをとっており、
その意味からもそれぞれの研究領域における先行研究との対応関係を十分に検討し、その
理論的位置づけを吟味することは重要な「今後の課題」となる。 
第 2 に、本研究の提案モデルは、企業外部者の拡大推論に焦点を当てているものの、こ
の問題に特化した分析モデルではないため、今後の研究課題として、企業外部者の拡大推
論に特化した分析モデルを構築していくことが挙げられる。本研究では、企業外部者の拡
大推論のみならず、すべての人間の拡大推論へと一般化した分析モデルを構築してきたが、
企業外部者の拡大推論に特化した分析モデルを構築すれば、その推論をさらに高い精度で
模写することができるかもしれない。そういった意味で、本研究は一長一短を持つのであ
る。そこで、企業外部者の拡大推論をより精度高く模写すべく、それに特化した分析モデ
ルを提案することが、今後の研究課題となる。 
第 3 に、本研究の実証分析における「調査対象の拡大」という課題を挙げることができ
る。序論でも述べたように、本研究の第 5 章，第 6 章，第 7 章，第 8 章では、提案モデル
の実証分析として、アンケート調査から収集したデータにより、選択確率・選択比率やメ
ンバーシップ値、さらには各選択要因に対するウェイトを推定しているが、その際の調査
対象は学生（大学生）のみとなっている。したがって、より一般的な分析結果を導出する
ためには、今後の実証分析において、年齢，性別，職業，居住地等を考慮し、幅広い対象
（例えば、多くの消費者や一般投資家）に対する調査を行うことが求められる。 
 また、本研究の各章における実証分析の問題設定は「地名・都市名・県名の選択」「多機
能携帯電話の選択」「テーマパークの選択」「ファミリーレストランの選択」等に限られて
いる。しかしながら、本研究で焦点を当てた企業外部者の拡大推論は、当然のことながら
上記の問題設定以外にも社会に数多く存在する。そのため、本研究の提案モデルを一般化
するためには、さらに多くの適用場面（特に、企業外部者の拡大推論）において、提案モ
デルの妥当性と有効性について検討することが求められるのである。 
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 第 4 に、本研究の各章において提案した分析モデルを、より多くの既存モデルと比較す
ることにより、提案モデルの妥当性・有効性を検討していくという課題が残されている。
人間の拡大推論、とりわけ企業外部者の拡大推論における選択確率（比率）やウェイトを
推定するための既存モデルとして、本研究で論じたエントロピー・モデルやファジィ・エ
ントロピー・モデル以外にも、ハフ・モデル11や AHP12等が広く知られている。今後、これ
らのモデルによる分析結果と本研究の提案モデルによる分析結果（特に、パラメータの推
定値）を比較検討し、本研究の提案モデルの利点と欠点を明らかにすることについても、
本研究における重要な課題となる。 
 最後に、本研究に残された今後の課題を整理すると、①先行研究との対応関係の吟味と
理論的位置づけの明確化、および②企業外部者の拡大推論に特化した分析モデルの構築、
③調査対象の拡大、④既存モデルに対する本研究の提案モデルの利点と欠点の明確化、と
いうことになる。 
  
 以上のように、本研究にはいくつかの重要な課題が残されているものの、本研究の提案
モデルは、人間の選択行動に関する拡大推論（特に、企業外部者の選択行動に関する拡大
推論）を論じる際の理論的基盤となりうる。そこで、本研究の成果を基に、今後も商学・
経営学、とりわけ情報管理論・消費者行動論・行動ファイナンス論を中心とする社会科学
と、情報理論・ファジィ理論を中心とする自然科学にまたがる新たな学際的研究領域を開
拓していきたい。 
 
 
                                                   
1 Shannon,C.E. (1948), “A Mathematical Theory of Communication”, The Bell System 
Technical Journal,Vol.27, pp.379-423. 
2 一因子情報路モデルは、エントロピー・モデルの 1つであり、エントロピーの最大化問題
として位置づけられた分析モデルである。詳しくは、国沢清典（1991）『エントロピー・
モデル』日科技連出版社.を参照。 
3 春日井博，百合本茂(1979)，「立地選択に影響を及ぼす要因について」『日本経営工学会誌』
Vol.29，No.4，pp.334-340. 
4 Zadeh,L.A. (1965), “Fuzzy Sets”, Information and Control, Vol.8, pp.338-353. 
5 松丸・山下・尾関によるメンバーシップ値の推定モデルである。詳しくは、松丸正延，山
下洋史，尾関守(1992)，「最尤法を用いた合併企業評価の分析モデル」日本経営工学会
春季研究発表大会予稿集，pp.47-48.を参照。 
6 Shannon,C.E. (1948),op.cit.,pp.379-423. 
7 Zadeh,L.A. (1965),op.cit.,pp.338-353. 
8 鄭年皓，村山賢哉，山下洋史，松丸正延(2009)，「二因子・二階層ファジィ情報路モデル
に関する研究」第 43回日本経営システム学会全国研究発表大会講演論文集，pp.124-127. 
9 山下洋史(2001)，「ファジィ・エントロピーを用いた多因子情報路モデル」『明大商学論叢』
Vol.83，No.1，pp.167-183. 
10 上原衛，山下洋史，大野髙裕(2007)，「投資家の価値判断を反映した SRI投資銘柄選択比
率の決定方法－ファジィ・エントロピーを用いた重みつき多因子情報路モデル－」『日本
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経営工学会論文誌』Vol.58，No.2，pp.125-135. 
11 David Huffにより考案された分析モデルであり、消費者が店舗を選択する確率を、他の
競合店舗を考慮しながら集客力・売上高を予測するモデル 
12 Saaty,T.L.によって提唱された階層分析法である。詳しくは、Satty,T.L.(1980), The 
Analytic Hierarchy Process, New York, McGraw-Hillを参照。 
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