Abstract. Recent years have witnessed a dramatic accumulation of knowledge about the morphological, physiological and molecular characteristics, as well as connectivity and synaptic properties of neurons in the mammalian hippocampus. Despite these advances, very little insight has been gained into the computational function of the different neuronal classes; in particular, the role of the various inhibitory interneurons in encoding and retrieval of information remains elusive. Mathematical and computational models of microcircuits play an instrumental role in exploring microcircuit functions and facilitate the dissection of operations performed by diverse inhibitory interneurons. A model of the CA1 microcircuitry is presented using biophysical representations of its major cell types: pyramidal, basket, axo-axonic, bistratified and oriens lacunosummoleculare cells. Computer simulations explore the biophysical mechanisms by which encoding and retrieval of spatio-temporal input patterns are achieved by the CA1 microcircuitry. The model proposes functional roles for the different classes of inhibitory interneurons in the encoding and retrieval cycles.
Introduction
The hippocampus has been studied extensively, yielding a wealth of data on network architecture, cell types, the anatomy and membrane properties of pyramidal cells and interneurons, and synaptic plasticity [1] . It contains principal excitatory neurons (pyramidal (P) cells in CA3 and CA1 and granule cells (GC) in the DG) and a large variety of inhibitory interneurons [2] . Its basic functional role is hypothesized to be the intermediate-term storage of declarative memories [3] .
Many computational models have been advanced over the years trying to understand how memories are stored and retrieved in the hippocampus [12] , [14] , [23] , [21] , [6] , [5] , [9] .
A conceptual model of how GABAergic interneurons might provide the control structures necessary for phasing storage and recall in the hippocampus has been proposed recently [15] . Building on this idea, we construct a functional model of the CA1 microcircuit, including a number of different neuronal types (pyramidal (P) cells, basket (B) cells, bistratified (BS) cells, axo-axonic (AA) cells and oriens-laconosum-moleculare (OLM) cells) and their specific roles in storage and recall. The recall performance of the model is tested against different levels of pattern loading and input presentation period. Figure 1 illustrates the simulated microcircuit model of the CA1 network. The model consists of 100 pyramidal (P) cells, 2 basket (B) cells, 1 bistratified (BS) cell, 1 axo-axonic (AA; chandelier) cell and 18 oriens lacunosum moleculare (OLM) cells. The cell percentages matched those found in rat hippocampus [4] . All simulations were performed using NEURON [8] running on a PC under Windows XP. The morphology of each cell in the model was adapted from experimental studies [24] , [25] . The biophysical properties of each cell were adapted from cell types reported in the literature [16] , [17] , [19] , [18] .
Materials and Methods

Model Architecture and Properties
Pyramidal Cells. Each P cell was modeled as 15 anatomical compartments. Membrane properties included a calcium pump and buffering mechanism, a calcium activated mAHP potassium current, an LVA L-type Ca 2+ current, an HVA L-type Ca 2+ current, an MVA R-type Ca 2+ current, an HVA T-type Ca 2+ current, an h current, an HH current that includes both a sodium and a delayed rectifier current, a slow Ca 2+ -dependent potassium current, a slow non-inactivating potassium channel with HH style kinetics and a K + A current [16] , [17] . Less than 1% recurrent connections between pyramidal cells in the network was assumed [26] .
Each pyramidal cell received nine somatic synaptic inhibition contacts from the population of basket cells [27] , mid-dendritic excitation from CA3, distal apical excitation from the entorhinal cortex (EC), proximal excitation from other pyramidal cells in the network (recurrent collaterals) [1] , eight axonic synaptic inhibition contacts from the population of chandelier cells [27] , [28] , six middendritic synaptic inhibition contacts from the bistratified cells population [27] and two distal synaptic inhibition contacts from each OLM cell.
Axo-Axonic Cells. Each AA cell was modeled with 17 compartments. Membrane properties included a leak conductance, a sodium current, a fast delayed rectifier K + current, an A-type K + current, L-and N-type Ca 2+ currents, a Ca 2+ -dependent K + current and a Ca 2+ -and voltage-dependent K + current [18] . No recurrent connections between AA cells were assumed [2] .
Axo-axonic cells received excitatory inputs from the EC perforant path to their SLM dendrites and excitatory inputs from the CA3 Schaffer collateral to their SR dendrites. In addition, the axo-axonic cells received inputs from active pyramidal cells in their SR medium and thick dendritic compartments as well as inhibitory input from the septum in their SO thick dendritic compartments [1] .
Basket Cells. Each B cell was modeled with 17 compartments. Membrane properties included a leak conductance, a sodium current, a fast delayed rectifier K + current, an A-type K + current, L-and N-type Ca 2+ currents, a Ca 2+ -dependent K + current and a Ca 2+ -and voltage-dependent K + current [18] . Recurrent connections between all B cells and between all B and BS cells in the network were assumed [2] .
All B cells received excitatory connections from the EC to their distal SLM dendrites, from the CA3 Schaffer collaterals to their medium SR dendrites and from active pyramidal cells to their medium and thick SR dendritic compartments and inhibitory connections from neighboring B and BS cells in their soma and from the medial septum in their SO thick dendritic compartments.
Bistratified Cells. Each BS cell was modeled with 13-compartments. Membrane properties included the same ionic currents as the B and AA cells. Recurrent connectivity between all BS and between BS and B cells in the network was assumed [2] . All BS cells received excitatory connections from the CA3 Schaffer collaterals in their medium SR dendritic compartments and from the active pyramidal cells in their thick SO dendritic compartments and inhibitory connections from the medial septum in their thick SO dendritic compartments and from neighboring B and BS cells in their somas. A randomly selected subset of P cells receive the EC input. The CA3 input arrives asynchronously in CA1 SR P cell dendrites between 10-18ms (that is, 10ms after the EC input). All P cells non-selectively receive the CA3 input. (B) Input pattern presentation in the model. An input pattern was defined as the spatio-temporal sequence of asynchronously arriving spikes to P cells. The presentation of an input pattern is repeated every Δτ (5ms, 7ms, 8ms, 10ms, 11ms) continuously throughout the encoding and retrieval sub-cycles of the theta rhythm.
OLM Cells. Each OLM cell was modeled as a reduced 4-compartment model [19] , which included a sodium (Na+) current, a delayed rectifier K + current, an A-type K + current and an h-current. No recurrent connections were assumed between OLM cells.
Each OLM cell received excitatory connections from the active pyramidal cells in their basal dendrites as well as inhibitory connections from the medial septum in their soma.
Model Inputs. Inputs to CA1 came from the medial septum (MS), entorhinal cortex (EC) and CA3 Schaffer collaterals. All P cells received the CA3 input, whereas a randomly selected subset of P cells received the EC layer III input (see figure 2A ). All B, AA and BS in the network received the CA3 input, whereas only the AA and B cells received the EC input. The conduction latency of the EC-layer III input to CA1 LM dendrites is less than 9 ms (ranging between 5-8 ms), whereas the conduction latency of EC-layer II input to CA1 radiatum dendrites via the di/tri-synaptic path is greater than 9 ms (ranging between 12-18 ms) [13] .
In the model, an input pattern was defined as the spatio-temporal sequence of asynchronously arriving spikes to corresponding P cells. The size of the input pattern was equal to the percentage of P cells that received the EC input. Both EC and CA3 input patterns were presented to P cell apical LM and medial SR dendrites respectively at various repeated time window shifts (i.e. each input was repeatedly presented with a period of 5 ms, 7 ms, 8 ms, 10 ms, or 11 ms) (see figure 2B) . MS input provided GABA-A inhibition to all INs in the model (strongest to B and AA). MS input was phasic at theta rhythm and was on for 70 ms during the retrieval phase.
Synaptic Properties. In the model, AMPA, NMDA, GABA-A and GABA-B synapses were included. GABA-A were present in all strata, whereas GABA-B were present in medium and distal SR and SLM dendrites. AMPA synapses were present in strata LM (EC connections) and radiatum (CA3 connections), whereas NMDA were present only in stratum radiatum (CA3 connections).
Synaptic Plasticity. A local spike-timing dependent plasticity (STDP) learning rule was applied at medial SR AMPA synapses on P cells [22] . Pre-synaptic spike times were compared with the maximal postsynaptic voltage response at a synapse. If the interval is positive (a pre-synaptic spike arrives before the post-synaptic neuron response), then the synapse is potentiated by increasing the maximum AMPA conductance. If the interval is negative, the synapse is depressed by reducing the AMPA conductance.
Network Training and Testing. During encoding the maximum synaptic conductances of the SR AMPA synapses were allowed to change according to the learning rule explained above. During retrieval, the conductances from the last time window of input presentation were kept fixed throughout the entire retrieval cycle.
Results
In the model, we make two important assumptions, which are supported by experimental evidence: (1) Encoding and retrieval are two functionally independent sub-cycles of theta rhythm [7] , and (2) During the storage sub-cycle the pyramidal cells that receive the EC input (i.e. the input pattern) do not fire action potentials [10] , [11] , [29] and hence the stored pattern does not "leak" out from the CA1.
Encoding Cycle
Previous modelling studies emphasized the role of a feedforward association of the incoming EC and CA3 inputs as the means of storing patterns in the CA1 P cells [31] . However, recent experimental evidence [13] has shown that in P cells of CA1 the conduction latency of the EC-layer III input to their LM dendrites is less than 9 ms (ranging between 5-8 ms), whereas the conduction latency of EClayer II input to their radiatum dendrites via the di/tri-synaptic path is greater than 9 ms (ranging between 12-18 ms). That means that forward association of the EC-and CA3-inputs is not feasible, given that the information to be stored is contained in the coincident activity of cells in layers II and III of EC. Therefore, a different mechanism is required to associate the two inputs.
During the simulated storage cycle of the theta, we propose the following: an EC input pattern arrives to the apical SLM dendrites of the B, AA and P cells at time t i , whereas an indirect CA3 input pattern via the di/trisynaptic loop arrives to the medium SR dendrites of the B, AA, BS and P cells at time t i +δt (δt > 9ms) [13] ). In the B and AA cells, the EC input is strong enough to induce an action potential in their soma. Furthermore, the GABAergic cell population of the medial septum is minimally active and therefore transmits the least amount of inhibition to the CA1 inhibitory interneurons. Having the least amount of inhibition impinging on them, the CA1 inhibitory cells are free to do several things: First, the axo-axonic and basket cells exert tight inhibitory control on the axons and somas of the pyramidal cells, thus preventing them from firing during the storage cycle [10] . Second, the basket cells exert powerful inhibitory control to neighbouring basket cells and to bistratified cells, which prevents the later from firing during the storage cycle. As mentioned earlier, the bistratified cells are 180 degrees out-of-phase with the basket and axo-axonic cells and hence not active during the storage cycle [11] .
The CA3 input to P cells provides the contextual information, whereas the EC input to P cells provides the sensory information, because place cells in CA1 were found to be maintained solely by direct input from EC and CA1 [20] . Since there is no topography in CA1 [26] , during the storage cycle, 20% of the P cells in the network are randomly selected to receive the EC input pattern in their apical SLM dendrites (see figure 2) . The summed postsynaptic potentials (PSP) generated in the SLM dendrites are attenuated on their way to the soma and axon [32] , where they are finally "stopped" by the B and AA cell inhibition. Due to the strong B and AA cell inhibition on their soma and axon, non-specific hyperpolarizing h-activated cation channels are activated, which send a rebound back-propagating post-synaptic response (BPPR) towards the SR and SLM dendrites. In the model, to induce the BPPR, the conductance of the I h current is increased 10-fold in the proximal SR dendrites (g hprox = 0.0005 mS/cm 2 ) and 20-fold in the medium and distal SR dendrites (g hmed,dist = 0.001 mS/cm
2 ) compared to the soma (g hsoma = 0.00005 mS/cm 2 ) [30] . In contrast to the EC input, all P cells in the network are activated by the CA3 input in their medial SR dendrites. Careful timing between the incoming CA3 Schaffer collateral spike, the EC spike and the BPPR will induce potentiation (LTP) or depression (LTD) via a local STDP rule [22] applied in the medium SR dendrites of the pyramidal cells.
Retrieval Cycle
The retrieval cycle begins as the GABAergic cells of the septum approach maximum activity. Because of this septal input, the basket and axo-axonic cells are inhibited, releasing pyramidal cells, bistratified cells and OLM cells from inhibition. Pyramidal cells may now fire more easily, thus allowing previously learned patterns to be recalled. During the retrieval cycle, the CA3 Schaffer collateral input plays the role of a cueing mechanism: If the CA3 input excited a pyramidal cell during this time, any synapses that were strengthened during the storage cycle will be activated, recalling the memory. Because the CA3 input is directed to all P cells, which potentially activates unwanted P cells and hence spurious memories are recalled, the role of the bistratified cells is to ensure that these spurious cells will be silenced by broadcasting a non-specific inhibitory signal to all P cells in the network.
In our model during recall the entorhinal cortical input provides a weak background excitation to the CA1 region that aids the recall process, causing depolarized cells to fire. However, this excitation can potentially give rise to unwanted or similar memories. In our model, P cells after being released by the basket and axo-axonic cell inhibition excite the OLM cells. This excitation was assumed strong enough to overcome the OLM septal inhibition. In return, the OLM cells strongly inhibit the distal SLM dendrites of the P cells [2] , where the direct entorhinal input arrives, thus preventing unwanted or similar memories from being recalled. Fig. 3 . Normalized recall performance during the 'many-trials' learning paradigm as a function of input pattern loading (10%, 50% and 75%) and input pattern presentation period (a pattern is repeatedly presented every 5ms, 7ms, 8ms, 10ms, 11ms). White bars: 75% pattern loading; Grey bars: 50% pattern loading; Black bars: 10% pattern loading.
Recall Performance
Twenty percent of all P cells in the network received the EC input pattern (EC input pattern: a group of twenty spikes arriving asynchronously within a time window of 0-9ms (see figure 2B) ) in their SLM dendrites, whereas all P cells received the CA3 input pattern (CA3 input pattern: the same group of twenty asynchronous spikes delayed by at least 9 ms) arrive in their SR dendrites. As we said previously, both the EC and CA3 input patterns were continuously presented with a period Δτ (Δτ = 5-11ms) throughout the encoding and retrieval cycles of the theta rhythm. To estimate the recall performance of our network, we counted the fraction of cells belonging to the stored pattern that were active during the retrieval cycle. Figure 3 depicts the model's recall performance for a particular input pattern. Different time shifts between pattern presentations during encoding and retrieval were tried (Δτ = every 5 ms, 7 ms, 8 ms, 10 ms or 11 ms), and different levels of cue pattern loading (10%, 50% and 75% of EC input pattern vector is presented to P cells) were used during recall. When 75% of the EC input pattern was presented during recall (i.e. 75% pattern loading), the recall performance was nearly perfect (100%) regardless of input presentation period with the exception at 7 ms (95%). At 50% and 10% pattern loading, the recall performance dropped by 5% and 20% respectively when the input presentation period was 5 ms. At larger input presentation periods, the recall performance degraded progressively for both 50% and 10% pattern loadings reaching a minimum of 45% and 70% respectively at 11 ms.
Conclusion
A detailed model of the CA1 microcircuit has been presented. The model proposes functional roles for a variety of CA1 cells in the encoding and retrieval of memories in the hippocampus. The performance of the model is tested against different levels of pattern cueing during recall and different input pattern presentation time shifts during learning. These initial tests indicate that this circuitry can successfully store and recall patterns of information within a theta cycle. The quality of storage does depend on the temporal pattern presentation sequence, as recall performance drops when the time between presentations is increased and only a small cue is used during recall. Much work remains to be done to further explore the temporal constraints on this process and to assess more widely the capacity of this network to operate as an associative memory.
