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Abstract
The operative conﬁguration of the heliostat ﬁeld of solar central receiver plants is a
vital part of their controlling tasks. The subset of active heliostats must be carefully
conﬁgured to set the operational state as desired while also avoiding dangerous ﬂux dis-
tributions and radiation peaks over the receiver surface. In this context, a general and
automatic aiming methodology is being developed by the authors of this work. However,
the mathematical formulation of this problem leads to a complex large-scale optimiza-
tion problem in which every active heliostat requires a certain two-dimensional aiming
point over the receiver. In this work, the possibility of applying TLBO, a population
based large-scale optimizer, is studied. Considering the potential computational costs of
this task, a preliminary parallel version of TLBO has been developed. The application
of this method to perform a large exploration of the search-space, in a high-performance
computing environment, is described. The parallelization of the algorithm turns out to
be quite useful to accelerate the procedure for the problem at hand. Therefore, the
possibility of including additional steps to the method remains feasible.
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1 Introduction
Solar Central Receiver Systems, SCRS in what follows, are power generation facilities based
on the exploitation of solar energy by concentrating the incident radiation. In general terms,
considering the scope of this work, they are formed by a large group of high-reﬂectance
orientable mirrors and a radiation receiver on the top of a tower. The mirrors, which are
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Figure 1: Scheme of a solar tower power plant.
called ‘heliostats’, track the apparent movement of the Sun through the day to concentrate
the incident solar radiation over the receiver. Consequently, there is a very high radiation
density over its surface. This power is then transferred to a working ﬂuid which is in
circulation inside the receiver. After increasing its temperature, this ﬂuid can be ﬁnally used
in a classic thermodynamic cycle for electric power generation. In Fig. 1, an illustrative
schema of this kind of facilities is shown. Stability of production and operative eﬃciency
due to the maturity of the underlying technologies are key aspects of this kind of power
facilities. The interested reader is referred to [2, 9] for further information about them.
Controlling the ﬂux distribution formed by the heliostat ﬁeld over the receiver sur-
face is of major importance to avoid dangerous temperature gradients, thermal stress and
premature aging of its components [1, 3, 7, 11]. This is a key factor for increasing the
operative life of the receiver, what has a direct inﬂuence on the production costs of STTP
as highlighted in [7]. Considering that the heliostat ﬁeld is usually formed by hundreds
(occasionally thousands) of heliostats, the deﬁnition of the active subset of them, as well
as their speciﬁc aiming point over the receiver according to the desired ﬂux distribution,
leads to face a very complex multi-staggered problem. In [3, 7], this problem is addressed
by a pre-deﬁned set of heliostats and possible aiming points, looking for an homogeneous
ﬂux distribution, with good results. However, in the context of this work, a generalization
of their approach is being developed by trying to automatically conﬁgure the whole ﬁeld
for a given instant of time (i.e., solar position) and a desired ﬂux distribution to achieve.
This methodology would even include the possibility of disabling unnecessary heliostats to
replicate the given reference (as heliostat ﬁelds are commonly oversized to face unfavorable
operating conditions such as cloudy days). In any case, that step is out of the scope of the
present paper and it will be assumed that the selected heliostats are already known. At
this point, good overall results are obtained by applying gradient-based local optimizers to
deﬁne their corresponding aiming point. Unfortunately, these approaches have a local scope
and the objective function is known to have multiple local optima. It is intended to add
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a computationally eﬃcient global optimizer to the process to get a wide perspective of the
problem. An existing large-scale-oriented population-based global optimizer, the Teaching-
Learning-Based algorithm (TLBO) [5], will be considered. Consequently, the deployment
of this method in a high-performance computing environment is the main aim of this work.
In Section 2, the problem at hand is formally described. Then, in Section 3, the TLBO
algorithm is exposed. In Section 4, the selected parallelization strategy for the algorithm is
commented. Finally, experimentation and results are shown and conclusions are drawn in
Sections 5 and 6 respectively.
2 Problem deﬁnition
In order to model the present problem, it is necessary to deﬁne the target ﬂux distribution
to achieve, F . It is a matrix of size Y ×X, where X and Y are referred to the number of rows
and columns of the matrix respectively. All the elements of F are known in both position and
magnitude (ﬂux density) as it is part of the information of the problem. This matrix can be
seen as a ‘picture’ of the ﬂux distribution to replicate over the receiver, which is considered
as a ﬂat rectangle, with the active heliostats. Its dimension Y is linked to the vertical of
the receiver plane, the direction from the plane towards the zenith in a three-dimensional
Cartesian system. Similarly, its dimension X is linked to the horizontal direction of the
receiver plane along the West-East direction. In this context, the discretization axes are
also known as vectors Y ′ = y0, · · · , yY and X ′ = x0, · · · , xX whose length is Y and X
respectively. Consequently, every element of the matrix is referred to a particular zone of
the receiver, whose surface is intrinsically discretized by the step used when deﬁning F .
In relation to the active heliostats, it is an ordered set H = {h1, h2, · · · , hT } with
cardinality T . Every heliostat hi projects a certain ﬂux distribution fhi over the receiver
when it is operative, which is a known bi-dimensional continuous function of the radiation



















where x and y are the coordinates on the plane deﬁned by the receiver rectangular aperture
in its X and Y dimensions respectively, P is the power contribution of the heliostat hi over
the receiver, ρ is the correlation between x and y, σx and σy are the standard deviation along
x and y respectively and μx and μy, which are the mean in the Gaussian probability function,
deﬁne the central point of the ﬂux distribution, i.e. the aiming point of the heliostat hi.
This approach is similar to the one selected by [3, 7], where a speciﬁc circular Gaussian
density function is applied according to the HFLCAL model [8]. All the parameters that
deﬁne the shape of the ﬂux distribution of every heliostat, P , ρ, σx and σy, are known (from
detailed simulation and curve-ﬁtting procedures) while its central point (μx, μy) should be
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determined to replicate the reference. Once every heliostat has a certain aiming point, the
conﬁguration vector of the ﬁeld c can then be deﬁned by concatenating the pair of aiming
coordinates of every heliostat. Finally, the obtained ﬂux distribution, F ∗c , is formed then
by the convolution of the particular ﬂux distribution of each one, over the receiver plane,
along the discretization axises.
Taking into consideration the previous deﬁnitions, a 2T -dimensional minimization pro-
blem can be formulated as the accumulation of the square diﬀerence, at every discretization
point, between the matrices F and F ∗c as shown in Eq. 2.





(F (x, y)− F ∗c (x, y))2 (2)
3 Teaching-Learning-Based Optimization
Teaching-Learning-Based Optimization, TLBO, is an stochastic population-based global
optimizer presented in [5]. The algorithm models the behavior of a class of students, who
form the population of candidate solutions. They are progressively improved by simulating
both the teaching process of the teacher of the class and the interaction between the students.
This algorithm is mainly characterized by its performance and its virtual lack of speciﬁc
parameters, as only the population size and the number of cycles need to be speciﬁed
by the user. Although the original form of the algorithm for continuous non-constrained
problems has been selected for this work, the interested reader is referred to [6] for further
information about it, its versions and applications. The linked works of [4] and [10] should
be also examined by the reader interested in TLBO.
Students, i.e. candidate solutions, are deﬁned as N -dimensional vectors, where N is the
number of dimensions of the studied problem. Every dimension is considered as a ‘subject’
in the context of TLBO, and the natural representation of the class is a P × N matrix
in which P is the population size. The quality of the class is assumed to follow a normal
distribution whose average value must be increased by academic interaction. Consequently,
the value of students at every subject is altered along the cycles in order to improve the
overall average as desired. To achieve it, the plain TLBO algorithm relies on two stages per
cycle, the Teacher and the Learners phases [5], which are summarized next for a certain
cycle k from a minimization perspective.
3.1 Teacher Phase (TS)
At this step, the average value per subject, i.e. per column, is calculated from the current
population. An N -dimensional vector, M , is obtained. Then, the best student, whose value
according to the objective function should be the minimum, is promoted to become the
teacher of the cycle. A random integer in [1, 2] called ‘Teaching Factor’, TF , is generated
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as an overall weighting factor of its teaching capabilities. After that, an N -dimensional
random vector r of real values in [0, 1] is generated to model the skills of the teacher at
teaching every subject and the aptitudes of the students while learning them. With this
information, an N -dimensional global shifting vector DM is computed according to Eq. 3,
where T is the content of the teacher as a candidate solution. It must be noted that Eq. 3
is referred to dimensional element-by-element operations. Finally, DM is added as a vector
to every existing individual. However, only improved students, after the evaluation of the
objective function, are kept, while the change is discarded otherwise.
DM = r(T − TFM) (3)
3.2 Learner Phase (LS)
At this step, an N -dimensional random vector r of real values in [0, 1] is generated to model
the advancing possibilities at every subject in a similar way as done for the TS. Then, every
ﬁnal individual i from the previous step is randomly paired with another one j diﬀerent
from itself. After that, the individual i is shifted from its current position depending on
whether i has a better value of the objective function than j or not as noted in Eq. 4, where
the dimensional element-by-element operation scheme is maintained. Finally, the individual
i is only updated when its value has been improved after the change.
Studenti =
{
Studenti + r(Studentj − Studenti), if j better than i
Studenti + r(Studenti − Studentj), if i better than j
(4)
At this point, the population of the next cycle would have been deﬁned. However, an
additional step not commented in [5] may should have been included to remove duplicate
solutions, what is highlighted in [4] and addressed in [10]. This procedure is expected to
look for equal solutions and to randomly re-initialize a dimension of one of them, what
requires its re-evaluation as candidate solution.
4 Parallelization strategy
Considering the described structure of TLBO, and assuming a computationally demanding
objective function, the underlying iterative structures linked to both TS and LS (updating
and studying every student) could be assigned to diﬀerent execution units. By proceeding
this way, the whole procedure would be the same but, at every stage, the management
of the available individuals would be distributed between execution units. Consequently,
the required evaluations of the objective function would be directly shared between the
available execution units. This is the selected approach for the present work in a thread-
based environment. Its eﬃciency is linked to the number of individuals and the intrinsic
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cost of the evaluation of the objective function. However, it does not depend on the number
of cycles.
Finally, it is important to mention that for extremely large populations and/or hard
objective functions, the previous strategy could be easily generalized. Particularly, the pop-
ulation could be divided in diﬀerent subsets that would be internally altered and evaluated
also in parallel. It would be suitable for a hybrid process-thread-based environment when
being able to amortize the communication costs.
5 Experimentation and results
A sample instance of the deﬁned problem aims to form an homogeneous ﬂat form over the
receiver. Consequently, matrix F is formed by a single and replicated value: 80 kW/m2
over a 6× 6 meters receiver. The subset of heliostats to activate is adequately selected by
our current procedure, which selects 110 heliostats to deploy. In this context, the developed
parallel TLBO implementation will be launched with diﬀerent conﬁgurations to check its
computational performance. It has been implemented in C with OpenMP directives for
threading purposes.
The execution platform is a cluster node featuring an Intel Xeon E5 2650v2 with 16 cores
and 128 GB RAM. The number of cycles of TLBO has been ﬁxed to 150 after preliminary
adjustment. In relation to the number of individuals, what sets the direct computational
load of every cycle, it has been conﬁgured to be 50, 100, 200 and 400. Considering the
hardware, the number of threads has been ﬁxed to 2, 4, 8 and 16 for all cases.
In Fig. 2, the speedup achieved with the parallel version of TLBO is shown for the
diﬀerent population sizes. Additionally, a black dotted line represents the theoretical linear
speedup. These results have been averaged after ﬁve executions. As can be seen, the
speedup is almost linear for all the instances. In fact, with 2 and 4 threads, it could be
considered linear for all the population sizes. The peak of performance is achieved with
the largest population and 16 active threads, where the speedup is 14.10. However, as
expected, it is slightly worse when the population size is reduced and the number of active
threads is too high. In other words, the speedup is progressively separated from linearity
when the ratio between active threads and individuals is reduced. Additionally, considering
the monotonic ascending tendency in all cases, the scalability of the process can be also
highlighted.
Finally, in Fig. 3, the corresponding ﬂux distribution of the best solution found by
TLBO is shown. It has been obtained with a population of 400 individuals along 150 cycles
of search. Its top is relatively ﬂat and near 80 kW/m2 as intended. Consequently, the
algorithm is not simply compatible with an eﬃcient parallel execution, but its results seem
to be promising to be used as the initial point of further local gradient-based optimizers.
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Figure 2: Achieved speedup with the thread-based parallel version of TLBO.
Figure 3: X-Z plane of the obtained solution by TLBO when reproducing a ﬂat distribution.
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6 Conclusions and future work
In this work, the problem of deﬁning the aiming points of a set of heliostats has been
presented. Then, it has been formalized from a mathematical perspective as an uncon-
strained large-scale minimization problem. It is known to have numerous local optima and
a complexity which is increased with the number of active heliostats. Therefore, an exist-
ing population-based global optimizer, TLBO, has been selected to be studied for eﬃcient
vast explorations of the search-space. Considering the computational cost of the objective
function and the necessity of handling large populations, an OpenMP-based TLBO imple-
mentation has been developed. It shows an almost-linear speedup and an scalable behavior
with acceptable results. Consequently, it seems to be adequate to be used as the global
guide of further local optimization stages.
As future work, taking into account the positive results, the inclusion of the parallel
TLBO optimizer in our automatic heliostat aiming procedure will be considered in depth.
Additionally, the possibility of deploying a hybrid parallel version of TLBO that can be
executed in diﬀerent nodes of a cluster will be addressed.
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