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CLUSTER TILTING FOR HIGHER AUSLANDER ALGEBRAS
OSAMU IYAMA
Abstract. The concept of cluster tilting gives a higher analogue of classical Auslander correspondence
between representation-finite algebras and Auslander algebras. The n-Auslander-Reiten translation
functor τn plays an important role in the study of n-cluster tilting subcategories. We study the category
Mn of preinjective-like modules obtained by applying τn to injective modules repeatedly. We call a
finite dimensional algebra Λ n-complete if Mn = addM for an n-cluster tilting object M . Our main
result asserts that the endomorphism algebra EndΛ(M) is (n + 1)-complete. This gives an inductive
construction of n-complete algebras. For example, any representation-finite hereditary algebra Λ(1) is 1-
complete. Hence the Auslander algebra Λ(2) of Λ(1) is 2-complete. Moreover, for any n ≥ 1, we have an
n-complete algebra Λ(n) which has an n-cluster tilting objectM (n) such that Λ(n+1) = EndΛ(n) (M
(n)).
We give the presentation of Λ(n) by a quiver with relations. We apply our results to construct n-cluster
tilting subcategories of derived categories of n-complete algebras.
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The concept of cluster tilting [BMRRT] is fundamental to categorify Fomin-Zelevinsky cluster algebras
[FZ], and a fruitful theory has been developped in recent years (see survey papers [BuM, Re, Rin, K]). It
also played an important role from the viewpoint of higher analogue of Auslander-Reiten theory [I3, I4, I5]
in the study of rigid Cohen-Macaulay modules, Calabi-Yau algebras and categories, and non-commutative
crepant resolutions [BIRSc, BIRSm, BIKR, GLS1, GLS2, GLS3, IR, IY, KR1, KR2, KMV, KZ, V1, V2].
There are a lot of recent work on higher cluster tilting [ABST, BaM, BT, EH, HZ1, HZ2, HZ3, JH1,
JH2, L, T, W, Z, ZZ]. In this paper we shall present a systematic method to construct a series of finite
dimensional algebras Λ with n-cluster tilting objects.
In the representation theory of a representation-finite finite-dimensional algebra Λ with an additive
generator M in modΛ, the endomorphism algebra Γ := EndΛ(M) called the Auslander algebra gives a
prototype of the use of functor categories in Auslander-Reiten theory. The Auslander algebra Γ keeps all
information of the category modΛ in its algebraic structure, and it is a prominent result due to Auslander
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[A1, ARS] that Auslander algebras are characterized by ‘regularity of dimension two’
gl. dimΓ ≤ 2 ≤ dom. dimΓ.
Since almost split sequences in modΛ correspond to minimal projective resolutions of simple Γ-modules,
the Auslander-Reiten quiver of Λ coincides with the quiver of Γop. As a result the quiver of Γ has the
structure of translation quivers. Moreover, the structure theory due to Riedtmann [Rie], Bongartz-Gabriel
[BG], Igusa-Todorov [IT1, IT2], Bautista-Gabriel-Roiter-Salmeron [BGRS],... realizes Auslander algebras
as factor algebras of path algebras of translation quivers modulo mesh relations. They can be regarded
as an analogue of the commutative relation xy = yx in the formal power series ring S2 := k[[x, y]] of two
variables since the mesh category of the translation quiver
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gives a universal Galois covering of S2 in Gabriel’s sense [G]. This is a basic pattern of Auslander-Reiten
quivers, so it is suggestive in the representation theory to regard their module categories as a certain
analogy of S2. A typical example is given by the category CM(Λ) of Cohen-Macaulay modules over a
quotient singularity Λ := SG2 corresponding to a finite subgroup G of SL(2, k) [A3, AR2, RV]. In this
case CM(Λ) has an additive generator S2, and the Auslander algebra Γ := EndΛ(S2) is isomorphic to
the skew group algebra S2 ∗ G which is regular in the sense that gl. dimΓ = 2 = depth Γ. The Koszul
complex 0 → S
(xy)
−→ S2
(y,−x)
−→ S → k → 0 of S induces almost split sequences in CM(Λ). Hence the
Auslander-Reiten quiver of Λ is given by the McKay quiver of G, and forms the translation quiver Z∆/τ
associated to an extended Dynkin diagram ∆.
It is natural to consider a higher dimensional analogue of this classical theory, and n-cluster tilting
(=maximal (n − 1)-orthogonal) subcategories were introduced in [I3, I4] in this context. The endomor-
phism algebra Γ := EndΛ(M) of an n-cluster tilting object M in modΛ is called an n-Auslander algebra,
and characterized by ‘regularity of dimension n+ 1’
gl. dimΓ ≤ n+ 1 ≤ dom. dimΓ.
It is known that the category addM has n-almost split sequences, which correspond to minimal projective
resolutions of simple Γ-modules. It is natural to regard Γ as analogue of the formal power series ring
Sn+1 := k[[x1, · · · , xn+1]] of n + 1 variables. Actually a typical example of n-cluster tilting objects is
given by a quotient singularity Λ := SGn+1 corresponding to a finite subgroup G of SL(n+1, k) acting on
kn+1\{0} freely. In this case CM(Λ) has an n-cluster tilting object Sn+1, and the n-Auslander algebra
Γ := EndΛ(Sn+1) is isomorphic to the skew group algebra Sn+1 ∗ G. Again the Koszul complex of S
induces n-almost split sequences in addSn+1. So it is natural to hope in a certain generality that n-almost
split sequences in addM can be constructed as a certain analogue of Koszul complexes of Sn+1, and that
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the basic pattern of quivers of n-Auslander algebras is given by the Galois covering
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of Sn+1, which has the set Z
n+1 of vertices.
The aim of this paper is to give a class of finite dimensional algebras with n-cluster tilting objects
satisfying the desired properties above. Our construction is inductive in the following sense: We introduce
a class of algebras Λ called n-complete algebras, which are algebras with n-cluster tilting objects M
satisfying certain nice properties. Our main result asserts that the endomorphism algebra Γ := EndΛ(M)
is (n+1)-complete, hence Γ has an (n+1)-cluster tilting object N . This procedure continues repeatedly,
so EndΓ(N) is (n+2)-complete and has an (n+2)-cluster tilting object, and so on. We notice here that
we consider not only n-cluster tilting objects in whole module categories modΛ but also those in full
subcategories
T⊥ := {X ∈ modΛ | ExtiΛ(T,X) = 0 (0 < i)}
associated to tilting Λ-modules T . Such a generalization is natural from the viewpoint of study of
Auslander-type conditions [I4, HI], and indispensable for our inductive construction to work. It is in-
teresting that our inductive construction reminds us of a classical result due to Auslander-Reiten [AR1]
which asserts that the category of coherent functors over a dualizing variety again forms a dualizing
variety.
In forthcoming papers [IH, IO1, IO2, OT] n-complete algebras will be studied further.
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Conventions Throughout this paper, all subcategories are assumed to be full and closed under isomor-
phism, direct sums, and direct summands. We denote by JC the Jacobson radical of an additive category
C [ARS, ASS].
All modules are usually right modules, and the composition fg of morphisms means first g, then f .
We denote by modΛ the category of finitely generated Λ-modules, by JΛ the Jacobson radical of Λ. For
M ∈ modΛ, we denote by addM the subcategory of modΛ consisting of direct summands of finite direct
sums of copies of M . For example addΛ is the category prΛ of finitely generated projective Λ-modules,
and addDΛ is the category inΛ of finitely generated injective Λ-modules.
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1. Our results
In this section, we shall present our results in this paper. Let Λ be a finite dimensional algebra.
1.1. n-cluster tilting in module categories. Let us recall a classical concept due to Auslander-Smalo
[ASm]. A subcategory C of an additive category X is called contravariantly finite if for any X ∈ X , there
exists a morphism f ∈ HomX (C,X) with C ∈ C such that HomX (−, C)
f
→ HomX (−, X)→ 0 is exact on
C. Dually a covariantly finite subcategory is defined. A contravariantly and covariantly finite subcategory
is called functorially finite.
Definition 1.1. Let n ≥ 1. Let C be a subcategory of modΛ. We call C n-rigid if ExtiΛ(C, C) = 0 for
any 0 < i < n. We call C n-cluster tilting if it is functorially finite and
C = {X ∈ modΛ | ExtiΛ(X, C) = 0 (0 < i < n)}
= {X ∈ modΛ | ExtiΛ(C, X) = 0 (0 < i < n)}.
This equality can be understood such that the pair (C, C) forms a ‘cotorsion pair’ with respect to Exti for
0 < i < n. We call an object C ∈ modΛ n-cluster tilting (respectively, n-rigid) if so is addC. Clearly
modΛ is a unique 1-cluster tilting subcategory, and 2-cluster tilting subcategories are often called cluster
tilting.
Let us start with introducing basic terminologies. We have the duality
D := Homk(−, k) : modΛ↔ modΛ
op.
We denote by
ν = νΛ := DHomΛ(−,Λ) : modΛ→ modΛ and ν
− = ν−Λ := HomΛop(D−,Λ) : modΛ→ modΛ
the Nakayama functors of Λ. They induce mutually quasi-inverse equivalences ν : addΛ → addDΛ and
ν− : addDΛ→ addΛ. We denote by
modΛ and modΛ
the stable categories of modΛ [ARS, ASS]. For a subcategory X of modΛ, we denote by X (respectively,
X ) the corresponding subcategory of modΛ (respectively, modΛ). We denote by
Tr : modΛ↔ modΛop, Ω : modΛ→ modΛ and Ω− : modΛ→ modΛ
Auslander-Bridger transpose duality, the syzygy functor and the cosyzygy functor [ABr].
For n ≥ 1, we define n-Auslander-Reiten translations [I3] by
τn := DTrΩ
n−1 : modΛ→ modΛ,
τ−n := TrDΩ
−(n−1) : modΛ→ modΛ.
They are by definition given as follows: For X ∈ modΛ, take a minimal projective resolution and a
minimal injective resolution
Pn
f
→ Pn−1 → · · · → P0 → X → 0 and 0→ X → I0 → · · · → In−1
g
→ In.
Then we have
τnX = Ker(νPn
νf
−→ νPn−1) and τ
−
n X = Cok(ν
−In−1
ν−g
−→ ν−In). (1)
The functors τ = τ1 = DTr and τ
− = τ−1 = TrD are classical Auslander-Reiten translations, and we have
τn = τΩ
n−1 and τ−n = τ
−Ω−(n−1) by definition. Moreover X ∈ modΛ satisfies τnX = 0 (respectively,
τ−n X = 0) if and only if pdXΛ < n (respectively, idXΛ < n).
For the case gl. dimΛ ≤ n, clearly τn and τ−n are induced by the functors DExt
n
Λ(−,Λ) : modΛ →
modΛ and ExtnΛop(D−,Λ) : modΛ → modΛ respectively. In this case, we always lift τn and τ
−
n to
endofunctors of modΛ by putting
τn := DExt
n
Λ(−,Λ) : modΛ→ modΛ,
τ−n := Ext
n
Λop (D−,Λ) : modΛ→ modΛ.
Then τn (respectively, τ
−
n ) clearly preserves monomorphisms (respectively, epimorphisms) in modΛ.
CLUSTER TILTING FOR HIGHER AUSLANDER ALGEBRAS 5
Let us consider the relationship between the functor τn and n-cluster tilting subcategories. The
following results [I3, Th. 2.3] show that the functor τn plays the role of Auslander-Reiten translation for
n-cluster tilting subcategories.
Proposition 1.2. (a) For any n-cluster tilting subcategory C of modΛ, the functors τn and τ−n
induce mutually quasi-inverse equivalences τn : C → C and τ−n : C → C.
(b) τn gives a bijection from isoclasses of indecomposable non-projective objects in C to isoclasses of
indecomposable non-injective objects in C.
Immediately we have the following results.
Proposition 1.3. Let M be an n-cluster tilting object of modΛ.
(a) For any indecomposable object X ∈ addM , precisely one of the following statement holds.
(i) X is τn-periodic, i.e. τ
ℓ
nX ≃ X for some ℓ > 0.
(ii) X ≃ τ ℓnI for some indecomposable injective Λ-module I and ℓ ≥ 0, and X ≃ τ
−m
n P for some
indecomposable projective Λ-module P and m ≥ 0.
(b) A bijection from isoclasses of indecomposable injective Λ-modules to isoclasses of indecomposable
projective Λ-modules is given by I 7→ τ ℓIn I, where ℓI is a maximal number ℓ satisfying τ
ℓ
nI 6= 0.
(c) If gl. dimΛ ≤ n, then the above (i) does not occur.
Proof. (a)(b) Immediate from Proposition 1.2(b).
(c) Fix any indecomposable object X ∈ addM . We consider two possibilities in (a). It is enough
to show that τ ℓnX = 0 holds for some ℓ ≥ 0. Take an injective hull 0 → X → I. Since τn preserves
monomorphisms because gl. dimΛ ≤ n, we have an exact sequence 0→ τ inX → τ
i
nI for any i ≥ 0. Since
τ ℓnI = 0 holds for sufficiently large ℓ by (b), we have τ
ℓ
nX = 0. Thus we have shown the assertion. 
These observation motivates to introduce the following analogue of preinjective modules, which was
studied by Auslander-Solberg for n = 1 [ASo].
Definition 1.4. We define the τn-closure of DΛ by
M =Mn(DΛ) := add{τ
i
n(DΛ) | i ≥ 0} ⊂ modΛ.
Immediately from Proposition 1.2(a), we have the following result.
Proposition 1.5. Any n-cluster tilting subcategory C of modΛ contains M.
Summarizing Propositions 1.3(c) and 1.5, we have the uniqueness result of n-cluster tilting objects for
algebras Λ with gl. dimΛ ≤ n, which is not valid if we drop the assumption gl. dimΛ ≤ n.
Theorem 1.6. Assume gl. dimΛ ≤ n and that Λ has an n-cluster tilting object M . Then M = addM
holds. In particular, M is a unique n-cluster tilting subcategory of modΛ.
Thus the condition gl. dimΛ ≤ n seems to be basic in the study of n-cluster tilting subcategories.
We note here that M enjoys nice properties below for the case n = 2, which we shall prove in Section
2. In particular, M provides us a rich source of 2-rigid objects.
Proposition 1.7. Assume n = 2.
(a) M is 2-rigid.
(b) Assume gl. dimΛ ≤ 2. Then Λ has a 2-cluster tilting object if and only if Λ ∈M.
Let us calculate M for a few examples.
Example 1.8. Let Λ and Λ′ be Auslander algebras
3
{{vvv
5
{{vvv
// 2
{{vvv
ccHHH
6 // 4
ccHHH
// 1
ccHHH
5
{{vvv
// 2
{{vvv
6 // 3
{{vvv
ccHHH
4
ccHHH
// 1
ccHHH
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Then one can calculate
DΛ =
(
1 ⊕ 1 2 ⊕
1
2
3
⊕ 24 ⊕
2
4 3
5
⊕
3
5
6
)
, τ2(DΛ) = ( 4 ⊕ 4 5 ⊕
5
6 ) , τ
2
2 (DΛ) = ( 6 ) , τ
3
2 (DΛ) = 0,
DΛ′ =
(
1 ⊕ 2 ⊕ 1 23 ⊕
2
3
4
⊕
1
3
5
⊕
3
4 5
6
)
, τ2(DΛ
′) = ( 4 ⊕ 5 ⊕ 4 56 ) , τ
2
2 (DΛ
′) = 0.
The quivers of M2(DΛ) and M2(DΛ′) are the following, where dotted arrows indicate τ2.
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By Proposition 1.7(a), we have thatM2(DΛ) is a 2-cluster tilting subcategory of modΛ, whileM2(DΛ′)
is not a 2-cluster tilting subcategory of modΛ′. Nevertheless M2(DΛ′) can be regarded as a 2-cluster
tilting subcategory of a certain subcategory of modΛ defined as follows.
Definition 1.9. (Relative version of Definition 1.1) Let n ≥ 1. Let X be an extension closed subcategory
of modΛ. We call a subcategory C of X n-cluster tilting if it is functorially finite and
C = {X ∈ X | ExtiΛ(X, C) = 0 (0 < i < n)}
= {X ∈ X | ExtiΛ(C, X) = 0 (0 < i < n)}.
We call an object C ∈ X n-cluster tilting if so is addC.
Especially we deal with subcategories X of modΛ associated with tilting Λ-modules. Recall that a
Λ-module T is called tilting [M, H] if there exists m ≥ 0 such that
• pdTΛ ≤ m,
• ExtiΛ(T, T ) = 0 for any i > 0,
• there exists an exact sequence 0→ Λ→ T0 → · · · → Tm → 0 with Ti ∈ addT .
In this case, we have an extension closed subcategory
T⊥ = {X ∈ modΛ | ExtiΛ(T,X) = 0 (0 < i)}
of modΛ. This is a functorially finite subcategory of modΛ, and plays an important role in tilting theory
[H] analogous to the category of Cohen-Macaulay modules over commutative rings [ABu, AR3].
For tilting modules T with pd TΛ ≤ m, we call n-cluster tilting subcategories of the category T
⊥ as
m-relative. For the case m = 0 (i.e. T⊥ = modΛ), we use the terminology absolute instead of 0-relative.
In Example 1.8,M2(DΛ) is an absolute 2-cluster tilting subcategory of Λ, andM2(DΛ′) is a 1-relative 2-
cluster tilting subcategory of Λ associated to a tilting Λ′-module T =
(
2
3
4
⊕
1
3
5
⊕
3
4 5
6
⊕ 4 ⊕ 5 ⊕ 4 56
)
.
It was shown in [I4, Th. 4.2.1] that n-cluster tilting objects are closely related to algebras of finite
global dimension:
Theorem 1.10. Let n ≥ 1 and n ≥ m ≥ 0. For a finite dimensional algebra Γ, the following conditions
are equivalent.
(a) There exists a finite dimensional algebra Λ and an m-relative n-cluster tilting object M of Λ such
that Γ ≃ EndΛ(M).
(b) The following conditions are satisfied.
(i) gl. dimΓ ≤ n+ 1.
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(ii) The minimal injective resolution
0→ Γ→ I0 → · · · → In → In+1 → 0
of the Γ-module Γ satisfies pd(Ii)Γ ≤ m for any 0 ≤ i ≤ n.
(iii) The opposite side version of (ii).
In this case we call Γ an (m-relative) n-Auslander algebra (of Λ).
Now let us formalize Examples 1.8, where M give a relative n-cluster tilting subcategory.
Definition 1.11. Let Λ be a finite dimensional algebra and n ≥ 1. Let M =Mn(DΛ) be the τn-closure
of DΛ. We define subcategories of M by
I(M) := addDΛ,
P(M) := {X ∈M | pdXΛ < n} = {X ∈M | τnX = 0},
MI := {X ∈M | X has no non-zero summands in I(M)},
MP := {X ∈M | X has no non-zero summands in P(M)}.
• We call Λ τn-finite if gl. dimΛ ≤ n and τ ℓn(DΛ) = 0 holds for sufficiently large ℓ. In this case, it
is easily shown that τ ℓn = 0 holds (e.g. Proof of Proposition 1.3(c)).
• We call Λ n-complete if gl. dimΛ ≤ n and the following conditions (An)–(Cn) are satisfied.
(An) There exists a tilting Λ-module T satisfying P(M) = addT ,
(Bn) M is an n-cluster tilting subcategory of T⊥,
(Cn) Ext
i
Λ(MP ,Λ) = 0 for any 0 < i < n.
We call Λ absolutely n-complete if P(M) = addΛ.
We have the properties of n-complete algebras below, which we shall prove in Section 2. The statement
(a)–(c) are similar to Proposition 1.2 and 1.3(b).
Proposition 1.12. Let Λ be an n-complete algebra.
(a) We have mutually quasi-inverse equivalences τn :MP →MI and τ−n :MI →MP .
(b) τn gives a bijection from isoclasses of indecomposable objects in MP to those in MI .
(c) A bijection from isoclasses of indecomposable objects in I(M) to those in P(M) is given by
I 7→ τ ℓIn I, where ℓI is a maximal number ℓ satisfying τ
ℓ
nI 6= 0.
(d) Λ is τn-finite.
In particular, if Λ is n-complete, thenM has an additive generatorM by (d) above. We call EndΛ(M)
the cone of Λ. This is by definition an (n− 1)-relative n-Auslander algebra of Λ.
For example, any finite dimensional algebra Λ with gl. dimΛ < n is clearly n-complete since M =
P(M) = I(M) = addDΛ holds. It is interesting to know a characterization of n-complete algebras.
For the case n = 1, we have a nice characterization (a) below. Also the following (b) gives a simple
interpretation of absolute n-completeness.
Proposition 1.13. (a) A finite dimensional algebra is 1-complete if and only if it is representation-
finite and hereditary.
(b) A finite dimensional algebra Λ is absolutely n-complete if and only if gl. dimΛ ≤ n and Λ has an
absolute n-cluster tilting object.
Proof. (b) Since the ‘only if’ part is clear, we only have to show the ‘if’ part. By Theorem 1.6, we have
thatM is an n-cluster tilting subcategory of modΛ. Thus (Cn) holds. By Propositions 1.2(b) and 1.3(b),
we have that Λ is τn-finite and P(M) = addΛ hold. Thus (An) and (Bn) also holds.
(a) Any 1-complete algebra is absolutely 1-complete by definition. Since absolute 1-cluster tilting
objects are nothing but additive generators of modΛ, the assertion follows from (b). 
Now we state our main theorem in this paper. It gives an inductive construction of algebras with
n-cluster tilting objects.
Theorem 1.14. For any n ≥ 1, the cone of an n-complete algebra is (n+ 1)-complete.
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For the case n = 1, we have the result below immediately from Proposition 1.13(a) and Theorem 1.14.
This explains the reason why the Auslander algebras in Example 1.8 have 2-cluster tilting objects.
Corollary 1.15. Let Λ be a representation-finite hereditary algebra and Γ an Auslander algebra of Λ.
Then Γ has a 1-relative 2-cluster tilting object.
Our Theorem 1.14 gives the following inductive construction of algebras with n-cluster tilting objects.
Corollary 1.16. Let Λ(1) be a representation-finite hereditary algebra. Then there exists an algebra Λ(n)
for any n ≥ 1 such that Λ(n) is an n-complete algebra with the cone Λ(n+1).
The quivers with relations of these algebras Λ(n) will be given in Theorem 6.12.
Now we apply Corollary 1.16 to a special case. We denote by Tm(F ) the m × m upper triangular
matrix algebra over an algebra F . They form an important class of algebras by the following easy fact.
Proposition 1.17. Let Λ be a ring-indecomposable finite dimensional algebra. Then gl. dimΛ ≤ 1 ≤
dom. dimΛ holds if and only if Λ is Morita equivalent to Tm(F ) for some division algebra F and m ≥ 1.
Proof. We provide a proof for the convenience of the reader.
Since dom. dimΛ ≥ 1, there exists an indecomposable projective-injective Λ-module P1. Put Pi :=
P1J
i−1
Λ for any i > 0. Then there exists m ≥ 1 such that Pm+1 = 0. Since gl. dimΛ ≤ 1, each Pi is a
projective Λ-module. Since socP1 is simple, each Pi is indecomposable, and so Pi has a unique maximal
submodule Pi+1. Consequently P1 has a unique composition series
P1 ⊃ P2 ⊃ · · · ⊃ Pm ⊃ Pm+1 = 0.
We often use the fact that any non-zero morphism between indecomposable projective modules is injective,
which is a conclusion of gl. dimΛ ≤ 1. In particular F := EndΛ(P1) is a division algebra. Put P :=⊕m
i=1 Pi.
(i) We shall show that EndΛ(P ) ≃ Tm(F ).
Since P1 is injective, any non-zero morphism Pi → Pj extends to a morphism P1 → P1, which is an
isomorphism. Thus we have
HomΛ(Pi, Pj) ≃
{
0 (i < j),
F (i ≥ j).
This implies the assertion.
(ii) We shall show that P is a progenerator of Λ.
Since Λ is ring-indecomposable, we only have to show that, for any indecomposable projective Λ-
module Q such that HomΛ(Q,P ) 6= 0 or HomΛ(P,Q) 6= 0, we have Q ∈ addP . If HomΛ(Q,P ) 6= 0, then
HomΛ(Q,P1) 6= 0. Thus Q is a submodule of P1, and we have Q ≃ Pi for some i. If HomΛ(P,Q) 6= 0, then
HomΛ(Q,P1) 6= 0 since P1 is an injective hull of each Pi. Thus Q ∈ addP by the previous observation. 
Applying Corollary 1.16 to Tm(F ), we have a family of algebras with n-cluster tilting objects. More-
over, they are absolute by the following result.
Theorem 1.18. For any division algebra F and m ≥ 1, there exists an algebra T
(n)
m (F ) for any n ≥ 1
such that T
(1)
m (F ) = Tm(F ) and T
(n)
m (F ) is an absolutely n-complete algebra with the cone T
(n+1)
m (F ).
The quiver of T
(n)
m (k) will be given in Theorem 6.12 as follows. It looks like an (n+ 1)-simplex. The
relations are given by commutative relations for each small square, and zero relations for each small half
square.
T
(1)
4 (k) • &&M
• &&M
• &&M
•
T
(2)
4 (k) • &&M
•
88q
&&M • &&M
•
88q
&&M •
88q
&&M • &&M
•
88q
•
88q
•
88q
•
T
(3)
4 (k) • &&M
•
88q
&&M • &&M
•
88q
&&M •
88q
&&M • &&M
•
88q
•
88q
•
88q
•
• &&M
XX22222
•
88q
&&M
XX22222
• &&M
XX22222
•
88q
XX22222
•
88q
XX22222
•
XX22222
• &&M
YY4444
•
88q
YY4444
•
YY4444
•
[[777
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T
(4)
4 (k) • &&M
•
88q
&&M • &&M
•
88q
&&M •
88q
&&M • &&M
• &&M --[[[[[[[[
[[[[[[ •
88q
•
88q
•
88q
•
•
88q
&&M --[[[[[[[[
[[[[[[ • &&M --[[[[[[[[
[[[[[[ • &&M
XX22222
•
88q
--[[[[[[[[
[[[[[[ •
88q
--[[[[[[[[
[[[[[[ •
--[[[[[[[[
[[[[[[ •
88q
&&M
XX22222
• &&M
XX22222
• &&M --[[[[[[[[
[[[[[ •
88q
XX22222
•
88q
XX22222
•
XX22222
•
88q
--[[[[[[[[
[[[[[ •
--[[[[[[[[
[[[[[ • &&M
XX22222
--[[[[[[[[
[[[[[[
•
88q
XX22222
--[[[[[[[[
[[[[[[ •
XX22222
--[[[[[[[[
[[[[[[ • &&M
XX22222
•
--[[[[[[[[
[[[[[ •
88q
XX22222
•
XX22222
•
XX22222
--[[[[[[[[
[[[[[
•
XX22222
--[[[[[[[[
[[[[[[
•
XX22222
While there are a lot of algebras with relative n-cluster tilting objects, algebras with absolute n-cluster
tilting objects are rather rare. In fact the following result shows a certain converse of Theorem 1.18.
Theorem 1.19. Let Λ be a ring-indecomposable finite dimensional algebra satisfying gl. dimΛ ≤ n ≤
dom. dimΛ for some n ≥ 1. Then Λ has an absolute n-cluster tilting subcategory if and only if Λ is
Morita equivalent to T
(n)
m (F ) for some division algebra F and m ≥ 1.
For example an Auslander algebra Γ of a ring-indecomposable representation-finite algebra Λ has an
absolute 2-cluster tilting object if and only if Λ is Morita equivalent to T
(2)
m (F ) for some division algebra
F and m ≥ 1.
A key step to prove Theorem 1.19 is the following more explicit version of Auslander correspondence
(Theorem 1.10), which will be shown in Proposition 4.2.
Theorem 1.20. Let n ≥ 1. For a finite dimensional algebra Γ, the following conditions are equivalent.
(a) There exists a finite dimensional algebra Λ with gl. dimΛ ≤ n and an absolute n-cluster tilting
object M of Λ such that Γ ≃ EndΛ(M).
(b) gl. dimΓ ≤ n+ 1 ≤ dom. dimΓ and ExtiΓ(DΓ,Γ) = 0 for any 0 < i ≤ n.
In forthcoming papers [IH, IO1, IO2], absolutely n-complete algebras will be called n-representation-
finite algebras and a lot of examples will be constructed. Also combinatorial aspects of T
(n)
m (F ) will be
studied in [OT].
1.2. n-cluster tilting in derived categories. In Section 5, we construct n-cluster tilting subcategories
in triangulated categories. Let Λ be a finite dimensional algebra with id ΛΛ = idΛΛ <∞. We denote by
D := Kb(pr Λ)
the homotopy category of bounded complexes of finitely generated projective Λ-modules, and we identify
it with Kb(in Λ) in the derived category of Λ. As in Definition 1.1, we call a functorially finite subcategory
C of D n-cluster tilting if
C = {X ∈ D | HomD(X, C[i]) = 0 (0 < i < n)}
= {X ∈ D | HomD(C, X [i]) = 0 (0 < i < n)}.
If modΛ has an absolute n-cluster tilting subcategory and gl. dimΛ ≤ n, then D also has an n-cluster
tilting subcategory by the following result.
Theorem 1.21. Let Λ be a finite dimensional algebra with gl. dimΛ ≤ n. If C is an absolute n-cluster
tilting subcategory of modΛ, then
C[nZ] := add{X [ℓn] | X ∈ C, ℓ ∈ Z} (2)
is an n-cluster tilting subcategory of D.
Notice that we can not drop the assumption that C is absolute.
For the case n = 1, we have C[Z] = D, which means the well-known fact that any object in D is a direct
sum of stalk complexes if Λ is hereditary. It is natural to hope that C[nZ] forms an (n + 2)-angulated
category under a certain proper definition ([GKO]).
10 OSAMU IYAMA
In Theorem 6.12, we draw Auslander-Reiten quivers of C[nZ] for Λ = T
(n)
m (k) as follows. The relations
are again given by commutative relations for each small square, and zero relations for each small half
square.
T
(1)
4 (k) • &&M • &&M • &&M
•
88q
&&M •
88q
&&M • &&M
88q
•
· · · •
88q
&&M •
88q
&&M • &&M
88q
· · ·
•
88q
•
88q
•
88q
•
T
(2)
4 (k) • &&M · · ·
•
88q
&&M • ''PP
•
88q
&&M •
88q
&&M • ''PP
•
88q
•
88q
•
77oo
•
• &&M
•
88q
&&M • &&M
VV-
-
-
-
-
-
•
88q
&&M •
88q
&&M
VV-
-
-
-
-
-
•
''PP
VV-
-
-
-
-
-
•
77oo
•
88q
VV-
-
-
-
-
-
•
88q
VV-
-
-
-
-
-
•
WW0000000
• &&M
•
88q
&&M • &&M
VV-
-
-
-
-
-
•
77oo
''PP
•
88q
&&M
VV-
-
-
-
-
-
• &&M
VV-
-
-
-
-
-
•
77oo
•
88q
WW0000000
•
88q
VV-
-
-
-
-
-
•
VV-
-
-
-
-
-
· · ·
T
(3)
4 (k) • &&M · · ·
•
88q
&&M • &&M
• &&M •
88q
&&M •
88q
&&M • ''PP
•
88q
&&M • &&M --[[[[[[[[
[[[[[[ •
88q
•
88q
•
88q
•
• &&M •
88q
&&M •
88q
&&M --[[[[[[[[
[[[[[[ • &&M --[[[[[[[[
[[[[[[ • &&M
XX22222
•
88q
&&M • &&M --[[[[[[[[
[[[[[[ •
88q
•
88q
--[[[[[[[[
[[[[[[ •
88q
--[[[[[[[[
[[[[[[ •
--[[[[[[[[
[[[[[[ •
88q
&&M
XX22222
• &&M
XX22222
•
88q
&&M •
88q
&&M --[[[[[[[[
[[[[[[ • &&M --[[[[[[[[
[[[[[[ • &&M
XX22222
•
88q
XX22222
•
88q
XX22222
•
XX22222
•
77oo
•
88q
--[[[[[[[[
[[[[[[ •
88q
--[[[[[[[[
[[[[[[ •
--[[[[[[[[
[[[[[[ •
88q
&&M
XX22222
• &&M
XX22222
--[[[[[[[[
[[[[[[
• &&M
XX22222
•
88q
XX22222
•
88q
XX22222
--[[[[[[[[
[[[[[[ •
XX22222
--[[[[[[[[
[[[[[[ • &&M
XX22222
•
88q
&&M
XX22222
• &&M
XX22222
--[[[[[[[[
[[[[[[ •
88q
XX22222
•
XX22222
•
88q
ZZ55555
•
88q
XX22222
--[[[[[[[[
[[[[[[ •
XX22222
--[[[[[[[[
[[[[[[ • &&M
XX22222
•
88q
XX22222
•
XX22222
--[[[[[[[[
[[[[[[
• &&M
XX22222
•
XX22222
•
88q
XX22222
•
XX22222
--[[[[[[[[
[[[[[[
•
XX22222
· · ·
•
XX22222
We also give another construction of an n-cluster tilting subcategory of D by using derived analogue
of n-Auslander-Reiten translations. Recall that there exists an autoequivalence
S := D ◦RHomΛ(−,Λ) ≃ −
L
⊗Λ (DΛ) : D → D,
which gives the Serre functor of D, i.e. there exists a functorial isomorphism
HomD(X,Y ) ≃ DHomD(Y,SX)
for any X,Y ∈ D [H, BK]. We define an autoequivalence of D by
Sn := S ◦ [−n] : D → D.
Any n-cluster tilting subcategory C of D satisfies C = SnC = S−1n C [IY, Prop. 3.4]. Therefore Sn plays
the role of n-Auslander-Reiten translations, and it is natural to introduce the following subcategory.
Definition 1.22. Define the Sn-closure of an object X ∈ D by
Un(X) = add{S
ℓ
n(X) | ℓ ∈ Z}.
The categoriesMn(DΛ) and Un(DΛ) are closely related since τ ℓn ≃ H
0(Sℓn−) holds on modΛ for any
ℓ ≥ 0 if gl. dimΛ ≤ n by Lemma 5.5. In particular, C[nZ] = Un(Λ) holds in Theorem 1.21 if C has an
additive generator.
We shall study the problem whether Un(Λ) is an n-cluster tilting subcategory of D. For a hereditary
algebra Λ, one can easily show that U1(Λ) is a 1-cluster tilting subcategory of D if and only if Λ is
representation-finite. This observation suggests that it is related to the n-complete property. In fact we
have the following another main result in Section 5.
Theorem 1.23. Let Λ be a τn-finite algebra. Then Un(Λ) is an n-cluster tilting subcategory of D.
Moreover, Un(T ) is an n-cluster tilting subcategory of D for any tilting complex T ∈ D satisfying
gl. dimEndD(T ) ≤ n.
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As a special case, if gl. dimΛ < n and T is a tilting Λ-module with pd TΛ ≤ 1, then gl. dimEndD(T ) ≤ n
holds and Un(T ) is an n-cluster tilting subcategory of D. This generalizes the construction of 2-cluster
tilting objects in cluster categories using tilting modules given in [BMRRT] as well as recent work of Amiot
[Am1, Prop. 5.4.2] (see also [Am2, Th. 4.10]) and Barot-Fernandez-Platzeck-Pratti-Trepode [BFPPT].
As a special case of Theorem 1.23, Un(Λ(n)) forms an n-cluster tilting subcategory of D for algebras
Λ(n) given in Corollary 1.16. The quivers with relations of these categories will be given in Theorem 6.12.
At the end of this section, we note the following left-right symmetry of τn-finite algebras, which will
be shown in Section 5.
Proposition 1.24. A finite dimensional algebra Λ is τn-finite if and only if Λ
op is τn-finite.
We notice that easy examples show that n-completeness is not left-right symmetric (e.g. [IO1]).
2. Preliminaries
In this section, we give some preliminary results. Let us start with some properties of n-cluster titing
objects.
Definition 2.1. Let C be a Krull-Schmidt category.
(a) For an object X ∈ C, a morphism f0 ∈ JC(X,C1) is called left almost split if C1 ∈ C and
HomC(C1,−)
f0
→ JC(X,−)→ 0
is exact on C. A left minimal and left almost split morphism is called a source morphism.
(b) We call a complex
X
f0
→ C1
f1
→ C2
f2
→ · · · (3)
a source sequence of X if the following conditions are satisfied.
(i) Ci ∈ C and fi ∈ JC for any i,
(ii) we have the following exact sequence on C.
· · ·
f2
→ HomC(C2,−)
f1
→ HomC(C1,−)
f0
→ JC(X,−)→ 0 (4)
A sink morphism and a sink sequence are defined dually.
(c) We call a complex
0→ X → C1 → C2 → · · · → Cn → Y → 0
an n-almost split sequence if this is a source sequence of X ∈ C and a sink sequence of Y ∈ C.
A source sequence (3) corresponds to a minimal projective resolution (4) of a functor JC(X,−) on C.
Thus any indecomposable object X ∈ C has a unique source sequence up to isomorphisms of complexes
if it exists.
Let us recall basic results for n-cluster tilting subcategories.
Theorem 2.2. Let Λ be a finite dimensional algebra and n ≥ 1. Let T be a tilting Λ-module with
pdTΛ ≤ n.
(a) Let C be an n-cluster tilting subcategory of T⊥.
(i) Any indecomposable object X ∈ C\ addDΛ (respectively, Y ∈ C\ addT ) has an n-almost
split sequence
0→ X → C1 → C2 → · · · → Cn → Y → 0
such that Y ≃ τ−n X and X ≃ τnY .
(ii) Any indecomposable object X ∈ addDΛ has a source sequence of the form
X → C1 → · · · → Cn → 0.
(iii) Any indecomposable object X ∈ addT has a sink sequence of the form
0→ Cn → · · · → C1 → X.
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(b) Let C = addM be an n-rigid subcategory of T⊥ satisfying T ⊕ DΛ ∈ C. Then the following
conditions are equivalent.
(i) C is an n-cluster tilting subcategory of T⊥.
(ii) Γ := EndΛ(M) satisfies gl. dimΓ ≤ n+ 1.
(iii) Any indecomposable object X ∈ C has a source sequence of the form
X → C1 → · · · → Cn+1 → 0.
Proof. In [I4], n-cluster tilting subcategories of the category
⊥U = {X ∈ modΛ | ExtiΛ(X,U) = 0 (0 < i)}.
for a cotilting Λ-module U is treated instead of T⊥. We can apply results in [I4] since DT is a cotilting
Λop-module with id Λ(DT ) ≤ n+ 1, and C is an n-cluster tilting subcategory of T⊥ if and only if DC is
an n-cluster tilting subcategory of ⊥(DT ).
(a)(i) This is shown in [I4, Th. 2.5.3].
(ii) It is easily shown (cf. [I4, Prop. 2.4.1(2-ℓ)]) that there exists an exact sequence 0→ X/ socX →
C1 → · · · → Cn → 0 such that Ci ∈ C and
0→ HomΛ(Cn,−)→ · · · → HomΛ(C1,−)→ HomΛ(X/ socX,−)→ 0
is exact on C. Connecting with the natural surjection X → X/ socX , we have a source sequence X →
C1 → · · · → Cn → 0 of the desired form.
(iii) Let Γ := EndΛ(T ). Then DT is a cotilting Γ-module, and Tilting theorem [H, M] gives an
equivalence
F = HomΛ(T,−) : T
⊥
Λ →
⊥(DT )Γ
which preserves Ext-groups. Thus we have an n-cluster tilting subcategory FC of ⊥(DT )Γ. For any
indecomposable object X ∈ addTΛ, there exists a sink sequence 0 → Cn → · · · → C0 → FX of the
indecomposable projective Γ-module FX with Ci ∈ FC by the dual of (ii). Applying the quasi-inverse of
F, we have the desired sink sequence of X .
(b)(i)⇔(ii) Apply [I4, Th. 5.1(3)] for d := 0 and m := id Λ(DT ) ≤ n.
(ii)⇔(iii) Cn+2 = 0 holds in the source sequence (3) if and only if the simple Γ
op-module topHomΛ(X,M)
has projective dimension at most n+1. Since gl. dimΓ ≤ n+1 if and only if any simple Γop-module has
projective dimension at most n+ 1, we have the assertion. 
Put
Gn := {X ∈ modΛ | Ext
i
Λ(X,Λ) = 0 (0 ≤ i < n)},
Hn := {X ∈ modΛ | Ext
i
Λ(DΛ, X) = 0 (0 ≤ i < n)}.
Lemma 2.3. Let Λ be a finite dimensional algebra with gl. dimΛ ≤ n and X ∈ modΛ.
(a) We have mutually quasi-inverse equivalences
τn = DExt
n
Λ(−,Λ) : Gn → Hn and τ
−
n = Ext
n
Λop (D−,Λ) : Hn → Gn.
(b) If X has no non-zero projective summands and ExtiΛ(X,Λ) = 0 for any 0 < i < n, then X ∈ Gn.
(c) If X has no non-zero injective summands and ExtiΛ(DΛ, X) = 0 for any 0 < i < n, then X ∈ Hn.
Proof. Although the assertions are elementary, we provide a proof for the convenience of the reader.
(a) For X ∈ Gn, take a projective resolution
0→ Pn → · · · → P0 → X → 0. (5)
Applying ν, we have an exact sequence
0→ τnX → νPn → · · · → νP0 → 0 (6)
where we use ExtiΛ(X,Λ) = 0 for any 0 ≤ i < n. The sequence (6) gives an injective resolution of τnX .
Applying ν− to (6), we have a complex
0→ Pn → · · · → P0 → 0
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whose homology at Pi is Ext
n−i
Λ (DΛ, τnX). Comparing with (5), we have τnX ∈ Hn and τ
−
n τnX ≃ X .
(b) Take a projective resolution
0→ Pn → · · · → P1
f1
→ P0
f0
→ X → 0.
Applying HomΛ(−,Λ), we have an exact sequence
0→ HomΛ(X,Λ)
f0
→ HomΛ(P0,Λ)
f1
→ HomΛ(P1,Λ)→ · · · → HomΛ(Pn,Λ)→ Ext
n
Λ(X,Λ)→ 0.
Since X has no non-zero projective summand, f1 is left minimal. Since HomΛ(−,Λ) : addΛΛ → addΛΛ
is an equivalence, f1 : HomΛ(P0,Λ) → HomΛ(P1,Λ) is right minimal. Since f0 : HomΛ(X,Λ) →
HomΛ(P0,Λ) is a split monomorphism by gl. dimΛ ≤ n, we have HomΛ(X,Λ) = 0 and X ∈ Gn.
(c) This is dual of (b). 
Lemma 2.4. Let Λ be a finite dimensional algebra with gl. dimΛ ≤ n and M the τn-closure of DΛ
satisfying the condition (Cn) in Definition 1.11. Then we have the following.
(a) We have full functors
τn = DExt
n
Λ(−,Λ) :M→M and τ
−
n = Ext
n
Λop(D−,Λ) :M→M
which give mutually quasi-inverse equivalences
τn :MP →MI and τ
−
n :MI →MP .
(b) τn gives a bijection from isoclasses of indecomposable objects in MP to those in MI .
(c) MP ⊂ Gn and MI ⊂ Hn.
(d) HomΛ(MP ,P(M)) = 0.
(e) HomΛ(τ
i
n(DΛ), τ
j
n(DΛ)) = 0 for any i < j.
Proof. (a)(c) We haveMP ⊂ Gn by the condition (Cn) and Lemma 2.3(b). By Lemma 2.3(a), we have a
fully faithful functor τn :MP → Hn. By our construction of M, we have τn(MP ) =MI . Thus we have
an equivalence τn :MP →MI with quasi-inverse τ
−
n . Since τn(P(M)) = 0 and τ
−
n (I(M)) = 0, we have
full functors τn :M→M and τ−n :M→M.
(b) Immediate from (a).
(d) For any X ∈ P(M), take a projective resolution
0→ Pn−1 → · · · → P0 → X → 0.
Applying HomΛ(MP ,−) and using Ext
i
Λ(MP ,Λ) = 0 for any 0 ≤ i < n, we have HomΛ(MP , X) = 0.
(e) We have MI ⊂ Hn by (c), so HomΛ(DΛ, τ j−in (DΛ)) = 0. Since τn :M→MI is a full functor by
(a), we have HomΛ(τ
i
n(DΛ), τ
j
n(DΛ)) = 0. 
Now we shall prove Proposition 1.12.
By Lemma 2.4, we have (a)–(c) Immediately. The assertion (d) follows immediately from (c). 
We give the following general property of τn-closures.
Proposition 2.5. Let Λ be a finite dimensional algebra and M the τn-closure of DΛ.
(a) If ExtiΛ(MP ,Λ) = 0 holds for any 1 < i < n, then M is n-rigid.
(b) If n = 2, then M is 2-rigid.
For the proof, we need the following general observation.
Lemma 2.6. Let Λ be a finite dimensional algebra, X,Y ∈ modΛ and 0 < i < n. If ExtjΛ(X,Λ) = 0 for
any n− i < j < n, then we have a surjection Extn−iΛ (X,Y )→ DExt
i
Λ(Y, τnX).
Proof. By Auslander-Reiten duality, we have
DExtiΛ(Y, τnX) ≃ DExt
1
Λ(Ω
i−1Y, τΩn−1X) ≃ HomΛ(Ω
n−1X,Ωi−1Y ).
Since we assumed ExtjΛ(X,Λ) = 0 for n− i < j < n, it is easily checked (e.g. [A2, 7.4]) that
HomΛ(Ω
n−1X,Ωi−1Y ) ≃ HomΛ(Ω
n−iX,Y ).
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Since in general we have a surjection
Extn−iΛ (X,Y )→ HomΛ(Ω
n−iX,Y ),
we have the desired surjection. 
Now we shall prove Proposition 2.5. We only have to show (a).
(i) Let X,Y ∈ M. We shall show that, if ExtiΛ(X,Y ) = 0 for any 0 < i < n, then Ext
i
Λ(Y, τnX) = 0
and ExtiΛ(τnX, τnY ) = 0 for any 0 < i < n.
We can assume that X ∈ MP . Then we have Ext
j
Λ(X,Λ) = 0 for any 1 < j < n by our assumption.
Thus we have ExtiΛ(Y, τnX) = 0 for any 0 < i < n by Lemma 2.6. Replacing (X,Y ) by (Y, τnX), we
have ExtiΛ(τnX, τnY ) = 0 for any 0 < i < n.
(ii) Let 0 ≤ j, k. Since ExtiΛ(τ
j
n(DΛ), DΛ) = 0 for any 0 < i < n, we have Ext
i
Λ(τ
j+k
n (DΛ), τ
k
n(DΛ)) =
0 and ExtiΛ(τ
k
n (DΛ), τ
j+k+1
n (DΛ)) = 0 for any 0 < i < n by (i). Thus we have Ext
i
Λ(M,M) = 0 for any
0 < i < n. 
Now we shall prove Proposition 1.7. It follows from Proposition 2.5(b) and the following result.
Lemma 2.7. Assume gl. dimΛ ≤ n. Then there exists an n-cluster tilting object in modΛ if and only if
M is n-rigid and Λ ∈ M.
Proof. ‘only if’ part is clear from Theorem 1.6. We shall show ‘if’ part.
(i) Since Λ ∈M, we have thatM satisfies the condition (Cn) in Definition 1.11. Thus τn :MP →MI
is an equivalence by Lemma 2.4(a). A bijection from isoclasses of indecomposable objects in I(M) to
those in P(M) is given by I 7→ τ ℓIn I, where ℓI is a maximal number ℓ satisfying τ
ℓ
nI 6= 0. In particular,
τ ℓn(DΛ) = 0 holds for sufficiently large ℓ, and M has an additive generator M . Moreover, we have that
τ ℓnX = 0 holds for any X ∈ modΛ by a similar argument as in the proof of Proposition 1.3(c).
(ii) We shall show that ExtiΛ(X,M) = 0 for any 0 < i < n implies X ∈M.
We know ExtiΛ(τnX, τnM) = 0 for any 0 < i < n by Lemma 2.6. By our construction of M, we have
ExtiΛ(τnX,M) = 0 for any 0 < i < n. Consequently we have Ext
i
Λ(τ
ℓ
nX,M) = 0 for any ℓ ≥ 0 and
0 < i < n. By (i), we can take a maximal number ℓ ≥ 0 satisfying Y := τ ℓnX 6= 0. Since τnY = 0,
we have pdYΛ < n. Since we have Ext
i
Λ(Y,Λ) = 0 for any 0 < i < n by Λ ∈ M, we have that Y is a
projective Λ-module. Thus we have Y ∈ M. By Lemma 2.4(a) again, we have X ≃ τ−ℓn Y ∈ M.
(iii) By a dual argument, we have that ExtiΛ(M, X) = 0 for any 0 < i < n implies X ∈ M. Conse-
quently M given in (i) is an n-cluster tilting object of modΛ. 
3. Proof of Theorems 1.14 and 1.18
Throughout this section we assume that Λ is n-complete with the τn-closure M = addM of DΛ and
P(M) = addT unless stated otherwise. We put
Γ := EndΛ(M).
We have the following result immediately from Theorem 1.10(a)⇒(b).
Lemma 3.1. gl. dimΓ ≤ n+ 1.
This allows us to put
τn+1 := DExt
n+1
Γ (−,Γ) : modΓ→ modΓ,
τ−n+1 := Ext
n+1
Γop (D−,Γ) : modΓ→ modΓ.
Clearly τn+1 (respectively, τ
−
n+1) preserves monomorphisms (respectively, epimorphisms) in modΓ. More-
over X ∈ modΓ satisfies τn+1X = 0 (respectively, τ
−
n+1X = 0) if and only if pdXΓ < n+1 (respectively,
idXΓ < n+ 1). We denote by
N :=Mn+1(DΓ) = add{τ
i
n+1(DΓ) | i ≥ 0}
the τn+1-closure of DΓ.
CLUSTER TILTING FOR HIGHER AUSLANDER ALGEBRAS 15
3.1. (n+ 1)-rigidity of N . The aim of this subsection is to show that N is (n+ 1)-rigid. As usual, we
put
I(N ) := addDΓ,
P(N ) := {X ∈ N | pdXΓ < n+ 1} = {X ∈ N | τn+1X = 0},
NI := {X ∈ N | X has no non-zero summands in I(N )},
NP := {X ∈ N | X has no non-zero summands in P(N )}.
For X ∈ M, put
ℓX := sup{i ≥ 0 | τ
i
nX 6= 0}.
Let us start with the following easy observation.
Proposition 3.2. (a) ℓX <∞ for any X ∈ M.
(b) A bijection from isoclasses of indecomposable objects in M to pairs (I, i) of isoclasses of inde-
composable objects I ∈ I(M) and 0 ≤ i ≤ ℓI is given by (I, i) 7→ τ inI.
Proof. (b) By Lemma 2.4(b) and the definition of M, any indecomposable object in M can be written
uniquely as τ inI for indecomposable I ∈ I(M) and 0 ≤ i ≤ ℓI .
(a) SinceM contains only finitely many isoclasses of indecomposable objects, we have ℓI <∞ for any
indecomposable I ∈ I(M). Since ℓτ inI = ℓI − i, we have the assertion. 
We put
Gn+1 := {X ∈ modΓ | Ext
i
Γ(X,Γ) = 0 (0 ≤ i < n+ 1)},
Hn+1 := {X ∈ modΓ | Ext
i
Γ(DΓ, X) = 0 (0 ≤ i < n+ 1)}.
We need the following observation.
Lemma 3.3. (a) We have functors
τn+1 = DExt
n+1
Γ (−,Γ) : modΓ→ Hn+1 and τ
−
n+1 = Ext
n+1
Γop (D−,Γ) : modΓ→ Gn+1
which give mutually quasi-inverse equivalences
τn+1 : Gn+1 → Hn+1 and τ
−
n+1 : Hn+1 → Gn+1.
(b) Gn+1 and Hn+1 are Serre subcategories of modΓ.
Proof. We use the properties Theorem 1.10(b)(ii) and (iii).
(a) We have the desired functors since τn+1X ∈ Hn+1 and τ
−
n+1X ∈ Gn+1 for any X ∈ modΓ by [I1,
6.1]. They give equivalences between Gn+1 and Hn+1 by Lemma 2.3.
(b) This follows from [I2, Prop. 2.4]. 
Define functors
Fi := ExtiΛ(M,−) : modΛ→ modΓ,
Gi := DExtiΛ(−,M) : modΛ→ modΓ.
Put F := F0 and G := G0 for simplicity. They induce equivalences
F :M→ addΓ and G :M→ addDΓ ⊂ N .
A crucial role is played by a monomorphism
α : τn+1G→ Gτn
of functors on M given by the following proposition.
Proposition 3.4. (a) There exists an isomorphism FνΛ ≃G of functors on addΛ,
(b) There exists an isomorphism νΓF ≃ G of functors on M,
(c) There exist isomorphisms Fτn ≃ Gn and Gτ−n ≃ F
n of functors on M,
(d) There exists a monomorphism α : τn+1G→ Gτn of functors on M.
(e) αX : τn+1GX → GτnX is a minimal right Hn+1-approximation for any X ∈M.
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(f) We have a functorial monomorphism
αℓ : τ ℓn+1G
τ
ℓ−1
n+1α
−−−−→ τ ℓ−1n+1Gτn
τ
ℓ−2
n+1ατn
−−−−−→ τ ℓ−2n+1Gτ
2
n → · · · → τn+1Gτ
ℓ−1
n
α
τ
ℓ−1
n−−−−→ Gτ ℓn.
Proof. (a)(b) Immediate.
(c) We only show Fτn ≃ Gn. Since gl. dimΛ ≤ n, any X ∈M has a projective resolution
0→ Pn → · · · → P0 → X → 0. (7)
Applying G, we have an exact sequence
0→ GnX → GPn → · · · → GP0 → GX → 0, (8)
where we use n-rigidity of M. On the other hand, applying νΛ to (7), we have an exact sequence
0→ τnX → νΛPn → νΛPn−1.
Applying F, we have an exact sequence
0→ FτnX → FνΛPn → FνΛPn−1. (9)
Comparing (8) and (9) by using (a), we have a commutative diagram
0→ GnX → GPn → GPn−1 → · · · → GP0 → GX → 0,
≀| ≀|
0→ FτnX → FνΛPn → FνΛPn−1
of exact sequences. Thus we have FτnX ≃GnX .
(d) Since GPi ≃ FνΛPi and gl. dimΛ ≤ n, the sequence (8) gives a projective resolution of a Γ-module
GX . Applying νΓ, we have an exact sequence
0→ τn+1GX → νΓG
nX → νΓGPn. (10)
Since νΓG
n ≃ νΓFτn ≃Gτn by (c) and (b) respectively, we have the assertion.
(e) We have τn+1GX ∈ Hn+1 by Lemma 3.3(a). By (10), we have that (GτnX)/(τn+1GX) is a
submodule of νΓGPn. By Lemma 3.3(b), we only have to show that soc νΓGPn does not belong to Hn+1.
Since
soc νΓGPn = soc νΓFνΛPn = socGνΛPn
has injective dimension at most n by Theorem 2.2(a)(ii), we have that soc νΓGPn does not belong to
Hn+1.
(f) Since the functor τn+1 preserves monomorphisms, we have the assertion by (d). 
We need the following general observation, which is valid for arbitrary Λ with gl. dimΛ ≤ n.
Lemma 3.5. Let n ≥ 1 and Λ a finite dimensional algebra with gl. dimΛ ≤ n. Let X ∈ modΛ and
0→ X0
f0
−→ X1
f1
−→ · · ·
fn−1
−→ Xn
fn
−→ Xn+1 → 0
an exact sequence in modΛ with Xi ∈ addX.
(a) If W ∈ modΛ satisfies ExtiΛ(W,X) = 0 for any 0 < i < n, then we have an exact sequence
0→ HomΛ(W,X0)
f0
−→ · · ·
fn
−→ HomΛ(W,Xn+1)→ Ext
n
Λ(W,X0)
f0
−→ · · ·
fn
−→ ExtnΛ(W,Xn+1)→ 0.
(b) If Y ∈ modΛ satisfies ExtiΛ(X,Y ) = 0 for any 0 < i < n, then we have an exact sequence
0→ HomΛ(Xn+1, Y )
fn
−→ · · ·
f0
−→ HomΛ(X0, Y )→ Ext
n
Λ(Xn+1, Y )
fn
−→ · · ·
f0
−→ ExtnΛ(X0, Y )→ 0.
Proof. We only prove (a). We can assume n > 1. Put Li := Im fi−1. Then we have an exact sequence
0→ Li → Xi → Li+1 → 0 (1 ≤ i ≤ n).
Applying HomΛ(W,−), we have exact sequences
0→ HomΛ(W,Li)→ HomΛ(W,Xi)→ HomΛ(W,Li+1)→ Ext
1
Λ(W,Li)→ 0,
0→ Extn−1Λ (W,Li+1)→ Ext
n
Λ(W,Li)→ Ext
n
Λ(W,Xi)→ Ext
n
Λ(W,Li+1)→ 0,
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and an isomorphism
ExtjΛ(W,Li+1) ≃ Ext
j+1
Λ (W,Li) (0 < j < n− 1).
Since L1 = X0 and Ln+1 = Xn+1 belong to addX , we have
Ext1Λ(W,Li) ≃ Ext
2
Λ(W,Li−1) ≃ · · · ≃
{
ExtiΛ(W,L1) = 0 (1 ≤ i < n)
Extn−1Λ (W,L2) (i = n),
Extn−1Λ (W,Li+1) ≃ Ext
n−2
Λ (W,Li+2) ≃ · · · ≃ Ext
i−1
Λ (W,Ln+1) = 0 (1 < i ≤ n).
Thus we have exact sequences
0→ HomΛ(W,Li)→ HomΛ(W,Xi) → HomΛ(W,Li+1)→ 0 (1 ≤ i < n),
0→ ExtnΛ(W,Li)→ Ext
n
Λ(W,Xi) → Ext
n
Λ(W,Li+1)→ 0 (1 < i ≤ n),
0→ HomΛ(W,Ln)→ HomΛ(W,Xn)→ HomΛ(W,Ln+1) → Ext
n
Λ(W,L1)
→ ExtnΛ(W,X1)→ Ext
n
Λ(W,L2)→ 0.
Connecting them, we have the desired exact sequence. 
The following result is crucial to study properties of Γ.
Lemma 3.6. Let
0→M0
f0
−→M1
f1
−→ · · ·
fn−1
−→ Mn
fn
−→Mn+1 → 0
be an exact sequence in modΛ with Mi ∈ M. Put X := CokFfn and Y := KerGf0.
(a) We have exact sequences
0→ FM0
Ff0
−→ FM1
Ff1
−→ · · ·
Ffn−1
−→ FMn
Ffn
−→ FMn+1 → X → 0,
0→ Y → GM0
Gf0
−→ GM1
Gf1
−→ · · ·
Gfn−1
−→ GMn
Gfn
−→ GMn+1 → 0.
(b) We have X ∈ Gn+1, Y ∈ Hn+1, τn+1X ≃ Y and τ
−
n+1Y ≃ X.
(c) We have exact sequences
0→ GnM0
G
nf0
−→ GnM1
G
nf1
−→ · · ·
G
nfn−1
−→ GnMn
G
nfn
−→ GnMn+1 → Y → 0,
0→ FτnM0
Fτnf0
−→ FτnM1
Fτnf1
−→ · · ·
Fτnfn−1
−→ FτnMn
Fτnfn
−→ FτnMn+1 → Y → 0.
(d) If Mi ∈ MP for any i, then we have an exact sequence
0→ τnM0
τnf0
−→ τnM1
τnf1
−→ · · ·
τnfn−1
−→ τnMn
τnfn
−→ τnMn+1 → 0.
(e) We have exact sequences
0→ X → FnM0
F
nf0
−→ FnM1
F
nf1
−→ · · ·
F
nfn−1
−→ FnMn
F
nfn+1
−→ FnMn+1 → 0,
0→ X → Gτ−n M0
Gτ−n f0−→ Gτ−n M1
Gτ−n f1−→ · · ·
Gτ−n fn−1−→ Gτ−n Mn
Gτ−n fn−→ Gτ−n Mn+1 → 0.
(f) If Mi ∈ MI for any i, then we have an exact sequence
0→ τ−n M0
τ−n f0−→ τ−n M1
τ−n f1−→ · · ·
τ−n fn−1−→ τ−n Mn
τ−n fn−→ τ−n Mn+1 → 0.
Proof. (a) Since M is n-rigid, we have desired exact sequences by Lemma 3.5.
(b) We apply νΓ to the upper sequence in (a) and compare with the lower sequence in (a) by using
Proposition 3.4(b). Then we have X ∈ Gn+1 and τn+1X ≃ Y . We have Y ∈ Hn+1 and τ
−
n+1Y ≃ X by
Lemma 2.3(a).
(c) The upper sequence is exact by Lemma 3.5(b). Since Fτn ≃ Gn holds by Proposition 3.4(c), the
lower sequence is exact.
(d) We have ExtiΛ(MP ,Λ) = 0 for any 0 ≤ i < n by Lemma 2.4(c). Thus the sequence is exact by
Lemma 3.5(b).
(e)(f) These are shown dually. 
We need the following easy observation.
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Lemma 3.7. Let
M0
f0
−→M1
f1
−→M2
f2
−→ · · ·
be a complex with Mi ∈ M. Assume M0 ∈ MP and that each fi is left minimal. Then Mi ∈ MP for
any i and we have a complex
τnM0
τnf0
−→ τnM1
τnf1
−→ · · ·
such that each τnfi is left minimal.
Proof. We have HomΛ(MP ,P(M)) = 0 by Lemma 2.4(d). Since any fi is left minimal, we haveMi ∈MP
inductively. Since τn :MP →MI is an equivalence by Lemma 2.4(a), each τnfi is also left minimal. 
We shall use the following special case in inductive argument.
Lemma 3.8. Let
0→M0
f0
−→M1
f1
−→ · · ·
fn−1
−→ Mn
fn
−→Mn+1 → 0
be an exact sequence in modΛ with Mi ∈M. Assume M0 ∈MP and that each fi is left minimal. Then
Mi ∈ MP for any i and we have an exact sequence
0→ τnM0
τnf0
−→ τnM1
τnf1
−→ · · ·
τnfn−1
−→ τnMn
τnfn
−→ τnMn+1 → 0
such that each τnfi is left minimal.
Proof. Immediate from Lemma 3.7 and Lemma 3.6(d). 
We are ready to show the following key observation.
Proposition 3.9. Let X ∈M be indecomposable and ℓ ≥ 0. Put I :=GX.
(a) If ℓ > ℓX , then τ
ℓ
n+1I = 0.
(b) If ℓ = ℓX , then τ
ℓ
n+1I is an indecomposable object in P(N ).
(c) If 0 ≤ ℓ < ℓX , then τ
ℓ
n+1I ∈ Gn+1 and pd(τ
ℓ
n+1I)Γ = n+ 1.
Proof. (a) Since τ ℓn+1I is a submodule of Gτ
ℓ
nX = 0 by Proposition 3.4(f), we have τ
ℓ
n+1I = 0.
(c) τ ℓnX ∈MP holds for any 0 ≤ ℓ < ℓX . Take a minimal injective resolution
0→ τnX
f−1
→ I0
f0
→ · · ·
fn−1
→ In → 0. (11)
Since each fi is left minimal, we have an exact sequence
0→ τ ℓ+1n X
τℓnf−1−→ τ ℓnI0
τℓnf0−→ · · ·
τℓnfn−1−→ τ ℓnIn → 0
for any 0 ≤ ℓ < ℓX by applying Lemma 3.8 to (11) repeatedly. Applying F, we have a Γ-module Xℓ with
an exact sequence
0→ Fτ ℓ+1n X
Fτℓnf−1−→ Fτ ℓnI0
Fτℓnf0−→ · · ·
Fτℓnfn−1−→ Fτ ℓnIn → Xℓ → 0
by Lemma 3.6(a). We have X0 = F
nτnX ≃ GX = I by Proposition 3.4(c). Using Lemma 3.6(b) and (c)
repeatedly, we have τ ℓn+1I ≃ τ
ℓ
n+1X0 ≃ τ
ℓ−1
n+1X1 ≃ · · · ≃ Xℓ ∈ Gn+1 for any 0 ≤ ℓ < ℓX .
(b) Since τ ℓX+1n+1 I = 0 by (a), we have τ
ℓX
n+1I ∈ P(N ). We have that τ
ℓX
n+1I is indecomposable by (c)
and Lemma 3.3(a). 
Summarizing with Lemma 3.1, we have the following conclusion.
Lemma 3.10. Γ is τn+1-finite and satisfies the condition (Cn+1) in Definition 1.11.
We have the main results in this section.
Theorem 3.11. (a) N is (n+ 1)-rigid.
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(b) We have full functors
τn+1 = DExt
n+1
Γ (−,Γ) : N → N and τ
−
n+1 = Ext
n+1
Γop (D−,Γ) : N → N
which give mutually quasi-inverse equivalences
τn+1 : NP → NI and τ
−
n+1 : NI → NP .
(c) τn+1 gives a bijection from isoclasses of indecomposable objects in NP to those in NI .
(d) NP ⊂ Gn+1 and NI ⊂ Hn+1.
(e) HomΓ(τ
i
n+1(DΓ), τ
j
n+1(DΓ)) = 0 for any i < j.
(f) ExtiΓ(P(N ),N ) = 0 for any i > 0.
Proof. Γ is τn+1-finite and N satisfies the condition (Cn+1) by Lemmas 3.1 and 3.10. Thus (a) follows
from Lemma 2.5(a), and (b)–(e) follow from Lemma 2.4. By (a) and pdXΓ < n+ 1 for any X ∈ P(N ),
we have (f). 
We also have the following description of indecomposable objects in N .
Corollary 3.12. (a) There exist bijections among
• isoclasses of indecomposable objects in N ,
• pairs (X, i) of isoclasses of indecomposable objects X ∈ M and 0 ≤ i ≤ ℓX ,
• triples (I, i, j) of isoclasses of indecomposable objects I ∈ I(M) and 0 ≤ i, j satisfying
i+ j ≤ ℓI.
They are given by τ jn+1Gτ
i
nI ↔ (τ
i
nI, j)↔ (I, i, j).
(b) Under the bijection in (a), τ jn+1Gτ
i
nI belongs to P(N ) if and only if i+ j = ℓI .
(c) N has an additive generator.
Proof. (a) By Theorem 3.11(c), any indecomposable object in N can be written uniquely as τ jn+1GX
for an indecomposable object X ∈ M and 0 ≤ j. By Proposition 3.9, τ jn+1GX is non-zero if and only
if 0 ≤ j ≤ ℓX . By Proposition 3.2, X can be written uniquely as τ inI for an indecomposable object
I ∈ I(M) and 0 ≤ i ≤ ℓI . Since ℓX = ℓI − i, we have the assertion.
(b)(c) Immediate from (a). 
3.2. Tilting Γ-module in P(N ). By Corollary 3.12, there exists a Γ-module U such that P(N ) = addU .
In this subsection, we shall show that U is a tilting Γ-module.
We have pdUΓ < n + 1 by definition of P(N ). By Theorem 3.11(f), we have Ext
i
Γ(U,U) = 0 for
any 0 < i. By Theorem 3.11(c), we have that U and Γ have the same number of non-isomorphic
indecomposable direct summands. For the case n = 1, these imply that U is a tilting Γ-module [ASS, H].
But we need more argument for arbitrary n.
Lemma 3.13. (a) τ ℓn+1Gτ
−ℓ
n X ∈ P(N ) for any 0 ≤ ℓ and X ∈ P(M).
(b) τ in+1Gτ
−ℓ
n X ∈ NP for any 0 ≤ i < ℓ and X ∈M.
Proof. (a) We can assume τ−ℓn X 6= 0. Since ℓτ−ℓn X = ℓ, the assertion follows from Corollary 3.12(b).
(b) Any indecomposable summand Y of τ−ℓn X satisfies ℓY ≥ ℓ. Thus the assertion follows from
Corollary 3.12(b). 
We shall often use the following result.
Lemma 3.14. Let
0→ X
f0
→ N1
f1
→ N2
f2
→ · · ·
fn
→ Nn+1
fn+1
→ Nn+2 → 0
be an exact sequence in modΓ with Ni ∈ NP and X ∈ Gn+1. Then the sequence
0→ τn+1X
τn+1f0
−→ τn+1N1
τn+1f1
−→ τn+1N2
τn+1f2
−→ · · ·
τn+1fn
−→ τn+1Nn+1
τn+1fn+1
−→ τn+1Nn+2 → 0
is exact.
Proof. We have ExtiΓ(NP ,Γ) = 0 for any 0 ≤ i < n+ 1 by Theorem 3.11(d). We have the desired exact
sequence by applying Lemma 3.5(b), where we replace n there by n+ 1. 
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Lemma 3.15. Let I ∈ I(M) be indecomposable.
(a) There exist exact sequences
0→ ν−Λ I → T0
f0
→ · · ·
fn−2
→ Tn−1 → 0
0→ FI → GT0
Gf0
−→ · · ·
Gfn−2
−→ GTn−1 → 0
with Ti ∈ P(M).
(b) For any 0 < ℓ ≤ ℓI , there exist exact sequences
0→ Tn
fn
→ · · ·
f1
→ T0
f0
→ τ ℓ−1n I → 0 (12)
0→ Fτ ℓnI → τ
ℓ
n+1Gτ
−ℓ
n Tn
τℓn+1Gτ
−ℓ
n fn
−→ · · ·
τℓn+1Gτ
−ℓ
n f1
−→ τ ℓn+1Gτ
−ℓ
n T0 → 0
with Ti ∈ P(M).
Proof. (a) Since ν−Λ I is a projective Λ-module and T is a tilting Λ-module with pdTΛ < n, we have the
upper sequence. Applying G, we have an exact sequence
0→ Gν−Λ I −→ GT0
Gf0
−→ · · ·
Gfn−2
−→ GTn−1 → 0
by Lemma 3.5 since ExtiΛ(Λ⊕T,M) = 0 for any i > 0. Since Gν
−
Λ I = FI by Proposition 3.4(a), we have
the lower sequence.
(b) Since τ ℓ−1n I ∈ M ⊆ T
⊥, there exists an exact sequence
· · ·
f2
→ T1
f1
→ T0
f0
→ τ ℓ−1n I → 0
with Ti ∈ P(M) and Im fi ∈ T⊥. Since
Ext1Λ(Im fn, Im fn+1) ≃ Ext
2
Λ(Im fn−1, Im fn+1) ≃ · · · ≃ Ext
n+1
Λ (Im f0, Im fn+1) = 0
by gl. dimΛ ≤ n, we have that Im fn ∈ P(M). Thus we have the sequence (12).
Clearly we can assume that each fi is right minimal. Applying τ
−
n to (12) repeatedly, we have an exact
sequence
0→ τ−in Tn
τ−in fn−→ · · ·
τ−in f1−→ τ−in T0
τ−in f0−→ τ ℓ−1−in I → 0 (13)
for any 0 ≤ i ≤ ℓ− 1 by the dual of Lemma 3.8 since τ inI ∈MI for any 0 < i.
Applying F to (13), we have a Γ-module Xi with an exact sequence
0→ Fτ−in Tn
Fτ−in fn−→ · · ·
Fτ−in f1−→ Fτ−in T0
Fτ−in f0−→ Fτ ℓ−1−in I → Xi → 0
for any 0 ≤ i ≤ ℓ− 1 by Lemma 3.6(a), and for i = −1 by Lemma 3.6(c). Thus X−1 ≃ Fτ ℓnI. By Lemma
3.6(b), we have Xi ∈ Gn+1 and τn+1Xi ≃ Xi−1 for any 0 ≤ i ≤ ℓ− 1. Especially we have
τ in+1Xℓ−1 ∈ Gn+1 (0 ≤ i ≤ ℓ− 1) and τ
ℓ
n+1Xℓ−1 ≃ X−1 ≃ Fτ
ℓ
nI. (14)
On the other hand, applying Lemma 3.6(e) to the sequence (13) for i = ℓ − 1, we have an exact
sequence
0→ Xℓ−1 → Gτ
−ℓ
n Tn
Gτ−ℓn fn−→ · · ·
Gτ−ℓn f1−→ Gτ−ℓn T0 → 0. (15)
We have τ in+1Gτ
−ℓ
n T ∈ NP for any 0 ≤ i ≤ ℓ − 1 by Lemma 3.13(b). Applying τn+1 to (15) repeatedly,
we have an exact sequence
0→ τ in+1Xℓ−1 → τ
i
n+1Gτ
−ℓ
n Tn
τ in+1Gτ
−ℓ
n fn
−→ · · ·
τ in+1Gτ
−ℓ
n f1
−→ τ in+1Gτ
−ℓ
n T0 → 0
for any 0 ≤ i ≤ ℓ by Lemma 3.14 since we have (14). Putting i = ℓ, we have the desired sequence by
(14). 
Summarizing above results, we have the following desired result.
Theorem 3.16. There exists a tilting Γ-module U such that pdUΓ < n+ 1 and P(N ) = addU .
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Proof. As we observed at the beginning of this subsection, we already have pdUΓ < n+1 and Ext
i
Γ(U,U) =
0 for any i > 0. By Lemma 3.15 and Lemma 3.13(a), there exists an exact sequence
0→ Γ→ U0 → · · · → Un → 0
with Ui ∈ addU . Thus U is a tilting Γ-module. 
3.3. Mapping cone construction of (n+1)-almost split sequences. In this subsection, we complete
our proof of Theorem 1.14. Our method is to construct source sequences in N and apply Theorem
2.2(b)(iii)⇒(i). A crucial role is played by a monomorhism
α : τn+1G→ Gτn
of functors on M in Proposition 3.4(d).
Lemma 3.17. Fix an indecomposable object X ∈ M and ℓ ≥ 0. Take a source morphism f0 : X → M1
in M.
(a) Any morphism τ ℓn+1GX → τ
i
n+1GM with i > ℓ is zero.
(b) Any morphism τ ℓn+1GX → τ
ℓ
n+1GM which is not a split monomorphism factors through τ
ℓ
n+1Gf0 :
τ ℓn+1GX → τ
ℓ
n+1GM1.
(c) Any morphism τ ℓn+1GX → τ
i
n+1GM with 0 ≤ i < ℓ factors through τ
ℓ−1
n+1αX : τ
ℓ
n+1GX →
τ ℓ−1n+1GτnX.
Proof. (a) Immediate from Theorem 3.11(e).
(b) By Theorem 3.11(b), any morphism τ ℓn+1GX → τ
ℓ
n+1GM which is not a split monomorphism can
be written as τ ℓn+1Gg with a morphism g : X →M which is not a split monomorphism. Since g factors
through f0, we have that τ
ℓ
n+1Gg factors through τ
ℓ
n+1Gf0.
(c) By Theorem 3.11(b), any morphism τ ℓn+1GX → τ
i
n+1GM can be written as τ
i
n+1g for a morphism
g : τ ℓ−in+1GX → GM . Since τn+1 preserves monomorphisms, we have that τ
ℓ−i−1
n+1 αX : τ
ℓ−i
n+1GX →
τ ℓ−i−1n+1 GτnX is a monomorphism. Since GM is an injective Γ-module, g factors through τ
ℓ−i−1
n+1 αX .
Thus τ in+1g factors through τ
ℓ
n+1αX . 
Immediately we have the following conclusion.
Proposition 3.18. Fix an indecomposable object X ∈ M and 0 ≤ ℓ ≤ ℓX. Take a source morphism
f0 : X →M1 in M. Then a left almost split morphism of τ ℓn+1GX is given by(
τ ℓn+1Gf0
τ ℓ−1n+1αX
)
: τ ℓn+1GX → (τ
ℓ
n+1GM1)⊕ (τ
ℓ−1
n+1GτnX).
Recall that any indecomposable object X ∈ M has a source sequence by Theorem 2.2(a). By using
it, we shall construct source sequences of an indecomposable object τ ℓn+1GX in N for 0 ≤ ℓ ≤ ℓX .
First we consider the case ℓ = 0.
Proposition 3.19. For an indecomposable object X ∈M, take a source sequence
X
f0
→M1
f1
→ · · ·
fn−1
→ Mn
fn
→Mn+1 → 0
in M. Applying G, we have an exact sequence
GX
Gf0
−→ GM1
Gf1
−→ · · ·
Gfn−1
−→ GMn
Gfn
−→ GMn+1 → 0
which is a source sequence of GX in N .
Proof. Clearly the sequence is exact. Since each fi is left minimal and G is a fully faithful functor, each
Gfi is left minimal. Moreover Gf0 is a source morphism in N by Proposition 3.18. 
Next we consider the case 0 < ℓ ≤ ℓX . Recall that any indecomposable object in MI is a left term of
an n-almost split sequence by Theorem 2.2(a). Let us start with the following observation.
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Lemma 3.20. For an indecomposable object X ∈MP , take the following n-almost split sequence.
0→ τnX
f0
→M1
f1
→ · · ·
fn−1
→ Mn
fn
→ X → 0
(a) We have the following source sequence in M.
X
τ−n f0−→ τ−n M1
τ−n f1−→ · · ·
τ−n fn−1−→ τ−n Mn
τ−n fn−→ τ−n X → 0 (16)
(b) socGX ∈ Gn+1 and τn+1(socGX) ≃ soc(GτnX).
Proof. (a) Any term in (16) belongs to MP . Since we have HomΛ(MP ,P(M)) = 0 by Lemma 2.4(d)
and we have an equivalence τ−n :MI →MP , we have the assertion.
(b) Applying G to source sequences of X and τnX , we have exact sequences
0→ socGX → GX
Gτ−n f0−→ Gτ−n M1
Gτ−n f1−→ · · ·
Gτ−n fn−1−→ Gτ−n Mn
Gτ−n fn−→ Gτ−n X → 0,
0→ soc(GτnX)→ GτnX
Gf0
−→ GM1
Gf1
−→ · · ·
Gfn−1
−→ GMn
Gfn
−→ GX → 0.
Comparing these sequences by Lemma 3.6(a)(e), we have the assertions. 
We also need the following information.
Proposition 3.21. For an indecomposable object X ∈M and ℓ ≥ 0, let S := τ ℓn+1(socGX).
(a) We have S ≃ soc(Gτ ℓnX).
(b) If 0 ≤ ℓ < ℓX , then S ∈ Gn+1. If ℓ = ℓX, then S /∈ Gn+1. If ℓ > ℓX , then S = 0.
Proof. (a) We only have to show the case ℓ = 1. If X ∈ MP , then the assertion follows from Lemma
3.20(b). Assume X ∈ P(M). Since τnX = 0, the right hand side is zero. Since socGX = topFX has
projective dimension at most n by Theorem 2.2(a)(iii), the left hand side is also zero.
(b) Immediate from (a) and Lemma 3.20(b). 
For X ∈M, define a morphism ιX : τnτ−n X → X by taking an isomorphism X ≃ Y ⊕ I with Y ∈ MI
and I ∈ I(M) and putting
ιX : τnτ
−
n X ≃ Y
(10)
−−→ Y ⊕ I ≃ X.
We denote by βX the morphism
βX : τn+1Gτ
−
n X
α
τ
−
n X−→ Gτnτ
−
n X
GιX→ GX.
Although ιX depends on the choice of decomposition of X , we have the following.
Lemma 3.22. βX is independent of the choice of decomposition of X. In particular, β gives a monomor-
phism β : τn+1Gτ
−
n → G of functors on M.
Proof. By Theorem 2.2(a)(ii), we have id(socGI)Γ ≤ n. Since we have τn+1Gτ−n X ∈ Hn+1 by Lemma
3.3(a) and Hn+1 is a Serre subcategory of modΓ by Lemma 3.3(b), we have HomΓ(τn+1Gτ−n X,GI) = 0.
This implies the assertion. 
Proposition 3.23. For an indecomposable object X ∈MP and 0 < ℓ ≤ ℓX , take the following n-almost
split sequence in M.
0→ τnX
f0
→M1
f1
→ · · ·
fn−1
→ Mn
fn
→ X → 0
(a) We have the following commutative diagram of exact sequences.
0→ τ ℓn+1(socGX)→ τ
ℓ
n+1GX
τℓn+1Gτ
−
n f0
−−−−−−−→ τ ℓn+1Gτ
−
n M1 → · · ·
τℓn+1Gτ
−
n fn
−−−−−−−−→ τ ℓn+1Gτ
−
n X → 0
↓ ≀ ↓τ
ℓ−1
n+1βτnX ↓τ
ℓ−1
n+1βM1 ↓τ
ℓ−1
n+1βX
0→ τ ℓ−1n+1(socGτnX) → τ
ℓ−1
n+1GτnX
τ
ℓ−1
n+1Gf0
−−−−−−→ τ ℓ−1n+1GM1 → · · ·
τ
ℓ−1
n+1Gfn
−−−−−−→ τ ℓ−1n+1GX → 0
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(b) Taking a mapping cone, we have the following (n+ 1)-almost split sequence in N .
0→ τ ℓn+1GX
(
τℓ
n+1Gτ
−
n f0
τ
ℓ−1
n+1
βτnX
)
−−−−−−−−→ (τ ℓn+1Gτ
−
n M1)⊕ (τ
ℓ−1
n+1GτnX)
(
τℓ
n+1Gτ
−
n f1 0
τ
ℓ−1
n+1
βM1
−τ
ℓ−1
n+1
Gf0
)
−−−−−−−−−−−−−−−→ · · ·
· · ·
(
τℓ
n+1Gτ
−
n fn 0
τ
ℓ−1
n+1
βMn
−τ
ℓ−1
n+1
Gfn−1
)
−−−−−−−−−−−−−−−−→ (τ ℓn+1Gτ
−
n X)⊕ (τ
ℓ−1
n+1GMn)
(τℓ−1
n+1βX −τ
ℓ−1
n+1Gfn)
−−−−−−−−−−−−−−→ τ ℓ−1n+1GX → 0
Proof. (a) By Lemma 3.20(a), we have an exact sequence
0→ socGX → GX
Gτ−n f0−→ Gτ−n M1
Gτ−n f1−→ · · ·
Gτ−n fn−1−→ Gτ−n Mn
Gτ−n fn−→ Gτ−n X → 0. (17)
Since ℓ ≤ ℓX , we have τ inX ∈MP for any 0 ≤ i < ℓ. By Proposition 3.21, we have
τ in+1(socGX) ≃ soc(Gτ
i
nX) (0 ≤ i ≤ ℓ) and τ
i
n+1(socGX) ∈ Gn+1 (0 ≤ i < ℓ).
Since τ in+1GX ∈ NP for any 0 ≤ i < ℓ by Proposition 3.9(c), we have an exact sequence
0→ τ in+1(socGX)→ τ
i
n+1GX
τ in+1Gτ
−
n f0
−→ τ in+1Gτ
−
n M1
τ in+1Gτ
−
n f1
−→ · · ·
τ in+1Gτ
−
n fn
−→ τ in+1Gτ
−
n X → 0
for any 0 ≤ i ≤ ℓ by applying Lemma 3.7 (replace M there by N ) and Lemma 3.14 to the sequence (17)
repeatedly.
By a similar argument, we have an exact sequence
0→ τ in+1(socGτnX)→ τ
i
n+1GτnX
τ in+1Gf0
−→ τ in+1GM1
τ in+1Gf1
−→ · · ·
τ in+1Gfn
−→ τ in+1GX → 0
for any 0 ≤ i < ℓ. Thus we have the desired exact sequences.
Using the morphism τ ℓ−1n+1β : τ
ℓ
n+1Gτ
−
n → τ
ℓ−1
n+1G of functors, we have the desired commutative dia-
gram. The left hand side morphism τ ℓn+1(socGX) → τ
ℓ−1
n+1(socGτnX) is an isomorphism since it is a
monomorphism between simple Γ-modules.
(b) Clearly our sequence is exact. By Proposition 3.18, the morphism
(τℓn+1Gτ−n f0
τ
ℓ−1
n+1βτnX
)
: τ ℓn+1GX →
(τ ℓn+1Gτ
−
n M1) ⊕ (τ
ℓ−1
n+1GτnX) is left almost split. Since all morphisms in our sequence are contained
in the Jacobson radical of the category M, they are left minimal. By Lemma 3.5(b) (replace n there
by n + 1), our sequence gives a source sequence of τ ℓn+1GX . Since source sequences are unique up to
isomorphisms of complexes, it is an (n+ 1)-almost split sequence by Theorem 2.2(a)(i). 
Consequently we have the following.
Proposition 3.24. Any indecomposable object X ∈ N has a source sequence in N of the form
X → N1 → · · · → Nn+2 → 0.
Proof. Immediate from Proposition 3.19 and Proposition 3.23. 
We have the following conclusion.
Theorem 3.25. N is an (n+ 1)-cluster tilting object in U⊥.
Proof. This follows from Theorem 2.2(b)(iii)⇒(i) and Proposition 3.24. 
Now we complete the proof of Theorem 1.14. We have that Γ is τn+1-finite and satisfies (Cn+1) by
Lemma 3.10, (An+1) by Theorem 3.16, and (Bn+1) by Theorem 3.25. 
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3.4. Description of the cone of Γ. The aim of this subsection is to give a description of the cone of Γ
and prove Theorem 1.18 as an application. For simplicity, we assume that our additive generator M of
M is basic, so Γ is also basic.
For ℓ ≥ 0, we denote by
simℓ Γ (respectively, simℓ Γ)
the set of simple Γ-modules S satisfying τ ℓn+1S 6= 0 (respectively, τ
−ℓ
n+1S 6= 0). Define subcategories of
modΓ by
Gℓn+1 := {X ∈ modΓ | any composition factor S of X belongs to sim
ℓ Γ},
Hℓn+1 := {X ∈ modΓ | any composition factor S of X belongs to simℓ Γ}.
We have the following preliminary properties.
Lemma 3.26. (a) simℓ Γ (respectively, simℓ Γ) consists of socGX for any indecomposable X ∈ M
satisfying τ ℓnX 6= 0 (respectively, τ
−ℓ
n X 6= 0).
(b) We have G1n+1 = Gn+1 and H
1
n+1 = Hn+1.
(c) For any ℓ > 0, we have equivalences
Gℓn+1
τn+1
−→ Gℓ−1n+1 ∩H
1
n+1
τn+1
−→ Gℓ−2n+1 ∩H
2
n+1
τn+1
−→ · · ·
τn+1
−→ G1n+1 ∩H
ℓ−1
n+1
τn+1
−→ Hℓn+1
whose quasi-inverses are given by τ−n+1.
Proof. (a) Immediate from Proposition 3.21(a).
(b) We only show G1n+1 = Gn+1. By Proposition 3.21(b), we have that a simple Γ-module S belongs
to G1n+1 if and only if it belongs to Gn+1. Since G
1
n+1 and Gn+1 are Serre subcategories by Lemma 3.3(b),
we have the assertion.
(c) By (b) and Lemma 3.3(a), we have an equivalence τn+1 : G1n+1 → H
1
n+1. This gives the desired
equivalences. 
There exist idempotents eℓ and eℓ of Γ such that the factor algebras Γ
ℓ := Γ/〈eℓ〉 and Γℓ := Γ/〈eℓ〉
satisfy
Gℓn+1 = modΓ
ℓ and Hℓn+1 = modΓℓ.
We have surjections
Γ = Γ0 → Γ1 → Γ2 → · · · and Γ = Γ0 → Γ1 → Γ2 → · · ·
of algebras. We have the following description of eℓ.
Lemma 3.27. add(eℓM) = add{τ in(DΛ) | 0 ≤ i < ℓ} holds for any ℓ ≥ 0.
Proof. For an indecomposable object X ∈ M, we put S := socGX . By definition of eℓ, we have that
X ∈ add(eℓM) if and only if S /∈ simℓ Γ. By Lemma 3.26(a), we have that S /∈ simℓ Γ if and only if
τ−ℓn X = 0 if and only if X ∈ add{τ
i
n(DΛ) | 0 ≤ i < ℓ}. 
Now we need the functorial monomorphism αℓ : τ ℓn+1G → Gτ
ℓ
n given in Proposition 3.4(f). The
following result generalizes Proposition 3.4(e).
Lemma 3.28. (a) αℓX : τ
ℓ
n+1GX → Gτ
ℓ
nX is a minimal right H
ℓ
n+1-approximation of Gτ
ℓ
nX for
any X ∈ M and ℓ ≥ 0.
(b) We have τ ℓn+1G = HomΓ(Γℓ,Gτ
ℓ
n−).
Proof. (a) Fix ℓ > 0 and assume that the assertion is true for ℓ − 1. By Lemma 3.26(c), any object in
Hℓn+1 can be written as τ
ℓ
n+1Y with Y ∈ G
ℓ
n+1. Take any morphism f : τ
ℓ
n+1Y → Gτ
ℓ
nX . We write α
ℓ
X
as a composition
τ ℓn+1GX
τn+1α
ℓ−1
X−−−−−−→ τn+1Gτ
ℓ−1
n X
α
τ
ℓ−1
n X−−−−−→ Gτ ℓnX.
By Proposition 3.4(e), there exists g : τ ℓn+1Y → τn+1Gτ
ℓ−1
n X such that f = (ατℓ−1n X)g. By Lemma
3.26(c), there exists h : τ ℓ−1n+1Y → Gτ
ℓ−1
n X such that g = τn+1h. By the inductive hypothesis, we have
Imh ⊂ τ ℓ−1n+1GX . Thus we have Im f ⊂ τ
ℓ
n+1GX .
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(b) Since Hℓn+1 = modΓℓ, the assertion follows immediately from (a). 
We have the following description of the cone of Γ.
Lemma 3.29. For ℓ ≥ 0, we have τ ℓn+1(DΓ) ≃ DΓℓ as Γ-modules.
Proof. Clearly the inclusion DΓℓ → DΓ is a minimal right Hℓn+1-approximation of the Γ-module DΓ.
On the other hand, τ ℓn+1GM ⊂ Gτ
ℓ
nM is a right H
ℓ
n+1-approximation by Lemma 3.28. Since we
assume thatM is basic, we haveM ≃ X⊕τ ℓnM as Λ-modules, where X and τ
ℓ
nM have no non-zero direct
summands in common. Then τ−ℓn X = 0 holds. Since socGX /∈ H
ℓ
n+1 holds by Lemma 3.26(a), we have
HomΓ(Hℓn+1,GX) = 0. Consequently, the minimal right H
ℓ
n+1-approximation of DΓ ≃ (GX)⊕ (Gτ
ℓ
nM)
is given by τ ℓn+1GM = τ
ℓ
n+1(DΓ). 
We have the following description of the cone of Γ.
Proposition 3.30. The cone of Γ is Morita equivalent to

Γ0 0 0 · · ·
Γ1 Γ1 0 · · ·
Γ2 Γ2 Γ2 · · ·
...
...
...
. . .

 and


Γ0 Γ1 Γ2 · · ·
0 Γ1 Γ2 · · ·
0 0 Γ2 · · ·
...
...
...
. . .

 .
Proof. We only have to show that EndΓ(
⊕
ℓ≥0 τ
ℓ
n+1(DΓ)) has the desired form. By Lemma 3.29, we have
HomΓ(τ
i
n+1(DΓ), τ
j
n+1(DΓ)) = HomΓ(DΓi, DΓj) = HomΓop(Γj ,Γi) = Γi
for any i ≥ j. By Theorem 3.11(e), we have HomΓ(τ in+1(DΓ), τ
j
n+1(DΓ)) = 0 for any i < j. Thus the
assertion follows. 
The following crucial result gives a sufficient condition for Λ such that Γ is absolutely (n+1)-complete.
Lemma 3.31. Let Λ be an absolutely n-complete algebra. Assume that there exist surjections
Λ = Λ0 → Λ1 → Λ2 → · · ·
of algebras such that τ ℓn(DΛ) ≃ DΛℓ as Λ-modules for any ℓ ≥ 0. Then the cone Γ of Λ is absolutely
(n+ 1)-complete.
Proof. (i) First we shall show the following assertions.
• (1− eℓ)M is a Λℓ-module,
• HomΛ(eℓM,DΛℓ) = 0,
• eℓM = 〈eℓ〉M .
Since τ in(DΛ) ≃ DΛi, the first assertion follows from Lemma 3.27. By Lemmas 2.4(e) and 3.27
again, we have HomΛ(eℓM,DΛℓ) = 0 and HomΛ(eℓM, (1 − eℓ)M) = 0. This implies that eℓM is a sub
Γop-module of M , and we have eℓM = 〈eℓ〉M .
(ii) Next we shall show the assertion.
We only have to show that P(N ) = addΓ. By Corollary 3.12, any indecomposable object in P(N )
can be written as τ ℓn+1GX for some indecomposable object X ∈ M such that P := τ
ℓ
nX belongs to
P(M). Since Λ is absolutely n-complete, P is a projective Λ-module. By Lemma 3.28(b), we have
τ ℓn+1GX = HomΓ(Γℓ,GP ), which is a direct summand of
HomΓ(Γℓ,GΛ) = HomΓ(Γℓ, DM) = D(Γℓ ⊗ΓM) = D(M/〈eℓ〉M).
Using observations in (i), we have
D(M/〈eℓ〉M) = D(M/eℓM) = D((1− eℓ)M) = HomΛℓ((1 − eℓ)M,DΛℓ) = HomΛ(M,DΛℓ).
This is a projective Γ-module, and we have the assertion. 
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Now we are ready to prove Theorem 1.18.
By Lemmas 3.29 and 3.31, we only have to show that the m×m triangular matrix ring Λ := T
(1)
m (F )
satisfies the condition for n = 1 in Lemma 3.31. Let {f1, · · · , fm} be a complete set of orthogonal
primitive idempotents of Λ such that
fiJΛ ≃ fi+1Λ
for any 1 ≤ i < m as Λ-modules. Put
Λℓ := Λ/〈f1 + · · ·+ fℓ〉.
Then one can easily check that
τ ℓ(DΛ) ≃ T
(1)
m−ℓ(F ) ≃ DΛℓ
holds as Λ-modules. Thus Λ satisfies the condition for n = 1 in Lemma 3.31. 
4. Absolute n-cluster tilting subcategories
In this section we shall study algebras with absolute n-cluster tilting objects and prove Theorem 1.19
as an application. Let us start with the following easy observations.
Lemma 4.1. Let Λ be a finite dimensional algebra with an absolute n-cluster tilting object M (n ≥ 1).
(a) HomΛ(M, I) is a projective-injective EndΛ(M)-module for any injective Λ-module I.
(b) We have gl. dimΛ = idMΛ.
(c) For any indecomposable direct summand X of M , we have either X is projective or pdXΛ ≥ n.
Proof. (a) HomΛ(M, I) is projective by I ∈ addM . It is injective by HomΛ(M, I) = DHomΛ(ν−I,M)
and ν−I ∈ addM .
(b) Since any X ∈ modΛ has an exact sequence
0→Mn → · · · →M1 → X → 0
with Mi ∈ addM by [I4, Prop. 2.4.1(2-ℓ)], we have that idXΛ ≤ idMΛ.
(c) Immediate from ExtiΛ(X,Λ) = 0 for any 0 < i < n. 
Now we prove the following key result.
Proposition 4.2. Let Λ be a finite dimensional algebra with an absolute n-cluster tilting object M
(n ≥ 1). Let Γ = EndΛ(M). Then Ext
i
Γ(DΓ,Γ) = 0 for any 0 < i ≤ n if and only if gl. dimΛ ≤ n.
Proof. Take an injective resolution
0→M → I0
f0
−→ · · ·
fn−1
−→ In
fn
−→ Ω−n−1M → 0. (18)
Applying F = HomΛ(M,−), we have an exact sequence
0→ Γ→ FI0 → · · · → FIn → C → 0 (19)
where we use ExtiΛ(M,M) = 0 for any 0 < i < n. By Lemma 4.1(a), each FIi is a projective-injective Γ-
module. Since we have gl. dimΓ ≤ n+1 by Theorem 1.10, any indecomposable summand of C is injective
or projective. Conversely any indecomposable injective non-projective Γ-module I is isomorphic to a
summand of C since any indecomposable injective Γ-module appears in the minimal injective resolution
of the Γ-module Γ by gl. dimΓ < ∞. Hence we only have to show that ExtiΓ(C,Γ) = 0 holds for any
0 < i ≤ n if and only if gl. dimΛ ≤ n.
Applying HomΓ(−,Γ) to the projective resolution (19) of C and using Yoneda’s Lemma, we have an
isomorphism
HomΓ(FIn,Γ) → · · · → HomΓ(FI0,Γ) → HomΓ(Γ,Γ)
≀ ↑ ≀ ↑ ≀ ↑
HomΛ(In,M) → · · · → HomΛ(I0,M) → HomΛ(M,M)
of complexes. Thus ExtiΓ(C,Γ) = 0 for any 0 < i ≤ n if and only if the complex
HomΛ(In,M)
fn−1
−→ · · ·
f0
−→ HomΛ(I0,M)→ HomΛ(M,M) (20)
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obtained by applying HomΛ(−,M) to (18) is exact.
Using the condition ExtiΛ(DΛ,M) = 0 for any 0 < i < n, one can easily check that the following
conditions are equivalent.
• (20) is exact at HomΛ(Ii,M) for any 0 < i < n.
• ExtiΛ(Ω
−n−1M,M) = 0 for any 0 < i < n.
Since M is an n-cluster tilting object in modΛ, this is equivalent to
• Ω−n−1M ∈ addM .
Again using the condition ExtiΛ(DΛ,M) = 0 for any 0 < i < n, one can easily check that the following
conditions are equivalent.
• (20) is exact at HomΛ(I0,M).
• Ext1Λ(Im f1,M) = 0.
• · · ·
• Extn−1Λ (Im fn−1,M) = 0.
• ExtnΛ(Ω
−n−1M,M)
fn
−→ ExtnΛ(In,M) is injective.
Using Auslander-Reiten duality, this is equivalent to
• HomΛ(τ
−
n M, In)
fn
−→ HomΛ(τ
−
n M,Ω
−n−1M) is surjective.
Since we have addM = add(Λ⊕ τ−n M) by Proposition 1.2(a), this is equivalent to
• HomΛ(M, In)
fn
−→ Hom(M,Ω−n−1M) is surjective.
Consequently (20) is exact if and only if Ω−n−1M ∈ addM and HomΛ(M, In)
fn
−→ HomΛ(M,Ω−n−1M)
is surjective. This occurs if and only if fn is a split epimorphism if and only if idMΛ ≤ n if and only if
gl. dimΛ ≤ n by Lemma 4.1(b). 
Now we prove the following crucial result, which gives the inductive step in our proof of Theorem 1.19.
Proposition 4.3. Let Λ be a finite dimensional algebra with an absolute n-cluster tilting object M (n ≥
1). If Γ = EndΛ(M) has an absolute (n+1)-cluster tilting subcategory, then gl. dimΛ ≤ n ≤ dom. dimΛ.
Proof. We have shown gl. dimΛ ≤ n in Proposition 4.2. Take a minimal injective resolution
0→ Λ→ I0
f0
−→ · · ·
fn−2
−−−→ In−1
fn−1
−−−→ In → 0 (21)
of the Λ-module Λ. Applying F = HomΛ(M,−), we have an exact sequence
0→ FΛ→ FI0
Ff0
−−→ · · ·
Ffn−2
−−−−→ FIn−1
Ffn−1
−−−−→ FIn
of Γ-modules since we have ExtiΛ(M,Λ) = 0 for any 0 < i < n.
Now we put X := Cok(Ffn−1) and Y := τn+1X . We have gl. dimΓ ≤ n+ 1 by Theorem 1.10. Since
each FIi is a projective-injective Γ-module by Lemma 4.1(a), we have that X is an injective Γ-module.
Hence both X and Y belong to our absolute (n+ 1)-cluster tilting subcategory by Proposition 1.2(a).
Applying Lemma 3.6(b) and (c) (replace n there by n + 1) to the sequence (21), we have an exact
sequence
0 = FτnΛ→ FτnI0
Fτnf0
−−−−→ · · ·
Fτnfn−2
−−−−−−→ FτnIn−1
Fτnfn−1
−−−−−−→ FτnIn → Y → 0, (22)
which gives a projective resolution of the Γ-module Y . Thus we have pdYΓ ≤ n. By Lemma 4.1(c)
(replace n there by n+ 1), we have that Y is a projective Γ-module.
Since each fi in (21) belongs to JmodΛ, each Fτnfi in (22) belongs to JmodΓ. Hence (22) is a minimal
projective resolution of Y . Consequently we have τnIi = 0 for any 0 ≤ i < n. Thus we have pd(Ii)Λ < n
for any 0 ≤ i < n. Again by Lemma 4.1(c), we have that Ii is a projective Λ-module for any 0 ≤ i < n.
Thus dom. dimΛ ≥ n holds. 
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Now we are ready to prove Theorem 1.19.
By Theorem 1.18, we only have to show ‘only if’ part. The assertion for n = 1 follows automatically
from Proposition 1.17.
We assume n ≥ 2 and put Λ(n) := Λ. By Theorem 1.10, there exists a finite dimensional algebra
Λ(n−1) and an absolute (n− 1)-cluster tilting object M (n−1) in modΛ(n−1) such that Λ(n) is isomorphic
to EndΛ(n−1)(M
(n−1)). Clearly Λ(n−1) is also ring-indecomposable. Applying Proposition 4.3 to (Λ,Γ) :=
(Λ(n−1),Λ(n)), we have gl. dimΛ(n−1) ≤ n− 1 ≤ dom. dimΛ(n−1).
Repeating similar argument, we have a ring-indecomposable finite dimensional algebra Λ(i) (1 ≤ i ≤ n)
satisfying the following conditions:
(a) gl. dimΛ(i) ≤ i ≤ dom. dimΛ(i),
(b) Λ(i) has an absolute i-cluster tilting object M (i),
(c) Λ(i+1) is isomorphic to EndΛ(i)(M
(i)).
Since gl. dimΛ(1) ≤ 1 ≤ dom. dimΛ(1), we have that Λ(1) is Morita equivalent to T
(1)
m (F ) for some division
algebra F and m ≥ 1 by Proposition 1.17.
Using the conditions (b) and (c) inductively, we have that Λ(i) is Morita equivalent to our absolutely
i-complete algebra T
(i)
m (F ) for any 1 ≤ i ≤ n since any addM (i) is a unique absolute i-cluster tilting
subcategory by Theorem 1.6. Thus we have the assertion. 
5. n-cluster tilting in derived categories
Throughtout this section, let Λ be a finite dimensional algebra with id ΛΛ = idΛΛ <∞. We denote by
D := Kb(pr Λ) the homotopy category of bounded complexes of finitely generated projective Λ-modules,
and we identify it with Kb(inΛ).
Let us start with the following simple observation.
Lemma 5.1. Let Λ be a finite dimensional algebra with gl. dimΛ <∞.
(a) For any X ∈ D, there exist only finitely many integers i satisfying HomD(modΛ, X [i]) 6= 0.
(b) modΛ is a functorially finite subcategory of D.
Proof. (a) Take a sufficiently large integer k such that Hi(X) = 0 holds if i < −k or k < i. Then we
have HomD(modΛ, X [i]) = 0 if either i < −k or k + gl. dimΛ < i.
(b) We only show contravariant finiteness. Any X ∈ D is isomorphic to a bounded complex (· · · →
Ii → Ii+1 → · · · ) of injective Λ-modules. It is easily checked that the natural map Z0 → X is a right
(modΛ)-approximation of X . 
The following easy observation is quite useful.
Lemma 5.2. Let Λ be a finite dimensional algebra with gl. dimΛ ≤ n.
(a) If X ∈ D satisfies Hi(X) = 0 for any 0 < i < n, then X ≃ Y ⊕ Z for some Y ∈ D≤0 and
Z ∈ D≥n.
(b) IfX ∈ D satisfies Hi(X) = 0 for any integer i /∈ nZ, then X is isomorphic to
⊕
ℓ∈ZH
ℓn(X)[−ℓn].
Proof. (a) We can assume that X is a bounded complex (· · · → Ii
di
→ Ii+1 → · · · ) of finitely generated
injective Λ-modules. Put
Y := (· · · → In−2 → In−1 → Im dn−1 → 0→ · · · ) ∈ D≤0.
By our assumption, we have an exact sequence
0→ Z0 → I0 → I1 → · · · → In−2 → In−1
dn−1
→ In.
It follows from gl. dimΛ ≤ n that Im dn−1 is an injective Λ-module. Thus the inclusion map f : Im dn−1 →
In splits, so there exists g : In → Im dn−1 such that gf = 1Im dn−1. We have the following chain
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homomorphism.
Y = (· · · → In−1 → Im dn−1 → 0 → · · · )
‖ ↓f ↓
X = (· · · → In−1
dn−1
→ In → In+1 → · · · )
‖ ↓g ↓
Y = (· · · → In−1 → Im dn−1 → 0 → · · · )
Thus Y is a direct summand of X , and we have the assertion.
(b) Immediate from (a). 
Now we are ready to prove Theorem 1.21. Put B := C[nZ].
(i) We shall show that B is a functorially finite subcategory of D.
We only show contravariant finiteness. Fix X ∈ D. By Lemma 5.1(a), there exist only finitely many
integers ℓ such that HomD(C[ℓn], X) 6= 0. Since C is a functorially finite subcategory of modΛ, we have
that C[ℓn] is a contravariantly finite subcategory of D for any ℓ by Lemma 5.1(b). Thus there exists a
right B-approximation of X .
(ii) We shall show that B is n-rigid. We only have to show HomD(C[kn], C[ℓn + i]) = 0 for k, ℓ ∈ Z
and i (0 < i < n). If k > ℓ, then this is clearly zero. If k < ℓ, then this is zero by gl. dimΛ = n. If k = ℓ,
then this is again zero by n-rigidity of C. Thus B is n-rigid.
(iii) Assume that X ∈ D satisfies HomD(B, X [i]) = 0 for any 0 < i < n. Since Λ[−ℓn] ∈ B for any
ℓ ∈ Z, we have
Hℓn+i(X) ≃ HomD(Λ[−ℓn], X [i]) = 0
for any ℓ ∈ Z and 0 < i < n. Thus Hi(X) = 0 holds for any integer i /∈ nZ. Applying Lemma 5.2(b), we
have X ≃
⊕
ℓ∈ZH
ℓn(X)[−ℓn]. Moreover we have
ExtiΛ(C, H
ℓn(X)) ≃ HomD(C, H
ℓn(X)[i]) = 0
for any 0 < i < n. Since C is an n-cluster tilting subcategory of modΛ, we have Hℓn(X) ∈ C for any
ℓ ∈ Z. Thus X ∈ B.
(iv) Dually we have that if X ∈ D satisfies HomD(X,B[i]) = 0 for any 0 < i < n, then X ∈ B. Thus
we conclude that B is an n-cluster tilting subcategory of D. 
In the rest of this section we shall prove Theorem 1.23.
Let (D≤0,D≥0) be the standard t-structure of D, so
D≤0 := {X ∈ D | Hi(X) = 0 for any i > 0},
D≥0 := {X ∈ D | Hi(X) = 0 for any i < 0}.
Our question whether Un(Λ) forms an n-cluster tilting subcategory of D is closely related to the following
conditions for Λ.
Definition 5.3. Define the conditions (Sn) and (Tn) for Λ as follows:
(Sn) SnD≥0 ⊂ D≥0.
(Tn) S
ℓ
nD
≥0 ⊂ D≥1 for sufficiently large ℓ.
It is easily shown that (Sn) is equivalent to S
−1
n D
≤0 ⊂ D≤0, and (Tn) is equivalent to S−ℓn D
≤0 ⊂ D≤−1
for sufficiently large ℓ.
We have the following sufficient conditions for (Sn) and (Tn).
Proposition 5.4. Let Λ be a finite dimensional algebra.
(a) id ΛΛ = idΛΛ ≤ n holds if and only if (Sn) holds.
(b) Λ is τn-finite if and only if gl. dimΛ ≤ n and (Tn) hold.
Proof. (a) To show ‘only if’ part, take any object X ∈ D≥0. Then X is isomorphic to a bounded complex
X ≃ (· · · → 0→ 0→ I0 → I1 → · · · )
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of injective Λ-modules. Since pd(DΛ)Λ ≤ n, we have that X is isomorphic to a bounded complex
X ≃ (· · · → 0→ 0→ P−n → P 1−n → · · · )
of projective Λ-modules by taking a projective resolution. Applying Sn, we have
SnX ≃ (· · · → 0→ 0→
0
ν(P−n)→
1
ν(P 1−n)→ · · · ) ∈ D≥0.
Conversely, assume idΛΛ > n. Take X ∈ modΛ such that Ext
n+1
Λ (X,Λ) 6= 0. Since H
−1(SnX) ≃
DExtn+1Λ (X,Λ) 6= 0, we have SnD
≥0 6⊂ D≥0.
To prove (b), we need the following relationship between two functors τn and Sn.
Lemma 5.5. Let Λ be a finite dimensional algebra satisfying gl. dimΛ ≤ n.
(a) For any ℓ ≥ 0, we have an isomorphism τ ℓnH
0(−)→ H0(Sℓn−) of functors D
≥0 → modΛ.
(b) For any ℓ ≥ 0, we have an isomorphism τ−ℓn H
0(−)→ H0(S−ℓn −) of functors D
≤0 → modΛ.
Proof. (a) We only have to show the case ℓ = 1. We have a morphism γ : H0(−) → id of endofunctors
D≥0 → D≥0. We shall show that H0(Snγ) gives the desired isomorphism. For any X ∈ D≥0, we have a
triangle Y [−1]→ H0(X)
γX
−−→ X → Y with Y ∈ D≥1. Since (Sn) holds by gl. dimΛ ≤ n and Proposition
5.4(a), we have a triangle SnY [−1]→ SnH0(X)
SnγX
−−−−→ SnX → SnY with SnY ∈ D≥1. Applying H0, we
have an isomorphism
τnH
0(X) ≃ DHn(RHomΛ(H
0(X),Λ)) ≃ H0(SnH
0(X))
H0(SnγX)
−−−−−−−→ H0(SnX).
(b) This is shown dually. 
Now we shall show Proposition 5.4(b). Both conditions imply gl. dimΛ ≤ n. By (a), we have that Λ
satisfies (Sn). By Lemma 5.5(a), we have that τ
ℓ
n = 0 holds for sufficiently large ℓ if and only if (Tn)
holds. Thus the assertion holds. 
Now we can prove Proposition 1.24.
This is a direct consequence of Proposition 5.4(b) since both global dimension and the condition (Tn)
are left-right symmetric. 
We give easy properties of the condition (Tn).
Lemma 5.6. Let Λ be a finite dimensional algebra satisfying (Tn).
(a) For any X,Y ∈ D, there exist only finitely many integers ℓ satisfying HomD(X,SℓnY ) 6= 0.
(b) If a finite dimensional algebra Γ is derived equivalent to Λ, then it also satisfies (Tn).
Proof. (a) Since we have HomD(X,D
≤−k) = 0 = HomD(X,D
≥k) for sufficiently large k, we have the
assertion.
(b) We denote by (D≤0Λ ,D
≥0
Λ ) and (D
≤0
Γ ,D
≥0
Γ ) the t-structures of D given by the standard t-structures
of Λ and Γ respectively. We have Γ ∈ D≤kΛ and Λ ∈ D
≤k
Γ for sufficiently large k. Then we haveD
≤0
Γ ⊂ D
≤k
Λ
and D≤0Λ ∈ D
≤k
Γ . Then we have
S−ℓ(2k+1)n D
≤0
Γ ⊂ S
−ℓ(2k+1)
n D
≤k
Λ ⊂ D
≤−k−1
Λ ⊂ D
≤−1
Γ .
Thus Γ also satisfies (Tn). 
We also need the result below. The assertion (b) was independently given by Amiot in [Am1, Prop.
5.4.2] (see also [Am2, Th. 4.10]) and Barot-Fernandez-Platzeck-Pratti-Trepode [BFPPT] for the case
n = 2.
Proposition 5.7. Let Λ be a finite dimensional algebra.
(a) If Λ satisfies (Sn), then Un(Λ) is n-rigid.
(b) If Λ satisfies gl. dimΛ ≤ n and (Tn), then Un(Λ) is an n-cluster tilting subcategory of D.
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Proof. (a) Since Λ ∈ D≤0, we have S−ℓn Λ ∈ D
≤0 for any ℓ ≥ 0 by (Sn). This implies HomD(Λ,S−ℓn Λ[i]) = 0
for any ℓ ≥ 0 and 0 < i < n.
On the other hand, we have SℓnΛ = S
ℓ−1
n (DΛ)[−n] ∈ D
≥n for any ℓ > 0 by (Sn). This implies
HomD(Λ,S
ℓ
nΛ[i]) = 0 for any ℓ > 0 and 0 < i < n.
(b) By (a) and Proposition 5.4(a), we have that Un(Λ) is n-rigid. By Lemma 5.6(a), we have that
Un(Λ) is a functorially finite subcategory of D.
Fix any indecomposable object X ∈ D. Since Un(Λ) is closed under S±1n , the following conditions are
equivalent (e.g. [IY, Prop. 3.5]).
• HomD(Un(Λ), X [i]) = 0 holds for any 0 < i < n,
• HomD(X,Un(Λ)[i]) = 0 holds for any 0 < i < n.
Thus it remains to show that, if these conditions are satisfied, then X ∈ Un(Λ). By (Tn), there exists an
integer ℓ such that SℓnX ∈ D
≤0 and Sℓ+1n X /∈ D
≤0. Put Y := Sℓ+1n X . Then S
−1
n Y ∈ D
≤0 is isomorphic
to a bounded complex
S−1n Y ≃ (· · · → P
−1 → P 0 → 0→ 0→ · · · )
of projective Λ-modules, and Y is isomorphic to a bounded complex
Y ≃ (· · · →
n−1
ν(P−1)→
n
ν(P 0)→ 0→ 0→ · · · ) (23)
of injective Λ-modules. On the other hand, since HomD(Λ, Y [i]) = 0 for any 0 < i < n, we haveH
i(Y ) = 0
for any 0 < i < n. Since Y is indecomposable and does not belong to D≤0, we have Y ∈ D≥n by Lemma
5.2(a). Thus the complex (23) is exact except ν(P 0). This implies Y = Hn(Y )[−n] and that Hn(Y ) is an
injective Λ-module. Consequently we have Y ∈ add(DΛ)[−n] ⊂ Un(Λ) and X = S−ℓ−1n Y ∈ Un(Λ). 
Now we are ready to prove Theorem 1.23.
We only have to show the latter assertion. By Proposition 5.4(b), we have that Λ satisfies (Tn). Let
T ∈ D be a tilting complex of Λ such that Γ = EndD(T ) satisfies gl. dimΓ ≤ n. Since Γ is derived
equivalent to Λ, we can identify D with Kb(pr Γ), and we have that Γ satisfies (Tn) by Lemma 5.6(b).
Thus Un(T ) = Un(Γ) is an n-cluster tilting subcategory of D by Proposition 5.7(b). 
6. Auslander-Reiten quivers and relations
Throughout this section, we assume that the base field k is algebraically closed for simplicity. For an
arrow or a path a in a quiver Q, we denote by s(a) the start vertex and by e(a) the end vertex.
Definition 6.1. (a) A weak translation quiver Q = (Q0, Q1, τ) consists of a quiver (Q0, Q1) with a
bijection
τ : QP → QI
for fixed subsets QP and QI of Q0. Here we do not assume any relationship between τ and arrows
in Q. We write τx = 0 symbolically for any x ∈ Q0\QP .
(b) Let Λ be an n-complete algebra and M = Mn(DΛ) the τn-closure of DΛ. Define a weak trans-
lation quiver Q = (Q0, Q1, τn) called the Auslander-Reiten quiver of M as follows:
• Q0 (respectively, QP , QI) is the set of isoclasses of indecomposable objects in M (respec-
tively, MP , MI).
• For X,Y ∈ Q0, put dXY := dimk(JM(X,Y )/J2M(X,Y )) and draw dXY arrows from X to
Y .
• τn : QP → QI is given by the equivalence τn :MP →MI .
(c) Again let Λ be an n-complete algebra and U = Un(DΛ) the Sn-closure of DΛ. Define a weak
translation quiver Q = (Q0, Q1,Sn) called the Auslander-Reiten quiver of U similarly, where we
put QP = QI := Q0 and we define Sn : Q0 → Q0 by the equivalence Sn : U → U .
For the case n = 1, the Auslander-Reiten quivers of M = modΛ and U = Db(modΛ) are usual one
[ARS, ASS, H].
In the rest, let C be either M of U in Definition 6.1. By the following well-known fact, all source
morphisms in C give the Auslander-Reiten quiver.
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Lemma 6.2. Let X,Y ∈ C be indecomposable objects and f0 : X → M1 a source morphism. Then dXY
is equal to the number of Y appearing in the direct sum decomposition of M1.
Proof. The source morphism f0 : X →M1 induces an isomoprhism
HomC(M1, Y )/JC(M1, Y ) ≃ JC(X,Y )/J
2
C(X,Y ).
Since we assumed that k is algebraically closed, we have that dimk(HomC(M1, Y )/JC(M1, Y )) is equal to
the number of Y appearing in the direct sum decomposition of M1. Thus we have the assertion. 
We consider a presentation of the category C by its Auslander-Reiten quiver with relations.
Definition 6.3. For a quiver Q, define an additive category P (Q) called the path category of Q as
follows.
• The set of indecomposable objects in P (Q) is Q0.
• For any x, y ∈ Q0, HomP (Q)(x, y) is a k-vector space with the basis consisting of all paths from
x to y in Q.
The presentation of C can be decided similarly to algebras. By (a) below, the category C is equivalent
to some factor category P (Q)/I of the path category P (Q) of the Auslander-Reiten quiver Q of C. By
(b) below, the first two terms of source sequences in C describe generators of I.
Lemma 6.4. Let Q be the Auslander-Reiten quiver of C.
(a) Assume that we have a morphism P(a) ∈ JC(X,Y ) for any arrow a : X → Y in Q, and that
{P(a) | s(a) = X, e(a) = Y } forms a k-basis of JC(X,Y )/J2C(X,Y ) for any X,Y ∈ Q0. Then P
extends uniquely to a full dense functor P : P (Q)→ C.
(b) Assume that we have a full dense functor P : P (Q) → C, and that any x ∈ Q0 has the source
sequence with the first two terms
P(x)
(a)
−−→
⊕
a∈Q1, s(a)=x
P(e(a))
(P(ra,i))
−−−−−−→
⊕
1≤i≤mx
P(e(ra,i)).
Then the kernel of P is generated by {
∑
a∈Q1, s(a)=x
ra,ia | x ∈ Q0, 1 ≤ i ≤ mx}.
Proof. Since Q is locally finite and acyclic, the path category of Q coincides with its complete path
category. We refer to [BIRSm, Prop. 3.1(b)] for (a), and to [BIRSm, Prop. 3.6] for (b). 
If Q is the Auslander-Reiten quiver of C, then we often identify objects of C with those of P (Q), and
we denote the image P(a) of a morphism a in P (Q) under P by the same letter a.
6.1. Cones and cylinders of weak translation quivers. Throughout this subsection, let Λ be an
n-complete algebra with the τn-closure M =Mn(DΛ) = addM of DΛ. We denote by Q = (Q0, Q1, τn)
the Auslander-Reiten quiver ofM. Then Γ := EndΛ(M) is (n+1)-complete by Theorem 1.14, so satisfies
the conditions (An+1)–(Cn+1), (Sn+1) and (Tn+1). We denote by
N =Mn+1(DΓ) and U = Un+1(DΓ)
the τn+1-closure and the Sn+1-closure of DΓ respectively. They are (n+1)-cluster tilting subcategories of
modΓ and Kb(pr Γ) respectively by Theorem 1.23. The aim of this subsection is to draw the Auslander-
Reiten quivers of N and U respectively by using Q. The key construction is the following.
Definition 6.5. Let Q = (Q0, Q1, τ) be a weak translation quiver in general.
(a) We define a weak translation quiver Q′ = (Q′0, Q
′
1, τ
′) called the cone of Q as follows:
• Q′0 := {(x, ℓ) | x ∈ Q0, ℓ ≥ 0, τ
ℓx 6= 0}.
• There are the following two kinds of arrows.
∗ (x, ℓ)1 : (x, ℓ)→ (τx, ℓ − 1) for any (x, ℓ) ∈ Q
′
0 satisfying ℓ > 0.
∗ (a, ℓ) : (x, ℓ)→ (y, ℓ) for any arrow a : x→ y in Q satisfying (x, ℓ), (y, ℓ) ∈ Q′0.
• Q′P := {(x, ℓ) ∈ Q
′
0 | (x, ℓ+ 1) ∈ Q
′
0} and Q
′
I := {(x, ℓ) ∈ Q
′
0 | ℓ > 0}.
• Define a bijection τ ′ : Q′P → Q
′
I by τ
′(x, ℓ) := (x, ℓ+ 1).
(b) We define a weak translation quiver Q′′ = (Q′′0 , Q
′′
1 , τ
′′) called the cylinder of Q as follows:
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• Q′′0 = Q
′′
P = Q
′′
I := Q0 × Z = {(x, ℓ) | x ∈ Q0, ℓ ∈ Z}.
• There are the following two kinds of arrows.
∗ (x, ℓ)1 : (x, ℓ)→ (τx, ℓ − 1) for any (x, ℓ) ∈ Q
′′
0 satisfying x ∈ QP .
∗ (a, ℓ) : (x, ℓ)→ (y, ℓ) for any arrow a : x→ y in Q and ℓ ∈ Z.
• Define a bijection τ ′′ : Q′′0 → Q
′′
0 by τ
′′(x, ℓ) := (x, ℓ + 1).
To simplify our description of relations below, we use the following convention: When we consider the
path category P (Q′), we regard (x, ℓ) as a zero object if it does not belong to Q′0, and regard (a, ℓ) as a
zero morphism if it does not belong to Q′1. We use the same convention for P (Q
′′).
Example 6.6. Consider the following translation quivers, where dotted arrows indicate τ .
3
##HH
H
5
##HH
H
;;vvv
2
##HH
Hoo
6
;;vvv
4
;;vvvoo 1oo
5
##HH
H 2oo
6
##HH
H
;;vvv
3
##HH
H
;;vvvoo
4
;;vvv
1oo
Their cones are given by the following, which coincide with the Auslander-Reiten quivers in Section 1.1.
(3, 0)
''N
(5, 0)
''N
77p
(2, 0)
''N

(6, 0)
77p
(4, 0)
77p

(1, 0)

(2, 1)
[[7777777
''N
(4, 1)
[[7777777 77p
(1, 1)
[[7777777

(1, 2)
]];;;;;;
(5, 0)
''N
(2, 0)

(6, 0)
''N
77p
(3, 0)
''N
77p

(4, 0)
77p
(1, 0)

(2, 1)
XX0
0
0
0
0
0
0
0
0
0
(3, 1)
''N
77p
XX0
0
0
0
0
0
0
0
0
0
(1, 1)
XX0
0
0
0
0
0
0
0
0
0
Their cylinders are given by the following.
(3,−1)
((QQ

· · ·
(5,−1)
((QQ
66mm

(2,−1)
((QQ

(6,−1)
66mm

(4,−1)
66mm

(1,−1)

(3, 0)
((QQ
Q

(5, 0)
((QQ
Q
66mmm

(2, 0)
((QQ
Q
[[888888888

(6, 0)
77nn

(4, 0)
66mmm
[[888888888

(1, 0)
[[888888888

(3, 1)
((QQ
Q
(5, 1)
''PP
77nn
(2, 1)
[[888888888
((QQ
Q
(6, 1)
77p
(4, 1)
ZZ5
5
55
5
55
5 66mmm
(1, 1)
[[888888888
· · ·
(5,−1)
((QQ

(2,−1)

· · ·
(6,−1)
((QQ
66mm

(3,−1)
((QQ
66mm

(4,−1)
66mm

(1,−1)

(5, 0)
((QQ
Q

(2, 0)
[[888888888

(6, 0)
''PP
77nn

(3, 0)
[[888888888
((QQ
Q
66mmm

(4, 0)
66mmm

(1, 0)
[[888888888

(5, 1)
''PP
(2, 1)
[[888888888
(6, 1)
''N
77p
(3, 1)
((QQ
Q
66mmm
ZZ5
55
5
55
5
5
· · · (4, 1)
77nn
(1, 1)
[[888888888
To draw the Auslander-Reiten quivers of N and U , we introduce some notations. We use the functor
G := DHomΛ(−,M) : modΛ→ modΓ.
For any path p = a1 · · · am in Q and ℓ ∈ Z, we define a path in Q′ and Q′′ by
(p, ℓ) := (a1, ℓ) · · · (am, ℓ).
For any morphism r =
∑
p cpp in P (Q) with paths p in Q and cp ∈ k, we define a morphism in P (Q
′)
and P (Q′′) by (r, ℓ) :=
∑
p cp(p, ℓ). For any arrow a : X → Y in Q, we choose a morphism τ
−
n a : τ
−
n X →
τ−n Y in P (Q) whose image under the functor P : P (Q) → M gives the image of a under the functor
P (Q)
P
→M
τ−n→M.
We have the following presentation of the category N =Mn+1(DΓ).
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Theorem 6.7. Under the above circumstances, the Auslander-Reiten quiver of N is given by the cone
Q′ = (Q′0, Q
′
1, τn+1) of the Auslander-Reiten quiver Q = (Q0, Q1, τn) of M. Moreover, N is presented by
the quiver Q′ with relations
• (r, ℓ) = 0 for any relation r = 0 for M and ℓ ≥ 0,
• (Y, ℓ)1 · (τ
−
n a, ℓ) = (a, ℓ− 1) · (X, ℓ)1 for any arrow a : τnX → Y in Q and ℓ > 0.
Proof. For any object X ∈M and ℓ ≥ 0, we put
(X, ℓ) := τ ℓn+1GX ∈ N .
Under this notation, we have a bijection between Q′0 and isoclasses of indecomposable objects in N by
Corollary 3.12. Moreover Q′P (respectively, Q
′
I) corresponds to isoclasses of indecomposable objects in
NP (respectively, NI), and the equivalence τn+1 : NP → NI corresponds to the bijection τ ′ : Q′P → Q
′
I .
For any morphism a : X → Y in M (or an arrow a : X → Y in Q) and ℓ ≥ 0, we define a morphism
(a, ℓ) := τ ℓn+1Ga : (X, ℓ) = τ
ℓ
n+1GX → (Y, ℓ) = τ
ℓ
n+1GY
in N . For any object (X, ℓ) ∈ N with ℓ > 0, we define a morphism
(X, ℓ)1 := τ
ℓ−1
n+1αX : (X, ℓ) = τ
ℓ
n+1GX → (τnX, ℓ− 1) = τ
ℓ−1
n+1GτnX
inN . Under these notations, we shall describe all arrows and relations starting at each vertex (X, ℓ) ∈ Q′0.
We divide into two cases.
(i) Consider the case (X, ℓ) with ℓ = 0.
Let X
f0
→ M1
f1
→ M2 be the first two terms of the source sequence of X in M. By Proposition 3.19,
we have the first two terms (X, 0)
(f0,0)
−→ (M1, 0)
(f1,0)
−→ (M2, 0) of the source sequence of (X, 0) in N . By
Lemma 6.2, all arrows starting at (X, 0) are given by (a, 0) for each arrow a in Q starting at X . By
Lemma 6.4(b), all relations starting at (X, 0) are given by (r, 0) = 0 for each relation r = 0 inM starting
at X .
(ii) Consider the case (X, ℓ) with ℓ > 0.
Let τnX
f0
→ M1
f1
→ M2 be the first two terms of the source sequence of τnX in M. By Proposition
3.23, we have the first two terms
(X, ℓ)
(
(τ−n f0,ℓ)
τ
ℓ−1
n+1
βτnX
)
−−−−−−−−→ (τ−n M1, ℓ)⊕ (τnX, ℓ− 1)
(
(τ−n f1,ℓ) 0
τ
ℓ−1
n+1
βM1
−(f0 ,ℓ−1)
)
−−−−−−−−−−−−−→ (τ−n M2, ℓ)⊕ (M1, ℓ− 1)
of the (n + 1)-almost split sequence of (X, ℓ) in N . By our definition of β in Lemma 3.22, we have
τ ℓ−1n+1βτnX = (X, ℓ)1 and
τ ℓ−1n+1βM1 ≃
(
τ ℓ−1n+1ατ−n M1
0
)
=
(
(τ−n M1, ℓ)1
0
)
: (τ−n M1, ℓ)→ (M1, ℓ− 1) ≃ (τnτ
−
n M1, ℓ− 1)⊕ (I, ℓ− 1)
for a decompositionM1 ≃ (τnτ−n M1)⊕ I with I ∈ I(M). By Lemma 6.2, all arrows starting at (X, 0) are
given by (X, ℓ)1 and (a, 0) for each arrow a in Q starting at X . By Lemma 6.4(b), all relations starting
at (X, ℓ) appear in equalities
(τ−n f0, ℓ) · (τ
−
n f1, ℓ) = 0 and
(
(τ−n M1, ℓ)1
0
)
· (τ−n f0, ℓ) = (f0, ℓ− 1) · (X, ℓ)1.
The former equality gives relations (r, ℓ) = 0 for each relation r = 0 in M starting at X . The latter one
gives relations (Y, ℓ)1 · (τ
−
n a, ℓ) = (a, ℓ− 1) · (X, ℓ)1 for each arrow a : τnX → Y in Q. (Notice that (Y, ℓ)1
which does not belong to Q′1 appears in the lower half of the morphism
((τ−n M1,ℓ)1
0
)
.)
Thus we have the desired assertions. 
Next we shall give a presentation of the category U = Un+1(DΓ). We need the following information,
which is similar to Lemma 3.17.
Lemma 6.8. Fix an indecomposable object X ∈ M and ℓ ∈ Z. Take a source morphism f0 : X → M1
in M.
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(a) Any morphism Sℓn+1GX → S
i
n+1GM with i > ℓ is zero.
(b) Any morphism Sℓn+1GX → S
ℓ
n+1GM which is not a split monomorphism factors through S
ℓ
n+1Gf0 :
Sℓn+1GX → S
ℓ
n+1GM1.
(c) If X ∈ MP , then Sn+1GX ≃ τn+1GX and any morphism Sℓn+1GX → S
i
n+1GM with i < ℓ
factors through Sℓ−1n+1αX : S
ℓ
n+1GX ≃ S
ℓ−1
n+1τn+1GX → S
ℓ−1
n+1GτnX.
(d) If X ∈ P(M), then any morphism Sℓn+1GX → S
i
n+1GM with i < ℓ is zero.
Proof. (a) Since Sℓ−in+1GM = S
1+ℓ−i
n+1 (Γ[n+ 1]) ∈ D
≤−n−1 holds by (Sn+1), we have
HomD(S
ℓ
n+1GX,S
i
n+1GM) ≃ HomD(S
ℓ−i
n+1GX,DΓ) ≃ DH
0(Sℓ−in+1GX) = 0.
(b) This is clear since the functor Sℓn+1G :M→ U is fully faithful.
(c) Since GX ∈ NP by Corollary 3.12(b), we have Sn+1GX ≃ τn+1GX by (Cn+1). Applying S
−i
n+1,
we only have to show that
DH
0(Sℓ−i−1n+1 αX) : DH
0(Sℓ−i−1n+1 GτnX) ≃ HomD(S
ℓ−i−1
n+1 GτnX,DΓ)→ DH
0(Sℓ−in+1GX) ≃ HomD(S
ℓ−i
n+1GX,DΓ)
is surjective. By Lemma 5.5 (replace n there by n+ 1), this is equal to the dual of
τ ℓ−i−1n+1 αX : τ
ℓ−i
n+1GX → τ
ℓ−i−1
n+1 GτnX.
This is injective since αX is injective and the functor τn+1 preserves monomorphisms.
(d) We have pd(GX)Γ ≤ n by Corollary 3.12(b). Since S
i−ℓ
n+1GM = S
1+i−ℓ
n+1 (Γ[n+1]) ∈ D
≤−n−1 holds
by (Sn+1), we have
HomD(S
ℓ
n+1GX,S
i
n+1GM) ≃ HomD(GX,S
i−ℓ
n+1GM) = 0.

Consequently, we have the result (a) below which is an analogue of Proposition 3.18, and the result
(b) below which is an analogue of Corollary 3.12.
Proposition 6.9. (a) For any object X ∈ M and ℓ ∈ Z, take a source morphism f0 : X → M1 in
M.
(i) If X ∈ P(M), then a left almost split morphism of Sℓn+1GX in U is given by S
ℓ
n+1Gf0 :
Sℓn+1GX → S
ℓ
n+1GM1.
(ii) If X ∈ MP , then a left almost split morphism of Sℓn+1GX in U is given by(
Sℓn+1Gf0
Sℓ−1n+1αX
)
: Sℓn+1GX → (S
ℓ
n+1GM1)⊕ (S
ℓ−1
n+1GτnX).
(b) A bijection from isoclasses of indecomposable objects in U to pairs (X, ℓ) of isoclasses of inde-
composable objects X ∈M and ℓ ∈ Z is given by Sℓn+1GX ↔ (X, ℓ).
Proof. (a) This is immediate from Lemma 6.8(a)–(d).
(b) Any indecomposable object in U is isomorphic to Sℓn+1GX for some X ∈ M and ℓ ∈ Z. If
Sℓn+1GX ≃ S
ℓ′
n+1GX
′, then ℓ = ℓ′ holds by Lemma 6.8(a), and X ≃ X ′ holds since the functor Sℓn+1G :
M→ U is fully faithful. Thus we have the desired bijection. 
We have the following presentation of the category U = Un+1(DΓ).
Theorem 6.10. Under the above circumstances, the Auslander-Reiten quiver of U is given by the cylinder
Q′′ = (Q′′0 , Q
′′
1 ,Sn+1) of the Auslander-Reiten quiver Q = (Q0, Q1, τn) of M. Moreover, U is presented
by the quiver Q′′ with relations
• (r, ℓ) = 0 for any relation r = 0 for M and ℓ ∈ Z,
• (Y, ℓ)1 · (a, ℓ) = 0 for any arrow a : X → Y in Q with X ∈ Q\QP and ℓ ∈ Z,
• (Y, ℓ)1 · (τ
−
n a, ℓ) = (a, ℓ− 1) · (X, ℓ)1 for any arrow a : τnX → Y in Q and ℓ ∈ Z.
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Proof. The proof is similar to that of Theorem 6.7. For any object X ∈ M, we put
(X, ℓ) := Sℓn+1GX ∈ U .
Under this notation, we have a bijection between Q′′0 and isoclasses of indecomposable objects in U by
Proposition 6.9(b). For any morphism a : X → Y in M (or an arrow a : X → Y in Q) and ℓ ≥ 0, we
define a morphism
(a, ℓ) := Sℓn+1Ga : (X, ℓ) = S
ℓ
n+1GX → (Y, ℓ) = S
ℓ
n+1GY.
For any object (X, ℓ) ∈ U , we define a morphism
(X, ℓ)1 := S
ℓ−1
n+1αX : (X, ℓ) = S
ℓ
n+1GX → (τnX, ℓ− 1) = S
ℓ−1
n+1GτnX.
Under these notations, we shall describe all arrows and relations starting at each vertex (X, ℓ) ∈ Q′′0 .
Since Sn+1 is an autoequivalence of U , we only have to consider two cases (i) and (ii) below.
(i) Consider the case (X, 0) with X ∈ P(M).
Let X
f0
→ M1
f1
→ M2 be the first two terms of the source sequence of X in M. By Proposition 6.9(a)
and Lemma 6.8(d), it is easily checked that the first two terms of the source sequence of (X, 0) in U is
given by
(X, 0)
(f0,0)
−→ (M1, 0)
( (f1,0)(M1,0)1)−−−−−−→ (M2, 0)⊕ (τnM1, 1).
By Lemma 6.4(b), all relations starting at (X, 0) are given by equalities
(f1, 0) · (f0, 0) = 0 and (M1, 0)1 · (f0, 0) = 0.
The former equality gives a relation (r, 0) = 0 for each relation r = 0 in M starting at X . The latter
equality gives a relation (Y, 0)1 · (a, 0) = 0 for each arrow a : X → Y in Q.
(ii) Consider the case (X, 1) with X ∈ MP .
Let τnX
f0
→ M1
f1
→ M2 be the first two terms of the source sequence of τnX in M. By Proposition
3.23, we have the first two terms
(X, 1)
((τ
−
n f0,1)
βτnX
)
−−−−−−→ (τ−n M1, 1)⊕ (τnX, 0)
( (τ
−
n f1,1) 0
βM1
−(f0,0)
)
−−−−−−−−−−−→ (τ−n M2, 1)⊕ (M1, 0) (24)
of the (n+ 1)-almost split sequence of (X, 1) in N . We have βτnX = αX = (X, 1)1 and
βM1 ≃
(
ατ−n M1
0
)
=
(
(τ−n M1, 1)1
0
)
: (τ−n M1, 1)→ (M1, 0) ≃ (τnτ
−
n M1, 0)⊕ (I, 0)
for a decomposition M1 ≃ (τnτ−n M1)⊕ I with I ∈ I(M).
By Proposition 6.9 and [IY, Prop. 3.9], we have that (24) is the first two terms of a source sequence
of (X, 1) also in U . By Lemma 6.4(b), all relations starting at (X, 1) are given by equalities
(τ−n f0, 1) · (τ
−
n f1, 1) = 0 and
(
(τ−n M1, 1)1
0
)
· (τ−n f0, 1) = (f0, 0) · (X, 1)1.
The former equality gives a relation (r, 1) = 0 for each relation r = 0 in M starting at X . The latter one
gives a relation (Y, 1)1 · (τ
−
n a, 1) = (a, 0) · (X, 1)1 for each arrow a : τnX → Y in Q. 
6.2. Examples. Throughout this subsection, let Q = (Q0, Q1) be a Dynkin quiver and Λ
(1) := kQ the
path algebra of Q. Let n ≥ 1. By Corollary 1.16, we have an n-complete algebra Λ(n) with the cone
Λ(n+1) for any n ≥ 1. We denote by
M(n) :=Mn(DΛ
(n)) and U (n) := Un(DΛ
(n))
the τn-closure and the Sn-closure of DΛ
(n) respectively. They are n-cluster tilting subcategories of
modΛ(n) and Kb(pr Λ(n)) respectively. Let us draw the Auslander-Reiten quivers of M(n) and U (n). As
usual, we denote by τ = τ1 : modΛ
(1) → modΛ(1) the Auslander-Reiten translation of Λ(1). Let Ix be
the indecomposable injective Λ(1)-module corresponding to the vertex x ∈ Q0 and
ℓx := sup{ℓ ≥ 0 | τ
ℓIx 6= 0}.
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Since Q is a Dynkin quiver, we have ℓx <∞ for any x ∈ Q0. For ℓ ∈ Z, we put
∆
(n)
ℓ := {(ℓ1, · · · , ℓn) ∈ Z
n | ℓ1, · · · , ℓn ≥ 0, ℓ1 + · · ·+ ℓn ≤ ℓ}.
For 1 ≤ i ≤ n, we put
ei := (
1
0, · · · ,
i−1
0 ,
i
1,
i+1
0 , · · · ,
n
0) ∈ Zn and vi :=
{
−ei i = 1,
ei−1 − ei 1 < i ≤ n.
Definition 6.11. Let Q be a Dynkin quiver and n ≥ 1.
(a) We define a weak translation quiver Q(n) = (Q
(n)
0 , Q
(n)
1 , τn) as follows:
• Q
(n)
0 := {(x, ℓ) | x ∈ Q0, ℓ ∈ ∆
(n)
ℓx
}.
• There are the following (n+1) kinds of arrows if their start and end vertices belong to Q
(n)
0 .
∗ (a∗, ℓ) : (x, ℓ)→ (w, ℓ) for any arrow a : w → x in Q.
∗ (b, ℓ) : (x, ℓ)→ (y, ℓ+ v1) for any arrow b : x→ y in Q.
∗ (x, ℓ)i : (x, ℓ)→ (x, ℓ+ vi) for any 1 < i ≤ n.
• Q
(n)
P := {(x, ℓ) ∈ Q
(n)
0 | (x, ℓ + en) ∈ Q
(n)
0 } and Q
(n)
I := {(x, ℓ) ∈ Q
(n)
0 | (x, ℓ− en) ∈ Q
(n)
0 }.
• Define a bijection τn : Q
(n)
P → Q
(n)
I by τn(x, ℓ) := (x, ℓ+ en).
(b) We define a weak translation quiver Q˜(n) = (Q˜
(n)
0 , Q˜
(n)
1 ,Sn) as follows:
• Q˜
(n)
0 = Q˜
(n)
P = Q˜
(n)
I := {(x, ℓ1, · · · , ℓn) | x ∈ Q0, (ℓ1, · · · , ℓn−1) ∈ ∆
(n−1)
ℓx
, ℓn ∈ Z}.
• There are the following (n+1) kinds of arrows if their start and end vertices belong to Q˜
(n)
0 .
∗ (a∗, ℓ) : (x, ℓ)→ (w, ℓ) for any arrow a : w → x in Q.
∗ (b, ℓ) : (x, ℓ)→ (y, ℓ+ v1) for any arrow b : x→ y in Q.
∗ (x, ℓ)i : (x, ℓ)→ (x, ℓ+ vi) for any 1 < i ≤ n.
• Define a bijection Sn : Q˜
(n)
0 → Q˜
(n)
0 by Sn(x, ℓ) := (x, ℓ + en).
To simplify our description of relations below, we use the following convention: When we consider the
path category P (Q(n)), we regard (x, ℓ) as a zero object if it does not belong to Q
(n)
0 , and regard (a
∗, ℓ),
e.t.c. as a zero morphism if it does not belong to Q
(n)
1 . We use the same convention for P (Q˜
(n)).
Now we have the presentations of M(n) and U (n) as follows.
Theorem 6.12. Under the above circumstances, we have the following assertions.
(a) The Auslander-Reiten quivers of M(n) and U (n) are given by Q(n) and Q˜(n) respectively.
(b) The categories M(n) and U (n) are presented by quivers Q(n) and Q˜(n) with the following relations
respectively: For any ℓ ∈ Zn and 1 < i, j ≤ n,
(w, ℓ)i · (a∗, ℓ) = (a∗, ℓ+ vi) · (x, ℓ)i for any arrow a : w → x in Q,
(y, ℓ+ v1)i · (b, ℓ) = (b, ℓ+ vi) · (x, ℓ)i for any arrow b : x→ y in Q,
(x, ℓ+ vj)i · (x, ℓ)j = (x, ℓ + vi)j · (x, ℓ)i for any x ∈ Q0,∑
a∈Q1, e(a)=x
(a, ℓ) · (a∗, ℓ) =
∑
b∈Q1, s(b)=x
(b∗, ℓ+ v1) · (b, ℓ) for any x ∈ Q0.
We have the quiver with relations of Λ(n+1) by taking the opposite of those of M(n) for any n ≥ 1.
Proof. It is well known that the assertions are valid for n = 1 [H].
Clearly Q(n) and Q˜(n) are the cone and the cylinder of Q(n−1) respectively under the following iden-
tifications for x ∈ Q0, a ∈ Q1 and ℓ ∈ Zn−1 and
(x, ℓ, ℓn)←→ ((x, ℓ), ℓn), (a, ℓ, ℓn)←→ ((a, ℓ), ℓn),
(a∗, ℓ, ℓn)←→ ((a
∗, ℓ), ℓn), (x, ℓ, ℓn)i ←→
{
((x, ℓ)i, ℓn) 1 ≤ i < n,
((x, ℓ), ℓn)1 i = n.
It is easily checked that our relations for Q(n) and Q˜(n) are obtained from our relations of Q(n−1) by
applying Theorems 6.7 and 6.10 respectively. Thus the assertion follows inductively. 
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Example 6.13. For simplicity, we denote by
xℓ1 · · · ℓn (respectively, xℓ1 · · · ℓ˙i · · · ℓn, a
∗ℓ1 · · · ℓn, bℓ1 · · · ℓn)
the vertex (x, ℓ) ∈ Q
(n)
0 (respectively, the arrow (x, ℓ)i, (a
∗, ℓ), (b, ℓ) ∈ Q
(n)
1 ) for ℓ = (ℓ1, · · · , ℓn).
(a) Let Q be the quiver 1
a
−→ 2
b
−→ 3
c
−→ 4 of type A4. In this case we have Λ(n) = T
(n)
4 (k) in
Theorem 1.18. Then the Auslander-Reiten quiver of M(1) is the following.
40
c∗0
%%KK
KK
31
c1 99ssss
b∗1
%%KK
KK
30
b∗0
%%KK
KK
22
b2 99ssss
a∗2
%%KK
KK
21
b1 99ssss
a∗1
%%KK
KK
20
a∗0
%%KK
KK
13
a3 99ssss
12
a2 99ssss
11
a1 99ssss
10
The Auslander-Reiten quiver of M(2) is the following.
400
c∗00
&&MM
MM
310
c10 88qqqq
b∗10
&&MM
MM
300
b∗00
&&MM
MM
220
b20 88qqqq
a∗20
&&MM
MM
210
b10 88qqqq
a∗10
&&MM
MM
200
a∗00
&&MM
MM
130
a30 88qqqq
120
a20 88qqqq
110
a10 88qqqq
100
301
b∗01
&&MM
MM
301˙
XX22222222222
211
b11 88qqqq
a∗11
&&MM
MM
211˙
XX22222222222
201
a∗01
&&MM
MM
201˙
XX22222222222
121
a21 88qqqq
121˙
XX22222222222
111
a11 88qqqq
111˙
XX22222222222
101
101˙
XX22222222222
202
a∗02
&&MM
MM
202˙
YY33
3
3
33
3
3
33
112
a12 88qqqq
112˙
YY3
3
33
3
3
33
3
3
102
102˙
YY3
3
33
3
3
33
3
3
103
103˙
ZZ5555555555
The Auslander-Reiten quiver of M(3) is the following.
4000
&&LL
L
3100
88rrr
&&LL
L 3000
&&LL
L
2200
88rrr
&&LL
L 2100
88rrr
&&LL
L 2000
&&LL
L
3001
&&LL
L
--[[[[[[[[
[[[[[[[[
[[[[[[ 1300
88rrr
1200
88rrr
1100
88rrr
1000
2101
88rrr
&&LL
L
--[[[[[[[[
[[[[[[[[
[[[[[[ 2001
&&LL
L
--[[[[[[[[
[[[[[[[[
[[[[[[ 3010
&&LL
L
XX111111111
1201
88rrr
--[[[[[[[[
[[[[[[[[
[[[[[[ 1101
88rrr
--[[[[[[[[
[[[[[[[[
[[[[[[ 1001
--[[[[[[[[
[[[[[[[[
[[[[[[ 2110
88rrr
&&LL
L
XX111111111
2010
&&LL
L
XX111111111
2002
&&LL
L
--[[[[[[[
[[[[[[[
[[[[[ 1210
88rrr
XX111111111
1110
88rrr
XX111111111
1010
XX111111111
1102
88rrr
--[[[[[[[
[[[[[[[
[[[[[ 1002
--[[[[[[[
[[[[[[[
[[[[[ 2011
&&LL
L
XX111111111
--[[[[[[[[
[[[[[[[
[[[[[[[
1111
88rrr
XX111111111
--[[[[[[[[
[[[[[[[[
[[[[[[ 1011
XX111111111
--[[[[[[[[
[[[[[[[[
[[[[[[ 2020
&&LL
L
XX111111111
1003
,,ZZZZZZ
ZZZZZZ
ZZZ 1120
88rrr
XX111111111
1020
XX111111111
1012
XX111111111
--[[[[[[[
[[[[[[[
[[[[[
1021
XX111111111
--[[[[[[[[
[[[[[[[[
[[[[[[
1030
XX111111111
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On the other hand, the Auslander-Reiten quiver of U (1) is the following.
41
c∗1
$$I
II
I 40 c∗0
$$I
II
I 4−1 c∗−1
&&MM
MM
32
c2 ::uuuu
b∗2
%%J
JJ
J 31
c1 ::uuuu
b∗1
%%J
JJ
J 30 b∗0
%%L
LL
L
c0 99ssss
3−1
· · · 22
b2 99tttt
a∗2
%%KK
KK
21
b1 99tttt
a∗1
%%KK
KK
20
a∗0
&&NN
NN
N
b0 88qqqq
· · ·
13
a3 99ssss
12
a2 99ssss
11
a1 88rrrr
10
The Auslander-Reiten quiver of U (2) is the following.
400
c∗00
&&MM
MM
· · ·
310
c10 88qqqq
b∗10
&&MM
MM
300
b∗00
&&MM
MM
220
b20 88qqqq
a∗20
&&MM
MM
210
b10 88qqqq
a∗10
&&MM
MM
200
a∗00
&&MM
MM
130
a30 88qqqq
120
a20 88qqqq
110
a10 88qqqq
100
401
c∗01
&&MM
MM
311
c11 88qqqq
b∗11
&&MM
MM
301
b∗01
&&MM
MM
301˙
VV-
-
-
-
-
-
-
-
-
-
-
-
-
-
221
b21 88qqqq
a∗21
&&MM
MM
211
b11 88qqqq
a∗11
&&MM
MM
211˙
VV-
-
-
-
-
-
-
-
-
-
-
-
-
-
201
a∗01
&&MM
MM
201˙
VV-
-
-
-
-
-
-
-
-
-
-
-
-
-
131
a31 88qqqq
121
a21 88qqqq
121˙
VV-
-
-
-
-
-
-
-
-
-
-
-
-
-
111
a11 88qqqq
111˙
VV-
-
-
-
-
-
-
-
-
-
-
-
-
-
101
101˙
VV-
-
-
-
-
-
-
-
-
-
-
-
-
-
402
c∗02
&&MM
MM
312
c12 88qqqq
b∗12
&&MM
MM
302
b∗02
&&MM
MM
302˙
VV-
-
-
-
-
-
-
-
-
-
-
-
-
-
222
b22 88qqqq
a∗22
&&MM
MM
212
b12 88qqqq
a∗12
&&MM
MM
212˙
VV-
-
-
-
-
-
-
-
-
-
-
-
-
-
202
a∗02
&&MM
MM
202˙
VV-
-
-
-
-
-
-
-
-
-
-
-
-
-
132
a32 88qqqq
122
a22 88qqqq
122˙
VV-
-
-
-
-
-
-
-
-
-
-
-
-
-
112
a12 88qqqq
112˙
VV-
-
-
-
-
-
-
-
-
-
-
-
-
-
102
102˙
VV-
-
-
-
-
-
-
-
-
-
-
-
-
-
· · ·
The Auslander-Reiten quiver of U (3) is the following.
4000
&&LL
L · · ·
3100
88rrr
&&LL
L 3000
&&LL
L
4001
&&LL
L 2200
88rrr
&&LL
L 2100
88rrr
&&LL
L 2000
&&LL
L
3101
88rrr
&&LL
L 3001
&&LL
L
--[[[[[[[[
[[[[[[[[
[[[[[[ 1300
88rrr
1200
88rrr
1100
88rrr
1000
4002
&&LL
L 2201
88rrr
&&LL
L 2101
88rrr
&&LL
L
--[[[[[[[[
[[[[[[[
[[[[[[[ 2001
&&LL
L
--[[[[[[[[
[[[[[[[
[[[[[[[ 3010
&&LL
L
XX111111111
3102
88rrr
&&LL
L 3002
&&LL
L
--[[[[[[[[
[[[[[[[
[[[[[[[ 1301
88rrr
1201
88rrr
--[[[[[[[[
[[[[[[[
[[[[[[[ 1101
88rrr
--[[[[[[[[
[[[[[[[
[[[[[[[ 1001
--[[[[[[[[
[[[[[[[
[[[[[[[ 2110
88rrr
&&LL
L
XX111111111
2010
&&LL
L
XX111111111
3202
88rrr
&&LL
L
--[[[[[[[[
[[[[[[[[
[[[[[[ 2002
&&LL
L
--[[[[[[[[
[[[[[[[[
[[[[[[ 3011
&&LL
L
XX111111111
1210
88rrr
XX111111111
1110
88rrr
XX111111111
1010
XX111111111
1202
88rrr
--[[[[[[[[
[[[[[[[[
[[[[[[ 1102
88rrr
--[[[[[[[[
[[[[[[[[
[[[[[[ 1002
--[[[[[[[[
[[[[[[[[
[[[[[[ 2111
88rrr
&&LL
L
XX111111111
2011
&&LL
L
XX111111111
--[[[[[[[[
[[[[[[[[
[[[[[[
3012
&&LL
L
XX111111111
1211
88rrr
XX111111111
1111
88rrr
XX111111111
--[[[[[[[[
[[[[[[[[
[[[[[[ 1011
XX111111111
--[[[[[[[[
[[[[[[[[
[[[[[[ 2020
&&LL
L
XX111111111
2112
88rrr
&&LL
L 2012
&&LL
L
XX111111111
--[[[[[[[[
[[[[[[[
[[[[[[[ 1120
88rrr
XX111111111
1020
XX111111111
1112
88rrr
XX111111111
--[[[[[[[[
[[[[[[[
[[[[[[[ 1012
XX111111111
--[[[[[[[[
[[[[[[[
[[[[[[[ 2021
&&LL
L
XX111111111
1121
88rrr
XX111111111
1021
XX111111111
--[[[[[[[[
[[[[[[[[
[[[[[[
2022
&&LL
L
XX111111111
1030
XX111111111
1122
88rrr
2022
XX111111111
--[[[[[[[[
[[[[[[[[
[[[[[[
1031
XX111111111
· · · 1032
YY333
333
33
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(b) Let Q be the quiver
2
a
−→ 1
c
←− 4
↑b
3
of type D4. The Auslander-Reiten quiver of M(1) is the
following.
22
a2
%%KK
KK
21
a1
%%KK
KK
20
12
a∗2 99ssss
c∗2
%%KK
KK
b∗2 // 32 b2 // 11
a∗1 99ssss
c∗1
%%KK
KK
b∗1 // 31 b1 // 10
c∗0
%%KK
KK
a∗0 99ssssb∗0 // 30
42
c2 99ssss
41
c1 99ssss
40
The Auslander-Reiten quiver of M(2) is the following.
220
a20
&&MM
MM
210
a10
&&MM
MM
200
120
a∗20 88qqqq
c∗20
&&MM
MM
b∗20 // 320 b20 // 110
a∗10 88qqqq
c∗10
&&MM
MM
b∗10 // 310 b10 // 100
c∗00
&&MM
MM
a∗00 88qqqqb∗00 // 300
420
c20 88qqqq
410
c10 88qqqq
400
211
a11
&&MM
MM
211˙
XX22222222222
201
201˙
XX22222222222
111
a∗11 88qqqq
c∗11
&&MM
MM
b∗11//
111˙
XX22222222222
311
b11 //
311˙
XX22222222222
101
a∗01 88qqqq
c∗01
&&MM
MM
b∗01 //
101˙
XX22222222222
301
301˙
XX22222222222
411
c11 88qqqq
411˙
XX22222222222
401
401˙
XX22222222222
202
202˙
XX22222222222
102
a∗02 88qqqq
c∗02
&&MM
MM
b∗02 //
102˙
XX22222222222
302
302˙
XX22222222222
402
402˙
XX22222
2
222
The Auslander-Reiten quiver of M(3) is the following.
2200
&&LL
L 2100
&&LL
L 2000
1200
88rrr
&&LL
L
// 3200 // 1100
88rrr
&&LL
L
// 3100 // 1000
&&LL
L
88rrr // 3000
2101
&&LL
L
--\\\\\\\\\\
\\\\\\\\\
\\\\\\\\ 2001
--\\\\\\\\\\
\\\\\\\\\
\\\\\\\\ 4200
88rrr
4100
88rrr
4000
1101
77nnn
''PP
P
//
--\\\\\\\\\\
\\\\\\\\\
\\\\\\\\\ 3101
//
--\\\\\\\\\\
\\\\\\\\\
\\\\\\\\ 1001
88rrr
&&LL
L
//
--\\\\\\\\\\
\\\\\\\\\
\\\\\\\\ 3001
--\\\\\\\\\\
\\\\\\\\\
\\\\\\\\ 2110
&&LL
L
XX111111111
2010
XX111111111
2002
--[[[[[[[[[
[[[[[[[[
[[[[[[[ 4101
88rrr
--\\\\\\\\\\
\\\\\\\\\
\\\\\\\\ 4001
--\\\\\\\\\\
\\\\\\\\\
\\\\\\\\ 1110
88rrr
&&LL
L
//
XX111111111
3110 //
XX111111111
1010
88rrr
&&LL
L
//
XX111111111
3010
XX111111111
1002
88rrr
&&LL
L
//
--[[[[[[[[[
[[[[[[[[
[[[[[[[ 3002
--[[[[[[[[[
[[[[[[[[
[[[[[[[ 2011
XX111111111
--\\\\\\\\\\
\\\\\\\\\
\\\\\\\\ 4110
88rrr
XX111111111
4010
XX111111111
4002
--[[[[[[[[[
[[[[[[[[
[[[[[[[ 1011
88rrr
&&LL
L
//
ZZ555555555
--\\\\\\\\\\
\\\\\\\\\
\\\\\\\\ 3011
XX111111111
--\\\\\\\\\\
\\\\\\\\\
\\\\\\\\ 2020
XX111111111
4011
XX111111111
--\\\\\\\\\\
\\\\\\\\\
\\\\\\\\ 1020
88rrr
&&LL
L
//
XX111111111
3020
XX111111111
4020
XX111111111
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