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ABSTRACT  
This paper is concerned with the finite element simulation of debonding failures in FRP-
strengthened concrete beams. A key challenge for such simulations is that common 
solution techniques such as the Newton-Raphson method and the arc-length method 
often fail to converge. This paper examines the effectiveness of using a dynamic analysis 
approach in such FE simulations, in which debonding failure is treated as a dynamic 
problem and solved using an appropriate time integration method. Numerical results are 
presented to show that an appropriate dynamic approach effectively overcomes the 
convergence problem and provides accurate predictions of test results. 
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1. Introduction 
 
The external bonding of fiber reinforced polymer (FRP) reinforcement to the surface of 
concrete members has become a popular structural strengthening method due to the 
advantages of FRP, including its high tensile strength, low density, excellent resistance 
to corrosion, high durability and ease of installation [1-4]. In an FRP-strengthened 
reinforced concrete (RC) member, the interface between FRP and concrete is often the 
weakest link and thus plays a critical role in ensuring the effectiveness of this 
strengthening method [5, 6]. The ultimate state of FRP-strengthened members is usually 
governed by various forms of debonding failures [7]. For example, intermediate crack 
debonding (IC debonding) is a typical failure mode for RC beams strengthened in flexure 
by bonding FRP reinforcement in the forms of pultruded plate or wet-layup sheets (both 
are referred to as plates unless differentiation is needed) to the tensile face (hereafter 
referred to as FRP-plated RC beams) [8]. Also, FRP debonding usually governs the 
failure of RC beams shear-strengthened with FRP U-strips or side strips [9] or precedes 
the ultimate FRP rupture failure of RC beams shear-strengthened with complete FRP 
wraps [10, 11]. These debonding failures normally initiate at a critical crack, and its 
propagation usually leads to the ultimate failure of the beam. A thin layer of concrete is 
usually attached to the debonded surface of the FRP plate/strip, implying that the 
debonding failure actually occurs in the concrete adjacent to the FRP-to-concrete bi-
material interface (referred to as the interface for simplicity hereafter) [6, 12]. Although 
extensive research has been conducted on debonding failures, much further work is still 
required to develop a thorough understanding of the various debonding failure 
mechanisms and to establish more reliable design methods [13].  
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The finite element method (FEM) is a useful tool for studying FRP debonding failures. 
In an FE investigation, it is reasonably easy to predict the distributions of interfacial 
stresses in an FRP-strengthened beam, but the same can hardly be achieved in a 
laboratory experiment using strain gauges mainly because the interfacial stresses vary 
over the interface in a compacted manner, particularly after cracking of concrete as the 
locations of cracks are usually not known as a priori. As a result, the FEM has recently 
been used by a number of research groups to study debonding failures in FRP-
strengthened RC beams [14-34].  
 
In the authors’ previous work on the FE modeling of such debonding failures [14, 15], it 
was identified that two elements are critically important for the accurate simulation of 
debonding failure and the full-range debonding process: accurate modeling of localized 
cracking behavior of concrete and accurate modeling of the interfacial bond-slip 
behavior between the concrete and both the internal steel and the external FRP 
reinforcements. However, it was also found that the inclusion of these elements into the 
FE approach led to severe convergence difficulties [35] during the later stages of loading 
when conventional solution techniques (e.g. the load or displacement control Newton-
Raphson method and the arc-length method [36, 37]) were used for solving the nonlinear 
static problem; the difficulties are mainly due to severe nonlinearities caused by strain 
softening phenomena such as concrete cracking and interfacial debonding between 
concrete and FRP/steel reinforcement, as is shown later in this paper. To overcome these 
difficulties, empirical solution techniques such as line searches may be used (e.g. 
Reference [19]), but the success of such techniques is usually problem-dependent due to 
its empirical nature (see more detailed discussions in the next section).  
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In the interest of finding a robust numerical solution method for FE simulations of 
debonding failures of FRP-strengthened RC beams, this paper examines the effectiveness 
of the dynamic approach which treats an essentially static structural problem as a 
dynamic one, with the resulting equations solved using an appropriate time integration 
method. The initial impetus for using the dynamic method in the FE simulation of 
debonding failures came from the following experimental observations: cracking noise 
was heard during the debonding process [10, 11, 38, 39] and quick energy releases were 
detected at debonding failure [40], indicating that dynamic effects may exist during the 
debonding failure process.  
 
It should be noted that various dynamic solution methods exist and the use of a dynamic 
method for solving a static problem with local dynamic phenomena is not new as 
reviewed in the next section. However, there is a considerable uncertainty in the use of 
the dynamic approach to achieve an efficient and reliable solution to an overall static 
structural problem involving local dynamic effects due to FRP debonding/concrete 
cracking at a number of discrete instants during the loading process. Therefore, the focus 
of this study is not about the validity of using the dynamic approach for obtaining static 
structural responses; instead, it presents an in-depth evaluation of issues related to the 
simulation of FRP-strengthened RC beams, leading to the proposed dynamic solution 
approach which has been successfully applied in a number of FE simulation studies as 
presented elsewhere [14, 15, 41]. 
 
This paper starts with a brief review of dynamic methods used in solving static problems 
in structural mechanics, providing a necessary background. It then outlines the key 
elements of the dynamic approach, including an appropriate time integration scheme, 
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loading scheme, loading time, damping scheme, and time increment size. The validity of 
the proposed dynamic approach is then demonstrated by comparing the numerical 
predictions for several beams with experimental results. The efficiency and advantages 
of the dynamic approach over the static solution approaches in solving problems 
involving debonding failures are also demonstrated using numerical results. A parametric 
study is next presented to investigate how the key parameters of the dynamic approach 
affect the predictions of the FE model, and how they should be determined to ensure that 
an essentially static structural response is accurately predicted using the dynamic 
approach. The conditions of using the explicit central difference method [42] in the 
dynamic approach are also investigated and compared with those of using the implicit 
Hilber-Hughes-Taylor-α (HHT-α) method [43].  
 
2. The dynamic method for quasi-static problems: previous work  
 
As mentioned above, debonding failures in FRP-strengthened RC beams are essentially a 
cracking failure of concrete adjacent to the FRP plate. Challenges involved in the FE 
modeling of this failure are thus mainly concerned with overcoming the convergence 
difficulties in modeling the cracking behavior of concrete. It should be noted that a 
thorough review of all the dynamic methods used in solving static problems in structural 
mechanics is out of the scope of this paper: only work relevant to the present study is 
briefly reviewed here to provide a necessary background. 
 
Several dynamic solution methods have been employed to analyze various static 
problems in structural mechanics. Examples include buckling involving mode jumping 
[44] and snap-through [36, 37], and crack propagation in concrete [45, 46] and masonry 
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[34] structures . For buckling problems involving mode jumping and snap-through, the 
dynamic effect is present in the deformation process [47, 48]. As a result, static solution 
methods usually cannot capture the actual structural response [44], so dynamic solution 
methods are more appropriate. Both the dynamic time integration scheme (e.g. 
References [49, 50]) and the hybrid static-dynamic method [44] have been used to 
analyze such problems. 
 
In modeling structures made of brittle materials such as concrete and masonry, unstable 
structural responses involving “snap-back” due to crack propagation and/or strain-
softening usually exist and may induce local dynamic processes in the middle of a 
overall static process under certain conditions [51], making it difficult for common static 
solution strategies such as the displacement-control Newton-Raphson method to obtain a 
converged solution [45, 46, 52]. The arc-length method with its different forms has been 
repeatedly reported to have difficulties in finding a converged solution although the 
method was coined for obtaining structural responses associated with either snap-back or 
snap-through phenomena [53-58]. According to de Borst [57], these numerical 
difficulties have their roots in the fact that the damage zones (e.g. cracks in concrete) in a 
structure made of a strain-softening material are often highly localized, so the 
displacements of a few dominant nodes in or around the damage zones dominate the 
norm of the displacement increment; that is, the failure process cannot be sensitively 
reflected by the global norm of displacement. Different alternative local-control methods, 
e.g., the Crack Opening Displacement (COD) control method [58], the Cracking Mouth 
Sliding Displacement (CMSD) control method [57], the local arc-length method [59], 
and the crack length control scheme [60], have been attempted with some success, but 
such methods are usually tailor-made for specific problems so can still have difficulties 
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in achieving a converged solution for other applications. For example, it was found that 
the local arc-length method may lose its robustness and/or fails when multiple 
softening/failure zones (e.g. multiple cracks in a concrete member) are activated and 
interact with each other [61, 62]. Therefore, solving for the static response of a structure 
with strong strain localization phenomena, such as concrete cracking, remains a 
challenge [45, 46, 52].  
 
A number of researchers have attempted to use the explicit FE method to solve the 
above-mentioned problem. Tavarez [63] modeled the flexural behavior of concrete 
beams reinforced with composite grids using the explicit FE method; Yu and Ruiz [46] 
applied the modified dynamic relaxation (DR) method [64] to model crack propagation 
in RC beams; Coronado and Lopez [20] employed the explicit FE method in ABAQUS 
to model FRP-strengthened RC beams. More recently, the explicit FE method was used 
by Dhanasekar and Haider [65] to model lightly reinforced masonry shear walls and by 
Zheng et al. [66] to model the punching shear failure of bridge decks; the modified DR 
method was used by Yu et al. [52] to simulate both static (stable) and dynamic (unstable) 
crack prorogations. All of these studies have been successful to different extents, and 
some of them have obtained predictions in close agreement with test results. 
 
3. Possible dynamic solution methods  
Against the above background, this paper examines the effectiveness of the dynamic 
approach as a numerical solution strategy in predicting debonding failures in FRP-
strengthened RC beams. This section examines the properties (i.e. spectral features, 
stability and dissipation characteristics) of the possible dynamic solution methods based 
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on which a dynamic approach was adopted, with its validity and applicability 
demonstrated in the next section using numerical examples. 
 
As for a genuine dynamic structural problem, when an essentially static structural 
problem is treated as a dynamic structural problem, its equation of motion can be 
expressed as [42]: 
 Md Cd Kd F? ? ?        (1) 
where M, C and K are the mass, damping and stiffness matrices respectively; F is the 
applied force vector; d , d  and d  are the displacement, velocity and acceleration vectors 
respectively. 
 
Different time integration algorithms such as the Newmark-β method [67], the Wilson-? 
method [68], the HHT-α method and the central difference method [42] can be used to 
obtain the numerical solution of Eq. (1). For this purpose, Eq. (1) can be expressed in a 
time-discrete form as follows [42]: 
1 1 1 1(1 ) (1 ) (1 )n n n n n n nMa Cv Cv Kd Kd F F? ? ? ? ? ?? ? ? ?? ? ? ? ? ? ? ? ?  (2) 
 
The equation is usually solved using the following finite difference formulae:  
? ?? ?121 2212 ?? ??
????? nnnnn aattvdd ??      (3) 
? ?? ?11 1 ?? ????? nnnn aatvv ??       (4) 
where na , nv and nd  are respectively the acceleration, velocity and displacement vectors 
at time step n, t?  is the time increment, and ? , ?  and ?  are the constants of the time 
integration algorithm, which usually determine the stability and accuracy characteristics 
of the time integration algorithm under consideration [see Reference [13] for more 
 10 
details]. In carrying out time integration, Eqs (2)-(4) are used to determine the three 
unknowns 1na ? , 1nv ? and 1nd ? , by which the solution proceeds from time step n to n+1, 
assuming that  na , nv and nd  are already known from the previous step. 
 
To analyze the stability and accuracy characteristics of a time integration algorithm, Eqs 
(2)-(4) can be rewritten in the recursive form as follows [43]: 
11 ?? ?? nnn LrAXX         (5a) 
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where A is called the amplification matrix, and L the load operator which are: 
? ?
??
?
?
?
??
?
?
?
???
????
?
333231
333231
333231
)1(11
15.011
AAA
AAA
AAA
A ???
???
     (6) 
??
?
?
?
??
?
?
?
??
10
0
0
31 ?
?
K
AL         (7) 
where  
DA 231 ???                                                                                            (8a) 
? ?? ? DA 232 12 ????? ??                                                                     (8b)  
? ?? ? DA 21211 233 ?????? ??                                                          (8c) 
? ? 2121 ?????? ????D                                                                       (8d) 
t??? ?                                                                                                    (8e) 
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in which ?  is  the viscous damping ratio (see Reference [69] for its definition;  e.g., for a 
single-degree-of-freedom system, ?? mc 2? , with c , m  being the damping coefficient 
and the mass, and ?  the natural circular frequency (for a multi-degree-of-freedom 
system, ?  is equal to different values for different modes). 
 
The properties of a time integration scheme can be quantitatively assessed by examining 
the spectral radius of the scheme, which is defined as the spectral radius of the 
amplification matrix A, ? ?A? : 
               ? ? ? ?1 2 3max , ,A? ? ? ??                                                                               (9) 
where 1? , 2?  and 3?  are the eigenvalues of matrix A, and can be found from the 
following characteristic equation of matrix A: 
02)det( 32
2
1
3 ??????? AAAIA ????                            (10a) 
in which 1A , 2A  and 3A  are the invariants of matrix A, and are given by the following 
equations: 
DAtraceA ]2))21)(1(([1)( 3211 ???????? ????????????                       (10b) 
DtraceAAtraceA )])(221(2[1)(
2
1 2
313221
22
12 ??????????? ?????????????    (10c) 
? ? ? ? DAA 21det 23213 ?????? ??????                                                                   (10d) 
 
If 0? ? , the time integration scheme shown in Eqs (2)-(4) is called the HHT-α method. 
It reduces to the family of Newmark-β methods [67] if 0?? , and further reduces to the 
explicit central-difference method if 21??  and 0??  [42]. A comprehensive analysis 
of the commonly used time integration methods such as the Newmark-β method, the 
Wilson-? method [68], the HHT-α method and the central difference method can be 
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found in Reference [43]. Through an investigation into the characteristics (including 
spectral properties, stability, numerical damping/dissipation, accuracy and error 
propagation) of the commonly used time integration methods as described in Reference 
[13], it can be found that the implicit HHT-α method is especially suitable for solving 
essentially static structural response problems with some discrete local dynamic effects 
(such as those of interest to the present study), provided that the key parameters for the 
loading scheme, loading time, structural damping properties and the time increment size 
are carefully chosen.  
 
Figs 1(a) and 1(b) show the ? ? TtA /???  curves and the corresponding Tt /' ???  
curves respectively for the HHT-α method, where  '?  is the algorithmic damping ratio of 
the integration algorithm, and ??2?T  is the period of the mode studied. Note that the 
following conditions of the HHT-α method are satisfied [43]: 21???? ; 
? ? 41 2?? ?? ; 031 ??? ? , with 1.0???  used in producing Fig. 1. The roles of these 
conditions in the HHT-α method are as follows: (1) 21????  ensures that the method 
has an order of accuracy of two with respect to t? , i.e. the local truncation error of the 
algorithm can be represented as a finite Taylor series in the form of ? ?2O t? ? ?  (see 
References [36, 37] for more details); (2) ? ? 41 2?? ??  ensures that it attains the 
maximum dissipation for higher-mode responses, which is desirable if only lower-mode 
responses are of concern as in the present study; and (3) 031 ??? ?  ensures the 
unconditional stability of the integration scheme. It has been proven that when ? ? 1?A? , 
the time integration algorithm is stable [43], and within this limit, a smaller value of 
? ?A?  generally means higher dissipative property, which can be qualitatively measured 
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by the algorithmic damping ratio '?  (see Reference [43] for its definition). It should be 
noted that '?  depends on both the structural viscous damping ratio ? and numerical 
damping arising from the integration algorithm itself. When 0?? , '?  reflects the 
numerical damping property of the integration algorithm only.  
 
Fig. 1(a) shows that  ? ?A?  is always less than 1 for Tt /?  values, irrespective of the 
viscous damping ratio ? , indicating that the HHT-α method is unconditionally stable. 
Fig. 1(a) also shows that as 0/ ?? Tt , ? ?A?  approaches 1. If ???? Tt / , 
? ?A? converges to a constant value of about 0.82 (which does decreases with an increase 
of  |? |, see Reference [43] for more details) for the given set of parameters, implying 
that the method has always some dissipation for higher-mode responses. The dissipation 
property of the method can be more directly evaluated by the Tt /' ???  curve as shown 
in Fig. 1(b): clearly ?? ?'  when 0/ ?? Tt , and 063.0' ??  when ???? Tt / .  This 
means for the lower modes, the HHT-α method has nearly no numerical dissipation, and 
the effective damping ratio of the algorithm is about the same as the defined vicious 
damping ratio which is a material and/or structural property.  If 05.0?? , '?  remains 
nearly equal to ?  for a large range of  Tt /?  ( 1.0/0 ??? Tt  in this example). By 
contrast, for the higher modes, some numerical damping is always present and the 
numerical damping is independent of ?  but controlled by the value of ? : a larger 
absolute value of ?  (with ?  being in the range of 1 3 0? ? ) leads to a larger '? . This 
means that the HHT-α method can efficiently damp out the higher-mode responses. The 
fact that the HHT-α method can accurately predict the lower-mode responses and 
efficiently damp out the higher-mode responses make it especially suitable if only the 
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lower-mode responses (including the static structural response) of a structural system are 
of interest.   
 
Based on the above analysis, the HHT-α method was adopted as the numerical solution 
strategy for obtaining the structural responses of FRP-strengthened RC beams subjected 
to static/quasi-static loading in the present study. In such a problem, local dynamic 
responses, which are generally associated with higher-mode responses [58], usually 
appear as discrete events as a result of concrete cracking and/or interfacial debonding. It 
is shown later that, if the problem is treated as a dynamic one and the HHT-α method is 
used to solve the problem, the discrete dynamic events can be captured and then 
effectively damped out. As a result, the proposed dynamic approach effectively 
overcomes convergences difficulties induced by concrete cracking and/or interfacial 
debonding, leading to accurate predictions of static responses of FRP-strengthened RC 
structures, as is demonstrated in the next section through numerical examples. 
 
4. Numerical examples 
 
In this section, the applicability of the dynamic approach in predicting static structural 
responses and its ability of overcoming convergence difficulties associated with concrete 
cracking and interfacial debonding are first demonstrated by comparing the numerical 
predictions of the dynamic approach as well as those of two static solution methods (the 
displacement-control Newton-Raphson method and the arc-length method) with 
experimental results for two representative RC beams; the advantages of the proposed 
dynamic approach are then further examined by modeling the progressive debonding of 
FRP strips bonded to the sides of an RC beam for shear strengthening. 
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4.1 MDOF nonlinear structural systems 
To demonstrate the applicability of the dynamic approach in the FE analysis of nonlinear 
structural systems with multiple degrees of freedom (MDOF), in particular problems 
involving concrete cracking and interfacial debonding, specimens D (an RC beam which 
served as a control beam) and D2 (an FRP-strengthened RC beam) reported in Reference 
[70] were modeled using the FE approach presented in Reference [15]. For ease of 
understanding the dynamic method, the actual geometric and material properties of the 
two example beams are introduced briefly below but the full details of the two beams  
are available in Reference [70]. For the same reason, the boundary conditions, element 
types, FE meshes employed in the FE models, and the constitutive laws adopted for the 
materials (concrete, FRP and steel) and the FRP-concrete and the steel bar-concrete 
interfaces, including the rules adopted for the unloading paths, are also briefly described 
below, while the full details of the FE models can be found in Reference [15]. It should 
be noted the focus of the present paper is to examine the significant issues related to the 
dynamic method, while the focus of Ref. [15] is to present the FE modeling approach in 
detail (including constitutive laws for the materials and the interfaces), and to 
demonstrate the validity of the FE approach through comparisons between FE 
predictions and test data. 
 
The example beams were chosen because the test data of these beams were clearly 
reported by the researchers [70]. The beams were 368 mm in width, 406 mm in depth 
and 3,000 mm in span, and were tested under four-point bending with a shear span of 
1,220 mm. The concrete cylinder compressive strengths of beams D and D2 were 35.1 
and 37.2 MPa respectively. Both beams were reinforced with 2 tension steel bars with a 
diameter of 16 mm and 2 compression steel bars with a diameter of 9.5 mm. The yield 
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stress of both compression and tension steel bars fy = 440 MPa. Within the shear spans, 
they were both reinforced with double-leg steel stirrups with a diameter of 7 at a center-
to-center spacing of 102mm, with the yield stress of the stirrups being fyv = 596 MPa. 
Beam D2 was flexurally strengthened by externally bonding a pultruded CFRP plate 
with a width of 50 mm, a thickness of 1.19 mm, an elastic modulus of 155 GPa and a 
tensile strength of 2,400 MPa. Brena et al. [70] reported that both beams were tested 
under four point bending. Beam D failed in flexure by yielding of tension bars followed 
by compressive crushing of concrete in the constant moment zone, and beam D2 failed 
by IC debonding which initiated under one of the point loads and propagated towards the 
nearer end of the FRP plate, after which the load dropped to a value which is close to the 
ultimate load of the RC control beam. 
 
The adopted FE model is a 2-D FE model, and only half of a specimen was modeled 
taking advantage of symmetry; as a result, symmetrical boundary conditions were 
applied at the mid-span, only the vertical translational degree of freedom was restrained 
at the beam support, and the loading was applied by prescribing a vertical displacement 
at the loading point. The FE models were implemented in ABAQUS [71], with the 
concrete and reinforcements (FRP or steel bars) being modeled using the plane stress 
element CPS4 and the truss element T2D2 respectively; and the bond-slip responses 
between reinforcements and concrete were modeled using the interfacial element 
COH2D4. A mesh convergence study was carried out [13] which showed that the 
predicted load-displacement curve changed very little with element size when the 
maximum concrete element size was less than 30mm. The maximum element sizes of 15 
mm and 20mm were thus finally adopted for the concrete in the longitudinal and the 
vertical directions respectively. Matching element sizes were chosen to represent the 
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FRP and the steel reinforcements, leading to 2964 and 3148 elements (of which 4 
elements of each beam were used to model the elastic pads at the loading and supporting 
points) for beams D and D2 respectively. A damaged plasticity model was adopted to 
represent concrete, with its compressive and tensile responses defined using Chen’s 
compressive stress-strain curve [72] and Hordijk's tension softening curve [73]  which 
was implemented  as a stress-crack opening curve. An elastic damage approach (i.e. 
unloading linearly to the origin where both the stress and the strain/crack opening are 
zero), as detailed by Chen et al. [15], was adopted for the tensile damage of concrete 
while compressive damage was ignored. For the bond responses between reinforcements 
and concrete, the CEB-FIP model [74] and the Lu et al.'s [75] bond-slip models were 
adopted for steel and FRP reinforcements respectively; elastic damage was also assumed 
for both types of interfaces to consider possible effects of slip reversals [76]. All analyses 
were conducted using ABAQUS 6.5 [71] with displacement control and a ramp loading 
scheme as shown in Fig. 10(b). Selected results of these two beams and their 
comparisons with both test results and numerical results from two static solution 
strategies (the displacement control Newton-Raphson method and the arc-length method) 
are presented herein to show the ability of the dynamic approach in overcoming 
convergence difficulties associated with concrete cracking and interfacial debonding. 
More numerical examples using the proposed dynamic method can be found elsewhere 
[15]. 
 
To implement the dynamic method, the concrete, steel, and CFRP plate were assigned 
their typical densities in the FE models: 2400, 7800 and 1750 kg/m3 respectively. A 
viscous damping ratio of 0.0005? ?  and a loading time of 0 2t ? s were used in the 
simulations discussed herein (see Section 5 for more discussions on how these 
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parameters were determined). In ABAQUS, viscous damping can be defined as Rayleigh 
damping [69] in which the viscous damping matrix C is expressed as a linear 
combination of the mass matrix M and the stiffness matrix K: 
0 0C M K? ?? ?                                                               (11) 
Accordingly, the damping ratio for the jth mode of the system can be expressed as 
2
0 0 00
2 2 2
j j
j
j j
? ? ? ? ??? ? ?
?? ? ?                                               (12) 
In Eqs (11) and (12), j?  and j?  are respectively the viscous damping ratio and the 
circular frequency corresponding to the jth mode, 0?  and 0?  are the proportionality 
constants for mass damping and stiffness-proportional damping respectively, which can 
be determined using damping ratios of any two modes (e.g. i and j) through the following 
equations:  
                                    0 2 2
2 ( )i j i j j i
j i
?? ? ? ? ?? ? ?
?? ?                                                          (13a) 
                                     0 2 2
2( )j j i i
j i
? ? ? ?? ? ?
?? ?                                                                (13b) 
In the numerical examples presented in this section, the first two modes (i.e. i=1 and j=2) 
were used to determine the values of 0?  and 0?  by prescribing the same viscous 
damping ratio value of 0.0005 for the first and the second modes (i.e. 
1 2 0.0005? ? ?? ? ? ). In ABAQUS, as the values of 0?  and 0?  are defined as material 
parameters, all the three materials (i.e. concrete, steel bars and FRP) in the numerical 
examples were assigned the same values of 0?  and 0?  for simplicity. The procedure 
described above was followed to define the viscous damping ratio ?  (referred to as the 
“damping ratio” for simplicity hereafter) if not otherwise specified in the remainder of 
this paper. 
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Figures 2(a) and 2(b) show the load-displacement curves as well as the kinetic energy 
values predicted using the dynamic approach for beams D and D2 respectively. For 
comparison, the test load-displacement curves are also shown, but it should be noted that 
the post-peak branch is not shown in Fig. 2(b) because the test data were not recorded 
due to the suddenness of IC debonding [70]. Clearly the dynamic approach combined 
with the FE model [15] can accurately predict the load-displacement responses for both 
beams; in particular, the predicted peak loads are 51.34kN and 67.86 kN respectively for 
beams D and D2, which are close to the test load capacities of 51.60 kN and 66.95 kN . 
Figure 2(b) also shows that upon the full debonding of the FRP plate, the dynamic effect 
becomes considerable in terms of the kinetic energy (which is shown in logarithmic 
scale). Similar dynamic phenomena at a reduced level can be observed in both specimens 
[Figs. 2(a) and 2(b)] at the following moments: 1) yielding of the tension steel rebars, 
which leads to the rapid development of slips between the rebars and the concrete; 2) 
propagation of the critical crack, which results in the rapid development of crack length. 
 
Figures 3 and 4 show the numerical crack patterns at selected states: (?) when the 
tension bars of beam D yield; (?) when the concrete strain at the compression face of 
beam D reaches 0.0035; ? when the load of beam D2 peaks; ? and ? when the kinetic 
energy of beam D2 peaks locally; ? when complete debonding of the FRP plate in beam 
D2 occurs. These significant states are also indicated in Figs 2(a) and 2(b) for reference. 
The numerical crack patterns shown in Figs 3 and 4 agree closely with those described 
by Brena et al. [70]; in particular, it can be seen in Figs. 4(a)-4(d) that a flexural crack 
initiates in the region of high moment within the shear span and then develops into the 
critical crack and leads to the ultimate debonding failure of beam D2 [i.e. part of the 
debonded FRP plate is detached from the soffit of the beam, as shown in Fig. 4(d)]. 
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Numerical results presented elsewhere [15] further demonstrated that the crack widths 
can also be closely predicted by the proposed dynamic approach. 
 
Rapid changes in the FRP strain distribution and in the FRP-to-concrete interfacial shear 
stress distribution during the propagation stage of IC debonding can be clearly seen in 
Figs 5 and 6, which show these distributions for the key states of ?-? as described 
above. The measured maximum strain is also shown in Figs. 5(a)-5(d) for comparison. 
Figs 5 and 6 show that: 1) debonding initiates at the ultimate state of the FRP-
strengthened beam where the load peaks (i.e. state?) and a small debonded region exists 
(at a distance of about 1000 mm from the FRP plate end); in this debonded region, the 
FRP strain is constant (Fig. 5a) and the interfacial shear stress is reduced to zero (Fig. 6a) 
(due to large slips caused by flexural cracking in concrete; a more detailed explanation 
can be found in Reference[15]); 2) when the kinetic energy peaks locally (i.e. states ? 
and ? ), there is an apparent propagation of debonding (e.g. at state ? , the left 
debonding front propagates from 840mm to 690 mm from the FRP plate end, see Figs 5b 
& 6b); 3) near the complete debonding of the FRP plate (state ?), debonding propagates 
very quickly, with the left front of the debonded region reaching the end of the FRP plate, 
leading to the full debonding of the FRP plate. The predicted IC debonding failure mode 
as well as the complete IC debonding process for specimen D2 is in close agreement 
with the test observations as described in Reference [15]. In particular, at the location 
where the FRP strain was measured, the numerical strain values at the above four key 
states are respectively 0.0051, 0.0047, 0.0044 and 0.0042, which are close to the 
measured maximum FRP strain of 0.0048[15], with the predicted strain at ultimate state 
(i.e. state ?) being higher than the measured strain by only 6.25% . 
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Figure 7 shows the predicted ratios of the kinetic energy to the total energy (i.e. the work 
done by the external force) for both beams. A large amount of kinetic energy is evident 
at the beginning of loading because the adopted ramp displacement loading scheme 
applies a sudden acceleration at the start. The kinetic energy decays quickly due to the 
effect of damping. For both beams, the kinetic energy is significantly less than 0.1% of 
the total energy when the mid-span displacement is over 1 mm. For beam D2, the ratio 
suddenly increases to about 2% upon the complete debonding of the FRP plate, but then 
decreases quickly to below 0.6% again. These observations further indicate that although 
discrete local dynamic events exist during the failure process of these beams (as shown 
in Figs 2, 5 and 6), their dynamic effects can be damped out quickly; as a result, the 
kinetic energy remains at a very low level during most of the loading process, and the 
overall structural response is very close to the static structural response. 
 
Using the same FE models, numerical predictions were obtained for the same beams 
using the displacement-control Newton-Raphson method[77] (referred to as the 
displacement-control method hereafter) and the arc-length method [36] (Fig. 2). For 
beam D, the displacement-control method and the dynamic method predicted nearly 
identical results [Fig. 2(a)], while the arc-length method had difficulties in obtaining a 
converged solution beyond a mid-span displacement of about 6.4 mm which is close to 
the yielding of tension rebars (at the displacement of about 6.8 mm), a point where the 
kinetic energy peaks locally [Fig. 2(a)], showing that apparent local dynamic effects 
appear there. For beam D2, both the displacement-control method and the arc-length 
method could only obtain the load-displacement curve up to a mid-span displacement of 
about 4.7mm [Fig. 2(b)]. The solution process failed to converge beyond this point even 
when more relaxed convergence criteria were used. It is noted that the kinetic energy 
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predicted by the dynamic approach shows a peak at this point, showing the presence of 
dynamic effects [Fig. 2(b)]. Results not presented here showed that this significant 
increase of dynamic effect is caused by rapid crack propagation in the concrete. As the 
dynamic effect increases, it becomes increasingly difficult for the static solution methods 
to find a deformation path that satisfies a given convergence criterion. As dynamic 
phenomena are often experienced in FRP-strengthened RC structures due to factors such 
as rapid development of cracking or interfacial debonding[40], static solution methods 
are expected to have convergence difficulties, and can give inaccurate predictions even if 
these convergence difficulties are overcome with more relaxed convergence criteria. 
Therefore, the dynamic approach is advantageous not only in overcoming convergence 
difficulties and accurately predicting the overall static response but also in capturing the 
discrete local dynamic effects. 
 
4.2 Progressive debonding in RC beams shear-strengthened with FRP strips 
 
To further demonstrate the advantages of the dynamic solution method over the 
conventional static solution methods such as the displacement control Newton-Raphson 
method in solving problems involving debonding failures, the progressive debonding 
process of FRP strips bonded to the sides of an RC beam for shear strengthening was 
modeled using a simplified FE approach and solved using both the dynamic approach 
and the displacement control Newton-Raphson method. The same FE approach as 
presented in Reference [41] was adopted herein in which the carbon FRP (CFRP) 
continuous sheet is represented by 20 discrete FRP strips with an equal width so that the 
spacing of the FRP strips is equal to the width of the strip [i.e. , 20f f f es w h? ? , see Fig. 
8(a)]. In the FE simulations, the accurate nonlinear bond-slip model of Lu et al. [75] was 
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adopted to define the bond-slip behavior between FRP and concrete using the nonlinear 
Spring 2 element in ABAQUS 6.5 [71]; and truss elements (T2D2) [71] were used to 
represent the FRP strips [Fig. 8(b)] which were treated as being linear-elastic-brittle. The 
following parameters were used unless otherwise stated: concrete cylinder compressive 
strength fc’ = 30 MPa; elastic modulus of CFRP Ef = 2.3?105 MPa; tensile strength of 
CFRP ff = 3900 MPa; and density of CFRP = 1.75x103 kg/m3; a viscous damping ratio of 
0.0005? ? (for all materials) and a loading time of 0 2t ? s were specified for the FE 
models. It was assumed that the beam sides are fully covered with FRP strips with FRP 
fiber oriented vertically and the angle of the shear crack is ??= 45?. In the FE models, 
only the FRP strips intersecting the “effective shear crack” are considered;  the “crack 
tip” and “crack end” were assumed to be at 0.1d  below the beam top and at 50 mm 
above the beam soffit respectively [Fig. 8(a)], as explained in Reference [41]. The crack 
width was assumed to vary linearly from the crack tip so that the maximum crack width 
is always located at the crack end (which is referred to as the crack end width ew ). The 
FE analysis was conducted using ABAQUS 6.5 [71] with displacement control (control 
of crack width in this numerical example) using a ramp loading scheme as shown in Fig. 
10(b).  
 
Using the dynamic approach, the progressive debonding process of the shear-
strengthening FRP strips can be effectively captured. The predicted load-displacement 
curve (load = shear force Vf that is resisted by the FRP strips) as well as the kinetic 
energy is shown in Fig. 8(c). Points “A”, “B”, “C” and “D” on the load-displacement 
curve represent the following four important states during the progressive debonding 
process: (a) immediately before the full debonding of the first FRP strip; (b) at the peak 
value of Vf; (c) at the start of an abrupt reduction of Vf; and (4) at the end of the abrupt 
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reduction of Vf. The variations of axial stresses in the FRP strips along the shear crack at 
these four states are shown in Figs 9(a)-9(d), with an inset image in each figure showing 
the bond condition of FRP strips which can be classified into three zones: a) the 
immobilized zone where the interfacial shear stress is almost zero; b) the mobilized zone 
where the bond is activated; and c) the debonded zone where the interfacial shear stress 
is also zero [see Reference [41] for more details]. It should be noted that in Fig. 9 the 
FRP axial stresses have been normalized by the bond strength of the FRP strip with an 
infinitely long bond length (or sufficiently long bond length in practical terms) calculated 
according to Chen and Teng’s bond strength model [6]. The above FE predictions were 
previously shown to be in close agreement with results from an analytical solution as 
shown in Reference [78], which verifies the accuracy of the FE predictions obtained with 
the dynamic approach. 
 
In contrast to the successful simulation of the full-range progressive debonding process 
using the proposed dynamic method, the displacement control Newton-Raphson method 
was only able to predict the load-displacement curve up to the first local peak load [point 
“A” in Fig. 8(c)] (full debonding of the strip next to the crack end is nearly attained at 
this instant) because it has difficulties in following the stepwise drops of the load-
displacement response.  
 
The predicted kinetic energy [Fig. 8(c)] remains almost constant during the whole 
deformation process, except that a spike appears whenever the complete debonding of an 
FRP strip occurs, corresponding to a stepwise drop in the load-displacement curve. The 
existence of these spikes shows that a static equilibrium path does not strictly exist at 
these states under the assumed loading condition (i.e. widening of a crack with a linearly 
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varying crack width). Indeed, the complete debonding of such strips is a highly unstable 
process exhibiting the snap-back phenomenon in the load-displacement response of the 
FRP-to-concrete bonded interface as has been experimentally demonstrated in Reference 
[79]. This observation provides an alternative explanation for the incapability of the 
static solution scheme in capturing the successive debonding failures of FRP strips 
during the deformation process. Nevertheless, it is noted that the ratio of the kinetic 
energy to the total energy is significantly smaller than 0.1% [Fig. 8(d)] during the whole 
deformation process (except at the beginning of loading as already explained earlier), 
which ensures the predicted response is basically the static response. 
 
5. Factors affecting the accuracy of the dynamic approach 
 
In this section, the effects of several key parameters, including the loading scheme, the 
loading time, the damping scheme, and the time increment size, are investigated through 
a parametric study, based on the same two FE models for beams D (RC beam) and D2 
(FRP-strengthened RC beam) described in the previous section. The various parameters 
were assigned the following values (the reference values) in the parametric study unless 
otherwise specified: (1) ramp load (Fig. 10b) with a prescribed displacement ( 0d ) at the 
loading points ( 0 20d ? mm for beam D and 0 22d ?  mm for beam D2); (2) loading time 
0 1100t T? ; (3) damping ratio 0.05? ?  [implemented by defining a linear combination of 
mass-proportional damping and stiffness-proportional damping according to Eqs (11-
13)]; (4) time increment size 1 100t T? ? ; (5) time integration method: the HHT-?  
method; and (6) densities for concrete, steel, and CFRP plate: 2500, 7800 and 1750 
kg/m3 respectively. Here 1T   is the period of the fundamental vibration mode of the beam, 
which can be found from an eigenvalue analysis of the FE model (the periods of the 
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other modes can be obtained in the same way). For a simply supported beam, 1T  can also 
be estimated from the following equations [69]: 
11 /2 ???T         (14a) 
2
1 4
EI
ml
? ??         (14b) 
where l , m  and EI  are respectively the span, the mass per unit length and the elastic 
flexural rigidity of the beam section. The estimated values of 1T  based on Eq. (14) are 
0.2 and 0.18 seconds respectively for specimens D and D2. These approximate values 
were adopted in the FE simulations discussed below.   
 
5.1 Effect of loading scheme  
 
Figure 10 defines three typical loading schemes for the displacement-control method: 
step loading, ramp loading and smooth loading. Obviously, a large dynamic effect is 
induced when a step load is imposed because it induces an initial impulse velocity and 
acceleration. Theoretically, the structural dynamic peak response is up to two times the 
static response, depending on the damping ratio[80]. The step loading scheme is 
therefore inappropriate for use in a dynamic analysis of an essentially static problem and 
is not further discussed in this paper. Figure 11 shows the predicted load-displacement 
curves for beam D for both the ramp loading scheme and the smooth loading scheme 
under the condition of 0 1100t T?  and 0.0005? ? . The experimental curve is also shown 
for comparison. Both loading schemes led to nearly identical predictions to the test 
results. Similar observations apply to beam D2. It is thus concluded that both the ramp 
loading and the smooth loading schemes are suitable for use in a dynamic analysis aimed 
at obtaining the overall static response. As noted earlier, the ramp loading scheme 
 27 
imposes a constant velocity and an impulse acceleration on the structure at t=0, but the 
corresponding dynamic response is damped out quickly before concrete cracks. For the 
smooth loading scheme, the velocity increases from 0 at t=0 and the initial impulse 
acceleration is also avoided though there is still a finite initial acceleration. Compared to 
the ramp loading scheme, the smooth loading schemes either takes a much longer time to 
load up, or requires the use of a much higher velocity to complete the loading process 
within a given time t0; both features are not necessarily desirable for the proposed 
dynamic approach. Therefore, the ramp loading scheme was adopted in all the FE 
simulations of the present study except for the comparison shown in Fig. 11. 
 
5.2 Effect of loading time  
 
Figures 12(a) and 12(b) show the effect of loading time ( 0t ) on the predictions for beams 
D and D2 respectively. The predicted load-displacement curve approaches the test curve 
as 0t  increases. When 0 1500t T? , the difference between the predicted and the test 
ultimate loads is about 2% for specimen D, and about 1% for specimen D2. When 
0 1500t T? , the effect of 0t  is negligible. For example, the difference in the predicted 
peak load between 0 1500t T?  and 0 11000t T?  is only 0.5% for beam D2.  The dynamic 
approach also accurately predicted the failure modes of both beams.  These results show 
that if 0t is sufficiently large and an appropriate damping ratio is used, the dynamic 
solution is a close approximation to the static solution. 
 
5.3 Effect of Damping Ratio (? ) 
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Figures 13(a) and 13(b) show that when ?  decreases, the load-displacement curve 
predicted using the dynamic approach becomes closer to the test results.  Figures 14(a) 
and 14(b) show that for both beam D and beam D2, the predictions obtained with 
05.0?? , 0 1500t T?  are nearly identical to those for 005.0?? , 0 150t T? , especially 
before reaching the ultimate load of the beams. This indicates that the combined effect of 
?  and 0t  can be approximately represented by ? /t0. 
 
It should be noted that the results given in Fig. 14 were obtained with a fixed 
displacement value ( 0d ) [Fig. 10(b)], which means that the loading velocity v0=d0/t0 is 
reduced as t0 increases. Further investigations not presented here showed that the 
influential parameter is really the loading velocity v0  rather than the loading time t0, and 
its combined effect with the damping ratio can be represented by 0 0d t? ? .  For a single-
degree-of-freedom (SDOF) system, it can be expressed as  
? ?0
0
1
2
d cd t
t m
? ? ?? ?       (15) 
which means that it is really the damping force ? ?cd t  which influences the results. This 
is because the influence of acceleration on the structural response is negligible under the 
condition of ramp loading (Fig. 10b) in which the acceleration is zero during most of the 
loading process (refer to Reference[13] for a more detailed explanation). Results shown 
in Figs 13 and 14 indicate that if both 0t  and ?  are appropriately chosen (so that the 
dynamic effect due to the loading is minimized), the dynamic solution can provide a 
close approximation to the static solution. 
The above discussions indicate that either increasing the loading time 0t for an 
appropriately prescribed damping ratio (close to practical values) (e.g. 05.0~01.0?? ), 
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or reducing the damping ratio to a very small level (i.e. 0005.0~005.0?? ) for a given 
loading time 0t  (normally, 0 1100t T? ) can yield a close approximation to the static 
solution. According to Eq. (15), to produce the same damping effect ( ? ?cd t ), the loading 
time 0t can be reduced proportionally with ? . This can reduce the computational cost if 
a numerical integration algorithm with a fixed time increment t?  is used. However, 
? cannot be unconditionally reduced because when it is too small, some of the local 
dynamic responses may not be efficiently damped out and unrealistically dominate the 
overall response of the structure, which is undesirable for obtaining the overall static 
solution. Some numerical time integration schemes (e.g. the HHT-α method adopted in 
this study) include a certain level of algorithmic damping itself as mentioned above, 
which also can help damp out such undesirable dynamic responses. For numerical time 
integration schemes that do not provide algorithmic damping (e.g. the  central difference 
method), this problem may become important and make the dynamic method ineffective 
in terms of obtaining the static response. This is further discussed in Section 5.5. 
 
5.4 Effect of time increment size ∆t  
 
It is well known that the accuracy of a time integration method is significantly affected 
by the time increment size t? . Previous studies (e.g. Reference  [48]) have shown that if 
the static solution is of interest, the HHT-α method with 1 20t T? ?  leads to satisfactory 
results. A similar conclusion can be drawn from the present study based on a trial-and-
error procedure. In the parametric study presented here, all the numerical simulations 
were conducted using 1 100t T? ? . 
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5.5 Effect of time integration method: the implicit HHT-? method versus the 
explicit central difference method 
 
As mentioned previously, all the numerical results presented in preceding sections were 
obtained using the HHT-? method which is an implicit time integration method as the 
integration operator matrix must be inverted and an iteration scheme (e.g. the Newton-
Raphson algorithm) is needed for solving the nonlinear equations of motion at each time 
increment [81]. A dynamic problem can also be solved using other methods such as the  
central difference method. The central difference method is explicit when the mass and 
the damping matrices are diagonal because there is no need to invert the integration 
operator matrix during the solution process [42]. The central difference method is 
conditionally stable: its spectral radius ? ?A? ? 1 only if Tt /?  is within a certain limit 
[Fig. 15(a)]. For a system without viscous damping, this limit is ?/1?? Tt . Fig. 15(a) 
shows that the damping ratio?  has a small effect on the value of the conditional limit (in 
terms of Tt? ) [42].  For a discretized FE model, the conditional limit is determined by 
the maximum frequency ?  and hence the minimum ??2?T . Generally, a finer mesh 
leads to a larger ? , and thus a smaller t?  to ensure the stability of the central difference 
method [42]. Fig. 15(a) also shows that within the stability limit (i.e. ?1/ ?? Tt ), 
? ?A? decreases with an increase of Tt /? , which implies that a larger Tt /? leads to more 
energy dissipation. However, Fig. 15(b) shows that within the stability limit, the 
algorithmic damping ratio '?  remains nearly constant and close to ? , except when 
Tt /?  is close to the stability limit of ?/1  where '?  increases quickly to large values. 
This means that the energy dissipation of the  central difference method is mainly 
provided by the defined ?  except when Tt /?  is close to the stability limit. That is, the 
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central difference method does not contain any significant numerical dissipation.  
Therefore, the central difference method can approximate the responses in all modes 
with nearly equal accuracy [Fig. 10(b)] if the stability limit is satisfied. However, in an 
FE model with a fine mesh, there are always higher modes with small periods, and 
accordingly, a very small t? is required for the  central difference method to satisfy the 
stability limit. 
 
It is well-established that the central difference method is well suited for solving 
problems which last for a very short period of time [42]. For obtaining a close 
approximation to the static structural response where a relatively long loading time is 
always involved, the accuracy of the algorithm depends significantly on factors such as 
the time increment size t? , the damping ratio ? and the relative loading speed 10 /Tt , 
similar to the HHT- ? method. Furthermore, the effect of error accumulation may 
become significant due to the explicit nature of the algorithm (i.e. see Reference [13] for 
more discussions). A reduction of the number of time increments n  (e.g. by reducing 0t  
for a constant t? ) generally increases the accuracy of the algorithm as this reduces error 
accumulation as is discussed next. However, to maintain the accuracy of the dynamic 
approach for solving a static problem, reducing 0t  requires a proportional reduction of ?  
[see Eq. (15)], but a ?  value that is too small may result in the domination of dynamic 
responses over the structural responses, partially because the central difference method 
does not automatically damp out dynamic responses associated with the higher modes. 
This can render the central difference method ineffective in terms of obtaining the 
overall static response while such a problem does not exist for the HHT-? method due to 
its inherent dissipation properties for high-mode responses as explained in Section 3 
(also see Fig. 1). Figure 16 shows examples of this situation (i.e. 0.000125? ? ). It should 
 32 
be noted that, if not otherwise stated, only stiffness-proportional damping [refer to Eqs 
(11)-(13)] was defined in obtaining the numerical results presented below for the central 
difference method, as explained later.  
 
Figures 17(a)-17(b) compare the load-displacement curves predicted using the implicit 
HHT-?  method and the explicit central difference method with an appropriately chosen 
damping ratio (i.e. 0.00025? ? ), based on the same FE models as described earlier except 
the different way of defining the damping ratio as mentioned above. For beam D, the 
central difference method solution is nearly identical to that of the implicit method; both 
are close to the test results except that more significant dynamic responses in the higher 
modes can be observed in the numerical results of the central difference method [Fig. 
17(a)]. For beam D2, more significant dynamic responses in the higher modes can also 
be observed in the numerical results of the central difference method. Furthermore, the 
implicit HHT- ? method gives better predictions for the overall load-displacement 
response than the central difference method [Fig. 17(b)]. While the ultimate load 
predicted by the central difference method is still very close to the test result (with a 
difference of about 3%), the prediction error of the central difference method for the 
ultimate displacement is apparent [Fig. 17(b)], which is due to the error prorogation and 
accumulation in the central difference method as explained in Reference [13]. 
 
Shown in Fig. 18 are the load-displacement responses predicted using the central 
difference method with different 0t  (=1 and 2s) but constant ?  (i.e. 0.00025? ? ) and t? . 
It clearly demonstrates that when the central difference method is used for obtaining the 
static solution, a smaller 0t  can lead to a more satisfactory prediction, which may be due 
to the reduced error accumulation under the condition that the dynamic effect is still not 
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significant (i.e. 0t  is still not too small). This is different for the HHT-?  method, where 
with the same ?  and t? , a larger 0t  usually leads to more satisfactory numerical results 
as shown in Fig. 12.  
 
Fig. 19 shows that when damping is defined as mass-proportional damping instead of 
stiffness-proportional damping [see Eqs. (11)-(13)], the solution obtained with the 
central difference method may become unstable and fails due to spurious dynamic effects. 
Such a phenomenon does not arise for the HHT-?  method according to numerical 
results not presented here; this is probably because the HHT-?  method is capable of 
providing sufficient numerical damping to automatically damp out the dynamic 
responses associated with higher-mode as discussed previously (see Fig. 1).  A closer 
examination of the numerical results indicated that the failure/termination of the central 
difference method was due to the deformation speed of an element exceeding the 
dilatation wave speed of the element, implying that the critical element would collapse to 
zero volume in one time increment ( )t? [42]. It should be noted that to satisfy the stable 
limit (i.e. ?1/ ?? Tt ), the time increment t?  should be less than the travel time of a 
dilatational wave across the element [71]. The numerical results shown in Fig. 19 imply 
that to damp out the high-speed dynamic responses usually associated with high-
frequency modes, stiffness-proportional damping is preferable to mass-proportional 
damping; this is probably because the effective damping increases in proportion to ?  for 
the former but in inverse proportion to ?  for the latter[69]. To further improve the 
modeling of high-speed dynamic events, other forms of damping such as bulk viscosity 
[71] can be defined to introduce damping associated with volumetric straining, which 
generates a bulk viscosity pressure that will prevent the element from collapsing [71]. 
Nevertheless, it was found in this study that even with the introduction of bulk viscosity, 
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the termination of the solution due to the spurious dynamic effects caused by the high-
speed dynamic events cannot be avoided. 
 
Based on the results and discussions presented above, it can be concluded that to obtain 
the static solution using the dynamic approach, the HHT-?  method is preferable to the 
central difference method as long as a converged solution can be achieved using the 
HHT-?  method. The central difference method may be used as an alternative, but when 
the main purpose of the analysis is to obtain the static response, which generally means 
that the event duration is not short,  it should be used with caution; further studies are 
required on various issues including: 1) how to choose the most suitable parameters (e.g. 
loading time, damping scheme, time increment size, etc.) to ensure that the response is 
basically static while the accuracy is acceptable; 2) how to effectively damp out high-
speed dynamic events or higher-mode responses  to suppress spurious dynamic responses 
(which may cause the termination/failure of the solution) and to avoid possible over-
shootings or incorrect predictions of the structural behavior. For short time events, the 
central difference method is preferable in terms of accuracy and computational efficiency. 
 
6. Concluding remarks 
 
This paper has presented a dynamic solution approach for overcoming convergence 
difficulties in simulating debonding failures in FRP-strengthened RC beams, which has 
been successfully applied in the FE analyses of different types of debonding failures in 
FRP-strengthened RC beams [14, 15, 41] and FRP-to-concrete bonded joints [82]. In this 
approach, an essentially static structural response problem with discrete local dynamic 
events is treated as a dynamic problem, with the resulting equations of motion solved 
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using an appropriate time integration scheme. The proposed method provides a good 
alternative to various static solution strategies for solving structural problems involving 
concrete cracking and/or debonding, especially when convergence cannot be achieved 
using a static solution strategy. The method is believed to be applicable to other similar 
nonlinear static problems incorporating discrete local dynamic events. From the 
numerical results, comparisons and discussions presented in this paper, the following 
concussions can be drawn: 
1) With appropriate choice of the time integration algorithm, loading scheme, loading 
time, damping ratio and time increment size (e.g. the HHT-?  method in conjunction 
with the ramp loading scheme with 0 1100t T? , 0005.0~005.0??  and 1 100t T? ? ), the 
proposed dynamic approach can provide accurate predictions of the static solution for 
debonding failures in FRP-strengthened RC structures .  
2) The dynamic approach can efficiently overcome convergence difficulties arising from 
highly localized concrete cracking and/or interfacial debonding (e.g. the successive 
debonding of shear-strengthening FRP side strips) as it is capable of capturing the 
associated discrete local dynamic events. By contrast, static solution schemes usually 
encounter convergence difficulties in such problems mainly due to their inability to deal 
with these discrete local dynamic effects. 
3) In implementing the dynamic approach, both the implicit HHT-?  method and the 
explicit central difference method may be used, with the former being preferable as long 
as a converged solution can be achieved. The central difference method may be used as 
an alternative, but due caution needs to be exercised in defining a number of factors (e.g. 
loading time, damping scheme, time increment size, etc.); inappropriate choice of 
parameters may lead to the inefficiency/failure of the central difference method. 
 
 36 
It needs to be pointed out that although the discrete local dynamic events can be well 
captured qualitatively by the proposed dynamic method, the predicted local dynamic 
responses are not necessarily accurate in a quantitative sense, mainly because the 
damping scheme is artificially chosen to achieve accurate predictions of the static 
response. It can be envisaged that accurate prediction of the local dynamic responses 
associated with concrete cracking and/or interfacial debonding depends on the accurate 
identification of the damping properties of the structural system concerned, which is a 
topic worthy of future research.  
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Fig. 2. Numerical predictions versus test results ( 0.0005? ? , 101 ?Tto for the dynamic 
solution method). 
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Fig. 3. Crack patterns of beam D at two key states: (a) state ???; (b) state ??? [see Fig. 
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Fig. 4. Crack patterns of beam D2 at four key states of IC debonding: (a) state??; (b)   
state?; (c) state?; (d) state? [see Fig. 2(b) for state?????????????].  
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Fig. 5. FRP strain distributions at four key states of IC debonding: (a) state??; (b)   state
?; (c) state??; (d) state ? [see Fig. 2(b) for states ?????????????].  
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Fig. 6. FRP-to-concrete interfacial shear stress distributions at four key states of IC 
debonding: (a) state?; (b)  state?; (c) state?; (d) state?[see Fig. 2(b) for states ?,?,
? and ?].
  
 
(a) Beam D (RC beam) 
 
(b) Beam D2 (RC beams strengthened in flexure with FRP) 
Fig. 7. Kinetic energy as a percentage of total energy. 
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Fig. 8. Progressive debonding of FRP side strips in a shear-strengthened RC beam: (a) 
schematic; (b) computational model for a single FRP strip; (c) dynamic method versus 
displacement-control method; (d) kinetic energy as a percentage of total energy. 
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Fig. 9. Normalized stress distributions in FRP strips at four key states during the 
progressive debonding process: (a) state A; (b) state B; (c) state C; (d) state D [see Fig. 
8(c) for states A, B, C and D]. 
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Fig. 11. Responses of beam D: ramp load versus smooth load ( 0.0005? ? , 0 1100t T? ). 
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(a) Beam D 
 
(b) Beam D2 
Fig. 12. Effect of loading time on the predicted load-displacement curve.  
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(a) Beam D 
 
(b) Beam D2 
Fig. 13. Effect of damping ratio on the predicted load-displacement curve. 
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(a) Beam D 
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(b) Beam D2 
Fig. 14. Predicted load-displacement curves with a constant 0t? . 
 
Figure 14
 (a)  Spectral radius versus ?t/T  
 
 
(b) Algorithmic damping ratio '?  versus ?t/T  
Fig. 15.  Properties of the central difference method. 
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(a) Beam D 
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(b) Beam D2 
Fig. 16. Predicted load-displacement curves with a very small damping ratio: explicit 
central difference method versus implicit HHT-? method.  
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(a) Beam D 
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(b) Beam D2 
Fig. 17. Predicted load-displacement curves: explicit central difference method versus 
implicit HHT-? method. 
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Fig. 18. Effect of prescribed loading time on predictions of beam D2 using the central 
difference method. 
 
Figure 18
-60
-40
-20
0
20
40
60
80
0 2 4 6 8 10 12 14 16 18 20 22
Mid-span deflection (mm)
L
oa
d 
(k
N
)
Stiffness-proportional damping
Mass-proportional damping
Test
Test-observed IC debonding
0 1 50,  0.00025t T ?? ?
Fig. 19. Predictions of beam D2 using the central difference method: stiffness- versus 
mass-proportional damping. 
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