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Abstract—Soft-output detection of a multiple-input–multiple-output
(MIMO) signal pose a significant challenge in future wireless systems. In
this paper, we introduce a soft-output modified metric first (MMF)-LSD
algorithm for MIMO detection. We design a scalable architecture and
address a method to decrease memory requirements. We provide im-
plementation results for a spatial multiplexing (SM) system with four
transmitted streams and with 16- and 64-quadrature amplitude modula-
tion (QAM) on a 0.18- m CMOS application specific integrated circuit
(ASIC) technology. The MFF-LSD implementation is more efficient than
the depth first (DF) -LSD in the crucial low signal-to-noise rate (SNR)
region and the detection rate of the 64-QAM implementation is 39.2
Mbps@26 db with 48.2 kGEs complexity.
Index Terms—Application-specific integrated circuit (ASIC), architec-
ture, implementation, list sphere detector (LSD), multiple-input multiple-
output (MIMO), soft-output detector.
I. INTRODUCTION
Multiple-input–multiple-output (MIMO) techniques in combination
with orthogonal frequency-division multiplexing (MIMO-OFDM)
have been identified as a promising approach for high spectral effi-
ciency wideband systems. The optimal maximum a posteriori (MAP)
detector for MIMO system with forward error correction (FEC)
coding is often too complex for systems with high order modulation.
Suboptimal linear detectors [1] offer low complexity solutions, but
have rather poor performance in correlated fading channels. A list
sphere detector (LSD) [2] is a soft output variant of the sphere detector
[3] that can be used to approximate the MAP detector with much lower
computational complexity [2].
The SD algorithms are often divided according to their search
strategy into the breadth first (BF), the depth first (DF), and the
metric-first (MF) algorithms [4]. The BF algorithms [5] are implemen-
tation friendly, but have suboptimal performance. The DF algorithms
[6] are more efficient in terms of visited nodes compared to the BF
algorithms, but the algorithms have a variable search complexity and,
thus, they are difficult to implement efficiently. The MF algorithms [4]
are optimal in terms of the number of visited nodes, but require that the
visited nodes are maintained in metric order to ensure the optimality,
which requires the usage of memory and sorting [4]. Various sphere
detector designs and implementations have been introduced, e.g., in
[5], [7]–[9].
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In this paper, we introduce an implementation friendly soft-output
modified MF (MMF) -LSD algorithm. We design an efficient and
scalable architecture for the MMF-LSD and address the implemen-
tation trade-offs. We provide a scalable implementation for a spatial
multiplexing (SM) system with up to 4 transmitted streams and 16-
and 64-quadrature amplitude modulation (QAM) constellations on a
0.18- m CMOS application specific integrated circuit (ASIC) tech-
nology. We present the synthesis and power results of the MMF-LSD
implementation and compare it to a DF-LSD. As far as the authors
know, there has been no other architecture designs or implementations
of the MF-based detectors in the literature.
This paper is organized as follows. The signal model and the
MMF-LSD algorithm are presented in Section II. The architecture
is introduced in Section III, and the implementation tradeoffs are
discussed in Section IV. The implementation results are introduced
and discussed in Section V. The conclusions are drawn in Section VI.
II. MIMO SIGNAL DETECTION
An OFDM-based SM system is considered with   transmit (TX)
antennas and  receive (RX) antennas with the assumption   
  and with QAM. A real signal model is assumed with the real di-
mensions      ,     and the real symbol alphabet
  . The received signal can be expressed in the real domain as
[3]
      (1)
where the received signal vector  , the transmit symbol vector , and
the noise vector  are defined in the frequency domain. The noise ele-
ments of  are i.i.d. Gaussian with  total power. The channel matrix
       contains complex Gaussian fading coefficients with
unit variance.
An LSD [2] can be applied to solve a list of candidates
      , where  is the size of the candidate list,
after the QR decomposition (QRD) of the channel matrix as




where        is an upper triangular matrix with positive di-
agonal elements,     	 , and        is an orthogonal
matrix. Due to the upper triangular form of  the values of  can be
solved from (2) level-by-level using the back-substitution algorithm.
Let      
       
  denote the last       com-
ponents of the vector . The squared partial Euclidean distance (PED)
of   can be calculated as [7]
	
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 ,  is the
 th term of  and          . The LSD output candidate list
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Fig. 1. Scalable architecture for the MMF-LSD algorithm.
is then used to approximate the soft outputs [2]. A computationally ef-
ficient max-log-MAP approximation of the log-likelihood ratio (LLR)










where         include the bit vectors in the candidate set
 having    .
We propose a MMF-LSD algorithm, which is a modification from
the increasing radius (IR)-LSD in [10]. We include a maximum limit
for the algorithm iterations  to fix the variable search complexity
and transform the algorithm to be more suitable for implementation.
The algorithm uses two memory sets: the final candidate memory 
with the size of  candidates and the partial candidate memory 
with the size of  candidates. The MF search requires that the par-
tial candidates are stored in and the candidate with the minimum PED
is extended on each iteration. We also propose to use a novel memory
sphere radius 		 to decrease the number of stored candidates and
the complexity of the required min search. The extended partial candi-
dates are compared to the		 and stored to the memory  only if
  
 		. We define 		 based on the previously solved candi-
date(s) in the final list(s) with minimum ED 	
    , which is
then scaled with a determined radius scaling variable 
 to store only
the potential partial candidates to the partial memory set  . The min-
imum ED values can be averaged over time and frequency, i.e., OFDM






The impact of		 on complexity and performance will be illustrated
with numerical examples in Section IV.
III. ARCHITECTURE DESIGN
A. MMF-LSD Algorithm
The MMF-LSD algorithm architecture, which operates in a sequen-
tial fashion, includes a tree pruning unit (TPU), a partial candidate
memory unit, a final candidate memory unit, and a control logic
(CNTR) unit as illustrated in Fig. 1.
1) TPU Unit: The TPU has two similar candidate extension mod-
ules, which execute the tree pruning for two nodes in parallel and can
be divided into two sub-units as illustrated in Fig. 2. The first unit
Fig. 2. Designed microarchitecture for the extension of the candidate.
Fig. 3. Microarchitecture of the memory unit with heap logic.
calculates  , which is the part of the PED calculation that is
independent of the new symbol , as in (3). The unit can be imple-
mented with different levels of parallelism and/or pipelining for faster
calculation of the multiplication (MUL) operations. The number of re-
quired multiplications is    and, thus, depends on the current
layer , where  . Less than  parallel MULs should be
used in general to have an efficient implementation. The second unit
executes the Schnorr–Euchner enumeration (SEE) and calculates the
PED. The enumeration is designed in a modified fashion from the way
presented in [3, (14)]. Instead of calculating the costly and high latency
division operation, we calculate the absolute value in (3) with  
 
different symbols . The degree of parallelism should be decided de-
pending on the slowest parallel unit in the whole MMF-LSD algorithm
architecture to optimize the performance.
2) Memory Units: The memory units are designed as binary heap
[11] data structures, which keep the stored elements in order according
to the selected cost metric. The partial candidate memory set  is im-
plemented as min-heap, where the elements         are or-
dered so that the candidate with the minimum PED is always sorted
to be at the top of the heap, and the final memory set  is imple-
mented as max-heap. The storing of a new element requires a time
complexity of      in the worst case [11], where   is the size
of the memory. The size of the partial candidate memory  is equal to
 elements as at maximum the minimum candidate is removed and
two candidates are added to the heap in each iteration. We modified the
traditional heap sorting logic to limit unnecessary memory access. The
possible new partial candidate(s) (child and father) are first compared
to the minimum candidate, and if the candidate on the top of the heap
has the minimum PED, the first stored candidate is located at the top of
the heap and sorted via the down-heap operation [11]. Otherwise, the
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Fig. 4. FER versus SNR: Performance of the LSD based receivers in a 4  4 antenna system in Winner B1 channel.
new candidate is added to the next free memory address and the heap is
sorted via the up-heap operation [11]. We also apply the memory sphere
radius     to decrease the amount of memory access as the updated
candidates are discarded if        . The partial memory unit
microarchitecture with up- and down-heap logic is illustrated in Fig. 3.
3) CNTR Unit and Data Flow: The control logic unit includes an
iteration counter for the MMF-LSD algorithm and determines the can-
didates to be stored in the memory and to be used in the search in the
next algorithm iteration. The candidate to be used in the TPU unit in
the next iteration is determined as the candidate with minimum PED
from the extended candidates    and   , and the minimum candi-
date in partial memory . If either one of the extended candidates   
or   is selected for the next algorithm iteration,  remains in the
memory. Thus, unnecessary memory access is minimized as the candi-
dates    and   are not directly stored in the memory. The extended
partial candidate(s) to be stored in  are also conditioned with    
to minimize memory access. The data flow is designed to minimize the
latency in one algorithm iteration by introducing parallel operations.
The straightforward data flow would first extend the new candidates,
then store them in memory units, and finally determine the new can-
didate for the next iteration. However, the data flow can be designed
more efficiently to reduce the latency as follows: as the control logic
unit determines the new candidate for the TPU at   and the stored
candidates for the memory units from   , the TPU and memory
units are then executed in parallel, which decreases the latency signifi-
cantly compared to the straightforward mapping.
B. LLR Calculation Unit
The soft output information   is calculated from the
MMF-LSD algorithm output list  by using the max-log-MAP ap-
proximation as in (4). The microarchitecture can be divided into two
main parts: the scaling of the ED values and the search for maximum
TABLE I
AVERAGE NUMBER OF VISITED NODES AND EXECUTED HEAP OPERATIONS,
AND PERFORMANCE LOSS IN MMF-LSD WITH  
values for each bit. The ED values in the candidate list  are scaled by
multiplying them with the inverse of the noise variance  , i.e., a
reciprocal division and a total of 	 MUL operations are required.
In practice 1–2 pipelined MULs should be used. The max-log-MAP
approximation of   requires that all the 	 ED values in
the candidate list  are checked for each bit  in order to determine
the maximum values for both bit counterparts. Thus, two sequential
logic loops are required in the calculation with the final list index 

and bit value index . The latency of the loops can be decreased by
applying parallel logic and/or pipelining to check multiple ED values
or bits in parallel. It should be noted that the possibility for parallel
implementation of the logic is a clear benefit of the max-log-MAP
approximation compared to the log-MAP algorithm. The problem
of inaccurate approximation can be compensated for by limiting the
dynamic range of the output LLR variable [2].
C. Scalability
The MMF-LSD algorithm architecture can be used as such in SM
systems with different antenna configurations and constellation sizes
 as		  	
. If some diversity method combined with SM scheme
is applied with 	
  		, the receiver signal model should be modi-
fied accordingly, e.g., as in [12]. The limit for the number of algorithm
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TABLE II
SYNTHESIS RESULTS OF THE ALGORITHMS: A SM SYSTEM WITH     ,
AND WITH 16- AND 64-QAM FOR 0.18-m CMOS TECHNOLOGY
TABLE III
DETECTION RATES OF IMPLEMENTATIONS WITH DIFFERENT SNR
iterations    should be defined separately for different system con-
figurations or according to the most complex supported configuration.
A proper    value depends on the channel realization and on the
search tree size, i.e., on the number of independent data streams and the
constellation size    . A larger tree size requires a higher    value.
Memory resources of   elements are reserved for the memory unit
 according to the highest supported system configuration. The amount
of parallelism and pipelining in the TPU unit can be modified based on
latency requirements. However, the TPU unit latency should be opti-
mized to match the memory unit  and its logic, which are executed in
parallel, for efficient implementation. The soft output LLR calculation
unit can be used as such for different system configurations as it op-
erates separately from the MMF-LSD algorithm. Multiple MMF-LSD
algorithm units can be used in parallel to support higher data rate re-
quirements. The scalability of the MMF-LSD is further illustrated with
examples in Sections IV and V.
IV. IMPLEMENTATION TRADEOFFS
The MF algorithms as such are typically not suitable for low cost
implementation. Therefore, we apply the limited search variable  
and memory sphere radius   in the MMF-LSD algorithm and LLR
clipping in the LLR calculation to get a tradeoff between complexity
and performance. It has also been shown that the detection order of
the transmitted spatial streams affects the number of visited nodes [5].
Thus, we assume the use of sorted QRD (SQRD) [13] processing of
the channel matrix   prior to the LSD algorithm, where the ordering
of the spatial layers is included into a modified Gram–Schmidt decom-
position process. The SQRD algorithm leads to close to optimal detec-
tion order so that the strongest signal is located at the top of the sphere
search tree [13]. The SQRD of the channel matrix should be updated
for all OFDM subcarriers within the channel coherence time. We do
not focus on the SQRD implementation in more detail in this paper,
but implementations of SQRD have been done, e.g., in [14].
We performed computer simulations to verify the feasible trade-
offs between performance and complexity of the MMF-LSD. A turbo
coded MIMO-OFDM system was assumed with     4-, 16-
and 64-QAM, and 512 subcarriers. A bit-interleaved coded modula-
tion with  rate turbo code with polynomial (13,15) was applied in a
Winner B1 channel [15] with a user velocity of 60 kmph. The receiver
includes a MMF-LSD with a list size	   and a max-log-MAP
turbo decoder with 8 iterations. A SQRD preprocessing is assumed in
the LSD and the LLRs are limited to      .
The results are presented in frame error ratio (FER) versus signal-to-
noise rate (SNR)  in a Winner B1 channel [15] in Fig. 4. The per-
formance of the MMF-LSD is also compared to that of the DF-LSD
[2], linear minimum mean squared error (LMMSE) and ML detectors.
We can see that the MMF-LSD algorithm works also with a limited
maximum value    in the search and the performance loss of the
MMF-LSD with 
   	 and    	 is approximately
0.6–0.8 dB compared to the unlimited search at 4% target FER, which
we consider as an acceptable loss. The DF-LSD algorithm requires a
much higher limit  
   
	 and     		 to obtain
the same performance and the ML and LMMSE detectors lose 1–2 dB
in performance. The required number of MFF-LSD algorithm itera-
tions   decreases as SNR  increases, because the algorithm is able
to solve the detection problem with less visited nodes. The transceiver
can be designed to operate at a certain target FER at desired SNR by
selecting proper    values to satisfy the quality of service require-
ments. We also determined that a maximum of 12 and 15 bit fixed-point
word lengths in the MMF-LSD result in very close to floating point per-
formance with 16- and 64-QAM, respectively.
We also studied the affect of the memory sphere radius   on the
MMF-LSD performance and determined a proper value for 	 to be
used. We studied the complexity reduction as the average number of ex-
ecuted iterations   with  
   	 and     	, and
the average number of required heap operations in the partial memory
 in one subcarrier detection. The numerical results of the MMF-LSD
with different    values are listed in Table I. The performance of
the MMF-LSD is not degraded significantly as the	 value is selected
to be large enough and only the potential partial candidates are stored






the    is relative to the average minimum candidates over time and
frequency, unnecessary resources, i.e., algorithm iterations, are not exe-
cuted to obtain candidates with relatively high ED in the case of difficult
channels. Thus, the average numbers of visited nodes decreases without
loosing performance as shown in Table I. Also the average number of
up- and down-heap operations are decreased, which significantly re-
duces the required memory access and the latency of the heap sorting.
V. IMPLEMENTATION RESULTS
The soft-output MMF-LSD algorithm was implemented for a SM
system with   4 with 16- and 64-QAM as the highest supported
constellation, and with 
   	 and    	. The LLRs
are calculated with max-log-MAP approximation. Both MMF-LSD al-
gorithm implementations scale down for  and constellation sizes.
The implementation of the MMF-LSD algorithm was targeted to a
0.18-m CMOS ASIC technology using ANSI C++ language. The
Mentor Graphics’ Catapult C Synthesis tool was applied to produce
the RTL description. The synthesis was done with Synopsys Design
Compiler for 250 MHz frequency and the power usage was estimated
with Synopsys Prime Power tool.
The detailed synthesis and power usage results are shown in Table II.
The ASIC complexity is given in gate equivalents (GEs), where one GE
corresponds to the area of a two-input drive-one NAND gate. The TPU
unit is the most complex unit, while the others require only a minor part
of the total resources. The TPU unit for 64-QAM is implemented with
2 and 4 parallel and pipelined MULs in the subunits, while the unit for
16-QAM is implemented with 2 and 2 MULs, to enhance the more de-
manding processing due to higher constellation and word lengths. The
partial memory size is    candidate words and it is implemented
with dual port memory to enhance the performance. The total power
usage is   56.5 mW and   90.3 mW for the MMF-LSD algo-
rithm with 16- and 64-QAM, respectively. The latency of a MMF-LSD
algorithm iteration consists of the slowest parallel unit with the average
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TABLE IV
SPHERE DETECTOR IMPLEMENTATION COMPARISON FOR 4  4 SYSTEM WITH CLOSE TO MAX-LOG PERFORMANCE
number of required operations, the TPU unit, and the control logic.
We also implemented a DF-LSD algorithm [2] to have a fair compar-
ison to the MMF-LSD algorithm. The complexity of the MMF-LSD
algorithm is more than double in GEs compared to the DF-LSD
algorithm mainly due to the larger TPU unit, which enables two
studied nodes in one iteration. The more sophisticated search of the
MMF-LSD algorithm requires a bit more complex control logic and
partial memory unit, but it also requires much less algorithm iterations
on average. The LLR calculation unit is implemented with two MUL
units and pipelined       parallel comparison units, and results
are shown in Table II. The LLR calculation unit is used separately after
the MMF-LSD algorithm search is executed, and, thus, the latency is
different.
The detection rate  depends on the iterations , which should
be selected to meet the desired FER target with given channel and SNR.
The detection rate of the MMF-LSD algorithm is listed and compared
to the DF-LSD algorithm implementation with low SNR    15/21 dB
and with high SNR    21/26 dB in Table III. The detection rate
of the MMF-LSD algorithm at low SNR is approximately 4–6 times
that of the DF-LSD algorithm with approximately 2–3 times more com-
plexity. The detection rate at high SNR is approximately the same be-
cause both detectors compute sufficiently good LLR approximations
with only a minimum number of iterations. In practice, the low SNR
scenario is more important, because the receiver has to be designed ac-
cording to the worst case. The impact of  on  and FER can
be derived from the results. The LLR calculation unit achieve a fixed
rate of 	
    121.2/146.3 Mbps for 16-/64-QAM with 18.5 kGE
complexity, respectively. In an OFDM system, one unit can be used
for multiple parallel LSD algorithm units. The delay of the detection is
the combined latency of the MMF-LSD algorithm and LLR calculation
unit for one subcarrier.
A. Comparison to Literature and Discussion
We compare the implementation detection rates at high SNR to
other sphere detector implementations for 4  4 systems with 16- and
64-QAM constellations in Table IV. It can be seen that our imple-
mentation is competitive with the other implementations. Especially
the complexity and power usage is lower compared to the -best
implementations. It can be also noted that the detection rate of our
implementation is competitive to the other presented designs even
though the main advantage of the MMF-LSD is at low SNR. The main
limiting factor of our implementation for higher throughput is the
latency of one algorithm iteration, and the TPU unit, which could be
enhanced, e.g., by using more advanced ASIC technology.
VI. CONCLUSION
We considered detection based on the MF search strategy and intro-
duced a soft-output MMF-LSD algorithm, which is more suitable for
implementation. We introduced an architecture for the algorithm and
showed that the main operations of the algorithm can be run in par-
allel and they are scalable to different system configurations with minor
changes. We also introduced the memory sphere radius, which reduces
the memory access requirements and decreases the average number of
visited nodes. An optimized architecture was implemented as scalable
for a SM system with up to 4 transmitted streams and 16- and 64-QAM
constellations on a 0.18-m CMOS ASIC. The results show that the
MMF-LSD algorithm is more efficient compared to the DF-LSD at low
SNR.
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