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PREAMBULE 
I. MOTIVATION 
De nombreuses méthodologies, dont on retrouve notamment un 
échantillon représentatif dans (OLLE, 1982] et (MADDISON, 1983], ont été 
élaborées et sont actuellement proposées pour concevoir les systèmes 
d'information, efficaces et efficients, dont les organisations souhaitent se 
doter. 
Ainsi qu'il avait, par exemple, été défini dans (BODART, 1983] un 
système d'information peut être vu comme une "construction formée 
d' ensembles 
- d'informations, représentations 
l'organisation ; 
partielles des faits qui intéressent 
- de traitements, procédés d'acquisition, de mémorisation, de recherche, de 
communication et de transformation des informations ; 
- mais aussi de ressources humaines, techniques et organisationnelles qui en 
assurent le fonctionnement". 
L'attention portée à ces dernières insiste sur l'adéquation des 
moyens aux objectifs en réponse à la double contrainte, souvent perdue de 
vue, d'efficacité (atteindre les objectifs) et d'efficience (utilisation optimale 
des ressources). 
La conception d'un système d'information ne représente en fait que 
la première phase de son développement, traditionnellement appelée analyse 
fonctionnelle ou plus récemment analyse conceptuelle. Très schématiquement, 
l' analyse fonctionnelle a pour but de spécifier, de façon détaillée, une solution 
fonctionnelle, cohérente et faisable, au départ de besoins exprimés par 
l'organisation. Sans entrer dans des querelles d'écoles concernant ce qu'il est 
convenu d'appeler le cycle de vie d'un système d' information, on peut en 
effet globalement schématiser l'évolution d'un système d'information selon les 
étapes suivantes : 
. 
- l' analyse fonctionnelle qui spécifie fonctionnellement la solution retenue ; 
- la conception de mise en oeuvre (design) qui affine et définit la solution 
adoptée par la prise en compte des caractéristiques logiques des moyens de 
réalisation humains, techniques et organisationnels 
1 
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la réalisation et la mise-au-point de la solution en fonction des 
caractéristiques physiques des matériels, des logiciels et de l'organisation 
- l'utilisation et la maintenance du système d1 information développé. 
Enfin, selon le consensus actuel, le contenu et d'ailleurs la 
spécificité de chacune des méthodologies de conception proposées s'expriment 
en substance par des modèles, des outils logiciels et des méthodes - ou 
règles - par lesquels elles prétendent assister l'analyste dans son activité de 
conception. 
. 
Toutefois, les expériences accumulées en matière de conception de 
systèmes d'information, qui s'expriment notamment par la dite "crise du 
logiciel" ont montré que ces méthodologies s'avèrent encore souvent 
inadéquates pour garantir l'efficacité et l'. efficience des systèmes 
d'information conçus et développés. Les résultats de récentes conférences 
[OLLE, 1982], [OLLE, 1983] et groupes d'études (MADDISON, 1983] ont 
clairement mis en évidence la prolifération de ces méthodologies. 
A l' examen, on peut cependant déplorer non seulement le manque 
de concepts pour classer, harmoniser et unifier les vues en ce domaine mais 
aussi - et assez manifestement - l' insuffisante préoccupation des aut~urs à 
rencontrer le voeux pragmatique des utilisateurs visant l' adéqllël.tion des 
systèmes d'information conçus à leurs moyens ou ressources humaines, 
techniques et organisationnelles. 
II. SOLUTION IDA 
Face aux déficiences constatées· ci-dessus, l'originalité du projet 
IDA [BODART, 1983] a été de viser à une meilleure cohésion de la 
méthodologie de conception proposée. Celle-ci se singularise en effet par un 
effort d'intégration dans un ensemble cohérent et extensible de modèles, 
d'outils logiciels et de méthodes de conception. Elle se caractérise enfin par 
l' introduction d' une approche plus expérimentale dans la conception des 
systèmes d'information qui permet de tester l'impact de différentes 
hypothèses de fonctionnement et favorise la perception directe par les 
utilisateurs de ce qu'ils souhaitent obtenir .. 
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D' une part, sans prétendre régler tous les problèmes posés par 
cette intégration, les modèles élaborés couvrent tous les aspects particuliers 
des systèmes d' information, retenus par le projet : 
- les informations et leur structure 
les traitements et leur niveau de décomposition 
' 
- les conditions d'activation des traitements ; 
- les règles d'utilisation et de transformation des informations par les 
traitements 
- et enfin, les ressources humaines, techniques et organisationnelles qui 
exécutent les traitements. 
D'autre part, et au départ d'un apport innovateur en logiciel du 
projet ISDOS (cf. infra point 4 de ce préambule), l' environnement logiciel 
d'IDA fournit le complément indispensable à la mise en oeuvre pratique des 
modèles, notamment par l'élaboration d'outils logiciels visant à vérifier que 
la solution spécifiée est complète, cohérente, faisable et conforme aux 
besoins exprimés par l'utilisateur. 
Enfin, il convient de signaler que la démarche méthodologique 
d'IDA débute l'analyse fonctionnelle proprement dite par une étude 
d'opportunité destinée à objectiver un avant-projet de solution qui reprend 
notamment, sur base d'évaluations effectuées, une ébauche de la solution 
retenue, les moyens qu'elle requiert et les efficacités attendues. 
III. NOTRE CONTRIBUTION 
Ce travail s'inscrit dans le cadre des préoccupations du projet 
IDA telles qu' évoquées ci-dessus. 
Il apparaît à l'examen que traîter l'intégration mentionnée en 
matière de modèles, d'outils logiciels et de méthodes passe entre autres 
mais inévitablement par la prise en compte dans toutes ses implications du 
comportement des systèmes d' information à concevoir et à spécifier. La 
spécification et l'évaluation du comportement - aussi appelé dynamique -
des systèmes d'information constituent en fait l'objet de la présente étude. 
La nature même de ce · travail impliquait un effort de 
systématisation, de justification et de rigueur scientifique non pas pour 
3 
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sacrifier à un excès d'académisme mais avec la préoccupation fondamentale 
de fournir un instrument de génie logiciel non seulement intellectuellement 
argumenté mais aussi concrètement achevé et prêt pour une utilisation 
effective. (*) 
Le premier chapitre de cette thèse est consacré à la présentation 
du modèle adopté pour spécifier fonctionnellement le comportement des 
systèmes d' information ainsi qu'à la présentation du langage associé. Ce 
. 
modèle permet de spécifier les quatre aspects suivants du comportement 
le comportement fonctionnel proprement d
0
it qui correspond principalement 
aux conditions d'activat ion ou d'enchaînement des traitements e.t pour 
lequel une approche originale "Evénement-Processus" qui intègre une forte 
composante temporelle a été retenue ; 
les moyens mis en oeuvre ou ressources requises par les traitements 
- une estimation de la charge et 
les performances attendues du système d'information conçu et à 
développer. 
Ce modèle, via le langage associé, permet également de décomposer, 
progressivement et de façon contrôlée, les traitements et autorise donc une 
approche méthodologique par affinements successifs. 
Enfin, les différents concepts 
seulement d'une description précise, 
"méta-modèle" Entité-Association [ CHEN, 
aussi d'une représentation sous forme 
spécification ad hoc. 
du modèle font l'objet non 
principalement basée sur un 
1976], (TEICHROEW, 1980] mais 
d' instructions d'un langage de 
Le second chapitre présente l'architecture et les fonctions d'un 
outil logiciel dédicacé d'évaluation du comportement qui a été intégré dans 
l'environnement logiciel généralisé, adopté par le projet IDA (cf. infra point 
4 de ce préambule). (*) 
Deux idées sont à la base de l'intégration de cet outil dans cet 
environnement logiciel de spécification. D'une part, il met en oeuvre une 
approche par simulation informatique. D' autre part, une technique de 
génération automatique (de code) permet de garantir l' absence de 
divergences entre les spécifications du -comportement et le programme de 
(*) L'outil logiciel d'évaluation par simulation présenté au chapitre 2, après 
avoir fait l'objet de trois versions prototypes, est actuellement un 
produit opérationnel intégré dans l'environnement logiciel - · commercia-
lisé - d'IDA • 
4 
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simulation correspondant, une fois la correction du programme de génération 
vérifiée. 
Une partie importante de ce chapitre est également consacrée à 
la présentation des mesures et résultats statistiques, fournis par l'outil 
logiciel d'évaluation et susceptibles d'expliquer ou de restituer le 
comportement du système d'information en cours de conception. 
Le troisième chapitre concerne l'utilisation de l'environnement 
logiciel adopté, complété de l'outil d'évaluation par simulation, pour vérifier 
les spécifications fonctionnelles du comport~ment d'un système d'information, 
rédigées à l'aide du langage présenté au chapitre 1; Cette vérification 
revient à garantir que la solution spécifiée est complète, cohérente et 
faisable. 
En particulier, le recours à l'outil logiciel d'évaluation par 
simulation permet d'analyser - qualitativement - le comportement spécifié et 
donc d'en vérifier la cohérence. Toutefois, son utilisation privilégiée réside 
essentiellement dans l'assistance qu'il est susceptible d'apporter dans la 
vérification de la "faisabilité" de la solution fonctionnelle retenue et donc 
dans l'évaluation des performances du futur système d'information - avec un 
souci d'ordre quantitatif. 
lors ' a 
L'intérêt principal de cet outil logiciel de simulation tient dès 
l'approche expérimentale qt1' il favorise dans la conception 
fonctionnelle des systèmes d'information. Il permet en éffet d'envisager 
différentes hypothèses alternatives, de tester leur impact et par conséquent 
de mieux appréhender ou apprécier le futur comportement du système 
d'information spécifié. Son utilisation semble donc pouvoir répondre au souci 
de concevoir des systèmes d'information efficients, bien adaptés · aux 
ressources mises en oeuvre, compte tenu de la charge présumée et des 
performances attendues du futur système. Il constitue ainsi un outil 
privilégié de l'étude d'opportunité qui vise à dégager un avant-projet de 
solution répondant à l'attente et aux possibilités de l'organisation. 
Enfin, une annexe illustre .l' application du modèle et de 
l' environnement logiciel de spécification ' a un exemple de gestion 
simplifiée - de prêts dans un organisme financier. 
5 
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IV. ENVIRONNEMENT LOGICIEL DE SPECIFICATION 
La brève présentation de l'environnement logiciel de spécification 
qui suit doit être considérée comme une annexe de ce préambule. Elle est 
située à cet endroit car cet environnement logiciel constitue un cadre de 
référence pour le langage (cf. chapitre I.) et les outils logiciels (cf. 
chapitres II. et III.) développés et/ou utilisés dans cette étude • 
. 
L'environnement logiciel généralisé proposé par [YAMAMOTO, 
1981] et adopté par les projets ISDOS · [TEICHROEW, 1980] et IDA 
[BODART, 1976-1984] a été retenu comme support logiciel de spécification 
du comportement des systèmes d'information. 
Cet environnement logiciel s'articule autour des trois composants 
illustrés à la figure suivante : 
ENVIRONNEMENT LOGICIEL 
BASE DE DONNEES LANGAGE OUTILS LOGICIELS 
Signalons, avant de préciser chacun de ces trois composants, que 
cette structure d'environnement logiciel, déjà présente dans le logiciel 
PSL/PSA du projet ISDOS (TEICHROEW, 1977], se généralise dans la 
plupart des environnements ou ateliers logiciels ( van LAMSWEERDE, 1982] 
(de DROUAS, 1982], (HUNKE, 1980], (KAMPEN, 1982], (LUCAS, 1979], 
(OSTERWEIL, 1981]. 
Toutefois, la particularité de cet environnement-ci de spécification réside 
dans son indépendance vis-à-vis du modèle de spécification adopté car il a 
été montré [YAMAMOTO, 1981) 
1. qu'il était possible de définir un "méta-modèle" de modèles de 
spécification 
2. qu'il y avait de grandes ressemblances entre les environnements logiciels 
pouvant servir de supports à ces modèles ; 
3. et donc qu'au départ d'une expression· d'un modèle de spécification faite 
à l'aide de ce méta-modèle, il était possible d'utiliser un générateur 
cl' environnements logiciels pour contruire automatiquement sans 
reprogrammation - un environnement lo~iciel dédicacé au modèle retenu . 
6 
• 
La figure suivante illustre schématiquement l'approche par 
génération automatique d'un environnement logiciel dédicacé à un modèle de 
spécification particulier 
(Méta-)Définition d'un 
environnement 
logiciel 
Spécification 
d' une solution 
GENERATEUR 
D'ENVIRONNEMENTS 
LOGICIELS 
1 . 
particularisa tien 
ENVIRONNEMENT 
LOGICIEL 
DE SPECIFICATION 
Documentation de 
l' environnement 
logiciel défini 
Documenta tien 
de la solution 
spécifiée 
La génération ou construction assistée par ordinateur d'un 
environnement logiciel de spécification comprend les activités suivantes 
1. définition du modèle de spécification adopté et du langage de 
spécification associé à l'aide d'un "méta-langage" ; 
2. validation de cette définition assistée par l'utilisation de program~es de 
contrôle ; 
3. production - automatique - de la documentation (manuel de réference du 
langage) ; 
4. génération automatique de l'environnement logiciel particularisé au modèle 
défini. 
La "méta-définition" d' un modèle et d' un langage de spécification 
permet donc d' adapter les trois composants de l' environnement logiciel de 
spécification : 
1. le schéma de la base de données; 
2. la syntaxe du langage de spécification 
3. la significa tien des outils logiciels généralisés. 
La base de données de spécification est l'élément central de 
l'environnement logiciel. Elle regroupe l'ensemble des spécifications et 
. 
devient ainsi la source unique de toute Ja documentation. Les spécifications 
y sont 
1976]. 
. 
structurées selon un (méta-)modèle "Entité-Association" ( CHEN, 
Le schéma d'une telle base de données est donc adapté ' a un 
7 
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modèle de spécification particulier en représentant les concepts du modèle 
et leurs interactions sous forme de 
- types d'entités, 
- types ou domaines de valeurs, 
-
types d'associations et 
-
types d'attributs. 
Le langage de spécification .permet de rédiger les spécifications 
dans un formalisme convenu et de les enregistrer dans la base de données 
par l'intermédiaire d'outils logiciels appropriés. Selon leur forme, on peut 
distinguer trois types de langages : 
- langage "textuel" qui communique les informations sous forme de phrases 
ou chaînes de caractères ; 
- langage "positionne!" dont la syntaxe est déterminée par la position 
géométrique de ses composants (à la manière des 
gestionnaires d'écrans) ; 
- langage "graphique" qui véhicule les informations à travers des 
représentations graphiques convenues. 
Ces trois types de langages sont utilisables dans l'environnement 
logiciel ; toutefois, une forme "textuelle" y a été retenue coml)1e moyen 
privilégié de communication. Il faut cependant signaler que le fait d'avoir 
clairement dissocié dans le méta-modèle la définition 
- du schéma de la base de données (QUOI spécifier) et 
- de la syntaxe du langage (COMMENT spécifier) 
permet d'utiliser concurremment plusieurs langages différents pour un même 
. 
modèle de spécification et donc un même schéma de base de données. 
Enfin, un langage défini à l' aide du méta-modèle - dont on 
trouvera une présentation plus complète dans l'introduction du chapitre 1 -
est non procédural car il permet de rédiger les spécifications dans un ordre 
quelconque. Les spécifications sont rédigées en définissant pour des entités : 
- leur nom et leur type, 
- d' éventuels synonymes, 
- des associations dans lesquelles elles assument un rôle particulier, 
- des attributs et leurs valeurs, en particulier des textes en format libre • 
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Le méta-modèle permet ainsi de définir les différentes formes 
syntaxiques associées à chaque concept du modèle de spécification défini. 
Les outils logiciels sont des programmes informatiques qui 
assistent le concepteur dans l'élaboration des spécifications. Ces outils 
permettent : 
- d'une part, d'enregistrer dans la base de données des spécifications 
rédigées à l' aide du langage défini et . 
- d' autre part, d' exploiter cette base de données pour effecteur des 
. 
contrôles et produire des rapports documentaires . 
• 
L'architecture générale de ces outils logiciels est illustrée à la 
figure suivante : 
GESTION DU DIALOGUE 
ENREGISTREMENT 1 1 SELECTION 
GESTION DE LA 
BASE DE DONNEES 
RESTITUTION 
GESTION DES 
META-TABLES 
Les outils logiciels d' enregistrement acceptent des spécifications 
rédigées à l'aide du langage, effectuent certains contrôles pour garantir 
l'intégrité de la base de données et mettent à jour celle-ci. 
Les outils de sélection, en particulier un langage d'interrogation 
de haut niveau - plus complètement présenté au chapitre III (cf. III.2.), 
permettent de sélectionner dans la base de données des informations qui 
satisfont certains critères. 
Les outils de restitution produisent des rapports qui restituent la 
totalité ou une partie des spécifications sous différentes formes plus 
appropriées à l'exploitation que la forme initiale (instructions du langage). 
Les informations extraites et produites par les outils de sélection 
et de restitution peuvent notamment être utilisées dans un contexte de 
validation et assister l'analyste dans la vérification des spécifications. 
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L'architecture de cet environnement logiciel, imposée par le caractère non 
procédural et progressif des spécifications signifie en effet que : 
- la base de données peut temporairement contenir des spécifications non 
vérifiées et donc incomplètes ou incohérentes et que 
la vérification de ces spécifications est effectuée a posteriori et à la 
demande sur la totalité ou une partie de la base de données. 
L'utilisation de ces outils . logiciels sera plus complètement 
présentée au chapitre III dans le cadre de la vérification des spécifications 
fonctionnelles du comportement des systèmes d'information . 
. 
Les rapports produits par les outils de restitution peuvent 
également servir à des fins documentaires et constituer le support d'un 
dossier de documentation - automatiquement généré - du système spécifié à 
réaliser. 
Enfin, tous ces outils logiciels disponibles dans l'environnement 
généralisé, mais aussi d'éventuels outils dédicacés car développés dans le 
cadre d'un modèle particulier (cf. chapitre II.), ont recours aux services 
d'utilitaires pour gérer : 
- le dialogue entre l'utilisateur et l' environnement logiciel, 
- l'accès à la base de données de spécification et 
- la conduite des programmes en fonction de (méta-)tables caractéristiques 
de l'environnement logiciel dédicacé au modèle de spécification choisi. 
* 
* * 
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- CHAPITRE I -
MODELE ET LANGAGE DE SPECIFICATION DU COMPORTEMENT 
DES SYSTEMES D'INFORMATION 
11 
1.1. INTRODUCTION 
Les concepts du modèle présenté dans ce premier chapitre 
permettent de spécifier fonctionnellement le comportement - ou dynamique -
d'un système d'information. La spécification du compor!ement comprend 5 
parties qui couvrent les• aspects suivants : 
1. la description du comportement fonctionnel proprement dit, 
2. la prise en compte des moyens requis, 
3. l'estimation de la charge, 
4. l'établissement des performances attendues•, 
5. la décomposition d'un schéma en sous-sc
0
hémas. 
Le comportement fonctionnel proprement dit correspond 
principalement à l'enchaînement des traitements et peut être spécifié à 
l'aide des concepts d' événement et de processus. Il permet de préciser que 
la survenance d'un événement est 
, 
causee par un processus et qu'un 
événement contribue au déclenchement d' un processus. 
Les moyens requis par les traitements peuvent être pris en 
compte dans l' expression du comportement à l' aide du concept de ressource 
et des interactions qui permettent de préciser qu' une ressource est requise 
par un processus. 
La charge d'un système d'information est estimée en précisant 
l'échéancier des événements externes au système d'information qui fixe le 
volume et la fréquence des survenances d' événements. 
Les performances 
d'information sont établies 
attendues dü comportement d' un système 
en précisant des délais limites entre les 
survenances d'événements qui se succèdent dans le temps. 
La décomposition d'un schéma en sous-schémas revient à appliquer 
le modèle de spécification adopté pour décrire le comportement interne des 
processus d'un même type. 
Les 5 sections de ce chapitre. développent respectivement ces 5 
aspects du comportement. Chaque concept du modèle proposé y fait 
l'objet : 
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d'une présentation complète, 
- d'une traduction sous forme d'instructions du langage de spécification adopté 
- brièvement présenté ci-dessous. 
Ces 2 aspects apparaissent respectivement sous les titres "modélisation" et 
"spécification". 
Langage de spécification 
La rédaction des spécifications à l'aide du type de langage prévu 
dans l'environnement logiciel généralisé (ci. préambule) est structurée en 
sections. Une section comprend une ou plusieurs instructions qui car~ctérisent 
une ou plusieurs entités (TEICHROEW, 1980] (CHEN, 1976]. 
La première instruction identifie la ou les entités courantes. Elle 
précise le type d'entité et le nom de chaque entité. Si PROCESSUS (cf. 
1.2.2.), par exemple, est un concept du modèle et donc un type d'entité défini 
dans la méta-définition (cf. préambule environnement logiciel adopté), 
l'instruction suivante commence une nouvelle section : 
DEF PROCESSUS enregistrement-commande 
Cette instruction signale que la section qui commence spécifie - t~talement ou 
partiellement une entité de type PROCESSUS dont le nom est 
"enregistrement-commande" et qui devient courante pour les instructions 
suivantes. 
Les instructions suivantes de la section, dont l'ordre est non 
significatif (= langage non procédural) carattérisent la ou les entités courantes 
en spécifiant 
- des noms synonymes d'une entité courante, 
- des associations entre chaque entité courante et d'autres entités, 
- des attributs et leur valeur pour chaque entité courante. 
Une instruction peut spécifier un ou plusieurs noms synonymes de 
l'entité courante. L'instruction suivante, par exemple, signale que l'entité 
courante (enregistrement -commande) ,peut également être appelée 
"enreg-comm" : 
SYNONYME enreg-comm 
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Une instruction peut 
entité 
également 
courante et 
spécifier 
d'autres 
une 
entités 
ou plusieurs 
et/ ou valeurs associations entre chaque 
constantes. L'instruction suivante, par exemple, précise que l'entité courante 
qui est un PROCESSUS (enregistrement-commande) requiert l'utilisation d'une 
RESSOURCE "terminal" pour pouvoir s'exécuter (cf. 1.3.) : 
REQUIERT 1 terminal 
Il faut cependant signaler que cette même spécification aurait pu être rédigée 
de la façon suivante si la RESSOURCE "terminal" avait été courante (DEF 
RESSOURCE terminal) 
REQUISE PAR enreg-comm AU TAUX DE 1 
Ce langage autorise donc généralement qu'une même spécification soit rédigée 
de plusieurs manières en fonction du rôle assumé par l'entité courante dans 
l'association spécifiée (le rôle de requérant ou de requis, par exemple) ; les 
outils logiciels pouvant automatiquement restituer toutes les formes 
équivalentes. 
Enfin, une instruction peut spécifier un attribut et sa val~ur pour 
chaque entité courante. L'instruction suivante, par exemple, s•pécifie que 
l'entité courante (le PROCESSUS enregistrement-commande) est un traitement 
NON interruptible 
INTERRUPTION REFUSEE 
Cela signifie qu' INTERRUPTION est le nom· d'un attribut qui peut caractériser 
les PROCESSUS et dont les valeurs possibles sont REFUSEE et AUTORISEE, 
par exemple. Mais, la valeur de certains attributs peut également être un 
texte descriptif en format libre. L'instruction suivante, par exemple, complète 
la spécification de l'entité courante (enregistrement-commande) en décrivant 
ses règles de traitement sous forme d'un texte en format libre : 
PROCEDURE 1. vérifier l'identité du client 
2. créer le clienJ: si le client est inconnu 
3. vérifier le corps de la commande 
4. enregistrer les lignes valides de la commande 
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Un texte est 
l' environnement 
considéré comme 
logiciel généralisé. 
une description 
Toutefois, il peut 
en format libre 
être , . necessaire, 
par 
dans 
certains cas, de formaliser ces descriptions, c'est-à-dire d'utiliser une syntaxe 
- dite imbriquée (KONSYNSKI, 1975] - convenue pour les rédiger. Cette 
formalisation permettra à certains outils logiciels dédicacés d'exploiter ces 
descriptions dans le cadre de fonctions de génération ou de vérification 
automatique, par exemple. 
Ainsi, en plus de la méta-définition du. langage et dans la mesure où un outil 
logiciel a été intégré dans l'environnement logiciel généralisé pour évaluer le 
comportement (cf. chapitre II), une expression formelle du prédicat des 
conditions de déclenchement (cf. I.2.5.) a également été définie. 
Enfin, une section se termine quand une autre section commence ou 
quand il n' y a plus d' instruction . 
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1.2. MODELISATION 
FONCTIONNEL 
ET SPECIFICATION DU COMPORTEMENT 
Le comportement fonctionnel d'un système d'information est 
décrit à l'aide d'un modèle causal dans lequel un événement est un stimulus 
auquel le système d'information réagit par le déclenchement de processus ou 
traitements qui peuvent à leur tour causer la survenance d' autres 
événements. 
La figure suivante illustre les intef'actions entre les 2 concepts de 
base du modèle proposé pour décrire 1~ comportement fonctionnel d'un 
système d'information : 
/ 
EVENEMENT 
contribue au déclenchement de----~ PROCESSUS 
'-., ____ _ 
cause la survenance de -----✓ 
Après avoir proposé une vue synthét ique des approches "événement-processus" 
que l'on retrouve dans la littérature, cette section présentera les 2 concepts 
de processus et d'événement ainsi que les interactions de survenance et de 
. 
déclenchement qui les relient pour exprimer le comportement souhaité d'un 
système d'information. Cette section se terminera par la mise en· évidence 
d'une relation d'ordre chronologique entre les événements et les processus. 
1.2.1. L'approche EVENEMENT-PROCESSUS dans la littérature 
La modélisation du comportement d'un système d'information à 
l'aide des concepts d'événement et de processus a fait l'objet de 
nombreuses propositions qui diffèrent cependant, et parfois considérablement, 
au niveau des définitions adoptées. 
Parmi les différents travaux qui proposent une approche 
événement-processus pour exprimer le comportement d'un système 
d'information, 2 grandes tendances émergent selon que leur modèle considère 
qu' un événement 
- correspond à un changement d'état d' }nformations référencées dans leur 
schéma conceptuel des données (approche par les données) ou 
- est provoqué à l'occasion d'un traitement (approche par les traitements) • 
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Nous avons sélectionné quelques modèles représentatifs de ces 2 tendances 
en insistant chaque fois sur leurs caractéristiques originales et en signalant 
ce que nous retenions de ces propositions. 
Les modèles que nous avons sélectionnés l' ont été car : 
1. ils ont pour objectif de décrire le comportement d'un système 
d'information à un niveau fonctionnel ou conceptuel ; 
2. ils proposent une approche expli.citement basée sur les concepts 
d'événement et de processus. 
Cela signifie que d' autres modèles ont été écartés car 
1. ils utilisent les concepts d' événement et de proc~ssus dans d' autres 
contextes (simulation, système d'exploitation, langage de programmation ... ) 
(RIDDLE, 19781 (SHAW, 1980] (REUVENI, 1980] (REED, 1979] 
2. ils expriment le 
d'autres concepts 
[ALFORD, 19811 
comportement d'un système d'information à l'aide 
[ROSS, 19771 (BELL, 1977] (HARRISON, 1981] 
(BRODIE, 1982] (DAVIS, 19781 (WASSERMAN, 1982]. 
Approche par les données 
1. Dans (BUKENKO, 1979] , un événement représente "une décision ou une 
observation, survenant à un moment donné, du début, de la fin ou de la 
survenance d'une association (= information) définie dans le modèle 
(conceptuel) des données. Un événement est toujours lié à un repère 
temporel : sa date de survenance ou d'observation". 
De façon fort similaire daos [FALKENBERG, 1975-1979] 
(BREUTMANN, 1979] "toute association (= information) a un début et 
une fin considérés comme événements sur l'axe du temps" mais de plus 
"à événement correspondant ' l' insertion, la suppression la un a ou 
modification d'une information d'un type donné est . , assoc1ee une 
procédure ou règles sémantiques à vérifier lorsque l'événement survient". 
Davantage que le rôle de l'événement dans la description du 
comportement d'un système d'information, - encore peu explicitement 
souligné, nous retiendrons de ces modè
0
les leur prise en compte explicite 
du temps dans la modélisation d'un système d'information • 
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2. Dans [BENCI, 1976] par contre, dont la proposition apparaît comme 
précursive au développement d'autres approches de cette tendance par 
des données [BRACCHI, 1979] (ROLLAND, 1980-1981] [LEONARD, 
1978 l , "un événement représente une décision qui déclenche l'exécution 
d'opérations sur les données ( ..• ). La survenance d'un événement peut 
être provoquée par l'organisation (événement initial) ou correspondre à un 
état particulier de la base. Dans ce dernier cas, on distingue les 
événements qui déclenchent des opér_ations (événements internes) et ceux 
qui sont connus de l'organisation (événements résultats)". 
Le rôle central de l'événement dans la modélisation du comportement est 
. 
donc clairement affirmé par l' intermédiaire des règles d' évolutüm qui 
définissent 
les opérations à exécuter sur les données lorsque certains événements 
surviennent ainsi que 
les contraintes d' intégrité qui doivent être vérifiées pour que les 
opérations puissent s' exécuter. 
Nous retiendrons essentiellement de ce modèle 
- le rôle de l' événement qui déclenche des opérations, 
. 
la notion de paramètre d'événement qui fait référence à certaines 
données du schéma conceptuel et qui caractérise le changement 
d'état d'un système d'information, 
le concept de contrainte d'intégrité qui représente une condition 
d'application d'un traitement. 
3. Dans (ROLLAND, 1980-1981] (FOUCAUT, 1982] - projet REMORA, dont 
la présentation très systématique met clairement en évidence les 3 
composantes que l'on retrouve dans les modèles représentatifs de cette 
approche par les données, un "événement constate un changement d'état 
d'un objet (= information) il déclenche l'exécution d'opérations qui 
modifient l'état d'autres objets et provoquent ainsi parfois de nouveaux 
événements". 
Le schéma suivant illustre bien cette approche par les données 
OPERATIONS 
déclenchent l' exéàition 
. 
modifient l'état OBJECTS 
------
constatent 
\EVENEME~TS / 
les chang,ments d'état 
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L'évolution des événements et des processus est alors définie par 
- les dates de survenances des événements, 
- les dates de déclenchement et de t erminaison des opérations, 
les associations qui constatent le changement d'état d'un objet par un 
événement et qui sont caractérisées par un prédicat qui précise la 
1 
nature du changement, 
- les associations de déclenchement d'une opération par un événement et 
qui sont caractérisées par d'éventuels 
• facteurs de déclenchement (combien d'opérations déclencher) et 
. 
• conditions de déclenchement (quelles. opérations déclencher). 
Nous retiendrons surtout de ce modèle : 
- la formalisation systématique et rigoureurse du rôle de l'événement et 
des modalités de déclenchement des opérations par les événements, 
- les propriétés temporelles (dates) qui caractérisent le passage d'un état 
à l'autre d'une opération ou d'un événement. 
4. Les derniers modèles que nous avons considérés comme représentatifs de 
cette approche par les données insistent encore davantage sur les 
conditions de survenance d'un événement. 
Ainsi dans [ GOLD MAN, 1980] "Quand une condition sur les objets 
manipulés par 
encore dans 
les processus est vérifiée, un processus est exécuté" ou 
[HSU, 1979] "un événement survient instantanément 
lorsqu'un prédicat sur certains objets du monde réel devient vrai''. 
De façon encore plus explicite .dans (GUSTAFSON, 1982] "la 
propriété de base d'un événement est qu'il représente un phénomène qui 
survient instantanément et n'a aucun attribut qui varie avec le temps" 
( ••• ) "chaque événement est lié à un événement temporel et a une 
condition de survenance associée". La condition de survenance précise 
quelles sont les conditions qui doivent être vérifiées dans le système pour 
qu'un événement d'un type donné survienne et produise ses effets, 
c'est-à-dire déclenche l'exécution d'opérations sur les données. 
Nous retiendrons principalement de ces· derniers modèles : 
la notion de condition de survenance qui peut éventuellement décrire 
ou constater le changement d'état de plusieurs objets ou même 
correspondre à la survenance de plusieurs événements élémentaires • 
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-L'intégration des modélisations du comportement et des données impose 
pratiquement une description préalable des données avant de pouvoir 
exprimer le 
corresponde 
description 
comportement. Dans 
' changement a un 
des données doit 
certains cas, 
d'état d'une 
même tenir 
si on impose qu'un événement 
seule donnée élémentaire, la 
compte de l' expression du 
comportement. On pour.rait ainsi être amené à devoir considérer dans un 
schéma concept uel une commande-client comme autant d'objets que d'états 
qu'elle est susceptible de prendre en fonction des traitements. 
Dans une approche par les traitements par contre, le 
comportement n'est pas explicitement lié. à la structuration des données 
mais, les événements sont directement provoqués 9u causés par les 
traitements. 
Approche par les traitements 
1. Dans (SERNADAS, 1980], "un système d'information est modélisé par un 
réseau de processus concurrents et autonomes qui échangent des messages 
entre eux et avec l'environnement ( ••• ). Parmi ces messages qui 
constituent la base de données temporelle du système, on distingue les 
événements qui sont les messages qui apparaissent instantanément dans le 
système ( ••• ). Les événements constituent le mécanisme de déclenchement 
des process s". 
Nous retiendrons de ce modèle : 
- la modér sation du comportement faite, seulement, . à l'aide de 2 
concepts - événement et processus - sans référence explicite à la 
structuration des données. 
2. Les modèles suivants utilisent un formalisme dérivé des réseaux de Petri 
[PETERSO , 1977] [NUTT, 1974] [BRAMS, 1983] pour exprimer le 
comportement d'un système d'information, en attachant une sémantique 
convenue aux concepts de place et de transition. 
Ainsi dans (ZISMAN, 1978] et de façon quasi-équivalente dans 
(BARROW, 1981] "les réseaux de Petri sont utilisés pour modéliser les 
relations temporelles entre les événen;ents et les paires condition-action 
pour représenter la connaissance assocife à chaque événement". 
Les événements correspondent 
soit à l'arrivée d'un jeton dans une place (une condition devient vraie) 
soit au franchissement d'une transition '(une action est exécutée). 
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D'une manière assez voisine pour (DE ANTONELLIS, 1981] et (ATZENI, 
1982], les réseaux de Petri constituent un formalisme approprié pour 
représenter les événements : un graphe avec des places et des transitions 
liées entre elles par des arcs pour représenter respectivement des 
conditions, des actions et des relations de précédence entre elles. Dans 
ce contexte, "un événement exprime un · changement de condition entre 
des conditions vérifiées avant (pré-conditions) et des conditions vérifiées 
après (post-conditions). Un événement est décrit par ses pré-conditions et 
les actions qui produisent le changement (les post-conditions sont la 
conséquence de ces changements)". 
De plus, une typologie des conditions• est proposée dans laquel!e une 
condition peut correspondre à un changement provoqué- par 
- une action interne au schéma, 
- une action externe au schéma, 
- un calendrier. 
Enfin, les préconditions et les actions associées à un événement peuvent 
être élémentaires ou composées - en utilisant des opérateurs booléens -
pour exprimer des situations classiques de séquence, de parallélisme, 
d'exclusion et de synchronisation des traitements. 
Nous retiendrons essentiellement de ces modèles basés sur les réseaux de 
Petri (on aurait également pu citer (ELLIS, 1979-1980]) 
- leur vue "pré" et "post" conditions à l'activation des traitements. 
3. Enfin, la proposition MERISE, (TARDIEU, 1983] (HECKENROTH, 1980] 
n'utilise pas directement les réseaux de Petri pour modéliser le 
comportement - qu'ils appelent ciménatique - d'un système d'information. 
Par contre, il a été montré qu'il était possible d'établir une 
correspondance entre leur modèle et les réseaux de Petri. 
Dans cette proposition, 
- une opération représente un traitement effectué par le système 
d' information en réaction à la survenance d'événements ; 
- un événement est un stimulus externe ou interne. Dans ce dernier cas, 
il est produit à l'intérieur du système d'information lors d'une 
opération. Un événement est repéré par un message comprenant des 
informations sur le sytème lors du cpangement d'état, en particulier le 
moment et le lieu de l' événement •. La production d' un événement par 
une opération peut être conditionnée par une règle d'émission ou 
proposition logique sur le contenu de la base de données 
- une synchronisation représente une pr"é-condition pour l'activation d'une 
opération à partir de plusieurs événements. Un prédicat précise 
21 
• 
comment les événements participent à la synchronisation et certaines 
contraintes portant sur les propriétés temporelles des événements 
participants peuvent être ajoutées. 
Nous retiendrons de ce modèle très proche de celui que nous proposons, 
- la présentation t~ès systématique des modalités de contribution des 
événements au déclenchement des processus. 
Par rapport à ces différentes propositions, notre modèle 
1. privilégie une approche par les traitements, basée sur les concepts 
d'événement et de processus. Cette a1;>proche assure l' autonomie de la 
modélisation du comportement par rapport à la description des données 
tout en attribuant aux processus un rôle intégrateur puisqu' 
- ils sont déclenchés par et causent la survenance des événements (vue 
Processus-Evénements), 
- ils utilisent des données (vue Processus-Données), 
- ils requièrent des ressources (vue Processus-Ressources) 
2. décrit très systématiquement le rôle de l'événement et les modalités de 
déclenchement des processus par les événements ; 
3. prend en compte très explicitement le temps dans la modélisation du 
comportement (délai, calendrier, échéancier .•. ) ; 
4. permet de décrire aussi bien un comportement global, lorsque les 
traitements sont encore fort agrégés, qu'un comporteme_nt détaillé quand 
les traitements ont fait l'objet d'une décomposition plus désagrégée. 
1.2.2. PROCESSUS 
Modélisation 
Un processus représente l'exécution d'une procédure qui 
correspond à un traitement à effectuer dans un système d' information. C'est 
donc une entité dynamique qui apparaît à chaque exécution de la procédure. 
Le nom du processus est un identifiant qui devrait indiquer la 
nature du traitement. La procédure d'un processus est l'ensemble des règles 
à suivre ou des actions à entreprendre pour que le processus accomplisse la 
fonction qui lui est assignée dans le · système d'information. L'exécution 
d'une procédure se traduit généralement par des opérations sur certaines 
informations véhiculées et/ou enregistrées . dans le système d'information • 
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Dans la mesure ' ou l' on a opté pour l' autonomie des spécifications du 
comportement par rapport aux spécifications des données et de leur 
utilisation par les processus, la procédure est vue comme une "boîte noire" 
au niveau du comportement. Seuls ses effets "externes" (cf. survenance 
1.2.4.) seront donc pris en considération. Elle fait cependant l'objet d'une 
description - non formalisée - plus ou moins complète car celle-ci pourrait 
servir dans un éventuel affinement des spécifications par une décomposition 
en sous-processus (cf. 1.6.). 
La date de déclenchement d'un processus est une propriété 
implicite qui précise l' instant où un , . mecamsme de déclenchem.ent a 
provoqué la création du processus (cf. 1.2.5.). La date· de terminaison est 
une autre propriété temporelle qui correspond au moment où le processus a 
accompli toutes les actions prévues dans sa procédure. Entre ces deux 
moments, le processus est en cours d'exécution ; avant son déclenchement, 
il était inexistant et après sa terminaison, il a produit tous ses effets et 
n' a plus aucune incidence sur l'état du système d' information. 
Tout processus appartient à la classe qui regroupe les processus 
de même nature définis par un nom identique et caractérisés par la même 
procédure. A un même moment, plusieurs processus appartenant à la même 
classe, c' est-à-dire exécutant la même procédure peuvent être · en cours 
d'exécution à différents stades d'avancement. 
Exemples 1.1 
Les "enregistrements d'une commande" sont des processus qui 
peuvent être en cours d'exécution dans le système d' information 
associé à une gestion de commandes et opèrent des 
transformations similaires sur l'état du système selon les mêmes 
règles de traitement. 
Les "mises à jour du stock" et les "archivages d'une commande" 
constituent d'autres processus dans le système d' information. 
Spécification 
Une classe de processus 
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est définie par : 
PROCESSUS 
nom 
procédure 
- un nom qui correspond à celui des processus de la classe, 
- une description de la procédure associée. 
Dans le contexte de l'environnement log!ciel adopté, cette spécification est 
rédigée à l'aide des instructions suivantes 
DEF PROCESSUS nom-de-processus 
PROCEDURE 
règles de la procédure exprimées sous forme d'un texte libre 
1.2.3. EVENEMENT 
Modélisation 
Un événement représente un changement cf' état qui survient à un 
moment donné de l'évolution d'un système d'information et qui correspond à 
un stimulus auquel ce système doit réagir. 
Un événement est interne s'il survient à l'occasion d'un traitllment du 
système d'information. Il résulte généralement de la transformation d'une 
information véhiculée et/ou enregistrée dans le système d'information. Un 
événement est externe s'il est provoqué par l'environnement du système 
d' information. Un événement externe est temporel s' il est causé par le seul 
écoulement du temps. 
Le nom d'un événement est un identifiant qui devrait indiquer la 
nature du changement d'état. 
Un attribut cf' événement est une propriété facultative qui précise la nature 
du changement d'état. Un attribut porte un nom et prend 
affecteront la réaction du système d'information à la 
des valeurs qui 
survenance de 
l'événement. Un tel attribut fa it, généralement, référence à une ou 
plusieurs informations véhiculées et/ou enregistrées par le système 
d'information dont les valeurs au momef!t du changement d'état ont une 
incidence sur le comportement du système, d'information. 
La date de survenance d'un événement est une propriété implicite 
qui précise l'instant où le changement d'état est survenu • 
Tout événement appartient à la classe qui regroupe les 
événements de même nature, définis par un nom identique et caractérisés 
par les mêmes attributs. 
Exemple 1.2 
Chaque 
survient 
gestion 
attribut 
"rupture 
système 
"rupture de stock" est un événement - interne - qui 
dans l'évolution d'un système d'information associé à une 
de commandes. Le "n:iontant de la rupture" est un 
dont la valeur a une incidence sur les effets que la 
de stock" peut avoir sur le. comportement dynamique du 
d' information. 
Chaque "arrivée de commande" est un événement - externe - tjui 
est provoqué par l'environnement du système d'information. Le 
"degré d'urgence" est un attribut de l' événement qui correspond 
à une information, associée à la commande reçue, en fonction de 
laquelle se fera la réaction du système d' ~nformation. 
Chaque "fin du jour" constitue un événement - temporel - qui 
survient tous les jours à la même heure. 
Spécification 
Une classe d' événements 
EVENEMENT 
est définie par : 
nom 
attribut(s) 
- un nom qui est celui des événements de la classe 
- les éventuels attributs cl' événements de la classe. Un attribut est défini par 
un nom et l' ensemble des valeurs qu' il peut prendre et en fonction 
desquelles se fait la réaction du système •. 
Dans le contexte de l'environnement logiciel adopté, cette spécification est 
rédigée à l'aide des instructions suivantes : 
DEF EVENEMENT 
ATTRIBUT 
nom-d'événement 
nom-d'attribut 
La classe des événements "arrivée de commande" de l'exemple 
1.2. serait spécifiée comme suit : 
DEF EVENEMENT 
ATTRIBUT 
DEF DOMAINE-DE-VALEURS 
VALEURS 
arrivée-de-commande 
degré-d'urgence 
degré-d' urgence 
normal, bas, haut 
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1.2.4 SURVENANCE 
Modélisation 
Les événements internes portent à la connaissance du sytème 
d'information des changements d'état qui surviennent ou sont causés lors de 
l'exécution des processus. Ils correspondent parmi les transformations 
d'informations véhiculées et/ou enregistrées dans le système d'information à 
celles qui ont une incidence sur son comportement. Une association de 
survenance représente la survenance d' un événement causée par un processus. 
Toute association de survenance appartient ' a la cl~sse des 
survenances qui relient les processus d'une même classe aux événements d'une 
même classe. 
Exemple 1.3 
Les "ruptures de stock" sont des événement s dont la survenance 
est causée par les processus "mises à jour du stock" dans un 
système d'information associé à une gestion de commandes. 
Modalités de survenance 
La survenance d'un événement est toujours , causee par un seul 
processus même si la survenance des événements d'une même classe peut être 
causée par les processus d'une même classe ou de classes différentes. Par 
contre, un processus peut causer la survenance de plusieur~ événements d'une 
même classe ou de classes différentes. Dans ce cas, une classe de survenances 
peut donc faire l'objet d'une contrainte de_ cardinalité, qui précise le nombre 
d'événements dont un même processus cause la survenance. 
De plus, la survenance de certains événements peut ne pas être 
systématiquement causée par un processus. On doit donc pouvoir spécifier dans 
quelle condition un processus cause la survenance de certains événements. Un 
prédicat spécifie alors cette condition de survenance en fonction de la logique 
du problème et donc de la spécification complète du système d' information 
(traitements et données). Pour les mêmes raisons que celles exposées dans la 
présentation de la procédure (cf. 1.2.2.), lln tel prédicat est considéré comme 
une "boîte noire" au niveau du comportement et la spécification ne fait que 
mentionner son existence. Toutefois, dans une optique d'évaluation du 
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comportement une condition de survenance est également caractérisée par une 
propriété qui précise la probabilité que son prédicat soit vérifié. 
Exemple 1.4. 
Chaque processus de "préparation d'une réquisition" cause la 
survenance d'autant d'événements "livraison à effectuer" que le 
nombre de commandes groupées ayant fait l'objet de la 
réquisition. 
Un processus d' "enregistrement de commande" cause la survenance 
d'un événement "commande à traiter" si la "commande est 
valide" ou d'un événement "commande refusée" si la "commande 
est invalide". • 
Spécification 
Une classe de survenances 
PROCESSUS 
est définie par : 
SURVENANCE 
cardinalité 
condition 
EVENEMENT 
- le nom de la classe des processsus qui causent les survenances ; 
- le nom de la classe des événements dont la survenance est causée 
- les modalités (cardinalité et condition) de survenance associées. Si aucune 
modalité n'est 
systématiquement 
être exprimée 
probabilité. 
spécifiée, on 
la survenance 
sous la forme 
suppose que chaque processus cause 
d' uri seul événement. La cardinalité peut 
d'un nombre ou d'une distribution de 
Dans le contexte de l'environnement logiciel adopté, cette spécification est 
rédigée à l'aide d'une des deux formes syntaxiques suivantes : 
a. DEF PROCESSUS nom-de-processus 
CAUSE [cardinalité] nom-d'événement (SI nom-de-condition] 
b. DEF EVENEMENT nom-d'événement 
CAUSE (cardinalité FOIS] PAR nom-de-processus (SI nom-de-condition] 
où une condition de survenance est rédigée de la façon suivante : 
DEF CONDITION 
PREDICAT 
nom-de-condition 
VRAIE-DANS (probabilité) 
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Les classes de survenances de l' exemple 1.4 peuvent être 
spécifiées de la façon suivante 
DEF PROCESSUS 
CAUSE 
DEF PROCESSUS 
CAUSE 
prépara tion-d' une-réquisition 
un-certain-nombre réquisition-à-effectuer 
enregistrement-de-commande 
1 commande-à-traiter SI commande-est-valide, 
1 commande-refusée SI commande-est-invalide 
La spécification des classes de survenar;ces ayant trait à une même classe de 
processus constitue une "post-condition" dynamique de ces processus puisqu'elle 
donne une vue partielle de l'état dans le.quel le système d'information se 
trouve lorsqu'un tel processus se termine. 
1.2.5 DECLENCHEMENT 
Modélisation 
Les événements sont des stimuli auxquels le système d'information 
réagit par le déclenchement de processus. Une association de déclenchement 
représente la contribution d'un événement au déclenchement d'un processus. 
Toute association de déclenchement appartient à la classe des 
déclenchements qui relient les événements - contribuants - d' une même classe 
aux processus - déclenchés - d'une même classe. 
Exemple 1.5. 
Chaque événement "arrivée d'une commande" déclenche un 
processus d' "enregistrement d'une commande". 
Si les commandes du jour sont archivées en fin de journée, un 
processus d' "archivage d'une commande" est déclenché lorsqu'un 
événement "arrivée d'une commande" et un autre "fin du jour" 
sont survenus. 
Modalités de déclenchement 
L'existence d'une association de déclenchement peut être soumise à 
certaines contraintes. Une contrainte est exprimée sous la forme de prédicats 
qui doivent être vérifiés pour que l' événement contribue au déclenchement 
d'un processus. Un prédicat est une expression booléenne dont les opérateurs 
sont les opérateurs booléens (ET, OU, NON) et les opérandes des expressions 
de comparaison. Une expression de compâraison est une expression qui délivre 
une valeur booléenne (VRAI ou FAUX) et dans laquelle les opérateurs sont les 
opérateurs de comparaison ( < , > , - , ~= , >= , < >) et les opérandes des 
caractéristiques des associations de déclenchement. Ces caractéristiques peuvent 
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être 
- les attributs des événements contribuants 
- le délai entre la survenance des événements contribuants et le 
déclenchement des processus déclenchés 
- le nombre maximum de déclenchements auxquels un même événement peut 
contribuer ainsi que le nombre d'événements qui doivent contribuer au 
déclenchement d' un même processus. 
En l'absence de parenthèse, l'évaluation d'une telle expression booléenne se 
fait selon la hiérarchie habituellement convenue NON, ET, OU. 
Les associations d'une même classe sont caractérisées par les mêmes 
prédicats qui traduisent une même modalité de déclenchement. Lorsqu'une 
contrainte porte sur les associations de déclenchement d' ~ne seule classe, le 
prédicat ne fait intervenir que les caractéristiques propres aux associations 
de la classe. Par contre, un prédicat peut faire intervenir les 
caractéristiques des associations de plusieurs classes pour traduire une 
contrainte "jointe" portant sur les associations de différentes classes. 
Exemple 1.6 
Si on a décidé de n'archiver que les commandes signées, un 
événement "arrivée de commande" ne contribue au déclenchement 
d'un processus "archivage d'une commande" que si la valeur de 
l'attribut d'événement "présence signature" est vraie. 
Le délai entre la survenance d'une "arrivée de commande" et le 
déclenchement de l' "archivage de la commande" doit toujours être 
supérieur au délai entre la survenance de la "fin du jour" et le 
déclenchement de l' "archivage de la commande" pour garantir 
qu'il ne s'agit pas d'une "fin du jour" antérieure à )' "arrivée de 
la commande". 
L' "arrivée d'une commande" ne peut contribuer au déclenchement 
que d'un seul "enregistrement" et ·d'un seul "archivage d'une 
commande". Par contre, une même "fin du jour" peut contribuer 
au déclenchement de plusieurs "archivages d'une commande". 
Enfin un "enregistrement d'une commande" est déclenché par une 
seule "arrivée d'une commande" et un "archivage d'une 
commande" est déclenché par une seule "arrivée d'une commande" 
et une seule "fin du jour". 
On peut dégager une typologie de ces modalités de déclenchement 
en fonction du type de caract éristique sur leque l porte la contrainte : 
1. valeur des attributs d'événements contrilï>uant s, 
2. délai de contribution, 
3. nombre de contributions. 
Nous allons expliciter ces trois types de contraintes, en examinant chaque fois 
ce qu'elle signifie, lorsque 
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A. un événement contribue au déclenchement d'un processus, 
B. un événement contribue au déclenchement de plusieurs processus, 
C. plusieurs événements contribuent au déclenchement d'un processus. 
1. Modalités qui portent sur la valeur des attributs cf' événements 
Lorsqu'une contrainte (de déclenchement) porte sur les attributs 
des événements contribuants, e lle peut traduire les comportements suivants : 
A/B : Un événement d'une classe E 1 peut contribuer au déclenchement de 
processus d' une même classe (ou qe différentes classes P 1, P 2, •.. , 
PN) 
ssi 
une expression de comparaison dans laquelle intervient un attribut A 1 
de l'événement est vraie. 
Ce type de contrainte traduit un phénomène de décision (cf. 1.2.6.) 
dans le comportement d'un système d'information. 
Exemple 1.7 
L'événement "arrivée d'une commande" peut contribuer au 
déclenchement d'un processus "enregistrement d'une commande" si 
l'attribut "présence signature" a la valeur vraie ou au contraire 
contribuer au déclenchement d'un processus "refus d'une 
commande" si le même attribut à la valeur fausse. 
C Des événements de différentes classes E 1, E2, ... , EN peuvent contribuer 
au déclenchement d' un même processus d' une classe P 1 
ssi 
une expression de comparaison dans laquelle interviennent des attributs 
A 1, ... , AN de ces événements est vraie. 
Ce type de contrainte permet d' exprimer un phénomène de synchronisation 
(cf. 1.2.6.) dans le comportement d'un système d'information car cette 
contrainte permet de 
classes E 1, ... , EN 
d' un processus de la 
choisir la combinaison autorisée des événements des 
pouvant effectivement contribuer au déclenchement 
classe P 1• 
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-Exemple 1.8 
Un événement "entête de commande vérifiée" et un autre "corps 
de commande vérifié" pour lesquels la valeur de leur attribut "n° 
de commande" est identique contribuent au déclenchement d' un 
processus "traitement d'une commande". 
2. Modalités qui portent sur le délai de contribution 
Lorsqu'une contrainte de décÏenchement porte sur le délai entre la 
survenance des événements contribuants et le- déclenchement des processus, elle 
peut traduire les comportements suivants : 
A. Un événement d'une classe E 1 peut contribuer au déclenchement de 
processus d' une classe P 1 
ssi 
une expression de comparaison dans laquelle intervient le délai entre la 
survenance d' un événement E 1 et le déclenchement d' un processus P 1 est 
vraie. 
Lorsque ce délai doit être inférieur à une certaine durée, il représente une 
période de remanence au-delà de laquelle un événement E 1 ne peut plus 
contribuer au déclenchement d'un processus P 1• 
Un délai nul signifie qu'un événement E2 ne peut contribuer au 
déclenchement d'un processus P 1 qu'au moment de sa survenance. En 
d'autres termes, ses effets doivent être immédiats, comme si le système 
ne mémorisait pas sa survenance. 
Enfin, lorsque le délai doit être supérieur à une. durée donnée, il 
correspond à une période de temporisation entre la survenance d'un 
événement E 1 et son éventuelle co(1tribution au déclenchement d' un 
processus P 1• 
B. Un événement d'une classe E 1 peut contribuer au déclenchement de 
processus de classes P 1, •.• , P N 
ssi 
une expression de comparaison dans laquelle interviennent les délais entre 
la survenance d' un événement E 1 et le déclenchement de processus P 1, ••• , 
P N est vraie. 
Ce type de contrainte permet, prineipalement, de préciser qu'un même 
événement E 1 ne peut plus contribuer· au déclenchement d'un processus Pi 
si il a, préalablement, contribué à celui d' un processus P .• 
J 
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-Exemple 1.9 
Si un événement "aut orisation d' enregistrer" peut contribuer au 
déclenchement d'un "enregistrement" à condition qu' il n'ait pas 
déjà contribué au déclenchement d'un processus de "clôture 
d'autorisation", on signalera que le délai entre la survenance 
d'une "autorisat,ion d'enregistrer" et le déclenchement d'un 
"enregistrement" est inférieur à celui entre la survenance de la 
même "autorisation" et le déclenchement d'une "clôture". 
C. Des événements de différentes classes E 1, ••• , EN peuvent contribuer au 
déclenchement d'un même processus d'une· classe P 1 
ssi 
une expression de comparaison dans 
la survenance des événements E 1, 
processus P 1 est vraie. 
laquelle interviénn~nt les délais entre 
••• , EN et le déclenchement d' un 
Ce type de contrainte permet, principalement, de préciser que certains 
événements doivent être plus récents que d'autres pour pouvoir contribuer 
au déclenchement d' un même processus. 
Exemple 1.10 
Un événement "fin du jour" et un autre "arrivée d'une 
commande" contribuent au déclenchement d'un pro·cessus 
"archivage de la commande" à condition que le délai entre la 
survenance de la "fin du jour" et le déclenchement de 
"l'archivage de la commande" soit inférieur à celui compris entre 
la survenance de l' "arrivée de la commande" et le déclenchement 
du même "archivage ••• ". Cette contrainte garantiJ simplement 
que la "fin du jour" précédent n' a plus aucune influence sur les 
commandes du jour. 
3. Modalités qui portent sur le nombre de contributions 
Un événement n'entraîne, généralement, qu'un nombre limité d'effets 
et un processus n' est déclenché que par un certain nombre d' événements. 
Lorsqu' une contrainte porte sur le nombre de déclenchements auxquels un 
même événement peut contribuer ou sur le nombre d'événements qui doivent 
contribuer au déclenchement d' un processus, elle peut traduire les 
comportements suivants : 
A.l. Une contrainte peut préciser le nombre de déclenchements de processus 
d'une classe P 1 auxquels un même· événement E 1 peut contribuer. Par 
défaut, un événement peut contribuer au déclenchement d' un seul 
processus d'une classe P 1• Puisque cette remarque est valable pour toutes 
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-les classes de déclenchements dans lesquelles intervient cet événement, 
cela permet de prendre en considération des phénomènes de parallélisme 
(cf. 1.2.6.) dans les traitements. 
Exemple 1.11 
L'événement "arrivée d'une commande" contribue au 
déclenchement d'un "enregistrement d'une commande" et d'un 
"archivage de commande" (règle. par défaut) qui peuvent donc 
s'exécuter en parallèle. 
Par contre, un événement "fin du. jour" peut contribuer au 
déclenchement de plusieurs processus "archivage" . 
. 
A.2. Une contrainte peut préciser le nombre d'événements d'une même classe 
E 1 qui doivent contribuer au déclenchement d'un même processus P 1. Par 
défaut, il suffit d'un seul événement . pour chaque classe de 
déclenchements dans laquelle intervient ce processus pour déclencher 
celui-ci. 
Exemple 1.12 
Un evenement "arrivée d'une commande" et un autre "fin du 
jour" contribuent au déclenchement d'un "archivage ... " (règle par 
défaut), mais il faut 10 événements "commande enregistrée" pour 
déclencher un seul "parcours en magasin'1. · 
B. Une contrainte peut préciser le nombre de déclenchements de processus de 
classe P 1 ••• P N auxquels un mêmë événement E 1 peut contribuer. Une 
telle contrainte permet de prendre en considération un comportement 
similaire à celui d'un réseau de Petri où un jeton ne peut contribuer à 
. 
l'activation d'une seule transition parmi celles qui peuvent l'être par les 
jetons d'une même place. Il faut, cependant, faire remarquer que, sans 
autre contrainte ou règle, ce type de contrainte peut entraîner un conflit 
ou comportement indéterminé puisqu' en cas de survenance d' un tel 
événement, le choix du t ype de processus à déclencher serait indéterminé. 
Exemple 1.13 
Le comportement du système d'information est indéterminé si une 
contrainte précise qu'un événel'l)ent "opération à effectuer" 
déclenche exclusivement un processus "traitement 111 ou 
"traitement 2". 
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-C. Une contrainte peut indiquer le nombre d'événements de classes différentes 
E 1, ••• , EN qui doivent contribuer au déclenchement d'un même processus 
p 1. 
Exemple 1.14 
Il faut 10 evenements "arrivée d'une commande (du jour)" OU 
"sélection d'une commande (différée)" pour déclencher un seul 
processus "parcours en magasin". . 
Comme il l'a été précisé plus haut, ces différentes expressions de comparaison 
peuvent intervenir dans les expressions booléennes plus complexes tradu_isant les 
modalités de déclenchement d'une même classe. 
Exemple 1.15 
Il faut 10 événements "commande enregistrée" OU un événement 
"fin du jour" ET entre 1 et 10 événements "commande 
enregistrée" pour déclencher un seul processus "parcours en 
magasin". 
Spécification 
Une classe de déclenchements 
EVENEMENT 
est définie par 
DECLENCHEMENT 
condition 
PROCESSUS 
le nom de la classe d' événements qui contribuent aux déclenchements 
le nom de la classe des processus qui sont déclenchés 
- les modalités (condition) de déclenchement associées. Si aucune modalité 
n'est spécifiée, on suppose que 
- chaque événement contribue au déclenchement d'un seul processus 
- un processus est déclenché par la survenance d'un seul événement. 
Dans le contexte de l'environnement logiciel adopté, cette spécification est 
rédigée à l'aide d'une des deux formes syntaxiques suivantes : 
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-a. DEF PROCESSUS 
DECLENCHE PAR 
b. DEF EVENEMENT 
DECLENCHE 
nom-de-processus 
nom-d'événement (QUAND nom-de-condition] 
nom-d'événement 
nom-de-processus (QUAND nom-de-condition] 
où une conditon de déclenchement est rédigée de la façon suivante 
DEF CONDITION 
PREDICAT : 
nom-de-condition 
description du prédicat dans lequel les opérandes des expressions de 
comparaison peuvent être 
1. nom-d' attribut DE nom-d' événeme(lt 
2. DELAI ENTRE nom-d'événement ET nom-de-processus 
3.a NOMBRE DE nom-d'événement • DECLENCHANT LE MEME. 
nom-de-processus 
3.b NOMBRE DE nom-de-processus DECLENCHE PAR LE MEME 
nom-d' événement 
Les classes de déclenchements de l' exemple I.6. peuvent donc 
être spécifiées de la façon suivante 
DEF PROCESSUS 
DECLENCHE PAR 
DEF PROCESSUS 
DECLENCHE PAR 
enregistrement-de-commande 
arrivée-de-commande 
archivage-de-commande 
archivage-de-commande, fin-du-jour QUAND 
archivage-possible 
DEF CONDITION archivage-possible 
PREDICAT : 
présence-signature DE arrivée-de-commande = VRAI ET 
DELAI ENTRE arrivée-de-commande ET archivage-de-
commande >= 
DELAI ENTRE fin-du-jour ET archivage-de-commande ET 
NOMBRE DE archivage-de-c_ommande DECLENCHE PAR LE 
MEME fin-du-jour >= 0 
La spécification des classes de déclenchements ayant trait à une même classe 
de processus constitue une "pré-condition" âynamique au déclenchement de ces 
processus puisqu'elle traduit l'état dans lequel le système d'information doit se 
trouver pour qu' un tel processus commence son exécution. 
1.2.6. RELATION D'ORDRE CHRONOLOGIQUE 
Les associations de déclenchement et de survenance définissent une 
relation cf' ordre chronologique partiel entre les événements et les processus. 
Une association de déclenchement exprim~ que la survenance d'un événement 
est suivie dans le temps du déclenchement d' un processus tandis qu' une 
association de survenance indique que le déclenchement d'un processus est suivi 
dans le temps de la survenance d'un événement. 
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-Cette relation d'ordre chronologique est non réflexive puisqu'un 
événement ou un processus ne peut être son propre prédécesseur et, de la 
même façon, elle est non symétrique puisque si un événement ou un 
processus précède un autre, il ne peut donc lui succéder. Toutefois, cette 
dernière observation n'empêche nullement qu'un événement ou un processus 
précède un autre de la même classe traduisant ainsi l'existence d'un circuit. 
Par contre, cette relation est transitive puisqu'un événement ou un 
processus qui précède un autre, lui-même prédecesseurs d'un troisième, est 
également un prédécesseur du troisième. 
Par récurrence, un événement ou un processus précède un. autre 
lorsqu' il existe une succession d' événements et de processus · qui, en fonction 
des déclenchements et des survenances, relient le premier et le second. 
Enfin, cette relation est partielle car aucun ordre . ne peut être déduit entre 
les événements dont la survenance est causée par le même processus ou 
entre les processus qui sont déclenchés par un même événement. 
Situations conventionnelles 
La spécification du comportement dynamique fonctionnel peut 
mettre en évidence les situations conventionnelles suivantes 
a. SEQUENCE lorsque chaque événement ou processus d'une classe précède 
systématiquement un événement ou un processus d' une autre classe ; 
b. DECISION lorsque 
- une condition de déclenchement porte sur la valeur de certains 
attributs d'événements contribuant au déclenchement d'un processus, 
- une condition de survenance complète la spécification d'une classe de 
survenances. 
c. PARALLELISME lorsque 
- un événement contribue au déclenchement de plusieurs processus d' une 
même classe ou de classes différentes, 
- un processus cause la survenance de plusieurs événements d' une même 
classe (cardinalité) ou de classes différentes ; 
d. SYNCHRONISATION lorsque plusieurs éyénements d'une même classe (= 
ACCUMULATION) ou de classes différentes contribuent au déclenchement 
d' un même processus 
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-e. CIRCUIT lorsqu'un événement ou un processus précède un autre de la 
même classe. Ce circuit est infini lorsqu'aucun phénomène de décision 
n'intervient dans la succession des déclenchements et des survenances qui 
relient les deux éléments ; 
f. INDETERMINISME lorsque différents processus sont candidats au 
déclenchement par la survenance d'un événement qui ne peut, selon ses 
modalités de déclenchement, contribuer qu'à un seul déclenchement. 
1.3. MODELISATION ET SPECIFICATION DES MOYENS REQUIS 
Cette partie du modèle sert à caractériser les processeu'rs qui 
exécutent les processus. La spécification du comportement fonctionnel est, 
en effet et par définition, indépendant des moyens nécessaires à sa mise en 
oeuvre. Il importe, cependant, d'estimer si une solution conceptuelle est 
faisable, compte tenu des moyens humains, techniques, financiers et 
organisationnels dont dispose l'organisation. Dans la mesure où elles risquent 
d'avoir une influence sur le comportement du système d'information décrit, 
les ressources requises par les processus seront donc spécifiées (cf. 
préambule). 
La figure suivante illustre les interactions entre les deux concepts 
. 
de base du modèle proposé pour prendre en compte les moyens requis dans 
la spécification du comportement d' un système d'information : 
I \ 
PROCESSUS---- requiert ----RESSOURCE requiert \ ___ ! 
Sachant que ce modèle est principalement dest iné à décrire le comportement 
des systèmes d'information administratifs et de gestion, les ressources 
modélisées seront, surtout, celles de l'organisation dans laquelle s'insère le 
système d'information construit. Cette constatation et le fait qu'il s'agit 
d'un modèle couvrant l'étude d'opportunité et l'analyse fonctionnelle d'un 
projet justifient l'approche globale et 2.grégée qui a été adoptée. Cette 
. 
approche est caractérisée par les. hypothèses suivantes 
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-- un processus est con~idéré comme une "boîte noire" et seule sa durée 
d' exécution estimée importe 
- une ressource est seulement caractérisée par une capacité maximale 
disponible et des périodes de disponibilité ; 
la réquisition d'une ressource par un processus est exprimée sous la forme 
de fonction linéaire de la durée d'exécution du processus et caractérisée 
par un taux de réquisition. 
Après avoir proposé une vue synthétique des approches "ressource-processus" 
que l'on retrouve dans la littérature, cette section présentera le concept de 
. 
ressource et ses interactions de réquisition. avec les processus pour prendre 
en compte les moyens requis dans le comportement d' un système 
d'information. Cette section se terminera par une présentation récapitulative 
de l'évolution temporelle des processus compte tenu de la disponibilité des 
moyens qu' ils requièrent. 
1.3.1. Le concept de RESSOURCE dans la littérature 
Dans le contexte de la modélisation des systèmes d'information, 
la prise en compte des moyens requis, c'est-à-dire l'utilisation de ressources 
physiques par les traitements, est généralement faite dans une optique 
d'évaluation - par simulation notamment - d'une solution détaillée et rares 
sont les modèles qui les intègrent dès la conception. 
Les modèles qui suivent constituent l'exception, en particulier le modèle de 
(DUFOURD, 1980] qui aborde le problème dans le cadre de maquettes 
programmées de systèmes d'information. 
Ainsi dans ce dernier modèle "une maquette de système d'information peut 
être définie comme un sytème complètement formalisé de processus 
coopérants par l' intermédiaire de structures de données partageables et 
concurrents pour l'obtention de ressources physiques. On distingue 
les ressources actives qui sont celles qui modélisent les agents d'exécution 
de tout ou partie des processus 
les ressources passives qui représentent des moyens auxiliaires, 
consommables ou réutilisables, dont ont besoin les processus pour pouvoir 
se dérouler. 
les ressources d'un système d' ipformation ne sont pas toujours 
disponibles pour lui : on fixe, alors, dans. un calendrier les périodes pendant 
lesquelles une ressource peut être délivrée à un processus". 
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-De façon assez semblable dans (BOYDSTON, 1983] et (SPEWAK, 
1981], un modèle qui prend en compte la description des ressources 
physiques et leur utilisation par les traitements est proposé. Ils distinguent, 
également, les ressources actives - ou processeurs - et les ressources 
passives utilisées par le~ processeurs qui exécutent les processus. Par contre, 
la notion de calendrier de disponibilité n'est pas explicitement présente. 
Nous retiendrons, principalement de ces· modèles, et en particulier de celui 
de (DUFOURD, 1980] 
la prise en 
d'information, 
compte explicite, dès• la 
des ressources physiques et 
conception d' un système 
de leur· utilisation par les 
traitements comme une composant e à part entière de la spécification du 
comportement d'un système d'information 
la notion de calendrier de disponibilité qui fixe les périodes de temps 
pendant lesquelles une ressource est disponible pour les traitements. 
Par contre, notre modèle se distingue par une prise en compte 
plus agrégée des ressources physiques et de leur utilisation par les 
traitements en veillant à ne pas rentrer dans le détail fin des mécanismes 
d'allocation, de libération et d'ordonnancement. 
Notre modèle se caractérise, en effet, par une approche dans laquelle 
l'élément central et intégrateur est le processus. Cela suppose que 
l'acquisition et la libération des ressources requises ne se font qu'au niveau 
d' un processus et qu' il n' a donc pas · été prévu de pouvoir réserver une 
portion de ressource pour l' exécution "enchaînée" de plusieurs processus. 
Toute ressource requise par un processus est c onsidérée comme devant être 
acquise en début d' exécution et libérée au terme de celle-ci. 
Cette approche a été choisie pour conserver notre hypothèse qu' un processus 
est, à ce niveau de spécification, 
- une entité indépendante (des autres processus) 
- une "boîte noire" dont on ne précise que le comportement externe - via 
les événements - en ignorant le contenu de sa procédure. 
L'avantage principal procuré par cette modélisation fort agrégée réside dans 
le fait que ce modèle peut être utilisé très tôt dans le cycle de vie d'un 
projet (étude d'opportunité) et permettre une première évaluation (cf. 
chapitre 2 et 3) du comportement spécifié.. 
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-1.3.2. RESSOURCE 
Modélisation 
Une ressource représente un certain volume de moyens physiques 
identiques dont 
- l'organisation doit disposer, 
- une partie peut être requise par un traitement pour pouvoir s'exécuter, 
- l'indisponibilité totale ou partielle peut entraîner le blocage temporaire 
d'un traitement qui la requiert. 
. 
Seules sont, en effet, prises en considér.ation les ressources qui risquent 
d'avoir une influence sur le comportement du système d'information· décrit 
soit parce que leur volume disponible est limité, soit parce qu'elles ne sont 
disponibles qu' à certains moments. 
Les moyens physiques représentés par une ressource peuvent soit être 
utilisés par certains traitements et remis à la disposition du système après 
leur utilisation, soit être consommés par les traitements et non restitués par 
ceux-ci au terme de leur exécution. 
Toute ressource est définie par un nom identifiant qui correspond 
à une unité de ressource réutilisable dans le premier cas, à une unité de 
ressource consommable dans le second. 
La capacité disponible d'une ressource est une propriété qui indique la 
quantité de ressource effectivement disponible pour les traitements à un 
moment donné. 
Le calendrier de disponibilité d'une ressource est une pr?priété qui fixe, 
pour chaque période pendant laquelle la ressource est disponible, la capacité 
ou volume maximal que peuvent se partager les processus qui la requièrent. 
Une période de disponibilité est exprimée sous la forme d'intervalles de 
temps qui se reproduisent périodiquement dans une période plus large. Ces 
intervalles de temps sont exprimés en unités temporelles qui font référence 
à une décomposition convenue du temps. Le calendrier de disponibilité 
constitue une contrainte (de disponibilité) qui porte sur la capacité disponible 
en fixant la valeur maximum qu'elle peut prendre dans la période 
considérée. 
Exemple 1.16 
Un service dont le nombre d'employés et les horaires de travail 
risquent d'être critiques peut être représenté par une ressource 
(réutilisable) : 
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"employé service" dont la capacité est de 
4 (employés service) disponibles de 9 à 12 heures le lundi, 
6 (employés service) disponibles de 9 à 16 heures du mardi au 
vendredi. 
Un ordinateur dont les pe rformances sont fort dégradées au-delà 
d'un nombre connu d'utilisateurs simultanés peut-être représenté 
par une ressource (réutilisable) : 
"point d'entrée CPU" dont la capacité est de 
10 (points d'entrée CPU) disponibles 24 heures sur 24. 
Une mémoire centrale dont la taille réduite risque d'être critique 
peut être représentée par une ressource (réutilisable ) : 
"K-octets mémoire" dont la capacité est de 
1024 (K-octets mémoire) disponib\es 24 heures sur 24. 
Un réseau dont le taux de transfert est exprimé e n nombre "de 
bits transférés par seconde peut être représenté par une 
ressource (consommable) : 
"M-bits transférés par seconde" dont la capacité est de 
1.2 (M-bits transférés par seconde) disponibles 24 heures sur 
24. 
Spécification 
Une ressource 
RESSOURCE 
disponiblité 
est définie par 
- un nom ; 
- un calendrier de disponibilité qui précise la capacité disponible par période 
de temps. Si aucune période n' est spécifiée, on suppose que la capacité 
spécifiée est toujours disponible pour les processus requérants (cf. 1.3.3.). 
Dans le contexte de l'environnement logiciel adopté, cette spécification est 
rédigée à l'aide des instructions suivantes 
DEF RESSOURCE nom-de-ressource 
CAPACITE valeur (DISPONIBLE PENDANT période] 
où une période de disponibilité est spécifiée de la façon suivante 
DEF PERIODE nQm-de-période 
DE constante-horaire A constante-horaire DANS nom-de-période 
La ressource "employé service" de l'exemple 1.16 peut donc être 
spécifiée comme suit : 
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DEF RESSOURCE employé-service 
CAPACITE 4 DISPONIBLE PENDANT lundi-matin 
6 DISPONIBLE PENDANT mardi-au-vendredi 
DEF PERIODE lundi-matin 
DE 9H A 12H DANS lundi 
DEF PERIODE lundi 
DE OH A 24H DANS semaine 
( ... ) 
1.3.3. REQUETE 
Présentation générale 
Qu'elles soient réutilisables ou • consommables, les ressour.ces sont 
considérées de la même manière par les traitements : urre certaine quantité de 
ressource peut être requise, acquise et libérée par un processus pour pouvoir 
s' exécuter. 
Une requête représente l'utilisation d'une partie de ressource - par 
un processus - pendant une certaine durée. Une requête est caractérisée par 
des propriétés qui précisent la quantité de ressource requise et situent 
l'évolution de la requête dans le temps. 
La durée de réquisition indique · la période pendant laquelle la portion de 
ressource est requise. Elle correspond, normalement, à la durée d' exééution du 
processus requérant. Cette durée d'exécution est une estimatior-1 du temps 
requis par le processus pour exécuter les règles de sa procédure. 
Un processus peut, cependant, être ou non interruptible. Lorsqu'un processus 
est non interruptible, cela signifie que •la durée de réquisition de ses requêtes 
correspond exactement à sa durée d' exécution car, une· fois acquises, les 
ressources ne peuvent être libérées qu' au terme normal de son exécution. Par 
contre, un processus interruptible signifie ·que la durée de réquisition de ses 
requêtes peut être inférieure à sa durée d'exécution car les ressources peuvent 
éventuellement être libérées avant la fin normale de son exécution. Une 
requête et donc un processus peut être interrompu 
- soit parce que la 
prioritaire (cf. règle 
- soit parce que la 
ressource est requise par un autre processus plus 
de priorité 1.3.4), par un mécanisme de préemption, 
ressource devient indisponible pour toute utilisation en 
fonction de son calendrier de disponibilité. Cette indisponibilité résulte alors 
d'une diminution de sa capacité maxirpale disponible - qui devient même, 
éventuellement, nulle - pour une période donnée • 
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Dans le cas d' une interruption, puisque le processus n' est pas 
terminé et reste concurrent pour l'obtention des ressources qu'il utilisait, 
tout se passe comme si de nouvelles requêtes étaient initialisées avec les 
mêmes propriétés que les requêtes initiales, mais avec une durée de 
réquisition ajustée pour tenir compte du temps pendant lequel le processus a 
déjà été en activité. 
Le taux de réquisition détermine la quantité de ressource requise par le 
processus. Ce taux de réquisition a pour base la durée d' exécution du 
processus requérant. Cela signifie que la ressource est requise par le 
processus pendant toute la durée d' exécution · du processus. 
La spécification de la durée d'exécution d'.un processus et du 
taux de réquisition de ses requêtes 
pouvoir disposer de quantités de 
réquisition, l'exécution du processus 
spécifiée du processus. 
revient à considérer qu'à condition de 
ressources .équivalentes aux taux de 
correspond à la durée d' exécution 
Les dates de réquisition, d' acquisition et de libération précisent 
respectivement les instants où la requête a été créée, la portion de 
ressource a été acquise par le processus, la portion de ressource acquise a 
été libérée par le processus. Entre la date de réquisition et celle 
d'acquisition, la requête et donc le processus sont en attente, tandis que 
pendant la durée de réquisition, entre la date d'acquisition et celle de 
libération, la quantité de ressource requise est à la disposition du processus 
qui est en activité. 
On distingue, toutefois, 4 façons de représenter une requête selon 
que la réquisition est faite directement ou· non par le processus et dans les 
deux cas selon qu' une même portion de ressource requise est partagée ou 
non par plusieurs processus. 
1.3.3.1. Réquisition directe 
Modélisation 
Une association de réquisition directe représente la réquisition, 
l'acquisition et la libération d'une portion de ressource directement par un 
processus. Cela signifie qu' un processus requiert pour son seul usage la 
quantité de ressource correspondant au taux de réquisition . 
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Toute assocation de réquisition directe appartient à la classe des 
réquisitions directes qui relient les processus d'une même classe à une 
même ressource et sont caractérisées par un même taux de réquisition. 
Exemple 1.17 
Un processus d' "enregistrement de commande" dure en moyenne 
10 minutes à condition de pouvoir disposer (pendant ces 10 
minutes) 
d' 1 "employé service", 
d' 1 "point d' entrée CPU", 
de 64 "K-octets mémoire", 
et de 0.01 "M-bits transférés par seconde". (représentant le 
transfert de 6 millions de bits : 6 millions en 10 minutes 
correspondent à 10.000 bits en une seconde). 
Spécification 
Une classe de réquisitions directes 
PROCESSUS 
durée 
interruptibili té 
est définie par 
REQUISITION 
- le nom de la classe des processus requérants 
le nom de la ressource requise ; 
RESSOURCE 
- le taux de réquisition. Si ce taux n'est pas spécifié, on suppose que chaque 
processus requiert une unité de la ressource. Le taux peut être exprimé sous 
la forme d'un nombre ou d'une distribution de probabilité. 
Cette spécification suppose cependant que la durée d'exécution et le 
caratère interruptible ou non des processus requérants aient été spécifiés. En 
l'absence d'une spécification contraire, on suppose que les processus sont NON 
interruptibles. La durée d' exécution peut également être exprimée sous la 
forme d'un nombre ou d'une distribution de probabilité. 
Dans le contexte de l'environnement logiciel adopté, les 
spécifications qui caractérisent une classe de processus sont rédigées à l'aide 
des instructions suivantes : 
DEF PROCESSUS 
ACTIF PENDANT 
INTERRUPTION 
nom-de-processus 
durée 
{AUTORISEE !INTERDITE} . 
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Une classe de réquisitions directes peut être spécifiée à l'aide d'une des deux 
formes syntaxiques équivalentes suivantes 
a. DEF PROCESSUS 
REQUIERT 
b. DEF RESSOÙRCE 
REQUISE PAR 
Les instructions suivantes 
l'exemple 1.17 : 
DEF PROCESSUS 
ACTIF PENDANT 
REQUIERT 
nom-de-processus 
taux nom-de-ressource 
nom-de-ressource 
nom-de-processus AU TAUX DE taux 
spécifient les classes de réquisitions de 
enregistrèment-de-commande 
10 min. 
1 employé-service, 
1 point-d' entrée-CPU, 
64 K-octets-mémoire, 
0.01 M-bits-transférés-par-secondes 
1.3.3.2. Réquisition directe partagée 
Modélisation 
Une association de réquisition directe partagée représente la requête 
d' une portion commune de ressource utilisée par tous les processus - en cours 
d' exécution - d' une même classe. 
Contrairement à une réquisition directe où chaque processus en cours 
d'exécution doit disposer d'une portion différente de la ressource, dans le cas 
d'une réquisition partagée, tous les processus d'une même classe en cours 
d'exécution au même moment partage·nt la même portion de la ressource 
(requête non additive). 
Toute réquisition ne donne donc plus systématiquement lieu à une acquisition 
et à une libération puisque l'acquisition ou 
0
la libération effective de la portion 
de ressource requise est nécessaire, uniquement, s'il n'existe aucun autre 
processus de la même classe en cours d' exécution. 
Toute association de réquisition directe partagée appartient à la 
classe des réquisitions directes partagées qui relient les processus d'une même 
classe ' a une même ressource et sont caractérisées par un même taux de 
réquisition. 
Exemple 1.18 
En plus des 64 "K-octets" que requiert chaque "enregistrement de 
commande" tous les "enregistrements de commande" qui 
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s'exécutent simultanément se partagent (une zone commune de) 
128 "K-octets mémoire" (correspondant, par exemple, à la partie 
de mémoire occupée par un code réentrant). 
Spécification 
Les spécifications d'une classe de réquisitions directes partagées sont 
rédigées de manière identique à celles d'une classe de réquisitions directes (cf. 
1.3.3.1.). Seuls les mots REQUIERT et· REQUIS PAR ont respectivement été 
substitués par PARTAGE et PARTAGE PAR. Toutefois, le taux de réquisition 
doit toujours être exprimé sous la forme d\un nombre. 
La classe de réquisitions directes partagées de l'exemple 1.18 
peut donc être specifiée comme suit : 
DEF PROCESSUS 
PARTAGE 
1.3.3.3. Réquisition auxiliaire 
Modélisation 
enregistrement-de-commande 
128 K-octets-mémoire 
Une association de réquisition auxiliaire représente la requê.te d'une 
portion de ressource - dite auxiliaire - à l'occasion d'une requête portant sur 
une ressource - dite principale, c'est-à-dire lorsque celle-ci est elle-même 
requise (directement ou non) par un processus. 
Les valeurs des propriétés d'une requête auxiliaire sont, principalement, 
dérivées de celles prises par les propriétés de la requête pr}ncipale. 
La date de réquisition et la durée de réquisition correspondent à celles de la 
requête principale. 
Par contre, le taux de réquisition fixe la quantité de ressource auxiliaire 
qu' UNE unité de ressource principale requiert. En d'autres termes, la quantité 
de ressource auxiliaire requise est proportionnelle à la quantité de ressource 
principale requise. 
Toute association de réquisition auxiliaire appartient à la classe des 
réquisitions auxiliaires qui relient une ressource à une autre et sont 
caractérisées par un même taux de réquisition. 
Exemple 1.19 
Chaque "employé service", lorqu' il. est requis par un traitement, 
doit disposer d'un "terminal de pool" (tant que l' emplpyé est 
occupé) • 
46 
Spécification 
Une classe de réquisitions auxiliaires 
RESSOURCE 
est définie par 
REQUISITION AUXILIAIRE 
Taux 
- le nom d'une ressource - dite principale 
- le nom d'une autre ressource - dite auxiliaire 
. 
- un taux de réquisition. Si ce taux n'est pas spécifié, on suppo5e qu'une 
unité de ressource principale requiert une unité de ressource auxiliaire. Ce 
taux peut être exprimé sous la forme d'un nombre ou d'une distribution de 
probabilité. 
Dans le contexte de l'environnement logiciel adopté, cette spécification est 
rédigée à l'aide d'une des deux formes syntaxiques - équivalentes - suivantes : 
a. DEF RESSOURCE 
REQUIERT 
b. DEF RESSOURCE 
REQUISE PAR 
nom-de-ressource 
taux nom-de-ressource 
nom-de-ressource 
nom-de-ressource AU TAUX DE ·taux 
La classe de réquisitions auxiliaires de l'exemple 1. 19 peut être 
spécifiée comme suit 
DEF RESSOURCE 
REQUIERT 
employé-service 
1 terminal-du-pool 
1.3.3.4. Réquisition auxiliaire partagée 
Modélisation 
Une association de réquisition auxiliaire partagée représente la 
requête d'une portion de ressource - dite auxiliaire - dès qu'une ressource -
dite principale - fait l'objet d'une ou plusieurs requêtes. 
Contrairement à une réquisition auxiliaire, dans le cas d'une réquisition 
auxiliaire partagée, la quantité requise de la ressource auxiliaire est non 
proportionnelle à la quantité requise de lét ressource principale. 
Mais de la même façon qu'une réquisition directe partagée, une réquisition 
auxiliaire partagée ne donne plus systématiquement lieu à une acquisition et 
une libération. L'acquisition ou la libération de la portion de ressource requise 
a lieu uniquement si la ressource principale n'est pas déjà requise par ailleurs. 
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Toute association de réquisition auxiliaire partagée appartient à la classe des 
réquisitions auxiliaires part agées qui relient une ressource à une autre et sont 
caractérisées par un même taux de réquisition. 
Exemple 1.20 
Dès qu'un "employé service" 
(11 attention d') 1 "superviseur 
nombre d'employés occupés). 
est requis, 
service" 
le service requiert 
(indépendamment du 
consul ta tien 
devient non 
ou PMM y 
Si un fichier F 1 peut être accédé . simultanément en 
par plusieurs processus PC 1, PC2, .:. ou PCM mais 
partageable dès qu'un seul proces~us PM ! , PM2 
accède pour le modifier, on représentera cette 
façon suivante : 
situation de· la 
La ressource "fichier F l ", 
dont la capacité est 1 
requiert 1000 "pages disque" par exemple, 
est requise par PMl, PM2 ••• ou PMM 
et est partagée par la ressource "consultations fichier F 1" et 
la ressource "consultations fichier F 1" 
est requise par PC 1, PC2 ••• PCM et 
partage donc le "fichier F 1 ". 
Spécification 
Les spécifications d'une classe de réquisitions auxiliaires partagées 
sont rédigées de manière identique à celles d'une classe de réquisitions 
auxiliaires (cf. 1.3.3.3.). Seuls les mots REQUIERT et REQUIS PAR ont 
respectivement été substitués par PARTAGE et PARTAGE PAR. Toutefois, le 
taux de réquisition doit toujours être exprimé sous la forme" d'une constante. 
Le partage du "superviseur service" de l'exemple 1.20 peut ainsi 
être spécifié comme suit : · 
DEF RESSOURCE employé-service 
PART AGE 1 superviseur-service 
1.3.4. REGLES DE PRIORITE 
Modélisation 
Lorsqu'une ressource est temporairement indisponible et ne peut 
servir simultanément toutes les requêtes,. des règles d'ordonnancement (ou de 
gestion de file d'attente) permettent de . choisir parmi les requêtes celles qui 
doivent être servies avant d'autres. 
Ces règles traduisent des phénomènes de priorité entre les requêtes visant soit 
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à privilégier systématiquement certaines requêt es par rapport à d'autres pour 
des raisons fonctionnelles, soit à assurer une optimisation dans l'utilisation des 
ressources. 
Dans la mesure où ce modèle a pour objectif la représentation au 
stade de la conception (cf. préambule) du comportement d'un système 
d'information, il n'intègre pas la représentation des mécanismes 
d'ordonnancement et de gestion des files d'at t ente ayant pour but d'optimiser 
l'utilisation des ressources. Ces règles et stratégies d'ordonnancement seront 
spécifiées et mises en oeuvre dans les ·étapes de réalisation du système 
d'information. 
Par contre, certaines règles de priorité fonctionnelle péuvent être mentionnées 
en signalant que les processus d' une classe P 1 sont plus prioritaires que ceux 
d'une classe P2. Ces règles constituent, alors, d~s contraintes à respecter lors 
du choix des règles d'ordonnancement et de gestion des files d'attente. 
Ces règles de priorité peuvent cependant avoir des effets différents 
selon que les processus moins prioritaires sont interruptibles ou non (cf. 
1.3.3.1.). En effet, si le processus moins prioritaire 
a. n' est pas interruptible : 
la règle ne s'applique alors qu'aux processus en attente. Dans ce cas, un 
processus - même moins prioritaire - qui est en activité ne peut pas être 
interrompu par un processus plus prioritaire. En d'autres termes, un 
processus qui démarre - parce que les ressources requises étaient disponibles 
- se termine après sa durée estimée d' exécution 
b. est interruptible (mécanisme de préemption) : 
la règle s'applique a lors aux processus en attente et en activité. Cela 
signifie qu'un processus en activité peut alors être interrompu par un 
processus plus prioritaire qui requiert avec préemption - une ressource 
utilisée par le processus moins prioritaire. 
Exemple 1.21 
Les processus d' "enregistrement de commandes différées" sont 
plus prioritaires que les processus d' "enregistrement des 
commandes du jour". 
Lorsqu'un processus d' "enregistrement d'une commande différée" 
est déclenché et requiert une ressource non disponible car utilisée 
par un ou plusieurs processus d' "enregistrement de commandes du 
jour" : 
a. si les processus d' "enregistreme.nt de commandes du jour" sont 
NON interruptibles, alors cette règle de priorité ne s'.applique 
qu'aux processus "enregistrement de commandes du jour" en 
attente ; 
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b. par contre, s'ils sont interruptibles, alors le processus 
"enregistrement d'une commande différée" pourra interrompre 
l'exécution d'un "enregistrement d'une commande du jour" pour 
pouvoir disposer de ses ressources. 
Spécification 
Une règle de priorité 
[ PROCESSUS l 
1 
{PRIORITE) 
1 
est définie par 
- le nom d'une classe de processus PLUS prioritaires 
- le nom d'une classe de processus MOINS prioritaires. 
Dans le langage associé, cette spécification peut être rédigée à l'aide d'une 
des deux formes syntaxiques - équivalentes - suivantes : 
a. DEF PROCESSUS nom-de-processus 
MOINS PRIORITAIRE QUE nom-de-processus 
b. DEF PROCESSUS nom-de-processus 
PLUS PRIORITAIRE QUE nom-de-processus 
La règle de l'exemple 1.21 peut donc être rédigée de la manière 
suivante : 
DEF PROCESSUS enregistrement-de-commandes-du-jour 
MOINS PRIORITAIRE QUE enregistrement-de-commandes-
différées 
1.3.5. EVOLUTION TEMPORELLE DES PROCESSUS ET DES REQUETES 
Le modèle adopté suppose un comportement convenu des processus 
en fonction des ressources qu' ils requièrent. 
Le schéma suivant illustre 
- le comportement convenu d'un processus qui peut disposer de la totalité des 
ressources requises pendant toute sa durée d'exécution ; 
l'évolution parallèle des requêtes associées à ce processus. 
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Processus P 1 
Requêtes R. du 
1 
processus P 1 : 
déclenchement 
• 
: en attente 
• 
• 
• , , 
• 
• 
réquisition 
Déclenchement et réquisition 
démarrage terminaison 
en activité temps 
utilisation temps 
acquisition libération 
Un nouveau processus est déclenché (= créé) par la survenance d' un 
ou plusieurs événements. La date de déclenchement correspond à ce moment. 
Au même moment, les requêtes du processus sont créées (= réquisition) et la 
date de réquisition est donc identique à la date de déclenchement du processus 
requérant. 
Démarrage et acquisition 
Le démarrage du processus, c' est-à-dire le début de son e?'écution, 
a lieu lorsque le processus peut disposer des ressources qu' il requiert. La date 
de démarrage est une propriété temporelle du processus qui loc~lise dans le 
temps ce démarrage. Elle correspond également à la date d'acquisition de 
chaque requête associée au processus. 
Entre la date de déclenchement et celle de démarrage, !e processus est en 
attente - pour cause d'indisponibilité temporaire de certaines ressources 
requises. Cette attente est identique à celle des requêtes du processus entre 
leurs dates de réquisition et d'acquisition. 
Terminaison et libération 
Après une durée - estimée - d' exécution, qui correspond au temps 
requis pour exécuter les règles de sa procédure, le processus se termine. La 
date de terminaison correspond à cette fin d' exécution et est identique à la 
date de libération des requêtes associées au processus. 
Entre la date de démarrage et celle tie terminaison, le processus est en 
activité et de façon analogue les dates d'acquisition et de libération des 
requêtes du processus déterminent la période pendant laquelle les portions de 
ressources requises sont utilisées et donc !ndisponibles pour d' autres processus . 
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-Après la date de terminaison, le processus a libéré toutes les ressources 
qu'il avait requises et n'a plus aucun effet immédiat sur le système si ce 
n'est indirectement via les événements dont il a causé la survenance en 
cours d' exécution. 
Le schéma suivant illustre par contre 
le comportement convenu d'un processus qui a été interrompu parce que 
certaines des ressources qu'il utilisait ont été requises avec 
préemption - par un autre processus plus prioritaire ou sont devenues 
indisponibles en fonction de leur calendrier de disponibilité ; 
• 
l'évolution parallèle des requêtes associées à ce processus interrompll. 
Processus P 1 : 
Déclenchement Démarrage Interruption Redémarrage Terminaison 
en attente en activité en attente 
(interrompu) 
en activité 
utilisation 
Requêtes R. du processus P l 
l 
Réquisition Acquisition Libération 
Réquisition 
Interruption et libération/réquisition 
utilisation 
Acquisition Libération 
Un processus est interrompu parce que certaines des ressources 
qu'il utilisait ont été requises - avec préemption - par un processus plus 
prioritaire. Il peut également être interrompu parce que certaines des 
ressources qu'il utilisait sont devenues indisponibles pour toute utilisation en 
fonction de leur calendrier. Une date cf' interruption est une propriété 
temporelle qui localise dans le temps cette interruption. Contrairement aux 
dates de déclenchement, de démarrage et de terminaison qui sont uniques, 
plusieurs dates d'interruption peuvent être associées à un même processus et 
traduisent ainsi le comportement d'un processus qui a dû être interrompu 
plus d' une fois. 
Lors d' une interruption, les requêtes du processus sont libérées et leur date 
de libération correspond alors à la date d'interruption du processus. De plus, 
comme le processus reste concurrent pour l'acquisition des mêmes 
ressources, de nouvelles requêtes sont créées (= réquisition) avec des dates 
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de réquisition elles aussi identiques à la date d' interruption du processus. 
Entre la date de (re-) démarrage et celle d'interruption, le processus est en 
activité et de la même façon, les requêtes du processus sont en activité 
(ou en service) entre leurs dates d'acquisition et de libération. 
Redémarrage et acquisition 
Dès que le processus peut à .nouveau disposer des ressources qu' il 
requérait, il redémarre et une date de redémarrage repère cet instant. 
Plusieurs dates de redémarrage peuvent être· associées à un même processus 
. 
puisque normalement à chaque interruption correspondra un redémarrage. 
Lors d' un redémarrage, le comportement d'un processus · et de ses requêtes 
est totalement identique à celui décrit lors d'un démarrage normal si ce 
n'est que la durée estimée d'exécution a dû être ajustée pour tenir compte 
du temps pendant lequel le processus a déjà été en activité. 
1.4. MODELISATION ET SPECIFICATION DE LA CHARGE ESTIMEE 
Le dernier aspect qui influence le comportement d' un sytème 
d'information est la charge estimée du système, c'est-à-dire le nombre 
d'événements et de processus prévus à un moment donné. 
L'estimation de la charge d'un système d'information est faite en· précisant 
un échéancier de survenances pour toutes les classes d'événements externes 
(cf. 1.2.3.) au sytème d'information. 
1.4.1. ECHEANCIER 
Modélisation 
Les événements externes portent à la connaissance du système 
d'information des changements d'état qui sont provoqués par l'environnement 
de ce dernier. 
L'échéancier d'une classe d'événements externes est une propriété qui fixe 
le nombre d'événements et leur fréquence de survenance par périodes de 
temps. 
Exemple 1.22 
- Entre 200 et 300 "arrivées de commande" surviennent à 9 h et 
14 h tous les jours pour représenter l'arrivée de ces commandes 
aux courriers du matin et de l'après-midi • 
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- Entre 1 et 10 "commandes différées sélectionnées" arrivent en 
moyenne toutes les 20 minutes (selon une loi de poisson, par 
exemple) pendant les heures de travail, c'est-à-dire entre 9 et 12 
h et entre 14 et 17 h tous les jours ouvrables. 
Spécification 
Un échéancier 
EVENEMENT 
échéancier 
est défini par un ensemble de 
- volumes et fréquences par périodes de temps. 
Dans le contexte de l'environnement logiciel adopté, cette spécification est 
rédigée à l'aide des instructions suivantes : 
DEF EVENEMENT 
SURVIENT 
nom-d' événement 
nombre FOIS (TOUTES LES fréquences] 
PENDANT période 
Les deux échéanciers de l'exemple 1.22 sont donc spécifiés de la façon 
suivante 
DEF EVENEMENT 
SURVIENT 
DEF PERIODE 
A 9H, 14H 
DEF EVENEMENT 
SURVIENT 
arrivée-de-commande 
entre-200-et-300 FOIS PENDANT courrier 
courrier 
DANS semaine-de-travail 
co mm ande-dif f é rée-sélectionnée 
entre-l-et-10 FOIS TOUTES LES en-moy-
enne-20-min. PENDANT heures-de-travail 
DEF PERIODE heures-de-travail 
DE 9H A 12H,14H A 17H DANS semaine-de-travail 
DEF PARAMETRE en-moyenne-20-min. 
DISTRIBUTION NEGEXP AVEC- PARAMETRE 20 min 
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1.5. MODELISATION ET SPECIFICATION DES PERFORMANCES ATTENDUES 
Cet aspect de la spécification du comportement d'un système 
d'information correspond à l'établissement des performances attendues de ce 
système compte tenu de la spécification du comportement fonctionnel, de la 
prise en compte des moyens requis et de l'estimation de la charge. 
1.5.1. DELAI entre événements successeurs 
Modélisation 
La spécification des performances attendues du . comportement d'un 
système porte essentiellement sur le délai compris entre la survenance des 
événements d'une classe El et celle des événements d'une classe E2 qui leur 
succèdent dans le temps (cf. 1.2.6.) 
Exemple 1.23 
Le délai entre la survenance d'une "commande du jour" et la 
survenance d'une "commande expédiée" doit être inférieur à 24 h 
dans 80 % des cas. 
Le délai entre la survenance d'une "réquisition à préparer" et ·la 
survenance d'une "commande préparée" doit être compris entre 
4 h et 12h. 
Spécification 
Un délai inter-événements 
[ EVENEMENT],------".( DELAI },----[EVENEMENT] 
est défini par 
- le nom d' une classe d' événements ; 
- le nom d' une seconde classe d' événements (qui succèdent à ceux de la 
première classe) ; 
- la valeur du délai compris entre la survenance d'un événement de la 
première classe et un autre de la seconde classe - qui succède au premier • 
. 
Dans le contexte de l'environnement logiciel adopté, cette spécification est 
rédigée à l'aide d'une des deux formes syntaxiques suivantes : 
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a. DEF EVENEMENT 
SUCCEDE A 
nom-d'événement 
nom-d'événement APRES délai 
nom-d'événement b. DEF EVENEMENT 
PRECEDE nom-d'événement DE délai 
Les performances attendues ~xprimées dans l'exemple 1.23 
peuvent donc être spécifiées comme suit 
DEF EVENEMENT commande-du-jo~r 
PRECEDE commande-expédiéê DE environ-24H-dans-80-%. 
DEF EVENEMENT commande-préparée 
SUCCEDE A réquisition à préparer APRES entre-4-et-12H 
1.6. MODELISATION ET SPECIFICATION DE LA DECOMPOSITION EN 
SOUS-SCHEMAS 
Un schéma de comportement est une description du comportement 
d'un système d'information ou d'une partie de celui-ci faite à l'aide des 
concepts exposés dans les sections précédentes. Un tel schéma comprend donc 
les 4 aspects qui caractérisent le comportement 
- comportement fonctionnel proprement dit ; 
- moyens requis 
- charge estimée ; 
- performances attendues. 
Dans un tel schéma, une classe d' événements initiaux est une classe qui 
regroupe des événements externes, c' est-à-dire dont la survenance n' est pas 
causée par un processus d'une classe du schéma. Une classe d'événements 
terminaux est une classe qui regroupe des événements qui ne contribuent à 
aucun déclenchement de processus d' une classe du schéma. 
L' établissement des spécifications du 
souvent par affinements successifs, la possibilité de 
un schéma en sous-schémas - et de contrôler cette 
comportement procédant 
désagréger progressivement 
désagrégation (cf. 4.3.3.) -
est d'une grande importance dans un contexte 
décomposition - contrôlée - en sous-schémas peut 
assimilée à celle prévue dans les approches "Flux de 
représentées principalement par (DE MARCO, 1978] • 
méthodologique. Cette 
en quelque sorte être 
données" (DATA FLOW) 
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1.6.1. SOUS-SCHEMA 
Modélisation 
Un sous-schéma S1 d'un schéma S2 est un schéma qui décrit le 
comportement des processus d'une classe du schéma S2. Toute procédure, 
' puisqu'elle décrit le comportement d'une partie d'un système d'information, 
peut en effet être décrite à un niveau plus désagrégé par un (sous-)schéma de 
comportement. De la même façon, . tout schéma peut à son tour être 
représenté par une classe de processus d'un schéma plus agrégé. 
classe de 
De plus, 
processus 
lorsqu' un schéma 
P 1 d'un schéma 
Sl représente le comportement d'une 
. . 
S2, la définition de la classe des 
processus P 1 et celles des classes de survenances et de déclenchements dans 
lesquelles interviennent les processus P 1 constituent les spécifications du 
sous-schéma Sl, c'est-à-dire des contraintes à respecter lorsqu'on définit -
plus finement - le comportement des processus P 1. 
Exemple 1.24. 
Si, dans un schéma Sl, une classe de processus est spécifiée çle 
la façon sui vante : 
DEF PROCESSUS 
DECLENCHE PAR 
CAUSE 
préparation-réquisition 
réquisi tian-à-préparer 
1 commande-préparée 
Le schéma suivant décrit le comportement dynamique fonctionnel 
des processus de cette classe et constitue donc urr sous-schéma 
du schéma initial S 1 
DEF PROCESSUS 
DECLENCHE PAR 
DEF 
CAUSE 
CONDITION 
PREDICAT : 
ordonnanc~ment-série 
réquisi tien-à-préparer 
QUAND série-constituée 
1 série-à-préparer 
série-constituée 
NOMBRE DE 
LE MEME 
réquisition-à-préparer DECLENCHANT 
ordonnancement-série = 10 
DEF PROCESSUS 
DECLENCHE PAR 
CAUSE 
prépara tian-série 
série-à-préparer 
10 commande-préparée 
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On exposera de manière plus complète au chapitre 4 comment vérifier la 
cohérence de cette décomposition. On peut cependant déjà remarquer que : 
les événements initiaux (réquisition-à-prépare r) du sous-schéma sont ceux qui 
déclenchent les processus (préparation-réquisition) 
- les événements terminaux (commande-préparée) du sous-schéma sont ceux 
dont la survenance est causée par les mêmes processus. 
Spécification 
La décomposition de processus en processus pJus désagrégés 
- J PROCESSUS 
<DECOMPOSITION) 
1 
est définie par 
- le nom d' une classe de processus 
le nom d' une autre classe de processus, qui sont des sous-processus des 
premiers. 
Dans le contexte de l'environnement logiciel adopté, cette spécif.ication peut 
être rédigée à l'aide d'une des deux formes syntaxiques - équivalentes -
suivantes : 
a. DEF PROCESSUS 
SOUS-PROCESSUS 
nom-de-processus 
nom-de-processus 
b. DEF PROCESSUS nom-de-processus 
SOUS-PROCESSUS DE nom-de-processus 
La spécification des deux classes de processus de l'exemple 1.24 
sera donc complétée de la façon suivante : 
DEF PROCESSUS 
SOUS PROCESSUS SONT 
préparation-réquisition 
ordonnancement-série, 
préparation-série 
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- CHAPITRE II -
OUTIL LOGICIEL D'EVALUATION 
DU COMPORTEMENT DES SYSTEMES D'INFORMATION 
-II. l. INTRODUCTION 
Ce chapitre décrit les fonctions et l'architecture d'un outil logiciel 
dédicacé au modèle proposé dans le chapitre 1. L'objectif de cet outil est 
. d'étudier le comportement d'un système d'information en fonctionnement. Sa 
principale application dans la contruction d'un schéma sera la vérification de 
la faisabilité du schéma telle que définie au chapitre suivant. 
Deux idées prévalent à la conception et à la réalisation de cet 
outil [BODART, 1977] 
1. Une technique de simulation informatique constitue un moyen privilégié pour 
étudier le comportement d'un système d'information et en évaluer a priori 
les performances 
2. L'intégration 
adopté (cf. 
de cet outil dans l' environnement logiciel de spécification 
préambule) est , assuree par la génération automatique d' un 
programme de simulation au départ des seules spécifications enregistrées 
dans la base de données. Par rapport aux approches classiques de simulation 
séparée ou autonome, cette technique de génération automatique permet de 
- supprimer les risques de divergence entre les spécifications fonctionnelles 
et le programme de simulation équivalent ; 
- réduire le temps de réponse aux changements de spécifications •. 
Ces 2 idées avaient déjà été partiellement évoquées dans (KONSYNSKI, 1976]. 
Cette approche par simulation au niveau des spécifications fonctionelles se 
distingue également des approches plus conventionnelles (BEYERLE, 1977] 
[DAHLE, 1973] (KREUTZER, 19761 (SANGUINETTI, 1979] (WILLIS, 1978] 
dans lesquelles une simulation n'est souvent envisagée qu'à un stade avancé de 
l'analyse de conception détaillée. L'introduction de technique de simulation dès 
les étapes initiales de conception (étude d'opportunité et analyse fonctionnelle) 
permet d'envisager très tôt différentes solutions alternatives dans les 
spécifications du comportement d'un système d'information et d'en étudier a 
priori les conséquences. Cet outil autorise donc et favorise même une approche 
expérimentale dans la construction d' un schéma de comportement. Enfin, 
davantage encore qu'un outil pour l'informaticien, il s'agit d'un moyen 
privilégié aux mains des organisateurs pour évaluer les conséquences sur 
l'organisation résultant de la mise en place du système d'information projeté. 
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-Outils semblables existants 
Cet outil présente certaines analogies avec trois outils développés 
par ailleurs : 
1. MAESTRO [DUFOURD, 1980] ; 
2. SARA [RAZOUK, 1979] [WINCHESTER, 1980] ; 
' 3. SDL/SDA [SPEWAK, 1981] [BOYDSTON, 1983]. 
1. [DUFOURD, 1980] propose ly système MAESTRO qui permet une 
mise au point rapide de maquettes logicielles pour évaluer les systèmes 
d'information des organisations. Une telle ·maquette est vue comme "un 
. 
ensemble de processus coopérant par l'intermédiaire de structures de données 
communes partageables et concurrents pour l' obtention de ressources 
physiques". MAESTRO est en fait une collection de classes et de procédures 
SIMULA67 [DAHLE, 1970] qui ont été ajoutées à l'environnement de 
simulation de SIMULA67 pour faciliter l'écriture de maquettes de systèmes 
d'information. Une maquette rédigée à l'aide de ces primitives de haut 
niveau peut notamment aider à analyser le comportement d'un système, 
prévoir ses performances dans un souci d'ordre quantitatif grâce à des 
techniques de simulation. 
Toutefois ce système MAESTRO n'est pas intégré à un environnement 
logiciel complet de spécification et ne résoud donc pas le problème de la 
duplication entre le travail de spécification et celui d'évaluation. Il s'agit 
finalement moins d'un environnement de spécification qu'un langage de 
programmation de haut niveau intégrant des concepts plus appropriés pour 
représenter le comportement d'un système d'information tjue les langages 
classiques. On retrouve également dans (SOL, 1982] une approche fort 
semblable qui prône l'utilisation d'un langage de programmation de haut 
niveau comme outil de spécification. 
2. Le 
ensemble de 
informatiques. 
système 
règles 
SARA, proposé dans 
et d' outils logiciels 
La caractéristique essentielle 
(RAZOUK,1979 l intègre un 
pour décrire des systèmes 
de la démarche proposée par 
SARA est de s'attacher à montrer que la conception d' un système respecte 
ses spécifications et est acceptable dans un environnement donné de moyens. 
Le modèle SARA qui permet de modéliser le comportement distingue 
également deux aspects dans cette modé°Iisation. La structure de contrôle 
logique (ou comportement fonctionnel) est· exprimée à l'aide d'un formalisme 
proche des Réseaux de Petri. La description des moyens requis est faite en 
termes de "processeurs" dont le comportement peut être modélisé par une 
procédure codée dans un langage de type PL/ 1. 
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-Un outil de simulation a été développé et permet aussi d'évaluer le 
comportement des systèmes conçus dans l'environnement SARA. Mais de la 
même façon que MAESTRO, il manquait dans SARA un environnement 
logiciel complet de spécification. 
Par contre, (WINCHESTER, 1980 ] a proposé et partiellement réalisé 
l'intégration de SARA et d'un environnement logiciel défini à l'aide du 
"Méta Système" proposé par (YAMAMOTO, 1980] • 
3. Enfin, (SPEWAK, 1981] et (BOYDSTON, 1983] ont conçu et 
réalisé dans le cadre du projet ISDOS un .environnement logiciel compatible 
avec PSL/PSA intégrant des outils de simulation pour évalu·er le 
comportement de systèmes informatiques. 
L'outil logiciel d'évaluation présenté dans ce chapitre se différencie de leurs 
outils de simulation par 
- les modèles retenus, proposés au chapitre 1, plus adaptés pour spécifier le 
comportement d'un système d'information, en particulier au niveau de ses 
aspects temporels ; 
- les solutions techniques adoptées, offrant une plus grande facilité et une 
plus grande souplesse d'utilisation, en particulier au niveau de 
l'exploitation des statistiques. 
Justification cf' une approche par simulation 
La simulation informatique aqoptée dans le contexte de cet outil 
d'évaluation est une technique pour conduire des expériences à l'aide d'un 
programme exécuté par un ordinateur sans intervention extérieure ( MAC 
DOUGALL, 1970] [PRITSKER, 1974] tSCHRIBER, 1974] [VAUCHER, 
1971] [ZEIGLER, 1974]. 
Les spécifications du comportement d'un système d'information 
représentent l'évolution dans le temps du système spécifié en faisant 
l'hypothèse que les résultats obtenus sont applicables au comportement réel 
de ce système. 
La principale raison pour choisir une approche par simulation 
réside dans le fait qu'il est moins coûteux et plus rapide d'utiliser un 
programme de simulation, surtout lorsqu'il est automatiquement dérivé, que 
de réaliser le système, même dans une version protot ype, et d'en étudier a 
posteriori le comportement. De plus, la simulation permet d'étudier ce 
comportement sous différentes conditions expérimentales, en répétant 
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-plusieurs simulations, et donc de faire des analyses statistiques. 
Enfin, une approche par simulation offre l'avantage par rapport 
aux techniques mathématiques plus analytiques 
d'être une transposition plus immédiate du comportement puisque les 
concepts du modèle , de spécification peuvent être directement exprimés 
dans la simulation par une programmation appropriée 
- de ne pas nécessiter une traductiof! complexe, quand il ne s'agit pas 
d'une distorsion, des concepts du modèle de spécification sous forme de 
concepts mathématiques. En effet, les techniques mathématiques disponibles 
. 
d'évaluation ne permettent pas facilement de prendre en compte tels 
quels tous les aspects du comportement, en particulier· ceux liés au temps 
et à la synchronisation des processus ; 
- et donc de faciliter considérablement l'interprétation des résultats produits 
par l' outil. 
Architecture générale de l'outil d'évaluation 
L'architecture fonctionnelle de cet outil comprend les 3 
composants suivants, illustrés à la figure 11.1 
la GENERATION automatique d'un programme de simulation qui correspond 
à une version exécutable des spécifications enregistrées dans lâ base de 
données de l'environnement logiciel de spécification 
l' EXECUTION proprement dite du programme de simulation qui collecte 
des mesures dans une base de données· statistiques 
- l' EXPLOIT A TION de cette base de données statistiques, description 
posthume du comportement simulé, pour produire des rapports de résultats 
statistiques. 
63 
--
Base de données 
des spécifications 
GENERATION 
1 . 
version exécutable 
. 
des spécificatjons 
EXECUTION 
Base de données 
statistiques 
1 
EXPLOIT A TION 
rapports de 
résultats statistiques 
Figure 11.1. - Architecture fonctionnelle de l'outil d'évaluation 
Les trois sections suivantes présentent respectivement ces 3 composants. Une 
présentation identique a été adoptée pour les décrire. Premièrement, 
l'objectif du composant est précisé. Deuxièmement les hypothèses de 
réalisation retenues sont exposées et les solutions adoptées sont justifiées. 
Troisièmement, les flux d'informations qui traversent l'outil correspondant 
sont présentés. Ils constituent les entrées/sorties vues par l'utilisateur et par 
l'outil lui-même. On distingue, comme illustré à la figure 11.2 : 
les paramètres qui prescrivent les options choisies et guident l'exécution 
- les entrées effectives de l'outil ; 
- les sorties effectives de l'outil et 
- les rapports qui informent l'utilisateur sur le déroulement de l'exécution 
et sur ce que l'outil a fait. 
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entrées 
paramètres -----t OUTIL 11------rapports 
sorties 
Figure 11.2. - Entrées/sorties des outils logiciels 
11.2. GENERATION AUTOMATIQUE D'UN PROGRAMME DE · SIMULATION 
11.2.1. Objectif 
L'objectif de cet outil de génération est de dériver 
automatiquement un programme de simulation au départ des spécifications 
enregistrées dans la base de données des spécifications. 
L'idée sous-jacente à cette génération automatique est de 
transformer des spécifications déclaratives et non procédurales en un modèle 
équivalent mais exécutable. 
11.2.2. Solution 
Dans ce contexte de transformation de modèles; deux approches 
sont envisageables. La première revient à directement produire un 
programme autonome de simulation dans iequel les spécifications ont été 
traduites sous forme d'instructions du langage de programmation adopté. La 
seconde solution consiste à utiliser un programme généralisé de simulation 
qui est réalisé une fois pour toutes. Dans ce cas, les spécifications sont 
traduites sous forme de tables ou structures de données équivalentes qui 
guident ou conduisent l'exécution du programme généralisé. 
La première approche, qui fut celle choisie pour réaliser les 
premiers prototypes de cet outil d' év~luation, consiste donc à générer 
directement un programme complet et au.tonome qu'il suffit de "compiler et 
linker" pour obtenir une version exécutable. Cependant, pour éviter d'avoir à 
dériver chaque fois un programme long et complexe car rédigé directement 
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-à l'aide des instructions de base du langage retenu, on peut concevoir et 
réaliser une machine virtuelle de plus haut niveau, c'est-à-dire un ensemble 
. de primitives pré-programmées. Dans ce cas, le programme à générer est 
plus simple car il présuppose la disponibilité de cette machine virtuelle et 
peut donc invoquer ces primitives de plus haut niveau (sous forme d'appels 
de procédures, par exemple). 
Ainsi dans la solution adpptée pour 
prototypes, le langage SIMULA67 (DAHLE, 1970] 
réaliser les premiers 
avait été adopté et la 
sémantique convenue des (méta)types d' eritités et d'associations avait été 
traduite et figée a · priori sous forme respectivement de classes (=· types 
abstraits) et de procédures SIMULA67. La génération se limitait alors à 
produire du code SIMULA67 étendu à la forme très dépouillée et très 
proche du langage de spécification. 
L'exemple suivant illustre assez les deux formes de spécifications : la 
première - déclarative - est rédigée à l'aide du langage de spécification 
tandis que la seconde - exécutable - est rédigée en SIMULA67 étendu. 
Exemple II. l. 
Forme déclarative : 
DEF EVENEMENT 
DECLENCHE 
DEF PROCESSUS 
REQUIERT 
arrivée-commande 
enregistrement-commande 
enregistrement-commande 
1 employé-réception 
10 min · ACTIF PENDANT 
CAUSE 1 commande-à-enregistrer SI com-
mande-valide, 
1 commande-refusée SI commande-
invalide 
Forme exécutable codée 
SIMULA67 : 
générée automatiquement 
EVENEMENT CLASS arrivée-commande ; 
BEGIN 
DECLENCHE ( f enregistrement-commande,-) 
END ; 
PROCESSUS CLASS enregistrement-commande 
BEGIN • 
REQUIERT (1, t employé-réception) 
ACTIF-PENDANT (" 10 min,') 
en 
CAUSE (1, 1' commande-à-enregistrer, SI ('I' commande-valide)) 
CAUSE (1, 1' commande-refusée, SI (t commande-invalide)) 
END ; 
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On notera la grande similitude entre les deux formes de la même 
spécification. La principale différence réside dans les particularités syntaxiques 
des deux langages, en particulier au niveau de l'ordre des instructions qui est 
plus rigide en SIMULA67. Cette similitude est rendue possible parce que 
certaines classes et procédures ont été écrites a priori - indépendamment de 
toute spécification. L'exemple ci-dessus suppose en effet que les classes 
EVENEMENT et PROCESSUS ainsi que les procédures DECLENCHE, REQUIERT, 
ACTIF-PENDANT, CAUSE et SI aient .été codées en SIMULA67 avant toute 
"génération". 
La programmation, par exemple, de la classe SIMULA67 PROCESSUS 
traduit le comportement convenu de tout processus en particulier, elle 
précise, sous forme de procédure que les seules actions possibles d'un 
processus sont 
- REQUIERT (taux, ressource) pour créer une requête 
- ACTIF-PENDANT (durée) pour devenir actif, pendant une certaine durée, dès 
que les ressources requises sont disponibles ; 
- CAUSE (cardinalité, événement, condition) pour éventuellement causer la 
survenance de certains événements au terme de sa durée d' exécution. 
L'attrait de cette approche tient essentiellement à la "continuité 
. 
d'écriture" entre les spécifications et le programme qui les traduit sous forme 
exécutable. Même si cette approche n' a finalement pas été retenue dans la 
version finale et opérationnelle de l'outil, il semble cependant qu'elle offre un 
intérêt certain dans le contexte généràl de production au.tomatique de code. 
En effet, elle fournit une grande transparence à l'utilisateur qui retrouve dans 
le texte généré un formalisme très proch; de celui qu'il avait utilisé pour 
rédiger les spécifications. L'intérêt de cette "continuité d'écriture" est 
d'autant plus grand l'utilisateur pourrait être 
, 
' modifier que amene a ou 
adapter manuellement le code produit. 
A contrario, cette dernière possibilité n'étant pas requise dans 
l'outil d'évaluation envisagé, puisqu'on souhaitait que les modifications ne 
puissent nécessairement se faire qu'au niveau des spécifications, il a semblé 
plus approprié de choisir la seconde approche de génération par tables. 
Cette seconde technique consiste donc à ne réaliser qu'un seul 
programme généralisé, écrit une fois pour toutes, dont l'exécution sera 
conduite par des tables. Dans ce cas, les spécifications sont extraites de la 
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base de données et tranformées en une structure de données (ou tables) 
équivalente et reconnue par le programme généralisé. 
Cette solution offrait l'avantage, dans le contexte de cet outil 
d'évaluation, de rendre impossible toute modification manuelle de la version 
, exécutable des spécifications et donc de garantir que celle-ci était bien 
équivalente aux spécifications enregistrées dans la base de données. Cette 
solution impose en effet que tout changement dans les spécifications soit 
. 
effectué à l' aide du langage de spécification pour que leur incidence soit 
analysée par l'outil d'évaluation. 
Conceptuellement, cette étape de génération · préalable ' a une 
simulation n'est donc pas indispensable car on pourrait imaginer que la base 
de données corresponde en fait directement aux tables du simulateur. Le 
maintien de cette étape de génération ne se justi fie essentiellement que par 
des raisons de performances la structure générée est rigoureusement 
équivalente à celle contenue dans la base de données mais elle est optimalisée 
en vue de la simulation. De plus, cet outil de génération effectue certains 
contrôles pour s' assurer que la simulation souhaitée est possible au départ des 
spécifications telles qu'elles sont enregistrées dans la base de données. 
11.2.3. Entrées-Sorties 
génération 
Les seuls 
servent ' a 
paramètres 
déterminer 
souhaite évaluer et donc simuler. 
à préciser lorsqu' on invoque 
et sélectionner le ou les 
cet outil de 
schémas qu' on 
Les entrées de l'outil sont constituées uniquement par les 
spécifications enregistrées dans la base de données dans laquelle l' outil peut 
retrouver automatiquement au départ, par exemple, du seul nom d'un schéma 
toutes les classes qui caractérisent le comportement spécifié. 
Les spécifications extraites de la base de données sont alors 
transformées sous forme de tables équivalentes qui constituent les sorties de 
l'outil et serviront à guider l'exécution de la simulation. 
En plus de cette transformation en tables, l'outil de génération 
effectue un certains nombres de contrôles pour s'assurer que la simulation 
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souhaitée est possible. Ces contrôles correspondent en fait à certains des 
contrôles de complétude et de cohérence repris et développés dans le chapitre 
suivant. Un rapport signale donc les anomalies détectées qui subsistent dans la 
base de données et empêchent l'exécution de la simulation correspondante. En 
particulier, il peut détecter et signaler que certains éléments de la 
spécification manquent (cf. III.2.) tels que : 
- l' échéancier de certaines classes d' événements initiaux 
- le prédicat de certaines conditions de déclenchement ; 
- la probabilité associée à certaines conditions de survenance 
- le domaine des valeurs - possibles - de certains attributs ou paramètres. 
Il peut également détecter certaines incohérences dans les spécifications (cf. 
III.3.) et signaler que 
la durée d'exécution de certains processus NON interruptibles est supérieure 
à l'intersection des périodes les plus larges du calendrier de disponibilité des 
ressources requises ; 
un taux de réquisition est supérieur à la capacité maximum disponible d'une 
ressource. 
Les autres contrôles de cohérence qui seront développés au chapitre 
suivant n'empêchent pas de lancer une simulation et ne font donc l'objet 
d'aucune vérification systématique et préalable à une simulation. Pa( contre, 
s'ils n'ont pas été vérifiés préalablement, la simulation restituera· évidemment 
un comportement incohérent et non représentatif de la réalité. 
11.3. EXECUTION DE LA SIMULATION · 
11.3.1. Objectif 
L'objectif de cet outil est de simuler le comportement spécifié sur 
une période de temps donnée et de collecter des mesures sur le 
fonctionnement simulé. 
11.3.2. Solution 
La technique adoptée est une simulation à événements discrets 
(FISHMAN, 1973] (FRANTA, 1977] do0t l'exécution est conduite par les 
tables produites par l'outil de génération automatique. Cette approche par 
événements discrets convient mieux qu'une technique de simulation continue 
pour prendre en considération les phénomènes essentiellement discrets du 
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comportement d'un système d'information. Une simulation continue offre en 
effet une vision de flux d'informations continus dans le temps où les 
changements d'état s'opèrent de façon continue et sont, d'ailleurs, souvent 
modélisés par des équations différentielles (FORRESTER, 1961]. Il est dès lors 
assez malaisé de traduire les situations conventionnelles de décision et de 
synchronisation caractéristiques du comportement d'un système d'information 
(cf. 1.2.6.). De plus, il est difficile de représenter et donc d'évaluer les effets 
des blocages et autres synchronisations dus à l'indisponibilité temporaire de 
certaines ressources. C'est pourquoi l'approche par événements discrets adoptée 
a semblé plus proche de la vision introduife dans le modèle de spécification 
proposé au chapitre 1. 
La simulation à événements discrets est fondée sur la gestion d'un 
échéancier (FRANTA, 1977] (VAUCHER, 1975] (WYMAN, 1975] ou liste 
d'événements planifiés, ordonnés par dates de survenance croissantes. 
L'exécution de la simulation est alors dynamiquement guidée par cet 
échéancier dont les événements sont exploités dans l'ordre croissant de leur 
date de survenance. L'exploitation d'un événement revient à ajuster l'horloge 
de la simulation - ou temps courant simulé - à la date de survenance de 
l'événement rencontré - ou événement courant - et d' exécuter certaines 
actions associées à la survenance de l' événement. Certaines de ces actions 
peuvent à leur tour modifier l'échéancier par l' insertion ou la- suppression 
d'autres événements planifiés. · Les événements pouvant intervenir dans la 
simulation, et donc être planifiés dans l'échéancier, appartiennent à des types 
prédéfinis auxquels a été associée une procédure ou ensemble d'actions 
susceptibles de modifier l'état du système simulé, y compris son échéancier. 
Quand un événement de l'échéancier devient courant, son type est examiné et 
la procédure correspondante est exécutée. 
Les types d' événements planifiables dans l'échéancier de la 
simulation traduisent les visions "Evénement-Processus" et 
"Processus-Ressource" introduites dans le modèle de spécification adopté. Dans 
ce modèle, on considère un système d'information comme une collection de 
processus créés (déclenchés) dynamiquement en réponse à la survenance 
d'événements et concurrents pour l'obtention de ressources partagées. L'outil 
de simulation intègre donc dans un programme généralisé, appelé à être 
conduit par tables, la sémantique convenue des types d'entités et d'associations 
du modèle présenté au chapitre 1. 
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Composants de l' outil logiciel d' exécution 
L'outil logiciel d'exécution s'articule autour des composants 
illustrés à la figure II.3. 
C 
Gestion de l'échéancier 
nnnnnnnnnn 
Procédures d' événements 
UUUUUUtJUUU 
Gestion de la 
B.D. Statistiques 
. 
Gestion dés 
Tables 
J 
Figure II.3. - Structure de l'outil de simulation 
A. Le gestionnaire de l'échéancier est le "moteur" de la simulation, 
sa fonction est de 
- sélectionner l'événement en tête de l'échéancier, c'est-à-dire celui dont 
la date de survenance est la plus rapprochée. Cet événement devient 
l'événement courant de la simulation ; 
- ajuster l'horloge de la simulation à la date de survenance de l'événement 
courant. Cette date devient le temps-simulé-courant ; 
- examiner le type de l' événement et invoquer la procédure d' événement 
correspondante. 
B. Le gestionnaire des tables est constitué d'un ensemble de 
primitives qui permettent de retrouver les éléments de spécification générés 
par l'outil de génération (cf. II.l.). Ces tables sont équivalentes aux 
spécifications du comportement qu'on souhaite simuler et évaluer. 
C. Le gestionnaire de la base de données statistiques est un 
interface par lequel passent tous les accès à la base de données qui 
regroupe les mesures prises pendant la simulation. Chaque survenance d'un 
événement, c'est-à-dire lorsqu'il devient courant ou en tête de l'échéancier, 
donne lieu à une mesure reprenant notamment : 
- le type d'événement (ex. déclenchement· d'un processus) 
- le nom de l'entité concernée (ex. processus "Enregistrement de 
commande") 
un identifiant interne d'occurrence (ex. "Enregistrement de commaooe" 1234) 
et la date de survenance de l'événement (ex. 1er jour 8H 30 min). 
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En fonction du type d'événement et du type d'entité, cette dernière date peut 
en fait correspondre, dans le modèle présenté au chapitre 1 
soit à une date de survenance d'un événement 
- soit à une date de déclenchement, de démarrage, d'interruption, de 
redémarrage ou de terminaison d'un processus ; 
- soit encore à une date de réquisition, d'acquisition ou de libération d'une 
ressource par un processus. 
Ces mesures sont enregistrées dans la base de données de façon à permettre 
la production de rapports statistiques à l'aide des outils d'exploitation ad hoc 
(cf. III.3.). 
D. Les procédures d'événements traduisent la sémantique CONVENUE 
des concepts du modèle exposé au chapitre 1. Ces procédures constituent la 
définition opérationnelle (= programmée) des différentes réactions aux 
événements répertoriés de la simulation, c'est-à-dire ceux qui peuvent être 
planifiés dans l'échéancier : 
1. Début de la simulation 
Cet événement est automatiquement planifié dans l'échéancier 
lorsqu'on invoque l'outil de simulation et la procédure qui lui est associée 
correspond en fait à l'initialisation de l'exécution. 
La première action corres.pond à la prise en compte des 
spécifications qui précisent la disponibilité des différentes ressources concernées 
par le schéma à évaluer. Cette prise en compte se traduit, pour chaque 
ressource, par la planification dans l'échéancier d'un événement "changement 
de capacité maximum d'une ressource" à une date - simulée - correspondant 
au début de la première période de disponibilité de la ressource. 
La seconde action revient à prendre en compte les spécifications qui 
précisent l'échéancier des différents types d'événements initiaux du schéma à 
simuler. Cette prise en compte se traduit, pour chaque type d' événements 
initiaux, par la planification dans l'échéancie r de la simulation d'un ou 
plusieurs événements "survenance , d'un événement" à une date - simulée -
. 
correspondant à la première date de l' éch~ancie r spécifié. 
Enfin, la troisième action est la planification immédiate ( au temps 
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-simulé courant = O), d'un événement "acquisition des paramètres". 
2. Acquisition des paramètres 
Le fait de considérer l'acquisition des paramètres comme une 
procédure d'événement offre la possibilité à l'utilisateur d'introduire des points 
cl' arrêt dans la simulation. Ces points d'arrêt peuvent alors être mis à profit 
pour visualiser certaines variables d'état ou certaines files d'événements 
(échéancier ou file d' attente). 
La première action lorsqu' un "tel événement devient coJJrant se 
traduit par la planification de l'événement "fin de la simulation" à la date -
simulée - fixée comme paramètre par l'utilisateur. 
La seconde action correspond à l'éventuelle visualisation - à la 
demande - de certaines variables d'état (capacité disponible d'une ressource, 
nombre de processus en attente, .•• ) et de l'échéancier de la simulation. 
Le dernière action revient à planifier un autre événement 
"acquisition des paramètres" à une date ultérieure - simulée - donnée par 
l'utilisateur. 
A part ces éventuelles acquisitions de paramètres, l'exécution de la 
simulation se déroule sans intervention de l'utilisateur. 
3. Fin de la simulation 
Cet événement lorsqu' il devient courant signale l' arrêt de la 
simulation. 
4. Changement de capacité maximale d' une ressource 
Ce type d' événement signale un changement de la capacité 
maximale disponible d' une ressource en fonction de son calendrier de 
disponibilité. 
La première action à exécu1ier lorsqu'un tel événement devient 
courant consiste à ajuster la nouvelle capacité maximale en examinant dans 
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-les tables la spécification correspondante. De plus, lorsque la capacité 
maximale diminue (devient éventuellement nulle), cet ajustement peut 
entraîner la planification immédiate de certaines "interruptions de processus" 
qui utilisaient cette ressource. Par contre, lorsque la capacité maximale 
augmente, cet ajustement peut alors amener la planification immédiate de 
certains "(re)démarrages de processus" qui étaient en attente de cette 
ressource. 
La seconde action revient à prendre en compte les spécifications 
qui précisent le calendrier de disponibilité de la ressource pour planifier un 
nouveau "changement de capacité maximale" à une date - simulée 
correspondant au prochain changement spécifié. 
5. Survenance cf' un événement 
La procédure associée ' a ce type d'événement traduit la 
sémantique convenue des spécifications de déclenchement définies selon le 
modèle proposé au chapitre 1. La prise en compte de ces spécifications 
peut entraîner pour chaque déclenchement possible au départ de cet 
événement 
soit la planification immédiate (c'est-à-dire au même temps simulé] d'un 
ou plusieurs événements "déclenchement d'un processus" si les . modalités 
de déclenchement sont vérifiées ; 
- soit la mémorisation de l'événement en vue d'une contribution ultérieure 
à un déclenchement si les modalités de déclenchement ne sont pas 
vérifiées du fait de sa survenance. 
Si un délai de temporisation est spécifié dans les modalités de 
déclenchement (cf .I.2.5.), un événement "survenance d'un événement" (le 
même) sera alors replanifié dans l'échéancier à une date correspondant à la 
date courante plus le délai précisé. 
Enfin, si l'événement appartient à un type d'événement initial du 
schéma, il convient également d'exploiter les spécifications qui précisent 
l'échéancier du type d'événement concerné pour planifier un ou plusieurs 
événements "survenance d'un événement" à une date simulée 
correspondant à la date suivante spéç:ifiée dans l'échéancier du type 
d' événement. 
6. Déclenchement cf' un processus 
La procédure associée à ce type d' événement traduit la 
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-sémantique convenue du comportement des processus, tel que précisé dans le 
modèle exposé au chapitre 1. (cf. 1.3.5.) : 
- un processus déclenché ne démarre réellement qu'une fois en possession 
de toutes les ressources qu'il requiert directement ou via d'autres 
ressources ; aucune allocation partielle (ou réservation) n'est effectuée ; 
de plus, le processus I requiert la portion des ressources pendant toute sa 
durée d' exécution. 
L'action principale à effectuer lorsqu'un tel événement devient 
courant consiste donc à prendre en compte· les spécifications qui précisent 
les réquisitions de ce type de processus pour vérifier si tout<is les 
ressources requises sont disponibles. 
Une ressource est disponible lorsque la quantité requise est inférieure ou 
égale à la capacité disponible. De plus, si le processus est NON 
interruptible, il faut que la quantité de ressource requise puisse lui rester 
allouée sans interruption pour toute la durée d' exécution spécifiée du 
processus. Enfin, si la ressource est indisponible parce qu' utilisée par des 
processus interruptibles et moins prioritaires, certaines "interruptions de 
processus" peuvent devoir être planifiées et exécutées immédiatement pour 
libérer (préemption) une partie de la ressource. 
En fonction de ces vérifications, 
- si toutes les ressources sont disponibles, un "démarrage de processus" peut 
être planifié au même temps simulé ; 
- par contre, si une partie des ressoùrces requises reste indisponible, ce 
"démarrage de processus" est mis en attente d'une future disponibilité des 
ressources manquantes. Ces ressources deviendront disponibles en fonction 
des "terminaisons de processus" ou "changements de capacité maximum" 
ultérieurs. 
7. (Re)démarrage d' un processus 
Lorsqu'un tel événement devient courant, on est sûr que toutes 
les ressources qu'il requérait sont disponibles. Dès lors, il s'agit 
principalement de prendre en compte les spécifications qui précisent les 
réquisitions de ce processus en vue d' allouer les ressources requises. 
Cette allocation d'une certaine quantité de ressources se traduit au niveau 
de la ressource par une diminution de sa capacité disponible d'un montant 
équivalent à la quantité requise. 
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-Enfin, une dernière action consiste à exploiter la spécification de 
la durée cf' exécution du processus pour planifier dans l'échéancier une 
"terminaison de processus" à une date - simulée - correspondant à la date 
courante plus la durée d' exécution précisée. 
1 
8. Terminaison cf' un processus 
Lorsqu' un événement 
principalement de prendre en 
de ce type devient courant, il s'agit 
compte les spécifications qui précisent les 
. 
réquisitions de ce processus en vue de li~rer les ressources utilisées. Cette 
libération se traduit pour une ressource par une augmentation de sa cé!pacité 
. . 
disponible d'un montant équivalent à la quantité requise et donc utilisée par 
le processus qui se termine. De plus, cette augmentation de la capacité 
disponible peut entraîner la planification immédiate d'autres "(re)démarrages 
de processus" qui étaient en attente de cette ressource. 
Enfin, une dernière action doit être effectuée pour prendre en 
compte les spécifications qui définissent les survenances d' événements du 
schéma causées par ce processus. Cette prise en compte se traduit par la 
planification d'un certain nombre d'événements "survenance d'un événer:1ent", 
suivant les précisions contenues dans les modalités de survenance (cf. 1.2.4.). 
9. Interruption cf' un processus 
Ce type d'événement qui peut être dû à la survenance d' un 
événement "déclenchement d'un processus" plus prioritaire ou "changement de 
capacité maximale d' une ressource" entraîne les mêmes effets qu' une 
"terminaison de processus". Mais en plus, il veille à : 
- annuler de l'échéancier l' événement "terminaison du processus" 
correspondant 
- ajuster la nouvelle durée d'exécution - amputée du temps pendant lequel 
le processus a déjà été actif - et enfin 
- mettre en attente un événement "redémarrage du processus". 
Ces 9 procédures d' événements, associées aux tables générées qui 
représentent les spécifications, déterminet'lt complètement le comportement 
du ou des schémas à simuler. De plus,· chaque fois qu'un tel événement 
survient, il engendre automatiquement une mesure qui est transmise au 
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-gestionnaire de la base de données statistiques afin d'y être enregistrée. 
11.3.3. Entrées-Sorties 
Les paramètres de l'outil d' exécution servent à définir 
la durée de la simulation 
et le type de renseignements fournis par le simulateur en cours d' exécution. 
Ces paramètres présentent la part icularité de pouvoir être 
modifiés en cours de simulation par le placement de points d'arrêt dans 
. 
l'exécution à des dates - simulées - données. Ces points d'arrêt offrent la 
possibilité à l'utilisateur d'interrompre la simulation et de visualiser 
certaines files d'attente et variables d'état. Sur base des renseignements 
obtenus, les deux paramètres mentionnés ci-dessous peuvent être modifiés 
avant de redémarrer la simulation. 
Les seules entrées de cet outil sont constituées par les tables 
produites par l'outil de génération automatique et qui guident l'exécution de 
la simulation. 
Aucun rapport statistique n'est produit par l'outil d'exécution. Par 
contre, toutes les mesures prises en cours d'exéc ution sont enregistrées dans 
une base de données statistiques qui constitue la sortie de l' outil. Cette 
base de données est en fait une description posthume du comportement 
simulé. 
Si aucune exploitation statistique n'est réalisée en cours 
d'exécution, un rapport peut cependant être produit à la demande. Il s'agit 
d' une trace qui reprend chronologiquement tous les événements détectés en 
cours de simulation lorsqu'ils sont devenus courants. Une ligne de cette 
trace reprend pour un événement les éléments de la mesure enregistrée dans 
la base de données lorsqu' il est devenu courant et notamment : 
- la date de survenance 
- le type d'événement ; 
- le nom de l' entité concernée 
- un identifiant interne d' occurrence. 
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Ce rapport peut en plus fournir des explications et des 
justifications plus ou moins complètes sur ce qui s'est réellement passé dans 
la simulation. Il peut par exemple lorsqu'un événement du schéma survient, 
préciser quel autre événement manque et empêche donc le déclenchement 
d'un processus ou encore signaler lorsqu'un processus est déclenché, quelle 
ressource est indisponible et empêche le (re)démar rage. 
11.4. EXPLOIT A TION DES RESULTATS S! A TISTIQUES DE LA SIMULATION 
11.4.1. Objectif 
L'objectif de cet outil est d' extraire · certaines mesures 
élémentaires de la base de données statistiques et de les traiter pour 
produire des résultats statistiques. Ces résL!ltats statistiques doivent 
permettre l'analyse des performances obtenues par la simulation et leur 
comparaison avec celles attendues par l'utilisateur. L'approche retenue n'est 
donc pas de fournir à l'utilisateur des outils d'analyses statistiques 
(construction d'intervalles de confiance, analyse de séries chronologiques, 
détection de l'état stationnaire ... ) mais de mettre à sa disposition des 
outils, restituant le comportement spécifié sous forme de statistiques 
. 
descriptives. Il incombera dès lors à l'utilisateur de mener lui-même la 
stratégie d'analyse des résultats statistiques la plus appropriée sacnant qu'il 
dispose des matériaux de base pour l'aider dans sa démarche. 
11.4.2. Solution 
Dans une approche par simulation informatique, deux solutions 
sont envisageables pour la production de résultats statistiques 
- le programme de simulation peut produire lui-même directement des 
rapports statistiques en fonction des paramètres fournis avant l' exécution 
de la simulation ; 
- le programme peut collecter, en cours d' exécution, des mesures dans une 
base de données qui constitue en fait la description posthume du 
comportement simulé. Cette base de données peut ensuite être exploitée à 
l'aide d'outils logiciels appropriés pour restituer des images · statistiques 
globales ou partielles de ce comportemer.1t simulé. 
Cette seconde solution, qui a été retenue dans la version finale 
de l'outil développé, offre l'avantage de pouvoir produire des rapports 
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-statistiques à la demande et a posteriori sans avoir à réexécuter une 
simulation. Elle favorise donc une exploitation progressive des résultats et 
autorise différentes stratégies d'exploitation des résultats statistiques. Cette 
solution semble, en effet, plus souple et en particulier mieux prendre en 
compte les considérations pratiques suivantes : 
- c'est souvent l' étude1 de résultats statistiques qui suscite l'intérêt pour 
d'autres résultats non initialement prévus pour tirer tous les 
enseignements d'une simulation 
- dans une solution intégrée où les résultats sont directement produits par 
le programme de simulation, on est tenu de relancer une nouvelle 
simulation - toujours gourmande en temps d'exécution - si l'on souhaite 
obtenir d'autres résultats - non initialement demandés - sur le même 
comportement simulé. 
Les outils logiciels d'exploitation permettent donc de produire à 
la demande, au départ de la base de données statistiques et sous différentes 
formes, des résultats statistiques caractérisant le comportement d'une ou 
plusieurs classes d'objets sur une période donnée. 
Ces résultats statistiques concernent les aspects suivants du comportement 
1. survenance des événements (cf. 1.2.3.) 
2. déclenchement des processus (cf. 1.2.4.) 
3. évolution - temporelle - des processus (cf. 1.2.5.) 
4. comportement des ressources (cf. 1.2.5.). 
Les résultats statistiques qui apparais-5ent dans les rapports produits se 
présentent principalement sous la forme de : 
a) nombres de changements d' état, caractéristiques du comportement des 
objets considérés (exemple : nombre de déclenchements) ; 
b) durées de certains états caractéristiques par lesquels évoluent les objets 
considérés (exemple : durée d'attente d'un processus) ; 
c) volumes ou nombres d'objets dans certains états caractéristiques à un 
moment donné (exemples : nombre de processus en attente à l'instant t 
ou capacité disponible d'une ressource à l'instant t). 
Les résultats statistiques concernant des durées et des volumes mettent 
systématiquement en évidence les valeurs minimales, moyennes, maximales et 
écart-type de la distribution de probabili°té correspondante. Toutefois et à 
titre d'illustration, seule l'expression analytique de la valeur moyenne sera 
présentée dans l'exposé des résultats statistiques ci-dessous. 
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Enfin, tout résultat statistique est donné pour une période de 
référence qui est fixée en précisant sa date de début et sa date de fin. 
Cela signifie qu'elle peut ne pas nécessairement correspondre à la durée 
simulée. Cela permet dès lors de ne s'intéresser qu'à certaines périodes 
"critiques" de la période simulée et, par exemple, de ne pas prendre en 
compte certaines mesures correspondant à la "période de chauffe" du modèle 
- avant que le système n'ait atteint son état d'équilibre. Cela permet 
également de présenter sur un même rapport des résultats statistiques 
concernant différentes périodes et de dégager l'évolution d'un phénomène. 
Par contre, le soin de choisir les périodes considérées comme 
statistiquement significatives reste du ressort de l'utilisateur et aucufl outil 
spécialisé ne lui est actuellement fourni pour tester, · par exemple, si le 
système est stationnaire au sens statistique (moyenne et variance 
constantes) (FICHEFET, 1976] (KOBAYASHI, 1978]. 
11.4.2.1. Résultats statistiques concernant la survenance des événements 
Le comportement des événements d'une classe E, sur une période 
T donnée, peut être caractérisé par les résultats statistiques suivants 
a) le nombre de survenances NSUR (E, T) d'événements de la classe E dans 
la période T considérée. Ce résultat est obtenu par simple comptage et 
correspond 
élémentaire 
simulation ; 
en 
est 
fait 
prise 
' a 
' a 
un nombre d'observations puisqu'une mesure 
chaque survenance d'événement pendant la 
b) pour chaque classe d'événements 
événements de la classe E survenus 
inter-événements sachant que 
prédécesseurs (~uccesseurs) 
dans la période T, la 
des 
durée 
une durée inter-événements DIE (e., ae.) est la durée comprise entre la 
l J 
date de survenance d'un événement e. de la classe E et celle d'un 
l 
autre événement ae. d'une classe AE qui le précède (lui succède), 
J 
par exemple, la durée comprise 
événement "commande du jour" 
"commande expédiée" correspondant ; 
entre la 
et celle 
survenance d' un 
de l' événement 
- les mesures prises pendant la simulation permettent de reconstituer, pour 
la période T considérée, la distribution de probabilité correspondante dont 
la valeur moyenne, par exemple, peut· être déterminée par : 
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NSUR(E,T) 
__ 1_ L 
NSUR(E,T) •i=l 
l 
NPS(e.,AE) 
l 
~ NPS(ei'AE) 
. 1 DIE(e.,ae.) J= l J 
où NPS (ei' AE) est le nombre d'événements de la classe AE qui précèdent 
(succèdent à) l' événemer;1t ei. 
11.4.2.2. Résultats statistiques concernant le déclenchement des processus 
L'évolution des déclenchements de processus d'une classe P, sur 
une période T donnée, peut être caractérisée par les résultats stati;tiques 
suivants : 
a) le nombre de déclenchements NDEC (P, T) de processus de la classe P 
dans la période T considérée ; 
b.l) la durée de déclenchement des processus de la classe P déclenchés dans 
la période T sachant que : 
une durée de déclenchement DDEC (p.) est la durée comprise entre 
l 
la date de déclenchement d'un processus p. de la classe P et la date 
l 
de survenance de l'événement le plus ancien ayant contribué à son 
déclenchement 
- la valeur moyenne de la distribution de probabilité correspondante 
peut être déterminée par 
1 
NDEC(P,T) 
~ 
i=l 
NDEC(P,T) 
DDEC(p.) 
l 
b.2) pour chaque classe d'événements EC contribuant au déclenchement de 
processus de la classe P déclenchés ëians la période T, la durée de 
contribution sachant que 
une durée de contribution DCONT (p., ec.) est la durée comprise 
l J 
entre la date de déclenchement d' un processus p. de la classe P et 
l 
la date de survenance d'un événement ec. de la classe EC ayant 
J 
contribué à son déclenchement 
- la valeur moyenne de la distribution correspondante peut être 
déterminée par 
l 
NDEC(P,T) 
NDEC(P,T) 
L. 
i=l 
. l 
NC(p.,EC) 
l 
NC(p.,EC) 
'E, 1 DCONT(p.,ec.) 
. 1 l J J= 
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• 
où NC (p., EC) est le nombre d'événements de la classe EC ayant 
1 
contribué au déclenchement du processus p .• 
1 
11.4.2.3. Résultats statistiques concernant l'évolution des processus (cf,. 1.3.5) 
Le comportement - ou évolution temporelle - des processus d' une 
classe P, sur une période T donnée, peut être caractérisé par les résultats 
statistiques suivants : 
a) les nombres de déclenchements NDEC (P,:f), de démarrages NOEM (P,T), 
d' interruptions NINT (P, T), de redé,narrages NRED (P, T) et de 
terminaisons NTER (P, T) de processus de la classe P_ dans la période T 
considérée. Chacun de ces résultats correspond en fait à un nombre 
d'observations puisque chaque changement d'état d'un processus donne 
lieu à une mesure dans la base de données statistiques de la simulation ; 
b) les durées d'attente, d'interruption, d'activité et totale d'exécution des 
processus de la classe P terminés dans la période T sachant que : 
- une durée d'attente DA TT (p.) est la durée comprise entre la date de 
1 
déclenchement et celle de démarrage d' un processus p. ; 
1 
- une durée d'interruption OINT (p.) est la durée pendant laquelle un 
1 
processus p. qui a été actif est interrompu et en attent.e de 
1 
ressources. Puisqu'un processus peut être interrompu plusieurs fois, elle 
. 
correspond à la somme des durées d'une interruption du processus pi 
où la durée d'une interruption D lINT (j, p.) représente la durée 
1 
comprise entre la date de la jème interruption du processus p. et celle 
1 
du redémarrage correspondant 
- une durée d'activité DACT (p.) est la durée pendant laquelle un 
1 
processus p. est actif et supposé exécuter les règles de sa procédure. 
1 
Les résultats statistiques associés ne sont donc qu'une restitution des 
spécifications de durée (cf. 1.3.2.) ; 
une durée totale d'exécution DEXE (p.) est la durée comprise entre les 
1 
dates de déclenchement et de terminaison d' un processus p.. Elle 
1 
correspond donc à la somme des durées d'attente, d'interruption et 
d'activité d'un processus pi ; 
- la valeur moyenne de la distribution de probabilité de ces durées peut 
être déterminée par : 
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1 
NTER(P,T) 
NTER(P,T) 
E 
i=l 
Durée (p.) 
l 
où Durée (pi) représente respectivement DA TT (pi)' DINT (pi)' 
DACT (p.) et DEXE (p.), 
l l 
c) les volumes de processus de la classe P en attente, interrompus, actifs 
et en cours cf' exécution à un momen~ donné, sachant que : 
- un volume "en attente" V A TT (P, t) représente le nombre de processus 
de la classe P en attente de ressources au temps t. Puisqu'un 
. 
processus est en attente s'il a été déclenché mais n'a pas encore pu 
démarrer, ce volume correspond à la différence e~tr~ les nombres de 
déclenchements NDEC (P,T) et de démarrages NDEM (P,T) pour la 
période T définie par les bornes O et t ; 
- un volume "en interruption" VINT (P, t) représente le nombre de 
processus de la classe P interrompus au temps t. Puisqu'un processus 
est interrompu s'il a été interrompu mais n'a pas encore pu 
redémarrer, ce volume correspond à la différence entre les nombres 
d' interruptions NINT (P, T) et de redémarrages NRED (P, T) pour la 
période T définie par les bornes O et t ; 
- un volume "en activité" VACT (P, t) représente le nombre de processus 
de la classe P actifs au temps t. Puisqu' un processus est aétif s' il a 
démarré ou redémarré mais n'a pas été inte rrompu ou n'est pas 
terminé, ce volume correspond à 
(NDEM (P,T) + NRED (P,T) - (NINT (P,T) + NTER (P,T)) pour la 
période T définie par les bornes O et t 
- un volume "en cours d' exécution" VEXE (P, t) représente le nombre de 
processus en cours d'exécution au temps t. Puisqu'un processus est en 
cours d'exécution s'il a été déclenché mais n'est pas encore terminé, 
ce volume correspond à la différence entre les nombres de 
déclenchements NDEC (P, T) et de terminaisons NTER (P, T) pour la 
période T définie par les bornes O et t. Ce volume est la somme des 
trois précédents ; 
- la valeur moyenne de la distribution de probabilité de ces volumes peut 
être déterminée par : 
-
1 ~t volume (P, t)dt 
T 0 
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où volume (P, t) représente respectivement V A TT (P, t), VINT (P, t), 
VACT (P,t) et VEXE (P,t). 
La solution adoptée qui consiste à prendre une mesure à chaque 
changement d'état d'un processus permet de restituer une valeur 
exacte de ces volumes moyens puisque le calcul de l'intégrale ne fait 
l'objet d'aucune approximation. Sachant, en effet , que le volume (P, t) 
ne peut varier qu'à l'occasion d'un changement d'état, donc d'une 
mesure, on peut facilement calculer le volume moyen sur la période T 
considérée : 
- par une reconstitution de la fonç:tion "en escalier" Volume (P, t) 
illustrée à la figure suivante 
Volume (P) 
t. 
l t. 1 l+ temps t 
--------------------------~ 
T 
- et l'application de la formule de calcul suivante 
t 
n 
1 
n 
Volume (P,t.) * (t. 1 - t.) l l+ l 
t 
n 
où t. est la date du ième changement d'état - donc ième mesure 
l 
de processus de la classe P dans la période T considérée 
t 1 est la date du 1er changement d'état dans la période ; 
t est la date du dernier changement d'état dans la période et 
n 
volume (P, t.) est le volume constaté à l'occasion du ième 
l 
changement d'état. 
Par rapport à une solution qui consiste à prendre des mesures dans la 
simulation de façon régulièrement espacée dans le temps (toutes les 
minutes simulées, par exemple), cette solution offre l'avantage de parer 
au danger que la variation de volume soit égale ment périodique et en 
phase avec le processus d'échantillonnage périodique. 
Au départ des résultats statistiques mentionnés ci-dessus, on peut 
imaginer différentes variantes. On peut, par exemple, vouloir déterminer la 
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durée moyenne d' une interruption des processus d' une classe P par 
l'application de la formule suivante 
l 
NINT(P,T) 
~ NINT(P,T) 
j= 1 DlINT(j,P) 
où D lINT (j,P) est la durée de la jème interruption de processus de la 
classe P. 
Puisque la durée d'attente DATT. (p) est définitivement connue 
. . 
lorsque le processus p. a démarré, on peut préférer calculer la • durée 
l 
moyenne d' attente pour les processus de la classe P déclenchés plutôt que 
terminés dans la période T considérée et appliquer la formule suivante : 
1 
NDEM(P,T) 
L NDEM(P,T) 
i=l DATT(p .) l 
On peut également souhaiter distinguer la cause de l'attente ou 
' de l'interruption d'un processus et extraire de ses durées d'attente et 
d' interruption le temps pendant lequel la capacité maximale disponible d' une 
ressource requise est nulle en fonction de son calendrier de disponibilité. 
L'extraction et la mise en évidence de ce temps "mort" permet de ne 
considérer comme temps d'attente et d'interruption que les temps pendant 
lesquels un processus est bloqué et en attente de ressources indisponibles 
parce que réellement utilisées par d' àutres processus au même moment. 
Cette façon de procéder présente l'avantage de 
- restituer des durées d'attente et d'interruption significatives dans les 
intervalles de temps pendant lesquels les ressources sont effectivement 
disponibles (journées de travail, par exemple) 
- ne pas comptabiliser les intervalles de temps pendant lesquels les 
ressources sont de toute manière indisponibles pour qui que ce soit (nuits 
et week-end, par exemple). 
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11.4.2.4. Résultats statistiques concernant le comportement des ressources 
Le comportement d'une ressource R, sur une période T donnée, 
est principalement caractérisé par les résultats statistiques suivants : 
a) les nombres de réquisitions NREQ (R,T), d'acquisitions NACQ (R,T) et 
de libérations NLIB (R, T) d' une portion de la ressource R dans la 
période T considérée 
b) les durées d'attente, d'utilisation ·et totale de service des requêtes, 
portant sur la ressource R, ayant fait . l'objet d'une libération dans la 
période T considérée, sachant que 
- une durée d'attente DREQ (ri) est la durée comprise entre le; dates 
de réquisition et d'acquisition d'une requête r. portant sur la 
l 
ressource R ; 
une durée d'utilisation DUTI (r.) est la durée comprise entre les dates 
l 
d'acquisition et de libération d'une requête r. ; 
l 
une durée totale de service OSER (r.) est la durée comprise entre les 
l 
dates de réquisition et de libération d'une requête r. et correspond 
l 
donc à la somme des durées d'attente DREQ (r.) et d'utilisation 
1 
DUTI (r.) ; 
l 
- la valeur moyenne de la distribution de probabilité de ces durées peut 
être déterminée par : 
1 
NLIB(R,T) 
où Durée (r.) 
l 
OSER (r.) ; 
1 
NLIB(R,T) 
~ 
i=l Durée (r.) 1 
représente respectivement DREQ (r .), DUTI (r.) et 
l l 
c. l) les volumes de requêtes, portant sur 
de 
la ressource R, en attente, en 
moment donné·, cours d' utilisation et en cours service ' a un 
sachant que: 
- un volume "en attente" VREQ (R,t) représente le nombre de requêtes 
pour lesquelles la portion de ressource R a été requise mais pas 
encore acquise au temps t. Ce volume correspond donc à la 
différence entre les nombres de réquisitions NREQ (R,T) et 
d'acquisitions NACQ (R,T) pour la période T définie par les bornes 0 
et t ; 
- un volume "en cours d'utilisation" VUTI (R,t) représente le nombre de 
requêtes pour lesquelles la portion de ressource R a été acquise mais 
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pas encore libérée au temps t. Ce volume correspond donc à la 
différence entre les nombres d'acquisitions NACQ (R,T) et de 
libérations NLIB (R,T) pour la pé riode T définie par les bornes O et 
t ; 
- un volume "en cours de service" YSER (R,t) représente le nombre de 
requêtes pour lesquelles la portion de ressource R a été requise mais 
pas encore libérée au temps t. Ce volume correspond donc à la 
différence entre les nombres de réquisitions NREQ (R,T) et de 
libérations NLIB (R,T) pour la période T entre O et t. Ce volume 
est la somme des deux précédents ; · 
- la valeur moyenne de la distributi~n de probabilité de ces v.olumes 
peut être déterminée par : 
1 
T 
volume (R, t) dt 
où volume (R, t) représente respectivement VREQ (R, t), VUTI (R, t) et 
YSER (R,t) 
c.2) la capacité disponible de la ressource R à un moment donné dans la 
période T considérée, sachant que : 
- la valeur moyenne de la distribution de probabilité correspondante 
peut être déterminée par : 
1 
T 
CD(R,t) dt 
où CD (R, t) représente la capacité disponible de la ressource R au 
temps t. 
Comme pour les autres résultats statistiques concernant des volumes, 
cette moyenne "temporelle" peut facilement être calculée car chaque 
changement d'état d'une ressource (réquisition, acquisition ou libération) 
a donné lieu, pendant la simulation, à l'enregistrement d'une mesure 
dans la base de données statistiques. 
On peut imaginer d'autres résultats statistiques caractérisant le 
comportement d'une ressource. En partictJlier, on peut souhaiter obtenir des 
résultats statistiques sur la capacité utilisée d'une ressource R à un moment 
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donné, dont la valeur moyenne est déterminée par 
CU(R,t) dt 
où CU (R,t) représente '1a capacité utilisée de la ressource R au temps t. 
On peut également dégager un taux cl' utilisation moyen d' une 
. 
ressource R sur une période T donnée, déterminé de la façon suivante 
CU (R,t) dt 
CMD (R,t) dt 
où CMD (R, t) est la capacité maximum disponible de la ressource R au 
temps t, qui est fixée par son calendrier de disponibilité. On notera que 
CMD (R, t) = CU (R, t) + CD (R, t). 
Quelques précautions doivent cependant être prises dans le calcl.11 de ce taux 
moyen d'utilisation pour tenir compte du calendrier de disponibiVté de la 
ressource qui peut spécifier une capacité maximale disponible nulle pendant 
certaines périodes. 
Enfin, on pourrait vouloir obtenir les résultats statistiques 
concernant les requêtes (a), b), c.I)) répartis par classe de processus 
requérants. Toutefois, ces résultats n'a.jouteraient aucune information 
supplémentaire par rapport aux résultats sur l'évolution des processus. En 
effet, notre hypothèse d' allocation globale signifie que toutes les requêtes 
d'un processus suivent exactement la même évolution que le processus (cf. 
1.3.5.). Il suffit donc de se rapporter aux résultats statistiques des classes 
de processus requérant une portion de la ressource considérée pour avoir 
l'information souhaitée. 
11.4.3. Entrées-Sorties 
Les paramètres de cet outil servent à déterminer le contenu et 
la forme des rapports (= sorties) à produire à partir des mesures 
.___ ______________ _ _ _ _ _ ____ - - -
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élémentaires enregistrées dans la base de données statistiques. Ils constituent 
l'unique entrée de l'outil d'exploitation. Ils permettent notamment de 
mentionner : 
1. les classes d'objets pour lesquelles on veut obtenir des résultats 
statistiques. En fonction du type d'objet, l'outil est capable de détecter 
automatiquement quels sont les résultats statistiques qui caractérisent le 
comportement des objets sélectionnés ; 
2. les périodes de référence, à l' int6rieur de la période simulée, pour 
lesquelles on souhaite produire des résultats statistiques. Ceux-ci peuvent 
être présentés sous forme de valeur 
"globales" pour une période de référence 
(exemple : du 5ème au 20ème jour de la simulation) 
- "périodiques" par période se répétant dans une période plus large 
(exemple : heure par heure d'une journée moyenne reconstruite à partir 
de la 5ème à la 20ème journée de la simulation) ; 
- "chronologiques" pour des périodes fines à l' intérieur d' une période de 
référence plus large 
(exemple : pour toutes les heures du 5ème au 20ème jour) ; 
3. la forme de présentation souhaitée des résultats statistiques : 
tableaux de chiffre, courbes, diagrammes ... 
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- CHAPITRE III -
VERIFICATION DES SPECIFICATIONS DU 
COMPORTEMENT DES SYSTEMES D'INFORMATION 
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111.1. INTRODUCTION 
Après avoir spécifié le comportement d'un système d'information 
à l'aide du modèle proposé au chapitre 1, encore faut-il vérifier qu'il s'agit 
d' une bonne spécification de la solution choisie en s' assurant de l' utilisation 
correcte du modèle. 
La vérification d'un schéma de comportement comprend trois 
aspects qui correspondent aux qualités attendues des spécifications de 
comportement complétude, cohérence et· faisabilité. Il faut en effet 
pouvoir s' assurer qu' un schéma est : 
complet en vérifiant qu'il n'existe pas de composants référencés mais non 
complètement décrits ; 
cohérent en vérifiant qu'il n'existe pas de contradiction dans la 
description. La cohérence doit non seulement être vérifiée au sein 
d'un schéma (cohérence interne) mais aussi entre les différents 
niveaux de décomposition en sous-schémas (cohérence externe) 
faisable en vérifiant que le schéma représente un comportement respectant 
les performances attendues du système à réaliser. 
La vérification de ces 3 propriétés peut être partiellement 
automatisée et en tout cas assistée par l'utilisation des outils disponibles 
dans l'environnement logiciel généralisé adopté, compiété par l'outil 
d'évaluation présenté au chapitre précédent. 
Ce chapitre présente les contrôles 
respectivement vérifier la complétude, la cohérence 
à effectuer pour 
et la faisabilité des 
spécifications ; il précise, en outre, l'assistance fournie par l'utilisation des 
outils logiciels disponibles. 
Il faut cependant noter qu' une bonne spécification de la solution 
choisie, résultant d'une utilisation correcte des modèles, ne garantit pas la 
spécification d' une bonne solution c' est-à-dire : 
- conforme à l'attente et aux besoins de , l'organisation 
- adaptée aux possibilités technologiques, humaines, financières et 
organisationnelles de l'organisation. 
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Contrairement à la vérification des trois qualités mentionnées 
ci-dessus, cette validation, essentiellement qualitative, des spécifications ne 
peut guère être assistée par l'utilisation d'out ils logiciels et ne sera donc 
pas développée dans ce chapitre. 
111.2. COMPLETUDE 
111.2.1. Présentation générale 
Un schéma de comportement est ·COMPLET si chaque composant 
de la spécification est complètement décrit: c'est-à-dire s'il n'existe P.lus de 
composants qui aient été référencés mais dont la description est incomplète 
et reste à déterminer. 
La vérification de la complétude revient donc à s'assurer que 
chaque classe d'objets reprise dans la spécification possède bien, en fonction 
de son type, toutes les caractéristiques prévues dans le modèle retenu et 
exposé au chapitre 1. Il ne s'agit donc pas à ce niveau de vérifier si des 
classes d'objets et/ou des liaisons entre elles manquent dans la spécification. 
Outil logiciel de sélection 
Dans le contexte de l'environnement logiciel adopté, ces contrôles 
de complétude peuvent être effectués à l' aide d' un langage d'interrogation 
de haut niveau intégré dans cet env-i.ronnement (cf. Préambule), dont la 
fonction est de sélectionner dans la base de données de · spécification des 
composants qui satisfont certains critères. 
Il s'agit d'un langage ensembliste l'exécution d'une question 
crée un ensemble de noms de classes obtenus par l'intersection (AND) et/ou 
l'union (OR) d'ensembles définis par des critères de sélection. Les critères 
de sélection sont des expressions booléennes dont les opérandes sont des 
instructions du langage de spécification dans lesquelles on a substitué 
certaines parties par : 
? pour mentionner l'objet de la recherche 
pour signaler l'existence d'au moins un composant d'un type 
donné . 
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La question suivante permet par exemple de retrouver dans la 
base de données toutes les classes de processus qui (?) causent la 
survenance d' au moins un (!) événement 
PROCESSUS AND ? CAUSE ! 
Le fait de pouvoir sélectionner, à l'aide de ce langage, des 
composants qui ne possèdent pas - enc?re - certaines caractéristiques et donc 
ne satisfont pas certains critères de sélection permet d'envisager l'utilisation 
de cet outil pour détecter des spécifications ·incomplètes. . 
Cette section présente les contrôles de compfétude à effectuer pour 
garantir que chaque composant de la spécification d'un comportement est 
complètement décrit. A chaque contrôle mentionné est également associé le 
critère de sélection du langage d'interrogation qui permet de détecter 
automatiquement les classes d'objets dont la spécification reste à compléter. 
III.2.2. Règles de complétude 
Un schéma de comportement est complètement spécifié si 
1. pour toutes les classes de processus citées dans ce schéma : 
a) leur procédure est décrite - sous forme d'un texte descriptif en format 
libre : 
PROCESSUS AND NOT (HAS PROCEDURE)! 
b) leur durée estimée d' exécution est pré.cisée 
1 PROCESSUS AND NOT (? ACTIF PENDANT !)I 
c) leur nom caractérise au moins une classe de survenances pour garantir 
que, parmi les transformations d'informations véhiculées et/ou 
enregistrées par les processus d' une classe, certaines ont une incidence 
sur le comportement représenté par le schéma : 
PROCESSUS AND 
0
NOT (? CAUSE !) 
d) la probabilité d'être vraie est fixée· pour chaque condition de survenance 
référencée : 
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CONDITION AND NOT (? VRAIE DANS !) 
e) leur nom caractérise au moins une classe de déclenchements pour 
garantir que le déclenchement 
(PRE-CONDITION)' : 
de leurs processus a été 
PROCESSUS AND NQT (? DECLENCHE PAR !) 
f) le prédicat de chaque condition de déclenchement citée est défini 
CONDITION AND NOT (HAS PREDICAT, 
2. pour toutes les classes d'événements citées dans le schéma : 
, 
prevu 
a) les attributs d'événements, sur lesquels porte une modalité de 
déclenchement, sont spécifiés : 
! ATTRIBUT EST ? AND NOT 
(? V ALE UR ! OR ? DOMAINE DE V ALE UR OR ? DISTRIBUTION !) 
b) leur nom caractérise au moins une classe de survenances s'il s'agit 
d'événements internes ou leur échéancier a été défini s' il s' agit 
d'événements (externes) initiaux : 
EVENEMENT AND NOT 
. 
(? CAUSE PAR ! OR ? SURVIENT FOIS PENDANT !) 
c) leur nom caractérise au moins une classe de déclenchements s'il ne 
s'agit pas d'événements terminaux : 
EVENEMENT AND NOT (? DECLENCHE !) 
Les seules classes d'événements vérifiant ce critère doivent alors 
correspondre aux classes d'événements terminaux du schéma analysé 
3. pour toutes les ressources référencées - citées - dans le schéma : 
a) leur calendrier de disponibilité est décrit : 
94 
RESSOURCE AND NOT (? CAPACITE DISPONIBLE PENDANT !) 
b) toutes les périodes reprises dans la spécification d'un calendrier de 
disponibilité sont précisées 
(? CAPACITE ! DISPONIBLE PENDANT ?) 
AND NOT (? ·DE A ! DANS !) 
c) leur nom caractérise au moins une classe de réquisitions 
RESSOURCE AND NOT 
(? REQUISE PAR ! OR ? PARTAGEE PAR !) 
d) tous les taux de réquisition, non exprimés sous forme d'une constante, 
sont fixés par une distribution de probabilité 
(! REQUISE PAR ! AU TAUX DE ?) 
AND NOT (? DISTRIBUTION !) 
III.3. COHERENCE 
III.3.1. Présentation générale 
Un schéma de comportement est cohérent si 
1. (cohérence interne) les spécifications du. schéma ne sont pas contradictoires 
entre elles et garantissent que tous les traitements décrits par les classes 
de processus sont exécutables ou, de façon duale, que tous les états 
représentés par les classes d'événements sont accessibles ; 
2. (cohérence externe) les spécifications du schéma ne sont pas contradictoires 
avec celles du schéma plus agrégé dont il constitue un sous-schéma. 
Contrairement aux contrôles de complétude (cf. III.2.), aucun outil 
standard de l' environnement logiciel adopté ne permet d' effectuer 
. 
automatiquement sans intervention du concepteur les contrôles de 
cohérence présentés dans cette section. La vérification de la cohérence 
s' apparente en effet aux preuves de programmes dans lesquelles on tâche de 
vérifier la correction totale (termina}son) et partielle (conformité aux 
spécifications si terminaison). Cette approche par démonstration· ne sera pas 
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développée dans cette étude même si elle doit être considérée comme une 
extension normale de celle-ci. 
Par contre, on peut imaginer deux approches moins ambitieuses et 
plus rudimentaires pour vérifier la cohérence des spécifications dans 
lesquelles l'utilisation des outils disponibles (cf. Préambule) peut constituer 
une forme d'assistance appréciable. 
La première approche, dite par visualisation, consiste à présenter, 
à l'aide des outils logiciels standards, les · spécifications du comportement 
• 
analysé sous une forme plus propice à l' analyse - par le concepteur. - que 
la forme sous laquelle elles ont été initialement rédigées et enregistrées 
dans la base de données. 
La seconde approche, dite par exécution, consiste à utiliser l'outil 
d'évaluation décrit au chapitre précédent, et simuler - donc exécuter - le 
comportement spécifié et tâcher de détecter des incohérences sur base de 
la "trace" fournie à l' exécution. 
Cette section précise pour les deux aspects de la cohérence 
mentionnés ci-dessus 
1. les contrôles à effectuer 
2. l'utilisation qui peut être faite 
a) des outils standards, en particulier d'un outil de structuration 
brièvement présenté ci-dessous, disponibles dans l'environnement logiciel 
de spécification, 
b) de l'outil d'évaluation par simulation ·; 
pour détecter des incohérences dans les spécifications d'un comportement. 
Outil logiciel de structuration 
L'outil privilégié pour restituer les spécifications est l'outil de 
structuration disponible dans l'environnement logiciel généralisé adopté (cf. 
Préambule). Cet outil implémente en fait un algorithme de fermeture 
transitive d' un graphe qui : 
1. sélectionne dans la base de données des spécifications les classes d'objets 
d'un type donné qui succèdent à - précèdent - une classe d'objets 
donnée via des associations d'un type donné ; 
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2. présente, par niveau et sous forme d'une liste "indentée", d'une matrice 
ou d'un graphe, les classes d'objets successeurs - prédécesseurs -
où les classes d'objets d'un niveau 1 sont les successeurs 
prédécesseurs - immédiats des classes d'objets d'un niveau i-1 et 
les classes du niveau 1 sont les classes pour lesquelles le rapport 
est demandé (= • paramètres de l'outil). 
Cet outil de structuration permet notamment de reconstituer 
automatiquement un schéma de comportement, préalablement spécifié et 
enregistré dans la base de données, au départ des seules classes 
d'événements initiaux ou terminaux d'un schéma. 
Dans ce cas, les seules classes prises en considération· sont les classes de 
processus et cl' événements qui, via les associations de déclenchements et de 
survenances, succèdent à - précèdent - la ou les classes d' événements 
initiaux - terminaux - pour lesquelles on demande le rapport. 
Exemple III. l 
Supposons que les spécifications suivantes aient été enregistrées 
dans la base de données 
DEF PROCESSUS Pl 
DECLENCHE PAR El 
CAUSE E2 
DEF PROCESSUS P2 
DECLENCHE PAR El, E2 
CAUSE E3 
El 
Pl/· 
1 
E2'-
. 'P2 
1 
E3 
L'outil de structuration permet, pqr exemple, au départ de la 
seule classe d'événements terminaux E3, de restituer ces 
spécifications de la façon suivante : 
1 E3 EVT 
2 P2 PRC 
3 El EVT 
3 E2 EVT 
4- Pl PRC 
5 El EVT 
cause E3 
déclenche 
déclenche 
cause E2 
* déclenche 
P2 
P2 
Pl 
On notera la présence de l' * qui signale que cette classe (El) 
est déjà apparue dans la structure et intervient donc dans 
plusieurs associations. 
Ce rapport met donc clairement en évidence les "filières" possibles 
ou suite de prédécesseurs (successeurs) entre deux classes d'événements • 
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III.3.2. COHERENCE INTERNE : Règle d'accessibilité 
La cohérence interne d'un schéma ne fait référence à aucune autre 
spécification externe 
blocage intempestif. 
au schéma et assure uniquement un comportement sans 
Cela signifie que les spécifications n'empêchent pas 
systématiquement le déclenchement de certains processus ou la survenance de 
certains événements. 
Le contrôle de la cohérence interne peut être comparé à la 
vérification de l' atteignabilité dans les Réseaux de Petri (BRAMS, 1983). Il a 
de plus été montré (HECKENROTH, 1979 J •qu'il était possible : 
- de transformer des spécifications, faites à l'aide d'·un · modèle proche de 
celui présenté au chapitre 1, en un Réseau de Petri 
- d'utiliser les outils classiques d'analyse des Réseaux de Petri et notamment 
de vérifier l' atteignabilité ("vivance"). 
Même si cette solution semble prometteuse et constituer un moyen 
privilégié pour vérifier la cohérence interne, elle n'a cependant pas été 
retenue dans cette étude étant donné 
- la . complexité de la transformation automatique dans un autre formalisme et 
les problèmes posés par l' interprétation des résultats dans un formalisme 
différent de celui adopté initialement ; 
- l' importance attachée au temps (notion de délai) dans le modèle adopté qui 
complique les algorithmes d'analyse ; 
- la préférence accordée dans cette étude à l'évaluation par simulation - sans 
transformation de modèle. 
Règle d' accessibilité 
La cohérence interne est vérifiée si la règle d'accessibilité suivante 
est respectée 
pour les classes d'événements E. (de processus P.) d'un schéma, 
1 1 
en particulier les classes d'événements terminaux, 
il existe une collection d'événements initiaux telle qu'un événement 
E. (un processus P.) soit successeur de chaque événement de cette 
1 1 
collection. 
La mise en oeuvre de cette règle suppose qu'étant donné la structure d'un 
schéma : 
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A. les modalités de déclenchement et de survenance ne sont pas 
contradictoires entre elles ; 
B. les propriétés des requêtes ne sont pas contradictoires avec le calendrier de 
disponibilité des ressources requises 
C. les échéanciers de classes d'événements initiaux (externes) ne sont pas 
• 
contradictoires avec les modalités de déclenchement du schéma. 
A. Les modalités de déclenchement et de survenance sont contradictoires entre 
elles lorsqu'une situation de décision. empêche systématiquement une 
situation de synchronisation de se • produire car certains événements 
. 
contribuant au déclenchement d'un même processus oe .peuvent jamais être 
simultanément présents. 
Les trois schémas exposés ci-dessous illustrent les cas les plus représentatifs 
de situations d'incohérence interne dans les modalités de déclenchement et de 
survenance. Elles se distinguent par les propriétés d'événements sur lesquelles 
portent certaines contraintes de déclenchement : 
a) attributs d'événements ; 
b) délais entre la survenance d'événements et leur contribution au 
déclenchement d' un processus 
c) nombre de déclenchements de processus auxquels un événement peut 
contribuer. 
Les trois cas suivants (a, b et c) supposent que l'attribut A2 identifie les 
événements successeurs d'un même événement initial (E 1). 
Cas a) 
Soit un schéma spécifié de la façon suivantè 
DEF PROCESSUS P 1 
DECLENCHE PAR El QUAND Cl 
CAUSE E2 
DEF PROCESSUS P2 
DECLENCHE PAR El, E2 QUAND C2 
CAUSE E3 
DEF CONDITION C 1 
PREDICAT: Al DE El =.Vl 
DEF CONDITION C2 
PREDICAT : Al DE El f. Vl ET 
A2 DE El= A2 DE E2 
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Ce schéma est incohérent car : 
- un même événement E 1 contribue au déclenchement d' un processus P 1 ou 
d'un processus P2 (DECISION) alors que 
- le déclenchement d' un processus P2 suppose la survenance d' un événement 
El et d'un événement E2 (SYNCHRONISATION), lui-même successeur de 
l' événement E 1. 
Cas b) 
Soit un schéma spécifié de la façon suivante 
DEF PROCESSUS P 1 
DECLENCHE PAR El 
CAUSE E2 
DEF PROCESSUS P2 
DECLENCHE PAR El, E2 QUAND Cl 
ACTIF PENDANT "10 min" 
CAUSE E3 
DEF CONDITION C 1 
PREDICAT : 
DELAI ENTRE SURVENANCE DE El ET DECLENCHEMENT DE 
P2 = 0 ET Al de El = Al de E2 
Ce schéma est incohérent car 
un événement E2 devrait survenir en même temps que son prédecesseur El 
pour déclencher un processus P2 alors. que 
- la durée du processus P 1 sépare les deux survenances. 
Cas c) 
Soit un schéma spécifié de la façon suivante 
DEF PROCESSUS P 1 
CAUSE 1 El SI Cl 
1 E2 SI PAS-Cl 
DEF PROCESSUS P2 
DECLENCHE PAR El, E2 QUAND C3 
DEF CONDITION C3 
PREDICAT NOMBRE DE El DECLENCHANT 
P2 = 1 ET 
NOMBRE DE E2 DECLENCHANT 
P2 = 1 ET· 
Al DE El = Al DE E2 
LE MEME 
LE MEME 
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Ce · schéma est incohérent car : 
- un processus P 1 cause la survenance d' un événement E 1 OU d' un événement 
E2 (DECISION) alors que 
- le déclenchement d' un processus P2 suppose la survenance d' un événement 
El ET d'un événement E2 (SYNCHRONISATION) . 
. ' 
B. Les propriétés des requêtes sont contradictoires avec le calendrier de 
disponibilité des ressources requises lorsque : 
a) un processus est non interruptible et que sa durée estimée d' exécution, 
c'est-à-dire la durée de ses réquisitions, est supérieure à la période la 
plus large du calendrier de disponibilité des ressources requises ;· 
. . 
b) la durée d'exécution d'un processus non interruptible est supérieure à 
l' intersection des périodes les plus larges du calendrier de disponibilité 
des ressources requises par le processus ; 
c) un taux de réquisition est supérieur à la capacité maximum disponible de 
la ressource requise. 
Les cas suivants illustrent ces trois situations d'incohérence interne : 
a) un processus non interruptible P 1 dure 2 heures et requiert une ~es source 
Rl qui est disponible entre 8 et 9 heures chaque jour ; 
b) un processus non interruptible P 1 requiert une ressource R 1 disponible entre 
8 et 12 heures et requiert une ressource R2 disponible entre 14 et 16 
heures ; 
c) un prçcessus Pl requiert 10 unités d'une ressource Rl qui a une capacité 
maximale disponible de 5 unités. 
C. L'échéancier d'une classe d'événements initiaux est contradictoire avec les 
modalités de déclenchement d'un schéma lorsque le nombre d'événements 
qui contribuent au déclenchement d'un processus P 1 n'est jamais suffisant. 
Le schéma suivant est incohérent car un processus P 1 ne pourra jamais 
être déclenché : 
- 100 événements E 1 contribuent au déclenchement d' un processus P 1 à 
condition que le délai entre leur sur.venance et leur contribution n'excède 
pas 1 journée 
- mais l'échéancier de la classe d'événements E 1 prévoie seulement ia 
survenance de 10 événements par jour. 
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Exemple III.2. 
Le schéma dont les spécifications suivent décrit un comportement 
fonctionnel cohérent, car ses modalités de déclenchement et de 
survenance ne sont pas contradictoires : 
DEF PROCESSUS enregistrement-d'une-commande 
DECLENCHE PAR commande-du-jour 
CAUSE 1 commande-à-enregistrer SI commande-valide 
1 commande-rejetée SI commande-invalide 
enregistrement-d'une-réquisition DEF PROCESSUS 
DECLENCHE PAR commanfle-à-enregistrer, commande-
différée 
CAUSE 1 
1 
réquisition-à-préparer SI stock-suffisant 
commande-à-différer SI stoc~-insuf fisant 
DEF PROCESSUS préparation-réquisition 
DECLENCHE PAR réquisition-à-préparer 
CAUSE 1 commande-préparée 
La règle d'accessibilité est en effet vérifiée pour les trois 
classes d' événements terminaux : 
a) la survenance d'une "commande rejetée" est possible 
de la survenance d' une "commande du jour" 
processus "enregistrement d' une commande" peut 
survenance d'une "commande rejetée" (SI 
invalide") ; 
au départ 
puisqu'un 
causer la 
"commande 
b) la survenance d'une "commande à différer" peut succéder à la 
survenance d'une "commande du jour" OU d'une "commande 
différée" puisqu'un processus "enregistrement d'une ré9uisition" 
peut causer la survenance d'une "commande à differér" (SI 
"stock insuffisant") ; 
c) enfin, la survenance d' une 
à la survenance d' une 
"commande différée" (SI 
suffisant"). 
"commande préparée" peut succéder 
"commande du jour" OU d'une 
-"commande valide" ET "stock 
Dans le contexte de l'environnement logiciel adopté, l'outil de génération 
intégré dans l'outil d'évaluation par simulation peut détecter automatiquement 
les contradictions (B.) entre les requêtes et les calendriers de disponibilité des 
ressources requises puisque ces incohérences empêchent le déroulement d'une 
simulation. 
Par contre et dans l'état actuel des développements, seule une approche - non 
automatique par visualisation ou par exécution, permet de mettre en 
évidence les contradictions entre les modalités de déclenchement, celles de 
survenance (A.) et les échéanciers (C.) d'un schéma. 
111.3.2.1. Contrôle de la cohérence interne· par visualisation 
Les outils standards de l' envir~nnement logiciel adopté peuvent être 
utilisés pour faciliter la détection des contradictions éventuel-les entre les 
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échéanciers des classes d'événements initiaux, les modalités de déclenchement 
et celles de survenance d'un schéma (A. et B.). 
La démarche proposée est la suivante 
1. Sélection des classes d'événements terminaux du schéma à l'aide du langage 
1 
d'interrogation, déjà présenté dans le contexte du contrôle de la complétude 
(III.!) : 
EVENEMENT AND ? CAUSE PAR 
AND NOT (? DECI..ENCHE !) 
Après s' être assuré que les classes d'événements sélectionnées correspondent 
aux classes d'événements terminaux dont il s'agit de vérifier l'accessibilité, 
les deux étapes suivantes doivent alors être · répétées pour chaque classe 
d'événements ET. sélectionnée ; 
l 
2. Production automatique d'un rapport de structuration restituant la partie du 
schéma comprenant les classes d' événements et de processus prédécesseurs 
des événements de la classe ET. considérée ; 
l 
3. Analyse du rapport produit pour s'assurer que 
a) les dernières classes d'événements prédécesseurs découvertes dans le 
rapport correspondent bien à des classes d'événements initiaux du 
schéma 
b) les modalités de survenance et de déclenchement ainsi que les 
échéanciers ne sont pas contradictoires. 
Exemple 111.3. 
Dans le cas des spécifications correspondant au cas a) présenté 
ci-dessus (cf. p. 99), la démarche serait appliquée de la façon 
suivante : 
1. sélection des classes d'événements terminaux : 
E3 est bien la seule classe dont les événements sont causés 
par mais ne déclenchent aucun processus 
2. production automatique du rapport de structuration suivant 
pour retrouver les classes d'événements initiaux prédécesseurs 
des événements E3 
1 E3 
2 P2 
3 El 
3 E2 
4 Pl 
5 El 
EVT 
PRC cause' E3 
EVT déclenche P2 quand C2 
EVT déclenche P2 quand C2 
PRC caus~ E2 
EVT * déclenche P 1 quand Cl 
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Cl == Al DE El = Vl 
C2 == Al DE El -J Vl ET A2 DE El = A2 DE E2 
3. l'analyse de ce rapport devrait mettre en évidence que 
a) E 1, qui n' a aucun prédécesseur dans ce rapport, est bien la 
seule classe d'événements initiaux du schéma ; le fait qu'il 
apparaisse 2 fois dans le rapport si9nale la présence de 2 filière; possibles pour atteindre un evénement E3 au départ 
d' un evenement E 1 ; 
b) les conditions de déclenchement Cl et C2 sont 
contradictoires puisque pour accéder au même événement 
E3, l'attribut Al devrait ê.tre à la fois : 
- (Cl) égal à et 
- ( C2) différent de la valeur V 1. 
. 
Lorsque le schéma devient important et que le norobre de conditions de 
survenance et de déclenchement est assez élevé, la vérification de la 
cohérence interne par la méthode expliquée ci-dessus risque de s'avérer assez 
fastidieuse et peu sûre quant au résultat. La m·éthode suivante peut alors se 
justifier malgré son apparente lourdeur. 
111.3.2.2. Contrôle de la cohérence interne par exécution 
L'outil d'évaluation par simulation, présenté au chapitre précédent, 
peut en effet servir à vérifier l'absence de contradictions dans un sühéma de 
comportement, c'est-à-dire le non respect de la règle d'accessibilité 
mentionnée ci-dessus. 
La démarche proposée consiste à répéter la procédure suivante pour 
chaque classe d'événements terminaux ET., sélectionnée de .la même façon que 
l 
dans l'approche par visualisation, c'est-à-dire en ayant recours au langage 
d' interrogation. 
1. Sur base d'un rapport de structuration équivalent à celui utilisé dans le 
contrôle par visualisation : 
a) fixation d'un échéancier simplifié qui comporte une seule occurrence pour 
chaque classe d'événements initiaux ; 
b) modification des spécifications définies pour forcer : 
- la probabilité d'être vraie des conditions de survenance à 100 % ; 
- la valeur des attributs intervenant dans une condition de déclenchement 
de telle sorte qu'elle soit vraie. • 
Ces deux dernières actions doivent être effectuées pour obtenir un 
comportement déterministe de la simulation et garantir que le 
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comportement simulé correspondra à la partie du schéma qui mène aux 
événements terminaux considérés ; 
2. Simulation du comportement correspondant à la partie du schéma restituée 
par le rapport de structuration produit à l'étape précédente, sans prendre 
en considération les réquisitions de ressources ; 
3. Analyse de la "trace" produite par la simulation pour s'assurer qu'au moins 
un événement terminal de la classe ET. considérée est survenu en cours de 
1 
simulation. 
Exemple III.4. 
Dans le cas des spécifications correspondant au cas b) présenté 
ci-dessus (cf. p. 100) la démarche serait appliquée de la façon 
suivante pour vérifier l'accessibilité aux événements 
terminaux - de la classe E3 : 
1. Production automatique du rapport de structuration suivant 
pour retrouver les classes d' événements initiaux prédécesseurs 
des événements E3 : 
1 E3 EVT 
2 P2 PRC cause E3 
3 El EVT déclenche P2 quand Cl 
3 E2 EVT déclenche P2 quand Cl 
4 Pl PRC cause E2 
5 El EVT * déclenche P 1 
Cl 
--
délai entre survenance de El et déclenchement de 
P2 = 0 ET Al de El = Al de E2 
1.a. fixation d'un échéancier simplifié pour la classe des 
événements initiaux E 1 : 
DEF EVENEMENT El 
SURVIENT 1 FOIS 
I.b. modification des spécifications pour garantir un comportement 
simulé conforme au rapport de structuration précédent : 
DEF ATTRIBUT Al 
VALEUR 1 
2. Lancement d'une simulation pour laquelle l'outil de génération 
intégré aurait automatiquement sélectionné, au départ de la 
classe des événements initiaux El, la partie de schéma qui 
correspond au rapport de structuration précédent 
3. La "trace" suivante qui aurait été produite en cours de 
simulation serait ensuite analysée : 
0:00:00 
0:00:00 
0:00:00 
0:00:00 
survenance de ël(l) (initial] 
déclenchement de P 1 (1) 
*** condition 'Cl pour déclenchement de P2 
non vérifiée 
démarrage de P 1(1) 
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0:10:00 
0: 10:00 
0:10:00 
0:10:00 
terminaison de Pl(l) 
survenance de E2(1) 
*** condition Cl pour déclenchement de P2 
non vérifiée 
FIN DE SIMULATION 
La simple lecture de cette "trace" permettrait de constater 
qu'aucun processus P2 n'a pu être déclenché car la condition 
C 1 n' a jamais été vérifiée et donc qu' aucun événement E3 
n'est survenu pendant la simulation. 
III.3.3. COHERENCE EXTERNE : règle de (dés-)agrégabilité 
La cohérence externe d'un schéma fait référence à des 
spécifications extérieures au schéma. La cohérence d'un schéma ne· peut, en 
effet, être complètement vérifiée que par rapport à des spécifications externes 
et ne peut donc être envisagée que dans un contexte de décomposition. La 
validation d'un schéma revient alors à vérifier -la cohérence entre 2 niveaux 
consécutifs de décomposition. Cela signifie que les spécifications externes d'un 
sous-schéma sont celles données au niveau - supérieur - de la classe de 
processus dont le sous-schéma constitue une expression plus affinée du 
comportement. 
La vérification de la cohérence externe peut être appar~ntée au 
contrôle du "balancing" dans les approches "data f low" [DE MARCO, 1979]. 
Le "balancing" correspond à "la relation qui existe entre un diagramme-parent 
et ses diagrammes-enfants. Plus spécifiquement, il représente l'équivalence des 
entrées/sorties d'un traitement du diagramme-parent et les entrées origines/ 
sorties destinations du diagramme-enfant correspondant". Toutefois, 
contrairement au contrôle de la cohérence externe, le contrôle du "balancing" 
porte essentiellement sur le nom des entrées-sorties et n' intègre pas les 
composantes dynamiques temporelles et de synchronisation. 
Règle de (dés-)agrégabilité 
Pour garantir qu'un schéma S modélise le comportement équivalent 
à celui des processus d'une classe P d'un schéma plus agrégé (= du niveau de 
décomposition supérieur), la règle de (dés-)agrégabilité suivante doit être 
respectée : 
- d'une part, les classes d'événements E. contribuant au déclenchement 
l 
des processus P sont les classes d'événements initiaux du (sous-) 
schéma S. De plus, ce dernier ne contredit pas les modalités de 
contribution des événements E. au déclenchement des processus P ; 
l • 
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- d'autre part, les classes d'événements E. dont la survenance est 
J 
causée par les processus P sont les classes d'événements terminaux 
du (sous-) schéma S. Et ce de rnier respecte également les modalités 
de survenance des événe ments E. causée par les processus P. 
J 
La mise en oeuvre de cette règle suppose qu'étant donné un (sous-) schéma S 
modélisant le comportement des processus P 
a) si les seuls événe ments, qui auraient entraîné le déclenchement d' un 
processus P dans le schéma plus agrégé, survenaient (= vérification de la 
Pré-condition), 
, 
alors seuls les événements, dont la socvenance aurait été causee par un 
processus P, surviendraient 
Post-condition) ; 
' apres un certain temps. (=. vérificati;n de la 
b) les échéanciers des classes d'événements initiaux du schéma S reproduisent 
éventuellement à des dates différentes · les mêmes survenances 
d'événements qui auraient contribué au déclenchement des processus P dans 
le schéma plus agrégé. 
Par contre, la règle de (dés-)agrégabilité 
moyens car le degré de finesse apporté 
leurs réquisitions par les processus 
décomposition des traitements auquel on 
Les deux exemples suivants illustrent 
ne s' applique pas aux contraintes de 
à la description des ressources et de 
dépend précisément du niveau de 
se situe. 
respectivement une situation 
cohérence externe n'est pas vérifiée et où elle l'est. 
Exemple 111.5. 
Soit une classe de processus P spécifiée de la façon suivante 
DEF PROCESSUS P 
DECLENCHE PAR El, E2 QUAND Cl 
CAUSE 1 E3 
où la condition de déclenchement Cl précise que 
DEF CONDITION Cl 
PREDICAT : 
1 El ET 1 E2 
Soit un (sous-) schéma S censé représenter le comportement des 
processus P : 
DEF PROCESSUS P 1 
DECLENCHE PAR El 
CAUSE 1 E3 
DEF PROCESSUS P2 
DECLENCHE PAR E2 
CAUSE 1 E3 
où la 
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Le schéma S est contradictoire avec les spécifications de la 
classe de processus P car la survenance d' un événement E 1 et 
d'un événement E2 (= précondition de P) entraîne à terme la 
survenance de 2 événements E3 alors qu' un processus P ne cause 
la survenance que d'un seul événement E3. 
Exemple III.6. 
Le sous-schéma suivant est un sous-schéma cohérent du schéma 
correspondant à l'exemple II{.2. (cf. p. 102) puisque les 
spécifications de la classe de processus "Préparation réquisition" 
sont respectées par ce sous-schéma : . 
DEF PROCESSUS ordonnancerrient-série 
DECLENCHE PAR réquisition-à-préparer QUAND sér-ie-
constituée 
CAUSE 1 série-à-préparer 
DEF CONDITION série-constituée 
PREDICAT : 
NOMBRE DE réquisition-à-préparer 
DECLENCHANT LE MEME ordonnancement-série = 10 
DEF PROCESSUS préparation-série 
DECLENCHE PAR série-à-préparer 
CAUSE 10 commande-préparée 
En effet, 
a) dans le schéma de l'exemple 111.2., 
un processus "préparation réquisition" est déclenché par ,la 
survenance d' 1 événement "réquisition à préparer" et cause la 
survenance d' 1 événement "commande préparée" ; 
b) dans ce schéma-ci, 
- une "réquisition à préparer" est un événement initial du 
schéma ; 
- une "commande préparée" · est un événement terminal du 
schéma ; 
- une "réquisition à préparer" précède toujours 1 "commande 
préparée" puisque la survenance de 10 "réquisitions à 
préparer" cause la survenance de 10 "commandes préparées". 
Comme dans le cas de la cohérence interne, une approche - non automatique 
mais assez systématique - par visualisation ou par simulation est susceptible 
d'apporter une assistance au concepteur dans la direction des incohérences 
externes d'un schéma de comportement. 
III.3.3.1. Contrôle de la cohérence externe par visualisation 
Les outils standards de l'environnement logiciel généralisé adopté 
peuvent apporter une certaine aide dans· le contrôle de la cohérence externe 
des spécifications • 
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-En particulier, le langage d'interrogation, présenté dans le cadre des contrôles 
de complétude, peut être utilisé pour s' assurer que 
a) les classes d'événements contribuant au déclenchement des processus de la 
classe P sont les classes d'événements initiaux du sous-schéma S qui 
spécifie le comportement des processus P ; 
1 
b) les classes d' événements dont la survenance est causée par les processus P 
sont les classes d' événements terminaux du sous-schéma S. 
Ces deux contrôles peuvent être automatiquement effectués à l'aide des 
questions suivantes 
1. sélection des classes d'événements contribuant au déclenchement de 
processus P : 
evt-décl-P = EVENEMENT AND ? DECLENCHE P 
2. sélection des classes d'événements dont la survenance est causée 
processus P : 
evt-causé-par-P = EVENEMENT AND ? CAUSE PAR P 
par des 
3. sélection des classes de processus du sous-schéma S, c'est-à-dire · de 
sous-processus de processus P : 
ss-proc-P = PROCESSUS AND ? SOUS-PROCESSUS DE P 
4. sélection des classes d'événements initiaux du sous-schéma S : · 
evt-init-S = EVENEMENT AND ? DECLENCHE ss-proc-P 
AND NOT (? CAUSE PAR ss-proc-P) 
5. sélection des classes d'événements terminaux du sous-schéma S : 
evt-term-S = EVENEMENT AND ? CAUSE PAR ss-proc-P 
AND NOT (? DECLENCHE ss-proc-P) 
6. détection des classes d'événements contribuant au déclenchement de 
processus P mais non initiaux du schéma S : 
evt-decl-P AND NOT evt-init-S 
7. détection des classes d'événements initiaux du schéma S mais ne 
contribuant pas au déclenchement de processus P 
evt-init-S AND NOT evt-décl-P 
8. détection des classes d' événements dpnt la survenance est causée par les 
processus P mais non terminaux du schéma S 
evt-causé-par-P AND NOT evt-term-S 
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9. détection des classes d'événements terminaux du schéma S mais dont la 
survenance n' est pas causée par les processus P : 
evt-term-S AND NOT evt-causé-par-P. 
Toutefois, cette vérification à l'aide du langage d'interrogation ne 
porte que sur le nom ' des classes d' événements et ne permet donc pas de 
prendre en considération les modalités de déclenchement et de survenance 
traduisant les pré- et post- conditions .dynamiques des processus de la classe 
P. 
Il faut pour cela procéder à l'examen détaillé d'un rapport de 
structuration restituant le schéma. Après avoir vérifié la correspondance des 
noms à l'aide de la procédure d'interrogation mentionnée ci-dessus, la 
démarche pourrait être la suivante : 
1. Production d'un rapport de structuration restituant toutes les filières au 
départ des classes d'événements contribuant au déclenchement de processus 
P - donc initiaux du schéma S la vérification préalable de la cohérence 
interne du schéma S garantissant que chaque filière aboutit nécessairement 
à une classe d' événements terminaux du schéma S ; 
2. Examen des modalités de déclenchement et de survenance associées à la 
structure produite et détection 
incohérences. 
Exemple III.7. 
par visualisation des · éventuelles 
Le rapport de structuration correspondant à la spécification de 
l'exemple III.5. (cf. p. 107), censé. représenter le comportement 
des processus P, serait la suivante : 
1 El EVT 
2 Pl PRC déclenché par E 1 
3 E3 EVT causée par P 1 
1 E2 EVT 
2 P2 PRC déclenché par E2 
3 E3 EVT * 
, 
P2 cause par 
L'examen de ce rapport mettrait assez clairement en évidence 
que 2 événements E3 succèderaient systématiquement (pas de 
condition) à toute survenance d' 1 événement E 1 et d' 1 
événement E2, alors que la • postcondition dynamique des 
processus P ne spécifiait la survenance que d' 1 seul événement 
E3 • 
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-Signalons enfin un cas particulier mais typique d' incohérence. 
La vérification de la cohérence externe selon cette procédure peut en effet 
mettre en évidence la présence d'un circuit dans le schéma. Un circuit est 
détecté lorsqu' une classe d'événements se succède à elle-même dans le 
schéma, donc dans le rapport de structuration cor respondant. 
Il s'agit dans ce cas de s'assurer qu'il existe au moins une 
condition d'arrêt sous forme d'une condition de survenance ou de 
déclenchement - dans la partie du schéma comprise entre les deux lignes du 
rapport où apparaît le nom de la classe d'événements repétée. 
Exemple III.8. 
Dans le cas de la spécification - partielle_ - suivante 
DEF PROCESSUS Pl 
DECLENCHE PAR El 
DEF PROCESSUS P2 
DECLENCHE PAR El 
CAUSE E2 
DEF PROCESSUS P3 
DECLENCHE PAR E2 
CAUSE El 
La démarche mettrait en évidence un circuit infini par ·simple 
lecture du rapport de structuration suivant : 
1 El EVT 
2 Pl PRC diclenché par El 
2 P2 PRC déclenché par El 
3 E2 EVT causé par P2 
4 P3 PRC déclenché par E2 
5 El EVT * 
, 
par P3 cause 
. 
*** pas de condition dans le circuit El - P2 - E2 - P3 - El. 
La présence d'un circuit infini traduit en effet une incohérence externe 
puisqu'elle signifie qu'à 1 événement initial risque de correspondre une infinité 
d'événements terminaux ce qui n' aura certainement pas été prévu dans la 
spécification de la classe de processus décomposés. 
III.3.3.2. Contrôle de la cohérence externe par exécution 
L'outil d'évaluation par simulation, présenté au chapitre précédent 
peut également servir à vérifier l'absence d'incohérences externes entre un 
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schéma S et la classe de processus P dont il décrit le comportement. 
La démarche proposée est la suivante 
1. Traduction - manuelle - sous forme d' échéancier pour toutes les classes 
d'événements initiaux du schéma S, de la précondition dynamique des 
processus P ; 
2. Simulation du comportement décrit par le sous-schéma S, sans prendre en 
considération les réquisitions de ressources ; 
3. Analyse de la trace produite par . la simulation pour s'assurer que les 
événements terminaux dont la survenance a été causée en cours de 
simulation constituent bien une combinaison d'événements respectant la 
. 
postcondition dynamique des processus P. 
Exemple III.9. 
Dans le cas des spécifications de l'exemple III.5., la démarche 
serait appliquée de la façon suivante : 
1. la précondition des processus P (1 E 1 et 1 E2) devrait être 
traduite par la spécification des 2 échéanciers suivants : 
DEF EVENEMENT El, E2 
SUR VIENT 1 FOIS 
2. une simulation serait exécutée pour le schéma S sachant que 
l'outil de génération aurait automatiquement sélectionné les 
classes correspondant au schéma S (El, E2, Pl, P2 et E3 ainsi 
que les classes de survenance et de déclenchement qui les 
relient) ; 
3. la "trace" suivante qui aurait été produite en cours de 
simulation serait analysée 
0:00:00 survenance de El(l) (initial ] 
0:00:00 survenance de E2(1) (initial ] 
0:00:00 déclenchement de P 1 ( 1). déclenché par El(l) 
0:00:00 déclenchement de P2(1) déclenché par E2(1) 
0:00:00 démarrage de p 1(1) 
0:00:00 démarrage de P2(1) 
0:00:00 terminaison de p 1(1) 
0:00:00 terminaison de P2(1) 
0:00:00 survenance de E3(1) , p 1(1) (terminal] causee par 
0:00:00 survenance de E3(2) causée par P2(1) [terminal] 
0:00:00 FIN DE LA SIMULATION 
La simple lecture des 2 dernières lignes de cette trace mettrait 
clairement en évidence le non respect de la postcondition des 
processus P (1 E3) puisque la survenance de 2 E3 a été causée • 
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-III.4. FAISABILITE 
III.4.1. Présentation générale 
Un schéma de comportement est FAISABLE si le comportement 
modélisé, compte tenu , du niveau d'utilisation des ressources et de la charge 
estimée du système, garantit le respect des performances attendues de la 
solution retenue. 
La vérification de ce critère suppose donc que : 
1. les performances attendues aient été spécifiées. Ces performances sont 
essentiellement exprimées sous forme de délais comp.ris entre la survenance 
des événements d' une classe E 1 et celle des événements d' une autre classe 
E2 successeurs des premiers dans le schéma spécifié (cf. 1.5.) ; 
2. une estimation quantitative du comportement soit disponible. Cette 
estimation se fait sur base de mesures de fonctionnement, réel ou simulé, 
du comportement du système d'information spécifié. Ces mesures de 
fonctionnement doivent permettre non seulement d'évaluer les performances 
du système en fonctionnement mais aussi de localiser et d'expliquer les 
problèmes, c'est-à-dire les divergences entre les performances attendues et 
obtenues. 
Dans le contexte de l'environnement logiciel adopté, ces mesures de 
fonctionnement correspondent aux résultats statistiques obtenus à l' aide de 
l'outil d'évaluation par simulation prés<:nté au chapitre précédent (cf. chapitre 
II.). 
La démarche proposée pour évaJuer la faisabilité des spécifications 
de comportement est la suivante : 
1. Spécification à l'aide du langage proposé, de la solution retenue - comme 
hypothèse de travail. Cette spécification comprend les trois aspects 
suivants : 
- comportement fonctionnel ; 
- prise en compte des moyens requis 
- et expression de la charge estimée 
2. Contrôle de la cohérence des spécifiçations telle que développée dans la 
section précédente 
3. Spécification des performances attendues de la solution retenue et 
spécifiée ; 
4. Génération automatique et exécution d'"une simulation 
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5. Exploitation des résultats statistiques produits par la simulation. Elle devrait 
permettre la détection des anomalies dans le fonctionnement du système 
spécifié qui rendent la solution retenue difficilement acceptable ou même 
réalisable par l'organisation. 
Au terme de cette évaluation, l'hypothèse peut s'avérer 
• 
- acceptable et rendre compte d' une solution faisable ; 
- inacceptable parce que traduisant un fonctionnement pathologique dont les 
anomalies invalident plus ou moins sérieusement l'hypothèse retenue. Dans ce 
cas, il convient d'ajuster les spécifications et de réitérer la procédure 
développée ci-dessus. 
En fonction de l'exploitation des résultats statistiques qui aurait mis 
en évidence un comportement pathologique ou simplement parce qu'on 
souhaiterait tester une autre hypothèse alternative, on pourrait en effet être 
amené à ou vouloir modifier : 
1. la charge estimée en adaptant les échéanciers d' événements initiaux en 
conséquence ; 
2. les moyens requis ou ressources à mettre en oeuvre 
- soit en ajustant leur calendrier de disponibilité 
- soit en introduisant d'autres ressources et en ajustant les réquisitions par 
les processus ; 
3. le comportement 
(processus) et 
déclenchement). 
fonctionnel proprement dit en restructurant les traitements 
donc leurs enchaînements (événement, survenance et 
L'examen des résultats statistiques peut enfin entraîner une remise 
en cause des performances attendues initialement spécifiées et un ajustement 
de ces dernières en conséquence. 
L'outil d'évaluation par simulation favorise donc une approche 
expérimentale par "essais-erreurs". Il permet en effet d'envisager différentes 
hypothèses alternatives et de construire progressivement des spécifications 
garantissant l'efficience du système d'information conçu et à réaliser. 
III.4.2. Contrôle de la faisabilité par interprétation des résultats statistiques de 
simulation 
La démarche suivante peut servir de canevas général pour 
l'interprétation des résultats statistiques · d'une simulation en vue de localiser 
et d'expliquer les éventuelles anomalies de fonctionnement dans le 
_. ___ ___ _ ___ ________ - - -
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comportement d'un système d'information. Cette démarche comprend 4 étapes 
dont les objectifs respectifs sont de détecter : 
1. les divergences entre performances attendues et obtenues 
2. les retards anormaux dans le déclenchement de processus 
3. les attentes anormales de processus déclenchés . 
' \ 
4. les ressources critiques. 
La détection de ces quatre types de problèmes se fait par l'interprétation des 
résultats statistiques (cf. II.4.) qui concetnent respectivement : 
1. la survenance des événements, 
2. le déclenchement des processus, 
3. l'évolution des processus et 
4. le comportement des ressources. 
En fonction de la précision recherchée dans la localisation et 
l'explication des comportements critiques ou pathologiques, cette interprétation 
peut se faire globalement, périodiquement et/ou chronologiquement par un 
ajustement approprié des paramètres des outils logiciels d'exploitation 
statistique (cf. 11.4.3.). 
III.4.2.1. Détection des divergences entre performances attendues et obtenues 
Cette étape a pour objectif d'identifier et de localiser les 
divergences entre les performances attendues telles qu'elles ont été spécifiées 
(cf. 1.5.) et les performances estimées par simulation. 
La détection de ces divergences est effectuée par l'interprétation des résultats 
statistiques concernant la survenance des événements (cf. II.4.2.1.). 
En effet, la spécification d'une performance attendue établit 
précisément les valeurs limites de la durée comprise entre les dates de 
survenances de deux événements successeurs dans un schéma. Il suffit dès lors 
de comparer, pour les deux classes dont les événements se succèdent et sur 
lesquelles porte la spécification de performance, les délais spécifiés et ceux 
estimés par simulation. Ce délai estimé correspond aux résultats statistiques 
concernant la durée inter-événements. Dans la mesure où une durée 
inter-événements entre un événement El .et un événement E2 qui lui succède 
ne peut évidemment être dégagée qu'à .la survenance d'un événement E2, il 
convient donc également d'examiner le nombre de survenances établi pour les 
deux classes d' événements considérées . 
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Exemple 111.1 O. 
Pour la spécification d'une performance attendue établie de la 
façon sui vante : 
DEF EVENEMENT commande-préparée 
SUIT commande-du-jour DE moins-de-24H 
on dégagerait les résultats statistiques suivants concernant la 
durée inter-événements pour les classes d'événements "commande 
du jour" et "commande préparée". : 
Résultats statistiques concernant la survenance des événements 
"commande préparée" 
sur la période du 5ème au 20èm~ jour de la simulation 
Nombre de survenances 375 
Durée inter-événements 
"commande du jour" 
minimum 
4:30: 17 
moyenne 
21:43:05 
maximum 
48:16:39 
Nombre de survenances de "commande du jour" : 400 
La comparaison entre la performance attendue et les statistiques 
concernant la durée inter-événements correspondante permettrait 
de constater qu'en moyenne les résultats obtenus par simulation 
(21:43:05) sont conformes aux spécifications ("moins de 24H). 
Toutefois, le fait que le nombre de survenances des "commandes 
préparées" (37 5) soit inférieur à celui des "commandes du jour" 
(400) et que la valeur maximale de la durée inter-événemei;its 
(48:16:39) soit assez élevée devrait attirer l'attention et justifier 
une analyse complémentaire des résultats statistiques concernés. 
Cette analyse plus détaillée consisterait notamment à examiner 
l'évolution dans le temps de la durée inter-événements et des 
nombres de survenances. On pourrait, par exemple, par une 
analyse plus chronologique d'un phénomène, détecter une 
croissance anormale de la durée inter-événements au fur et à 
mesure de la progression dans le temps, comme schématiquement 
illustré à la figure suivante 
DIE(El,E2) 
temps 
De la même façon , on pourrait détecter une diver9ence de plus 
en plus accrue entre les nombres de survenances d' evénements El 
et d'événements E2 successeurs : 
NS(E.l) 
~ NS(E2) 
temps 
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111.4.2.2. Détection des retards anormaux dans le déclenchement de processus 
Cette étape a pour objectif d'identifier, pour la partie du schéma 
où l'on a détecté une divergence entre performances attendues et obtenues, 
les causes d'éventuels retards dans le déclenchement de certains processus. 
L'identification de ces ' causes de retard correspond en fait à la détection des 
classes d'événements - dit s contraignants - qui surviennent tardivement et 
retardent le déclenchement des processus. 
La détection de ces surven·ances tardives, qui traduisent 
généralement une filière critique, est 
0
effectuée 
résultats statistiques concernant le déclenchement des 
par l' interpréta.tion des 
prôcessus (cf. II.4.2.2). 
En effet, l'examen des statistique:5 concernant la durée de 
déclenchement permet d'identifier les classes de processus pour lesquelles les 
délais de déclenchement semblent anormalement longs. Pour ces classes de 
processus au déclenchement jugé trop tardif, l'analyse peut se poursuivre par 
un examen des statistiques qui concernent la durée de contribution des 
événements contribuants sachant qu'un événement est d'autant plus 
contraignant qu'il contribue tardivement au déclenchement, c'est-à-dire que sa 
durée de contribution est courte. 
Si cette interprét ation a permis de détecter une classe d'événements 
contraignants qui en plus est une classe d'événements internes (non initiaux), il 
s'agira de poursuivre l'analyse des résultats en la centrant principalement sur 
la filière critique identifiée, c'est-à-dire sur la partie du ·schéma précédant -
en amont de - cette classe d'événements. 
La détection évoquée ci-dessus n' a bien sûr de sens qu' en cas de 
synchronisation, c' est-à-dire quand la survenance d' au moins deux événements 
est nécessaire pour déclencher un processus. Dans le cas contraire, lorsque la 
précondition d'un processus n'exprime pas un phénomène de synchronisation, la 
durée de déclenchement des processus est toujours nulle et aucun retard ne 
peut fatalement être détect é, ni même exister . 
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Exemple III.11. 
La spécification d'un comportement, dont la simulation a révélé 
qu'il ne respectait pas les performances attendues, établit 
notamment qu'un processus "enre9istrement livraison" est déclenché en cas de survenance d'un evénement "contrôle-qualité-
terminé" et d'un autre "contrôle-quantité-terminé". Dans ce cas, 
on produirait les résultats statistiques suivants concernant le 
déclenchement des processus "enregistrement livraison" : 
Résultats statistiques concernant le déclenchement des 
processus "enregistrement livraison" 
pour la période du 5ème au 20ème· jour de la simulation 
Nombre de déclenchements : 345 • 
Durée de déclenchement minimum 
00: 12:34 
Durée de contribut ion pour 
(345) contrôle-qualité-terminé 
(345) contrôle-quantité-terminé 
moyenne 
17:12:00 
1:17:24 
12:02:13 
maximum 
34:52:69 
00:42:00 
34:52:69 
La simple lecture de ce rapport devrait mettre en évidence que 
la classe d'événements "contrôle-qualité-terminé" est plus 
contraignante que celle des "contrôle-quantité-terminé" puisqu'en 
moyenne un événement "contrôle-quantité-terminé" doit attendre 
18H qu' un evenement "contrôle-qualité-terminé" survienne pour 
déclencher un processus "enregistrement livraison". Cette 
constatation devrait justifier une analyse complémentaire des 
résultats centrée sur l'examen du comportement en amont· de la 
classe d'événements "contrôle-qualité-terminé". 
III.4.2.3. Détection des attentes anormalès de processus - déclenchés 
Cette étape a pour objectif de localiser, spécialement dans une 
. 
partie critique du schéma détectée lors des étapes précédentes, les classes de 
processus dont les attentes sont anormalement longues et/ou les interruptions 
trop fréquentes ou trop longues. 
La détection de ces classes de processus critiques est effectuée par 
l' interprétation des résultats statistiques concernant l'évolution des processus 
(cf. 11.4.2.3.). 
Dans un premier temps, le seul examen des nombres caractérisant 
l'évolution des processus d' une même clétsse permet déjà de s'assurer que tous 
les processus déclenchés ont pu démarrer, redémarrer s' ils ont été interrompus 
et enfin qu' ils se sont terminés. 
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-Dans un second temps, l' examen des statistiques portant sur les 
durées caractéristiques de l'évolution des processus peut mettre en évidence 
des attentes ou interruptions anormalement longues dont il conviendra 
d'expliquer les causes par une analyse des ressources requises telle que 
développée à l'étape suivante. 
Enfin, l'analyse des statistiques associées aux volumes de processus 
dans un certain état caractéristique permet de détecter des volumes anormaux 
de processus en attente ou interrompus 
également d' identifier les causes. 
' a un moment donné dont il s' agira 
Exemple III.12. 
Supposons qu'au terme d'une simulation l'évolution 
"enregistrement commande" soit caractérisée par 
statistiques suivants : 
des processus 
les résultats 
Résultats statistiques concernant l'évolution des processus 
"enregistrement commande" 
sur la période du 5ème au 20ème jour de la simulation 
Nombre de déclenchements 
démarrages 
interruptions 
redémarrages 
terminaisons 
Durée d'attente 
interrupt ion 
activité 
totale d' exécution 
Volume en "attente" 
9472 
8148 
192 
174 
7891 
minimum 
0:00:00 
0:00:00 
0:03:00 
0 
"en interruption" 0 . 
"en activité" 0 
"en cours d' exécution" 
moyenne maximum 
1:54:47 4:59:29 
0:52:03 2:00:00 
0:08:00 0: 13:00 
2:54:50 
290.3 621 
10 58 
10.2 15 
304.5 
L'examen de ces résultats devrait attirer l'attention et 
vraisemblablement justifier une analyse complémentaire pour 
découvrir la cause des durées d'attente et - dans une moindre 
mesure - d' interruption assez importantes (près de 2H) comparées 
à la durée d'activité des processus (8 min. en moyenne). 
Cette analyse complémentaire devrait permettre non seulement de 
découvrir les ressources critiques dont la trop forte 
sollicitation explique les attentes anormales mais aussi de suivre 
l'évolution des résultats sur cres périodes plus fines pour 
éventuellement détecter des périodes plus critiques que d'autres. 
119 
-III.4.2.4. Détection des ressources critiques 
Cette étape a pour objectif principal d'identifier les ressources 
critiques dont la trop forte utilisation ou la trop faible capacité disponible 
justifie les attentes et interruptions intempestives ou anormalement longues 
détectées à l'étape précédente. 
Toutefois sachant que les performances attendues d'un système 
peuvent être obtenues au prix d'une très - trop - forte utilisation des 
ressources ou au contraire moyennant une s·ous-utilisation - anti-économique -
. 
des ressources, il peut s'avérer utile de passer en revue toutes les r.essources 
et d' en examiner le comportement même en l' absence de problèmes 
particuliers détectés par ailleurs. 
La détection de ces ressources critiques est effectuée par 
l'interprétation des résultats statistiques concernant le comportement des 
ressources (cf. 11.4.2.4.). 
En particulier, l' examen des volumes de requêtes dans un état donné 
et du taux d'utilisation des ressources requises, par exemple, par les processus 
d'une classe jugée crit ique, doit normalement permettre la détectiÔn assez 
aisée des ressources critiques ; une ressource étant jugée critique si sa trop 
forte utilisation et/ou capacité maximale disponible l'empêchent de faire face 
à la demande des processus et entraînent des files en attente importantes de 
requêtes. 
Exemple III.! 3. 
Sachant que chaque processus "enregistrement commande" requiert 
un poste de travail du "service réception" et l'attention du "chef 
de service", les résultats statistiques suivant pourraient être 
analysés pour détecter la ressource critique : 
Résultats statistiques (moyens) concernant le comportement des 
ressources requises par les processus "enregistrement 
commande" 
sur la période du 5ème au 20ème jour de la simulation 
service réception 
volumes des requêtes 
en attente 
en cours d'utilisation 
en cours de séjour 
taux d'utilisation 
700.l 
28.3 
728.4 
91 ·% 
chef de service 
700.l 
56.4 
756.5 
47 % 
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L'examen de ces résultats très synthétiques mettrait assez 
clairement en évidence que - globalement - la forte utilisation 
(91 %) de la ressource "service réception" semble plus expliquer 
les retards des processus analysés que la ressource "chef de 
service" dont l'utilisation semble plus normale. 
Toutefois, comme pour les étapes précédentes, l'examen de 
' 
ces 
résultats globaux valeur moyenne pour toute la période de référence 
considérée devrait être complété analyse plus fine visant ' par une a 
appréhender l' évolution des phénomènes· sur des périodes plus fines comprises 
dans la période de référence. Sur base de. résultats statistiques produits par 
période ou chronologiquement, il serait alors possible de détecter les périodes 
pendant lesquelles la ressource semble plus critique qu' ~ d'autres moments (en 
fin ou début de semaine, par exemple). 
* 
* * 
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ANNEXE : EXEMPLE D'UNE GESTION - SIMPLIFIEE - DE PRETS 
Un organisme financier souhaite mettre en place un système 
d'information, partiellement automatisé, de gestion des prêts qu'il octroie à 
ses clients. 
Cet exemple illustre une démarche possible pour spécifier 
fonctionnellement le comportement ou dynamique - de ce système 
d'information à l'aide du modèle et des outÎls présentés dans ce travail. 
L'élaboration progressive de ces spécifications se fera selon la 
démarche suivante : 
1. Spécification générale du comportement ; 
2. Spécification - plus fine - du comportement fonctionnel proprement dit 
3. Vérification de la complétude 
4. Vérification de la cohérence interne 
5. Vérification de la cohérence externe ; 
6. Spécification d'une hypothèse de moyens 
7. Vérification de la faisabilité ; 
8. Version DSL des spécifications et des rapports statistiques. 
1. Spécification générale du comportement 
Lorsqu'une demande de prêt est introduite , elle est traitée et 
donne lieu à une acceptation (cf. 1.2.) : 
DEF PROCESSUS Gestion-de-prêt 
DECLENCHE PAR Demande-de-prêt 
CAUSE 1 Prêt-accepté SI Critères-satisfaits, 
1 Prêt-refusé SI Critères-non-satisfaits 
Les responsables de la gestion des prêts - les futurs utilisateurs du système 
- souhaitent que le système conçu fournisse des performances (cf. 1.5.), 
telles qu'une demande de prêt soit traitée et donc que la réponse soit 
expédiée au client moins de 24 heures après l' introduction de la demande 
DEF EVENEMENTS 
SUCCEDE A 
Prêt-accepté, Prêt-refusé 
Demande-de-prêt APRES Environ-24-heures 
Al 
-Enfin, l'examen de la situation actuelle a permis d'estimer la 
charge (cf. 1.4.) du futur système qui devrait pouvoir absorber environ 40 
demandes de prêts par jour : 
DEF EVENEMENT 
SURVIENT 
Demande-de-prêt 
1 Fois TOUTES LES Environ-12-min 
' ' Heures-d' ouverture-clientele 
DEF PARAMETRE Environ-12-min 
DISTRIBUTION NEGEXP AVEC PARAMETRE 12 min 
DEF PERIODE Heures-d' ouyerture-clientèle 
PENDANT 
DE 8H 30 min A llH 30 min, 
13H 30 min A 16H 30 min DANS Semaine-de-travaiJ 
DEF PERIODE Semaine-de-travail 
DE O A 5 jours DANS SEMAINE 
Cette première spécification - fort globale - · peut être affinée car le 
traitement d'une demande de prêt supppose l'exécution d'un certain nombre 
d'activités dont le comportement fonctionnel sera précisé au point suivant 
de cette annexe. La spécification suivante ne reprend que le nom de ces 
différentes activités (cf. 1.6.) : 
DEF PROCESSUS 
SOUS-PROCESSUS 
Gestion-de-prêt 
SONT Enregistrement-demande-de-prêt, 
Préparation-dossier, 
Examen-crédit, Décision-crédit, 
Consolidation-dossier, 
Acceptation-du-prêt, Refus-du-prêt 
2. Spécification plus détaillée du comportement fonctionné! proprement dit 
(cf. 1.2.) 
Une demande de prêt, émanant d' un client qui se présente au 
service des prêts, fait l'objet d'un enregistrement qui a pour objectif 
d'ouvrir un dossier et d' y incorporer les renseignements indispensables au 
traitement ultérieur de la demande : 
DEF PROCESSUS Enregistrement-demande-de-prêt 
SYNONYME Ouverture-dossier 
DECLENCHE PAR Demande-de-prêt 
CAUSE 1 Demande-de-prêt-enregistrée 
Lorsque la demande de prêt est enregistrée, deux traitements peuvent être 
exécutés en parallèle. D'une part, le dossier peut être complété et . préparé 
A2 
• 
en vue d'une éventuelle acceptation du prêt (calcul des mensualités, ••. ) 
DEF PROCESSUS Préparation-dossier 
DECLENCHE PAR Demande-enregistrée 
CAUSE 1 Dossier-préparé 
D'autre part, il s'agit d'examiner le crédit du client pour s'assurer qu'il 
satisfait aux conditions d'obtention du prêt 
DEF PROCESSUS Examen-crédit 
DECLENCHE PAR Demande-enregistrée 
CAUSE 1 Crédit-examiné • 
Suite à cet examen du crédit, qui correspond à la préparation de la 
décision, la prise de décision proprement dite peut avoir lieu : 
DEF PROCESSUS Décision-crédit 
DECLENCHE PAR Crédit-examiné 
CAUSE 1 Crédit-décidé 
Lorsque le dossier a é té préparé et la décision de crédit prise, le dossier 
est consolidé et provisoirement clôturé. Au terme de ce traitement, la 
. 
demande de prêt est soit acceptée, soit refusée par le service des prêts 
DEF PROCESSUS Consolidation-dossier 
DECLENCHE PAR Dossier-préparé, Crédit-décidé 
QUAND Dossier-à-consolider 
CAUSE 1 Demande-acceptée SI Critères-satisfaits 
1 Demande-refusée SI Critères-non-satisfaits 
DEF CONDITION Dossier-à-consolider 
PREDICAT : 
N°-dossier DE Dossier-préparé = 
N°-dossier DE Crédit-décidé 
DEF CONDITION Critères-satisfaits 
PREDICAT : 
VRAIE-DANS (80 %) 
DEF CONDITION Critères-non-satisfaits 
PREDICAT : 
Critères-satisfaits EST FAUX 
Il reste alors à infor mer le client de lâ décision prise et de lui signaler, 
par courrier, si le prêt lui est ou non a~cordé : 
A3 
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DEF PROCESSUS Acceptation-du-prêt 
DECLENCHE PAR Demande-acceptée 
CAUSE 1 Prêt-accepté 
DEF PROCESSUS Refus-du-prêt 
DECLENCHE PAR Demande-refusée 
CAUSE 1 Prêt-refusé 
3. Vérification de la complétude (cl. 111.2.) 
Une fois les spécifications ci-dessus 
données de spécification, tous les contrôles 
. 
enregistrées dans 
de complétude 
chapitre 3 (cf. 111.2.2.) peuvent être automatiquement effectués 
langage d'interrogation. 
la base de 
, 
prevus au 
' a l'aide du 
Les spécifications respectent la pl~part de ces règles de 
complétude. Toutefois, certains critères ont quand même entraîné la 
sélection et l'extraction d' informations de la base de données révélant 
parfois des spécifications incomplètes. Seuls les critères non satisfaits sont 
repris ci-dessous : 
a. PROCESSUS AND NOT (HAS PROCEDURE) 
Acceptation-du-prêt 
Consolida tien-dossier 
Décision-crédit 
Enregistrement-demande-de-prêt (SYNONYME ouverture-dossier) 
Examen-crédit 
Gestion-de-prêt 
Préparation-dossier 
Refus-du-prêt 
Toutes les classes de processus ont été sélectionnées puisque leur 
procédure n'a pas - encore - été spécifiée. Les spécifications sont donc 
incomplètes. Toutefois, le non-respect de cette règle n'empêche pas le 
contrôle de la cohérence et de la faisabilité des spécifications. 
b. EVENEMENT AND NOT (? DECLENCHE !) : 
Prêt-accepté 
Prêt-refusé 
Il s'agit en fait des deux classes d! événements terminaux. Il est donc 
normal qu' elles aient été sélectionnées . 
A4 
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4. Vérification de la cohérence interne (cf. m.3.2.) 
Une approche par visualisation a été retenue pour vérifier 
l' absence d' incohérence dans les spécifications du comportement fonctionnel 
décrites au point 2 de cette annexe. La démarche exposée au chapitre 3 
(cf. III.3.2.1.) a donc été appliquée de la façon suivante 
a. Sélection des classes d' événements terminaux ' a l'aide du langage 
d' interrogation 
EVENEMENT AND? CAUSE PAR AND. NOT (? DECLENCHE !) 
Prêt-accepté 
Prêt-refusé 
b. Production automatique du rapport de structuration restituant les classes 
d'événements et de processus précédant les événements des deux classes 
sélectionnées ci-dessus : 
1 1 Prêt-accepté 
2 2 Acceptation-du-prêt 
3 3 Demande-acceptée 
4 4 Consolidation-du-dossier 
5 5 Dossier-préparé 
6 6 Préparation-du-dossier 
7 7 Demande-enregistrée 
8 8 Enregistrement-demande-de-prêt 
9 9 Demande-de-prêt 
10 5 Crédit-décidé 
11 6 Décision-crédit 
12 7 Crédit-examiné 
13 8 Examen-crédit 
14 9 Demande-enregistrée 
CONDITIONS : 
VRAIE-DANS (80 %) 
EVT 
PRC 
EVT (Critères-satisfaits) 
PRC (Dossier-à-co11solider) 
EVT 
PRC 
EVT 
PRC 
EVT 
EVT 
PRC 
EVT 
PRC 
EVT (*) 
Critères-satisfaits 
Dossier-à-consolider N°-dossier DE Dossier-préparé = 
N°-dossier DE Crédit-décidé 
15 1 Prêt-refusé 
16 2 Refus-du-prêt 
17 3 Demande-refusée 
EVT 
PRC 
18 4 Consolidation-du-dossier 
EVT (Critères-non-satifaits) 
PRC (*) 
CONDITIONS : 
Critères-non-satisfaits Critères-satisfaits FAUX 
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-c. L'analyse - la simple lecture - du rapport met en évidence que, dans les 
deux cas, la règle d'accessibilité est vérifiée puisque 
- la dernière classe sélectionnée "Demande-de-prêt" (ligne 9) est bien une 
classe d'événements initiaux ; 
- aucune contradiction ne peut être détectée dans les conditions de 
déclenchement et de survenance reprises dans le rapport. 
5. Vérification de la cohérence externe (cf. m.3.3.) 
Il s'agit de vérifier que les spécifications du comportement 
fonctionnel reprises au point 2 de cette annexe respectent celles donn.ées au 
point 1 et donc 
- qu'à un événement "Demande-de-prêt" (Précondition de "Gestion-de-prêt") 
- correspond ou succède un événement "Prêt-accepté" ou un événement 
"Prêt-refusé" (Postcondition de "Gestion-de-prêt"). 
La correspondance au niveau des noms de classes peut facilement 
- car automatiquement - être vérifiée par la procédure d'interrogation 
détaillée au chapitre 3 (cf. III.3.3.1.) : 
evt-décl-GP = EVENEMENT AND ? DECLENCHE Gestion-de-prêt ; ' 
evt-causé-par-GP = EVENEMENT AND ? CAUSE PAR Gestion-de-prêt ; 
ss-proc-GP = PROCESSUS AND ? SOUS-PROCESSUS DE Gestion..:de-prêt 
evt-init = EVENEMENT AND ? DECLENCHE ss-proc-GP 
AND NOT (? CAUSE PAR ss-proc-GP) ; 
evt-term = EVENEMENT AND ? CAUSE PAR ss-proc-GP 
AND NOT (? DECLENCHE ss-proc-GP) 
evt-décl-GP AND NOT evt-init : NONE 
evt-init AND NOT evt-décl-GP : NONE 
evt-causé-par-GP AND NOT evt-term NONE 
evt-term AND NOT evt-causé-par-GP .NONE 
Toutefois, il reste encore à vérifier l'absence de contradiction dans les 
modalités de déclenchement et de survenance et donc le respect des pré- et 
post-conditions des processus "Gestion-de-prêt" par les spécifications 
détaillées du comportement fonctionnel. Une approc he par exécution a été 
retenue et la procédure de contrôle correspondante (cf. 111.3.3.2.) appliquée 
de la façon sui vante ·: 
a. La précondition des processus "Gest ion.ode-prêt" (1 Demande-de-prêt) a été 
traduite par la spécification d'un éch"éancier ne prévoyant la survenance 
que d' un seul événement : 
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DEF EVENEMENT Demande-de-prêt 
SURVIENT 1 FOIS 
b. Une simulation a été générée automatiquement au départ · de 
"Demande-de-prêt" et exécutée ; 
c. La "trace" suivante a été produite en cours de simulation 
0:00:00 survenance de Demande-de-prêt (INITIAL] 
0:00:00 déclenchement de Ouverture-dossie r 
0:00:00 survenance de Demande·-enregistrée 
0:00:00 déclenchement de Préparation-dossier 
0:00:00 déclenchement de Examen-crédit 
0:00:00 survenance de Dossier-prépe.ré 
0:00:00 *** condition Dossier-à-consolider non vérifiée 
0:00:00 survenance de Crédit-examiné 
0:00:00 déclenchement de Décision-crédit 
0:00:00 survenance de Crédit-décidé 
0:00:00 déclenchement de Consolidation-dossier (Dossier-à-consolider VRAIE) 
0:00:00 survenance de Demande-acceptée · (Critères-satisfaits VRAIE) 
0:00:00 déclenchement de Acceptation-du-prêt 
0:00:00 survenance de Prêt-accepté (TERMINALl 
0:00:00 FIN DE LA SIMULATION 
L'analyse de cette "trace" permet de vérifier que les spécifications ne 
contredisent pas la postcondition des processus "Gestion-de-prêt" puisqu' un 
événement terminal "Prêt-accepté" succède bien à un événement initial 
"Demande-de-prêt" (= Précondition) sans qu'un événement terminal 1'Prêt-refusé" 
ne lui succède. 
Une seconde simulation, pour laquelle on forcerait la condition 
"Critères-satisfaits" à FAUX, pourrait également se justifier pour s'assurer que 
la survenance d'un événement "Prêt-refusé" exclut celle d'un événement 
"Prêt-accepté". 
6. Spécification cf' une hypothèse de moyens (cf. 1.3.) 
Le 
travail, qui 
L'horaire de 
service des 
correspondent 
travail des 
d' ouverture des bureaux : 
prêts est constitué de 10 
à 10 employés disposant 
employés de ce service 
DEF RESSOURCE Station-service--des-prêts 
stations ou postes de 
chacun d'un terminal. 
correspond aux heures 
CAPACITE 10 DISPONIBLE PE~DANT Heures-d'ouverture 
DEF PERIODE Heures-d'ouverture 
DE 8H 30min A 12H 30min, 
13H 30 min A 17H 30min DANS Semaine-de-travail 
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Ces stations ou postes de travail peuvent indifféremment assurer l'ouverture, 
la préparation et la consolidation d'un dossier. L'ouverture et la consolidation 
d'un dossier demandent entre 20 et 40 minutes à une quelconque de ces 
stations : 
DEF PROCESSUS Ouverture-dossier, Consolidation-dossier 
REQUIERT 1 Stat ion-service-des-prêts 
ACTIF PENDANT Entre-20-et-40 min 
DEF DOMAINE-DE-VALEURS . Entre-20-et-40 min 
VALEURS ENTRE 20 min ET 40 min 
La préparation d'un dossier, par contre, ne dure qu'entre_ 10 et 20 minutes 
DEF PROCESSUS Préparation-dossier 
REQUIERT 1 Station-service-des-prêts 
ACTIF PENDANT Entre-10-et-20 min 
DEF DOMAINE-DE-VALEURS Entre-10-et-20 min 
VALEURS ENTRE 10 min ET 20 min 
L'examen et la décision de crédit sont effectués par les employés d'un autre 
service. Le service du crédit comprend 7 employés qui ont les mêmes heures 
de travail que le service des prêts : 
DEF RESSOURCE Employé-service-du-crédit 
CAPACITE 7 DISPONIBLE PENDANT Heures-d'ouverture 
L'examen du crédit pour un dossier donné est une activité qui occupe un 
employé pendant une durée très variable selon la complexité du dossier : 
DEF PROCESSUS Examen-du-crédit 
REQUIERT 1 Employé-service-du-crédit 
ACTIF PENDANT Entre-10-et -200 min 
DEF DOMAINE-DE-VALEURS Entre-10-et-200 min 
VALEURS ENTRE l0min ET 20min AVEC PROBABILITE DE 20 %, 
ENTRE 2lmin ET 60min AVEC PROBABILITE DE 50 %, 
ENTRE 6lmin ET 90min AVEC PROBABILITE DE 20 %, 
ENTRE 9lmin ET 200min AVEC PROBABILITE DE 10 % 
La décision d'accorder ou non le prêt est prise par un des deux directeurs du 
. 
service de crédit en présence d'un des . employés qui lui soumet le dossier. 
Cette activité de décision leur prend environ 5 minutes : 
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DEF PROCESSUS Décision-crédit 
ACTIF PENDANT Entre-2-et-8 min 
REQUIERT 1 Directeur-service-du-crédit 
1 Employé-service-du-crédit 
DEF DOMAINE-DE-VALEURS Entre-2-et -8 min 
VALEURS ENTRE 2 min ET 8 min 
Les deux directeurs ne consacrent cependant qu' une partie de leur temps aux 
demandes de prêts et ne sont disponibles qu'une heure le matin et 
l' après-midi 
DEF RESSOURCE Directeur-servicê-du-crédit 
CAPACITE 2 DISPONIBLE PENDANT Horaire-çlirection 
DEF PERIODE Horaire-direction 
DE llH A 12H, 
15H A 16H DANS Semaine-de-t ravail 
De plus, dans la mesure où le temps que les directeurs accordent à l'étude 
des dossiers est limité, il est acquis qu'un examen de crédit est moins 
prioritaire qu'une décision de crédit et même qu'un employé qui effectue un 
examen peut s'interrompre pour assister à une décision de crédit 
DEF PROCESSUS Examen-crédit 
MOINS PRIORITAIRE QUE Décision-Crédit 
INTERRUPTION : AUTORISEE 
Enfin, l'expédition d'une décision, positive ou négative, au client prend 2 
minutes sur l'imprimante du service expédition qui est disiionible 2 heures par 
jour : 
DEF PROCESSUS Acceptation-du-prêt, Refus-du-prêt 
ACTIF PENDANT 2 min 
REQUIERT 1 Imprimante-service-expédition 
DEF RESSOURCE Imprimante-service-expédition 
CAPACITE 1 DISPONIBLE PENDANT Heures-d'expédition 
DEF PERIODE Heures-d'expédition 
DE 12H A 13H, 
17H A 18H DANS Semaine-de-travail 
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7. Vérification de la faisabilité (cf. III.4.) 
La vérification de la faisabilité de la solution spécifiée aux points 1 
et 2 de cette annexe en fonction de l'hypothèse de moyens retenue et décrite 
au point 6 suppose que la complétude et la cohérence des spécifications, 
incluant celles du point 6 (les ressources), aient été préalablement vérifiées. 
Cette vérification est semblable à celle effectuée aux points 3, 4 et 5 de 
cette annexe et utilise les mêmes procédures (cf. III.2. et III.3.). 
L'analyse de la faisabilité se · fait sur base de mesures de 
. 
fonctionnement qui peuvent être obtenues 
d'évaluation a donc été utilisé et une 
spécifications précédentes, automatiquement 
période d'une semaine). 
par simulation. L'outil. logiciel 
simulation, · correspondant aux 
générée et exécutée (sur une 
Une exploitation des résultats statistiques, ayant pour objectif de 
détecter les éventuelles anomalies dans le comportement du futur système, a 
dès lors pu être menée selon la démarche - en 4 temps - proposée et 
détaillée au chapitre 3 (cf. III.4.2.) : 
a. Détection des divergences entre performances attendues et obtenues (cf. 
III.4.2.1.) 
D' une part, les spécifications de performances prévoient (point 1 de 
cette annexe) qu'une demande de prêt soit examinée et suivie d'une 
acceptation ou d' un refus du prêt dans les 24 heures. 
D'autre part, on dispose des résultats statistiques suivants 
Résultats statistiques concernant la survenance des événements "Demande-de-
prêt" 
pour la période du 1er au 5ème jour de la simulation 
Nombre de survenances (résultats établis sur 194 observations) 
Demande-de-prêt 204 
Prêt-accepté 160 
Prêt-refusé 34 
Durée inter-événements 
Prêt-accepté 
Prêt-refusé 
minimum 
54m 
54m 
moyenne 
10H44m 
. 10H49m 
maximum 
29H22m 
29Hl4m 
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L'étude de ce rapport permet de constater qu'en moyenne l'exigence de 
performance (< 24 heures) est satisfaite (lOH 44-49min) pour 194 (160 + 34) 
demandes de prêts sur les 204 qui ont été introduites. Toutefois, la valeur 
maximum du délai (29H 14-22min) doit attirer l'attention et justifie l'analyse 
complémentaire effectuée ci-dessous pour tâcher de localiser et expliquer ce 
retard. 
b. Détection des retards anormaux dans le déclenchement de processus (cf. 
111.4.2.2.) 
Seul le déclenchement des processus "Consolidation-dos~ier" fait 
l'objet d'une condition de synchronisation et nécessite· donc une analyse des 
résultats statistiques correspondants : 
Résultats statistiques concernant le déclenchement des processus 
"Consolida tian-dossier" 
pour la période du 1er au 5ème jour de la simulation 
Nombre de déclenchements : 194 
minimum moyenne maximum 
Durée de déclenchement : 2m 7H59m 20H48m 
Durée de contribution pour 
(194) Dossier-préparé 0 7H59m 20H48m 
(194) Crédit-décidé 0 !Os 15m 
L'étude de ce rapport montre qu'en moyenne il faut presque 8 
heures avant qu'un processus "Consolidation-dossier" oe soit déclenché, 
c'est-à-dire que deux événements (un dossier-préparé et un crédit-décidé) soient 
survenus pour contribuer à son déclencheme.nt. Mais cette étude met également 
en évidence que les événements contraignants sont les événements 
"Crédit-décidé" puisqu'en moyenne ils surviennent avec 8 heures de retard par 
rapport aux événements "Dossier-préparé". 
Ce retard dans le déclenchement couvrant pratiquement 7 5 % du 
temps total de traitement d'une demande de prêt, il convient dès lors 
d'examiner plus particulièrement, dans la suite de l'exploitation des résultats, 
la filière "Examen-" et "Décision-crédit" pour tâcher d'expliquer ce retard 
systématique • 
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c. Détection des attentes anormales de processus (cf. III.4.2.3.) 
Pour tâcher de localiser et d' expliquer le retard de la filière 
"Examen-" et "Décision-crédit", les deux rapports suivants ont été demandés et 
produits 
Résultats statistiques concernant l'évolution des processus 
"Examen-crédit" 
pour la période du 1er au 5ème jour ·de la simulation 
Nombre de déclenchements 204 
démarrages : 204 
interruptions : 48 
redémarrages : 45 
terminaisons : 201 
minimum moyenne 
Durée d'attente 0 4m 
Durée d' interruption 0 2m 
Temps mort (cf. II.4.2.3.) 0 lHl0m 
Duree d'activité 10m 47m 
Durée totale d' exécution 10m 2H3m 
Volume en attente 0 .38 
interruption 0 .02 
activité 0 4.02 
en cours d' exécution 4.42 
Résultats statistiques concernant l'évolution des processus 
"Décision-crédit" 
pour la période du 1er au 5ème jour de la simulation 
Nombre de déclenchements 201 
démarrages : 194 
terminaisons : 194 
minimum moyenne 
Durée d' attente 0 24m 
Temps mort 0 5H27m 
Duree d'activité 2m 5m 
Durée totale d' éxécution 2m 5H56m 
Volume en attente 0 7.88 
activité 0 1.54 
en cours d' exécution 9.42 
maximum 
43m 
17m 
15H 
3Hl2m 
19H27m 
5 
7 
7 
maximum 
1H22m 
19H12m 
8m 
20H42m 
31 
2 
L'étude comparative de ces devx rapports permet de constater que 
la durée totale d'exécution des processus "Décision-crédit" (5H56m) explique 
pour 7 5 % le retard dans le déclenchement des processus 
"Consolidation-dossier" (7H59m) alors que leur durée d'activité (5m) est 
cependant plus courte que celle des processus "Examen-crédit" (47!71) . 
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Cette constatation que les processus "Décision-crédit" semblent 
davantage critiques que les processus "Examen-crédit" est également confirmée 
par le volume des processus "Décision-crédit" en attente (7 .88) plus élevé que 
celui des processus "Examen-crédit" (.38). 
Il convient donc d'examiner plus particulièrement les ressources 
requises par les processus "Décision-crédit" dans la localisation, effectuée 
à l'étape suivante de la démarche, des ressources critiques du système 
d'information spécifié. 
Avant d'entamer l'étape suivante et afin de mieux localiser les 
phénomènes d'attente constatés au niveau des processus· "Décision-Crédit", les 
résultats statistiques ont également été demandés périodiquement heure par 
heure d'un journée moyenne de simulation 
Résultats statistiques périodiques concernant l'évolution des 
processus "Décision-crédit" 
Heure par heure d' une journée moyenne de la simulation : 
déci. 
8H 9H 12 
9H !OH 17 
lOH llH 25 
llH 12H 26 
12H 13H 9 
13H 14H 5 
14H 15H 27 
15H 16H 37 
16H 17H 30 
17H 18H 13 
L'examen de 
Nombres de 
démar. ter m. 
109 107 
85 87 
Durée 
Attente 
25m 
23m 
Temps 
mort 
8H48m 
1Hl6m 
ce rapport montre clairement que les 
démarrages n'ont lieu qu'entre 11 heures et midi et entre 15 heures et 16 
heures alors que les déclenchements sont répartis 
l' indisponibilité d' une ou plusieurs ressources peut 
L'étape suivante de la démarche proposée aura donc 
ou les ressources critiques dont l'indisponibilité 
comportement de ces processus. 
d. Détection des ressources critiques (cf. lII.4.2.4.) 
dans la journée. Seule 
expliquer ce phénomène. 
pour but de détecter la 
temporaire explique le 
Sachant que chaque processus :'Décision-crédit" requiert un employé 
et un directeur du service de crédit, le rapport statistique suivant à été 
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demandé 
Résultats statistiques (moyens) concernant le comportement des ressources 
requises par les processus "Décision-crédit" 
pour la période du 1er au 5ème jour de la simulation 
E mployé-serv ice-du-crédi t 
' Nombre de réquisitions 453 
acquisitions 443 
liber a tiens 443. 
Volume des requêtes 
en attente 10.41 (2.53) 
en cours d'utilisation 4.38 
cours de , . 14.79 en se Jour 
Taux d'utilisation 62 % 
Calendrier de disponibilité (SPECIFICATIONS) 
Capacité 
Période 
7 
8:30-12:30 
13:3 0-17 :30 
D irecteur-serv ice-du-crédi t 
201 
194 
194 
7.88 
1.54 
9.42 
78 % 
2 
11:00-12:00 
15:00-16:00 
L'étude de ce dernier rapport met en évidence que la faible 
disponibilité des 2 directeurs (2 heures par jour) explique principalement les 
attentes anormales des requêtes de processus "Décision-crédit". En eff~t, d'une 
part, ces deux directeurs ont un taux d'utilisation assez élevé (78· %) pendant 
leurs 2 heures de prestation. D'autre part, le nombre de requêtes en attente 
(donc de processus "Décision-crédit" bloqués) reste également élevé (7 .88) sur 
toute la période simulée. 
Par contre, les employés du service ont non seulement un taux 
d'utilisation plus raisonnable (62 %) mais âussi un volume réel de requêtes en 
attente plus faible (2.53). Ce dernier chiffre (2.53) correspond en ~ait à la 
différence du volume total de requêtes en attente d'un employé (10.41) et du 
volume de requêtes en attente d'un directeur (7 .88) car à chaque réquisition 
d' un directeur correspond également celle d' un employé. 
L'exploitation des résultats statistiques faite ci-dessus pourrait bien 
sûr être prolongée par des investigations complémentaires pour préciser les 
constatations élaborées. De la même façon, sur base des remarques effectuées 
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et des réactions qu'elles pourraient susciter de la part des utilisateurs, on 
pourrait être amené à établir et évaluer une nouvelle hypothèse de moyens 
(réexaminer, par exemple, les calendriers de disponibilité). Toutefois, la 
spécification et la vérification de cette nouvelle solution se feraient selon la 
même démarche que celle abondamment illustrée dans cet exemple. 
8. Version DSL des spécifications et des rapports statistiques 
La dernière partie de cette · annexe donne l'expression DSL (1) des 
spécifications précédentes ainsi que certains· exemples de rapports statistiques 
produits par DSL-SIM (2) 
(1) DSL est le langage de spécification, en version anglaise, actuellement 
disponible dans l'environnement logicie.! d'IDA (cf. préambule). 
(2) DSL-SIM est la version actuellement fournie par IDA de l' outil intégré 
d'évaluation par simulation présenté au chapitre II. 
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53 CAPACITY rs 10; 
54 AVA I LA ôLE OURIN~ Hor21re-oe-travail; 
55 
56 DéF PR OCE SS Cuverture-dossier; 
57 PERFJ R~ED D~RING Entre-20-et-40-~i~utes: 
53 Ré~UIRES 1 St~tion-service-des-prets; 
5 1 
60 DEf SYSTEM-PAR~METER Entre-2 0-et-40-~i nutes: 
61 R.l~Gë !5 • 2om • Tr1 RU '40 ô!> ', 
6 2 
6 3 
64 
6 5 
6 5 
67 
63 
6~ 
7J 
71 
7 2 
7 3 
7:, 
7 5 
7 5 
7 7, 
7 3 
7 ~ 
80 
81 
82 
83 
8 .. 
25 
8:; 
t3 7 
63 
S 9 
9 •) 
91 
92 
93 
94 
95 
1:, 
97 
9 3 
:H 
1 0 ,) 
l 0 1 
!. 0 2 
.:. 03 
CEF P~~ CE SS Pre~eration-dcssier: 
?ëRFJ~MEC QuR:NG Entr e -1 0- gt -2 0- minutes ; 
RE~UIRES 1 S tati on - s~ rvice - des - p r e ts: 
QEf SYS TE~ -P .lRAME TE R Entre-10-et-20-~inutes: 
RA~ Gë IS '1 0m ' Tr1 RU • 20~ •: 
DEF PR2CESS Coniolidation-dossier; 
?ERFJR~EO OURING Entre-2J-et-40-minutes: 
~=~UI RéS l Stztion-s?rvice-des-prets: 
Oëf SYSTE M-P4RAMé TER En tr e-20- et- 4 0- min ut es; 
RANGE I S • 2 Om • _Th.~U •.:.a m•; 
DEF RE~ûu~CE Em~loye-se rv ice - credit , 
C.:.P:.C:TY I S 7; 
AVAILAêLé OuRING Ho r aira-de -t ra và il : 
~êf RES:URCE Directau r - service- credit; 
CAPAC: TY IS 2 : 
AvA:L.:.3l~ ru~!NG Hor2ir~-jirecticn ; 
C=f P~ûC=5S Exzmen-c r edi t: 
?E~FJQ~ED OURING Entre-10-et-20C-~inJtes: 
REQUIR =S 1 êmploya-se r vice-credi t: 
OEF SYSTé~-PARAHETER Entre-10-et-200-minutes; 
RAN3E !S '1 0m ' THRU ' 20m' wl Th PRJSASI LITY O. 0 
R~N~= IS ' 2lm • THRU '60m' ~!TH ?.~05 A1 !L!TY O. 0 
RA~~= 1S ' 61m ' TH~U • ~om • WIT H PR03A3ILITY O. 0 
RA~~E lS '9 1m' Tn ~U ' 20Jm ' wITH PR03A3Il1T Y O. 0 
Cêf P<GCE SS Cecisio~-cr?cit; 
PR==M? TlVE PRIOR: TY 1; 
P=~FJR~EQ JURING éntre-2-et-3-minut e s: 
RE J U~R=S 1 S1 r ecteu r -se rvic e-c r edit; 
Rë ~UlR~S l Employe - sa rv ice - crecit ; 
JEF SYS T=P - ?l~AME TE~ En tre- 2-et- 3-mi~ utes ; 
Rl~~é IS • zm • TMR~ ' Em •; 
~-. 
.. . _. .. . -
.. +<." .. 
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1 04 
105 
l C :> 
107 1ca 
101 
11.J 
11.i. 
11 2 
113 
11'+ 
115 
FNJ P - Na mur VAX/V MS 
Input Processor Sourc e Listin; 
JEF ~ESCuR~E Impri ma nt?-service-expeoition; 
CAPlClT'I' IS 1: 
AVA ! L~SLE OUR!NG rlorair~-expedition; 
C:F PKOC 2SS Acc!ptation-dJ-pr~t; 
RE~~!R2 S 1 I mpri ~znte-servlce-expedition; 
PE ~FJR~E D ùU~I~G ' 2m ' ; 
CEF PKOCëS S Refus-du-pret: 
Ré~U!RéS 1 l mpri ma n t ~-service-ex ped ition; 
P~~FJRMEù DG~lNG " 2m "; 
11 5 ~ ?eri ode s (c alend ri e rs) 
11 7 r. 
11 3 DEF CALE ~ùAR ho r a ire-cli e nt s : 
lli AC T I VE Ma t - c l i , Ap r-mi d-cli ON Se m-trav; 
12: 
121 
122 
1 2 3 
1 2 .. 
1 2 5 
126 
O~F H~S - !~T=RVAL Met -c li ; 
SP~N5 FRJr " dh3Cm • TJ "llh3ù m'; 
127 DEF CA~ENC~R Horai r e-de-tr avail ; 
123 ACTIV~ M2t-tr av , Ap r-mid-tr a v ON Sern-tra v; 
123 
13J 
13 i 
132 
133 
1 3~ 
1 35 
CEF HK S-I NT=RVAL Met-trav: 
SP~~S FRJM ' 3h30m' TJ "1 2h30m "; 
D=F H~S-I NTE~VAL Apr-mid-t r a v; 
SP~ ~S FRJM '1 3h3ùm ' TO ' 17h3J~ "; 
1 36 OE~ CALEND4R Horaire-directior. ; 
1 37 ACT:V ë Mat-direct , Apr-mid-di r ect ON Sem- trav; 
1 3 ·3 
131 
14 0 
1 41 
142 
1 43 
14 .. 
C:F H~S - l î =R VAL M2 t-direct: 
5p,:.t,,,5 fRJM 'll h " TJ "12h"; 
D=F HRS-!NT=RVAL Ap r- mid-di rect ; 
SP iiNS FRJI', '15h" Tù "1 6h"; 
145 9EF CALë NJ~R Ho r ai r e-expediticn ; 
146 AC TlV~ Mat - ~xpeo , Apr - ~id - exped CN Sern-t r av ; 
147 
14:l 
l.'+ 1 
15 ù 
1 5 1 
152 
153 
D=F HKS - !NT=~VAL Mat- a xped ; 
S?~Nj fK~~ "12h" TJ '13 h "; 
O~F H~S-INT:RVAL ~pr-m i ~- exoed ; 
S?-'NS fi<JM "17 h " TJ " 13h '; 
1 5~ JEF OA Y-I~TE ~V~l S1m-tr2v: 
155 S 0 ANS FKCM ù TO 5 J AY PE~ ~~ :K ; 
1 
Intaractive Jesign Ap~roac~ IJAl.RO Oct 29, 1~8~ 10:22:52 Paçe 12 FNJP - Namur V~X/VMS 
Struct~r9d For~2tad St3tement ~eport 
Parameters: ~ANGU~,ê=dsl D9=P~ET.OaF NAMê=Demanoa-de-pret NQPU~CH 
03JECTS=All RêLATiûNS=OWN-JYNAMICS P~Iri r !NDENT=2 LEVELS=SO 
TY?ES-MAQGIN=36 R=LAT!C~S-~ARG!N=•B LI~E-N UMdERS LEVEL-NUMBERS 
STATISTICS NC~E~-?AiE GBJECT-TY?ES RCW-ORJER=STANJAiO 
CCLUMN - :Q :E P.=STkNC ~~ J NJlùW=ST-LEVEL-ONLY NORELATION-MATRIX 
NC~OMPRESS-RELATION-MATRIX 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
1 Cem~nde-da-pret <~ESSAGE> 
<?R CC:SS> 2 Enreç-d emande -pret T~IGG:RED 6Y GENE~ATION Or 
Oemande-de-pret 
3 
4 
5 
TRIGG:RE • BY TERMINATICN OF 
Enreç-cemande-çret 
Oossier-a-consclioer<SYNCrl-? • INT) C• NTRIB UT=C BY TE~M!NAT:CN OF 
Pre~ar2tion-dossier 
<PR OC=SS> 
Consclidation-dossi~r 
<?RJCESS> 
Acceptation-du-pret 
<?RJCESS> 
5 R2fus -du-pret <PR JC:'SS > 
TRIGG= RED BY REALIZATIGN OF 
Cassie r-a-consolider 
T~1SGERED BY TERMINATICN ~F 
Consolidation-dossier Ir 
Fret-ac cep te 
TRIGG:RE~ BY TERMI~ATIGN OF 
Consoli dation-ccssier IF NGT 
Pret-accepte 
3 Ex~~en-crecit (O~JC=S S> TRIGG= RED BY TEKM! N~ TIGN OF 
Enreg-oemande-çret 
5 
O?cisicn-c r eoit <?RùCESS> TRIGG=REC BY TERMINATION OF 
Examen-credit 
Cos~i?r-a-consolider 
<5YNCrt-?CH.T> * CJNTRièUT=D BY TE~MI~AT:O , OF 
Oacision-credit 
L:V:L CJV'H L::V EL CJLJ ,\iT Li:Vël CJLNT 3 2 
L:VEL COUNT 
4 2 
LEVEL C• UNT 
5 2 1 l 2 l 
0 2 
:i:OAl.RO FNJP - Namur VAX/VMS 
Extend~d Pict1..re 
PAGc: 1 OF l 
Oct 29, 1984 13:41:51 Paçe 2 
+--PR::JC:SS--+ 
1 
Accepta:1tio"II 
+ ••• -du-prat , 
+--PROCESS--+ +SYNC~-PC!NT+ +--PRûCESS--+ • . 
IPre;i.;rationl l::Jossier- 1 !Consolldati 1 • +TRGD-TR-IF-+ 
+ ••• ,-do5s1er ••• ••• a- •••••• on-dossier j ••• · 
• ccnsolièer • +--PRJCëSS--+ . 
+--MëSSA~c--+ +--PR~CëSS--+ • +--TRGJ-TR--+ +--CBTû-TR--+ +--TRGO-~L--+ • !Refus- 1 
1 De!lland.?- 1 l '=nreg- l . + ••• du-
1 de - j•••••• de .nanoe- •• + pret lpret l ~r et • +TRG D-TR-IFN+ 
+-----------+ +--TRSO-GN--+ 
• +--PRCCcSS--+ +--PRJCëSS--+ +SY~CH-P~I~T+ 
• 1 c x am e n- 1 1 Dg ci si an- 1 1 Dos s l. i!! r- 1 
+ ••• cre dit j•••••• credit •••••• a- . . 1 consolic er 
+--T RGD -TR--+ +--TR GC -TR--+ +--C3Tù-T R--+ 
Names occurs 
else111nare, 
see Index. 
1 
I:JAl.RO 
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Glo~a: Stat1stics : jESTICN DE PRETS - l demande toutes :es (+/-) 12 minutas 
PRJCëS5 Acceptation-d~-pret 
RëPûRTEJ SETwëEN Od ANC Sd 
CEFIN~ CALE~C~R RELAT~J TJ PRJC~SS Acc eptation-du-pret 
S?ANS F~C~ 12h TG 13n, FROM 17h TO 1en J~ 0 TJ 5 DAY PE~ WEëK 
Tri9gerin~ Nu~b?r 
Inc~ption N~"'~er 
Termination N~m1er 
Active Ti ,ne 
\.aitin; Tirr.e 
ldle Ti~ e oy Incp/~s~p 
I d l? Ti T.e by ?roces s 
Elëps? Ti .~e 
Num~ of Proc in ~t Stat? 
humD of P~oc in Actv State 
Requireo ~esources: 
16 0 
16 J 
16;) 
2m 
Cs 
Os 
o.oo 
c.c o 
I~primapte;service-2xpedit1on 
( L O.J Sn-i Upp 3nd ( Nu~b?r of 
Tr::. g Inc p Intr 
llh 12~ 39 0 0 
1 2h 1 3h 32 71 0 
1 3 h 1 4h 1 3 0 0 
15h 1 5h 31 0 C 
1 6h l 7 h 38 0 0 
17h 13h 2 83 C 
M?an 
2m 
1Sm51s 
50m9s 
5 0:n9s 
lh 3m 59s 
4 . 57 
0.54 
Capacity 
Max 
2m 
53m60s 
3h 29 m4l s 
27. 00 
1.00 
Më~ used 
1 • C 0 0.66 
wait Time 
R esm Te rm 
0 0 
0 71 9 m2 3s 
0 0 
0 0 
0 0 
0 é3'3 22m47s 
Std Oev 
Os 
13 11'505 
4 2rr.39s 
5.63 
0.5J 
Sh2r.;;bility 
,'\ax · Used 
0.66 
Intr Ti~e Idle Time 
by Intr by Incp / Intr 
'9m 15 s 
lh22 m't6S 
Queue 
Size 
S. 5 8 
i 
Interactive 0esi;n Aoproach I.Q.A. - Namur -
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Global Statistics =~=STION OE PR=TS - 1 demar~e toute~ les (+/-) 12 minutas 
?KCC:SS Consolia a tion-doss1er 
RéPCRTEù ~éT~:EN Od AN8 Sd 
C:F!N= CALE~O~R ~:LAT:D TJ ?RGC:S S Consolidë.tion-dossier $PA NS F~ •M 3h30m TO 12h30m, FRC~ 13n3 0m TJ 17n30m ON O TC 5 DAY PéR ~EE( 
Tri~g 2ri n ~ Nu ~be r 
In cept io n Nu:r.oer 
Intarru~tion Numbe r 
Resu:r.pticn ~~~ba r 
Te r m1nat1on ~umo e r 
Acti ve Tiine 
Waitinç Timo? 
Intr Time oy Intr 
Int r Ti ~e by Proc ass 
!cle T1~e ~Y Incp/~smp 
Idl? li me by Pr oc?ss 
Elapse T1?r.e 
Numo of Proc in wt Sta t e 
Numo o f Proc in Intr St3te 
~umo of Pro: in Actv St~te 
Required Resources : 
Station-service-d es-p rets 
(low 3nd Upp Snd [ 
Triç 
llh 12h 107 
12h 13h 0 
13h l4M C 
15h l:;h 35 
1 6n 17h 2 
17h l S~ 0 
194 
l 'H 
22 
22 
19:. 
Min 
20m 
Os 
Os 
Os 
o.oo 
0 . 00 
o.o o 
Nu~ber of 
29m39s 
9m43s 
Os 
0 5 
6-:i7s 
6m48s 
4:,mlCs 
0.80 
o. oo 
·2 . 4 3 
( 3pacity 
Max 
3 9m59s 
28m4 3s 
0;; 
lh 
10.00 
7.00 
1 C. C J 
Mzx Used 
10.co 
Wait lime 
Incp Int r Resm Term 
63 
22 
0 
67 
20 
0 
0 
22 
0 
0 
0 
0 
0 
0 
22 
-) 
0 
;) 
45 
40 
22 
41 
44 
2 
5:n3Ss 
17Ti4ls 
Bml :i s 
2311', 75 
Std Jev 
6rr. l 7 s 
8rr.365 
Os 
3Jrn33s 
1. 73 
O. Où 
3.31 
Sh a r.; bility 
Max Used 
6.21 
Intr Ti me Idle ~i me 
by Intr by Inc~ / Intr 
Os 
Os 
Cs 
l n 
C;; 
Os 
. Queue 
Siz'e 
1.27 
• 
Interactiv~ Oes1~n App rc a c n 
I.C.A. - Namur -
Gct 29, 1984 10:31:51 Paçe 3 
Glcoal Statistics : G=S TICN û E PRETS - 1 oemanoe toutes les(+/-) 12 minut e s 
PRJC=S5 Oecision-creoit 
REPJRTEJ 3ETWE~N O~ ANC Sd 
CéF!N: CALE ND ~R REL~T=C TJ PROC:SS Jecision-credit 
S?~ NS F~ ûM llh TG 12h , FRCM 15h TJ 16n ON O TO 5 DAY PER WE~K 
Tri ~ge rin; Number 
Incaption Nu~ oe r 
lntarrupt1on ~vm c e r 
Rasump tio n ~u~oer 
Termination Numoer 
Active Ti me 
Wa i ti :'lÇ T i rr. ,1 
In tr T1ma by Intr 
In tr Ti ~e by ? r ocass 
I ole T1 me jy !ncp/~s mp 
Iola TiTI~ by Process 
Elapse T1~e 
Numo of Proc in ~t St?ta 
~umo of ?roc in Intr Stat e 
NumJ of Proc in ~ctv 5t3ta 
Requirec ~esources 
Emplcye-sa rv ice-credit 
û ir ecteur -service-cre oit 
(Lo~ Bn d ~PP 5no [ 
Triç 
CSh on~ 12 
0-?h 1 0 r. 1 7 
1 ùh llh 25 
11 t-, 12h 26 
12h 13n 9 
1 3h l .:.h 5 
1 .:.n 1 5 h 27 
15h 1 6h 37 
1 5h l 7 h JO 
17n l:l h 13 
2 0 1 
19 :. 
a 
8 
1 94 
Min 
2m 
0 5 
Os 
Os 
0.00 
0 . 00 
o. oo 
Numbe r of 
l ne p Intr 
0 0 
0 0 
0 0 
l O '1 0 
0 5 
0 0 
0 0 
85 C 
0 3 
0 0 
Mean 
4mt.8s 
2t.m2Zs 
Os 
Os 
Sh2Sm49s 
Sn 4'.Jm l7s 
Sn57:r.37s 
7. BS 
o.oo 
Î. 5.:. 
Capacity 
Max 
7 m6Os 
lh 2lm42s 
Os 
1 9 hl!m39s 
31.00 
2 . 00 
2.00 
Mex Useo 
1.c o 
2.0 0 
Resm Term 
0 0 
D D 
0 0 
3 107 
0 D 
0 0 
0 0 
5 8 7 
0 0 
J 0 
4 .3 8 
1.54 
liait Time 
25m 1Ss 
23ml3s 
S t d Jev 
l rr.46 s 
22rr 45s 
0 .5 
8h17119s 
9.1 4 
O. CJ 
C.76 
S ha r 2 bili ty 
M2x Us ed 
4.33 
1. 54 
lntr Ti me Idle Ti me 
by Intr by Incp/Intr 
Os 8~48m27s 
Os l hl5m53;; 
Queue, 
Size 
1 0.41 
7. SS 
·, 
1 
Interactive Oesi;n Approacn Ii)Al.~O !.O.A. - Namur -
Cet 29, 1984 10:31:s1 Paçe -
Global Statistics :GESTI:N ùE PRETS - l d ~marOQ toutes les(+/-) 12 minutes 
R:PORTêû oETW=E~ Od ANC 5d 
CEFihE CALENDAR R=L~T=: TO PROCêSS Enre;-dem2nde-pret 
SPANS FROM 8h3011 T• 12h30m, F~DM 13h30m T: 17h30m ON O TC 5 OAY PER W=EK 
Trigçering Ni.;~b2r 
Inception Numoer 
Termin a tion Num~er 
Active Ti11e 
waitinç Time 
El ap s e Ti me 
Nu rr. o of ?roc in Wt St a te 
Numo of Proc in Actv State 
Required ~esources: 
St a tion - service - ces - prets 
(Lo~ 5nd Upp Bnd [ 
Triç 
0 3 h C9h 22 
C9 h l J h 28 
lJh lln 29 
llh 1 2h 10 
1 2 n 13h 0 
13n l -.h 27 
l '+h 15h 33 
15 r. l :,h 31 
16 r l 7r 19 
17 h 1 ah 0 
204 
204 
204 
Min 
20ml95 
0 5 
0.00 
o.oo 
Ni.;"l\be r of 
Mean 
Z:lm4l3 
2m4 7s 
32 m27s 
0.24 
2.55 
Cap a city 
Max 
39m53s 
32rr.52s 
6.00 
8.00 
M2 x Used 
10.co 6.21 
lolait Time 
I ne ;J In t r' Res 'Tl Ter m 
2 2 0 C 
2 3 0 0 
2 '3 C 0 
10 0 0 
J 0 0 
27 0 0 
33 0 0 
23 0 0 
27 C 0 
0 0 0 
5 
3ù 
32 
21 
l 
4 
4 4 
29 
32 
6 
Os 
Os 
Os 
2 m56 s 
Os 
Os 
71135s 
13 m26s 
Std Oev 
Srr. 3 7 s 
6m5'1s 
0. 80 
1.76 
Shar2~ility 
Max Used 
6 .21 
Intr Ti me I dle Ti 11e 
by Intr oy Inc~/Intr 
Os 
Cs 
Cs 
Cs -
Os 
0 5 
Cs 
0 5 
Que'.Je 
Size 
1.27 
Interactive Desi;n Appro a ch IJAl.RO Oct 29, 1984 10:31:51 Paçe I.D.A. - Namur -
G~obal Statistics :~:STIO . JE P~ETS - l demande toutes les(+/-) 12 ~1nutes 
PR ~CES S ~xamen-cred1t 
R=PJKTêJ 3ET~=EN Qd AN8 5d 
Oê~I~: CALE ND~R R=LAT=2 TJ PRJC= SS =xa~en-credit $PA NS F~QM ~n3C:n TC 12h30m, FROM 13n30m TJ 17h3Jm ON O TO 5 DAY PER WEE~ 
Tri~çerin g N1,;rn ber 
Inception Numoe r 
lnt?rruption Nu mb e r 
Resumpt.1on Numbe r 
Te r mina t1on Nu~ e r 
Ac tiv e T1 m1, 
\,a .1+.:1'1; T1m e 
lntr Time o ~ Intr 
Intr Ti me by Proc ~ss 
Idle T1 me oy Inc p / ~smp 
Iole Ti me by Proc ?ss 
Elapse T1111e 
~umo of ?ro c in ~t State 
~umj of Pro c i n Intr St a te 
Numo of Proc in Actv State 
Requi re c ~esources 
Emçloye-service-credit 
[Lo~ ana Up ~ Snd [ 
Tric;; 
C3h C-ih s 
O'l h l'.) h 30 
1 0h l lh 32 
ll h l 2 !1 2: 
Uh 13h 1 
1 3h 1 4h 4 
14h 15i1 44 
15h l oh 29 
1 6h 17 h 32 
17 h 1 5 t, 6 
204 
2 04 
49 
45 
2 01 
Min 
l Om l Bs 
Os 
Os 
Os 
0.00 
o.oo 
c. co 
Numb e r of 
! ne p Intr 
5 0 
3 0 0 
29 0 
22 6 
3 15 
4 0 
4 1 0 
2 :3 9 
33 0 
9 l!:l 
Mean 
47m21 s 
4m2 7s 
lml2s 
Os 
5 7rn5 0s 
lnl 0m 34 s 
2hlm3:i s 
0.33 
0.0 2 
, 4 . 02 
Capacity 
Ma x 
3hllm ' l s 
4 3m24s 
16 rn .. 2s 
15 h 
s .c o 
7.00 
7.00 
Mzx Used 
7. 00 
Resm Terrn 
1 5 12 
0 17 
0 25 
6 26 . 
0 . 9 
15 5 
0 21 
9 37 
0 3 () 
0 13 
W3it Time 
Os 
Os 
15s 
101127s 
111157s 
Os 
1ml 2 s 
8m2 6s 
S'T134s 
7 m3l s 
Std Oev 
32ml L 
3~.32s 
2 rr. 5 7s 
3h6:n3s 
1.co 
0 . 17 
1. 92 
Sharability 
Mëx U5ed 
4.38 
Intr Ti11 e Id l e Ti ~e 
by Intr by Inc~ / Intr 
Os 
5:n33s 
Os 
2ml3s 
l lhl 5:n 
Cs 
Os 
Cs 
Os 
47m22s 
Cs 
Os 
05 
Cs 
Cûeue 
SL:' e 
l ù . 4 1 
1 
Cet 23, 1984 10:31:51 Paçe 6 
Interactive Oesi~n A~proach I.O.A. - ~amur -
Glooal St3t1st1cs :S ESîION OE PRETS - l demanoe tJutes les(+/-) 12 minutes 
p qQ CêSS ?r2p~r3tion-doss1er 
R=PCRTEJ 3Eîw~êN Oo ANC Sd 
D=FINê CALENO~R RELlT=C TJ PRJC=SS Pr~paration-dossier 
S?A~S F~OM 8h30m TG 12h3011, F~CM l3n30m TO 17n3Jm ON O TC 5 CAY PêR WEE~ 
Trigçering Numbar 
Incaption Numoer 
Int2rru~tion Numba r 
Resumption Nu11b~ r 
Term1nat1on ~u~oer 
Active Ti ,11e 
i. ait in ; Ti me 
Intr T1me by Intr 
Intr Time by ?rocass 
Iole îime oy Incp/Ksmç 
I dla Time by Process 
E.i~p se Time 
~um~ of Proc in Wt Stata 
hu mo of Prcc 1n Intr St 3te 
Num~ o~ ?roc in Actv St3t? 
St a tion-se rvic e-oes -prets 
[ Lo~ 3nd Upp 8nc [ 
Triç 
03h 0 :ln 5 
0 '3h lJh 30 
l Oh 1n 32 
llh 1 .:h 2~ 
12h l 3h 1 
13h 1 .. h 4 
14h 15h 4 
1 3h 1 6h ~ 
l :, n l7n 2 
17h ldh é 
20 4 
zo,. 
l 
1 
204 
Min 
10m2s 
Os 
Os 
Os 
o.oo 
o. oo 
o.oo 
:-Ju 11ber of 
Inc;:> Intr 
5 0 
3 0 0 
32 0 
2J 0 
1 
.:. 0 
4;, 0 
25 0 
3:, 0 
ô 0 
Mean 
15m 
2m56s 
0 s 
Os 
18s 
1 8s 
18ml4s 
0.25 
.o. 0 0 
l • 2 3 
Ca pa city 
M2 X 
19 m59 s 
27mlls 
Os 
lh 
4.00 
1.00 
ï.00 
Max Use d 
10.00 
Resm Term 
0 0 
0 31 
0 23 
0 27 
0 1 
1 1 
0 37 
0 22 
0 36 
0 14 
6. 2 1 
Wait Ti me 
Os 
Os 
Os 
6rr.6 s 
ll m57s 
Os 
Os 
8 ;11~ 8s 
6 m34s 
Os 
St:i ùev 
Zm56s 
6m28 s 
Os 
6m31s 
0.63 
o.oo 
l. 2 5 
Shar2bility 
Max useo 
6.21 
Intr Ti me !dl~ Ti me 
by Intr by Incp/~ntr 
Os 
Cs 
Os 
Os 
Os 
Os 
12 111 
Cs 
Os 
Os 
Cs 
Qu2-.1j! 
S1ze 
1.21 
Inter2ctive ~esi;n Apprcach I • .).A. - Namur 
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Glooèl ~tatistics :GEST:CN ûE PRETS - 1 demanje toutei les(+/-) 12 minutas 
PRJCéSS Kefus-au-pret 
RéPSKîéJ oETwE=N Od A~O Sd 
DEFI~= CAL=NDl~ REL~T=: TS PKJC:SS Refus-d~-pret 
S?A~S fqù~ 12h TC 13h, FRJM 17h TJ 13h JN O TO 5 DAY PER WE=K 
Tri;çerin; Number 
Inc2~t1on Nvm::>er 
Ter:n1nation ~umoer 
Active Ti .11e 
Waitinç Tima 
dle Ti me Dy I ncp/ s:np 
I èle Ti me oy Procas5 
ëlê:psa Ti,ie 
N0m~ of Proc in ~t St a te 
~u mb of Prcc 1n Actv St3te 
Raquirea Resources 
34 
3 .. 
34 
M.1n 
2m 
Os 
Os 
O.OJ 
o.oo 
• I m p ri :n ,c;,n t ?,,- service- •? x p e à i t ion 
[Lo JJ ond Upp ënd ( Nv11ber of 
Tri ç Inc p Int r 
llh 1 2 r. é 0 0 
1 2h 13 h i3 1 4 0 
13h 1 4h 4 0 0 
15h 1 5h 10 0 0 
lon 1 7h 6 0 0 
17h 1 3n 0 ZJ C 
2r.1 
17m3Cs 
54m24s 
5 l+m24s 
l:,13m5t.s 
1.01 
0.12 
Capacity 
Max 
2 ,, 
4e m 
3h27ml9s 
11.00 
1.0::l 
Max i.Jsed 
1.0 0 0.66 
W3i t Ti :11e 
R.-sm Term 
0 0 
0 14 l Orr.4 s 
0 0 
0 0 
0 0 
0 20 22 m42s 
Std Jev 
Os 
12m37s 
lh !im6s 
1.93 
0.32 
Sharaoility 
Max Used 
0.66 
Intr Ti me Idle Ti me 
oy Intr by Incp/Intr 
7m40s 
lh27:n7s 
Queue 
Size 
5.55 
1 
Interactive Jasi~n Aoproach Oct 29t 1984 10:31:51 Paça a 
Glo~al Statistics :SESTISN JE P~ETS - 1 de~ande toutes le3 (+/-) 12 minutas 
SY~CHRJNIZ~TICN P:I~T Joss1ar-a-consolid1r 
R~PJRTEO 3ET~EEN Od AN~ Sd 
Realization Nu:nber 
Realization Tima 
Particioatior. Ti~e 
TêRM- J FJec13ion-creait 
154 
TêRM-ûF?ra~arotion-dcssi e r 
Constrainin ~ êv~nt 
T~~M-ûFJecisior-cre di t 
TêRM-:F?repara~ion-ao~sier 
Min 
2 :nl2s 
Os 
Os 
Mean 
7h58m3t.s 
11s 
7h58m22s 
Ir. Ti me 
99 . '36% 
0 . 04% 
r-lax Std ûav 
20h47m45s 8nl0m5s 
14 .n37s l :n 2 5 s 
20r.47m46s 8t-1Cml6s 
Per Freq 
97.94i( 
2.06 % 
Interactive Jes1~n Appro a ch IJAl.KO Cet 29, 1984 10:31:51 Paçe 3 I.O.A. - Namur -
Global Statistics :SESTICN DE PRETS - 1 demande toutes les ( •/-) 12 minutes 
KêSCJKCE Cirecte~r-s?rvice-creoit 
RëP:RTëJ 5ëTW=êN Jd ANC Sd 
DEFIE CALE NOAR RëllT=C TJ KESCu~:E Oirecte;Jr-service-credit 
SPANS FRCM llh TC 12h, FK~M 15h TD lén ù~ 0 TC 5 JAY PêK WEëK 
Maximum Capacity 
Request N;,,m.:,er 
Allocate Number 
Ceallocate Nwmbe r 
Used Ceoacitr 
Usec S r.arabi ity 
Cueue S1z1? 
FRCCëSS which R~~uires 
t his Re;;ource 
Cecision-crecit 
2.000 
209 
20 2 
20 2 
Min 
0.0000 
O.:JCOC 
O. QOùO 
( Lo J1 er •boÜnd 
08n 
U;:ip <? r ôound( 
09h 
09'1 lCn 
l Gn 11, 
lln 12, 
1 2 n 13h 
13h 14h 
14n 15 n 
15n 16n 
16h 17h 
1 7 '1 1 2h 
Re~U<a!S t 
. 
12 
17 
25 
26 
14 
5 
27 
37 
33 
13 
Mean Max 
1.5 427 2.0000 1.s .. 21 2.0000 
7.e7 S7 31.0 00 0 
Wai t Ti me Intr Ti r:ie 
oy Intr 
24 ,'!122s Os 
Nu:nber of 
Alloc Dealloc 
0 C 
0 0 
0 D 
112 107 
D 5 
C 0 
0 0 
90 87 
0 3 
0 0 
Std Jev 
0.7595 
0.73',6 
9.1 4 09 
Actv Ti me 
4:n4 3s 
. 
• J ,· 
,· 
Numb ?rocass in State 
Wai t Ir.tr Actv 
7. 8 79 0.000 1. 54 3 
Interactiv e ûes1 ; n Approach 
I.O.A. - N3n:ur -
Oct 29, 1984 10:31:51 Paçe 
Glo cz l St3tistics : ~ ESTI O~ CE PRETS - 1 d:?n:anje toutes les (+/-) 12 minutes 
Rê? ~RTEJ è ET W=éN Od ANO 5d 
DEF!N2 CAL EN O~R R=L ATêC TO RESC URC E Employe-service-credit 
S PANS FK O~ 3h30 'll TO 12h30 m, F~ C~ 13h 30 m TJ 17n3Jn: ON O TO 5 DAY PER •êE K 
Ma xin:um Capacity 
Raque s t N~mo e r 
Alloc a te Nu :n b .- r 
Dea ll oc ate Nu mbe r 
Used C2paci t y 
used Sh2 r abil 1t y 
~ueu e S1 z2 
F~OCESS Whi c h ReG uire s 
t n.i s Ke 5 o u r ce 
Ex .i :ne n- c r e d i t 
Dec.:.sion-c r 2di t 
7.00 0 
461 
451 
45 1 
Mi n 
o. oooc 
0 . 0000 
0 . 0000 
( Lowe r bou n d 
OEh 
Upper è o und( 
09'1 
09:, 10;-i 
lC"l llh 
lln 12., 
12n 1 3n 
13h 14 '1 
14h 1 5n 
1 5n lén 
16h 17 n 
17 "1 1 an 
Me a n 
4 . 3801 
4 . 330 1 
1 0 .41 23 
Wa i t Ti me 
4112 7s 
24:.i22s 
NL: mbe r of 
Reques t Alloc 
1 7 2 0 
4 7 3C 
5 7 2 9 
5 3 140 
30 3 
9 1 9 
7 1 4 1 
7 5 1 2 7 
6 5 3 3 
3 7 9 
Max 
7 . 0000 
1. 0000 
3 4 .C OOO 
Intr Ti:ne 
by Intr 
l :n12s 
Os 
Dea l l oc 
1 2 
1 7 
25 
1 39 
29 
5 
27 
133 
33 
3 1 
Std Dev 
2. 03 5 3 
2. 03 5 3 
8 . 623 3 
Actv Ti ::ie 
4 7 '1121 s 
4:n43s 
Numo ? roce s s in St a t e 
~a it Intr Actv 
0. 3 73 
7. 8 75 
0.0 23 
0 .,o O 0 
4.017 
1. 54 3 
Interactiv~ ùesiJn Approach IùAl.RO 
Glooal Statistics 
~ESCURCE Impri11ant2-servic.?-2xpeoition 
~éPùRTEO 3ETWEEN Od AN~ Sd 
Oct 29, 1984 10:31:51 P3çe l 
I.Q.A. - Namur -
: GE STION DE PRéTS - 1 demande toutes les(+/-) 12 minutes 
OEFIN2 CALE~O~R RELATE • TJ RESOURCE l'llprim2nta-servica-expedition 
SPANS FK 2M 12n TC 13n, FRJM 17h TJ 18h :~ 0 TJ S DA Y ?ER WEE~ 
' · ,- . 
Maximum Capacity 
Raquest Numoer 
Allocat~ ;llumb e r 
Oe2llocat2 Numoer 
Used C2;,2city 
used Shor ~oility 
~weue Si:::~ 
PROCES$ Which Recuires 
this ~e:;ource 
Accept2tion-du-;,ret 
R2fus-au-pr2t 
1.00 0 
191. 
194 
194 
Min 
0.0000 
0.0000 
0 . 0000 
(LoU1er bound 
11n 
Upç.?r Sound:: 
12., 
1 2 h 13n 
13n 1411 
15n lé:n 
16n l 7 n 
17n 1 Sn 
Mean 
0. 6 576 
0.6576 
S.5760 
\.ait Time 
16 ·115 ls 
17 :11305 
Number of 
Re~u~st Alloc 
4 5 0 
4J 85 
2 2 0 
4 l 0 
4 4 0 
2 109 
Max 
1.0000 
1.0000 
21.0000 
Intr Time 
t>y Intr 
Os 
Os 
Je2lloc 
0 
65 
0 
0 
0 
109 
Std ûev 
0.4745 
C.4745 
6.Bdl.5 
A::tv Time 
2m 
2'11 
Num~ Process in State 
~ait Intr Actv 
4.56S 
1.012 
0.000 
C . ,0 J 0 
0.542 
0. 11 .S 
Interactiv~ Design ~opro ac!1 Oct 29, 1984 10:31:51 Paçe l I.O.A. - Namur -
Glooal Statistics : sES T!C~ DE PRETS - 1 demande toutes les (+/-) 12 minutes 
RESC~RCE Station-s a rvice-o es-p r e ts 
RëP:RTED 5ETilEEN Jd AND Sd 
DEF!Nê CALE~O~R R=LAT=C T~ RESOURCE Stëtion-service-das-prets 
S?ANS FR• M 8h3C'11 TO 12h30m, F~GM 13h.:Om TO 17h30m Q~ 0 TC 5 DAY PER ~EEK 
Maximum Capacity 
Request Number 
Allocato2 Nu'll:>er 
Deallocata N~mbar 
Used Ca;Jacity 
Used Shar ab ility 
Cueue S iz a 
~ROCESS hhich Re~uires 
this Resource 
=nreç-d ema nde-pret 
Prepèratior.-cossi~r 
Cor.solid a tion-cossiar 
10.000 
62 5 
625 
625 
Ml.n 
0.0000 
O.OOJ O 
o.oo oc 
[ l o ~e r oo~no Uopar aounoC 
06h 
09n 
10h 
11 '1 
1 2 n 
13'1 
1 4h 
15n 
16n 
1 7., 
09 h 
lOn 
llh 
1 2 !"I 
13-, 
14~ 
15 h 
1 6h 
17"1 
16n 
. 
Reque st 
27 
SS 
61 
13 8 
24 
31 
82 
14 5 
53 
ô 
l':ean 
6.2117 
6 .2117 
1.2735 
',/ait Time 
2m47s 
2rn5 :,s 
911\4 3s 
N~mbe!"' of 
Alloc 
27 
5 8 
61 
115 
24 
54 
82 
115 
33 
6 
Max s t :::1 ùev 
10.0000 3.0871 
10.cooo 3.0871 
13.0 COO 2.6 .. 45 
Intr Ti me Actv Time 
by Intr 
Os 2SM41s 
Os 15m 
Os 25 m39s 
Dealloc 
5 
61 
55 
93 
71 
27 
81 
9 9 
112 
22 
Numo ?rocass ir. 
il ait !nt r 
C.238 c.ooo 
0.250 o.ooc 
O. 7 H 0.,0 00 
State 
Actv 
2.547 
1.279 
2.433 
