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Chapter 1
Sintassi e semantica della
logica proposizionale
1.1 Il linguaggio proposizionale L0
Definizione 1.1.1 (Alfabeto di L0). L’alfabeto di L0 si compone dei seguenti
insiemi di simboli
SIMBOLI LOGICI : i connettivi ⊥, ¬, ∧, ∨ e →.
SIMBOLI DESCRITTIVI : un insieme al massimo infinito numerabile di
lettere enunciative: p0, p1, p2, p3, . . . pn, pn+1, . . .
SIMBOLI AUSILIARI : le parentesi (, )
Definizione 1.1.2 (Parola di L0). Dicesi PAROLA ogni successione finita di
simboli dell’alfabeto di L0.
Definizione 1.1.3. di ENUNCIATO di L0.
1. ⊥ e` un enunciato,
2. per ogni n ≥ 0, la lettera enunciativa pn e` un enunciato,
3. se A e` un enunciato, allora ¬A e` un enunciato,
4. se A e B sono enunciati, allora (A∧B), (A∨B), (A→ B) sono enunciati.
5. nient’altro e` un enunciato di L0.
Si noti come nella definizione appena data di enunciato, le lettere ‘A’ e
‘B’ non sono enunciati di L0, bens´ı simboli del metalinguaggio che stanno per
enunciati qualsivoglia, sono anche dette variabili metalinguistiche per enunciati.
Esempio 1.1.4. Le seguenti espressioni sono enunciati del linguaggio L0:
((p1 → p1) ∧ p456),
¬(p5 ∨ (p7 ∨ (p3 ∨ ¬p4))),
((¬p0 ∧ p0)→ p0).
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1.2 Regole per omettere le parentesi
Un enunciato che presenta molte parentesi potrebbe disorientarci: introdurremo
pertanto alcune regole per omettere le parentesi. Quest’ultime non devono tut-
tavia essere intese come integrazioni alla definizione ufficiale di enunciato pre-
sentata in precedenza, esse non sono parte della sintassi del linguaggio L0 della
logica proposizionale. Tali regole sono mere convenzioni che ci permettono di
utilizzare abbreviazioni invece di enunciati nella loro forma ufficiale.
• Si omettono le parentesi piu` esterne,
• si stabilisce un ordine di precedenza fra i connettivi, in base al quale
1. ¬ lega piu` di tutti gli altri connettivi
2. ∧, ∨ legano piu` di →.
• si omettono le parentesi che sono superflue sulla base dell’ordine di prece-
denza
• si scrive associando a sinistra:
A ∨B ∨ C ∨ · · · ∨D invece di ( . . . ((A ∨B) ∨ C) ∨ · · · ∨D)
A ∧B ∧ C ∧ · · · ∧D invece di ( . . . ((A ∧B) ∧ C) ∧ · · · ∧D)
Non ci sono ragioni profonde dietro la scelta di queste convenzioni. Non e`
scorretto utilizzare enunciati di L0 in forma non abbreviata, cioe` muniti di tutte
le parentesi. Nelle situazioni in cui le convenzioni introdotte potrebbero generare
confusioni, e` meglio astenersi dall’utilizzarle. E` anche legittimo utilizzarle in
modo selettivo: si potrebbe ad esempio applicare solo la Convezione 1 ma non
la Convenzione 3 e abbreviare ((A∨B)↔ C) come (A∨B)↔ C. Le convenzioni
appena introdotte verranno ampiamente applicate in quanto segue.
1.3 La semantica della logica proposizionale
La nozione di verita` o falsita` di un enunciato non e` assoluta, ma dipende da un
contesto, da uno stato di cose. Chiameremo tale contesto struttura.
Definizione 1.3.1 (L0-struttura). Una L0-struttura e` un’assegnazione di uno
e un solo valore di verita` ( 1 o 0) a ogni lettera enunciativa di L0.
Si puo` dunque pensare una L0-struttura come una lista infinita che fornisce
valori V o F per ogni lettera enunciativa. La porzione iniziale di una tale lista
potrebbe assumere la seguente forma:
p0 p1 p2 p3 p4 p5 p6 p7 p8
1 0 0 0 1 0 1 1 0
· · ·
A partire dai valori di verita` assegnati alle lettere enunciative da una L0-
struttura A e` possibile ricavare il valore di verita` di enunciati che contengono
connettivi nel modo seguente. Il valore di verita` delle lettere enunciative e` fis-
sato direttamente dalla L0-struttura A. Alla lettera p3, ad esempio, potrebbe
essere assegnato valore 0 e a p5 potrebbe essere assegnato lo stesso valore di
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verita`. In tal caso anche p3 ∨ p5 riceverebbe il valore di verita` 0. Se a p0 A
assegnasse il valore di verita` 1, l’enunciato p0 ∨ (p3 ∧ p5) riceverebbe comunque
valore di verita` 1, dal momento che la verita` di p0 e` sufficiente per rendere vero
un enunciato della forma p0 ∨B.
Scriveremo |B|A per il valore di verita` di B risultante da A; data A, |B|A e`
individuato nel modo seguente:
Definizione 1.3.2 (Verita` in una L0-struttura). Sia A una L0-struttura. |. . .|A
assegna 1 o 0 a ogni enunciato di L0 nel modo seguente:1
1. Se pn, n ≥ 0 e` una lettera enunciativa, |pn|A e` il valore di verita` assegnato
a pn dalla L1-struttura A.
2. |⊥|A = 0
3. |¬A|A = V se e solo se |A|A = F.
4. |A ∧B|A = V se e solo se |A|A = V e |B|A = V.
5. |A ∨B|A = V se e solo se |A|A = V o |B|A = V.
6. |A→ B|A = V se e solo se |A|A = F o |B|A = V.
7. |A↔ B|A = V se e solo se |A|A = |B|A.
Invece dell’espressione |A|A = V scriveremo a volte che A e` vero in A o
che V e` il valore di verita` di A in A.
La definizione di |. . .|A non indica esplicitamente i casi in cui un enunciato ha
valore di verita` F in A. Tuttavia, ulteriori clausole per la falsita` di un enunciato
non sono necessarie, dal momento che un enunciato ha valore di verita` F (in A)
se e solo se non ha valore di verita` V. In particolare, una lettera enunciativa ha
valore di verita` F se e solo se essa non e` vera in A. Allo stesso modo, la seguente
clausola per la negazione segue dalla Definizione ??:
|¬A|A = F se e solo se |A|A = V.
Un’altra conseguenza della Definizione ?? e` la seguente clausola per la congiun-
zione (un simile discorso vale per gli altri connettivi):
|A ∧B|A = F se e solo se |A|A = F o |B|A = F.
La Definizione ??, quindi, fissa anche le condizioni secondo cui un enunciato e`
falso in una data struttura. Consideriamo ad esempio l’enunciato (¬(P → Q)→
(P∧Q)) e una struttura B che assegni V alla lettera enunciativa P e F alla lettera
Q. Vogliamo quindi determinare il valore di verita` |¬(P → Q)→ (P ∧Q)|B.
Utilizzando le clausole della Definizione ??, e` possibile calcolare il suo valore
di verita` calcolando il valore di verita` degli enunciati che sono stati utilizzati
per la sua composizione seguendo le regole sintattiche (Definizione ??) per la
costruzione di enunciati di L0. Ecco come:
1. |P |B = V per assunzione e Definizione ??(i)
1Piu` precisamente, |. . .|A e` una funzione il cui dominio e` l’insieme di tutti gli enunciati di
L0 nell’insieme {V, F}. Essa e` una estensione propria della L0-struttura A, contiene cio’‘e
tutte le coppie ordinate che sono presenti nella funzione A e molte altre.
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2. |Q|B = F per assunzione e Definizione ??(i)
3. |P → Q|B = F per 1, 2, e Definizione ??(v)
4. |¬(P → Q)|B = V per 3 e Definizione ??(ii)
5. |P ∧Q|B = F per 1, 2, e Definizione ??(iii)
6. |¬(P → Q)→ (P ∧Q)|B = F per 4, 5, e Definizione ??(v)
Di conseguenza, ¬(P → Q)→ (P ∧Q) non e` vero in B.
Le clausole (ii)-(vi) nella Definizione ?? possono essere espresse in modo
chiaro attraverso tavole di verita`. Stando a (ii), ad esempio, un enunciato ¬A
ha valore di verita` V se e solo se A ha valore F. Se quindi |A|A = F , avremo
|¬A|A = V ; se d’altra parte |A|A = V , avremo |¬A|A = F . Cio` puo` essere




Le clausole (iii)-(vi) corrispondono alle seguenti tavole di verita`:




















Le tavole di verita` sono anche utili per calcolare il valore di verita` di enunciati
che coinvolgono piu` di un connettivo; utilizzeremo lo stesso esempio usato in
precedenza per mostrare come. Il primo passo consiste nello scrivere, sotto ogni
lettera enunciativa, il valore di verita` assegnatole dalla L0-struttura A:
P Q ¬ (P → Q) → (P ∧ Q)
V F V F V F
Nel passo successivo si calcolano il valore di verita` degli enunciati che sono
immediatamente ottenuti da lettere enunciative utilizzando le tavole di verita`
dei connettivi (nel nostro caso utilizziamo le tavole di verita` per → e ∧):
P Q ¬ (P → Q) → (P ∧ Q)
V F V F F V F F
Si puo` quindi proseguire col determinare il valore di verita` di enunciati sempre
piu` complessi.
P Q ¬ (P → Q)→ (P ∧ Q)
V F V V F F V F F
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Si ottiene finalmente il valore di verita` dell’intero enunciato (evidenziato in
grassetto):
P Q ¬ (P → Q)→ (P ∧ Q)
V F V V F F F V F F
E` possibile anche utilizzare una tavola di verita` a righe multiple per com-
putare il valore di verita` di un dato enunciato in tutte le possibili L0-strutture.
Utilizzeremo ancora l’enunciato ¬(P → Q) → (P ∧ Q) come esempio. Esso
contiene due lettere enunciative. In ogni struttura, P puo` essere o vera o falsa,
cos`ı come Q puo` essere o vera o falsa. Ci sono quindi solo quattro possibilita`: in
ogni L0-struttura, o P e Q sono entrambe vere, o P e` vera e Q e` falsa, o P e` falsa
e Q e` vera, oppure entrambe le lettere enunciative sono false. Queste quattro
possibilita` sono catturate dalle due colonne piu` a sinistra nella tavola di verita`
che segue. In questo modo si puo` calcolare il valore di verita` dell’enunciato in
tutte e quattro le possibilita`, quindi per ogni L0-struttura:
P Q ¬ (P → Q)→ (P ∧ Q)
V V F V V V V V V V
V F V V F F F V F F
F V F F V V V F F V
F F F F V F V F F F
Come in precedenza, la colonna che contiene il valore di verita` dell’intero enun-
ciato e` evidenziata in grassetto. Chiameremo questa colonna la colonna princi-
pale.
Chiaramente, se la colonna principale associata a un enunciato contiene solo
V, l’enunciato sara` vero in ogni L0-struttura; se essa contiene solo F, l’enunciato
sara` falso in ogni L0-struttura. Le tavole di verita` possono quindi essere utiliz-
zate per determinare se un enunciato e` sempre vero, sempre falso, o se e` vero in
alcune strutture e falso in altre.
La nozione di L0-struttura corrisponde alla nozione informale di interpre-
tazione di un enunciato italiano trattata nel Paragrafo 1.5. Nel discutere quella
nozione, abbiamo utilizzato la nozione di enunciato italiano vero in un’interpretazione;
essa quindi corrisponde alla nozione di un enunciato di L0 vero in una L0-
struttura. Le definizioni di validita` logica e di verita` logica per l’italiano fornite
nelle Caratterizzazioni ?? e ??, insieme a ulteriori nozioni, possono essere adat-
tate al linguaggio L0 della logica proposizionale. L’impianto delle definizioni
non cambia nel passaggio dall’italiano a L0: solo la nozione informale di in-
terpretazione introdotta nel Paragrafo 1.5 e` sostituita dalla nozione tecnica di
L0-struttura.
Definizione 1.3.3.
(i) Un enunciato A di L0 e` logicamente vero se e solo se A e` vero in ogni
L0-struttura.
(ii) Un enunciato A si L0 e` una contraddizione se e solo se A non e` vero in
ogni L0-struttura.
(iii) Un enunciato A e un enunciato B sono logicamente equivalenti se e solo
se A e B sono veri esattamente nelle stesse L0-strutture.
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Gli enunciati logicamente veri sono anche chiamati ‘tautologie’.
Verita` logiche, contraddizioni ed enunciati logicamente equivalenti di L0 pos-
sono anche essere caratterizzati attraverso tavole di verita`. In cio` che segue,
quando parleremo di tavole di verita`, ci riferiremo sempre a tavole di verita`
complete, in cui cioe` sono presenti tutte le possibili combinazioni di valori di
verita` associati alle lettere enunciative dell’enunciato in questione.
Lemma 1.3.4.
1. Un enunciato di L0 e` vero logicamente se e solo se ci sono solo V nella
colonna principale della sua tavola di verita`.
2. Un enunciato e` una contraddizione se e solo se ci sono solo F nella colonna
principale della sua tavola di verita`.
3. Un enunciato A e un enunciato B sono logicamente equivalenti se e solo se
i valori verita` nelle colonne principali delle loro tavole di verita` coincidono.
Definire la nozione di argomento valido di L0 in maniera analoga alla Carat-
terizzazione ?? di argomento valido in italiano rappresentava uno dei moventi
principali dietro la formulazione della semantica di L0.
Definizione 1.3.5. Sia Γ un insieme di enunciati di L0 e A un enunciato di
L0. L’argomento composto da tutti gli enunciati di Γ come premesse e A come
conclusione e` valido se e solo se non esiste alcuna L0-struttura in cui tutti gli
enunciati in Γ sono veri e A falso.
Abbrevieremo il costrutto ‘L’argomento composto da tutti gli enunciati di Γ
come premesse e A come conclusione e` valido’ utilizzando l’espressione ‘Γ  A’;
essa e` anche spesso usata per abbreviare ‘A segue logicamente da Γ’, ‘Γ implica
logicamente A’ oppure ‘A e` conseguenza logica di Γ’. Quindi varra` Γ  A se e
solo se, per ogni L0-struttura A:
se |B|A = V per ogni B ∈ Γ, allora |A|A = V .
Un argomento in L0 e` quindi invalido sse esiste una struttura che rende tutte
le sue premesse vere ma la sua conclusione falsa.
Definizione 1.3.6. Una L0-struttura A e` un controesempio a un argomento
composto da Γ come insieme di premesse e A come conclusione se e solo se
|B|A = V per ogni B ∈ Γ e |A|A = F .
Un argomento di L0 e` quindi valido se e solo se non possiede controesempi.
Seguendo la falsariga della Caratterizzazione ?? di consistenza per insiemi di
enunciati della lingua italiana, definiremo la nozione di consistenza per insiemi
di enunciati di L0:
Definizione 1.3.7 (Consistenza Semantica). Un insieme Γ di enunciati di L0
e` semanticamente consistente se e solo se esiste una L0-struttura A in cui
|A|A = V per tutti gli enunciati A di Γ. L’inconsistenza semantica e` sem-
plicemente l’opposto della consistenza semantica: un insieme Γ di enunciati di
L0 e` semanticamente inconsistente se e solo se Γ non e` consistente.2
2Esiste un modo alternativo di definire la nozione di consistenza per insiemi di enunciati di
L0, che da` luogo alla nozione di ‘consistenza sintattica’. Sebbene le due definizioni appaiano
molto simili, le due nozioni coincidono. Introdurremo la consistenza sintattica nel Capitolo 7.
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Commentando la Caratterizzazione ?? abbiamo osservato come un argo-
mento sia valido se e solo se l’insieme ottenuto aggiungendo la negazione della
conclusione alle premesse e` inconsistente. Una tale caratterizzazione si applica
anche a L0:
Lemma 1.3.8. Se A e tutti gli elementi di Γ sono enunciati di L0, allora
avremo:
Γ |= A se e solo se l’insieme che contiene tutti gli enunciati in Γ
e ¬A e` semanticamente inconsistente.
Ad esempio, per un argomento con due premesse A e B e con χ come conclu-
sione, cio` implica che A,B  χ se e solo se l’insieme {A,B,¬χ} e` semanticamente
inconsistente. La dimostrazione del teorema e` lasciata al lettore come esercizio.
In logica si utilizzano spesso insiemi infiniti di premesse, ma tali insiemi
infiniti non avranno alcun ruolo in quanto segue. Si puo` infatti perfino mostrare
che se un enunciato A di L0 segue da un insieme Γ di enunciati, allora A segue
gia` da un insieme finito di enunciati di L0. Questo risultato e` conosciuto come
il Teorema di Compattezza per la logica proposizionale.
L’insieme Γ di premesse potrebbe essere vuoto. Un enunciato segue da un
insieme vuoto di premesse se e solo se esso e` una tautologia (ovvero, sse esso e`
una verita` logica). Tutto cio` e` piuttosto evidente, ed e` anche una conseguenza
del Teorema ??.
Se Γ possiede un insieme finito di elementi, si possono utilizzare le tavole di
verita` per verificare che Γ  A. Mostreremo come verificare che Γ  A attraverso
un esempio.
Esempio 1.3.9. {P → ¬Q,Q}  ¬P .
E` possibile abbreviare asserzioni come questa omettendo le parentesi graffe
intorno alle premesse. ‘B1, ...Bn  A’, dove B1, ...Bn e A sono enunciati di
L0, abbrevia quindi ‘{B1, ...Bn}  A’. L’asserzione dell’Esempio ?? puo` essere
quindi scritta come P → ¬Q,Q  ¬P .
In primo luogo si traccia una tavola di verita` per le premesse e la conclusione
nel modo seguente:
P Q P → ¬ Q Q ¬ P
V V V F F V V F V
V F V V V F F F V
F V F V F V V V F
F F F V V F F V F
(1.1)
Verifichiamo ora se esistono righe in in cui la voce nella colonna principale delle
premesse e` V ma la voce corrispondente alla conclusione e` F. Nella prima riga di
valori di verita` alla prima premessa e` associato valore di verita` F, alla seconda V,
e alla conclusione F. Anche nella seconda e quarta riga F e` assegnata a qualcuna
delle premesse. Nella terza riga a entrambe le premesse e` associato valore di
verita` V, ma anche alla conclusione e` assegnato V. Non c’e` quindi alcuna riga in
cui a tutte le premesse e` assegnato V e alla conclusione F. L’argomento e` dunque
valido, ovvero ¬P segue da {P → ¬Q,Q}, o piu` formalmente, P → ¬Q,Q  ¬P .
Per insiemi finiti di premesse Γ, si puo` ridurre il problema Γ  A al prob-
lema dello stabilire se un singolo enunciato sia logicamente vero. Per far cio`
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si combinano tutte le premesse, ovvero tutti gli enunciati in Γ, utilizzando ∧
e si pone la congiunzione risultante di fronte a una freccia seguita dalla con-
clusione. L’enunciato risultante e` logicamente vero se e solo se l’argomento e`
valido. Questo fatto puo` essere espresso piu` succintamente nel modo seguente:
Lemma 1.3.10. B1, ..., Bn  A se e solo se B1 ∧ ...∧Bn → A e` una tautologia
(ovvero, sse B1 ∧ ... ∧Bn → A e` logicamente vero).
Non forniremo una dimostrazione di questo teorema.
Applichiamo ora il Teorema ?? all’esempio considerato sopra: innanzitutto
combiniamo le due premesse in (P → ¬Q) ∧ Q . E` necessario reintrodurre la
parentesi intorno a P → ¬Q, altrimenti il risultato sarebbe un’abbreviazione
per P → (¬Q ∧ Q) poiche` ∧ lega piu` fortemente di →. Successivamente, la
freccia viene posta tra la congiunzione ottenuta e la conclusione. Otteniamo
quindi ((P → ¬Q) ∧ Q) → ¬P . Le parentesi intorno a (P → ¬Q) ∧ Q non
sono strettamente necessarie dal momento che ∧ lega piu` fortemente di →, ma
migliorano la leggibilita` dell’enunciato. Ecco la tavola di verita` per l’enunciato
in questione:
P Q ((P → ¬ Q) ∧ Q) → ¬ P
V V V F F V F V V F V
V F V V V F F F V F V
F V F V F V V V V V F
F F F V V F F F V V F
(1.2)
L’enunciato ((P → ¬Q) ∧ Q) → ¬P e` dunque valido, ovvero e` una tautologia.
Utilizzando il Teorema ??, segue che P → ¬Q,Q  ¬P . Una tale conclusione
risulta infatti gia` evidente se si esamina la tavola di verita` (??).
E` piuttosto complicato stilare tavole di verita` per enunciati che contengono
molte lettere enunciative dal momento che ogni nuovo enunciato raddoppia il
numero di righe della tavola di verita`. La ragione di cio` sta nel fatto che per ogni
riga gia` data si devono considerare due possibilita`: la nuova lettera enunciativa
puo` infatti avere valore di verita` V o F. Un enunciato o argomento composto da
una sola lettera enunciativa richiede quindi 2 righe, uno con 2 lettere diverse ne
richiedera` 4, uno con 3 ne richiedera` 8, e cos`ı via. In generale, la tavola di verita`
di un enunciato o argomento con n lettere enunciative differenti possiedera` 2n
righe di valori di verita`.
Nello stilare tavole di verita` complete, si elencano tutti i possibili casi e
nessuna riga viene tralasciata. In una tavola di verita` con tre lettere enunciative,
ad esempio, si scrivono quattro V seguite da quattro F nella prima colonna.
Nella seconda colonna si scrivono due V seguite da due F, poi ancora due V
e due F in corrispondenza delle F nella prima colonna. Nella terza colonna si
alternano V e F. Per un esempio, si veda pagina ??.
Per mostrare che un enunciato di L0 e` una tautologia, non e` necessario
costruire una tavola di verita` completa. Occorre solo mostrare come non sia
possibile ottenere una riga nella cui colonna principale compaiano delle F. Per
escludere l’esistenza di una tale riga in riferimento all’Esempio ??, la miglior
strategia da utilizzare e` iniziare assumendo che il valore nella colonna principale
sia F:
P Q ((P → ¬ Q) ∧ Q) → ¬ P
F
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Un enunciato della forma A → B ha valore di verita` F solo se A ha valore di
verita` V e B ha valore di verita` F. Avremo quindi
P Q ((P → ¬ Q) ∧ Q)→ ¬ P
V F F
Possiamo quindi continuare a calcolare valori di verita` ‘al rovescio’:
P Q ((P → ¬ Q) ∧ Q)→ ¬ P
V V V F F V
Calcoliamo anche i valori di verita` delle prime due occorrenze di P e Q:
P Q ((P → ¬ Q) ∧ Q)→ ¬ P
V V ? V V V F F V
Ora pero` non c’e` modo di andare avanti. Lo spazio occupato dal punto inter-
rogativo non puo` essere occupato da un valore di verita`: Q ha valore di verita`
V, dovrebbe quindi esserci una F in corrispondenza del simbolo della negazione
¬, ma allo stesso tempo dovrebbe esserci una V, poiche` P e (P → ¬Q) hanno
valore V. Non ci puo` quindi essere una F nella colonna principale. Di con-
seguenza, nella tavola di verita` completa in cui compaiono tutte le righe, tutti
i valori di verita` nella colonna principale saranno V. Cio` mostra nuovamente
come ((P → ¬Q) ∧Q)→ ¬P sia una tautologia.
Non e` facile (per un commissario d’esame, ad esempio) ricostruire come i
valori di verita` siano stati calcolati, e` quindi utile annotare l’ordine in cui i
valori di verita` sono stati ottenuti:
P Q ((P → ¬ Q) ∧ Q) → ¬ P
V6 V3 ? V7 V1 V4 F F2 V5
Chiaramente avremmo potuto indicizzare i valori di verita` in modo diverso.
Dopo aver raggiunto F2, ad esempio, avremmo potuto calcolare il valore dell’ultima
colonna per poi passare ad analizzare cio` che precede →.
Useremo ora il metodo appena introdotto per mostrare come (P → ¬Q)→
¬P non sia una tautologia. Come in precedenza, scriviamo una F nella colonna
principale:
P Q (P → ¬ Q)→ ¬ P
F
La tabella seguente e` il risultato del primo calcolo al rovescio:
P Q (P → ¬ Q)→ ¬ P
V F F
P quindi dovra` ricevere valore di verita` V:
P Q (P → ¬ Q)→ ¬ P
V F F V
Si puo` quindi scrivere una V in corrispondenza della prima occorrenza di P :
P Q (P → ¬ Q)→ ¬ P
V V F F V
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Dal momento che P → ¬Q ha valore di verita` V e P ha ancora valore di verita`
V, l’enunciato ¬Q riceve una V e Q, di conseguenza, una F. La riga puo` quindi
essere completata come segue (inseriro` anche gli indici obbligatori):
P Q (P → ¬ Q)→ ¬ P
V F V4 V1 V5 F6 F F2 V3
Quando si raggiunge una ‘possibile’ riga, si devono calcolare i valori di verita`
dal basso verso l’alto (partendo dai valori di verita` che sono stati ottenuti per
le lettere enunciative) per assicurarsi di non aver tralasciato alcuna colonna a
cui nessun valore di verita` puo` essere assegnato. Solo quando questo controllo
finale e` compiuto, si puo` concludere che la riga ottenuta e` una possibile riga di
una tavola di verita`.
Computazioni al rovescio come quelle appena presentate mostrano come
l’enunciato (P → ¬Q) → ¬P acquisti valore di verita` F se P ha valore di
verita` V e Q ha valore di verita` F.
Piu` precisamente, se A(P ) = V e A(Q) = F per una struttura A, allora
(P → ¬Q) → ¬P e` falso in A. Per Definizione ??(i), quindi (P → ¬Q) → ¬P
non e` logicamente valido, non e` una tautologia.
Talvolta e` necessaria piu` di una riga per calcolare valori di verita` al rovescio.
Consideriamo il seguente caso:
P Q (P ∨ ¬ Q)↔ (Q→ P )
F
Se un enunciato della forma A↔ B e` falso, ci sono due possibilita`: A potrebbe
avere valore di verita` V e B valore di verita` F, oppure A potrebbe avere valore
di verita` F e B V. Si devono quindi prendere in considerazione queste due
possibilita`:
P Q (P ∨ ¬ Q)↔ (Q→ P )
1 V F F
2 F F V
Abbiamo sottolineato i valori di verita` che non possono essere determinati uni-
camente; piu` possibilita` devono essere quindi considerate.
Cio` che resta e` non presenta difficolta`. I pedici, nella seguente tavola di
verita`, indicano l’ordine in cui abbiamo raggiunto i valori di verita`. L’ordine in
cui i valori sono calcolati non e` importante, ma l’assegnazione di indici facilita
la ricostruzione del ragionamento che c’e` dietro.
P Q (P ∨ ¬ Q) ↔ (Q → P )
1 F5 V1 ? V6 F V3 F2 F4
2 F3 F1 F4 V5 F V6 V2 ?
Nessuna delle due righe puo` essere completata. Cio` mostra come (P ∨ ¬Q) ↔
(Q→ P ) sia una tautologia.
Puo` ovviamente accadere di aver bisogno di piu` righe e che i differenti casi
in considerazione debbano essere suddivisi in piu` sottocasi.
Il metodo della computazione al rovescio puo` dirci se un argomento sia valido
o meno. Per mostrare che un argomento e` valido o meno, occorre esibire una
riga (ovvero una struttura) in cui tutte le premesse sono vere e la conclusione
e` falsa. Se una tale linea non esiste, l’argomento e` valido. Consideriamo ora
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un esempio che mostra come utilizzare questo metodo per vagliare la validita`
di un argomento. Lo abbiamo scelto in modo da doverci occupare di piu` casi.
Vogliamo mostrare che
P → Q, ¬(P1 → Q) ∨ (P ∧ P1) |= (P ↔ Q) ∧ P1.
Iniziamo con il trasferire le premesse e la conclusione in una singola tabella.
Ci chiediamo quindi se esista una riga in cui le due premesse siano vere e la
conclusione falsa. Poniamo delle V in corrispondenza delle colonne principali
delle premesse e F in corrispondenza della colonna principale della conclusione.
P Q P1 P →Q ¬(P1→Q) ∨ (P ∧ P1) (P ↔Q) ∧ P1
V V F
Distinguiamo ora due casi: il primo enunciato potrebbe essere vero come con-
seguenza della falsita` di P oppure come conseguenza della verita` di Q. Anche
nel caso degli altri enunciati non c’e` un unico modo di procedere. Non e` quindi
immediatamente chiaro quale sia il miglior modo di iniziare . Ci sono pero` modi
che rendono la computazione piu` veloce e meno complicata. E` utile ad esempio
evitare il piu` possibile di analizzare enunciati che richiedono un’ulteriore suddi-
visione in casi al passo successivo, anche se in ultima analisi, una volta che tutti
i casi sono vagliati, l’ordine in cui si procede non modifica il risultato finale.
Allo stadio della computazione in cui ci troviamo non si possono evitare ulte-
riori suddivisioni in casi. Consideriamo quindi l’ultimo enunciato: (P ↔ Q)∧P1
puo` essere falso perche` P ↔ Q e` falso oppure perche` P1 e` falso. Proveremo ora
a completare la riga per quest’ultimo caso e posporre l’analisi del primo caso.
P Q P1 P →Q ¬ (P1 → Q) ∨ (P ∧ P1) (P ↔ Q) ∧ P1
1 V V F1 F
2 V F5 F2 V4 V ? F3 F F1
La seconda riga non puo` essere completata: la seconda premessa deve essere
vera, ma dalle nostre assunzioni segue che sia ¬(P1 → Q) sia P ∧ P1 devono
essere falsi. Cio` significa che le regole sul completamento delle tabelle ci dicono
di riempire la casella in cui e` presente ? con una F, dal momento che P1 e` falsa,
ma ci dicono anche di scrivere una V al posto di ? dal momento che l’intero
enunciato ¬(P1 → Q) ∨ (P ∧ P1) e` vero ma ¬(P1 → Q) e` gia` falso.
La riga 1 e` piu` complicata, dal momento che P ↔ Q puo` essere falso per
due ragioni: P puo` essere vera e Q falsa oppure P puo` essere falsa mentre Q
vera. Dobbiamo quindi considerare due sottocasi, indicati come 1.1 e 1.2:
P Q P1 P →Q ¬ (P1 → Q) ∨ (P ∧ P1) (P ↔ Q) ∧ P1
1.1 V5 V ? V V4 V2 F1 F3 F
2 V F5 F2 V4 V ? F3 F F1
1.2 V V F2 F1 V3 F
Se P e` vera e P → Q e` vero, Q deve essere vera. Stando alle nostre assunzioni,
Q e` pero` falsa. La riga 1.1 non puo` quindi essere completata. Rimane solo il
sottocaso 1.2:
P Q P1 P →Q ¬ (P1 → Q) ∨ (P ∧ P1) (P ↔ Q) ∧ P1
1.1 V5 V ? V V4 V2 F1 F3 F
2 V F5 F2 V4 V ? F3 F F1
1.2 V F7 V6 V5 V F4 ? F2 F1 V3 F
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Dal momento che la seconda premessa e` vera e ¬(P1 → Q) e` falso, P ∧ P1
deve essere vero. Ma cio` non e` possibile, poiche` P e` falsa. Neanche la riga 1.2
puo` quindi essere completata. Abbiamo esaurito le possibili combinazioni che
rendono l’argomento invalido, l’affermazione seguente e` quindi raggiunta:
P → Q,¬(P1 → Q) ∨ (P ∧ P1) |= (P ↔ Q) ∧ P1
Se si calcolano i valori di verita` ‘al rovescio’, le voci della tabella devono es-
sere indicizzate con numeri che mostrino l’ordine in cui i valori sono ottenuti.
Le assunzioni corrispondenti ai differenti casi devono essere indicate sottoline-
ando i rispettivi valori di verita`. I sottocasi a loro volta devono essere indicati
come tali (nella maniera appena descritta). Una computazione senza indici per
i valori di verita` verra` considerata incompleta. Queste convenzioni servono a
rendere piu` semplice la ricostruzione del calcolo dei valori di verita`, che sarebbe
altrimenti molto difficile da seguire.
Dopo aver formulato la semantica per il linguaggio L0, ci concentreremo ora
su alcune possibili alternative. Ci si potrebbe infatti chiedere la ragione per cui
i connettivi ¬,∧,∨,→ e↔ siano stati scelti. Essi sono usati in molti manuali di
logica, e corrispondono grossomodo a espressioni della lingua italiana. Ci sono
tuttavia altre espressioni italiane utilizzate per connettere enunciati: il costrutto
‘ne´,..., ne´...’, ad esempio. L’enunciato
Ne´ Jones ne´ Brown si trovano a Barcellona
sara` vero se e solo se Jones non si trova a Barcellona e Brown non si trova
a Barcellona. Non esiste un connettivo di L0 che corrisponda direttamente a
‘ne´,..., ne´...’. Se si aggiungesse un connettivo per l’espressione ‘ne´,..., ne´...’, si
otterrebbe una tabella di verita` della seguente forma:





Il connettivo ↓ per ‘ne´,..., ne´...’ non e` tuttavia necessario, la sua tavola di verita`
puo` essere generata utilizzando connettivi gia` presenti in L0. ‘Ne´,..., ne´...’ puo`
essere riformulata in italiano come ‘non si da` il caso che ... e non si da` il caso
che ...’. Allo stesso modo in L0 si puo` definire ↓ attraverso ¬ e ∧ nel modo
seguente:
A B ¬ A ∧ ¬ B
V V F F F
V F F F V
F V V F F
F F V V V
In alternativa, si puo` definire A ↓ B come ¬(A ∨ B). Aggiungere ↓ a L0 non
incrementa il suo potere espressivo. Il connettivo ↓ ci consentirebbe solo di
abbreviare alcuni enunciati. Ci sono molte altre tavole di verita` a cui non cor-
risponde alcun connettivo di L0. Abbiamo finora considerato solo connettivi
binari, come ∧,∨,→,↔ e ↓, ma esistono anche connettivi unari (che si combi-
nano con un solo enunciato) differenti da ¬; ci sono inoltre connettivi ternari
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(che coinvolgono tre enunciati), e cos`ı via. Possono essere tutti espressi at-
traverso connettivi gia` presenti in L0, ovvero ¬,∧,∨,→ e ↔? La risposta e` s`ı.
Tutte le tavole di verita` possono essere generate a partire dai connettivi gia` in-
trodotti. Questo fenomeno e` noto come la completezza vero-funzionale di L0. ¬
e ∧ insieme, senza l’aiuto di altri connettivi, sono infatti sufficienti a esprimere
tutti gli altri connettivi. Anche ↓ soltanto e` sufficiente. Aggiungere ulteriori
connettivi a L0 non e` quindi strettamente necessario e non determina alcun in-
cremento del suo potere espressivo. Non forniremo tuttavia la dimostrazione di
questi risultati.
