Scientific visualization tools tend to be flexible in some ways (e.g., for exploring isovalues) while restricted in other ways, such as working only on regular grids, or only on unstructured meshes (as used in the finite element method, FEM). Our work seeks to expose the common structure of visualization methods, apart from the specifics of how the fields being visualized are formed. Recognizing that previous approaches to FEM visualization depend on efficiently updating computed positions within a mesh, we took an existing visualization domain-specific language, and added a mesh position type and associated arithmetic operators. These are orthogonal to the visualization method itself, so existing programs for visualizing regular grid data work, with minimal changes, on higher-order FEM data. We reproduce the efficiency gains of an earlier guided search method of mesh position update for computing streamlines, and we demonstrate a novel ability to uniformly sample ridge surfaces of higher-order FEM solutions defined on curved meshes.
INTRODUCTION
Novel methods of high-performance and scalable scientific visualization typically support interactively exploring various parameters (e.g., volume rendering transfer functions, or streamline seedpoints), while constraining the form of data being visualized. That is, tools for visualizing large biomedical imaging volumes are sensibly specialized for the regular grids that such data is acquired on, just as fluid flow visualization tools are specialized for the finite element method (FEM) meshes on which those phenomena are simulated. Yet from the high-level mathematical standpoint of either characterizing existing visualization methods, or exploring the value of new ones, the specialization of tools to data forms is unfortunate: volume rendering is a kind of integration, and streamlines are solutions to ODEs, regardless of how exactly scalar or vector fields are defined on a grid or mesh. Visualization research may benefit from systems that can take a high-level specifications of a visualization method, and a separate description of how data and fields are formed, and then compile programs that both run efficiently on the given data and support exploration of the relevant parameter spaces.
Domain-specific languages (DSLs) for scientific visualization partially address this need by specializing for a class of algorithms and one form of data: regular grids [8, 10, 17, 22, 23, 35] . In their own ways, these languages work to separate the legible expression of visualization algorithms from technical details of data access or parallel computing. Our current work, however, explores whether a scientific visualization DSL can also be general with respect to data form, so that a program that works efficiently for data on a regular grid can, with minimal changes, also work on an unstructured mesh. Particularly challenging are higher-order finite element simu-lations, which use higher-order polynomials in both the geometry of mesh elements (so they can be curved) and the form of solutions within elements (beyond affine functions), since this increases the implementation complexity of mere field evaluation.
We present preliminary work on extending the open-source compiler for a scientific visualization DSL [8, 19, 20] , previously limited to regular grids, to also work on higher-order FEM data. Our long-term goal is to connect previous FEM visualization methods [11, 18, 25, [27] [28] [29] [30] [31] [32] by simplifying how they can be expressed and combined in working code. Our current focus is just two kinds of visualizations, both involving computations on a discrete set of points: streamlines [11] , and particle systems sampling surface features [25] . The inner loops of both methods share an essential element, point movement, i.e., incrementing a position within a higher-order FEM domain by some update vector. We seek a programming language that allows clearly legible implementations of point movement (as a specification of an aspect of the data form), and of the visualization method itself, to be combined in a single program.
Our main contribution approaches this by demonstrating how adding a type for representing FEM mesh positions to a DSL, and overloading operators on that type, simplifies implementing visualization methods that rely on point movement. A supporting contribution, ridge surface extraction in a curved finite element mesh by a particle system, uses the main contribution, and also suggests how other new visualizations could be created by combining general methods with specializations to data form. We hope our work (which itself will be made open-source available) can eventually lower the implementation cost of FEM visualization, as well as help extend standard visualization algorithms to other more general domains (e.g. manifolds) in which points and vectors have distinct significance.
FINITE ELEMENT METHOD (FEM) BACKGROUND
A brief explanation of a simplified and typical use of FEM will support a description of our work. For a solution to a partial differential equation (PDE) u : Ω → R n , FEM uses a finite dimensional vector space of functions (function space) V to find an approximate solution, u V ∈ V , to u. The space V is created by discretizing the world-space domain Ω into a collection of disjoint cells {K i }, defining a function space P i on each K i , and then combining all the P i , e.g., v ∈ V if and only if v |K i ∈ P i for all element indices i [6] . The per-element function space is typically
where P is a finite dimensional function space on a convex polytope K (the reference cell), each T i is an injective C ∞ mapping from K to world-space, and both P and T i are polynomial. Consequently, finite element solvers do not need to explicitly represent the P i (or compute T −1 i ), and can compute all quantities on the reference cell K [1, 4, 6, 7, 34] .
Unfortunately, visualization naturally works in world-space Ω. Within some K i ⊂ Ω, the PDE solution being visualized u V will be represented in a chosen basis {p j } for P as
Using higher-order FEM, with non-linear T i , increases the computational cost for a naive visualization algorithm to traverse just a single cell i, since each of the many evaluations of T −1 for many different cells i in order to find the i for which x ∈ T i (K) [30] . Visualization algorithms specialized to finite elements avoid the cost of T −1 i by replacing, when possible, world-space evaluation of the approximate solution u V via (1) with
where f i : K → R n is the evaluation of u V on the reference cell with respect to element i.
RELATED WORK
Many tools for visualizing FEM solutions (including ParaView [3] , Gmsh [15] , and GLVis [16] ) use tessellation, i.e., approximating one higher-order element with multiple smaller affine elements [36] . This is good for simple visualizations (e.g. colormapping u V ), but more problematic for more complicated ones, such as volume rendering or those that require higher order derivatives [30] . The tessellation framework of Schroeder et al. is in principle general and accurate with respect to visualization method [38] , but we are unaware of its application beyond isosurfaces and streamlines. Our work follows a different strategy, advanced by Nelson et al., which directly visualizes elements, without tessellation. Via algorithms that directly manipulate u V , f i , K and T i , these authors create fast and accurate methods for ray-tracing isosurfaces, cut surfaces, and volume rendering [27] [28] [29] . They also combine methods into ElVis, a GPU-based interactive GUI application, which offers some generality over data forms via a plugin architecture that supports a small set of visualization algorithms [30] . Our DSL, however, allows more room to explore implementation variation within or between data forms, at the expense of lower computational performance relative to hand-written low-level code.
A variety of other previous work investigates FEM visualization under various accuracy, expression, and performance constraints, as surveyed by Nelson et al. [30] . Some work focused on fast and accurate visualizations of curved quadratic and cubic elements [41] while other work achieved interactive volume rendering of higher order elements [40] . Later sections will describe in more detail the work of Coppola et al. [11] and Meyer et al. [25] , which is most central for our current work. There is no prior work extracting ridge surfaces from FEM data, but Pagot et al. find ridge lines on affine meshes via PVO and new seed finding and streamline routines [31] . Jallepalli et al.'s smoothing of finite element data could usefully complement the visualization methods we target [18] .
We also build on related work with DSLs. Being specific to some domain of algorithms, DSLs trade reduced flexibility of the language for (in principle) higher human productivity of writing new programs within that domain [24] . For our purposes we merely note FEM-related DSLs for formulating and solving PDEs [1, 2, 12, 34] as well as DSLs for processing and visualizing image and volume data [8, 10, 17, 22, 23, 26, 33, 35] . This list does not fairly describe the sophisticated approaches to high-performance computing [23] and computational scheduling [26, 33] . We build on Diderot, a visualization DSL limited to regular grids [8, 19, 20] , but distinguished by offering the mathematical abstraction of a C k tensor field. Our current work extends how Diderot fields are defined to include FEM, so that existing Diderot programs can be used with minimal changes, while introducing a new abstraction, a mesh position, which supports the convenient expression of previous methods of moving through the geometry of a curved FEM mesh [11, 25] .
METHODS 4.1 Point Movement via Guided Search
Many scientific visualization algorithms enjoy spatial coherence: field evaluation at (world-space) position x will likely be followed by evaluation at a nearby x + v. As noted in §2, for simple methods, the computational expense (from finding the cell containing x, and finding T −1 i (x)) of naively evaluating u v (x) via (1) might be avoided by evaluations in reference space via (2), and then forward mapping by T i . Previous work with more complex visualization methods, however, demonstrates the value of rapidly approximating x + v in a sequence of reference spaces, a technique we term point movement, so that u V (x + v) can be found faster than via naive re-evaluation of (1). For streamlines, Coppola et al. name their method of point movement guided search [11] , while a similar method underlies the isosurfacing particles of Meyer et al. [25] .
Guided search builds on a few technical observations. First, for world-space position x ∈ T i (K) and update v, a first-order approximation of the updated position is
)v exits K can be found via geometric computations on the shape of K, common in computer graphics [14] . Third, in most meshes, the mapping between reference positions in two adjacent cells is entirely determined by a simple permutation σ on the vertices of K. Thus for x ∈ ∂ K on the boundary of the reference cell for cells i and j, the same world space position is both T j (σ (x)) and T i (x). Combining these ideas together yields the guided search algorithm illustrated in Fig. 1 .
We make two observations about the context and implementation of guided search. Guided search has only been described as a part of a specific visualization ingredient: Coppola et al. presents guided search as a sub-step of RK4 integration [11] . In fact, it can be separated from any particular numerical or visualization method and framed as a method to update positions by a vector, a definition in affine geometry [39] . Second, guided search is complicated enough to warrant exploring the speed and accuracy of possible variants. For example, Coppola et al. also describe error-checked guided search, wherein the search defaults to the naive scheme to locate
|| exceeds some threshold. The same considerations of orthogonality and legibility that motivate creating DSLs also suggest clearly expressing the point movement method within the language.
FEM Data, Position types, and Overloading
To demonstrate point movement within a mesh as a programmable and orthogonal aspect of a FEM visualization algorithm, we augment an existing scientific visualization DSL with a new position type, overloaded operators on positions, and the ability to input FEM data. We chose the Diderot language because it already simplifies implementing streamlines and particle systems on regular grids [19, 20] , and because its consistent use of a field abstraction facilitates introducing FEM solutions as a new underlying data form.
Space here permits a high level summary of the language changes required to create a path from FEM data to existing language objects: domains, fields, and tensors. The domain of an FEM solution involves a mesh, reference cell domain K, and the T i (K); each requires a new language type and constructors via inputs or methods. Meshes are global (immutable) inputs to the program, supplying a sequence of cells on the mesh. The global solution u V can be accessed as a field after providing a space type, a solution type, and an input.
For fields attached to cells, such as T i , T −1 i , and f i , the fields are cell methods. To enjoy the benefits of sampling within a reference cell, cells provide a transformed reference field which supports evaluating values f i (x) and derivatives D n ( f i • T −1 i ) at T i (x), so that tensor-valued (world-space) derivatives of u V can be efficiently sampled from reference space. Meyer et al. also sample gradients and Hessians from the reference cell, and use a lengthy Einstein notation derivation to find the world-space derivatives [25] . All these mechanics are thankfully handled automatically by the Diderot compiler's internal representation, itself based on Einstein notation [9] .
To support the notion of a position on a mesh, we added a new position type that depends on a mesh type; other domain types could be supported later. Position values are constructed either with a point in reference space K and a mesh cell, or via a point in world space; the latter option corresponds to the naive scheme. Strands of Diderot computation can be associated with positions, so that strands (e.g., for particle systems) can query the state of their neighbors via k-d trees [37] . We also added queries on the reference cell geometry, to determine when a point leaves its cell by traveling in a direction, and to learn the corresponding position in the neighboring cell (if it exists). With all this in place, positions can become arguments to an overloaded "+" operator, the concise guided search implementation of Figure 2 . Adding these capabilities to the compiler required adding or changing around 5000 lines of Standard ML, but this cost is once per data form as we can now use the compiler to explore the adoption of many previous Diderot programs to a FEM context that is consistent with §2. Below, we focus on just two Diderot programs.
The language elements described above allow separating the expression of visualization algorithms from both the details of field evaluation and the details of point movement. In particular, we were able to modify existing Diderot programs for streamlines [19] and particles [20] in regular grids to work with FEM data via straightforward transformations. We declared FEM types and inputs, added point movement code (Fig. 2) , changed field sampling to a function that samples the reference field using a position, and changed several types from vectors to positions. While this seems extensive, besides the copy-pasted parts, disruption to existing code was minimal: 15 lines changed in a 30-line streamline program, 30 lines changed in an 80-line isosurfacing particle program, and 40 lines changed in a 300-line program for general feature sampling with particle systems. The full analysis is in the supplementary materials.
Naive (accurate)

Guided search
Guided search with error checking Figure 3 : Streamlines in this synthetic vector field in a curved mesh should be helices of constant radius. Three schemes for updating position during integration are seeded at the same location (right inset), but guided search (green) diverges by the end (left inset). Guided search with error checking (blue) very closely follows the accurate and more expensive naive method (orange).
RESULTS
Our results all use curved meshes with cubic T i transforms. Additional software was used to create meshes (gmsh [15] ), finite element data (Firedrake [34] ), and renderings (ParaView [3] ). The Diderot code can be found in the supplementary materials.
To test streamlines, we created a curved mesh between two concentric cylinders. We then interpolated f (x, y, z) = (y, −x, 0.1) onto a function space specified by the mesh and quadratic P. An RK2 streamline program with guided search produces the green path in Fig. 3 . Also shown is an orange path produced via the more expensive naive scheme, which shows the accuracy of the blue path computed with the error-checked guided search noted in §4.1. This result is consistent with Coppola et al.'s accuracy analysis of these schemes [11] : standard guided search errs in ways that error-checked guided search avoids.
Coppola et al. also analyze the performance of guided search. Our preliminary results in Table 1 reproduce their finding that errorchecked guided search runs 2 − 10 times faster than the naive approach; this is notable considering that our code is in a new highlevel DSL. We are also encouraged by this speed-up because it justifies the compiler and language effort of §4.2 and facilitates future work on exploring new point movement techniques independently of visualization methods. Fig. 3 ), over various step sizes (rows) and error parameters (columns), the table gives run times in seconds and speed-ups (in parentheses) of guided search relative to the naive scheme. Timing comparisons use equal numbers of steps within the mesh. We note that the speedup results exhibit large variations between step sizes; we hypothesize that the variations occur because decreasing step size can unpredictably both increase speedup via reducing error checking and decrease speedup via potentially increasing the number of points on a path that are close to the initial guess of Newton's method, the elemental center, potentially improving the naive scheme's time [5] .
Error Parameter
Step Size 10 −4 10 −5 10 −6 0.2 0.036s (2.524) 0.049s (2.220) 0.052s (2.056) 0.02 0.097s (9.183) 0.149s (6.735) 0.120s (7.846) 0.002 5.353s (2.600) 6.530s (2.369) 5.749s (2.423) Meyer et al. pioneered isosurfacing via particle systems on curved geometries [25] . It took us a few hours to adapt an 80-line minimalist isosurface sampling Diderot program [20] to produce Fig. 4 , showing a sampling of the isocontour x 6 + y 6 + z 6 = 1 in a cylindrical mesh with hexic P. Our result lacks curvature-adaptive sampling [25] , but it shows the viability of our approach.
We also sample a ridge surface of the function f (x, y, z) = z 2 sin(x 2 + y 2 + z 2 ), inspired by Eberly's consideration of ridges in fluid flow (c.f. Fig. 6 .49 in [13] ). We created a curved mesh between two concentric spheres, and approximated f in a function space given by the mesh and hexic P. Since f is non-polynomial, the approximation is at most C 0 continuous across cell boundaries, which could create discontinuities in the ridge surface itself. A 300line Diderot program for sampling general features with particle systems was adapted as described in §4.2, and the results in Fig. 5 were found after experimenting with parameters (feature strength threshold of 24, feature bias of 0.1). We spent more time creating the example function and mesh than we did writing and using the program. Therefore, we feel that the most interesting aspect of this result is in the DSL design. The conceptual orthogonality of guided search and particle system evolution was manifested as a clean separation in the code between the implementation of those two methods, such that the guided search code remained unchanged as the particle system code was changed from isocontours to ridge surfaces.
DISCUSSION, CONCLUSIONS, AND FUTURE WORK
Our methods and results demonstrate that point movement and visualization algorithms can be orthogonal and composable. We have shown how conceptually orthogonal algorithmic components can be cleanly expressed as separate pieces of code in a DSL. The ridge surface example additionally shows that this separation extends in concept and in code to particle systems for a novel visualization target for FEM data. We hope these results convince readers of the potential of high-level DSLs to create new visualization programs by combining two separate specifications: one of the data form (regular grid or FEM data), and one of the core visualization algorithm.
Directions of ongoing and future work are organized around Diderot, guided search, and the expression of visualization algorithms in general. With respect to Diderot, we hope to add other data forms beyond regular grids and finite element data such as Riemannian manifolds, where position movement is given by solving a variational problem to find a geodesic. With respect to guided search, we wish to augment it with information from run-time or compile-time, and we wish to explore its application to visualization methods that are less sensitive to errors in position location (i.e., volume rendering or predictor-corrector schemes used in PVO line tracing [21, 31] ). Finally, we suspect that many existing implementations of visualization algorithms currently specialized to a particular data form may contain ideas that are as orthogonal and composable as guided search is for FEM data. We hope to foster further research by uncovering those ideas and exploring how they can be combined into new visualization algorithms, implemented in idiomatic and re-usable code.
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