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The goal of this experiment was to assess the feasibility of using naturally occurring 
phenomena, in this case fungi, to estimate the post-mortem interval, or time elapsed since 
death. Forensic scientists, in general, and forensic anthropologists specifically, are often 
asked to provide an estimation of the post-mortem interval when human remains are 
recovered. A common scenario for the disposal of homicide victims, as evidenced by 
newspaper articles and popular fiction, is burial in basements. These facts lead to the 
experimental design, which includes the butchered limbs of a domestic pig buried in a 
house basement in Missoula, Montana.
Two methods were explored. The first method utilizes the succession of fungal 
morphotypes. The second method uses a common computer program, Photoshop 5.5, 
and photographs taken at the scene to estimate percent area coverage of fungi on the 
experimental unit. Curvilinear regression analysis illustrates a strong correlation between 
average percent area coverage and time. The results indicate that fungal growth can be 
used to determine the post-mortem interval.
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CHAPTER ONE 
INTRODUCTION
Statement of Problem
Bringing to justice those that have murdered others, or hindered the progress of 
due process of the law, is the concern of every citizen. Science has done much to 
enhance the ability of law enforcement to detect those individuals who have eluded 
capture and trial. The forensic sciences are a growing compilation of disciplines whereby 
their practitioners seek to solve mysteries surrounding accidents and deaths, and bring to 
justice those that are responsible. One of these sciences is a sub-specialty of a sub­
discipline of anthropology. Anthropology, in general, is the study of human beings, in all 
places and all times. It can be broken down into four sub-disciplines including 
archaeology, linguistics, cultural anthropology and biological anthropology. The sub­
specialties of biological anthropology include, among other emerging subjects, primate 
studies, evolution studies, human variation, demographic studies and forensic 
anthropology (Jurmain and Nelson 1994: 8-16).
Forensic anthropology is usually described as a science that specializes in 
applying knowledge of human skeletal material to death investigation (Reichs 1998: 13). 
More broadly, forensic anthropology deals with human remains whose state of decay or 
circumstance of discovery is outside the specialized knowledge of the medical examiner.
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Medical examiners are forensic pathologists, doctors trained in medical school to perform 
autopsies and decide the manner of the death of an individual (Morse et al. 1984: 63; 
Voelker 1995:1164). However, an individual is often not represented by a whole corpse. 
Dismemberment and skeletonization of a deceased person is not an uncommon 
occurrence, presenting challenges outside the training of medical examiners and more 
suited to the expertise of the forensic anthropologist (McKeown and Bennett 1995: 755).
It is under such circumstances that the forensic anthropologist is called upon to 
help identify the general groups an individual belonged to. Forensic anthropologists can 
dtermine sex, age, stature, and sometimes weight and geographic ancestry from bones 
(Bass 1987: 12-30). They can also describe pathology and trauma that might be present 
on the bones. The specialized knowledge of the forensic anthropologist and the role he or 
she may have in the medicolegal context is increasing and is often not limited to 
determining traits from the skeleton, often the forensic anthropologist is asked to assist in 
scene recovery and to estimate the post-mortem interval (Reichs 1992: 13)
The question of how long an individual has been dead is among the most common 
questions asked of the forensic anthropologist (Ubelaker and Scammel 1992: 108), It is 
also one of the most difficult to answer (McDowall et al. 1998: 163). This question is 
often crucial to death investigators whose job it is to give a name and history to a 
decedent, locate the family, provide an avenue of closure for loved ones, and help bring 
to justice a murderer (Clark et al. 1996: 50-55, 70). Death investigators, like coroners and 
police agents, often look to missing person reports for leads. By providing them with an 
approximation of when an individual died, combined with their general identifying
characteristics, forensic anthropologists aid in their cases, especially when a homicide is 
suspected (Rhine and Dawson 1998:145).
Review of the Literature
The amount of research that has been, and is being, conducted in order to answer 
the question of how long an individual has been dead is substantial. Studies concerning 
decay rates, gross observation and entomology abound (Bames 2000; Temeny 1997; 
Payne 1965; Payne and King 1972; Payne, King and Mead 1968; Shean, Messinger and 
Papworth 1993). Entomology is an especially active field for estimating how long an 
individual has been dead, not only in the United States but in Germany (Amendt et al. 
2000), Brazil (Carvalho et al. 2000), British Columbia (Johl and Anderson 1996), India 
(Kashyap and Pillay 1989), France (Quatrehomme et al. 1997), Italy (Tagliaro et al.
1999) Japan (Ikegaya et al. 2000) and Australia (O’Flynn 1983) and many other 
countries. One problem with entomological research is that it also requires the expertise 
of an entomologist to interpret the results.
The Anthropological Research Facility in Tennessee is dedicated to the study of 
human decomposition. Most of the studies address the estimation of the post-mortem 
interval (PMI), also known as time elapsed since death, utilizing bodies donated to the 
facility (Marks 1995). Besides entomological research, post-mortem tooth loss 
(McKeown 1995), quantifying volatile fatty acids, anions and cations found in soil 
solution underneath decomposing humans (Vass et al. 1992), and many other studies are 
being or have been conducted at ARF. Other interesting PMI studies include biochemical
changes, radiocarbon C) dating, thermal analysis, protein and triglyceride bone 
residuals, microscopic observations, and DNA autodegredation .
Studies of biochemical methods of determining PMI conducted by Berg, Knight, 
and Lauder in the 1960’s examined nitrogen content, amino acid content, benzidine 
reaction, ultraviolet flourescence and anti-human serum reaction of bones dating from 
one year to thousands of years old. They found that they were able to determine ancient 
from modem bone somewhat accurately with nitrogen and amino acid contents most 
useful. Knight found that immunological activity survives five to ten years after death. 
Knight and Lauder also found that they were able to distinguish bones that were 70-100 
years old from those less than that age, from nitrogen and amino acid contents. Also, 
they found that anti-human serum gel diffusion can distinguish bones less than five years 
postmortem (in Sledzik 1998: 115-116).
The content of radioactive strontium-90 (Neis et al. 1999: 47-51; Maclaughlin-
Black et al. 1992: 51-56) and measuring the equilibrium between polonium-210 and lead-
210 (Swift 1998) in bones has also shown promise. Other studies of post-mortem change
on the cellular level, including measurement of the release of cytoplasmic actin into
plasma from collapsed cells after death (Osawa et al. 1998: 39-45), the measurement of
the activity levels of a mitochondrial enzyme, cytochrome c oxdase (Ikegaya et al. 2000),
adipocere formation (Kahana et al. 1999; Pfeiffer et al. 1998; Rothschild, Schmidt and
Schneider 1996), subcutaneous hemoglobin concentration (Inoue et al. 1994), potassium
content in the vitreous humor (Talgliaro et al. 1999; Gamero et al. 1992; Madea,
Herrmann and Hensage 1990) and vitreous humor and cerebrospinal fluid (Madeo et al.
1994), the rate of microneuron disappearance from the cerebellum (Averback 1980),and
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white blood cell counts (Babapulle and Jayasundera 1993) have been conducted to 
estimate PMI.
Other PMI studies include research addressing the electrical resistivity of various 
body parts (of rats) after death (Querdo 2000, 1999, 1995; Querdo and Phillips 1997), 
electrical excitability of skeletal muscles (in humans) up to 13 hours post-mortem (Madea 
1992) and nerve conduction and the gradual cessation of metabolic activity in nerves 
(Starton, Busuttil and Glasby 1992). Another interesting technique attempted to correlate 
the age of the root systems that often grow in and around burials, and found that there is a 
correspondence of up to one year (Quatrehomme et al. 1997).
Radiocarbon (^^C) methods described by Taylor et al. in 1989 can distinguish 
modem forensic specimens firom historic and prehistoric material. Thermal analysis for 
determining PMI was explored in 1976 by Villenueva et al. They were able to use these 
methods to distinguish recent bone firom bone that was more than 100 years old. The loss 
of proteins and triglycerides in bone can be used to estimate the PMI fi*om zero to 50 
years using a regression formula described by Castellano et al. in 1984. Microscopic 
studies utilizing UV-fluorescence of compact bone published by Yashino and Yashino et 
al. in 1991 found some limited applications for estimating the PMI of submerged or 
buried bones. Lastly, DNA autodegradation after death was examined in 1988 by Perry et 
al. They were able to report that temperature affected degradation greatly (in Sledzik 
1998: 116-117).
Hypotheses
Two goals are addressed in this project. The first is to examine the idea that there 
may be uninvestigated methods of determining PMI within the scope of naturally 
occurring phenomena. The second is to design and test one of those methods that could 
be applied by death investigators in the field. It is with these goals in mind that I ask the 
question, "can fimgal growth be used to estimate the post-mortem interval?" The null 
hypothesis for this experiment states that (H^) the growth of fungi is not dependent on
time. In other words, the estimation of elapsed time cannot be made through the growth 
of fungi. An accompanying hypothesis states that (H^) the fungal growth rate is similar
across samples through time. The last hypothesis (H2) states that fungal morphotypes, or 
visually distinct forms of fungi, will reveal a succession rate through time.
The Kingdom Fungi
There are an estimated 100,000 to 250,000 different species of fungi living on and 
eating through nearly every substance on earth. Although some species can be parasitic 
or symbiotic to plants, animals and other organisms, most fungi are associated with non­
living food sources. Fungi grow on their food source, called the substrate. Fungi can use 
anything but metal as a substrate. There is even a species of fungus that uses creosote - 
the substance that protects wood fi*om moldering - as a form of nutrition (Cooke 1977:1). 
Dead plants, dead leaves, dead insects, dead animals and dead people all eventually
become substrates for fungi. It is the growth of fimgi on dead animals that is of special 
interest here.
In order to appreciate the fimgi that will be discussed later in this thesis, a review 
of the basics of fungal life, morphology, reproduction and temperament is provided.
The Basics o f  Fungal Life.
Fungi were originally classified with plants, however, because they lack 
chlorophyll and so do not photosynthesize their own food, they were put into a taxonomic 
kingdom all their own — the Kingdom Fungi. The latest taxonomic theory places fimgi in 
two kingdoms (Chromista and Eumycota) in the seven kingdom scheme (Rillig, personal 
communication, 2001). Although fungi are heterotrophic (depending on other organisms 
to make their food) as are animals, all fungi digest their food externally (i.e., they have 
absorptive nutrition). Those fimgi that absorb nutrients from dead organisms are 
saprophytes. They live on their food source, the substrate, and secrete digestive enzymes 
onto it. The enzymes break down the substrate into chemical compounds that the fimgus 
can absorb (Cooke 1977:1 ).
A fungus requires a substrate that it can break down with the enzymes it produces. 
But the fungus must first be able to synthesize and excrete these enzymes. Also, it must 
be able to absorb and then metabolize the smaller molecules into energy and building 
blocks for growth. It is because of these requirements that different fimgi prefer certain 
substrates or cannot survive on all substrates (Garraway and Evans 1984:1).
The basic nutritional needs of all fimgi are carbon compounds, usually in the form
of carbohydrates. Carbohydrates are broken down through cellular respiration and the
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energy released is used by the fungus at various levels. They need carbon to build 
themselves on the cellular level (Cooke 1977: 15)
Fungi also need a source of nitrogen, phosphorous, potassium, iron, magnesium, 
zinc and sodium. These minerals usually come in the form of phosphate, chloride or 
sulfate salts (Cooke 1977: 15) They also need certain vitamins, including thiamine, 
biotin, riboflavin, pyridoxin, niacin, pantothenate and folic acid. Some fungi can 
synthesize most of their own vitamins and are classified as auxoheterotrophs (Garraway 
and Evans 1984: 171).
In order to satisfy nutritional needs, fungi have adopted three broad modes of life. 
The first requires that the fungi be parasitic on plants or animals, being destructively 
exploitative to obtain necessary nutrients. Second, the fungus could develop a 
mutualistic relationship with a host organism obtaining the required nutrition from the 
host without damaging it. Third, and most common, the fungus is saprophytic, living and 
subsisting on dead and decaying plant or animal tissues (Cooke 1977: 17).
Freshly dead substrates, like the pig limbs used in this experiment, contain both 
soluble and insoluble compounds. The soluble compounds (sugars) are quickly absorbed 
by the fungus leaving the insoluble compounds, including cellulose, lignin, chitin and 
keratin, for degradation into absorbable compounds. Specific enzymes are required to 
break specific bonds in these compounds, for example cellulase is required to break apart 
the chemical bonds that link together the glucose molecules in cellulose. Consequently, 
cellulase cannot break apart the bonds that hold together lignin, and so on (Cooke 1977: 
17).
One result of this specialized enzyme action is that a substrate can be invaded by 
a succession of several different fungi each equipped to consume different parts. Take a 
leaf pile for example. It is first invaded by fungi that rapidly absorb all of the readily 
available simple sugars. They lack the enzymes required to break apart the glucose in the 
cellulose in those leaves and so they produce their spores and die. Then the fungi that 
have cellulase invade and absorb all they can until all is gone but lignin. They lack 
enzymes to break apart the lignin so they produce their spores and die. Then the fimgi 
that have lignin decomposing enzymes invade and finish off those leaves (Cooke 1977: 
18-19). Similarly, I will be looking at succession of fungal morphotypes in the gross 
observations section.
The Basics o f Fungal Morphology.
Fungi live on their food and this ecological fact shapes their morphology. Their 
basic construction is of chains of cells called hyphae. A mass of hyphae is known as a 
mycelium. Hyphae work their way into the substrate both secreting enzymes and 
absorbing the resulting nutritional solution. The hyphae channel through the substrate 
allowing the fungus to actually move through solid organic material (Cooke 1977: 17).
The hyphal strand is an elongated cell consisting of a cell wall and a membrane 
bound cytoplasm in which numerous cell organelles are embedded, including one or 
more nuclei. In some species the hyphae are partitioned by septa. These septa, however, 
have pores through them that allow transference of cellular material between cells of the 
hyphae. Hyphae grow at the tips and branches grow out from various points. This
network of hyphae allows for an extensive surface area for secretion of enzymes and 
absorption of nutrients (Garraway and Evans 1984: 3).
Many fungi do not form hyphae, and the thallus (the "body" of the fungus) is a 
simple grouping of cells. Yeasts, for example, are nonmycelial fungi, and the thallus is 
only one cell. Some fungi can exist in mycelial or nonmycelial phases depending on their 
environment, and can switch between the two phases with environmental changes. One 
example is Mucor rouxii which grows hyphae in oxygen rich air, but becomes yeast like 
when carbon dioxide levels are raised. This fungi is pathogenic to animals, including 
humans, as are other dimorphic fungi (Garraway and Evans 1984: 4-5).
The Basics o f the Fungal Cell.
The fungal cell wall consists of polysaccharides (literally "many sugars") and 
small amounts of proteins, lipids and inorganic ions. The polysaccharides take one of two 
forms, either as cable-like microfibrils or as less organized matrix structures. Microfibrils 
make up most of the cell wall and they themselves are made up of separate 
polysaccharide chains wound around each other, forming a strong, coarse strand. These 
strands are also embedded in the matrix of the cell wall as are proteins and lipids which 
look granular (Garraway and Evans 1984: 22). Through an electron microscope, the 
fibers can be seen wound in and out and through each other, with little bits stuck here and 
there.
The specific polysaccharides of the fungal microfibrils are chitin, cellulose and
noncellulosic glucan. Chitin is an unbranched polymer and its presence in the fungal cell
walls of many major fungal groups helps separate fungi from plants. The cellulose in
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fungi is different from that found in plants and the term noncellulosic glucan describes a 
wide variety of polysaccharides made up of only glucose units. Some fungi possess 
microfibrils composed partly of polysaccharides linked to protein (Garraway and Evans 
1984: 22-23).
The polysaccharides in the fungal matrix vary considerably within taxonomic 
groups. Primarily, the matrix is composed of chitin, cellulose, polymers of galactosamine 
and noncellulosic glucans, including glycogen, mannans, chitosan and galactans. As well 
as these polysaccharides, the matrix also contains trace amounts of the monosaccharides 
(single sugars) xylose, rhamnose, fucose and uronic acids. (Garraway and Evans 1984: 
23). In sum, fungal cell walls consist of sugar, sugar and more sugar. They are 
themselves a complexity of simple carbohydrates.
Besides sugars, about 10 percent of the cell wall matrix is protein. These proteins 
function as structure and as enzymes. These enzymes are what hydrolyze, or break down, 
the substrate into molecular units that can be transported into the cell. The lipid 
component constitutes about 8 to 30 percent of the matrix. They are composed of 
saturated rather than unsaturated fatty acids, and phospholipids with smaller amounts of 
glycolipids and sphingosines in yeasts. The inorganic ions present in the cell walls are 
mainly phosphorus with calcium and magnesium in smaller amounts. Fungal cell wall 
composition not only varies among species, but may vary in a single individual as it 
passes through its life cycle. (Garraway and Evans 1984: 25-28).
The fungal cells also have a plasma membrane which regulates the passage of
material into and out of the cell. It is composed almost entirely of lipids and proteins in
roughly equal amounts. Sometimes small amounts of carbohydrates and nucleic acids are
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composition not only varies among species, but may vary in a single individual as it 
passes through its life cycle. (Garraway and Evans 1984: 25-28).
The fungal cells also have a plasma membrane which regulates the passage of 
material into and out of the cell. It is composed almost entirely of lipids and proteins in 
roughly equal amounts. Sometimes small amounts of carbohydrates and nucleic acids are 
present as well. The lipids present in the fungal plasma membrane are phospholipids and 
sphingolipids. These are polar molecules with a hydrophilic (water loving) head and a 
hydrophobic (water fearing) tail. These lipids line up in a bilayer with the hydrophilic 
heads on both sides of the membrane. The hydrophobic tails are buried on the interior 
side of the membrane away from the aqueous environment. Interspersed within this lipid 
bilayer are proteins that can move laterally between the lipids, giving the membrane a 
fluid mosaic structure (Garraway and Evans 1984: 32-36).
These floating proteins function as regulators of both the shape of the membrane 
and the processes that occur there. They also function in the transport of nutrients and as 
enzymes that help to synthesize cell wall components and promote growth. The 
carbohydrates present localize on the exterior surface of the fungal cell plasma 
membrane. Their function is cellular recognition, that is. as receptor sites for 
complementary proteins on the membranes of other cells of the fungus, so they can group 
together (Garraway and Evans 1984: 39).
The plasma membrane protects the cell from unwanted molecules entering and
allows for the passage of nutritional molecules into the cell. The structure of the cell will
only allow passage of molecules of certain size, shape and solubility. The processes that
allow movement across the membrane are nonmediated diffusion, facilitated diffusion
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metabolic energy to pump molecules across the membrane against an electrochemical 
gradient (Garraway and Evans 1984: 39-45).
The Basics o f Fungal Reproduction.
Fungi reproduce mainly by the action of spores, produced asexually or sexually. 
Yeasts reproduce by budding, which is a fissioning of the cell. The diversity of fungal 
reproduction makes generalizations difficult. Environmental factors such as light, 
temperature, pH and nutrition also affect reproduction. However, as presented in 
Garraway and Evans, a mycologist named L. E. Hawker proposed five generalizations 
concerning the effects of environmental stimuli on the initiation of the reproductive stage 
and on the development of reproductive structures.
The first is that the conditions that favor mycelial growth cannot favor sexual 
reproduction. They may, or may not, favor asexual reproduction. Second, the 
environmental conditions allowing for the production of spores are more limited than 
those that allow mycelial growth and are more limited for sexual than asexual 
reproduction. Third, the production of spores and sexual reproduction require more 
nutrients than mycelial growth does, and the production of spores is inhibited when 
nutrient levels are considerably below the maximum for mycelial growth. Fourth, 
environmental conditions that favor the initiation of reproduction may not be favorable 
for continuing development and maturation of reproductive structures. Fifth, it is 
possible to control the type of growth that can occur by manipulating the environment of 
the fungus (Garraway and Evans 1984: 264-265).
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The asexual reproduction of spores involves three structures. One type utilizes the 
conidium. Condidia are produced at the end or sides of hyphae or special structures 
termed conidiophores, and consist of single cells. Another type is sporangiospores, which 
are produced within a specialized structure called a sporangium, and may be motile or 
non-motile. The last type is chlamydospores which are formed by the rounding off of a 
hyphal segment. They become thick walled and are not easily detached from the 
mycelium. The kind of spore produced varies according to the location on the mycelium 
as well as environmental conditions and the stage in the life cycle. Several fungi are 
capable of producing more than one kind of spore (Burnett 1968: 2).
Sexual reproduction by meiosis and nuclear fusion is quite common among fungi. 
In aquatic fungi, fertilization occurs by the fusion of free-living gametes. In other species 
there is fusion of gametes or the fusion of undifferentiated hyphae. Meiosis follows and 
produces specialized cell types which often produce spores (Burnett 1968: 2). These 
gametes are often transported to other fungi via insects and animals. The exuded spore 
mass can be picked up by a passing beetle or eaten by them, and is then dropped as the 
beetle rubs by a tree or leaves it behind in its feces. Like flowers, some fungi attract 
insects with bright colors and strong odors. And some, like truffles, attract animals like 
pigs and humans in order to spread their spores around (Christensen 1951: 40-41).
Spores are released from their sporangium after they ripen and the sporangium
wall dries out. The wall breaks and spores are released into the air. Each of the
approximately 30 billion spores released per day from a fungus is capable of settling on a
substrate, growing hyphae and repeating the process. In fact, the spores are often what
you see when you observe an organism you identify as a fungus. The green dusty mold
14
visible on a rotting orange is most likely a mass of Pénicillium spores. After being 
released, the air currents can take the spore hundreds to thousands of miles away fi'om 
where it started in a matter of hours or days. Fungal spores can even be found floating 
seven miles in the atmosphere! In a four story building, fungus spores released on the 
first floor can be found in the hundreds per square foot on the fourth floor within 10 
minutes (Christensen 1951:26-36).
The life cycle of a fungus is a series of stages between one spore form and the 
development of the same spore again (Snell and Dick 1971: 92). Burnett defines five 
basic life cycles of fungi. The first is the asexual life cycle in which sexual reproduction 
is lacking. The second is the haploid life cycle, in which meiosis immediately follows 
nuclear fusion and the meiotic products are then dispersed. Thirdly, the haploid- 
dykaryotic life cycle occurs when paired nuclei remain in close physical association in 
the same hyphal segment and divide simultaneously. The fourth is the haploid-diploid life 
cycle in which a haploid and a diploid phase alternate regularly (this cycle seems limited 
to a few aquatic fungi species). And the fifth is the diploid life cycle in which the haploid 
phase (meiosis) is restricted to the gametes (Burnett 1968: 3-4).
Environmental Conditions that Promote Growth.
Temperature is a good way to kill microorganisms, as autoclaving or boiling will
sterilize most items. Fungi, however, can adjust to wide ranges in temperature. In general,
most fungi grow best between 21 and 32° C (70 and 90 °F). At 14°C (50°F), growth will
slow down, at 10°C (40°F) it may stop growing, but does not die. It will lie dormant until
the temperature goes up again. Most fungi will survive fi'eezing for months and even
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years. Some have been exposed to temperatures close to absolute zero (absolute zero 
converts to -459.4 degrees Fahrenheit) without loss of viability (Christensen 1951: 14).
Many fungi not only survive, but thrive in below freezing temperatures. Meat and 
other foods stored in freezers must be kept below -5°C (20 °F) to prevent mold growth. 
Fungi can also grow in and rot flower bulbs in frozen ground, kill perennial grasses and 
legumes during the winter and ruin golf courses while covered with snow (Christensen 
1951: 15).
High temperatures are better at killing fungi than cold. Fungi that grow well at 
27°C (80° F) will begin to slow down at 38 - 43°C (100 -110°F), and die if exposed to 54 
- 65°C (130 -150°F) for hours or days. Boiling (100 °C and 212°F) will kill most fungi 
immediately. Very few fungi can withstand temperatures of 71°C (160°F) for more than a 
few minutes. However, some fungi like hot temperatures and thrive in 49 - 54°C (120 - 
130°F). These species are not very numerous but they are common and widespread 
(Christensen 1951: 15-16).
Water is another important factor for fungal growth. Some species only grow 
when immersed in water and are ubiquitous in streams, lakes, ponds and moist soil. They 
live on dead plants and animals mostly, but some are parasitic on fish and other aquatic 
animals. Species related to these water molds are found in nearly all kinds of soil and 
some destroy the roots of plants. On the other end of the spectrum, some of the most 
common and widespread fungi live on things containing less than 15 percent water, like 
seeds, flour, wood, leather, etc. But they need the surrounding air humidity to be at 70- 
75 percent to grow. The warm, humid and essentially tropical conditions common in
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basements in the northern latitudes during moist weather are prime for these molds 
(Christensen 1951: 16-17).
Most fungi need oxygen in order to live and are poisoned by carbon dioxide, 
often killing themselves with the respiratory byproduct they themselves produce. Light is 
a minor factor for fungal growth. A few of them need a certain amount and a certain 
quality of light to develop normally, but most fungi grow as well in darkness. Ultraviolet 
light will stimulate some, inhibit others or even kill them. Some fungi have a dark 
pigment in their mycelium and spores possibly as an adaptation to protect them from UV 
damage. Poisons also affect fungi, but there is no universal fungicide. What kills one 
may do nothing to another, or even feed yet another. Fungicides are added to almost 
everything that is manufactured, including cold creams, bread, butter wrappers, leather, 
paper, wood, cloth and seeds (Christiansen 1951: 18-21).
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CHAPTER TWO 
MATERIALS AND METHODS
The Basement
Justification for using the basement of a house for a simulated buried body study 
comes not only from the frequency of this location for body disposal in the popular 
imagination evidenced by fictional works, but also true life. In order to assess the 
ubiquity of the bodies buried in basements scenario, I conducted a cursory newspaper 
search via the internet. In two hours, I had found 21 stories involving bodies either 
buried in basements or under houses, including the infamous John Wayne Gacey cases. 
These articles illustrate just how common and widespread this method of body disposal 
is, not only in the United States, but also worldwide. In America, articles came from 
states including California, Colorado, Ohio, Missouri, Massachusetts and New York. 
Other countries included Canada, France and Turkey.
Basement burial has also been common through time, with incidents occurring 
from 1849 through the end of the search in November 2000. Victims included wives 
killed by husbands (oddly enough, three of the four husbands in these cases were also 
doctors), children killed by mothers as well as strangers, mob hits, women killed by serial 
killers, drug slayings, a mother and son killed by the daughter/sister’s boyfriend, and in
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basement (see Appendix for a list of these articles). It is clear that research concerning 
this form of body disposal is needed.
In my extensive review of research on PMI conducted throughout the United 
States and worldwide, including the decomposition studies continually occurring at the 
Anthropological Research Facility at the University of Tennessee under the guidance of 
forensic anthropologist William Bass, I have found a lack of both fungal growth analysis 
and basement settings. This further inspired me to conduct this experiment and answer 
Bass’s call to investigate all factors involved in determining the time interval since death 
(Bass 1984: 145).
Sus scrofa
The use of common domestic pigs {Sus scrofa) as human correlates in PMI 
studies is a well-established practice. Mature pigs are of a similar size and weight as 
adult humans, and their omnivorous diet contributes to body chemistry similar to humans, 
who are also omnivorous. Other anthropology graduate students at the University of 
Montana have used pigs to correlate humans in the past (Barnes 2000; Temeny 1997). As 
well, many other researchers have used pigs as models for humans in their research 
(Carvalho et al. 2000; Turner and Wiltshire 1999; Shean, Messinger and Papworth 1993; 
Payne and King 1972; Payne, Mead and King 1968; Payne 1965).
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Experimental Design
A rendering plant in Missoula supplied the particular pig used in this experiment.
It came from Kalispell, MT, where it died of natural causes on Wednesday or Thursday, 
November 1 or 2, 2000. Friday, November 3 ,1 picked up the four limbs at the Missoula 
location, drove to the basement location, dug four pits approximately 2 feet by 1 foot by 1 
foot, and placed the limbs, cut side up in the pits. I designated the specimens A, B, C and 
D.
After placing 11x14 inch glass panes over the cut side of the limbs, exposed 
portions remained, so I covered them with soil and also packed the area around the glass 
with soil. The glass was to facilitate observation without disturbing the burial. It served as 
soil would have, to seal in mold spores and odor and seal out contaminants.
For three full weeks the pig limbs lay undisturbed in their graves during which 
time I observed them approximately every other day. The duration of the experiment was 
decided not only for practical reasons, but also the relatively short time frame is common 
in other PMI studies, including entomological (Anderson 2000; Goff et al. 1997; Hall and 
Doisy 1993; Goff 1992) electrical resistivity (Querido 1999) and excitability of muscles 
(Madea and Hensage 1990), white blood cell counts (Babapulle and Jayasundera 1993) 
and enzyme activity (Dcegaya et al. 2000) studies.
I photographed each specimen in both slide and print film. Each picture contains 
a standard metric/English ruler for reference. I recorded the temperature using a common 
household thermometer on these visits. In addition, I recorded the day, time, and my 
gross observations on a chart.
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The photographs turned out well, and percent area coverage analysis was 
conducted using Photoshop 5.5 to determine if the growth rate across samples was 
similar. Gross observations indicating succession of fungal morphotypes can also be 
made from the photographs and notes. This analysis will follow.
But how do I know that what I have observed are, in fact, fungi? Due to the 
purpose o f conducting this experiment, which was to provide a visual method of 
determining PMI in the field, this question is not entirely relevant. Intuitively, a person 
can recognize that the biological growth is not animal or plant in nature, and may even 
identify it as fungi. While it is possible that the growth is bacterial in nature, or even a 
slime mold, which resemble fungi but belong in a different taxonomic kingdom (Deacon 
1997: 14), distinguishing the difference is not significant to the goal of this experiment.
What is significant is if biological growth or naturally occurring phenomenon can 
be used to estimate PMI. While the definition of species is debated in mycology, 
morphological differences are most commonly used for delimiting species of fungi 
(Harrington and Rizzo, 1999: 47). However, these morphological differences are 
generally described on the microscopic level. As the microscopic level is not practical to 
the goals of this research and I am not a mycologist, for this paper I will not refer to the 
visually distinct biological growth or naturally occurring phenomenon as fungal species, 
but rather as fungal morphotypes. Also, these morphotypes will be described in common 
terms relating to color and shape or texture.
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Photoshop 5.5 Method of Determining 
Percent Area Coverage
The decision to use Adobe Photoshop for the photographic analysis was based on 
convenience, ease of use, access and availability. The program is widely available in 
general and particularly accessible at the University of Montana. Although the nature of 
the program provides only an estimation of percent area coverage (PAC), this is 
sufficient.
Other tools required are a flatbed scanner and/or 35mm slide scanner for scanning 
the photographs into Photoshop. I used both types of scanners in this project in order to 
compare quality of the image after scanning, ease of use, time involved, and also because 
some photographic prints did not turn out as well as the slides. In comparing the two 
methods, I determined that while using the flatbed scanner to scan prints was quicker, the 
quality of 35mm slides surpassed prints greatly. When using the slide scanner, I changed 
the output size to 400% from the original size; otherwise the resulting image was too 
small to see details. Both methods are equally easy to use.
Despite variation in program versions, the following procedure should remain the 
same or at least be similar. The first step is to scan in the photograph or slide. See Figure 
1. Begin by previewing the image. Adjust the preview box to crop out extraneous 
elements such as soil and other non-biological material. See Figure 2. Next scan the 
image. I used several different dpi (dots per inch), finding 400 dpi optimal. Lower than 
that resulted in less detail than I desired and more than that took too long to scan. It is
imperative to not change the dpi in the course of analyzing the same specimen.
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Scanned Photograph Prior to Adjustments 
Figure 1
23
Scanned Image After Initial Cropping
Figure 2
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Using the lasso tool, crop the biological area on which the fungi are living. In this 
case, it was the whole pig limb area exposed to the surface visible in the photograph. The 
lasso tool can be used as a free hand draw or as a magnetic lasso in which the selection 
line automatically snaps to the contrasting area. In version 5.5, holding the Alt key on 
the keyboard down while clicking on the lasso tool button allows one to change between 
lasso and magnetic lasso tools. I found the magnetic lasso tool easier and more accurate 
for larger images, and the regular lasso tool better for finer details. The lasso tool can be 
adjusted for greater pixel sensitivity if required.
In order to get Photoshop to indicate the number of pixels present in the image the 
area must be cut out and presented as a new document. The following procedure allows 
for this information to be gained. After selecting the area, select “cut” from the “edit” 
menu. Then select “new” from the “file” menu. Photoshop should present an information 
box at this point that indicates the number of pixels comprising a squared off version of 
the image. By multiplying the two numbers, one has a good estimate for the total pixels 
of the selected image. Note the two numbers. Be sure that “pixels” is the unit of 
measurement. If it is not, go into “preferences” under the “file” menu and change it. 
Select OK. At this point, a new, blank document appears. Select “paste” from the “edit” 
menu. The biological area alone is now there. Adjust brightness and contrast levels so 
that fungi are more apparent. Choosing “adjust” under the “image” menu accesses 
brightness and contrast level controls.
The purpose of the following procedure is to ultimately acquire a data set, which
when calculated properly, provides an estimation of the PAC of fungal morphotype
growth on the overall biological area. Use notes and the original photograph from the
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scene for orientation if necessary. Starting from a convenient point, say left to right and 
top to bottom, use the lasso tools to crop out fungal colonies one at a time following this 
procedure: select a patch of fungi using the lasso tool, select “cut”, select “new”, record 
pixels X pixels, select CANCEL. Continue in this manner until all fungal colonies are cut 
out of the biological area. See Figure 3.
Do not use the keyboard’s Shift key to add selected areas all at once before 
cutting them out. They must be cut out one at a time and each area’s pixels recorded. 
Also, be very careful to only select the fungi, avoid adipocere, a waxy yellow or orange 
substance resulting from the enzymatic activity of bacteria on decaying soft fatty tissues, 
especially in damp environments (Rhine and Dawson 1998:156). Blood, which ranges in 
color from red to black, should not be confuse with black fungi. Black blood should 
appear as if it has “run” from an obvious origination point, like a blood vessel at the joint. 
Black fungal colonies form circular patches at points that can easily be distinguished 
from blood vessels.
To calculate the PAC, multiply all of the pixel numbers and add them together. 
Divide the total area pixels from this number and multiply by 100.
For example: total area pixels = 1259 x 1236 = 1556124 pixels
Fungal pixels: (43 x 60) + (62 x 47) + (52 x 39) + (28 x 57) + (54 x 114) + (26 x 50) +
(31 X 28) + (28 X 32) = 18338 pixels.
18338 ^  1556124 = 0.01178 X 100 = 1.178 1.2% area covered by fungi.
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Scanned Image After Some Fungi Cropped Out
Figure 3
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Analytical Methods
The average of PAC by day was analyzed to determine if the rate of growth 
across samples is similar. The charts in Chapter Three show the PAC of fungi on each 
day that recordings and photographs were taken. Figure 10 charts the PAC over time of 
the four individual specimens and Figure 11 illustrates the curvilinear regression analysis. 
In addition, gross observations yielded a chartable succession of morphotypes.
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CHAPTER THREE 
RESULTS
The results of the gross observations and PAC analysis are presented in this
section.
Gross Observations
Tables 1 and 2 contain the information that was gathered for each specimen 
during the experiment. Figure 4 represents the succession of morphotypes observed on all 
of the specimens in this experiment.
The first and most important observation is that fungi grew on all samples. The 
earliest fungal morphotype appeared on day 5, the latest on day 18. On all samples the 
first morphotype to appear was circular, white and blister-like. It appeared between days 
5 and 9 and became less prominent and disappeared by day 13. See Figure 5 for an 
example of this morphotype.
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Table 1
Gross Observations
Specimen A
White- White- White- White- Black-
Day Time Temp- C Blister Paint Cotton Spots Mole
1 10:00am 15
3 8:00pm 15
5 6:00pm 15 X
7 7:00pm 15 X
9 3:00pm 14 X
11 10:00pm 14 X X
13 8:00pm 14 X X
16 10:00am 13 X X
18 6:00pm 12 X X X
20 6:00pm 12 X X X
23 10:00am 15 X X X
Specimen B
White- White- White- White- Black-
Day Time Temp- C Blister Paint Cotton Spots Mole
1 10:00am 15
3 8:00pm 15
5 6:00pm 15
7 7:00pm 15 X
9 3:00pm 14 X X
11 10:00pm 14 X X X
13 8:00pm 14 X X X
16 10:00am 13 X X X
18 6:00pm 12 X X X
20 6:00pm 12 X X X
23 10:00am 15 X X X
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Table 2
Gross Observations
Specimen C
White- White- White- White- Black-
Day Time Temp- C Blister Paint Cotton Spots Mole
1 10:00am 15
3 8:00pm 15
5 6:00pm 15
7 7:00pm 15
9 3:00pm 14 X
11 10:00pm 14 X X
13 8:00pm 14 X X X
16 10:00am 13 X X X
18 6:00pm 12 X X X X
20 6:00pm 12 X X X X
23 10:00am 15 X X X X
Specimen D
White- White- White- White- Black-
Day Time Temp- C Blister Faint Cotton Spots Mole
1 10:00am 15
3 8:00pm 15
5 6:00pm 15
7 7:00pm 15 X
9 3:00pm 14 X X
11 10:00pm 14 X X
13 8:00pm 14 X X X
16 10:00am 13 X X X
18 6:00pm 12 X X X
20 6:00pm 12 X X X
23 10:00am 15 X X X
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Succession of Fungal Morphotypes 
Figure 4
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White-Blister Growth
Figure 5
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The appearance of the white-blister morphotype is consistent with the preliminary 
results obtained in the first aborted experiment that was conducted in October 2000. The 
experiment was allowed to run for seven days before being prematurely ended. It was 
designed exactly the same as this completed experiment and similar soil and temperature 
conditions were present. In this case, the white blister-like morphotype also appeared 
first, but on all four specimens, on day 5. No other fimgal morphotype appeared, which 
is also consistent with the completed experiment in which the next morphotype to appear 
was on day 9, two days after the first experiment was aborted.
The second morphotype also grew on all specimens, appearing between days 9 
and 13, was white and paint-like, consisting of patches that increased in size and changed 
texture and color (became yellowish) throughout the experiment. See Figure 6 for an 
example of this growth.
Third, a white cotton-like morphotype appeared on all four samples. Figure 7 
shows this growth. This morphotype appeared as soon as day 11, turned yellow on one 
specimen, increased in size and area and became matted looking by day 23.
The fourth morphotype to appear was in the form of white spots that grew only on 
the skin of three of the four pig legs. Figure 8 illustrates this growth. These white spots 
appeared between days 13 and 16, remaining constant and not changing for the duration 
of the experiment.
The final morphotype resembling black, mole-like spots, appeared between days 
18 and 20 on three of the four samples, and remained for the duration of the experiment. 
Figure 9 displays this type of growth.
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White-Paint Growth
Figure 6
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White-Cotton Growth
Figure 7
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White-Spot Growth 
(circled)
Figure 8
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Black-Mole Growth
Figure 9
à
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Percent Area Coverage
Table 3 contains the PAC of fungi for each specimen throughout the experiment. 
Figure 10 graphically illustrates the relationship of PAC across samples. Figure 11 shows 
graphs the curvilinear regression of the average PAC of all samples through time.
Table 3
Percent Area Coverage of fungal morphotypes by day for each specimen
PAC - Specimen PAC- P A C - PAC-
Day A Specimen B Specimen C Specimen D
1 0 0 0 0
3 0 0 0 0
5 0.081 0 0 0
7 0.56 0.36 0 0.26
9 0.62 1.2 0.21 1.3
11 2.3 3.4 0.38 6.2
13 9.2 9.4 4.2 23.5
16 12.8 16.1 6.8 28.4
18 14.7 18.1 9.6 37.9
20 16.4 27.12 16.8 37.4
23 17.2 39.2 17.4 42.7
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Percent Area Coverage of Fungi Across Specimens
Figure 10
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Curvilinear Regression of 
Average Percent Area Coverage by Day 
Figure 11
25 -
20 -
15 -
O)
10 -
5 -
0 -
20
Day
Polynomial Fit degree=3 
average = 2.68658 1.94541 Day + 0.25967 Day^2 0.00542 Day^3
Summary of Fit
RSquare 0.986693
RSquare Adj 0.980989
Root Mean Square Error 1.534632
Mean of Response 9.587977
Observations (or Sum Wgts) 11
Analysis of Variance
Source DF Sum of Squares Mean Square F Ratio
Model 3 1222.3523 407.451 173.0082
Error 7 16.4857 2.355 Prob>F
C Total 10 1238.8380 <0001
Parameter Estimates
Term Estimate Std Error t Ratio Prob>|t|
Intercept 2.6865783 1.844836 1.46 0.1887
Day -1.945406 0.671566 -2.90 0.0231
Day^2 0.2596707 0.065441 3.97 0.0054
Day^3 -0.005422 0.001804 -3.01 0.0198
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CHAPTER FOUR
DISCUSSION
Gross Observations
From what was observed of the rates of appearance and disappearance of visually 
distinct fungal morphotypes, it is clear that a discernable succession of morphotypes has 
occurred. The following statements summarize Figure 4. If the only morphotype present 
is the white-blister type of morphotype, it must be between day 5 and day 9, when the 
second morphotype appears. If the white-blister and white-paint morphotypes are co­
occurring in the absence of any other morphotype, it is day 9 (or possibly day 10). If the 
white-blister, white-paint and white-cotton are present together in the absence of any 
other morphotype it is day 11 (or possibly day 12). If the white-blister, white-paint, 
white-cotton and white-spot morphotypes are all present it is day 13. If there is no white- 
blister morphotype in the presence of three other morphotypes, it must be past day 13. It 
can also be said that if there is no fungal growth, it has been less than 5 days.
If the white-paint morphotype is present, it is day 9 or later. Also, since the white-
paint morphotype appeared on all samples, it can be assumed that its absence indicates
that it is prior to day 9. If the white-cotton morphotype is present it is day 11 or later, if it
is not present it is prior to day 11. If the white-spot morphotype is present it is day 13 or
later. Finally, if the black-mole morphotype is present, it is day 18 or later. Because
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these last two morphotypes were present on only three of the four samples, their absence 
may not be used as a PMI estimator. Because the experiment ends on day 23, the final 
day that can be determined is day 18 based on the appearance of the black-mole 
morphotype. Based on these observations, succession of morphotypes appears to be a 
promising avenue of research for estimating PMI based on fimgal growth. Figure 4 may 
also be interpreted and used as a practical guide for determining the PMI.
Percent Area Coverage
Examination of the PAC data indicates a trend for increasing PAC over time. In 
order to assess the validity of this observation and determine the predictability of this 
trend, I fit the average of PAC, by day and across the four specimens, to a cubic model 
using curvilinear regression analysis (using JMP software). Figure 11 illustrates the 
equation and graph of the line.
An extraordinary r value of .986 (where 1.0 is a perfect fit), indicates that the 
relationship between time and average PAC is extremely strong. Based on this regression 
analysis, PAC is predictable, and therefore replicable, meaning that PAC analysis is a 
valid method for estimating the post-mortem interval.
Covariates
Several factors, or covariates, may have been present and impacted the
experiment. The soil was uniformly damp in all of the pits, but became dry and crumbly
on the surface and around the glass. The temperature ranged fi*om 15-12°C respectively,
and warmed up again to 15 degrees on the last day. This steadily decreasing temperature,
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although not dramatic, may have caused changes in the growth rate that cannot be 
controlled for. The sudden spike in temperature at the end may have been responsible for 
the sudden upsurge in growth on specimens B and D from day 20 -23.
The pig limbs were buried in a crawlspace with a dirt floor that was accessed by a 
cut-out in the wall approximately 3 feet by 3 feet, inside the basement. The fact that 
specimen A was directly in front of the crawlspace opening, although it was covered by a 
plastic sheet, could account for the much different growth rate than seen in specimen D. 
Following that logic, though, one would expect specimen B to be more similar to 
specimen A, and specimen C to be more similar to specimen D, when the converse is 
true. It is also reasonable to expect that fungal spores and warmer air from the house 
would be coming in and directly affecting specimen A more than D for example, but the 
results indicate the opposite, if we are to assume that more spores and warmer air 
promote fungal growth.
It could be that a more opportunistic organism, perhaps with a natural fungicidal 
defense, had taken up residence on specimens A and C, preventing the kind of major 
fungal growth as seen on specimens B and D. It may be purely coincidental that 
specimens A and C had the least amount of growth and were the only to have the black- 
mole morphotype appear on them, or the two incidents may be connected in some way.
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CHAPTER FIVE
CONCLUSIONS
Hypothesis Evaluation
The null hypothesis stated that fungal growth would not increase through time. 
Clearly based on the curvilinear regression analysis, the null hypothesis can be rejected. 
The first accompanying hypothesis indicating that PAC would be similar across 
specimens is also supported by the regression analysis. The final accompanying 
hypothesis, which stated that fungal morphotypes would yield a succession useful for 
estimating PMI is supported. The experiment as a whole provided promising results 
including the trend for PAC to increase predictably over time and a clearly observable 
succession of fungal morphotypes.
Further Research
The solid results obtained from both PAC and the morphotype successions 
demonstrate a method for estimating PMI from fungal growth. It must be acknowledged 
at this point that the results obtained in this trial apply only to the particular pig, house, 
basement and geographical area used in this experiment, and time of year during which it 
was conducted. Further research is warranted along these lines in order to improve and 
refine the method. Replication of this experiment, varied experimental settings, longer
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study periods and human study subjects are required in order to devise a final method for 
estimating PMI firom fimgal growth that can be used in the medico-legal context.
It is clear that many covariates may have been at work in this experiment. 
Controlling for all of the possible factors involved is not only infeasible, but also 
counterproductive as there are no experimental controls at the scene of a crime. An 
average range of days for both morphotype succession and PAC rates will provide a 
useful tool for medicolegal death investigators and crime lab technicians. It will only be 
by comparing the results of many replications that such an average can be calculated, 
charted and proven accurate.
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