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A CLASS OF PRESCRIBED WEINGARTEN CURVATURE
EQUATIONS IN EUCLIDEAN SPCACE
LI CHEN, AGEN SHANG, AND QIANG TU
Abstract. In this paper, we consider a class of prescribed Weingarten curvature
equations. Under some sufficient condition, we obtain an existence result by the stan-
dard degree theory based on the a prior estimates for the solutions to the prescribed
Weingarten curvature equations.
1. Introduction
Let (M, g) be a smooth, compact Riemannian manifold of dimension n ≥ 3 and V be
a (0, 2) tensor on (M, g). The σk- curvature of V is defined by
σk(V ),
where σk(V ) means σk is applied to the eigenvalues of g
−1V and the k-th elementary
symmetric polynomial σk is defined by:
σk(λ) =
∑
1≤i1<···<ik≤n
λi1 · · ·λik .
Recently, the following fully nonlinear equations of linear combination of σk-curvature
of V
σk(V ) =
k−1∑
l=0
αl(x)σl(V ), 2 ≤ k ≤ n.(1.1)
are widely studied, where αl(x) are given smooth functions onM . For V = D
2u, Krylov
[29] considered Dirichlet problem of the following degenerate equation in a (k−1)-convex
domain D ⊂ Rn,
σk(D
2u) =
k−1∑
l=0
αl(x)σl(D
2u)
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with all coefficient αl(x) ≥ 0 for 0 ≤ l ≤ k − 1. Recently, in [21] the authors studied
σk(D
2u+ uI) =
k−1∑
l=0
αl(x)σl(D
2u+ uI) on Sn,
which arises in the problem of prescribed convex combination of area measures [39].
Motivated by [29] and [21], the authors in [8] studied the equations of linear combination
of the prescribed σk-scalar curvature
σk(
−Ricg
n− 2
) + α(x)σk−1(
−Ricg
n− 2
) = f(x), 3 ≤ k ≤ n,
and
σk(Ag) + α(x)σk−1(Ag) = f(x), 3 ≤ k ≤ n,
where Ricg and
Ag =
1
n− 2
(
Ricg −
Rg
2(n− 1)
g
)
are the Ricci curvature and the Schouten tensor of g respectively.
Because of its structure as a combination of elementary symmetric functions, equation
(1.1) is also interesting from the PDE point of view. Such type of equations arise nat-
urally from many important geometric problems, such as the so-called Fu-Yau equation
arising from the study of the Hull-Strominger system in theoretical physics, which is an
equation that can be written as the linear combination of the first and second elementary
symmetric functions,
σ1(i∂∂(e
u + α′e−u)) + α′σ2(i∂∂u) = ϕ
on n-dimensional compact Ka¨hler manifolds, see Fu-Yau [13, 12] and Phong-Picard-
Zhang [35, 34, 36]. Furthermore, the special Lagrangian equations introduced by Har-
vey and Lawson [22] can also be written as the alternative combinations of elementary
symmetric functions,
sin θ
[n
2
]∑
k=0
(−1)kσ2k(D
2u) + cos θ
[
(n−1)
2
]∑
k=0
(−1)kσ2k+1(D
2u) = 0.
Moreover, equations of the form
σ1(D
2u) + bσn(D
2u) = C
for some constants b ≥ 0 and C > 0 also arise from the study of J-equation on toric
varieties by Collins-Sze´kelyhidi [9].
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In this paper, we study the problem of prescribed Weingarten curvature which consists
of linear combination of k-mean curvature
σk(κ(X)) =
k−1∑
l=0
αl(X)σl(κ(X)), 2 ≤ k ≤ n,(1.2)
on a closed Riemannian manifold M , where κ(X) = (κ1(X), ..., κn(X)) are the principle
curvatures of hypersurface M which is an embedded manifold in Rn+1 at X . σk, k =
1, 2, ..., n, are the Weingarten curvatures of hypersurface M (or k-mean curvature). In
the cases k = 1, 2 and n, they are the mean curvature, scalar curvature, and Gauss
curvature, respectively.
To ensure the ellipticity of (1.2), we have to restrict the class of functions and domains.
Definition 1.1. A smooth hypersurface M ⊂ Rn+1 is called k-convex if the principle
curvature vector of M
κ(X) = (κ1(X), ..., κn(X))
belongs to Γk for all X ∈M , where Γk is the Garding’s cone
Γk = {λ ∈ R
n : σj(λ) > 0, ∀1 ≤ j ≤ k}.
We mainly get the following theorem.
Theorem 1.1. Let n ≥ 3, k ≥ 2 and αl(X) ∈ C
∞(Rn+1) be positive functions for all
0 ≤ l ≤ k − 1, assume that
σk(e)
|X|k
≥
k−1∑
l=0
αl(X)
σl(e)
|X|l
for |X| ≥ r2,(1.3)
σk(e)
|X|k
≤
k−1∑
l=0
αl(X)
σl(e)
|X|l
for |X| ≤ r1,(1.4)
and
∂
∂ρ
[
ρk−lαl(X)
]
≤ 0 for r1 ≤ |X| ≤ r2,(1.5)
where ρ = |X| and e = (1, 1, ..., 1). Then there exists a k-convex, star-shaped hypersur-
face M in {r1 ≤ |X| ≤ r2} satisfies equation (1.2).
4 LI CHEN, AGEN SHANG, AND QIANG TU
If αl ≡ 0 for 1 ≤ l ≤ k − 1, the equation (1.2) is just the prescribed Weingarten
curvature equation
σk(κ(X)) = f(X),(1.6)
which has been widely studied in the past two decades. Such results were obtained
for case of prescribed mean curvature by Bakelman-Kantor [3, 4] and by Treibergs-
Wei [41]. For the case of prescribed Gaussian curvature by Oliker [33]. For general
Weingarten curvatures by Aleksandrov [1], Firey [11], Caffarelli-Nirenberg-Spruck [6]
for a general class of fully nonlinear operators F , including F = σk and F =
σk
σl
. Some
results have been obtained by Li-Oliker [27] on unit sphere, Barbosa-de Lira-Oliker
[5] on space forms, Jin-Li [25] on hyperbolic space, Andrade-Barbosa-de Lira [2] on
warped product manifolds, that is N = R × Σ, g = dr2 + ϕ2(r)gSn, Li-Sheng [31] for
Riemannain manifold equipped with a global normal Gaussian coordinate system, that
is N = R× Σ, g = dr2 + σij(x, r)dxidxj .
For the equation (1.6) in the case that f = f(X, ν(X)), that is f is dependent of X
and the normal vector field ν along the hypersurface M , in many cases, the curvature
estimates are the key part for this prescribed curvature problem. When k = 1, curvature
estimate comes from the theory of quasilinear PDE. If k = n, curvature estimate is due
to Caffarelli-Nirenberg-Spruck [6]. Ivochkina [23, 24] considered the Dirichlet problem
of the above equation on domains in Rn, and obtained C2 estimates there under some
extra conditions on the dependence of f on ν. C2 estimate was also proved for equation
of prescribing curvature measures problem in [17, 16], where f(X, ν) = 〈X, ν〉f˜(X). For
f = f(ν) dependent only on ν, the C2-estimate was proved in B. Guan and P. Guan
[15]. Recently, Guan, Ren and Wang [14] obtained global C2 estimates for a closed
convex hypersurface M ⊂ Rn+1 and then solved the long standing problem (1.6). In the
same paper [14], they also proved the estimate for starshaped 2-convex hypersurfaces
by introducing some new test curvature functions. In [26], Li, Ren and Wang relax the
convex to k+1-convex for any k Hessian equations. In [37], Ren and Wang totally solved
the case k = n − 1, that is the global curvature estimates of n − 1 convex solutions of
(1.6) and Hessian equations for k = n− 1. In [38], Spruck-Xiao extended 2-convex case
in [14] to space forms and give a simple proof for the Euclidean case. Recently, Chen
,Li and Wang [7] extended [14] and [37] to warped product manifolds.
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The organization of the paper is as follows. In Sect. 2 we start with some preliminaries.
C0, C1 and C2 estimates are given in Sect. 3. In Sect. 4 we prove theorem1.1.
2. Preliminaries
2.1. Setting and General facts. For later convenience, we first state our conventions
on Riemann Curvature tensor and derivative notation. Let M be a smooth manifold
and g be a Riemannian metric on M with Levi-Civita connection ∇. For a (s, r) tensor
field α on M , its covariant derivative ∇α is a (s, r + 1) tensor field given by
∇α(Y 1, .., Y s, X1, ..., Xr, X)
= ∇Xα(Y
1, .., Y s, X1, ..., Xr)
= X(α(Y 1, .., Y s, X1, ..., Xr))− α(∇XY
1, .., Y s, X1, ..., Xr)
−...− α(Y 1, .., Y s, X1, ...,∇XXr).
the coordinate expression of which is denoted by
∇α = (αl1···lsk1···kr;kr+1).
We can continue to define the second covariant derivative of α as follows:
∇2α(Y 1, .., Y s, X1, ..., Xr, X, Y ) = (∇Y (∇α))(Y
1, .., Y s, X1, ..., Xr, X).
the coordinate expression of which is denoted by
∇2α = (αl1···lsk1···kr;kr+1kr+2).
Similarly, we can also define the higher order covariant derivative of α:
∇3α = ∇(∇2α), ...,
and so on. For simplicity, the coordinate expression of the covariant differentiation will
usually be denoted by indices without semicolons, e.g.
ui, uij or uijk
for a function u :M → R.
Our convention for the Riemannian curvature (3,1)-tensor Rm is defined by
Rm(X, Y )Z = −∇X∇YZ +∇Y∇XZ +∇[X,Y ]Z.
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Pick a local coordinate chart {xi}ni=1 of M . The component of the (3,1)-tensor Rm is
defined by
Rm
(
∂
∂xi
,
∂
∂xj
)
∂
∂xk
= R lijk
∂
∂xl
and Rijkl = glmR
m
ijk . Then, we have the standard commutation formulas (Ricci identi-
ties):
αl1···lsk1···kr; ji − α
l1···ls
k1···kr; ij
=
r∑
a=1
R mijkl α
l1···ls
k1···ka−1mka+1···kr
−
s∑
b=1
R lbijm α
l1···lb−1mlb+1···lr
k1···kr
.
Let M be an immersed hypersurface in Rn+1. Denote Rijkl to be the Riemannian
curvature of M ⊂ Rn+1 with the induced metric g. Pick a local coordinate chart {xi}ni=1
on M . Let ν be a given unit normal and hij be the second fundamental form A of the
hypersurface with respect to ν, that is
hij = −〈
∂2X
∂xi∂xj
, ν〉Rn+1.
Recalling the following identities
(2.1) ∇i∇jX = −hijν, Gauss formula
(2.2) ∇iν = hijX
j, Weingarten formula
Rijkl = hikhjl − hilhjk, Gauss equation
(2.3) ∇khij = ∇jhik Codazzi, equation
where Xj = gik∇iX Moreover, we have
∇i∇jhkl = ∇k∇lhij + h
m
j (hilhkm − himhkl) + h
m
l (hijhkm − himhkj).(2.4)
2.2. Star-shaped hypersurfaces in Rn+1. Let M be a star-shaped hypersurface in
R
n+1 which can represented by
M = ρ(x)x for x ∈ Sn,
where X is the position vector of the hypersurface M in Rn+1.
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Let e1, ..., en be a smooth local orthonormal frame field on S
n and eρ be the radial
vector field in Rn+1. Diρ = Deiρ, DiDjρ = D
2ρ(ei, ej) denote the covariant derivatives
of u with respect to the round metric σ of Sn. Then, the following formulas hold:
(i) The tangential vector on M is
Xi = ρei +Diρeρ
and the corresponding outward unit normal vector is given by
ν =
1
v
(
eρ −
1
ρ2
Djρej
)
,(2.5)
where v =
√
1 + ρ−2|Dρ|2 with Djρ = σijDiρ.
(ii) The induced metric g on M has the form
gij = ρ
2σij +DiρDjρ
and its inverse is given by
gij =
1
ρ2
(
σij −
DiρDjρ
ρ2v2
)
.
(iii) The second fundamental form of M is given by
hij =
1
v
(
−DiDjρ+ ρσij +
2
ρ
DiρDjρ
)
and
hij =
1
ρv
(
δij + [−σ
ik +
DiρDkρ
ρ2v
]DjDk(log ρ)
)
.(2.6)
The following Newton-Maclaurin inequality will be used frequently.
Lemma 2.1. ([40, 32]) Let λ ∈ Rn. For 0 ≤ l < k ≤ n, r > s ≥ 0, k ≥ r, l ≥ s, the
following is the Newton-Maclaurin inequality
(1)
k(n− l + 1)σl−1(λ)σk(λ) ≤ l(n− k + 1)σl(λ)σk−1(λ).
(2) [σk(λ)/Ckn
σl(λ)/C ln
] 1
k−l ≤
[σr(λ)/Crn
σs(λ)/Csn
] 1
r−s , for λ ∈ Γk.
To handle the ellipticity of the equation (1.2), we need the following important propo-
sition and its proof is the same as Proposition 2.2 in [21].
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Proposition 2.2. Let M be a smooth k − 1 convex closed hypersurface in Rn+1 and
αl(X) ≥ 0 for ∀X ∈M and 0 ≤ l ≤ k − 2. Then the operator
G(hij(X), X) =
σk(κ(X))
σk−1(κ(X))
−
k−2∑
l=0
αl(X)
σl(κ(X))
σk−1(κ(X))
is elliptic and concave about hij(X).
3. The a prior estimates
In order to prove Theorem 1.1, we consider the family of equations as in [2, 31] for
0 ≤ t ≤ 1
σk(κ(X))
σk−1(κ(X))
−
k−2∑
l=0
tαl(X)
σl(κ(X))
σk−1(κ(X))
− αk−1(X, t) = 0,(3.1)
where
αk−1(X, t) = tαk−1(X) + (1− t)ϕ(|X|)
σk(e)
σk−1(e)
1
|X|
and ϕ is a positive function which satisfies the following conditions:
(a) ϕ(ρ) > 0,
(b) ϕ(ρ) > 1, for ρ ≤ r1,
(c) ϕ(ρ) < 1, for ρ ≥ r2,
(d) ϕ′(ρ) < 0.
3.1. C0 Estimates. Now, we can prove the following proposition which asserts all the
solution of the equation (1.2) have uniform C0 bound.
Proposition 3.1. Assume 0 ≤ αl(X) ∈ C
∞(Rn+1). Under the assumptions (1.3) and
(1.4) mentioned in Theorem 1.1 , ifM ⊂ Rn+1 is a star-shaped, k−1-convex hypersurface
satisfied the equation (3.1) for a given t ∈ [0, 1], then
r1 < ρ(X) < r2, ∀ X ∈M.
Proof. Assume ρ(x) attains its maximum at x0 ∈ S
n and ρ(x0) ≥ r2, then recalling (2.6)
hij =
1
uv
(
δij + [−σ
im +
DiρDmρ
ρ2v
]DjDm(log ρ)
)
which implies
hij(x0) =
1
ρ
[δij − σ
imDjDm(log ρ)] ≥
1
ρ
δij .
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Note that σk
σk−1
and σk−1
σl
for 0 ≤ l ≤ k − 2 is concave in Γk−1. Thus
σk
σk−1
(hij) ≥
σk
σk−1
(
1
ρ
δij) +
σk
σk−1
(−
1
ρ
σimDjDm(log ρ)) ≥
σk
σk−1
(
1
ρ
δij).
So,
σk(κ(X))
σk−1(κ(X))
≥
σk(e)
σk−1(e)
1
ρ
.
Similarly,
σl(κ(X))
σk−1(κ(X))
≤
σl(e)
σk−1(e)
ρk+1−l.
Thus, we obtain by combining the above two inequalities
σk(e)
σk−1(e)
1
ρ
−
k−2∑
l=0
tαl(X)
σl(e)
σk−1(e)
ρk−1−l ≤ αk−1(X, t)
which is in contradiction with
σk(e)
σk−1(e)
1
ρ
−
k−2∑
l=0
tαl(X)
σl(e)
σk−1(e)
ρk−1−l > αk−1(X, t),
in view of (1.3) and the fact ϕ(ρ) < 1 for ρ ≥ r2. 
Now, we prove the following uniqueness result.
Proposition 3.2. For t = 0, there exists an unique admissible solution of the equation
(3.1), namely M = {X : ρ(X) = ρ0}, where ρ0 satisfies ϕ(ρ0) = 1.
Proof. Let X be a solution of (3.1) for t = 0
σk(κ(X))
σk−1(κ(X))
− ϕ(|X|)
σk(e)
σk−1(e)
1
|X|
= 0.
Assume ρ(x) attains its maximum ρmax at x0 ∈ S
n, then
σk(κ(X))
σk−1(κ(X))
≥
σk(e)
σk−1(e)
1
ρ
,
which implies
ϕ(ρmax) ≥ 1.
Similarly,
ϕ(ρmin) ≤ 1.
Thus, since ϕ is a decreasing function, we have
ϕ(ρmin) = ϕ(ρmax) = 1.
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We conclude
ρ(X) = ρ0 for X ∈M,
where ρ0 is the unique solution of ϕ(ρ0) = 1. 
3.2. C1 Estimates. In this section, we establish the gradient estimate for the equation.
The treatment of this section follows largely from [6, 14]. We can rewritten the equation
(3.1) as:
G(hij(X), X, t) =
σk(κ(X))
σk−1(κ(X))
−
k−2∑
l=0
tαl(X)
σl(κ(X))
σk−1(κ(X))
= αk−1(X, t)
For the convenience of notations, we will denote
Gk(hij(X)) =
σk(κ(X))
σk−1(κ(X))
, Gl(hij(X)) = −
σl(κ(X))
σk−1(κ(X))
,
and
Gij(κ(X)) =
∂G
∂hij
, Gij,rs(κ(X)) =
∂2G
∂hijhrs
.
Recalling that a star-shaped hypersurface M in Rn+1 can represented by
X(x) = ρ(x)x for x ∈ Sn,
where X is the position vector of the hypersurface M in Rn+1. We can get the following
gradient bound.
Proposition 3.3. Under the assumption (1.5), if the k − 1 convex, star-shaped hyper-
surface M satisfies (1.2) and ρ has positive upper and lower bound, then there exists a
constant C depending on the minimum and maximum values of ρ such that
|Dρ(x)| ≤ C, for ∀X ∈ Sn.
Proof. First, we know from (2.5)
〈X, ν〉 =
ρ2√
ρ2 + |Dρ|2
,
it is sufficient to obtain a positive lower bound of 〈X, ν〉. We consider
ϕ = − log〈X, ν〉+ γ(|X|2),
where γ(t) is a function which will be chosen later. Assume X0 is the maximum value
point of ϕ. If X is parallel to the normal direction ν of at X0, we have 〈X, ν〉 = |X|.
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Thus, our result holds true. So, we assume X is not parallel to the normal direction ν
at X0, we may choose the local orthonormal frame {e1, ..., en} on M satisfying
〈X, e1〉 6= 0, and 〈X, ei〉 = 0, i ≥ 2.
Then, we arrive at X0,
〈X, ν〉i = 2〈X, ν〉γ
′〈X, ei〉(3.2)
and
ϕii = −
〈X, ν〉ii
〈X, ν〉
+
(〈X, ν〉i)
2
〈X, ν〉2
+ γ′′(|X|2i )
2 + γ′|X|2ii
= −
1
〈X, ν〉
[hii;1〈X, e1〉+ hii − h
2
ii〈X, ν〉]
+4[(γ′)2 + γ′′]〈X, e1〉
2δ1i + γ
′[2− 2〈X, ν〉hii]
in view of
〈X, ν〉ii = hii + hii;l〈X, el〉 − himh
m
i 〈X, ν〉.
By Weingarten formula (2.2) and (3.2), we have at X0
h11 = 2〈X, ν〉γ
′, h1i = 0, i ≥ 2.(3.3)
Therefore, we can rotate the coordinate system such that {ei}
n
i=1 are the principal cur-
vature directions of the second fundamental form (hij), i.e. hij = hiiδij Thus,
Giiϕii = −
〈X, e1〉
〈X, ν〉
Giihii;1 −
1
〈X, ν〉
Giihii +G
iih2ii
+4[(γ′)2 + γ′′]G11〈X, e1〉
2 + γ′Gii[2− 2〈X, ν〉hii].
Note that
Gijhij = G−
k−2∑
l=0
(k − l)tαlGl = αk−1(X, t)−
k−2∑
l=0
(k − l)tαlGl
and
Gijhij;1 = ∇1αk−1(X, t)−
k−2∑
l=0
t∇1αlGl.
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We conclude
Giiϕii =
〈X, e1〉
〈X, ν〉
(
−∇1αk−1(X, t) +
k−2∑
l=0
t∇1αlGl
)
(3.4)
+
1
〈X, ν〉
(
− αk−1(X, t) +
k−2∑
l=0
(k − l)tαlGl
)
+Giih2ii + 4[(γ
′)2 + γ′′]G11〈X, e1〉
2 + γ′Gii[2− 2〈X, ν〉hii]
=
1
〈X, ν〉
(
− 〈X, e1〉∇1αk−1(X, t)− αk−1(X, t)
)
+
1
〈X, ν〉
k−2∑
l=0
tGl
(
〈X, e1〉∇1αl + (k − l)αl
)
+Giih2ii
+4[(γ′)2 + γ′′]G11〈X, e1〉
2 + γ′Gii[2− 2〈X, ν〉hii].
Since 〈X, ei〉 = 0 for i = 2, ..., n,
X = 〈X, e1〉e1 + 〈X, ν〉ν
which results in
〈X, e1〉∇1αl(X) + (k − l)αl(X) = XdXαl(X) + (k − l)αl(X)− 〈X, ν〉dναl(X).
We know from the assumption (1.5)
[(k − l)αl +XdXαl(X)] = [(k − l)αl + ρ
∂αl(X)
∂ρ
] ≤ 0.
Thus,
〈X, e1〉∇1αl(X) + (k − l)αl(X) ≤ −〈X, ν〉dναl(X).(3.5)
and
〈X, e1〉∇1αk−1(X, t) + αk−1(X, t)(3.6)
≤ (1− t)ϕ′
σk(e)
σk−1(e)
− 〈X, ν〉dναk−1(X, t).
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Taking (3.5) and (3.6) into (3.4), we have at x0
0 ≥ Giiϕii
≥ Giih2ii + 4[(γ
′)2 + γ′′]G11〈X, e1〉
2 + γ′Gii[2− 2〈X, ν〉hii]
+t
k−2∑
l=0
Gldναl(X)−
(1− t)
〈X, ν〉
ϕ′
σk(e)
σk−1(e)
+ dναk−1(X, t)
= Gii[hii − γ
′〈X, ν〉]2 + 4[(γ′)2 + γ′′]G11〈X, e1〉
2 +Gii[2γ′ − (γ′)2〈X, ν〉2]
−t
k−2∑
l=0
Gldναl(X)−
(1− t)
〈X, ν〉
ϕ′
σk(e)
σk−1(e)
+ dναk−1(X, t).
Choosing
γ(t) =
α
t
for sufficiently large α. Therefore,
0 ≥ Gii[2γ′ − (γ′)2〈X, ν〉2]− C(
k−2∑
l=0
|Gl|+ 1).
in view of
(γ′)2 + γ′′ ≥ 0.
To continue our proof, we need to estimate Gl for 0 ≤ l ≤ k − 2. Let N ∈ R
1 be a fixed
positive number.
(1) If σk
σk−1
≤ N , then we get from αl(X) ≥ cl
|Gl| =
σl
σk−1
≤
1
αl
( σk
σk−1
+ αl−1(X, t)
)
≤ C(N + 1).
(2) If σk
σk−1
> N , then by Lemma 2.1,
|Gl| =
σl
σk−1
=
σl
σl+1
·
σl+1
σl+2
· · · ·
σk−2
σk−1
≤ C
(σk−1
σk
)k−1−l
≤ N−(k−1−l).
So, |Gl| are bounded. By the definition of operator G and straightforward computation,
we have
∑
iG
ii ≥ n−k+1
k
(See [21]), so we can choose sufficiently large α such that
0 ≥ Gii[γ′ − (γ′)2〈X, ν〉2]
Thus,
γ′ ≤ (γ′)2〈X, ν〉2,
which means
〈X, ν〉(X0) ≥ C.
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So, our proof is complete. 
3.3. C2 Estimates. In order to get the estimate of the second fundamental form, we
first need some lemmas.
Lemma 3.4. Let M be a (k− 1) convex solution of (3.1) with the position vector X in
R
n+1 and assume that αl(X) ≥ 0 for 0 ≤ l ≤ k − 1 and X ∈ M . Then, we have the
following inequality
Gijhij;pp ≥ ∇p∇pαk−1(X, t)−
k−2∑
l=0
1
1 + 1
k+1−l
t(∇pαl)
2
αl
Gl −
k−2∑
l=0
t∇p∇pαlGl.
Proof. Differentiating the equation (3.1) once, we can have
∇pαk−1(X, t) = G
ijhij;p +
k−2∑
l=0
t∇pαlGl.
Differentiating the equation (3.1) twice, we can have
∇p∇pαk−1(X, t) =
n∑
l=1
Gij,rshij;phrs;p +G
ijhij;pp + 2
k−2∑
l=0
t∇pαlG
ij
l hij;p +
k−2∑
l=0
t∇p∇pαlGl.
Moreover, since the operator (
σk−1
σl
)
1
k−1−l is concave for 0 ≤ l ≤ k− 2, we have from (see
also (3.10) in [21])
−Gij,rsl hij;phrs;p ≥ −
(
1 +
1
k − 1− l
)
G−1l G
ij
l G
rs
l hij;phrs;p.(3.7)
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Thus, we have in view that Gk is concave in Γk−1
∇p∇pαk−1(X, t)
≤
k−2∑
l=1
tαlG
ij,rs
l hij;phrs;p +G
ijhij;pp + 2
k−2∑
l=0
t∇pαlG
ij
l hij;p +
k−2∑
l=0
t∇p∇pαlGl
≤
k−2∑
l=1
tαl
(
1 +
1
k − 1− l
)
G−1l (G
ij
l hij;p)
2 +Gijhij;pp + 2
k−2∑
l=0
t∇pαlG
ij
l hij;p
+
k−2∑
l=0
t∇p∇pαlGl
=
k − l
k − 1− l
k−2∑
l=1
tαlG
−1
l
(
Gijl hij;p +
1
1 + 1
k−1−l
∇pαl
αl
Gl
)2
+
k−2∑
l=0
1
1 + 1
k−1−l
t(∇pαl)
2
αl
Gl
+Gijhij;pp +
k−2∑
l=0
t∇p∇pαlGl
≤
k−2∑
l=0
1
1 + 1
k−1−l
t(∇pαl)
2
αl
Gl +G
ijhij;pp +
k−2∑
l=0
t∇p∇pαlGl.
So, our proof is complete. 
Lemma 3.5. Let M be a (k− 1) convex solution of (3.1) with the position vector X in
R
n+1. We have the following equality
Gij〈X, ν〉ij + 〈X, ν〉G
ijhimh
m
j
=
(
∇pαk−1(X, t)−
k−2∑
l=0
t∇pαlGl
)
〈X,Xp〉+ αk−1(X, t)−
k−2∑
l=0
(k − l)tαlGl.
Proof. We have by Gauss formula (2.1) and Codazzi equation (2.3)
〈X, ν〉ij = 〈Xij , ν〉+ 2〈Xi, νj〉+ 〈X, νij〉
= −hij + 2hij + hij;p〈X
p, X〉 − himh
m
j 〈X, ν〉
= hij + hij;p〈X
p, X〉 − himh
m
j 〈X, ν〉,
which results in
Gij〈X, ν〉ij = G
ijhij;p〈X,X
p〉+Gijhij − 〈X, ν〉G
ijhimh
m
j .
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Note that
Gijhij = G−
k−2∑
l=0
(k − l)tαlGl = αk−1(X, t)−
k−2∑
l=0
(k − l)tαlGl
and
Gijhij;p = ∇pαk−1(X, t)−
k−2∑
l=0
t∇pαlGl.
Thus,
Gij〈X, ν〉ij =
(
∇pαk−1(X, t)−
k−2∑
l=0
t∇pαlGl
)
〈X,Xp〉+ αk−1(X, t)
−
k−2∑
l=0
(k − l)tαlGl − 〈X, ν〉G
ijhimh
m
j .

So, we complete our proof.
Now we begin to estimate the second fundamental form.
Proposition 3.6. If the k-convex hypersurface M satisfies (3.1) with the position vector
X in Rn+1. Assume that k ≥ 2 and
αl(X) ≥ cl > 0, ∀X ∈M,
for 0 ≤ l ≤ k − 1. Then there exists a constant C, depending on k, n, cl, |X|C2, |αl|C2
and |∇ρ|C0 such that for 1 ≤ i ≤ n
|κi(X)| ≤ C, for X ∈M
Proof. Since k ≥ 2, M is 2-convex. Thus,
|κi| ≤ CH.
So, we only need to estimate the mean curvature H ofM . Taking the auxillary function
W (X) = logH − log〈X, ν〉.
Assume that X0 is the maximum point of W . Then at X0,
(3.8) 0 =Wi =
Hi
H
−
〈X, ν〉i
〈X, ν〉
and
(3.9) 0 ≥Wij(x0) =
Hij
H
−
〈X, ν〉ij
〈X, ν〉
.
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Choosing a suitable coordinate {x1, x2, ..., xn} on the neighborhood of X0 ∈M such that
the matrix {hij} is diagonal at X0. This implies at x0
0 ≥ GijWij(x0) =
n∑
p=1
1
H
Giihpp;ii −
Gii〈X, ν〉ii
〈X, ν〉
.
From (2.4), we obtain
hpp;ii = hii;pp − h
m
i himhpp + |A|
2hii,
which results in at x0 from Lemma 3.4
0 ≥
1
H
n∑
p=1
Giihii;pp −G
iihmih
m
i +
|A|2
H
(
αk−1(X, t)−
k−2∑
l=0
(k − l)tαlGl
)
−
Gii〈X, ν〉ii
〈X, ν〉
≥
1
H
n∑
p=1
(
∇p∇pαk−1(X, t)−
k−2∑
l=0
1
1 + 1
k−1−l
t(∇pαl)
2
αl
Gl −
k−2∑
l=0
t∇p∇pαlGl
)
−Giihmih
m
i
+
|A|2
H
(
αk−1(X, t)−
k−2∑
l=0
(k − l)tαlGl
)
−
Gii〈X, ν〉ii
〈X, ν〉
≥
1
H
n∑
p=1
(
∇p∇pαk−1(X, t)−
k−2∑
l=0
1
1 + 1
k−1−l
t(∇pαl)
2
αl
Gl −
k−2∑
l=0
t∇p∇pαlGl
)
+
|A|2
H
(
αk−1(X, t)−
k−2∑
l=0
(k − l)tαlGl
)
−
1
〈X, ν〉
(
∇pαk−1(X, t)−
k−2∑
l=0
t∇pαlGl
)
〈X,Xp〉 −
1
〈X, ν〉
αk−1(X, t)
+
1
〈X, ν〉
k−2∑
l=0
(k − l)tαlGl,
where we use Lemma 3.5 to get the last inequality. Note that
∇pαl =
∂αl
∂X i
X ip,
n∑
p=1
∇p∇pαl =
n∑
p=1
∂αl
∂X i∂Xj
X ipX
j
p −H
∂αl
∂X i
νi
in view of Weingarten formula (2.2). Then, we have together with the fact |A|2 ≥ 1
n
H2
C
1
H
( k−2∑
l=0
|Gl|+ 1
)
(H + 1) + C
( k−2∑
l=0
|Gl|+ 1
)
≥
H
n
αk−1(X, t) ≥ CH.
Let us divide the proof into two cases.
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(1) σk
σk−1
≤ H
1
k . Then, we get from αl(X) ≥ cl
|Gl| =
σl
σk−1
≤
1
αl
( σk
σk−1
+ αk−1(X, t)
)
≤ CH
1
k ,
which implies H ≤ C.
(2) σk
σk−1
> H
1
k . Then by Lemma 2.1,
|Gl| =
σl
σk−1
=
σl
σl+1
·
σl+1
σl+2
· · · ·
σk−2
σk−1
≤ C
(σk−1
σk
)k−1−l
≤ H−
k−1−l
k .
Now we also derive H ≤ C. So, our proof is complete. 
4. The proof of the Theorem
In this section, we use the degree theory for nonlinear elliptic equation developed in
[30] to prove Theorem 1.1. The proof here is similar to [2, 25, 31]. So, only sketch will
be given below.
After establishing the a priori estimates Proposition 3.1, Proposition 3.3 and Propo-
sition 3.6, we know that the equation (1.2) is uniformly elliptic. From [10], [28], and
Schauder estimates, we have
|ρ|C4,α(Sn) ≤ C(4.1)
for any k-convex solution M to the equation (1.2), where the position vector of M is
X = ρ(x)x for x ∈ Sn. We define
C4,α0 (S
n) = {ρ ∈ C4,α(Sn) : M is k − convex}.
Let us consider
F (.; t) : C4,α0 (S
n)→ C2,α(Sn)
which is defined by
F (ρ, x; t) =
σk(κ(X))
σk−1(κ(X))
−
k−2∑
l=0
tαl(X)
σl(κ(X))
σk−1(κ(X))
− αk−1(X, t).
Let
OR = {ρ ∈ C
4,α
0 (S
n) : |ρ|C4,α(Sn) < R}
which clearly is an open set of C4,α0 (S
n). Moreover, if R is sufficiently large, F (ρ, x; t) = 0
has no solution on ∂OR by the a prior estimate established in (4.1). Therefore the degree
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deg(F (.; t),OR, 0) is well-defined for 0 ≤ t ≤ 1. Using the homotopic invariance of the
degree, we have
deg(F (.; 1),OR, 0) = deg(F (.; 0),OR, 0).
Proposition 3.2 shows that ρ = ρ0 is the unique solution to the above equation for t = 0.
Direct calculation show that
F (sρ0, x; 0) = [1− ϕ(sρ0)]
σk(e)
σk−1(e)
1
sρ0
.
Using the fact ϕ(ρ0) = 1, we have
δρ0F (ρ0, x; 0) =
d
ds
|s=1F (sρ0, x; 0) = −ϕ
′(ρ0)
σk(e)
σk−1(e)
> 0,
where δF (ρ0, x; 0) is the linearized operator of F at ρ0. Clearly, δF (ρ0, x; 0) takes the
form
δwF (ρ0, x; 0) = −a
ijwij + b
iwi − ϕ
′(ρ0)
σk(e)
σk−1(e)
w,
where aij is a positive definite matrix. Since −ϕ′(ρ0)
σk(e)
σk−1(e)
> 0, thus δF (ρ0, x; 0) is an
invertible operator. Therefore,
deg(F (.; 1),OR; 0) = deg(F (.; 0),OR, 0) = ±1.
So, we obtain a solution at t = 1. This completes the proof of Theorem 1.1.
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