Emerging Resistive Random Access Memory (ReRAM) is a promising candidate as the replacement for DRAM due to its low standby power, high density, high scalability, and nonvolatility. By employing the unique crossbar structure, ReRAM can be constructed with extremely high density. However, the crossbar ReRAM faces some serious challenges in terms of performance, reliability, and energy consumption. First, ReRAM's crossbar structure causes an IR drop problem due to wire resistance and sneak currents, which results in nonuniform access latency in ReRAM banks and reduces its reliability. Second, without access transistors in the crossbar structure, write disturbance results in serious data reliability problem. Third, the access latency, reliability, and energy use of ReRAM arrays are significantly influenced by the data patterns involved in a write operation.
INTRODUCTION
DRAM has been applied to main memory for more than four decades. However, the scalability of DRAM reaches its bottleneck due to increasing power consumption, degraded reliability, and the difficulty of constructing high aspect ratio capacitors [35, 39, 40, 52, 60, 66] . As ITRS indicates, the scaling path of DRAM beyond 16nm is not clear [57] . Consequently, emerging Nonvolatile Memories (NVMs) such as Phase Change Memory (PCM), Spin-Transfer Torque RAM (STT-RAM), and Resistive RAM (ReRAM) are actively explored as replacements for DRAM due to their better scalability with low power consumption and high density [25, 27, 44, 54, 65, 67, 70] . Among these candidates, ReRAM is the most promising due to its lower power consumption and higher density.
The history of ReRAM goes back to 1971, when Leon Chua predicted the existence of this device [7] . However, ReRAM was not experimentally created until 2008 by the HP Labs [51, 56] . ReRAM's resistance switch depends on the time integral of current across its terminals. Therefore, ReRAM can keep its resistance without electrical current, which makes it suitable as nonvolatile memory. ReRAM cells can be built into a crossbar structure without access transistors to reach extremely high density due to their nonlinearity. Moreover, multiple layers of crossbars can be stacked together through 3D integration technology to achieve even higher density [22, 58] . Recently, Micron and HP have developed crossbar ReRAM prototypes for main memory systems [9, 16] . Intel and Micron have also announced that 3D crossbar technology has been applied to 3D XPoint memory [18] .
Although the crossbar structure is effective building high-density ReRAM arrays, it also faces some serious challenges in terms of performance, reliability, and energy consumption. First, the crossbar structure causes an IR drop problem due to wire resistance and sneak currents. As the size of arrays becomes larger, the magnitude of IR drops increases obviously. Unfortunately, when the IR drop reaches a certain value, the voltage applied on the ReRAM cells will be too small to perform a reliable write or read. Moreover, the switching time of an ReRAM cell is exponentially inversely proportional to the voltage applied on the cell. So the IR drop problem significantly increases the switching time of ReRAM cells. Furthermore, the IR drops of ReRAM cells are various in a crossbar array, which causes nonuniform access latency in ReRAM memory banks. Second, without access transistors in the crossbar structure, writing an ReRAM cell may affect the resistances of other cells sharing the same wordline and bitline. The effect is accumulative for a series of write operations and may eventually result in data corruption, which greatly reduces the reliability of ReRAM arrays [11, 24] . This effect is referred to as write disturbance. Third, the access latency, reliability, and energy use of a crossbar array are significantly influenced by the data patterns during a write operation, especially for a multiple-bits writing crossbar array. Due to the nonlinearity of ReRAM cells, writing more 0s into a crossbar array increases the access latency but also benefits reliability and energy use. Writing more 1s into a crossbar array reduces the access latency but harms reliability and energy use. To make ReRAM more suitable for the main memory system, we have to mitigate the IR drop problem, address the write disturbance, leverage the nonuniform access latency in ReRAM memory banks, and optimize the data patterns involved in a write operation. In this article, we propose a novel Circuit-Architecture Co-optimization Framework (CACF) for improving the performance, reliability, and energy consumption of a ReRAM-based main memory system. The contributions of this article include:
• At the circuit level, we propose a Double-Sided Write Driver (DSWD) design to reduce the IR drops along bitlines by applying write drivers at both sides of bitlines and selectively activating the write drivers. • At the circuit architecture level, we analyze the differences between the RESET disturbance and SET disturbance. The analysis results show that it's nearly impossible for a SET operation to result in data corruption, and we only need to address the RESET disturbance to achieve high reliability and low overheads. Then we propose a RESET Disturbance Detection Scheme (RDDS) to address the write disturbance and build a compact probability model to show the effect of process variation on RESET disturbance.
• At the architecture level, we divide each 8-bit writing crossbar array into multiple regions according to the nonuniform access latency in ReRAM banks and then remap the hot data to fast regions and remap the cold data to slow regions, which efficiently reduces the access latency. Then we propose a 1-dominated flip scheme in the fast regions to further reduce the access latency and propose a 0-dominated flip scheme in the slow regions to improve the reliability and energy consumption of ReRAM arrays.
The remainder of this article is organized as follows. Section 2 describes the background of ReRAM and motivations of our design. Section 3 presents the DSWD circuit design. Section 4 describes the RDDS scheme at the circuit architecture level. Section 5 describes the region partition with an address remapping method and two flip schemes at the architecture level. Section 6 presents the CACF design. Section 7 shows the experimental results and hardware overheads. Section 8 describes the related work, and Section 9 concludes our work.
PRELIMINARIES AND MOTIVATION

ReRAM Cell Structure
A ReRAM cell has a very simple structure consisting of a metal-oxide layer sandwiched between a top metal electrode and a bottom metal electrode, as shown in Figure 1 . The state of a ReRAM cell is represented by the resistance value of the cell. The resistance range of a ReRAM cell is divided into three regions, as shown in Figure 1 (e). The High-Resistance State (HRS) and LowResistance State (LRS) are used to denote logic 0 and logic 1, respectively. Any resistance that falls in the marginal region is considered unreliable in distinguishing logic 0 and logic 1. By applying an external voltage with specified polarity, magnitude, and duration to ReRAM cells, the resistance states of ReRAM cells can switch between HRS and LRS. For ReRAM cells, switching from LRS to HRS is defined as a RESET operation, and switching from HRS to LRS is defined as a SET operation. According to the switching behaviors, ReRAM can be classified into unipolar and bipolar ReRAMs. For a unipolar ReRAM cell, resistance switching is only related to the magnitude and duration of the external voltage applied to the cell, resulting in difficulty in controlling SET, RESET, and read operations. On the other hand, for a bipolar ReRAM cell, RESET and SET operations require different voltage polarities. In this work, we focus on the bipolar ReRAM cell because it has a better operating margin and it is more commonly used in crossbar memory. For the bipolar ReRAM cell, the material of the top electrode layer usually has the active characteristic, such as Ti, whereas the material of the bottom electrode layer is usually inactive, such as Pt. During a SET operation (Figure 1(a) ), with positive voltage (V set ) applied on the top electrode layer, the oxygen ions drift to the anode layer and a lot of oxygen vacancies are left in the metal-oxide layer. Then the Conductive Filaments (CFs) are generated and the state of the ReRAM cell switches to LRS, which is shown in Figure 1 (b). During a RESET operation (Figure 1(c) ), with the negative voltage (−V r eset ) applied on the top electrode layer, the oxygen ions are forced back to the metal-oxide layer and they combine with oxygen vacancies. Then the CFs are cut off and the state of the ReRAM cell switches to HRS, as shown in Figure 1 (d).
ReRAM Array Structure
Generally, a ReRAM array structure can be classified into two types: a 1T1R grid structure and a crossbar structure. In the 1T1R grid structure, each cell has a dedicated MOSFET transistor and can be accessed independently without disturbance. However, since the size of a MOSFET transistor is typically much larger than that of an ReRAM cell, the total area of ReRAM arrays is primarily dominated by MOSFET transistors rather than ReRAM cells. Hence, these transistors tremendously increase the area and cost. For example, a 1T1R ReRAM prototype has been constructed with a cell size of 15F 2 [45] and another prototype of HfOx-based ReRAM, which is also built with 1T1R structure, has a cell size of 9.5F 2 [48] . In the crossbar structure (Figure 2(a) ), all cells are interconnected to each other without transistors, and a cell only occupies an area of 4F 2 , which is the smallest theoretical size for a single-layer memory structure. Therefore, in a highly costconscious memory market, the crossbar structure is more suitable for ReRAM-based main memory.
To write (RESET and SET) a ReRAM cell in the crossbar array, the wordline and bitline connected to the cell should be selected with the proper potential. In addition, the unselected wordlines and bitlines are set to a certain voltage to avoid disturbing other cells in the array. A Half-Wordline Half-Bitline (HWHB) write scheme is widely adopted for the crossbar array [59, 60, 67] . With HWHB, when a RESET operation is performed, the selected bitline is applied with a full voltage V wr ite, the selected wordline is grounded, and all of the unselected wordlines and bitlines are half biased at V wr ite /2. As shown in Figure 2(b) , the cell applied with full voltage is called a full-selected cell, while the other cells on the selected wordline or bitline are called half-selected cells. The cells on the unselected wordlines or bitlines are called unselected cells. Since there are no access transistors to isolate ReRAM cells in the crossbar structure, activating the selected wordline and bitline(s) will result in current flowing across half-selected cells. These currents are commonly referred to as sneak currents. The sneak currents aggravate the IR drop problem, which increases the access latency and reduces the reliability of ReRAM arrays. To decrease the sneak currents, many recent ReRAM prototypes employ a dedicated selector in each cell to improve the nonlinearity of ReRAM cells [23, 36] . In our work, we also model the crossbar ReRAM with a selector in each cell (the structure is also called 1S1R). When a SET operation is performed, the selected bitline is grounded, the selected wordline is biased at V wr ite , and all of the unselected wordlines and bitlines are halfbiased at V wr ite /2. However, even with the HWHB write scheme, the sneak currents still exist due to the V wr ite /2 voltage across these half-selected cells. To read a cell in the crossbar array, the selected wordline is biased at V r ead and all the other wordlines and bitlines are grounded. Then the current in the selected bitline is sent to the sense amplifiers to determine the value of the stored bit.
Write Disturbance
Actually, there are many fault types in crossbar ReRAM, such as retention failure, stuck-at-fault, write disturbance, and the like. The retention failure of ReRAM is an abrupt resistance drop of the HRS cell (HRS failure) or a sudden resistance increase of the LRS cell (LRS failure), which results from the random generation of oxygen vacancies and the recombination of oxygen vacancies with oxygen ions. The stuck-at-fault ReRAM is caused by excessive voltage applied on the selected cells, which results in endurance degradation. The retention failure and stuck-at-fault also appear in other memories, and many techniques have been proposed to solve these problems, such as Hamming code [13] , BCH code [20] , SEC-DED code [17] , Error-Correcting-Pointer [46] , Dynamically Replicated Memory [19] , SAFER [47] , and more. These techniques can potentially be applied in ReRAM to address retention failure and stuck-at-fault. However, the write disturbance in a crossbar ReRAM is much more serious than that in other memories because there are no access transistors to isolate ReRAM cells in the crossbar structure. In addition, the process variation of ReRAM is more complicated than that of other memories [69] , which significantly alters the disturbing effect among ReRAM cells. Therefore, in this article, we focus on the write disturbance in crossbar ReRAM.
As described in Section 2.2, even with an HWHB write scheme, the half-selected cells are still biased at V wr ite /2, which can affect their resistances. Unfortunately, the effect is accumulative for a series of write operations and may eventually result in data corruption. This effect is referred to as write disturbance. Note that the effect can be disturbing or healing based on the written logic and the logic stored in the half-selected cells [11] . If a ReRAM cell R stores a logic 1, writing a logic 0 (logic 1) into one of the cells sharing the same wordline or bitline shifts R's resistance toward logic 0 (logic 1), weakening (strengthening) the stored logic of R. If R stores a logic 0, writing a logic 0 (logic 1) into one of the cells sharing the same wordline or bitline shifts R's resistance toward logic 0 (logic 1), strengthening (weakening) the stored logic of R. In other words, performing a RESET operation only disturbs the half-selected cells with logic 1 (called RESET disturbance), and performing a SET operation only disturbs the half-selected cells with logic 0 (called SET disturbance). Figure 3 shows the differences between the RESET disturbance for the half-selected cells with logic 1 and the SET disturbance for the half-selected cells with logic 0. Note that the half-selected cells with logic 0 have extremely small currents due to their high resistances. Moreover, the SET latency is very short. The resistance switch of a ReRAM cell depends on the time integral of current across its terminals. Therefore, during a SET operation, the resistance switches of the half-selected cells with logic 0 are negligible. In other words, it's nearly impossible for a SET operation to result in data corruption. On the other hand, during a RESET operation, the currents of the half-selected cells with logic 1 are much larger and the RESET latency is also much longer. The RESET disturbance significantly switches the resistances of the half-selected cells with logic 1. Therefore, for high reliability and low overheads, we only need to address the RESET disturbance.
Motivation
ReRAM is an asymmetric memory whose write latency is much longer than read latency and RE-SET latency is much longer than SET latency. So the RESET operation becomes the performance bottleneck. In addition, the RESET latency of a ReRAM cell is exponentially inversely proportional to the voltage applied on the cell. The relationship between RESET latency t and the voltage drop across the cell V d can be expressed as an equation: t × e kV d = C, where k and C are fitting constants from experiments [29] . Therefore, the reduction of V d resulting from the IR drop problem significantly increases RESET latency. More seriously, if the V d is too small, the state of the ReRAM cell may fail to change, and it may cause a write failure. Increasing the output voltage of the write driver directly doesn't work because the V wr ite /2 applied on half-selected cells increases with the larger V wr ite , and the half-selected cells may suffer from more serious write disturbance. To construct an efficient and reliable ReRAM-based main memory system, we should keep the V d large enough without corrupting the data stored in other cells.
The Double-Sided Ground Biasing (DSGB) design [60] is a state-of-the-art circuit design to decrease IR drops in crossbar ReRAM. DSGB applies another ground on the other side of the selected wordline, reducing the IR drops along wordlines. However, the IR drops along bitlines during the RESET operation are always ignored. In fact, the IR drops along bitlines account for a large proportion as the size of ReRAM arrays becomes larger. Therefore, it's urgent to design a ReRAM circuit to reduce IR drops along bitlines.
Moreover, the write disturbance always exists in ReRAM arrays and significantly reduces their reliability. However, in previous works, the write disturbance is not discussed or excessively considered. In these researches [54, 60, 65, 67] , the write disturbance in ReRAM arrays results in suboptimal reliability. On the other hand, in Ghofrani et al. [11] , the RESET disturbance and SET disturbance are equally treated. Additional storage and time overheads are required to address the SET disturbance. In this situation, the write disturbance is excessively considered, resulting in extremely high overheads. In fact, it's nearly impossible for a SET operation to result in data corruption, and we only need to address the RESET disturbance for the high reliability and low overheads.
Furthermore, in a crossbar array, rows near the write driver have lower wire resistances along bitlines than rows far from the write driver. This means that rows near the write driver have fewer IR drops than rows far from the write driver, as shown in Figure 4 . In other words, rows near the write driver have shorter write latency, and rows far from the write driver have longer write latency, which causes nonuniform access latency in ReRAM memory banks. However, in most ReRAM designs, the write latency is pessimistically referred to the worst-case latency of the farthest cell from the write driver, which seriously decreases performance.
Finally, data patterns during a write operation have a significant influence on the access latency, reliability, and energy use of a crossbar array, especially for a multiple-bits writing crossbar array. Due to the nonlinearity of ReRAM cells, writing more 0s into the crossbar array significantly increases the access latency. For the sake of performance, we should ensure that fewer 0s are written into the crossbar array during a write operation. On the other hand, when the crossbar array writes more 0s, more ReRAM cells are in high resistance states and the sneak currents will be significantly reduced according to Ohm's Law, which improves the reliability and energy use of the crossbar array. However, previous designs have never systematically considered the data patterns for the access latency, reliability, and energy use of ReRAM arrays.
THE CIRCUIT LEVEL OPTIMIZATION
To reduce IR drops along bitlines, we propose a Double-Sided Write Driver (DSWD) circuit design for crossbar arrays. Different from the conventional design, DSWD applies additional write drivers and sense amplifiers for the top and bottom level crossbar arrays in ReRAM banks, as shown in Figure 5 . DSWD guarantees that each crossbar array has the same number of write drivers at both sides of bitlines. These write drivers are called the top write drivers and the bottom write drivers according to their sides. During a RESET operation, if the selected wordline is in the upper half of the crossbar array, we enable the top write drivers. Otherwise, we enable the bottom write drivers. The options of write drivers can be implemented through a simple selection circuit. In the DSWD Resistance of a LRS cell 160K Ω design, write drivers and sense amplifiers between adjacent crossbar arrays are shared, as in the conventional design. Therefore, just the top and bottom level crossbar arrays need additional write drivers and sense amplifiers in the DSWD design. In addition, data parallelism has been maintained through alternately activating different level crossbar arrays. To quantitatively show the advantages brought by DSWD, we build a detailed circuit model for the 1024 × 1024 crossbar array following Kirchhoff's Current Law [41, 54, 59 ], and we model a 1Gb ×8 ReRAM chip architecture with a DDR3-compatible interface. A rank is composed of 8 banks, and each bank has 1024 mats (a mat is a 1024 × 1024 crossbar array), where the 1024 mats form a 32 × 32 matrix. In our work, we take the 8-bit writing scheme as an example rather than a single-bit writing scheme because the 8-bit writing scheme is more energy efficient [60] . Table 1 shows the key parameters obtained from HfOx-based cells [29] and IBM's MIEC device [2] . The latency of the worst-case eight cells which are furthest from the row decoder is measured as the RESET latency of each row. The worst-case eight cells of each row are shown in Figure 5 . The RESET latency of the worst-case eight cells can be classified into eight categories according to the number of 0s written into the row. When all the worst-case eight cells write 0s, the RESET latency is the worst. To verify the DSWD design, we perform a RESET operation for the worst-case eight cells of each row in our model. The relationship of voltage drops and the worst-case RESET latency of each row in the crossbar array is shown in Figure 6 . The results show that rows over 512 in the DSWD design have much larger voltage drops than the conventional design (without DSWD). In the conventional design, the worst-case row is row 1024 and the worst-case voltage drop is too small to perform a reliable write operation for a 1024 × 1024 crossbar array. However, with the DSWD design, the worst-case row is row 512 and the length of the IR drop path along bitlines is significantly reduced for the rows over 512. Therefore, DSWD provides larger voltage drops for cells over row 512, improving the access latency and reliability of these cells.
However, DSWD also brings hardware overheads because it requires additional write drivers and sense amplifiers for the top and bottom level crossbar arrays, thus reducing the area efficiency. Fortunately, only the write drivers at one side of bitlines are enabled at the same time in the DSWD design. DSWD doesn't cause additional energy consumption compared with the conventional design. Considering the great reduction in RESET latency, the additional overhead is completely acceptable.
THE CIRCUIT-ARCHITECTURE LEVEL OPTIMIZATION 4.1 RESET Disturbance Detection Scheme
As analyzed in Section 2.3, it's nearly impossible for a SET operation to result in data corruption. In order to improve reliability with low overheads, we only need to address the RESET disturbance, and we propose a RESET disturbance detection scheme called RDDS. In RDDS, we add the disturbance reference cells to detect the RESET disturbance. In a crossbar array, we select the cells on the first column and the cells on the top and bottom rows as the disturbance reference cells. During a RESET operation, the disturbance reference cell on the selected row is called a Selected-Row Disturbance Reference Cell (SRRC), and the disturbance reference cells on the selected columns are called Selected-Column Disturbance Reference Cells (SCRCs), as shown in Figure 7 . Based on the DSWD design, if the selected cells are in the upper half of the crossbar array, the SCRCs on the top row suffer the worst-case sneak currents and write disturbance on these selected columns. Otherwise, the SCRCs on the bottom row suffer the worst-case sneak currents and write disturbance on these selected columns. That's why we select the cells on both top and bottom rows as the disturbance reference cells in our design.
The disturbance reference cells are ordinary ReRAM cells, and the only difference is that the user can't write these cells. In the RDDS scheme, the disturbance reference cells are initially set to logic 1, because the RESET operation only disturbs those cells with logic 1. The disturbance reference cells have two features. First, as their correct binary data are always logic 1, detecting the RESET disturbance for them becomes feasible. Second, a RESET operation disturbs them in the same way as it disturbs other half-selected cells with logic 1. It's worth noting that the SRRC and the SCRCs suffer the worst-case RESET disturbance during a RESET operation because they suffer the largest sneak currents and they are never written into logic 1 to recover to their initial resistance states. Unlike them, other half-selected cells with logic 1 may have been written into logic 1 through SET operations, which offsets the accumulated RESET disturbance. Therefore, as RESET cell0 (suppose that cell0, cell1, and cell2 are in the upper half of a crossbar array and on the same row). The gray area represents the resistance increment. Cell0's resistance increases to R H RS after the RESET operation. The SRRC and SCRC3 suffer the worst-case RESET disturbance. Cell1, cell2, and SCRC6 suffer relatively small RESET disturbance. (c) RESET cell1. Cell1's resistance increases to R H RS after the RESET operation. As cell0's resistance is already R H RS , the resistance state of cell0 is not changed. The SRRC and SCRC4 suffer the worst-case RESET disturbance. Cell2 and the SCRC7 suffer relatively small RESET disturbance. The RESET disturbance for cell2 and the SRRC is accumulative. (d) SET cell2. Cell2's resistance recovers to R LRS after the SET operation. We can observe that the SRRC always suffers the worst-case RESET disturbance on the selected row and the SCRCs always suffer the worst-case RESET disturbance on the selected columns.
long as the resistances of the SRRC and SCRCs stay in the correct range, the validity of the data stored in other half-selected cells with logic 1 can be guaranteed. The idea is illustrated in Figure 8 .
To avoid data corruption caused by the RESET disturbance, RDDS reads out the resistances of the SRRC and the SCRCs when a RESET operation is done. We use the high resolution comparators to read out the resistances of the SRRC and the SCRCs rather than their binary data, as shown in Figure 9 . RDDS compares the voltage of sense amplifiers (the voltage is inversely proportional to the resistance of the SRRC or SCRC, called V in ) with the reference voltage (V r ef ) which corresponds to the R LRS threshold. The comparison process can be presented as an expression:
where λ is a constant no smaller than the precision of the comparator.
In the RDDS scheme, when the SRRC is read and the readout of the comparator is no larger than λ, it means that the resistance state of the SRRC will be switched and the stored logic may be corrupted. To guarantee the validity of the data stored in half-selected cells, RDDS refreshes the whole LRS cells on the selected row through SET operations. Similarly, when the SCRCs are read and the readout of the comparator corresponding to a column is no larger than λ, all LRS cells on this column will be refreshed through SET operations. Therefore, the data corruption resulting from the RESET disturbance can be avoided through conditional refresh operations. Although RDDS addresses the RESET disturbance and improves the reliability of ReRAM arrays, it also causes additional read and refresh operations. Fortunately, in the RDDS scheme, the SRRC can be read through the half-biased voltage (V wr ite /2) during the RESET operation, saving read time and energy. Only two read operations are required to read the SCRCs on the top and bottom rows. In addition, the refresh operation in RDDS scheme is actually the SET operation and the SET operation is very fast, which causes low time overhead. In addition, the disturbance reference cells only cause 0.3% storage overhead. Compared with the conventional design, RDDS doesn't waste storage and time overheads addressing the SET disturbance. Therefore, RDDS addresses the write disturbance with extremely low overheads.
The Effect of Process Variation on RESET Disturbance
In our design, the number of consecutive RESET operations before corrupting the data of the half-selected cells is defined as the RESET Disturbance Tolerance (RDT). The refresh frequency in the RDDS scheme is determined by the smallest RDT and λ, and λ corresponds to the smallest RDT. If λ is too small, the refresh operation may not be triggered. If λ is too large, the refresh operation may be triggered too early, which increases the overheads of refresh operations. Note that without the disturbing effect of process variation, the cell on column 1 and row 512 suffers the worst-case RESET disturbance because its biased voltage is close to V wr ite /2 and the RESET latency of this row is the longest. Thus, the RDT of the cell is the smallest. To derive the smallest RDT, we continuously perform RESET operations on row 512 in our ReRAM circuit model. Then we compare the resistance of the cell on column 1 and row 512 with the R LRS threshold and acquire the smallest RDT. The results from our ReRAM circuit model show that without the disturbing effect of process variation, the smallest RDT is 245 and λ should be 77μV in the RDDS scheme.
However, due to process variation, the disturbing effect may differ among ReRAM cells, and the cell suffering the worst-case RESET disturbance may vary. In other words, considering process variation, the data of other half-selected cells may be corrupted before the data corruption of the disturbance reference cells. Our solution is to properly enlarge λ to trigger the refresh operation earlier in the RDDS scheme, which covers the disturbing effect of process variation. To show the effect of process variation on RESET disturbance, we build a compact probability model based on the cell-array interaction. We adopt the gap distance (l) to represent the state of a ReRAM cell and choose the increment of the gap distance (Δl) as a random variable in our model, which is similar to other works [12, 31] . For a RESET operation, Δl obeys lognormal distribution [31, 34] (ln (Δl)∼N(μ, σ 2 ) ). Then we get the expression Δl = Ca X , where X follows the standard normal distribution, C = e μ and a = e σ . Moreover, C depends on the amplitude (A) and width (Δt) of the voltage pulse applied on the ReRAM cell [32, 63] , and a is proportional to the gap distance (l) [10] . Therefore, we can also get two expressions: C = C 1 e k 1 A Δt and a = k 2 l + b, where C 1 , k 1 , k 2 , and b are fitting constants. Furthermore, the accumulative RESET disturbance of the cell j (Δl j sum ) can be expressed as Δl
, where i and n represent the RESET disturbance cycles. To simplify the calculations in our model, we assume that the waveform of the voltage applied on a given ReRAM cell is the same between cycles. We use Monte Carlo simulations to estimate the accumulative RESET disturbance distributions.
Each half-selected cell has an accumulative RESET disturbance distribution. We assume M j is the α-quantile of the cell j, and the relation between M j and α is shown in the expression P (Δl j sum < M j ) = α, where P represents the probability that the accumulative RESET disturbance of the cell j is smaller than M j . If α is very close to 100%, it can be assumed that the accumulative RESET disturbance will never exceed M j . Given α, the α-quantile of each half-selected cell can be estimated. We run Monte Carlo simulations with the key parameters in Table 2 . We take the cells on row 512 as the target because the RESET latency of this row is the longest and the disturbing effect of process variation on this row is the most serious. According to the distance to the row decoder, the cells on row 512 are respectively called Cell1, Cell2, Cell3, and so on. Figure 10 shows the accumulative RESET disturbance distributions of the eight cells near the row decoder (Cell1 to Cell8) on row 512 under the process variation. We argue that only these eight cells may suffer the worst-case RESET disturbance due to the extremely low probability of other cells having a larger accumulative RESET disturbance than Cell 1, such as 0.04% for Cell 9. The experimental results from Monte Carlo simulations show that, within 228 RESET disturbance cycles, the probability for Cell 1 to have the largest accumulative RESET disturbance is very close to 100%. In other words, considering process variation, the smallest RDT in the RDDS scheme decreases to 228. Then we calculate λ in our ReRAM circuit model. The results show that λ should be enlarged from 77μV to 82.7μV in the RDDS scheme to cover the effect of process variation on RESET disturbance.
THE ARCHITECTURE-LEVEL OPTIMIZATION 5.1 Region Partition and Address Remapping
To leverage the nonuniform access latency in ReRAM banks, we divide a crossbar array into multiple regions. We gather every 32 contiguous rows as a region, and each crossbar array is divided into 32 regions. Although it's technically possible to assign a different latency to each region, we adopt two types of regions to simplify our design: fast regions and slow regions, according to their access latencies. We gather the rows near the write driver as the fast regions and the rows far from the write driver as the slow regions, as shown in Figure 11 (a). The fast regions have shorter write latency, while the slow regions have longer write latency. The ratio of fast regions to slow regions is 1:3 in our design.
Considering the access hotspots in memory banks, we propose an efficient address remapping method to match the access hotspots with the nonuniform access latency in ReRAM banks. The address remapping method is implemented in the memory controller and it contains three stages: Original Physical Address (OPA) to Logic Region Number (LRN) to hot data identification and LRN to Physical Region Number (PRN), where OPA is the original physical address of a memory request before remapping. Figure 11(a) shows the detailed address remapping scheme.
1) OPA to LRN: We gather all 64 contiguous OPAs as a LRN. The data of a memory request are 64B, and the data of 64 OPAs are exactly 4KB. The data of a LRN are 4KB, and the data of a region in our design are also 4KB.
2) Hot data identification: We allocate a counter for each LRN to record the temperature according to its access frequency, where the read and write requests have the same weight. We calculate the temperature per time stamp, and the temperature of each LRN is divided by 2 after a time stamp. When the temperature of a LRN reaches the threshold, the data of the LRN are identified as hot data. Otherwise, the data of the LRN are identified as cold data.
3) LRN to PRN: We remap the LRN with hot data to the fast regions and remap the LRN with cold data to the slow regions. When the fast regions are full, we first migrate the data of fast regions with the lowest temperature to slow regions in the same crossbar array and modify the address remapping table. After data migration in the same crossbar array, if the highest temperature of slow regions in a crossbar array is higher than the lowest temperature of fast regions in another crossbar array, the data migration between fast regions and slow regions needs to move bulk data in multiple crossbar arrays, and the address remapping table also needs to be modified. To support direct bulk data movements between crossbar arrays, our proposed ReRAM architecture links neighboring crossbar arrays' bitlines together with isolation transistors, similar to that in Change et al. [3] .
1-Dominated Flip Scheme
Due to the nonlinearity of ReRAM cells, writing more 0s into a multiple-bits writing crossbar array significantly increases access latency. The number of "1" to "0" transitions (N i ) has an important influence on RESET latency, as shown in Figure 11(b) . So it's necessary to reduce the N i for better performance during a write operation. Flip schemes are commonly used in NVMs to decrease the write cost [38, 60] . In the basic flip scheme [60] , the new data are flipped if the number of 0s in new data is more than half, which reduces the N i for each write operation. However, in this scheme, the old data are completely ignored and the N i is not minimum, resulting in suboptimal performance. CAFO [38] is a state-of-the-art flip scheme to reduce the cost of servicing write requests. Differing from row-only flip schemes, CAFO flips all the rows and columns that incur a positive gain from the cost model, which can minimize the N i in a cache line. However, CAFO is not efficient in reducing the write latency of ReRAM arrays because all bits in a cache line are written into multiple crossbar arrays simultaneously, and the write latency is decided by the slowest crossbar array. Although CAFO can achieve the minimum N i in multiple crossbar arrays, it can't guarantee the minimum N i in each crossbar array. In addition, the storage overhead of CAFO is relatively high. Therefore, we abandon the previous flip schemes and propose a 1-dominated flip scheme (1-DFS) to reduce the N i in this work. 1-DFS contains three phases: read, analysis, and write. The algorithm of 1-DFS scheme is similar to our previous work [67] .
1) Read phase: 1-DFS leverages a read-before-write scheme to reduce the N i . 1-DFS first reads out the old data and the flip flag bit {D , F }.
2) Analysis phase: 1-DFS compares the new data and the default flip flag bit {D, F } with {D , F } and then records the N i and assigns the number to A. In addition, 1-DFS flips the new data and the default flip flag, and gets the flipped data and the new flip flag bit {D , F }. Then 1-DFS compares {D , F } with {D , F , } records the N i , and assigns the number to B.
3) Write phase: If A is bigger than B, write {D , F } into the crossbar array. Otherwise, write {D, F } into the crossbar array.
0-Dominated Flip Scheme
The reliability and energy of a crossbar array are also significantly influenced by the data patterns involved in a write operation. When a crossbar array writes more 0s, more ReRAM cells are in high resistance states and fewer sneak currents are produced, according to Ohm's Law. The IR drop problem in the crossbar array will be also mitigated, and write/read failure may be avoided. Moreover, as previous research indicates, in a crossbar array of size 100 × 100, only about 1% of the total energy is consumed by the full-selected ReRAM cell being accessed and about 97% of the energy is dissipated by the LRS half-selected cells [26] . In other words, when the crossbar array has more HRS cells, energy use will be significantly reduced. Therefore, writing more 0s into the crossbar array can efficiently improve reliability and energy consumption.
CAFO [38] can also be applied in ReRAM to increase the number of 0s written into the crossbar array. There is no doubt that CAFO can achieve the most 0s in multiple crossbar arrays where a cache line is written. However, CAFO may decrease the number of 0s in a certain crossbar array tRCD (48), tCL (15), tCWD (13), tFAW(50), tWTR(7.5), tWR (300) through row and column flips. In this case, CAFO may worsen the reliability and energy use of ReRAM arrays due to the nonlinearity of ReRAM cells. Considering the high overheads of CAFO, we abandon the CAFO flip scheme. In this work, we propose a 0-dominated flip scheme (0-DFS) to ensure more 0s are written into the crossbar array. 0-DFS only records the number of 0s in the new data. If the number of 0s in the new data is smaller than N/2, where N is the number of bits to write in a crossbar array, the new data will be flipped and written into the crossbar array with a flip flag bit "0". Otherwise, the new data will be directly written into the crossbar array with a flip flag bit "1". The algorithm of the 0-DFS scheme is similar to our previous work [67] .
CACF DESIGN
As Section 5.1 explains, the hot data are written into the fast regions and the cold data are written into the slow regions for the sake of performance. To achieve better performance, higher reliability, and lower energy consumption, we propose a novel circuit architecture co-optimization framework for ReRAM-based main memory system, called CACF. CACF not only mitigates the IR drop problem by the DSWD circuit design, but also addresses the write disturbance through the RDDS scheme at the circuit architecture level. At the architecture level, CACF leverages the nonuniform access latency in ReRAM memory banks through the region partition with a address remapping method. Then, CACF optimizes the data patterns involved in a write operation to simultaneously improve the access latency, reliability, and energy of ReRAM arrays. CACF actually implements a 1-DFS scheme in the fast regions and implements a 0-DFS scheme in the slow regions. CACF further reduces the access latency of fast regions through the 1-DFS scheme and improves the reliability and energy use of crossbar arrays through the 0-DFS scheme in the slow regions. Considering that hot data in the fast regions are sensitive to access latency, CACF can clearly optimize access latency and maximally improve performance for ReRAM-based memory system. In addition, the cold data in the slow regions are not sensitive to access latency, and it is suitable to implement the 0-DFS scheme in the slow regions. Therefore, CACF can efficiently improve the performance, reliability, and energy use of ReRAM-based main memory system.
EXPERIMENTAL RESULTS
Experiment Setup
To evaluate our work, we use GEM5 [1] simulator with NVMain [43] as our simulation platform. Table 3 shows the detailed configurations of our simulator. Most ReRAM-related memory timing parameters are derived from previous work [60] . The RESET latencies of fast and slow regions are respectively classified into eight categories according to the number of "1" to "0" transitions. We Table 4 . We run all the benchmarks for 500 million instructions to warm up caches and then run 1 billion instructions for our proposed design. We select the DSGB design [60] as the aggressive baseline. To quantitatively compare our flip schemes with CAFO [38] and the basic flip scheme [60] , we implement CAFO and the basic flip scheme in the fast regions to reduce the number of "1" to "0" transitions and also perform the two flip schemes in slow regions to increase the number of 0s written into crossbar arrays. To simulate the RDDS scheme, we add two read operations for each RESET operation and also add a refresh operation in our simulator when the number of RESET operations for a row or a column in a crossbar array reaches 228. To show the effects of different ratios of fast to slow regions on the same workload, we set different ratios of fast to slow regions for the same workload. The ratio of fast regions to all regions in a crossbar array is recorded as R in our experiments.
The Effect of R
To analyze the effects of different R values on the same workload, we set R = 1/8, R = 1/4, R = 1/2, and R = 3/4. Figures 12, 13, 14 , and 15 show the average memory access latency, IPC speedup, running time, and energy consumption with different R values for the zeusmp benchmark, respectively. For the zeusmp benchmark, when R is 1/4, our methods achieve the best performance and the lowest energy consumption. When R is 1/8, the size of fast regions is too small to match the hot data for the zeusmp benchmark, which results in suboptimal performance. As R becomes larger, the size and access latency of fast regions become larger. When R is 1/2 or 3/4, the size of fast regions is too large to match the hot data for the zeusmp benchmark, which increases the access latency. In addition, the results show that the performance of the LRR is worse than the RPAR when R is 1/8 because the size of slow regions is too large, and the 0-DFS scheme in slow regions causes a great performance loss for the LRR. But as R becomes larger, the performance loss becomes smaller. 
Memory Access Latency
To show system performance on nondeterministic workloads, we fix the value of R at 1/4 in our experiments. Figure 16 shows the average memory access latency for different workloads, and the results are normalized to the baseline. As shown in Figure 16 , the proposed techniques can efficiently reduce memory access latency. CACF reduces access latency by 22.4% compared with the baseline. 1-DFS achieves the lowest access latency because the whole crossbar array is optimal for it. The LRR has a 1.6% higher access latency than the 1-DFS because the 0-DFS scheme in slow regions causes more "1" to "0" transitions. But the LRR makes the crossbar array more reliable.
The Basic flip gets a 1.8% higher access latency than the LRR because our 1-DFS scheme achieves fewer "1" to "0" transitions compared with the basic flip scheme. Accordingly, our flip schemes can achieve lower access latency than the basic flip scheme with the same storage overhead (12.5%).
Although CAFO shows 1% more access latency reduction compared with the LRR, CAFO doubles the storage overhead (25%). Therefore, our flip schemes are more suitable for the ReRAM design. LRR gets 2.7% more access latency reduction than CACF because the RDDS scheme in CACF causes additional read and refresh operations. However, the CACF addresses the write disturbance and achieves higher reliability.
IPC Speedup
We use the Instructions Per Cycle (IPC) to evaluate system performance. Figure 17 shows the average IPC speedup for different design configurations. The results show that CACF achieves a 26.1% IPC improvement compared with the baseline. 1-DFS achieves the highest IPC because the whole crossbar array is optimal for performance. LRR gets a 3.5% higher IPC improvement than the Basic flip. CAFO only achieves a 1.7% higher IPC improvement compared with LRR. But CAFO doubles the storage overhead. Although CACF achieves 3.3% lower IPC improvement compared with LRR, CACF achieves higher reliability by applying the RDDS scheme.
Running Time
The running time of workloads is one of the key metrics to measure whole-system performance. As our design can efficiently reduce access latency, the running time of workloads can be also shortened. Figure 18 shows the average running time for different design configurations. The results show that CACF reduces the running time by 20.1% compared with the baseline. 1-DFS achieves a 1.6% greater running time reduction than LRR because the 0-DFS scheme in LRR increases access latency. But the 0-DFS scheme in LRR improves the reliability of ReRAM arrays. Basic flip and CAFO show 19.8% and 23.4% running time reductions, respectively, while LRR gets a 22.2% run- ning time reduction. LRR achieves a 2.1% greater running time reduction than CACF because the RDDS scheme in CACF increases access latency. But LRR has lower reliability without addressing the write disturbance.
Energy Consumption
The 0-DFS scheme ensures more 0s written into the crossbar array, which efficiently decreases sneak currents and energy consumption. In addition, reducing the access latency helps to decrease energy consumption. Figure 19 shows the average energy consumption for different design configurations. The results show that CACF reduces energy consumption by 21.6% compared with the baseline. 1-DFS has the highest energy consumption because the 1-DFS scheme in the whole crossbar array causes more 1s to be written into the crossbar array and significantly increases the sneak currents. Basic flip, LRR, and CAFO achieve relatively low energy consumption because the flip schemes in slow regions increase the number of 0s and reduce sneak currents. The Basic flip achieves a 1.7% higher energy consumption compared with LRR, and CAFO only achieves a 0.2% lower energy consumption than LRR. Although CACF shows a 3% higher energy consumption than LRR, CACF is more reliable by addressing the write disturbance.
Comparison with DRAM and PCM
We compare the CACF ReRAM design (CACF_ReRAM) with the DDR3 DRAM and PCM designs in terms of performance. We also model a baseline ReRAM design (DSGB_ReRAM) [60] for comparison. The DRAM-and PCM-related memory timing parameters are derived from Micron's DDR3 technical specifications [8] and Lee's work [30] , respectively. The detailed parameters of DRAM and PCM are shown in Table 3 . Figure 20 shows the performance comparison among different memory technologies, and the results are normalized to the DRAM design. The results show that the average performance degradation for the CACF_ReRAM is only 9.3% compared with DRAM. However, PCM is much slower than DRAM, with an average performance degradation of 36.2%, which results from the long-latency SET operations of PCM. Both the DSGB_ReRAM and CACF_ReRAM outperform the PCM design. Therefore, relative to PCM, ReRAM can achieve much better performance, whereas, compared with DRAM, ReRAM can significantly benefit from its large capacity, low cost, and nonvolatility with an insignificant performance penalty.
Hardware Overhead
In the DSWD design, write drivers and sense amplifiers between adjacent crossbar arrays are shared, as shown in Figure 5 . Only the top and bottom level crossbar arrays need additional write drivers and sense amplifiers. In other words, with the DSWD design, the area remains the same at the nanocrossbar layers and shared peripheral circuitry but differs at the top CMOS layers of the top-level crossbar arrays and the bottom CMOS layers of the bottom-level crossbar arrays in a ReRAM bank. To clearly show the area overhead of DSWD, we take the number of transistors as the unit of measure. In our design, a cross-coupled inverter latch-sense amplifier requires seven CMOS transistors per nanowire, and the voltage buffer needs four CMOS transistors per nanowire.
In the conventional M × N crossbar ReRAM bank, the CMOS peripheral circuitry on bitlines costs In the RDDS scheme, 1024 × 3 − 2 disturbance reference cells are needed, and the total number of ReRAM cells in a crossbar array is 1026 × 1025. Therefore, the disturbance reference cells cause a 0.3% storage overhead. In addition, the comparators used to read out the resistances of the disturbance reference cells cause some hardware overheads. In our design, a comparator detects at least 228 levels, and an 8-bit resolution comparator is required. The 8-bit resolution comparator costs 168 transistors [61] , and 8 comparators are needed in each crossbar array. In a ReRAM bank, 168 × 8 × 1024 transistors are required for the comparators in the RDDS scheme. The number of transistors in the other CMOS peripheral circuitry in a ReRAM bank is 11 × 1024 × 32 × 33 + 4 × 1024 × 1024. Therefore, the comparators in the RDDS scheme cause a 8.6% peripheral circuitry overhead.
In the region partition with address remapping method, the address remapping table causes storage overhead. In our design, a rank is 1GB and a PRN is 4KB. So there are 256K PRNs in a rank, and loд 2 256K × 256K bits are required. An additional 14 bits are required to count the temperature for each LRN, and 14 × 256K bits are needed. Therefore, for a 1GB memory rank, the region partition with address remapping method incurs 1MB storage overhead. In addition, to support direct bulk data movements between crossbar arrays in a ReRAM bank, 1024 × 32 × 33 isolation transistors are required to link neighboring crossbar arrays' bitlines together, which causes a 6.7% peripheral circuitry overhead. In the 1-DFS and 0-DFS schemes, every 8 bits require a flip flag bit, causing a 12.5% storage overhead.
RELATED WORK
Related Circuit-Level Optimization in Memory Technologies
Circuit level optimization usually brings great benefits for memory technologies, and numerous works focus on circuit-level optimization. Talati et al. [53] proposed a novel ReRAM design called transpose memory to improve the logic functionality of crossbars by applying sense amplifiers on both wordlines and bitlines. Different from the transpose memory, DSWD is used to reduce the IR drops along bitlines by adding additional write drivers and sense amplifiers on the other side of bitlines. Therefore, both the structures and functions of transpose memory and DSWD are different. In addition, in transpose memory, to access the array from different directions simultaneously, all the peripheral circuitry of the selected crossbar array needs to be activated, which increases energy consumption compared with the conventional design. In DSWD, only the write drivers on one side of the bitlines of the selected crossbar array are activated, and no additional energy consumption is caused compared with the conventional design. Xu et al. [60] proposed the DSGB ReRAM design by applying another ground on the other side of the selected wordline. DSGB reduces the IR drops along the selected wordline and improves the worst-case RESET latency. This is different from DSWD, which reduces the IR drops along bitlines. Transpose memory and DSGB can be well applied in ReRAM in conjunction with DSWD. Zhao et al. [68] mitigated the IR drop problem in the 1TnR structure by reorganizing the peripheral circuitry and changing the directions of wordlines and bitlines. Shevgoor et al. [49] optimized the read operation in crossbar arrays through a novel sample and hold circuit. Different from these two works, our proposed techniques aim to optimize the write operation in the crossbar structure.
Leveraging the Asymmetric Access Characteristics in Memory Technologies
The region partition with address remapping method is motivated by the asymmetric access characteristics in ReRAM banks. By remapping hot data to fast regions, our method leverages the nonuniform access latency in ReRAM banks and improves the performance of ReRAM-based memory systems. Based on the observation that programming different states into an MLC ReRAM cell costs different latency and energy, Niu et al. [42] proposed Incomplete Data Mapping (IDM). By eliminating certain high-latency and high-energy states, IDM improves the performance and energy use of MLC ReRAM. But this mechanism can't be applied in our design because our proposed techniques are based on the SLC ReRAM.
In other memory technologies, there are many works improving performance by leveraging the asymmetric access characteristics. The asymmetric access DRAM has been proposed by various works [3, 28, 37, 50] . CHARM [50] introduced the asymmetric-subarray DRAM by designing some fast banks with shorter bitlines for faster data sensing and closer placement to the chip I/O for faster data transfers. Based on the asymmetric-subarray DRAM, Lu et al. [37] achieved lightweight row migration by exploiting shared sense amplifiers between neighboring subarrays. Lee et al. [28] proposed the asymmetric access TL-DRAM by splitting each long bitline into fast and slow segments through an isolation transistor. LISA [3] links neighboring subarrays' bitlines together with isolation transistors to make data movement across subarrays fast and energy-efficient. In these works, by allocating hot data to fast subarrays/rows, the asymmetric access DRAM significantly improves performance. Although the asymmetric access DRAM resembles our techniques, the two are fundamentally different. The asymmetric access DRAM requires additional manufacturing processes, while the asymmetric access characteristics in ReRAM are inherent due to the IR drops. In addition, the asymmetric access DRAM maps frequently accessed pages to the fast subarrays/rows using the OS or uses the fast subarrays/rows as a cache, which can't adapt to the dynamic changes in the hot dataset or loses the total capacity. Different from these works, our techniques introduce heterogeneous timing parameters into the memory controller and offer better adaptivity to dynamic changes in the hot dataset. Chang et al. [4] exploited the latency variation of DRAM caused by irregularity in the manufacturing process. Yoon et al. [62] proposed an asymmetric page mapping method for MLC PCM to map read-intensive pages to a fast-read/slow-write (FR) region and write-intensive pages to a slow-read/fast-write (FW) region. Different from these studies, our proposed techniques focus on the latency variation caused by the IR drop problem in the SLC ReRAM.
Flip Schemes in Memory Technologies
Flip schemes are commonly used in memory technologies to reduce write costs. Xu et al. [60] proposed a basic flip scheme for the multiple-bits writing crossbar array to reduce the number of "1" to "0" transitions during a write operation. In this scheme, the new data are flipped if the number of 0s in new data is more than half. However, the old data are ignored in this scheme and the number of "1" to "0" transitions is not minimum, resulting in suboptimal performance. Different from the basic flip scheme, 1-DFS takes the old data into account and achieves fewer "1" to "0" transitions. Maddah et al. proposed [38] a state-of-the-art flip scheme (CAFO) to minimize the write cost by flipping all the rows and columns that incur a positive gain from the cost model. Different from CAFO, 1-DFS is a row-only flip scheme, and the storage overhead of 1-DFS is half that of CAFO. In addition, CAFO is not much more effective than our 1-DFS scheme in reducing the write latency of ReRAM arrays because all bits in a cache line are written into multiple crossbar arrays simultaneously, and the write latency of a cache line is determined by the slowest crossbar array. Although CAFO can achieve the minimum "1" to "0" transitions in multiple crossbar arrays, it can't guarantee the minimum "1" to "0" transitions in each crossbar array.
Other flip schemes have been proposed to reduce the write cost of PCM. Flip-N-Write [6] flips the new data if the number of different bits is more than half compared with the old data. Two-stagewrite [64] takes the PCM write properties into account based on Flip-N-Write. Three-stage-write [33] combines Flip-N-Write with two-stage-write to further reduce PCM write latency. Flip-Min [21] encodes each possible input data vector into 256 different vectors through an inverted (72, 64) Reed Muller code and selects the vector with the least number of bit flips to write. Han et al. [14] introduced Flip-N-Write, Flip-Min, and CAFO flip schemes and compared the performance of these flip schemes in terms of bit flip-reduction rate and lifetime improvement. All these works only use a kind of flip scheme in the whole memory array to reduce the write cost. Different from these works, our techniques apply different flip schemes in suitable regions of the memory array to optimize the data patterns, which simultaneously improves the performance, reliability, and energy use of ReRAM arrays.
Related Reliability Improvement in Memory Technologies
The memory reliability is very important, and many works focus on reliability improvement in memory technologies. Ghofrani et al. [11] proposed a solution to the write disturbance of ReRAM by applying asymmetric voltages for disturbance confinement and restoring weakened data on wordlines. However, the solution causes extremely high overheads because applying asymmetric voltages for crossbar arrays is not energy efficient, and solving the SET disturbance causes unnec-essary storage and time overheads. Different from this solution, RDDS only addresses the RESET disturbance in crossbar arrays with symmetric voltages, which achieves high reliability and low overheads. In addition, RDDS detects the write disturbance on both wordlines and bitlines, providing higher reliability for ReRAM arrays.
Other works have introduced ways to address other fault types of ReRAM. Chen et al. [5] identified the key parameters controlling retention in H f O 2 ReRAM cells and achieved significant improvement in retention by applying a thermal budget to process flow. Xu et al. [59] proposed an error-resilient architecture by using ECC to correct retention failure and applying hard-error tolerating technique (such as ECP [46] or DRM [19] ) to address stuck-at-fault. Zheng et al. [69] proposed a multiple-program-and-verify method to detect the pseudo-hard error and then recovered the error by increasing the voltage amplitude or the write pulse width. These mechanisms address other fault types of ReRAM and can be applied in conjunction with our techniques.
Other memory technologies also suffer from reliability problems, and many techniques have been proposed to improve reliability. Wen et al. [55] proposed a content-dependent ECC (CD-ECC) in STT-RAM to achieve balanced error correction in both bit-flipping directions. Seong et al. [47] proposed SAFER to recover a multi-bit stuck-at-fault error. By dynamically partitioning a data block and ensuring at most one failed bit in each partition, SAFER recovers multi-bit stuck-at-fault errors with single bit error correction techniques. These works and others [19, 46] primarily focus on addressing retention failure and stuck-at-fault in PCM and STT-RAM. Both can potentially be used in ReRAM in conjunction with our techniques.
CONCLUSION
In this article, we propose a novel circuit architecture co-optimization framework (CACF) for improving the performance, reliability, and energy consumption of ReRAM-based main memory systems. At the circuit level, the double-sided write driver design is proposed to mitigate the IR drop problem of the crossbar structure. At the circuit architecture level, a RESET disturbance detection scheme is presented to address the write disturbance for the high reliability and low overheads. At the architecture level, the region partition with address remapping method is proposed to leverage the nonuniform access latency in ReRAM banks. We also propose a 1-dominated flip scheme in the fast regions to reduce access latency and propose a 0-dominated flip scheme in the slow regions to improve reliability and energy use of ReRAM arrays. The experimental results show that CACF achieves 26.1% system performance improvement, 22.4% memory access latency reduction, 20.1% running time decrease, and 21.6% energy consumption reduction on average over an aggressive baseline. Meanwhile, CACF significantly improves the reliability of ReRAM-based memory system.
