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Abstract 
For the passengers monitoring requirements of rail subway and public places, this paper presents a method which can 
detect passengers based on regional characteristics of human head. The method uses adaptive background updating 
algorithm to establish a background model. Then the target area can be extracted and marked by background 
difference method. According to the matching degree and refusing degree of the target area, human head can be 
identified. This method has excellent performance of real-time, and requires little computational cost. At the end, 
simulation results show correctness and effectiveness of the method proposed in this paper. 
© 2011 Published by Elsevier Ltd. 
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1. Introduction 
Intelligent Video Surveillance [1] based on Computer Vision technology has become a hotspot in 
recent research. Due to the important application of pedestrian detection from videos in Intelligent Video 
Surveillance research, it draws many researchers’ attention. The pedestrian detection systems (PDSs) [2] 
can detect pedestrians of the test area in real time. Currently, the PDSs are widely used in passenger 
traffic surveillance, and play an important role in public safety management and safety precaution. 
For target detection algorithm, there are two categories: target detection algorithm based on motion 
and target detection algorithm based on static images. Target detection algorithm based on motion mainly 
consists of background difference method [3], the frame difference method [4], and optical flow method 
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[5]. As background difference method is widely used in actual system. The main difficulty of this method 
is to build and update the background model. For target detection algorithm based on static images, it 
mainly based on human body model or statistical learning. In the actual application system, as the shape 
and color features of head is more fixed than other parts of the body features relatively, head statistics is 
usually used to pedestrian detection. Camera is always used to take pictures from top to down, so the 
human head is similar to a circular target. It is therefore that the Pedestrian detection task is attributed to 
the circular targets detection. There are many algorithms for circular targets detection. Teh-Chuan Chen 
[6] adopts the method that by selecting four edge points randomly to determine whether there is a circle 
target. The disadvantage of this method is not suitable for noisy environments. And the detection is slow. 
Fuzzy C-Means clustering method [7] needs to determine the number of clusters at first, and thus it is 
difficult to apply in these scenes when there are so many   random variations. Hough Transform (HT) 
method [8] is commonly used in the circular object detection, but its real-time performance is poor, and 
need a lot of memory space. Randomized Hough transform (RHT) [9], Hough transform based on 
gradient information (GHT) [10] and other improved Hough transform algorithms are susceptible to noise, 
So the real-time and accuracy are difficult to be guaranteed. The method of combining HOG algorithm 
[11] and SVM [12] classifier has a good result of pedestrian detection. However, its feature extraction is 
so complex that makes the method very slow. So it is very difficult to meet the needs of practical 
application systems. 
This paper adopts a new method which has combined the features of motion information and head to 
achieve pedestrian detection from videos. The method can be divided into three steps: first, target area 
extraction. In order to improve the accurate of identifying head, the target area should be extracted as 
small as possible; second, head identification; third, optimization. The result can be optimized by adaptive 
threshold adjustment and background update, which greatly improved the efficiency of pedestrian 
detection in real-time side and computational cost side. The details are described in following sections. 
2.  Algorithm theory 
The passenger detection algorithm can be divided into two phases: the target area extraction stage and 
head identification stage. In the target area extraction stage, we use background difference algorithm, an 
adaptive background updating model for background modelling, and dynamic threshold algorithm to get 
the binary image. 
Head identification stage, we mainly search for a match and identify the head at different scales，in 
the target area which is made out by motion detection,  determined head information by matching and 
refused degrees in the region, and mark the area to be pedestrian information. Algorithm structure is 
shown in Figure 1. 
Fig. 1.  The basic framework of the algorithm 
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3. Target area extraction 
Target area extraction is to use the target detection technology, and extract all possible areas of people 
in video frames, in order to identify the head more accurately in the later stages. In this paper, we use the 
background difference algorithm for target detection and extract the target area.  
In this paper, we assume A and B, respectively the video frame and the background image. T expresses 
the threshold algorithm used. The threshold T obtained by the dynamic threshold algorithm, by this 
method we can make out the better identification results even if the image parts are brighter and darker. 
                                       (1) 
bT is Reference threshold. ),( jiPA  is a pixel in the video image. ),( jiPT  is The determined threshold. 
Fig. 2. Adaptive threshold curve with the background brightness variations 
Satisfy the conditions of the following formula is considered the foreground pixel : 
(2)
Figure 3(a) shows the original background image, Figure 3(b) is the foreground target image. Figure 
3(c) is the binary target image by background difference method. It can be seen that the method has a 
high degree of distinction, and can achieve good results. 
As the build and update methods of background image are important, in this paper, we use the learning 
rate k to achieve the background image changes in response to the foreground. 
               (3) 
              (4) 
The target binary image through differential operation contains some noise generated by a hardware 
component, the false differential operation and other reasons. So it may have discontinuities and 
fragmentation phenomena. These will lead to detection of errors. In order to eliminate the effects, we use 
morphological processing method as this filtering.  
The target image after opening operation can be good results. Finally, by calculating the bounding 
rectangle of each partition we can determine and mark the target area as shown in Figure 3(c). 
Fig. 3. (a) the original background image; (b) the foreground target image;(c) the binary target image after filtered and marked
4. The head detection of the target area  
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The head detection is primarily to detect target similar to the circular in target area. In this paper, we 
set a sliding mask template and make it slide in the region from left to right, top-down to mobile match, 
thus the head in the target area will be identified and marked. 
4.1. Sliding mask template settings and Test image zooming: 
Because the head area is a target similar to the circular, we set a circular template to identify the head 
through the way calculating the matching and refuse degrees of the testing area. Test photo size in this 
paper is 320 x 240 pixels, the template size can be properly set according to the specific camera height 
and angle, the template size used in this paper is 48 * 48 pixels. 
As the sliding head mask template testing with a fixed size, but the location and size of heads in the 
target image are likely to change, so we use treatment image scaling approach to the head search and 
detection in the target area. The original image in accordance with certain steps is gradually scaled up to a 
pre-set zoom scale or less than or equal to target model size (ie the mask template size). In each scale, we 
operate separately target detection. Finally, integrate all results. 
4.2. Regional characteristics: 
In the test binary image, let the mask template slide on test region. We can calculate the matching and 
refusing degrees in the area to determine whether the region contains the heads. 
Matching degree is determined by the ratio of the number of matching pixels and the number of all 
pixels in the area; Refusing degree is determined by the ratio of the number of refusing pixels and the 
number of all pixels in the area.  In this paper, we select the matching degree base through training is: Mi 
= 0.85; refusing degree benchmark is: Ri = 0.25, obtained by the experimental threshold has a good head 
recognition. 
Mi=Nm/N                                  (5)
Ri=Nr/N                                                                                                                                        (6)
If the test target area to meet the regional characteristics: Mi ≥0.85 and Ri ≤0.25, determine the 
region contains a head, and do the different tags. The gray value of the matching pixel can set as a value 
between 0 and 255 deferent from the value already existed.  
Processing the current zone, the mask template will slide on the target area, then begin the next area 
detection, thus all the head will  be identified from the target area. 
The detection algorithm in addition to a storage space to save an image, just need less than 4KB of 
additional space to store the parameters and characteristics of the intermediate values, so it not only need 
very little memory space, but also has the advantages of fast operation. 
5. Results 
         
Fig. 4. (a) the original background image; (b) the foreground target image;(c) the result image 
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We use images collected in laboratory to verify the characteristics of the head region detection method. 
Programs are written in Matlab7.1 environment. Figure 4(a) is the background image. The image size is 
320 × 240. Figure 4(b) is the original test image captured in a laboratory environment, Figure 4(c) is the 
result image through processed, we use this method for head detection, according to the actual situation of 
angle and height by the camera installation. Results shows run time is 0.0771s, and fully meet the 
requirements of real-time. 
6. Conclusions 
According to the characteristics of the head region, we propose a region-based feature head 
recognition algorithm. The range of the target area is greatly reduced by a simple background difference 
algorithm. Then, the test image can be zoomed by interpolation algorithm. Finally according to 
characteristics of head, the head pedestrians can be identified. Thus, it can greatly improve the detection 
speed. The algorithm is intuitive, easy to understand, avoiding complex mathematical formulas and 
abstract space conversion operations, and fully meet the real-time requirements. The algorithm is faster 
than Hough transform and HOG algorithm several times and require very little computational cost. 
Simulation results confirmed this head detection algorithm with good results. 
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