A k-tree of a graph is a subtree with maximum degree at most k. Though forbidden subgraphs are a major tool to find a hamiltonian cycle or a hamiltonian path, there are only a few results using the condition on forbidden subgraphs to find a spanning k-tree for k ≥ 3. In this paper, we give a sufficient condition using the condition on forbidden subgraphs for a graph G to have a spanning k-tree.
Introduction
In this paper, we only consider finite undirected graphs without loops or multiple edges. For standard graph-theoretic terminology not explained in this paper, we refer the reader to [2] .
Let G and G ′ be a graph. If G ′ ⊆ G and G ′ contains all edges xy ∈ E(G) with x, y ∈ V (G ′ ), then G ′ is an induced subgraph of G; we write G ′ = G[V (G ′ )]. For a given graph H, a graph G is said to be H-free if G does not contain an induced subgraph isomorphic to H. For a family H of graphs, a graph G is called H-free if G is H-free for any H ∈ H. For a graph G, the number of components of G is denoted by ω(G). The independence number of G is defined to be the cardinality of a maximum independence set in G, which is denoted by α(G).
In 1997, Faudree and Gould proved the following result, where the graphs C 3 , P 4 , Z 1 , B and N are specific graphs shown in [4] .
Theorem A (Faudree and Gould [4] ). Let R and S be connected graphs with R, S ̸ = P 3 . If every connected {R, S}-free graph contains a hamiltonian path, then one of R and S is K 1, 3 , and the other is one of the graphs C 3 , P 4 , Z 1 , B and N.
A k-tree is a tree with maximum degree at most k. Note that if k = 2, then a spanning k-tree is a hamiltonian path in the graph. Though forbidden subgraphs are a major tool to find a hamiltonian cycle (see [1, 4] ) or a hamiltonian path (see [3] ), there are only a few results using the condition on forbidden subgraphs to find a spanning k-tree. As noted in [5] , we can easily prove the following proposition.
Proposition 1.
For k ≥ 2, every connected K 1,k -free graph contains a spanning k-tree.
Suppose that there exists a vertex x ∈ V (G) such that G −x has at least k +1 components. Then, clearly G does not contain a spanning k-tree. Thus, for the existence of a spanning k-tree, it is natural to consider K 1,k+1 -free connected graphs. This is analogous to considering the hamiltonian property of K 1,3 -free graphs. But there exist many graphs which are K 1,k+1 -free and contain no spanning k-tree. Hence we raise the following problem. Problem 2. Determine a connected graph X such that every {K 1,k+1 , X }-free connected graph contains a spanning k-tree.
For a partial solution to Problem 2, we prove the following theorem, in which the graph N(r, s, t) is the graph obtained from a triangle xyz by attaching r pendant edges to x, s pendant edges to y and t pendant edges to z, as shown in Fig. 1 .
Theorem 3. Let k ≥ 2 be an integer and let
By Theorem 3, we obtain a following corollary. (We easily see that N

-free graph, then G contains a spanning k-tree.
For the proof of Theorem 3, we prove the following theorem.
Theorem 5. Let k ≥ 2 be an integer and let
Theorem 5 immediately implies Theorem 3, since every connected graph contains a vertex such that the deletion of the vertex results in a connected graph. Figs. 2 and 3 ). The graph G 1 in Fig. 2 consists of (k/2)N(k − 1, k − 1, 0)s (k: even) such that they have only one common vertex v which have degree two for every N(k − 1, k − 1, 0). The graph
Note that the conditions
N (k − 1, k − 1, ⌊(k − 1)/2⌋)-free and N(k − 1, k − 2, k − 2)-free are necessary in Theorem 5 (seeG 1 does not contain an induced N  k − 1, k − 1,  k 2  and satisfies ω(G − v) ≤ k − 1, but does not contain a spanning k-tree such that the degree of v is less than k. (G 1 contains a spanning k-tree. But for any spanning k-tree T in G 1 , d T (v) = k.) The graph G 2 contains an induced N(k − 1, k − 2, k − 2), satisfies ω(G − v) ≤ k − 1 and does not contain a spanning k-tree with degree of v at most k − 1. (G 2 contains a spanning k-tree. But for any spanning k-tree T in G 2 , d T (v) = k.)
Proof of Theorem 5
We use induction on |V (G)|. Let C be the set of components in G − v, and define
Then, the following (1), (2), (3) and (4) hold.
(
1) H does not contain an isolated vertex.
(2) H does not contain a triangle.
Thus, H does not contain an isolated vertex.
(2) Suppose that K = x 1 x 2 x 3 is a triangle in H. For each i ∈ {1, 2, 3}, we have w(C − x i ) = k. Among those k components of C − x i , k − 1 of them do not meet K . From each of these k − 1 components, we can take a neighbor of
Thus, H does not contain a triangle.
(3) Suppose that α(H) = 1. Then by (1) and (2), H consists of two adjacent vertices, say x 1 and x 2 . For each i ∈ {1, 2}, since w(C − x i ) = k, C − x i has k − 1 components which do not contain x 3−i . From each of these components, we take a neighbor of x i , and let y 
in which v has degree two, as desired.
(4) Suppose that α(H) = 2. If there is a vertex x ∈ V (H) with at least three neighbors in H, then by (2) , N H (x) is an independent set of order at least three, contradicting the assumption that α(H) = 2. Thus, every vertex of H has degree one or two.
Suppose that H contains a cycle K . Let x be a vertex on K , and let x 1 , x 2 be the neighbors of x. Since w(C − x) = k, there are k − 1 components of C − x which are disjoint from K . We can take k − } induces a K 1,k+1 in G, a contradiction. Thus, each component of H is a path. (In fact, since α(H) = 2, H is isomorphic to 2K 2 , P 3 or P 4 .) Let P be a component of H, let x 1 be an end vertex of P, and let x 2 be the neighbor of x 1 in P. Since w(C − x 1 ) = k, there are k − 1 components of C − x 1 which do not meet P. From each of these components, we take a neighbor x 1 . Let y 
. This implies that v is adjacent to at least one of y 1 , . . . , y k .
We may assume that
Without loss of generality, we may assume that N(x) ∩D 1 = {y 1 }. Since C ∈ C 1 and y 1 ∈ N(v), we have w(C −y 1 ) = k. In this case, xy 1 is a cut-edge of C , and hence C −V (D 1 ) is one of the components of C −y 1 . This implies that w(
-free, it is easy to see that y i y 
and hence T is a desired spanning k-tree of G. Now, we classify C ∈ C 1 into three classes, depending on the independence number of G [N(v) ∩ C ].
If C 11 ̸ = ∅, then by Claim 2(3), there exists an induced subgraph N of G[C ∪ {v}] for C ∈ C 11 which is isomorphic to
and hence,
as desired.
Thus we have C 11 = ∅. If C 12 ̸ = ∅, then by Claim 2(4), there exists an induced subgraph N of G[C ∪ {v}] for C ∈ C 12 which is isomorphic to 

. Assume that
