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Abstract
In this paper, we consider the problem of testing for parameter changes in time series models based on a
moving estimates (ME) test. It is widely accepted that detecting some changes, for instance, those caused
by temporary parameter shifts by the existing cusum test is difﬁcult. A MV test with a ﬁxed bandwidth has
been developed to circumvent the defect, but the test still does not perform well under certain conditions.
Motivated by this, we propose a MV test with a time varying bandwidth to outperform the original test. In
order to illustrate our ﬁndings, we have provided simulation results.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
The problem of testing for parameter changes in statistical models has a long history. It was
originally studied in the quality control context and was subsequently extended to various areas
such as economics, ﬁnance, medicine, and seismic signal analysis. For a general review of the
change point problem, see the articles appearing in [5]. The cusum test has long been popular
for testing for the existence of change points and then allocating them. See, for instance, Picard
[18], Inclán and Tiao [8], Jandhyala and MacNeill [9], and Tang and MacNeill [16].An advantage
of using the cusum test is that there are no assumptions imposed on the underlying distribution
of observations unlike in the other methods, for instance, the parametric approach which is not
suitable to the test a change in the autocorrelations of stationary time series. Lee et al. [12], Lee
and Na [14], and Lee et al. [13] used the cusum test to overcome this problem and applied it
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to various cases such as the test for parameter changes in random coefﬁcient autoregressive and
autoregressive conditional heteroscedastic (ARCH) models.
Although the cusum test is very useful in actual practice, it has a drawback in that it loses
efﬁciency when the change point is not located in the middle of the time series. Further, it does
not effectively detect certain type of changes such as the temporary parameter shift as seen in [4].
To remedy this, they proposed a class of moving estimates (ME) tests. Their simulation result
demonstrates that in the case of double changes, the ME test with moving window bandwidth
h (0 < h < 1) is superior to or comparable to other competing tests such as the AVG-F and
EXP-F tests. However, when the interval between shifts is short or a periodic parameter change
occurs, the ME test has a tendency to produce low powers. Therefore, in this study, we consider
a new ME test with the moving window bandwidth h = hn, where hn is a sequence of positive
real numbers decaying to 0 as n → ∞.
This paper is organized as follows. In Section 2, we introduce the MV test with a time varying
bandwidth for a mean change in an i.i.d. sample. In Section 3, we extend the result in Section
2 to a time series case, and discuss a method for allocating the change points. In Section 4, we
report the simulation results in order to evaluate the performance of our tests and demonstrate that
our tests perform adequately. In Section 5, we provide the proofs of the theorems presented in
Section 3.
2. ME test for a mean change in i.i.d. sample
In this section we introduce the ME test with a time varying bandwidth to test for the constancy
of the means in i.i.d. observations. Chu et al. [4] considered the model
yi = i + i , i = 1, . . . , n,
where 1, . . . , n are i.i.d. r.v.’s with mean zero and variance one, and proposed the ME test for
testing
H0: i = 0 for all i = 1, 2, . . . , n, where 0 is assumed to be unknown vs.
H1: i varies over time i
based on the estimates of 0
ˆk =
1
[nh]
k+[nh]∑
i=k+1
yi, k = 0, 1, . . . , n − [nh],
with a ﬁxed bandwidth h, where [nh] denotes the integral part of nh. This test has an advantage
over the ordinary cusum test in that the former outperforms the latter in some situations (see
[4,10], and the simulation results in Section 4). However, there is a possibility that the ﬁxed h
may not be sufﬁciently good for the test to perform efﬁciently and much smaller h is preferred as
it yields more accurate results. Following this reasoning, we consider the ME test where h varies
with the sample size n. More precisely, h := hn is a sequence of positive real numbers satisfying
h → 0 and nh → ∞ as n → ∞. (1)
In essence, the ME test functions by detecting signiﬁcant changes in the ﬂuctuations of the
MV ˆk − ˆ, where ˆ = n−1
∑n
i=1 yi , which naturally leads us to employ the maximum type test
statistic
max
0kn−[nh]
∣∣ˆk − ˆ∣∣ , (2)
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or its quadratic version
n−[nh]∑
k=0
(
ˆk − ˆ
)2
. (3)
In order to implement these tests, we should know the critical values at the given signiﬁcance
levels, which can be obtained asymptotically through the existing limit theorems, and ensure the
consistency of the tests. We can infer from the result of Csörgo˝ and Horváth [5, p. 180], that if
E|1| < ∞ for some  > 2 and
lim sup
n→∞
n−h−1/2
(
logh−1
)1/2
< ∞, (4)
with  = 2−1 − −1, under H0,
P
{
A
(
n
[nh]
)√[nh] max
0kn−[nh]
∣∣ˆk − ˆ∣∣ x + D
(
n
[nh]
)}
=P
{
A
(
n
[nh]
)
1√[nh] max0kn−[nh]
∣∣∣∣∣
k+[nh]∑
i=1
i−
k∑
i=1
i−[nh]
n
n∑
i=1
i
∣∣∣∣∣x+D
(
n
[nh]
)}
→ exp (−2e−x) for all x ∈ R, (5)
where
A(x) = √2 log x, (6)
D(x) = 2 log x + 12 log log x − 12 log . (7)
Therefore, we reject H0 if
M∗n := A
(
n
[nh]
)√[nh] max
0kn−[nh]
∣∣ˆk − ˆ∣∣− D
(
n
[nh]
)
is large. The critical value for M∗n is calculated from the formula in (5).
Meanwhile, with regard to the second test statistic in (3), we can see by utilizing a conventional
martingale central limit theorem (CLT) that under H0, if E|1|4 < ∞,√
3[nh]
4n
{
n−[nh]∑
k=0
(
ˆk − ˆ
)2 − n − [nh] + 1[nh]
}
d→ N(0, 1) (8)
(cf. Lemma 5.4 given below). Hence, we reject H0 if
Q∗n :=
√
3[nh]
4n
{
n−[nh]∑
k=0
(
ˆk − ˆ
)2 − n − [nh] + 1[nh]
}
z,
given a nominal level , where z is the (1 − )th quantile of N(0, 1).
Since (4) implies n−1/2h−1/2(logh−1)1/2 = O (n−1/) = o(1) as n → ∞, M∗n diverges to ∞
under the alternative hypothesis under which the observations have either multiple mean changes
or smooth mean changes (see (ii) of Theorem 3.1 below). Similarly, by conditions (i) and (ii) of
Theorem 3.2, we can see that Q∗n is a consistent test in the cases of multiple mean changes and
smooth mean changes.
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Thus far, we have seen that the ME test with a varying h in an i.i.d. sample is consistent and
its critical values can be obtained asymptotically. In fact, the above-mentioned results can be
extended to the case of time series models, the task of which is more demanding than in the case
of an i.i.d. sample.
3. ME test in time series models
3.1. ME test for a mean change in strong mixing processes
Before we proceed to analyze a general parameter case, we ﬁrst consider the ME test for a
mean change in the location model
yi = i + i , i ∈ Z,
where {i} is a stationary strong mixing process with zero mean and ﬁnite (>2)th moment.
Further, we assume that
(n)  n−(1+)(1+2/(−2)),  > 0, (9)
where (n) denotes the strong mixing coefﬁcient of order n. This includes invertible stationary
ARMA(p, q) processes with innovations having an absolutely continuous distribution with a
density f (x) such that∫
|f (x) − f (x + y)| dxC|y|, C > 0
(cf. [17,3]).
In this study, we are interested in testing the null hypothesis under which the mean is a constant
over time (1 = · · · = n) against the alternative hypothesis under which there exists a change
in the mean.
Let ˆk = [nh]−1
∑k+[nh]
i=k+1 yi, k = 0, 1, . . . , n − [nh] where h satisﬁes (1), and let ˆ =
n−1
∑n
i=1 yi . Then under the null hypothesis, ˆk satisﬁes
ˆk = 0 +
1
[nh]
k+[nh]∑
i=k+1
i
for some 0. In addition, since {i} satisﬁes condition (9), 2 =
∑∞
k=−∞ E(0k) converges
absolutely and there exists a probability space such that
sup
0 s1
∣∣∣∣∣
[ns]∑
i=1
i − B(ns)
∣∣∣∣∣ = o
(
n1/2−
)
a.s. (10)
for some 0 <  < 12 depending only on  and , where {B(t), 0 t < ∞} denotes a one-
dimensional Brownian motion with EB(t)2 = t2 (cf. [11]).
From (10), it is noteworthy that
√
n
(
ˆ − 0
) = 1√
n
n∑
i=1
i
d→ N(0, 2).
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Therefore, if 2 > 0 and h satisﬁes (4) with  in (10), then under the null hypothesis, we have
Mn() := A
(
n
[nh]
) √[nh]

max
0kn−[nh]
∣∣ˆk − ˆ∣∣− D
(
n
[nh]
)
d→ ,
where  denotes a r.v. with distribution P(x) = exp (−2e−x) for all x ∈ R (cf. Theorem 3.3
below).
Meanwhile, if 2 > 0 and h satisﬁes
lim sup
n→∞
h−1n− < ∞ (11)
for  in (10), then we obtain the following asymptotic result:
Qn() :=
√
3[nh]
4n
{
1
2
n−[nh]∑
k=0
(
ˆk − ˆ
)2 − n − [nh] + 1[nh]
}
d→ N(0, 1)
under the null hypothesis (cf. Theorem 3.4 below).
In order to study the power performance, we now consider the case where the mean varies over
time, viz.,
i = 0 + n−g(i/n), (12)
where g : [0, 1] → R is either a non-constant step function or a continuous function. The
following theorems are related to the consistency of Mn() and Qn() and their proofs are
provided in Section 5.
Theorem 3.1. Assume that 2 > 0, (12) holds, and h satisﬁes (4) with  in (10).
(i) If  12 , then
Mn()
d→ .
(ii) If  < 12 and n−1/2h−1/2(logh−1)1/2 = o(1) as n → ∞, then
n
A(n/[nh])√[nh]Mn()
P→ 1

max
0x1
∣∣∣∣g(x) −
∫ 1
0
g(x) dx
∣∣∣∣ > 0.
Theorem 3.2. Assume that 2 > 0, (12) holds, and h satisﬁes (11).
(i) If  12 , then
Qn()
d→ N(0, 1).
(ii) If  < 12 and n2−1h−1/2 = o(1) as n → ∞, then√
4n
3[nh]n
2−1Qn()
P→ 1
2
∫ 1
0
(
g(x) −
∫ 1
0
g(x) dx
)2
dx > 0.
Remark. An example of h is (log n)−2, which satisﬁes all the conditions for h with any  and .
In this case, the second statements of Theorems 3.1 and 3.2 indicate that both Mn() and Qn()
are consistent with the alternative hypothesis in (12) with  < 12 .
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3.2. ME test for a change of general parameter
In this subsection, we deal with a general stationary time series case that includes the case pre-
sented in the previous section. Let us consider the time series {yi, i ∈ Z} and let  = (	1, . . . , 	d)′
be the parameter vector that will be examined for constancy, e.g., of the mean, variance, and au-
tocovariances, etc. In this case, our objective is to test
H0:  does not change for y1, . . . , yn vs.
H1: not H0.
Similar to Section 3.1, we denote the MV of  based on yk+1, . . . , yk+[nh] with h satisfying (1)
by ˆk = (	ˆk1, . . . , 	ˆkd), and the full sample estimate by ˆ = (	ˆ1, . . . , 	ˆd). We now intend to test
the hypotheses based on the differences ˆk − ˆ, k = 0, 1, . . . , n − [nh].
Suppose that under H0,
ˆ = 0 + OP (1/
√
n) (13)
for some 	0, and that ˆk satisﬁes
ˆk = 0 + 1[nh]
k+[nh]∑
i=k+1
i + k, (14)
where {n, n1} is a strictly stationary sequence of Rd -valued random vectors with zero mean
and a ﬁnite th moment for some  > 2. Further, we assume that we can redeﬁne the sequence
{n, n1} on a probability space together with a d-dimensional standard Brownian motion
{W(t), 0 t < ∞} such that
sup
0 s1
∥∥∥∥∥−1/2
[ns]∑
i=1
i −W(ns)
∥∥∥∥∥ = o
(
n1/2−
)
a.s. (15)
for some 0 <  < 12 and positive deﬁnite (symmetric)matrix of constants. Generally, {n, n1}
is unobservable. However, in time seriesmodels, {n, n1} usually forms a sequence of stationary
martingale differences (cf. [12]) or satisﬁes a strong mixing condition (cf. Section 3.1). Therefore,
a broad class of time series models satisfy (15) under mild conditions (see [6,11]). In particular,
if {n, n1} is a sequence of i.i.d. random vectors, then  = E1′1 and  = 12 − 1/. Condition(15) is crucial for verifying the asymptotic distribution of the test statistics presented below.
In the remaining part of this paper, ‖c‖ = ‖c‖max := max1 id |ci | and ‖c‖2 :=
√∑d
i=1 c2i
for c = (c1, . . . , cd)′ ∈ Rd . The main results of this section are given below. They are analogous
to (5) and (8) in the i.i.d. sample case, and their proofs are provided in Section 5.
Theorem 3.3. Suppose that H0 and (13)–(15) hold. Further, assume that h satisﬁes (1) and (4)
with  > 0 in (15). Then if
max
0kn−[nh] ‖k‖ = oP
(
1√
nh logh−1
)
as n → ∞, (16)
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we have
P
{
A
(
n
[nh]
)√[nh] max
0kn−[nh]
∥∥∥−1/2 (ˆk−ˆ)∥∥∥− D
(
n
[nh]
)
x
}
→ exp (−2de−x)
and
P
{
U
(
n
[nh] ; d
)√[nh] max
0kn−[nh]
∥∥∥−1/2 (ˆk − ˆ)∥∥∥
2
− U2
(
n
[nh] ; d
)
x
}
→ exp (−e−x)
for all x ∈ R as n → ∞, where A(·) and D(·) are deﬁned in (6) and (7), U (x; d) =
(2 log x + d log log x + 2 log 2 − 2 log(d/2))1/2, and (·) is the gamma function.
Theorem 3.4. Suppose that H0 and (13)–(15) hold. Further, assume that h satisﬁes (1) and (11)
for  > 0 in (15). Then if
n−[nh]∑
k=0
′kk = oP (1) as n → ∞, (17)
we have√
3[nh]
4dn
(
n−[nh]∑
k=0
∥∥∥−1/2 (ˆk − ˆ)∥∥∥2
2
− (n − [nh] + 1)d[nh]
)
d→ N(0, 1). (18)
In view of the results of Theorems 3.3 and 3.4, we can construct the test statistics
Mn1 := A
(
n
[nh]
)√[nh] max
0kn−[nh]
∥∥∥ˆ−1/2 (ˆk − ˆ)∥∥∥− D
(
n
[nh]
)
, (19)
Mn2 := U
(
n
[nh] ; d
)(√[nh] max
0kn−[nh]
∥∥∥ˆ−1/2 (ˆk − ˆ)∥∥∥
2
− U
(
n
[nh] ; d
))
, (20)
Qn :=
√
3[nh]
4dn
(
n−[nh]∑
k=0
∥∥∥ˆ−1/2 (ˆk − ˆ)∥∥∥2
2
− (n − [nh] + 1)d[nh]
)
, (21)
where ˆ is a consistent estimator of.We rejectH0 at the level  ifMn1,Mn2 andQn are larger than
c1, c2 and z, respectively, where c1 = − log
(− 12d log(1 − )), c2 = − log (− log(1 − ))
and z is the (1−)th quantile of N(0, 1). The performance of the tests will be evaluated through
a simulation study reported in Section 4.
As we have observed in the linear process case, we may verify the consistency of the tests for
certain types of alternatives. However, instead of going into details on this issue, we consider the
method to allocate the locations of abrupt changes.
Providing a change that occurs at [n
] for 
 ∈ (0, 1), we employ

ˆn=min
{
k
n
: [nh]kn − [nh] and
∥∥∥ˆk − ˆk−[nh]∥∥∥ = max[nh]kn−[nh]
∥∥∥ˆk − ˆk−[nh]∥∥∥
}
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as an estimate of 
. It is because 
ˆ is weakly consistent under the alternative hypothesis with a
single change:
Ha:  changes at [n
] from 1 to 2, where 0 < 
 < 1 and 1 
= 2 are unknown.
The result is summarized as follows.
Theorem 3.5. Suppose that Ha holds and that under Ha, ˆk satisﬁes
ˆk =
{
1 + 1[nh]
∑k+[nh]
i=k+1 1k + 1k, k = 0, 1, . . . , [n
] − [nh] − 1,
2 + 1[nh]
∑k+[nh]
i=k+1 2k + 2k, k = [n
], [n
] + 1, . . . , n − [nh],
where {in, n1} satisﬁes (15) for some positive deﬁnite matrix i and 0 < i < 12 , i = 1, 2.
If (4) with  = 1 ∧ 2 holds and
max
k
‖ik‖ = oP (1) (22)
for i = 1, 2, then∣∣
ˆ − 
∣∣ = OP (h). (23)
4. Simulation results
In this section, we evaluate the tests proposed in Section 3 based on the location model:
yi = i + i , i = 1, 2, . . . , n.
To achieve this task, we consider the null hypothesis
K0 : i = 0 for all i = 1, 2, . . . , n, (24)
and the three alternative hypotheses
K1 : i =
{
0, i = 1, . . . , [n
],
1, i = [n
] + 1, . . . , n, (25)
K2 : i =
⎧⎨
⎩
0, i = 1, . . . , [n
1],
1, i = [n
1] + 1, . . . , [n
2],
0, i = [n
2] + 1, . . . , n,
(26)
K3 : i = (1/2) ∗ (−1)[p∗i/n] , i = 1, . . . , n. (27)
Note that Ki , i = 1, 2, 3, represent one single change, a temporary shift, and a periodic change,
respectively. The tests are compared with the ﬁxed-h ME test (MEh) with h = 0.1, 0.2 and 0.5
(cf. [4]) and the cusum test Tn proposed by Lee et al. [12]. In this simulation, we use the data sets
with the sample size n = 1000, 2000 and 3000, and employ the bandwidth h = hn = (log n)−2
(cf. Remark in Section 3.1). We perform a test at the nominal level  = 0.1 by using the critical
values in Table 1 (cf. [4,12]). The empirical sizes and powers are calculated as a proportion of the
rejection number of the null hypothesis out of 1000 repetitions.
First, we evaluate the performance of the tests in the i.i.d. sample. To achieve this task, we
generate i.i.d. N(0, 1) r.v.’s i , and use the sample variance of residuals ˆk = yk+[([nh]+1)/2] − ˆk ,
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Table 1
Critical values
ME0.1 ME0.2 ME0.5 Qn Mn1 Mn2 Tn
0.981 1.217 1.356 1.282 2.944 2.250 1.488
Table 2
Empirical sizes under K0 for the i.i.d. sample
n ME0.1 ME0.2 ME0.5 Qn Mn1 Mn2 Tn
1000 0.121 0.123 0.114 0.148 0.051 0.067 0.107
2000 0.136 0.126 0.129 0.116 0.050 0.069 0.109
3000 0.120 0.107 0.125 0.105 0.051 0.073 0.097
Table 3
Empirical powers under K1 for the i.i.d. sample

 n ME0.1 ME0.2 ME0.5 Qn Mn1 Mn2 Tn
0.5 1000 1 1 1 1 1 1 1
2000 1 1 1 1 1 1 1
3000 1 1 1 1 1 1 1
0.95 1000 0.958 0.715 0.700 0.986 0.991 0.993 0.990
2000 1 0.964 0.943 1 1 1 1
3000 1 0.999 0.993 1 1 1 1
0.975 1000 0.308 0.214 0.294 0.584 0.851 0.872 0.362
2000 0.625 0.389 0.480 0.929 0.997 0.997 0.755
3000 0.849 0.520 0.581 0.993 1 1 0.957
0.99 1000 0.129 0.125 0.148 0.164 0.111 0.131 0.125
2000 0.152 0.147 0.175 0.202 0.354 0.396 0.162
3000 0.190 0.164 0.224 0.238 0.689 0.718 0.218
k = 0, 1, . . . , n − [nh] as an estimate of 2 = V ar(1). We can easily verify that this estimator
is consistent under the hypotheses in (24)–(27).
The ﬁgures in Table 2 denote empirical sizes, and the result shows that in most cases, no tests
produce severe size distortions. To examine the power of a test, we ﬁrst consider the alternative
hypothesisK1 in (25) with 
 = 0.5, 0.95, 0.975 and 0.99. Table 3 shows that the empirical powers
of all tests are fairly good in most cases when 
 is smaller than 0.975. Further, it shows that Mn1
and Mn2 produce better powers than the others when 
 > 0.95, and that performance improves
further when 
 = 0.99 and n2000. Intuitively, the results appear to be designed to better detect
the changes near the ending points when the sample size is fairly large.
For K2 in (26), we take into account of the cases in which 
1 = 0.5 and 
2 = 0.6, 0.55,
0.525. Table 4 shows that all the tests produce good powers in most cases except for the case in
which 
2 − 
1 = 0.025, and that Qn, Mn1 and Mn2 produce better powers than the others when

2 − 
1 = 0.025. Further, it shows that Mni’s have a tendency to decrease in power as 
1 gets
closer to 
2, and the others experience a more severe power loss than Mni’s.
For K3 in (27), we consider the cases of the period (= 2p−1) 0.1, 0.2 and 0.5. Table 5 shows
that Qn, Mn1 and Mn2 have fairly good powers in all the cases, and that the MEh have good
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Table 4
Empirical powers under K2 for the i.i.d. sample

2 n ME0.1 ME0.2 ME0.5 Qn Mn1 Mn2 Tn
0.6 1000 1 1 0.997 1 1 1 0.998
2000 1 1 1 1 1 1 1
3000 1 1 1 1 1 1 1
0.55 1000 0.996 0.935 0.724 0.994 0.988 0.991 0.609
2000 1 1 0.942 1 1 1 0.919
3000 1 1 0.993 1 1 1 0.999
0.525 1000 0.610 0.429 0.319 0.764 0.857 0.874 0.269
2000 0.917 0.719 0.442 0.978 1 1 0.367
3000 0.992 0.878 0.610 0.997 1 1 0.527
Table 5
Empirical powers K3 for the i.i.d. sample
Period n ME0.1 ME0.2 ME0.5 Qn Mn1 Mn2 Tn
0.1 1000 0.083 0.081 0.093 1 0.997 0.998 0.532
2000 0.101 0.101 0.102 1 1 1 0.882
3000 0.099 0.094 0.117 1 1 1 0.992
0.2 1000 1 0.105 1 1 1 1 0.998
2000 1 0.091 1 1 1 1 1
3000 1 0.109 1 1 1 1 1
0.5 1000 1 1 0.097 1 1 1 1
2000 1 1 0.126 1 1 1 1
3000 1 1 0.112 1 1 1 1
powers except when h is proportional to the period of the mean function. In this case, our tests
turned out to produce much better powers.
Now, we turn our attention to the time series models. In order to do so, we consider the case
where {i} follows the AR(1) model
i = i−1 + ei,
with  = −0.5, 0.0 and 0.5. In this case, ei’s are generated from N(0, 1), and 100 initial observa-
tions are discarded to remove initialization effects. To estimate 2 = E(20) + 2
∑∞
k=1 E(0k),
we use the estimator
ˆ2 = 1
n − Nn + 1
n−Nn+1∑
j=1
⎛
⎝ˆj (0) + 2
N
1/4
n∑
l=1
ˆj (l)
⎞
⎠ ,
where Nn = [n/ log n] and
ˆj (l) =
1
Nn
j+Nn−l−1∑
i=j
⎛
⎝yi − 1
Nn
j+N−1∑
i=j
yi
⎞
⎠
⎛
⎝yi+l − 1
Nn
j+N−1∑
i=j
yi
⎞
⎠
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Table 6
Empirical sizes under K0 for the AR(1) process
 n ME0.1 ME0.2 ME0.5 Qn Mn1 Mn2 Tn
−0.5 1000 0.123 0.104 0.095 0.138 0.060 0.087 0.098
2000 0.145 0.137 0.126 0.192 0.089 0.117 0.127
3000 0.134 0.120 0.121 0.136 0.086 0.116 0.109
0 1000 0.129 0.149 0.131 0.108 0.046 0.062 0.113
2000 0.111 0.118 0.107 0.105 0.048 0.069 0.102
3000 0.122 0.131 0.118 0.114 0.058 0.077 0.108
0.5 1000 0.134 0.136 0.140 0.141 0.036 0.051 0.139
2000 0.117 0.111 0.136 0.115 0.036 0.052 0.110
3000 0.120 0.116 0.126 0.110 0.041 0.055 0.106
for j = 0, 1, . . . , n − Nn + 1. This estimator is consistent under the null and alternative hy-
potheses in (25)–(27). In this case, we perform a test within the same framework as in the
i.i.d. sample case. However, we only report the simulation result for K1 and K2 in the power
study since all the tests perform unsatisfactorily in the case of K3 due to the poor performance
of ˆ2.
Table 6 demonstrates that none of the tests produce severe size distortions. Meanwhile, Tables
7 and 8 show that the empirical powers of all the tests are fairly good in most cases when 
0.95
and 
2 − 
10.05 as observed in the case of the i.i.d. sample. Further, it shows that there is a
tendency to decrease in the power as  increases, and Mn1 and Mn2 produce better powers than
the others when n is large, 
 > 0.95, and 
2 − 
1 < 0.05.
From the simulation result, it can be concluded that the ME tests with time varying bandwidths
perform satisfactorily. As compared to the original ME and cusum tests, our tests were found to
have an advantage in that they could produce better powers in detecting the changes near ending
points, the temporarily shifted changes for a short interval of time, and the periodic changes. The
new ME test is believed to be an efﬁcient functional tool in detecting changes in time series with
fairly long lags.
5. Proofs
For simplicity of notation, let An = A(n/[nh]), Dn = D(n/[nh]), Un = U(n/[nh]; d), and
let x¯k = [nh]−1∑k+[nh]i=k+1 xi and x¯ = n−1∑ni=1 xi for r.v.’s (or random vectors) x1, . . . , xn.
Further, let gn(k) := [nh]−1∑k+[nh]i=k+1 g (i/n) − n−1∑ni=1 g (i/n), k = 0, 1, . . . , n − [nh] for a
real-valued function g on [0, 1].
Let {xn, n1} be a strictly stationary sequence of Rd -valued random vectors with zero mean
and
sup
0 s1
∥∥∥∥∥−1/2
[ns]∑
i=1
xi −W(ns)
∥∥∥∥∥ = o
(
n1/2−
)
a.s. (28)
for some non-singular matrix and 0 <  < 12 . Before proving Theorems 3.1–3.5, we investigate
some properties of x¯k = [nh]−1∑k+[nh]i=k+1 xi , k = 0, 1, . . . , n − [nh].
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Table 7
Empirical powers under K1 for the AR(1) process
 
 n ME0.1 ME0.2 ME0.5 Qn Mn1 Mn2 Tn
−0.5 0.5 1000 1 1 1 1 1 1 1
2000 1 1 1 1 1 1 1
3000 1 1 1 1 1 1 1
0.95 1000 1 0.942 0.903 0.999 1 1 1
2000 1 1 0.999 1 1 1 1
3000 1 1 1 1 1 1 1
0.975 1000 0.590 0.339 0.432 0.824 1 1 0.718
2000 0.959 0.707 0.726 1 1 1 0.999
3000 0.997 0.909 0.880 1 1 1 1
0.99 1000 0.144 0.145 0.172 0.155 0.322 0.367 0.167
2000 0.248 0.190 0.267 0.357 0.890 0.909 0.277
3000 0.325 0.249 0.323 0.452 0.993 0.996 0.385
0.0 0.5 1000 1 1 1 1 0.994 0.999 1
2000 1 1 1 1 1 1 1
3000 1 1 1 1 1 1 1
0.95 1000 0.938 0.671 0.662 0.984 0.982 0.989 0.971
2000 0.998 0.955 0.917 1 1 1 1
3000 1 0.997 0.989 1 1 1 1
0.975 1000 0.308 0.246 0.311 0.606 0.858 0.869 0.382
2000 0.641 0.400 0.427 0.919 0.996 0.997 0.730
3000 0.852 0.540 0.588 0.990 1 1 0.944
0.99 1000 0.138 0.136 0.147 0.139 0.117 0.136 0.139
2000 0.154 0.151 0.175 0.171 0.377 0.409 0.179
3000 0.161 0.162 0.194 0.232 0.688 0.717 0.195
0.5 0.5 1000 1 1 1 1 0.506 0.582 1
2000 1 1 1 1 0.780 0.839 1
3000 1 1 1 1 0.958 0.974 1
0.95 1000 0.362 0.281 0.314 0.564 0.301 0.353 0.375
2000 0.664 0.400 0.443 0.803 0.616 0.676 0.693
3000 0.859 0.545 0.582 0.927 0.856 0.880 0.897
0.975 1000 0.160 0.151 0.198 0.298 0.153 0.181 0.187
2000 0.195 0.179 0.223 0.379 0.380 0.429 0.235
3000 0.262 0.204 0.253 0.545 0.595 0.637 0.295
0.99 1000 0.149 0.139 0.161 0.155 0.034 0.048 0.147
2000 0.143 0.134 0.141 0.133 0.044 0.063 0.122
3000 0.143 0.129 0.136 0.159 0.101 0.124 0.137
Lemma 5.1. If h satisﬁes (1) and (4) with  in (28), then we have
lim
n→∞P
{
An
√[nh] max
0kn−[nh]
∥∥∥−1/2x¯k∥∥∥− Dnx
}
= exp (−2de−x) .
Proof. Due to (28) and (4), we have
An
√[nh] max
0kn−[nh]
∥∥∥−1/2x¯k∥∥∥− Dn
= An 1√[nh] sup0 sn−[nh] ‖W(s + [nh]) −W(s)‖ − Dn + oP (1).
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Table 8
Empirical powers under K2 for the AR(1) process
 
2 n ME0.1 ME0.2 ME0.5 Qn Mn1 Mn2 Tn
−0.5 0.6 1000 1 1 1 1 1 1 0.999
2000 1 1 1 1 1 1 1
3000 1 1 1 1 1 1 1
0.55 1000 1 0.979 0.609 0.996 1 1 0.463
2000 1 1 0.930 1 1 1 0.913
3000 1 1 1 1 1 1 1
0.525 1000 0.737 0.439 0.250 0.565 0.999 1 0.178
2000 0.995 0.805 0.364 0.990 1 1 0.252
3000 1 0.958 0.553 1 1 1 0.451
0.0 0.6 1000 1 1 0.985 1 0.995 0.996 0.978
2000 1 1 1 1 1 1 1
3000 1 1 1 1 1 1 1
0.55 1000 0.993 0.849 0.512 0.947 0.964 0.970 0.414
2000 1 0.992 0.806 1 1 1 0.710
3000 1 1 0.959 1 1 1 0.961
0.525 1000 0.489 0.337 0.231 0.474 0.815 0.847 0.202
2000 0.828 0.579 0.314 0.887 0.995 0.996 0.243
3000 0.960 0.762 0.432 0.988 1 1 0.346
0.5 0.6 1000 0.979 0.895 0.634 0.842 0.365 0.418 0.532
2000 1 0.996 0.889 0.989 0.752 0.805 0.828
3000 1 1 0.976 0.999 0.956 0.967 0.977
0.55 1000 0.546 0.406 0.265 0.507 0.234 0.284 0.240
2000 0.835 0.610 0.382 0.748 0.561 0.614 0.321
3000 0.964 0.832 0.545 0.929 0.829 0.850 0.456
0.525 1000 0.227 0.209 0.180 0.234 0.128 0.156 0.164
2000 0.327 0.248 0.191 0.352 0.330 0.375 0.166
3000 0.440 0.320 0.245 0.527 0.576 0.613 0.189
By the scale transformation of a Wiener process and Theorem 7.2.4 of Révész [15, p. 72], we get
P
{
An
1√[nh] sup0 sn−[nh] ‖W(s + [nh]) −W(s)‖ − Dnx
}
=
[
P
{
An
1√[nh] sup0 sn/[nh]−1 |W(s + 1) − W(s)| − Dnx
}]d
→ exp (−2de−x) .
Thus, the lemma is established. 
Lemma 5.2. Under the assumptions of Lemma 5.1, we have
lim
n→∞P
{
Un
(√[nh] max
0kn−[nh]
∥∥∥−1/2x¯k∥∥∥− Un
)
x
}
= exp (−e−x) .
O. Na, S. Lee / Journal of Multivariate Analysis 98 (2007) 1356–1375 1369
Proof. Since (28) and (4) hold, we can obtain the result by applying Theorem 10 of
Albin [1]. 
Lemma 5.3. Under the assumptions of Lemma 5.1, we have
lim
n→∞P
{
An
√ [nh]
2
max
0kn−[nh]
∥∥∥−1/2 (x¯k − x¯k−[nh])∥∥∥− Dnx
}
= exp (−2de−x) .
Proof. Since (28) and (4) hold, we can obtain the result by applying Theorem A.1 of Bickel and
Rosenblatt [2]. 
Lemma 5.4. Let z1, . . . , zn be i.i.d. random vectors with zero mean, covariance matrix Id and a
ﬁnite fourth moment, where Id is the d-dimensional identity matrix. Then we have
√
3[nh]
4nd
(
n−[nh]∑
k=0
‖z¯k‖22 −
(n − [nh] + 1)d
[nh]
)
d→ N(0, 1). (29)
Proof. Write
n−[nh]∑
k=0
‖z¯k‖22 = I ∗n + 2II ∗n ,
where
I ∗n =
n∑
i=1
(
n−[nh]∑
k=0
[nh]−2I (i − [nh]k < i)
)
z′izi
and
II ∗n =
n∑
j=2
j−1∑
i=1
(
n−[nh]∑
k=0
[nh]−2I (j − [nh]k < i)
)
z′izj .
Since z′1z1, . . . , z′nzn are i.i.d. random variables with mean d and variance Var(z′1z1) < ∞, we
have
I ∗n − EI ∗n√
V ar(I ∗n )
=
I ∗n −
(n − [nh] + 1)d
[nh]√(
2
∑[nh]−1
i=1
i2
[nh]4 +
n − 2[nh] + 2
[nh]2
)
Var(z′1z1)
d→ N(0, 1)
by using the Lindeberg theorem. Hence,
I ∗n =
(n − [nh] + 1)d
[nh] + OP
(
1√
nh2
)
(30)
as n → ∞.
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Next, if we set nj =
∑j−1
i=1
(∑n−[nh]
k=0 [nh]−2I (j − [nh]k < i)
)
z′izj and Fj = (z1, . . . ,
zj ), then {nj ,Fj } forms a square integrablemartingale difference array. Let2nj = E
(
2nj |Fj−1
)
and s2n = nd/3[nh]. Then it holds that
s−1n II ∗n = s−1n
n∑
j=2
nj
d→ N(0, 1), (31)
if the following conditions are satisﬁed (cf. [7, p. 307]):
s−2n
n∑
j=2
2nj
P→ 1, (32)
∀ > 0, s−2n
n∑
j=2
E
(
2nj I
(|nj |sn)) → 0. (33)
Since (30) and (31) imply (29), it is enough to show that (32) and (33) hold.
In order to show (32), write
s−2n
n∑
j=2
2nj − 1 = s−2n
⎛
⎝ n∑
j=2
2nj −
n−[nh]∑
j=[nh]
2nj
⎞
⎠+ s−2n
⎛
⎝n−[nh]∑
j=[nh]
2nj − s2n
⎞
⎠ . (34)
Since
E
∣∣∣∣∣∣
n∑
j=2
2nj −
n−[nh]+2∑
j=[nh]
2nj
∣∣∣∣∣∣ 2[nh] max2 jnE2nj 
1
[nh]2
j−1∑
i=j−[nh]+1
E(z′izi )
d
[nh] ,
the ﬁrst term of the right-hand side of (34) converges to 0 in L1.
Note that 2nj
D= 2n,[nh] for all j with [nh]jn − [nh] + 2 and note that 2nj and 2nj ′ are
independent for |j − j ′| > [nh] − 2. Hence,
E
⎛
⎝n−[nh]+2∑
j=[nh]
2nj − s2n
⎞
⎠
2
= Var
⎛
⎝n−[nh]+2∑
j=[nh]
2nj
⎞
⎠+
⎛
⎝n−[nh]+2∑
j=[nh]
E2nj − s2n
⎞
⎠
2
2n[nh]Var
(
2n,[nh]
)
+
(
(n − 2[nh] + 3)d
[nh]4
[nh]−1∑
i=1
i2 − s2n
)2
= O (n/[nh]) + O(1) + O(n2/[nh]4)
= o(s4n)
by the Cauchy–Schwarz inequality, because
Var
(
2n,[nh]
)
E
(
4n,[nh]
)
 max
j
E
(
4nj
)
C1/[nh]2 (35)
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for some positive real valueC1. Therefore, the second term of the right-hand side of (34) converges
to 0 in L2. So, the left-hand side of (34) converges to 0 in probability, and thus (32) holds.
For (33), note that given  > 0,
1
s2n
n∑
j=2
E
(
2nj I
(∣∣nj ∣∣ > sn))  1
s2n
n∑
j=2
E
(
4nj
)
2s2n
 C1n
2s4n[nh]2
= 9C1
2d2n
→ 0
by (35). This completes the proof. 
Lemma 5.5. If h satisﬁes (1) and (11) with  in (28), then we have√
3[nh]
4nd
(
n−[nh]∑
k=0
∥∥∥−1/2x¯k∥∥∥2
2
− (n − [nh] + 1)d[nh]
)
d→ N(0, 1).
Proof. Let wi = W(i) − W(i − 1) for i = 1, 2, . . . , n. Since wi are i.i.d. N(0, Id), by
Lemma 5.4√
3[nh]
4nd
(
n−[nh]∑
k=0
‖w¯k‖22 −
(n − [nh] + 1)d
[nh]
)
d→ N(0, 1).
Due to (28) and (11), we have
n−[nh]∑
k=0
∥∥∥−1/2x¯k−w¯k∥∥∥2
2

(
2d
√
n
[nh] sup0 s1
∥∥∥∥∥−1/2
[ns]∑
i=1
xi−W([ns])
∥∥∥∥∥
)2
= oP
(
n−2h−2
)
= oP (1).
Therefore, we can obtain that∣∣∣∣∣
n−[nh]∑
k=0
∥∥∥−1/2x¯k∥∥∥2
2
−
n−[nh]∑
k=0
∥∥∥−1/2w¯k∥∥∥2
2
∣∣∣∣∣

n−[nh]∑
k=0
∥∥∥−1/2x¯k − w¯k∥∥∥2
2
+ 2
(
n−[nh]∑
k=0
∥∥∥−1/2x¯k − w¯k∥∥∥2
2
n−[nh]∑
k=0
‖w¯k‖22
)1/2
= oP
(
n−2h−2
)
+
{
oP
(
n−2h−2
) (
OP
(
h−1/2
)
+ O
(
h−1
))}1/2
= oP
(
h−1/2
)
as n → ∞. This completes the proof. 
Proof of Theorem 3.1.
(i) By the triangle inequality, for  12 ,∣∣∣∣Mn() − An√[nh]−1 max0kn−[nh] |¯k| + Dn
∣∣∣∣
An
√[nh]−1 (n− max
0kn−[nh] |gn(k)| + |¯|
)
= O
(
n1/2h1/2(logh−1)1/2
) (
O
(
n−
)
+ OP
(
n−1/2
))
= oP (1).
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Hence, by Lemma 5.1, Mn() converges to  in distribution.
(ii) By the triangle inequality and Lemma 5.1,∣∣∣∣∣ n

An
√[nh]Mn() − 
−1 max
0kn−[nh] |gn(k)|
∣∣∣∣∣
 n

An
√[nh]
(
An
√[nh]−1 max
0kn−[nh] |¯k| − Dn
)
+ 2 n
Dn
An
√[nh] + 
−1 |¯|
=OP
(
n−1/2h−1/2(logh−1)−1/2
)
+O
(
n−1/2h−1/2(logh−1)1/2
)
+OP
(
n−1/2
)
.
Since n−1/2h−1/2(logh−1)1/2 → 0 and maxk |gn(k)| → maxx
∣∣∣g(x) − ∫ 10 g(x) dx∣∣∣ as
n → ∞, (ii) is asserted. 
Proof of Theorem 3.2. First, note that
Qn() =
√
3[nh]
4n
(
1
2
n−[nh]∑
k=0
¯2k −
n − [nh] + 1
[nh]
)
+
√
3[nh]
4n
n−2 1
2
n−[nh]∑
k=0
g2n(k)
+
√
3[nh]
4n
1
2
n−[nh]∑
k=0
(
¯2 + 2¯¯k + 2n−gn(k)¯k − 2n−gn(k)¯
)
=: In + IIn + IIIn,
and that In converges to N(0, 1) in distribution. In addition, note that
1
n
n−[nh]∑
k=0
g2n(k) →
∫ 1
0
(
g(x) −
∫ 1
0
g(x) dx
)2
dx, (36)
0
n−[nh]∑
k=0
(
¯2 + 2¯¯k
)
3
(√
n¯
)2 + oP (1) = OP (1), (37)
and
E
(
1√
n
n−[nh]∑
k=0
gn(k) (¯k − ¯)
)2
8max
x
g2(x)
∞∑
k=−∞
|E(0k)| < ∞. (38)
(i) For  12 , since (37) and (38) imply that IIn + IIIn = oP (1), Qn() converges to N(0, 1)
in distribution.
(ii) For  < 12 , (36)–(38) and the assumption imply that√
4n
3[nh]n
2−1Qn() =
√
4n
3[nh]n
2−1 (In + IIIn) + 1
n2
n−[nh]∑
k=0
g2n(k)
P→ 1
2
∫ 1
0
(
g(x) −
∫ 1
0
g(x) dx
)2
dx.
This completes the proof. 
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Proof of Theorem 3.3. Since (13), (14) and (16) hold, we have∣∣∣∣ max0kn−[nh]
∥∥∥−1/2 (ˆk − ˆ)∥∥∥− max
0kn−[nh]
∥∥∥−1/2¯k∥∥∥
∣∣∣∣
 max
0kn−[nh]
∥∥∥−1/2 (ˆk − ˆ − ¯k)∥∥∥
C2
(
max
0kn−[nh] ‖k‖ +
∥∥∥ˆ − 0∥∥∥
)
= oP
(
1√
nh logh−1
)
+ OP
(
1√
n
)
for some positive constant C2. Hence, the ﬁrst statement in the theorem follows from Lemma 5.1.
The second statement is similarly proven by Lemma 5.2 and the following fact:∣∣∣∣ max0kn−[nh]
∥∥∥−1/2 (ˆk − ˆ)∥∥∥
2
− max
0kn−[nh]
∥∥∥−1/2¯k∥∥∥
2
∣∣∣∣
 max
0kn−[nh]
∥∥∥−1/2 (ˆk − ˆ − ¯k)∥∥∥
2
d max
0kn−[nh]
∥∥∥−1/2 (ˆk − ˆ − ¯k)∥∥∥ .
This completes the proof. 
Proof of Theorem 3.4. By Lemma 5.5, we have
√
3[nh]
4nd
(
n−[nh]∑
k=0
∥∥∥−1/2¯k∥∥∥2
2
− (n − [nh] + 1)d[nh]
)
d→ N(0, 1). (39)
Meanwhile, from (13), (17) and (39), we get∣∣∣∣∣
n−[nh]∑
k=0
∥∥∥−1/2 (ˆk − ˆ)∥∥∥2
2
−
n−[nh]∑
k=0
∥∥∥−1/2¯k∥∥∥2
2
∣∣∣∣∣

n−[nh]∑
k=0
∥∥∥−1/2 (k − ˆ + 0)∥∥∥2
2
+ 2
∣∣∣∣∣
n−[nh]∑
k=0
¯′k−1k
∣∣∣∣∣+ 2
∣∣∣∣∣
n−[nh]∑
k=0
¯′k−1
(
ˆ − 0
)∣∣∣∣∣
C23
(
n−[nh]∑
k=0
‖k‖22 + n
∥∥∥ˆ − 0∥∥∥2
2
)
+ C3
(
n−[nh]∑
k=0
∥∥∥−1/2¯k∥∥∥2
2
n−[nh]∑
k=0
‖k‖22
)1/2
+C23
∥∥∥∥∥ 1√n
n−[nh]∑
k=0
¯k
∥∥∥∥∥
2
∥∥∥√n (ˆ − 0)∥∥∥
2
= oP
(
1/
√
h
)
for some positive constant C3, since n−1/2
∑n−[nh]
k=0 ¯k = OP (1). Hence, (39) establishes
(18). 
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Proof of Theorem 3.5. Since {1n, n1} satisﬁes (15) for some 1 and 0 < 1 < 12 and h
satisﬁes (4) with 1,
max[nh]kn−[nh]
∥∥∥∥∥∥
1
[nh]
⎛
⎝k+[nh]∑
i=k+1
1i −
k∑
i=k−[nh]+1
1i
⎞
⎠
∥∥∥∥∥∥ = OP
⎛
⎝
√
logh−1
nh
⎞
⎠
by Lemma 5.3. Therefore, we have that from (22)
max[nh]k [n
]−[nh]
∥∥∥ˆk − ˆk−[nh]∥∥∥
 max[nh]kn−[nh]
∥∥∥∥∥∥
1
[nh]
⎛
⎝k+[nh]∑
i=k+1
1i −
k∑
i=k−[nh]+1
1i
⎞
⎠
∥∥∥∥∥∥+ max0kn−[nh] ‖1k‖
= oP (1).
Similarly,
max[n
]+[nh]kn−[nh]
∥∥∥ˆk − ˆk−[nh]∥∥∥ = oP (1),
and
ˆ[n
] − ˆ[n
]−[nh] = 2 − 1 + oP (1).
Hence,
lim
n→∞P
{[n
] − [nh]n
ˆ[n
] + [nh]} = 1,
which entails (23). This completes the proof. 
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