In this paper we present a novel approach to representing task assignments for partitioned processors (respectively, tasks) in distributed systems. A partition of processors (respectively, tasks) is represented by a Young tableau, which is one of the main tools in studying symmetric groups and their representations. We propose a task, processor, and assignment tableau in order to represent a task assignment for partitioned processors (respectively, tasks) in distributed systems. Due to their simplicity and tight relationship to symmetric groups, we mainly focus on n-task-n-processor assignments in distributed systems. A certain set of n-task-n-processor assignments is represented by a k-assignments vector in the k-assignments vector space. We present some examples of the dual space and vector space model for the vector space of k-assignments vectors in distributed systems. We concern representations of task assignments rather than finding approximate or near optimal solutions for task assignments. A Young tableau approach allows us to raise the expressiveness of partitioned processors (respectively, tasks) and their task assignments.
Introduction
A distributed computing system is defined as "a collection of independent computers that appear to the users of the system as a single computer" [1] . In distributed computing systems, we often try to take advantage of parallelism [1, 2] by dividing a job into many tasks that execute on one or more processors. The purposes of task assignments in distributed systems are to increase system throughput by reducing task turnaround time [3] [4] [5] [6] , balance loads by improving the average processor utilization [7, 8] , etc. A subclass of task assignment problems involves an equal number of tasks and processors, where the mapping between a set of tasks and a set of processors is bijective. One of its fundamental form is represented by the linear assignment problem (or linear sum assignment) [9] [10] [11] [12] , which concerns how n tasks are assigned to n machines (or agents) in the best possible way. Meanwhile, if the tasks have the precedence relationship, they can be expressed as a directed acyclic graph (DAG), where each node represents a task and each edge represents a precedence constraint [13] . We focus on the representation of an n-task-n-processor assignment for a given acyclic task graph G = (V, E) with n tasks and n heterogeneous processors. In our approach an n-task-nprocessor assignment is represented by a Young tableau (or tabloid ) [14] , and a certain set of n-task-n-processor assignments is represented by a vector in the vector space corresponding to a certain tableau shape. Our approach to representing an n-task-n-processor assignment is quite general, aiming to apply for task assignments involving the same number of tasks and resources in other disciplinary areas, such as production management and operations research [9] . We also discuss n-task-m-processor assignments (m < n) by using generalized Young tableaux, which are of limited use.
The remainder of this paper is organized as follows. We describe task assignments including an n-task-n-processor assignment in distributed systems in Section 2. Section 3 provides an introduction to groups and vector spaces focused on the symmetric group S n [15] , and its action on the vector space. We introduce Young tableaux and the representations of S n in Section 4. Section 5 shows our approach to representing task assignments in distributed systems by using Young tableaux. We also discuss an equivalence class of tableaux for n-task-n-processor assignments in this section. In Section 6 we introduce a k-assignments vector and its vector space. We then show how they are related to the representation theory of S n . In Section 7 we show the applications of the vector space and its dual space for k-assignments vectors. Finally, we conclude in Section 8.
Task assignments in distributed systems

Task assignment problem in distributed systems
A task assignment problem in a distributed system is defined as follows [4] [5] [6] . Let T n be a set of n tasks such that T n = {t 1 , t 2 , . . . , t n } and let R m be a set of m (m ≤ n) processors such that R m = {r 1 , r 2 , . . . , r m }. Each task and processor is not necessarily homogeneous in distributed computing systems. A partial order relation ≺ is defined on T n , which specifies the task precedence constraint; t i ≺ t j for any two tasks t i , t j ∈ T n denotes that t i must be completed before t j can begin. Let A be a valid task assignment between T n and R m . Let t e p (A) be the total execution time of processor p for the task assignment A, and t i p (A) be the total idle time of processor p for the task assignment A. Processor p is idle before the execution of its first task or between the executions of its two consecutive tasks for the task assignment A [16] . We assume that interprocessor communication takes place in the communication subsystem in which processor p is not involved in the communication [13] . The turnaround time of processor p is the total time spent in processor p for the task assignment A. Let t p (A) If the performance metric for a task assignment is the average processor utilization, an optimal task assignment is defined as the task assignment A 0 such that u(A 0 ) = max A u(A) .
Constraints and assumptions are as follows:
(1) Both distributed tasks and processors are not necessarily homogeneous and the information regarding their characteristics is available to the task assignment system. Processors are consistent and dedicated to the task assignment in which no other task or job is involved when the task assignment is executed. ( 2) The network of distributed processors is fully-connected in which communication links are identical with the same data transfer rate. Communications between processors take place by message passing. (3) Each task is assigned to each processor bijectively in such a way that each processor is able to process at most one task in a non-preemptive manner. (4) Precedence constraints may be imposed. A task t j can be executed if all its predecessors t i with t i ≺ t j have completed. A task graph for the distributed tasks is directed and acyclic.
Traditional approaches to representing task assignments have limitations in some cases. For example, an assignment is often represented as a set of pairs (task ID, processor ID), graphs, matrices, charts, or tables [4, 5, 9] . If we apply a logical partition to tasks or processors, those approaches do not efficiently express a partition. Note that a partition in this paper refers to a logical partition of tasks or processors, which is different from the partition used in the context of grain packing [13] that concerns how to partition a job into subtasks in order to improve the performance criteria. Once the assignment is fulfilled, a systematic mechanism for permuting tasks or processors is needed in some situations. Especially, a partition of tasks or processors often needs to be preserved during permutations. In our approach task assignments are represented by Young tableaux in which partitions are naturally represented. In Section 2.2 we provide the definitions and terminology for task assignments in distributed systems. 3, 13, 17] ). A task graph T = (V, E) is a directed acyclic graph, where each node in V = {v 1 , v 2 , . . . , v n } denotes a task, and each edge (v i , v j ) ∈ E ⊂ V × V denotes the precedence relationship between tasks, i.e., v j cannot begin before v i completes. The positive weight associated with each task v ∈ V represents a computation requirement. The nonnegative weight associated with each edge (v i , v j ) ∈ E represents a communication requirement.
Definitions and terminology for task assignments
Definition 2.2 ( [13, 17, 18] ). A fully-connected heterogeneous system P is a set P = {p 1 , p 2 , . . . , p m } of m heterogeneous processors whose network topology is fully-connected. A heterogeneous system P is called consistent if processor p i ∈ P executes a task n-times faster than processor p j ∈ P , then it executes all other tasks n-times faster than processor p j . A heterogeneous system P is called communication homogeneous if each communication link in P identical.
Let T = (V, E) be a task graph and P = {p 1 , p 2 , . . . , p m } be a fullyconnected heterogeneous system. Assume that a startup cost of initiating a task on a processor is negligible. In a consistent system, the computation cost of task v i on p j is ω(v i , p j ) = r(v i )/e(p j ), where r(v i ) is the computation requirement of task v i , and e(p j ) is the execution rate of processor p j [13, 19] . Meanwhile, in an inconsistent system, the computation cost of task v i on p j is given by ω(v i , p j ) = w ij , where w ij is the (i, j) th entry in a |V | × |P | cost matrix W [13] . Note that an inconsistent system model is a generalization of a consistent system model. Next, the communication cost model of P is defined as follows. Let d(v i , v j ) be the amount of data to be transferred from task v i to task v j for each (v i , v j ) ∈ E; let t(p s , p t ) be the data transfer rate between the communication link between processor p s and p t in P . Assume that both local communication and communication startup cost are negligible. If the communication of P has the linear cost model [18] , then the communication cost between task v i on processor p s and task v j on p t is given by c(v i , v j ) = d(v i , v j )/t(p s , p t ) if p s = p t , and 0 otherwise [18, 20] . Further, if P is communication homogeneous with the data transfer rate of each communication link is 1, the communication requirement and the communication cost coincide for interprocessor communication.
Definition 2.3 ( [13, 17] ). Let T = (V, E) be a task graph and P = {p 1 , p 2 , . . . , p m } be a fully-connected heterogeneous system. Suppose task v i ∈ V is assigned to processor p j ∈ P , and a start time of task v i is t s (v i , p j ). Then, the finish time of task v i on processor p j is
Definition 2.4 ( [13, 16] ). Let T = (V, E) be a task graph and P = {p 1 , p 2 , . . . , p m } be a fully-connected heterogeneous system. The earliest possible start time of task v j ∈ V on processor p k ∈ P is called the data ready time, which is defined as
where pred(v j ) denotes the set of all predecessors of task v j , and proc(v i ) denotes the processor to which task v i is assigned. If pred(v j ) = ∅, then v j is called an entry node, which is assumed that t dr (v j , p k ) = 0 for all p k ∈ P .
The n-task-n-processor assignments in distributed systems
The n-task-n-processor assignment problem is a subclass of task assignment problems in distributed systems, which involves the same number of tasks and processors. In the remainder of this paper, a target heterogeneous system P for n-task-n-processor assignments is assumed to be fullyconnected, consistent, and communication homogeneous, where the communication requirement and the communication cost coincide. Fig. 1 shows the task graph with eight tasks and examples of 8-task-8-processor assignments A i for 1 ≤ i ≤ 3. The label next to each node in the task graph denotes the computation requirement and the label next to each edge denotes the communication requirement or communication cost. For example, the communication cost between task 1 and task 2 is 5 time units. Consider the task assignment A 1 in Fig. 1(b) . Each (a, b) in A k for 1 ≤ k ≤ 3 denotes that task a is assigned to processor b. Task 1 is the entry node in the task graph G = (V, E), so it starts at time 0. Since task 1 is assigned to processor 1 in A 1 , the computation cost of task 1 is its computation requirement divided by the execution rate of processor 1. A possible choice of units for τ and u in Fig. 1(b) are Flop (Floating-point operation) [21] and second, respectively. We see that the computation cost of task 1 is 10/10 = 1 time unit. Since each task is assigned to a different processor for an n-task-n-processor assignment problem, each task starts at its data ready time. Thus, task 2 starts its execution at 1 + 5 = 6 time units. Similarly, task 3 and 4 start at 6 time units. Simple calculations show that task 5 starts at 17, task 6 at 24, task 7 at 31, and task 8 at 61 time units. Thus, the task turnaround time of A 1 is 61 + 10/2 = 66 time units, where 10/2 is a computation cost of task 8 on processor 8. Note that the execution rate of processors 1, 2, and 3 are the same. Thus, it is indistinguishable in terms of the task turnaround time of an n-task-n-processor assignment if we swap processors with the same execution rate. We see that the task turnaround time of A 2 and A 3 are the same with that of A 1 . Further, once the spatial assignment of tasks has been determined, the temporal assignment of tasks is deterministic for the n-task-n-processor assignment, i.e., the start time of each task is always its unique data ready time.
Traditional methods [3] [4] [5] [6] to representing task assignments have some limitations if task assignments involve the same number of tasks and processors (or agents). If we apply an equivalence relation to tasks or processors, traditional approaches do not efficiently express those assignments that belong to an equivalence class. The size of the search space is reduced if we have the homogeneous processors for the n-task-n-processor assignment. We partition the search space S n of n-task-n-processor assignments by using the equivalence relation of Young tableaux of a certain tableau shape. If a certain set of task assignments is represented by a k-assignments vector in the vector space, the vector space model [22] can be applied to retrieve the previous n-task-n-processor assignments and measure the similarity between them. A k-assignments vector is needed to transform into another k-assignments vector in some situations. Suppose a set of tasks are swapped between processors. In this case we need to apply an appropriate linear transformation on this vector space. Several other linear groups may act on the vector space as linear transformations. For example, an orthogonal group [23] may act on the vector space in order to apply linear transformations while preserving the cosine-similarity [22] between two k-assignments vectors. The k-assignments vectors are discussed in Section 6.
We introduce the necessary definitions and results of group theory and Young tableaux in Section 3 and 4.
Groups, vector spaces, and representations
Group theory is the branch of mathematics, which provides the methods, among other things, to analyze symmetry in both abstract and physical systems [24] . In this section we give the definitions and results on groups and representations primarily focused on S n .
Definition 3.1 ([25])
. A group (G, · ) is a nonempty set G, closed under a binary operation · , such that the following axioms are satisfied:
A group G is abelian if its binary operator · is commutative such that
Definition 3.2 ([26]
). The group of all bijections I n → I n , where I n = {1, 2, . . . , n}, is called the symmetric group on n letters and denoted S n .
Example. Let I n = {1, 2, . . . , n}. Let T n be a set of the distributed tasks and R n be a set of the distributed processors in a distributed system such that T n = R n = I n . Then the group of all bijections T n → R n is S n , and each element of S n denotes each task assignment between T n and R n . [25, 27] ). Let G be a group and H be a nonempty subset of a group G. If H itself is a group under the restriction to H of the binary operation of G, then H is a subgroup of G, denoted as H ≤ G. 
for all x, y ∈ G.
. . , g n ) where g i ∈ G i with the binary operation defined componentwise:
where a i , b i ∈ G i . If the binary operation of each G i is commutative (e.g., an abelian group with + operation), we also use an additive notation
Definition 3.9 ( [25, 26] ). A ring is a nonempty set R together with two binary operations + , × : R × R → R (called addition and multiplication) such that:
In addition,
then R is said to be a ring with unity.
If (R, + , × ) is a ring and (G, · ) is a group, we shall also write ab rather than a × b for any a, b ∈ R, and write ab rather than a · b for any a, b ∈ G.
Definition 3.10 ( [26] ). An element x in a ring R with unity is said to be left (respectively, right) invertible if there exists an element z (respectively, y ∈ R) in a ring R such that zx = 1 R (respectively, xy = 1 R ). An element x ∈ R that is both left and right invertible is said to be a unit.
Definition 3.11 ([26])
. A ring R with unity 1 R = 0 where every nonzero element is a unit is called a division ring. A field is a commutative division ring.
Definition 3.12 ( [26, 29] ). Let R be a ring. A left R-module is an additive abelian group M together with a scalar multiplication defined by a function R × M → M such that for all r, s ∈ R and a, b ∈ M :
In addition, if R is a ring with unity and
A right R-module is defined similarly by M ×R → M given by (a, r) → ar, where the ring R acts on the right. By writing scalars r, s ∈ R on the right of a, b in M , the axioms for a left R-module is replaced with the axioms for a right R-module. Note that if R is a field, i.e., commutative division ring, then (left and right) R-module M is equivalent to a vector space M over R.
In the remainder of this paper G denotes a finite group, K a field, and V denotes a finite dimensional vector space. Definition 3.13 ( [26, 28] ). Let V , W be vector spaces over K. A function T : V → W is a linear transformation from V to W provided that for all v, w ∈ V and k ∈ K:
Definition 3.14 ( [25] ). An action of a group G on a set X is a function G × X → X such that for all x ∈ X and g 1 , g 2 ∈ G:
When such an action is given, we say that G acts on the set X, and X is called a G-set.
Definition 3.15 ([27]
). Suppose G acts on a vector space V over K. The action of G on V is called linear if the following conditions are met:
Definition 3.16 ( [15, 29] ). The general linear group GL(n, K) is the multiplicative group of all nonsingular n × n matrices over K. Alternatively, the general linear group of the vector space V is the group of all invertible linear transformations from V to V , denoted GL(V ). If V has a finite dimension n, then GL(n, K) and GL(V ) are isomorphic as groups.
Lemma 3.1 ([27]
). There is a bijective correspondence between the set of linear actions of G on a vector space V over K, and a set of homomorphisms from G to GL(V ).
Definition 3.17 ([28]). A linear representation
1 of G is any homomorphism from G into GL(V ). A matrix representation of G is any homomorphism from G into GL(n, K), where GL(n, K) is the group of all invertible n × n matrices under matrix multiplication. Lemma 3.1 and Definition 3.17 imply that giving a linear representation ρ : G → GL(V ) of a finite group G on a vector space V over K is equivalent to giving a G-module structure on V . Thus, we say that the module V affords the representation ρ of G [28] . We also call V itself a representation of G if there is no ambiguity about ρ, and write g · v or gv for ρ(g)(v) [23] .
Definition 3.18 ( [15, 26] ). If X is a matrix representation of G, then the character of X is a function χ : G → K defined by χ(g) = trX(g) for any g ∈ G, where tr denotes the trace of a matrix over a field K. If V is a G-module, then its character corresponding to V is the trace of a matrix representation X, where the trace of an n × n matrix A = (a i,j ) over K is defined as a 1,1 + a 2,2 + · · · + a n,n ∈ K.
Proof. Since g and h lies on the same conjugacy class of G, without loss of generality, we assume g = xhx
A representation V is said to be irreducible if it does not contain a proper nonzero G-invariant subspace W of V .
Example ( [15] ). Let V be a one-dimensional vector space over K. Then, we give V an S n -module structure by defining gv = v for all g ∈ S n and v ∈ V . This module affords the matrix representation X of S n defined by X(g) = (1) for all g ∈ S n . We call this representation the trivial representation of S n . Recall that the transpositions (2-cycles) generate S n [26] . Each element π ∈ S n is represented by π = π 1 π 2 · · · π k , where the π i are transpositions. The sign of π ∈ S n is defined as sgn(π) = (−1) k . The sign representation is also a one dimensional representation of S n , defined by X(π) = (sgn(π)) for any π ∈ S n , where the sgn(π) denotes the sign of π.
Definition 3.20 ( [23, 27] ). Let S = {x 1 , x 2 , . . . , x n } be a finite set and let G act left on S. Let V be the vector space over K with basis {e x : x ∈ S}. Now let G act on V by
The G-module V is called the permutation representation associated with the set S.
Example ( [15, 28] ). Consider the permutation representation of S 3 associated with the set S = {1, 2, 3}. Let V be an 3-dimensional vector space over K with basis B = {e 1 , e 2 , e 3 }. We give V an S 3 -module structure by defining g · k x e x = k x e gx for any g ∈ S 3 and k x ∈ K in an obvious way. For example, (1 2)e 1 = e 2 , (1 2)e 2 = e 1 , and (1 2)e 3 = e 3 . The matrix representation of X(π) for π ∈ S 3 has a 1 in row i and column j if π · e j = e i . The matrices of the permutation representation of S 3 are as follows:
We see that the value of the character of X at g, i.e., χ(g), equals the number of elements of B = {e 1 , e 2 , e 3 } that are fixed by g ∈ S 3 .
Young tableaux and the representations of symmetric groups
A Young tableau is a fundamental tool for combinatorics and representation theory [14] . In this section we give an introduction to Young tableaux and their relationship to the representations of S n .
Definition 4.1 ([15]).
A partition of n is defined as a sequence λ = (λ 1 , λ 2 , . . . , λ i ), where the λ j are weakly decreasing and i j=1 λ j = n. If λ is a partition of n, then it is denoted as λ n. Example. Let λ = (2, 1). The list of all Young tableau of the shape λ is as follows: To denote a tabloid {t}, only horizontal lines between rows are used. For example,
Now we define a vector space whose basis consists of a set of tabloids of shape λ. The action of π ∈ S n on a Young tableau t = (t i,j ) of shape λ n is defined as πt = (π(t i,j )) [15] , where t i,j denotes the entry of t in position (i, j). In a similar manner the action 2 of π ∈ S n on tabloids are defined by π{t} = {πt}. For example, (2 3) ∈ S 3 acts on a tabloid of shape λ = (2, 1) as shown below:
We see that (2 3) ∈ S 3 gives a permutation to a tabloid of shape λ, swapping "2" and "3" in the tabloid.
Definition 4.6 ([15]
). Suppose λ n. Let M λ be the vector space over the field of real numbers R whose basis consists of a set of tabloids of shape λ given by
where {t 1 }, . . . , {t k } is a complete list of distinct tabloids of shape λ. Then M λ is a representation of S n , called the permutation module corresponding to λ.
is the vector space generated by the single basis element, i.e., tabloid of shape λ = (n). Thus
The tabloid of shape λ = (n) is fixed by the action of S n . We see that M
(n)
is a one-dimensional trivial representation of S n .
Example. Suppose λ = (1 n ) = (1, 1, . . . , 1). Since each equivalence class {t} has at most a single tableau of shape λ, the tabloids in M (1 n ) are simply permutations of {1, 2, . . . , n} into n rows. Thus, M
(1 n ) ∼ = RS n , which is the n!-dimensional representation of S n .
Example. Suppose λ = (n − 1, 1). Then, each tabloid in M λ is uniquely determined by the second row's element. For example, if n = 4 and λ = (3, 1), then the basis of M (3,1) is as follows:
Thus M (3,1) = R{{t 1 }, {t 2 }, {t 3 }, {t 4 }}. More generally,
where S λ 1 permutes 1, 2, . . . , λ 1 ; S λ 2 permutes λ 1 + 1, λ 1 + 2, . . . , λ 1 + λ 2 , and so on.
We see that the order of the Young subgroup of shape λ is λ 1 !λ 2 ! · · · λ i !. Since S λ is a subgroup of S n , the number of left cosets of S λ in S n is n!/(λ 1 !λ 2 ! · · · λ i !). Consider a tabloid {t λ } in which each row of {t λ } corresponds to each interval in the partition of n for the Young subgroup S λ with λ = (λ 1 , λ 2 , . . . , λ i ) n. Then, there is a bijection between π i S λ and the {π i t λ }, where {π i } is a transversal for S λ in S n [15] . Thus, we have Lemma 4.1.
Assignment tableaux and tabloids
5.1. Assignment tableaux and tabloids for n-task-n-processor assignments In this subsection we show our approach to representing n-task-n-processor assignments by using Young tableaux and tabloids. We first introduce a task tableau and a processor tableau. Then, we define an assignment tableau, which is a 2-tuple of a task and a processor tableau. Suppose fourteen processors are partitioned into {1, 3, 8, 14}, {2, 5, 6, 4}, {9, 7, 12}, and {10, 13, 11}. It is naturally represented as a processor tableau in Fig. 2(a) . Suppose further that the 14-task-14-processor assignment is given by {(1 → 1), (3 → 3), (5 → 8), (11 → 14) , (2 → 2), (4 → 5), (8 → 6), (6 → 4), (7 → 9), (9 → 7), (10 → 12), (13 → 10), (12 → 13), (14 → 11)}, where (a → b) means task a is assigned into processor b. This task assignment may have a compact form of a representation as shown in Fig. 2(b) , where the entry in each cell represents a task (or task ID) and the label in the upper right corner of each cell represents a processor (or processor ID). Since Fig. 2(b) is not a standard form of a Young tableau, we describe this task assignment as a 2-tuple of Young tableaux instead. We use the task tableau of the same shape with that of the processor tableau as shown in Fig. 2(c) to represent the task assignment corresponding to Fig. 2(b) . Now we define an assignment tableau to represent an n-task-n-processor assignment.
Definition 5.2. An assignment tableau of shape λ, denoted as a λ , is a 2-tuple of Young tableaux a λ def = (t λ , p λ ), where t λ is a task tableau of shape λ and p λ is a processor tableau of shape λ. If two assignment tableaux represent the same task assignment, we say that they are equivalent up to the task assignment.
An assignment tableau a λ represents a task assignment, where each task in a cell (i, j) of t λ is assigned to each processor in a cell (i, j) of p λ bijectively. Therefore, we also denote a λ as a set of all (a → b) [31] , where a is a task in a cell (i, Consider the assignment tableau a λ in Fig. 3(a) . Since the processor tableau in a λ is the standard processor tableau, it follows that a λ is the standard assignment tableau, i.e., a λ = A λ . Thus, we have A λ = a λ set = {(5 → 1), (3 → 2), (1 → 3), (6 → 4), (4 → 5), (2 → 6)} for λ = (3, 2, 1). For a standard assignment tableau, we simply denote A λ as (t λ ) rather than denoting a 2-tuple (t λ , p λ ). By a slight abuse of notation, if no confusion arises, we simply denote A λ as t λ without parentheses. For example, Fig. 3(c) represents a task assignment A µ set = {(2 → 1), (3 → 2), (7 → 3), (8 → 4), (6 → 5), (1 → 6), (5 → 7), (4 → 8)} for µ = (4, 2, 2), where eight processors are partitioned into three processor groups for µ = (4, 2, 2).
When we consider an assignment tableau, the partition constraints mandate that both task and processor tableau have the same shape. Once the processor tableau has chosen for an assignment tableau of shape λ, we may fix the processor tableau and consider the permutations of task tableaux of shape λ in order to find other n-task-n-processor assignments. A standard assignment tableau is the preferred form for an n-task-n-processor assignment because a single tableau rather than a 2-tuple of Young tableaux represents an n-task-n-processor assignment between tasks and processors. We next describe a row-equivalent class of task, processor, and assignment tableaux.
Definition 5.4.
A processor tabloid of shape λ, denoted {p λ }, is a row equivalence class of processor tableaux, i.e., {p λ } = {p λ : p λ ∼ p λ }, such that processors in the same row of p λ have the same execution rate. A task tabloid of shape λ, denoted {t λ }, is a row equivalence class of task tableaux, i.e., {t λ } = {t λ : t λ ∼ t λ }.
Processors that have the same execution rate are indistinguishable from an n-task-n-processor assignment in terms of the task turnaround time. For example, suppose that we have two distinct tasks a and b, and two processors x and y that have the same execution rate. Then, a 2-task-2-processor assignment {(a → x), (b → y)}, and {(a → y), (b → x)} are equivalent in terms of the task turnaround time and the average processor utilization. In Fig. 1(b) , the execution rates of the set of processors {1, 2, 3}, {4, 5, 6}, and {7, 8} are the same. In this case, we may represent them as a processor tabloid that has the entries of the first row 1, 2, and 3, the entries of the second row 4, 5, and 6, and the entries of the third row 7, and 8, respectively. Definition 5.5. An assignment tabloid of shape λ, denoted {a λ }, is defined as a 2-tuple of
If a processor tableau is the standard processor tableau or a processor tabloid containing the standard processor tableau, the associated assignment tabloid is said to be standard, denoted as {A λ } def = ({t λ }). By a slight abuse of notation, if no confusion arises, we also denote {A λ } as {t λ } (without parentheses).
The first definition of {a λ } in Definition 5.5 fixes t λ , while the second definition of {a λ } fixes p λ . Since both definitions involve a row-equivalence class of Young tableaux of the same shape, the order of entries in the same row within an assignment tableau does not make any difference, i.e., they are equivalent up to the n-task-n-processor assignment. In case a processor tabloid is given instead of a processor tableau, we replace the processor tabloid with the processor tableau, and the task tableau with the task tabloid in order to keep the canonical form of an assignment tabloid. For example,
We see that {a λ } is a standard assignment tabloid. Thus,
Proposition 5.1. Suppose λ = (λ 1 , λ 2 , . . . , λ i ) n. For a given assignment tabloid of shape λ, the number of n-task-n-processor assignments represented by the given assignment tabloid is λ 1 !λ 2 ! · · · λ i !.
Proof. Let {a λ } be an assignment tabloid such that {a λ } = ({t λ }, p λ ). Then, the number of n-task-n-processor assignments represented by {a λ } for λ n corresponds to the number of distinct task tableaux in {t λ }. There are λ 1 ! possible rearrangements for the first row of t λ , λ 2 ! possible rearrangements for the second row of t λ , etc. Thus, the number of distinct task tableaux in {t λ } is the order of Young subgroup S λ of S n , i.e.,
Then, the number of distinct standard assignment tabloids of shape λ is n!/(
Proof. It immediately follows from Lemma 4.1 and Proposition 5.1.
For example, consider standard assignment tabloids of the following shapes λ i n for n = 4 and 1 ≤ i ≤ 3:
The number of distinct standard assignment tabloids of the shape λ 1 is (n!/λ 1 !) = (4!/4!) = 1 for n = 4. This situation may arise if all the four processors are homogeneous in which there is a unique representation of 4-task-4-processor assignment. The number of distinct standard assignment tabloids of the shape λ 2 is (n!/(1!) n ) = n! = 4! for n = 4. It corresponds to the number of all permutations of four tasks for a given standard processor tableau of shape λ 2 . The number of distinct standard assignment tabloids of the shape λ 3 is n!/(n − 1)! = 4 for n = 4, which corresponds to the number of choices (from 1 to 4) for the element in the second row. Proposition 5.3. Let λ = (λ 1 , λ 2 , . . . , λ i ) n. If {a λ } is an assignment tabloid such that {a λ } = ({t λ }, p λ ), then n-task-n-processor assignments represented by {a λ } have the same task turnaround time (respectively, average processor utilization).
Proof. By Definition 5.5, we have {a λ } = ({t λ }, p λ ) = (t λ , {p λ }) = {(t λ , p λ ) : p λ ∼ p λ }. Suppose to the contrary that the conclusion does not hold. Then, there exists two assignment tableaux a λ , such that the task execution time of t on a and t on b necessarily differs, which is impossible by the choice of a and b since the execution rate of a and b are the same by Definition 5.4. Thus, we conclude that n-task-n-processor assignments represented by {a λ } have the same task turnaround time (respectively, average processor utilization).
Proposition 5.4. Let λ = (λ 1 , λ 2 , . . . , λ i ) n. If {A λ } is a standard assignment tabloid such that {A λ } = {t λ }, then n-task-n-processor assignments represented by {A λ } have the same task turnaround time (respectively, average processor utilization).
Proof. It immediately follows from Proposition 5.3. However, the converse of Proposition 5.3 and 5.4 is not necessarily true. Two n-task-n-processor assignments represented by two different assignment tabloids may have the same task turnaround time. Suppose we have four tasks and four heterogeneous processors as shown in Fig. 4 . Then, a standard assignment tabloid of shape (1, 1, 1, 1 ) represents a 4-task-4-processor assignment in a unique manner. For example, consider two different standard assignment tabloids of shape (1, 1, 1, 1) having the task assignment sets 
Generalized assignment tableaux for n-task-m-processor assignments
An assignment tableau represents a task assignment, where each task in a cell (i, j) of a task tableau is assigned to each processor in a cell (i, j) of a processor tableau bijectively. If a set of tasks are assigned to a smaller set of processors, i.e., n-task-m-processor assignment (m < n), repetitions occur in the entries in a processor tableau. We use generalized Young tableaux to represent n-task-m-processor assignments for m < n. Definition 5.6. A generalized processor tableau of shape λ, denoted asp λ , is a filling of the Young diagram of shape λ with processors {1, 2, . . . , n} (repetitions allowed).
Definition 5.7.
A generalized assignment tableau of shape λ, denoted as a λ , is a 2-tuple of Young tableaux a λ def = (t λ ,p λ ), where t λ is a task tableau of shape λ andp λ is a generalized processor tableau of shape λ.
Definition 5.8. A standard task tableau of shape λ, denoted as T λ , is a task tableau having the entries of task IDs {1, 2, . . . , n} in a sequential order, starting from the top left and ending at the bottom right. If a task tableau is the standard task tableau, then we say that the associated generalized assignment tableau is standard, denoted asĀ λ , i.e.,Ā λ def = (T λ ,p λ ). Consider the generalized assignment tableauā λ in Fig. 5(a) . Since the task tableau inā λ is the standard task tableau,ā λ is the standard assignment tableau, i.e.,ā λ =Ā λ by Definition 5.8. Thus, we haveā λ =Ā λ set = {(1 → 1), (2 → 1), (3 → 2), (4 → 1), (5 → 3), (6 → 2)} for λ = (3, 2, 1). As shown in Fig. 5(b) , we also denoteĀ λ as (p λ ) rather than denoting a 2-tuple (t λ ,p λ ) for a standard generalized assignment tableau. Similarly to an assignment tableau, by a slight abuse of notation, we may denoteĀ λ asp λ without parentheses if no confusion arises (see Fig. 5(c) ).
Unlike n-task-n-processor assignments, a generalized assignment tableau alone does not necessarily determine the task turnaround time of a task assignment. As mentioned in Section 2.3, the start time of each task for an n-task-n-processor assignment is its unique data ready time. Meanwhile, the start time of each task for an n-task-m-processor assignment for m < n depends on an execution order, i.e., temporal assignment of tasks. For example, if processor p has two tasks t 1 and t 2 with the same data ready time, then it depends on a task assignment algorithm to determine whether t 1 or t 2 is started first on p.
A k-assignments vector space and its k-assignments vectors
In our approach an n-task-n-processor assignment for a task graph having n nodes is represented by an assignment tableau or tabloid, while a certain set of n-task-n-processor assignments is represented by a k-assignments vector. The vector space of k-assignments vectors is a representation of S n , which is closed under the action of S n . An action of S n to a k-assignments vector give a permutation of tasks on processors. For example, (1 2){A Now let g = (1 2) ∈ S 4 acts on each standard assignment tabloid {A k µ } for 1 ≤ k ≤ 3 in the same manner to a tabloid discussed in Section 4. Then we have g{A
µ } is not closed under the vector space we have. Note that swapping elements in the same row of the given tabloid remains the tabloid invariant. In case g = (1 2) ∈ S 4 acts on the standard assignment tabloid {A 3 µ }, then the resulting tabloid has 1 in the second row, which is not available in the vector space spanned by {A k µ } for 1 ≤ k ≤ 3. Thus, the vector space in consideration is not a representation of S 4 . Meanwhile, consider the vector space W spanned by {A Fig. 6 . This space is closed under the action for all g ∈ S 4 . It is a desirable property that the vector space of standard assignment tabloids of shape λ n are closed under the action of S n . The vector space W spanned by standard assignment tabloids of shape (3, 1) is a representation of S 4 as shown in Definition 4.6. Definition 6.1. Let λ n. A k-assignments vector space corresponding to shape λ, denoted V λ , is a representation of S n , spanned by all distinct standard assignment tabloids of shape λ. A vector in this vector space is called a k-assignments vector, which is a linear combination (over R) of standard assignment tabloids of shape λ.
A k-assignments vector ranges from a single standard assignment tabloid to a linear combination of standard assignment tabloids of the given shape. If a k-assignments vector is a linear combination of distinct standard assignment tabloids, the k-assignments vector represents k-copies n-task-nprocessor assignments including the case for k = 1, which is an n-task-nprocessor assignment for a task graph having n nodes. The k-copies n-taskn-processor assignments arise when the same computations (e.g., k identical task graphs) are performed on the multiple independent set of data [32] [33] [34] . Since the heterogeneous system is dedicated to each n-task-n-processor assignment, we assume that k-copies n-task-n-processor assignments are executed consecutively one by one without any gap. Thus, the total turnaround time of k-copies n-task-n-processor assignments are the sum of each task turnaround time corresponding to each task graph of k-copies identical task graphs. Examples of the weighting scheme for a k-assignments vector will be discussed in Section 7.1. Note that V λ for λ n in Definition 6.1 is not necessarily an irreducible representation of S n , i.e., it may contain a proper subspace of V λ , which is closed under the action of S n . For example, let W be a k-assignments vector space of shape µ spanned by {A k µ } for 1 ≤ k ≤ 4 (see Fig. 6 ). Then the vector space spanned by {A
µ } is clearly a proper subspace of W , which is closed under the action of S 4 .
In addition, V λ for λ n itself is a subspace of λ n V λ (the direct sum of k-assignments vector spaces of all shapes for a given n) that contains V λ as its subspace. V λ is essentially a permutation module corresponding to λ, which has a decomposition by using Kostka numbers [15, 23] and irreducible Specht modules [23] . It is beyond the scope of this paper to decompose V λ into a sum of irreducible representations. Next we consider the dimension of V λ .
Proof. By Definition 6.1, each distinct standard assignment tabloid of shape λ corresponds to each basis element of V λ . By Proposition 5.2, the number of distinct standard assignment tabloids of shape λ is n!/(
Since V λ for λ n is a permutation module by Definition 4.6 and 6.1, it affords the permutation representation associated with the set of standard assignment tabloids of shape λ. Thus, an associated set X for a permutation representation of S n corresponds to a set of distinct standard assignment tabloids of shape λ n for V λ . It is known that a character of a permutation representation of S n on an associated set X counts the number of fixed points [35] in the set X. Since the character of a permutation module is constant on conjugacy classes [27] , the number of standard assignment tabloids of shape λ n fixed by π ∈ S n is the character of V λ evaluated on the conjugacy class corresponding to π. Table 1 . Characters of V λ for S 4 (φ λ : the character of V λ , K µ : the conjugacy class of S 4 with cycle type µ).
As an example, the characters of V λ for a symmetric group S 4 are computed in Table 1 . It shows the list of characters of V λ for each conjugacy class of S 4 , which coincides the characters of the permutation module M λ for S 4 [30] . Note that the column of K (1,1,1,1) in Table 1 corresponds to the dimension of V λ , which indicates the number of distinct standard assignment tabloids of shape λ n for n = 4.
Applications
Vector Space Model
Vector space model (VSM) [22, 36] is an algebraic model that represents terms, documents and queries by vectors, widely used in information retrieval, relevance rankings, etc. It has been one of the most popular models or techniques in information retrieval, where the information retrieval is referred to as a technique and a process of searching and interpreting the queried information from the stored data or corpus [36, 37] . The Boolean retrieval model [38] in information retrieval poses queries by using the Boolean expression of terms, i.e., terms combined with AND, OR, and NOT operators. Each document is viewed simply as a set of words in this model. The shortcomings of the Boolean retrieval model are the lack of mechanisms of document ranking [39] . The vector space model overcomes some limitations of Boolean retrieval model by assigning numeric scores to documents for a query [39] . This is established by measuring similarity between a query and document vector, where each document vector D i and a query vector Q are represented by n-dimensional vectors in the term space such that D i = (w i,1 , w i,2 , . . . , w i,n ) and Q = (w Q,1 , w Q,2 , . . . , w Q,n ) [36] . Each dimension of document and query vector corresponds to the number of distinct terms in the term space, where each w i,k and w Q,k for 1 ≤ k ≤ n represent the term weights in the document vector D i and the query vector Q, respectively. The definition of a term is not inherent in the vector space model but words and phrases are often used as terms [39] . In this section we provide several examples of terms represented by Young tableaux including task and assignment tableaux. The common approach to the term-weighting scheme is tf-idf (term frequency-inverse document frequency) weighting scheme [40, 41] . In this scheme tf corresponds to the local parameter, while idf corresponds to the global parameter. The weight of a given term j in a document i in tf-idf scheme is defined as follows [41] :
where N is the number of documents in the document collection, tf i,j denotes the term-frequency (number of times a given term j appears in a document i ), and df j denotes the document frequency (number of documents a given term j appears). Note that if a term appears in every document, then log(N/df j ) is 0. In contrast, if a term appears in a small number of documents with the high frequency, then it is assigned high weight. For example, consider a document D i in which the term "system" occurs 10 times. Assume we have three documents and "system" appears in two documents among them. Then tf i,j = 10 and idf j = log(3/2). It follows that the term-weight w i,j for "system" in the document D i is w i,j = 10 × log(3/2) = 1.761. A term t j is a single task assignment by using Young tableau of shape (2, 1) while the document D i denotes 4-copies 3-task-3-processor assignments by using Young tableaux of shape (2, 1). The term t j occurs 2 times in D i . Assume we have three documents and t j appears in only one document among them. Then tf i,j = 2 and idf j = log(3/1). It follows that the term-weight w i,j for t j in the document D i is w i,j = 2 × log(3/1) = 0.9542.
A simple similarity measure between a query and a document vector is obtained by computing an inner product between them. However, the inner product similarity measure tends to assign to a longer document a high score [42] . The cosine-similarity normalizes lengths of a query and a document vector to unit vectors and considers the inner product of those unit vectors [41] . We first define an inner product on a vector space V over R.
Definition 7.1 ([43]
). Let V be a vector space over R. An inner product for V is a function ( , ) from V × V into R, such that for all x, y, z ∈ V and for all k ∈ R:
It is easily verified that Theorem 7.1 satisfies the definition of an inner product in Definition 7.1. If we let |x| be the length of a vector x = (x 1 , x 2 , . . . , x n ) ∈ R n such that |x| = (
, then the geometric interpretation of (x, y) is (x, y) = |x||y|cos θ, where θ is the angle between x and y. We shall write x · y rather than (x, y) for an inner product on V = R n .
To evaluate the degree of similarity between a document vector D i = (w i,1 , w i,2 , . . . , w i,n ) and a query vector Q = (w Q,1 , w Q,2 , . . . , w Q,n ), we employ the cosine-similarity by using the cosine of the angle between two vectors:
where the weight of a term j in the query Q is w Q,j = tf Q,j × idf j . Consider standard assignment tabloids of shape (2, 2) as terms and some k-copies n-task-n-processor assignments by using standard assignment tabloids as the documents for D i for 1 ≤ i ≤ 3 (see Fig. 7 ). We find the rankings for each document D i for 1 ≤ i ≤ 3, by using cosine-similarity values for the given query Q. The query Q in Six distinct terms are available in the term space, i.e., k-assignments vector space V λ = R 6 , where each orthogonal term vector in the term space corresponds to the distinct standard assignment tabloid of shape λ n, where λ = (2, 2) and n = 4 (see Table 2 ). Note that the repetition of terms is allowed in each document. Table 2 shows the term weights for each encoded standard assignment tabloid in the k-assignments vector space V λ , based on the tf-idf weighting scheme [40, 42] . Term Weights : w i,j = tf i,j × idf j (tf i,j : Term Frequency, idf j : Inverse Document Frequency) Total Number of Documents N=3, idf j = log(N/df j ) (df j : number of documents containing term j) We also have Q · D i = j w Q,j w i,j such that
Now the cosine-similarity value between Q and each D i is as follows:
Finally, we rank document vectors in a descending order by using cosinesimilarity values. A document with a higher rank implies that it is more similar to the query in terms of cosine-similarity. The document vector D 2 is the highest rank with the cosine-similarity value 0.949. Meanwhile, the document vector D 1 is the lowest rank with the cosine-similarity value 0.105.
The average task turnaround time for a k-assignments vector is an estimated indicator for similarity, where the average task turnaround time is the total task turnaround time of k-copies n-task-n-processor assignments divided by k. For example, suppose we have a task graph shown in Fig. 4 (a) and four processors 1, 2, 3, and 4 with execution rates 5, 5, 10, and 10 (τ /u), respectively. Consider 4-task-4-processor assignments represented by (encoded) standard assignment tabloids in Table 2 There are other variants of tf-idf weighting schemes, such as sublinear tf scaling [38] , maximal tf normalization [44] , and pivoted document length normalization [42, 45] in the information retrieval domain. However, most information retrieval concepts are not directly applicable to our current vector space model. For example, stemming and relevance feedback [38, 42] in the information retrieval has no counterparts in our current model of kassignments vector space. Our k-assignments vector space (of shape λ n) is also different from the classic vector space model in that it is the representation of the symmetric group S n . The action of S n should be defined on the k-assignments vector space and the space should be closed under that action. However, if the dimension is too high, it is expensive to compute the similarity values for a given query. Therefore, the vector space model approach is only applicable for a low dimensional k-assignments vector space with enough previous n-task-n-processor assignments. If the dimension is too high for k-assignments vector space, we may need to consider reducing dimensions by using Genetic Algorithms (GAs) [46, 47] at the cost of forgetting the S n -module structure, which means that the space is not necessarily closed under the action of S n . Furthermore, negative k-assignments vectors have no specific meaning in our current model, so we only concern the positive quadrant of k-assignments vector space in order to measure the similarity between k-assignments vectors.
The dual space of a k-assignments vector space
Each k-assignments vector in the k-assignments vector space V λ may represent a scalar-valued quantity (e.g., total or average task turnaround time) for k-copies n-task-n-processor assignments. In this section we consider the dual space V λ of a k-assignments vector space V λ . where the Kronecker delta notation δ ij for 1 ≤ j ≤ n denotes 0 ∈ R if i = j and 1 ∈ R if i = j. Then V is the n-dimensional vector space with basis {v 1 ,v 2 , . . . ,v n }.
Now consider standard assignment tabloids in Fig. 7 and Table 2 in Section 7.1. The corresponding k-assignments vector space is V λ = R 6 for λ = (2, 2), where the basis elements are v 1 =Y1,2,3,4, v 2 =Y1,3,2,4, v 3 =Y1,4,2,3, v 4 =Y2,3,1,4, v 5 =Y2,4,1,3, and v 6 =Y3,4,1,2 for the encoded standard assignment tabloids. If we apply the simple tf weighting method [41] by dropping idf factor from tf-idf weighting method, we have Q = v 1 + v 2 , D 1 = v 2 + 2v 3 + v 4 + v 6 , D 2 = v 1 + 2v 2 , and D 3 = 2v 1 + 2v 5 . Assume that the computation requirements are 1, 2, 3, and 4 units (τ ) for tasks 1, 2, 3, and 4, respectively, and the execution rates are 1, 1, 2, and 2 (τ /u) for processors 1, 2, 3, and 4, respectively. Assume also that the precedence relationship for tasks are simply 1 → 2 → 3 → 4. Simple calculations show that the task turnaround time for v 1 is (1/1) + (2/1) + (3/2) + (4/2) = 6.5 time units (u). In a similar manner, the task turnaround times for the remaining standard assignment tabloids are 7, 7.5, 7.5, 8, and 8.5 time units for v 2 , v 3 , v 4 , v 5 , and v 6 , respectively. One of the important linear functionals in the dual space V λ of V λ is φ = 6.5v 1 + 7v 2 + 7.5v 3 + 7.5v 4 + 8v 5 + 8.5v 6 , where < φ, v 1 >= 6.5, < φ, v 2 >= 7, etc. By pairing φ with each standard assignment tabloid, we restore the value of the task turnaround time for each standard assignment tabloid. Now pairing φ with the k-assignments vector D 1 , we have the total turnaround time for task assignments of D 1 , i.e., < φ, D 1 >= 7 + 2 × 7.5 + 7.5 + 8.5 = 38 time units. We next consider the dual representation for V λ . The definition of the dual representation is as follows: The definition of the dual representation allows the following diagram to be commutative [23] :
Thus, (gφ)(v) = gφ(g −1 v) for all g ∈ G and v ∈ V . Since gx = x for all x ∈ R, we have (gφ)(v) = gφ(g −1 v) = φ(g −1 v). Since φ(g −1 v) = ( t (g −1 )φ)(v), we see that gφ = t (g −1 )φ, which agrees with the above definition.
As a simple example, let V µ = R 2 be two dimensional k-assignments vector space with basis elements v 1 = (1, 0) and v 2 = (0, 1), and let V µ be the dual space of V µ with basis elementsv 1 andv 2 selected by Theorem 7.2. Let ψ be a linear functional in V µ and v be a vector in V µ such that v = v 1 +v 2 and ψ =v 1 + 2v 2 . We see that v is the 2-copies 4-task-4-processor assignments, consisting of standard assignment tabloids v 1 and v 2 . Similarly, ψ has an interpretation that a task turnaround time for v 1 is 1 time unit and v 2 is 2 time units. By pairing ψ with v, we obtain the total turnaround time of v, i.e., < ψ, v >=<v 1 + 2v 2 , v 1 + v 2 >= 3. Let ρ : G → GL(2, R) be a matrix representation of a finite group G associated with V µ such that ρ(g) = 1 0 0 3 for some g ∈ G. We see that ρ(g) transforms v = v 1 + v 2 into v = v 1 + 3v 2 . Thus, v becomes the 4-copies 4-task-4-processor assignments, consisting of a single standard assignment tabloid v 1 and three standard assignment tabloids of v 2 . Letρ : G → GL(2, R) be a dual (matrix) representation of a finite group G associated with V µ . Then, we haveρ(g) = t ρ(g −1 ) = 1 0 0 1/3 satisfying <ρ(g)(ψ), ρ(g)(v) >=< ψ, v >. Similarly, ρ(g) transforms ψ =v 1 + 2v 2 into ψ =v 1 + 2 3v 2 . This implies that a task turnaround time for v 2 should be reduced to one third of the original task turnaround time of v 2 in order to keep the value of < ψ, v > invariant, i.e., <ρ(g)(ψ), ρ(g)(v) >=< ψ , v >=< ψ, v >.
Conclusions
This paper presented a framework for representing task assignments for partitioned processors (respectively, tasks) in distributed systems by using Young tableaux and symmetric groups. We showed that a task assignment with a partition is naturally represented by an assignment tableau, which is a 2-tuple of a task and a processor tableau. We also showed that k-copies n-task-n-processor assignments are represented as a k-assignments vector in the k-assignments vector space V λ of shape λ n. This allows us to measure the cosine-similarity between k-assignments vectors in V λ . Further, the space V λ is a representation of S n , implying that it is closed under the action of S n . Thus, we may apply permutations of tasks to an arbitrary k-assignments vector in a systematic manner. By raising the expressiveness of task assignments, our model is able to employ both Vector Space Model (VSM) and the dual vector space V λ of V λ . To the best of our knowledge, this paper is the first attempt at connecting the representation theory of symmetric groups to task assignment or schedul-
