The traditional approach with experimental raindrop size data is to use the method of moments in the fitting procedure to estimate the parameters for the raindrop size distribution (RSD) function. However, the moment method is known to be biased. Therefore, we investigated the L-moment method, which is widely used by hydrologists, as an alternative. We applied the L-moment method, along with the moment and maximum likelihood (ML) methods, to simulated samples taken from gamma raindrop populations. A comparison of the bias and the errors involved in the fitting procedures of moments, ML, and L-moments shows that with samples covering the full range of drop sizes, ML and L-moments outperform the method of moments, and for small sample sizes L-moments outperforms ML.
INTRODUCTION
Knowledge of the raindrop size distribution (RSD) is essential in the retrieval of rainfall properties utilizing radar remote sensing techniques and in the understanding of the microphysics involved in formation of precipitation. The RSD is usually expressed mathematically in terms of a distribution function, which expresses the number of drops per unit size interval per unit volume of space.
The most widely used description for the raindrop spectrum in space is the size distribution of Marshall and Palmer (1948) , which is of exponential form and has two parameters:
where ) (D n represents the number of raindrops per unit diameter interval and per unit volume of air, D is the drop diameter, and n 0 is the value of n(D) for D = 0. In a semi-logarithmic plot, equation (1) becomes the graph of a straight line with the size (scale) parameter Λ as slope, and n 0 as the yintercept. Ulbrich (1983) and Willis (1984) , among others, proposed the use of the gamma distribution, since it can give a more appropriate description of the natural variations of the observed RSDs; in addition, the exponential distribution is a special case. In general, a gamma RSD can be expressed by
where n 1 is related to the raindrop concentration, µ is the dimensionless shape parameter, and λ is the size (scale) parameter. For a gamma distribution, positive (negative) values of the shape parameter µ indicate concave down (up) shape of the drop spectrum. As can be seen from (2), the units for n 1 are different for a gamma distribution than the units for n 0 in the exponential distribution (1). This can be somewhat confusing, since the same symbol n 0 is widely used in both expressions. The gamma distribution has been widely accepted by the radar meteorology and cloud physics communities (e.g. Wong and Chidambaram, 1985; Chandrasekar and Bringi, 1987; Kozu and Nakamura, 1991; Haddad et al., 1996; Tokay and Short, 1996; Ulbrich and Atlas, 1998; Zhang et al., 2003) , although measurements of RSDs show that even the gamma distribution is not general enough to adequately represent the full range of observed RSDs.
Measurements of raindrop distributions have suggested that the fitted gamma distributions can have a wide range of shape parameter values. Goddard and Cherry (1984) suggested shape parameter μ = 5 to be a better representation than μ = 0, while Ulbrich and Atlas (1984) found that μ = 2 is an appropriate value for the shape parameter of their observed distributions. Later on, Ulbrich and Atlas (1998) found that the shape parameter for the measured RSD can vary from -2 ≤ μ ≤ 5 with a median value of zero and a mean of 1.67. Kozu and Nakamura (1991) and Tokay and Short (1996) presented distributions of estimated µ values covering a wide range of values.
One important limitation of disdrometer instruments is the effect of censoring the observed raindrop size distributions at lower (e.g. some disdrometers cannot respond to drops < 0.3 mm) and upper (the upper threshold for one electromechanical disdrometer is 5 mm and for one optical disdrometer is 10 mm) drop diameters. The thresholds imposed by the disdrometers generate important questions: Should we be concerned about the missing small drops in the samples? Are important larger drops missing from the observations?
The goal of the present work is to investigate how the L-moment estimators (Hosking and Wallis, 1997) compare with the moment estimators that are known to be biased (e.g. Robertson and Fryer, 1970; Wallis, 1974; Smith et al., 2007) and with maximum likelihood (ML) estimators that are asymptotically unbiased. We also investigate how the moment, ML, and LM estimators are affected when small drops are missing from the samples.
SIMULATION PROCEDURE
The disdrometer measurements of raindrop sizes are numerous. From the statistical point of view, these samples provide an approximate description of the populations from which they are taken. The methods of fitting analytical expressions on the sample data provide the mathematical approach needed to describe the underlying populations of raindrops.
The process has to begin with assuming some form for the raindrop size distribution function. For example, given a measured sample of raindrops, one may assume that a gamma distribution should describe analytically the raindrop spectrum. The next step is to estimate the parameters for the assumed distribution using the sample data. The traditional approach with experimental raindrop size data has been the use of the method of moments to estimate the parameters for the RSD; because of its mathematical simplicity this method is widely used by cloud modelers and radar meteorologists. However, the moment method is biased (Robertson and Fryer, 1970; Wallis, 1974; Haddad et al., 1996 Haddad et al., , 1997 . The outcome of this bias is that the estimated parameters obtained using the moments method often tend to differ significantly from the true values of the population. The great concern is that the biased values can lead to wrong conclusions about the features of the RSD being sampled. Consequently, better parameter-fitting methods such as maximum likelihood (ML) or L-moments may be better suited to this problem.
The bias of the method of moments has been demonstrated by testing it on known RSD populations from which repetitive samples are taken Smith et al., 2007) . This experiment can be done only through a computer simulation of known raindrop populations. Therefore, we generated simulated gamma raindrop populations using a Monte Carlo technique.
In our computer simulation, we defined a dimensionless size variable y as the ratio of drop diameter over the mass-weighted mean diameter,
The mass-weighted mean diameter represents the mean volume diameter for a raindrop distribution and is defined as the ratio between the 4 th moment and the 3 rd moment of the RSD. D m is a valuable quantity for describing RSD, slightly larger than the median volume diameter D 0 , and it also has practical uses. For example, Seliga and Bringi (1976) showed that differential reflectivity, Z dr , can be a function of D m . This relationship is useful for linking an important cloud microphysics quantity, D m , and a measurable radar variable, Z dr .
The normalization (3) is used in the present study in order to not be required to keep track of the actual raindrop diameters. We classified the drop sizes into intervals of Δy = 0.02, which represents the size classification procedure similar to drop-measuring instruments.
Another important step in our computer simulation was to express the gamma RSDs as the product between the total raindrop number concentration, N T , and the corresponding probability density function (PDF) of drop size. In our simulation we also designated N T to be the mean number of drops in the sample, so that the results can be organized by the value of N T . The advantage of this approach is that it can be interpreted as representing an instrument with a sample volume of 1 m 3 (independent of the drop size), and it also applies for a sample volume of α m 3 and a mean drop concentration of N T /α.
To simulate raindrop sampling for purposes of estimating the sampling statistics, we started with a Monte Carlo procedure as described for the exponential case in . The simulation starts with a selected value of the population total number concentration, N T , and draws from a Poisson distribution, with that mean value, to determine the actual number of drops C in a given sample. Then C values of y (normalized raindrop diameters) are randomly drawn from the population PDF of drop sizes. The sampling from any given population and any given sample size was repeated for enough trials to obtain useful estimates of the sampling distributions of all quantities of interest. The intent is to provide indications of the bias and the uncertainty in the estimates of the population parameters, based on a single sample. A Monte Carlo simulation allows such repetitive sampling, and yields the sampling distributions of the parameter estimates, from which the bias and uncertainties can be determined. The mean sample sizes we used were 10, 20, 50, 100, 200, 500 and 1,000 drops.
The size range for the computer-generated gamma raindrop populations is 0 < y ≤ 3.0. We used about 1,000,000 drops for the simulated samples; for example, there were 20,000 samples with N T = 50 and 100,000 samples with N T = 10. As the probability of a drop in a gamma PDF with shape parameter µ = 2 being larger than y = 3.0 is 2.76 × 10 -6 (and it is even smaller for higher values of µ), we are lacking only a few larger drops from a full gamma RSD. Two distinct gamma populations were generated: one that had the shape parameter equal 2 and another with the shape parameter equal 5. Distributions with these two values are mentioned in the literature, and it was recommended that the latter one could be even a better choice for raindrop samples measured at the ground using the disdrometer instruments.
Regardless of the function chosen to represent the RSD, some means of determining the parameters appropriate for any given set of observations is needed. Apart from fitting by eye, as Marshall and Palmer, possibilities include the method of moments, the method of maximum likelihood (ML), and the L-moment method.
The exponential RSD and the corresponding equations for the moment and ML fitting methods are discussed in detail in , , and Kliche et al. (2006) . With the present paper, we provide the L-moment equations and the results for the gamma case.
We applied the moment, ML, and L-moment methods for all samples from the computergenerated gamma raindrop spectra. Since disdrometers have instrumental limitations at small drop sizes (typically cannot respond to drop sizes < 0.3 mm or so), we decided to investigate the effect of this problem by withdrawing small drops from the simulated samples. We chose to impose a threshold and to eliminate from each generated sample the drops that have normalized sizes satisfying the condition
In other words, we eliminated drops smaller than 0.2 mm if D m = 1 mm or 0.6 mm if D m = 3 mm. For the "censored" samples we applied the same fitting procedure as in the case of full samples.
In the case of the gamma RSD with a shape parameter µ = 2, 12% of the drops in the population have y ≤ 0.2, so that on average with N T = 50 six of the drops will be removed from each sample by imposing this threshold. For the case of a gamma distribution having µ = 5, about 1% of drops in the population have y ≤ 0.2, so that on average with N T = 50 fewer than one drop is removed from each sample; the samples practically remain intact after imposing this threshold.
The gamma distribution has a more convenient representation in terms of the total drop number concentration N T (Chandrasekar and Bringi, 1987) . This form was adopted by and Kliche et al. (2006) , who also included the mass-weighted mean diameter D m = (μ + 4) /λ, as shown below:
where the parameters are N T , μ (μ >-1) and D m > 0, and Γ (x) is the gamma function. This form can be recognized as the product of the mean total number concentration, N T , and the gamma probability density function (PDF) of drop size. Equation (5) is similar to the one recommended by Chandrasekar and Bringi (1987) , in which we used D m instead of their use of D 0 . When µ = 0, the gamma RSD reduces to the exponential RSD.
Another formulation of the gamma RSD involving N W , which is the concentration parameter normalized with respect to LWC (Bringi and Chandrasekar, 2001) , is also used by the radar community: and ρ w is the water density. N W is considered to have the same meaning as the intercept n 0 of an equivalent exponential distribution with the same water content and same D m as the gamma RSD with form (5) (Bringi and Chandrasekar, 2001 ). Equation (6) changes to the exponential form for μ = 0, and N W = n 0 .
PARAMETER-FITTING PROCEDURES
To test the effectiveness of the moment, ML and L-moment methods in recovering the parameters of a known gamma RSD, we changed equation (5) to reflect the normalized drop diameter as described in equation (3). The equation used in our simulations for gamma RSD is given by
The Moment Method Applied to Gamma RSD
The traditional approach with experimental RSD data has been to use the method of moments to estimate the parameters for the RSDs. We treat this method first, to provide a basis of comparison for the L-moment and ML methods. Various combinations of moments calculated based on samples from the RSD can be used to estimate the parameters of the underlying population distributions. For example, in the case of the gamma distribution, Szyrmer et al. (2005) used zero moment, 3 rd moment, and 6 th moment in their fitting procedure; Smith (1998) suggested the combination of 2 nd moment, 3 rd moment, and 4 th moment; Ulbrich (1983) , Kozu and Nakamura (1991) , and Tokay and Short (1996) However, the moment method is known to be biased (Robertson and Fryer, 1970; Wallis, 1974; Haddad et al., 1996 Haddad et al., , 1997 Uijlenhoet et al., 2006) , which means that the fitted functions often do not correctly represent the raindrop populations, and sometimes not even the samples. The bias is stronger when higherorder moments are considered in calculating the parameters of the "fitted" functions, and the combination of 2 nd , 3 rd , and 4 th moments typically gives the smallest bias for three-parameter distributions.
(Although lower-order moments would be desirable in such estimations, they can be poorly determined because of instrumental deficiencies.)
The general form for the moments of a gamma RSD (5) can be written as
In our simulation we used the normalized form (3) for the raindrop diameters, rather than specific drop diameters. Therefore, the six sample moments M 1S through M 6S are calculated for each sample as normalized sample moments, m i , which are defined by
This format has the advantage of allowing dimensionless expressions for the parameter estimates of the RSD, where the actual drop size does not have to be included. The sample values of the moments are expected to be unbiased, therefore the mean values of the sample moments, M iS , should represent the moments of the drop population from which we are sampling.
normalized by dividing by corresponding population value -for the gamma RSD are calculated using the expressions given in Appendix A.
The sampling distributions of sample moments from long-tailed RSDs like the gamma are skewed; Uijlenhoet et al. (2006) provide details on the mathematical framework to quantify such skewness. Figure 1 indicates how this skewness varies with the sample size in the case of the median sample moment M 3 and the median sample moment M 6 . The general tendency is for the sample moments to be lower than the corresponding population values, more so for the case µ = 2 than the case µ = 5; this behavior is the ultimate cause of the bias in the moment methods for estimating RSD parameters. The skewness in the sampling distributions for the moments increases with the order of moment M i , and decreases with increasing sample size N T and with increasing values of µ. With samples of hundreds or thousands of drops the skewness may become small enough to be negligible. Figure 3 shows that the gamma shape parameter (µ) tends to be overestimated, and the overestimation for the case of censored samples is somewhat larger than the case of original samples. , and demonstrates that it tends to be overestimated. The overestimation is essentially the same whether full or censored samples are considered. Table 1 gives the mean, median, and root mean square (RMS) error values for each gamma estimator using the M 2 M 3 M 4 set. The values in parentheses correspond to the case of censored samples. In this table, values for the normalized estimated total number concentration, T N , are also included, and demonstrate that it tends to be underestimated, more so in the case of censored samples than in the case of full samples. Normalized mean values different from 1 show that the estimated gamma parameters are biased. The greatest (relative) bias, and also the largest error, occurs for the shape parameter.
For each sample we calculated the gamma RSD parameters using the three moment combinations listed in Appendix A. Figure 5 shows the median estimates of μ for the three-moment combinations: M 2 M 3 M 4 , M 2 M 4 M 6 , and M 3 M 4 M 6 , for a gamma RSD with shape parameter µ = 2, versus sample size. This figure demonstrates again that the gamma RSDs "fitted" this way tend to have overestimated shape parameters. Figure 5 also illustrates how the increase of the skewness with the moment order translates into greater biases for the estimated parameters when higher-order moments are used. In the case of the M 2 M 3 M 4 combination, the bias is the smallest; consequently, we use only the M 2 M 3 M 4 moments from here on. As further illustrated in Figure 5 , in the case of a gamma population having µ = 5, the estimated shape parameter exhibits a smaller bias than in the case µ = 2; with µ = 5 the drop-size spectra are narrower, the skewness in the distributions of m i is reduced, and the bias is less. Table 2 includes the mean and RMS error values of the estimated shape parameter vs. sample size for two different population shape parameters. These results show that as the sample size increases, the bias and the errors decrease. Thus for samples having hundreds or thousands of drops from a gamma RSD, the moment estimators' bias can be small or negligible; therefore, the moment estimators may be sufficiently close to the true population values. The values in parentheses correspond to the censored samples case; the bias is again larger, as are the errors, with the wider distribution (µ = 2), and less so with the narrower one (µ = 5). (a) the moment estimators are biased: the shape parameter μ tends to be overestimated, the scale parameter λ tends to be overestimated, the mass weighted mean diameter D m tends to be underestimated, the concentration normalized with respect to LWC, N W , tends to be overestimated, the total number concentration N T tends to be underestimated, (b) the bias in the moment estimators decreases with increasing shape parameter of the population gamma distribution, (c) the bias in moment estimators decreases with increasing sample size, (d) the case of missing small drops seems to have little effect on these estimators.
The L-moment Method Applied to Gamma RSD
The L-moment method has apparently not been used by radar meteorologists and cloud modelers until recently, when a first attempt to use this method was done by Kliche et al. (2006) . We also applied this method for all the computergenerated raindrop spectra. In a nutshell, the L-moments can be explained as follows: consider estimating m parameters p 1 , p 2 ,…,p m of a probability density function. Using the method of moments, we set for m values of i, say i = 1, 2, …, m to get m equations in m unknowns (C is the number of drops in the sample). By way of contrast, L-moments procedures set for the L-moments l i
,..., ( ) 
are the probability-weighted sample moments: b 0 is the sample mean; b 1 is a measure of the dispersion of the data values about their mean. Before calculating b 1 , we first order the observations as
. Then, the ratio of the two estimated L-moments is given by
from which an iterative procedure (Hosking 1990) yields estimates for the parameters.
Intuitively, one can see that the L-moments should outperform the method of moments procedure when two or more parameters are being estimated. When using the method of moments, observations, and in particular outliers, are being raised to powers greater than one, magnifying their importance in the obtained sample. There is no such "inflation" of observations when estimating using L-moments.
The L-moment method was applied to the gamma RSDs. In the case of the gamma distribution, to estimate the shape parameter μ using this method we solve an equation by iteration as described by Hosking (1990) and Bowman and Shenton (1988) , and as shown in Kliche et al. (2006) . In the case of the gamma distribution given in (5), the work of Hosking (1990) 
where Γ is the gamma function and l 1 ,l 2 are the first two L-moments as defined above. Equations The left side of (15) can be calculated using equation (16); the middle form is appropriate for experimental data, while the last form is used in our simulations. The shape parameter estimate is then calculated from (15) by iteration using recursion. Once the shape parameter is determined, the estimator for the scale parameter is calculated from
The estimated gamma PDF must obey the rela-
In the simulations, we obtain normalized estimates of these dimensional parameters by dividing by the respective population values and using
Since there is no L-moment estimator for the mean total number concentration parameter, we used the ML estimator for T N , namely the sample size C. Figure 6 demonstrates that while the moment estimator tends to overestimate µ, the L-moment estimator gives results close to the true population value in the case of original samples. The situation, however, changes dramatically when the case of censored samples is considered: the L-moment estimator is substantially overestimating the population value. Figure 7 shows the corresponding histograms for the moments (left) and the L-moment (right) shape parameter estimator for the gamma population having μ = 5. The censored samples have less effect when the population RSD has a shape parameter μ = 5 than in the case of μ = 2. This is due to the fact that for μ = 5 the distribution is narrower and shifted more to the right, which implies fewer small drops in this RSD. Table 3 gives the normalized estimated mean values for the cases shown in Figures 6 and 7 , and the corresponding values for the normalized mass-weighted mean diameter and scale parameter. The values for censored samples are shown in parentheses. Table 4 shows the variation of L-moment estimated shape parameter for the gamma RSDs studied as a function of sample size. The bias decreases with increasing size of the sample, and becomes negligible for samples having N T ≥ 100. The L-moments biases are smaller, and less sensitive to missing small drops. These results demonstrate that a) the L-moment estimators are biased, but their bias is smaller than the bias of the moment estimators (and also, from comparison with Table 5 , smaller than that of the ML estimators): the L-moment shape parameter is slightly overestimated; the L-moment mass-weighted mean diameter and scale parameter are also slightly overestimated; b) the L-moment estimator's bias decreases with increasing shape parameter for the population RSD; c) the L-moment estimator's bias decreases with increasing sample size; d) the case of missing small drops affects the L-moment estimators by showing an increase in the bias of the estimators, but to a lesser extent than the ML estimators.
The Maximum Likelihood (ML) Method
Another approach with experimental RSD data would be to use the maximum likelihood (ML) method to estimate the parameters for the RSDs. The likelihood function represents a fundamental concept in statistical inference, and it indicates how likely a particular population is to produce an observed sample. Mathematically speaking, ML estimators are expected to be asymptotically unbiased. Thom (1958) included the approximate solutions of the maximum likelihood equations for the gamma distribution using an asymptotic approach. Choi and Wette (1969) published a numerical technique using the maximum likelihood method to estimate the parameters of the gamma distribution and did the first published test of the bias of the ML estimates. Mielke (1976) introduced a rapidly converging iterative procedure to determine the ML parameter estimates for the gamma distribution. The ML method advocated by Haddad et al. (1996 Haddad et al. ( , 1997 should provide more accurate estimates of the RSD parameters than the moment estimators, even though the ML estimators have some bias (Choi and Wette, 1969) . Nevertheless, its use by the radar community and cloud modelers seems to be quite limited (Haddad et al., 1996 (Haddad et al., , 1997 Cho et al., 2004; Kliche et al., 2006) . The ML method was applied for the two gamma populations of µ = 2 and µ = 5, for various sample sizes. Appendix B gives the steps and the equations used in estimating the gamma parameters. Table 5 shows the ML estimated shape parameter mean, median and RMS error values for the two gamma RSDs studied as a function of sample size. The ML estimator shows some bias for small samples, but the bias diminishes with increasing sample size to become essentially negligible for large samples (N T > 100). In the case of censored samples, however, the ML estimator values have large biases which decrease little with increasing sample size. This effect is less serious for the narrower distribution (μ = 5) containing fewer very small drops.
Based on the results shown in Table 5 and others not shown here, we can conclude that: a) the ML estimators have some biases, with complete samples the shape parameter is slightly overestimated; the scale parameter is slightly overestimated. the mass-weighted mean diameter is slightly underestimated; b) the ML estimator's bias decreases with increasing population RSD shape parameter, and with increasing sample size; c) in the case of full samples, the bias of the ML estimators is smaller than the bias of the moment estimators, but a bit greater than that of the L-moment estimators. d) the case of missing small drops seems to strongly affect the ML estimators, showing a marked increase in the bias of the estimators. 
COMPARISON OF ESTIMATORS

Complete Samples (samples have the full range of drop sizes)
Cumulative histograms of the estimated shape parameter for original samples using the moment, ML and L-moment fitting methods for the case of μ = 2 and small sample sizes (N T = 10) are shown in Figure 8 . The moment estimator gives the greatest bias (overestimation); the ML estimator is also biased, but not as much as the moment estimator; the L-moment estimator gives the smallest bias of the three. Figure 9 shows the cumulative histograms of estimated shape parameter for complete samples using the three fitting methods in the case of medium sample sizes, N T = 50. The moment method still gives the greatest bias (overestimation); ML and L-moment estimators give the closest results to the population value, both slightly overestimating. The L-moment method again gives the best estimation. Figure 10 shows the same graph as in Figure  9 , but in the case of a gamma distribution having μ = 5. From comparing Figures 9 and 10 , it is obvious that the results for the two gamma distributions studied are comparable. Table 6 gives examples of the mean estimated shape parameter values for the three fitting procedures in the case of the two gamma distributions studied. Normalized values different from 1 indicate biased estimates. Comparing the normalized values of the means for the three estimators as shown in Table  6 , one can see that L-moment and ML methods give superior results to moment estimators, with slightly better results given by the L-moment method in the case of medium sample sizes.
For large sample sizes (N T = 1000), Figure 11 shows the cumulative histograms of the estimated shape parameter for the original samples. All three fitting methods give essentially correct results, with the moment method slightly overestimating. The L-moment and ML estimators give the best estimation with smaller scatter. Figure 12 , taken from Kliche et al. (2006) , shows the variation of median value of the gamma RSD shape parameter with mean sample size for the three fitting methods analyzed. Superiority of the L-moments and ML methods is evident. One important feature shown is that the L-moment method gives superior results to the ML method for small sample sizes, and it is not much influenced by the sample sizes.
In addition, Figure 13 shows the variation of the median value of the second parameter for the gamma distribution, i.e., mass-weighted mean diameter m D , with N T , for the case of the three fitting methods analyzed. Several features are significant in this figure: • The moment estimated mass-weighted mean diameter m D has a strong tendency to underestimate; this tendency decreases with the increase of the sample size. • L-moment and ML estimators also tend to underestimate for small sample sizes, but the bias decreases rapidly for medium and large sample sizes (N T ≥ 50).
• The L-moment estimator gives the best results and seems to not be affected as much as the ML and moment estimators by the sample size.
Censored samples (small drops missing in the samples)
The case of missing small drops from the samples was also investigated. The same minimum drop-size threshold (Equation 4) was applied to all original samples and smaller drops were discarded. In this case, a comparison of the gamma shape parameter estimators for medium sample sizes (N T = 50) is shown in Figure 14 . As noted earlier, the L-moment and ML estimators are strongly affected by the absence of small drops. All the estimators now tend to overestimate the shape parameter, but the moment method is still inferior. For the gamma distribution with μ = 5, a similar comparison is shown in Figure 15 . Here the effect on the L-moment and ML estimators is less pronounced, because there are fewer small drops in the narrower distribution. The mean shape parameter values for the three fitting methods are provided in Table 7 below for the sample case having N T = 50. As shown by the normalized values in this table, all the estimators are biased in the case of censored samples. However, the largest bias is still given by the moment method, followed by ML and L-moments respectively. This bias decreases with increased value of the shape parameter of the raindrop population.
From these results one can conclude: a) the L-moment and ML methods are very sensitive to small drops missing from the samples for the gamma μ = 2 distribution; the bias in this case is comparable to the bias in the moment method.
b) For the gamma μ = 5 distribution, which is narrower, none of the estimators are as much affected by the small drops missing; in this case both L-moments and ML give superior results to the moment method, with L-moments giving slightly better results than ML. Table 7 one can conclude that, in the case of censored samples,
• the bias in the L-moment and ML estimators is large and does not decrease much with increasing sample size; • the moment method, although it has much stronger bias at small and medium sample sizes than the L-moment and ML, actually gives superior results as the sample size increases into hundreds of drops. This behavior for the case of the moment method is not surprising, since the moments used in the estimation of the gamma parameters (M 2 M 3 M 4 ) are not sensitive to very small drops. Also, as the sample size increases, the probability of having larger drops in the sample increases, and these larger drops are the ones that contribute the most to the higher moments used in such estimations (M 2 M 3 M 4 ).
CONCLUSIONS FOR THE GAMMA DISTRIBUTIONS
The main goal for the present work was to evaluate the biases and uncertainties in estimating the parameters of population raindrop size distribution functions from individual samples drawn from those populations using the L-moment method. The populations of raindrops from which samples are collected are unknown; therefore, it is hard to estimate which fitting method gives the best results based on direct disdrometer measurements. Therefore, the present attempt used the approach of building computer-simulated raindrop populations and then randomly extracting samples from these populations. Various fitting procedures were applied to estimate parameters for the two gamma distributions studied (μ = 2) and (μ = 5). The L-moments method was applied for the first time, and the results were compared to the ones obtained with the moment method and the maximum likelihood method. The resulting sampling statistics provided the basis for our comparison and estimation of biases and uncertainties.
The L-moment parameters for gamma distributions have the smallest bias of the three fitting methods studied (moments, ML, L-moments). In the case of the gamma RSDs, the L-moments estimator's bias is small and decreases with increasing shape parameter (narrower) for the population RSDs; it does not seem to be much affected by the sample size, outperforming the ML estimators for all cases studied.
In the case of censored samples, the L-moment method has strong sensitivity (comparable to the ML method) for all raindrop populations studied. The bias in the L-moment estimated parameters remains small for small samples, and is practically zero for larger sample sizes, in the case of the narrower RSDs, but the bias is substantial for all sample sizes in the case of the wider RSDs.
When samples covering the complete range of drop sizes are available, the best fitting method is the L-moment method, followed closely by the ML method, with moment methods being the last one on the performance scale. The bias is practically zero using the L-moment method for the original samples, and it is not dependent on the sample size. The moment approach is acceptable only when large sample sizes (order of 1000 drops or more) are available.
A different picture for the L-moment and ML estimators emerges when small drops are not included in the samples (censored samples). Our results show that both methods are very sensitive to the missing small drops, and that their results are not reliable in such applications, especially for the case of wider RSDs. This behavior does not change even with increasing size of the samples. However, in the case of some narrower RSDs, the L-moment and ML methods can still give results sufficiently close to the population values. Overall, in the case of censored samples, the moment method gives the best results for all RSDs studied, especially when large sample sizes are available.
These results are applied to real data collected with instrumentation on board the T-28 research aircraft and discussed in Kliche et al. (2007b) . With the general form of the gamma distribution given in equation (5), the gamma PDF can be represented as a two-parameter density function: 
The ML method is described below as it is shown in and Kliche et al. (2006) . If we consider the above gamma PDF and recall that However, to implement the iterative procedure it is necessary to evaluate the digamma, or "psi", function in the equation (26) . For this task we use a method proposed by Moody (1967) The ML estimator of the third parameter for the gamma distribution, N T , is given by the total number of drops in the sample, C.
