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The aim of this paper is to prove a collection of ﬁxed-point theorems for mappings which
can be roughly called generalized contractions or their perturbations. In particular, we
are going to consider operators (single-valued or multi-valued) in Banach spaces with
a quasimodulus, in hyperconvex subsets of normed spaces, or ﬁnally in non-Archimedean
spaces. A particular attention will be paid to Krasnoselskii-type ﬁxed-point theorems as
well as to a Schaefer-type ﬁxed-point theorem. Some applications to nonlinear functional-
integral equations will be given. Our results extend and complement some commonly
known theorems.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
In [6] S. Banach proved the contraction principle which is an abstraction of the classical method of successive approxi-
mations. Although this principle is very simple itself, it has found a lot of applications, especially in the theory of nonlinear
ordinary differential equations as well as integral equations. The Banach principle has plenty of extensions and generaliza-
tions (see, e.g., Chapter 1 of the book [13] and the references therein).
The main purpose of this paper is to prove a collection of new ﬁxed-point theorems for nonlinear mappings which can
be roughly described as generalized contractions or their perturbations.
The inspiration for our considerations in Section 3 is a ﬁxed-point theorem for multifunctions proved by Huy and Khanh
in [15]. The main requirement in that theorem is the existence of a bounded linear operator with the spectral radius less
than 1, which maps a cone into itself and allows to control the multifunction in question. We prove a generalization of
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multifunction considered be increasing. In the proof of Theorem 3.2 we again use the method of successive approximations.
In Section 4 we draw our attention to a certain extension of the Banach contraction principle in a Banach space with
a quasimodulus, proved in [28]. Let us recall that the idea to consider mappings of the form f1 + f2, where f1 is a contrac-
tion and f2 a completely continuous mapping goes back to Krasnoselskii (see, e.g., [18]), who proved a ﬁxed-point theorem
for such operators being a beautiful connection of the Banach contraction principle and the famous Schauder ﬁxed-point
theorem [24].
The goal of Section 5 is to prove a few ﬁxed-point theorems of Krasnoselskii type for mappings deﬁned on a bounded and
hyperconvex subset of a normed space. Recall that the notion of a hyperconvex metric space was introduced by Aronszajn
and Panitchpakdi [4] when examining extensions of uniformly continuous transformations between metric spaces. Actually,
these spaces were considered earlier by Aronszajn in his thesis [3] but it was never published. Hyperconvexity is a key
concept when dealing with a Hahn–Banach type theorem for metric (not necessarily linear) spaces. Also, the notion of
hyperconvexity has gained some interest for graph theorists, since Kirk proved in [17] that a hyperconvex metric space with
unique metric segments is an R-tree. From the point of view of ﬁxed-point theory it is interesting to emphasize that the
ﬁxed-point property holds for nonexpansive mappings in bounded hyperconvex spaces (see [25] and [26] and also [5] for
complete generality) as well as that many ﬁxed-point results have been shown to hold in hyperconvex spaces (see, e.g.,
references given in [7] and [8]). Our new results from Section 5 extend some theorems from [11] and [16].
An application of a Krasnoselskii-type ﬁxed-point theorem in hyperconvex setting is given in Section 6. We consider
there another functional-differential equation. More precisely, we examine the existence of L∞-solutions to that equation
(let us recall here that L∞ is a classical example of a hyperconvex Banach space—see, e.g., [20]).
Finally, in Section 7 we go back again to the method developed in [28] and we use it to prove a generalization of the
non-Archimedean ﬁxed-point theorem for weakly contractive mappings proved in [22]. We apply this generalization to show
the existence of solutions to a simple linear equation.
For completeness of the paper and convenience of the reader, in Section 2 we collect some basic deﬁnitions and facts
which are applied in subsequent sections.
2. Preliminaries
Let P be a cone in a real Banach space E , that is, let P be a closed set such that P + P ⊂ P , λP ⊂ P for λ  0 and
P ∩ (−P ) = {θ}, where θ denotes the zero element of E . We deﬁne a partial ordering  on E by the formula x  y ⇔
y − x ∈ P .
Deﬁnition 2.1. We will say that P is a normal cone, if there exists some γ > 0 such that ‖x‖ γ ‖y‖ for x, y ∈ E such that
θ  x y.
Deﬁnition 2.2. If T :M → 2E \ {∅} is a multifunction deﬁned on some nonempty M ⊂ E , we will call it increasing whenever,
given x, y ∈ M , x y, for each a ∈ T (x) there exists some b ∈ T (y) such that a b.
If C is a subset of a metric space, we will denote its closure by C and its boundary by ∂C .
Deﬁnition 2.3. A continuous mapping between two metric spaces f : X → Y is called compact, if f (X) is compact. It is
called completely continuous, if for every bounded A ⊂ X , the set f (A) is compact.
Let us notice that for mappings deﬁned on bounded sets the two above notions coincide.
Now, we recall the deﬁnition of a hyperconvex metric space.
Deﬁnition 2.4. (See [4, p. 410, Deﬁnition 1].) We call a metric space X hyperconvex if for each family of points {xi}i∈I in X
and corresponding positive numbers {ri}i∈I the condition d(xi, x j)  ri + r j for any i, j ∈ I implies that the intersection⋂
i∈I B(xi, ri) is nonempty.
In [4] it is shown that each hyperconvex metric space is complete and is an absolute retract; in particular, this means
that for mappings acting on hyperconvex spaces the so-called generalized Schauder ﬁxed-point theorem holds:
Theorem 2.1. (See [13, p. 94, Theorem 10.8].) A compact mapping of an absolute retract into itself has a ﬁxed point.
Recall that a mapping f : X → Y between metric spaces is nonexpansive if dY ( f (x1), f (x2)) dX (x1, x2) for all x1, x2 ∈ X ,
where dX and dY denote the metrics on X and Y respectively. Further, we will call f contractive if there exists some
α ∈ (0,1) such that dY ( f (x1), f (x2))  αdX (x1, x2) for all x1, x2 ∈ X ; weakly contractive if dY ( f (x1), f (x2)) < dX (x1, x2) for
all x1, x2 ∈ X with x1 = x2; and weakly expanding if dY ( f (x1), f (x2)) > dX (x, y) for all x1, x2 ∈ X with x1 = x2.
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spaces. In other words, the following theorem holds.
Theorem 2.2. (See Baillon [5].) A nonexpansive mapping of a bounded hyperconvex metric space into itself has a ﬁxed point.
Deﬁnition 2.5. Let (X,d) be a metric space. We call d an ultrametric (and (X,d) an ultrametric space) if d(x, z) 
max{d(x, y),d(y, z)} for all x, y, z ∈ X . An ultrametric space X is called spherically complete if each descending sequence
of closed balls has a nonempty intersection.
Deﬁnition 2.6. Let K be a ﬁeld. A function | · | :K → [0,+∞) is called a valuation, if
(i) |x| = 0 iff x = 0;
(ii) |xy| = |x| · |y|;
(iii) |x+ y| |x| + |y|.
If additionally |x+ y|max{|x|, |y|} for all x, y ∈ K, the valuation is called non-Archimedean.
Deﬁnition 2.7. Let K be a ﬁeld with a valuation | · |. A non-Archimedean normed space is a vector space E over K with
a mapping ‖ · ‖ : E → [0,+∞) such that for x, y ∈ E and α ∈ K:
(i) ‖x‖ = 0 iff x = 0;
(ii) ‖x+ y‖max{‖x‖,‖y‖};
(iii) ‖αx‖ = |α| · ‖x‖.
E is a Banach space if the ultrametric d(x, y) := ‖x− y‖ is complete.
3. A ﬁxed-point theorem for multifunctions in a Banach space with a quasimodulus
At the beginning of this section let us recall a ﬁxed-point theorem proved by Huy and Khanh [15, p. 370, Theorem 3].
Theorem 3.1. Let P be a normal cone in a Banach space E and M be a nonempty, closed subset of E. Assume that T :M → 2M \ {∅} is
an increasing multifunction such that:
(i) T (x) is closed for any x ∈ M;
(ii) there exist x0 ∈ M and x ∈ T (x0) such that x0  x;
(iii) there exists a bounded linear operator A : E → E with A(P ) ⊂ P such that r(A), the spectral radius of A, is smaller than 1, and
for x, y ∈ M such that x y, we have: for every u ∈ T (x), there exists some v ∈ T (y) such that θ  v − u  A(y − x).
Then T has a ﬁxed point in M, that is, there exists an x ∈ M such that x ∈ T (x).
Now we prove a generalization of Theorem 3.1 for a Banach space with a quasimodulus.
Theorem 3.2. Let P be a normal cone in a Banach space E and let m : E → P be a mapping such that:
(i) for every x ∈ E, ‖m(x)‖ = ‖x‖.
Let M = ∅ be a closed subset of E. Assume that T :M → 2M \ {∅} and A : E → E satisfy the following conditions:
(ii) for every x ∈ M, T (x) is closed;
(iii) A is linear and bounded, A(P ) ⊂ P and r(A) < 1;
(iv) for all x, y ∈ M and u ∈ T (x) there exists some v ∈ T (y) such that θ m(v − u) Am(y − x).
Then T has a ﬁxed point in M.
Proof. Let x0 ∈ M and x1 ∈ T (x0). Then there exists an x2 ∈ T (x1) such that θ m(x2 − x1)  Am(x1 − x0). Further, there
exists an x3 ∈ T (x2) such that
θ m(x3 − x2) Am(x2 − x1) A2m(x1 − x0),
etc. In general, for each n ∈ N there exists an xn+1 ∈ T (xn) such that
θ m(xn+1 − xn) Am(xn − xn−1) Anm(x1 − x0).
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Using (i), for each n ∈ N we obtain
‖xn+1 − xn‖ γ
∥∥An∥∥‖x1 − x0‖.
Therefore,
∞∑
n=0
‖xn+1 − xn‖ γ ‖x1 − x0‖
∞∑
n=0
∥∥An∥∥< +∞,
since r(A) < 1, which implies that the series
∑∞
n=0 ‖xn+1 − xn‖ is convergent. In particular, the sequence of its partial sums
is a Cauchy sequence. Since ‖xn − xm‖  ‖xn − xn−1‖ + · · · + ‖xm+1 − xm‖ for n m, we arrive at the conclusion that (xn)
is also a Cauchy sequence and hence it is convergent. Let x˜ = limn→∞ xn . Owing to (iv), we know that for each n ∈ N there
exists a yn ∈ T (x˜) such that θ m(yn − xn) Am(x˜− xn−1). Hence we have
0 ‖yn+1 − xn+1‖ γ ‖A‖‖x˜− xn‖,
so ‖yn − xn‖ → 0 as n → ∞ and limn→∞ yn = x˜. Since each yn ∈ T (x˜), this and (ii) yield x˜ ∈ T (x˜). 
It is to be noted that Theorem 3.2 can be also regarded as a reﬁnement of the following ﬁxed-point theorem for single-
valued mappings from [28].
Theorem 3.3. Let (E,‖ · ‖,,m) denote a Banach space with a binary relation  and a mapping m : E → E. Assume that:
(i) the relation  is transitive,
(ii) θ m(x) and ‖m(x)‖ = ‖x‖ for all x ∈ E,
(iii) ‖x‖ ‖y‖ for all x, y ∈ E satisfying θ  x y.
Let the operators A, F : E → E be given with the following properties:
(iv) A is a bounded linear operator with r(A) < 1,
(v) A is increasing, that is, Ax Ay if θ  x y,
(vi) m(F (x) − F (y)) Am(x− y) for all x, y ∈ E.
Then the equation F (x) = x has a unique solution in E.
Let us illustrate Theorem 3.2 by the following example.
Example 3.1. Let E = R, m(x) = |x|, P = [0,+∞), M = [0,1]. Deﬁne
f (x) =
{
1
2 x+ 12 , if x ∈ [0, 12 ];
− 12 x+ 1, if x ∈ ( 12 ,1].
Let T :M → 2M \ {∅} be deﬁned by T (x) = {0, f (x)} and Ax = 12 x. Then, Theorem 3.2 yields the existence of a ﬁxed point
of T . Indeed, 23 ∈ T ( 23 ). Note that the assumptions of Theorem 3.1 are not satisﬁed, since for x = 12 , y = 1 we have x y,
T (x) = {0, 34 }, T (y) = {0, 12 }; for 34 ∈ T (x), there exists no b ∈ T (y) satisfying 34  b.
4. A Schaefer-type ﬁxed-point theorem
Let us ﬁrst recall a ﬁxed-point theorem of Nashed–Wong–Schaefer type due to Dhage.
Theorem 4.1. (See [12, Theorem 2.4].) Let E be a Banach space. Assume that:
(A) A is a bounded linear operator in E, and some its iterate Ak satisﬁes the condition ‖Akx− Ak y‖ φ(‖x− y‖) for some function
φ :R+ → R+ such that φ(r) < r for r > 0, and
(B) F : E → E is completely continuous.
Then either
(i) the equation Ax+ λF (x) = x has a solution for λ = 1 or
(ii) the set {u ∈ E | Au + λF (u) = u} is unbounded for λ ∈ (0,1).
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Theorem 4.2. Let E be a Banach space. Let F1, F2 : E → E be such that:
(A′) F1 is a linear and bounded operator in E with the spectral radius less than 1;
(B′) F2 is completely continuous.
Then either
(i) the equation F1(x) + λF2(x) = x has a solution for λ = 1 or
(ii) the set {u ∈ E | F1(u) + λF2(u) = u} is unbounded for λ ∈ (0,1).
Proof. Since r(F1) < 1, Fk1 is contractive for some k ∈ N. It is enough now to apply Theorem 4.1. 
Next we will show an application of Theorem 4.2 to the study of the existence of a solution for the following functional-
integral equation
x(t) = ρ(t) +
σ1(t)∫
0
k1(t, s)x
(
η1(s)
)
ds +
σ2(t)∫
0
k2(t, s)g
(
s, x
(
η2(s)
))
ds, t ∈ [0,1], (1)
where ρ : [0,1] → R, k1,k2 : [0,1] × [0,1] → R, g : [0,1] × R → R, σ1, σ2, η1, η2 : [0,1] → [0,1]. (Notice that such an equa-
tion was considered in [12], but the proof of the existence of the solution given there is incorrect.) Assume that:
(H1) the functions ρ , k1, k2, g , σ1, σ2, η1, η2 are continuous;
(H2) there exist continuous functions a, b : [0,1] → [0,+∞) such that∣∣g(t, x)∣∣ a(t)|x| + b(t)
for all (t, x) ∈ [0,1] ×R.
For simplicity of notation we set:
Ki = max
t,s∈[0,1]
∣∣ki(t, s)∣∣, i = 1,2,
σ (t) = max{σ1(t),σ2(t)}, t ∈ [0,1],
η(t) = max{η1(t),η2(t)}, t ∈ [0,1],
M˜ = K1 + K2 max
t∈[0,1]a(t).
We will also assume that:
(H3) σ is a nondecreasing function.
Let E denote the Banach space C[0,1] with the norm ‖x‖ = maxt∈[0,1]|x(t)|. For x ∈ E let us deﬁne
(Ax)(t) =
σ1(t)∫
0
∣∣k1(t, s)∣∣x(η1(s))ds, t ∈ [0,1], (2)
( A˜x)(t) = M˜
σ (t)∫
0
x
(
η(s)
)
ds, t ∈ [0,1]. (3)
It is clear that A, A˜ : E → E are bounded linear operators. Assume further that:
(H4) r(A) < 1 and r( A˜) < 1.
Theorem 4.3. Under the assumptions (H1)–(H4), Eq. (1) has a continuous solution deﬁned on [0,1].
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F1(x)(t) =
σ1(t)∫
0
k1(t, s)x
(
η1(s)
)
ds, t ∈ [0,1],
and
F2(x)(t) = ρ(t) +
σ2(t)∫
0
k2(t, s)g
(
s, x
(
η2(s)
))
ds, t ∈ [0,1].
We will show that F1 and F2 fulﬁll the assumptions of Theorem 4.2. It follows from (2) and (H4) that r(F1) < 1.
Note that (H1) and (H2) imply that F2 is completely continuous. By Theorem 4.2 either Eq. (1) has a solution on [0,1]
or the set {u ∈ E | F1(u) + λF2(u) = u} is unbounded for λ ∈ (0,1). Suppose that x is a solution of the equation
x(t) = ρ(t) +
σ1(t)∫
0
k1(t, s)x
(
η1(s)
)
ds + λ
σ2(t)∫
0
k2(t, s)g
(
s, x
(
η2(s)
))
ds, λ ∈ (0,1). (4)
Then
∣∣x(t)∣∣ ‖ρ‖ + σ1(t)∫
0
∣∣k1(t, s)∣∣∣∣x(η1(s))∣∣ds + σ2(t)∫
0
∣∣k2(t, s)∣∣∣∣g(s, x(η2(s)))∣∣ds
 ‖ρ‖ +
σ1(t)∫
0
∣∣k1(t, s)∣∣∣∣x(η1(s))∣∣ds + σ2(t)∫
0
∣∣k2(t, s)∣∣(a(s)∣∣x(η2(s))∣∣+ b(s))ds
= ‖ρ‖ +
σ2(t)∫
0
∣∣k2(t, s)∣∣b(s)ds + σ1(t)∫
0
∣∣k1(t, s)∣∣∣∣x(η1(s))∣∣ds + σ2(t)∫
0
∣∣k2(t, s)∣∣a(s)∣∣x(η2(s))∣∣ds.
For t ∈ [0,1] set y(t) = maxs∈[0,t]|x(s)|. Then y(t) = |x(t˜)| for some t˜ ∈ [0, t] and y is a nondecreasing function on [0,1].
Moreover, for every t ∈ [0,1] we have |x(t)| y(t) and
y(t) ‖ρ‖ + K2
1∫
0
b(s)ds +
σ (t˜)∫
0
(
K1
∣∣x(η1(s))∣∣+ K2a(s)∣∣x(η2(s))∣∣)ds
 ‖ρ‖ + K2
1∫
0
b(s)ds +
σ (t)∫
0
(
K1 y
(
η1(s)
)+ K2a(s)y(η2(s)))ds
 ‖ρ‖ + K2
1∫
0
b(s)ds +
σ (t)∫
0
(
K1 y
(
η(s)
)+ K2a(s)y(η(s)))ds
 ‖ρ‖ + K2
1∫
0
b(s)ds + M˜
σ (t)∫
0
y
(
η(s)
)
ds.
For t ∈ [0,1] put h(t) = ‖ρ‖ + K2
∫ 1
0 b(s)ds. Then for every t ∈ [0,1] we obtain
y(t) h(t) + ( A˜ y)(t),
with A˜ given by (3). By the abstract Gronwall lemma [27, Proposition 7.15, p. 218] and in view of (H4) we get
y(t) (id− A˜)−1h(t)
for every t ∈ [0,1]. Since |x(t)| y(t) for every t ∈ [0,1], the set of the solutions of (4) is bounded. As a result, Eq. (1) has
a solution on [0,1]. 
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η(t) = √t on [0,1] and k1(t, s) = K1 > 0 on [0,1] × [0,1]. Then
(Ax)(t) = K1
√
t∫
0
x(
√
s )ds
and
( A˜x)(t) = M˜
√
t∫
0
x(
√
s )ds
for t ∈ [0,1]. Let us consider the cone
P = {x ∈ C[0,1]: x(t) 0 on [0,1]}.
Clearly, P is normal and solid, and A(P ) ⊂ P . Set x0(t) ≡ 1 on [0,1]. Then x0 is an interior element of P . In consequence,
r(A) = limn→∞‖Anx0‖1/n (see for example [23]). One can check that for n ∈ N and t ∈ [0,1],(
Anx0
)
(t) = Kn1
4
5
· 16
21
· · · · · 4
n−1
4n−1 + 4n−2 + · · · + 4+ 1 t
4n−1+4n−2+···+4+1
2·4n−1 .
Thus ∥∥Anx0∥∥= Kn1 45 · 1621 · · · · · 4n−14n−1 + 4n−2 + · · · + 4+ 1 .
Therefore
r(A) = lim
n→∞
∥∥Anx0∥∥1/n = lim
n→∞
‖An+1x0‖
‖Anx0‖ =
3
4
K1.
In a similar way we obtain
r( A˜) = 3
4
M˜.
5. Krasnoselskii-type theorems
Let us ﬁrst recall the classical Krasnoselskii ﬁxed-point theorem and its hyperconvex counterpart, proved in [9].
Theorem 5.1. (See Krasnoselskii [18].) Let C be a nonempty, bounded, closed and convex subset of a Banach space E. If f1 :C → E is
a contraction, f2 :C → E a completely continuous mapping and f1(C) + f2(C) ⊂ C, then the mapping f1 + f2 :C → C has a ﬁxed
point.
Theorem 5.2. (Cf. [9, p. 1458, Theorem 2]; see also [10].) Let X be a bounded and hyperconvex subset of a normed space E. Assume
that:
(i) f1 : X → E is nonexpansive;
(ii) f2 : X → E is completely continuous;
(iii) f1(X) + f2(X) ⊂ X ;
(iv) the mapping f = f1 + f2 satisﬁes the Palais–Smale condition: any sequence (xn) such that xn ∈ X for n ∈ N and∥∥xn − f (xn)∥∥−−−→n→∞ 0
has a cluster point.
Then f has a ﬁxed point.
In 1998, T.A. Burton proved the following Krasnoselskii-type theorem:
Theorem 5.3. (See [11, p. 86, Theorem 2].) Let C be a nonempty, closed and convex subset of a Banach space E. Assume that f1 : E → E
is a contraction, f2 :C → E a compact mapping. Assume also that for each x ∈ E and y ∈ C the following implication holds:
if x = f1(x) + f2(y), then x ∈ C .
Then the map f :C → E given by the formula f = f1 + f2 has a ﬁxed point.
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Proposition 5.4. (See [11, p. 86, Proposition].) Let C be a closed ball in a Banach space E, centered at θ . Let f1 : E → E be a contraction
and f2 :C → C be compact. If ‖y‖ ‖y − f1(y)‖ for y ∈ E, then the assumptions of Theorem 5.3 are satisﬁed.
Before we consider Burton’s theorem in hyperconvex setting, we are going to provide some auxiliary results and then
a few comments on the abovementioned paper.
Lemma 5.5. (See [13, p. 11, Corollary (2.2)].) Let f : E → E be a contraction of a Banach space E into itself. Then the function x →
x− f (x) is a homeomorphism of E onto itself.
Theorem 5.6 (A nonlinear alternative for convex sets). (See [13, p. 61, Theorem (5.1)].) Let C be a convex subset of a Banach space E,
U be a set open in C with θ ∈ U . Assume F :U → C is compact. Then at least one of the following conditions is satisﬁed:
(i) F has a ﬁxed point;
(ii) there exists an x ∈ ∂U and λ ∈ (0,1) with x = λF (x).
We will now show a theorem, which will enable us to generalize Proposition 5.4.
Theorem 5.7. Let C be an open convex subset of a Banach space E with θ ∈ C. Assume that f1 : E → E is a contraction and f2 :C → E
is compact. Assume that for each x ∈ ∂C and λ ∈ (0,1), (id− f1)( 1λ x) = f2(x). Then, f :C → E deﬁned by f (x) := f1(x)+ f2(x) has
a ﬁxed point.
Proof. Consider the function (id− f1)−1 f2 :C → E . Using Lemma 5.5, it is easy to see that it is well deﬁned and compact.
Let us apply Theorem 5.6. Obviously, condition (ii) cannot be satisﬁed. This means that there exists an x ∈ C such that
x = (id− f1)−1( f2(x)), that is, x = f (x). 
Remark 5.1. Note that there exists a hyperconvex counterpart of the nonlinear alternative (Theorem 5.6); see [7]. There
arises a natural question whether one could apply it in a similar way as in Theorem 5.7 to obtain an analogous result for
hyperconvex spaces. The answer to this question is positive; however, the corresponding condition on the boundary of the
domain seems to be too complicated to be useful.
Corollary 5.8. Let C be an open convex subset of a Banach space E with θ ∈ C. Assume that f1 : E → E is a contraction and f2 :C → E
is compact. Assume that for each x ∈ ∂C the inequality∥∥(id− f1)−1( f2(x))∥∥2  ‖x‖2 + ∥∥x− (id− f1)−1( f2(x))∥∥2 (5)
holds. Then, the boundary condition from Theorem 5.7 is satisﬁed; in particular, f :C → E deﬁned by f (x) := f1(x)+ f2(x) has a ﬁxed
point.
Remark 5.2. The condition (5) is a particular case of the so-called Altman-type condition (see [1] or [13, p. 61, Corollary 5.2]).
A routine calculation shows that under (5), the property (ii) of Theorem 5.6 cannot occur.
Remark 5.3. Note that the above result generalizes Proposition 5.4. More precisely, the following result holds.
Corollary 5.9. Let C be a closed ball in a Banach space E, centered at θ . Let f1 : E → E be a contraction and f2 :C → E be compact.
Assume also that f2(∂C) ⊂ C. If ‖y‖ ‖y − f1(y)‖ for y ∈ E, then f :C → E : x → f1(x) + f2(x) has a ﬁxed point.
Proof. We will show that the assumptions of Corollary 5.8 are satisﬁed. It is enough to show that the inequality (5) holds.
Let x ∈ ∂C . Let y be the unique ﬁxed point of the contraction y → f1(y) + f2(x) of the space E into itself. Obviously,
y = (id− f1)−1( f2(x)) and ‖y‖ ‖y − f1(y)‖ = ‖ f2(x)‖ ‖x‖; the inequality (5) follows easily. 
We will now prove a hyperconvex counterpart of Theorem 5.3.
Theorem 5.10. Let E be a Banach space and X its bounded and hyperconvex subset. Assume that f1 : E → E is a nonexpansive
mapping, and f2 : X → E is compact and put f = f1 + f2 : X → E. Assume moreover that if for some points x ∈ E, y ∈ X and
a number q > 1 the equality x = 1q ( f1(x)+ f2(y)) holds, then x ∈ X, and that every sequence (xn), where xn ∈ X for n ∈ N, satisfying
the condition limn→∞‖xn − f (xn)‖ = 0, has a cluster point. Then the mapping f has a ﬁxed point.
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hy,q is a contraction on E . Denote its unique ﬁxed point by uq(y). Note that for any y ∈ X we have uq(y) = hy,q(uq(y)) =
1
q ( f1(uq(y)) + f2(y)), so uq(y) ∈ X .
Further, we have the following estimation for y1, y2 ∈ X :∥∥uq(y1) − uq(y2)∥∥ 1
q
(∥∥ f1(uq(y1))− f1(uq(y2))∥∥+ ∥∥ f2(y1) − f2(y2)∥∥),
which implies that ‖uq(y1) − uq(y2)‖ qq−1‖ f2(y1) − f2(y2)‖. Now, the compactness of f2 yields the compactness of the
map uq : X → X . By the generalized Schauder theorem (Theorem 2.1), for each q > 1 there exists a ﬁxed point yq of the
map uq . Let us choose a decreasing sequence (qn) convergent to 1. We have ‖yqn − f (yqn )‖ = ‖hyqn ,qn (uqn (yqn ))− f (yqn )‖ =
qn−1
qn
‖ f1(yqn ) + f2(yqn )‖. Notice that since f1 is nonexpansive, the image f1(X) is bounded. Moreover, f2 is compact, so
the image f2(X) is also bounded. Consequently, limn→∞‖yqn − f (yqn )‖ = 0, and therefore the sequence (yqn ) has a cluster
point. Without loss of generality we may assume that it converges to some y∞ ∈ X . Taking the limit with n → ∞ in the
equality
yqn = hyqn ,qn
(
uqn(yqn)
)= 1
qn
(
f1
(
uqn(yqn )
)+ f2(yqn ))= 1qn f (yqn),
we infer that y∞ = f (y∞). 
In 2003, G.L. Karakostas generalized the Krasnoselskii theorem to a case when the map considered is not necessarily
a sum of a compact operator and a contraction. He proved the following result:
Theorem 5.11. (See [16, p. 183, Theorem 2.2].) Let C be a nonempty, closed and convex subset of a Banach space and let Y be a metric
space. Let f :C → Y be compact and g :C × f (C) → C be continuous. Assume that there exists a constant α ∈ (0,1) such that
‖g(x1, y) − g(x2, y)‖ α‖x1 − x2‖ for each y ∈ f (C) and x1, x2 ∈ C. Then there exists some x ∈ C such that x = g(x, f (x)).
In the same paper the author noticed [16, p. 183, Remark 2.4] that it is possible to take any nonexpansive retract in
place of a convex set; in particular, this means that C might be any hyperconvex space. It turns out, however, that in this
case we can also relax the assumption of contractivity and prove the following generalization of Theorem 5.2:
Theorem 5.12. Let X ⊂ E be a bounded hyperconvex subset of a normed space E and let Y be a metric space. Assume that f : X → Y
is a compact mapping and g : X × f (X) → X a continuous map satisfying the condition ‖g(x1, y) − g(x2, y)‖  ‖x1 − x2‖ for all
x1, x2 ∈ E and y ∈ f (X). Assume moreover that every sequence (xn), xn ∈ X for n ∈ N, such that limn→∞‖xn − g(xn, f (xn))‖ = 0 has
a cluster point in X. Then there exists a point x ∈ X such that x = g(x, f (x)).
Proof. Let r : E → X be a nonexpansive retraction of E onto X . Fix q > 1 and y ∈ f (X). The mapping x → r( 1q g(x, y)) : X → X
is a contraction of the complete metric space X into itself, so it has exactly one ﬁxed point uq(y). We will show that the
mapping uq : f (X) → X is continuous. For any y1, y2 ∈ f (X) we have∥∥uq(y1) − uq(y2)∥∥= ∥∥∥∥r(1q g(uq(y1), y1)
)
− r
(
1
q
g
(
uq(y2), y2
))∥∥∥∥
 1
q
∥∥g(uq(y1), y1)− g(uq(y2), y2)∥∥
 1
q
(∥∥g(uq(y1), y1)− g(uq(y2), y1)∥∥+ ∥∥g(uq(y2), y1)− g(uq(y2), y2)∥∥)
 1
q
∥∥uq(y1) − uq(y2)∥∥+ 1
q
∥∥g(uq(y2), y1)− g(uq(y2), y2)∥∥,
and therefore ‖uq(y1) − uq(y2)‖ 1q−1‖g(uq(y2), y1) − g(uq(y2), y2)‖, which proves the continuity of uq .
Consider the function uq ◦ f : X → X . We have uq ◦ f (X) = uq( f (X)) ⊂ uq( f (X)), which obviously is compact. Applying
the generalized Schauder theorem we infer that for every q > 1 there exists some xq ∈ X such that xq = uq( f (xq)).
Take a decreasing sequence (qn) convergent to 1. For each n ∈ N we have
xqn = uqn
(
f (xqn)
)= r( 1
qn
g
(
uqn
(
f (xqn)
)
, f (xqn )
))= r( 1
qn
g
(
xqn , f (xqn)
))
,
and
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)
− r(g(xqn , f (xqn)))∥∥∥∥

∥∥∥∥ 1qn g(xqn , f (xqn ))− g(xqn , f (xqn ))
∥∥∥∥
=
(
1− 1
qn
)∥∥g(xqn , f (xqn))∥∥→ 0,
so the sequence (xqn ) has a cluster point. We may safely assume that limn→∞ xqn = x˜ ∈ X . On the other hand, xqn =
r( 1qn g(xqn , f (xqn ))) → r(g(x˜, f (x˜))) = g(x˜, f (x˜)) and the proof is completed. 
6. An application to integral equations
In this section we will show how Theorem 5.2 can be applied to a nonlinear functional-integral equation. Here, when we
speak about the order (in particular, monotonicity or order intervals) on L∞([0,1]), we mean the usual almost everywhere
(brieﬂy: a.e.) pointwise ordering.
Let us consider the following equation:
x(t) = S( f (t, x(t)))+ 1∫
0
K (t, s)φ
(
s, x(s)
)
ds, t ∈ [0,1]. (6)
Now we are going to prove the following theorem.
Theorem 6.1. Assume that:
1◦ S :R → R is a linear function;
2◦ | f (t,u) − f (t, v)| 1‖S‖ |u − v| for all t ∈ [0,1], u, v ∈ R;
3◦ f (·, x) is Lebesgue-measurable for all x ∈ R;
4◦ the operator S ◦ f , assigning to a function x(t) the function S( f (t, x(t))), satisﬁes the following Palais–Smale-type condition: each
sequence (xn), xn ∈ L∞([0,1]) for n ∈ N, such that
lim
n→∞
(
xn − (S ◦ f )(xn)
)= a for some a ∈ L∞([0,1])
has a cluster point;
5◦ φ satisﬁes the Carathéodory conditions, that is, φ(t, ·) is continuous for a.e. t and φ(·, x) is measurable for all x;
6◦ for each h ∈ (0,+∞) there exists a function ah ∈ L2([0,1]) such that |φ(t, x)| ah(t) for |x| h;
7◦ K : [0,1] × [0,1] → R+ is a function, Lebesgue-measurable in the second variable, such that K (·, s)  η(s) for a.e. s ∈ [0,1],
where η ∈ L2([0,1]);
8◦ for each ε > 0 there exists a δ > 0 such that for all t, τ , s ∈ [0,1], if |t − τ | δ, then |K (t, s) − K (τ , s)| ε;
9◦ there exist two functions v0, v0 ∈ L∞([0,1]) such that:
v0(t) S
(
f
(
t, v0(t)
))+ 1∫
0
K (t, s)φ
(
s, v0(s)
)
ds,
v0(t) S
(
f
(
t, v0(t)
))+ 1∫
0
K (t, s)φ
(
s, v0(s)
)
ds,
and
v0(t) v0(t)
for a.e. t ∈ [0,1];
10◦ the operators S ◦ f and x → ∫ 10 K (·, s)φ(s, x(s))ds are monotone.
Under the abovementioned conditions, Eq. (6) has a solution in L∞([0,1]).
In order to prove Theorem 6.1, we will need a result from [19].
Theorem 6.2. Let the function φ(t,u) satisfy the Carathéodory conditions and K (x, t) be Lebesgue-measurable. Assume that the
operator Φ : x → φ(·, x(·)) acts from Lp to Lr and the integral operatorK : x → ∫ 10 K (t, s)x(s)ds acts from Lr to Lq. Then the operatorK ◦ Φ is completely continuous if r < +∞ andK is completely continuous.
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L∞([0,1])—see, e.g., [4, p. 423, Theorem 9]). We are going to apply Theorem 5.2. Clearly S ◦ f is nonexpansive. We will
now show that the operator K ◦ Φ : L∞([0,1]) → L∞([0,1]), where K : x → ∫ 10 K (·, s)x(s)ds and Φ : x → φ(·, x(·)), is well
deﬁned and continuous. Conditions 5◦ and 6◦ together imply that Φ : L∞([0,1]) → L2([0,1]) is well deﬁned and continuous
(see [2, p. 110, Theorem 3.18]). Condition 7◦ implies that K : L2([0,1]) → L∞([0,1]) is also well deﬁned and continuous,
and from 8◦ we infer that it is also completely continuous. It follows from Theorem 6.2 that the superposition K ◦ Φ is
also completely continuous. Conditions 9◦ and 10◦ imply that the sum S ◦ f +K ◦ Φ maps [v0, v0] into itself. Finally, we
will show that the Palais–Smale-type condition (iv) from Theorem 5.2 holds. Let (xn) be a sequence of functions in [v0, v0]
such that limn→∞(xn − (S ◦ f +K ◦ Φ)(xn)) = 0. Since the set {(K ◦ Φ)(xn)}n∈N is relatively compact, we may assume that
(K◦Φ)(xn) converges to some a ∈ L∞([0,1]). Now limn→∞(xn − (S ◦ f )(xn)) = a, so from 4◦ we know that (xn) has a cluster
point. 
Recall that L∞-solutions to a Fredholm integral equation have been considered, e.g., in [21, Theorem 3.1]. However, the
mapping considered in the proof of that theorem is nonexpansive, so the Baillon ﬁxed-point theorem suﬃces to prove their
result.
Remark 6.1. Usually, the Palais–Smale condition is deﬁned for a = 0 (see, e.g., [14, p. 297]). However, it is possible to
consider a nonexpansive mapping satisfying such a condition with arbitrary a. Indeed, let f : E → E : x → −x, where E is
any Banach space. If (xn) is a sequence such that limn→∞(xn − f (xn)) exists, then obviously (xn) is convergent.
7. Fixed-point theorems in non-Archimedean spaces
In 1993, C. Petalas and T. Vidalis proved a ﬁxed-point theorem for weakly contractive mappings in non-Archimedean
setting.
Theorem 7.1. (See [22].) Any weakly contractive self-map of a non-Archimedean spherically complete normed space E has a unique
ﬁxed point.
The above theorem has a very simple consequence.
Theorem 7.2. Let f : E → E be a weakly expanding surjection of a non-Archimedean spherically complete normed space E onto itself.
Then f has a unique ﬁxed point.
Proof. Obviously, f is bijective. It is enough now to apply Theorem 7.1 to f −1. 
To prove the main result of this section, we will need the following, well-known fact.
Lemma 7.3. Let f : X → X be a self-map of an arbitrary set X . Assume that some iterate f k of f has a unique ﬁxed point x0; then x0
is a unique ﬁxed point of f .
Proof. We have f (x0) = f ( f k(x0)) = f k( f (x0)), that is, f (x0) is a ﬁxed point of f k; it follows that f (x0) = x0. Uniqueness
of the ﬁxed point of f is obvious. 
In Section 3 we obtained a reﬁnement of a ﬁxed-point theorem from [28] for multi-valued mappings. Now we will prove
its non-Archimedean extension for single-valued mappings.
Theorem 7.4. Let F be a self-map of a non-Archimedean spherically complete normed space (E,‖ · ‖). Assumem : E → E is a mapping
such that for each x ∈ E, the equality ‖m(x)‖ = ‖x‖ holds. Let  be a transitive relation on E such that θ m(x) for all x ∈ E and
‖x‖ ‖y‖ for all x, y ∈ E satisfying θ  x y.
Let A : E → E be a bounded linear operator such that:
(i) there exists k ∈ N such that ‖Akx‖ < ‖x‖ for all nonzero x ∈ E with θ  x;
(ii) Ax Ay if θ  x y;
(iii) m(F (x) − F (y)) Am(x− y).
Then, F has a unique ﬁxed point in E.
Proof. From (ii) and (iii) we have
m
(
F 2(x) − F 2(y)) Am(F (x) − F (y)) A2m(x− y),
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m
(
Fk(x) − Fk(y)) Akm(x− y)
for any x, y ∈ E . Thus, using (i) and the properties of m, we obtain∥∥Fk(x) − Fk(y)∥∥= ∥∥m(Fk(x) − Fk(y))∥∥ ∥∥Akm(x− y)∥∥< ∥∥m(x− y)∥∥= ‖x− y‖.
From Theorem 7.1 we infer that Fk has a unique ﬁxed point. In view of Lemma 7.3 the proof is complete. 
Now, we apply Theorem 7.4 to solve a simple equation.
Proposition 7.5. Let A and B be bounded linear operators acting in a non-Archimedean spherically complete normed space (E,‖ · ‖).
Assume that A−1 exists and that ‖A−1‖ = ‖A‖−1 , that there exists k ∈ N such that ‖Akx‖ < ‖x‖ for any x ∈ E \ {θ} and that B is
a bijection with ‖B−1‖ 1. Then, for arbitrary z ∈ E the equation
Ax+ Bx = z (7)
has a unique solution.
Proof. Obviously, solutions of (7) are exactly the ﬁxed points of the operator F : E → E deﬁned by F (x) = B−1(z − Ax). Let
m(x) = x for x ∈ E and x y if and only if ‖x‖ ‖y‖. We will check that the assumptions of Theorem 7.4 are satisﬁed. Only
the conditions (ii) and (iii) are not obvious. To prove monotonicity of A, assume that θ  x  y, that is, ‖x‖  ‖y‖; then,
‖Ax‖ ‖A‖‖y‖ = ‖A−1 Ay‖‖A−1‖  ‖Ay‖. To prove (iii), let us notice that∥∥m(F x− F y)∥∥= ∥∥B−1A(y − x)∥∥ ∥∥A(x− y)∥∥= ∥∥Am(x− y)∥∥. 
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