A viscous continuous adjoint formulation for optimal shape design is developed and applied. The arbitrary Lagrangian-Eulerian version of the unsteady, compressible Reynoldsaveraged Navier-Stokes (RANS) equations with a generic source term is considered, and from these governing flow equations, an adjoint formulation centered around finding surface sensitivities using differential geometry is derived. This surface formulation provides the gradient information necessary for performing gradient-based aerodynamic shape optimization. To analyze the effectiveness of the methodology, two design cases in a rotating reference frame are considered. A two-dimensional test case consisting of a rotating airfoil at a low Reynolds number is studied. The shape of the airfoil is then optimized for drag minimization with a geometric constraint. In three-dimensions, the formulation is demonstrated using the well-known NREL Phase VI wind turbine geometry.
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I. Introduction and Motivation
M
any practical flows of aerodynamic interest are unsteady in nature, and between the increasing power of computational resources and advanced algorithms, accurately predicting and designing for the performance of aerospace systems in an unsteady environment is becoming more tractable. Several examples of engineering applications that could immediately benefit from a truly time-accurate design approach are open rotors, rotorcraft, turbomachinery, wind turbines, or flapping flight, to name a few. An unsteady treatment of these flows will also directly enable multidisciplinary design, analysis, and optimization involving other time-dependent physics associated with these systems, such as their structural or acoustic responses. In some instances involving rotating applications, the governing flow equations can be recast into a rotating frame of reference moving with the body. This transformation allows for the steady solution of a problem which was unsteady in the inertial frame, and can therefore considerably reduce the computational cost of these calculations.
In the context of optimal shape design, adjoint formulations as a means of sensitivity analysis have been the subject of a rich volume of research literature over the past two decades. Many advances and extensions have been made during this period, and the effectiveness of these formulations for use in aerodynamic design, especially for steady problems, is well established.
1-3 Less common and more challenging are adjoint formu-lations for unsteady problems due to the potentially prohibitive storage requirements associated with storing the time-accurate solution data that is needed for reverse time integration when solving the corresponding adjoint equations. Moreover, the engineering applications mentioned above also involve aerodynamic surfaces that are in motion which must be taken into account by the governing flow equations (including the boundary conditions) and subsequently, by the adjoint equations. Despite the challenges, recent work demonstrating the viability of unsteady adjoint approaches across a range of applications [4] [5] [6] [7] [8] [9] [10] and the aforementioned improvements in computational power and algorithms suggest a growing interest and capability for design in unsteady flows. Several publications have also addressed adjoint-based shape design using the non-inertial governing flow equations.
11-14
Adjoint formulations are typically classified as either continuous (the governing equations are first linearized then the result is discretized) or discrete (the governing equations are first discretized and the result is linearized). A large amount of the previous work on unsteady adjoints has been discrete in nature, and while a discrete adjoint approach can often be more straightforward to implement, especially if automatic differentiation is available, we pursue advances in the continuous approach with this article.
The continuous approach results in a set of continuous partial differential equations (PDEs) for the adjoint system which can offer the advantage of physical insight into the character of the governing flow and adjoint systems, as well as flexibility in the choice of solution method. This insight can aid in composing well-behaved numerical methods that are tailored to the adjoint equations and can be more computationally efficient than solving a potentially large and memory intensive linear system, as required by the discrete adjoint approach. An additional advantage of the continuous approach is the ability to recover a surface formulation for computing gradients. More specifically, the continuous adjoint treatment pursued here is a systematic methodology centered around finding surface sensitivities with the aid of differential geometry formulas. This type of surface formulation has no dependence on volume mesh sensitivities and has been successfully applied on three-dimensional, unstructured meshes to full aircraft configurations and even extended to the Reynolds-averaged Navier-Stokes (RANS) equations. 15 Once derived, the continuous adjoint equations, their admissible boundary conditions, and the expressions for surface sensitivities can be easily implemented within existing solvers while leveraging many of the same numerical methods used in the direct problem. Despite many advantages, continuous adjoint approaches can suffer from issues related to their derivation and implementation. Depending on the governing equations and choice of objective functions, the mathematical manipulations required to arrive at the continuous adjoint system may be quite complicated or even impossible. In particular, deriving consistent boundary conditions and expressions for the surface sensitivity that accompany the continuous adjoint equations can be difficult, and unfortunately, clear strategies for their derivation are less prevalent in the literature. This matter is made even more complicated when the flow is unsteady, the solid walls are moving, or in the presence of source terms.
However, the appeal of obtaining a surface formulation for shape design gradients (without a dependence on volume mesh sensitivities) and the ability to tailor numerical solution methods for the adjoint equations (to help mitigate numerical stiffness and other convergence issues) make the continuous adjoint approach particularly attractive for large-scale optimal shape design problems involving complex geometries. Accordingly, the major contribution of the present article is a detailed derivation of a new continuous adjoint approach for the unsteady RANS equations with a generic source term allowing for surfaces in arbitrary motion and complete with accompanying boundary conditions and surface sensitivity expressions. Emphasis is placed on the simplification of terms using differential geometry, vector calculus, and information from the original governing equations such that the resulting expressions can be easily implemented numerically. While the methodology is developed for unsteady flows, the effectiveness of the new methodology is demonstrated by studying two shape design examples in a rotating frame, which can be seen as a straightforward simplification of the general formulation.
The paper is organized as follows. In Section II, a description of the physical problem in which we are in-terested is given, including the governing flow equations with corresponding boundary conditions. Section III contains a detailed derivation of a viscous continuous adjoint formulation for computing surface sensitivities. Section IV details the numerical implementation of the remaining components needed for automatic shape design: numerical methods, design variables, mesh deformation, and the optimization framework. Lastly, Section V will give results for two-and three-dimensional optimal shape design demonstrations, including the NREL Phase VI wind turbine geometry.
II. Description of the Physical Problem
In this article, we are concerned with time-accurate, viscous flow around aerodynamic bodies in arbitrary motion which is governed by the compressible, unsteady Reynolds-averaged Navier-Stokes (RANS) equations. Consider the equations in a domain, Ω ⊂ R 3 , with a disconnected boundary that is divided into a far-field component, Γ ∞ , and an adiabatic wall boundary, S, as seen in Fig. 1 . The surface S represents the outer mold line of an aerodynamic body, and it is considered continuously differentiable (C 1 ). These conservation equations along with a generic source term, Q, can be expressed in an arbitrary Lagrangian-Eulerian (ALE) 16 differential form as
where
ρ is the fluid density, v = {v 1 , v 2 , v 3 } T ∈ R 3 is the flow speed in a Cartesian system of reference, u Ω is the velocity of a moving domain (mesh velocity after discretization), E is the total energy per unit mass, p is the static pressure, c p is the specific heat at constant pressure, T is the temperature, and the viscous stress tensor can be written in vector notation as
The second line of Eqn. 1 represents the no-slip condition at a solid wall, the third line represents an adiabatic condition at the wall, and the final line represents a characteristic-based boundary condition at the far-field where the fluid state at the boundary is updated using the state at infinity depending on the sign of the eigenvalues. 17 Note that the boundary conditions take into account any domain motion. The temporal conditions will be problem dependent, and for this article, we will be interested in time-periodic flows where the initial and terminal conditions do not affect the time-averaged behavior over the time interval of interest, T = t f − t o . Assuming a perfect gas with a ratio of specific heats, γ, and gas constant, R, the pressure is determined from
and the temperature is given by
As usual in turbulence modeling that is based upon the Boussinesq hypothesis, which states that the effect of turbulence can be represented as an increased viscosity, the viscosity is divided into a laminar, µ dyn , and a turbulent, µ tur , component. The laminar, or dynamic viscosity, is usually taken to be only dependent on the temperature, µ dyn = µ dyn (T ), whereas µ tur is obtained from a suitable turbulence model involving the flow and a set of new variables,ν, i.e., µ tur = µ tur (U,ν). Here we assume thatν is a single scalar variable obtained from a one-equation turbulence model, and in this article, the one-equation SpalartAllmaras turbulence model 18 is used. Turbulence and the mean flow become then coupled by replacing the dynamic viscosity in the momentum and energy equations in the Navier-Stokes equations with
where P r d and P r t are the dynamic and turbulent Prandtl numbers, respectively. Here, µ 2 tot represents the effective thermal conductivity that is written in a nonstandard notation to obtain reduced expressions in the calculus below.
When simulating flow about certain aerodynamic bodies that operate under an imposed steady rotation, including many turbomachinery, propeller, and rotor applications, it can be advantageous to transform the system of governing equations into a reference frame that rotates with the body of interest. With this transformation, a flow field that is unsteady when viewed from the inertial frame can be solved for in a steady manner, and thus more efficiently, without the need for grid motion. This can be viewed as a simplification of the general unsteady formulation above by choosing
where ω = {ω x , ω y , ω z } T is the steady angular velocity of the reference frame and r is the position vector pointing from a specified rotation center (
In this case, u Ω is the velocity due to rotation, which is also sometimes called the whirl velocity.
III. Surface Sensitivities via a Viscous Continuous Adjoint Approach
A typical shape optimization problem seeks the minimization of a certain cost function, J(S), with respect to changes in the shape of the boundary, S. We will concentrate on functionals defined as time-averaged, integrated quantities on the solid surface in the following general form,
where f = p n −σ · n is the force on the surface,σ = µ 1 totτ is the second order tensor of viscous stresses, and n is the outward-pointing unit vector normal to the surface S. Other cost functions are possible (temperature on the surface, for instance), but will not be considered in this article. The minimization of Eqn. 8 can be considered a problem of optimal control whereby the behavior of the governing flow equation system is controlled by the shape of S with deformations of the surface acting as the control input. Therefore, the goal is to compute the variation of Eqn. 8 caused by arbitrary but small (and multiple) deformations of S and to use this information to drive our geometric changes in order to find an optimal shape for the design surface, S. This leads directly to a gradient-based optimization framework. The shape deformations applied to S will be infinitesimal in nature and can be described mathematically by
where S has been deformed to a new surface shape, S , by applying an infinitesimal profile deformation, δS, in the local normal direction, n S , at a point, x, on the surface, as shown in Fig. 2 .
Following the adjoint approach to optimal design, Eqn. 8 can be transformed into an unconstrained optimization problem by adding the inner product of an unsteady adjoint variable vector, Ψ, and the governing equations integrated over the domain (space and time) to form the Lagrangian:
where we have introduced the adjoint variables, which operate as Lagrange multipliers and are defined as
Note that because the flow equations must be satisfied in the domain, or R(U ) = 0, Eqn. 8 and Eqn. 10 are equivalent. To find the gradient information needed to minimize the objective function, we take the first variation of Eqn. 10 with respect to small perturbations of the surface shape:
A. Variation of the Functional
The first term in Eqn. 12 is the variation of the original objective function, or
Note that taking the variation results in two separate terms: the first term depends on the variation of the geometry and the value of the scalar function in the original state, while the second term depends on the original geometry and the variation of the scalar function caused by the deformation. It can be further simplified using differential geometry formulas:
We have used δS q ds = S [∂ n (q) − 2H m q]δS ds where q is an arbitrary scalar, δ n = −∇ S (δS), 19 which holds for small deformations, and H m is the mean curvature of S computed as (κ 1 +κ 2 )/2, where (κ 1 , κ 2 ) are curvatures in two orthogonal directions on the surface. Here, ∇ S represents the tangential gradient operator on S. Assuming that the objective function depends only on f in the following way
where d is a constant vector (this is the case in drag or lift optimization problems), after further simplification, 15 the variation of the Lagrangian can be written concisely as
B. The Linearized Navier-Stokes Equations
The second term on the right hand side of Eqn. 17 can be expanded by including the version of the governing equations that has been linearized with respect to the small perturbations of the surface (which induce perturbations in U and ∇U ). This set of linearized governing equations and boundary conditions is here detailed. Consider a perturbation to the flow equations while assuming constant, or frozen, viscosity, (δµ k tot = 0):
and these Jacobian matrices can be found in the appendix. Note that in the first line of Eqn. 18, the terms involving the domain velocity have been separated from the traditional inviscid convective fluxes, F c . While a frozen viscosity approach has been chosen here, extensions for considering the sensitivity of the viscosity in the presence of a turbulence model (or a simplified approximation) are being pursued. Gathering the final result from Eqn. 18 along with the linearized boundary conditions that can be found in the appendix while imposing that there are no incoming characteristics from the far-field, one obtains the full system of linearized Navier-Stokes equations,
C. The Continuous Adjoint Equations
Eqn. 20 can now be introduced into Eqn. 12 to produce
By removing any dependence on variations of the flow variables and their gradients, δU and δ(∇U ), the variation of the objective function for multiple surface deformations can be found without the need for multiple flow solutions. This results in a computationally efficient method for aerodynamic shape design within a large design space, as the computational cost no longer depends on the number of design variables. We now perform manipulations to remove this dependence. After changing the order of integration, integrating the second term on the right hand side of Eqn. 21 by parts gives
A zero-valued initial condition for the adjoint variables can be imposed, and assuming an unsteady flow with periodic behavior, the first term on the right hand side of Eqn. 22 can be eliminated with the following temporal conditions (the cost function does not depend on t f ):
Ψ( x, t f ) = 0.
Now, integrating the third term on the right hand side of Eqn. 21 by parts and using the divergence theorem (assuming a smooth solution) results in
The third term on the right hand side of Eqn. 21 requires integrating by parts twice, and after the first integration, one recovers the following,
Integrating again the final term of Eqn. 26 by parts (while noting that δ(∇U ) = ∇(δU ) in a continuum) gives
Collecting the results from Eqns. 22, 25, 26, and 27 and rearranging terms results in an intermediate expression for the variation of the objective function,
where, as a shorthand,
By introducing into Eqn. 28 the details of the variation of the functional, δJ, and the evaluation of the boundary integrals involving B 1 , B 2 , and B 3 (details can be found in the appendix) while assuming the proper choice of boundary conditions has removed variations of the flow variables at the far-field, a simplified version of δJ is recovered:
where ∂J ∂S is comprised of the remaining boundary terms and will be discussed more below. Finally, by satisfying the system of PDEs commonly referred to as the adjoint equations along with the admissible adjoint boundary conditions that eliminate any dependence on the fluid flow variations (δp, δσ, and δT ), most of the terms on the right hand side of Eqn. 32 can be eliminated:
Note that a sign change has occurred for the terms involving the time derivative and the convective flux due to the integration by parts procedure. As a result, reverse time integration is required and the sign of the characteristic velocities is flipped in the adjoint problem, causing characteristic information to propagate in the reverse direction.
D. Surface Sensitivities for Shape Design
After satisfying the adjoint equations, only terms involving the surface shape perturbation, δS, remain (see appendix), and the variation of the objective function becomes
where ∂J ∂S is what we call the surface sensitivity, and it is a key result of the continuous adjoint derivation. The surface sensitivity provides a measure of the variation of the objective function with respect to infinitesimal variations of the surface shape in the direction of the local surface normal. With each physical time step, this value is computed at every surface node of the numerical grid with negligible computational cost. Note that the final expression for the variation involves only a surface integral and has no dependence on the volume mesh. Furthermore, several new terms appear that directly involve the unsteadiness, source terms, and the arbitrary motion of the surface. By studying the terms in the expression for surface sensitivity, deeper physical insight and designer intuition can be gained, and further simplifications to the above expression are being pursued. For a steady problem with a fixed surface ( v = 0 on S) and no source terms, this expression reduces to that found previously under the frozen viscosity assumption.
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IV. Numerical Implementation
The following sections contain numerical implementation strategies for each of the major components needed for unsteady aerodynamic shape optimization. The optimal shape design loop requires PDE analysis with dynamic meshes for computing functional and sensitivity information, the definition of suitable design variables for parameterizing the geometry, a mesh deformation algorithm for perturbing the numerical grid after shape changes, and a gradient-based optimizer to drive the design variables toward an optimum for the chosen optimization problem.
All components were implemented within the SU 2 software suite (Stanford University Unstructured).
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This collection of C++ codes is built specifically for PDE analysis and PDE-constrained optimization on unstructured meshes, and it is particularly well-suited for aerodynamic shape design. Modules for performing flow and adjoint solutions, acquiring gradient information by projecting surface sensitivities into the design space, and mesh deformation techniques are included in the suite, amongst others.
A. Numerical Methods for PDE Analysis
Both the flow and adjoint problems are solved numerically using a Finite Volume Method (FVM) formulation on unstructured meshes with an edge-based structure. The median-dual, vertex-based scheme stores instances of the solution at the nodes of the primal grid and constructs the dual mesh around these nodes by connecting the surrounding cell centers and the mid-points of the edges between the primal grid nodes. The code is fully parallel through use of the Message Passing Interface (MPI) standard and takes advantage of an agglomeration multigrid approach for convergence acceleration.
For the flow equations, the convective flux is discretized using the upwind scheme of Roe, 21 while a non-conservative central scheme with Jameson-Schmidt-Turkel (JST)-type scalar artificial dissipation 22 is used for the discretization of the adjoint convective flux. The convection of the turbulence variable,ν, is discretized using a fully upwinded scheme. Second order accuracy is easily achieved via reconstruction of variables on the cell interfaces by using a MUSCL approach with limitation of gradients. 23 In all cases, viscous fluxes are computed with the node-gradient-based approach due to Weiss et al., 24 which, apart of reducing the truncation error of the scheme, avoids the odd-even decoupling of mesh nodes in the computation of residuals, resulting in second-order spatial accuracy. A weighted least-squares method was used to approximate the spatial gradients of the flow and the adjoint variables. Source terms are approximated via piecewise reconstruction in the finite-volume cells. For the calculations in a non-intertial reference frame, relaxation to a steady-state was accomplished using an implicit, backward-Euler scheme.
B. Design Variable Definition
The time-accurate continuous adjoint derivation presents a method for computing the variation of an objective function with respect to infinitesimal surface shape deformations in the direction of the local surface normal at points on the design surface. While it is possible to use each surface node in the computational mesh as a design variable capable of deformation, this approach is not often pursued in practice. A more practical choice is to compute the surface sensitivities at each mesh node on the surface and then to project this information into a design space made up of a smaller set of design variables (possibly a complete basis). This procedure for computing the surface sensitivities is used repeatedly in a gradient-based optimization framework in order to march the surface shape toward an optimum through gradient projection and mesh deformation.
In the two-dimensional airfoil calculations that follow, Hicks-Henne bump functions were employed 25 which can be added to the original airfoil geometry to modify the shape. The Hicks-Henne function with maximum at point x n is given by
so that the total deformation of the surface can be computed as ∆y = N n=1 δ n f n (x), with N being the number of bump functions and δ n the design variable step. These functions are applied separately to the upper and lower surfaces.
In three dimensions, a Free-Form Deformation (FFD) 26 strategy has been adopted. In FFD, an initial box encapsulating the object (rotor blade, wing, fuselage, etc.) to be redesigned is parameterized as a Bézier solid. A set of control points are defined on the surface of the box, the number of which depends on the order of the chosen Bernstein polynomials. The solid box is parameterized by the following expression X(u, v, w) = l,m,n i,j,k=0
where u, v, w ∈ [0, 1], and B i is the Bernstein polynomial of order i. The Cartesian coordinates of the points on the surface of the object are then transformed into parametric coordinates within the Bézier box. Control points of the box become design variables, as they control the shape of the solid, and thus the shape of the surface grid inside. The box enclosing the geometry is then deformed by modifying its control points, with all the points inside the box inheriting a smooth deformation. Once the deformation has been applied, the new Cartesian coordinates of the object of interest can be recovered by simply evaluating the mapping inherent in Eqn. 36.
C. Mesh Deformation
Once the boundary displacements have been computed using either of the above strategies, a technique based on the linear elasticity equations 27 is used to deform the remaining vertices in the unstructured volume mesh. Linear elasticity governs small displacements, u = (u 1 , u 2 , u 3 ) T , of an elastic solid subject to body forces and surface tractions, ∇σ = f in Ω, (37) with f being a body force and σ the stress tensor given in terms of the strain tensor, , by the constitutive relation
where T r is the trace, λ and µ are the Lamé constants, ν is Poisson's ratio, and E is the Young's modulus. Poisson's ratio, ν, describes how a material compresses in the lateral direction as it extends in the axial direction. E is a measure of the stiffness of a material. Each element of the mesh is treated as an elastic solid and, by allowing for variable E throughout the mesh, can have its own rigidity. By choosing a value of E that is inversely proportional to the volume of the element, small mesh cells near viscous walls will transform more rigidly than larger cells, thus helping to preserve mesh quality in these sensitive regions. The equations are discretized using the Finite Element Method (FEM) with a standard Galerkin approximation, and the computed boundary displacements due to changes in the design variables are applied as a Dirichlet boundary condition. The system of equations is solved iteratively by a Newton-Krylov algorithm. For large displacements, it may be required to solve the system in increments, i.e. the linear elasticity equations are solved multiple times as the domain boundaries are marched in increments from their original to final locations.
D. Optimization Framework
Scripts written in the Python programming language are used to automate execution of the SU 2 suite components, especially for performing shape optimization. The optimization results presented in this work make use of the SciPy library (http://www.scipy.org), a well-established, open-source software package for mathematics, science, and engineering. The SciPy library provides many user-friendly and efficient numerical routines for the solution of non-linear constrained optimization problems, such as conjugate gradient, QuasiNewton, or sequential least-squares programming algorithms. At each design iteration, the SciPy routines require as input only the values and gradients of the objective functions, computed by means of our continuous adjoint approach, as well as the set of any chosen constraints.
V. Numerical Results
This section contains demonstrations of the new adjoint formulation in both two and three dimensions. In two dimensions, the design of an airfoil that is rotating in still air demonstrates the method, while a redesign of the NREL Phase VI wind turbine illustrates the effectiveness of the new methodology for large-scale, complex engineering systems.
A. Shape Design of a Rotating Airfoil
A numerical experiment was devised for an airfoil rotating in still air (M ∞ = 0) which can be solved as a steady problem in a rotating reference frame. A low Reynolds number of 1000 was chosen for this case to ensure laminar flow along the airfoil. The goal of this design case is to demonstrate a reduction in skin friction drag using the new adjoint formulation while including a realistic geometric constraint. The details for the numerical experiment and the unstructured mesh appear in Fig. 3 . The NACA 4412 profile was chosen as the initial airfoil geometry. A hybrid element mesh was created that consisted of 7,560 quadrilaterals, 24,431 triangles, 19,938 total nodes, 250 edges along the airfoil, and 75 edges along the far-field boundary. The quadrilateral elements were extruded normally from the airfoil surface, and the mesh spacing for this structured region allowed 30 points for adequately resolving the boundary layer. Fig. 3 shows the absolute Mach number contours around the airfoil. In the inertial frame, the contours show air being pushed out of the path of the rotating airfoil. Fig. 3 also presents contours for ψ ρv1 near the surface. Note the strong features near the nose in the adjoint solution. Convergence issues can sometimes originate in these regions, but a modified dissipation switch developed in previous work 14 can alleviate the issues by adding extra dissipation only where necessary. However, the switch was not required for this test case. A redesign of the rotating airfoil was performed using the gradient information obtained from the adjoint formulation. The specific shape optimization problem was for drag minimization with a geometric constraint that the maximum thickness of the airfoil remain greater than 12 % of the chord length. A set of 50 HicksHenne bump design variables evenly spaced along the upper and lower surfaces were chosen as the design variables. After 10 design cycles, the C d was successfully reduced from 0.12720 down to 0.12102 (a 4.86 % reduction), and the maximum thickness constraint was met. The value of C l began at 0.02765 for the initial NACA 4412 design and was 0.03181 for the final design. C f and C p distributions as well as the profile shapes of the initial and final designs are compared in Fig. 4 . Note that a nonstandard non-dimensionalization due to zero velocity in the free-stream has resulted in large values for the force coefficients.
B. NREL Phase VI Wind Turbine
To demonstrate the effectiveness of the new methodology for large-scale, complex geometries, the NREL Phase VI wind turbine was chosen. The turbine geometry consists of two blades with a radius of 5.029 m and a constant S809 airfoil section along the entire span. This geometry has been used widely for computational fluid dynamics validation using the data from the NREL Phase VI Unsteady Aerodynamics Experiment. 28, 29 The chosen test case for the present study is Sequence S with a 7 m/s wind speed and an RPM of 72. The computational mesh consists of 3.2 million nodes and 7.9 million elements, with triangles on the surface of the blade and prismatic elements in the boundary layer.
The non-inertial governing equations were again used to calculate the flow field around with rotor geometry. However, for this case, the RANS equations with the standard S-A turbulence model were chosen. For validation purposes, Fig. 5 contains the C p contours on the blade surface, and Fig. 5 gives C p distributions at two radial stations as computed by SU 2 and compared to experiment. Good agreement is seen overall, apart from near the trailing edge of the blade where some discrepancies are found (large spikes in C p are also seen at the sharp trailing edge due to the geometry/mesh). More investigation into low-Mach number preconditioning and additional modifications to the S-A model are being pursued to further improve the results. The surface sensitivity was also computed for a torque objective function, and can be seen in Fig. 7 . It should be noted that the most sensitive locations on the blade surface are outboard locations along the span highlighted by the surface sensitivity contours.
While a more realistic objective function for wind turbine design might involve total power (and possibly multi-point design), the new methodology is demonstrated with a simple redesign of the rotor blade shape for increasing torque using gradient information obtained via the continuous adjoint approach. In order to redesign the rotor geometry, design variables were defined using a FFD parameterization. First, a box was generated around each of the two blades where shape changes are to be made with the design variables becoming the displacement of the individual control points that define the FFD box. Movements in the vertical direction were allowed for 84 control points on the upper and lower surfaces of each FFD box. In order to maintain a smooth surface during deformation, control points near the trailing edge and inboard side of the FFD box were held fixed. After 3 design cycles, the torque coefficient was increased by 4.0 % from 0.00147 to 0.00153. These optimization results are presented in Fig. 8 , including a comparison of the initial and final surface shapes. 
VI. Conclusions
A viscous continuous adjoint formulation for optimal shape design has been developed and applied. The arbitrary Lagrangian-Eulerian version of the unsteady, compressible RANS equations with a generic source term is considered, and from these governing flow equations, a new continuous adjoint formulation was developed complete with accompanying boundary conditions and surface sensitivity expressions. The new formulation allows for the design of surfaces in arbitrary motion.
The effectiveness of the new methodology is demonstrated by studying two shape design examples in a rotating frame which can be seen as a straightforward simplification of the general formulation. Skin friction drag was successfully reduced by 4.86 % for a rotating airfoil at a Reynolds number of 1000 while satisfying a maximum thickness constraint. In three-dimensions, the formulation was demonstrated through an application to the well-known NREL Phase VI wind turbine geometry. This large-scale test case shows the applicability of the new formulation to the design of aerospace systems with realistic, complex geometries.
While the methodology is demonstrated with the non-intertial governing equations, the formulation was developed for general unsteady flows with dynamic meshes. Future work includes the straightforward application of the time-accurate adjoint and surface sensitivity for large-scale, fully unsteady problems. The main difference here will be the required computational resources in terms of computational effort and timeaccurate data storage. Another area for future work is the removal of the frozen viscosity assumption by considering sensitivities in the viscosity, possibly through the treatment of a turbulence model. 
VII. Acknowledgements
A. Jacobian Matrices
Using index notation and defining for convenience a 0 = (γ − 1), φ = (γ − 1) | v| 2 2 , the Jacobian matrices are defined as:
where tensorsη,π andζ in the definition of A v1 i are given by
The source term Jacobian for the flow equations expressed in a rotating frame is
B. Linearized Navier-Stokes Boundary Conditions
The following sections contain details on the linearization of the Navier-Stokes boundary conditions.
A. No-Slip Solid Wall
The linearized boundary conditions will also be required in order to remove any dependence on flow variations. The details for linearizing the no-slip wall boundary condition are given here. We start with the no-slip boundary condition for a surface in arbitrary motion:
where v is the absolute flow velocity and u Ω is the local velocity of the domain in motion. Consider linearization with respect to small perturbations in the surface, δS,
where the second term on the right hand side of Eqn. 41 represents the change in the flow solution caused by the deformation and the third term represents the change due solely to the geometry of the deformation. Keeping in mind that the linearized boundary condition still must equal zero, Eqn. 41 can be rearranged to give a useful result for the continuous adjoint derivation:
where in order to simplify we have used the original boundary condition (Eqn. 40) and δ u Ω = 0.
B. Adiabatic Wall
In this work, we consider only an adiabatic condition on solid walls, although other conditions, such as isothermal walls, are possible. The details for linearizing the adiabatic wall boundary condition are given here. We start with the adiabatic wall boundary condition which is unaffected by any motion of the surface:
where T is the temperature and n S is the local wall unit normal. Consider linearization with respect to small perturbations in the surface, δS, for the both temperature and the normal terms separately, (∇T ) = ∇T + δ(∇T ) + ∂ n (∇T )δS,
( n S ) = n S + δ n S ,
where the second term on the right hand side of Eqn. 44 represents the change in the flow solution caused by the deformation and the third term represents the change due solely to the geometry of the deformation. The normal of Eqn. 45 does not involve the flow equations, so the only change is due to the deformation. The complete linearized boundary condition can be obtained by taking the dot product of the two linearized components, (∇T ) · ( n S ) = [∇T + δ(∇T ) + ∂ n (∇T )δS] · ( n S + δ n S ) = ∇T · δ n S + δ(∇T ) · n S + ∂ 2 n (T )δS,
where in order to simplify we have used the original boundary condition (Eqn. 43) and the approximation that any products of variations are negligible. Keeping in mind that the linearized boundary condition still must equal zero, Eqn. 45 can be rearranged as
Finally, using δ n S = −∇ S (δS), which holds for small deformations, and the fact that in a continuum δ(∇T ) = ∇(δT ), gives a useful result for the continuous adjoint derivation:
C. Evaluation of the Boundary Integral Terms for the Adjoint Derivation
The reduced expressions for the evaluations of the boundary integral terms appearing during the continuous adjoint derivation (B 1 , B 2 , and B 3 ) are here presented. Given our knowledge of the Jacobian matrices evaluated on the surface using both the flow boundary conditions and the linearized boundary conditions, the following expressions are obtained:
and
. By using the governing equations written on the surface and integration by parts, the terms involving the second order derivative of temperature can be reduced to a more computable form: 
whereσ : ∇ v = σ ij ∂ i v j .
