Abstract-Defect prediction at early stages of software development life cycle is a crucial activity of quality assurance process and has been broadly studied in the last two decades. The early prediction of defective modules in developing software can help the development team to utilize the available resources efficiently and effectively to deliver high quality software product in limited time. Until now, many researchers have developed defect prediction models by using machine learning and statistical techniques. Machine learning approach is an effective way to identify the defective modules, which works by extracting the hidden patterns among software attributes. In this study, several machine learning classification techniques are used to predict the software defects in twelve widely used NASA datasets. 
I. INTRODUCTION
Prediction of defective modules in an early stage of software development is considered as one of most challenging aspect of quality assurance activity [11] . The identification of defects in an early stage is crucial as the cost of correcting these defects increases exponentially in the later phases of software development life cycle (SDLC). In software engineering, testing and bug fixing is very expensive and require huge amount of resources [12] . Predicting defective modules in the developing software has been investigated by many studies since the last two decades. An efficient software defect identification technique depends upon various factors, most importantly the extraction of software metrics from historical data. Various software metrics are used to classify the software instance/class/module as defective or nondefective. [13] [14] [15] [16] . Furthermore, many empirical studies have also reflected that the subsets of software metrics can improve the performance of classifiers [17] . The activity of software defect prediction is necessary in order to enhance the effectiveness of quality assurance process. It can help to develop a qualitative product with limited amount of resources in a limited time period. Machine learning techniques are considered a promising way to predict the software defects in an early stage of SDLC by detecting the hidden pattern in historical software data. The purpose of this paper is to analyze the performance of supervised machine learning techniques on software defect prediction by using NASA datasets. Machine learning techniques used in this research are: Naïve Bayes (NB), Multi-Layer Perceptron (MLP). Radial Basis Function (RBF), Support Vector Machine (SVM), K Nearest Neighbor (KNN), kStar (K*), One Rule (OneR), PART, Decision Tree (DT), and Random Forest (RF). Supervised machine learning techniques need the pre-classified data (training data) for training. During the training process these techniques make rules to classify the unseen data (test data) [18] [19] , [20] [21] [22] [23] , [26] [27] . In this study, NASA's clean software defect datasets are used for experiments, including: CM1, JM1, KC1, KC3, MC1, MC2, MW1, PC1, PC2, PC3, PC4 and PC5. This research performs a detailed performance analysis of widely used machine learning classification techniques by using the 70:30 proportion of training and test data. The benchmark datasets are used in experiments so that any researcher can compare these results with the results of his/her proposed technique and claim the high accuracy which would be easy to validate for all research community.
Further organization of this paper is as follows. Section II discusses the related work. Section III describes about materials and methods used for the experiments. Section IV reflects the results and findings of the experiments. Section V finally concludes this study.
II. RELATED WORK
Many researchers have used machine learning techniques to predict the software defects at an early stage of software development, some of the selected studies are discussed here. Researchers in [1] [2] used SVM for software defect prediction by using four publicly available NASA datasets: PC1, CM1, KC1 and KC3. The performance is compared with eight machine learning and statistical techniques i.e. K-Nearest Neighbours (KNN), Logistic Regression (LR), Multilayer Perceptron (MLP), Decision Trees, Radial Basis Function (RBF), Bayesian Belief Networks (BBN), Naïve Bayes, and Random Forest (RF). Parameters generated from confusion matrix were used for performance evaluation. The results reflected that SVM performed better than some of the other techniques. Researchers in [3] studied and explored the significant software metrics to predict the software defects. Significant metrics were identified through sensitive analysis by ANN model which was trained using the historical data. The identified metrics then used to develop separate Neural Network models to predict the defective modules. The performance was compared with the Gaussian kernel SVM. JM1 dataset was used for experiment from NASA MDP repository. The results reflected that SVM performed better than ANN in binary defect classification. In [4] , researchers performed an experiment using three Cost-Sensitive Boosting algorithms and Back-Propagation learning techniques. From these three, two based on weight updating architectures and one based on threshold value. Four NASA datasets were used for experiment and performance was evaluated using Normalized Expected Cost of Misclassification (NECM). According to results, the threshold based Feed Forward Neural Network performed better than other methods particularly for object oriented software modules. Researchers in [5] compared the statistical and machine learning techniques on software defect prediction by using public domain datasets of AR1 and AR6. The techniques included: Artificial Neural Networks, Decision Trees, Cascade Correlation Network, Support Vector Machines, Group Method of Data Handling Method, and Gene Expression programming. Performance was evaluated by using AUC values. Results reflected that Decision Tree achieved 0.8 and 0.9 AUC scores for AR1 and AR6 respectively which were better than other used techniques. Researchers in [6] presented a software defect prediction technique using Conventional Radial Basis Function along with novel Adaptive Dimensional Biogeography-based optimization model. For experiment, five NASA datasets from PROMISE repository were used and the results showed the higher accuracy of proposed technique as compared to early used techniques. In [7] , researchers developed a GUI tool in MATLAB for software defect prediction. The proposed tool was based on Bayesian Regularization (BR) technique which reduced the software cost by limiting the squared errors and weights. The performance of used technique was compared with Levenberg Marquardt (LM) Algorithm and according to results BR performed better. Researchers in [8] compared Artificial Neural Network (ANN) and Support Vector Machine (SVM) on software defect prediction. For experiment, seven NASA datasets from PROMISE repository were used. The performance was evaluated in terms of Specificity, Recall, and Accuracy. Results showed that SVM performed better. In [9] , the researchers proposed a GUI tool in MATLAB which used CK (Chidamber and Kemerer) object-oriented metrics for software defect prediction. For experiment, NASA datasets from PROMISE repository were used and performance of Levenberg-Marquardt (LM) algorithm is compared with Polynomial Function-based Neural Network on software defect prediction. According to results the proposed model performed better than other techniques.
III. MATERIALS AND METHODS
This study analyzes the performance of various machine learning classifiers on software defect prediction by using NASA benchmark datasets. Each dataset includes several features along with known output class. The output/target class is one which is predicted on the basis of other available attributes. The attribute which is predicted is known as dependent attribute whereas other attributes which are used to predict the dependent attribute are known as independent attributes. The selected datasets for this study contains dependent attribute which has values either -Y‖ or -N‖. -Y‖ means the specific software instance or module has tendency to be defective and -N‖ means it is not defective. In this research, total of 12 cleaned NASA datasets [26] are used in experiments. The datasets includes CM1, JM1, KC1, KC3, MC1, MC2, MW1, PC1, PC2, PC3, PC4 and PC5 ( Table I) . Each selected dataset represents a NASA's software system, which includes different metrics, closely related to software quality.
Two versions of clean datasets are provided by [26] : DS' (which included duplicated and inconsistent instances) and DS'' (which does not include duplicated and inconsistent instances). These datasets were initially available at [27] but removed later. We have taken these datasets from [28] , where backup of NASA datasets are stored. These cleaned datasets are already used and discussed by [29] [30] [31] . Table II reflects the cleaning criteria implemented by [26] .
The experiments are performed in Weka [10] , one of the most popular data mining tools. This tool is developed in Java language at the University of Waikato, New Zealand and widely accepted due to its portability, General Public License and ease of use. 
IV. RESULTS AND DISCUSSION
This section aims to analyze the performance of used classification techniques. The performance is analyzed and evaluated through various measures generated from confusion matrix (shown in Fig. 1 Precision is defined as the ratio of True Positive (TP) modules with respect to total number of modules which are classified as positive [2] . Recall is defined as the ratio of True Positive (TP) modules with respect to the total number of modules that are actually positive [2] .
F-measure provides the average of Precision & Recall [2] .
Accuracy indicates that how much the prediction is accurate [2] , [32] .
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Matthew's Correlation Coefficient (MCC) is defined as a ratio of the observed and predicted binary classifications and ranges from -1 to +1. The results closer to 1 depicts the good prediction whereas closer to or below 0 indicates the bad performance [24] , [32] .
The area under the ROC curve (AUC) is a measure of how well a parameter can distinguish between two classes (defective/non defective) [25] , [31] . 1 2
All these performance measures are given by Weka tool. The results of Precision, Recall and F-Measure for each class (Y and N) are reflected in the tables (Table III to Table XIV) . These accuracy measures are sensitive to class imbalance problem and reflect the symbol of ‗?' in case of such issue. Highest scores in each class are highlighted in bold for easy identification.
Results of CM1 datasets are given in Table III . It can be seen that in Precision, NB performed better in both the classes (Y and N). In Recall, NB and DT both performed better in Y class whereas RBF, SVM and PART showed better performance in N class and finally in F-measure, NB showed better performance in Y class whereas RBF, SVM and PART performed better in N class.
Results of JM1 datasets are reflected in Table IV . In precision, PART performed better in Y class whereas kStar performed better in N class. In Recall, kNN performed better in Y class and SVM performed better in N class. In F-measure, kStar outperformed in Y class whereas MLP and RBF outperformed in N class. Results of KC3 dataset is reflected in Table VI . It is reflected that in Precision, MLP and OneR showed highest performance in Y class whereas NB performed better in N class. In Recall, NB and kNN performed better in Y class and in N class, SVM outperformed the others. In F-measure, NB performed better in Y class whereas SVM performed better in N class.
Results of MC1 dataset are reflected in Table VII . In Precision, kNN and PART showed better performance in Y class whereas NB performed better in N class. In Recall, NB performed better in Y class whereas MLP, RBF, SVM and DT performed better in N class. In F-Measure, kNN and PART performed better in Y class whereas MLP, RBF, SVM and DT performed better in N class. Results of MC2 dataset are reflected in Table VIII . In precision, NB performed better in Y class whereas PART performed better in N class. In Recall, PART performed better in Y class whereas NB and RBF performed better in N class. In F Measure, PART performed better in both the classes. Table X . It can be seen that in Precision, MLP performed better in Y class whereas DT performed better in N class. In Recall, NB and DT performed better in Y class whereas MLP and SVM both performed better in N class. In F-measure, DT performed better in Y class whereas MLP performed better in N class.
Results of PC2 datasets are shown in Table XI . According to results in Precision, kStar performed well in both the classes. In Recall, kStar performed well in Y class whereas RBF, SVM, DT and RF performed well in N class. In F-measure, kStar performed well in Y class however RBF, SVM, DT and RF performed well in N class.
Results of PC3 dataset is reflected in Table XII . It can be seen that in Precision, OneR and RF performed better in Y class however NB performed better in N class. In Recall, NB performed better in Y class whereas RBF, SVM and PART performed better in N class. In F-measure, DT performed better in Y class whereas OneR and RF performed better in N class.
Results of PC4 dataset are shown in Table XIII . It is reflected that in Precision, SVM performed better in Y class whereas DT performed better in N class. In Recall, DT performed better in Y class whereas SVM performed better in N class. In F-Measure, DT performed better in Y class whereas RF performed better in N class.
Results of PC5 dataset are shown in Table XIV . It can be seen that in Precision, SVM performed better in Y class whereas DT performed better in N class. In Recall, DT performed better in Y class whereas SVM performed better in N Class. In F Measure, DT performed better in Y class whereas RBF performed better in N class. Accuracy results are shown in Table XV . It can be seen that RBF showed better performance with higher accuracy in 5 datasets. MLP, SVM, RF each showed higher accuracy in 4 www.ijacsa.thesai.org datasets. On the other hand NB, kStar and kNN did not show higher accuracy in any of the dataset. MCC results are shown in Table XVI , it can be seen that scores in most of the classifiers could not be drawn due to class imbalance. NB and DT each performed better in 3 datasets whereas MLP showed higher performance in 2 datasets. RBF, kNN, kStar, PART and RF each showed higher performance in 1 dataset. SVM and OneR did not perform well in any single dataset. Table XVII shows the results of ROC area, it can be seen that RF reflected high performance in 8 datasets whereas NB, MLP, kStar and PART each showed high performance in 1 dataset. Remaining algorithms did not show high performance in any of the used dataset. It has been noted that Besides the Precision, Recall and F measure, MCC is also sensitive to the class imbalance problem as it could not give the scores in many of the classifiers. However accuracy and ROC both did not show any symbol of class imbalance in the results which make them non sensitive to this issue. Therefore, besides the Accuracy and ROC, other performance measures including Precision, Recall, F-Measure and MCC should be used for effective performance analysis. Class imbalance issue can be resolved in the used datasets with many techniques [31] . However the purpose of this research is to use the exact snapshot of NASA cleaned dataset that is why no preprocessing or class balancing techniques are used. 
V. CONCLUSION
Software defect prediction using machine learning techniques is considered as one of the emerging research areas now days. Identification of defects at the early stage of development can contribute to the delivery of high quality software by using limited amount of resources. This study deals with the detailed performance analysis of various machine learning classification techniques on software defect prediction using 12 widely used and publically available NASA datasets. The classification techniques include: Naïve Bayes (NB), Multi-Layer Perceptron (MLP). Radial Basis Function (RBF), Support Vector Machine (SVM), K Nearest Neighbor (KNN), kStar (K*), One Rule (OneR), PART, Decision Tree (DT), and Random Forest (RF). The performance is evaluated by using various measures extracted from confusion matrix such as: Precision, Recall, F-Measure, Accuracy, MCC, and ROC Area. It is reflected from the results that neither the Accuracy and nor the ROC can be used as an effective performance measure as both of these did not react on class imbalance issue. However, Precision, Recall, F-Measure and MCC reacted to class imbalance problem in the results with the symbol of ‗?‗. The results presented in this research can be used as baseline for other researches so that the results of any proposed technique, model or framework can be compared and easily verified. For future work, class imbalance issue should be resolved in NASA cleaned datasets. Moreover, to improve the performance, feature selection and ensemble learning techniques should also be explored.
