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EFFECTIVE EQUIDISTRIBUTION FOR SOME UNIPOTENT FLOWS
IN PSL(2,R)k MOD COCOMPACT, IRREDUCIBLE LATTICE
JAMES TANIS
ABSTRACT. Let d ≥ 2, and let Γ ⊂ PSL(2,R)d be an irreducible, cocom-
pact lattice. We prove a sharp estimate up to a logarithmic factor on the rate of
equidistribution of coordinate horocycle flows on Γ\PSL(2,R)d.
1. INTRODUCTION
There has been greater interest recently in making Ratner’s equidistribution the-
orems effective (see [11] and [12]). Green-Tao proved all Diophantine nilflows on
any nilmanifold become equidistributed at polynomial speed, see [7]. Flaminio-
Forni proved rather sharp estimates on the speed of equidistribution for a class of
higher step nilmanifolds. Einsiedler-Margulis-Venkatesh proved effective equidis-
tribution for large closed orbits of semisimple groups on homogeneous spaces,
under some technical restrictions, in [3].
Effective equidistribution, at an unspecified rate, of coordinate horocycle flows
on Γ\PSL(2,R)d can be derived from a recent and general quantitative mixing
result of Bjo¨rklund, Einsiedler and Gorodnik, see [1]. In what follows, we prove
sharp estimates, up to a logarithmic factor, for the equidistribution of coordinate
horocycle flows in compact Γ\PSL(2,R)d.
These flows are one-dimensional and non-horospherical unipotent flows on a
(non-solvable) homogeneous space. The first effective equidistribution result in
this setting is due to Venkatesh on the product flow given by the horocycle flow
and a circle translation on compact Γ\SL(2,R) × R/Z, see [15]. Recently, the
author and Vishe refined his approach and established a sharper rate of equidis-
tribution that is independent of the spectral gap of the Laplacian, see [14]. At the
same time, Flaminio, Forni and the author obtained a still sharper estimate (also in-
dependent of the spectral gap) for the equidistribution of this flow via a completely
different method, see [6]. Effective estimates for the equidistribution of horocycle
lifts toASL(2,Z)\ASL(2,R) were proved in a series of papers by Stro¨mbergsson,
Browning and Vinogradov, and Vinogradov, see [13], [2] and [16].
The outline of the paper is as follows. We prove Theorem 1.2 first by using ex-
isting works and the theory of unitary representations and invariant distributions.
The main point in the argument is that the invariant distributions for coordinate
horocycle flows are defined in unitary Sobolev representations of PSL(2,R) on
L2(Γ\PSL(2,R)d), so they are already well-understood by the work of Flaminio
and Forni on the equidistribution of horocycle flows (see Theorem 1.1 and Theo-
rem 1.4 of [4]). In fact, their work implies there is a basis of invariant distributions
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for coordinate horocycle flows which are generalized eigendistributions for a cor-
responding coordinate geodesic flow. Using a recent result of Kelmer-Sarnak on
the strong spectral gap property of irreducible, cocompact lattices in PSL(2,R)d,
we estimate the contribution of these invariant distributions to the ergodic integral
of a given coordinate horocycle flow by iteratively applying the relevant coordinate
geodesic map, which is a method of Flaminio and Forni in [4]. The rest of the er-
godic integral is estimated by solving a cohomological equation, as in [4].
Now we discuss the setting for our result in detail. Let d ∈ N≥2 and Γ ⊂
PSL(2,R)d be a cocompact and irreducible lattice, and let M = Γ\PSL(2,R)d.
Let (X,U, V ) be a basis of sl2(R) given by
X =
(
1 0
0 −1
)
, U =
(
0 1
0 0
)
, V =
(
0 0
1 0
)
.
For each 1 ≤ j ≤ d, define the coordinate geodesic and coordinate horocycle
vector fields (Xj , Uj , Vj) in sl(2,R)
d by
Xj := (0, . . . , 0,X, 0, . . . , 0) ,
Uj := (0, . . . , 0, U, 0, . . . , 0) ,
Vj := (0, . . . , 0, V, 0, . . . , 0) ,
where the vector fields X, U and V respectively appear in the jth position of the
tuple. These matrices satisfy the commutation relations
(1) [Xj , Uj ] = Uj, [Xj , Vj ] = −Vj, [Uj , Vj ] = 2Xj .
Now fix an integer i ≤ d, and denote the coordinate horocycle flow, {ht}t∈R, on
Γ\PSL(2,R)d by
ht(x) = xe
tUi ,
for any x ∈M .
Let L2(M) be the separable Hilbert space of complex-valued square-integrable
functions on M with respect to the Haar measure vol. Let C∞(M) be the space
of smooth functions on M and let D′(M) = (C∞(M))′ be its distributional dual
space. Any element of the Lie algebra sl(2,R)d acts onD′(M) via the right regular
representation.
For each j, the center of the enveloping algebra of sl(2,R)d contains the second-
order differential operator
j :=
[−X2j − 1/2(UjVj + VjUj)] .
The Laplacian operator △ is a second-order, elliptic element in the enveloping
algebra of sl(2,R)d. Moreover, it is an essentially self-adjoint differential operator
on L2(M) that can be written
△ := △i +△0 ,
where
△i := −X2i − 1/2(U2i + V 2i ) and△0 := −
∑
j 6=i
X2j + 1/2(U
2
j + V
2
j ) .
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Denote the inner product forL2(M) by 〈 , 〉 . The Sobolev space of order s ∈ R+
is the maximal domainW s(M) of the inner product
〈f, g〉s := 〈(I +△)sf, g〉 ,
where I is the identity operator on L2(M). Define ‖f‖2s := 〈f, f〉s, and set ‖f‖ :=
‖f‖0.
The space of s-order distributions on W s(M) is W−s(M) = (W s(M))′. Be-
causeM is compact, C∞(M) =
⋂
s>0W
s(M) and D′(M) = ∪s>0W−s(M).
We denote the space of distributions inW−s(M) that are invariant under Ui by
I
s(M) :=
{
D ∈W−s(M) : UiD = 0
}
.
Let I(M) :=
⋃
s>0 I
s(M). By (5), the classification ofUi-invariant distributions in
I(M) into irreducible, unitary representation spaces is given by the corresponding
classification of horocycle flow-invariant distributions from Theorem 1.1 of [4].
Let σpp be the eigenvalues of△i on L2(M), which by the representation theory
of SL(2,R), coincides with the positive eigenvalues of i on L
2(M).
Theorem 1.1 (Flaminio-Forni, [4]). The space I(M) has infinite countable dimen-
sion. There is a decomposition
I(M) =
⊕
µ∈σpp
Iµ ⊕
⊕
n∈Z+
In ⊕ Ic ,
where
• for µ = 0, the space I0 is spanned by the Haar measure onM ;
• for 0 < µ < 1/4, there is a splitting Iµ = I+µ ⊕ I−µ , where I±µ ⊂W−s(M)
if and only if s > 1±
√
1−4µ
2 , and each subspace has dimension equal to the
multiplicity of µ ∈ σpp;
• for µ ≥ 14 , the space Iµ ⊂ W−s(M) if and only if s > 1/2, and it has
dimension equal to twice the multiplicity of µ ∈ σpp;
• for n ∈ Z≥2, the space In ⊂ W−s(M) if and only if s > n/2 and it has
dimension equal to twice the multiplicity of µ = 14(−n2+2n) ∈ spec(i),
• the space Ic ⊂W−s(M) if and only if s > 1/2. It is defined on the contin-
uous spectrum of△i onW−s(M), and it has infinite countable dimension.
For s > 1/2, Theorem 1.4 of [4] shows I(M) has a countable basis Bs of unit
normed (inW−s(M)), generalized eigenvectors for the geodesic flow {etXi}t∈R.
For any s > 1, let
B
s
+ :=
⋃
µ∈σpp\{ 14}
B
s ∩ Isµ ,
be a basis of Ui-invariant distributions for
(⊕
µ∈σpp\{ 14} Iµ
)
. Let
B
s
− :=

⋃
µ≥ 1
4
B
s ∩ Isµ

 \Bs+ .
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be a basis of invariant distributions for the rest of principal series. It will also be
convenient to define
B
s
1/4 := B
s ∩ Is1/4 .
For D ∈W−s(M), let
SD :=


1±Re√1−4µ
2 if D ∈ I±µ , µ > 0 ;
n/2 if D ∈ In, n ∈ Z≥2 ;
1/2 if D ∈ Ic .
We remark that by Lemma 2.2,
inf
{
1− Re√1− 4µ
2
> 0 : µ ∈ spec(i) ∩R+
}
> 0 .
For T ≥ 1, let log+ T := max{1, log T}.
Theorem 1.2. Let α > 3d/2 + 1 and d ∈ N≥2. Let Γ ⊂ PSL(2,R)d be a
cocompact, irreducible lattice.
Then there is a constant Cα := Cα(Γ) > 0 such that for all (x, T ) ∈M ×R≥1,
and there are real numbers {cD(x, T )}D∈Bα+∪Bα− and distributions D
α,2
x,T ,R
α
x,T ∈
W−α(M) such that the following estimate holds.
For all f ∈Wα(M),
1
T
∫ T
0
f ◦ ht(x)dt−
∫
M
fdvol =
∑
D∈Bα+
cD(x, T )D(f)T
−SD
+
∑
D∈Bα−
cD(x, T )D(f)T
−1/2 log+ T
+
D
α,2
x,T (f) log
+ T +Rαx,T (f)
T
,
where for all (x, T ) ∈M × R≥1,
(2)
∑
D∈Bα+∪Bα−
|cD(x, T )|2 + ‖Dα,2x,T ‖2−α + ‖Rαx,T ‖2−α ≤ Cα .
Additionally, we have the following lower bound. For every D ∈ Bα, there is a
constant C ′α := Cα(D) > 0 such that for all sufficiently large T ≫ 1,
(3) ‖cD(·, T )‖ ≥
{
C ′α if D /∈ Bα1/4 ;
C ′α log
+ T if D ∈ Bα1/4 .
Remark 1.1. For sufficiently large T ≫ 1, the upper bound for the above coeffi-
cients is sharp up to multiplication by log(T ).
EFFECTIVE EQUIDISTRIBUTION OF COORDINATE HOROCYCLE FLOWS 5
2. EQUIDISTRIBUTION OF COORDINATE HOROCYCLE FLOWS
Our estimates are given in terms of Sobolev norms involving a finite number of
derivatives. In what follows, we let
s > 3d/2 + 1, and i ∈ {1, 2, . . . , d} .
LetWs(M) be the maximal domain of the operator (I+△0) on L2(M) with inner
product
〈f, g〉Ws(M) := 〈(I +△0)sf, g〉L2(M) .
Let π : PSL(2,R) → U(Ws(M)) be a unitary representation of PSL(2,R)
defined by
(4) π(g)f (Γ(a, h, b)) = f (Γ(a, hg, b)) ,
for any (a, h, b) ∈ PSL(2,R)i−1 × PSL(2,R) × PSL(2,R)d−i.
Now let dπ be the derived representation of π. The representation dπ is related
to the derived representation of the right regular representation by the following
simple lemma.
Lemma 2.1. Let Q ∈ sl(2,R), and let Qi := (0, . . . , 0, Q, 0, . . . , 0) ∈ sl(2,R)d,
where Q is in the ith-position. Then
dπ(Q) = Qi .
Proof. Let x ∈M and f ∈ C∞(M). For any t ∈ R,
f(x(Ii−1, exp(tQ), Id−i)) = f(x exp(tQi)) .
We conclude by differentiating at t = 0. 
Hence,
(5) Ui = dπ(U) and (I +△i)f = dπ
(
I −X2 − 1/2(U2 + V 2)) .
Then with respect to a positive Stieltjes measure, dm(µ), the unitary represen-
tation π has the following direct integral decomposition
Ws(M) =
∫
⊕µ∈spec(i)
Hµ,sdm(µ)
where there Casimir element i acts as the constant µ on each unitary represen-
tation space Hµ,s. Each representation space Hµ,s is a direct sum of an at most
countable number of irreducible unitary representation spaces.
By irreducibility and (5), the vector fields Ui,Xi and Vi are decomposable into
the irreducible representations of π in the sense that
(6) W s(M) =
∫
⊕µ∈spec(i)
H
s
µ ,
whereHsµ ⊂ Hµ,s inherits the inner product fromW s(M).
The following lemma is a consequence of Theorem 2 of [8], as described in
Section 1.3 of that paper.
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Lemma 2.2 (Kelmer-Sarnak, [8]). We have
(7) inf spec(i) ∩ R+ > 0 .
Proof. For any j ∈ N\{0}, and for a given infinite dimensional representation ρ of
PSL(2,R)j , let p(ρ) be the infimum of all p such that there is a dense set of vectors
v such that 〈ρ(g)v, v〉 is in Lp(PSL(2,R)j). Now the regular representation of
PSL(2,R)d on L2(M) has a countable, orthogonal decomposition into irreducible,
unitary representations ρm of PSL(2,R)
d. We may write ρm = ρm1 ⊗ · · · ⊗ ρmd ,
where the ρmi are irreducible, unitary representations of PSL(2,R) in either the
principal series, the complementary series or the discrete series.
We present the following special case of Theorem 2 of [8].
Theorem 2.1 (Kelmer-Sarnak). Let Γ ⊂ PSL(2,R)d be an irreducible, co-compact
lattice, and let ρm be as above. Then for any ǫ > 0, p(ρm) < 6 + ǫ, except for a
finite number ofm’s.
Principal series and discrete series representations are tempered, that is, if ρmj is
such a representation, then for all j, p(ρmj ) = 2. Complementary series represen-
tations can be parameterized by νj ∈ (0, 12)∪(12 , 1), where p(ρmj ) = max{1/νj , 1/(1−
νj)} ∈ R+, which is unbounded if (7) is not true. We also have p(ρm) =
maxj p(ρmj ), so Theorem 2.1 shows that for an at most finite number of exceptions
m,
max{1/νi, 1/(1 − νi)} ≤ p(ρm) < 7 .
This implies the lemma. 
2.1. Cohomological equation. For any s > 0, define
Anns(M) := {f ∈W s(M) : D(f) = 0 for all D ∈ Is(M)} .
As a consequence of Theorem 1.2 of [4], we derive
Theorem 2.2. For any 0 ≤ r < s − 1, there is a constant Cr,s := Cr,s(Γ) > 0
such that the following holds. Then for any f ∈ Anns(M), there exists a function
g ∈W r(M), unique up to additive constants, such that
Uig = f
and
‖g‖r ≤ Cr,s‖f‖s .
Proof. First say r ∈ Z≥0, and let s be as in the theorem. By (5), by (7), by
Theorem 1.2 of [4] and by Theorem 2 and Section 1.3 of [8], we have that for
any f ∈ Anns(M) there is a zero average function g ∈ W r(M) and a constant
Cr,s := Cr,s(Γ) > 0 such that
Uig = f
and
(8) ‖(I +△i)rg‖ ≤ Cr,s‖(I +△i)sf‖ .
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Now fix f and g as in the theorem. Because Ui commutes with △0, for any
α ≥ 0, we have
Ui△α0 g = △α0 f ,
Then for any ǫ > 0 and any β ≥ 0, (8) gives a constant Cβ,ǫ := Cβ,ǫ(Γ) > 0 such
that
(9) ‖(I +△i)β△α0 g‖ ≤ Cβ,ǫ‖(I +△i)β+1+ǫ△α0 f‖ .
Then
‖g‖2r = 〈(I +△i +△0)2rg, g〉
=
2r∑
n=0
(
2r
n
)
〈(I +△i)n△2r−n0 g, g〉 .(10)
It follows from Lemma 2.1 that△0 > 0 on the subspace of zero average functions
W s0 (M) of W
s(M). By the spectral theorem, △α0 is defined on W s0 (M) for any
α > 0, and moreover, because△0 and (I +△i) commute onW s0 (M), we get that
for any α, β ≥ 0,△α0 and (I +△i)β commute onW s0 (M) as well.
Then by (8) ,
〈(I +△i)n△2r−n0 g, g〉 = 〈(I +△i)n△r−n/20 g,△r−n/20 g〉
= ‖(I +△i)n/2△r−n/20 g‖2
≤ Cr‖(I +△i)n/2+1+ǫ△r−n/20 f‖2 .(11)
Because (I +△i)ǫ/2 commutes with△0 onW s(M), we have
(11) ≤ Cr〈(I +△i)n+1△2r−n0 (I +△i)ǫ/2f, (I +△i)ǫ/2f〉 .(12)
By a result of Nelson (Lemma 6.3 of [10]), for any α, β ∈ Z≥0, there is a constant
Cα+β > 0 such that
|(I +△i)α△β0 | ≤ Cα+β(I +△)α+β .
Therefore
(13) (12) ≤ Cr〈(I +△)2r+1(I +△i)ǫ/2f, (I +△i)ǫ/2f〉 .
Next notice that (I+△i)ǫ/2 commutes with (I+△)2r+1, and the spectral theorem
gives
(I +△i)ǫ/2 ≤ (I +△)ǫ/2 .
So
(13) ≤ Cr‖f‖2r+1+ǫ .
It follows that
(10) ≤ Cr‖f‖2r+1+ǫ .
By interpolation, the same estimate holds for any r ≥ 0, which completes the proof
of Theorem 2.2 
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2.2. Proof of Theorem 1.2. For all (x, T ) ∈M × R+, write γx,T as
γx,T (f) :=
1
T
∫ T
0
f ◦ ht(x)dt .
We may orthogonally project γx,T inW
−s(M) onto a basis of {ht}t-invariant dis-
tributions described in Theorem 1.1. Let Cγx,T be orthgonal projection inW
−s(M)
of γx,T into 〈
⋃
D∈Bs−/Bs1/4 D〉. For eachD ∈ B
s ∩ 〈Cγx,T 〉⊥, let Dγx,T be orthogo-
nal projection inW−s(M) of γx,T onto 〈D〉. Then there is a remainder Rγx,T such
that
(14) γx,T =

 ∑
D∈Bs∩〈Cγ,T 〉⊥
Dγx,T

⊕ Cγx,T ⊕Rγx,T .
Notice that the space of invariant distributions in each irreducible, unitary repre-
sentation is at most two dimensional. So Lemma 5.2 of [4] gives that for some
constant Cs > 0, the quantity
(15)
∑
D∈Bs(M)
‖Dγx,T ‖2−s + ‖Cγx,T ‖2−s + ‖Rγx,T ‖2−s .
satisfies
(16) C−2s ‖γx,T ‖2−s ≤ (15) ≤ C2s‖γx,T ‖2−s .
We prove Theorem 1.2 by estimating each of the terms in (15).
Lemma 2.3. Let s > 3d2 + 1. There is a constant Cs := Cs(Γ) > 0 such that for
any x ∈M and any T > 0,
‖Rγx,T ‖−s ≤
Cs
T
.
Proof. Let f ∈ Anns(M). Then by Theorem 2.2, for any 3d2 < r < s − 1, there
is a constant Cr,s := Cr,s(Γ) > 0 and a function g ∈ W s(M) satisfying Uig = f
and
‖g‖r ≤ Cr,s‖f‖s .
Then as in Lemma 5.5 of [4], we get by the Sobolev embedding theorem that
there is a constant Cr := Cr(Γ) > 0 such that
|Rγx,T (f)| =
1
T
|
∫ T
0
f ◦ ht(x)dt|
=
1
T
|
∫ T
0
Uig ◦ ht(x)dt|
=
|g ◦ hT (x)− g(x)|
T
≤ Cr
T
‖g‖r ≤ Cr,s
T
‖f‖s .

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Lemma 2.4. For every s > 3d2 + 1, there is a constant Cs := Cs(Γ) > 0 such
that the following holds. For any µ ∈ σpp/{14}, for any D ∈ I±µ ∩Bs, and for any
x ∈M and T > 1, the distribution Dγx,T from (14) satisfies
‖Dγx,T ‖−s ≤ CsT−SD .
Proof. Using Lemma 2.1, the argument is the same as in Section 5.3 of [4]. We
give it here for the convenience of the reader.
For any x ∈M , for any T ≥ 1 and for any t ∈ R, we have
(17) etXiγx,T = γxe−tXi ,T et .
Then fix x and T as in the lemma, and note e− log TXiγx,T = γxelog TXi ,1 . By Theo-
rem 1.1,Dx,T is a generalized eigendistribution for the geodesic flow. Because the
orthogonal splitting Is(M) ⊕ Is(M)⊥ is not preserved under {etXi}t, we do not
immediately get an estimate of ‖Dx,T ‖−s. Instead, we estimate it by an iterative
argument.
Let h ∈ [1, 2] be such that eh⌊log+ T ⌋ = T . Using (17), for any l ∈ {0, · · · , ⌊log+ T ⌋−
1}, we have
(18)
‖Dγ
xe(log T−(l+1)h)Xi ,e(l+1)h
‖−s ≤ ‖ exp(hXi)Dγ
xe(log T−lh)Xi ,elh
‖−s
+ ‖
(
exp(hXi)Rxe(log T−lh)Xi ,elh
)
‖−s
Now by Theorem 1.4 of [4] and Lemma 2.1,D is an eigendistribution of ehXi with
eigenvalue e−h(1±
√
1−4µ)/2 = e−hSD . Hence, the same is true forDγ
xe(log T−lh)Xi ,elh
,
for any l. Also, ehXi is a bounded operator. So there is a constant C > 0 such that
(19) (18) ≤ e−hSD‖Dγ
xe(log T−lh)Xi ,elh
‖−s + C‖Rxe(logT−lh)Xi ,elh‖−s .
Recall that (γx,T )|〈D〉 = Dx,T , so we iterate and get
(20)
‖ (γx,T )|〈D〉 ‖−s ≤ T
−SD‖Dγ
xelog TXi ,1
‖2−s
+ CT−SD
⌊log+ T ⌋∑
l=1
elhSD‖R
xe(log
+ T−lh)Xi ,elh
‖−s .
Moreover, Lemma 2.3 gives a constant Cs := Cs(Γ) > 0 such that for any l,
‖R
xe(log
+ T−lh)Xi ,elh
‖−s ≤ Cse−lh .
Because µ ∈ σpp/{14}, the series in (20) is bounded by a constant depending only
on s and Γ. 
Proof of Theorem 1.2. By Lemma 2.4, it remains to prove the upper bounds for
distributions in Bs ∩ (Ic ∪ I1/4) and Bs ∩ In, for n ∈ N≥2. By Lemma 5.1 of [4]
and Lemma 2.1, there is a constant Cs > 0 such that for all t ∈ R,
(21) ‖ exp(tXi)D‖−s ≤ Cs(1 + |t|)e−t/2 .
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Then by replacing e−(1±Re
√
1−4µ)/2 with (1 + |h|)e−1/2 in formula (19) of the
above argument, we deduce that there is a constant Cs > 0 such that
‖Dγx,T ‖−s ≤ CsT−(1±Re
√
1−4µ)/2 log+ T .
For D ∈ Bs ∩ I1/4, Theorem 1.4 of [4] and Lemma 2.1 show that D is a
generalized eigendistribution for ehXi satisfying (21) for all t ∈ R.
For D ∈ Bs ∩ In and n ∈ N≥2, and for h as in Lemma 2.4, Theorem 1.4 of [4]
gives that D is a eigendistribution for exp(hXi) with eigenvalue e
−nh/2. Then the
above argument gives, for any x ∈M and any T ≥ 1,
‖Dγx,T ‖−s ≤ CsT−1 log+ T if n = 2 ;(22)
‖Dγx,T ‖−s ≤ CsT−1 if n ∈ N≥3 .(23)
Now we define the remainder distribution Rsx,T appearing in Theorem 1.2 as the
orthogonal sum of the distribution Rγx,T and the distributions Dγx,T from (23). The
estimate of ‖Rsx,T‖−s follows from Lemma 2.3, formula (23) and orthogonality.
Lastly, for n = 2, we define
D
s,2
x,T := Dγx,T ,
so (22) gives the estimate of ‖Ds,2x,T ‖−s . This concludes the proof for the upper
bounds of the distributions in Theorem 1.2.
The L2 lower bounds can be obtained by an argument involving the L2 version
of the Gottschalk-Hedlund Lemma. Using Lemma 2.1, the lower bound follows
from Lemma 5.7, Lemma 5.8, Lemma 5.9 and Lemma 5.13 of [4]. We give that
argument here for the convenience of the reader.
The Gottschalk-Hedlund Lemma says, in particular, that if f is not a coboundary
for {ht}t, then the family of functions {Tγx,T (f)}T≥1 on M is not equibounded
in the L2-norm.
So let D ∈ Bs±. Then we can find a function f ∈ W s(M) ∩ Anns(M)⊥ such
thatD(f) = 1 and for all D¯ ∈ Bs± \ 〈D〉, D¯(f) = 0. So for all x ∈M and T ≥ 1,
γx,T (f) = cD(x, T ) .
Hence,
(24) sup
T≥1
T‖cD(·, T )‖ = +∞ .
If D /∈ Bs1/4, then for anym ∈ N,
‖cD(·, T em)‖ ≥ e−mSD‖cD(·, T )‖ − EsD(x, T,m) ,
where EsD(x, T,m) is the contribution of the remainder given by
E
s
D(x, T,m) :=Cse
−mSD
m∑
l=1
elSD‖R
xe(log
+ T+(m−l))Xi ,T el
‖−s
≤ Cs
T
e−mSD ,
for some constant Cs > 0.
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By (24), there is some T > 1 such that
‖cD(·, T )‖ ≥ 2Cs
T
.
This implies (3) in the case D /∈ Bs1/4. The argument for D ∈ Bs1/4 is similar, see
formulas (123) and (124) of [4] for details. 
Proof of Remark 1.1. The proof is essentially given by Corollary 5.17 of [4]. Let
µ0 be the bottom of the positive spectrum of i on L
2(M). From the decom-
position in Theorem 1.2 it is enough to consider the projection of γx,T onto the
invariant distributions supported near µ0 in the spectrum of i.
First suppose that µ0 ∈ σpp. Then it is enough to consider D ∈ Iµ0 , and let
cD be the coefficient for D in the decomposition from Theorem 1.2. Because
pointwise upper bounds for cD are the same order in T as the L
2-lower bounds,
we have a constant Cs := Cs(D) > 0 such that for any x ∈ M and any T ≫ 1
sufficiently large,
(25) |cD(x, T )| ≤ Cs‖cD(·, T )‖ .
Now we sketch the argument in Corollary 5.17 of [4], which proves the estimate in
Theorem 1.2 is sharp.
LetK ∈ (0, 1) be a constant, and let AT := AD,T,K ⊂M be defined by
AT := {x ∈M : |cD(x, T )| > K‖cD(·, T )‖} .
Using (25), it follows that(
K2 + (Cs)
2vol(AT )
) ‖cD(·, T )‖20 ≥ ‖cD(·, T )‖2 .
It follows that there is a constant α := αs,K,D > 0 such that for all T ≫ 1
sufficiently large,
vol(AT ) ≥ α .
Now the L2 lower bounds on cD prove the remark in this case.
If µ0 is contained in the continuous spectrum of i, then µ0 ≥ 14 , and by Theo-
rem 1.1, the space Ic is infinite dimensional. So there is a distribution D ∈ Bs−∩Ic
that is supported away from µ = 14 . Because D is a direct integral of distributions
with Casimir parameter µ > 14 , Theorem 1.4 of [4] and Lemma 2.1 give
‖ exp(tXi) exp(Dγ
xelog TXi ,1
)‖−s = e−t/2‖Dγ
xelog TXi ,1
‖−s .
Then, as in Lemma 2.4, we get that Dγx,T is sharper than the estimate in Theo-
rem 1.2 by a logarithmic factor. There is a constant Cs,Γ > 0 such that for any
x ∈M and any T ≥ 1,
‖Dγx,T ‖−s ≤ Cs,ΓT−1/2 ,
Hence, the pointwise upper bound on the coefficient cD from Theorem 1.2 is the
same order in T as its L2 lower bound. The above argument implies that the point-
wise upper bound for |cD(x, T )| is sharp on a set AT of positive measure.
Comparing this bound with the upper bounds from all coefficients cD in Theo-
rem 1.2 proves Remark 1.1. 
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