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Surface tension of isotropic-nematic interfaces: Fundamental Measure
Theory for hard spherocylinders
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A fluid constituted of hard spherocylinders is studied using a density functional theory for non-spherical hard
particles, which can be written as a function of weighted densities. This is based on an extended deconvolution
of the Mayer f -function for arbitrarily shaped convex hard bodies in tensorial weight functions, which depend
each only on the shape and orientation of a single particle. In the course of an examination of the isotropic-
nematic interface at coexistence the functional is applied to anisotropic and inhomogeneous problems for the
first time. We find good qualitative agreement with other theoretical predictions and also with Monte-Carlo
simulations.
Keywords: liquid crystals, nematic phases, surface tension, density functional theory
PACS numbers: 61.30.-v liquid crystals; 05.20.Jj statistical mechanics; 61.20.Gy structure of liquids
I. INTRODUCTION
Fluids of non-spherical particles can spontaneously
align at sufficiently high densities or low temperatures1.
These liquid crystals are used nowadays for many tech-
nological devices, since the direction of their preferred
orientation can be tuned easily by external fields. In
his seminal work2 Onsager showed that a system com-
posed alone of hard elongated particles can undergo a
first-order phase transition from an isotropic to a nematic
phase. The stability of the orientational order is solely
due to entropic reasons as the particles only interact via
hard-core repulsion. It is related to packing effects at
increasing densities. Although in real systems attractive
forces between the particles play an important role, in
particular for temperature dependence of physical quan-
tities, the hard-core repulsion alone can explain the main
features of liquid crystals.
The Onsager theory for rods of infinite length has been
successfully applied to the coexistence of isotropic and
nematic bulk fluids3–5 and inhomogeneous systems6,7.
However, this approach fails in the description of hard
rods with a finite length, especially for low aspect ratios8.
The breakthrough in the theoretical description of in-
homogeneous fluids came in 1979 when classical Den-
sity functional theory (DFT)9 emerged. It enabled more
sophisticated calculations beyond the Onsager second
virial approximation and hence a better description of
shorter rods. Parsons and Lee10,11 incorporated the
virial series of hard spheres and introduced a decou-
pling between translational and orientational degrees of
freedom. The successful weighted density approach has
been adapted by Poniewierski and Holyst12–14 and So-
moza and Tarazona15–17. The latter density functional
has been applied to more complex systems with an im-
proved computational evaluation by successors18,19. It
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appears to be very accurate for inhomogeneous prob-
lems as it is based on Tarazona’s original functional
for hard spheres20,21. The most elaborate approach for
hard spheres has been made in Rosenfeld’s Fundamental
measure theory (FMT)22 which includes a whole set of
weighted densities.
Understanding the properties of the isotropic-nematic
interface remained an interesting problem despite the
simplicity of the hard body model. The reasons are
at least threefold: Experiments indicate values smaller
than γIN ≈ 10−3mN/m for the interfacial tension23
which would be even lower for particles without at-
tractions. Thus accurate computer simulation be-
comes difficult. Recent simulations have been done for
spherocylinders24–27 or ellipsoids28,29. An early mean-
field theory30–32 for fluids of hard rods with attractive
as well as repulsive interactions captures the qualitative
behavior but fails in quantitative predictions - in particu-
lar for purely repulsive hard-particle fluids. Few density
functionals have been applied to this problem beyond
the Onsager approximation. The introduction of an ar-
tificially sharp interface induces spurious minima in the
interfacial tension as a function of the tilt angle Θ be-
tween the director and the interface normal33. The so
far most advanced DFT study has been carried out with
a free minimization of the Somoza-Tarazona functional19.
Its main observations are that the interfacial tension is
a monotonically decreasing function of Θ and that there
is a shift between the density profile and the profile of
the nematic order parameter which are shaped like hy-
perbolic tangents. Although these qualitative results co-
incide with computer simulations24–26, the quantitative
significance of the calculated values remains unsure.
The nematic surface at a hard wall as well as the inter-
face between the isotropic and nematic phase are notori-
ous difficult problems, mainly related to anisotropic steric
excluded-volume interactions. The decomposition of this
hard-core interaction by applying the Gauss-Bonnet the-
orem is one of the the main features employed in this pa-
per. A free energy density functional for inhomogeneous
2hard-body fluids was derived in Refs. 34 and 35 on this
foundation. It can describe a stable nematic phase and an
isotropic-nematic transition for the hard-spherocylinder
fluid in contrast to previous functionals of its kind. The
new functional also improves in the description of inho-
mogeneous isotropic fluids when comparing with data
from Monte-Carlo simulations for hard spherocylinders
in contact with a planar hard wall. In this paper, we
continue this study by the following steps:
First we recapitulate in Sec. II the extended deconvo-
lution Fundamental measure theory (edFMT)34,35 for in-
homogeneous hard-body fluids, which reduces to Rosen-
feld’s FMT22 when applied to hard spheres. In Sec. III
we apply this functional to homogeneous fluids of hard
spherocylinders with length L and diameter D and show
that it captures the isotropic-nematic transition. An ex-
plicit expression for the surface tension is derived within
a Landau-de Gennes theory for hard rod interfaces. Sec-
tion IV provides a study of the isotropic-nematic interface
where we calculate the interfacial tension within DFT
and conclude with a discussion of our results in compar-
ison with computer simulations24.
II. TENSORIAL FUNDAMENTAL MEASURE THEORY
The FMT functional as introduced by Rosenfeld22,
together with improvements concerning the underly-
ing equation of state36–38 as well as highly confined
geometries39–42, is the most successful DFT for poly-
disperse mixtures of hard spheres. Its simplicity comes
from exclusively including geometrical measures of hard
spheres without empirical inputs. Despite the success of
this functional an adequate generalization to anisotropic
hard bodies has been missing for a long time. The propo-
sition of Rosenfeld43,44 fails to describe nematic order-
ing and the DFT by Cinacchi and Schmid45 is not con-
structed with one-center convolutions. Other function-
als were not derived for arbitrarily shaped bodies46,47.
Finally the problem has been resolved in 2009 by an ex-
tended deconvolution of the Mayer f -function which gives
rise to an appropriate functional for nematic order34. In
the following we give an introduction to the essentials
of this edFMT closely following the work of Rosenfeld22.
Within the framework of DFT9 the grand potential func-
tional
Ω[{ρi}] = Fid[{ρi}] + Fex[{ρi}] (1)
+
κ∑
i=1
∫
dr
∫
d̟ ρi(r, ̟)(V
ext
i (r, ̟)− µi)
of a κ-component fluid of hard bodies Bi with orientation
̟ and center r can be separated into the free energy
βFid =
κ∑
i=1
∫
dr
∫
d̟ ρi(r, ̟)(ln(ρi(r, ̟)Λ
3
i )− 1) (2)
of an ideal gas where β−1 = kBT is the inverse tem-
perature and the excess (over ideal gas) free energy
Fex which contains the explicit interactions between the
particles. Both are functionals of the orientational-
dependent average particle number densities ρi(r, ̟) of
species i = 1 . . . κ with chemical potential µi and ther-
mal wavelength Λi. The external potential V
ext
i (r, ̟)
acts on each species. The equilibrium density profiles
can be calculated from the Euler-Lagrange equations
δΩ[{ρi}]/δρi ≡ 0 for a given functional Ω[{ρi}]. In the
spirit of FMT we derive the extrapolated excess free en-
ergy Fex from the building blocks of an exact low-density
expression.
A. Deconvolution of the Mayer f-function
Within the theory of diagrammatic expansions48 the
lowest order term of the excess free energy reads
lim
ρi→0
βFex = lim
ρi→0
∫
dr Φex(r) (3)
= −1
2
κ∑
i,j=1
∫∫
dR1 dR2 ρi(R1) ρj(R2) fij(R1,R2) ,
with R = (r, ̟). The characteristic function
fij(R1,R1) =
{
0 if Bi ∩ Bj = ∅
−1 if Bi ∩ Bj 6= ∅ (4)
of the interaction between two convex hard bodies Bi and
Bj is called the Mayer f -function. It only depends on
the distance r1 − r2 and the relative orientation of these
bodies via their intersection Bi ∩ Bj . The idea of FMT
is to exclusively write the interaction given by Eq. (4) in
geometric expressions, specifically in terms of convolution
products
ω
(ν)
i ⊗ ω(µ)j =
∫
dr ω
(ν)
i (r− r1, ̟1) ω(µ)j (r− r2, ̟2) (5)
of the weight functions ω
(ν)
i (r, ̟) which characterize the
shape of a single convex body Bi with arbitrary orienta-
tion ̟. The general, orientation-dependent scalars and
vectors
ω
(3)
i (R) = Θ
(
|Ri(Rˆ)| − |r|
)
,
ω
(2)
i (R) =
δ(|Ri(Rˆ)| − |r|)
ni(Rˆ)rˆ
,
ω
(1)
i (R) =
Hi(Rˆ)
4π
ω
(2)
i (R) ,
ω
(0)
i (R) =
Ki(Rˆ)
4π
ω
(2)
i (R) ,
−→ω (2)i (R) = ni(Rˆ)ω(2)i (R) ,
−→ω (1)i (R) =
Hi(Rˆ)
4π
−→ω (2)i (R) (6)
which are also present in the hard sphere functional22
contain an additional factor (ni(Rˆ)rˆ)−1 which accounts
3for different parametrizations34 and Rˆ = (rˆ, ̟). The
additional tensorial weight functions
←→ω (2)i (R) = ni(Rˆ)ni(Rˆ)T
δ(|Ri(Rˆ)| − |r|)
ni(Rˆ)rˆ
,
←→ω (1)i (R) =
∆κi(Rˆ)
4π
(
v
I
i (Rˆ)vIi (Rˆ)T − vIIi (Rˆ)vIIi (Rˆ)T
)
×δ(|Ri(Rˆ)| − |r|)
ni(Rˆ)rˆ
, (7)
of rank 2 are constructed with the dyadic product abT
of two identical vectors. A point on the surface ∂Bi of
the body is given by Ri(Rˆ) and the radial unit vector
is rˆ = r/|r|. The three mutual perpendicular unit vec-
tors ni, v
I
i and v
II
i denote the outward normal to ∂Bi
and the directions of the two local principal curvatures
κIi and κ
II
i respectively. The surface is characterized by
its mean Hi =
1
2 (κ
I
i + κ
II
i ), Gaussian Ki = κ
I
i κ
II
i and
deviatoric curvature ∆κi =
1
2 (κ
I
i − κIIi ). The multipli-
cation in Eq. (5) includes the matrix product followed
by the trace for rank 2 tensors and the scalar product
for vectors as ω
(ν)
i (R) denotes a weight function of un-
specified rank. The implementation of the orientational
dependence is discussed in appendix A for a cylindrical
symmetric body.
As already proposed by Rosenfeld43,44 the Gauss-
Bonnet theorem
∫
Ki dA +
∫
κgi ds = 2πχ(∂Bi ∩ Bj) is
applied in Ref. 34 to obtain an approximate deconvolu-
tion of the Mayer f -function
0
1
}
= −fij(r = r1 − r2, ̟1, ̟2)
=
∫
∂Bi∩Bj
Ki
4π
dAi +
∫
Bi∩∂Bj
Kj
4π
dAj +
∫
∂Bi∩∂Bj
κgi + κ
g
j
4π
ds
=
∫
∂Bi∩Bj
Ki
4π
dAi +
∫
∂Bi∩∂Bj
Hi
4π
(1− ninj) ds|ni × nj |
−
∫
∂Bi∩∂Bj
∆κi
4π
(vIi nj)
2 − (vIIi nj)2
(1 + ninj)
ds
|ni × nj |
+(i↔ j)
≈ ω(0)i ⊗ ω(3)j + ω(1)i ⊗ ω(2)j −−→ω (1)i ⊗−→ω (2)j
−ζ←→ω (1)i ⊗←→ω (2)j + (i↔ j) (8)
for non-spherical particles which is exact for spheres as
the deviatoric curvature ∆κ and hence ←→ω (1) become
zero. The shortcut (i ↔ j) repeats all terms with in-
dices i and j exchanged. The main achievement of the
calculation presented in Ref. 35 is that the result
κgi +κ
g
j = Hi
1− ninj
|ni × nj | −∆κi
(vIi nj)
2 − (vIIi nj)2
(1 + ninj)|ni × nj |+(i↔j)
(9)
for the geodesic curvature which is a geometric quantity
depending on the shape and position of both particles, can
be rewritten in geometric terms of one particle. This re-
sult can be used to decompose the Mayer f -function com-
pletely. It completes Rosenfeld’s approximate decompo-
sition for non-spherical particles43,44. However, the last
term of Eq. (9) can only be deconvoluted by an expan-
sion of the denominator. For practical reasons the ap-
proximation (1+ninj)
−1 = 1−ninj +(ninj)2+ . . . ≈ ζ
is made. Otherwise an infinite number of additional ten-
sorial weight functions with increasing rank has to be
considered in Eq. (8) for the exact deconvolution of the
Mayer f -function.
B. Excess free energy density
A basic idea of FMT is that the low-density limit
in Eq. (3) can be rewritten in a simple form involving
weighted densities
nν(r) =
κ∑
i=1
∫
dr′
∫
d̟ ρi(r
′, ̟) ω
(ν)
i (r − r′, ̟) , (10)
which, in contrast to the densities ρi(ri, ̟i), are non-
local quantities and constitute the building blocks of
the theory. Inserting Eq. (8) into the low-density limit,
Eq. (3) leads to the excess free energy density
Φed ({nν(r)}) = n0(r)n3(r) + n1(r)n2(r)−−→n 1(r)−→n 2(r)
− ζTr [←→n 1(r)←→n 2(r)] + O(ρ3) . (11)
To describe the dense fluid, i.e. rods of lower aspect ratios
beyond the Onsager approximation or inhomogeneous
phases, the higher order terms in Eq. (11) have to be de-
termined. There is strong motivation to extrapolate this
excess free energy density towards finite particle densities
to an expression which still is a function of these eight
weighted densities. As long as no equation of state is
used as an input (see, e.g., Ref. 38), there is a straight-
forward way to do so. An exact relation from scaled
particle theory50 gives rise to
Φed = −n0 ln(1− n3) + n1n2 −
−→n 1−→n 2 − ζTr[←→n 1←→n 2]
1− n3
+
φ3(n2,
−→n 2,←→n 2)
(1− n3)2 , (12)
where the arguments of the functions were omitted for
convenience. The expression φ3(n2,
−→n 2,←→n 2) only de-
pends on those three weighted densities due to dimen-
sional considerations49 and compatibility to Eq. (11). For
a hard sphere fluid with ←→n 1 ≡ 0 Eq. (12) results in the
original Rosenfeld functional22. The best choice for the
third term is not obvious when fluids of anisotropic hard
bodies are considered. The original expression reads
φ
(RF)
3 (n2,
−→n 2) = 1
24π
(n32 − 3n2−→n 2−→n 2) (13)
and the term
φ
(T)
3 (n2,
−→n 2,←→n 2) (14)
=
3
16π
(−→n T2←→n 2−→n 2 − n2−→n 2−→n 2 − Tr[←→n 32] + n2Tr[←→n 22])
4φ
ϖ
D
L
ϕ
z
z’
y’
z
ρ
x’
θ
^
FIG. 1. Sketch of an oriented spherocylinder of length L
and diameter D within a space-fixed coordinate system. A
convex body Bi can be parametrized by a vectorRi
(
ˆ¯r
)
which
connects the center of mass of Bi with a point of the surface
∂Bi. Here this is done in cylindrical coordinates r¯ = (z¯, ¯̺, ϕ¯).
The z¯-axis is chosen to be parallel to the arbitrary orientation
ˆ̟ which is given by the two rotation angles θ and φ. The thick
lines on the surface indicate the parts of a spherocylinder
centered at z′ = z which contribute to the thresholded weight
functions ω
(ν)
th (z,̟) defined in Eq. (37).
has been introduced by Tarazona42 as the final result
of dimensional crossover39–42 to describe inhomogeneous
hard sphere systems. This substitution dramatically im-
proves the description of the crystal, which is never stable
for the original Rosenfeld functional22. Relatedly, it pre-
dicts a negative divergence of the free energy for a single
cavity in the zero-dimensional limit40. The fluid phase
of hard spheres is invariant as ←→n 2 = 13n2I, where I is
the unit matrix. Note that Eq. (14) has been introduced
without the weighted density ←→n 2 appearing within the
derivation of the original functional. Now, within the
generalized expression of edFMT, this weighted density
is contained intrinsically. This motivated the consistent
choice of taking Eq. (14) instead of Eq. (13) for the fi-
nal edFMT functional34. The weighted densities for a
one component homogeneous bulk fluid of spherocylin-
ders (see Fig. 1) with length L, diameter D and volume
v read
n3 = ρ
(π
4
LD2 +
π
6
D3
)
= η ,
n2 = ρ(πLD + πD
2) ,
n1 = ρ
(
L
4
+
D
2
)
, n0 = ρ ,
(←→n 2)11 = (←→n 2)22 = ρ
(π
6
LD(2 + S) +
π
3
D2
)
,
(←→n 2)33 = ρ
(π
3
LD(1− S) + π
3
D2
)
,
(←→n 1)11 = (←→n 1)22 = −
1
2
(←→n 1)33 = ρL
8
S , (15)
with η = ρv the packing fraction and S the nematic or-
der parameter35. All important physical quantities calcu-
lated in Secs. III and IV only depend on η and the aspect
ratio l = L/D. We use the functional based on Eq. (14)
with ζ = 1.6 in our calculations if not denoted otherwise.
0.05 0.1 0.15 0.2 0.25
η
2
4
6
8
10
Z
edFMT
Nezbeda EOS
SPT Nezbeda edFMT
FIG. 2. Isotropic equation of state Z = βp/ρ for hard sphe-
rocylinders with aspect ratio l = L/D = 10 from the present
functional (solid line) and Nezbeda (dot-dashed line)56. The
dotted lines show the result βp = ∂Φed
∂n3
from scaled particle
theory50 for an edFMT constructed with an imposed Nezbeda
EOS according to Eq. (17).
III. ISOTROPIC-NEMATIC INTERFACE
We now turn to a study of bulk properties in the con-
text of their influence on the isotropic-nematic interface.
Sections III A and III B discuss the isotropic equation of
state (EOS) and review the isotropic-nematic phase coex-
istence respectively. Section III C introduces a Landau-
de Gennes-theory for the isotropic-nematic interface.
A. Homogeneous and isotropic fluid
The isotropic phase, appears to be very well described.
The exact second virial coefficient
B2 ρ
2 = n0n3 + n1n2 −−→n 1−→n 2 − ζTr[←→n 1←→n 2] (16)
for the homogeneous and isotropic bulk fluid defined by
the relation Φ = B2ρ
2 + O(ρ3) is the same as for the
Rosenfeld functional. This can be seen from the weighted
densities in Eq. (15) as ←→n 1 = 0 for S = 0. The isotropic
EOS
βp = −Φed +
3∑
i=0
∂Φed
∂ni
ni + n0 (17)
which results from Eq. (12) reads
βp =
n0
1− n3 +
n1n2
(1− n3)2 +
n32
12π(1− n3)3 . (18)
Note that all vanishing terms of tensors and vec-
tors are omitted. This result is obtained with both
choices Eq. (13) and Eq. (14) for the third term as for
the hard sphere fluid. By construction of Rosenfeld51,
Eq. (18) obeys the scaled particle relation βp = ∂Φed
∂n3
50
and yields a representation of the Percus-Yevick52 EOS
5for hard spheres when choosing L = 0. There were
other successful efforts36–38 to implement the more so-
phisticated Carnahan-Starling EOS53, in particular its
generalizations54,55 for mixtures. These White-Bear ver-
sions may also be used with the weighted densities for
anisotropic bodies. Note that the EOS arising from the
White-Bear mark II version of edFMT38 does not dif-
fer significantly from the EOS defined by Eq. (18). One
advanced EOS for monodisperse hard spherocylinders is
given by Nezbeda56 and can be written in terms of the
weighted densities from Eq. (15) as
βpNez =
(
1− 2n3 − n23
)
n0 +
(
1 + 13n3 +
4
3n
2
3
)
n1n2
(1− n3)3
+
1
9 − 59n3
(1− n3)3
n21n
2
2
n0
. (19)
The comparison for l = 10 made in Fig. 2 shows indeed
some deviations between Eqs. (18) and (19). We imple-
mented the Nezbeda EOS i.e. terms proportional to
n21n
2
2
n0
by substituting Eq. (19) into Eq. (17) and solving the
differential equation in the spirit of Ref. 38. However,
an improved functional was not obtained and the scaled
particle differential equation could not be generally ful-
filled which can be seen in Fig. 2. Attempts based on
monodisperse spherocylinders led to complex function-
als restricted by further approximations. We choose not
to carry on with this approach since the simple isotropic
EOS is relatively well described and argue that it is much
more important to find a good representation of the ne-
matic EOS. This can not be achieved within an extrap-
olation to the functional in Eq. (12) based only on the
scalar weighted densities. For the description of nematic
order the tensorial weighted densities in Eq. (15) are vi-
tal. It is assumed that differences due to other expres-
sions for φ(n2,
−→n 2,←→n 2) in Eq. (12) are negligible as long
as highly confined fluids are not considered35. In future
work we need to clarify if that also true for other phases
or different hard body fluids.
B. Isotropic-nematic phase-transition
Nematic order occurs when entropy can be gained
by orientational alignment. At sufficiently high den-
sity the hard-core excluded-volume term Fex com-
pensates the increasing free energy Fid of the ideal
gas in Eq. (1). The tensorial weighted densities in
Eq. (15) depend on the nematic order parameter S =∫ 1
0 d cos θ
(
3
2 cos
2 θ − 12
)
g(cos θ) which is defined as the
average second Legendre Polynomial with respect to the
orientational distribution g(cos θ). For symmetry rea-
sons the density ρ(̟) = ρ g(cos θ) is a function of the
azimuthal angle θ only. A straightforward calculation
shows that the orientational distribution function reads35
g(α, cos θ) =
α
D(α) exp
(−α2 (1− cos2 θ)) (20)
l work ηI ηN SN γ
∗
IN δ/L |∆z|/L
5 edFMT 0.396 0.400 0.407 0.0159 1.29 0.84
5 DFT18,19 0.400 0.417 0.0634
5 MC57 0.398 0.398
10 edFMT 0.232 0.239 0.477 0.0263 1.02 0.56
10 DFT18,19 0.251 0.276 0.0877
15 edFMT 0.163 0.171 0.510 0.0329 0.94 0.49
15 MC24–26 0.173 0.198 0.7 0.10 0.71 0.37
20 edFMT 0.126 0.134 0.531 0.0375 0.90 0.46
20 DFT18,19 0.143 0.164 0.114
20 MC57 0.139 0.171 0.808
∞ edFMT 2.700/l 3.151/l 0.624 0.0641 0.76 0.37
∞ ζ = 5/4 3.504/l 3.872/l 0.574 0.0637 0.81 0.40
∞ ON7,63 3.287/l 4.184/l 0.792 0.156 0.66 0.45
TABLE I. Results for the isotropic-nematic coexisting den-
sities ηI/N and corresponding nematic order parameter SN
for different aspect ratios l = L/D of hard spherocylinders.
Also shown is the interfacial tension γ∗IN = βγIN(L + D)D,
the width δ of the interface and the distance ∆z between
the inflection points of the density and order parameter pro-
file. The edFMT results are calculated with ζ = 1.6 and also
with ζ = 5/4 in the Onsager limit. We use Eq. (50) for the
density profile, which minimizes the interfacial tension at tilt
angle Θ = 0.5π with the exception of l = ∞ (see Fig. 6(c)).
In the text we give the result for the absolute minimum. A
comparison is made to Monte-Carlo simulations for the phase
transition57 and the interface24–26. Theoretical results are
from the Somoza-Tarazona DFT18,19 and the exact DFT in
the Onsager limit7,63. The interface width δ = ξI + ξN from
Ref. 63 is calculated from the given correlation lengths.
with α2 = − 32ρ ∂Φ∂S and Dawson’s integral D(α). The
intrinsic order parameter α can be determined self-
consistently and yields S = 2α
2
15 + O(α
4). Minimal solu-
tions for α > 0 correspond to a nematic phase while the
isotropic phase is given by α = 0 and thus g(cos θ) ≡ 1.
In Table I we summarize the values of the isotropic ηI
and nematic ηN coexisting densities together with corre-
sponding nematic order parameter SN for important as-
pect ratios l. The use of ζ = 1.6 is observed34 to be the
best fit to the simulation data by Bolhuis and Frenkel57.
The difference δηIN = ηN−ηI between coexisting densities
is generally underestimated. Unfortunately, the edFMT
results cI = 2.70 and cN = 3.15 for the concentration
4c = ρ πL2D in the Onsager limit should perfectly agree
with the values cI = 3.29 and cN = 4.19 from Ref. 5.
Notice that the values for ζ = 5/4 shown in Table I are
equal to the first order results of the iteration done in
that work. This clearly points out the limitations of the
ζ correction and suggests the use of higher order terms.
However, the present functional with ζ = 1.6 is the first
generalization of FMT which allows a sensible descrip-
tion of the nematic phase and is still based on one-center
convolutions. Thus the predictions of this functional for
the isotropic-nematic interface are of great interest.
6C. Landau-de Gennes theory for hard rod interfaces
In a first step we consider the isotropic-nematic inter-
face of hard rods in relation to their bulk phase behavior
from a phenomenological point of view. In terms of the
grand canonical potential Ω(T, V, µ) = β−1
∫
dr ω(r, µ)
the bulk Landau-de Gennes expansion58 can be written
ωb
(
µ,
[←→
Q
])
= ω0 +
3
4
A(µ)QαβQβα +
3
2
BQαβQβγQγα
+
9
8
C (QαβQβα)
2 +O (Q5) (21)
where the expression
A(µ) = −a β(µ− µ∗) (22)
depends linearly on the chemical potential µ. Within
this expansion the isotropic phase becomes unstable for
µ = µ∗. The explicit expression
Qαβ(r) = Q(r)
(
nˆα(r)nˆβ(r)− 1
3
δαβ
)
(23)
for the order parameter tensor includes the director field
nˆ(r) = (sinΘ cosΦ, sinΘ sinΦ, cosΘ)T which is parallel
to the z-axis for Θ = 0. Substitution into Eq. (21) yields
ωb(µ, [Q])−ω0 = 1
2
A(µ)Q2 +
1
3
BQ3+
1
4
C Q4+O (Q5)
(24)
with the scalar order parameter Q(r). The conditions for
the isotropic-nematic bulk phase coexistence
ωb(µc, Q)− ω0 = 0 and ∂ωb(µc, Q)
∂Q
= 0 (25)
and the coexisting density difference
δη
v
= −∂ωb(µ,Q)
∂(βµ)
=
1
2
aQ2 (26)
evaluated for the DFT values Q = SN, δη = δηIN, µc and
µ∗ uniquely determine the parameters
a = 2
δηIN
vS2N
, B = 6
δηIN β(µc − µ∗)
vS3N
, C = − 2B
3SN
. (27)
The study of inhomogeneous systems requires an elastic
term fd. For a one-dimensional profile of the scalar order
parameter Q = Q(z) one obtains
fd[Q] = b
2
Θ
(
dQ
dz
)2
, b2Θ = β
6L1 + L2
(
1 + 3 cos2Θ
)
18
(28)
from Eq. (23). The Landau parameters L1 and L2 can be
related to the Frank elastic coefficients59 of the nematic
phase at coexistence. The low-order limits of the analytic
edFMT expressions yield Lǫ(ηN, SN, l)
60. We find L2 > 0
so that the lowest value of bΘ is obtained for Θ = π/2.
The interfacial tension at µ = µc can be obtained from a
minimization of the functional
βγIN =
∫ ∞
−∞
dz
(
ωb(µc, [Q])− ω0 + b2Θ
(
dQ
dz
)2)
. (29)
The equilibrium order parameter profile
Q(z) =
SN
2
(
1 + tanh
(
z
2ξΘ
))
(30)
for each director orientation is the solution of the inte-
grated Euler-Lagrange equation
ωb(µc, [Q])− ω0 = b2Θ
(
dQ
dz
)2
(31)
for appropriate boundary conditions. The characteristic
length scale is given by the correlation length58
ξΘ = bΘ
√
v
δηIN β(µ∗ − µc)SN . (32)
Inserting Eq. (30) into Eq. (26) yields the density profile
ρ(z) = ρI +
δηIN
4v
(
1 + tanh
(
z
2ξΘ
))2
. (33)
The director-dependent interfacial tension
βγIN = bΘ
√
δηIN β(µ∗ − µc)
3
√
v
SN . (34)
is calculated from Eq. (29) after the substitution with
Eq. (31). It is directly proportional to the elastic pref-
actor bΘ. This means that parallel alignment to the in-
terface is favored. Substituting the low-order elastic co-
efficients from edFMT (see Ref. 60) into bΘ at Θ = π/2
leads to an expression
βγIN =
√
ζ l2 (10l2 + 39) δηIN β(µ∗ − µc)
21 (1 − ηN) (2 + 3l)3 π2
SN ηN
D2
(35)
which only depends on bulk properties at isotropic-
nematic coexistence. All parameters can easily be ob-
tained from the edFMT functional. The value for µ∗
can be adapted to fit either the point of instability of
isotropic or nematic phase or the intermediate maximum
in Eq. (24) at coexistence. In Sec. IVC we will compare
the results to DFT values.
IV. DFT RESULTS FOR SURFACE TENSIONS
In this section we address the description of the shape
and director dependence of the isotropic-nematic interfa-
cial tension. Section IVA introduces the problem within
a sharp-kink approximation of the interfacial profile. A
more advanced parametrization is given in Sec. IVB and
Sec. IVC concludes with a discussion of the results and
the possible necessity of a more sophisticated free numer-
ical minimization. Appendix A gives additional insight
into the calculation of the inhomogeneous weighted den-
sities.
7A. Weighted densities at sharp interfaces
A simple approximation describes the interface be-
tween the coexisting isotropic (z < 0) and nematic
(z > 0) phase by a sharp-kink profile
ρ(z,̟) = ρI −Θ(z)(ρI − ρN(̟)) (36)
which jumps from the homogeneous isotropic ρI to the
nematic ρN(̟) coexisting density at z = 0. Let us first
define thresholded weight functions
ω
(ν)
th (z,̟) =
∫
dr′ ω(ν)(r − r′, ̟) Θ(z ′) (37)
of a single particle B centered at z and its orientational
average
ω
(ν)
th (z, α) =
∫
d̟ ω
(ν)
th (z,̟) gnˆ(θ, φ, α) . (38)
The generalized orientational distribution function
gnˆ(α, θ, φ) =
α
D(α) exp
(−α2 (1− cos2 ϑ)) , (39)
cosϑ := sinΘ sin θ cosφ+ cosΘ cos θ
characterizes nematic order for an arbitrary nematic di-
rector nˆ which includes an angle Θ with the interface
normal. As illustrated in Fig. 1 only the measures for
z ′ > 0 of a spherocylinder centered at z contribute to
the thresholded weight functions from Eq. (37). Thus for
z < −(L + D)/2 all orientational averages in Eq. (38)
are zero while for z > (L + D)/2 one obtains the bulk
weighted densities nν/ρ from Eq. (15). The behavior of
ω
(0)
th (z, α) shown in Fig. 3 verifies the symmetry relation
ω
(ν)
th
(
z >
L+D
2
, α
)
= ω
(ν)
th (z, α)+σνω
(ν)
th (−z, α) (40)
with σν = −1 for the vectorial weights and σν = 1
otherwise. In terms of these thresholded weight func-
tions the weighted densities ni(z) corresponding to the
density profile from Eq. (36) read
nν(z) = ρN ω
(ν)
th (z, αN) + nν,I − ρI ω(ν)th (z, 0) . (41)
The surface tension between an isotropic and nematic
phase with bulk pressure p = pI = pN overall volume
V = VI + VN and interface area A is defined by
γIN[ρ(z,̟)] =
Ω[ρ(z,̟)] + pIVI + pNVN
A
(42)
=
∫
dz{ω[ρ(z,̟)](z)− ω[ρI] Θ(−z)− ω[ρN(̟)] Θ(z)} ,
where ω[ρ] = Φid[ρ] + Φed[ρ] − µρ is the grand poten-
tial density. For the sharp interface from Eq. (36) it is
sufficient to evaluate
γIN[ρ(z,̟)] =
∫
dz {Φed({nν(z)}) (43)
−Φed({nν,I}) Θ(−z)− Φed({nν,N}) Θ(z)}
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FIG. 3. Behavior of the average thresholded weight function
ω
(0)
th (z, α) as defined in Eq. (38) for an aspect ratio of l =
10. At the nematic coexisting order parameter αN different
values for the tilt angle Θ are used. The isotropic weight
function with α = 0 does not depend on Θ. The function is
constant for |z| bigger than the half elongation (L+D)/2 of
a spherocylinder.
as the ideal gas free energy and the density are local
quantities. In second order approximation61,62 the free
energy density can be written as
Φ
(2)
ed (z) = −
1
2
∫
dr′
∫
d̟
∫
d̟ ′ c(2) (r− r′, ̟,̟ ′)
×(ρ(z,̟)− ρI) (ρ(z ′, ̟ ′)− ρI) (44)
with the direct correlation function
c
(2)
I (r− r′, ̟,̟ ′) = −
∑
ν,µ
∂2Φed
∂nν∂nµ
∣∣∣∣
ρ=ρI
(45)
ω(ν)(r, ̟)⊗ ω(µ) (r′, ̟ ′)
evaluated at the isotropic coexisting density ρI. Inserting∫
dz Φ
(2)
ed (z) from Eq. (44) and just Φ
(2)
ed for the bulk
densities ρI and ρN(̟) into Eq. (43) leads to
γIN ≃ 1
2
∑
ν,µ
σν
∂2Φed
∂nν∂nµ
∣∣∣∣
ρ=ρI
∫
dz n˜ν(z) n˜µ(−z) (46)
with the combined weighted densities
n˜ν(z) =
(
ρN ω
(ν)
th (z, αN)− ρI ω(ν)th (z, 0)
)
(47)
from the thresholded weight functions in Eq. (38). The
sum runs over all scalar, vectorial and tensorial indices
where vectors only contribute if referred to by both ν
and µ. The second order approximation is in good agree-
ment with the direct evaluation of Eq. (42) as one can see
in Fig. 4 for spherocylinders of the aspect ratio l = 10.
Shown is the interfacial tension γIN as function of the
tilt angle Θ between the interface normal and the ne-
matic director. The minimum βγIN(L +D)D ≈ 0.15 at
Θ ≈ π/3, which is obviously an artifact of the sharp-
kink profile, was also found in another density functional
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FIG. 4. Interfacial tension γIN (solid line) as function of the
tilt angle Θ with an imposed sharp-kink profile, Eq. (36). The
dot-dashed line is obtained from a quadratic expansion of the
free energy. The aspect ratio of the hard spherocylinders is l =
10. The minimum at Θ ≈ π/3 does not appear in simulations
but in a DFT calculation within the same approximation33.
The inset shows the effect of a shift parameter∆z between the
density and order parameter profile. Negative values denote
alignment at the isotropic side of the interface.
calculation within the same approximation33. Interest-
ingly Fig. 3 reveals that the thresholded weight functions
ω
(ν)
th (z, αN) at a similar tilt angle are nearly identical to
those for α = 0. The resulting uniformly small values
of n˜ν(z) in Eq. (47) could induce the minimum. The
calculated interfacial tension is lower than the value ob-
tained in Ref. 33. Thus it is in reasonable agreement with
advanced grand-canonical Monte-Carlo simulations24,25
and a freely minimized density functional19. Introducing
a shift ∆z between the jump of the density and order
parameter profile does not change these results signifi-
cantly as the inset of Fig. 4 shows. However, it provides
the qualitative description of alignment at the isotropic
side near the interface. A free minimization of the density
functional would certainly lower the values at all angles
and would probably lead to a monotonic decreasing func-
tions as it was found in Refs. 6, 7, 19, and 61. To explore
this we will use an evidentially good approximation for
the equilibrium profile in Sec. IVB but emphasize that
already such a crude approximation as a sharp-kink in-
terface lead to reasonable values for the isotropic-nematic
interfacial tension.
B. Parametrized minimization of a hyperbolic tangent profile
For a more sophisticated calculation of the interfacial
tension we introduce the modulation function
h(z) =
1
2
(
1 + tanh
(z
δ
))
. (48)
The parameter δ characterizes the widths of both pro-
files of the density ρ(z) and the nematic order parame-
ter S(z) as the system has only one characteristic length
0 0.1 0.2 0.3 0.4 0.5
0.024
0.026
0.028
0.03
0.032
0.034
0.036
βγ I
N
 (L
+D
)D
interfacial tension γ
interface width δγ
profile shift -2∆z
   /pi
1
1.1
1.2
1.3
1.4
1.5
δ/
L
Eq. (49)
Eq. (50)
de Gennes
L/D=10
PSfrag replacements
Θ
FIG. 5. Director dependence of the interfacial tension γIN
(left axis, solid lines) as well as width δ and shift ∆z (right
axis) of the imposed hyperbolic tangent profiles for hard sphe-
rocylinders with l = 10. The interface width δ (dashed lines)
is the only parameter of the profile defined in Eq. (49) with
results indicated by the dots. The dotted line shows the pro-
file shift ∆z within the two parameter profile from Eq. (50).
It is renormalized by a factor of −2 to fit to this plot. The
circles denote the predictions of Landau-de Gennes theory in
Sec. IIIC which are in good agreement to the DFT results.
scale defined by the correlation length. This can be un-
derstood within a Landau-de Gennes expansion58 done
in Sec. III C for hard particles. The combination of
Eqs. (30) and (33) leads to the density profile
ρ(z,̟) =
(
ρNh
2(z) + ρI
(
1− h2(z)))
gnˆ
(
αN
√
h(z), θ, φ
)
. (49)
Recall from Sec. III B that the nematic order parameter
S is proportional to the squared intrinsic order parameter
α of edFMT in first order. Motivated by the usual fit
profiles e.g. from Refs. 19 and 24 we also use
ρ(z,̟) = (ρNh(z) + ρI(1 − h(z)))
gnˆ
(
αN
√
h(z −∆z), θ, φ
)
(50)
as a trial profile. It has the disadvantage of contain-
ing an additional parameter ∆z which denotes the shift
between density and order parameter profile. On the
other hand the shift obtained in this way can be directly
compared to the predictions of simulations. The calcu-
lation of the interfacial tension demands the evaluation
of the complete expression, Eq. (42) in contrast to the
sharp-kink approximation. The weighted densities nν(z)
in Φed({nν(z)}) are calculated via Fourier transform of
Eq. (10) using either Eq. (49) or Eq. (50). In most cases
we use a discretization of the z-axis with a stepsize of
0.001D. The number of grid points is adapted to take
into account the relevant modulation of the continuous
density profile. Minimization is performed with respect
to the particular parameters with an accuracy of at least
five digits in the interfacial tension. An expansion of Φ[ρ]
to second order as in Eq. (46) has also been done but does
not provide any computational benefit.
9The results with both trial profiles are shown in Figs. 5
and 6 for the aspect ratios of l = 5, l = 10, l = 15 and
the Onsager limit. One observes a monotonically decreas-
ing interfacial tension with equilibrium alignment paral-
lel to the interface. The exception of a small increase
at high tilt angles for l = 5 could be an artifact of the
parametrized minimization. For small tilt angles the trial
profile from Eq. (49) minimizes the interfacial tension,
while for higher values including the absolute minimum
at Θ = 0.5π the two-parameter profile from Eq. (50) is a
better approximation. At some aspect ratio 40 < l <∞
the one-parameter profile starts to provide the minimal
0 0.1 0.2 0.3 0.4 0.5
   /pi
0.016
0.017
0.018
0.019
0.02
βγ I
N
 (L
+D
)D
interfacial tension γ
interface width δγ
profile shift -2∆z
1.2
1.4
1.6
1.8
δ/
L
Eq. (49)
Eq. (50)
L/D=5
PSfrag replacements
Θ
0 0.1 0.2 0.3 0.4 0.50.032
0.034
0.036
0.038
0.04
0.042
0.044
βγ I
N
 (L
+D
)D
interfacial tension γ
interface width δγ
profile shift -2∆z
   /pi
0.9
1
1.1
1.2
1.3
1.4
δ/
L
Eq. (49)
Eq. (50)
L/D=15
PSfrag replacements
Θ
0 0.1 0.2 0.3 0.4 0.50.06
0.07
0.08
0.09
0.1
βγ I
N
 (L
+D
)D
interfacial tension γ
interface width δγ
profile shift -2∆z
   /pi
0.8
1
1.2
δ/
L
Eq. (49)
Eq. (50)
L/D= 8
PSfrag replacements
Θ
FIG. 6. Interfacial tension γIN and profile parameters for (a)
l = 5, (b) l = 15 and (c) in the Onsager limit l = ∞. Axes
and symbols as in Fig. 5. Note that liml→∞ βγIN(L+D)D =
liml→∞ βγINLD and δ = δL L
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FIG. 7. Isotropic-nematic interfacial tension γIN (left axis,
filled symbols) and coexisting densities ηI < ηN (right axis)
for different aspect ratios l of hard spherocylinders. The re-
sult of this work (lines) is obtained with the interfacial profile
given in Eq. (50). Comparison is made with grand-canonical
Monte-Carlo simulations24–26 (downward triangles), the DFT
by Somoza and Tarazona18,19 (upward triangles) and to On-
sager theory7 (squares). The difference δηIN = ηN − ηI and
γIN from edFMT are significantly smaller.
value for all tilt angles. The difference between those two
methods, however, is relatively small. The minimal inter-
facial tension and the corresponding profile parameters
are listed in Table I in addition to the bulk coexistence
values. Compared to the sharp-kink profile, the interfa-
cial tension is decreased by one order of magnitude which
points out the rigorousness of this approximation. For
l = 15 we obtain a value of βγIN(L+D)D = 0.0329 which
is now significantly smaller than βγIN(L + D)D = 0.10
from Monte-Carlo simulation24. This difference is to be
adressed to a deficiency of the current functional as the
errors arising from the simulation are smaller than the
symbol size. The shift |∆z| = 0.491L of the order param-
eter profile to the isotropic side of the interface is in good
agreement with the Monte-Carlo value (0.37±0.04)L and
the result 0.45 L from Onsager DFT63. In the Onsager
limit we obtain βγIN(L +D)D = 0.0635 while the most
recent numerical study7 yields βγIN(L + D)D = 0.156.
The comparison in Fig. 7 shows the right trend of the
interfacial tension βγIN(L+D)D to increase with the as-
pect ratio l. The absolute values, however, are underesti-
mated by a factor between two and four. We further find
the normalized interface width δ/L and the profile shift
|∆z|/L to be monotonically decreasing functions func-
tions of the aspect ratio l.
C. Discussion
The pair interaction of two arbitrarily shaped convex
hard bodies can be written down exactly as an expan-
sion in tensorial weighted densities, i.e., an infinite series.
However, for inhomogeneous systems this is not practi-
cable and leads to the restriction to rank 2 tensors and
10
the introduction of an uncontrolled ζ parameter34. The
straightforward extrapolation to the excess free energy of
dense fluids is based on results for hard spheres22. We
point out that it is very difficult to reproduce an appro-
priate EOS which fulfills the same requirements for hard
spherocylinders or arbitrary anisotropic bodies.
The isotropic-nematic interface may be studied ana-
lytically by the means of a Landau-de Gennes expansion.
The remarkable agreement with the DFT results mani-
fested in Fig. 5 suggests a general scaling behavior of the
interfacial tension exclusively with different bulk prop-
erties according to Eq. (35). This is in agreement with
the known weakness of the current density functional to
underestimate the difference δηIN of the coexisting densi-
ties. Figure 7 allows a direct comparison of these values.
Similar conclusions can be drawn from the nematic or-
der parameter SN. Thus we can use results from the
isotropic-nematic transition to predict the surface ten-
sion which should be of particular interest for the study
of more complicated shapes.
To study the isotropic-nematic interface we evaluated
the present functional in its original form with a fitted
value for the ζ correction34. The results for the inter-
facial tension suggest a careful examination of this ap-
proximation. The change of the ζ parameter impacts the
values of the coexisting densities significantly. However,
the small difference δηIN as well as the interfacial tension
γIN are both not very sensible to such changes. Consid-
ering the phase transition in the Onsager limit we find
evidence that it is indeed reasonable to keep the value
ζ = 5/4 which minimizes the error made for the excluded
volume34,35 - instead of the fit value ζ = 1.6.
In conclusion, the density functional theory developed
in Ref. 34 does not only yield a stable nematic phase
but also provides qualitative predictions of the interfacial
properties at coexistence. The use of an appropriate con-
tinuous trial function for the density profile is completely
sufficient to extract all important aspects. The only ex-
ception is the explicit shape of the interfacial profiles
which may be non-monotonic and show effects of biaxial-
ity as observed in free minimizations7,19. The monotonic
director dependence of the interfacial tension6,7,19,61 is
reproduced as well as a shift of nematic order to the
isotropic side of the interface6,7,19,24,25. A free minimiza-
tion would at most decrease the values of the interfacial
tension. It is more important to consider the origin of the
deviation from the larger simulation values. The third
term of the functional is expected to be relevant for the
nematic equation of state in addition to the discussed
limitations of the ζ correction. Indeed we have evidence
that a different expression will improve the phase be-
havior. This improvements are quantified in future work
where we also need to study higher ordered phases such
as smectics to draw general conclusions.
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Appendix A: Density modulations in one dimension
The general density profile ρ (r, ̟) = ρ (r) g(r, θ, φ)
defines a coordinate system with r = (x, y, z)T . It can be
separated into a distribution ρ(r) of the centers of mass
and an orientational distribution function g(r, θ, φ) which
may have a spatial modulation as well. The orientational
average ∫
d̟ =
1
4π
∫ 2π
0
dφ
∫ π
0
sin θ dθ (A1)
is performed with respect to the rotation angles θ and φ.
The orientation matrix
R(̟) =

 cosφ cos θsinφ cos θ
− sin θ
− sinφ
cosφ
0
cosφ sin θ
sinφ sin θ
cos θ

 (A2)
contains the orientation unit vector
ˆ̟ = R(̟)

 00
1

 =

 cosφ sin θsinφ sin θ
cos θ

 . (A3)
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The weight functions ω(ν)(r, ̟) defined in Eqs. (6) and
(7) can not be parametrized generally as they depend on
both position and orientation. In Fig. 8 we see that this
dependence can be decoupled for the scalar
κ(Rˆ) = κ(R−1(̟) rˆ) (A4)
and vectorial quantities
n(Rˆ) = R(̟)n(R−1(̟) rˆ) (A5)
which characterize the surface ∂Bi. The body-fixed coor-
dinates ˆ¯r := R−1(̟) rˆ allow an explicit parametrization.
All vectors present in Eqs. (6) and (7) need to be trans-
ferred according to Eq. (A5) which gives rise to rotated
weight functions ω
(ν)
R
(r¯, ̟).
In the following we consider a cylindrical symmetric
density modulation ρ(z,̟). The convolution
∫
dr′ ω(ν)(r−r′, ̟)h(z′) =
{∫
dr′ ω(ν)(−r′, ̟)h(z ′ + z)∫
dz ′ ω(ν)(z − z ′, ̟)h(z ′)
(A6)
with an arbitrary function h(z) can be performed in two
ways. As illustrated in Fig. 1 a spherocylinder can be
directly parametrized within body-fixed cylindrical coor-
dinates r¯ = (z¯, ¯̺, ϕ¯) following the substitution r′ → r′+r
in the first line of Eq. (A6). Then we can make the tran-
sition
ω(ν)(−r′, ̟)→ ω(ν)
R
(−r¯, ̟) = σν ω(ν)R (r¯, ̟) (A7)
to rotated weight functions where the sign function σν is
negative only for vectorial weight functions. The rotation
r
′(r¯, ̟) = R(̟) (¯̺ eˆ ¯̺+ z¯ eˆz¯) (A8)
of the radial vector r¯ results in dr′ = dr¯ = ¯̺d¯̺dϕ¯ dz¯ and
z ′ = − sin θ ¯̺cos ϕ¯ + cos θz¯. That means the orientation
dependence is partially transferred to the modulation
h (z ′ + z). If the five-dimensional integral over dr¯ and ̟
can be solved analytically this straightforward method
is convenient. However, this is limited to a few special
cases like the calculation of the homogeneous weighted
densities of a spherocylinder from Eq. (15). For most in-
homogeneous profiles as the sharp-kink in Eq. (37) this
is not possible. Instead of solving those integrals numer-
ically the other conversion in Eq. (A6) can be applied. It
makes use of one-dimensional weight functions ω(ν)(z,̟)
which are calculated in appendix B for a spherocylinder.
This reduces the dimension of the integral so that the
one-dimensional convolution∫
dz′ ω(ν)(z−z′, ̟)h(z′) = FT−1
(
FT
(
ω(ν)
)
∗ FT (h)
)
(A9)
may be evaluated with a simple multiplication of the
Fourier transforms FT 64. The lengthy calculation of
ω(ν)(z,̟) has to be repeated for each different body
shape. A similar method can be applied for spherical
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ferent types of the intersection lines between a spherocylinder
and parallels to the xy-plane. In region (a) there is only one
circular intersection of a hemisphere. The cylindrical body
sets in to the intersection in region (b). There is no case (c)
where only the cylindrical part intersects with an elliptical
line for θ > θc and otherwise no case (d) where all parts con-
tribute. The expressions for the restricting values of z are
given in the text.
symmetric geometries. Higher dimensional density mod-
ulations need to be handled by a generalized substitution
to inner coordinates according to Eq. (A8).
Another important aspect is related to the orienta-
tional distribution function g(α(z), θ, φ). If the order
parameter α(z) is not constant the orientational distri-
bution function is part of the integrand h(z) in Eq. (A6).
This can be implemented straightforwardly in the con-
text of numerical treatment. The density modulation
further marks a distinct direction in space. Hence the
orientation of the nematic director in the outer coor-
dinate system is no longer arbitrary. The distribution
g(α, cos θ) from Eq. (20) used for homogeneous systems
has a maximum at θ = 0 which corresponds to a di-
rector nˆ = (sinΘ cosΦ, sinΘ sinΦ, cosΘ)T pointing in z-
direction, i.e. Θ = 0. An arbitrary director orientation
is equivalent the maximum gnˆ(α,Θ, Φ) of the generalized
orientational distribution function
gnˆ(α, θ, φ) =
α
D(α) exp
(−α2 (1− cos2 ϑ)) . (A10)
The substituted argument
cosϑ = sinΘ cos (φ− Φ) sin θ + cosΘ cos θ (A11)
is the third coordinate of the rotated orientation vec-
tor ˆ̟ → R−1(Θ,Φ) ˆ̟ with respect to the inverse rota-
tion matrix from Eq. (A2) evaluated for the tilt angles
Θ and Φ. Without loss of generality we choose Φ = 0
for a cylindrical symmetric density. For symmetry rea-
sons one always obtains (~ni)2 = (
←→n i)12 = (←→n i)23 = 0
for the weighted densities in this case. The even more
general case of a spatially dependent director orientation
addresses to the Frank elastic energy59 which is a topic
of future work60.
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Appendix B: One-dimensional weight functions for
spherocylinders
The weight functions ω(ν)(z,̟) of a spherocylinder in
a planar geometry are calculated from the intersection
lines of the spherocylinder surface with a plane perpen-
dicular to the z-axis. We find ω(ν)(z,̟) = σνω
(ν)(−z,̟)
and ω(ν)(z,̟) = ω(ν)(z,−̟) from the symmetry of a
spherocylinder. Thus only the cases z > 0 and 0 ≤ θ ≤
π/2 need to be considered. For convenience we will omit
the arguments of most functions. From the drawing in
Fig. 9 one recognizes four different regions with the char-
acteristic functions
χa = 1
χb = 1
χc = 1
χd = 1
if
if
if
if
z+S < z < zM∣∣z−S ∣∣ < z < z+S
0 < z <
∣∣z−S ∣∣ ∧ z−S > 0
0 < z <
∣∣z−S ∣∣ ∧ z−S < 0
(B1)
which are zero otherwise. The condition z−S > 0 is equiv-
alent to θ < θc = arctan l. The boundaries are deter-
mined by zM = zS + R and z
±
S = zS ± R sin θ with the
center zS = L cos θ/2 of the upper hemisphere of radius
R = D/2. With the index ς ∈ {◦,−,+} and the defini-
tions Z∓(z) := z ∓ zS and Z◦ := Z− the partial weight
functions of the cylindrical and hemispherical contribu-
tions in all regions can be collected separately. For the
capping hemispheres one obtains
ω
(ν)
H (z,̟) = ω
(ν)
H◦(z) χa(z) + ω
(ν)
H−
(z) χb(z)
+
(
ω
(ν)
H−
(z) + ω
(ν)
H+
(z)
)
χd(z) (B2)
from integrals over the intersecting circles or arcs. The
specific contributions read
ω
(3)
Hς (z) =
R2 − Z2ς
2
(AHς − CHς ) (B3)
ω
(2)
Hς (z) = RAHς (B4)
~ω
(2)
Hς (z) =


√
R2 − Z2ς cosφ BHς√
R2 − Z2ς sinφ BHς
Zς AHς

 (B5)
and
(←→ω (2)Hς (z))
11
=
R2 − Z2ς
2R
(
AHς +
(
2 cos2 φ− 1)CHς)(←→ω (2)Hς (z))
22
=
R2 − Z2ς
2R
(
AHς −
(
2 cos2 φ− 1)CHς)(←→ω (2)Hς (z))
33
=
Z2ς
R
AHς(←→ω (2)Hς (z))
12
=
R2 − Z2ς
R
cosφ sinφ CHς(←→ω (2)Hς (z))
13
=
Zς
√
R2 − Z2ς
R
cosφ BHς(←→ω (2)Hς (z))
23
=
Zς
√
R2 − Z2ς
R
sinφ BHς (B6)
with the short notations
AH◦ = 2π , AH∓ = 2 arccos (∓ZH∓) ,
BH◦ = 0 , BH∓ = ±2
√
1− Z2
H∓
, (B7)
CH◦ = 0 , CH∓ = ∓2ZH∓
√
1− Z2
H∓
and
ZH∓ =
Z∓√
R2 − Z2∓ tan θ
. (B8)
The partial weight functions from the elliptical segments
of the cylindrical parts read
ω
(ν)
C (z,̟) = ω
(ν)
C−
(z) χb(z) + ω
(ν)
C◦ χc(z)
+
(
ω
(ν)
C−
(z)− ω(ν)
C+
(z)
)
χd(z) . (B9)
We find the parameters
AC◦ =
2π
cos θ
, AC∓ =
2
cos θ
arccos (ZC∓) ,
BC◦ = 0 , BC∓ = −2
√
1− Z2
C∓
, (B10)
CC◦ = 0 , CC∓ =
2
cos θ
ZC∓
√
1− Z2
C∓
with
ZC∓ =
Z∓
R sin θ
. (B11)
and obtain
ω
(3)
Cς (z) =
R2
2
(ACς − CCς ) (B12)
ω
(2)
Cς (z) = R ACς (B13)
~ω
(2)
Cς (z) = R

 cosφsinφ
− tan θ

BCς , (B14)
(←→ω (2)Cς (z))
11
=
R
2
((
1− sin2 θ cos2 φ)ACς
+
(
cos2 θ cos2 φ− sin2 φ)CCς)(←→ω (2)Cς (z))
22
=
R
2
((
1− sin2 θ sin2 φ)ACς
+
(
cos2 θ sin2 φ− cos2 φ)CCς)(←→ω (2)Cς (z))
33
=
R
2
(
sin2 θ ACς + sin
2 θ CCς
)
(←→ω (2)Cς (z))
12
=
R
2
(− sin2 θ sinφ cosφ ACς
+(1 + cos2 θ) sin φ cosφ CCς
)
(←→ω (2)Cς (z))
13
=
R
2
(− sin θ cos θ cosφ ACς
− sin θ cos θ cosφ CCς )(←→ω (2)Cς (z))
23
=
R
2
(− sin θ cos θ sinφ ACς
− sin θ cos θ sinφ CCς ) (B15)
13
and(←→ω (1)Cς (z))
11
=
R
2
((
1− 3 sin2 θ cos2 φ)ACς
− (cos2 θ cos2 φ− sin2 φ)CCς )(←→ω (1)Cς (z))
22
=
R
2
((
1− 3 sin2 θ sin2 φ)ACς
− (cos2 θ sin2 φ− cos2 φ)CCς )(←→ω (1)Cς (z))
33
=
R
2
((
1− 3 cos2 θ)ACς − sin2 θ CCς )(←→ω (1)Cς (z))
12
=
R
2
(−3 sin2 θ sinφ cosφ ACς
−(1 + cos2 θ) sinφ cosφ CCς
)
(←→ω (1)Cς (z))
13
=
R
2
(−3 sin θ cos θ cosφ ACς
+sin θ cos θ cosφ CCς )(←→ω (1)Cς (z))
23
=
R
2
(−3 sin θ cos θ sinφ ACς
+sin θ cos θ sinφ CCς ) . (B16)
The complete expressions for all weight functions are
ω(0)(z,̟) =
1
πD2
ω
(2)
H (z,̟)
ω(1)(z,̟) =
1
2πD
ω
(2)
H (z,̟) +
1
4πD
ω
(2)
C (z,̟)
~ω(1)(z,̟) =
1
2πD
~ω
(2)
H (z,̟) +
1
4πD
~ω
(2)
C (z,̟)
←→ω (1)(z,̟) = 1
4πD
←→ω (1)C (z,̟)
ω(ν)(z,̟) = ω
(ν)
H (z,̟) + ω
(ν)
C (z,̟) (B17)
with the latter equation for ω(3), ω(2), ~ω(2) and ←→ω (2).
Note that, for a fixed orientation ̟, the thresholded
weight functions ω
(ν)
th (z,̟) =
∫ z
−∞
dz ′ ω(ν)(z ′, ̟)
from Eq. (37) are the integral functions of these one-
dimensional weight functions. The weighted densities
nν(z) are either evaluated directly by Fourier transforms
as in Eq. (A9) or can be further simplified to
nν(z) =
1
2π
∫ 2π
0
dφ
∫ pi
2
0
sin θ dθ
∫ ∞
0
dz ′ ω(ν)(z ′, ̟)
×(σν ρ(z ′ + z,̟) + ρ(−z ′ + z,̟)) (B18)
using the symmetry of a spherocylinder. For infinitely
long rods the width δ = δLL of the density modulation
defined in Eq. (48) becomes infinitely wide. The sub-
stitution z → zLL allows a scaling of Eq. (B18). The
dimensionless concentration c defined by
ρ(z) = ρ(zLL) = bc(zL) =
4
L2Dπ
c(zL) (B19)
remains finite in the Onsager limit. The Onsager excess
free energy
lim
ρ→0
l→∞
l2Φed ({nν}) = lim
ρ→0
l→∞
l2 (n1n2 − ζTr[←→n 1←→n 2])
(B20)
is constituted of four scalar or tensorial weighted densities
lim
l→∞
nν(z)
lb
= D
∫
d̟ ω
(ν)
C◦ (̟)
∫ cos θ
2
0
dzL
′ (B21)
×(c(zL ′ + zL, ̟) + c(−zL ′ + zL, ̟)) .
where only the cylindrical parts of region (c) scale with l.
Note that the term n0n3 does not appear in Eq. (B20) as
the weight function ω(0) is only non-zero for the capping
hemispheres.
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