Abstract. Vertical cavity surface emitting lasers (VCSELs) are a new type of semiconductor laser, characterized by the spatial extent of their disk-shaped output apertures. As a result, a VCSEL supports several optical modes (patterns of light) transverse to the direction of light propagation. When any laser is coupled to other optical elements there is unavoidable optical feedback via reflecting surfaces, which influences the stability of the laser output. For a VCSEL, the question is how the transverse optical modes interact dynamically in the presence of optical feedback and how this affects stability of the system.
1. Introduction. Modern semiconductor lasers combine a small size, with dimensions of a few micrometers, with a high efficiency of turning electrical energy into coherent light. Their most common applications are as light sources in optical fiber networks and as read/write systems in optical storage systems. Semiconductor lasers are also found in laser printers, sensors, scanners and even in medical applications, such as laser eye correction and dentistry. The most common semiconductor lasers today are edge-emitting lasers (EEL), where light is produced in an active region in the shape of a one-dimensional waveguide. The light travels in the plane of the chip on which the EEL is fabricated and exits at one or both end facets, which act as semi-transparent mirrors. Due to their elongated geometry, EELs generally exhibit single transverse mode lasing, which means that a single spot of light exits the laser under any operating conditions. However, an EEL may support several longitudinal modes in the direction of lasing. To ensure single longitudinal mode operation internal frequency selective elements are included in the design of some EELs.
We are concerned here with vertical cavity surface emitting lasers (VCSELs) -a second and increasingly important type of semiconductor laser. VSCELs have a cylindrical geometry, where a very thin, spatially extended active region is located in-between two stacks of mirrors; see Fig. 1 . Electrical pumping via circular contacts ensures lasing in a core region. Light exits the VCSEL at a circular aperture in the top face. VCSELs are even more efficient than EELs and produce light already above a threshold current of typically only around 1 mA. They are easily coupled to optical fibers and, in contrast to EELs, can be arranged on-chip into larger arrays or optical circuits. Because their active region is very thin in the direction of lasing, VCSELs provide consistent single longitudinal mode operation. From an applications point of view, the only downside is that VCSELs may lase at several transverse optical modes, which are different 'patterns of light' forming on the spatially extended disk-shaped output surface [4] . The number of optical transverse modes that a VCSEL supports increases with the diameter of the aperture. Increasing the diameter of the aperture is the main option to increase the overall output power level of the VCSEL. We note that an alternative approach would be to increase the number of quantum wells in the active layer [46] .
It is now well established that semiconductor lasers are very susceptible to external optical influences; see, for example, Refs. [22, 25] as entry points to the extensive literature. In particular, even very small amounts of optical feedback in the form of back-reflected light, on the order of 0.1%, may destabilize the laser [11, 31] . This is why expensive optical isolators must be employed when the laser is coupled to other optical elements in practical applications. A semiconductor laser can be described in a rate equation approach by differential equations for the evolution of the electric field and the density of charge carriers. In the presence of optical feedback the electric field is coupled back to itself after a single fixed delay τ , which is simply the travel time from the laser to the mirror and back. For the case of a longitudinal single-mode EEL, one employs the famous Lang-Kobayashi (LK) equations [28] , which have been shown in numerous studies to describe experimental measurements very well (for weak to moderate feedback); see, for example, Refs. [11, 19, 20] . From the mathematical point of view, the LK equations, and indeed other mathematical models of EEL systems with delayed optical feedback, take the form of delay differential equations (DDEs) with a fixed delay of moderate size (from three up to, say, six equations). The analysis of a DDE is complicated by the fact that it has an infinite-dimensional phase space [5, 17] . Numerical continuation tools for DDEs that allow one to find and follow equilibria, periodic solutions and their bifurcations have become available only quite recently [7, 40, 41] . The desire to understand the dynamics of laser systems with delayed feedback has been one of the driving forces behind the development of these numerical tools [9, 12, 13, 16, 24, 38] . This paper is concerned with the dynamics of a VCSEL with optical feedback. The new element here is the spatial extent of the VCSEL: its two-dimensional lasing aperture gives rise to different transverse optical modes that interact with each other in the presence of optical feedback. Due to their transverse spatial nature, VCSELs need to be described by partial differential equations for the electric field and the carrier density. In the presence of optical feedback one is therefore dealing with a mathematical model in the form of delayed partial differential equations (DPDEs). Note that DPDE models are presently also of interest in other application areas, including the control of spatial patterns [42] and dynamics testing methods for mechanical systems [27] . To analyze or even simulate a DPDE model one generally resolves the spatial part of the system with a suitable expansion method (for example, by spatial discretization or Galerkin projection). After truncation this leads to a system of DDEs. The problem is that numerical continuation tools are not able to cope with the resulting system of DDEs if it is too large. In particular, calculating stability information of equilibria and periodic orbits is extremely time consuming and restricted by the underlying software platform.
The key is therefore to exploit physical properties of the VCSEL in order to obtain a sufficiently small system of DDEs that still describes the spatio-temporal dynamics of the transverse modes under the influence of optical feedback. We follow here the standard modeling approach of expanding the spatial electric field in a hierarchy of transverse, linearly polarized (LP ) optical modes inside the cylindrical core of the VCSEL [14, 29, 44] ; one also speaks of an index guided VCSEL [33] . The number of LP modes necessary for an accurate description of the VCSEL increases with the size of the aperture. Expansion in LP modes leads to a system of ordinary differential equations, one for the electric field of each mode. In the presence of an external mirror, each transverse mode is subject to delayed optical feedback from itself and from other transverse modes. The overall DPDE then takes the form of a system of DDEs for the electric fields that are coupled to a PDE for the carrier distribution in the disk-shaped active region. Carriers, provided by electrical pumping, diffuse into the active region. This type of model has been simulated numerically by discretizing the PDE for the spatial charge carriers with a finite difference scheme [29, 43, 44] .
We show here that a much smaller, spatially resolved DDE model can be obtained by expanding the carrier density in the active region of the VCSEL in orthogonal eigenfunctions that satisfy the diffusion equation for the carrier distribution. A similar approach was first taken by Moriki et al. [34] , but the use of a finite difference scheme has proved to be the more popular method [44] . A recent return to eigenfunction expansion methods can be found as part of the simulation package VISTAS by Jungo et al. [21] ; however, their choice of expansion functions introduces a singularity at the origin (the center) of the VCSEL. A further advantage of eigenfunction expansions is that the overlap integrals describing the coupling between the optical modes appear as constants that need to be computed only once. This results in a substantial increase in computational efficiency, so that a multi-parameter bifurcation analysis now becomes feasible.
As a specific example we consider here the case of a VCSEL in which the first two, rotationally symmetric, LP modes are excited and demonstrate that the resulting spatially expanded DDE system is small enough to be amenable to a full numerical bifurcation analysis. The optical feedback terms are modeled in a general form as introduced in Ref. [14] , where a homotopy parameter allows us to investigate the influence of the relative amount of self-versus cross-feedback of the modes. Note that all previous studies, for example, Refs. [29, 43, 44] assumed pure self-feedback. We use the continuation package DDE-BIFTOOL [7] to study the the bifurcations of steady-state solutions of the VCSEL model; they are called external cavity modes (ECMs) and correspond to solutions where the two fields lase with constant intensities. The accuracy of the spatially expanded model is demonstrated by a comparison with the ECM structure given in Ref. [14] , obtained with a finite difference scheme discretization of the carrier PDE. A further bifurcation analysis for the difference scheme discretized model proved entirely unpractical. On the other hand, the spatially expanded DDE model of this study provides such a considerable speed-up in the stability calculations that it is now possible to compute stability regions of ECMs in the plane of feedback strength κ and self-versus cross-feedback parameter η. What is more, we are able to continue periodic solutions that are born in Hopf bifurcations of ECMs with the numerical package PDDE-CONT [40] . This reveals large stability regions of periodic solutions in the (κ, η)-plane. We find two types of oscillations: in-phase oscillations of both modes at the characteristic relaxation oscillation frequency of the VCSEL, and anti-phase oscillations where the two modes suppress each other with a period given by a multiple of the external round trip time. We also consider how these periodic solutions bifurcate to quasiperiodic and even chaotic spatio-temporal dynamics of the two modes. In other words, the bifurcation analysis presented here reveals the influence of the self-versus cross-coupling parameter η on the dynamics of the spatial modes. This paper is organized as follows. In Section 2 we introduce the general spatiallyextended PDE description of the VCSEL and show how it can be reduced by a suitable mode expansion. The specific mode-expanded DDEs for the two-mode VCSEL with optical feedback are given in Section 2.4. The stability regions of the ECMs are presented in Section 3, and those of the bifurcating periodic orbits in Section 4. Bifurcations to more complicated spatio-temporal dynamics are discussed briefly in Section 5. Finally, in Section 6 we draw conclusions and point to future work.
Rate equation model of a VCSEL.
A VCSEL with multiple transverse modes can be described in the semi-classical framework by so-called rate equations for the slowly varying complex amplitudes E j mn (t) of the contributing transverse modes and for the spatially extended inversion N (r, φ, t) [44, 46] . Here the profile Ψ j mn of the mnth optical mode of polarization j is a fixed solution of the Helmholtz equation (which in turn is derived from Maxwell's equations) of the cold (not electrically pumped) laser cavity [46] . The inversion is the spatial distribution of the number of electron-hole pairs in the circular active region and, hence, it is expressed in polar coordinates for convenience. In dimensionless form the VCSEL rate equations are given as [14] 
Material properties of the VCSEL include the line-width enhancement factor α, the ratio between carrier and photon lifetimes T , a diffusion coefficient d f , and a spatial pump profile P ; see below. For reference, time is rescaled with respect to a photon lifetime of τ p = 2 ps. The function F j mn (t) represents an external influence on the respective transverse mode that depends on its own set of parameters, such as the feedback strength. Specifically, we consider here optical feedback as introduced in Sec. 2.4 below. Note, however, we that F j mn (t) could just as easily represent optical injection [30] . The equations for the different transverse optical modes are coupled via the spatial overlaps between the optical modes and the inversion, which are expressed by the modal gain integrals
Physically, these integrals represent the competition of each spatial mode for the reservoir N (r, φ, t) of carriers. Note that Eq. (2.1) does not contain terms involving the frequencies of the individual optical modes, because they differ only on the scale of terahertz. For the case of two optical modes as considered in this paper one can transform to an electric field frame of reference with respect to the frequency difference between the two modes. If more transverse modes are present, then it is argued in Ref. [43] that Eq. (2.1) represents a first-order approximation, and that these small frequency differences may be treated as a perturbation.
2.1. Spatial optical modes. We adopt the linearly polarized (LP ) description for the optical modes. This simplification of the full set of transverse magnetic, transverse electric and hybrid modes for a cylindrical waveguide is valid under the condition of weak guidance [46] . In other words, we consider a VCSEL in which the dielectric constant in the core region is approximately equal to that in the cladding region; see Fig. 1 . The LP mode profiles Ψ j mn are given by roots of the Helmholtz equation [44, 46] 
where
and ǫ core and ǫ clad are the dielectric constants inside the core and cladding regions, respectively. We remark that, due to changes in the inversion, the dielectric constants may vary slightly when the VCSEL is lasing. However, these variations are two orders of magnitude lower than their fixed values and, as is common in the literature, we treat ǫ core and ǫ clad as constants. The other parameters are the radius a of the active (core) region of the VCSEL, modal vacuum-wavenumbers κ n , and the longitudinal wavenumber β (which is a separation of variables constant).
Solutions of Eq. (2.4) take the form
In other words, radial solutions are given by Bessel functions of the first kind J m inside the core region (r ≤ a) and modified Bessel functions of the second kind K m inside the cladding region (r > a). These solutions conform to the physical structure of the VCSEL, that is, the J m remain finite with zero slope at r = 0, and the K m for r > a remain finite and rapidly decay to zero with r. Furthermore, continuity is assured at the boundary r = a. Their azimuthal dependence is given in terms of orthogonal sine and cosine functions, which are denoted by the superscript j. Here dark red corresponds to regions of high intensity and dark blue to regions of low intensity. From column to column the radial order n of the mode increases from n = 1 to n = 4; note that n represents the number of peaks in the radial mode profiles counted from the origin outwards. From row to row the azimuthal order m of the mode increases from m = 0 to m = 3; note that 2m represents the number of dark sectors over one full rotation.
Expansion of the angular dependence.
To make Eqs. (2.1) and (2.2) amenable to a full nonlinear bifurcation analysis with numerical tools such as DDE-BIFTOOL [7] and PDDE-CONT [40] , we now resolve the spatial dependence by expansion in suitable basis functions. A common first step [44] is to expand the angular part of the inversion N (r, φ, t) as a Fourier series
(2.8) The resulting set of rate equations are premultiplied by both sin(kφ) and cos(kφ), and integrated over φ, to obtain the following system of PDEs
where δ (2m)k is the Kronecker symbol meaning that δ (2m)k = 1 for 2m = k and δ (2m)k = 0 otherwise. The modal gains ξ j mn (t) are now given as
We assume that the pump current is rotationally symmetric and constant in time, so that P (r, φ, t) ≡ P (r) and
in Eq. (2.10) and
in Eqs. (2.11) and (2.12). Finally, we note that for k = 2m, Eq. (2.11) is homogeneous. Moreover, under the assumption of a symmetric pump current, Eq. (2.12) is always homogeneous and, thus, the two-dimensional PDE describing the inversion is reduced to the following system of PDEs with a one-dimensional radial dependence:
where, for ease of presentation, we have written
It is clear that the number of terms of the expansion that we need to keep depends on the number of optical modes we wish to consider. Here the azimuthal orders of these modes are given by the index m. For example, for a VCSEL which only supports rotationally symmetric modes m = 0 ( Fig. 2 row (a) , and the case we will consider later), Eq. (2.15) is not needed nor is the last, double summation term of Eq. (2.14). In this way, we are left with a single PDE with a one-dimensional radial dependence describing the inversion. Likewise, for a VCSEL supporting both rotationally symmetric and first-order azimuthal modes m = 0, 1 (recall Fig. 2 rows (a) and (b)), we need two PDEs ∂N 0 (r, t)/∂t and ∂N 2 (r, t)/∂t for a full description. It follows that a system of (M + 1) PDEs, with one-dimensional radial dependencies, describe VCSELs which support modes up to a M th azimuthal order.
Expansion of the radial dependence.
In the literature, the most common way of dealing with the radial PDEs (2.14) and (2.15) is through the use of a finite difference discretization scheme [14, 44] . This approach works well for rotationally symmetric modes [14] . However, it runs into problems for modes with m > 0. Specifically, the 1/r 2 term in Eq. (2.15) introduces a singularity at r = 0. This singularity is generally avoided by not placing a mesh point of the finite difference scheme at r = 0; accuracy of this approach is typically tested by comparing results for increasingly smaller mesh intervals as r → 0 [44] .
A second method for arriving at a spatially resolved model is to expand the radially dependent inversion in terms of another set of orthogonal functions. As the optical modes are written in terms of Bessel functions, it has been proposed to use such a set of functions in which to expand the radially dependent inversion [21, 34] . In particular, the computation package VISTAS [21] employs the use of zeroth order Bessel functions of the first kind. However, we note that this expansion still leaves terms depending on 1/r. Thus, the singularity problem at r = 0 is unresolved. (Again, VISTAS avoids computing values at r = 0.)
In this paper, we take a more general approach. Namely, we expand each inversion coefficient N k (r, t) in terms of a kth order Bessel function expansion of the first kind, 16) where the γ k,q are roots of J k . In this way, noting the scaling of the Bessel function arguments, the boundary conditions of the PDE problem [14] are matched; that is,
= 0 and N k (1, t) = 0. Most importantly, the kth order Bessel functions J k (γ k,q r) are exact eigenfunctions of the kth order operators 17) which appear in Eqs. (2.14) and (2.15). We proceed by inserting the expansion (2.16) into Eqs. (2.14) and (2.15), multiplying each of the expanded rate equations for N k by a corresponding rJ k (γ k,l r), and integrating over r. Thus, through the orthogonality condition 18) one obtains the following set of spatially resolved rate equations
where the two integrals 23) describe the spatial overlaps between the inversion density with the pump current and the electric field, respectively. These integrals depend on the material properties and geometry of the VCSEL model under consideration. Furthermore, the modal gains are now given as
Importantly, the integrals above need to be evaluated only once and then appear as constants. Hence, their evaluation does not add to the overall computation time.
In practice, the Bessel function expansion (2.16) will have to be truncated at some finite order. The arguments for this truncation are more subtle than for the Fourier expansion (2.8). Clearly, there is no upper bound for the sum in Eq. (2.16). However, we can consider the time scale at which the higher-order terms in the expansion N kq (t) are damped. Specifically, this timescale is given by the first term in the right-hand side of Eqs. (2.20) and (2.21) as
As the values of γ 2 k,q increase with q, the higher order terms N kq (t) tend to zero. The convergence of solutions for increasing terms in the Bessel function expansion can also be tested numerically.
2.4.
Reduced model of a two-mode VCSEL with optical feedback. We are concerned here with a VCSEL that is subject to delayed optical feedback from an external mirror. While this question can be studied, in principle, for any number of modes with the truncated rate equation model presented above, we consider here the case that the VCSEL supports the first two optical modes LP 01 and LP 02 . Considering only these two modes is realistic; for example, control of individual modes, in a laser supporting the LP 01 and LP 02 modes, has been demonstrated via external injection [36] . Likewise, different modes may be selected via frequency selective feedback [32] . This two-mode set-up has been studied theoretically in Refs. [14, 43] .
Importantly, the first two optical modes do not have an azimuthal component, so that they can be described by their radial dependence alone. Figure 3 shows the two radial profiles of the mode profiles |Ψ 01 | 2 and |Ψ 02 | 2 of the LP 01 and LP 02 . For the two modes LP 01 and LP 02 the rate equations (2.19)-(2.21) reduce to
where, for ease of presentation, we write E 0n ≡ E n , ξ 0n ≡ ξ n and N 0q ≡ N q . Here Eqs. (2.30) are the expansion equations of the radial dependence of the inversion. We consider here a total of 14 expansion terms, that is, q = 1 . . . 14, which we found guarantees a relative error of below 0.01% at the steady state solutions. The overlap integrals are now given as
As in Ref. [14] we consider a disc-shaped profile with pumping confined to a core region of radius 0.3 of the VCSEL, as given by
The other laser parameters are fixed to the realistic values α = 3, T = 750, d f = 0.05, and P max = 2. We are interested here in the influence of self-feedback versus cross-feedback of individual modes of the rate equation model. To this end, we need to specify the optical feedback terms F 1 and F 2 in Eqs. (2.28) and (2.29). As in Ref. [14] we consider 36) where the feedback enters with a common feedback strength κ and feedback phase C p . The delay time is set to τ = 500, which corresponds to a distance of approximately 11 10 cm between the laser and the mirror. The homotopy parameter η represents the amount of self-feedback versus cross-feedback. This allows the two optical modes to couple via the external cavity, that is, via the optical feedback. Indeed one would expect in general to observe a certain amount of cross-feedback; for example, the modes could easily cross-couple due to deformations in the shape of the external mirror. However, the precise amount of cross-coupling is very hard to estimate or measure. This motivates our bifurcation study with emphasis on how the crosscoupling parameter η affects the dynamics of the VCSEL over the entire range from pure self-feedback η = 1 to pure cross-feedback η = 0. Equations (2.28)-(2.30) with (2.31)-(2.36) are a system of 18 (real-valued) delay differential equations, which provide a good approximation of the delayed PDE model of a VCSEL. This model combines a relatively small system size with the fact that the overlap integrals can be calculated a priori. Compared to the model of dimension 105 considered in Ref. [14] , where the inversion equation was discretized with a secondorder finite difference scheme, the model presented here offers a substantial speed-up. For example, stability calculations of steady states that took 452.46 s (7.54 minutes) per point on a branch in Ref. [14] , now take only 6.41 s on a 3.4 GHz Xeon processor. As a consequence, we are now able to present a detailed multi-parameter bifurcation analysis of the ECMs, their stability, and even of bifurcating periodic solutions.
3. External cavity modes. The basic solutions of a laser subject to optical feedback are known as external cavity modes (ECMs), which correspond to constant intensity of the laser at a frequency that is selected by the external cavity. In other words, ECMs are due to the fact that the light makes one round trip outside the laser [28] . In the case of model (2.28)-(2.36) of a VCSEL with optical feedback the ECMs are of the form [14] 
As with other types of lasers subject to optical feedback, the ECMs are group orbits under the rotational S 1 -symmetry of the governing equations [26] . In order to obtain an isolated solution that can be continued numerically we first transform Eqs. (2.28)-(2.36) to a rotating frame of reference with frequency b. By setting b = ω s the ECMs are then found as steady state solutions; see Refs. [9, 16, 26] for further details.
The ECMs of Eqs. (2.28)-(2.36) lie on closed curves, called ECM-components, that are parametrized by the periodic parameter C p . As C p is varied, ECMs are born in pairs in a saddle-node bifurcation, move over the respective ECM-component, and then disappear in pairs in another saddle-node bifurcation. The ECM-components were computed in Ref. [14] with the continuation package DDE-BIFTOOL, where it was shown that there are several types of ECM components. There exist ECM components for which the first field E 1 is dominant, while the second field E 2 provides a negligible contribution to the total power, and vice versa. More interestingly, there exist ECMcomponents where both fields contribute to the total power, one of which contains stable ECMs [14] .
We focus here on the latter ECM-component and study the stability of the corresponding ECMs in dependence on the feedback strength κ and on the selfversus cross-feedback parameter η. Note that κ is a common parameter to consider in the laser dynamics literature. While it is difficult to experimentally determine the exact amount of light that re-enters the laser, the feedback strength can be varied in an experiment by means of density filters. We concentrate here on the physically relevant region of weak feedback strength where κ ≤ 0.007, which corresponds to a maximum of about 0.001% back-reflected light. The exact amount of self-versus cross-feedback, expressed by the parameter η, is generally not known. Nevertheless, one would certainly expect that there is some amount of cross-feedback, which would mean that η < 1. Moreover, it may be possible to tune η experimentally, for example, via external mirror shaping or frequency selective optical feedback [32] . This makes η an ideal parameter for a bifurcation study that aims at obtaining a global view of the influence of self-versus cross-feedback over the entire possible range.
We start by computing branches of ECMs as a function of the feedback strength κ, for fixed C p = 0 and several values of η. Figure 4 was obtained with DDE-BIFTOOL and shows ECM-branches of Eqs. (2.28)-(2.36) in the (κ, P 1 )-plane (left) and the (κ, P 2 )-plane (right) for η = 1.0 (row a), η = 0.9 (row b), η = 0.6 (row c), and η = 0.0 (row d). Segments of branches on which one finds stable ECMs are green, while unstable ECM-branches are red. The stability of ECMs is determined in DDE-BIFTOOL from the computation of right-most characteristic roots using linear multi-step methods [8, 45] . Due to the presence of a fixed delay, there are infinitely many discrete eigenvalues, but only finitely many with positive real part [5, 17] . Hence, as for ODEs, one generically finds saddle-node and Hopf bifurcations when a single parameter is changed. Apart from the ECM-branch that extends from κ = 0, additional ECMs are born in saddle-node bifurcations (×) as the feedback strength κ is increased. On one of the bifurcating branches, ECMs may be initially stable but for increasing κ they lose stability in Hopf bifurcations ( * ). This general scenario is typical for a (single mode) laser with optical feedback [9, 16, 38] . The difference here is that we obtain a projection of the ECM branches for each of the two modes, as represented in Fig. 4 by the two intensities P 1 and P 2 . Figure 4 illustrates the strong influence of the self-versus cross-feedback parameter η. Namely, for η = 1, that is, for pure self-feedback, the ECM-branches in panels (a1) and (a2) are double-covered. Any small amount of cross feedback 'unfolds' this situation into twice as many ECM-branches; see Figs. 4(b1) and (b2). Notice that there is now a considerable difference in the shape of the ECM-branches of the two modes, which means physically that small changes in κ may cause both an increase or a decrease in the contribution of each mode to the total power. Decreasing η further, changes the shape of the ECM-branches; see Figs. 4(c1) and (c2). Furthermore, extra ECM-branches enter the region of feedback strength considered here, some of which may be stable; see Figs. 4(d1) and (d2).
The ECM branches in Fig. 4 for the mode-expanded model (2.28)-(2.36) agree very well with those in [14, Figs. 9 and 10] where a finite difference scheme was used for the carrier distribution N . Of crucial importance is that a stability calculation of a single, fixed ECM shown in Fig. 4 took 6 .41 s on a 3.4 GHz Xeon processor, while the corresponding computation for the finite difference discretized model [14] took 452.46 s (7.54 minutes). This remarkable speed-up in computation time allows us to find and follow bifurcations of the ECMs in parameters, which provides a much broader insight into the stability of ECMs in the two-mode VCSEL. As we will see in Sec. 4, we are even able to continue the bifurcating periodic orbits and determine their stability regions. Figure 5 shows the curves saddle-node bifurcations (blue) and Hopf bifurcations (red) in the two-parameter (κ, η)-plane; dark red segments correspond to supercritical and light red segments to subcritical Hopf bifurcations. The bifurcations were identified in Fig. 4 and then continued in κ and η with DDE-BIFTOOL. Figures 5(a) to (e) are for one particular stable ECM each, whose region of stability is shaded green. The final Fig. 5(f) shows the complete ECM stability diagram in the (κ, η)-plane; namely, it is an overlay of panels (a) to (e). Here regions are shown in different shades of green to indicate how many stable ECMs coexist. Specifically, in the region with the lightest shade of green one finds a single stable ECM; for example, directly to the right of κ = 0. The next darker shade of green corresponds to regions of bistability between two ECMs; for example, directly to the right of the left-most blue saddle-node curve. The darkest shade of green corresponds to regions in which one finds three coexisting stable ECMs; note that this occurs in the region of small η, that is, for large amounts of cross-feedback. Physically, multistability between ECMs may be exploited for use in, for example, optical flip-flop schemes [23] .
Stability regions of ECMs.
More specifically, it can be seen from Fig. 5 (a) that a stable ECM is born at κ = 0. As κ is increased, additional stable ECMs are born in saddle-node bifurcations S 2 , S 3 , S 4 and S 5 ; see Figs. 5(b) to (e). The resulting additional stability regions lead to the large regions in Fig. 5(f) where two stable ECMs coexist. Note that some of these regions extend over the entire range of η; see, for example, Fig. 5(f) for feedback strengths of κ = 0.0034 and κ = 0.0051. Furthermore, for (κ, η) ≈ (0.006, 0.432) and in the range of higher values of cross-feedback, Fig. 5(c) shows an additional curve of saddle-node bifurcations entering our κ-range of interest. This curve leads to the birth of the extra (stable) ECM-branches we observed in Figs. 4(d1) and (d2). As Fig. 5(f) shows, this stable ECM leads to a main region of bistable ECMs at low values of κ and η. A second saddle-node curve enters our κ-range of interest at η ≈ 0.283; see Fig. 5(e) . The bifurcating stable ECMs give rise to regions in which one finds three stable ECMs; see, for example, Fig. 5(f) for (κ, η) = (0.0035, 0.07) and (κ, η) = (0.0051, 0.1). Finally, we note a small and barely visible region in Fig. 5(f 31 , as κ is increased. For the most part, these Hopf bifurcations are supercritical (dark red curves) and lead to stable periodic solutions, which are the subject of Sec. 4. Moreover, interactions of the bifurcation curves in Fig. 5 correspond to codimension-two bifurcation points. We find four double-Hopf bifurcations DH, where two Hopf curves cross and interact. Close to these points the respective Hopf bifurcations change from supercritical (dark red) to subcritical (light red). We also find a codimension-two saddle-node Hopf bifurcation point SN H at (κ, η) ≈ (4.01 × 10 −3 , 0.420), where the Hopf curve H 31 forms a tangency with the saddle-node curve S 3 . The two curves bound the stability regions of the associated ECM, and are subcritical beyond SN H.
Bifurcating periodic solutions.
We now address the question of what kind of stable periodic solutions may bifurcate from the different stable ECMs at the supercritical Hopf bifurcation curves shown in Fig. 5 . To answer this question, we follow periodic orbits and their bifurcations with the C++ continuation software PDDE-CONT [40] . Note that PDDE-CONT contains routines that are specifically designed to analyze systems with S 1 -symmetry, such as system (2.28)-(2.36). More specifically, we first compute branches of periodic solutions emanating from the Hopf bifurcations of stable ECMs identified in Figs. 5(a) to (c). We then find and follow in the (κ, η)-plane the bifurcation curves that form the stability boundaries. Stability of periodic solutions is determined in PDDE-CONT from the Floquet multipliers, that is, from the eigenvalues of the Poincaré return map in a suitable transverse section. Because of the fixed delay, there is an infinite number of discrete Floquet multipliers with the origin of the complex plane as their only accumulation point [17] . Hence, as for ODEs, one generically finds saddle-node of limit cycle, period-doubling and torus (or Neimark-Sacker) bifurcations when a single parameter is changed. Figures 6 and 7 show two examples of stable periodic solutions that bifurcate from the Hopf bifurcation curve H 11 in Fig. 5 (a) and the Hopf bifurcation curve H 31 in Fig. 5(c), respectively. In Figs. 6 and 7, panel (a) shows the branch of periodic solutions as it bifurcates from the corresponding Hopf bifurcation point H. The periodic solution is initially stable (green curve) and then destabilizes when κ is increased in a torus bifurcation T and a period-doubling bifurcation P D, respectively. The other panels of Figs. 6 and 7 show the periodic dynamics of a stable periodic solution in terms of the two modes, LP 01 associated with E 1 (black) and LP 02 associated with E 2 (gray). Specifically, panels (b1) and (b2) are time series of the powers P 1 = |E 1 | 2 and P 2 = |E 2 | 2 over 5 periods, panel (c) shows the projection onto the E i -plane (i = 1, 2), and panel (d) that onto (E i ,N )-space. HereN is the mean value of the individual inversion coefficients N 1 ...N 14 , over the orbit. Note that, because both fields feed from the same reservoir of carriers, the inversion for both fields is the same at any given time t. In panels (c) and (d) the black and the gray dot on the periodic orbit are passed at the same time in the direction indicated by the arrows. Finally, panels (e1) and (e2) show the time series of the spatial intensities I 1 = P 1 |Ψ 1 | 2 and I 2 = P 2 |Ψ 2 | 2 of the two modes.
As Figs. 6(b1) and (b2) show, for a stable periodic solution emanating from the Hopf curve H 11 in Fig. 5(a) , for η = 0.6 the two electric fields E 1 and E 2 are in phase to very good approximation. The solution moves over the crescent-shaped periodic orbits in panels (c) and (d) in a clockwise direction as indicated by the arrows. The period is approximately 75 dimensionless time units, which corresponds to a physical frequency of 6.67 GHz. This identifies the periodic solution physically as a so-called undamped relaxation oscillation (RO). Note that relaxation oscillations of a semiconductor laser are not relaxation oscillations in the sense of slow-fast systems [15] . Rather, they are a damped periodic exchange between the carriers and the electric field of a free-running semiconductor laser, which are observed when the laser is perturbed from steady operation. The spatial nature of damped relaxation oscillations has been observed experimentally with specialized measurement techniques in Refs. [1, 2] . Therefore, it may also be possible to observe the spatio-temporal dynamics of the two modes for the case of sustained, undamped ROs. The in-phase dynamics of the two modes is also apparent from the time series of the spatial intensity profiles I 1 and I 2 in Figs. 6(e1) and (e2).
By contrast, as Figs. 7(b1) and (b2) show, for a stable periodic solution emanating from H 31 in Fig. 5(c) , for η = 0.2 the two electric fields E 1 and E 2 are in approximate anti-phase. Figure 7(c) shows that the solution again moves over crescent-shaped periodic orbits in a clockwise direction as indicated by the arrows, but the two periodic orbits are now situated about π out of phase; see also panel (d). The periodic solution in Fig. 7 has a period of approximately 1512 dimensionless time units, which corresponds to a physical frequency of 331 MHz. This type of oscillation is much slower than ROs and rather takes place on the time-scale of an integer multiple of the external cavity round trip time τ . Therefore, the associated spatio-temporal dynamics of the modes should be easier to observe experimentally [1, 2] . The time series of the spatial intensity profiles I 1 and I 2 in Figs. 7(e1) and (e2) clearly show anti-phase dynamics. In other words, there is competition between the two modes, with the result that they suppress each other in the total field.
The two types of periodic solutions, in-phase ROs and anti-phase external round trip oscillations (EOs), are representative. Specifically, the solution which bifurcates from the Hopf curve H 21 in Fig. 5(b) is an in-phase RO very similar to that shown in Fig. 6 . On the other hand, solutions born at the remaining Hopf curves, H 12 , H 13 , H 22 and H 23 in Fig. 5 , are in anti-phase and have periods on the order of τ . Namely, (e1) (e2) 6 . The branch of periodic solutions for η = 0.6 emanating from the Hopf bifurcation curve H 11 in Fig. 5(a) , and the stable periodic solution for κ = 0.006 (b)-(e). Panels (b1) and (b2) show the time series of the powers P 1 and P 2 of the two modes, panels (c) and (d) are projections onto the E i -plane and (E i ,N )-space, respectively, and panels (e1) and (e2) are time series of the spatial intensities I 1 and I 2 . Quantities concerning E 1 are plotted black and quantities concerning E 2 are plotted gray; throughout Cp = 0.
solutions emanating from H 12 and H 22 have a period of approximately 640 time units (781 MHz), and those emanating from H 13 and H 23 have a period of approximately 400 time units (1.25 GHz). We remark that a switch between in-phase and anti-phase dynamics, as the pump current was increased, was shown to occur in a similar VCSEL (e1) (e2)
The branch of periodic solutions for η = 0.2 emanating from the Hopf bifurcation curve H 31 in Fig. 5(c) . The stable periodic solution for κ = 0.0025 is presented in panels (b)-(e) in the same projections as in Fig. 6. model [43] . Figure 8 shows the stability regions of periodic solutions in the (κ, η)-plane. They were found with PDDE-CONT by detecting, and then continuing in κ and η, saddle-node of limit cycle bifurcations SL (brown), period-doubling bifurcations P D (green), and torus bifurcations T (black). Figs. 8(a) and (b) show the stability regions (orange) of the in-phase ROs that are born at the Hopf curves H 11 , H 12 , H 13 identified in Fig. 5(a) , and H 21 , H 22 , H 23 identified in Fig. 5(b) , respectively. Furthermore, Fig. 8(c) shows the stability regions (blue) of the anti-phase external round trip oscillations that are born at the Hopf curve H 31 identified in Fig. 5(c) . Regions shaded purple indicate bistability between in-phase and anti-phase solutions. The final panel, Fig. 8(d) , shows the complete stability diagram of periodic orbits in the (κ, η)-plane; namely, it is an overlay of panels (a) to (c). Regions are shown in different shades of color to indicate coexistence between different stable periodic solutions. Figure 8(a) shows that, for most values of cross-coupling η, the stable in-phase ROs emanating from H 11 are destabilized, as κ is increased, in a torus bifurcation T 11 (black curve); compare with Fig. 6(a) . For large η there are additional curves of torus bifurcations emanating from a double-Hopf point, which can be crossed by changing η for fixed κ. The situation for small η is even more complicated, with additional torus, saddle-node of limit cycle and period-doubling curves bounding the stability region of the anti-phase oscillations emanating from H 13 . In fact, the interplay of these bifurcation curves, which are associated with another double-Hopf point, leads to a small region of bistability between the in-phase and anti-phase periodic solutions born at the Hopf curves H 11 and H 13 , respectively; this region is indicated in Fig. 8(a) by purple shading. The situation shown in Fig. 8(b) , for the in-phase ROs emanating from H 21 , is very similar. They exist stably in a large region of the (κ, η)-plane, covering effectively the entire η-range. When κ in increased, these periodic solutions are destabilized in torus bifurcations T 21 (black curve) over almost the entire η-range, namely for approximately η < 0.8, and in a saddle-node of limit cycle bifurcation SL 21 (brown curve) for approximately η > 0.8. Again, the situation is a bit more complicated for large and small η due to additional bifurcation curves that are connected to double-Hopf points; as a result a small purple region of bistability between in-phase and anti-phase solutions is again created for η < 0.1.
Stability regions of periodic solutions.
As Fig. 8(c) shows, the blue stability regions of the anti-phase EOs born at the Hopf curve H 31 is quite different. The region itself is much smaller and can be found only for large cross-coupling, namely for η < 0.4. For most values of η these oscillations are destabilized in a period-doubling bifurcation; compare with Fig. 7(a) . However, for η < 0.1 we find destabilization in a torus bifurcation T 31 , and for η ≈ 0.4 there is a small curve SL 31 of saddle-node bifurcations of limit cycles. The latter curve is in fact associated with a curve of homoclinic bifurcations that emanates from the saddle-node Hopf point; the homoclinic dynamics of the modes is discussed in the next section.
Overall, Figs. 5 and 8 represent the stability information of all ECMs and the periodic solutions emanating from their Hopf bifurcations that can be found for weak feedback κ and any level of self-versus cross-coupling η. The considerable amount of multistability between the different types of solutions can be inferred from the combination of Figs. 5(f) and 8(d).
5. Beyond stable periodic solutions. As we have seen, periodic solutions lose their stability when κ is increased beyond the respective stability regions. Interestingly, the in-phase ROs destabilize mainly in torus bifurcations, while the prominent EOs destabilize in period-doubling bifurcations; see Fig. 8 . We now consider the ensuing dynamics in more detail, where we start from the periodic solutions identified in Figs. 6 and 7, respectively. Figure 9 shows two-frequency dynamics for η = 0.6. Panel (a) is a bifurcation diagram where for each value of κ the maximum and minimum of the trajectory of the first mode (in black) and the second mode (in gray) are plotted, after transients have died out. The computation was started from the periodic solution for κ = 0.006 from Fig. 6 so that its bifurcations are tracked. We find the Hopf bifurcation at κ ≈ 0.0053, in which this periodic solution is born from the stable ECM, and the torus bifurcation at κ ≈ 0.0063; compare with Fig. 5(a) . Indeed for κ > 0.0063 the dynamics takes place on an invariant torus that manifests itself in the bifurcation diagram of Fig. 9(a) as large blocks of points. The dynamics on the torus appears to be quasiperiodic or of very high period. This is confirmed in Figs. 9(b) to (d) , where the solution for κ = 0.0065 is shown as time series of the powers, and projections onto the E i -plane and (E i ,N )-space. Note that the two electric fields E 1 and E 2 still oscillate in phase with the RO period, while their amplitudes are also modulated by a slowly varying envelope with period close to the external cavity round trip time. (e2) show how this two-frequency dynamics manifests itself in terms of the spatial intensities I 1 and I 2 of the two modes. Notice that the fast oscillations are clearly seen in the flanks of the intensity profiles. Figure 10 shows chaotic anti-phase dynamics for η = 0.2. The bifurcation diagram in panel (a) was started from the periodic solution for κ = 0.0025 from Fig. 7 . One recognizes the Hopf bifurcation from the stable ECM at κ ≈ 0.0019 and the first period-doubling at κ ≈ 0.00283; compare with Fig. 7(a) . It emerges that this period- 
Re(E) The saddle-node Hopf point SN H in Figs. 5(c) and 8(c) gives rise to homoclinic orbits of the underlying ECM. Such a homoclinic orbit is shown in Fig. 11 . It was found by continuing the branch of anti-phase EOs for η = 0.39 in the feedback strength κ. Panel (a) shows this branch plotted in terms of the period T. It folds back and forth while T goes to infinity when κ converges to κ ≈ 0.003341 -a clear indication of a homoclinic orbit at this parameter value. This is confirmed by the time series of the powers P 1 and P 2 of the periodic orbit for κ = 0.003341 that approximates the homoclinic orbit; see Figs. 11(b1) and (b2). The approximate homoclinic orbit itself is shown in projections onto the E i -plane and (E i ,N )-space in panels (c) and (d), respectively. Here we also show (as dotted circles) the unstable ECM (in terms of both fields) to which the periodic orbit becomes homoclinic. Note the anti-phase nature of the time series, which is inherited from the underlying anti-phase EO. The power P i = |E i | 2 of the individual modes is very small; this can be concluded from the fact that the projection of the periodic orbit onto the E i -plane does not 'leave' the ECM circles; see Fig. 11(c) . Therefore, the spatial mode profiles remain practically constant at the ECM level, which is why they are not shown in Fig. 11. 6. Conclusions and outlook. We have considered the dynamics of spatially extended transverse optical modes of a vertical cavity surface emitting laser subject to optical feedback as modeled by delayed partial differential equations (DPDEs). By means of an eigenfunction expansion we derived a set of delay differential equations (DDEs) describing the interaction of any number of optical modes. In this general formulation the number of equations that need to be retained after truncation of the expansion depends on which and how many optical modes one wishes to consider, which is determined by the physical size of the VCSEL. The ensuing system of DDEs is quite small when compared with that obtained by a discretization of the spatial part of the DPDE with a finite difference scheme. Furthermore, the overlap integrals that determine the spatial coupling between the optical modes can be computed off-line and then appear as constants in the system of DDEs. The combination of these two properties resulted in a substantial gain in the numerical efficiency of the model, so that a multi-parameter bifurcation analysis of the mode-expanded DDE model with specialized software tools is now feasible.
With this approach we studied the case of a VCSEL that supports the two (rotationally symmetric) fundamental optical modes LP 01 and LP 02 , which are coupled via the external feedback. A bifurcation analysis of the resulting mode-expanded 18-dimensional DDE model, describing the spatial dynamics in terms of the radial mode profile of the VCSEL, was performed with the numerical continuation tools DDE-BIFTOOL and PDDE-CONT. A comparison with a finite difference discretization scheme [14] confirmed the accuracy of this model on the level of one-parameter bifurcation diagrams of the steady-state external cavity modes. We then computed the stability of the ECMs in dependence on the feedback strength κ and the selfversus cross-coupling parameter η. This revealed regions of coexisting, stable ECMs in the (κ, η)-plane, which are bounded by curves of saddle-node and Hopf bifurcations. The bifurcating periodic solutions may be in-phase relaxation oscillations (ROs) or anti-phase external round trip oscillations (EOs). Both were shown to occur stably in large regions of the (κ, η)-plane. We finally considered how these periodic solutions may bifurcate to more complicated dynamics. In particular, this revealed that the VCSEL with optical feedback may display chaotic spatio-temporal dynamics, which is of potential interest for chaotic communication schemes [35] .
Overall, our bifurcation analysis clearly shows the importance of the self-versus cross-coupling parameter η for the dynamics of the spatial modes. While the case of pure self-feedback is degenerate, for an intermediate level of cross-feedback in the range η ∈ [0.4, 0.9] we identified a typical bifurcation scenario when the feedback strength κ is increased: additional ECMs are born in saddle-node bifurcations; stable ECMs lose their stability in Hopf bifurcations, in which stable in-phase ROs are born; these oscillations then give rise to two-frequency dynamics on an invariant torus, where the new modulation frequency is due to the external round trip of the light. In the range η < 0.4, that is, for larger levels of cross-feedback, we find stable anti-phase EOs where the two fields suppress each other. When κ is increased, the anti-phase EOs destabilize in a cascade of period-doublings that eventually results in anti-phase spatio-temporal chaos. Physically, one sees a chaotic switching between the two modes. The clear distinction between in-phase ROs and anti-phase EOs may provide a means of determining the level of cross-feedback in an experiment. Furthermore, the challenge is to record spatially resolved measurements of VCSEL modes on a picosecond time scale; this may be possible with the techniques developed in Refs. [1, 2] .
There are several directions for future research. First of all, the question arises what happens when the VCSEL supports more than the two fundamental modes LP 01 and LP 02 . The mode-expanded DDE model can be used to describe the interaction between any number of transverse optical modes, but it becomes increasingly involved. The next physically relevant case arises when the first higher-order mode LP 11 is involved in the dynamics as well. Already in this situation, which still concerns a VCSEL with quite a small aperture, the dynamics can no longer be described solely by the radial mode profile. This effectively doubles the dimension of the mode-expanded DDE model, and is presently under investigation. Secondly, as soon as higher-order transverse modes are involved, one may also wish to consider the interaction between the spatial modes and the polarization. Again, this doubles the dimension of the model. Finally, the mode expansion presented here can also be used to model other (laser) systems that combine spatial extent with delays. Obvious examples are VCSELS with filtered or phase-conjugate optical feedback or mutual delay-coupling, and broad area lasers subject to optical feedback.
