This paper presents a novel cross-layer design for providing service oriented architecture (SOA) in a mobile ad hoc network (MANET). In the design SOA service discovery is integrated into the ad hoc routing protocol underlying the MANET. We present a prototype implementation based on the optimized link state routing (OLSR) protocol, and its empirical evaluation.
INTRODUCTION
This work is motivated by two ubiquitous phenomena, web and personal devices with wireless radio interfaces. Web has provided means for standardization of information services in the Internet, while wireless devices allow mobile/wireless access to these services. This gives rise to a situation where users of wireless devices may want to share multimedia content and services in an ad hoc manner. This calls for effective mobile ad hoc networking between the wireless devices and the services to run in devices with different capabilities. The former can be realized as a multihop wireless mesh network while the latter is well addressed by the service-oriented architecture.
In a wireless mesh network (WMN) all nodes of the network are highly connected to each other via wireless links. A multi-hop mesh network provides routing between distant nodes via other, intermediate nodes, thus enabling the connectivity between nodes that cannot directly reach each other. Of special interest to our study are ad hoc client WMN's, where clients perform the routing and configuration among themselves without any static infrastructure support. A commonly used term is MANET (mobile ad hoc network), where the nodes are mobile. [1] Service-oriented architecture is a distributed software architecture, which consists of a collection or network of services. The services are comprised of individual software or hardware modules that can be invoked by service consumers, i.e. the users of the services. SOA's distinct features relevant to our study include message orientation and platform neutrality. A SOA service is formally defined in terms of the messages exchanged between the provider agents and the consumer agents, and not the properties of the agents themselves. Messages are sent in a platform-neutral, standardized format delivered through the interfaces. Extensible Markup Language (XML) is the most obvious format that meets this constraint. [2] [3]
The aim of this study is to provide SOA in a MANET. The ambition is to fully utilize the benefits offered by ad hoc mesh networking and at the same time construct an environment of services following the SOA guidelines. The fundamental difference between conventional SOA and the novel approach presented in this paper is illustrated in Fig. 1 . Conventionally, as in Fig. 1(a) , all the services are published into a central service broker. All nodes need to know where the service broker resides, and they must be able to connect to it to publish and discover services. Even this does not ensure that the services are reachable, since in wireless network, the service provider can be out of reach from the service consumer. For example, it is not guaranteed that node A is able to reach node C, even though they both can reach the service broker. Fig. 1(b) illustrates the novel approach presented in this paper. There exists no central element, but the service discovery is fully distributed on a mesh network. Two basic building blocks can be identified to constitute this kind of environment: the ad hoc routing protocol and the SOA realization.
The ad hoc routing protocol takes care of the mesh connectivity, topology maintenance, and the routing of the packets. The routing layer constitutes the backbone of the environment, since it connects all the nodes in the network and ultimately connects the services with their consumers. The main decision to make is the type of the protocol and choosing from the wide variety of available protocols.
The other necessity is the implementation of the SOA functionality. SOA as an architecture does not provide any kind of common protocols nor restrict the implementation to anything specific. It rather offers the abstract elements and guidelines to build upon. The main design considerations are the realization of the service discovery, the service-description language, and the message format.
In section 2 we present a novel cross-layer design where SOA service discovery is integrated into the ad hoc routing protocol used in a multi-hop wireless mesh network. Consequently, when a node has an access to a service description, it is guaranteed that the service can be reached, since the service discovery always operates on the same underlying mesh network with the actual services.
The best known realization of SOA is web services [2] , though they should by no means be equated. Amoretti et al. have introduced SP2A, a service-oriented framework for peer-to-peer grid architectures [4] . There are several studies which have addressed web services in ad hoc networks. For example, Friedman has studied local caching of web services in mobile ad hoc networks [5] . Handorean et al. have developed mechanisms for highly mobile service-oriented systems [6] . Costa-Requena has studied interoperability of ad hoc routing and resourcediscovery protocols [7] . Yan has conducted a performance evaluation of peer-to-peer overlay networks over underlying mobile ad hoc networks [8] . Fig. 2 illustrates the principal idea of combining SOA and mesh networking in form of a simple use case. The functionality is simplistically divided into three operational steps: ad hoc mesh networking, SOA discovery, and service interaction. Fig. 2 (a) depicts the starting point from the standpoint of node A. All the nodes A through F are mobile nodes with wireless radio interfaces. At first, node A is disconnected and does not have any other nodes within its radio coverage area. Then, after spatially moving or switching on the wireless radio, it is able to reach some other nodes, in this case nodes B and E. Consequently, all the nodes, including node A, jointly construct an ad hoc mesh network. Link discovery takes place without any prior knowledge of the other nodes. After the necessary automatic configuration operations, the multi-hop mesh network is ready. In practice, this means that the nodes are ready to route messages originated by any node and destined to any node in this mesh network.
PROPOSED CROSS-LAYER DESIGN

System specification
When the mesh network is ready, the SOA functionality has to be constructed. All the service-providing nodes publish the corresponding service descriptions into the network, so that the rest of the nodes can discover them. Service-discovery process must function in such way that a service anywhere in the mesh network is detectable without any manual configuration. Fig. 2 After ad hoc mesh networking and SOA discovery, the service network is ready to be utilized. An example of a service usage is illustrated in Fig. 2(c) . Node A has discovered Service 3 hosted by node C. With the information provided by the corresponding service description, node A connects to the service interface of Service 3. The necessary information for exchanging messages between the service consumer (node A) and the service provider (node C) is all provided in the service description of Service 3, so node A does not need to know any other properties or capabilities of node C. Nodes A and C cannot directly communicate with each other, since they are wireless devices with limited radio coverage areas. Thus, the messages need to be routed via the intermediate node B. Routing in the mesh network is independent on SOA functionality, but is a feature of the network itself, so the services and service descriptions do not need to know about the topology nor the routing mechanism of the network.
Given the use case, we propose a cross-layer design, where service discovery is integrated with the ad hoc routing protocol. One of the most important requirements of the SOA system in a wireless mesh network is the realization of the service-discovery mechanism. The lack of a central service broker element means that service discovery has to be solved in decentralized way. The service-discovery task could be handled with at least two different approaches. Either it is somehow integrated into the mesh routing mechanism, or it is implemented separately on top of the networking layer. In our cross-layer design it is integrated into the ad hoc routing protocol in such way that the routing table and optimized flooding techniques are utilized also in the service discovery. If the service discovery were fully separated from the networking layer, the benefits of the routing algorithm and the collected topology information would not be exploited.
Another point of consideration is the way the services are published or discovered. Again, since there is no central registry to collect available service descriptions, there is no need to actually both publish and discover the services. These operations can actually be considered parallel with ad hoc routing protocols, which are either proactive or on-demand. In proactive routing protocols, all the nodes are known beforehand, and similarly, if using proactive service publishing, all the services are known throughout the network even before there is a need to invoke them. On the other hand, in on-demand routing protocols, the route to a node is discovered only when needed, and similarly, if using on-demand service discovery, the needed services are discovered only when it is requested. We elect to publish all the services proactively for particular reasons. Firstly, the employed ad hoc routing protocol is proactive. This makes the propagation of the service descriptions easy, since the whole topology is known. Secondly, most services are assumed to stimulate or enable some type of end user interaction with the service. This supports the idea of delivering all the available services to the end user, without the need for the user to specifically request a certain type of service.
Routing in a multi-hop ad hoc mesh network is based on the cooperation of the participating nodes. They all have to comply with the same routing protocol in order to collectively implement the routing scheme. This extensive cooperation should be extended to the service network, especially when the service discovery is combined with the routing protocol. Thus, all of the nodes in the mesh network should forward the service-discovery messages, regardless of whether they are part of the service network itself. In practice, this means that the routing algorithm has a default forwarding mechanism, which forwards the packets according to appropriate destination rules, even if the node does not recognize the message content. This way the nodes that are hosting services can utilize the whole network and the routing capacity. This also implies that the presence of SOA implementation, or the lack of it, must not affect to the normal ad hoc routing functionality of a node.
A node that wants to publish services should generate and broadcast SOA messages periodically according to some transmission interval. One SOA message must contain exactly one service description. If a SOA capable node does not have any services to publish, it must not generate any SOA messages.
When a node receives a SOA message, it must retransmit the message if certain conditions are met. If the receiving node supports SOA, it must also process the SOA message. The processing includes updating the remote service repository as described below. In addition, processing can continue with other optional tasks such as displaying information to the end user, or reacting to the message in some other appropriate way.
Every node supporting SOA must maintain remote service repository, i.e. up-to-date information of the service descriptions available in the network. This is to provide an accurate representation of available services to ensure functionality of any application benefiting from SOA. The information accumulates from the received and processed SOA messages. For each known remote service, one entry containing three values must be recorded. The entry consists of the originating address, the service description, and a time value. The originating address corresponds to the main address of the remote hosting node. The service description is the whole service description of the corresponding service. The time value specifies the time when the entry expires and when it should be removed from the repository. Every time a node processes a valid SOA message, it must update the servicenetwork information. If there is no previous entry for the service, a new entry must be created in the repository. If an entry already exists for the service, the time value and the service description (if changed) must be updated to correspond to the latest received information. Entries in the repository should be deleted at the time specified in the time field, unless it has been updated by a more recent SOA message and the time field has shifted forward in time.
Prototype implementation
We have designed and implemented a working system to evaluate the proposed cross-layer design. Fig. 3 illustrates the three major components relevant to our design, the ad hoc routing protocol (OLSR), the SOA layer, and the services. Of the many available protocols, we chose the OLSR (Optimized Link State Routing) specified in RFC 3626 [9] as the underlying ad hoc routing protocol. As a proactive routing protocol OLSR makes it possible to realize a proactive service discovery, so that services are visible at all times. Proactive protocols also feature shorter delays than on-demand protocols, which supports fluent service interaction [10] . OLSR takes advantage of multipoint relaying (MPR) to optimize the message flooding in the network. Olsrd is delivered as a single executable. In addition, olsrd provides a plug-in framework illustrated in Fig. 4 . The plug-ins are dynamically linked libraries, which, as the name implies, are loaded dynamically at run time. The plug-in framework provides a possibility to run software modules, which can implement customized functionality in association with the OLSR routing. Plug-ins can access the olsrd functionality to generate and process packets, and they can utilize the default forward algorithm and the MPR flooding. Plug-ins can also operate with sockets, utilize the event scheduler, and access the information repositories, i.e., the routing tables. . Plug-ins are loaded by adding an entry to the olsrd configuration file, which is read at olsrd start-up. The configuration file may also include any parameters for the plug-in, which are transmitted to the plug-in at the time of loading. Support for dynamically loadable plug-ins enables the separation of custom functionality from the core olsrd in several aspects: no need for modifying olsrd to add new message types or features; free choice of programming language, as long as the plug-in is compiled as a dynamic library; and better maintainability, since new versions of olsrd do not affect the functionality of the plug-in.
The implementation of the SOA layer is realized as an olsrd plugin. The SOA plug-in is the only component that is responsible for distributing the actual service-oriented architecture in the mesh network. As an olsrd plug-in, it heavily relies on olsrd functionality, but olsrd itself is not concerned in any way with SOA. Olsrd merely transfers the messages according to the OLSR protocol, irrelevant of the content. It should be noted that the SOA plug-in only provides a framework for the service network, and it is not the responsibility of the plug-in to offer any services, nor end user applications. The main tasks of the SOA plug-in include creating SOA messages, processing received SOA messages, and maintaining a representation of remote services. Fig. 5 illustrates the very simple format of the SOA message, which we introduce as a new OLSR message type. Message Length is a 16-bit integer that indicates the length of the message.
After that follows the message itself, which is actually a SOA service description in XML format. The SOA message is carried in the OLSR packet and flooded throughout the network with the default forwarding algorithm and exploiting the MPR schema. The only field in the OLSR packet and the OLSR message header that needs to be statically defined for the SOA message is the Message Type field. The selected message type is 131, since the range 0-127 is reserved for OLSR and types 128-130 are used by known olsrd plug-ins. The Vtime (validity time) and Time To Live fields can be decided by the implementation, since optimal values may depend on the expected network structure, network size, and usage environment.
Service description is the actual information that is flooded throughout the network in a SOA message. Each SOA message contains precisely one service description, and each service description represents one service. There are no general requirements for the structure and the content of the service description, but it depends on the services and the SOA implementation for how to format the description and how much information is required in the description. For example, Web Services Description Language (WSDL) could be used, but something simpler and shorter is adequate for the purpose of our prototype implementation. Fig. 6 illustrates the format of our service description as an XML schema. Common required elements in the service description are name, address, protocol, and description. name identifies the service and should be unique for each service hosted in a single node. address contains all the information for interacting with the service. The only required element nested inside address is protocol, which defines the protocol used to access the service, such as HTTP, UDP, or SOAP. The purpose of the protocol element is not to precisely and thoroughly describe the protocol in question, but rather to identify the protocol to enable the interpreter to further process the address element. For example, if the protocol were UDP, it would be logical to expect a port element nested inside the address. It is important to notice that the address element can and should be extended to contain all the information of how to utilize the service.
<?xml version="1.0" encoding="ISO-8859-1"?> <xs:schema xmlns:xs="http://www.w3.org/2001/XMLSchema"> <xs:element name="service"> <xs:complexType> <xs:sequence> <xs:element name="name" type="xs:string"/> <xs:element name="address"> <xs:complexType> <xs:sequence> <xs:element name="protocol" type="xs:string"/> <xs:any minOccurs="0" maxOccurs="unbounded"/> </xs:sequence> </xs:complexType> </xs:element> <xs:element name="description" type="xs:string"/> </xs:sequence> </xs:complexType> </xs:element> </xs:schema> To generate SOA messages the SOA plug-in has to access the local service descriptions, include them in SOA messages, format the messages as OLSR messages, and broadcast them. The service descriptions are produced by the service providers, not the SOA plug-in, thus there is a demand for inter-process communication (IPC). In the SOA plug-in, IPC is implemented by shared files, residing in an agreed location in the file system. Using files is, in this case, an effective method, since it allows persistent storage of service descriptions. Further, it does not require any connection management in contrast to sockets, for example. Files also allow easy maintainability of multiple service descriptions by multiple service providers. Fig. 8 describes the generation of SOA messages, which takes place periodically at a constant transmission interval (5 seconds in our prototype implementation). This is accomplished by utilizing the scheduler functionality of olsrd. The SOA plug-in registers with olsrd for this purpose and is then periodically invoked by the scheduler. When the SOA plug-in is invoked, it reads a service description from the file system and constructs the SOA message. It is wrapped into an OLSR message, which is broadcasted by invoking the olsrd API. Olsrd is responsible for inserting the OLSR packet header. The SOA plug-in is responsible for parsing and processing the received SOA messages, as illustrated in Fig. 9 . To express the capability to process SOA messages, the plug-in registers a parsing function with the olsrd parser, stating the message type of the SOA message. As a result, all the received SOA messages are delivered to the SOA plug-in for processing. When the SOA parser receives a SOA message, it first checks the message for two conditions. First, the message must not be originated from the node itself, and second, the message must be received from a symmetric neighbor (the link between the nodes is bi-directional). If either of these conditions is not met, the message is discarded and processing is stopped. If both conditions are met, the SOA parser verifies that the same message has not been processed before. This is done by checking the olsrd duplicate table for the originator and the message sequence number. Only if the message has not been processed before, the service table is updated with the received SOA message as described below. Finally, the message is relayed back to olsrd for retransmission using the default forwarding algorithm.
The remote service repository is implemented by a service table, where each service is represented by a data structure containing the address, the service description, and the validity time of the service. Every time a SOA message is processed, the service table is updated. The updating algorithm searches for an existing entry for the service in question, and upon finding a match, updates the service description and the validity time of the entry. If there is no entry for the service, a new entry is appended to the service table.
Each entry has a validity time, according to which it needs to be removed from the table. For this, the SOA plug-in registers a timeout function with the olsrd timeout service. This results in periodical polling, which is needed for timing out the information in the service table. Every time the timeout function is polled by olsrd, the algorithm traverses the service table and removes all entries with an expired validity time. The SOA plug-in also provides the remote service information to any SOA application that may reside in the device. As with the local service descriptions, also the remote service descriptions are shared in a file. The SOA plug-in writes all the available remote service information into a single file, which can be accessed by any application. Again, the olsrd scheduler is utilized to periodically update the shared file to contain the most recent information.
Our prototype implementation contains one example service, a simple web server running as an olrsd plug-in (HTTP info), which is available in the olsrd package. The server provides a group of web pages containing selected information about the underlying mesh network. The input message is a GET request and the response is the requested file, accompanied with the HTTP status code and other meta-information.
EMPIRICAL EVALUATION
We conducted an empirical evaluation of the prototype implementation, both in terms of functional and performance testing.
Experimental setup
The test equipment consisted of eight Nokia 770 Internet Tablets portrayed in Fig. 10 . Especially the WLAN interface is of interest, since the mesh network was formed by utilizing the ad hoc mode of the WLAN. We chose the 10mW transmission power instead of 100mW to ease the forming of a true multi-hop mesh topology. Olsrd compiles on GNU/Linux, hence no porting was required for it to run on Nokia 770. The Graphviz software was used for verifying and visualizing the mesh network. The software includes circo (dot) program, which reads text files written in dot-language and renders graphs in a chosen graphics format. An open-source olsrd plug-in, dot_draw, was modified to draw real-time visual representation of the mesh network from the periodically generated dot-formatted information. Fig. 11 shows a real-life example of a dot-generated image, which describes a mesh network comprising of eight nodes. The example network was formed for demonstration by placing eight Nokia 770 devices around an office building. The solid arrows between nodes depict ready links, and the dashed lines depict links that are being established. The square nodes have been selected as MPRs. The dot_draw plug-in was enhanced to offer visual representation of the SOA topology as well. In a sense, the plug-in thus acted as a SOA application. For demonstrative purposes, the SOA plug-in was extended to parse the XML-formatted service descriptions and format all the information into an HTML table. This was read by the dot_draw plug-in and the remote services could be directly displayed to the end user in a web page with the graph describing the mesh network. Fig. 12 shows an example, where the topology info service is hosted in 169.254.21.87, which is two hops away from the local node with address 196.254.87.61. Node 169.254. 4 .181 has been drawn as a square to indicate that it has been selected as a MPR node.
Functional testing
Functional testing of the prototype implementation was conducted in form of five test cases:
T1 Connecting / disconnecting a node to the mesh network.
The first requirement for the system is to form the ad hoc mesh network without any configuration. The only needed action from the end user is to turn on the WLAN radio. When the WLAN interface is activated and other nodes running the OLSR protocol are within the radio coverage area, a mesh network should be automatically constructed. Routing information should be propagated, and messages should be correctly forwarded in all situations, including multi-hop transmissions. After disconnecting the WLAN interface of a device, the mesh topology and routing information should be updated not to include the disconnected node anymore.
T2 Enabling / disabling a service. This test case is equivalent to T1 in the service network level. If a node has an enabled service when it connects to the mesh network, the service description should be propagated throughout the network without any configuration. The same behavior should also occur if a node enables a service at any time when already connected. When the node disconnects from the network or the service is disabled, the service description should be removed from all the nodes in the network. In the test setup, service is enabled by inserting the service description in a file into an agreed location in the file system. Similarly, the service is disabled by removing the file.
T3 Forwarding a service description. Service description must be forwarded by all nodes in the network, including those nodes that do not implement SOA. This allows any node with SOA to publish and receive service description, regardless of the capabilities of the other nodes in the network. If two nodes with SOA do not have a direct link between each other, but there are other nodes between them without SOA implementation, the service descriptions must be correctly forwarded by the other nodes, so that the services are published throughout the network.
T4 Using a service. This test case simulates the most common use case of the system from the viewpoint of an end user. It verifies that the networking layer and the service layer operate correctly and collaborate in a consistent matter. When a service is published multiple hops away, and the service description has propagated to the service consumer, the routing information in the networking layer must be available and correct. In other words, any time the service consumer starts invoking the service, the service can be reached, and the messages are correctly exchanged between the service consumer and the service provider.
T5 Changing mesh topology. The system must be able to cope with constant changes in the mesh topology.
The dot-generated graphs were used to verify the mesh network topology and the HTML-formatted service descriptions were used to verify the available remote services. All five test cases were passed successfully.
Performance testing
Two types of tests were conducted to evaluate the performance and scalability of the prototype implementation. The average round-trip times (RTT) and the delay in propagating service descriptions were measured, when the number of nodes in the mesh network was increased. We omitted olsrd control traffic overhead measurements as they have been executed in [12] .
To measure RTT as the function of hops in the route we employed a linear network topology. Eight Nokia 770's were placed on a line with 15 meter displacement as illustrated in Fig. 13 . First two devices were connected while the WLAN radios of other six devices were off. 30 ICMP echo requests / responses (or pings) were transmitted and the average RTT was measured. New devices were added to the network one at a time, and ICMP packets were transmitted always between the furthermost devices, thus adding another hop to the routing path. The results of RTT measurements are shown in Fig. 14 . The average RTT between two devices 15 meters apart is about 6 ms. When the first actual routing node is introduced (two hops), RTT increases to about 34 ms. From there on RTT increases nearly linearly till six nodes (five hops) without any packet loss. However, in case of seven nodes (six hops) we observed difficulties in maintaining the links, which resulted in 50% packet loss. The eight node (seven hops) network could not be set up at all. This is an interesting observation concerning the scalability of the system and is probably caused by the increased control traffic within the nodes in a linear network. It is possible that olsrd could be tuned to be more robust in this kind of topology, by altering the relevant parameters.
We quantified the QoS of the SOA layer by measuring the delay in distributing a service description throughout a mesh network. Again, eight Nokia 770's were used but this time the topology was a fully connected mesh. A stopwatch was started when the olsrd with SOA was started in a device, and stopped when the service description was distributed to all nodes in the network and was visible to the end user. Fig. 15 shows five different measurements of the delay in propagating the service description in a mesh of two, four, six, and eight nodes. The number of nodes in the mesh has little impact on the delay. Given this, we carried out an additional measurement in a linear topology of seven nodes, again obtaining similar delay. We observe that the delay is largely contributed by the five second interval at which the SOA plug-in forwards the SOA messages, being dominant to other possible factors such as transmission, propagation and OLSR routing delays. 
DISCUSSION
The objective of this study was to provide service-oriented architecture in a mobile ad hoc mesh network. For this purpose were proposed a novel cross-layer design, where we integrate SOA service discovery into an ad hoc routing protocol. The result is a highly dynamic and adaptive specification that still conforms to the abstract and universal nature required by SOA. In our design SOA realization is fully decentralized, as there is no central service registry or service broker. We demonstrated our design with a prototype implementation, which was proved successful with simple functional testing. Further, we analyzed the QoS of the implementation in a real-life mesh network comprising of up to eight nodes.
When looking at the shortcomings of our design, neither the specification nor the prototype implementation place too much emphasis on the service description. It could be argued that the service description is one of the most important aspects of a working SOA system, thus it should be addressed more thoroughly. Further, in some respects the prototype implementation falls short of a fully functioning system. Perhaps the most significant limitation is the support for only one service per node. It follows from the fact that the service table is indexed using only the IP address of the service. Instead, the indexing should also include the name of the service, which is the identifying property of a service in one node. The empirical evaluation was conducted in a realistic usage setting in an office environment, where other devices with active WLAN radios were probably present. They may have caused radio interference which was neither monitored nor its effects into the measurements considered. Moreover, it would have been more informative to include a larger number of services in the experiment.
In future work we will consider a number of issues to improve the current design. We can have even tighter coupling of the SOA service discovery and OLSR routing protocol by piggybacking the SOA messages into the OLSR TC (Topology Control) messages, instead of propagating separate SOA messages. We will also look at other mesh routing protocols to see if we can obtain better scalability. The prototype implementation needs to be enhanced to support multiple and more complex services per node. More thorough evaluation needs to be carried out in the presence of a larger number of services, a large number of consumers and in a more complex and dynamic mesh networks.
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