Abstract. We consider, for each exchange matrix B, a category of geometric cluster algebras over B and coefficient specializations between the cluster algebras. The category also depends on an underlying ring R, usually Z, Q, or R. We broaden the definition of geometric cluster algebras slightly over the usual definition and adjust the definition of coefficient specializations accordingly. If the broader category admits a universal object, the universal object is called the cluster algebra over B with universal geometric coefficients, or the universal geometric cluster algebra over B. Constructing universal geometric coefficients is equivalent to finding an R-basis for B (a "mutation-linear" analog of the usual linear-algebraic notion of a basis). Polyhedral geometry plays a key role, through the mutation fan F B , which we suspect to be an important object beyond its role in constructing universal geometric coefficients. We make the connection between F B and g-vectors. We construct universal geometric coefficients in rank 2 and in finite type and discuss the construction in affine type.
Introduction
In this paper, we consider the problem of constructing universal geometric cluster algebras: cluster algebras that are universal (in the sense of coefficient specialization) among cluster algebras of geometric type with a fixed exchange matrix B. In order to accommodate universal geometric cluster algebras beyond the case of finite type, we broaden the definition of geometric type by allowing extended exchange matrices to have infinitely many coefficient rows. We have also chosen to broaden the definition in another direction, by allowing the coefficient rows to have entries in some underlying ring (usually Z, Q, or R). We then narrow the definition of coefficient specialization to rule out pathological coefficient specializations.
There are at least two good reasons to allow the underlying ring R to be something other than Z. First, when R is a field, a universal geometric cluster algebra over R exists for any B (Corollary 4.7). Second, the polyhedral geometry of mutation fans, defined below, strongly suggests the use of underlying rings larger than Q. (See in particular Section 9.)
On the other hand, there are good reasons to focus on the case where R = Z. In this case, the broadening of the definition of geometric type (allowing infinitely many coefficient rows) is mild: Essentially, we pass from polynomial coefficients to formal power series coefficients. The only modification of the definition of coefficient specializations is to require that they respect the formal power series topology. The case R = Z is the most natural in the context of the usual definition of geometric type. We have no proof, for general B, that universal geometric cluster algebras exist over Z, but we also have no counterexamples. In this paper and [21, 22] we show that universal geometric cluster algebras over Z exist for many exchange matrices.
Given an underlying ring R and an exchange matrix B, the construction of a universal geometric cluster algebra for B over R is equivalent to finding an R-basis for B (Theorem 4.4). The notion of an R-basis for B is a "mutation-linear" analog of the usual linear-algebraic notion of a basis. The construction of a basis is in turn closely related to the mutation fan F B , a (usually infinite) fan of convex cones that are essentially the domains of linearity of the action of matrix mutation on coefficients. In many cases, a basis is obtained by taking one nonzero vector in each ray of F B , or more precisely in each ray of the R-part of F B . (See Definition 6.9.) Indeed, we show (Corollary 6.12) that a basis with the nicest possible properties only arises in this way.
The fan F B appears to be a fundamental object. For example, conditioned on a well-known conjecture of Fomin and Zelevinsky (sign-coherence of principal coefficients), we show (Theorem 8.7) that there is a subfan of F B containing all cones spanned by g-vectors of clusters of cluster variables for the transposed exchange matrix B
T . In particular, for B of finite type, the fan F B coincides with the gvector fan for B T , and as a result, universal coefficients for B are obtained by making an extended exchange matrix whose coefficient rows are exactly the gvectors of cluster variables for B T (Theorem 10.12). This is a new interpretation of the universal coefficients in finite type, first constructed in [12, Theorem 12.4] . We conjecture that a similar statement holds for B of affine type as well, except that one must adjoin one additional coefficient row beyond those given by the g-vectors for B T (Conjecture 10.15). We intend to prove this conjecture in general in a future paper using results of [26, 27] . We will also describe the additional coefficient row in terms of the action of the Coxeter element. Here, we work out the rank-2 case and one rank-3 case of the conjecture. The cases of the conjecture where B arises from a marked surface are proved in [21] . (See [21, Remark 7.15] ). Further, but more speculatively, we suspect that F B should play a role in the problem of finding nice additive bases for cluster algebras associated to B. In finite type, the cluster monomials are an additive basis. Each cluster variable indexes a ray in the gvector fan (i.e. in F B ), and cluster monomials are obtained as combinations of cluster variables whose rays are in the same cone of F B . Beyond finite type, the rays of F B may in some cases play a similar role to provide basic building blocks for constructing additive bases.
When B arises from a marked surface in the sense of [7, 8] , the rational part of the mutation fan F B can in most cases be constructed by means of a slight modification of the notion of laminations. This leads to the construction, in [21] , of universal geometric coefficients for a family of surfaces including but not limited to the surfaces of finite or affine type. (The family happens to coincide with the surfaces of polynomial growth identified in [7, Proposition 11.2] .) In [22] , we explicitly construct universal geometric coefficients for an additional surface: the once-punctured torus. A comparison of [6] and [22] suggests a connection between universal geometric coefficients and the cluster X -varieties of Fock and Goncharov [5, 6] , but the precise nature of this connection has not been worked out.
The definitions and results given here are inspired by the juxtaposition of several results on cluster algebras of finite type from [12, 19, 23, 30] . Details on this connection are given in Remark 10.13.
Throughout this paper, [n] stands for {1, 2, . . . , n}. The notation [a] + stands for max(a, 0), and sgn(a) is 0 if a = 0 or a/|a| if a = 0. Given a vector a = (a 1 , . . . , a n ) in R n , the notation min(a, 0) stands for (min(a 1 , 0), . . . , min(a n , 0)). Similarly, sgn(a) denotes the vector (sgn(a 1 ), . . . , sgn(a n )).
Notation such as (u i : i ∈ I) stands for a list of objects indexed by a set I of arbitrary cardinality, generalizing the notation (u 1 , . . . , u n ) for an n-tuple. We use the Axiom of Choice throughout the paper without comment.
Cluster algebras of geometric type
In this section we define cluster algebras of geometric type. We define geometric type more broadly than the definition given in [12, Section 2] . The exposition here is deliberately patterned after [12, Section 2] to allow easy comparison. Definition 2.1 (The underlying ring). All of the definitions in this section depend on a choice of an underlying ring R, which is required be either the integers Z or some field containing the rationals Q as a subfield and contained as a subfield of the reals R. At present, we see little need for the full range of possibilities for R. Rather, allowing R to vary lets us deal with a few interesting cases simultaneously. Namely, the case R = Z allows us to see the usual definitions as a special case of the definitions presented here, while examples in Section 9 suggest taking R to be the field of algebraic real numbers, or some finite-degree extension of Q. The case R = R also seems quite natural given the connection that arises with the discrete (real) geometry of the mutation fan. (See Definition 5.12.) Definition 2.2 (Tropical semifield over R). Let I be an indexing set. Let (u i : i ∈ I) be a collection of formal symbols called tropical variables. Define Trop R (u i : i ∈ I) to be the abelian group whose elements are formal products of the form i∈I u ai i with each a i ∈ R and multiplication given by . Thus, as a group, Trop R (u i : i ∈ I) is isomorphic to the direct product, over the indexing set I, of copies of R. The multiplicative identity i∈I u 0 i is abbreviated as 1.
We define an auxiliary addition ⊕ in Trop R (u i The triple (Trop R (u i : i ∈ I) , ⊕ , · ) is a semifield : an abelian multiplicative group equipped with a commutative, associative addition ⊕, with multiplication distributing over ⊕. Specifically, this triple is called a tropical semifield over R. We endow R with the discrete topology and endow Trop R (u i : i ∈ I) with the product topology as a product of copies of the discrete set R. The product topology is sometimes called the Tychonoff topology or the topology of pointwise convergence. Details on the product topology are given later in Section 3. The reason we impose this topology is seen in Proposition 3.7. When I is finite, the product topology on Trop R (u i : i ∈ I) is the discrete topology, and when I is countable, the product topology on Trop R (u i : i ∈ I) is the usual topology of formal power series (written multiplicatively).
As a product of copies of R, the semifield Trop R (u i : i ∈ I) is a module over R. Since the group operation in Trop R (u i : i ∈ I) is written multiplicatively, the scalar multiplication corresponds to exponentiation. That is, c ∈ R acts by sending i∈I u ai i to i∈I u cai i .
One recovers [12, Definition 2.2] by requiring I to be finite and taking the underlying ring R to be Z. One may then ignore the topological considerations.
The role of the tropical semifield P in this paper is to provide a coefficient ring ZP for cluster algebras. The notation ZP denotes the group ring, over Z, of the multiplicative group P, ignoring the addition ⊕. The larger group ring QP also makes a brief appearance in Definition 2.3. Definition 2.3 (Labeled geometric seed of rank n). Let P = Trop R (u i : i ∈ I) be a tropical semifield. Let K be a field isomorphic to the field of rational functions in n independent variables with coefficients in QP. A (labeled) geometric seed of rank n is a pair (x,B) described as follows:
•B is a function from ([n] ∪ I) × [n] to R. For convenience, the functionB is referred to as a matrix over R. . If the integers d i can be taken to all be 1, then B is skew-symmetric.) • x = (x 1 , . . . , x n ) is an n-tuple of algebraically independent elements of K which generate K (i.e. K = QP(x 1 , . . . , x n )).
The n-tuple x is the cluster in the seed and the entries of x are called the cluster variables. The square matrix B is the exchange matrix or the principal part ofB and the full matrixB is the extended exchange matrix . The rows of B indexed by I are called coefficient rows; the coefficient row indexed by i is written b i = (b i1 , . . . , b in ). The semifield P is called the coefficient semifield and is determined up to isomorphism by the number of coefficient rows ofB (i.e.
by the cardinality of I). The elements y j = i∈I u bij i of P are the coefficients associated to the seed. Definition 2.4 (Mutation of geometric seeds). Fix I, P = Trop R (u i : i ∈ I), and K as in Definitions 2.2 and 2.3. For each k ∈ [n] we define an involution µ k on the set of labeled geometric seeds of rank n. Let (x,B) be a labeled geometric seed.
We define a new seed µ k (x,B) = (x ,B ) as follows. The new cluster x is (x 1 , . . . , x n ) with x j = x j whenever j = k and (2.1)
where, as above, y k is the coefficient i∈I u
and 1 is the multiplicative identity i∈I u 0 i . Thus x k is a rational function in x with coefficients in ZP, or in other words, x k ∈ K.
The new extended exchange matrixB has entries (2.2)
The top part of µ k (B) is skew-symmetrizable with the same skew-symmetrizing constants d i as the top part ofB. The map µ k is an involution.
The notation µ k also denotes the mutation µ k (B) =B of extended exchange matrices, which does not depend on the cluster x. Given a finite sequence k = k q , . . . , k 1 of indices in [n], the notation µ k stands for µ kq • µ kq−1 • · · · • µ k1 . We have indexed the sequence k so that the first entry in the sequence is on the right. Definition 2.5 (Mutation equivalence of matrices). Two exchange matrices (or extended exchange matrices) are called mutation equivalent if there is a sequence k such that one matrix is obtained from the other by applying µ k . The set of all matrices mutation equivalent to B is the mutation class of B. Definition 2.6 (Regular n-ary tree). Let T n denote the n-regular tree with edges labeled by the integers 1 through n such that each vertex is incident to exactly one edge with each label. The notation t k --t indicates that vertices t and t are connected by an edge labeled k. Definition 2.7 (Cluster pattern and Y -pattern of geometric type). Fix a vertex t 0 in T n . Given a seed (x,B), the assignment t 0 → (x,B) extends to a unique map t → (x t ,B t ) from the vertices of T n by requiring that (x t ,B t ) = µ k (x t ,B t ) whenever t k --t . This map is called a cluster pattern (of geometric type). The map t →B t is called a Y -pattern (of geometric type). The cluster variables and matrix entries of (x t ,B t ) are written (x 1;t , . . . , x n;t ) and (b t ij ). For each j ∈ [n], the coefficient i∈I u
is represented by the symbol y j;t . Definition 2.8 (Cluster algebra of geometric type). The cluster algebra A associated to a cluster pattern t → (x t ,B t ) is the ZP-subalgebra of K generated by all cluster variables occurring in the cluster pattern. That is, setting
Since the seed (x,B) = (x t0 ,B t0 ) uniquely determines the cluster pattern, we write A = A R (x,B). Up to isomorphism, the cluster algebra is determined entirely byB, so we can safely write A R (B) for A R (x,B). 
Universal geometric coefficients
In this section, we define and discuss a notion of coefficient specialization of cluster algebras of geometric type and define cluster algebras with universal geometric coefficients. These definitions are comparable, but not identical, to the corresponding definitions in [12, Section 12] , which apply to arbitrary cluster algebras.
Definition 3.1 (Coefficient specialization). Let (x,B) and (x ,B ) be seeds of rank n, and let P and P be the corresponding tropical semifields over the same underlying ring R. A ring homomorphism ϕ : A R (x,B) → A R (x ,B ) is a coefficient specialization if (i) the exchange matrices B and B coincide; (ii) ϕ(x j ) = x j for all j ∈ [n]; (iii) the restriction of ϕ to P is a continuous R-linear map to P with ϕ(y j;t ) = y j;t and ϕ(y j;t ⊕ 1) = y j;t ⊕ 1 for all j ∈ [n] and t ∈ T n .
Continuity in (iii) refers to the product topology described in Definition 2.2.
Definition 3.2 (Cluster algebra with universal geometric coefficients). A cluster algebra A = A R (B) of geometric type with underlying ring R is universal over R if for every cluster algebra A = A R (B ) of geometric type with underlying ring R sharing the same initial exchange matrix B, there exists a unique coefficient specialization from A to A . In this case, we also sayB is universal over R and call the coefficient rows ofB universal geometric coefficients for B over R.
The local conditions of Definition 3.1 imply some global conditions, as recorded in the following proposition, whose proof follows immediately from (2.1) and (2.2). Proposition 3.3. Continuing the notation of Definition 3.1, if ϕ is a coefficient specialization, then (i ) the exchange matrices B t and B t coincide for any t.
(ii ) ϕ(x j;t ) = x j;t for all j ∈ [n] and t ∈ T n . Remark 3.4. A converse to Proposition 3.3 is true for certain B. Specifically, suppose the exchange matrix B has no column composed entirely of zeros. If the restriction of ϕ to P is a continuous R-linear map and conditions (i ) and (ii ) of Proposition 3.3 both hold, then ϕ is a coefficient specialization. This fact is argued in the proof of [12, Proposition 12.2] , with no restrictions on B. (Naturally, the argument there makes no reference to continuity and R-linearity, which are not part of [12, Definition 12.1] .) The argument given there is valid in the context of Definition 3.1, over any R, as long as B has no zero column.
The reason [12, Proposition 12.2] can fail when B has a zero column is that it may be impossible to distinguish p + j;t from p − j;t in [12, (12. 2)]. Rather than defining p + j;t and p − j;t here, we consider a simple case in the notation of this paper. Take R = Z and letB have a 1 × 1 exchange matrix [0] and a single coefficient row 1, so that in particular P = Trop Z (u 1 ). The cluster pattern associated with (x 1 ,B) has two seeds: One with cluster variable x 1 and coefficient u 1 , and the other with cluster variable x −1 1 (u 1 +1) and coefficient u −1
1 . On the other hand, letB also have exchange matrix [0] but let its single coefficient row be −1. Let P = Trop Z (u 1 ). The cluster pattern associated with (x 1 ,B ) has a seed with cluster variable x 1 and coefficient (u 1 ) −1 and a seed with cluster variable (x 1 ) −1 (1 + u 1 ) and coefficient u 1 . The map ϕ sending x 1 to x 1 and u 1 to u 1 extends to a ring homomorphism satisfying condition (ii ). However, condition (iii) fails.
The characterization in [12, Theorem 12.4 ] of universal coefficients in finite type is valid except when B has a zero column, or in other words when A(B) has a irreducible component of type A 1 . It can be fixed by separating A 1 as an exceptional case or by taking [12, Proposition 12.2] as the definition of coefficient specialization.
Remark 3.5. Here we discuss the requirement in Definition 3.1 that the restriction of ϕ be R-linear. This is strictly stronger than the requirement that the restriction be a group homomorphism, which is all that is required in [12, Definition 12.1] . The additional requirement in Definition 3.1 is that the restriction of ϕ commutes with scaling (i.e. exponentiation) by elements of R. This requirement is forced by the fact that Definitions 2.1 and 2.2 allow the underlying ring R to be larger than Q. When R is Z or Q, the requirement of commutation with scaling is implied by the requirement of a group homomorphism.
In general, however, consider again the example of a cluster algebra A of rank 1, given by the 2 × 1 matrix with rows 0 and 1 and the initial cluster x with a single entry x 1 . The coefficient semifield is Trop R (u 1 ). The cluster variables are x 1 and x −1 1 (u 1 +1). Suppose the underlying ring R is a field. Then R is a vector space over Q, and homomorphisms of additive groups from R to itself correspond to Q-linear maps of vector spaces. If R strictly contains Q, then there are infinitely many such maps fixing 1. Thus, if we didn't require commutation with scaling, there would be infinitely many coefficient specializations from A to itself fixing 1, x 1 and x −1 1 (u 1 + 1). The requirement of linearity ensures that the identity map is the only coefficient specialization fixing 1, x 1 and x −1 1 (u 1 + 1). Remark 3.6. Here we discuss the requirement in Definition 3.1 that the restriction of ϕ be continuous. This requirement is forced, once we allow the set of tropical variables to be infinite. Take I to be infinite, let P = Trop R (u i : i ∈ I) and consider a cluster algebra A of rank 1 given by the exchange matrix [0] and each coefficient row equal to 1. Consider the set of R-linear maps ϕ : P → P with ϕ(u i ) = u i for all i ∈ I. Linearity plus the requirement that u i → u i only determine ϕ on elements of P with finite support (elements i∈I u ai i with only finitely many nonzero a i ). This leaves infinitely many R-linear maps from P to itself that send every tropical variable u i to itself. Dropping the requirement of continuity in Definition 3.1, each of these maps would be a coordinate specialization.
The following proposition shows that the requirements of R-linearity and continuity resolve the issues illustrated in Remarks 3.5 and 3.6. Proposition 3.7. Let Trop R (u i : i ∈ I) and Trop R (v k : k ∈ K) be tropical semifields over R and fix a family (p ik : i ∈ I, k ∈ K) of elements of R. Then the following are equivalent.
(i) There exists a continuous R-linear map ϕ :
(ii) For all k ∈ K, there are only finitely many indices i ∈ I such that p ik is nonzero. When these conditions hold, the unique map ϕ is
We conclude this section by giving the details of the definition of the product topology and proving Proposition 3.7. We assume familiarity with the most basic ideas of point-set topology. Details and proofs regarding the product topology are found, for example, in [14, Chapter 3] . Let (X i : i ∈ I) be a family of topological spaces, where I is an arbitrary indexing set. Let X be the direct product i∈I X i , and write the elements of X as (a i : i ∈ I) with each a i ∈ X i . Let P j : X → X j be the j th projection map, sending (a i : i ∈ I) to a j . The product topology on X is the coarsest topology on X such that each P j is continuous. Open sets in X are arbitrary unions of sets of the form i∈I O i where each O i is an open set in X i and the identity O i = X i holds for all but finitely many i ∈ I.
We are interested in the case where each X i is R with the discrete topology (meaning that every subset of R is open). We write X I for i∈I X i in this case. For each i ∈ I, let e i ∈ X I be the element whose entry is 1 in the position indexed by i, with entries 0 in every other position. Later in the paper, we use the bold symbol e i for a standard unit basis vector in R n . Here, we intend the non-bold symbol e i to suggest a similar idea, even though a basis for X I may have many more elements than I. The open sets in X I are arbitrary unions of sets of the form i∈I O i where each O i is a subset of R and the identity O i = R holds for all but finitely many i ∈ I. The following is a rephrasing of Proposition 3.7.
Proposition 3.8. Let X I and X K be as above for indexing sets I and K. Fix a family (p ik : i ∈ I, k ∈ K) of elements of R. Then the following are equivalent.
To simplify the proof of Proposition 3.8, we appeal to the following lemma. Lemma 3.9. A map ϕ : X I → X K is continuous and R-linear if and only if the map P k • ϕ : X I → R is continuous and R-linear for each k ∈ K.
The assertions of the lemma for continuity and linearity are independent of each other. A direct proof for continuity is found in [14, Chapter 3] . The assertion for linearity is immediate because the linearity of each P k • ϕ is the linearity of ϕ in each entry, which is equivalent to the linearity of ϕ. Lemma 3.9 reduces the proof of Proposition 3.8 to the following proposition: Proposition 3.10. Let X I be as above and endow R with the discrete topology. Fix a family (p i : i ∈ I) of elements of R. Then the following are equivalent.
(i) There exists a continuous R-linear map ϕ : X I → R with ϕ(e i ) = p i for all i ∈ I. (ii) There are only finitely many indices i ∈ I such that p i is nonzero.
When these conditions hold, the unique map ϕ is ϕ(a i : i ∈ I) = i∈I p i a i .
Proof. Suppose ϕ : X I → R is a continuous R-linear map with ϕ(e i ) = p i for all i ∈ I. The continuity of ϕ implies in particular that ϕ −1 ({0}) is some open set O in X I . The set O is the union, indexed by some set M , of sets (O m : m ∈ M ), where each O m is a Cartesian product i∈I O mi with O mi ⊆ R for all i ∈ I and with the identity O mi = R holding for all but finitely many i ∈ I. The set M is nonempty because R-linearity implies that φ(0 · e i ) = 0 for any i ∈ I. We choose M and the sets O m to be maximally inclusive, in the following sense: If O contains some set U = i∈I U i with U i ⊆ R for all i ∈ I and with the identity U i = R holding for all but finitely many i ∈ I, then there exists m ∈ M such that U = O m .
For each m ∈ M , let S m be the finite set of indices i ∈ I such that O mi = R and choose µ ∈ M to minimize the set S µ under containment. A priori, there may not be a unique minimum set, but some minimal set exists because M is nonempty and the sets S m are finite. We now show that p i = 0 if and only if i ∈ S µ .
If p i = 0 for some i ∈ S µ , then for any element z of O µ , the element z + ce i is in O. In particular, the set obtained from O µ = j∈I O µj by replacing O µi with R is contained in O, and so equals O µ for some µ ∈ M . This contradicts our choice of µ to minimize S µ , and we conclude that p i = 0 for all i ∈ S µ . Now suppose i ∈ S µ . Let x ∈ O µ and let y be obtained from x by subtracting 1 in the entry indexed by i. Since O µi = R, we have y ∈ O µ as well. Thus p i = ϕ(e i ) = ϕ(x − y) = 0 − 0 = 0.
Given (i), we have established (ii), and now we show that the map ϕ is given by ϕ(a i : i ∈ I) = i∈I p i a i , which is a finite sum by (ii). Let a = (a i : i ∈ I) ∈ X I . Let b = (b i : i ∈ I) ∈ X I have b i = 0 whenever i ∈ I \ S µ and b i = a i whenever i ∈ S µ . Then a and b differ by an element of O µ , so ϕ(a − b) = 0 by linearity, and thus ϕ(a) = ϕ(b). But b is a finite linear combination i∈Sµ b i e i , so ϕ(a) = ϕ(b) = i∈Sµ p i b i = i∈Sµ p i a i . Since p i = 0 for i ∈ S µ , we have ϕ(a) = i∈I p i a i . Finally, suppose (ii) holds, let S be the finite set {i ∈ I : p i = 0}, and define ϕ : X I → R by ϕ(a i : i ∈ I) = i∈I p i a i . It is immediate that this map is R-linear. The map is also continuous: Given any subset U of R, 
Bases for B
In this section, we define the notion of an R-basis for an exchange matrix B and show that an extended exchange matrix is universal for B over R if and only if its coefficient rows constitute an R-basis for B. This amounts to a simple rephrasing of the definition combined with a reduction to single components. 
as follows. (The use of the real numbers R here rather than the more general R is deliberate.) Given a vector a = (a 1 , . . . , a n ) ∈ R n , letB be an extended exchange matrix having exchange matrix B and having a single coefficient row a = (a 1 , . . . , a n ). Let η B k (a) be the coefficient row of µ k (B). By (2.2), η B k (a) = (a 1 , . . . , a n ), where, for each j ∈ [n]:
The map η B k is a continuous, piecewise linear, invertible map with inverse η
. As before, we index the sequence k so that the first entry in the sequence is on the right. Define
This is again a piecewise linear homeomorphism from R n to itself, with inverse η Proof. Let (b i : i ∈ I) be the coefficient rows ofB. We show that the following conditions are equivalent.
(a)B is universal over R. (b) For every extended exchange matrixB with exactly one coefficient row, sharing the exchange matrix B withB and having entries in R, there exists a unique coefficient specialization from A R (B) to A R (B ). (c) For every extended exchange matrixB with exactly one coefficient row a = (a 1 , . . . , a n ) ∈ R n , sharing the exchange matrix B withB, there exists a unique choice (p i : i ∈ I) of elements of R, finitely many nonzero, such that both of the following conditions hold:
Here b t i is the coefficient row ofB t indexed by i ∈ I in the Y -pattern t →B t withB t0 =B and a t is the coefficient row ofB t in the Y -pattern t →B t with B t0 =B .
If (a) holds, then (b) holds by definition. Condition (b) is the assertion that there exists a unique map satisfying Definition 3.1(iii). By Proposition 3.7, choosing a continuous R-linear map is equivalent to choosing elements (p i : i ∈ I) of R with finitely many nonzero. The remainder of Definition 3.1(iii) is rephrased in (c) as conditions (i) and (ii). We see that Condition (c) is a rephrasing of condition (b). Now suppose (c) holds and letB be an extended exchange matrix with coefficient rows indexed by an arbitrary set K. For each k ∈ K, condition (c) implies that there is a unique choice of elements p ik of R satisfying, in the k th component, the conditions of Proposition 3.7 and of Definition 3.1. The elements p ik , taken together for all k ∈ K, satisfy the conditions of Propositions 3.7 and 3.1, and thus define the unique coordinate specialization from A R (B) to A R (B ). We have verified that (c) implies (a), so that the three conditions are equivalent.
But (c) is equivalent to the assertion that, for each a ∈ R n , there exists a unique finite subset S ⊆ I and unique nonzero elements (c i : i ∈ S) of R such that a − i∈S c i b i is a B-coherent linear relation. This is equivalent to the assertion that (b i : i ∈ I) is an R-basis for B.
Remark 4.5. Given a universal extended exchange matrixB over R and an extended exchange matrixB sharing the exchange matrix B withB and having entries in R, the proof of Theorem 4.4 provides an explicit description of the unique coefficient specialization from A R (x,B) to A R (x ,B ). It is the map sending each x j to x j and acting on coefficient semifields as follows: Let (b i : i ∈ I) be the coefficient rows ofB and let (a k : k ∈ K) be the coefficient rows ofB . For each k, there is a unique choice (p ik : i ∈ I) of elements of R, finitely many nonzero, such that a k − i∈S p ik b i is a B-coherent linear relation. Then the restriction of ϕ to coefficient semifields is the map described in Proposition 3.7. Proposition 4.6. Suppose the underlying ring R is a field. For any exchange matrix B, there exists an R-basis for B. Given an R-spanning set U for B, there exists an R-basis for B contained in U .
Proof. Let U be an R-spanning set for B. Given any chain U 1 ⊆ U 2 ⊆ · · · of Rindependent sets for B contained in U , the union of the chain is an R-independent set for B. Thus Zorn's Lemma says that among the R-independent subsets of U , there exists a maximal set M . We show that if R is a field, then M is an R-spanning set for B. If not, then there exists a vector a ∈ R n such that no B-coherent linear relation a − i∈S c i b i over R exists with each b i in M . In particular, a ∈ M , so M ∪ {a} strictly contains M . If M ∪ {a} is not an R-independent set for B, then since M is an R-independent set for B, there exists a B-coherent linear relation ca− i∈S c i b i over R with c = 0 and each b i in M . Since R is a field, a− i∈S ci c b i is a B-coherent linear relation over R, and this contradiction shows that M ∪ {a} is an R-independent set for B. That contradicts the maximality of M , and we conclude that M is an R-spanning set for B. We have proved the second statement of the proposition. The first statement follows because R n is an R-spanning set for B. Remark 4.9. The definitions in Section 2 are closest to the original definitions in [12] when R = Z, and arguably it is most important to find Z-bases for exchange matrices (and thus universal geometric coefficients over Z). Unfortunately, the second assertion of Proposition 4.6 can fail when R = Z, as shown in Example 4.10 below. We have no proof of the assertion that every B admits a Z-basis, but also no counterexample.
In Section 9, we construct R-bases for any B of rank 2 and any R. In Section 10 we construct R-bases for any B of finite type and any R. We also conjecture a form for R-bases for B of affine type and any R. In [21] and [22] , we use laminations to construct an R-basis (with R = Z or Q) for certain exchange matrices arising from marked surfaces. is the unique Z-basis for B. In particular, the extended exchange matrix
is universal over any R. The set {−1, 2, 3} is a Z-spanning set for B, but contains no Z-basis for B. In particular, the second assertion of Proposition 4.7 may fail without the hypothesis that R is a field.
The remainder of this section is devoted to further details on B-coherent linear relations and bases. First, in the most important cases, condition (4.4) can be ignored when verifying that a linear relation is B-coherent. (4.3) for the sequences k and kk. These conditions are i∈S>0 c i w i = − i∈S ≤0 c i w i and i∈S>0 c i η
. . , −a n ). Since all of the vectors w i for i ∈ S >0 have positive k th coordinate, (4.1) says that
. . , a n ) given by:
where b kj is the kj-entry of µ k (B). Similarly, i∈S ≤0 c i η
. . , a n ), given by:
The requirement that i∈S>0 c i η
(w i ) means that (a 1 , . . . , a n ) = −(a 1 , . . . , a n ). Therefore a k b kj = 0 for all j. The property of having a column consisting entirely of zeros is preserved under mutation, so µ k (B) has no column of zeros. Since µ k (B) is skew-symmetrizable, it also has no row consisting entirely of zeros. We conclude that a k = 0. In particular, we have showed that the k th coordinate of i∈S ≤0 c i w i is zero. This is the k th component of (4.4).
We record a simple but useful observation about B-coherent linear relations. To further simplify the task of finding universal geometric coefficients, we conclude this section with a brief discussion of reducibility of exchange matrices. Definition 4.13 (Reducible (extended) exchange matrices). Call an exchange matrix B reducible if there is some permutation π of [n] such that simultaneously permuting the rows and columns of B results in a block-diagonal matrix. Otherwise call B irreducible.
The following proposition is immediate, and means that we need only construct bases for irreducible exchange matrices. Proposition 4.14. Suppose B is a p×p exchange matrix and B is a q×q exchange matrix. If
p included into R n by adding q zeros at the end, and 0 p × b j is interpreted similarly.
Proposition 4.14 also allows us to stay in the case where B has no column of zeros, so that the definition of B-coherent linear relations simplifies as explained in Proposition 4.11. This is because an exchange matrix with a column of zeros is reducible and has the 1 × 1 exchange matrix [0] as a reducible component. This component is easily dealt with as explained in Example 4.10.
B-cones and the mutation fan
In this section, we use the mutation maps associated to an exchange matrix B to define a collection of closed convex real cones called B-cones. These define a fan called the mutation fan for B.
Definition 5.1 (Cones).
A convex cone is a subset of R n that is closed under positive scaling and under addition. A convex cone, by this definition, is also convex in the usual sense. A polyhedral cone is a cone defined by finitely many weak linear inequalities, or equivalently it is the nonnegative R-linear span of finitely many vectors. A rational cone is a cone defined by finitely many weak linear inequalities with integer coefficients, or equivalently it is the nonnegative R-linear span of finitely many integer vectors. A simplicial cone is the nonnegative span of a set of linearly independent vectors. Proof. Let C be a B-class and let k = k q , . . . , k 1 . We show by induction on q that the map η B k is linear on C. The base case q = 0 is trivial. If q > 0 then let k = k q−1 , . . . , k 1 . By induction, the map η B k is linear on C. Since C is a B-class, η B k takes C to a set C on which the function sgn is constant. In particular, C is contained in one of the domains of linearity of η
k is also a continuous map, it is linear on the closure of C. Proposition 5.4. Each B-class is a convex cone containing no line and each Bcone is a closed, convex cone containing no line.
Proof. First, notice that each B-class is closed under positive scaling because each map η B k commutes with positive scaling, and because the function sgn is unaffected by positive scaling. Furthermore, if
Since B-classes are closed under positive scaling and addition, they are convex cones. The requirement that sgn(η B k ( · )) is constant within B-classes implies in particular (taking k to be the empty sequence) that each B-class is contained in a coordinate orthant. In particular, no B-class contains a line. We have verified the assertion for B-classes, and the assertion for B-cones follows. 
Proof. Let C be a B-class and let k = k q , . . . , k 1 be another finite sequence of indices in [n] . Then since C is a B-class, the function sgn is constant on η
where k k is the concatenation of k and k. Letting k vary over all possible sequences, we see that η 
Definition 5.6 (Sign-coherent vectors). A collection X of vectors in R
n is signcoherent if for any k ∈ [n], the k th coordinates of the vectors in X are either all nonnegative or all nonpositive.
As pointed out in the proof of Proposition 5.4, each B-cone is contained in some coordinate orthant. In other words:
Proposition 5.7. Every B-cone is a sign-coherent set.
Our understanding of B-cones allows us to mention the simplest kind of Bcoherent linear relation.
Definition 5.8 (B-local linear relations).
Let B be an n × n exchange matrix. Let S be a finite set, let (v i : i ∈ S) be vectors in R n and let (c i : i ∈ S) be real numbers. Then the formal expression i∈S c i v i is a B-local linear relation if the equality i∈S c i v i = 0 holds and if {v i : i ∈ S} is contained in some B-cone. In order to study the collection of all B-cones, we first recall some basic definitions from convex geometry.
Definition 5.10 (Face). A subset F of a convex set C is a face if F is convex and if any line segment L ⊆ C whose interior intersects F has L ⊆ F . In particular, the empty set is a face of C and C is a face of itself. Also, if H is any hyperplane such that C is contained in one of the two closed halfspaces defined by H, then H ∩ C is a face of C. The intersection of an arbitrary set of faces of C is another face of C. A face of a closed convex set is closed.
Definition 5.11 (Fan). A fan is a collection F of closed convex cones such that if C ∈ F and F is a face of C, then F ∈ F, and such that the intersection of any two cones in F is a face of each of the two. In some contexts, a fan is required to have finitely many cones, but here we allow infinitely many cones. A fan is complete if the union of its cones is the entire ambient space. A simplicial fan is a fan all of whose cones are simplicial. A subfan of a fan F is a subset of F that is itself a fan. If F 1 and F 2 are complete fans such that every cone in F 2 is a union of cones in F 1 , then we say that F 1 refines F 2 or equivalently that F 2 coarsens F 1 .
Definition 5.12 (The mutation fan for B). Let F B be the collection consisting of all B-cones, together with all faces of B-cones. This collection is called the mutation fan for B. The name is justified by the following theorem.
Theorem 5.13. The collection F B is a complete fan.
To prove Theorem 5.13, we introduce some additional background on convex sets and prove several preliminary results. Lemma 5.15. Let C be a convex set in R n . Let x be in the closure of C, let y be in the relative interior of C and let ε ∈ [0, 1). Then εx + (1 − ε)y is in the relative interior of C. Lemma 5.19. Let F , G, M , and N be convex sets in R n such that F is a face of M and G is a face of N . Suppose M ∩ N is a face of M and of N . Then F ∩ G is a face of F and of G.
Proof. If F ∩ G is empty, then we are done. Otherwise, let L be any line segment contained in F whose relative interior intersects F ∩ G. Then L is in particular a line segment in M whose relative interior intersects M ∩ N . By hypothesis, M ∩ N is a face of M , so L is contained in M ∩ N . Since G is a face of N , since L is contained in N , and since the relative interior of L intersects G, we see that L is contained in G. Thus L is contained in F ∩ G. We have shown that F ∩ G is a face of F , and the symmetric argument shows that F ∩ G is a face of G.
Lemma 5.20. If C is a sign-coherent convex set then sgn is constant on relint(C).
Proof. Let x, y ∈ relint(C) and suppose sgn(x i ) = sgn(y i ) for some index i ∈ [n]. Since x and y are in relint(C), the relative interior of C contains an open interval about x in the line containing x and y. If sgn(x i ) = 0, then sgn(y i ) = 0, and thus this interval about x contains points whose i th coordinate have all possible signs. Arguing similarly if sgn(y i ) = 0, we see that in any case, relint(C) contains points whose i th coordinates have opposite signs. This contradicts the sign-coherence of C.
We now prove some preliminary results about B-cones.
Proposition 5.21. Every B-cone C is the closure of a unique B-class, and this B-class contains relint(C).
Proof. The B-cone C is the closure of some B-class C . In light of Proposition 5.4, Lemma 5.16 says that relint(C ) = relint(C). In particular, relint(C) ⊆ C . If C is the closure of some other B-class C , then also C contains relint(C). Since relint(C) is nonempty and since distinct B-classes are disjoint, C = C .
To further describe B-cones, we will use a partial order on sign vectors that appears in the description of the ("big") face lattice of an oriented matroid. (See [1, Section 4.1].) Definition 5.22 (A partial order on sign vectors). A sign vector is an n-tuple whose entries are in {−1, 0, 1}, or in other words, a vector that arises by applying the operator sgn to a vector in R n . For sign vectors x and y, say x y if x agrees with y, except possibly that some entries 1 or −1 in y become 0 in x. The point of this definition is to capture a notion of limits of sign vectors: If v is the limit of a sequence or continuum of vectors all having the same sign vector y, then sgn(v) y. Proposition 5.23. Let C be a B-class whose closure is the B-cone C. Let y be any point in C . Then C is the set of points x such that sgn(η
Proof. Let y be any point in relint(C). Proposition 5.21 says that C contains relint(C), so the vectors sgn(η 
On the other hand, suppose sgn(η Proof. Let I be an arbitrary indexing set and, for each i ∈ I, let C i be a B-cone. Then C = i∈I C i is non-empty because it contains the origin. Furthermore, it is a closed convex cone because it is an intersection of closed convex cones. Let i ∈ I. Then Proposition 5.25 says that the relative interior of C is contained in a B-class D with D ⊆ C i . Since distinct B-classes are disjoint, applying Proposition 5.25 to each i, we obtain the same D, and we conclude that D is contained in C. By Lemma 5.17, C is the closure of relint(C). Since relint(C) ⊆ D ⊆ C and C is closed, we conclude that C is the closure of D. Thus C is a B-cone. Proof. Let F be the intersection of all faces of D which contain C. Since D is itself a face of D, this intersection is well-defined. Then F is a face of D, and we claim that the relative interior of C intersects the relative interior of F .
Suppose to the contrary that the relative interior of C does not intersect the relative interior of F . Then Lemma 5.18 says that there exists a hyperplane H, defining halfspaces H + and H − such that C ⊆ H + , F ⊆ H − and C ∪ F ⊆ H. Since F contains C, we have C ⊆ H − , so C ⊆ H + ∩ H − = H. Therefore F ⊆ H. Now H ∩ F is a proper face of F containing C, contradicting our choice of F as the intersection of all faces of D which contain C. This contradiction proves the claim.
By Proposition 5.25, there is some B-class F containing relint(F ). By Proposition 5.21, C is the closure of a B-class C containing relint(C). By the claim, relint(C) ∩ relint(F ) is nonempty, so F ∩ C is nonempty. Since distinct B-classes are disjoint, we conclude that F = C . Thus relint(F ) ⊆ C . Proposition 5.17 says that F is the closure of relint(F ), so applying closures to the relation relint(F ) ⊆ C , we see that F ⊆ C. By construction C ⊆ F , so C = F , and thus C is a face of D.
Remark 5.28. One can phrase a converse to Lemma 5.27: If D is a B-cone and C is a face of D, then C is a B-cone. This statement is false; a counterexample appears in the proof of Proposition 9.9.
We are now prepared to prove the main theorem of this section.
Proof of Theorem 5.13. By Proposition 5.4, each element of F B is a convex cone. By the definition of F B , if C ∈ F B then all faces of C are also in F B . Thus, to show that F B is a fan, it remains to show that the intersection of any two cones in F B is a face of each. Since every cone in F B is a face of some B-cone, Lemma 5.19 says that it is enough to consider the case where both cones are B-cones. If C and D are distinct B-cones, then Proposition 5.26 says that C ∩ D is a B-cone. Lemma 5.27 says that C ∩ D is a face of C and that C ∩ D is a face of D.
Since the union of all B-classes is all of R n , the union of the B-cones is also all of R n . Thus F B is complete.
We conclude the section with two more useful facts about B-cones.
Proposition 5.29. For any a ∈ R n , there is a unique smallest B-cone containing a. This B-cone is the closure of the B-class of a.
Proof. By Proposition 5.26, the intersection of all B-cones containing a is a Bcone C. Proposition 5.24 says that any B-cone containing a contains the entire B-class of a, so C is the closure of the B-class of a. Figure 1 . The picture is interpreted as follows: Intersecting each inverse image of a coordinate plane with a unit sphere about the origin, we obtain a collection of arcs of great circles. These are depicted in the plane by stereographic projection. The projections of the unit vectors e 1 , e 2 , and e 3 are labeled. We suspect that the differences between this approximation and F B are unnoticeable at this resolution.
Positive bases and cone bases
In this section, we discuss two special properties that an R-basis for B may have. One of these properties is a notion of positivity. It is not clear what consequences positivity has for cluster algebras, but it is a very natural notion for R-bases and for coefficient specializations. Many of the bases that have been constructed, here and in [21, 22] , are positive. The second special property, a condition on the interaction of the basis with the mutation fan, follows from the positivity property.
Combining these, we obtain a Bcoherent relation a i − j∈S k∈Sj c j d jk a k . Since (a i : i ∈ I) is an R-basis for B, this B-coherent relation is trivial. Thus the summation over j ∈ S and k ∈ S j has only one term a i . In particular, the set S has exactly one element j, the set S j has only one element i, and c j d ji = 1. We see that a i = c j b j for some j ∈ J, where c j is a positive unit with inverse d ji . Thus every basis element a i is obtained from a basis element b j by scaling by a positive unit. 
is an R-independent set for B. Still supposing (b i : i ∈ I) to be a cone R-basis for B, let C now be any B-cone. If there is some non-trivial linear relation among the vectors in {b i : i ∈ I} ∩ C, then that relation is B-local and thus B-coherent. This contradicts condition (ii) of Definition 6.3, so {b i : i ∈ I} ∩ C is linearly independent. Thus {b i : i ∈ I} ∩ C is a basis for its R-linear span, which equals the R-linear span of C by condition (i) in Definition 6.3.
On the other hand, suppose (b i : i ∈ I) is an R-basis for B whose restriction to each B-cone is a basis (in the usual sense) for the span of that B-cone. Then condition (i)
For every exchange matrix B for which the author has constructed an R-basis, the R-basis is in fact a cone R-basis. The following question thus arises.
is an R-basis for B is it necessarily a cone R-basis?
We now relate the notion of a cone R-basis to the notion of a positive R-basis. 
Proof. Condition (ii) implies condition (i) trivially. Conversely, suppose (i) holds, let C be a B-cone and let a ∈ R n ∩ C. To show that (ii) holds, we need to show that the R-linear span of {b i : i ∈ I} ∩ C contains a.
Since (b i : i ∈ I) is a positive R-basis for B, there is a B-coherent linear relation −a + i∈S c i b i with the c i positive. Proposition 5.29 says that there is a unique smallest B-cone D containing a, and that D is the closure of the Bclass of a. We claim that {b i : i ∈ S} is contained in D. Otherwise, for some i ∈ S, Proposition 5.23 says that there is a sequence k such that sgn(η If (iii) holds, then for any a in R n , there exists a finite subset S ⊆ I and positive elements (c i : i ∈ S) of R such that a − i∈S c i b i is a B-local linear relation. Proposition 5.9 implies that (b i : i ∈ I) is a positive R-basis for B, so (i) holds. Remark 6.8. A positive basis is necessarily a cone basis, by Proposition 6.7, so explicit coefficient specializations from the corresponding universal extended exchange matrix are found as described in Remark 6.5. In Section 9, there are examples of exchange matrices B having a cone R-basis but not a positive R-basis for R = Z or R = Q.
The existence of a positive R-basis has implications for the structure of the mutation fan. We describe these implications by constructing another fan closely related to F B .
Definition 6.9 (R-part of a fan). Suppose F is a fan and R is an underlying ring. Suppose F is a fan satisfying the following conditions:
(i) Each cone in F is the nonnegative R-linear span of finitely many vectors in R n . (For example, if R = Z or Q, then these are rational cones.) (ii) Each cone in F is contained in a cone of F.
(iii) For each cone C of F, there is a unique largest cone (under containment) among cones of F contained in C. This largest cone contains R n ∩ C.
Then F is called the R-part of F. The R-part of F might not exist. For example, the fans discussed later in Proposition 9.9 have no Q-part. However, if the R-part of F exists, then it is unique: For each cone C of F, condition (iii) implies that the largest cone of F contained in C is the nonnegative R-linear span of R n ∩ C. Condition (iii) implies that every cone in F is a face of one of these largest cones.
Proposition 6.10. Suppose F is a fan, R is an underlying ring, and F is the R-part of F. Every cone of F spanned by vectors in R n is a cone in F . The full-dimensional cones in F are exactly the full-dimensional cones in F .
Proof. Suppose C is a cone of F spanned by vectors in R n . Condition (iii) of Definition 6.9 says that there is a cone D of F contained in C and containing R n ∩ C. But then D contains the vectors spanning C, so C = D. Suppose C is a full-dimensional cone of F. Since Q n is dense in R n , if C is strictly larger than the largest cone D of F contained in C, then there are rational vectors (and thus integer vectors and thus vectors in R n ) in C \ D. This is a contradiction to condition (iii) of Definition 6.9. Thus C equals the cone D of F .
Conversely, suppose D is a full-dimensional cone of F . Then condition (ii) of Definition 6.9 says that D is contained in some full-dimensional cone C of F. Since F is a fan and D is full dimensional, D is the largest cone of F contained in C, and as argued above, D = C. Thus D is a cone of F. Proof. If some cone C in F R B is not simplicial, then C is generated by a set U of vectors in R n that is linearly dependent over R. We conclude that U is also linearly dependent over R. (Suppose U is a set of vectors in R n that is linearly independent over R. Write a matrix whose rows are U . Use row operations over R to put the matrix into echelon form. Since there are no nontrivial R-linear relations on the rows, the echelon form has full rank, so U is linearly independent over R.) The relation expressing this linear dependence is B-local by the definition of F R B , so by Proposition 5.9 it is a B-coherent linear relation over R among the basis vectors. Now suppose C 1 and C 2 are maximal cones in F R B , spanned respectively by subsets U 1 and U 2 of the positive basis. Since C 1 and C 2 are spanned by vectors in R n , if R is a field, then C 1 and C 2 are each intersections of halfspaces with normal vectors in R n . Thus C 1 ∩ C 2 is an intersection of halfspaces with normal vectors in R n , and thus is spanned by vectors in R n . In particular, there exists a vector x ∈ R n contained in the relative interior of C 1 ∩ C 2 . The vector x can be expressed both as a nonnegative R-linear combination of U 1 and as a nonnegative R-linear combination of U 2 . Both of these expressions are B-local and thus B-coherent by Proposition 5.9, so their difference is a B-coherent R-linear relation. But since U 1 and U 2 are part of an R-basis (and in particular an R-independent set) for B, the two expressions must coincide, so that each writes x as a nonnegative R-linear combination of U 1 ∩ U 2 . We conclude that C 1 ∩ C 2 is contained in the cone spanned by U 1 ∩ U 2 , and the opposite containment is immediate. Thus, since C 1 and C 2 are simplicial, C 1 ∩ C 2 is a face of both. If instead R = Z, then the usual arguments by clearing denominators show that (b i : i ∈ I) is also a positive Q-basis for B, so that F The following corollary is immediate by Propositions 6.7 and 6.11. For any exchange matrix B, Proposition 5.9 implies that a collection consisting of exactly one nonzero vector in each ray of F B is an R-spanning set for B and thus contains an R-basis for B by Proposition 4.6. In particular, the following proposition holds. Proposition 6.14. A collection consisting of exactly one nonzero vector in each ray of F B is a positive R-basis for B if and only if it is an R-independent set for B.
In this case, F B is simplicial by Corollary 6.13. On the other hand, if F B is simplicial, then a collection consisting of exactly one nonzero vector in each ray of F B could conceivably fail to be an R-independent set for B, in which case no positive R-basis exists for B. However, we know of no exchange matrix B for which this happens.
Example 6.15. In Sections 9 and 10 and in [21, 22] , we encounter examples of mutation fans that are simplicial. There also appear to exist exchange matrices B such that F B is not simplicial, and one such example appears to be B = 
Properties of the mutation fan
In this section, we prove some properties of mutation fans that are useful in constructing F B is some cases. We begin by pointing out several symmetries.
It is apparent from Definition 4.1 that
k (−a) for any sequence k. Since also the antipodal map a → −a commutes with the map sgn, we see that a 1 ≡ B a 2 if and only if (−a 1 ) ≡ −B (−a 2 ). Thus we have the following proposition, in which −F B denotes the collection of cones −C = {−a : a ∈ C} such that C is a cone in F B . 
A less obvious symmetry is a relationship called rescaling. 
Define matrices D and Ď B similarly in terms of the skew-symmetrizing constants for B . Arguing similarly, we see that the ij-entry of s B is sgn(
Proposition 7.5 relies on the assumption that B and B are exchange matrices in the sense of Definition 2.3. That is, they are skew-symmetrizable integer matrices. For any k, (2) says that the sum i∈S c i η
We conclude that (4) holds. Now (5) and (6) follow.
Remark 7.9. If R is not a field (that is, if R = Z), then the conclusion of Proposition 7.8(6) can fail. For an example, we look ahead to Section 9. LetB be the third matrix in (9.1), with exchange matrix B = 
g-Vectors and the mutation fan
In this section, we show that the mutation fan F B contains an embedded copy of a fan defined by g-vectors for B
T . The result is conditional on the following conjecture, which shown in Proposition 8.9 to be equivalent to a conjecture from [12] .
n is a B-cone.
At the time of writing, the conjecture is known for some exchange matrices B and not for others (Remark 8.14), so we need to be precise about what we require. Hypotheses on B) . The Standard Hypotheses on B are that Conjecture 8.1 holds for every exchange matrix in the mutation class of B and for every exchange matrix in the mutation class of −B. We use the symbol O for the nonnegative orthant (R ≥0 )
Definition 8.2 (Standard
n . In light of Proposition 7.1, we restate the Standard Hypotheses as the requirement that both O and the nonpositive orthant −O are B -cones for every exchange matrix B in the mutation class of B.
The Standard Hypotheses allow us to relate the mutation fan for B to the gvectors associated to cluster variables in a cluster algebra with principal coefficients.
Definition 8.3 (Principal coefficients).
Given an exchange matrix B, consider the 2n × n extended exchange matrixB whose top n rows are B and whose bottom n rows are the n × n identity matrix. A cluster pattern or Y -pattern withB in its initial seed is said to have principal coefficients at the initial seed. We write x B;t0 t for the cluster indexed by t in the cluster pattern with exchange matrix B and principal coefficients at the vertex t 0 of T n . The notation x ,t0 in the initial seed is the standard unit basis vector e ∈ R n . The remaining g-vectors are defined by the following recurrence relation, in which we have suppressed the superscripts B; t 0 .
for each edge t k --t in T n . The entries b t refer to the Y -pattern of geometric type with exchange matrix B at t 0 and principal coefficients. The notation col(j, B) refers to the j th column of the initial exchange matrix B. The g-vectors are also defined by the recurrence relation
The equivalence of (8.1) . . . , g n ) are related by
where the quantities b jk are the entries of the matrix B 0 .
More to the point is a restatement of Conjecture 8.10 in the language of mutation maps. First, we rewrite (8.3) as
Then, comparing with (4.1), we see that the following conjecture is equivalent to T ;t0 tq (rather than only mapping extreme rays to extreme rays). Thus
Referring to (4.2), we see that T ;t0 tq is a µ k1 (µ k1 (B))-cone, or in other words, a B-cone.
Remark 8.14. Conjecture 8.8 (and thus Conjecture 8.1) is known in many cases, but currently not in full generality. In particular, it was proved in [4] for skew-symmetric exchange matrices. (See also [16, 18] .) (In particular, since skew-symmetry is preserved under matrix mutation, Conjecture 8.11 is true whenever B 0 and B 1 are skew-symmetric.) Conjecture 8.8 is not specifically mentioned in [4] , but [4, Theorem 1.7] establishes [12, Conjecture 5.4] , which is shown in the proof of [12, Proposition 5.6 ] to be equivalent to Conjecture 8.8. In [2] , the construction of [4] is extended to some non-skew-symmetric exchange matrices. In particular, [2, Proposition 11.1] establishes Conjecture 8.8 for a class of exchange matrices including all matrices of the form DS, where D is an integer diagonal matrix and S is an integer skew-symmetric matrix. (This is a strictly smaller class than the class of all skew-symmetrizable matrices, which are the integer matrices of the form D −1 S where D is an integer diagonal matrix and S is a skew-symmetric matrix.) In a personal communication to the author [3] , Demonet indicates that his results can be extended to prove Conjecture 8.8 for all exchange matrices that are mutation equivalent to an acyclic exchange matrix. See also [2, Remark 7.2] and the beginning of [2, Section 11].
As a corollary to Theorem 8.7, we see that any positive R-basis for B must involve the g-vectors for B
T . We now present some results about rescalings of exchange matrices as they relate to the Standard Hypotheses and to g-vectors. The first result is immediate from Proposition 7.8(1) and (3). are not contained in any common cluster.
(ii) There exists t ∈ T n and k ∈ [n] such that g In particular, a B T -coherent linear relation over Z among these g-vectors can be rewritten as a B T -coherent linear relation among basis elements. Thus any B Tcoherent linear relation over Z among these g-vectors is trivial.
The rank-2 case
In this section, we construct R-bases for exchange matrices of rank 2. We prove the following theorem and give explicit descriptions of the additional vectors mentioned. The details are given in Propositions 9.4, 9.8 and 9.9. Theorem 9.1. Let B be an exchange matrix of rank 2. Then an R-basis for B can be constructed by taking the g-vectors associated to B T and possibly adding one or two additional vectors.
The exchange matrices of rank 2 are the matrices B of the form [ 0 a
b 0 ] where a and b are integers with sgn(b) = − sgn(a). (This is skew-symmetrizable with d 1 = |b| and d 2 = |a|.) We label the vertices of the infinite 2-regular tree T 2 as . . . , t −1 , t 0 , t 1 , . . . with t i adjacent to t i−1 by an edge labeled k ∈ {1, 2} with k ≡ i mod 2. The Standard Hypotheses (Definition 8.2) are known to hold for exchange matrices of rank 2. (For example, one may apply [2, Proposition 11.1] as explained in Remark 8.14.) Since B is of rank 2, the fan F B is a fan in R 2 , and since no B-cone contains a line, F B is therefore simplicial.
The following proposition accomplishes most of the work towards proving Theorem 9.1. We again write R(B) for the set of rays of the mutation fan F B . We write R
• (B) for the subset of R(B) consisting of rays of F ..,k1 (ρ) both equal R ≥0 e j , where j is the unique element of {1, 2} \ {k q }. In rank 2, every single mutation operation µ k is simply negation of the matrix. Thus, either µ kq−1,...,k1 (B) or µ kq,...,k1 (B) has a nonnegative ij-entry. If µ kq−1,...,k1 (B) has a nonnegative ij-entry, then write k = k q−1 , . . . , k 1 and t = t q−1 and t = t q . Otherwise, write k = k q , . . . , k 1 and t = t q and t = t q−1 . Write i = k q . The edge connecting t to t is labeled t To complete the proof of Theorem 9.1, we explicitly construct the mutation fan for B and to prove that the remaining vectors {v ρ : ρ ∈ R(B)} beyond the rays in g-vector cones must also appear with coefficient zero in any B-coherent linear relation. We consider several cases separately. Definition 9.3 (Cluster algebra/exchange matrix of finite type). A cluster algebra is of finite type if and only if its associate cluster pattern contains only finitely many distinct seeds. Otherwise it is of infinite type.
The classification [9, 11] Proof. In the case where B is of finite type, it is known that the g-vector cones are the maximal cones of a complete fan. For example, in Section 10, we explain how this fact (Theorem 10.6), for arbitrary rank and finite type, follows from results of [23, 26, 30] . (See Remark 10.13.) This can also be verified directly in all rank-2 finite-type cases. In particular, F B consists of the g-vector cones associated to B T , and their faces. The collection of all g-vectors is a positive R-basis for B by Theorem 8.17 and Proposition 9.2.
One can calculate these bases explicitly in all cases. Some of the resulting universal extended exchange matrices are shown below in (9.1).
In light of Propositions 7.1 and 7.2, the remaining cases are obtained from the cases shown by applying one or both of the following operations: (a) negating all entries and/or (b) swapping the columns and then swapping the first two rows. The mutation fans corresponding to the four cases in (9.1) are shown in Figure 2 . The standard unit basis vector e 1 points to the right in the pictures and e 2 points upwards. Black lines indicate the rays. Example 9.5. We now consider a detailed example based on the universal extended exchange matrixB in (9.1) whose underlying exchange matrix is B = 0 1 −2 0 . We write the indexing set I as {a, b, c, d, e, f }, so that the matrix is indexed as
We continue to label the vertices of T 2 as . . . , t −1 , t 0 , t 1 , . . . with t i adjacent to t i−1 by an edge labeled k ∈ {1, 2} such that k ≡ i mod 2. In this case, the labeled seed at t i depends only on i mod 6. The extended exchange matrices, coefficients, and cluster variables in this cluster algebra are shown in Tables 1 and 2 . Now consider another extended exchange matrixB with the same underlying exchange matrix B = 0 1 −2 0 . This time, the indexing set I is {α, β, γ}, so thatB is indexed as
The extended exchange matrices, coefficients, and cluster variables in this cluster algebra are shown in Tables 3 and 4. The coefficient rows ofB, indexed by a, b, c, d, e, f , are vectors contained in the rays of F B . We name these vectors v a , v b , etc. Let v α , v β , and v γ similarly name the coefficient rows ofB . We find the unique coefficient specialization from A R (x,B) to A R (x ,B ) as described in Remarks 6.5 and 6.8. First, v α is in the B-cone spanned by v e and v f , with v α = v e + v f . Similarly, v β is in the B-cone spanned by v a and v b , with v β = v a + 2v b , and v γ is in the B-cone spanned by v b and v c , with v γ = v b + v c . Accordingly, we obtain a coefficient specialization mapping
We have dealt with the rank-2 exchange matrices of finite type. It remains to consider the cases with ab ≤ −4. For m = 0, 1, 2, . . ., define (9.5) Table 1 . Extended exchange matrices and coefficients for Example 9.5 (universal) Table 2 . Cluster variables for Example 9.5 (universal) Table 3 . Extended exchange matrices and coefficients for Example 9.5 This is a polynomial in −ab. The first several polynomials P m are shown in Table 5 . The rays of F • B are spanned by the g-vectors given above. To prove Proposition 9.6, one matches (9.5) with a well-known formula for U m (x), the Chebyshev polynomials of the second kind, to see that
2 ) if m is odd. Using known formulas for the roots of U m (x), one shows that P m is positive for all m ≥ 0. One then computes g-vectors using Conjecture 8.11, which holds in this case by Theorem 8.12. The second assertion follows by Theorem 8.7. We omit further details. (The calculation of g-vectors draws on notes shared with the author by Speyer [28] in connection with joint work on [26] .)
The rays described in (9.6) and (9.7) interlace and approach a limit. Using (9.10) and a well-known formula for U m (x), we see that the limiting ray is spanned by
. Similarly, the rays described in (9.8) and (9.9) interlace and approach the limit
Let C ∞ (a, b) be the closed cone whose extreme rays are v ∞ (a, b) and v −∞ (a, b). Then C ∞ (a, b) \ {0} is the set of all points in R 2 not contained in any 2-dimensional cone transitively adjacent to O in F B . For k ∈ {1, 2}, the mutation map η a, b) . Now, Proposition 9.2 tells us that in any B-coherent linear relation supported on {v ρ : ρ ∈ R(B)}, all of the vectors appearing in Proposition 9.6 appear with coefficient zero. The one or two remaining vectors form a linearly independent set, so they also appear with coefficient zero. We conclude that there exists no nontrivial B-coherent linear relation supported on a finite subset of {v ρ : ρ ∈ R(B)}. . This happens if and only if ab = −4, so that (a, b) is (±1, ∓4), (±2, ∓2), or (±4, ∓1). These are exactly the rank-2 cases where B is of affine type, as we define later in Definition 10.14. In these cases, the mutation fan F B consists of the g-vector cones for B T , together with the limiting ray ρ ∞ . We have proved the following. Some of the rank-2 universal extended exchange matrices of affine type are given below in (9.13).
Each matrix contains several infinite sequences of coefficient rows, separated by horizontal lines for the sake of clarity. The calculations are easy when −ab = 4, because it is known that U m (1) = m + 1, so that P m = m + 1 for m even and P m = 1 2 (m + 1) for m odd. As before, Propositions 7.1 and 7.2 ensure that the remaining cases are obtained from the cases shown by negating all entries and/or swapping the columns and then swapping the first two rows. The mutation fans for the two cases in (9.13) are shown in Figure 3 . Proof. Assertion (1) is immediate from the discussion above. Assertion (2) also follows in light of Corollary 8.15. To establish Assertions (3) and (4), we point out that the extreme rays of C ∞ (a, b) are not themselves B-cones. (If an extreme ray of C ∞ (a, b) were a B-cone, then the nonzero points on that ray would be a B-class, by Proposition 5.21. But C ∞ (a, b) \ {0} is already a B-class.) To satisfy Definition 6.3, we therefore don't need vectors in the extreme rays of C ∞ (a, b). We only need two vectors in C ∞ (a, b) that span R 2 . If R is a field, these can be any linearly independent vectors in C ∞ (a, b). If R = Z, then we need to find an Z-basis for a , b ) . Thus, by symmetry, it is enough to check the minimal cases (a, b) = (1, −5) and (a, b) = (2, −3). In both cases, C ∞ (a, b) contains a Z-basis for Z n , shown by the white dots in Figure 4 . (The black and white dots in the pictures are the points Z 2 .)
Rays in the Tits cone
In this section, we define a subset R ±Tits (B) of the rays R(B) of F B . These are the rays spanned by g-vectors for B
T that are contained in the Tits cone or in its antipodal cone, in a sense that we make precise below. We prove the following proposition.
Proposition 10.1. Suppose B is acyclic and satisfies the Standard Hypotheses. Suppose also that every submatrix B j of B is of finite Cartan type. Choose a nonzero vector v ρ in each ray ρ ∈ R(B). Then any B-coherent linear relation supported on {v ρ : ρ ∈ R(B)} is in fact supported on v ρ : ρ ∈ R(B) \ R ±Tits (B) .
Proposition 10.1 will allow us to construct positive bases for exchange matrices of finite type, generalizing Proposition 9.4. To illustrate the usefulness of the proposition beyond finite type, we also construct positive bases for a rank-3 exchange matrix of affine type. A similar construction can be carried out for any rank-3 exchange matrix of affine type. Based on these constructions and on insight from [27] , we make a general conjecture about bases for exchange matrices of affine type.
We now proceed to fully explain and then prove Proposition 10. −1 α i . These are the simple roots associated to the transpose A T . Let ·, · : V * × V → R denote the canonical pairing. We identify V * with R n by identifying dual basis to Π (called the fundamental co-weights) with the standard unit basis. Specifically, we identify the dual basis vector dual to α i with e i .
Associated to the Cartan matrix A is a Coxeter group W , defined as a group generated by reflections on V . For each i ∈ [n], we define a reflection s i by specifying its action on the simple roots: s i (α j ) = α j − a ij α i . The group W is the group generated by all of these reflections, and it is a Coxeter group. We define a symmetric bilinear form K on V by setting K(α ∨ i , α j ) = a ij . The element s i is a reflection with respect to the form K, and thus W acts by isometries on V with respect to the form K. The action of W on V induces a dual action on V * in the usual way. The action of s i on V * is a reflection fixing the hyperplane α ⊥ i . More specifically, the action of s i fixes e j for j = i, and sends e i to −e i + j =i a ij e j , Define D = i∈[n] {x ∈ V * : x, α i ≥ 0} ⊂ V * . Under the identification of V * with R n , the cone D is the nonnegative orthant O. The cones wD are distinct, for distinct w ∈ W . The union of these cones is called the Tits cone Tits(A). As the name suggests, the Tits cone is a cone. By definition, it is preserved under the action of W on V * . We write −Tits(A) for the image of Tits(A) under the antipodal map.
Continuing to identify V * with R n as above, we define R ±Tits (B) to be the set of rays in R(B) that are contained in Tits Having explained Proposition 10.1, we now prepare to prove it. We begin with a known result on the g-vector cones in finite type. Theorem 10.6. If B is of finite type, then the g-vector cones associated to B are the maximal cones of a complete simplicial fan.
One way to obtain Theorem 10.6 from the literature is the following: If B is of finite Cartan type, then the g-vector cones coincide with the maximal cones of the Cambrian fan of [23] , which is complete by definition and simplicial by [23, Theorem 1.1] . This was conjectured (and proved in a special case) in [23, Section 10] and proved (for all B of finite Cartan type) in [30] . To obtain the theorem for B of finite type but not of finite Cartan type, one applies Theorems 8.12 and 10.5 and appeals to the case of finite Cartan type.
Next, we need a known result on g-vectors.
Proposition 10.7. Suppose the entries in column n of B are nonpositive and suppose t is a vertex of T n connected to t 0 by a path with no edges labeled n. Then the g-vector cone Cone B;t0 t is the nonnegative linear span of e n and Cone B n ;t0 t .
Here, we realize T n−1 by deleting all edges labeled n from T n and taking the connected component of t 0 . The cone Cone B n ;t0 t ⊂ R n−1 is embedded into R n by appending an n th entry 0 to all vectors in the cone. The fact that Cone B;t0 t has e n as an extreme ray is obvious from Definition 8.4. The rest of Proposition 10.7 is not obvious from Definition 8.4. We sketch how the rest of the proposition can be obtained from [26] .
By [26, Theorem 3.27] we associate a framework to any exchange matrix B; this is an assignment of n vectors to each vertex of T n satisfying certain conditions. By [26, Theorem 3.24(3) ], the vectors assigned to t ∈ T n are inward-facing normals to the facets of the cone Cone B;t0 t . A framework in particular satisfies the Transition condition and the Sign condition. The Sign condition says that each inward-facing normal β has a sign sgn(β) ∈ {±1} such that every entry of β weakly agrees in sign with sgn(β). If t and t are adjacent vertices of T n then the cones Cone has e n as an inward-facing normal. Taking β to be some other inward-facing normal of Cone B;t0 t0 , the assumption that the entries in column n of B are nonpositive translates to the assertion that sgn(β)ω(β ∨ , e n ) is nonpositive, so the Transition condition implies that the g-vector cones adjacent to Cone B;t0 t0 also have e n as an inward-facing normal. Repeating the argument, we see that e n is an inward-facing normal to any cone Cone B;t0 t with t connected to t 0 by a path with no labels n. Restricting the Transition condition for cones Cone B;t0 t to the facets defined by e n , we obtain exactly the Transition condition for cones Cone B n ;t0 t , and we conclude by induction that the facet of Cone B;t0 t defined by e n is exactly Cone B n ;t0 t . Theorem 10.6 and Proposition 10.7 allow us to prove the following Lemma which is the key step in the proof of Proposition 10.1.
Lemma 10.8. Let B be an exchange matrix satisfying the Standard Hypotheses. Suppose the entries in column n of B are nonnegative and suppose B n is of finite type. Then the unique ray of F B intersecting {x ∈ R n : x n > 0} is R ≥0 e n .
Proof. Theorem 10.6 (applied to B T ) says that R n−1 is covered by cones Cone B T n ;t0 t for t ∈ T n−1 . Thus Proposition 10.7 implies that the closed halfspace of R n consisting of vectors with nonnegative n th entry is covered by cones Cone B T ;t0 t with t connected to t 0 by paths with no labels n. By Theorem 8.7, each of these cones is in F B . Each of these cones contains the ray R ≥0 e n , which is therefore the unique ray of F B intersecting {x ∈ R n : x n > 0}.
Definition 10.9 (Length of a ray in Tits(A)). The length of an element w ∈ W is the number of letters in a shortest expression for w as a product of generators s i . We write (w) for this length. Given an element w and a generator s i , it is well-known that (s i w) < (w) if and only if wD is contained in the halfspace {x ∈ V * : x, α i ≤ 0}. This is identified with the set of points in R n with nonpositive i th coordinate. We define the length (ρ) of a ray ρ contained in Tits(A) to be the minimum length of w such that ρ ⊂ wD. If s i ρ is the image of ρ under the reflection s i , then we have (s i ρ) < (ρ) if and only if the i th coordinate of nonzero vectors in ρ is negative.
We now prove Proposition 10.1.
Proof of Proposition 10.1. Since B is acyclic, we may as well assume that B is indexed so that if b ij > 0 then i < j. The skew-symmetrizability of B means that if b ji < 0 then i < j. In particular, the entries in column n of B are all nonnegative.
Consider a B-coherent linear relation ρ∈S c ρ v ρ with S a finite subset of R(B). Let ρ be a ray in S contained in Tits(A). (Rays in −Tits(A) are dealt with later.) We argue by induction on (ρ), letting B vary, that c ρ = 0.
First, suppose the n th coordinate of v ρ is positive. Then Lemma 10.8 implies that v ρ is the unique vector in {v ρ : ρ ∈ S} whose n th entry is positive. Now Proposition 4.12 implies that c ρ = 0.
Next suppose the n th coordinate of v ρ is negative. Write v ρ = i∈ [n] v i e i . The entries b nj are all nonpositive, so η B n (v ρ ) = v ρ − 2v n e n − j∈[n−1] v n b nj e j . Since the b nj are nonpositive, they equal the entries a nj of the Cartan companion of B, and we observe that η B n (v ρ ) = s n (v ρ ). Proposition 7.3 implies that the rays R(µ n (B)) of F µn(B) are obtained by applying η B n to each ray in R(B). Thus ρ∈R(B) c ρ η B n (v ρ ) is a µ n (B)-coherent linear relation. Since all entries in column n are nonnegative, all entries in row n are nonpositive. It is thus apparent that the operation µ n does nothing to B other than reverse signs in row n and column n. In particular, µ n (B) is acyclic and the Cartan type of submatrices of µ n (B) is the same as the Cartan type of submatrices of B. We see that µ n (B) satisfies the hypotheses of the proposition. Since the i th coordinate of v ρ is negative, we have (η B n (ρ)) = (s i ρ) < (ρ), so by induction on (ρ), we conclude that c ρ = 0 as desired.
Finally, suppose the n th coordinate of v ρ is zero. As before, ρ∈R(B) c ρ η B n (v ρ ) is a µ n (B)-coherent linear relation, and as before, µ n (B) is obtained from B by reversing signs in row n and column n. We observe that η B n (ρ) = ρ. The matrix µ n (B) has nonnegative entries in column n − 1. Now we consider the sign of the (n − 1) st coordinate of v ρ . If it is positive or negative, then we conclude as above that c ρ = 0. If it is zero, the we replace µ n (B) with µ (n−1)n (B) and consider the sign of the (n − 2) nd coordinate of v ρ . Continuing in this manner, we eventually find a positive or negative coefficient, since v ρ is nonzero, and when we do, we conclude that c ρ = 0.
The base case (ρ) = 0 is handled as part of the above argument: If (ρ) = 0 then all coordinates of v ρ are nonnegative and we eventually complete the argument without induction.
This completes the proof that c ρ = 0 for a ray ρ in R(B) contained in Tits(A). If ρ is in −Tits(A), then (7.1) implies that ρ∈R(B) c ρ (−v ρ ) is a (−B)-coherent linear relation. Proposition 7.1 implies that the vectors −v ρ span the rays of F −B . The argument above shows that c ρ = 0.
Remark 10.10. Proposition 10.1 can also be proved using the Cambrian frameworks of [19, Section 5] . Readers familiar with Cambrian lattices and sortable elements will recognize that the proof given here is patterned after the usual induction on length and rank common to proofs involving sortable elements.
Remark 10.11. It is natural to ask whether Proposition 10.1 can be proved with weaker hypotheses. Indeed, it was stated without assuming the Standard Hypotheses and without the hypotheses on submatrices in an earlier version of this paper, but an error was later found in the proof.
We now use Proposition 10.1 to prove the following theorem.
Theorem 10.12. Let B be a skew-symmetrizable exchange matrix of finite type satisfying the Standard Hypotheses and let R be any underlying ring. Then the g-vectors associated to B
T constitute a positive R-basis for B.
We expect that every skew-symmetrizable exchange matrix of finite type satisfies the Standard Hypotheses. (Indeed, as indicated in Remark 8.14, since every such matrix is mutation equivalent to an acyclic matrix, the result may soon appear in print.)
Proof. Theorem 8.7 says that the g-vector cones associated to B
T are the maximal cones in a subfan of F B . Theorem 10.6 says that this subfan is complete, and therefore it must coincide with the entire fan F B . When B is of finite Cartan type with Cartan companion A, the Tits cone Tits(A) is all of R n . Thus Proposition 10.1 says that there is no non-trivial B-coherent linear relation supported on the gvectors. By Theorem 8.17 and Proposition 6.7, we conclude that the g-vectors are a positive R-basis for B, for any R. The case where B is of finite type but not of finite Cartan type now follows by Theorems 8.12 and 10.5 and by the observation that a mutation map η B k takes an R-basis for B to an R basis for µ k (B). The g-vectors for B of finite Cartan type can be found explicitly in various ways, including using sortable elements and Cambrian lattices as described in [26] , or by the methods of [30] .
Remark 10.13. Theorems 4.4 and 10.12 say that the g-vectors for B
T are the coefficient rows of a positive universal extended exchange matrix. Another construction of universal coefficients, not conditioned on any conjectures, was already given in [12, Theorem 12.4] . Furthermore, the construction from [12] yields cluster algebras with completely universal coefficients, rather than only universal geometric coefficients. That is, an arbitrary cluster algebra (not necessarily of geometric type) with initial exchange matrix B admits a unique coefficient specialization from the universal cluster algebra. (The relevant definition of coefficient specialization is [12, Definition 12.1] .) We conclude the section by explaining the connection between Theorem 10.12 and [12, Theorem 12.4] . This connection provided the original motivation for this research.
A more detailed description of [12, Theorem 12.4] , in the language of this paper, is the following: Let B be a bipartite exchange matrix of finite Cartan type with Cartan companion A. (An exchange matrix B is bipartite if there is a function ε : [n] → {±1} such that b ij > 0 implies that ε(i) = 1 and that ε(j) = −1.) The co-roots associated to A are the vectors in the W -orbits of the simple co-roots. Since A is of finite type, there are finitely many co-roots. A co-root is positive if it is in the nonnegative linear span of the simple co-roots, and almost positive if it is positive or if it is the negative of a simple co-root. We construct an integer extended exchange matrix extending B whose coefficient rows are indexed by almost positive co-roots. The coefficient row indexed by a co-root β ∨ has entries ε(i)[β ∨ : α T . But as mentioned above, the Cambrian fan for B
T is the fan whose maximal cones are the g-vector cones for B T , and thus we have essentially recovered Theorem 10.12 for the case of bipartite B.
We conclude by sketching the construction of an R-basis for the rank-3 exchange matrix B = . This exchange matrix is of affine Cartan type in the sense of the following definition.
Definition 10.14 (Affine type). A Cartan matrix is of affine type if the associated symmetric bilinear form is positive semidefinite and every proper principal submatrix is of finite type. For our purposes, the key property of a Cartan matrix A of affine type is that the closure of Tits(A) is a half-space. More specifically, A has a 0-eigenvector t = (t 1 , . . . , t n ) with nonnegative entries. We think of t as the simple roots coordinates of a vector β = i∈[n] t i α i in V . The closure of Tits(A) is then {x ∈ V * : x, β ≥ 0}, where, under our identification of R n with V * , we interpret x, β as the usual pairing of x with t. The Tits cone is the union of the open halfspace {x ∈ V * : x, β > 0} with the singleton {0}. The Cartan matrices of affine type are classified, for example, in [15] .
As in Definition 10.4, an exchange matrix B is of affine Cartan type if its Cartan companion is of affine type. By analogy with Theorem 10.5, we say that an exchange matrix B is of affine type if it is mutation equivalent to an acyclic exchange matrix of affine Cartan type. (The classification of Cartan matrices of finite type implies that an exchange matrix of finite Cartan type is acyclic. A non-acyclic exchange matrix of affine Cartan type is of finite type.) Examples including Proposition 9.8 and the example worked out below, together with insights from [27] , suggest the following conjecture. More partial results towards the conjecture are described in the introduction.
Conjecture 10.15. Suppose B is an exchange matrix of affine type. There is a unique integer vector v ∞ such that the g-vectors associated to B T , together with v ∞ , constitute a positive R-basis for B for every R.
For the rest of the section, we take B to be the exchange matrix 
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