Based on cyclic difference sets, sequences with twovalued autocorrelation can be constructed. Using these constructed sequences, two classes of binary constant weight codes are presented. Some codes proposed in this paper are proven to be optimal.
Introduction
Binary constant weight codes play an important role in coding theory, and have important applications in communications. An (n, M, d, w) code is the code with length n, number of codewords M, minimum Hamming distance d and constant weight w. The central problem regarding constant weight codes is the following: what is the maximum number of codewords in a binary constant weight code with given parameters n, d, and w? This number is denoted by A(n, d, w). An (n, M, d, w) code is said to be optimal if M = A(n, d, w). With a variety of methods from mathematics, many constant weight codes were constructed [2] , [4] , [8] , [9] , [11] . Recently, new binary (2 n−1 , 2 n − 2, 2 n−2 , 2 n−2 ) and (2 n − 1, (2 n−1 − 1)(2 n − 1), 2 n−2 , 2 n−2 ) constant weight codes were presented based on m-sequences. The codes can achieve optimum for some values of the parameter n [13] .
A k-element subset D of an additive group G of order v is called a (v, k, λ)-difference set in G provided that the multiset {d 1 
contains each nonidentity element of G exactly λ times. In particular, D is called a cyclic difference set if G is taken to be the cyclic group Z v = Z/vZ. From a (v, k, λ)-cyclic difference set D, a binary sequence a = (a 0 , a 1 , · · ·, a v−1 ) of period v can be defined as follows: With these sequences derived from cyclic difference sets, we extend the method of [13] to construct new binary constant weight codes. Some codes are proven to be optimal. This paper is organized as follows: Sect. 2 discusses the properties of the two-valued autocorrelation sequences derived from cyclic difference sets. Based on the sequences, two classes of binary constant weight codes are constructed in Sect. 3, and the minimum Hamming distance is characterized. Section 4 shows some constructed codes are optimal.
The Properties of Sequences from Cyclic Difference Sets
In this section, some basic properties of cyclic difference set are listed, and we discuss the properties of the two-valued autocorrelation sequences that derived from cyclic difference sets.
As an immediate consequence of the definition of cyclic difference set, one has the following proposition [1] .
and |X| denotes the number of elements in a finite set X;
Since the parameters v and k satisfy one of the two inequalities v ≥ 2k and v ≥ 2(v − k), by Proposition 1(3), we will only consider the (v, k, λ)-cyclic difference set with v ≥ 2k in the rest of this paper.
Let
be two binary sequences with period v. The following three operations on the sequences a and b follow that in [13] .
The autocorrelation function of the sequence a has the following property. 
which is two-valued. Lemma 2: Let a be a binary sequence of period v and its autocorrelation function is two-valued. Then, for any 0
Since the autocorrelation function of a is twovalued, one has
where c is a constant. For any 0 ≤ i j ≤ v − 1,
By Eq. (3), one has
which is a constant. When a is defined by Eq.
This finishes the proof. Lemma 3: Let a be defined by Eq. (1). Then, for any three distinct integers i, j, and t, 0 ≤ i, j, t ≤ v − 1, one has 
By Lemma 1, one has
Equations (4), (5) together with x 1 +x 2 +x 3 +x 4 = v determine values of x i for 1 ≤ i ≤ 4 as 
By Lemma 2,
Equations (7) and (8) show
which implies
Since 0 ≤ y 4 ≤ x 4 = λ and sum(a i a j a t ) = y 1 , by Eq. (9), one has
This finishes the proof. Since sum(a i a j a s a t ) ≤ sum(a i a j a s ), the following result is immediately obtained.
Corollary 1:
These results obtained will be used to construct binary constant weight codes in Sect. 3.
Constructions of Binary Constant Weight Codes
Binary constant weight codes based on m-sequences were constructed in [13] . In this section, the method is further extended to construct two classes of binary constant weight codes based on cyclic difference sets.
Theorem 1: Let a be defined by Eq. (1) and X denote a (v − 1) × v matrix whose i-th row is a a i for 1
Proof: By Eq. (1), the number of zeros in a is k. We need to show that the number of zero columns in X is k. 0. That is to say, the length of the codeword is n = v − k. By Lemma 2, the weight of the constructed code is w = v − 2k + λ, and by Lemma 3, the minimum Hamming distance satisfies
To complete the proof, it is sufficient to show that the number of codewords is M = v − 1. If there are two integers i and j,
This together with Lemma 3 imply v−2k+λ ≤ v−3k+3λ, i.e., k ≤ 2λ. Then, by Proposition 1(1), one has v ≤ 2k−1, which contradicts to the assumption v ≥ 2k. Thus, the constructed code has v−1 different codewords and the proof is finished.
The following theorem can be similarly proven and the proof is omitted.
Theorem 2: Let Y denote a matrix whose rows are listed from top to bottom as
In Theorems 1 and 2 of [13] , m-sequences of period 2 n − 1 were used to construct binary constant weight codes. By a fact that m-sequences of period 2 n − 1 are equivalent to cyclic difference sets with parameters (2 n −1, 2 n−1 −1, 2 n−2 − 1) [1] , this paper uses general sequences with two-valued autocorrelation to extend Zeng's work as above, that is, two classes of constant weight codes from cyclic difference sets are obtained.
Applying trinomial property of m-sequences [3] , [6] , the minimum Hamming distance of constructed codes was determined [13] . For a general case, the minimum Hamming distances for these codes can be discussed as follows.
Let 
This is to say that
When there are three different integers 0 
Proof:
By Eqs. (12) and (13), one has
Therefore, the proof follows Theorem 3. For the case of λ > 2, it is difficult to determine the minimum Hamming distance. When l runs through the set {0, 1, · · · , v − 1}, for three different integers i, j and t with 0 ≤ i, j, t ≤ v−1, suppose that (a (11), it can be verified that the minimum Hamming distance in Theorems 1 and 2 satisfies
On the other hand, by Eq. (6), the pair (a 
Therefore, to find the value of d, it is sufficient to calculate min 0≤i, j,t≤v−1
we need discuss min
For convenience, we define a (v − 1) × (v − 1) symmetric matrix L = (c i j ) (1≤i, j≤v−1) as follows:
Since c i j = c ji , we only consider c i j of L with i < j. Let
and for a fixed integer t,
The relation between L + and L t (1 ≤ t ≤ v/3) is given in the following lemma.
Furthermore, if 2t v − t, i.e., t v/3, then
Then, for v 0(mod 3), by the fact
Eqs. (17) and (18), one has |L
With a similar analysis, one has
The proof is finished. Lemma 5: Let D be a (v, k, λ)-cyclic difference set and L = (c i j ) be defined as above. Then, for v ≡ 0(mod 3),
Otherwise,
that is to say,
which implies for a fixed integer t,
By Eqs. (16) and (19), one has 
This finishes the proof. Applying Lemma 5 and Theorem 4, the value of μ can be determined with the help of computer. Using the known cyclic difference sets [5] and a (v − k, v − 1, 2(k − 2λ + μ), v − 2k + λ) code and a (v, v(v − 1)/2, 2(k − 2λ + μ), v − 2k + λ) code can be obtained from each of them.
Binary Optimal Constant Weight Codes
Based on the properties of m-sequences, binary optimum constant weight codes with parameters (2 n−1 , 2 n − 2, 2 n−2 , 2 n−2 )(n ≥ 3) and (2 n −1, (2 n−1 −1)(2 n −1), 2 n−2 , 2 n−2 ) (n = 3 or n = 4) were constructed in [13] . These binary constant weight codes from (2 n − 1, 2 n−1 − 1, 2 n−2 − 1)-cyclic difference sets by Theorems 1 and 2, can be proven to be optimal by applying the trinomial property of m-sequences. Besides these codes, other binary constant weight codes based on cyclic difference sets can also be obtained. Some codes can achieve Johnson Bound and be proven to be optimal according to the following analysis.
Lemma 6: [8] A(n, 2δ, w) = A(n, 2δ, n − w). Lemma 7: [7] Johnson Bound :
A difference set with λ = 1 is called a planar difference set. It is well known that there exists a (q 2 + q + 1, q + 1, 1)-planar difference set where q(q 1) is a prime power. Thus, by Theorem 1 and Corollary 2, a binary (q 2 , q 2 + q, 2(q − 1), q 2 − q) constant weight code can be obtained from (q 2 + q + 1, q + 1, 1)-planar difference set for each q = p n , where p is a prime and n ≥ 1. These codes are proven to be optimal as follows. That is, for each q = p n , where p is a prime and n ≥ 1, we can obtain a binary optimum (q 2 , q 2 + q, 2(q − 1), q 2 − q) constant weight code, which achieves the Johnson Bound . Example 1: For (q 2 +q+1, q+1, 1)-planar difference set, let q = 2, 3, 4, 5, 7, by Theorem 1 and Corollary 2, one can get (4, 6, 2, 2), (9, 12, 4, 6) , (16, 20, 6, 12) , (25, 30, 8, 20) and (49, 56, 12, 42) codes respectively. The (4, 6, 2, 2) code was also obtained in [13] and it is optimal. By Lemma 6 and the tables I-III of constant weight codes in [12] , the (9, 12, 4, 6) , (16, 20, 6, 12) and (25, 30, 8, 20) codes are optimal. The (49, 56, 12, 42) code is optimal since the (49, 56, 12, 7) code is optimal by [10] .
Example 2: D = {0, 1, 3, 5, 9, 15, 22, 25, 26, 27, 34, 35, 38} is a (40, 13, 4)-cyclic difference set [5] , applying Lemma 5 and Theorem 4 with the help of computer, one can get μ = 1. By Theorem 1 and Corollary 2, a (27, 39, 12, 18) code is obtained and it is optimal by Lemma 6 and the table V of constant weight codes in [12] .
Conclusion
In this paper, based on cyclic difference sets, the method of [13] is extended to construct more binary constant weight codes and a new class of binary optimum constant weight codes is obtained. Remaining works in future along this line are to find new constructions of constant weight codes based on cyclic difference sets.
