When researchers perform several bivariate correlations on a data set, they need to know which of these correlationcoefficients are statistically significant. However, this assessment is not straightforward. The probability estimates that are output by computerized statistical packages and shown in statistical tables are calculated on the assumption that only one test has been performed, and the probability of making at least one Type 1error increases withthe number of testsperformed (Larzelere & Mulaik, 1977) . This problem is analogous to that posed by performing multiple t tests on a data set. Although several procedures are readily available (and routinely performed) to provideprotection for multiple comparisons of means (seeKeppel, 1982, chap. 8) , no procedure is readily available to protect researchers from unacceptable levels of Type I error when multiple correlation tests are performed.
The present paper describes a computer program that performssucha protection procedure for multiple correlation tests (the Bonferroni multistage procedure), and thereby maintains the specified Type I error rate (alpha level) across a set (family) of correlations.
Bonferroni Multistage Procedure
Larzelereand Mulaik (1977) reviewed several protection procedures for multiple correlation tests and concluded thatthe Bonferroni multistage wasthe best for this purpose. The general Bonferroni method is based on the assumption that if there are m correlations to be tested, then the probability level for acceptance of each coefficient should be the specified alpha level divided by m. For example, with five correlations to be tested with a familywise alpha level of .05, only correlations with a probability of lessthan .01 would be accepted. If all correlation coefficients are nonsignificant, then this general Bonferroni procedure is appropriate; however, if some coefficients are significant (as wouldbe usual), then this procedure is too conservative (Larzelere, 1975; cited in Larzelere& Mulaik, 1977) . To overcome this conservative bias, the general Bonferroni was modified, and the multistage Bonferroni resulted.
In the first stage of the multistage Bonferroni, the alpha level for acceptance of each of the m tests is calcu- Mulaik (1977) , the calculations are exceptionally tedious, prone to error, and somewhat inaccurate; interpolation of Gaussian distribution tables and rounding error limitthe precision of the results. However, withthe improved formulas suggested by Harris (1976) , the computation is much more onerous and frustrating, and a computerized procedure becomes essential.
A Pascal Program
The program described here performs the multistage Bonferroni procedure simply and efficiently. Across a widerage of sample sizesand alphalevels, Harris (1976) showed that the Peiser (1943) approximation of t (used by Larzelere& Mulaik, 1977) is less accuratethan Zelen and Severo's (1964; cited in Harris, 1976) four-term approximation. Therefore, this four-term approximation has been implemented so that the present program will produce accurate results with both small and large samples and at all alpha levels.
Input. Beforethis progamcan be used, the correlation coefficients to be testedmust be stored in a data file with each coefficient separated by at least one blank space or carriage return (i.e., freefield). To allowthe program to be run on most versions of Pascal (the departures from the standardare discussed below), all numbers that contain decimal points (e.g., correlationcoefficients and alpha levels) must have a digit before the decimal point. For example, .23, -.37, and .05 mustbe entered as 0.23, -0.37, and 0.05.
The program promptsfor the nameof the file that contains the coefficients, the nameto be assigned to the out-.put, and the title to be displayed on the outputfIle. Next, the program prompts for the familywise alpha levels to be used, the numberof cases (N) for the family of correlations, and the numberof correlations in this family. Finally, the program reads the coefficients and stores them in an array, performs the Bonferroni assessments, writes a report to the output file, and tells the user the name of the flle that contains this report.
Output. A sample output is shown in the Appendix. The output is headed by the title provided by the user, the name of the file that contained the coefficients, and the correlation coefficients that were tested. A row of asterisks separates the output between alpha levels, and a row of hyphens separates theoutput within alphalevels. For each assessment, the program outputs: the familywisealphalevel; the family N; the number of correlations to be tested at that stage; theresultant z, t, andcritical correlation coefficient (critical r) for acceptance at the specified familywise alpha level; and the correlation coefficientsthat are greaterthanthiscriticalr. Assessments are two-tailed, so that only the magnitude of the coefficient is important, not the direction. At each stage, the number of correlations to be testedis reduced by the number of correlations that were significant at the previous stage, a new critical r is computed for this number of nonsignificant correlations, and the number of coefficients greater than this new critical r is assessed, until a stage is reachedat which no additional significant correlations emerge. For example, the Appendix shows for the .1 alpha levelat Stage 1, of the original 15 correlations, 4 were significant; therefore, at Stage 2, only 11 correlations were used to compute the new critical r. At this stage, 6 correlations were significant, so at Stage 3, only 9 correlations were tested. At Stage 4, no additional coefficients were significant, so the analysis stopped for the .1 alphalevel,andanalyses commenced withthe next alphalevel (.05). The Appendix illustrates the difference between the general and the multistage Bonferroni procedures. Withthe general Bonferroni for the .1 alphalevel, the critical r is .292 and four coefficients are significant (shown in Stage 1 in the Appendix). However, for the multistage Bonferroni at the .1 alphaelvel, the critical r is .270 and seven coefficients are significant (shown in Stage 4 in the Appendix). Therefore, if some coefficients are significant, the multistage is lessconservative thanthe general Bonferroni procedure.
Program Language and Requirements. The program is written in Pascal, and the only departures from standard Pascal (Jensen & Wirth, 1978) are the use of the underscore character(_) in longvariableandprocedure names and the use of variable names that are unique after 8 but less than 32 characters. The programwasdeveloped (and has been used exclusively) on a PRIME 9955, 8-MB, 32-bit machine, but any machine that can accommodate the 300 lines of programcode and the arraythatcontains thecorrelation coefficients should be able to run the program satisfactorily. Even 8-bit machines should be able to use this program to process several hundred correlation coefficients, because very little memory is usedexceptfor the array that holds the correlationcoefficients, and the size of this array (and thereforethe memory requirements) canbe adjusted by changing the constant declaration MAXCORRS on Page 1 of the program. Availability. A program listing maybe obtained at no cost from the author. APPENDIX Sample Output for an Analysis of the Larzelere and Mulaik (1977) Data with Alpha Levels of .1 and .05
AnalY8i8 of Larzelere & Hulaik (1977) The following correlations are significant: 
