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 Application of the Generalized Melnikov Method to
 
Weakly Damped Parametrically Excited
 
Cross Waves with Surface Tension
 
1.  Introduction
 
A long rectangular wave channel with a horizontal flat
 
bottom, two rigid vertical side walls and a wavemaker
 
generates progressive waves that dissipate on a sloping
 
beach. In addition to these directly forced longitudinal
 
progressive waves with wavemaker frequency  w/ two types of

P ,
 
transverse waves may occur; viz.,
 
(1) sloshing waves that are directly excited by the
 
wavemaker (Barnard et al., 1977, Kit et al., 1987, and
 
Shemer & Kit, 1988), and
 
(2) cross waves that are parametrically excited by the
 
progressive waves at the subharmonic of the wavemaker
 
frequency (Garrett, 1970, Jones, 1984, Lichter & Chen,
 
1987, Shemer & Lichter, 1987, Miles, 1988, Shemer & Kit,
 
1989, Underhill et al., 1991, and Bowline et al., in
 
press).
 
Parametrically excited standing cross waves that
 
oscillate in a direction transverse to the wavemaker
 
forcing with crests perpendicular to the wavemaker are
 
analyzed by the generalized Melnikov method (GMM). In
 
general, cross waves oscillate at half the frequency of the
 
wavemaker forcing (or, equivalently, the progressive wave)
 
/ 
= 
/  /2 although other instability frequencies may occur.
 
Eigenvalues based on the channel width determines the
 
wavelengths  = 2(channel width)/n of possible cross wave
 
modes where n = the mode number and is equal to the number
 
of half-wavelengths across the channel (vide (Bllc),
 
Appendix B). Energy is transferred from the directly forced
 
longitudinal progressive waves to the cross waves through
 
c 2 
spatial mean motion of the free surface and their growth is
 
due to the rate of working of the wavemaker against the
 
transverse stresses associated with the cross waves.
 
Garrett (1970) was the first to show that the mechanism for
 
excitation of (transverse) cross waves is a parametric
 
resonance. Miles (1984) has shown that the motion of cross
 
waves in an inviscid fluid is formally equivalent to a
 
parametrically excited pendulum.
 
The parametrically excited pendulum described by 
Berge, et al.  (1984) is analogous to the generation of 
subharmonic resonant cross waves. The motion of a 
parametrically excited pendulum is governed by the linear 
Mathieu equation (Miles & Henderson, 1990, and Norris, 
1994) according to 
d20 
+ GO2 ( 1+ h cos 2 co t) 0 = 0  ,  0 < h< 1  (1.1) dt2
 
where h = a small parameter, 2(0 = the parametric
 
excitation frequency, wo = the natural frequency of the
 
pendulum in the absence of the parametric excitation h=0.
 
Hamilton's equations of motion of the parametrically
 
excited pendulum are given by
 
d0 p ; dP  2  P =  h cos 2 co t  (1.2a -c)
o dt  dt 
that may be obtained from the Hamiltonian
 
p2+, 2 p42  , 2 
(1. 2d)  tA10 H (p , 0 )  = Ho (p, 0)  + Hh (P, 0)  [13 02]
2 2 
where Ho(p,O) and Hh(P,O) are the free oscillations and
 
the Floquet parametric forcing components of the
 
Hamiltonian, respectively. The Floquet parametric forcing
 
Hamiltonian component 111, will be identified later in the
 3 
cross wave Hamiltonian (vide §3). Parametric resonance 
occurs in a bandwidth about co o=Nco, where N is an integer. 
The primary resonance occurs at N  = 1. An instability, 
often called subharmonic, due to resonance occurs for some 
range of co when  h >- 211- (6)/6)0)21  In the parameter space .
 
defined by co/coo as the abscissa and h as the ordinate, the
 
regions of instability correspond to shaded sectors of
 
width hN whose vertices are located at h = 0 and
 
co/co 
o  - 1/N. The boundaries between the stable and unstable 
regions are called neutral stability curves or transition 
curves (Jordan & Smith, 1987). The primary resonance of N = 
1 shown in Figure la has the largest zone of instability 
Figure 1. Stability diagrams of the linear Mathieu equation 
at primary resonance  (N  = 1).  (a) without 
dissipation (1.1),  (b) with dissipation (1.3). 4 
and is of the most practical interest (Bogoliubov &
 
Mitropolsky, 1961). From the Floquet theory (Arnold, 1983),
 
the linear Mathieu equation (1.1) has no stable solutions
 
inside the shaded sectors of the parameter space (w/coo,h);
 
and outside these shaded sectors both of the solutions are
 
stable (Hale, 1967).
 
In the presence of weak dissipation 8, where 0<o< coo,
 
the Mathieu equation (1.1) becomes
 
d2 0  de
 
+ 8  + 6.)2 (1 + h cos 2co t) 0 = o  (1.3) 
ate 
0 
2  6)2 and the instability occurs for  h >- 2  1-6)2/6)02
 
[
 
Consequently, the vertices of the shaded sectors are no
 
longer intersecting the horizontal axis of h = 0 as shown in
 
Figure lb. Moreover, the regions of instability of the
 
damped Mathieu equation (1.3) are entirely contained in the
 
instability sectors of the undamped Mathieu equation (1.1).
 
A finite parametric excitation threshold h is now needed
 
for instability to occur as shown is Figure lb for the
 
primary resonance of  (A) =coo.
 
The detailed nature of subharmonic parametric forcing
 
leading to cross wave generation in a rectangular channel
 
has been investigated both theoretically and
 
experimentally, by Garrett (1970), Mahony (1972), Barnard &
 
Pritchard (1972), and Jones (1984). These studies
 
concentrated mainly on the linear and nonlinear growth rate
 
for this type of instability.
 
Jones (1984) was the first to derive the inviscid
 
model equation valid to third order in the ordering
 
parameter E as well as the appropriate boundary conditions
 
at the wavemaker. An important result of Jones' work is
 
that only the order 0(E) self-interactions of the cross
 
waves and the interaction of the progressive waves with the
 5 
cross waves contribute to resonance effects. The order
 
0(e) self-interaction of progressive waves do not
 
contribute to resonance.
 
Lichter & Shemer (1986) analyzed the development of
 
cross wave patterns along the tank when the wavemaker was
 
operated at moderate to high amplitudes. The qualitative
 
nature of the wave fields was found to depend strongly on
 
the forcing amplitude. At small to moderate amplitudes of
 
the forcing, no cross wave developed and the area in the
 
vicinity of the wavemaker was dominated by a plane
 
progressive wave at the forcing frequency.
 
Kit et al.  (1987) conclude that dissipation has to be
 
incorporated in the model in order to provide agreement
 
between the numerical results and the experimental
 
observations. While this work was on sloshing waves, their
 
conclusion apply to the cross waves as well (Lichter, 1987,
 
and Kit & Shemer, 1989).
 
Lichter & Chen (1987) prove that the evolution
 
equation governing the cross waves is nonlinear Schrodinger
 
equation with a homogeneous boundary condition at the
 
wavemaker. With the inclusion of an empirically determined
 
damping coefficient along the tank, their numerical results
 
show good agreement with experimental data.
 
Shemer & Lichter (1987) observed four different wave
 
regions in the vicinity of the wavemaker when operated at
 
moderate to high amplitudes. Neutral stability curves were
 
determined experimentally and served to define the range of
 
the forcing amplitudes where cross waves occurred.
 
Lichter (1987) gave few simple expressions that
 
determine the relative contribution of the free surface,
 
side walls, and bottom damping in the evolution of viscous
 
cross waves.
 
Miles (1988) and Miles & Becker (1988) apply a
 
variational formulation for cross waves in short and long
 6 
rectangular channels. They incorporate weak linear
 
dissipation by introducing additional terms in the LHS of
 
Hamilton's equations of motion. Miles' analysis includes
 
the nonlinear interaction between the motion of the wave
 
maker and the cross wave to second order and self-

interaction of cross waves to third order.
 
Kit & Shemer (1989) investigated the influence of the
 
dissipation along the rectangular wave channel and at the
 
wavemaker, on neutral stability curves of cross waves.
 
Shemer & Kit (1989) performed both experimental and
 
numerical studies of cross waves in rectangular channels.
 
Dissipation was incorporated in their model equation and in
 
the wavemaker boundary condition following the ideas
 
outlined by Shemer & Kit (1988) for the closely related
 
phenomenon of nonlinear sloshing waves. The relative
 
importance of dissipation at the side walls of the channel
 
increased quickly with the increasing of the mode number.
 
At low amplitude of the wavemaker forcing side-wall
 
dissipation was more pronounced.
 
Underhill et al.  (1991) investigated cross waves and
 
found three prominent frequencies present: a primary
 
subharmonic and two slow temporal modulations. The
 
stability diagrams were divided precisely into regions
 
where cross wave motion is periodic, quasiperiodic, and
 
chaotic. Quasiperiodic or conditionally periodic motion may
 
be defined as the flow on the surface of a torus and it
 
consists of two or more incommensurate frequencies.
 
There is no widely accepted definition for chaotic
 
motion. From a practical point of view, chaotic motion may
 
be defined as a bounded steady state behavior that is
 
neither a fixed point, periodic, nor quasiperiodic (Parker
 
& Chua, 1989). A dynamical system exhibiting chaotic
 
behavior evolves in a deterministic way, but long-term
 
prediction of the system's state is impossible because the
 7 
uncertainty in determining its initial state grows
 
exponentially with time (Wolf, 1986). Most chaotic systems
 
exhibit sensitive dependence on initial conditions. In
 
general, two time-dependent solutions with slightly
 
different initial conditions grow apart at an exponential
 
rate and the differences in the initial conditions are
 
manifested at a later time by significantly different
 
dynamical states.
 
There are various theoretical criteria for testing or
 
diagnosing the chaotic behavior of a dynamical system. One
 
common criterion for chaotic behavior is a method based on
 
the search for horseshoe maps and homoclinic/heteroclinic
 
orbits in mathematical models of dynamical systems. This
 
mathematical technique, called the Melnikov method, gives a
 
local criterion for transverse intersection of stable and
 
unstable manifolds of the perturbed system and chaotic
 
motion near the unperturbed (undamped and unforced)
 
homoclinic/heteroclinic orbits. In general, the Melnikov
 
method does not signal the appearance of strange attractors
 
(that represents persistent chaotic behavior over a global
 
domain of phase space). The Melnikov method requires that
 
the dynamical system be described in terms of a set of
 
first order ordinary differential equations of the phase
 
space variables and that the unperturbed (undamped and
 
unforced) system possesses homoclinic/heteroclinic orbits
 
connecting hyperbolic saddle points. The Melnikov method
 
measures the distance between stable and unstable manifolds
 
of the perturbed system from the unperturbed homoclinic/
 
heteroclinic orbits. When there are multiple transverse
 
intersections of the manifolds, the Melnikov integral
 
yields simple zeros that indicate the presence of Smale
 
horseshoes and chaotic motion. A general review on this
 
method may be found in Moon (1992) and Abraham & Shaw
 
(1992). A more detailed background on homoclinic/
 8 
heteroclinic orbits and the Melnikov method may be found in
 
Melnikov (1963), Guckenheimer & Holmes (1983), and Wiggins
 
(1988 & 1990).
 
The original work of Melnikov (1963) that was applied
 
to only a one degree of freedom system has been extended by
 
Wiggins & Holmes (1987), Wiggins (1988), and Wiggins (1990)
 
to include higher dimensional systems. This extension may
 
be referred to as the generalized Melnikov method or the
 
GMM. Wiggins (1988) identified three dynamical systems I,
 
II, and III that may be analyzed by the GMM.
 
The GMM has been applied to numerous mechanical
 
systems and has been successfully applied to a fluid
 
continuum by Holmes (1986), Allen et al.  (1991), and
 
Bowline et al.  (in press).
 
Holmes (1986) applies the GMM to surface waves in a
 
cylindrical basin excited by vertical oscillations of the
 
basin and found chaos.
 
Allen et al.  (1991) apply the GMM to quasi-geostrophic
 
flow over a variable topography and also found chaos.
 
Bowline et al.  (in press) apply the GMM to search for
 
the chaotic behavior of parametrically excited cross waves
 
in a long wave channel and found chaos. They performed an
 
experimental study of cross waves and observed a
 
simultaneous generation of primary-resonance (w/p:coic= 2:1)
 
and secondary-resonance (copi: co,/ = 1:1) cross waves.
 
The research by Bowline et al.  (in press) is extended
 
to include both surface tension and weak dissipation to the
 
mathematical model of cross waves in a long rectangular
 
wave channel. The surface tension is incorporated in the
 
Luke (1967) Lagrangian formulation of the problem following
 
Becker & Miles (1992). A generalized Hamilton's principle
 
is applied to obtain the boundary value problem. A
 
generalized dissipation function that is proportional to
 
the time rate of change of the free surface elevation is
 9 
incorporated so that the dissipation will appear correctly
 
in the dynamic free surface boundary condition. In order to
 
apply the GMM, the Hamiltonian function is transformed by
 
three successive canonical transformations that are based
 
on the Herglotz algorithm. The Herglotz algorithm is
 
extended to nonautonomous systems; and two types of the
 
generalized Herglotz algorithm (GHA) are given. The GHA
 
will be applied to injectively transform the Hamilton's
 
equations of motion to a system that may be analyzed by the
 
GMM. Without dissipation, the equations of motion are of
 
the form identified by Wiggins (1988) as System III. With
 
dissipation, the equations of motion are System I but the
 
GMM failed to detect chaos.
 
The Liapunov characteristic exponents represent an
 
alternative criteria for diagnosing the chaotic behavior of
 
a dynamical system. They measure the mean rate of
 
exponential divergence of nearby trajectories. One positive
 
Liapunov characteristic exponent indicates chaos. Reviews
 
of the Liapunov characteristic exponents are given by Wolf
 
(1986) and by Lichtenberg & Lieberman (1992). The largest
 
Liapunov characteristic exponent is employed by many
 
investigators to test for the chaotic dynamics of
 
parametrically excited surface waves including Umeki &
 
Kambe (1989), Kambe & Umeki (1990), and Tsai et al.  (1990).
 
The largest Liapunov characteristic exponent is numerically
 
determined for the perturbed dissipative system (System I)
 
when the GMM failed to predict chaos.
 
The following is a brief review of the contents of the
 
subsequent sections.
 
Section two is devoted to the variational formulation
 
of the problem. The Lagrangian for a free surface wave with
 
surface tension is introduced in §2.1 following Becker &
 
Miles (1992). In §2.2 the Lagrangian is simplified by
 
transforming the volume integrals to surface integrals and
 10 
by subtracting the zero variation integrals. A scaling
 
procedure is carried out in §2.3 to obtain the scaling
 
parameters required to evaluate the chaotic behavior. In
 
§2.4 the wavemaker displacement, the velocity potential,
 
and the free surface elevation are specified. The
 
Lagrangian is written in terms of the generalized
 
coordinates that are the time-dependent components of the
 
cross wave and the progressive wave velocity potentials. In
 
§2.5 the generalized momenta are calculated from the
 
Lagrangian and the Hamiltonian is determined by applying
 
the Legendre transformation of the Lagrangian. Finally, in
 
§2.6 the generalized damping forces corresponding to the
 
set of generalized coordinates are determined.
 
Section three is devoted to the canonical
 
transformations and the determination of the evolution
 
equations. In §3.1 and §3.2, some properties of canonical
 
transformations and one of the common tests that may be
 
employed to confirm the canonical character of a
 
transformation, that is Poisson brackets are given. The
 
Herglotz algorithm is extended in §3.3 for nonautonomous
 
systems and two types of the GHA are given. The Hamilton's
 
equations of motion of the second type is introduced in
 
§3.4 and the equations of motion before and after a
 
canonical transformation are given. Three canonical
 
transformations are computed in §3.5 using the GHA. The
 
transformed Hamiltonian, the transformed damping forces and
 
the averaged system are computed in §3.5, §3.6, and §3.7,
 
respectively.
 
Section four is devoted to the application of the GMM.
 
Firstly, the unperturbed (unforced and undamped) system is
 
analyzed. The hyperbolic saddle points and heteroclinic
 
orbits are computed in §4.1. Secondly, the perturbed
 
Hamiltonian system with surface tension is analyzed in
 
§4.2. The KAM theorem requirement and the Melnikov integral
 11 
are evaluated. Thirdly, the perturbed dissipative system
 
with surface tension is investigated using the GMM and the
 
largest Liapunov exponent is numerically determined in
 
§4.3. In §4.4 a comparison with experimental data by
 
Bowline et al.  (in press) shows good agreement with the
 
present theoretical analysis. Finally, §4.5 introduces some
 
conclusions.
 
section five provides some recommendations for further
 
studies on the chaotic dynamics of parametrically excited
 
standing cross waves.
 12 
2.  Problem Formulation
 
All dependent and independent dimensional variables
 
are denoted by a superscript prime to distinguish them from
 
nondimensional unprimed variables. The fluid is assumed to
 
be incompressible and inviscid and the flow to be
 
irrotational. The dimensional fluid particle velocities u/
 
and the dimensional total pressure in the fluid P/ are
 
computed from
 
1  2
U/ =  043/ 
p1  g Z  (kit  IV (I)  ;  (2.1,2.2)
I 
where 4/ = a dimensional velocity potential;  p" = the fluid
 
mass density; g" = the gravitational acceleration;  = the
 
three-dimensional gradient operator; and the subscript t"
 
denotes the partial derivative with respect to time. The
 
Bernoulli constant is assumed to be incorporated into the
 
velocity potential (Landau & Lifshitz, 1987). The fluid
 
domain is the long rectangular wave channel shown in Figure
 
2 that extends from the wavemaker S  ; xl=x/(zi, 0 to an
 
arbitrary cross-section at a distance xi= e where the
 
length e is assumed to be integer multiple of progressive
 
wave lengths Lpi.
 
2.1. Variational Principle
 
The Lagrangian gl for a free surface wave with surface
 
tension is (Becker & Miles, 1992)
 13 
=  gizil  dvi  T1 f  CI  )  dS1 f  2 l'iszi)/12 
CI
 17/(0  s' 
(2.3a)
 
where 11/ is the free-surface displacement, and where
 
, =  dxIdy/  ;  C/ =[1+1V/T1/12] 2  (2.3b,c) 
The positive definite kinematic surface tension T/ is the
 
ratio of the conventional surface tension to the fluid mass
 
density. The fluid domain 17/(0  is bounded by the
 
following six surface boundaries: the wavemaker
 
/ /  /  / / 
Sr' ; x = x (z t')  ,  the free surface Sn, ;  z'=  y ; C)  ,  the
 
horizontal bottom ,91,;  z/=-h/, the two vertical sides  SIbi  ; 
y1=±bl, and the far field vertical surface Sic,;  x/=P/.
 
Hamilton's principle. If the system is in a configuration
 
V1 / at time  t1 / and in a configuration V ; at time  t21,  the
 
path that the system follows from configuration VII to
 
configuration V; will be the one for which
 
C21 
/
/
8 f  dtc f Fi  = 0  ;  (2.4a) 
DCr, 
The first integral in (2.4a) is the action integral of the
 
Lagrangian (Luke, 1967). The generalized dissipation
 
function per unit mass density F/(Dif/Dt/)  is given by
 
(2.4b)
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where a = a dimensionless damping parameter and K/ = the 
cross wave wavenumber  (vide  §1), and where Drii/Dti  = the
 
Stokes material derivative of the  free surface
 
DTI'  ail/
 
(2.4c)
 DC  at'
 
Figure 2. Definition sketch of the rectangular wave

channel, showing the fluid domain out to an
 
arbitrary length x/=e down the channel.
 
The dimensional boundary-value-problem may be obtained
 
by requiring that the independent variation of 4/ and 11/
 
vanish at the arbitrary temporal values
  t1/ and t2/ in
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(2.4a)  (Appendix A; Luke, 1967; Whitham, 1974; or Becker &
 
Miles, 1992). The first variation of the Lagrangian g'
 
(2.3a) is given by
 
III  bl ei  bi II 
Ul=Siff ---LIVA:v12-43,1 ,-, g1z1)dx1dyldzI + T1 8 f n(1-1) dx'dy'
t
 J 2
 
--121-Wf  -b' Xi
 
Ili  IDI  11  13/ ei 
= f f f (.14)1 ''/(15 44  ( 8 (1)1)  ti)dx1cly1dzI + r  r(i-TV14112 -(1)1 14-gi zi)  OTC dx1clyi
J J  2 t 
z 1=T11 -hi -bi xi  -b' X' 
bi II
 
+T/ f  C1(-1) (f11r11-t-118111)dx1dyl
 
-Wf
 
(2.5)
 
where the differential surface dS',, in (2.3a) has been
 
replaced by the horizontal projection from (2.3b). The
 
following identities will be used repeatedly (cf.
 
Hildebrand §6.9, 1976):
 
1)  the first form of Green's theorem,
 
r (Ifrif//24)/±-N-7-4/.c7ii) dvi  =  f Iv (hy.n) 
dS'  (2.6a)
 J, v  ,s, 
2) Liebniz's rule,
 
jr  Ipit ,  dvi  a f  iiil dvl  f 411 (6'. ii)  dS'  ;  (2.6b)
 at 
v' (t')  171(t)  s'
 
3) differentiation formula,
 
i/ ''/ G/ =  /(G/ ii)-(/- i'/) G'  ;  (2.6c)
 
4) Gauss's divergence theorem,
 
f\7/(G/ il) dsl  =  f (1'1  fi) G'  d./  ;  (2.6d)
 
s'  as'
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where ii is the outward unit normal of the fluid boundary.
 
The identity (2.6d) may be used to transform either volume
 
integrals to surface integrals or surface integrals to line
 
integrals. Therefore, dS/ in (2.6d) may be either a
 
differential volume or surface and d§/ may be either a
 
differential surface or line, respectively. The volume
 
integral in (2.5) may be transformed using the identities
 
(2.6a) and (2.6b) by substituting IV= 54/  The first
 .
 
surface integral in (2.5) is the LHS of the dynamical free
 
surface boundary condition (A3). The second surface
 
integral in (2.5) may be transformed using the identities
 
(2.6c) and (2.6d) through the substitution  i/=CR 1) '/I-1/
  ,
 
and G/=-811/  These transformations reduce the first
 .
 
variation of the Lagrangian (2.5) to
 
b' I, a og'-i- r ocdvi=f f 41-flis,v12_,,v,,, giril- Ti-i. (C/(-1)/1-1/)  ori/c/x/dyi at'  i  zcil, 
f (''244(54;Vcivcf(4)'n+u-'s,-B.,) 8C dS" r+TI f (i( -1) ri ni 8 II idg / s i 
1,7/(0  s'  as' i i 
(2.7a)
 
where the subscript n denotes a normal derivative; viz.,
 
lin/  4,/ 0 /1,1/. fi  V'4'' fl  (2.7b,c) 
The differential surfaces dS/s /;  the outward unit normal
 
Bs /  ;  and the boundary motion  U
/ 
,./1 are given by the

s  SI
 
following:
 17 
(2.8a -c)
 S Ti,:d.51Ti /=elaiX/dY1;  n ,=  ,  , ) ; U
/ 
e/  */-n *1-
11
 
CI
 
c/  -X ,/ 
:  dSlx,=ill+xlz2/ dyidzi; fix,- ; 
7.7/
X1' 14X/  (2.8d-f) 
V1+X/2z/  + XI:  / 
The geometric quantity  1C/(-1) O'ti')  in (2 7a) represents
 "C1/.
 
the total curvature of the free surface (Wehausen & Laitone
 
(3.5), 1960) and may be linearized by using the binomial
 
expansion as follows (Benjamin & Scott, 1979):
 
fi/. (C-1)  ,//11/)  1//2  0( 1 Is7/11/1 2) =  (2.9) 
The order OH residual contains other products as well but
 
only the leading term is given. This approximation may be
 
justified by the scaling presented below (§2.3). Requiring
 
that the last integral on the RHS of (2.7a) vanish implies
 
either the natural contact line condition  (A6a,b)
 
or the edge constraint  11/=0 that may be more realistic for
 
some fluid domains (cf. Benjamin & Scott, 1979).
 
2.2. Decomposition of the Lagrangian Integrals
 
A Lagrangian that is equivalent to (2.3) and that is
 
more convenient for computations may be derived by
 
transforming the volume integral in (2.3a) as follows. The
 
first and the second terms in the volume integrand will be
 
transformed by substituting iiii=4)/ into the identities
 
(2.6a,b); the third term in the volume integrand will be
 
transformed by substituting gizi=f71-(F/G1) into the
 
identity (2.6d), where  zak  and G1=9/1/2. Following 
these transformations, the Lagrangian (2.3) reduces to 18 
bi 11
 
1 g/  a r.L id 1  /2  1  1  /  /2  / 
ati  v+gh  bk-x  (- h  , tl )1  f  z  x  dzIdy/ 
bf
 r 1 r 
/)  (I)
 f 4)/ k72 CV dV + f( 1 2 
(V  +U
I
s 8  T il mcbcidyi
2  (-I'D  J 
-bix/
 
b, e
 
+  T/ f f (CI -1) dxl dyl 
-13X, 
(2.10)
 
1 I where xq, =x (z  =  ,t )  ;  =11 (x  = X ,y , t )  ;  and Tle = 
(x/ = QI , yl,  tl)  The difference  [L" -qi]  in (2.10) makes a .
 
null contribution to the variation of the action integral
 
of the Lagrangian and this implies that the Lagrangian L/
 
satisfies Hamilton's principle (2.4)  (Miles, 1988).
 
Substituting (2.8a-f),  (A2),  (A4a,b), and (A5) into the
 
Lagrangian (2.10) and grouping the terms according to the
 
surfaces over which each term is integrated, the Lagrangian
 
(2.10) may be decomposed into the following integrals:
 
I L = L  + 1, /  + L +  + L  (2.11a) v 
where
 
L /v/ = 
1 
f 1:1)/  dVi  (2.11b)
 2  4/ 
VI
 
b'
 f f [4:01x1t  dz I dyl
  (2.11c)
 
2 
-131 -hi 
(2.11d)
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e'
 
1 
b' 
r  pi  dxidy., 
qt  (2.11e)

n  2 J
 
-./Y)://
 
/  b,  e T 
f
r f f (ci _1) (ix' dyi  1v1102  dx/clyi  (2.11f)
2
 
-1)1  n/  -b X 
/ 
/ 
The approximation (2.11f) is the result of substituting the
 
linearized approximation to the total curvature of the free
 
surface (2.9). The volume integral (2.11b) is identically
 
equal to zero by (Al) so that the decomposition of the
 
integrals is reduced to only surface integrals over the
 
free surface 11/,  the wavemaker surface x/, and the far field
 
boundary surface e. In order to proceed further with the
 
Hamiltonian formulation, the Lagrangian must be expressed
 
in terms of generalized coordinates that may be either the
 
field variable 11/ or (V. The velocity potential 4)/ is chosen
 
as the field variable and T1/ will be expressed in terms of
 
(V by using the free surface boundary conditions (A2, A3)
 
and the contact line condition (A6a,b).
 
2.3. Scaling and Nondimensional Parameters
 
The velocity potential 4)/ and the free surface
 
displacement ri/ are assumed to be linear sum of a
 
progressive wave component (subscript p) that is
 
independent of y' and a cross wave component (subscript c)
 
that is independent of x/ as follows:
 20 
P 
, , (1)1(xl ,yl  , z', 0 = 4)I (xl zl  0 +  Vc(yi,zi, t/)  (2.12a) 
riqxi,y/, t/)  = ri/p(x/, ti)+11/c(yi, C)	  (2.12b) 
The dimensional (primed) variables are related to the
 
nondimensional (unprimed) variables by the following
 
scales:
 
/ x  i=  Y  / z  / t  x =  y---7,  z  t-	 (2.13a-d) 
ic'  K  KI  VgIK
T 
(2.13e-g)
 h = ici hi ;  = Ic/Q/  ;  b = Klbi 
9
/ 
4)1
P  = 4 )p a I p \  k / 
;  43.1
C  = 4)
C al c	 
g 
1 
(2.13h,i) 
Kt K 
L a 
/2 g
1 1  1 1  1 1 1 c acilc ;  aX ;	  (2.13j-m) ilp  apilp ;  tic	  X  L 
kIKI 
where a/ w  = the amplitude of the wavemaker displacement; k
 
and a/ = the wavenumber and amplitude of the progressive

P
 
wave, respectively; and Ki and a  = the wavenumber and
 
amplitude of the cross wave, respectively. The progressive
 
wave frequency co  is related to the progressive wavenumber
 
k/ by the deep water dispersion relationship co/2 = 9-licit
 
A
 
.
 where T
i  = 1±(T/X4)  The cross wave frequency is related to 
the cross wavenumber by the deep water dispersion 
relationship WI/c2 = gile, where  KIT =K/(1-FT)  The progressive .
 
wave period and wavelength are given by Til,= 27r/coi  and 
L 
P 
/  = 21-c/k
/  respectively. The cross wave period and ,
 
wavelength are given by * 27t /coic  and * 27Enci, 
respectively. The scalings (2.13) yield the following non-
dimensional parameters: 21 
e = 'ea/ ;  p = (0/ c /co! p  ;  y =  kia /  (2.14a-c) 
T  = TI x12 / gl ;  A =i1K1 / kl  ;  r =  api/a  (2.14d,f) 
The dimensionless velocity potential (I) (x,y, z, t)  and free
 
surface displacement q (x,y, t)  in (2.12) are now given by
 
4) (x, y, z, t)  = itc(y,  z, t) + r A 4)p  (x, z, t)  (2.15a) 
(2.15b)
 it (x, y, t)  =  tic (y, t)  +  r  Tip  (x, t) 
The scaled boundary value problem for the dimensionless
 
velocity potential (I)(x,y,z,t) and the dimensionless free
 
surface elevation i(x,y,t) for the irrotational flow of an
 
incompressible, inviscid fluid confined to the rectangular
 
wave tank shown in Figure 2 is:
 
1  As 
T4 4')cx + 434yy + (1).zz  0 ;  '(Xx  , Y  Ibl  ,  -hszsgri  (2.16a) 
1
 
(I) =  T  T1 t + E (  ;  Z =  e Ti  , yx sxs  ,  yll:) 1  (2.16b) z  1  x 4  .1-X TIX +  (11:1Y  illYi 
1 2 2 2i  1 
, _.(  I  1')C)c 
2 z  T 1 (1)t  4  ril xx + 11 yy)  c, (1)z  ;  i ys  13.1 , z = ei A4  x  A
I 
31
 
(2.16c)
 
{  y=113,1  ,  -hs zs erg , yxs)cs 
1(1)  ii  = 0  ;  (2.16d,e) z=-h , y s Ibl  , yxsxs 
=  II A4 t 1  X t  + Y X4 (1)zXz  ;  x-YX , y03,1  ,  -h<zuri (2.16f) 22 
x'YX,

11= 0  ; 
, 
(2.16g,h) 
y=1/31 , z 
together with the appropriate radiation condition; where
 
Ti =V1+T and  = K (1+T)  (Appendix C). The subscripts x,
 
z, and t denote partial differentiations. The free surface
 
curvature in the first term on the RHS in (2.16c) requires
 
more information about the free surface elevation at the
 
boundaries; and the contact line condition (2.16g,h)  (or,
 
alternatively, the edge constraint) provides the required
 
dynamical constraint. The nondimensional Lagrangian L may
 
now be decomposed into the following dimensionless
 
integrals:
 
L=Lx +L+L+L  (2.17a) 
where
 
h "Ix f  (tith, Xt)  dzdy  (2.17b)
Lx  2E  x=YX -b -h 
b ESE 
L  dzdy  (2.17c) (N).) 2 A4  _b _12 
b 
Li= 2--- f  +  12)  dxdy  (2.17d) ( z  n b YX, 
e 
b 
(2.17e)
 L =  f f 
(  1x2 +1,  2)  dxdy
2  X 4 b  YX, 
where nx = n(x=yx,y;t),  rle  = .11(x=,y;t), and xn=x(z=cri;t).
 
The wavemaker integral (2.17b) and the free-surface
 
integral (2.17d) will be approximated by (Miles, 1988)
 23 
0 
[] dz  = f [] dz + c  + 0(e2)  (2.18a) 
-h  -h 
f [] dx  f [] dx  ix [],0 +  0(y2)  ;  (2.18b) 
0 YX 
in order to posit solutions by separation of variables.
 
The perturbation (wavemaker forcing) parameter y is smaller
 
than the Floquet parametric forcing (ordering) parameter e
 
because experiments demonstrate that the standing cross
 
wave amplitude becomes larger than the
 
wavemaker forcing amplitude as t -÷ 00. The parameter
 
ordering is, therefore,
 
0<y2<ey<E2<y<e<1  or  0 <
v2
< y <  < 1  (2 .19a, b) 
The higher order terms that will be neglected are 0(e2),
 
0(ey), and 0(y2); but terms 0(y/e) will be retained.
 
Ignoring these higher order terms, the nondimensional
 
Lagrangian integrals (2.17a-e) are approximated by:
 
b 0 
=  2c1 f f [ (4)c,±11x4),) xt Lodz dy 
-b -h 
b 
f [ E xt  )(4),±r) 4), )  dy + 0(e)
x,z=0
-b  (2.20a)
 
L 
F A  b 0
r  4) +rx  dz dy (4)
2 A4  '!h[  Px \  c  PI  x= 
dy + 0(e2) ±f[E4)px(ric+Frip) (4),+FA(Fp) l 
(2.20b)
 24 
b 
1  r r 
cbc d_y
 LT1=  j j{tiric+Frip)t[*+FAckp)+E(Tic+PrIp)(43.c+PA(kp)zl,-(nc+Pripy} 
z=0 -b 0 
--Y- f {x[ti(43.c+rA4p)(1c.+1111p)t +(ric+rrip)21}  dy + 0(E2) 2  -b  x,z=0 
(2.20c) 
b L_ff I  1.12
  +712
 
2  14 Px  c
 
-b 0  '" 
r2 2  2 f  Y X (  ,T1  )1  dy + 0(ye)
x y
b  x,z-=-10  (2.20d) 
2.4. Trial Functions
 
The wave maker motion, the velocity potentials, and
 
the free surface elevations are now to be specified. The
 
wavemaker forcing is specified as
 
t  f(z) =1+ z for a full draft hinge, 
x= f(z) sin ,,  h  (2.21a,b) 
f(z) = 1  for a full draft piston.
 
The wavemaker shape function f(z) is independent of the
 
cross tank dimension y; consequently, no transverse
 
(sloshing) waves may be generated by the wavemaker motion
 
(2.21). Because the wavemaker displacement was scaled by
 
the wavemaker amplitude aL  measured at the still water
 
level z = 0,  f(z=0)= 1 from (2.21). A generic planar
 
wavemaker function is given by Hudspeth and Sulisz (1992).
 
The cross wave potential (I), will be approximated by a
 
linear deep water standing wave; and the progressive wave
 
potential (I)p will be approximated by a linear deep water
 
traveling wave. As the chaos is assumed to be temporal
 25 
rather than spatial, the time dependencies of the 
potentials will be the unknown variables. These 
dimensionless deep water velocity potentials are (Appendix 
B;  vide  Eagleson & Dean, p.19, 1966): 
oCkc (y, z; t)  = q(t) cos (y  b)  exp [z]  ;  (2.22a) 
(2.22b)

(x, z; t)  =  IQ
1 (t)  cosx + Q2 (t)  sinxi exp[z/X2] ; 
where the variables q(t),  Q1(t), and Q2(t) are the 
generalized coordinates (or, equivalently, the degrees of 
freedom). The free-surface displacement ri  is a solution to 
the linearized inhomogeneous boundary value problem given 
by 
(2.23a)
 V 71  =  [Til, Tip-fp] + [g2. ric-fc]  E 0 
T1 ri f = 0  T1 il  f  =  0
P P P '  c c  (2.23b,c) 
11  = 0  ;  X=0  TIc  = 0  ;  y=lbl  (2.23d,e)
Px 
where
 
gl  f =  a  T  43, ;  z=0 (2.23f,g)
P P  X4 
11 
Pxx  P 
, 
1  Pt 
i cy): ric  f  = a4 cz -T
1 
04)ct 
;  z=0  (2.23h,i) 
where Ti =  +T  (Appendix C). The general solution to 
(2.23c) following the substitution of (2.22a) is an
 
homogeneous solution 7-G and an inhomogeneous particular
 
solution 11"; given by
 26 
rich  TIC;
 
-)

= A cosh ( y b  +Bsinh (y/ -gib)  +  (- got + Ti 4) cos (y-b)
2 T1 
(2.24a)
 
The homogeneous boundary conditions (2.23e) require that
 
A = B = 0  at y=±b and (2.24a) reduces to only 117;  i.e.,
 
(2.24b)
 1, (- qa +tit 4) cos (y-b) 
z 
1 
The progressive wave free surface displacement rip is
 
determined far from the wavemaker. The general solution to
 
(2.23b) following the substitution of (2.22b) is an
 
homogeneous solution  T1';', and an inhomogeneous particular
 
solution 1  given by
 
C  exp[-- X2 x1  Az 
+Dexp
 
-oia +A2 Ti
  Q2 a + A2
  cos x  sinx
 
TA  TA  (2.25a)
 
where TA = 1+(t/X4)  (Appendix C) .  For the evanescent
 
eigenmodes to be bounded as x>+, D = 0. The homogeneous
 
contact line condition (2.23d) requires that
 
-02 a + A2 T1 62  (2.25b)
 C = -C1 
ATI 27 
and the progressive wave free-surface displacement rip
 
reduces to
 
i-01a + X2 ti 61  -Q2 a +A2tiQz COSX  j [ sin x+ +  exp[- A x A2
 Tx  ATA 
(2.25c)
 
All of the spatial integrals in (2.20a-d) may now be
 
evaluated since the spatial dependencies are known. All
 
0(c) progressive wave self-interaction terms  (4)p or rip)
 
will be ignored (vide  §1; or Jones, 1984). It is convenient 
to rewrite the Lagrangian by grouping the integrals 
according to their order rather than the surface over which 
each term is integrated. The integral ordering in (2.20a-d) 
will be: Lo that are all 0(1) integrals; L, that are all 
0(c) integrals; and Ly that are all 0(y) integrals that are 
the result of the wavemaker forcing. Substituting the trial 
functions (2.21),  (2.22),  (2.24b), and (2.25c); then 
setting a=0 the surface integrals in the Lagrangian 
(2.20a-d) become 
L = L0 +L  +Ly +  ey, y2)  ;  (2.26a)
E 
where
 
bt,2r2 br2H  2  [F 94  022)  01021_ b2  (2,2  42) 2  (012 L
0  2  (>(01  2 )+Q  j+ 1 2  - 2 A TA
2 
(2.26b)
 
e br  e br 
L  q Q2 
. 
02  (2.26c) 
2 X3 TA  2TI  A' 28 
F2 
2 T2  (12  )  q (j-

LY  = y b  f  V  ' 9 
A.2  (42 I12  12 (x4 A2  n2 ,  (2) ybsiniot)  r2Q12-
2 A  2
 
A  6A 
(2.26d)
 
The coefficient f  in (2.26d) is a function of the

1
 
wavemaker shape function f(z)  (2.21a,b) and is given in 
Appendix C. The Lagrangian components Lo, L, and Ly 
represent the free oscillations, the Floquet parametric 
forcing of the cross wave by the progressive wave (Jones, 
1984), and the 100% nonautonomous perturbed (wavemaker 
forcing) components, respectively. 
2.5. Legendre Transformation
 
The Legendre transformation of the Lagrangian 
L(q,  4  ,t) with respect to the generalized velocities 
4 = (,6 ,C) )  generates the Hamiltonian according to
1 2 
(Lichtenberg & Lieberman, 1992)
 
H = p  + P3.01+ P202  L  (2.27) 
where p = (p, P1  P2)  is the set of generalized momenta 
corresponding to the set of generalized coordinates 
q =  (q, Q1, Q2)  .  The generalized momenta are computed from 
the free oscillations and the Floquet parametric forcing 
components of the Lagrangian function (Lo + Lc)  (Goldstein, 
1980) according to 
a (Lo+Lc) 
Pi  i =1,2, 3  (2 .28a)
 a4i 29 
ebr 
p1 = p = ip  4  q Q2  (2.28b)
 2T A' 
1 
bt12 r2 A2 
2t
 
P1  (2.28c) P2  =  Q, +  .14  _  Q2 T 
A  A TA 
ebt IIT  IDT 2r2A2 
1  2 1  2T 
P3  P2  q +  02 + 14  v  (2.28d) 
2 X31.  TI  A  6),
A ) 
Inverting (2.28) for 4i  yields 
P  e rqQ2 4=  ±  (2.29a) 
.1D  2-E.1  A3 
A4 
ET
2  q
2 
(2.29b) Q,­ 2r2A6  rA9 F2 b 
1  '-'  1 A 
21. 
4 T , P  P 
A 2  1  e t q 
2 
(2.29c)
62 
+ 
b  r2A6  2  11  A' t 1 1 
The parameter  that denotes length down the channel will
 
now be used as an ordering parameter since  » 1. This
 
approximation by order is both a way of simplifying the
 
Hamiltonian (2.27) and of applying the long channel
 
assumption. This approximation is used only for determining
 
the order of the coefficient for each variable grouping and
 
not to scale the different variable combinations.
 
Substituting (2.29) and (2.26) into (2.27) yields the
 
following Hamiltonian:
 
H (q, p, t) =Ho (q, p) + H,(q, p) + Hy (q, p, t) + O(E2, Ey, y2)  ;  (2.30a) 
where
 
(Pi ± p2 ) 2  2TP P +Qic),2)4_  j::)q2  P  1  2  1  2 
H0 
0  2  2.1:)  2b1321-12  bti2r2)0v s'
 
(2.30b)
 30 
er  ei  2 H  qpQ  q
2  P2 
2 
q Pi  (2.30c)
2T  X3  2.1.110.5  99 
2 
1 
brATA  Q,J2Pi +Nifij2) 
1  cp
 
(H = y cos
  ---n 
2  (X2 P2 + rt 
rCA.6t  213 
( 2  )2 
p2
-y sin  br2Q,2-
1 bq
2 
---/-3)  +

bz  2 p2 p2  6  2  2bV
 
(2.30d)
 
The 110(q,p)+14(q,p) components represent the free
 
oscillations and the Floquet parametric forcing of the
 
cross wave by the progressive wave (vide §1, and Jones,
 
1984). The perturbed (wavemaker forcing) 1.10(1,p,t) terms
 
are 100% nonautonomous and will not survive the averaging
 
theorem that is required for Wiggins-Holmes extension of
 
the generalized Melnikov method (GMM)  (vide §3). All of
 
14(q,p) terms are of 0(c) with the long channel parameter
 
in the denominator. If  00 were assumed, all 0(c) terms
 
would vanish. Because the 14(q,p) terms represent the
 
Floquet parametric forcing of the cross wave by the
 
progressive wave, allowing 14(q,p) to vanish would remove
 
all possibility of finding chaos in the system because
 
nonlinear oscillations of the cross waves are required for
 
a homoclinic/heteroclinic orbit to form in the phase plane
 
(Wiggins, 1988).
 
2.6. Damping Forces
 
The scaled Hamilton's principle (2.4a) may be written
 
as (Guenther & Schwerdtfeger, 1985)
 31 
t2  t2 3
8 f g dt  =  f >  Di 8qi dt  (2.31) 
i=i
 
tl  tl
 
where D = (Di,D2,D3)  is a set of generalized components of 
the damping force corresponding to the set of generalized 
coordinates q = (q, Qi, Q2)  Substituting  dScy  from (2.3b) .
 
and Dill/DC  from (2.4c) and (A2) and applying the scales in 
(2.13) to the variables in (2.4a) yields the scaled
 
variation of the action integral of the Lagrangian given by
 
tz  2 b 
8 f g dt =  f f  ( a (1)  dx dy dt  (2.32) 
tl  tl -b  0 
Equating the variation of the action integral  of the
 
Lagrangian in both (2.31)  and (2.32) gives
 
t2 3  t2 b
f E Di  8 qi dt =-f fj a st 81i cbc dy dt  (2.33a) 
tl  tl  -b 0 
where
 
on 
811  = E  Sq.  +  aTi  8,6  j  (2.33b) qi 
Integrating the 84i term in (2.33b) by parts with respect
 
to time t and noting that oq vanishes at the arbitrary
 
temporal values  t, and t2 reduces (2.33a) to
 
Di = a f 
+  a  ( c)  ar.1  dx dy  ;  i =1,2,3  (2.34) 
-b 0  aqi  at  aq, 32 
(I)
 Substituting the scaled velocity potential
 
(1)c  + F X (1)p 
from (2.22a,b) and the scaled free surface displacement 
ri  =  Tic +rrip  from (2.24b) and (2.25c) yields the following 
damping forces: 
ba [.  a 
1  q+q D  _____  (2.35a) 
T1 1  1 
ba  T
1 F2  a 
D2  +  (2.35b) °J. TA  TA2 Qi ij 
D3 
2ba  T
1 T r
2 
A.4 
CC 
+  a 
(2.35c) A4 T2  2T 
Q2  A- x2  kI2 )  61  Qi) 
ti A2 i 
Substituting (2.29) into (2.35) yields the damping forces
 
expressed in terms of the canonical variables (q, p)
 
zb F a  [  aebri
D  =  (--i  p +  (2.36a)

1  17 Q2 + [  2  q 
1  2 T2  A3  T 
1 1 
[  2 CC T  a cbrt2  [ a2bE F2 1 2 D P  P2 [  q + 2  1  E AE,  A9 E ..,2,  A2  k/1 
i 
(2.36b)
 
(  a
+ 
(  a EMIT  2 a2btr2 
+  (x2br2i
D3  A2 P2  A6 Ty  Q1  X2  02
2 A5TA 
(2.36c)
 
The parameter  denotes a dimensionless length down the
 
channel and is used as an ordering parameter because  » 1.
 
This approximation by order is a way of both simplifying
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the damping forces (2.36) and of applying the long channel
 
assumption. This approximation is used only for determining
 
the order of the coefficient for each variable grouping and
 
not to scale the different variable combinations.
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3.  Canonical Transformations and Evolution Equations
 
In Hamiltonian systems, significant simplifications
 
may be obtained using canonical transformations that
 
preserve the dynamics of the evolution equations
 
(Goldstein, 1980). Holmes (1986) used this property to
 
evaluate chaotic waves in a cylindrical basin by applying
 
two canonical transformations and obtained a simplified
 
system of equations. It may occasionally be obvious how to
 
choose some of the transformed variables as the new
 
canonical variables (e.g., action-angle); but it is not
 
always easy to determine the remaining new variables so
 
that the resulting transformation is canonical. In a
 
canonical transformation from the set (q, p) to the set
 
(Q,  P),  the dynamical state of the system may be defined in 
terms of the new set of variables  (Q,  P).  Because the 
canonical transformation destroys the distinction between 
coordinates and momenta, the set of variables Q  may no 
longer be restricted to sets that define the configuration 
of the system as did the original set of coordinates q 
(Desloge, 1982).
 
3.1. Canonical Transformations: definition and properties
 
A time-dependent transformation (q, p) = (Q,  P) where 
= 1,2,. . .,N  (3.la,b) Qi(qi  t)  Pi = Pi(q, 13, t)  ; 
is canonical if and only if there exists a generating 
function  F(u, U,  t)  such that (Desloge, p.794, 1982) 
N 
dF(u, U, t)  =  E (v.
1 du.
1 V. dU.)  (3.2a) 
1=1 
where
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a2F a2F 
au  au  aulauN 
1 1 
a2F 
0	  (3.2b)
 
au au.
 
1 ,
 
a2F  a2F 
au au  auNauN
N 1 
and where the combinations of 2N new and old variables are
 
q1, pi  Q., P.
 
ui, v. =  i = 1,2,  . .,N  (3.2c-f)
 '	  Vi Pi	  Q  ; 
. 
Conditions (3.2) represent a generalized definition for a
 
canonical transformation (Desloge, 1982). Canonical
 
transformations have the following properties (Goldstein,
 
p396, 1980):
 
(1)	  If the transformed variables (Q(q, p), P(q, p)) are
 
canonical, then the inverse transformed variables
 
(q(Q, P), p(Q, P)) exist and are also canonical.
 
(2)	  Two successive canonical transformations define a
 
transformation that is also canonical.
 
3.2. Poisson Brackets
 
The Poisson bracket is one of several posterior
 
verifications that a transformation is canonical
 
(Goldstein, p397, 1980 ).  If Rj,Rk are any two members of
 
the transformed set of 2N variables
 
Q, P = Q1,...,QN;p1,...,PN; the Poisson bracket for the
 
canonical transformation (3.1) is defined as
 
N  aRk  aR aRk IRj, Rk =	  (3.3)
i=i  aqi  api  alp, a qi 36 
The transformation (3.1) is canonical if and only if the
 
Poisson brackets satisfy the following conditions:
 
[Q1, Q  = 0  ;  [Qi,  =  S1J  ;  [Pi, Pi]gp = 0  (3.4a-c) 
where 8.. = Kronecker delta.
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3.3. Generalized Herglotz Algorithm (GHA)
 
The Herglotz algorithm (Guenther, et al., 1996) may be
 
generalized by:  (1) including time t as a parameter; and
 
(2) defining a generating function by (3.2a) with a non­
zero determinant of second derivatives with respect to u, U
 
defined in (3.2b). The GHA transforms a set of 2N variables
 
(u,  v)  to a set of 2N new variables (U,  V) by choosing N of
 
the new variables U. and then computes the remaining N new
 
variables  1,71 uniquely from the chosen Ui so that the
 
transformation (u, v)=(U, V)  is canonical. The variables
 
U. are chosen so that a desired simplification of the
 
Hamiltonian may be achieved. The old (ui,v1) and new
 
(U., V.)  variables may be any of the four combinations in

1 1
 
(3.2c-f). The transformation (u,  v)=*(U,  V) may be shown to
 
be canonical by the Poisson bracket conditions (3.4a-c).
 
Two types of the GHA may be employed. Type I equates N
 
new variables to old ones U.(u,v,t); and Type II equates N
 
old variables to new ones u. = u.(U,V,t) .  In both cases,

1 1
 
however, the N new variables are to be chosen. Each type
 
will be discussed separately below and are given by (3.5)
 
and (3.6), respectively.
 
3.3.1. GHA: Type I
 
Equate N new variables to the old variables
 
U. = U (u, v,  ;  i = 1,2,...,N  (3.5a)
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such that the Poisson bracket (3.3) satisfies
 
. .
 [Ui, U11., =  0  ;  i, j =  1, 2 ,  . ,N	  (3.5b) 
and the determinant
 
au,  au 
av 
1  avN 
aui 
av 
t  0  (3.5c) 
a  UN  auN 
av,  a V
N 
Equate N  Herglotz auxiliary functions  Xi (u, v)  to absolute 
value of the ratios of the old variables in either of the 
following forms:
 
lui /vil
 
X. = X. (u, v)	 =  i = 1,2,.. .,N  (3.5d,e)
 
vi/ui
 
such that the Jacobian of the chosen new variables U and
 
the auxiliary functions X is nonzero; i.e.,
 
a (u,x)
 
t 0	  (3.5f)

a (u, v)
 
Other forms for the Herglotz auxiliary functions X (3.5d,e)
 
that satisfy the nonzero Jacobian condition (3.5f) may also
 
be used. Solve (3.5d or e) for vi = vi(u,K) ;  substitute
 
v.(u,X) into (3.5a) and invert (3.5a) to obtain
 
ui = ui ( U, X,  t)  ;  i = 1,2,. .,N  (3.5g) 
Compute the generating function F(u, U, t)  in (3.2a) from 
dF(u (U, X, t)  U, t)  = E  (v. du.  V. dU.)  (3.5h) 
1=1 
by expanding to obtain
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N aF  aF  N  au.  N au. 
(21,1(.4- du.  v  dx,+ E v.  3 dui -v.  uL 
i=1  ax,  au.  J=1.  ax,  3 au, 
1 
(3.5i)
 
Equate the coefficients of like differentials on both sides 
of (3.5i) to find: 1) the generating function F(u,U,t) 
from the indefinite integral 
N N
X1  alli
F(u, U, t)  = , f  E v.  dX.i."  + C(U, t)  (3.5j) 
1.--3.  j=i  3  ax'. i 
and 2) the remaining N new variables Vi (u, v,  from
 
N  au.  aF Vi (11, V, t)  =  E  = 1,2, ... ,N  (3.5k) 
j=1  v. 3 aUi  aUi
 
where the integration constant C(U,t) in (3.5j) is an
 
arbitrary additive function of time and U that may be
 
neglected. The 2N old (ui, vi) and new (Ui, Vi)  variables may
 
be any of the four combinations in (3.2c-f). The
 
transformation given by (3.5a) and (3.5k) may be shown to
 
be canonical by the Poisson bracket conditions (3.4a-c). In
 
order to determine the transformed Hamiltonian in terms of
 
the new variables  (U, V), the inverse canonical 
transformation (u(U, V, t)  v(U, V, t)  must be computed and the ,
 
new Hamiltonian K(Q,P, t)  is given by 
aF(u, U, K (Q, P, t)  = H(q(Q, P, t) , p (Q, P,  ,  +  (3.5() at 
where  F(u, U, 0 is the generating function (3.5j) for the 
canonical transformation (U(u, v,  V(u, v, t)) , .
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3.3.2. GHA: Type II
 
Equate N old variables to the chosen new variables 
ui = ui (U, V, t)  ;  i = 1,2,. .  .,N  (3.6a) 
such that the Poisson bracket (3.3) satisfies 
= 0  ;  i  , j = 1,2,  .  .,N  (3.6b) .
 
and the determinant
 
au,  au]. 
av  ay, 
au. 
0  0  (3.6c)
 ay.
3 
a UN  au, 
av,  avr, 
Equate N  Herglotz auxiliary functions Xi (U, V)  to absolute 
value of the ratios of the new variables in either of the 
following forms: 
X.  = X. (U, V)  =  i= 1,2,.  .  . ,N  (3.6d,e) 
1
 
such that the Jacobian of the chosen old variables u and
 
the auxiliary functions X is nonzero; i.e.,
 
a(u,1)
 
* 0  (3.6f)

a(u,v)
 
Other forms for the Herglotz auxiliary functions X (3.6d,e)
 
that satisfy the nonzero Jacobian condition (3.6f) may also
 
be used. Solve (3.6d or e) for Vi = Vi(U,X); substitute
 
V.(U,X) into (3.6a) and invert (3.6a) to obtain
 
U. =  t)  i = 1,2,... ,N  (3.6g) ;
 
Compute the generating function F(u, U, t)  in (3.2a) from
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dF( u, U(u,  t) , t)  = f  dUi  vi dui  )  (3.6h) 
by expanding to obtain
 
N  aF  N  au.  N  au. aF 
3 E i  dX. +  du.  E  E V.  3  dX. + E V.  du  v. du. =i lax.lau.  3  ax  1  3  aU i  1 1 
1 1  i=1.  j=1  i  j=1  i 
(3.6i)
 
Equate the coefficients of like differentials on both sides 
of (3.6i) to find: 1) the generating function F(u, U, t) 
from the indefinite integral 
Xi 
N N  aU.
F(u, U, t)  =  f E V.  + C (u, t)  (3.6j) j i=1  j=1  0X. 
and 2) the remaining N old variables vi (U, V, t)  from
 
N  au.  aF
v.(ty,v,  =  = 1,2, ... ,N  (3.6k) V  au3  au. -3  .
 
where the integration constant C(u,t) in (3.6j) is an 
arbitrary additive function of time and u that may be 
neglected. The 2N old (ui, vi)  and new (Ui,V) variables may 
be any of the four combinations in (3.2c-f). The 
transformation given by (3.6a) and (3.6k) may be shown to 
be canonical by the Poisson bracket conditions (3.4a-c). 
The transformed Hamiltonian K(Q,P,t)  in terms of the new 
variables is given by 
aF(u, U, t) K  (Q, P,  = H (q (0, P, t) ,p (Q, P, t) , t)  (3.6e) at 41 
where F(u, U, t)  is the generating function for the
 
canonical transformation (u(U, V, t) , v(U, V, t))
  .
 
3.4. Hamilton's Equations of Motion
 
Following the Legendre transformation (2.27), the
 
dynamics of a damped dynamical system may be determined
 
from Hamilton's equations of motion of the second kind
 
(Scheck, 1990) according to
 
a"'  aH
 
4  =  15i =  D.  i = 1,2, .  . .,N (3.7a,b)
i  api
 
where D(q, p) is a set of generalized components of the
 
damping force that are computed from the set of generalized
 
coordinates q. If a canonical transformation Q = Q(q,p,t),
 
P = P(q,p,t) is obtained with a generating function
 
F(u,U,t) using the GHA-Type I, then the Hamiltonian K for
 
the new set of variables is given by (3.50 according to
 
aF(u,U, t)

K(Q, P, t)  = H[q(Q, P, t) p (Q, P, t) , Li+  (3.7c)
 at 
where u  and U may be any of the four combinations in
 
(3.2c-f). The transformed Hamilton's equations of motion
 
(3.7a,b) are
 
aK  N aq 
.
 E  D.  i = 1,2,.  . ,N  (3.7d)
aPi  j=1  3 ap.
1 
aK  N E f. 
aq.
]  i = 1, 2  ,  .  . , N  (3.7e)
.

aQi  aQi 
where f is the transformed set of generalized components of
 
the damping force
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(Q, P, t)  =  Dirq(Q, P, t) , p (Q, 2, t)1  ;  = 1,2,...,N(3.7f) 
After each canonical transformation, the damping force
 
components may be introduced into all of the 2N evolution
 
equations (3.7d,e) if qj is a function of both Q and P.
 
3.5. Three Canonical Transformations
 
In order to apply the GMM to the dynamical system
 
(3.7d,e), suitable canonical transformations must be found
 
that will first simplify the 0(1) terms Ho (2.30b); second
 
simplify the 0(e) terms HE (3.20c); and third suspend the
 
0(y) terms Hy (3.20d). In order to achieve this sequence,
 
the GHA will be applied to two of the following three
 
canonical transformations. Because the rotation of axes
 
transformation (vide (3.8) below) is well-known (Goldstein,
 
p146, 1980), the GHA will not be employed for that
 
transformation even though it is still applicable. Each
 
transformation will be discussed separately below and are
 
given by (3.8),  (3.18), and (3.21&28), respectively.
 
3.5.1.  Rotation of  axes  ( q, p)  (4, 15) 
The Hamiltonian component H0 in (2.30b) contains the
 
cross-product terms (210,2 and P1P2 that may be removed by a
 
rotation of axes transformation. The new canonical
 
variables and the transformed Hamiltonian components are
 
denoted by tildes. The rotation transformations are
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(3.8a,b)
 q = q  P = 13 
Q,. cos () +Q2 sine  P1= P  cos0+P sine  (3.8c,d)
Q1=  1 2 
(3.8e,f)
 Q2= 02 cos°  Q1  sine 
2 = P2 cos()  P1 sine 
that are canonical because the Poisson bracket conditions
 
(3.4a-c) are satisfied; viz.,
 
;  SiJ  = 0  (3.9a -c) [qi, 0425 = 0  [qi,P31-di5  ; 
The angle 0 = n/4 will eliminate the cross-product terms
 
0102 and Pli52 in the Hamiltonian component 1-4 in (2.30b).
 
The transformed Hamiltonian 17(4,,13,t) may be computed by
 
substituting (3.8) into (2.30) with 0 = n/4 and is given in
 
component form by
 
H  = _go + tic + 17y (t) + o(e2,  y, y2)  (3.10a) 
where
 
Pi
 152 141Dr2&  r52_,  br2E 
1:10
  2  21,&  2  242172  2 
+ 
2bp2r2E 2 
-P2)
4  \ 2  / b  1,2 
(3.10b)
 
Er  \  CT (21.+EX4TA)  CT (  +0.4TA)
q P + 17  A3  q P Q2 -Q1 )­
c  2V-2-T1  2aTirE219tx  2gt1r&2X9T1  q 1 2 
(3.10c)
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bIlAt1 (01+02)
  (°1+°-2)((x2 -17r) P1+ (A2+11) -1521
 
1 p  2PEA2 t 
= y cos( 
(°;14-°2)((X2+NI)152+  131)  +  15q­
p E2  213E 
br2  2  ( (A2  ) 131+ (  +/-T-) 132)2  1  152 -y sin(  +  bq2 (0102)  2 p2 g2 2bt  2  2b V2 
(3.10d)
 
All of the terms that are proportional to the dimensionless 
surface tension parameter T  in (3.10) are of order 0(-2) . 
The coordinate-dependent 4 terms are of higher order of 
magnitude O() than the momenta-dependent p-- terms. The
 
Hamiltonian component ii  in (3.10c) contains all the
 
Floquet parametric forcing of the cross wave by the
 
progressive wave (vide (1.2)). The 100% nonautonomous
 
perturbed (wavemaker forcing) component I  in (3.10d)
 
contains only one term that is dependent of the wavemaker
 
shape function fl  (Appendix C) and will not survive the
 
averaging theorem that is required for the GMM. The free
 
oscillations component go in (3.10b) motivates the next
 
canonical transformation to action-angle. The first three
 
energy brackets in (3.10b) will be used to choose the
 
action set of the new canonical variables (vide (3.11)
 
below).
 
3.5.2. Action/angle transformation  (4,1.5)  (4,13)
 
The first three bracketed terms in the free
 
oscillations component Ho in (3.10b) are chosen to be the
 
new action canonical variables 15(4,P) .  This transformation
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is an application of the GHA-Type I  (3.5) with N = 3 and
 
(u,  U)  =(p,f5)  The first three energy brackets in 170  in
 
(3.10b) are chosen to be the three new canonical variables
 
15(4,15)  according to
 
.
 
132
 
13  b2C  (-2±  21A
 
pi2 
br22 2  .°12  02r2 2 b 
bF2 
132  °22  2b132172& 
that satisfy the Poisson brackets (3.5b) given by
 
EP,, Pi 14,3 = 0  ;  1, .7  = 1,2,3  (3.12a)
 
and the non-zero determinant (3.5c) given by
 
a  15  ap  at) 
a-4.  a01  a0-2 
aP1  aPl  aP1 
a-4  ao-1  ao-2 
=  b3r4 3gQ1Q2 # 0  (3.12b) 
aP2  aP2  aP2 
aq  a(51  a 02 
The Herglotz auxiliary functions Xi = Xi(13, it  are chosen in
 
the ratio form (3.5e) to be
 
X1 =  -4115- ;  X2 = Q1 / P1  X3 = Q2 /152  (3.13a-c) 
that satisfy the nonzero Jacobian condition (3.5f) 
b 2 r4 02 &2 
(p2 +b2F4132C2 C522)(132 +b2&2(fi.2) 
b3134r4C3  2 a (4,13) 
(3.14)
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Solving (3.13) for qi  = qici5,10; substituting q. (P,  into 
(3.11); and finally inverting (3.11) gives the following
 
three new positive definite canonical action variables
 
P(X,P) :
 
2 b  13 2 I72  213.  p21 2 P2 2b  5
 
'  /5  2 +b2  x2  f32r4  +b2 2 /32'14 x2 1
1 +b2 
(3.15a-c)
 
Substituting (ui,v_d =  -4) into (3.5j) gives the
 
generating function F for the canonical transformation
 
(4,13)  from the following indefinite integral:
 
xi  aP  ai5 
(315  1 - 2 F  (13 (13 ,  /3  =  f  + Q2  axi' 
1.1  ax.  ax.  ax., 
+  Tan-1 (b)(3.) 
1 +b2 2X2 
br2i32/31x, 
+ 13 /51  Tan-1(b131'2 x2) +b2 p2  21-14 x22 
bU32 21 
+ p i s T a n  p 2  P2 43 2r4  2 
1 +b 
(3.16)
 
where the arbitrary function of time has been dropped. 
Substitute  =  (f5i,-ai);  vi = -ai  and (3.16) into (ui, vi)
 
(3.5k) to obtain the remaining set of three new angle
 
variables iird (P, X) ,  /5 (.15,  )  from
 
aF 
E q.  ;  i = 1,2,3  (3.17a) j,
3 
api  api 
where
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(3.17b) = Tan-1 (.1A Xi) 
(3.17c)
Ql  =  (3  Tan-1(1431-'2 X2) 
13  1-12 QZ =  Tan-1(bf3  (3.17d) 
Substitute Xi = xi (p--,  -4)  from (3.13) into (3.17); then invert 
both (3.11) and (3.17) for (4(4,13) , p (4,13) )  to obtain the 
canonical transformation to action/angle variables given by 
the following: 
q = 
213  sing  = \/2 b  cos,a  (3.18a,b) 
2 P1  ( 61)  Q1 sin  P 13 I/21API cos(  (3.18c,d)
bU2 
2 2
P2  Q2 sin(  P2= F13 V2iA P2 cos  (3.18e,f)
(52  bU2  13 
where the action variables 13 = (3, Pi, P2)  are positive 
definite. This transformation may be confirmed to be 
canonical by the Poisson bracket conditions (3.4a-c) given 
by 
aiite = 0  ;  [43., /5ilati = 8 i  ;  ; /3)  415  = 0  (3.19a-c) 
The transformed Hamiltonian 17(4,/3, t)  may be computed by 
substituting (3.18) into (3.10) and is given in component 
form by 
1-7.1-7  +I?  (t) +0(c2,cy,y2)  (3.20a)
0  E y 
where 48 
Ho  [15 + /31 + 152 I + (  2 13  T  /3 COS2 [ Q1 i  (  2 13 t  P cos 2 [ 62
A6 &  1  0  , 6 r . 2 2 
A  CI 61 
13 
)
 
(  131  sin2  sin2 ( 
Q2
 
2&  0 + 2& 61)  (3.20b) 
ef3sin(24)  .. i He  /P2 sin[  62 i  -VP  sin( 
13  1 0 2 Vb&3 A3  t 
ePti3sin2d  1)  62 ( 2 t +  14 r  ) i/Pi cos  + ( 2 T &V T  ) VP2 cos 
Vbv A.9 Tit),  P 
(52  62 {cos( 2 61-1-3 )  cos( 2 el+  ) 1 
e 13  c[3t15  _ 
4 A &3 A3 "r1  21,i1A5 19 ti TA -0, icos( 2 a- C301) -cos( 2 q+ 
1  6, 
(2 T + & A4 T1 ) Vi3i [cos( T361)  4cos( 2 eis +  -6/T1  --. cos ( 2 d-,
P  )1 
1  02 ) + (2T-04.4t1) V/32  --1- cos( 2 d+  -6's )  cos  2 el 
2 P 0 
(3.20c) 
1 49 
[
 sin ^1  +'/f2  sin( Qi3^2  VEA fl 
L/131
 
Ng­
(A2 -Thrt)  (2T 4"  A4 TA)  Ql 
cos( t  17)-,
 
1.7  = y  6 c2  VP, cos
 
L'  6A 
(A2+V-T) (-2T+0.4T1)
  sin(2d)

VP  cos (  Q2
A6 &2  2R&
 
P2  (A2 -rr)1//51  cos( (331j  + (12 +rr) V/32 cos  6/32 ti2  )12 
Y sin( t)
 
R
 
(51
 
+1V133.  sin  +02  sin +13(sin2a-cos2(1) (  (1-5-p
 
(3.20d)
 
The free oscillations component Ho in (3.20b) and the
 
Floquet parametric forcing component RE in (3.20c) depend
 
on the canonical variables (114). The perturbed (wavemaker
 
forcing) component fly  in (3.20d) is 100% nonautonomous and
 
will not survive the averaging theorem that is required for
 
the GMM. The dependency of HE on (01,02) and some of the
 
nonautonomous terms in FI  may be suspended by applying the
 
next nonautonomous canonical transformation.
 
3.5.3. Hamilton-Jacobi transformation  (4, p)  (q, p)
 
The main objectives of this final canonical
 
transformation are to obtain a completely integrable
 
unperturbed Hamiltonian system where 01 and 62 are cyclic
 
coordinates and to suspend some of the nonautonomous terms
 
in fi  in order to apply the GMM. This transformation will
 
include near resonance cases by defining a detuning
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parameter that transforms the first bracketed 0(1) term in
 
(3.20b)  {13+/31+132] to be 0(c)  (Holmes, 1986). This 
transformation is an application of the GHA-Type II (3.6), 
with N = 3 and (u,  U)  =  (4,p).  In order to eliminate 01 and 
from the autonomous Hamiltonian component HE  (3.20c), 
the following nonautonomous transformations for d(q,  t) in 
(3.6a) are chosen: 
tn  (3.21a) 
+17+ Qi 2
 
(3.21b)
 = t + 2 3 Q1 
= 3 t + 2 p (q+Q14-Q2)	  (3.21c) 
that satisfy the Poisson brackets (3.6b) given by
 
= 0  ;  i,j = 1,2,3  (3.22a)
 
and the non-zero determinant (3.6c) given by
 
ad  ad	 ad 
aq  aQ1  3Q2
 
001  601  601
 
4 
2  # 0	  (3.22b) aq  aQ1	  8Q2
 
4302
 aQ2  aQ2
 
aq  8Q1  8Q2
 
The Herglotz auxiliary functions Xi = Xi (p, q)  are chosen in
 
the ratio form (3.6d) to be
 
X1  X2  P1 / Q1  X3	  (3.23a -c) PRI  ;	  ;  P2/ Q2
 
that satisfy the nonzero Jacobian condition (3.6f)
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a(4,1)  4 132 
(3.24)

a (q, P)  (101 02 
Solving (3.23) for qi = qi (p, X) ;  substituting qi (p, X)  into 
(3.21) ;  and finally inverting (3.21) gives p(4, X, t)  as 
-X2  -X3 
2  13  61) ,  P, = 
2 13  (t  61)  '  P2  2 (3  1 213
 
(3.25a-c)
 
Substituting (Ui,Vi) = (pi, -qi)  into (3.6j) will give the 
generating function F for the nonautonomous canonical 
transformation (11,f)  (q, p)  from the following 
indefinite integral:
 
ap  aP F(4,p(q,X,t),t) = -: 
3  xi 
+c), 
aP 
+02  2  dxi/ 
i=1  f  ax./  ax  ax. 
/ 
1  1 1 
4-pl2 [X1(2 13 d- 01)2 + x2(t  01)2 + x3(2 t + 213  c52 )21 
(3.26)
 
where the arbitrary function of time and  el  has been 
dropped. Substitute  (Ui,Vi.)  = (pi,-qi) ;  vi =fi and (3.26) 
into (3.6k) to obtain the remaining set of three old 
variables 15(p(ei, X, t) , q(q,  t)) from 
aP  aF 
i = 1,2,3  (3.27a)
 151=  q,  aqi  aqi 
where
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P  1-n[(2  13 a- 01)x,  + (2  + 2 (  02) x3  (3.27b) 2 p 
1  1(2p  oiki +(t  osi )x2 
(3.27c)
 4R 2  L \ 
P2  1  ( 2 t + 2 [3  C52 ) X3  (3.27d) 
Substitute (3.25) for Xi into (3.27b-d) to obtain ii (p)
 
(3.28a)

15  P2 
1 
(P -p)  (3.28b) 
1  2 p  1 
P2 - P2  (3.28c)
2  2 13 
Since the action variables (3.28) must be nonnegative the 
condition on the new variables p is 
Pi > p > P  0  (3.28d) 
The transformations (3.21) and (3.28) may be confirmed to
 
be canonical by the Poisson bracket conditions (3.4a-c)
 
given by
 
[di, qjki, = 0  ;  rd,,t5j1gp =  Si;  ;  [13,,t5Arp =  0  (3.29a-c) 
The first bracketed 0(1) term in (3.20b)  [13+131+.11321 will be
 
transformed using (3.28)  to
 
P
 
+ /3 + P  =  j (p  +  (3.30a) 
1  2  ( 1- 2p  2 p 
The primary Floquet resonance condition is, approximately,
 
(Holmes, 1986)
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2 co/  z co/  (3.30b) 
so that
 
2 CO  Wp = 0 ( E )  (3.30c) c 
A detuning parameter Q  may now be defined as 
W/ 
[1- P  = (1- /3)  =  e  (3.30d) 
2 co/  21 
C 
where  =  0(1) is the detuning parameter that defines the 
primary parametric Floquet resonance  (.0/p  : (AY =2:1.  c 
Substituting q(4, t)  from (3.21) and Xi =Xi(p,q) from 
(3.23) into (3.26) yields the following generating function
 
in terms of (4,p,t):
 
F(4, P, t)  = ID( -a+  nos) 
1  P (L-6) 
1 
P  2t+ 2 13  62) 2 p  2 13  1  2 13 2 
(3.31)
 
The transformed Hamiltonian H(q,p,  t)  may be computed by 
substituting (3.20),  (3.21),  (3.28),  (3.30d) and (3.31) 
into (3.6Q) and is given in component form for the 
autonomous and the nonautonomous terms by 
aF 
H  H = Ho + Ho ( t) + He + He( t) + Hy + Hy ( t) + 0(e2, e y , y2) at 
(3.32a)
 
where the autonomous Hamiltonian components are
 
PT 
1.1 
0  8 0  2  A6 ti2  ( P1 p) +[ 
13  8  2  ti2  P2  (3.32b) 54 
(P-P2) = e  (p -P2) +  213T2-0,4TA(X2-(3T))  cos (2q)1 
{(HE 41/20  A.9 titz s 
(3.32c)
 
-[ YVBfiXti  -psin(2Q1) +y  (P2 -p) sin 2 (q+Qi)
1  41 2e
 
(3.32d)
 
and where the nonautonomous Hamiltonian components Ho(t), 
H  (t)  and H  (t)  are given in Appendix D by (D1) ,  (D2), and ,
 
(D3), respectively. The free oscillations component  Ho  in 
(3.32b) depends only on the canonical variables p.  The 
Floquet parametric forcing component He in (3.32c) is 
independent of the canonical variables Qi or Q2. The
 
autonomous perturbed (wavemaker forcing) component H in
 
(3.32d) will survive the averaging theorem that is required
 
for the GMM.
 
3.5.4.  Combined transformation  (qorig, porig) =  (q, p) 
The original canonical variables following the 
Legendre transformation are designated as  (qorig,porig)  and 
may be expressed as functions of the final transformed
 
canonical variables (q, p) by successive substitutions of
 
the transformed variables (3.18), and (3.21,28) into (3.8);
 
i.e., 
t 
(3.33a)
 gorig  b  113-P2  sin( (14-Q1+ 
Vp-P2  cos  q+Qi+ 2t  (3.33b) Porig 55 
1  3 t 
-p sin( 2 Q +  +./P2  sin( 2 (q+Qi+Q2) + 
1°rig  FV2blitlY 
13  v  (3.33c) 13
 
b13  )
Pi  =  cos(  2 Q +)+VP2 cos( 2 (q+Qi+Q2) + 
3
/At  (3.33d) 
orig  \  2 
1  3 t 
(220  FdPi-p sin( 2 Qi+  +V15; sin( 2  (q +Q1 +Q2)  +  )1  (3.33e)
rig  rvmpt 
P =1\1 
b13  [-VPi-pcos(2Q  +  )+VP2 cos(2 (q+Q1 +Q2) +3pt)1  (3-33f) p 2 orig  2 
The combined transformation (goz-igi Poxig)  (q, P)  in (3'33) 
represents a canonical transformation by property (2)  in 
§3.1. The combined transformation (3.33) may be used to 
obtain the transformed set of generalized components of the 
damping force f(q,p,t) and the transformed Hamilton's 
equations of motion  (vide  3.35 and 3.36 below). 
3.6.  Transformed Damping Forces  15 (q, p, t) 
The damping forces (2.36) rewritten in terms of the
 
original canonical variables designated as  ( a  are
 -or ig ' Porig 
a  (  ebr 
D  =  porig +  ±  1121  (3 .34a) 1  gorig Q2  T2  orig org i 2 T1 2  A. 3 1  1 
a  2ati  a ebrt2  2  a2b  r2 
P P  q +  0 orig  brig D2  A2  1°rig  X 6  2°rig  A9  T2A  21.2 
(3.34b)
 56 
j  a  cc Ebrc  2 cc2btr2 2 
D3  Q2 12  2  ig  15..  gorig+  A.6 TA2  Ql or ig +(  ax2TA  or ig
.
61  61 
(3.34c)
 
Substituting the combined canonical transformation (3.33)
 
into the damping forces (3.34) yields the following
 
transformed damping forces as functions of the final
 
transformed canonical variables (q, p):
 
gbCa t  VTECa2 
Dl  cos  q+Q1+  2p  vp-P2 sin( q+Qi+ ti  VP-P2  Cl  1 
3t
 p;sink  (q+Q1 +02)  +-Tr) 
a  P2  sin( q+ Q1  2p) 213c ,[13-T21  01-13 sin( 2 Qi +  T3t) 
(3.35a
 
fEllar (2t +X,4tA) 
-P cos 2 Q1+ T3) t
2  TiTAA.61/2t 
VB-13-ar (-2-r +X4  .tA)  3t cos( 2 (q+Q1 +Q2) 
ti TA A,6 1/2 t 
cc2 r 2re cc T2 (p-P2) sin 2 q+Qi+  tp)  v, vp_p sin( 2  t 
X9  tx2 p  1 
3  t )
c(211VE  VP, sin(2 (q+Ql+Q2)
A2 Tvp I 
(3.35b) 57 
+13t)]
 a r k
 D3
3  VP -pcos 2(21+i +pccos 2  (q+0,1+012) 
to) +(cart) (p-P2)  sin2( g+Qi + 
Tx 
(a2rVE  (2  TA) 
-p sin(2Q1+-ri ll 
cc2rb (2T -ot.4ETA)  xsin(  + Q (q+,eni  ) T2 2
P 
A6  /213-T  2  p 
(3.35c)
 
that are 100% nonautonomous.
 
3.7. Averaged System
 
The transformed Hamilton's equations of motion
 
(3.7d,e) rewritten in terms of the original (q.,ig,porig)
 
and the final (q, p) canonical variables are
 
3  a (qorig) 
.  aH  i 
q.  + E  5.  i = 1,2,3  (3.36a) 
1  api  j=1
  -7
  apt
 
aH  3  a (Crorig)i
pi =  E  D.  i = 1,2,3  (3.36b)
,
 aqi  3=1  3  aqi 
where H(q,p,t) and f(q,p,t)  = the transformed Hamiltonian
 
and the transformed damping forces as functions of the
 
final transformed canonical variables (q, p), respectively.
 
Because it is difficult to analyze the full nonlinear non-

autonomous system, an averaging method may be applied to
 
obtain an autonomous system (Umeki & Kambe, 1989).
 
Following Holmes (1986), the averaged system of first order
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ordinary differential equations may be determined by 
averaging the Hamiltonian H(q,p,  t)  in (3.32a) where the 
summation expressions on the RHS of (3.36) are designated 
as 
3 a (Clorig)  3 a (Crorig) . = E D.  i  = 1,2,3 Eap.  E 5.  api  '  J aqi 
(3.37a,b)
 
The Hamiltonian H(q,p,t)  in (3.32a) averaged over the 
dimensionless cross wave period 2n (vide §2.3) is given by 
the following: 
(H)  = Ho (p,  P1, P2)  + HQ (q, p, P1, P2)  + H., (q, p, P1, P2, Q1) 
1  PT  1 1  PT jp 
2 
E3  13 2o.6T2  26.T2 
(P- P2) I1-13' +E 0(p- P2) +  y 2(3T2-0.4T,(a.2-pc)) cos (2q)] 
4 V24 V X9 Tit), 
rbfixt,
+Y  p sin(2 Qi) +  24P/3-j  kr-2 -pi sin2  (q Qi) I °  ` 
1P1
 2E2p3 
(3.38)
 
Substituting the transformed damping forces (3.35) and the
 
combined transformation (3.33) into (3.37) and then
 
averaging over the dimensionless cross wave period 2n (vide
 
§2.3) lead to
 59 
A.6-c2A(Pl-p)+TT1(2T+A4T1)(1)2-p)
a e  sin2q 
8 V2b13 V X9 T21TA2 pi -p 
a 
2
2 
_ 
+ 
1.
 
2  A x6&
 4  T1  (3.39a)
 
az  t (2T+)1.4  'CA)
 (P2-131) ( E  api )  sin2q  (3.39b) 
413.6&t2),  8 V214 V X9T2A. 03.-p
 
a21 -2  TI-A4&TA)  IP1-13
 
+  + a C  sin2q
  (3.39c)
 4  T1  x6  T21
  V
 8V2b3X1.
 1  3T
 
and
 
... _ +x4  (A2
a  VP1- 13  (P-P2) (E aq)  =  p- a (  P2  a c  cos 2 q As  (3.40a) 1  4112bPCA,3r2i. 
\  (4 A.2 -1) (p-P2) +P1  a e (T T23.- A2TA.) (p-P2)  (3.40b)

+  \Mc p cos 2 q (E aQii -a  2 A.2ti
  21.72b13CA.5TAr2i
 
a (--c+A.4-r1)  (3.40c)
 P2 A6 
Substituting (3.38),(3.39), and (3.40) into (3.36) yields
 
the following averaged system of first order ordinary
 
differential equations:
 
2 Pi+ P2- 3 p  sin [2 Qi] g-24.ea 4 = -al  cos [2q]  y c1

Pi P  e \IP1-13'
 
d2(P1-p) +d3(P2-p) 
-y c2 sin [2 (q+Qi) ]  + a2 di -ac  sin [2 q] 
P1-131 
(3.41a)
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= 4 e  a3 VP]. -p (p- P2) sin [2 q]  2 y c2 (P2- p) cos [2 (q+ Qi) ] 
+ a d4 P2	  a p + 2 a e d2 VP, -p (p  P2) cos [2 q] 
(3.41b) 
Pl= 
4ey cipi-p cos [2 Qi]  2y c2 (P2 -p) cos [2 (q+Qi) 
(4 A.2 -1) (P2-p) -P 
+ (X	  1  a  d5  -p (p  P2) cos [2 q] 
2 X2 
(3.41c) 
T -4 
(3.41d)
152  a P2  A6.1.1T1 
sin  [2 Ql] (p  P2) 
61  a  +E a3 cos [2 q]  + y
3  -p  c JP, -p 
-p
+ a2 d6 + a e d3	  sin [2 q] 
VP1-13' 
(3.41e) 
02 = a2  e  2 e a3 VP, -p cos [2 q] + y c2 sin [2 (q+Qi) ] 
+a2d7 + a e d2 VP, -p sin [2 q] 
(3.41f) 
where the coefficients a.,  c., and  are summarized in 
1 
Appendix  C. The RHS of (3.41) are independent of the 
variable  Q2;  and the condition (3.28d) on the final 
canonical transformed variable p  becomes  P, > p > P2  >" 0 61 
4.  Application of the GMM
 
The GMM provides the necessary conditions for the
 
occurrence of chaos in three classes of perturbed dynamical
 
systems specified as I,  II, and III in Wiggins (p.336,
 
1988). The GMM determines the existence of transverse
 
homoclinic points; i.e., transverse intersections between
 
the stable and unstable manifolds to any invariant sets of
 
the perturbed system given the existence of a homoclinic/
 
heteroclinic orbit to a hyperbolic invariant manifold in
 
the unperturbed (undamped a=0 and unperturbed y=0) system.
 
The unperturbed system a=y=0 is analyzed in §4.1. The GMM
 
will be applied to two classes of perturbed systems. The
 
GMM predicts chaos in §4.2 for the perturbed Hamiltonian
 
system a=0, y>-0 that is System III. The GMM fails to
 
predict chaos in §4.3 for the perturbed dissipative system
 
co-0,  y>-0 that is System I.
 
4.1. Geometric Structure of Unperturbed Phase Space
 
(a =0, y =0)
 
The unperturbed vector field (44) may be obtained by
 
setting the perturbation (wavemaker forcing) parameter y=0
 
and dissipation a=0 in the evolution equations (3.41) and
 
is given by
 
2P +p -3p 
4 = -al-FEQ+ea 3 
1  2  cos ( 2 q )  (4.1a) 
\IP1-1) 
/5  = 4  e a3 VPi-p (p-P2)  sin  ( 2 q)  (4.1b) 62 
P1  0  (4.1c) 
/52  = 0  (4.1d)
 
(131- P2)
Q1  cos(2q)  (4.1e)
 al +e a3
 
P
 
62  = a2  2 e a3 V.P3_ -p cos ( 2 q)  (4.1f) 
where the coefficients al, a2 and a3 are defined in Appendix
 
C and are functions of the following dimensionless
 
parameters: the long channel parameter  (2.13f), the
 
frequency ratio parameter p  (2.14b), the surface tension
 
parameter T  (2.14d), and the wave-length ratio parameter A
 
(2.14e). The unperturbed vector field a=y=0 (4.1) has the
 
form of a three degrees of freedom Hamiltonian system with
 
TixRixR2xT2. An important consequence of
 (q,P, P1, P2, Q', n2 
the Hamilton-Jacobi canonical transformation (§3.5c) is 
that the unperturbed Floquet Hamiltonian 
(H)(y =0)  = Ho (p, Pi, P2) + HE (q, p, P1, P2)  (4.2) 
is independent of the variables Q1 and Q2, where (H) is 
given by (3.38); and that the condition (3.28d) on the 
canonical variables p is  P1 >-p  L" P2 - 0  .
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4.1.1. Hyperbolic saddle points
 
For every (P1, P2) E R2, the (q-p) components of the
 
unperturbed vector field a=y=0 (4.1) possess an hyperbolic 
saddle point that varies smoothly with P and P2.  Solving
1
 
(4.1b) for pc) from
 
(4.3a)
 4 e a3 JP1 -p0  (p0  P2 ) sin (2 go )  =  0 
gives
 
Po(P2) = P2  ;  2 go # nn ;  n = 0, 1, ...  (4.3b,c) 
Substituting (4.3b)  into (4.1a) and solving for qo from
 
2P 1+P 2-3P2  -a +e0-Fea
3  cos(2c  )  =  0  (4.3d)
P -P 
1  2 
gives
 
a -e0 
q0 (P1, P2)  =  1  Cos  1
1  (4.3e) 
2 2 ea  VP1-P2 
3 
where
 
lal -eQ) 2 
P1  >"  P2 +  (4.3f) tea 
The fixed point  (qpro,p0)  (4.3e,b) represents a hyperbolic
 
saddle point provided that the determinant
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aq a4 
aq ap 
=  -<  0  (4.3g) 4 [(al-E0)2 
-4 (P1-P2)  ea31 
aq ap 
(q go' P 'Po) 
is negative and where (4,/5) are given by (4.1a,b). The
 
symmetry properties of Hamiltonian systems require that, if
 
e is an eigenvalue of the determinant (4.3g), then so is
 
-e. This implies that the stable and the unstable manifolds
 
of the hyperbolic saddle point (gro,p0)  (4.3e,b) have equal
 
dimensions (Abraham & Marsden, 1978). In the full six­
1R  R2 T2 dimensional phase space (q,p, P1, P2, Q1, Q2)E Tix  the 
unperturbed system a=y=0 has a four-dimensional (R2xT2)
 
normally hyperbolic invariant manifold (with boundary aou)
 
given by the union of the hyperbolic saddle points  (gro,p0)
 
in (3.4d,b) according to
 
0U ={ ( q,p, P1, P2, Q1, Q2) E TlxRixR2xT2 I q=q0 (P1, P2) ; p=po  (P2) } 
4 4) 
The normally hyperbolic invariant manifold A has five-

dimensional (R1  xR2xT2  stable manifold WS (JA) and unstable
 )
 
manifold Wu(A) that coincide along the five-dimensional
 
heteroclinic manifold
 
ws(LAA)  wii(otA)  utit  (4.5)
 
where Ws(JA) and e(01.4) are the set of initial conditions
 
that approach the hyperbolic saddle points on A as t-± o0
 
under the action of the unperturbed flow (Wiggins, p.354,
 
1988). The unperturbed locally stable and unstable
 
manifolds of the normally hyperbolic invariant manifold }A
 
may be denoted as RTL(A) and WL(A), respectively.
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Because /51=152=0 by (4.1c,d), no trajectories may cross the
 
boundary of the normally hyperbolic invariant manifold aou.
 
However, in the perturbed system (§4.2,3)  Pi and  P2  may not 
be zero; and, therefore, trajectories may cross the 
boundary aou. 
4.1.2. Dynamics on oU
 
The unperturbed vector field a=y=0 (4.1) restricted to
 
the normally hyperbolic invariant manifold JU (4.4) may be
 
determined by substituting q = q0  (4.3e) and p = po  (4.3b)
 
into (4.1c-f) according to
 
(4.6a,b)
 P2 = 
;
 
(4.6c)

03.  = al
 
(4.6d)
 02 = a2- a 
1
 
where the coefficients a  and a are defined in Appendix C.

1  2 
The unperturbed vector field a=y=0 restricted to (A (4.6)
 
has the form of a two degrees of freedom (i.e., four-

dimensional phase space (Tlx181xT2)) completely integrable
 
Hamiltonian system with the Hamiltonian given by the level
 
energy surfaces
 
H  P2) = (H) (q = go, p = po ; y = 0 )  =  a1 P1+ ( a2  al )  P2  =  E 
( 4 .7 )
 
where (H) is given by (3.38); E is a constant energy set of
 
the system; and P1 and P2  are the two constants (or 
integrals) of motion (Hao, 1990 and Helleman, 1980). The
 
constant energy E allows the phase space motion to be
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reduced from four dimensions (R2xT2)  to three dimensions.
 
The constancy of P1 and P2  by (4.6a,b) or by (4.lc,d) 
allows a further reduction to a one dimensional surface in
 
the three-dimensional constant energy space. On the one-

dimensional surface, the angular motion is parameterized by
 
the two frequencies associated with each degree of freedom
 
from (4.6c,d) according to
 
a  =  a1  (4.8a)
 
0  =  a a  (4.8b)
2 2  1 
where the coefficients al and a2 are defined in Appendix C.
 
The angular components of the motion on the normally
 
hyperbolic invariant manifold LA (4.4) may be determined by
 
integrating (4.6c,d) and are given by
 
Q1(t)  =  a1  t + 01(0)  (4.9a) 
Q2(t)  = (a2-a1) t + Q2(0)  (4.9b)
 
Consequently, the normally hyperbolic invariant manifold ut(
 
(4.4) has the structure of a two-parameter (P1,P2) family
 
of two-dimensional tori. For a fixed P = P  and P2= P a
 
1 1  2'
 
corresponding two-dimensional torus on Al, shown in Figure
 
3 may be denoted as
 
P1, P2, Q1, Q2)  E T1xR1xR2xT2 3 q= qo ( Ti , P2) ; 
T (/1, /2) 
P =  PO ( 12 )  ;  P1  11 ;  P2 = P2 
(4.10)
 
where the hyperbolic saddle points cro(Pl, P2)  and p0 (P2)  are 
given by (4.3e,b). Each two-dimensional torus  1C(P ,P2 ) c 
1 
uU.  (4.10) is invariant; i.e., any trajectory starting at a
 
point on the surface of the torus remains on the surface.
 - -
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For a constant energy value E= E, say, the corresponding
 
level energy surface (4.7) may be represented in the three-

dimensional constant energy space as a family of concentric
 
tori as shown in Figure 3. The (P1,P2)-variables measure
 
the radii of the circular cross section and the minimum
 
ring of the torus shown in Figure 3. The angular (01,Q2)­
variables measure the two angles of a point on the surface
 
of the torus as shown in Figure 3. Choosing E = E and
 
fixing the value of P1 also fixes the value of P2 by (4.7).
 
Because both frequencies of motion (4.8) are independent of
 
P  or P2, they do not change from one concentric torus to

1
 
another concentric torus. The motion on the surface of the
 
invariant torus  T(Pl'P )  c JA is quasiperiodic (or
 
conditionally periodic) (Lichtenberg & Lieberman, p.22,
 
1992). If the frequency ratio
 
a a
 
1  (4.11)
 
Cr  a a 2  2  1 
is a rational number, the motion on the surface of the two-

dimensional invariant torus degenerates into a periodic
 
trajectory of one-dimension that closes on itself; and the
 
torus may be referred to as a resonant torus. In general,
 
the frequency ratio (4.11) is an irrational number and the
 
motion on the surface of the two-dimensional invariant
 
torus may no longer be periodic; i.e., trajectories wind
 
densely on the surface of the torus and never close on
 
themselves; and the torus may be referred to as a
 
nonresonant torus (Arnold, Appendix 8,  1978). The two­
_ 
dimensional nonresonant invariant torus  T(P ,P2 )  c OV has 
1 
a three-dimensional (Rlx T2)  stable manifold W1T(131, P2))
 
and unstable manifold Wu(T(P1, P2)) that coincide along the
 68 
Figure 3. Motion of a phase space point for an integrable
 
Hamiltonian system with two degrees of freedom
 
(4.6).(a) Invariant tori in a three dimensional
 
constant energy space E = E (after Rasband,
 
1990).  (b) The flow on a two-dimensional torus
 
on otA for  H(P , P2) = E  (after Lichtenberg &
 
Lieberman, 199).
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Figure 4. Three-dimensional unperturbed heteroclinic
 
manifold 5f (after Bowline et al., in press).
 
three-dimensional  (1181xT2)  heteroclinic manifold Jf defined
 
in (4.5) for fixed values of P1=i1 and  P2 = P2 as shown in
 
Figure 4. By invariance of manifolds (Wiggins,  p.387,
 
1988),  Ws (Is (P1, 1,2) ) c Ws (LM) and wlr (11, P2)) c Wu (A) .  On
 
a constant level energy surface (4.7), the nonresonant
 
invariant tori T(P 1'P
2)  and these stable and unstable
 
manifolds are not isolated. Additionally, the two-

dimensional nonresonant invariant torus  T(P  P2 )  c JU has
 
a two-dimensional center manifold Wc(T (P1, P2))
 
corresponding to non-exponentially expanding or contracting
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directions tangent to the normally hyperbolic invariant
 
manifold J1.4  (Wiggins, p.383, 1988).
 
4.1.3. Heteroclinic orbits
 
For fixed values of  (Pi, P) = (P:,P;)E R2 the (q,p)
 
components of the unperturbed vector field a=y=0 (4.1)
 
possess a one-dimensional heteroclinic orbit connecting the
 
hyperbolic saddle points (acro,p0)  (4.3e,b). The heteroclinic
 
orbits lie on each of the level energy surfaces defined by
 
(4.7) for fixed values of P1 = Pis and  P2  = P; and are 
solutions to
 
(H) (y =0)  (  + (a2-a1) P;)  = 0  (4.12) 
where the unperturbed Floquet Hamiltonian  (H)(y=0)  is
 
given by (4.2) and (3.38). Values for q on the heteroclinic
 
orbits may be computed from (4.12) and are given by
 
a  -e 
1  q
1 Cos-if  (4.13) 
2  a3 /P1 -p 
In the full six-dimensional phase space (q,p, Pi, P2, Q1,  Q2) e 
TlxlexR2xT2, the heteroclinic manifold Jf (4.5) may be
 
determined by substituting
 
2 
a  -e  a1 -60 
1 1 
cos [2 q]  ,  sin[2q]  1
 
2 e a3/Pi -p  2ca3VP_-p 
/
 
(4.14a,b)
 
into the RHS of the unperturbed vector field a=y=0 (4.1),
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and by integrating to obtain the following variables on the
 
heteroclinic manifold:
 
P2+ 
A sech2 {IA t  + p (0) Ph  ( t)  B 
= 
1 
tan  [- tanh (IA  + q (0) qh  ( t) 
1[74 
2 a -e
1 
(4.15c)
 Plh  ( t)  P1 (°) 
(4.15d)
 P2h  (  P2(0) 
= alt- qh(t) + 01(0)  + q (0) 01, (t) 
= a t  1 tan 1[  VA  tanh( FA t)  + Q(0) 
a -E L, A 1  2 
1  (4.15e) 
Q2h 
t)  =  (a2- t + Q2(0)  (4.15f) 
where 
A = [- (al  e SI) 2  (  P2 ) B1  >- 0  B =  4 e
2  a 
3
2  (4.15g,h) 
and
 
p(0) = 0  ;  q =  qn(0) = (2n+1) 77  n=0,1,2,...(4.15i,j) 
2
 
The trajectories of the unperturbed system a=y=0 along the
 
five-dimensional (R1 xR2xT2) heteroclinic manifold J-C  (4.5)
 
may be expressed as
 
W (P1' P2)  =  qh  ( t)  , Ph  (t)  P1(0)  ,  P2(0)  Om( t)  0212( t)  (4.16)
,
 
The six-dimensional phase space (q,p, P1, P2, Q1, Q2) E 
T1x1 ik1xvxm2  is a direct product of a region in four­72
 
dimensional space with coordinates (g,p, Pi, P2) and the two-

dimensional torus with angular coordinates
 (01,02). Because
 
P  and P
 are constants in (4.12), the motion in the six-

dimensional phase space is reduced to four dimensions on
 
which four variables (g,p, Qi, Q2) flow as shown in Figure 5.
 
1 2
 
Figure 5. The unperturbed a=y=0  reduced four-dimensional
 
phase space (q,p,01,02)E TixRixT2  (P1 and P2 are
 
constants).
 
Just as in the two-dimensional phase space
 
(Guckenheimer & Holmes, 1983), small perturbations are
 
expected to break up the geometric structure of the
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unperturbed system a=y=0 and separate the manifolds
 
(Dankowicz, 1996b). The behavior of the perturbed systems
 
y>-0 and a>-0 near the unperturbed heteroclinic manifold Jf is
 
required for the application of the GMM. The distance
 
between the stable and unstable manifolds of any surviving 
invariant set in the perturbed system must be computed at a 
point 13  on the unperturbed heteroclinic manifold Tf. Two 
types of perturbed systems will be discussed. First, in 
§4.2 the perturbed system with perturbation (wavemaker 
forcing) parameter y>0 and with no dissipation a=0 is 
governed by a perturbed vector field that may be derived 
from the Hamiltonian (3.38). Second, in §4.3 the perturbed 
system with forcing y>-0 and dissipation co-0 is governed by 
a perturbed vector field that has a dissipative nature. 
4.2. Geometric Structure of Perturbed Hamiltonian Phase
 
Space (a=0, r-0)
 
The perturbed vector field (44) for non-zero
 
perturbation (wavemaker forcing) parameter y>-0 and no
 
dissipation a=0 may be determined by setting a=0 in the
 
evolution equations (3.41) and is given by
 
2131-1-P2-3p  sin [201] 
4 =  al + e C 2 +e a3  cos [2 q] -y  c1  -y  c2 sin [2 (q+QA 
Viji-P  eVPi-P
 
(4.17a)
 
(4.17b)
 p = 4 C a3VP, -p (p-P2) sin [2 q]  2y c2 (P2 -p)  cos [2 (q+ Qi) ] 
4  (4.17c)
 
/51  =  ey ci VPi -p cos [2 Qi]  2y c2 (P2 -p)  cos [2 (q+Qi) ] 74 
0  (4.17d)
 P2 
sin [2 Q1]
 (P-P2)

61 = al + e a3  cos [2 q] + y cl  (4.17e)
 
01-1)  e  -I)
 
62 = a2  e  2 g a3 VP, -p cos [2 (A + y c2 sin [2 (q+Qi.) ]  (4.17f) 
that is a System III (Wiggins, p.336, 1988) with 
(q,p, P11P2, Q1,Q2) E TlxffexR2xT2  The condition (3.28d) .
 
from the Hamilton-Jacobi canonical transformation (§3.5c)
 
for the canonical variables p is  P1  > p  P2 >- 0  The .
 
entire perturbed vector field a=0 and y>-0  (4.17) is derived
 
from the  Hamiltonian (3.38) given by the five-dimensional
 
level energy surfaces
 
(H) = Ho (p, P1, P2) + HE (q, p, P1, P2) + Hy q, p , P1, P2, Q1)  (4.18) 
Because the perturbation is Hamiltonian with a=0, the
 
three-dimensional level energy surfaces (4.7) are
 
preserved. The four-dimensional normally hyperbolic
 
invariant manifold JU (4.4) of the unperturbed system
 
a=y=0, the locally stable WL(A) and unstable WL(A)
 
manifolds §4.1, and the flow on LM (4.9) may be used to
 
describe the geometric structure of the perturbed phase
 
space. In particular, the perturbed normally hyperbolic
 
locally invariant manifold JAY  the locally stable Ws() ,  (L. MY )
 IC  y
 
and unstable PIIL
c (JA  manifolds, and the persistence of the
 )
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two-dimensional nonresonant invariant tori Ty  (P,P2  )  (vide 
(4.19-21) below). 
4.2.1. Persistence of M
 
By proposition 4.1.16 (Wiggins, 1988), the perturbed
 
system a=0 and y>-O possesses a four-dimensional normally
 
hyperbolic locally invariant manifold A ;  i.e.,
 
trajectories may leave M by crossing its boundary because
 
Y
 
* 0 by (4.17c). If all trajectories eventually leave A
 
1
 
by crossing its boundary, then there are no recurrent
 
motions on A  The objective is to locate any recurrent
 .
 
motions in A in order to apply the GMM. The perturbed
 
normally hyperbolic locally invariant manifold JA  is given
 
by
 
(q,p, P1, P2  Q2 )  E T1x181xR2xT2  9 
AY  q0
 q  Q1 'Q2; Y)  qo (Pi' P2) + C)(Y) ;  (4.19)
 
P =P-0(Pi,P2,Q1,02;y)  = po (P2) +o(y) 
where the hyperbolic saddle points q0(131,P2)  and po(P2) are
 
given by (4.3e,b). Moreover, on A there are locally
 
stable Ws (A )  and unstable W120  (A )  manifolds that are of
 
c
 
equal dimensions and are close to the unperturbed locally
 
stable Ws (A) and unstable W luoc (A) manifolds §4.1,
 ioc
 
respectively. Although trajectories in Ws  (JA  and
 )
 
c (A )  approach A as t-±-00, they need not terminate on
 r/q()

A because all trajectories on A may leave  in finite
 A4.
 
time. The perturbed normally hyperbolic locally invariant
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manifold LAA  intersects each of the five-dimensional level
 
Y
 
energy surfaces given by (4.18) in a three-dimensional set
 
of which, by the KAM theorem (Arnold, Appendix 8,  1978),
 
most of a two-parameter family of two-dimensional
 
nonresonant invariant tori persist in (4.6). These two-

dimensional tori, now called KAM tori, may be slightly
 
deformed compared to those of the unperturbed system for
 
a=y=0; nevertheless, the qualitative motion remains much
 
the same as in the unperturbed system a=y=0 that is
 
governed by the unperturbed vector field given in (4.1).
 
The Melnikov integral may be computed to determine if the
 
stable and unstable manifolds of the KAM tori intersect
 
transversely.
 
4.2.2. KAM theorem
 
The KAM theorem (Arnold, Appendix 8,  1978) may be
 
applied in order to determine if recurrent motions occur on
 
the perturbed normally hyperbolic locally invariant
 
manifold LA  and in particular, if any of the two
 ;
 
Y
 
parameter family of two-dimensional nonresonant invariant
 
tori  in (P (4.10) survive the Hamiltonian perturbation
 l'P 2)
 
a=0 and y>-0. The unperturbed Floquet Hamiltonian  (H)(y=0)
 
given by (4.2) satisfies the following nondegeneracy (or
 
nonresonance) condition given by (Wiggins, p.386, 1988):
 
(H)  a2(H) 
a P  aPiap2  (a1-£S2) 
a2 (H)  a2 (H)  4 (P1-P2)2 
< 0  (4.20) 
a P2 aPi  a P22 
(g-go,P=P0;Y=0) 
where the hyperbolic saddle points (q0,p0) are given by 
(4.3e,b). Consequently, most of the two-dimensional 
nonresonant invariant tori  T(P1,P2)  (4.10) persist; are 77 
only slightly deformed on the perturbed normally hyperbolic
 
locally invariant manifold A4  ;  and may also be referred to
 
as KAM tori and denoted by T (P
1' P
2  analogous to (4.10).
 )
 
Accordingly, in the phase space of the perturbed system a=0
 
and )0-0, there are invariant tori that are densely filled
 
with winding trajectories that are conditionally periodic
 
with two independent frequencies al and 02  (4.8). The
 
resulting conditionally-periodic motions of the perturbed
 
system a=0 and )0-0 with these two fixed frequencies are
 
smooth functions of the perturbation (wavemaker forcing)
 
parameter y (Arnold, Appendix 8,  1978). A generalization of
 
the KAM theorem states that the KAM tori Ty(P1,P2) c OU
 
has three-dimensional stable and unstable manifolds denoted
 
by Ws(ry(P1,P2)) and PO(ry(P1,P2)), respectively (Wiggins,
 
p.387, 1988). By invariance of manifolds (cf., Wiggins,
 
ws(ou
 p.387, 1988) ,  )  and  e(Ty) c wu(LAI  )  .
 
Y 
In order to determine if chaos exist, it remains only 
to determine whether or not WIT (P  P )) and RIT (P1 ,P )) y 2  y 2 
intersect transversely. Because the perturbation a=0 and
 
)0-0 is Hamiltonian in the six-dimensional phase space
 
T1 R1 R2 T2 
(qp,  trajectories are restricted Q1, Q2 )E 
to lie in five-dimensional level energy surfaces given by
 
(4.18). Thus, two measurements are required in order to
 
determine whether or not ws(r ) and WIry) intersect
 
transversely (Wiggins, Lemma 4.1.18, 1988). Moreover,
 
because P2 = 0  (4.17d), only one measurement along a
 
constant unit vector in the P  direction denoted as P will
 
1
 
be required to determine whether or not Ws(Ty) and Wu(Ty)
 
intersect transversely (vide (4.21) below).
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4.2.3. Melnikov Integral
 
The distance between  Ws(r)  and WIry) at any point P E 
Jf may be computed from (Wiggins, 4.1.85, 1988)
 
aHY (4,(P, ,P2))  dt M(01(0)) =  (4.21a)
 
where
 
2c, 
HT  =  ,IP1-p sin (2011) +  c
2  (P
2 p  sin 2 (q +Q1)  (4.21b) 
E v
 
where H = y HY  in (3.38) and where the coefficients c1, c2 
are defined in Appendix C. The Melnikov integral  M(01(0)) 
(4.21a) represents the leading order term in a Taylor
 
series expansion (with respect to y) for the distance
 
between Ws(r) and pe(r) at the point I' e Jf along a
 
constant unit vector in the P1 direction denoted as Pl. In
 
order to compute (4.21a), only the perturbed vector field
 
a=0 and y>-0  (4.17) and the trajectories along the
 
unperturbed heteroclinic manifold J-f (4.16) are required.
 
Substituting (4.16) and (4.17c) into the RHS of (4.21a)
 
yields
 
4c
 
M (01 (0) ) = f  ph cos  [201h]  -2 C2 (P2-ph)  cos [2 (qh+Qih)]  dt 
e V
 
(4.22a)
 
Substituting (4.15e) into (4.22a) and then expanding by
 
elementary trigonometric identities results in the
 
following two integrals:
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4c

el  -ph (cos (2 qh- 2 ait)) 
M(Q, (0) ) = cos 2 (Qi (0) +q(0)) f
00 
dt 
2 c (P2 -ph) cos (2 ait)
2 
4 c
 
CO  (sin (2 qh- 2 al t))
6 P1-ph 
+ sin 2(01(0) +q(0)) f  dt 
+ 2 c2 (P2 -ph) sin (2 al t)
 
(4.22b)
 
Substituting q =  qh  and p = ph,  (4.14a,b) may be 
transformed to 
al  c
 
(4.23a)
 cos (2 qh)
 
2 e a3VPi -ph
 
\/(2 e a3VPi -ph)  (ai  e 0)2  + B (P2  ph)
 
sin(2qh)
  (4.23b)
 2 e a3VPi -ph  2 e a3VPi -ph 
where A,B  are given by (4.15g,h). Substituting (4.15a) and 
(4.23) into (4.22b) and retaining only the even integrands
 
reduce the Melnikov integral to simply
 
M ( Q ( 0 ) )  = cos 2 (Q1(0) + q(0) ) [1-1 + 1-2 + 1-3]  (4.24a) 
where the integrals Ii are
 
2 c1  (a1-e 
Il  f cos (2 al t) dt  (4.24b)
2
 
e a
 
3 
2c A
 
I
2  f COS  (2 al t) sech2 (fAt) dt  (4.24c) 
-..
 
2 c1rA
 
/3
  sin (2 a t) tanh  (VA t) dt
2  (4.24d) 
e a
 80 
and where the coefficients c ,c a  and a  are defined in
 2 ,
 1 1  3
 
Appendix C. By Proposition 4.1.29 and Lemma 4.1.27
 
(Wiggins, p.412 and p.410,  1988), these improper integrals
 
may be evaluated if the limits ±00 are approached along
 
sequences of discrete times (vide Appendix E). Theorems
 
(4.1.19) and (4.1.20)  (Wiggins, p.393, 1988) give
 
sufficient conditions for the transverse intersection of
 
ws(r ) and w.(r )  in the five-dimensional level energy
 
surfaces. Because all of the Melnikov components in (4.24)
 
are bounded and do not sum to zero (Appendix E), the
 
Melnikov integral M(Q1(0)) = 0 when
 
Q1(0) = 61,2(0)  = (2n+1)  q(0)  ;  n = 0,1,2,...  (4.25)
 
Furthermore, the derivatives
 
am (ain (o) ) 
. 
Qin(0)+q(0))[I1+1-2+1-3]  0  ,  n=0,1,2,...

aQ1 ( 0 ) 
(4.26)
 
are never zeros and (4.25) represent simple zeros of the
 
Melnikov integral. The stable Ws(TT(P1,P2)) and unstable
 
Wu(T (P  P )) manifolds of the KAM tori T  (P  P
2
)  intersect 
y 2  y 
transversely yielding Smale horseshoes (Wiggins, 1990) on
 
the appropriate five-dimensional level energy surfaces
 
(4.18); and these imply multiple transverse intersections
 
and the existence of chaotic dynamics in the perturbed
 
system a=0 and r-0 that is governed by the perturbed vector
 
field given in (4.17).
 
4.3. Geometric Structure of Perturbed Dissipative Phase
 
Space (a>O, r-0)
 
The following perturbed dissipative vector field
 
(4,13)  for non-zero perturbation (wavemaker forcing)
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parameter y>-0 and non-zero dissipation a>-(:) may be obtained
 
from (3.41) by setting a = v y where v<1:
 
2P +P -3 p

2
 al +e  cos [2 q]  + y[gq(q,p, Pi, P2, Qi, V; y)1
3  Pi-p 
(4.27a)
 
(4.27b)
 
/ 5 =  14 e a3 \IPi-p (p- P2)  sin [2 q]1+ y [gP (q,p, Pi, P2, Qi, V)1 
(4.27c)
 Pi  y  [gP1(q,P, P1' P2' Q,, v) 
(4.27d)

P2  Y [gP2 (P2' v)1 
(13-P2)  [g(11(q,p,  yd  (4 .27e)
03.  =H + e a  cos [2 q]
1 3 
VP1-13
 
(4.27f)

62 = ra2  e 0  2 e a3 VP, -p cos [2c/1i+ y[gQ2 (q, p, Pi, Qi, v ; y )1 
where the perturbed components gi (Wiggins, §4, 1988) are
 
given by
 
sin [2 Q,] 
gg  c2  sin [2 (q+ Qi) ]  + v2 y  di. 
ePi-P
 
/ 
d2( Pi- p)  +d3(P2-p) 
y e  sin [2 q] 
1/Pi  13
 
(4.27g)
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gP(q,p, P ,P2,  Q1, v)  =  2 c  (P 2-p) cos [2 (q+Q )] +v d P2­
1 2	  4 
+ 2 v	  d2 VPi-p (p  P2) COS [2q] 
(4.27h) 
-4
  q  (q,p, P ,P2-,Q ,v) =  -p cos [2 Qi] -2 c (P 2-p) cos [2 (q+ Qi) ]
1  1"  e  iv	  2 
(4 A.2-1) (P2p) -P1 
+v  -v e d5VPi-p (p-P2)  cos [2 q]
2 A2ti 
(4.27i)
 
= V P	  (4.27j)
gP2 (P2' V )  2  x6 
sin [201]	  P2 -P Q g, (q,p, P ,P  Q_ , v; y) = c1  +v y  d6  +v E d3  sin  [2 q]
1  21 
P
 
(4.27k)
 
g 
o2 (q,p, P1, v ; y)  =  c2 sin [2 (q+Qi)  + v2 y d7 + v e d2V/D1 -p sin [2 q] 
(4.27C) 
This perturbed dissipative vector field is a System I 
(Wiggins, p.336, 1988) with  (q,p, Pi, P2, Q1, Q2)  E 
Tlx1181xR2xT2  The condition (3.28d) from the Hamilton­ .
 
Jacobi canonical transformation (§3.5c) for the canonical
 
L- .
 variables p is  P1 > p  P2 >- 0  The four-dimensional 
normally hyperbolic invariant manifold JA (4.4) of the 
unperturbed system a=y=0, its locally stable  Wisoc (LAU and 83 
unstable  W;",,  (A) manifolds §4.1 may be used to describe the

c
 
geometric structure of the perturbed dissipative phase
 
space. In particular, the perturbed normally hyperbolic
 
locally invariant manifold A  the locally stable
 
Ya 
, 
Ws  (OM  )  and unstable WL (A  )  manifolds, and the
loc  c
 Ya  Ya 
persistence of the two-dimensional nonresonant invariant 
tori Tya  (P1, P2)  . 
4.3.1.  Persistence of Off( 
By proposition 4.1.5 (Wiggins, p.354, 1988), the
 
perturbed dissipative system co-0 and y>-O possesses a four-

dimensional normally hyperbolic locally invariant manifold
 
A  i.e., trajectories may leave A  by crossing its
 
Ya 
; 
'fa 
boundary because Pi * 0 and P2  * 0 by (4.27c,d). If all 
trajectories eventually leave JA  by crossing its 
Ya 
.
 boundary, then there are no recurrent motions on A  The
 
Ya 
objective is to locate any recurrent motions in JA  in
 
Ya 
order to apply the GMM. The perturbed normally hyperbolic
 
locally invariant manifold A  is given by
 
Ya 
(q.P. 131 ,P2  1 ,Q 2)  E V.R1.R2.T2  3 
,At  _  (4.28)
 
Ya  q = qo (  P2  Q2; y)  = qo (Pi, P2) + 0(y) ; 
P '150(1311121 Q1, Q2; y)  = pc, (P2)  +O(y) 
where the hyperbolic saddle points  qo(Pi,P2)  and po(P2)  are 
given by (4.3e,b). Moreover, A  has locally stable 
Ya
 
Ws  (ott  and unstable  (A  manifolds that are close
 )  Rillo  )

/oc  c
 ya  ya
 
to the unperturbed locally stable WL(A) and unstable
 84 
)
 W1  (old) manifolds §4.1, respectively. If Ws(uR  and
 
Ya 
Pe(oR  intersect transversely, then the Smale-Birkhoff
 )
 
Ya 
homoclinic theorem (Smale, 1963) predicts the existence of
 
horseshoes and their attendant chaotic dynamics in the
 
perturbed dissipative system a>-0 and r-0 governed by the
 
perturbed dissipative vector field given in (4.27).
 
4.3.2. Averaging method
 
An averaging method (Simiu, 1996) may be applied for
 
the perturbed dissipative vector field co-0 and .11>-0  (4.27)
 
in order to determine if recurrent motions occur on the
 
perturbed normally hyperbolic locally invariant manifold
 
old  .  If there are any tori on A  ,  then the Melnikov
 
ya  Ya 
integral may be computed to determine whether or not the 
stable and unstable manifolds of these tori intersect. A 
two-dimensional hyperbolic invariant torus Tya  P
2  may be )
 
located on old  by averaging the perturbed dissipative
 
Ya 
vector field co-0 and r-0 (4.27) restricted to JR  over the
 
Ya 
angular variables Q1 and Q2  (vide (4.29,30) below). The 
averaging method requires nonresonance conditions resulting 
in trajectories densely filling the surface of the torus 
Tya  (P1, P2)  The averaging method is not appropriate for .
 
Hamiltonian systems (cf., Wiggins, p.359, 1988). In the 
case of Hamiltonian perturbation a=0 and y>0 (§4.2), two-
dimensional invariant tori  TY  (P  P
2  were located on the )
 
perturbed normally hyperbolic locally invariant manifold 
A  by the KAM theorem. The perturbed dissipative vector 
field co-0 and 1p-0  (4.27) restricted to the perturbed 
hyperbolic locally invariant manifold  A  (4.28) may be
ya 
determined from (4.27c-f) and (4.28) and is given by
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= y [gP1 (q= qo (Pi, P2) , p =p0 (P2) ,  P2, Q1, v)1  + 0(y2)  (4.29a) 
152 = y [g  ( P2  )  + 0(y2)  (4.29b) 
=  01(q=q0(131, P2) ,p=p0(P2) ; y = o) + 0 (y)  =  a + 0(y) (4.29c) 
(4.29d)

62(q= go (P1, P2) P=Po (P2) ; Y = 0) + 0 (y) =  a2  a1  +  0 (y) 
where the hyperbolic saddle points cyo(P1,P2)  and po(P2) are
 
given by (4.3e,b),  gP2(P2,v)  by (4.27j), and where
 
4c,
 P  v 
g 1(q=q0,p=p0, Pi, P2,  Cli , v)  JP1  P2  cos [2  Qi]  P 
c 2 A2ti  1 
(4.29e)
 
The associated averaged equations
 
2n 2n
 
v
 
(15 ) Y  g  (q  ,p  P1,  Q  ,v) dQ1 dQ P  (4.30a) 
o 0,  1  2 1 2  1
 
1  (27) 2  fo  fo  2  2
1
 
2n  2n
  vy (T. -A.4TA) )_  Y  f g 2  (  P2 ,  d01 dQ2  P
2  (4.30b)
(27)2  0  0 
have a unique stable hyperbolic fixed point at
 
(Pi, P2) =  (0,0) with two negative eigenvalues provided that 
the determinant
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a(P)  a(P1) 
v2y2(A.4 a Pi  a P2  "  (4.31)
 >- 0
 
a (P2)  a  (152)  2 X8  ti2 to 
a Pi  aP2 
is positive (viz, AzTrA>-T). This fixed point of the
 
averaged equations (4.30) corresponds to a two-dimensional 
torus denoted as T  (0,0) on the perturbed hyperbolic
Ya 
locally invariant manifold (A  (4.28). By proposition
 
Ya 
4.1.6 (Wiggins, p.358, 1988) and in the context of the full
 
R2x T2
 six-dimensional phase space (q,p,  P ,Q Q2  )e TlxWx
i  2 1 
, 
the perturbed dissipative vector field a >0 and y>-0  (4.27)
 
restricted to the hyperbolic locally invariant manifold
 
(4.29) has a two-dimensional normally hyperbolic
  Lt,(
 
Ya 
invariant torus T  (0,0)c JU  that has a five-dimensional 
Ya  Ya 
stable manifold WTc(0,0)) and three-dimensional unstable
 
manifold W(Ty.(0,0)). By invariance of manifolds (cf.,
 
)
 Wiggins, p.359, 1988),  Ws(Tya(0,0)) c Ws(oV  and
 
Ya 
Wu(Tya(0,0))  C  Wu(olA  ). The normal hyperbolicity of 
Ya 
T  (0,0) insures that the dynamics normal to the invariant
Ya 
torus dominate the dynamics on the invariant torus under 
the action of the perturbed dissipative flow (Wiggins, 
p.319, 1988). The dissipative perturbation a>-0 and y>-0 
creates two new independent vectors in the tangent space of 
the stable manifold W(1'ya (0,0)) that comes from the breakup 
of the two-dimensional center manifold W1T(P
1  Pa)) of the 
unperturbed system a=y=0 in §4.1 following (4.11)  (Wiggins,
 
p.369, 1988).
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In order for chaos to exist, the five-dimensional
 
stable manifold RIT (0,0)) and the three-dimensional
 
unstable manifold wTr (o,o)) must intersect transversely.

Ya 
For any point 3 E Ws(oV), the tangent space of Ws(A) at T
 
denoted as T ws(0(1)  is a five-dimensional linear vector
 
space. By proposition 4.1.2 (Wiggins, p.342,  1988), a
 
one-dimensional vector space in (Tlxv.R2.T2 )  complementary
 
to TpWs(A) is given by
 
a(/)(y =0)  a(/)(y =0)
 
IYP = span 
f 
, 0, 0, 0, 0 }  (4.32)
 
where  (H)(y=0)  is the unperturbed Floquet Hamiltonian
 
(4.2) and where its derivatives in (4.32) are evaluated at
 
T. Due to the normal hyperbolicity of Ty.(0,0), the angle
 
between the local stable and unstable manifolds, Ws  (otiya 
)

loc
 
and Wu  (01A  ), respectively, is bounded away from zero
 loc  ya 
independently of perturbation (wavemaker forcing) parameter
 
y (Wiggins, p.364, 1988). Lemma 4.1.8 (Wiggins, p.361,
 
1988) assures that the components of the distance between
 
the stable manifold Ws(T (0,0)) and the unstable manifold

Ya 
wTr  (0,0)) may be set equal to zero in the directions
 
ya
 
along constant unit vectors in the P1 and the P2 directions
 
denoted as 15  and P2, respectively. Therefore, only one
 
measurement along the one-dimensional vector space NIT
 
defined by (4.32) will be required to determine whether or
 
not Ws(Ty.(0,0)) and W(Ty.(0,0)) intersect transversely.
 
For the case of Hamiltonian perturbation a=0 and y>-0 in
 
§4.2, trajectories are restricted to lie in five-

dimensional level energy surfaces given by (4.18). Because
 
the one-dimensional vector space NIT is complementary to
 
these level energy surfaces, there is no need to measure
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along IN[p and only measurements along the constant unit
 
vectors P  and P2 are required to determine whether or not

1
 
Ws(Ty) and WITy) intersect transversely (vide (4.21)). The
 
interested reader is referred to Figure 4.1.6 in Wiggins
 
)
 (1988) that illustrates the intersection of Ws(oti  and
 
Y a 
Ge(J.4  with the so called homoclinic plane that is
 )
 
Ya
 
spanned by N  and the constant unit vectors in the
 
P1  and the P  directions denoted as P1 and f 
1 2  1
 
respectively. It is impossible to sketch an analogous
 
figure for our perturbed dissipative system a>-0 and y>-0
 
because of the dimensionality of this system
 
n=1,m=2,P=2,j=2 (cf., Wiggins, R2nxRmxT1  p.362, 1988).
 ,
 
4.3.3. Melnikov Integral
 
The distance between  Ws(r (0,0)) and WIT (0,0)) at
 
ya  ya
 
any point I' e 5f may be computed from  (Wiggins, 4.1.47,
 
1988)
 
M(Q, (0))  = f [4 g '  15 gP + 01 gPi + 02 gPilI 1(°'°) (t) ; y =0)  dt 
0, (qo (Pi, P2) , po (P2) ; y=o) f gPi  '1` (°'°) ( t) ; y =o)  dt 
,_,(:))  dt 02(q0(Pi,P2),po(P2); y=0) f gP2(W(o,o) 
(4.33a)
 
where the hyperbolic saddle points g0 (P1,P2) and p0 (P2)  are
 
given by (4.3e,b) and where
 
117(°'°)(t)  (4.33b)
 { qh(t) ' Ph( t) '  Q111( t)  ' Q2h(t) 1 (P1=0 ,P2=0) 89 
is a heteroclinic trajectory of the unperturbed system
 
a=y--=-0 in (4.16) on the /31,--P2= 0 level corresponding to the
 
hyperbolic fixed point of the averaged vector field on the
 
perturbed hyperbolic locally invariant manifold JV

Y a 
-12
 a
 
(4.30). Because  P
1  p
2 
+ 
2
1  in (4.3f) on the 
e a
 
3 
unperturbed normally hyperbolic invariant manifold A
 
(4.4), then P1=P2= 0 is a point on it provided that
 
a  =  eS2  (4.34a)

1
 
that is the lowest point on the unperturbed heteroclinic
 
manifold shown in Figure 4. Bowline et al.  (p.39, in press)
 
identified this fixed point as a point of weak chaos for
 
cross waves without surface tension or dissipation.
 
Substituting (3.30d) and the definition for al in Appendix
 
C into (4.34a) and solving for 13 yields
 
1-A(1­ (4.34b)
 = 1- 1  1 )12
 A A  4
 
where
 
A 
z 
6 ,_2  (4.34h) 
A 
Expanding p by the binomial expansion gives, approximately,
 
(4.34c)
 
The Melnikov integral 114(01(0))  (4.33) represents (to 0 (y2))
 
the distance between Ws(Ty.(0,0)) and  Wu(Tya(0,0)) at any
 90 
point 93 E Jf along the one-dimensional vector space NT
 
defined by (4.32). In order to compute (4.33a), only the
 
perturbed dissipative vector field co-0 and y>0 (4.27) and
 
the trajectories along the unperturbed heteroclinic
 
manifold J-C (4.16) are required. The computation of the
 
Melnikov integral (4.33a) on the P1=P2=0 level and
 
considering the improper integrals as limit of discrete
 
time sequences (vide Appendix E) leads to 114W0)) being
 
identically zero. This implies that the Melnikov method
 
fails to provide the necessary condition for the occurrence
 
of chaos in this particular dissipative system.
 
4.3.4. Liapunov characteristic exponents
 
In contrast to Hamiltonian (conservative a=0) systems
 
in which the phase-space volume is conserved, by Liouville
 
theorem (Verhulst, 1990), dissipative systems are
 
characterized by continued contraction of the phase-space
 
volume with time t. Hamiltonian systems may be chaotic
 
(§4.2), but they cannot possess phase-space attractors
 
(Lichtenberg & Lieberman, p.460  1992). Dissipative
 ,
 
systems are characterized by the attraction of all
 
trajectories passing through a certain domain towards an
 
invariant surface or an attractor of lower dimensionality
 
than the original space. The basin of attraction is defined
 
as the set of initial conditions from which originate
 
trajectories that converge to the attractor as t-30.0.  If the
 
dissipative system parameter is changed, then, the motion
 
on the attractor may also change from regular (i.e., sink
 
or limit cycle) to chaotic (i.e., strange attractor). A
 
strange attractor is an attractor on which nearby
 
trajectories diverge exponentially (Lichtenberg &
 
Lieberman, p.63, 1992). Rates of divergence or convergence
 
of trajectories, called Liapunov characteristic exponents,
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are of fundamental importance in studying chaos. These
 
exponents measure the sensitivity of the system to changes
 
in initial conditions. One positive Liapunov characteristic
 
exponent is a strong indicator of chaotic motions (Rasband,
 
1990). For a completely integrable Hamiltonian system the
 
Liapunov characteristic exponents are all zero. A strange
 
attractor must have at least one negative, one zero, and
 
one positive Liapunov characteristic exponents  (Parker &
 
Chua, 1989). A negative exponent indicates that the phase
 
space contains an attractor. A zero exponent indicates a
 
divergence rate that is slower than exponential divergence
 
along an orbit. A positive exponent indicates chaos within
 
the attractor. For the six-dimensional phase space
 
(C1, p, P .P  )c T1.R1xR2x,r2; there are six real

1 2  , Q1, Q 
exponents that may be ordered as
 
1-16  (4.35)
1-11  1-12  ?- 1-13  1-14  1-15 
with µl being the largest Liapunov characteristic exponent, 
and one of the remaining five exponents that represents the 
direction along the perturbed dissipative flow, being zero. 
The sum of the Liapunov characteristic exponents 
represents the average contraction rate of the phase-space 
volume (Wolf, 1986). There is a set or spectrum of Liapunov 
characteristic exponents with each one characterizing 
divergence of trajectories in a particular direction. For 
the six-dimensional phase space (q,p, P1, P2, Q1, Q2) E 
T1xR1xR2xT2; there are ten distinct strange attractors with
 
the following spectral signs of Liapunov characteristic
 
exponents:
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(+, +, +, +, 0,-)  ,  (+, +, +, 0, 0,-)  ,  ( +, +, +,0,-,-) 
(+,+,0,0,0,-)  ,  ( +, +,0,0,-,-)  ,  (+,+,0,-,-,-) 
(+,0,0,0,0,-)  ,  ,  (+,0,0,-,-,-) 
(+,0,-,-,-,-)  (4.36) 
Numerical calculation of  For a criterion to determine
 
chaos, only the largest Liapunov characteristic exponent
  [11
 
is required to determine whether nearby trajectories
 
diverge (Ill >- 0) or converge (Ill  0) on the average (Moon,
 
1992). The perturbed dissipative vector field co-0 and r-0
 
(4.27) is numerically integrated by the fourth-order Runge-

Kutta method with a time step At = 0.02 to determine a
 
reference trajectory *(t) in the six-dimensional phase
 
space (q,p,  P1  P Q1  Q )ETlxv R2 m2  using a Mathematica
2 2 
program (vide Appendix F). The largest Liapunov
 
characteristic exponent µl is calculated by solving the
 
first variation of the perturbed dissipative vector field
 
cp-0 and y>0 (4.27) according to
 
/  \ 
aq 
aq 
aq 
ap 
aci 
ap, 
a4 
ap2 
ac 
aQ1 
a 
aQ2  8q 
ap  ap  ap  ap  ai5  ap 
St,  aq  ap  apt  ap2  ac,1  aQ2  Sp 
aP1  aP1  aP1  aP1  aP1  aP1 
0151  aq  ap  aP1  ape  aQ1  aQ2 
8152  aP2  aP2  aP2  aP2  aP2  (4.37) 
01'2 
aq  ap  aP1  aP2  aQ1  aQ2 
8  P2 
061  a61  a61  a Q1  a61  (361  '361  8 
aq  ap  aP1  8P2  aQ1  aQ2 
aQ2  aQ2  a62  a62  a62  a02  8 02, 
aq  8p  aP1  aP2  aQ1  aQ2 93 
Figure 6 illustrates a reference trajectory *(t) and a 
nearby trajectory *(t) +4(0 with initial conditions *
o 
and  *0 + Olito,  respectively, that evolve with time yielding 
the tangent vector 41* ,t1 in the six-dimensional phase
o /

space (q, p , P1, P2, Q1, Q2 ) E Ti 
rin2  with its Euclidean 
norm
 
d(t)=118*(*0,t)II  (4.38)
 
A renormalization procedure due to Benettin, et al.  (1976) 
and used by Umeki & Kambi (1989) for parametrically excited 
surface waves is adopted to avoid overflows and other 
computation errors that come from the exponential growth of 
d(t). For computational convenience, the initial norm is 
chosen to be unity and 4 is renormalized to a norm of 
unity every T = 0.1 seconds. The values for d(t)  (4.38) are 
determined iteratively with a total number of time steps N 
= 500. The Liapunov restart time step is NT =50 seconds. 
The largest Liapunov exponent is (Lichtenberg & Lieberman, 
p.315, 1992) 
N
 1
 
(  ,  S  ) = 1 im  s  In di  (4.38) 
N-..  NT i=1 
The results were obtained for the following initial
 
conditions:
 
*0 =  {0,0,0.1,0,0,0}  (4.39a) 
40 = { 0 , 1 , 0 , 0 , 0 , 0 }  (4.39b) 
and the following numerical values for the dimensionless
 
parameters: y = 0 . 2 5 ,  =0 . 5 ,  =24Tc , fl - 1 , p =0 . 45 ,  ti  =0 . 016 , 
For twenty different values of the new dimensionless
 
damping parameter 0<v5.1 and twenty different values of the
 
dimensionless Floquet parametric forcing parameter 0<c<1,
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Figure 6. Numerical calculation of the largest Liapunov
 
characteristic exponent (after Benettin  et al.,
 
1976)  Where do=1,  x=11J, y4+8*, t = 0.1 seconds.

.
 
the largest Liapunov characteristic  exponents are
 
calculated and a chaos diagram for the positive values of
 
the largest Liapunov exponents is given in Figure 7. This
 
chaos diagram is useful to search for possible  regions of
 
parameters space where chaotic motions may exist. In the
 
parameter space in Figure 7 defined by  v as the abscissa
 
and E as the ordinate, the region in which chaotic motion
 
may occur is wedge-shaped. Inside this wedge, regular
 
motion exists and outside the wedge chaotic  motion exists.
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111  .-- °
 
E
 
0 . 8 
0 . 6 
''' ...  ' 
Chaotic  Motion
 
0 . 4 
11

1 ' 0 
0 . 2 
0 . 2  0 . 4  0 . 6  0 . 8 
V
 
Figure 7. Chaos diagram for the regions in the parameter
 
space (v,  e) where chaotic motion may exist.
 
4.4. Comparison with Data
 
Bowline et al.,  (in press) analyzed parametrically
 
excited cross waves without surface tension or dissipation
 
both theoretically and experimentally. Their mathematical
 
model of cross waves in a rectangular wave channel was
 
based on Luke's Lagrangian formulation (1967). They applied
 
the GMM and found chaos. In order to obtain a suspended
 
system for the application of the GMM,  seven canonical
 
transformations were required. In contrast, the application
 
of the generalized Herglotz algorithm (GHA) required only
 
three canonical transformations as  a consequence of the
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extension of the Herglotz algorithm to nonautonomous
 
dynamical systems that is given in §3.3.
 
Cross wave experiments were performed by Bowline et
 
al.,  (in press) at the O.H. Hinsdale Wave Research
 
Laboratory at Oregon State University. The channel is 12 ft
 
wide, 12 ft deep, and approximately 300 ft long. Forty
 
experimental runs were recorded and stability diagrams were
 
obtained for modes 1,  2, and 4 that are illustrated in
 
Figures 8,  9, and 10, respectively, where fw,(=w/p/270 and
 
S(=a )  = wavemaker forcing frequency and stroke,
 
respectively. The dotted lines in the stability diagrams
 
(Figures 8,  9, and 10) represent an estimation of the
 
neutral stability curves for each mode; and the number
 
0.25 
0.2 
35 
0.15  39 37 
33  : 
A  40  38 A ; 
36 
A 
."3 2 0.1 
A 
34 
0.05 
0.0 
0.85  0.9  0.95  1.0  1  05  1.1  I  15 
Dimensionless Frequency Ratio. (211/f  )2 
Figure 8. Stability diagram for mode 1 cross waves. Numbers
 
refer to the experiment run numbers for mode 1
 
cross waves (circles) and no cross waves
 
(triangles)  (after Bowline et al., in press).
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0.25 
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8 
0.20 
010  9  . 
0.15 
13  14  . 
.. .. 
0 
.*
..' 6  5
i  40 . 
A  1 5  ...  16 3 
. 
19.:  4 
0.10 
0  ig 
:  17 
0.05 
1 
0.00 
0.70  0.85  1.00  1.15  1.30 
Dimensionless Frequency Ratio, (2f2/f,,m)2 
Figure 9. Stability diagram for mode 2 cross waves. Numbers
 
refer to the experiment run numbers for mode 2
 
cross waves (circles) and no cross waves
 
(triangles) (after Bowline et al., in press).
 
beside each data point indicates the run number of the
 
experiment. The uncertainty in the location of  the neutral
 
stability curve that was reported by Underhill,  et al.,
 
(1991) may also be observed in these experimental  data.
 
These experiments show that the radiation stress of the
 
progressive waves will generate parametrically cross waves
 
if the following two conditions are met:  (1) some minimum
 
amplitude of the wavemaker forcing oL is exceeded,  and
 
(2) the wavemaker frequency (Dip  is in some narrow bandwidth
 
about 2(.0
  .
 
The vertices of the neutral stability curves in Figures 8,
 
9, and 10 are elevated above the horizontal axis of zero
 
perturbation (wavemaker forcing)  parameter y that is
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0.00 
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Figure 10.	  Stability diagram for mode 4  cross waves.
 
Numbers refer to the experiment run numbers
 
for mode 4 cross waves (circles) and no
 
cross waves (triangles) (after Bowline et
 
al., in press).
 
proportional to the Floquet parametric forcing parameter c
 
(vide §1). This elevation motivated the inclusion of
 
dissipation effects in the mathematical model of
 
parametrically excited cross waves in a rectangular wave
 
channel (vide §2.1). The experiments performed by Bowline
 
et al.,  (in press) tested the hypothesis that
 
parametrically excited cross waves by Floquet parametric
 
forcing are chaotic. Experimental evidence of chaos may be
 
obtained by identifying certain characteristics  of chaotic
 
motion; viz., sensitivity to initial conditions and
 
increasing complexity of regular motions as some parameter
 
is changed (Moon, 1992). These two characteristics  of
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chaotic motion may be evaluated analytically by computing
 
the largest Liapunov exponent (vide §4.3.4).
 
The sensitivity to initial conditions that could not
 
be evaluated in the wave channel has been evaluated by
 
finding positive Liapunov exponents of the perturbed
 
dissipative system with surface tension. Increasing
 
complexity of regular motions as the Floquet parametric
 
forcing parameter is changed could be evaluated
 
experimentally by Bowline et al.,  (in press). Outside the
 
neutral stability curves shown in Figures 8,  9, and 10, the
 
motion is a regular progressive wave with no cross wave.
 
Crossing the neutral stability curves either by slightly
 
varying the wavemaker amplitude or frequency results in a
 
more complex system when the cross wave is parametrically
 
excited. Increasing complexity of regular motions as the
 
Floquet parametric forcing parameter e and the new
 
dimensionless damping parameter v are changed has been
 
evaluated by finding positive Liapunov exponents for some
 
range of e and v of the perturbed dissipative system with
 
surface tension. The chaos diagram in Figure 7 is useful to
 
search for regions in the (v-e) parameter space at which
 
the motion may be chaotic.
 
4.5. Conclusions
 
Conclusions for the application of the GMM to the
 
perturbed Hamiltonian system a=0 and ep-0 with surface
 
tension (§4.2) and the perturbed dissipative system co-0 and
 
r-0 with surface tension (§4.3) are summarized below.
 
(1) The dimensionless parameter r defined in (2.14f) as the
 
ratio of the progressive wave amplitude to the cross wave
 
amplitude is completely eliminated from the Hamiltonian
 
following the action/angle transformation (3.18) in §3.5b.
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Accordingly, the GMM does not depend on the relative
 
amplitudes of the cross waves and the progressive waves.
 
(2)  In the application of the GMM to the perturbed
 
Hamiltonian system a=0 and y>-0 with  surface tension (§4.2),
 
the Melnikov integral (4.21)  has an infinite number of
 
zeros provided that
 
[  al  e S)  2 
P  >- P +  (4.40a)
1 2  2 e a 
3 
However, at the so-called fixed point of weak chaos
 
2 
[  ai  c Q  (4.40b)

P1  P2 +  2 e a 
3 
that is the lowest point on the unperturbed heteroclinic
 
manifold Jf shown in Figure 4, the coefficient A (4.15g)
 
that is a function of the long channel parameter  (2.13f),
 
of the frequency ratio parameter 1 (2.14b), of the surface
 
tension parameter T  (2.14d), of the wave-length ratio
 
parameter X (2.14e), and of the detuning parameter Q,
 
vanishes. Consequently, the Melnikov integral (4.21a) is
 
identically zero implying that a higher dimensional GMM is
 
necessary in order to demonstrate by the GMM that the
 
motion is chaotic.
 
(3) At exactly primary resonance (i.e., Q=0, 13=1/2)
 
chaotic behavior of the cross waves may be detected at any
 
point on the unperturbed heteroclinic manifold Jf (Figure 4)
 
except at the fixed point of weak chaos (4.40b) at which
 
the Melnikov integral (4.21a) is identically zero.
 
Consequently, a higher dimensional GMM is necessary in
 
order to demonstrate by the GMM that the motion is chaotic.
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(4) For the perturbed Hamiltonian system a=0 and y>-0 with
 
surface tension, the Melnikov integral (4.24) predicts
 
chaotic behavior for any nonzero perturbation (wavemaker
 
forcing) parameter y because there is no dissipation in the
 
perturbed Hamiltonian system.
 
(5) With the inclusion of surface tension in Bowline's
 
mathematical model of undamped parametrically excited cross
 
waves in a rectangular wave channel the chaotic motion may
 
still be detected by the GMM.
 
(6) The elevation of the vertices of the cross waves
 
neutral stability curves estimated by Bowline et al.,  (in
 
press)  (Figures 8,  9, and 10) above the horizontal axis of
 
zero perturbation (wavemaker forcing) parameter y that is
 
proportional to the Floquet parametric forcing parameter e;
 
motivated the inclusion of dissipation effects in the
 
mathematical model of parametrically excited cross waves in
 
a rectangular wave channel (vide §1 and §2.1).
 
(7) The application of the GMM to Wiggins' perturbed
 
dissipative System I (Wiggins, 1988) provides a range of
 
the Floquet parametric forcing parameter e and the damping
 
parameter a at which chaos may exist. Although the damping
 
effects are taken into account in the analysis of the
 
perturbed dissipative system a>-0 and y>-0 with surface
 
tension, the GMM fails to provide such a range for the
 
system parameters. This is because the fixed point of weak
 
chaos; i.e., the lowest point on the unperturbed
 
heteroclinic manifold Jf (Figure 4)  is not connected by a
 
homoclinic orbit and it is the only hyperbolic fixed point
 
that survives the averaged equations (4.30) that are
 
restricted to the perturbed hyperbolic invariant manifold
 
Consequently, the Melnikov integral (4.33) is
 .
 
ra
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identically zero implying that a higher dimensional GMM is
 
necessary in order to demonstrate by the GMM that the
 
motion is chaotic.
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5.  Recommendations for Further Study
 
The following are a few directions that future
 
research could take in further theoretical study of the
 
chaotic dynamics of weakly damped parametrically excited
 
cross-waves with surface  tension:
 
(1) Higher order analysis. An higher order GMM is necessary
 
11>-0 in §4.3
 for the perturbed dissipative system  co-0 and
 
due to the identically vanishing first order Melnikov
 
integral (4.33). This higher-order analysis will involve
 
more calculus and will  require the 0(e2) terms to be
 
retained in the Taylor series expansion of the wavemaker
 
integral (2.17b) and the free-surface integral (2.17d)  in
 
§2.3. Several difficulties are expected with the inclusion
 
of higher order terms. Firstly, including the higher order
 
terms will violate the assumption that the forcing
 
(perturbation) parameter y is smaller than the Floquet
 
parametric forcing parameter e. Using different  scales from
 
the ones used in §2.3. may resolve this  difficulty.
 
Secondly, Jones' assumption §1,2 that all 0(e)  progressive-

wave self-interaction terms may be ignored because they do
 
not contribute to cross wave instability.  However, Jones
 
expands to 0 (E2)  in his analysis and some 0(e2)
 
progressive-wave self-interaction result in cross wave
 
instability.
 
(2) Dankowicz alternative approach to GMM.  Apply an
 
alternative approach to the GMM due to Dankowicz  (1996a,b)
 
that may reduce the amount of calculus involved in higher
 
order calculations. With proper choice for the initial
 
conditions, the variational equations may be solved to
 
obtain analytical expressions for trajectories on the
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perturbed manifolds in the form of expansions in the
 
perturbation parameter y. The distance between the
 
perturbed manifolds may be uniquely defined; and thus
 
provides an alternative approach to the traditional higher
 
dimensional GMM.
 
(3) Slow down-wave cross-wave modulation. There is no x-

dependence in the assumed form of the cross wave velocity
 
potential stoc  in (2.22a). Several experimental
 
investigations exhibited a down-wave amplitude modulation
 
of the cross wave (Underhill, et al., 1991, and Bowline, et
 
al., in press). Equation (2.22a) may be modified to include
 
a stream-wise modulation. This modification will add more
 
terms to the Lagrangian and the Hamiltonian will probably
 
require a new sequence of canonical transformations.
 
(4) Developing more sophisticated techniques. The KAM 
theorem and the averaging method that were used for 
determining the resulting motion on the perturbed normally 
hyperbolic locally invariant manifold OU  and OU 
ya 
,
 
respectively allow us to find only certain nonresonant 
motions resulting in trajectories densely filling the 
surface of the tori Ty(P1,P2), and Tya  (P1 ,P2 ), respectively. 
If more sophisticated techniques could be developed and 
applied in the present study this would reveal interesting 
dynamics that were missed with these two techniques. 105 
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APPENDIX A.
 
Dimensional Wavemaker Boundary-Value Problem.
 
Requiring that the independent variation of 4)/ and ti/
 
vanish at the arbitrary temporal values  ti/ and t2/ in the
 
Hamilton's principle (2.4a) yields the following
 
dimensional boundary value problem with (2.1 and 2.2):
 
Laplace equation:
 
(Al)
 xl<xlse, -b1<yl<bl, ''2 4)/ = 0  ;
 
Kinematic free surface boundary condition: 
4i  -Ti  zi  ,  x1 < x1 s fl ,  -b1 < yl  131  (A2) 
(1)1  T11 
Dynamical free surface boundary condition:
 
Dpi 1  z1=til , x1 sxlse,
1  /  2  /  /  /  / =,/. (c/(-1)  {g
 2  I V (I)  -(1)ti+gll  T v
 
Dt'  -b1  yl < bi 
(A3) 
Kinematic fixed-boundary conditions: 
{Yi=lbil ,  -Ill< zi  I'll  ,  Xl< xi<e  (A4a,b)
 f 714)1  xi - o  ; 
,  -b1sy1 sbl ,  xis )(Ise 
Wavemaker kinematic boundary condition:
 
/  / /
X  ti  Xz/t-Pz,  ;  x1 =  ,  -bi  yl  bl ,  -111 s z1  (A5) 
Contact  line boundary conditions:
 
x1=  x/  ,-bi<yi< b1, -hi< z/ <711 
;  (A6a,b) fit  = 0
 
y/=11,/1  ,  x/sx/e  ,  -hl s zi
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APPENDIX B.
 
Dimensional Linearized Boundary-Value Problem.
 
The dimensionless boundary-value problem defined by
 
(2.16) may be linearized by expanding the variables in a
 
perturbation series with a perturbation parameter e
 
The free-surface and the wavemaker boundary conditions may
 
be expanded in a Taylor series about their mean positions
 
(x=0, z=0)  Dropping the primes for simplicity, and with
 .
 
(2.1 and 2.2), the dimensional linearized wavemaker
 
boundary-value problem correct to 0(e) is
 
2 4)  0 
=  Osxsf , y< -1131 , -hszs0  (Bia) 
z =  ,  OsxsV  ,  ysibl  (Bib)
 (131z=-TIt
 
fit +gel 
) 0 c +  11 3,  lc  (I)  ;  z =0  ,  Osxsf  ,  ysibl(B1c) 
04)y =  0  ;  y= 1.1D1  ,  -hs zs 0  ,  0 sxse  (B1d) 
(1)
Z  = 0  ;  z=-h,  y  ,  OsxsQ 
(Ble) 
itkx =  xt  ;  x=0 ,  ysIbl ,  -hszs0  (Blf) 
=  0  ;  x=0  ,  y  ,  -hszs0  (Big) 
=  0  ;  y= lbl  ,  0 sxse  ,  -hszs0 
(Bih) 114 
The combined free-surface boundary condition may be
 
determined by eliminating ri  from the kinematic free-surface
 
boundary condition (Bib) and from the dynamic free-surface
 
boundary condition (Bic) according to
 
(B2)
 (It z =0, 0 <x<p , ySPA (I)tt  g 4).  T). (1)-yy)  a \  K  ) 
In addition, a kinematic radiation condition is required at
 
infinity as x  A4 in order to insure that progressive
 
waves be only right progressing or that evanescent
 
eigenmodes be bounded.
 
The velocity potential  is assumed to be a linear sum of a
 (I)
 
progressive wave component (subscript p) that is
 
independent of y and a cross wave component (subscript c)
 
that is independent of x given by
 
Cx,y, z ; t) = 43sp(x, z ; t) + 0:13,c(y, z ;  t)  (B3) 
Substituting (B3) into Laplace equation (Bia) gives the
 
following boundary-value problems for the progressive wave
 
potential 04)p and for the cross wave potential (fic:
 
P P  c c 
-=1 e (I) =e (1)  e4  0  (B4a) 
(B4b,c)
 
01) = 0  ;  =  0
P P  c c 
where the linear operators e  e  e 4)  are given by
 '  pp'  c 
g4) 430  =  ;  4)p = sZkpxx  4)pzz  ;  4), = 4),yy  4),,z  ( B4d- f 
The dimensional linearized boundary value problems that
 
govern the progressive wave potential and the cross wave
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potential are given by (recall that the primes have been
 
dropped for simplicity)
 
(B5a,b)
 WP I)  (I)
P 
= 0  k = 0 
(B5c,d)
 
(130  = 0  ;  Z = -h  stocz = 0  ;  z=-h 
(I)Px 
=  x t  x=0  4),  =  0  ;  y=1131  (B5e,f) 
y 
with the following combined free surface boundary
 
conditions
 
g A. 
4)  +g434  -T4)  -a  \I  tp  = 0  ;  z=0  (B5g)
Ptt  Pz  Pzxx  K  Pzt 
(B5h)

4),  +gkzT(),  cc\F-- K  4) czt  = o  ;  z=0  tt  zyy 
Because the boundary conditions are now prescribed at
 
constant values of the independent variables (x,y,z) a
 
solution by separation of variables is suggested according
 
to
 
4  z; t)  = X(x) . Zp (z)  .  Tp ( t)  (B6a) 
(B6b)
 4), (y, z; t)  = Y(y)  Z, (z)  Tc ( t)
 
For the following temporal dependencies for the potentials:
 
Tp ( t)  = exp [-i cop t]  ;  T  c
(  t)  = exp [ i 0 co
P 
t]  ;  (B7a,b) 
where i =V-1, a kinematic radiation condition may be
 
written as:
 
a
 
lin' 1  i kn} (I)p =  0  (B8) 
2,,4  ax 116 
A solution for (B6a) that represents all possible values of
 
the separation constant p on the real line; viz., p2 < 0,
 
2  2
>- 0 is 
X = (a1x+a2)+(a3exp[Kex] +  a4  exp [  Kcx] 
+ (a6  exp [i Kpx] + a6exp[-iKpx])  (B9a)
 
Z = (a7z + a8) + (a9 cos [1( (z+h) ]  + aio sin [Ke(z+h)] 
+ (an cosh [K  (z+h) ]  + a12 sinh  [K  (z+h) ] )  (B9b)
 
For no steady flow through the wavemaker the coefficient a1 
in (B9a) must be zero and a2 may be set to zero without 
affecting the velocity field (Dean and Darymple, 1991). For 
a bounded solution as x  a3=0. Applying the kinematic 
radiation condition (B8)  kn =  Kr, and a6=0. Applying the 
bottom boundary condition (B5c) for  (B9b) yields 
a7  = al() = 0. Combining these results,  (B6a) becomes the real 
part of 
I : 1 )  (x, z; t)  = Al exp [ i (i Kex  cop t) ] cos [Ke(z+h) ] 
(B10)
 
+ A2 exp [i ( Kp X  t )] cosh [Kp(z+h)] 
The first term in (B10) represents an evanescent eigenmode
 
that decreases exponentially with distance from the
 
wavemaker. The second term in (B10) represents the right-

propagating progressive wave.
 
A solution for (B6b) that represents all possible 
values of the separation constant  Kc  on the real line; 
viz.,  Kc2 <  0,  Kc2 = 0  , Kc2 - 0  is 117 
Y = (ciy+ c2) + (c3 cosh [Kc (y-b) ]  + c4  sinh  (y-b) ] ) 
+ (c5 cos [lc (y-b)] + c6 sin [Kc  (y-b)  (B11a) 
Z =  (c z+c8) + (c8 cos [Kcz] + ci.8 sin [ Kcz] c 7 
(c11  cosh [  Kc (z+h)]  +ci2sinh[Kc(z+h)])  (B11b)
 
Applying the homogeneous contact line boundary conditions
 
(B5f) for (B11a) gives Cl = C3 = c4 = c6 = 0 and
 
Kcn  = nn/2b  (B11c) 
Applying the homogeneous boundary condition (B5d)  for 
(B11b) gives c7 = c12  = 0. Combining these results,  (B6b) 
becomes the real part of 
(1)n (y, z; (3  cop t] cos [Kc (y-b)]  cosh [Kc(z+h) j  (B12) t) = Cn exp [ 
Dispersion relationships. Substituting (B7),  (B10) and
 
(B12) into  the combined free-surface boundary conditions
 
(B5g,h) yields  the following dispersion equations:
 
T K  2 
W 2 =  gKp  1+  P  tanh [K h] +ice \I  K  tanh [K 11]  (B13a) g  K P P 
TK  2 
Wp2=  -g-K,  1- e  tan[Keh]  -ia\  K co tan  [K eh]  (B13b)
K  e P (  g 
T K  2 
R2 W 2 =gK 1+  cn  tanh[K tanh  [Kch  (B13c) [ K h] + i a, K
 cn  cn g  K cn c  n 
The progressive wave wavenumber  k  = Kp is determined from 
the progressive wave frequency  using the dispersion 
relationship (B13a). The evanescent-wave wavenumber k = 
is determined from the progressive wave frequency  using 
the dispersion relationship (B13b). The cross wave 118 
wavenumber K = K  is determined by the width of the tank
cn
 
(2b) using (1311c) and the nondimensional parameter p may be
 
computed from the dispersion relationship (B13c).
 
As chaos is assumed to be temporal rather than
 
spatial, the time dependencies of the potentials will be
 
the unknown variables. Consequently, for the case of deep
 
water, the dimensional progressive wave potential (B10) far
 
from the wavemaker may be written as:
 
ottp (X, Z; t)  = {01( t) COS [KpX] + 02 ( t) sin [Kpx  exp [Kp  z]  (B14) 
and the dimensional cross wave potential (B12) may be
 
written as:
 
(1),(Y,z;t) =  qfl(t) cos [K  (y-b)] exp[K,  z]  (B15) cn
 119 
APPENDIX C.
 
Coefficients used in (2.13),  (2.16),  (2.26), and (3.41) . 
Ti = V1+ T  ,  KT = K (1+T)  T  =1+ (T/X4)
A 
exp[--h ]  ;  for a full draft piston, 
o  A.2 
fi= f f (z) exp [ 
2 ] dz =
 
h h
 h  1+ exp [-- ]  ;  for a full drafthinge A2 h  A2 
1  1 1 PC  i a1 = [  +  a = [ 
2 &  1.6 T 8 13  2 & A6 T 2 
2  8 P  1T 2 
1 1 
2p,c2_0.4t10,2_pt) 
[  VBfiA ti l a  =  c  ----­ 3  812b 13V A.9 TiTA 
1 
4V2& p3 
1[  2  t -A4  TA]
C2 = ( 2R 1  d= 
4 13  4  1.+  p x6 
T2 
1  T (2T+X4TA)
d2  d = 
8V2b13VA.3t2i. 
3 
8V214 VA,9T2 
(..r +ALITA. 0L2_1)  (2_12, \ \ 6  t.1  n.  61/
 
d4 =  d5
 
A.6  424 A5TA T21 
(_t_i_A4TA)  t +A4  T,1 1  -2 
d6  d.7 =  + 4  T2  R As ;,2
4 13 A. 6  t 2A  \  1  r  `e 6A. i 120 
Appendix D.
 
Nonautonomous Hamiltonian Components.
 
The nonautonomous components of the Hamiltonian
 
(3.32a) following the Hamilton-Jacobi transformation in
 
§3.5.c. are
 
P T  1  2t H (t)  =  p) cos( 4
0  96 T12 2  8F' 
P T  6t 1  P2 cos  4 (q+Qi+ Q2) A­ ti2  8 p 
(D1)
 
(213t2+0-4ti(A2+(3T))  cos (2q+4Q1+2,t) 
e(P-P2)1P1-13 = HE ( t) 
4V2bg5 A9 'CITA  -2[3t (2t -F&X4TA) cos (201+ -T3) 
4 pt (-2T  14TA) cos ( 2 (q+2i+Q2) + 3 t) sine (q +Q1+  ) 
e(P-P2) VE'2
 
41/2 bI3  A9 Tit), 
+2A.6  -tAsin( 2  (q+Qi) +  sink  (q+Q1 +Q2) +3Rt 
(D2)
 121 
3	 1) (i-p sin( 2 Qi + R) +02 sin( 2 (q+Q1 i-Q2) + 
?cos(  t 
H (t)-	 ( (A.2-Thif)  (2T +  A.4  Tx) 11)1.--p  cosi2Q1+ R)+ 
Y  21A6Vsx 
(A2+1/ti) (-2T+0.4-cA)VP2 cos( 2 (41-Q,+02)  +--3-irt)  ) 
(X2  --sif) VPi-p cos( 2 Qi + 4-31  + 
r32 
+ 
A6  2 
(A2  ite, y  sin(	  )  COS ( 2  (q+Q1 +Q2) + 3pt )
2  13 
t	
2 
sin( 2Q1+-e-j +02 sin( 2 (q +Q1 +Q2) +  pt) 
4 t ) OT (sin( 2 (q+Qi-FQ2) +-Tr  +sin( 2 (q+Qi +02) 
+	 YVBfit,A 
2c112U3  2 t  + VP3.-p sin( 201
 
yt12 (1+2P)  2 t)
 (p- P2)  sin( 2 (q+Q1) + 
4	  pt ,2 i ) 
(D3) 122 
Appendix E.
 
Calculation of the Melnikov Integral.
 
The Melnikov integral (4.24) in §4.2 is given by
 
NI ( 0 ,  ( 0 )  )  = cos 2(Q3(0) +q(0)) CI1  + /2+ 131  (Ela) 
where the integrals /i are
 
-2  c1 (a1  e 
Il  f cos (2 al t) dt  (Elb)
2 
e a

3 
2c 2A
 
cos(2alt) sech2(VAt)dt  (Elc)
 12
 
-2ciVA 
I  fsin(2alt)tanh(VAt)dt

3 2  (Eld) 
e a

3  *3 
Each integral component will be discussed separately below.
 
Component I. The improper integral (Elb) may be evaluated 
as a limit of sequence of times Tn = 2Ttn/2a1  (Wiggins, 
p.447, 1988) 
-2c1 (a1 -e S2) 
fcos (2 al t) dt 
e2  a 
3 
nn 
-2c (a  e  ) 
al 
2  lim  fcos (2 al t) dt  0 
e  a
3  nn 
al  (E2) 
Component 12. The integrand in the improper integral (Elc)
 
is even and / may be written as

2 123 
4c A
 
IZ  f cos (2 (310 sech2 (VA t) dt  (E3a) 
0 
and may be evaluated from Gradshteyn and Ryzhik (p.505,
 
#3.982(1), 1980) to obtain
 
a n 
fcos(2a1t) sech2(VAt)dt 
1 
(E3b)
al
 
o  A sinh
 
Component 13. The integrand in the improper integral (Eld)
 
is even and may be integrated by parts according to
 
-4 ci 
I  = f sin(2a t) tanh(fAt) dt
3 
2 e2 a3 
-4 corA
 
f sin (2  al t) tanh (VA t) dt
 
e2 a3  n
 
4 ci VA cos (2 ai t)
 
tanh(VAt)
 e2  a 2a
 
1
 3 
4c A 
1,  f cos (2a  t) sech2 (VA t) dt 
2 aie` a3 0  1 
(E4a)
 
The integral in (E4a) may be evaluated from Gradshteyn and
 
Ryzhik (p.505, #3.982(1), 1980) to obtain
 
00  a1 n 
1 f cos (2 al t) sech2 (VA t) dt  (E4b)
 
A sinh 
TC 
VA 
Consequently, the summation expression in the Melnikov
 
integral (Ela) is bounded and the Melnikov integral
 M(Q1 (0) )  is zero when 
cos 2(01(0) +q(0)) = 0 
124 
(E5a) 
so that 
Q1(0) = 51(0) = (2n+1) 171  q(0)  ;  n = 0,1,2, ...  (E5b) 125 
Appendix F
 
A Mathematica Program for Calculating the Largest
 
Liapunov Exponent.
 
VE = Table[{i, j }, {i, 0.025, 1, 0.05),  {j, 0.025, 1, 0.05}1;

ve[[1]]
 
n2 = Length[ve[[1]]]
 
n3 = Length[ve]
 
ve[[n3]]
 
nl = 500  ;  q0 = 0; p0 = 0; P10 =  0.1  ;  P20 =  0  ; Q10 = 0; Q20 =  0  ;
 
parameter =  {,  } }  ;  colk = ();
 
Do[(  collectj = {};
 
DoN  egns =  q'[t] == q /. {v-> ve[[k, j, 1]], e -> ve[[k, j, 2]] ),
 
P'[t] == P /. {v-> ve[[k, j, 1]], e -> ve[[k, j, 2]] ),
 
P1'[t] == P1 /. {v-> ve[[k, j, 1]], E -> VE[[C, j, 2]] ),
 
P2'[t] == P2 /. { v-> ve[[k, j, 1]], e -> ve[[k, j, 2]] ),
 
Q1'[t] == Q1 /. fv-> ve[(k, j, 1]],  e -> ve[[k, j, 2]) ),
 
Q2'[t] == Q2 /. { v-> ve[[k, j, 1]], e -> ve[[k, j, 2]] ),
 
q[0] == q0, p[0] == p0, P1[0] == P10, P2[0] == P20,  Q1[0] == Q10, Q2[0] == Q20
 
sol = NDSolve[eqns, {q, p, P1, P2, Ql, Q2 }, {t, 0, 0.1) ];
 
EV =  Evaluate( {q[ t]  , p[t] ,  P1 [t] ,  P2 [t] , Q1 [t] , Q2 [t]  } /. sol ] ;
 
EV1 = EV[[1, 1]]  EV2 = EV[[1, 2]]  EV3 = EV[[1, 3]]  ;
 
;
  ;
 
;
 EV4 = EV[[1, 4]]  EV5 = EV[[1, 5]]  ;  EV6 = EV([1, 6]] ;
 
inl = {0); in2 = {1);
 
in3 = {0); in4 = {0);  in5 = {0); in6 = {0);  (* norm =  1  *)
 
out =  {}  Logdsum = 0  ;
 ;
 
Do[ ( DE = f wl'[t] ==  (wldot I. ( v -> ve[[k, j, 1]],  e -> ve[[k, j, 2]]
 
{q -> EV1 ,
 
p -> EV2  P1 -> EV3 , P2 -> EV4  Q1 -> EVS  Q2 -> EV6
 ,
  , ,  ,
 
w2'[t] ==  (w2dot I. (v- Ye [[c,  j, 1]], e -> ve[[k, j, 2]] )) /.
 
fq -> EV1 ,
 
p -> EV2  P1 -> EV3 , P2 -> EV4  Q1 -> EV5  Q2 -> EV6 )

,
  ,
  ,
  ,
 
w3'[t] ==
 (w3dot /. fv- ve[[k, j, 1]], e -> Nee [[c, j, 2]] )) /.
 
{q -> EV1,
 
p -> EV2  P1 -> EV3 , P2 -> EV4  Q1 -> EV5  Q2 -> EV6 }

,
  ,
  ,
  ,
 
w4' [t] == (w4dot /. fv-> ve[[k, j, 1]], E -> YE[[k, j, 2]] }) /.
 
fq -> EV1 ,
 
p -> EV2  P1 -> EV3 , P2 -> EV4  Q1 -> EV5  Q2 -> EV6

,
  , ,  ,
 
w5'[t] ==  (w5dot/. {v- YE[[k, j, 1]], e -> ve [ft, j, 2]] }) /.
 
{q -> EV1 ,
 
p -> EV2  P1 -> EV3 , P2 -> EV4  Ql -> EV5  Q2 -> EV6 )

,
  ,
  ,
  ,
 
w6' [t] ==  (w6dot/. {v-> ve[[k, j, 1]], e -> ve[[k, j, 2]] )) /.
 
{q -> EV1,
 
p -> EV2  P1 -> EV3 , P2 -> EV4  Ql -> EV5  Q2 -> EV6 )

,
  , ,
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w1[0] == inl[[ ]]  w2[0] == in2[[i]] ,  w3[0] ==  in3[[i]1, 
w4 [0] == in4 [ [i]  ] ,  w5 [0] == in5  [ [i]  ] ,  w6 [0] == in6 [[i]  ]  ) ; 
S  =  NDSolve[ DE  ,
 
(wl, w2, w3, w4, w5, w6 }, {t, 0, 0.1), StartingStepSize -> 0.02  ];
 
W  =  Evaluate[(w1[0.1], w 2 [0 . 1 ]  ,  w 3 [ 0 . 1 ]  ,  w 4 [ 0 . 1 ], w 5 [ 0 . 1 ]  w6[0.1]) /. S ]; ,
 
d  =  Sqrt  [  (W[ [1, 1]]) A2  +  (W[ [1, 2] ]) A2  +  (W[ [1, 3]]) A2  + 
(W[ [1, 4]]) A2  +  (W[ [1, 5]]) A2  +  (W[ [1, 6]  ] )  A2]; 
w10  =  W[[1, 1]] Id  ;  w20  =  W[[1, 2]] /d ;  w30  =  W[[1, 3]] Id  ; 
w40 = W[[1, 4]] Id  w50 = W[[1, 5]] /d ;  w60 = W[[1, 6]] /d; ;
 
inl = Join[ inl, (w10) ]; in2 = Join[ in2,  (w20) ] ; in3 = Join[ in3,  (w30) ];
 
in4 = Join[ in4,  (w40) ]  ; in5 = Join[ in5,  (w50) ]; in6 = Join[ in6, {w60} ]  ;
 
out = Join( out, (Log [d] )] ;  Logdsum = Logdsum + out [ [i]] ;
 
(*  Print [inl]  *)
 
(*  Print [out]  *)  )  ,  (i, 1, n1)]
 
LE =  ( Logdsum) / (n1 (0.1));  (*  Print [LE]  *) 
If [ LE > 0 ,  parameter = Join[parameter,  { { VE[[k, j, 1]  VE [ [k, j,
 ,
 
(Print PFOUND" ,  "
 
LE,  "  ", YE [ [k,  j, 1]]  ,  "  ", ve[[k, j, 2]] ]  )  ]
 
collectj = Join[ collectj, {LE }]
 
(* Print[collectj] *)  ),  (j,  1,  n2 }]
 
colk  = Join[ colk, (collectj)]
  ;
 
(* Print (colk]  *)  ),  (k, 1, n3)] 127 
Appendix G
 
Nomenclature
 
a'  Dimensional cross-wave amplitude.
 
/
  a  Dimensional progressive-wave amplitude.
 
/
 a  Dimensional amplitude of the wavemaker motion.
 
A, B  Coefficients defined in (4.15g,h).
 
b,b/  Dimensionless and dimensional half-width of the
 
wave channel.
 
dS'  Differential volume or surface.
 
d§/  Differential surface or line.
 
d(t)  Euclidean norm of the tangent vector 8*.
 
D  D2, D3  Damping forces.

1'
 
,51,132,f;  Transformed damping forces.
 
e  Exponential function.
 
f(z)  Wavemaker shape function.
 
F(DIVDO Generalized dissipation function per unit mass
 
density.
 
fl  Integral over depth of the wavemaker shape
 
function defined in Appendix C.
 
F  Generating function of the canonical
 
transformation.
 
G/  Vector and scalar functions used in (2.6).
 
Gravitational acceleration.
 
gi  Perturbed components in (4.27).
 
h,h1  Dimensionless and dimensional still water depth.
 
h  A small parameter in (1.1).
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i 
H
 
H H  H 
0 '  E °
 
H
 
170 '  He '  17y 
H
 
Ho, He, fly 
J.{
 
HY
 
i,j,k
 
1- 1,1 2'13 
k/
 
K
 
K
 
.
 
V/
 
L/, L/
 
g/
 
The Hamiltonian following the Legendre
 
transformation, the same notation is also used
 
for the final Hamiltonian.
 
The free oscillations, nonlinear Floquet
 
parametric forcing, and the perturbed (forced)
 
components of the Hamiltonian, the same notation
 
is also used for the final Hamiltonian.
 
The transformed Hamiltonian following the
 
rotation of axes canonical transformation.
 
The Hamiltonian components following the rotation
 
of axes canonical transformation.
 
The transformed Hamiltonian following the
 
action/angle canonical transformation.
 
The Hamiltonian components following the
 
action/angle canonical transformation.
 
Five-dimensional unperturbed homoclinic manifold.
 
Perturbed part of the final Hamiltonian.
 
Indeces.
 
Imaginary unit V-1.
 
Components of the Melnikov integral.
 
Dimensional wavenumber for the progressive wave.
 
Transformed Hamiltonian (3.7c).
 
Separation constants.
 
Dimensional length of the wave channel.
 
Wavelength for the cross and progressive waves.
 
The Lagrangian for a free surface wave with
 
surface tension (2.3a).
 
The Lagrangian without the zero variation parts.
 
The component of L/ integrated over the volume.
 
The dimensional and dimensionless component of L/
 
integrated over the wavemaker surface.
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Le/  L	  The dimensional and dimensionless component of L/ 
integrated over the cross section down the 
channel. 
L',  ,  L71  The dimensional and dimensionless component of L"
 
71  integrated over the free surface.
 
L  The dimensional and dimensionless component of L'
T 
from the surface tension term in g' (2.3a). 
The free oscillations, nonlinear Floquet
 L0' Le' L
y  parametric forcing, and the perturbed (forced)
 
components of the Lagrangian.
 
OU	  Unperturbed normally hyperbolic invariant
 
manifold.
 
LAA  Jut	  Perturbed normally hyperbolic invariant manifolds
 
Y  Y a  in (4.19),  (4.28).
 
A1(01(0))	  Melnikov integral.
 
Outward unit normal of the fluid boundary.
 
N	  Integer.
 
n	  mode number of the cross wave.
 
p=p,P1,P2	  Conjugate momenta in the original (untransformed) 
variables and the final variables.
 
ji=i5,P1,/752 Conjugate momenta following the rotation of axes
 
canonical transformation.
 
ii=i3,P1,132 Conjugate momenta following the action/angle
 
canonical transformation.
 
P1, P2	  Fixed value for (131,,P2)
 
P  P	  Fixed value for (131,P2)
 
Original (untransformed) generalized momenta

scurig
 
,
  denoted this way to avoid

Porigi Plorigf P2orig 
confusion with the final variables in §3.5.d.
 
,P  Variables on the homoclinic manifold.
 ph  ,P2h 
PI  Dimensional total pressure in the fluid. 
A point on the unperturbed homoclinic manifold IC. 130 
Constant unit vectors in the P P directions.
 
132 ' 152	  11  2 
(po,q0)  Hyperbolic saddle points (4.3b,d). 
(p,q)=*(P,Q)  A canonical transformation. 
q=q,Q1,Q2  Generalized coordinates in the original 
(untransformed) variables and the final
 
variables
 
Generalized coordinates following the rotation
 01, 02
 
of axes canonical transformation.
 
Generalized coordinates following the
 el=d, 61, 62 
action/angle canonical transformation.
 
Original (untransformed) generalized coordinates
 gorig 
denoted this way to avoid
 ,
 Clorig	  Q2orig 
confusion with the final variables in §3.5.d.
 
Variables on the homoclinic manifold.
 qh1 Qlh  Cl2h 
R	  Member of the transformed set of variables (§3.2)
 
/ S/ S/ S/  Six surface boundaries of the fluid
 /
 Stb  S-h 
domain.
 
T/  Positive-definite kinematic surface tension.
 
,  T/  Cross wave and progressive wave periods.
 c p 
t, t/	  Dimensionless and Dimensional time. 
Arbitrary temporal values.
t ',  2 
u/  Dimensional fluid particle velocities. 
U N  old, new variables (§3.1). 
V1/,  V2/  System configurations at  ti,  t;;.
 
v, V  N  old, new variables (§3.1).
 
Ws,Wu,PITc Stable, unstable, and center manifolds.
 
WS  U  Locally stable and unstable manifolds.
 ion'  loc 
X, X	  Dimensionless and dimensional position down the 
wave channel, with x=0 and  x/=0 at the 
equilibrium position of the wavemaker 131 
Xl,  Herglotz auxiliary functions.
 
Y  Dimensionless and dimensional position across the
 
wave channel, with y=0 and yi=0 at the centerline
 
of the wave channel.
 
z ", z  Dimensionless and dimensional position at depth,
 
with z=0 and zi=0 at the still water level.
 
a  Dimensionless dissipation parameter.
 
13  Dimensionless frequency ratio parameter.
 
y  Dimensionless perturbation (forcing) parameter.
 
Dimensionless ratio of progressive-wave amplitude
 
to cross-wave amplitude.
 
8  Weak dissipation in (1.2).
 
Kronecker delta function.
 
Dimensionless Floquet parametric forcing
 
parameter
 
Function of_the gradient of the free-surface
 
elevation,  V/rii in (2.3c).
 
11'	  Dimensionless and dimensional free surface
 
elevation, measured from the still water level.
 
Dimensionless and dimensional cross-wave free
 
surface elevation.
 
qp,qp	  Dimensionless and dimensional progressive-wave
 
free surface elevation.
 
tic	  111;2  Homogeneous solutions.
 
rl  Inhomogeneous particular solutions.
 
0	  Rotation angle for the rotation of axes canonical
 
transformation.
 
K/	  Dimensional wavenumber for the cross wave. 
A  Coefficient defined in (4.34b).
 
A  Dimensionless wavelength ratio parameter.
 
Liapunov characteristic expoenets.
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Dimensionless parameter relating the dissipation
 
parameter a and the perturbation parameter y.
 
Dimensionless length parameter down the wave
 
channel, kle.
 
Fluid mass density.
 
Two independent frequencies of motion on the
 
surface of a two-dimensinal torus.
 
Summation expressions on the RHS of (3.36).
 
Dimensionless surface tension parameter.
 
Two-dimensional nonresonant invariant torus of
 
the unperturbed system (a=y=0).
 
KAM two-dimensional torus of the perturbed
 
Hamiltonian system a=0,  y>-(D.
 
Two-dimensional torus of the perturbed
 
dissipative system a>-0,  y>-().
 
Dimensionless and dimensional velocity potential.
 
Dimensionless and dimensional cross-wave velocity
 
potential.
 
Dimensionless and dimensional progressive-wave
 
velocity potential.
 
Dimensionless and dimensional wavemaker position
 
measured from the equilibrium vertical position.
 
Reference trajectory and initial conditions.
 
Scalar functions used in (2.6).
 
Trajectories along the homoclinic manifold J-f.
 
Detuning parameter.
 
Dimensional cross-wave and progressive-wave
 
frequencies.
 
Natural frequency of the pendulum in (1.1).
 
Half-frequency of the parametric excitation in
 
(1.1).
 
(A)
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O()  Order of magnitude. 
5()  The first variation, a derivative of a 
functional. 
0/2  Three-dimensional gradient operators.
 
D()/Dt  Stokes material derivative.
 
Tlx1[81xR2xT2 The full six-dimensional phase space.
 
Nip  One-dimensional vector space defined by (4.32).
 
11  Absolute value of a scalar.
 
Determinant of any matrix LA.
 
11712
  The Dot product
 
H*0  Euclidean norm of a vector.
 
[,[  Poisson bracket.
 
()  Average over the dimensionless cross wave period.
 
E  a member of.
 
such that.
 
contained in.
 
intersection.
 