Abstract-To fully exploit the potential of a wideband CDMA-based mobile Internet computing system, an efficient algorithm is needed for judiciously performing rate allocation, so as to orchestrate and allocate bandwidth for voice services and high data rate applications. However, in existing standards (e.g., cdma2000), only a first-come-first-served equal sharing allocation algorithm is used, potentially leading to a low bandwidth utilization and inadequate support of high data rate multimedia mobile applications (e.g., video/audio files swapping, multimedia messaging services, etc.). In this paper, we first analytically model the rate allocation problem that captures realistic system constraints such as downlink power limits and control, uplink interference effects, physical channel adaptation, and soft handoff. We then suggest six efficient rate allocation schemes that are designed based on different philosophies: rate optimal, fairness-based, and user-oriented. Simulations are performed to evaluate the effectiveness of the rate allocation schemes using realistic system parameters in our model.
INTRODUCTION
T HE 21st century is, beyond doubt, the age of ubiquitous mobile computing with applications surrounding the Internet and business databases operations [1] , [3] , [7] , [14] , [15] , [33] , [35] , [39] , [44] , as we have witnessed tremendous advancements in multiple synergistic developments in processor technologies, wireless communications, and protocol designs. Indeed, today's technologies can almost realize the scenario in which users, carrying powerful hand-held devices supported by a high-speed wireless network, perform computations anytime and anywhere. We still need to complete a couple of key steps before we can really enjoy such convenience of computing anywhere in a tetherless manner. In particular, as we can expect that a majority portion of the future mobile Internet computing systems will be supported by wideband CDMA (code division multiple access) networks [4] , [9] , [18] , [46] (also known as "third generation" cellular networks, or 3G), there is one prominent key problem that we must tackle in order to fully deliver the potential of such a mobile computing system. Specifically, the challenge is how we can judiciously utilize the precious bandwidth of the 3G CDMA systems. In the existing standards (e.g., cdma2000), resources in the packet-based channel are allocated in a first-come-first-served manner [40] , which is undeniably inefficient in the utilization of bandwidth. In order to support a large number of concurrent users demanding high data rates for their multimedia applications, an optimized rate allocation scheme is needed.
The question of how to efficiently allocate the packet channels in a wideband CDMA system is still largely unanswered because of several technical difficulties. First, the spreading process in the physical layer limits the permissible data rates in limited wireless spectrum. Nevertheless, from an information theoretic point of view, the efficiency of utilizing the allocated spectrum could be increased in order to support packet data services and, in fact, this is the major motivation behind the wideband CDMA systems. Second, the law of large number does not hold for the relatively small number of packet data users. Thus, the intrinsic advantage of perfect statistical multiplexing in CDMA systems does not apply to high-speed packet data users. In other words, packet data transmissions from data users have to be coordinated carefully and, to achieve this goal, we need to devise an intelligent rate allocation scheme that works under realistic constraints such as considering both the downlink (from the basestation to the mobile device) and uplink (from the mobile device to the base-station), channel adaptation, as well as the soft handoff effects.
Liu et al. [31] performed the pioneering research of systematically deriving the channel code assignment and power allocation rules in a multicode DS-CDMA system. They suggested the Maximum Capacity Power Allocation (MCPA) rule and provided a number of useful insights in the overall system design and analysis. However, the code assignment part was incomplete in that only a set up capacity rules are given without specifying how to order the requests for applying the rules and the user Quality of Service (QoS) is ignored. Choi and Shin [5] extended Liu et al.'s model to handle two different classes of traffic. Again, using Liu et al.'s model, Kim and Sung [20] derived estimated capacity expressions for a multicode DS-CDMA system. Still, these research efforts did not address the rate allocation mechanism with QoS issues considered. Lu and Brodersen [32] proposed an integrated approach for power control and scheduling with error correction coding support. However, they only addressed the downlink. Kim and Honig [19] analyzed the resource allocation problem for multiple classes of DS-CDMA traffic. To keep the analytical models tractable, only Gaussian noise was considered and fading effects were ignored. Joshi et al. [16] investigated the performance of various scheduling heuristics and obtained a number of useful insights. For example, they found that scheduling approaches that exploit request sizes can perform better. However, only downlink was considered. Kumar et al. [21] , [22] , [40] recently explored the problem of rate allocation in wideband CDMA systems and they provided a number of useful design guidelines based on practical system parameters. However, the allocation algorithm they used, called BALI, is only a simplistic equal sharing approach.
In Section 2, we first analytically model the rate allocation problem framework that captures downlink power limits, uplink interference conditions, and soft handoff. Furthermore, our model also incorporates a channel adaptive physical layer, which is widely envisioned to be a crucial component in modern wireless communication networks (e.g., in the 3G systems). Our model is generic enough so that practical system parameters, such as those of WCDMA or cdma2000, can be readily plugged in it to derive realistic allocation constraints. With the model, in Section 3, we suggest six rate allocation heuristics that can be classified into three categories: rate or utility optimal approaches, approaches that maintain fairness among users, and user-oriented heuristics. We discuss the features and rationales of these six schemes in detail. In Section 4, we present the results of our detailed simulation study, in which we generate performance data in terms of capacity, coverage, admission probability, outage probability, average delay, and average throughput. Concluding remarks are provided in the last section.
SYSTEM MODELING
In this section, we first describe the general features of the wideband CDMA systems considered in our study. We then derive the generic power and interference constraints for rate allocation. Finally, we describe the use of a channel adaptive physical layer to enhance the bandwidth efficiency of the system.
Overview
In third generation wideband CDMA cellular networks, upon being admitted into the system, each user is assigned a fundamental channel (FCH) (e.g., as in the cdma2000 standard [9] ), which can be used for power control, low bit rate services (e.g., voice or short message service) and, most importantly, making high data rate transmission requests. If a user's request is successfully granted, the user will get allocated a certain number of supplemental channels (SCH's) on which the high bandwidth data can be transmitted. The more SCHs a user gets, the higher the data rate he/she can transmit: Suppose the user is allocated m SCHs, then the data rate is m Â R F CH , where R F CH is the data rate of a FCH. Such channel aggregation can be implemented by code aggregation schemes [12] , [31] and other related methods [40] . Thus, the rates that can be allocated are discrete values (e.g., 14.4 kbps, 28.8 kbps, 57.6 kbps, up to 1.843 Mbps).
We assume that the channel is synchronous and is divided into frames (e.g., in cdma2000, the frame duration is 20 msec). In each frame, there are a request minislot and an announcement minislot, and the remaining time in the frame is for data payload transmission. The user can submit a high data rate transmission request to the base-station in the request minislot and the base-station, as governed by the rate allocation policy, announces the allocation results in the announcement minislot in a prespecified later frame. Usually, there is a system-wide parameter called "burst duration," which determines how often a user can submit a request and, in turn, how much time the base-station has for computing the allocation results. Thus, the system is synchronized at the burst duration level also. We assume that a high data rate user always has enough amount of data to send in order to completely utilize the burst duration even at the highest possible data rate. This can be easily implemented by imposing a policy in configuring the mobile devices such that the devices will always accumulate enough data before making a request (the amount of data to be accumulated is indeed not very large: 5 kbytes if the highest rate is 2 Mbps and the duration is 20 msec).
Power and Interference Constraints
A rate allocation policy has to work under two system-wide constraints: 1) the downlink link power budget (in dB), and 2) the uplink interference limit. Now, consider that there are n high data rate transmission requests. In cell k, suppose the power required to support a single SCH of request j is ( jk , which can be measured at the mobile device and its value depends on the current channel condition of the user. If the current downlink power level is À k and the power budget is À max , then we have the following constraint:
where m j denotes the number of SCHs to be allocated to user j. For the uplink, we need to consider two different cases: a cell k in soft handoff with the mobile device j (e.g., the host cell) and a cell k 0 not in soft handoff with the device j (e.g., as depicted in Fig. 1 , the data user is in soft handoff with cells 0, 1, and 2, which constitute the active set, but not with cell 3). In the former case, the extra interference ! jk introduced by device j is given by:
where " jk denotes the uplink received power at the basestation k for one SCH, which depends on the channel condition (controls the processing gain required; detailed later), current total received power Ã k , and the received bit energy to interference ratio. Here, for simplicity, we use m j again, meaning that the user request is for both uplink and downlink, and is symmetric. That is, the same number of SCH's will be allocated to the user for both the uplink and downlink. Of course, this is not necessarily true in practice and such an assumption is not needed for our model to be useful. However, the physical implication of this assumption deserves a bit more elaboration here. While previously, people may consider that high data rate services are asymmetric (i.e., downlink is much more demanding than the uplink, just like the Web surfing situation), we believe that this assumption may not be appropriate for wireless Internet devices because a quickly emerging hot application, called Multimedia Messaging Services (an extention of the very successful Short Message Service) [38] , requires the user mobile device to be capable of transmitting high bandwidth data (e.g., a video clip) to the peer devices via the base-station (hence, high data rate is needed on the uplink as well). Note that it is infeasible to obtain measurements of the received bit energy to interference ratio and, thus, we need to make use of the uplink pilot strength p UL jk , and the transmit power ratio of the data channel and the pilot channel, denoted by 0 j , of request j. We have:
Thus, for a cell k in soft handoff with user j, the extra interference introduced is:
For a cell k 0 not in soft handoff, the major difference is that it cannot obtain the uplink pilot strength p UL jk also. However, it is practical to accurately estimate its value using the downlink pilot strength using the relative path loss (given by the ratio of the downlink pilot strength of the cell k 0 and a soft handoff cell k) as follows:
Thus, the extra interference " jk 0 is given by:
In summary, we have the following constraint for the uplink:
where ! jk is computed by using (4) if k is in soft handoff with user j, and by using (6) for other cells.
Channel Adaptation
The key quantities, ( jk (power required for a downlink SCH) and " jk (interference of an uplink SCH), are critically affected by the channel condition. Indeed, by using the channel state information (CSI), which is the signal-tointerference ratio (SIR) as measured by the mobile device and reported to the base-station (i.e., the feedback CSI as indicated in Fig. 2 ), ( jk and " jk can be carefully selected to maximize the achievable data rate for a certain specified bit error rate (BER) (in other words, the same data rate can be achieved by using possibly smaller values of ( jk and " jk ). This channel adaptation process can be implemented by incorporating a variable throughput adaptive coding and modulation physical layer in the system (both at the basestation and at the mobile devices) [24] , [29] , [30] . For example, the VTAOC scheme [27] , [28] , as shown in Fig. 2 , can be used.
In our performance study, we use an 8-mode (symbol-bysymbol) VTAOC module (note that using the VTAOC scheme [28] is just for illustration only and certainly other similar schemes, such as those proposed in [10] , [49] , can be used in our framework). The available instantaneous physical layer throughput, which is defined as the number of information bits carried per modulation symbol, ranges from 1=2 2 to 1=2 9 depending on which path of convolutional encoding and Walsh-Haadamard mapping the data bit stream is to traverse, as governed by the CSI. Specifically, transmission mode-q is chosen from the current information bit if the CSI falls within the adaptation thresholds, ð qÀ1 ; q Þ. The operation and the performance of the VTAOC scheme is determined by the set of adaptation thresholds f 0 ; 1 ; . . . ; M g. In this paper, it is assumed that the VTAOC scheme is operated in the constant BER mode [28] , in which the adaptation thresholds are set optimally to maintain a target transmission error level over a range of CSI values as illustrated in Fig. 3a . When the channel condition is good, a higher transmission mode could be used and the system enjoys a higher physical layer throughput at a given power level. On the other hand, when the channel condition is bad, a lower mode is used to maintain the target error level at the expense of a lower transmission throughput. Essentially, with reference to the BER curves (against CSI) and the adaptation thresholds (as shown in Fig. 3b) , the values of ( jk and " jk can be proportionately scaled down or up to allocate a certain number of SCH's to a user.
RATE ALLOCATION SCHEMES
In our performance evaluation study, we consider six different approaches: throughput optimal approach, near optimal utility-based approach, channel adaptive fair heuristic, proportional fair heuristic, smallest backlog first, and longest delay first. We describe them in detail in the following sections.
Optimal and Near Optimal Approaches
We consider a throughput optimal approach in which we use the following objective function of maximizing the aggregate rate:
Thus, using J T ðm mÞ, together with the power and interference constraints (i.e., (1) and (7)), constitute a linear programming problem. Using a linear program solver (in our study, we use AMPL/CPLEX [8] , [2] ), optimal rate vector can be computed such that the system utilization (or bandwidth efficiency) is maximized. However, this approach requires exponential time in the worst case (time complexity of Oðn 3 n!Þ [41] ) and, thus, may not be practicable. Furthermore, as we will illustrate in Section 4, this approach may not necessarily give the best quality of service (QoS) to the users.
Because maximizing the total throughput may not be always desirable from the user's cost point of view, we also consider an approach that optimizes the aggregate utility:
Here, utility is captured by the weighted sum of the logarithmic functions of the allocated number of SCH's. Note that the term 1 inside the logarithmic function is to ensure that a user j receives zero utility only when its allocated value of m j is zero. The logarithmic function is used because it is a concave function and, thus, can model the diminishing return of the rate allocations. Unfortunately, because the objective function J U ðm mÞ is nonlinear, 1 we cannot obtain optimal solutions efficiently using a linear program solver. Thus, we resort to a near optimal approach of using a genetic algorithm. Specifically, we encode each m j as a 4-bit number (i.e., the maximum value 1 . In a preliminary study [25] , we also considered another nonlinear objective function. of m j is only 16, but this is legitimate in practice because, for a reasonable number of background load in a cell, the number of SCHs a user can obtain is less than 10; this will be evident in Section 4) and then concatenate all the m j s as a single binary string (again, in practice, the number of high data rate requests is less than 10 and, thus, the string will be around 40 bits long). Using such encoding, a population of randomly generated strings, each of which representing a different allocation, are used (in our study, the population size, denoted by N p is 2 20 , using about 5 Mbytes of memory). As a binary encoding is used, we can apply the two genetic operators, crossover and mutation, with their usual definitions: For crossover, two strings are randomly selected from the population, a random position (the crossover point) within the bit string is chosen, and then the two strings exchange their parts at the crossover point; for mutation, a string is randomly selected and a randomly selected bit is flipped. The invocations of crossover and mutation are governed by the crossover and mutation rates, respectively. With reference to the genetic algorithm literature [6] , [23] , [26] , we set crossover probability as 0.1 and mutation probability as 0.02. The genetic algorithm is iterative in nature and each iteration is called a generation (in our study, the number of generations is 1,000). In each generation, the crossover and mutation operators are applied N p times. At the end of a generation, the fitness value of each string is computed. We define fitness as the value of J U ðm mÞ and an invalid string (i.e., one that violates the power and interference constraints) is assigned a fitness of zero. Using the fitness values, a selection process can be applied in that after eliminating all the zero fitness strings from the population, new strings are generated by duplicating the remaining strings in a proportionate manner: The fittest string gets the largest share of duplication, and so on. A new generation can begin using the new population.
The time complexity of the genetic algorithm is OðnN p Þ because each evaluation of the fitness requires OðnÞ time. With carefully crafted implementation [6] , the genetic algorithm can be quite efficient in practice. The merit of a genetic approach is that it can generate near optimal solutions [23] , [26] .
Approaches that Maintain Fairness
The fairness concept has its roots in the design of the packet service disciplines at a router in which different sessions of packets are contending for a single outgoing link [48] . Assuming that the packets are infinitesimally divisible (i.e., the fluid model), a fair policy can be implemented by using the generalized processor sharing (GPS) approach [42] : In a round-robin manner, each packet session gets an infinitesimally small share of transmission time on the outgoing link. The shares may be weighted by the sessions' requested rates, which are determined when they are admitted in the system. However, because, in practice, packets are not infinitesimally divisible and are of variable sizes, the GPS approach cannot be used in actual implementation. Thus, a variety of different approaches are devised to approximate the behavior of the GPS approach [48] . These approaches differ in the time complexity and the analytical performance in terms of delay [48] .
For wireless networks, there are also a number of recent attempts in designing fair allocation policies (for a brief survey, see [47] ). The major difference between the rate allocation problem for wireline networks and that for wireless networks is that, in a wireless network, the channel quality is time-varying and location dependent. Thus, it is possible that the channel quality of a user can be so poor that he/she cannot successfully transmit data. Thus, the wireline policies cannot be directly applied in a wireless setting. The general approach of tackling the problem is that a wireline policy is used as a reference system in which the channel is assumed to be error free. The allocation for each user is then computed in this ideal system. In the real system, for each user we try to allocate the computed rate share to the user as far as possible subject to the constraint that the user's channel condition can support such an allocation. If a user's channel condition happens to be poor for one or more rounds of allocations, the user will then be a lagging because he/she gets a smaller amount of rate share as compared to the one computed in the reference system. On the other hand, the "surplus" rate allocations (because the users with poor channel quality cannot transmit) are shared proportionately by the users with better channel conditions. Thus, these users get more rate shares as compared to those computed in the reference system, and are called leading users. The existing algorithms for fair wireless rate allocation are mostly based on this general principle [47] . However, because these algorithms are designed using a very simplified channel model-a 2-state model (either good or bad), they are not suitable for use in our model, in which the channel is accurately simulated taking into account fast fading and shadowing effects.
In our study, we devise a channel adaptive fair rate allocation policy using a priority metric Q i that is simple to implement:
where i is the SIR (i.e., the channel state) of user i, Á i is the leading amount (in terms of actual number of information bits transmitted), and is a scaling factor for balancing the effects of i and Á i . We use the STFQ (start-time fair queueing) [48] , which is an efficient variant of the GPS approach, as the reference allocation algorithm. Thus, the allocation policy works by using the following "filling" procedure:
1. Sort the requests in descending order of Q i .
2.
Allocate one SCH to the first request and check the constraints. If the constraints are satisfied, repeat this step with the next request; otherwise, undo the allocation and stop. 3. Update the Q i of all requests. Go back to Step (1). The time complexity of the above channel adaptive fair policy is OðMn log nÞ, where M is the largest possible value of m j . As mentioned before, in practice, the value of M is quite small (less than 10) and, thus, the channel adaptive fair policy is quite fast.
We also consider another fair allocation heuristic called proportional fair algorithm [13] , [34] , [36] . The notion of proportional fairness, introduced by Kelly [17] , is formally defined as follows: For a rate allocation vectorx x, the allocation is proportional fair if:
wherex Ã x Ã is any arbitrary allocation vector. In wireless networks, it has been shown [13] that proportional fair allocation can be approximately achieved by using the following metric S i :
where r i is the current maximum achievable rate (depending on the channel condition) and R i ðT Þ is the average rate achieved in the past time window T . Thus, we can use a similar procedure as in the channel adaptive fair approach described above by replacing Q i by S i .
User-Oriented Heuristics
The schemes described in the previous sections are based on a more global view of the system: maximizing system throughput, maximizing aggregate utility, and maintaining system-wide user fairness. We also consider two heuristics that are more user-oriented. The first one is called Longest Queue First (LQF), which gives a higher priority to a user that has a larger backlog of packets to be sent. This heuristic is useful for mobile devices with only a limited amount of buffer space. Indeed, variants of LQF are found to be highly effective in a recent study [16] . The second one is called Largest Delay First (LDF), which gives a higher priority to a user that has its head of line packets delayed by the longest amount of time. However, it is important to note that unlike the four schemes described earlier, these user-oriented heuristics do not make use of the channel adaptation mechanism in that users are not selected based on their relative channel conditions. Thus, despite the fact that a channel adaptive physical layer (e.g., the VTAOC scheme) is still incorporated in the model, there is no synergy between the rate allocation policy and the physical layer.
PERFORMANCE RESULTS
Under our system model, the six rate allocation schemes described in Section 3 are evaluated by simulations. We use a 7-cell environment: a center hexagonal cell with six surrounding cells. We focus on the center cell and model the surrounding cells as background load. However, when a user is situated within the soft handoff region (which is assumed to be at a distance of 0.9 Â cell radius from the base-station), three neighboring cells (e.g., as shown in Fig. 1 ) will participate in soft handoff. In the simulation of the physical layer, we employ a path loss exponent of 4 (i.e., signals are attenuated as d À4 , where d is the distance of propagation). We model the Rayleigh fast fading and log-normal shadowing (with variance of 8 dB) environments [37] , [43] , [45] . Power control is incorporated also. The other physical layer parameters are listed in Table 1 .
We use a simple model for the mobility of the users. Each user (voice or data) selects a random starting position in the center cell, which is uniformly distributed over the cell. The direction of motion is also randomly selected. The motion is rectilinear and a random inward direction is selected again if the user hits the boundary of the center cell. This is done so to maintain the same number of users in the system throughput the whole simulation period. The speed of motion is assumed to be constant (at 35 miles/hr). A voice source is assumed to be continuously toggling between talkspurt and silence states. The duration of a talkspurt and a silence period are assumed to be exponentially distributed with mean 1.0 and 1.35 seconds, respectively (chosen according to the empirical study in [11] ). We assume a talkspurt and a silence period start only at a frame boundary. For high data rate source, we model it as generating large data files (e.g., video clip files for multimedia messaging services). The arrival time of the file data generated by a mobile device is assumed to be exponentially distributed with mean equal to 1 second. The data size is also assumed to be exponentially distributed with mean equal to 10 kbytes. Again, we assume that the data packets are generated at a frame boundary. Each test case (with certain combination of number of voice users and number of data users) is run for 1,000 seconds of simulation time and is repeated 10 times with different random number seeds to obtain the average results.
We consider two aspects of performance: system wide and user QoS. For the system-wide aspect, we measure the capacity, coverage, data request admission probability, and voice outage probability. For the user QoS aspect, we measure the average delay and average throughput. We describe these performance metrics in more detail below.
. We quantify the capacity of the system as the total number of SCH's available. This is an important performance parameter for the downlink. Obviously, as we have analyzed in Section 2, the capacity is limited by the power and interference constraints. Because of the power level required and interference generated by a user critically depends on his/her distance from the base-station (e.g., path loss), the capacity of the system highly depends on the geographical distribution of the users. . Coverage is a performance metric closely related to capacity, but it indicates performance from another angle. Specifically, coverage can be defined as the fraction of cell area that a data user can be served. Again, this is also an important performance parameter for the downlink. Obviously, the coverage area depends on how many SCHs are to be allocated to the data user. For example, suppose that a data user is to be allocated only one SCH, then he/she may successfully get allocated even if he/she is situated at the boundary of the cell. On the other hand, if the user wants to get a large number of SCH's, then that may be successful only if the user is situated near to the base-station. . Data request admission probability is defined as the fraction of cases where a data request successfully gets allocated a positive number of SCH's (note that m j may end up to be zero in the throughput optimal approach). This metric is an important performance parameter for the uplink. It should be noted that this metric also reflects the level of QoS the system can offer to a user in the sense that how often a user's data "call" can successfully be made. . Voice outage probability is an important parameter in that admitting the requests of data users should not disturb the QoS of the existing voice users (in other words, voice service is treated as the default service that should be always available). Again, this is an important performance parameter for the uplink. The outage probability is computed by calculating the fraction of frames that a voice packet cannot be successfully transmitted because the received E s =I 0 falls below the threshold (i.e., 7 dB). Due to the isochronous nature of voice, such a packet is useless (i.e., need not be retransmitted) and the quality of the voice service has been disrupted. . Each data packet is time stamped when it is generated. Thus, the delay experienced by a packet can be calculated by subtracting this time stamp from the receipt time of the packet at the basestation. Average delay is obtained by taking the mean over all delay values within the whole duration of a test case. Average throughput is computed in a similar fashion. Fig. 4 shows the capacity results for adjacent cell load of 50 percent and 75 percent, which represent moderate background load and heavy background load, respectively. These results are obtained using five data users and 25 voice users. In the figure, we use the following abbreviations for the six rate allocation schemes: ROPT (throughput optimal using a linear program solver), UTIL (utility optimal using a genetic algorithm), CAF (channel adaptive fair heuristic), PF (proportional fair heuristic), LQF (longest queue first heuristic), and LDF (largest delay first heuristic). As can be seen, the capacity of the system drops significantly when the data users are midway between the base-station and the cell boundary. This is because the power level requirements increase significantly as the user gets farther away from the base-station. At the cell boundary, the situation is even worse, not only because of the distance effect, but also soft handoff load. Indeed, at the cell boundary, we find that there is at most one high data rate user that can be served (should he/she be selected) because the capacity is just around 10 SCHs. The performance ranking of the six schemes is as follows: ROPT, UTIL, CAF, PF, LQF, and LDF. In fact, the performance of LQF and LDF are very similar. ROPT clearly excels in the capacity aspect because ROPT inherently optimizes the power and interference "usage" to allocate rates to users. UTIL optimizes the logarithm of rate and, thus, is slightly inferior to ROPT. CAF and PF performs similarly. With a heavy background load (i.e., 75 percent adjacent cell load), the performance of the system becomes worse remarkably. This is because the higher load in the surrounding cells introduces a much higher interference to the users at midcell area as well as the cell boundary. Fig. 5 shows the coverage results (again with five data users and 25 voice users, and for adjacent cell load of 50 percent and 75 percent). We can see that the coverage of ROPT is very much higher than all the other schemes, including even UTIL. This is because, except ROPT, all schemes do not pay particular attention to maximizing the number of SCH's that can be allocated with a high efficiency of utilizing the power budget. UTIL is a distant second and the other four schemes are much worse. A scrutiny of the simulation trace reveals that all schemes, except ROPT, need to cater for one or more user-oriented constraints: utility (diminishing return), fairness, and delay. Thus, the power budget is almost always not utilized at the maximum possible extent. When the background load is higher (i.e., 75 percent of adjacent cell load), the performance of LQF and LDF are remarkably worse. This can be explicated by the observation that these schemes make allocation "mistakes" more frequently (i.e., allocating SCHs to a user with a poor channel condition or is far away from the base-station) under a tight power budget. Fig. 6 shows the uplink admission probability results (five data users and 25 voice users; adjacent cell load: 50 percent and 75 percent). We can see that similar to the situation of the downlink capacity, the admission probability drops significantly when the data users are midway between the base-station and the cell boundary. It is interesting to note that, except for ROPT and UTIL, the admission probabilities of all schemes are not close to one even when the data users are very near the base-station. This is because in CAF, PF, LQF, and LDF, a data user with a very good position and (hence) very good channel condition does not necessarily get allocated. For example, if it happens that a severely lagging user encounters a good channel state, an even better user (in terms of channel state) may not get allocated any SCH because the latter may be leading by a large margin. The results for a heavy background load environment show similar trends. Fig. 7 shows the uplink outage probabilities of the voice users. These results are obtained by using five data users and varying number of voice users (from 15 to 33). We can see that even for ROPT, the voice user's QoS becomes unacceptable (cannot get service in 5 percent of the time) when there are about 30 voice users in the system. For other rate allocation schemes, the situation is even worse. The reason for this phenomenon is that the interference introduced by the data users and, more importantly, by the peer voice users, are quite high and the system capacity is reached most of the time. Thus, a stable operating point of our simulated system should be around 20 voice users with four to six data users. Now, let us consider the user QoS aspect of the performance, in terms of average data delay and average data throughput. We use 20 voice users and vary the number of data users from three to seven. Moreover, we use a heavy background load of 75 percent. These results are shown in Fig. 8 . As expected, the average throughput of ROPT is much more higher than the other schemes. UTIL is obviously worse than ROPT but not by a large margin. The performance of CAF and PF are very similar. Finally, the performance of LQF and LDF are also very close. These results by and large concur with the observations we have seen from the system-wide results (i.e., coverage, capacity, etc.). However, it is interesting to note that for the average delay, the ranking of the schemes is quite different: CAF and PF are among the best, followed by LDF, UTIL, ROPT and, finally, LQF. This phenomenon was intriguing and, thus, we looked at the simulation traces very carefully. We find that the ROPT and UTIL schemes, only focus on rate as they are so designed, often times generate a rate allocation vectorm m with many zeros: Effectively, some data users do not get allocation for several burst durations. A large delay thus results for such users. On the other hand, while CAF and PF do not explicitly cater for the delay metric, the action of trying to balance the service shares among the users has the effect of controlling the delay also. Of course, for many cases, the absolute values of the delays are not as low as those best cases achieved by LDF. However, the LDF scheme usually cannot allocate a high rate for the data users and, thus, the gain in choosing largest delay users is frequently offset by the loss in rate. Thus, LDF does not perform well overall.
CONCLUDING REMARKS
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