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Figura 1 La distribuzione della velocità di atomi di 87Rb nell’esperimento condotto da M.
H. Anderson, J. R. Ensher, M. R. Matthews, C. E. Wieman e E. A. Cornell nel
1995: a sinistra si osserva il gas di bosoni a temperatura appena superiore a TC , al
centro, il condensato poco oltre la soglia e, a destra, la sola frazione di condensato
ottenuta in seguito all’evaporazione forzata. 2
Figura 2 Diagramma di stabilità per le cavità ottiche con specchi piani e sferici. Si osservi che le
configurazioni stabili, incluse nell’area a tratti obliqui, comprendono anche sistemi ove
uno degli specchi ha raggio di curvatura negativo. L’iperbole tratteggiata, di equazione
g1 + g2 = 2g1g2, rappresenta tutti i risonatori confocali, ovvero con L = 12 (r1 + r2), di
cui solo i casi particolari con g1 = g2 = 0 (planare) e g1 = g2 = 1 (sferico concavo)
risultano stabili [30]. 8
Figura 3 Le due ampiezze interferenti fk(θ) e fk(pi − θ) in una collisione fra particelle
identiche. 28
Figura 4 Il potenziale gaussiano a tripla buca unidimensionale UTW (X), riprodotto con
l = 53wTW . Nel seguito, le grandezze correlate al minimo di potenziale posto in
X = −l saranno denotate con i pedici L, quelle legate al minimo situato in X = 0
con i pedici C, e quelle connesse al minimo presente in X = +l con i pedici R. A
causa della simmetria per riflessioni di tale potenziale, gli avvallamenti laterali L
e R saranno indicati collettivamente con S. 33
Figura 5 Nel disegno è ritratta in forma schematica la cavità ottica di Fabry-Pérot al cui
interno è confinato il gas diluito di atomi bosonici. In magenta è riprodotto l’an-
damento lungo l’asse X della funzione di modo TEM01q di oscillazione del campo
elettromagnetico nel risonatore, e in verde il potenziale di confinamento a tripla
buca unidimensionale con l = 2σ. 39
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1
INTRODUZ IONE
Lo studio di sistemi di atomi ultrafreddi ha ricevuto forte impulso a partire dalla conferma sperimentale
della condensazione di Bose-Einstein, transizione di fase di natura quantistica, che ha luogo nel momento
in cui, una pluralità di particelle popola lo stato quantico a energia più bassa. Quando ciò si verifica, la
temperatura del sistema è inferiore al valore critico TC1, e il gas di atomi è detto degenere, in ragione
del fatto che le funzioni d’onda associate alle particelle si sovrappongono, dando origine a fenomeni di
interferenza quantistica. Equivalentemente, in tali condizioni, la lunghezza d’onda termica di De Broglie
λdb :=
√
2pi h¯2
MkBT
, (1)
che quantifica il raggio della sfera efficace su cui si estende ciascuna particella, deve essere superiore alla
distanza media fra gli atomi d ∼ n− 13 2, dove n indica la densità numerica del gas. L’occupazione macro-
scopica del medesimo stato quantico è possibile soltanto se tali atomi, costituiti da fermioni, presentano
spin intero (in unità di h¯) e, dunque, seguono una particolare statistica, quella di Bose-Einstein. Quest’ul-
tima trae la sua origine dalle ricerche di S. N. Bose che, nel 1924, propose una formulazione alternativa
della legge di Planck, basata sull’indistinguibilità di particelle quantistiche identiche, introducendo il con-
cetto di fotone, ovvero di quanto della radiazione elettromagnetica. Tali risultati destarono l’interesse
di A. Einstein che estese la descrizione statistica di Bose alle particelle massive, pervenendo, nel 1925,
alla predizione teorica della transizione di fase sopraccitata in gas ideali [9] nei quali l’interazione fra le
particelle può essere trascurata.
Considerate inzialmente astrazioni teoriche, queste conclusioni ebbero un seguito quando, nel 1938, P.
L. Kapitza [36] e, indipendentemente, J. F. Allen e A.D. Misener [6], scoprirono che il 4He, al di sotto
della temperatura corrispondente al punto λ, pari a circa 2.18 K [31], diviene un liquido privo di viscosità
e dotato di conducibilità termica infinita. Questo nuovo stato della materia, definito da Kapitza super-
fluido, fu ritenuto da F. London una manifestazione della condensazione quantistica, ipotizzando che la
differenza fra la temperatura alla quale tale fenomeno inziava ad emergere, e la temperatura TC calcolata
da Einstein, pari a circa 3.14 K [31], fosse riconducibile alla presenza di rilevanti interazioni tra gli atomi,
forze che, come si dimostrò in seguito, impediscono la formazione di un condensato puro. La prima teoria
fenomenologica della superfluidità si ebbe nel 1941, quando L. D. Landau propose il modello a due fluidi
per la descrizione dello spettro delle eccitazioni del 4He liquido [39], verificata sperimentalmente negli
anni successivi e arricchita dai contributi di R.P. Feynman [25].
Nel 1947, nella sua teoria microscopica dei gas di Bose debolmente interagenti, N. N. Bogoljubov mostrò
che, in presenza di interazioni lievemente repulsive, al di sotto della temperatura critica TC , le eccitazioni
a energia più bassa sono rappresentate da modi collettivi caratterizzati da velocità non nulla [14], e giusti-
ficò l’assunzione di Landau secondo la quale a bassa energia non vi sono eccitazioni di singola particella.
Nel 1957, J. Bardeen, L. Cooper e R. Schrieffer elaborarono una teoria, oggi nota come teoria BCS,
ricercando l’origine del fenomeno della superconduttività, scoperto da H. K. Onnes nel 1911 [48], nella
1 Per un sistema di particelle libere, la temperatura critica di condensazione è data da TC =
(
2pi h¯2
MkB
)[
n
ζ( 32 )
] 2
3 [31], dove M è
la massa di un atomo, n la densità numerica del gas, e ζ( 32 ) :=
∑+∞
l=1 l
− 32 ≈ 2, 612.
2 In sistemi di particelle non interagenti, la condizione per la degenerazione è nλdb > ζ( 32 ).
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condensazione di Bose-Einstein di coppie di fermioni debolmente legati, dette coppie di Cooper [11]. De-
scrivendo gli elettroni nei metalli come un gas di fermioni, la formazione di tali coppie è il risultato della
deformazione del reticolo ionico positivamente carico del superconduttore [59].
Essendo estremamente bassa la temperatura alla quale la condensazione di Bose-Einstein si realizza, la
verifica sperimentale del fenomeno richiese lo sviluppo di sofisticati meccanismi di raffreddamento e con-
finamento degli atomi neutri, processo che permise di osservare nel 1995 i primi condensati (BEC) di
atomi di metalli alcalini come 87Rb, 23Na e 7Li [7]. In quell’esperimento gli atomi vennero inizialmente
preraffreddati con tecniche ottiche, poi, in seguito, inseriti all’interno di una trappola magnetica e ivi raf-
freddati ulteriormente tramite evaporazione forzata, tecnica che consiste nell’abbassamento complessivo
dell’intensità del potenziale della trappola, al fine di favorire la fuoriuscita degli atomi più energetici dalla
stessa e, nel contempo, la ritermalizzazione di quelli rimanenti.
Tale verifica sperimentale valse il premio Nobel nel 1997 a S. Chu, C. Cohen-Tannoudji e W. D. Phillips,
per lo sviluppo di metodi per raffreddare gli atomi con luce laser, e nel 2001 a E. A. Cornell, W. Ketterle
e C. E. Wieman per la realizzazione della condensazione di Bose-Einstein in gas diluiti di atomi alcalini,
e per i primi fondamentali studi sulle proprietà dei condensati.
Date la varietà e la modellabilità dei potenziali generati dall’interazione con fasci di luce laser, in seguito
la condensazione fu realizzata all’interno di reticoli ottici, giungendo ad ottenere BEC di altri metalli
alcalini come 39K, 41K, 85Rb, 133Cs, in metalli alcalino-terrosi come 40Ca, 84Sr e 86Sr, in metalli di tran-
sizione come il 52Cr [28], e in lantanidi come 164Dy [44], 168Er [2], 170Yb, 174Yb e 176Yb, a temperature
comprese fra poche decine di nK e 50 µK, e densità atomiche racchiuse tra 1017 m−3 e 5 · 1021 m−3.
Tra gli elementi appena elencati, gli isotopi di cromo, disprosio ed erbio posseggono elevato momento
di dipolo magnetico, pari a, rispettivamente, 6, 10 e 7 magnetoni di Bohr µB [62], e dunque presentano
interazioni dipolo-dipolo a lungo raggio, di carattere anisotropo [40].
Figura 1: La distribuzione della velocità di atomi di 87Rb nell’esperimento condotto da M. H. Anderson, J. R.
Ensher, M. R. Matthews, C. E. Wieman e E. A. Cornell nel 1995: a sinistra si osserva il gas di bosoni a temperatura
appena superiore a TC , al centro, il condensato poco oltre la soglia e, a destra, la sola frazione di condensato
ottenuta in seguito all’evaporazione forzata.
Con i condensati di Bose-Einstein è possibile anche studiare un fenomeno caratteristico della fisica
quantistica come l’effetto tunnel, consistente nell’attraversamento di una barriera di potenziale da parte
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di particelle che, secondo la descrizione classica, non avrebbero energia sufficiente per poterlo compiere.
Nella fisica dello stato solido, il tunneling può manifestarsi all’interno di una giunzione Josephson, for-
mata da due isole superconduttive separate da un sottile strato di materiale isolante: in tale sistema le
coppie di Cooper presenti nei superconduttori sono in grado di superare la barriera di potenziale, come
teorizzato da B.D. Josephson nel 1962 [35], insignito del premio Nobel nel 1973. Tale fenomeno, osservato
sperimentalmente da P. Anderson nel 1963 [8], può essere riprodotto anche nel contesto dei condensati di
bosoni, mediante l’utilizzo di un potenziale a doppia buca, come dimostrato nel 2005 nell’esperimento di
M. Albiez, R. Gati, J. Fölling, S. Hunsmann, M. Cristiani e M. K. Oberthaler [4]. In quel contesto venne
ravvisato un valore di soglia dello scostamento fra la popolazione bosonica nelle due buche, che permise
di riconoscere due regimi nella dinamica: uno contraddistinto da oscillazioni anarmoniche di Josephson,
e l’altro da auto-intrappolamento macroscopico, favorito dall’inibizione delle oscillazioni di Josephson
ad ampiezza elevata. Un’estensione del sistema appena descritto è quella fornita dal potenziale a tripla
buca [1][42], che schematizza la giunzione source-gate-drain [15] e rappresenta una sorta di ponte fra la
giunzione di Josephson bosonica (BJJ) e i reticoli ottici, coinvolgendo il tunneling tra siti secondi vicini:
ciò consente un approccio bottom-up nella comprensione dei meccanismi che operano nei reticoli ottici
infinitamente estesi.
Nella presente dissertazione si analizzerà l’accoppiamento fra gli atomi bosonici in tripla buca di potenzia-
le e un campo di cavità, analogo a quello descritto da B. Wang e Y. Chen [13], focalizzando l’attenzione
sui fenomeni di tunneling assistito dal campo elettromagnetico nel risonatore e sull’effetto dello stesso
sull’energia di una particella localizzata in uno dei tre siti. Nel secondo capitolo verrà presentato il mo-
dello di Jaynes-Cummings, adottato per costruire l’Hamiltoniana di interazione tra un singolo atomo
bosonico, schematizzato come un sistema a due livelli, e il campo di cavità. La trattazione si articole-
rà nella determinazione dell’operatore Hamiltoniano del campo elettromagnetico nel formalismo della
seconda quantizzazione, e nella scrittura dell’Hamiltoniano di interazione con la radiazione, illustrando
l’equivalenza tra la descrizione di accoppiamento minimale e quella di dipolo-campo elettrico. L’Hamil-
toniano di Jaynes-Cummings, ricavato in approssimazione di onda rotante, verrà in seguito modificato
con l’inserimento di un termine di natura fenomenologica riconducibile alla presenza di un laser forzante,
e dello pseudopotenziale di contatto, con il quale si intende approssimare l’effetto delle forze di Van der
Waals. In questo contesto verrà introdotta la lunghezza di diffusione in onda s, indicata con as, che
rappresenta la distanza efficace alla quale una coppia di atomi interagisce a bassa temperatura in un
gas diluito, ovvero caratterizzato da una densità numerica n tale per cui n|as|3  1 [16]. Inoltre verrà
introdotto il potenziale di confinamento, generato da una trappola a dipolo ottico ed esprimibile come la
sovrapposizione di un potenziale armonico bidimensionale e di un potenziale a tripla buca, la cui deter-
minazione sarà illustrata in dettaglio in appendice. L’Hamiltoniano complessivo a molti corpi del sistema
sarà poi trascritto esprimendo gli operatori di campo in approssimazione a tre modi, ovvero avvalendosi
di funzioni d’onda localizzate nei minimi del potenziale a tripla buca lineare e degli operatori di creazione
e annichilazione ad esse associati. Al termine del capitolo verranno ricavate le equazioni di Heisenberg
relative agli operatori di seconda quantizzazione degli atomi e del campo di cavità. Nel terzo capitolo tali
equazioni saranno scritte supponendo che il sistema si trovi in uno stato coerente e, definendo variabili
di squilibrio frazionario e di fase relativa si otterranno le equazioni differenziali ordinarie che governano
la dinamica del sistema.

2
ATOMI BOSONIC I IN CAMPO DI CAVITÀ
Prima di analizzare la dinamica del sistema di atomi ultrafreddi presentato nell’Introduzione, ci si soffer-
merà, dapprima, sul comportamento del campo elettromagnetico all’interno di cavità ottiche aperte di
Fabry-Perot, avvalendosi dei risultati delle investigazioni teoriche di G. Fox e T. Li [57] sul ruolo della
diffrazione. In seguito, il criterio di G. Boyd e H. Kogelnik [57] consentirà di riconoscere fra tutti i possi-
bili risonatori aperti con specchi sferici o piani i sistemi che permettono l’esistenza di funzioni di modo
quasi-stazionarie, in seguito approssimate con le onde di Gauss-Hermite.
Successivamente, si determinerà l’operatore Hamiltoniano appropriato, servendosi del formalismo della
seconda quantizzazione. A tale scopo, nel § 2.2 verrà introdotto il modello di Jaynes-Cummings, tramite
il quale verrà delineata l’interazione tra il singolo atomo bosonico e il campo di cavità. Si procederà,
quindi, con l’illustrazione della quantizzazione del campo elettromagnetico all’interno di una cavità di
forma arbitraria, partendo dall’Hamiltoniana classica, enfatizzando il ruolo delle condizioni al contorno.
All’Hamiltoniano così ottenuto andrà a sommarsi quello che descrive la struttura interna dell’atomo e
quello che schematizza l’interazione tra lo stesso e e il campo di cavità. Una volta ricavata l’Hamiltoniana
di Jaynes-Cummings, si focalizzerà l’attenzione sull’interazione fra gli atomi bosonici a basse temperature,
modellizzata da uno pseudopotenziale di contatto che, attraverso la lunghezza di diffusione in onda s as,
ricalca le caratteristiche essenziali del potenziale reale.
Al campo prodotto dalla cavità ottica si affiancherà quello di un laser di pompa esterno in grado di
immettere luce coerente attraverso uno degli specchi: tale presenza si tradurrà in un contributo di natura
fenomenologica e dipendente dal tempo all’Hamiltoniano del campo elettromagnetico HˆF , ricavato nel
paragrafo 2.2.1.
Inoltre verrà mostrata la forma analitica del potenziale di confinamento adottato, generato dall’interazio-
ne tra il campo elettrico oscillante di fasci laser opportunamente disposti e focalizzati, e il momento di
dipolo elettrico indotto di ciascun atomo. Come si illustrerà in Appendice A, in questo modo è possibile
riprodurre un potenziale costituito da un termine armonico bidimensionale, a elevata pulsazione ωH , e
un potenziale a tripla buca lineare e spazialmente simmetrico.
A quel punto vi saranno tutti gli elementi per costruire l’Hamiltoniano complessivo del sistema, in cui
la dipendenza esplicita dal tempo sarà rimossa con un’opportuna trasformazione unitaria. Supponendo
che la frequenza con cui si verificano fenomeni di emissione spontanea sia molto più bassa rispetto alla
desintonizzazone atomica ∆A, si approssimerà il valore dell’operatore di campo di annichilazione relativo
al livello energetico elettronico eccitato Ψˆe( ~R) al suo valore di equilibrio, ottenendo un Hamiltoniano
efficace Hˆeff a partire dalle equazioni del moto dell’operatore di campo di annichilazione corrispondente
allo stato elettronico fondamentale Ψˆg( ~R) e dell’operatore di annichilazione di un fotone di pulsazione ωC .
Il capitolo si conclude con la scrittura degli operatori di campo degli atomi bosonici in approssimazione a
tre modi, un accorgimento che consentirà di esprimere l’Hamiltoniana Hˆeff in una forma conveniente per
l’analisi del fenomeno del tunneling atomico tra i minimi del potenziale, in seguito alla determinazione
delle equazioni di Heisenberg relative agli operatori di annichilazione di atomi e fotoni.
2.1 la cavità ottica aperta
Prima di addentrarsi nella descrizione del sistema fisico completo, attraverso il modello di Jaynes-Cummings,
è utile soffermarsi sulle caratteristiche salienti delle cavità ottiche aperte e sul comportamento delle onde
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elettromagnetiche all’interno di esse. Tale classe di cavità ottiche comprende tutti i sistemi costituiti,
essenzialmente, da due specchi perfettamente riflettenti disposti a una distanza L lungo l’asse ottico e
sprovvisti di pareti laterali.
E’ proprio quest’ultima restrizione a permettere di ridurre il numero di modi di oscillazione del campo
elettromagnetico all’interno della cavità 1 [56] e di migliorarne la coerenza rispetto al caso di un paralle-
lotopo chiuso, con la conseguente maggiore perdita di energia del campo elettromagnetico di cavità verso
l’esterno attraverso processi diffrattivi, il cui rilievo può essere contenuto aumentando la separazione fra le
due superfici riflettenti. Le pareti degli specchi, d’altro canto, possono avere una superficie piana, sferica
concava o convessa tipicamente compresa fra 10−2 cm2 a 102 cm2 [60] e una sezione lungo l’asse ottico
cui sono allinati, che si fa coincidere, d’ora in avanti, con l’asse y, di tipo circolare o, più raramente,
rettangolare [60].
2.1.1 Il ruolo della diffrazione
La moderna comprensione dei fenomeni che si verificano all’interno di risonatori ottici aperti si deve a
Gardner Fox e Tingye Li [57], che nel 1961 investigarono gli effetti della diffrazione delle onde elettroma-
gnetiche all’interno di interferometri di Fabry-Pérot impiegati nei maser come risonatori ottici [57].
In seguito ad ogni riflessione sulle pareti finite degli specchi, un fascio di luce immesso nella cavità rilascia,
infatti, una parte della sua energia a causa della diffrazione, i cui effetti, secondo il principio di Babinet,
sono assimilabili a quelli di un diaframma della stessa sezione praticato su un piano infinitamente esteso
[45].
In particolare essi osservarono che, dopo ripetute riflessioni l’ampiezza trasversa dei campi non variava
più significativamente da una riflessione ad un’altra, mentre il diametro del fascio raggiungeva un mimino
in prossimità del punto medio fra i due specchi (il cosiddetto beam waist) e un massimo agli estremi: que-
sta configurazione quasi-stazionaria delle ampiezze dei campi fu associata a una sovrapposizione di modi
normali. Nonostante la loro stazionarietà sia solo approssimata, questi particolari modi di oscillazione del
campo elettromagnetico si distinguono per un fattore di qualità Q 2 più elevato rispetto a quello delle
onde piane, indice di una minore dissipazione dell’energia attraverso la diffrazione rispetto alle prime.
Pertanto, per risonatori siffatti, le funzioni di modo non sono definite in maniera rigorosa, dal momento
che non esistono configurazioni stazionarie [60] come quelle ravvisabili nelle cavità chiuse, di cui quella a
forma di parallelepipedo costituisce l’esempio più noto.
2.1.2 Le onde gaussiane
Poco più tardi, Gary Boyd e James P. Gordon dimostrarono che questi modi di oscillazione quasi-
stazionari potevano ridursi a modi di Gauss-Hermite nel limite di perdite diffrazionali molto piccole
o di grandi specchi ed estesero questo risultato a tutte le cavità aperte dotate di pareti sferiche concave
perferttamente riflettenti separate da una distanza fino a due volte il loro raggio di curvatura [57]. Questo
insieme discreto di modi normali rappresenta la forma confinata di onde gaussiane, ovvero funzioni d’onda
parassiali caratterizzate da una direzione di propagazione lungo l’asse del fascio e da una piccola diver-
genza che permette di riprodurre l’andamento dei modi quasi-stazionari osservati da Fox e Li. Essendo,
inoltre, il campo elettrico e magnetico, la cui ampiezza segue la distribuzione gaussiana, quasi ortogonali
alla direzione di propagazione dell’onda, tali funzioni d’onda vengono indicate come TEMmn, ove l’indice
m (risp. n) è il numero di nodi dell’ampiezza lungo la direzione x (risp. z), secondo la nomenclatura in-
1 Si consideri, ad esempio, la radiazione prodotta da un laser He-Ne, di lunghezza d’onda λ = 633 nm e con una larghezza
di riga ∆ν = 1, 7 · 109 Hz, all’interno di un risonatore di lunghezza L = 50 cm. In una cavità aperta, il numero di modi
longitudinali è dato da No = 2L∆νc ≈ 6, mentre in una cavità delimitata da pareti cilindriche di raggio a = 1.5 mm, il
numero di modi diviene Nc = 8piν
2V ∆ν
c3 =
(
2pia
λ
)2
No ≈ 1.2 · 109 [60], dove V = pia2L indica il volume della cavità.
2 Il fattore di qualità, indicato frequentemente con Q, è definito come il rapporto fra l’energia immagazzinata in una cavità,
moltiplicata per 2pi, e l’energia dissipata in seguito a un ciclo [60], ossia dopo due riflessioni, nel caso di una cavità a due
specchi [60].
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trodotta proprio da Boyd e Gordon [57]. All’interno di un risonatore, le funzioni d’onda quasi-stazionarie
possono essere decomposte in due onde gaussiane che si propagano in direzioni opposte, e alla loro deno-
minazione si aggiunge un terzo indice, detto q, che discende dalle condizioni di annullamento del campo
elettromagnetico sulla superficie degli specchi, come si avrà modo di provare in § 2.2.1.2.
A loro volta, questi modi di oscillazione possono essere ulteriormente classificati in modi longitudinali o
gaussiani in senso stretto, TEM00q, la cui ampiezza del campo raggiunge il suo valore massimo lungo
l’asse del risonatore e decresce fino a zero nel piano perpendicolare all’asse ottico e in modi trasversali
(TEMnmq con n,m 6= 0), ove l’ampiezza del campo è zero lungo l’asse del risonatore e cambia segno
lungo le direzioni ad esso ortogonali, e possono essere convenientemente espressi in termini dei polinomi
ortogonali di Hermite o di Laguerre, a seconda della geometria della cavità. Queste funzioni d’onda danno
luogo a insiemi completi ed ortonormali, differentemente dalle funzioni di modo esatte del risonatore che
risultano, invece, biortogonali rispetto all’insieme dei modi aggiunti, corrispondenti a funzioni d’onda che
si propagano nella direzione opposta lungo l’asse ottico [58]. Essendo un’ottima approssimazione delle
funzioni di modo effettive della cavità aperta in analisi [52], si impiegheranno comunque le TEMnmq
(cfr. ~u( ~R) in (126)) in luogo delle prime, trascurando così, la perdita di energia per diffrazione e la non
stazionarietà dei modi reali.
2.1.3 Modelli di cavità aperte
Tuttavia, l’esistenza di configurazioni quasi-stazionarie per le funzioni d’onda di campo elettromagnetico
all’interno delle cavità aperte non è garantita ma dipende, come osservato già da Fox e Lie, dalla superficie
degli specchi e dalla loro distanza reciproca L lungo l’asse ottico. Più avanti, Gary Boyd e Herwig Kogelnik,
avvalendosi della ray transfer matrix analysis [57], derivarono un criterio di stabilità per cavità aperte
dotate di specchi sferici: se r1 e r2 sono i loro raggi di curvatura, tutti i risonatori stabili soddisfano la
diseguaglianza
0 ≤
(
1− L
r1
)(
1− L
r2
)
≤ 1, (2)
pena la crescita illimitata del diametro del fascio e la sua totale dispersione. Introducendo il parametro
di stabilità gi = 1−L/ri per ciascuno dei due specchi (i = 1, 2), la regione della stabilità appena definita
può essere associata alla regione compresa fra i due rami dell’iperbole equilatera g2 = 1/g1 e i due assi
cartesiani definiti dai parametri g1 e g2: come si osserva in Fig. 2, le cavità con specchi sferici confocali
si trovano al limite della stabilità, mentre il risonatore concentrico o sferico risulta instabile. Inoltre, dal
diagramma della stabilità, si può evincere come anche cavità aperte asimmetriche, come quelle dotate di
uno specchio piano ed uno sferico (ri ≡ r∓ con r+ →∞) , ricadano all’interno della regione della stabilità:
si tratta, per esempio, del risonatore semiconfocale (con L = r−/2) e del risonatore semiconcentrico o
emisferico (con L = r−/4) [52].
Infine, mettendo in ralzione il numero di Fresnel con l’energia dissipata per ciclo di alcuni risonatori
stabili, si trova che quelli con pareti riflettenti sferiche confocali quando F ≥ 0, 5 possiedono una minore
dissipazione rispetto alle cavità di Fabry-Perot propriamente dette (gi = 1), mentre il risonatore prescelto,
ovvero quello quasi planare o superconfocale, costituito da due specchi con raggio di curvatura più grande
della distanza fra di essi, presenta caratteristiche intermedie [52].
2.2 il modello di jaynes-cummings
Il modello adottato per descrivere l’interazione tra un atomo ultrafreddo e la radiazione all’interno di
una cavità risonante è quello proposto da da Edwin T. Jaynes e Frederick W. Cummings nel 1963 [33] e,
indipendentemente, da Harry Paul nello stesso anno [54]. Secondo tale modello, introdotto per studiare
la relazione tra la teoria quantistica della radiazione e quella semiclassica nella descrizione del fenomeno
dell’emissione spontanea [55], un atomo può essere assimilato a un sistema a due livelli, in grado di scam-
biare energia con un modo di oscillazione del campo elettromagnetico in un risonatore.
Dal punto di vista sperimentale, la riproduzione di un sistema siffatto è stata effettuata dapprima nella
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Figura 2: Diagramma di stabilità per le cavità ottiche con specchi piani e sferici. Si osservi che le configurazioni
stabili, incluse nell’area a tratti obliqui, comprendono anche sistemi ove uno degli specchi ha raggio di curvatura
negativo. L’iperbole tratteggiata, di equazione g1 + g2 = 2g1g2, rappresenta tutti i risonatori confocali, ovvero
con L = 12 (r1 + r2), di cui solo i casi particolari con g1 = g2 = 0 (planare) e g1 = g2 = 1 (sferico concavo)
risultano stabili [30].
regione delle microonde, grazie all’utilizzo di maser a un atomo, nei quali un fascio di atomi di Rydberg,
dotati di elevati momenti di dipolo elettrico e magnetico, viene convogliato all’interno di una cavità con
pareti conduttrici, mantenute alla temperatura di punto λ del 4He [51]. In seguito, il progresso nella
costruzione di cavità ottiche ad alto fattore di qualità Q [55] ha consentito di osservare fenomeni predetti
dal modello di Jaynes-Cummings anche nella regione ottica [46], selezionando un singolo modo di oscil-
lazione del campo elettromagnetico o anche più modi ampiamente spaziati in frequenza [24]. Ciò è stato
possibile anche servendosi di atomi non eccitati, a differenza di quelli di Rydberg, e a basso momento di
dipolo elettrico, aumentando l’intensità del campo elettrico nel risonatore [54].
L’operatore Hamiltoniano atto a descrivere il sistema appena delineato può essere suddiviso in una com-
ponente di radiazione HˆF contenente i contributi del campo elettromagnetico, una di materia HˆA, e uno
di interazione HˆI :
Hˆ = HˆF + HˆA + HˆI . (3)
Nel seguito, l’analisi dell’Hamiltoniana si articolerà in due fasi: la costruzione del termine di campo, e
quella dei termini che coinvolgono l’atomo e la sua interazione con il campo nel risonatore.
2.2.1 L’Hamiltoniano del campo elettromagnetico di cavità
2.2.1.1 L’equazione di Helmholtz
Al fine di determinare la forma dell’Hamiltoniano di radiazione HˆF , occorrerà spiegare la scelta della
gauge e richiamare la procedura di quantizzazione dei campi, ovvero la scrittura dei campi elettrico e
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magnetico in termini di operatori di creazione e annichilazione relativi a ciascun modo di oscillazione.
L’Hamiltoniana classica HF può essere espressa come l’integrale della densità di energia associata al
campo elettromagnetico di cavità esteso al volume V in cui esso è definito:
HF =
∫
V
d3~r
(
ε0
2
~E(~r, t)2 +
1
2µ0
~B(~r, t)2
)
. (4)
Prima di procedere all’integrazione presente nell’espressione relativa all’Hamiltoniana HF , si deriveranno
le equazioni d’onda relative al potenziale vettore ~A(~r, t) e a quello scalare Φ(~r, t), partendo dalle equazioni
di Maxwell. Fra queste ultime, le equazioni differenziali omogenee nei campi elettrico ~E(~r, t) e magnetico
~B(~r, t) sono
~∇ · ~B(~r, t) = 0 , ~∇× ~E(~r, t) = −∂
~B(~r, t)
∂t
, (5)
mentre quelle non omogenee sono
~∇ · ~E(~r, t) = ρ(~r, t)
ε0
, ~∇× ~B(~r, t) = 1
c2
∂ ~E(~r, t)
∂t
+ µ0~j(~r, t) , (6)
dove è stata utilizzata la relazione tra permettività elettrica ε0, permeabilità magnetica µ0 e la velocità
della luce c nel vuoto:
c2 =
1
ε0µ0
. (7)
I campi elettrico ~E(~r, t) e magnetico ~B(~r, t) possono essere riscritti in termini del potenziale vettore
~A(~r, t) e del potenziale scalare Φ(~r, t):
~E(~r, t) = −∂
~A(~r, t)
∂t
− ~∇Φ(~r, t) , ~B(~r, t) = ~∇× ~A(~r, t) . (8)
Facendo uso della relazione vettoriale ~∇ × (~∇ × ~A(~r, t)) = ~∇(~∇ · ~A(~r, t)) − ~∇2 ~A(~r, t) e inserendo le
relazioni (8) nella seconda equazione inomogenea (6), si ottiene l’equazione d’onda per il potenziale
vettore:
~∇2 ~A(~r, t)− 1
c2
∂2 ~A(~r, t)
∂t2
= ~∇
[
1
c2
∂Φ(~r, t)
∂t
+ ~∇ · ~A(~r, t)
]
− µ0~j(~r, t) . (9)
Sostituendo, invece, la seconda relazione delle (8), si ottiene l’equazione d’onda per il potenziale scalare
Φ:
~∇ · (~∇Φ(~r, t)) + ∂
∂t
(~∇ · ~A(~r, t)) = −ρ(~r, t)
ε0
. (10)
Le equazioni differenziali (9) e (10) per il potenziale vettore ~A(~r, t) e per il potenziale scalare Φ(~r, t) così
ottenute possono essere disaccoppiate con un’opportuna scelta della gauge. Sapendo che i campi ~E(~r, t)
e ~B(~r, t) sono lasciati invarianti da potenziali vettori che differiscono per il gradiente di una funzione
scalare,
~A′(~r, t) = ~A(~r, t) + ~∇Λ(~r, t) , (11)
e da potenziali scalari che differiscono per la derivata temporale della stessa funzione,
Φ′(~r, t) = Φ(~r, t)− ∂Λ(~r, t)
∂t
, (12)
si può affermare che una scelta qualsiasi della ∇Λ(~r, t) lascia inalterata la componente solenoidale del
potenziale vettore, ~AT (~r, t), detta campo trasverso, che risulta, pertanto, un grado di libertà ineliminabile
del sistema [12]. La parte rimanente del potenziale vettore, che, per il teorema di decomposizione di Hel-
mholtz, coincide con la componente irrotazionale di ~A(~r, t), detta campo longitudinale [17], ~AL(~r, t), può
essere eliminata, infatti, con l’aggiunta del gradiente di una funzione scalare, che costituisce un termine
puramente irrotazionale. Lo stesso potenziale scalare, inoltre, può essere cancellato da una particolare
scelta della Λ(~r, t), la cosiddetta gauge temporale.
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Con l’intento di studiare le soluzioni delle eq. (9) e (10) in assenza di cariche, ρ(~r, t) = 0, e di correnti,
~j(~r, t) = 0, si orienterà la scelta della gauge verso quella in grado di annullare sia il potenziale scalare
che la componente longitudinale del potenziale vettore 3,
Φ(~r, t) = 0 ~∇ · ~A(~r, t) = 0 , (14)
ovvero la gauge di radiazione 4 [12]. Grazie alla condizione (14), le equazioni (8) per il campo elettrico e
il campo magnetico diventano
~E(~r, t) = −∂
~AT (~r, t)
∂t
, ~B(~r, t) = ~∇× ~AT (~r, t) , (16)
l’equazione differenziale (9) si tramuta in una banale identità, mentre la (10) si riduce a
~∇2 ~AT (~r, t)− 1
c2
∂2 ~AT (~r, t)
∂t2
= 0 . (17)
Nell’ipotesi che all’interno della cavità si possano ottenere onde stazionarie, alla soluzione dell’equazione
d’onda trovata (17) si può imporre come ansatz la separazione delle variabili posizione e tempo:
~A(~r, t) ≡ ~AT (~r, t) = Aq(t)~u(~r) , (18)
dove A è una costante dimensionale che verrà specificata nel seguito. Sostituendo l’espressione a secondo
membro della (18) nell’equazione (17) si ottiene:
q(t)~∇2~u(~r)− 1
c2
q¨(t)~u(~r) = 0 . (19)
Considerando ciascuna componente j = x, y, z del vettore ~u dipendente dalle sole posizioni, si giunge alla
relazione:
~∇2uj( ~R)
uj(~r)
=
1
c2
q¨(t)
q(t)
. (20)
Poiché a primo membro della (20) vi sono soltanto funzioni della posizione all’interno cavità, e a secondo
membro soltanto funzioni del tempo, allora le espressioni presenti a ciascun membro possono essere poste
uguali a una costante, avente le dimensioni fisiche dell’inverso del quadrato di una lunghezza. Tale costante
viene posta uguale all’opposto del quadrato del numero d’onda k, quantità il cui segno discende dal fatto
che gli autovalori del laplaciano sono negativi [54]. Grazie all’accorgimento appena adottato, si ottengono
due equazioni indipendenti per ~u(~r) e q(t), ovvero l’equazione di Helmholtz per la parte spaziale
~∇2~u(~r) + k2~u(~r) = 0 , (21)
e quella di oscillazione per la parte temporale
q¨(t) + ω2q(t) = 0 , (22)
dove ω := ck indica la pulsazione con cui oscilla q(t).
Ora si focalizzerà l’attenzione sulle soluzioni dell’equazione di Helmholtz, imponendo condizioni al con-
torno discendenti dalle caratteristiche della cavità ottica entro la quale oscilla il campo elettromagnetico.
3 In assenza di cariche e correnti, una funzione Λ(~r, t) che consente di ottenere l’annullamento del potenziale scalare e della
componente longitudinale del potenziale vettore a partire da Φ(~r, t) e ~A(~r, t) qualsiasi è [12]:
Λ(~r, t) ≡ 1
4pi
∫
d3~r′
(
~∇~r′ · ~A(~r′, t)
|~r′ − ~r|
)
+
1
4pi
∫ t
t0
dt′
∫
d3~r′
(
~∇2
~r′Φ(~r
′, t′)
|~r′ − ~r|
)
+
∫ t
t0
dt′ Φ(~r, t′) , (13)
dove t0 è un istante temporale.
4 Si osservi che tale scelta della gauge, a differenza di quella di Lorentz,
∂µA
µ = 0 , (15)
con Aµ ≡ (Φ
c
, Ax, Ay , Az) e ∂µ ≡ ( ∂∂ct , ∂∂x , ∂∂y , ∂∂z ), non è relativisticamente invariante.
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2.2.1.2 La funzione di modo di cavità
Tra i modi di oscillazione si considereranno onde stazionarie generate dalla sovrapposizione di onde
propagantisi quasi parallelamente all’asse ottico, coincidente con l’asse y, e a breve distanza dallo stesso,
in quanto rappresentano i modi più stabili e meno soggetti a perdite. Indicando il vettore di polarizzazione
con ˆk,s, dove s denota lo stato di polarizzazione, la funzione ~u(~r), ora ridenominata ~us(~r), può essere,
pertanto, scritta separando i fattori di propagazione primaria e±iky dalle ampiezze U(~r) e U∗(~r), nel
modo seguente:
~us(~r) =
(
U(~r)eiky + U∗(~r)e−iky
2
)
ˆk,s , (23)
dove U(~r) e U∗(~r) sono funzioni complesse caratterizzate dall’essere quasi costanti lungo l’asse y e, quindi,
tali per cui ∂U(~r)∂y  |kU (~r)|, ∂
2U(~r)
∂y2 
∂2U(~r)
∂z2 e
∂2U(~r)
∂y2 
∂2U(~r)
∂x2 . Sostituendo l’espressione relativa a
~us(~r) nell’equazione di Helmholtz (21) e tenendo conto di quanto appena osservato, si ottengono due
equazioni di Helmholtz parassiali: una associata all’onda propagantesi nella direzione positiva dell’asse y,
~∇2⊥U(~r) + 2ik
∂U(~r)
∂y
= 0 , (24)
l’altra associata all’onda propagantesi della direzione negativa dello stesso asse,
~∇2⊥U∗(~r)− 2ik
∂U∗(~r)
∂y
= 0 , (25)
dove ~∇2⊥ := ∂
2
∂x2 +
∂2
∂z2 simboleggia la parte trasversale del laplaciano ~∇2. Le soluzioni delle equazioni
(24) e (25) possono essere ricavate in ottima approssimazione [56] calcolando l’integrale di Huygens in
approssimazione di Fresnel [60], ovvero avvalendosi di onde sferiche parassiali. In questo modo, con
un’opportuna ulteriore separazione delle variabili, è possibile ottenere per le equazioni sopraccitate due
famiglie di soluzioni, contraddistinte dagli indici m e n che denotano il grado dei polinomi di Hermite nei
quali sono fattorizzate. Indicando con Hl(ξ) = (−1)leξ2 dldξl e−ξ
2 [21] l’l-esimo polinomio nella variabile ξ,
si ottengono le soluzioni [60]:
Umn(~r) =
Cmn
w(y)
√
pi2m+n−1m!n!
Hm
( √
2z
w(y)
)
Hn
(√
2x
w(y)
)
·
· exp
{
−(x2 + z2)
(
1
w(y)2
− ikmn2R(y)
)
− i(1+m+ n)ψ(y)
}
,
(26)
e
U∗mn(~r) =
Cmn
w(y)
√
pi2m+n−1m!n!
Hm
( √
2z
w(y)
)
Hn
(√
2x
w(y)
)
·
· exp
{
−(x2 + z2)
(
1
w(y)2
+
ikmn
2R(y)
)
+ i(1+m+ n)ψ(y)
}
,
(27)
dove kmn rappresenta il numero d’onda associato al modo di oscillazione caratterizzato dai numeri quantici
m e n, Cmn una costante reale e dimensionale il cui significato apparirà chiaro in seguito. Inoltre, nelle
(26) e (27) compaiono tre parametri che caratterizzano il fascio: il raggio di curvatura del fronte d’onda
R(y) indica il raggio di curvatura del fronte d’onda, la larghezza radiale del fascio w(y), e la fase di Gouy
ψ(y). Tali parametri sono espressi in termini della lunghezza di Rayleigh yR 5, ossia la distanza oltre la
quale l’allargamento del fascio dovuto alla diffrazione diviene significativo:
w(y) = w0,mn
√
1+
(
y
yR
)2
, R(y) = y+
y2R
y
, ψ(y) = arctan
(
y
yR
)
, (29)
5 La lunghezza di Rayleigh per una cavità costituita da specchi aventi lo stesso raggio di curvatura RM è data da:
yR =
L
2
√
1+ g
1− g , (28)
dove g = 1− L
RM
.
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dove w0,mn la larghezza radiale minima del fascio, la cosiddetta beam waist introdotta da Boyd e Gordon
[? ], legata alla lunghezza di Rayleigh dalla relazione yR =
kmnw20,mn
2 [56]. Inserendo le espressioni a
secondo membro delle (26) ed (27) nella (25), la funzione di modo ~us(~r), ora ridenominata ~umn,s(~r)
assume la forma:
~umn,s(~r) =
Cmn
w(y)
√
pi2m+n−1m!n!
Hm
( √
2z
w(y)
)
Hn
(√
2x
w(y)
)
e
−x2+z2
w2(y) ·
· cos
(
kmny− (1+m+ n)ψ(y) + kmn(x
2 + z2)
2R(y)
)
ˆkmn,s .
(30)
Alla funzione di modo ~umn,s(~r) appena ricavata si impongono delle condizioni al contorno che riflettano la
richiesta di soppressione dei moti delle particelle cariche lungo le pareti cilindriche della cavità in analisi.
La prima di queste corrisponde alla richiesta di annullamento della componente del campo elettrico ~E(~r, t)
tangente alla superficie di frontiera del risonatore ∂V . Considerando i campi generati dal singolo modo
~umn,s(~r) e richiamando la relazione di gauge di Coulomb, quanto postulato si traduce in [54]:
eˆ‖(~r) · ~E(~r, t)
∣∣
∂V
= −eˆ‖(~r) ·
∂ ~A
∂t
∣∣∣∣∣
∂V
= −Aq˙mn(t)eˆ‖(~r) · ~umn,s(~r)
∣∣
∂V
= 0 , (31)
ossia
eˆ‖(~r) · ~umn,s(~r)
∣∣
∂V
= 0 , (32)
ove eˆ‖(~r) è un versore appartenente al piano tangente alla superficie di frontiera della cavità nel punto ~r,
mentre qmn(t) è la funzione dipendente dal tempo associata al modo, che soddisfa l’equazione q¨mn(t) +
ω2mnqmn(t) = 0, in cui ωmn := ckmn. Nella seconda condizione si richiede, invece, l’annullamento della
componente normale a ∂V del campo magnetico ~B(~r, t), quindi, si ha
eˆ⊥(~r) · ~B(~r, t)
∣∣
∂V
= eˆ⊥(~r) ·
[
~∇× ~A
] ∣∣
∂V
= Aqmn(t)eˆ⊥(~r) ·
[
~∇× ~umn,s(~r)
] ∣∣
∂V
= 0 , (33)
ossia
eˆ⊥(~r) ·
[
~∇× ~umn,s(~r)
] ∣∣
∂V
= 0 , (34)
dove eˆ⊥(~r) nel punto ~r rappresenta il versore ortogonale al piano tangente alla superficie di bordo nel
punto ~r. Le condizioni (32) e (34) appena illustrate non sono indipendenti e in particolare, la soddisfazione
della (34) implica quella della (32) [54]. Inserendo nelle (32) e (34) l’espressione relativa alla funzione di
modo ~umn,s(~r) (30), e considerando una cavità di Fabry-Pérot costituita da specchi posti in prossimità
dei piani y = ±L2 , si ottengono le seguenti equazioni:
eˆx · ~umn,s(~r)
∣∣
y=±L2
= 0 ,
eˆy ·
[
~∇× ~umn,s(~r)
] ∣∣
y=±L2
= 0 ,
eˆz · ~umn,s(~r)
∣∣
y=±L2
= 0 .
(35)
Dalla prima e dalla terza delle equazioni trovate si ottiene la seguente condizione sui numeri d’onda, che
porta all’emergere di un nuovo indice di modo q:
kmnq ≈ pi
L
[
(2q+ 1) + (1+m+ n)
pi
arccos
(
1− L
RM
)]
, (36)
dove RM è il raggio di curvatura degli specchi [56] che, in una cavità ottica stabile, coincide con il raggio
di curvatura del fronte d’onda calcolato sulla superficie degli specchi [60]. Il numero quantico appena
introdotto identifica i modi assiali o longitudinali e assume valori tipicamente molto elevati [56], mentre
i numeri interi non negativi m e n, generalmente nulli o pari a poche unità, contrassegnano i diversi
modi trasversali associati a ciascun modo longitudinale e sono denotati come modi TEMmn, dall’inglese
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Transverse Electro-Magnetic [52]. La funzione di modo ~umn,s(~r) ora dipenderà, quindi, anche dal numero
intero non negativo q, così come w0,mn e la costante Cmn, che riveste il ruolo di costante di normalizzazione
di ~umn,s(~r), dal momento che quest’ultima deve soddisfare la relazione:∫
V
d3~r ~umnq(~r) · ~umnq(~r) =
∫ +∞
−∞
dx
∫ +L2
−L2
dy
∫ +∞
−∞
dz ~umnq(~r) · ~umnq(~r) = 1 . (37)
Poiché in una cavità di Fabry-Pérot la lunghezza di Rayleigh è molto maggiore della distanza tra i due
specchi L, il raggio di curvatura del fronte d’onda diverge R(y)→ +∞, la fase di Gouy tende ad annullarsi
ψ(y) → 0, il numero d’onda kmnq (36) diventa dipendente dalle sole q, mentre la larghezza del fascio
diviene costante lungo l’asse ottico w(y) → w0,q [5] e indipendente da m e n, quindi la (30) assume la
forma seguente:
~umnq,s(~r) ≈
(
1√
2m+nn!m!
)(
2
w0,q
√
piL
)
Hm
(√
2z
w0,q
)
Hn
(√
2x
w0,q
)
e
−x2+z2
w20,q cos (kqy) ˆkq ,s , (38)
nella quale è stato esplicitato il fattore di normalizzazione Cmnq :=
( 1√
2m+nn!m!
)( 2
w0,q
√
piL
)
, laddove ora
il numero d’onda assume la forma semplice kmnq ≈ kq := pi(2q+1)L . Le funzioni di modo {~umnq,s(~r)}
soddisfano le relazioni di ortonormalità∫ +∞
−∞
dx
∫ +L2
−L2
dy
∫ +∞
−∞
dz ~umnq,s(~r) · ~um′n′q′,s′(~r) = δmm′δnn′δqq′δss′ , (39)
e formano una base ortonormale.
2.2.1.3 La quantizzazione del campo elettromagnetico
Il potenziale vettore può essere ora espanso in termini della base ortonormale di funzioni di modo
{~umnq,s(~r)} appena ricavata, sostituendo la costante A introdotta nella (18) con il fattore 1√ε0 dipendente
dalla permettività dielettrica del vuoto, ottenendo:
~A(~r, t) =
∑
m,n,q,s
1√
ε0
qq(t)~umnq,s(~r) , (40)
dove ciascuna qmnq(t), in seguito all’approssimazione effettuata nella (38), dipende dal solo numero
quantico q. Servendosi della nuova espressione per il potenziale vettore, il vincolo fornito dalla gauge di
Coulomb, presente nella seconda delle (14), valido per ciascun modo di oscillazione contrassegnato dal
pedice mnq, s, può essere riscritto come
~∇ · ~umnq,s(~r) = 0 . (41)
Sostituendo la (40) nella prima delle (16), è possibile esprimere il campo elettrico in termini delle funzioni
di modo {~umnq,s(~r)} come
~E(~r, t) = −
∑
m,n,q,s
1√
ε0
q˙q(t)~umnq,s(~r) , (42)
mentre, inserendo il termine a secondo membro della (40) nella seconda delle (16), si riesprime il campo
magnetico come
~B(~r, t) =
∑
m,n,q,s
1√
ε0
qq(t)~∇× ~umnq,s(~r) . (43)
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Sostituendo le espressioni trovate per i campi elettrico e magnetico nell’Hamiltoniana di radiazione
introdotta nella (4), si trova:
HF =
1
2
∑
m,n,q,s
m′,n′,q′,s′
q˙q(t)q˙q′(t)
∫
V
d3~r ~umnq,s(~r) · ~um′n′q′,s′(~r)+
+
c2
2
∑
m,n,q,s
m′,n′,q′,s′
qq(t)qq′(t)
∫
V
d3~r (~∇× ~umnq,s(~r)) · (~∇× ~um′n′q′,s′(~r)) .
(44)
Al fine di riscrivere l’Hamiltoniana in una forma più semplice e intellegibile, si può esprimere il prodotto
fra i due rotori nel modo seguente6:
(~∇× ~ukmq,s(~r)) · (~∇× ~um′n′q′,s′(~r)) = ~∇ · [~um′n′q′,s′(~r)× (~∇× ~umnq,s(~r))]+
+ ~um′n′q′,s′(~r) · [~∇× (~∇× ~umnq,s(~r))] . (45)
Servendosi della relazione di ortonormalità fra le funzioni di modo si semplifica notevolmente il primo
termine della (44) riducendolo a una somma singola:
HF =
1
2
∑
mnq,s
q˙2q (t)+
c2
2
∑
m,n,q,s
m′,n′,q′,s′
qq(t)qq′(t)
[∫
V
d3~r ~∇ · [~um′n′q′,s′(~r)× (~∇× ~umnq,s(~r))]+
+
∫
V
d3~r ~um′n′q′,s′(~r) · [~∇× (~∇× ~ukmnq,s(~r))]
]
.
(46)
Il primo dei due integrali sul volume del risonatore può essere riscritto come un integrale di superficie
grazie al teorema della divergenza di Gauss-Ostrogradskij:∫
V
d3~r ~∇ · [~um′n′q′,s′(~r)× (~∇× ~umnq,s(~r))] =
∫
∂V
d~S · [~um′n′q′,s′(~r)× (~∇× ~umnq,s(~r))] , (47)
dove d~S(~r) indica un vettore ortogonale alla superficie della cavità nel punto ~r, mentre ∂V la superficie
di frontiera associata alla regione di volume V nella quale sono definite le due funzioni di modo. Dal
momento che il campo elettrico è parallelo alla somma dei vettori ~um′n′q′,s′(~r), mentre il campo magnetico
è parallelo alla somma dei vettori ~∇× ~umnq,s(~r), allora il prodotto vettoriale fra di essi è ortogonale ai
suddetti campi. Secondo le condizioni al contorno (32) e (34), la componente non nulla del campo elettrico
è quella ortogonale alla superficie della cavità, mentre la componente non nulla del campo magnetico è
quella parallela. Ne consegue che il vettore ottenuto dal prodotto vettoriale è ortogonale salla superficie
del risonatore, dunque il secondo termine a secondo membro della (46) è nullo. Il rimanente integrale può
essere calcolato avvalendosi della condizione di gauge di Coulomb ~∇ · ~umnq,s(~r) = 0 (41), e dell’equazione
di Helmholtz per la componente spaziale del potenziale vettore (41):
~∇× (~∇× ~umnq,s(~r)) = ~∇(~∇ · ~umnq,s(~r))− ~∇2~umnq,s(~r) = −~∇2~umnq,s(~r) =
= k2q~ukmnq,s(~r) =
(ωq
c
)2
~umnq,s(~r) , (48)
dove ωq è la pulsazione dei modi contrassegnati dallo stesso indice q. Utilizzando la relazione di orto-
normalità tra le funzioni di modo, l’Hamiltoniana della radiazione assume una forma più compatta e
familiare:
HF =
∑
mnq,s
Hmnq,s :=
∑
mnq,s
(
1
2 q˙
2
q (t) +
1
2ω
2
qq
2
q (t)
)
, (49)
6 Usando la relazione vettoriale ~∇ · ( ~F × ~G) = ~G · (~∇× ~F )− ~F · (~∇× ~G), ponendo ~F ≡ ~um′n′q′,s′ (~r) e ~G ≡ ~∇× ~umnq,s(~r), si
trova: ~∇· [~um′n′q′,s′ (~r)× (~∇×~umnq,s(~r))] = ~um′n′q′,s′ (~r) · [~∇× (~∇×~umnq,s(~r))]− (~∇×~umnq,s(~r)) · (~∇×~um′n′q′,s′ (~r)) .
2.2 il modello di jaynes-cummings 15
dunque l’Hamiltoniana del campo elettromagnetico in una cavità di forma arbitraria è esprimibile come
la somma delle Hamiltoniane di oscillatore armonico Hmnq,s associate a ciascun modo denotato con il
pedice mnq, s. Poiché queste ultime sono indipendenti dagli indici m, n e s, le sommatorie su tali indici
presenti nell (49) danno luogo a una costante, che in seguito verrà trascurata. L’energia di ciascun modo
di oscillazione, ora contraddistinto dal solo indice q, è, pertanto, quella di un oscillatore armonico di
massa unitaria e coordinata generalizzata qn(t), caratterizzato dall’Hamiltoniana:
Hq =
1
2 q˙
2
q (t) +
1
2ω
2
qq
2
q (t) . (50)
Definendo come pq := q˙q la variabile di momento, coniugata alla coordinata qq, si possono scrivere le
equazioni di hamilton per il sistema classico descritto dalla (50):
q˙q =
∂Hq
∂pq
, p˙q = −∂Hq
∂qq
= −ω2qqq , (51)
che, combinate insieme, danno luogo all’equazione del moto: q¨q + ω2qqq = 0. Poiché il campo elettrico è
proporzionale a pq, mentre il campo magnetico è proporzionale a qq(t), allora i due campi si comportano
come le due variabili coniugate posizione e momento di un oscillatore armonico meccanico. La quan-
tizzazione degli oscillatori armonici rappresentanti ciascun modo, avviene definendo innanzitutto delle
ampiezze dai valori complessi aq e a∗q , e, in seguito, convertendole in operatori di annichilazione aˆq e di
creazione aˆ†q del modo contrassegnato da q. Si introducono dunque le ampiezze:
aq :=
1√
2 h¯ωq
(ωqqq + ipq) , a
∗
q :=
1√
2 h¯ωq
(ωqqq − ipq) . (52)
In termini di tali ampiezze, le variabili coniugate qq e pq diventano:
qq =
√
h¯
2ωq
(aq + a
∗
q) , pq =
1
i
√
h¯ωq
2 (aq − a
∗
q) . (53)
Sostituendo tali rappresentazioni di qq(t) e pq(t) nell’Hamiltoniana del modo q (50), si trova:
Hq =
1
2 h¯ωn(a
∗
qaq + aqa
∗
q) , (54)
dove è stato mantenuto l’ordine in cui compaiono le ampiezze complesse aq e a∗q nell’Hamiltoniana:
tale accorgimento si rivelerà utile quando verranno sostituite tali ampiezze con gli operatori di seconda
quantizzazione relativi al modo di oscillazione corrispondente. Si procede, dunque, postulando la relazione
di commutazione fra l’operatore qˆq(t) di coordinata generalizzata del modo q e l’operatore pˆq(t) di
momento generalizzato del modo q′
[qˆq, pˆq′ ] = i h¯δq,q′ , (55)
osservando che gli operatori relativi a modi diversi di oscillazione commutano. In termini degli operatori
posizione e momento si definiscono in analogia alle ampiezze aq e a∗q , gli operatori di annichilazione e
creazione aˆq e aˆ†q corrispondenti al modo contrassegnato da q:
aˆq :=
1√
2 h¯ωq
(ωq qˆq + ipˆq) , aˆ
†
q :=
1√
2 h¯ωq
(ωq qˆq − ipˆq) . (56)
Allora, gli operatori di coordinata e momento qˆq e pˆq assumono la forma seguente:
qˆq =
√
h¯
2ωq
(aˆq + aˆ
†
q) , pˆq =
1
i
√
h¯ωq
2 (aˆq − aˆ
†
q) . (57)
Inserendo le equazioni (57) all’interno della (55) si ottiene la relazione di commutazione:
[aˆq, aˆ
†
q′ ] = δqq′ , (58)
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dove sono state usate le relazioni di commutazione:
[aˆq, aˆq′ ] = 0 , [aˆ†q, aˆ
†
q′ ] = 0 . (59)
L’Hamiltoniana (54) relativa al modo q di oscillazione può essere scritta in forma operatoriale come:
Hˆq =
1
2 h¯ωq(aˆ
†
qaˆq + aˆqaˆ
†
q) = h¯ωq
(
aˆ†qaˆq +
1
2
)
, (60)
dove nell’ultimo passaggio è stata usata la relazione di commutazione (58). Si ottiene, quindi, al termine
della procedura di quantizzazione del campo elettromagnetico nella gauge di Coulomb, l’Hamiltoniana
della radiazione nella cavità ottica in forma operatoriale:
HˆF =
∑
q
h¯ωqaˆ
†
qaˆq + Hˆ0 =
∑
q
h¯ωq
(
aˆ†qaˆq +
1
2
)
, (61)
dove Hˆ0 ≡
∑
q
1
2 h¯ωq rappresenta la somma delle energie di punto zero dei singoli oscillatori armonici.
Poiché esiste un numero infiinito di modi di oscillazione, la somma precedente fornisce un contributo
infinito all’Hamiltoniana, che può essere sottratto rinormalizzando l’energia.
A questo punto si possono esprimere gli operatori associati ai campi elettrico ~ˆE e magnetico ~ˆB in termini
degli operatori di seconda quantizzazione definiti nella (56). Scrivendo la (42) in forma operatoriale e
sostituendovi la prima relazione delle (57), l’operatore campo elettrico ~ˆE assume la forma:
~ˆE(~r, t) = −
∑
mnq,s
√
h¯
20ωq
( ˙ˆaq + ˙ˆa†q)~umnq,s(~r) . (62)
Dalla (62) si osserva che la dipendenza temporale dell’operatore di campo elettrico è riconducibile alla
presenza delle derivate prime degli operatori di seconda quantizzazione aˆq e aˆ†q. Utilizzando le equazioni
di Heisenberg per i suddetti operatori e le relazioni di commutazione (58) e (59), si possono esprimere ˙ˆaq
e ˙ˆa†q in funzione degli operatori di annichilazione e creazione aˆq e aˆ†q:
˙ˆaq =
i
h¯
[HˆF , aˆq ] =
i
h¯
[
∑
q′
h¯ωq′
(
aˆ†q′ aˆq′ +
1
2
)
, aˆq ] =
=
i
h¯
∑
q′
h¯ωq′ [aˆ
†
q′ aˆq′ , aˆq ] =
i
h¯
∑
q′
h¯ωq′ [aˆ
†
q′ , aˆq ]aˆq′ = −iωqaˆq ,
(63)
e
˙ˆa†q =
i
h¯
[HˆF , aˆ
†
q ] =
i
h¯
[
∑
q′
h¯ωq′
(
aˆ†q′ aˆq′ +
1
2
)
, aˆ†q ] =
=
i
h¯
∑
q′
h¯ωq′ [aˆ
†
q′ aˆq′ , aˆ
†
q ] =
i
h¯
∑
q′
h¯ωq′ aˆ
†
q′ [aˆq′ , aˆ
†
q ] = iωqaˆ
†
q .
(64)
A partire dai risultati (63) e (64), l’operatore campo elettrico introdotto ~ˆE nella (62) può essere espresso
come:
~ˆE(~r, t) =
∑
m,n,q,s
i
√
h¯ωq
20
(aˆq − aˆ†q)~umnq,s(~r) . (65)
L’operatore associato al campo magnetico ~ˆB può essere ottenuto inserendo la (57) nella (44) riscritta in
forma operatoriale:
~ˆB(~r, t) =
∑
m,n,q,s
√
h¯
20ωq
(aˆq + aˆ
†
q)~∇× ~umnq,s(~r) . (66)
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2.2.1.4 L’Hamiltoniano di singolo modo
Ora si considererà un singolo modo di oscillazione del campo elettromagnetico, scegliendo fra i quelli
descritti dalla (38), quello contrassegnato dai numeri quantici trasversali m = 0 e n = 1: tale modo, noto
come TEM01, ha ampiezza |~u01q,s(~r)|2 massima in corrispondenza delle barriere di potenziale presenti nel
potenziale a tripla buca e pressoché nulla in prossimità dei minimi dello stesso, la cui forma funzionale, già
mostrata in Fig. [cit. figura], verrà introdotta nel paragrafo § 2.5. La funzione di modo ~u01q,s(~r) appena
menzionata presenta, dunque, la forma:
~u01q(~r) =
4x
w20,q
√
piL
e
−x2+z2
w20,q cos (k010y)ˆkq ,s , (67)
dove k010 = piL rappresenta il numero d’onda del modo di cavità. Indicando con ωC :=
pi(2q+1)c
L la
pulsazione del modo di cavità e con ˆk01q,s il versore di polarizzazione, gli operatori campo elettrico
~ˆE(~r, t) (65) e ~ˆB(~r, t) (66) possono essere espressi rispettivamente come
~ˆE(~r, t) = i
√
h¯ωC
20
(aˆkq − aˆ†kq )~u01q,s(~r) , (68)
e
~ˆB(~r, t) =
√
h¯
20ωC
(aˆkq + aˆ
†
kq
)~∇× ~u01q,s(~r) . (69)
Nel seguito verranno omessi gli indici del modo di oscillazione scelto che compaiono negli operatori di
seconda quantizzazione aˆ e aˆ†, nella funzione di modo ~u(~r) e nel versore di polarizzazione ˆ. Trascurando
l’energia di punto zero presente nella (61), l’Hamiltoniana del campo elettromagnetico, secondo il modello
di Jaynes-Cummings, assume una forma particolarmente semplice:
HˆF = h¯ωC aˆ
†aˆ , (70)
dove aˆ† e aˆ indicano rispettivamente l’operatore di creazione e quello di annichilazione di un fotone di
pulsazione ωC all’interno della cavità ottica.
2.2.2 L’Hamiltoniano di materia
Dopo aver introdotto il termine che rappresenta l’energia del campo elettromagnetico quantizzato presen-
te all’interno della cavità ottica, si proseguirà l’analisi con la costruzione dell’Hamiltoniana che descrive
l’accoppiamento fra un modo di oscillazione della radiazione e un sistema atomico a due livelli energetici.
A tale scopo, è possibile seguire due descrizioni che si dimostreranno essere equivalenti: quella di accop-
piamento minimale, che fa uso del potenziale vettore, e quella di interazione campo elettrico-dipolo. Il
prototipo di un sistema a due livelli è un atomo neutro del primo gruppo della Tavola Periodica, che può
essere trattato in approssimazione a un elettrone [41], ossia contemplando fra i suoi componenti soltanto
l’elettrone di valenza di massa me e carica −e ≡ −|e| e il core di massa mc e carica +e, costituito dal nu-
cleo propriamente detto e dai gusci elettronici completi. Inoltre, il potenziale di interazione tra elettrone
e core, di natura coulombiana, può essere tratteggiato come un potenziale centrale efficace Vec(|~re − ~rc|)
che a brevi distanze fra le due particelle presenta andamento − Ze24piε0|~re−~rc| mentre a grandi distanze si
comporta come − e24piε0|~re−~rc| .
Indicando con ~re la posizione dell’elettrone di valenza e con ~pe il suo momento lineare, e con ~rc e ~pc
le medesime quantità ora riferite al core, l’Hamiltoniana classica Hmc di accoppiamento minimale del
sistema presenta la seguente forma:
Hmc :=
(~pe + e ~A(~re, t))2
2me
+
(~pc − e ~A(~rc, t))2
2mc
+ Vec(|~re − ~rc|) . (71)
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Nel calcolo dei quadrati presenti nell’Hamiltoniana Hmc appena introdotta è necessario mantenere l’or-
dine dei vettori nei prodotti scalari, distinguendo ~A · ~pi da ~pi · ~A, dove i = e, c: ciò si rivelerà utile nella
transizione dalla meccanica classica a quella quantistica, cioè quando i momenti verranno sostituiti con
gli operatori corrispondenti, nella rappresentazione delle coordinate: ~ˆpi = −i h¯~∇i con i=e, c.
L’Hamiltoniana precedente può essere riscritta come la somma di tre termini, corrispondenti all’Hamilto-
niana dell’elettrone He, a quella del core Hc e all’energia di interazione elettrostatica fra le due particelle
Vec(|~re − ~rc|):
Hmc := He +Hc + Vec(|~re − ~rc|) . (72)
Applicando la condizione di gauge di Coulomb ~∇ · ~A(~ri, t) = 0 con i=e, c, le Hamiltoniane He e Hc
possono essere riscritte rispettivamente come:
He :=
~p2e
2me
+
e
me
~A(~re, t) · ~pe + e
2
2me
~A2(~re, t) , (73)
e
Hc :=
~p2e
2mc
− e
mc
~A(~rc, t) · ~pc + e
2
2mc
~A2(~rc, t) . (74)
A questo punto, indicando con M = me +mc la massa totale dell’atomo di idrogeno o di un metallo
alcalino, e con µ = memcme+mc la massa ridotta, si possono introdurre le cooordinate del centro di massa ~R
e quelle relative ~r, definite nel modo seguente:
~R :=
me~re +mc~rc
me +mc
=
me
M
~re +
mc
M
~rc , (75)
e
~r := ~re − ~rc . (76)
Le relazioni precedenti possono essere riscritte, servendosi delle definizioni di M e µ, ottenendo per la
posizione dell’elettrone
~re = ~R+
mc
M
~r ≈
(
~R− me
mc
~r
)
+ ~r , (77)
e per quella del core
~rc = ~R− me
M
~r ≈ ~R− me
mc
~r . (78)
Nell’espressione a secondo membro della (78) si nota che, causa del termine memc .
1
1836 , la posizione del
core non coincide esattamente con quella del centro di massa dell’atomo. Analogamente a quanto appena
svolto per le coordinate, si introduce il momento totale ~P associato al moto del sistema di massa M,
definito come
~P := ~pe + ~pc , (79)
e il momento ~p associato al moto relativo della particella di massa ridotta µ che si ricondurrà all’elettrone:
~p :=
memc
me +mc
(
~pe
me
− ~pc
mc
)
=
mc
M
~pe − me
M
~pc . (80)
Usando le definizioni (80) e (81), è possibile esprimere il momento ~pe dell’elettrone come
~pe =
me
M
~P + ~p , (81)
e quello del core ~pc come
~pc =
mc
M
~P − ~p . (82)
A questo punto, è possibile esprimere l’Hamiltoniana (71) in termini di coordinate spaziali e momenti
canonici del centro di massa e relativi, utilizzando le relazioni (75), (76), (79) e (80) e quelle inverse (77),
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(78), (81) e (82). Osservando che la somma delle energie cinetiche di elettrone e core si tramuta nella
somma dell’energia cinetica del centro di massa e di quella del moto relativo7, l’hamiltonana (72) diviene:
Hmc =
~P 2
2M +
~p2
2µ + Vec(|~r|) +
e
µ
{ µ
me
~A
[
~R+
mc
M
~r, t
]
+
µ
mc
~A
[
~R− me
M
~r, t
]}
· ~p+
+
e
M
{
~A
[
~R+
mc
M
~r, t
]
− ~A
[
~R− me
M
~r, t
]}
· ~P+
+
e2
2me
~A2
[
~R+
mc
M
~r, t
]
+
e2
2mc
~A2
[
~R− me
M
~r, t
]
,
(83)
dove sono stati esplicitati gli argomenti dei potenziali vettori ~A. I primi tre termini dell’Hamiltoniana così
ottenuta comprendono le energie cinetiche del centro di massa e della particella di massa µ, e l’energia
coulombiana di interazione tra elettrone e core. L’accoppiamento fra l’atomo e il potenziale vettore, invece,
si esplica in due termini: uno costituito dal prodotto scalare fra il momento relativo ~p e la somma dei
potenziali vettori calcolati nelle posizioni di elettrone e core, e l’altro dal prodotto scalare fra il momento
del centro di massa ~P e la differenza tra i suddetti potenziali vettori. I due termini contenenti quadrati di
potenziali vettori non dipendono dai momenti canonici, ma soltanto dalle coordinate del centro di massa
~R e da quelle relative ~r, che descrivono i gradi di liberà interni al sistema.
La forma funzionale dell’Hamiltoniana Hmc si semplifica notevolmente se viene applicata al potenziale
vettore l’approssimazione di dipolo [54], valida a bassa distanza dal centro di massa. Indicando con δ~r
le espressioni −meM ~r oppure mcM ~r che compaiono nella (83), il potenziale vettore può essere approssimato
espandendolo in serie di Taylor intorno a ~R:
~A( ~R+ δ~r) ≈ ~A( ~R) + (δ~r · ~∇~R) ~A( ~R) +
1
2! (δ~r ·
~∇~R)2 ~A( ~R) + ... . (84)
Giacché il potenziale vettore ~A varia apprezzabilmente con una lunghezza caratteristica dipendente dal-
l’inverso del numero d’onda |~k|, rammentando che memc  1 e che |~r| è delle dimensioni di un atomo, il
valore della correzione lineare (δ~r · ~∇~R) ~A( ~R) presente nella (84) può essere stimato nel modo seguente:
|(δ~r · ~∇~R) ~A( ~R)|
| ~A( ~R)| ∼ δ~r ·
~k . ~r ·~k  1 , (85)
dove, nell’ultima disuguaglianza, il prodotto scalare ~r ·~k è stato approssimato al rapporto fra le dimensioni
dell’atomo (dell’ordine di 10−10 m) e la lunghezza d’onda della radiazione (dell’ordine di 10−6 m). Ne
consegue che il potenziale vettore non varia in maniera significativa all’interno di un atomo, dunque
elettrone e core risentono approssimativamente dello stesso potenziale vettore, cioè di quello calcolato
nelle coordinate del centro di massa ~A( ~R):
~A(~re) ≈ ~A(~rc) ≈ ~A( ~R) . (86)
Inserendo nella (83) i potenziali vettori in approssimazione di dipolo all’ordine zero, si ottiene come
anticipato un’Hamiltoniana dalla forma decisamente più compatta H(0)mc :
H
(0)
mc =
~P 2
2M +
~p2
2µ + Vec(|~r|) +
e
µ
~A( ~R, t) · ~p+ e
2
2µ
~A2( ~R, t) . (87)
L’Hamiltoniana così ricavata può essere decomposta in due termini, di cui uno costituito essenzialmente
dall’energia cinetica del centro di massa HK,CM , e uno che descrive il moto di una particella di massa di
massa ridotta µ e carica −e che risente di un potenziale Coulombiano in una regione in cui il potenziale
vettore è ~A( ~R, t):
H
(0)
mc = HK,CM +Hrel =
~P 2
2M +
1
2µ
[
~p+ e ~A( ~R, t)
]2
+ Vec(|~r|) , (88)
7 In formule: ~p
2
e
2me +
~p2c
2mc =
~P2
2M +
~p2
2µ .
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dove si nota che nell’Hamiltoniana nella forma proposta viene enfatizzato il ruolo dell’elettrone di
valenza all’interno di un atomo del I Gruppo della Tavola Periodica.
Oltre alla descrizione dell’interazione tra materia e radiazione basata sull’accoppiamento minimale, esiste
un approccio che si basa sull’accoppiamento fra dipolo e campo elettrico. Un atomo di idrogeno o di un
metallo alcalino può essere, infatti, visto come un dipolo elettrico costituito dall’elettrone e dal core, avente
momento ~d := −e~r, che interagisce con un campo elettrico esterno ~E non variabile in maniera significativa
all’interno dell’atomo. Per questo motivo è possibile estendere al campo elettrico l’approssimazione di
dipolo (84) all’ordine zero, ottenendo:
~E(~re, t) ≈ ~E(~rc, t) ≈ ~E( ~R, t) . (89)
L’energia di interazione di un atomo in un campo elettrico ~E può essere, quindi, espressa come:
H
(0)
Int := −~d · ~E( ~R, t) = +e~r · ~E( ~R, t) , (90)
dove il momento di dipolo dell’atomo è dato da ~d := e(~rc − ~re) = −e~r, usando la definizione (71). Nella
nuova descrizione, l’Hamiltoniana complessiva dell’atomo in campo elettromagnetico in approssimazione
di dipolo è:
H
(0)
~r· ~E :=
~P 2
2M +
~p2
2µ + Vec(|~r|) + e~r ·
~E( ~R, t) . (91)
Nel seguito verrà dimostrata l’equivalenza fra l’Hamiltoniana di accoppiamento minimale (88) detta anche
Hamiltoniana nella gauge di velocità [41], l’Hamiltoniana con interazione dipolo-campo elettrico (91) nota
anche come Hamiltoniana nella gauge di lunghezza [41], in approssimazione di dipolo all’ordine zero e
trascurando il moto del centro di massa, in accordo con il modello di Jaynes-Cummings-Paul [54]. Questo
fatto fu dimostrato da Marie Göppert-Mayer nella sua tesi di dottorato riguardante le transizioni atomiche
a due fotoni, presentata con Max Born a Gottinga nel 1931 [54]. Per dimostrare tale corrispondenza in
presenza del moto del centro di massa, è necessario invece migliorare l’approssimazione (84), considerando
anche il termine al primo ordine, ovvero quello contenente derivate prime del potenziale vettore rispetto
alle coordinate del centro di massa, e poi effettuare un procedimento analogo a quello che verrà illustrato.
A partire dalle Hamiltoniane (88) e (91), tramite trasformazioni di Legendre inverse, si otterranno le due
rispettive Lagrangiane, che si riveleranno essere equivalenti ossia differenti per la derivata totale di una
funzione delle coordinate spaziali e del tempo. A tale scopo si isolerà il termine quadratico nel momento
del centro di massa ~P presente nelle equazioni (88) e (91), assumendo che ~R sia indipendente dal tempo
e limitandosi pertanto a considerare soltanto le Hamiltoniane che descrivono il moto della particella di
massa ridotta µ corrispondente all’elettrone di valenza:
H
(0)
mc,rel :=
1
2µ
[
~p+ e ~A( ~R, t)
]2
+ Vec(|~r|) , (92)
e
H
~r· ~E,rel :=
~p2
2µ + Vec(|~r|) + e~r ·
~E( ~R, t) . (93)
Le rispettive Lagrangiane vengono calcolate utilizzando la trasformazione di Legendre:
L
(0)
j,rel(~r, ~˙r, t) = ~˙r · ~p(~r, ~˙r, t)−H
(0)
j,rel(~r, ~p(~r, ~˙r, t), t) , (94)
dove j = mc,~r · ~E. Ricavando l’equazione di Hamilton per la posizione relativa ~r a partire dall’Hamilto-
niana di accoppiamento minimale (92), si ottiene:
~˙r = ~∇~pH(0)j,rel =
1
µ
[
~p+ e ~A( ~R, t)
]
. (95)
Invertendo la relazione appena trovata si perviene all’uguaglianza ~p = µ~˙r− e ~A( ~R, t), la cui espressione a
secondo membro può essere inserita nella Lagrangiana (94) caratterizzata da j = mc in luogo del momento
lineare ~p(~r, ~˙r, t). In questo modo si giunge a ottenere la Lagrangiana corrispondente all’Hamiltoniana (92):
L
(0)
mc,rel =
µ
2 ~˙r
2 − Vec(|~r|)− e~˙r · ~A( ~R, t) . (96)
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Aggiungendo alla Lagrangiana appena ricavata il termine e ddt (~r · ~A) dipendente dalla derivata totale
rispetto al tempo, si ricava una Lagrangiana equivalente, ovvero una Lagrangiana che dà luogo alle stesse
equazioni di Eulero-Lagrange.
Tale Lagrangiana presenta la forma:
L˜ = L
(0)
mc,rel + e
d
dt
(~r · ~A) = µ2 ~˙r
2 − Vec(|~r|) + e~r · d
dt
~A( ~R, t) . (97)
Dal momento che il moto del centro di massa viene trascurato, l’argomento ~R del potenziale vettore
~A( ~R, t) può essere considerato indipendente dal tempo, e dunque è possbile sostituire la derivata totale
presente nella (97) con una derivata parziale. Usando la (8) con Φ = 0 ossia ~E( ~R, t) = − ∂∂t ~A( ~R, t) e
applicando la condizione di gauge di Coulomb ~∇ · ~A = 0, si ottiene:
d
dt
~A( ~R, t) =
∂
∂t
~A( ~R, t) = − ~E( ~R, t) . (98)
La Lagrangiana (97) giunge dunque a coincidere con quella corrispondente all’Hamiltoniana H(0)
~r· ~E diinterazione:
L˜ ≡ L(0)
~r· ~E =
µ
2 ~˙r
2 − Vec(|~r|)− e~r · ~E( ~R, t) . (99)
Ciò porta a concludere che la descrizione dell’interazione atomo-radiazione effettuata per mezzo del-
l’Hamiltoniana di accoppiamento minimale H(0)mc è equivalente a quella condotta con l’Hamiltoniana di
interazione dipolo-campo elettrico H(0)
~r· ~E , se si assume che la posizione del centro di massa dell’atomo non
vari nel tempo. L’equivalenza fra le due Hamiltoniane H(0)mc e H(0)
~r· ~E può essere dimostrata anche nel conte-sto quanto-meccanico, limitandosi, come in precedenza, ad analizzare il problema relativo alla particella
di massa µ, trascurando il moto del centro di massa. Indicando la funzione d’onda della particella di
massa ridotta µ e carica −e con ψ˜(~r, t), l’equazione di Schrödinger relativa all’Hamiltoniana H(0)mc è:
i h¯
∂ψ˜(~r, t)
∂t
=
{
1
2µ [~p+ e
~A( ~R, t)]2 + Vec(|~r|)
}
ψ˜(~r, t) , (100)
dove ~p = −i h¯∇~r è l’operatore momento nella rappresentazione delle coordinate, e ~r è l’operatore posizione.
Ora si applica alla funzione d’onda ψ˜(~r, t) la seguente trasformazione di fase locale:
ψ˜(~r, t) := e−i
e
h¯~r· ~A( ~R,t)ψ(~r, t) , (101)
che non è altro che una trasformazione di gauge in cui la funzione Λ(~r, t) è posta uguale a −~r · ~A( ~R, t).
Sostituendo la (101) nell’equazione di Schrödinger (100) si ottiene l’equazione:
i h¯
∂ψ(~r, t)
∂t
=
{
~p2
2µ + Vec(|~r|)− e~r ·
∂
∂t
~A(~r, t)
}
ψ(~r, t) . (102)
Poiché nella condizione di gauge di Coulomb ~E = −∂ ~A∂t , allora a partire dall’equazione precedente (102)
si ricava l’equazione di Schrödinger relativa all’Hamiltoniana di interazione dipolo-campo elettrico H(0)
~r· ~E :
i h¯
∂ψ(~r, t)
∂t
=
{
~p2
2µ + Vec(|~r|) + e~r ·
~E( ~R, t)
}
ψ(~r, t) , (103)
perciò la ψ(~r, t) definita nella (101) è la funzione d’onda che soddisfa l’equazione di Schrödinger avente
il termine di interazione dipendente dal prodotto scalare ~r · ~E. L’equivalenza tra le due Hamiltoniane
così dimostrata è basata sulla trasformazione di gauge locale (101) nella quale il potenziale vettore non
dipende dalle coordinate relative ~r, ma dalle coordinate del centro di massa ~R che si suppongono essere
invarianti nel tempo.
Ora nell’Hamiltoniana presentata nella gauge di lunghezza (91) è possibile distinguere due termini: uno,
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denotato con HA, riguardante il solo atomo, e l’altro, indicato con HI , che descrive l’interazione tra
l’atomo e il campo elettromagnetico di cavità. Tali componenti sono definiti come:
HA :=
~P 2
2M +
~p2
2µ + Vec(|~r|) , (104)
e
HI := e~r · ~E( ~R, t) . (105)
Nella trattazione che segue, verrà trascurato il moto del centro di massa, supponendo che l’atomo sia in
quiete nell’origine ovvero che ~R ≡ ~0, condizione realizzabile a temperature estremamente basse. Inoltre
si assumerà che soltanto due livelli energetici elettronici siano popolati in maniera significativa, essen-
do la frequenza di transizione elettronica quasi in risonanza con quella del campo elettromagnetico di
cavità, indicata con ωC . Denotando con HˆA l’operatore Hamiltoniano atomico, con Eg = h¯ωg e 〈~r|g〉
rispettivamente autovalore e autofunzione di HˆA relativi al livello energetico fondamentale dell’elettrone
di valenza, e con Ee = h¯ωe e 〈~r|e〉 le medesime quantità riferite ora al primo livello eccitato, si ha la
seguente equazione di Schrödinger stazionaria:
HˆA〈~r|j〉 =
(
− h¯
2∇2~r
2µ + Vec(|~r|)
)
〈~r|j〉 = Ej〈~r|j〉 , (106)
dove j = g, e, e HˆA è l’operatore associato all’Hamiltoniana atomica HA (104) nella quale è stata posta
la condizione ~P ≡ ~0. Usando la relazione di completezza∑j=g,e |j〉〈j| = 1, si può esprimere un operatore
atomico Oˆ in termini degli autostati dell’Hamiltoniana atomica:
Oˆ = 1 · Oˆ · 1 =
∑
j,j′=g,e
|j〉〈j|Oˆ|j′〉〈j′| . (107)
In questo modo l’operatore Hamiltoniano HˆA può essere espresso come:
HˆA = Eg|g〉〈g|+Ee|e〉〈e| . (108)
Adottando la rappresentazione vettoriale [54] per gli autovettori di HˆA, |g〉 e |e〉 possono essere riscritti
come:
|g〉 :=
(
0
1
)
, 〈g| := (0, 1) , (109)
e
|e〉 :=
(
1
0
)
, 〈e| := (1, 0) . (110)
Nella rappresentazione dell’energia, appena introdotta, l’Hamiltoniano atomico assume la forma di una
matrice diagonale:
HˆA :=
(
Ee 0
0 Eg
)
=
( 1
2 (Eg +Ee) +
1
2 (Ee −Eg) 0
0 12 (Eg +Ee)− 12 (Ee −Eg)
)
. (111)
Essendo un sistema a due livelli matematicamente equivalente a quello di una particella di spin 12 , è
possibile utilizzare le matrici di Pauli come operatori atomici fondamentali [55]. Definendo, dunque, la
matrice di spin σˆz, nota in questo contesto anche come operatore di inversione [24], come
σˆz := |e〉〈e| − |g〉〈g| =
(
1 0
0 −1
)
, (112)
l’operatore Hamiltoniano atomico HˆA (111) può essere riespresso nel modo seguente:
HˆA = E¯A · 1+ 12 h¯ωA
(
1 0
0 −1
)
= E¯A · 1+ 12 h¯ωAσˆz , (113)
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dove E¯A := 12 (Eg + Ee) rappresenta l’energia media del doppietto, e ωA := ωe − ωg la frequenza di
transizione atomica. Nella (113), il termine E¯A · 1, che rappresenta una costante moltiplicata per la
matrice identità in due dimensioni, può essere tralasciato, analogamente a quanto effettuato nel caso
dell’energia del vuoto, nel passaggio dall’equazione (61) alla (70). Ora si analizza l’operatore HˆI relativo
all’Hamiltoniana (105), contenente il momento di dipolo elettrico atomico, e si esprimerà l’operatore
posizione ~ˆr ivi presente in termini degli autostati dell’Hamiltoniana HˆA. Nel modello di Jaynes-Cummings,
infatti, l’Hamiltoniana di interazione HI viene trattato come una perturbazione rispetto a HA, e gli
autostati dell’operatore HˆA nella rappresentazione della posizione vengono indicati con ψj(~r, t), dove
j = g, e. Inoltre, coerentemente con il fatto che nella (106) è stato tralasciato il termine cinetico che
descrive il moto del centro di massa, nel termine di interazione si porrà ~R ≡ ~0, prendendo l’origine
nella posizione dell’atomo, in quiete. Il campo elettrico che compare in HI (105) viene quindi calcolato
nell’origine, e il corrispondente operatore sarà indicato con ~ˆE(~0, t).
Poichè le funzioni d’onda ψj(~r) che descrivono la struttura interna dell’atomo hanno parità ben definita8,
allora:
〈j|HˆI |j〉 = 〈j|e~ˆr · ~ˆE(~0, t)|j〉 = e〈j|~ˆr|j〉 · ~ˆE(~0, t) =
∫
d3~r e|ψj(~r)|2~r · ~ˆE(~0, t) = 0 , (114)
dove j = g, e. Giacché |ψj |2 è una funzione simmetrica e ~r è una funzione antisimmetrica, l’integrando
nella (114) è antisimmetrico, e perciò, se l’intervallo di integrazione simmetrico rispetto all’origine, tali
elementi di matrice si annullano. Gli elementi di matrice fuori-diagonale danno luogo a
e〈e|~ˆr|g〉 · ~ˆE(~0, t) =
∫
d3~r eψ∗e (~r)~rψg(~r) · ~E(~0, t) := −~d · ~ˆE(~0, t) , (115)
e
e〈g|~ˆr|e〉 · ~ˆE(~0, t) =
∫
d3~r eψ∗g(~r)~rψe(~r) · ~E(~0, t) := −~d∗ · ~ˆE(~0, t) . (116)
L’operatore di dipolo, definito come ~ˆd := −e~ˆr, nella rappresentazione dell’energia prende la forma:
~ˆd = ~d|e〉〈g|+ ~d∗|g〉〈e| . (117)
Tale operatore descrive transizioni dallo stato fondamentale |g〉 allo stato eccitato |e〉 e viceversa, come
si può osservare applicandolo ai suddetti autostati di HˆA:
~ˆd|g〉 = ~d|e〉〈g|g〉+ ~d∗|g〉〈e|g〉 = ~d|e〉 , (118)
e
~ˆd|e〉 = ~d|e〉〈g|e〉+ ~d∗|g〉〈e|e〉 = ~d∗|g〉 . (119)
Si può, dunque, introdurre l’operatore matriciale
σˆ† := |e〉〈g| =
(
0 1
0 0
)
, (120)
che promuove un elettrone dallo stato fondamentale a quello eccitato o annichila un atomo nello stato
eccitato, agendo nel modo seguente:
σˆ†
(
0
1
)
=
(
1
0
)
σˆ†
(
1
0
)
=
(
0
0
)
. (121)
Analogamente, si definisce l’operatore
σˆ := |g〉〈e| =
(
0 0
1 0
)
, (122)
8 L’operatore di parità P commuta con l’operatore HˆA, infatti PHˆA = P
(
− h¯
2 ~ˆ∇2
~r
2µ − e
2
4pi0|~r|
)
= − h¯
2 ~ˆ∇2
~r
2µ − e
2
4pi0|~r| = +HˆA
nella rappresentazione delle coordinate.
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che annichila un atomo nello stato fondamentale o porta un elettrone dallo stato eccitato a quello
fondamentale, agendo nel modo seguente:
σˆ
(
0
1
)
=
(
0
0
)
σˆ
(
1
0
)
=
(
0
1
)
. (123)
Osservando che gli operatori di transizione atomica [24], definiti nelle (120) e (122), sono legati alle matrici
di Pauli σˆx e σˆy dalle relazioni σˆx = σˆ+ σˆ† e σˆy = i(σˆ− σˆ†), e ricordando l’algebra delle matrici di spin,
si conclude che gli operatori σˆ† (120), σˆ (122) e σˆz (112) devono soddisfare le relazioni di commutazione:
[σˆ†, σˆ] = σˆz ,
[σˆz, σˆ
†] = 2σˆ† ,
[σˆz, σˆ] = 2σˆ .
(124)
Utilizzando le matrici di pseudo-spin σˆ† (120) e σˆ (122), si può riscrivere l’operatore di dipolo elettrico ~ˆd
come:
~ˆd := −e~ˆr = ~dσˆ† + ~d∗σˆ . (125)
Considerando un solo modo di oscillazione della radiazione nella cavità, caratterizzato dalla pulsazione
ωC , l’operatore campo elettrico ~ˆE introdotto nella (65) può essere scritto come:
~ˆE(~0, t) = i
√
h¯ωC
20
(aˆ− aˆ†)~u(~0) , (126)
dove sono state utilizzate le coordinate del centro di massa ~R (75). L’Hamiltoniana di interazione HˆI può
essere, quindi, scritta come:
HˆI = i
√
h¯ωC
20
[
~d · ~u(~0)σˆ† + ~d∗ · ~u(~0)σˆ
]
(aˆ− aˆ†) , (127)
dove il prodotto scalare ~d · ~u(~0) può essere espresso come
~d · ~u(~0) = |~d · ~u(~0)|eiφ . (128)
Definendo la costante di accoppiamento fra l’atomo e il campo elettromagnetico come
g(~0) :=
√
ωC
20 h¯
|~d · ~u(~0)| , (129)
calcolata nella posizione del centro di massa dell’atomo ~R ≡ ~0, e scegliendo la fase φ := −pi2 , si può
riscrivere l’Hamiltoniana di interazione fra l’atomo del I Gruppo della Tavola Periodica e il campo
elettromagnetico di cavità come:
HˆI = h¯g(~0)(σˆ† − σˆ)(aˆ− aˆ†) . (130)
L’Hamiltoniana complessiva del sistema, ottenuta sommando i contributi HˆF (52), HˆA (94) e HˆI (108),
diviene quindi:
Hˆ = HˆF + HˆA + HˆI = h¯ωC aˆ
†aˆ+
1
2 h¯ωAσˆz + h¯g(
~0)(σˆ† − σˆ)(aˆ− aˆ†) , (131)
dove l’energia del centro di massa ~P 22M è stata posta uguale a zero nell’ipotesi che l’atomo sia in quiete, e
il termine costante contenente l’energia media del doppietto E¯A è stato trascurato. L’Hamiltoniana così
ottenuta contiene due termini, − h¯g(~0)σˆaˆ e − h¯g(~0)σˆ†aˆ†, che violano la conservazione dell’energia [23]:
il primo rappresenta l’annichilazione di un atomo nello stato eccitato contestuale alla distruzione di un
fotone, l’ultimo raffigura la creazione di un atomo nello stato eccitato e la contemporanea creazione di
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un fotone di pulsazione ωA. L’operazione di cancellazione di tali termini è nota come approssimazione di
onda rotante, ed è applicabile quando la frequenza di transizione atomica ωA è maggiore di qualunque
altra scala di frequenza del sistema [41]. Tale approssimazione può essere spiegata scrivendo l’operatore
Hamiltoniano (131) in visuale di interazione.
L’operatore Hamiltoniano (131) può essere espresso come la somma di due operatori:
Hˆ0 := h¯ωC aˆ†aˆ+
1
2 h¯ωAσˆz , (132)
che descrive l’energia dell’atomo e del campo elettromagnetico non interagenti, e
HˆI := h¯g(~0)(σˆ† − σˆ)(aˆ− aˆ†) , (133)
che rappresenta l’energia d’interazione tra materia e radiazione HˆI . Indicando lo stato del sistema
costituito dall’atomo e dal campo di cavità |Ψ(t)〉, che soddisfa l’equazione di Schrödinger
i h¯
d
dt
|Ψ(t)〉 = Hˆ|Ψ(t)〉 = (Hˆ0 + HˆI) |Ψ(t)〉 , (134)
è possibile definire lo stato |Ψ(I)(t)〉 effettuando la trasformazione:
|Ψ(t)〉 := e− ih¯ Hˆ0t|Ψ(I)(t)〉 , (135)
dove |Ψ(I)(t)〉 denota il vettore in visuale di interazione. L’equazione (134) espressa in tale visuale, assume
una forma molto compatta:
i h¯
d|Ψ(I)(t)〉
dt
= Hˆ
(I)
I |Ψ(I)(t)〉 , (136)
dove Hˆ(I)I rappresenta l’operatore Hamiltoniano di accoppiamento atomo-campo elettromagnetico in
visuale di interazione. Tale operatore è definito come:
Hˆ
(I)
I = e
i
h¯ Hˆ0tHˆIe
− ih¯ Hˆ0t . (137)
L’operatore Hˆ0, che non compare nella (136) è invariante sotto la trasformazione evidenziata nella (137),
poiché commuta con gli operatori unitari e
i
h¯ Hˆ0t e e−
i
h¯ Hˆ0t. A questo punto, si inserisce l’espressione (132),
per esplicitare il contenuto della (137):
Hˆ
(I)
I = h¯g(~r)e
i
2ωAσˆzt(σˆ† − σˆ)e− i2ωCσzteiωC aˆ†aˆt(aˆ− aˆ†)e−iωC aˆ†aˆt . (138)
Dal momento che la matrice di Pauli σz introdotta nella (112) è diagonale, le matrici e
i
2ωAσzt e e−
i
2ωAσzt
sono anch’esse diagonali:
e
i
2ωAσzt =
(
e
i
2ωC 0
0 e−
i
2ωC
)
, e−
i
2ωAσzt =
(
e−
i
2ωC 0
0 e
i
2ωC
)
. (139)
Avvalendosi delle relazioni appena trovate (139), il prodotto matriciale e
i
2ωAσˆztσˆe−
i
2ωCσzt, presente nella
(138), diviene:
e
i
2ωAσˆztσˆe−
i
2ωCσzt =
(
e
i
2ωC 0
0 e−
i
2ωC
)(
0 0
1 0
)(
e−
i
2ωC 0
0 e
i
2ωC
)
=
=
(
0 0
e−iωAt 0
)
= σˆe−iωct . (140)
Con un procedimento analogo si calcola il prodotto matriciale e
i
2ωAσˆztσˆ†e−
i
2ωCσzt = σˆ†eiωAt, pertanto
la parte atomica della (137) diviene:
e
1
2 iωAσˆzt(σˆ† − σˆ)e− 12 iωAσˆz = σˆ†eiωAt − σˆe−iωAt . (141)
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Ora si analizza la parte della (138), dipendente dagli operatori di seconda quantizzazione del campo
elettromagnetico, per i quali la trasformazione illustrata nella (137) porge eiωC aˆ†aˆtaˆe−iωC aˆ†aˆt = aˆe−iωC t
se applicata all’operatore di annichilazione aˆ, e eiωC aˆ†aˆtaˆ†e−iωC aˆ†aˆt = aˆ†eiωC t se applicata a quello di
creazione aˆ† di un fotone di pulsazione ωC . La differenza tra detti termini dà luogo a:
eiωC aˆ
†aˆt(aˆ− aˆ†)e−iωC aˆ†aˆt = aˆe−iωC t − aˆ†eiωC t . (142)
Allora l’Hamiltoniano Hˆ(I)I in visuale di interazione assume la forma:
Hˆ
(I)
I = h¯g(
~0)(σˆ†eiωAt − σˆe−iωAt)(aˆe−iωC t − aˆ†eiωC t) , (143)
ovvero
Hˆ
(I)
I = h¯g(
~0)(σˆaˆ†ei(ωC−ωA)t + σˆ†aˆe−i(ωC−ωA)t − σˆaˆe−i(ωC+ωA)t − σˆ†aˆ†ei(ωC+ωA)t) . (144)
I termini che non conservano l’energia sono moltiplicati per termini oscillatori che coinvolgono la somma
delle frequenze di cavità e di transizione atomica. Al contrario, i termini corrispondenti a processi che
conservano l’energia, σˆaˆ† e σˆ†aˆ, sono moltiplicati per un’esponenziale contenente la desintonizzazione
∆ = ωC −ωA. Pertanto, i primi variano rapidamente nel tempo (con una frequenza approssimativamente
doppia rispetto a quella di cavità), mentre i secondi variano molto lentamente. Dal momento che l’equa-
zione di Schrödinger è un’equazione differenziale del primo ordine nel tempo, la sua risoluzione richiede
l’integrazione nel tempo, procedimento che porta a ottenere al denominatore di ciascuno dei primi termini
le somme di frequenze e al denominatore di ciascuno dei secondi differenze fra le stesse [54]. Poiché gli
addendi dominanti si rivelano essere i secondi, l’Hamiltoniano Hˆ(I)I in visuale di interazione può essere
approssimato come:
Hˆ
(I)
I ≈ h¯g(~0)(σˆaˆ†ei∆t + σˆ†aˆe−i∆t) . (145)
L’Hamiltoniano appena ottenuto può essere riscritto in visuale di Schrödinger, divenendo:
HˆI := h¯g(~0)(σˆaˆ† + σˆ†aˆ) . (146)
In conclusione, si è mostrato che, in approssimazione di onda rotante, il modello di Jaynes-Cummings per
un atomo a due livelli che interagisce con un singolo modo della radiazione è descritto dall’Hamiltoniano
[24]:
Hˆ := h¯ωC aˆ†aˆ+
1
2 h¯ωAσˆz + h¯g(
~0)(σˆaˆ† + σˆ†aˆ) . (147)
2.3 l’interazione di contatto
Nel precedente paragrafo si è focalizzato l’attenzione sulla costruzione dell’Hamiltoniana atta a descrivere
l’interazione di un sistema di atomi ultrafreddi con la radiazione di cavità, trascurando il moto del centro
di massa di ciascun atomo. Ora, invece, si prenderanno in esame gli effetti delle interazioni interatomiche
più significative, quali quelle di van der Waals, derivate dall’interazione fra i momenti di dipolo elettrico
di due atomi. A tale scopo si considera un semplice sistema composto da due atomi bosonici identici a
spin nullo e di massaM , che interagiscono tramite un potenziale centrale V ( ~R1, ~R2) = V (|~R1− ~R2|), ove
~R1 e ~R2 rappresentano i rispettivi vettori posizione in un determinato sistema di riferimento inerziale.
L’operatore Hamiltoniano in prima quantizzazione che descrive tale sistema è della forma:
Hˆ( ~R1, ~R2) = − h¯
2
2M
~∇2~R1 −
h¯2
2M
~∇2~R2 + Vˆ ( ~R1, ~R2) , (148)
dove sono stati omessi i circonflessi sugli operatori posizione. L’Hamiltoniano precedente può essere ri-
scritto in termini della coordinata del centro di massa ~RCM :=
~R1+ ~R2
2 e di quella relativa ~r := ~R1 − ~R2.
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In seguito a tale trasformazione è possibile separare l’Hamiltoniano dipendente dalle sole coordinate del
centro di massa HˆCM ( ~R) da quello che descrive il moto relativo ~Hrel(~r):
Hˆ( ~R1, ~R2) = HˆCM ( ~R) + Hˆrel(~r) = − h¯
2
2MCM
~∇2~R −
h¯2
2µrel
~∇2~r + Vˆ (r) , (149)
dove µrel := M2 indica la massa ridotta del sistema, MCM := 2M la massa totale e r := |~R1 − ~R2| = |~r|.
Dal momento che il potenziale d’interazione è indipendente dal tempo, la soluzione dell’equazione di
Schrödinger dipendente dal tempo corrispondente alla (149), denotata con Ψ( ~R,~r, t) può essere scritta
come il prodotto delle soluzioni delle equazioni di Schrödinger associate alle Hamiltoniane Hˆrel(~r) e
HˆCM ( ~R):
Ψ( ~R,~r, t) = Φ( ~R)ψ(~r)e−
i(ECM+Erel)t
h¯ , (150)
dove ECM è l’energia del centro di massa, mentre Erel è l’energia legata al moto relativo dei due atomi.
Il problema iniziale è stato quindi disaccoppiato, in due problemi a un corpo, dei quali il primo porge
come soluzioni onde piane, mentre il secondo verrà analizzato con l’ausilio dalla teoria quantistica dello
scattering. Considerando l’Hamiltoniano del moto relativo Hrel(~r), definendo il potenziale ridotto come
Uˆ(r) := 2µrel
h¯2
Vˆ (r) e indicando l’autofunzione associata all’autovalore dell’energia Erel,k = h¯
2k2
2µrel con
ψk(~r), si ottiene la seguente equazione di Schrödinger stazionaria:
(~∇2~r + k2 − Uˆ(r))ψk(~r) = 0 . (151)
A elevate distanze dalla regione in cui si è verificato l’urto, la soluzione del problema agli autovalori
riguardante il moto relativo, può essere scritta come la somma della funzione d’onda incidente ψinc(~r) e
della funzione d’onda diffusa ψsc(~r). La prima, che descrive lo stato antecedente al contatto, è un’onda
piana di particella libera, mentre la seconda è un’onda che rappresenta il flusso di particelle provenienti da
un centro diffusore [20]. Denotando con ~k il vettore d’onda associato all’onda piana incidente e ponendo
~k ‖ zˆ, la funzione d’onda ψk(~r) assume la forma:
ψk(~r) →
r→+∞ ψinc(~r) + ψsc(~r) →r→+∞ A
[
eikz + fk(θ)
eikr
r
]
, (152)
dove r = |~r|, A è la costante di normalizzazione, mentre fk(θ) è l’ampiezza di diffusione, dipendente
dall’angolo fra il momento relativo iniziale e quello finale, ma non dall’angolo azimutale φ giacché il
potenziale d’interazione è centrale e il sistema è simmetrico per rotazioni intorno all’asse zˆ, lungo il quale
si propaga il fascio incidente. La natura bosonica degli atomi interagenti impone che la funzione d’onda del
sistema sia simmetrica per lo scambio delle coordinate delle due particelle, ovvero per la trasformazione
~r → −~r. Tale condizione non risulta soddisfatta dalla (152), dunque è necessario costruire a partire dalla
stessa una funzione d’onda appropriata per atomi che seguono la statistica di Bose-Einstein. Esprimendo
la coordinata z in coordinate sferiche, e denotando con C la nuova costante di normalizzazione, si ottiene
una funzione d’onda con il seguente andamento asintotico:
ψk(~r) −→
r→+∞ C
[
eikr cos θ + e−ikr cos θ + (fk(θ) + fk(pi− θ))e
ikr
r
]
. (153)
L’ampiezza di diffusione diviene, quindi, la somma delle ampiezze di diffusione relative ai cammini a)
e b) illustrati in Figura 3, che, in presenza di particelle identiche, appaiono indistinguibili dal punto di
vista quantistico [34]. Inoltre la natura centrale del potenziale d’interazione si riflette nella conservazione
del momento angolare della particella di massa ridotta µ: esistono dunque stati stazionari con momento
angolare ben definito, comuni a Hrel(~r), ~L2 e Lz. La funzione d’onda ψk(~r) può essere, quindi, sviluppata
28 atomi bosonici in campo di cavità
Figura 3: Le due ampiezze interferenti fk(θ) e fk(pi− θ) in una collisione fra particelle identiche.
in serie di onde parziali, nelle quali la dipendenza angolare è determinata dalle armoniche sferiche con
m = 0, indicate con Y 0l (θ):
ψk(~r) −→
r→+∞ C
[+∞∑
l=0
il
√
4pi(2l+ 1)Y 0l (θ)(1+ (−1)l)·
· e
iδl(k)(ei(kr−
lpi
2 +δl(k)) − e−i(kr− lpi2 +δl(k)))
2ikr
]
, (154)
dove l indica il numero quantico angolare e δl(k) lo sfasamento della diffusione. Le armoniche sferiche,
richiamate nella (154), sono legate ai polinomi di Legendre dalla relazione Y 0l (θ) =
√
2l+1
4pi Pl(cos θ), in
cui Pl(cos θ) = 12ll!
dl
d cosl θ [(cos
2 θ− 1)l]. Isolando nella (154) i termini riconducibili alle onde piane
e±ikr cos θ =
+∞∑
i=0
(±i)l
√
4pi(2l+ 1)
sin (kr− lpi2 )
kr
Y 0l (θ) , (155)
si ottiene la seguente espressione per l’ampiezza di diffusione del processo d’urto:
fk(θ) + fk(pi− θ) = 1
k
+∞∑
l=0
√
4pi(2l+ 1)(1+ (−1)l)eiδl(k) sin δl(k)Y 0l (θ) . (156)
A temperature inferiori a quella di condensazione TC , i numeri d’onda k assumono valori molto bassi,
dunque gli sfasamenti δl(k) per un potenziale centrale con andamento asintotico dato da V (~r)r→+∞ ≈ 1rn ,
scalano come k2l+1 se l < n−32 , o come kn−2 altrimenti. Ciò significa che per un potenziale di van der
Waals, per il quale n = 6, si ha che δ0(k) ∝ k, δ1(k) ∝ k3, mentre δl(k) ∝ k4 se l ≥ 2. Ne consegue che
lo sviluppo al secondo membro della (156) a temperature particolarmente ridotte è dominato dl termine
δ0(k) detto di onda s:
fk(θ) + fk(pi− θ) →
k→0
2
k
eiδ0(k) sin δ0(k) ≈ 2
k
δ0(k) . (157)
L’ampiezza di diffusione è legata alla sezione d’urto σ del processo dalla relazione differenziale:
dσ
dΩ
= |fk(θ) + fk(pi− θ)|2 . (158)
La sezione d’urto complessiva è ottenuta integrando sulle coordinate angolari ambo i membri dell’equa-
zione (158). Essendo lo stato caratterizzato dagli angoli θ e φ coincidente con quello identificato da pi− θ
e φ+ φ, per evitare il doppio conteggio, è necessario limitarsi ad integrare su metà dell’angolo solido
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totale 4pi [22]. A tale scopo si può scegliere di integrare nell’intervallo 0 ≤ θ ≤ pi2 e 0 ≤ φ ≤ 2pi: La sezione
d’urto totale σ è, quindi, pari a:
σ =
∫ +1
0
d(cos θ) |fk(θ) + fk(pi− θ)|2 =
=
4pi
k2
+∞∑
l=0
(2l+ 1)(1+ (−1)l) sin2(δl(k)) →
k→0
8piδ20(k)
k2
:= 8pia2s , (159)
dove sono state utlizzate le proprietà delle armoniche sferiche Y 0l (cos θ), ed è stata introdotta la lunghezza
di diffusione in onda s as. Tale grandezza, definita come
as := −δl(k)
k
= −fk(θ) , (160)
rappresenta il raggio d’azione caratteristico del potenziale d’interazione. Anche non conoscendone esatta-
mente la forma funzionale, è possibile costruire un potenziale di interazione efficace che presenti sfasamen-
to e lunghezza di diffusione identici a quelli del potenziale reale, e che dia luogo ad autofunzioni dotate
del corretto comportamento asintotico a elevate distanze dalla regione di collisione. Nei gas ultrafreddi
diluiti, dove la quantità di moto degli atomi è particolarmente limitata, la distanza media fra gli atomi,
tipicamente dell’ordine di 10−7m, è di almeno tre ordini di grandezza superiore al raggio d’azione effettivo
del potenziale [18], ovvero as  n¯− 13 , dove n¯ rappresenta la densità numerica media del gas di bosoni.
Sotto le medesime ipotesi, se la distanza media tra le particelle è molto minore della lunghezza di De
Broglie ad esse associata, la probabilità che si verifichi un urto ternario o di ordine maggiore è molto
inferiore a quella di osservarne uno binario. In tali circostanze, per schematizzare le interazioni si ricorre
a uno pseudopotenziale a delta di Dirac [31]:
V ( ~R1, ~R2) =
4pi h¯2as
M
δ(3)( ~R1 − ~R2) := gδ(3)( ~R1 − ~R2) , (161)
dove ~R1 e ~R2 indicano le posizioni di due atomi bosonici, eM la massa di ciascuno di essi. Tale potenziale
di contatto è descritto da due soli parametri, la massa della specie atomica considerata e la lunghezza di
scattering, e presenta raggio d’azione estremamente corto: assume valori non nulli soltanto quando due
funzioni d’onda si sovrappongono spazialmente. I gas di 87Rb, 23Na e 1H presentano potenziale interatomi-
co repulsivo, caratterizzato da lunghezza di diffusione in onda s pari a rispettivamente 5.77 nm, 2.75 nm
e 0.065 nm, mentre nel caso del 7Li l’interazione è repulsiva e contraddistinta da as = −1.45 nm [18].
Nel seguito si considererà la lunghezza di diffusione come un parametro dipendente dal livello energetico
elettronico dell’elettrone più esterno di ciascun atomo interagente, e dunque nello studio di un sistema a
due livelli si denoterà con agg la as relativa a due atomi nello stato fondamentale, con aee quella relativa
a due atomi nello stato eccitato, e con aeg ≡ age la lunghezza di diffusione associata all’interazione fra
un atomo nello stato eccitato e uno nello stato fondamentale.
2.4 il laser di pompa
Al campo di cavità di pulsazione ωC e funzione di modo TEM01q, ora si affianca una sorgente laser,
in grado di immettere, attraverso uno degli specchi posti alle estremità del risonatore, luce coerente di
pulsazione ωL, quasi in risonanza con quella del modo di cavità, in quanto si discosta da quest’ultima
di una quantità tipicamente pari alla piena larghezza di riga a metà altezza (FWHM) 2∆ωC [47]. Il
contributo del laser di pompa si traduce nella comparsa di un’espressione di natura fenomenologica
all’interno dell’Hamiltoniano di radiazione HˆF (70), che così acquisisce una dipendenza esplicita dal
tempo [3] [53]:
HˆF = h¯ωC aˆ
†aˆ− i h¯η(aˆeiωLt − aˆ†e−iωLt) , (162)
dove η > 0 s−1 è un parametro correlato al tasso di decadimento del modo di cavità κ e all’ampiezza
del campo elettrico oscillante generato dal laser EL [3]. L’Hamiltoniano così ottenuto mostra analogie
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con quello di un oscillatore armonico soggetto a una forza sinusoidalmente dipendente dal tempo, con
pulsazione ωL. Allo scopo di eviscerare tale affinità, ci si avvarrà delle equazioni (56), che esprimono
la relazione fra gli operatori di seconda quantizzazione fotonici aˆ e aˆ† e gli operatori di posizione qˆ e
momento pˆ di un oscillatore armonico:
aˆ :=
√
ωC
2 h¯m
(
mqˆ+
i
ωC
pˆ
)
, aˆ† :=
√
ωC
2 h¯m
(
mqˆ− i
ωC
pˆ
)
, (163)
nelle quali è stata esplicitata la dipendenza dalla massa m. Inserendo nell’Hamiltoniano (162) le equazioni
appena richiamate, si ottiene:
HˆF =
pˆ2
2m +
mω2C qˆ
2
2 + η
√
2 h¯mωC qˆ sin (ωLt) + η
√
2 h¯
mωC
pˆ cos (ωLt) . (164)
Rimpiazzando ora gli operatori presenti nella(164) con le corrispondenti variabili classiche, si ottiene
l’Hamiltoniana di un corpo puntiforme di massa m, che oscilla con una pulsazione ωC , e sul quale agisce
una forza variabile con pulsazione ωL. A partire dall’Hamiltoniana si ricavano le seguenti equazioni del
moto: q˙ = ∂H∂p = pm + η
√
2 h¯
mωC
cos (ωLt)
p˙ = −∂H∂q = −mω2Cq− η
√
2 h¯mωC sin (ωLt)
. (165)
Derivando rispetto al tempo la prima delle due equazioni, e sostituendo p˙ con l’espressione contenuta al
secondo membro della seconda equazione, si ottiene la seguente equazione differenziale di secondo ordine:
q¨+ ω2Cq+ η
√
2 h¯ωC
m
(
1+ ωL
ωC
)
sin (ωLt) = 0 , (166)
dalla quale si osserva che l’ampiezza della forzante è F = −η√2 h¯mωC
(
1 + ωLωC
)
, mentre l’ampiezza
dell’oscillazione è pari a A = F
ω2
C
−ω2
L
=
√
2 h¯m
ωC
( 1
ωL−ωC
)
.
2.5 il potenziale di confinamento
Il confinamento di gas bosonici neutri a basse temperature richiede l’utilizzo di tecniche basate su intera-
zioni più deboli di quella coulombiana, sfruttata per l’intrappolamento di gas ionizzati. A tale scopo, gli
apparati sperimentali di più largo utilizzo sono le trappole magnetiche, basate sull’uso dell’interazione di
dipolo magnetico, quelle ottiche, che si avvalgono dell’interazione tra campo elettrico esterno e momento
di dipolo indotto, e quelle magneto-ottiche, che rappresentano una combinazione delle due precedenti[50].
Altri sistemi di confinamento, ancora in fase di perfezionamento, sono le trappole gravito-ottiche e quelle
gravito-magnetiche, basate rispettivamente sull’utilizzo di specchi atomici e ottici [10].
Prima di essere inseriti in trappole meno profonde come quelle magnetiche e ottiche, gli atomi boso-
nici vengono pre-raffreddati in trappole magneto-ottiche (note anche con l’acronimo MOT), che sono
composte da tre coppie di fasci laser contropropaganti lungo direzioni ortogonali, e da due bobine di
Helmholtz coassiali e percorse da corrente in sensi opposti, in grado di generare un campo magnetico
non uniforme nello spazio. L’asse delle bobine coincide con la direzione di propagazione di due fasci
laser contropropaganti, caratterizzati dall’avere polarizzazione circolare, elicità opposta [50] e frequenza
leggermente inferiore a quella di transizione atomica ωA. All’interno della regione di campo magnetico,
gli atomi tendono ad assorbire la radiazione che si propaga nel verso opposto rispetto al loro moto, dal
momento che, per effetto Doppler, essa apparirà di frequenza più vicina a ωA. Tale processo consente loro
di ridurre la quantità di moto in una data direzione, giacché la successiva emissione spontanea del fotone
avviene in direzione casuale, e dunque il momento lineare delle particelle in media non varia. Inoltre, il
campo magnetico esterno, interagendo con il momento di dipolo magnetico di ciascun atomo, dà origine
a un potenziale di interazione dipendente dalla posizione, e allo spostamento Zeeman delle righe spettrali,
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favorendo l’assorbimento di fotoni nelle aree a campo più intenso.
A brevi distanze dal punto di intersezione tra i fasci laser contropropaganti, e a velocità di deriva sufficien-
temente bassa ma comunque superiore a hMλA
9 , la forza agente su ciascun atomo dipende linearmente
dallo spostamento dalla posizione di equilibrio e dalla velocità: gli atomi bosonici tendono quindi a ral-
lentare come se si trovassero immersi in un fluido viscoso, motivo per cui il sistema prende il nome di
melassa ottica. La temperatura minima otttenibile in questa configurazione, è data dalla temperatura
Doppler TD := h¯∆ωA2kB , che, per atomi di metalli alcalini, è dell’ordine di 100 µK [10], dove ∆ωA è la
larghezza totale a metà altezza della riga di transizione atomica, in assenza di campo magnetico.
Nel sistema preso in esame, si considerano atomi opportunamente pre-raffreddati, posti all’interno di una
trappola ottica di dipolo [29], che sfrutta l’interazione dispersiva fra radiazione fortemente desintonizzata
rispetto alla frequenza di transizione atomica e il momento di dpolo elettrico indotto. Tale congegno
consente un confinamento per tempi più lunghi rispetto a quelli permessi dalle trappole a pressione di
radiazione e rende possibile la costruzione di geometrie di potenziale più complesse di quelle ottenibili
tramite trappole a dipolo magnetico. Per illustrare tale meccanismo di confinamento, è possibile con-
siderare l’atomo come un oscillatore armonico semplice e il campo elettrico come un campo classico,
indicandolo con ~E( ~R, t) = (E( ~R, t)e−iωt + E∗( ~R)eiωt)ˆ, dove E( ~R) rappresenta l’ampiezza complessa del
campo elettrico, mentre ˆ il vettore di polarizzazione. Il momento di dipolo elettrico indotto, denotato con
~pi( ~R, t) = (℘i( ~R, t)e−iωt + ℘∗i ( ~R)e
iωt)ˆ, è legato al campo elettrico oscillante nel tempo con frequenza ω,
tramite la seguente relazione tra le rispettive ampiezze:
℘i( ~R) := αE( ~R) . (167)
Nell’uguaglianza appena esposta, α simboleggia la polarizzabilità complessa, che dipende dalla frequenza
ω ed assume valori tanto più significativi quanto maggiore è il numero atomico [20]. In un approccio
semiclassico, il valore di tale grandezza può essere stimato, schematizzando l’atomo come un sistema a
due livelli, che interagisce con il campo di radiazione classico e, trascurando effetti dovuti alla saturazione,
si ottiene un risultato analogo a quello ricavabile a partire dal modello di Lorentz classico:
α = 6piε0c3
Γ
ω2
A
ω2A − ω2 − i( ω
3
ω2
A
)Γ
, (168)
dove
Γ =
ω3A
3pi0 h¯c3
|〈e|(−e~r · ˆ)|e〉|2 (169)
rappresenta lo smorzamento, che comprende il tasso di decadimento dello stato eccitato. Il risultato
classico, ricavato a partire dalla formula di Larmor, Γ = e
2ω2
A
6pi0mec3 è in buon accordo con quello contenuto
nella precedente formula (168), nel caso di atomi di metalli alcalini come Na, K, Rb e Cs [29]. Se, nella
trappola a dipolo, la radiazione è sufficientemente desintonizzata rispetto alla frequenza di transizione,
lo stato eccitato rimane scarsamente popolato e l’espressione di α enunciata nella (168) resta valida. Il
potenziale di interazione del momento di dipolo indotto ~pi con il campo elettrico ~E è dato da:
U( ~R) = −12 〈~pi(
~R, t) · ~Ep( ~R, t)〉 , (170)
dove le parentesi angolari denotano la media temporale sui termini rapidamente oscillanti. Inoltre, il
fattore 12 deriva dal fatto che il dipolo elettrico è indotto e il potenziale U( ~R) è ottenuto dalla somma del-
l’energia necessaria la realizzazione del dipolo, pari a 12 〈~pi( ~R, t) · ~Ep( ~R, t)〉 [32], e di quella d’interazione
con il campo esterno, data dall’espressione −〈~pi( ~R, t) · ~Ep( ~R, t)〉, del tutto analoga a quella presenta-
9 A partire da tale velocità minima è possibile calcolare la temperatura di rinculo [10] Trec := 2pi
2 h¯2
MAλAkB
=
h¯2k2A
2MAkB
, che per
atomi di metalli alcalini è dell’ordine di 0, 5 µK, dove kA è il numero d’onda corrispondente alla frequenza di transizione
ωA.
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ta nella (90). Avvalendosi della definizione della polarizzabilità fornita nell’equazione (167), l’energia
d’interazione U( ~R) può essere riscritta introducendo l’intensità del campo I = 20c|E( ~R)|2:
U( ~R) = − 120cRe(α)I(
~R) = −
3pic2(ω2A − ω2)( Γω2
A
)
(ω2A − ω2)2 +
(
ω6
ω4
A
)
Γ2
I( ~R) . (171)
Considerando desintonizzazioni ∆ := ω − ωA tali per cui |∆|  ωA, ω, e smorzamento Γ ridotto, e
applicando l’approssimazione di onda rotante, la (171) può essere riscritta come
U( ~R) ≈ − 3pic
2Γ
ω2A(ω
2
A − ω2)
I( ~R) = −3pic
2
2ω3A
( Γ
ωA + ω
+
Γ
ωA − ω
)
I( ~R) ≈ 3pic
2
2ω3A
Γ
∆
I( ~R) . (172)
Dall’equazione così ottenuta, si osserva che, per frequenze di oscillazione inferiori a quella di risonanza,
tali per cui ∆ < 0, il potenziale di dipolo assume segno negativo e perciò l’interazione attrae gli atomi
verso le regioni di massima intensità I( ~R), in corrispondenza delle quali il potenziale presenta i valori
minimi. Quest’ultimo ha dipendenza spaziale determinata dall’intensità I( ~R), la quale a sua volta è
proporzionale al quadrato del modulo del campo elettrico generato dalla radiazione coerente. Come si
dimostrerà in Appendice A, con un’opportuna disposizione di fasci laser è possibile realizzare un potenziale
di intrappolamento esprimibile come la somma di un potenziale a tripla buca unidimensionale UTW (X),
di interesse per lo studio dell’effetto tunnel, e di uno armonico bidimensionale UH(Y,Z) 10:
U( ~R) = UTW (X) + UH(Y,Z) =
− VTW
[ ∑
s=−1,0,1
exp
(
−2(X − s · l)
2
w2TW
)]
+
1
2Mω
2
H(Y
2 + Z2) (173)
dove M rappresenta la massa di un atomo bosonico, e ωH la pulsazione del potenziale armonico, di
valore sufficientemente elevato da permettere di considerare il sistema come pressoché unidimensionale.
Per quanto concerne il termine di tripla buca, ritratto in Figura 4 a pagina seguente, il parametro VTW
definisce la profondità della buca di potenziale, l la distanza fra i tre minimi dello stesso, e wTW la
larghezza di ciascun avvallamento.
Dal momento che l’equazione agli autovalori associata a un potenziale gaussiano non è risolubile analiti-
camente, allora potenziali come UTW (X) vengono spesso approssimati a potenziali con forme funzionali
diverse, come il potenziale armonico o quello di Pöschl-Teller [49]. Nel primo caso, il potenziale UTW (X),
avente la forma
UTW,H(X) = −VTW
{ ∑
s=−1,0,1
[
1− 2(X − s · l)
2
w2TW
]}
, (174)
consente di ottenere autostati e autovalori che risultano in buon accordo [43] con quelli del potenziale
UTW (X) soltanto ai livelli di eccitazione più bassi, giacché quest’ultimo ha profondità finita e ammette
un numero finito di autostati legati. Nel secondo caso, lo spettro, composto da livelli energetici non
equispaziati, si rivela un’approssimazione migliore [43] di quello di UTW (X), e il potenziale presenta il
seguente aspetto:
UTW,PT (X) = −VTW
{ ∑
s=−1,0,1
cosh2
[√
2(X − s · l)
wTW
]}
. (175)
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L’Hamiltoniana di Jaynes-Cummings, presentata nel paragrafo § 2.2.2, si riferiva a un sistema costituito
da un solo atomo del I Gruppo della Tavola Periodica, interagente con un singolo modo di oscillazione
10 Il potenziale di confinamento degli atomi bosonici ha il medesimo andamento di quello mostrato da T. Lahaye, T. Pfau e L.
Santos [38]. In quello proposto da L. Dell’Anna, G. Mazzarella, V. Penna e L. Salasnich [19], invece, il potenziale a tripla
buca è bidimensionale e presenta minimi disposti in corrispondenza dei vertici di un triangolo equilatero, mentre quello
armonico è unidimensionale.
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Figura 4: Il potenziale gaussiano a tripla buca unidimensionale UTW (X), riprodotto con l = 53wTW . Nel seguito,
le grandezze correlate al minimo di potenziale posto in X = −l saranno denotate con i pedici L, quelle legate al
minimo situato in X = 0 con i pedici C, e quelle connesse al minimo presente in X = +l con i pedici R. A causa
della simmetria per riflessioni di tale potenziale, gli avvallamenti laterali L e R saranno indicati collettivamente
con S.
del campo elettromagnetico, di frequenza ωC . In quel contesto, era stato tralasciato il moto del centro
di massa dell’atomo, focalizzandosi sulla sua struttura interna e schematizzando quest’ultimo come un
sistema a due soli livelli energetici accessibili, separati da un’energia pari a h¯ωA, molto vicina a ωC . Ora,
tale Hamiltoniana riveste un ruolo fondamentale per la costruzione dell’Hamiltoniana complessiva del gas
diluito di NA atomi bosonici, debolmente interagenti, posto all’interno di una cavità ottica, e soggetto
a un potenziale di confinamento U( ~R) (175) generato da una trappola ottica a dipolo di opportuna
geometria. Nella definizione dell’Hamiltoniano complessivo, occorre estendere gli Hamiltoniani di singolo
atomo HA (113) e HI (146) a un sistema a NA atomi, tenendo conto dell’energia cinetica del centro
di massa di ciasun bosone, del potenziale d’intrappolamento (175) e dello pseudopotenziale di contatto
V ( ~R, ~R′) (161). Utilizzando il formalismo della teoria quantistica dei campi, si ottiene l’hamiltoniano
atomico HˆA a molte particelle:
HˆA =
NA∑
j=1
(
− h¯
2
2M
~∇2~Rj + U(
~Rj) + E¯1
(j)
2 +
1
2 h¯ωAσˆ
(j)
z
)
+
+
1
2
NA∑
j,k=1
j 6=k
∑
ξ,ξ′=g,e
gξ,ξ′δ
(3)( ~Rj − ~Rk)|ξ〉j |ξ′〉k〈ξ′|k〈ξ|j ,
(176)
dove compaiono le matrici di pseudo-spin generalizzate per un sistema di NA atomi bosonici, indicate
con σˆ†(j) := |e〉j〈g|j , σˆ(j) := |g〉j〈e|j e σˆ(j)z := |e〉j〈e|j − |g〉j〈g|j con j = 1, 2, ..., NA, in analogia a
quelle definite nelle (120), (122) e (112) rispettivamente. Inoltre, nella (176), è presente anche un termine
dipendente dall’energia media E¯ del doppietto di livelli energetici elettronici, discendente da quello che
compariva nella (113), ed è stata esplicitata la dipendenza della costante di accoppiamento g, definita
nella (161), dall’autostato dell’Hamiltoniano elettronico (108) associato a ciascun atomo interagente. Alle
costanti gξξ′ corrispondono, dunque, le lunghezze di diffusione in onda s aξξ′ , legate alle prime dalle
relazioni:
gξξ′ =
4pi h¯2as,ξξ′
M
, (177)
34 atomi bosonici in campo di cavità
dove ξ, ξ′ = g, e.
Prima di estendere l’Hamiltoniano HˆI (146) a un sistema a molti atomi, si definisce la funzione di modo
adimensionale f( ~R) nel modo seguente:
f( ~R) :=
√
Veffu( ~R) =
√
2X
σ
cos (kY )e−
X2+Z2
2σ2 , (178)
dove Veff :=
piw20L
4 indica il volume efficace del modo di oscillazione TEM01q [37], k :=
pi(2q+1)
L ≡ ωCc
il numero d’onda del modo di cavità, e σ := w0√2 la larghezza del profilo gaussiano nel piano (X,Z).
Avvalendosi della definizione di f( ~R) appena fornita, la costante di accoppiamento g( ~R), calcolata nella
(129) per un atomo in quiete nell’origine, può essere scritta come:
g( ~R) =
√
ωC
2ε0 h¯
|~d · ~u( ~R)| =
√
ωC
2ε0 h¯
|~d · ˆ|u( ~R) =: ΩRf( ~R) , (179)
dove
ΩR := |~d · ˆ|
√
ωC
2ε0 h¯Veff
(180)
rappresenta la frequenza di Rabi, che regola lo scambio di eccitazioni fra gli atomi e il campo elettro-
magnetico di cavità [24]. Servendosi della (179) è possibile esprimere l’Hamiltoniano HˆI , che descrive
l’interazione fra gli atomi bosonici e il campo di cavità, nel modo seguente:
HˆI = −i h¯ΩR
NA∑
j=1
(
f( ~Rj)(aˆσˆ
†(j) − aˆ†σˆ(j))) , (181)
ove il fattore −i discende dal fatto che si è scelto di porre la fase φ, introdotta nella (128), uguale a pi,
anziché a pi2 , come effettuato invece nel § 2.2.2.
Sommando l’Hamiltoniano del campo elettromagnetico HˆF (162), comprensivo del termine dovuto alla
presenza del laser di pompa introdotto nel § [cit. Paragrafo], agli Hamiltoniani HˆA (176) e HˆI (181)
appena ricavati, si perviene, quindi, all’Hamiltoniano complessivo Hˆ:
Hˆ = HˆA + HˆI + HˆF = h¯ωC aˆ
†aˆ− i h¯η(eiωLtaˆ− e−iωC taˆ†)+
+
NA∑
j=1
(
− h¯
2
2M
~∇2~Rj + U(
~Rj) + E¯1
(j)
2 +
1
2 h¯ωAσˆ
(j)
z
)
+
+
NA∑
j=1
(
−i h¯ΩRf( ~Rj)(aˆσˆ†(j) − aˆ†σˆ(j))
)
+
+
1
2
NA∑
j,k=1
j 6=k
∑
ξ,ξ′=g,e
gξξ′δ
(3)( ~Rj − ~Rk)|ξ〉j |ξ′〉k〈ξ′|k〈ξ|j .
(182)
L’Hamiltoniano Hˆ (182) può essere scritto nel formalismo della seconda quantizzazione calcolando i valori
di aspettazione degli operatori di singola e doppia particella presenti nelle espressioni a secondo membro
delle (179) e (180), rispetto agli operatori di campo degli atomi bosonici Ψˆ( ~R) e Ψˆ†( ~R) [41]. Il primo
di questi rappresenta l’operatore di annichilazione di un atomo nella posizione ~R, mentre il secondo
l’annichilazione di un atomo nella medesima posizione. Gli operatori appena introdotti soddisfano le
relazioni di commutazione bosoniche:
[Ψˆ( ~R), Ψˆ†( ~R′)] = δ(3)( ~R− ~R′) ,
[Ψˆ†( ~R), Ψˆ†( ~R′)] = 0 ,
[Ψˆ( ~R), Ψˆ( ~R′)] = 0 .
(183)
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Avvalendosi della relazione di completezza per la base di autostati dell’Hamiltoniano elettronico (106),
|g〉〈g|+ |e〉〈e| = 1, è possibile scrivere gli operatori di campo atomici Ψˆ( ~R) e Ψˆ†( ~R) nel modo seguente:
Ψˆ( ~R) = |g〉Ψˆg( ~R) + |e〉Ψˆe( ~R) , Ψˆ†( ~R) = Ψˆ†g( ~R)〈g|+ Ψˆ†e( ~R)〈e| , (184)
dove |g〉 e |e〉 sono gli autoket relativi all’Hamiltoniano elettronico di un singolo atomo (106) [41], i cui
gradi di libertà di spin sono stati ignorati. Inoltre Ψˆg( ~R) (risp. Ψˆ†g( ~R)) indica l’operatore di annichilazione
(risp. creazione) di un atomo con elettrone di valenza nello stato fondamentale, mentre Ψˆe( ~R) (risp. Ψˆ†e( ~R)
simboleggia l’operatore di annichilazione (risp. creazione) di un atomo avenete elettrone più esterno nello
stato eccitato. Tali operatori bosonici, introdotti nelle (184), soddisfano a relazioni di commutazione
analoghe alle (183):
[Ψˆξ( ~R), Ψˆ
†
ξ′(
~R′)] = δ(3)( ~R− ~R′)δξξ′ ,
[Ψˆ†ξ( ~R), Ψˆ
†
ξ′(
~R′)] = 0 ,
[Ψˆξ( ~R), Ψˆξ′( ~R
′)] = 0 ,
(185)
dove ξ, ξ′ = g, e. Con l’ausilio degli operatori di seconda quantizzazione definiti nelle (184), l’Hamiltoniano
atomico HˆA e quello di interazione HˆI , relativi al gas di NA atomi bosonici, possono essere riespressi
come segue:
HˆA :=
∑
ξ=g,e
∫
d3 ~R Ψˆ†ξ( ~R)
[
− h¯
2
2M
~∇2~R + U( ~R) +Eeδξ,e +Egδξ,g
]
Ψˆξ( ~R)+
+
1
2
∑
ξ,ξ′=g,e
gξξ′
∫
d3 ~R
∫
d3 ~R′ Ψˆ†ξ( ~R)Ψˆ
†
ξ′(
~R′)δ(3)( ~R− ~R′)Ψˆξ′( ~R′)Ψˆξ( ~R) ,
(186)
e
HˆI := −i h¯ΩR
∫
d3 ~R f( ~R)[aˆΨˆ†eΨˆg( ~R)− aˆ†Ψˆ†g( ~R)Ψˆe( ~R)] . (187)
L’Hamiltoniano atomico HˆA (186) può essere riscritto, ponendo Eg ≡ 0 ed Ee ≡ h¯ωA, e integrando sulle
coordinate ~R′, ottenendo:
HˆA :=
∑
ξ=g,e
∫
d3 ~R Ψˆ†ξ( ~R)
[
− h¯
2
2M
~∇2~R + U( ~R) + h¯ωAδξ,e
]
Ψˆξ( ~R)+
+
1
2
∑
ξ,ξ′=g,e
gξξ′
∫
d3 ~R Ψˆ†ξ( ~R)Ψˆ
†
ξ′(
~R)Ψˆξ′( ~R)Ψˆξ( ~R) .
(188)
L’Hamiltoniano complessivo Hˆ diviene quindi:
Hˆ = h¯ωC aˆ
†aˆ− i h¯η(eiωLtaˆ− e−iωC taˆ†)+
+
∑
ξ=g,e
∫
d3 ~R Ψˆ†ξ( ~R)
[
− h¯
2
2M
~∇2~R + U( ~R) + h¯ωAδξ,e
]
Ψˆξ( ~R)+
+
1
2
∑
ξ,ξ′=g,e
gξξ′
∫
d3 ~R Ψˆ†ξ( ~R)Ψˆ
†
ξ′(
~R)Ψˆξ′( ~R)Ψˆξ( ~R)+
− i h¯ΩR
∫
d3 ~R f( ~R)[aˆΨˆ†eΨˆg( ~R)− aˆ†Ψˆ†g( ~R)Ψˆe( ~R)] .
(189)
Per rimuovere la dipendenza temporale dall’operatore Hamiltoniano di cavità HˆF , si può applicare una
trasformazione unitaria con l’ausilio dell’operatore Uˆ , che trasformi ogni operatore Oˆ in un operatore
ˆ˜O := Uˆ OˆUˆ † e ogni stato |ψ〉 nello stato |ψ˜〉 := Uˆ |ψ〉. Esplicitando la dipendenza dal tempo dell’operatore
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Uˆ(t), se l’equazione di Schrödinger originaria è i h¯ ddt |ψ(t)〉 = Hˆ(t)|ψ(t)〉, l’equazione trasformata dovrà
preservare la forma di quella precedente:
i h¯
d
dt
|ψ˜(t)〉 = H˜|ψ˜(t)〉 , (190)
dove l’Hamiltoniano H˜ è indipendente dal tempo. La relazione che sussiste fra detto operatore e quello
originale può essere ricavata inserendo l’identità Uˆ †(t)Uˆ(t) = 1 all’interno dell’equazione di Schrödinger
originaria e moltiplicando a sinistra ambo i membri per Uˆ(t),:
Uˆ(t)Hˆ(t)Uˆ †(t)Uˆ(t)|ψ(t)〉 = i h¯Uˆ(t) d
dt
(
Uˆ †(t)Uˆ(t)|ψ(t)〉)
Uˆ(t)Hˆ(t)Uˆ †(t)|ψ˜(t)〉 = i h¯Uˆ(t) ˙ˆU †(t)|ψ˜(t)〉+ i h¯ d
dt
(|ψ˜(t)〉) , (191)
dove, nel secondo passaggio, è stata sfruttata la relazione tra |ψ(t)〉 e | ˆ˜ψ(t)〉. Tenendo conto che ddt
(
Uˆ(t)Uˆ †(t)
)
=
, ovvero che Uˆ(t) ˙ˆU(t)† = − ˙ˆU(t)Uˆ †(t), l’equazione (191) può essere riscritta come:
i h¯
d
dt
(|ψ˜(t)〉) = (Uˆ(t)Hˆ(t)Uˆ †(t) + i h¯ ˙ˆU(t)Uˆ †(t))|ψ˜(t)〉 . (192)
Dal confronto fra la (192) e la (190), si ottiene la relazione fra l’Hamiltoniano trasformato ˜ˆH e quello
originario Hˆ(t):
˜ˆH := Uˆ(t)Hˆ(t)Uˆ †(t) + i h¯
∂Uˆ(t)
∂t
Uˆ †(t) . (193)
L’operatore Uˆ(t) associato alla trasformazione unitaria che consente di ricavare un Hamiltoniano ˜ˆH
indipendente dal tempo è [61]:
Uˆ(t) = exp
{
iωLt
[
aˆ†aˆ+
∫
d3 ~R Ψˆ†e( ~R)Ψˆe( ~R)
]}
. (194)
Agendo su spazi di Hilbert diversi, gli operatori di seconda quantizzazione della radiazione aˆ e aˆ† commu-
tano con gli operatori di campo bosonici Ψˆe( ~R) e Ψˆ†e( ~R), quindi è possibile riscrivere l’operatore unitario
Uˆ(t) (194) come il prodotto di due operatori UˆF (t) e UˆA(t), anch’essi unitari:
Uˆ(t) = exp
{
iωLtaˆ
†aˆ
}
exp
{
iωLt
∫
d3 ~R Ψˆ†e( ~R)Ψˆe( ~R)
}
=: UˆF (t)UˆA(t) , (195)
dove UˆF (t) := exp
{
iωLtaˆ
†aˆ
}
commuta con gli operatori di campo degli atomi bosonici, mentre UˆA(t) :=
exp
{
iωLt
∫
d3 ~R Ψˆ†e( ~R)Ψˆe( ~R)
}
commuta con gli operatori di creazione e annichilazione del campo elet-
tromagnetico. Per calcolare l’Hamiltoniano trasformato ˜ˆH, è necessario utilizzare la seguente formula,
discendente da quella di Baker-Campbell-Hausdorff [21]:
eiλAˆBˆe−iλAˆ = eiλγ , (196)
dove Aˆ e Bˆ sono due operatori che soddisfano la relazione di commutazione [Aˆ, Bˆ] = γBˆ, con γ ∈ R.
Avvalendosi della (196) e ponendo λ = ωLt, gli operatori traformati ˜ˆa e ˜ˆa†, relativi al campo di cavità,
assumono la forma seguente:
˜ˆa := Uˆ(t)aˆUˆ †(t) = aˆe−iωLt ,
˜ˆa† := Uˆ(t)aˆ†Uˆ †(t) = aˆ†eiωLt ,
(197)
grazie alle relazioni di commutazione (58) e (59). Analogamente, gli operatori di campo bosonici di
annichilazione Ψˆξ( ~R) e di creazione Ψˆ†ξ( ~R) con ξ = e, g trasformano sotto la (194) come:
˜ˆΨe( ~R) := Uˆ(t)Ψˆe( ~R)Uˆ †(t) = Ψˆe( ~R)e−iωLt ,
˜ˆΨ†e( ~R) := Uˆ(t)Ψˆ
†
e( ~R)Uˆ
†(t) = Ψˆ†e( ~R)e
iωLt ,
˜ˆΨg( ~R) := Uˆ(t)Ψˆg( ~R)Uˆ †(t) = Ψˆg( ~R) ,
˜ˆΨ†g( ~R) := Uˆ(t)Ψˆ
†
g( ~R)Uˆ
†(t) = Ψˆg( ~R) ,
(198)
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dove nel calcolo sono state utilizzzate le relazioni di commutazione (185) fra gli operatori atomici di
seconda quantizzazione, oltre che l’identità (196). Osservando che l’operatore a un corpo Eξ( ~R) :=
− h¯22M ~∇2~R + U( ~R) + h¯ωAδξ,e e la funzione di modo f( ~R) commutano con l’operatore Uˆ(t), servendosi
dei risultati delle (197) e (198), a partire dalla definizione (193), si ottiene l’Hamiltoniano complessivo
trasformato ˜ˆH:
˜ˆH :=− h¯∆C aˆ†aˆ− i h¯η(aˆ− aˆ†)+
+
∑
ξ=g,e
∫
d3 ~R Ψˆ†ξ( ~R)
[
− h¯
2
2M
~∇2~R + U( ~R)− h¯∆Aδξ,e
]
Ψˆξ( ~R)+
+
1
2
∑
ξ,ξ′=g,e
gξξ′
∫
d3 ~R Ψˆ†ξ( ~R)Ψˆ
†
ξ′(
~R)Ψˆξ′( ~R)Ψˆξ( ~R)+
+−i h¯ΩR
∫
d3 ~R f( ~R)[aˆΨˆ†eΨˆg( ~R)− aˆ†Ψˆ†g( ~R)Ψˆe( ~R)] ,
(199)
dove sono state definite la desintonizzazione atomica ∆A := ωL − ωA, e la desintonizzazione del campo
di cavità ∆C := ωL − ωC rispetto alla frequenza del laser di pompa ωL. A partire dall’Hamiltoniano
trasformato ˜ˆH, che verrà d’ora innanzi denotato con il simbolo di quello originale Hˆ per semplicità
di notazione, possono essere determinate le seguenti equazioni di Heisenberg relative agli operatori di
seconda quantizzazione della radiazione aˆ e aˆ†:
i h¯
∂aˆ
∂t
= [aˆ, Hˆ ] = − h¯∆C aˆ+ i h¯η+ i h¯ΩR
∫
d3 ~Rf( ~R)Ψˆ†g( ~R)Ψˆe( ~R) , (200)
e
i h¯
∂aˆ†
∂t
= [aˆ†, Hˆ ] = + h¯∆C aˆ† + i h¯η+ i h¯ΩR
∫
d3 ~Rf( ~R)Ψˆ†e( ~R)Ψˆg( ~R) . (201)
Analogamente, le equazioni di Heisenberg relative agli operatori di campo degli atomi bosonici Ψˆξ( ~R) e
Ψˆ†ξ( ~R), con ξ = g, e sono:
i h¯
∂Ψˆg( ~R)
∂t
= [Ψˆg( ~R), Hˆ ] =
− h¯22M ~∇2~R + U( ~R) + ∑
ξ=g,e
ggξΨˆ
†
ξ(
~R)Ψˆξ( ~R)
 Ψˆg( ~R)+
+ i h¯ΩRf( ~R)aˆ†Ψˆe( ~R) , (202)
i h¯
∂Ψˆ†g( ~R)
∂t
= [Ψˆ†g( ~R), Hˆ ] = −Ψˆ†g( ~R)
− h¯22M ~∇2~R + U( ~R) + ∑
ξ=g,e
ggξΨˆ
†
ξ(
~R)Ψˆξ( ~R)
+
+ i h¯ΩRf( ~R)aˆΨˆ†e( ~R) , (203)
i h¯
∂Ψˆe( ~R)
∂t
= [Ψˆe( ~R), Hˆ ] =
− h¯22M ~∇2~R + U( ~R)− h¯∆A + ∑
ξ=g,e
ggξΨˆ
†
ξ(
~R)Ψˆξ( ~R)
 Ψˆe( ~R)+
− i h¯ΩRf( ~R)aˆΨˆg( ~R) , (204)
i h¯
∂Ψˆ†e( ~R)
∂t
= [Ψˆ†e( ~R), Hˆ ] = −Ψˆ†e( ~R)
− h¯22M ~∇2~R + U( ~R)− h¯∆A + ∑
ξ=g,e
ggξΨˆ
†
ξ(
~R)Ψˆξ( ~R)
+
− i h¯ΩRf( ~R)aˆ†Ψˆ†g( ~R) . (205)
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Nel limite in cui la desintonizzazione atomica è molto maggiore delle altre scale di frequenza caratteristiche
del sistema, allora la popolazione nello stato eccitato diviene esigua e pressoché costante nel tempo. Ciò
significa che ∆A 
√
NAΩR, h¯−1VTW , h¯−1NAgξ,ξ′ , dove
√
NAΩR rappresenta la frequenza di interazione
tra gli atomi e il campo elettromagnetico, mentre h¯−1VTW è la frequenza legata alla profondità del
potenziale di confinamento a tripla buca, e h¯−1NAgξ,ξ′ indica la frequenza d’interazione di contatto fra
gli atomi bosonici [61]. Sotto tali condizioni, dall’equazione (200) si ottiene che l’operatore di campo
atomico relativo allo stato eccitato raggiunge adiabaticamente il suo valore di equilibrio:
Ψˆe( ~R) ' −iΩRf(
~R)
∆A
aˆΨˆg( ~R) . (206)
A questo punto, le equazioni del moto degli operatori di seconda quantizzazione aˆ fotonico e Ψˆg( ~R)
atomico prendono la forma:
i h¯
∂aˆ
∂t
= − h¯∆C a¯+ i h¯η+ h¯ΩR∆A aˆ
∫
d3 ~R f2( ~R)Ψˆg( ~R)Ψˆg( ~R) , (207)
i h¯
∂Ψˆg( ~R)
∂t
=
[
− h¯
2
2M
~∇2~R + U( ~R) + h¯
Ω2R
∆A
f2( ~R)aˆ†aˆ+ gggΨˆ†g( ~R)Ψˆg( ~R)
]
Ψˆg( ~R) , (208)
dove è stato trascurato il termine di interazione fra gli atomi nello stato fondamentale e quelli nello stato
eccitato caratterizzato dalla costante gge, giacché la popolazione dei secondi è molto inferiore a quella dei
primi. Partendo da tali equazioni, è possibile ricavare l’Hamiltoniano efficace che le genera:
Hˆeff := − h¯∆C aˆ†aˆ− i h¯η(aˆ− aˆ†)+
+
∫
d3 ~R Ψˆ†g( ~R)
[
− h¯
2
2M
~∇2~R + U( ~R) + h¯U0aˆ
†aˆf2( ~R) +
1
2gggΨˆ
†
g( ~R)Ψˆg( ~R)
]
Ψˆg( ~R) , (209)
dove è stata introdotta la costante U0 :=
Ω2
R
∆A
relativa all’accoppiamento tra gli atomi bosonici e il campo
di cavità.
Grazie all’eliminazione adiabatica della popolazione nello stato eccitato, l’interazione tra atomo e fo-
tone è data essenzialmente dal fotone dispersivo diffuso dagli atomi. Di conseguenza compare un nuovo
potenziale di origine ottica, proporzionale al numero di fotoni e avente ampiezza efficace U0aˆ†aˆ e dipen-
denza dalla posizione regolata da f2( ~R), funzione che, per opportuni valori di L e σ, presenta valori
massimi in corrispondenza delle barriere di potenziale fra le buche. Quando la frequenza di transizione
atomica è desintonizzata verso il rosso rispetto alla frequenza del laser di pompa ωL, ossia quando ∆A e
U0 assumono valori negativi, il potenziale appena descritto è in grado di abbassare le barriere presenti nel
potenziale di tripla buca UTW (X), definito nella (173), agevolando il tunneling atomico fra i minimi del
potenziale, come si può osservare in Figura 5 a pagina seguente. In queste condizioni, gli atomi bosonici
tendono a posizionarsi in prossimità dei massimi di intensità del quadrato del modulo della funzione di
modo della cavità f2( ~R) (178) [29]. Viceversa, quando la desintonizzazione è verso il blu, ovvero quando
∆A e U0 assumono valori positivi, il potenziale ottico risulta repulsivo, e quindi il fenomeno del tunneling
appare inibito.
2.6.1 L’Hamiltoniano efficace in approssimazione a tre modi
Al fine di ottenere espressioni esplicite per gli operatori di campo atomici (184), si consideri l’Hamiltoniano
atomico imperturbato HA,0( ~R), espresso nel formalismo della prima quantizzazione:
HA,0( ~R) := − h¯
2
2M∇
2
~R
+ U( ~R) . (210)
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Figura 5: Nel disegno è ritratta in forma schematica la cavità ottica di Fabry-Pérot al cui interno è confinato il
gas diluito di atomi bosonici. In magenta è riprodotto l’andamento lungo l’asse X della funzione di modo TEM01q
di oscillazione del campo elettromagnetico nel risonatore, e in verde il potenziale di confinamento a tripla buca
unidimensionale con l = 2σ.
Poiché il potenziale U( ~R) (173) è scrivibile come la somma di un potenziale dipendente dalla sola coordi-
nata X, UTW (x), e di uno dipendente dalle coordinate Y e Z, UH(Y, Z), è possibile esprimere HA,0( ~R)
come la somma di due Hamiltoniani indipendenti,
HTW (X) := − h¯
2
2M
∂2
∂X2
+ UTW (X) , (211)
e
HH(Y,Z) := − h¯
2
2M
( ∂2
∂Y 2
+
∂2
∂Z2
)
+ UH(Y, Z) . (212)
Un autostato dell’Hamiltoniano HA,0( ~R) è, quindi, esprimibile, come il prodotto fra un autostato dell’Ha-
miltoniano di oscillatore armonico bidimensionale HH(Y,Z), e di uno dell’Hamiltoniano caratterizzato
dal potenziale a tripla buca lineare HTW (X). Dal momento che il confinamento armonico bidimensionale
è molto intenso, a temperature inferiori alla TC di condensazione di Bose-Einstein, si osserva che solo
il livello energetico fondamentale E0,H := h¯ωH di HH(Y, Z) è popolato. Ne consegue che la dipenden-
za dalle coordinate (Y, Z) di un operatore di campo bosonico è regolata dall’autostato corrispondente
all’energia E0,H , indicato con ϕ00(Y, Z) e definito come:
ϕ00(Y,Z) :=
(MωH
pi h¯
) 1
2 e−
MωH (Y
2+Z2)
2 h¯ . (213)
Nell’analisi del problema unidimensionale, invece, la dipendenza dalla coordinata X degli operatori di
campo atomici è determinata dai tre autostati a energia più bassa φi(X), con i = 0, 1, 2, associati alle
rispettive autoenergie Ei,TW dell’Hamiltoniano HTW (X). Inoltre, si suppone che l’energia media E¯TW
di tale tripletto di stati sia ben distanziata dall’energia E3,TW corrispondente al terzo stato eccitato
φ3(X), e che l’accensione adiabatica del campo elettromagnetico di cavità lasci gli autostati e lo spettro
dell’Hamiltoniano di singolo atomo pressoché invariati. Denotando con ∆ETW la differenza di energia
E4,TW − E¯TW , l’assunzione precedente appare sensata se ∆ETW  −U0ξ2〈f2( ~R)〉 [61], dove ξ2 è il nu-
mero di fotoni nella cavità, e 〈f2( ~R)〉 rappresenta il valor medio del quadrato del modulo della funzione
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di modo (178), calcolato rispetto alla funzione d’onda del condensato. Giacché il potenziale UTW (X)
è simmetrico rispetto all’origine, e dunque invariante per riflessioni, gli autostati di HH(X) presentano
simmetria definita, dunque sono anche autostati dell’operatore di parità unidimensionale PX . E’ possibile
dimostrare che gli autostati a indice pari sono simmetrici, e che il numero di nodi cresce all’aumentare
dell’energia degli stessi. Tramite combinazioni lineari delle autofunzioni φ0(X), φ1(X) e φ2(X), possono
essere costruite tre funzioni d’onda simili a quelle di Wannier, wi(X), con i = L,C,R, caratterizzate dal-
l’avere ampiezza soltanto in corrispondenza dell’i-esimo avvallamento del potenziale UTW (X). Indicando
con bˆi l’operatore di annichilazione bosonico associato alla funzione d’onda wi(X) localizzata nel sito i
del potenziale, dove i = L,C,R, e con bˆi il rispettivo operatore di creazione, che soddisfano le relazioni
di commutazione
[bˆi, bˆ
†
j ] = δij ,
[bˆi, bˆj ] = 0 ,
[bˆ†i , bˆ
†
j ] = 0 ,
(214)
valide per i, j = L,C,R, l’espressione degli operatori di campo atomici Ψˆ†g( ~R) e Ψˆg( ~R) in termini di
dette funzioni prende il nome di approssimazione a tre modi. Gli operatori di creazione Ψˆ†g( ~R) e di
annichilazione Ψˆg( ~R) possono, pertanto, essere scritti rispettivamente come
Ψˆ†g( ~R) =
(
w∗L(X)bˆ
†
L +w
∗
C(X)bˆ
†
C +w
∗
R(X)bˆ
†
R
)e−Y 2+Z22l2H√
pilH
, (215)
e
Ψˆg( ~R) =
(
wL(X)bˆL +wC(X)bˆC +wR(X)bˆR
)e−Y 2+Z22l2H√
pilH
, (216)
dove lH =
√
h¯
MωH
rappresenta la lunghezza caratteristica del confinamento armonico intenso lungo il
piano (Y,Z), che si suppone essere molto maggiore rispetto alla larghezza di ciascun minimo wTW di
UTW (X)(175). Per ottenere l’Hamiltoniano in approssimazione a due modi si sostituiscono le espressioni
relative agli operatori di campo atomici all’interno della parte dell’Hamiltoniano efficace complessivo (209)
contenente detti operatori:∫
d3 ~R Ψˆ†g( ~R)
[
− h¯
2
2M
~∇2~R + U( ~R) + h¯U0aˆ
†aˆf2( ~R) +
1
2gggΨˆ
†
g( ~R)Ψˆg( ~R)
]
Ψˆg( ~R) . (217)
Nell’espressione precedente si possono distinguere l’Hamiltoniano atomico imperturbato efficace HˆeffA,0 ,
quello di interazione interatomica HˆeffA,1 , e quello d’interazione con il campo di cavità Hˆ
eff
I , definiti
rispettivamente come segue:
HˆeffA,0 :=
∫
d3 ~R Ψˆ†g( ~R)
[
− h¯
2
2M
~∇2~R + U( ~R)
]
Ψˆg( ~R) , (218)
HˆeffA,1 :=
1
2ggg
∫
d3 ~R Ψˆ†g( ~R)Ψˆ†g( ~R)Ψˆg( ~R)Ψˆg( ~R) , (219)
e
HˆeffI := h¯U0aˆ
†aˆ
∫
d3 ~R Ψˆ†g( ~R)f2( ~R)Ψˆg( ~R) , (220)
dove, nella terza definizione, si è tenuto conto del fatto che gli operatori di seconda quantizzazione della
radiazione aˆ† e aˆ commutano con gli operatori di campo atomici Ψˆ†g( ~R) e Ψˆg( ~R). Fattorizzando l’operatore
atomico di annichilazione come
Ψˆg( ~R) := φˆ(X)ϕ(Y,Z) , (221)
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e quello di creazione come
Ψˆ†g( ~R) := ϕ
∗(Y,Z)φˆ†(X) , (222)
e ricordando le definizioni precedenti di HTW (X) (211) e HH(Y,Z) (212), l’Hamiltoniano efficace HˆeffA,0
può essere riscritto come:
HˆeffA,0 =
∫
dX
∫
dY
∫
dZ
[
ϕ∗(Y, Z)φˆ†(X)
(
HTW (X) +HH(Y,Z)
)
φˆ(X)ϕ(Y,Z)
]
=
∫
dX
[
φˆ†(X)HTW (X)φˆ(X)
] ∫
dY
∫
dZ
[
ϕ∗(Y,Z)ϕ(Y,Z)
]
+
+
∫
dX
[
φˆ(X)†φˆ(X)
] ∫
dY dZ
[
ϕ∗(Y, Z)HH(Y, Z)ϕ(Y, Z)
]
=
=
∫
dX
[
φˆ†(X)HTW (X)φˆ(X)
]
+
+
∫
dX
[
φˆ†(X)φˆ(X)
] ∫
dY
∫
dZ
[
ϕ∗(Y,Z)HH(Y,Z)ϕ(Y, Z)
]
,
(223)
dove, nell’ultimo passaggio, è stata utilizzata la relazione di normalizzazione di ϕ(Y,Z), ovvero quella del-
l’autostato dell’oscillatore armonico bidimensionale relativo al livello energetico fondamentale ϕ00(Y,Z)
(213),
∫
dY
∫
dZ ϕ∗(Y, Z)ϕ(Y, Z) =
∫
dY
∫
dZ ϕ∗00(Y,Z)ϕ00(Y,Z) = 1. Poiché ϕ(Y, Z) := ϕ00(Y,Z) è
autostato di HH(Y,Z), il secondo integrale dell’ultimo addendo presente nella (223) può essere calcolato
esplicitamente: ∫
dY
∫
dZ
[
ϕ∗(Y,Z)HH(Y,Z)ϕ(Y, Z)
]
= h¯ωH . (224)
L’integrale nella coordinata X presente nell’ultimo addendo della (223) può, invece, essere calcolato
avvalendosi della definizione dell’operatore φˆ(X) :=
∑
i=L,C,R wi(X)bˆi:∫
dX φˆ†(X)φˆ(X) =
∑
i,j=L,C,R
[(∫
dX w∗i (X)wj(X)
)
bˆ†i bˆj
]
. (225)
Considerando il fatto che le funzioni d’onda localizzate wi(X), con i = L,C,R, soddisfano le relazioni di
ortonormalità
∫
dX w∗i (X)wj(X) = δij , il termine a secondo membro della (225) diventa:∑
i=L,C,R
bˆ†i bˆi =
∑
i,j=L,C,R
nˆi = NˆA , (226)
in cui nˆi = bˆ†i bˆi indica l’operatore numero di atomi presenti nel sito i del potenziale, mentre NˆA simbo-
leggia l’operatore numero totale degli atomi nella cavità ottica.
Il primo integrale a secondo membro della (223) può, invece, essere riscritto nel modo seguente:∫
dX
[
φˆ†(X)HTW (X)φˆ(X)
]
=
3∑
i,j=L,C,R
bˆ†i bˆj
[∫
dX w∗i (X)
(
− h¯
2
2M
d2
dX2 + UTW (X)
)
wj(X)
]
=
∑
i=L,C,R
nˆi
[∫
dX w∗i (X)
(
− h¯
2
2M
d2
dX2 + UTW (X)
)
wi(X)
]
+
+
∑
i,j=L,C,R
i 6=j
bˆ†i bˆj
[∫
dX w∗i (X)
(
− h¯
2
2M
d2
dX2 + UTW (X)
)
wj(X)
]
.
(227)
Ora gli integrali presenti nel primo termine a secondo membro dell’equazione (227) rappresentano le
energie ε′i associate a ciascuno stato localizzato descritto dalla funzione di simil-Wannier wi(X), con
i = L,C,R,
ε′i :=
∫
dX w∗i (X)
(
− h¯
2
2M
d2
dX2 + UTW (X)
)
wi(X) , (228)
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mentre gli integrali presenti nel secondo termine rappresentano l’opposto delle ampiezze di tunneling Jji
fra i siti j e i del potenziale:
Jji := −
∫
dXw∗i (X)
(
− h¯
2
2M
d
d2 + UTW (X)
)
wj(X) . (229)
Giacché il potenziale a tripla buca è simmetrico per riflessioni, l’ampiezza di tunneling dalla buca
centrale C a quella sinistra L, indicata con JCL, è uguale a quella dalla buca centrale C a quella destra
R, denotata con JCR, mentre, essendo l’ampiezza Jji, con j, i = L,C,R, reale, essa sarà simmetrica
per scambio di indici j e i. Grazie alle proprietà appena illustrate, è possibile definire un’ampiezza di
tunneling fra siti contigui J1 := JCL = JLC = JRC = JCR, e un’ampiezza di tunneling tra siti secondi
vicini J2 := JLR = JRL, che assume valori tipicamente di uno o due ordini di grandezza inferiori rispetto
a J1, a causa della localizzazione delle funzioni di simil-Wannier. Denotando con εi = ε′i + h¯ωH l’energia
associata alla funzione d’onda complessiva di un atomo localizzato nell’avvallamento i del potenziale,
la simmetria per riflessione di UTW permette di concludere che εL = εR, e definendo tale quantità εS ,
l’operatore Hamiltoniano HˆeffA,0 (223) diviene:
HˆeffA,0 = εC nˆC + εS(nˆL + nˆR)− J1
( ∑
<i,j>=L,C,R
bˆ†i bˆj
)
− J2(bˆ†LbˆR + bˆ†RbˆL) , (230)
dove la sommatoria con indici < i, j > è fra siti primi vicini e consta, quindi, di quattro termini. Sosti-
tuendo le espressioni corrispondenti agli operatori di creazione e annichilazione atomici Ψˆ†g( ~R) (222) e
Ψˆg( ~R) (221), l’Hamiltoniano di interazione interatomica HˆeffA,1 (219) assume la forma seguente:
HˆeffA,1 =
1
2ggg
∫
dY
∫
dZ |φ∗(Y,Z)|4
∫
dX φˆ†(X)φˆ†(X)φˆ(X)φˆ(X) . (231)
Ricordando l’espressione di φ(Y,Z) ≡ φ00(Y,Z) (213), si calcola l’integrale sulle coordinate Y e Z presente
nella relazione precedente, ottenendo:∫
dY
∫
dZ |φ∗(Y,Z)|4 = 1
2pil2H
. (232)
A questo punto, tenendo conto dell’integrazione appena effettuata ed esplicitando gli operatori φˆ†(X) e
φˆ(X), si perviene alla seguente espressione per HˆeffA,1 :
HˆeffA,1 =
ggg
4pil2H
∑
i,j,k,l=L,C,R
(
bˆ†i bˆ
†
j bˆk bˆl
∫
dX w∗i (X)w∗j (X)wk(X)wl(X)
)
=
=
1
2
∑
i,j,k,l=L,C,R
Uijklbˆ
†
i bˆ
†
j bˆk bˆl ,
(233)
nella quale è stata introdotta l’energia di interazione di contatto Uijkl, dove i, j, k, l = L,C,R. Dal momen-
to che le funzioni di simil-Wannier sono decisamente localizzate, soltanto i termini Uiiii con i = L,C,R
assumono valori significativi, mentre quelli i cui indici non sono tutti uguali sono tipicamente inferiori di
almeno due ordini di grandezza rispetto ai precedenti: fra questi ultimi i più rilevanti sono i termini Uiiij
e Uiijj con j = L,C,R indicante un sito contiguo a i, invece quelli che presentano soltanto indici L e R,
relativi a buche seconde vicine, possono raggiungere valori di tre o quattro ordini di grandezza inferiori
rispetto a quelli dei termini Uiiii. Grazie alla simmetria per riflessione del potenziale di confinamento e alla
profondità pressoché identica di ciascuna buca, è possibile dimostrare che, con ottima approssimazione, i
termini Uiiii, con i = L,C,R, si equivalgono, pertanto si definisce la comune energia d’interazione U fra
una coppia di atomi presenti nello stesso sito come
U :=
ggg
2pil2H
∫
dX |wi(X)|4 , (234)
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dove i = L,C,R. Ponendo i = j nella prima delle tre relazioni di commutazione (214) si ottiene bˆ†i bˆi =
bˆibˆ
†
i − 1, con i = L,C,R, relazione che può essere adoperata per riscrivere l’Hamiltoniano di interazione
HˆeffI nella forma seguente:
HˆeffA,1 =
U
2
∑
i=L,C,R
bˆ†i bˆ
†
i bˆibˆi =
U
2
∑
i=L,C,R
nˆi(nˆi − 1) , (235)
ove sono state utilizzate le definizioni nˆi := bˆ†i bˆi, valide per i = L,C,R. Ora si focalizza l’attenzione
sull’operatore HˆeffI (220), che rappresenta l’Hamiltoniano di interazione fra un atomo bosonico e il
campo di cavità, avente funzione di modo adimensionale f( ~R) data dalla (178). Inserendo l’espressione
corrispondente a quest’ultima nell’uguaglianza (220), e le relazioni (221) e (222) riguardanti gli operatori
di campo atomici, si ottiene:
HˆeffI = h¯U0aˆ
†aˆ
∫
dX
∫
dY
∫
dZ
[
ϕ∗(Y,Z)φˆ†(X)
(
2X2
σ2
cos2 (kY )e−
X2+Z2
σ2
)
φˆ(X)ϕ(Y, Z)
]
=
= h¯U0aˆ
†aˆ
∫
dX φˆ†(X)
(
2X2
σ2
e
−X2
σ2
)
φˆ(X)
∫
dY
∫
dZ ϕ∗(Y, Z)
(
cos2 (kY )e−
Z2
σ2
)
ϕ(Y,Z) .
(236)
Ricordando l’espressione per ϕ(Y, Z) ≡ ϕ00(Y,Z) (213), il secondo e il terzo integrale a secondo membro
dell’equazione (236) possono essere calcolati esplicitamente, ricavando:∫
dY
∫
dZ ϕ∗(Y,Z)
(
cos2 (kY )e−
Z2
σ2
)
ϕ(Y, Z) =
σ
(
1+ e−k2l2H
)
2
√
σ2 + l2H
. (237)
Sostituendo l’espressione appena trovata in (236), ed esplicitando gli operatori φˆ†(X) e φˆ(X), l’Hamilto-
niano HˆeffI diviene:
HˆeffI =
h¯U0
(
1+ e−k2l2H
)
σ
√
σ2 + l2H
aˆ†aˆ
∑
i,j=L,C,R
bˆ†i bˆj
∫
dX
[
w∗i (X)
(
X2e−
X2
σ2
)
wj(X)
]
=
= aˆ†aˆ
( ∑
i=L,C,R
Wiinˆi +
∑
i,j=L,C,R
i 6=j
Wij bˆ
†
i bˆj
)
,
(238)
dove nel secondo passaggio compaiono i parametri Wii, con i = L,C,R, che descrivono spostamento AC
Stark, e i parametriWij , ove i, j = L,C,R e i 6= j, che rappresentano le ampiezze di tunneling assistito dal
campo di cavità. Poiché per le funzioni d’onda localizzate nei minimi laterali vale l’uguaglianza wL(X) =
wR(−X), proprietà conferita loro dalla simmetria del potenziale a tripla buca lineare, i coefficienti WLL
e WRR sono identici. Indicando questi ultimi con W0S , e denotando WCC con W0C , tali parametri
presentano le forme seguenti:
W0S :=
h¯U0
(
1+ e−k2l2H
)
σ
√
σ2 + l2H
∫ +∞
−∞
dX
[
w∗L(X)
(
X2e−
X2
σ2
)
wL(X)
]
=
h¯U0
(
1+ e−k2l2H
)
σ
√
σ2 + l2H
∫ +∞
−∞
dX
[
w∗R(X)
(
X2e−
X2
σ2
)
wR(X)
]
,
(239)
e
W0C :=
h¯U0
(
1+ e−k2l2H
)
σ
√
σ2 + l2H
∫ +∞
−∞
dX
[
w∗C(X)
(
X2e−
X2
σ2
)
wC(X)
]
. (240)
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Inoltre, la caratteristica sopraccitata di UTW (X) permette di concludere che le ampiezze di tunneling
tra siti contigui assistito dal campo di cavità W12 e W32 sono uguali, così come le ampiezze W21 e W31.
Definendo, quindi, la quantità W1 := W12 = W21 = W23 = W32, essa ha espressione:
W1 :=
h¯U0
(
1+ e−k2l2H
)
σ
√
σ2 + l2H
∫ +∞
−∞
dX
[
w∗i (X)
(
X2e−
X2
σ2
)
wj(X)
]
, (241)
dove i, j = L,C,R, i 6= j, e i, j rappresentano avvallamenti primi vicini. A causa della spiccata localiz-
zazione delle funzioni d’onda di simil-Wannier wi(X), con i = L,C,R, l’ampiezza di tunneling tra siti
secondi vicini W2, definita come W2 := W13 = W31, assume valori di circa uno o due ordini di grandezza
inferiori rispetto a quelli di W1, e presenta la forma:
W2 :=
h¯U0
(
1+ e−k2l2H
)
σ
√
σ2 + l2H
∫ +∞
−∞
dX
[
w∗1(X)
(
X2e−
X2
σ2
)
w3(X)
]
=
h¯U0
(
1+ e−k2l2H
)
σ
√
σ2 + l2H
∫ +∞
−∞
dX
[
w∗3(X)
(
X2e−
X2
σ2
)
w1(X)
]
.
(242)
L’operatore Hamiltoniano HˆeffI (238) diviene, quindi:
HˆeffI = W0C nˆC +W0S
(
nˆL + nˆR
)
+W1
( ∑
<i,j>=L,C,R
bˆ†i bˆj
)
+W2
(
bˆ†LbˆR + bˆ
†
RbˆL
)
, (243)
dove la sommatoria con indici < i, j > è fra siti primi vicini, come quella che compare nell’espressione
dell’operatore Hamiltoniano HˆeffA,0 (230). Introducendo l’operatore numero di fotoni NˆP := aˆ†aˆ del campo
di cavità, l’Hamiltoniano efficace relativo al campo elettromagnetico, indicato con HˆeffF , è esprimibile
come:
HˆeffF := − h¯∆CNˆP − i h¯η
(
aˆ− aˆ†) . (244)
Avvalendosi della definizione dell’operatore NˆP e sommando i termini HˆeffF (244), Hˆ
eff
A,0 (223), Hˆ
eff
A,1
(231) e HˆeffI (243) si ottiene l’Hamiltoniano efficace complessivo, in approssimazione a tre modi, Hˆeff ,
che assume il seguente aspetto:
Hˆeff :=− h¯∆CNˆP − i h¯η
(
aˆ− aˆ†)+ (εC +W0CNˆP )nˆC + (εS +W0SNˆP )(nˆL + nˆR)+
− (J1 −W1NˆP )
( ∑
<i,j>=L,C,R
bˆ†i bˆj
)
− (J2 −W2NˆP )
(
bˆ†LbˆR + bˆ
†
RbˆL
)
+
+
U
2
[ ∑
i=L,C,R
nˆi(nˆi − 1)
]
.
(245)
In assenza di campo di cavità e laser di pompa, l’Hamiltoniano efficace conterrebbe soltanto i termini
atomici HˆeffA,0 (223) e Hˆ
eff
A,1 (231), riducendosi a:
HˆeffA := εC nˆC + εS(nˆL + nˆR)− J1
( ∑
<i,j>=L,C,R
bˆ†i bˆj
)
− J2
(
bˆ†LbˆR + bˆ
†
RbˆL
)
+
+
U
2
[ ∑
i=L,C,R
nˆi(nˆi − 1)
]
. (246)
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L’effetto del campo di cavità può essere osservato confrontando l’Hamiltoniano atomico efficace HˆeffA
(246), con quello comprensivo dell’Hamiltoniano di interazione con la radiazione HˆeffI (243), definito
come H˜effA := Hˆ
eff
A + Hˆ
eff
I :
H˜effA := ε˜C nˆC + ε˜S(nˆL + nˆR)− J˜1
( ∑
<i,j>=L,C,R
bˆ†i bˆj
)
− J˜2
(
bˆ†LbˆR + bˆ
†
RbˆL
)
+
+
U
2
[ ∑
i=L,C,R
nˆi(nˆi − 1)
]
, (247)
dove i coefficienti εC , εS , J1 e J2, presenti nella (246), compaiono ora nella veste di operatori. L’ener-
gia di un atomo bosonico localizzato nel minimo del potenziale i, εi, si tramuta, infatti, nell’operatore
ε˜i := εi+W0iNˆP , dove i = C, S, acquisendo un addendo dipendente dallo spostamento Stark in presenza
di campo elettrico variabile. Anche le ampiezze di tunneling tra siti contigui J1 e tra minimi secondi vicini
J2, si convertono nella (247) in operatori, definiti, in questo caso, rispettivamente come J˜1 = J1−W1NˆP
e J˜2 = J2 −W2NˆP , incorporando un termine di tunneling assistito dal campo elettromagnetico, men-
tre l’energia d’interazione di contatto U resta invariata. Ricordando che U0 :=
Ω2
R
∆A
, se la frequenza del
laser di pompa ωL è desintonizzata verso il rosso rispetto a quella di transizione atomica ωA ovvero se
∆A < 0 s−1, allora i coefficienti W0C , W0S , W1 e W2 sono negativi, dunque i valori di aspettazione delle
osservabili ε˜C e ε˜S risulteranno più bassi rispetto ai valori delle rispettive energie εC e εS . Al contrario, gli
operatori ampiezza di tunneling efficace J˜1 e J˜2 presenteranno valori di aspettazione più elevati di quelli
di, rispettivamente, J1 e J2, dunque il tunneling di un atomo fra i minimi del potenziale a tripla buca
sarà favorito rispetto a quello che si verifica in assenza di campo di cavità. Quando la desintonizzazione è
positiva ∆A > 0 s−1, invece, i coefficienti W0C , W0S , W1 e W2 assumono valori postivi, dunque l’effetto
tunnel apparirà inibito.
Dall’epressione trovata per l’Hamiltoniano efficace in approssimazione a tre modi Hˆeff (245) si ricave-
ranno le equazioni del moto di Heisenberg per gli operatori di annichilazione atomici bˆi, con i = L,C,R,
e del campo elettromagnetico aˆ. Al fine di semplicare questi calcoli, nel seguito si dimostrerà che l’opera-
tore numero totale di atomi NˆA :=
∑
i=L,C,R nˆi commuta con l’Hamiltoniano completo, rivelandosi una
costante del moto, al contrario del numero di fotoni di frequenza ωC , rappresentato dall’operatore NˆP .
Poiché l’operatore NA commuta con gli operatori di seconda quantizzazione della radiazione aˆ† e aˆ, oltre
che con nˆi e nˆ2i , dove i = L,C,R, l’equazione di Heisenberg relativa all’operatore NA assume la forma
seguente:
i h¯
dNˆA
dt = [NˆA, Hˆ
eff ] =
= −(J1 −W1NˆP )
( ∑
<i,j>=L,C,R
[NˆA, bˆ
†
i bˆj ]
)
− (J2 −W2NˆP )[NˆA, bˆ†LbˆR + bˆ†RbˆL] .
(248)
Servendosi delle relazioni di commutazione (308), si osserva che per i = L,C,R si ha
[NˆA, bˆi] =
∑
j=L,C,R
[bˆ†j bˆj , bˆi] =
∑
j=L,C,R
[bˆ†j , bˆi]bˆj = −bˆi ,
[NˆA, bˆ
†
i ] =
∑
j=L,C,R
[bˆ†j bˆj , bˆ
†
i ] =
∑
j=L,C,R
bˆ†j [bˆj , bˆ
†
i ] = bˆ
†
i ,
(249)
Sfruttando questi risultati, si ottiene che il commutatore [NˆA, bˆ†i bˆj ] vale:
[NˆA, bˆ
†
i bˆj ] = [NˆA, bˆ
†
i bˆj ] = bˆ
†
i [NˆA, bˆj ] + [NˆA, bˆ
†
i ]bˆj = bˆ
†
i (−bˆj) + bˆ†i bˆj = 0 . (250)
Alla luce della relazione (250), i due commutatori presenti nell’equazione di Heisenberg (248) si rivelano
nulli, pertanto
i h¯
dNˆA
dt = [NˆA, Hˆ
eff ] = 0 , (251)
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pervenendo al risultato che si intendeva dimostrare. Avvalendosi di tale uguaglianza e notando che dalle
relazioni di commutazione (249) si ricava che [bˆi, NˆA] = [bˆi, nˆi] = bˆi e [bˆ†i , NˆA] = [bˆ
†
i , nˆi] = −bˆ†i , dove
i = L,C,R, si possono ora ottenere le equazioni di Heisenberg per gli operatori di annichilazione degli
atomi bˆL, bˆC , bˆR, rispettivamente
i h¯
dbˆL
dt = [bˆL, Hˆ
eff ] = (εS +W0SNˆP )bˆL − (J1 −W1NˆP )bˆC − (Jˆ2 −W2NˆP )bˆR + UnˆLbˆL ,
i h¯
dbˆC
dt = [bˆC , Hˆ
eff ] = (εC +W0CNˆP )bˆC − (J1 −W1NˆP )(bˆL + bˆR) + UnˆC bˆC ,
i h¯
dbˆR
dt = [bˆR, Hˆ
eff ] = (εS +W0SNˆP )bˆR − (J1 −W1NˆP )bˆC − (Jˆ2 −W2NˆP )bˆL + UnˆRbˆR ,
(252)
e dei fotoni aˆ,
i h¯
daˆ
dt = [aˆ, Hˆ
eff ] =− h¯∆C aˆ+ i h¯η+W0C aˆnˆC +W0S aˆ(nˆL + nˆR)+
+W1aˆ(bˆ
†
LbˆC + bˆ
†
C bˆL + bˆ
†
RbˆC + bˆ
†
C bˆR) +W2aˆ(bˆ
†
LbˆR + bˆ
†
RbˆL) .
(253)
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DINAMICA DEL S I STEMA IN APPROSS IMAZ IONE SEMICLASS ICA
Nel precedente capitolo, partendo dal modello di Jaynes-Cummings, è stato costruito l’Hamiltoniano
efficace atto a descrivere il sistema di bosoni in analisi, dal quale sono state poi ricavate le equazioni di
Heisenberg per gli operatori di annichilazione. Nel seguito, avvalendosi dell’approssimazione di campo
medio, gli operatori di seconda quantizzazione verranno convertiti in c-numeri, consentendo di ottenere
equazioni differenziali ordinarie in variabili nuove.
3.1 le equazioni di heisenberg in approssimazione di campo medio
Le equazioni di Heisenberg per gli operatori di annichilazione bˆi, con i = L,C,R (252), e aˆ (253), possono
essere studiate applicando l’approssimazione di campo medio, secondo la quale si suppone che il sistema
si trovi in uno stato puramente coerente [9]. All’interno di questa cornice semiclassica, l’insieme di atomi
presenti nella buca i è rappresentato dallo stato coerente |βi〉A, dove i = L,C,R, e, analogamente, la
radiazione di cavità è descritta dallo stato coerente |α〉P . Lo stato complessivo, noto anche con l’acronimo
FCS dall’inglese Fully Coherent State, è, quindi, esprimibile come il prodotto tensore dei quattro stati
sopraccitati:
|FCS〉 = |βL〉A ⊗ |βC〉A ⊗ |βR〉A ⊗ |α〉P , (254)
dove bˆj |βj〉A = βj |βj〉A, con j = L,C,R, e aˆ|α〉P = α|α〉P . Indicando con Nj(t) il numero medio di
atomi nella buca j al tempo t, poiché Nj(t) := 〈FCS|nˆj |FCS〉 = 〈FCS|bˆ†j bˆj |FCS〉 = |β|2, l’autovalore
βj dell’operatore di annichilazione di un atomo bˆj può essere scritto come [61]:
βj =
√
Nj(t)e
iθj (t) , (255)
dove θj(t) è la fase associata all’autovalore βj , e j = L,C,R. Analogamente, denotando con ξ(t)2 il numero
medio di fotoni nella cavità all’istante t, e osservando che ξ(t) := 〈FCS|NˆP |FCS〉 = 〈FCS|aˆ†aˆ|FCS〉 =
|α|2, l’autovalore α dell’operatore di annichilazione di un fotone aˆ può essere espresso come:
α = ξ(t)eiφ(t) , (256)
ove φ(t) è la fase dell’autovalore complesso α, valutata all’istante t. A questo punto è possibile determinare
le equazioni di Heisenberg del sistema nello stato puramente coerente, sostituendo gli operatori presenti
nelle equazioni (252) e (253) con gli autovalori degli stessi calcolati rispetto allo stato |FCS〉 puramente
coerente. Sostituendo le espressioni relative a α(t) (256) e βj(t) (255), con j = L,C,R, nell’equazione di
Heisenberg per l’operatore di annichilazione aˆ (253), si ottiene:
i h¯
d
[
ξ(t)eiφ(t)
]
dt =− h¯∆Cξ(t)e
iφ(t) + i h¯η+W0Cξ(t)e
iφ(t)NC(t) +W0Sξ(t)e
iφ(t)NL(t)+
+W0Sξ(t)e
iφ(t)NR(t) +W1ξ(t)e
iφ(t)
√
NL(t)NC(t)e
i[θC (t)−θL(t)]+
+W1ξ(t)e
iφ(t)
√
NL(t)NC(t)e
i[θL(t)−θC (t)]+
+W1ξ(t)e
iφ(t)
√
NC(t)NR(t)
[
ei[θC (t)−θR(t)] + ei[θR(t)−θC (t)]
]
+
+W2(t)ξ(t)e
iφ(t)
√
NL(t)NR(t)
[
ei[θR(t)−θL(t)] + ei[θL(t)−θR(t)]
]
.
(257)
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Derivando rispetto al tempo l’espressione a primo membro presente nell’equazione precedente e isolando
la parte reale dalla parte immaginaria, si possono distinguere due equazioni differenziali interdipendenti:
ξ˙(t) = η cos [φ(t)] , (258)
e
φ˙(t) =∆C − η
ξ(t)
sin [φ(t)]− W0CNC(t)
h¯
− W0S [NL(t) +NR(t)]
h¯
+
− 2W1
√
NL(t)NC(t)
h¯
cos [θC(t)− θL(t)]− 2W1
√
NC(t)NR(t)
h¯
cos [θC(t)− θR(t)]+
− 2W2
√
NL(t)NR(t)
h¯
cos [θR(t)− θL(t)] .
(259)
Inserendo nell’equazione di Heisenberg per gli operatori di annichilazione atomici bˆj le espressioni relative
a α(t) (256) e βj(t) (255), con j = L,C,R,
i h¯
d
[√
NL(t)e
iθL(t)
]
dt =[εS +W0Sξ
2(t)]
√
NL(t)e
iθL(t) − [J1 −W1ξ(t)2]
√
NC(t)e
iθC (t)+
− [J2 −W2ξ(t)2]
√
NR(t)e
iθR(t) + U
√
NL(t)3e
iθL(t) ,
(260)
i h¯
d
[√
NC(t)e
iθC (t)
]
dt =[εC +W0Cξ
2(t)]
√
NC(t)e
iθC (t) − [J1 −W1ξ(t)2]
√
NL(t)e
iθL(t)+
− [J1 −W1ξ(t)2]
√
NR(t)e
iθR(t) + U
√
NC(t)3e
iθC (t) ,
(261)
e
i h¯
d
[√
NR(t)e
iθR(t)
]
dt =[εS +W0Sξ
2(t)]
√
NR(t)e
iθR(t) − [J1 −W1ξ(t)2]
√
NC(t)e
iθC (t)+
− [J2 −W2ξ(t)2]
√
NL(t)e
iθL(t) + U
√
NR(t)3e
iθR(t) .
(262)
Derivando rispetto al tempo l’espressione a primo membro di ciascuna delle equazioni appena ricava-
te e isolando la parte reale dalla parte immaginaria, si possono distinguere sei equazioni differenziali
interdipendenti:
N˙L(t) = +
2[J1 −W1ξ(t)2]
h¯
√
NL(t)NC(t) sin [θL(t)− θC(t)]+
+
2[J2 −W2ξ(t)2]
h¯
√
NL(t)NR(t) sin [θL(t)− θR(t)] , (263)
θ˙L(t) = − [εS +W0Sξ(t)
2]
h¯
+
[J1 −W1ξ2(t)]
h¯
√
NC(t)
NL(t)
cos [θL(t)− θC(t)]+
+
[J2 −W2ξ(t)2]
h¯
√
NR(t)
NL(t)
cos [θL(t)− θR(t)]− U
h¯
NL(t) , (264)
N˙C(t) = +
2[J1 −W1ξ(t)2]
h¯
[√
NC(t)NL(t) sin [θL(t)− θC(t)]+
+
√
NC(t)NR(t) sin [θC(t)− θR(t)]
]
, (265)
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θ˙C(t) = − [εC +W0Cξ(t)
2]
h¯
+
[J1 −W1ξ2(t)]
h¯
√
NL(t)
NC(t)
cos [θC(t)− θL(t)]+
+
[J1 −W1ξ(t)2]
h¯
√
NR(t)
NC(t)
cos [θC(t)− θR(t)]− U
h¯
NC(t) , (266)
N˙R(t) = −2[J1 −W1ξ(t)
2]
h¯
√
NR(t)NC(t) sin [θC(t)− θR(t)]+
− 2[J2 −W2ξ(t)
2]
h¯
√
NL(t)NR(t) sin [θL(t)− θR(t)] , (267)
θ˙R(t) = − [εS +W0Sξ(t)
2]
h¯
+
[J1 −W1ξ2(t)]
h¯
√
NC(t)
NR(t)
cos [θC(t)− θR(t)]+
+
[J2 −W2ξ(t)2]
h¯
√
NL(t)
NR(t)
cos [θL(t)− θR(t)]− U
h¯
NR(t) . (268)
Poiché il numero totale degli atomi NA := NL(t) +NC(t) +NR(t) è una quantità conservata del sistema,
come dimostrato nel paragrafo § 2.6.1, le variabili Ni(t), con i = L,C,R non sono indipendenti tra di
loro, dunque sommando le quantità a primo membro delle equazioni differenziali (261), (265) e (267) si
deve ottenere N˙L(t) + N˙C(t) + N˙R(t) = 0. Per descrivere la dinamica della popolazione atomica nelle
buche possono essere, quindi, sufficienti due variabili invece di tre, che possono essere definite in termini
delle Ni(t), con i = L,C,R, come:
z1(t) :=
NL(t)−NC(t)
NA
, (269)
e
z2(t) :=
NR(t)−NC(t)
NA
, (270)
dove z1(t) è lo squilibrio frazionario fra la popolazione atomica nella buca L e quella nella buca C, mentre
z2(t) lo sbilanciamento fra la popolazione atomica nella buca R e quella nella buca C. A tali grandezze
sono associate le fasi φ1(t) e φ2(t), definite rispettivamente come:
φ1(t) := θC(t)− θL(t) , (271)
e
φ2(t) := θC(t)− θR(t) . (272)
Invertendo le equazioni (269) e (270), e avvalendosi della relazione di conservazione del numero totale di
atomi bosonici NA := NL(t) +NC(t) +NR(t), si ottengono le seguenti uguaglianze:
NL(t) =
NA[1+ 2z1(t)− z2(t)]
3
NC(t) =
NA[1− z1(t)− z2(t)]
3
NR(t) =
NA[1− z1(t) + 2z2(t)]
3 .
(273)
Servendosi delle definizioni (271) e (272), e delle tre equazioni inverse appena ricavate (273), a partire
dalle equazioni differenziali (265), (266), (267), (268), (269) ed (270), si ottengono le equazioni del moto
per le nuove variabili di sbilanciamento z1(t), z2(t) e di fase φ1(t) e φ2(t):
z˙1(t) =− 4[J1 −W1ξ(t)
2]
3 h¯
√
[1+ 2z1(t)− z2(t)][1− z1(t)− z2(t)] sin [φ1(t)]+
− 2[J2 −W2ξ(t)
2]
3 h¯
√
[1+ 2z1(t)− z2(t)][1− z1(t) + 2z2(t)] sin [φ1(t)− φ2(t)]+
− 2[J1 −W1ξ(t)
2]
3 h¯
√
[1− z1(t)− z2(t)][1− z1(t) + 2z2(t)] sin [φ2(t)] ,
(274)
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z˙2(t) =− 2[J1 −W1ξ(t)
2]
3 h¯
√
[1+ 2z1(t)− z2(t)][1− z1(t)− z2(t)] sin [φ1(t)]+
− 2[J2 +W2ξ(t)
2]
3 h¯
√
[1− z1(t) + 2z2(t)][1+ 2z1(t)− z2(t)] sin [φ1(t)− φ2(t)]+
− 4[J1 −W1ξ(t)
2]
3 h¯
√
[1− z1(t)− z2(t)][1− z1(t) + 2z2(t)] sin [φ2(t)] ,
(275)
φ˙1(t) =
(εS − εC) + (W0S −W0C)ξ(t)2
h¯
+
3[J1 −W1ξ(t)2]
h¯
z1(t) cos [φ1(t)]√
[1+ 2z1(t)− z2(t)][1− z1(t)− z2(t)]
+
− [J2 −W2ξ(t)
2]
h¯
√
1− z1(t) + 2z2(t)
1+ 2z1(t)− z2(t) cos [φ1(t)− φ2(t)]+
+
[J1 −W1ξ(t)2]
h¯
√
1− z1(t) + 2z2(t)
1− z1(t)− z2(t) cos [φ2(t)] +
UNA
h¯
z1(t) ,
(276)
e
φ˙2(t) =
(εS − εC) + (W0S −W0C)ξ(t)2
h¯
+
[J1 −W1ξ(t)2]
h¯
√
1+ 2z1(t)− z2(t)
1− z1(t)− z2(t) cos [φ1(t)]+
− [J2 −W2ξ(t)
2]
h¯
√
1+ 2z1(t)− z2(t)
1− z1(t) + 2z2(t) cos [φ1(t)− φ2(t)]+
+
3[J1 −W1ξ(t)2]
h¯
z2(t)√
[1− z1(t)− z2(t)][1− z1(t) + 2z2(t)]
cos [φ2(t)] +
UNA
h¯
z2(t)
(277)
L’equazione differenziale per ξ(t), (258), e quella per φ(t), (259), possono essere parimenti riscritte facendo
uso delle relazioni (271), (272) e (273):
ξ˙(t) = η cos [φ(t)] , (278)
e
φ˙(t) =∆C − η
ξ(t)
sin [φ(t)]− W0CNA[1− z1(t)− z2(t)]3 h¯ −
W0SNA[2+ z1(t) + z2(t)]
3 h¯ +
− 2W1NA
√
[1+ 2z1(t)− z2(t)][1− z1(t)− z2(t)]
3 h¯ cos [φ1(t)]+
− 2W2NA
√
[1+ 2z1(t)− z2(t)][1− z1(t) + 2z2(t)]
3 h¯ cos [φ1(t)− φ2(t)]+
− 2W1NA
√
[1− z1(t)− z2(t)][1− z1(t) + 2z2(t)]
3 h¯ cos [φ2(t)] .
(279)
Considerando che le ampiezze di tunneling tra siti secondi vicini J2 e W2 sono generalmente di due
o tre ordini di grandezza inferiori rispetto a quelle fra siti contigui J1 e W1, essendo molto ridotta la
sovrapposizione tra due funzioni di simil-Wannier localizzate in siti secondi vicini, l’ampiezza di tunneling
in assenza di campo di cavità J1 verrà indicata semplicemente con J . Similmente, l’esiguità della differenza
tra le energie εC e εS, consente di indicare tali quantità collettivamente con ε con buona approssimazione.
Avvalendosi di tali considerazioni, le equazioni differenziali per le variabili coniugate (z1, φ1) e (z2, φ2),
(272), (273), (274) e (275), e per le variabili associate ai fotoni (ξ, φ), (258) e (259), nel modo seguente:
z˙1(t) =− 4[J −W1ξ(t)
2]
3 h¯
√
[1+ 2z1(t)− z2(t)][1− z1(t)− z2(t)] sin [φ1(t)]+
− 2[J −W1ξ(t)
2]
3 h¯
√
[1− z1(t)− z2(t)][1− z1(t) + 2z2(t)] sin [φ2(t)] ,
(280)
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z˙2(t) =− 2[J −W1ξ(t)
2]
3 h¯
√
[1+ 2z1(t)− z2(t)][1− z1(t)− z2(t)] sin [φ1(t)]+
− 4[J −W1ξ(t)
2]
3 h¯
√
[1− z1(t)− z2(t)][1− z1(t) + 2z2(t)] sin [φ2(t)] ,
(281)
φ˙1(t) =
(W0S −W0C)ξ(t)2
h¯
+
3[J −W1ξ(t)2]
h¯
z1(t) cos [φ1(t)]√
[1+ 2z1(t)− z2(t)][1− z1(t)− z2(t)]
+
+
[J −W1ξ(t)2]
h¯
√
1− z1(t) + 2z2(t)
1− z1(t)− z2(t) cos [φ2(t)] +
UNA
h¯
z1(t) ,
(282)
φ˙2(t) =
(W0S −W0C)ξ(t)2
h¯
+
[J −W1ξ(t)2]
h¯
√
1+ 2z1(t)− z2(t)
1− z1(t)− z2(t) cos [φ1(t)]+
+
3[J −W1ξ(t)2]
h¯
z2(t) cos [φ2(t)]√
[1− z1(t)− z2(t)][1− z1(t) + 2z2(t)]
+
UNA
h¯
z2(t) ,
(283)
ξ˙(t) = η cos [φ(t)] , (284)
e
φ˙(t) =∆C − η
ξ(t)
sin [φ(t)]− W0CNA[1− z1(t)− z2(t)]3 h¯ −
W0SNA[2+ z1(t) + z2(t)]
3 h¯ +
− 2W1NA
√
[1+ 2z1(t)− z2(t)][1− z1(t)− z2(t)]
3 h¯ cos [φ1(t)]+
− 2W1NA
√
[1− z1(t)− z2(t)][1− z1(t) + 2z2(t)]
3 h¯ cos [φ2(t)] .
(285)
Al fine di confrontare tali equazioni con quelle ottenute in assenza di campo di cavità, è utile introdurre
i seguenti parametri, aventi le dimensioni fisiche di una frequenza:
g˜ :=
UNA
h¯
, µ(t) :=
(W0S −W0C)ξ(t)2
h¯
, ν(t) :=
J −W1ξ(t)2
h¯
,
(286)
δC(t) :=∆C − W0CNA[1− z1(t)− z2(t)]3 h¯ −
W0SNA[2+ z1(t) + z2(t)]
3 h¯ +
− 2W1NA
√
[1+ 2z1(t)− z2(t)][1− z1(t)− z2(t)]
3 h¯ cos [φ1(t)]+
− 2W1NA
√
[1− z1(t)− z2(t)][1− z1(t) + 2z2(t)]
3 h¯ cos [φ2(t)] .
(287)
Fra le quantità appena definite, la g˜ rappresenta la variazione di frequenza dovuta alle collisioni atomiche,
µ(t) quella generata dall’effetto AC Stark, ν(t) l’intensità efficace di tunneling modificata dal processo
assistito dai fotoni, mentre δC(t) la desintonizzazione efficace della frequenza di cavità. Sostituendo le
espressioni associate a tali grandezze nelle equazioni (280), (281), (282), (283), (284) e (285), si ottiene:
z˙1(t) =− 4ν(t)3
√
[1+ 2z1(t)− z2(t)][1− z1(t)− z2(t)] sin [φ1(t)]+
− 2ν(t)3
√
[1− z1(t)− z2(t)][1− z1(t) + 2z2(t)] sin [φ2(t)] ,
(288)
z˙2(t) =− 2ν(t)3
√
[1+ 2z1(t)− z2(t)][1− z1(t)− z2(t)] sin [φ1(t)]+
− 4ν(t)3
√
[1− z1(t)− z2(t)][1− z1(t) + 2z2(t)] sin [φ2(t)] ,
(289)
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φ˙1(t) =µ(t) +
3ν(t)z1(t) cos [φ1(t)]√
[1+ 2z1(t)− z2(t)][1− z1(t)− z2(t)]
+
+ ν(t)
√
1− z1(t) + 2z2(t)
1− z1(t)− z2(t) cos [φ2(t)] + g˜z1(t) ,
(290)
φ˙2(t) =µ(t) + ν(t)
√
1+ 2z1(t)− z2(t)
1− z1(t)− z2(t) cos [φ1(t)]+
+
3ν(t)z2(t) cos [φ2(t)]√
[1− z1(t)− z2(t)][1− z1(t) + 2z2(t)]
+ g˜z2(t) ,
(291)
ξ˙(t) = η cos [φ(t)] , (292)
e
φ˙(t) = δC(t)− η
ξ(t)
sin [φ(t)] . (293)
Le equazioni differenziali così ottenute, in condizioni di ξ(t) ≡ 0 e di φ(t) ≡ 0, possono essere ricondotte
a quelle ottenute in assenza di campo di cavità:
z˙1(t) =− 4J3 h¯
√
[1+ 2z1(t)− z2(t)][1− z1(t)− z2(t)] sin [φ1(t)]+
− 2J3 h¯
√
[1− z1(t)− z2(t)][1− z1(t) + 2z2(t)] sin [φ2(t)] ,
(294)
z˙2(t) =− 2J3 h¯
√
[1+ 2z1(t)− z2(t)][1− z1(t)− z2(t)] sin [φ1(t)]+
− 4J3 h¯
√
[1− z1(t)− z2(t)][1− z1(t) + 2z2(t)] sin [φ2(t)] ,
(295)
φ˙1(t) =
3J
h¯
z1(t) cos [φ1(t)]√
[1+ 2z1(t)− z2(t)][1− z1(t)− z2(t)]
+
+
J
h¯
√
1− z1(t) + 2z2(t)
1− z1(t)− z2(t) cos [φ2(t)] + g˜z1(t) ,
(296)
φ˙2(t) =
J
h¯
√
1+ 2z1(t)− z2(t)
1− z1(t)− z2(t) cos [φ1(t)]+
+
3J
h¯
z2(t) cos [φ2(t)]√
[1− z1(t)− z2(t)][1− z1(t) + 2z2(t)]
+ g˜z2(t) .
(297)
4
CONCLUS ION I
In questa dissertazione è stato ottenuto il sistema di equazioni differenziali ordinarie che governa la di-
namica di un gas atomico diluito posto all’interno di una cavità ottica di Fabry-Perot. Gli atomi, che
costituiscono un condensato di Bose-Einstein, sono confinati per mezzo di un potenziale a tripla buca in
una dimensione e da un potenziale armonico in due dimensioni, generati da una trappola ottica di dipolo.
Seguendo il modello proposto da Jaynes e Cummings nel 1963, la struttura interna degli atomi è stata
semplificata riducendola a soli due livelli energetici elettronici accessibili, separati da un’energia di transi-
zione pari a h¯ωA. Il modo di oscillazione del campo di cavità presenta una frequenza ωC , vicina a quella
di transizione atomica ωA, ed è pompato da un laser in grado di immettere luce coerente di frequenza
ωL attraverso uno degli specchi di cui il risonatore è composto. Dapprima, è stato ottenuto l’operatore
Hamiltoniano del campo elettromagnetico di cavità, mostrando come base di funzioni di modo quella
costituita da onde stazionarie di Gauss-Hermite, adatte alla descrizione di risonatori aperti come quello
in analisi.
Si è, poi, introdotto l’Hamiltoniano d’interazione tra un atomo e la radiazione elettromagnetica partendo
dall’hamiltoniana classica di minimal coupling e dimostrandone l’equivalenza con quella in cui l’intera-
zione è resa da quella tra dipolo e campo elettrico. A quel punto, osservando l’equivalenza tra l’atomo a
due livelli e una particella a spin 12 , sono stati definiti operatori di pseudo-spin, che hanno permesso di
scrivere l’Hamiltoniano di Jaynes-Cummings-Paul servendosi dell’approssimazione di onda rotante. Tale
operatore è stato, in seguito, modificato con l’apporto del termine che modellizza l’interazione interatomi-
ca a basse temperature in un gas diluito, dato da uno pseudo-potenziale a Delta di Dirac, e dal potenziale
di confinamento, la cui origine è stata descritta in dettaglio in § 2.5 e in Appendice A. Oltre a ciò si è
modificato l’Hamiltoniano di radiazione HˆF , valutando il contributo del laser di pompa, che funge da
laser forzante, fornendo ad HˆF un termine esplicitamente dipendente dal tempo.
Una volta costruito l’Hamiltoniano a molti corpi del sistema, la dipendenza temporale del sistema è stata
rimossa con un’opportuna trasformazione unitaria, mentre sostituendo gli operatori di campo relativi
agli atomi nello stato elettronico eccitato Ψˆe( ~R) e Ψˆ†e( ~R) con il loro valore di equilibrio, si è calcola-
to l’Hamiltoniano efficace Hˆeff . Tale operatore è stato scritto poi in maniera semplificata, applicando
l’approssimazione a tre modi, utile a descrivere gli operatori di campo che descrivono atomi allo stato
elettronico fondamentale Ψˆg( ~R) e Ψˆ†g( ~R) con la somma dei contributi dei condensati localizzati in prossi-
mità di ciascun minimo del potenziale a tripla buca, utilizzando funzioni d’onda simili a quelle di Wannier.
Sono state, quindi, ricavate le equazioni di Heisenberg del moto degli operatori di seconda quantizzazione
degli atomi e dei fotoni a partire dal’Hamiltoniana efficace ottenuta nell’approssimazione sopraccitata,
supponendo che il gas atomico fosse rappresentato da stati di Fock tripartiti, della forma |nL, nC , nR〉 a
numero fissato NA = nL + nC + nR di particelle. Nella descrizione semiclassica del sistema, che ritrae
il condensato nelle tre buche e il campo elettromagnetico con uno stato coerente, è stato ricavato un
insieme di sei equazioni differenziali accoppiate che regola la dinamica del sistema, scrivendole in una
forma direttamente confrontabile con quella delle equazioni che descrivono lo stesso sistema di bosoni in
assenza di campo di cavità, composto da quattro equazioni analoghe a quelle trovate nell’articolo The
dynamics of triple-well trapped Bose-Einstein condensates with atoms feeding and loss effects [1].
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Parte I
APPENDICE

A
APPENDICE A
a.1 determinazione del potenziale di confinamento
Per generare un potenziale di confinamento a tripla buca affiancato a un potenziale armonico bidimensio-
nale molto intenso, è possibile sovrapporre tre fasci laser paralleli e allineati lungo un asse, con un fascio
ad essi ortogonale, di diametro minimo maggiore. La distanza tra uno dei fasci laser paralleli e il suo
primo vicino, indicata con l, deve essere confrontabile con la larghezza minima di ciascun fascio misurata
lungo Xˆ, denotata con w0x, mentre la comune direzione di propagazione è parallela all’asse Zˆ. Il fascio
laser ortogonale si propaga lungo l’asse Xˆ, e presenta polarizzazione lineare lungo Zˆ, ortogonale a quella
dei due fasci paralleli. Questi ultimi, inoltre, presentano polarizzazioni diversificate: il fascio centrale è
polarizzato linearmente lungo l’asse Xˆ, laddove i due fasci laterali sono polarizzati parallelamente all’asse
Yˆ . Indicando con EH( ~R) l’ampiezza complessa del campo elettrico associata al fascio propagantesi lungo
Xˆ, e con Ei( ~R), dove i = L,C,R, i fasci propagantisi parallelamente a Zˆ con assi passanti rispettivamente
per i punti (−l, 0, 0), (0, 0, 0) e (l, 0, 0), il potenziale d’interazione nella forma data dalla (172) può essere
riespresso nel modo seguente:
U( ~R) =
3pi0c3
ω3A
Γ
∆
(|EH( ~R)|2 + |EL( ~R) + ER( ~R)|2 + |EC( ~R)|2) , (298)
dove è stata utilizzata la relazione I( ~R) = 20c|E( ~R)|2, con |E( ~R)|2 ≡ |EH( ~R)|2 + |EL( ~R) + ER( ~R)|2 +
|EC( ~R)|2. Il potenziale appena introdotto può essere decomposto in due addendi: quello riconducibile al
fascio laser meno focalizzato U⊥( ~R) e quello dovuto ai fasci paralleli U‖( ~R). Il primo, che può essere
identificato anche con UH( ~R), dà origine al potenziale armonico e presenta l’espressione
U⊥( ~R) ≡ UH( ~R) := 3pi0c
3
ω3A
Γ
∆
|EH( ~R)|2 , (299)
mentre il secondo, U‖( ~R), identificabile anche con UTW ( ~R), può essere scritto a sua volta come la somma
dei contributi dei laser più esterni UL,R( ~R), e di quello del fascio centrale UC( ~R), definiti come segue:
UL,R( ~R) :=
3pi0c3
ω3A
Γ
∆
|EL( ~R) + ER( ~R)|2 =: 3pi0c
3
ω3A
Γ
∆
|EL,R( ~R)|2 , (300)
e
UC( ~R) :=
3pi0c3
ω3A
Γ
∆
|EC( ~R)|2 , (301)
dove EL,R( ~R) è l’espressione complessiva del campo elettrico generato dai due laser più esterni. Focaliz-
zando l’attenzione sul fascio propagantesi lungo Zˆ, l’ampiezza EH( ~R) del campo elettrico è proporzionale
alla funzione di modo uH( ~R) definita nella (26), soluzione dell’equazione di Helmholtz in approssimazione
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parassiale (24). Scegliendo il modo fondamentale TEM00, caratterizzato da m ≡ n ≡ 0, e indicandone
con k il numero d’onda, si ottiene la seguente espressione per EH( ~R):
EH( ~R) :=
√
V00E⊥uH( ~R) =
√
Vcl,00E⊥Ccl,00
√
2√
piw⊥(X)
·
· exp
[
−(Y 2 + Z2)
(
1
w⊥(X)2
− ik2R⊥(X)
)]
exp
[
ikX + i arctan
(
X
XR
)]
, (302)
dove E⊥ rappresenta l’ampiezza reale del campo elettrico, Ccl,00 la costante dimensionale di normalizza-
zione della funzione di modo TEM00 relativa al fascio a sezione circolare, introdotta nella (26), e Vcl,00
il volume efficace del modo. Nell’ultima uguaglianza, analogamente a quanto esposto nel paragrafo §
2.2.1.2, sono state introdotti il raggio di curvatura del fronte d’onda R⊥(X) e la larghezza radiale del
fascio w⊥(X), definiti in termini della lunghezza di Rayleigh XR :=
piw20⊥
λ =
kw20⊥
2 :
R⊥(X) := R0⊥
(
1+
(
XR
X
)2)
, w⊥(X) := w0⊥
√
1+
(
X
XR
)2
, (303)
dove w⊥0 denota la larghezza radiale minima del fascio. Il quadrato del modulo dell’ampiezza complessa
del campo elettrico corrisponde, quindi, a:
|EH( ~R)|2 = Vcl,00E2⊥|Ccl,00|2
2
piw2⊥(X)
exp
(
−Y
2 + Z2
w⊥(X)2
)
. (304)
Se si considera una lunghezza di Rayleigh abbastanza elevata, allora w⊥(X) ≈ w⊥0 e la precedente
relazione (304) può essere riscritta nel modo seguente, approssimando al primo ordine l’esponenziale in
essa presente:
|EH( ~R)|2 ≈ Vcl,00E2⊥|Ccl,00|2
2
piw20⊥
exp
(
−2(Y
2 + Z2)
w20⊥
)
≈ E2⊥
(
1− 2Y
2
w20⊥
− 2Z
2
w20⊥
)
. (305)
Sostituendo l’espressione trovata per |EH( ~R)|2 nell’equazione (299), si ottiene il potenziale generato dal
fascio laser che si propaga lungo Xˆ:
U⊥( ~R) =
60c3ΓVcl,00E2⊥|Ccl,00|2
ω3Aw
2
0⊥∆
(
1− 2Y
2
w2⊥0
− 2Z
2
w2⊥0
)
. (306)
Introducendo l’intensità del potenziale nell’origine V0⊥ := −60c
3ΓVcl,00E2⊥|Ccl,00|2
ω3
A
w20⊥∆
e la pulsazione ωH :=
2
w⊥0
√
V0⊥
M , si ottiene un potenziale armonico bidimensionale della forma:
UH(Y,Z) = −V0⊥ + 12Mω
2
H(Y
2 + Z2) (307)
Per riprodurre un potenziale unidimensionale a tripla buca, un possibile metodo consiste nell’utilizzo
di fasci laser a sezione radialmente asimmetrica, simili a quelli utilizzati dal gruppo di R. Gati nell’ar-
ticolo Realization of a single Josephson junction for Bose-Einstein condensates per la realizzazione di
un potenziale a doppia buca [26]. A tale scopo, considerando radiazione propagantesi parallelamente
all’asse Zˆ, è possibile cercare soluzioni all’equazione di Helmholtz (24) in approssimazione parassia-
le, scrivibili come il prodotto di una funzione di X e Z, e di una funzione di Y e Z [27]. Ponendo
u‖( ~R) = UX (Z)UY (Z) exp
(
ikZ + ikX
2
2qX (Z)
+ ikY
2
2qY (Z)
)
nell’equazione ~∇2u‖( ~R) + k2u‖( ~R) = 0, in condizio-
ni di parassialità si ottengono i seguenti vincoli indipendenti, sulle funzioni qX (Z), qY (Y, Z), UX (Z) e
UY (Y,Z) appena introdotte, validi per ogni X e Y :
∂qX (Z)
∂Z
= 1 , ∂qY (Z)
∂Z
= 1 (308)
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e
∂UX (Z)
∂Z
= −12
UX (Z)
qX (Z)
,
∂UY (Z)
∂Z
= −12
UY (Z)
qY (Z)
. (309)
Selezionando la funzione di modo TEM00 a sezione ellittica come soluzione dell’equazione di Helmholtz
in approssimazione parassiale, si ottiene la seguente funzione di modo normalizzata [27]:
u‖( ~R) =Cel,00
√
2
piwX (Z)wY (Z)
exp
[
+ikZ − i2 arctan
(
Z
ZRX
)
− i2 arctan
(
Z
ZRY
)]
·
· exp
[
−
(
1
w2X (Z)
+
ik
2RX (Z)
)
X2 −
(
1
w2Y (Z)
+
ik
2RY (Z)
)
Y 2
]
,
(310)
dove Cel,00 rappresenta la costante dimensionale di normalizzazione del modo TEM00 a sezione ellittica.
Nell’ultima relazione, state introdotte la larghezza del fascio lungo Xˆ, indicata con wX (Z) 3 e quella
lungo Yˆ , wY (Z), che presentano i valori minimi pari a, rispettivamente, w0X e w0Y , quando Z ≡ 0:
wX (Z) = w0X
√
1+
(
Z
ZRX
)2
, wY (Z) = w0Y
√
1+
(
Z
ZRY
)2
. (311)
Inoltre, sono stati definiti i raggi di curvatura del fronte d’onda nelle due direzioni, RX (Z) e RY (Z), che
assumono i rispettivi valori minimi R0X e R0Y , quando Z → ±∞:
RX (Z) = R0X
[
1+
(
ZRX
Z
)2]
, RY (Z) = R0Y
[
1+
(
ZRY
Z
)2]
. (312)
Le grandezze appena citate dipendono dalle lunghezze di Rayleigh lungo le due direzioni ortogonali ZRX
e ZRY , definite in termini del numero d’onda k o della lunghezza d’onda λ del laser nel modo seguente:
ZRX :=
piw20X
λ
=
kw20X
2 , ZRY :=
piw20Y
λ
=
kw20Y
2 . (313)
Introducendo l’ampiezza reale del campo elettrico E‖, comune ai tre fasci propagantisi parallelamente
all’asse Zˆ, l’ampiezza complessa EL,R( ~R) := EL( ~R)+ ER( ~R) = E⊥(uL( ~R)+uR( ~R)), ottenuta sommando
i contributi dei fasci laser più esterni caratterizzati dalle ampiezze complesse EL( ~R) e ER( ~R), è data da:
EL,R( ~R) :=
√
Vel,00E‖
(
u‖(X + l, Y, Z) + u‖(X − l, Y, Z)
)
=
=
√
Vel,00E‖
√
2
piwX (Z)wY (Z)
exp
[
+ikZ − i2 arctan
(
Z
ZRX
)]
·
· exp
[
− i2 arctan
(
Z
ZRY
)]
exp
[
−
(
1
w2Y (Z)
+
ik
2RY (Z)
)
Y 2
]
·
·
{
exp
[
−
(
1
w2X (Z)
+
ik
2RX (Z)
)
(X − l)2
]
+
+ exp
[
−
(
1
w2X (Z)
+
ik
2RX (Z)
)
(X + l)2
]}
,
(314)
doveVel,00 rappresenta il volume efficace del modo TEM00 relativo ai fasci a sezione ellittica. Il quadrato
del modulo dell’ampiezza complessa EL,R( ~R) è, quindi:
|EL,R( ~R)|2 = Vel,00E2‖
(
2
piwX (Z)wY (Z)
)
exp
(
− 2Y
2
w2Y (Z)
)
·
·
[
exp
(
−2(X − l)
2
w2X (Z)
)
+ exp
(
−2(X + l)
2
w2X (Z)
)
+
+ 2 cos
(
k(X − l)2
2RX (Z)
− k(X + l)
2
2RX (Z)
)
exp
(
− (X − l)
2
w2X (Z)
− (X + l)
2
w2X (Z)
)]
.
(315)
60 appendice a
Ora, se le lunghezze di Rayleigh ZRX e ZRY sono sufficientemente grandi, le dimensioni radiali del fascio
wX (Z) e wY (Z) possono essere considerate indipendenti da Z, mentre RX (Z) tenderà ad assumere valori
elevati, cosicché la (315) può essere riscritta nella seguente forma approssimata:
|EL,R( ~R)|2 ≈
2Vel,00E2‖
piw0Xw0Y
exp
(
− 2Y
2
w20Y
)[
exp
(
−2(X − l)
2
w20X
)
+
+ exp
(
−2(X + l)
2
w20X
)
+ 2 exp
(
− (X − l)
2
w20X
− (X + l)
2
w20X
)]
. (316)
Inoltre, se la distanza 2l fra gli assi dei laser paralleli più esterni è paragonabile alla larghezza minima
di ciascun fascio lungo X, w0X , e quest’ultima è significativamente minore di w0Y , allora l’espressione
relativa a |EL,R( ~R)|2 può essere ulteriormente semplificata:
|EL,R( ~R)|2 ≈
2Vel,00E2‖
piw0Xw0Y
[
exp
(
−2(X − l)
2
w20X
)
+ exp
(
−2(X + l)
2
w20X
)]
. (317)
A partire dalla funzione di modo gaussiana ellittica uC( ~R), si ricava l’ampiezza complessa del campo
elettrico generato dal fascio centrale, EC( ~R) := E‖uC( ~R), che è data da:
EC( ~R) :=
√
Vel,00E‖u‖(X,Y, Z) =
=
√
Vel,00E‖
√
2
piwX (Z)wY (Z)
exp
[
ikZ − i2 arctan
(
Z
ZRX
)
− i2 arctan
(
Z
ZRY
)]
·
· exp
[
−
(
1
w2X (Z)
+
ik
2RX (Z)
)
X2
]
exp
[
−
(
1
w2Y (Z)
+
ik
2RY (Z)
)
Y 2
]
,
(318)
dove i parametri del fascio coincidono con quelli scelti per i laser più esterni. Il quadrato dell’ampiezza
complessa del campo elettrico diviene, quindi:
|EC( ~R)|2 =
2Vel,00E2‖
piwX (Z)wY (Z)
exp
[
− 2X
2
w2X (Z)
]
exp
[
− 2Y
2
w2Y (Z)
]
. (319)
In analogia a quanto effettuato nel caso dei fasci laterali, si suppone che le lunghezze di Rayleigh ZRX
E ZRY siano sufficientemente elevate da consentirci di ritenere le dimensioni radiali wX (Z) e wY (Z)
pressoché indipendenti da Z, ottenendo wX (Z) ≈ w0X e wY (Z) ≈ w0Y . L’equazione (319) diviene,
quindi:
|EC( ~R)|2 ≈
2Vel,00E2‖
piw0Xw0Y
exp
[
−2X
2
w20X
]
exp
[
− 2Y
2
w20Y
]
. (320)
Inoltre, se l’asimmetria nella sezione del fascio è molto significativa, allora si perviene a un qaudrato del
modulo dell’ampiezza complessa del campo elettrico generato dal laser centrale |EC( ~R)|2 dipendente dalle
sole X:
|EC( ~R)|2 ≈
2Vel,00E2‖
piw0Xw0Y
exp
(
−2X
2
w20X
)
. (321)
Sostituendo all’interno delle relazioni (300) e (301) i risultati ottenuti per |EL,R( ~R)|2 (315) ed |EC( ~R)|2
(321) rispettivamente, e sommando entrambi i contributi, si ricava il potenziale totale generato dai tre
fasci laser propagantisi parallelamente all’asse Zˆ:
U‖( ~R) ≡ UTW (X) =
60c3ΓVel,00E2‖
ω2Aw
2
0Xw
2
0Y ∆
[
exp
(
−2(X + l)
2
w20X
)
+ exp
(
−2X
2
w20X
)
+ exp
(
−2(X − l)
2
w20X
)]
:= −V0‖
[ ∑
s=−1,0,1
exp
(
−2(X − s · l)
2
w20X
)]
,
(322)
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dove è stato introdotto il parametro V0‖ := −
60c3ΓVel,00E2‖
ω2
A
w20Xw
2
0Y ∆
, che definisce la profondità massima del
potenziale a tripla buca. Sommando ora il potenziale a tripla buca così ottenuto U‖( ~R) (146) al potenziale
armonico bidimensionale U⊥( ~R) (307), e trascurando nell’espressione di quest’ultimo il termine costante
−V0⊥, si determina il potenziale di confinamento complessivo U( ~R):
U( ~R) = U⊥( ~R) + U‖( ~R) =
1
2Mω
2
H(Y
2 + Z2)− VTW
[ ∑
s=−1,0,1
exp
(
−2(X − s · l)
2
w2TW
)]
, (323)
dove la "profondità" delle buche di potenziale V0‖ è stata indicata con VTW , mentre lo spessore dei fasci
laser w0X è stato ridenominato wTW .
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