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Abstrak
E-mail spam adalah pengiriman pesan yang tidak diinginkan melalui e-mail dan dikirimkan dalam
jumlah besar kepada siapapun. Para pengguna layanan e-mail terpaksa menerima e-mail spam
tersebut, sehingga banyak pengguna layanan e-mail yang membuang waktunya dengan percuma
untuk memilah e-mail yang masuk ke inbox mereka. Oleh karena itu, e-mail spam filtering banyak
dikembangkan saat ini.
Dalam tugas akhir ini, dibangun sebuah sistem e-mail spam filtering dengan menggunakan
Granular computing, support vector machine, dan undersampling untuk memecahkan masalah
klasifikasi imbalance. Performansi sistem diukur dengan menggunakan g-mean.
Ada dua metode agregasi yang digunakan dalam penelitian ini, yaitu combine dan discard.
Namun, metode combine memberikan hasil yang lebih memuaskan dibandingkan metode discard,
dengan akurasi sebesar 83,59%. Hal ini disebabkan oleh banyaknya data informatif yang
terekstrak, sehingga meminimalkan efek information loss.
Kata Kunci : Granular computing, e-mail spam filtering, undersampling, klasifikasi, support
vector machine, granular support vector machine.
Abstract
E-mail spam means sending unsolicited messages via e-mail and sent in bulk to anyone. The e-
mail service users are forced to receive the e-mail, so many users waste their time to sorting their
e-mails that comes into their inboxes. Therefore, many e-mail spam filtering has been developed
at this time.
In this work, we built an e-mail spam filtering system using granilar computing, support vector
machines, and undersampling to solve the imbalanced classification problem. The system
performance is measured by using the g-mean.
There are two methods of agregation used in this study, combine and discard. However, combine
gives more satisfactory result than discard method, with 83,59% accuracy. It is because there are
many informative data that are extracted, so it minimize the effect of information loss.
Keywords : Granular computing, e-mail spam filtering, undersampling, klasifikasi, support vector
machine, granular support vector machine.
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1. Pendahuluan 
 
1.1 Latar belakang masalah 
Spam adalah penyalahgunaan sistem pesan elektronik (termasuk sebagian 
besar media penyiaran, sistem pengiriman digital) untuk mengirim pesan massal 
yang tidak diminta oleh penerimanya. E-mail spam adalah salah satu jenis spam 
berupa pesan-pesan  identik yang dikirim secara massal ke sejumlah penerima 
dengan menggunakan e-mail. E-mail spam menyebabkan banyak pengguna e-mail 
menjadi bingung, kesal dan terganggu. Oleh karena itu, e-mail filtering banyak 
digunakan oleh para pengguna e-mail. E-mail filtering adalah sebuah proses untuk 
melakukan pengelompokan e-mail berdasarkan kriteria tertentu. Untuk 
memisahkan antara e-mail yang merupakan spam dan yang bukan yang disebut 
dengan e-mail spam filtering. Salah satu teknik yang digunakan dalam e-mail 
spam filtering adalah klasifikasi. 
Klasifikasi adalah teknik memetakan (mengklasifikasikan) data ke dalam 
satu atau beberapa kelas yang sudah didefinisikan sebelumnya. Ada banyak teknik 
klasifikasi yang dapat digunakan untuk pembangunan email spam filtering, 
diantaranya adalah Naïve Bayes, Support Vector Machines, k-Nearest Neighbor 
dan Artificial Neural Network. Support Vector Machines adalah salah satu 
metode supervised learning yang digunakan untuk klasifikasi data. Untuk 
menambah efektifitas dan efisiensi pada SVM, maka banyak dilakukan 
modifikasi. 
Support Vector Machine (SVM) adalah suatu metode supervised learning 
yang digunakan untuk melakukan klasifikasi data. Support vector machine (SVM) 
memiliki hasil yang bagus dalam klasifikasi data. Performansi SVM turun jika 
dalam suatu dataset jumlah class yang satu dengan class yang lain sangat berbeda 
jauh atau disebut imbalance class [12]. Imbalance class adalah kondisi dataset 
dimana sampel negatif jauh lebih besar dibandingkan dengan sampel positif 
[12,13].  Kondisi tersebut menyebabkan class yang sedikit tersebut dianggap 
sebagai pencilan (outlier) atau bahkan tidak dianggap [12,13]. Strategi sampling, 
seperti oversampling dan undersampling dikenal sangat baik untuk menghadapi 
masalah imbalance class [13]. 
Salah satu penerapan modifikasi pada SVM adalah dengan menggunakan 
granular computing dan teori statistik [12]. Gabungan dari kedua cara tersebut 
disebut Granular Support Vector Machines (GSVM). Terdapat beberapa metode 
yang ditambahkan pada GSVM sesuai dengan tujuan pembangunan SVM. Salah 
satunya adalah metode Repetitive Undersampling yang berfungsi untuk 
meminimalkan dampak negatif dari hilangnya informasi sekaligus  
memaksimalkan dampak positif dari data cleaning dalam proses undersampling 
[13]. GSVM-RU dapat meningkatkan performansi klasifikasi dengan cara 
mengekstraksi informative sample yang penting untuk klasifikasi dan 
menghilangkan sejumlah besar sampel yang redundant dan bersifat noise [12]. 
Pada tugas akhir ini akan dibangun sebuah sistem e-mail spam filtering 
menggunakan Granular Support Vector Machine dengan Repetitive 
Undersampling yang diharapkan akan memiliki akurasi yang tinggi.  
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1.2 Perumusan masalah 
Berdasarkan latar belakang tersebut, maka dapat dirumuskan 
permasalahan sebagai berikut: 
1. Bagaimana melakukan penanganan terhadap e-mail spam dengan Granular 
Support Vector Machine with Repetitive Undersampling? 
2. Bagaimana pengaruh penanganan e-mail spam dengan GSVM-RU terhadap 
proses klasifikasi berdasarkan parameter sensitivity, specificity, dan G-Mean? 
 
Terdapat beberapa batasan masalah dalam penelitian tugas akhir ini, antara lain : 
1. Data yang digunakan adalah data yang tidak mengandung gambar. 
2. sistem yang dibangun adalah aplikasi yang berdiri sendiri (stand alone 
application) dan tidak diimplementasikan dalam e-mail server. 
 
1.3 Tujuan 
Tujuan dari penelitian tugas akhir ini adalah: 
1. Mengimplementasikan metode Granular Support Vector Machine with 
Repetitive Undersampling untuk mengklasifikasikan email spam atau bukan 
spam. 
2. Melakukan analisa akurasi pada sistem yang telah dibangun dengan parameter 
sensitivity, specitifity, dan G-Mean. 
 
1.4 Metodologi penyelesaian masalah 
Metode yang digunakan untuk menyelesaikan tugas akhir ini adalah: 
1. Studi Literatur, yakni mempelajari referensi dan literatur, baik berupa 
makalah, jurnal, maupun buku yang relevan yang membahas tentang Granular 
Support Vector Machine with Repetitive Undersampling. 
2. Mempersiapkan dataset yang akan digunakan untuk testing dan training 
dengan melakukan parser dan preprocessing terhadap dataset tersebut. 
3. Pembuatan desain sistem e-mail spam filtering dengan Granular Support 
Vector Machine with Repetitive Undersampling. 
4. Implementasi (Coding), yaitu mengimplementasikan perancangan menjadi 
sistem email spam filtering dengan menerapkan Granular Support Vector 
Machine with Repetitive Undersampling. 
5. Training dan testing sistem, melakukan pelatihan dan pengujian pada sistem 
dengan menggunakan data training, data testing dan data e-mail. 
6. Analisa hasil, melakukan analisa hasil dari sistem dengan cara 
membandingkan hasil klasifikasi data testing dengan data jawaban 
sebenarnya. 
7. Pembuatan laporan, mendokumentasikan semua tahap metodologi 
penyelesaian masalah menjadi suatu laporan yang nantinya dapat 
dikembangkan sesuai perkembangan jaman dan dapat dimanfaatkan 
sebagaimana mestinya. 
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5. Kesimpulan dan Saran 
 
5.1 Kesimpulan 
Berdasarkan hasil pengujian dan analisis yang telah dilakukan, dapat 
diambil beberapa kesimpulan sebagai berikut: 
1. Metode agregasi yang paling efektif untuk dataset yang digunakan adalah 
combine. Metode combine dapat menghindari terjadinya information loss pada 
dataset. 
2. Metode GSVM-RU dapat mengklasifikasikan dataset yang digunakan dengan 
akurasi yang tinggi, yaitu 99,81% untuk data testing dan 83,59% untuk data 
testing, dengan nilai parameter SVM (C) sebesar 0,8. 
3. Dataset yang digunakan masih belum bisa menebak dengan benar data spam 
yang diambil dari account GMail. Hal ini dikarenakan sistem yang digunakan 
oleh GMail berbeda dengan yang digunakan dalam penellitian ini. Selain itu, 
data training yang dijadikan model dalam klasifikasi masih belum mewakili 
data GMail yang digunakan. 
 
5.2 Saran  
beberapa saran yang diberikan antara lain: 
1. Penggunaan kernel lain pada SVM yang digunakan untuk klasifikasi data 
mungkin akan memberikan hasil yang berbeda. Namun perlu diperhatikan 
apakah jumlah atribut yang digunakan akan menimbulkan curse of 
dimensionality atau tidak. 
2. Penggunaan metode GSVM-RU untuk menangani berbagai macam data spam 
lainnya, misalnya data spam yang mengandung gambar didalamnya. 
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