This paper deals with a real-life application of epilepsy classification, where three phases of absence seizure, namely pre-seizure, seizure and seizure-free, are classified using real clinical data. Artificial neural network (ANN) and support vector machines (SVMs) combined with supervised learning algorithms, and k-means clustering (k-MC) combined with unsupervised techniques are employed to classify the three seizure phases. Different techniques to combine binary SVMs, namely One Vs One (OvO), One Vs All (OvA) and Binary Decision Tree (BDT), are employed for multiclass classification. Comparisons are performed with two traditional classification methods, namely, k-Nearest Neighbour (k-NN) and Naive Bayes classifier. It is concluded that SVM-based classifiers outperform the traditional ones in terms of recognition accuracy and robustness property when the original clinical data is distorted with noise. Furthermore, SVM-based classifier with OvO provides the highest recognition accuracy, whereas ANN-based classifier overtakes by demonstrating maximum accuracy in the presence of noise. .cn (X. Yin). Peer review under responsibility of Chongqing University of Technology.
Introduction
Epilepsy is a neurological condition such that it affects brain and the nervous system. It is a very commonly known neurological disorder and approximately 1% of general population is affected [1] . Only in the UK, around 1 in 100, more than half a million people suffer from epilepsy. There can be many causes of epilepsy and sometimes it is not possible to identify them. In the domain of epilepsy, seizure is referred to as an epileptic seizure and brain is the source. During an epileptic seizure normal functioning of the brain is disturbed for that certain time period, causing disruption on signalling mechanism between brain and other parts of the body. These seizures can put epilepsy patients at higher risk for injuries including fractures, falls, burns and submersion injuries, which are very common in children [2] . These injuries happen because seizure can happen anytime and anywhere without prior warning and the sufferer would continue his or her activity with an unconscious mind. If a system can effectively predict the pre-seizure phase (the transition time of the brain towards developing seizure), it could then generate an early warning alarm so that precautions can be taken by the sufferer.
Absence seizure is one from many forms of generalized epileptic seizures in which larger part of the brain is disturbed. These seizures are very short and sometime may go un-notice. The patient seems confused and may not remember the seizure afterwards. The complex spike-and-wave patterns generated by the brain during these seizures can be recorded on the electroencephalogram (EEG) and a neurologist can identify the three absence seizure phases namely seizure-free, preseizure and seizure [3, 4] . To automate this process, EEG data is converted into a digital format and fed into a computerized seizure detection (classification) system, which can automatically recognize the input pattern. The two core modules of this classification system are: feature extraction and design of a classifier using these features. A feature extraction method extracts the most discriminative information from the EEG recordings, which means an ideal feature can have the property of differentiating among three phases of absence seizure.
In literature, there is a long list of methods that can be used to extract features from the EEG signals. These methods include Fourier Transforms (FT); good for analysing stationary signals, and Time Frequency Distribution (TFD); provides a tool for examining continuous segments of EEG signals. However, EEG signals are non-stationary in nature and conventional frequency analysis methods may not capture the full details of the brain signals. Lyapunov exponents; discussed the detection and prediction of epileptic seizure in Refs. [5] , analysis of correlation structure [6] , and high order spectral analysis (HOS) [7] are the examples of non-linear methods for EEG signal analysis in the domain of epilepsy. Advances in wavelet theory has also made it a very suitable for bio-medical signal processing. It has a built-in advantage of capturing repeated and irregular patterns. It can also deal with the analysis of transient and sudden signal changes [8, 9] . This is possible because this technique provides variable window size, narrow at high and wide at low frequency levels. Furthermore [8] , has discussed several different methods for EEG signal analysis and concluded that Wavelet Transform (WT) has more advantages over other methods. The next step in designing the classification system is to combine these extracted features with an appropriate learning method to design a classifier. These methods can be divided into traditional classification methods and modern learning algorithms also known as computationally intelligent algorithms or machine learning algorithms. Bayesian methods based on statistical theory, k-nearest neighbour (k-NN) and decision trees based on logical branching, are considered to be in the category of traditional classifiers. On the other hand, Support Vector Machine (SVM), Artificial Neural Network (ANN), k-Means Clustering (k-MC) and Self-organising Maps (SOMs) exhibit intelligent behaviour by learning the complex and nonlinear patterns hidden inside the input feature vector, are considered to be computationally intelligent approaches. Below is the brief introduction about all the methods used in this research.
Classification systems based on Bayesian statistical theory have been widely and successfully used commercially [10] . This method gives a way to represent sensory evidence; features extracted from the raw data, and prior information about the problem in hand that is collected from domain knowledge. Considering the equal prior probabilities for all classes and hence, ignoring the hassle of obtaining the domain knowledge, the analysis becomes very straight forward. Although, it is a powerful and simple rule to handle and implement, yet estimating posterior probabilities from the data is a non-trivial task [11] and the distribution of data may not be uniform. k-NN rule as the name implies, classify an observation by giving it a label after probing the labels on all the k-NNs and making decision based on majority voting. Usually, Euclidean distance is used to measure the distances between the neighbouring instances. This algorithm mostly provides an acceptable performance in many applications [10] such as visual category recognition [12] and is also very easy to implement. However, k-NN algorithm suffers due to large memory requirements and also there is no logical way to choose the best k value, which would affect the classification problem and may not yield very good results.
Inspired by the human brain functioning and architecture, McCulloch and Pitts in 1940s presented a logical threshold unit (LTU) [13] . This basic idea of LTU has been generalized in many ways since then and it is the building block for modern ANNs. In 1962 a single layer perceptron neural network was introduced by Rosenblatt [14] by extending the idea of LTU along with a trainable network with adaptive elements [15] . Despite the huge success of this neural network model, it was only limited to solve linearly separable problems. A traditional feed-forward neural network [13] has three types of layers, i.e., input, hidden and output layers. Each layer consists of nodes connected in a layer-to-layer manner. The feed-forward neural networks can learn any smooth non-linear functions in a compact domain to any degree of accuracy and are considered to be universal approximators. They have many applications such as classification, prediction, clustering and approximation [13] . The drawback of this technique is that it requires a lot of parameters to be tuned for training the neural network. Also, there is no set of rules for finding the number of hidden layers and neurons in these layers. Furthermore, ordinary neural networks suffer from the "over-fitting" and "local optimization" problems [16] .
The SVM method maps the non-linear and inseparable data from an input space into a higher dimensional feature space where the data would then be linearly separable [17] . This task is accomplished by utilising the concept of separating hyper planes [17] . Instead of computing a mapping function, the use of kernel function saves the computational demand especially for feature mapping function of higher dimensional space. The SVM algorithm aims to maximize the margin (the region separating the support vectors on either side of the hyperplane) and tries to find an optimal hyperplane. Hence, also called the maximal margin classifier. Although, the training parameters for SVM technique are very few, it can still be a computationally time consuming and highly complex. Nonetheless, SVM has a good generalization ability, solution to the overfitting problem and also performs well in a high dimensional feature space.
k-MC is an unsupervized learning technique that clusters samples based on similar properties. Whereas, k represents the number of clusters or classes. Within a cluster the samples are similar but different from the samples grouped in other clusters. This is an iterative process in which samples are grouped together according to their closet mean and cluster positions are adjusted until these positions do not change for some iterations. The advantage of this technique is that it does not require labels with the input examples. The convergence is also faster if k is small. However, if clusters are of different sizes, densities and not globular then the results are poor. The results may also vary depending on the initial location of the cluster centres.
From the above discussion, we can conclude that the advantage of using machine learning approaches over the traditional classification methods is that the classification system does not need to know much about the input data in the beginning but the characteristics of the input data are learnt by the learning algorithm. Once the classification system has been built, replacing a learning algorithm with any other would not require any changes in the system. Considering this advantageous factor, classifiers such as ANN and SVM have been widely used in designing the epilepsy detection systems [3, 9, 6, 18] . Also, features that are highly discriminative not only yields better recognition accuracy but also speeds up the process. Recently [3] , has shown a very good recognition accuracy of seizure phases by extracting features in the time domain as well as in the frequency domain using FT.
In this paper, we first present a different strategy for extracting features from the EEG signals. In the time domain local features, based on windowing filtered mechanism, and global features, based on the entire signal length, are calculated. The signal is then decomposed into different levels using Discrete Wavelet Transform (DWT) and features at each level are calculated. In the next phase, we compare different machine learning algorithms in terms of their recognition accuracy based on the extracted features. Traditional classification methods provide an acceptable performance in many applications and can be used as a benchmark for other techniques [10] . Comparisons have also been performed between both types of classification methods, traditional and intelligent algorithms. The robustness property has also been tested using noise-contaminated data.
The organisation of this paper is as follows. Section 2 explains the mechanism of digital data acquisition from epilepsy patients and also discusses the process of feature extraction method for designing the epilepsy classification system. It then explains how the three computational intelligence techniques; SVM, ANN and k-MC work. Section 3 presents classification results that include design of classifiers using SVM, ANN and k-MC and evaluation of these classifiers against two traditional classification methods, NBC and k-NN. The paper ends with concluding remarks in Section 4. Fig. 1 shows the design cycle of epilepsy classification system used in this research. This is an iterative process in which the system is updated based on the output produced by the learning algorithms. The details of this design scheme are discussed in the following sections.
Epilepsy classification system

Data acquisition
Using 10-20 international standard electrode placement system, with all 19 electrodes (FP1, FP2, F3, F4, C3, C4 P3, P4, O1, O2, F7, F8, T3, T4, T5, T6, Fz, Cz, and Pz) the data has been collected from the epilepsy patients suffering from the absence seizure. These recordings were taken in the Peking University People's Hospital, China, and the patients (6 males and 4 females), aged 8e21 years old, have agreed to use this data for research and publishing results [3] . To record the neural activity, EEG data was samples at 256 Hz, filtered from 0.5 to 35 Hz bands using Neurofile NT digital video EEG system [3] . Extracted data has been divided into three phases of absence seizure; seizure-free, pre-seizure and seizure, by an epilepsy neurologist. These phases are separated based on the criteria of 1) the interval between the seizure-free phase and beginning point of seizures is greater than 15 s, 2) the interval is 0 and 2 s prior to seizure onset, and 3) the interval is the first 2 s of the absence seizure [3] . Each dataset has 110 samples and each sample size is 19 Â 512. Fig. 2 shows the example of 19-channel EEG recordings of these three seizure phases. From the figure, seizure-free and seizure phases are quite obvious and easier to classify. However, the brain shifts from seizure-free to an absence seizure (pre-seizure phase) looks almost the same and is hard to distinguish. The generalized spike-wave discharges with a repetition rate of 3 Hz are typically associated with clinical absence seizures. More details about the data collection can be located in Refs. [19e21].
Feature extraction
The purpose of this stage is to eliminate the redundancy in the EEG signals by selecting the discriminative features from the raw data. The process also helps in reducing the size of the input feature vector. In the case of EEG recordings, we have 19 channels from the 19 EEG electrodes (sensors) as shown in Fig. 2 . The research in absence epilepsy has demonstrated that not all 19 channels are of the same importance. Successful experiments in Ref. [3] has also established that only 10 electrodes (FP1, FP2, F3, F4, C3, C4, F7, F8, T3 and T4) out of total 19 have the properties that can help in classifying the three seizure phases. A feature vector was then formed based on these 10 selected channels.
To capture the brain functioning over a period of time, local and global values of the same features were calculated from the EEG signals in the time domain. Global values were calculated based on the entire signal length and local features were extracted using a windowing function. The importance of the features in the time domain is evident from Fig. 2 , in which there are no sudden or abrupt changes in the brain recordings during the seizure-free and pre-seizure phases. Such activities are very well captured by the time domain analysis. Energy (E), range (R), standard deviation (SD), sum of absolute values (SAV), mean absolute values (MAV) and variance (Var) of each selected channel were extracted in the time domain to form the part of the feature vector.
DWT decomposes the signal into several levels and each level represents a particular coarseness of the signal. At each level, the signal is passed through the high pass filter (HPF), which acts as the mother wavelet, and the low pass filter (LPF) that acts as a mirror version of the corresponding HPF. The output of each level is the downsized signal by a factor of 2.
Approximation (A1), consists of low frequency components, and detail (D1), consists of high frequency components, are the coefficients produced by LPF and HPF respectively. For the next level of decomposition, A1 is further decomposed and the whole process is repeated until the desired level of decomposition is achieved. For one dimensional signal xðtÞ the continuous wavelet transform (CWT) is defined by Morlet-Grossman [22] :
where j is the analysing wavelet, a is the scalar parameter, and b is the position parameter. The CWT is converted into discrete wavelet by using binary scale factors. Hence, from (1) [23]:
Which means A1 and D1 are the first split of signal xðtÞ. Then from using A1 the next split is A2 and D2 and the process continues until the desired level is reached. Fig. 3 depicts the DWT decomposition scheme of a signal of length n and Y 2 shows that the signal is downsized by a factor of 2 at each level.
We have used Daubechies D4 wavelets, which is most widely used DWT for EEG signal analysis. D4 uses four scaling and wavelet coefficients [9] . The scaling coefficients (LPF) are: 
ffiffi ffi 2 p
And the wavelet coefficients (HPF) are:
EEG signal has been decomposed into 5-levels and at each level energy, range and standard deviation has been calculated. In addition to these features, waveform length (WL), average amplitude change (AAC) and difference absolute standard deviation (DASD) [24] have also been computed at each level of decomposition to form the rest of the feature vector. Combining all the features from time domain as well as from the decomposed signal resulted in a large feature vector, which is considered to be computationally expensive in the classification process and can also generate poor recognition accuracy. Fig. 4 depicts the whole process of feature extraction discussed above. As from Section 2.1, the individual electrode provides 512 brain readings (values) and only 10 channels are selected to build the feature vector. Hence, form each electrode, 192 local values using a window size of 16 and 6 global feature values are extracted. The values of individual electrode is then decomposed to 5-levels. D j /D L represent the detail values and A L represents approximate values as shown in 
Computational intelligence techniques
Intelligent techniques take feature vector as an input and use a learning strategy these algorithms learn the patterns in the features vector. After the learning (training) process has finished any new data sample is classified based on the trained classifier. This phase is called classification phase. According to the learning procedure, these techniques can be divided into supervised and unsupervised learning. In supervised learning, the algorithm takes example inputs (training dataset) and their corresponding output (class labels). It then learns a general rule of mapping inputs to outputs. SVM and ANN follow this strategy. In an unsupervised learning mechanism, no output is attached with the input examples. The data is grouped and clustered based on their natural or similar characteristics. k-MC is an unsupervised learning algorithm. In this research, we have explored SVM, ANN and k-MC.
Support vector machine
A binary class classification problem y ðiÞ 2½þ1; À1 with a training set ½ X ðiÞ N i¼1 2< d , and the corresponding outputs (class labels) ½y ðiÞ N i¼1 can be stated as:
Where W2< d is the weight vector and w 0 is the bias. However, not all the classification problems are linearly separable. Such problems are solved using the soft-margin method and the classifier is known as soft-margin classifier. Maximising the margin and minimising the number of misclassified points, we can formulate the constraint optimization problem for the soft-margin method as: 
Where z is a slack variable, which represents the upper bound training error and C > 0 trades off margin size and training error. Replacing C with 0 in (5) becomes the linearly separable case. Non-linear Support Vector Classifiers (SVCs) use the kernel trick, which maps the original feature space to another higher dimensional space and through this mapping process the classification task may become easier. In this study we use the following three kernel functions [25] .
Ploynomial : K X ðiÞ ;
RadialBasis : K X ðiÞ ;
where Kð,; ,Þ represents a kernel function, d is the dimension of the feature vector, q is the degree of the polynomial and g sets the influence boundary for the radial basis kernel function. SVM is a binary classifier that can only handle two-class classification problems. To overcome this shortcoming different strategies are used to combine the binary SVM classifiers to tackle multiclass classification problems. As in our case, we are required to classify three phases of absence seizure. We have compared three different methods to combine binary SVM classifiers, which are Binary Decision Tree (BDT), One Vs One (OvO), and One Vs All (OvA).
BDT method requires C À 1 classifiers for C-classes. Converting a three-class classification problem into a twoclass classification problem, SVM1 is trained on samples from seizure phase (class 3) with labels, À1, and samples from seizure-free and pre-seizure phases (classes 1&2) combined together as one class with labels, þ1. SVM2 is then trained on samples from seizure-free phase (class 1) with labels, þ1, and pre-seizure phase (class 2) samples with labels, À1. A test sample X ðÃÞ is processed through both the SVMs and to obtain the category of this new sample the results of both SVMs are then combined as shown in Fig. 5 . The classification accuracy depends on the SVMs in the upper levels.
CðCÀ1Þ 2 binary SVM classifiers are required for C-classes using OvO method. Thus, for three-class problem, it requires 3 binary SVMs. SVM1 is trained on samples from class 1 (seizure-free) and class 2 (pre-seizure), SVM2 on samples from class 2 and class 3 (seizure), and SVM3 on samples from class 3 and class 1. For a new observation (sample) X ðÃÞ , it chooses final class label with majority votes. This whole process is summarized in Fig. 6 .
C-binary SVM classifiers are needed for C-class problem when using OvA method. Therefore, 3 binary classifiers for the problem in hand. Three-class problem is again divided into two-class classification problem and the training procedure is shown in Fig. 7 , where class 1 is seizure-free, class 2 is preseizure and class 3 is seizure phase. A new sample X ðÃÞ is passed through all three SVMs and the SVM having highest value will decide the final class label.
Artificial Neural Networks
A fully-connected three-layer feed-forward neural network (FFNN) is shown in Fig. 8 . Each layer is connected to its previous and the next layer. These connections are associated with connection weights. Hidden layers also contain an array of artificial neurons, called processing units and an activation function, f ð,Þ, for each neuron. A general feed-forward operation for classification purposes can be written as [16] :
where the subscript j indexes units in the input layer and p indexes units in the hidden layer. w pj denotes the input-tohidden layer weights at the hidden unit p. The subscript k indexes in the output layer and n H denotes the number of hidden units. d represents the dimension of the ith input sample. The advantage of using FFNN compared with SVM is that for C-classes (outputs), the network can learn C discriminant functions z k and a training input X ðiÞ is assigned to the function z ðiÞ k that has the maximum value from all other functions. Usually, these functions are learnt through a wellknown backpropagation algorithm. The goal of this algorithm is to find a set of weight values for all the connections, such that it can minimize the error between the actual and desired output. A new sample X ðÃÞ is classified using the trained FFNN.
To achieve the maximum recognition accuracy of the three seizure phases, we have tried different number of hidden layers, hidden nodes and various combination of activation functions in this study. The best recognition accuracy was achieved by using 4 hidden-layer FFNN. The first hidden layer has 22 neurons and uses radial basis activation function. The second hidden layer has an array of 8 neurons and each node uses tangent sigmoid activation function. The third and fourth hidden layers contain 10 and 4 neurons respectively, and both The class labelling scheme has been shown in Table 1 . The training parameters and procedure for this 4 hidden-layer FFNN architecture have been provided in the results section.
k-means clustering
The problem of clustering can be defined as the sum of square Euclidean distances of each cluster from its mean m k :
This criterion defines clusters as their mean vectors m k in the sense that it minimizes the sum of the squared lengths of the error, X ðiÞ À m k . Where C represents the total number of clusters (classes), X ðiÞ is the ith sample, and D k is the kth cluster. Hence, a partition is optimal if it minimizes J e and also called minimum variance partition. In our case, the data was clustered into three groups (seizure-free, pre-seizure and seizure phases) and a new sample was assigned to the cluster that has minimum distance from these three clusters.
It is worth mentioning that after the training process, all the parameters and weights of the classifiers are fixed values and can be used in the real-life applications. The computational cost for the classifiers to give out the results are all very low and can be ignored in most of the cases.
Classification results
From Section 2.1, each dataset (seizure-free, pre-seizure and seizure) has 110 samples. To design classifiers using extracted features from the EEG signals as discussed in After the training process, the classifier is tested using the testing dataset to evaluate its recognition accuracy for any new pattern (sample). The percentage of recognition accuracy for both training and testing datasets are calculated separately based on correctly classified samples within each individual dataset.
Classifiers
To perform the experiments with SVM-based classifiers, a soft-margin classifier has been used in all the multiclass SVM classifiers. When polynomial kernel function (7) is used, we choose q ¼ 5. When radial basis kernel function (8) is used, we choose g ¼ 0:2. These values are used in all experiments which are achieved by trial and error approach for the best performance.
The FFNN architecture discussed in Section 2.3.2 was trained with training samples along with their corresponding class labels for 30 epochs and with initial learning rate of 10 À4 using Levenberg-Marquardt backpropagation algorithm. Mean squared error criteria was used to calculate the error between the outputs produced by the network and the actual class labels. For each successful step, the learning rate was decreased by 10 À1 and for every failure, it was incremented by 5. The network takes 40 dimensional feature vector as an input, and produces the output of size 3. ð1; 0; 0Þ represents an observation from class seizure-free, ð0; 1; 0Þ corresponds to a sample from pre-seizure phase and ð0; 0; 1Þ classifies a seizure phase.
For k-MC, 100 iterations were performed to determine the cluster centres. However, clustering is a random process, which starts with random cluster centres. During these iterations, if the clusters did not change their positions, new clusters centres were determined to avoid the local minima problem. This process replicated itself 5 times.
Evaluation
To evaluate the success of our feature extraction scheme and to equate the recognition accuracy between learning algorithms and traditional classification methods, we have also selected to perform experiments with naive Bayes and k-nn classification methods. To estimate the data distribution for naive Bayes classifier, we have employed two ways to estimate the input data distribution. The one uses the normal Gaussian function (Naive Bayes with Gaussian function NBN) and the other uses the kernel smoothing function (Naive Bayes with kernel smoothing function NBK). k-NN has been tested for four different values of k (i.e., 1, 3, 5 and 7). Class labels 1, 2, and 3 have been used for seizure-free, pre-seizure and seizure samples respectively, for both the traditional classification methods.
The recognition accuracy (classification performance) of all the methods are evaluated. Firstly, the experiments were performed using the original dataset, without any noise. In the EEG process the noise however is inevitable due to certain uncertainties in the measurement process, such as, signal conversion, filtering, amplifying and environment conditions. To reflect these factors present in the real-life patient's clinical data, how the underlying seizure recognition system would behave in the presence of noise and also to investigate the robustness property of each algorithm, the data has been contaminated with different levels (0.05, 0.1, 0.2, 0.5 and 1.0) of random noise.
The recognition accuracy of all the methods are presented in Tables 2e7, where SVM-OvA represents SVM classifier with one vs all strategy, SVM-OvO is SVM classifier with one vs one method and SVM-BDT shows the results obtained using SVM classifier with binary decision tree method. Linear, polynomial and radial basis kernel functions show the results against each individual kernel method discussed in Section 2.3.1. NN is the neural network classifier consisting of four hidden layer architecture, NBC is naive Bayes classification method, which uses two different density estimation methods, normal (NBN) and kernel smoothing function (NBK). k-NN is shown with different values of k (i.e., 1, 3, 5 and 7). And finally, k-MC shows the k-means clustering results.
In Table 2 , the recognition accuracy (%) of both training and testing datasets is shown where "Average" represents the average accuracy for all three classes (seizure phases). It can be seen that the highest average testing accuracy is 93.9394% which is achieved by SVM-OvO using polynomial kernel function and the corresponding average training accuracy is 99.6970%. Whereas, 1-NN has obtained the best average training recognition accuracy of 100%. On the other hand, the lowest average testing accuracy is 66.6667% which is achieved by k-MC. Talking about successfully predicting the preseizure phase, SVM-OvO with polynomial kernel function is again leading with 90.9091% testing recognition accuracy. Also, traditional classification methods are not able to predict the pre-seizure phase with good recognition accuracy. NBC with kernel function has improved the average testing accuracy from 69.1358% to 72.8395%. However, NBC provides a poor performance in predicting pre-seizure phase.
The fact that the real-life data will not be smooth and it will contain noise due to certain factors mentioned above. Tables 3e7 summarizes the results of testing data classification when original testing dataset is contaminated with different levels of noise. Addition of noise is a random process. Thus to collect the statistical information, each experiment was repeated 10-times on the test dataset only. These experiments were performed without training the classifier on the noisy dataset. "Worst", "average", "best" and "std" (standard deviation) show overall values for all the three seizure phases. The worst individual is the lowest individual accuracy obtained after these experiments.
Generally, the recognition accuracy is decreasing when the noise level is increasing. The recognition accuracy of SVM with polynomial kernel function has badly degraded in all the multiclass SVM methods. However, SVM with linear kernel function has shown good robustness property in the presence of different noise levels. Among all the classification methods, the NN classifier has shown the maximum recognition accuracy of 85.8943% at highest noise level of 1. From the discussion and the results presented, it is fair to conclude that NN has a good generalization ability which is not very much degraded under the increasing levels of noise.
Conclusion
This paper has presented different supervised (SVM and NN) and unsupervised (k-MC) learning algorithms for classifying epilepsy seizure phases. Computationally intelligent techniques NN and SVM have proved to be very good in recognising and classifying the complex and complicated patterns in the input data (EEG signals). The performance of these algorithms has been compared with two traditional classification methods, NBC and k-NN. It can be concluded that NN and SVM have demonstrated the best recognition accuracy compared with traditional classification methods and an unsupervised learning algorithm, k-MC. Furthermore, NN and SVM both showed robustness property by maintaining best results even when the input data is contaminated with different noise levels. In addition, the feature extraction method is also introduced in the paper, which is able to gain rich information of the signal at a moderate dimension of the feature vector. Also, the NN method outperforms the SVM methods for some of the noisy dataset cases. In future, more classification methods based on neural networks such as selforganising maps and deep learning architecture will be explored and try to find the method, which is best at both noisy case and noise free case.
