








Machine  Translation  (EBMT)  using  Proportional  Analogy.  This  approach,  a  type  of  analogical 
learning, was attractive because of its simplicity; and the papers reported considerable success with 
the method. This paper  reviews what we believe  to be  the  totality of  research reported using  this 
method,  as  an  introduction  to  our  own  experiments  in  this  framework,  reported  in  a  companion 





At  the  last  workshop  on  EBMT  four  years  ago,  Lepage  and  Denoual  [10]  presented  “the  ‘purest’ 
EBMT  system  ever  built:  no  variables,  no  templates,  no  training,  examples,  just  examples,  only 




represent,  as  far  as  we  can  tell,  the  only  full-scale  implementations  of  EBMT  using  proportional 
analogies  for  the  entire  translation  task.  The  idea  is  adapted  to  translating  unknown  words  in  the 
context of another approach to MT as reported by Langlais and colleagues in [2,4,6,7]. 
In our own work, we have been trying to address the problem of translating between English and 
Bangla  (and  other  Indian  languages), mainly  in  a  statistical MT  framework.  Faced with mounting 
difficulties and  low quality, we were  inspired  to  revisit  the pure EBMT approach.  In  this paper we 
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of  characters,  based  on  finding  the  longest  common  subsequences,  and  measuring  edit  distance. 
Lepage  showed  with  examples  from  various  languages  that  his  algorithm  could  handle 







Using  the  algorithm  from  [8], Lepage  and Denoual  [10,11,12]  show how an EBMT system can be 


























































































but  also means  that  correspondences  such  as walks  : walked  ::  floats  :  floated  seen  in  (8b)  above 
would not be captured. 
3   Implementation  
As mentioned  above,  the method  involves  two  basic  operations:  searching  for  possible  analogical 
equations, and solving them. The latter of these is relatively straightforward, and various algorithms 
have been proposed, Lepage’s own implementation [8] being generally accepted as the most efficient. 
More problematic  is  finding  the  triple of  (A, B, C)  that  satisfy  the analogical equation  (1)  for a 
given D. Noting that the algorithm is in principle cubic in the amount of data, (or “only” quadratic if 
one searches first for (A, B) pairs), commentators agree that the search is intractable or unmanageable, 
except  for  “toy  problems”.  Even  if  the  analogy  solver  is  quite  efficient,  it  is  obvious  that  some 
heuristics are needed to reduce the search space. 
3.1   Heuristics 







p.88],  although  an  average  of  689K  equations  are  formed  to  translate  one  sentence  when  using  a 
















a  certain  edit  distance of D,  though  they  do  not  specify what  that  distance  is  in  their  experiments. 
Langlais  and  Yvon  [6]  employ  a  similar  heuristic  as  one  of  several,  which  they  try  to  evaluate 
separately (called ED, see below). 
Lepage  and Lardilleux  [13]  suggest  a  further  heuristic,  also  involving  sentence pairs which  are 
close,  and/or  where  one  subsumes  another,  but  their  explanation  is  unclear.  Lepage  et  al.  [14] 






























H5: Whenever a symbol occurs more frequently  in A′  than it does  in B′ and C′,  the equation  is 
bound to fail and need not be solved. 
To  this  set of heuristics we add our own suggestion,  results  from which will be  reported  in  the 














immediately  reject  (Ai,Bj)  and  try  the  next  pair.  In  keeping with  the  spirit  of  heuristic H2, we  can 
potentially make further savings by sorting the scores for (H,D) pairs, and starting with the lowest. 
3.2   Preprocessing 
The  original  “boast”  of  Lepage  and  Denoual  [10,11,12]  is  that  their  approach  requires  no 
preprocessing  or  training  of  any  kind.  However,  in  [13]  they  abandon  this  principle,  preferring  to 
expand the example data with subsentential (chunk and word) alignments. The chunks are extracted 
by  identifying grammatical markers  such as case markers  in  Japanese. They are  then aligned  in  an 
example-based  process  exploiting  hapax  legomena  (words  occurring  exactly  once  in  the  corpus) 















As mentioned  above,  it  can  happen  that  the  straightforward  application  of  the  procedure  to  find  a 
triple (A, B, C) given an input D can lead to a solution involving a string C which is however not itself 
in  the example database.  In  this circumstance, according  to  [10,11,12],  the  translation C′ needed  to 
solve  the  second  analogical  equation  is  arrived  at  “using  the  present  method  recursively”.  This 
recursion  is  briefly  discussed  in  [10,12],  where  it  is  noted  that,  in  the  experiments  reported,  one 
recursive call is needed on average, with a maximum of two. There is no explanation or suggestion of 
57
how to control  the recursion so as to prevent  the system from selecting  the same (A, B) pair   as an 
initial  candidate,  and  thereby  getting  stuck  in  a  loop.  The  fact  that  in  their  experiments  so  few 











undertaken  using  other means  [2,4,6,7].  As  far  as we  know,  this  is  the  totality  of work  using  this 
framework for translation to date. 
4.1   ALEPH system 
The original  system, named ALEPH and described  in  the  three 2005 papers  [10,11,12],  uses  as  its 
example base the English, Japanese and Chinese data from the C-STAR project’s BTEC, a corpus of 
around 160K sentences  from  the  travel  and  tourism domain.  Importantly,  the  average  length of  the 








The  results  are  given  using  a  range  of  evaluation  measures,  and  the  system  does  very  well. 










The  ALEPH  system  evolved  into  a  new  system,  named  GREYC,  for  the  2007  and  2008  IWSLT 







number  of  reference  translations  might  account  for  the  lower  BLEU  scores,  or  at  least  make 
comparison with their 2005 system difficult. 
The implementation  in [14] allows more  than one solution but, more significantly, works at  the 
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word rather than character level. It participated in BTEC tasks for Arabic–English, Chinese–English 
and  Chinese–Spanish,  as  well  as  the  PIVOT  task,  translating  Chinese–Spanish  via  English,  with 
BLEU scores 0.42, 0.44, 0.23 and 0.21 respectively. 
4.3   Using proportional analogies to handle unknown words 
While  Lepage  and  colleagues  have  had  modest  success  using  proportional  analogies  for  the  full 
translation  task,  a  similar  approach  has  been  reported  for  the  translation  of  unknown words  only, 
within the context of a statistical MT system means.  
Denoual’s  experiments  [2]  attempt  to  translate  all  unknown words  in  a  Japanese–English  task. 


















rate was 97.5%, but  the  average position  for  the  first  oracle  translation was 1,602nd. Clearly  some 
further  filtering  mechanism  on  the  output  is  needed.  The  phrase  translation  task  provided  more 













identifying  likely  (A,B,C)  triples,  and  preventing  fruitless  attempts  to  solve  equations.  And  even 
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