ABSTRACT With the increas of the global aging population, elderly care has become an important social issue around the world. Human-centered telehealth provides more efficient and comfortable health-care services for elderly people through collecting the elderly's information remotely. Video taken by wearable cameras is one of the most efficient carriers for human-centered telehealth. Whereas wearable cameras are mainly limited in energy supply and computation, the conventional video codecs such as H.26x requiring encoders with powerful processing ability are thus not suitable. Distributed video coding (DVC) based on the Wyner-Ziv (WZ) coding architecture, namely, WZ video coding, can exploit the source statistics only at decoders. It thus provides an efficient solution for low-power wearable cameras. Nevertheless, the compression performance gap between the DVC and the conventional video coding still exists. One of the main reasons for this weakness is the quality of the side information (SI). As the estimation of the current WZ frame, the SI provides the important inter-frame correlation for the correlation noise statistics. In this paper, a novel algorithm is proposed for the SI refinement first. The proposed refinement algorithm iteratively learns the difference between the already decoded information of the current WZ frame and the SI, and makes a targeted refinement for the SI quality. Subsequently, a progressively refined correlation noise model is proposed based on the novel SI refinement algorithm. The progressively refined WZ video coding is thus achieved. The performance evaluations show that the proposed technique advances over the existing DVC systems. The proposed technique provides an efficient way to improve the video compression performance for the low-power wearable cameras in human-centered telehealth.
I. INTRODUCTION
With the increasing of the global aging population, elderly care has become a challenging social issue around the world. Different from the traditional hospital-centric health care, human-centered telehealth, built on the advanced network and data analytics technology [1] , provides more efficient and comfortable health-care services for elderly people. Whether the elderly are at home or outdoors, telehealth can collect their data remotely to achieve ubiquitous health-care, which has the advantage of supporting elderly for expanding their activity scope.
Wearable cameras have been the important component of human-centered telehealth systems, based on which the human's activity and surroundings can be monitored continuously. For example, in [2] , cameras are worn on the patients of Alzheimer disease. From the patient point of view, data gathered from the wearable camera monitors the daily activities of the patient, and provides helpful information for the early diagnosis and treatment for Alzheimer disease. An application of wearable cameras in emergency medical rescue is presented in [3] . Wearable cameras build a bridge to enhance the communication between the healthcare and paramedics, where the healthcare professions can provide real-time assistance remotely if necessary. Although wearable cameras play a great role in human-centered telehealth systems, they are limited in energy supply, computation, storage, and bandwidth, for the sake of the low cost and convenient portability [4] . Low-power wearable cameras thus become a necessary approach to provide the longer monitoring with the same battery capacity.
From a video coding perspective, the conventional video codecs, such as H.26x, require encoders with powerful processing ability. Hence, they are not suitable for the low-power wearable cameras. Contrary to the conventional video codecs, distributed video coding (DVC) guided by the theory of Slepian and Wolf [5] and Wyner and Ziv (WZ) [6] , can exploit the source statistics only at decoders to achieve the efficient video compression. DVC system with simple encoders and sophisticated decoders has thus been recognized as an efficient solution for low-power wearable cameras. For example, DVC has been used in wireless capsule endoscopy, which is a kind of low-power camera to acquire the videos of the digestive track in the body of patients [7] .
In the typical video coding paradigms of DVC, a video sequence is divided into two related sub sequences A and B. Sub sequence A is encoded by the conventional intra codec (e.g. H.26x intra-coding), and then transmitted to the decoder to generate the estimation of sub sequence B, namely the side information (SI). The SI provides important inter-frame correlation for sub sequence B. With the SI, sub sequence B can be decoded successfully by WZ codec. Although there is significant research performed on DVC during the last decade, the compression performance gap between DVC and the conventional video coding still exists. One of the main reasons for this weakness is the quality of the SI.
The efficient motion-compensated predictions (MCP) are commonly employed to generate the SI. In earlier research, the typical method used for MCP is motion-compensated interpolation (MCI) [8] - [12] . MCI acts on the past and future decoded frames to generate the SI of the current frame. Due to the usage of future decoded frames, MCI adds algorithmic delay, and is restricted in the size of group of pictures (GOPs) and the intensity of motion. When the size of GOPs is larger, the reference frames may be temporally far from each other, and the quality of the SI may be reduced, especially for natural videos with the high motion intensity. As the demand of low-delay increases, DVC based on motion-compensated extrapolation (MCE) provides a viable solution [13] - [17] . MCE only acts on the past decoded frames to estimate the current frame, thus decreasing the algorithm delay. Whereas, it is too rigid that only MCI or MCE is used to generate the SI when partial information of the current frame becomes available during the decoding. To address this issue, learning approaches were proposed to improve the quality of the SI.
By means of learning approaches, the initial SI is progressively refined by successively exploiting the available data along with the process of the decoding. The earlier research focused on the pixel domain motion compensation refinement to improve the quality of the SI [18] - [20] . Whereas, the improvement in pixel domain was limited, the research proved that the SI refinement in transform domain could provide better rate-distortion (RD) performance [21] - [29] .
In discrete cosine transform (DCT) domain, the SI refinement commonly occurred after decoding each DCT band at decoders [21] - [25] . Martins et al. [21] iteratively exploited the available information after decoding a DCT band to improve the quality of the SI and the source statistical correlation for the decoding of the remaining DCT bands. Ascenso et al. [22] utilized MCI and MCE to create 5 different SI hypotheses before decoding the current WZ frame. After decoding one DCT band of the WZ frame, blocks from each SI hypothesis was adaptively combined with a weighted vector median filter, so that a refined SI is achieved for the next DCT band. Luong et al. [23] took the advantage of optical flow and the available decoded information to refine the SI, after decoding each DCT band. Abou-Elailah et al. [24] used the scale invariant feature transform to obtain the global motion estimation at the encoder, and then make a fusion of the global motion estimation and the local motion estimation obtained at the decoder to refine the SI. Moreover, parallel processing [25] and artificial neural networks, such as multilayer perceptron [26] were used to preliminarily improve the quality of the SI.
In discrete wavelet transform (DWT) domain, the current frame is transformed into N different resolution images by the N -level DWT at the encoder. At the decoder, with the decoding from the N th decomposition level to the 1 st decomposition level, the more accurate source statistics of the current frame will be exploited for the SI refinement. Hence, the characteristics of multi-scale and multi-resolution of DWT are benefit for the SI refinement. Meanwhile, DWT can avoid the blocking effect caused by the block-based DCT, so that the transformed image by DWT is more consistent with the nature of human vision. Di and Hua [27] acquired the optical motion vectors by integrating the block-based motion estimation with the adaptive Kalman filter. Subsequently, they employed a weighted vector median filter to refine the motion vectors. Fang et al. [28] took advantage of different motion estimation strategies to refine the SI in over-complete DWT. Liu et al. [29] proposed a multi-resolution motion refinement (MRMR) approach to more efficiently refine the SI after the decoding of all the sub-bands at each decomposition level. Based on MRMR, we proposed the efficient highorder correlation noise models [30] and [31] to achieve the significant gain over the state-of-the-art DVC systems. In this study, a novel progressively refined WZ video coding scheme is proposed based on our previous works [30] and [31] to further improve RD performance. Specifically, we firstly propose a novel SI refinement algorithm, which iteratively learns (exploits) the difference between the already decoded bit-planes of the current WZ frame and the SI. A targeted refinement for the quality of the SI is achieved according to the above difference. Subsequently, the progressively refined correlation noise model is proposed based on the novel SI refinement algorithm. A new progressively refined WZ video coding scheme is thus achieved. The performance evaluations show that the proposed technique based on the novel SI refinement algorithm advances over the existing DVC systems.
The rest of this paper is structured as follows. Section II sketches the coding framework MRMR-DVC. The proposed SI refinement algorithm is presented in Section III. The progressively refined WZ video coding is discussed in Section IV. Section V reports our experimental results. At last, Section VI concluded the work.
II. DISTRIBUTED VIDEO CODING WITH MULTI-RESOLUTION MOTION REFINEMENT
The MRMR-DVC coding framework [29] is shown in Fig.1 . First of all, the video sequence captured by a low-power wearable camera is divided into GOPs. The first frame in each GOP acts as the key frame to assist the generation of the SI at the decoder. Key frames are commonly coded by H.264/AVC Intra-coding, which is widely applied in DVC systems. The rest frames in each GOP are WZ frames coded by WZ codec. At the encoder side, WZ frames are transformed by DWT and decomposed into N -level wavelet, i.e. obtaining (3N +1) sub-bands-HL n , LH n , HH n (n = 1, 2, 3, . . . , N ) and LL N . Following that, the quantized coefficients QV wz of each subband are obtained by the uniform quantization with the step size of 2^(QP WZ ). Subsequently, the bit-planes are extracted from QV wz . From B MSB -the most significant bit-plane (MSB) to B LSB -the least significant bit-plane (LSB), the bit-planes are coded by LDPC accumulate (LDPCA) to generate syndrome bits stored in a buffer. Finally, a certain number of syndrome bits are supplied to the decoder for the decoding of WZ frames.
At the decoder side, MCE is employed to generate the SI of the current WZ frame to be decoded. Assuming t represents the index of frames. The current WZ frame to be decoded can be defined as F(t). F(t-1) represents the previous decoded frame (either a key frame or a WZ frame), and is used as the reference of F(t). The reference F(t-1) needs to be processed by over-complete DWT to solve the shift-variance problem in the critically-sampled wavelet domain [29] . F(t) can only decoded with F(t-1) using MCE. The decoding process starts from the decomposition level N and ends after the decoding of the decomposition level 1.The LL N (t-1) is taken as the initial SI in the level N , with which the LL N (t) is decoded by WZ decoding. Then the motion estimation is applied on LL N (t-1) and LL N (t) to obtain the refined motion field. The refined motion field is used to respectively generate the SI for HL N (t), LH N (t) and HH N (t). Subsequently, with the SI, HL N (t), LH N (t) and HH N (t) are decoded by WZ decoding. The four sub-bands of LL N (t), HL N (t), LH N (t) and HH N (t) are transformed by the inverse discrete wavelet transform to reconstruct the LL n−1 (t), (n = 2, 3, . . . , N ). From that point forward, the similar SI refinement and decoding process will be applied at the decomposition level n − 1(n = 2, 3, . . . , N ) until all the decomposition levels are decoded. Generally speaking, the refinement of motion field takes place once at each wavelet decomposition level, and the SI of the high frequency sub-bands can be improved respectively.
III. THE PROPOSED SI REFINEMENT ALGORITHM A. PROBLEM SETTING
The estimation (i.e. SI) of the current frame to be decoded is a set Y = {y 1 , y 2 , . . . , y n }. The aim of MCP is to select the ''best'' SI of the current frame to minimize the prediction error e(y) (as shown in Eq.1).
In DVC systems, the MCP can be implemented only at the decoder, so that DVC fit the lightweight multimedia applications, where encoders are limited in the energy supply and computation. Whereas, the accurate source statistics of the current frame is not obtained until the current frame is decoded successfully. This is the intrinsic reason that DVC VOLUME 6, 2018 lags behind the conventional video coding. Hence, at the present, most of the research on the SI refinement is focused on how to exploit the accurate source statistics of the current frame as much as possible, for recognizing the ''best'' SI. The SI generation algorithm-MRMR presented in section II also follows the idea mentioned above. In short, MRMR uses the N -level DWT to transform the current frame into N different resolution images. At the decoder, it exploits the source statistics of the current frame from the low-resolution images (LL n (t-1) and LL n (t), n = 1, 2, 3, . . . , N ) to refine the motion field. With the refined motion field, MRMR applies the MCP to the high frequency sub-bands (HL n (t), LH n (t) and HH n (t)) to obtain better SI quality. Analyzing the process of MRMR, it is easily found that there is an implicit assumption that the motion fields for all the sub-bands are same. The improved RD performance has proved the motion field refined in the low-resolution images (LL n sub-bands) is efficient to improve the SI quality of the high frequency sub-bands. Whereas the motion fields of sub-bands actually are not consistent because of the different characteristics of different sub-bands. On the other hand, the SI refinement only takes place once at each decomposition level; source statistics obtained with the decoding of the high frequency sub-bands are not utilized. To address this issue, a novel SI refinement algorithm is proposed to further improve the quality of SI based on MRMR.
B. THE IDEA FOR SI REFINEMENT
In the MCP of MRMR, the block matching algorithm (BMA) is employed to generate the SI of the current frame to be decoded. The proposed algorithm iteratively learns the difference between the already decoded information of the current high frequency sub-band and the initial SI. According to the difference, the proposed algorithm detects the blocks in SI to be refined, and makes a targeted refinement for the SI quality. For the efficient design of the SI refinement, some important issues should be addressed, which include: 1) Where the refinement takes place. The decomposition levels 1 and 2 in DWT domain have the majority information of samples in a video frame [29] . Refining the motion fields in the image pixel domain is a possible scheme, after decoding partial sub-bands in the level 1 and level 2 in DWT. However, through the experimental tests, it is found that the SI is refined better in DWT. Hence, in this study, the SI refinement is still performed in DWT domain.
2) When the refinement takes place. The SI refinement could be performed either at the band level and/or the bitplane level. The former means the motion fields could be further refined after the successful decoding of each high frequency sub-band and used to improve the SI quality of the next high frequency sub-band. The latter means the motion fields could be further refined after the successful decoding of partial bit-planes in one high frequency sub-band, and is used to improve the SI quality for the bit-planes to be decoded in the same sub-band. Through the experimental tests, it is found that the quality of SI refined at the bit-plane level is a better choice. Moreover, the SI refined at the bit-plane level can better work with our correlation noise model [31] , which will be further discussed in Section IV.
3) The influence of the key frame: The current frame can be decoded with only one previous decoded reference by MCE. Although the key frames play an important role in a GOP, the influence of key frames on the decoding of WZ frames is limited by means of the feedback channel. In addition, the quality of key frames is often set to be slightly higher than that of WZ frames, so that a better SI can be achieved for the first WZ frame in a GOP. Hence, the quality refinement of key frames is not involved in this study.
C. MAIN STEPS OF SI REFINEMENT
The proposed SI refinement algorithm is performed at the bitplane level in DWT domain to further improve the SI quality of high frequency sub-bands at each decomposition level. The SI is estimated by BMA, the main task for the SI refinement is to locate the ''bad'' blocks in SI and replace them with more appropriate blocks.
1) ''BAD'' SI BLOCKS SELECTION
The proposed SI algorithm adopts the parameters and criterion of block matching used in MRMR [29] The sum of absolute differences (SAD) is employed as the block matching criterion. Here, the SI refinement is performed at the bit-plane level. After the successful decoding of partial bit-planes in the current high frequency sub-band, the detection of ''bad'' blocks will be invoked. The difference between the already decoded information of the current high frequency sub-band and the initial SI will be calculated using SAD (i.e. Eq.2) to locate the ''bad'' blocks.
In Eq.2, (x, y) are the location coordinates of each coefficient within the 4 × 4 block in the DWT domain. When decoding the ith bit-plane of the current high frequency subband at the decomposition level n (n = 1, 2, , N ), W i n (x, y) and S i n (x, y) denote respectively the decimal value of i − 1 decoded bit-planes of each coefficient within the block to be decoded, and the value of the co-located coefficient in the recent obtained SI. If the SAD ε i n is equal to or exceed the 38318 VOLUME 6, 2018
corresponding threshold T n (n = 1, 2, . . . , N ), then the SI block with this SAD will be considered as the ''bad'' one. It should be further refined. In this study, the number of decomposition levels N is 3. The thresholds T n are tested at the decomposition level and sub-bands at every decomposition level have the same threshold. After intensive tests,T n = 32/2 (N −n) , (n = 1, 2, 3) is a good choice to balance the decoding complexity and the RD performance.
where, T n is the threshold for each sub-band in level n.
2) CANDIDATE SI BLOCKS SEARCHING
In this paper, we resort to the multiple hypothesis prediction (MHP) with the motion smoothness constraint in MRMR [29] , and modify it to serve better for candidate blocks searching. In the original MHP algorithm, at most 8 hypotheses (each hypothesis corresponds to a candidate SI block) are selected, without any preferences among them. Specifically, the 1 st hypothesis of each block in the current sub-band is located by the full search, as shown in Fig.2 . The position of the 1 st hypothesis is taken as the initial ''search center'' of the block. Two more hypotheses are then detected in a small area around the ''search center'', and the joint optimization is implemented until the SAD between the current block and the hypothesis converges to a ''minimum'' value at this stage, meanwhile the search center is updated. The search process is repeated until at most 8 hypotheses are selected.
In this paper, a new control mechanism is added to the MHP algorithm. At each optimization stage, the ''minimum'' SAD must be smaller than ε i n , otherwise, the searching process for the current block is interrupted, and the SI refinement for the block is not invoked. Subsequently, the SAD between the hypothesis and the current block is calculated by Eq.4. The SAD is employed as the important parameters for the weights of the hypotheses in the SI refinement.
where, W i n (x, y) denotes the decimal value of i − 1 decoded bit-planes of each coefficient within the block to be decoded, R n (x + d x , y + d y ) denotes the block of the corresponding sub-band in the previous decoded WZ frame F(t-1).
3) SI REFINEMENT
In the searching process of candidate SI blocks, we follow the original MHP algorithm, and select at most 8 candidates to refine the ''bad'' SI block for the balance between the algorithm performance and the algorithm complexity. The degree of the similarity between each hypothesis and the current block may be different, and this is reflected on the SAD (namely, ε j (j = 1, 2, . . . , 8)) between the hypothesis and the current block. Hence, the weight of each hypothesis is calculated byEq.5.
According to the weights of the hypotheses, the ''bad'' SI block is refined by Eq.6, where H j (j = 1, 2, . . . , 8) denotes the hypotheses, namely the candidate SI blocks.
IV. THE PROGRESSIVELY REFINED WZ VIDEO CODING
The SI is the estimation of the current WZ frame to be decoded. It provides the important inter-frame correlation for the correlation noise statistics. The SI with better quality can provide more accurate inter-frame correlation for the correlation noise model, so that the bit-rates of the decoding can be reduced. In other words, the proposed SI refinement algorithm should be integrated into the correlation noise model. Hence, in this study, the progressively refined correlation noise model is proposed based on the novel SI refinement algorithm. A new progressively refined WZ video coding scheme is thus achieved based on the proposed works.
As we known, the Laplacian model (LM) is widely used as the correlation noise model for DVC in the literature. Whereas, it is proved that the first-order Laplacian is not effective enough, especially for the SI with many outliers [32] . Hence, the high-order context-based statistical models are introduced to provide more accurate source correlation statistics. In our previous works [30] , the high-order statistical modeling-context-adaptive model (CAM) was proposed, and achieved significant coding gain over existing DVC systems. Based on the MRMR-DVC, CAM borrows the ideas of the significance propagation pass (SPP) and magnitude refinement pass (MRP) in JPEG2000 [33] to exploit the intra-frame context features in Table 1 . CAM is performed at the bit-plane level. When decoding the ith bit-plane, the significance states C p and {D 0 For the high-order statistical model, the various features maybe generate a great number of possible modeling states, among which the counting statistics will be spread too thin [34] . This is so-called context dilution, which is a common problem for high-order statistical modeling. Hence, the SI binning algorithm was proposed to solve the context dilution in CAM [30] . The variance of the correlation noise σ 2 is widely used in the correlation noise models, such as Laplacian model and Gaussian model. It can quantitatively evaluate the SI reliability. Hence, the SI binning algorithm uses the variance of the correlation noise σ 2 estimated by Eq.7 to combine the correlation distribution produced by CAM.
where W and S denote respectively each sub-band of a WZ frame and its SI in DWT domain. In this paper, we only concern with the magnitude coding; the sign coding process of our previous work is depicted in [31] . The brief description about the SI binning for the magnitude coding is that: 1) a certain number of recent decoded frames are used as training data to estimate the σ 2 between the SI and the decoded source; 2) σ 2 is rounded and denoted as σ 2 ; 3) The SI binning is implemented based on the histogram of σ 2 by the Eq.8. The boundary vector B σ 2 = [σ 2 0 , σ 2 1 , . . . , σ 2 m ] denotes the SI binning, the minimum number of the samples per bin-N min is taken as the criterion for the SI binning process. n(j) is the number of samples with σ 2 = j. When the sum of n(j) is equal to or greater than N min , these samples will be allocated to the same combined context as shown in Fig.4 . The total training samples are partitioned into m different binning by the SI binning algorithm. M m is the total number of training samples. Here, N min = 5000.
When decoding a sub-band of the current WZ frame in DWT domain, the index of the SI binning of each coefficient should be calculated based on the current σ 2 . Whereas, the whole information of the current WZ frame is not available, the current σ 2 is computed using previous decoded frames [30] . Although the CAM with SI binning (CAMB) obtains a better RD-performance compared to CAM, the accuracy of σ 2 can be refined using the partial decoded information of the current WZ frame. Hence, the progressively refined CAMB is proposed in this study.
As we mentioned, the proposed SI refinement algorithm needs partial decoded bit-planes of the current WZ frame. The key to implement the progressively refined CAMB is to determine the bit-plane at which the proposed SI refinement algorithm begins to work. The experimental tests showed that the proposed SI refinement algorithm can effectively perform for the LSB and the previous bit-plane next to the LSB, which is defined as LSB-1. The detailed refinement progress of CAMB is summarized as follows: 1) During the training process for the current WZ frame to be decoded, the SIs for LSB-1 and LSB bit-planes of the training frames are refined respectively by the proposed SI refinement algorithm.
2) The SI binning for the LSB-1 and LSB bit-planes of the training frames is implemented using the refined SIs respectively. The σ 2 for LSB-1 and LSB are calculated by Eq.9, where W i n and S i n respectively denote the decimal values of i − 1 decoded bit-planes of each high frequency sub-band at the decomposition level n (n = 1, 2, 3), and the corresponding sub-band in the recent refined SI. Through the experimental tests, this step is necessary to match the SI binning of the current WZ frame. 3) When decoding the LSB-1bit-plane of each high frequency sub-band in the current WZ frame, the proposed SI refinement algorithm begins to work.
4) The current σ 2 of the SI binning for LSB-1 is estimated using Eq.9 to obtain the index of the context, so that the more accurate probability for LSB-1 can be computed by the count of the training samples in the context. 5) Decoding the LSB-1 to further refine the SI for LSB, and LSB is decoded using the same way in 4).
General speaking, the proposed SI refinement algorithm takes place at LSB-1and LSB bit-planes, the key point of CAMB, namely the SI binning, is improved according to the difference of the partial decoded high frequency sub-band and the refined SI. The training process of the CAMB is adjusted to match the new SI binning. Thus, the progressively refined Wyner-Ziv coding is built by the improved CAMB. Moreover, the minimum mean square error (MMSE) reconstruction [35] is employed to reconstruct the decoded current WZ frame. MMSE is implemented based on the correlation of the SI and the decoded sub-band. The refined SI can help the decoder to obtain the better quality of the decoded current WZ frame, thus further improving the RD performance.
V. PERFORMANCE EVALUATION
We conducted RD performance experiments of the three MRMR-DVC systems-MRMR-DVC based on the proposed technique (namely, MRMR-DVC based on CAMB with refined SI), MRMR-DVC based on CAMB [31] and MRMR-DVC based on LM [29] . In the following, CAMB-NEWSI, CAMB and LM are used to respectively denote the MRMR-DVC based on the proposed technique, MRMR-DVC based on CAMB and MRMR-DVC based on LM. Note that each system employs MMSE to reconstruct WZ frames and the tests conditions are listed as follows:
1) Test Sequences: Six video sequences-''Forman'', ''Walk'', ''Vectra'', ''Football'', ''Ice'', and ''Soccer'' featured with slow, median, and fast motion scenarios are selected to show the performance evaluations. The formats of these tested sequences are CIF with 30Hz frame rate and QCIF with 15Hz frame rate.
2) GOP Sizes: the typical GOP sizes 4 (one key frame followed by three WZ frames) and 8 (one key frame followed by seven WZ frames) are tested in this paper.
3) Quantization parameters for WZ frames: Four quantization parameters QP wz ∈ {3, 4, 5, 6} are selected from the quantization parameters in [31] to fit a curve. Bjøntegaard metric [36] is employed to calculate the average saving in bit-rate and the average quality gain in PSNR between two curves. 4) Tests conditions for key frames: H.264/AVC intracoding which is popularly used in DVC systems, is employed to code the key frames. Considering the consistency of the video quality and the complexity of the three mentioned MRMR-DVCs, the quantization parameters of key frames are QP ∈ {18, 22, 26, 30} corresponding to QP wz ∈ {3, 4, 5, 6}. 5) Tests conditions for DISCOVER codec: DISCOVER codec is used as one of references for the tested sequences at QCIF with15Hz frame rate. Four 4 × 4 quantization matrices Q1, Q4, Q7 and Q8 in [35] are selected as RD points. The tests conditions of key frames in 4) are also used to code the key frames in DISCOVER codec. 6) Channel coding: following our previous work [30] and [31] , LDPCA with feedback channel is employed to code WZ frames. Because the sub-bands differ in size, in this study, we use three kinds of lengths-396, 1584, and 6336 in LDPCA. Each bit-plane of sub-bands is coded in a fixed length by LDPCA.
A. RD PERFORMANCE EVALUATION FOR WYNER-ZIV VIDEO CODING
The RD performance evaluations for WZ video coding at CIF and QCIF resolutions are respectively listed in Table 2 and Table 3 . The results show that the proposed technique-CAMB-NEWSI advances over CAMB and LM for the two resolutions at various GOP sizes. Compared to CAMB, the proposed SI refinement algorithm takes place at LSB-1 and LSB bit-planes, which have higher coding bit-rates. The progressively refined SI and the improved SI binning help the high-order correlation noise model-CAMB to provide more accurate estimation for the two bit-planes, so that the bit-rates are reduced. Meanwhile, the refined SI is more advantageous to the reconstruction of the WZ frames; the quality of WZ frames is thus improved. Compared to LM, the high-order correlation noise model-CAMB is another important factor to affect the RD performance of the proposed technique. CAMB exploits more accurate source correlation statistics, so that the fewer coding bit-rates are needed to decode the WZ frames with the same quality. Table 4 and Table 5 present the over RD performance evaluations of six tested sequences at CIF with 30Hz frame 38322 VOLUME 6, 2018 rate and QCIF with 15Hz frame rate. Because DISCOVER codec [35] is optimized for the QCIF resolution, it is not considered as a reference for the performance evaluations at the CIF resolution. Meanwhile, Fig.5 and Fig.6 of overall RD performance evaluations for CIF sequences are given here to further present the performance of the proposed technique. The H.264/AVC and H.264-no motion models, respectively associated with the IPP. . .P prediction structure are taken as the references for CIF sequences in Fig.5 and Fig.6 . The H.264/AVC and H.264-no motion models are coded by the software JM18.5 (http://iphome.hhi.de/suehring/tml) using the baseline profile.
B. OVERALL RD PERFORMANCE EVALUATION
The experimental results show that the proposed technique achieves significant better performance over the state-of-the-art DVC systems. Especially, the proposed technique performs significantly better at larger GOP size. Compared to DISCOVER codec, MRMR structure is other advantageous factor affecting the performance. Based on the MRMR structure, the current WZ frame can be decoded using one previous decoded frame, thus overcoming the problem that the SI quality decreases along with the increase of the GOP size, due to the usage of MCI in DISCOVER codec. Compared to H.264/AVC and H.264-no motion, the performance gap is narrowed down by using the proposed technique, especially, compared to H.264-no motion, the performance is superior to the H.264-no motion at higher bitrates, where the quantization error is relative smaller and more accurate SI can be estimated.
VI. CONCLUSION
To improve the efficiency of the video compression for lowpower wearable cameras in human-centered telehealth, this paper presents a novel approach that progressively refines WZ video coding based on MRMR-DVC framework. Specifically, the proposed SI refinement algorithm makes a targeted refinement for the quality of the SI by learning the difference between the already decoded information of the current WZ frame and the SI. Subsequently, the correlation noise model-CAMB is improved and progressively refined based on the SI refinement algorithm. A new progressively refined WZ video coding is achieved based on the proposed works, which further improves the compression performance of DVC for low-power wearable cameras. The experimental results demonstrate the significant improved performance.
Our future research will focus on the feedback free DVC architecture, in order to design a more practical DVC system for low-power wearable cameras. VOLUME 6, 2018 
