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vABSTRACT
The semiconductor laser is the linchpin of optical communication and is now also
penetrating a wide spectrum of new applications such as biomedical sensing, co-
herent communication, metrology, and time keeping. These require a higher degree
of temporal coherence than is available from the present generation. Recently, it
has been proposed and shown that heterogeneously integrated lasers on silicon and
InGaAsP can be used to design high coherence single mode lasers with a much
narrower linewidth than their all InGaAsP counterparts. Unfortunately, these lasers
suffer from large thermal impedances and their optical feedback characteristics have
not yet been explored. In the first part of this thesis, we will explore how flip chip
bonding can help decrease the thermal impedance of these lasers to improve their
overall performance and show that these lasers can provide up to 20 dB of optical
isolation compared to their all III-V counterparts.
In the second part of this thesis, we will report on the use of commercially available
semiconductor lasers, in conjunction with an optical modulator to obtain high-
resolution tomographic images in one shot without anymoving parts. The electronic
control over the imaged depth of this novel tomographic imaging camera enables
it to monitor arbitrary depth slices in rapid succession over a depth range limited
only by the coherence length of the laser. Not only does this imaging modality
acquire the transverse image intensity (x, y) distribution of the light reflected from
a particular depth, but also the phase of the reflected light enabling imaging beyond
the conventional depth of field of the lens. This has important implications in
applications requiring high lateral resolution images where the shallow depth of
field would often require mechanical scanning of the lens elements to change the
imaged depth.
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1C h a p t e r 1
THESIS OVERVIEW
1.1 Introduction
Since its inception in 1975 [1], the distributed feedback laser (DFB laser) has
become instrumental in nearly all applications requiring a precisely controlled light
source. By combining recent advances in the understanding of periodic structures
with advances in materials science, the DFB enabled the precise control of the lasing
wavelength in a monolithic semiconductor laser. This drastically reduced the power
and size requirements for a spectrally pure source at the time. Today, DFB lasers
have found their way in diverse applications ranging from coherent communication
systems to biomedical sensing, metrology, and time keeping.
More recently, a new type of semiconductor laser [2], based on a waveguide com-
posed of both silicon and InGaAsP has emerged as the next contender for high-
coherence lasers [3]. This novel structure uses modal engineering [4] to increase
the coherence of semiconductor lasers by orders of magnitude.
This thesis is organized in two distinct sections. The first considers the design
of high coherence semiconductor lasers on a heterogeneously integrated silicon-
InGaAsP platform. There we consider the thermal properties of these lasers and
how the design of the laser can be improved to mitigate the thermal effects. We also
consider the feedback sensitivity of these high coherence laser to external optical
reflections, showing experimental evidence that these lasers are much less sensitive
to reflections in communication systems.
The second part describes the development of a novel 3D imaging technique that
makes use of swept frequency semiconductor lasers and single optical modulator
to obtain high resolution 3D imaging using a conventional CCD or CMOS camera.
Like other techniques based on swept frequency lasers, the axial resolution of the
images obtained is limited by the total change in frequency of the laser during the
exposure known as the chirp bandwidth. Because the system makes use of a CCD
camera to acquire the lateral information at a chosen depth in a few exposures, images
much beyond the conventional depth of field can be obtained without sacrificing
lateral resolution through computational refocusing.
2Figure 1.1: Constellation diagram of a phase shift keyingmodulation format sending
three bits per symbol (k = 3). The blue dots indicate the ideal location of the symbol.
The green dashed lines show the decision boundary of the detection system used
to differentiate between the symbol for 001 and the adjacent symbols. The orange
dots are visual representations of the measurement of a symbol when corrupted with
phase noise.
1.2 Applications of semiconductor lasers
The semiconductor laser has become the linchpin of optical communication [5], [6].
It is now also penetrating a wide spectrum of new applications such as biomedical
sensing [7], metrology [8], [9], time keeping [10], coherent communication [11],
random number generation [12], and 3D imaging [13]. In this section, we will give a
quick overview of how semiconductor lasers are used in coherence communication
systems and in 3D imaging.
Digital communication
The most prolific deployment of semiconductor lasers is likely in the sector of
digital communications. The low loss optical fiber (≈ 0.25 dB km−1 at 1550 nm [5])
has made it possible to create long reaching fiber optical networks. Today, the
challenge for communication engineers has shifted from finding a low loss channel
for communication to finding efficient modulation and detection formats that make
the most of the existing fiber deployed around the globe. This has led to a shift
toward coherent modulation formats that have a higher spectral efficiency (up to
6 bit/s/Hz using quadrature amplitude modulation [14]) than conventional on-off
keying formats. These new modulation formats necessitate the ability to detect the
3phase of light in addition to its intensity. This is typically done by beating the
received signal with another laser at the receiver, known as the local oscillator (LO).
For phase shift keying modulation formats, the probability of error for the detection
of a symbol is determined by the variance of the measurement of the phase (∆θ2) and
the separation between two symbols (2pi/2k), assuming k bits are sent per symbol,
as illustrated in Figure 1.1 and given approximately by [15]:
Pe = erfc
(
pi
2k
·
√
1
2∆θ2(T)
)
, (1.1)
where we the measurement time is T seconds, and erfc is the complimentary error
function. The phase variance in a coherent detection system is given by
∆θ2(T) = ∆νSTT, (1.2)
where ∆νST is the quantum limited linewidth (known as the Schawlow-Townes
linewidth [16]) of the laser [17]. For a given bit error rate, narrow linewidth lasers
enable sending an extra bit per symbol every time the variance phase noise is reduced
by 3 dB enabling more information to be sent in the phase quadrature.
Transmission of information within a data center continues to play an important
role in the design of communication networks the for a major portion of data center
traffic [18]. While the length of fiber within a data centers is much smaller than
the distance between cities, the length between computers in different racks can
still reach 100’s of meters [19] limiting the use of multi-mode fiber for high speed
links. As such, it is predicted that in the coming years, there will be a larger
move toward the deployment of single mode fiber for increased performance. Point
to point links between the different computers are expected to enable a massive
increase in the capacity of the communication links within data centers but require
at least as many lasers as active links [20]. One ever-present challenge in these
networks is the integration of an isolator. Optical isolation is necessary to keep
the lasing frequency stable and the output of the laser stable [21]. Unfortunately,
today’s isolators are based on magnetic materials and are not amenable to the
semiconductor methodology. Obviating the need for an isolator has the potential to
massively reduce the cost of communication networks and improve the prospects of
using CMOS electronic fabrication techniques for optical circuits.
High resolution 3D imaging
Another important application of semiconductor lasers is in the field of 3D imaging.
Two important regimes have emerged: long range depth imaging, which goes
4under the name of frequency modulated continuous wave LIDAR [22], and high-
resolution 3D imaging, typically for biomedical applications taking the name of
optical coherence tomography (OCT) [23]. Swept source ranging makes use of the
large bandwidth available in the optical domain to measure the unambiguous depth
of objects at high resolutions and in certain cases, can be shown to improve the signal
to noise ratio compared to white light interferometry [24]. The basic principle of
operation is illustrated in Figure 1.2. A typical system includes a swept-frequency
laser, a reference mirror, beam forming elements, and a photodetector that measures
the interference signal between the reference mirror and the imaged object. The
lasing frequency of the laser can be changed in a continuous fashion either by
changing the injection current [13], or by changing the length of the lasing cavity
as is done in MEMS VCSELs [25]–[27]. In the case of a linear chirp, the optical
path length between the sampled point object on the object and the reference mirror
is directly proportional to the output photocurrent frequency at the photodetector.
The details of this measurement will be described in detail Part II. 3D imaging
continues to play an important role in many applications including high-accuracy
optical profilometry [28], fingerprint detection [29], and many in vivo biomedical
diagnostic applications [30]–[33]. As such, it is increasingly important to develop
new 3D imaging modalities that are able to quickly acquire the desired information.
1.3 Semiconductor laser structures
We begin by describing key structures that are used in the design of semiconductor
lasers. Figure 1.3 shows a schematic and cartoon for a Fabry-Perot (FP) cavity used
in the most basic type of semiconductor laser. It contains three important sections:
1. The end mirrors: these mirror ensure that light recirculates within the cavity
Figure 1.2: a) Depiction of a swept-source OCT/FMCW LIDAR system utilizing a
linearized swept frequency laser. The frequency of the laser is swept linearly and
the beat signal between a reference reflector and the collected light is recorded on
a photodetector. b) The frequency of the beat signal is directly proportional to the
time of flight difference between the mirror and imaged object.
5Figure 1.3: Cartoon of a typical Fabry-Perot semiconductor laser, illustrating the left
and right mirrors, the phase section, as well as the gain medium. In the illustrated
case, the gain medium is an excited 2 level system.
and control the output coupling of the cavity.
2. The phase section: in a Fabry-Perot laser, this corresponds to the entire length
of the waveguide. Along with the phase of the reflection of the mirrors, it
defines the phase matching condition.
3. A gain providing material: this material is usually distributed throughout the
cavity, providing gain to the lasing mode (stimulated emissionW (l)stim), as well
as providing the seed and continuous source of noise, spontaneous emission
(W (l)spon).
We assume a single oscillating transverse mode within the waveguide.
A resonator is qualified by two important numbers: the resonance frequency (ν
in Hz) and the quality factor (Q). The resonance condition can be determined
mathematically by considering the round trip phase accumulation in a cavity and
ensure that the accumulated phase is an integer multiple of 2pi. In the case of a FP
cavity, this can be written as:
1 = eiφlei2piν
nL
c eiφr ei2piν
nL
c , (1.3)
where φl,r is the phase acquired upon reflection from the left and right facet respec-
tively, L is the length of the waveguide, n is the effective index in the cavity, and c is
the speed of light in vacuum. One shortfall of an FP laser is that for moderate length
lasers, the cavity can contain a multitude of modes with similar quality factors which
makes it challenging to control the exact lasing mode during fabrication.
DFB-like structures
Resonators can also be defined by creating “defects” in an otherwise uniformperiodic
gratingwithin awaveguide, known as a distributed feedback grating (DFB), as shown
6
(a)
(b)
Figure 1.4: a) A cartoon of a quarter wave shift DFB resonator. The grating period
is Λ and the small gap between the unit cells at the center of the grating is Λ/4. b)
A cartoon (not to scale) of a mode gap resonator where the useful output of the laser
is taken from the right side (shown in red). The defect in this case is a grating where
one parameter, the grating strength in this case, is changed along the direction of
propagation.
in Figure 1.4a [6]. A defect can be defined by varying a single parameter along the
center of the grating enabling a mode to be localized within the stop band of the
un-perturbed structure. By distributing the defect over a length of multiple microns,
the optical mode is less localized and leading to decreased spacial hole burning [34],
[35]. We call this laser a mode gap resonator, as shown in Figure 1.4b and discussed
in more detail in Chapter 2.
Losses in semiconductor lasers
The quality factor (Q) is strongly related to the losses in the cavity through the
following relation:
Q = 2piν
Energy stored
Power lost
. (1.4)
It follows that
Q = 2piντp, (1.5)
where τp is the experimental decay time constant for the modal energy often known
as the photon cavity lifetime. We consider four main sources of loss in a resonator:
absorption loss, scattering losses, radiation losses, and coupling losses. The photon
cavity lifetime is given by the harmonic mean of the photon lifetimes obtained by
considering the different sources of loss listed above:
τ−1p = τ
−1
abs. + τ
−1
scat. + τ
−1
rad. + τ
−1
ext.. (1.6)
7Finite τabs. is due to the residual material absorption. Scattering losses, represented
by τ−1scat., are typically present due to fabrication imperfections. This type of loss can
be mitigated by decreasing the sidewall roughness of the waveguide by modifying
the fabrication process [36]. Radiation losses, represented by τ−1rad., are present as a
consequence of the design of the waveguide, cavity, and possibly the grating if one
is present. Smooth transitions between waveguides of different shapes as well as
k-space engineering [37] can help mitigate these losses.
We have demonstrated single mode resonators in silicon with quality factors of
1 × 106 operating near 1550 nm, indicating that the photon cavity lifetime in the
laser mode due to material absorption and scattering is upwards of 0.8 ns [2] in our
resonators. In InGaAsP, losses are typically dominated by free carriers absorption
in the p and n doped claddings [38]. In Section 2.2 we will explore how modal
engineering can be used to control the losses by changing the confinement factor in
the low loss silicon and high loss InP to increase the effective photon cavity lifetime
of the lasing mode without sacrificing the threshold current or output power of the
laser.
Useful output coupling losses to external waveguides are necessary for the operation
of a laser and define τext.. From the point of view of the optical cavity, the useful
output is also considered a loss. As we will show in Section 2.3, this loss has to be
designed to be the main source of loss in a laser to ensure high wall-plug efficiency.
Part I
Quantum noise controlled Si/III-V
lasers
8
9C h a p t e r 2
THE QUANTUM NOISE CONTROLLED SEMICONDUCTOR
LASER
In this chapter, we describe the general structure and design of the quantum noise
controlled lasers on the heterogeneously integrated silicon-InGaAsP platform. We
note that the details of this platform are discussed in [4], [39], [40] and published
in [2], [41], [42]. We will therefore restrict the discussion to the salient features of
the platform and justify the choice of parameters for the lasers that will be analyzed
in the remainder of this thesis. The lasers are built on a heterogeneously integrated
silicon-InGaAsP platform similar to those used in [43], [44]. The integration of
silicon and III-V semiconductors on the same platform is attractive since it enables
the generation of light at 1550 nm and 1310 nm [45], [46] as well as the fabrication
of complex photonic circuits [47], [48] in the high index silicon that can be used to
transmit information. Wewill begin by describing the general platform, highlighting
how quantum noise control is achieved, and finish with a summary of the laser
parameters for the measured lasers.
2.1 Platform parameters
The quantum noise controlled lasers are designed as a single waveguide where the
light is primarily guided in a silicon core. The final structure contains a InGaAsP
epitaxially grown stack that is directly bonded to a thin layer of SiO2 over the length
of the entire grating without the use of any transition regions. A cross-section of
the final structure is shown in Figure 2.1.
Prior to bonding the InGaAsP epi layer, a ridge silicon waveguide is defined on a
500 nm thick silicon layer by etching a rib approximately 60 nm deep and 2.5 µm
wide. In the same fabrication step, a grating is etched in the center of the waveg-
uide to define the optical cavity by etching holes 60 nm wide in the direction of
propagation, and of varying width, between 200 and 500 nm in the x direction. A
scanning electron microscope image of the waveguide and grating prior to bonding
are shown in Figure 2.2. The final waveguide supports two TE-like polarizedmodes,
shown in Figure 2.3. Since the second mode does not overlap significantly with
the grating (etched in the center of the waveguide), only the fundamental transverse
mode possesses a high quality factor (Q) mode. The silicon is patterned using the
10
Figure 2.1: (a) The cross section of the laser showing the silicon core, InGaAsP
mesa structure, and buried oxide layer. The silicon handle below the SiO2 (150 µm
thick after thinning) is omitted. (b) View of the dashed region of the laser structure.
The epitaxially grown InGaAsP mesa structure, directly bonded to the silicon, is
detailed in [4]. The electrical current path is defined through ion implantation and is
shown in blue. Current flows from the top p-contact to the two n-contacts on either
side of the laser. The optical mode is shown in red. (c) Isometric view of the top of
a typical laser (1 mm long in this case). The output is depicted as a small beam on
the bottom left side. Since the laser cavity is symmetric, light also exists from the
back side.
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(a) (b)
Figure 2.2: a) Top view of a short portion of the silicon grating defining the resonator,
approximately 10 µm of the 1 mm resonator. b) Side view of a different resonator
showing the cross-section of the waveguide.
(a) (b)
Figure 2.3: Color legend: red denotes a positive electric field while blue denote a
negative electric field. The wire-frame outlines the geometry of the waveguide with
the core being made of the silicon, bottom cladding SiO2 and the upper cladding
being the InGaAsP epitaxially grown structure. The thin layer between the silicon
core and the InGaAsP is the quantum noise control layer, whose thickness here
is 100 nm. a) Electric field distribution of the TE0-like mode. b) Electric field
distribution of the TE1-like mode. Note that the TE1 mode has a null in the center
of the waveguide, making it not interact with the grating.
Leica Microsystems EBPG-5000+ electron beam writer at the Kavli Nanoscience
Institute at Caltech while the InGaAsP is patterned using standard contact optical
lithography. The thickness of the SiO2 layer between the silicon core and the In-
GaAsP controls the fraction of light that is confined in the low loss silicon core
and in the lossy but light generating InGaAsP active layer. Figure 2.5 shows the
Ex field along the center of the waveguide as the thickness of the “quantum noise
control layer” is varied. In Section 2.2, we will show how changing the thickness of
this layer decreases the intrinsic losses in the resonator and suppresses spontaneous
emission in the resonator, giving the low noise characteristics of the lasers.
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(a)
(b)
Figure 2.4: a) Cartoon of the transmission measurement setup. A reference Mach-
Zehnder interferometer is used to characterize the linearity of the sweep to ensure
an accurate estimate of the quality factor. b) Representative measurement of the
transmission spectrum of a high-Q modegap resonator. The loaded quality factor of
this particular resonator was determined to be just above 500× 103. Loaded quality
factors of under coupled resonators have been measured as high as 1.2 × 106.
The mode gap resonator is designed by “engineering” the band edges of the grating
as described in [39]. The design of the resonator ensures that the mode envelope
in the direction of propagation is a Gaussian, minimizing spatial hole burning and
radiation loss [37]. The measured transmission spectra of a sample high-Q mode-
gap resonator is shown in Figure 2.4. Thismeasurement is taken using a tunable laser
and a Mach-Zehnder interferometer (MZI) as a frequency reference to accurately
characterize the sweep of the laser in the vicinity of the resonance. For our most
under coupled resonators, a quality factor of 1.2×106 was measured, indicating that
the maximum photon cavity lifetime in the resonator due to sidewall scattering and
absorption is approximately 1 ns.
2.2 Quantum noise control review
The presence of the QNCL, the SiO2 layer between the III-V and the Si, affords
us a degree of control over the basic properties of the semiconductor laser to a
degree not previously possible in the conventional all III-V lasers. In the case of
the lasers studied in this part of thesis, a single transverse mode is used to guide
light throughout the entire laser as opposed to using transition regions to shuﬄe
the mode between the silicon layer and the InGaAsP layer [49], [50]. The key
advantage of this strategy is the ability to engineer a compact single mode high-
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quality factor resonator without worrying about step discontinuities through the
cavity or coupling to external resonators. Furthermore, as shown in [3], [4], the thin
SiO2 layer introduced between the silicon and the InGaAsP can control by orders of
magnitude the confinement factor of the mode in the low loss silicon and the lossy
InGaAsP. This allows the design to take advantage of the two orders of magnitude
difference between the losses in the III-V and the silicon to engineer the optimal
cavity. Since the confinement factor in the quantum wells is proportional to the
confinement factor in the InGaAsP, decreasing the confinement in the InGaAsP has
the added effect of decreasing the spontaneous emission of the excited electrons
hole pairs in the quantum wells into the lasing mode. Hereafter, we will refer to this
SiO2 layer, which plays a key role in the laser design, as the quantum noise control
layer (QNCL). Figure 2.5 shows the Ex field for the optical mode at the center of the
waveguide changes with the increased thickness of the quantum noise control layer
and Figure 2.6 shows the energy density of the mode along the center for the same
thicknesses of the quantum noise control layer. The confinement factors (Γ) in the
different sections of the waveguide, defined as the fraction of total optical energy in
the respective layers, are summarized in Figure 2.5b obtained using finite element
simulations to compute the 2D modal profile in the silicon/III-V waveguide with
COMSOL 5.1.
The thickness of the quantum noise control layer (tQNCL) is used to change the
confinement factor between in different materials. As indicated by the simulations
above, larger values of QNCL thicknesses increase the confinement factor in the
silicon, and decrease the interaction between the mode and the gain (and noise)
providing quantum wells. The quality factor of the silicon/III-V waveguide can be
estimated by considering the intrinsic quality factor of eachmaterial in isolation (QSi
and QInGaAsP respectively) and their respective confinement factors (Γ) through:
1
Qtot
=
ΓSi
QSi
+
ΓInGaAsP
QInGaAsP
, (2.1)
where ΓSi and ΓInGaAsP are the confinement factors of the optical mode in the low-
loss portion of the resonator (Silicon, air, and silicon dioxide) and is InGaAsP
epi-structure, respectively. Because InGaAsP is orders of magnitude lossier than
our high-Q silicon resonator, the total quality factor is well approximated by
Qtot =
QInGaAsP
ΓInGaAsP(tQNCL), (2.2)
until the resonator Q becomes limited by the losses in the silicon waveguide. This
in our case is approximately valid for tQNCL < 150 nm for a silicon resonator with
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(a)
(b)
Figure 2.5: a) Electrical field profile at the center of the waveguide for different
thicknesses of quantum noise control layers (QNCL). The low-loss (silicon, and
silicon dioxide) as well as the pertinent sections of the InGaAsP epi-structure are
labeled. b) Cartoon of how the optical mode changes when the SiO2 layer is added.
The intrinsic quality factor of the different different QNCL structures is indicated
below each structure, assuming that the intrinsic quality factor of the III-V is 1 × 4.
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(a)
(b)
Figure 2.6: a) Optical energy density at the center of the waveguide for different
thicknesses of quantum noise control layers (QNCL). The low-loss (silicon, and
silicon dioxide) as well as the pertinent sections of the InGaAsP epi-structure are
labeled. The discontinuity in the energy density profile is due to the varying
refractive index in the structure. b) Summary of the confinement factor in the
waveguide as the thickness of the quantum noise control layer is varied. Below a
thickness of approximately 150 nm, the quality factor of the resonator increases in
a manner inversely proportional to the confinement in the gain providing quantum
wells.
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a quality factor of 1.2 × 106. Since ΓInGaAsP(tQNCL) can be made much smaller than
1, Equation 2.2 highlights the power of the quantum noise control layer to change
the total quality factor of the resonator by orders of magnitude.
It has been shown in [2]–[4] that the location of the optical emitters, in our case
the electron hole pairs within the quantum wells, has dramatic implications on
the frequency noise power spectral density of the laser. The Schawlow-Townes
linewidth is related to the spontaneous emission rate of a single pair into the lasing
mode (W (l)spon.), the number of electron-hole pairs at threshold (Nth), the number of
photons in the cavity (P), and the linewidth enhancement factor (α) by [51], [52]
δνST =
NthW
(l)
spon.
2P
. (2.3)
From the equation above, it can be seen that the spontaneous emission rate into the
lasing mode, and the number of photons in the cavity have direct implications on the
quantum limited linewidth of the laser. The quantum noise control layer introduced
between the silicon and III-V changes both these parameters to ultimately increase
the coherence of the silicon/III-V lasers. By decreasing the confinement factor of the
optical mode in the quantum wells, the spontaneous emission into the lasing mode
is decreased (W (l)spon. ∝ Q−1tot ). Similarly, by decreasing the confinement factor in the
InGaAsP, the cold cavity (no gain) quality factor approaches that of the low loss
silicon, increasing the photon storage (P ∝ Qtot) at a fixed output power. Combined,
these two effects lead to a decrease in the quantum limited frequency noise by a
factor of Q−2.
The last few years have witnessed a strong and growing interest in using silicon-
III/V lasers to leverage integration with silicon electronics to create integrated
transceivers [53] for communication or sensor for various applications [54]. In the
remainder of this thesis, we will explore how the use of the quantum noise control
layer (QNCL) can yield lasers that are insensitive to optical feedback. In certain
application, these lasers could operate without the use of costly magnetic based
optical isolators. This is especially important in the case of integrated photonics
and inexpensive communication links where each material is introduced at the cost
of increased complexity fabrication.
2.3 Output power optimization of quantum noise controlled lasers
A natural question to ask is whether or not the introduction of the quantum noise
control layer has a direct impact on the wall-plug efficiency of the laser. While the
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linewidth and optical feedback sensitivity of the lasers can be decreased by increasing
the quality factor of the laser, we will show that without careful consideration, this
can come at the expense of output power for poorly designed lasers.
We begin by considering the case of a laser cavity interactingwith a two level system.
While this model is far from ideal, it models enough of the physics to understand
how the thickness of the quantum noise control layer can affect the threshold and
output power of the laser. The equations that describe the number of electron-hole
pairs N , the number of photons in the cavity P, and output power Pout, can be written
as:
dN
dt
=
I
q
− (N − N)
τe
− gNP (2.4)
dP
dt
= −P
(
1
τext
+
1
τint
)
+ gNP (2.5)
Pout =
P
τext
· hν, (2.6)
where g is the differential modal gain (from quantized field theory it can be shown
to be equal to W (l)spon.), I is the injected current q is the charge of an electron, N
is the number of electron-hole pairs at transparency, τint is the total photon cavity
lifetime due to the intrinsic losses in the resonator, τext is the photon cavity lifetime
due to the finite coupling to the output waveguide, h is Plank’s constant, and ν is
the lasing frequency. τe is the recombination rate of the electron-hole pairs and
includes both the radiative recombination rate (into all modes) and the non-radiative
recombination rate. Since the quantum-wells interact with many modes other than
lasing mode, this rate is largely independent of the optical design. The symmetry in
Equations 2.4 and 2.5 indicates that each stimulated emission event causes electron
hole pair to recombine radiatively while emitting one photon into the lasing mode.
In steady state, the output power of the laser can be written in terms of dimensionless
quantities:
Pout = P0 · γ
γ + 1
(
I
Itr
− (1 + χ(1 + γ))
)
, (2.7)
where
• P0 ≡ hν/τe is a convenient constant.
• Itr ≡ qN/τe is the transparency current of the quantum wells. This is inde-
pendent of the thickness of the quantum noise control layer.
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• γ ≡ τint/τext = Qint/Qext is the over-coupling factor.
• Nth0 ≡ 1/gτint is the number of electrons at thresholdwith no external coupling
(Qext →∞).
• χ ≡ Nth0/N is the minimum inversion fraction to reach the lasing condition
in the case that τext →∞.
Equation 2.7 groups the intrinsic photon cavity lifetime (τint) and the modal gain (g)
into a single variable (χ). As discussed in Section 2.2, the photon cavity lifetime
int and the modal gain g are directly affected by the thickness of the quantum
noise control layer. For moderate thickness of the quantum noise control layer
(tQNCL < 150 nm),in the case that the intrinsic losses are dominated by the losses of
the InGaAsP layer and τint can be written as:
τint(tox) = τint(0) · ΓInGaAsP(tox = 0)
ΓInGaAsP(tox) . (2.8)
The temporal differential gain g (equal toW (l)spon.) is proportional to the confinement
factor in the quantum well layer of the resonator. Numerical simulations (Fig-
ure 2.5b) indicate that the confinement factor in the quantum wells is proportional to
that of the InGaAsP. This is due to the exponential nature of the field in the quantum
wells. g can thus be written in terms of the confinement factor in the InGaAsP:
g(tox) = g0 · ΓInGaAsP(tox)
ΓInGaAsP(tox = 0) . (2.9)
In this limit, χ, and thus the minimum threshold of the laser, is independent of the
thickness of the quantum noise control layer.
The output power (Pout) is now only a function of the over-coupling factorQint/Qext.
If this factor is kept constant as tQNCL is varied, the output power of the lasers can
be kept constant. We can break down the effect of the over-coupling factor into two
different phenomena. The fist is that it changes the slope efficiency of the laser:
γ
1+γ implies that if the laser is over-coupled, the useful output power becomes the
dominant optical loss mechanism enabling the slope efficiency to approach unity.
The second is the effect on the threshold current seen in χ(1 + γ). If the external
coupling is large compared to the intrinsic losses, the threshold of the lasing mode
can increase. The external losses are controlled by changing the length of the Bragg
mirrors on either side of the resonator defect and are defined lithographically when
patterning the optical resonator in silicon.
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Figure 2.7: Normalized output power as a function of the normalized current (I/Itr)
for various values of the external coupling quality factor. We note that for I/Itr ≈ 4,
the optimal value for Qext is between 0.3Qi and 0.5Qi. For Qext = Qi, often known
as critical coupling, the output power is reduced by up to 25% of the optimal value.
We plot the normalized output power as a function of the normalized pump current
for various values of the external quality factor in Figure 2.7. We find that for an
operating current of ≈ 4Ith, Qext should take a value between 0.3Qi and 0.5Qi to
maintain a large total quality factor and high output power. In the under-coupled
regime, Qext  Qi, the output power is greatly diminished. Figure 2.8 summarizes
the total Q as a function of γ = Qext/Qi as well as the output power for I = 4Itr .
2.4 Final platform design parameters
For the remainder of this thesis, wewill consider laserswith two different thicknesses
of quantum noise control layers: 50 nm and 90 nm. The quality factor and other
important design parameters for the lasers are summarized in Table 2.1. The
dimensions and simulation of the transmission spectra of a resonator with quality
factor 1 × 105 are shown in Figure 2.9 showing the predicted location of the mode
with respect to the band edge and Bragg frequency of the mirrors.
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Figure 2.8: Normalized output power as a function of the normalized current (I/Itr)
for various values of the external coupling quality factor. We note that for I/Itr ≈ Itr,
the optimal value for Qext is between 0.3Qi and 0.5Qi. For Qext = Qi, often known
as critical coupling, the output power is reduced by 25% of the optimal value.
Parameter Value
Grating hole pitch 235, 237.5, 240 nm
Number of grating holes in defect (two sides) 1000
Waveguide etch width 2.5 µm
Etch depth (in silicon) 60 µm
Hole size in mirror 300 nm × 120 nm
Minimum hole size in defect (donor mode) 225 nm × 120 nm
Maximum hole size in defect (acceptor mode) 515 nm × 120 nm
Table 2.1: High-Q resonator parameters.
21
(a)
(b)
(c)
Figure 2.9: a) Width of the grating throughout the resonator as a function of the
position away from the center of the defect. b) Band edges of the unit cell as a
function of the position along the grating. The black line shows the location of the
optical mode with respect to the center of the band gap. c) Simulated transmission
spectrum obtained using coupled mode equations.
2.5 Conclusions
We have summarized the basic platform platform parameters for the high-coherence
lasers that will be studied in the next two chapters. We discussed how engineering
the fraction of the optical mode that resides in the silicon and the InGaAsP using a
thin a layer of silicon dioxide can increase the intrinsic quality factor of the resonator
by orders of magnitude. It has been shown that the quantum limited frequency noise
power spectral density is decreased by a factor proportional to the square of the
quality factor of the resonator (δνST ∝ Q−2). Finally, we argued that the output
power of well designed QNCL lasers is independent of the thickness of the QNCL
in the regime where the quality factor is limited by the losses in the III-V. In the
following chapters, we will explore how flip chip bonding can help increase the
operating temperature of these lasers. Finally, we will show how these lasers are
inherently less sensitive to optical feedback compared to their all-III-V counterparts.
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C h a p t e r 3
THERMAL PROPERTIES OF HIGH-Q SILICON/III-V LASERS
In this chapter, we explore the thermal considerations that need to be taken when
designing quantum noise controlled lasers. We explore what strategies may be
undertaken to decrease the effects of the generated heat on the performance of the
lasers and the challenges involved in our high-Q silicon/III-V platform. We model
the thermal properties of the lasers using the 2D heat equation to estimate the
temperature rise at the quantum wells, then propose and demonstrate how flip-chip
bonding the lasers to a ceramic ceramic submount can greatly improve the thermal
properties of the lasers.
We find that the buried oxide layer adds significant thermal impedance to the struc-
ture. On the other hand, the thick p-mesa structure in our lasers acts as a heat
spreader decreasing the thermal impedance of the lasers. To further decrease the
thermal impedance of the laser, and thus decrease the rise in temperature in the active
layer, we propose and demonstrate how flip-chip bonding to a ceramic submount
can increase the operating current from ≈ 200 to 300 mA. We show that flip-chip
bonding can greatly improve the performance of lasers with thicker quantum noise
control layers by circumventing the QNCL layer – another layer of high thermal
impedance SiO2.
3.1 Thermal characteristic of semiconductor lasers
Semiconductor lasers are characterized by two important temperatures: T0, the char-
acteristic temperature and T1, the above threshold characteristic temperature [55].
The characteristic temperature describes how the threshold current is affected by the
temperature of the laser is given by the empirical value of T0 that best describes
Ith(T) = I0eT/T0 . (3.1)
The above threshold characteristic temperature describes how the slope efficiency
of the laser is affected when the temperature increases. It relates the above threshold
current (Ip = I − Ith) to the operating temperature of the laser and T1:
I − Ith(T)

P=P0
= IP(0)eT/T1 . (3.2)
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Figure 3.1: Light current characteristic of a 50 nm QNCL laser when the stage
temperature is varied. The laser has a value of 51 ◦C and 81 ◦C for T0 and T1
respectively.
Figure 3.1 shows the light-current characteristics of a laser with a QNCL thickness
of 50 nm as the stage temperature is varied. This particular laser has a value of
51 ◦C and 81 ◦C for T0 and T1 respectively. The thermal properties can be improved
by using quantum dots, having reported characteristic temperatures has high as
161 K [56], but these typically have lower material gain than their quantum well
counterparts, making them challenging to use [57]. It is henceforth desirable to
improve the thermal performance of the lasers without changing the materials used
for the optical waveguide and gain medium.
When current flows through the laser, heat is generated in the active medium causing
the temperature of the laser to rise proportionally to the thermal impedance between
the heat sources and the temperature controlled stage. The rise in temperature under
load limits the maximum drive current of the laser setting upper bounds on the
output power of the device.
3.2 Thermal challenges for heterogeneously integrated lasers
In Chapter 2, we discussed how integrating III-Vmaterial on silicon could be used to
create semiconductor lasers with a narrow linewidth. In Chapter 4 we discuss how
these same lasers are resilient to optical feedback and avoid the coherence collapse
regime. It is therefore desirable to devise strategies where the heat generated by the
gain medium does not significantly affect the performance of the lasers.
Our heterogeneously integrated lasers are normally mounted to a temperature con-
trolled copper block by placing the lasers down on their silicon handle. This exposes
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the electrical p and n contacts on the InGaAsP for straightforward electrical and op-
tical testing. The main challenge in operating these lasers in this fashion is that
the heat source, the emitting InGaAsP, and the copper heat sink, are separated by
the buried SiO2, a thermally insulating material. This increases the temperature of
the quantum wells compared to the case of an all III-V laser where the thick buried
oxide layer does not exist. Furthermore, the small air gap used to define the ridge
silicon waveguide also offers additional thermal insulation.
Two challenges exist in moving away from sinking the heat through the silicon
handle. First, the buried oxide cannot be made much thinner than 1 µm since it
would cause increased leakage of the optical mode into the substrate. Second,
because all electrical contacts are on the same side of the wafer, traditional epi-side
down flip-chip bonding used to bond lasers onto submounts cannot be done without
a matching submount design [58]. Other methods of thermal management have
had encouraging results (e.g. thermal shunts [59]) but require additional processing
steps before initial testing is possible.
To this end, a submount, made of aluminum nitride (AlN), a thermally conductive
ceramic, is used to create a direct thermal path between the quantum wells and the
temperature controlled heat sink. In the following sections, we will simulate the
thermal impedance of the lasers before as they are without any thermal management
strategy, and after flip-chip bonding to a ceramic submount. Using a patterned
submount allows the lasers to be tested without adding any additional complexity to
the fabrication of high-coherence silicon/III-V lasers.
3.3 Thermal impedance of high-coherence silicon III-V lasers
In this section we consider the thermal impedance of our heterogeneously integrated
silicon III-V lasers. To simplify the analysis, we will consider a high-coherence laser
with a nominal length of 1 mm, with the geometry described in Section 2.4. The
total rise in temperature at the quantum wells TQW can be written as a sum of the
three sources of heat q, the p, n, and quantum wells (QW), multiplied by their
respective thermal impedance Rx−→QW as seen by the quantum wells:
TQW = Rn→QWqn + RQW→QWqQW + Rp→QWqp. (3.3)
While the p-layers and quantum well layers are located directly above the optical
mode in the waveguide, the n-layer is distributed over an ≈ 90 µm channel and as
such will have a different thermal path through the device. We simulate the 2D
thermal diffusion equation (−k∇T = q, where k is the local thermal conductivity,
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Figure 3.2: The electrical model for the three different sources of heat in the system.
The p and n cladding layers are modeled as resistors while the heat generated in the
quantum wells is modeled as the energy lost in an ideal diode.
T is the local temperature, and ∇ indicates the gradient, and q is the generated heat
density) using a finite element solver (Comsol 5.1) to estimate the temperature of
the active layers in the epitaxially grown InGaAsP when a current is applied. We
will consider two structures, the first being the laser placed silicon side down onto a
temperature controlled copper block, and the second being the laser flip-chip bonded
onto an AlN submount designed to decrease the thermal impedance of the device.
Thermal sources
On average, the lasers that we fabricated had a turn on voltage of roughly 0.9 V
and a small signal resistance of approximately 11 Ω. The heat generated in the p
and n layers is assumed to be ohmic (q = I2R, where q is the total heat, I is the
current through the p or n cladding, and R is the resistance of the layer) and the heat
generated in the quantum wells is taken to be the product of the driving current and
the turn on voltage. The electrical model of our QNCL lasers is shown in Figure 3.2.
The theoretical resistivity of the p and n layers can be estimated by considering
the mobility of the majority carriers in the respective layers. We assume a hole
mobility of 30 cm2V−1s−1 for the heavily doped p-layer [60] having an average
dopant concentration of ≈ 0.5× 1018 cm−3 in the channel. This gives the p-channel
an average resistivity of 520 Ω/. For the 1.7 µm thick p-layer, and a 1 mm long
laser, the resistance of the p-channel is estimated to be approximately 0.9 Ω. To
calculate the heat generated in the two n-channels, we assume an n channel with
a mobility of 1250 cm2V−1s−1, giving the 110 nm thick n-channel an approximate
sheet resistivity of 435 Ω/. For a 1 mm laser, this corresponds to a resistance
of approximately 20 Ω per n-channel that connects the quantum wells near the
waveguide to the metal pads on either the side of the device. Together, the p and n
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Layer name Material
Thermal
conductivity
(W/cm ◦C)
Thickness
Aluminum nitride submount AlN 1.70 150 µm
Gold tin solder (80/20) AuSn 0.68 ≈ 4 µm
Gold contacts Au 3.17 200 nm
p-doped InP InP 0.70 1.7 µm
Separate confinement layers InGaAsP 0.15 80 nm
Quantum well InGaAsP 0.10 235 nm
Separate confinement layers InGaAsP 0.15 80 nm
n-doped InP InP 0.70 150 nm
Quantum noise control layer SiO2 0.011 0→ 150 nm
Silicon device layer Si 1.3 500 nm
Buried oxide layer SiO2 0.011 1 µm
Silicon handle layer Si 1.3 150 µm
Table 3.1: Summary of the thermal conductivities used to simulate the temperature
at the quantum wells for the high-coherence lasers. Note that many of the small
layers in the epi-InGaAsP wafer have been combined to speed up the simulation.
Values for the conductivity of the AlN were taken from [61] as the exact thermal
conductivity changes from manufacturer to manufacturer of the ceramic. The ther-
mal conductivity of the InP, silicon, gold, and silicon dioxide were taken from the
built-in materials in Comsol while the thermal conductivity of the quantum well
layers is taken from [62].
channels give the total device a resistance of approximately 11Ω. The heat generated
in the quantum wells is assumed to be equal to the current injected multiplied by
the voltage drop across the diode (0.9 V). While the length of the lasers varies by a
few hundred microns, we consider the average laser with a nominal length of 1 mm
to help guide the thermal design of the laser.
Table 3.1 summarizes the thermal conductivity used in the different layers during
the thermal simulations.
Figure 3.3 shows a 2D cross-section of the approximate generated heat in the III-V
structure when the laser is operated at 200 mA. While the total heat generated by
the n-layer is comparable to the heat generated by the quantum wells, the n-channel
is distributed greatly decreasing the heat density in the thin layer as summarized in
Figure 3.3c.
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(a) (b)
(c)
Figure 3.3: a) Total heat generated by the p, n, and quantum well layers in the laser.
b) Heat density generated by the p, n, and quantum well layers in. c) 2D profile of
the heat density generated in the laser for a drive current of 200 mA in µW/µm3.
Thermal simulations
To analyze the contribution of the different heat sources, we conduct separate thermal
simulations where each of the three identified sources are simulated individually.
We begin by analyzing the contribution of the p-contact region. The heat generated
in this layer is found to only increase the temperature of the quantum wells by less
than 1 ◦C, at 200 mA, an insignificant amount considering that the lasers have
characteristic temperatures of 51 and 80 ◦C. Results from the 2D simulation of the
temperature and heat flux in the laser are shown in Figure 3.4a.
The simulations of the temperature increase in the laser when considering the heat
generated from the n-layer are shown in Figure 3.4b when the laser is operated at
200 mA. Two interesting aspects are observed. First, the hottest region in the laser
is not in the center of the waveguide, but rather near the center of the trench used
to define the optical waveguide where the III-V does not make direct contact with
the QNCL. Second, although heat is generated through the 90 µm contact layer, the
heat flux outside the central 10 µm flows away from the optical mode toward the
unetched region outside the trench. This indicates that the 1.9 µm thick mesa acts
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as a low impedance path between the heat generated in the n-contact layer to either
side of the laser. The total increase in temperature due to the heat generated in the
n-contact is estimated to be 6 ◦C.
Finally, the quantum wells generate a significant amount of heat from non-radiative
recombination that cannot be ignored. In fact, below 200 mA, the quantum wells
are the dominant source of heat in the laser as shown in Figure 3.3c. At 200 mA,
the heat generated at the quantum wells contributes to an increase of approximately
6 ◦C in the active region. As was the case for the heat generated in the n-layer, we
also observe that heat flows from the center of the waveguide to regions on either
side of the trench, utilizing the 1.9 µm mesa as a heat spreader.
Figure 3.4 shows the 2D profile of the temperature across the facet of the laser
while Figure 3.5b summarizes the temperature of the quantum wells assuming a
quantum noise control layer of 100 nm as a function of the distance from the center
of the waveguide for currents of 50 mA, 100 mA, and 200 mA and breaks down the
contribution from the three different heat sources. Figure 3.5a shows the temperature
along the vertical dimension at the center of the waveguide when the temperature of
the silicon handle, assumed to be 150 µm thick, is held at a constant temperature of
293 K. As expected, a large temperature gradient is established between the burier
silicon dioxide layer. For an operating current of 200 mA, the 1 µm of buried oxide
increases the temperature of the device by approximately 7 ◦C while the 100 nm
quantum noise control layer increases the temperature of the device by 2 ◦C. Using
the above simulation, we can determine the thermal impedance for all three sources
of heat to be 15, 32 and 33 ◦C/W for the n-contact layer, p-contact layer, and
quantum wells respectively.
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(d)
Figure 3.4: Temperature profile (color) and heat flux (arrows) across the laser when
a current of 200 mA is applied to the laser. The contribution of the temperature
rise is broken up between the 3 different thermal sources, the finite resistivity of the
p, n, and voltage drop across the quantum well layer are shown in a), b), and c),
respectively, while the total temperature rise is shown in d).
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Figure 3.5: a) Temperature along the center of the waveguide (x = 0) as a function
of the position from the III-V bonding interface. b) Temperature along the bottom
of the quantum wells for different drive currents.
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The effect of the mesa-width on the temperature of the quantum wells
In this section, we consider the effect of the mesa width on the temperature at the
quantum wells in the case where the device is placed with the silicon side down onto
the copper heat sink. While decreasing the length of the n-contact layer reduces the
total resistance of the channel, since the generated heat density remains constant,
little effect is predicted at the photon generating quantum wells. In fact, since the
mesa acts as a heat spreader, a narrow mesa can actually increase the temperature
at the quantum wells.
Figure 3.6c shows how the temperature of the quantum wells changes when the
width of the III-V mesa is varied between 10 µm and 70 µm when the laser is
operated at 200 mA, assuming that the trench ends 11.25 µm away from the center
of the waveguide. While the temperature profile at the center of the quantum wells
remains constant for mesa widths between 35 and 70 µm, it rapidly increases when
the mesa becomes narrower than the trench (22.5 µm wide). This is because the
un-etched silicon outside of the trench can no longer be used as a lower impedance
thermal path for the heat generated in the quantum wells, as shown in Figure 3.6b.
In this case, the generated heat must to be funneled through the narrow 2.5 µm
waveguide, increasing the temperature of the quantum wells. Since the choice of
the mesa width makes little difference in the predicted temperature of the quantum
wells, it is desirable to keep the mesa width larger than ≈ 50 µm to ease making
electrical contact with the lasers with larger DC and RF probes, and to ease flip-chip
bonding.
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(a)
(b)
(c)
Figure 3.6: 2D thermal simulation of the temperature increase (color in ◦C) and
thermal gradient (arrows) considering only the heat generated by the n contact layer
in (a) and by the quantum wells (b) when the mesa is defined to be 10 µm wide
instead of 70 µm wide as designed. The n-metal layers have been brought closer
accordingly and are start at 10 µm away from the end of the mesa. c) Temperature
profile across the center of the waveguide when the width of the mesa is varied.
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The effect of quantum noise control on the temperature of the laser
Finally, we consider the effect of increasing the oxide thickness between the silicon
device layer and the InGaAsP structure on the temperature of the quantum wells
known as the quantum noise control layer. As shown for the case of 100 nm thick
quantum noise control layer, a temperature increase of 2 to 3 degrees is predicted
across the thin SiO2 layer. Figure 3.7 shows the temperature profile across the
center of the waveguide as the thickness of the SiO2 QNCL is increased. A laser
with a 150 nm QNCL has an average thermal impedance ≈ 25 % larger than a
heterogeneously integrated laser without a QNCL between the silicon and the III-V.
While this is not detrimental to the performance of QNCL lasers, it is there desirable
to find a strategy to mitigate the effect of the QNCL on the temperature of the laser.
This same technique could also be applicable to optical platforms that make use of
even thicker oxide for multiple layers of waveguides [63]–[67] proposed for massive
photonic integration.
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(a)
(b)
Figure 3.7: a) Temperature profile across the center of the waveguide when the width
of the thickness of the quantum noise control layer is varied. 0 microm corresponds
to the Si/III-V bonding interface. b) Temperature profile across the center of the
waveguide with flip-chip bonding the thickness of the QNCL is varied.
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Figure 3.8: Schematic of the aluminum nitride (AlN) submount to which a bar of
12 lasers can be flip-chip bonded on to.
3.4 Flip-chip bonding for decreased thermal impedance
To decrease the thermal impedance of the devices, we design aluminum nitride
(AlN) submounts to which the cleaved lasers bars can be flip-chip bonded to enable
lower thermal impedance path between the lasers and the temperature controlled
copper heat sink. These submounts also make the individual lasers bars compatible
with wire-bonding, a process typically requiring thermo-sonication and our previous
attempt have proven to destroy the fragile mesa.
The submounts are designed to accommodate cleaved laser bars with 12 lasers with
a pitch of 250 µm between lasers, each laser having a length up to 2 mm. On the
150 µm thick AlN submount, metal traces made of Ti/W, Au and Ni (with nominal
thicknesses of 600 nm 3 µm and 100 nm respectively) are deposited to match the p
and n contact of the laser bars. All n-contacts are shorted together and large pads
100 µm in diameter are included for each p and n contact to make contact with
DC probes and for ease of wire bonding for further packaging. A schematic of the
submount is shown in Figure 3.8 with the relevant dimensions labeled.
To bond to the III-V mesa structure, Au/Sn pads (80/20 in composition by weight),
35 µm in diameter and ≈ 4 µm thick, are deposited onto traces on the submount.
Bonding is accomplished using a flip-chip bonder (Finetech Fineplacer Lambda)
that ensures adequate the alignment between the submount and the laser bars as
shown in Figure 3.10d. During the bonding procedure, the lasers are lowered onto
the submount with 10 N of force while the submount and laser bar are heated to
300 ◦C (just above the eutectic temperature of 290 ◦C for the Au/Sn alloy) for 15
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Figure 3.9: The bonding profile settings for the Fineplacer Lambda bonder used to
bond the laser bar to the AlN submount.
(a) (b) (c)
(d) (e) (f)
Figure 3.10: a-d) Different views of the device and submount before they are bonded
during the alignment phase. A beam blocker can be positioned to hide either the
device or the submount showing each in isolation. Figures c) and d) show the view
from the camera when the beam blocker is not used showing how the p and n contacts
of the devices are oriented when they are aligned. Figure d) shows the overhang of
the lasers used to ensure that the output beam is unaffected by the submount. Figures
e) and f) show side views of the device immediately after the bonding procedure
is complete and how probes can be used to test the diode characteristics to ensure
good contact between the laser and the submount.
seconds before cooling off. The temperature profile of the flip-chip bonder during
the bonding process is shown in Figure 3.9. Images taken during the bonding
procedure and resulting devices are shown in Figure 3.10.
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Thermal simulations of the flip-chip bonded lasers
We repeat the previous simulations considering the case where a thermal pathway
exists between the p and n metal contacts directly to a heat-sink through an AlN
submount. We assume that after bonding, the Au/Sn layer makes contact with the
p-contact metal over a width of 50 µm. Figure 3.11 shows the 2D thermal profile
when the laser is flip-chip bonded and driven with 200 mA when considering all
sources of heat and Figure 3.11c shows the thermal profile along the center of the
waveguide as the driving current is varied. From these 2D simulations, we can
estimate that the thermal impedance from the heat generated in the n-contact layer,
p-contact layer, and quantum wells is 5.3, 10, and 13 ◦C/W respectively, a decrease
by a factor of 2 to 3 for the different sources of heat compared to the case without
flip-chip bonding. The simulations indicate that the temperature increase equivalent
to that of the laser driven at 200 mA without flip-chip bonding is approximately
equivalent to a laser with driven with 400 mA using an AlN submount.
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(a)
(b)
(c)
Figure 3.11: Thermal simulation results of a laser flip-chip bonded onto an AlN
submount. Unless otherwise noted, the laser is drivenwith 200mA of current. a) 2D
thermal simulation of the laser when it is flip-chip bonded to an AlN submount. The
submount mount makes thermal contact with a stage held at constant temperature
near y = +150 µm. b) The temperature of the quantum wells as a function of
the position from the center of the waveguide. The temperature increase due to the
N-layer increases near the end of the mesa due to the fact that it can no-longer spread
laterally at that location. c) Temperature increase along x = 0 as a function of the
driving current when flip-chip bonding is used. The result for the laser without
flip-chip bonding for a current of 200 mA is included as a visual guide.
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3.5 Flip-chip bonding results
We present the light-current characteristics of flip-chip bonded lasers before and
after bonding them to AlN submounts. We consider both Fabry-Perot lasers, where
the optical mode is uniform across the laser, and mode-gap lasers with different
QNCL thicknesses.
Flip-chip bonding of Fabry-Perot lasers
Figure 3.12 summarizes the output characteristics of Fabry-Perot lasers before and
after flip-chip bonding. All lasers were obtained from the same bar. The thickness
of the silicon handle was approximately 150 µm thick. Before flip-chip bonding, the
lasers interfaced a temperature controlled copper mount through the silicon handle
and heat paste was used to ensure adequate thermal contact between the silicon
handle and copper mount. After flip-chip bonding, the AlN was placed on the same
temperature controlled copper mount with thermal paste to ensure good thermal
contact between the AlN and copper block. The temperature of the copper stage is
held at 20 ◦C for all experiments. On average, the thermal roll-off current for the
FP lasers increased from 184 mA to 284 mA while increasing the maximum output
power from an average 2.7 mW to an average maximum power of 10.4 mW.
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Figure 3.12: a) Typical OSA trace of the Fabry-Perot lasers above threshold. b)
Luminosity vs. drive current for a bar of Fabry-Perot lasers before and after flip-chip
bonding. c-f) Output power at 150 mA, maximum power, threshold current, and
thermal roll-off current before (blue) and after (red) flip-chip bonding for 8 working
lasers on a bar of 12 lasers. The dashed line shows the average property across the
bar before and after flip-chip bonding.
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Flip-chip bonding of single mode QNCL lasers
Figure 3.13 shows the results of various lasers (fromdifferent bars) thatwere success-
fully flip-chip bonded onto AlN submounts and their output power characteristics.
As expected, the maximum output power and operating current of the lasers in-
creased. One laser with an QNCL thickness of 120 nm only lased after flip-chip
bonding. Few lasers also experienced a small increase in the threshold current. We
attribute this to impartial bonding along the p and n contact which can lead to the
mirror portion of the resonator being preferentially pumped, leading to a slightly
larger threshold current. As was observed in the FP lasers, many of the lasers
observed a markedly improved slope efficiency, allowing them to reach much larger
output powers. Our simulations likely underestimated the temperature increase at
the quantum wells. Taking the thermo-optic coefficient of silicon to be 1.8 K−1 [68],
we estimate that the temperature in the silicon increased by 25 ◦C at the maximum
operating current, slightly larger than the expected ≈ 15 ◦C. This is attributed to
imperfect thermal contact between the device and the temperature controlled stage.
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(e)
Figure 3.13: a) OSA trace of a flip-chip bonded laser with a 50 nm QNCL layer. b)
Luminosity vs. drive current for a the laser shown in a) before and after flip-chip
bonding. c-e) Maximum output power (one sided), threshold current, and thermal
roll-off current before (blue) and after (red) flip-chip bonding for a variety of flip-
chip bonded lasers with different QNCL layer thicknesses. The exact thickness of
the QNCL was dithered on the plot to allow the unique identification of the lasers
across different plots.
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3.6 Flip-chip bonding limitations
While flip-chip bonding does avoid additional fabrications steps compared to al-
ternative thermal management strategies for thermal management such as thermal
shunts [59], it is not without its own drawbacks. The main challenge in flip-chip
bonding involves the uniformity of bonding the device across its entire length. The
AuSn 80/20 alloy leaches gold from the evaporated contacts to increasing compo-
sition of gold in the alloy, increasing the melting point [69]. This makes it difficult
to reflow the solder in the case of non-planar contact during the initial the bonding
process. Non-planar contact can cause the mirrors of the mode-gap resonator to be
preferentially pumped and cause hot spots where bonding voids are present. Be-
cause the laser becomes enclosed on all sides after this procedure, it is difficult to
diagnose the source of issues without destructively taking the lasers apart.
Finally, the analysis above has ignored the finite thermal impedance between the
device under test and the temperature controlled stage. While efforts were made to
use thermal paste to minimize the effects of small air gaps, we do not ignore that it
can often have measurable effects on the device’s performance.
3.7 Conclusions
In this chapter, we have developed a thermal model for our QNCL high-coherence
lasers andmodeled the temperature rise for lasers that where the heat is sunk through
the silicon handle, and for lasers that are flip-chip bonded to an AlN submount. Flip-
chip bonding to an AlN submount provides an excellent path for removing heat from
the laser decreasing the thermal impedance of QNCL lasers by a factor of 2 to 3.
Flip-chip bonding Fabry-Perot lasers has shown an increase of the driving current
from 184 to 284 mA corresponding to an increase in the output power from 2.7 mW
to 10.4 mW for approximately 1 mm long lasers. While single mode lasers only
observed an output power increase between 1.4 and 2× using flip-chip bonding, this
strategy promises to be important inmore complex platforms that utilize increasingly
thicker layers of buried oxide, or evenmultiple layers of waveguides to achieve larger
optical device density.
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C h a p t e r 4
FEEDBACK SENSITIVITY OF HIGH-COHERENCE SI-III/V
LASERS
Optical reflections in communication and sensing systems are unavoidable and can
cause the performance of lasers to degrade. Currently, the consistent performance
of semiconductor lasers is only guaranteed through the use of optical isolators.
These non-reciprocal optical devices inhibit reflections in the optical network from
reaching the laser resonator, and thus decrease the laser sensitivity to optical feed-
back. Optical feedback has been studied both theoretically [21], [70], [71], and
experimentally [72], [73] and it was shown that uncontrolled optical feedback can
degrade the highly sought property of coherence in lasers for even mild levels of
optical reflections.
In this chapter, we will explore how the optical feedback sensitivity of high-
coherence QNCL lasers is affected as the thickness of the thin quantum noise control
layer is increased. We find that, using the same technique we used to increase the
coherence of the lasers, lasers can be engineered to be insensitive to large levels
of optical feedback. The presented approach does not require integrated garnet
materials on the optical platform making this a good strategy for future high density
optical circuits [74], [75].
4.1 Optical feedback sensitivity review
We consider how undesired but unavoidable optical reflections affect single mode
laser resonators where a single lasingmode exists with a large sidemode suppression
ratio. For lasers with two or more competing modes, or degenerate modes, as is
the case for ring lasers, the main effect of optical feedback will be to break the
degeneracy and cause one of the two competing modes to become dominant [76].
We therefore consider lasers designed around single mode resonators such as the
mode gap resonators described in Chapter 2. We assume that the gain margin of the
lasing mode is not significantly affected by the small level of optical feedback.
In the case of single mode resonators, the main effect of optical feedback can be
modeled as changing the effective reflectivity of the output mirror [21] as shown
graphically in Figure 4.1. For the case of weak feedback, the effective reflectivity of
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Figure 4.1: The effective reflectivity of a laser in the presence of an external
reflector. The source of the partial reflector can be either a small piece of dust, a
bad connector, an optical component with a finite reflection, a bad fiber splice, or
even an unconnected fiber.
the resonator’s output mirror (reff) is given by the sum of original reflectivity of the
mirror (rL) and the reflectivity of the external reflector (rext) viewed at the position
of the laser’s original mirror and can be written as
reff = rL + rext
(
1 − |rL |2
)
. (4.1)
The reflectivity of the mode gap resonator evaluated at the frequency of the lasing
mode can be found by considering the resonator as possessing two frequency de-
pendent mirrors on the output side. The (complex) reflectivity of the two mirrors
of our modegap resonator can be computed using the coupled mode equations by
simulating the resonator as two halves each containing half the distributed defect as
shown in Figure 4.2. The group delay can be found by solving the coupled mode
equations [6] for each half the resonator. For our resonators, described in Table 2.1,
the round trip time in the cavity is found to be approximately 6 ps, roughly equivalent
to the round trip time of a Fabry-Perot cavity the length of the distributed defect.
The advantage of the mode gap resonator is that the mirrors are of extremely high
reflectivity and the nature of the distributed defect dictates that only a single high
quality mode may exist. The reflectivity of the mirror as a function of the mirror
length is found in the same simulation and summarized in Figure 4.3. Due to the
phase matching condition of the mode gap resonator, the lasing mode exists at an
offset when compared to the center of the band gap which necessitates the use of
the coupled mode formalism to correctly estimate the reflectivity of the mirror at
the lasing wavelength. If one assumes that the reflectivity of the mirrors is given by
R(νL) = tanh2 κL, the external quality factor of the resonator can be overestimated
by as much as a factor of ten (10), as illustrated in Figure 4.3.
The lasing frequency can be determined by requiring a phase retardation of some
multiple of 2pi per round trip for a frequency within the band gap of the grating,
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Figure 4.2: The simulation strategy to find the reflectivity as well as the round trip
time inside the mode gap resonator, two necessary parameters that help understand
the feedback properties of the resonator. In the top figure, the full donor mode
resonator is shown with the conduction band in blue and the valence band in red.
The location of the optical mode with respect to the band edges is shown in black.
Figure 4.3: The reflection (R) and transmission (T) coefficient of the mirror portion
of the resonator when the frequency is resonance with the mirror δβ = 0 and when
the frequency is offset by 93 cm−1 for a grating with κ = 110 cm−1.
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taking into consideration the complex frequency dependent reflectivity of the two
gratings. The quality factor of the high-Q resonance can be found by using the
group delay (τRT) of the mode and the transmission (T) or reflection (R) evaluated
at the resonance frequency (ν0):
Q = 2piν0 · τRT · 1− ln R(ν0) ≈ 2piν0τRT
1
1 − R(ν0) = 2piν0τRT
1
T(ν0), (4.2)
For high-Q resonators, R approaches unity and it is therefore more convenient to
describe the quality factor as a function of the transmission (or external loss).
Regimes of optical feedback
Now that we have established the tools necessary to analyze the passive resonator
of the laser we are ready to analyze the properties of the laser in the presence of
external optical reflections. Previous studies of optical feedback identify five (5)
distinct regimes of optical feedback [77]. The first regime corresponds to small
levels of optical feedback and gives rise to small changes in the lasing frequency
while causing the linewidth of the laser to narrow or broaden depending on the phase
of the optical reflector. In the second regime, two modes meet the phase matching
condition and mode hopping is often observed. In the third regime, mode hopping
is suppressed due to gain saturation and the laser oscillates in a single wavelength.
This regime is found to occupy a small range of feedback power ratio and as such is
often ignored. The fourth, and most detrimental regime occurs at moderate levels
of optical feedback where multiple modes can lase simultaneously regardless of the
phase of the optical reflector causing the linewidth to suddenly broaden dramatically.
The fifth regime is that of an external cavity laser, where the system can be thought
of as a large laser with a small gain section.
We will focus the discussion on the fourth regime known as the coherence collapse
regime. In this regime, the location and the phase1 of the reflector do not significantly
affect onset of coherence collapse. For many lasers, the onset occurs quickly at
relatively low feedback fractions near −40 dB [77]. One proposed strategy has
been to increase the reflectivity of the quarter wave shift DFB grating by increasing
the reflectivity of the mirrors in a quarter wave shift DFB laser (by increasing the
product κL) [21]. Unfortunately, doing so often exacerbates any issues arising from
spatial hole burning [78] and can decrease the absolute output power of the laser as
it becomes increasingly under-coupled. As discussed in Section 2.3, if the quality
1The phase of the reflection is determined in part by the location of the reflector to within a
fraction of the wavelength.
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factor of the resonator becomes limited by the intrinsic quality factor (Qext > Qi), a
rapid decrease in the output power is observed. It is therefore necessary to increase
the intrinsic quality factor of the passive resonator before increasing the reflectivity
of the external mirrors.
The feedback sensitivity of lasers is summarized by the feedback coefficient
C =
τext
τRT
rext
1 − |rL |2
rL
√
1 + α2, (4.3)
where τext is the round trip time of the reflector, α is the linewidth enhancement
factor [17], [79], rext is the reflectivity of the external reflector, and rL is the complex
reflectivity of the laser mirror at the output facet. As rL approaches unity, as is the
case for high-Q resonators, Equation 4.3 becomes
C =
τext
τL
rextTL
√
1 + α2, (4.4)
where the TL = 1 − |rL |2. In this form, it is clear that decreasing the transmission
from the output facet has a crucial impact on the feedback coefficient of the laser.
The phase matching condition for the case of weak feedback is given by
∆φL(ν) = 2piτL(ν − ν0) + rext1 − |rL |rL
√
1 + α2 sin (2piντext + arctanα), (4.5)
where ∆φL is the phase matching condition of the laser in the presence of optical
feedback, ν is the frequency, and ν0 is the lasing frequency in the absence of any
optical feedback. A graphical representation of how the phase matching condition
changes with increased feedback is shown in Figure 4.4. NearC = 1, the two modes
satisfy the phasematching condition andwill start to compete. For even larger values
of C, the number of modes starts to increase giving rise to competition between
multiple modes. One important distinction between the small feedback regime, and
the regime of large feedback that causes coherence collapse is that the onset of
coherence collapse is relatively independent of the location of the reflector. This is
because in the case of coherence collapse with large τext, a multitude of modes with
a separation of 1/τext exists. The mode separated from the original lasing mode ν0
by the relaxation resonance of laser will compete with the main lasing peak causing
a dramatic increase in noise. As such, coherence collapse is typically characterized
by measuring the relative intensity noise of the laser and observing a large increase
near the relaxation resonance frequency.
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Figure 4.4: Phase matching condition as a function of the lasing frequency offset
without feedback (ν0) as C is increased. Plots are shown for α = 4, τext = 100 ns,
Qext = 1 × 105.
4.2 Feedback sensitivity of high coherence Si/III-V lasers
In the previous section, we established how the feedback coefficient (C) is related to
a variety of feedback parameters. Here we describe how the feedback sensitivity of
the laser changes as a function of the thickness of the quantum noise control layer.
We keep the laser structure of the QNCLs the same as we vary the QNCL thickness
with the exception of the length of the end mirror section. This keeps τL constant as
the thickness of the quantum noise control increases. In Section 2.3 we established
that if the ratio between the external quality factor and internal quality factor is kept
constant, the output power remains constant so long as the intrinsic quality factor is
not limited by the losses in the high-Q material, silicon. The feedback coefficient
can be expressed as a function of the external quality factor and the external reflector
C =
τext
ω
rext · Q
−1
ext
rL
≈ τext
ω
rext · Q−1ext. (4.6)
In the pursuit of high coherence lasers, we have shown that in the case of low-loss
siliconQSi  QIII-V (in our case,QSi > 1×106) we were led to the condition |rl | ≈ 1
which is the limit leading to Equation 4.6. But this is the condition for which most
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Figure 4.5: The effective increase in optical isolation (on the left axis) and intrinsic
quality factor (right axis) of the laser as the thickness of the quantum noise control
layer (spacer) is increased.
of the externally reflected field incident on a mirror rl is reflected back from the
laser resonator hence the feedback insensitivity is, to us unexpected, a side benefit
of designing high-coherence hybrid Si/III-V semiconductor lasers. The effective
isolation of a laser can therefore be compared to that of its all III-V counterpart
through
Effective isolation = 20 log
QQNCL
QIII-V
. (4.7)
Figure 4.5 summarizes the effective isolation and quality factor as a function of the
thickness of the QNCL layer. A QNCL thickness of 150 nm is roughly equivalent to
35 dB or a a single stage isolator. In applications where a single isolator is necessary,
a QNCL with an SiO2 thickness of approximately 150 nm can operate without any
isolator obviating the need for the magneto-optic material in the photonic platform.
Other heterogeneously integrated platforms can use the strategy outlined here to
design even higher-Q cold cavities for lasers that will be even more insensitive to
optical reflections sin_lasers, sio2_lasers
4.3 Measurement of the feedback sensitivity of QNCL lasers
We estimate the transition of the coherence collapse regime as the fraction of power
reflected into the laser that causes the fringe visibility (β) of an interferometer with
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Figure 4.6: Experimental setup used to measure the onset of coherence collapse.
Polarization maintaining fiber is used in the top path used to control the magnitude
of the reflection is in polarization maintaining fiber to ensure that the reflection is in
the same polarization as the lasing mode. A booster optical amplifier (BOA) is used
to enable Rext to approach unity while accounting for the losses in coupling to fiber
and in various passive components. The fringe visibility of the MZI is characterized
as the magnitude of the reflection is increased.
a free spectral range (FSR) of 533MHz to be reduced to 70 % of its maximum value
of 1. We define the he fringe visibility of the interferometer as the ratio between the
amplitude of the interference term as measured on a photodetector and the DC term
as the path length mismatch of the interferometer is changed by a few wavelengths.
It can be computed using:
β =
Vmax − Vmin
Vmax + Vmin
. (4.8)
The experimental setup is shown in Figure 4.6. The output of the laser is divided
into two separate paths, a feedback path in polarization maintaining fiber, and a
characterization path. In the feedback path, a semiconductor amplifier (Thorlabs
BOA1004P), followed by a variable attenuator are used to control the feedback
fraction into the laser. Calibrated power taps are used to estimate the optical power in
fiber, and the external reflectivity is estimated estimated as Rext = Preflected/Pforward.
The amplifier is necessary to overcome the finite coupling efficiency of light into
single mode fiber (typically on the range of 20 − 40% for our lasers) as well as the
finite insertion loss in the couplers and attenuator used (1 − 2 dB per component).
As the reflectivity is increased, the onset of coherence collapse is determined by
measuring the fringe visibility (β) of the voltage measured on the photodetector
(VPD) when the phase condition of the interferometer ( 2piλ/n∆L) is changed
VPD(∆L) = V0
(
1 + β sin
(
2pi
λ/nL +
2pi
λ/n∆L
))
, (4.9)
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Figure 4.7: Progression of the fringe visibility from the MZI as the length of the
interferometer is changed by a few micrometers. When the reflection is small, the
fringe visibility (β) is close to 1. At the onset of coherence collapse, the fringe
visibility starts to decrease until no fringes are seen.
where L is the nominal path length mismatch of the interferometer, n is the refrac-
tive index of fiber, c/nL is the free spectral range of the interferometer, λ is the
wavelength of laser, and ∆L is the small change in path length of the Mach-Zehnder
interferometer as the Piezo electric motor is actuated (typically on the order of a
few micrometers). The interferometric length of the interferometer is varied by
stretching one arm of the fiber by a few micro meters with a piezo electric actuator
at a frequency of 1 kHz. The fringe visibility of the interferometer will drop rapidly
once the linewidth of the laser becomes comparable or larger than the free spectral
range of the interferometer. Figure 4.7 shows an example of the progression of
the fringe visibility as the reflection is increased. In all measurements, the fringe
visibility is measured 10 times for a given value of the external reflector.
Amplifier effect on the coherence collapse measurement
To confirm that the amplifier does not change the determination of the onset of
coherence collapse, we compare how an DFB laser with one facet coated with a
high reflectivity coating and the other coatedwith an anti-reflective (HR-AR) coating
(part number Q-Photoncis QDFBLD-1550-5AX,ML9XX11 series DFB) is affected
when the circulator, amplifier, and attenuator are replaced by a high-reflectivity gold
mirror. Figure 4.8 shows the results of the two experiments showing good agreement
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(a)
(b)
Figure 4.8: a) Light-current characteristics of the all III-V Q-Photonics QDFBLD-
1550-5AX laser used in the coherence collapse experiments. b) Coherence collapse
of a commercially available laser when measured with a polarization maintaining
fiber mirror and when measured with a circulator and amplifier when operated at
30 mA (Ith = 5 mA). In both cases, the onset of coherence collapse occurs near
50 dB, indicating that the presence of an amplifier does not affect the measurement
o the onset of coherence.
between the experiment with and without an amplifier. A coupling efficiency of
50 % was assumed for the commercially available laser. With an amplifier, the
maximum reflectivity is increased from −10 dB to above 0 dB. While reflectivity
greater than 0 dB indicates lasing in the external cavity, the ability to reach near
unity reflectivity is important for measuring the onset of coherence collapse for
QNCL lasers.
Coherence collapse measurements for QNCL lasers
Figure 4.9 compares the fringe visibility for three lasers, a commercial off-the shelf
HR-AR coated DFB laser, a 50 nmQNCL, and a 90 nmQNCL laser at a bias current
200 mA (≈ 2.5× Ithreshold). Figure 4.9a shows the luminosity as a function of current
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(a)
(b)
(c)
Figure 4.9: a) Light-current characteristics of the two QNCLs tested for their
feedback sensitivity. b) Fringe visibility measurement for the two QNCL lasers
as well as the commercial III-V DFB. c) Raw data obtained from the fringe visibility
experiment of the QNCLs. Fringes remain visible for the 90 nm QNCL even in the
coherence collapse regime.
for the two silicon/III-V lasers tested with QNCL thickness of 50 nm and 90 nm. In
these experiments, the optical path length of the reflector was 10 m in fiber. The
50 nm QNCL maintains its high coherence properties up to an external reflectivity
of −20 dB while the 90 nm QNCL maintains a fringe visibility near unity up to a
reflectivity of −15 dB.
55
Figure 4.10: OSA spectra of the commercial HR/AR coated DFB taken with a
resolution bandwidth of approximately 0.08 nm. A slight broadening of the 30 dB
bandwidth starts to broaden for Rext > −40 dB. At higher levels, Rext > −28 dB,
the 10 dB bandwidth of the spectrum begins to broaden.
Optical spectrum of QNCL lasers with external reflections
The optical intensity spectrum of a laser, as measured with an optical spectrum
analyzer, can broaden in the presence of optical feedback. This has been previously
used to characterize the onset of coherence collapse for semiconductor lasers. Fig-
ure 4.10 shows the optical spectrum of the HR/AR DFB laser as the reflectivity of
the external reflector is varied and the laser transitions from the coherent regime into
the coherence collapse regime (HP71450), using a resolution bandwidth of approx-
imately 0.08 nm (≈ 10 GHz at 1550 nm. For an external reflectivity of −40 dB, the
30 dB bandwidth begins to broaden. Once an external reflectivity of approximately
−28 dB is reached, it becomes clear that the spectrum is wider than in the case of no
external reflector. If this metric is used to determine the transition of the coherence
collapse regime, the 90 nm QNCL would never reach coherence collapse as shown
in Figure 4.11. The optical spectrum of the 90 nm QNCL lasers is not observed to
broaden on a scale measurable by typical spectrum analyzers. Similarly, the 50 nm
QNCL does not experience any noticeable broadening in the measured spectrum on
the OSA even when the external reflectivity approaches unity.
56
Figure 4.11: OSA spectra of the 90 nm QNCL laser under various levels of optical
feedback. We observe that the optical spectrum remains virtually identical even for
optical feedback levels approaching 0 dB.
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Relative intensity noise of QNCL lasers with optical feedback
To explain why the transition of the coherence collapse regime is not observable
on the OSA, we measure the relative intensity noise of the lasers on a high speed
electrical spectrum analyzer. The setup is identical to the one shown in Figure 4.6
with the exception that the MZI, which is not needed in intensity measurements, is
removed and replaced with a high speed photodetector (Optilab BPR-20-M, 18 GHz
3 dB bandwidth) and a radio frequency spectrum analyzer (HP8560E, 50 GHz band-
width). The electrical spectrum is measured as a function of Rext and summarized
in Figure 4.12 for the case of the HR/AR coated DFB laser. The RF spectrum of
the high coherence lasers 50 nm and 90 nm QNCL under different levels of optical
feedback is shown in Figure 4.13 and Figure 4.14 respectively. From the three
figures, one observes that the onset of coherence collapse is also heralded by the
appearance of a peak in the intensity spectrum and that the peak is centered on the
relaxation resonance frequency as measured by the intensity modulation response
(black curve). An important consequence of the reduced relaxation resonance fre-
quency of the QNCL Si/III-V lasers is that the RF noise spectra limits the bandwidth
of the relative intensity noise induced by optical feedback to frequencies below
the relaxation resonance frequency, approximately equal to 500 MHz for the 90 nm
QNCL. This means that for the 90 nmQNCL laser, the linewidth of the laser, even in
the coherence collapse regime, will not greatly exceed a few multiples of 533 MHz.
Using this insight, it is clear why the OSA cannot resolve the increased noise in the
optical spectrum of QNCL lasers. Furthermore, the limited bandwidth of the noise
explains why the fringe visibility of an MZI in the case of the 90 nm QNCL did
not reach a value of 0 in the coherence collapse regime. The fringe visibility (β), is
related to the free spectral range (FSR) and the linewidth of the laser by (δν) by
β = e−δν/FSR. (4.10)
In the case of the 90 nm QNCL the fringe visibility decreases to approximately 0.08
for the case of a large external reflector, giving the laser an approximate linewidth
of 1.3 GHz, consistent with the bandwidth of the relative intensity noise measured
in Figure 4.14c.
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(a)
(b)
(c)
Figure 4.12: Relative intensity noise a commercial laser as the external reflectivity
Rext is varied when the laser is biased at 20 mA. The black line shows the shape of
the intensity modulation response of the laser as a visual guide. We note that the
first sign of coherence collapse occurs at the relaxation resonance frequency.
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(a)
(b)
(c)
Figure 4.13: Relative intensity noise of 50nm QNCL laser as the strength of the
external reflector is varied. The black line shows the measured intensity modulation
response of the laser as a visual guide. The onset of coherence collapse first appears
near the relaxation resonance frequency.
60
(a)
(b)
(c)
Figure 4.14: Relative intensity noise of 90nm QNCL laser as the strength of the
external reflector is varied. The black line shows the measured intensity modulation
response of the a similar laser as a visual guide. The onset of coherence collapse
first appears near the relaxation resonance frequency.
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4.4 Conclusions
To conclude, we investigated the transition of the coherence collapse regime for
high-coherence lasers. We found that in high-coherence QNCL lasers the onset
of coherence collapse as measured as measured through both a fringe visibility
measurement and through measuring the relative intensity noise occurs at 20 dB
higher reflection levels compared to their conventional all III-V counterparts. We
attribute the increase of the onset of coherence collapse to the larger external quality
factor of the laser’s cold cavity. Usingmodal engineering and quantumnoise control,
the quality factor of QNCL lasers can be increased to approach that of the low loss
silicon cavity (Q ∼ 10 × 106). By taking advantage of the low intrinsic losses in
the silicon layer, the external quality factor can be increased by utilizing higher
reflectivity mirrors without sacrificing optical power. The low optical transmission
through the mirror decreases the change in the reflectivity of the output mirror,
keeping the laser stable in the presence of uncontrollable external reflectors.
The QNCL design explored in this chapter paves the path for the design of single
mode lasers that can function without the need for optical isolators. Optical isolators
necessitate the use of magneto-optic materials and thus increase the cost of optical
systems that include them. These lasers take advantage of the high-Q silicon
cavity obviating the need for isolators. It is envisioned that future advances in
material growth and fabrication techniques could allow the quality factor of low loss
semiconductor resonator to increase beyond the demonstrated value of 1 × 106 to
further decrease the sensitivity to optical feedback of semiconductor lasers. Since the
incorporation of magnetic isolators is not compatible with CMOS manufacturing
used to fabricate hybrid Si/III-V lasers, the prospect of optical circuitry free of
isolators has an immense economic value.
Part II
3D imaging with swept frequency
semiconductor lasers
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C h a p t e r 5
SWEPT SOURCE SEMICONDUCTOR LASERS FOR 3D
IMAGING
Swept source 3D imaging has become an important tool for many scientific and
industrial applications due to its high dynamic range, and high axial resolution [80].
Applications include LIDAR (light detection and ranging) [81], high-accuracy op-
tical profilometry [28], fingerprint detection [29], and many in vivo biomedical
diagnostic applications [30]–[33].
Swept source optical coherence tomography (SSOCT), first proposed in [23], uti-
lizes the large optical bandwidth of swept frequency lasers, up to 10s of THz, to
acquire detailed 3D images in a reflection configuration. One advantage of SSOCT
compared to other embodiments of OCT [82] is the ability to measure the loca-
tion of scatterers along the axial dimension without the need for any moving parts.
3D imaging systems based on SSOCT typical employ beam steering to acquire
volumetric 3D imaging characterizing each lateral location in isolation.
In this section, we will review the basics of swept frequency reflectometry and detail
the optical sources that are used in the experiments outlined in Chapters 6 and 7
to obtain high axial resolution 3D images using full field illumination and swept
frequency lasers without any moving parts.
5.1 Swept frequency reflectometry
Swept frequency reflectometry, also known as chirped radar [83], [84], frequency
modulated continuous wave LIDAR [81], or swept source optical coherence tomog-
raphy (SSOCT), uses a laser, with continuous output power but changing carrier
frequency, to measure the distance between a target and a mirror at a known location
in a reflection geometry. One implementation of such a ranging system using a laser
is shown in Figure 5.1.
The imaging system is composed of a swept frequency laser [13], a photodetector
and a Michelson interferometer where one arm is formed by the reflections of
the sample we wish to quantify. All optical fiber is assumed to be single mode and
polarization maintaining to ensure mode-matching between the reference wave from
the mirror and reflected wave from the targets we wish to quantify. The complex
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Figure 5.1: A typical swept frequency reflectometry setup using a linearly swept
frequency laser. The key elements include a 50:50 coupler, and a high speed
photodetector as well as electronics used for computation and control. Focusing
optics are used to ensure adequate illumination and collection into single mode fiber
from a target at distance τj from the reference mirror, located within a given depth
of field of the optical elements.
optical field (Elaser) of the swept frequency laser can be written as:
Elaser =
√
2E0ei2pi(ω0t+ 12 ξt2), for t ∈ [−T/2,T/2], (5.1)
where
√
2E0 is the complex amplitude of the electrical field, ω0 is the optical fre-
quency at t = 0 inHz, and ξ is the chirp rate inHz/s. While not necessary for swept
source optical coherence tomography [85], a linear chirp simplifies the mathemat-
ical discussion, data analysis, and can simplify the hardware implementation. In
our experiments, the assumption that the chirp rate ξ is constant is enforced through
the use of a feedback system [86] outlined in Section 5.5. The bandwidth of the
chirp, B, given by B = Tξ, determines the axial resolution of the ranging system
(∆z = c/2B where c is the speed of light).
At the detector, the field from the reflectors j is delayed compared to the field received
from the mirror by a time τj determined by the optical path length difference (d j)
between the mirror and the reflectors. The optical delay is given by τj = 2d jnbulk/c,
where nbulk is the bulk refractive index where the reflector resides. For the duration
of the chirp (t ∈ [−T/2,T/2]), the electric field at the photodetector can be written
as:
EPD(t) = 1√
2
(
Emirror(t) +
∑
j
Ej(t)
)
(5.2)
=
1√
2
(
E0ei2pi(ω0t+
1
2 ξt
2) +
∑
j
r jE0e
i2pi
(
ω0(t−τj)+ 12 ξ(t−τj)2
) )
. (5.3)
The photocurrent is proportional to the magnitude squared of the electric field at the
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detector EPDE∗PD and can be expressed as
IPD(t) = 12
(
I0 + I0
∑
j
Rj +
∑
j
2
√
Rj I20 cos(2piω0τj + 2piξτj t)
)
,
for t ∈ [−T/2,T/2], (5.4)
where the beat terms involving two reflectors in the target arm of the interferometer
have been ignored. This assumption holds for the case of weak reflectors (Rj  1)
where shot noise from the reference mirror may overcome the weak signal from
the two reflectors. In general, one can control the fraction of power received from
the mirror (Im) and the amount of power launched onto the target (It). In this case,
Equation 5.4 can be written as
IPD(t) = Im +
∑
j
Rj It +
∑
j
2
√
Rj ItIm cos(2piω0τj + 2piξτj t),
for t ∈ [−T/2,T/2]. (5.5)
Choosing Im  ∑ j Rj It ensures that the beat term is large enough to overcome the
shot noise due to dark current of the photodetector, allowing the signal to noise ratio
to approach the shot-noise limited regime. The power launched onto the target is
limited by safety considerations [87] and cannot be arbitrarily increased, even if the
use of amplifiers make it possible. In our discussion, we will assume that the optical
delay between the mirror and the reflector is much smaller than the coherence time
of the laser. In the in this case, the effect of the finite coherence length of the laser
can be ignored. For reflectors near or beyond the coherence length of the laser,
amplitude of the beating term rapidly decreases [6], [88].
The finite duration of the chirp can be modeled mathematically by a rect function
in the time domain
IPD(t) =
[
Im +
∑
j
Rj It +
∑
j
2
√
Rj ItIm cos
(
2pi
(
ω0τj + ξτj t
) ) ] · rect( t
T
)
, (5.6)
where
rect(t) =

1 for |t | < 12
0 for |t | > 12
0.5 for |t | = 12 .
(5.7)
The linearity of the chirp ensures that the difference in the optical frequency between
the reference and received wave is constant for the duration of the chirp, as shown in
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Figure 5.2. The optical delay of the reflector τj with respect to the reference mirror
is thus proportional to the beat frequency ξτj of the photodetector. Identifying the
precise delay of the reflector can be accomplished by finding the peak of the Fourier
transform of the photocurrent.
Figure 5.2: Cartoon of the received optical frequency as a function of time from the
reference mirror and the target located at an optical delay τ. For a linear chirp, the
generated photocurrent is a sinusoid that oscillates at a constant frequency ξτt.
The depth of field (δz) and the lateral resolution (δx) of OCT systems are limited
by the numerical aperture (NA) imaging optics and related by [89]:
δz =
λ
2(NA)2 δx = 0.82
λ
NA
. (5.8)
For conventional imaging systems, δz is typically considered to be the axial reso-
lution. Swept source optical coherence tomography (SSOCT) is able to discern
the location of reflections within the depth of field (δz). As the lateral resolution is
improved, the depth of field decreases imposing a trade off that needs to be consider
in the design of imaging systems.
Axial point spread function of swept-frequency ranging systems
Taking the Fourier transform1 of the received photo-current in Equation 5.6 gives:
I˜PD(ν) =
[(
Im +
∑
j
Rj It
)
δ(ν)+
∑
j
√
Rj ItIm
(
e j2piω0τjδ
(
ν − ξτj
)
+ e− j2piω0τjδ
(
ν + ξτj
) )] ∗ T
2
sinc
(
piνT
2
)
, (5.9)
1We define the Fourier transform of a deterministic signal F [x(t)] = x˜(ν) = ∫ ∞−∞ x(t)e−i2piνtdt.
Using this definition, the convolution theorem is given by F [x(t) · y(t)] = (x˜ ∗ y˜)(ν).
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where ν denotes the beat frequency in Hz, ∗ denotes the convolution operator, and
sinc(ν) =
{
sin ν
ν for ν , 0
1 for ν = 0.
(5.10)
Recasting Equation 5.9 in terms of the bandwidth of the chirp (B) and the location
of the reflector (τj) and the optical delay (τ = ν/ξ)
I˜PD(τ) = B2ξ2
[(
Im +
∑
j
Rj It
)
δ(τ)+
∑
j
√
Rj ItIm
(
e j2piω0τjδ
(
τ − τj
)
+ e− j2piω0τjδ
(
τ + ξτj
) )] ∗ sinc(piτB
2
)
. (5.11)
In this form, it is clear that the Fourier transform of the photocurrent is a map
of the location of the reflectors, known as an A-scan, where τ corresponds to the
position of the reflector, and the magnitude of the Fourier transform is the product
of the strength of the received signal and the reference signal. Ideally, each reflector
would appear as a delta function with infinitesimally small width in the optical
delay domain. Due to the finite bandwidth of the chirp (B), each reflector appears
as having a width of approximately δτ = 1/B, referred to as the axial resolution
of the ranging system. Often, a window function is applied to the received photo
current prior to taking the Fourier transform to improve the dynamic range of the
point spread function (PSF), albeit at a small expense of the resolution; in this case
no window was applied resulting in a sinc PSF [90]. Ranging systems employ
beam scanning, typically through the use of galvanometric scanners [28], to acquire
individual axial scans at different lateral locations to form a volumetric 3D scan.
Three dimensional imaging and profilometry
The general 3D imaging problem involves finding all the reflectors in a given volume.
An important metric for these systems is the minimum separation between two
independent depth slices known as the resolution. The axial resolution is given by
the optical bandwidth of the chirp and cannot be improved by increasing the signal to
noise ratio. Figures 5.3 and 5.4 show the beat acquired signal in the time domain for
two closely spaced reflectors when imaged with swept lasers with different optical
bandwidths. A chirp with a larger bandwidth allows the system to unambiguously
distinguish two closely spaced reflectors. This is especially important for many
biological applications where one is interested in quantifying the shape of arbitrary
biological tissue [91].
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Figure 5.3: The photocurrent received in a simulated experiment with two reflectors
located at optical delays of 0.1 ns and 0.107 ns corresponding to physical locations
of 15 mm and 16 mm. Once acquired utilizing an optical chirp of 50 GHz in red
and 200 GHz in blue.
On the other hand, many real world objects are opaque and thus appear as a single
reflector to imaging systems. In this case, the acquisition system need not consider
the case where multiple reflectors exists along the illumination axis. The metric
of interests changes and defines a different problem, namely profilometry. In this
case, one is interested in precisely determining the location of a single reflector. The
precision of the measurement along the illumination axis becomes dependent on the
signal to noise ratio and limited not by the bandwidth of the chirp. Profilometers are
limited by their ability to precisely estimate the single beat frequency often deter-
mined by the accuracy of the sampling rate of the analog to digital converter [92],
[93].
5.2 Optical sources for swept frequency reflectometry
Vertical cavity surface emitting lasers (VCSELs) and distributed feedback lasers
(DFBs) have both been shown to be good sources for swept-frequency ranging [13],
[86]. Their wide availability, low cost, and rapid repetition rates (T ≈ 1 ms),
compared to mechanically tuned external cavity lasers, make them ideal for 3D
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Figure 5.4: Fourier transform of the signal measured in Figure 5.3 after a Hamming
window is applied. In the case of the 50 GHz sweep (3 mm resolution), the
two reflectors are not resolved, while in the case of the 200 GHz chirp (0.75 mm
resolution) two reflectors are resolved.
ranging. Both DFBs and VCSELs can be tuned through the injection current, which
in turn heats the optical cavity and changes the refractive index of the laser through
the thermo-optic coefficient [94]. Using the thermo optic effect, VCSELs and DFBs
can change their lasing frequency by a few hundred GHz.
More recently, MEMS VCSELs [95], [96] have been demonstrated with optical
chirp repetition rates between T ≈ 1 and 10 µs limited by the mass and stiffness
of the MEMS mirror. Rather than changing the temperature of the laser, MEMS
VCSELs are tuned by applying a voltage to a floating membrane that changes the
physical length of the cavity. The lasing frequency can change by up to 25 THz,
corresponding to an axial resolution of ≈ 6 µm in vacuum. The main drawback
of MEMS VCSELs is their large cost and decreased coherence length compared to
other VCSELs.
While the 3D imaging demonstrations in the following chapters utilize DFB and
VCSELs, they techniques developed are compatible with MEMS VCSELs enabling
the systems to greatly improve their axial resolution should MEMS VCSELs be
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used.
5.3 Reference mirror location
The choice of the location of the reference mirror plays an important role in the
design of OCT systems. The reference mirror can be placed so as to minimize the
path length difference between the mirror and the targets, decreasing any effects
of the finite coherence length of the swept source. It must also be chosen as to
ensure that the beat frequency beat frequency originating from the furthest expected
reflector (ξτmax) is smaller than the bandwidth of the photodetector. Two other
important considerations must be taken when designing the interferometric system:
1. Reflectors at ±τj appear at the same location in the Fourier transform of the
acquired signal. It is therefore beneficial to place the closest reflector away
from
τj  = 0 so as to remove this ambiguity.
2. Unwanted reflections, stemming from imperfect connections in fiber or imper-
fect coating in bulk optical elements, will typically appear at predetermined
locations once the system is assembled. The location of the reference mirror
must be chosen as not to confound the targets with these imperfections.
5.4 The linearly swept frequency laser
During the previous discussion, we have assumed that the laser had both a perfectly
linear sweep, ω(t) = ω0 + ξt, and constant output power. While this is not often the
case, we have developed electronic systems around VCSELs and DFB lasers, that
enforce these two assumption through the use of electronic feedback [86], depicted
in Figure 5.5. Fluctuations in the output power are suppressed through a feedback
loop that adjusts the gain (or loss) of an amplifier (or attenuator) as the injection
current to the laser is changed during the chirp.
An independent feedback loop enforces the linearity of the chirp by comparing
the beat signal from a reference Mach-Zehnder interferometer (MZI) to that of an
electronically generated sinusoidal tone. A perfectly linear chirp yields a signal
at the photodetector oscillating at a constant frequency (ξτMZI), where τMZI is the
optical path length mismatch between the two arms of theMZI. Before any feedback
is enabled, a good estimate, called the predistortion, of the current that yields a nearly
linear chirp is applied to the laser. This initial estimate can, in certain cases, provide
enough linearity, such as for the suppression of stimulated Brillouin scattering [27].
For swept source optical coherence tomography, the linearity of the chirp determines
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Figure 5.5: The electro-optic system used to linearize the semiconductor laser (SCL)
adapted from [86]. The amplitude controller can be either a variable attenuator or a
semiconductor optical amplifier.
the point spread function of the ranging system in the depth dimension, and therefore
a precisely linear chirp is preferable. Once the estimate is found, the signal to from
the MZI is compared to the RF reference in real time and deviations from a linear
chirp are corrected by precisely changing the injection current. A phase-lock loop
is used to ensure that the frequency and phase of the signal from the MZI track that
of the electrical reference oscillator. Using this feedback loop ensures that all chirps
have the same precisely targeted chirp rate and starting frequency (ω).
The linear chirp rate ensures a transform limited point-spread function in the ax-
ial dimension for the imaging system. Ensuring that the same starting frequency
is maintained chirp to chirp allows coherent sums to be taken between multiple
measured signals. This is necessary for the operation of tomographic imaging
camera (TomICam) detailed in Chapter 6, where the raw measurements from suc-
cessive sweeps are added together to obtain the measurement of the reflectivity of
the imaged scene. While the described system utilizes a feedback loop to ensure
the linearity of the sweep, this requirement can be relaxed by using a feed-forward
system. Demonstrated feed-forward systems use the beat signal from the reference
MZI to resample on a linear scale or synchronize data acquisition in the system [85].
5.5 Linearly swept frequency lasers at 850 nm and 1064 nm
We briefly describe the properties of the linearly swept frequency lasers operating
at 850 nm and 1064 nm that are used as optical sources in the following chapters.
These systems are chosen due to the wide availability of single mode fiber optical
components at the two operating wavelengths and the availability of the optical
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sources, as well as the ability for inexpensive CCD and CMOS cameras to detect the
radiation from these sources. While the responsivity of CCD and CMOS cameras
is higher at 850 nm, light with a wavelength of 1064 nm experiences less scattering
in tissue, making it a good choice in applications where deep tissue penetration is
important [97].
Custom electronics were developed to enable locking the chirp of both these lasers
to an on board RF oscillator as well as to synchronize the modulation of the intensity
modulator that will be described in Section 6.2.
Linearly swept 850 nm VCSEL
The experiments conducted at 850 nm utilize a VCSEL (Raycan RC13xxx2-T) with
a chirp rate ξ = 351 GHz/ms and a duration of T = 1.74 ms, giving the sweep a
bandwidth of B = 612 GHz. This bandwidth gives the ranging system a resolution
of 245 µm in free space.
The laser’s amplitude is kept constant using a travelingwave semiconductor amplifier
(Superlum SOA-372) and the sweep is linearized using a MZI with a free spectral
range of 2.88 GHz. Figure 5.6 shows the Fourier transform of the beat signal of
the reference MZI once the system is locked. The two sidebands on either side of
the main peak are artifacts from the finite electrical bandwidth of feedback loop.
For the experiments described in the later sections, a second semiconductor optical
amplifier (SuperlumSOA-372) is used as an intensitymodulator. The average output
power from the amplifier in all experiments is roughly 2 mW.
Linearly swept 1064 nm DFB
The experiments conducted at 1064 nm utilize a QDLaser DFB (QLD1061) with
a chirp rate ξ = 106 GHz/ms and a duration of T = 1.8 ms giving the sweep an
optical bandwidth of B = 190 GHz. This resulting ranging system has an axial
resolution of approximately 788 µm in free space.
The laser’s amplitude is kept constant using an electronically controlled variable
attenuator and the sweep is linearized using a MZI with a free spectral range of
207 MHz. Figure 5.7 shows the Fourier transform of the beat signal of the locking
MZI once the system is locked. For the experiments described in the later chapters,
a booster optical amplifier (Thorlabs BOA1137P) is used as an intensity modulator.
The average output power from the amplifier in all experiments is roughly 15 mW.
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(a)
(b)
Figure 5.6: a) The PSF of the 850 nm swept frequency laser. The phase noise
limited regime is apparent for delays ±100 ps away from the delay of the MZI. The
white noise floor is observable away from this region. b) Zoomed in view in to
the point spread function showing excellent agreement with the expected sinc point
spread function.
5.6 Conclusions
In this section, we have established the mathematical and physical foundations
behind swept source optical ranging. We have defined how the optical sweep
bandwidth relates to the system’s ability to resolve the axial location of reflectors.
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Figure 5.7: a) The point spread function of the 1064nm swept frequency laser. b)
Zoomed in view in to the point spread function showing excellent agreement with
the expected sinc point spread function.
We have also described the electro-optic feedback systems that ensure a linear sweep
and identical starting frequency between chirps. Finally, we have highlighted the
specific performance metrics of the two lasers that will be used in the subsequent
experiments. In the following two chapters, we will explore how the use of swept
frequency lasers in conjunction with an intensity modulator can achieve volumetric
3D imaging without the need for any moving components.
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C h a p t e r 6
3D IMAGING WITH THE TOMOGRAPHIC IMAGING CAMERA
Conventional 3D imaging acquisition using OCT involves scanning a beam over the
desired field of view and acquiring axial scans at the desired lateral locations. In this
chapter, we develop a novel 3D imaging modality we call the tomographic imaging
camera (TomICam). Using a swept frequency laser and en-face illumination, the
TomICamcaptures entire 2D images of reflectors originating from a particular depth,
without any moving parts or beam steering technology, acquiring one tomogram
with the axial resolution of OCT every four camera frames with a conventional
CCD or CMOS camera sensor. Full 3D reconstruction is possible by varying the
imaged depth over the desired volume of interest. In this chapter, we will describe
the principle of operation of the TomICam, compare different configurations of the
platform, and show experimental results utilizing both a VCSEL and a DFB as the
swept source for illumination.
6.1 High resolution 3D imaging
Current 3D swept source OCT embodiments utilize rapidly sweeping MEMS VC-
SELs along with beam steering optics to scan the beam over the desired field of
view as shown in Figure 6.1(a). While volumetric acquisition is approaching rates
of 1 volume per second for images with 1000 × 1000 unique locations in the lateral
dimensions [97], this approach poses two main challenges for future applications:
1. The frame rate decreases as the field of view increases. This is important
when monitoring planar objects at high resolution.
2. Because of the potentially large time delay between the acquisition of the
beat signal in adjacent pixels, the phase of the beat signal in the image may
not be consistent pixel to pixel. In Chapter 7, we show how interferometric
consistency across the entire field of view can be used to digitally refocus the
image far beyond the conventional depth of the field of the lens.
To extend the current SSOCT imaging modality over the full field of view, it would
be desirable to have an array of fast detectors, each recording the beat signal from
an independent location across the field of view. Unfortunately, such high speed
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detector arrays are often prohibitively expensive [98], and generate large datasets
that need to be analyzed to extract the relevant information.
Figure 6.1: a) The 3D image acquisition strategy for many OCT imaging modalities.
The axial scans (shown in red) are acquired in quick succession, utilizing a swept
source. Beam steering is required to acquire information over the desired field of
view. The voxels indicate the lateral (determined by the focusing optics) and depth
resolution (determined by the chirp bandwidth of the optical source) of the imaging
system. b) The proposed imaging system whereby individual depth slices, shown
in in blue, are acquired one at a time with a standard digital sensor. The location of
the interrogated depth is electronically controlled.
For many applications, it is desirable to rapidly extract the desired depth information
without the need for mechanical parts or beam steering. In the following sections,
we describe a novel imaging modality that utilizes a swept frequency laser, flood
light illumination, along with an intensity modulator to obtain 2D sections at an
electronically selected depth as illustrated in Figure 6.1(b). The computer receives
information that is directly proportional to the square root of the reflectivity at the
desired depth obviating the need for any costly computing. A 3D volume can be
reconstructed by combining many tomographic slices over the volume of interest.
6.2 TomICam principle of operation
A system diagram of a typical configuration of the tomographic imaging camera
(TomICam) is shown in Figure 6.2. All the components in front of the beam expander
are based on polarization maintaining fiber making it possible to tightly package
most of the required apparatus. Without the presence of any modulator, the signal
received at each pixel on the camera has a large DC component, representing the
average received power, with high frequency components containing the information
about the depth of the reflectors. Since the bandwidth of each pixel in a typical
digital camera is extremely low, the high frequency information is lost. To measure
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Figure 6.2: The system diagram of the tomographic imaging camera. The swept
frequency laser is assumed to have a linear chirp. A computer selects the imaged
depth by changing the modulating frequency of a semiconductor amplifier used as
an optical intensity modulator. A 50:50 beam splitter is use to illuminate both a
reference mirror and the target scene (placed within the depth of field of the lens). A
4 f imaging system is used to simultaneously image the reference mirror and target
scene.
the depth of the reflectors, a single fiber coupled optical intensity modulator is
utilized to shift the high frequency information to DC where it can be recorded by
the camera. In Section 6.6, we will extend our discussion to include the use of
amplitude and frequency optical modulators to obtain the same measurement. The
electric field out of the beam expander in the presence of an intensity modulator is
given by:
E(t) =
√
2E0ei2pi(ω0t+
1
2 ξt
2)√1 + sin (2piνmodt + φmod) · rect( t − T/2T/2 ), (6.1)
where νmod and φmod are the chosen modulation frequency and phase for the par-
ticular sweep. Because the modulator is placed in the common path, both the field
from the mirror and the illuminated scene are modulated The duration of the sweep
(T) is made to match the exposure of the camera. Since the modulation frequency
is electronically controlled, its value is only limited by the bandwidth of the mod-
ulator, typically in the GHz range. Following a similar derivation to that detailed
in Equations 5.2-5.5, the intensity of the light received at every pixel (x, y) in the
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presence of an intensity modulator is given by:
IPD(t, x, y, νmod, φmod) =√Imei2pi(ω0t+ 12 ξt2) · √1 + sin (2piνmodt · +φmod) · rect( t − T/2T/2 )+∑
j
Rj(x, y)
√
Itei2pi(ω0(t−τj (x,y))+
1
2 ξ(t−τj (x,y))2)·
√
1 + sin
(
2piνmod(t − τj(x, y)) + φmod
) · rect( (t − τj(x, y)) − T/2
T/2
)2
= (1 + sin (2piνmodt + φmod)) · rect
(
t − T/2
T/2
)
·
Im
(
1 +
∑
j
Rj
It
Im
+
∑
j
2
√
Rj(x, y) ItIm cos
(
2pi
(
ω0τj(x, y) + ξτj(x, y)t
) ))
, (6.2)
where Rj is the reflectivity of a scatter j located at τj . In the expression above,
we have ignored the slight phase mismatch between the reflected wave from the
scatterer and that of the reference mirror. This holds if νmodτj << 1. Each pixel
on the camera integrates the received intensity over the exposure time, in effect
computing the inner product between the chosen modulation format, in our case a
sinusoid, and the interference signal to be characterized. The image on the camera
at the pixel x, y is described by
NCAM(x, y, νmod, φmod) = ηhν
∫ T/2
−T/2
I(t)dt ≈ η
hν
Im
[
T
(
1 +
∑
j
Rj
It
Im
)
+
∑
j
2
√
Rj(x, y) ItIm
∫ T/2
−T/2
cos (2piνmodt + φmod) cos
(
2pi
(
ω0τj + ξτj t
) )
dt
]
, (6.3)
where NCAM is the number of electrons received in one pixel (x, y) for a given
modulation frequency (νmod) and phase (φmod), η is the quantum efficiency of the
detector, h is Plank’s constant, and ω0 is the central frequency of the optical sweep.
From Equation 6.3 it can be seen that only the terms containing products of the
modulation cos (2piνmodt + φmod) and the beating term cos
(
2pi(ωτj + ξτj t)
)
change
as the modulation frequency and phase are varied. After computing the integral, the
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equation simplifies to
NCMOS(x, y, νmod, φmod) ≈ ηhν ImirrorT
[(
1 +
∑
j
Rj
It
Im
)
+
∑
j
√
Rj(x, y) ItIm sinc
(
pi
(
νmod − ξτj
)
T
) · cos (φmod − 2piω0τj ) ] . (6.4)
We can break down the equation to better understand the measurement:
1. The DC term (Im+∑ j Rj It) is the signal that would be measured at the camera
in the absence of any modulation. This term is constant and independent of
the chosen modulation frequency or phase.
2. The coefficient in front of the interference terms
(∑
j
√
Rj
)
is now 1 instead of
2 because the inner product between two cosines of the same frequency and
phase is 1/2.
3. The sinc factor originates from the finite bandwidth of the chirp B and the
fact that envelope of the modulation was constant. It gives rise to the same
point-spread function discussed in Section 5.1 for a reflector at location τj .
4. The cos factor indicates that only one quadrature of the original beat signal is
measured during one exposure. To ensure that that a target at location τj is
visible in the measurement, one must measure the in-phase and in-quadrature
portions of the beat signal at frequency ξτj in consecutive measurements.
Utilizing an intensity modulator enables one to measure a specific quadrature of an
arbitrary component of the Fourier Transform by shifting the desired component to
DC as shown in Figure 6.3, where it is measured in parallel by the entire camera.
To reconstruct the full complex interference signal Nc at a chosen depth, one can
use four measurements in the following fashion:
Nc(x, y, τj) = (NCAM(x, y, νmod, 0) − NCAM(x, y, νmod, pi))+
i(NCAM(x, y, νmod, pi/2) − NCAM(x, y, νmod, 3pi/2)), (6.5)
where the first two measurements estimate the in-phase components of the beat
signal and the second two measurements estimate the in-quadrature components of
the beat signal at the chosen frequency νmod. These four measurements allow one to
reconstruct a tomographic slice of the illuminated volume utilizing no moving parts
at the frame rate of the camera.
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(a) (b)
Figure 6.3: Cartoon depicting the operating principle of TomICam. Without any
modulator (a), the information bearing signal is located at a much larger frequency
than the bandwidth of the low frame rate camera. b) By modulating the intensity of
the output light, the information is shifted to DC where it can be measured by the
camera.
Tomographic reconstruction from raw measurements
To characterize the reflectivity of the scene at one depth, three components need
to be quantified: the average DC power due to the non-interferometric terms, the
in-phase component, and the in-quadrature term of the interference pattern. If one
takes m measurements utilizing the same modulation frequency νmod = ξτj , but
with phases 2pik/m where k is an integer between 0 and m − 1, the average power
is:
N(x, y, τmod) = ηImhν T =
1
m
m−1∑
k=0
NCAM(x, y, τmod, 2pik/m), (6.6)
for the case of weak reflectors Rj  1. It is often advantageous to ensure this
condition is met so as to operate the system is the shot noise limited regime, as
opposed to being limited by the dark noise of the camera.
The complex interference pattern can then be estimated through
Nc(x, y, τmod) =
m−1∑
k=0
(
NCAM(x, y, τmod, 2pik/m) − N(x, y, τmod)
)
ei2pik/m, (6.7)
which simplifies to
Nc(x, y, τmod) =
m−1∑
k=0
NCAM(x, y, τmod, 2pik/m)ei2pik/m. (6.8)
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Once computed, the same signal from an swept-frequencymeasurement is recovered
Nc(x, y, τmod) = ηImhν T
m
2
∑
j
√
Rj(x, y) ItIm sinc
(
pi
(
ξτmod − ξτj
)
T
) · exp (i2piωτj ) .
(6.9)
To estimate the DC term, the in-phase, and the in-quadrature components of the
interference signal we require m ≥ 3. For static scenes, where N can be assumed
in a separate measurement, one only needs two measurements with θmod = 0, pi/2,
each estimating the in-phase and in-quadrature components of the beat signal.
6.3 Comparison between different 3D imaging modalities
Another important 3D imaging modality, so far ignored in our discussion, is time
domainOCT [82]. In contrast to swept-sourceOCTwhich utilizes a swept frequency
laser [23], time domainOCT utilizes a large bandwidthwhite light source to quantify
the location of the scatterer. In both cases, the optical bandwidth of the source
defines the axial resolution of the system, but the choice of the source has important
consequences in terms of the system design. Both OCT modalities provide much
higher axial resolution than pulsed time of flight measurements (limited to the
electronic bandwidth of the system) since they are only limited by the optical
bandwidth of the light source (typically a few 100 GHz to 10s of THz) as opposed
to that of the detector.
Briefly, time domain OCT relies on the ability to physically change the position of
the reference reflector so that the time delay between the reference mirror and the
interrogated depth slice is 0. Full field imaging is possible with time domain OCT
and has been demonstrated as early as 1998 [99]–[102]. The demonstrated modality
also acquires tomographic slices of the imaged scene and selects the interrogated
depth by changing the position of the mirror so that it matches that of the reflector. If
this condition is met, an interference signal is measured at the array of photodetec-
tors. Moving the reference mirror requires either a piezo fiber stretcher, with limited
depth range, or a free space setup whereby a mirror is physically scanned. Rapid ac-
quisition of tomographic images can be of interest for PCB inspection [103] as well
as in the development of 3D cell cultures [104] in novel biomedical applications. To
date, swept source OCT systems have not made this leap forward without sacrificing
the number of pixels acquired in the lateral resolution [105]. Full field swept source
OCT could conceivably be implemented with a special detector array that measures
high-frequency information as is demonstrated in [106], but since these detectors are
82
specialized components, that do not benefit from the advancements made in stan-
dard consumer and biomedical image sensors. If one utilizes a standard camera with
SSOCT without any modulator, a Fourier transformed of the large dataset needs to
be computed before it can be meaningfully interpreted increasing the complexity of
the imaging system. This is especially challenging in dynamic environments where
even small movements can cause phase slips in the interference pattern, decreasing
the received SNR. For these swept source OCT systems, the required frame rate is
determined by the path length mismatch between the reference mirror and the scene
to be imaged. Just as for the case of time domain OCT, this poses a stringent path-
length matching requirement on the reference optics, which can burden the design
of the imaging system and cannot be realized for cameras with ranges approaching
a meter.
The proposed TomICam imaging system acquires depth slices in three to four camera
frames with complete electronic control. Depth slices can be arbitrarily selected and
monitored in any order, making it a versatile tool for biological or manufacturing
applications. Since optical modulators can typically operate at rates up to GHz, the
path-lengthmatching requirements is greatly relaxed. Aswill be shown inChapter 7,
we will use the relaxed path length matching requirement to greatly extend the depth
of field beyond that of the lens using holographic reconstruction.
6.4 Imaging optics
In the following section, we describe the imaging configurations used to obtain the
requirement interferometric signal at the CCD camera. Two concerns are addressed
in the design of the imaging system:
• The uniformity of the point spread function across the field of view.
• The optical power illuminating both the reference mirror and the target.
In the subsequent experiments, a Michelson configuration is used as shown in
Figure 6.2. A beam expander is used to convert the approx ≈ 8 µm Gaussian beam
from fiber to the desired beam size, approximately 10 to 30 mm in diameter. Once
the beam is expanded a beam 50:50 beam splitter is used to send half the light to a
wedged optical flat used as the reference partial mirror, and the other half of the light
is used to illuminate the sample. In certain cases, the reflection from the wedged
flat must be attenuated by neutral density filters as not to saturate the camera.
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(a)
(b)
Figure 6.4: Cartoon of a 4 f imaging system used in TomICam to simultaneously
image the plane wave from the reference mirror and the object plane. A simple 4 f
system consists of two lenses placed away from an aperture at a distance exactly
equal to their focal length. In this way, the object lens performs the Fourier transform
of the electrical field at the object plane and the imaging lens performs the inverse
transform, creating an image at the detector. The magnification is given by the ratio
of the focal lengths fi/ fo. a) Optical rays captured from two point sources located
at the focus plane of the imaging system. b) A plane wave imaged through the
4 f imaging system. At the image plane, a plane wave is recovered, allowing for a
consistent interference pattern to be observed.
To image the sample and the optical reference simultaneously, a 4 f imaging system is
used. The system diagram is drawn in Figure 6.2 and the basic operating principles
of a 4 f imaging system are illustrated in Figure 6.4 obtained using ray tracing
simulations. The 4 f configuration ensures that the numerical aperture and chief
ray angle are consistent over the entire field of view. This configuration guarantees
that the interference pattern between the plane wave illumination and the image is
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adequately sampled even at the edges of the field of view.
Within the depth of field of the imaging lens, the wavefront from scatterers can be
considered to be aGaussian beamwith constant phase and a radius equal to the lateral
resolution of the image. An important trade-off between lateral resolution and depth
of field exists in any imaging configuration. As one increases the lateral resolution,
the minimum separation between two resolvable reflectors δx decreases, but the
depth of field decreases as (δx)2. Typically, for a system with lateral resolution δx,
the depth of field (δz) for a Gaussian beam is given approximately by:
δz ≈ pi
λ
(
δx
2
)2
. (6.10)
This limitation will be relaxed in Chapter 7 by computational refocusing the mea-
sured field profile.
6.5 Signal to noise ratio for shot noise limited measurements
The greatest challenge in acquiring images with the TomICam is illuminating the
target with enough optical power to obtain a measurable signal. The camera used
in our experiments has 640 × 480 pixels, meaning that the power in fiber is shared
between 307 × 103 independent lateral locations. For weak diffuse scatterers, this
makes shot noise [107] the dominant source of noise in the system. For larger
optical chirps, chromatic dispersion can affect the point-spread function [108] but
this limitation can be often be addressed by compensating the chirp for the expected
dispersion by utilizing a non-linear chirp, or using the appropriate non-sinusoidal
modulation format. An other important source of noise in the ranging system is the
linearity of the optical chirp. If the chirp is non-linear, the point spread function
deviates from that of a sinc function. In our implementation, the linearity of the
chirp is enforced through the use of a feedback loop. Therefore, we consider the
performance of the TomICam in the presence of shot noise for a given average power
received from the mirror Im and a fixed amount of average power sent onto a single
reflector It .
For a given depth slice, measured with m ≥ 3 measurements, the shot noise is
determined by the total number of electrons collected at the camera in one pixel.
Since shot noise is uncorrelated between measurements, the variance of the noise in
one TomICam measurement is equal to the sum variance of the shot noise in each
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measurement:
Var [Nc] =
m−1∑
k=0
Var [NCMOS(x, y, τmod, k · 2pi/m)] (6.11)
= m
ηIm
hν
T . (6.12)
For the case of a single reflector ( j = 1) located at νmod = ξτj , the power in the
signal is given by taking the modulus square of Equation 6.8
|Mean [Nc]|2 =
 η
hν
T
m
2
√
R1(x, y)ItIm exp
(
i
(
φmod − ω0τj
) ) 2 (6.13)
=
( η
hν
T
)2m2
4
R1(x, y)ItIm. (6.14)
The signal to noise ratio (SNR) in the measurement is thus:
SNR = 10 log10
|Mean [Nc]|2
Var [Nc] = 10 log10
( η
hν
T
)m
4
R1(x, y)It (6.15)
= −6 + 10 log10m
( η
hν
T
)
R1(x, y)It. (6.16)
The equation above indicates that TomICam decreases the measured SNR by 6 dB
compared to a time resolved swept-source OCT measurement. The decrease in the
SNR by 6 dB originates from the fact that the inner product between two cosines is
1/2, giving the measurement 1/4 of the signal’s original power.
6.6 Compatible modulation formats
We discuss different modulation formats that are compatible with a TomICam mea-
surement setup that have the potential improve the SNR of the acquisition system.
We define a TomICam measurement as one that is able to obtain depth resolved
tomographic images with a resolution determined by the optical bandwidth of the
swept source, utilizing a standard of-the-shelf camera.
Intensity modulation
The case of intensity modulation has been discussed with the typical system con-
figuration shown in Figure 6.2. The intensity modulator must be modulated at a
frequency proportional to the expected beat signal ξτj where τj is the optical path-
length mismatch between the reference mirror and sample. The intensity modulator
must be used in the linear regime to ensure that each scatterer only appears as a
single reflector in the axial domain. For example, gain saturation in semiconductor
amplifiers can create harmonics of the fundamental frequency in the output power
of the laser causing a single target to appear in multiple depth slices.
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One important consideration that has so far been ignored is that the beating terms
from two scatterers (ξ(τj −τj ′)) in the imaged scene will also be shifted to DCwhere
it can be measured. This can make it hard to differentiate the signal of interest from
beating terms originating from the product of two scatterers in the scene. To avoid
this issue, one can bias the location of the reference mirror so that the beating terms
of interest (ξτj) are located at high frequencies compared to the unwanted cross
terms (ξ(τj − τj ′)).
Amplitude modulation
Figure 6.5: System diagram of the tomographic imaging camera utilizing a mod-
ulator in the reference arm and a Mach-Zehnder interferometer. The reference tap
coupler need not be a 50:50 coupler. In this configuration, the modulator is only
used to modulate the properties of the reference arm, enabling the use of amplitude
and frequency modulators to obtain TomICam measurements.
An amplitude modulator can be used to obtain TomICam measurements if it is
placed in one arm of the interferometer. Such a configuration using a Mach-
Zehnder interferometer is shown in Figure 6.5. Contrary to the case of the intensity
modulator, only the reference field of the interferometer is modulated. All properties
of the illuminating field are kept constant during the measurement. In this system,
Emirror is given by
Emirror =
√
I(AM)m cos (2piνmod + θmod). (6.17)
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We choose I(AM)m = 2Im to ensure that the average power received from the mirror
is the same as in the case of the intensity modulator. Equation 6.2 becomes
NAM(x, y, νmod, φmod) = ηhν
∫ T/2
−T/2
I(t)dt ≈ η
hν
[
T
(
Im +
∑
j
Rj Ij
)
+
∑
j
2
√
Rj(x, y)It · 2Im
∫ T/2
−T/2
cos (2piνmodt + φmod) cos
(
2pi
(
ω0τj + ξτj t
) )
dt
]
,
(6.18)
yielding a measurement similar to that of the case where an intensity modulator is
used:
NAM(x, y, νmod, φmod) ≈ ηhνT
[(
Im +
∑
j
ItRj
)
+
∑
j
√
2Rj(x, y)ImItsinc
(
pi
(
νmod − ξτj
)
T
) · cos (φmod − 2piω0τj ) ], (6.19)
with the key difference being that the interference term is
√
2 times larger than
the case of acquiring TomICam with an intensity modulator, resulting an increase
of 3 dB of the SNR. Equation 6.7 can be used to reconstruct the chosen depth
slice τj . One challenge in using an amplitude modulator is that the most common
amplitude modulator, an MZI modulator, is often not linear through the full range
of operation [6] (Eout = Ein sin(Vapplied) and not Eout = Ein · Vapplied as is required
for a linear modulator). Any harmonics in the output field modulation can cause the
targets to appear at locations equal to integer fractions of νmod/ξ in addition to their
true location.
Frequency modulation
Using an acousto-optic frequency modulator can also yield a similar measurement
to the two described above. In this case, the electrical field from the reference arm
is shifted by the modulation frequency νmod:
Emirror =
√
I(FM)m exp j(2piνmod+θmod), (6.20)
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with I(FM)m = Im. Equation 6.3 becomes:
NFM(x, y, νmod, φmod) = ηhν
∫ T/2
−T/2
I(t)dt ≈ T
[(
Im +
∑
j
Rj It
)
+
∑
j
2
√
Rj(x, y)ItIm
∫ T/2
−T/2
cos
(
2pi
(
ω0τj + ξτj t
) − (2piνmodt + φmod))dt] (6.21)
and simplifies to
NFM(x, y, νmod, φmod) ≈ T4
[(
Im +
∑
j
ItRj
)
+
∑
j
2
√
Rj(x, y)ItImsinc
(
pi
(
νmod − ξτj
)
T
) · cos (φmod − 2piω0τj ) ], (6.22)
yielding a similar result to the case of intensity modulation. In this case, the
interference term of interest has a coefficient of 2 instead of 1, as the case using an
intensity modulator resulting in an increase of the SNR by 6 dB. This makes the
SNR of the TomICam system identical to that of a high-speed photodetector.
Summary of modulation formats
In Table 6.1 we summarize the different types of modulation formats that are com-
patible with TomICam.
Modulation
format
Modulator
placement
SNR
reduction Compatible modulators
Intensity
modulator
Common
arm −6 dB
Semiconductor amplifier or
linearized MZI modulator
Amplitude
modulator
Reference
arm −3 dB Linearized MZI modulator
Frequency
modulator
Reference
arm 0 dB Acousto-optic frequency shifter
Table 6.1: Summary of the different modulators that can be used to obtain 3D
measurements with the TomICam.
6.7 Experimental results at 850 nm
We begin with an experiment imaging a scene containing specular reflectors: a coin
and a sheet of paper. The scene as imaged with light illumination is shown in Fig-
ure 6.6 (a). For the TomICam measurements, the laser illumination is concentrated
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(a) (b)
Figure 6.6: (a) The the imaged scene when illuminated with white light. No obvious
depth discrimination is observed between the coin and the piece of paper. (b) The
same image as illuminated with the 850 nm laser without the reference mirror or
any modulation. The region of interest, 160 × 144 pixels in size, corresponding to
7.7 × 6.9 mm, is outlined in red.
on a small region (≈ 7 mm in diameter) highlighted in the aforementioned figure to
reduce the exposure time. Each camera frame has an exposure of 2 ms, enough to
capture a single sweep of the 850 nm VCSEL lasting 1.74 ms with a bandwidth of
612 GHz, giving the system an axial resolution of 244 µm. The illuminated area of
160× 144 pixels (Lucam Lu075M) is acquired at a rate of 40 frames per second (10
tomograms per second). Depths slices are interrogated sequentially from locations
z = 73 mm to z = 133 mm in increments of 61.3 µm (or 1/4 of the axial resolu-
tion (∆z)). We show tomographic measurements from three different depth slices
in Figure 6.7 (a-c) corresponding to the depth of the coin, the bevel of the coin,
and the paper. Each tomogram only shows the reflectors at the interrogated depth.
Figure 6.7 (d) shows a depth slice within the depth of field of the image but where
no scatterers exist, yielding a measurement of a nearly black frame, as expected.
Figure 6.8 shows the raw data acquired when the phase of the modulation is set
to pi/2 at a pixel located on the coin’s face. The reconstructed A-scan on a dB
scale is shown to illustrate the dynamic range of the system. Good agreement is
seen between the A-scan obtained with the TomICam and the point spread function
(PSF) of the swept frequency laser. The same sidebands that appear on the A-scan
are the predicted true PSF shown in Figure 5.6. While these sidebands cause one
target to appear as three targets, they can be minimized through better linearizion of
the laser. While the acquisition rate of a single A-scan using the TomICam is slower
than scanned OCT embodiments, each tomogram is acquired in only four camera
frames, for a total exposure of 8 ms. The noise-level of the acquisition system
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(a) (b)
(c) (d)
Figure 6.7: Tomographic images (C-scans) of the scene shown in Figure 6.6 at
various depth slices. The intensity of the image corresponds to 2ImirrorItarget(z) as
computed with Equation 6.5. Four depths of interest are shown corresponding to
the depth of the coin’s face (where one can read the letter “A”), the bevel of the coin,
the piece of paper, and a depth far away from any reflector. Black corresponds to a
value of 0 photo electron2, while white corresponds to
(
3 × 103 photo electron)2.
away from the FMCW peak (49.2 dB), matches the expected shot noise level from
the measurement to within 1 dB (predicted to be 48.4 dB). The the shot noise is
estimated by taking the variance of the computed TomICam signal between a depth
of 73 mm and 82 mm far enough from the reflector as to ignore the phase noise of
the laser.
6.8 Experimental results at 1064 nm
We present two experiments utilizing a swept frequency DFB laser at 1064 nm with
a chirp bandwidth of 180 GHz. Both experiments utilize the configuration shown in
Figure 6.2 but with different beam expanders. While this laser has a smaller chirp
bandwidth than the laser at 850 nm, the chirp linearity is greatly improved, yielding
a better point spread function.
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(a)
(b)
(c)
Figure 6.8: Raw measurement and reconstructed A-scan obtained from 980 tomo-
graphic slices at pixel (x, y) = (75, 90) in Figure 6.7. The tomographic slices are
taken at depths separated by 61 µm, 1/4 of the system’s axial resolution. a) The
raw measurement where non-interferometric DC term appears in all depth slices.
b) The reconstructed A-scan on a logarithmic scale as computed with Equation 6.5.
c) TomICam measurement superimposed with the measured point-spread function
in the axial dimension of the laser and the expected axial point spread function
expected from a perfectly linear sweep of the laser.
Imaging retro-reflective glass beads
In this experiments, three letters, “C”, “I”, and “T” are drawn on glass cover slides
utilizing retro-reflective glass beads 30 to 100 µm in diameter [109], roughly equal
to the lateral resolution of the system (62 µm)1. The three letters are placed near
the depth of field (δz = ±25 mm), at slight angles to give each letter a depth
1While efforts were made to remove stray glass beads from the cover slides, unwanted glass
beads remained and may appear, at first sight, as noise in the system.
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profile as well as to remove the reflection from the glass slide from the image. The
reference mirror is formed from the a surface of a glass wedge. A conventional
imaged, acquired with coherent illumination, and a sketch of the setup are shown in
Figure 6.9
Figure 6.9: a) The setup used to acquired tomographic images of the letters “C”,
“I”, and “T” draw with retro-reflective glass beads on different cover-slides, all
placed located the depth of field of the imaging optics. While the illumination is not
uniform, we removed this artifact from the images by normalizing all results shown
in this section by the illumination profile as shown b).
Each camera frame is acquired in 1.8 ms matching the sweep duration of the DFB
laser. The nearly Gaussian illumination profile is measured before the acquisition
of tomographic slices by measuring the received intensity from the glass wedge
when the target scene is blocked. The illumination profile (I0(x, y)) is then used to
normalize the images so that they appear to have uniform illumination.
Depth slices are interrogated in succession to acquire volumetric information from
the 3D scene. We show the resulting depth slice that contains the letter “C”,
∆z = 128.1 mm away from the reference mirror acquired in four successive camera
frames with modulation frequency νmod = (2z/c)ξ. Figure 6.10 shows the result of
the in-phase component and in-quadrature components. To obtain the full intensity
image, the in-phase measurement and the in-quadrature measurement are added
coherently to create the final tomographic image Because of the a tilt that has been
imposed on the letter “C”, the full letter appears in two (2) different depth resolved
tomograms. This is shown in Figure 6.11, where we the acquired tomographic slices
at locations z = 128.5 mm and z = 127.7 mm show the left and right half of the
letter.
The letters “I” and “T”, located at depths z = 180.1 mm and z = 209.2 mm
respectively, are shown in Figure 6.11. Finally, 305 tomographic acquisitions, are
used to reconstruct a full 3D model shown in Figure 6.12(a). The point cloud is
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Figure 6.10: The specific depth slice slice containing the letter “C” interrogated in
the four successive frames (two frames for the in-phase measurement, two frames for
the in-quadrature experiment). Black pixels correspond to 1600 electrons collected
from the target.
rendered by only showing the voxels (3D locations) that have received more than
10 signal electrons in the TomICam measurement. An axial scan (typically referred
to as an A-scan) can be reconstructed with a sample shown in Figure 6.12(b). The
location of a reflector from the reflectors that form the letter “I” and “T” are clearly
recognized illustrating the ability of the tomographic imaging camera to naturally
quantify multiple reflections.
Imaging weak reflectors with a swept source 1064 nm laser
In this section we demonstrate the ability of the TomICam to image weak diffuse
targets by averaging the signal over the multiple sweeps in a single camera frame.
We image a piece of paper containing the Caltech seal printed in black. Since the
reflectivity of the target is much smaller than that of the retro-reflective beads in the
previous experiment, each the exposure of the camera frame is increased to 50 ms,
enough to average 25 optical sweeps each having a duration of 1.8 ms, keeping the
modulation frequency and phase constant during each camera frame. The 2.2 ms
of dead time between chirps is used to ensure that the starting frequency of the
laser is the same between sweeps. To decrease the optical power from the reference
arm, neutral density filters are placed in front of the optical wedge so that the power
matches the received power from the piece of paper. The Caltech seal is tilted away
from the camera to give the scene a slight z dependence. Figure 6.13 shows the
imaged scene seen with white light illumination. With white light illumination,
94
Figure 6.11: The tomographic slices acquired for three different depths z corre-
sponding to the depths of the letters “C”, “I”, and “T”.
the exact orientation of the inclination cannot be known with high precision. The
illuminated area has been reduced, to approximately 250 × 250 pixels in size corre-
sponding to an area of 12 × 12 mm, in order to collect more power in each pixel. In
this experiment, tomograms are acquired at depths in increments of a quarter of the
axial resolution (∆z/4 = 196 µm.) Figure 6.13 shows individual tomograms of the
reflectivity of the scene at three depths of interest separated by the axial resolution of
the ranging system (∆z). A lateral depth map of the reflector can also be constructed
from the measurements by taking the location of maximum reflectivity from all
tomograms. Axial scans taken from three pixels separated by the axial resolution
of the system are shown to demonstrate that the system is able to fully resolve the
location of the reflectors.
6.9 Conclusions
In this chapter we have demonstrated a novel 3D imaging modality that is able to
obtain tomographic images with an axial resolution determined by the bandwidth
of the optical chirp without requiring beam scanning or moving parts. The imaging
modality can make use of an optical intensity modulator, amplitude modulator,
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Figure 6.12: 3D reconstruction of the scene imaged with the tomographic imaging
camera. (Bottom) An axial scan, showing two well resolved reflectors, correspond-
ing to reflectors from the letter “I” and “T”.
or frequency modulator to obtain tomograms, and selects the imaged depth by
electronically changing the modulation frequency of the chosen modulator. Finally,
demonstrations of the operating principle of the tomographic imaging camera with
a linearized swept frequency laser operating at 1064 nm and 850 nm were shown.
The demonstrations in this chapter have been restricted to scatterers located within
the depth of field of the imaging system and have ignored the correlation in the
information acquired in adjacent pixels. Each pixel on the camera is interpreted
independently. In the next chapter, wewill utilize the intensity and phase information
acquired in adjacent pixels within a single tomographic slice to digitally refocus the
acquired images and greatly extend the depth of field of the tomographic imaging
camera.
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Figure 6.13: The imaged scene (250 × 250 pixels) containing a single reflector per
lateral location consisting of a piece of paper with the Caltech logo printed in black
ink. A profile of the piece of paper, shown in color, can be formed by recording
the depth slices where the maximum reflection is measured. Axial scans of are
reconstructed from the en-face tomograms to show the ability of the tomographic
imaging camera to resolve locations separated by the axial resolution of the system
(788 µm).
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C h a p t e r 7
IMAGING BEYOND THE DEPTH OF FIELD
In the previous chapter, we focused our discussion on the ability of the TomICam
to measure the location of reflectors when they are located within the depth of
field of the imaging lenses. In this case, a strict tradeoff exists between the lateral
resolution of a system and the imaging depth of field. If one decreases the minimum
resolvable spot size in the lateral dimension, the depth over which ranging is possible
is decreased. It is often desirable to overcome this limitation and image beyond
the depth of field of an imaging system [110]. In this chapter, we will exploit the
property that the tomographic imaging camera acquires all pixels in the field of view
simultaneously to obtain depth resolved high resolution images that are located far
beyond the conventional depth of field. To do so, TomICam will use the measured
electric field profile (in contrast to the intensity profile) and the precise knowledge of
the location of the reflectors to refocus the acquired images in a single mathematical
operation.
7.1 Depth of field of a 4f imaging system
In contrast to incoherent imaging systems, the TomICam records the complex field
reflected from a chosen depth by beating the reflected light with a reference wave.
As such, it is necessary to analyze the imaging system by it’s amplitude transfer
function and not the intensity transfer function. We restrict our discussion to the
case of a 4 f system where two lenses are arranged as shown in Figure 6.4 to create
an image at the detector array, the digital camera. The advantage of a 4 f imaging
system is that the amplitude transfer function of the electrical field is shift invariant
across the entire field of view. We defineUo(x, y) andUi(x, y) as the electric field at
the object and image plane respectively and U˜o( fX, fY ) and U˜i( fX, fY ) as their spatial
Fourier transform. For a 4 f imaging system, they are related by
U˜i( fX, fY ) = U˜o(M · fX,M · fY )P( fX, fY ), (7.1)
where M is the magnification of the system given by the ratio between the focal
length of the collecting lens and the focal length of the image forming lens and
P( fX, fY ) is a function of the aperture at the Fourier plane of the imaging system.
Typically (and in our experiments), P is a low-pass spatial frequency filter.
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In this case the lateral resolution is determined by the aperture P. For a coherent
illumination system, the resolution (∆x and ∆y) is related to ∆x ≈ 1/max( fX) and
∆y ≈ 1/max( fY ). The effects of the finite resolution of an optical system are readily
observable by simulating a Siemens star target [111]. The Siemens star, shown in
Figure 7.1, is a radial pattern with alternating black and white stripes. A unique
feature of the Siemens star is that the resolution of the imaging system can be readily
identified by looking at the smallest circle where the black and white fringes are
no longer seen. Figure 7.2 shows how a Siemens star appears on a detector when
it is illuminated with coherent light with P( fX, fY ) = 1 for
√
f 2X + f
2
Y < 5 mm
−1
and P( fX, fy) = 0 elsewhere. For this simulated system, fringes no longer become
Figure 7.1: A Siemens star target with 36 pairs of spokes. Spokes in black do not
reflect light while spokes in white do. This particular Siemens star has an outer
radius of 5 mm and an inner radius (all white) of 200 µm.
visible below a radius of 1.1 mm. The information required to resolve the spokes
below a this radius is located at higher spatial frequencies that those passed by the
spatial filter (realized by placing a pupil in the Fourier plane of the imaging system).
Rather than being perfectly black or white, the image within this circle appears gray.
In the next sections, we will explore how this same target appears for a coherent
illumination system as it is moved out of focus.
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(a)
(b)
Figure 7.2: The simulated intensity profile at the image plane of a Siemens star
when imaged by a coherent imaging system with cutoff frequency of 5 mm−1. The
intensity profile is plotted in (b) along the dashed lines shown in (a).
Depth of field for coherent illumination
Here we consider the case where a reflector is located at a distance z , fo away
from the object lens. If the offset z − fo is small, then one can often ignore
any effects arising from diffraction and assume that Equation 7.1 still holds. For
Gaussian beams, this is typically known as the Rayleigh range, where full width
half maximum of the electric field profile increases by a factor of
√
2 [6]. For
larger offsets, the beam waist increases and images become hard to discern. For
incoherent illumination systems, it is challenging, though not impossible [112], to
undo the effects of diffraction that arise from objects located further than the depth
of field. For coherent imaging systems it is possible to undo the effects of diffraction,
as demonstrated in many digital holographic imaging systems, since the complex
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electrical field is precisely known [113], [114] using a linear filter. It can be shown
that propagation in free space of the electric field located at a distance ∆z = z − fo
to the distance z = f0 is given by [115]:
U˜( fX, fY, z = f0) = U˜( fX, fY, z = f0 + ∆z) exp
(
i2pi
∆z
λ
√
1 − (λ fX)2 − (λ fY )2
)
.
(7.2)
The effect of free space propagation in the spatial (x, y) Fourier domain is a spatial
frequency dependent phase shift. Unlike a the low pass filter of the pupil, the infor-
mation is not lost but rather multiplied by a known function with unity magnitude.
To recover the original electric field profile, the appropriate phase mask can be digi-
tally applied to the Fourier transform of the measured complex electric field. Typical
digital holograms do not measure the exact depth of the of the reflector (∆z) with
respect to the plane of focus. Reconstruction techniques must make assumptions
about the content of the image and vary the refocused depth (∆z) until the “best”
location is found.
This insight has also been applied to OCT imaging systems to image beyond the
depth of field of the focusing optics [114]. Unfortunately, it is challenging to apply
the same methodology in raster-scanned OCT systems because potentially large
time delays may exist between adjacent points, limiting the phase stability of the
image across the field of view [116]. If the phase of the measured signal across
the image is not stable, then one cannot successfully refocus the image. In the case
of swept source optical coherent tomography, the phase of the measured electric
field is directly related to the starting optical frequency of the optical sweep and
the precise location of the reference mirror and scatterer to within a fraction of the
wavelength of light.
Figure 7.3 shows how aSiemens star appearswhen it is not located exactly at the focal
length of the lens. For small deviations from the plane of focus, the radius where the
bright and dark stripes of the Siemens are no longer visible gets slightly larger. For
large deviations, the bright and dark stripes interchange periodically maintaining
excellent contrast between the stripes. This indicates that the information for the
reflector is now located in adjacent pixels instead as opposed to simply being lost.
While the Siemens star still maintains its general appearance, more complicated
shapes would become much harder to recognize.
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Figure 7.3: Simulated Siemens star as it would appear when imaged through a 4 f
system with cutoff frequency f < 5 mm−1 at different physical locations from the
focal length of the object lens using light with a wavelength of 1 µm.
7.2 Computationally refocusing images acquired with TomICam
The TomICam takes holographic images of the reflectivity by electronically chang-
ing the interrogated depth. Within the depth of field, the TomICam interrogates
plane sections with constant distance z with width an axial resolution limited by
the axial resolution of the swept laser as discussed in Section 6.2. Away from the
depth of field, one needs to undo the effects of free space propagation to obtain
meaningful images. Because the TomICam measures the depth of the reflector with
certainty and simultaneously isolates the measured electric field from that of other
depth locations, it is possible to reconstruct the original electric field in a single
mathematical step. To reconstruct the original electric field profile, the appropriate
phase mask can be applied computationally to the Fourier transform of the image.
˜Ur(zmod)( fX, fY ) = U˜( fX, fY,∆z) exp
(
−i2pi zmod − zmod0
λ
√
1 − (λ fX)2 − (λ fY )2
)
,
(7.3)
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Camera used Lucam Lu075M
Pixel size at the image plane 48.1 µm
Laser central wavelength 1064 nm
Laser sweep bandwidth 190 GHz
Depth resolution in free space 785 µm
Lateral resolution 62 µm
Approximate depth of field 25 mm
Optical power in fiber 20 mW
Exposure time 2 ms
Frame rate (limited by USB2.0 speeds) 40 frames per second
Table 7.1: Summary of the parameters for the imaging system used in the subsequent
experiments.
where zmod refers to the interrogated depth as selected by the modulation frequency
of the intensity modulator and zmod0 is the interrogated depth for an image in-focus.
The advantage of the TomICam over other forms of depth resolved microscopy is
that the system acquires a hologram at a particular depth location in a small number
(three to four frames) of successive frames limiting the stability requirement of the
system.
7.3 Experimental results with a resolution target
We apply the reconstruction technique described above to the TomICam in Chap-
ter 6.2 and quantify the performance by placing a USAF 1951 resolution target target
in field of view of the imaged scene. The target is moved in and out of focus and a
volumetric dataset is acquired every time the target is moved. The image obtained
when the USAF 1951 resolution target is placed in focus is used to determine the
resolution of the imaging system. This image is used to determine the distance
relative to the reference mirror from the plane of focus (zmod0).
All images shown reflect the intensity of the light received from a particular depth
and normalized in order to remove the effects of the Gaussian illumination.
The properties of the imaging system are summarized in Table 7.1.
At the edge of the depth of field (∆z = ±25 mm), the resolution decreases by
approximately a factor of
√
2 as illustrated in Figure 7.5. While the image has
decreased in resolution, this is often considered acceptable in the sense that there
is still enough information to obtain meaningful images with comparable lateral
resolutions to an object located at the focal plane of the lens. When one applies
the digital corrections described in the previous sections, the original resolution is
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(a)
(b)
Figure 7.4: The depth slice corresponding to location of the USAF 1951 resolution
target. The imaging system is determined to clearly resolve group number 3, element
1 corresponding to a resolution of 62 µm. a) shows the full frame acquired by the
camera (640 × 480 pixels). b) shows the region of interest near group elements 2
and 3 used to quantify the resolution of the system.
restored, as shown in Figure 7.6, for objects both in front and behind the plane of
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the focus.
(a) (b)
(c) (d)
Figure 7.5: The depth slice corresponding where the USAF 1951 resolution is
located when it is moved 25 mm toward the lens (a-b) and 25 mm away from the
lens (c-d) with respect to the plane of focus.
This correction can be extended far beyond the depth of field. Figures 7.7(a-c) show
the results of applying the digital refocusing technique when the target is placed
between ±50 mm and ±168 mm away from the plane of focus. This demonstration
shows that a six fold increase in the depth of field of the is possible by applying a
filter to the measured field profile.
To explore the limit of digital we place the resolution, we placed the resolution target
383mm away from the plane of focus of the imaging system. As shown in Figure 7.8,
even more than 15× away from original depth of field, digital reconstruction is able
to adequately refocus the image and resolve many of the features of the resolution
target.
7.4 Experimental results for retro-reflective polystyrene beads
To show the ability to refocus images in the presence of reflectors located at different
depth locations, we show results from images obtained from a scene made of
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(a) (b)
(c) (d)
Figure 7.6: The depth slice corresponding to the location of the USAF 1951 reso-
lution target is located when it is moved 25 mm toward the lens (a-b) and 25 mm
away from the lens (c-d) with respect to the plane of focus after digital refocusing.
three letters written in retro-reflective polystyrene beads approximately 100 µm in
diameter placed on different glass slides. Two letters, C and F are placed within
the depth of field, and the last letter T is placed at a location of 185 mm away from
the plane of focus, much beyond the original depth of field. Figure 7.9 shows the
imaged scene as it would be seen with coherent illumination. As expected, digital
refocusing does little to improve the image quality for the two letters placed within
the depth of the field of the imaging system, “C” and “F”. In contrast, the letter T
is nearly unrecognizable without refocusing because it is located at a position ≈ 6×
away from the depth of field. After digital refocusing, a crisp T made of individual
micro spheres is visible at a depth exactly 265.7 mm from the reference mirror,
known to be exactly 184.7 mm away from the plane of focus.
7.5 3D imaging in bulk dielectric volumes
The previous discussion has so far assumed that the scatterers were embedded in
free space, where the refractive index is unity. The same refocusing technique is
also possible for reflectors embedded in a bulk medium where the refractive index
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(a) (b)
(c) (d)
(e) (f)
Figure 7.7: The region of interest for the depth slice corresponding to the USAF
1951 resolution target when it is placed 50mm, 100mm, and 168mm away from the
plane of focus. Measurements from the TomICam before (a, c, e) and after digital
refocusing (b, d, f).
is not unity. This has particular importance for biological applications where the
bulk index is closer to that of water, closer to 1.3 for many wavelengths of interest.
In this case, the propagation vector (k vector) is modified to include the refractive
index of the bulk medium and becomes k = 2pinbulk/λ0, where λ0 is the central
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(a) (b)
Figure 7.8: The region of interest for the depth slice corresponding to the USAF
1951 resolution target when it is placed 385 mm away from the plane of focus before
(a) and after (b) digital refocusing.
Figure 7.9: The imaged scene containing three letters “C”, “F” and “T”. The letters
are located at different depths. Each letter is highlighted in a different color. With
conventional illumination it is difficult to read the individual letters or to identify
their depth.
wavelength of the laser in vacuum. Equation 7.2 becomes
U˜( fX, fY, z = f0) = U˜( fX, fY, z = f0 + ∆z) exp
(
ik0∆znbulk
√
1 − (λ fX)2 − (λ fY )2
)
.
(7.4)
For a reflector ∆z away from the plane of focus submerged in a bulk medium
with refractive index nbulk, the correction required is needs to be scaled by nbulk.
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(a) (b)
(c) (d)
(e) (f)
(g) (h)
Figure 7.10: The individual tomograms acquired for the letters “C”, “F”, and “T”.
(a, c, e, g) show the raw tomograms without digital refocusing for the relevant depths
containing the three letters. (b, d, f, h) show the same images after computationally
refocusing is applied.
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Fortunately, the TomICam does not measure the physical distance but rather the
optical path length τ between the reference mirror. Because the optical path length
is directly proportional to the refractive index and the physical distance (τ ∝ nbulk∆z),
the refractive index does not need to be perfectly known to computationally refocus
images that originate from reflectors beyond the depth of field. Imperfect knowledge
will only manifest itself as an error in the absolute distance (in units of length) and
not in the ability of the TomICam to laterally resolve the scatterers.
7.6 Conclusions
We have shown that TomICam is able to combine the knowledge of the measured
phase in adjacent pixels with the knowledge of the exact location of the reflectors
of extend the depth of field of the image. Back propagation through the use of a
linear filter is used to refocus each slice to obtain a diffraction limited image. Using
this technique, we are able to extend the depth of field of the tomographic imaging
camera by more than a factor of 15 using a single computation step.
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A p p e n d i x A
SILICON AND III-V WAFERS
Table A.1 summarizes the silicon and InGaAsP wafers used for the fabrication of
the quantum noise controlled lasers described in this thesis. The silicon wafer was
obtained from Prof. John Bowers at University of California Santa Barbara with a
thermal oxide thickness 400 nm. The oxide layer is thinned to the desired thickness
for the quantum noise control layer using HF. InGaAsP wafers were sourced from
LandMark Optoelectronics Corp. The thickness of the silicon handle is thinned to
150 µm using mechanical lapping.
Name Material Height(nm) Doping (cm
3) Refractiveindex
p-contact layer In.53Ga.47As 200 p > 1 × 1019 3.34
p-cladding InP 1500 p = 1 × 10
18 →
1 × 1017 3.1
Separate confinement
layer 1.15Q InGaAsP 40 none 3.33
Separate confinement
layer 1.25Q InGaAsP 40 none 3.3755
Quantum wells ×5 InGaAsP (1550 nm) 7 (per well) none 3.53
Quantum well barriers
×4 InGaAsP
10 (per
barrier) none 3.3755
Separate confinement
layer 1.25Q InGaAsP 40 none 3.3755
Separate confinement
layer 1.15Q InGaAsP 40 none 3.33
n-contact InP 110 n = 1 × 1018 3.1
Super lattice (layer 1) In.85Ga.15As.327P.673 7.5 n = 1 × 1018 3.25
Super lattice (layer 2) InP 7.5 n = 1 × 1018 3.21
Super lattice (layer 3) In.85Ga.15As.327P.673 7.5 n = 1 × 1018 3.25
Super lattice (layer 4) InP 7.5 n = 1 × 1018 3.21
Bonding layer InP 10 n = 1 × 1018 3.21
Quantum noise control
layer SiO2 30→ 150 none 1.5
Silicon device layer Si 500 light p 3.46
Buried oxide layer SiO2 1000 none 1.5
Silicon handle Si 150 µm none 3.46
Table A.1: Summary of the wafers used to fabricate the high-coherence lasers.
