ABSTRACT Due to the existence of high-dimensional data originating from observation matrices with the Kronecker product structure, it is possible to achieve cost-effective data processing by utilizing such a structure. This paper proposes an open issue, i.e., the problem of simultaneous data compression and parameter estimation for Kronecker product structure. Three joint compression-estimation schemes with different compression dimensions are derived. The first scheme is a lossless compression (LLC) estimator, where both the compressor and the estimator are Kronecker factorizable to ensure computational advantages. It shows that there is a deterministic data compression dimension equal to the rank of the observation matrix in the LLC estimator. Without satisfying this dimension, the second scheme is a general lossy compression (GLC) estimator that achieves compressed data of arbitrary dimension. The last one is a structured lossy compression estimator that reduces the number and dimension of compressed data segments suitable to special compression dimensions and has less computational burden than the GLC estimator. In addition, the performance of the three estimators is theoretically analyzed. Finally, the simulation results show the effectiveness of the proposed schemes.
I. INTRODUCTION
Parameter estimation based on noisy observations is of great importance in applications, e.g., target tracking [1] , [2] , energy management [3] and environmental monitoring [4] . In practice, the observations are often highly dimensional arising from high resolution, fast sampling rate or massive sensor deployment, and their prohibitive data scale is a severe challenge for effective data storage, transmission and processing. For example, in wireless sensor networks, transmitting huge amounts of data in a short time interval is expensive or impossible with power and bandwidth constraints [5] , [6] ; for the small size and low cost of terminal devices in communication systems, their limited memory cannot store high-dimensional measurements [7] . Therefore, it is necessary to compress the data before estimating the parameter to meet the inherent constraints of these systems.
The associate editor coordinating the review of this manuscript and approving it for publication was Xi Peng. Up to now, the existing methods for parameter estimation based on high-dimensional data can be classified into four methods. The first well-known method is to quantize the raw data into multi-bit [8] , [9] or even one-bit [10] data for subsequent parameter estimation. Such compact coding methods that represent the original data using fixed-length codes have also been used in hashing-based [11] - [14] or quantizationbased [15] cross-modal similarity measurement in recent years. However, uniform quantization [16] or non-uniform quantization [17] will inevitably introduce round-off error and worsen the estimation results in general. The second employs adaptive censoring to affect observation selection, namely using an informative subset of the raw data to estimate parameters [18] - [21] through choosing the innovation as metric values of information and making the tradeoff between performance and tractability. The third uses random matrices to project the original high-dimensional data into a low-dimensional space [21] - [23] by multiplying the observation vector with a matrix whose columns are normalized random vectors. As one of dimension reduction or called representation learning methods [24] - [26] , random projection is computationally efficient but it does not capture task-related information since the low-dimensional space is generated without consideration of the intrinsic structure of the original data [27] . The fourth method jointly designs the compressor and estimator based on the overall performance metric, e.g., the mean square error (MSE), thereby guaranteeing the optimality of compression and estimation. The minimal bound of the dimension of the compressed data, which ensures statistically the same estimation performance as using uncompressed data, was proposed in [28] . In the case that this bound is not satisfied, the lossy compression problem was investigated in [7] , [29] , and [30] . Different from most algorithms that only ensure convergence to a stationary point without performance guarantee, the algorithm proposed in [7] bounds the MSE by a constant factor times the global minimum value.
In many situations, the high-dimensional noisy data originates from observation matrices with Kronecker product structure, such as curve fitting of gridded data [31] , [32] , tracking targets in formation or multi-agent in a platform [33] , and vectorizing the growth curve model [34] , [35] , which is also utilized in estimating multivariate parameters in array signal processing [36] - [38] . Notice that a matrix with Kronecker product structure can be reconstructed by two or more low-dimensional matrices (only two is considered is this paper) with fewer parameters, so the Kronecker product structure of the observation matrix characterizes the sparseness of matrix parameters, and exploration of this structure is expected to achieve cost-effective data processing. This paper proposes an open issue: the joint optimization of high-dimensional data compression and parameter estimation, where the data is generated by the Kronecker factorizable observation matrix. Three joint data compression and parameter estimation schemes with different compression dimensions are derived. The first scheme is called a lossless compression (LLC) estimator, where both the compressor and estimator are efficiently expressed by the Kronecker product of two low-dimensional matrices. A deterministic data compression dimension equal to the rank of the observation matrix is shown in the LLC estimator. In the case that this dimension is not satisfied, the second scheme is referred to as a general lossy compression (GLC) estimator, which achieves compressed data of arbitrary dimension. By considering the special structure of the observation matrix, the third scheme provides a structured lossy compression (SLC) estimator and reduces the number and dimension of data segments in the observation, respectively. Although the SLC estimator only obtains compressed data of some dimensions, it processes smaller-size matrices during iterations and accordingly is computationally superior to the GLC estimator. In addition, the performance of the three estimators are theoretically analyzed. And numerical results show the effectiveness of the proposed compression estimation schemes. Local geopotential data in [32] , where α and β represent the dimensionalized two-dimensional geographic coordinates, and z denotes the geopotential.
The paper is organized as follows. Section II formulates the joint optimization problem of data compression and parameter estimation for Kronecker product structure. Section III proposes the LLC estimation scheme. The general and structured schemes for lossy compression estimation are presented in Sections IV and V, respectively. Section VI presents the performance analysis of the proposed estimators. Section VII gives the numerical experiments. Finally, Section VIII concludes this paper.
Notation: ⊗ denotes the Kronecker product. Superscripts −1, 1 2 and T represent the inverse, square root and transpose operations, respectively. E(·) stands for the mathematical expectation. (·) denotes the same content as in the previous parenthesis. I and 0 are identity and zero matrices with appropriate dimensions. Tr(X ), X F , and ρ(X ) stand for the trace, Frobenius norm and spectral radius of matrix X , respectively. [X ] ij means the element in the i-th row and j-th column of matrix X .
II. PROBLEM FORMULATION
Consider the measurement model with Kronecker factorizable observation matrix
where x ∈ R n is the parameter vector, z ∈ R m is the observation vector, H is the m × n observation matrix with H 1 ∈ R m 1 ×n 1 and H 2 ∈ R m 2 ×n 2 , and v ∈ R m is the zero-mean error vector whose covariance is decomposed as
where R 1 ∈ R m 1 ×m 2 and R 2 ∈ R m 2 ×m 2 . Models (1) and (2) are widely accepted in many applications. One example is curve fitting of gridded data, as depicted in Fig. 1 , via the two-variable polynomial on the α-β grid
where z ij is the observed data of point (α i , β j ), M and N are the fitting orders in the α and β directions, respectively, x pq is the unknown coefficient of each order, and v ij is the fitting error caused by a finite polynomial truncation. By vectorizing matrix Z [z ij ], (3) is written as (1) with
And R 1 and R 2 are the covariance matrices of the truncation errors in the α and β directions, respectively. Another example is tracking targets in flight formation, as shown in Fig. 2 . Since it is common to apply polynomials to smooth trajectory tracking [39] , a quadratic polynomial function is used to represent the trajectory of the target over a period of time. For the i-th target, the measurement in a time window of length N is
. . .
where x i0 , x i1 and x i2 are the initial position, velocity and acceleration, respectively, and [v i1 , · · · , v iN ] T is the measurement error. Define z, x, and v as the concatenation of the measurement, track parameter, and measurement error vectors of n targets, respectively. Since the targets in formation have similar dynamics [40] , the relationship between z, x and v can be modeled as (1) with H 1 = I n , H 2 = F. Besides, it is gotten that R 1 and R 2 in (2) correspond to I n and the measurement error covariance of single target, respectively. The data dimension in (1) will be very high due to, for example, oversized grid in high-resolution curve fitting, or large number of targets and longtime window length in tracking targets in formation. High-dimensional data will increase not only the cost of storage and communication, but also the complexity of parameter estimation. To this end, this paper proposes a joint scheme of data compression and parameter estimation for Kronecker product structure. As shown in Fig. 3 , the observation is processed in compressor K , and then the low-dimensional data y is stored in a buffer and transmitted to the fusion center for parameter estimation as followsx
where K ∈ R c×m , L ∈ R n×c and y is the compressed data whose dimension c is determined based on storage or transmission constraints of systems. Based on model (1), the minimum variance (MV) estimate [41] of x iŝ
Since H = H 1 ⊗ H 2 and R = R 1 ⊗ R 2 , the above solution is further written aŝ
x is expected to be close tox MV in the minimum variance sense. Their difference is measured by
where
Obviously,x will be identical tox MV if LK = M . By the fact that x is unknown in general, we present the following optimization problem
where W is a positive definite weight matrix.
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Because the row number of K corresponds to the dimension of y, let G = LK , and we have rank(G) rank(K ) c. Therefore, the problem in (9) is reformulated as
As the initial goal is to obtain K and L, but we can only get G from (10), the well-known singular value decomposition (SVD) is adopted to provide a pair of K and L as follows
Remark 1: Obviously, the solutions of K and L in (9) are not unique because L = LQ and If the dimensions of G are very high, it will be a time consuming task to directly perform SVD on G, especially in the case of event-triggered redesign of the compressor and estimator. However, since the matrix M to be approximated by G has the Kronecker product structure shown in (7), where the Kronecker product structure characterizes the sparseness of matrix parameters, we naturally expect that G has a similar structure, thereby providing possible computational advantages for obtaining L and K . As a result, in the following sections, we will not only pursue the optimal solution of (10) as much as possible, but also explore the existence condition of Kronecker factorizable G, and analyze the computational complexity of (11) in this case.
III. LLC ESTIMATOR
As the name implies, the LLC estimator means thatx is equivalent tox MV , i.e., G = LK = M . In this section, we are dedicated to the acquisition of Kronecker factorizable L and K by employing the property of M = M 1 ⊗ M 2 , and then compare its computational complexity with that of directly performing SVD on M .
A. LLC ESTIMATOR DESIGN
Before presenting the LLC estimator, the following lemma is introduced first.
Lemma 1: The sufficient and necessary condition on c for the estimation defined in (5) constrained by (10) to achieve the lossless state estimation is c ≥ rank(H ) (More detail see Theorem 1 in [7] ).
Theorem 1: If c = rank(H ), the LLC estimator can be expressed by 
Proof: If c = rank(H ), according to Lemma 1, we can get the LLC estimate, namely the MV estimate defined in (7) . Therefore, the LLC solution of G is
Substituting (13) into (14) yields
Let r = rank(H ). If c > r, then there will be a c − r zero components in y after compression. Saving such zero components is meaningless, therefore, the most efficient data compression dimension for LLC is set to be the rank of the observation matrix, i.e., c = rank(H ).
B. COMPUTATIONAL COMPLEXITY ANALYSIS
The SVD on M ∈ R n×m requires m 2 n multiplications [42] , and adding the calculation of K , the overall multiplication times to obtain L and K directly from the SVD of M , denoted by c M , is Table 1 summarizes the steps required to calculate (12) and the corresponding multiplication times in each step, where r 1 = rank(H 1 ) ≤ min(m 1 , n 1 ), r 2 = rank(H 2 ) ≤ min(m 2 , n 2 ) and r = r 1 r 2 . Accordingly, the total computational cost, denoted by c M 1 ⊗M 2 , is
Define the computation reduction ratio δ =
, and we have
46402 VOLUME 7, 2019 In the case that m is large, we have nr + m 1 r 1 + m 2 r 2 m 2 n and mr m 2 n, and thus δ can be approximated as
The computation reduction ratio δ is plotted in Fig. 4 . It can be seen that for a given m 2 n, δ increases at the beginning and then decreases as m 2 1 n 1 increases (reaching the maximum at m 2 1 n 1 = √ m 2 n). In addition, if m 2 n > 100, the minimum of δ will be greater than 0.5. Therefore, we conclude that the LLC estimator is computationally cost-effective especially for high-dimensional data.
IV. GLC ESTIMATOR
In the case of high compression ratios, the data compression dimension c may be required to be smaller than rank(H ), so we can only adopt the lossy compression estimator.
However, if c is a prime number, matrix G cannot be decomposed into the Kronecker factorizable form because rank(G) = rank(G 1 ) × rank(G 2 ), where
In order to achieve compression estimation of any dimension less than rank(H ), we propose the GLS estimator where the measurement components are compressed without considering the Kronecker product structure of the observation matrix.
To obtain the GLC estimator, the definition of truncated SVD is introduced first. Rewrite the objective function in (10) as
For the special case of W 1 2 = αI , where α > 0, the optimal solution of (10) is G = M c [43] . However, for a more general W 1 2 , there is no analytical solution in general. Therefore, we try to solve problem (10) by formulating its relaxed form.
By introducing a free matrix D ∈ R n×m in (21), we get
According to inequality (22) , formulate the optimization problem as follows
where λ = ρ 2 W 
which infers that
If the given G is the optimal one, then Theorem 2 will return the globally optimum solution D of (23) . Otherwise, we can get appropriate matrices G and D, which achieve a stationary point of (23), via Algorithm 1.
Algorithm 1 GLC
Given
If f (t) − f (t+1) f (t) < , then stop. 5: end for
V. SLC ESTIMATOR
The Kronecker product structure of the observation matrix is not taken into account in the GLS estimator, however, it has a clear physical meaning as we described in Section II. Define
T , where
Then (1) is written in the block-wise form
As can be seen, the sub-block states x i are linearly combined by the elements in each row of H 1 , and the row number m 1 of H 1 determines the number of data segments in the observation. On the other hand, H 2 performs a linear transformation on each sub-block state x i , and the row number m 2 of H 2 determines the dimension of each data segments z i in the observation. Since H 1 controls the dimension of z from the number of data segment, and H 2 achieves the same purpose by controlling the dimension of each data segment, we can achieve data compression by reducing the number or dimension of data segments in the observation.
A. LOW RANK APPROXIMATION OF M 1
One scheme is to reduce the number of data segments and keep the data dimension within the segment unchanged, namely finding a low rank approximation matrix of M 1 , which represents the weighted generalized inverses of H 1 .
In other words, we need to solve the following problem
where c 1 < rank(M 1 ). By introducing a free matrix D 1 ∈ R n 1 ×m 1 , the upper bound of the objective function in (28) is obtained as
According to inequality (29) , formulate the optimization problem as follows
where µ 1 = ρ 2 (W 
where W 
). (34)
Proof: See Appendix A. Thus, we can get appropriate matrices G 1 and D 1 , which achieve a stationary point of (30), via Algorithm 2.
After obtaining G 1 at the end of iteration, G is obtained as Given G
The other is to reduce the dimension of data within the segment and keep the number of data segments unchanged, namely finding a low rank approximation matrix of M 2 , which represents the weighted generalized inverses of H 2 . That is, we need to solve the following problem
where c 2 < rank(M 2 ). By introducing a free matrix D 2 ∈ R n 2 ×m 2 , the upper bound of the objective function in (36) is obtained as
According to inequality (37) , formulate the optimization problem as follows
F . Then we have Theorem 4: For a given G 2 , the optimal D 2 minimizing the objective function in (38) is
Proof: See Appendix B. Thus, we can get appropriate matrices G 2 and D 2 , which achieve a stationary point of (38) , via Algorithm 3.
After obtaining G 2 at the end of iteration, G is obtained as 
2 < 2 , then stop. 5: end for 
C. COMPARISON WITH THE GLC ESTIMATOR
Unlike the GLC estimator, G is Kronecker factorizable in (35) and (41), thus matrices of K and L for the SLC estimator can be obtained efficiently using the scheme in Theorem 1. In addition, the SLC estimator has computational superiority in the iteration process. Table 2 summarizes the steps required to perform the iteration in (24) and the corresponding multiplication times. The total multiplication times, denoted by c GLC , is
The steps in (32) and ( where i = 1, 2 denote approximating matrices M 1 and M 2 , respectively. For a meaningful lossy compression estimation problem, we have
Define the computation cost ratio
and γ min is achieved at
for the same m and n. The upper and lower bounds of γ for different m and n are presented in Fig. 5 . It shows that the maximum value of γ does not exceed 0.2 and the minimum value approaches 0 in the case that m and n are greater than 20 and 50, respectively. Therefore, we conclude that the SLC estimator is computationally superior to the GLC estimator. There are also differences in the data compression dimensions of the two estimators. Since the dimension is determined by rank(G), c can only be set to some integer multiple of rank(H 1 ) or rank(H 2 ), i.e., c = c i × rank(H j ) for the SLC estimator, where i = 1, j = 2 or i = 2, j = 1. While it can be any positive integer less than rank(H ) in the GLC estimator.
VI. PERFORMANCE ANALYSIS
Up to now, we have given three compression estimation schemes. Next, we will analysis the performance of the proposed estimators, i.e., the MSE ofx. Sincê
we have
As a result, the MSE ofx is
It can be seen that in the case of G = M , (46) is reduced to Tr(H T R −1 H ) −1 , which is identical to the MSE ofx MV . While if G = M , we will get a biased estimate of x, and (46) will consist of two parts, where the first is related to the energy of x and the second to the noise level. Because c represents how close G is to M , the higher c, the larger the second part in the right side of (46); on the other hand, the smaller the deviation of GH from I , making the first part on the right side of (46) smaller. That is to say, increasing c will enhance the estimate error caused by the noise signal while suppress that caused by the parameter to be estimated. Another point to emphasis is that if the prior information of x is available, the output of the proposed estimators can be modified to a weighted sum ofx and E(x), where the weight matrices are inversely proportional to their respective covariance matrices.
VII. SIMULATION A. TRACKING TARGETS IN FLIGHT FORMATION
Consider an example of tracking 10 targets in flight formation, where the targets are moving in the Cartesian coordinate system. For simplicity, the first-order time function is used here to fit the positions in the two vertical directions, i.e., the parameter vector of each target consists of the initial position and velocity in two directions, so the parameter dimension of each single target is 4. Observation data at 4 sampling instants are collected, and the sampling interval is 1s. Based on these consideration, the observation matrix in (1) is given with
The error covariance matrices in (2) are
Without loss of generality, x obeys the normal distribution with zero-mean. The covariance matrix in this simulation is given as P x = 10I 20 . Correspondingly, the weighted matrix in (10) is set to W = HP x H T + R. If the LLC condition is satisfied,x =x MV can be obtained efficiently. However, we are more concerned with the performance of the proposed low-rank estimators if the conditions are not met. The condition for lossy compression estimation in this example is c < rank (H ) = 40 or c 1 < rank (H 1 ) = 10 or c 2 < rank (H 2 ) = 4. The performance of the proposed estimators is presented in Fig. 6 , where SLC(M 1 ) and SLC(M 2 ) represent low-rank approximations of M 1 and M 2 , respectively. It is seen that the theoretical results match well the simulation results obtained by Monte-Carlo simulations.
The GLC and SLC estimators are compared with the estimators in [7] and [30] , as shown in Fig. 7 . In addition, Table 3 summaries the relative calculation time for obtaining these estimators. Since the estimators designed in [7] and [30] approximate the minimum MSE estimate of x, while ours approximates the MV estimate of x. In theory, the performance of our estimators will not be better than that of [7] or [30] . However, it can be seen that the GLC and SLC estimators achieve quite comparable performance with that of the estimators in [7] and [30] . More importantly, in terms of computational complexity, the SLC estimator handles smaller-size matrices in iterations and is therefore more efficient than the estimators in [7] , [30] and the GLC estimator.
B. CURVE FITTING OF GRIDDED DATA
Consider curve fitting of the local geopotential data in [32] , as shown in Fig. 1 . The true geopotential data is generated by z(α, β) = T (α)T (β), where
. 46406 VOLUME 7, 2019 Since the fitting order for every sampling point is the same, the measurements are weighted by equal weight, i.e., the error covariance matrices in (2) are chosen as
Besides, as we have no knowledge about x , the weighted matrix in (10) is simply set to W = R. The estimators in [7] and [30] are invalid in this case because they need to know the statistical properties of x in advance. Therefore, we only compare the performance of the GLC and SLC estimators. The condition for lossy compression estimation is c < rank (H ) = 36 or c 1 < rank (H 1 ) = 6 or c 2 < rank (H 2 ) = 6. The approximation results for different data compression lengths are shown in Fig. 8 . It is found that the average approximation error is bounded by 0.28 for all the cases where c ≤ 36, and the average approximation error can be further reduced by increasing the number of sampling points or fitting orders. Besides, it is seen that given the same data compression length, the average approximation error of SLC estimator is smaller than that of GLC estimator, showing that the solution provided by the SLC scheme is superior to that obtained by the GLC scheme. Table 4 summaries the relative calculation time for obtaining the proposed estimators, where the computation time for generating the GLC estimator is almost 10 times that of generating the SLC estimator. This again proves the computational advantage of the SLC estimator compared to the GLC estimator.
VIII. CONCLUSION
This paper addresses the joint optimization problem of highdimensional data compression and parameter estimation for Kronecker product structure. Three schemes are derived based on different data compression dimensions. The first scheme is suitable for the LLC estimator, which proves to have a deterministic data compression dimension equal to the rank of the observation matrix as well as computational advantages. If this dimension cannot be met, the GLC estimator given in the second scheme can achieve data compression of any dimension less than that of the LLC estimator. The SLC estimator is presented in the third scheme to reduce the number and the dimension of data segments in the observation, respectively. Although the SLC estimator only obtains compressed data of some dimensions, it is computationally superior to the GLC estimator. Simulation results demonstrate the effectiveness of the proposed schemes. 
Substituting (48) into f 1 and letting
substituting (50) into (49), we have
Integrate the above m 1 formulas that contain [D 1 ] kl , l = 1, 2, · · · , m 1 , into the system of linear equations in (52), as shown at the top of the next page, which can be simplified as
where [X ] k is the kth row of matrix X . Since 11 is a symmetric matrix, combining (53) for all the rows, we have
Therefore, we get Theorem 3.
B. PROOF OF THEOREM 4
For a given G 2 , the objective function f 2 in (38) 
substituting (58) into (57), we have
which can be simplified as
Therefore, we get Theorem 4.
