The Lyapunov functional is constructed for a quasilinear parabolic system which models chemotaxis and takes into account a volume filling effect. For some typical case it is proved that ω−limit set of any trajectory consists of regular stationary solutions. Some lower and upper bounds on the stationary solutions are found. For some range of parameters there are stationary solutions which are inhomogeneous in space.
Introduction
This work is concerned with a long time behaviour of solutions to the chemotaxis model introduced in ( [12] )which accounts for the volume filling effect. Chemotaxis is understood as an oriented movement of biological cells which may detect and response to some chemical (chemoattractant) and move toward the source of it. In the case under consideration cells themselves are capable to both secrete and detect the attractant. It is assumed that the total flux of cells consists of diffusive and chemotactic part. The later is expressed in the form J chemo = uχ(u, v)∇v where u and v are respectively cells and chemoattractant densities and χ = χ(u, v) is commonly referred as to chemotactic sensitivity. The classical model describing the aggregation phase of chemosensitive motion of cells was introduced by Patlak [15] and Keller and Segel [13] . Most of works on Patlak/Keller-Segel model were concentrated on the case when chemotactic sensitivity does not depend on u i.e χ = χ(v) . (cf. [10] ). However, due to the volume filling effect and behaviour of cells at higher densities chemotactic sensitivity in [12] does depend on u. It results from the basic assumption that chemotactic component of a total flux attains zero and chemotactic movement stops when cells density u riches some 0 The Author was supported by Polish KBN grant 2 P03A 03022 1 fixed value U M which does not exceed that of a tight packing state. Consequently in this model very high densities of cells are precluded and contrary to the classical model solutions do not blow up in finite time. The reader is referred to [12] for derivation of the model and application oriented discussion. We refer also to a recent survey paper [9] where the wide spectrum of various chemotaxis models is presented. The model we consider reads as follows
in Ω × (0, +∞) subject to nonnegative initial data
and no-flux boundary conditions
where ν denotes the outer unit normal vector on the boundary ∂Ω of some smooth domain Ω ⊂ R n and d, γ , β are positive constants. In the model introduced in [12] we have
where q is a function such that q(u(x, t)) is a density dependent probability that a cell in the position x and time t finds space in its neighbouring location.The basic assumption made to account for the volume filling effect is that of maximal density of cells U M which may be attained in the tight packing state. Consequently, when u = U M chemotactic force is switched off since then q(U M ) = 0 . Notice that for q ≡ 1 one obtains the classical Patlak/Keller-Segel model. Next the coefficients D 0 and χ are diffusion constant and chemotactic sensitivity respectively. The linear change of variables
results inÛ M = 1. After the transformation we may thus omit hats in the notation and assume from now on that U M = 1 without loss of generality.
We note also that a particular version of the chemotaxis model with volume filling effect which we obtain from (1.1)-(1.3) setting
in (1.5) was studied in an earlier work [11] in the case when Ω is a compact Riemanian manifold without boundary. The existence of global-in-time solutions in this particular case was first proved in the aforementioned paper. It is worth noticing that the volume filling model studied in this paper has been recently formally derived in [12] from the level of a discrete space, continuous time, random walk on an equi-distant lattice. We mention also a recent work [5] in which convergence of kinetic model for chemotaxis to the vollume filling model is proved.In [19] existence of local in time solution as well as global one is proved for a model with slightly more general structure then (1.1)-(1.5) in the case when sought functions are defined on some bounded domain in R n for both Dirichlet and Neumann boundary condition. The main arguments used there are based on Amann's theory of quasilinear parabolic equations (cf. [2] ). Moreover, in [19] it is proved that the dynamical system generated by (1.1)-(1.5) in the case (1.6) possesses a global attractor in the Sobolev space W 1,p (Ω : R 2 ) , p > max(n, 2) . Results of this paper and [19] give us preliminary information about the structure of the attractor and suggest in particular an explanation for the appearance of metastable solutions ( see Remark 2.1) which were recently studied by means of numerical and asymptotic methods [16] .
Notation : We adhere to usual notation of function spaces (cf. [1] 
Then the α-norm of ϕ ∈ X α r = D(A α r ) (cf. [8] )will be denoted by ϕ X α r for α ∈ (0, 1) Next we define the set
For short we shall denote byū ,v , . . . R 2 -valued functions. Finally, we assume that for some ε 0 > 0
Notice that from (1.5) and (1.7) it follows that the elliptic part of (1.1)-1.2) is nondegenerate. The present paper relies on results from [19] which are presented in the following theorem for reader's convenience. 
Moreoverū(t) ∈ V 1 for all t > 0 and v is L ∞ -bounded function uniformly with respect to t > 0.
Under additional assumption (1.6) there exist t 0 > 0 such that for t > t 0
where r > max p,
. Moreover there exists a constant C independent of initial data such that
(1.10)
We are now in a position to state precisely results obtained in this paper. Notice first that the mass conservation for the first component
is an obvious consequence of (1.1) and (1.3). Now let as define for
In the next section we shall prove that
defined for (u, v) ∈ V 1 is a Lyapunov functional for the dynamical system generated by (1.1)-(1.5). It is worth noticing that under assumption (1.6) we obtain
and in this case Lyapunov functional has an explicit form. It is worth noticing that in the case of Patlak/Keller-Segel model we have
and moreover for any t > s ≥ 0
Denoting by ω(ū 0 ) the ω-limit set of a trajectory starting fromū 0 ∈ V 1 and making use of the uniform bound in (1.10) we shall prove the following characterization of the ω-limit set .
with no-flux boundary condition for (1.17).
Next we give some bounds which stationary solutions must satisfy.
)} and (1.16)-(1.18) hold for some λ > 0 . Moreover, the following bounds are satisfied
where
is a mean density.
It follows from the last assertion that cells in the stationary state are distributed over all domain Ω and their density nowhere drops below some mass-dependent threshold. Moreover, the later is a monotone increasing function of the mean density of cells. A stability condition for space homogeneous stationary solutions is given in Proposition 2.1. It follows that for some range of parameters there are space-inhomogeneous stationary states .
Remark 1.5 We note that (1.16) may be rewritten in the following way
Then it is easy to check that the first component of the stationary solution to the classical Patlak/Keller-Segel model (q(u) = 1) satisfies a similar equation as that above. The only difference is the denominator in the last formula which is then equal to 1. Consequently the corresponding lower bound (1.21) is then equal to
is lower than that in the volume filling model.
Finally we would like to refer to the literature where similar problems were investigated. Most of the literature on the classical Patlak/Keller-Segel model (q(u) = 1)is devoted to the study of blow-up formation under various assumptions on space dimension and 'size' or mass of initial data. In [7] weak solutions to a chemotaxis model in which h(u) = u and additionally a positive constant appears on the right hand side of (1.2) are studied in the case n = 2. In [7, Theorem5.2] it is proved that under suitable assumption on coefficients ω− limit set of any orbit contains a stationary solution. Similar result was obtained independently in [3] for a model in which h(u) = u and the nonlinear boundary condition ∂u/∂ν − ∂v/∂ν = 0 is considered. At last we mention the work [9] where time-stabilization of solutions to a chemotaxis model with suitable structural assumptions is shown provided a priori regularity properties of solutions are known. It seems however that aforementioned result is not applicable in our case.
Proofs of results.
For δ ∈ (0, 1) we define
Notice that (1.7) ensures that
It follows that
Hence, for any w ∈ W 1,p (Ω) , p > n ,
thus J in (1.13) is well defined.
Proof of theorem 1.2 Letū = (u, v) be a solution to (1.1)-(1.5) defined on Ω × [0 , +∞) and u 0 = 0 . Multiplying ( 1.1) by J δ (u) − v and integrating over Ω we obtain
We shall show that
(2.5)
To this end we use (1.12), the Schwarz inequality and proceed in a much the same way as in [4] .
(2.6) Notice that (1.11) and (1.8) imply |h(u(t)| 1 = 0 for t ≥ 0 , and (1.5) with (1.7)-(1.8) results in |h(u(t)| 1 ≤ χ|Ω| for t ≥ 0 .
Now the Schwarz inequality used in (2.6) yields (2.5) .
If we set V δ equal to (1.13) with J is replaced by J δ then using (1.13) and (
It follows from (2.4) that
Notice that thanks to (1.9) for any
. Hence, letting δ → 0 and using properties of h we have
Owing to (1.9) it follows also that |(D(u)∇u − h(u)∇v)∇v| ∈ L 1 (Ω × (0 , T )) whence using (1.8) we obtain
Next we integrate (2.9) with respect to time from s to t. Then letting δ → 0 and using (2.3), (1.9) we to arrive at (1.15). It follows that V is a non-increasing function. Using the bound of solution from Theorem 2.1 and Young's inequality we obtain easily (1.14) from (1.13). This completes the proof.
We are now in a position to prove the main result.
Proof of Theorem 1.3 We assume that (1.6) is satisfied. Therefore
and the second part of Theorem 1.1 may be used. Observe first that the assumption u 0 = 0 along with (1.1) and (1.11) yield u(t) = 0 for t > 0 and it is easily seen that in this case ω((0 , v 0 )) = {(0 , 0)} Assume now thatū = (u, v) is a solution to (1.1)-(1.5) with (1.6) defined on Ω × [0 , +∞) and u 0 = 0 . Let (t n ) n≥1 be any sequence such that t n → +∞. Combining the compact embedding X , (cf. [8] ) we infer from (1.10) that there is a subsequence of (ū(t n )) n≥1 which converges to some element of C 1,σ (Ω, R 2 ). Thus,
is a nonempty set. Now let us take any elementŪ = (U, V ) ∈ ω(ū 0 ). Then using similar argument as before we conclude that there is a sequence
It follows thatŪ = (U, V ) satisfies no-flux boundary condition. We shall first show thatŪ ∈ C 2,σ (Ω, R 2 ) and (U, V ) is a solution to the following elliptic system 11) with no-flux boundary condition. It follows from (1.15) setting s = 0 and letting t → +∞ that
Hence,
It follows from (2.12) that
Since (u m , v m ) is the solution to (1.1)-(1.5) with initial data (u(t m ) , v(t m )) and the space X α r × X α r , r > p , is continuously embedded in
where 1/p+1/p = 1. By the AubinLions compactness theorem (cf. [18] 
) and a subsequence (not relabelled) such that
Owing to (2.15) and the bound of (ū
We shall show that for all ϕ ∈ W 1,2 (Ω)) the function η:
belongs to C[0 , 1]. For fixed t ∈ [0 , 1] and any
and similar equality holds for v. Next (2.15) entails
is a constant. Now using the above inequality and (2.15) we deduce that
Thus, the function η ∈ C([0 , 1]) Combining this fact with (2.14) we infer that
Using now density argument we deduce that this equality holds for any ϕ ∈ W 1,2 (Ω). Notice that (2.12) implies that
Notice that v m satisfies (1.2) in the following weak form ; for any t ∈ (0 , 1] and 
with no-flux boundary condition. Since γU − βV ∈ C 1,σ (Ω) it follows from the regularity theory of elliptic equations (cf. [14] ) that V ∈ C 3,σ (Ω). Using again the regularity theory to the first equation we infer that U ∈ C 2,σ (Ω). Thus (U , V ) satisfies (2.10)-(2.11). Using [17, Theorem 2.1] we infer that any (U , V ) = (0 0) satisfies
25)
for some µ ≥ 0 for no-flux boundary condition. On the other hand thanks to (1.10) for m large enough
is bounded in L q (Ω × (0 1)) for any q ∈ [1 , +∞] . ¿From this fact and (2.14) we deduce that for a subsequence (not relabelled)
It is straightforward to check using (2.16)-(2.17) and continuity of of h that
Therefore by (2.24) and (2.21) we deduce that in fact (U , V ) satisfies system restricted to the attractor is not chaotic in the sense of Devaney [6] . In light of [17] it might be expected that the attractor consists of some number of isolated stationary solutions linked by heteroclinic or homoclinic orbits. Numerically obtained bifurcation diagram [16] suggests that at least in the case n = 1 in the majority of cases a stable non-homogeneous stationary solution is surrounded by some number of unstable solutions. The number of the latter increases when the bifurcation parameter η = γχ D 0
increases. This possible picture provides us with a qualitative explanation of the appearance of matastable solutions which may be identified with the heteroclinic solutions linking the unstable stationary solutions.
