Abstract-While the prediction accuracy of a large-scale recommender system can generally be improved by learning from more and more training data over time, it is unclear how well a fixed predictive model can handle the changing business dynamics in a real-world scenario. The adjustment of a predictive model is controlled by the hyperparameter settings of a selected algorithm. Although the problem of hyperparameter optimization has been studied for decades in various disciplines, the adaptiveness of the initially selected model is not as well understood. This paper presents an approach to continuously re-select hyperparameter settings of the algorithm in a large-scale retail recommender system. In particular, an automatic hyperparameter optimization technique is applied on collaborative filtering algorithms in order to improve prediction accuracy. Experiments have been conducted on a large-scale real retail dataset to challenge traditional assumption that a one-off initial hyperparameter optimization is sufficient. The proposed approach has been compared with a baseline approach and a widely used approach with two scalable collaborative filtering algorithms. The evaluations of our experiments are based on a 2-year real purchase transaction dataset of a large retail chain business, both its online e-commerce site and its offline retail stores. It is demonstrated that continuous hyperparameter optimization can effectively improve the prediction accuracy of a recommender system. This paper presents a new direction in improving the prediction performance of a large-scale recommender system.
I. INTRODUCTION
Large-scale recommender systems are increasingly important for retail businesses. Retailers provide personalized product recommendations to consumers through various mediums, for instance, web advertisement, email newsletters and in-store discount vouchers. Recommender systems attempt to accurately predict consumers' preferences, or their behaviors, so that they can recommend products according to the best expected scenarios. Collaborative Filtering (CF) is one of the most popular techniques to build recommender systems, as it relies on previous consumer behavioral data only. For instance, previous data of purchase transactions or website browsing history of consumers is sufficient for CF algorithms to predict consumers' future preferences. Consumer profiles, such as their age, gender and other attributes, are not required. Product profiles are not required either. Commercial companies such as Amazon [1] and YouTube [2] have successfully applied CF to build recommender systems for production use. The two main classes of algorithms under CF are neighborhood models [3] and latent factor models [4] . Recently, latent factor models have gained popularity in both the research community and in the industry due to their superior accuracy and scalability. The discussion and our proposed approach in this paper are therefore mainly based on latent factor models. The same approach, however, can be applied to neighborhood models directly.
Large retail businesses collect huge amounts of data every day. Scalable algorithms that can process data and construct predictive models using multiple machines in parallel are used in large-scale recommender systems. In this paper, we focus on two scalable latent factor models, namely Alternating Least Squares with Weighted Regularization (ALS-WR) [5] and Stochastic Gradient Descent (SGD) [6] , that construct consumer and product feature matrices in Singular Value Decomposition (SVD) form. Both algorithms can be run on distributed Hadoop system [7] . Like almost all other algorithms, these algorithms require the setting of one or more hyperparameters, such as regularization and learning rate, to build the latent factor models. These hyperparameters affect the prediction accuracy of the resulting models directly. Hyperparameter optimization problems and techniques have been studied in several disciplines such as Machine Learning and Statistics. Grid search and random search [8] are two popular methods for global optimization. All these studies, however, take for granted that hyperparameter optimization (or setting) is a one-off initial process that needs to be done only once. No study, to the best of our knowledge, has been conducted on the effect of re-selecting new hyperparameters for learning algorithms after new data has been collected over time.
Retail business environment changes rapidly. Product prices, for instance, may be changing frequently and new products appear regularly. Simply re-training the same predictive model with the addition of new data may not be sufficient to accommodate these changes. Our hypothesis is that a recommender system model may render less accuracy, or even become invalid, as the business dynamic changes over time. We propose a continuous hyperparameter optimization approach, in which hyperparameters are re-evaluated, and are re-selected if needed, before the model is re-trained with new data. The prediction accuracy of this approach is compared to traditional non-continuous approaches empirically based on a large and real retail datasets that contain both online e-commerce transactions and offline in-store transactions. Experiments show that the proposed approach outperforms a baseline approach and a state-of-the-art approach significantly in our retail scenarios.
The rest of the paper is organized as follows. We introduce the definitions of preference prediction and hyperparameter optimization in Section 2. We present and analyze the proposed approach in Section 3. We provide experimental evaluations in Section 4. We review the related work in Section 5 and conclude in Section 6.
II. PREFERENCE PREDICTION
In this paper, we narrowly define the objective of a recommender system is to suggest the top N products to each customer that he or she will most likely purchase. This kind of system, broadly speaking, involves a two-step process: preference prediction and ranking. During the prediction step, the system predicts a preference score on each available product for a targeted consumer. Higher score means that the consumer likes the product more and therefore has a higher chance to make a purchase transaction. Then, during the ranking step, the system ranks all available products for this consumer according to the predicted score. The top-ranked N products will be returned as recommendation results. Here are the formal definitions:
Definition 1 (Prediction): In our retail scenario, a prediction of consumer preference can be regarded as an estimation of the probability a consumer will purchase a product, i.e. p(purchase = 1|u, i) where u is a targeted consumer and i is a targeted product. Preference prediction of all customers on all products can be represented by a M × N matrix r where M is the total number of consumers, N is the total number of products and r mn = p(purchase = 1|m, n). There are two main techniques of Collaborative Filtering for prediction: the neighborhood approach and latent factor models approach. Latent Factor Models is a popular discipline for Collaborative Filtering that transforms both products and consumers to the same latent factor space.
Definition 2 (Hyperparameter Optimization): The term hyperparameter is used to distinguish it from regular parameters of a predictive model. Regular parameters characterize the model and they are estimated by model training using existing data. Hyperparameters, on the other hand, control how these regular parameters are estimated. Therefore, hyperparameter optimization is also called model selection. Like most machine learning algorithms, most collaborative filtering algorithms come with some tunable hyperparameters such as learning rate and regularization. Selecting appropriate settings for these hyperparameters is crucial for the accuracy of prediction. Hyperparameter optimization, or model selection, can be defined formally as an optimization problem itself, which can be written as: 
III. PROPOSED CONTINUOUS MODELING
In this paper, we study the effect of conducting automatic hyperparameter optimization continuously on recommender systems in a retail chain business. Our hypothesis is that a continuous hyperparameter optimization approach can improve prediction accuracy of a recommender system in a retail environment. We propose a novel approach to search for better hyperparameters for a targeted algorithm before each iteration of model re-training with the addition of new data. Algorithm 1 is an overview of the process. Major components of the proposed approach is described as follows. 
A. Collaborative Filtering
Retail businesses, especially those operate as a chain, collect huge amount of data every day. A parallel distributed collaborative filtering algorithm is necessary to handle the data in a scalable way. In our experiments, two popular distributed collaborative filtering algorithms, SGD and ALS-WR, are implemented. We also apply a technique to handle data of implicit consumer feedback since consumers do not express their preferences explicitly, such as rating products, in many retail scenarios.
1) Stochastic Gradient Descent:
SGD initializes feature vectors that represent the profiles of consumers and products with random values. It then computes the gradient of the cost function and updates the values with steps in the direction of the gradient based on training data [9] , [10] . This paper follows the SGD implementation of [11] , namely Bias SGD, which is a slightly improved version of pure SGD as it computes a bias for each consumer and product. The prediction accuracy is improved at the cost of extra computation. The tuning of three hyperparameters, which are listed on Table I , is needed in order to apply a SGD algorithm to construct a predictive model.
Parameter Name
Description λ regularization to prevent overfitting lrate learning rate decay learning rate decay Table I : Hyperparameters of Bias SGD Algorithm
2) Alternating Least Squares with Weighted Regularization:
ALS-WR also initializes feature vectors that represent the profiles of consumers and products with random values. It then updates the feature vectors by applying a least squares solution to solve a quadratic cost function [5] . Although the computational cost of a least squares is more expensive than the one of SGD, usually fewer ALS iterations are required to obtain similar prediction accuracy as SGD. Also, the distributed implementation of ALS is more efficient than the one of SGD. Furthermore, ALS requires less hyperparameter settings. The only hyperparameter required by ALS-WR is shown in Table II. Parameter Name Description λ regularization to prevent overfitting Table II : Hyperparameters of ALS Algorithm
3) Implicit Feedback:
In real world retail environment, consumer behavioral data is usually collected implicitly. Consumers are not required to express their preferences on products explicitly as it may intrude their shopping experiences. Therefore, the most common form of data being collected is non-negative feedback, such as purchase transactions and website browsing history. Explicit feedback such as rating is rarely collected. Under this situation, many collaborative filtering algorithms cannot be applied directly as we lack feedback on which products consumers dislike. Some techniques can be applied to solve this problem. For ALS-WR, consumers' purchase history is transformed into confidence for preference. The cost function takes not only consumer and product pairs that have interactions in the past into consideration, but all other unobserved consumer and product pairs as well. The details of this technique has been discussed in [12] . For SGD, we follow the technique described in [13] , which is a straightforward procedure to add negative examples randomly for unobserved consumer and product pairs.
B. Update with New Data
Existing literature assumes that hyperparameter optimization for collaborative filtering algorithms needs to be done once only at the initialization stage. Under this assumption, recommender systems re-train models with the same hyperparameter settings when new data comes in. This paper challenges this status quo. Our hypothesis is that the dynamics of real world environments, especially in retail businesses, change rapidly, a model that is appropriate in the past may become less effective as time goes by. Prediction accuracy of a recommender system should be improved if the model is updated, not only re-trained, continuously. To update the model continuously, the system should be able to automatically select new hyperparameter settings for the underlying algorithm when more data is collected. Tuning these hyperparameters manually is not practical as it would require human involvement every time. Automatic hyperparameter optimization technique is discussed in the next subsection.
C. Automatic Hyperparameter Optimization
Automatic hyperparameter tuning has been studied in various disciplines, such as Machine Learning and Statistics. While some techniques are algorithm-specific such as [14] and [15] , some global optimization approaches can be applied to any algorithms, including collaborative filtering algorithms. Two widely used global optimization approaches are grid search and random search [8] . Grid search is a process that searches exhaustively through a manually specified subset of the hyperparameter space of the targeted algorithm. Random search, on the other hand, selects a value for each hyperparameter independently using a probability distribution. Both approaches evaluate the cost function based on the generated hyperparameter sets. Despite its simplicity, random search has proven to be more efficient than grid search in some cases empirically [8] . Since we mainly concern about the comparison between the traditional one-off modeling approach and our proposed continuous modeling approach in this paper, the detailed study of the efficiency of hyperparameter optimization techniques is not within the scope. It is therefore reasonable to choose either one of these techniques to perform automatic hyperparameter optimization. The random search technique is chosen due to its simplicity.
IV. EXPERIMENTAL EVALUATIONS

A. Data Set
Our dataset, which is provided by a large UK retail chain business, is a 2-year anonymized product purchase records of loyalty card holders on the retailer's e-commerce site and in all physical stores of the retailer in the UK. It contains We take all records of purchase transactions and give each of them a preference score of 1. For instance, consumer u purchases a product i at time t is represented by a commaseparated line: u, i, t, 1. The resulting dataset contains only consumer-product pairs with preference score of 1 only. This transaction dataset is further divided into two: One contains transaction records of the online e-commerce site, and the other one contains transaction records of offline retail stores.
B. Evaluation Metrics
One way to evaluate the prediction accuracy of a recommender system is to measure its prediction error of preference scores directly. Recommender systems predict consumer preferences based on predictive models that are built for predicting preference scores of unseen consumerproduct pairs. A preference score ranges between 0 and 1, which can also be seen as an estimated probability of a consumer purchasing a product, i.e. p(purchase = 1|u, i) where u is the targeted consumer and i is the targeted product. A higher score means that the consumer is more likely to purchase the product. The predicted scores will be evaluated against test sets that contain the actual purchase transactions i.e. consumer-product pairs with score of 1. Root Mean Squared Error (RMSE) can be used as the prediction error metric:
where n is the total number of pairs in a test set, r i is the true score which is always 1 in this case andr i is the predicted score. The lower the RMSE score, the more accurate the predictive model is.
Normally, the end result of a recommender system is to return a top-K recommendation list. Another way to evaluate the prediction accuracy of a recommender system is, therefore, to treat the prediction as a ranking problem. Specifically, we want to evaluate the average precision of the predicted recommendation list for each consumer [16] . Suppose a consumer has purchased n products in the test dataset and the system can recommend up to K products to this consumer. The average precision score at K, i.e. ap@K, is: ap@K = K k=1 P (k)/min(n, K) where P (k) = 0 if the consumer has not purchased the k-th product of the recommended list in the test dataset and P (k) = k if otherwise. The mean average precision for M consumers at K, i.e. MAP@K, is the average of the average precision of each consumer, which is defined as:
ap@K/M . The higher the MAP@K score, the better the recommender system performs. We are going to evaluate our proposed continuous hyperparameter optimization approach with both RMSE and MAP@K metrics.
C. Experimental Setup
In this experiment, we evaluate the effect of continuous hyperparameter optimization under two separate environments, namely online e-commerce and offline stores. Under each environment, the prediction accuracy over time of three approaches is compared. In particular, this experiment evaluates and compares the consumer preference prediction accuracy of predictive models built, and updated, by three approaches on each month of the second year of our dataset, as illustrated in Fig. 1 . The detailed procedure is described as follows.
We first evaluate the online e-commerce environment along with ALS-WR algorithm. We use D1 to represent all online e-commerce transaction data of the first year and D2 m to represent all online e-commerce transaction data of the m month of the second year. For instance, D2 1 means all transaction data of the 1 st month of the second year. In this experiment, we define the width of the feature vectors for consumers and products as 20 and the maximum number of iterations as 30. By using random search technique, a pool of 1000 available hyperparameter sets, known as θ, is generated for the only hyperparameter of ALS-WR: the search range of λ is [0.01, 0.1]. The RMSE and MAP@20 of the following three approaches on each D2 m are evaluated:
Fixed: The first approach starts by selecting one set of hyperparameters from θ that performs the best based on the first year data. This set of hyperparameters is written as NewDataOnly: The second approach also starts by selecting the same set of hyperparameters, i.e. S θ (D1), from θ. A predictive model, M (D1, S θ (D1)), is built as well. We evaluate the RMSE and MAP@20 of this model on the first month of the second year, i.e. D2 1 , only. Then, we re-train the predictive model using S θ (D1) and the first year data plus the data of the first month of the second year, which becomes M (D1 + D2 1 , S θ (D1)). We evaluate the RMSE and MAP@20 of this updated model on D2 2 . Similarly, we build M (D1+D2 1 + D2 2 , S θ (D1)) and evaluate its RMSE and MAP@20 on D2 3 and so on, until we have evaluated all twelves D2 m . The hyperparameter set remains unchanged throughout the whole process. NewDataNewParams: The third approach, as outlined in Algorithm 1, also starts by selecting the same set of hyperparameters, i.e. S θ (D1), from θ. Again, a predictive model, M (D1, S θ (D1)), is built. Similar to the second approach, we evaluate the RMSE and MAP@20 of this model on the first month of the second year, i.e. D2 1 , only. Uniquely for this proposed approach, we do the hyperparameter optimization again at this stage. We try to find another set of hyperparameters from θ that performs the best based on the first year data plus the data of the first month of the second year. This new hyperparameter set, S θ (D1 + D2 1 ), may be the same as S θ (D1) if it is still the best performing set. Then, we re-train the predictive model using S θ (D1 + D2) and the first year data plus the data of the first month of the second year, which becomes M (D1 + D2 1 , S θ (D1 + D2 1 )). We evaluate the RMSE and MAP@20 of this updated model on D2 2 . Similarly, we re-select the best hyperparameter set from θ and evaluate the RMSE and MAP@20 of M (D1 + D2 1 + D2 2 , S θ (D1 + D2 1 + D2 2 )) on D2 3 and so on, until we have evaluated all twelves D2 m .
For all these approaches, the selection of the best set of hyperparameters is done by evaluating RMSE or MAP@20, according on the final evaluation metrics, with k-fold crossvalidation where k = 10. Also, techniques to handle implicit feedback data for ALS-WR and SGD discussed previously have been applied.
We want to observe two issues in particular:
• whether a hyperparameter set that doesn't perform the best at earlier month would become the best choice in later months • compare the prediction accuracy of Fixed, NewDataOnly and NewDataNewParams
The results of the experiment are shown in Fig. 2a and 2c. This experiment is repeated with another collaborative filtering algorithm -SGD. For SGD, we define the width of the feature vectors for consumers and products as 20 and Fig. 2b and 2d . At the end, the whole experimental setup is re-run again for the purchase transaction dataset of offline stores. The results are shown in Fig. 3a, 3b, 3c and 3d. Fig. 2a shows the RMSE evaluation of the consumer preference prediction using ALS-WR for the second year of the online e-commerce dataset. The NewDataOnly approach clearly outperforms the Fixed baseline approach in every month. It means that re-training the predictive model with new data every month helps to improve preference score prediction in this case. For the proposed NewDataNewParams approach, new hyperparameter sets are selected at month 5 and month 10, as shown in Table. III. The predictive model is therefore re-trained based on a new λ value from month 5 to month 9 and another new value from month 10 to month 12. During the period between month 5 to month 12, inclusively, NewDataNewParams outperforms NewDataOnly in every month except month 11. Fig. 2c shows the MAP@20 evaluation of Top-20 recommendation, i.e. MAP@20, for the same ALS-WR. As shown, the curve representing the Fixed approach fluctuates in a relatively large range while the curves of the other two approaches both appear to be relatively smoother. For the Fixed approach, the results of the top 20 recommendation perform badly on month 3, 8 and 12. The NewDataOnly approach improves the recommendation results in these and some other months significantly. It outperforms the Fixed baseline approach in 8 out of the 11 months after an exactly same starting in the first month. For the NewDataNewParams approach, it outperforms NewDataOnly every month from month 5 to month 9 -the period during which the predictive model is re-trained by the first new hyperparameter set. From month 10 to 12, when another new hyperparameter set is used, NewDataNewParams outperforms NewDataOnly in 2 out of 3 months. Table III : Selected ALS-WR Hyperparameters Fig. 2b and 2d show the RMSE and MAP@20 evaluation of prediction using SGD respectively. For the proposed NewDataNewParams approach, a new hyperparameter set is selected at month 8, as shown in Table. IV. Similar to the results for ALS-WR, the NewDataOnly approach outperforms the Fixed baseline approach in most months. Unlike ALS-WR, a new hyperparameter set is selected once only for the NewDataNewParams at month 8. Since then, the NewDataNewParams approach slightly outperforms the NewDataOnly approach in every month except at month 9 based on RMSE evaluation. In addition, the NewDataNewParams approach slightly outperforms the NewDataOnly approach in every month based on MAP@20 evaluation. The observations are similar to those under ALS-WR. Table IV : Selected SGD Hyperparameters
D. Effectiveness on the Online Site
In this experiment for the online e-commerce site, there are two main observations: Firstly, a hyperparameter set that is not the best choice at the beginning may become the best choice as more data is being collected over time; Secondly, conducting hyperparameter optimization continuously as more data is being collected improves prediction accuracy in general. Fig. 3a shows the RMSE evaluation of the consumer preference prediction using ALS-WR for the second year of the offline stores dataset. Same as the result for the online e-commerce dataset, the NewDataOnly approach clearly outperforms the Fixed baseline approach in every month. For the proposed NewDataNewParams approach, a new hyperparameter set is not selected until month 10 and it is the only time a new hyperparameter set is selected, as shown in Table. III. The predictive model is therefore retrained based on a new λ value from month 10 to month 12. In these 3 months, NewDataNewParams always outperforms NewDataOnly . Fig. 3c shows the MAP@20 evaluation of Top-20 recommendation for ALS-WR. As shown, the curve representing the Fixed approach fluctuates in a relatively large range while the curves of the other two approaches appear to be relatively smoother. Unlike the online ecommerce environment, the NewDataOnly approach and the NewDataNewParams approach do not seem to have smoothen the curve when comparing to the Fixed approach under the offline stores environment. Both approaches outperform the Fixed approach in all months except month 4 and month 7. For the NewDataNewParams approach, a new hyperparameter set is selected at month 10. It outperforms NewDataOnly on month 10 and 12 but underperforms on month 11. The advantage of NewDataNewParams over NewDataOnly is relatively uncertain in this case. Fig. 3b and 3d show the RMSE and MAP@20 evaluation of prediction using SGD respectively. For RMSE evaluation, the NewDataOnly approach outperforms the Fixed baseline approach in all months except month 3. A new hyperparameter set is selected once only for the NewDataNewParams at month 6, as shown in Table. IV, which is much earlier than the case of ALS-WR. Since then, the NewDataNewParams approach outperforms the NewDataOnly approach in every month except at month 7 based on RMSE. For MAP@20 evaluation, the NewDataOnly approach outperforms the Fixed baseline approach significantly in all months except month 5. After the predictive model is re-trained with the newly selected hyperparameter set at month 6, the NewDataNewParams approach outperforms the NewDataOnly approach significantly, except in month 10 where NewDataNewParams performs even worse than the baseline. In this experiment for the offline stores of the retail business, the general outcomes are similar to those of the online e-commerce site. The major difference is that a new hyperparameter set for ALS-WR is not selected until a much later stage in the offline stores environment. Because of this, the advantage of the NewDataNewParams approach over the NewDataNewParams approach is not conclusive in this single scenario. One possible reason is that the business dynamics or consumer preference does not change much in a year in the offline stores environment, therefore a new model selection is not necessary until a later time. Another possible reason, however, is that the hyperparameter optimization technique we apply is not efficient enough to find an optimal hyperparameter set that can improve the performance earlier.
E. Effectiveness on Offline Stores
Identifying the real reason may become part of our future work.
V. RELATED WORK
In this section, we review the related work, which can be categorized into two parts: collaborative filtering and hyperparameter optimization.
Collaborative Filtering. The term CF was started by the first CF recommender system -Tapestry [17] . Since CF approach requires no domain knowledge and it is generally more accurate due to the power of uncovering hidden patterns, it attracts a lot of attention from the research community [18] , [19] and it is widely used in commercial systems [1] . There are two primary techniques for CF to build predictive models using previous behavioral data, they are: the neighborhood approach and latent factor models. Neighborhood approach, such as item-based algorithm [3] , estimates the relationships between product or consumer pairs, which are used for making prediction. Latent factor models, such as Singular Value Decomposition (SVD), estimates feature vectors that represent product and consumer profiles, which make them directly comparable. Latent factor models tend to be more accurate than neighborhood models [11] . The two widely used scalable algorithms of latent factor models are SGD [6] , [11] and ALS-WR [5] , which are implemented in the experiments of this paper.
Automatic Hyperparameter Optimization. Almost all collaborative filtering algorithms come with one or more adjustable hyperparameters, such as regularization and learning rate. The setting of these values plays a key role on the generalizability and accuracy of the predictive model [20] . The problem of finding better hyperparameter values for an algorithm to improve prediction accuracy or to optimize certain goals is called hyperparameter optimization or model selection. This problem has been studied in multiple disciplines in the past, for instance, response surface methodology [21] is a popular method for tuning parameters in statistics while in Machine Learning, advanced methods to optimize hyperparameters have been proposed, such as the use of Gaussian Process [22] , Random Forests [23] , Tree-structured Parzen Estimator [24] and Reinforcement learning [25] . On the other hand, two simple techniques are widely used in commercial industries, they are: grid search and random search [8] . Grid search is a process that searches exhaustively through a manually specified subset of the hyperparameter space of the targeted algorithm. Random search, on the other hand, selects a value for each hyperparameter independently using a probability distribution. Existing literature in collaborative filtering, or in recommender systems in general, handle hyperparameter settings by trial and error manually. While this approach may be acceptable if we need to conduct hyperparameter optimization only once at the initial stage, it is impractical when we want to conduct continuous hyperparameter optimization when new data comes it repeatedly. We, therefore, apply random search as a baseline hyperparameter optimization technique on collaborative filtering algorithms in this paper.
VI. CONCLUSION AND FUTURE WORK
In this paper, we investigate whether re-selecting hyperparameters for model selection repeatedly after the introduction of new data would have any impact on the prediction accuracy of recommender systems. Previous literatures assume that the process of hyperparameter optimization, or model selection, is needed only once at the initial stage. Therefore, the widely accepted approach nowadays is to re-train the predictive model periodically using the same hyperparameter settings after new data is collected.
The main contribution of the paper is to present a novel study on the effect of optimizing hyperparameters continuously. Three approaches have been evaluated: Firstly, it is F ixed, which is a baseline approach that does not re-train the predictive model at all. Secondly, it is N ewDataOnly, which is the existing state-of-the-art approach used by researchers and practitioners in the industry. For this approach, the predictive model is re-trained periodically with new data. However, the hyperparameter settings are fixed once they are defined at the initial stage. Thirdly, it is our proposed N ewDataN ewP arams, which tries to optimize the hyperparameter settings every time before the predictive model is re-trained with new data. We have shown that the proposed continuous hyperparameter optimization approach, i.e. N ewDataN ewP arams, improves prediction accuracy of a recommendation system most of the time empirically. In particular, experiments show that the improvement has been achieved in both scalable collaborative algorithms (ALS-WR and SGD) that we have implemented. Experiments also show that the proposed approach improves prediction accuracy of recommender systems for both online e-commerce site and offline retail stores of the retail chain business that we have investigated.
We conclude that, in our retail scenarios, not only does our proposed approach outperforms the baseline approach F ixed significantly, it also outperforms the existing stateof-the-art approach N ewDataOnly: For experiments on the online e-commerce dataset, N ewDataN ewP arams has an average of 15.8% and 22.6% improvement over N ewDataOnly in terms of MAP@20 for ALS-WR and SGD respectively, with a maximum improvement of 51.9% and 139.5% respectively on the best months. N ewDataN ewP arams also has an average of 1.9% and 2% improvement over N ewDataOnly in terms of RMSE for ALS-WR and SGD respectively, with a maximum improvement of 7.2% and 8.7% respectively on the best months. For experiments on the offline stores dataset, N ewDataN ewP arams has an average of 2.1% and 22.65% improvement over N ewDataOnly in terms of MAP@20 for ALS-WR and SGD respectively, with a maximum improvement of 30% and 126.7% respectively on the best months. N ewDataN ewP arams also has an average of 1% and 5.6% improvement over N ewDataOnly in terms of RMSE for ALS-WR and SGD respectively, with a maximum improvement of 4.5% and 22.1% respectively on the best months. We have also discovered that a hyperparameter set that is not selected at the initial stage may become the best choice at a later time.
This paper presents a new direction to improve the prediction performance of large-scale recommender systems in real-world retail scenarios. It is worth mentioning that a new hyperparameter set can only be selected in much later iteration in some situations in our experiments. Further work needs to be done to determine whether it is caused by the inefficiency of the selected automatic hyperparameter tuning technique, or that it is due to some limitations of the continuous hyperparameter optimization approach in certain cases. Future work should also consider the use of other automatic hyperparameter optimization techniques that are more efficient and less expensive computationally.
