Solving combinatorial problems is an interplay between search and inference. In this thesis, we focus on search and investigate its important aspects. We start with complete search procedures and consider binary search, which is frequently used to augment a feasibility solver to handle optimization problems. In this setting, we often observe that negative trials (i.e., showing that a certain solution quality cannot be achieved) are significantly harder than positive trials. We consider a simple cost model where negative trials cost a constant factor more than positive trials and show how binary search can be biased optimally to achieve optimal worst-case and average-case performance.
