A wide variety of intricate dynamics may be created at border-collision bifurcations of piecewise-smooth maps, where a fixed point collides with a surface at which the map is nonsmooth. For the border-collision normal form in two dimensions, a codimension-three scenario was described in previous work at which the map has a saddle-type periodic solution and an infinite sequence of stable periodic solutions that limit to a homoclinic orbit of the saddle-type solution. This paper introduces an alternate scenario of the same map at which there is an infinite sequence of stable periodic solutions due to the presence of a repeated unit eigenvalue in the linearization of some iterate of the map. It is shown that this scenario is codimension-four and that the sequence of periodic solutions is unbounded, aligning with eigenvectors corresponding to the unit eigenvalue.
Introduction
The coexistence of attractors is a critical feature of many nonlinear dynamical systems [1] . For such systems the long-term dynamics can be altered by changing the initial conditions. When boundaries of basins of attraction are highly intertwined, long-term dynamics can be extremely sensitive to initial conditions and physical experiments may be inherently unpredictable. This form of unpredictability in a deterministic system is different to that caused by the presence of a single chaotic attractor for which the exact dynamics cannot be accurately forecast on a long timescale, but statistical properties of the long-term dynamics can be determined. Multistable systems often exhibit relatively novel dynamics in the presence of noise. A solution remains near an attractor until noise drives the solution elsewhere. Consequently, with noise of an appropriately intermediate strength, solutions may experience periods of relatively steady behavior separated by rapid transitions between neighborhoods of the attractors.
Bistability is a familiar phenomenon in dynamical systems. The coexistence of two attractors is common near subcritical Hopf bifurcations and tipping points of climate models [2] . The coexistence of a large number of attractors is more exotic, yet important in many areas of applied science. The observation that stable beating solutions and a variety stable bursting solutions can coexist in a model of a single neuron has been used to argue that the neuron is able to exhibit sophisticated information processing [3] . Multistability has been described in circulation models of oceans for which different attractors correspond to different stable convection patterns [4] . In [5] it was shown that the addition of a buffer step to a model of an autocatalator creates infinitely many coexisting attractors. Extreme multistability has also been described in various prototypical models such as the Duffing oscillator [6] , a single kicked rotor [7] , and the Hénon map [8] .
In [9] it was shown that smooth maps exhibit infinitely many attractors on a dense set of parameter values (known as a Newhouse region) near where the map has a homoclinic tangency. Typically the related bifurcation structure is extremely complex involving nested bifurcation sequences [10, 8] . Area-preserving maps may exhibit infinitely many elliptic periodic orbits [11] . If a small amount of dissipation is added, the periodic orbits become attracting but finite in number. In [12] it was found that the number of coexisting attractors appears to be inversely proportional to the magnitude of the dissipation. For networks of weakly coupled oscillators for which clusters tend to synchronize, many different clusters are often possible corresponding to the coexistence of many stable solutions [13] .
This paper investigates large numbers of coexisting attracting periodic solutions in the twodimensional border-collision normal form,
The map (1.1) is piecewise-linear and continuous and describes dynamics local to border-collision bifurcations which arise in piecewise-smooth models of diverse physical systems [14, 15, 16] . The map (1.1) has been the topic of many investigations [17, 18, 19, 20, 21] , and multistability is emphasized in [22, 23, 24] . Border-collision for (1.1) occurs at µ = 0. The dynamics for µ = 0 is independent to the magnitude of µ, up to a spatial scaling, and represents dynamics created by the border-collision bifurcation at µ = 0. For this reason, throughout this paper µ is treated as fixed at a nonzero value, with which the parameter space of (1.1) is R 4 , because τ L , δ L , τ R and δ R are each permitted to take any value in R.
To study (1.1) it is convenient to associate orbits with symbol sequences on an alphabet {L, R}. A sequence is defined by setting the i th symbol of the sequence to L if x i < 0, and setting the i th symbol to R if x i > 0. (Either symbol may be chosen if x i = 0.) Any periodic solution to (1.1) has an associated symbol sequence, S, that is periodic, and is referred to as an S-cycle. In previous work [25] it was shown that there exist codimension-three points of parameter space at which (1.1) has a saddle-type periodic solution, say an X -cycle, with a coincident homoclinic connection, and infinitely many stable X k Y-cycles, for some Y. As k → ∞, the X k Ycycles limit to a homoclinic orbit of the X -cycle. The stability multipliers of the X -cycle, λ 1 and λ 2 , must satisfy λ 1 λ 2 = 1. Three particular examples were given for which the X k Y-cycles are not only stable, but attracting. Since this phenomena is codimension-three and parameter space is four-dimensional, there exist curves along which this phenomena occurs for a given combination of X and Y.
A summary of the content and organization of this paper is as follows. Further conventions for (1.1) are given in §2, and the codimension-three scenario summarized above is further outlined in §3.1. Next it is assumed that τ L , δ L , τ R and δ R vary smoothly with a single parameter ε, where ε = 0 corresponds to a codimension-three point, and the effect of increasing ε from zero is studied.
If the X k Y-cycles are attracting when ε = 0, then regardless of the direction in parameter space that we head from ε = 0, each X k Y-cycle is admissible and attracting over an interval of ε-values. In §3.2, upper and lower bounds are obtained for the upper end-point of this interval. Both bounds are proportional to λ 2 (0) k , where λ 2 (ε) denotes the unstable stability multiplier of the X -cycle. ( The bifurcation values of single-round periodic solutions near homoclinic tangencies of smooth maps satisfy the same limiting behavior [26, 27, 28] .) It follows that if ε K denotes the supremum value of ε for which the number of coexisting attracting X k Y-cycles is equal to K, then ε K ∼ ϕ(K)λ 2 (0) K , where ϕ(K) is bounded between positive constants. In §3.3 this scaling law is illustrated for three examples.
In §4.1 novel codimension-four points are introduced at which (1.1) has infinitely many stable X k Y-cycles. At these points M X has a repeated unit eigenvalue, where M X is in general a matrix whose eigenvalues are the stability multipliers of the X -cycle, although at the codimension-four points the X -cycle does not exist. It is tempting to infer that the codimension-four points are end-points of curves of codimension-three points at which λ 1 = λ 2 = 1, however this is not the case. It is found that the codimension-four points must be distant from a codimension-three scenario involving the same X and Y. In contrast to the codimension-three points, the X k Ycycles cannot be attracting, and as k → ∞ the X k Y-cycles grow in size without bound. The structure of the X k Y-cycles is discussed in §4.2, and in §4.3 examples are given for three different choices of X and Y. These are derived by performing calculations based on the requirement that M X has a repeated unit eigenvalue. The validity of these examples is formally verified by explicitly computing each point of the X k Y-cycles for an arbitrary value of k. Section 5 concerns perturbations from the codimension-four points. If the direction in parameter space that we head from ε = 0 is chosen appropriately, then for small ε > 0 there are a large number of attracting X k Y-cycles. In §5.1, Theorem 5.1 tells us exactly which directions are appropriate and is proved by looking at the stability of the X k Y-cycles. Admissibility of X k Y-cycles is studied in §5.2 from which it is found that we have the alternate scaling law, ε K ∼ ϕ(K)K −2 . In §5.3 this scaling law is illustrated for the three examples of §4.3. Finally §6 presents a summary and discussion. Appendices A-D contain detailed aspects of the proofs of the results.
Symbolic dynamics and periodic solutions
We denote the left and right half-maps of (1.1) by
where
For any symbol sequence S : Z → {L, R} and initial point (x 0 , y 0 ), the orbit defined by
for i ≥ 0, constitutes a forward orbit that "follows S". If this orbit has the property that x i ≤ 0 whenever S i = L, and x i ≥ 0 whenever S i = R, then it is also an orbit of (1.1) and we say it is admissible. If S is periodic, then it is specified by n consecutive symbols, say S 0 · · · S n−1 , where n is the minimal period of S. To avoid later confusion, here let us be somewhat punctilious and note that the list S 0 · · · S n−1 is finite and is therefore a word. Moreover, S 0 · · · S n−1 is a primitive word (that is, cannot be written as a power) because n is the minimal period. Conversely, given a primitive word S 0 · · · S n−1 , the infinite repetition of this word generates a periodic symbol sequence with minimal period n. Consequently, periodic symbol sequences of minimal period n are isomorphic to primitive words of length n. For this reason we may use periodic symbol sequences and primitive words interchangeably, which is particularly convenient in regards to the form [29, 30, 21] , for any periodic symbol sequence S of minimal period n, we let
denote the n th iterate of (1.1) following S. The map f S is affine, and its matrix part is
Throughout this paper we use the notation x is a fixed point of f S . Consequently, the S-cycle is unique if and only if I − M S is non-singular. Equivalently, the S-cycle is unique if and only if M S does not have a unit eigenvalue.
If the S-cycle is admissible (that is, x S i ≤ 0 whenever S i = L, and x S i ≥ 0 whenever S i = R) and has no points on the switching manifold (that is, x S i = 0, for each i), then the image of a small neighborhood of x S 0 , y S 0 under n iterations of (1.1) is given by f S . In this case the stability of the S-cycle is determined by the eigenvalues of M S . The S-cycle is stable if both eigenvalues of M S have modulus less than or equal to 1, and attracting if both eigenvalues have modulus less than 1. It follows that the S-cycle is stable if and only if 8) and is attracting if and only if the inequalities are satisfied strictly. Note that if the S-cycle is unique, equality is not possible in (2.6) because this corresponds to a unit eigenvalue.
Perturbations from codimension-three points
In this section we study perturbations from the codimension-three points of (1.1) that were introduced in [25] . We fix µ = 0 and suppose that the remaining parameters of (1.1) vary smoothly with a real-valued parameter ε, where ε = 0 corresponds to a codimension-three point for some X and Y. In §3.1 we review the codimension-three points. In §3.2 we determine upper and lower bounds on the supremum value of ε for which X k Y-cycles are admissible and attracting. Lastly in §3.3 we transform these bounds into a scaling law that we illustrate for three examples.
3.1 Multistability due to a coincident homoclinic connection.
We suppose that M X (ε) has eigenvalues λ 1 (ε) and λ 2 (ε), with λ 1 (0) = λ 2 (0) and λ 1 (0), λ 2 (0) = 1. The latter assumption on the eigenvalues implies that (1.1) has a unique X -cycle for small values of ε. We let ζ 1 (ε) and ζ 2 (ε) denote corresponding eigenvectors that vary smoothly with ε, and let Q(ε) = [ζ 1 (ε), ζ 2 (ε)]. We then consider the change of coordinates
and, for any S, let g S denote f S in (u, v)-coordinates. The purpose of this coordinate change is so that g X is given simply by
where w = (u, v). At this stage have no knowledge of the map g Y , other than that it is affine, so we write it as
for some γ ij , σ 1 and σ 2 . The following theorem is taken from [25] .
R ∈ R and µ = 0. Suppose there exist infinitely many values of k ≥ 1 for which (1.1) exhibits a unique, admissible, stable S[k]-cycle that has no points on the switching manifold. Suppose that the eigenvalues of M X (0) are 0 ≤ λ 1 (0) < 1 < λ 2 (0), and that ζ 2 (0) (the eigenvector corresponding to λ 2 (0)) is not a scalar multiple of [0, 1] T . Then
iii) γ 21 (0) = 0 and σ 1 (0) = 0. Theorem 3.1 is slightly weaker than the analogous result stated in [25] in that part (iii) of the above theorem is proved as a step towards demonstrating that S[k]-cycles limit to an orbit that is homoclinic to the X -cycle as k → ∞. The conditions γ 21 (0) = 0 and σ 1 (0) = 0 are crucial to the analysis below, whereas the existence of a homoclinic connection is not needed and indeed the existence and nature of homoclinic orbits for ε > 0 is beyond the scope of this paper.
3.2 Stability and admissibility of periodic solutions for perturbed parameter values
The matrix part of (3.4) has the same spectrum as
Given any suitably large value of k, we first establish an upper bound on the largest value of ε for which the eigenvalues of M S[k] (ε) have modulus less than or equal to 1. For values of ε greater than this bound, if the S[k]-cycle is admissible with no points on the switching manifold then it cannot be stable.
Lemma 3.2. Suppose µ = 0 and that the remaining parameters of (1.1) vary smoothly with ε.
Suppose that when ε = 0 (1.1) satisfies the assumptions of Theorem 3.1. Suppose γ ′ 22 (0) = 0. Then there exists ε * > 0 and k min ∈ Z, such that for all k ≥ k min and
-cycle is admissible with no points on the switching manifold, then it is unstable.
We expect that the point in parameter space corresponding to ε = 0 lies on a curve of codimension-three points associated with Theorem 3.1. The condition γ ′ 22 (0) = 0 ensures that as we increase the value of ε from zero, we move away from this curve in a transverse direction.
Proof. We have λ 1 (0) < 1, λ 2 (0) > 1 and γ 22 (0) = 0, thus by (3.6), The next lemma gives an analogous lower bound on the largest value of ε for which the S[k]-cycle is admissible and attracting. This result is considerably more difficult to obtain because it is necessary to demonstrate that every point of an S[k]-cycle lies on the correct side of the switching manifold.
If the S[k]-cycles are attracting when ε = 0, then there is a large number of admissible, attracting S[k]-cycles for a perturbation in any direction from ε = 0. Alternatively if S[k]-cycles are stable but not attracting when ε = 0, only certain directions will work. In this case we have equality in one of (2.6)- 
det (M X (ε)) ε=0 < 0, and therefore S[k]-cycles are attracting for small ε > 0 if this inequality holds.
Lemma 3.3. Suppose µ = 0 and that the remaining parameters of (1.1) vary smoothly with ε. Suppose that when ε = 0 (1.1) satisfies the assumptions of Theorem 3.1 and
Then there exists k min ∈ Z and ∆ > 0, such that for all k ≥ k min and 0 < ε ≤ ∆λ −k 2 (0), the S[k]-cycle is admissible and attracting.
As k → ∞, S[k]-cycles approach an orbit that is homoclinic to the X -cycle. Equation (3.8) is equivalent to the assumption that this homoclinic orbit has no points on the switching manifold. If (3.8) does not hold then S[k]-cycles are closer to the switching manifold than they are in generic scenarios, and consequently it may be possible for perturbations smaller than ε ∝ λ −k
From these equations we can see that there exists k min ∈ Z and ∆ > 0 such that the stability conditions (2.6)-(2.8) hold strictly for all k ≥ k min and 0 < ε ≤ ∆λ −k 2 (0). In this case if the S[k]-cycle is admissible, it is also attracting.
In order to verify admissibility it suffices to write det
0 (ε). From (3.2) and (3.4) we find that the j th iterate of this point under g X is given by
, (3.9) where n X denotes the length of the word X . By using the bounds
we can conclude from (3.9) with j = 0 that w
for i = 0, 1, . . . up to any k-dependent value. Importantly, this value must be independent of k, because k may be arbitrarily large. For the purposes of this proof we use (3.10) for i = 0, . . . , n X − 1. Similarly from (3.9) with j = k − 1 and n X + n Y subsequent iterations of g L and g R following X Y, we may say that (3.10) also holds for all i = (k − 1)n X , . . . , kn X + n Y − 1. We can now choose ∆ > 0 such that as ε ranges from 0 to ∆λ
(ε) remains on the same side of the switching manifold for all i = 0, . . . , n X − 1 and i = (k − 1)n X , . . . , kn X + n Y − 1 (and ∆ > 0 is chosen sufficiently small that the S[k]-cycles are attracting for large k). Then these points are admissible and it remains to verify the admissibility of w
S[k]
jn X +m (ε) for all j = 1, . . . , k−2 and m = 0, . . . , n X − 1.
All points in the triangle with vertices w
m (ε) and w
(k−1)n X +m (ε) lie on the same side of the switching manifold for all 0 < ε ≤ ∆λ −k 2 (0), because, as we have just shown, for each m, these three points are admissible for all values of ε in this range. In the case m = 0, we note that each w
(ε) lies inside the given triangle and is therefore admissible. The same is true for each m = 0 as can be seen by repeating this argument for coordinates centered at w X m (ε) with axes that coincide locally with the stable and unstable manifolds of this point.
A scaling law for the number of attracting periodic solutions
For small ε > 0, let κ(ε) denote the number of S[k]-cycles that are admissible and attracting. For a suitably small value ε * > 0, and any positive integer K, let
denote the supremum value of ε for which the number of admissible, attracting S[k]-cycles is equal to K. The following result is a simple consequence of Lemmas 3.2 and 3.3. 
for a function ϕ(K) that is bounded between positive constants.
Proof. Letφ = (0). We therefore have (3.12), where ∆λ
The values ε K are bifurcations at which an S[k]-cycle loses either stability or admissibility. Intuitively we expect that for large K each ε K to corresponds to the same type of bifurcation. Indeed this is case for the three examples given below (and for the three examples of §5.3). The bifurcations are border-collision bifurcations at which one point of an S[k]-cycle collides with the switching manifold and admissibility is lost. A search for parameter values where these particular bifurcations occur leads to ε K ∼ ϕλ 2 (0) −K , for some constant ϕ. It remains to determine whether or not ϕ(K) in (3.12) is constant in general, and study the nature of the sequence of bordercollision bifurcations. This is discussed further in §6.
Here we illustrate (3.12) by numerically computing S[k]-cycles for parameter values near three points in parameter space satisfying the assumptions of Theorem 3.1 that were given in [25] . For each example we consider the arbitrary linear perturbation 
with which γ ′ 22 (0) = 0 so that as we increase ε from zero we move away from this curve transversely, as is the case for a generic perturbation. Different values of a, b, c and d give similar results.
We first consider
At these parameter values (1.1) with µ = 1 has an S[k]-cycle for all k ≥ 1, where th point of the S[K]-cycle collides with the switching manifold. If ϕ(K) is a constant, the scaling law (3.12) predicts that
≈ 0.4615, and, as shown in the inset of Fig. 1 -A, this prediction is consistent with the data.
With ε = 0.009, for example, we have κ = 3. The corresponding three S[k]-cycles are shown to the right of panel A. The X -cycle is also shown here. The stable manifold of the X -cycle has a complicated structure (for clarity only part of the manifold near the X -cycle is shown) but does not appear to intersect the unstable manifold of the X -cycle at these parameter values.
The values
approximate (to ten significant figures) a point in parameter space at which (1.1) with µ = 1 has infinitely many attracting S[k]-cycles, where
≈ 0.6175 and, as shown in Fig. 1-B , the scaling law (3.12) appears valid. Finally, panel C of Fig. 1 corresponds to = λ 1 (0) (the stable stability multiplier of the X -cycle when ε = 0). Also included is a phase portrait corresponding to ε = 0.009 in panel A. Each point of the three S[k]-cycles that are admissible and attracting (k = 1, 2, 3) is connected by a dotted line segment to its third iterate under (1.1). Parts of the stable and unstable manifolds of the X -cycle are also shown.
Multistability due to a repeated unit eigenvalue
This section investigates the coexistence of a large number of stable X k Y-cycles due to M X having a repeated unit eigenvalue. In §4.1 it is shown that infinite coexistence via this mechanism is a codimension-four phenomenon. Additional properties of the X k Y-cycles are discussed in §4.2 and three examples of codimension-four points are given in §4.3.
We first show that if the geometric multiplicity of the repeated unit eigenvalue of M X is 1 (that is, the corresponding eigenspace is one-dimensional, as is generically the case), then the corresponding eigenspace cannot be tangent to the switching manifold.
R ∈ R and µ = 0. Suppose there exist infinitely many values of k ≥ 1 for which (1.1) exhibits a unique, admissible, stable S[k]-cycle that has no points on the switching manifold. Suppose that M X has a repeated unit eigenvalue of geometric multiplicity 1. In Appendix A we show that if [0, 1] T is an eigenvector of M X , then for all j = 0, . . . , k,
for some constants ρ 1 , γ 11 , σ 1 ∈ R, with γ 11 = 1. (Take care to note that these constants differ from those used in the remainder of this section.) By (4.1) we have, in particular,
Therefore, regardless of the values of ρ 1 , γ 11 and σ 1 , the signs of x
are the same for large values of k. This contradicts the admissibility assumption, hence [0, 1] T cannot be an eigenvector of M X .
A codimension-four scenario for infinite coexistence
Here we first introduce an alternate coordinate system in which calculations are simplified because M X is transformed to a triangular matrix, and then state and describe consequences of infinite coexistence due a repeated unit eigenvalue.
Suppose M X has a repeated unit eigenvalue with a one-dimensional eigenspace equal to all non-zero scalar multiples of [1, ν] T , for some ν ∈ R. In order to transform M X to a triangular matrix, we let
and consider the coordinate change
We let w = (u, v), and for any periodic symbol sequence S, let
where ω 12 = 0 (because the eigenspace of M X is one-dimensional) and ρ 1 , ρ 2 ∈ R. The matrix part of (4.4) represents the transformation of M X (the matrix part of f S ) to (u, v)-coordinates. Also we write
for some real-valued constants γ ij , σ 1 and σ 2 . Note that unlike for the ε-dependent (u, v)-coordinate system used in §3, here the switching manifold is simply u = 0. The assumption that M X has a repeated unit eigenvalue is a codimension-two restriction on the parameter values of (1.1). Assuming that there is no degeneracy in the conditions γ 21 = 0 and γ 22 = −1, it follows that Theorem 4.2 describes a scenario that is at least codimension-four. From the results of the next section we conclude that this scenario is codimension-four. Indeed, higher codimension scenarios are not possible for the two-dimensional border-collision form with µ = 0 because there are only four parameters that we may vary.
Proof of Theorem 4.2. We prove parts (i)-(iii) in order. i) We first combine (4.4) and (4.5) in order to obtain an expression for the map g S [k] . Straightforward calculations reveal that powers of (4.4) are given by
The composition of (4.5) and (4.6) is 
is the unique fixed point of (4.7). By computing this point and iterating it j times under g X (4.4), we obtain the formula iii) By (4.8), 
valid for all j = 0, . . . , k. Since S[k] jn X = X 0 , for all j = 0, . . . , k − 1, if S[k]-cycles are admissible for large k, and, say, X 0 = R, then by (4.11) we must have ω 12 ρ 2 < 0, because ω 12 = 0 and , and for large k the direction of this point from the origin is roughly the same as the direction of the vector [1, 0] T . We say that the points w
align asymptotically with [1, 0] T , because the size of the convex hull of the points is proportional to k 2 , yet each point is only an O(k) distance from a scalar multiple of [1, 0] T . To investigate the behavior of the other points of the S[k]-cycles, let us write
for six m-dependent coefficients ψ ijm , χ 1m and χ 2m . The map (4.13) gives the image of a point w under m iterations of (1.1) following X . For m = 0, (4.13) is the identity map. For all j = 0, . . . , k − 1 and m = 0, . . . , n X − 1,
In view of (4.11), the points w
jn X +m align asymptotically with [ψ 11m , ψ 21m ] T . By multiplying this vector by Q, we see that in (x, y)-coordinates these points align asymptotically with [ψ 11m , ψ 11m ν + ψ 21m ]
T . It is a straight-forward exercise to show that this vector is the unique eigenvector of M X (m) , where X (m) denotes the m th left shift permutation of X . We now show that none of these vectors are tangent to the switching manifold. Proof. Suppose for a contradiction ψ 11m = 0. Then by (4.14), u
, where ψ 12m = 0 (for otherwise the matrix part of (4.13) would be singular, which is not possible because M X is nonsingular). It follows that the signs of u 
Note that from (4.11) and (4.14) we have
Therefore (4.12) may be generalized to:
Examples of codimension-four points
Here we identify values of τ L , δ L , τ R and δ R , for which (1.1) has infinitely many stable S[k]-cycles for three different combinations of X and Y. To find such values, given X and Y, we first use the assumption that M X has a repeated unit eigenvalue to obtain two conditions on the parameter values. We then construct
An example with n X = 3
In [21] , by numerically computing Arnold tongues and simply looking at where they overlap, it was found that with 
This suggests that the combination (4.18) may give infinite coexistence for a set of parameter values near (4.17). Straight-forward calculations for the matrices A L and A R reveal that with X = R 2 L, M X has a repeated unit eigenvalue when
Q is given by (4.2) and Y = LRL 2 , we obtain
By plotting (4.20) and (4.21), it is quickly seen that there are only two points, (τ R , δ R ), at which γ 21 = 0 and γ 22 = −1. One of these points is (τ R , δ R ) = 1 + √ 2, 1 , but at this point all S[k]-cycles are virtual (for both µ = 1 and µ = −1), so we do not consider it further. The other point is (τ R , δ R ) = 1 − √ 2, 1 , which with (4.19) gives An example with n X = 4
Replacing R with R 2 in (4.18) produces
Here M X has a repeated unit eigenvalue when
With (4.24), [1, ν] T is an eigenvector of M X with ν =
. By evaluating Γ = Q −1 M Y Q we obtain expressions for γ 21 and γ 22 in terms of τ R and δ R that are too complicated to include here. Numerical computations of these expressions indicate that there is a unique choice of parameter values for which γ 21 = 0, γ 22 = −1, and S[k]-cycles are admissible for large k. To state these parameter values succinctly, we note that with (4.24) and δ R = 1 we have
(4.25)
The parameter values are
where τ R is a root of the quartic polynomial, τ 
Then the map (1.1) with (4.26) and µ = 1 has a unique S[k]-cycle for all k ≥ 1, that is admissible and stable for all k ≥ 4, and is virtual otherwise.
An example with n
(Similar examples may be obtained by defining Y to be a different power of R.) With (4.27), M X = A L , therefore M X has a repeated unit eigenvalue when In this section we study perturbations of (1.1) from a general codimension-four point at which Theorem 4.2 is satisfied and at which δ L = δ R = 1 (with the exception that this assumption is not required in Lemma 5.2). By assuming δ L = δ R = 1, we able to produce strong results. It remains to determine if the assumptions of Theorem 4.2 can be satisfied at a point for which δ L , δ R = 1.
Stability of periodic solutions for perturbed parameter values
Here we investigate the stability of S[k]-cycles. The matrices A L (ε) and A R (ε) are smooth functions of ε, as is any product of these matrices. Thus if M X (ε) has a repeated unit eigenvalue when ε = 0, we can write
for some constants α, β ∈ R. These constants are determined by the direction in four-dimensional parameter space that we head by varying ε from zero. We then have the following theorem.
Theorem 5.1. Suppose µ = 0 and that the remaining parameters of (1.1) vary smoothly with ε.
Suppose that when ε = 0 (1.1) satisfies the assumptions of Theorem 4.2 and δ L (0) = δ R (0) = 1.
Suppose α = 0 and α = β, where α and β are defined by (5.30) and (5.31). Then the following statements are equivalent:
ii) there exists ε * > 0, such that for all 0 < ε ≤ ε * , the eigenvalues of M X (ε) are complexvalued and have modulus less than 1;
iii) there exists k min ∈ Z and ∆ > 0, such that for all k ≥ k min and 0 < ε ≤ ∆k −2 , the eigenvalues of M S[k] (ε) have modulus less than 1.
Furthermore, with β < α < 0 the eigenvalues of M X are λ(ε) = r(ε)e ±iθ(ε) , where
For a small perturbation of parameter values in any direction from a codimension-four point, (1.1) has a large number of admissible S[k]-cycles. Theorem 5.1 tells us that these S[k]-cycles will be attracting exactly when we choose the direction of perturbation such that β < α < 0. Moreover, the same condition indicates whether or not M X (ε) has complex eigenvalues with modulus less than 1.
Proof. The eigenvalues of
By substituting (5.30) and (5.31) into this expression and converting to polar form we obtain (5.32). Therefore, if β < α < 0, then r(ε) < 1 and θ(ε) ∈ R for all sufficiently small ε > 0. Conversely, if the eigenvalues of M X (ε) are complex and have modulus less than 1 for arbitrarily small ε > 0, then by (5.32), since α = 0 and α = β, we must have β < α < 0. This verifies the equivalence of (i) and (ii). To verify that (i) implies (iii), we use (5.32) to show that, if β < α < 0, then for all k ∈ Z, 
where we have substituted cos(kθ(ε)) = 1 − k
, and sin(kθ(ε)) = It remains to verify that (iii) implies (i). For any fixed value of k, by expanding (5.33) and (5.34) in ε through the use of (5.32), we obtain 
and therefore the inequalities (2.6)-(2.8) hold strictly for arbitrarily large k and small ε > 0 only if β < α < 0 (since α = 0 and α = β).
Admissibility of periodic solutions for perturbed parameter values
Here we study admissibility of the S[k]-cycles. Lemma 5.2 describes X -cycles for small ε > 0. Lemma 5.3 tells us that if ε ≥ At a codimension-four point associated with Theorem 4.2, the X -cycle does not exist, or is possibly non-unique, because M X has a unit eigenvalue. The following result tells us that if α > β (as is necessary for the asymptotic stability of S[k]-cycles for ε > 0), then for small ε > 0 the X -cycle is unique but completely virtual, meaning that every point of the X -cycle lies on the wrong side of the switching manifold for admissibility.
Lemma 5.2. Suppose µ = 0 and that the remaining parameters of (1.1) vary smoothly with ε. Suppose that when ε = 0 (1.1) satisfies the assumptions of Theorem 4.2. Then if α > β [resp. α < β], where α and β are defined by (5.30) and (5.31), there exists ε * > 0 such that for all 0 < ε ≤ ε * , the X -cycle is unique and completely virtual [resp. unique and admissible].
Proof. We let w
denote the points of the X -cycle, and let w
In Appendix D.1 we derive the formula
Therefore if α > β the signs of u
Given k ∈ Z, we now derive an upper bound on the largest value of ε for which the S[k]-cycle is admissible. To do this we note from Theorem 5.1 that if β < α < 0, as required for asymptotic stability, then the eigenvalues of M X are complex-valued and so the map f X can be thought of as representing a rotation about its fixed point. We combine this observation with the fact that the fixed point of f X is virtual, by Lemma 5.2, to obtain an upper bound on the number of times an orbit of (1.1) may consecutively follow the sequence X , and hence an upper bound on value of ε. Lemma 5.3. Suppose µ = 0 and that the remaining parameters of (1.1) vary smoothly with ε. Suppose that when ε = 0 (1.1) satisfies the assumptions of Theorem 4.2 and δ L (0) = δ R (0) = 1. Suppose β < α < 0. Then there exists ε * > 0 and k min ∈ Z, such that for all k ≥ k min and
Proof. For ease of explanation, suppose X 0 = R (without loss of generality). Then if the S[k]-cycle is admissible with no points on the switching manifold, each point x
By Lemma 5.2, the fixed point of f X , x , as determined from (5.32), we obtain the given upper bound on k.
The following lemma gives a lower bound on the largest value of ε for which the S[k]-cycle is admissible.
Lemma 5.4. Suppose µ = 0 and that the remaining parameters of (1.1) vary smoothly with ε. Suppose that when ε = 0 (1.1) satisfies the assumptions of Theorem 4.2, δ L (0) = δ R (0) = 1, and
Suppose β < α < 0. Then there exists k min ∈ Z and ∆ > 0, such that for all k ≥ k min and 0 < ε ≤ ∆k −2 , the S[k]-cycle is admissible and attracting.
As k → ∞, S[k]-cycles grow in size without bound. Equation (5.40) states that the distance of the S[k]-cycles from the switching manifold also grows in size without bound, which is the case for each of the examples in §4.3 as evident from the figures.
Here we show that there exists k min ∈ Z and ∆ > 0 such that, for each i = 0, . . . , kn X + n Y − 1, the sign of u
(ε) is constant for all k ≥ k min and 0 < ε ≤ ∆k −2 . This verifies admissibility because in (u, v)-coordinates the switching manifold is u = 0, and S[k]-cycles are assumed to be admissible when ε = 0. The asymptotic stability of the S[k]-cycles then follows immediately from Theorem 5.1.
To calculate w
(ε) for small ε > 0 and large k ∈ Z, we compute powers of the map f X . For this reason it is convenient to perform an ε-dependent coordinate change such that the matrix
. This is achieved in Appendix C.2, where we obtain the formulas
and u
The key facet of the derivation of (5.41) and (5.42) is that the error terms involve powers of kθ(ε). Therefore with ε ∝ ∆k −2 , since θ(ε) = O ε 1 2 , the error terms can be expressed as powers of ∆ 1 2 (and the leading order error term is O(∆)). We can obtain useful expressions for some additional points w
(ε) by iterating (5.41) and (5.42) under g L and g R , in the appropriate order. This is because iterations produce formulas of the same general form as long as the number of iterations is small, specifically independent of k. This approach was used above in the proof of Lemma 3.3.
By iterating (5.41) n X − 1 times, we obtain (0) is an affine function of k and the coefficient of its linear part is η i . By (5.43), there exists k min ∈ Z and ∆ > 0 such that, for each i = 0, . . . , n X − 1 and i = (k − 1)n X , . . . , kn X + n Y − 1, the sign of u
(ε) is constant for all k ≥ k min and 0 < ε ≤ ∆k −2 . To complete the proof, in Appendix D.2 we show that this is also true for all i = 0, . . . , kn X + n Y − 1.
A scaling law for the number of attracting periodic solutions
As in §3.3, we let κ(ε) denote the number of S[k]-cycles that are admissible and attracting, and let ε K denote the supremum value of ε > 0 for which there are K admissible, attracting S[k]-cycles. Lemmas 5.3 and 5.4 lead to the following result which may be proved in the same fashion as for Theorem 3.4.
Theorem 5.5. Suppose µ = 0 and that the remaining parameters of (1.1) vary smoothly with ε. Suppose that when ε = 0 (1.1) satisfies the assumptions of Theorem 4.2, δ L (0) = δ R (0) = 1, β < α < 0, and (5.40) holds. Then as K → ∞,
Here we illustrate (5.44) by perturbing the three codimension-four points identified in §4.3. As in §3.3 we consider perturbations of the form (3.13), where by Theorem 5.1 we are constrained to choose a, b, c and d such that β < α < 0.
For the first example the values of (3.13) at ε = 0 are given by (4.22), and we have
We therefore have β < α < 0 when, for instance, th points of these periodic solutions lie just to the left of the switching manifold (around y ≈ −4).
As discussed in §3.3, it is reasonable to assume that ϕ(K) is constant, which appears to be the case for this example. Then the scaling law (5.44) predicts that ε 2K ε K approaches the value With the values of (3.13) at ε = 0 given by (4.26) we have β < α < 0 when, for instance,
As shown in Fig. 5-B , the values of ε K are consistent with (5.44).
Lastly with (4.29) and 
Discussion

Summary and conclusions
This paper investigates large numbers of periodic solutions in the two-dimensional border-collision normal form (1.1) when µ = 0. It was shown that, for appropriate choices of X and Y, infinitely many stable S[k]-cycles (where S[k] = X k Y) may coexist due to a repeated unit eigenvalue for the matrix M X . Necessary conditions for this phenomenon are given by Theorem 4.2, from which we see that the phenomenon is codimension-four. Unlike at codimension-three points of infinite coexistence due to a coincident homoclinic connection of an underlying saddle-type X -cycle (see Theorem 3.1), at the codimension-four points the S[k]-cycles grow in size without bound. In the context of border-collision bifurcations of piecewise-smooth maps, the bordercollision normal form is an approximation obtained by omitting nonlinear terms in the two half maps. Consequently the dynamics of the border-collision normal form far from the origin may diverge substantially from the intended application. For this reason it is expected that nonlinear terms will have a greater effect on S[k]-cycles for the codimension-four points than for the codimension-three points.
Perturbations from both types of high-codimension points were studied. We let ε K denote the supremum distance in a particular direction of parameter space from a codimension-three or four point for which the number of admissible, attracting S[k]-cycles is K. It was shown that near a codimension-three point, ε ∼ ϕ(K)λ 2 (0) −K , whereas near a codimension-four point, ε ∼ ϕ(K)K −2 , (where λ 2 (ε) > 1 is the unstable stability multiplier of the X -cycle and in each case the function ϕ(K) is bounded between positive constants). Each ε K corresponds to a bifurcation of an S[k]-cycle, and the most natural scenario is for each ε K to correspond to the same type of bifurcation, for large K. This is the case for each example described above. Each ε K corresponds to the border-collision of a particular point of an S[k]-cycle. The bifurcation values may then be matched to the root of an equation involving ε and k from which, asymptotically, either
, for some constant ϕ. This suggests that for both scaling laws, ϕ(K) is constant in general. However, it appears that a demonstration of this claim requires substantial additional analysis and a consideration of all points of S[k]-cycles, as in the proof of Lemmas 3.3 and 5.4, and remains for future work.
In the four-dimensional parameter space of (1.1) (with fixed µ = 0), there are curves of codimension-three points associated with Theorem 3.1. On such a curve the eigenvalues of M X are distinct, positive and multiply to 1, yet the end-points of the curves cannot correspond to a repeated unit eigenvalue and a codimension-four point associated with Theorem 4.2. To see why this is the case, we first note that at any codimension-three point of Theorem 3.1 we have trace (M X ) > 2. Thus if we attempt to find such a codimension-three point by applying a small perturbation of a codimension-four point of Theorem 4.2, we must have β > 0, see (5.31). However, by Theorem 5.1 the S[k]-cycles are not stable in this case, and therefore we will not find a codimension-three point associated with Theorem 3.1.
At first glance, the codimension-four points may appear to be less important than the codimension-three points simply because they involve an additional codimension. However, large numbers of attracting S[k]-cycles exist further from the codimension-four points because K −2 decays much slower than λ 2 (0) −K . Indeed the notion that the border-collision normal form could exhibit arbitrarily many coexisting attractors was in part motivated by the example (4.17), at which there are six attracting S[k]-cycles. We can now see that this point of parameter space is a relatively large distance away from the corresponding codimension-four point, (4.22) . Given any K, and any codimension-four point associated with Theorem 4. −K , we should expect that this region is narrow and tubular in shape.
Newhouse regions
It is instructive to compare the results of §3 with Newhouse regions of smooth maps [31, 32] . Let f ε be a smooth map on R 2 that varies continuously with a parameter ε. Suppose f 0 has a saddle-type periodic solution for which the stable and unstable manifolds of the solution have a homoclinic tangency. Then generically there exists a sequence of intervals ε − k , ε + k , with ε ± k → 0 as k → ∞, within which f ε has a periodic solution of period n k , where n k increases linearly with k, and the periodic solutions are attracting if |λ 1 λ 2 | < 1, where λ 1 and λ 2 are the stability multipliers associated with the saddle-type periodic solution [26, 27] . In comparison, at the codimensionthree points of §3 there is a saddle-type periodic solution with a coincident homoclinic connection, and by part (i) of Theorem 3.1 we must have λ 1 λ 2 = 1.
The values ε ± k exhibit the same scaling law as that described in §3.3. Specifically ε ± k scales with λ −k 2 , where λ 2 is the unstable stability multiplier of the saddle-type periodic solution [10, 33] . However, the intervals ε
do not overlap. The map f ε has infinitely many attractors for a dense set of values of ε near zero because there is a fractal structure of subsidiary bifurcation sequences [10, 8] . In our case, intervals of values of ε at which there exist attracting S[k]-cycles do overlap, and (1.1) may have infinitely many attractors at ε = 0. The scenario of §3 is reminiscent of an invertible, continuous, piecewise-smooth map of a square given in [34] . This map consists of three pieces (two affine pieces and one nonlinear piece), has a saddle-type fixed point (with stability multipliers that multiply to 1) whose stable and unstable manifolds have a homoclinic tangency. The map has an infinite sequence of attracting periodic solutions that converges to a homoclinic connection.
Outlook
It remains to determine exactly what invariant sets are created in the border-collision bifurcations ε K , extend the results to the N-dimensional border-collision normal form, and explore the phenomena in the context of grazing-sliding bifurcations [35, 36] . Sequences of saddle-type solutions, which were considered in detail in [25] , were not looked at here. The stable manifolds of these periodic solutions can correspond to the boundaries of the basins of attraction of the S[k]-cycles. Given a base sequence X , it remains to determine for which sequences Y the map (1.1) is able to exhibit infinitely many stable S[k]-cycles. For each of the examples considered in §3.3 and §4.3, and for all k, S[k] is a "rotational symbol sequence" [30] . Such sequences relate to rigid rotation on a circle, suggesting that the choices for Y may be relatively limited.
A A derivation of equation (4.1)
Here we suppose that [0, 1] T is an eigenvector of M X and derive (4.1). The approach here parallels that used in the proof of Theorem 4.2, and indeed the formulas that arise are different only in that x and y are switched, in a sense (here M X is lower triangular, whereas in §4.1 M X is upper triangular). In view of this switch it is necessary to apply different logical arguments to the resulting formulas.
If [0, 1]
T is an eigenvector of M X then M X = 1 0 m 21 1 , for some m 21 = 0 (m 21 is nonzero because the geometric multiplicity is 1). We can therefore write
for some ρ 1 , ρ 2 ∈ R. It follows that powers of f X are given by
We also write
for some γ ij , σ 1 , σ 2 ∈ R. By composing (A.2) and (A.3) we obtain Note,Q(ε) depends on ε and is well-defined for small ε > 0, whereas Q (4.2) is independent of ε.
C.1 The determinant and trace of M S[k]
Here we derive equations (5.33) and (5.34). First we calculate p(ε) and q(ε) to leading order. By assumption there exists ν ∈ R such that Q −1 M X (0)Q = 1 ω 12 0 1 , where ω 12 = 0 and Q is given by (4.2). From this identity it follows that we must have M X (0) = 1 − νω 12 ω 12 −ν 2 ω 12 1 + νω 12 . By using this expression to match both sides of the eigenvalue equation, M X (ε) 1 p(ε) ± iq(ε) = λ(ε) 1 p(ε) ± iq(ε)
, accurate to O ε re iθ m with the classical formula for a truncated geometric series. Using the formulas for r(ε) and θ(ε) (5.32), we expand to obtain the following expressions for the various pieces of (C.8) r k (ε) sin(kθ(ε)) = α − βkε 
