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a b s t r a c t
New expressions are derived for the Green function (GF) for diffraction and radiation of waves by
a two-dimensional (2D) body in finite water depth. The finite depth GF is expressed as a sum of
singularities, the infinite depth GF and smoothly-varying integrals that are convergent for all parameter
values. The infinite depth component is given explicitly, making it very fast to compute. Explicit
expressions are derived for the limiting cases of zero and infinite frequency, for both finite and infinite
water depth. The low frequency limit of the 2D GF is inconsistent with the zero-frequency 2D GF, with
the real part tending to infinity when the water depth is infinite and the imaginary part tending to
infinity in finite water depth. The inconsistencies with the zero frequency GF differ between the 2D
and 3D cases. These inconsistencies lead to differences between the low-frequency behaviour of the
added mass and damping of an oscillating body and the values at zero frequency. It is shown that
these differences can be inferred directly from the behaviour of the GF at low frequencies.
© 2021 The Author(s). Published by ElsevierMasson SAS. This is an open access article under the CC BY
license (http://creativecommons.org/licenses/by/4.0/).1. Introduction
The boundary element method (BEM) is often used to solve
ave–structure interaction problems in two and three dimen-
ions. Two-dimensional (2D) problems arise as idealisations of
ections of three-dimensional (3D) flows. Examples of 2D prob-
ems include tests in narrow flumes or the strip theory for ship
otions [1–3]. BEM models use Green’s theorem together with a
uitable Green function (GF) to formulate an integral equation for
he velocity potential over the surface of a body (or bodies) [4,5].
n 3D BEM models it is common to use a GF that satisfies the free-
urface and sea bed boundary conditions as well as the Laplace
quation and a radiation condition in the far field. This reduces
he domain of the resulting integral equations, to cover only the
tructure(s) of interest. In 2D BEMmodels, many practitioners opt
o use a simpler GF, corresponding to the fundamental solution
f the Laplace equation (e.g. [6–11]). This has the advantage that
alculation of the GF is very fast, but at the cost of having to
xpand the domain of the integral equations to cover the free
urface, sea bed and a control surface in the far field, as well as
he structure of interest. Compared to 3D BEM models, this is a
elatively low cost, since the number of panels required to cover
hese surfaces is much lower in 2D than in 3D.
For certain problems an iterative solution to the BEM equa-
ions is required. For example, for wave interaction with porous
tructures, the pressure-drop across the porous surface is propor-
ional to the square of the velocity [12]. This results in a set of
E-mail address: e.mackay@exeter.ac.uk.ttps://doi.org/10.1016/j.euromechflu.2021.01.012
997-7546/© 2021 The Author(s). Published by Elsevier Masson SAS. This is an open
4.0/).integral equations, in which the coefficients contain unknowns
that must be determined iteratively [9–11,13,14]. For these prob-
lems it can be advantageous to use a GF which satisfies the
free-surface, sea bed and radiation boundary conditions to reduce
the domain of the integral equations and hence the size of the
linear system which must be solved iteratively.
Calculation of the free-surface GF in 3D has received a lot of
attention in the literature over the years [15–27]. Approaches
proposed include polynomial approximation [28–30], eigenfunc-
tion expansion [31], representation in terms of ordinary differ-
ential equations [32–34] or approximation in terms of standard
functions [35]. In comparison, the calculation of the 2D free-
surface GF has received less attention. John [16] derived series
and integral expressions for the GF in 2D and 3D. A general
procedure for the construction of 2D and 3D free-surface GF’s
for Laplace’s equation was presented by Thorne [36]. Wehausen
and Laitone [37] reviewed various formulations for the 2D GF.
More recent reviews were provided by Mei [38] and Linton and
McIver [4]. Hein et al. [39] showed that in infinite depth, the
local flow component of the 2D GF can be expressed in terms of
the exponential integral, allowing fast calculation using standard
algorithms.
In finite water depth, the series expansion of the 2D GF given
by John [16] converges rapidly when the horizontal distance
between the source and field points is sufficiently large. In the
near-field, the series is slow to converge, making the integral
representation more attractive for computations. However, the
integral representation given by John [16] is divergent when both
the source and field point are located on the free surface. A similaraccess article under the CC BY license (http://creativecommons.org/licenses/by/


































































Fig. 1. Sketch of variables used in the definition of the Green function.
ssue occurs for integral representation of the finite depth GF
n 3D. Newman [22] showed that the integral for the 3D finite
epth GF could be made to converge by subtracting the infinite
epth component. A similar approach was used in subsequent
tudies to derive various integrals which can be approximated
y Chebyshev polynomials [28–30]. The same approach can be
pplied to the 2D finite depth GF. In this work, we follow a
imilar approach to Mackay [30] to obtain integral expressions
or the 2D GF which are convergent for all parameter values.
he integral expressions derived here also have the advantage
hat they are slowly-varying in the parameters, making them
eadily-amenable to numerical approximation. We also consider
he limiting behaviour of the 2D GF in infinite water depth, in the
ar field and for the cases of zero and infinite frequency.
An unusual feature of the GF in both 2D and 3D is that the
imiting behaviour for low frequencies is inconsistent with the
ero-frequency GF, with some components tending to infinity as
he frequency tends to zero. The zero and infinite frequency limits
f the 3D GF have been considered by various authors [16,22,28,
0,40,41]. In this work we consider the low frequency behaviour
f the 2D GF and show that inconsistencies with the zero fre-
uency GF differ between the 2D and 3D cases and the finite and
nfinite depth cases.
These inconsistencies lead to differences between the low-
requency behaviour of the added mass and damping of an os-
illating body and the values at zero frequency. This peculiar
ehaviour of the added mass and damping for low frequencies
ave been known for a long time. Ursell [42] considered the case
f a heaving half-immersed circular 2D cylinder and noted that
he added mass tends to infinity in finite depth, but tends to
finite limit for deep water. The general case of added mass
nd damping of a heaving symmetric body in two dimensions
as considered by McIver and Linton [43], who noted that for
inite water depth the non-dimensional damping tends to infinity
s the frequency tends to zero. Kotik and Mangulis [44] used
he Kramers–Kronig relations to show that for a floating 3D
emisphere in finite depth the heave added mass tends to infinity
nd the non-dimensionalised damping tends to a finite limit.
his limiting behaviour of either infinite added mass or infinite
amping is not physically realistic. Chen et al. [41] noted that the
nconsistency between the non-physical behaviour is related to
he assumption of an incompressible fluid. They report that when
ompressibility is accounted for, the wavenumber tends to a non-
ero value at zero frequency and the singularity associated with
ero wavenumber disappears, however the analysis is referred to
n unpublished report. In this work we present a brief compar-
son of the 2D and 3D GFs and discuss their limiting behaviour
t low frequency. It is shown that the limiting behaviour of
152the added mass and damping can be inferred directly from the
behaviour of the GF at low frequencies.
The paper is organised as follows. The boundary value problem
that the 2D GF satisfies is defined in Section 2. John’s series
expansion is presented in Section 3 and the convergence prop-
erties are considered. New integral expressions for the 2D GF are
derived in Section 4. The far-field limit is considered in Section 5
and the cases of zero and infinite frequency are considered in
Sections 6 and 7. A brief comparison of the 2D and 3D GFs is
presented in Section 8. The effect of the low frequency behaviour
of the GF on added mass and damping is discussed in Section 9.
Finally, a discussion and conclusions are presented in Section 10.
For readers wishing to implement the expressions derived in
this work, a summary of the relevant equations is presented in
Table 2.
2. Formulation and notation
Consider a pulsating source located at P = (ξ, ζ ) in water of
depth h, oscillating at angular frequency ω. The Green function,
G(P,Q), describes the spatial component of a velocity potential
at field point Q = (x, z) of the form Φ(x, z, t) = Re(G(P,Q)e−iωt ).
A two-dimensional Cartesian coordinate system is defined with
z = 0 on the mean free surface and z = −h on the sea bed. The
Green function satisfies the Laplace equation in the fluid domain,
the linearised free-surface and seabed boundary conditions, and





δ(x − ξ )δ(z − ζ ), in the fluid (1a)
∂G
∂z
= KG, z = 0, (1b)
∂G
∂z
= 0, z = −h, (1c)
∂G
∂x
= ±ik0G, k0(x − ξ ) → ±∞, (1d)
here δ(·) is the Dirac delta function, K = ω2/g and g is the
cceleration due to gravity. k0 is the wavenumber, defined as the
ositive real solution of the dispersion equation
= k tanh(kh). (2)
t is useful to define the variables
1 = |z − ζ |, v2 = 2h − v3, v3 = |z + ζ |, v4 = 2h − v1 (3a)






= Kh, A = R/h, Bj = vj/h, (4a)
= KR, Vj = Kvj. (4b)
sketch of the distances corresponding to the dimensional vari-
bles is shown in Fig. 1. The variable r1 is the distance from P to
, r2 is the distance from the Q to P′, the image of P in the sea
ed and r3 is the distance from Q to P′′, the image of P in the free
urface. For the nondimensional variables, note that B1 ∈ [0, 1],
2 ∈ [0, 2], B3 = 2 − B2 ∈ [0, 2] and B4 = 2 − B1 ∈ [1, 2].
. Series expressions
.1. Finite depth
John [16] showed that the 2D GF in finite water depth can be
xpressed as:
G = − 2π iC0 cosh(k0(z + h)) cosh(k0(ζ + h)) exp(ik0R)
− 2π
∞∑
Cn cos(kn(z + h)) cos(kn(ζ + h)) exp(−knR),
(5)n=1


































































(k20 + K 2)h + K
, (6b)
nd kn are the positive real roots of K = −k tan(kh), ordered in
ncreasing value. The terms involving k0 represent the propagat-
ng wave, while the series represents the local disturbance, which
ecreases exponentially away from the source.
The expression above is not the most convenient for numerical
alculations at higher values of Kh, since C0 decreases exponen-
ially with Kh, whilst the hyperbolic terms increase exponentially









which can be derived from the dispersion relation (2). Substitut-
ing this into (5) gives















(k20 − K 2)h + K
. (9)
In this form, C ′0 → 1 as Kh → ∞ and the hyperbolic terms
tend to exp(K (z + ζ )), which improves the accuracy of numerical
computations.
The complex wavenumbers satisfy the inequality (n − 12 )π ≤
knh ≤ nπ , so for large n, Cn ≈ 1/nπ and exp(−knR) ≈
xp(−nπR/h). This means that for small values of R/h the series
s slow to converge. However, for R/h ≥ 0.5, the error from
runcating the series after the first 6 terms is less than 10−6.
3.2. Infinite depth
As h → ∞, the limit of the terms outside the series in (8)
is −2π i exp(iX − V3). However, kn → (n − 12 )π/h as h → ∞,
o we cannot substitute this directly into the series to obtain
n expression for the series in infinite depth. Instead, an explicit
xpression for the infinite depth GF is derived from the integral
xpression in Section 4.2.
. Integral expressions
.1. Finite depth


















cosh(k(z + h)) cosh(k(ζ + h))
k sinh(kh) − K cosh(kh)





nd Im(I) is given explicitly as the imaginary component of (5).
he integrand of (11) has two real poles at ±k and infinitely0
153many purely imaginary poles at ±ikn. Expanding the hyperbolic
terms as exponentials and making the substitution u = kh we can
rite
e(I) = L1(A, B1,H) + L1(A, B2,H), (12)
here
















(u − H) − (u + H)e−2u
. (14)
he integral L1 converges and is smoothly-varying for B ≤ 1,
ut exhibits oscillatory behaviour for larger values of B and is
ivergent when B = 2. The values of L1 for A = 0 and A =
.5 are shown as a function of H for various values of B in
igs. 2 and 3. The integrals have been calculated using contour
ntegration to avoid numerical issues close to the poles, using
daptive quadrature [45]. The poles of f (u,H) are at u = knh.
or small values of H we have k0h →
√
H and for large H we
have k0h → H . In particular we have k0h ∈ [H,H + 0.3] for all
and knh ∈ [nπ − 12 , nπ ] for n ≥ 1. We are therefore free to
efine any contour of integration that avoids these poles. For the
resent work, the path of integration is defined (arbitrarily) as
he line connecting the points {0,H + i,H + 1, ∞}, illustrated in
Fig. 4.
To force the integral to converge when B = 2, we can subtract









(u − H)2 − (u2 − H2)e−2u
.
(15)
hen we can write































Using the identities [46, §3.476, §3.943]∫
∞
0




















the second integral in (16) can be evaluated as∫
∞
0
(e−u − e−u/H )
du
u
= − log(H), (20)

















X2 + V 23
)1/2)
. (21)0 k − 1




























































− πe−V3 sin(X), (22)













→ −γ − log(|Z |), (24)
here γ ≈ 0.57721 is Euler’s constant. It is convenient to define
wo functions





− 2πe−V3 sin(X), (25b)
where F0(Z) is bounded for |Z | → 0 and F1(Z) is bounded for
, V3 away from zero. Substituting these expressions back into
16) gives







































− L1(A, B1,H) − L2(A, B2,H) (27b)
or the calculation of L2 we note that the function g(u,H) has the
ame poles as f (u,H) and an additional pole at u = H . We can
herefore use the same contour of integration used for L1, shown
n Fig. 4. The values of L2 are shown in Fig. 5 as a function of H for
= 0 and A = 0.5 and various values of B ∈ [1, 2]. The function
2(A, B,H) − 2 log(H) is bounded for H → 0 and is smoothly
arying in A, B and H . Similarly, L2(A, B,H) is bounded for H → ∞
nd smoothly-varying in the parameters. The integrals L1 and L2
re therefore both readily amenable to numerical approximation.
arious authors have used Chebyshev polynomials for approxi-
ating the 3D Green function [28–30] and the same approach
ould be applied here as well. It will be shown in the next section
hat the function F1 represents the local flow component and real
art of the propagating wave for the infinite depth GF. There
re many libraries of functions for calculating E1 using continued
raction or series approximations [47, §5.1], making F1 very fast
o compute.
In the near-field, where R/h ≤ 0.5, the expression (27a)
s more appropriate for numerical calculations since F0, L1 and
− 2 log(H) are bounded and the remaining logarithmic terms2












Fig. 4. Path of integration used for integrals L1 and L2 .
can be integrated explicitly. In the region R/h > 0.5, the series (8)
is rapidly-convergent and non-singular for all parameter values,
so can be used instead.
4.2. Infinite depth
To derive an expression for infinite depth from (27a), we first
consider the behaviour of the integrals L1 and L2. As h → ∞ we
have H → ∞, A, B1 → 0 and B2 → 2. The limits of the functions
f and g are therefore
lim
H→∞






































Finally, note that r2/h → 2 as h → ∞. So combining this with
the remaining terms in (27a) and taking the limit of the imaginary
components in (8) gives
Gdeep def= lim
h→∞









− 2π ie−Z . (30)
Here, the term 2π ie−Z is the propagating wave, while the remain-
ing terms represent a non-oscillatory local disturbance. A similar
expression was derived by Hein et al. [39], but involving two
exponential integrals rather than one. In the near-field, (30) is
useful for numerical calculations, since the logarithmic singular-
ities for r1 → 0 and r3 → 0 can be integrated explicitly, with
the remaining terms being non-singular. For larger values of R,










− 2π ie−Z . (31)





KR > 0 and tend to zero for R → ∞. The delineation for when155to use each expression is somewhat arbitrary, but a reasonable
choice would be to use the near-field form when KR ≤ 1.
5. Far-field limit
The far-field form of the 2D GF is well known, but is included
here for completeness. In the case of finite depth we start from




G = −2π i
k0







Then taking the limit for infinite depth we have
lim
R, h→∞
G = −2π ie−Z . (33)
6. Zero frequency limit
In the limit K → 0 the free surface boundary condition (1b)
tends to a homogeneous Neumann condition
∂G
∂z
= 0, z = 0. (34)
In this case, G is only specified up to an arbitrary constant of
integration. We consider the two cases of finite depth and infinite
depth in turn below.
6.1. Finite depth
For the finite depth case, the series (8) can be used to obtain
an explicit expression for the zero-frequency GF. The limits for
the wavenumbers as K → 0 are
k20 → K/h, (35a)
kn → nπ/h, . (35b)

















− 2π i exp(ik0R) → 2π (k0R − i). (37b)
herefore, the real part of the first term of (8) tends to πR/h and
he imaginary part tends to an infinite limit that is independent of
he spatial coordinates and can be disregarded in the definition
f a zero-frequency GF. Substituting the expressions above into

























exp(−nπ (A + iB3))
n
]
= πA + log |1 − exp −π (A + iB ) |( ( 1 ) )

















Fig. 5. The integral L2 against H for A = 0 (upper plots) and A = 0.5 (lower plots) for various value of 1 ≤ B ≤ 2.+ log (|1 − exp (−π (A + iB3))|) . (38)
ince B3 = 2 − B2 we have |1 − exp(−π (A + iB3))| =
1 − exp(−π (A + iB2))|. Therefore G0 exhibits the expected log-
rithmic singularities for r2 → 0 and r3 → 0.
There is a discontinuity between the far-field behaviour of
G0 and the far-field behaviour of G as K → 0. As discussed in
Section 5, the evanescent terms in the series (8) tend to zero in
the far field, leaving only the propagating wave term. For, small




exp(ik0R), as R → ∞, K → 0. (39)
o, in the far field, G is purely oscillatory, with the amplitude of
he oscillation tending to infinity as K → 0. It is easily verified
hat the radiation condition (1d) holds for (39). However, the
adiation condition is defined for k0R → ∞, so does not apply
or zero frequency. Similarly, the limit of (39) does not exist for





, as R → ∞. (40)
o, G0 is linearly increasing with R as R → ∞.
.2. Infinite depth
Expressions for the zero-frequency GF in infinite water depth
an be obtained by taking the limit of Gdeep as K → 0 or by
aking the limit of G0 as h → ∞. Both results are given below.
irst, consider the expression for G0 derived above and denote
j = exp(−π (A + iBj)). Then we can write

















= log(rj) + log(π ) − log(h) + O(1/h),
(41)
where the first approximation is obtained by expanding C1/hj as a
Laurent series and the second is obtained by expanding log(a+b)
as a Taylor series. Therefore, we have
lim
h→∞
(G0 + 2 log(h)) = log(r1) + log(r3) + 2 log(π ).
Alternatively, starting from the infinite depth expression (31) and
using (24), we have
lim
K→0
(Gdeep + 2 log(K )) = log(r1) + log(r3) + 2γ − 2π i. (42)
So both expressions have logarithmic singularities in either K or h
and differ by a constant, which can be discarded in the definition




= log(r1) + log(r3) (43)
as a zero-frequency Green function for infinite depth.
7. Infinite frequency limit
In the limit K → ∞ the free surface boundary condition (1b)
tends to a homogeneous Dirichlet condition
G = 0, z = 0. (44)
As before, we consider the two cases of finite depth and infinite
depth in turn below.






























It is possible to derive limiting expressions for the integrals
1 and L2, by substituting limits of functions f and g from (28).
owever, explicit expressions can be obtained directly from the
eries (8). We proceed as before and note that the limits for the
avenumbers as K → ∞ are
0 → K , (45a)
kn → (n − 12 )π/h. (45b)
Using these, the limits for the coefficients C ′0 and Cn for K → ∞
are
C ′0 → 1, (46a)
Cn →
1
(n − 12 )π
. (46b)







1, z = ζ = 0,
0, otherwise.
(47)
o the influence of the propagating wave will be zero provided
hat z and ζ are not both equal to zero. In the case that z = ζ = 0,
the limit of the propagating mode is not defined. We define the











sin((n − 12 )πz/h)

















tanh−1(exp(−π (A + iB1)/2))
− tanh−1(exp(−π (A + iB3)/2))
]
(48)
t can be verified that this expression satisfies the homoge-
eous Dirichlet condition on the free surface, by noticing that
1 = B3 when z = 0. Using the relation B3 = 2 − B2 we
ave Re
[





(A + iB2)/2))]. This can be used to confirm the logarithmic sin-
ularities for r1, r2, r3 → 0, by making use of the relation
2 tanh(x) = log((1 + x)/(1 − x)).
Provided that z and ζ are not both equal to zero, we see that,
unlike the zero-frequency case, there is no discontinuity between
G and G∞ in the far field, as both tend to zero.
7.2. Infinite depth
In this case we start from the integral expression (31) and
again assume that z and ζ are not both equal to zero, so that the
limit of the propagating mode is zero. We have e−ZE1(−Z) → 0












. Comparison with 3D Green function
The 3D GF, denoted G3D, satisfies the same free surface and






δ(x − ξ )δ(y − η)δ(z − ζ ), in the fluid (50a)
∂G3D
∂R′
= ik0G, R′ → ∞, (50b)
here R′ =
(
(x − ξ )2 + (y − η)2
)1/2. To simplify the comparison,
e will assume that the 3D coordinate system is aligned such that
= η = 0 and R′ = R. In contrast to the other sections, we start
y considering the infinite depth case, to illustrate the similarities
etween the 2D and 3D GFs.
.1. Infinite depth
Define M(θ ) = V3 − iX cos(θ ). Then from (31), the 2D GF for
nfinite depth can be written
deep





























For the 3D GF the wave component is usually written in terms of
Bessel and Struve functions using the relations (equations 9.1.18












sin(X cos(θ ))dθ, (53b)
where H0 and J0 are the zero-order Struve function and Bessel
function of the first kind. The 2D and 3D expressions contain
the same source terms, although with a change of sign for the
term involving the image of the source in the free surface. The
remaining local flow and wave components for the 3D GF are
given in terms of an integral over direction of the corresponding
components for the 2D GF. Another key difference is that the
wave and local flow components in the 3D GF are multiplied
by the wavenumber, K . As discussed in Section 4, E1(−M) has
a logarithmic singularity as M → 0. This happens either when
both the source and field point coincide on the free surface or
as K → 0. For the 3D case, when K → 0 the GF remains finite,
since the integral is multiplied by K . In contrast, in the 2D case,
the logarithmic singularity is still present. In both 2D and 3D case,
the logarithmic singularity is present when both source and field
point coincide on the free surface.
Another important difference is the limiting behaviour of the
imaginary component for K → 0. In 3D, the imaginary com-
ponent tends to zero, whereas in 2D the imaginary component
tends to a finite limit of −2π . As the zero-frequency GF is usu-
ally defined to be purely real, for the 2D case this introduces a
discontinuity between the zero-frequency GF and the limit of the
2D GF for positive frequencies. In contrast, for the 3D case, there
is no discontinuity in the imaginary component. The effect of this
discontinuity is discussed further in Section 9.






































The imaginary parts of the 2D and 3D GF in finite depth can
e written as [16]
m(G2D) = −2π i
k0






[cos(k0R cos θ )]θ=0 , (54a)
Im(G3D) = 2π i
k20














o the relationship between the 2D and 3D imaginary parts in
inite depth is the same as that for the infinite depth case. In fact,
y noting that H0(x) = Y0(x)+ 2π O(x
−1) for large x, where Y0 is the
zero-order Bessel function of the second kind, comparing the first
terms in the series expansions for the 2D and 3D GFs shows that
the propagating wave component of the 3D GF can be written
as −2k0/π times the integral over direction of the propagating
wave component of the 2D GF. However, there does not appear
to be a general relationship between the local flow components
in 2D and 3D. Instead, for the real part, we consider the integral
expression and write the 2D finite depth GF as
Re(G2D) = log (r1) + log (r2) − log (r3) − log (r4) − F1(V3 − iX)
−F1(V4 − iX) − L2(A, B1,H) − L2(A, B2,H) (56)
Following a similar method to that described in [30], the real part































[F1 (V − iX cos θ)] dθ (58)
and









The 2D and 3D expressions are similar, with the deep-water
components linked via the integral over angle. If we denote the
integrand of L2 as
N(u, A, B,H) =
[




hen we can write L2 and L′2 as













N(u, A cos θ, B,H) u du
]
dθ. (61b)0 0 G
158able 1
imiting real and imaginary constants in 2D and 3D Green functions for
→ 0.
Re(G) Im(G)
2D 3D 2D 3D
Finite depth 0 log(Kh)/h −π/k0h π/h
Infinite depth 2 log(K ) + 2γ 0 −2π 0
So, in contrast to the infinite depth components F1 and F ′1, the
inite depth components are related by an integral over direction,
ut with a change of differential for the wavenumber integral
rom du in the 2D case to u du in the 3D case.
In the 2D case in finite depth, the singularity in F1 as K →
cancels with the singularity in L2, so that Re(G2D) remains
bounded as K → 0. In infinite depth, L2 tends to a constant (see
Section 4.2), so the singularity in F1 can no longer cancel with
the singularity in L2, resulting in the singular behaviour discussed
above. In the 3D case, L′2 also has a logarithmic singularity as
→ 0. However, as K F ′1 → 0 as K → 0, the singularity in L
′
2 is
not cancelled and Re(G3D) is singular for K → 0 in finite depth.
A further difference between the 2D and 3D cases is the be-
haviour of the imaginary components. As discussed in Section 6,
the imaginary component of the 2D GF is singular in the limit
K → 0 whereas the imaginary component of the 3D GF tends to
a finite limit of π/h. A summary of the limiting real and imaginary
constants in the 2D and 3D GFs for K → 0 is given in Table 1.
9. Effects of low-frequency behaviour of the Green function
on added mass and damping
The inconsistencies between the GF for K → 0 and the GF
for K = 0 result in inconsistencies between the added mass
and damping of oscillating bodies at low frequency and zero fre-
quency. Consider a 2D or 3D body oscillating in either the vertical
(heave) or horizontal (surge) directions, with zero forward speed.





, j = 1, 3, where j = 1 denotes the
otential for surge and j = 3 denotes the potential for heave
nd A is the amplitude of motion. The spatial component of the
potential, φj, satisfies the same boundary conditions as the GF and
additionally satisfies the body boundary condition ∂φj/∂n = nj,
here n = (n1, n2, n3) is the unit normal vector to the body
urface (defined to be pointing into the body) and n2 = 0 in














here V is the volume of the body (in the 2D case αij, βij and V
re defined per unit length). Application of Green’s theorem to the
egion bounded by the body surface, S, free surface, sea bed and












here Ω is the solid angle. For a point on the body surface, Ω
s equal to π in the 2D case and 2π in the 3D case. To examine
he behaviour of the added mass and damping coefficients at low
requency, we subtract the limiting components of the GF that
re independent of the location of the source and field points,
nd write
= G̃ + G + iG , (64)R I















































here GR and GI are the real and imaginary constants listed in
Table 1. Note that by definition, G0 = limK→0(G̃). Also, since the
onstants are independent of the spatial coordinates, we have


















0 j = 1,
S0 − Sb j = 3,
(66)
here S0 is the water plane area and Sb is the area of the body
n contact with the sea bed. We see that the constants GR and GI
only influence the added mass and damping for vertical motions
(pitch motion can also lead to a non-zero value of cj, depending
on the shape of the body and centre of rotation, but for simplicity
we shall focus on heave motion here). For the case of a fully-
submerged body, away from the sea bed, c3 = S0 = Sb = 0.
We restrict our attention to the case of floating bodies moving
in heave, for which Sb = 0 and c3 = S0. In the limit as K → 0,
he imaginary component of G̃ tends to zero and we can write


















dS = GIS0. (67b)
As the added mass and damping are related to the real and
imaginary components of the potential via (62), we see that any
discontinuity between the zero frequency case and the limiting
behaviour of the positive frequency case is directly related to the
constants GR and GI . From Table 1 we can immediately infer that
for a 2D floating body in infinite water depth, α33 tends to infinity
nd β33 tends to a finite value, whereas in deep water α33 tends
o the zero-frequency case but β33 tends to infinity. Similarly, we
ee that for a 3D floating body in deep water, the limits of the
dded mass and damping are consistent with the zero-frequency
ase, whereas in finite depth the α33 tends to infinity and the β33
tends to a finite limit. These observation are consistent with the
previous findings for 2D and 3D bodies in [41–44], discussed in
the introduction.
Finally, it is worth briefly considering the low frequency be-
haviour of excitation forces. If we denote the diffracted potential
as φd and the incident wave potential as φ0, then the body
boundary condition is ∂φd/∂n = −∂φ0/∂n. In this case ∇φ0 is
O(k20) as K → 0, so the influence of the constants GI and GR also
tends to zero, meaning that there is no inconsistency between the
low frequency excitation forces and the zero frequency limit.
10. Discussion and conclusions
Explicit expressions for the zero-frequency and infinite-
frequency GF were derived in Sections 6 and 7. In Section 3 it was
noted that the series was slow to converge when R/h was close
to zero. Macaskill [48] suggested subtracting the zero-frequency
limit to improve the convergence of the series and avoid the need
to calculate integrals. As n increases, the coefficients Cn converge
quickly to the zero-frequency limit 1/nπ . Also, as n → ∞ we
have (knh − nπ ) → 0 and (knh − (n − 12 )π ) → π/2. So as n
ncreases, kn converges towards the low frequency limit and away
rom the high-frequency limit. The rate of convergence towards
he limit depends on the value of Kh. Fig. 6 shows the difference
etween k h and the low frequency limit (k h → nπ ) for variousn n
159Fig. 6. Difference between nondimensional wavenumbers knh and low frequency
imit (knh → nπ ) for various values of Kh.
Table 2
Summary of expressions for 2D GF for various parameter ranges.
Finite depth Infinite depth
Near-field R/h ≤ 0.5, (27a) KR ≤ 1, (30)
Intermediate R/h > 0.5, (8) KR > 1, (31)
Far-field k0R → ∞, (32) KR → ∞, (33)
Zero-frequency K = 0, (38) K = 0, (43)
Infinite-frequency K = ∞, (48) K = ∞, (49)
values of Kh. When Kh is low, the convergence towards the limit
is rapid, but for higher Kh the convergence is slow. The difference
between knh and nπ results in a phase shift in the cosine terms
n the series, meaning that for larger values of Kh, subtracting
he low frequency limit of the series does not aid convergence. In
hese cases, subtracting the high frequency limit does not offer
uch improvement, since knh converges away from the high
requency limit as n increases.
It therefore appears that for low values of R/h, using the
ntegral expressions derived in Section 4 offers a more robust
ethod for calculating the 2D finite depth GF in the near field.
he expression (27) explicitly contains the singularities when r1,
2 or r3 are zero. This is advantageous for BEM models, as these
omponents can be integrated analytically over each panel. The
ntegrals L1 and L2 are convergent for all values of the parameters
nd are smoothly-varying, making them readily amenable for
umerical approximation. Finally, the local flow component of
he infinite depth GF is given explicitly, making it very fast to
ompute.
A summary of the expressions derived for the 2D GF for vari-
us parameter ranges is given in Table 2. An integral expression
s only required for the near-field in finite depth, and a modified
ersion of John’s series [16] is used for R/h > 0.5 in finite depth.
xplicit expressions are given for all other parameter ranges.
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