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Abstract 
We present an efficient parallel algorithm for the computation of a minimum Steiner tree for 
any strongly chordal graph. The algorithm works in O(log’ n) time and uses a linear number of 
processors provided a strongly perfect elimination ordering is given. 
0. Introduction 
The Steiner tree problem is the problem to compute, for a given graph and 
a selected set of vertices, a minimum tree containing these vertices whose edges are 
edges of the graph. For general graphs, this problem is NP-complete (see [lo]), but for 
example in the special case of strongly chordal graphs it has a polynomial time 
solution [20]. The Steiner tree problem is interesting in connection to database 
schemes [3], VLSI-design [14], and network communication. 
Several problems on chordal and strongly chordal graphs including recognition 
[4,3] and domination problems [S] can be solved very efficiently by parallel algo- 
rithms. 
We shall prove, that the Steiner tree problem for strongly chordal graphs can be 
solved by an efficient parallel algorithm as well, in log2 n time with a linear number of 
processors, provided a strongly perfect elimination ordering is known. 
Section 1 gives notations and definitions. Section 2 presents a first approximation of 
a parallel algorithm for the Steiner tree problem restricted to strongly chordal graphs. 
The time bound achieved by this algorithm is still not polylogarithmic. Section 3 
presents a polylogarithmic time parallel algorithm for the Steiner tree problem 
restricted to strongly chordal graphs. 
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1. Preliminaries 
1.1. Notions from graph theory 
A graph G = (V, E) consists of a vertex set V and an edge set E. Multiple edges and 
loops are not allowed. The edge joining vertices x and y is denoted by xy. 
The set of neighbors { y: xy E E} of x in G is denoted by N(x). The fill neighborhood 
x is the set N’(x) = {x} u { y: xy E E} consisting of x and all neighbors of x. 
A path is a sequence (x1 . . . xk) of different vertices such that Xixi+ 1 E E. A cycle is 
a closed path, that is a sequence (x0 . . . & _ 1xo) such that XiXi + 1 cmod kjE E. The length 
of a cycle is the number of vertices it contains. 
A subgraph of (V, E) is any graph (V’, E’) such that V’ c V, E’ c E. An induced 
subgraph is an edge-preserving subgraph, i.e. (V’, E’) is an induced subgraph of (V, E) 
iff I/’ c V and E’ = {xy E E: x, y E V’}. The induced subgraph of G with I” as its vertex 
set is denoted by GI I”. 
A graph (V, E) is chordal iff for each cycle (x0 . . . xk _ 1xo) of length greater than 
3 there is an edge XiXjE E, j - i # f 1 (which joins vertices which are not neighbors 
in the cycle). Chordal graphs are also called triangulated or rigid circuit graphs. We 
remark that chordality is equivalent to the nonexistence of an induced cycle of length 
greater than 3. 
A subset I/’ of the vertex set V is complete iff all vertices of v’ are pairwise joined by 
an edge. A vertex whose neighborhood is complete is called a simplicial vertex. An 
inclusion maximal complete set is called a clique. 
Theorem 1.1 (Dirac [6]). A graph is chordal ifleach induced subgraph has a simplicial 
vertex. 
Farber [7] introduced strongly chordal graphs having a strongly perfect elimination 
ordering < . A graph G = (V, E) is strongly chordal iff there is an ordering < on the 
vertex set V such that 
(i) for all x, y, z E V, if xy, xz E E, x < y, z then yz E E, 
(4 for x1, x2, Y,, YZE V, if xlyz, x2y1, xlxz~E, x1 < yl, x2 < y2 then Y,Y,EE. 
We remark that a graph is chordal iff it has an ordering satisfying (i). In that case 
< is called a perfect elimination ordering [16]. 
The definition of strongly chordal graphs given above seems to be unnatural. 
However, also for strongly chordal graphs, there is an equivalent characterization by 
forbidden-induced subgraphs. 
A trampoline (see Fig. 1) consists of a complete set Wl, an independent set W2 of the 
same cardinality, and a cycle alternating between WI and W2 passing all vertices of 
Wl and W2. 
Proposition 1.2 (Farber [7]). A chordal graph is strongly chordal iflit does not contain 
a trampoline as an induced subgraph. 
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Fig. 1. A trampoline. 
A tree is a connected graph which has no cycles. A directed graph T is called 
a rooted tree if its underlying undirected graph is a tree and the edges are directed in 
such a way that there is a vertex r (root) such that, for each vertex u of T, there is 
a directed path in T from v to r. For any vertex v of a rooted tree T such that u is not 
the root, the unique vertex w such that (v, w) is an edge in T is called the parent of u. 
The function P, which maps each nonroot vertex of T to its parent is called the parent 
function of T. If u is the parent of a vertex w then w is called a child of u. If there is 
a directed path from v to w in the rooted tree T then w is called an ancestor of v and u is 
called a descendent of w. 
The problem considered in this paper is the MINIMUM STEINER TREE prob- 
lem, defined as follows. 
Given a graph G = (V, E) and a subset W of V. 
Compute a tree of minimal number of vertices, which is a subgraph of G and 
contains all vertices in W. 
Note that this problem is equivalent to the following problem. 
Given a graph G = (V, E) and a subset W of V. 
Compute a minimal subset w’ c V, which contains Wand whose induced subgraph 
of G is connected. 
To get a minimum Steiner tree, we only have to compute a spanning tree for 
G restricted to IV’. 
1.2. Notions from complexity theory 
The model of parallel computation is the concurrent read exclusive write parallel 
random access machine (CREW-PRAM) [9]. 
It consists of an unlimited number of processors and of an infinite number of 
memory cells. Only a finite number of processors are active at any time. Each 
processor can access each memory cell. It is possibe that more than one processor can 
read from the same memory cell at the same time. It is not possible that more than one 
processor writes to the same memory cell at the same time. 
We assume that each arithmetic operation needs one processor and one time unit. 
Arrays and pointers are implemented in a CREW-PRAM as in a random access 
machine (RAM) [2]. A total ordering of a finite set is implemented by the correspond- 
ing enumeration. Graphs are implemented as follows. 
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The vertices are numbered by 1, . . . , n. The directed edge set of G = (V, E) consists of 
the set {(x, y): xy E E} of ordered pairs. This means that each edge appears twice as 
ordered pair. We assume that the directed edge set is implemented as a lexicographi- 
tally ordered array as in [ 173: 
(x, y) appears before (x’, y’) iff y < y’ or (y = y’ and x < x’). 
The following known results from the theory of parallel computation are used in 
this paper: 
(i) One processor can check for each x and y, whether xy E E in O(log n) time by 
binary search. 
(ii) The connected components of a graph can be computed in O(log2 n) time using 
O(n + m) processors [12,17]. 
Remark. Shiloach and Vishkin proved that this can be done by a CRCW-PRAM 
(concurrent read concurrent write PRAM) in O(log n) time using O(n + m) proces- 
sors. The upper bounds on processors and time for a CREW-PRAM follow immedi- 
ately [19]. 
(iii) For each connected graph, a spanning tree can be computed in 0(log2 n) time 
using O(n + m) processors [18]. 
We refer to [ 1 l] for a good introduction to parallel algorithms. 
Let T be a rooted directed tree. A chain of T is a maximal connected set of vertices of 
T with the property that each vertex has at most one child in T. 
The tree contraction principle consists of the repeated application of the two 
operations RAKE and COMPRESS (cf. [lS]). 
(1) RAKE: delete all leaves. 
(2) COMPRESS: replace simultaneously each chain by a chain of half of its length. 
Proposition 1.3 (Miller and Reif [ 1.51). A tree T can be contracted to one vertex using 
no more than O(logn) RAKE and COMPRESS operations. The tree contraction 
procedure can be carried out by a CREW-PRAM in O(logn) time with a number of 
processors of O(n). 
2. A first algorithmic approach 
We begin with a brief description of the sequential algorithm of White et al. [20] 
which computes for each strongly chordal graph G and each subset W of its vertices, 
a minimum Steiner tree. We assume that a strongly perfect elimination ordering 
< for the strongly chordal graph G = (V, E) is given. 
Suppose {ul, . . . , v,} is the enumeration corresponding to a strongly perfect elimina- 
tion ordering. Then the following algorithm computes a minimum Steiner tree. 
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For each i = 1, . . ..n. do: 
1. If vie Wand vi is the only vertex in W which has an index greater or equal i then 
stop. 
2. If vi E W and there is a Uj E W such that i < j and ViVj E E then choose some Uj with 
this property as the parent of vi with respect to the Steiner tree. 
3. If vi E Wand there is no vertex Uj~ W with j > i and Vivj E E then add the neighbor 
Uj of vi such that j is maximal to Wand set Uj as the parent of vi with respect to the 
Steiner tree. 
To develop a parallel algorithm we consider the following sequential improvement 
of the original algorithm of White et al. [20]. 
Algorithm WFP: 
Input: a strongly chordal graph G = (V, E), a strongly perfect elimination ordering 
< on V, and a subset WE V. 
Output: The vertex set w of a Steiner tree and the parent function F the Steiner tree. 
Initialize w’ = W. 
While Vn W’ is the cardinality greater than one do: 
1. If there is a W’E VCT W’ in the neighborhood of w then F(w) = w’ else F(w) is 
chosen as the < -largest neighbor of w, and F(w) is added to w’. 
2. w and all v < w are deleted from V, 
End while. 
The tree vith F as parent function is a minimum Steiner tree. 
As a first step towards a parallel algorithm, we introduce the following relation <: 
xiy iff x < y and (xy E E or there is a vertex z, such that xz E E and yz E E). 
Let i* be the transitive closure of <. 
Our aim is to prove that we can execute the loop of the algorithm WFP for all 
w E V n W’ in parallel, which have no <*-predecessor in w’. 
For this purpose, we consider some basic properties of <*. 
For XE V, let P(x) be the < -largest neighbor of x. 
Lemma 2.1. xiy ifsy = P(x) or yi;(x)eE. 
Proof. (F) This follows immediately from the definition of <. 
(s) Let xdy. 
We first consider the case that xy E E. If y = P(x) then we are done. If y # P(x) then, 
by the fact that x < y < P(x) and the fact that < is a perfect elimination ordering, we 
get yP(x) E E. 
We now consider the case that xy $ E. Then there is a z which is adjacent to x and y. 
Since xy$ E, z cannot be smaller than x. Otherwise < would not be a perfect 
elimination ordering. Since z is a neighbor of x, we get x < z < P(x). Since x<y, we 
get x < y, and, by the definition of a strongly perfect elimination ordering, yP(x) E E is 
valid also in the case that z # P(x). 0 
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Lemma 2.2. (i) Zf x<y, x<z, and y < z then y<z. 
(ii) Ifx<z, x<*y, and y < z then y<z. 
(iii) Let x<y < z, and xi*z then y<*z. 
(iv) Ifx<*y, x<*z, and y < z then y<*z. 
Proof. (i) Using Lemma 2.1, by the assumption of the lemma, yP(x) and zP(x) are 
edges in G or z = P(x). In the first case y and z have a common neighbor, and 
therefore y<z. In the second case yz is an edge in G, and therefore y<z. 
(ii) Let x<z and xiyi<y,i ... iy,. Let yk < z. Then by inductive application of 
(i), yi<z for each i = 1, . . . . k. 
(iii) Let x = xO<x1<xz4 ... <xk = Z. Let i be such that Xi < y < Xi+ 1. Then, by 
(ii), Xi<y. If y = Xi+1 then trivially y< *z. If y # xi+ 1 then y < xi + 1, and, by (i), 
y<xi+i<*z. 
(iv) Let x = xO<xl<xz< -1. <xk = y. Then by inductive application of (iii), we 
get xi<*z, and part (iii) is proved. 0 
Corollary 2.3. For each x E V which is not the < -maximum, there is a unique vertex 
F(x) such that x<*F(x) and there is no y such that x<*y<*F(x) (<* is a tree like 
partial ordering). 
Lemma 2.4. Each extension of <* to a total ordering is a strongly perfect elimination 
ordering. 
Proof. In the preconditions of the definition of a strongly perfect elimination order- 
ing, < can be replaced by <. 
Suppose x < y and x < z and xy, xz E E. Then xi y and x<z. 
Suppose xly,, x2yl, x1x2 EE, x1 < y, and x2 < y,. Without loss of generality, we 
can assume that xi < x2. Then, by the definition of i, xi<y,. Note that x2y2 EE, 
because xi < x2 < y2 and x1x2 and xly2 are in E. 0 
We can solve the problem STEINER TREE by the following parallel procedure 
SEMIPAR (which has not necessarily a polylogarithmic time bound). 
Algorithm SEMIPAR: 
Input: A strongly chordal graph G = (V, E), W c V, and the tree like partial 
ordering <* corresponding to a strongly perfect elimination ordering < . 
Output: The vertex set IV” of a Steiner tree and the parent function F belonging to 
the Steiner tree. 
Initialize W’ = W While IV’ n V is of cardinality greater than one do: 
1. Let B = {we w’n VI,jw’E w’n Vw’<*w}. 
2. For WEB: 
if there is a w’ E IV n V, such that ww’ E E then set F(w) = w’ 
else set 
F(w) as the <*-maximal neighbor of w in V and add F(w) to IV’. 
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3. For all WEB, erase w and all v<*w from V. 
End while. 
Proposition 2.5. SEMIPAR solves the STEINER TREE problem and produces 
a Steiner tree with parent function F. 
Proof. It is sufficient to prove that this algorithm computes the same tree with parent 
function F as the algorithm WFP does. Let Bi be the set B after the ith application of 
the loop of SEMIPAR. Since there is no <*-relation between any two vertices x and 
y in &, we can extend < to a total ordering < in such a way that, for x~k?i and 
_VEBi+l, x< Y. 
Since there is no <*-relation between x, y E Bi, vertices x, y E Bi have no common 
neighbors. Therefore, a total ordering < as just defined has the property that any 
F(x) is no neighbor of y, if x and y are both in Bi and if we apply WFP to < . This 
means that for all x E Bi, the values F(x) are independent of each other. Therefore. we 
can determine F(x) for all XE& in parallel, and SEMIPAR does the same as 
WFP. 0 
One can see that SEMIPAR can be implemented on a CREW-PRAM, such that the 
time-processor product is linear. Note that SEMIPAR executes the same steps as 
WFP. Therefore, the time-processor product of SEMIPAR and the time bound of 
WFP coincide. 
3. A faster parallel algorithm 
In the algorithm SEMIPAR we only executed the RAKE part of a tree contraction 
by stepwise simultaneous deletion of vertices which have no <*-predecessor (see 
step 3). 
To get a polylogarithmic time algorithm, we execute as in [S] a variant of tree 
contraction. Instead of an alternating application of RAKE and COMPRESS [15], 
each leaf chain is deleted in one step. log n time steps are enough to delete the whole 
tree. The reason is that the number of parallel leaf chain deletion steps is bounded by 
the number of RAKE operations on vertices with more than one child in the tree 
contraction and therefore bounded by the number of tree contraction steps. 
3.1. An efJicient parallel algorithm for the case that <* is a total ordering 
First we present an algorithm ORDERPAR which computes, for the case that Vis 
totally ordered by <*, i.e. the underlying tree of i is a chain, a minimum Steiner tree. 
The parallel algorithm PAR which computes, for all strongly chordal graphs, a Steiner 
tree is the stepwise application of ORDERPAR to all leaf chains simultaneously. 
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Algorithm ORDERPAR: 
Input: A strongly chordal graph G = (V, E), W c V, and the (total) ordering <* as 
defined (which coincides with the strongly perfect elimination ordering < ). 
Output: A Steiner tree with vertex set IV’ and parent function F. 
1. Compute the set Z? of connected components of G 1 W. For each K E .X, select 
the largest element xK. Let 9 be the set of all xK. 
2. For XE I’, let K’(x) be the (unique) K E X such that xK > P(x) and P(x) is 
adjacent to some vertex in K. If such a connected component K does not exist 
then let K’(x) = 8. 
If K’(x) = !$ then x’ is set to be P(x). Otherwise set x’ = xK,(,... 
Set x” = min {y E FI y > x and yP(x) $ E} and 
R(x) = min{x’, x”} if x” is defined. 
If x” is not defined then set R(x) = x’. 
3. Let v. be the smallest element of I? For j 2 0 such that Vj is not the maximum 
with respect to < , set Uj+r = R(vj). 
The vertex set IV’ is defined as Wu {P(Vj):j > O}. 
The parent F(x) of x E IV’ is the smallest y > x, such that yx~E and which 
is in IV. 
4. Delete the root of IV’ if it has only one child and does not belong to W. Repeat 
this step until the root has at least two children or belongs to W. 
We prove the correctness of ORDERPAR, i.e. F is the parent function of a min- 
imum Steiner tree. 
First, we prove that K’(x) is unique and well defined. 
Lemma 3.1. (i) If x is adjacent to a connected component K of G 1 Wand x < xK then 
x is adjacent to some y E K with x < y. 
(ii) For each x E V, there is at most one connected component K of G 1 W such that x is 
adjacent to K and xK > x. 
Proof. We prove first part (i). Suppose x is adjacent to some vertex y E K. Then we find 
a path P’ = (ul, . . . . up_ 1, up) in K from y to xK. Let P = (uo, . . . . up) be the path P’ 
extended by x (thus u. = x). Since < is a perfect elimination ordering, we can erase 
all vertices Ui from P such that Ui < Ui _ r and ui < Ui + r. Since xK is the maximal vertex 
of K and x < xK, it remains only the possibility that ui < ui+ 1. Therefore, x must be 
adjacent to some vertex ygK such that x < y. 
The proof of part (ii) is as follows. Suppose x < y,, x < y,, xyl E E, and xy, E E. 
Then y1y2 E E, because <: is a perfect elimination ordering. If y, and y, are in W then 
they are in the same connected component of GI W. By part (i), part (ii) immediately 
follows. 0 
To prove the correctness of ORDERPAR we have to show that, in case that i * is 
a total ordering, ORDERPAR and WFP do the same. For this purpose, we prove the 
following technical lemma. 
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Lemma 3.2. Let {vj}j be as computed in ORDERPAR. Then we have the following 
points. 
(i) Each vertex vi is in W or equals P(vi- 1). 
(ii) Each v E w\ P is adjacent to some w E W such that v < w. 
(iii) Suppose VE P and vj < v < vj+ 1. Then vP(vj) E E. 
(iv) Suppose vi < vj < P(vi). Then vjP(vi)$E. 
(v) P(Vi)P(Vi+l)E E OY P(Vi) = Vi+ 1 or P(Q) is adjacent to some VE W such that 
P(vi) < v or vi is the < -maximum. 
Proof: (i), (ii), and (iii) follow immediately from the construction of the vertices Vi. 
(iv) is proved as follows. Suppose Vi < Vj < P(Q). We consider a sequence 
Vi = Ul<UZ< ... <uk = Vj. We can also assume that Vj_ 1 appears in this sequence as 
some ZQ. Note that Us + I is in the neighborhood of P(ut) and that each neighbor x > uI 
of some neighbor y > ur of ur is a neighbor of P(ut) 
Assume now vjP(Vi) E E. Then, since <* = < is a strongly perfect elimination 
ordering, we can prove by an easy induction that for each uI with 1= 1,. . . , k, 
UjP(ut) E E. 
Therefore, also P(vj- l)vj~ E. 
We know that Uj < P(vi) < P(vj_l). Then vj is necessarily of the form 
v;‘_r = min{yE Ply > vj_,,yP(vj_l)4E). This is a contradiction. 
We continue with the proof of(v). Note that one of the following properties is true: 
(1) 4 = XK,(Vi) > P(vi) and K’(vi) is not empty. Then P(vi) is adjacent to some YE W 
which is greater than P(vi). Only in this case vi+ 1 = min{v;, vy} can be greater than 
p(vi). 
(2) Vi+1 = Vi = P(Vi). 
(3) Vi < Vi+1 = Vy < P(Vi). 
The last case is the only nontrivial one. 
We make use of the following result. 
Lemma 3.3. Zf x<*y < P(x) then P(x) = P(y) or P(x) P(y) E E. 
Proof. Let x = x~<xZ<...<X~ = y. Then by induction P(xi) > y, P(Xi+l) > P(xi), 
and xi + 1 P(xi) E E. 
Since < * is a perfect elimination ordering P(x) P(xz) E E or P(x) = P(x2). Since <* 
is a strongly perfect elimination ordering, N’(P(xi)) n (z 1 z 2 Xi} is a subset of 
N’(P(Xi+ 1)). Since P(x) > y, P(x) is in the extended neighborhood of each P(x,) and 
therefore in N’(P(x)). 0 
Proof of Lemma 3.2 (Conclusion). Since vi + 1 = $ is not in the neighborhood of P(vi), 
it remains only the possibility that P(vi) and P(vi+l) are neighbors. q 
To compare ORDERPAR and WFP, weJirst consider the case that the < -maximum 
of V belongs to W. 
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Lemma 3.4. Assume the < -maximum of V belongs to W and < = <*. Then WFP 
and ORDERPAR compute the same minimum Steiner tree. 
Proof. We define W(U) = WU { P(Ui) ) i 2 0, Ui < u} where Vi is defined as in ORDER- 
PAR. We prove the following by induction on the number of passes through the loop 
of WFP. 
(1) Each time at the beginning of the loop of WFP with w as the smallest element of 
W n v, W = W(w). 
(2) Each time at the beginning of the loop of WFP with w as the smallest element of 
IV’ n V, w is of the form vi iff w has no neighbors in V n W’ (note that all neighbors of 
w in V n W’ are greater than w). 
Both statements are true if the loop of WFP is entered for the first time. At the 
beginning, W(w) coincides with the initial set W’ = Wand w as the smallest element of 
IV’ is in F iff it has no neighbor in IV’. The last statement is equivalent to the 
statement that w = t+,. 
Suppose (1) and (2) are true before the kth pass through the loop of WFP. Let 
u = u(w) be the successor of w in the set IV’ after the execution of one pass through the 
loop of WFP. We prove that, after the kth pass through the loop of WFP, IV 
coincides with W(u). 
WeJirst consider the case that w is not a Vi. We consider three subcases: 
WE w\V, 
w is of the form P(Q). 
Suppose w E W\P Then IV’ is not changed by WFP in that step because w has 
a greater neighbor in the set W. W(w) coincides with W(u) and therefore W(u) 
coincides with W’ after the execution of one pass through of the loop. 
SupposewEpandoi<w<ui+r. Then, by Lemma 3.2, part (iii), WP(Ui) E E. We 
claim that w < P(Ui). 
One possibility is that ui+l , < P(ui). Then we are done. Otherwise ni+l is the 
maximum of the connected component of W which is greater than P(Ui) and adjacent 
to P(Q), and therefore w < P(Vi) (note that w is the maximum of a connected 
component of G 1 W’). 
Therefore, also in the case that w E P and w is not of the form Vi, IV’ is not changed 
because it has a greater neighbor in W(w). Therefore, after execution of the loop, W’ 
coincides with W(u) 
Suppose w is of the form P(Uj). Here we consider the cases that w = P(Uj) < Uj+ 1 
and that w = P(uj) > Uj+ 1. 
Suppose Vj + 1 < P(uj). Then, by Lemma 3.2, part (iii), Vj+ ,P(Vj) $ E and therefore 
P(vj+ 1) > P(Vj). Therefore, wP(uj+ 1) = P(Vj) P(vj+ 1) E E, by Lemma 3.2, part (v), and 
w has a greater neighbor in W(w). In this subcase, W’ is not changed and 
W(w) = W(u) where u is the successor of w in W(w). 
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Suppose P(Vj) < Vj+ 1. Then there exists a greater neighbor of P(uj) in W. Also in 
this case, IV’ is not changed and W(w) coincides with W(u). 
We now consider the case that w = vi. If w is in W then w has no greater neighbors 
in W, because it is in P (part (i) of Lemma 3.2). If w is of the form P(Ui-1) then 
vi = vi- i and there is no connected component of W which is adjacent to Vi = P(Vi- i) 
and has a maximum greater than w. Therefore, also in this case, w has no greater 
neighbors in W. 
By Lemma 3.2, part (iv), w = vi has no neighbor P(Vj) such that Vj < Ui and 
Vi < P(Vj). 
Therefore, in the case that w is of the form vi, IV’ is extended by P(w). Therefore, 
after one pass through the loop of WFP, IV’ coincides with W(u). 0 
We now consider the case that the < -maximum of V does not belong to W. 
Suppose the root r of the minimum Steiner tree computed by WFP is less than the 
< -maximum max of V. 
Now max is added to W. Then the behavior of WFP is changed as follows: 
m, = P(r) and mi = P(mi_ 1) are added to the Steiner tree IV until max is reached 
(max = mk for some k). Note that in IV’ the unique child of each mi is mi_ i and the 
unique child of m, is r. Therefore, it is su$icient to erase iteratively the rootfrom W’ ifit 
is not in W and has only one child, to get a minimum Steiner tree. 
Therefore, the algorithm ORDERPAR works correctly. 
It remains to analyze the complexity of ORDERPAR. 
Lemma 3.5. ORDERPAR can be executed in O(log n) time with a processor number of 
O(n + m). 
Proof. The first step can be done in O(log n) time using O(n + m) processors by 
computation of a spanning forest SF w with the parent function F,(x) = 
min {y E WI x < y, xy E E} (see for example Klein’s depth first search tree algorithm for 
chordal graphs [13]). The computation of the vertices xK is the computation of the 
root of the trees in SF, and can be done in O(log n) time using O(n) processors. Note 
that the set of roots is the set of those vertices for which the parent function is not 
defined. To compute for each x E K, the corresponding vertex xK, we iterate the parent 
function F, and get xK by pointer jump techniques. For all x simultaneously, we can 
do this procedure in O(logn) time using O(n) processors (see for example [ll]). 
Step 2 is the concatenation of computing maxima and minima. 
To compute K’(x), we check whether P(x) has a greater neighbor y, in W. If that is 
true then K’(x) is the connected component of GI W the vertex y, belongs to. 
Otherwise K’(x) is set 0. Such procedure can be done in O(logn) time using 
O(n + m)/logn processors (see for example [ll]). To determine x”, we compute first 
for each DE f, its immediate successor Sue(v) in F. This can be done in O(log n) time 
using O(n) processors by pointer jump techniques. 
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For each w E V, let Pr(w) be the immediate successor of w with respect to < . Then 
we set &K’(W) = w if w E P and &K’(W) = Pr(w) is w 4 I? By application of the pointer 
jump technique to Sac’, we get, for each w, the first element &K*(W) E P which is 
greater or equal w. For each UE p, we get &c(v) = Suc*(Pr(u)). We select the 
successor Sue(y) of the least y E N(P(x)) n p which is greater or equal to x, such that 
Sue(y) is not in N(P(x)). In the case that the minimal element Suc*(Pr(u)) of vgreater 
than x is not in the neighborhood of x, we take this as x”. Otherwise x” = &c(y). 
Sue and Sue* can be computed in O(log n) time using O(n) processors. If Sue and 
Sue* are known, x” can be computed in O(log n) time using 0( # N(x) + 1) proces- 
sors. Therefore for all x simultaneously, x” can be computed in O(logn) time using 
O(n + m) processors. 
The last two steps can be done by pointer jump techniques in O(logn) time using 
O(n) processors [Ill]. 0 
3.2. The general case 
It remains to consider the case that G = (I’, E) is any strongly chordal graph. 
Theorem 3.6. The MINIMUM STEINER-TREE problem can be solved in O(log’n) 
time using O(n + m) processors, provided a strongly perfect elimination ordering is 
given. 
Proof. We shall prove that the following parallel algorithm PAR computes for each 
strongly chordal graph G = (V, E) with a strongly perfect elimination ordering 
< and each subset W of the vertex set V, a Steiner tree S with minimum vertex 
set w’. 
Algorithm PAR: 
Input: A strongly chordal graph G = (V, E), a subset W of V and a strongly perfect 
elimination ordering < . 
Output: A Steiner tree S with vertex set IV’ and parent function F. 
Initialize w’ = W and V’ = V. 
1. Compute, for each vertex x which is not the < -maximum, its immediate <- 
successor Pr(x) and its largest neighbor P(X). 
2. While I” contains more than one vertex: 
(a) Compute the set X of connected components of G) w’. For each K E X, let 
xK its largest element. Let f be the set of all xK. 
(b) For each leaf chain L = (x1, . . . , x1} of Pr restricted to I”, do in parallel: 
l As in ORDERPAR, compute a pointer R such that, under the assumption that 
P(x) is a vertex in W’\W, also P(R(x)) is in W’\ W. 
For x E L, let K’(x) be the (unique) K E X such that xK > P(x) and P(x) is 
adjacent to some vertex in K. If such a connected component K does not 
exist then let K’(x) = 0. 
E. Dahlhaus / Discrete Applied Mathematics 51 (1994) 4741 59 
Compute candidates x’ and x” for R(x): 
If P(x)&L then set x” = 00 . 
If K’(x) = 8 then set x’ = P(x) 
else if x~,(~) EL then set x’ = xK+.) if xK+) E L 
else x’ = cc . 
If {ye ?n Lly > x and yP(x)$E} is not empty 
then set x” = min{yE ?n Lly > x and yP(x)#E} 
else x” = cc . 
Set R(x) = min{x’, x”}. 
l Compute the maximal sequence (u”)fEO of vertices in L such that u0 is 
the smallest element of fn L and Uj+i = R(vj). Set w, = 
w’U{P(Vj):j=O~~~~~l}~ 
(c) Set w’ = w’ u u L leaf chain of Pr restricted to V’ W, and 
v’= v’\u L leaf chain of Pr restricted to V’ L. 
3. S is the tree with vertex set IV’ and the parent function F(x) = min { y E IV’ 1 xy E E, 
x < Y>. 
4. If the root r of S is not in Wand has only one child in S then delete r from S. Repeat 
this step until the root of S is in W or has at least two children. 
Lemma 3.7. PAR computes the same Steiner tree as SEMIPAR. 
Proof. We consider at Jirst the case that the < -maximum max of V belongs 
to w. 
For any leaf chain L, we could apply ORDERPAR on G restricted to L’ = L u { y 1 y 
Pr-ancestor of L}. As easily seen, PAR applied to G and ORDERPAR restricted to L 
compute the same vertices P(x)E W’\ W with x E L. 
Since ORDERPAR and WFP are equivalent in the case that <* is a total ordering, 
also WFP computes the same additional vertices P(x) E W’\ W such that x E L as 
PAR. Note that SEMIPAR is nothing but the parallel application of WFP to all leaf 
chains and computes therefore, for all leaf chains L the same vertices P(x) E W’\ W 
such that x E L. 
Therefore, SEMIPAR and PAR compute the same set of Steiner tree vertices. 0 
To consider the case that max does not belong to W, we only have to proceed as in 
ORDERPAR. We did not make use of the fact that < * is a total ordering to prove the 
correctness of the last step of ORDERPAR. 
It remains to analyze the complexity of PAR. 
Lemma 3.8. PAR can be executed in O(log’ n) time using O(n + m) processors. 
Proof. Step 1 is a maximum and minimum computation which can be done for all 
x simultaneously, in O(log n) time using O(n + m) processors. 
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The loop of step 2 is executed O(logn) times, because the number of leaf chains 
erasing steps until V’ becomes empty is bounded by the number of RAKE-operations 
in the tree contraction procedure. 
Step 2(a) has, as in ORDERPAR, a time bound of O(log n) and a processor bound 
of O(n + m). 
In step 2(b), we at first have to compute the set of Pr-leaf chains. For each leaf 0, we 
compute the leaf chain L,v belongs to as follows: 
We set v. = v and Vi+i = Pr(vi) if vi is the only XE I” such that h(x) = Pr(vi). 
Otherwise vi + 1 is undefined. These Vi can be computed by pointer jump techniques in 
O(log n) time using O(n) processors [Ill]. The substeps of 2(b) have the same time and 
processor bound as in ORDERPAR. 
The analysis of step 2(c) is as follows: The number of pairs (x, L) such that L is a leaf 
chain, x E W, and x 4 L is bounded by m because each such x is of the form P(y) such 
that y E L and therefore adjacent to some vertex in L. The number of pairs (x, L) such 
that L is a leaf chain, x E W, and x E L is bounded by n because the leaf chains are 
pairwise disjoint. Then it is easily checked that the new set IV’ can be computed in 
O(logn) time using O(n + m) processors. 
The computation of the tree S in step 3 is a minimum computation and can be done 
in O(logn) time using O(n + m) processors. 
Step 4 can be done, as in ORDERPAR, in O(log n) time using O(n) processors by 
pointer jump techniques [l 11. 0 
Proof of Theorem 3.6 (Conclusion). Pasting Lemmas 3.7 and 3.8 together, the the- 
orem has been proved. 0 
4. Conclusions and future research 
We developed a parallel algorithm to compute a Steiner tree for strongly chordal 
graphs. The processor time product is linear up to a polylogarithmic factor. The 
problem to compute the reliability of graphs is very related to that of computing 
minimum Steiner trees Cl]. It is no problem to parallelize the algorithm of [l] to 
compute the reliability of an interval graph with some distinguished vertices. Yet it 
remains open to get an efficient (sequential or parallel) algorithm for the reliability 
problem for strongly chordal graphs [l]. 
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