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It can be convenient to think of the genome as simply a string of nucleotides, the linear order of which
encodes an organism’s genetic blueprint. However, the genome does not exist as a linear entity within cells
where this blueprint is actually utilized. Inside the nucleus, the genome is organized in three-dimensional (3D)
space, and lineage-specific transcriptional programs that direct stem cell fate are implemented in this native
3D context. Here, we review principles of 3D genome organization in mammalian cells. We focus on the
emerging relationship between genome organization and lineage-specific transcriptional regulation, which
we argue are inextricably linked.Introduction
One of the most fundamental questions in human biology is how
one genome sequence can give rise to so many different cell
types. The answer to this question lies, at least in part, in the abil-
ity of distinct cell types to express genes at different levels and
in different combinations. Much of the cell-type-specific (or
‘‘lineage-specific’’) regulation of gene expression occurs at the
level of transcription. Such lineage-specific transcriptional regu-
lation is not simply a product of genome sequence, because all
cells in an individual have essentially the same genetic content.
Thus, features of the genome beyond its primary nucleotide
sequence must contribute to the lineage-specific gene regula-
tion that underlies cellular identity.
Tremendous effort has beendedicated to the study of genomic
features other than primary nucleotide sequence. To this end,
scientists haveemployedbiochemical assays andcomputational
tools tomap sites of active transcription, chromatin accessibility,
transcription factor (TF) binding, and chemical modification to
histones and to the DNA itself, culminating in the discovery of
tens of thousands of transcription units and millions of potential
cis-regulatory elements in the human genome (Bernstein et al.,
2010, 2012). These data provide myriad layers of information
about the genome’s lineage-specific biochemical activity that
can be superimposed on its primary nucleotide sequence, and
these additional annotations have proven to be a valuable
resource for biomedical researchers (Maurano et al., 2012; Hnisz
et al., 2013; Weedon et al., 2014; Praetorius et al., 2013).
However, no linear representation of the human genome—no
matter how well annotated with functional elements—can fully
capture the molecular mechanisms responsible for lineage-spe-
cific transcriptional regulation. The process of transcriptional
regulation is not carried out on a linear string of nucleotides.
In vivo, this string of nucleotides is wrapped around histones,
divided into chromosomes, highly compacted, and enclosed
within the crowded and nonuniform environment of the inter-
phase nucleus. Transcriptional regulation depends on physical
interactions between regulatory elements like enhancers
and promoters that are often not adjacent in a linear sense.762 Cell Stem Cell 14, June 5, 2014 ª2014 Elsevier Inc.The role of nonlinear interactions in transcriptional regulation
is exemplified by two fundamental properties of metazoan
enhancer function: (1) enhancers can direct the expression of
target genes located far away in linear distance (i.e., number of
intervening base pairs), and (2) the gene most heavily influenced
by an enhancer is not always the gene that is closest by linear
distance (for illustrative examples, see Lettice et al., 2003; Sagai
et al., 2005; Montavon et al., 2011; Benko et al., 2009). Mounting
evidence suggests that this ostensibly ‘‘long-range’’ regulation is
possible because enhancers are in close physical proximity
to the promoters of their target genes in vivo, despite long
stretches of intervening nucleotides (de Laat and Duboule,
2013). This physical proximity allows protein complexes bound
at enhancers to interact with those bound at promoters, thereby
influencing transcription of target genes.
For much of its history, the study of genome organization
has relied on microscopy-based techniques, which lack the
resolution necessary to observe individual physical interactions
like those between an enhancer and promoter. However, re-
searchers have overcome this limitation in recent yearswith a se-
ries of molecular techniques based on the concept of chromatin
conformation capture (3C) (de Laat andDekker, 2012; deWit and
de Laat, 2012; Dekker et al., 2002, 2013). Briefly, these 3C-
derived technologies (collectively referred to here as ‘‘C technol-
ogies’’) have a common methodological underpinning in which
chemical crosslinking is used to secure 3D contacts between
genomic loci occurring in live cells. This crosslinked chromatin
is then isolated, digested with a restriction enzyme, and religated
in extremely dilute solution so that only loci that were contacting
each other in vivo (and thus fixed together by crosslinking) will
be ligated together. Therefore, in theory, each ligation product
contains a pair of loci that were in contact in vivo at the time of
crosslinking. These ligation products can then be assayed to
determine the frequency of contacts between specific loci, albeit
with varying scope and throughput. Collectively, data from C
technologies (which we refer to below as ‘‘C data’’) have allowed
researchers to answer questions about genome organization
that were previously beyond reach.
Figure 1. Different Levels of Genome Organization
From top to bottom:
Level 1: Chromosomes occupy distinct subregions of the nucleus known
as chromosome territories (CTs). Individual chromosomes are indicated by
different colors.
Level 2: Transcriptionally inactive regions are enriched at the nuclear periph-
ery, where they contact the nuclear lamina (red). Actively transcribed genes
often colocalize at RNA polymerase II transcription factories (yellow). These
and other instances of colocalization between regions with similar transcrip-
tional activity may provide the physical basis for the observations of A and B
compartments in C data.
Level 3: Topological domains, or topologically associating domains (TADs), are
regions of frequent local interactions separated by boundaries across which
interactions are less frequent. CTCF binding sites and other sequence features
(TSS, SINEs; not depicted here) are enriched at TAD boundaries. Note that
Cell Stem Cell
ReviewHere, we discuss recent findings related to 3D genome orga-
nization in mammalian cells, with a particular focus on how
different levels of organization contribute to lineage-specific
transcriptional regulation. Because we are primarily focused
on global principles, we rely heavily on evidence from genome-
wide studies, although key findings at specific gene loci are
also discussed where applicable. We begin our discussion with
higher-order organizational features that are observed at the
level of the whole genome or whole chromosome and work pro-
gressively downward in scale to the level of interactions between
individual genomic loci. Throughout this Review, we highlight
changes in genome organization that occur during the course
of differentiation, and we conclude with a discussion of genome
organization in pluripotent cells. In sum, we believe that recent
developments firmly support the notion that genome organiza-
tion plays an essential role in orchestrating the lineage-specific
gene expression programs that underlie cellular identity.
Higher-Order GenomeOrganization Influences but Does
Not Determine Transcriptional Output
The genome is organized at many levels, ranging from higher-or-
der structures that are visible under the microscope down to
smaller-scale structures that are detectable only by molecular
techniques (Figure 1) (Gibcus and Dekker, 2013; Bickmore,
2013). Perhaps the most fundamental unit of higher-order
genome organization is the chromosome. Each chromosome
occupies its own subvolume of the interphase nucleus, known
as a chromosome territory (CT) (Cremer and Cremer, 2010).
CTs can be visualized by fluorescent in situ hybridization
(FISH) using probe sets designed to paint entire chromosomes
(Bolzer et al., 2005) and are also evident in C data that demon-
strate a consistent preference for intrachromosomal over
interchromosomal interactions (Lieberman-Aiden et al., 2009).
Although CTs are spatially distinct, there is considerable inter-
mingling between different chromosomes near the border of
CTs (Branco and Pombo, 2006). The position of specific regions
within their resident CT is nonrandom and is correlated (albeit
loosely) with transcriptional activity. Gene-rich regions tend to
localize to the periphery of CTs (Boyle et al., 2011), which likely
facilitates access to transcriptional machinery, as well as sharing
of this machinery between active genes on different chromo-
somes (Schoenfelder et al., 2010; Osborne et al., 2004). It has
also been observed that specific regions can shift position
from the CT interior to the CT periphery as genes in those regions
become active during development (Morey et al., 2007; Cham-
beyron and Bickmore, 2004). While CT positioning correlates
with transcriptional activity, the details of this relationship remain
unclear. Notably, a shift in CT position is not always accompa-
nied by a change in transcriptional activity, and active transcrip-
tion is not limited to a specific zone of the CT (Morey et al., 2007;
Zink et al., 2004). In this way, CT positioning exemplifies aCTCF also binds within TADs. Cohesin is often present at TAD boundaries,
although it is not shown here.
Level 4: Transcriptional regulation depends on long-range interactions be-
tween cis-regulatory elements such as enhancers (light red) and promoters
(light yellow). These cis-regulatory interactions are facilitated by proteins
including transcription factors (TFs; blue), cofactors such as Mediator (Med;
red) and Cohesin (purple ring), and RNA polymerase II (Pol II; yellow).
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tion and transcriptional activity influence each other, but one
does not strictly determine the other (Misteli, 2009; Cavalli and
Misteli, 2013).
The position of a given CT within the nucleus is highly stable
through interphase, but a reshuffling of chromatin occurs during
mitosis such that neighboring CTs can vary between mother and
daughter cells, and thus also between cells within an ostensibly
homogenous population (Thomson et al., 2004; Walter et al.,
2003; Nagano et al., 2013; Parada et al., 2003). Despite this
cell-to-cell variation, there are several features of genome
organization above the level of the CT that are consistent across
a population of cells. One such feature is that genomic regions
tend to contact other regions with similar transcriptional acti-
vity. High-throughput C technologies have demonstrated that
regions showing characteristics of transcriptional activity
(including accessible chromatin, activity-associated histone
modifications, high gene density, and high expression levels)
most frequently interact in space with other active loci (Lieber-
man-Aiden et al., 2009; Simonis et al., 2006). Similarly, regions
that lack characteristics of transcriptional activity tend to interact
with other inactive regions. This tendency of regions with similar
transcriptional activity to contact each other extends beyond a
single chromosome, because the same trend is readily apparent
in C data even when only trans contacts are considered. These
distinct active and inactive networks of cointeraction are referred
to in the literature as the A and B compartments, respectively. It
is not yet clear how these compartments (active A compartment
and inactive B compartments) are established, but they presum-
ably reflect a global tendency of euchromatin and heterochro-
matin to segregate in space. The concept that regions with
similar transcriptional activity can colocalize in nuclear space is
well established. For example, rRNA gene clusters from different
chromosomes colocalize at the nucleolus, where they undergo
transcription by RNA polymerase I. Genes transcribed by RNA
polymerase II also colocalize at foci of transcriptional activity
known as transcription factories (Figure 1), although there can
be hundreds or thousands of such factories in a single nucleus
(Papantonis and Cook, 2013; Edelman and Fraser, 2012). In
addition, transcriptionally inactive regions are enriched at the
nuclear periphery in most cell types, leading to the classic
appearance of a dense ring of heterochromatin just under the
inner nuclear membrane in electron micrographs (Padeken and
Heun, 2014).
Genomic regions at the nuclear periphery have been studied in
further detail using the DamID method (van Steensel and Henik-
off, 2000). DamID can identify regions that come into contact
with proteins of the nuclear lamina, a filamentous network of pro-
teins abutting the inner nuclear membrane (Pickersgill et al.,
2006; Guelen et al., 2008). Genomic regions that contact the
nuclear lamina, which are known as lamin-associated domains
(LADs), are characterized by low levels of transcriptional activity,
low gene density, and repressive histone modifications including
H3K27me3 and H3K9me2 (Guelen et al., 2008; Kind et al., 2013;
Akhtar et al., 2013). These observations suggest a link between
transcriptional silencing and the nuclear lamina. Consistent with
this link, the association of specific genes with the nuclear
lamina often coincides with their transcriptional silencing during
differentiation (Peric-Hupkes et al., 2010). Examples include the764 Cell Stem Cell 14, June 5, 2014 ª2014 Elsevier Inc.key pluripotency genes Oct4, Nanog, and Klf4. Conversely, loss
of association with the lamina and repositioning away from the
nuclear periphery often coincides with transcriptional activation
(Kosak et al., 2002; Williams et al., 2006; Peric-Hupkes et al.,
2010). Moreover, forcing the localization of specific genomic
regions to the nuclear periphery via tethering proteins of the inner
nuclear membrane leads to a loss of transcriptional activity
(Finlan et al., 2008; Reddy et al., 2008). It is important to note,
however, that not all genes are equally affected by such forced
relocation, and localization to the nuclear periphery is not
incompatible with active transcription. In addition, a given region
is not found exclusively at either the nuclear periphery or the
interior in a population of cells. The specific regions associated
with the lamina can differ considerably within a population of
cells, and even between mother and daughter cells (Kind et al.,
2013). Thus, nuclear localization can influence transcriptional
activity, but it does not determine the transcription level of
any given gene. We suspect that this pattern—of widespread
but nondefinitive influence on transcriptional activity—is likely
to be characteristic of many features of higher-order genome
organization.
Topological Domains Coordinate Regulatory Influences
At increasing resolution, below the scale of an individual CT,
another major feature of genome organization is observed: chro-
mosomes are comprised of structural units called topological
domains, also known as topologically associating domains
(TADs) (Nora et al., 2012; Dixon et al., 2012). TADs are regions
of high local contact frequency that are separated by sharp
boundaries, across which contacts are relatively infrequent (Fig-
ures 1 and 2). Mammalian genomes contain roughly 2,000 TADs
covering more than 90% of the mapable genome and varying
in size from a few hundred kilobases (kb) to several megabases
(Mb), with an average size of approximately 1 Mb. TADs are too
small to study comprehensively with current microscopy-based
methods, but visual evidence obtained by FISH is generally
consistent with C data (Dixon et al., 2012; Nora et al., 2012;
Sofueva et al., 2013). It has also been suggested that TADs
correspond to chromatin structures of roughly the same size
that were previously observed in micrographs (Gibcus and Dek-
ker, 2013).
A growing body of evidence suggests that TADs are a funda-
mental unit of genome organization. TADs have now been
described in every mouse and human cell type in which they
have been scrutinized (Dixon et al., 2012; Zuin et al., 2014; Jin
et al., 2013; Naumova et al., 2013; Nora et al., 2012; Sofueva
et al., 2013), as well as in Drosophila (TAD size is considerably
smaller in Drosophila, at 100 kb on average) (Sexton et al.,
2012). The boundaries between TADs are strikingly consistent
across cell types. Roughly 50%–90%of TAD boundaries overlap
in pairwise comparisons between cell types (Dixon et al., 2012).
In cases in which boundaries do not overlap, it is often due to the
lack of a precise definition of what constitutes a TAD boundary
rather than to gross changes in patterns of local interactions
(although in isolated cases, such gross changes are observed).
The locations of TAD boundaries are also highly conserved be-
tween mouse and human, indicating that both the existence
and location of TADs have functional significance that is under
selective pressure. In addition, TADs are not detectable during
AB
Figure 2. TADs and A/B Compartments
(A) Diagrammatic representation of two neighboring TADs.
(B) UCSC genome browser view of the region chr11:115,470,000–
116,770,000, which contains a boundary between two adjacent TADs. Top:
Scale bar and RefSeq genes. Middle: C data from IMR90 fibroblasts. Tracks
show pairwise interaction frequencies (red; 40 kb bins), TADs (black bars), and
compartments A and B (green). Dashed line marks the boundary between TAD
1 and TAD 2. Note that TAD 2 contains far more genes than TAD 1 and is in the
inactive compartment A in IMR90, whereas TAD 1 is in the inactive compart-
ment B. Bottom: C data from human ESCs. Tracks are arranged as above
for IMR90. Note that overall TAD structure and location of TAD boundaries do
not differ significantly between IMR90 and ESCs. However, TAD1 is in the
active compartment A in ESCs. Association of this gene-poor TAD with
compartment A in ESCs may be related to the global pervasiveness of open
chromatin in pluripotent cells (see Genome Organization and Pluripotency
section for further discussion). All C data taken from Dixon et al. (2012).
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specific to interphase when transcription is most active.
The transcriptional regulation of genes within the same TAD
appears to be coordinated in a number of ways. TADs frequently
overlap with regions demarcated by other functional annotations
related to transcriptional activity, including histone modifications
(e.g., H3K9me2, H3K27me3), replication timing, and association
with the nuclear lamina (Dixon et al., 2012; Nora et al., 2012,
2013). Transitions between compartment A and compartmentB also frequently occur at TAD boundaries (Dixon et al., 2012).
That is, a given TAD tends to be all in the active compartment
A or all in the inactive compartment B. Notably, TADs in the
active compartment A tend to contain a higher density of internal
interactions (Sofueva et al., 2013), as might be expected given
the role of interactions between cis-regulatory elements in tran-
scriptional activity. The same TAD can be found in different com-
partments (i.e., A or B) in different cell types (Figure 2). Such a
shift between compartments is often accompanied by a respec-
tive gain or loss of internal interactions. TADs can also gain or
lose association with the nuclear lamina during differentiation
(Nora et al., 2012). Taken together, these data suggest that
TADs represent structural units on which broad (but nondefini-
tive) regulatory influences can be applied domain-wide.
Particular attention has been paid to the boundaries between
adjacent TADs. By definition, cis interactions across TAD bound-
aries are infrequent, suggesting that these boundaries may limit
the potential target genes of a given enhancer or, vice versa,
limit the potential enhancers of a given target gene. Indeed,
promoters and enhancers within the same TAD often show
coordinated activity (Shen et al., 2012). Moreover, the insertion
of a reporter construct designed to act as a regulatory sensor
into different locations within the same TAD yields similar pat-
terns of reporter gene expression in transgenic mouse embryos
(Symmons et al., 2014), further supporting a role for TAD bound-
aries in demarcating zones of enhancer influence. It has also
been noted that well-described cases of long-range regulation
involve a promoter and distal enhancer that lie within the same
TAD (Smallwood and Ren, 2013). While TAD boundaries seem
to play a general role in constraining interactions, they are likely
to influence transcriptional regulation in a variety of ways. In one
example, the HOXD gene cluster straddles the border between
two TADs and is influenced by distal regulatory elements from
those different TADs at different stages in development (Andrey
et al., 2013).
Evidence suggests that specific sequence features at TAD
boundaries contribute to their formation. Several sequence fea-
tures, including binding sites for the protein CTCF, are highly
enriched at TAD boundaries (Dixon et al., 2012). The function
of CTCF is multifaceted and will be discussed in further detail
below, but for the sake of this discussion it is important to note
that CTCF can function as a transcriptional insulator in certain
contexts by blocking enhancer-promoter interactions and/or
preventing the spread of epigenetic marks (Bell et al., 1999; Cud-
dapah et al., 2009). In one study, deletion of a specific TAD
boundary containing CTCF binding sites led to an increase in in-
teractions between adjacent TADs (Nora et al., 2012). However,
the deleted region encompassesmore than 50 kb,making it hard
to attribute boundary activity at this locus to any specific
sequence element. From a global perspective, knockdown of
CTCF leads to an increase in interactions between adjacent
domains (so-called ‘‘interdomain interactions’’), though not
complete abrogation of TAD boundaries (Zuin et al., 2014).
Loss of Cohesin (recruited by CTCF and present at many TAD
boundaries) also leads to an increase in interdomain interactions
(Sofueva et al., 2013). However, Cohesin loss appears to have
a lesser impact on interdomain interactions than does loss of
CTCF (Zuin et al., 2014). Although CTCF clearly plays some
role in maintaining TAD boundaries, the relationship betweenCell Stem Cell 14, June 5, 2014 ª2014 Elsevier Inc. 765
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binding sites in the genome occur within TADs rather than at their
boundaries, and nearly a quarter of TAD boundaries show no ev-
idence of CTCF binding at all (Dixon et al., 2012). TAD bound-
aries are also enriched for SINE elements and transcriptional
start sites (TSSs, particularly those of so-called ‘‘housekeeping’’
genes), but the requirement of these elements for boundary
activity has not been explored in as much detail.
While TADboundaries appear sharpwhen viewed atMb scale,
at higher resolution it is not exactly clear where one TAD ends
and another begins. TAD boundaries range in size from tens of
kb to more than 100 kb. The lack of precise boundary locations
may be due in part to limited resolution of the C technologies
used to identify TAD boundaries (currently between 10 kb
and40 kb), but it is almost certainly also due to the physical na-
ture and scale of the TAD boundaries themselves. We suspect
that in most cases the formation of a TAD boundary requires
more than one sequence element—for example, the combina-
tion of several CTCF binding sites, and perhaps housekeeping
TSSs and SINEs, spread over several kb. Interestingly, a recent
study has identified sub-TADs, which are similar to TADs but are
roughly one-tenth of the size on average (Phillips-Cremins et al.,
2013). We theorize that while it may take multiple CTCF binding
sites and other sequence elements to create a full TAD bound-
ary, one or two such elements may be sufficient to create a
sub-TAD boundary. Additional experiments, particularly those
involving further genetic manipulation of TAD boundaries, are
likely to reveal much more about the mechanisms involved in
the formation of TADs and their boundaries.
Interactions between cis-Regulatory Elements Direct
Lineage-Specific Transcription
To this point we have mainly discussed regulatory influences
imposed by higher-order genome organization, which can be
applied at a domain-wide level through TADs, but these influ-
encesaccount for only a small portionof transcriptional regulation
from the perspective of a single gene. Much of the additional
influence on a gene’s transcription comes from cis-regulatory el-
ements such as enhancers and promoters, and it is well estab-
lished that 3D interactions between these elements are integral
to their function (Visel et al., 2009; de Laat and Duboule, 2013).
Specific interactionsusually cannotbeobservedunder themicro-
scope, particularly when they occur in cis (as most do). However,
a rich landscape of interactions between specific genomic loci is
readily detectable using C technologies. The probability of con-
tact between two loci is governed to someextent by randomcolli-
sion, which is influenced heavily by the linear distance between
those loci (Lieberman-Aiden et al., 2009; Bornfleth et al., 1999;
Marshall et al., 1997). However, certain contacts occur far more
often than expected by chance based on the linear distance be-
tween the loci involved. Hereafter, we use the term ‘‘interaction’’
to describe the relationship between loci that are in contact more
frequently than would be expected based on linear distance. The
term ‘‘looping’’ is sometimes used to describe such interactions,
but we avoid using that term here because we feel that ‘‘looping’’
more accurately describes the sequence between interacting
loci, which may or may not adopt the shape of a loop.
The first demonstration that 3D interactions between cis-reg-
ulatory elements contributes to transcriptional regulation came766 Cell Stem Cell 14, June 5, 2014 ª2014 Elsevier Inc.from studies of the b-globin gene cluster in mammals (Noorder-
meer and de Laat, 2008). By using C technologies and other mo-
lecular techniques, it was revealed that the promoters of active
b-globin genes interact with an upstream regulatory sequence
known as the locus control region (LCR), despite more than 40
kb of intervening sequence (Carter et al., 2002; Tolhuis et al.,
2002). These interactions were not observed in cell types in
which b-globin genes are silent, suggesting a role for the interac-
tions in the lineage-specific regulation of b-globin genes. Similar
cis-regulatory interactions (i.e., interactions between cis-regula-
tory elements such as promoters and enhancers) have now been
described at many other genes (Montavon et al., 2011; Smemo
et al., 2014; Phillips-Cremins et al., 2013; Visser et al., 2012).
Researchers have also employed higher-throughput C technolo-
gies to study interactions in parallel across many loci or even
genome-wide (Dostie et al., 2006; Phillips-Cremins et al., 2013;
Sanyal et al., 2012; Jin et al., 2013; Kieffer-Kwon et al., 2013;
Li et al., 2012; Fullwood et al., 2009; Handoko et al., 2011; Zhang
et al., 2013b; de Wit et al., 2013; Denholtz et al., 2013; Hughes
et al., 2014). These studies consistently demonstrate that repro-
ducible interactions are common in mammalian genomes and
that interacting loci are highly enriched for characteristics of
cis-regulatory elements. One recent C study detected more
than one million interactions genome-wide between loci that
are on average separated by roughly 150 kb, including approxi-
mately 30,000 interactions between active promoters and puta-
tive enhancers (as identified by epigenetic signature) (Jin et al.,
2013). Notably, the vast majority of these interactions did not
cross a TAD boundary, consistent with the role of TAD bound-
aries in constraining 3D interactions.
Several additional characteristics of cis-regulatory interac-
tions are now apparent. First, interacting partners are not readily
predicted by linear distance. Strikingly, within the ENCODE pilot
regions (covering roughly 1% of the human genome), fewer than
10%of all interactions between TSSs and distal regions involved
the closest TSS by linear distance (Sanyal et al., 2012). Second,
enhancers and promoters do not interact in a simple 1:1 relation-
ship. Studies have uncovered complex webs of interactions
in which one promoter often interacts with multiple enhancers,
one enhancer often interacts with multiple promoters, promoters
often interact with other promoters, and enhancers often interact
with other enhancers (Jin et al., 2013; Sanyal et al., 2012; Zhang
et al., 2013b; Li et al., 2012; Kieffer-Kwon et al., 2013; Clowney
et al., 2012). As further illustration of this regulatory complexity,
the deletion of either of two long-range enhancers of the Aicda
gene leads to decreased expression of both Aicda and Apobec1
despite more than 50 kb separating their TSSs. These enhancer
deletions also cause a reduction in RNA polymerase II binding at
numerous regulatory elements throughout a region of nearly 100
kb containing the two genes (Kieffer-Kwon et al., 2013). A third
general principle of cis-regulatory interactions is that they often
vary between cell types, which is particularly true for interactions
between promoters and putative enhancers. For example, most
interactions involving a TSS in the ENCODE pilot regions were
found to be specific to one of three cell types examined
(GM12878, K562, and HeLa-S3) (Sanyal et al., 2012). Fourth,
the presence of putative enhancer-promoter interactions is
highly correlated with a gene’s transcriptional activity (Sanyal
et al., 2012; Jin et al., 2013; Kieffer-Kwon et al., 2013). One
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tend to be highly expressed but not involved in interactions with
putative enhancers (Jin et al., 2013; Li et al., 2012). These obser-
vations support the notion that lineage-specific genes are partic-
ularly dependent on long-range regulatory interactions. It has
been observed, however, that some broadly expressed genes
(e.g., Myc) interact with distinct sets of enhancers in different
cell types (Kieffer-Kwon et al., 2013).
Although there is a strong connection between transcriptional
activity and enhancer-promoter interactions, it can be difficult
to determine whether these interactions are a cause or a conse-
quence of transcriptional activity. Here again, studies of the
b-globin locus have been groundbreaking. Interactions between
the LCR and b-globin genes are not simply a consequence of
transcription, because inhibition of transcription by treatment
with RNA polymerase II inhibitors does not disrupt these interac-
tions, despite a drastic reduction in b-globin transcription (Pal-
stra et al., 2008). Another line of evidence supporting a causal
relationship between LCR-promoter interactions and transcrip-
tional output is that forced ectopic interactions between the
LCR and b-globin promoter (i.e., the creation of LCR-promoter
interactions in cells in which such an interaction is not naturally
present) stimulates b-globin transcription. In a key study, Deng
and colleagues (2012) created an ectopic interaction between
the b-globin promoter and LCR in the proerythroblast cell line
GE1, which does not normally express b-globin or display an
interaction between promoter and LCR. Creation of this ectopic
interaction caused a dramatic increase in b-globin expression,
albeit still below levels that would be considered full b-globin
transcriptional activity (Deng et al., 2012).
Genome-wide evidence is consistent with the above findings
and demonstrates that enhancer-promoter interactions often
exist prior to the onset of transcription. In one recent study, Jin
and colleagues (2013) treated IMR90 fibroblasts with TNFa and
then used high-throughput C technology to study changes in
interactions that occur after treatment. As might be expected,
TNFa treatment led to the induction of hundreds of genes,
and these genes interacted with putative enhancers that also
became active upon treatment with TNFa. More surprisingly,
the TNFa-responsive enhancers were already involved in phys-
ical interactions with their target promoters prior to treatment
and subsequent upregulation. Similar preinduction interactions
have been observed in the context of other cell types and other
stimuli (Eijkelenboom et al., 2013; Hakim et al., 2011). Large-
scale changes in interactions also precede transcriptional
changes during somatic cell reprogramming to the induced
pluripotent state (Apostolou et al., 2013). These data support a
model in which cells are primed to respond to a specific set of
developmental or environmental stimuli through preexisting 3D
interactions, which are likely anchored by pioneer transcription
factors (Jin et al., 2011). We speculate that as differentiation
proceeds, cells gain priming interactions for stimuli that are
important at later stages of differentiation while losing priming
interactions required at earlier stages.
cis-Regulatory Interactions Are Secured by TFs and
Architectural Proteins
Central to any discussion of cis-regulatory interactions is a
consideration of how, at the molecular level, these interactionsare established andmaintained. At the sequence level, both pro-
moters and enhancers are composed of binding sites for TFs.
We use the term TF here to refer to sequence-specific DNA bind-
ing factors, differentiating them from cofactors that are recruited
to cis-regulatory elements but do not bind DNA in a sequence-
specific manner. A classic model posits that promoters bind a
core set of general transcription factors (GTFs) and that these
GTFs in turn recruit RNA polymerase II and additional cofactors
(in the case of most protein-coding genes) (Fuda et al., 2009).
The repertoire of TFs that bind at enhancers is more contingent
on the cell type in question, but a common feature is that these
enhancer-bound TFs recruit widely expressed cofactors,
including p300/CBP, Mediator, and Cohesin (Visel et al., 2009;
Carlsten et al., 2013). In this classic model, enhancer-promoter
communication involves a physical interaction between the fac-
tors bound at the enhancer and those bound at the promoter
(Carlsten et al., 2013; Visel et al., 2009; Fuda et al., 2009). Recent
studies have further illuminated the roles ofmany of these factors
in establishing and maintaining the 3D interactions between reg-
ulatory elements.
The involvement of TFs in cis-regulatory interactions is not sur-
prising, given that TFs are essential to the function of regulatory
elements, which in turn is facilitated by interactions. There is a
clear correspondence between putative sites of TF binding and
sites involved in 3D interactions (Jin et al., 2013; Fullwood
et al., 2009; Li et al., 2012). In ESCs, binding sites for the plurip-
otency factors Oct4, Sox2, and Nanog are highly enriched at
interacting loci (de Wit et al., 2013; Apostolou et al., 2013).
Loss-of-function experiments further support the necessity of
TFs in cis-regulatory interactions. Knockdown of either of the
key pluripotency TFs Oct4 or Nanog in mouse ESCs results in
specific loss of interactions anchored by these TFs (de Wit
et al., 2013; Levasseur et al., 2008). Likewise, TFs bound at
the b-globin promoter and LCR are required for LCR-to-pro-
moter interactions in erythroid progenitors (Vakoc et al., 2005).
Naturally occurring sequence variation in TF binding sites can
also disrupt cis-regulatory interactions. The SNP rs12913832 is
located in an enhancer that directs the expression of OCA2, a
gene required for synthesis of the pigment melanin. The alterna-
tive (i.e., nonreference) allele at rs12913832 interferes with TF
binding to this enhancer, resulting in decreased enhancer-pro-
moter interaction, and reduced OCA2 expression (Visser et al.,
2012). Notably, this SNP has been associated by genome-
wide association study (GWAS) with a number of human pigment
phenotypes, demonstrating that sequence variations that
disrupt cis-regulatory interactions can have phenotypic conse-
quences at the level of the whole organism.
The sequence-specific DNA binding factor CTCF stands apart
from other TFs with respect to genome organization. A compre-
hensive discussion of the myriad functions of CTCF is beyond
the scope of review, and this topic has been reviewed thoroughly
elsewhere (Ong and Corces, 2014). However, one common
theme in CTCF function appears to be that regions bound by
CTCF are frequently engaged in physical interactions with them-
selves, as well as with other regions (Handoko et al., 2011; Jin
et al., 2013; Phillips-Cremins et al., 2013). Such observations
have led to the description of CTCF as a ‘‘master weaver of
genome’’ (Phillips and Corces, 2009) and, more recently, as
an ‘‘architectural protein’’ (Ong and Corces, 2014). CTCF isCell Stem Cell 14, June 5, 2014 ª2014 Elsevier Inc. 767
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throughout the genome (Kim et al., 2007; Barski et al., 2007;
Chen et al., 2008). Many CTCF binding sites are consistent
between cell types and do not overlap classically defined en-
hancers or promoters. This suggests that at least part of CTCF’s
function is to establish a structural framework that is similar
between cell types (as seems true for the role of CTCF in estab-
lishing TAD boundaries). Within this framework, other factors
may contribute more directly to lineage-specific transcriptional
regulation (Shen et al., 2012; Neph et al., 2012). On the other
hand, many other CTCF binding sites are not consistent between
cell types and do overlap enhancers and promoters. Lineage-
specific binding of CTCF could be partly due toCpGmethylation,
which can block CTCF binding when present in its recognition
motif (Chen et al., 2012; Bell and Felsenfeld, 2000; Hark et al.,
2000). In these instances, CTCF may be more directly involved
in lineage-specific regulation. In different contexts, CTCF can
act as a transcriptional activator, repressor, or insulator (Klenova
et al., 1993; Bell et al., 1999; Cuddapah et al., 2009; Merkenschl-
ager and Odom, 2013; Handoko et al., 2011). Thus, while it
seems that the involvement of CTCF in 3D interactions is integral
to its function, the impact of CTCF binding on transcription
depends on the locus and cell type in question.
Despite apparent differences between CTCF and other TFs,
they share the ability to recruit cofactors that are also involved
in the formation of cis-regulatory interactions. One such cofactor
is the Cohesin complex. Cohesin is well known for its role in
holding sister chromatids together until anaphase, when they
are separated and migrate to opposite spindle poles. However,
it has become increasingly clear that Cohesin is also a major
player in transcriptional regulation during interphase and that
this regulatory function is largely independent of its role in sister
chromatid cohesion (Merkenschlager and Odom, 2013; Reme-
seiro et al., 2013). Cohesin is commonly found at enhancers,
where it acts together with the Mediator complex to maintain
physical interaction between promoters and enhancers (Kagey
et al., 2010). Mediator can directly interface with factors bound
at enhancers and those bound at promoters, facilitating commu-
nication between them (Carlsten et al., 2013; Ebmeier and
Taatjes, 2010; Larivie`re et al., 2012). Cohesin is also present at
CTCF binding sites, many of which are outside of traditional en-
hancers and lack Mediator binding (Wendt et al., 2008; Parelho
et al., 2008; Rubio et al., 2008). In fact, it seems that in a given
cell type (including ESCs) the majority of Cohesin binding falls
into one of two categories: (1) sites that are co-occupied by
Mediator and multiple TFs or (2) sites that are co-occupied by
CTCF (Kagey et al., 2010; Yan et al., 2013; Faure et al., 2012;
Hnisz et al., 2013).
The extensive role of Cohesin in 3D interactions is exemplified
by a recent study that employed ChIA-PET (a C technology that
uses an immunoprecipitation step to specifically identify interac-
tions that involve a particular protein of interest) to identify Cohe-
sin-mediated interactions in developing mouse limbs (DeMare
et al., 2013). This method identified more than 2,000 such inter-
actions, including over 1,000 interactions involving sites bound
by CTCF and 680 interactions between promoters and putative
enhancers (although this study did not directly examineMediator
occupancy). Another recent study provides additional insight
into the roles of Cohesin, Mediator, and CTCF in cis-regulatory768 Cell Stem Cell 14, June 5, 2014 ª2014 Elsevier Inc.interactions. Phillips-Cremins et al. (2013) used C technology
to study interactions within six 1–2 Mb regions in murine
ESCs and neuronal precursor cells (NPCs), identifying roughly
500 such interactions. Strikingly, they found that more than
80%of these interactions involved loci bound by some combina-
tion of Cohesin, Mediator, and/or CTCF, leading the authors to
label these factors as ‘‘architectural proteins.’’ More specifically,
properties of these interactions varied depending on which
architectural proteins were involved. Interactions between
loci bound by Cohesin-Mediator or Mediator alone were often
specific to either ESCs or NPCs, consistent with the view that
these interactions involve lineage-specific regulatory elements.
In contrast, interactions between sites bound by Cohesin-
CTCF or CTCF alone were often constant between these cell
types. Cohesin-mediator interactions also occurred over shorter
distances (mean < 100 kb) than did Cohesin-CTCF interactions
(mean > 1 Mb).
The observations that Cohesin is widely involved in 3D interac-
tions and that Cohesin is a common thread between interactions
with different properties suggest that Cohesin may function as a
general stabilizer of these interactions (Kagey et al., 2010). In
further support of this theory, studies examining the effects of
Cohesin loss have consistently demonstrated a requirement for
Cohesin in maintaining interactions. Cohesin depletion leads to
the loss of interactions at several individual gene loci, including
INFG, b-globin, Olig1, Nanog, OCT4, and Tcra (Chien et al.,
2011; Phillips-Cremins et al., 2013; Apostolou et al., 2013; Seitan
et al., 2011; Zhanget al., 2013a;Hadjur et al., 2009). Theglobal ef-
fects of Cohesin depletion have also been investigated. Deletion
of the Cohesin subunit Rad21 in noncycling thymocytes leads
to global misregulation of gene expression and to a loss of
contacts between Cohesin-bound sites throughout the genome
(Seitan et al., 2013). Notably, the set of misregulated genes is
enriched for GeneOntology terms related to lineage-specific pro-
cesses such as ‘‘hematopoiesis’’ and ‘‘lymphocyte activation.’’ In
HEK293 cells, Zuin et al. (2014) observed a global loss of intra-
TAD interactions (particularly those between Cohesin binding
sites) upon depletion of Cohesin using an alternative approach
in which a recognition site for the human rhinovirus 3C (HRV) pro-
tease is introduced into RAD21, allowing for its rapid cleavage
after HRV expression. A third study also found widespread
perturbation of interactions and gene expression upon deletion
of Rad21 in postmitotic astrocytes (Sofueva et al., 2013). This
study reported a lossof both intra-TADand inter-TAD interactions
after Cohesin loss. Together, these data support amodel inwhich
Cohesinprovides structural stability to a rangeof interactionswith
a variety of potential regulatory consequences.
The above findings paint a complex picture in which a number
of trans factors, including lineage-specific TFs, CTCF, Mediator,
and Cohesin, are involved in anchoring different types of cis-reg-
ulatory interactions (including, but not limited to, interactions
between promoters and enhancers). We have focused here on
several of the factors involved in cis-regulatory interactions,
but it is also important to note that many additional factors
contribute to genome organization and transcriptional regulation
in important ways that were not elaborated on here (Jones et al.,
2000; Cai et al., 2006; Soler et al., 2010). Despite the complexity,
common themes have emerged that may characterize
the molecular machinery involved in nearly all cis-regulatory
Figure 3. Molecular Machinery of cis-Regulatory Interactions
Top: Enhancer-promoter interactions. TFs (blue) bind to enhancers and promoters. RNA polymerase II (yellow) is recruited to the promoter, andMediator (red) and
Cohesin (purple ring) are recruited to the enhancer. Cohesin stabilizes the interaction, perhaps by forming a ring around interacting loci (although there is little
experimental evidence to support this at present).
Bottom: ncRNA-mediated interactions. ncRNA-a (orange) have enhancer-like function: they upregulate genes in cis, dependent on Mediator and coincident with
3D interactions between the ncRNA locus and target gene promoter. Involvement of Cohesin in these interactions has not been demonstrated to date.
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that recognize DNA in a sequence-specific manner, thereby
determining which specific loci are most likely to participate in
stable interactions. Examples of such factors mentioned above
include TFs, GTFs, and CTCF. Second, these DNA binding
factors in turn recruit cofactors such as Cohesin and Mediator,
which further promote and stabilize the interactions. One inter-
esting twist on these themes is a newly described class of
noncoding RNA (ncRNA-a) that can direct the transcriptional up-
regulation of other genes in cis, thus functioning analogously to
classically defined enhancer elements (Lai et al., 2013; Ørom
et al., 2010; Ørom and Shiekhattar, 2013). As ncRNA-a are tran-
scribed, they engage in physical interactions with their target
promoters, and these interactions are dependent on the recruit-
ment of Mediator by the nascent ncRNA-a. This fascinating
discovery indicates that, like TFs, ncRNA-a can anchor cis-reg-
ulatory interactions and recruit cofactors to further stabilize
these interactions.
Genome Organization and Pluripotency
Pluripotent cells have been integral to the study of genome
organization. Indeed, many of the studies cited above examine
ESCs and their derivatives. ESCs have many of the same fea-
tures of genome organization as differentiated cells, including
A/B compartments, LADs, TADs, and cis-regulatory interactions.
However, there are other organizational features that appear to
be somewhat unique to pluripotent cells (Denholtz and Plath,
2012; Apostolou and Hochedlinger, 2013). One such feature
is that chromatin is generally less condensed and more loosely
organized in pluripotent cells than in lineage-committed cells
(Melcer and Meshorer, 2010; Meshorer et al., 2006; Gaspar-
Maia et al., 2011). Correspondingly, histone modifications that
mark heterochromatin expand during lineage commitment tocover a substantially larger portion of the genome in differenti-
ated cells than in ESCs (Hawkins et al., 2010; Zhu et al., 2013).
More recently, analysis of C data revealed that transcriptionally
inactive regions tend to participate in fewer specific long-range
interactions in ESCs than in non-ESCs (deWit et al., 2013). These
results are all consistent with a chromatin conformation that is
particularly malleable in pluripotent cells and that may function
to maintain a state of permissiveness for the different transcrip-
tional programs required for lineage specification. Although
condensed heterochromatin is less prevalent in ESCs than in
other cell types, transcriptional repression is still important to
the pluripotent state. The repression of many genes associated
with lineage commitment requires Polycomb group (PcG) pro-
teins. Genomic regions enriched for PcG binding and/or its asso-
ciated repressive histone modification H3K27me3 contact each
other at high frequency in C data generated from ESCs, and this
contact is dependent on the Eed subunit of the Polycomb PRC2
complex (Denholtz et al., 2013). These data are consistent with
the observation that PcG proteins form visible foci in the nuclei
of ESCs (Eskeland et al., 2010; Isono et al., 2013) andwith a large
body of work linking Polycomb-mediated silencing to genome
organization in Drosophila (reviewed in Cheutin and Cavalli,
2014). However, PcG foci and PcG-mediated chromatin interac-
tions have also been observed in nonpluripotent cells, suggest-
ing that while PcG-mediated silencing is critical to pluripotency,
it is probably also important in differentiated cells (Isono et al.,
2013; Tiwari et al., 2008).
Another unique feature of higher-order genome organization in
pluripotent cells is that regions with a high density of binding
sites for the key pluripotency TFs Oct4, Sox2, and Nanog
(together abbreviated as OSN) tend to colocalize in nuclear
space. In ESCs, OSN binding is the strongest determinant of
genome-wide contact frequency other than transcriptionalCell Stem Cell 14, June 5, 2014 ª2014 Elsevier Inc. 769
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more, an examination of long-range contacts in ESCs (in this
case between loci separated by more than 5 Mb) revealed that
clustered binding of OSN is highly enriched at regions involved
in such contacts (de Wit et al., 2013). These observations
suggest that OSN are directly involved in higher-order genome
organization in ESCs, which is further supported by the demon-
stration that loss of either Oct4 or Nanog diminishes long-range
contacts between OSN-bound regions. Moreover, binding of a
Nanog-LacR fusion protein to a LacO array inserted into the
genome is sufficient to create long-range contacts between
this ectopic array and endogenous regions bound by OSN. Sur-
prisingly, binding of CTCF and Cohesin is not enriched at long-
range contact sites in ESCs, suggesting that the role of OSN in
shaping higher-order structure of the pluripotent genome is inde-
pendent of these so-called architectural proteins. Although OSN
seem to facilitate long-range contacts independently of Cohesin,
OSN also anchor short-range cis-regulatory interactions that
do require Cohesin, as discussed in the previous section (Kagey
et al., 2010; Phillips-Cremins et al., 2013; Nitzsche et al., 2011).
The OSN proteins are clearly involved in organizing the plurip-
otent genome, but another important aspect of the relationship
between OSN and genome organization is that the OSN genes
are highly regulated and are thus influenced by genome organi-
zation themselves inmany of theways discussed throughout this
review. For example, OSN and other key pluripotency genes
are in contact with the silencing environment of the nuclear
lamina less frequently in ESCs than in differentiated derivates
(Peric-Hupkes et al., 2010). In addition, interactions between
the promoters of different pluripotency genes can be detected
In ESCs both in cis and in trans (de Wit et al., 2013; Kieffer-
Kwon et al., 2013; Apostolou et al., 2013), indicating that they
colocalize in the pluripotent nucleus, perhaps at shared RNA
polymerase II transcription factories. Like many lineage-specific
genes, the transcription of pluripotency genes is heavily influ-
enced by interactions with distal regulatory elements. One
particularly well-characterized example is Oct4, the expression
of which is dependent on interactions between the Oct4 pro-
moter and an upstream enhancer bound by multiple TFs (Oct4,
Sox2, and Klf4), Mediator, and Cohesin (Wei et al., 2013; Zhang
et al., 2013a; Huang et al., 2013). Knockdown of either Klf4 or of
Cohesin abrogates the enhancer-promoter interaction, leading
to a reduction in Oct4 transcription and subsequent disruption
of the pluripotent state. The importance of cis-regulatory inter-
actions to pluripotency is further underscored by the results of
a small hairpin RNA-based screen of thousands of genes in
ESCs to identify regulators of the pluripotent state (Kagey
et al., 2010). As one might expect, this screen identified well-
known pluripotency factors such as OSN. However, this screen
also revealed that architectural proteins—including all four Co-
hesin subunits and more than 10 Mediator subunits—are critical
regulators of the pluripotent state. Knockdown of either Mediator
or Cohesin in ESCs causes reduced expression of pluripotency
genes and increased expression of genes associated with differ-
entiation (Nitzsche et al., 2011; Tutter et al., 2009). Knockdown of
Mediator or Cohesin also reduces the efficiency of somatic cell
reprograming to induced pluripotent stem cells (iPSCs) (Aposto-
lou et al., 2013; Zhang et al., 2013a). Thus, the impact of genome
organization on pluripotency manifests at many levels.770 Cell Stem Cell 14, June 5, 2014 ª2014 Elsevier Inc.Conclusions and Future Perspectives
It has been difficult tomove beyond a linear model of the genome
to a more comprehensive view of the genome as a 3D entity. The
linear model has proven sufficient for a long time in part because
many of the functional modules in the genome are arranged
in linear fashion. For example, exons are always transcribed in
linear order, and promoters are always located immediately up-
stream of the transcription unit. The linear arrangement of these
modules is reflective of the transcriptional machinery on which
their function depends. This machinery is processive—that is,
it moves along a stretch of DNA in a line—and thus the functional
modules on which the machinery acts are arranged in linear
fashion in the genome. While a linear conception of the genome
may be sufficient for predicting the direction of transcription, it is
becoming increasingly inadequate for describing transcriptional
regulation. Unlike the exons of a gene, the enhancers that regu-
late a gene’s transcription are often not arranged in a linear
fashion with respect to the gene in question. Rather, enhancers
can be found upstream or downstream of the genes they regu-
late, can act over large linear distances, and can skip over inter-
vening genes. Just as the linear arrangement of exons reflects
the processive nature of the transcriptional machinery, the
nonlinear arrangement of cis-regulatory elements reflects the
nonprocessive nature of the cis-regulatory machinery (e.g.,
many of TFs and cofactors discussed above). We suggest that
the machinery of transcriptional regulation is structural—that
is, it relies on 3D interactions between modules that may be
separated by considerable linear distance. In other words, just
as the processive transcriptional machinery must traverse a
DNA molecule to carry out its function, the structural regulatory
machinery must establish and maintain 3D interactions to carry
out its function.
We have limited our focus here to the connection between
genome organization and lineage-specific transcriptional regu-
lation, but genome organization plays a role in myriad other
processes, including DNA repair, DNA replication, and X chro-
mosome inactivation (Engreitz et al., 2013; Xu et al., 2007; Zhang
et al., 2012; Roukos et al., 2013; Cavalli and Misteli, 2013). The
study of genome organization also informs our understanding
of human disease in several ways. First, mutations in genes
that encode genome and nuclear architectural components
(including subunits of the Cohesin complex, Mediator complex,
and Nuclear lamins) can result in severe developmental pheno-
types (Misteli, 2010; Carlsten et al., 2013). Second, genes
encoding Mediator subunits, Cohesin subunits, and CTCF are
mutated at significant frequency in cancer, raising questions
about the potential contribution of defects in genome organiza-
tion to malignancy (Lawrence et al., 2014). Third, SNPs that are
linked to human disease by GWAS are commonly found within
enhancers, suggesting that perturbation of long-range regula-
tion is the mechanism behind a sizable portion of pathogenic
sequence variation (Maurano et al., 2012; Hindorff et al., 2009).
In order to establish the target gene of a given enhancer, it is
often necessary to demonstrate a 3D interaction between the
enhancer and the target gene’s promoter (Smemo et al., 2014).
Our understanding of 3D genome organization is evolving
rapidly. Despite tremendous progress, some of which has
been covered here, many questions remain unanswered.
These include important questions about the mechanisms that
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level, each layer of genome organization influences transcrip-
tional regulation. Molecular techniques are often performed
on populations of cells, which can make it difficult to extrapolate
about mechanisms that operate within an individual cell. If a
single promoter is found to interact with multiple enhancers in
population-derived data, do all of these interactions occur simul-
taneously within an individual cell, or do these multiple interac-
tions only become apparent when data aremerged frommultiple
cells? Likewise, how can we reconcile the cell-to-cell variability
in higher-order genome organization with the reproducible
correlations between gene expression and higher-order organi-
zation at the population level? Recent breakthroughs allowing for
the application of C technologies and DamID to single cells have
started to close these gaps and promise to yield additional
insight in the future (Kind et al., 2013; Nagano et al., 2013). Ad-
vances in microscopy-based techniques and in computational
modeling have also been trailblazing in this regard (Boyle et al.,
2011; Song et al., 2014; Mu¨ller et al., 2012). In particular, one
recent study used population-based C data to train a biophysical
model of TAD structure that could account for variation between
cells in a population. This model predicted substantial variation
in TAD structure between cells and also identified key DNA
sequences responsible for establishing TAD structures, both of
which were validated by superresolution DNA FISH (Giorgetti
et al., 2014). Progress has also been made in distinguishing
between homologous chromosomes in C data (Selvaraj et al.,
2013), currently a limitation of many C studies. Perhaps the
most pressing challenge is to continue to lower the cost and
increase the resolution of these technologies so that they
can be applied to additional cell types and experimental sys-
tems. As the complexities of lineage-specific gene expression
continue to be unraveled, and as functional elements in expan-
sive mammalian genomes continue to be delineated, we antici-
pate that the importance of studying the genome from a 3D
perspective will only continue to increase.
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