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This thesis addresses some fundamental problems in data mining and
machine learning that may be cast as matrix nearness problems. Some exam-
ples of well-known nearness problems are: low-rank approximations, sparse
approximations, clustering, co-clustering, kernel learning, and independent
components analysis. In this thesis we study two types of matrix nearness
problems. In the first type, we compute a low-rank matrix approximation to
a given input matrix, thereby representing it more efficiently and hopefully
discovering the latent structure within the input data. In the second kind
of nearness problem we seek to either learn a parameterized model of/from
the input data, or the data represents noisy measurements of some underly-
ing objects and we wish to recover the original measurements. Both types of
problems can be naturally approached by computing an output model/matrix
that is “near” the input.
vii
The specific nearness problems that we study in this thesis include: i)
nonnegative matrix approximation (NNMA), ii) incremental low-rank matrix
approximations, iii) general low-rank matrix approximations via convex op-
timization, iv) learning a parametric mixture model for data, specifically for
directional data, and v) metric nearness.
NNMA is a recent powerful matrix decomposition technique that ap-
proximates a nonnegative input matrix by a low-rank approximation composed
of nonnegative factors. It has found wide applicability across a broad spec-
trum fields, ranging from problems in text analysis, image processing, and
gene microarray analysis, to music transcription. We develop several new gen-
eralizations to the NNMA problem and derive efficient iterative algorithms
for computing the associated approximation. Furthermore, we also provide
efficient software which implements many of the derived algorithms.
With growing input matrix sizes, sometimes low-rank approximation
techniques themselves can become computationally expensive. For such situa-
tions, and to aid model selection (the rank of the approximation), we develop
incremental versions of low-rank matrix approximations, where the approxi-
mation is obtained one rank at a time. There are several applications of such
a scheme, for example, topic discovery from a collection of documents.
We also develop methods based on large-scale convex optimization
for computing low-rank approximations to the input data. Our approach
can deal with large scale data, while permitting incorporation of constraints
more general than nonnegativity if desired. Our approach has some beneficial
viii
byproducts—it yields new methods for solving the nonnegative least squares
problem, as well as ℓ1-norm regression.
The next nearness problem that we look at is that of learning a para-
metric probabilistic mixture model for the data. Here one estimates a param-
eter matrix given the input data, where the estimation process is implicitly
regularized to avoid over-fitting. In particular we solve the parameter estima-
tion problem for two fundamental high-dimensional directional distributions,
namely the von Mises-Fisher and Watson distributions. Parameter estimation
for these distributions is highly non-trivial and we present efficient methods
for it.
The final nearness problem that we study is a more typical matrix
nearness problem, which is called metric nearness. The goal here is to find
a distance matrix (i.e., a matrix whose entries satisfy the triangle inequality)
that is “nearest” to an input matrix of dissimilarity values.
For most of the algorithms that we develop in this thesis, we also pro-
vide software that implements them. This software will be of use to both
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“Truth is much too complicated to allow
anything but approximations.”
– John von Neumann
Machine learning (or data mining1) can be described as the discipline
of automatically “learning” concepts from data either with, or without hu-
man guidance. The goal of most machine learning applications is to discover
patterns within data so that certain properties (e.g., membership to a certain
category) of hitherto unseen data can be predicted reliably. Naturally, rep-
resenting data in an efficient and amenable manner is fundamental to most
machine learning applications, be it for pattern classification, denoising, or for
visualization. The importance of representation, especially for data analysis,
cannot be overstated, for example consider speech recognition; to a human lis-
tener an audible sound makes much more sense than a list of numbers, though
for computation the latter list might be more preferable. Deeply intertwined
with the task of representing data is the process of modeling it using either
probabilistic models or other mathematical structures.
1Usually people associate data mining with unsupervised learning and machine learn-
ing with supervised learning along with theoretical guarantees about the learning process.
We do not draw any such distinctions between the two in this work, and use the terms
interchangeably.
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Most often the “raw” input data is available as a set of vectors that may
be grouped together into an input matrix. Given this raw data matrix, the
goal of many data mining applications is to discover latent structure within it.
For example, the goal might be to find clusters, to extract a dense network of
strongly correlated input points, to find a subset of the features of the data,
or to build regression models for it. Solving these problems is usually centered
around matrix computations, and in this thesis we focus on typical data mining
problems that can be viewed as matrix nearness problems.
By matrix nearness all we mean is that we are given an input matrix,
and we wish to find an output matrix that is not only “near” the input, but
also have certain desirable properties that are dictated by the needs of an
application. The aim is to efficiently find such a nearby matrix that can be
then employed in an application in lieu of the input matrix.
The nearness problems that we study take on two main forms. In the
first form, we directly approximate the input matrix by another matrix, while
in the second, we seek to learn some parameterized model of the input data.
Both types of nearness problems are tied together by the common algorithmic
techniques that are used for solving them. We describe these two scenarios a
little more formally below.
Scenario one: Assume that the input data is available as the N vectors
{a1, . . . ,aN}, which may be viewed as the columns of an M ×N input matrix
A. Given A, matrix nearness problems request a matrix Â that has cer-
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tain desired characteristics such as nonnegativity, low-rank, sparsity, positive-
definiteness, etc. Naturally, we would like to construct an Â that is as “near”
A as possible so that that it may be used in place of A in the underlying
application. Formally, this leads to the following optimization problem
minimize ∆(Â, A), subject to Â ∈ Â , (1.1)
where ∆ : Â × A → R+ is a suitable distortion function that measures
“closeness,” and Â is the (feasible) set describing constraints on Â. For
most problems of interest Â is usually either a convex set or an appropriately
structured set that can be parameterized easily, and ∆ is either a distance
function or a divergence measure (see §2.2.1).
Scenario two: Sometimes, the formulation (1.1) is not convenient to work
with, particularly when one wishes to learn some parametric model from or
of the input data, for e.g., a generative mixture model, a kernel function, or
a distance metric. Assume the input data is given by A as before, and we
wish to learn a model MA for it (e.g., a probabilistic generative model). Often
learning such a model proceeds by taking a given baseline model, say M0,
and then computing an appropriately constrained model MA chosen to lie
within a class M of models. In symbols, this situation leads to the following
optimization problem
∆(M0, MA), subject to MA ∈ M . (1.2)
Note that the subscript A on the model MA highlights the natural dependence
of the model on the input data.
3
We now provide an overview of the specific problems that we study in
this thesis. Section 1.1 below describes problems that fall under Scenario one,
while Section 1.2 provides an overview of those that fall under Scenario two.
1.1 Low-rank Matrix Approximations
We begin our foray into matrix nearness problems by studying some
important problems that assume the form (1.1). In particular, we study ap-
proximate low-rank matrix decompositions.2 The aim of these approximations
is to exploit the structure latent in the data to construct a low-parameter ap-
proximation to the input data. Consequently, one obtains benefits such as
lower storage requirements, denoising, improved computational efficiency, and
pattern discovery within the data.
Consider the input data A = [a1, . . . ,aN ], where each ai ∈ RM . Usu-
ally both M and N are very large for data mining applications and we would
like to somehow reduce the complexity of representing A. A simple, but rela-
tively powerful approach is to approximate each ai by a linear combination of




bkckn, for 1 ≤ n ≤ N. (1.3)
2Matrix decompositions are some of the most fundamental tools in matrix analysis, and
they serve as key ingredients for numerous applications depending upon linear algebra. The
most notable examples being the eigenvector decomposition, the SVD, LU, Cholesky, and
QR decompositions. However, these decompositions are exact factorizations of the original
data matrix, whereas we will concern ourselves with only approximate decompositions in
this work.
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The vectors bk (1 ≤ k ≤ K) may be thought of as “basis” vectors3, and the
accompanying ckn values as “combining” coefficients. In matrix notation (1.3)
may be written as
A ≈ BC,
where B = [b1, . . . , bK ] and C = [c1, . . . , cN ]. As per (1.1), Â = BC, where
Â can be specified by requiring B ∈ B, C ∈ C, for appropriate sets B, and C.
Formally, (1.1) assumes the form
min
B,C
∆(A,BC), where B ∈ B, and C ∈ C. (1.4)
The problem (1.4) is an instance of a low-rank matrix approximation problem
because usually we constrain B and C to have rank much smaller than A.
The parameter sets B and C are used to describe additional constraints on B
and C (e.g., normalization, nonnegativity, etc.).
Problem (1.4) is very general and provides a rich set of special cases
through various choices of ∆ and via imposition of different constraints on B
and C. Some simple examples are:
1. Singular Value Decomposition (SVD): Let ∆(A, BC) = ‖A − BC‖2F,
B = RM×K , and C = RK×N , then (1.4) is solved by computing the
truncated SVD of A. Here, the rank K is the only constraint.
3These “basis” vectors can be alternatively called representative vectors, and each row of
B may be thought of as a new “feature” obtained as a combination of the original features.
Each representative vector bk corresponds to some latent structure/factor within the data,
a motivation obtained from factor analysis.
5
2. Non-negative Matrix Approximation (NNMA): Here we restrict B =
R
M×K
+ and C = RK×N+ . Specific versions depending on ∆ are described
in Section 1.1.1 below.
3. K-means Clustering: Let ∆(A, BC) = ‖A − BC‖2F, B = RM×K , and
C is such that each column cn of C equals a standard basis vector (all
zeros except a unit entry in a single component corresponding to the
cluster to which an belongs).
In addition to the examples given above, numerous other problems
can be written by specializing (1.4). Furthermore, it is easy to extend the
approximate decomposition to span several factors, i.e., we can generalize (1.4)
to consider problems of the form
min ∆(A, B1B2 · · ·BT ), where Bt ∈ Bt. (1.5)
A particularly important example of (1.5) is given by co-clustering, for which
T = 3 (see §2.9.6 for details).
Now we summarize the specific instances of (1.4) and (1.5) that are
developed in this thesis. Our summary makes use of some technical terms that
are only introduced in later chapters, but that should not be a hinderance to
obtaining an overview of the problems.
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1.1.1 Non-negative Matrix Approximation
We begin with non-negative matrix approximation (NNMA), where we
wish to solve the following optimization problem:
min ∆(A, BC), subject to B,C ≥ 0. (1.6)
NNMA was introduced by Paatero and Tapper [214], though it gained pop-
ularity only after the seminal work of Lee and Seung [174]. Both these
papers studied the least-squares NNMA problem, where ∆ = ‖ · ‖2F , and
the latter paper also introduced the KL-Divergence NNMA problem, where
∆(A, BC) = KL(A‖BC). In Chapter 2 we develop methods based on it-
erative multiplicative updates for solving (1.6) and our methods subsume the
well-known least-squares and KL-divergence based NNMA problems as special
cases.
1.1.2 Incremental low-rank approximations
The generic techniques that we develop for solving (1.6) can be ex-
tended to solve (1.4) incrementally, wherein one computes C one column (and
B one row) at a time. The incremental version of (1.4) may be written as
min ∆(A, T + σuvT ), (1.7)
subject to appropriate constraints on σ, u, and v. The matrix T denotes the
current approximation to A, and at each step we estimate σ, u and v. In
Chapter 3 we derive methods for solving (1.7) and some interesting variations
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of it. Even though the formulation of (1.7) might appear to be too restric-
tive, it is quite powerful and works well in practice. Indeed, the well known
singular value decomposition (SVD) is usually computed using an incremental
procedure.
1.1.3 Decomposition Based Matrix Approximations
For the NNMA problem (1.6) we made no specific assumptions about
the convexity of the distortion function ∆. In general, due to the nonlinear
product term BC, the function ∆ fails to be convex over all the variables si-
multaneously. However, often ∆ is individually convex in B and C, whereby
we can use an alternating minimization procedure, where each alternating step
is a convex optimization problem. In Chapter 5 we revisit the low-rank ap-
proximation problem (1.4) and develop efficient methods for its solution. Our
derivations yield as pleasant byproducts new algorithms for several interesting
subproblems such as the non-negative least squares problem [171], and least
ℓ1-norm (min ‖Bc − a‖1) problem.
1.2 Other Matrix Nearness Problems
We now turn our attention to special cases of (1.2), which are much
less interrelated as compared to the different instantiations of (1.4). This
difference arises because for (1.2) we seek to learn models/functions of the
underlying data, rather than trying to directly approximate the data itself.
The benefit of generalization here lies principally in: i) its unifying view which
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suggests many new problems or even interesting variations to old ones, and
ii) in its ability to exploit algorithmic techniques similar to those for (1.4) for
solving the associated problems. The final two matrix nearness problems that
we study in this thesis are summarized below.
1.2.1 Metric Nearness
Suppose that we have an input dissimilarity matrix D whose (i, j) entry
represents some measure of dissimilarity between point ai and point aj.
4 The
goal of the metric nearness problem is to compute a matrix M whose entries
specify a discrete metric over N (unspecified) points, and which is “near” D.
In the notation of (1.2), the base model M0 = D, whereas the target model
MA = M . Explicitly, (1.2) may be specialized to
min
M
∆(D, M ), subject to M ∈ MN , (1.8)
where MN denotes the convex cone of discrete metric matrices. We study this
problem in Chapter 4, where we develop efficient algorithms for its solution
and highlight its connection to the well-known all pairs shortest paths (APSP)
problem.
4We would like to mention that for this problem, an explicit representation of the un-
derlying points is unnecessary, i.e., the A = [a1, . . . ,aN ] can be left unspecified. We care
about only the interpoint distances.
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1.2.2 Parametric Mixture Modeling
The most familiar example of (1.2) is provided by the problem of para-
metric mixture modeling, where given the input data, one seeks to learn a prob-
ability density function p(a|Θ) that could have generated it. Naturally, the
problem is made simpler by assuming that the mathematical form of p(a|Θ) is
known and only the parameter matrix Θ needs to be estimated. In paramet-






where αk ≥ 0,
∑
k αk = 1, and p(a|θk) is the k-th mixture component density.
Now assume that we observe the i.i.d. samples {a1, . . . ,aN} so that the like-
lihood (expected incomplete data likelihood in EM parlance) is
∏
n p(an|Θ).
We wish to now estimate the parameters Θ that are “most likely” to have
generated the observed data. Thus we wish to compute Θ so that the likeli-
hood is maximized. It is easier to maximize the logarithm of the likelihood,














Problem (1.10) may be written as the matrix nearness problem
min
α,Θ






where P = [pnj] with pnj = p(an|θj). Problem (1.11) essentially says that the
goal of maximum-likelihood based mixture modeling is to compute a regular-
ized maximum entropy estimate for the parameters. This view of maximum
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likelihood by itself is not that useful—the interesting connection is via the
method that is used for solving (1.11) (or (1.10) for that matter), namely the
Expectation Maximization or EM procedure of Dempster et al. [71]. The EM
method is derived following a technique identical to one of our approaches for
solving the NNMA problem (see §2.3.1). Furthermore, since the EM proce-
dure may be viewed as an alternating minimization procedure [61], it sheds
new light on our NNMA algorithms. Finally, this connection suggests that
algorithmic progress or variations made for EM can be exploited for NNMA
and vice-versa, thereby underscoring the importance of viewing them both as
matrix nearness problems.
In this thesis we solve two particular versions of (1.11), namely when
the component density p(ai|θk) is either the von Mises-Fisher or the Wat-
son density [187]. These densities are fundamental to directional statistics,
and they are important for large scale data in data mining and information
retrieval, because for many applications absolute magnitude is less important
than direction (or similarity). Directional distributions fit in naturally because
they provide a generative approach for modeling such data. Unfortunately, pa-
rameter estimation for directional distributions is quite difficult, especially for
high-dimensional data, as is typically encountered in data mining applications.
In Chapter 6 we develop specialized algorithms for solving (1.11) with efficient
methods for performing the associated parameter estimates that overcome the
challenges posed by high-dimensionality.
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1.3 Software
An important component of our research effort has been the develop-
ment of efficient software for implementing the nearness algorithms that we
have derived. We highlight the importance of good implementations for the
problems that we study because näıve implementations can easily result in
inefficient software. Furthermore, since data mining is an applications driven
field, efficient software that permits the average user to apply our algorithms
without having to go through either the engineering or the accompanying the-
ory is very useful. Chapter 7 summarizes the software that accompanies this
dissertation.
1.4 Related Work
Matrix decompositions have been relatively much better studied [106]
than matrix approximations. Some of the earliest results in matrix approx-
imation date back to Schmidt [249], who essentially proved the optimality
of the rank-K SVD. Beginning with this venerable history, matrix nearness
problems have come a long way (see the brief overview by Higham [127], for ex-
ample). The Ph.D. thesis of Srebro [266] is most relevant to our work in spirit,
though the problems he studies are different. For example, Srebro [266] studies
elementwise weighted low-rank approximation and maximum margin matrix
factorization, whereas we study the problems summarized above. We note that
we do study one related problem, and that is elementwise weighted NNMA
(see §2.9.7), which is a constrained optimization problem. We summarize be-
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low several interesting matrix nearness/approximation problems relevant to
data mining below.
1.4.1 Principal Components Analysis (PCA) and SVD
The most well-known low-rank matrix approximation is perhaps the
truncated singular value decomposition [92, 106, 119, 249]. This decomposition
retains the singular vectors and values corresponding to the largest K singular
values of the matrix A, yielding a rank-K approximation that is optimal with
respect to any unitarily invariant norm [106].
The method of principal components analysis (PCA) [148] is an imme-
diate consequence of the SVD. It projects the data onto the subspace spanned
by the leading left singular vectors of the mean centered data (or equivalently
onto the subspace spanned by the leading eigenvectors of the covariance ma-
trix of the data), thereby capturing the directions of maximum variance within
the data.
PCA has found wide applicability in numerous problems. Example ap-
plications include image processing and compression [236], signal processing
systems [72], immunology [96], molecular dynamics [238], information retrieval,
latent semantic indexing (LSI) [24] and analysis of gene expression data [281].
For other PCA approaches we refer the reader to [87]. More recently, PCA
has been generalized in two ways. The first is Kernel PCA of Schölkopf et al.
[252], which first forms the kernel matrix for the input data, performs eigen-
decomposition on it, and projects data onto these eigenvectors—by limiting
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all computation to dot-products, Kernel PCA is able to exploit the “kernel
trick” and achieve non-linear PCA. A second work [55], exploits the idea that
traditional PCA is based on the assumption that the input data are Gaussian
and PCA essentially maximizes the likelihood by finding parameters that lie
in a low-dimensional space. Collins et al. [55] generalize PCA to the expo-
nential family, where the data are assumed to be drawn according to some
member of the exponential family whose natural parameters Θ lie in some
lower-dimensional space (indicated by writing Θ = UV ). Then, an appro-
priate Bregman divergence between the input data and g(Θ) is minimized,
where g(Θ) denotes the matrix of expectation parameters. Their optimiza-
tion problem is unconstrained and solved via alternating minimization over U
and V . Our work differs from [55] in that we have a constrained optimization
problem, and there is no restriction to exponential families. Furthermore, we
also provide actual algorithms to efficiently carry out the minimization (or
descent) in the alternating steps.
1.4.1.1 Other Generalizations of PCA/SVD
Related to PCA is the generalization called PARAFAC that introduced
by Harshman and Lundy [120], and it can be viewed as PCA for 3-dimensional
data arrays. The methods of higher order SVD [68] and orthogonal tensor de-
compositions [157] deal with approximations of tensors in a manner analogous
to the SVD. Similarly, Zhang and Golub [298] have considered approximating
high-order tensors in a manner similar to SVD for matrices. However, the
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fundamental ideas from matrices do not generally extend easily over to ten-
sors because of difficult theoretical hurdles, for example, even the concept of
(outer-product) rank is not well-defined for tensors [123].
Tensors are however finding increasing use. For example, applications
to computer vision [243], face recognition [279], signal processing [28] exist,
amongst many others. For a theoretical development of fundamental concepts
such as rank, eigenvectors, etc. for tensors, we refer the reader to [69, 181].
1.4.2 Clustering and Co-Clustering
Clustering is one of the fundamental problems of data mining. There
are a few books dedicated to the subject [121, 146, 199]. Clustering has been
widely employed, for example there are applications in fields such as astro-
physics [70], speech recognition and analysis [97, 159, 160], machine translation
of text [59, 207], image processing [98, 151], text clustering [8, 12, 32, 77, 81],
gene expression analysis [12, 20, 84, 93, 136, 257, 291].
Co-clustering can be traced back to an algorithm of Hartigan [122]
who used the name direct clustering that became known as block clustering.
Since then many other researchers have investigated co-clustering (and related
methods such as subspace clustering). Co-clustering has been applied to text
analysis and gene expression data analysis [13, 21, 42, 48, 49, 75, 83, 103, 155,
274]. For more references of co-clustering to problems in biology the reader
is referred to the survey article by Madeira and Oliveira [184]. In addition,
co-clustering has also been applied to simultaneous benefit segmentation and
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market structuring [7].
Our matrix approximations yield relaxed solutions to both clustering
and co-clustering, just as an SVD based method yields spectral clustering.
Banerjee et al. [13] also study the relation of co-clustering and matrix ap-
proximations, essentially highlighting the fact that a co-clustering gives a low-
parameter (and low-rank) approximation to the input data matrix. Initial
work on studying the connection between clustering and low-rank approxima-
tions appeared in [275].
1.4.3 Independent Components Analysis (ICA)
The independent components problem has two main definitions. The
general definition calls for the computation of a transforming matrix W so
that, the transformation s = Wx, of an input vector x, has components
that are as statistically independent as possible. This definition is somewhat
vague and hard for computation. An estimation-oriented definition assumes
a generative model for the observed vector x, and aims to compute it. That
is, it assumes x ≈ As, and tries to compute both the mixing matrix A
and the independent components of s. ICA can be applied to blind source
separation, in which the input x represents linearly mixed source signals, and
s represents the uncorrupted source signals. ICA has also been applied to
feature extraction, in which each si is the coefficient of the i-th feature in the
observed data vector x. An excellent survey is given in the article by Hyvärinen
[139] and a more leisurely development can be found in [137].
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A version of ICA that requires the sources s to be nonnegative was
introduced under the name of nonnegative ICA by Plumbley [229]. A related
paper discusses solving the nonnegative ICA problem by using nonnegative
PCA [209], that is a special case of the nonlinear PCA algorithm, with a rec-
tification nonlinearity. A further level of sophistication was added by Cardoso
[44], who made use of fourth order tensors for ICA estimation, however, the
resulting methods are computationally intensive.
Discussion
Hyvärinen [139] calls methods such as PCA and factor analysis as
second-order methods, because these methods proceed essentially by making
use of the information contained in the covariance matrix of an observed (or
input) variable for finding a suitable representation. They point out that these
methods aim to find faithful representations of the input variable as they try to
minimize a distortion or error criterion, whereas higher-order methods such as
ICA try to find a meaningful representation. This viewpoint is interesting to
consider, because we concentrate on the both faithfulness and interpretability
when performing NNMA.
1.4.4 Generalized Linear Models
Generalized Linear Models were originally introduced by Nelder and
Wedderburn [205], and they have been investigated intensely since then. GLMs
extend the notion of linear regression, where it is assumed that the dependent
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variable, say x is equal to a linear combination ZT β plus a normally dis-
tributed error ǫ so that
x = ZT β + ǫ.
In GLMs we assume that x is distributed according to a member of the expo-
nential family. The GLM then is
x = g(ZT β) + ǫ,
where the task is to estimate β given the link function g, the observed data
x and the combination matrix Z. The error ǫ is usually assumed to have
mean 0. The quantity g(ZT β) approximates the expectation parameter of
the exponential model being employed. The interested reader is referred to
published literature for further details, e.g., [88, 191].
A further generalization to GLMs was made by Gordon [107] who in-
troduced a model called Generalized2 Linear2 Models ((GL)2Ms). This new
model allows one to introduce link functions to allow non-linear combinations
of transformations of the underlying components. Specifically (GL)2Ms de-
compose an input matrix X as
A ≈ f(g(B)h(C)).
These models include as special cases PCA, exponential-family PCA and
GLMs. Note that we can also consider such models in our low-rank approxi-
mation framework, but our work differs by the critical inclusion of constraints
on B and C, that make the associated optimization problems much harder.
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As before, we also provide efficient algorithms for performing the associated
approximations.
1.4.5 Miscellaneous
Some other related matrix approximation problems are listed below.
1. Vector Quantization seeks to approximate the input data by the nearest
prototype vector. That means, the matrix B is approximated from the
input data, and for each input vector an, the column ck contains a
single unit element that allows it to pick out the best prototype from B.
Observe the similarity to a hard-clustering procedure.





i (note similarity to SVD), where the components
of ui and vi are constrained to lie set {−1, 0, 1}. Naturally, this is a
combinatorial optimization problem, though relaxations via the SVD
with thresholding are natural.
3. The Discrete Basis Problem [197] seeks to find binary matrices B and
C that approximate a binary input matrix A, so that A ≈ B ◦ C,
where ◦ denotes the boolean product. This is again a hard combinatorial
problem, and some relaxed solutions with thresholding can be pursued
as for semi-discrete decompositions.
4. Linear discriminant analysis: Just as PCA seeks to project the data
onto the subspace where it is maximally decorrelated, linear discriminant
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analysis seeks a projection that maximally “discriminates” or separates
the data [91]. It has also been kernelized [198].
5. Probabilistic latent semantic indexing (PLSI) [130] gives a statistical
grounding to the SVD based procedure of latent semantic indexing (LSI).
However, it can be shown that PLSI and NNMA share local optima, and
are almost the same (the difference between them is that of an extra
normalization matrix that PLSI computes, but NNMA does not).
6. Sparse code shrinkage [138, 140] aims to find a sparse combining vector
c so that a ≈ Bc. It can also be related to ICA if one demands sparsity
in addition to independence in the components of c.
7. Local feature analysis [225] can be seen as a sparse or local version of
PCA. Sparse PCA itself is quite popular, see for e.g., [63, 302].
8. Nonlinear dimensionality reduction methods [242, 272, 290].
9. Problems such as the Euclidean distance matrix completion problem [64]
and the kernel matrix completion problem [278].
10. Metric learning: Suppose we have N points {ai, . . . ,aN} as before. As-
sume that we are given pairwise constraints that require the interpoint
distance between “similar” points to be small and between “dissimilar”
points to be large. The task of metric learning is to find a (parameter-
ized) distance metric which satisfies these pairwise distance constraints




Note: Most of the material of this chapter is based on our work [79, 265]
2.1 Introduction
The first matrix nearness problem that we study in this thesis is the
non-negative matrix approximation (NNMA) problem, which was briefly intro-
duced in Section 1.1.1. NNMA is a powerful matrix decomposition technique
that has been widely applied to numerous applications in fields as diverse as
text analysis, image processing, chemometrics, and bioinformatics, and contin-
ues to find newer uses. This broad applicability coupled with the rich variety
of subproblems that it entails, make NNMA a particularly attractive matrix
nearness problem for us to study, and we devote this chapter to this pursuit.
The discovery of latent information within data has been the subject
of considerable analysis for several decades, especially in domains that apply
statistical methods to analyze their problems. With the advent of machine
learning and data mining, the search for structure or information from within
the data has taken on a new perspective—the data sets are large and often
very sparse, the data dimensionality is high, frequently running into tens or
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hundreds of thousands of features, and naturally, the data are usually noisy.
A first attempt to tackle some of these problems is the method of di-
mensionality reduction, where one projects the high-dimensional input data
into a lower dimensional space. This step has several benefits: i) it can reveal
latent structure within the data, ii) it reduces the data complexity leading to
a more efficient representation with accompanying storage and computational
benefits, and iii) it helps to denoise the data. The method of Principal Compo-
nents Analysis (PCA) is by far the most well-known dimensionality reduction
method, and it proceeds by computing a truncated Singular Value Decompo-
sition (SVD) of mean centered data (which essentially leads to a minimization
of Gaussian noise).
Despite its advantages, PCA suffers from some practical difficulties,
which become more pronounced for data mining applications. First, it pro-
duces low-rank projections that are dense, even if the original data is very
sparse, which can be a severe drawback for data mining problems where large
sparse data sets are the norm. Second, from a practitioners perspective, PCA
produces results that are not always amenable to interpretation. For example,
suppose that our input data consists of inherently non-negative quantities such
as frequency counts, color intensities, chemical concentrations, joint probabil-
ities, etc. For such data PCA produces representations that contain negative
entries, which lack physical meaning and defy useful interpretation.
To address these practical concerns, researchers were led to consider di-
mensionality reduction problems that respect the non-negativity of the data,
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and this is where NNMA comes to the forefront. Furthermore, the non-
negativity requirement of NNMA automatically leads to sparse representations
too. This is however, not surprising, because in order to have a low reconstruc-
tion error, several variables must be set to zero as no benevolent cancellations
due to opposing signs can occur.
2.2 Problem formulation
Let us now consider the NNMA problem more formally. Given a non-
negative matrix A = [a1, . . . ,aN ] ∈ RM×N+ as input, the goal of NNMA is
to construct a low-rank approximation of the form A ≈ BC, where B =
[b1, ..., bK ] ∈ RM×K+ and C = [c1, ..., cN ] ∈ RK×N+ are themselves nonnegative.
For computing B and C, we solve the following optimization problem
min ∆(A, BC),
subject to B,C ≥ 0,
(2.1)
where the function ∆ is an appropriate divergence (distance or distortion)
function. The number of distance measures that can be considered is stag-
geringly large; some useful reference sources that we can recommend to the
reader are the excellent paper of Bauschke and Borwein [16], and the two recent
books [74, 219]. For a quick reference, we present some relevant background
about divergence measures in §A.1.3.
We begin by studying Problem (2.1) when ∆ is a Bregman divergence,
and later present extensions to some other interesting divergence functions.
Below we summarize some important properties about these divergences (see
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§A.1.3 for more details).
2.2.1 Bregman divergences
A Bregman divergence is generated by an underlying function ϕ, which
is closed, strictly convex, and proper on S ⊆ R, where ri(S) 6= ∅ (ri denotes
the relative interior). If ϕ has a continuous first derivative on ri(S), the cor-
responding Bregman divergence Dϕ : S × ri(S) → R+ is defined as (see [45])
Dϕ(x; y)
def
= ϕ(x) − ϕ(y) − ϕ′(y)(x − y). (2.2)
It is easy to see that (2.2) is the first-order Taylor series expansion of ϕ(x),
and we may intuitively view Dϕ as a measure of departure from linearity
of the function ϕ. Bregman divergences play an important role in convex
optimization [37, 38, 45] and probabilistic modeling [14, 15], and learning
theory [54, 283], largely because of many useful properties that they possess.
For example, they are nonnegative, convex in the first argument and zero if
and only if x = y. However, these divergences are not true distance metrics,
because they are almost always asymmetric, i.e., Dϕ(x; y) 6= Dϕ(y; x). The
well known squared Euclidean distance and the information theoretic KL-
Divergence (unnormalized) are two particular Bregman divergences, generated
respectively by ϕ(x) = 1
2
x2, and ϕ(x) = x log x. Since a conic combination of
two Bregman divergences is also a Bregman divergence, we may extend the








We call (2.3) a separable divergence because it is an elementwise function of the
matrix entries. Non-separable Bregman divergences over matrices can also be
defined by appropriately composing the convex function ϕ with the eigenvalue
map [178]. For the duration of this chapter, we will concern ourselves only
with separable divergences. See [80, 162] for some work on matrix nearness
problems with non-separable Bregman divergences.
2.2.2 The Problems
Given the definition (2.3) we finally set up the following two main
optimization problems as instantiations of (2.1),
min
B, C≥ 0




We consider both versions (2.4) and (2.5), since as previously mentioned Breg-
man divergences are usually asymmetric, whereby each version leads to in-
teresting algorithms with differing characteristics. In the sequel, we derive
efficient algorithms for finding solutions to both these problems, and we also
demonstrate several important special cases to demonstrate the power of our
approach.
2.2.3 General Approach for Solution
Before we embark upon specific solutions of (2.4) and (2.5) it will be
worthwhile to look at the generic approach that underlies our algorithms, not
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only for these problems, but also for several other structured matrix approxi-
mation problems taking the form (1.4).
Due to the non-linear product term BC in the approximations, the
resulting problems are non-convex. Oftentimes the objective function might
be individually convex in either B or C, in which case we can provide better
theoretical guarantees about the resulting algorithm. However, we do not
always depend on convexity, especially for Problem (2.5). For this problem
invoke the following generic iterative alternating descent scheme:





Let t ← 0; Initialize B0 and/or C0
repeat
(∗) Compute Bt+1 so that ∆(A, Bt+1Ct) ≤ ∆(A, BtCt)
(∗∗) Compute Ct+1 so that ∆(A, Bt+1Ct+1) ≤ ∆(A, Bt+1Ct)
t ← t + 1
until convergence.
Algorithm 2.1 ensures monotonic descent in ∆(A, BC) by construc-
tion, and since ∆ ≥ 0 is bounded below and its domain can be considered
to be compact, the sequence of objective function values {∆(A, BtCt)} has
a limiting value ∆∗. However, note that this convergence is not sufficient
to guarantee the convergence of {Bt,Ct} to a limit point {B∗,C∗}, primar-
ily because any such limit point is part of a continuum of limit points, since
BC = (BT )(T−1C), for any invertible matrix T . In particular, for some pos-
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itive diagonal matrix T , its inverse is also a positive diagonal matrix, so that if
{B∗,C∗} is a (non-negative) fixed point of the algorithm, so is {B∗T ,T−1C∗}.
Even if we select some fixed point, say {B∗,C∗}, it is not always pos-
sible to show that this fixed point is a stationary point of (2.1), leave alone
arguing about its local-optimality. If we, however, replace the descent steps








then usually one can ensure convergence to a local-minimum. We will take up
this thread again in Chapter 5 and for now focus on algorithms that ensure
only descent, since they are simpler and often faster than those performing
exact minimization sub-steps [153].
2.3 Descent Algorithms for (2.4)
In this section we develop generic methods for solving (2.4), which
essentially are appropriate instantiations of the descent procedure given as
Algorithm 2.1.
Since the divergences that we treat are separable (elementwise functions
of the entire matrix), we can compute C by solving n separate subproblems.
Thus, we illustrate our method for an arbitrary column c of C. Clearly, the
approach can be followed symmetrically for rows of B, so we omit it for brevity.
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Let a be the column of A corresponding to c. For a fixed value of the matrix
B, the subproblem is
min
c≥0
F (c) = Dϕ(Bc; a). (2.6)
Since Bregman divergences are strictly convex in their first argument,
we could minimize F (c) (subject to c ≥ 0) using an off-the-shelf convex op-
timization software. However, such an approach can be computationally ex-
pensive; in addition if one must implement the convex optimization software
oneself, it entails a considerably greater implementation burden. Thus, if we
are willing to tradeoff precision for speed while solving (2.6) we can switch
to a simple descent procedure. This approach is not uncommon, as the next
section will soon show. We alert the reader to the fact that even though we
are performing mere descent and not exact minimization at each sub-step,
it is hard to say in general how this affects the overall solution, because the
original problem is non-convex. One would expect exact minimization to lead
to overall better local minima than mere descent would entail, but this can-
not be usually theoretically guaranteed. We return to exact minimization in
Chapter 5.
2.3.1 Multiplicative Updates via Auxiliary Functions
As per the structure of Algorithm 2.1, our goal is to construct a descent
procedure so that F (ct+1) ≤ F (ct). We seek to obtain multiplicative updates,
so that it is easy to ensure non-negativity of c. For subproblem (2.6) this
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amounts to updating c as
cp ← ηpcp, where ηp ∈ R+, and 1 ≤ p ≤ K. (2.7)
We seek elementwise updates for c in (2.7), however, in the objective
function F (c) the components of c are “coupled” together via the matrix
B. Hence, we needs to somehow decouple the components of c in order to
obtain elementwise updates. We construct certain auxiliary functions below
that achieve this decoupling and help us derive iterative descent algorithms.
The idea of auxiliary functions has been previously used most notably in the
construction of the Expectation Maximization (EM) algorithm [71]. In the
context of NNMA they were also used by Lee and Seung [172] for obtaining
their algorithms.
Definition 2.1 (Auxiliary function). A function G(c, c̃) is called an auxiliary
function for F (c) if:
1. G(c, c) = F (c) for all c ≥ 0, and
2. G(c, c̃) ≥ F (c) for all c, c̃ ≥ 0.
Suitably constructed auxiliary functions turn out to be useful for de-
riving iterative descent algorithms for minimizing F (c) primarily due to the
following lemma.
Lemma 2.2 (Iterative minimization). If G(c, c̃) is an auxiliary function for





Proof. F (ct+1) ≤ G(ct+1, ct) ≤ G(ct, ct) = F (ct). The first inequality and the
last equality follow from Definition 2.1, whereas the second inequality follows
from (2.8).
Note that forming the auxiliary function G(c, c̃) is analogous to the E-
step of EM, whereas the optimization (2.8) is analogous to the M-step. Given
some initial c0 ≥ 0, an iterative application of Lemma 2.2 yields a sequence
{ct} such that F (c0) ≥ F (c1) ≥ · · · ≥ F (ct+1). Since F is bounded below
by 0 and the underlying domain is compact, the sequence {F (ct} has a limit
F (c∗). Without further restrictions, it is not always easy to prove that this
limit point is a stationary point of (2.6), or even that {ct} → c∗.
Remarks. Our derivation is based on auxiliary functions, just like its more
famous cousin, the EM method, whereby we could borrow proof techniques
from the EM algorithm for analyzing the convergence properties of our ap-
proach. EM has witnessed a tremendous amount of research effort both from
a theoretical practical perspective [192]. As noted by Wu [289] (and others),
the original convergence proof of Dempster et al. [71] was flawed. Subsequently
by appealing to an appropriate adaption of Zangwill’s general global conver-
gence theorem [295], Wu analyzed the convergence properties of EM. However,
several assumptions made by Wu turn out to be difficult to assess in general,
thereby limiting the application of his approach to a similar attack on the con-
vergence analysis of (2.4). Finally, Tseng [276] provides a clean and rigorous
analysis of the convergence properties of EM by appealing to the proximal
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minimization [45, 237] view of the EM algorithm. However, even Tseng [276]
acknowledges the difficulty of removing the most common assumption made
by convergence proofs of EM, namely, that the optimal solution lies strictly in
the interior of the constraint set. This is a huge drawback for NNMA, because
due to the nature of the non-negative constraints, a large number of compo-
nents of the solution actually lie on the boundary. This drawback makes it
impossible to provide a simple analysis of the convergence properties without
making the (unrealistic) assumption about the solution lying in the interior.
A rigorous analysis will be highly non-trivial, and is deferred to future work.
2.3.2 Constructing the auxiliary function
Lemma 2.3 below shows how to easily construct an auxiliary function
for F (c). Naturally, there can be infinite variety in the types of auxiliary
functions that we could construct, and we present one simple choice below.


















with λij = (bij c̃j)/(
∑
l bilc̃l), is an auxiliary function for F (c) (as defined in
Eq. 2.6).
Proof. It is easy to verify that G(c, c) = F (c). Since
∑
j λij = 1 and λij ≥ 0
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(bij and c̃j ≥ 0), using the convexity of ϕ we find that
































Note that to obtain our auxiliary function we manipulated only the first
term of F (c). Contributions from the other terms could also be involved, yield-
ing different auxiliary functions. Furthermore, for certain classes of functions
ϕ, we could exploit other bounding inequalities to obtain different auxiliary
functions (for e.g., see [54]).
Now that we have G(c, c̃), only solving (2.8) remains, for which we must
minimize G(c, c̃) w.r.t. c. Let ∇ϕ(x) denote the gradient vector [∇ϕ(xi)].



























If the solution of (2.10) turns out to be non-negative (i.e., ∂G/∂cp = 0 has
a non-negative solution cp), then we are done, else we will need to perform
a constrained minimization of G(c, c̃). Fortunately, for a large variety of ob-
jective functions guaranteeing non-negativity of cp is easy (see Table 2.1 for
examples). The final problem that remains is to see whether we can obtain an
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analytic solution to ∂G/∂cp = 0 or not. Solving this equation is analogous to
the M-step in an EM procedure. Just as for a large class of probability distri-
butions, the M-step in an EM procedure can be efficiently solved to yield closed
form parameter updates, the equation ∂G/∂cp = 0 can be solved analytically
for the following two broad classes of functions:
1. Multiplicative ∇ϕ, i.e., ∇ϕ(xy) = ∇ϕ(x)∇ϕ(y),
2. Additive ∇ϕ, i.e., ∇ϕ(xy) = ∇ϕ(x) + ∇ϕ(y).
Method ϕ(x) ∇ϕ(x) ∇ϕ−1(x)
Update (2.12) ϕ(x) = 1
r
xr ∇ϕ(x) = xr−1 (multiplicative) ∇ϕ−1(x) = x 1r−1
Simplify (2.10) ax log x + bx ∇ϕ(x) = a log x + b (additive) ∇ϕ−1(x) = ex−ba
Table 2.1: Examples of functions for which (2.10) can be solved in closed form. For
other cases, (2.10) can be easily solved using a nonlinear root-finder.
Just as for the EM algorithm, sometimes the optimization step (2.8)
cannot be easily computed. In such cases we might just settle for a generalized
update, wherein ct+1 is computed to ensure
G(ct+1, ct) ≤ G(ct, ct). (2.11)
This approach is motivated by the success of the Generalized EM (GEM)
procedure of Dempster et al. [71]. This procedure is called generalized because
the iterative scheme based on (2.8) is a special case, and it will prove to be
useful for dealing with regularized NNMA problems as studied in Section 2.4.
33








































Thus, we obtain the update





We can compute the updates for B one row at a time in a similar fashion to
obtain
bp ← b̃p · (∇ϕ)−1




Additive ∇ϕ. Assume for simplicity that ∇ϕ(xy) = ∇ϕ(x) + ∇ϕ(y). We









































Thus, we obtain the update






2.3.3 Remarks and Observations
1. When ϕ is a convex function of Legendre type, then (∇ϕ)−1 can be ob-
tained by the derivative of the conjugate function ϕ∗ of ϕ, i.e., (∇ϕ)−1 =
∇ϕ∗ [237].
2. Since the Frobenius norm is a symmetric Bregman divergence (generated
by ϕ(x) = 1
2
x2), it comes as no surprise that (2.14) & (2.13) coincide with
the Frobenius norm NNMA updates derived by Lee and Seung [172].
3. The auxiliary functions derived above depend only on the fact that Breg-
man divergences are convex in their first argument and that B, c ≥ 0.
Therefore, for minimizing a distortion measure D(Bc,a) =
∑
i Di((Bc)i, ai),
where each individual distortion function Di is convex in its first argu-
ment, we may use the following general approach:











, ai) = G(c, c̃).
(c) Optimize G(c, c̃) w.r.t. each component cp by setting its derivative










Our auxiliary function method from the previous section can be obtained
by following the above procedure (with minor modifications) with D ≡
Dϕ. Thus, in fact, our method is extensible to a large variety of convex
loss functions, and is not limited to Bregman divergences.
4. As a part of step 3(a) we can select some other suitable set of convex








where T denotes the so-called computational temperature. An even more





for a given non-negative function γ. Both of these choices lead to aux-
iliary functions for which we can only assure G(c, c) ≤ F (c) for all c,
leading to generalization of the auxiliary function approach. See [117]
for related ideas in context of the EM algorithm.
5. Complexity. The update (2.12) for each column of the matrix C can
be implemented in time O(KM). Similarly the update for each row of
B can be implemented to take O(KN) time (assuming the computation
of the gradient of ϕ and its inverse takes constant time). Thus, the
overall algorithm runs in time O(TKMN), where T is the number of
iterations. Often, one can take advantage of the sparsity of A to decrease
the running time to O(TKnz(A)), where nz(A) denotes the number of
non-zeros in the matrix A.
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2.4 Regularized Version of Problem (2.4)
Sometimes one wishes to further control the factors B and C while
computing a non-negative approximation. For e.g., one might restrict the size
of the individual entries of B or C by imposing a penalty on their norms. This
not only fosters even sparser solutions, but also helps to potentially counter
ill-conditioning. The regularized NNMA problem is
min
B,C≥0
Dϕ(BC; A) + α(B) + β(C), (2.17)
where α and β are appropriate (non-negative, differentiable, and for now,
separable) functions. For e.g., α(X) = µ‖X‖2F, with µ > 0 is a possible
choice.
With a slight abuse of notation, for (2.17) we can write the following
subproblem for an arbitrary column c of C
min
c≥0
Dϕ(Bc; a) + β(c). (2.18)
Unfortunately, the simple auxiliary function technique of the previous
section does not carry over easily for handling (2.18). For example, if G(c, c̃)
is an auxiliary function for F (c), then clearly G(c, c̃) + β(c) is an auxiliary
function for F (c)+β(c), but even if G(c, c̃) is easy to minimize, the nonlinear
function G(c, c̃) + β(c) cannot usually be minimized to obtain a closed form
solution. However, when F (c) = ‖Bc−a‖2 and β(c) = λ
2
‖c‖2, then G(c, c̃)+








In general, the problem remains difficult, and it is not easy to minimize
G(c, c̃)+β(c). Nevertheless, just as in GEM, we could seek to ensure descent,
rather than aim for minimization, i.e., we compute ct+1 so that
G(ct+1, ct) + β(ct+1) ≤ G(ct, ct) + β(ct). (2.20)
A Heuristic. For the sake of simplicity and efficiency, the following heuristic
procedure approximates the descent (2.20). While minimizing G(c, c̃) + β(c),
we approximate ∂β/∂cp by ∂β/∂cp|cp=c̃p . Then, following the derivation of the
previous section, we can obtain for multiplicative ∇ϕ the following update
cp = c̃p · (∇ϕ)−1




For update (2.21) we must ensure that the argument of (∇ϕ)−1 remains within
its domain. In practice, this is not a problem.
2.5 Nonlinear Version of (2.4) with “link” functions
Certain nonlinear relationships between the input A and its approxi-
mant BC may be modeled by a “link” function that describes the nonlinearity.
For example the link function h can be used to model a relation of the form
A ≈ h(BC). Problem (2.4) now becomes
min Dϕ(h(BC); A), B,C ≥ 0. (2.22)
Naturally, solving (2.22) for arbitrary link functions h can be very difficult.
However, if the composition (ϕ ◦ h) is convex, then we can obtain algorithms
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for this problem with link functions without too much difficulty. For simplicity
we restrict h to be an elementwise function of its matrix argument.
For example, if h is convex (concave) and ϕ is an increasing (decreasing)
function then, ϕ◦h is also convex as may be verified by considering the second
derivative
(ϕ ◦ h)′′(x) = h′′(x)∇ϕ(h(x)) + ∇ϕ′(h(x))(h′(x))2,
which is nonnegative for the specified h and ϕ. Writing g = (ϕ ◦ h) one can
verify that
F (c) = Dϕ(h(Bc); a) =
∑
i


































































bip − biph′((Bc̃)i)∇ϕ(ai) = 0. (2.26)
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Depending on h, Equation (2.26) may or may not be analytically solvable. If
not, then instead of minimizing (2.25) we instead merely do a descent on it
(see discussion related to inequality (2.20)).
2.6 Algorithms for Problem (2.5)
We now turn our attention to algorithms for solving Problem (2.5).
We present two approaches. Our first approach in Section 2.6.1 below exploits
the idea of link functions developed in Section 2.5 above, whereas our second
approach (in Section 2.6.2) is based on approximately satisfying the KKT
necessary conditions for optimality for the Problem (2.5). The approach with
link functions leads to algorithms that are convergent by construction, whereas
the approach via KKT conditions we must treat convergence separately.
As before we illustrate our methods for a subproblem of (2.5), namely for
min
c≥0
F (c) = Dϕ(a; Bc). (2.27)
2.6.1 Solutions via Link Functions.
In this section we exploit our method based upon link functions for
providing one class of solutions for (2.5). Link functions arise naturally for
Bregman divergences via the following duality relation,
Dϕ(x; y) = Dϕ∗(∇ϕ(y);∇ϕ(x)),
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where ϕ∗(x) is the Legendre-conjugate1 of ϕ. This relation allows us to switch
the order of arguments to a Bregman divergence. Therefore, whenever ∇ϕ
is convex we can use it as a link function2 to convert Problem (2.5) into an
equivalent problem of the type (2.22). Thus for
F (c) = Dϕ(a; Bc) = Dϕ∗(∇ϕ(Bc);∇ϕ(a)),










(Bc̃)i)bip − bipζ((Bc̃)i)ai. (2.28)
Now using g′(x) = xζ(x) we can solve (2.28) to obtain an update for cp. For







where Z̃ = diag(ζ(Bc̃)), i.e., zii = ζ((Bc̃)i). Despite being somewhat restric-
tive, this update applies to a wide number of special cases, for e.g., it applies
to the problems given in Table 2.1. The update (2.29) guarantees monotonic
descent, i.e., F (ct+1) ≤ F (ct), if ct+1 = c is computed via (2.29) with c̃ = ct.
In Section 2.6.2 below we derive updates for minimizing (2.5) that are more
generally applicable than those in this section, and do not depend upon the
convexity of ∇ϕ or separability of ζ (no multiplicativity or additivity assump-
tions about ζ are made).





2Whenever ∇ϕ is convex, g = (ϕ∗◦∇ϕ) is also convex, since g′′(x) = x∇ϕ′′(x)+ϕ′′(x) ≥
0, since both ∇ϕ′′ and ϕ′′ are non-negative.
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2.6.2 Solutions Based on KKT Conditions
The approach in this section is different from the previous sections; the
procedures that we derive below are based on approximately solving the KKT
necessary conditions to yield multiplicative updates for each component of c.
Recall that we need to minimize F (c) = Dϕ(a; Bc) subject to c ≥ 0.
The Lagrangian is
L(c,λ) = F (c) − λT c,
where λ ≥ 0 is the vector of Lagrange multipliers. The KKT necessary con-
ditions for optimality are
[∇cF (c)]p = λp (2.30a)
λpcp = 0 (2.30b)
λp ≥ 0, cp ≥ 0. (2.30c)
Letting Z = diag(ζ(Bc)), we combine
[∇cF (c)]p = [BT Z(Bc − a)]p,
with (2.30a) and (2.30b) to obtain
[BT ZBc]pcp = [B
T Za]pcp. (2.31)
Since c occurs on both sides of (2.31) we solve for it iteratively. Hence, we






where Z̃ = diag(ζ(Bc̃)). We remark that in practice, we carry out only
one iteration of (2.32) instead of iterating it until a fixed point is achieved.
As before the overall algorithm can be implemented to run in O(TKnz(A))
time. The following lemma shows that the iterative update scheme (2.32) is a
reasonable scheme.
Lemma 2.4 (Behavior at Stationarity). If c̃ is a stationary point of (2.27)
and we compute c via (2.32), then c = c̃.
Proof. Let c̃ be a stationary point of (2.27). If c̃p = 0, then update (2.32)
ensures that cp = 0 too. If c̃p 6= 0, then (2.31), i.e., [BT Z̃a]p = [BT Z̃Bc̃]p
must hold since c̃ is stationary, whereby update (2.32) yields cp = c̃p.
Now we proceed to analyze what happens when c̃ is not a stationary
point. The first important step towards that is to verify that the update (2.32)
leads to a monotonic decrease in the objective function value F (c). Note that
it is not always easy to prove that a monotonic descent procedure converges
to a stationary point, without several additional assumptions. For example,
in the convergence proof of GEM, a critical assumption is made, namely, that
an optimal set of parameter values lies in the interior of the feasible region.
For NNMA such an assumption is unrealistic, since in practice many of the
entries of both B and C are zero, i.e., they lie at the boundary of the feasible
region. Therefore, the best practical approach is to demonstrate monotonic
descent under the update (2.32). Even this appears to be very difficult, and
Section 2.7 below describes our initial progress towards this goal.
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2.7 Monotonicity
To assess the correctness of the update (2.32) we need to show that
F (c) ≤ F (c̃), i.e., the objective function is non-increasing under the prescribed
update. The difference
F (c̃)−F (c) =
∑
i
(ai − (Bc)i)(∇ϕ((Bc)i)−∇ϕ((Bc̃)i))+Dϕ((Bc)i; (Bc̃)i),
which in vector notation is




+ Dϕ(Bc; Bc̃). (2.33)
Let δ(c̃, c) = F (c̃) − F (c); we need to prove that the change δ(c̃, c) ≥ 0.
It seems difficult to prove this assertion without further assumptions on ϕ
or ∇ϕ. However, for three important cases we show that δ̂(c̃, c) = δ(c̃, c) −
Dϕ(Bc; Bc̃) ≥ 0, which is indeed a stronger statement than just the non-
negativity of δ, since Dϕ itself is always non-negative.
Lemma 2.5 (Monotonicity). For ϕ(x) = 1
2
x2, ϕ(x) = x log x, or ϕ(x) =
− log x, if c is obtained by updating c̃ as per (2.32), then
δ̂(c̃, c) = δ(c̃, c) − Dϕ(Bc; Bc̃) ≥ 0.
Proof. See Sections 2.7.1, 2.7.3, and 2.7.2 below.
We remark that even though monotonicity for the first two cases (ϕ(x) = 1
2
x2,
and ϕ(x) = x log x) is already known [172], our proofs are new. Proving
∆̂(c) ≥ 0 directly seems to be very difficult in general. However, intuition
behind why we would expect this result to hold in general is provided via a
linearization argument in Section 2.7.4.
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2.7.1 Least-squares NNMA
For proving monotonicity of the Least-squares NNMA problem we will
require the following simple lemma.






− cT Xc ≥ 0. (2.34)
Proof. Not surprisingly, our proof turns out to be identical to a part of the
original proof by Lee and Seung [172], because they also needed to prove a
contention similar to (2.34). However, our general approach is direct and
we do not require the construction of an auxiliary function. Without loss of




















































xij c̃ic̃j(ei − ej)2 ≥ 0.
The third and fourth lines depend upon the symmetry of X, and the last step
depends upon the non-negativity of X and c̃.
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For the Least-squares NNMA problem the contention of Lemma 2.5
translates into






















T a)i ⇔ (Bc)T (Bc̃) = aT (Bc̃), (2.36)







(BT Bc̃)i − ci(BT Bc)i.
Now, using Lemma 2.6 with X = BT B we immediately obtain δ̂(c̃, c) ≥ 0.
2.7.2 KL-Divergence NNMA
For the KL-Divergence NNMA problem we have ∇ϕ(x) = 1 + log x.
Thus, the contention of Lemma 2.6 becomes need to prove that
0 ≤ δ̂(c̃, c) =
∑
i

































































































Hence the proof is complete.
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2.7.3 Burg-Entropy NNMA
When ϕ(x) = − log x (dom ϕ is R++), we obtain the Burg-Entropy
NNMA problem. The contention of Lemma 2.5 then becomes








































































































thereby completing the proof.
2.7.4 Monotonicity with Linearization
In this section we prove that when Bc is close to Bc̃, then the up-
date (2.32) guarantees monotonic descent. The main purpose of this section
is to provide some intuition behind why we expect Lemma 2.5 to hold for
a large class of convex functions ϕ. It is of course, unreasonable to expect
that Lemma to hold for all convex functions with domain R+ without further
qualifications.
First we introduce a lemma that is merely an application of Lemma 2.6,
and will be useful for our proof based on linearization.
Lemma 2.7 (Monotonicity). If c is computed via the update (2.32), then
(a − Bc)T Ẑ(Bc − Bc̃) ≥ 0, (2.40)
where Ẑ = diag(ζ(Bc̃)) as before.
Proof. From (2.32) we have
ci[B


















− (Bc)T ẐBc ≥ 0.
Now we simply invoke Lemma 2.6 with X = BT ẐB to conclude the truth of
this inequality.
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Next we discuss monotonicity by considering the first order Taylor-
series expansion
∇ϕ((Bc)i) ≈ ∇ϕ((Bc̃)i) + ζ((Bc̃)i)((Bc)i − (Bc̃)i), (2.41)
where we neglect the higher-order terms. Thus, using the linearization (2.41)
we can write
δ(c̃, c) ≈ (a − Bc)T Ẑ(Bc − Bc̃) + Dϕ(Bc; Bc̃).
From Lemma 2.7 we know that (a−Bc)T Ẑ(Bc−Bc̃) ≥ 0, while Dϕ(Bc; Bc̃) ≥
0 by definition. Thus, we immediately conclude δ(c̃, c) ≥ 0.
2.8 Regularized Version of Problem (2.5)
We now look at the case with nonzero (differentiable) penalty functions
by proceeding along the same lines as Section 2.6.2. Other authors have also
obtained similar updates with penalty functions, e.g., [50, 51].
Problem (2.5) now takes the form
min
B,C≥0
Dϕ(A; BC) + α(B) + β(C), (2.42)
where α and β are regularizing functions as discussed previously in Section 2.4.
As before, we consider the subproblem
min
c≥0
F (c) = Dϕ(a; Bc) + β(c), (2.43)
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for which we form the Lagrangian, differentiate it, and obtain the KKT nec-
essary conditions for optimality
∇c[F (c)] = λ (2.44a)
λpcp = 0 (2.44b)
λp ≥ 0, cp ≥ 0. (2.44c)
We use (2.44a) and (2.44b), in conjunction with the gradient
∇c(F (c)) = BT Z(Bc − a) + ∇cβ(c),
to obtain the iterative update
cp ← c̃p
[BT Z̃a]p
[BT Z̃Bc̃]p + [∇cβ(c)]p
. (2.45)
The update for b may be derived similarly and we skip it for brevity. If
[∇cβ(c)]p ≥ 0 we do not have to do any additional work to enforce nonneg-
ativity of cp. Using a non-decreasing penalty function β(c) can be useful, as
the following lemma shows.
Lemma 2.8 (Affect of the Penalty). If β is an increasing function and β(c̃)−
β(c) ≥ 0, then an iterative application of (2.45) leads to a fixed point (of the
update, and hence of F (c)).
Proof. Since β is increasing the hypothesis β(c̃)−β(c) ≥ 0 implies that ‖c̃‖ ≥
‖c‖, whence the update (2.45) is non-expansive, and by Brouwer’s fixed point
theorem we can conclude that it has a fixed point.
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Remark: The assumption β(c̃)−β(c) ≥ 0 seems to be quite stringent,
and in general it can be difficult to verify for arbitrary β. However, it is not
difficult to select appropriate β that satisfy this restriction. Note that every
fixed point of (2.45) satisfies this inequality with equality.
2.9 Examples of NNMA Problems
In this section we present some specific NNMA problems and their so-
lutions as obtained by an application of our generic approach described above.
Later, in Section 2.11.2 we review several of the known applications of NNMA
to highlight its wide applicability, and to suggest possible domains where our
new algorithms could be applied. In addition, via some examples below, we
also derive additional generalizations such as weighted and multi-factor NNMA
problems, which also can have many practical uses. These are not given sep-
arate treatment because their derivation follows by a straightforward general-
ization of our methods of §§2.3, 2.6. We distinguish our (new) contributions
from examples of previously existing algorithms by suffixing a ⋆ suffixed to the
section name. Already existing algorithms are shown to highlight how they
turn out to be special cases of our general approach.
52
2.9.1 New KL-Divergence NNMA⋆
The original NNMA problem [174] focused on minimizing KL(a; Bc).







− (Bc)i + ai, B, c ≥ 0. (2.46)
Let ϕ(x) = x log x − x. Then, ∇ϕ(x) = log x, and since ∇ϕ(xy) = ∇ϕ(x) +














= [BT log a − BT log(Bc̃)]p










Similarly the update for b is derived to be










Due to the exp(·) function it is obvious that the updates maintain the non-
negativity of cp and bp once started with non-negative initial values.
2.9.2 Regularized KL-Divergence⋆









− (Bc)i + ai + µ‖c‖1, (2.47)
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where we have µ > 0 is a regularization parameter. Note that since c ≥ 0,
we have µ‖c‖1 = µ1T c. Thus, following the derivation of §2.9.1 we obtain the
update










2.9.3 Original KL-Divergence NNMA and Regularized Versions⋆
Since the KL-Divergence is convex in both arguments, we can use our








− ai + (Bc)i.














Now, differentiating G w.r.t. cp as before and solving ∂G/∂cp = 0 we obtain
exactly Lee & Seung’s algorithm for KL-Divergence NNMA. Our derivation is
simpler and more direct. Furthermore, our auxiliary function technique imme-









− ai + (Bc)i + β(c), (2.49)
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Observe that the non-negativity of cp is easily ensured by the updates (2.50)
and (2.51).
2.9.4 Constrained NNMA and Maximum Entropy⋆





subject to Pc ≤ 0.
(2.52)
An easy way to tackle this problem is to introduce a differentiable penalty
function for enforcing the constraints Pc ≤ 0. Thus,
F (c) = Dϕ(Bc; a) + ρ‖max(0,Pc)‖2, (2.53)
where ρ > 0 is some penalty parameter. Assuming multiplicative ∇ϕ and
following the auxiliary function technique described in Section 2.4, we obtain
the following updates for c,
cp ← c̃p · (∇ϕ)−1
(




where (Pc)+ = max(0,Pc). Note that care must be taken to ensure that the
addition of the penalty term does not violate the nonnegativity of c, and that
the argument of (∇ϕ)−1 lies in its domain.
55
Maximum Entropy. Incorporating additional constraints into (2.46) is eas-
ier, since the exponential updates ensure non-negativity. When a = 1, under
additional linear inequality constraints, Problem (2.46) becomes
min
c≥0
KL(Bc‖1) s.t. Pc ≤ 0.
Using the penalty function method as for (2.53) we obtain
cp ← cp · exp
(




Note that one may use other penalty functions to enforce Pc ≤ 0, provided
that these functions are differentiable.
2.9.5 Lee and Seung’s Algorithms.
When ϕ(x) = 1
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These updates are the same as the ones originally derived by Lee and Seung
[172]. It can be shown that these updates are essentially equivalent (see [102])
to those for probabilistic latent semantic indexing (PLSI) [130], though due to
the extra normalization in PLSI a subtle difference remains. In particular, a
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fixed point of NNMA yields a fixed point of PLSI and vice-versa, but begin-
ning from the same initialization, both usually end up reaching different final
solutions.
2.9.6 The Multi-factor NNMA Problem⋆
Both the NNMA problems (2.4) and (2.5) can be extended to the
“multi-factor” problem, wherein one seeks an approximation of the type A ≈
B1B2 . . . BR. As a simple example, consider minimizing
Dϕ(A; B1B2 . . . BR),
where all matrices involved are nonnegative. We compute the gradient of the
divergence Dϕ w.r.t. each Br. Let B̂ = B1B2 . . . Br−1, Ĉ = Br+1Br+2 . . . BR,
and H = B1B2 . . . BR. Let b
r









Following the derivation in Section 2.6.2 we obtain the update
Br ← Br ⊙
B̂T (ζ(H) ⊙ A)ĈT
B̂T (ζ(H) ⊙ H)ĈT
. (2.54)
Below we show a simple application of (2.54) for the special case of R = 3.
Lemma 2.9 (Multi-factor monotonicity). For ϕ(x) = 1
2
x2, x log x, and − log x,
the multifactor update (2.54) ensures monotonic descent in the objective func-
tion Dϕ(A; B1B2 . . . BR).
Proof. Easy generalization by induction of the proof of Lemma 2.5.
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2.9.6.1 Application to Relaxed Co-clustering⋆
A simple example of multi-factor NNMA is to the three-factor NNMA,
namely A ≈ RBCT . Such an approximation is closely tied to the problem
of co-clustering [49], and also provides a richer model than PLSI [130]. The
matrices R, C, B may be thought of as representing row clusters, column
clusters, and co-cluster prototypes, respectively. For example, for the problems
(all matrices are non-negative)
min ‖A − RBCT‖2F (Euclidean)
min KL(A‖RBCT ) (Information-theoretic),




, B ⊙ R
T AC
RT RBCT C




















for the relaxations of the Euclidean and Information-theoretic clustering, re-
spectively. To ensure uniqueness, we normalize both R and C while suitably
adjusting the matrix B. It is evident that we can exploit the generality of the
update (2.54) to obtain relaxed co-clustering solutions to problems that seek
to minimize Dϕ(A; RBC
T ). We remark that in practice, the above updates
should be implemented to exploit the sparsity of A.
2.9.7 Weighted NNMA Problems⋆
There are three main ways in which weighting may be incorporated into
the NNMA model. First, we weight the objective function elementwise, which
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is useful when one wants to ascribe different weights to different subproblems.
Second, we can add elementwise weighting to the low-rank approximation, a
flexibility very useful for dealing with measurement uncertainties and missing
values in A. Finally, we also permit weighted scaling of the low-rank approxi-
mation, which is closer to the traditional diagonal weighting where one weights
different rows (objects) or columns differently while constructing an approx-









min Dϕ(A; W ⊙ (BC)) and min Dϕ(W ⊙ (BC); A),
min Dϕ(A; W1BCW2) and min Dϕ(W1BCW2; A),
where we assume the weighting matrices W1 and W2 to be themselves non-
negative. All of these problems may be solved easily by the auxiliary function
and KKT based techniques that we have developed above. To avoid unneces-
sary repetition we skip the derivations of the associated updates.




W ⊙ (A − BC)‖2F. Fol-
lowing the techniques for deriving (2.32) we obtain the updates
B ← B ⊙ (W ⊙ A)C
T
(W ⊙ (BC))CT , C ← C ⊙
BT (W ⊙ A)
BT (W ⊙ (BC)) . (2.55)
These iterative updates are significantly simpler than the PMF algorithms
of [214] and may be used as alternatives to them.
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Lemma 2.10 (Monotonicity for PMF). The elementwise weighted updates (2.55)
monotonically decrease their corresponding objective function.
Proof. Notice that for a single column c, the difference in objective function










Therefore we can mimic the proof in §2.7.1 to conclude this lemma.
Application to Weighted KL-Divergence. Here we wish to minimize
KL(A; PBCQ), where P and Q are positive diagonal matrices. This problem
is a slight generalization of the diagonally weighted problem considered by [115,








































Observe that when P = IM and Q = IN then these updates simplify to those
given in Section 2.9.5.
Lemma 2.11 (Monotonicity for Weighted-KL). The updates (2.56) and (2.57)
monotonically decrease the objective function, i.e., KL(A‖PBCQ).
Proof. Immediate generalization of the proof for the unweighted case, as given
in §2.7.2.
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2.9.8 Choosing the Objective Function
The objective function used for NNMA plays many different roles. If
one has an a priori assumption on the distribution of the noise corrupting
the observed data, then minimizing the Bregman divergence corresponding to
the assumed noise distribution is expected to give a better reconstruction. In
fact Monga [200] reported improved empirical results with a particular choice
of a Bregman divergence while applying NNMA to an application in image
and audio processing. Assuming the noise to be of a Gaussian nature3, we
may prefer to minimize the Frobenius norm, while for Poisson noise, it is
more preferable to minimize the KL-Divergence as was also originally done
by Lee and Seung [174]. Banerjee et al. [15] illustrate clustering results on
data following different distributions, demonstrating that if one the matching
Bregman divergence the resulting clustering accuracy is higher, which provides
further support to the suggestion of selecting an appropriate divergence based
on the noise model.
The particular application at hand can also govern the selection of the
objective function, and an example of this can be found in the recent work
of Chen et al. [47], Cichocki et al. [50, 52]. From a broader perspective, usually
domain knowledge or a better idea about the nature of the input data plays a
strong role in governing the choice of divergence.
A final concern, which often plays a significant role in selecting a par-
3This connection is approximate because the basic NNMA model admits only non-
negative noise.
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ticular divergence, especially for large scale data, is the ease with which a
particular objective function can be minimized. The Frobenius norm based
updates seem to yield the simplest algorithms for NNMA, whereas the other
divergences lead to somewhat more complicated updates. The sparsity pat-
tern can also play a role here, for e.g., it might not be possible to fully exploit
the sparsity of the data with all the divergences. Furthermore, different di-
vergences have differing characteristics for the solution that they produce. In
general, just as selecting an appropriate kernel for kernel based learning algo-
rithms is not always easy, it is difficult to give general prescriptions for which
particular divergence measure will be most suited to a given problem.
2.10 Experiments
Now we turn to some experiments with our algorithms to explore how
they work in practice. In the first set of our experiments below (§2.10.1) we
do not focus on any particular application and point the interested reader to
the vast list of applications in Section 2.11.2. In our second set of experiments
(§2.10.2) we compare different NNMA objective functions for the task of dis-
covering latent topics within a collection of text documents. In our last set of
experiments (§2.10.3) we show how the sparsity of the approximations behaves
with differing objective function values.
2.10.1 Monotonic convergence
First we illustrate the monotonic convergence behavior of some of our
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φ(x) = x log(x)































































φ(x) = x + 1/x
























φ(x) = x2 log(x) − x2
Figure 2.1: Monotonic descent in objective function value for different NNMA
problems. From left to right and top to bottom the figures correspond to
the results for our Bregman divergence NNMA algorithms corresponding to
ϕ(x) = x2, x log x, ex, x4, x+ 1
x
, x(x log x−x), respectively. The actual values
of the objective functions are less important than their monotonic nature.
algorithms that were implemented in Matlab. However, this imple-
mentation is only for illustrative purposes; we refer the reader to our high
performance implementation in C++ for tackling real world datasets.
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Least-squares KL-Divergence
boundary pressure library patients boundary library
layer mach system cells layer system
heat wing libraries cases pressure retrieval
laminar shock retrieval growth heat scientific
transfer supersonic systems lift shock systems
plate jet research treatment mach science
turbulent body science normal transfer research
temperature theory scientific blood theory computer
wall lift book cancer supersonic language
velocity bodies computer cell method buckling
Table 2.2: Top 10 words for the Classic3 dataset using least-squares NNMA
and KL-Divergence NNMA
We report monotonicity results for the Bregman divergences generated
by the following set of functions (choices of ϕ(x))
ϕ(x) = x2, ϕ(x) = x log x, ϕ(x) = ex,
ϕ(x) = x4, ϕ(x) = x +
1
x
, ϕ(x) = x(x log x − x).
Figure 2.1 shows how the objective function values decrease monotonically
for these set of divergences. The algorithm used was an instantiation of our
general Bregman divergence NNMA procedure (2.32).
2.10.2 Application to Topic Modeling
Here we show a brief application of NNMA to topic modeling. We use
the well-known Classic3 dataset, which is a collection of documents drawn
from three underlying categories called Cran, Cisi, and Med. These cate-
gories cover aeronautical abstracts, documents from information retrieval and
medline, respectively (also see §6.6.1). We ran a rank-3 NNMA approximation
on this data set, and we report below the topics discovered by different NNMA
algorithms.
From Table 2.2 it can be seen that the least-squares NNMA yields much
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Bregman: ϕ(x) = ex Bregman: ϕ(x) = x4
pressure library boundary layer boundary layers
wing system layer heat layer boundary
mach libraries heat laminar incompressible laminar
jet retrieval laminar transfer solutions turbulent
supersonic systems transfer boundary shear wall
lift research plate compressible equations layer
body science turbulent shock velocity behaviour
shock scientific temperature viscous plate separated
wings book wall gradient turbulent separation
theory computer velocity hypersonic approximate conditions
Table 2.3: Top 10 words for the Classic3 dataset using NNMA with ϕ(x) = ex,
and ϕ(x) = x4.
Bregman: ϕ(x) = x + 1
x
Bregman:ϕ(x) = x(x log x − x)
differs services fit buckling library scientific
breast formal language shells libraries wing
deviation schemes populations theory system science
naval makes individuals pressure systems growth
psychiatric cleverdon angles cylinders book lift
notes courses proportional cylindrical retrieval wings
considerations governmental deviations flutter university literature
women recording line thin services journals
strains turning providing indexing computer research
processed analogy transformation stress research scientists
Table 2.4: Top 10 words for the Classic3 dataset using NNMA with ϕ(x) =
x + 1
x
, and ϕ(x) = x(x log x − x).
less well separated topics than the KL-Divergence version, which seems to have
identified the underlying categories. This example illustrates the importance
of choosing an objective function while using NNMA in an actual application.
Table 2.3 compares the results of running our Bregman NNMA algo-
rithms (derived as special cases of update (2.32)) using divergences that grow
more rapidly than the least-squares case (we used ϕ(x) = x4 and ϕ(x) = ex.
From Table 2.3 one observes that using the exponential based loss, only one
topic seems to be dominant and occurs almost all three times, whereas for
the quartic loss (with ϕ(x) = x4) the results are very similar to those for the
least-squares NNMA.
Table 2.4 shows the topics recovered by using two very non-standard
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divergence measures. The first divergence measure was generated by using
ϕ(x) = x + 1
x
, and it leads to topics with keywords very different from those
yielded by other divergences. In fact, it seems that this divergence leads to
honing in onto subtopics. The topics seem meaningful because the words
within one topic seem well correlated with each other (by observation). The
second divergence also has a very interesting behavior. For example, in the
second last column of Table 2.4 we see that words and their plurals have
been put together into one topic. None of the other divergences shown so
far have exhibited this characteristic so clearly. We also remark that since
ϕ′′(x) = 2 log x + 1 for the last objective function considered, we had to scale
the data differently to ensure ϕ′′(x) > 0.
2.10.3 Sparsity of results
For the six different divergence measures we show below the table of
sparsity of the factor matrices B and C. These sparsity values are somewhat
smaller than what we expect, because the NNMA algorithms were run for only
20 iterations each. The aim is to see how rapidly one achieves sparsity within
the factors. Table 2.5 highlights how strongly the divergence affects the spar-
sity of the factor matrices B and C. This experiment provides a guideline for
the selection of an objective function if good reconstruction and high sparsity
are the underlying goals. However, as we see for the topic detection applica-
tion in the previous section, good sparsity does not necessarily translate into
better qualitative results. We remark that for the values reported for NNMA
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ϕ(x) nzeros(B)/(MK) nzeros(C)/(KN) ‖A − BC‖F/‖A‖F
x2 0.164459 0.050458 0.981300
x log x 0.186614 0.036837 0.985240
ex 0.185994 0.029812 0.981313
x4 0.925246 0.893858 0.994716
x + 1x+ǫ 0.969401 0.932836 1.000620
x(x log x − x) 0.192656 0.019361 0.981664
Table 2.5: Sparsity achieved by various NNMA algorithms on the Classic3
dataset. The data size was (M,N) = (4303, 3891), and rank K = 3 approx-
imation was computed. In the table above, nzeros denotes the number of
elements smaller than 10−6 in the specified matrix. To permit a comparison of
the reconstruction between the various algorithms, we show the relative error
of reconstruction as measured by the Frobenius norm in the last column. This
value must be viewed merely as a guideline, because each algorithm minimizes
a different divergence, and only the first one minimizes the Frobenius distance.
corresponding to ϕ(x) = x + 1
x+ǫ
, we selected ǫ = 10−6 to prevent divide by
zero errors due to the highly sparse input matrix A. From the table we see
that both the ϕ(x) = x4 and the ϕ(x) = x + 1
x+ǫ
algorithms achieve very high
sparsity. However, the former also achieves high reconstruction, as well as very
good sparsity.
2.11 Brief Literature Review
Since its introduction, NNMA has been increasingly applied as a tech-
nique for dimensionality reduction and data analysis. Correspondingly, there
has been a significant amount of research related to it. The aim of this section
is to provide a brief summary about the various algorithms and applications of
NNMA that have appeared in the literature. While attempt has been made to
be as complete as possible, the sheer magnitude of the task renders it impos-
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sible to attain completeness. We apologize in advance to the authors whose
work we might have inadvertently missed.
The origin of the approximate nonnegative factorization problem or
NNMA may be credited to [215] who called it Positive Matrix Factorization
(PMF), and to [174] who called it Nonnegative Matrix Factorization. The
exact factorization problem is however older, and Section 2.12 discusses it
briefly.
2.11.1 Algorithms
There exist a few different algorithms for NNMA. Some of them are
based on solving suitably modified non-linear least squares problems, while
others are simple iterative procedures. We summarize procedures of both
types below.
2.11.1.1 Paatero’s methods
Paatero et al. [215] introduced the term PMF and sought to construct
a factor model with two nonnegative matrices by minimizing
‖W ⊙ (A − BC)‖2F, (2.58)
where A, B, C, and W are all nonnegative. The matrix W consists of
weights reflecting confidence in the measurements in A. In the same paper
Paatero et al. [215] also introduced a three factor NNMA model. However,
they did not provide any algorithm to actually compute the presented models.
Paatero and Tapper [213] suggested using alternating least squares (ALS),
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wherein one holds B fixed while obtaining the optimal C and vice versa, for
PMF. Nonnegativity is enforced in an ad-hoc fashion by simply discarding
the entries smaller than zero. NNMA may also be performed with alternating
non-negative least squares instead of ALS by using the NNLS algorithm of
[170]. While doing ALS or Alternating NNLS, the least squares subroutines
can prove to be a bottleneck. Hence, in practice it is better to combine the
least square approach with the faster Lee/Seung type updates.
Later [214] proposed another approach for PMF, claiming it to be
superior to the one based on ALS. In this approach one iteratively solves
(B + ∆B)C ≈ A for ∆B (likewise for ∆C), followed by solving for the co-
efficient α in (B + ∆B)(C + ∆C) ≈ A. However, in practice Paatero and
Tapper [214] recommend neglecting the product ∆B∆C while minimizing
‖A − (B + ∆B)(C + ∆C)‖F to obtain ∆B and ∆C. In [210], yet another
algorithm for PMF is introduced under the name PMF2 (the two standing
for a two-factor model). However, from its description, the PMF2 algorithm
seems to have expanded upon the just described method of [214] and it enforces
nonnegativity using logarithmic penalty functions.
Paatero [211] went on to consider a three-way factor analytic model
(also called PARAFAC, a factor model introduced in 1970 by Harshman [120]).
The corresponding algorithm for computing nonnegative factors was called
PMF3 and pseudocode is provided in the paper [211]. However, the algo-
rithm requires a significant amount of engineering effort to implement and is
rather obscure. As an application to the same problem (PARAFAC) Bro and
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de Jong [40] presented a faster NNLS algorithm. In order to solve more general
“multi-factor” problems Paatero [212] developed another algorithm called the
Multi-linear Engine (ME) that allows solving n-way models. The solution is
computed using a method based on conjugate gradients.
Other methods based on Least Squares Pauca et al. [223] presented an
algorithm that combines a constrained least squares problem with the multi-
plicative update procedures of Lee and Seung [174]. The procedure solves the
least square problem min ‖A − BC‖2F + λ‖C‖2F using ordinary least squares.
The nonnegativity of C is enforced by setting the negative elements to 0.
The matrix B is updated using the standard updates (§ 2.9.5). Langville and
Meyer [165] suggest using alternating constrained least squares for both B and
C. The λ term influences the sparsity of the resulting solution. Langville and
Meyer [165] also discuss other measures of sparsity that one could incorpo-
rate. Other related work dealing with sparsity in NNMA is [216] (controlling
rotations by influencing sparsity) and [125] (for nonnegative tensors). In a
vein similar to alternating NNLS Lawrence et al. [168] describe an alternating
constrained nonnegative least squares procedure for NNMA built on top of
linearly constrained least squares. Lin [182] describes two projected gradient
approaches, one directly applied to the matrix formulation of NNMA and the
other to using the projected gradient method for solving the individual NNLS
sub-problems. The brief survey paper [23] describes some other approaches
for solving the Frobenius norm NNMA problem.
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More recently Kim et al. [153] have developed a projected Quasi-Newton
method for solving the least-squares NNMA problem. Their method derives
an efficient method for solving the NNLS problem and alternatingly applies
it to optimize over B and C. For most problems, this method yields results
superior to the traditional Lee & Seung NNMA method.
2.11.1.2 Lee & Seung and Related Methods
Lee and Seung also developed the problem of NNMA and introduced
a specially constrained version of it in the context of unsupervised learning
by convex and conic coding [173]. In that paper, they considered learning
encodings so that the reconstruction error over the ensemble of inputs is min-
imized. The method of choice was an alternating projected gradient approach
in which first B is fixed and a gradient descent is done w.r.t. C and vice
versa. Nonnegativity constraints were implemented by zeroing out the nega-
tive entries and the normalization constraints were enforced using quadratic
penalty functions. However, NNMA finally gained popularity after the two
papers [172, 174] introduced the problem under the name nonnegative matrix
factorization. Lee and Seung [174] provided efficient iterative algorithms for
NNMA, which were developed and analyzed further in [172].
Hoyer [131] added an ℓ1-norm based regularization term to the original
Frobenius norm objective function in order achieve sparser solutions. The
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resultant NNMA problem, which he named Nonnegative Sparse Coding, was
min
B,C≥0




where λ > 0 is a regularization parameter. Subsequently, Hoyer [133] extended
the enforcement of sparsity by minimizing ‖A − BC‖2F under additional spar-





n − 1 ,
to measure the sparsity and uses a combination of projected gradient descent
and Lee/Seung’s iterative updates for carrying out the minimization. Evi-
dently, one can use other measures of sparsity (See [165], for further examples).
Feng et al. [95] added additional constraints to the KL-Divergence
NNMA problem to model spatial locality in the input matrix A. Locality
is encouraged by enforcing constraints on B, and sparsity by imposing con-
straints on C. The resultant objective function was
KL(A; BC) + c11
T BT B1 − c2‖C‖2F, (2.59)
where c1, c2 > 0 are some constants.
Sajda et al. [245] modified Lee/Seung’s algorithm by forcing small val-
ues in C to ǫ > 0, and named their modification cNMF (constrained NMF).
They initialized B randomly, and C using a constrained least squares solution.
Thereafter, they updated B and C as usual with the exception of clamping
down small values in C to the fixed constant ǫ.
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Guillamet et al. [115, 116] suggest that one should weight the input
vectors (columns of A) and consider the approximation AW ≈ BCW , where
W is a diagonal matrix of weights such that Tr(W ) = 1. They present results
for such a modification to the KL-Divergence NNMA problem. Our weighted
NNMA described in Section 2.9.7 subsumes this approach.
Szatmáry et al. [270] perform NNMA that has been augmented with
sparse code shrinkage and weight sparsification. The latter two techniques
were employed to improve the performance of NNMA. For more on SCS the
reader is referred to [137]. Heiler and Schnörr [126] use NNMA and second-
order cone programming to obtain sparse representations.
The NNMA problem has been extended to nonnegative approximations
for tensors. Welling and Weber [286] derive algorithms similar to the itera-
tive Lee/Seung schemes for minimizing squared and KL-Divergence losses (for
tensors). Shashua and Hazan [258] perform nonnegative tensor factorization
by repeated rank-1 approximations, while minimizing a squared loss objective
function. They include a proof of convergence of their procedure. Heiler and
Schnörr [125] study sparseness in the context of NTF.
New methods for minimizing Csiszar’s divergence are described by Ci-
chocki et al. [51, 52]. NNMA using quasi-Newton methods is considered by
Zdunek and Cichocki [296], who apply it to Amari’s α-disparity [2]. Ci-




We now enlist some of the numerous applications of NNMA that have
appeared in the literature. We have roughly categorized them for easier pe-
rusal. Some of the applications are divergent from a traditional machine
learning setting, but as the original PMF series of algorithms arose in such
applications, we have decided to retain references to them for completeness.
2.11.2.1 Environmetrics and Chemometrics
Paatero et al. applied the ideas of PMF to environmental data as
early as 1991. For a list of references that indicate some of these applications
the reader is referred to the original PMF paper [214]. Later Paatero [212]
applied his multi-linear engine to analyze atmospheric emission and pollution
data. A paper discussing the application of orthogonal projection approach,
alternating least squares and PMF to analyze chromatographic spectral data
(which is used to analyze mixtures of chemicals) was presented by Frenich et al.
[99]. The results obtained by these three methods are compared by evaluating
measures of dissimilarity between real and estimated spectra (matrix C). The
authors concluded that in general PMF2 and alternating least squares had
little differences in the quality of results, and that PMF2 is a good tool for curve
resolution analysis of chromatographic data. Qin et al. [231] used PMF on a
large aerosol database measured in Hong Kong incorporating error estimates
through the W matrix.
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Paatero et al. [216] discuss the resolution of the problem of rotational
indeterminacy in the PMF (PMF2, PMF3, ME) solutions using a specific two
factor model as an example. The conclusions and recommendations of the
paper are however, largely empirical in nature. Ramadan et al. [232] compare
PMF and the ME on a data matrix of pollutant concentrations in Phoenix,
and they conclude that the ME did not yield significant modeling advantages
over PMF2. Sajda et al. [245] applied their constrained version of NNMA to
recovering constituent spectra in 3D chemical shift imaging. They compared
their results to Bayesian Spectral Decomposition [208] and suggested that
NNMA obtains similar results in orders of magnitude lesser time.
2.11.2.2 Image Processing and Computer Graphics
In their seminal paper Lee and Seung [174] demonstrated how one could
obtain a parts based representation for image data. That is, the sparse basis
vectors (columns of B) approximating faces roughly corresponded to individ-
ual parts of faces such as lips, noses and eyes. Feng et al. [95] used their local
NNMA algorithm for learning a spatially localized, parts-based representation
for images. They compare their method to PCA and NNMA to demonstrate
the situations where a spatially localized approach has advantages (such as
highly occluded faces during face recognition). Guillamet and Vitrià [112]
suggest using the Earth Movers Distance as a relevant metric for doing face
recognition using NNMA. Other work on face and image processing applica-
tions of NNMA by these authors includes [113–116]. Cooper and Foote [56]
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applied NNMA to summarizing video and audio data.
Wild et al. [287] described an application of NNMA to Airborne Vis-
ible/Infrared Imaging Spectrometer data. They describe feature extraction
using a random initialization of NNMA as well as via an initialization based
on a spherical kmeans clustering. Szatmáry et al. [271] proposed hierarchical
image representation using NNMA augmented with sparse code shrinkage pre-
processing and applied their methods to the FERET image database. Other
image processing work that uses NNMA includes [163, 168, 169, 297]. The
recent article of Spratling [263] evaluates the empirical performance of some
NNMA algorithms for recognizing elementary image features, especially in the
presence of occlusion.
Nonnegative tensor factorization (NTF) was used by Welling and Weber
[286] to the decomposition of color images. Shashua and Hazan [124, 258]
applied NTF to low-rank representation of images, obtaining good parts based
representations.
2.11.2.3 Text analysis
Lee and Seung [174] applied NNMA to text documents and highlighted
the ability of NNMA to tackle semantic issues such as synonymy. Owing to
the low-rank approximations produced NNMA is a natural candidate for a
clustering procedure. Xu et al. [293] described clustering experiments with
NNMA, wherein they compared NNMA against spectral methods, suggesting
that the former can obtain higher accuracy. Xu et al. [293] used NNMA
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for clustering text data. Other related work on clustering and text analysis
using NNMA includes [5, 223, 255]. An application to email surveillance was
discussed in [25],
2.11.2.4 Blind Source Separation & ICA
Some authors have considered blind source separation by using either
nonnegative PCA [209] or ICA [229, 230]. Work that directly applies NNMA to
blind source separation and ICA includes Cichocki et al. [52], Li and Cichocki
[179]. Pauca et al. [222] use NNMA and ICA for unmixing data.
2.11.2.5 Bioinformatics
Recently various data mining techniques have been applied to problems
or data sets from biology forming a significant part of the field of bioinformat-
ics. NNMA has had its share of applications. Brunet et al. [41] apply NNMA to
form metagenes to infer biological information from cancer-related microarray
data. They use the KL-Divergence based NNMA algorithm and also provide
heuristic methods for model selection. Kim and Tidor [154] apply NNMA
for performing dimensionality reduction to aid in the identification of subsys-
tems from gene microarray data. They hinged their arguments on the ability
to detect local features from the data using NNMA. Other applications in-
clude lung cancer prognosis [141], analysis of lung cancer profiles [100], sparse
NNMA for cancer class discovery [101], among others. Further references that
apply NNMA or sparse variants thereof, to gene data are [6, 221, 234]. Chen
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et al. [47] apply their NNMA algorithms to the analysis of data related to
Alzheimer’s disease.
2.11.2.6 Miscellaneous applications
NNMA has been applied to problems of a diverse nature. Though we
summarized some of the major applications above, there remain numerous
other applications. We cannot hope to be exhaustive in our coverage and
must thereby satisfy ourselves by being indicative. Hoyer [131] added sparsity
constraints to NNMA and in a later paper [132] modeled the receptive fields of
the primary visual cortex in mammals. Hoyer’s experiments on natural images
revealed the usefulness of an NNMA based approach.
Behnke [19] proposed a variant of NNMA called convolutional NNMA
and applied it to a hierarchical approach for extracting speech features. NNMA
was combined with a Neural Abstraction Pyramid architecture [18] and recur-
sively applied to to obtain a hierarchical decomposition of the features.
A somewhat offbeat application to the transcription of polyphonic mu-
sic via NNMA was attempted by Smaragdis and Brown [262], who analyzed
polyphonic music passages that comprised of notes that exhibit a harmonically
fixed spectral profile.
J-H. Ahn and Choi [144], Lee et al. [176] apply NNMA to the analysis
of matrices obtained via dynamic Positron Emission Tomography (PET). The
ability to use a Poisson statistics based noise model for NNMA for PET images
is suggested to be one of the benefits of NNMA over traditional Gaussian based
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methods since PET data comes from a process where the Poisson distribution
makes more sense. This motivation also lies behind using an appropriate Breg-
man divergence for an NNMA problem depending on the assumed underlying
nature of the noise distribution.
Other applications include object characterization [227], spectral data
analysis [224], learning sound dictionaries [4], mining ratio-rules [134], and
multiway clustering [5, 259].
2.12 Nonnegative Matrix Factorization
For completeness (and to ratify our selection of the name NNMA) we
digress briefly to describe the nonnegative matrix factorization problem, i.e.,
an NNMA problem where an exact factorization of the form A = BC exists.
We provide only a smattering of references to this problem, hopefully pointing
the interested reader in the correct direction.
Markham [189] derived necessary and sufficient conditions for a nonneg-
ative matrix A to have a factorization of the form LU , where L is nonnegative
lower triangular and U is a nonnegative unit upper triangular matrix. He re-
stricted A to the class of matrices that have nonzero principal subminors. This
somewhat artificial restriction was lifted in a subsequent paper [166]. Related
work discussing “correct” decomposition into parts may be found in a more re-
cent paper [90]. Markham has also discussed factorizations of completely pos-
itive matrices, i.e., matrices all of whose minors are positive [188]. Later Cryer
[60] proved that a matrix A is strictly totally positive iff A = LU , where
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L and U are triangular matrices all of whose non-trivial minors are strictly
positive. Other relevant references include [118, 150, 180].
Gray and Wilson [110] provided geometric proofs of the fact that for
n ≤ 4, n× n nonnegative positive-definite matrices can be factored into n× n
nonnegative factors. They also show that their conditions are not sufficient to
guarantee the existence of such factorizations for n ≥ 5.
Suppose A is an m × n matrix of rank r ≤ min(m,n). Then, BC is
called a rank factorization of A if B and C are m×r, n×r full-rank matrices,
and A = BC. Of course, for a nonnegative rank factorization (NRF) both
B and C are nonnegative. Campbell and Poole [43] discuss the existence of
generalized matrix inverses in terms of NRFs. They also present an algorithm
that can compute a NRF of a nonnegative matrix when a nonnegative 1-inverse
exists4. Thomas [273] gave a simple characterization when a NRF exists for
a given matrix. Wall [280] discusses rank factorizations of positive operators.
Jeter and Pye [147] prove that if A is weakly monotone [22] then it has a NRF
if and only if it possesses an r × r monomial submatrix. Chen [46] describes
when A has “trivial” or “non-trivial” NRFs.
4A matrix X is called a 1-inverse of A if AXA = A and a 2-inverse if XAX = X.
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Chapter 3
Incremental Low Rank Matrix Approximation
In the previous chapter we studied non-negative matrix approximations
of the form A ≈ BC, where starting from some initial values, the matrices B
and C were iteratively updated to compute the said approximation. In this
chapter, we build upon the algorithmic techniques of the previous chapter to
develop methods that estimate B and C incrementally, i.e., one row or column
at a time.
Incremental approximations are particularly attractive in the face of
large volumes of data because they usually lead to simple and scalable algo-
rithms. Furthermore, model selection (e.g., rank) is much more flexible in
an incremental setting. The incremental approach is also more robust than
a corresponding batch method since it has fewer degrees of freedom, i.e., the
number of parameters it must update at each iteration is much smaller than
for a batch approach, which limits overfitting at each step. Finally, incre-
mental matrix approximation takes an important step towards truly online
low-rank approximations. Incremental matrix approximations are of course,
not that surprising. The well-known Singular Value Decomposition (SVD) is
in practice computed using an (block) incremental Lanczos procedure.
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3.1 Problem Formulation
As before, we assume the input data is available as a set of vectors
{a1, . . . ,aN}, where each ai ∈ RM . We collect these N vectors into an M ×N
matrix A for which a reduced dimension representation may be written as






where uk ∈ RM , vk ∈ RN , and σk ∈ R. Usually, K ≪ (M,N) for low-
rank approximation problems. Our notation has been selected to provide
an analogy with the well known SVD based approximation. Naturally, the
quantities uk, vk, and σk will behave differently and have various interesting
characteristics contingent upon the objective function used to measure the
quality of approximation in (3.1).
Let ∆ be some differentiable proper convex function. Initially, for ease
of exposition, we restrict our attention to convex functions ∆ : S ⊆ R × R →
R+ that are at least convex in one of their arguments. Other restrictions or
changes to ∆ will be mentioned as needed. For simplicity, we restrict our
attention to separable distortion functions. Thus, we measure the error of





where the νij ≥ 0 are pre-specified weights. In an incremental setting, we as-
sume that a rank-(K−1) approximation to A is already available, and we aug-






gives the rank-K − 1 approximation, then Â = T + σKuKvTK gives a rank-
K approximation.1 Given T , we can compute σK , uK , and vK by solving




∆(T + σuvT ,A) + λRu(u) + ωRv(v), (3.3)
where λ, ω ≥ 0 determine the influence of the regularization functions Ru and
Rv, which themselves are assumed to be strictly convex and differentiable (see
Section 3.5 for a discussion of the case where Ru and Rv are concave). Prob-
lem (3.3) encompasses as special cases incremental SVD, incremental PLSI,
and incremental regularized aspect models, in addition to providing incremen-
tal formulations for a host of other dimensionality reduction problems—see
Section 3.3 for details. We stress at this point that even though ∆ is convex,
it is not necessarily simultaneously convex in σuvT , hence one cannot hope to
obtain algorithms that achieve global optima of (3.2), and we have to content
ourselves with at most locally optimal solutions. Note that if σuvT is a solu-
tion, then so is σ(cu)(1
c
v) for any non-zero constant c. Hence, we normalize u
and v, and adjust σ accordingly. In Section 3.2 we derive generic algorithms
for solving (3.3).
1In some circumstances it is possible that T +σKuKv
T
K has rank lesser than T . However,
for simplicity we do not consider this situation.
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3.1.1 A convex variation of (3.1)
When building low-rank models that need to have probabilistic inter-
pretations, it makes more sense to construct approximations of the form
Â = (1 − α)T + α(σuvT ), (3.4)
where α ∈ [0, 1]. The optimization problem (3.3) is adjusted accordingly. Such
a convex combination of T and σuvT may be interpreted as approximating
an underlying joint distribution, where α and (1−α) act as a priors for σuvT
and T , respectively. This viewpoint was originally motivated by the vertex
direction method from semi-parametric mixture estimation [31], and was also
exploited in a supervised setting by AnyBoost [190]. Our formulation also
deals with these cases with equal ease and additionally permits the imposi-
tion of regularization, which can be of practical importance. For example, in
the incremental density boosting scenario, a common problem is the repeated
rediscovery of an already discovered model (see [269] for related discussion).
To prevent this, one can add entropic or Euclidean regularization terms that
force the new model σuvT to differ from the previous model T .
3.2 Algorithms
A simple approach for solving (3.3) involves computing the derivatives
of ∆ w.r.t. σ, u, and v, setting them to zero, and solving the resultant equa-
tions (see Example 3.4). However, often these equations are not easy to solve.
Potentially one can solve for ui, vj and σ using one-dimensional minimization,
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but for large problems such an approach can be extremely prohibitive. We seek
simpler and consequently more efficient iterative algorithms, which guarantee
descent on the objective function.
3.2.1 Generic methods for (3.3)
We begin with generic methods for Problem (3.3). Two basic ingredi-
ents form the core of our derivations, namely, the method of auxiliary functions
and the convexity of ∆. Auxiliary functions have appeared in various guises
with different cognomens such as surrogate or transfer functions, majorization
functions, and variational bounds [164, 294]. Additionally, see Chapter 2 for
an extensive use of auxiliary functions for solving the NNMA problem. For
reference, we restate the definition below.
Definition 3.1 (Auxiliary function). Let F : S → R, and G : S × S → R.
The function G is called an auxiliary function for F if
1. F (x) ≤ G(x, y) for all x, y in S.
2. F (x) = G(x, x) for all x in S.
The auxiliary function G is constructed in a manner that makes it
easier to minimize than F . This ease is usually obtained by designing a G
that decouples the tij (components of T ) from σuivj. Note that for comput-
ing a rank-one approximation, no such decoupling is needed. We exploit the
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convexity of ∆ to construct G.2 Consider the distortion ∆(âij, aij); we have



















along with auxiliary variables σ̃, ũi, and ṽj. Now, using the definition (3.2),
we define a function G as
















+ λRu(u) + ωRv(v).
(3.6)
Lemma 3.2 shows that G is an auxiliary function.
Lemma 3.2 (Auxiliary function). Let F (σ,u,v) denote the objective function
in (3.3), i.e.,
F (σ,u,v) = ∆(T + σuvT ) + λRu(u) + ωRv(v).
Let sx≥0 = +1, sx<0 = −1; if stijsσsuisvj = 1, then G is an auxiliary function
for F .
2Exploiting the convexity is one of the possible ways of constructing auxiliary functions.
For other interesting methods the reader is referred to [164, 177, 294].
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Proof. Clearly due to the convexity of ∆, the inequality F ≤ G holds trivially.
We only need to verify that F (σ,u,v) = G(σ,u,v; σ,u,v). Note that without
loss of generality we can ignore the regularization terms, since they are common
































where we used the assumption stijsσsuisvj = 1 to simplify the last step.
Remarks: The assumption that stijsσsuisvj = 1 holds trivially for
problems that use only non-negative data. In general ensuring the validity of
this assumption is not always possible. However, for such difficult cases one
can still obtain a heuristic procedure for optimizing F , since the inequality
F ≤ G always holds.
Lemma 3.3 below shows how to use the auxiliary function G to obtain
an algorithm that guarantees monotonic descent in F .
Lemma 3.3 (Descent). Given G as an auxiliary function for F , solving Equa-
tions (3.7a)–(3.7c) leads to a decrease in F .
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as obtained by solving (3.7a)–(3.7c).
Minimizing G. Since G decouples tij and σuivj, it is easier to minimize G
with respect to the parameters σ, u, and v. To that end we differentiate G














































Whether these equations can be solved analytically or not depends upon ∆
and Ru, Rv. Nevertheless, in case an analytic solution is not possible, one
can solve (3.7a)–(3.7c) iteratively by cycling through the variables σ, u, and
v (usually a few (2–5) iterations are sufficient).
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3.2.2 Generic Methods for (3.4)
In the formulation given by (3.4) we need to estimate the “prior” pa-
rameter α in addition to σ, u, and v. Two approaches can be applied here.






(1 − α)T + α(σuvT )
)
, (3.8)
is used to obtain the value of α once σ, u, and v have been computed using
either the auxiliary function technique of Section 3.2.1, or a functional gradient
descent approach similar to that used by the AnyBoost framework [190]. In
the latter case, one computes a first-order approximation








is the functional derivative of ∆ and 1 is the indicator function for the ij-entry
of Â. Now, in order to perform a descent on ∆, we can maximize the direc-
tional derivative 〈∇∆, (σuvT − T )〉. Notice that for density “boosting” [239],
the function ∆ ≡ − log. The above approach is also similar to the Frank-Wolfe
algorithm [45] that proceeds by linearizing the initial objective function. The




We illustrate a few simple examples in this section to put the gener-
ality of our approach in perspective. Each example derives an incremental
algorithm for obtaining a low-rank approximation by minimizing a chosen dis-
tortion. The resulting method can be applied to tasks that depend on low-rank
approximation, for example, clustering, topic modeling, or incremental density
estimation, to name a few. Our approach also yields several new incremental
algorithms for the NNMA problem studied in Chapter 2.
Example 3.4 shows how an incremental SVD algorithm falls out of our
framework, while Example 3.5 imposes regularization on the SVD parameters
for obtaining sparser factors. Example 3.6 presents a new problem, which we
call Entropic factorization because it aims to build low-rank approximations
while attempting to approximately maximize the entropy of the estimated
parameters. Examples 3.7–3.10 provide various instances of approximations
using the KL-Divergence, including regularized versions as well as an algorithm
via functional gradients. An entire class of updates is then given by Exam-
ple 3.11, which derives the updates for minimizing Bregman divergences.
Example 3.4 (Incremental SVD–Näıve method). The SVD is by far the most
common matrix decomposition. Here we show how easily our method yields
a trivial incremental SVD algorithm. Naturally, this is a näıve method, be-
cause usually in practice one uses a block-Lanczos process, which is also an
incremental method. Let ∆(x, y) = 1
2
(x − y)2, Ru, Rv ≡ 0, and all νij = 1.
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Equations (3.7a)–(3.7c) yield the updates
u ← (A − T )v; u ← u
uT u
,




for u, and v, while σ = uT (A − T )v. These are exactly the singular vectors
and values of A − T .




‖u‖2, and Rv(v) = 12‖v‖2 to obtain make the solutions u and v
sparser. With M = A − T , the iterative updates can be written as
u =
σMv
σ2vT v + λ
; v =
σMT u
σ2uT u + ω
,
where σ = uT Mv/(‖u‖2‖v‖2) as in Example 3.4.
Example 3.6 (Entropic factorization). Assume that the input data is positive.
We wish to build a model that imposes a smoothing over the parameters to
limit overfitting, and to avoid some of the biases due to the objective function
or the optimization method. In such a case, while building an incremental
model, we can try to maximize the entropy of the parameters. The resulting
problem takes the form
min ∆(T + σuvT ) + λH(u) + ωH(v), (3.10)
where H(x) =
∑
i xi log xi − xi is the (unnormalized) negative entropy of x.




aij log(tij + σuivj) + λH(u) + ωH(v),
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we can apply our technique by exploiting the convexity of − log x. Without
loss of generality we can restrict
∑
k σk = 1 to avoid degenerate solutions.
Then one obtains σ = 1/K, and the following simple non-linear equations for
up and vq
up log up = (M1)p/λ; vq log vq = (M
T1)p/ω
Observe that even though σ = 1/K, all of the information is actually captured
by u and v, and σ is merely a scale parameter.
Remark: Observe that if we estimated models of the form (1−α)T +α(σuvT ),
then the above log-distortion could be a log-likelihood, and we would obtain
an entropic version of an incremental EM algorithm.
Example 3.7 (Incremental KL–I). Another fundamental example considers










− aij + (tij + σuivj)
}
.
As before we form an auxiliary function for this divergence and differentiate





































where M = [νijβijaij]. If we normalize u and v to be probability vectors,
then (3.11) translate into updates for an incremental version of KL-Divergence
NNMA problem.
Example 3.8 (Regularized incremental KL). In the derivation above, we did
not use any regularization. With the addition of regularization terms Ru(u) =
1
2
‖u‖2, and Rv(v) = 12‖v‖2, which help to increase the sparsity of the new
















ij âij = 1 also holds. Then, it can be shown that maximiz-




tional quadratic penalty terms, this leads to the incremental regularized aspect
model, which was developed in [269] and applied to the task of topic detection
and tracking.
Example 3.10 (Incremental KL—II). Assume for now that Ru, Rv ≡ 0. We
consider minimizing the KL-Divergence, where ∆(x, y) = KL(x‖y) = x log x−
x + y. Using the fact that ∂KL(x‖y)/∂x = log(x/y), equations (3.7a)–(3.7c)
can be simplified after some minor manipulations to yield
log σ = − u
T M1v
uT Nv










where N = [νijβij], M1 = [νijβij log
uivj
βijaij
], M2 = [νijβij log
σvj
βijaij




]. These scaled exponentiated updates (3.12) yield an interest-
ing new incremental algorithm for building a latent semantic indexing model.
Example 3.11 (Bregman divergence). Here ∆(x, y) = Dϕ(x; y) = φ(x) −
φ(y) − φ′(y)(x − y), where φ is strictly convex function φ : R → R. These
divergences are non-negative, strictly convex in the first argument, and zero iff
x = y [45]. They provide a natural generalization of the well known Euclidean



















)− φ′(aij), and nij = νijβij. For example, with φ(x) =
1
2
x2, and φ(x) = x log x, Eqn. (3.13) leads to incremental SVD (Example 3.4),
and incremental KL (Example 3.10), respectively. With φ(x) = − log x we
can simplify (3.13) and obtain a procedure for incrementally minimizing the











where M1 = [νijβ
2
ij] and N = [νijβij/aij]. The updates (3.14) bear a close
similarity to (3.12), perhaps due to the interesting relation Dϕ(x; y) with φ =
− log x equals KL(1‖x/y).
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Remarks: As is obvious from the examples above, one can generate count-
less special cases, each with its own interesting properties. We now look at
some experimental results to see how some of the different methods perform
in practice.
3.4 Experiments
We present some illustrative experimental results in this section. We re-
mind the reader since many already published methods such as density boost-
ing [239], the vertex direction method [31], incremental aspect models [269],
and incremental SVD, are special cases of our formulation, their applications
and experimental results carry over to this chapter directly. The purpose of
this section is to offer some experimental evidence to demonstrate the superi-
ority of our incremental approach. Since the potential number of algorithms
is unlimited, we choose to illustrate our point by comparing our incremen-
tal low-rank approximation algorithm given in Example 3.7 against the batch
algorithm of Lee and Seung [172] that also minimizes a KL-Divergence.
For the purpose of experimentation, we implemented all methods in
Matlab. We remark that since text data is usually large and sparse, our
methods are suitable candidates for handling it. The data matrices that we
report results on are
1. Classic3: Dataset with 3891 documents drawn from the areas of informa-
tion retrieval (Cisi), aeronautical systems (Cran), and medical journal
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Running time comparison for Yahoo−News (M,N)=(21839,2340)
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Batch




















Running time for WebKB (M,N)=(6776,930)
Incremental
Batch
(c) Yahoo-News (d) WebKB
Figure 3.1: Running time on the (a) Classic300, (b) Classic3, (c) Yahoo-
News, and (d) WekKB datasets as K is varied. We minimize KL(A‖Â) using
our incremental algorithm. The batch algorithm used was Lee & Seung’s KL-
Divergence (unnormalized) algorithm [172]. Total time spent by batch method
for the four datasets is (164.2s,1051.9s,881.9s,287.9s), while the incremental
method takes time (6.85s,36.9s,51.5s,6.2s).
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articles (Med). Data matrix was of size 4303 × 3891.
2. Classic300: A subset of 300 documents taken from Classic3, with 100 ran-
domly chosen documents from each of the three categories given above.
Data matrix has size 5471 × 300.
3. Yahoo News (K-Series): Dataset with 2340 news articles belonging to 20
different categories. The size of this data matrix is 21819 × 2340.
4. WekKB (Courses subset). Dataset with 930 webpages about courses.
The size of the data matrix is 6776 × 930.
Figure 3.1(a) reports running time comparisons on the Classic300 dataset
when obtaining a KL-Divergence based low-rank approximation. The timing
experiments reported are indicative and not absolute, since both algorithms
could benefit from better implementations. From the figure, the benefit of
incrementality is evident, whereby one observes a large savings in time. The
total time the batch algorithm needed for producing the values on the plot
is the sum of its time taken for each value of K, because the batch approach
needs to be run afresh with changing K. On the other hand, our incremental
approach needs to be run just once with K = 10, producing all the other
values as intermediate steps.
Somewhat surprisingly the incremental method achieves better objec-
tive function values than the batch algorithm (see Figure 3.2), and that too,
at a fraction of the running time. This figure offers encouragement for the
potential of our incremental approach. However, we do remark that the batch
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Figure 3.2: Objective function values on the (a) Classic300, (b) Classic3 (b),
(c) Yahoo-News, and (d) WebKB datasets as K is varied. The experimental
setting is the same as in Figure 3.1.
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algorithm gives a better subjective coverage of the underlying categories in
the dataset, than the incremental algorithm. Investigating this behavior is
currently underway, and it involves solving the hard problem of determining
which objective function to use for a given problem.
3.5 Extensions
In this chapter we have so far used strictly convex regularization func-
tions Ru and Rv. However, there are many interesting problems that can
benefit from having strictly concave penalties. Consider, for example, the
approximation problem
min ∆(USV T ,A) − λRU(U ) − ωRV (V ), (3.15)
where U and V can be estimated either in batch mode or incrementally.
Problem (3.15) typically arises when a min-max type concern is at play. More
specifically, consider an incremental approximation of (3.15) that aims to make
every new incoming model σuvT as distinct as possible from the previously
estimated parameters T . This requirement is not artificial—in a topic discov-
ery system, often many incremental methods end up rediscovering previously
discovered topics. To avoid such a scenario, one approach is to maximize the
distance of u from the previously computed uk values (similarly for v). To
that end one can select Ru(u) = ‖u −
∑K−1
k=1 uk‖2, or some other appropri-
ate penalty. One could use the auxiliary function technique of Section 3.2.1,
or exploiting the fact that ∆ is convex, and RU , RV are concave, one could




Another exciting extension of this work is to handle truly incremental
or online scenarios—i.e., adapting the approximation as new arrives. A simple
first step method is to project the new data onto the subspace spanned by
current low-rank model. If the error of such a projection is large, then we
can run the incremental phase to update the approximation, or to discard
previously computed models (for e.g., to admit “forgetting”).
A more challenging aspect comes from an implementation viewpoint.
There exists an inherent trade-off between batch and incremental approaches.
For example, batch algorithms can be usually implemented using blocked
(BLAS3 and BLAS2) computations, while the incremental algorithms usually
have at most matrix-vector (BLAS2) operations. Instead of updating the in-
cremental approximation one rank at a time, one can update an entire “block”,
wherein we proceed in chunks of say B blocks at a time. Such an approach has
precedent in the Block Lanczos procedure [106] for computing the SVD. The
challenge would be to produce special purpose incremental algorithms that




Note: The material within this chapter is based on [39, 86].
4.1 Introduction
In this chapter we depart from the structured low-rank approxima-
tion studied in Chapters 2 and 3 to study a matrix nearness problem of the
type (1.2). We will take up low-rank approximation once again in Chapter 5,
after we have developed some important algorithmic techniques in this chapter.
The focus of this chapter is a problem called Metric Nearness, which refers to
the problem of optimally restoring metric properties to distance measurements
that happen to be non-metric due to measurement errors or otherwise. This
problem was briefly introduced in Section 1.2.1 and we take up its detailed
study in this chapter.
4.1.1 Background and Motivation
Most applications make some assumptions about the properties that
the input data should satisfy. Due to measurement errors, noise, or an inabil-
ity to gather data completely, an application may receive data that do not
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conform to its requirements. For example, imagine taking measurements as a
part of some experiment. The theory suggests that the quantities measured
should represent distances between points in a discrete metric space. However,
measurements being what they are, one ends up with a set of numbers that
do not represent actual distance values, primarily because they fail to satisfy
the triangle inequality. It might be beneficial to somehow optimally massage
the measurements to obtain a set of “nearest” distance values that obey the
properties of a metric. It could also happen that experimental expenses and
difficulties prevent one from making all the measurements. Before this incom-
plete set of measurements can be used in an application it might need to be
tweaked, preferably minimally. As before, obtaining a “nearest” set of distance
values (measurements) seems to be desirable.
Both scenarios above lead to the metric nearness problem: Given a set
of input distances, find a “nearest” set of output distances that satisfy the
properties of a metric. The notion of nearness is quantified by the function
that measures distortion between the input and output distances.
If there are N points, we may collect the measurements into an N ×N
symmetric matrix whose (j, k) entry represents the distance (or some measure
of proximity) between points j and k. Then, we seek to approximate this
matrix by another (say M ) whose entries satisfy the triangle inequalities.
That is, mij ≤ mik + mkj for every triple (i, k, j). Any such matrix will
represent the distances among N points in some metric space. Note that in
comparison to the previous chapter, we do note denote points by ai, and we
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just refer to the i-th point. This distinction arises due to the fact that for the
metric nearness problem, the actual points are immaterial and only interpoint
distances are what we care about.
While approximating the input matrix, we calculate the error with a
distortion measure that depends on how the corrected matrix should relate
to the input matrix. For example, one might prefer to change a few entries
significantly or to change all the entries a little. We will focus on using vector
norms for characterizing the error of approximation, with a brief extension to
more general distortion measures such as Bregman divergences (introduced in
Chapter 2).
There is no analytic solution to the metric nearness problem. Fortu-
nately this problem lends itself to a convex formulation, whereby developing
algorithms for solving it becomes much easier. However, despite the natural
convexity of the formulations, the large number of triangle inequality con-
straints can make traditional approaches or general purpose convex program-
ming software overly slow. Therefore, to efficiently solve the metric nearness
problem one needs to exploit its inherent structure; we develop these ideas
further in this chapter.
4.2 Problem Formulation
We begin with two primary definitions.
Definition 4.1 (Dissimilarity matrix). A matrix D is called a dissimilarity
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matrix if it is symmetric and nonnegative, and has a zero diagonal.
Dissimilarity matrices are used to represent pairwise proximity data
between objects in an application.
Definition 4.2 (Distance matrix). A matrix M is called a distance matrix
if it is a dissimilarity matrix whose entries satisfy the triangle inequalities.
Specifically, M is a distance matrix if
mij ≥ 0, mii = 0, mij = mji,
and mij ≤ mik + mkj for distinct triples (i, k, j).
We remark that symmetry, while part of the definition of a metric, is
not crucial to our algorithms; asymmetry can be handled at the expense of
doubling the running time and storage.






that the set of all N × N distance matrices forms a closed convex polyhedral
cone, which we denote as MN . Further note that for without loss of gener-
ality we drop the requirement that mij 6= 0 unless i = j, thereby actually
considering pseudo-metrics.
Assume that the input is a dissimilarity matrix D. Metric nearness
seeks a distance matrix M that is closest to D, with respect to some measure





where ∆ is a distortion function as usual. For computational ease, we restrict
our attention to the the case where ∆ is a convex function of X. For the most
part, we will limit our discussion to the vector ℓp norms, wherein we treat the
strict upper triangular part of our matrices as vectors.
4.2.1 Metric Nearness for the ℓ2 norm
We start with a formulation for the vector ℓ2 norm based metric near-
ness problem. Given the input dissimilarity matrix D = [dij] (where dij = dji),








Note that the sum above ranges over i < j, since the involved matrices are
symmetric and have a zero diagonal.





triples, each of which corresponds to a triangle
inequality that the entries of an N×N distance matrix must satisfy. Formally,
TN = {(i, j, k), (j, k, i), (k, i, j) : 1 ≤ i < k < j ≤ N}, (4.2)
where the triple (i, k, j) corresponds to the triangle inequality
xij ≤ xik + xkj.
With the introduction of an auxiliary matrix E = X −D that represents the
changes to the original dissimilarities, the ℓ2 metric nearness problem can be
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subject to eij − eik − ekj ≤ dik + dkj − dij = vikj ∀ (i, k, j) ∈ TN . (4.4)
The triangle inequality constraints are encoded by (4.4). Since the ℓ2 norm is
strictly convex, the solution to (4.3) is unique. The variable vikj quantifies the
violation in the (i, k, j) triangle inequality.
4.2.2 Metric Nearness for the ℓ1 and ℓ∞ norms





where eij = xij −dij as in the previous section. However, to write the problem
as a linear program, we need to introduce additional variables fij = |eij|. The










eij − eik − ekj ≤ vikj ∀ (i, k, j) ∈ TN ,
−eij − fij ≤ 0 1 ≤ i < j ≤ N,
eij − fij ≤ 0 1 ≤ i < j ≤ N.
(4.7)
The fact that fij = |eij| is accomplished by the latter two sets of inequalities
in (4.7).
Similarly, for the ℓ∞ nearness problem, we introduce a variable ζ =








0 · eij, (4.8)
subject to
eij − eik − ekj ≤ vikj ∀ (i, k, j) ∈ TN ,
−eij − ζ ≤ 0 1 ≤ i < j ≤ N,
eij − ζ ≤ 0 1 ≤ i < j ≤ N.
(4.9)
The latter two sets of inequalities in (4.9) express the fact |eij| ≤ ζ for all i
and j.
4.2.3 Metric nearness for ℓp norms
Metric nearness may be easily formulated for ℓp norms, where 1 < p <








subject to eij − eik − ekj ≤ vikj ∀ (i, k, j) ∈ Tn.
Since the ℓp norms are strictly convex for 1 < p < ∞, the associated
metric nearness problems have unique solutions. There is a basic intuition for
choosing p when solving the nearness problems. The ℓ1 norm error is computed
as the absolute sum of changes to the input matrix, while ℓ∞ reflects only the
maximum absolute change. The other ℓp norms interpolate between these two
extremes. Thus, a small value of p typically results in a solution that prefers
a few large changes to the original data, while a large p typically results in
a solution with many small changes. In practice, however, the ℓ1, ℓ2, and
ℓ∞ problems are computationally easier to solve than those using arbitrary ℓp
norms. Thus, we focus primarily on these three problems.
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4.2.4 Metric nearness for KL-Divergence
All the formulations of metric nearness above were for vector norms.
Now we look at the special case where the distortion is measured using a
KL-Divergence, particularly because it leads to multiplicative updates. The







− xij + dij
subject to xij ≤ xik + xkj ∀(i, k, j) ∈ TN .
(4.10)
This problem has the important characteristic, that if dij = 0, then the corre-
sponding xij must be zero, else the divergence is undefined. More generally, it
will tend to more strongly keep small distances small.
4.3 Triangle Fixing Algorithms
The previous section formulated the metric nearness problem as a
quadratic program for the ℓ2 norm, as a linear program for ℓ1 and ℓ∞ norms,
and as a convex program for ℓp norms and the KL-Divergence. Using off-the-
shelf software for these formulations might appear to be an attractive way to
solve the corresponding problems. However, it turns out that the computa-
tional time and storage requirements of such an approach can be prohibitive,
especially due to the O(N3) number of inequality constraints. An efficient al-
gorithm must exploit the inherent structure offered by these triangle inequality
constraints. In this section, we develop triangle fixing algorithms, which take
advantage of this structure to efficiently solve the problem. These algorithms
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iterate through the triangle inequalities, optimally enforcing any inequality
that is not satisfied. While enforcing the triangle inequalities, one needs to
introduce appropriate correction terms to guide the iterative algorithm to the
globally optimal solution. The details are provided below.
4.3.1 Triangle fixing for ℓ2 metric nearness
Our approach for solving (4.3) is iterative, and is based on the technique
described in [45]. Collecting all the eij values into vector e and the violation






subject to Ae ≤ v,
(4.11)
where matrix A encodes the triangle inequalities (4.4), whereby, each row of A
has one +1 entry, and two −1 entries. This matrix has some interesting prop-
erties, for e.g., (i) each column of A has just 3(N − 2) entries, (ii) A has full




2N − 2 and
√
N − 2 with multiplicities 1
2
N(N − 3), (N − 1), and 1, respec-
tively.
Now we proceed to solve (4.11). The Lagrangian of (4.11) is
L(e,z) = 1
2
eT e + 〈z, Ae − v〉,
where z is the dual vector. A necessary condition for optimality of (4.11) is
∂L
∂e
= 0 =⇒ e = −AT z, z ≥ 0. (4.12)
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We start the iterative minimization procedure by initializing both e and
z to zero as this choice satisfies (4.12). At each subsequent iterative step, we
add a “correction” to the dual variable z that ensures that (4.12) is maintained,
and the associated dual function g(z) = mine L(e,z) is nondecreasing. Let
z′ = z + θ be the dual vector after “correction”; then, to maintain (4.12) we
must update e as follows
e′ = −AT z′ = −AT (z + θ) = e − AT θ.
The simplest correction entails updating the dual vector z one coordinate
at a time. Such an update corresponds to “fixing” (enforcing) one triangle
inequality at a time, hence the name of our procedure. Assume that the dual
variable corresponding to inequality (i, k, j) is updated, i.e., z′ikj = zikj + θ.
Then, to respect (4.12) we must make the update e′ = e − θaikj, where aikj
is the row of matrix A associated with the (i, k, j) inequality. Recall that
aikj has only three non-zero entries corresponding to the edges (i, j), (i, k)
and (k, j). Hence, exactly three entries in e need to be updated to form e′.
We make an ℓ2-minimal change to e while enforcing the (i, k, j) inequality, to




subject to 〈aikj, e′〉 = vikj.
(4.13)
The solution to (4.13) may be obtained by computing the parameter µ, so that
e′ = e − µaikj and 〈aikj, e′〉 = vikj.
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Algorithm 4.2: Metric Nearness for ℓ2 norm.
Metric Nearness L2(D, κ)
Input: Dissimilarity matrix D, tolerance κ
Output: M = argminX∈MN ‖X − D‖2.
{Initialize the primal and the dual variables}
eij ← 0 for 1 ≤ i < j ≤ N
(zijk, zjki, zkij) ← 0 for 1 ≤ i < k < j ≤ N
δ ← 1 + κ
while (δ > κ) {convergence test}
foreach triangle inequality (i, k, j)
v ← dik + dkj − dij {Compute violation}
µ ← 13(eij − eik − ekj − v) (⋆)
θ ← max{µ,−zikj} {Stay within half-space of
constraint}
eij ← eij − θ, eik ← eik + θ, ekj ← ekj + θ (⋆⋆)
zikj ← zikj + θ {Add correction to dual variable}
end foreach
δ ← sum of changes in the eij values
end while
return M = D + E








We could now let θ = µ, so that z′ikj = zikj+µ, and e
′ = e−µaikj. However, we
also need to ensure that z′ikj ≥ 0. Thus, we let z′ikj = zikj+θ, and e′ = e−θaikj
instead, where θ = max{µ,−zikj}. Algorithm 4.2 puts together all these ideas
to give the complete iterative triangle fixing procedure.
Remarks The procedure derived above ensures that at each iteration g(z′) ≥
g(z), i.e., it is a dual coordinate ascent procedure. Following [45], it can be
shown that in the limit, the Ae ≤ v constraints are satisfied. Since (4.12) is
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also maintained at each step, the KKT conditions, which are necessary and
sufficient for this problem, are satisfied in the limit. Thus, the triangle fixing
procedure converges to the optimal solution of (4.11). In fact, Algorithm 4.2 is
an efficient version of Bregman’s method for minimizing a convex function sub-
ject to linear inequality constraints [45]. Our algorithm exploits the structure
of the problem to obtain its efficiency.
4.3.2 Triangle fixing for ℓ1 and ℓ∞
Triangle fixing is somewhat less direct for the ℓ1 and ℓ∞ problems.
The reason these norms pose an additional challenge is because they are not
strictly convex; the convergence of the basic triangle fixing procedure depends
on the strict convexity of the norm used. We illustrate only the ℓ1 case; the
development for ℓ∞ takes the same course.
With the introduction of vector and matrix notation, the ℓ1 matrix
nearness problem may be rewritten as
min
e,f
0T e + 1T f ,
subject to Ae ≤ v, −e − f ≤ 0, e − f ≤ 0.
(4.14)
The auxiliary variable f is interpreted as the element-wise absolute value of
e. The violations to the triangle inequalities are again given by the vector v.
To solve the linear program (4.14) without sacrificing the advantages
of triangle fixing we replace it with an equivalent quadratic program. This
replacement hinges upon a connection between linear and quadratic programs
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that may be motivated by the observation,
argming ‖g+ǫ−1c‖2 = argming (gT g+2ǫ−1gT c+ǫ−2cT c) ≈ argming gT c,
if ǫ is chosen to be sufficiently small (so that the 2ǫ−1gT c term dominates
the objective function). The following theorem, which follows from a result
of [185, Theorem 2.1-a-i], makes the above connection concrete.
Theorem 4.3 (ℓ1 Metric Nearness). Let g = [e; f ] and c = [0;1] be parti-
tioned conformally. If (4.14) has a solution, then there exists an ǫ0 > 0, such
that for all ǫ ≤ ǫ0,
argmin
g∈G
‖g + ǫ−1c‖2 = argmin
g∈G⋆
‖g‖2, (4.15)
where G is the feasible set for (4.14) and G⋆ is the set of optimal solutions
to (4.14). The minimizer of (4.15) is unique.
From (4.14) one can see that the triangle inequality constraints involve
only e and not f . This circumstance permits us to use triangle fixing once











absolute value constraints are very simple and thus are enforced
easily.
For the ℓ2 case, the dual variables (corresponding to each constraint)
were represented by the vector z. For (4.15), we let the dual variables be
[z; λ; µ]; vector z corresponds to the triangle inequalities, while vectors λ
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and µ correspond to −e − f ≤ 0 and e − f ≤ 0, respectively. Together,
non-negative values of z, λ and µ correspond to the feasible set G alluded to
by Theorem 4.3.
Our augmented triangle-fixing procedure is as follows. First we ini-
tialize e, f , z, λ and µ so that the first order optimality conditions derived
from (4.15) are initially true. Thereafter, we enforce constraints one by one to
ensure the the dual functional corresponding to (4.15) is increasing and first
order optimality conditions are maintained. Written out as Algorithm 4.3,
this procedure becomes an efficient adaptation of Bregman’s method, thereby,
after a sufficient number of iterations, it converges to the globally optimal
solution.
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Algorithm 4.3: Metric nearness for ℓ1 norm.
L1 Metric Nearness(D, ǫ, κ)
Input: Dissimilarity matrix D; tolerance κ; ℓ1 parameter ǫ
Output: M ∈ argminX∈MN ‖X − D‖1
{Initialization}
eij ← 0; fij = −ǫ−1 for 1 ≤ i < j ≤ N {Primal variables}
(zijk, zjki, zkij) ← 0 for 1 ≤ i < k < j ≤ N {Dual variables –
triangles}
λij ← πij ← 0 for 1 ≤ i < j ≤ N {Dual variables –
Other}
δ ← 1 + κ
while (δ > κ) {convergence test}
Do triangle fixing on the eij as in Algorithm 4.2
{Enforce −e − f ≤ 0 and e − f ≤ 0 as follows}
µ ← 12(e + f) {Projection parameters}
θ ← min{µ, λ} {Correction amount}
λ ← λ−θ {Correct dual vector corr. to −e−f ≤ 0}
e ← e − θ; f ← f − θ {Update primal variables}
ν ← 12(f − e)
θ ← min{ν, π} {Correction amount}
π ← π − θ {Correct dual vector corr. to e− f ≤ 0}
e ← e + θ; f ← f − θ {Update primal variables}
{Update convergence test parameter}
δ ← sum of absolute changes in eij .
end.
return M = D + E.
Remarks Algorithm 4.3 depends on the parameter ǫ that governs conver-
gence to the true optimal solution. Some care must be exercised in selecting
this parameter. After experimentation with random dissimilarity matrices we
found that setting ǫ−1 ≈ maxij dij, worked well for Algorithm 4.3. In prac-
tice, ǫ should be selected after experimentation, and we are not aware of a
theoretically sound way of picking ǫ.
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4.3.3 Triangle fixing for other ℓp norms
We can go a step further and extend triangle fixing to solve the met-






‖e‖pp subject to Ae ≤ v. (4.16)
Recall that for ℓ2 metric nearness, at each iterative step we obtained e
′
from e orthogonally projecting e onto the hyperplane defined by 〈aikj, e′〉 =
vikj. For the ℓp norm problem, we must instead perform a generalized projec-
tion, called a Bregman projection, which involves solving the following problem
(cf. 4.13)
mine′ ϕ(e
′) − ϕ(e) − 〈∇ϕ(e), e′ − e〉 such that 〈aikj, e′〉 = vikj, (4.17)
where ϕ(x) = 1
p
‖x‖pp. We use (∇ϕ(x))i = sgn(xi) |xi|p−1 to determine the
projection (4.17) by solving
∇ϕ(e′) = ∇ϕ(e) + µaikj so that 〈aikj, e′〉 = vikj. (4.18)
Since aikj has only three nonzero entries, once again e needs to be updated in
only three components. Therefore, in Algorithm 4.2 we may replace (⋆) by an
appropriate numerical computation of the parameter µ, and replace (⋆⋆) by
the computation of the new value of e as resulting from (4.18). As before, each
iteration maintains the necessary condition ∂L(e,z)/∂e = 0 while correcting
the dual vector z, and the overall algorithm converges to the optimum of (4.16).
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4.3.4 KL Divergence Metric Nearness
As an final variation of Metric Nearness, we illustrate the derivation of
an iterative metric nearness algorithm for KL-Divergence between the distance
matrix X and the input D. The iterative solution involves multiplicative (as
opposed to additive) updates to the dij values when computing the metric
solution.
Algorithm 4.4: Metric Nearness for KL-Divergence.
Metric Nearness KL(D, κ)
Input: Dissimilarity matrix D, tolerance κ
Output: M = argminX∈MN KL(X, D).
{Initialize the primal and the dual variables}
xij ← dij for 1 ≤ i < j ≤ N
(zikj , zjki, zkij) ← 0 for 1 ≤ i < j < k ≤ N
δ ← 1 + κ
while (δ > κ) {convergence test}
foreach triangle inequality (i, k, j)




θ ← min{µ, zikj} {Stay within half-space of
constraint}
y ← eθ {Scaling factor}
xik ← xiky, xkj ← xkj/y, xji ← xji/y (⋆⋆)
zikj ← zikj − θ {Add correction to dual variable}
end foreach
δ ← sum of changes in the xij values
end while
return M = X














− xij + dij.
Letting ϕ(x) = KL(x,d) and proceeding as in Section 4.3.3, we see that in
order to enforce the triangle inequality (i, k, j) we must update x as follows
∇ϕ(x′) = ∇ϕ(x) + µaikj so that 〈aikj, x′〉 = 0. (4.20)
It is easy to verify that ∇ϕ(x) = log x − log d. Since aikj is non-zero
only in the positions corresponding to inequality (i, k, j), we can write (4.20)
as
log x′ik = log xik + µ
log x′kj = log xkj − µ
log x′ji = log xji − µ,
so that x′ik − x′kj − x′ji = 0.
(4.21)








From (4.22) we observe that µ > 0 if the inequality (i, k, j) is satisfied strictly,
µ = 0 if there is equality, and µ < 0 if the inequality is violated.
The corresponding algorithm for KL-Divergence metric nearness is given
by Algorithm 4.4.
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⋆4.4 Metric Nearness and APSP
NOTE: The material in this and the other starred sections below is
provided for completeness. The material of this section is primarily the work
of Justin Brickell, except for Lemma 4.4, which was originally suggested to us
by [228] (though the proof given herein is our own).
The All Pairs Shortest Paths (APSP) problem [57] is an important and
well-studied problem in graph theory that still continues to interest researchers.
For a given weighted graph G, APSP aims to compute an associated matrix
of distances M whose entry mij gives the weight of a shortest path between
vertices i and j. A corresponding set of shortest paths between all vertices is
also usually obtained.
On the surface, APSP appears to have no connection with the metric
nearness problem. However, it turns out that APSP can be viewed as a special
case of metric nearness. We develop this connection below. Note that in the
previous sections we considered only symmetric matrices. However, in this
section we consider asymmetric distance matrices, which are more natural for
the APSP problem, as they correspond to directed graphs.
⋆4.4.1 Metric Nearness and APSP
Let the input be a weighted complete directed graph. We represent this
graph by the (non-symmetric) matrix D, where dij denotes the edge weight
of edge (i, j). On D we perform a restricted version of metric nearness that
permits only decreasing changes to the dij values. Curiously this decrease only
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version of metric nearness is equivalent to APSP.
Lemma 4.4 formalizes this equivalence between a “decrease only” ver-
sion of metric nearness and APSP. This equivalence was originally suggested
by [228].
Lemma 4.4 (Decrease only metric nearness is APSP). Let MA ∈ MN be the
APSP solution for D. Then, MA is also the nearest “decrease only” metric











Figure 4.1: Shortest path between nodes i and j
Proof. We prove the last statement of the lemma, noting that it immediately
implies the rest.
Assume the edge weights mAij of M
A are sorted in increasing order, and
that the least-weighted edge for which M exceeds MA is mij, i.e., mij > m
A
ij.
Since MA is an APSP solution, each edge weight mAij either equals dij or is
the sum of weights of edges involved in a shortest path of length less than dij,
as shown in Figure 4.1.
In the figure, k is some intermediate vertex on a shortest path from i to
j. The zig-zag lines denote paths from i → k and k → j. Since M is a metric
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solution, mij ≤ mik +mkj. Now mAik, mAkj ≤ mAij because mAij = mAik +mAkj. By
our assumption mij > m
A
ij is the first place where a component of M exceeds
a component of MA (taken in sorted order), hence mik ≤ mAik and mkj ≤ mAkj.
Thus mij ≤ mAij. We have arrived at a contradiction to our initial assumption
and that completes the proof of our claim.
We take advantage of this relation to to provide a new linear-programming
formulation for APSP, by solving a decrease only version of metric nearness
(DOMN). For dense graphs APSP is commonly performed using the Floyd-
Warshall algorithm, which has a complexity of Θ(n3). Unlike the Floyd-
Warshall algorithm that proceeds by fixing the triangles of the graph is a
predetermined order, our DOMN algorithm fixes triangles in a data-dependent
order. Empirically, our algorithm converges more quickly to the solution than
Floyd-Warshall, despite having the same asymptotic worst-case behavior.
⋆4.4.2 The linear programming formulation of DOMN and its dual
Lemma 4.4 suggests that APSP solves the decrease only metric nearness
problem regardless of the norm used to measure the error. We, however,
focus on the ℓ1 norm problem along with its linear programming formulation.
The linear program is interesting both because it is a novel formulation for
solving APSP, and also because its dual allows us to construct shortest paths,
if desired. We apply the primal-dual technique for solving the resulting linear
programs and obtain a new APSP algorithm as a consequence.
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⋆4.4.2.1 Formulation
Let X represent a decrease-only distance matrix corresponding to the
input matrix D. Then the entries of X must satisfy,
xij ≤ dij for all (i, j), (4.23)
xij ≤ xik + xkj for all (i, k, j). (4.24)





(dij − xij) subject to (4.23) and (4.24).
Note that we are dealing directly with the values xij rather than the error
values eij = dij − xij, as we did in sections 4.2.1 and 4.2.2. Since the dij are





subject to xij ≤ dij for all (i, j),
xij − xik − xkj ≤ 0 for all (i, k, j).
(4.25)





subject to δij +
∑
k 6=i,j (γikj − γijk − γkij) = 1 for all (i, j),
δij ≥ 0 for all (i, j),
γikj ≥ 0 for all (i, k, j),
(4.26)
where the dual variables δij and γikj correspond to the decrease-only con-
straints (4.23), and the triangle inequality constraints (4.24), respectively.
It is illustrative to cast the linear program (4.26) as a network flow
problem, in which we must satisfy a demand for a single unit of flow between
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every pair of vertices i and j. We can accomplish this either by sending
the flow directly via the edge (i, j) (which corresponds to setting δij = 1) or
by bypassing the edge (i, j) and routing through some other vertex k (which
corresponds to setting γikj = 1); in the latter case, we increase the demand for
flow between (i, k) and (k, j) by 1.
We note that while there is a unique optimal solution to the linear
program (4.25), the linear program (4.26) has several optimal solutions, some
of which involve non-integral assignments to the γikj variables. This non-
uniqueness is not unexpected, because while there is only one shortest dis-
tance between two nodes in M , the shortest paths that achieve that distance
may contain many intermediate nodes, each of which allows a γikj variable to
assume a positive assignment.
⋆4.4.3 A primal-dual algorithm for DOMN/APSP
We apply the primal-dual method [183, 217] to solve the linear pro-
grams for DOMN, and thereby obtain a new algorithm for APSP. Most treat-
ments of the primal-dual method have a minimization of the primal problem
and a maximization of the dual problem. Thus we will call (4.25) as the dual
problem, and (4.26) as the primal problem. The primal-dual method begins
with a feasible solution to the dual that is improved at each step by opti-
mizing an associated restricted primal problem. In our case, we find it easier
to optimize the associated restricted dual, whereby our method proceeds as
follows:
123
1. Begin with a feasible solution to the dual problem. One such feasible
solution is to set each xij to the smallest dij value.
2. Find the set P consisting of those constraints that do not have any
additional slack. The decrease-only constraint xij ≤ dij (corresponding
to dual variable δij) will be in P iff xij = dij, and the triangle constraint
xij − xik − xkj ≤ 0 (corresponding to dual variable γikj) will be in P iff
xij = xik + xkj.




subject to uij ≤ 0 if δij ∈ P
uij − uik − ukj ≤ 0 if γikj ∈ P
uij ≤ 1 for all (i, j)
(4.27)
4. If uij = 0 then the current value of xij is the optimal dual variable
assignment; this result indicates that there are no variables that can
be increased while still maintaining dual feasibility. Otherwise, improve
the xij assignment by adding ǫuij to xij, where ǫ is as large as possible
while still maintaining dual feasibility. Return to Step 2 with the new
xij assignment.
By characterizing the solution of the associated restricted dual and
the calculation of ǫ for the DOMN problem, we can give an efficient primal-
dual algorithm. Observe that the solution to the associated restricted dual is
that uij = 1 if the edge (i, j) is increasable, and 0 otherwise. Computing ǫ is
equivalent to determining which of the increasable edges has the least capacity
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Algorithm 4.5: Decrease-Only Metric Nearness: Simple O(N4)
implementation
Domn Alg1(D)
Input: Dissimilarity matrix D
Output: M = APSP (D).
{Initialization}
uij ← dij for all i, j {Initial upper bounds}
xij ← min
e′∈E
ue′ {Initial lower bounds}
I ← E {Initial set of increasable edges}
while (I 6= ∅)
foreach (i, j) ∈ I with uij = xij
I ← I − {(i, j)} {ij is no longer increasable}
foreach k 6= i, j
uik = min(uik, uij + ujk) {Update upper bounds}
end foreach
end foreach
foreach (i, j) ∈ I
xij ← min
e′∈I
ue′ {Update lower bounds}
end foreach
end while
return M where mij = xij
for increase. Rather than use linear programming to determine the increasable
edge set and computing ǫ explicitly, we can track upper bounds uij in addition
to the lower bounds tracked by the xij variables. These upper bounds start
as the dij values, but are reduced as edges become triangle constrained. Then
the increasable set is simply the set of edges for which xij < uij, and ǫ is the
difference between the lower bound of edges in the increasable set and the
largest upper bound. Algorithm 4.5 implements these optimizations. I, the
set of increasable edges, is the complement of P .
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⋆4.4.4 Priority Queue DOMN Algorithm
Algorithm 4.5 requires O(N4) time, but we can do better by noticing
that the only time the lower bounds are used is to check the condition ue = le.
For edges (i, j) not in I, we have uij = lij, whereas all edges (i, j) in I have lij
equal to the smallest upper bound. Therefore, we can replace I with a priority
queue ordered by upper bound, and we do not need to keep track of lower
bounds at all (even though the original dual variable values xij were lower
bounds). Algorithm 4.6 implements these changes, and requires only O(N3)
time when implemented using a Fibonacci heap. Like the Floyd-Warshall
algorithm, Algorithm 4.6 considers all edges in some order, and then fixes all
triangles involving that edge. However, the Floyd-Warshall algorithm used a
fixed data-independent order, whereas our algorithm uses a data-dependent
order. As a result, our algorithm converges to the APSP/DOMN solution
more rapidly, even though it still requires O(N3) time to complete.
⋆4.4.4.1 Equivalence of APSP to DOMN
Lemma 4.4 shows that the optimal assignment of the xij variables in
linear program (4.25) is the same as the distances given by the APSP solu-
tion. In this section, we will investigate an equivalence between the optimal
assignment of the δij and γikj variables in linear program (4.26) and the paths
given by the APSP solution.
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Algorithm 4.6: Decrease-Only Metric Nearness: Improved O(N3)
Implementation
Domn Alg2(D)
Input: Dissimilarity matrix D
Output: M = APSP (D).
{Initialization}
uij ← dij for all i, j {Initial upper bounds}
Q.Enqueue(ij, uij) for all (i, j) {Put all edges in priority-queue}
while (Q 6= ∅)
(i, j) ← Q.First() {Remove edge with lowest upper bound}
foreach k 6= i, j
uik = min(uik, uij + ujk) {Update upper bounds}
Q.UpdatePriority(ik, uik) {Reorder priority queue}
end foreach
end while
return M where mij = uij
DOMN from APSP Given an APSP solution, we construct an optimal
solution to the DOMN problem (4.25) using the following procedure:
• If the edge (i, j) is used by n shortest paths, then set δij = n.
• If the edge (i, j) is used by n shortest paths en route to node k, then set
γijk = n.
Feasibility of the above assignment Clearly the non-negativity con-




(γikj − γijk − γkij) = 1
is satisfied for all edges (i, j).
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For vertex pairs i and j in which the shortest path from i to j is the
edge (i, j), this assignment will be consistent with the constraint because all
shortest paths involving the edge (i, j) fall into one of three categories: the
path from i to j, paths to j that end with the edge (i, j), and paths to another
vertex k that pass through the edge (i, j). The latter two categories contribute
both a +1 and a −1 to the constraint, while the first category contributes a
+1, resulting in a net sum of 1.
For vertex pairs i and j in which the shortest path from i to j begins
with the edge (i, k), this assignment is also consistent with the constraint.
There are two types of shortest paths ending at node j and using edge (i, k):
the path that starts at i, and paths that start at a node l and pass through
(i, k) before finishing at j. The latter type of path contributes both a +1 and
a −1 to the constraint, while the first type contributes a +1 for a total of 1.
Optimality of the assignment Under the proposed variable assignment
procedure, the objective function for (4.26) is the sum of all path distances.
Because the paths were taken from an APSP solution, this objective is mini-
mized.
APSP from DOMN Given a optimal solution to (4.26), we construct an
APSP solution using the following procedure:
• If δij is positive, then the edge (i, j) is a shortest path from i to j.
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• If γikj is positive, then there is a shortest path from i to j that passes
through k; we may recursively find the shortest paths from i to k and
from k to j.
⋆4.5 An Application to Clustering
This application of Metric Nearness to clustering was primarily the
work of Joel Tropp, and is included here for completeness.
The metric nearness problem can be used to develop efficient algorithms
for clustering that provide guarantees on the quality of the output in compar-
ison with the optimal clustering. The Max-Cut problem offers an especially
attractive example. A cut of a graph is a partition of the vertices into two
disjoint sets, and the value of a cut is the total weight of all edges that cross
the partition. Max-Cut simply asks for the cut of a graph with maximum
value. If the size of each edge weight is proportional to the dissimilarity be-
tween the two vertices, solving Max-Cut can be interpreted as finding the
best clustering of the vertices into two sets.
For a general set of weights, Max-Cut is hard enough [218] that the
solution cannot be well-approximated in polynomial time (unless P = NP) [3].
On the other hand, for weights that do satisfy the triangle inequality, de la Vega
and Kenyon have exhibited a randomized algorithm that can approximate the
solution arbitrarily well in polynomial time [67]. That is, for a given ε > 0,
their method can (with high probability) compute in polynomial time, a cut
whose value is no smaller than (1 − ε) times the value of the optimal cut. Of
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course, the time complexity grows quickly as ε shrinks.
Metric nearness plays an important role here. First, we approximate
the original graph by a metric graph. Then, we use the fast algorithm to
produce a nearly optimal cut of the metric graph. The same cut of the original
graph also has a nearly optimal value, which can be bounded in terms of the
approximation error from the metric nearness problem.
Theorem 4.5. Suppose that D is a dissimilarity matrix and that M is a
distance matrix. If S is a cut of M whose value exceeds (1 − ε) maxcut(M ),
then we have the bounds
cutS(D) ≥ (1 − ε) maxcut(D) − (1 −
ε
2





where ‘/’ represents element-wise division and ‖·‖∞ denotes the ℓ∞ norm that
ignores the matrix diagonal. If mjk = djk = 0, then the infinity norm also
ignores the (j, k) entry of its argument.
To find the optimal M for bound (4.28), we simply solve the ℓ1 metric
nearness problem. The optimal M for (4.29) cannot be obtained without
solving a non-convex optimization problem.
Proof. For a set of vertices S, the value of the corresponding cut is computed








The maximum cut just optimizes this functional over all subsets S of the vertex








Obviously, cutS(D) ≤ maxcut(D). It can be shown that maxcut(| · |) is a
matrix norm. In particular, it satisfies the triangle inequality for norms. It is
also clear that




|tjk| = 12 ‖T ‖1
for any symmetric matrix T with a zero diagonal.
Let us begin with bound (4.28). Suppose that S is a (1 − ε)-optimal
cut of M . Then
cutS(D) = cutS(M ) + cutS(D − M )
≥ (1 − ε) maxcut(M ) − cutS(|D − M |)
≥ (1 − ε) maxcut(D + (M − D)) − 1
2
‖D − M‖1
≥ (1 − ε) (maxcut(D) − maxcut(|M − D|)) − 1
2
‖M − D‖1
≥ (1 − ε) maxcut(D) − (1 − ε/2) ‖M − D‖1.
The proof for the bound (4.29) follows a similar outline. First, we
implicitly define a relative error matrix E with the relation M = D⊙E. We
assume that mjk = 0 if and only if djk = 0 to ensure E can be defined. If not,
the resulting error bound would be trivial anyway. Let r = min{ejk : djk 6= 0}
and R = max{ejk : djk 6= 0}. For any zero entry of D, take the corresponding
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entry of E in the range [r, R]. In the sequel, we use ‘/’ for element-wise
division.
Next, observe that





















≥ 1 − ε‖E‖∞
maxcut(M )
≥ 1 − ε‖E‖∞ ‖1/E‖∞
maxcut(D).
This technique can be extended to other types of problems that are
computationally easier for metric graphs [142]. Mettu and Plaxton have also
considered fast algorithms for clustering “nearly metric” data, but their ap-
proach relies instead on weak versions of the triangle inequality [195]. Fast
approximation algorithms for various other metric problems such as k-median,
MAX-TSP, etc., are discussed in [143]; our method allows extending these
approximation algorithms to non-metric data.
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4.6 Experiments
We implemented metric nearness in C++ wherein we coded Algo-
rithms 4.2 and 4.3. In this section we describe some experiments based on
our implementation. All experiments were carried out on a P4/2.5GHz pro-
cessor machine with 2GB RAM, running Linux.
4.6.1 Running Time Experiments
In this section we show some running time comparisons between CPLEX—
a state of the art linear and quadratic optimization software—and our imple-
mentations of triangle fixing. Our results clearly indicate the overwhelming
superiority of triangle fixing over CPLEX. For these experiments, we used ran-
dom dissimilarity matrices of dimensions up to 100 × 100. The final values of
the objective function achieved by CPLEX and our implementation agreed to
five significant digits.
Figure 4.2 compares CPLEX quadratic programming to our implemen-
tation of ℓ2 triangle fixing (see Algorithm 4.2). From the figure one can see that
the triangle fixing procedure is up to thirty times faster than CPLEX’s fastest
method for solving the metric nearness quadratic program. Our experiments
suggest that the ℓ2 triangle fixing procedure scales as O(N
3).
For ℓ1 metric nearness, we compared CPLEX’s fastest algorithm for
metric nearness (determined by running all six choices available and selecting
the fastest timing), and our implementation of the augmented triangle fixing
procedure for solving the ℓ1 metric nearness problem. Our implementation
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Figure 4.2: Running time comparison between CPLEX and the ℓ2 triangle
fixing algorithm.
runs up to 15 times faster than CPLEX, as indicated by Figure 4.3.
⋆4.6.2 Decrease only metric nearness/APSP experiments
Although Floyd-Warshall and the primal-dual Algorithm 4.6 both have
an asymptotic runtime of O(N3), the latter more quickly converges to the
answer for certain classes of problems. Floyd-Warshall chooses an order of
triangles to correct without any guidance, whereas the primal-dual algorithm
prefers to correct triangles that include shorter edges. We can certainly imag-
ine a problem instance where the violating triangles have longer edges, and in
this case the preference for shorter edges does not help.
For randomly generated test cases, however, our primal-dual algorithm
did converge more quickly than Floyd-Warshall. To illustrate this observation,
we generated random matrices of dimension 200 × 200 that had a zero diag-
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Figure 4.3: Running time comparison between CPLEX and augmented trian-
gle fixing (ℓ1).
onal and entries between 0.1 and 10. We then determined the correct answer
before running both algorithms, halting the computation at each iteration to
determine the distance between the current distance matrix and the final met-
ric. Distance was computed as the l1 vector distance. Figure 4.4 gives these
results, which clearly show the primal-dual algorithm converging faster than
Floyd-Warshall.
To determine the approximate time to convergence as a function of
n, we generated n × n matrices for values of n from 25 to 225. Figure 4.5
plots the number of iterations required to converge for both Floyd-Warshall
and the primal dual algorithm. The exponents in the big-O notation runtimes
were approximated by fitting the curve to the best a · N b approximation.
While Floyd-Warshall takes the entire O(N3) time to converge, the primal-dual
algorithm converges in about O(N2.8) time. Even more striking is Figure 4.6,
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which plots the number of iterations the algorithms required to nearly converge
(where nearly converging means being within 0.5 ∗ N of the metric solution).
Here Floyd-Warshall still required O(N3) time, but the primal-dual algorithm
needed only about O(N2.5) time.
Unfortunately, we cannot yet take advantage of this rapid convergence
to improve the runtime of the APSP primal-dual algorithms. Ideally, we could
terminate the algorithm when we had modified enough edges to cause the
graph to be a metric. After the graph is a metric, there are no triangles in
violation, so the additional steps of the algorithm do not modify the graph
in any way. However, we are unaware of any computationally efficient way
to solve the problem of metricity. That is, given a graph, return “true” if
the graph is a metric, and “false” otherwise. One way to solve this is to run
APSP on the graph, and then check to see if any edges were shortened. This
observation yields an upper bound of O(APSP ) on the metricity problem. It
follows that we cannot terminate the APSP primal-dual algorithms early, even
if they have converged to the correct result, because testing for the termination
condition has the same complexity as the problem itself.
4.7 Discussion
Metric nearness is a rich problem. In this paper we formally introduced
the problem and derived iterative algorithms for solving it for the vector ℓp
norms. A special case of metric nearness was shown to be equivalent to the
All Pairs Shortest Paths problem, which led to a new algorithm for APSP. We
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Figure 4.4: Convergence comparison of Floyd-Warshall and the primal-dual
algorithm























Figure 4.5: Iterations to converge for Floyd-Warshall and the primal-dual
algorithm. Each iteration represents O(N) computations.
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Figure 4.6: Iterations to nearly converge for Floyd-Warshall and the primal-
dual algorithm. Each iteration represents O(N) computations.
studied applications of metric nearness to Max-Cut clustering. Experimental
results illustrate the computational advantages of triangle fixing over generic
optimization methods.
4.7.1 Variations
One may derive numerous variations of the metric nearness problem.
The simplest of these involve the modification of the triangle inequality con-
straints in some interesting manners. These variations are all easily solved
using our framework. Examples follow.
1. In Section 4.4 we discussed metric nearness with the restriction that per-
mitted only decreasing changes to the entries of the input dissimilarity
matrix. Similarly, one may also look at the problem where only increas-
ing changes are permitted. Geometric or graph theoretic interpretations
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of this problem remain to be considered.
2. When performing metric nearness on non-symmetric input graphs, one
can choose either not to impose symmetry (as we did in the decrease-only
section) or to impose symmetry. The latter case introduces additional
constraints, but can be solved in our framework with only slight modifi-
cations.
3. Some applications may desire rank or order constraints to be enforced.
That is, if the input satisfies dij < dpq, then we also require mij <
mpq. Such a requirement can be useful in scenarios where the relative
ordering of the dissimilarity values has a significance for the underlying
application.
4. Box constraints, i.e., constraints of the type lij ≤ mij ≤ uij. Such
constraints can be useful when a true metric, as opposed to a pseudo-
metric, is desired (achieved by setting lij > 0). Upper bounds on the
distance values may be utilized to prevent certain undesirable solutions.
5. Enforcement of λ-triangle inequalities that take the form λijmij ≤ λikmik+
λkjmkj. Since the structure of the inequalities remains unaltered this
problem can also be solved by triangle fixing.
Other variations involve generalization of the basic problem. The most
important of such generalizations is one that introduces a weighting scheme
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to the problem. Here we propose to obtain a distance matrix M such that
M ∈ argmin
X∈MN
‖W ⊙ (X − D)‖,
where ‖ · ‖ is a norm, ⊙ denotes the element-wise matrix product, and W
is a weighting matrix (a symmetric nonnegative matrix). The weight matrix
reflects our confidence in the entries of D. When each dij represents a mea-
surement with variance σ2ij, we might set wij = 1/σ
2
ij. If an entry of D is
missing, one can set the corresponding weight to zero (however, the resulting
problem loses strict convexity, whereby one should set this weight to a small
value instead of zero).
4.7.2 Future work
Metric nearness is a relatively new problem. Many aspects could form a
basis for future work and further consideration. The most immediate concerns
that interest us are:
1. Extensions to triangle fixing; for example, one may speed up the proce-
dure by fixing all the independent triangle inequalities in parallel. One
could also attempt to fix a few dependent triangle inequalities at the
same time, and such an approach will result in a dual block coordinate
ascent scheme [277].
2. Studying the convergence of the triangle fixing algorithms at least for
the ℓ2 case. If possible, it would be interesting to furnish a proof of
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convergence for our algorithms that is independent of the convergence of
the more general Bregman’s method.
3. Exploring applications of metric nearness, for e.g., applications to con-
strained clustering or various other applications that make use of prox-
imity data and would profit from having metric data.
4.7.3 Open Problems
Two interesting open problems spring out of metric nearness. First is
the metric verification problem that seeks to verify if the input dissimilarity
matrix is actually a distance matrix. Some related work that probabilisti-
cally tests metric properties of an input dissimilarity matrix can be found
in [220]. Whether the metric verification problem has the same complexity as
the metric nearness problem remains to be ascertained. Second is the search
for faster algorithms for the general metric nearness problem. Along with
faster algorithms, the possibility of guaranteed polynomial time (non-iterative
procedures) algorithms still remains.
4.7.4 Related work
Metric nearness is a relatively new problem that was introduced by the
authors, where preliminary work includes [85, 86].
The most relevant research appears in recent papers of Roth et al.
[240, 241]. They observe that machine learning applications often require
metric data, and they propose a technique for converting general dissimilarity
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data into metric data. Their method, constant-shift embedding, increases all
the dissimilarities by an equal amount to produce a set of Euclidean distances
(i.e., a set of numbers that can be realized as the pairwise distances among an
ensemble of points in a Euclidean space). The size of the translation depends
on the data, so the relative and absolute changes to the dissimilarity values
can be large. Our approach is completely different. We seek a consistent set of
distances that deviates as little as possible from the original measurements. In
our approach, the resulting set of distances can arise from an arbitrary metric
space; we do not restrict our attention to obtaining Euclidean distances. In
consequence, we expect metric nearness to provide superior denoising. More-
over, our techniques can also learn distances that are missing entirely.
The technique of shifting the spectrum leads to an omission of the
information carried by the negative eigenvalues of the input matrix. Laub
and Müller [167] explore how the negative part of the spectrum could code for
relevant features of the underlying data. Their method once again is based
around computing an embedding, which is different from metric nearness, since
the latter aims to only obtain a metric and constructs no embedding.
There are by now several papers discussing the problem of learning
a parameterized Mahalanobis metric for underlying data, where the input is
given in the form of pairwise similarity and dissimilarity values. For exam-
ple the recent paper of Xing et al. [292], who learn a metric dist(x,y) =
√
(x − y)T G(x − y), where G is an s× s positive semi-definite matrix. The
user specifies that various pairs of points are similar or dissimilar. Then the
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matrix G is computed by minimizing the total squared distances between sim-
ilar points while forcing the total distances between dissimilar points to exceed
one. The article provides explicit algorithms for the cases where G is diagonal
and where G is an arbitrary positive semi-definite matrix. In comparison,
the metric nearness problem is not restricted to Mahalanobis distances; it can
learn a general discrete metric. It also allows us to use specific distance mea-
surements and to indicate our confidence in those measurements (by means
of a weight matrix), rather than forcing a binary choice of “similar” or “dis-
similar.” Some papers based on essentially the same framework for learning a
Mahalanobis metric include [65, 105, 251, 256, 285].
The Metric Nearness Problem may appear similar to metric Multi-
Dimensional Scaling [161], but we emphasize that the two problems are dis-
tinct. The latter problem endeavors to find an ensemble of points in a pre-
scribed metric space—usually a Euclidean space—such that the distances be-
tween these points are close to the set of input distances. In contrast, metric
nearness does not seek an embedding—it does not impose any hypotheses on
the underlying space other than requiring it to be a metric space. For more
details on Euclidean Distance Matrices see [108, 127, 250].
Related to metrics are ultrametrics; a distance matrix M is said to
be an ultrametric if mij ≤ max{mik,mkj} for every distinct triple of indices
(i, k, j). It is known that finding the nearest (in ℓ1 and ℓ2 norms) ultrametric to
a given input matrix is NP-Complete [66]. However, the ℓ∞-nearest ultrametric
can be computed in O(n2) time [94]. Hubert et al. [135] consider the problem
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of representing a dissimilarity matrix by a sum of matrices having a particular
form, including a form that restricts the matrices to be ultrametrics.
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Chapter 5
Decomposition Based Matrix Approximations
In Chapters 2 and 3 we derived iterative multiplicative update based
methods for computing low-rank approximations, while in Chapter 4 we looked
at a totally different matrix nearness problem. In this chapter we combine the
ideas from these chapters to yield efficient algorithms for computing low-rank
matrix approximations. Previously, we solved a class of low-rank approxima-
tions, namely, NNMA and incremental low-rank approximations, by construct-
ing algorithms that at most guarantee a monotonic descent in the objective
function value at each iteration. Such an approach yielded efficient and simple
algorithms, though at the expense of some theoretical difficulties. If we solve
the intermediate subproblems exactly, then we can make stronger guarantees
on the convergence of the resultant algorithms and hopefully attain better
local minima. Furthermore, we need not resort to heuristic procedures for
dealing with regularization or additional convex constraints (as was done for
some NNMA problems studied in Chapter 2).
The goal of this chapter is to provide efficient algorithms based on con-
vex optimization for solving several low-rank matrix approximation problems.
All the low-rank NNMA problems of the form (2.4) are subsumed as special
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cases—though the algorithmic approach is totally different.
More formally, the low-rank approximation problem that we study in
this chapter is
min ∆(A, BC), subject to B ∈ B,C ∈ C. (5.1)
We assume ∆ to be a separable divergence measure, that is individually convex
in B and C. This requirement makes the set of problems somewhat smaller,
and excludes most problems of the type (2.5) (except for the important Frobe-
nius norm and KL-Divergence cases), however in return we get better theo-
retical guarantees and several new algorithms. The subproblems that arise as
special cases of (5.1) are themselves of independent interest, for example, they
include important problems such as Non-negative Least Squares (NNLS) and
Maximum Entropy (MaxEnt).
5.1 Algorithmic Approach
We again choose the method of alternating minimization for obtaining
a (locally optimal) solution to (5.1). Since the overall problem is non-convex,
usually it is extremely hard to obtain a globally optimal solution (an exception
is the SVD, where despite the non-convexity, one can easily compute a globally
optimal solution). We use the following scheme (cf. page 26, Chapter 2).
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Let t ← 0; Initialize B0 and/or C0
repeat
Bt+1 ← argminB ∆(A, BCt)
Ct+1 ← argminC ∆(A, Bt+1C)
t ← t + 1
until convergence.
The theorem below states that the alternating minimization procedure
given above converges to a local-minimum of the objective function.
Theorem 5.1 (Convergence). If each intermediate step has a unique solution,
then the sequence of iterates {Bt,Ct} produced by the Algorithm 5.7 converges
to a stationary point of the objective function (5.1).
Proof. Follows from the proof of convergence for a two-block Gauss-Seidel
algorithm given by Grippo and Sciandrone [111].
5.1.1 Subproblems
Since we assumed ∆ to be separable (in addition to being convex), we





for some arbitrary column c of C with the corresponding column a of A. The
matrix B is held fixed. Furthermore, we not only consider (5.2) but also the
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important regularized variation of it, namely
min
c∈C
∆(a, Bc) + β(c), (5.3)
where β(c) ≥ 0 is some regularization function that can have several uses, for
e.g., it can help to regulate c (make it more sparse, have bounded size, etc.),
or it can help impart strict convexity to the minimization problem in case ∆
is merely convex.
Note that since we assumed separability, ∆(A, BC) =
∑
n ∆(an, Bcn)
and we can solve each of the N subproblems separately. However, since B is
common to across these subproblems, we do not need to repeat computations
dependent only on B across all subproblems. This point will become clearer
when we describe a particular problem.
5.2 Solutions
In this section we present solutions to (5.2) and (5.3) for particular
choices of ∆ and β. We describe our generic technique by deriving solutions
for the following three important special cases:
1. Least-Squares: Let ∆(a, Bc) = ‖a−Bc‖22. The main variations that
we discuss are:
(a) ordinary and regularized least-squares, i.e.,(β(c) = λ‖c‖22 and β(c) =
λ‖c‖1, λ > 0),
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(b) nonnegative least squares (c ≥ 0), both ordinary and regularized,
and
(c) ordinary and regularized least-squares problems with additional lin-
ear inequality constraints (Gc ≤ h).
2. KL-Divergence: Let ∆(a, Bc) = KL(a‖Bc) or the asymmetric ver-
sion KL(Bc‖a). We discuss variations with β(c) = ‖c‖1 and β(c) =
‖c‖22, and special cases of MaxEnt where we minimize KL(Bc‖1) sub-
ject to linear inequality constraints on c.
3. ℓ1-norm: Here ∆(a, Bc) = ‖a − Bc‖1. We study both regularized
and non-regularized versions of this problem. By itself, this subproblem
arises in sparse approximation [275] and is a very important problem
there (along with its least-distance version where one minimizes ‖c‖1
subject to ‖a − Bc‖ ≤ ǫ. We look at all of these variations.
5.3 Least-squares
We begin by studying the regularized nonnegative least squares (NNLS)
problem, remarking that the ordinary least squares problem is simpler and with
a slight modification our method applies to it too. Recently Kim et al. [152]
have developed a projected quasi-Newton method for solving the NNLS prob-
lem and they have applied it to the least-squares NNMA problem successfully.
Here, we derive an NNLS method that is most beneficial for large to very large
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‖a − Bc‖22 + β(c). (5.4)
Clearly, (5.4) is a convex quadratic programming problem (when β(c) is also
convex), and it can be solved using a standard approach or off-the-shelf soft-
ware. However, as the problem size becomes larger, most methods for solv-
ing (5.4) start becoming computationally too expensive and our aim here is to
develop a scalable method for solving this problem.
5.3.1 NNLS (β ≡ 0)
First we consider the case without regularization. This is the standard
nonnegative least-squares (NNLS) problem, which has been the subject of
considerable interest in the literature [30, 40, 152, 171]. Surprisingly, despite
being a fundamental and well-studied problem, NNLS does not seem to have
good implementations for large-scale data, one exception being the recent work
of Kim et al. [152]. Here we describe a method that scales to even larger
problems that handled by [152] by making a potential sacrifice for accuracy
by using a gradient based approach. The NNLS optimization problem is
min f(c) = 1
2
‖a − Bc‖2,
subject to c ≥ 0.
(5.5)
At this point we introduce an auxiliary variable that plays a critical role in
enabling an efficient solution to (5.5). Letting y = (Bc − a), Problem (5.5)
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can be rewritten as
min f(y, c) = 1
2
‖y‖2
subject to Bc − a − y = 0, c ≥ 0.
(5.6)
Now we form the Lagrangian of (5.6)
L(y, c,ν,λ) = 1
2
‖y‖2 + νT (Bc − a − y) − λT c,
where ν and λ are dual variables. The dual function g(ν,λ) = infy,c L(y, c,ν,λ)
is given by




‖y‖2 − νT y) + inf
c
(νT Bc − λT c). (5.7)
The second infimum in (5.7) is −∞ unless BT ν − λ = 0 (since it is a linear




−aT ν − 1
2
‖ν‖2, BT ν − λ = 0,
−∞, otherwise. (5.8)
Thus the dual problem to (5.6) may be written as
min g(ν,λ) = 1
2
‖ν‖2 + aT ν
subject to BT ν − λ = 0, λ ≥ 0,
(5.9)
which can be replaced by the equivalent problem
min g(ν) = 1
2
‖ν‖2 + aT ν
subject to BT ν ≥ 0.
(5.10)
Problem (5.10) is now in a form that can be efficiently solved by a row-action
procedure. We now leverage the ideas developed in §4.3.1 of Chapter 4 to
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derive an algorithm for solving (5.10). Once we have obtained ν⋆, from the
definition of the dual we know that y⋆ = ν⋆ = Bc⋆ − a. Hence, we now solve
the the linear system Bc⋆ = ν⋆ +a for c⋆ using any large-scale iterative linear
solver [196, 244]. Thus, our approach is highly scalable, because both (5.10)
and the subsequent linear systems are solved via efficient large scale methods.
5.3.2 Regularized NNLS (β(c) = λ
2
‖c‖2)
Now we consider an ℓ2-norm regularized version of NNLS. Here we
have a slightly different approach, which exploits the regularization term to
interleave the solution of the linear system with the row-action procedure itself.
With the regularization function β(c) = λ
2
‖c‖2, the optimization problem (5.4)
becomes
min f(c) = 1
2
‖a − Bc‖2 + λ
2
‖c‖2,
subject to c ≥ 0.
(5.11)







subject to a − Bc − y = 0, c ≥ 0.
(5.12)
Subsequent to this change of variables (5.12) can be solved by a row-action
procedure. We provide the pseudo-code in Algorithm 5.8.
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Algorithm 5.8: Regularized NNLS (5.12).
RLS(B, a, λ)
Input: B, a, λ
Output: Solution to (5.12)
{Initialization}
c ← 0; y ← 0; z ← 0
while not converged
{Enforce the hyperplane constraints}
foreach i ∈ [1..N ]
θi ← (‖bTi ‖2 + 1)−2[bTi c − yi − ai] (⋆)
yi ← yi + θi




{Enforce non-negativity constraints} (⋆⋆)
t ← c; c ← max{0, c − z}; z ← max{0,z − t}
end.
return {[y; c]}.
The step labeled (⋆) essentially computes the coefficient for orthogonal
projection of c onto the i-th hyperplane bTi c − yi = ai. Algorithm 5.8 can
be easily extended to handle the case where c is subject to additional linear-
inequality constraints, or simplified for solving just regularized least-squares
(RLS) if needed. See the discussion below for more details.
5.3.2.1 Handling other constraints
By writing the subproblem in the form (5.6) we have gained two major
benefits. The first benefit enables solution of large-scale problems, and the
second is the ability to easily incorporate additional constraints. We remark
that by following the row-action procedure of Dykstra [73], one can in fact,
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handle arbitrary convex constraints. If the additional constraints are simple
linear inequalities, then we can suitably modify Algorithm 5.8 itself. For ex-
ample, say we have the constraints Gc ≤ h, where G is R × K, then for each
i ∈ [1..R] we perform the following steps in place of the line labeled (⋆⋆) in
Algorithm 5.8.
θi ← ‖gTi ‖−2[gTi c − hi]+; θi ← min(zi, θi); zi ← zi − θi; c ← c + θigTi .
We remark that the projections described should be implemented to take ad-
vantage of the sparsity of the constraint matrices. However, this seems to be
feasible only if we are solving the NNLS problem itself, rather than NNLS as
a subproblem of NNMA (because in NNMA, the matrix B changes at each
major iteration, and it is not easy to keep track of its sparsity pattern).
5.3.3 Sparse NNLS (β(c) = λ‖c‖1)
The final interesting variant of NNLS that we study is the one most
closely related to sparse approximations, and we call it sparse NNLS. Note that
NNLS already produces sparse solutions due to the nonnegativity constraints
on c. However, further sparsity may be achieved by limiting the ℓ1-norm of
the optimization variable—a well established technique for favoring sparsity.
The corresponding optimization problem is1
min 1
2
‖a − Bc‖22 + λ‖c‖1,
subject to c ≥ 0.
(5.13)
1We remark that the methods of Chapter 2 yield a simple auxiliary function based
method for solving (5.13). However, without further restrictions, it is not easy to guarantee
convergence to the global minimum of (5.13) for those methods.
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As for the other NNLS problems, we can introduce the auxiliary variable
y = a − Bc for this problem too. The resulting optimization problem is
min f(y, c) = 1
2
‖y‖2 + λ‖c‖1,
subject to Bc − a − y = 0, c ≥ 0.
(5.14)
In problem (5.14), the presence of the ℓ1-norm term raises a new problem,
namely the inability to invoke a row-action procedure due to the non-strict
convexity of the ℓ1-norm (see related discussion in §4.3.2). We have studied
such mixed ℓ2-ℓ1-norm optimization problems in the context of support vec-
tor machines (SVMs) elsewhere [264], and we can exploit those techniques to
approximate the problem (5.14) by the following strictly convex optimization
problem (where ǫ > 0 is some user specified parameter)
min f(y, c) =
1
2ǫ
‖y‖2 + λ‖c + ǫ−11‖22,
subject to Bc − a − y = 0, c ≥ 0.
(5.15)
The problem (5.15) can be now easily solved via a row-action procedure. We
omit the details for brevity.
We could also follow the approach via the dual of (5.14), as we did in
§5.3.1. In this case, it can be seen after some algebra that the dual problem





‖ν‖2 + νT a,
subject to BT ν ≥ −λ1.
(5.16)
Problem (5.16) can be solved easily by a row-action procedure and subse-
quently we can recover the optimum c from ν, since y = a − Bc = ν, as
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before. Problem (5.16) might be more preferable because it does not require
the selection of an extra regularization parameter ǫ. However, it does require
the subsequent solution of a linear system, which might make it unsuitable
from an implementation perspective. Both versions, however, are highly scal-
able.
5.4 KL-Divergence
This unregularized problem cannot be solved in the primal by intro-
ducing an auxiliary variable y = Bc because just as for (5.14) it lacks strict
convexity, a necessary ingredient for the application of a row-action procedure.




However, due to its special structure, we again pass over to the dual as shown
below. The Lagrangian for (5.17) after letting y = Bc is
L(y, c,ν,λ) = KL(a‖y) + νT (Bc − y) − λT c. (5.18)
From (5.18) we obtain the corresponding dual function
g(ν,λ) =
{
infy KL(a‖y) − νT y if BT ν = λ,
−∞ otherwise. (5.19)






ai log(1 − νi),
subject to BT ν = λ ≥ 0.
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subject to BT ν ≤ BT1.
(5.20)
Algorithm 5.9 solves (5.20). Let ν∗ denote the optimal solution of (5.20),
then we can obtain the optimal solution c to the original problem by solving
Bc = a/ν∗.
Algorithm 5.9: KL-Divergence Minimization (5.20).
KLMin(B, a)
Input: B, a
Output: Solution to (5.20)
{Initialization}
ν ← 1; z ← 0
while not converged
{Enforce the hyperplane constraints}
foreach i ∈ [1..N ]
θi ← (‖bTi ‖2 + 1)−2[bTi c − yi − ai] (⋆)
yi ← yi + θi




{Enforce non-negativity constraints} (⋆⋆)
t ← c; c ← max{0, c − z}; z ← max{0,z − t}
end.
return {[y; c]}.






because one needs to solve difficult nonlinear equations at each individual pro-
jection step. However, a direct primal approach with the auxiliary variable
y = Bc is not feasible either because of the subsequent lack of strict convex-
ity in the objective function. However, in the presence of a strictly convex
regularization term such as λ‖c‖22, the problem (5.21) becomes amenable to
our techniques. We skip the details for brevity.
5.5 The ℓ1-norm
To avoid repetition, we describe our approach for the following regular-
ized ℓ1-norm based optimization problem. The unregularized case by be solved




g(y, c) = ‖y‖1 + µ‖c‖1,
subject to Bc − a − y = 0, and c ≥ 0.
(5.22)
The problem (5.22) again lacks strict convexity and we again invoke the tech-
niques successfully applied in Section 4.3.2 to overcome this problem. Intro-
ducing a variable z = |y| (5.22) can be rewritten as
min
z,y,c
1T z + 0T y + µ1T c,
subject to z = |y|, Bc − a − y = 0, and c ≥ 0.
Introducing the conformal vectors w = [z; y; c] and d = [1;0; µ1], we can





subject to z = |y|, Bc − a − y = 0, and c ≥ 0,
(5.23)
158
where ǫ > 0 is some constant that relates (5.22) to (5.23). This quadratic
program can be now easily solved via an appropriate modification to Algo-
rithm 5.8.
5.6 The general case
The subproblem for the general case is (again we restrict our attention
to the regularized case for brevity)
minimize
y,c
g(y,a) = ∆(y,a) + µβ(c),
subject to Bc − y = 0, and c ≥ 0.
(5.24)
Then we solve the following equations
∇yg(yk+1, ck) = ∇yg(yk, ck) − θiei, for each i,
∇cg(yk+1, ck+1) = ∇cg(yk, ck) + θibi, for each i.
The vector ei denotes the i-th standard basis vector and bi denotes the i-th
row of matrix B.
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Chapter 6
EM via Matrix Nearness with Application to
Clustering Directional Data
We introduced the notion of parametric mixture modeling in §1.2.2,
wherein we showed how traditional mixture modeling may be viewed as a
matrix nearness problem. In this chapter, we pick up that thread again and
show the well-known auxiliary function based derivation of the Expectation
Maximization (EM) algorithm; subsequently we apply EM to the problem of
clustering directional data. At this point, we would like to draw the reader’s
attention to the fact that even though the auxiliary function view/genesis of
EM is not new, our derivation is amongst the simplest presentations of EM.
6.1 EM via Matrix Nearness
In this section we rewrite the problem of parametric mixture modeling
as a matrix nearness problem—the main goal of which is to highlight the auxil-
iary function technique of Chapter 2 to naturally arrive at a simple derivation
of the EM algorithm. This connection indicates that our matrix approxima-
tion problems of Chapter 2 can benefit from the theory and algorithms that
have been developed in association with EM over the years, and conversely
160
some of our techniques can be carried over for obtaining new EM procedures.
Let the input be the set of vectors {a1, . . . ,aN} (also called the observed
or incomplete data in EM parlance) that are assumed to have been sampled
from some underlying probability density. The goal of traditional mixture
modeling is to parametrize a set of possible densities, and given the observed
data samples, to estimate the associated set of parameters. Under appropriate
assumptions on the parameter estimation process (e.g., maximum likelihood
or Bayesian estimation) standard results from statistics indicate that in the
presence of a sufficiently large number of input samples, the estimated model
parameters approach the true underlying parameters.
In traditional maximum likelihood mixture modeling our aim is to learn




p(a|θk, k)P (k), (6.1)
where Θ = [θ1, . . . ,θK ] is the set of parameters that characterize the model.
The contribution of the k-th component is given by P (k) (
∑
k P (k) = 1), and
for simplicity we assume that the θk are independent. Thus, given the set of





















Writing pnk = p(an|θk) and αk = P (k), the problem of maximizing (6.4) may











k αk = 1, and Θ is subject to appropriate constraints depending
on what functional form is assumed for p(a|θk). From (6.5) it now becomes
immediate that maximizing the log-likelihood (6.4) is essentially equivalent to
computing a regularized maximum entropy solution for the parameters.
Maximizing (6.4) (or minimizing (6.5)) directly can be quite difficult.
Hence, as before, we can simplify the problem by constructing an auxiliary
function for L(A;Θ) that is easier to maximize. Recall that if Q(Θ; Θ̂) is an
auxiliary function for L(A;Θ) then
1. L(A;Θ) = Q(Θ;Θ) for all Θ, and
2. L(A;Θ) ≥ Q(Θ; Θ̂) for all Θ, Θ̂.
The trick is to of course construct an auxiliary function Q that is easier to
optimize than L. Once we have Q, then we immediately have an iterative pro-
cedure for maximizing L, and that is exactly what the well-known Expectation
Maximization (EM) algorithm does. Monotonic ascent in the log-likelihood is
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assured by maintaining
L(A;Θt+1) = Q(Θt+1;Θt+1) ≥ Q(Θt+1;Θt) ≥ Q(Θt;Θt) = L(Θt),
where the first inequality follows from Property 2 of auxiliary functions, and




Below we show how to easily construct an auxiliary function Q for
L. We remark at this point that Csiszar and Tusnady [61] viewed EM as an
alternating minimization procedure, where the E-step essentially minimizes
a KL-Divergence to obtain an estimate for the distribution, and the M-step
estimates the optimum parameters holding the distribution fixed. In auxiliary
function terminology, the E-step computes the auxiliary function Q(·;Θt), and
the M-step subsequently optimizes it. We describe these details below.
6.1.1 The E-step












where βik ≥ 0, and
∑















It is easy to verify that (6.7) is an auxiliary function for L. In the language
of the EM algorithm, βik = P (k|ai,θk), i.e., the posterior probability for com-
ponent k within the mixture. Later we will talk about a different choice of
βik, namely the hard-assignment heuristic, wherein for a given data point ai,
the coefficient βik is zero for all k except one, essentially indicating that data
point ai “belongs” to component k in the mixture. Note that by viewing the
βik values as arbitrary convex coefficients, the E-step can be easily general-
ized. The resulting procedure will then fall under the Generalized Alternating
Minimization view of EM taken by Gunawardana and Byrne [117].
Note that the above derivation of the auxiliary function is independent
of the actual functional form assumed by the densities p(a|θ). Naturally,
the maximization procedure depends on p, and forms the so-called M-step
of the EM algorithm. Depending on the actual form of p(a|θ) the M-steps
vary significantly across different probability distributions, and sometimes pose
significant parameter estimation challenges.
We will now leave our general discussion on EM, and proceed to model
the input data as directional or unit ℓ2-norm data. We will derive efficient
parameter updates, for the so-called M-step of EM for two particular distri-
butions, noting that these derivations are non-trivial and do not just follow
directly from a canned application of the M-step. We provide below some
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background information about directional data and distributions, before the
actual derivations.
6.2 Directional Data
There are several domains where methods based on minimizing Eu-
clidean distortions yield poor results [268]. For example, studies in informa-
tion retrieval applications convincingly demonstrate cosine similarity to be
a more effective measure of similarity for analyzing and clustering text doc-
uments using a discriminative approach such as single-link or complete-link
hierarchical clustering. In this domain, there is substantial empirical evidence
that normalizing the data vectors helps to remove the biases induced by the
length of a document and provide superior results [246, 247]. Further, the
spherical kmeans (spkmeans) algorithm [77], that performs kmeans using co-
sine similarity instead of Euclidean distortion, has been found to work well for
text clustering. Datasets from such domains, where similarity measures such
as cosine, Jaccard or Dice [235] are more effective than measures derived from
Mahalanobis type distances, possess intrinsic “directional” characteristics, and
are hence better modeled as directional data [187].
There are many other important domains such as bioinformatics (see
for e.g., Eisen et al. [93]), collaborative filtering (for e.g., Sarwar et al. [248])
etc., in which directional data is encountered. Consider the Pearson correlation
coefficient, which is a popular similarity measure in both these domains . Given












, where x̄ = 1
d
∑d





Consider the mapping x 7→ x̃ such that x̃i = xi−x̄√Pd
i=1(xi−x̄)
2
, and a similar
mapping for y. Then we have ρ(x,y) = x̃T ỹ. Moreover, ‖x̃‖2 = ‖ỹ‖2 = 1.
Thus, the Pearson correlation is exactly the cosine similarity between x̃ and ỹ.
Hence, analysis and clustering of data using Pearson correlations is essentially
a clustering problem for directional data.
Below we discuss generative mixture-models based on the von Mises-
Fisher (vMF) and the Watson distributions for modeling directional data.
The vMF distribution is the “natural” distribution for directional data [187],
while the Watson distribution provides a natural model for axially symmetric
directional data.
For both the vMF and Watson distributions we derive efficient EM
algorithms; the E-step was derived in §6.1.1 above, and the main contribution
comes from our derivation of the M-step. For both the vMF and Watson
distributions this step turns out to be quite challenging, requiring the solution
of difficult nonlinear equations. We derive efficient numerical approximations
for solving these nonlinear equations and point out that this estimation is
non-trivial, and is crucial for an efficient implementation.
As an outcome of our EM algorithms for doing mixture modeling with
both these densities, we formulate clustering procedures, which in themselves
are very interesting, because they yield a theoretical basis for both spheri-
cal kmeans [77] (via vMF) and diametric kmeans [84] (via Watson). These
connections provide deeper insight into the success of both of these variants
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of kmeans, and also lend theoretical validity to the popular cosine similarity
measure.
We apply our resultant algorithms to the problem of clustering high-
dimensional text and gene-expression data based on mixtures of vMF and
Watson distributions, obtaining results superior to common approaches for
clustering these data.
We would like to point out that at the time of writing this disserta-
tion, other work performing mixture modeling for Watson distributions has
appeared in the literature [29]. However, the author’s of [29] were not aware
of the relation of mixtures of Watson distributions to diametric clustering,
which we describe in this paper. The parameter estimates derived by them
are also different from our approach (in fact [29] follow our approach for vMF
densities to obtain their parameter estimates).
6.2.1 Directional Distributions: Background
In this section we summarize some background material about direc-
tional distributions to provide an introduction to the uninitiated reader. Those
who are familiar with these basics can straightway skip to the next section.
The material in this section is based upon [187], though all the proofs are of
our own construction.
Let SM−1 denote the M -dimensional unit hypersphere, i.e., SM−1 =
{a|a ∈ RM , and ‖a‖2 = 1}. All the densities that we describe will be de-
fined on the surface of this unit hypersphere. We denote the probability
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element on SM−1 by dSM−1, and parameterize SM−1 by going over to polar
coordinates (r,θ), where r = 1, and θ = [θ1, . . . , θM−1]. Consequently am =
sin θ1 · · · sin θm−1 cos θm for 1 ≤ m < M , and xM = sin θ1 · · · sin θM−1. Given








The uniform distribution on SM−1 has its probability element equal to
cMdS





Performing this simple integration (see §B.4.1), we obtain
cM = Γ(M/2)/2π
M/2.
6.2.3 The von Mises-Fisher distribution
A unit norm random vector a is said to have the M -dimensional von
Mises-Fisher (vMF) distribution if its probability element is cM(κ)e
κµT adSM−1,





where Is(κ) denotes the modified Bessel function of the first kind (see §B.4.2
for a derivation). Note that traditionally, researchers in directional statistics
normalize the integration measure by the uniform measure, so that instead
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of cM(κ), one uses cM(κ)2π
M/2/Γ(M/2)—as far as parameter estimation is
concerned, this distinction is immaterial, and we shall ignore it for the rest of
this chapter.
The vMF density p(a|µ, κ) = cM(κ)eκµT a is parameterized by the mean
direction µ, and the concentration parameter κ, so-called because it charac-
terizes how strongly the unit vectors drawn according to p(a|µ, κ) are con-
centrated about the mean direction µ. Larger values of κ imply stronger
concentration about the mean direction. In particular when κ = 0, p(a|µ, κ)
reduces to the uniform density on SM−1, and as κ → ∞, p(a|µ, κ) tends to a
point density.
The vMF distribution is one of the simplest general distributions for
directional data, and has properties analogous to those of the multi-variate
Gaussian distribution for multi-variate data in RM . For example, the maxi-
mum entropy density on SM−1 subject to the constraint that E[a] be fixed, is
a vMF density (see Rao [233], pp. 172–174 and Mardia [186] for details).
6.2.4 Watson distribution
The uniform and the vMF distributions are defined over directions.
However, sometimes the observations are axes, wherein the vectors a and
−a are indistinguishable [187]. To model such axial data one of the sim-
plest densities is the Watson density, whose probability element is given by
cM(κ)e












where 1F1 denotes a confluent Hypergeometric function, also known as Kum-
mer’s function (see [1]). Due to the eκ(µ
T a)2 term in the Watson density, for
κ > 0, the distribution tends to concentrate around ±µ as κ increases, whereas
for κ < 0, the density concentrates around the great circle orthogonal to µ.
Since (QµT Qx)2 = (µT x)2 for any orthogonal matrix Q, the Watson density
is rotationally invariant.
6.3 Parameter estimation or the M-step
Now we are ready to show the details of the parameter estimation or
M-step of EM as applied to mixtures of vMF and Watson distributions. In
this step we maximize (6.6) w.r.t. the parameters θk, while keeping βik fixed.





βik log αkp(ai|θk), (6.10)
subject to Θ ∈ Ω, where Ω is the space of parameters. We assume that for
Θ = [θ1, . . . ,θK ] the individual per component parameters θk are independent
of each other. Hence, the maximization (6.10) is essentially a concatenation
of K different maximization problems.
Recall that αk is the prior for the k-th class; we maximize (6.10) w.r.t.
αk subject to the restriction that
∑








The main challenge is posed by the estimation of Θ. We derive below
such estimates for both the vMF and Watson densities.
6.3.1 M-step for Mixture of vMFs
For the vMF distribution the parameters to be estimated are κk ≥ 0,
and µk for 1 ≤ k ≤ K. Maximizing (6.10) w.r.t. µk subject to the restriction

















where we use r̄ to essentially denote the average resultant vector length (cf.
(6.12)).
Solving for κk requires the solution of the nonlinear equation (6.13),
as indicated by the Solve[·] operation. However, for high-dimensional data,
a nonlinear root-finder for solving (6.13) can be very time consuming and
somewhat of an engineering challenge to implement due to various numerical
issues (e.g. problems such as overflow due to the potentially huge magnitude
of IM/2). In Section 6.4.1 we bypass these problems by obtaining a closed-form
approximation for κk that solves (6.13).
6.3.2 M-step for Mixture of Watson Distributions
For the Watson distribution the parameters to be estimated are µk
and κk for 1 ≤ k ≤ K. Maximizing (6.10) w.r.t. µk subject to the restriction
171












































where r̄ denotes the average resultant vector length (cf. (6.14)). Observe that
in (6.14) the variable µk occurs on both sides of the equation, thereby neces-
sitating an iterative solution, which is easily seen to be given by the leading
left-singular vector of the matrix Kk. Computing κk requires the solution of
the difficult nonlinear equation (6.15), as indicated by the Solve[·] operation.
As for the vMF case, solving (6.15) using a nonlinear root-finder is impractical
because of numerical difficulties and engineering issues. In Section 6.4.3 we de-
rive numerical approximations for computing κk which are not only extremely
efficient, but also avoid making even a single function computation!
6.4 Approximating κ
Recall that because of the lack of an analytical solution, it is not pos-
sible to directly solve for the κk values, and one must either use a nonlinear
root-finder or obtain some asymptotic approximation for solving (6.13) and
(6.15). However, high-dimensional data poses additional challenges because
it is not easy to even compute Bessel or Hypergeometric functions without
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resorting to multi-precision floating point libraries. Even then, a root finder
is iterative and several expensive iterations are required for obtaining the so-
lution. Therefore, a good numerical approximation to κk is highly desirable,
and we derive such approximations for both the vMF and Watson distributions
here.
6.4.1 Estimating κ for vMFs
Mardia and Jupp [187] provided approximations for estimating κ for a
given value of r̄, for the following two limiting cases (Approximations 10.3.7
and 10.3.10 of Mardia and Jupp [187], pp. 198):
κ̂ ≈ M − 1








(M + 2)2(M + 4)
r̄4
)
valid for small r̄, (6.17)
where r̄ is as defined in (6.13).
Both these approximations assume that κ ≫ M , which is typically not
valid for high dimensions. Also, the r̄ values corresponding to several real-
world text and gene expression datasets usually lie in the mid-range rather
than towards the extreme ranges catered to by the above approximations. We
obtain a more accurate approximation for κ as described below.
Let AM(κ) denote the ratio IM/2/IM/2−1 that occurs in (6.13). The
important observation is that AM(κ) is a ratio of Bessel functions that differ
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in their order by one. For such a ratio there exists the following continued












+ · · ·
. (6.18)
Letting A2s+2(κ) = r̄ we can write (6.18) approximately as
1
r̄
≈ 2(s + 1)
κ
+ r̄,
which gives the approximation,
κ ≈ (2s + 2)r̄
1 − r̄2 .
This approximation to κ was not found to be empirically that accurate, and
we empirically determined a correction term of −r̄3/(1 − r̄2), adding which
leads to the approximation
κ̂ =
r̄M − r̄3
1 − r̄2 . (6.19)
This approximation could be made even more accurate by adding other cor-
rection terms that are functions of r̄ and M 1. For other approximations of κ
(including the derivations of (6.16) and (6.17)) and some related issues please
see §B.2.3.
1Note that if one wants a more accurate approximation, it is easier to use (6.19) as a
starting point and then perform Newton-Raphson iterations for solving AM (κ̂)− r̄ = 0, since
it is easy to evaluate A′M (κ) = 1 − AM (κ)2 − M−1κ AM (κ). However, for high-dimensional
data, this method is impractical because computing the ratio AM (κ) itself is difficult and
requires extended precision floating point arithmetic as the Bessel functions grow rapidly.
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6.4.2 Experimental study of the approximation
In this section we provide a brief experimental study to assess the qual-
ity of our approximation of the concentration parameter κ. We previously
mentioned that for large values of r̄ (r̄ close to 1), approximation (6.16) is
reasonable; for small values of r̄ (usually for r̄ < 0.2) estimate (6.17) is quite
good; Eqn. (6.19) yields good approximations for most values of r̄.
To properly assess the quality of our approximation and compare it
with (6.16) and (6.17), first note that a particular value of r̄ may correspond
to many different combinations of κ and d values. We present experimental
results to evaluate the accuracy of the approximations over the parts of the M -
κ plane that are expected to be encountered in the target application domains.
However, we begin by comparing the accuracies at a scattering of points on
this plane via Table 6.1 which shows the actual numerical values of κ that the
three approximations (6.16), (6.17), and (6.19) yielded at these points. The r̄
values shown in the table were computed using (6.13) for a single vMF.
(M, r̄, κ) κ̂ = Eq. (6.16) κ̂ = Eq. (6.17) κ̂ = Eq. (6.19)
(10, 0.633668, 10) 12.2839 9.36921 10.1631
(100, 0.46945, 60) 93.2999 59.3643 60.0833
(500, 0.46859, 300) 469.506 296.832 300.084
(1000, 0.554386, 800) 1120.92 776.799 800.13
Table 6.1: Approximations κ̂ for a sampling of κ and M values.
To supplement Table 6.1, which showed how the three approximations
behave on a sampling of points from the (κ,M) plane, in this section we present
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experimental results some slices of this plane, where we either keep M fixed
and vary κ, or we keep κ fixed and vary M .




















Figure 6.1: Comparison of true and approximated κ values (M = 1000).
We begin by holding M fixed at 1000, and allow κ to vary from 10 to
5010. Figure 6.1 shows the values of computed κ̂) (estimation of κ) using the
three approximations. From this figure one can see that (6.16) overestimates
the true κ, while (6.17) underestimates it. However, our approximation (6.19)
is very close to the true κ values.
Next we illustrate the quality of approximation when κ is held fixed
and M is allowed to vary. Figure 6.2 illustrates how the various approxima-
tions behave as the dimensionality M is varied from M = 4 to M = 1454.
The concentration parameter κ was set at 500 for this experiment. We see
that (6.17) catches up with the true value of κ after approximately M ≥ 2κ
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Figure 6.2: Comparison of approximations for varying M (κ = 500).
(because the associated r̄ values become small), whereas (6.19) remains accu-
rate throughout.
Since all the approximations depend on r̄ (which implicitly depends
on κ and M), it is illustrative to also plot the approximation errors as r̄ is
allowed to vary. Figure 6.3 shows how the three approximations perform as
r̄ ranges from 0.05 to 0.95. Let f(M, r̄), g(M, r̄), and h(M, r̄) represent the
approximations to κ using (6.16), (6.17) and (6.19), respectively. Figure 6.3
displays |AM(f(M, r̄)) − r̄|, |AM(g(M, r̄)) − r̄|, and |AM(h(M, r̄)) − r̄| for the
varying r̄ values. Note that the y-axis is on a log-scale to appreciate the
differences between the three approximations. We see that up to r̄ ≈ 0.18
(dashed line on the plot), the approximation yielded by (6.17) has lower error.
Thereafter, approximation (6.19) becomes better.
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Approximation error comparison for (4.1), (4.2) and (4.4)



















Figure 6.3: Comparison of approximations for varying r̄ (M = 1000).
6.4.3 Approximating κ for Watson
In this section we exploit some of the properties of the confluent hy-
pergeometric function 1F1 to obtain an extremely efficient approximation to
(6.15). We remark that Bijral et al. [29] have obtained good approximations
for κ by following our continued fraction expansion approach of §6.4.2. We
provide a some news approximation in this section. It is well known [1] that





1F1(a + 1, b + 1, z). (6.20)
Assuming that b is relatively large we approximate (6.20) to write
a
b
1F1(a + 1, b + 1, z) ≈
a
b − 1 1F1(a + 1, b, z), (6.21)
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essentially replacing b by b − 1. A useful identity that 1F1 satisfies is
(a + z) 1F1(a + 1, b, z) + (b− a− 1) 1F1(a, b, z) + (1− b) 1F1(a + 1, b− 1, z) = 0.
(6.22)
We approximate the last term in the identity above by 1F1(a + 1, b, z). Hence
we get the new approximation
(a + b − 1 + z) 1F1(a + 1, b, z) ≈ (a + b − 1) 1F1(a, b, z). (6.23)






where a, b, z, and r̄ are defined appropriately. Using (6.21) in (6.23) we obtain




1(a, b, z) ≈ (a + b − 1) 1F1(a, b, z). (6.24)
We solve this latter approximation (writing 1F
′
1(a, b, z)/ 1F1(a, b, z) = r̄) to
obtain
z ≈ a(a + b − 1)
(b − 1)r̄ . (6.25)
However, in practice we have observed that the “corrected”-approximation
z ≈ (a + b − 1)
(
1





leads to much better accuracy. This accuracy may be viewed as the result of





1F ′1(a, b, z) − 1F1(a, b, z)
,
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into (6.24), so that we solve the “corrected”-approximation




1(a, b, z) ≈ (a + b − 1) 1F1(a, b, z). (6.27)
This solution of (6.27) is given by (6.26), and it yields significantly better
accuracy than (6.27) in practice.
6.4.4 A more careful look at the approximations
It is obvious that the error of approximation depends heavily upon
the parameters a, b and z. Depending upon these parameters, we have the
following four approximations (all of these are variations of (6.26)).
z ≈ (a + b − 1) 1
1 − r̄ (A1)
z ≈ (a + b − 1)
(
1





z ≈ (a + b − 1)
(
1





z ≈ (a + b − 1)
(
1





We conducted some experiments to determine the parameter ranges for which
these approximations work well. Figure 6.4 displays the behavior of the ap-
proximations (A1) and (A2) across a range of z as a and b are held fixed. We
display r̄ = 1F
′
1/ 1F1 on the X-axis, since the approximations are functions of
r̄, and show varying degrees of accuracy for small or large values of r̄.
Figure 6.5 reports results similar to those in Figure 6.4 except that now
a = 0.5 is used, whereby to attain better approximations we had to use (A3).
In this case (A2) leads to very poor approximations.
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Figure 6.4: Approximation for varying z with parameters a and b are held
fixed at 5.5, and 2000, respectively. Subfigure (a) compares (A1) and (A2)
for small values of z ∈ [0.01..100]. Subfigure (b) compares (A1) and (A2) for
larger values of z ∈ [100..4000]. Notice that as r̄ = 1F ′1/ 1F1 increases, both
approximations become accurate for large values of z. In fact, (A1) is more
accurate than (A2) for larger values of z
Figure 6.6 shows approximations A1 and A3 for a = 0.5, as b is varied
and z is held fixed. From the results above it may seem that approximations
(A3) and (A4) perform similarly. A small attestation to this observation is
provided by Figure 6.7 below.
6.5 Clustering Algorithms
Given our derivation of EM algorithms for a mixture of vMF (moVMF)
distributions, and a mixture of Watson (moW) distributions, we can now pro-
vide algorithms for clustering directional data.
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Figure 6.5: Approximation for varying z with with parameters a and b are
held fixed at 0.5, and 2000.0, respectively. Subfigure (a) compares (A1) and
(A2) for small values of z ∈ [0.01..100]. Subfigure (b) compares (A1) and (A2)
for larger values of z ∈ [100..4000]. Notice that as r̄ = 1F ′1/ 1F1 increases, both
approximations become accurate for large values of z. In fact, (A1) is more
accurate than (A2) for larger values of z.

















Approximations of z for a = 0.5, b = 2000, z ∈  [100..4000]
Approx 1
Approx 3























Figure 6.6: Subfigure (a) shows the approximation of Figure 6.5(b) but with
the true value of z as the x-axis. Subfigure (b) shows a plot of how approxima-
tion (A1) compares against (A4) as b is varied from 2 to 101. The true z was
held constant at 50, and a = 0.5 was also fixed. We see that (A4) consistently
outperforms (A1).
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Absolute error of approximation for z, with a = 0.5, b = 2000, z ∈  [100..4000]
Approx 3
Approx 4
Figure 6.7: Absolute error of approximation of z for fixed a = 0.5, b = 2000,
and z ∈ [100..4000]. After a point both (A3) and (A4) yield the same results.
Note from the figure how the error shoots up when the true value of z is close
to b. It is a known fact that asymptotic approximations for Hypergeometric
functions break down when a is small, but both b and z are of comparable
magnitude. Hence, some further scope of improvement is possible.
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6.5.1 Algorithms for moVMF
The clustering algorithms for moVMF distributions are centered on
soft and hard-assignment schemes and are titled soft-moVMF and hard-moVMF
respectively. The soft-moVMF algorithm (Algorithm 6.10) estimates the pa-
rameters of the mixture model exactly following the derivations in Section 6.3.1
using EM. Hence, it assigns soft (or probabilistic) labels to each point that are
given by the posterior probabilities of the components of the mixture con-
ditioned on the point. On termination, the algorithm gives the parameters
Θ = {αk,µk, κk}Kk=1 of the K vMF distributions that model the dataset A, as
well as the soft-clustering, i.e., the posterior probabilities p(k|ai, Θ), for all k




Input: A ∈ SM−1, K: number of clusters
Output: Soft clustering of A over a mixture of K vMF distributions
{Initialize}
αk,µk, κk for 1 ≤ k ≤ K
while not converged
The E (Expectation) step of EM
for i = 1 to N










The M (Maximization) step of EM












The hard-moVMF algorithm (Algorithm 6.11) estimates the parameters
of the mixture model using a hard assignment, or, winner takes all strategy. In
other words, we do the assignment of the points based on a derived posterior










After these hard assignments, each point ai belongs to a single cluster. Upon
termination, Algorithm 6.11 yields a hard clustering of the data and the pa-




Input: A ∈ SM−1, K: number of clusters
Output: A disjoint K-partitioning of A
{Initialize}
αk,µk, κk for all 1 ≤ k ≤ K
while not converged
{The Hardened E-step of EM}
for i = 1 to N











{The M-step of EM}
Same as in Algorithm 6.10
end while.
6.5.2 Connection to Spherical Kmeans
In this section we show that upon enforcing certain restrictive assump-
tions on the generative model, the spkmeans algorithm (Algorithm 6.12) can be
viewed as a special case of both the soft-moVMF and hard-moVMF algorithms.
More precisely, assume that in our mixture of vMFs, the priors of all
the components are equal, i.e., αk = 1/K for all k. Further assume that all the
components have (equal) infinite concentration parameters, i.e., κk = κ → ∞
for all k. Under these assumptions the E-step in the soft-moVMF algorithm
reduces to assigning a point to its nearest cluster, where nearness is computed
as a cosine similarity between the point and the cluster representative. Thus,
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a point ai will be assigned to cluster k
∗ = argmaxk a
T
i µh, since









and p(k|ai, Θ) → 0, as κ → ∞ for all k 6= k∗.
To show that spkmeans can also be seen as a special case of the hard-moVMF,
in addition to assuming the priors of the components to be equal, we further
assume that the concentration parameters of all the components are equal,
i.e., κk = κ for all k. With these assumptions on the model, the estimation
of the common concentration parameter becomes unessential since the hard
assignment will depend only on the value of the cosine similarity aTi µh, and
hard-moVMF reduces to spkmeans.
Algorithm 6.12: spkmeans
Spkmeans(A, K)
Input: A ∈ SM−1
Output: A disjoint K-partitioning {Ak}Kk=1 of A
{Initialize}
µk for 1 ≤ k ≤ K
while not converged
{The E (Expectation) step of EM}
Set Ak ← ∅ for 1 ≤ k ≤ K
for i = 1 to N
Ak ← Ak ∪ {ai} where k = argmaxk′ aTi µk′
endfor
{The M (Maximization) step of EM}









In our experiments, we also report results on fskmeans [10], an algo-
rithm that lies within the same class, in the sense that like spkmeans, it can
be derived from the mixture of vMF models with some restrictive assump-
tions. In fskmeans, the centroids of the mixture components are estimated as
in hard-movMF. The κ value for a component is explicitly set to be inversely
proportional to the number of points in the cluster corresponding to that
component. This explicit choice simulates a frequency sensitive competitive
learning that implicitly prevents the formation of null clusters, a well-known
problem in regular kmeans [36].
6.5.3 Algorithms for moW
Just as for moVMF distributions, we can derive two clustering algo-
rithms for moW distributions too. In Algorithms 6.10 and 6.11 we just need
to replace pk(ai|θk) by the Watson density, and the M-steps need to be up-
dated as per (6.14) and (A1–A4). We omit the details for brevity. We name
the corresponding algorithms hard-moW and soft-moW, respectively.
6.5.4 Relation to diametric clustering
The Diametric Clustering algorithm of Dhillon et al. [84] groups to-
gether both correlated and anti-correlated data points. This amounts to group-
ing points while respecting axial symmetry. Immediately one might ask the
question whether the diametric clustering procedure bears a relation to clus-
tering based on mixtures of distributions that respect axial symmetry, i.e.,
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distributions that essentially treat ±x as the same. We answer this question
in the affirmative, and show that the diametric clustering procedure of Dhillon
et al. [84] is a limiting case of EM for a mixture of Watson distributions.
To that end, first we recapitulate the diametric clustering procedure (taken
from [84]) as Algorithm 6.13.
Algorithm 6.13: diametric
Diametric(A, K)
Input: A ∈ SM−1
Output: A disjoint K-partitioning Ak of A
{Initialize}
µk for 1 ≤ k ≤ K
while not converged
{The E-step of EM}
Set Ak ← ∅ for all 1 ≤ k ≤ K
for i = 1 to N
Ak ← Ak ∪ {ai} where k = argmaxk′(aTi µk′)2
endfor
{The M (Maximization) step of EM}
for k = 1 to K




From Algorithm 6.13 it is evident how it may be derived as a limiting
case of EM for a mixture of Watson distributions. We can follow exactly the
same arguments as in Section 6.5.2. The first view is based on a limiting view
of soft-moW as κk → ∞, because this sends βik → {0, 1}. The second limiting
view comes from ignoring kappas in hard-moW, by setting all of them to some
fixed value κ∗. We omit the details for brevity.
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6.6 Experimental Results
We now offer some experimental validation to assess the quality of
clustering results achieved EM based clustering algorithms for moVMFs. Ex-
perimental results for moW have been reported by other researchers in the
following paper [29], hence we do not replicate them here. Thus, for this
section we compare the following four algorithms on numerous datasets.
1. Spherical K-Means [77]—spkmeans.
2. Frequency Sensitive Spherical K-Means [10]—fskmeans.
3. moVMF based clustering using hard assignments (§6.5.1)—hard-moVMF.
4. moVMF based clustering using soft assignments (§6.5.1)—soft-moVMF.
It has already been established that K-means using Euclidean distance per-
forms much worse than spkmeans for text data [268], so we do not consider
it here. Generative model based algorithms that use mixtures of Bernoulli
or multinomial distributions, which have been shown to perform well for text
datasets, have also not been included in the experiments. This exclusion is
done because a recent empirical study over 15 text datasets showed the multi-
nomial model to outperform simple versions of vMF mixture models (with κ
constant for all clusters) for only one dataset (Classic3), and the Bernoulli
model was inferior in all cases [300].
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6.6.1 Datasets
The datasets that we used for empirical validation and comparison of
our algorithms were carefully selected to represent some typical clustering
problems. We also created various subsets of some of the datasets for gaining
greater insight into the nature of clusters discovered or to model some partic-
ular clustering scenario (e.g. balanced clusters, skewed clusters, overlapping
clusters etc.). We drew our data from five sources: Simulation, Classic3, Yahoo
News, CMU 20 Newsgroup and Yeast Gene Expressions. For all the text doc-
ument datasets, the toolkit MC [81] was used for creating a high-dimensional
vector space model that each of the four algorithms utilized. matlab code
was used to render the input as a vector space for both the simulated and
gene-expression datasets.
• Simulation. We use simulated data to verify that the discrepancy be-
tween computed values of the parameters and their true values is small.
Our simulated data serve the principal purpose of validating the “cor-
rectness” of our implementations. We used a slight modification of the
algorithm given by Wood [288] to generate a set of data points following a
given vMF distribution. We describe herein, two synthetic datasets. The
first dataset small-mix is 2-dimensional and is used to illustrate soft-
clustering. The second dataset big-mix is a high-dimensional dataset
that could serve as a model for real world text datasets. Let the triple
(n, d, k) denote the number of sample points, the dimensionality of a
sample point and the number of clusters respectively.
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1. small-mix: This data has (n, d, k) = (50, 2, 2). The mean direction
of each component is a random unit vector. Each component has
κ = 4.
2. big-mix: This data has (n, d, k) = (5000, 1000, 4). The mean direc-
tion of each component is a random unit vector, and the κ values of
the components are 650.98, 266.83, 267.83, and 612.88. The mixing
weights for each component are 0.251, 0.238, 0.252, and 0.259.
• Classic3. Classic3 is a well known collection of documents. It is an easy
dataset to cluster since it contains documents from three well-separated
sources. Moreover, the intrinsic clusters are largely balanced.
1. Classic3: This corpus contains 3893 documents, among which 1400
Cranfield documents are from aeronautical system papers, 1033
Medline documents are from medical journals, and 1460 Cisi doc-
uments are from information retrieval papers. The particular vector
space model used had a total of 4666 features (words). Thus, each
document, after normalization, is represented as a unit vector in a
4666-dimensional space.
2. Classic300: Classic300 is a subset of the Classic3 collection and
has 300 documents. From each category of Classic3, we picked
100 documents at random to form this particular dataset. The
dimensionality of the data was 5471.
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3. Classic400: Classic400 is a subset of Classic3 that has 400 docu-
ments. This dataset has 100 randomly chosen documents from the
Medline and Cisi categories and 200 randomly chosen documents
from the Cranfield category. This dataset is specifically designed
to create unbalanced clusters in an otherwise easily separable and
balanced dataset. The dimensionality of the data was 6205.
• Yahoo News (K-series). This compilation has 2340 Yahoo news arti-
cles from 20 different categories. The underlying clusters in this dataset
are highly skewed in terms of the number of documents per cluster, with
sizes ranging from 9 to 494. The skewness presents additional challenges
to clustering algorithms.
• CMU Newsgroup. The CMU Newsgroup dataset is a well known
compilation of documents. We tested our algorithms on not only the
original dataset, but on a variety of subsets with differing characteristics
to explore and understand the behavior of our algorithms.
1. News20: This standard dataset is a collection of 19,997 messages,
gathered from 20 different USENET newsgroups. One thousand
messages are drawn from the first 19 newsgroups, and 997 from the
twentieth. The headers for each of the messages are then removed
to avoid biasing the results. The particular vector space model used
had 25924 words. News20 embodies the features characteristic of a
typical text dataset—high-dimensionality, sparsity and significantly
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overlapping clusters.
2. Small-news20: We formed this set by selecting 2000 messages
from original News20 dataset. We selected 100 messages from each
category in the original dataset. Hence this dataset has balanced
classes (though there may be overlap). The dimensionality of the
data was 13406.
3. Same-100/1000 is a subset of the News20 dataset and comprises
100/1000 messages from 3 very similar newsgroups: comp.graphics,
comp.os.ms-windows, comp.windows.x.
4. Similar-100/1000 is a subset of the News20 dataset and com-
prises 100/1000 messages from 3 somewhat similar newsgroups:
talk.politics.guns, talk.politics.mideast, talk.politics.misc.
5. Different-100/1000 is a subset of the News20 dataset and com-
prises 100/1000 messages from 3 unrelated newsgroups: alt.atheism,
rec.sport.baseball, sci.space.
• Yeast Gene Expressions. Gene-expression data was selected to offer
a clustering domain different from text analysis. As previously moti-
vated, the use of Pearson correlation for the analysis of gene expression
data is common, so a directional model is well-suited. Coincident to this
domain are the difficulties of cluster validation because of the unavail-
ability of true labels. Such difficulties make the gene expression data a
more challenging and perhaps a more rewarding domain for clustering.
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Gene expression data is presented as a matrix of genes (rows) by ex-
pression values (columns). The expression vectors are constructed using
DNA microarray experiments. We used a subset of the Rosetta Inphar-
matics yeast gene expression set [136]. The original dataset consists of
300 experiments measuring expression of 6,048 yeast genes. Out of these
we selected a subset of 996 genes for clustering. For each of the 996 genes
the 300-element expression vector was normalized to have unit Euclidean
norm.
6.6.2 Methodology
Except the gene expression dataset, performance of the algorithms on
all the datasets has been analyzed using mutual information (MI) between the
cluster and class labels. For gene data, due to the absence of true labels, we
have to take recourse to reporting some internal figures of merit. We defer a
discussion of the same to Section 6.6.7.
The MI gives the amount of statistical similarity between the cluster
and class labels [58]. If X is a random variable for the cluster assignments and
Y is a random variable for the pre-existing labels on the same data, then their
MI is given by I(X; Y ) = E[ln p(X,Y )
p(X)p(Y )
] where the expectation is computed
over the joint distribution of (X,Y ) estimated from a particular clustering of
the dataset under consideration. For soft-moVMF we “harden” the clustering
produced by labeling a point with the cluster label for which it has the highest
value of posterior probability (ties broken arbitrarily), in order to evaluate MI.
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Note that variants of MI have been used to evaluate clustering algorithms by
several researchers. [194] used a related concept called variation of information
to compare clusterings. An MDL-based formulation that uses the MI between
cluster assignments and class labels was proposed by [89].
All results reported herein have been averaged over 10 runs. All al-
gorithms were started with the same random initialization to ensure fairness
of comparison. Each run was started with a different random initialization.
However, no algorithm was restarted within a given run and all of them were
allowed to run to completion. Since the standard deviations of MI were rea-
sonably small for all algorithms, to reduce clutter, we have chosen to omit a
display of error bars in our plots.
6.6.3 Simulated Datasets
First, to build some intuition and confidence in the working of our vMF
based algorithms we exhibit relevant details of soft-moVMF’s behavior on the
small-mix dataset shown in Figure 6.8 (a).
The clustering produced by our soft cluster assignment algorithm is
shown in Figure 6.8 (b). The points (taken clockwise) marked with solid circles
have cluster labels (0.15, 0.85), (0.77, 0.23), (.82, .18) and (.11, .89), where a
cluster label (x, 1 − x) for a point means that the point has probability x of
belonging to Cluster 1 and probability 1 − x of belonging to Cluster 2. All
other points are categorized to belong to a single cluster by ignoring small
(less than 0.10) probability values.
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The small-mix dataset. A clustering of small-mix.
Figure 6.8: Small-mix dataset and its clustering by soft-moVMF.
The confusion matrix, obtained by “hardening” the clustering produced





. As is evident from
this confusion matrix, the clustering performed by soft-moVMF is excellent,
though not surprising, since small-mix is a dataset with well-separated clusters.
Further testimony to soft-moVMF’s performance is served by Table 6.2, which
shows the discrepancy between true and estimated parameters for the small-
mix collection. In the table µ, κ, α represent the true parameters and µ̂,κ̂,
Cluster µ µ̂ κ κ̂ α α̂
1 (-0.251, -0.968) (-0.279, -0.960) 4 3.78 0.48 0.46
2 (0.399, 0.917) (0.370, 0.929) 4 3.53 0.52 0.54
Table 6.2: True and estimated parameters for small-mix using soft-moVMF.
α̂ represent the estimated parameters. We can see that even in the presence
of a limited number of data points in the small-mix dataset (50 points), the
estimated parameters approximate the true parameters quite well.
Before moving onto real datasets let us briefly look at the behavior of
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the algorithms on the larger dataset big-mix. On calculating MI as described
previously we found that all the algorithms performed similarly with MI values
close to one. We attribute this good performance of all the algorithms to the







0.994 0.998 0.006 0.004 0.002 0.001
Table 6.3: Performance of soft-moVMF on big-mix dataset.
availability of a sufficient number of data points and similar sized clusters.
For reference Table 6.3 offers numerical evidence about the performance of
soft-moVMF on the big-mix dataset.
6.6.4 Classic3 Family of Datasets
Table 6.4 shows typical confusion matrices obtained for the full Clas-
sic3 dataset. We observe that the performance of all the algorithms is quite
similar and there is no added advantage yielded by using the general moVMF
model as compared to the other algorithms. This observation can be ex-
plained by noting that the clusters of Classic3 are well separated and have
a sufficient number of documents. For this clustering hard-moVMF yielded
κ values of (732.13, 809.53, 1000.04), while soft-moVMF reported κ values of
(731.55, 808.21, 1002.95).
fskmeans spkmeans hard-moVMF soft-moVMF
med cisi cran med cisi cran med cisi cran med cisi cran
1019 0 0 1019 0 0 1018 0 0 1019 0 1
1 6 1386 1 6 1386 2 6 1387 1 4 1384
13 1454 12 13 1454 12 13 1454 11 13 1456 13
Table 6.4: Comparative confusion matrices for 3 clusters of Classic3.
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Table 6.5 shows the confusion matrices obtained for the Classic300
dataset. Even though Classic300 is well separated, the small number of doc-
uments per cluster makes the problem somewhat difficult for fskmeans and
spkmeans, while hard-moVMF has a much better performance due to its model
flexibility. The soft-moVMF algorithm performs appreciably better than the
other three algorithms.
fskmeans spkmeans hard-moVMF soft-moVMF
med cisi cran med cisi cran med cisi cran med cisi cran
29 38 22 29 38 22 3 72 1 0 98 0
31 27 38 31 27 38 62 28 17 99 2 0
40 35 40 40 35 40 35 0 82 1 0 100
Table 6.5: Comparative confusion matrices for 3 clusters of Classic300.
fskmeans spkmeans hard-moVMF soft-moVMF
med cisi cran med cisi cran med cisi cran med cisi cran
27 16 55 27 17 54 56 28 20 0 0 91
51 83 12 51 82 12 44 72 14 82 99 2
23 1 132 23 1 133 1 0 165 19 1 106
Table 6.6: Comparative confusion matrices for 3 clusters of Classic400.
It seems that the low number of documents does not pose a problem
for soft-moVMF and it ends up getting an almost perfect clustering for this
dataset. Thus in this case, despite the low number of points per cluster, the
superior modeling power of our moVMF based algorithms prevents them from
getting trapped in inferior local-minima as compared to the other algorithms—
resulting in a better clustering.
The confusion matrices obtained for the Classic400 dataset are dis-
played in Table 6.6. The behavior of the algorithms for this dataset is quite
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interesting. As before, due to the small number of documents per clus-
ter, fskmeans and spkmeans give a rather mixed confusion matrix. The
hard-moVMF algorithm gets a significant part of the bigger cluster correctly
and achieves some amount of separation between the two smaller clusters.
The soft-moVMF algorithm exhibits a somewhat intriguing behavior. It splits
the bigger cluster into two, relatively pure segments, and merges the smaller
two into one cluster. When 4 clusters are requested from soft-moVMF, it re-
turns 4 very pure clusters (not shown in the confusion matrices) two of which
are almost equal sized segments of the bigger cluster.
An engaging insight into the working of the algorithms is provided by
considering their clustering performance when they are requested to produce
greater than the “natural” number of clusters. In Table 6.7 we show the con-
fusion matrices resulting from 5 clusters of the Classic3 corpus. The matrices
suggest that the moVMF algorithms have a tendency of trying to maintain
larger clusters intact as long as possible, and breaking them into reasonably
pure and comparably sized parts when they absolutely must. This behavior
of our moVMF algorithms coupled with the observations in Table 6.6, suggest
a clustering method in which one could generate a slightly higher number of
clusters than required, and then agglomerate them appropriately.
The MI plots for the various Classic3 datasets are given in Figures 6.9(a)-
(c). For the full Classic3 dataset (Figure 6.9(a)), all the algorithms perform
almost similarly at the true number of clusters. However, as the number of
clusters increases, soft-moVMF seems to outperform the others by a signifi-
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(a) MI values for Classic3. (b) MI values for Classic300.






















































(c) MI values for Classic400. (d) MI values for Yahoo20.
Figure 6.9: Comparison of the algorithms for the Classic3 datasets and the
Yahoo News dataset.
fskmeans spkmeans hard-moVMF soft-moVMF
med cisi cran med cisi cran med cisi cran med cisi cran
2 4 312 2 4 323 3 5 292 0 1 1107
8 520 10 8 512 9 511 1 0 5 1455 14
5 936 6 5 944 6 514 1 0 526 2 1
1018 0 1 1018 0 1 0 2 1093 501 0 0
0 0 1069 0 0 1059 5 1451 13 1 2 276
Table 6.7: Comparative confusion matrices for 5 clusters of Classic3.
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cant margin. Another interesting point to note is that the MI values of the
hard-moVMF algorithm fall very rapidly beyond the true number of clusters—
this particular behavior could be used as a guideline to automatically figure out
the “true” number of clusters for a dataset where such a number is unknown
(e.g. gene data). For Classic300 (Figure 6.9(b)) and Classic400 (Figure 6.9(c)),
soft-moVMF seems to significantly outperform the other algorithms. In fact,
for these two datasets, soft-moVMF performs substantially better than the
other three, even at the correct number of clusters. Among the other three,
hard-moVMF seems to perform better than spkmeans and fskmeans across the
range of clusters.
6.6.5 Yahoo News Dataset
The Yahoo News dataset is a relatively difficult dataset for clustering
since it has a fair amount of overlap among its clusters and the number of
points per cluster is low. In addition, the clusters are highly skewed in terms
of their comparative sizes.
Results for the different algorithms can be seen in Figure 6.9(d). Over
the entire range, soft-moVMF consistently performs better than the other algo-
rithms. Even at the correct number of clusters k = 20, it performs significantly
better than the other algorithms.
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(a) MI values for News20.



























(b) MI values for Small-news20.
Figure 6.10: Comparison of the algorithms for the CMU Newsgroup and some
subsets.
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(c) MI values for Different-100.
























(d) MI values for Different-1000.
Figure 6.11: Comparison of the algorithms for the CMU Newsgroup and some
subsets.
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(e) MI values for Similar-100.





























(f) MI values for Similar-1000.
Figure 6.12: Comparison of the algorithms for the CMU Newsgroup and some
subsets.
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6.6.6 CMU Newsgroup Family of Datasets
Now we discuss clustering performance of the four algorithms on the
CMU Newsgroup datasets. Figure 6.10(a) shows the MI plots for the full
News20 dataset. All the algorithms perform similarly until the true number of
clusters after which soft-moVMF and spkmeans perform better than the others.
We do not notice any interesting differences between the four algorithms from
this Figure.
Figure 6.10(b) shows MI plots for the Small-News20 dataset and the
results are of course different. Since the number of documents per cluster is
small (100), as before spkmeans and fskmeans do not perform that well, even
at the true number of clusters, whereas soft-moVMF performs considerably
better than the others over the entire range. Again, hard-moVMF exhibits
good MI values until the true number of clusters, after which it falls sharply.
On the other hand, for the datasets that have a reasonably large number
of documents per cluster, another kind of behavior is usually observed. All
the algorithms perform quite similarly until the true number of clusters, after
which soft-moVMF performs significantly better than the other three. This
behavior can be observed in Figures 6.11(d), 6.12(f) and 6.13(b). We note
that the other three algorithms perform quite similarly over the entire range
of clusters. We also observe that for an easy dataset like Different-1000, the
MI values peak at the true number of clusters, whereas for a more difficult
dataset such as Similar-1000 the MI values increase as the clusters get further
refined. This behavior is expected since the clusters in Similar-1000 are much
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more overlapping than those in Different-1000.
6.6.7 Yeast Gene Expression Dataset
The gene dataset that we consider differs from text data in two major
aspects. First, the data can have negative values, and second, we do not know
the true labels for the data points.
Owing to the absence of true cluster labels for the data points, we
evaluate the clusterings by computing certain internal figures of merit. These
internal measures are commonly employed for evaluating clustering of genes
[for e.g. 257]. Let X = {x1,x2, . . . xn} be the set of data that is clustered into
disjoint clusters X1, . . . ,Xk. Let µj denote the mean vector of the j-th cluster











As can easily be seen, a higher homogeneity means that the individual elements
of each cluster are quite similar to the cluster representative. We also take note







Both Havg and Hmin provide a measure of the intra-cluster similarity. We now








































(a) MI values for Same-100.





























(b) MI values for Same-1000.
Figure 6.13: Comparison of the algorithms for more subsets of CMU News-
group data.
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It is easily seen that for a “good” clustering Savg and Smax should be low.
Recently, researchers [175, 254] have started looking at supervised meth-
ods of evaluating the gene clustering results using public genome databases
such as the Kyoto Encyclopedia of Genes and Genomes (KEGG) and the gene
ontology (GO). As of now, the evaluation techniques are still evolving and
there is no consensus on how to best use the databases. For example, it is
becoming clear that a pairwise precision-recall analysis of gene pairs may not
be useful since the databases are currently incomplete due to lack of knowl-
edge about all genes. Once the methods of evaluation become standardized,
as a future work, we would like to evaluate the performance of our proposed
algorithms with respect to the databases.
Figure 6.14 shows the various cluster quality figures of merit as com-
puted for clusters of our gene expression data. A fact that one immediately
observes is that hard-moVMF consistently performs better than all the other
algorithms. This comes as somewhat of a surprise, because in almost all other
datasets, soft-moVMF performs better (though, of course, the measures of eval-
uation are different for gene data as compared to the other datasets that we
considered). Note that the figures of merit for soft-moVMF are computed after
“hardening” the clustering results that it produced.
We see from Figure 6.14(a) that both hard-moVMF and soft-moVMF
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(a) Havg values (b) Hmin values








































(c) Savg values (d) Smax values
Figure 6.14: Measures of cluster quality for gene data.
yield clusters that are much more homogeneous than those furnished by fskmeans
and spkmeans. The inter-cluster similarities, as measured by Savg and Smax
are again the lowest for hard-moVMF, thereby indicating that hard-moVMF gives
the best separated clusters of all the four algorithms. Though the inter-cluster
similarities do not differ that much between the four algorithms, soft-moVMF
seems to be forming clusters with higher inter-cluster similarity than other
algorithms. We could explain this behavior of soft-moVMF by noting that
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it tends to form overlapping clusters (because of soft-assignments) and those
clusters remain closer even after hardening. Since Havg essentially measures
the average cosine similarity, we note that using our moVMF based algorithms,
we are able to achieve clusters that are more coherent and better separated—a
fact that could be attributed to the richer model employed by our algorithms.
An inescapable observation is that our vMF based algorithms obtain a better
average cosine similarity than spkmeans, implying that the richer vMF model
allows them to escape the local minima that trap spkmeans.
6.6.8 Running time
This section shows a brief report of the running time differences between
hard-moVMF and soft-moVMF. Table 6.8 shows these comparisons. These run-
ning time experiments were performed on an AMD Athlon based computer
running the Linux operating system. From Table 6.8 we see that hard-moVMF
Clusters Classic300 Classic3 News20
3 0.39s/11.56s 3.03s/109.87s 10.18s/619.68s
5 0.54s/17.99s 3.59s/163.09s 14.05s/874.13s
10 - - 18.9s/1512s
20 - - 29.08s/3368s
Table 6.8: Running time comparison between hard-moVMF and soft-moVMF.
The times are indicated in the format “hard-moVMF/ soft-moVMF”.
runs much faster than soft-moVMF, and this difference becomes even greater
when the number of clusters desired becomes higher.
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6.7 Discussion
From the experimental results, it seems that certain high-dimensional
datasets, including text and gene-expression data, have properties that match
well with the modeling assumptions of the vMF mixture model, and in cer-
tain cases with the Watson mixture model. This motivates further study of
such models. For example, one can consider a hybrid algorithm that employs
soft-moVMF for the first few (more important) iterations, and then switches to
hard-moVMF for speed, and measure the speed-quality tradeoff that this hybrid
provides. Another possible extension would be to consider an online version
of the EM-based algorithms as discussed in this chapter, developed along the
lines of Neal and Hinton [204]. Online algorithms are particularly attractive
for dealing with streaming data when memory is limited, and for modeling
mildly non-stationary data sources. We could also adapt a local search strat-
egy such as the one in [82], for incremental EM to yield better local minima
for both hard and soft-assignments.
The vMF and Watson distributions that we considered are amongst the
simplest parametric distributions for directional data. There are more general
of models on the unit sphere [187], such as the Bingham distribution, the
Kent distribution, and the Fisher-Bingham distribution, the Pearson type VII
distributions [187, 260, Figure 5.3], etc. that can potentially be more applica-
ble in the general setting. For example, the Fisher-Bingham distributions have
added modeling power since there are O(M2) parameters for each distribution.
However, the parameter estimation problem, especially in high-dimensions, is
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significantly more difficult for such models, as more parameters need to esti-
mated from the data. Furthermore, we saw that the greatest difficulty towards
parameter estimation was raised by the normalization constant. With increas-
ingly complex directional distributions, the normalization constant becomes
more and more complicated. For example, for the Bingham distribution, the
normalization constant involves the matrix valued Hypergeometric function,
which itself is difficult to compute. Thus, the generalization to more powerful
models is not immediate, though it could be potentially useful.
6.8 Related Work
There has been an enormous amount of work on clustering a wide va-
riety of datasets across multiple disciplines over the past fifty years [145]. The
methods presented in this paper are tailored for high-dimensional data with
directional characteristics, rather than for arbitrary datasets. In the learn-
ing community, perhaps the most widely studied high-dimensional directional
data stem from text documents represented by vector space models. Much
of the work in this domain uses discriminative approaches [267, 299]. For ex-
ample, hierarchical agglomerative methods based on cosine, Jaccard or Dice
coefficients were dominant for text clustering till the mid-1990s [235]. Over
the past few years several new approaches, ranging from spectral partitioning
[149, 299], to the use of generative models from the exponential family, e.g.,
mixture of multinomials or Bernoulli distributions [206] etc., have emerged. A
fairly extensive list of references on generative approaches to text clustering
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can be found in [301], who presented a unifying framework that captures the
properties of virtually all generative approaches in this domain.
Of particular relevance to our work are spkmeans [77], and diametric
clustering [84]. The former adapts the k-means algorithm to normalized data
by using the cosine measure for cluster allocation and by re-normalizing the
cluster means to unit length as well, while the latter treats anti-correlated
points to be the same (essentially using squared cosine-similarity as its measure
of proximity). Both of these algorithms appear to be discriminative at first
glance, but turn out to be limiting cases of the generative models presented in
this chapter.
The larger topic of clustering very high-dimensional data (dimension in
the thousands or more), irrespective of whether it is directional or not, has also
attracted great interest lately [76]. Again, most of the proposed methods to
dealing with the curse of dimensionality in this context follow a density-based
heuristic or a discriminatory approach [104]. Among generative approaches
for clustering high-dimensional data, perhaps the most noteworthy is one that
uses low dimensional projections of mixtures of Gaussians [62]. It turns out
that one of our proposed methods alleviates problems associated with high
dimensionality via an implicit local annealing behavior.
The vMF distribution is known in the literature on directional statis-
tics [187], and the maximum likelihood estimates (MLE) of the parameters
have been given for a single distribution. Recently Piater [226] obtained pa-
rameter estimates for a mixture for circular, i.e., 2-dimensional vMFs. In an
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Appendix to his thesis, Piater [226] starts on an EM formulation for 2-D vMFs
but cites the difficulty of parameter estimation (especially κ) and eventually
avoids doing EM in favor of another numerical gradient descent based scheme.
Mooney et al. [201] use a mixture of two circular von Mises distributions and
estimate the parameters using a quasi-Newton procedure. Wallace and Dowe
[282] perform mixture modeling for circular von Mises distributions and have
produced a software called Snob that implements their ideas. McLachlan and
Peel [193] discuss mixture analysis of directional data and mention the pos-
sibility of using Fisher distributions (3-dimensional vMFs), but instead use
3-dimensional Kent distributions [187]. They also mention work related to the
clustering of directional data, but all the efforts included by them are restricted
to 2-D or 3-D vMFs. Indeed, McLachlan and Peel [193] also draw attention
to the difficulty of parameter estimation even for 3-D vMFs. Even for a single
component, the maximum-likelihood estimate for κ involves inverting a ratio
of two Bessel functions, and current ways of approximating this operation are
inadequate for high-dimensional data. It turns out that our more accurate up-
date for κ translates into a substantial improvement in the empirical results.
The Watson distribution has already received attention elsewhere in the liter-
ature [29], where the authors followed our approach for moVMFs to obtain an
efficient EM procedure. Our derivations in this chapter differ in terms of the
approximation that we derive for the κ parameter for a moW. We remark that
preliminary experiments show that the estimation error for the approximation
to κ provided by Bijral et al. [29] can grow without bound—a situation that
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does not seem to plague our approximations.
The connection between a generative model involving vMF distribu-
tions with constant κ and the spkmeans algorithm was first observed by Baner-
jee and Ghosh [10]. A variant that could adapt in an on-line fashion leading
to balanced clustering solutions was developed by Banerjee and Ghosh [11].
Balancing was encouraged by taking a frequency-sensitive competitive learn-
ing approach in which the concentration of a mixture component was made
proportional to the number of data points already allocated to it. Another
online competitive learning scheme using vMF distributions for minimizing a
KL-divergence based distortion was proposed by Sinkkonen and Kaski [261].
Note that the full EM solution was not obtained or employed in either of
these works. Recently a detailed empirical study of several generative models
for document clustering, including a simple mixture-of-vMFs model that con-
strains the concentration κ to be the same for all mixture components during
any iteration was presented by Zhong and Ghosh [300]. Even with this restric-
tion, this model was superior to both hard and soft versions of multivariate
Bernoulli and multinomial models. These positive results further motivate the
current paper in which we present the general EM solution for parameter es-
timation of a mixture of vMF distributions. This enhancement leads to even
better clustering performance for difficult clustering tasks: when clusters over-
lap, when cluster sizes are skewed, and when cluster sizes are small relative
to the dimensionality of the data. In the process, several new, key insights
into the nature of hard vs. soft mixture modeling and the behavior of vMF
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based mixture models are obtained. Of late, directional distributions seem to




In this chapter we describe some of the software that we have developed
for implementing many of the algorithms derived as a part of this thesis. We
include specific implementation details where relevant, to aid someone else
trying to replicate our effort.
7.1 NNMA
Despite their simplicity, good software has been surprisingly lacking
for even the simplest NNMA algorithms, for e.g., the original Lee & Seung
algorithms. As a part of our research on NNMA algorithms, we have also
implemented many of the derived algorithms. Our software is available both
as a C++ implementation as well as through a Matlab implementation.
Figure 7.1 provides a screenshot of the Matlab based interface to our NNMA
software.
7.1.1 NNMA Algorithms
Our NNMA software includes implementations for solving NNMA prob-
lems with the following objective functions:
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Figure 7.1: Screenshot of NNMA software
1. ‖A − BC‖2F via Lee & Seung’s algorithm.
2. ‖A − BC‖2F via alternating non-negative least squares (NNLS)
3. ‖A − BC‖2F + λ‖B‖2F + µ‖C‖2F via an adaptation of Lee & Seung’s
method.
4. ‖W ⊙ (A − BC)‖2F via our weighted NNMA (§2.9.7)
5. ‖A − W1BCW2‖2F via our adaptation of Lee & Seung’s method
6. ‖A − RBC‖2F via our multi-factor generalization (§2.9.6) to NNMA
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7. KL(A‖BC) via Lee & Seung’s algorithm
8. KL(A‖BC) via Alternating KL-Divergence minimization
9. KL(A‖BC) + λ‖B‖2F + µ‖C‖2F via an adaptation of Lee & Seung’s
method
10. KL(A‖RBC) via our multi-factor NNMA (§2.9.6)
11. KL(A‖W1BCW2) via our weighted NNMA (§2.9.7)
12. Dϕ(A; BC) via our generalized Bregman divergence method (via up-
date (2.32))
Our software is implemented to work with both dense and sparse ma-
trices as input, and uses efficient BLAS based linear algebra when possible.
Additional useful software
To supplement our NNMA software we have also developed wrapper
libraries around SVDPACKC and ARPACK to permit the user to compute
singular values and vectors for large sparse matrices. These wrapper libraries
make it particularly easy to incorporate spectral computation capability into
the users’ own software, and are available via the author’s website for public
download.
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./metric: -f FILE [-a [0-5]] [-h]
-f, --file=FILE Filename containing non-metric matrix.
-a, --alg
-a 0 ==> L_1 error metric nearness.
-a 1 ==> L_2 error metric nearness.
-a 2 ==> L_2 error with Bregman’s algorithm.
-a 3 ==> L_1 error, vectorized code
-a 4 ==> L_2 error, Floyd-Warshall order of triangles
-a 5 ==> KL error, Bregman’s algorithm
-h, --help Display this help message
-m, --max=ITERS Maximum iterations
-o, --out=[FILE] Write output matrix to FILE (default = stdout)
-t, --tol=TOL Convergence tolerance
-s, --scale=SCALE Scale factor for epsilon in L1 code
--version Display version number and exit.
Figure 7.2: Output of our metric nearness software
7.2 Metric Nearness
Our software for the Metric Nearness problem has contributed above
and beyond its original intent. Metric Nearness is a constrained optimization
problem with highly structured constraints, which we naturally exploit in our
implementation. Our success with the metric nearness software prompted us
to develop large-scale optimization software for linear and quadratic programs.
That particular software effort lies outside the scope of this dissertation, but
is available via the author’s website.
Our metric nearness software is available both in a C++ as well as
Matlab implementation. Figure 7.2 shows the interface presented by our
metric nearness software.
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7.3 EM for vMF and Watson distributions
Usually implementing the EM algorithm is quite straightforward. How-
ever, for directional distributions such as vMF and Watson, the normalization
constants are hard to compute. Furthermore, the maximum-likelihood param-
eter estimation requires the solution of difficult nonlinear equations, and for
high-dimensional data, black-box approaches rapidly become infeasible. The
implementation of EM for directional distributions also comes with engineering
challenges such as overflows due to the explosive growth of the involved special
functions. To tackle this problem, we had to implement our own versions, and
our algorithms are described below in Section 7.3.1.
Our EM software for both mixtures of vMF and Watson distributions
is available as part of this dissertation.
7.3.1 Elementary approaches to special function computation
Both the von Mises-Fisher density and Watson density require the com-
putation of special functions. The former requiring computation of modified
Bessel functions of the first kind (of real order and argument), i.e. Is(x), and
the latter requiring computation of the confluent Hypergeometric function 1F1
(with real arguments). Even though both of these functions have been very
well studied in the literature and several implementations exist, they are in-
sufficient for our applications for the following reasons:
1. The implementations are only for double precision arithmetic, leading to
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overflow (or underflow) problems for high-dimensional data.
2. The implementations are available within commercial software such as
Mathematica and Maple; this makes it infeasible for research code that
we wish to provide to the community, because not everybody has access
to these expensive software. Furthermore, for arguments typically en-
countered for high-dimensional data, the very general implementations
within these software packages are too slow, making it impractical to run
them on large scale data mining applications.
3. Specialized code written by other researchers is either technologically
incompatible or does not scale well for our problems.
Thus, we had to resort to implementing these computations ourselves, using
multi-precision arithmetic to deal with the problem of overflows. Naturally, our
implementations are näıve, and could easily be improved significantly by incor-
porating asymptotic approximations or convergence acceleration (e.g., using
Kummer’s method, Aitken’s acceleration, etc.) [35, 53, 253]. However, for our
purposes a simple truncated power-series computation suffices and we present
the resulting algorithms below.
Modified Bessel Function of the First Kind Is(x). We use the standard






Γ(k + s + 1)k!
. (7.1)
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s(s + 1) · · · (s + k)k! . (7.2)
The form in (7.2) is amenable to a simple series computation because the ratio
of the (k + 1)-st term to the k-th term is
x2
4(k + 1)(s + k + 1)
. (7.3)
Finally, to speed up the computation we use the following Stirling’s approxi-
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Thus we arrive at Algorithm 7.14 for approximating Is(x).
Algorithm 7.14: Computing Is(x) via truncated series
BesselI(s,x)
Input: s, x: positive real numbers.
Output: M ≈ Is(x)
{Initialize}













R ← R 0.25s2
k(s+k)
M ← M + R






The Confluent Hypergeometric function 1F1(a, b, x). We use a trun-
cated power series approximation for computing 1F1(a, b, x). The standard
power series representation of 1F1 is








where ak = a(a+1)(a+2) · · · (a+k−1) denotes the rising factorial of a. The
ratio of consecutive terms ((k + 1)-st to k-th) is
x(a + k)
(k + 1)(b + k)
. (7.6)
Therefore, we have the following extremely simple algorithm for computing a
truncated power series approximation (adapted from [203]).
Algorithm 7.15: Computing 1F1(a, b, x) via truncated series
Kummer(a, b, x)
Input: a, b, x: positive real numbers.
Output: M ≈ 1F1(a, b, x)
{Initialize}





R ← β ∗ R
M ← M + R
i ← i + 1








Although this may seem a paradox, all exact science is
dominated by the idea of approximation.
– Bertrand Russell
In this thesis we developed several important data mining problems
as matrix approximation or nearness problems. In particular, we obtained
generalizations to basic problems such as non-negative matrix approximation
(NNMA) (in Chapter 2) and other constrained low-rank matrix approxima-
tion problems of the form A ≈ BC, where B and C are subject to linear
inequality (in general convex) constraints (in Chapter 5). Our main algorith-
mic approach to solving these factored approximation problems was via the
method of alternating minimization, wherein for difficult problems, we had to
settle for just alternating descent.
A key convex optimization method that forms the basis of some of our
implementations for solving nearness problems was motivated by our explo-
ration of the metric nearness problem (Chapter 4). We solved metric nearness
by developing efficient triangle-fixing algorithms, which themselves were effi-
cient realizations of a more general row-action procedure. Subsequently, we
created specialized row-action based algorithms for solving the convex sub-
problems arising in Chapter 5.
226
In this thesis, we additionally looked at a somewhat offbeat viewpoint of
parametric mixture modeling, wherein we viewed the EM algorithm in the light
of matrix nearness. We developed an efficient EM algorithm for modeling data
using mixtures of directional distributions, in particular for mixtures of von
Mises-Fisher and Watson distributions. This foray took us into numerical diffi-
culties in estimating the parameters, especially due to the high-dimensionality
of the data. We overcame the numerical challenges by developing efficient
and accurate parameter approximations that led to significant computational
savings.
Finally, to complement the theoretical discussion in the thesis, we pre-
sented a brief summary of the software that we have developed for solving the





Convex Analysis and Optimization
In this appendix we provide some brief background on convex analysis
and optimization concepts that supplement the material in the thesis. We
refer the reader to the following extremely useful books for more on convex
analysis and optimization [26, 27, 33, 129, 183, 237].
A.1 Convex Sets and Functions
A set C ⊆ Rd is called convex if
λx + (1 − λ)y ∈ C,
whenever x ∈ C, y ∈ C and 0 ≤ λ ≤ 1. In other words, the set C contains all
points on the line between any two points x and y in the set.
Convex sets satisfy some simple and useful properties, such as:
1. If C is convex, then so is αC, for all α ∈ R
2. The sum of two convex sets is convex, i.e., if C1 and C2 are two convex
subsets of Rd, then the set C1 + C2 = {x1 + x2|x1 ∈ C1,x2 ∈ C2} is
convex.
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3. A convex set remains convex under the action of a linear transformation.
4. The intersection of an arbitrary collection of convex sets is convex.
5. Given a finite set of points S = {x1,x2, . . . ,xm} ∈ Rd, we can generate











A.1.1 Examples of convex sets
One of the most important class of convex sets that we use in this
dissertation are halfspaces, i.e., sets of the form
C = {x | aT x ≤ b, where a ∈ Rd, b ∈ R}.
Since the intersection of an arbitrary collection of convex sets is convex, it
immediately follows that the set defined by the system of inequalities Ax ≤ b
is a convex set (with the convention that the empty set ∅ is also a convex set).
At this juncture we make the observation that the set of non-negative
matrices is more than just a convex set, it is in fact a convex cone, i.e., a set K
that is convex, and for each x ∈ K, the vector αx ∈ K for all α ≥ 0. The set
of distance matrices, as introduced in Chapter 4 forms a closed convex cone.
We remark in passing that the set of positive semidefinite matrices also forms
a closed convex cone (though not a polyhedral cone, since it is defined by an
infinite number of inequalities).
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A.1.2 Convex functions
We use the following definition (adapted from Theorem 4.1 of [237]) as
our definition of a convex function.
Definition A.1 (Convex function). Let C ⊆ Rd be a convex set, and f be a
function from C to (−∞, +∞]. Then f is convex on C if and only if
f(λx + (1 − λ)y) ≤ λf(x) + (1 − λ)f(y), 0 < λ < 1.
One of the most useful theorems for determining whether a given func-
tion is convex or not is the following
Theorem A.2 ([237, Theorem 4.5]). Let f be a twice continuously differen-
tiable real-valued function on an open convex set C ⊆ Rd. Then f is convex if
and only if its Hessian matrix




is positive semi-definite for every x ∈ C.
A.1.3 Bregman Divergences
Let S be a nonempty, open convex set such that its closure is contained
in the domain of a function ϕ : Λ ⊆ Rn → R. Also assume that ϕ(x) has
continuous first partial derivatives for all x ∈ S. From such a ϕ we construction
a function Dϕ(x; y) : S̄ × S → R, where
Dϕ(x; y) := ϕ(x) − ϕ(y) − 〈∇ϕ(y), x − y〉. (A.1)
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This function Dϕ(x; y) is called the Bregman divergence between x and y [45].
Under certain technical conditions ϕ is called a Bregman function [See 45, Def.
2.1.1]. For our purposes, we will always work with ϕs that are Bregman func-
tions and following Censor and Zenios [45] we denote the family of Bregman
functions B(S), where S is as described above.
Since our aim is to solve nearness problems, where we allow nearness
to be measured by a Bregman divergence, we must first look at Bregman pro-
jections (or simply projections where the distance is measured by a Bregman
divergence).
Definition A.3 (Bregman projection [45, Def 2.1.2]). Given Ω ⊆ Rn, ϕ ∈
B(S) and y ∈ S, a point x∗ ∈ Ω ∩ S̄ for which
PΩ(y) ≡ min
z∈Ω∩S̄
Dϕ(z; y) = Dϕ(x
∗; y),
is called the Bregman projection of the point y onto the set Ω.
Lemma A.4 ([45, Lemma 2.1.2]). If ϕ ∈ B(S), then for any closed convex
set Ω ⊆ Rn, such that the intersection of Ω with the closure of S is nonempty,
i.e., Ω ∩ S̄ 6= ∅, and for any y ∈ S, there exists a unique Bregman projection
x∗ ≡ PΩ(y).
Now we come to the most important Lemma for our algorithms. The
Lemma shows how to find the Bregman projection of a given point onto a
hyperplane.
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Lemma A.5 (Projection onto Hyperplane [45, Lemma 2.2.1]). Let ϕ ∈ B(S),
H = {x|〈a, x〉 = b}, and assume that for every y ∈ S, the projection PH(y) ∈
S. Then for any given y ∈ S, the system
∇ϕ(x∗) = ∇ϕ(y) + µa
〈a, x∗〉 = b,
(A.2)
uniquely determines the point x∗ that is the Bregman projection of y onto H.
For a fixed H, the system also determines the parameter µ.
Before we can make immediate use of Lemma A.5 we look at one more
useful Lemma that allows us to determine the sign of the parameter µ.
Lemma A.6 ([45, Lemma 2.2.2]). Let H = {x|〈a, x〉 = b} and y ∈ S. For
any ϕ ∈ B(S) for which PH(y) ∈ S,∀y ∈ S, the parameter µ associated with
PH(y) satisfies (a 6= 0),
µ(b − 〈a, y〉) > 0, if y 6∈ H,
µ = 0, if y ∈ H.
We make use of this lemma for computing the generalized projections
onto the half-space described by each triangle inequality for each different
nearness measure. As a simple corollary, let us derive the orthogonal projection
onto a hyperplane.
Corollary A.7 (Orthogonal Projection). Let ϕ(x) = 1
2
‖x0 − x‖2, where x ∈
R
n. Let H = {x|〈a, x〉 = b}. Then PH(x) is given by,
PH(x) = x +
1
‖a‖2 [b − 〈a, x〉]
+a, (A.3)
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where [α]+ = α if α ≥ 0 and 0 otherwise.
Proof. From Lemmas A.5 and A.6 we know that x∗ = PH(x) must satisfy
x∗ − x0 = x − x0 + µa
〈a, x∗〉 = b.




s.t. Ax ≤ b
x ∈ S̄
(A.4)
Bregman’s algorithm (as described below) cycles through the constraints
one by one performing an appropriate projection with correction to converge
towards the optimal solution. The constraints are visited in a cyclic fash-
ion and thus if the number of constraints is r, the [kr] = r, k ∈ N and
[n] = n mod r otherwise.
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Algorithm A.16: Bregman’s algorithm for Inequality Constrained
Problems
Bregman(ϕ, A, b)
Input: ϕ, A, b as in (A.4)
Output: argmin ϕ(x) s.t. constraints are satisfied
{Initialization}
x0 ∈ {x ∈ S|∃z ∈ Rm+ ∋ ∇ϕ(x) = −AT z} and z0 s.t. ∇ϕ(x0) =
−AT z0





∇ϕ(xn+1) = ∇ϕ(xn) + cna[n]
zn+1 = zn − cne[n]
{µn is calculated by solving (A.2) with y = xn, a = a[n] and
b = b[n].}
until convergence.
There exist several decomposition procedures related to Bregman’s
method. For example Dykstra’s method [34, 73] and Paul Tseng’s extremely
general and powerful dual block co-ordinate ascent procedure [277]. We refer





In this appendix we provide some useful mathematical background that
is useful for studying directional distributions (see Chapter 6).
B.1 Transformation to polar coordinates
Suppose we have an n vector x that we wish to translate to polar
coordinates. We want to effect the transformation x = u(r,θ), where θ =
(θ1, . . . , θn−1) and r = ‖x‖. The co-ordinate transformation is generalized as
below
xk ← r sin θ1 · · · sin θk−1 cos θk, 1 ≤ k < n,
xn ← r sin θ1 · · · sin θn−1.
We can re-express this generalization in the following inductive way: If z1, . . . , zn−1
are the co-ordinates in n − 1 dimensional space and x1, . . . , xn are the co-
ordinates in n-dimensional space, and x = u(θ) is the transformation to polar
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co-ordinates in n − 1-space. Then we define (for n > 3):
xi = zi for 1 ≤ i ≤ n − 2,
xn−1 = zn−1 cos θn−1,
xn = zn−1 sin θn−1.
The base case for the induction is z1 = r cos θ1 and z2 = r sin θ1. It is easy to
verify that ‖x‖ = r and ‖z‖ = r as desired.
We know from vector calculus that: dx = |det J |dθ where J is the































The determinant of the Jacobian of the transformation is (where si = sin θi
and ci = cos θi):
|J | = rn−1
∣∣∣∣∣∣∣∣∣∣∣
c1 −s1 0 · · · 0
s1c2 c1c2 −s1s2 · · · 0













To calculate this determinant let us first define the following:
Dn(k) =
∣∣∣∣∣∣∣∣∣∣∣∣
ck −sk 0 · · · 0
skck+1 ckck+1 −sksk+1 · · · 0


















Then it is clear that the determinant of the Jacobian (B.1) is given by rn−1Dn(1).
Expanding Dn(k) along ck and −sk and we get the following:
Dn(k) = ck
∣∣∣∣∣∣∣∣∣
ckck+1 −sksk+1 · · · 0













skck+1 −sksk+1 · · · 0











Taking out ck common from the first term and sk from the second term and
noting the fact that c2k + s
2
k = 1 we see that (B.2) reduces to:
Dn(k) =
∣∣∣∣∣∣∣∣∣
ck+1 −sksk+1 · · · 0










Since all but the first column contain an sk, we factor it out yielding
Dn(k) = s
n−2
k Dn−1(k + 1). (B.3)










Since we know that |J | = rn−1Dn(1) we get the following:





For our case we have r = 1 and hence we can write:




At this point we would like to point out that the above elementary
proof can be done in an algebraically less burdensome manner by using exterior
derivatives. We point the interested reader to [202, Chapter 2] for more details.
B.2 Some integrals and functions
In this section we gloss over some functions and integrals that prove to
be useful while studying directional distributions.
B.2.1 The Gamma Function
We state and prove a few properties about the Gamma function that
are useful for understanding some of the derivations associated with vMF
distributions.
Leonhard Euler was the first to obtain the following generalization of




(n + 1)(n + 2) · · · (n + m) .







x(x + 1)(x + 2) · · · (x + m) . (B.4)






Our proof is based upon Ex. 1.2.5-19 of [156]. We denote by Γm(x) the






tx−1 dt = Γm(x).




mx(1 − y)myx−1 dy.






















(1 − y)m−1yx dy.





(1 − y)m−1yx−1 dy,
then we may write xIm(x) = Γm−1(x+1). Hence using induction we can show
that Im(x) = Γm(x). Now we note the fact that as m → ∞, (1−t/m)m → e−t.





Note: The proof that xΓm(x) = Γm−1(x + 1) follows easily from the defintion
of Γm(x).
From either this integral or from the limiting definition we can verify
the familiar property: Γ(x+1) = xΓ(x). An important special case that comes
up quite often is the value of Γ(1/2). We shall evaluate it directly here. First
we need a lemma:
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π. It is easy to see that the integral under consideration is just
half of I hence the lemma is true.






















B.2.2 The sinn x integral
There are two ways that we show how to evaluate the following integral:
∫ π
0
sinn x dx, n > −1.
The first way is to type: Integrate[Sin[x]^n,{x,0,π}] in Mathematica and








If one does not have recourse to Mathematica or some other such symbolic







− sinn−1 x cos x
]π
0
+ (n − 1)
∫ π
0
sinn−2 x cos2 x dx
= (n − 1)
∫ π
0




nIn = (n − 1)In−2.
By direct calculation we know that I2 = π/2. So upon iteration we find out
that
In =
(n − 1)(n − 3) · · · (n − 2k + 1)
n(n − 2) · · · (n − 2k)
π
2
; 2k = n − 2.


















; 2k = n − 2.









2 × Γ(3/2) .
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Using the fact that Γ(3/2) =
√










In as given by the above equation is defined only for n > −1.
B.2.3 Useful formulae
The following differential equation gives rise to these modified Bessel
functions:
z2w′′(z) + zw′(z) − (z2 + r2)w(z) = 0. (B.5)
This equation has solutions of the form: w(z) = c1Ir(z)+czKr(z) where Kr(z)
is the modified Bessel Function of the second kind.
The following two recurrence relations involving the derivative of the
Bessel function are very useful in practice.
κI ′p(κ) = pIp(κ) + κIp+1(κ), (B.6)
κI ′p(κ) = κIp−1(κ) − pIp(κ). (B.7)

















eκ cos θ sin2p θdθ, (B.9)
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cos pθeκ cos θdθ. (B.10)
Finally, we can also write the above is a form that might be suitable for






eκt(1 − t2)p−1/2dt. (B.11)



















p2 (2 + p)
+
2 κ5
p3 (2 + p) (4 + p)
+
(−12 − 5 p) κ7
p4 (2 + p)2 (4 + p) (6 + p)
+
2 (24 + 7 p) κ9
p5 (2 + p)2 (4 + p) (6 + p) (8 + p)
+ O(κ)10;
(B.14)
in fact we can write Ap(κ) as a convergent power series if κ/p < 1.
We are also interested in the derivative of Ap(κ). We claim that the
derivative of Ap(κ), w.r.t. κ is given by,














Now we make use of (B.7) to obtain
I ′s+1(κ)
Is(κ)















We know that Ap(κ) =
Is+1(κ)
Is(κ)
hence we conclude that









Putting in p/2 − 1 for s we get the desired conclusion.








p2 (8 + p) R̄4
(2 + p)2 (4 + p)
+
p3 (120 + p (14 + p)) R̄6
(2 + p)3 (4 + p) (6 + p)
+
p4 (24 + p) (448 + p (112 + p (6 + p))) R̄8




This estimate for κ does not really take into account the dimensionality of the
data and thus for high dimensions (when κ is big by itself but κ/p is not very
small or very big) it fails to yield accurate approximations. Note that Ap(κ)
is a ratio of Bessel functions that differ in their order by just one, so we can
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use a well known continued fraction expansion for representing Ap(κ). For















The continued fraction on the right is well known [284]. Equation (B.21) and
Ap(κ) = R̄, allow us to write:
1
R̄
≈ 2(s + 1)
κ
+ R̄.
Thus we can solve for κ to obtain the approximation,
κ ≈ (2s + 2)R̄
R̄ − R̄2 . (B.22)
Since we made an approximation above, we incur some error, so we add a




1 − R̄2 (B.23)
The above approximation can be generalized to include higher order terms in R̄
to yield more accurate answers.1 For p = 2, 3 highly accurate approximations
can be found in [128]. In most cases this estimate for κ is good enough because
as far as inference is concerned a very accurate estimate does not yield results
commensurate with effort required to produce it. (The relative error between
1Note that if one really wants more accurate approximations, it is better to use (B.23)
as a starting point and then perform a couple of Newton-Raphson iterations, because it is
easy to evaluate A′p(κ) = 1 − Ap(κ)2 − p−1κ Ap(κ).
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the true κ and this estimate has been found to be consistently lower than
0.05%)
For solving Ap(κ)− R̄ = 0, we can use (B.15) in any numerical method
that may require the evaluation of the derivative of Ap(κ) (such as Newton’s
method). In practice however, for very high dimensions (large p), Newton’s
iteration does not work that well because of numerical difficulties. In such
cases, one could resort to other methods for improving the solution. Note that,
again for practical purposes one does not really need very accurate calculations
of κ. It is more of an academic numerical problem to find a good κ using an
efficient and accurate root finder.
B.3 Hypergeometric functions
Hypergeometric functions provide one of the richest classes of functions
in analysis. Traditionally the name “hypergeometric function” is used for
Gauss’ hypergeometric function






where ak denotes the rising factorial (notation adopted from [109]), which is
also denoted by the Pochhammer symbol (a)k = a(a + 1) . . . (a + k − 1). The
generalized hypergeometric function pFq is defined analogously as
pFq = F (a1, . . . , ap; b1, . . . , bq; z) =
∑
k≥0
ak1 · · · akp
bk1 · · · bkqk!
zk. (B.25)
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The reader is referred to [1, 109] for more information on Hypergeometric
functions. Several online resources also provide useful information.
For directional distributions, the hypergeometric function of interest
is the confluent hypergeometric 1F1(a, b, z), also called Kummer’s function.
We now prove the two identities (2.33) and (2.56) that proved crucial to the
derivation of our approximations.









1F1(a + n, b + n, z).
Proof. We prove that (d/dz) 1F1(a, b, z) = (a/b) 1F1(a + 1, b + 1, z), and the
remainder of the proof follows by induction. We have
d
dz






















Lemma B.3. The following identity holds.
(a + z) 1F1(a + 1, b, z) + (b− a− 1) 1F1(a, b, z) + (1− b) 1F1(a + 1, b− 1, z) = 0.
Proof. The sum of the coefficients of a
k
bkk!
zk from each of the three terms above
is
(a + k) +
k(b + k − 1)
a




For obtaining the above sum of coefficients we used the easily proved identity
xm+n = xm(x + m)n (from which one easily concludes results such as xk−1 =
xk/(x + k − 1)).
Lemma B.4. Given that a > 0 and b > a, the following identity holds.
Γ(b − a)Γ(a)
Γ(b)
1F1(a, b, z) =
∫ 1
0
eztta−1(1 − t)b−a−1dt, (B.26)
Proof. Expand ezt in its power series and integrate term by term to obtain
the answer. We use the fact that (see [1] or [78] for basic facts about the Γ(x)
function) ∫ 1
0
tx−1(1 − t)y−1dt = Γ(x)Γ(y)
Γ(x + y)
,
along with the simple relation ak = Γ(a + k)/Γ(a).
B.4 Directional Distributions
The developments in this section are dependent upon the material pre-
sented in Sections B.1 and B.2. Following the treatment in [187], we will
denote the probability element of x on a unit hyper-sphere by dSp−1. The
Jacobian of the transformation from (r, θ) to x is given by
dSp−1 = ap(θ) dθ, (B.27)







If a direction x is uniformly distributed on Sp−1 (unit hyper-sphere)
then its probability element is cp dS
p−1. The p.d.f. of θ is given by: cpap(θ)
(See Appendix A for a proof). Now we know that
∫
cpap(θ)dθ = 1, (B.29)









sinp−j θj−1 = 1. (B.30)
Using the fact that (for n > 0, see Appendix A for a proof)
∫ π
0














B.4.2 The von Mises-Fisher distribution
A unit random vector x is said to have p−variate von Mises-Fisher
distribution if its p.e. is:
cp(κ)e
κµT x dSp−1, x ∈ Sp−1 ⊆ Rp. (B.32)
Where ‖µ‖ = 1 and κ ≥ 0. We will derive the value of cp the normalizing




κµ′x dx = 1. (B.33)
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To evaluate the integral above we make the transformation y = Qx, where
y1 = µ
T x and Q is an orthogonal transformation. x = Q−1y so dx =
| ∂
∂y
Q−1y|dy. But since Q is an orthogonal transformation we have dx = dy.
It is easy to see that the first row of the matrix Q is µT . We now make the
transformation to polar co-ordinates: y = u(θ). Using Equations (B.27) and












Using Eq. (B.31) we can rewrite the above integral as:
























eκ cos θ1 sinp−2 θ1dθ1. (B.36)
























where Ir(κ) is the modified Bessel Function as given by Eq. (B.9). We see
that cp(κ) = I






B.4.3 The Watson distribution
Now we derive the normalization constant for the Watson distribution
over the unit hypersphere Sd−1. The Watson density may be written as
Wd(κ,µ; x) = cd(κ)e
κ(µT x)2 , x ∈ Sd−1, κ ∈ R. (B.40)
Normally, in the statistics literature this constant is computed relative to the
uniform measure, which amounts to normalizing it by the volume of the unit
hypersphere. Now, we make a change of variables to polar coordinates and








































2 θ1 cosd−2 θ1dθ1.






2 θ1 cosd−2 θ1dθ1.



















































Normalizing (B.42) by the volume of the unit hypersphere, i.e., by Γ(d/2)/(2πd/2)








since the volume of the unit hypersphere is for a proof of this latter fact).
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