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In earlier works, additivity theorems for the genus and Euler genus of unions of 
graphs at two points have been given. In this work, the analogous result for the 
non-orientable genus is given. If C is obtained from the sphere by the addition of 
k>O crosscaps, define 7(Z) to be k. For a graph G, define y^ (G) to be the least 
element in the set {v(C) 1 G embeds in C}. 
THEOREM. Let H, atzd H, be connected graphs such that H, n H, consists of‘ the 
isolated vertices v and u’. Then, ,for some PE ( -1, 0, 1, 2}, F(H, v Hz)= 
P(H,) + J(ff,) + P. 
A formula for n is given. F 1987 Academic Press. Inc 
1. INTRODUCTION 
Let 2 = C(h, k) be the surface obtained from the sphere by the addition 
of h handles and k crosscaps. We define three numbers associated with C: 
(1) the Euler genus E(C) =k+2h; 
(2) the genus 
if k=O 
if k>O; 
and 
(3 ) the non-orientable genzls 
y”(C) = 
k+2h ifk>O 
x if k = 0. 
For a graph G, define the Euler genus E(G) of G to be min(&(C) / G embeds 
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in I}. Analogously define the genus and non-orientable genus of G. This 
paper is devoted to the proof of the following “additivity” result. 
THEOREM 1. Let H, and H, be connected graphs such that H, n H, 
consists of the isolated vertices v and w. Then, for some p E ( - 1, 0, 1, 2}, 
y”(ff, ” Hz) = RH, I+ y”(HJ + p. 
Moreover, p depends only on the parameters 6,) 6,, Q1, Q2, 0,) and e2, where 
S, = E( H, + VW) - E( H,), 0, = y(H,) - E( H,), and ej = y”( H, + VW) - E( H, + WV). 
The precise relationship between p! and the other parameters will be 
made explicit in the presentation. The fact that there are absolute bounds 
for p follows immediately from the existence of an additivity theorem for 
E [lo] and the fact that F(G) differs from E(G) by at most one. Thus, a 
relevant point of the statement above is that 1-1 can actually be computed. 
In earlier works, analogues of Theorem 1 for y and E have been 
established. Decker et al. [4-61 have shown y( H, u Hz) = y( H, ) + y( H,) + 
p, for some flu{-l,O,lj. Richter [lo] has proved F(H, u (Hz) = 
e( H,) + s( HJ + min(2, 6, + 6? >, with 6, as above. Partial results have been 
given by Stahl [ 111 for y and Miller [S] for E. Also relevant is the work of 
Archdeacon [l, 21, who has shown that additivity results such as these 
hold for y only when H, and H, have at most two vertices in common, 
while there is an additivity result for E and 7, no matter how many vertices 
H, and H2 have in common. Unfortunately, finding the exact formula 
seems to become very difficult, if not impossible, if there are more than two 
vertices in common. Archdeacon has given bounds on p in terms of the 
number of vertices in H, n H,. 
This work is a continuation of [lo]; the techniques employed are those 
of [IO], together with some new ones. The reader is referred to [lo] and 
[7] for background that would be redundant to include again here. 
In the next section, we state the three results which together make up 
Theorem 1. Two of these are merely variations of standard. constructions, 
so we only outline their proofs. The third is an easy consequence of 
Theorem 2, which is stated in Section 2 and proved in Section 3. This is the 
main contribution of this work. A brief discussion of the results is given in 
Section 4. 
2. PROOF OF THEOREM 1 
In this section, we state the three results that combine to yield 
Theorem 1. The proof of the third depends on a technical result that has 
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some other uses-this result is stated as Theorem 2 and will be proved in 
Section 3. 
For any graph G and vertices v and M: in G, it is clear that 
E(G)<E(G+uw)<E(G)+~ and e(G)<‘y(G)<a(G)+l. Thus, to prove 
y(G) = r(G), it suffices to exhibit an embedding g: G -+ C such that C is 
non-orientable and ~(2‘) = E(G). To prove y”(G) = E(G) + 1, we must show 
that if g: G--f C is any embedding such that E(C) = E(G), then C is orien- 
table. 
Throughout this work, we assume H, and H, are connected graphs such 
that H, n H, consists of the isolated vertices v and u’. The following three 
results combine to prove Theorem 1. 
LEMMA 1. If’6,+6,32, then 
qj(H, u H2) = E(H, LJ H,) = y(H,) + y”(H,) + 2 - (0, + 8,). 
LEMMA 2. If6,+62<2 und#, +_H,<2, then 
q7(H,uH1)=~(H1u H,)=:7(H,)+*T(H,)+6,+6,-(8, +fY,). 
LEMMA 3. If 6, + 6, < 2 and 0, + ez = 2, then 
~(H,~H~)=F(H,UH~)+~=~~(H~~+~(H~)+~+~~~+~~-(~~+B~). 
In each of these statements, the second equality follows directly from the 
following facts: 
(i) c(HI)=j7(H,)-Oj and 
(ii) ~(H,uH~)=~(H~)+~(H~)+min{2,6,+6,}. 
Thus, it is the first equality, i.e., either y^(H, u Hz) = E(H, u Hz) or 
*J(H, u Hz) = e( H, u H2) + 1, that is at stake. 
To see that p is always in { - 1, 0, 1, 2 1, we note that 0 d 8, + 19, < 2, so 
the only case in doubt is 6, + h2 = 0 and 8, + Oz = 2. In this case, however, 
8, + #, = -J(H, +UW) + p(Hz +uM’) - E(H~ +UW) - &(HZ+ VW) 3 
y( H, ) + y”( Hz) - E( H, ) - E( H,) = 8, + 0,. Therefore, Lemma 3 applies and 
p= -1. 
We now turn to the proofs of Lemmas l-3. The first two involve only 
minor modifications to standard constructions. 
Proof of Lemma 1. Let g,: H, + Ci be such that F(C,.) =e(H,), for 
j= 1, 2. To get an embedding g: H, u H, + Z such that E(C) = 
c(H1 u Hz) = c(H1) + &(HZ) + 2, we choose two closed discs in each of C, 
and C,, one meeting g,(H,) at g,(u) and the other meeting g,(H,) at gi(w), 
j= 1, 2. Delete the interiors of the discs and identify the boundaries of the 
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ones that meet g,(v) and g2(u) and identify the boundaries of the ones that 
meet g,(w) and g2(w). This gives the desired embedding g: H, u H2 -+ C. 
In order to ensure that C is non-orientable, we need only be sure that we 
do not make the two identifications in a consistent way. 1 
Proof of Lemma 2. Let g,: HI+ VW -+ Z, be such that ~(2~) = 
&(Hj + VW), j = 1,2. To get an embedding g: H, u H, + Z such that 
E(C) = E(H~ u Hz) = E(H, + VW) + E(H~ + VW), we choose a closed disc in 
each of .Z’r and C?, meeting g,(H, + VW) in the closed edge g,(vw). Now take 
the connected sum of 2, and C, by removing the interiors of the discs and 
identifying their boundaries. 
To ensure that 2 is non-orientable, observe that 0, +ez < 2 implies that 
we can take at least one of Z‘, and C, to be non-orientable. 1 
Before we can prove Lemma 3, we need a result (Theorem 2) which com- 
pletely describes how one can split apart an embedding of H, u H, into 
appropriate embeddings of H, and H,. This result contains the Lower 
Bound Lemma of [IO]; we will prove only the new part. In order to state 
Theorem 2, we need the concept of a “weave.” 
If g: G + C is an embedding and H is a subgraph of G, then the 
embedding g’: H -+ C given by g’(x) = g(x) for every x E Y(H) u E(H) is 
the induced embedding of H in C. 
Let g: H, u H, --f C and let P = (uO, e,, ui ,..., e,,, u,*) be a boundary walk 
of the induced embedding g, of H,. A subwalk Q = (vi, eJc, ,..., vx-) of P is a 
weaue if there are integers n and p such that: 
(i) j<n<p<k; 
(ii) v=vj=v P’ 
(iii) w=vk=v. n, 
and 
(iv) no proper subwalk of Q has integers y1 and p satisfying (i)-(iii). 
The weave number W(P) of P is defined to be 0 if P contains no weave 
and r if P can be written in the form (u, A,, w, B,, u, A,, w ,..., w, l?,, v), 
where (0, Aj, W, Bj, 0, A,+ 1, w) is a weave, for each j = 0, 1, 2 ,..., r - 1 and 
(v, A,, w, B,, u) contains no weave. Define W(g) to be C, W(P), where the 
sum is over all boundary walks P of g,. (Observe this is a slight 
modification of [lo]. ) 
THEOREM 2. Let g: H, u H, -+ Z be an embedding ana’ let g, be the 
induced embedding of H,. Then: 
(1) Zf no boundary walk of g, contains both v and w, then, for j = 1, 2, 
there is an embedding h,: HI -+ Xj such that s(C) = &(.X1) + E(C~) + 2. 
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(2) If g, has a boundary walk containing both v and w and W(g) = 0, 
then, for j = 1, 2, there is an embedding h,: H, + ow + A’, such that: 
(i) ~(2) = E(C,) + E(,Z’~); and 
(ii) C is orientable if and only if both C, and .T2 are orientable. 
(3) rf W(g) > 0, then there exists an embedding g’: H, v H, + C’ such 
that: 
(i) C’is non-orientable; 
(ii) E(F) = E(C); and 
(iii) W(g’) = W(g) - 1. 
Part (1) of Theorem 2 is proved in detail in [lo]. Part (2) is easily 
proved-one can take apart an embedding of H, v H,, much like is done 
in [3] or [12]. It is part (3) that is new; we observe that this is sufficient to 
prove Lemma 1 in [lo], thereby making [lo] independent of Miller’s 
work [S]. The additional information that C’ is non-orientable is crucial to 
this paper. 
Proof of Lemma 3. Let g: H, v H, + C be any embedding such that 
E(E) = &(H1 v H2); we must prove C is orientable. 
First suppose W(g) = 0. If no boundary walk of g, contains both v and 
W, then Part (1) of Theorem 2 shows there are embeddings h,: H, + C,, 
j= 1,2, such that E(Z) = e(C,) + a(CZ) + 2 > &(X1) + E(CJ + 6, + 6,3 
&(H1) + E( Hz) + 6, + 6, = a( H, v H,), a contradiction. Thus, some boun- 
dary walk of g, contains both u and w, so Part (2) of Theorem 2 yields 
embeddings hi: H, + uw + Zj, j= 1, 2, such that E(C) = e(Z,) + a(C2) and Z 
is orientable if and only if both C, and X2 are orientable. Now 
E(C)=E(C,)+E(C~)~E(H~+VW)+E(H~+VU’)=E(H, vHz). Thus, for 
j= 1, 2, ~(2~) = &(Hj + VW). Since 0, = 1, Cj is orientable, for j= 1, 2. 
Therefore, ,X is orientable, as required. 
Now suppose W(g) > 0. Repeated application of Part (3) of Theorem 2 
gives an embedding g’: H, v H, + Z’ such that E(Z) = E(C) = &(Hi u Hz), 
C’ is non-orientable and W(g’) = 0. But this conclusion contradicts the 
preceding paragraph with g’ replacing g. Hence, W(g) = 0. 0 
3. PROOF OF THEOREM 2 
In this section, we prove Part (3) of Theorem 2, thereby completing the 
proof of Theorem 1. There are two major steps to the proof. First we add a 
crosscap to adjust some of the edges in H,, so that some weave of g, is 
“cleared,” which is necessary for the second step. The second step involves 
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adjusting edges of H, u H, incident with v and M: so as to be able to pull 
out either a crosscap or, by adding another crosscap, a handle. All the 
manipulations in the second step will be away from the crosscap we added 
in the first step, so the resulting surface is non-orientable. 
Our arguments will be waged with diagrams. To write out the same 
arguments in words is tedious and no more informative. Complete details 
of a similar argument are given in [9, pp. 12661491. The diagrams are 
justified by Theorems 2.3 and 3.1 of [7]. 
We assume g: H, u H, + C is an embedding such that W(g) > 0 and 
P = (v,, e, ,..., ei2, u,) is a boundary walk of g, such that W(P) > 0. Write 
P= (v,, A,, v,, 4, v,, Al, u,, B,, vu,..., vn), where (Q, A,, v,, B,, v,<, A,, v,) 
is a weave, v=u~=v,=v, and w=v,=v,. 
Let Z, be the surface obtained by cutting .Z along g(H,) and let 
@: C, + C be the continuous map that glues things back together. (See [7] 
for complete details). Let J be the component of the border of C, that 
corresponds to the boundary walk P. Let A be the open unit square 
{(x, y)~rc: 1x1 < 1 and Iyl cl}, w  h ere 7c is the plane, and let pA denote the 
perimeter of A. Let f: (n -A) --+ C, be an embedding such that f(pA) = J 
and .f(rc - A) n F’(g(H, u Hz)) =f( Y*), where Y* is pA, together with 
straight rays in 7-r - A that correspond to edges of H,. We can choose f so 
that (@f)-’ is as in Fig. 1. Further, we can assume that if 0 <j< u and v, 
has positive degree in P, then Jo {O, r, s, t, u}. Otherwise, we can shift the 
edges of H, slightly to create a new embedding in C that has this property. 
We shall do all our work in rc, with the realization that the map @f will 
translate this into Z. Place a crosscap in C, above the line y = 3. Redraw 
the edges of H2 incident with v, ( = M’) and u, ( = v) as shown in Fig. 2. This 
clears the weave for removal in step 2. Let this new embedding be 
g’: H, u H2 + C’ so E(CI) = ~(2) + 1. 
FIGURE 1 
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FIGURE 2 
Consider next a neighbourhood of g’(v). Observe that e, and e,, + , are 
adjacent in the cyclic rotation of edges about u determined by gl. There are 
two possibilities, indicated in Fig. 3. (Recall P = (..., e,, v,, e,, I ,...) is a 
boundary walk of g, ; it is unaffected by manipulating edges in H,, so it is 
also a boundary walk of the embedding of H, induced by g’.) We shall 
consider these cases separately, beginning with (a). 
Redraw the edges e, , rj, e,, i as illustrated in Fig. 4; we work near g’(v) 
and near the (u,, e, ,..., e,, v,) portion of P, keeping below the line y = 2. 
This gives a new embedding g’: H, v H2 -+ C’. It is easily checked that the 
dashed curve in Fig. 4 has a neighbourhood homeomorphic to a Mobius 
band. Replace this with a disc to get the embedding g’: H, u Hz + C’. Since 
~(2’) =&(,X1) - 1 = e(Z) and the crosscap introduced in step 1 is still 
present, it only remains to show W(g’) = W(g) - 1. 
The only differences between the boundary walks of the embeddings 
of H, induced by g and g’ are in the transitions among e,, e,, , , e, 
and e,. Thus, P becomes the two walks P, = (v,, e, ,..., e,, u,~) and 
P,= (n,, e,,,,..., e,, un). It is routine to check that W(P,)=O and 
W(P,)=W(P)-1, so indeed W(g’)=W(g)-1. 
b 
A--- 
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b --------------- -- 
FIGURE 4 
The second case for us to consider is (b) of Fig. 3. In this event, consider 
the neighborhood of g’(w). It looks like one of the two in Fig. 5. If it is (a) 
that occurs, then we can conduct an argument identical to the one above, 
with w replacing u. Thus, we may assume that the neighborhood of g’(w) is 
as in Fig. 5(b). To get the desired embedding, we first add a crosscap and 
then pull out a handle. 
We begin by redrawing the edges e,, zj, e, as in Fig. 6, again working 
near g’(v) and the (v,, e,,..., e,, 0,) portion of P. For the moment, we shall 
leave the edges e, , zl, e, dangling near v, = w. 
Add a crosscap and finish drawing e, , zj, e,, as illustrated in Fig. 7. We 
now take e, , z,, e, beside the portion (v,, e,, i ,..., e,, u,,) of P. This is where 
our setting up pays off. If t <j< u, then vj is not incident with any H, 
edges, so we can draw in e,, zj, e,, as indicated. Let this new embedding be 
g2: H, v H, -+ C2. 
Observe that ~(2’) = E(C’) + 1 = E(C) + 2 and the neighbourhoods of 
g’(v) and g2(w) are as illustrated in Fig. 8. (It does not matter exactly how 
e, and e,+ I occur in the cyclic rotation of edges about v. What is impor- 
tant is that e, and e, are consecutive, as are e, and e, + , .) 
FIGURE 5 
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a 
FIGURE 6 
The boundary walk P= (u,, e, ,..., e,, v,, e,, ,,..., e,, v,, e,,, ,..., 
e,, u,, e,,,,..., . e,, u,,) of g, has become the two boundary 
walks P,:;i:I Z:;l.!,‘C: v,, e,, v,- 1, e,-, ,..., e,, I, v,, e,, v,-, , e,- l ,..., 
e UC17 vu) and P2= (u,, cur v,-~, e,-,,..., e,,,, vt, e,,,, v,+, ,... , es, usI. 
If f’= (hr A,, [I,, 4, us, A 1, ~$3 B,, u,,,, AZ,..., B,, u,), then P, = 
(v,, A,,v,, A,-‘, v,, B,-I,..., A,-‘, ~1~) and P2=(v,, Blpl,v,, B,, v,). It is 
clear that W(P,) = 0. Rewriting P, as (v,, C,, v,, D,, v,, C, ,..., D,-, , v,), it 
is apparent that W(P,) = k- 1 = W(P)- 1, whence W(g’)= W(g)- 1. 
Thus, it only remains to pull out a handle. 
Observe that P2 is also a boundary walk of g2, for the segments 
(vu, e,, 0, - 1 >“., e, + 1 1 0,) and (v,, e,, 1 ,..., e,, v,) have no internal vertex 
incident with an Hz-edge. Also, e,, 1 and e,, 1 are consecutive around 
g2(u,), while e, and e, are consecutive around g2(u). Now e,, 1 occurs in 
some other boundary walk P’ of g2; this is from the same side as its 
occurrence in P adjacent to e,. In Fig. 6 we see that P, and P’ are boun- 
dary walks for the same face. Therefore, we can pull out a handle from near 
FIGURE I 
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FIGURE 8 
P,, continuing to stay below the line y = 2 and near both g’(v) and g’(w). 
This gives the embedding g’: H, v H, + C’ with E(Z) = s(C’) - 2 = E(Z). 
As our original crosscap is untouched, Z’ is non-orientable. 1 
4. DWXJSSION 
In principle, there are 3 x 2 x 2 = 12 possibilities for the triple (6, 6,e). 
However, as has previously noted, the triple (0, 1,0) cannot occur. Also, 
(1, 1, 1) cannot be attained, since 6 = 1 implies one of E(H) and e(H + VW) 
is odd; if G is such that E(G) is odd, then y(G) = E(G). Hence, either 8(H) or 
e(H) is 0. Finally, if 6 = 2, then fl must be 0. 
This leaves us the eight triples (0, 0, 0), (0, 0, l), (0, 1, l), (1, 0, 0), 
(1, 0, l), (1, 1, 0), (2, 0, 0) and (2, 1, 0). Which of these actually occurs? 
Below we give examples for every triple except (1 , 0, 1). We conjecture that 
no graph has these parameters. 
l&O, 0): K, -VW. 
(0, 0, 1): K, - VW,. 
(0, 1, 1): K, with one pair of adjacent edges subdivided. The degree two 
vertices are v and MJ. 
Cl,% 0): Let G have two blocks; one is K, and the other is K, - VW. 
(1, 1, 0): K, with non-adjacent edges subdivided. The degree two ver- 
tices are v and w. 
(2, 0, 0): Let G have three blocks, B,, B, and B,, such that B, and B, 
have the vertex x in common, B2 and B, have the vertex y 
in common. Let B, be K,, let B, = K, - yv and let 
B, = K, -yw, where v and w are different from both x and 
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(2, 1, 0): Let G have two blocks B, and B1, with the vertex x in com- 
mon. Let B, be K, -xv and let B2 be K, - xw, where v and 
w  are different from x. 
A graph is orientably simple if y(G) = E(G) + 1. Thus, every planar graph 
is orientably simple; K, and the 4-cube are other examples. It has been 
observed by Stahl and Beineke [ 121 that G is orientably simple if and only 
if every block of G is orientably simple. The results of this work show 
H, u H, is orientably simple if and only if 6, + 6, < 2 and both H, + VW 
and H, + NJ are orientably simple. With this information, an infinite family 
of 3-connected orientably simple graphs can be exhibited. 
Let H,, denote the graph obtained by identifying n copies of K, along an 
edge v~j. Thus, H,, is 2-connected and {u, w  > is the only vertex cut of size 2. 
By Lemma 3, H, is orientably simple, with y”(H,) = 2n + 1, and E(H,) = 2n. 
(This is easily proved by induction on n). 
Inductively, obtain G, from G+ 1. We set G1 = K, = H,. Embed H, in 
the sphere with 2 handles. By the relations 1 VI - I,!? + IFI = -2 and 
Z; jJ;. = 2lEl, where ,fi is the number of faces with j edges in the boundary 
walk, we find f4 = 1 and f, = 0 if IZ > 4. Thus, every face is a triangle except 
one. This face has two edges from one copy of K, and two from the other. 
Join the vertices of this face that are neither v nor w  by an edge. This graph 
is G,. 
In general, we have G, _ 1 embedded in the sphere with n - 1 handles; it 
gives a triangulation of the surface. We take a connected sum of this sur- 
face with the torus to get an embedding of G,- I v K, in the sphere with rz 
handles; the union is along the edge VW. Again, exactly one face has four 
bounding edges. Join the vertices of this face that are neither v nor w  by an 
edge. This gives G,. 
It is easily verified that G, is 3-connected. Since H,, is an orientably sim- 
ple subgraph of G, and E(G,) = c(H,), it follows that G, is also orientably 
simple. 
Finally, we observe that there are simple formulae for the “fudge factor” 
p that occurs in the equations relating the (Euler, non-orientable) genus of 
H, u Hz to the (Euler, non-orientable) genera of H, and H,. Specifically, 
we have: 
(1) E(H, u H,)=&(H1)+&(HZ)+min{2, 6, +6,); 
(2) .y(H,uH,)=y”(H,)+~(H,)+min{2,6,+6,+8,82}-B,-8,; 
(3) Y(H, uH,)=~(ff,)+~(ffJ 
+min{l,a,+a,-max{W,~Z, W,W,}j. 
In these formulae, d, = E(H, + uw) - &(Hi). Let 8(G) = y(G) - E(G); for 
j= 1,2, ej=8(H,) and #j=tl(Hj+vw). We set oi=y(H,+vw)-y(H,). Let 
W(G) = maxi W(G) I g: G -+ C and y(Z) = y(G)}. It is known that W(G) is 
either 0 or 1. For j = 1,2, we set Wj = W(H,) and wj = W(H, + VW). 
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