Abstract. We show that if the growth of a transcendental entire function f is sufficiently regular, then the Julia set and the escaping set of f have Hausdorff dimension 2.
Introduction and results
The Julia set J(f ) of an entire function f is defined as the set of all points in the plane where the iterates f n of f do not form a normal family. Denote by dim E the Hausdorff dimension and by area E the Lebesgue measure of a subset E of the plane.
McMullen [13] proved that dim J(λe z ) = 2 for λ ∈ C, λ = 0. He also proved that area J(sin(αz + β)) > 0 and hence dim J(sin(αz + β)) = 2 for α, β, ∈ C, α = 0. In the proofs, he first showed that these results hold if the Julia set J(f ) is replaced by the escaping set I(f ) = {z ∈ C : f n (z) → ∞}, and then he showed that I(f ) ⊂ J(f ) for the functions f considered.
McMullen's results have been extended to various classes of entire functions; see [1, 2, 5, 17, 20] . All these extensions concern the Eremenko-Lyubich class B which consists of all entire functions for which the set of finite asymptotic values and critical values is bounded. Here we only mention the result of Barański [2] and Schubert [17] which says that dim J(f ) = 2 if f ∈ B and if f has finite order. Recall that the order ρ(f ) of an entire function f is defined by ρ(f ) = lim sup r→∞ log log M(r, f ) log r , where M(r, f ) = max |z|=r |f (z)|.
One advantage of working with the class B is that I(f ) ⊂ J(f ) for f ∈ B by a result of Eremenko and Lyubich [6, Theorem 1] so that the second part of McMullen's argument carries over directly to this class.
Eremenko and Lyubich prove their result that I(f ) ⊂ J(f ) by introducing a logarithmic change of variable to the subject. This logarithmic change of variable has become a very powerful tool in transcendental dynamics and it is the main reason why a considerable amount of research has been devoted to the class B. This includes results on Hausdorff dimension (e.g., [3, 18] ), but also on various other topics (e.g., [15, 16] ).
The purpose of this paper is to obtain a result on the Hausdorff dimension of the Julia set for entire functions which do not belong to the Eremenko-Lyubich class and for which the logarithmic change of variable therefore is not available. We consider functions which grow regularly in a certain sense. More precisely, we will be concerned with entire functions f for which there exist A, B, C, r 0 > 1 such that ( 
1.1)
A log M(r, f ) ≤ log M(Cr, f ) ≤ B log M(r, f ) for r ≥ r 0 .
Our main result is the following.
Theorem 1.1. Let f be an entire function satisfying (1.1). Then dim(I(f ) ∩ J(f )) = 2.
We note that the hypothesis (1.1) is satisfied if there exists c 1 , c 2 , ρ > 0 such that
for large r and thus in particular if there exists c, ρ > 0 such that We note that the condition (1.1) does not imply that I(f ) ⊂ J(f ). For example, for the function f (z) = z + 1 + e −z already considered by Fatou [7, Exemple 1, p. 358] we have log M(r, f ) ∼ r while {z ∈ C : Re z > 0} ⊂ I(f ) \ J(f ). We will further discuss the condition (1.1) in section 2.1.
Among the tools used in the proof of Theorem 1.1 are the Ahlfors islands theorem (see Lemma 4.3 below) and a result on the Hausdorff dimension of the intersection of nested sets due to McMullen (see Lemma 4.4 below). In addition, the proof requires some careful estimates of the logarithmic derivative of f . As these estimates of the logarithmic derivative may be of independent interest, we include them in this introductory section.
For α 1 , α 2 , q, λ ≥ 0 we consider the set T (f, α 1 , α 2 , q, λ) consisting of all z ∈ C for which
Of course, the right inequality of (1.4) is a special case of (1.6). For R > 0 we put A(R) = {z ∈ C : R ≤ |z| ≤ 2R}. For measurable sets X, Y ⊂ C the density of X in Y is defined by
Let f be an entire function satisfying (1.1). Then there exists α 1 , α 2 , η > 0 such that if q, λ ≥ 0, then dens(T (f, α 1 , α 2 , q, λ), A(R)) > η for sufficiently large R.
The proof of Theorem 1.2 is largely based on ideas of Miles and Rossi [14] ; cf. the remark at the end of section 3.2.
For an introduction to the dynamics of transcencental entire functions we refer to [4] . Results on the Hausdorff dimension of Julia sets of entire functions are surveyed in [19] . Acknowledgement 1. We thank Phil Rippon and Gwyneth Stallard for drawing our attention to Jian-Hua Zheng's paper [23] .
2. The regularity condition 2.1. Discussion of the regularity condition. We note that (1.1) implies that if r ≥ r 0 and if the integer n is chosen such that C n r 0 ≤ r < C n+1 r 0 , then
Since n ≤ (log(r/r 0 ))/(log C) this implies that
as r → ∞. Hence the order ρ(f ) of f satisfies ρ(f ) ≤ (log B)/(log C) < ∞. Similarly, the lower order
We recall that the upper logarithmic density log dens E of a (measurable) subset E of [1, ∞) is defined by.
log dens E = lim sup r→∞ 1 log r E∩ [1,r] dt t .
It is well-known [11, Lemma 4] that if f is an entire function of finite order ρ(f ), then the set E where the right inequality of (1.1) does not hold satisfies
We see that E is a "small" set if B is large, and thus for functions f of finite order (1.1) can be interpreted as a regularity condition for the growth of f .
2.2.
Consequences of the regularity condition. It follows from (1.1) that
for n ∈ N. We may thus assume without loss of generality that the constants A, B, C are larger than any preassigned number. Denote by T (r, f ) the Nevanlinna characteristic of f . Using the inequality [9, 10] 
we see that there exists constants A T , B T , C T > 1 such that
for large r. For a ∈ C we denote by n(r, a) the number of a-points of f in the closed disk of radius r around 0 and put
Denote by E V (f ) the set of Valiron deficiencies of f ; that is, the set of all a for which
It is well-known [9, p. 116 
for sufficiently large r, say r ≥ r(a).
We note that if M > 1, then
and
for large r. We obtain
and choosing n such that C n N ≥ 2 we obtain (2.2) n(2r, a) ≤ Kn(r, a) with a constant K for large r. We conclude that
for a / ∈ E V (f ) and large r.
3. Proof of Theorem 1.1 3.
1. An upper bound for the logarithmic derivative. In this section we consider the set
We shall only need that the right inequality of (1.1) is satisfied; that is,
for large r. As before we deduce that
for a constant L and large r.
Nevanlinna's first fundamental theorem, this implies that
for all a ∈ C, provided r is sufficiently large.
Lemma 3.1. Let f be an entire satisfying (3.1). Then for each ε > 0 there exists
To prove this result, we shall need the following result due to Fuchs and Macintyre [8] . Here and in the following we denote by D(a, r) the open disk of radius r around a point a.
Lemma 3.2. Let z 1 , z 2 , . . . , z m ∈ C and let H > 0. Then there exists l ∈ {1, 2, . . . , m}, c 1 , c 2 , . . . , c l ∈ C and r 1 , r 2 , . . . , r l > 0 satisfying
Proof of Lemma 3.1. For s > |z| we have [9, p. 88]
where (z j ) is the sequence of zeros of f . (As in [9] we have assumed here that f (0) = 1, but we may do so without loss of generality.) Now we choose s = 4R so that
To estimate the sum on the right hand side of (3.3) we use Lemma 3.2 with H = 1 2 √ 3εR and m = n(s, 0). With the notation of this lemma we have
Using (3.2) we see that
provided R is sufficiently large. The conclusion follows with
The proof actually yields the following result.
Lemma 3.3. Let f be an entire satisfying (3.1). Then for each ε > 0 there exists τ > 0 such that if R is sufficiently large, then there exist l ≤ n(4R, 0) and c 1 , . . . , c l ∈ D(0, 4R) and r 1 , . . . , r l > 0 such that
A lower bound for the logarithmic derivative. The results of this subsection are minor modifications of results of Miles and Rossi [14] . The differences between their results and the results below are explained at the end of this subsection. Let f be an entire function of finite order ρ(f ) and denote by n(r) the number of zeros of f in the disk of radius r around 0.
Lemma 3.4. Suppose that there exists r 0 > 0 and K > 1 such that
For µ > 0 let F µ be the set of all r ≥ r 0 for which
Then, given δ > 0, there exists µ > 0 such that
Proof. It follows from (3.4) that if t ≥ 2r and if m ∈ N is chosen such that 2 m r ≤ t < 2 m+1 r, then
We also have m ≤ (log(t/r))/(log 2) and thus
We see that if
so that condition (3.5) is satisfied as soon as
Let now R ≥ 2r 0 and let E 1 be the set of all r ∈ [R, 2R] where (3.5) does not hold and let E 2 be the set of all r ∈ [R, 2R] where (3.6) does not hold. We shall show that
δR and meas
if µ is chosen large enough. The conclusion then follows.
To prove the claim about E 1 we may assume that E 1 = ∅ and choose
δR Then there exists t 1 > s 1 with
and because of (3.8) we have t 1 ≤ 2s 1 ≤ 4R. Inductively we define
we see that the process terminates so that there exists N ∈ N with E 1 ∩ [t N , 2R] = ∅ and
and hence that
Since n(4R) ≤ K 2 n(r) by (3.4) this yields
Choosing µ > (16 log K)/(δ log 2) we obtain
δR and thus
δR.
The estimate for E 2 is similar. Here we choose
and r 1 ∈ [r 0 , s 1 ) with
It follows from (3.7) that r 1 ∈ 1 2 s 1 , s 1 . Inductively we choose
Again the process stops and there exists N ∈ N with
and as before this yields
We note that follows from (3.5) and (3.6) that n(t) is continuous at t = r, meaning that there is no zero of f on the circle of radius r around 0. We also note that (3.5) and (3.6) remain valid if µ is replaced by a larger number.
We shall assume that f (0) = 0 and denote by (z j ) the sequence of zeros of f , ordered such that |z 1 | ≤ |z 2 | ≤ . . . . Replacing K by a larger number if necessary, we may assume that (3.4) holds with r 0 = |z 1 |.
For 0 < β < 1 and r ≥ 0 we put
Lemma 3.5. If (3.5) and (3.6) hold for some µ ≥ max{ρ(f ), 1}, then
provided r is sufficiently large.
Proof. We put q = [µ + 1] and write
where P (z) = q m=0 a m z m is a polynomial of degree at most q and where E(·, q) denotes the Weierstraß primary factor. Note that q will in general be much larger than ρ(f ) so that the above form of f is not the usual Hadamard factorization. We put
. 
Similarly we find for m < 0 that For large r we thus have
for all m < 0 and this yields
we thus have
where
In order to estimate g 2 we write
and note that h −m (r) = h m (r) and
for all m. Let now V (r) = [0, 2π] \ U(r) so that (3.14) |L(θ)| < βn(r) for θ ∈ V (r).
for m = 0 we deduce from (3.13) that (3.15)
= h 0 (r) (meas V (r) − 2q meas U(r)) .
If meas U(r) ≥ π/(2q +1), then (3.10) follows since q ≤ µ+1 so that 2q +1 ≤ 2µ+3 ≤ 5µ and this yields π 2q + 1 ≥ 2π(1 − β) 2 (β + 3πµ) 2 . We may thus assume that meas U(r) < π/(2q + 1) so that meas V (r) > 2π − π/(2q + 1). We deduce from (3.13) and (3.15) that
Using (3.11), (3.12) and (3.14) we find that
≤ βn(r) + πµn(r) and hence g 2 ≤ (β + 2πµ) n(r).
Combining this with (3.11) and (3.12) we conclude that
On the other hand, it follows from the argument principle that
Now the Cauchy-Schwarz inequality, (3.14) and (3.16) yield n(r) ≤ 1 2π
Remark. It was shown at the beginning of the proof of Lemma 3.4 that if n(r) satisfies (3.4), then there exists ρ > 0 such that
as r → ∞. (In fact, the argument shows that we can take τ = (2 log K)/(log 2), and a slightly more careful estimate will give τ = (log K)/(log 2).) Miles and Rossi [14] show that if n(r) satisfies (3.17), then (3.5) and (3.6) hold on a set of logarithmic density 1 − δ if µ is sufficiently large. They then use this to show that (3.10) holds on a set of logarithmic density 1 − δ.
For our applications, however, a set of positive logarithmic density is not sufficient. Therefore we introduced the additional hypothesis (3.4). Lemma 3.4 says that with this additional hypothesis (3.10) holds on a set of density 1 − δ.
The proof of Lemma 3.5, which says that (3.5) and (3.6) imply (3.10), is essentially the same as that of Miles and Rossi [14] and it is included here only for completeness.
We also note that (3.17) implies that there exists a constant K such that (3.4) holds on a set of positive density. In fact, by taking K large this density can be taken arbitrarily close to 1.
3.3.
Completion of the proof of Theorem 1.2. Let a ∈ C \ E V (f ). By (2.2) we can apply Lemma 3.4 to f − a. With
and with
we deduce from Lemmas 3.4 and 3.5 and from (2.3) that dens(V γ (a), A(R)) ≥ c for large R. We apply Lemma 3.1 with ε = 1 4 c to f − a and with
we obtain dens(U τ (f − a), A(R)) ≥ 1 − ε if τ is sufficiently large. We put d = τ /γ, fix m ≥ 1/ε and choose a 1 , . . . , a m ∈ D(0, 2dm) \ E V (f ) with |a j − a k | ≥ 2d for j = k. For 1 ≤ j ≤ m we put
Then the C j are pairwise disjoint and thus there exists j = j(R) with dens(C j , A(R)) ≤ ε.
.
and if |f (z)| ≥ 4dm, then |f (z)| ≥ 2|a j | and thus
Summarizing the above estimates we obtain with σ = γ/(4m) that if z ∈ W (a j ) ∩ A(R), then
Noting that |z| 0 = 1 we have thus proved that if f satisfies (2.1), then
for all large R. In other words, we have proved the special case q = λ = 0 of our theorem. We may apply this result to
where a is chosen such that f has infinitely many a-points and where P is a polynomial of degree greater than q whose zeros are a-points of f . In fact, we have log M(r, g) = log M(r, f ) + O(log r) = (1 + o(1)) log M(r, f ) as r → ∞ so that (2.1) holds with f replaced by g if the constants A and C are slightly adjusted. Hence dens(T (g, σ * , τ * , 0, 0), A(R)) ≥ η if 0 < σ * < σ, τ * > τ and 0 < η < 1 4 c, provided R is large enough.
For z ∈ T (g, σ * , τ * , 0, 0) we have |g(z)| ≥ 1 and thus |f (z)| = |P (z)g(z) + a| ≥ |z| q , provided |z| is sufficiently large. Thus
as |z| → ∞ we conclude that if 0 < α 1 < σ * and α 2 > τ * , then
for large S and hence dens(T (f, α 1 , α 2 , q, 0), A(R)) ≥ η for large R. This is the special case λ = 0 of our theorem. In order to obtain this result for general λ, we apply Lemma 3.3. We note that if z ∈ A(R), then |z|/ log M(|z|, f ) ≤ 2R/ log M(R, f ). This implies that if c 1 , . . . , c l and r 1 , . . . , r l are as in Lemma 3.3 and if
2 ) and (3.1) and (3.2) we see that
We see that the density of the set of all z ∈ A(R) for which (1.6) fails can be made arbitrarily small by choosing α 2 large. The conclusion follows.
Auxiliary results for the proof of Theorem 1.1
The following lemma can be proved by a simple compactness argument.
Lemma 4.1. Let Ω be a domain let Q be a compact subset of Ω. Then there exists a positive constant C such that if f is univalent in Ω and z, ζ ∈ Q, then |f
In principle this lemma would be sufficient for our purposes, but we note that the classical Koebe distortion theorem gives explicit estimates in the case where Ω is a disk. Lemma 4.2. Let f be univalent in D(a, r) and let z ∈ D(a, ρr), where 0 < ρ < 1. Then
We shall use the following version of the Ahlfors islands theorem; cf. [10, Theorem 6.2]. then D(a, r) has a subdomain which is mapped bijectively onto one of the domains D ν .
To estimate the Hausdorff dimension we will use a result of McMullen [13] . In order to state it, consider for l ∈ N a collection E l of disjoint compact subsets of R n such that the following two conditions are satisfied:
(a) every element of E l+1 is contained in a unique element of E l ; (b) every element of E l contains at least one element of E l+1 . Denote by E l the union of all elements of E l and put E = 
The following result is due to Zheng [23, Corollary 5] .
Lemma 4.5. Let f be an entire function satisfying (1.1). Then the Fatou set of f has no multiply connected components.
Actually Zheng requires only that the left inequality of (1.1) holds. More precisely, he assumes that there exists d > 1 such that log M(2r, f ) ≥ d log M(r, f ) for all large r, but we may replace M(2r, f ) by M(Cr, f ) here if C > 1.
Proof of Theorem 1.1
Let f be an entire function satisfying (1.1) and let α 1 , α 2 , η be as in Theorem 1.2. We apply Lemma 4.3 to the domains
Let µ be such that the conclusion of Lemma 4.3 is satisfied for these domains and let λ = 2Lµ/α 1 where L is the constant from (3.1). We will apply Theorem 1.2 with this value of λ and with q = 8.
For large R we put t = t(R) = 2µR/(α 1 log M(R, f )). Note that (1.6) implies in particular that f has no zeros in
for z ∈ A(R) by (3.1) this implies that a branch of log f can be defined in the disk D(z, t(R)), provided z ∈ T (f, α 1 , α 2 , q, λ) ∩ A(R).
If R is sufficiently large, then D(a, t(R)) contains a subdomain U such that log f maps U bijectively onto one of the domains
Moreover, there exist β, γ > 0 such that if V is the subset of U which is mapped onto
. Then h(a) = 0 and thus
Lemma 4.3 implies that there exists a subdomain U of D(a, t) which is mapped by h bijectively onto one of the three domain D ν occuring in this lemma. It follows that log f maps U bijectively onto one of the domains log f (a) + D ν . We have 4π log 2 = area Q ν
we thus have area V ≥ β t 2 . By Lemma 4.1, there exists a constant C > 1 such if φ denotes the branch of the inverse of h which maps D ν to U, then |φ
Since We now show that there are comparatively many disks disjoint D(a, t) to which Lemma 5.1 can be applied. 
Proof. Let m be the maximum number of points a 1 , . . . , a m ∈ T (f, α 1 , α 2 , q, λ) ∩ A(R) which satisfy the conclusion of the lemma. Then
since a point contained in the left but not in the right side could be added to the collection a 1 , . . . , a m . It follows that
2 and thus we obtain
For m = m(R) and a 1 (R), . . . , a m (R) as in Lemma 5.2 we choose for each disk D(a j (R), t(R)) a subset V as in Lemma 5.1. We denote these sets by V 1 (R), . . . , V m (R).
It follows that
Thus m(R) j=1 V j (R) has a positive density in A(R).
We now construct the sets E l to which Lemma 4.4 will be applied. We choose R 0 large and put
We shall define the sets E l inductively such that if
for some j ∈ {1, . . . , m(R l−1,G )}. To simplify notation, we will write a j instead of a j (R l−1,G ) in the sequel. Suppose now that E l has been defined and let F ∈ E l and G ∈ E l−1 be as above. By Lemma 5.1 the disk D(a j , t(R l−1,G )) has a subdomain U which is mapped by log f bijectively onto Ω ν (a j ) for some ν ∈ {1, 2, 3}, with f l−1 (F ) = V j (R l−1,G ) being the subset that is mapped onto Q ν (a j ). Thus log f l : F → Q ν (a j ) is bijective and its inverse ψ : Q ν (a j ) → F extends to Ω ν (a j ). For 1 ≤ k ≤ m(R l,F ) we can choose a domain W k ⊂ Q ν (a j ) such that exp W k = V k (R l,F ). We now put E l+1 (F ) = {ψ(W k ) : 1 ≤ k ≤ m(R l,F )} .
Finally we set
Then the sequence (E l ) has the desired properties. Again we denote by E l the union of all elements of E l . Proof. Let F ∈ E l and let ψ and W k be as above. Since W k = log V k (R l,F ) for some branch of the logarithm we have Applying Lemma 4.1 we see that there exists a constant C such that |ψ ′ (ζ)| ≤ C|ψ ′ (z)| for z, ζ ∈ Q ν (a j ). (As the domains Ω ν (a j ) and the compact subsets Q ν (a j ) are translates of fixed sets, the constant C does not depend on a j or ν.) Thus dens(E l+1 , F ) = dens
Thus (5.3) holds with ∆ = η/(32C 2 π log 2). To prove (5.4) let F k ∈ E k such that F ⊂ F k , for 1 ≤ k < l. (With G as before we thus have G = F l−1 .) With the abbreviation R k = R k,F k we have f k (F k ) = A(R k ). It follows from the construction and (1.5) that R k+1 ≥ R q k and thus R k ≥ (R 0 ) q k . As before we have 
where δ = γα 1 /(2µ). We conclude that
δ log M(R k , f ). 
