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Abstract
A CDC (cycle double cover) of a graph G is a system (C1; : : : ; Ck) of cycles in G such that
each edge of G is contained in Ci for exactly two indices i (here a cycle is a subgraph in which
each vertex has an even degree). The well-known CDC conjecture states that each bridgeless
graph G has a CDC. In 1985, Goddyn proved that each minimal counterexample to the CDC
conjecture has girth at least 7 (later, he even obtained the lower bound 10) by showing that
each circuit C of length less than 7 is reducible, i.e. if G is a graph containing C and if G′ is
obtained from G by replacing C by a certain smaller subgraph, then each CDC of G′ yields a
CDC of G. Here we rene Goddyn’s ideas and we present some algorithms for verifying such
reduction properties. By implementing these algorithms on a computer, we can prove so far that
each minimal counterexample of the CDC conjecture has girth at least 12 and we can show
that each minimal counterexample of the 5-CDC conjecture (each bridgeless graph has a CDC
consisting of only 5 cycles) has girth at least 10. Moreover, by using a recent result of Robertson
et al. (preprint), we can prove without a computer that each bridgeless cubic graph not contain-
ing the Petersen graph as a minor has a 5-CDC which can be constructed in polynomial time.
This partially settles a problem of Alspach et al. (Trans. Amer. Math. Soc. 344 (1994) 131{154).
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1. Introduction
Throughout this paper, each graph G = (V; E) is nite, undirected, and may have
loops and multiple edges. As usual, V (G):=V and E(G):=E denote the vertex set and
the edge set of G, respectively, and the degree of a vertex x is the number of edges
incident with x where loops are counted twice. A circuit in G is a 2-regular nonempty
connected subgraph and a cycle in G is an Eulerian subgraph (i.e. a not necessarily
connected subgraph in which each vertex has an even degree). Each edge of G not
contained in any circuit is called a bridge. A circuit double cover (cycle double cover)
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of G is a system (C1; : : : ; Ck) of circuits (cycles) in G such that each edge of G is
contained in Ci for exactly two indices i. Note that each cycle double cover yields a
circuit double cover since the edge set of each cycle can be partitioned into edge sets
of circuits. In the following, we will abbreviate \cycle double cover" by \CDC".
The well-known CDC Conjecture of Seymour [9] and Szekeres [10] states the fol-
lowing.
Conjecture 1. Each bridgeless graph has a CDC.
This conjecture is still open and turned out to be a very deep one. However, it could
be veried for some important classes of graphs and we have several results about
minimal counterexamples (see Jaeger [5] or Zhang [13] for a survey). Our aim is to
extend some of these results. Additionally, we will consider minimal counterexamples
to a strengthening of the CDC conjecture in which we only allow a certain number
of cycles in a CDC: For positive integers k, we dene a k-CDC of a graph to be a
CDC consisting of exactly k cycles and we call the following statement the k-CDC
Conjecture.
Conjecture 2. Each bridgeless graph has a k-CDC.
Clearly, no graph with a nonempty edge set has a 1-CDC and only Eulerian graphs
have a 2-CDC. A counterexample to the 3-CDC and to the 4-CDC Conjecture is the
Petersen graph P10 which is known to have no 4-CDC:
The 5-CDC Conjecture is due to Celmins [2] and as the CDC Conjecture, also the
k-CDC Conjecture is still open for each k>5.
To state some basic properties of minimal counterexamples, we dene a cut of a
graph G to be a pair (X; X ) of nonempty vertex sets such that V (G) is the disjoint
union of X and X and we call the number of edges in G connecting a vertex of X with
a vertex of X the capacity of (X; X ). Moreover, we call G strongly n-edge connected
if G is n-edge connected (i.e. any two distinct vertices in G are connected by at least
n edge-disjoint paths) and if the capacity of each cut (X; X ) of G with jX j; j X j>2 is
greater than n.
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By so-called standard reductions, it is not dicult to derive the following lemma
(see [13] for a proof).
Lemma 1. Let G be a minimal counterexample to the CDC Conjecture or to the
k-CDC Conjecture for some k>5. Then G is a snark; i.e. G is cubic; strongly 3-edge
connected; and not 3-edge colourable.
The girth of a graph G is the minimal length (i.e. number of edges) of a circuit
in G (if G has no circuits, then the girth is innite). In [3], Goddyn published the
following result.
Theorem A. Each minimal counterexample to the CDC Conjecture has girth at
least 7.
Later in his Ph.D. Thesis [4], he even obtained the lower bound 10. Here we will
rene and extend Goddyn’s methods so that we can apply them also to the k-CDC
Conjecture for some integers k>5 and that results as in Theorem A can be proved by
a schematic case analysis which can be performed on a computer. So far, we could
verify the following extensions of Goddyn’s results and there is some hope of further
extension by using more powerful computers and by improving the software.
Theorem 1.
(a) Each minimal counterexample to the CDC Conjecture has girth at least 12.
(b) Each minimal counterexample to the k-CDC Conjecture has girth at least ‘ for
k 2 f5; 6g and ‘ = 10; for k = 7 and ‘ = 11; and for k = 8 and ‘ = 12.
Later, we will see that results as in Theorem 1 could be the key to the proof of
the (k-)CDC Conjecture restricted to certain classes of graphs for some integers k.
However, they will probably not lead to a proof of the \unrestricted" CDC Conjecture
based on Lemma 1 because in [6], Kochol constructed snarks of arbitrarily large girth.
Our proof methods for Theorem 1 are based on a concept which is also a cornerstone
in the proof of the Four-Colour Theorem: the concept of reducible congurations. Here
a conguration K consists of a graph G(K) and some pending edges which are incident
with only one vertex of G(K). The set of all pending edges is denoted by P(K) and
the degree of a vertex x in K is the degree of x in G(K) plus the number of pending
edges incident with x. E(K) denotes the union E(G(K))[P(K). If G(K) is a circuit,
then K is called a circuit conguration. If each vertex in K has degree 3, then K is
called cubic.
A graph G contains K if G(K) is a subgraph of G and P(K)E(G) if each edge
connecting G(K) with the remaining part of G is a pending edge of K , and if each
edge of G only incident with vertices x and y of G(K) is either an edge of G(K) or is
obtained by identifying two pending edges of K incident with x and y (we obtain a loop
if x=y). Now let K 0 be another conguration with P(K 0)=P(K) and let G0 be a graph
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containing K 0. Then we say G0 is obtained from G by replacing K by K 0 if G0 arises
from G by replacing G(K) by G(K 0) in such a way that each pending edge of K
connecting G(K) in G with some vertex outside G(K) connects G(K 0) in G0 with the
same vertex and that any two pending edges of K that are identied in G are also
identied in G0.
Let K and K 0 be two congurations. Then K is called replaceable by K 0 if P(K)=
P(K 0) and if replacing K by K 0 in any strongly 3-edge connected graph always yields
a bridgeless graph. 1 K 0 is called a k-reducer of K if additionally, K 0 is smaller than
K and if each graph G containing K has a k-CDC provided that replacing K by K 0
in G yields a graph with a k-CDC. K is called k-reducible if there exists a k-reducer
of K . Analogously, by considering CDCs instead of k-CDCs, we dene reducers and
reducible congurations. Note that by Lemma 1, no minimal counterexample to the
(k-)CDC Conjecture contains a (k-)reducible conguration for k>5. Hence to prove
that each minimal counterexample to the (k-)CDC conjecture has girth at least ‘, we
just have to verify (k-)reducibility of all cubic circuit congurations of length less
than ‘.
In the following, we will present some methods for verifying reduction properties
of certain congurations. They will lead to a proof of Theorem 1 (partially with the
aid of a computer). But we will obtain some more: In [1], Alspach et al. proved that
bridgeless (not necessarily cubic) graphs without the Petersen graph P10 as a minor
have a CDC (as usual, a minor of a graph G is isomorphic to a graph obtained from a
subgraph of G by a series of edge contractions). They left it open whether the number
of cycles in a CDC of such graphs can be bounded and whether a CDC in such graphs
can be found in polynomial time. We can solve these problems for cubic graphs by
proving the following.
Theorem 2. Each bridgeless cubic graph without the Petersen graph as a minor has
a 5-CDC which can be constructed in polynomial time.
1 We only consider strongly 3-edge connected graphs with respect to Lemma 1. However, we do not
restrict ourselves to cubic graphs or even to snarks because several restrictions of the (k-)CDC Conjecture
to certain classes of graphs cannot be reduced to cubic graphs.
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Our proof of Theorem 2 is based on the following recent result of Robertson et al.
[8] (see also [13, p. 76]):
Theorem B. Each cubic graph without the Petersen graph as a minor has girth at
most 5.
As shown by Kochol [7], Theorem B has also consequences for the well-known
Nowhere-Zero-5-Flow Conjecture 2 of Tutte [12]. Using Theorem B, Kochol proved
this conjecture for all bridgeless cubic graphs without P10 as a minor.
Recently, Robertson et al. announced the following result which even implies the
existence of a 3-CDC and of a nowhere-zero-4-ow in such graphs: Each bridge-
less cubic graph without P10 as a minor is 3-edge colourable. Their proof uses a
computer because it is an extension of their new proof of the Four-Colour Theorem
(the Four-Colour Theorem is an easy consequence of their result). In contrast, our
proof of the existence of 5-CDCs is quite simple and not based on any computer
calculations.
2. 5-reducibility of small circuits
All results of this section will be obtained without the aid of a computer. We will
rene Goddyn’s methods in [3] and we will prove the following proposition.
Proposition 1.
(a) All circuit congurations of length at most 5 are 5-reducible.
(b) All cubic circuit congurations of length 6 are 5-reducible.
Clearly, as a consequence, each minimal counterexample to Celmin’s 5-CDC conjec-
ture has girth at least 7 (later, by using computers, we will improve this lower bound
and we will also obtain 5-reducibility of noncubic circuit congurations of length 6).
Additionally, by combining the proof of Proposition 1(a) with Theorem B, we will
obtain Theorem 2.
While the (k-)CDC conjecture can easily be reduced to cubic graphs by so-called
vertex splittings (see [5] or [13]), it is not known whether the noncubic case in Theorem
2 can be reduced to the cubic one. Therefore, it remains open whether we may remove
the condition \cubic" in Theorem 2. Later, we will present a possible approach to the
noncubic case which is based on 5-reducibility of some not necessarily cubic circuit
congurations.
2 A nowhere-zero-k-ow in a graph G is a circulation in some orientation of G (i.e. a ow satisfying
Kirchho’s rule at every vertex) such that the ow value of each edge is in f1; 2; : : : ; k−1g[f−1;−2; : : : ;−
(k − 1)g. The nowhere-zero-5-ow Conjecture states that each bridgeless graph has a nowhere-zero-5-ow.
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Let G = (V; E) be a graph and k be a positive integer. We call a subset X E
Eulerian if X is the edge set of a cycle in G. For convenience, we will not deal with
CDCs directly but with a certain kind of edge labelling. We denote by S2(k) the set
of all subsets of f1; 2; : : : ; kg with cardinality 2 and we dene a k-labelling of G to
be a mapping L : E ! S2(k) [ f;g. Edges f with L(f) = ; are called gaps and the
set of all gaps is called the gap-set. If L has no gaps, then L is called complete. L
is called Eulerian if ff 2 E; i 2 L(f)g is Eulerian for each i 2 f1; : : : ; kg. Clearly, if
(C1; : : : ; Ck) is a k-CDC of some subgraph G0 of G and if we dene L(f) to be the
set of all indices i with f 2 E(Ci) for each f 2 E(G), then L is a Eulerian k-labelling
with gap set EnE(G0) and we call L induced by (C1; : : : ; Ck). Conversely, each Eulerian
k-labelling is induced by some k-CDC of some subgraph of G. Hence may work with
such labellings instead of CDCs.
Let L be a k-labelling of G and let ;  2 f1; : : : ; kg be distinct. Then for each
E0E, we dene
E0[L; ; ]+:=ff 2 E0; jL(f) \ f; gj= 1g;
E0[L; ; ]−:=ff 2 E0; L(f) = f; g or L(f) = ;g;
E0[L; ; ]:=E0[L; ; ]+ [ E0[L; ; ]−
(mostly, we have E0=E). Moreover, for each X E[L; ; ], we dene the k-labelling
L[X; ; ] of G by L[X; ; ](f):=L(f) for each f 2 EnX and
L[X; ; ](f):=
8>>>>><
>>>>>:
f; g if L(f) = ;;
; if L(f) = f; g;
f; g if L(f) = f; g with  6= ;
f; g if L(f) = f; g with  6= ;
for each f 2 X (i.e. for each  2 f; g, we have  2 L(f) i  62 L[X; ; ](f)). The
following lemma is easy to see.
Lemma 2. Let G = (V; E) be a graph; ;  2 f1; : : : ; kg be distinct; L be an Eulerian
k-labelling of G; and X E[L; ; ] be an Eulerian edge set. Then also E[L; ; ]+ and
L[X; ; ] are Eulerian.
We will use Lemma 2 to \close" gaps of Eulerian k-labellings: If F is a set of
some gaps of a Eulerian k-labelling L in a graph G=(V; E) such that for some distinct
;  2 f1; : : : ; kg and some X E[L; ; ]+, F [ X is Eulerian, then L[F [ X; ; ] is a
Eulerian k-labelling in which the edges of F are no gaps any more. To nd suitable
numbers  and , we will often make use of the following fact.
Lemma 3. Let A1; A2; A3 2S2(5). Then either (i) or (ii) holds.
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(i) There exist distinct ;  2 f1; : : : ; 5g such that jAi\f; gj=1 for each i 2 f1; 2; 3g.
(ii) There exist pairwise distinct ; ;  2 f1; : : : ; 5g such that A1 = f; g; A2 = f; g;
and A3 = f; g.
Proof. Clearly, (i) and (ii) cannot be valid simultaneously. It is easy to see that (i)
holds if at least one of the following conditions is satised.
{ Ai = Aj for some distinct indices i; j 2 f1; 2; 3g.
{ A1 \ A2 \ A3 6= ;.
{ Ai \ Aj = ; for some distinct indices i; j 2 f1; 2; 3g.
Moreover, if none of these conditions holds, then (ii) easily follows. .
Now we prove Proposition 1(a). Let K be a circuit conguration of length ‘65
and let G = (V; E) be a graph containing K . Dene C to be the circuit G(K) and let
f1; : : : ; f‘ be the edges of C in some cyclic order. Moreover, dene F to be ff‘g or
ff2; f‘g if ‘63 or ‘>4 respectively. We prove that K 0:=K − F is a 5-reducer of K
(K 0 is obtained from K by removing the edges of F). Let G0 be a graph obtained from
G by replacing K by K 0, i.e. G0=G−F . To prove that K is replaceable by K 0, assume
that G is strongly 3-edge connected. We prove that G0 is bridgeless. This is obvious if
‘63. Now assume ‘>4 and suppose for contradiction that f is a bridge of G0. Then
there exists a cut (X; X ) of G such that f, f2, and f‘ are the edges between X and
X . Since f2 and f‘ are independent (i.e. no vertex is incident with both edges), we
see that jX j; j X j>2, a contradiction.
Now assume that G0 has a 5-CDC. It remains to prove that G has a complete Eulerian
5-labelling. Let L be the Eulerian 5-labelling of G induced by some 5-CDC of G0. Then
clearly, F is the gap set of L. If there exist two distinct ;  2 f1; : : : ; 5g such that
jL(f)\f; gj=1 for each f 2 E(C)nF , then by Lemma 2, we see that L[E(C); ; ]
is a complete Eulerian 5-labelling of G. Now assume that such  and  do not exist.
Then obviously, we have ‘ = 5 and by Lemma 3 and reasons of symmetry, we may
assume that L(f1)=f1; 2g, L(f3)=f1; 3g, and L(f4)=f2; 3g. By Lemma 2, E[L; 1; 4]+
and E[L; 2; 5]+ are Eulerian and thus we obtain circuits D1 and D2 in G such that f1 2
E(D1)E[L; 1; 4]+ and f1 2 E(D2)E[L; 2; 5]+. If f3 62 E(D1), then by Lemma 2,
L0:=L[E(D1); 1; 4] is a Eulerian 5-labelling of G with L0(f1) = f4; 2g, L0(f3) = f1; 3g,
and L0(f4) = f2; 3g. Thus jL0(f) \ f1; 2gj= 1 for each f 2 E(C)nF and hence again
by Lemma 2, L0[E(C); 1; 2] is a complete Eulerian 5-labelling of G. Similarly, we ob-
tain a complete Eulerian 5-labelling if f4 62 E(D2) (consider L0:=L[E(C); 2; 5]) and
thus we may assume that f3 2 E(D1) and f4 2 E(D2). Take a path P1 in D1 and a
path P2 in D2 connecting the two vertices incident with f2 and with f5 respectively
and dene L0:=L[E(P1) [ ff2g; 1; 4]. Then E(P2)E[L0; 2; 5]+ so that by applying
Lemma 2 two times, L0[E(P2) [ ff5g; 2; 5] is a complete Eulerian 5-labelling of G.
Now we have proved Proposition 1(a). From now on, we will use Lemma 2 tacitly
without quoting. To show part (b), let K be a cubic circuit conguration of length 6
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and let G=(V; E) be a graph containing K . Again, let C denote the circuit G(K) and let
f1; : : : ; f6 be the edges of C in some cyclic order. We prove that K 0:=K−ff2; f4; f6g
is a 5-reducer of K . First we show that G0:=G − ff2; f4; f6g is bridgeless if G is
strongly 3-edge connected. Suppose for contradiction that G0 contains a bridge f. Then
we obtain a cut (X; X ) of G such that the set F of edges between X and X consists of
f and some of the edges f2; f4; f6. Since G is strongly 3-edge connected and since
f2; f4; f6 are pairwise independent, we see that F = ff;f2; f4; f6g and jX j; j X j>3.
Moreover, since the number of C-edges between X and X is even, we may assume
f = f1 by reasons of symmetry. Let x be the vertex incident with f1 and f2. By
reasons of symmetry, we may assume that x 2 X . Dene Y :=X nfxg and Y := X [fxg.
Then jY j; j Y j>2 and since K is cubic, we see that (Y; Y ) is a cut of G of capacity 3,
a contradiction.
Now suppose that G0 has a 5-CDC. It remains to prove that G has a complete
Eulerian 5-labelling. Clearly, we obtain a Eulerian 5-labelling L of G with gap-set
ff2; f4; f6g. If there exist two distinct ;  2 f1; : : : ; 5g such that jL(fi)\f; gj=1 for
each i 2 f1; 3; 5g, then L[E(C); ; ] is a complete Eulerian 5-labelling of G. Otherwise
by Lemma 3 and by reasons of symmetry, we may assume that L(f1)=f1; 2g, L(f3)=
f1; 3g, and L(f5)=f2; 3g. Take circuits D1 and D2 in G with f3 2 E(D1)E[L; 1; 4]+
and f3 2 E(D2)E[L; 3; 5]+. If f1 62 E(D1), then L0:=L[E(D1); 1; 4] is a Eulerian
5-labelling of G with L0(f1) = f1; 2g, L0(f3) = f4; 3g, and L0(f2) = f2; 3g. Thus
L0[E(C); 1; 3] is a complete Eulerian 5-labelling of G. Similarly, we obtain a com-
plete Eulerian 5-labelling if f5 62 E(D2). Thus we may assume that f1 2 E(D1) and
f5 2 E(D2). Hence since D1 and D2 are circuits, we nd a path P1 in D1 − f1
connecting the two vertices incident with f2 and we nd a path P2 in D2 − f5
connecting the two vertices incident with f4. Dene L0:=L[E(P1) [ ff2g; 1; 4] and
L?:=L0[E(P2)[ff4g; 3; 5]. Then L? is a Eulerian 5-labelling of G with gap set ff6g.
We close this remaining gap. In the following, we represent each mapping M :
ff1, : : : ; f5g ! S2(5) by a sequence 11; : : : ; 55 where fi; ig =M (fi) for each
i65. Note that the restriction L?jff1; : : : ; f5g of L? to ff1; : : : ; f5g is represented by
12; 14; ; 35; 23 where
 =
8>>>>><
>>>>>:
13 if f3 62 E(P1) [ E(P2);
43 if f3 2 E(P1)nE(P2);
15 if f3 2 E(P2)nE(P1);
45 if f3 2 E(P1) \ E(P2):
Case 1: L?jff1; : : : ; f5g=12; 14; 13; 35; 23. Dene L1:=L? and let C1 be a circuit in
G with f4; f5 2 E(C1)E[L1; 1; 3]+. Since K is cubic, we see that f1 and f2 are either
both contained in C1 or none of them is in C1 (in the following, we will tacitly use
this argument several times). We may assume that f1; f2 62 E(C1) since otherwise for
some path P in C1 connecting the two vertices incident with f6, L1[E(P)[ ff6g; 1; 3]
is a complete Eulerian 5-labelling of G.
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Dene L2:=L1[E(C1); 1; 3]. Then L2jff1; : : : ; f5g = 12; 14; 13; 15; 21. Let C2 be a
circuit in G with f3; f4; f5 2 E(C2)E[L2; 1; 4]+. Similarly as above, we may assume
that f1 62 E(C2).
Dene L3:=L2[E(C2); 1; 4]. Then L3jff1; : : : ; f5g = 12; 14; 43; 45; 24. Let C3 be a
circuit in G with f4; f5 2 E(C3)E[L3; 2; 5]+. We may assume that f1 62 E(C3).
Dene L4:=L3[E(C3); 2; 5]. Then L4jff1; : : : ; f5g = 12; 14; 43; 42; 54. Let C4 be a
circuit in G with f5 2 E(C4)E[L4; 1; 5]+. We may assume that f1; f2 62 E(C4).
Dene L5:=L4[E(C4); 1; 5]. Then L5jff1; : : : ; f5g = 12; 14; 43; 42; 14. Let C5 be
a circuit in G with f5 2 E(C5)E[L5; 1; 3]+. We may assume that f1; f2; f3 62
E(C5).
Dene L6:=L5[E(C5); 1; 3]. Then L6jff1; : : : ; f5g = 12; 14; 43; 42; 34. Let C6 be
a circuit in G with f3; f4; f5 2 E(C6)E[L6; 1; 4]+. We may assume that f1
62 E(C6).
Dene L7:=L6[E(C6); 1; 4]. Then L7jff1; : : : ; f5g=12; 14; 13; 12; 31 and thus L7[E(C);
1; 5] is a complete Eulerian 5-labelling of G.
Case 2: L?jff1; : : : ; f5g = 12; 14; 43; 35; 23. Then L?[E(C); 1; 3] is a complete Eu-
lerian 5-labelling of G.
Case 3: L?jff1; : : : ; f5g=12; 14; 15; 35; 23. Then again, L?[E(C); 1; 3] is a complete
Eulerian 5-labelling of G.
Case 4: L?jff1; : : : ; f5g= 12; 14; 45; 35; 23. Similar to Case 1, we have to perform
some transformations before obtaining a complete Eulerian 5-labelling. Dene L1:=L?
and let C1 be a circuit in G with f4; f5 2 E(C1)E[L1; 1; 3]+. We may assume that
f1; f2 62 E(C1).
Dene L2:=L1[E(C1); 1; 3]. Then L2jff1; : : : ; f5g = 12; 14; 45; 15; 21. Let C2 be a
circuit in G with f3; f4; f5 2 E(C2)E[L2; 1; 4]+. We may assume that f1 62 E(C2).
Dene L3:=L2[E(C2); 1; 4]. Then L3jff1; : : : ; f5g = 12; 14; 15; 45; 24. Let C3 be a
circuit of G with f3; f4; f5 2 E(C3)E[L3; 2; 5]+. We may assume that f1 62 E(C3).
Dene L4:=L3[E(C3); 2; 5]. Then L4jff1; : : : ; f5g = 12; 14; 12; 42; 54. Let C4 be a
circuit of G with f5 2 E(C4)E[L4; 2; 4]+. We may assume that f1; f2; f3 62 E(C4).
Dene L5:=L4[E(C4); 2; 4]. Then L5jff1; : : : ; f5g=12; 14; 12; 42; 52. Let C5 be a cir-
cuit of G with f3; f4; f5 2 E(C5)E[L5; 2; 3]+. We may assume that f1 62
E(C5).
Dene L6:=L5[E(C5); 2; 3]. Then L6jff1; : : : ; f5g = 12; 14; 13; 43; 53. Let C6 be a
circuit of G with f4; f5 2 E(C6)E[L6; 1; 3]+. We may assume that f1; f2 62 E(C6).
Dene L7:=L6[E(C6); 1; 3]. Then L7jff1; : : : ; f5g = 12; 14; 13; 41; 51. Let C7 be a
circuit of G with f5 2 E(C7)E[L7; 2; 5]+. We may assume that f1 62 E(C7).
Dene L8:=L7[E(C7); 2; 5]. Then L8jff1; : : : ; f5g=12; 14; 13; 14; 21 and thus L8[E(C);
1; 5] is a complete Eulerian 5-labelling of G.
Now we have nished the proof of Proposition 1.
To prove Theorem 2, we consider the following algorithm which can be applied to
all bridgeless graphs G = (V; E) without the Petersen graph P10 as a minor and with
maximal degree at most 3. The algorithm is based on the proof of Proposition 1 and
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on some standard reductions which do not lead to graphs containing P10 as a minor.
It returns a complete Eulerian 5-labelling of G.
Step 1: If jV j63, use a table to nd a complete Eulerian 5-labelling L of G and
return L. Otherwise determine a cut (X; X ) of G of minimal capacity n (by standard
max-ow computations). If n = 3 and if X or X have cardinality 1, redene (X; X )
to be a cut of G with jX j; j X j>2 and minimal capacity with respect to the additional
cardinality condition and redene n to be that capacity (such a cut can be found by
determining a cut of minimal capacity separating fx1; x2g from fy1; y2g for any pairwise
distinct x1; x2; y1; y2 2 V ). Continue with Step 2.
Step 2: If n=0, apply the algorithm recursively to G−X and G− X and return the
5-labelling of G that is obtained by combining the two outputs in an obvious manner.
If n=2: Let f1 and f2 be the edges between X and X and let G0 be obtained from
G by removing f1, f2, and X and by adding an edge f incident with the vertices of X
that are incident with f1 or f2. Similarly, let G? be obtained from G by removing f1,
f2, and X and by adding an edge g incident with the vertices of X that are incident
with f1 or f2. Then apply the algorithm recursively to G0 and G? and let L0 and L?
be the corresponding outputs. Permutate 1; : : : ; 5 in L? such that L?(g) becomes L0(f).
Then we obtain a 5-labelling L of G by combining L0 and L? in an obvious manner
(we have L(f1) = L(f2) = L0(f)). Return L.
If n = 3 and jX j; j X j>2: Let f1, f2, and f3 be the edges between X and X and
let G0 be obtained from G by contracting X to a single vertex x such that f1, f2,
and f3 become incident with x. Similarly, let G? be obtained from G by contracting
X to a single vertex x such that f1, f2, and f3 become incident with x. Then apply
the algorithm recursively to G0 and G? and let L0 and L? be the corresponding out-
puts. Permutate 1; : : : ; 5 in L? such that L?(fi) becomes L0(fi) for each i 2 f1; 2; 3g.
Then we obtain a 5-labelling L of G by combining L0 and L? in an obvious manner.
Return L.
In any other case, determine a circuit C in G of minimal length and choose some
cyclic order f1; : : : ; f‘ of its edges (note that in this case, G is cubic and strongly
3-edge connected and that ‘65 by Theorem B). Dene F :=ff‘g or F :=ff2; f‘g if
‘63 or ‘>4 respectively. Then apply the algorithm recursively to G−F and let L? be
the output. Extend L? to a 5-labelling L of G by dening L(f):=; for each f 2 F . If
there exist distinct ;  2 f1; : : : ; 5g such that jL(f)\f; gj=1 for each f 2 E(C)nF ,
return L[E(C); ; ]. Otherwise continue with Step 3 (in this case, we have ‘ = 5).
Step 3: Take a permutation 1; : : : ; 5 of 1; : : : ; 5 such that L(f1)=f1; 2g, L(f3)=
f1; 3g, and L(f4) = f2; 3g. Determine two circuits D1 and D2 in G with f1 2
E(D1)E[L; 1; 4]+ and f1 2 E(D2)E[L; 2; 5]+. If f3 62 E(D1) or f4 62 E(D2),
dene L0:=L[E(D1); 1; 4] or L0:=L[E(D2); 2; 5] respectively and return L0[E(C),
1; 2]. Otherwise take a path P1 in D1 connecting the two vertices incident with
f2 and a path P2 in D2 connecting the two vertices incident with f5. Then dene
L0:=L[E(P1) [ ff2g; 1; 4] and return L0[E(P2) [ ff5g; 2; 5].
It is standard to obtain an ecient implementation of the above algorithm. Theorem 2
follows.
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3. How to verify reducibility
Note that the proof of Proposition 1 essentially consists of a simple case analysis.
Extension of Proposition 1 can be proved with similar methods but it turned out that the
verication of reduction properties of larger circuit congurations requires a laborious
and boring investigation of a large number of labellings. In this section, we will present
two methods for schematizing such a case analysis so that it can be performed on a
computer. By these methods, even circuit congurations of length greater than 10 will
become tractable.
The rst method that we now consider is called A-reduction and can be applied to
arbitrary congurations although we will apply it only to cubic circuit congurations. It
diers from Goddyn’s concept in [3] and from its renement in the proof of Proposition
1 because we will mainly work with labellings of the pending edges of congurations
K and not with labellings of G(K). Although the A-reduction is relatively simple
and easy to implement on a computer, it turned out to be very powerful and to yield
much more reduction properties of cubic circuit congurations than the original concept
of Goddyn. However, the A-reduction fails if we are dealing with arbitrary circuit
congurations without having knowledge about the pending edges. Such congurations
can be handled with the B-reduction which we will introduce later and which is much
closer to Goddyn’s methods than the A-reduction.
Now we describe the A-reduction. Let k be a positive integer and K be a con-
guration. Analogously to k-labellings of graphs, a k-labelling of K is a mapping
L : E(K)!S2(k) [ f;g and L is called Eulerian if for each vertex x of K and each
i 2 f1; : : : ; kg, the number of edges f 2 E(K) incident with x and with i 2 L(f)
is even where as usual, loops in G(K) are counted twice. Moreover, a k-labelling of
P(K) is a mapping L : P(K)! S2(k) [ f;g and L is called Eulerian if the number
of edges f 2 P(K) with i 2 L(f) is even for each i 2 f1; : : : ; kg. When dealing with
such labellings, we will use the denitions and notations for k-labellings of graphs in
an obvious way.
For each integer t>0, we dene recursively the k-labellings of P(K) of order t.
A k-labelling L of P(K) is of order 0 if it can be extended to a complete Eulerian
k-labelling L0 of K (i.e. L is the restriction L0jP(K)). It is easy to see that in this
case, L is complete and Eulerian. Assume that t > 0 and that we have already dened
the k-labellings of order less than t. Then we dene a k-labelling L of P(K) to be of
order t if L is complete and Eulerian, if L is not of order less than t, and if there exist
distinct ;  2 f1; : : : ; kg with the following property.
(?) For each pairing fff1; g1g; ff2; g2g; : : : ; ffm; gmgg of P(K)[L; ; ]+ (i.e. f1,
g1; : : : ; fm; gm are pairwise distinct and ff1; g1; : : : ; fm; gmg = ff 2 P(K);
jL (f)\f; gj=1g), there exists a subset I f1; : : : ; mg such that L[Si2Iffi; gig;
, ] is of order less than t.
A k-labelling of P(K) is called good for K if it has some order. Note that this denition
depends on k. Therefore if necessary, we will write \k-good" instead of \good". A
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conguration K 0 is called an A-k-reducer if K is replaceable by K 0, if K 0 is smaller
than K , and if the restriction of each complete Eulerian k-labelling of K 0 to P(K) is
good for K . Finally, K is called A-k-reducible if K has an A-k-reducer.
We prove that A-k-reducible congurations are indeed k-reducible. In the following,
if G is a graph containing a conguration K , then we denote by G=K a graph obtained
from G by contracting K to a single vertex u, i.e. we replace K in G by a conguration
K 0 with V (G(K 0)) = fug and P(K 0) =P(K).
Lemma 4. Let k be a positive integer and K be a conguration.
(a) Let G=(V; E) be a graph containing K and assume that G=K contains a complete
Eulerian k-labelling L such that the restriction LjP(K) is good for K . Then G
has a complete Eulerian k-labelling.
(b) Each A-k-reducer of K is also a k-reducer of K .
Proof. First we show that (a) implies (b). Let G = (V; E) be a graph containing K
and let G0 be obtained from G by replacing K by an A-k-reducer K 0 of K . As-
sume that G0 has a k-CDC. Then we obtain a complete Eulerian k-labelling L of G0.
Clearly, L?:=LjE(G=K) is a complete Eulerian k-labelling of G=K and since K 0 is an
A-k-reducer of K , L?jP(K) = LjP(K) is good for K . Hence by (a), G has k-CDC.
It remains to prove (a). By the premises of (a), we obtain a complete Eulerian
k-labelling L of G=K such that LjP(K) is good for K and that the order t of LjP(K)
is as small as possible. If t=0, then there exists a complete Eulerian k-labelling M of
K with M jP(K) = LjP(K) so that by combining M and L \along P(K)", we obtain
a complete Eulerian k-labelling of G. Now suppose for contradiction that t > 0. Then
there exist distinct ;  2 f1; : : : ; kg satisfying (?) with LjP(K) instead of L. Since
E(G=K)[L; ; ]+ is Eulerian, we obtain a set C of pairwise edge disjoint circuits in
G=K such that E(G=K)[L; ; ]+ is the union of the edge sets of all circuits in C.
Moreover, there exists a pairing fff1; g1g; : : : ; ffm; gmgg of P(K)[L; ; ]+ such that
for each i 2 f1; : : : ; mg, there exists Di 2 C with fi; gi 2 E(Di). Take I f1; : : : ; mg
according to (?). Then L0:=L[
S
i2I E(Di); ; ] is a complete Eulerian k-labelling of
G=K and L0jP(K) = LjP(K)[Si2Iffi; gig; ; ] is of order less than t contradicting its
minimality.
Clearly, A-k-reducibility of a conguration K can be proved by producing a set
L of some k-labellings of P(K) which are good for K and verifying that for some
suitable conguration K 0, LjP(K) 2L holds for each complete Eulerian k-labelling L
of K 0. Such a set L can be constructed according to the following algorithm.
Step 1: Choose a set S of some complete Eulerian k-labellings of P(K) (starting-set)
and initialize L:=;. Then continue with Step 2.
Step 2: Check whether there is some L 2 SnL with at least one of the following
properties.
{ L can be extended to a complete Eulerian k-labelling of K .
{ There are distinct ;  2 f1; : : : ; kg such that for each pairing fff1; g1g; : : : ; ffm; gmgg
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of P(K)[L; ; ]+, there exists I f1; : : : ; mg with L[Si2Iffi; gig; ; ] 2L.
Then continue with Step 3.
Step 3: If a suitable k-labelling L has been found in Step 2, add L to L and repeat
Step 2. Otherwise stop.
It is easy to see that in Step 3, only k-labellings are added to L which are good
for K . Moreover, if the starting set is complete (i.e. it contains each complete Eulerian
k-labellings of P(K)), then nally, L is the set of all k-labellings of P(K) that are
good for K .
The algorithm was implemented on a computer for some cubic circuit congurations
K . The program was written in C-language and can be obtained from the author. We
either worked with a complete starting set or with a reduced one consisting of all
complete Eulerian k-labellings of P(K) that can be extended to a (not necessarily
complete) Eulerian k-labelling of K . Such labellings are called extendable. In order
to reduce the calculation time and the memory size, we used a reduced starting set
whenever this was possible and we made use of symmetries: Let f1; : : : ; f‘ be a
numbering of the pending edges of K according to the cyclic arrangement in K . If L
is a k-labelling of P(K) and if  is a permutation of f1; : : : ; kg (i.e.  is a bijective
mapping from f1; : : : ; kg into f1; : : : ; kg), then we dene the k-labelling L of P(K)
by L(f):=f();  2 L(f)g for each f 2 P(K). Two k-labellings L and L0 of P(K)
are called isomorphic if there exists some permutation  of f1; : : : ; kg and some integer
m such that L0(fi) = L(fm+i) for each i 2 f1; : : : ; ‘g or L0(fi) = L(fm−i) for each
i 2 f1; : : : ; ‘g (we calculate the indices modulo ‘).
It is easy to see that any two isomorphic k-labellings of P(K) are either both good
or both not good for K . Therefore, in our implementation, we worked with a relatively
small class of k-labellings such that each complete Eulerian k-labelling is isomor-
phic to at least one element of that class. The class consists of all complete Eulerian
k-labellings L of P(K) satisfying the following conditions where fi; ig:=L(fi) and
i <i for each i 2 f1; : : : ; ‘g.
{ Let  be any permutation of f1; : : : ; kg and f0i ; 0ig:=f(i); (i)g with 0i <0i for
each i 2 f1; : : : ; ‘g. Then the sequence 1; 1; 2; 2; : : : ; ‘; ‘ is lexicographically
less than or equal to the sequence 01; 
0
1; 
0
2; 
0
2; : : : ; 
0
‘; 
0
‘.
{ Dene ci:=jL(fi)\ L(fi+1)j for each i<‘ and c‘:=jL(f‘)\ L(f1)j. Then for each
m 2 f1; 2; : : : ; ‘ − 1g, the sequence c1; c2; : : : ; c‘ is lexicographically greater than or
equal to the sequence cm; cm+1; : : : ; c‘; c1; c2; : : : ; cm−1.
We call such labellings normal. Of course, the number of normal labellings can be
reduced some more by adding further conditions. However, we could not improve
the calculation time this way because the \normalisation" of labellings became more
dicult.
After running our implementation, we saw that for a cubic circuit conguration K
of length ‘, each extendable k-labelling of P(K) is good for K
{ if ‘66 and k = 5,
{ if ‘ = 7 and k 2 f5; 6g,
{ if ‘ = 8 and k 2 f5; 6; 7g,
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{ if ‘ = 9 and k 2 f5; 6; 7; 8g,
{ if ‘ = 10 and k 2 f7; 8; 9g,
{ if ‘ = 11 and k 2 f8; 9; 10g. 3
Except for ‘= 9 and k = 5, we could work with a reduced starting set but to settle
the remaining case, we had to take a complete one. For ‘= 11 and k 2 f8; 9; 10g, we
had to check about 13 million normal k-labellings which took a calculation time of a
few days. The rest could be veried within one day.
Clearly, if K is a cubic circuit conguration and h 2 G(K), then for each complete
Eulerian k-labelling L of K − h, LjP(K) is extendable to an Eulerian k-labelling of K
with gap set fhg. Thus as a consequence of our calculations, we obtain the following
proposition.
Proposition 2. Let ‘ and k be as above and let K be a cubic circuit conguration of
length ‘. Then K − h is an A-k-reducer of K for each h 2 E(G(K)).
Additionally, we considered a cubic circuit conguration K of length 10 and we
produced all 5-labellings and all 6-labellings of P(K) that are good for K by using a
complete starting set. After checking these labellings, we saw that K does not contain
an A-k-reducer for k 2 f5; 6g. Probably, the same holds for a cubic circuit conguration
K of length 11 and k 2 f5; 6; 7g.
By the following lemma, we can easily deduce some further reduction properties
from Proposition 2.
Lemma 5. Let K be a cubic circuit conguration of length ‘>2 such that K − h is
an A-k-reducer of K for some h 2 E(G(K)) and some k>‘ − 1. Then K − h is also
a reducer and an n-reducer of K for each integer n>k. 4
Proof. Let G = (V; E) be a graph containing K and assume that G0:=G − h has an
n-CDC for some n>k. It suces to prove that G has a complete Eulerian n-labelling.
Let f1; : : : ; f‘−1 be the edges of the path G(K)− h in consecutive order. Then since
G0 has an n-CDC, we obtain a Eulerian n-labelling L of G with gap set fhg such that
the cardinality of  (L):=L(f1)[  [L(f‘−1) is as small as possible. Assume rst that
j (L)j6k. Then we may assume that  (L)f1; : : : ; kg (otherwise for some permutation
 of f1; : : : ; ng, L has the desired property where L is dened by L(f):=f();  2
L(f)g for each f 2 E). Since K is cubic, we see that for each pending edge f of
K , each element in L(f) is contained in the label of some edge of G(K)− h incident
with f. Hence LjE(K − h) is a complete Eulerian k-labelling of K − h and thus since
K − h is an A-k-reducer of K , LjP(K) is k-good for K (recall that the denition of
goodness of a k-labelling depends on k). Since n>k, it is easy to see that LjP(K) is
also n-good for K . Therefore by Lemma 4(a) applied to LjE(G=K), G has a complete
Eulerian n-labelling.
3 As we will see in Lemma 5, we do not need to consider the cases where k>‘.
4 So far; we do not know whether K − h is even an A-reducer or an A-n-reducer of K for some n>k.
A. Huck /Discrete Applied Mathematics 99 (2000) 71{90 85
Now assume that j (L)j>k. Again since K is cubic, we see that jL(fi)\L(fi+1)j=1
for each i<‘ − 1. Hence we may assume that L(f1) = f1; 2g and that for each
i<‘ − 1, L(fi+1)f1; 2; : : : ; 1 + max(L(f1) [    [ L(fi))g (otherwise it is easy to
nd a permutation  of f1; : : : ; ng such that L has the desired property). Now since
j (L)j>k + 1>‘, we easily see that max L(fi) = i + 1 for each i6‘ − 1 and that
 (L) = f1; : : : ; ‘g. Take  2 L(f‘−1)nf‘g and  2 L(f1)nfg. Then we easily obtain
some m<‘− 1 with  2 L(fi) for each i6m and  62 L(fi) for each i>m. Clearly,
ff1; : : : ; f‘−1g\E[L; ; ‘]+=ff1; : : : ; fmg[ff‘−1g. Take a circuit D in G with f‘−1 2
E(D)E[L; ; ‘]+. Then f1; : : : ; fm 2 E(D) since otherwise f1; : : : ; fm 62 E(D) (since
K is cubic) so that L0:=L[E(D); ; ‘] is a Eulerian n-labelling of G with gap set fhg
and  (L0)f1; : : : ; ‘− 1g contradicting the minimality of j (L)j. Take a path P in D
connecting the two vertices incident with h. Then L[E(P) [ fhg; ; ‘] is a complete
Eulerian n-labelling of G.
Proof of Theorem 1 (Conclusion). Now as a consequence of Proposition 2, Lemma
4(b), and Lemma 5, we obtain Theorem 1.
We now consider reduction-properties of arbitrary (not necessarily cubic) circuit
congurations. Later, we will see that these properties could be a key for settling the
noncubic case of Theorem 2. To verify that each circuit conguration K of a certain
length ‘ is k-reducible for some k, we cannot apply the A-reduction since we have no
knowledge about the pending edges. Therefore, we will develop another method which
we call B-reduction and which works with labellings of E(G(K)) similar to the proof
of Proposition 1. In that proof, we followed Goddyn’s concept in [3] by closing the
gaps of certain labellings as described after Lemma 2. This method failed for large
circuit congurations. Therefore, we will extend it and we will also produce new gaps
when transforming a labelling. This is justied since as we can see in the proof of
Proposition 1, the \tractability" of a labelling does not depend on the number of gaps.
In the following, for each set X of edges in some graph, we denote by V (X ) the set
of vertices incident with some edge of X . Let k be a positive integer and C = (V; E)
be a circuit of arbitrary length. Then for each subset X E, we dene the X -segments
to be connectivity components of the subgraph (V (X ); X ) of C, i.e. an X -segment is
C (if X = E) or a path with at least 2 vertices (if X is a proper subset of E).
Now let L be a k-labelling of C, let ;  2 f1; : : : ; kg be distinct, and let P1; : : : ; Pm
(m>1) be pairwise distinct E[L; ; ]−-segments such that for each i6m, we have Pi=
C or Pi is a path \framed" by E[L; ; ]+-edges, i.e. all edges of EnE(Pi) incident with
some endvertex of Pi belong to E[L; ; ]+ (the endvertices of a path are the vertices
connected by that path). Then we call T:=(; ; P1; : : : ; Pm) a transformation scheme
of L. A k-labelling L0 of C is called a T-transformation of L if there exist pairwise
distinct E[L; ; ]+-segments Q1; : : : ; Qn (n>0) satisfying (i) or (ii) for X :=E(P1) [
   [ E(Pm) and Y :=E(Q1) [    [ E(Qn).
(i) L0 = L[X [ Y; ; ].
(ii) L0 = L[Y; ; ] and V (X ) \ V (Y ) has odd cardinality.
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For each integer t>0, we dene recursively the k-labellings of C of order t. The
k-labellings of order 0 are just the complete k-labellings of C. Assume that t > 0 and
that we have already dened the k-labellings of order less than t. Then we dene a
k-labelling L of C to be of order t if L is not of order less than t and if there exists a
transformation scheme T of L such that each T-transformation of L is of order less
than t. A k-labelling of C is called good if it has some order. Note that as for the
A-reduction, this denition again depends on k.
Now let K be a circuit conguration and F be a set consisting of a single edge of
G(K) or of two independent edges of G(K). Then K−F is called a B-k-reducer of K if
each k-labelling of the circuit G(K) with gap set F is good. K is called B-k-reducible
if K has a B-k-reducer.
We have the following analogue to Lemma 4 showing that B-k-reducible congura-
tions are indeed k-reducible.
Lemma 6. Let k be a positive integer and K be a circuit conguration.
(a) Let G = (V; E) be a graph containing K and assume that G contains a Eulerian
k-labelling L such that each gap of L is in C:=G(K) and that LjE(C) is good.
Then G has a complete Eulerian k-labelling.
(b) Each B-k-reducer of K is also a k-reducer of K.
Proof. First we show that (a) implies (b). Let G=(V; E) be a graph containing K and
let G0 be obtained from G by replacing K by a B-k-reducer K − F of K . As in the
proof of Proposition 1(a), it is easy to see that G0 is bridgeless if G is strongly 3-edge
connected. Now assume that G0 has a k-CDC. Then we obtain a Eulerian k-labelling
L of G0 with gap set F . LjE(C) is good since K − F is a B-k-reducer. Hence by (a),
G has a k-CDC.
It remains to prove (a). By the premises of (a), we obtain a Eulerian k-labelling L
of G such that each gap of L is in C and that the order t of LjE(C) is as small as
possible. If t = 0, then L is complete. Now suppose for contradiction that t > 0. Then
there exists a transformation scheme T = (; ; P1; : : : ; Pm) of LjE(C) such that each
T-transformation of LjE(C) is of order less than t. Dene X :=E(P1) [    [ E(Pm)
and let A be the set of the endvertices of P1; : : : ; Pm (if m = 1 and P1 = C, then we
let A:=;). Moreover, for each E(C)[L; ; ]+-segment Q of C, we choose a new edge
fQ connecting the two endvertices of Q and we dene F to be the set of all new
edges. Finally, we let E0 be obtained from E[L; ; ]+ by replacing E(Q) by fQ for
each E(C)[L; ; ]+-segment Q of C. Then E0 is a Eulerian edge set in G + F (since
E[L; ; ]+ is Eulerian) and thus there exists a set C of pairwise edge disjoint circuits
such that E0 is the union of all edge sets of circuits in C. Dene FD:=E(D) \ F for
each D 2 C. 5
5 Life would be easier if we could nd a partition of E[L; ; ]+ into edge sets of circuits such that each
E(C)[L; ; ]+-segment Q of C is contained in some of these circuits. But since G may be noncubic, the
existence of such a partition is not guaranteed. Therefore, we have introduced an auxiliary edge fQ for each
such segment Q.
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Case 1: For each D 2 C, the cardinality of V (FD)\ A is even. In each D 2 C, we
can choose jV (FD)\Aj=2 pairwise vertex disjoint paths such that each of them connects
two vertices of V (FD)\A. Then since P1; : : : ; Pm are framed in C by E[L; ; ]+-edges
(except for the case m = 1 and P1 = C), each vertex x 2 A belongs to V (FD) for
exactly one D 2 C and thus x is an endvertex of exactly one chosen path (x may also
be an inner vertex of some other chosen path since G may be noncubic). Let Z be
obtained from the set of all edges belonging to some chosen path by replacing each
edge fQ by E(Q). Then X [ Z is a Eulerian edge set in G since X \ Z = ; and since
each vertex of A is incident with an odd number of Z-edges. Hence L0:=L[X [ Z; ; ]
is a Eulerian k-labelling of G and each gap of L0 is contained in C. Let Q1; : : : ; Qn
be all E(C)[L; ; ]+-segments Q of C such that fQ belongs to some chosen path and
dene Y :=E(Q1)[    [ E(Qn). Then L0jE(C) = LjE(C)[X [ Y; ; ] and thus L0jE(C)
is a T-transformation of LjE(C). Hence L0 is of order less than t contradicting its
minimality.
Case 2: For some D 2 C, V (FD) \ A has odd cardinality. Let Z be obtained from
E(D) by replacing each edge fQ by E(Q). Then Z is a Eulerian edge set in G and
thus L0:=L[Z; ; ] is a k-labelling of G whose gaps are in C. Let Q1; : : : ; Qn be all
E(C)[L; ; ]+-segments Q of C with fQ 2 FD and dene Y :=E(Q1) [    [ E(Qn).
Then L0jE(C) = LjE(C)[Y; ; ] and V (X ) \ V (Y ) = V (FD) \ A and hence L0jE(C) is
a T-transformation of LjE(C). Thus again, L0 is of order less than t contradicting its
minimality.
B-k-reducibility of a circuit conguration K can be veried similarly to A-k-
reducibility by producing a set L of good k-labellings of G(K) and showing that
certain k-labellings of G(K) are in L. To construct a suitable set L, we can use an
obvious modication of the corresponding algorithm for the A-reduction: In Step 1,
we choose a starting-set S of some k-labellings of G(K) and in Step 2, we look for
some L 2SnL such that L is complete or that for some transformation scheme T of
L, each T-transformation of L is in L. By implementing the algorithm on a computer
(the C-program can be obtained from the author), we could verify so far that each
k-labelling of a circuit C of length ‘ is good for ‘67 and k 2 f5; 6g and for ‘ = 8
and k = 6. We always used a complete starting set and similarly to the A-reduction,
we worked with certain \normal" labellings.
As a consequence, we obtain the following proposition.
Proposition 3. Let K be a circuit conguration of length ‘ and let h 2 E(G(K)).
(a) If ‘67; then K − h is a B-5-reducer of K.
(b) If ‘68; then K − h is a B-6-reducer of K.
Proposition 3 does not improve the consequences of Proposition 2 for the girth of
minimal counterexamples to the k-CDC conjecture for some k. However, Proposition
3 also deals with noncubic circuit congurations. This could have consequences for
restrictions of the (k-)CDC conjecture to certain classes of graphs such as the class
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of all bridgeless graphs without the Petersen graph P10 as a minor. Recall that so far,
the restriction to the latter class could not be reduced to cubic graphs so that Theorem
2 could not be extended to noncubic graphs. However, this extension of Theorem 2
can easily be reduced to strongly 3-edge connected graphs by the standard reductions
that have been applied in the algorithm of Section 2. Hence if the following conjecture
could be veried, then together with Proposition 3(a), we would obtain 5-CDCs in
arbitrary bridgeless graphs without P10 as a minor.
Conjecture 3. Each graph without P10 as a minor and with minimal degree at least
3 has girth at most 7.
Perhaps we may replace \7" by \6". However, we may not replace it by \5" which is
somewhat surprising with regard to Theorem B. A counterexample can be constructed
as follows. Consider the following planar graph G1.
Since each vertex of G1 has degree 5 and is supplied with a pending line, we may
construct a planar graph G2 of maximal degree 3 by replacing each vertex in G1 by a
circuit of length 6 according to the following gure.
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It is easy to see that G2 has girth 6 and that any two vertices of degree 2 in G2
have distance at least 4. Now add a new vertex a to G2 and connect a with every
vertex of degree 2. The resulting graph G3 is a so-called apex graph and therefore, G3
does not contain P10 as a minor (since P10 is no apex graph and since minors of apex
graphs are again apex graphs). Obviously, the minimal degree in G3 is 3 and the girth
of G3 is 6.
If Conjecture 3 is true, we would additionally obtain an ecient algorithm for con-
structing 5-CDCs in arbitrary bridgeless graphs without P10 as a minor: For each ‘ 2
f1; : : : ; 7g, let C‘ be a circuit of length ‘ and for each incomplete good 5-labelling L of
C‘, letTL be a transformation scheme of L such that the order of eachTL-transformation
of L is less than the order of L. Let TRANS be a list consisting of all pairs (L;TL)
where L is an incomplete good 5-labelling of C‘ for some ‘67. Clearly, TRANS is
nite. Now we can describe the desired algorithm. First we perform Steps 1 and 2 of
the algorithm in Section 2 to reduce the problem to a strongly 3-edge connected graph
G and to obtain a circuit C in G of minimal length ‘ (by Conjecture 3, ‘67). Then
as in Step 2 by applying the algorithm recursively, we construct a Eulerian 5-labelling
L of G with gap set fhg for some h 2 E(C) (by Proposition 3(a), LjE(C) is good).
Finally, we close the gap h by transforming L step by step into a complete Eulerian
5-labelling of G. At each transformation step, we use TRANS to nd a transformation
scheme T of LjE(C) such that the order of each T-transformation of LjE(C) is less
than the order of LjE(C). Then we transform L into a 5-labelling L0 of G according
to Cases 1 and 2 in the proof of Lemma 6(a).
An approach to Conjecture 3 is a result of Thomassen [11] stating that for each
graph H (particularly for H :=P10), there exists a smallest integer ‘(H) such that each
graph without H as a minor and with minimal degree at least 3 has girth at most ‘(H).
So far, the exact value of ‘(P10) is not known and Conjecture 3 just states that 7 is
an upper bound. However, with respect to Proposition 3(b), also some upper bound
‘>8 could be of interest since if we would nd some integer k such that each circuit
conguration of length at most ‘ is B-k-reducible, then similarly as above, we would
obtain an ecient algorithm for constructing k-CDCs in bridgeless graphs without
P10 as a minor (recall that so far, for no positive integer k, the k-CDC-conjecture
restricted to that class of graphs could be proved). Unfortunately, the upper bound ‘
for ‘(P10) obtained in [11] is such huge that trying to verify B-k-reducibility of all
circuit congurations of length at most ‘ by our methods is hopeless for any k.
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