Abstract We employ a stochastic dominance (SD) approach to analyze the components that contribute to environmental degradation over time. The variables include countries' greenhouse gas (GHG) emissions and water pollution. Our approach is based on pair-wise SD tests. First, we study the dynamic progress of each separate variable over time, from 1990 to 2005, within 5-year horizons. Then, pair-wise SD tests are used to study the major industry contributors to the overall GHG emissions and water pollution at any given time, to uncover the industry which contributes the most to total emissions and water pollution. While CO 2 emissions increased in the firstorder SD sense over 15 years, water pollution increased in a second-order SD sense. Electricity and heat production were the major contributors to the CO 2 emissions, while the food industry gradually became the major water polluting industry over time.
Introduction
There are various indicators and assessment methodologies for evaluating in practice the performance of industries, cities and countries, at global, national and regional level, related to economic and environmental sustainability (see e.g. Singh et al. 2012 , providing a recent overview of a great number of indicators that are already common practice for policy-making; Blanchet and Fleurbaey 2013, which favor a dimension by dimension dashboard approach; Xepapadeas and Vouvaki 2008; Agliardi 2011; Pinar et al. 2014; Agliardi et al. 2015 , for detailed discussions of environmental sustainability). In this paper we propose a novel methodology which allows us to assess temporal trends and industry contributions to air and water pollution and to identify the cases where externalities affect the overall pollution. Our methodology is sufficiently general and data-driven, so it can be employed to alternative units and at different levels.
We examine air and water pollution that have been extensively analyzed through their linkages to economic development (Dasgupta 2000; Persson et al. 2006; Tamazian et al. 2009; Ordás Criado et al. 2011; Sivakumar and Christakos 2011; Xepapadeas 2011; Li et al. 2014b; Paruolo et al. 2015) . Air pollution is a major concern for various environmental policies and is perceived as one of the biggest threats to human health and global warming. CO 2 emissions, and also other greenhouse gases (GHG), affect air quality and have been identified as prime contributors. At the same time, water pollution is another major aspect of environmental degradation. Some preliminary information about these forms of environmental degradation can be obtained by pollution flow accounts. They track the generation of pollution by each industry and final demand sector. They also give data about the changes of pollution over time, to monitor the interaction between the environment and the economy and the progress toward meeting environmental protection goals.
In this paper we employ a stochastic dominance (SD) approach, which is a pretty general method allowing us to have a full picture of the environmental degradation over time and the major industry contributions to each polluting factor. It relies on pair-wise SD tests. Pair-wise SD tests are based on comparisons of cumulative distribution functions (CDFs), providing robust orderings in terms of welfare levels (e.g., Davidson and Duclos 2000; Barrett and Donald 2003; Anderson 2004) . Stochastic orderings are defined on classes of probability distributions and represent intuitively, in case of welfare improvements, why one population's welfare is increased more than another, irrespective of the poverty lines (Davidson and Duclos 2000) or for all income levels (Anderson 2004) . Pair-wise SD comparisons among populations allow one to ascertain whether there is an improvement, say, in the income levels of a given population over another one, for all income groups (i.e., in all parts of the income distribution). For example, pair-wise SD is used to assess whether social programs and tax reforms improve social welfare, by analyzing the empirical distribution of income levels after and before tax reforms (see e.g., Duclos et al. 2005 Duclos et al. , 2008 . In this respect, one evaluates the income distribution across the population before and after tax reforms by looking at its CDFs (and integral of CDFs), and if the income distribution after tax reforms dominates the income distribution before tax reforms, then one could suggest that there is always a higher proportion of population with higher income levels in all parts of the income distribution. More recently, pairwise SD tests have been used to compare male and female earnings in a competitive environment to ascertain whether one group has higher earnings at all earnings levels (Ors et al. 2013) . Hence, SD tests compare the entire probability density function, rather than a finite number of moments, so SD approach can be considered less restrictive and more robust in comparisons across populations.
Although pair-wise SD comparisons are used extensively in well-being and poverty (see, e.g., Davidson and Duclos 2000; Pinar et al. 2013) , to our knowledge, only Makdissi and Wodon (2004) apply SD analysis to compare CO 2 emissions between 1985 and 1998, and find that there has been first-order dominance up to a level, however not for all levels of CO 2 emissions. Furthermore, they find that there has been an overall increase in emissions over a 13-year period. In this paper, we extend the SD applications, both at first-order and second-order, to different types of emissions, water pollution and different polluting industries.
Our methodology is particularly well-suited to answer questions like these: Given that GHG emissions or water pollution not only vary over time but also across industries, is there a general increase (decrease) in GHG emissions or water pollution over time? If so, which industry has been the major contributor to those increases (decreases) in GHG emissions or water pollution? One could argue that an increase (or decrease) in GHG emissions over-time could be directly ascertained by counting the average GHG emissions. However, as discussed above, SD is more informative, considering the entire CDF rather than the average only. Indeed, this increase (or decrease) might be driven by a relatively larger increase (or decrease) of emissions of some countries (yielding a reallocation of emissions from central masses towards the tails of the distribution). For the purpose of distinguishing whether the changes have to be attributed to individual units (countries, industries, etc.) or there has been an overall change affecting all units, we adopt first-order and second-order SD. First-order SD (SD1 hereafter) would reveal information whether there has been a point-wise deterioration (improvement) over time. In this respect, SD1 analyzes the marginal CDFs of the environmental degradation at all levels of GHG emissions (or water pollution) and suggests whether there has been a proportional increase (decrease) in environmental degradation in all parts of the distribution, or not. For example, if emissions from industry A first-order dominate the emissions from industry B, this would suggest that there are always higher emission levels in industry A compared to B at all levels of emissions (i.e., the proportion of countries that emit above a given emission level is always higher in industry A than B). In other words, the higher emissions in one industry are not driven by some specific countries, but they are higher at all emission levels (or, alternatively, the probability of having higher emissions above a given level in industry A is higher than in B, at all levels of emissions). Similarly, SD1 over time would suggest that there is always a higher proportion of countries that emit more above a given level over time. On the other hand, second-order SD (SD2 hereafter) would suggest that there is no point-wise deterioration (improvement), but an overall deterioration (improvement) over-time. In fact, SD2 does not analyze the CDFs, but the integrals of the CDFs (i.e., sum of environmental degradation up to a level of environmental degradation). In this case, there might not be a higher proportion of countries that emit more above a given level over time, but a higher sum of the emissions above a given level by emitters over time. In other words, some countries' pollution levels might decrease and some others might increase over time, but if the sum of the pollution above a given level is higher over time, this would suggest that there has been an overall increase in air and/or water pollution for all given levels, even though not all countries experienced an increase in their pollution levels. SD2 is particularly important when analyzing the possible negative externalities and free-riding issues in water pollution and overall GHG emissions. Negative externalities are defined as the social costs of the market activity (e.g., consumption and production) not covered by the private cost of the activity (e.g., Dahlman 1979) . Producers make decisions based on the direct cost of production and revenues, but do not take into account the social costs of pollution (see Baumol 1972 for detailed discussion), such as acid precipitation and global warming (Arrow et al. 2004; Rezai et al. 2012) . Tol (2009) suggests that lowincome countries, which contribute the least to climate change because of their low production and consumption levels, are most vulnerable to its effects, as their adaptation to climate change is limited, due to the shortcomings in resources and institutions (e.g., Smit and Wandel 2006) . Thus, even though the gains from economic activities linked with emissions are private, the costs associated with emissions are global. Therefore, it is not straightforward to identify which countries are responsible for the negative externalities of environmental degradation. In particular, CO 2 emissions have been mainly flowing to other partner countries through international trade (Peters and Hertwich 2008) . For example, China's CO 2 emissions have been increasing over time due to its exports to other countries (Yunfeng and Laike 2010) . Similarly, Dominguez-Faus et al. (2009) point out that water pollution increased over time due to major transportation biofuel needs across countries. Bernauer and Kuhn (2010) examine water pollution within Europe and analyze whether democracies that trade and are bound by international treaties are less likely to harm one another environmentally. They find that freeriding incentives are in place. Free-riding occurs when some users of the public good use these services without paying for them (see e.g., Gans et al. 2012) . In this case, free-riding occurs when the cost of water pollution is not paid by some countries, even though they are responsible for it. Sigman (2002) found that free riding may substantially increase pollution in international rivers, whereas there is less free riding within the European Union, suggesting that international institutions might work as mitigating factors (see Sullivan 2011 which provides a multivariate model that assesses water vulnerability).
When there is no straightforward identification of contributors to water pollution and/or GHG emissions, we can employ SD2 to account for aggregate global contribution. Some countries' direct contribution to the environmental degradation might decrease over time (e.g., due to lower production), yet their indirect contribution to the aggregate level of environmental degradation might increase due to their consumption, as their imports would lead to higher levels of GHG emissions in their trading partners. In this case, even though one cannot find an absolute increase in environmental degradation for all countries at all levels, one can evaluate the aggregate environmental degradation levels at different levels (i.e., sum of environmental degradation levels up to a given level) through SD2.
Here we implement two complementary SD approaches. Firstly, we employ consistent SD tests from Barrett and Donald (2003) to examine the dynamic progress of each separate GHG emissions (i.e., CO 2 , methane, nitrous and other greenhouse gas emissions) and water pollution over time from 1990 to 2005 within 5-year horizons. In other words, we examine whether there has been a general deterioration or improvement in each component. In that regard we will be able to obtain information on those environmental quality dimensions that are fast-moving (i.e., fast deteriorating or fast improving dimensions) or slow-moving (i.e., dimensions that remain at steady levels) for all countries over the period we analyze. Secondly, pair-wise SD tests allow us to examine the major industry contributors to the GHG emissions and water pollution at any given time. In order words, at a given time, we compare each industry contribution to GHG emissions and water pollution with all possible other industries to uncover the industry which contributes the most to total emissions and water pollution. The use of statistical tests allows us to obtain the level of statistical significance of environmental degradation (or improvement) over time.
Therefore, SD analysis provides a robust comparison of environmental degradation over time and industries, disentangles the effects of externalities, and determines the statistical significance level for such degradation. As such, it can be a useful guideline for the direction of environmental protection and public policy intervention. Fast-moving variables (in the components of GHG emissions and water pollution) provide an indication for pollution prevention, calling for the redesign of industrial processes and new technologies to reduce pollution. At the same time, they offer directions for policy instruments in the form of official restrictions and positive incentives designed to control activities that may be harmful to the quality of the environment. This paper is organized as follows. Section 2 compares the SD method with other methods employed in the literature to evaluate spatio-temporal trends. Section 3 describes the methods and data and Sect. 4 discusses our results. Finally, Sect. 5 contains the main conclusions.
Comparison between Bayesian approaches and SD
In his section we discuss the advantages of the SD method over alternative Bayesian approaches which have been employed to extract the spatio-temporal trends. Bayesian approaches have been employed to analyze different types of risk assessments, such as health, environmental and burglary risks-by allowing different levels of space-time dependence (Besag et al. 1991; Waller et al. 1997; Wikle et al. 1998 (Wikle 2003) , where the spatio-temporal dependence is present, such as increase in PM10 pollution (Cocchi et al. 2007 ), rural ozone levels in the Ohio state (Sahu et al. 2007 ), risk of earthquake (Natvig and Tvete 2007) , extreme precipitation (Sang and Gelfand 2009) 3 Methods and data
Pair-wise SD tests
Let us define SD pair-wise comparisons of a given variable over two points in time. In particular, we examine SD of the GHG emissions and water pollution in a 15-year and 10-year period, respectively (from 1990 to 2005 for GHG emissions, and from 1995 to 2005 for water pollution) and determine whether there has been a deterioration or improvement in each environmental quality indicator over time above a given pollution level. Additionally, SD pairwise tests are employed for the sub-industry comparisons for GHG emissions and water pollution. In other words, we find major contributing industries to emissions and water pollution at a given time, comparing the CDFs of the pollution levels of the various industries. If there is SD1, this would suggest that degradation in one industry is clearly higher than in another at all levels of pollution. If there is no SD1, then we move to SD2 and analyze whether the sum of the pollution levels above a given pollution level is relatively higher in one industry than in another one at all levels of pollution. In particular, we apply the consistent SD tests provided by Barrett and Donald (2003) . Let us consider the pair-wise SD tests for water pollution comparisons over time. Denote by Z 1 and Z 2 the water pollution levels from two samples of countries at either two different points in time or different sub-industries at a given time. Suppose that Z 1 and Z 2 have associated cumulative distribution functions (CDFs) given by F 1 and F 2 respectively. In this context, Z 1 stochastically dominates Z 2 at the first-order if F 1 ðzÞ F 2 ðzÞ for all z level, where z is the environmental degradation level (e.g., water pollution level). When this occurs, the water pollution level in sample Z 1 is at least as large as that in sample Z 2 , for any utility function U that is a decreasing monotonic function of z-i.e., U 0 ðzÞ 0 since the higher z (environmental degradation), the lower the utility.
How do we interpret SD1 of Z 1 (e.g., water pollution levels of countries due to activities in industry A), over Z 2 (e.g., water pollution levels of countries due to activities in industry B), i.e., F 1 ðzÞ F 2 ðzÞ? If the CDF of pollution levels due to activities in industry A is always below the CDF of pollution levels due to activities in industry B, then the proportion of countries that pollute due to activities in Table 1 Comparison between stochastic dominance (SD) and Bayesian hierarchical methods (BHM)
Bayesian hierarchical methods (BHM) Stochastic dominance (SD)
Takes into account the spatial dependence, but is not suitable when there is no clear spatial dependence
Captures global dependence when a priori spatial dependence is not a reasonable assumption. SD is more suitable if environmental degradation has global consequences rather than spatial
Takes into account the time-dependence (see, e.g., Law et al. 2014a ), but time-effect is usually driven by the first two moments (mean and standard deviation of risk) only
Takes into account the time-effect, but analyses the empirical distribution of risk (i.e., all moments), and hence provides a more robust comparison over-time and across industries Provides posterior risk estimations; however, comparisons are usually relative to the distribution of risk in spatial units (see, e.g., Li et al. 2014a; Law et al. 2014a, b) Suitable to analyse both absolute and relative risk over-time and space
It is based on prior probabilistic assumptions on the dependent variable for posterior risk estimations (Vanem 2011) .
It is nonparametric as it does not impose any restrictions on the functional forms of probability distributions industry A is always greater than that of industry B at all levels of pollution, i.e., z. Therefore, industry A stochastically dominates industry B in the first-order sense (see Fig. 2 as an example of SD1). In this respect, there is a clear ordering of industries in terms of environmental risk they impose. If the CDF of pollution levels from one sample does not lie below the CDF of water pollution levels from the other sample at all z levels (i.e., when the two CDF curves intersect), then there is no SD1 of one industry over another, and the ordering of industries in terms of environmental risk is ambiguous. This leads to an ambiguous situation which makes it necessary to test for SD2. SD2 of Z 1 (water pollution levels due to activities in industry A) over Z 2 (water pollution levels due to activities in industry B) corresponds to R z 0 F 1 ðpÞdp R z 0 F 2 ðpÞdp for all z level, where p is the pollution level that takes values between 0 and z. It holds for any utility function U that is a monotonically decreasing and concave, that is, U 0 ðzÞ 0 and U 00 ðzÞ 0. The utility function is monotonically decreasing, as pollution reduces welfare, and concave, as it is expected that most policy makers would be averse to an increased dispersion of pollution. SD2 of one sample over another is tested not by comparing the CDFs themselves, but comparing the integrals below them. If the area beneath the F 1 (z) distribution is less than the area beneath F 2 (z) at all levels of z, then F 1 (z) stochastically dominates F 2 (z) in the second-order. Thus, the sum of the pollution by countries that pollute above z is always higher in industry A than in industry B. In other words, SD2 of industry A over industry B implies that even though the proportion of countries that emit above a given pollution level is not higher in one industry than in another one, the sum of pollution is always greater in industry A than in B at all degradation levels.
We can also present the orders of SD using the integral operator, f j ð:; FÞ, as a function of F defining SD of order j-1. Thus:
where f 1 ðz; FÞ is the CDF of the population Z and f 2 ðz; FÞ is the integral counterpart of the CDF of the population Z.
The general hypotheses for testing SD1 of Z 1 over Z 2 (e.g., pollution levels over-time or pollution levels from different industries) with respective CDFs of F 1 (z) and F 2 (z) can be written as:
for all z 2 0; z ½ ;
where the environmental degradation level, z, ranges between 0 and a finite upper level z. If one fails to reject the null hypothesis, then CDF, say in industry A, is always less than in industry B, that is, the proportion of countries that pollute due to activities in industry A is always greater than the proportion in industry B at all levels of emission. If there is some degradation level z at which the dominance relation between two samples change (i.e., alternative hypothesis), then there is no clear ordering of samples compared (i.e., two CDF curves intersect at some degradation levels of z), and therefore this is no SD1 of one sample over another. Similarly, we can write the general hypotheses for testing SD2 of Z 1 over Z 2 . In this case the areas under the CDF curves of two samples are compared (see Sect. 2 of Barrett and Donald 2003 for asymptotic properties of the tests).
Let us assume that Z 1 i and Z 2 j are two samples with CDFs F 1 and F 2 respectively and the sample sizes might be different for each sample where i = 1,2,…,N and j = 1,2,…,M. The empirical counterparts of the distributions to construct tests are, respectively:
where 1ðZ
zÞ is an indicator function taking value of 1 if pollution level of spatial unit is less than or equal to z, and zero otherwise (Davidson and Duclos 2000) . In other words, the empirical counterparts of the distributions calculate the proportion of spatial units in each sample that has a degradation level that is less than or equal to z.
The test statistics for testing the hypotheses can be written compactly using the integration operator as follows:
for first-order (second-order) of SD when j = 1 (j = 2) where sup operator denotes supremum difference between CDFs (integrals of CDFs) of samples Z 1 i and Z 2 j at a given degradation level of z, respectively.
We finally consider tests based on the decision rule:
where H j 0 is the null hypothesis for first-order (secondorder) dominance of Z 1 i over Z 2 j when j = 1 (j = 2) and c j are suitably chosen critical values to be obtained by simulation methods.
To make the result operational, one needs to find an appropriate critical value c j that satisfies P S Table 7 in appendix provides the list of countries used in our analysis for water pollution, total CO 2 , methane, nitrous oxide and other GHG emissions. Sub-industry contributions to the water pollution and different type of emissions also cover the same countries listed under general categories. Table 8 in appendix offers the detailed variable definitions and sources, and provides electronic links to the data sources. Table 2 suggests that there has been no clear SD1 and SD2 (i.e., no proportional increase or sum of aggregated environmental degradation at all risk levels) from 1990 to 2000 (i.e., SD1 and SD2 are rejected in all cases). In other words, there has been an increase in some countries' emissions and decrease in some others at some risk levels (i.e., CDF curves and their integrals for CO 2 emissions from 1990 to 2010 intersect at some risk level). However, there has been an increase in the total CO 2 emissions from 1990 to 2005, since there is dominance at first-order at the 10 % significant level. Therefore, there has been a clear degradation in CO 2 emissions within 15 years by all type of emitters. Clearly, degradation here means that the proportion of countries that emits above a given emission level increased over the 15-year period of time at all emission levels, suggesting that distribution of CO 2 emissions shifted to the right at all levels. In other words, CO 2 emissions by low, medium and high emitters have increased significantly. On the other side, there has been no dominance in each sub-sector (i.e., electricity and heat production; manufacturing industries and construction; other sectors, excluding residential buildings and commercial and public services; residential buildings, commercial and public services; and the transport sector) over the whole period, suggesting that emissions in each sub-sector have been increasing for some countries, and have been decreasing for some others between 1990 and 2005. We also performed the analysis for CO 2 emissions from different sub-fuel consumptions (i.e., gaseous, solid and liquid fuel consumption). Given the space limitation, we do not present the tables, but results are available from the authors.
We find that there has been an increase in the CO 2 emissions from gaseous fuel consumption within a 15-year period (from 1990 to 2005) at all emission levels, since there is SD1 at the 5 % significance level, suggesting that the emissions from gaseous fuel consumption increased for all type of emitters. Finally, we find no dominance over time from solid and liquid fuel consumption, suggesting that there is no corresponding decrease or increase in CO 2 emissions from solid and liquid fuel consumption throughout the distribution of emissions. Overall, there has been an increase in the total CO 2 emissions from 1990 to 2005 at all degradation levels, which was mostly driven by a corresponding increase in CO 2 emissions from the gaseous fuel consumption at all levels between the same periods.
Then, we study pair-wise SD comparisons by looking at CO 2 emissions from different sub-sectors in 1990, 1995, 2000 and 2005 . Overall, electricity and heat production have been the most dominant sectors over the whole period for CO 2 emissions, since emissions in these industries have always been dominating all other sectors at the first-order. In other words, for given CO 2 emission level, there is always a higher proportion of countries that emits CO 2 above this level due to electricity and heat production than the proportion from other industries. This relationship holds at all CO 2 emission levels suggesting that emissions from electricity and heat production have been higher for all type of emitters. The transport sector has been the second contributor to total CO 2 emissions, since this sector significantly dominated all other sectors, except the electricity and heat production sector at the first-order. The contributions of other sectors to the CO 2 emissions are: manufacturing industries and construction; residential buildings and commercial and public services; and other sectors, excluding residential buildings and commercial and public services respectively from the highest to the lowest contributor. The significance level of the dominance of each sector on the other has been different at different periods, showing a robust ranking of sectors. (Results are available upon request from the authors).
Finally, a comparison among CO 2 emissions from different types of fuel consumption from 1990 to 2005 (see Table 3 ) suggests that over the whole period the liquid fuel consumption has always been the major contributor to CO 2 emissions since CO 2 emissions from this type dominate the emissions from the gaseous and solid fuel consumption at first-order, at 1 % significance level. On the other hand, CO 2 emissions from the solid fuel consumption dominate the emissions from the gaseous fuel consumption at the second-order, at 10 % significance level in 1990 and 2005, but the relationship between these two types of fuel consumption is ambiguous in 1995 and 2000. 
Methane emissions
We then investigate the evolution of total methane emissions, methane emissions from agriculture and the energy sector, respectively, between 1990 and 2005. The findings suggest that there has been no general increase or decrease in total methane emissions over the whole period. Similarly, no general progress of methane emissions from different sub-sectors is found between the same periods. Since the CDF of the methane emissions released due to the activities in agriculture sector is always below the CDF of the methane emissions released due to the activities in the energy sector, this suggests a clear SD1 of the agriculture sector over the energy sector. In other words, there is always a higher proportion of countries that emit methane gasses to the atmosphere due to the activities taking place in the agriculture sector than in the energy sector at all emission levels. Since there is a clear ordering of industries that contribute to the methane gas emissions, one could suggest a global action plan to reduce methane emissions released by the agriculture sector. It is not that different countries emit higher levels of methane emissions in different sectors (hence country-specific actions are required), but agriculture sectors' contribution is always higher than that of energy sector and therefore a global action targeting ways to eliminate methane emissions by agriculture sectors would be a more effective strategy. We also conduct the pair-wise comparisons of methane emissions from the agriculture and the energy sectors in 1990, 1995, 2000 and 2005 ( Results are available upon request from the authors). For the whole period, methane emissions from the agriculture sector have always been higher than from the energy sector. Methane emissions from agriculture dominate the energy sector at the firstorder at 1 % significance level. Thus, for any given methane emission level, there have been always more countries emitting above that level in the agriculture sector than the energy sector. Therefore, there has been a clear robust ranking of sectors (from the highest methane emitting sector to the lowest one) over the period 1990-2005.
Nitrous oxide emissions
We further analyze the progress of total nitrous oxide emissions, nitrous oxide emissions from the agriculture, the industrial and the energy sectors between 1990 and 2005 Fig. 1 Cumulative distribution functions of methane emissions in 1990, 1995, 2000 and 2005 (Results are available from the authors). The findings suggest that there has been neither a general increase or decrease in total nitrous oxide emissions nor the nitrous oxide emissions from different sub-sectors over time. This suggests that some countries' nitrous oxide emission levels increased and some other countries' emissions were decreased. Furthermore, increase in nitrous oxide emission levels for some countries was offset by the decrease in emissions by other countries (i.e., there was no secondorder SD). In other words, country-specific (or group of country-specific) policies will be more suitable to decrease the nitrous oxide emission levels as there is no clear increase in emissions for all type of emitters.
Similarly to the analyses above, we employ the pairwise comparisons between three sub-sectors (i.e., agricultural, industrial and energy sectors) to find the major industry which releases the highest nitrous oxide emissions over time. For the whole period, nitrous oxide emissions from the agriculture sector has always been higher than the other two sectors, while nitrous oxide emissions from the energy sector have always been higher than the industrial sector for the whole period. Nitrous oxide emissions from agriculture dominate the energy and the industrial sectors at first-order at 1 % significance level and, similarly, emissions from the energy sector dominate those of the industrial sector at first-order at a significance level of 1 % over the whole period. In other words, for any given nitrous oxide emission level, there have been always more countries emitting above that level in agriculture sector than the energy and industrial sector. Overall, there has been a clear robust ranking of sectors (from the highest nitrous emitting sector to the lowest one) over the period 1990-2005.
Other GHG emissions
Although the other GHG emissions have always been contributing less to the total, we still conduct pair-wise SD comparisons for the other GHG emissions and its subcomponents from 1990 to 2005. The four panels of Table 4 present the results for the evolution of the total other GHG emissions, perfluorocarbon (PFC), hydrofluorocarbon (HFC), and sulfur hexafluoride (SF6) emissions respectively between 1990 and 2005. HFC emissions are mostly due to use of refrigeration, air-conditioning, and insulating foam products (see e.g., Velders et al. 2009 ). PFC emissions are mainly due to aluminum production (see e.g., Marks et al. 2013) , whereas SF6 emissions are due to leakage and venting from the electricity sector, magnesium production, and other minor contributions (see e.g., Olivier et al. 2005) . We conduct our analysis for each type of emission and find that there has been a general increase in the total GHG emissions in 5-year horizons between 1990 and 2000 suggesting that there is always a higher proportion of countries that emit above a given level in 2000 than in 1990 for all emission levels, yet no clear indication was detected between 2000 and 2005 suggesting that increase in other GHG emission by some countries was offset by a decrease in other GHG emissions by some other countries. On the other hand, HFC emissions have been increasing in 5-year horizons over the whole period as the later 5-year HFC emissions dominate the earlier ones at first-order at the 1 % significance level supporting the fact that increased demand for refrigeration, air-conditioning, and insulating foam products (i.e., main contributors of the HFC emissions) and this has been the case for all type of emitters as there is always a higher proportion of countries that emit above a given HFC emission level in the following period than the previous one. On the other hand, we find no clear result for the SF6 emissions, since SD tests provide no dominance in the period as a whole. More interestingly, we find that there has been a general decrease of the PFC emissions from 1990 to 1995 and from 1990 to 2005. In other words, PFC emissions in 1990 dominate the PFC emissions in 1995 and 2005 at first-order at the 5 and 1 % significance levels respectively. For PFC emissions, years on the vertical axis are tested against the horizontal but the years 1990 to 2000 are tested against the years 1995 and 2005 respectively. Since there has been a proportional decrease in PFC emissions at all emission levels over time, the testing horizon is reversed. Hence, for any given PFC emission level, there have been always more countries emitting above that level in 1990 when compared with 1995 and 2005. This confirms that there have been good adaptation strategies across the globe in reducing PFC emissions over time.
Comparison among GHG emissions
Finally, we performed the pair-wise SD comparisons among CO 2 , methane, nitrous oxide and other GHG emissions in 1990, 1995, 2000 and 2005 ( Results are available upon request from the authors). Our findings suggest a clear difference between the types of emissions. CO 2 has always been the main component that has been releasing emissions when compared with the other type of greenhouse gases. As a result, for any given CO 2 equivalent emission level, there have been always more countries emitting CO 2 above that level when compared with methane, nitrous oxide and other GHG emissions. Furthermore, methane emissions dominate the nitrous and other GHG emissions between 1990 and 2005 at first order at the 1 % significance level making it the second major GHG emissions contributor. Similarly, for any given CO 2 equivalent emission level, there have always been more countries emitting methane above that level when compared with nitrous oxide and other GHG emissions. Finally, other GHG emissions (i.e., sum of the HFC, PFC and SF6 emissions), have been contributing the least, when compared with the other type of greenhouse gases. This result can help identify policies for achieving improvements in environmental quality. The implication here is that policies aiming to reduce CO 2 emissions need to be given priority when compared with the other types of emissions. 
SD comparisons in water pollution
For water pollution the sample period consists only of a 10-year horizon (from 1995 to 2005). There has been information on water pollution in 1990 for only 12 countries, which makes the application impossible before 1995 since the power of tests would not be reliable. The eight panels of Table 5 give the pair-wise SD test results for the evolution of total water pollution and its sub-industries' contributors over time. The first panel of Table 5 suggests that there was no general increase in water pollution over the whole period. However, there has been an increase in water pollution in the 10-year horizon in a second-order sense, suggesting that sum of water pollution above a given level is higher in 2005 than in 1995 for all levels of pollution. Hence the sum of water pollution up to a given pollution level has always been higher in 2005 than in 1995 (i.e., some countries' water pollution decreased, but some others experienced an increase in their water pollution, and the sum of the increases in water pollution has been higher than the sum of the decreases for a given level of pollution). Figure 3 depicts the CDFs of the water pollutant emissions (measured as BOD levels per day) for 1995, 2000 and 2005. As the CDF curves of each year intersect with each other, the tests did not yield any SD1. However, when CDFs intersect, one could test whether there is any clear ordering over time when the integrals of water pollution Similarly to total water pollution, there has been no improvement or deterioration in sub-industry water pollution over the whole period at all emission levels, since there has been no dominance in the first-order sense for all industries. However, water pollution levels from different industries have shown different progress over time. The sum of water pollution from chemical, food and wood industries above a given level is always higher in 2000 than in 1995 suggesting that even though some countries' water pollution in these industries decreased, increase in water pollution by some other countries were relatively more than the decrease in those countries. Furthermore, water pollution from the chemical, food, wood, metal, and clay and glass industries increased between 1995 and 2005 in the second-order sense suggesting a similar trend as above but within 10-year horizon. Finally, no dominance of any order is found for textile and paper and pulp industries. Therefore, one can conclude that the increase in water pollution over time is mostly driven by the chemical, food and wood industries as those industries experienced an overall increase of water pollution in shorter horizons (i.e., an overall increase within 5-year horizons) suggesting that the global action to reduce water pollution in these industries should be prioritized.
Finally, we analyze the sub-industry contributions to the water pollution in 1995, 2000 and 2005. The three panels of Table 6 present all possible pair-wise comparisons between sub-industry water pollutions in 1995, 2000 and 2005 respectively. In 1995 the chemical industry pollutes water more than the clay and glass, metal and wood industries (i.e., in the first panel of Table 5 , chemical industry water pollution stochastically dominates the clay and glass metal and wood industries in the first-order sense at the 10, 5 and 1 % significance level respectively). Furthermore, water pollution from food and textile industries has been more than pollution from the clay and glass, metal, paper and wood industries at any pollution level in 1995. Finally, in 1995, the clay and glass industry was responsible for water pollution more than the metal industry and paper industry polluted more than the wood industry. Any further comparisons have not suggested any further dominance. Clearly, in 1995, chemical, textile and food industries were the major contributors to water pollution, as at any pollution level there have always been more countries in those industries polluting water than remaining industries above that any given pollution level.
In 2000 the majority of the dominance relations between industries remain the same, with some differences with respect to 1995. Water pollution from the food industry dominates pollution from the chemical industry in the firstorder sense at the 5 % significance level. In 2000 the major contributors to water pollution are the food and textile industries. However, there is no clear SD ordering among food and textile industries, when water pollution is considered. Finally, in 2005, water pollution from the food industry contributes more than any other industry (i.e., water pollution from the food industry dominates such pollution from any industry in the first-order sense). Therefore, a global action tackling the increase in water pollution due to activities in the food industry should be prioritized.
Conclusions
Our methodology based on consistent pair-wise SD tests can provide useful information to policy makers in their efforts to design policies that compare the risks from environmental degradation. Reducing CO 2 emissions needs to be given a priority, with special attention to those industrial sectors which are mainly responsible for these emissions. As the agriculture sector is the major contributor to the methane emissions and the food sector is becoming the industry that is polluting water the most, our findings suggest interlinkages between air and water pollution. Water pollution will likely be intensified by the increasing demand for biomass-derived fuels for transportation biofuel needs, because large quantities of water are needed to grow the fuel crops, and water pollution is exacerbated by agricultural drainage containing fertilizers, pesticides, and sediment. Potentially, there are major spillovers in environmental degradation across countries, and across air and water pollution levels. As Olmstead (2010) claims, water pollution in transboundary settings is still a challenge since our analysis find an aggregate increase in water pollution even though some countries pollute less over time as relatively lower levels of water pollution in these countries could be due to free-riding. In other words, even though some countries' direct contribution to water pollution is decreased (due to their production levels), their indirect contribution (i.e., due to increased consumption) might have led to an aggregate increase in water pollution levels.
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