Abstract-One of the most effective ways to learn is through problem solving. Recently, researchers have started to develop educational systems which are intended to support solving ill-defined problems. Most researchers agree that there is no sharp distinction but rather a continuum between well-definedness and ill-definedness. However, positioning a problem within this continuum is not always easy, which may lead to difficulties in choosing an appropriate educational technology approach. We propose a classification of the degree of ill-definedness of educational problems based on the existence of solution strategies, the implementation variability for each solution strategy, and the verifiability of solutions. The classification divides educational problems into five classes: 1) one single solution, 2) one solution strategy with different implementation variants, 3) a known number of typical solution strategies, 4) a great variety of solution strategies beyond the anticipation of a teacher where solution correctness can be verified automatically, and 5) problems whose solution correctness cannot be verified automatically. The benefits of this problem classification are twofold. First, it helps researchers choose or develop an appropriate modeling technique for educational systems. Second, it offers the learning technology community a communication means to talk about sorts of more or less ill-defined educational problems more precisely.
In the same domain, both well-defined and ill-defined problems can exist [4] . In the domain of programming, for example, human tutors may develop many types of programming problems. The following two assignments illustrate that:
1. Write a Java statement to sum the two numbers 4 and 5. Please fill in the missing operator: S = 4 ___ 5; 2. Develop an investment simulation system. The first assignment can be considered a very welldefined problem, whereas the second one is very illdefined, because it remains unclear what the simulation system should actually do and what the users would expect from it. We will elaborate on the ill-definedness of these example problems in the next section.
Most researchers agree that there is no sharp distinction between well-defined and ill-defined problems, but that there is a continuum between well-definedness and illdefinedness [5] , [6] , [7] . However, up to now a more specific classification or investigation of this "continuum" has not been proposed. Jonassen [8] attempted to represent a continuum between decontextualized problems with convergent solutions to very contextualized problems with multiple solutions using three types of problems: puzzle problems, well-defined problems, and ill-defined problems, 1 stating that these problem types do not represent a classification of well-or ill-definedness. Mitrovic and Weerasinghe [4] divided the space of problems into four quadrants based on ill-defined and well-defined instructional domains and tasks (the authors considered well-defined tasks within an ill-defined domain impossible so that one quadrant remained empty).
Is there a way to more specifically classify the degree of well-or ill-definedness of an educational problem, and what would be its value? While for some sorts of educational technology that do not provide intelligent support and adapt to the user, such as learning management systems, the classification would have little value, the situation is different for intelligent educational systems that need to interpret student solutions to give feedback. Here such a classification could be very helpful to help designers choose appropriate analysis and feedback provision techniques.
The classification of problems proposed in this paper is based on two dimensions. On a qualitative dimension, problems are classified based on the existence of alternative solution strategies, the implementation variability, and the solution verifiability. On a quantitative dimension, problems are distinguished based on the number of alternative solution strategies and the number of implementation variants. As a result, the classification consists of five classes of educational problems:
1. one single solution, 2. one solution strategy which can be implemented in different variants, 3. a known number of typical solution strategies which can be implemented in different ways, 4. a great variety of possible solution strategies (beyond the anticipation of human tutors) where each single solution can be assessed automatically as correct or not, and 5. problems whose solution correctness cannot be verified automatically. In the next section, we review characteristics of illdefined problems. Then, we illustrate two levels of solution variability for problems in three different example domains (geometry, travel planning, and programming): solution strategies and implementation variants. After that, we propose to classify educational problems into five classes according to the qualitative and quantitative criteria. Based on this classification, we analyze which educational technology approaches can be (or have been) applied to the different problem classes, and we argue why the classification is beneficial for educational technology researchers in at least two ways.
ILL-DEFINED PROBLEMS
In the literature, several different definitions for the terms "domain" and "problem" in the context of learning have been proposed [4] , [5] , [6] , [7] . In this paper, we adopt the notions of "domain" and "problem" as suggested by Lynch et al. [7] . According to these authors, domains are considered as conceptual spaces or fields of study which can be represented in declarative or procedural knowledge. An educational problem within a domain has one or more goals that a solver must achieve. To solve an educational problem, the solver must apply relevant (declarative and procedural) knowledge to achieve the goals given initial knowledge. Thus, problems can be used to teach students about the domain. This paper focuses on problems rather than domains, following the argumentation of Fournier-Viger et al. [6] who suggested considering whether a problem is ill-defined and how it is ill-defined to choose appropriate domain knowledge modeling and reasoning techniques.
Several different definitions for the term "ill-definedness" have been proposed-indeed, one can argue that the term itself is somewhat ill-defined. In their review of these definitions, Lynch et al. [7] suggested that an ill-defined problem typically possesses the following characteristics:
1. the existence of open-textured concepts, 2. the lack of generally accepted domain theories, 3. a problem cannot be decomposed into independent subproblems, 4. the existence of prior cases which are facially inconsistent, 5. an analogical reasoning process using cases and examples is needed, 6. the existence of a large solution space, 7. the lack of formal methods to verify the correctness of a solution, 8. the lack of criteria to judge solutions, 9. the possibility to discuss solutions from different perspectives, 10. the disagreement among domain experts, and 11. the requirement to justify solutions. The application of these criteria to the two programming problems introduced in Section 1 yields a fairly differentiated picture. For the first problem, regarding the first criterion for ill-definedness, no open textured concepts can be identified, because the problem statement is clearly formulated: A Java operator for an arithmetic calculation is required. The second criterion, the nonexistence of a formal theory, is also not satisfied by this programming problem. The underlying formal theory of programming is exactly the semantics of the machine model at hand and therefore directly available to all problems which address the formal aspects of programming. With respect to the third and sixth criterion, there is no possibility to "design" a solution and to divide the problem because the solution structure is already prespecified by an input slot, and thus, this programming problem does not fulfill these criteria. For such a programming problem, there exist no inconsistent prior cases because the syntax of a programming language defines clearly which addition operators can be used, and thus the fourth criterion is not fulfilled. The seventh and eight criterion are not fulfilled either, because the validity of the operator for an arithmetic calculation can be verified by the set of constructs of the programming language. In addition, to check whether the solution is correct with respect to the requirements of the programming problem, a set of test cases can be used. Since just a correct addition operator is required to solve this problem, no disagreement between domain experts may happen, and further discussion and justification can be spared, thus criteria 9, 10, and 11 are not satisfied. The fifth criterion seems to be relevant for this problem: the solver of this programming problem may compare some examples for arithmetic addition to reason about a correct addition operator. However, this process is not required once the solver has learned the syntax of an addition operator or knows where to find the syntax reference manual for the programming language. We can conclude that the first programming problem is clearly well defined: all criteria of this definition suggest this.
For the second programming problem, the goal seems to be quite obvious. However, the existence of unspecified, open-textured concepts (criterion 1) is a phenomenon typically associated with complex programming problems. This is central and the source of other criteria of illdefinedness. Here, terminological clarifications and the development of a formal model are an integral part of finding a solution. For instance, the concept of a "net interest rate" is used to compute the return on investment for a given amount of money and will, thus, be relevant for the investment simulator. This concept, however, is defined differently in many financial institutions (e.g., depending on the service cost and whether the return is paid monthly, quarterly, or yearly), and thus needs to be specified. Furthermore, a special kind of open-textured concept can also be identified if metalevel aspects like efficiency, simplicity, elegance, or ease-of-use are considered. As a result, not only can solutions be considered from different perspectives (criterion 9), but even disagreement between domain experts concerning the appropriateness of solutions may occur (criterion 10), and the solver thus needs to justify her solution (criterion 11). With respect to verifying solutions, the validity of solutions cannot be verified easily, because no widely accepted formal theory can be applied. In the domain of investment, many theories exist, ranging from formal principles such as the return on investment to more informal ones such as a hedge. But no single theory can be proven correct (criteria 2, 7, and 8). Solving such a problem typically requires several interactions (discussion, negotiation, and agreements) with potential end users to clarify basic requirements of the problem and the solver can take prior cases or examples into account to reason about useful functions for an investment simulation systems (criteria 4 and 5). For example, the range of functions that the investment simulation system should offer may depend on individual preferences and conceptions-it is, therefore, open to debate. Similarly, evidence for ill-defined aspects can also be found with respect to criterion 6: an ill-defined problem has a large solution space. Obviously, programming is a constructive activity, at least at the level of complex programs such as an investment simulation system, much less of course at the level of "toy examples." Faced with a problem, a programmer usually has to choose between alternative ways of combining different programming constructs. Although the set of programming constructs is limited, these can be combined in many different ways to generate correct solutions. By looking at the internal interdependences of a problem solution, criterion 3 also provides evidence in favor of considering more ambitious programming problems as ill-defined. Decomposing a given problem into subproblems usually creates many dependences between the latter-for instance, a subroutine is usually used to solve a subproblem and the interface of the subroutine needs to be taken into account when using it. In summary, according to the criteria suggested in [7] , the second problem can be considered illdefined, whereas the first one is well defined.
Simon [5] considered the distinction between welldefinedness and ill-definedness not as properties of a particular problem, but rather takes the perspective of the problem solving process which is characterized as a heuristic search procedure. To qualify as a well-defined problem, the solution process for the problem must have 1) uniquely specified start and end points, as well as 2) a formal procedure that describes the transition between the start and the end points, and 3) an evaluation function which verifies the correctness of the state transitions. Also according to these criteria, the first programming problem is well defined whereas the second one is not. In general, given a programming problem, the start point is the information given in the problem statement, and the end point is a program code that satisfies the requirements specified in the problem statement. To solve the first programming problem above, the formal procedure is described by the insertion of an appropriate operator for arithmetic calculation, and the evaluation function is defined based on the rules of the programming language being used. However, given a programming problem like the second one, a formal procedure cannot be specified easily because in addition to the task of applying the constructs of a programming language, the solver has to specify the requirements of an investment simulation system. The two problems above illustrate the two ends of the continuum between well-defined problems and ill-defined problems in the same domain. Obviously, the solution space of the first problem (consisting of one solution) is smaller and simpler than that of the second problem (open-ended solution space). Can a more fine-grained insight into the structure of the solution space for a given problem be used to characterize the degree of ill-definedness of this problem? We will argue that this is indeed the case. Lynch et al. [7] pointed out that there is a causal relationship between the different characteristics of illdefined problems. For example, due to the existence of open-textured concepts or the lack of generally accepted domain theories, many solution variants for a problem can be developed. Then, the developed solution variants need to be judged and discussed, where disagreements between experts can happen. In this light, we believe that the solution space to a problem is a key determining factor of ill-definedness, because one of the challenges of developing intelligent educational systems is analyzing solutions submitted by a student to provide appropriate feedback. Here, the space of solutions that the analysis needs to cover is an important aspect. It is connected to the characteristics of ill-definedness as stated by Simon in that this space becomes intractable if start or end state are undefined or ambiguous, and that the existence of (or lack of) transitions and evaluation functions have an impact on the options for automated analysis of elements (and their connections) within the space, and thus on the structure of the solution space.
THREE QUALITATIVE CHARACTERISTICS OF SOLUTION SPACES

Alternative Solution Strategies
In the literature, the term "strategy" has been used to describe problem solving methods or algorithms. For example, Chi and VanLehn [9] identified forward chaining and backward chaining as two common problem-solving strategies in deductive domains. 2 In this respect, a "strategy" represents a general procedure to solve problems and is domain-independent. For example, the target variable strategy can be used to solve problems in many domains, including mathematics and physics [9] .
By contrast, a solution strategy in our sense is dependent on domains and problems. It represents an approach or way to solve a specific given problem. Researchers have suggested that experts have knowledge about problem categories and associated solution strategies [10] . That is, when a problem is given to an expert, she will identify its characteristics by associating it with previously solved similar problems and apply the solution strategy which might typically be applied to solve problems of that type in the respective domain. A solution strategy differs from the notion of "solution schemas" [11] in that while a solution strategy represents just a general approach which can result in different solution structures, a solution schema represents the frame or a structure pattern of solutions. We exemplify the term solution strategy in the following three domains:
. In the domain of travel planning, a task could consist in finding a route between two places. Depending on available means of transportation, different strategies can be applied or even be combined: for instance, driving by car, taking a train, or taking a flight. . In the domain of programming, alternative solution strategies are almost always available. If, for example, a task is to write a program to calculate the return on investment, a direct analytic computation or an iteration can be used. The latter solution strategy can be further refined into naive and tail recursion. . In the domain of geometry, alternative solution strategies are based on the available theorems which have been proven. If a task is to prove that the triangle ADE is isosceles given that angle d ABC is equal to angle d ACB (see Fig. 1 ), we either have to prove that DE is parallel to BC to apply the isosceles triangle theorem, which states that the angles opposite the two equal sides of an isosceles triangle are equal, or apply the definition of isosceles triangles (i.e., show that AD ¼ AE holds). Since feedback on solutions submitted by students is a means to help students improve their solutions, feedback should not be in conflict with the solution strategy a student is (apparently) applying. Otherwise, it could become useless or even confusing. This happens, for instance, if a student has planned a trip using the train, but an automated feedback message in the context of a car-based solution strategy is provided (note that using a car might well be part of a solution strategy which predominantly relies on railway connections).
In general, a solution strategy forms the basis for the process of finding a solution. However, it might be difficult to hypothesize the solution strategy a student applied from the student solution itself if the latter contains too little information about the solution process. For example, if a task is to find a correct number to replace the question mark in the equation: 12=15 ¼ ?=5, a typical wrong student answer is "2" from which a solution strategy can hardly be derived [12] . But if the solution to be provided by the student is richer in information (e.g., a travel plan, a proof, or a program), then there is a chance of inferring the solution strategy directly from the solution structure.
Implementation Variability
Once a problem solver has decided to use a specific solution strategy to solve a given problem, she is faced with the issue of how available means of the domain can be used for the implementation of that strategy. That includes finding out how to apply and arrange constructs of a particular domain in the context of the chosen solution strategy. We illustrate this in the three domains mentioned above.
. If in the domain of travel planning, a problem solver has chosen the strategy of using a car, she can find many different routes by combining different roads. Or, if traveling by train, the planner can also combine different train connections to reach the desired destination. . In the domain of programming, a programmer has to apply the primitives of the programming language being used. Usually, there are many different options to implement a high-level concept. For instance, an arithmetic expression can be constructed using different combinations of arithmetic operators (þ; À; Ã; :; ¼; <; >, etc.). Within an implementation, the sequential order of statements can sometimes be changed without changing the semantics. As a result, a solution strategy for a programming problem can be implemented in many ways. . Similarly, if a solver has decided for a solution strategy to solve the geometry problem above (e.g., using the theorem that the triangle ADE is isosceles if DE is parallel to BC), there are multiple ways to arrange argument statements within the proof. 2. A task domain is deductive if solving a problem requires producing an argument, proof, or derivation consisting of one or more inference steps, and each step is the result of applying a domain principle, operator, or a rule.
Solution Verifiability
Some problems have solutions that cannot objectively be verified as correct or not. Rather, solutions of such problems can achieve a certain acceptance from a target group with respect to aspects such as aesthetics or usefulness. For those problems, the solution space becomes open-ended, because the acceptance of a solution can vary between individuals. The second programming problem (see Section 1) about the investment simulation system meets this attribute. Here, solutions cannot be verified as correct automatically.
PROBLEM CLASSIFICATION
Using three qualitative attributes discussed in the previous section and also considering quantitative aspects (the number of alternative solution strategies and of implementation variants), we propose to classify educational problems into five classes (see Fig. 2 ). On the horizontal axis, the qualitative criterion "verifiability" distinguishes the first four classes of problems, which have verifiable solutions, from Class 5 problems whose solutions are nonverifiable. On the vertical axis, problems of Classes 1 to 4 are distinguished by the number of solution strategies and the variability of implementation options: one solution strategy (Classes 1 and 2), a known number of typical solution strategies (Class 3), and a great number of solution strategies (beyond the anticipation of a human tutor) (Class 4). These five problem classes represent an increasing degree of ill-definedness (from "very well-defined" to "highly ill-defined" (see Section 6 for a discussion of the sharpness of the classification).
Class 1: One solution strategy, one implementation. Problems of this class can be solved according to only a single solution strategy and have only one solution. They are specified in a way that the solution is unique, possibly enforced by a given solution structure or a multiple choice templates. Such problems are suited to recall basic knowledge of the domain being taught. Giving automated feedback to students for problems of this type is very easy: The system only needs to know the correct input. For instance:
. How long is the shortest route for car driving from city A to city B? ____. . Write a Java statement to sum two numbers 4 and 5.
Please fill in the missing operator: S = 4 ___ 5;
what can we say about the sides of the triangle? AB = ___.? Class 2: One solution strategy, alternative implementation variants. Problems of Class 2 can be solved according to a single solution strategy which, however, can be implemented in many different ways. Similar to the first level, problems on this level can typically be specified precisely so that the space of possible solutions is narrowed down to a single solution strategy, or the input is restricted by prespecified solution templates, for example:
. Find a route for a car driving from city A to city B. . Write a function to compute the return R of an investment X after N years for a fixed interest rate Y using a FOR-DO loop.
prove that the triangle ADE is isosceles by applying the isosceles triangle theorem.
To solve these problems, a student is not allowed to implement other solution strategies: The student is restricted to use cars, to choose the FOR-DO loop, or to apply the isosceles triangle theorem as the only single solution strategy. These restrictions narrow down the need for analysis of the student's intention (i.e., which solution strategy is pursued), and thus facilitate automated feedback provision. Problems of this class can be considered similar to "puzzle problems" [8] which have only one single correct solution, but several implementation variants for reaching this solution.
Class 3: A known number of typical solution strategies. For this class of educational problems, the student is free to choose among several known alternative solution strategies (which can be anticipated by a human tutor) and can implement the chosen solution strategy according to her preferences, for example:
. Find a route from city A to city B (using one of several given available means of transportation). . Write a function to compute the return on investment after a period for a fixed interest rate.
This kind of problems is more challenging for students than problems of Classes 1 or 2, because they have to make appropriate design decisions between solution strategies and implementation variants while developing a solution, instead of simply applying a predefined solution strategy. This class of problems is not only challenging for students, but also for designers of intelligent educational systems. Feedback messages which are not in accordance with the student's solution strategy would be misleading-as such, either techniques to generate a reasonable hypothesis about the solution strategy pursued by the student correctly are required, or the system needs to be able to give feedback independent of solution strategies.
Class 4: A great variability of possible solution strategies while the correctness of any given specific solution can be verified automatically. Problems in this class are so complex that it may not be possible to a priori enumerate (and to encode into an intelligent educational system) all possible solution strategies that a student may pursue. The number of possible solution strategies is beyond the anticipation of a human tutor. Also, if a problem needs to be solved by dividing it into (nonindependent) subproblems, where each of the latter can be solved using different solution strategies, the sheer number of subproblem solution combinations may be very large and unknown a priori if either the problem decomposition into subproblems or the number of solution strategies for any of the subproblem combinations is unknown. The following problems are examples for this class:
. Develop a travel plan from city A to city B. This problem can be solved by dividing a route into several parts and by combining different transportation means for parts of the travel route (including ones probably not anticipated by the task designer, such as "using a surfboard"). As a result, a great amount of combinations of possible routes is expected. Yet, any combination can be verified as correct if it leads from A to B. . Develop a calculator to calculate the return on investment. To solve this task, a great number of design decisions have to be taken into account concerning many issues: the choice of appropriate data representations, the number and kind of input parameters considered, the presentation of the output, defining helper functions, and so on. Hence, the space of combinations of design decisions becomes large. However, the correctness of each solution can be verified using test cases. . Develop a formula to calculate the area of the triangle ADE. In addition to the steps of applying possible solution strategies (based on available theorems) to prove the ADE is an isosceles triangle, the next task is to develop a formula to calculate the area of ADE. There are many ways to do this, including (but not restricted) to the following three, each of them derived from geometry theorems:
. Applying the formula to calculate the area of a triangle directly: a ¼ 1 2 Ã DE Ã h, where h is the height of ADE. . Deriving the height of the isosceles triangle ADE from the Pythagorean theorem:
. Applying trigonometry to derive the height of ADE: h ¼ AD Ã cosð 1 2 Ã Þ, where is the vertex angle. As a common point, for all problems of this class, even though there are many (possibly even unpredictably many) solution strategies, each solution could still be checked automatically (see McCarthy's definition of well-defined problems [13] ). Providing appropriate feedback on an erroneous solution in accordance with the student's solution strategy, however, is more difficult than for solutions of Class 3 problems, since that would require an intelligent educational system to understand the solution strategy pursued by the student without having a list of "typical" strategies. That is the key distinction between problems of this class and Class 3. For instance, a classical chess problem is the following: given a chess board with some chess pieces, the goal of the solver is to achieve a task. For instance, the white player has to checkmate black in N moves. Given a known chess problem, an expert has a number of tactics (e.g., cross-check, decoy, deflection) and strategies (artificial castling, exchange) which can be considered as "solution strategies." Since these solution strategies can be anticipated, this chess problem is an instance of Class 3. However, if given a chess board with initial setting, a chess expert would not be able to estimate which solution strategy can be applied to checkmate the opponent within N moves (because the chess problem has to be redefined after a single move). As such, playing complete games of chess is an instance of Class 4. This is in consistence with the view of Simon [5] who suggested that chess playing is ill-defined when it is viewed as the play of an entire game, whereas it can be regarded as well defined if it is viewed as single moves.
Class 5: Multiple solution strategies, and solution correctness cannot be verified automatically. Solutions of problems of this class cannot be verified automatically. This can, for instance, occur if one criterion for a good solution is that it should be considered "useful" or acceptable by a large number of stakeholders. The latter requirement usually results in controversial opinions and renders solutions not formally verifiable. The following problems are instances of this class: Develop the most relaxed travel plan from city A to city B; Develop an investment simulation system; Develop the most elegant formula to calculate the area of the triangle ADE. Since the concepts "relaxed, elegant, investment system" are open-textured, they need to be interpreted and recharacterized. Actually, parts of these problems may be well defined, because some aspects of the problem solutions can be validated. For example, the task of developing a travel plan can be executed computationally (using an algorithm) and the resulting travel plans can be verified as correct or incorrect. Only the aspect "most relaxed" is ill-defined as discussed. This class of problems has also been named "wicked problems" [14] whose solutions are not right or wrong, but rather possible solutions need to be accepted by all stakeholders and thus are subject to debate.
Since an automated check for solution correctness is not possible for problems of this class, an automated provision of feedback on student solutions through intelligent educational systems is a nontrivial matter.
PROBLEM CLASSIFICATION: THE BENEFITS
The classification of educational problems into five classes with an increasing degree of ill-definedness, as proposed in the previous section, serves two purposes. First, it enables designers of intelligent educational systems to choose or develop an appropriate technique for dealing with educational problems (Section 5.1). Second, it provides the learning technologies research community a communication means to more precisely characterize sorts of educational problems (see Section 5.2).
Approaches for Building Intelligent Educational Systems
Researchers have devised numerous approaches to building intelligent educational systems. In the following, we review some of these approaches in the light of the proposed classification. Note that this discussion, while illustrating typical exemplary approaches suitable for the different classes, does neither claim to be exclusive nor exhaustive. Some approaches are suitable to be used across multiple classes (even though they are typically used for one class), and certainly the list of approaches discussed in this paper cannot be complete. A book says that one whale can eat 21 pounds of plankton in an hour. How many pounds can it eat it 7 hours? Enter your answer here: ________
The task of the student is to input an appropriate number in the given solution template. The system checks the correctness of the student's solution. In the negative case, the system gives a hint indicating that the solution is incorrect without explaining the reason (because the answer provides too little information). In addition to indicating whether a student's answer is correct or not, CAIs are able to provide a correct answer. To check the correctness of solutions to such an exercise, the system simply needs to compare the student's solution against the prespecified value in the system's knowledge base.
Model-Based Approaches for Class 2
Problems of this level can be solved by applying a single solution strategy that can be implemented in many different variants. As compared to CAI systems, this allows addressing more challenging problems while still providing personalized feedback to students' solutions. Currently, model-tracing and constraint-based modeling (CBM) techniques are the two most prominent approaches which have been applied successfully for building ITSs for different domains. Model-tracing tutors have been built for many domains, including physics [2] and geometry [17] . In a model-tracing system, error diagnosis and instruction are carried out on the basis of an expert model and a set of buggy rules. This model represents one or more solution paths to a given problem (more if multiple implementation variants for the strategy exist). A solution path consists of many production rules, each of them composed as a pair of situation and action. Buggy rules represent typical erroneous problem solving paths of students. Whenever a student solution deviates from the expert model, the system identifies the situation where the student has carried out a wrong action.
While model-tracing systems are based on an expert model and buggy rules, a CBM tutor is built based on a predefined set of constraints. Researchers have successfully developed constraint-based ITSs for various domains, for instance, German grammar [18] , or SQL [19] . Constraints can be used both to represent general knowledge of a domain [20] and to model properties of correct solutions to a specific given problem. Constraints of the former type are called principle constraints. Constraints for the latter purpose are referred to as semantic constraints and are used to check the semantic correctness of a student solution by comparing components of an ideal solution with the student solution [21] . While principle constraints are independent of problems (and, therefore, of solution strategies), semantic constraints are strategy-specific. Error diagnosis is based on evaluating constraints. If a solution violates a constraint, that means that the solution does not adhere to a principle of the domain being learned or does not satisfy a semantic requirement of correct solutions. The CBM approach is able to handle different implementation variants of the ideal solution, but it has not been designed with a specific focus on supporting multiple solution strategies. As a result, diagnostic information returned from a constraint-based tutor might mislead students if the solution strategy underlying the ideal solution is not the same as the strategy intended by the student [19] , [22] . Therefore, the CBM approach (or, more specifically, the semantic constraints within this approach) is well suited for problems of Class 2, where only a single solution strategy is allowed, but problematic for higher classes of our classification hierarchy. Of course, principle constraints can still be used to model principled domain knowledge, and a CBM tutor can be built based on these constraints-but then, the feedback of this tutor is, of course, not specific to the problem at hand.
Strategy Recognizing Approaches for Class 3
Class 3 problems can be solved by applying several alternative solution strategies which can be implemented in many ways. In principle, the example approaches discussed in the previous subsection can be used to build intelligent educational systems for Class 3 as well. For instance, a CBM tutor without semantic constraints can be used for Class 3 (and higher) problems. Also, production rules can be used to model all possible correct solution paths for all possible implementation variants of multiple solution strategies. Andes, a model-tracing tutor for physics [2] , is a representative of this approach. However, defining plausible expert models and buggy rules is a very laborious task even for one solution strategy, and even more for multiple strategies because one has to identify all possible ideal solution paths and enough buggy rules for each of these [22] , [16, p. 85] . Except Andes, we are not aware of any other "classical" model-tracing tutor that is able to support alternative solution strategies. However, there are some other approaches-partly related to model-tracing or CBM-that are able to handle multiple solution strategies and still give problem-specific feedback to students.
Since creating the cognitive model for model-tracing tutors is laborious, Matsuda et al. [23] recently developed a machine learning technique called programming by demonstration. In their approach, a "SimStudent" learns problem solving skills from humans and automatically generates production rules. The author of a model-tracing tutor, thus, simply needs to demonstrate possible solutions which may be instances of different solution strategies. The SimStudent generalizes those solutions and generates production rules for alternative solution strategies. This requires less effort than "classical" model-tracing tutor development, since demonstrating possible solutions for a given problem is less laborious than designing a cognitive model. The SimStudent worked very well: with a cognitive model generated based on 20 problems solved by a group of human students, the SimStudent was able to explain 82 percent of the problem-solving steps by another group of human students correctly [23] .
Jeuring et al. [24] developed a tutoring system for the functional programming language Haskell, emphasizing the use of "programming strategies." For each problem contained in their system, alternative model solutions that represent different solution strategies are associated. Each solution strategy consists of a sequences of refinement rules (which refine programs) and rewriting rules which express a program construct in another way (this corresponds to the aspect of implementation variability in Section 3.2). For example, a problem can be split into two subproblems, solutions of which then together constitute solutions of the original problem. Using refinement rules of this (and other) type, errors in the student solution are detected and appropriate feedback is returned to the student. This approach is similar to model-tracing in that the refinement rules describe the routes leading to correct solutions. The authors claimed that the language which they use to describe solution strategies can be used in other domains in which procedures are expressed in terms of rewriting and refinement rules.
Le and Menzel [25] proposed to apply soft computing techniques to enhance the capability of error diagnosis for CBM tutors, because constraint-based error diagnosis is a constraint satisfaction problem (CSP) where the goal is to identify inconsistencies between an erroneous solution and a constraint system. Fargier and Lang [26] adopted a probabilistic approach for solving CSPs and developed a weighted constraint-based model (WCBM) for intelligent educational systems. In their approach, the process of diagnosing errors in a student solution consists of two interwoven tasks (hypotheses generation and hypotheses evaluation) which take place on two levels. First, on the strategy level, the system generates hypotheses about the student's intention by iteratively matching the student solution against multiple solution strategies specified in a semantic table. After each solution strategy has been matched, on the implementation variant level, the process generates hypotheses about the student's implementation variant by matching components of the student solution against corresponding components of the selected solution strategy. The generated hypotheses are evaluated with respect to their plausibility by aggregating the weight value of violated constraints. As a consequence, the most plausible solution strategy intended by the student is determined. Le and Pinkwart [27] , [28] have shown that this approach is more effective in analyzing student's solution strategies correctly than a CBM tutor that has several sets of semantic constraints (one for each strategy) but does not use constraint weights.
For UML, Soler et al. [29] proposed a tool for teaching class diagrams. This tool assesses UML class diagrams provided by a student and gives feedback. For each problem, the system has a set of correct solutions (which represent different solution strategies). When a solution is entered by a student, the system compares it to the set of known correct solutions. The system then selects the correct solution which is most similar to the one proposed by the student and returns a corresponding feedback message to the student. For example, if the number of classes is incorrect, a message like "more/less classes are required" is returned. The system has been evaluated by comparing an experimental group and a control group. In the experimental group, the teacher used the system to perform some example exercises, then a personalized workbook with four exercises was assigned to each student. The control group used the same procedure and examples, but did not use the system. At the end, the students of both groups had to pass an exam, where the students of the experimental group outperformed their peers in the control group.
All the approaches discussed in this section have demonstrated to be appropriate for Class 3 problems. Whereas the SimStudent and the approach devised by Jeuring et al. [24] have been tested in several domains, the WCBM approach has been applied for the domain of logic programming only, and the approach of [29] is specific to UML. For problems of Classes 4 and 5, where the number of possible solution strategies is not a priori known (i.e., there may be strategies that are beyond the anticipation of a human tutor), the approaches may reach their limitation, because they all rely on a known number of typical solution strategies for each problem.
Educational Data Mining Techniques for Class 4
Intelligent educational systems for Class 4 problems, which are characterized by a great variety of solution strategies and by the fact that any solution is automatically verifiable, are rarely found in the literature. Most of the existing systems which support problems of this class apply data mining approaches. CanadarmTutor [30] can be considered as an educational system which has shown to support Class 4 problems. This system is intended to teach astronauts how to operate a robot manipulator deployed on the international space station (ISS). While solving the problem, the student does not have a direct view of the scene of operation on the ISS: the robot manipulation (i.e., moving the manipulator, berthing, mating) must rely on cameras mounted on the manipulator and at strategic places in the environment where it operates. Thus, it is not possible to define a complete domain model for such a robot manipulation problem. The problems provided by CanadarmTutor can be considered instances of Class 4, because given a robot manipulation problem, there are many possibilities for moving the robot to the goal position and each solution (a sequence of movements) can be verified as correct when the sequence of movements of the robot reaches a desired position. To deal with the issue of the great variability of possible solutions of problems supported by CanadarmTutor, Nkambou et al. [31] proposed to combine two knowledge discovery techniques: sequential pattern mining and association rule mining. This approach assumes that actions of experts, intermediate, and novice users are recorded and annotated. Sequential pattern mining detects frequent action sequences of the annotated actions. Using the mined patterns, a generic basis of association rules, which represent links among the patterns, is generated. This aggregated information is then used to guide learners in problem-solving situations. The approach of combining different data mining techniques has demonstrated to be an effective way of building a domain model for an intelligent educational system automatically by mining knowledge from recorded structured/unstructured data.
Barnes and Stamper [32] used student data to create student models for an intelligent tutor for the domain of logic proof. Instead of modeling student behavior using production rules according to the model-tracing approach, the authors proposed to generate Markov decision processes (MDPs) representing possible student approaches to a particular problem. When a new student works on a problem, the student solution represented in graphs is matched against the MDPs. Using these MDPs, hints are generated automatically. This method reduces the intensive work for modeling expert's knowledge. Studies showed that this approach was able to generate hints over 80 percent of the time.
Recently, another data mining approach to building intelligent educational systems has been proposed. This approach can autonomously infer structures and feedback options from given data (e.g., student solutions) [33] . The proposed approach uses prototype-based learning methods and nonvectorial data structures, extended in a way that they allow to simultaneously structure solution spaces, learn metrics for structures, align student solutions with clusters of other solutions, and infer appropriate feedback based thereon. While the proposed approach has not been completely implemented, a first pilot validation of the approach was conducted using a data set from the domain of programming. The results show that clusters of structurally similar solutions could be detected, and that an automated provision of student feedback based on this clustering seems feasible.
Heuristic Techniques for Class 5
The most challenging problems for educational purposes, of course, are instances of Class 5. The main challenge here is that solutions cannot easily be judged right or wrong. This differentiates this class from the other classes. Nevertheless, it is often-times possible to distinguish between aspects of student solutions that are "typical" of good and poor solutions. A good solution is characterized by a high acceptance of end users, whereas a bad solution is not traceable by users that are familiar with the problem domain. Researchers have devised various approaches to building intelligent educational systems for this class of problems, including peer review, computer-supported collaborative argumentation, and case-based or rule-based reasoning techniques. As a common aspect, all these techniques rely on some form of heuristics that "guesses" if a student solution is good or not, and the system then provides feedback based on this estimation.
Peer review. One way of providing feedback on solutions of Class 5 problems is to rely on human judgment about the quality of student solutions. This can, for instance, be approached via peer review-an approach which is also used in other noneducational contexts, such as the quality management of scientific conferences and journals. In the learning context, this approach requests the system users to review and assess alternative solutions of their peers. This can be done in textual form or as a numeric assessment using scales. An example for the latter is the CITUC system [34] which has been used to support students in exam preparation. Here, the students assess the quality of solutions (for the same task) provided by their peers. Based on the aggregation of all assessments, a peer-review system is able to classify a student solution correctly. Alternative systems that make use of a textual peer-review approach include SWoRD [35] and PeerGrader [36] .
In contrast to using only peer-reviews for the purpose of assessing student solutions (as the systems listed above do), Ogan et al. [37] proposed to define a multidimensional expert model using the results of an empirical analysis of relevant issues for building an intelligent educational system for the domain of intercultural competence. The expert model serves to rate the quality of student solutions based on both automated and human assessment. The human assessment is carried out by asking students to rate the solutions of their peers according to the dimensions specified in the expert model.
All the peer-review approaches have in common that the respective intelligent educational systems involve human knowledge to give feedback to students' solutions. A downside of this approach is that feedback often cannot be provided immediately, because humans themselves need time to analyze student solutions.
Computer-supported collaborative argumentation. While peer-review can be conceived as an indirect form of student interaction which enables the computer system (via the reviews) to assign a quality score to a student solution (in the numeric case), some systems favor a more direct way of student interaction to achieve a similar effect. A common practice to deal with problems of Class 5 is argumentation, where multiple users discuss about a problem pondering pros and cons until an agreement upon a solution that satisfies all discussants is found. The focus of automated support here typically is not on the content, but on the structure of argumentation. This argumentation process can be supported by computer tools providing (potentially shared) graphical representations like graphs, matrices or threads (see [38] ). The elements available for this representation can be used to build constraints. An example is a language consisting of hypothesis and fact elements in combination with pro and contra relations. Here, the argumentation should follow a pattern typical for science: a hypothesis is stated and supported or falsified by facts. An intelligent educational system can be able to recognize weaknesses by means of these constraints-for instance, if a student does not specify a hypothesis at all, or if the argument representation created by the student contains facts claimed to support each other (instead of supporting a hypothesis). To detect these kinds of weaknesses, various approaches have been proposed. The first approach, implemented in an early version of the Belvedere system [39] is pattern based. Here, students are only allowed to use predefined argumentation chunks to model their argument. Based on these argumentation chunks, the system is able to compare the student solution to an expert model of the same argument. However, this approach is work-intensive and not applicable to argumentation tasks where users are required to state their own opinions.
A second approach is the use of machine learning techniques. Based on experts' by-hand classification of argumentation moves, an intelligent educational system can learn to classify argumentation moves. This approach is used, for instance, in the ARGUNAUT system [40] , which is an argumentation moderator assistant system in the sense that feedback will not be sent to the users who argue but to a human moderator. The reason for this is simple: the classification can result in erroneous diagnoses. The moderator's role is, therefore, to decide which kind of feedback is appropriate.
Another approach to detect weaknesses is using graph grammars as done in LARGO [41] . This system makes use of a set of predefined structural rules in graph grammar format that will be applied on demand to the overall argumentation structure. If a violation of one of the rules is detected, the system provides the student with a feedback message that highlights the possible weakness in the argument, and asks the student to self-explain this argument part (possibly changing it as a consequence).
The detection of structural weaknesses is only one possibility of analyzing student solutions. Another approach is checking the logical consistency, as for instance done by the ECHO algorithm of the argumentation system Convince Me [42] . Based on user assigned believability scores for each argumentation move, the system calculates the believability of the final conclusion and hence, the consistency of the overall argumentation. The user is asked to compare his final score with the one calculated by ECHO. Thus, the user is requested to check the internal logic of his argumentation.
Case-based and rule-based reasoning. Law students are often given study cases and have to find out how legal rules have been applied in past decisions and arguments [43] . Several researchers have adopted this strategy and have developed intelligent educational systems for the legal domain, including Thermis [44] , Lites [45] , or IKBALS II [46] . Case-based reasoning techniques can check the similarity between old cases to assess new problems. Rule-based reasoning techniques serve to model normative knowledge which enables the validation of a penal situation. Both techniques can be seen as heuristics: If cases are similar, then they should typically be decided in a similar way and thus the similarity can be exploited for intelligent educational systems-but this is, of course, not a rule without exceptions.
A Communication Means
The second benefit of the problem classification is that it serves the community of learning technology researchers and users as a communication means to characterize educational problems more precisely. In today's literature on learning technologies, we often find fuzzy descriptions about educational problems. In the domain of programming, for instance, we can find numerous vague characterizations for programming problems which are used to help students improve programming skills: "It [APT, a programming tutor] is designed as a programming environment to help students complete short programming assignments" [47, p. 152] , "The ACT programming tutor helps students as they complete short programming exercises" [48] , "Experiments have shown that, in the case of PROUST [a programming tutor for PASCAL], high performance in recognizing errors is achieved with simple programs. But the system has difficulties in understanding programs of a certain complexity and its capacity for identifying errors decreases drastically." [49, p. 131 ], "They [unit pages] include different interactive activities: simple questions and programming problems that the students can solve using the possibilities of WWW fill-out forms" [49, p. 135] , "Java Intelligent Tutoring Systems (JITS) was designed to recognize small Java programs and provide intelligent feedback even when there is no authored solution available." [50, p. 50] . It remains unclear whether phrases such as short programming exercises, simple programs, certain complexity, simple questions and programming problems, or small Java programs have the same meaning and whether human tutors from different institutions would agree with these classifications: simple programs of a class in a K-12 school may be easier than simple programs provided in a course at the University graduate level. Therefore, we suggest using the problem classification to formulate these phrases more precisely and objectively, so that the capability of a computer-supported educational system can be described accurately.
Similar vague characterization of problems can also be found in the literature for other domains, for instance, in the domain of computational modeling using UML. Some existing intelligent educational systems which are intended to help students create class diagrams include Collect-UML [51] , DesignFirst-ITS [52] , and ACME-DB [29] . No doubt, creating a class diagram is a design activity and UML designs can be considered ill-defined. However, these systems provide different types of problems. Collect-UML supports students in creating UML class diagrams collaboratively. By adding a new class diagram component, "the students need to select the component's names from the problem text by highlighting or double-clicking on the words." [51, p. 167] . The system uses a prespecified ideal solution for each problem to compare to the student's class diagram. The authors of Collect-UML stated that "the system allows for alternative ways of solving a problem, as there are constraints that check for equivalent constructs between the student solution and the stored [ideal] solution" [51, p. 164 ]. However, due to the restriction of deciding for a new diagram element based on highlighted words or phrases in the problem description, this system narrows down the space of solution variability considerably. This certainly facilitates the analysis and can also be considered as beneficial from an educational point of view, since the critical skill in UML modeling that students should focus on during learning is not the selection of names but the identification of types of components. Yet, this approach can also be critiqued. Moritz and Blank commented on Collect-UML as follows [52, p. 36] : "No freeform entry of element names is allowed. This approach avoids the need to understand the student's intent from natural language terms. A pedagogical drawback of this approach is that the student must eventually learn how to transfer to a less structured problem-solving environment." Since this system allows students to create different class diagram variants which are similar to a prespecified ideal solution, problems provided by this system can be classified as Class 2.
Different from Collect-UML, DesignFirst-ITS allows students to name components of a class diagram freely by adding classes, methods, and attributes. To diagnose errors in a student's class diagram, an Expert Evaluator module evaluates each step of the student's design process by comparing it with a solution template that has been created by an human instructor. To match the student's component name to a name in the solution template, the Expert Evaluator uses the SimMetrics algorithm to determine the similarity between the student's component name and component names in the solution template. Although the authors argued that "DesignFirst-ITS provides a relatively unstructured environment that allows students freedom to build their design." [52, p. 39] , it still restricts students via the solution template specified by a human instructor. Thus, design problems supported by this system can be considered instances of Class 2.
Instead of checking the student's class diagram based on a single ideal solution or a solution template, ACME-DB compares the student's class diagram to a set of prespecified possible correct solutions for a design problem (see Section 5.1.3). Since this system supports different solution strategies represented by different possible correct solutions, problems supported by this system belong to Class 3 of the proposed problem classification. The authors of ACME-DB claimed that using this system, students are only restricted to attributes marked in brackets in the problem description. There is no restriction on names of classes or relationships. Classes are assessed by considering the set of attributes attached to them. Relationships are evaluated in terms of the classes they relate to.
As a conclusion, all three systems provide UML design problems to students to improve their computational modeling skills. The systems are very similar in nature. However, ACME-DB addresses Class 3 problems, while the others are designed to handle Class 2 problems.
CONCLUSIONS AND RESEARCH DIRECTIONS
In this paper, we have identified three qualitative attributes for characterizing problems for educational purposes: the existence of alternative solution strategies, the variability of implementation, and the verifiability of solutions. Based on these categories, a classification of problems has been proposed, ranging from "one solution strategy, one variant" to "a great number of solution strategies, and it's not possible to check a solution for correctness." This classification can be conceived as a scale for the degree of well-or ill-definedness of a problem. The more possible implementation variants and the more possible solution strategies are possible, the more ill-defined is a problem. The nonverifiability of solutions determines the highest degree of ill-definedness in our classification. The very well-defined problems are least complex and can be solved by submitting a correct value (i.e., Class 1 problems). The most ill-defined problems are most complex because in addition to the existence of many alternative solution strategies, solutions for these kinds of problems cannot be verified as correct or not correct automatically (Class 5).
Based on this classification, we have discussed example approaches for building intelligent educational systems for each class of problems (see [4] , [7] for other review and example approaches). While "classic" CAI methods are only applicable within Class 1, today's most prominent ITS paradigms (model-tracing and CBM) are typically used for Class 2, where only one single solution strategy is allowed. Some approaches have been proposed to extend the range of applications for CBM and model-tracing to also Class 3 problems, which are characterized by a known number of (a priori known) solution strategies, so that the system has to determine the strategy pursued by the student. However, these approaches are not applicable to problems of Class 4 where the number of available solution strategies may be very large (or even unknown). Intelligent educational systems for Class 4 problems are indeed rare as of today-yet, as has been argued, approaches with data mining components have the potential to be used for problems of this class. For Class 5 problems, where it is not possible to determine if a solution is correct or not, we have identified a variety of approaches relying on heuristic techniques such as peer review, collaborative computersupported argumentation, case-based reasoning, and rulebased reasoning. The problem classification and this review are intended to help designers of intelligent educational systems choose a corresponding modeling approach for a class of problems. In addition, the problem classification serves as a communication means to characterize educational problems more precisely.
We are aware that the borderline between Classes 3 and 4 is not sharp. One can argue that for both classes, a number of possible solution strategies is possible. The difference between these two problem classes is the number of possible solution strategies which can be anticipated by human tutors. We suggest that a problem whose solution strategies can be anticipated by a human tutor should be considered an instance of Class 3. Otherwise, if for a problem there exist a range of many possible solution strategies which are beyond the anticipation of a human tutor (where the correctness of any given specific solution can be verified automatically), this problem is an instance of Class 4. This difference, even if not sharp, is of enormous relevance for educational technology designers. For Class 3, they can build complete models that cover all solution strategies, while this is not feasible for Class 4.
The classification does not say anything about sizes of solution spaces. It may well be the case that the solution space of a problem of Class 2 is larger than one of a Class 3 problem. For instance, a problem of Class 2 may have only one solution strategy but many implementation variants, whereas another problem of Class 3 may have only few solution strategies with few implementation variants. Also, the classification does explicitly not target at judging or comparing the quality or suitability of intelligent educational system approaches. It certainly is not the case that an approach which is usable for Class 5 problems is "better" than one that can only be used for Class 1 problems. In fact, one can even argue that approaches (like CBM or modeltracing) typically used for Classes 1 or 2 have proven highly effective in that they can give specific, helpful support to students-while many approaches for the "higher" classes struggle with possibly erroneous diagnoses and less specific feedback options.
A surprising result of the classification is that, while systems for problem Classes 1 and 2 are very well known and have been investigated over decades, also for Class 5 there are quite a few systems which take different approaches for "guessing" the correctness of a student solution (and the solution strategy that the student may have pursued). Yet, for the intermediary Classes 3 and 4, which are arguably simpler than Class 5, only relatively few approaches have been proposed, and empirical evidence of their success is sparse. Of course, approaches that can handle Class 5 problems are also applicable to Classes 3 and 4 problems, but such a use does not fully exploit the potential for educational technology construction (e.g., error-prone heuristics or costly peer reviews would not really be required for Classes 3 and 4). Also, Classes 3 and 4 are really important for education, since problems of these classes allow for multiple solution strategies and can thus encourage critical, creative thinking, and decision-making.
The classification and the review of approaches also showed some opportunities for future research. For instance, educational data mining techniques have demonstrated their potential as an effective approach for Class 4 problems. In general, as one way of constructing Class 4 intelligent educational systems, one could imagine a combination of methods for Classes 1-3 and a collaborative data collection approach. Based on the collected data, alternative good and poor solution strategies to a problem could be learned and could be used to generate feedback even for Class 4 problems. To our knowledge, there is currently no approach which is able to do so.
For problems of Class 5, building a complete domain model for diagnosing errors and student's intention automatically may be an infeasible task. Therefore, researchers currently try to combine successful modeling techniques (e.g., model-tracing and CBM) with other educational approaches (collaborative argumentation, peer-review). Although this approach cannot return feedback to the student's solution immediately (because humans need time for analyzing solutions), this kind of combination seems to be a fruitful way to support students solve problems of this level and should be investigated further.
There exist numerous approaches for developing intelligent educational systems, and many of them have demonstrated their success for educational problems of Classes 1 and 2, where solutions are limited to a single solution strategy. Here, not much choice is left to students as they construct solutions. While this may be OK (and perhaps even desirable) for introductory lessons and problems to help the student focus on the skills to be learned, it considerably narrows down the possibilities of applying (or even critically comparing) different solution strategies and thereby experiment with domain constructs. In future research, intelligent educational systems should be able to provide problems of different classes to students adaptively. That is, after students have mastered problems of Classes 1 and 2, they should have the opportunity to face more ill-defined problems (e.g., problems of Classes 3-5).
