In this paper we show that continuous fragmentation operators are sectorial for a large range of physically relevant fragmentation rates and use this fact to prove classical solvability of the combined coagulation-fragmentation equation with unbounded coagulation kernels.
Introduction
Coagulation and fragmentation models are abundant in the natural sciences and engineering, where they describe processes ranging from animals' groupings, the evolution of phytoplankton aggregates, blood agglutination, through planetesimals' formation and rock crushing, to polymerization and de-polymerization. One of the most efficient approaches to modelling the kinetics of such processes is through a rate equation which describes the evolution of the distribution of interacting clusters with respect to their size/mass. The first equation of this kind was derived by Smoluchowski [29] to describe pure coagulation in the discrete case, that is, if the ratio of the mass of the basic building block (monomer) to the mass of a typical cluster is positive and thus the size of a cluster is a finite multiple of the mass of the monomer. This equation was extended by Müller [27] , to the continuous case, where it was assumed that the clusters can have arbitrary mass and hence that the mass of a single monomer is negligible. Since, typically, the clusters not only coalesce but also fragment into smaller clusters, the whole process must be described by a combined coagulation-fragmentation equation. With Müller's coagulation term, and with fragmentation modelled by terms introduced in [23] but written in the form proposed in [22] , the full equation reads k(x − y, y)u(x − y, t)u( y, t) dy, (1) where x ∈ R + := (0, ∞) denotes the mass or size of a particle/cluster. Here u is the density of particles of mass/size x, a is the fragmentation rate and b describes the distribution of masses x of particles spawned by fragmentation of a particle of mass y. Further, b 0 is assumed to be a measurable function of two variables satisfying b(x | y) = 0 for x > y. The local law of mass conservation requires y 0 xb(x | y) dx = y, y ∈ R + , (2) and the expected number of particles resulting from a fragmentation of a size y parent,
is assumed to satisfy n 0 (y) < +∞ (3) for any fixed y ∈ R + . Note also that n 0 1, contradicting (2) . In general, the fragmentation rate a is assumed to be a measurable nonnegative function. For the purpose of this paper, we have to impose some control on the growth of the fragmentation coefficients. Namely, we assume that there are
We note that the reason for assuming j > 0 is that for j = 0 the fragmentation operator becomes bounded and the linear part of the theory becomes trivial. The coagulation kernel k(x, y) represents the likelihood of a particle of size x attaching itself to a particle of size y. We assume that it is a measurable symmetric function such that for some K > 0 and 0 β α
as x, y → ∞. This will suffice to show local in time solvability of (1) whereas to show that the solutions are global in time we need to strengthen (6) to
for large x, y and some 0 α < 1.
In fragmentation and coagulation problems, two spaces are most often used due to their physical relevance. In the space L 1 (R + , x dx) the norm of a nonnegative element u, given by ∞ 0 u(x)x dx, represents the total mass of the system, whereas the norm of a nonnegative element u in the space
gives the total number of particles in the system.
It is well known that the fragmentation equation, with a fragmentation rate a which is unbounded as x → ∞, has good properties in L 1 (R + , x dx) but is ill posed in L 1 (R + , dx), see [5] . On the other hand, the coagulation operator behaves well in
Our approach is to follow [8] and use the scale of spaces with finite higher moments
where m ∈ M := [1, ∞). We extend this definition to X 0 = L 1 (R + ). The natural norm in X m is denoted by · m , and, to shorten notation, we define w m (x) := 1 + x m . We note that the continuous injection X m → X 1 , m > 1, means that any solution in X m is also a solution in the basic space X 1 . Also, due to the nature of the problem, most of our analysis is carried out in X m,+ where, for any partially ordered space Z , Z + denotes the positive cone of Z . There are two main strategies of approaching continuous coagulation-fragmentation problems (1) . The first, introduced in [30] and later refined in e.g. [10, 20] and recently used in [14, 16] , consists of considering a family of truncated problems, establishing weak compactness of their solutions and passing to the limit, establishing in this way existence of weak solutions to (1) . Uniqueness, however, requires additional assumptions and other techniques. This approach has proved itself very effective in dealing with pure coagulation problems. However, for the full coagulation-fragmentation equation, the fragmentation part is required to be in some way or another subordinated to the coagulation kernel (see the discussion in [7] ). This has meant that the truncation/compactness method has yielded so far results for a very restricted class of fragmentation rates, see e.g. [15] where in fact the fragmentation is required to be binary with linear growth at x = 0 and x → ∞.
The second strategy, introduced in [1] and further developed in [6] [7] [8] 24, 25] , treats (1) as a Lipschitz perturbation of the linear fragmentation problem. Application of substochastic semigroup theory [4] , then enables a wide range of unbounded fragmentation kernels to be included at a cost, however, of making the coagulation process subordinate to fragmentation. This approach, apart from being able to include unbounded fragmentation rates, gave classical differentiable solutions to (1) but, so far, only for bounded coagulation kernels. Recently, [9] , the discrete fragmentation semigroup has been proved to be analytic in spaces of sequences having sufficiently high moments for a large class of fragmentation processes including, in particular, physically relevant kernels b that are binary and homogeneous or decreasing with respect to the size of the daughter particles. This allowed local existence and uniqueness of classical solutions to be proved for a certain class of unbounded coagulation kernels.
Our aim in the present paper is to extend the results of [9] to continuous coagulation-fragmentation equations. In particular, we provide a simpler and more general proof of analyticity of a class of fragmentation semigroups in the scale of spaces X m and show local existence and uniqueness of classical solutions in this scale for coagulation kernels satisfying (6) .
Furthermore, we show global solvability if k satisfies (7) and, in addition, α j 1, see (5) .
To illustrate what this means, we note that our approach establishes the global existence of classical solutions for all coagulation kernels mentioned in [14] such as the shear kernel, [2, 28] ,
or the modified Smoluchowski kernel, [19] k
as long as a(x) a 1 x δ , a 1 a constant, with δ > 7/9 in the first case and δ > 2/3 in the second case. Note that in the third example in [14] ,
is bounded at infinity and thus yields to the earlier classical solvability results, such as [7] . At the same time, we are able to handle a wide range of physically relevant daughter particle distribution functions b, including the homogeneous one, while We would like to emphasize that local classical solvability does not place any restriction on the rate of growth of k as long as it is controlled by a small power of the fragmentation rate a. This shows that fast fragmentation of large clusters plays a stabilizing role in the process, which agrees with physical intuition and earlier weak solvability results such as in [13] . However, our assumptions (6) and (7) seem to display this relation in a more direct way than in [13] .
The structure of the paper, and some of the techniques, are similar to the recent paper [9] in which the discrete coagulation and fragmentation equation was analysed and thus we have omitted some details. The main difference in the current paper is that to prove analyticity of the fragmentation semigroup, instead of the direct calculations in [9] , we use the Arendt-Rhandi theorem:
].) Assume that X is a Banach lattice, (A, D( A)) is a resolvent positive operator which generates an analytic semigroup and (B, D( A)) is a positive operator. If (λ 0 I − (A + B), D( A)) has a nonnegative inverse for some λ 0 larger than the spectral bound s( A) of A, then (A + B, D( A)) generates a positive analytic semigroup.
Thanks to this, we can avoid certain resolvent estimates which do not appear to be available in the continuous case. Also, we have been able to relax some assumptions on k and this allows a more general local solvability result to be obtained. On the other hand, the continuous case places an additional restriction on the order m of the space X m in which the analyticity is available. This follows from the fact that in the continuous case we have to control the zeroth moment which is redundant in the discrete case. Furthermore, dealing with the relevant moment inequalities is technically more involved.
Formulation of main results
The main results of the paper are:
1. analyticity of the continuous fragmentation semigroups for a wide range of cases including, in particular, power law and homogeneous fragmentation in X m for sufficiently large m, 2. application of the analyticity of the fragmentation semigroup to show classical solvability of the full coagulationfragmentation equation for a class of unbounded coagulation kernels in X m .
To formulate these results, we have to introduce specific assumptions and notation. First we define
It follows from (3) and (4) that
for m 1 and hence
with (3) and (5), and let m be such that m 
which is referred to as the homogeneous fragmentation kernel, see e.g. [11] . In this case the distribution of the daughter particles does not depend directly on their relative sizes but on their ratio. In this case n m (y) = On the other hand, fragmentation processes in which daughter particles tend to accumulate close both to 0 and to the parent's size may not satisfy (12) . Examples of such distribution functions b are given in [9] (discrete case) and [8] (continuous case).
Next, we introduce a nonlinear operator C m in X m defined for u from a suitable subset of X m by the formula
so that the initial value problem for (1) can be written as an abstract semilinear Cauchy problem in X m
where u t denotes the strong X m derivative of u. Note that we have used the same symbol u to denote the X m -valued function of t, t → u(t). However, as can be seen from the theorem below, this will not cause any misunderstanding. To formulate the next theorem we have to introduce a new class of spaces which, as we shall see later, is related to intermediate spaces associated with the fragmentation operator F m and its fractional powers, [21] . We set
where ω is a sufficiently large constant. Then we have 
Furthermore, there is a measurable representation of u which is absolutely continuous in t ∈ (0, τ ) for any x ∈ R + and which satisfies (1) almost everywhere on R + × (0, τ ).
Finally, for global in time solvability we need to restrict the growth rate of k. Namely, we have Indeed, calculations as in [7, 8] give (17) and, by (5),
where we have used the fact that
if m j + l. Hence, (16) follows by adding the above integrals.
Next, direct integration utilizing (17) and (18) gives
If the term N 0 (x) > 0 had not been present, then (20) 
where we have used 0
by (10), (5) 
and (19). Then we haveφ m (u)
where each right-hand side is well defined by (5), m j + l and D(F m ) ⊂ X m . But then the fact thatφ m (u n ) tends to a finite limit shows that also the negative term ofφ m (u n ) tends to a finite limit. Hence (11) is satisfied. That the extension is, in fact, the closure, can be proved by standard application of the Arlotti extensions, [4, Theorem 6.22] , as in, e.g., [9, Theorem 2.1]. Since, however, this fact will not be used in the sequel, we shall skip the details of the calculations.
To prove part (b), we begin by observing that inequality (9) implies that 0 N m (x) 
The analyticity of the fragmentation semigroup then follows from Theorem 1.1.
The statement (c) that (12) 
where ω > 4a 0 b 0 is a fixed constant. The abstract Cauchy problem associated with the fragmentation equation then takes the form
where 
We find it most convenient to use 
see (15), which hereafter we equip with the norm
In other words, there is a constant c 1 1 such that , such as the domains of fractional powers of F m,ω , see [9] . Such a choice, however, seems to require some additional analysis which is missing in [9] . The choice of (X m , D( A m,ω )) α,1 simplifies the calculations, also in the discrete case, without altering the final result.
Local solvability -proof of Theorem 2.2
In this section we assume that a and b satisfy the assumptions of Theorem 2.1 b) so that, in particular, (12) holds for some m j + l or m > 1 if j + l 1. Furthermore, the coagulation kernel is such that (6) 
We consider the following modified version of (1)
where γ is a constant to be determined and α is the index appearing in (6). 
If we define an operator
for some arbitrary fixed b > 0. For u ∈ U we obtain
for any x > 0. Thus, on setting
we have
and, in a similar way,
where we used ω > 1 and β α. Therefore, using the definition of γ , on U we have
If we now investigate the Lipschitz continuity of C γ , then we observe that the linear component γ A α ω + ωI satisfies
and, by (36) and (37),
Now, let us takeů ∈ X where M 1 is constant and where we used jα 1. To find the behaviour of M 2 , again we use (20) and (43), with an obvious simplification of (42) 
