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CONDITIONAL DISTRIBUTION OF THE SAMPLE MEAN AND
LOCALIZATION
TRÉSOR EKANGA
Abstract. We prove a new hypothesis on the conditional distribution of the
sample mean of the fluctuations of an i.i.d. random potential in the Anderson
model. The paper extends to uniform probability distribution some earlier
work with Gaussian distribution and the localization results.
1. Introduction
The paper is devoted to some probability estimates on the fluctuations of the
sample mean which are used in the proofs of eigenvalue concentration bounds. In
some earlier works [1, 4, 5, 11] the authors analyzed regular distribution such as
the Gaussian distribution in order to bound in probability the resonances effects
in the multi-particle multi-scale analysis. Recall that the multi-scale analysis is
a recursive method which is used in the framework of the proofs on the spectral
and exponential Anderson localization [1–3, 6–10] and is based on a bound of the
concentration of the eigenvalues in finite cubes.
In the present work, we treat the case of uniform probability distribution of
the fluctuations of the sample mean. To do so, we will consider the reduction to
the local analysis in the sample space and prove some more probability bounds on
the conditional distribution function. The probability estimates on the marginal
uniform distribution is then used to obtain some localization results such the pure
point spectrum and the strong dynamical localization near the bottom of the spec-
trum. This complement some previous result in this subject of earlier works in the
strong disorder regime.
2. Gaussian i.i.d. samples
Given a sample of N i.i.d. random variables with Gaussian distribution N (0, 1),
and introduce the sample mean ξ = ξN and the fluctuations ηi around the mean:
ξN =
1
N
N∑
i=1
ξi, ηi = ξ − ξN i = 1, . . . , N.
Recall that ξN is independent from the sigma-algebra Fη generated by {η1, . . . , ηN}
which are linearly and have rank N − 1. It follows from the fact that ηi are all
orthogonal to ξN with respect to the standard scalar product in the linear space
formed by X1, . . . , XN and given by
〈Y, Z〉 := E [Y Z]
where Y and Z are real linear combinations of X1, . . . XN (recall: E[Xi] = 0).
Thus the conditional probability distribution of ξN given FN coincides with the
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unconditional one, so ξN follows the law N (0, N − 1) therefore ξN has a bounded
density
Pξ(t) =
e−1/2t
2
√
2πN − 1 ≤
N1/2√
2π
Further, for any interval I ⊂ R of length |I|, we have
(2.1) ess supP {ξN (ω) ∈ |F} = P{ξN (ω) ∈ I} ≤ N
1/2
√
2π
|I|
In this particular case of Gaussian samples the conditional regularity of the sample
mean ξN given the fluctuations F is obtain as shows the following elementary
example where the common probability distribution of the sample X1, X2 is just
excellent Xi following the law Unif([0, 1]). So Xi admit a compactly supported
probability density bounded by 1. Indeed, set
ξ = ξ2 =
X1 +X2
2
, η = η1 =
X1 −X2
2
,
The random vector (X1, X2) is uniformly distributed in the unit square [0, 1]
2 and
the condition η = c selects a straight line in the two dimensional plane with co-
ordinates (X1, X2), parallel to the main diagonal {X1 = X2}. The conditional
distribution of ξ given {η = c} is the uniform distribution on the segment
Jc := {(X1, X2) : x1 − x2 = 2c, 0 ≤ x1, x2 ≤ 1}
of length vanishing at 2c = ±1. For |2c| = 1 the conditional distribution of ξ on Jc
is concentrated on a single point. We will discuss in the next Section the general
case N ≥ 2 i.i.d. random variables uniformly distributed in [0, 1].
3. The main applications
3.1. The conditional empirical mean in eigenvectors correlators bounds.
Let Λ ⊂ Zd be a finite subset with |Λ| = N ≥ 1, and HΛ(ω) be a random discrete
Schrödinger operators acting in the Hilbert space ℓ2(Λ) with i.i.d. random potential
V : Λ×Ω→ R, relative to a probability space (Ω,F,P). Let write the random field
V on Λ as
V (x, ω) = ξN (ω) + ηx(ω),
we can also write H(ω) as
H(ω) = ξN (ω)1+A(ω),
where the operator A(ω) is Fη-measurable and so are its eigenvalues µ˜j(ω), j =
1, . . . , N . Since A(ω) commutes with the scalar operator ξN (ω)1, the eigenvalues
λj(ω) of H(ω) have the form
(3.1) λj(ω) = ξN (ω) + µj(ω)
The equation (3.1) implies the following bound: for any interval I = [t, t+ s]
P {trPI(H(ω)) ≥ 1} ≤
N∑
j=1
P{λj(ω) ∈ I}
N∑
j=1
P{ξN(ω) + µj(ω) ∈ I}
=
N∑
j=1
E [P{ξN (ω) + µj(ω) ∈ I | Fη}]
=
N∑
j=1
E [P{ξN (ω) ∈ [−µj(ω) + t,−µj(ω) + t+ s]|F}]
Therefore, we have
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P {ξN (ω) + µ˜j ∈ I | Fη} = P {ξN (ω) ∈ [µj + t, µj + t+ s] | Fη}
= P {ξN ∈ [µ˜j , µ˜j + s] | F}
where µ˜j(ω) = −µj(ω)+ t are Fη-measurable. Let us now introduce the conditional
continuity modulus of ξN given Fη:
νN (s) := sup
t∈R
ess supP{ξN ∈ [t, t+ s] | Fη}, s ∈ (0,∞).
We have that
P{λj ∈ I | Fη} ≤ νN (s),
Thus
(3.2) P {trPI(H(ω)) ≥ 1} ≤ NνN(s) = |Λ|νN(s).
We also consider the probabilities
(3.3) s −→ P {ξN (ω) ∈ [µ˜(ω), µ˜(ω) + s]} ,
and
s −→ P (ξN (ω) ∈ [µ˜(ω) + s] | Fη)
where µ˜ is Fη-measurable
3.2. The Gaussian case. In the case where Xi follows the law N (0, 1), using the
bound (2.1), we have that
P{trPI(H(ω)) ≥ 1} ≤ N · N
1/2
√
2π
|I| = |Λ|
3/2
√
2π
|I|
3.3. Reduction to the local analysis in the sample space. Assume that the
support S ⊂ R of the common continuous marginal probability measure PV of the
i.i.d. random variables Xj , 1 ≤ j ≤ N , is covered by a finite or countable union of
intervals
S ⊂
⋃
k∈K
Jk, K ⊂ Z, Jk = [ak, bk], ak+1 ≥ bk
Let K = KN and for each k = (k1, . . . , kN ) ∈ K denote Jk =
∏N
i=1 Jki Due to the
continuity of the marginal measurable, Jk are disjoint: for all k 6= ℓ PV (Jk∩Jℓ) = 0.
Respectively the family of the parallelepipeds {Jk, k ∈ K} forms a partition K
of the sample space, which we will often identify with the probability space Ω.
Furthermore, denote by FK the sub-sigma algebra of F generated by the partition
K. Now the quantities of the form (3.3) can be assessed as follows
P {ξN ∈ [µ˜, µ˜+ s]} = E [P {ξN ∈ [µ˜, µ˜+ s] | FK}]
≤
∑
k∈K
P{Jk}P{ξN ∈ [µ˜, µ˜+ s] | Jk}
Denote by Pk{·} the conditional probability measure, given {X ∈ Jk} Ek[·]. The
respective expectation and pk = P{Jk}. We have that
P {ξN ∈ [µ˜, µ˜+ s]} ≤
∑
k∈K
pkEk [Pk(ξN ∈ [µ˜, µ˜+ s] | Fη)]
≤ sup
k∈K
Ek [Pk{ξN ∈ [µ˜, µ˜] | Fη}]
≤ sup
k∈K
Ek [Pk{ξN ∈ [µ˜, m˜u+ s] | Fη}]
We also give in the next Section analog estimate in the case of uniform marginal
distribution on the i.i.d. variables Xi
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4. Uniform probability distribution
Let be given a real number ℓ ∈ (0,∞) and an integer N ≥ 2. We consider
a sample of N i.i.d. random variables with uniform distribution Unif([0, ℓ]) and
introduce the sample mean ξ = ξN and the fluctuations, ηi around the mean
ξN =
1
N
N∑
i=1
Xi, ηi = Xi − ηN .
We also need a rescale empirical mean
(4.1) ξ˜N = N
1/2ξN
for the purposes of the orthogonal transformations
(X1, . . . , Xn)→ (ξ˜N , η˜2, . . . , η˜N )
Next Xi = ηi + N
−1/2ξ˜N , i = 1, . . . , N . Further consider the Euclidean space
R
N of real linear combinations of the random variables Xi with the scalar product
〈X ′, X ′′〉 = E[X ′X ′′]. Thus the variables ηi : RN → R are invariant under the
group of translations
(X1, . . . , XN )→ (X1 + t, . . .+ t), t ∈ R
and so are their differences
ηi − ηj = Xi −Xj, 1 ≤ ileqj ≤ N.
Introduce the variables
Yi = ηi − ηN , 1 ≤ i ≤ N − 1,
Then the space RN is fibered into a union of affine lines of the form
X˜ (Y ) := {X ∈ RN : ηi − ηN = Yi, i ≤ N − 1}
:= {X ∈ RN : Xi −XN = Yi, i ≤ N − 1}
labeled by the elements Y = (Y1, . . . , YN−1) of Y
N−1 ∼= RN−1. Set
X (Y ) = X˜(Y ) ∩C1 = {X ∈ C1 : Xi −XN = Yi, i ≤ N − 1}
and consider each non-empty interval X (Y ) ⊂ RN with the natural structure of a
probability space from RN
(i) if |X (Y )| = 0, then we introduce the trivial sigma-algebra and trivial count-
ing measure.
(ii) If |X (Y )| = r ∈ (0,∞) then we use the inherited structure of an interval
of a one-dimensional affine line and the normalized measure with constant
density r−1 with respect to the inherited Lebesgue measure on X (Y ).
Introduce an orthogonal coordinate transformation in RN ,X → (ξ˜N , η˜1, . . . , η˜N−1)
such that
(4.2) ξ˜N = N
−1/2
N∑
i=1
Xi = N
1/2ξN
We have from (4.2) that for any given a ∈ R, s ∈ (0,∞) and some a′ ∈ R,
(4.3) ξN ∈ [a, a+ s]⇐⇒ ξ˜N ∈ [a′, a′ +N1/2s].
Denote J (ℓ) = [0, ℓ]N and introduce the random variables
(4.4) νN (s, J
(ℓ)) = νN (s; J
(ℓ), X) := ess sup sup
t∈R
P{ξN ∈ [t, t+ s] | Fη}
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since the {Xi} are i.i.d. with uniform distribution on [0, ℓ], the distribution of the
random vector X(ω) is uniform in the cubes J (ℓ) = [0, ℓ]N , inducing a uniform
conditional distribution on each element X (Y ). Thus by (4.3) and (4.4),
(4.5) νN (s, J
(ℓ)) =
N1/2s
X (Y )
Lemma 4.1. Consider the i.i.d. random variables X1, . . . , XN with Xi following
the uniform law Unif(Jℓ,i) with
Jℓ,i = [ai, ai + ℓ] ⊂ R, ℓ ∈ (0,∞)
For any δ ∈ (0, ℓ]
P{|X (X)| ≤ δ} ≤
N∑
i=1
P{Xi − ai ≤ δ}.
Proof. We can consider the case where ai = 0, 1 ≤ i ≤ N with Xi following the
law Unif([0, ℓ]). Otherwise, we make change of variables Xi → Xi − ai. Let
X = X(X) = min
i
Xi.
Observe that, each N1/2Xi, i = 1, . . . , N restricted to X (Y ) provides a normalized
length parameter on X (Y ). So the range of each N1/2Xi |X (Y ) is an interval of
length |X (Y )|. One can decrease e.g. the value of X1 as long as all {Xi, 1 ≤ i ≤ N}
are strictly positive. Therefore, the maximum decrement of Xi along X (Y ) is given
by (
X
X) so the length of the normalized length parameter N1/2X1 along X (Y (X))
is an interval of length
(4.6) |X (Y (X))| ≥ N1/2X(X)
Let
Ai(t) := {Xi ≤ t}, A(t) =
N⋃
i=1
Ai(t)
Ac(t) = Ω \A(t)
and note that, by (4.6):
min
X∈Ac(t)
|X (X)| ≥ N1/2 min
X∈Ac(t)
X(X) ≥ N1/2t,
Equivalently, setting u = N1/2t, so t = N−1/2u, we have
|X (X)| ≤ u =⇒ X ∈ (N−1/2u).
With u = δ we deduce that
P{A(N1/2N−1/2δ)} = P{A(δ)} ≤
N∑
i=1
P{Xi ≤ δ}

Theorem 4.1. Consider i.i.d. random variables X1, . . . , Xn with Xi following the
uniform law Unif(Jℓ,i) where Jℓ,i = [ai, ai + ℓ] ⊂ R, ℓ ∈ (0,∞). For any δ ∈ (0, ℓ],
P{νN (s, J (ℓ)) ≥ δ−1s} ≤ Nδ
ℓ
In particular, with δ = sα
P
{
νN (s, J
(ℓ)) ≥ s1−α
}
≤ Nℓ−1sα
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Proof. The random variableX = (X1, . . . , XN )→ |X (Y (X))| is Fη-measurable and
takes constant values |X (Y )| on each element X (Y ). By (4.5), for any δ ∈ (0,∞),
P{νN(s, J (ℓ)) ≥ δ−1s} ≤ P{ N
1/2
|X (Y )| ≥ δ
−1s}
P{|X (Y )| ≤ N1/2s}(4.7)
Finally the result follows from (4.7) and Lemma 4.1 since Xi follows the uniform
law Unif([0, ℓ])
P{Xi ≤ δ} = ℓ−1δ.

5. Some more probability distribution bounds
We can improve the bound of Theorem 4.1 for the main applications to the
multi-scale analysis:
Lemma 5.1. Assume that the i.i.d. random variables X1, . . . , XN , N ≥ 2 admit
the probability density pV with ‖PV ‖∞ ≤ ρ. Then
P{|X (Y )| ≤ r} ≤ 1
4
ρ2r2N
In particular, for Xj following the uniform law Unif([0, ℓ]), we have that
P{|X (Y )| ≤ r} ≤ r
2N
4ℓ2
Proof. Let X = X(X) = miniXi, X = X(X) = maxiXi while X(X) and X(X)
vary along the elements X (Y ), their difference X(X) − X(X) does not and it is
uniquely determined by X (Y ). Each N1/2Xi, i = 1, . . . , N restricted to X (Y ) pro-
vides a normalized length parameter on X (Y ), thus the range of each N1/2Xi |X (Y )
is an interval of length |X (Y )| We can increase (resp. decrease) e.g. the value of
X1, as long as all {Xi, 1 ≤ i ≤ N} are strictly smaller than ℓ (resp. strictly pos-
itive). Therefore the maximum increment of X1 (Indeed, of any Xi) along X (Y )
is given by ℓ − X(X), and its maximum decrement equals X(X), so the range of
the normalized length parameter N1/2X1 along X (Y (X)) is an interval of length
N1/2(ℓ−X(X) +X(X))
|X (Y (X))| = N1/2(ℓ−X(X) +X(X))
Since both X(X) and ℓ−X(X) are non-negative
X + (ℓ−X) ≤ t =⇒ max{X, ℓ−X} ≤ t/2
with 0 ≤ t ≤ ℓ, (ℓ −Xi ≤ t/2) implies (Xi ≥ t/2), thus denoting
Aij(t) := {Xi ≤ t/2} ∩ {ℓ−Xj ≤ t/2}
we have that for any i,
Aii(t) = {Xi ≤ t/2} ∩ {ℓ−Xi ≤ t/2} = ∅
Therefore,
{max{X(X), ℓ−X(X)} ≤ t/2} ∩ {
⋃
i6=j
{Xi ≤ t/2, ℓ−Xj ≤ t/2}
Thus the union
⋃
i6=j Aij(t) contains all samples X with |X (Y )| ≤ t/2. The sample
{Xk} is i.i.d. with Xk following the law Unif([0, ℓ]) so for any i 6= j.
P {Aij(t)} = P{Xi ≤ t/2} · P{ℓ−Xj ≤ t/2} = t
2
4ℓ2
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owing to Lemma 4.1
P{|X (Y )| ≤ r} = P{N1/2((ℓ−X(X)) +X(X)) ≤ r}
= P{((ℓ−X(X)) +X(X)) ≤ rN−1/2}
≤
∑
i6=j
P{Aij(rN−1/2)} ≤ N(N − 1)(p˜rN
−1/2)2
4
≤ 1
4
p˜2r2N

Theorem 5.1. Consider the i.i.d. random variables X1, . . . , Xn with each Xi
following the uniform law Unif([0, ℓ]). For any 0 ≤ δ ≤ s ≤ ℓ
P{νN (s; J (ℓ)) ≥ δ−1s} ≤ N
2δ2
4ℓ2
In particular with δ = sα α ∈ (0, 1),
P{νN(s, J (ℓ)) ≥ s1−α} ≤ N
2s2α
4ℓ2
Proof. As before, we associate with each point X ∈ RN the straight line X ∈
L(Y (X)) parallel to the vector v = (1, . . . , 1) and consider their intersections
X (Y (X)) = L(Y (X)) ∩ J (ℓ). By (4.4) for any δ ∈ (0,∞)
P{νN (s) ≥ δ} ≤ P{ N
1/2s
|X (Y )| ≥ δ}(5.1)
P{|X (Y )| ≤ N1/2sδ−1}(5.2)
Let
X = X(X) = min
i
Xi, X(X) = max
i
Xi, X(X) = max
i
Xi,
whileX(X) andX(X) vary along the elements X (Y ), their differenceX(X)−X(X)
does not it. Therefore
{max{X(X), ℓ−X(X)} ≤ t/2}
⊂
⋃
i6=j
{Xi ≤ t/2, ℓ−Xj ≤ t/2}
Thus the union
⋃
i6=j Aij(t) contains all samples X with |X (Y )| ≤ t/2. The sample
{Xk} is i.i.d., with Xk following the uniform law Unif([0, ℓ]), so for any i 6= j
P{Aij(t)} = P{Xi ≤ t/2} · P{ℓ−Xj ≤ t/2}
=
t2
4ℓ2
Owing to (4.6)
P{|X (Y )| ≤} = P{N1/2((ℓ−X(X)) +X(X)) ≤ r}
= P{((ℓ−X(X)) +X(X)) ≤ N−1/2}
≤
∑
i6=j
P{Aij(rN−1/2)} ≤ N(N− 1)(rN
−1/2)2
4ℓ2
≤ r
2N
4ℓ2
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Setting r = N1/2δ, we infer from (5.1)
P{ν(s, ℓ) ≥ δ} ≤ N
2s2
4ℓ2
proving the required results. 
LetQ ⊂ Zd be a parallelepiped and consider the sample of i.i.d. random variables
{V (y, ω), y ∈ Q} and consider the sample mean ξQ and the conditional continuity
modulus ν|Q|(s) given the sigma-algebra of fluctuations. We have the following
hypothesis:
(RCM) 1. For some C′, C′′, A′, A′′, B′, B′′ ∈ (0,∞),
P{ν|Q|(s) ≥ C′|Q|A
′
sB
′} ≤ C′′|Q|A′′sB′′ ,
Now for an i.i.d. sample with distribution Unif([0, ℓ]), ℓ ∈ (0,∞), Theorem 5.1
can be reformulated as follows.
Theorem 5.2. Consider an i.i.d. random field V : Zd × Ω → R with marginal
distribution Unif([c, c+ ℓ]), c ∈ R. Then V satisfies the condition (RCM) with the
parameters which can be chosen as follows
C′ = 1, A′ = 0, b′ = 1− α
C′′ =
1
4ℓ2
, A′′ = 2, b′′ = 1− α
We can set for example
b′ = b′′ = 2/3
Explicitly
P{ν|Q|(s, ℓ) ≥ s1−α}
6. Smooth positive probability densities
We are now ready to consider a richer class of probability distributions with
uniform positivity and smoothness of the probability density on a compact interval
Theorem 6.1. Assume that the common probability distribution of the i.i.d. ran-
dom variables Vj, j = 1, . . . , N FV satisfies the following conditions
(i) the probability distribution is absolutely continuous
(6.1) dFV (v) = ρ(v)dv, supp ρ = [0, ℓ]
(ii) there exist ρ∗, ρ ∈ (0,∞) such that
(6.2) ∀ ∈ [0, ℓ], ρ∗ ≤ ρ(t) ≤ ρ,
(iii) ρ has bounded derivative on (0, ℓ)
(6.3) ‖ρ′(·)1(0,ℓ)‖∞ ≤ C′ρ
Then there exists c∗ = c∗(FV ) ∈ (0,∞) such that for any δ ∈ (0, c∗N−3/2]
P{νN(s) ≥ δ−1s} ≤ 4ρ
2N2δ2
ℓ2
in particular, with δ = sα ≤ C1α∗ N−3/(2α), α ∈ (0, 1), we have that
P{νN (s) ≥ s1−α} ≤ 4ρ
2
ℓ2
N2s2α
consequently, the i.i.d. random fields satisfying (i)–(iii), is of the form (RCM).
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Step 1. Smoothness of the conditional measure. By the smoothness assumption (iii),
the product probability measure with density
p(x1, . . . , xn) =
n∏
j=1
ρ(xj) = e
∑n
j=1 ln ρ(xj)
induces on the interval X (Y ) ⊂ L(Y ) a measure with smooth density with respect
to the Lebesgue measure on the line L(Y ) ⊂ RN . let t = ξ˜N be the normalized
length parameter along L(Y ), then (cf. (4.2)).
L(Y ) = {(η1 + tN−1/2, . . . , ηN + tN−1/2), t ∈ R}
So the density at the point t has the form
p(t) = Z−1(Y )Pnj=1 p(ηj + t) = e
∑
j=1n ln ρ(ηj+t)
where Z−1(Y ) is the normalization factor. In particular,
(6.4) labeleq : p.identity
d
dt
p(t) = N−1/2p(t)
N∑
j=1
p′(ηj + tN
−1/2)
p(ηj + tN−1/2
Step 2 From ν to |X (Y )| By (??) combined with assumption (6.2)
‖p
′
p
|X (Y ) ‖∞ ≤ N ·N−1/2C′ρρ−1∗ ≤ C1N1/2
In particular
(6.5) ‖p′ |X (Y ) ‖ ≤ C1N1/2‖p |Y ‖∞
For notational convenience, we identify L(Y ) with the real line R, equipped with
the normalized coordinate t = ξ˜N and let t
∗ = t∗(Y ) be any point of maximum of
the density ρ restricted to X (Y ) and ρ∗(Y ) = ρ(t∗), the existence of t∗(Y ) follows
from the continuity of ρ. Assume that
|X (Y )| ≥ 2ℓN , ℓN ≤ ℓ∗N−1
where ℓ∗ = ℓ∗(FV ) ∈ (0,∞) is small enough
ℓ∗(FV ) = (C1(FV ))
−1
and depends upon the minimum of the density p(·) and the sup-norm of its deriva-
tive, both of these quantities are determined by the probability distribution function
FV . Since |X (Y )| ≥ 2ℓN at least one of the interval. [t∗− ℓN , t∗], [t∗, t∗+ ℓN ] (per-
haps, both of them) is inside the interval X (Y ) and denote by J∗ such an intervals
then for any t ∈ X (Y ), we have by (6.5)
|p(t)− p(t∗)| ≤ ℓ∗N−1 ·max
s∈J∗
ρ′(s)
(C1ℓ∗)N
1/2 ·N−1 · ρ∗(Y )
So that ∀t ∈ X (Y ) and, e.g., N ≥ 4,
1
2
p∗(Y ) ≤ p∗(Y )(1−N−1/2) ≤ p(t)
≤ p∗(Y ) · (1 +N−1/2) ≤ 2p∗(Y )
the conditional measure induced, on X (Y ) has the form dpY (t)) = Z−1(Y )p(t)dt
with Z(Y ) =
∫
X (Y )
p(t)dt, and we have
Z(Y ) ≥
∫
J∗
p(t)dt =
1
2
p(t∗)ℓN
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Therefore the assumption |X (Y )| ≥ 2ℓN , we have for any t′ ∈ R:
P{ξN ∈ [t′, t′ + s] | Y } = P{ξ˜N ∈ [t′′, t′′ +N1/2s ] | Y }
= Z−1(Y )
∫ t′′+N1/2s
t′′
p(t)dt
p(t∗)N1/2s
p(t∗)ℓN/2
=
2N1/2s
ℓN
(here t′′ = N1/2t′), yielding for such
νN (s | Y ) ≤ 2N1/2ℓ−1N s
Therefore
{νN (s) ≥ 2N1/2ℓ−1N s} ⊂ {|X (Y )| ≤ 2ℓN}
set δ := 12N
−1/2ℓN , c∗ = c∗(FV ) :=
1
2ℓ∗(FV ). Then for any δ ∈ (0, c∗N−3/2]
(6.6) {νN(s) ≥ δ−1} ⊂ {|X (Y )| ≤ 4N1/2δ}
Step 3. Conclusion Now we apply Lemma 5.1
P{|X (Y )| ≤ r} ≤ 1
4
ρ2r2N,
and obtain with r = 4N1/2δ
P{|X (Y )| ≤ 4N1/2δ} ≤ 4p2N2δ2
Now the main assertion follows from (6.7) and (6.6) for δ ∈ (0, c∗N−3/2)
(6.7) P{νN (s) ≥ δ−1s} ≤ 4p2N2δ2

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