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TCP/IPOne of the major problems of communication networks is congestion. In order to address this problem in
TCP/IP networks, Active Queue Management (AQM) scheme is recommended. AQM aims to minimize the
congestion by regulating the average queue size at the routers. To improve upon AQM, recently, several
feedback control approaches were proposed. Among these approaches, PI controllers are gaining atten-
tion because of their simplicity and ease of implementation. In this paper, by utilizing the ﬂuid-ﬂow
model of TCP networks, we study the PI controllers designed for TCP/AQM. We compare these controllers
by ﬁrst analyzing their robustness and fragility. Then, we implement these controllers in ns-2 platform
and conduct simulation experiments to compare their performances in terms of queue length. Taken
together, our results provide a guideline for choosing a PI controller for AQM given speciﬁc performance
requirements.
 2013 Elsevier B.V. All rights reserved.1. Introduction
Routers in a network transmit incoming packets to the destina-
tions over links which have ﬁnite bandwidth. Thus, links can get
congested if the amount of incoming packets exceeds the link
capacity. When there are congested links in a network, the buffers
of the routers might overﬂow and, consequently, new incoming
packets might be lost. To address the congestion problem in TCP/
IP networks, queue management and scheduling algorithms are re-
quired at the routers. The traditional queue management tech-
nique at a router, known as tail drop, sets a maximum queue
length in terms of packets and accepts packets for the queue until
it overﬂows, then drops subsequent incoming packets until the
queue decreases. Tail drop has some drawbacks such as ﬂow syn-
chronization, link under-utilization, and long end-to-end delay [1].
In order to overcome these drawbacks, Active Queue Management
(AQM) scheme is recommended in [1]. The well-known AQM
scheme is Random Early Detection (RED), which drops packets witha probability that depends on the average queue length. Since RED
drops packets by detecting the congestion, it signiﬁcantly improves
the link utilization compared to tail drop scheme. In addition, the
ﬂow-synchronization is eliminated and the effects of burst trafﬁc
are attenuated [2]. However, tuning RED parameters is a difﬁcult
task; if these parameters are not chosen carefully, the performance
of RED can degrade, and, the system may become unstable. The
stability of RED is investigated in [3,4] by studying the maximum
value of the packet marking probability that does not cause insta-
bility. As shown in [3], TCP/RED system becomes unstable if the
round-trip delay and link capacity increase signiﬁcantly, and/or
the number of TCP sessions decreases drastically.
In order to obtain better performance compared to RED, by
using the linearized ﬂuid-ﬂow model of TCP proposed in [5], sev-
eral feedback control based advanced AQM controllers are pro-
posed in the literature e.g., [6–9] and references therein. In [6],
an H1 AQM controller was constructed by solving two-block H1
minimization problem to regulate the queue length against the
variations of the plant parameters. By using the l-synthesis ap-
proach in [7], an H1 AQM controller was designed considering de-
lay-free part. In [8], by designing a robust observer, an H1 state
feedback controller was designed to solve the same problem. In
[9], an H1 state feedback was designed in order to solve the prob-
lem considering also the disturbances on the available bandwidth.
However, it appears that these proposed controllers are not easy to
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complexities.
In [10,11], a PI AQM controller design was proposed by using
the small-gain theorem. It was shown there that PI controllers pro-
vide good responses in achieving AQM performance requirements.
Based on this and their ease of implementation in real networks,
several PI AQM controller designs have been proposed following
those works, see for instance, [12–15]. Note that, from the practical
implementation of a controller, it is required to keep the stability
of the closed-loop system under round-off errors during imple-
mentation. A controller for which the closed-loop system can be
destabilized by small perturbations in the controller coefﬁcients
is said to be fragile (see, e.g., [16]). There are only a few studies
addressing the fragility problem of AQM controllers. To the best
of the authors’ knowledge, the ﬁrst study was performed in [14],
where a method to compute the largest available intervals for
the PI controllers parameters have been developed. Recently in
[15], using the complete characterization of the set of all stabilizing
PI controllers and its corresponding geometric properties, a new
method for tuning the parameters of PI/AQM controllers has been
proposed. Such an approach allows us to design a PI controller sta-
bilizing the network against perturbations in the network parame-
ters. In addition, since the approach gives a simple procedure to
determine the controller coefﬁcients providing the maximum
parametric stability margin in the controller’s gains space, the de-
signed PI controller stabilizes the network also against the pertur-
bations on the coefﬁcients of the controllers.
Although PI controllers are widely used in many control appli-
cations including complicated systems (see e.g., [17]), there does
not exist a generally accepted tuning methodology. In addition,
determining the PI parameters is a difﬁcult task for many applica-
tions [18]. As pointed out in several surveys (see [18] and refer-
ences therein), a high percentage of PI controllers have poor
performances in many applications, due to bad controller tuning.
Many tuning methods do not consider some restrictions such as
unmodelled dynamics, non-linearities, and presence of delay. An-
other reason for the performance degradation of the PI-controllers
is the uncertainties in the controller components due to the aging
problem. This means that fragility of the controller should be taken
into account.
In this paper, we compare several PI controllers designed for
TCP/AQM considering some performance requirements with aris-
ing problems in practice such as fragility and robustness. Some
of these PI controllers are currently available for TCP/AQM given
in [11,15,14] and the other PI controllers are designed in the paper
by utilizing the approaches in [19–23]. The designed PI controllers
are based on considering the transfer function of the linearized
model of TCP as an integrating system or a second order system
with delay. In order to compare the robustness and fragility of
the controllers, the stability region of all stabilizing PI AQM con-
trollers for the considered network presented in [15] is utilized.
For a performance comparison, the controllers are implemented
in ns-22 and validated under different realistic scenarios considering
various performance metrics.
It is worth mentioning that there also are propositions of PD
and PID controllers for AQM schemes, see for instance, [25–28].
However, to the best of the authors’ knowledge, the boundary of
the stability region in the controller’s parameters space of such
controllers is not completely known and, therefore, an appropriate
comparison of robustness and fragility issues can not be made as
we performed here for PI AQM controllers.2 ns-2 is a discrete event simulator that captures the stochastic and non-linear
nature of the network dynamics [24].The remainder of the paper is organized as follows. The mathe-
matical model of the TCP ﬂuid-ﬂow model is given in Section 2.
Various PI controller design methods for AQM schemes are sum-
marized in Section 3. Section 4 provides a theoretical analysis of
these PI controllers as well as simulation results comparing their
performance in ns-2 platform. Concluding remarks are presented
in Section 5.2. Mathematical model of the TCP ﬂows
In this section, we present the dynamical ﬂuid-ﬂow model
developed by [11] for describing the behaviour of TCP/AQM net-
works. This model considers a network of N homogeneous TCP-
controlled sources and a single router. The average values of the
key network variables are modelled by the following coupled and
time-delayed non-linear differential equations:
_WðtÞ ¼ 1
RðtÞ 
WðtÞ
2
Wðt  RðtÞÞ
Rðt  RðtÞÞ pðt  RðtÞÞ;
_qðtÞ ¼
C þ NðtÞRðtÞWðtÞ; q > 0
maxf0;C þ NðtÞRðtÞWðtÞg; q ¼ 0
8<: ; ð1Þ
where WðtÞ is the average TCP window size (packets), NðtÞ is the
number of TCP sessions, RðtÞ ¼ qðtÞC þ To is the round-trip time delay
(s), qðtÞ is the average queue length (packets), C is the link capacity
(packets/s), To is the propagation delay (s), and pðtÞ is the probabil-
ity of packet marking. Since the equations in (1) are non-linear, the
transfer function for (1) can be obtained by making a linearization
around their equilibrium points. In order to obtain the transfer
function of (1), let NðtÞ ¼ No;C ¼ Co, WðtÞ ¼ dWðtÞ þWo; qðtÞ ¼
dqðtÞ þ qo, and pðtÞ ¼ dpðtÞ þ po, whereWo; qo;po are the equilibrium
points determined by the nominal values. Then the transfer func-
tion from dp to dq can be obtained as in [11]:
GpqðsÞ ¼ RoCoKðRosþ 1KÞðRosþ 1Þ
eRos; ð2Þ
where K ¼ RoCo2No ;Ro ¼ To þ
qo
Co
. Therefore, by (2), it is possible to con-
struct a closed-loop feedback system by designing PI controllers
using various approaches, which are summarized in Section 3, for
TCP/AQM model.3. PI controller design approaches for the delay model of TCP/
AQM
In this section, several PI controller design approaches are sum-
marized for the delay model of TCP/AQM. The stabilizing PI con-
trollers are designed to provide a packet marking probability
function as AQM strategy for regulating the average queue length
at a desired operation point. Each PI controller has the structure
KpiðsÞ ¼ Kp þ Kis ;
where Kp and Ki correspond to the proportional and integral gains,
respectively.
3.1. PI controller design by Ziegler–Nichols approach
Ziegler–Nichols approach is an empirical PID tuning method,
which is based on the following steps:
 Set Ki ¼ 0. Stabilize the feedback system for a step reference qo
with a very small gain Kp.
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oscillate. Then, record the gain Kp as K and oscillation period
as T.
Then, the PI controller parameters are determined as Kp ¼ 0:45K
and Ki ¼ Kp1:2 T [19].
3.2. PI controller design by Panda et al. ([20])
In this approach, PI controller design is presented for ﬁrst order
systems with time-delay considering the robustness by using the
Internal Model Control (IMC) with Padé approximation. In order to
design such a PI controller for AQM scheme, the approximation
of the plant is obtained as
GpqðsÞ  RoCoK
2
smsþ 1 e
Dms;
where sm :¼ 0:828þ 0:812K þ0:172RoKe
6:9
K
 
and Dm :¼ 1:116 RoKKþ1:208þ
Ro. Then, the controller parameters are determined as Kp ¼ 2smþDm2RoCoK2k
and Ki ¼ 1RoCoK2k, where k¼maxfsm;1:7Rog (see also [29] for the
details of the choice of k).
3.3. PI controller design by Hollot et al. ([11])
This PI controller design is proposed to stabilize the feedback
system with plant (2) against the high-frequency TCP parasitic. It
is shown that the designed controller also stabilizes the system
against the larger TCP sessions and smaller link capacity and
round-trip time delay compared to nominal values, therefore, the
resulting controller is robust. In this design method, the zero of
PI controller is chosen to coincide with the corner frequency of
the TCP window dynamic. Hence, if LðsÞ :¼ KpiðsÞGpqðsÞ and
Kp ¼ Kiz , then z is chosen as z ¼ 1RoK. Therefore, the phase of the
open-loop system depends on the TCP queue dynamics, and the
round-trip time delay. In order to meet the crossover condition,
i.e. jLðjwgÞj ¼ 1;Ki is chosen as Ki ¼ wgzj 1þjRowgCoK j. Then, the phase
of the open-loop transfer function can be written as
\LðjwgÞ :¼ 90 
180
p
b arctan b;
where b :¼ wgRo. Therefore, to design a stabilizing PI controller, b
should satisfy \LðjwgÞ  180 > 0. Hence, once wg is chosen for de-
sign purposes, i.e. large bandwidth for a fast response, the stabiliz-
ing PI controller can be obtained provided that b satisﬁes
\LðjwgÞ  180 > 0. Note that, large bandwidth requires larger b,
which decreases the phase margin of the open-loop system, hence,
deteriorates the system performance.
3.4. PI controller design by Melchor-Aguilar, Niculescu ([15])
In this approach, ﬁrst the set of all robustly stabilizing PI control-
lers for the linearizedmodel is determined. Then, byutilizing this set,
a tuning methodology is presented to determine a non-fragile PI
AQM controller. In order to design such a controller, let us introduce
rðtÞ :¼
Z t
0
ðqðmÞ  qoÞdm: ð3Þ
Then, by linearizing the augmented system (1)–(3) with the control
law dpðtÞ ¼ KpdqðtÞ þ KiðrðtÞ  1Ki ðpo  KpqoÞÞ, around the equilib-
rium points, it can be shown that the closed-loop system is expo-
nentially stable if and only if
f ðsÞ¼ s3þ 1
Ro
1þ No
RoCo
 
s2þ 2No
R3oCo
sþ No
R2oCo
s2þ C
2
o
2No
KpsþKi
 " #
eRos;has no zeros with non-negative real parts [30]. Following [15], the
set of all robustly stabilizing PI controllers for the linearized model
of TCP can be described as
KpðxÞ ¼ 2No
C2o
x2  2No
R3oCo
 !
cosðxRoÞþ
"
x
Ro
1þ No
RoCo
 
sinðxRoÞ

;
ð4Þ
KiðxÞ ¼ 2Nox
C2o
x
Ro
1þ No
RoCo
 
cosðxRoÞ
	
þ 2No
R3oCo
x2
 !
sinðxRoÞ þ Nox
R2oCo
#
; ð5Þ
where w 2 ½ w;w. Here, w and w are respectively the solution of
tanðxRoÞ ¼
2No
R3oCo
x2
x
Ro
1þ NoRoCo
 
and
No
R2oCox
¼ Rox sinðxRoÞ  cosðxRoÞ
Roxð1þ cosðxRoÞÞ þ 2 sinðxRoÞ ;
where w 2 ð0; p2RoÞ. Then, the stability region of all PI controllers for
TCP/AQM is determined by the coordinate axes Kp ¼ 0 and Ki ¼ 0
and the curve deﬁned by (4) and (5). Now, once the stability region
is obtained, in order to determine the non-fragile controller, the
nominal controller parameters are chosen to put the largest circle
in this region, where the radius of this circle represents the maxi-
mum l2 parametric stability margin in the controller’s gain space.
3.5. PI controller design by Poulin, Pomerleau ([21])
This approach is proposed for the integrating systems with
time-delay. It is based on limiting the maximum peak-resonance
(Mr) of the closed-loop transfer function to minimize the integral
time of the absolute error (ITAE) due to the output step distur-
bance. In order to achieve this, the controller parameters are ad-
justed such that the transfer function of the open-loop system at
the frequency where maximum phase occurs is tangent to the el-
lipse in the Nichols chart speciﬁed by the desired Mr of the
closed-loop system. To design such a PI controller for AQM, the
considered plant has structure
GpqðsÞ  CoKsðRosþ 1Þ e
Ros: ð6Þ
Note that this approximation is a well approximation of (1) if K  1
[12]. Following [21], the PI parameters are chosen as
Kp ¼ Amax2CoK
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Roþ2Ti
T2i Roþ2R2oTi
q
;Ki ¼ KpTi , where Ti ¼
32Ro
ð2/maxþpÞ2
;/max ¼ arccosﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
100:1Mr1
p
100:05Mr
 
 p;Amax ¼ 100:05Mrﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
100:1Mr1
p . The optimal Mr values, which sat-
isfy the design criterion, are plotted in Fig. 2 of [21] with respect to
plant parameters. By utilizing that plot and considering (6), Mr is
chosen 4.25.
3.6. PI controller design by Üstebay, Özbay ([14])
This approach is based on the work of [31] and aims to design a
resilient controller in the sense of [32] for integrating systems with
delay. In [31], ﬁrstly, the necessary and sufﬁcient conditions for the
stability of the closed-loop system are presented by utilizing the co-
prime factorizations of the considered plant and Kpi. Then, by using
the small-gain theorem, the allowable intervals for Kp and Ki that
ensure the stability of the closed-loop system are determined. To
design a resilient PI controller for AQM, in [14], the transfer function
in (6) is considered by assuming K in (2) as K  1. Then, it is shown
Table 1
PI controller parameters.
Controllers ðKp;KiÞ 	 105
PIZN (8.3745, 11.375)
PIPYH (11.245, 8.5981)
PIH (1.8182, 0.9612)
PIMN (9.1044, 6.8)
PIPP (3.7925, 1.5987)
PIUO (3.5243, 0.8953)
PIWS (4.1633, 2.0146)
PIS (5.0046, 2.4841)
1228 H.U. Ünal et al. / Computer Communications 36 (2013) 1225–1234that the optimal Kp, whichmaximizes the interval of allowable Ki, is
found as No
2R2oC
2
o
. By the optimal Kp, the maximum value of the interval
of allowable Ki is found as No16R3oC2o
. Then, to design a resilient control-
ler, Kp is chosen as No2R2oC2o
and Ki is chosen as No32R3oC2o
, which is the mid-
point of the allowable interval for Ki.
3.7. PI controller design by Wang, Shao ([22])
In this method, the PI parameters are adjusted to minimize the
integral error under a constraint such that the Nyquist curve of
the open loop transfer function is tangent to a line parallel to the
imaginary axis with a distance ensuring the stability margins. If
f ðKp;Ki;xÞ :¼ Re KpiðjxÞGpqðjxÞ
 
, where ReðzÞ represents the real
part of the complex number z, then, the constraint can be deﬁned as
f ðKp;Ki;xÞ ¼ 1k with
@f ðKp;Ki;xÞ
@x
¼ 0; ð7Þ
where k 2 ½1:5;2:5 for reasonable stability margins. Since the inte-
gral error is inversely proportional to Ki [33], the controller param-
eters are obtained to maximize Ki while satisfying (7). If we
consider AQM problem, since GpqðjxÞ can be written as
GpqðjxÞ ¼ aðxÞ þ jbðxÞ, where
aðxÞ ¼ RoCoK
nðxÞ
1
K
 R2ox2
 
cosðRoxÞ xRo 1þ 1K
 
sinðRoxÞ
	 
;
bðxÞ ¼ RoCoK
nðxÞ
1
K
 R2ox2
 
sinðRoxÞ þxRo 1þ 1K
 
sinðRoxÞ
	 
;
nðxÞ ¼ 1K  R2ox2
 2
þ xRo þ RoxK
 2
; then, the resulting controller
parameters are obtained as
Kp ¼ 1
kdaðxÞdx jx¼x0
1
bðx0Þ
dbðxÞ
dx jx¼x0
 1
x0
 !
and Ki ¼  w0kbðw0Þ, where x0 satisfying aðx0Þ ¼ 0 and k is chosen 2,
which is the midpoint of the interval for reasonable stability
margins.
3.8. PI controller design by Skogestad ([23])
The PI controller design by this approach is based on two steps.
In the ﬁrst step, the original system is approximated to a ﬁrst order
systemwith delay. Since the delay termmay limit the performance
of the controller, an approximation technique, called ‘‘half rule’’, is
recommended to reduce the conservativeness. Then, considering
the system, obtained by ‘‘half rule’’, direct synthesis technique is
used to provide the desired closed-loop system as a ﬁrst order sys-
tem with the same delay of the considered system. Since the
resulting controller becomes ‘‘Smith Predictor’’, due to the direct
synthesis technique and existence of delay in the desired response,
Taylor series approximation is used to obtain a PI controller. In or-
der to design a PI controller for AQM scheme, the ﬁrst order
approximation of (2) by ‘‘half rule’’ is obtained as
GpqðsÞ  RoCoK
2
ðK þ 12ÞRosþ 1
e
3
2Ros:
Then, by using Skogestad-IMC settings, the controller parameters
are obtained as
Kp ¼ 1
CoK
2
K þ 1=2
sc þ 3Ro=2 ;
Ki ¼ KpminfKRo þ Ro=2;4ðsc þ 3Ro=2Þg ;where sc is the time constant of the desired closed-loop response.
For a fast response, good disturbance rejection and moderate
robustness margins, sc ¼ 3Ro=2 is recommended in [23].
4. Comparison of the PI controllers
In this section, we compare the designed controllers in the
sense of fragility, robustness, and performance issues. The fragility
and robustness properties of the controllers are compared using
the stability region obtained by the approach of [15]. To validate
and compare the performance issues of the controllers, we imple-
ment the controllers in ns-2 and conduct simulations in different
scenarios. Throughout the section, PIZN, PIPYH, PIH, PIMN, PIPP, PIUO,
PIWS, and PIS correspond to the controller designed by the approach
of Ziegler-Nichols, [20], [11,15], [21,14,22,23], respectively. For the
sake of clarity, the PI controllers are designed for the same network
parameters as in [11], i.e. No ¼ 60;Co ¼ 3750 packets/s, and
Ro ¼ 0:246 s. The corresponding proportional and integral gain val-
ues of each of the designed controller are given in Table 1.
4.1. Fragility and robustness comparisons
The stability region of all stabilizing PI controllers for the con-
sidered network parameters is shown in Fig. 1. The region is deter-
mined by the coordinate axes Kp ¼ 0;Ki ¼ 0 and the curve deﬁned
by (4) and (5). As seen in Fig. 1, the designed controllers by each of
the approaches belong to the stability region as expected.
In order to compare the fragility of each one of the designed
controllers, let us deﬁne the following metric borrowed from [15]:
q ¼minfKp;Ki; q^g; ð8Þ
where q^ is the minimum distance from ðKp;KiÞ of each controller gi-
ven in Table 1 to the boundary of the stability region computed by
the approach of [15]. By (8), we get a circle with center at ðKp;KiÞ
and radius q. Such a circle is the largest one inside the stability re-
gion that can be obtained for each of the designed controller’s gains
ðKp;KiÞ, see Fig. 1. Thus, a large q yields a less fragile controller
while a small q leads to a more fragile controller. Hence, the con-
trollers designed by [11,14] are more fragile compared to the other
controllers, as their q values given in Table 2 are small. As seen in
Table 2 and also shown in Fig. 1, controllers PIMN, PIPYH, PIZN, PIS,
and PIWS may not suffer fragility problem compared to the rest of
the designed controllers. PIPYH is designed without taking into ac-
count the fragility issue, however, its distance to the boundary is
close to the distance of PIMN, which is the optimally non-fragile con-
troller in the sense that it provides the greatest l2 parametric
margin.
For the robustness issue, we can compare the controllers in the
sense of howmuch each of their parameters can be increased (with
ﬁxing the other one) without violating the stability. This issue is re-
lated to the classical gain margin problem. Therefore, let us deﬁne
ji (jp), which is the maximum gain such that jiKi (jpKp) does not
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Fig. 1. Fragility comparison of the designed controllers.
Table 2
Fragility and robustness metrics of the controllers.
q	 105 jp ji
PIZN 3.2949 1.7314 1.3447
PIPYH 4.1421 1.3994 1.7630
PIH 0.9612 9.8983 8.0615
PIMN 6.7411 1.7988 2.2796
PIPP 1.5987 4.7057 6.8670
PIUO 0.8953 5.1114 11.819
PIWS 2.0146 4.2622 5.7095
PIS 2.4841 3.5221 5.0670
Fig. 2. Network topology.
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Clearly, in view of Fig. 1, in this case, a good choice would be to
take a small nominal Ki (respectively Kp). Performance constraint
should determine the lower bounds for the nominal parameters.
Note that jp or ji values for PIH, PIUO, and to some extent PIPP
are larger compared to the corresponding values obtained with
other controllers as presented in Table 2. So, these controllers are
preferable vis-a-vis gain margin considerations.
4.2. Performance comparisons
For AQM, performance objectives include efﬁcient queue utili-
zation, low jitter, low packet dropping, and robustness with re-
spect to varying network parameters. Now, we compare the
performance of the PI controllers by implementing them in ns-2
considering different scenarios. The parameters of the PI control-
lers, given in Table 1, are obtained in the s domain. However, for
the implementation of these controllers in ns-2, each controller
is converted to the z domain by a sampling frequency chosen as
15 times of its open-loop bandwidth frequency [10].
For the simulations, we consider a dumbbell network given in
Fig. 2. In the ﬁrst 4 scenarios, the sources are TCP/Reno connections
generating FTP ﬂows, and in the last scenario, the sources generate
UDP, HTTP and FTP ﬂows. The capacity of the bottleneck is denoted
by C0 and the propagation delay between the routers is denoted by
To. The pair ðC1; T1Þ represents the capacity of the links and the
propagation delays between the sources and the ﬁrst router. The
pair ðC2; T2Þ represents the capacity of the links and the propaga-
tion delays between the second router and the sinks. In simula-
tions, q0 is taken as 200 packets with 400 packets buffer sizes foreach of the router, the average packet size is taken as 500 Bytes,
and the simulation duration, T total, is 200 s.
In order to evaluate the performance of the designed PI control-
lers, we introduce ﬁve metrics related to the above performance
objectives. The ﬁrst metric is the RMS percentage error of the
queue length with respect to the desired queue length q0:
RMSerr ¼ 1M
XM
i¼1
qðiÞ  q0
q0
 2 !1=2
;
where M is the number of total samples generated by ns-2, qðiÞ is
the queue length at instant i. Note that since the buffer size is
400 packets, oscillation of qðtÞ around 400, i.e., hitting qðtÞ to the
buffer limit, implies the existence of congestion and packet drop-
ping due to the saturation. Then, we can deﬁne the second metric as
X :¼ Ts=Ttotal 	 103;
where Ts is the total length of the time-intervals of qðtÞ oscillating in
the interval around 400, let us choose this interval as ½399;400.
Here, Ts can be thought of as the total time interval for buffer over-
ﬂow, i.e. saturation, and packet dropping, hence, the controller
which produces small X should be preferred. Note, since packet
dropping may happen due to the larger overshoots, X does not give
alone the complete packet loss. The link utilization is related with
the time how long queue is efﬁciently used (i.e. the buffer is not
empty) during the network trafﬁc, hence, it is the function of total
time intervals where qðtÞ– 0. Therefore, let Tz be the total duration
of the time when qðtÞ drops to 0. Since there will be no packet at the
router during the time intervals lie in Tz, the link utilization can be
deﬁned as
U :¼ utilization ¼ Ttotal  Tz
Ttotal
: ð9Þ
Then, by (9), Cu :¼ ð1 UÞ 	 103 ¼ TzTtotal 	 10
3 can be deﬁned as the
third metric. Since Tz corresponds to the total duration of the link
underutilized, the controller providing U closest to 1 (or Cu closest
to 0) satisﬁes better link utilization compared to the other control-
lers. Now, let us deﬁne Lossr as the ratio of the number of lost pack-
ets to the total number of sent packets by all the sources, then, we
can deﬁne another metric as
PLoss ¼ Lossr 	 104:
Since minimization of the packet loss is one of the AQM perfor-
mance objectives, the controller which provides small PLoss should
be preferred. Another metric is related to the response speed of
the controllers. We deﬁne this metric, called Rt , as the required time
for qðtÞ reaches 90% of the desired value but by discarding the time
interval where qðtÞ saturates the buffer capacity. In order to discuss
jitter properties of the designed PI controllers, let us deﬁne
RvðtiÞ :¼ qðtiþ1Þ  qðtiÞtiþ1  ti
1
Ro
	 103; ð10Þ
where qðtiÞ is the queue length at discrete time ti generated by ns-2
in the interval ðRt; TtotalÞ. By the deﬁnition in (10), RvðtiÞ can be con-
sidered as a relative delay variation at time ti.
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1230 H.U. Ünal et al. / Computer Communications 36 (2013) 1225–1234Case 1: In this scenario, we consider the nominal response of
the designed controllers. For this reason, the parameters of the net-
work in the simulations are chosen as No ¼ 60 FTP ﬂows,
C0 ¼ C1 ¼ C2 ¼ 15 Mbps, T0 ¼ 192:7 ms, T1 ¼ T2 ¼ 40 ms. The per-
formance analysis of the designed controllers are given in Table 3.
As shown in Table 3, PIUO produces the smallest RMS error, while
PIZN produces the greatest RMS error compared to the other ones.
Most of the controllers have the same link utilization performance,
however, PIWS has the best one. Smallest packet dropping happens
by PIMN and PIZN. Table 3 demonstrates that PIS and PIPYH have
slower response than the other ones, while PIUO and PIPP have fas-
ter response. In order to compare the controllers which provide
low jitter, by using (10), maximum (maxRv ), minimum (minRv ),
and average (aveRv ) values of fRv ðtiÞgti2ðRt ;TtotalÞ for each of the de-
signed PI controllers are presented in Table 4. As seen in Table 4,
the controllers PIUO, PIPP, and PIWS provide low jitter compared to
other controllers. On the other hand, the controllers PIS and PIH re-
sult in large delay variations. As shown in Table 3, the controllers,
which result in low jitter, provide small RMS error with high link
utilization and the controllers, which result in large jitter, result
in more packet dropping. The simulation results are presented in
Figs. 3 and 4. As shown in all ﬁgures, the designed PI controllers
regulate the queue length at the routers. Figs. 3(a) and 3(d) demon-
strate that PIZN makes large undershoots, whereas PIH makes large
overshoots. The controllers PIWS and PIUO, as seen in Fig. 3(b) and
Fig. 4(c), result in small oscillations around the desired queue
length and they have better steady-state responses. Note that, by
considering Tables 3 and 4, the simulation results conﬁrm that
the controllers, which provide small queue oscillations around de-
sired queue length, indicate low jitter, small RMS error, and also
high link utilization.
Case 2: In this scenario, we consider the robustness property of
the designed controllers. It has been shown in [15], by using
geometric properties of the boundary of the stability region, that
a stabilizing PI controller designed for network parameters
ðNo;Co;RoÞ also stabilizes a network with parameters ðeNo; eCo; eRoÞ,
where eNo P No; eCo 6 Co and eRo 6 Ro. Therefore, the number of
FTP ﬂows are taken 200, link capacity at all the links are taken as
10 Mbps and the propagation delay between routers is taken asTable 3
Performance analysis of the PI controllers for Case 1.
RMSerr X Cu PLoss Rt
PIZN 0.4999 2.50 1.3520 3.2004 16.33
PIWS 0.4183 3.1344 0.8467 4.4172 14.62
PIPYH 0.4719 2.8725 1.3575 3.8865 17.59
PIH 0.4756 3.0517 0.8818 4.5030 14.30
PIMN 0.4557 2.4992 1.5114 3.1786 15.94
PIPP 0.4256 3.1288 0.8895 4.4806 13.71
PIUO 0.4091 3.1288 0.8895 4.4797 13.71
PIS 0.4693 3.2408 1.0319 5.3128 17.69
Table 4
Relative delay variation for Case 1.
maxRv minRv aveRv
PIZN 13.548 -8.129 -1.9279
PIPYH 13.548 -8.129 -2.0260
PIH 20.322 -8.129 -1.9124
PIMN 13.548 -8.129 -1.9536
PIPP 8.129 -8.129 -1.8971
PIUO 8.129 -8.129 -1.8873
PIWS 8.129 -8.129 -1.9025
PIS 40.645 -8.129 -2.0656
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Fig. 3. Simulation results of (a) PIZN, (b) PIWS, (c) PIPYH (d) PIH for Case 1.To ¼ 43 ms. The other simulation parameters are kept as in Case
1. The performance analysis of the controllers are given in Table 5.
As seen in Table 5, the majority of the controllers provide less RMS
error compared to Case 1, therefore, they regulate the queue length
at the routers. In addition, compared to Case 1, the controllers pro-
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Fig. 4. Simulation results of (a) PIMN, (b) PIPP, (c) PIUO and (d) PIS for Case 1.
Table 5
Performance analysis of the PI controllers for Case 2.
RMSerr X Cu PLoss Rt
PIZN 0.2222 5.1938 0.1752 5.7922 14.85
PIWS 0.3553 13.214 0.1157 8.9505 62.58
PIPYH 0.2259 4.5065 0.1043 5.452 14.91
PIH 0.5134 35.186 0.1268 16.855 127.3
PIMN 0.2343 5.1727 0.1267 5.7779 20.96
PIPP 0.3908 16.078 0.1209 9.9564 62.82
PIUO 0.5170 27.738 0.0926 14.147 114.9
PIS 0.3284 11.662 0.1542 8.2289 43.38
H.U. Ünal et al. / Computer Communications 36 (2013) 1225–1234 1231vide better link utilization, however, more packets are dropped.
One of the reasons for this result is the fact that the number of
loads is taken more than 3 times of Case 1, hence, qðtÞ oscillates
around the upper limit of buffer for a long time as seen by compar-
ing the second metric in Tables 3 and 5, therefore, more packet-dropping happens. In addition, oscillation of qðtÞ around its upper
limit for a long period implies that qðtÞ becomes zero only for a
short time compared to Case 1, hence, the link utilization is im-
proved. From Table 5, PIH and PIUO yield larger RMS errors, PIZN,
PIPYH, and PIMN provide smaller RMS errors. The best link utiliza-
tion is provided by PIUO, and the rest of the controllers have similar
levels of utilization. PIH and PIUO yield more packet dropping than
the others, while PIPYH, PIMN and PIZN provide relatively small pack-
et dropping. The last column of Table 5 shows that PIH and PIUO
have slower response, while PIZN, PIPYH, PIMN have faster response.
As discussed above, PIUO, which provides the best link utilization,
and PIH yield large RMS error due to the fact that they saturate
for a long time as shown by the second metric in Table 5. However,
such a long saturation duration results in slower response and the
controllers provide small oscillations around the desired queue
length. Hence, these controllers result in low jitter compared to
other controllers.
Case 3: In this scenario, we aim to evaluate the response of the
controllers for a large nominal plant gain. The number of FTP ﬂows
is 45, link capacities C0;C1 and C2 are 18 Mbps and the propagation
delay between the routers is set to To ¼ 350 ms. The rest of the
simulation parameters are kept as in Case 1. The performance anal-
ysis of the controllers are given in Table 6. As shown by the table,
performances of all the controllers are deteriorated, they result in
larger RMS error and worse link utilization compared to the previ-
ous scenarios. In addition, since the controllers yield qðtÞ to be-
come zero frequently due to the worse link utilization, as seen in
Table 6, fewer packets are dropped compared to Cases 1 and 2.
As seen from Table 6, most of the controllers produce the same
RMS error. Among these controllers, PIH, PIPP, PIUO, and PIWS result
in the smaller RMS error, PIZN and PIMN result in the larger RMS er-
ror and worse link utilization, while PIS and PIH provide the better
link utilization. Most of the controllers yield the same packet drop-
ping, however, PIPYH yields the minimum packet dropping, PIWS,
PIPP, and PIUO result in larger packet droppings. The response time
of the most of the controllers are close to each other, however, PIMN
is the controller which has a slowest response, while PIH and PIPYH
have faster response. Since the controllers yield worse link utiliza-
tion with larger RMS error, they have worse performance in the
sense of jitter compared to the previous cases.
Case 4: In this scenario, the gain of the nominal plant is larger
than the one in Case 3. The number of FTP ﬂows are taken 30, link
capacities C0;C1 and C2 are taken 18 Mbps and the propagation de-
lay between the routers is taken as To ¼ 537:6 ms. The other sim-
ulation parameters are kept as in Case 1. As seen by the
performance analysis of the controllers given in Table 7, the con-
trollers have worse performances in the sense of RMS error but
better performance in the sense of lost packet ratio compared to
the previous cases. Additionally, all the controllers, except PIZN
and PIPYH, have better link utilization compared to Case 3. From Ta-
ble 7, the maximum RMS error is produced by PIZN, and the other
controllers produce RMS errors close to each other. The better link
Table 6
Performance analysis of the PI controllers for Case 3.
RMSerr X Cu PLoss Rt
PIZN 0.7188 1.7703 11.056 3.2220 47.89
PIWS 0.6153 1.9390 5.5956 3.6808 44.88
PIPYH 0.6700 0.9952 6.9587 1.8312 41.58
PIH 0.5482 1.8281 3.9471 3.3795 41.21
PIMN 0.7153 1.7703 11.079 3.2234 50.40
PIPP 0.6085 1.9390 5.8341 3.6749 43.89
PIUO 0.6272 1.9390 6.0446 3.6673 47.25
PIS 0.6550 1.7957 3.8808 3.2332 44.32
Table 7
Performance analysis of the PI controllers for Case 4.
RMSerr X Cu PLoss Rt
PIZN 0.8341 0.8967 25.51 1.9321 115.1
PIWS 0.7610 1.2249 3.1337 2.3703 116.7
PIPYH 0.8137 0.9014 8.1792 1.7468 124.8
PIH 0.7787 1.6062 1.4446 3.6100 129.1
PIMN 0.7857 0.8967 9.9103 1.8741 115.1
PIPP 0.7767 1.2249 4.5427 2.3750 116.7
PIUO 0.7751 1.2249 2.3877 2.3695 116.7
PIS 0.7713 1.1117 2.9463 2.2004 125.0
Table 8
Performance analysis of the PI controllers for Case 5.
RMSerr X Cu PLoss Rt
PIZN 0.3758 2.7466 1.4798 5.4678 9.08
PIWS 0.3126 2.5742 0.8874 5.1014 8.22
PIPYH 0.3479 2.4980 1.3401 4.8442 8.54
PIH 0.3597 3.8994 0.7907 6.8847 7.95
PIMN 0.3408 2.6530 0.8956 5.2050 9.15
PIPP 0.3123 2.5644 0.8330 5.0743 8.45
PIUO 0.3212 2.5644 1.0573 5.0645 8.44
PIS 0.3170 2.8621 1.2066 5.5632 8.64
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Fig. 5. Simulation results of (a) PIZN, (b) PIWS, (c) PIPYH (d) PIH for Case 5.
1232 H.U. Ünal et al. / Computer Communications 36 (2013) 1225–1234utilization is provided by PIH, which causes more packet dropping.
PIPYH, PIZN and PIMN provide small packet droppings. The last col-
umn of Table 7 shows that the controllers have slower response
compared to the ones in previous cases. Among the controllers,
PIH is the slowest one. Longer response time and worst link utiliza-
tion can be attributed to the drastic increase in the open-loop gain.
As discussed in Case 3, the controllers in this case may result in
high jitter compared to the previous cases.
Case 5: We here consider a more realistic trafﬁc scenario. The
network sources, link capacity and propagation delay between
the routers change dynamically. We consider 180 HTTP sessions
(180 clients and 1 server), 60 FTP ﬂows, and 10 UDP ﬂows with a
packet size 250 bytes. Therefore, 75% of the trafﬁc consists of
short-lived ﬂows, called web mice, which make the trafﬁc more
realistic [34]. The UDP ﬂows follow an exponential ON/OFF trafﬁc
model such that both the idle and burst times have mean of
0:5 ms and the sending rate during the on-time is 0:05 Mbps. The
propagation delay of each UDP ﬂow uniformly varies within the
interval ½20;80ms and these ﬂows are active between t ¼ 50 s
and t ¼ 150 s. We introduce dynamic load NoðtÞ such that at
t ¼ 80 s, 30 of the FTP ﬂows drop out and at t ¼ 140 s they return.
The propagation delay To and the link capacity C0 uniformly vary
within the interval ½100;300ms and ½12;18Mbps respectively.
The rest of the simulation parameters are kept as in Case 1. Theperformance analysis of the controllers are given in Table 8. As
seen from the table, PIPP and PIWS provide small RMS error, while
PIZN provides the largest one. The link utilization performance of
most of the controllers are close to each other, however, PIH is
the best one and PIZN is the worst. PIH yields more packet dropping,
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Fig. 6. Simulation results of (a) PIMN, (b) PIPP, (c) PIUO and (d) PIS for Case 5.
H.U. Ünal et al. / Computer Communications 36 (2013) 1225–1234 1233whereas PIPYH provides less packet dropping. The response time of
controllers are close each other, however, PIH has fast response
compared to the others, while PIMN has slowest response. The sim-
ulation results are presented in Figs. 5 and 6. As seen from the ﬁg-
ures, when the number of sources drop to 30, at t ¼ 80 s, the queuelength drops to 0 suddenly and the link is underutilized for a short
duration. As seen in Fig. 5(b), PIWS acts faster compared to the other
controllers to regulate the queue length due to the change of the
number of sources. When these sources return at t ¼ 140 s, as seen
in Fig. 5(d), for the controller PIH, queue length drops to 0 for some
duration compared to other controllers, which means that the link
is underutilized. In addition, as seen in Fig. 5(c), 5(d) and Figs. 6(c),
6(d), PIPYH, PIH, PIUO, and PIS have aggressive responses and larger
overshoots. As seen in Fig. 5(d), PIH result in larger overshoots
around the desired queue length, which may result in larger jitter.
Similarly, PIZN, which provide largest RMS error and worst link uti-
lization, may also result in large jitter. Since queue length in
Fig. 5(b), and Fig. 6(b) does not make large overshoots around its
desired level, the controllers PIWS and PIPP, which provide small
RMS error with high link utilization, may also provide low jitter.
As seen in Fig. 5(a), PIZN is less robust to unresponsive ﬂows, since
the controller results in large undershoots when UDP sources
switched on and off.4.3. Discussions
As shown in Figs. 3–6, the designed controllers regulate the
queue length at the desired level. For large TCP sessions, as in Case
2, the designed controllers still regulate the queue length. How-
ever, if the nominal plant gain is drastically increased, then, the
controllers loose their ability to regulate the queue length. As seen
in Case 5, the designed PI AQM controllers achieve the objectives
on the queue length in a dynamic trafﬁc scenario and in presence
of disturbance factors such as short-lived and UDP ﬂows.
To recap, the least fragile PI controllers are PIMN and PIPYH. In the
sense of maximizing jp (respectively ji) the best PI controllers are
PIH (respectively PIUO). Since PIPP is designed to bound the Mr of the
closed-loop transfer function, it bounds the complementary sensi-
tivity function, so it has some robustness property. In general, the
controller PIZN gives the largest RMS error, and, PIMN and PIPYH, pro-
vide the smaller packet dropping. In most of the cases studied, PIZN
and PIMN have worst link utilization, while PIUO and PIH have the
best link utilization. Considering the response time of the control-
lers, PIZN has faster response in most cases. In general, PIWS, PIPP,
and PIUO provide low jitter, while PIZN and PIH result in high jitter.
Note that, additional analysis and simulation results for different
scenarios are presented in [35].5. Conclusion
In this paper, a comparison of various PI controllers designed for
the delay-model of TCP/AQM is performed. The compared PI con-
trollers are the ones currently available for TCP/AQM proposed in
[11,14,15] and the designed ones for TCP/AQM in the current paper
using the approaches given in [19–23]. It should be noted that, it is
possible to ﬁnd different PI controller design approaches for TCP/
AQM than the presented ones in the paper. However, we believe
that the chosen PI controller design approaches are more appropri-
ate considering the linear model of TCP/AQM among the others in
the literature. The comparison in the paper is based on the fragility,
robustness, and performance issues of the controllers. For a com-
prehensive and realistic comparison, we implemented the control-
lers in ns-2 for different trafﬁc scenarios and validated the results
considering some AQM performance objectives.
Our analysis showed that the PI controllers of [15,20] are less
fragile compared to the controllers designed by the approach of
Zeigler-Nichols, and [22,11,21,14,23]. On the other hand, the con-
trollers proposed by [11,14,21,22] are more robust compared with
the rest because their proportional or integral gain margins are rel-
atively large. Additionally we note that the controller designed by
1234 H.U. Ünal et al. / Computer Communications 36 (2013) 1225–1234the methods of [21,11] have also good robustness property in the
sense that they limit the sensitivity function. The simulation re-
sults indicate that, in general, robust controllers have better link
utilization and provide low jitter, while the controllers, which
may not suffer ‘‘fragility’’ problem, provide smaller packet
dropping.
Note that the approaches of [14,21] are for the simpliﬁed model
of the system K  1, which may result in conservativeness. In
addition, since the approach of [14] is based on the small-gain the-
orem, like [11], another conservativeness arises. The controllers
proposed by [20,23] can also be considered conservative because
they are designed using a ﬁrst order approximation of the transfer
function. The approach of [15], however, gives the set of all stabi-
lizing controllers, and allows us to measure the parametric stabil-
ity margins.
In conclusion, we have identiﬁed which PI controllers to choose
for different performance and robustness metrics in AQM. As in all
other application areas, these controllers form a baseline for an ini-
tial design; depending on the performance requirements of a par-
ticular network, PI controllers can be modiﬁed for further
improvements.
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