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 This study examined how work intensity (hours worked per week) was linked to 
indicators of psychosocial functioning and adjustment in nationally representative samples of 
high school seniors, totaling over 70,000, from the classes of 1985-1989.  Consistent with 
previous research, bivariate correlations were positive between work intensity and problem 
behaviors; however, these associations were diminished once background and educational 
success indicators were controlled, thus suggesting that selection factors contribute to the 
correlations.  The results indicate that work intensity does contribute directly and negatively to 
getting sufficient sleep, eating breakfast, exercising, and having a satisfactory amount of leisure 
time.  These findings, coupled with a positive association between work intensity and frequency 
of dating, suggest that adolescents working long hours are adopting a “harried young adult” 
lifestyle.  Conceptual and policy implications are briefly discussed, including the likelihood that 





 The centrality of work in modern society is obvious.  How adults define themselves, and 
how others view them, depend considerably on their work status and occupation.  As Wilensky 
(1964) suggests, “work ... remains a necessary condition for drawing the individual into the 
mainstream of social life” (p. 134).  Among adults, job loss may contribute to decrements in 
emotional and physical health (e.g., Kessler, House, & Turner, 1987), and likewise, stable 
reemployment (after job loss) contributes to increased emotional well-being (Kessler, Turner, & 
House, 1989).  In short, at many levels in our society, working is deemed as “good.”  However, 
when the individuals in question are adolescents, the issue is less clear.   
 
 Several benefits have been attributed to the part-time employment of adolescents.  In 
particular, it has been argued for many years that one way of easing the transition from school to 
work, and also of dealing with the limitations of formal schooling (e.g., overlong protection from 
the “real world”, narrow age segregation, lack of contact with adults), is to involve young people 
in meaningful work experiences while they are still in high school.  For the adolescent, caught 
between childhood and adulthood roles, a job can move him or her a few steps closer to 
adulthood.  With a job, the adolescent can demonstrate responsibility, achieve some autonomy, 
and gain “real world” experience.  In some cases, the adolescent may be able to gain some work 
experience that is directly relevant to his or her future career.  Of course, the working adolescent 
typically earns money, most of which is used for current needs and activities, but some of which 
may be used for future education or training (cf. Bachman, 1983).  At the societal level, 
adolescent part-time work provides a method of transferring work attitudes and competencies to 
tomorrow’s adult workers.  And, of course, it also provides a source of relatively cheap, 
unskilled labor.  
 
 Until about 10 or 15 years ago, there was little concern with the possible negative impacts 
of adolescent part-time work.  Indeed, many of the assumptions cited above about the positive 
aspects of working appear to have served as a foundation for government legislation aimed at 
improving the future employment prospects of disadvantaged youth during the 1960s and 1970s 
(e.g., the 1964 Economic Opportunity Act, the Comprehensive Employment and Training Act of 
1973).  Likewise, the 1970s witnessed a strong push toward a generalized integration of school 
and work.  Various government panels (e.g., President’s Science Advisory Committee, Panel on 
Youth, 1974; Work-Education Consortium, 1978; National Commission on Youth, 1980) 
stressed the virtues of work for young people and recommended that efforts be made to combine 
education and work experiences.  For example, the National Commission on Youth (1980) 
suggested that part-time work could be the “single most important factor” in the socialization of 
youth to adulthood, fostering such attributes of maturity as independence and responsibility, 
realistic career decisions, and good work attitudes and habits.  Unfortunately, these panels relied 
little on empirical evidence (cf. Hamilton & Crouter, 1980).  Nevertheless, it appears that the 
prescription that young people take on part-time work during their high school years has been 
followed widely for more than a decade now; the majority of high school students are working 
part-time during the school year, and many put in long hours on the job. 
 
 In recent years, there has been considerable concern with the possible “costs” of part-time 
work during adolescence.  A debate has developed about whether the types of jobs that are 
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typical among high school students really fit the original prescription, and whether these typical 
experiences are more positive than negative in their consequences for teenagers.  Greenberger 
and Steinberg and their colleagues have suggested that what adolescents do and what they learn 
in the workplace may not always be beneficial to their psychosocial health and development, and 
that working long hours takes away from other experiences that are important for the adolescent 
and his or her family (e.g., Greenberger & Steinberg, 1986; Greenberger, Steinberg, & Vaux, 
1981; Steinberg & Dornbusch, 1991; Steinberg, Greenberger, Garduque, Ruggerio, & Vaux, 
1982).  Indeed, there is clear evidence that “problem behaviors” (e.g., drug and alcohol use, 
delinquency) are positively related to hours worked among high school students (e.g., Bachman, 
Bare, & Frankie, 1986; Greenberger et al., 1981; Mortimer, Finch, Shanahan, & Ryu, 1990a; 
Steinberg et al., 1982; Steinberg & Dornbusch, 1991).  Also, there is evidence to suggest that 
long hours on the job may be linked with poor school performance (e.g., Bachman et al., 1986; 
Charner & Fraser, 1987; Mortimer & Finch, 1986; Steinberg et al., 1982; Steinberg & 
Dornbusch, 1991; Yasuda, 1990), less than satisfying relationships with peers and parents 
(Greenberger et al., 1981; Steinberg & Dornbusch, 1991; Steinberg et al. 1982; but see Mortimer 
& Shanahan, 1990), and cynical attitudes regarding business ethics (e.g., Steinberg et al., 1982).   
 
 Nevertheless, as Mortimer and her colleagues have indicated, much of the relevant 
research has focused on the possible negative outcomes of part-time work, while failing to 
consider the possible positive outcomes (e.g., Yamoor & Mortimer, 1990; Mortimer et al, 
1990a).  There is evidence indicating that there are indeed some possible benefits of part-time 
work, including personal responsibility and orientation toward the future (e.g., Steinberg et al., 
1982; Stevens, Puchtell, Ryu, & Mortimer, 1991).  In addition, there is general agreement among 
the researchers that the causal direction between part-time work and the positive and negative 
correlates has not been fully addressed (e.g., Bachman et al., 1986; Steinberg & Dornbusch, 
1991; Mortimer et al., 1990a), leaving open the possibility that part-time work has little unique 
impact on any of the established positive or negative correlates. 
 
 In the present investigation, our primary concern is with the possible costs and benefits of 
part-time work among the nation’s high school seniors.  In an attempt to provide a more 
complete picture of how part-time work fits within students’ lives, we focused our attention on 
three broad psychosocial domains, including:  a) problem behaviors (e.g., drug and alcohol use, 
aggression, and victimization); b) time use (e.g., time spent on sleep and exercise, evenings out); 
and c) subjective experiences (e.g., satisfaction, self-esteem).  In addition, based on the evidence 
concerning gender differences on the experiences and effects of part-time work (e.g., Mortimer, 
Finch, Owens, & Shanahan, 1990b; Steinberg et al., 1982; Yamoor & Mortimer, 1990), we 
examined the correlates of part-time work separately for males and females.   
 
 The analysis reported here used large nationally representative samples of high school 
seniors from the classes of 1985-1989 in order to address three interconnected questions.  These 
questions bear directly on issues which have been discussed extensively in the literature.  Of 
course, the questions are also of practical importance to adolescents, parents, teachers, school 
officials, employers, and others concerned with the development of the nation’s youth.   
 
 1.  How is Part-Time Work Related to Other Important Outcomes of Young People?  At 
the most descriptive level, our analysis asks what are the bivariate relationships between hours of 
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part-time work, or “work-intensity,” and a variety of important “outcome” measures.  We ask 
more than whether there are positive or negative correlations between hours of work and these 
outcomes; rather, we look at different amounts of work in order to explore the shape of the 
relationship.  The practical question underlying this phase of analysis can be phrased as “How 
much part-time work is too much?”  Indeed, this was the initial question that motivated us to 
undertake the present investigation, and it reflects several statements in the literature indicating 
that the negative effects of part-time work are particularly strong for those working more than 15 
to 20 hours per week. 
 
 An auxiliary question is whether working zero hours is best treated as a simple end point 
to the continuum of hours worked.  If virtually all high school students have the opportunity to 
work, then this might be appropriate.  However, if some (perhaps many) of the non-workers 
would prefer employment, and if the lack of employment opportunities correlates with other 
disadvantages, then it may be that many of the non-workers are qualitatively different from their 
classmates; if so, then non-work should not be treated as merely the zero end of the hours-of-
work continuum.  Here again, the exploration of relationships which are not strictly linear is an 
important facet of the present analyses. 
 
 2.  Do Relationships with Hours of Work Indicate a Causal Impact?  For each bivariate 
relationship between hours of work and some “outcome” dimension, the fundamental question 
remains as to how it should be interpreted:  Does the relationship reflect causal impacts of part-
time work, or does it result primarily from the operation of earlier and more fundamental “third 
variables”?  This, of course, is a major issue in the part-time work debate, and addressing this 
issue necessitates the inclusion of appropriate statistical and methodological controls over 
potential “third variables”.  Accordingly, a central feature of the present analysis is to control 
aspects of background and educational success which could be responsible for the bivariate 
relationships.  For those analyses relating part-time work to drug use, we also introduce some 
controls for prior drug use (based on retrospective accounts of when various drugs were first 
used). 
 
 3.  To What Extent Are Earnings a Key Factor in any Effects of Students’ Work?  A final 
question examined in this analysis involves the role of income in any relationship between hours 
of work and selected outcome variables.  Although the prescription of part-time employment as a 
valuable experience for high school students is based on the expectation of other sorts of 
benefits, we suspect that in fact most students work primarily “for the money” (Bachman, 1983).  
Much of the relevant literature has failed to consider the role of earnings in the relationship 
between hours worked and various psychosocial outcomes.  For the adolescent, earnings can 
represent power and independence (e.g., Weinstein, 1975).  Earnings can also represent aspects 
of the job that are not reflected in work intensity, such as job status or length of employment.  Of 
course, money may also facilitate engagement in many of the problem behaviors that have been 
attributed to long hours, particularly drug use.    Thus it seems important to check whether any 
apparent effects of work—either positive or negative—may best be characterized as indirect 






Data for Analysis  
 
 The Monitoring the Future project is an ongoing study of high school seniors conducted 
by the Institute for Social Research, with primary sponsorship by the National Institute on Drug 
Abuse.  The study design has been described extensively elsewhere (Bachman and Johnston, 
1978; Bachman, Johnston, and O’Malley, 1987; Johnston, O’Malley, and Bachman, 1989).  
Briefly, it involves nationally representative surveys of each high school senior class beginning 
in 1975, plus follow-up surveys mailed each year to a subset of each senior class sample.  The 
senior year data from the classes of 1985-1989 are used in the present analyses. 
 
 Samples and Procedures.   A three-stage probability sample (Kish, 1965) is used each 
year to select approximately 135 public and private high schools representative of the 48 
coterminous states.  In the spring machine-scannable questionnaires are administered during 
school hours, usually in a regularly scheduled class period, by professional interviewers from the 
Institute for Social Research.  Special procedures are employed to ensure confidentiality: these 
procedures are explained carefully in the questionnaire instructions and reviewed orally by the 
interviewers when they administer the questionnaires.  Student response rates were 83% to 84% 
for each of the survey years included in this report. 
 
 Five different questionnaire forms were used each year, each administered to a random 
one-fifth of the sample (except that a sixth form was added in 1989).  Key items concerning part-
time work, as well as demographic measures and self-reports of drug use, appear on all forms.  
Some other items of interest appear on only one form, and analyses involving such items are 
based on only about one-fifth of the total sample. 
 
 Because there are some gender differences in hours worked, in pay, in other key 
measures such as grade-point averages, and especially in many of the drug use measures, we 
opted to conduct all analyses separately for males and females (see also Mortimer et al., 1990a, 
1990b; Steinberg et al., 1982).  The numbers of cases providing employment data are 34,575 
males and 37,288 females.  Numbers of cases for specific analyses were somewhat smaller due 
to missing data on other variables.  Also, as noted above, some analyses restricted to a single 
form involve only about one fifth of those numbers.  Also, for reasons discussed later, the causal 
modelling using LISREL is carried out using only white students who were working for pay. 
 
 Measures.   All measures used in this analyses are presented in Appendix A.  Since they 
are also presented clearly in the relevant tables, there is no need to review them here.  The single 
most important measure for these analyses is based on responses to the question, “On the average 
over the school year, how many hours per week do you work in a paid or unpaid job?”  Response 
categories include “None, 5 or less hours, 6-10, 11-15, 16-20, 21-25, 26-30, More than 30 
hours.”  The fact that some of the jobs were unpaid complicated some preliminary analyses, and 
blurred potentially important distinctions.  Accordingly, any respondent who reported working 
but indicated zero earnings was placed in the separate category, “Working but not for pay”  
(additional information on this group is provided in Appendix B).  The result is a nine-category 
variable distinguishing those who were not working at all, those not working for pay, and those 
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working various numbers of hours (six five-hour increments, plus those working more than 30 
hours).  The distribution of respondents across these categories is shown in the table below. 
 
 
Working Status and Number of Hours Worked Per Week by Gender 
______________________________________________________________________________ 
 
            Males                                 Females 
        N          Percent                     N        Percent 
______________________________________________________________________________ 
 Work Status: 
 
  Not Working  6,487 18.8%  7,680 20.6% 
  Working for Pay 25,898 74.9 27,120 72.7 
  Working, Not for Pay  2,190 6.3  2,488 6.7 
 
 Total 34,575 100.0% 37,288 100.0%  
 Hours Worked per Weeka: 
 
  5 or less  2,347 9.1%  2,348 8.7% 
  6-10  2,801 10.8  3,186 11.7 
  11-15  3,321 12.8  4,458 16.4 
  16-20  5,390 20.8  6,721 24.8 
  21-25  4,747 18.3  4,994 18.4 
  26-30  3,365 13.0  2,903 10.7 
  31 or more  3,927 15.2  2,510 9.3 
 
 Total 25,898 100.0% 27,120 100.0% 
______________________________________________________________________________ 
 aIncluding only those working for pay 
 
 
Analysis Strategy  
 
 The several objectives of this paper led us to use two different forms of multivariate 
analysis.  We first report a series of multiple classification analyses (a form of dummy variable 
multiple regression analysis), then we turn to causal modeling to deal with remaining questions. 
 
 We recognize that in both phases of the analysis we make assumptions about causal 
ordering, some of which are open to other interpretations.  We are relatively comfortable treating 
race, parental education, region, and urbanicity as causally prior to senior year part-time work; 
however, it is more difficult to argue that curriculum, high school grades, and college plans are 
entirely causally prior to part-time work.  The question about grades uses the wording “...your 
average grade so far in high school,” and thus should cover a longer period than the question 
about hours on a job “...on average over the school year.”  Assignment to the college prep, 
vocational-technical, or general curriculum also usually occurs several years prior to the senior 
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year.  And although college plans are subject to change, most students form such plans prior to 
the senior year and hold to them fairly consistently.  We are thus comfortable in asserting that the 
dominant direction of causation is that educational experiences influence choices about hours of 
part-time work rather than the other way around (see also Schulenberg, Bachman, O’Malley, & 
Johnston, 1990); nevertheless, we acknowledge that some causal effects in the other direction are 
also likely to occur, and that in controlling for these educational experiences we run some risk of 
“overcontrolling.”  That risk should be kept in mind in interpreting the findings from this 
analysis. 
 
 Exploring patterns of relationships with part-time work, controlling background and 
other factors, using multiple classification analysis (MCA).   As indicated earlier, a basic 
question addressed in this paper is whether there is some optimal number of hours for part-time 
work by high school seniors.  Put differently, we want to know whether any problems associated 
with work seem to mount more rapidly once a certain number of hours is exceeded.  Any such 
relationships are, by definition, not strictly linear.  Thus this phase of our analysis requires a 
technique which can handle non-linear (as well as linear) relationships.  We also need a 
technique which can deal with multiple predictors, some of which (e.g., region) are categorical 
rather than continuous. 
 
 Multiple Classification Analysis (MCA), a form of dummy variable multiple regression 
analysis, is ideally suited to this analysis task.  It uses categorical predictors and is thus sensitive 
to non-linear as well as linear relationships (Andrews, Morgan, Sonquist, and Klem, 1973).  
Most of the predictors used in this phase of the analysis are categorical, and those which are 
more continuous are easily bracketed into a set of categories (thus making it possible to display 
relationships in a simple and straightforward manner, and also to discern any departures from 
linearity). 
 
 The first step in this part of the analysis examines how the background and educational 
success indicators are related, both bivariately and multivariately, to (a) employment (versus 
non-employment, or working without pay), (b) hours of work, and (c) pay per week and per 
hour.  The findings indicate the extent to which the work measures are predictable from 
background and educational success, and thus also indicate the extent to which controls for such 
factors might modify the relationships between part-time work and other outcome measures. 
 
 The next step examines patterns of relationship between hours of work and other 
outcome measures, both bivariately and with controls for the measures of background and 
educational success.  We provide charts displaying the multivariate relationships along with the 
bivariate ones, to indicate the extent to which observed relationships with hours of work may be 
attributable to background and (prior) educational experiences. 
 
 We note in passing that the year of survey (i.e., senior class year, 1985-1989) is included 
as one of the “background” measures in the MCA analyses.  We have no substantive interest in 
this measure, but we considered it necessary to introduce it as a control in order to take account 
of any year-to-year differences in the proportion of students working, the number of hours of 
work, and (more importantly) the tendency for earnings to rise over the years simply due to 
inflation.  (To foreshadow the findings for this particular variable, it appears that such 
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relationships are essentially orthogonal to the other relationships.  Thus we are able to ignore the 
year-to-year variations; more important, we do not need to complicate the causal modeling by 
including year as one of the predictors.) 
 
 Causal modeling incorporating income, and controlling for age of drug use onset, 
using LISREL.   This phase of the analysis focuses first on the role of earnings as a factor in any 
impacts of part-time work on the drug use outcome variables.  A simple causal model is used, 
which controls for high school grades and examines the extent to which relationships between 
hours of work and outcome measures appear to be mediated via earnings.  Then the model is 
expanded to control also for age of onset of several types of drug use. 
 
     Structural equation modeling analyses with latent variables were conducted to provide a 
simultaneous estimation of the parameters while accounting for possible attenuation in the 
structural coefficients due to measurement error.  The structural equation modeling (SEM) 
analyses were conducted using LISREL VI (Joreskog & Sorbom, 1986) with maximum 
likelihood estimation procedures.  (It is recognized that the use of maximum likelihood 
estimation procedures assumes that variables are normally distributed, an assumption that is not 
always met in the present data; nevertheless, previous research has indicated that maximum 
likelihood estimation procedures are robust vis-a-vis estimation procedures that do not assume 
multivariate normality, although they appear to result in inflated standard errors and chi-square 
fit indices (e.g., see Huba & Harlow, 1987; Windle, Barnes, & Welte, 1989). 
 
     Covariance matrices served as the data base for all SEM analyses; however, results are 
presented in standardized metric to facilitate interpretation.  The fit of the models to the data was 
determined by several indices:  1) chi-square goodness-of-fit statistic, in which a non-significant 
chi-square suggests that the model provides a good fit to the data; however, this has limited 
utility in the present study because a significant chi-square is likely to result due to the power 
derived from the large sample size, and the chi-square test statistic is not robust to departures 
from multivariate normality (e.g., Joreskog & Sorbom, 1986); 2) the Goodness-of-Fit Index 
(GFI) and Adjusted Goodness-of-Fit Index (AGFI, adjusted for degrees of freedom in the 
model), in which a value of .9 or above indicates that the model provides a reasonably good fit to 
the data (Joreskog & Sorbom, 1986); and 3) normalized residuals and modification indices, 
which provide an indication of the extent and location of “stress” in the model.  The use of 
several fit indices reflects that all of the criteria have their limitations, and convergence among 
the criteria is the best overall indication of fit. 
 
 In addition, to compare the relative fit of related models and determine which is most 
acceptable, the difference in chi-square between nested models was used.  (One model is nested 
in the other if the first can be obtained from the second by fixing or constraining one or more of 
the second’s free parameters.)  A significant difference in chi-square indicates that the less 
restrictive model provides a significantly better fit than the more restrictive model.  
Alternatively, the more restrictive model is accepted over the less restrictive model when the 
difference between the two is not significant. 
 
 The LISREL analyses build upon the earlier MCA analyses in several ways.  First, the 
MCA analyses establish the appropriateness of treating key relationships as essentially linear in 
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the LISREL analyses.  Second, the MCA analyses indicate the extent to which the choice of high 
school grades as a single control variable is reasonable for these LISREL analyses (see also 
Schulenberg et al., 1990).  Finally, the MCA analyses indicate the complexities of examining 
these relationships across racial groups.  Our resolution of this latter problem, for present 
purposes, is to conduct the LISREL analyses on (non-Hispanic) White students only.  Because 
White students comprise more than three-quarters of the sample, they tend to dominate 
relationships in any case.  Nevertheless, if we were to include Black students, for example, the 
fact that they have lower levels of part-time work as well as lower levels of drug use might 
confound the relationships of primary interest unless complicated controls were introduced.  For 
these analyses we have instead opted to focus on the single largest group; later analyses may 
consider whether similar patterns of relationship apply for Blacks and Hispanics. 
 
 Another important simplification for the LISREL analyses is to confine the sample to 
those working for pay.  Since a primary focus is the extent to which variations in hours of work 
have their impacts via the (resulting) variations in income, it is necessary to restrict the analyses 





Background and Educational Success Linked to Part-Time Work  
 
 Differences in proportions of seniors working.   Before examining differences in hours 
of work, we consider a more fundamental distinction—working versus not working.  As noted 
earlier, it is probably an oversimplification to treat the absence of a part-time job during the 
senior year as simply the end point on the hours of work continuum, since at least some of those 
working zero hours would prefer to be working if they could find a suitable job.  We also 
distinguish those who reported working but earning no pay.  Table 1 presents MCA results, 
separately for males and females, for each of three dichotomous dependent variables: (1) not 
working (versus working, either for pay or not), (2) working for pay (versus not working, or 
working for no pay),  and (3) working, but not for pay (versus paid work, or not working at all).  
By treating each of these dichotomies as dependent variables, we account for the full sample.  
We can also express our results as percentages of the total sample.  For example, we can see 
from the first row in Table 1 that among males in 1985 there were 21 percent not working at all, 
71 percent working for pay, and 8 percent in non-paying jobs; and among females in 1985 there 
were 25 percent not working, 67 percent in paid jobs, and 8 percent in non-paying jobs.  The 
next rows in the table show that these proportions are quite similar across the years, although 
there is a slight increase in percentage working among males, and a slightly larger increase 
among females.  The columns labeled “Adj.” refer to the adjusted values taking account of all 
other predictors.  It is clear that these adjustments make virtually no difference in the case of 
cohort (i.e., year of senior survey).  
 
 The findings for race are more interesting, showing that the proportions of White students 
in the non-working category (18 percent for males, 19 percent for females) are much lower than 
is true for Black students (33 percent for males, 37 percent for females), and that non-
employment rates are intermediate for those in the Hispanic and Other categories.  Here again 
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the adjusted values are nearly identical to the unadjusted percentages, indicating that the race 
differences in rates of employment are not diminished when other aspects of background or 
educational success are controlled. 
 
 Parental education shows relatively little relationship with rates of employment, 
especially when other factors are controlled. 
 
 Rates of employment for seniors, especially females, are lower in the South, and in more 
rural areas.  These distinctions are actually a bit stronger and clearer with other factors 
controlled.   
 
 Males not planning on college are more likely than average to work, but the same is not 
true for females.  To a slight extent among females, and to a greater extent among males, those in 
the vocational-technical curriculum are more likely to be working.  Since these two predictors 
overlap appreciably, it is not surprising that the adjusted relationships (among males) are weaker 
than the unadjusted ones. 
 
 Males with high school GPAs of A are less likely to work than other males, but those few 
seniors with C- or D GPAs are also less likely to work than those with intermediate GPAs.  The 
latter is true also for females.  One possible explanation for the slightly lower employment rates 
among students with the lowest GPAs is that they have greater difficulty finding and holding 
jobs, perhaps for much the same reasons that they have difficulty in school. 
 
 The R-squared values at the bottom of Table 1 indicate that the background and 
educational success measures account for just under four percent of the variance in working 
versus not working among males, and just over four percent among females. 
 
 Differences in hours and pay per week.  Tables 2 and 3 present MCA results, for males 
and females (respectively) working for pay during their senior year.  These tables show how 
hours worked per week, earnings per week, and a derived measure of pay per hour (see 
Appendix A) are linked to the background and educational success measures. 
 
 Hours per week varied little across the five senior classes included in these analyses, 
whereas pay per week and pay per hour showed the expected increase over the years. 
 
 Although we noted earlier the important race differences in proportions employed, when 
we limit our focus to those who are employed we find no important differences in hours of work 
related to race.  On the other hand, Tables 2 and 3 do show higher than average weekly and 
hourly pay reported by Hispanic students, and especially by Black students.  Interestingly, the 
hourly rates of pay for Black, and also Hispanic, seniors show little or no difference by sex; 
however, the pay rates for White females are distinctly lower than those for White males.  We 
are not able in these analyses to discern the reasons for these differences, although as others have 
suggested, this gender differential in pay likely reflects the similar situation among adults 
(Mortimer et al., 1990). 
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 Hours of work do not vary substantially by region or urbanicity, but pay rates are higher 
in the more urban areas and in the Northeast. 
 
 The several indicators of educational success, and also parents’ education, are all 
negatively correlated with hours of work.  The multivariate relationships are all weaker than the 
bivariate ones, reflecting the overlap among these predictors; however, none is reduced to zero.  
Since weekly pay is largely determined by hours worked, pay per week shows much the same 
relationships with the educational success measures (albeit a bit weaker).  Pay per hour, on the 
other hand, seems not to be correlated with educational success, although those in the vocational-
technical curriculum have slightly higher hourly rates than others. 
 
 The R-squared values indicate that the background and educational success measures can 
account for nearly seven percent of the variance in hours of work by male seniors, and nearly 
five percent for female seniors.  The corresponding multiple-R values (unsquared, and adjusted 
for degrees of freedom) are .26 for males and .22 for females.  These values are larger than the 
bivariate (eta) values for the strongest single predictor (curriculum), thus suggesting the value of 
multivariate controls.  And, although the relationships are only moderate, they are strong enough 
to indicate the value of introducing such controls as we examine the relationships between hours 
of work and a wide range of possible outcome variables. 
 
 
Problem Behavior I: Employment and Hours of Work Linked to Use of Drugs  
 
 Our earlier analyses of Monitoring the Future data showed some positive association 
between hours of work and use of drugs (Bachman et al., 1981; Bachman et al., 1986).  We now 
return for a much more detailed look at such relationships, this time looking at the shapes of 
relationships both bivariately and with controls for background and educational success.  These 
analyses examine not only variations in hours of work, but also look at those who reported no 
work and those who reported working but not for pay. 
 
 The results of these and subsequent analyses using MCA are presented in two 
complementary forms: tables displaying the full MCA results showing bivariate and multivariate 
relationships between each of the predictors and the dependent variable, and figures which repeat 
the findings for hours worked graphically.  Although they are redundant with a portion of the 
corresponding tables, the figures provide the findings of greatest interest in the form which we 
judge to be most “user friendly.”  In addition, the figures exclude the “working but not for pay” 
category in order to emphasize the link between work intensity (i.e., number of hours worked) 
and substance use. 
 
 One other analysis decision also was made in the interest of “user friendly” tables and 
figures; we have presented the drug data in terms of dichotomies indicating prevalence of use, or 
of use at a particular level.  That enables presentation of findings as percentages rather than as 
means on a scale.  Converting these dependent variables to dichotomies reduces the variance to 
be explained and thus lowers eta and beta coefficients as well as R-squared values; however, the 
majority of seniors fall into a single category (non-users) along most of the drug use dimensions, 
so the reduction in variance to be explained is fairly modest.  (Table 28 provides data on strength 
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of relationships, including both continuous and dichotomous versions of the dependent 
variables.) 
 
 Cigarette use.   Most high school seniors have tried cigarettes sometime in their lifetime, 
but most have not used them within the past year.  Among the minority who report any use in the 
past year, most smoke on a daily basis and many smoke a half pack a day or more.  The results 
of MCAs using hours of work, plus background and educational success measures, to predict 
prevalence of daily smoking are shown in Table 4, and those for prevalence of half-pack or more 
smoking are shown in Table 5 and also in Figure 1. 
 
 The bivariate (i.e., unadjusted) prevalence rates show that daily smoking is least 
prevalent among those who work five or fewer hours per week; specifically, Table 4 shows that 
11.3% of males and 12.5% of females working five or fewer hours are daily smokers.  With each 
increment in hours of work, the prevalence of daily smoking rises, so that in the top category 
(more than 30 hours of work per week) the prevalence rates are 25.2% for the males and 28.3% 
for the females—more than double the rates for those working five or fewer hours.  The adjusted 
data indicate that with the background and educational success variables controlled the 
relationship is reduced somewhat, but not a great deal.  The reduction can easily be seen in Table 
4 by comparing the bivariate eta values of .134 and .123, for males and females (respectively), 
with the corresponding multivariate beta values of .084 and .083. 
 
 Table 5 shows very similar findings for half-pack or more daily smoking prevalence, 
except that the contrast between the highest and lowest categories of hours per week is even 
more striking: among those working five or fewer hours per week only about 5-6% are half-pack 
smokers, whereas among those working more than thirty hours the prevalence rate is about 
19%—a ratio of three-to-one.  Even after controlling for background and educational success, 
the ratio is greater than two-to-one. 
 
 The strong relationship between hours of work and half-pack smoking, both before and 
after controls, is clearly evident in Figure 1.  Particularly clear in the figure is the fact that the 
relationship is quite linear.  Also evident in the figure (and the tables) is the finding that those 
with no job show below average smoking prevalences (more so for males than females), but not 
as low as those working five or fewer hours.  In addition, as is evident in the tables, those 
working in non-paying jobs have smoking prevalence rates only slightly below the overall 
average.  
 
 Tables 4 and 5 provide a wealth of additional data which can only be noted in passing 
here, but which have been treated at length in other reports.  For example, we see that the very 
large Black-White differences in smoking rates (reported by Bachman et al., 1991) become even 
more pronounced when background and educational success indicators are controlled (see 
Wallace and Bachman, under review).  The tables also show that the educationally successful 
seniors are far less likely to be smokers (see Bachman et al., 1990; Schulenberg et al., 1990). 
 
 Alcohol use.  The majority of high school seniors are current users of alcohol; indeed, 
fully two-thirds of the males and nearly as many of the females reported using alcohol during the 
past month.  Table 6 and Figure 2 show that current alcohol use is positively related to number of 
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hours worked.  The relationship is fairly linear among males, whereas among females the highest 
prevalence rate occurs among those working 21-25 hours and drops off slightly for those 
working more hours.  Controlling for background and educational success reduces these 
relationships only slightly (although in the case of the females the controls slightly reduce the 
curvilinearity noted above).  Unlike the findings for cigarette use, these findings for current 
alcohol use show the lowest prevalence rates for those without jobs, and rates nearly as low for 
those with non-paying jobs. 
 
 The data for occasional heavy drinking (see  Table 7 and Figure 3) show that nearly half 
of the male seniors and more than a quarter of the females had five or more drinks in a row at 
least once during the two weeks preceding the survey.  This dimension of alcohol use also is 
positively related to hours worked, and the pattern is fairly linear among both males and females.  
Here again the prevalence rates are lowest among those not working and those in non-paying 
jobs.  Controls for background and educational success reduce these relationships just a bit more 
than is the case for monthly prevalence. 
 
 Several additional contrasts between the alcohol and cigarette findings may be worth a 
passing note.  Large differences between Black and White students are evident for alcohol use, 
particularly among females; but unlike the differences in cigarette use, these differences in 
drinking prevalence were not further enhanced by controls for other background measures and 
educational success.  Another contrast is that college plans show much stronger inverse 
correlations with smoking than with drinking, whereas grades show only moderately stronger 
bivariate relationships with smoking.  Finally, we note that parents’ education is positively 
correlated with alcohol use both bivariately and multivariately, whereas for  cigarette use, a 
negative bivariate relationship with parents’ education is reduced to near zero in the presence of 
measures indicating the students’ own educational success. 
 
 Marijuana use.  Marijuana use has been declining steadily throughout the 1980s, as 
evidenced in the top portion of Table 8.  (We note, moreover, that the eta and beta coefficients 
are nearly identical, indicating that the year-to-year changes are unrelated to the other variables 
in the MCAs.)  The prevalence rates for marijuana are much lower than those for alcohol, which 
means that there is less variance to be explained.  Still, this remains the most widely used illicit 
drug among young people. 
 
 Table 8 and Figure 4 show that marijuana use is positively related to hours of part-time 
work, although the patterns differ slightly between males and females.  Among males the 
bivariate relationship is quite modest and fairly linear, but controls for background and 
educational success leave only a small distinction between those working ten hours or fewer 
versus those working more.  Among females the bivariate relationship is somewhat stronger and 
not so much reduced by controls; but here there is little or no differentiation in marijuana 
prevalence related to variations in working time above fifteen hours. 
 
 Among both males and females, marijuana prevalence is lowest (or nearly so) among 
those not working and those in non-paying jobs. 
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 Cocaine use.  Cocaine use declined sharply after 1986, and monthly prevalence among 
high school seniors was quite low by 1989, as shown in the top portion of Table 9.  (Here again, 
eta and beta coefficients are virtually identical, indicating that this secular trend is orthogonal to 
the other relationships shown in the table.) 
 
 Table 9 and Figure 5 show that monthly prevalence of cocaine use is positively correlated 
with hours of work; indeed, among males the prevalence among those working over thirty hours 
is more than double that of those working five or fewer hours (8.7% versus 4.0%), whereas 
among females the contrast between these two groups is even greater (1.6% versus 6.4%).  The 
pattern is fairly linear, and only slightly reduced by controls for background and educational 
success.  Given the relatively high cost of cocaine, it is perhaps not surprising that prevalence is 
lowest among those not working, and next lowest among those working in non-paying jobs—at 
least in the case of males.  That pattern is not quite as clear among females (but that is a small 
distinction based on very small percentages). 
 
 Amphetamine use.  The use of this drug also declined during the latter 1980s, as shown 
in Table 10, although the shifts were smaller than was true for marijuana and cocaine.  (Once 
more eta and beta coefficients are virtually identical.) 
 
 Table 10 and Figure 6 show that monthly prevalence of amphetamine use, like the use of 
other drugs, is positively correlated with hours of work.  The findings are much like those for 
cocaine, with prevalence at least twice as high among those working more than thirty hours 
compared with those working ten or fewer hours.  There are slight departures from linearity, but 
we suspect these are largely random.  The introduction of controls reduces the relationship only 
slightly.  Among males, prevalence is lowest among those not working, and somewhat below 
average for those in non-paying jobs; among females these groups are below average also, but 
less so.  (The gender distinction here matches that noted above for cocaine, but again the 
percentage differences are small.) 
 
 Summary.  There are great variations among the five drugs reviewed here, especially in 
terms of prevalence rates among high school seniors.  Nevertheless, we have observed a number 
of important similarities across these drugs, especially with respect to their relationship to hours 
of part-time work.  First, consistent with our earlier findings and with other studies cited earlier, 
we saw positive bivariate relationships between hours of work and use of each drug.  Put more 
simply, those who work longer hours are more likely to use each of the drugs examined here. 
 
 Second, as we sought to discover whether these bivariate relationships were attributable 
to other “third” variables, we saw that the introduction of controls for background and 
educational success reduced the strength of those relationships—generally by a factor of about 
one-quarter to one-third.  On the one hand, such reductions leave most of the initial bivariate 
relationship intact; on the other hand, we must keep in mind that our set of control measures is 
necessarily incomplete, and not free from error.  Thus we infer from these partial reductions in 
relationships that if better controls were available, then the reductions would probably be greater 
(We return to this issue in a later section). 
 
 14 
 Third, we saw that the patterns of relationship between hours of work and each 
dimension of drug use were in most respects fairly close to linear, both before and after 
controlling for background and educational success.  Certainly one cannot look at the several 
tables and figures presented in this section and conclude that there is some clear and consistent 
number of hours of work above which things “get worse more quickly,” or below which the 
number of hours worked show little differential impact on drug use.  To the contrary, the most 
general interpretation of the drug use findings in this section would have to be that part-time 
work is related to drug use, and the more hours worked the greater the likelihood of use.  
Incidentally, although these mostly linear relationships are consistent with our own earlier 
analyses of drug use, they contrast somewhat with the recent findings of Steinberg and 
Dornbusch (1991); their overall index of drug use rose sharply between 1-10 hours and 11-15 
hours, but showed little further change at 16-20 hours or 21+ hours. 
 
 Fourth, we see that the use of most drugs is at or near the lowest levels among those not 
working at all—at least for males.  Among females the same pattern is clear for alcohol use, but 
not quite so clear for other drugs.  Still, if we were to base our conclusion only on the data 
presented thus far, we might well conclude that not working can indeed be treated as a simple 
end point to the continuum of hours worked.  Some of the findings reported below make that 
generalization less appropriate.  But in the case of drug use, with the possible exception of 
cigarette use among girls, it does seem to be the case that those not working are among the least 
likely to be “at risk.” 
 
 One of the reasons for the lower risk among the non-employed seniors, and also among 
those working few hours, is that they may not have as much money to spend for socializing in 
general and alcohol and drugs in particular.  Thus one of the additional factors we wish to 
explore, especially with respect to drug use, is the variation in earnings which corresponds to 
variations in hours of work.  We turn to that topic later in this report. 
 
 
Problem Behavior II: Employment and Hours of Work Linked to Other Deviant Behaviors  
 
 Drug use has been a focus of great concern in recent years, but there are a variety of other 
deviant or “problem” behaviors which for many years have been studied by those interested in 
youth and in social problems.  We turn now to a set of measures in which seniors report their 
own misbehaviors, and also their victimization by the misbehaviors of others. 
 
 The measures in this section are derived from single questionnaire forms (unlike the drug 
use measures which appeared in all forms).  Accordingly, the sample sizes are only about one-
fifth as large as those for the drug analyses, and the levels of precision are reduced by a factor of 
about 2.2 (i.e., the square root of 5).  The result is a greater degree of “bumpiness” in 
relationships; nevertheless, we will be able to detect broad patterns reasonably well.  For the sake 
of brevity, we will not discuss specific relationships involving the background and educational 
success measures, but we note that the findings are detailed in the tables. 
 
 Interpersonal aggression.  Table 11 and Figure 7 show that interpersonal aggression is 
positively correlated with hours of work, and the relationships are reduced to only a slight extent 
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when background and educational success are controlled.  Males working more than thirty hours 
per week report twice as much aggressive behavior as those working fifteen or fewer hours, and 
the story is much the same for females (although their rates of aggression are far lower than 
those of males).  (Note that the scaling of this index is such that the lowest possible score is 1.0, 
indicating zero aggressive behavior.  Therefore, even among males working over 30 hours per 
week, aggression is not that extensive.)  Among both males and females the pattern of 
association departs somewhat from linearity (as can be seen by comparing r and eta values in 
Table 28); there is little variation in aggression until hours of work are fairly long—indeed, the 
real increases involve only the longest hours worked.  Here, as was true for most dimensions of 
drug use, those not working or not in paying jobs showed very low levels of deviant behavior. 
 
 These findings offer some support for the argument that working very long hours (in 
addition to attending school) can leave seniors irritable and aggressive. 
 
 Theft.  The index of theft also is positively related to hours worked, as shown in Table 12 
and Figure 8, with little change after inclusion of the control measures.  The pattern is roughly 
linear among males, although here again prevalence jumps considerably for those working over 
30 hours per week; among females, theft seems to rise above ten hours of work but change little 
thereafter.  Those not working or in non-paying jobs showed some of the lowest levels of theft. 
 
 The findings here certainly do not suggest that the lack of money causes high school 
seniors to steal; to the contrary, those with perhaps the lowest incomes (i.e., those not paid, and 
those working few hours) also reported the least theft. 
 
 Trouble with police.  A single item asked seniors how often in the last twelve months 
they had gotten into trouble with police because of something they did; most said not at all, and 
most of the rest reported that it happened only once.  We thus chose to analyze a simple 
dichotomy, as we did for the drug use measures, and we report percentages who had any trouble 
with police.  The results in Table 13 and Figure 9 show somewhat positive correlations with 
hours of work.  Among males those not employed or not in paying jobs show the lowest 
prevalence of trouble with police; however, that is not the case for females. 
 
 On the whole, and especially in the case of males, these findings do little to support the 
notion that having students actively involved in part-time jobs will keep them out of trouble with 
police.  (Of course, this leaves open the question of how much more trouble those working long 
hours might encounter if they were not working such long hours.) 
 
 Arguing or fighting with parent(s).  Another single item asked seniors how often in the 
last twelve months they had argued or had a fight with either parent.  About half of the females 
and nearly as many males chose the top response category (five or more times), and the overall 
means show that the typical senior recalled having three or four such encounters.  (Incidentally, 
we suspect that the majority of such encounters are more aptly described as “arguments” than as 
“fights.”  Certainly the gender difference here, which contrasts sharply with gender differences 
in the aggression items, is consistent with that suspicion.) 
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 The relationships displayed in Table 14 and in Figure 10 show that as hours worked 
increase from fewer than five up to the sixteen-to-twenty hour category, arguments/fights with 
parents tend to increase; however, beyond twenty hours the pattern for males is bumpy and 
difficult to interpret, whereas for females the confrontations with parents seem to decline 
somewhat as hours of work increase beyond twenty (although the latter finding is damped down 
after controlling for background and educational success).  The lowest rates of arguments/fights 
occur among those not working. 
 
 A glance at the control measures in Table 14 reveals a number of other interesting, and 
sometimes complicated, relationships involving this particular dependent variable.  These 
include (a) very large racial differences, with Black seniors reporting substantially fewer 
arguments and fights with parents; (b) some interesting “unmasking” in which the negative 
relationships with grades become much stronger and clearer when the other predictors are 
included in the equation; (c) the finding that arguments and fights are actually positively related 
to parents’ educational attainment, to college plans, and to being in the college prep curriculum; 
and (d) the finding that reported arguments and fights with parents actually increased very 
slightly between 1985 and 1989, in spite of the fact that one potential source of such conflict—
the use of drugs—was declining. 
 
 A fairly literal reading of the hours of work findings (at least the data for females) might 
lead to the curious conclusion that either little or no work, or else long hours of work, are most 
likely to limit confrontations with parents.  But given the other interesting patterns of association 
noted above, it is not entirely clear that avoiding confrontations is optimal.  We are left with an 
interesting set of findings which call for much more thorough exploration, but we must defer that 
for now and return to our main focus on part-time work. 
 
 Victimization.  We reported above that those working longer hours are generally more 
likely to be perpetrators of aggression and theft; now we consider whether they are also more 
likely to be on the receiving end of such behaviors.  Our earlier analysis examined a number of 
items separately, and nearly all showed “...a clear tendency for higher rates of victimization 
among those working the longest hours” (Bachman et al., 1986, p. 92).  For present purposes we 
employ a single index of victimization. 
 
 Table 15 and Figure 11 show somewhat bumpy but predominantly positive associations 
between hours of work and victimization.  At the extremes, rates of victimization are at least half 
again as high among those working more than thirty hours compared with those working five or 
fewer hours, or those with no job.  Controlling for background and educational success leaves 
these patterns virtually unchanged.  These findings are generally consistent with our earlier ones, 
but in the early study we also examined a more specific measure of victimization in school 
(inside or outside or in a school bus).  Our summary and interpretation of the earlier findings on 
victimization bears repeating here: 
 
 “Is there something specific to the work environment that causes these higher levels of 
victimization?  If so, then we might expect to find little or no relationship between hours of work 
and victimization in school. (Indeed, because those working longest hours on the job tend to 
spend less time in school, their rates of in-school victimization might actually be lower than 
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average.)  In fact, however, nearly two-thirds of all victimization among high school seniors 
occurs in school (including school grounds and busses), and this ratio is just the same for those 
working many hours outside of school as for those with few or no hours on a job.  It thus appears 
that the relationship between working hours and victimization reflects something more than 
particular job environments and experiences.  The more likely explanation is that those who seek 
and obtain long hours of work while in high school depart from average in a number of respects, 
including both delinquency and victimization” (Bachman et al., 1986, p. 92). 
 
 Summary.  Like the measures of drug use examined in the preceding section, these 
several measures of other deviant behaviors have shown generally positive relationships with 
hours of work, although some of the patterns have departed from linearity in various ways.  
There is little in these shapes of relationship, taken together, which would indicate some optimal 
number of hours that high school students could work before generating some increase in 
problem behavior.  Rather, it appears that each increase in number of hours worked is associated 
with an increase in one or more of the problems.  Causal interpretations, of course, remain more 
difficult; however, it should be recalled that the introduction of controls for background and 
educational success did little to change the bivariate relationships in this section. 
 
 We note also that the findings in this section generally showed those with no job to be at 
or near the bottom of each scale of deviant and problem behaviors.  We noted in our summary of 
the drug use findings that the evidence in that section points mostly to the interpretation that not 
working can reasonably be viewed as the end point on the continuum of hours of work.  The 
findings in this section could be used to support the same conclusion.  In the next sections, 
however, we will see some findings which suggest that we should continue to treat not working 
as a separate category rather than as the end point of the continuum. 
 
 
Time Use I: Employment and Hours of Work Linked to Health-Related Behaviors  
 
 One of the criticisms of part-time work among high school students, especially when it 
involves long hours, is that it steals time from other important activities—including such 
important matters as taking time to eat breakfast, getting enough sleep, and periodically 
exercising.  In this section we examine each of these three behaviors, again using questionnaire 
data from one fifth of the total sample. 
 
 Getting enough sleep.  To the question “How often do you get at least seven hours of 
sleep?” the median response among high school seniors is “Most days” (which is the fourth 
category on a six-point scale ranging from “Never” to “Every day”).  Table 16 and Figure 12 
show relatively strong negative correlations between hours of work and getting seven hours of 
sleep.  The relationships are equally strong among males and females, they are almost perfectly 
linear, and they are utterly unaffected by controls for background and educational success.  
Among males, those not working, and those working in unpaid jobs, are nearly as well off (in 
terms of sleep) as those working up to five hours.  Among females, those not working are most 
likely to get seven hours of sleep, whereas those working in non-paying jobs are about average in 
terms of sleep. 
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 Eating breakfast.  The responses to the question about eating breakfast are bimodal: 
more than a third of the males, and even more females, report that they seldom or never eat 
breakfast; more than a third of the males, but only half as many females, report doing so every 
day or nearly every day.  The relationships with hours of work are displayed in Table 17 and 
Figure 13.  Here again the behavior shows fairly strong negative correlations with hours of work, 
and patterns which are nearly linear.  Here, however, there is a modest reduction in the strength 
of relationship when other factors are controlled.  Again, those with no job do somewhat better 
than average, but not as well as those working very few hours. 
 
 Exercising vigorously.  The question about exercise refers to jogging, swimming, 
calisthenics, or any other active sports.  We suspect that some respondents are unlikely to include 
vigorous work activity within this category, and thus any on-the-job exercise is likely to be 
underestimated.  The relationships involving this measure are shown in Table 18 and Figure 14.  
The results are similar to those for the other health-related behaviors—up to a point.  As hours of 
work increase the likelihood of exercise goes down, up to the category of 21-25 hours of work.  
Beyond that point, however, further increases in hours are associated with increased reports of 
exercise.  This is true for both males and females, and the pattern becomes more pronounced 
when background and educational success are controlled.  It may be that working long hours 
often includes enough vigorous activity to be reported in this question (in spite of the wording 
bias in favor of sports).  It seems less plausible to us that increasing the hours committed to part-
time work by another five or ten or more hours would free up more time for sports.  Here again 
those without jobs are better off than average (i.e., exercise more), but not as well off as those 
working just a few hours. 
 
 Summary.  If we were looking for a “smoking gun” to help convict long hours of part-
time work as a hazard for high school students, our best candidate thus far is the relationship 
with hours of sleep.  Controls for likely prior causes such as background or educational success 
have no effect whatever on this relationship.  And the interpretation seems completely straight 
forward: students who spend more hours on the job simply have less time for sleep.  To a 
considerable extent, they also short-change themselves with respect to other health-relevant 
behaviors such as eating breakfast and exercising vigorously.  On the other hand, these findings 
also show that in general those who work ten or fewer hours per week are no worse off than 




Time Use II: Employment and Hours of Work Linked to Truancy, Dating, and Evenings 
Out  
 
 If long hours of part-time work result in fewer hours for sleep, exercise, and proper 
eating, then perhaps this competition for time is also reflected in greater frequencies of truancy 
and less time for dating and other evenings out for recreation.  In this section we explore these 
questions, using items which appear on all questionnaire forms. 
 
 Truancy.  Males miss more days of school than females (for reasons other than illness); 
however, Table 19 and Figure 15 indicate that for both sexes those working more than thirty 
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hours on a job miss twice as many days, on average, as those who work five or fewer hours (note 
that the lowest possible score is 1.0, indicating zero days missed).  The relationships are 
essentially linear, and are reduced only modestly when background and educational success are 
controlled.  Those with no job are roughly comparable to those working just 6-10 hours on a job.  
Very similar, albeit weaker, patterns were found for a measure of classes skipped (data not 
shown). 
 
 Evenings out for fun and recreation.  Do those who work long hours have less time to 
go out just for fun and recreation?  The results in Table 20 and Figure 16 show only weak 
relationships which appear curvilinear.  Those working 16-20 hours per week are most 
frequently out for fun and recreation, whereas increased hours beyond that seem associated with 
slightly fewer evenings out.  However, the eta and beta coefficients are very low, thus indicating  
that evenings out have little to do with work intensity. 
 
 Dating.  Does the time competition of long hours on a part-time job give seniors less time 
for dating?  Here the findings, displayed in Table 21 and Figure 17, are unequivocal—and the 
answer is negative.  Or perhaps it would be more accurate to say that in spite of whatever time 
restrictions their jobs impose, those who work longer hours average more evenings out on dates.  
(We should note, however, that all of the categories shown in Table 21 averaged below 4.0, 
which corresponds to dating once a week.) 
 
 Among males there is fairly linear positive association between hours worked and 
frequency of dating, those with no job or no paid work date least frequently of all, and the 
bivariate relationship is virtually unchanged by the inclusion of controls for background and 
educational success.  Among females the relationship is linear up to the 21-25 hours category, 
but higher hours are not associated with any increase in dating.  Females not working and those 
with non-paying jobs show rates of dating just above those for females working five or fewer 
hours.  These relationships for females are reduced slightly by the controls. 
 
 The findings for dating suggest once again the importance of the income associated with 
work—all the more so when we note that the pattern is a bit clearer for males, given that the 
financing of dating still tends to fall more heavily on males than on females. 
 
Subjective Experiences: Employment and Hours of Work Linked to  
Satisfaction and Self-Esteem   
 
Most of the outcomes considered thus far have been rather objective indices of 
psychosocial functioning.  But any verdict regarding work status and intensity during 
adolescence should depend also on how they influence adolescents’ self-reported happiness and 
well-being.  In this section we consider subjective indices related to satisfaction with life overall, 
to satisfaction with specific aspects of adolescents’ lives and to self-esteem.  The questionnaire 
data are based on one-fifth of the total sample, and consist of responses to five questions 
regarding extent of satisfaction (higher scores reflect greater satisfaction) and five questions 
regarding self-esteem (totaled and used as an index score).  As will be obvious, males report 
greater satisfaction and self-esteem than females, a finding consistent with other studies on 
emotional well-being during adolescence. 
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 Satisfaction with life.  Results regarding satisfaction with life are presented in Table 22 
and Figure 18.  For males, the relationship between work intensity and satisfaction with life 
appears non-linear, with those working 6 to 10 hours per week reporting the greatest satisfaction 
with life, followed by those who work for no pay.  Those who do not work report about the same 
level of satisfaction with life as those who work 11 to 30 hours per week.  Those working more 
than 30 hours report the least satisfaction with life.  The adjusted scores tell a similar story, with 
the adjustments serving to lower somewhat the scores for those working fewer hours and to 
increase the scores for those working more hours. 
 
For females, the relationship again appears non-linear.  As with males, those working 6 to 
10 hours a week as well as those working without pay report the greatest satisfaction with life.  
There appears to be little difference in reported satisfaction among those working 1 to 5 and 11 
to 25 hours per week.  However, after 25 hours per week, there is a sharp decline in reported 
satisfaction, particularly among those working more than 30 hours per week.  With the exception 
of decreasing reported satisfaction among those working 1 to 5 hours, the adjustments had 
relatively little impact on the scores. 
 
 Satisfaction with self.  Results regarding satisfaction with self are presented in Table 23 
and Figure 19.  As is evident, there is little relationship between work intensity and satisfaction 
with self for both males and females.  It is noteworthy, however, that working more than 30 
hours per week is associated with the highest average levels of satisfaction with self among 
males, but the lowest average levels among females.  This is similar to the findings of Yamoor & 
Mortimer (1990).  Among females, those who do not work report the greatest satisfaction with 
self, followed by those who work 6 to 10 hours per week and those who do not work for pay.  
For both males and females, adjustments had little impact on the scores. 
 
 Satisfaction with amount of fun.  Results regarding satisfaction with how much fun one 
is having are presented in Table 24 and Figure 20.  For males, the relationship is somewhat 
negative, but bumpy.  Those who work 6 to 10 hours per week report the greatest satisfaction 
with how much fun they are having, followed by those who work for no pay.  There appears little 
difference in reported satisfaction with amount of fun among those not working, those working 1 
to 5 hours, and those working 11 to 30 hours.  Reported satisfaction with amount of fun appears 
lowest among those who work in excess of 30 hours.  The controls exerted little impact on the 
scores. 
 
For females, the relationship is clearly non-linear, with reported satisfaction with amount 
of fun being highest among those who work 6 to 10 hours a week.  Reported satisfaction declines 
in a linear fashion thereafter with increasing hours, until a considerable drop in satisfaction 
among those working more than 30 hours per week.  Females who worked only 1 to 5 hours per 
week reported satisfaction levels in line with those who worked 21 to 30 hours per week.  Those 
not working reported satisfaction levels above the mean, whereas those who worked without pay 
reported satisfaction levels near the mean.  Again, the controls exerted little impact on the scores. 
 
 Satisfaction with leisure time.  One might suspect, given the previously-described results 
regarding time constraints (e.g., sleep-time), that satisfaction with leisure time is negatively 
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related to work intensity.  As is evident in Table 25 and Figure 21, such is the case for both 
males and females.  The relationships are nearly linear, fairly strong, and virtually unaffected by 
the control variables. 
 
 Satisfaction with job.  The final aspect of satisfaction considered is job satisfaction.  
Results are presented in Table 26 and Figure 22.  (As indicated in Table 26, some of the 
non-working students—about 15% of the non-working males and 10% of the non-working 
females—responded to this question.  These subjects may be responding to a previous job; in any 
case, their numbers are sufficiently large to suggest that their definition of “a job” as they answer 
this question is less stringent than the one used in the job status/work intensity question 
described previously.  In Figure 22, only those who worked are included.) 
 
For males, the relationship is non-linear, with job satisfaction lowest among those 
working 11 to 15 hours (a level of work intensity that appears to be optimal for some other 
outcomes), and highest among those working in excess of 30 hours.  For females, the 
relationship is somewhat linear, with job satisfaction highest among those working 16 hours or 
more a week (especially once controls are included).   
 
 Self-esteem.  Table 27 and Figure 23 summarize the findings for self-esteem.  For males, 
there appears to be virtually no relationship between hours worked per week and self-esteem.  
For females, there is some “bumpiness” in the relationship, with self-esteem being slightly lower 
among those not working.  Nevertheless, as for males, there appears to be little connection 
between hours worked and self-esteem among females. 
 
 Summary.  The satisfaction indices provide unique and important information regarding 
the impact of work status and intensity.  Among the more striking findings, those working 6 to 
10 hours per week (both males and females) tend to be among the most satisfied.  For females, 
working only 1 to 5 hours per week does not appear to engender high levels of satisfaction, a 
finding that may be due less to the number of hours, per se, than to the type of work that females 
working less than 5 hours per week are likely to hold (e.g., babysitting).  For males, those 
working the longest hours (i.e., over 30 hours per week) report both the highest job satisfaction 
and highest satisfaction with self.  At the same time, they report the lowest satisfaction with fun 
and recreation.  These patterns generally hold for females working the longest hours, with the 
exception of satisfaction with self.  Perhaps working at a near full-time level during the senior 
year of high school, especially among males, engenders more of an adult-like perspective on 
work, and perhaps these students are a few steps closer to assuming adulthood roles than their 
age-mates working fewer hours.  As noted in previous studies (e.g., Bachman et al., 1986; 
Steinberg & Dornbusch, 1991), self-esteem shows little association with number of hours 




LISREL Results: Substance Use  
 
Structural equation modeling (SEM) analyses were conducted in an effort to distinguish 
the impact of work intensity from the impact of salary on substance use.  In addition, the SEM 
analyses were used to estimate the impact of previous experience with drugs and alcohol on the 
relationship between part-time work and current drug and alcohol use. 
 
Separate analyses were conducted for each substance use outcome for males and females.  
In addition, two causal patterns were tested:  a) the impact of work intensity and pay per week on 
each index of substance use, while controlling for high school grades; and b) the same causal 
pattern with the addition of previous experience with drug and alcohol use (i.e., a retrospective 
account of the grade level when a given substance was first used) as an exogenous construct. 
 
 Measurement models.  With the exception of the “early drug use” construct, all 
constructs were measured with single indicators.  As recommended by Hayduk (1987), error 
terms were estimated and included in an effort to exclude measurement error from the structural 
coefficients.  These estimations were based on previous analyses (e.g., O’Malley, Bachman, & 
Johnston, 1983), and reasonable estimates based on preliminary analyses.  The “early drug use” 
construct was measured with five items pertaining to the respondent’s grade level when he or she 
first tried cigarettes, tried alcohol, got drunk, smoked cigarettes on a daily basis, and tried 
marijuana.  Responses were reverse-coded, such that a high score indicates earlier use of drugs 
and alcohol.  We note that this is clearly an imperfect control of previous drug and alcohol use, 
but it does provide some insight into potential causal relations.  Additional information regarding 
the measurement models is provided in Appendix C. 
 
 Cigarette use.  The structural component of Pattern A is illustrated in Figure 24.  (Unique 
factor variances are not presented for “hours” and “pay,” but are easily calculated by squaring 
the incoming path and subtracting the quantity from 1.00.)  As is evident, high school GPA is 
hypothesized to contribute to both work intensity and current cigarette use, and work intensity is 
hypothesized to contribute to weekly salary.  Four versions, or models, of Pattern A were tested 
to determine whether work intensity (i.e., path a) and/or salary (i.e., path b) also contribute 
directly to current cigarette use.  In Model 1, both path a and b are hypothesized to be zero; in 
Model 2, only path a is hypothesized to have a significant influence (path b is zero); in Model 3, 
only path b is hypothesized to have a significant influence (path a is zero); and in Model 4, both 
path a and b are hypothesized to have significant influences on cigarette use.  These four models 
are “nested,” thus making it possible to compare them statistically to determine which provides 
the best fit (note that Model 2 and 3 are not directly comparable because one is not nested in the 
other). 
 
The structural component of Pattern B is illustrated in Figure 25.  (Again, unique factor 
variances are not presented.  For “Hours,” the variance accounted for is the sum of the square of 
the two incoming paths, and twice the product of each incoming path and the correlation between 
the two endogenous paths; the corresponding unique factor variance is the variance accounted 
for subtracted from 1.00.  For “pay,” the unique variance is the square of the incoming path 
subtracted from 1.00.)  Pattern B builds on Pattern A by including the early drug use construct.  
This construct is hypothesized to be correlated with high school GPA, and to contribute to work 
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intensity and current cigarette use.  The four models of Pattern B are analogous to those of 
Pattern A.  Thus, in comparing the accepted models for Pattern A and Pattern B, it is possible to 
determine the extent to which work intensity and salary contribute to current cigarette use 
“unadjusted” and “adjusted” for the influence of early drug use. 
 
As is evident in both Figures 24 and 25, fit indices are provided for each model; these 
include chi-square goodness of fit statistic, Goodness of Fit Index (GFI), and Adjusted Goodness 
of Fit Index (AGFI) (see previous description in Methods section).  In addition, for each model, 
the figure provides the estimated beta coefficients for work intensity (path a) and salary (path b), 
and the percentage of variance in current cigarette use accounted for in the model (i.e., unique 
factor variance subtracted from 1.00, multiplied by 100).  An asterisk indicates which model was 
judged most acceptable, based on the size (and significance) of the coefficients, chi-square tests 
for nested models (see previous description in Methods section), and parsimony.  All structural 
coefficients are in standardized metric.  The coefficients provided in the figures are from the 
accepted model (the values of these coefficients varied little, if at all, across the different 
versions of the models). 
 
In considering Pattern A for males in Figure 24, each of the models provide a rather good 
fit to the data.  Models 2, 3, and 4 provide a significant improvement in fit over Model 1 (each 
nested chi-square was significant at the .001 level).  Model 4 provides a significantly better fit 
than Model 3 but not Model 2.  Between Models 2 and 4, Model 2 is selected because:  a) they 
provided equally good fits, but Model 2 is more restrictive and thus more parsimonious; and b) 
the coefficients for paths a and b in Model 4 reflect what may be called a “beta bounce,” in 
which one coefficient is compensating for the other — this is likely to reflect a specification 
error, suggesting that Model 4 would not be acceptable.  Thus, within the constraints of Pattern 
A, cigarette smoking among males is positively influenced by work intensity (path a), but not at 
all influenced by salary.  For females, however (following the same logic of model comparison), 
Model 4 provides the most acceptable fit.  Thus, in contrast to males, salary does have an 
influence on current cigarette use among females.  In fact, salary appears to have a stronger 
direct effect than does work intensity, although work intensity also operates indirectly via salary. 
 
In considering Pattern B for males in Figure 25, it is again evident that each of the four 
models provide a good fit to the data.  As was the case with Pattern A, Model 2 provides the 
most acceptable fit to the data within Pattern B (the same logic of model comparison detailed 
previously was followed here).  It is noteworthy that early drug use contributes positively to 
current work intensity, suggesting that at least some of the negative influence typically attributed 
to part-time work is due to selection factors (i.e., those who used drugs earlier than their peers 
currently work more hours and smoke more cigarettes than their peers).  Indeed, the inclusion of 
early drug use served to reduce the magnitude of the effect of work intensity on current cigarette 
use by a factor of almost 3 (.15 vs .06).  Furthermore, in terms of variance explained, Model 2 
provides only a very small improvement over Model 1. 
 
In Pattern B for females we see again that early drug use contributes positively to current 
work intensity.  We also see in Pattern B that once early drug use is included in the model, the 
direct effect of work intensity on cigarette use is no longer significant, and the influence of salary 
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is reduced by about one-half to an almost trivial effect.  Indeed, Model 3 (the accepted model) 
provides no improvement at all over Model 1 in terms of explained variance. 
 
 Alcohol use.  The results regarding current alcohol use are presented in Figures 26 and 27 
for Patterns A and B, respectively.  For Pattern A among males, Model 2 provides the most 
acceptable fit, indicating that work intensity, but not salary, has a direct (positive) effect on 
alcohol use.  Among females, it is salary rather than work intensity that has a direct positive 
effect on current alcohol use.  Thus, while work intensity has an indirect effect via salary, it has 
no direct effect.   
 
 For Pattern B among males, the story is similar as it is for Pattern A, but the inclusion of 
early drug use serves to reduce the influence of work intensity on current alcohol use by a factor 
of almost 3.  Moreover, none of the other models explains any more variance than Model 1.  
(Note:  Technically, in Pattern B, Models 2, 3, and 4 each provide a significantly better fit than 
does Model 1; however, the fit is not all that much better in the other models, and given the size 
of the coefficients for paths a and b, Model 1 is the most parsimonious model.)  Likewise, for 
Pattern B for females, the magnitude of the influence of salary is reduced considerably (by a 
factor of over 3) once early drug use is included in the model.  Again, for Pattern B the other 
models provide no improvement over Model 1 in terms of explained variance.   
 
 Heavy alcohol use.  The findings for heavy alcohol use (i.e., number of times in the last 
two weeks that the individual had five or more drinks in a row) are quite similar to those for 
current alcohol use.  As is evident in Figure 28, for males, Model 2 is most acceptable for Pattern 
A.  That is, work intensity, but not salary, has a direct positive effect on heavy alcohol use.  For 
females, it is again salary and not work intensity that has a direct positive effect (i.e., Model 3 for 
Pattern A).  As evident in Figure 29, once early drug use is included in the model for males, the 
effect of work intensity is reduced by about one-half, although it remains a significant predictor 
of heavy alcohol use.  Nevertheless, although Model 2 is accepted for males, it demonstrates 
little improvement over Model 1 in terms of explained variance in heavy alcohol use.  For 
females, when early drug use is included, the impacts of both work intensity and salary are 
essentially reduced to zero.  That is, as evident in Figure 29, Model 1 proves to be the most 
acceptable model, indicating that any linkage between part-time work and heavy alcohol use 
among females is entirely attributable to their common relationship to early drug use (i.e., it is 
spurious). 
 
 Marijuana use.  The results for current marijuana use are presented in Figures 30 and 31 
for Patterns A and B, respectively.  For males, Model 2 is accepted for Pattern A, indicating once 
again that work intensity, rather than salary, has a direct positive influence on substance use.  For 
females in Pattern A, it is again salary rather than work intensity that has a direct positive 
influence on substance use (i.e., Model 3 is accepted).  Once early drug use is included for males 
(Pattern B), Model 1 proves to be the most acceptable.  That is, the inclusion of early drug use 
serves to eradicate any effect of part-time work on current marijuana use.  Likewise, for females, 
once early drug use is included (Pattern B), any effect of part-time work on current marijuana 
use is eradicated (i.e., Model 1 is accepted). 
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 Cocaine use.  The final substance use indicator to be considered is current cocaine use, 
and the findings are presented in Figures 32 and 33  for Patterns A and B, respectively.  For 
Pattern A, the findings are remarkably consistent regardless of gender.  That is, it is clearly 
salary rather than work intensity that has a direct positive effect on current cocaine use for both 
males and females (i.e., Model 3 was most acceptable).  Given that cocaine costs considerably 
more than other substances, these findings are not surprising. 
 
 As evident in Figure 33, the inclusion of early drug use reduces the impact of salary on 
cocaine use by roughly one-half for males and females.  Given the rather trivial magnitude of the 
salary paths, as well as the lack of increase in variance explained, Model 1 is accepted for both 
males and females. 
 
 Summary.  It must be noted that based on the LISREL analyses, the models that exclude 
any direct influence of part-time work (work intensity and salary) are generally well-fitting 
models.  In most cases, the inclusion of direct part-time work effects significantly increase the fit 
of an already acceptable model.  This is not to deny the explanatory importance of part-time 
work on substance use, but only to place it within a “bigger picture.” 
 
There is a clear pattern of gender differences.  For males, work intensity, rather than 
salary, tended to have a direct positive influence on substance use.  The opposite was true for 
females.  However, when cocaine is the outcome measure, the effect of salary is stronger than 
that of work intensity for both females and males. 
 
The inclusion of early drug use tended to “dampen-down” the impact of part-time work 
for both males and females; in the case of current marijuana, alcohol, and cocaine use, the 
inclusion of early drug use completely eradicated the impact of part-time work.  Early drug use 
was found to positively influence work intensity, and indirectly, salary, suggesting that part-time 
work may not be as strong a causal agent of substance use as is typically considered (cf. 
Steinberg et al., 1982; Steinberg & Dornbusch, 1991).   
 
 
SUMMARY AND CONCLUSIONS 
 
 Should an adolescent work during the school year?  And, if so, how much?  These 
questions remain difficult, at least for us, because we think the answers depend heavily on initial 
assumptions and the analysis strategies which are based on those assumptions.  Of course, it also 
depends on the type of work, and how that work may fit into the adolescent’s future goals. 
 
 The observations of Steinberg and Dornbusch, based on their recent study of the impacts 
of adolescent employment, provide one set of answers to the above questions:  “Contrary to the 
popular belief that working during adolescence is beneficial to young people’s development, the 
findings presented here indicate that the correlates of school-year employment are generally 
negative” (1991, p. 309).  Do their findings suggest to them any “optimal” level at which part-
time work is better than no job at all?  “Unfortunately, with few exceptions, the analyses 
presented in this study do not reveal clear hours thresholds beyond which the correlates of 
employment become dramatically more negative” (p.310).  Steinberg and Dornbusch then draw a 
 26 
straightforward conclusion:  “The most prudent interpretation of these data, therefore, suggests 
simply that the potential risks of part-time employment during the school year increase with 
increasing time commitments to a job” (p. 310). 
 
 
Bivariate Relationships and Possible Implications  
 
 Our own bivariate findings from the present analyses of seniors in the classes of 1985-
1989, along with most of our earlier analyses (Bachman et al., 1986), are largely consistent with 
the above observations by Steinberg and Dornbusch.  As reported in Figures 1-15 (solid lines 
showing bivariate relationships), hours of work are positively correlated with smoking cigarettes, 
drinking alcohol, using illicit drugs, interpersonal aggression, theft, trouble with police, 
arguments with parents, victimization, lack of sleep, lack of exercise, and truancy.  Hours of 
work are negatively correlated with seniors’ satisfaction with the way their leisure time is spent 
and the amount of fun they are having (Figure 20 and 21).  The fact that hours of work are 
correlated with frequency of dating (Figure 17) may be one positive finding from a teenager’s 
perspective, but in the eyes of some parents even that may not be an unalloyed benefit.  It is 
worthwhile to note that self-esteem showed little association with hours worked. 
 
 In the present analysis we have been able to examine the shapes of relationships with 
hours of work in considerable detail; whereas Steinberg and Dornbusch (1991) used four 
categories (1-10 hours per week, 11-15, 16-20, 21+), we used seven (1-5 hours per week, 6-10, 
11-15, 16-20, 21-25, 26-30, 31+), and we were able to observe some important variations at the 
upper levels of hours worked.  We found some departures from linearity, to be sure; however, 
these departures were not consistent across variables and often not even consistent between 
males and females on the same variable.  Table 28 summarizes the bivariate relationship between 
hours worked and each of the dependent variables, separately by gender (similar information is 
provided in Appendix B for those who work but not for pay).  We present hours of work once 
with the zero category included, and then again with that category excluded.  Two indicators of 
strength of relationship are compared: the product-moment correlation (r), which reflects only 
linear relationship; and, the eta statistic, which reflects both linear and non-linear relationship.  
The degree of non-linearity is reflected by the extent to which eta exceeds the corresponding r 
value.  As is evident throughout Table 28, the dominant finding remains that with each increase 
in numbers of hours worked most of the associated problems tend also to increase.  Thus, a fair 
reading of our bivariate findings would be that 1-5 hours of work per week is “better” for seniors 
than 6-10 hours, which in turn is “better” than 11-15 hours, and so on. 
 
 Is no work at all better than 1-5 hours per week?  Here the differences generally are small 
and not at all consistent.  Thus one might reasonably conclude that there is little or no “harm” in 
seniors working a very few hours per week, and such work may be beneficial. 
 
 
MCA Results Controlling Background and Educational Success  
 
 The bivariate findings summarized above are of descriptive value, but they do not clearly 
confront the central problem in cross-sectional studies of students’ part-time work:  are those 
 27 
things which correlate with hours of work also the consequences of such work?  As Steinberg 
and Dornbusch acknowledge, “It is not possible to rule out the arguments that the results merely 
reflect differential selection into the workplace...” (1991, p.311); nevertheless, it seems clear that 
those authors favor a particular causal interpretation, as indicated by statements such as, “... 
students who work long hours do less well in school than their peers,” and such differences are 
“... of sufficient magnitude to warrant concern” (p. 310).  Our interpretation of that relationship 
is somewhat different; although we agree that long hours of work may contribute to poor school 
performance, we think it is especially likely that students with a history of poorer grades and less 
interest in present (and future) schooling are—as a consequence—more willing to spend long 
hours in a part-time job.  That latter causal interpretation was incorporated in our multivariate 
analyses, as noted earlier, even though it involved some risk of “overcontrolling” educational 
success. 
 
 Now, as we review the MCA results, it seems that any overcontrolling of educational 
success was probably not a serious problem.  Controlling educational success, as well as various 
background factors, certainly “damped down” the apparent effects of hours of work on some 
outcome measures, especially drug use.  On the other hand, even after all such controls, 
substantial positive relationships between hours of work and drug use remained (see Figures 1-
6).  Moreover, some of the bivariate relationships were little changed after the inclusion of the 
other predictors.  Most notably, for the outcome dimension where causal interpretation seems 
clearest and most straightforward—loss of sleep time as a result of high hours of part-time 
work—controlling for educational success and background factors did not modify the bivariate 
relationship at all (see Figure 12). 
 
 Table 29 provides a summary of the strength of bivariate (eta) versus multivariate (beta) 
relationship with work status and intensity, based on the detailed MCA results in Tables 4-27.  
The MCA analyses give us a rather complex answer to the question of whether the correlates of 
part-time work are also its consequences.  When the controls for background and educational 
success show virtually no impact (e.g., the negative correlation between hours of work and hours 
of sleep), we have greater confidence in suggesting a causal interpretation.  But when the 
controls lead to important reductions in strength of relationships (e.g., the positive relationships 
with drug use, which showed multivariate coefficients about one-quarter to one-third lower than 
the bivariate coefficients), then we are left with the difficult question of whether we have 
“overcontrolled” or “undercontrolled.”  In our judgment, the MCA results probably reflect 
insufficient rather than excessive controls, for three reasons:  First, although we view our 
educational success measures as mostly causally prior to senior year hours of work, the MCA 
multiple regression approach does not impose such a causal ordering—it simply treats both 
(along with background factors) as “co-equal” predictors of each dependent variable.  Second, 
our set of control measures is surely incomplete.  Third, the MCA program makes no adjustment 
for measurement errors, and thus falls short of fully controlling those dimensions which have 







LISREL Results Controlling GPA and Earlier Drug Use  
 
 Our LISREL analysis strategy deals with each of the three problems of insufficient 
controls mentioned above: it treats high school grade point average as causally prior to senior 
year hours of work; it includes measures of prior drug use as predictors; and it incorporates 
adjustments for measurement errors.  But the LISREL analyses also involve greater risks that we 
have “overcontrolled”—particularly by including as exogenous variables the measures of grade 
at first use of various drugs.  For example, large proportions of seniors have never used 
marijuana, and for all of them the answer to the grade at first use question (“never”) is a perfect 
match to the answer to the current use question (“not at all”).  Similarly, although most seniors 
have tried cigarettes, most were never daily smokers and most report no cigarette use at all in the 
past thirty days.  So for those with no experience with daily cigarette use, or with marijuana use, 
it could be argued that the age/grade of onset measure is in some sense “confounded” with the 
corresponding measure of current use.  For this and other reasons, we would much prefer true 
panel data spanning the high school years, with drug use measures obtained several years prior to 
senior year. 
 
 Given the present Monitoring the Future dataset, however, the retrospective accounts of 
age/grade of first use provided our best opportunity for a first approximation of what true panel 
data might reveal.  In any case, the LISREL results are dramatic: the age/grade of onset measures 
treated as exogenous variables “explain” substantial amounts of the variance in current drug use, 
and hours of work (and also earnings) add nothing or virtually nothing in the way of additional 
explained variance. 
 
 The most serious limitation in these LISREL analyses is not, in our view, the possibility 
that we have overcontrolled earlier drug use.1  Rather, the real problem lies in our lack of 
measures and resultant inability to control for some other highly relevant dimensions of earlier 
experience: hours of part-time work (and earnings) during earlier grades.  When we control 
earlier drug use we are able to provide at least an approximate answer to the question: Do senior-
year hours of part-time work have an impact on changes in drug use—i.e., on senior-year drug 
use above and beyond that predictable from earlier drug use?  That is an interesting and 
important question, to which our answer is largely negative.  However, we must keep in mind 
that another even more important question has been left unanswered:  To what extent does part-
time work in earlier grades influence contemporaneous and subsequent drug use? 
 
 
Earnings as a Factor Linking Hours of Work to Drug Use  
 
 We return now to the simpler LISREL analyses, Pattern A, which treated only GPA as an 
exogenous variable, and which focused primarily on the question of whether hours of work per 
week may affect drug use directly and/or indirectly via weekly earnings.  At first blush these 
analyses may seem to be of little interest, given that the addition of the early drug use measures 
in Pattern B largely “washed out” the Pattern A effects.  But as suggested in the previous section, 
                                                 
1     We note, in this connection, that the LISREL path coefficients from age/grade of onset to current use are distinctly 
lower than the one- and two-year stability estimates for drug use during the first years after high school.   
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the pattern B analyses are misspecified (“unbalanced,” in effect) because they include controls 
for earlier drug use but none for earlier part-time work.  The Pattern A analyses, on the other 
hand, present what may be a more balanced picture of the relationship which has evolved 
between work and drug use during the high school years. 
 
 The Pattern A LISREL results suggest that to the extent that hours of part-time work have 
impacts on smoking, drinking, and marijuana use, those effects among males are mostly direct, 
whereas among females they are mostly indirect via earnings.  For cocaine use, however, any 
effects among both males and females appear to be mostly indirect via earnings. 
 
 The finding that cocaine use is directly linked to income is quite plausible, given the high 
cost of cocaine.  Less easily explained are the sex differences—the findings that smoking, 
drinking, and marijuana use are more directly linked to income among females than among 
males.  One possibility, which is not readily explored with the present dataset, is that those 
females whose part-time work is relatively low paying baby-sitting may be less likely to be 
involved in drug use. 
 
 In any case, the Pattern A LISREL findings provide at least some support for the notion 
that long hours of part-time work may contribute to drug use among students simply by 
providing them with more spending money.  Other analyses of Monitoring the Future samples 
(Bachman, 1983) have shown that relatively small portions of high school seniors’ earnings are 
set aside for college or other long-range saving; instead, the largest category is so-called 
“discretionary” spending.  Most students working long hours are thus not working to build a 
future through education or to contribute to family finances.  Rather, it appears that their 
earnings are devoted primarily to supporting their current lifestyles.  It has been argued 
elsewhere that a variety of problems and risks may be associated with such “premature 
affluence” (Bachman, 1983).  The present analyses provide some additional evidence that drug 
use may be among these problems. 
 
 
Work Intensity as Part of a Syndrome  
 
 If we focus especially on drug use and other problem behaviors, the bivariate data clearly 
show positive correlations with work intensity, but we have seen that these correlations are at 
least partly attributable to prior differences in background characteristics and educational 
success; such findings are also consistent with recent longitudinal evidence from Mortimer and 
her colleagues concerning selection effects (e.g., Mortimer et al., 1991).  We think it may be 
useful to interpret this set of findings as reflecting a syndrome of behaviors which are 
interrelated and at least to some extent mutually reinforcing.  Working long hours is not the first 
of such behaviors to emerge, by any means.  An early indicator in some cases is that a student is 
held back a grade in school.  Poor grades in general can also be an early indicator.  Early initial 
use of cigarettes and alcohol, as well as marijuana and other illicit drugs, are yet other factors in 
the syndrome.  In many (but not all) cases, it seems appropriate to treat long hours of part-time 
work as a part of such a syndrome of “problem behaviors” (Jessor & Jessor, 1977) or 
“precocious development” (Newcomb & Bentler, 1988).  Thus construed, heavy time 
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commitment to employment can be seen as an important symptom of a potentially wide range of 
psychosocial difficulties. 
 
 According to Jessor and Jessor (1977), an important component of the problem behavior 
syndrome is transition proneness, a form of “pseudomaturity” in which individuals engage in 
adult-like behaviors before they have the requisite perspectives and responsibilities that typically 
come with adulthood.  This notion of pseudomaturity also is in accord with Greenberger and 
Steinberg’s (1986) concern that long hours of work move one toward a “pseudo-adulthood.”  But 
rather than viewing work intensity as part of an exclusively negative syndrome, we prefer the 
somewhat broader concept of precocious development as described by Newcomb and Bentler 
(1988): “the syndrome of behaviors underlying precocious development may be both positively 
and negatively valued and are not uniformly seen as problems or deviant” (p. 39).  Thus, those 
working long hours may be anticipating and experiencing a quicker transition to young 
adulthood than their agemates working fewer hours.  In particular, those not anticipating college 
attendance are likely to work long hours, suggesting that for many of them the “worker role” is 
already more dominant than the “student role.”  It is not difficult to envision that from the 
perspective of the non-college bound senior, long hours on the job may be viewed as quite 
functional (cf. Stern & Nakata, 1989).  
 
 None of this suggests to us that precocious development, as a syndrome, is  
developmentally optimal.  Indeed, as Newcomb and Bentler (1988) indicate, an underlying 
theme of precocious development is the inability to delay gratification.  Consistent with Jessor 
and Jessor’s (1977) notion of transition proneness, Newcomb and Bentler state that “there may 
be a strong drive and need to grow up quickly and enjoy the positive aspects of adulthood, 
without waiting until this would naturally occur.  As a result, the rewarding aspects of adulthood 
are sought and coveted (i.e., drug use, autonomy, sexual involvement), while avoiding the more 
difficult tasks of adulthood that would be gained with experience and maturity (e.g., 
responsibility, forethought)” (p. 37-38).  Clearly, the notion of premature affluence (Bachman, 
1983a) could also be seen as reflecting this inability to delay gratification; accordingly, to the 
extent that working long hours exacerbates this tendency by providing an easy means to 
conspicuous consumption, work intensity might contribute further to the precocious development 
syndrome.  Nevertheless, it seems to us that part-time work, and especially high work intensity, 
occur relatively late in the syndrome, thus suggesting that work intensity is perhaps more a 
symptom than a cause of various psychosocial difficulties.   
 
 
Social Policy Issues and Implications  
 
 There has been a good deal of controversy concerning the possible advantages and 
disadvantages of part-time work among adolescents (see, e.g., Greenberger & Steinberg, 1986; 
Mortimer et al., 1992 a,b; Steinberg & Dornbusch, 1991; Stern & Nakata, 1989).  The 
controversy centers less upon the correlational findings themselves, and more upon 
interpretations and policy recommendations.  But even with respect to policy implications, there 
may be large areas of agreement.  We begin by stressing those. 
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 First, given the typical work experiences of high school seniors, we think that most 
observers would agree that those students who do not choose to work long hours are generally 
better off than those who do.2  Given the evidence suggesting that educational success 
predisposes students to avoid excessive involvement in part-time work, we feel confident that 
most observers would support early academic development and intervention efforts as an action 
step (of course, there are already many other important reasons for supporting such efforts to 
strengthen early academic success). 
 
 Second, it also seems safe to say that most observers would support efforts toward 
making the present array of part-time jobs more educationally useful—particularly in terms of 
preparation for future employment experiences.  Greenberger and Steinberg (1986, pp. 227-30) 
offer a number of practical suggestions as to how employers might “optimize adolescents’ work 
environments”; in addition to limiting hours of employment, they suggest greater variety in 
activities (e.g., job rotation) and greater amounts of cross-age contact (e.g., older adults as 
mentors or role models).  They also encourage schools to “integrate adolescents’ work 
experience into school activities” (pp. 230-33), including the idea of schools developing standard 
checklists for supervisors to use in rating their student employees, and then maintaining files of 
such ratings that could be used by the students as an additional “credential” even after they 
graduate (see also Bachman, 1983b; Hamilton, 1990).  Hamilton (1990) calls for more 
comprehensive changes in at least some youth jobs; his proposed “Americanized” version of the 
German apprenticeship system would result in worthwhile work experiences during adolescence, 
as well as smoother transitions into adult employment. 
 
 But job improvement will take time and effort, and increasing early educational successes 
will take even more; in the meantime, the question remains as to how society should deal with 
those students who, for good reasons or poor, want to be employed—often for long hours.  
Steinberg and Dornbusch suggest that “. . . parents, educational practitioners, and policymakers 
should continue to monitor the number of weekly hours that adolescents work during the school 
year” (1991, p. 313).  But the question remains, what should follow from the monitoring?  
Specifically, if some students wish to commit themselves more heavily to part-time work, should 
parents and policymakers treat such employment opportunities as troublesome distractors or as 
potentially valuable alternatives?  Posing the question in this form helps to illustrate the 
important conceptual and policy implications of this issue (cf. Yasuda, 1990).  On the one hand, 
fairly well-ingrained dissatisfactions with school may push some students out of full-time 
involvement in school, making greater involvement in work a convenient (and acceptable) way 
of filling the vacuum, and perhaps providing an alternative basis for feelings of self-worth.  
Indeed this compensatory phenomenon may underlie our findings (see also Bachman et al., 
1986), and those of others (e.g., Steinberg & Dornbusch, 1991), that self-esteem is practically 
unrelated to hours of work.  Put differently, in the absence of work the self-esteem of some 
students might suffer.  If work does provide a way for some to make up for their poor student 
                                                 
2     Most seniors work in jobs which they describe as not being acceptable work “for most of their lives”—rather, they 
characterize their jobs as the sort of thing people do “just for the money” (Bachman, et al., 1986).  Important exceptions 
are many work-study jobs, which generally involve school programs designed to integrate school and work in order to 
improve the later transition from school to work.  Students working long hours in such jobs may be doing so for somewhat 
different reasons than students with long hours in the more typical part-time job, and the impacts of such employment 
experiences are likely also to be different. 
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performance, then withholding (or strictly limiting) work is unlikely to result in improved well-
being or adjustment to school.  On the other hand, less fundamental dissatisfactions with school 
may simply leave other students more vulnerable to the attractions of quick earnings and 
“premature affluence”—in other words, those not strongly committed to the delay in gratification 
that educational success generally involves may find themselves seduced by the typical teenage 
pattern of “earn and spend” (rather than “earn and save/invest in the future”).  Among these 
individuals, perhaps hours of part-time work should be more closely monitored and limited. 
 
 When exploring the various linkages between work intensity and educational 
success/failure, it may be useful to consider some connections and parallels between working 
long hours and actually dropping out of high school.  Of course, some students work long hours 
and subsequently become dropouts  (although not necessarily as a direct consequence).  But we 
suspect that for other students a heavy investment in part-time work really amounts to a partial 
dropping out, with proportionately lower costs and risks.  Long hours at work can help them 
justify a reduced investment of time and effort in a school setting which for them may be fraught 
with failure, frustration, and consequent risks to self-esteem.  For such individuals the job also 
provides a setting in which their efforts obviously are valued in at least one way: they earn 
sizeable incomes which often are used to support highly conspicuous consumption in the form of 
cars, clothing, stereo equipment, etc. (Bachman, 1983a).  Moreover, this substitution of work 
investment in place of school investment avoids the social stigma and loss of credential which 
would result from a complete dropping out. 
 
 A related parallel between dropping out and long hours pertains to prevention.  Three 
decades ago, when the Kennedy and Johnson administrations focused attention on the drop-out 
issue, the goal often seemed to be simply “to hold our young people in school” or “to get them 
back into school” (see Bachman, Green, & Wirtanen, 1971, pp. 1-3 for examples).  Even when 
improvement in schooling or attitudes about school were mentioned, it was often just as an 
instrument for reducing the dropout rate; e.g., “...we must stimulate interest in learning in order 
to reduce the alarming number of students who now drop out of school...” (Kennedy, 1962).  
More recently there has been increased recognition that dropping out is symptomatic of 
scholastic failure and/or alienation from school, and that in order to have more students complete 
high school in a productive manner, the needs are for early intervention, positive school climates, 
high expectations, thorough development of basic skills, and the like (Goertz, Ekstrom, & Rock, 
1991; see also Bachman, O’Malley, & Johnston, 1978).  A parallel argument would be that the 
best way to avoid students working long hours in part-time jobs would be to improve their 
interest in and commitment to school, so that they would not wish to over-invest in work at the 
possible expense of their schooling. 
 
 Finally, it is worthwhile to consider what would happen to some marginal students if 
part-time work hours were more severely controlled and limited.  How many marginal students 
would be encouraged to spend more time and effort in school?  How many others would be 
pushed into dropping out completely?  Surely there would be some of each; the problem is in 
estimating which outcome would be the more dominant one.  In any event, this helps illustrate 
our preference for a “demand reduction strategy” which seeks ways to reduce students’ desires 
for long hours of work, in contrast to any “supply reduction strategy” which would simply place 
legal or quasi-legal constraints on the hours students can work. 
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Another Look at the “Work Experience Bandwagon”  
 
 A decade ago, in a provocative article entitled “Jumping off the work experience band 
wagon,” Steinberg (1982) challenged the then-conventional wisdom about the benefits of part-
time work during adolescence.  In their more extensive summary of evidence, Greenberger and 
Steinberg (1986) stated the following conclusion about that conventional wisdom:  “The belief 
that work—under virtually all circumstances—is ‘good’ for young people, and a good deal of 
work even better, is deeply entrenched.  For this reason it is not easy to win a hearing for our 
argument that the benefits of extensive school-year employment have been overestimated and the 
costs, underestimated” (p. 236).  Easy or not, it seems safe to say that by now they have 
succeeded in winning a hearing for the argument; indeed, we think it is fair to say that many 
scientists and practitioners concerned with adolescents have taken a cue from Greenberger, 
Steinberg, and colleagues and have jumped off the work experience bandwagon—we certainly 
did (e.g., Bachman, 1983a; Bachman et al., 1986; Vondracek & Schulenberg, 1984). 
 
 Now, however, we wonder whether the bandwagon is rolling in the opposite direction.  In 
their summary of findings, Greenberger and Steinberg (1986) stressed that there are both positive 
and negative sides of the ledger when it comes to school-year employment, and they seemed 
quite willing to draw the conclusion that the work experiences cause various consequences; most 
notably, they asserted that extensive work involvement “...takes a toll on young people’s 
education...” and “...leads to increased use of alcohol and marijuana, especially when jobs are 
stressful” (p. 237).  In their recent report based on cross-sectional data, Steinberg and Dornbusch 
(1991) were careful to avoid explicit causal terminology, and they acknowledged the possibility 
that their findings regarding the negative correlates of work intensity might “...reflect differential 
selection into the workplace” (p. 311).  Nevertheless, they did state that “...the most prudent 
interpretation of these data, therefore, suggests simply that the potential risks of part-time 
employment during the school year increase with increasing time commitments to a job” (p. 
310).  We suspect that many parents, practitioners, and policymakers are likely to read such 
statements as indicating that hours of work should be limited.  And, of course, many such readers 
have already found that notion stated more strongly and explicitly by Greenberger and Steinberg:  
“...it appears to be the case that formal and informal measures are still needed in order to keep a 
cap on the numbers of hours that youngsters work.  Without such restrictions, many will 
continue to work more hours than is likely to be good for them” (1986, pp. 226-27).  Before any 
such bandwagon, reflecting a new conventional wisdom, gathers much momentum, we would 





 We agree with Greenberger, Steinberg, and others that for quite some time there has been 
a large discrepancy between the idealized notions about employment being good for adolescents, 
versus the job experiences actually available.  We are also convinced that work intensity among 
contemporary high school students is correlated with many potentially detrimental behaviors—
indeed, our own analyses reported here clearly indicate that most of the correlates of work 
intensity are undesirable.  Our own interpretation is that work intensity can be closely linked to a 
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more general syndrome of precocious development, much of which predates extensive part-time 
employment during the school year.  Thus, in our view, work intensity may be as much (or more) 
a symptom, rather than a cause, of psychosocial difficulties more generally. 
 
 In addition to that general conclusion, we also draw several finer-grained distinctions.  
One such distinction is that different correlates of work intensity may involve different causal 
patterns.  Another distinction is that not all teenage jobs are as limited and limiting as are the 
typical teenage jobs.  Finally, we stress that the mix of job experiences presently available to 
adolescents is something that could be changed, given concerted action by parents, educators, 
enlightened employers, and policymakers.  Like Greenberger and Steinberg (1986, pp. 207-42), 
we think it is possible to improve the adolescent work experience, and that one of the ways 
(albeit a difficult one) is to try to improve the actual content of youth jobs. 
 
 We believe that there currently exists enough variability along several important 
dimensions to assume that some part-time work experiences are, in balance, developmentally 
beneficial for certain adolescents.  What characterizes these jobs, these young people, and the 
interaction between the two?  We see such questions as particularly promising for future 
research, especially given the likelihood that whatever the conventional wisdom, school-year 
employment is likely to remain an important part in the life of many, if not most, adolescents.  
With that in mind, we consider again the notion that part-time work has the potential to facilitate 
the transition from school to work.  Perhaps that is an idea whose time has come, and gone, and 





Andrews, F. M., Morgan, J. N., Sonquist, J. A., & Klem, L. (1973).  Multiple classification 
analysis, (2nd ed.).  Ann Arbor, MI: Institute for Social Research. 
 
Bachman, J. G. (1983).  Premature affluence:  Do high school students earn too much money?  
Economic Outlook USA, 10, 64-67. 
 
Bachman, J. G., Bare, D. E., & Frankie, E. I. (1986).  Correlates of employment among high 
school seniors (Monitoring the Future Occasional Paper No. 20.)  Ann Arbor, MI:  
Institute for Social Research. 
 
Bachman, J. G., & Johnston, L. D. (1978).  The Monitoring the Future Project:  Design and 
Procedures (Monitoring the Future Occasional Paper No. 1).  Ann Arbor, MI:  Institute 
for Social Research. 
 
Bachman, J. G., Johnston, L. D., & O’Malley, P. M. (1981).  Smoking, drinking, and drug use 
among American high school students: Correlates and trends, 1975-1979.  American 
Journal of Public Health, 58, 147-166. 
 
Bachman, J. G, Johnston, L. D., & O’Malley, P. M. (1987).  Monitoring the future: 
Questionnaire responses from the nation’s high school seniors, 1986.  Ann Arbor, MI: 
Institute for Social Research. 
 
Bachman, J. G., & Schulenberg, J. (April, 1991).  Part-time work among high school seniors:  
How much is too much?  Paper presented at the 1991 Biennial Meetings of the Society 
for Research on Child Development, Seattle, WA. 
 
Charner, I., & Fraser, B. (1987).  Youth and work.  Washington, DC:  W. T. Grant Foundation, 
Commission on Work, Family, and Citizenship. 
 
Greenberger, E., & Steinberg, L. (1986).  When teenagers work:  The psychological and social 
costs of adolescent employment.  New York:  Basic Books. 
 
Greenberger, E., Steinberg, L., & Vaux, A. (1981).  Adolescents who work:  Health and 
behavioral consequences of job stress.  Developmental Psychology, 17, 691-703. 
 
Hamilton, S. F., & Crouter, A. C. (1980).  Work and growth:  A review of research on the impact 
of work experience on adolescent development.  Journal of Youth and Adolescence, 9, 
323-338. 
 
Hayduk, L. A. (1987).  Structural equation modeling with LISREL: Essentials and advances.  
Baltimore, MD: Johns Hopkins University Press. 
Huba, G. J., & Harlow, L. L. (1987).  Robust structural equation models: Implications for 
developmental psychology.  Child Development, 58, 147-166. 
 
 36 
Johnston, L. D., O’Malley, P. M., & Bachman, J. G. (1989).  Drug use, drinking and smoking:  
National survey results from high school, college, and young adult populations 
1975-1988.  National Institute on Drug Abuse.  Washington, DC:  U.S. Government 
Printing Office. 
 
Joreskog, K. G., & Sorbom, D. (1986).  LISREL VI: Analysis of linear structural relationships by 
the method of maximum likelihood: User’s guide (4th ed.)  Mooresville, IN: Scientific 
Software, Inc. 
 
Kessler, R. C., House, J. S., & Turner, J. B. (1987).  Unemployment and health in a community 
sample.  Journal of Health and Social Behavior, 18, 51-59. 
 
Kessler, R. C., Turner, J. B., & House, J. S. (1989).  Unemployment, reemployment, and 
emotional functioning in a community sample.  American Sociological Review, 54, 
648-657. 
 
Mortimer, J. T., & Finch, M. D. (1986).  “The effects of part-time work on adolescents’ 
self-concept and achievement.”  In K. Borman & J. Reisman (Ed.), Becoming a worker.  
Norwood, NJ:  Ablex. 
 
Mortimer, J. T., Finch, M. D., Shanahan, M., & Ryu, S. (April, 1990a).  “Work experience, 
mental health, and behavioral adjustment in adolescence.”  Paper presented at the 1990 
Biennial Meeting of the Society for Research on Adolescence, Atlanta, GA. 
 
Mortimer, J. T., Finch, M., Owens, T. J., & Shanahan, M. (1990b).  Gender and work in 
adolescence.  Youth and Society, 22, 201-224. 
 
Mortimer, J. T., Finch, M. D., Shanahan, M., & Ryu, S. (1992a).  Adolescent work history and 
behavioral adjustment.  Journal of Research on Adolescence, 2, 59-80. 
 
Mortimer, J. T., Finch, M. D., Shanahan, M., & Ryu, S. (1992b).  Work experience, mental 
health, and behavioral adjustment in adolescence.  Journal of Research on Adolescence, 
2, 25-58. 
 
Mortimer, J. T., & Shanahan, M. (1991).  “Adolescent work experience and relationship with 
peers.”  Paper presented at the 1991 American Sociological Association Meeting, 
Cincinnati, OH. 
 
O’Malley, P. M., Bachman, J. G., & Johnston, L. D. (1983).  Reliability and consistency in self-
reports of drug use.  International Journal of the Addictions, 18, 805-824. 
 
Schulenberg, J., Bachman, J. G., O’Malley, P. M., & Johnston, L. D. (1990).  The impact of 
educational commitment and success on drug and alcohol use during the transition from 
adolescence to young adulthood.  Under editorial review. 
 37 
 
Steinberg, L., & Dornbusch, S. M. (1991).  Negative correlates of part-time employment during 
adolescence:  Replication and elaboration.  Developmental Psychology, 27, 304-313. 
 
Steinberg, L., Greenberger, E., Garduque, L., Ruggiero, M., & Vaux, A. (1982).  Effects of 
working on adolescent development.  Developmental Psychology, 18, 385-395. 
 
Stevens, C. J., Puchtell, L. A., Ryu, S., & Mortimer, J. T. (1991).  Gender, work, and adolescent 
orientations to the future.  Sociological Quarterly, in press. 
 
Weinstein, G. W. (1975).  Children and money.  New York:  Charterhouse. 
 
Wilensky, H. L. (1964).  “Varieties of work experience.”  In H. Borow (Ed.), Man in a world at 
work.  Boston:  Houghton Mifflin. 
 
Windle, M., Barnes, G. M., & Welte, J. (1989).  Causal models of adolescent substance use: An 
examination of gender differences using distribution-free estimators.  Journal of 
Personality and Social Psychology, 56, 132-142. 
 
Yamoor, C., & Mortimer, J. T. (1990).  Age and gender differences in the effects of employment 
on adolescent achievement and well-being.  Youth and Society, 22, 225-240. 
 
Yasuda, K. E. (1990).  Working and schooling decisions:  A study of New Hampshire teenage 
labor market behavior and the level of educational attainment.  New Hampshire:  



















TABLES AND FIGURES 
Table 1 
Work Status FYedicted from Background and Educational Success: 
Multiple Classification Analyses of Males and Females in 




working working Volunteer Working Volunteer 



















































;; 29.8 32 3
.156 
.143 





E 24.7 1 3 ;; 67.7 71 6


































































































Table 1, cont. 
Males Females 
Not Not 
Predictor working Volunteer Working Working volunteer 
% 1 n Ymhg o I J % Adi Ad % Ad’ n % Adi Adi % Ad’ 
Urbanicitv 
Farm ” 903 
Country 1,496 
NonSMSA 4,898 




:; 21.7 15 3













































D C- 2,093 
c- c+ 8,734 









R2 .035 .037 .OlO .042 .047 .007 

































































































Hours Worked per Week, Pay per Week, and Pay per Hour Predicted from 
Background and Educational Success: 





x (x adt) 
Pay per week Pay per hour 
(in dollars) (in dollars) . . 




















































































































































NonSMSA 3,39 1 















































Table 2, cont. 
Predictor 
n 
Hours work Pay per week Pay per hour 
per week (in dollars) . 











D C- 1,524 

























































R2 .069 ,065 .014 




























Hours Worked per Week, Pay per Week, and ay per Hour Predicted from 
Background and Educational Success: 




per we:k p$Lr 
Pa-Yr 
x (x adi\ sd 
. . 
X (x adl) sd x (x adl) sd 
Base year 
1985 4,983 : 






































































































































































































Table 3 cont. 




















































































R2 .049 .076 .040 












Prevalence of Daily Cigarette Use Predicted by Hours of Work, Background, 
and Educational Success: Multiple Classification Analyses of 





ciganztte use cigarette use . 
n X (x adl) sd 
. 





























































































25.80 46.23 5852 
19.09 41.69 4877 
15.12 35.44 7436 


























16.37 36.68 11338 
18.29 38.37 7248 
18.61 39.50 10402 
12.64 33.15 6825 




























































































Hours work per week 
Don’t work 6487 






31 or more 3354 




R2 .084 .103 
R2Wj> .083 .102 
Table 4, cont. 
Males 
Daily 
cigarette use . 
X (x adi) !xl n 
20.04 17.22 40.04 3894 
18.89 15.19 39.14 10238 
16.50 16.60 37.12 9913 
13.94 17.23 34.64 7754 
13.89 19.32 34.59 4014 
.061 
.033 
10.68 14.45 30.89 19900 13.60 16.44 34.28 
21.21 18.09 40.88 12478 25.63 22.41 43.66 
27.40 21.44 44.61 3435 27.88 24.04 44.85 
.172 ,159 
.067 .081 
34.45 30.17 47.53 1245 
23.08 20.99 42.14 6631 
15.50 15.46 36.19 12998 
10.62 12.80 30.81 11307 












13.65 31.94 7680 15.43 17.09 36.12 
13.26 31.66 2156 12.52 14.94 33.10 
13.75 33.27 2961 14.03 15.28 34.73 
14.71 34.54 4261 16.70 16.66 37.30 
16.98 37.70 6518 22.40 21.48 41.70 
19.01 40.05 4820 24.7 1 22.85 43.14 
21.99 43.04 2688 25.60 23.55 43.65 
21.55 43.43 2241 28.28 25.30 45.04 





cigarette use . 
X (x adi) sd 
19.41 17.56 39.55 
22.52 19.04 41.77 
19.69 19.52 39.30 
17.48 20.12 37.98 
14.61 20.12 35.33 
.063 
.019 
39.14 34.86 48.83 
28.22 25.91 45.01 
21.50 20.76 41.08 
13.78 15.16 34.47 





Prevalence of Half-Pack or More per Day Cigarette Use Predicted by 
Hours of Work, Background, and Educational Success: 
Multiple Classification Analyses of Males and Females 
in the Classes of 19851989 
Males Females 
Predictor 
l/2 pack l/2 pack 
cigarette use cigarette use . . 
















































































































































































l/2 pack l/2 pack 
cigarette F cigalwte use . 





























































































Hours work per week 
Don’t work 6487 






31 or more 3354 
























7680 8.43 9.52 27.79 
2156 5.28 6.98 22.36 
2961 7.29 8.27 26.01 
4261 8.51 8.63 27.91 
6518 12.59 12.04 33.18 
4820 14.49 13.19 35.20 
2688 16.35 14.87 36.99 
2241 18.83 16.45 39.10 
2488 9.30 10.45 29.05 
.118 
.082 
R2 ,087 ,094 











Prevalence of Monthly Alcohol Use predicted by Hours of Work, 
Background, and Educational Success: Multiple 












30 day 30 day 
alcohol use alcohol use . . 













































Definitely won’t 5015 
Probably won’t 4716 
Probably will 7940 
































































































































30 day 30 day 
alcohol use alcohol use . . 

























































Hours work per week 
Don’t work 6332 






31 or more 3258 








































61.06 63.40 48.77 7424 51.65 55.00 
65.42 66.06 47.57 2098 54.41 54.77 
66.53 67.10 47.20 2886 
68.80 68.47 
60.49 59.25 
46.34 4175 64.29 61.79 
72.15 70.92 44.83 6361 66.9 1 65.06 
72.96 71.57 44.42 4713 






64.5 1 65.27 
64.3 1 65.45 
























Prevalence of Heavy Alcohol Use in the Pasf Two Weeks Predicted 
by Hours of Work, Background, and Educational Success: Multiple 
Classification Analyses of Males and Females in the Classes of 19851989 
Predictor 
Males Females 
2 week heavy 
2tClT~~~~ alcohol use . . 





















































































































































































2 week heavy 2 week heavy 
alcohol use alcohol use . 
n X sd 
. 










































































































Hours work per week 
Don’t work 6274 






31 or more 3187 






























22.32 24.5 1 41.64 
23.54 24.73 42.44 
26.02 26.01 43.88 
28.74 27.54 45.26 
30.41 29.23 46.01 
32.05 30.56 46.67 
32.51 31.44 46.85 
33.27 32.66 47.13 







Prevalence of Monthly Marijuana Use Predicted by Hours of Work, 
Background, and Educational Success: Multiple 
Classification Analyses of Males and Females in the Classes of 1985-1989 
Predictor 
Males Females 
30 day 30 day 
marijuana use marijuanause . 
(x adI1 sd 
. 





























































































9567 19.90 21.03 39.93 11289 
7347 26.01 25.40 43.87 7192 
9071 23.77 23.22 42.57 10319 








15.75 14.59 36.45 
19.67 18.66 39.77 



























































N&Y 30 day 
marijuanause marijuana use . . 
























































Hours work per week 
Don’t work 6454 
















R2 ,044 .052 

































19.85 21.28 39.89 7650 
20.47 21.79 40.36 2137 
19.99 20.85 40.00 2954 
23.52 24.11 42.42 4257 
24.11 23.43 42.78 6470 
25.70 24.59 43.71 4781 
26.21 24.68 43.98 2666 
27.03 25.18 44.42 2208 































Prevalaxxs of Monthly Cocaine Use Predicted by Hours of Work, 
Background, and Educational Success: Multiple 
&sifica&m Analyses of Males and Females in the Classes of 1985- 1989 
Predictor 
Males Females 
30 day 30 day 
cocaine use cocaine use . 
(x ad!1 sd 
. 

























Definitely won’t 5216 
Probably won’t 
Probably will ii% 














































































































































N&Y 30 day 
cocaine use cocaine use . 










































































































Hours work per week 
Don’t work 6520 






31 or more 3355 




3.66 4.12 18.79 7723 2.99 3.30 17.02 
4.02 4.52 19.65 2157 1.64 1.86 12.72 
4.27 4.58 20.22 2966 2.29 2.47 14.97 
4.92 5.22 21.63 4263 3.61 3.63 18.65 
5.72 5.56 23.22 6523 3.56 3.45 18.52 
5.70 5.35 23.19 4811 5.24 4.89 22.29 
6.84 6.28 25.25 2684 5.39 5.08 22.59 
8.70 7.92 28.19 2245 6.41 5.93 24.49 









Prevalence of Monthly Amphetamine Use Predicted by Hours of Work, 
Background, and Educational Success: Multiple 




mrlav 30 day 
amphetaqineuse amphetamine use . 





























7.24 7.18 25.92 















1.78 14.15 4244 
5.36 22.53 27632 
4.40 20.04 1959 



















5830 7.81 6.40 26.83 
4890 7.18 6.15 25.81 
7450 6.07 5.92 23.88 



























































































































30 day 30 day 
amphetamine use amphetamine use . . 




























5.18 4.61 22.17 
6.03 5.25 23.81 
5.31 5.32 22.42 
4.98 5.60 21.76 



















3.93 4.72 19.42 
6.80 5.81 25.17 

































11.86 11.10 32.35 
7.25 6.76 25.94 
5.64 5.49 23.07 
4.17 4.45 20.00 
1.92 2.66 13.74 
.087 
-07 1 
Hours work per week 
Don’t work 6543 






31 or more 3352 

































4.32 4.64 20.34 
3.23 3.64 17.67 
4.12 4.42 19.88 
4.02 4.08 19.64 
5.30 5.17 22.40 
7.15 6.77 25.77 
7.04 6.60 25.59 
8.94 8.36 28.54 
4.82 4.98 21.43 
,068 
.055 
R2 .020 .023 




Interpersonal Aggression Predicted by Hours of Work, 
Background, and Educational Success: Multiple 
Classification Analyses of Males and Females in the Classes of 1985-1989 
Males Females 
Interpersonal Interpersonal 





















































































































































































Aggression Aggression . . 



























































Hours work per week 
Don’t work 1316 
5 or less 6-10 z 
11-15 6 20 z 
21-25 905 
26-30 652 
31 or more 673 




R2 ,054 ,046 






























































































Theft Predicted by Hours of Work, 
Background, and Educational Success: Multiple 
























































































































































































n X lx ad!) sd 
. 
































Hours work per week 
Don’t work 1317 
5 or less 407 
6-10 494 
11-15 6 20 2 
21-25 905 
26-30 652 
31 or more 673 































































































































Trouble with Police predicted by Hours of Work, 
Background, and Educational Success: Multiple 




with Police with Police . 
(x adi) sd 
. 
n X n X (x ad!) sd 
Base year 










































































































































































with Police with Police . 
n X (x adl) sd 
. 
n X (x adl) sd 































































































Hours work per week 
Don’t work 1317 
5 or less 6-10 z 
11-15 6 20 Es! 
21-25 903 
26-30 651 
31 or more 672 




25.54 27.58 43.63 
30.85 31.85 46.25 
34.76 35.49 47.67 
31.08 31.33 46.32 
34.17 33.23 47.45 
37.45 36.13 48.43 
37.40 35.69 48.42 
38.37 37.07 48.67 
26.69 27.59 44.28 








10.42 10.98 30.59 
12.59 12.51 33.20 
10.90 10.29 31.18 
14.39 13.85 35.11 
14.05 13.52 34.76 
13.25 12.94 33.93 
15.72 15.05 36.44 











Arguing or Fighting with a Parent Predicted by Hours of Work, 
Background, and Educational Success: Multiple 















with a Parent . . 



























































































































































































with a Parent with a Parent . . 



























2331 15  
453 
Hours work per week 
Don’t work 1313 
5 or less 6-10 iti: 
11-15 6 20 2 
21-25 6 30 :ii 
3 1 or more 672 





































































































































Victimization Predicted by Hours of Work, 
Backgmund, and Educational Success: Multiple 




Victimization Victimhtion . . 













































































































































































Victimization Victimiz&n . . 





























































Hours work per week 
Don’t work 1314 
5 or less 6-10 it; 
11-15 6 20 zi 
21-25 905 
26-30 
31 or more ii!! 
























































































Seven or More Hours of Sleep Predicted by Hours of Work, 
Background, and Educational Success: Multiple 




7+ hours 7+ hours 
of sleep per night of sleep per night . . 




















































































































4.02 4.01 1.36 
4.04 4.03 1.35 
3.90 3.90 1.36 
3.71 3.73 1.41 
3.92 3.94 1.40 
.086 
.079 
4.00 3.98 1.49 
3.91 3.92 1.37 
4.01 4.01 1.35 
3.82 3.75 1.39 
.029 
.035 
3.85 3.82 1.50 
3.99 3.99 1.40 
3.84 3.84 1.33 
3.95 3.96 1.35 
,042 
.049 
3.90 3.85 1.40 
3.98 4.02 1.41 
3.87 3.88 1.39 
3.94 3.99 1.31 
.029 
.049 
4.03 4.07 1.34 
4.08 4.07 1.39 
4.07 4.06 1.35 
3.85 3.85 1.39 
3.88 3.89 1.38 
.068 
.064 




7+ hours 7+ hours 
of sleep per night of sleep per night . 
lx ad!) sd 
. 










































































































Hours work per week 
Don’t work 1146 






31 or more ;iE 
























1375 4.25 4.26 1.37 
411 4.12 4.11 1.31 
510 4.04 4.04 1.36 
719 3.99 3.99 1.33 
1138 3.78 3.79 1.31 
870 3.67 3.67 1.39 
494 3.60 3.60 1.42 
412 3.47 3.46 1.51 









Eating Breakfast Predicted by Hours of Work, 
Background, and Educational Success: Multiple 















breakfast . . 


































































































































































breakfast breakfast . . 














































































































Hours work per week 
Don’t work 1151 
5 or less 352 




31 or more 565 















1.80 1381 3.39 
1.79 411 3.74 
1.74 513 3.44 
1.77 724 3.34 
1.76 1147 3.14 
1.78 874 3.05 
1.74 495 2.95 
1.77 413 2.72 
































Exercising Vigorously Predicted by Hours of Work, 
Background, and Educational Success: Multiple 







of exercise . . 



















































































































































































n X (x adi) sd 
. 


























































































Hours work per week 
Don’t work 1144 
5 or less 350 




31 or more 







































































Days of School Skipped or “Cut” Predicted by Hours of Work, 
Backaround, and Educational Success: Multiple 





of days skipped of days sepped 


























































































































































































of days +ipped of days sFpped 





























































Hours work per week 
Don’t work 6292 






31 ormore 3262 































































































Evenings Out for Fun and Recreation hdicted by Hours of Work, 
Background, and Educational Success: Multiple 




of evenings out of evenings out . (x ad11 sd 
. 







































































































































































































































Hours work per week 
Don’t work 6566 






31 or more 3392 



























































1.38 7776 3.28 3.36 
1.27 2176 3.25 3.29 
1.27 2993 3.35 3.36 
1.23 4293 3.47 3.43 
1.23 6564 3.50 3.46 
1.24 4851 3.48 3.43 
1.28 2710 3.30 3.26 
1.38 2266 3.28 3.27 



















Evenings Out on a Date Predicted by Hours of Work, 
Background, and Educational Success: Multiple 

















of dates of dates . 
X (x ad!) sd n X 
. 
(x adl) sd 
3.40 3.42 1.54 7258 3.64 3.64 1.63 
3.41 3.41 1.55 6829 3.63 3.62 1.63 
3.42 3.42 1.54 7342 3.65 3.63 1.64 
3.38 3.38 1.55 7237 3.60 3.61 1.67 









3200 3.12 3.13 1.494 4228 3.16 3.12 1.58 
25441 3.49 3.48 1.540 27594 3.74 3.74 1.62 







5204 3.53 3.46 1.67 5872 3.93 3.86 1.71 
4850 3.48 3.42 1.56 4889 3.83 3.79 1.66 
Probably will 8130 3.33 3.33 1.50 7430 3.55 3.54 1.64 
Definitely will 14575 3.38 3.44 1.53 17629 3.48 3.52 1.60 
Eta .045 .112 







9644 3.43 3.460 1.51 11410 3.64 3.726 1.61 
7334 3.45 3.430 1.62 7179 3.69 3.642 1.69 
9155 3.45 3.421 1.55 10414 3.63 3.560 1.64 











887 3.36 3.27 1.55 850 3.56 3.48 1.62 
1479 3.31 3.28 1.51 1613 3.58 3.52 
4834 
1.65 
3.45 3.45 1.54 5337 3.63 3.60 1.64 
15702 3.43 3.43 1.54 17542 3.63 3.63 
9857 
1.63 





















of dates of dates . . 













































Hours work per week 
Don’t work 6482 













R2 .038 .053 










































3.51 3.57 1.61 
3.73 3.67 1.68 
3.81 3.71 1.66 
.072 
.034 
3.68 3.62 1.72 
3.71 3.66 1.69 
3.69 3.67 1.64 
3.57 3.60 1.62 
3.37 3.46 1.62 
,061 
.038 
3.38 3.44 1.71 
3.30 3.35 1.64 
3.45 3.48 1.63 
3.66 3.64 1.61 
3.77 3.74 1.60 
3.91 3.86 1.57 
3.91 3.86 1.54 
3.85 3.81 1.66 




Satisfaction with Life as a Whole Predicted by Hours of Work, 
Background, and Educational Success: Multiple 
Classification Analyses of Males and Females in the Classes of 19851989 
PEdiCtar 
Base vear 









with Life with Life . . 




















































































































































































. n X (x ad!) sd 
. 































































































Hours work per week 
Don’t work 1298 






















1.48 1544 5.09 5.11 
1.52 395 5.02 4.95 
1.37 555 5.17 5.14 
1.42 836 5.06 5.03 
1.37 1253 5.05 5.05 
1.41 879 5.03 5.05 
1.45 475 4.92 4.94 
1.49 378 4.65 4.70 




















Satisfaction with Self Predicted by Hours of Work, 
Background, and Educational Success: Multiple 
Classification Analyses of Males and Females in the Classes of 19851989 
Males Females 
Satisfied Satisfied 
with Self with Self . . 


























































































































































































with Self with Self 
Parent Ed 
. 
n X (x ad!) sd 
. 




























5.33 5.22 1.64 
5.29 5.29 1.57 
5.20 5.22 1.53 
5.28 5.31 1.45 
























Hours work per week 
Don’t work 1289 






31 or more 
































































5.26 5.25 1.47 
5.23 5.26 1.61 
5.44 5.39 1.61 
.040 
.028 
4.76 4.69 1.81 
5.16 5.08 1.65 
5.27 5.27 1.56 
5.35 5.38 1.42 
5.32 5.40 1.46 
.075 
.lOO 
5.40 5.36 1.56 
5.21 5.19 1.63 
5.29 5.29 1.49 
5.19 5.22 1.47 
5.22 5.25 1.51 
5.24 5.28 1.49 
5.23 5.24 1.53 
5.14 5.12 1.69 





Satisfaction with Amount of Fun Predicted by Hours of Work, 
Background, and Educational Success: Multiple 




with Fun with Fun . 
(x adI) sd 
. 















































































































































































with Fun with Fun . . 



















































Hours work per week 
Don’t work 1301 






31 or more 567 



















































1.60 1550 5.14 
1.56 396 4.94 
1.52 555 5.25 
1.47 837 5.19 
1.54 1258 5.09 
1.51 880 4.99 
1.58 477 4.94 
1.73 379 4.60 





























Satisfaction with Leisure Time Predicted by Hours of Work, 
Background, and Educational Success: Multiple 




with Leisure Time with Leisure Time . . 




















































































































































































with Leisure Time with Leisure Time . . 
























































Hours work per week 
Don’t work 1300 






31 or more 566 




R2 .044 .041 




















































































Satisfaction with Job predicted by Hours of Work, 
Background, aud Educational Success: Multiple 




with Job with Job . 
(x adr) sd 
. 
n X n X (x adr) sd 
Base year 














































































































































































with Job with Job . 
(x ad!1 sd 
. 
































































Hours work per week 
Don’t work 
5 or less ;zz 
6-10 413 
11-15 6 20 z 
21-25 761 
26-30 563 
31 or more 524 





































































































Self-Esteem Predicted by Hours of Work, 
Background, and Edudational Success: Multiple 
Classification Analyses of Males and Females in the Classes of 19851989 
Predictor 
Males Females 
Self Esteem Self Esteem 
. . 









































































































































































Self Esteem Self Esteem 
. 
X (x ad!) sd 
. 

























































































Hours work per week 
Don’t work 1186 






31 or more 676 















.70 1471 3.99 3.96 .78 
.66 387 4.08 4.05 .71 
.63 550 4.05 4.02 .69 
.67 834 4.02 4.02 .74 
.67 1243 3.98 3.98 .75 
.71 931 3.94 3.97 .80 
.68 505 4.01 4.06 .75 
.68 420 3.95 4.00 .82 

















Summary of Linear and Non-Linear Relationships 
with Hours of Part-Time Work 
. ent Vanable 
Males 
Nonworkers Nonworkers Nonworkers Nonworkers 
Included Excluded Included Excluded 
r Eta r Eta r Eta r Eta 
l .  Problem Bebwlor. 
l/2 pack or more 
cigarette use 
Continuous1 
Monthly alcohol use .104 
Continuous’ .I22 
Heavy alcohol use in 
past 2 weeks 
Continuousa 
Monthly marijuana use .061 
Continuous’ .065 
Monthly cocaine use 
Continuousa 




Trouble with Police 
Continuousa 


































.136 .lll .124 .125 .126 
.I37 .129 .139 .133 .I35 
.068 .120 .137 .057 .083 
JO2 .122 .130 .081 .094 
.075 ,091 .093 ,059 .062 
.093 .089 .090 .076 .077 
.054 .088 .092 .072 



































Table 28, cont. 
Summary of Linear and Non-Linear Relationships 








. ent Variable r Eta r Eta r Eta r Fta 
7+ hours of sleep -.183 .194 -.182 ,187 -.185 .186 -.147 .148 
Eating breakfast -.118 .141 -.143 .152 -.134 .152 -.161 .164 
Exercising vigorously -.142 .159 -.130 .150 -.099 .136 -.113 .150 
Days of school skipped .116 .120 .lll .lll .102 .114 .116 .117 
8 Evenings out .009 .036 -.008 .035 .035 .079 -.OOl .075 
Evenings out on date ,144 .146 .103 .104 .132 .140 .109 .121 
Satisfaction with life 
Satisfaction with self 
Satisfaction with fun 
Satisfaction with leisure 
























Note: Those who worked, but not for pay, are excluded from all analyses here. 
a Refers to statistics based on a continuous scaling of the given problem behavior index; dichotomous 
scaling was used in the corresponding MCAs, and, thus, are presented first for each given problem 
behavior index. 
Table 29 
Summary of Bivariate and Multivariate Relationships 
with Hours of Part-Time Work 
Fmwks . 
BepeDle Eta Beta Eta Beta 
Problem ~&YLQL, * . 
l/2 pack or more 
cigarette use .141 .091 ,118 .082 
Monthly alcohol use .108 .080 .135 .099 
Heavy alcohol use in 
past 2 weeks 
Monthly marijuana use 
.102 .066 .094 .065 
.065 .037 .092 .068 
Monthly cocaine use .069 .050 .069 ,056 
Monthly amphetamine use -074 .054 .068 .055 
Interpersonal aggression .132 .107 .096 .082 
Theft .114 .097 .107 .084 
Trouble with Police .102 .076 .047 .045 
Arguing with parent .096 .078 .123 ,083 
Victimization .113 .102 .102 .092 
Table 29, cont. 
Summary of Bivariate and Multivariate Relationships 
with Hours of Part-Time Work 
. ent Variable Eta Beta Eta Beta 
7+ hours of sleep 
Eating breakfast 
Exercising vigorously 
Days of school skipped 
Evenings out 
Evenings out on date 
. . ive Eaerrena 
Satisfaction with life 
Satisfaction with self 
Satisfaction with fun 
Satisfaction with leisure 
Satisfaction with job 
Self-esteem 
.189 .186 .181 .182 
.142 .120 .141 .113 
.162 .130 .134 .127 
.122 .094 .114 .093 
.040 .040 .080 .053 
.146 .132 .137 ,110 
.053 .043 ,076 .069 
.040 .037 .052 ,041 
.055 .059 .087 ,086 
.167 .177 .171 .181 
.081 .082 .044 .050 















Half-Pack or More per Day Cigarette Use 
Related to Hours of Work, with and without 
Controls for Background and Educational 









---a--- Adjusted mean 
1; 1-5 6-10 11-15 16-20 21-25 26-30 3l+ 
Hours work per week 
Males 
km l-5 6-10 11-15 16-20 21-25 26-30 31+ 
Hours work per week 
Females 
. - . _ L . . . .  -  - - - - . . .  _____-.-.---^--._~ 
Figure 2 
Monthly Alcohol Use Related to Hours of 
Work, with and without Controls for 
Background and Educational Success 
(data from Table 6) 6C 
- Me+ul 
---a--- Adjusted mean 
rw?a l-5 6-10 11-15 16-20 21-25 26-30 31+ 









1 I I I I I I I 
Naw l-5 6-10 11-15 16-20 21-25 26-30 31+ 










Heavy Alcohol Use in Past Two Weeks 
Related to Hours of Work, with and wlthout 
Controls for Background and Educational 







---a--- Adjusted mean 
3Q- 
25 - 
I I I I I I I I 
Nme l-5 6-10 II-15 16-20 21-25 26-30 31+ 
Hours work per week 
Males 
20’ , I I I I I I I 
km l-5 6-10 II-15 16-20 21-25 26-30 31+ 

















Monthly Marijuana Use Related to Hours of 
Work, with and without Controls for 
Background and Educational Success 3c 
(data from Table 8) 
28 
- Meal 
---a--- Adjusted mean 
8 l-5 6-10 11-15 16-20 21-25 26-30 31+ 










I I I I I I 
ki-e l-5 
1 I 
6-10 11-15 16-20 21-25 26-30 31+ 
Hours work per week 
Females 









Monthly Amphetamine Use Related to Hours 
of Work, with and without Controls for 
Background and Educational Success 
(data from Table 10) 10 
- Mean 
---a--- Adjusted mean 
2 
1 I I I I I 1 I I 
None l-5 6-10 11-15 16-20 21-25 26-30 31+ 
Hours work per week 
Males 
I I 4 I I I I I 
None l-5 6-10 11-15 16-20 21-25 26-30 31+ 
Hours work per week 
Females 












Theft Related to Hours of 
Work, with end without Controls for 
Background and Educational Success 







---a--- Adjusted mean 
1.0 I I 1 8 I I 1 I 
None I-5 6-10 11-15 16-20 21.25 26-30 31+ 











-w-- . -- 
1.1 
1 
1.0' , I I 1 I 8 I 
Mme l-5 
I 
6-10 11-15 16-20 21-25 26-30 31+ 


















Trouble with Police Related to Hours of 
Work, with and without Controls for 
Background and Educational Success 5. 





I I I I 8 I 8 I 
None I-5 6-10 II-15 16-20 21-25 26-30 3l+ 
Hours work per week 
Males 
25 
kne l-5 6-10 11-15 16-20 21-25 26-30 31+ 





Arguing or Fighting with a Parent Related 
to Hours of Work, with and without 
Controls for Background and Educational 




















E 3.4 - - Mean 
’ 3.2- 
---a--- Adjusted mean 
3.0 ’ , I I t I I I I 
None l-5 6-10 II-15 16-20 21-25 26-30 31+ 
* (I-not at atl. 2.m.s. 2dnice, 62.4 Hours work per week 





None 1-5 6-10 II-15 16-20 21-25 26-30 31+ 
Hours work per week 
Females 
Figure 11 
Victimization Related to Hours of Work, 
with and without Controls for Background 
and Educational Success 








---a--- Adjusted mean 
1.1 
1 
1.0’ , I I I I I I I 
None 1-5 6-10 11-15 16-20 21-25 26-30 31t 
* ~l-~. CMgh) 











the I-5 6-10 11-15 16-20 21-25 26-30 31+ 











I I I I I I I 1 
Norm 1-5 6-10 11-15 16-20 21-25 26-30 31+ 
Hours work per week 
Females 
Figure 12 
Seven or More Hours Sleep Related to Hours 
of Work, with and without Controls for 
Background and Educational Success 









---a---- Adjusted mean 
3.0’ , t t I I I t I 




















Eating Breakfast Related to Hours of Work, 
with and without Controls for Background 
and Educational Success 
(data from Table 17) 4.5 1 
Mean 
---a--- Adjusted mean 
I r I - I - I ’ I - I - I = g * 
Mne l-5 6-10 II-15 16-20 21-25 26-30 31+ 









2.5J , I I , 1 I I 1 
None I-5 6-10 II-15 16-20 21-25 26-30 31+ 




Days of School skipped or “cut” Related to 
Hours of Work, with and without Controls 
2.5 - 
for Background and Educational Success 2 5 
(data from Table 19) ’ 
~~ ~~ 
1.4- -t&W-l 1.4- 
-.**.- 
1.3- ----A--- Adjusted mean 1.3- 
1.2- 1.2- 
1.1 - 1.1 - 
1.0 I I 1 I I I I 1 1.0 I I I I I I 5 I 
Nme 1-5 6-10 11-15 16-20 21-25 26-30 31+ None l-5 6-10 11-15 16-20 21-25 26-30 31+- 
Houis work per week Hours work per week 
*(l-None, 2-1 day, 3=2 days, 4-3 days. 





Evenings Out for Fun and Recreation 
Related to Hours of Work, with and without 
Controls for Background and Educational 








3.0’ 1 , I I I I 1 I 
Nule I-5 6-10 11-15 16-20 21-25 26-30 31+ 
Hours work per week 





3.0 ’ , I 1 I I I I I 
km l-5 6-10 11-15 16.20 21-25 26-30 31+ 











---a--- Adjusted mean 
4.8 - 
4.5 I I I I I I I I 
bbne 1-5 6-10 II-15 16-20 21-25 26-30 31+ 
Hours work per week 
Males 
Work, with and without Controls for 
Background and Educational Succes-5 5 










4.5 I I I I I I I I 
r&me l-5 6-10 11-15 16-20 21-25 26-30 31+ 











Satisfaction with Self Related to Hours of 
- Mean 
---A--- Adjusted mean 
I I I I I I I I 
None l-5 6-10 11-15 16-20 21-25 26-30 31+ 
* (l.compbtely disuU4ed. d-nwhl. Hours work per week 
7-comptatdy mllsn4d) Males 
Work, with and without Controls for 
Background and Educational Success 










5.0 I I I I I I I i 
Nxe 1-5 6-10 11-15 16-20 21-25 26-30 31.4 
Hours work per week 
Females 
Figure 20 
Satisfaction with Amount of Fun Related to 
Hours of Work, with and without Controls 
for Background and Educational Success 













Mme l-5 6-10 11-15 16-20 21-25 26-30 31+ 
Hours work per week 
Males 
I 8 I I I I I I 
Nme l-5 6-10 11-15 16-20 21-25 26-30 31+ 













Satisfaction with the Way Leisure Time Is 
Spent Related to Hours of Work, with and 
without Controls for Background and 
Educational Success 5.0 
(data from Table 25) 1 
- Mean 
---a--- Adjusted mean 
U.” ,  
Nme 1'5 6-:O 11~15 16'20 21k 26:30 3:+ 
- (l-ampleMIy diusll~d, 4.nwJw Hours work per week 











3.0 ’ , I I I I I I I 
None I-5 6-10 11-15 16-20 21-25 26-30 31+ 









Satisfaction with Job Related to Hours of 
- Mean 
---a--- Adjusted mean 
I ’ I - I ’ I. I - I . I ( 
l-5 6-10 11-15 16-20 21-25 26-30 31+ 
Hours work per week 
Work, with and without Controls for 
Background and Educational Success 










I I I I I I I 
I-5 6-10 II-15 16-20 21-25 26-30 31+ 










:: 4.2 - 
‘0 
S 4.1 - 
E 
” 4.Q- ti 
4 
c S 3.9 - 
v) 
Rgurr 23 
Self-Esteem Related to Hours Work per 
Week, with and without Controls for 
Background and Educrtlonal Success 45 
(data from Table 27) ’ 
1 
5 3.6 - 
i 3.?- 
- Mean 
S-S-.--- Adjusted Mean 
3.6 
1 
3.5 ’ , I I I I I I I 
kim 1-5 8-10 ii-15 16-20 21-25 26-30 31+ 







3.5 ’ , I I , I I , I 
Norm l-5 6-10 11-15 16-20 21-25 26-30 31+ 
Hours work per week 
Females 
Figure 24 
Predicting 30 day cigarette use 
(Pattern A) 
MAI FS FFMAl FS 
Paths % of variance Paths % of variance 
Model A B exomned A R exDlained 
1) - - 8.1% 10.0% 
2) .15 - 10.1% .14 - 1 1 .O% 
3) - .lO 8.9% .14 12.0% 
4) .19 -.05 10.3% -06 .lO 12.0% 
Note: Italicized values below and/or to the right refer to females 
121 
Figure 25 
Predicting 30 day cigarette use 
(Pattern 6) 
-.27 -.32 
MAI .FS FFM4LEs 
Paths % of variance Paths % of variance 
Dodel A R exolained A R exDlained 
1) - - 32.1% - - 37.6% 
2) .06 - 32.4% .04 - 37.7% 
3) - .02 32.1% - *OS 37.5% 
4) .l 1 -.06 32.6% .l 1 .04 37.6% 
Note: Italicized values below and/or to the right refer to females 
122 
Figure 26 






Paths % of variance Paths % of variance 
Model A R exDlained A B exDlained 
I) - - 2.7% 4.3% 
2) .13 - 4.2% .08 - 4.8% 
3) - .l 1 3.8% .12 5.7% 
4) .1 1 .03 4.2% -.04 -16 5.8% 
Note: Italicized values below and/or to the right refer to females 
123 
Figure 27 












leek “& V Pay per \ 
FEMAl FS 
Paths % of variance Paths % of variance 
Model A B exr>lained A R exDlained 
1) - - 35.5% - - 28.3% 
2) .05 - 27.1% .Ol - 28.3% 
3) - .05 35.5% - .04 28.2% 
4) -05 .o 1 35.5% -.05 .08 28.3% 
Note: ltalicizedvalues below and/of-to the rlghtreferto females 
124 
Figure 28 
Predicting 2 week heavy alcohol use 
(Pattern A) 
n 2 week heavy 
PIAl FS FFMAl FS 
Paths % of variance Paths % of variance 
de1 A B exc&md 
1) - - 2.8% 4.3% 
2) .14 - 5.5% -08 - 4.8% 
3) - .lO 4.7% .12 5.4% 
4) .I5 -.o 1 5.5% -.oo 1 .lO 5.2% 
Note: Italicized values below and/or to the right refer to females 
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Figure 29 




Paths % of variance Paths % of variance 
Model A R exolained A R exDlained 
1) - - 33.6% - - 22.5% 
21 .07 - 33.8% .02 - 22.5% 
3) - .04 33.6% - -02 22.4% 
4) .09 -.03 33.9% -.o I .03 22.4% 
Note: Italicized values below and/or to the right refer to females 
126 
Figure 30 
Predicting 30 day marijuana use 
(Pattern A) 
n 30 day mari iuana 
FEMN FS 
Paths % of variance Paths % of variance 
Model A B exolained A R eXplained 
1) - - 3.3% 3.8% 
2) -09 - 4.1% .07 - 4.3% 
3) - .09 4.0% .oa 4.4% 
4) -06 -04 4.1% .02 .06 4.4% 
Note: Italicized values below and/or to the right refer to females 
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Figure 3 1 

















Paths % of variance Paths % of variance 
!-lode1 A B exDlained A R eXDlained 
1) - - 35.1% - - 22.2% 
2) .04 - 34.9% .Ol - 22.1% 
3) - .04 35.0% - .Ol 22.1% 
4) .02 -03 34.9% .o 1 -.002 22.1% 
Note: Italicized values below and/or to the right refer to females 
128 
Figure 32 








MAI FS FFMAl FS 
Paths % of variance Paths % of variance 
Model A B explained A R exmined 
1) - - 1.2% 1.3% 
2) .07 - 1.7% .07 - 1.8% 
3) - .07 1.7% .09 2.0% 
4) .03 -05 1.7% .Ol -08 2.0% 
Note: I taliclzed values below and/or to the right refer to females 
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Figure 33 




Paths % of variance Paths % of variance 
l’lodel A R eXDlained A R exDlained 
1) - - 9.0% - - 9.6% 
2) .04 - 9.1% .03 - 9.6% 
3) - .04 9.1% - .04 9.6% 
4) .oo -04 9.1% .oo .04 9.6% 
Note: italicized values below and/or to the right refer to females 
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