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UNIFORM ESTIMATES FOR BILINEAR HILBERT TRANSFORM
AND BILINEAR MAXIMAL FUNCTIONS ASSOCIATED TO
POLYNOMIALS
XIAOCHUN LI AND LECHAO XIAO
Abstract. We study the bilinear Hilbert transform and bilinear maximal
functions associated to polynomial curves and obtain uniform Lr estimates for
r > d−1
d
and this index is sharp up to the end point.
1. Introduction
Let d ≥ 2 be a positive integer and P (t) = adtd + ad−1td−1 + · · · + a2t2 be
a polynomial of degree d without linear term, where ad, . . . , a2 ∈ R. Let ΓP =
(t, P (t)), we define the bilinear Hilbert transform along ΓP as
(1.1) HΓP (f, g) = p.v.
∫
R
f(x− t)g(x− P (t))
dt
t
.
where f(x) and g(x) are Schwartz functions on R.
For the bilinear Hilbert transform HΓ, the L
2 × L2 to L1 estimate was studied
in [15] for the monomial curve. Recently, the L2 × L2 → L1 result for HΓ was
proved to be true for the non-flat curve in [16]. In this paper, we establish the
Lp × Lq → Lr estimates for the full range p, q, r, except for the end point case
r = d−1d . In addition, the operator norm is bounded uniformly because it only
depends on the degree of the polynomial. The method employed in this paper can
be also used to obtain the uniform estimates for the bilinear maximal functionMΓp ,
defined by
(1.2) MΓP (f, g) = sup
ǫ>0
1
2ǫ
∫ ǫ
−ǫ
|f(x− t)g(x− P (t))| dt.
More precisely, we have
Theorem 1. Let P (t) be a polynomial without linear term. Then the operators
HΓP defined as in (1.1) can be extended to a bounded operator from L
p1 × Lp2 to
Lr for r > d−1d , p1, p2 > 1 and
1
r =
1
p1
+ 1p2 . In addition, the bound is uniform in
a sense that it depends on d but independent of the coefficients of P .
Theorem 2. Let p1, p2 and r be the same as Theorem 1, then the bilinear maximal
operator MΓP can be extended to a bounded operator from L
p1 ×Lp2 to Lr and the
bound is also uniform.
This theorem on maximal functions can be viewed as a bilinear analogue of
Theorem 3 in [3]. It is not difficult to construct a polynomial P with no linear term
such that HΓP and MΓP are unbounded whenever r < (d− 1)/d (see Section 3).
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For general polynomials (containing linear term), the problem is harder, especially
for the full range p1, p2, r, since it involves the results of the uniform estimates
for the bilinear Hilbert transform (see [7], [13], [23]) and for the bilinear maximal
transform (see [12]). The constraint of r > (d− 1)/d is superfluous if there is some
additional convexity condition for the curve. For instance, for the monomial curve,
i.e. Γd = (t, t
d) and d ≥ 2, we can extend the range of r to (12 ,∞),
Theorem 3. Let 1r =
1
p1
+ 1p2 where r >
1
2 , p1, p2 > 1 and Γ(t) = (t, t
d). Then
HΓ (MΓ) can be extended to a bounded operator from L
p1 × Lp2 to Lr.
It is then natural to ask the following question: for a given polynomial P (t),
what is the lower bound of r such that HΓP and MΓP map from L
p1 × Lp2 to Lr?
The following theorem provides a complete answer to this question for P (t) without
linear term and characterizes the lower bound of r by the decay factor of the level
set estimate: |{t : |P ′(t)− 1| < h}|.
Theorem 4. Let P (t) be a polynomial without linear term, the following are equiv-
alent:
(i) All the roots of P ′(t)− 1 = 0 has order at most (k-1);
(ii) There is a constant CP = C(P ) s.t. the following level set estimate is true for
h sufficiently small
|{t : |P ′(t)− 1| < h}| < CPh
1
k−1 .
(iii) HΓP and MΓP maps from L
p1×Lp2 to Lr for all r > k−1k , p1, p2 > 1 satisfying
1
r =
1
p1
+ 1p2 .
Although we don’t have a uniform boundedness as in Theorem 1 and 2, still a
weaker one holds: the bounds of the operators HΓP and MΓP depend only on the
degree d and the constant CP in (ii) above. The whole picture of this point, as well
as Theorem 4, will become transparent in Section 3.
This type of problems is not only motivated by the classical questions on Hilbert
transforms along curves (see [21]), but also arises from the non-conventional ergodic
average (see [6], [15]). For instance, for n ∈ N, consider
(1.3) T ∗(f1, f2)(n) = sup
M∈N
∣∣ 1
M
M∑
m=1
f1(n−m)f2(n−m
2)
∣∣ .
In [9], it was shown that T ∗ can be extended to a bounded operator from ℓ2× ℓ2 to
ℓr provided that r > 1. Because there is no transference principle available, it is not
clear that Theorem 2 implies any boundedness of T ∗. A very interesting question
is to build up ℓ2 × ℓ2 → ℓ1 estimate for T ∗, from which the pointwise convergence
of the non-conventional dynamic system follows. The circle method and(or) large
sieve method are expected to resolve the problem.
The method used in this paper essentially works for more general curves on
nilpotent groups. We shall not pursue this in this article. Besides the generalisation
to more general curves, it is natural to ask whether one can extend the results to
the multilinear cases and/or the higher dimensional cases (see [15]).
2. Main Structure of the Proof
Unfortunately, the proof of Theorem 1 has to be quite technical, since it involves
the uniform bounds. In this section, we sketch the proof of Theorem 1 to present
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a clear picture for the reader. In order to build up the uniform estimates, first
we introduce some technical notations associated to the polynomial. Let P (t) =
d∑
k=1
akt
k and N be a sufficiently large positive integer, say, N > 2100d!. For l =
1, . . . , d, we define Jl(N) as
(2.1) Jl(N) =
{
j ∈ Z : |j| ≥ N, |al(2
−j)l| > 2N+2d|ak(2
−j)k|, for all k 6= l
}
.
Then set Jbad(N) and Jgood(N), respectively, to be
(2.2) Jbad(N) :=
d⋃
l=1
Jl(N),
and
Jgood(N) := Z\Jbad(N).
The Jl(N) may be empty for some l and can be considered essentially as the col-
lection of dyadic numbers at which the l-th term in the polynomial P dominates
all other terms. Henceforth, whenever j ∈ Jl(N) and |t| ∼ 2
−j , the polynomial P
behaves almost the same as the monomial alt
l. The following lemma asserts that
the cardinality of Jgood(N) is majorized by a constant which is independent of the
coefficients of P (t). This uniform upper bound is crucial in our proof for Theorem
1.
Lemma 1. The upper bound of the cardinality of Jgood(N) depends only on N and
the degree d of P (t), more precisely
#Jgood(N) ≤ (2(N + 2d) + 1)d(d− 1) + (2N − 1).
Proof. The proof is a simple application of pigeonhole principle. Let |al| = 2
bl .
Observe that if j ∈ Jgood(N), then there exists two integers 1 ≤ m 6= n ≤ d such
that
m(−j) + bm + (N + 2d) ≥ n(−j) + bn ≥ m(−j) + bm − (N + 2d).(2.3)
Thus
Jgood(N) ⊂
 ⋃
1≤m 6=n≤d
Jgood(N,m, n)
⋃{|j| < N},
where
Jgood(N,m, n) = {j ∈ Jgood(N) : (m,n) satisfying (2.3)} .
The cardinality of {|j| < N} equals (2N − 1) and by (2.3), the cardinality of
Jgood(N,m, n) is at most (2(N + 2d) + 1) . Noticing that the number of different
pairs (m,n) is d(d− 1), the conclusion of the lemma is obvious now. 
Remark 1. The reader may notice that the upper bound in the above lemma is far
from sharp, however it is enough for our application.
The quantity N is chosen to depend only on d, p1 and p2, but sufficiently large for
the technical reason. Basing on Lemma 1, we will decompose the operatorHΓP (f, g)
into two components. First, let 1t =
∑
j∈Z
ρj(t), where ρj(t) is a smooth odd function,
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supported on (2−j−1, 2−j+1) ∪ (−2−j+1,−2−j−1). Indeed, ρj(t) = 2jρ(2jt), where
ρ(t) = ρ0(t). Set Tj(f, g)(x) as
(2.4) Tj(f, g)(x) =
∫
f(x− t)g(x− P (t))ρj(t)dt.
We then write the bilinear Hilbert transform HΓP as
(2.5) HΓP =
∑
j∈Jgood(N)
Tj +
∑
j∈Jbad(N)
Tj .
Lemma 1 tells us that #Jgood(N) is dominated by a constant only depending on
d, p1, p2 and hence, to estimate the first term in (2.5), it suffices to control Tj for
j ∈ Jgood(N) individually. The following theorem achieves this goal.
Theorem 5. Let P (t) be a polynomial of degree d with no linear term. Then for
r > d−1d , p1 > 1, p2 > 1 with
1
p1
+ 1p2 =
1
r , there is a constant C independent of j
and the coefficients of P , such that
‖Tj(f, g)‖r ≤ C‖f‖p1‖g‖p2.
The case when r ≥ 1 is trivial and a finer analysis is required for r < 1. The tool
we use here is the van der Corput type estimate for obtaining the uniform bound.
We postpone the proof of Theorem 5 to Section 3, without sidetracking the reader
from the main structure of the proof. We now turn to the case j ∈ Jbad(N) for
getting an estimation of the second term in 2.5. To fulfill this, we need the following
theorem.
Theorem 6. Let P (t) be a polynomial of degree d without linear term and r > 12 ,
p1, p2 > 1 with
1
p1
+ 1p2 =
1
r . If N is sufficiently large, then for each 2 ≤ l ≤ d,
there is a constant C independent of the coefficients of P (t) such that∥∥∥ ∑
j∈Jl(N)
Tj(f, g)
∥∥∥
r
≤ C‖f‖p1‖g‖p2.
This theorem requires a delicate time-frequency analysis. Sections 4, 5, 6 will be
devoted to the proof of Theorem 6. The idea in the proof can be outlined as follows.
Observe that if j ∈ Jl(N), then for 2
−j−1 < |t| < 2−j+1, |P (t)− alt
l| ≤ 2−N |alt
l|.
Because we can choose N sufficiently large, the polynomial P behaves like the
monomial alt
l, except for a tiny perturbation |P (t) − altl|. Although technically
some treatment is required for taking care of the perturbation, the polynomial P
can be viewed as a monomial locally. The main ingredient for handling the pertur-
bation is a theorem on inverse functions, which asserts that a small perturbation of
a sufficiently nice function can not produce a significant change for its inverse func-
tion. The details of it will appear in Appendix. We adapt the uniformity method
in [15] to obtain a uniform bound from L2 × L2 to L1 with a decay factor, after
removing paraproducts (see Proposition 1). To make r go below 1, the method of
time frequency analysis has to be invoked (see Proposition 2). For r < 1, the main
issue here is to obtain an appropriate upper bound that grows slowly enough, in
contrast to the decay factor mentioned above. This is achieved by a trick related
to Whitney decomposition in Section 8 and the time-frequency analysis. Finally,
Theorem 6 follows from interpolation. Combining Theorem 5 and Theorem 6 we
then obtain Theorem 1.
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Theorem 3 is a direct consequence of Theorem 6. In fact, when P (t) = td every
integer j is either in Jbad(N) or in the interval (−N,N). For j ∈ Jbad(N), Theorem
6 implies the desired result. For |j| < N , the theorem follows from the single scale
estimate, presented in Section 3.
The reader may also notice that Theorem 5 is the only constraint preventing r go
below d−1d . If not pursuing the uniform boundedness, we are able to obtain Theorem
4 by modifying the proof of Theorem 5 and combining the result of Theorem 6.
Details can be found in section 3.
In what follows, we use C to denote a constant independent of the coefficients
of P . The exact value of C may vary from line to line, but it is unimportant.
3. Treatments for the case of Jgood(N)
The first part of this section is devoted to prove Theorem 5. In the end, we
will give a counterexample to show that r ≥ d−1d is necessary, and provide a proof
of Theorem 4. The main tool in proving Theorem 5 is the van der Corput type
estimate for the level set of a polynomial (or a function). The following lemma is
well-known and can be found, for example, in [22] and [2].
Lemma 2. For each k ≥ 1, there exists an absolute constant Ck such that for any
function u(t) satisfying u(k)(t) ≥ 1 for all t, then
|{t : |u(t)| ≤ α}| ≤ Ckα
1/k.
3.1. Proof of Theorem 5. First, by insertting the absolute value, we have
‖Tj(f, g)(x)‖1 ≤
∫ ∫
|f(x− t)||g(x− P (t))|dx |ρj(t)|dt
≤ ‖f‖p‖g‖p′‖ρ‖1,
which is bounded by C‖f‖p‖g‖p′ , for all 1 ≤ p ≤ ∞ and p′ is the conjugate of
p. Interpolating with the trivial bound L∞ × L∞ → L∞, we obtain Theorem 5
immediately for r ≥ 1. We now turn to the difficult case when r < 1. Observe that
Tj(f, g)(x) =
∫
f(x− 2−jt)g(x− P (2−jt))ρ(t)dt.
It is then natural to compare the measures of the following two sets
A1 = {2
−jt : t ∈ supp ρ(t)}(3.1)
and
AP = {P (2
−jt) : t ∈ supp ρ(t)}.(3.2)
Let
Qj(t) = (P (2
−jt))′ − (2−jt)′ = dad(2
−j)dtd−1 + · · ·+ 2a2(2
−j)2t− 2−j
and
Eα =
{
t ∈ supp ρ : α ≤ |(P (2−jt))′| ≤ 2α
}
,
where α is a dyadic number. Define
A1(α) = {2
−jt : t ∈ Eα}(3.3)
and
AP (α) = {P (2
−jt) : t ∈ Eα}.(3.4)
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Tj can then be decomposed into Tj(f, g)(x) =
∑
α T
α
j (f, g)(x), where
(3.5) Tαj (f, g)(x) =
∫
Eα
f(x− 2−jt)g(x− P (2−jt))ρ(t)dt.
We need to establish the Lr estimate for the sum
∑
α T
α
j . To achieve it, divide
the range of dyadic number α into 3 cases:
• Case 1. α ≥ 2 · 2−j;
• Case 2. α ≤ 14 · 2
−j ;
• Case 3. 12 · 2
−j ≤ α ≤ 2−j .
Case 1 and Case 2 are similar, while Case 3 is the hardest. We begin with Case 1.
Define constants bk’s for 2 ≤ k ≤ d as follows:
bk = |ak| · (2
−j)k · 23k · k!(3.6)
and assume
bk0 = max
2≤k≤d
{bk}.
If α ≥ 2 · 2−j , then
2α|Eα| ≥ |AP (α)| ≥ α|Eα| > 2
−j|Eα| = |A1(α)|.(3.7)
Hence, in estimating the Lr norm of Tαj (f, g)(x), we are able to assume x is sup-
ported on an interval Iα of length 2α|Eα|. Applying change of variables u = x−2−jt,
v = x− P (2−jt), we obtain∫
Iα
∣∣∣∣∫
Eα
f(x− 2−jt)g(x− P (2−jt))ρ(t)dt
∣∣∣∣1/2 dx
≤ C|Iα|
1/2
(∫
Iα
∫
Eα
|f(x− 2−jt)g(x− P (2−jt))|dtdx
)1/2
≤ C|Iα|
1/2
(∫ ∫
|f ||g|
∣∣∣∣ ∂(x, t)∂(u, v)
∣∣∣∣1Eα(t)dudv)1/2
≤ C|Iα|
1/2(
1
2
α)−1/2 (‖f‖1‖g‖1)
1/2 ≤ C|Eα|
1/2(‖f‖1‖g‖1)
1/2
For the last two inequalities, we used the facts∣∣∣∣∂(u, v)∂(x, t)
∣∣∣∣ = |(P (2−jt))′ − (2−jt)′| ≥ 12α for all t ∈ Eα,
and
|Iα| ∼ α|Eα|.
Henceforth, when α ≥ 2 · 2−j we have
(3.8) ‖Tαj (f, g)‖
1/2
1/2 ≤ C|Eα|
1/2(‖f‖1‖g‖1)
1/2.
Now we consider the second case: α ≤ 142
−j . In this case, observe that
2 · 2−j |Eα| ≥ |A1(α)| > |AP (α)|,
hence when considering ‖Tαj (f, g)‖
r
r we may restrict x on an interval Iα of length
2 · 2−j |Eα|. Again, we perform change of variables u = x − 2
−jt, v = x − P (2−jt)
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and notice that |∂(u,v)∂(x,t) | ≥
1
22
−j , as we did in the case 1, we obtain
(3.9)
∫
Iα
∣∣∣∣∫
Eα
f(x− 2−jt)g(x− P (2−jt))ρ(t)dt
∣∣∣∣1/2 dx ≤ C|Eα|1/2(‖f‖1‖g‖1)1/2.
The next step is to estimate the level set Eα. First notice that
|(P (2−jt))(k0)| ≥
1
2
|ak0(2
−j)k0k0!|,(3.10)
which follows from the definition of bk and bk0 in (3.6). Then by Lemma 2,
|Eα| ≤ |{|(P (2
−jt))′| ≤ 2α}| ≤ Cd
(
2α
1
2 |ak0(2
−j)k0k0!|
) 1
k0−1
.
In order to prove that
∑
α |Eα|
1/2 is bounded above uniformly, we just need to
show 2α1
2 |ak0 (2
−j)k0k0!|
bounded above uniformly. Indeed, by the definition of bk0 we
have
α ≤ sup
t∈supp ρ
|(P (2−jt))′|
≤ |dad(2
−j)dtd−1)|+ · · ·+ |2a2(2
−j)2t| ≤ d|bk0 | = d · k0! · 2
3k0 · |ak0(2
−j)k0 |.
This implies α
|ak0(2
−j)k0k0!|
≤ d · 23k0 and hence
∑
α |Eα|
1/2 ≤ Cd. Summing up all
α in Case 1 and Case 2, we obtain∥∥∥ ∑
α≤ 142
−j orα≥2·2−j
Tαj (f, g)
∥∥∥
1/2
≤ Cd‖f‖1‖g‖1(3.11)
and ∥∥∥ ∑
α≤ 142
−j orα≥2·2−j
Tαj (f, g)
∥∥∥
r
≤ Cd‖f‖p1‖g‖p2(3.12)
for 12 ≤ r ≤ 1 by interpolation. We turn to the last case, where we need to consider
{t ∈ supp ρ : 12 ·2
−j < |(P (2−jt))′| < 2 ·2−j} in a finer scale. We only need to focus
on the case (P (2−jt))′ > 0, because the case when (P (2−jt))′ < 0 can be handled
exactly same as Case 2. Let
E0 =
{
t ∈ supp ρ :
1
2
· 2−j < (P (2−jt))′ < 2 · 2−j
}
and
E0(h) =
{
t ∈ E0 : h · 2
−j ≤ |(P (2−jt))′ − (2−jt)′| ≤ 2h · 2−j
}
,
where 0 < h ≤ 1 is a dyadic number and E0 =
⋃
0<h≤1E0(h) . Let
Tj,h(f, g)(x) =
∫
E0(h)
f(x− 2−jt)g(x− P (2−jt))ρ(t)dt.
Our goal is to prove that there is a positive number ǫ > 0 such that the following
inequality is true for 0 < h ≤ 1, d−1d < r < 1, p1, p2 > 1 with
1
p1
+ 1p2 =
1
r
‖Tj,h(f, g)‖r ≤ Ch
ǫ‖f‖p1‖g‖p2 .(3.13)
We begin with the estimation of E0(h). Notice that k0 ≥ 2, the following inequality
is exactly (3.10)∣∣∣((P (2−jt)− 2−jt)′)(k0−1)∣∣∣ ≥ 1
2
· |ak0 |(2
−j)k0 · k0!.
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In addition, for t ∈ E0, one has
1
2
· 2−j ≤ sup
t∈E0
|(P (2−jt))′| ≤ d · bk0 .
Hence
1
2d
· 2−j ≤ bk0 = k0! · 2
3k0 · |ak0(2
−j)k0 |.(3.14)
Applying Lemma 2 and (3.14), we obtain
|E0(h)| ≤
∣∣∣∣ 2h · 2−j1
2 |ak0(2
−j)k0k0!|
∣∣∣∣
1
k0−1
≤ Cdh
1
k0−1 .(3.15)
Because |{P (2−jt) : t ∈ E0(h)}| ∼ |{2−jt : t ∈ E0(h)}| ≤ 10 ·2−j|E0(h)|, in proving
(3.13) we can assume x is supported on an interval Ih of length 10 · 2−j|E0(h)|.
Thus ∫
Ih
∫
E0(h)
∣∣f(x− 2−jt)g(x− P (2−jt))∣∣ dtdx
≤
∫
Ih
(∫
E0(h)
|f(x− 2−jt)|pdt
)1/p(∫
E0(h)
|g(x− P (2−jt))|p
′
dt
)1/p′
dx
≤
∫
Ih
(2j)1/p‖f‖p(2
j)1/p
′
‖g‖p
′
dx ≤ 10 · |E0(h)|‖f‖p‖g‖p′,
that is
‖Tj,h(f, g)‖1 ≤ C|E0(h)|‖f‖p‖g‖p′ .(3.16)
On the other hand, applying Cauchy-Schwarz inequality, we have∫
Ih
(∫
E0(h)
|f(x− 2−jt)g(x− P (2−jt))|dt
)1/2
dx
2
≤ |Ih|
∫
Ih
∫
E0(h)
∣∣f(x− 2−j)g(x− P (2−jt))∣∣ dtdx
≤ |Ih|
∫ ∫
|f(u)||g(v)|
∣∣∣∣ ∂(x, t)∂(u, v)
∣∣∣∣ 1E0(h)(t)dudv
≤ C|E0(h)|h
−1‖f‖1‖g‖1.
Here we applied change of variables u = x − 2−jt, v = x − P (2−jt) and the fact
that for t ∈ E0(h) ∣∣∣ ∂(x, t)
∂(u, v)
∣∣∣ ≤ C2j · h−1.
Thus we obtain
‖Tj,h(f, g)‖1/2 ≤ C|E0(h)|h
−1‖f‖1‖g‖1.(3.17)
Combining the results of (3.15), (3.16), (3.17) and applying interpolation, we obtain
for r > k0−1k0
‖Tj,h(f, g)‖r ≤ Ch
ǫ‖f‖p1‖g‖p2 ,
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for some ǫ > 0 and thus we have
‖
∑
0<h≤1
Tj,h(f, g)‖r ≤ C‖f‖p1‖g‖p2.(3.18)
(3.12) and (3.18) together complete the proof of the inequality
‖Tj(f, g)‖r ≤ C‖f‖p1‖g‖p2 for
d− 1
d
< r ≤ 1.
This finishes the proof of Theorem 5.
3.2. A counterexample. We show that r ≥ d−1d is necessary for the boundedness
of HΓP , even for a single scale.
Let P (t) = t + (1−tA )
d − 1
Ad
and take A = d1/d to eliminate the linear term. Let
f = 1[0,δ] and g = 1[ 1
Ad
, 1
Ad
+δ] be characteristic functions and δ is a small positive
number. Set B = A10 and consider T0(f, g)(x) =
∫
f(x − t)g(x − P (t))ρ(t)dt, for
x ∈ [1 + Bδ1/d, 1 + 2Bδ1/d]. If t < 0, (x − t) ≥ 1 > δ and hence f(x − t)g(x −
P (t))ρ(t) = 0. Thus we only need to focus on t > 0 and ρ(t) > 0. In this case,
f(x − t)g(x − P (t))ρ(t) ≥ 0, for all x ∈ [1 + Bδ1/d, 1 + 2Bδ1/d]. Now for fixed x,
when t ∈ [x− δ/2, x− δ/4] we have
1
Ad
< x− P (t) < δ +
1
Ad
.
That is, for x ∈ [1 +Bδ1/d, 1 + 2Bδ1/d] and t ∈ [x− δ/2, x− δ/4] we have
f(x− t)g(x− P (t)) = 1
and
f(x− t)g(x− P (t))ρ(t) ≥ 1/2.
Hence, for every x ∈ [1 +Bδ1/d, 1 + 2Bδ1/d] we have
T0(f, g)(x) ≥ 1/2 · δ/4 = δ/8.
This implies
‖T0(f, g)(x)‖r ≥ (Bδ
1/d)1/rδ/8.
Observe that ‖f‖p1 = δ
1/p1 and ‖g‖p2 = δ
1/p2 . Then ‖T0(f, g)‖r ≤ C‖f‖p1‖g‖p2
yields
(Bδ1/d)1/rδ/8 ≤ Cδ1/p1+1/p2 = Cδ1/r.
Let δ → 0+, then we obtain r ≥ d−1d as desired.
3.3. Proof of Theorem 4. Since P (t) is a polynomial of bounded degree, the
equivalence between (i) and (ii) in Theorem 4 is obvious. To show (ii) implies (iii),
we proceed as in subsection 3.1 and use the same notation. The arguments for Case
1: α > 2 · 2−j and Case 2: α < 14 · 2
−j are exactly the same and hence we still
have (3.11) and (3.12). For case 3, we also have (3.16) and (3.17) true. The only
difference is that the level set estimate (3.10) is replaced by (ii) in Theorem 4
|E0(h)| ≤ Ch
1
k−1 .(3.19)
By interpolation, we have for r > k−1k
‖Tj,h(f, g)‖r ≤ Ch
ǫ|‖f‖p1‖g‖p2,(3.20)
and thus we get the same result as in Theorem 5 for r > k−1k . Combining Theorem
6 we obtain Theorem 4 (iii).
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Now we turn to prove (iii) implies (i). The proof is similar to what we did in
Subsection 3.2. Assume t0 is a root of P
′(t) − 1 = 0 of order k0. Since P (t)
has no linear term (and no constant term), then t0 6= 0. Let 0 < δ << |t0|
be a small number and define f = 1[−δ,δ] and g = 1[t0−P (t0)−δ,t0−P (t0)+δ]. Fix
x ∈ [t0 − δ
1
k0+1 /A, t0 + δ
1
k0+1 /A], where A is a large constant depending on P and
to be specific later. Restrict t to |t − x| < δ/100. Notice that t0 is a root of(
(t− P (t)) − (t0 − P (t0))
)
of order (k0 + 1). Then when A large enough, we have
|(t− P (t))− (t0 − P (t0)| ≤ δ/100.
Thus, we obtain
|(x− P (t))− (t0 − P (t0))| = |(x− t) +
(
(t− P (t))− (t0 − P (t0))
)
| < δ/10
and
f(x− t)g(x− P (t)) = 1
for x ∈ [t0 − δ
1
k0+1 /A, t0 + δ
1
k0+1 /A] and |t− x| < δ/100. This yields
‖HΓP (f, g)‖ ≥ Cδ
1
r(k0+1) δ
Combining ‖f‖p1‖g‖p2 = Cδ
1
r and Theorem (iii), we obtain k0 ≤ k − 1.
4. Decomposition of the operator Tj
The purpose of the section is to decompose the operator Tj(f, g) into two parts
in terms of pseudo-differential operators, as in [15]. One part can be handled by
the uniform estimates of some paraproducts (see [14]), while the other part requires
most work. Set jl =
bl
l−1 where |al| = 2
bl . The technical issue here is that jl may
not be an integer. To overcome this difficulty, we simply shift Jl(N) by jl units
as follows so that jl can be essentially treated as an integer in the proof. More
precisely, first, by the proof of Lemma 1, Jl(N) is “continuous” in the sense that
j ∈ Jl(N) whenever j satisfies inf Jl(N) ≤ j ≤ supJl(N). Thus we set
J∗l (N) = {j ∈ Z : inf Jl(N) ≤ j + jl ≤ sup Jl(N)}
and
E =
{ ⋃
j∈Jl(N)
[2−j−1, 2−j+1]
}
\
 ⋃
j∈J∗l (N)
[2−(j+jl)−1, 2−(j+jl)+1]
 .
The set E is empty whenever jl is an integer, and can be covered by finitely many
dyadic intervals. The number of such intervals is dominated by a uniform constant.
Henceforth, the case |t| ∈ E can be incorporated into the case of Jgood(N). There-
fore, we only need to focus on |t| ∈ ∪j∈J∗l (N)[2
−(j+jl)−1, 2−(j+jl)+1], and decompose
the operator Tj+jl for j ∈ J
∗
l (N). Here jl can be viewed as an integer due to the
previous shifting argument.
Recalling the definition of Tj as in (2.4) and applying Fourier Inversion formula
to both f(x) and g(x), we get
Tj+jl(f, g)(x) =
∫ ∫
fˆ(ξ)gˆ(η)e2πi(ξ+η)x
(∫
e−2πi
(
tξ+(alt
l+Pl(t))η
)
ρj+jl (t)dt
)
dξdη
Here Pl(t) = P (t) − altl. The next step is to decompose the support of ξ and η
dyadically. Let Θ be a Schwartz function supported on (−1, 1) such that Θ(ξ) = 1
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if |ξ| ≤ 12 . Let Φ(ξ) be a Schwartz function such that
Φˆ(ξ) = Θ(
ξ
2
)−Θ(ξ).
Then Φ is Schwartz function such that Φˆ is supported on {ξ : 12 < |ξ| < 2} and∑
m∈Z
Φˆ(
ξ
2m
) = 1, for ξ 6= 0.
Inserting this decomposition into Tj+jl , we obtain
Tj+jl(f, g)(x) =
∫ ∫
fˆ(ξ)gˆ(η)e2πi(ξ+η)x
∑
m∈Z
∑
n∈Z
Mm,n(ξ, η)dξdη
where
Mm,n(ξ, η) = Φˆ(
ξ
2jl+j+m
)Φˆ(
η
2jl+lj+n
)
(∫
e−2πi
(
tξ+(alt
l+Pl(t))η
)
ρj+jl(t)dt
)
.
Change variable t 7→ 2−jl−jt and let Ql(t) = 2jl+ljPl(2−jl−jt). Notice that |al| =
2(l−1)jl , we have
Mm,n(ξ, η) = Φˆ(
ξ
2jl+j+m
)Φˆ(
η
2jl+lj+n
)
(∫
e
−2πi
(
tξ
2jl+j
+
(tl+Ql(t))η
2jl+lj
)
ρ(t)dt
)
.(4.1)
Here tl + Ql(t) is a small perturbation of t
l. The most difficult case is when m ∼
n > 0. For other cases, the standard Coifman-Meyer treatment (see [4], [7], [11],
[17]) allows us to reduce them to paraproducts. In [14], the uniform estimates
of the paraproducts were established. So we only present the details for the case
m ∼ n > 0. For fixed m, the number of n with m ∼ n is finite and hence without
loss of generality we may assume that m = n. Let
Mm(ξ, η) = Φˆ(
ξ
2jl+j+m
)Φˆ(
η
2jl+lj+m
)
(∫
e
−2πi( tξ
2jl+lj
+
(tl+Ql(t))η
2jl+lj
)
ρ(t)dt
)
and
Tj,m(f, g)(x) =
∫ ∫
fˆ(ξ)gˆ(η)e2πi(ξ+η)xMm(ξ, η)dξdη.(4.2)
Our goal is to prove the following two propositions.
Proposition 1. For each 2 ≤ l ≤ d, there are constants ǫ > 0 and C depending
only on d such that ∥∥∥∥ ∑
j∈J∗l (N)
Tj,m(f, g)
∥∥∥∥
1
≤ C2−ǫm‖f‖2‖g‖2.
Proposition 2. For 2 ≤ l ≤ d, r > 12 and p1, p2 > 1 satisfying
1
p1
+ 1p2 =
1
r there
is a constant C depending on p1, p2 and d such that,∥∥∥∥ ∑
j∈J∗l (N)
Tj,m(f, g)
∥∥∥∥
r,∞
≤ Cm‖f‖p1‖g‖p2
The proof of Proposition 1 is a modification of the sigma uniformity argument in
[15]. For Proposition 2 we employ the method of time frequency analysis. Sections
5, 6 are devoted to prove Proposition 1 and Proposition 2 respectively. Interpolating
Proposition 1 and Proposition 2, we obtain a stronger version of Proposition 2:
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Theorem 7. For 2 ≤ l ≤ d, r > 12 and p1, p2 > 1 satisfying
1
p1
+ 1p2 =
1
r there is
a constant C depending on p1, p2 and d such that,∥∥∥∥ ∑
j∈J∗l (N)
Tj,m(f, g)
∥∥∥∥
r
≤ C2−ǫm‖f‖p1‖g‖p2.
Summing all the m ≥ 0, combining the analysis in the beginning of this section,
we obtain Theorem 6.
5. The decay estimates from L2 × L2 to L1
This section is devoted to the proof Proposition 1. We adapt the method in [15].
We only present details for the case j > 0 because the case j < 0 can be treated
similarly. Notice that
Tj,m(f, g)(x) = Tj,m(Rjl+j+m(f), Rjl+lj+m(g))(x),
where
Rjl+j+m(f)(x) =
∫
|ξ|∼2jl+j+m
fˆ(ξ)e2πixξdξ
and
Rjl+lj+m(g)(x) =
∫
|ξ|∼2jl+lj+m
gˆ(ξ)e2πixξdξ.
By applying Cauchy-Schwarz Inequality and Plancherel’s Theorem, to prove Propo-
sition 1, it is sufficient to prove the case of a single scale, that is, for every j ∈ J∗l (N),
we only need to establish
‖Tj,m(f, g)‖1 ≤ C2
−ǫm‖f‖2‖g‖2.(5.1)
By rescaling variables: ξ 7→ 2jl+j+mξ, η 7→ 2jl+lj+mη and x 7→ 2−(jl+lj+m)x, it is
easy to see that (5.1) is equivalent to
‖Bj,m(f, g)‖1 ≤ C2
−ǫm‖f‖2‖g‖2,(5.2)
where
(5.3)
Bj,m(f, g)(x) = 2
−(l−1)j
∫
f ∗ Φ(2−(l−1)jx− 2mt)g ∗ Φ(x− 2m(tl +Ql(t)))ρ(t)dt.
The proof of (5.2) will be achieved by the following two propositions:
Proposition 3. Let j ≥ N then there is a uniform constant C such that
‖Bj,m(f, g)‖1 ≤ C2
(l−1)j−m
6 ‖f‖2‖g‖2.(5.4)
Proposition 4. There are uniform constants C and ǫ′ > 0 such that if (l − 1)j >
(1− ǫ′)m then there is a small constant ǫ > 0 such that
‖Bj,m(f, g)|‖1 ≤ C2
−ǫm‖f‖2‖g‖2(5.5)
holds for all f, g ∈ L2.
We introduce a notation in order to handle the perturbation term Ql(t). In the
rest of this article, D represents the differential operator and J represents (1/2, 2)
or (−2,−1/2).
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Definition 1. Let F be a smooth function defined on J . Given a nonnegative
integer K, we define the ‖ · ‖DK -norm of F as
‖F‖DK = sup
0≤k≤K
‖DkF‖L∞(J ).
Taking K = 100d2 and N to be sufficiently large, one can see immediately from
the definition that
(5.6) ‖Ql‖DK ≤ 2
−99N/100.
5.1. Proof of Proposition 3. The proof is based on a TT ∗ method. Since |t| ∼ 1,
hence in the proof (5.4) we may assume the support of x is on an interval of length
around 2(l−1)j+m. By stationary phase method, we have
Φˆ(ξ)Φˆ(η)
∫
e−2πi2
m
(
tξ+(tl+Ql(t))η
)
ρ(t)dt ∼ 2−m/2e2
miφl(ξ,η) := 2−m/2Nm(ξ, η),
(5.7)
where the phase φl(ξ, η) can be specified explicitly as follows: let t0 be the root of
d
dt
(
tξ + (tl +Ql(t))η
)
= 0 .
Clearly t0 is a function of z = ξ/η. Then
(5.8) φl(ξ, η) := 2π
(
t0
ξ
η
+
(
tl0 +Ql(t0)
))
η .
From (5.7), Bj,m(f, g) can be replaced by
B′j,m(f, g)(x) = 2
−(l−1)j−m
2
∫
fˆ(ξ)gˆ(η)Φˆ(ξ)Φˆ(η)e2πi(2
−(l−1)jξ+η)xe2
miφl(ξ,η)dξdη.
Let h be a function supported on an interval of length around 2(l−1)j+m and define
the trilinear form
Λj,m(f, g, h) := 〈B
′
j,m(f, g), h〉
= 2
−(l−1)j−m
2
∫
fˆ(ξ)gˆ(η)Φˆ(ξ)Φˆ(η)h(2−(l−1)jξ + η)Nm(ξ, η)dξdη.
Here Nm(ξ, η) = e
i2mφl(ξ,η). Change variables ξ 7→ ξ − η and η 7→ b1ξ + b2η with
b1 = 1− 2−(l−1)j and b2 = 2−(l−1)j , and we write Λj,m(f, g, h) as
2
−(l−1)j−m
2
∫
fˆ(ξ − η)gˆ(bξ + b2η)Φˆ(ξ − η)Φˆ(b1ξ + b2η)h(ξ)Nm(ξ − η, b1η + b2η)dξdη.
Invoking Cauchy-Schwarz inequality, we then control |Λj,m(f, g, h)| by
2
−(l−1)j−m
2 ‖B¯j,m(f, g)‖2‖h‖2,
where
B¯j,m(f, g)(ξ) =
∫
fˆ(ξ− η)gˆ(b1ξ+ b2η)Φˆ(ξ− η)Φˆ(b1ξ+ b2η)Nm(ξ− η, b1η+ b2η)dη.
A direct calculation yields
‖B¯j,m(f, g)‖
2
2 =
∫ (∫ ∫
F (ξ, η1, η2)G(ξ, η1, η2)Km(ξ, η1, η2)dη1dη2
)
dξ,
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where
F (ξ, η1, η2) = (fˆ Φˆ)(ξ − η1)(fˆ Φˆ)(ξ − η2),
G(ξ, η1, η2) = (gˆΦˆ)(b1ξ + b2η1)(gˆΦˆ)(b1ξ + b2η2)
and
Km(ξ, η1, η2) = Nm(ξ − η1, b1ξ + b2η1)Nm(ξ − η2, b1ξ + b2η2).
Changing variables again: η1 7→ η and η2 7→ η+ τ , we represent ‖B¯j,m(f, g)‖22 as∫ (∫ ∫
Fτ (ξ − η)Gτ (b1ξ + b2η)Km(ξ, η, η + τ)dξdη
)
dτ,
where
Fτ (·) = (fˆ Φˆ)(·)(fˆ Φˆ)(· − τ)
and
Gτ (·) = (gˆΦˆ)(·)(gˆΦˆ)(· − b2τ).
Let (u, v) = (ξ − η, b1ξ + b1η), the inner double integral becomes∫ ∫
Fτ (u)Gτ (v)e
i2mQτ (u,v)dudv,(5.9)
where
Qτ (u, v) = φl(u, v)− φl(u− τ, v + b2τ).
We need the following lemma whose proof can be found in the appendix.
Lemma 3. Let N be a sufficiently large number depending on d. For j ≥ N and
u, v, u− τ, v + b2τ ∈ supp Φˆ, there is a uniform constant C > 0 such that
|∂u∂vQτ (u, v)| ≥ C|τ |.
Applying well-known Ho¨rmander’s theorem [8], we see that (5.9) is estimated by
Cmin{1, 2−m/2|τ |−1/2}‖Fτ‖2‖Gτ‖2.
This will provide us the bound
‖B¯j,m(f, g)‖2 ≤ C2
(l−1)j−m
6 ‖f‖2‖g‖2.
Therefore, for any function h supported on an interval of length 2(l−1)j+m, we have
|Λj,m(f, g, h)| ≤ 2
−(l−1)j−m
2 2
(l−1)j−m
6 ‖f‖2‖g‖2‖h‖2 ≤ 2
(l−1)j−m
6 ‖f‖2‖g‖2‖h‖∞,
which completes the proof of Proposition 3.
5.2. Proof of Proposition 4. In order to prove Proposition 4, we introduce the
concept of σ-uniformity. Let σ ∈ (0, 1], Q be a collection of real-valued measurable
functions and I a fixed bounded interval in R.
Definition 2. A function f ∈ L2(I) is σ-uniform in Q if
|
∫
I
f(ξ)e−iq(ξ)dξ| ≤ σ‖f‖L2(I)
for all q ∈ Q. Otherwise, f is said to be σ-nonuniform in Q.
The following theorem and its proof can be found in [15].
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Theorem 8. Let L be a bounded sub-linear functional from L2(I) to C, let Sσ be
the set of all functions that are σ-uniform in Q, and let
Uσ = sup
f∈Sσ
|L(f)|
‖f‖L2(I)
Then for all functions f ∈ L2(I),
|L(f)| ≤ max{Uσ, 2σ
−1Q}‖f‖L2(I)
where
Q = sup
q∈Q
|L(eiq)|.
Unlike Proposition 3, the TT ∗ method does not work at all for Proposition 4,
as explained in [15]. However, the σ-uniformity allows us to utilize TT ∗ method
in a subspace of L2. This is the main reason why we introduce the concept. Let
K = 100d2 and define
Ql =
{
a(ξ
l
l−1 + ε(ξ)) + bξ :
1
2100
≤
|a|
2m
≤ 2100, b ∈ R, ‖ε(ξ)‖DK ≤ 2
−N2, ξ ∈ supp Φˆ
}
.
(5.10)
First of all, we assume fˆ has σ-uniformity in Ql. From the definition, we then have,
for every q ∈ Ql,
(5.11)
∣∣∣∣∫ fˆ(ξ)e−iq(ξ)dξ∣∣∣∣ ≤ σ‖fˆ‖2,
here we have assumed fˆ supports on supp Φˆ. Since x is assumed to be supported
on an interval of length around 2(l−1)j+m, we partition this interval into C2m
subintervals of length ∼ 2(l−1)j: Ik = [αk − 2(l−1)j , αk + 2(l−1)j]. Also notice that
for fixed x, when t varies on the support of ρ, x − 2m(tl + Ql(t)) ranges over an
interval of length around 2m. Let I ′k = [αk−C(2
(l−1)j+2m), αk+C(2
(l−1)j+2m)].
We choose the uniform constant C (depending on l) to be sufficiently large such
that
1Ik(x)g ∗ Φ(x− 2
m(tl +Ql(t))) = 1Ik(x)(1I′k · (g ∗ Φ))(x − 2
m(tl +Ql(t))).
Let gk(x) = (1I′
k
· (g ∗Φ))(x), then
Bj,m(f, g)(x) = 2
−(l−1)j/2
∫
f ∗ Φ(2−(l−1)jx− 2mt)g ∗ Φ(x − 2m(tl +Ql(t)))ρ(t)dt
= 2−(l−1)j/2
∑
k
1Ik(x)
∫ ∫
fˆ(ξ)Φˆ(ξ)e2πi(2
−(l−1)jξ+η)xgˆk(η)
·
(∫
e−2πi2
m(tξ+(tl+Ql(t))η)ρ(t)dt
)
dξdη.
Wemay insert the restriction condition |η| ∼ 1 into the integrand, because otherwise
we apply integration by parts for
∫
e−2πi2
m(tξ+(tl+Ql(t))η)ρ(t)dt to obtain a decay
factor 2−100m. Thus we may consider the major contribution B′′j,m(f, g)(x) given
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by
2−(l−1)j/2
∑
k
1Ik(x)
∫ ∫
fˆ(ξ)Φˆ(ξ)e2πi(2
−(l−1)jξ+η)xgˆk(η)Φˆ(η)
·
∫
e−2πi2
m(tξ+(tl+Ql(t))η)ρ(t)dtdξdη.
Taylor expansion allows us to represent B′′j,m(f, g)(x) as
2−(l−1)j/2
∞∑
p=0
1
p!
∑
k
(
2πi(x− αk)
2(l−1)j
)p
1Ik(x)·∫ (∫
fˆ(ξ)Φˆ(ξ)ξpe2πi2
−(l−1)jξαk
∫
e−2πi2
m(tξ+(tl+Ql(t))η)ρ(t)dtdξ
)
gˆk(η)Φˆ(η)e
2πiηxdη.
Pairing with h and let hl,k,p(x) =
(
2πi(x−αk)
2(l−1)j
)p
1Ik(x)h(x), we then have
〈B′′j,m(f, g), h〉 = 2
−(l−1)j/2
∞∑
p=0
1
p!
∑
k
∫
Γl,k(η)gˆk(η)hˇl,k,p(η)dη(5.12)
where
Γl,k(η) = Φˆ(η)
∫
fˆ(ξ)Φˆ(ξ)ξpe2
−(l−1)jξαk
∫
e−2πi2
m(tξ+(tl+Ql(t))η)ρ(t)dtdξ.
Since αk is the center of the interval Ik with length 2 · 2(l−1)j , we majorize hl,k,p
pointwise by
(5.13) |hl,k,p(x)| ≤ (2π)
p1Ik(x)|h(x)| .
The method of stationary phase gives that the principal contribution of Γl,k(η)
is
2−m/2Φˆ(η)
∫
fˆ(ξ)Φˆ(ξ)ξpe2πi2
−(l−1)jξαkei2
mclφl(ξ,η)dξ.
Notice that |η| ∼ 1 and hence 2mclφl(ξ, η)+bξ ∈ Ql. By utilizing Fourier series and
the assumption of σ-uniformity, the L∞-norm of the above expression is estimated
by C2−m/2σ‖f‖2. This yields
‖Γl,k‖∞ ≤ C2
−m/2σ‖f‖2.(5.14)
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By applying Cauchy-Schwarz inequality, (5.13) and (5.14), (5.12) can be domi-
nated by
2−(l−1)j/2
∞∑
p=0
1
p!
∑
k
‖Γl,k‖∞‖gˆk‖2‖hˇl,k,p‖2
≤ 2−(l−1)j/2−m/2σ
∞∑
p=0
1
p!
∑
k
‖f‖2‖gk‖2‖hl,k,p‖2
≤ 2−(l−1)j/2−m/2σ‖f‖2
∞∑
p=0
1
p!
(∑
k
‖gk‖
2
2
)1/2(∑
k
‖hl,k,p‖
2
2
)1/2
≤C2−(l−1)j/2−m/2σ‖f‖2
(∑
k
‖gk‖
2
2
)1/2
‖h‖2.
Notice that 2−(l−1)j/2−m/2‖h‖2 ≤ ‖h‖∞ and the intervals I ′k’s overlap iff m >
|(l − 1)j|. Therefore if fˆ has σ-uniformity in Ql, we have
|〈B′′j,m(f, g)(x), h(x)〉| ≤

Cσ‖f‖2‖g‖2‖h‖∞ if |(l − 1)j| ≥ m;
C2(m−(l−1)j)/2σ‖f‖2‖g‖2‖h‖∞ if |(l − 1)j| < m.
(5.15)
It remains to estimate the case fˆ(ξ) = eiq(ξ) , where q ∈ Ql. We need to estimate
the absolute value of
Λq(g, h) = 2
−(l−1)j/2
∫ ∫ (∫
Φˆ(ξ)ei(aθl(ξ)+bξ)e2πiξ(2
−(l−1)jx−2mt)dξ
)
g ∗ Φ(x− 2m(tl +Ql(t)))ρ(t)dt h(x)dx
by C2−ǫ‖g‖2‖h‖∞, for all h supported on an interval of length around 2(l−1)j+m
and all q(ξ) = aθl(ξ) + bξ with ‖θ(ξ) − ξ
l
l−1 ‖DK ≤ 2
−N/2. By a standard rescal-
ing argument via changing variables x = 2(l−1)j+my, it is equivalent to prove
|Λ′q(g, h)| ≤ C2
−ǫm‖g‖2‖h‖∞ for h supported on an interval of length around 1,
where Λ′q(g, h) is defined as
(5.16)
∫∫
P(y, t)g ∗ Φ
(
y − 2−(l−1)j(tl +Ql(t))
)
ρ(t)dt h(y)dy.
Here P(y, t) is given by
P(y, t) = 2m/2
∫
Φˆ(ξ)ei
(
aθl(ξ)+bξ
)
e2πiξ(2
my−2mt)dξ
= 2m/2
∫
Φˆ(ξ)eia
(
θl(ξ)+
2pi2m
a (y−t+b/2
m)ξ
)
dξ.
From the stationary phase method, we know that the principal part of P(y, t) is
P ′(y, t) =
(
2m
|a|
)1/2
eiaβ
(
c(y−t+b′)
)
Φˆ
(
c(ζ(y − t+ b′))
)
where b′ = b/2m, c = 2π2
m
a , ζ(z) = (Dθl)
−1(−z) the solution of Dξ (θl(ξ) + zξ) = 0
and β(z) = θl(ζ(z)) + zζ(z). Notice that y and t are both supported on intervals
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of lengths ∼ 1, 2−200 ≤ |c| ≤ 2200 and ‖ζ(z) − zl−1‖DK−5 ≤ 2
−N/3 (see Lemma
17 in Appendix). Thus Φˆ
(
c(ζ(y − t + b′))
)
can be dropped. This can be done by
expanding it into Fourier series. We omit the details. So it is enough for us to
handle the principal part∫ ∫
eiaβ(c(y−t+b
′))g(y − 2−(l−1)j(tl +Ql(t)))ρ(t)dt h(y)dy.
Change variable s = tl+Ql(t) and let κl(s) denote the inverse function of t
l+Ql(t).
Let ρ˜(s) = ρ(t), then we just need to dominate the following
Λ′′q (g, h) =
∫ ∫
eiaβ(c(y−κl(s)+b
′))g(y − 2−(l−1)js)ρ˜(s)ds h(y)dy
=
∫ ∫
eiaβ(c(y+2
−(l−1)js−κl(s)+b
′))h(y + 2−(l−1)js)ρ˜(s)ds g(y)dy,
which is bounded by ‖g‖2‖T (h)‖2, where
T (h)(y) =
∫
eiaβ(c(y+2
−(l−1)js−κl(s)+b
′))h(y + 2−(l−1)js)ρ˜(s)ds.(5.17)
By employing the TT ∗ method again, ‖T (h)‖22 equals∫ (∫ ∫
eiaϕτ (y,t)Hτ (y + 2
−(l−1)js)Θτ (s)dyds
)
dτ
where
Hτ (y) = h(y)h(y + 2−(l−1)jτ),
Θτ (s) = ρ˜(s)ρ˜(s+ τ),
ϕτ (y, s) = β(c(y + 2
−(l−1)js− κl(s) + b
′))− β(c(y + 2−(l−1)j(s+ τ)− κl(s+ τ) + b
′)).
Changing coordinates (y, t) 7→ (u, v) by u = y + 2−(l−1)js and v = s, we write the
inner double-integral in the previous integral as∫ ∫
eiaOτ (u,v)Hτ (u)Θτ (v)dudv,
where
Oτ (u, v) = β(c(u− κl(v) + b
′))− β(c(u + 2−(l−1)jτ − κl(v + τ) + b
′)).
In order to apply the operator version of van der Corput lemma (Lemma 5), we
need to control the lower bound of the derivatives of Oτ (u, v):
Lemma 4. For l ≥ 2 we have
|∂l−1u ∂v(Oτ (u, v))| ≥ Cl|τ |.
Moreover, if l = 2 we have
|∂u∂
2
v(Oτ (u, v))| ≥ C|τ |.
The proof of Lemma 4 can be found in the Appendix.
Lemma 5. For fixed two bounded intervals I1 and I2, let k ≥ 1 be integer and ψ
be a real function defined on I1 × I2 such that
|∂kx∂yψ(x, y)| ≥ 1 for all (x, y) ∈ I1 × I2
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For the case k = 1, assume that an additional (convexity) condition
|∂2x∂yψ(x, y)| 6= 0
holds for any (x, y) ∈ I1 × I2. Then there are constants ε = ε(k) > 0 and C
depending only on the lengths of I1 and I2 such that∣∣∣∣∫ ∫
I1×I2
eiλψ(x,y)f(x)g(y)dxdy
∣∣∣∣ ≤ C(1 + |λ|)−ε‖f‖2‖g‖2(5.18)
for all f , g ∈ L2.
The proof can be found in [2] for k ≥ 2 and [20] for k = 1. The above two
lemmas yield:
‖T (h)‖22 ≤ C
∫ 10
−10
min{1, 2−εaτ−ε}‖Hτ‖2‖Θτ‖2dτ ≤ C2
−εm/2‖h‖2∞.(5.19)
By (5.15), (5.19) and Theorem 8, we obtain Proposition 4.
6. The Jbad(N) case
In this section, we employ the method of time frequency analysis to prove Propo-
sition 2 for a fixed l. The proof is technical and in order not to sidetrack the readers
from the main story, we decide to put the proofs of technical lemmas to the later
sections and only state those lemmas in this section. Most of those lemmata are
variances of the known results related to Littlewood-Paley theory and BMO theory.
Denote
T lm(f, g)(x) =
∑
j∈J∗l (N)
Tj,m(f, g)(x).
Written as a convolution, T lj,m(f, g)(x) equals∑
j∈J∗l (N)
∫
f ∗ Φjl+j+m
(
x− 2−jl−jt
)
g ∗ Φjl+lj+m
(
x− 2−jl−lj(tl +Ql(t))
)
ρ(t)dt,
where Φk is a Schwartz function whose Fourier transform is Φˆk(ξ) = Φˆ(
ξ
2k ). We
consider a larger operator, by putting the absolute value inside the integral. More
precisely, we define |T |lm(f, g)(x) as∑
j∈J∗l (N)
∫ ∣∣∣f ∗ Φjl+j+m(x− 2−jl−jt)g ∗ Φjl+lj+m(x− 2−jl−lj(tl +Ql(t)))ρ(t)∣∣∣dt.
Since the cancellation condition of ρ does not play any role in the rest of the proof,
we can safely assume ρ ≥ 0. The reader may also notice that, if we sum over all the
l’s of the above operator, the resulting sum has a pointwise control over the maximal
function, which paces the way to dominate the bilinear maximal function in Section
7. We invoke the following well-known lemma concerning the characterization of
weak norm Lp,∞. The lemma and its proof can be found in [1] or [18].
Lemma 6. Let 0 < p < ∞ and A > 0. Then the following statements are equiva-
lent:
(i) ‖f‖p,∞ ≤ A
(ii) For every Lebesgue measurable set E with 0 < |E| < ∞, there is a subset
E′ ⊂ E with |E′| ≤ |E|2 such that |〈f,1E′〉| ≤ CA|E|
1
p′ . Here C is an absolute
constant and p′ is defined by 1p +
1
p′ = 1. (p
′ can be negative!)
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In proving the weak norm, we can assume f and g are both characteristic func-
tions, i.e. f(x) = 1F1(x) and g(x) = 1F2(x) through out this section, where
0 < |F1|, |F2| <∞. Consider the exceptional set
(6.1) Ω =
{
x :M1F1(x) > C|F1|/|F3|
}⋃{
x :M1F2(x) > C|F2|/|F3|
}
,
where M is uncentered Hardy-Littlewood maximal function. Choosing C large
enough, we have |Ω| < |F3|/2. Thus F ′3 = F3\Ω has Lebesgue measure strictly
greater than |F3|/2. Our goal is to prove the following Proposition:
Proposition 5. There is a uniform constant C satisfying
|〈|T |lm(f, g),1F ′3〉| ≤ Cm|F1|
1/p1 |F2|
1/p2 |F3|
1/r′(6.2)
where r > 1/2, p1, p2 > 1, and 1/p1 + 1/p2 = 1/r.
One can see that Proposition 5 and Lemma 6 together yield Proposition 2. We
begin our proof of Proposition 5 with removing some error terms.
6.1. Error Terms related to the exceptional set.
For k ∈ R, let ψ˜k(x) = 2kψ˜(2kx), Ωk = {x ∈ Ω : dist(x,Ωc) ≥ 2−k} and ψk(x) =
(1Ωck ∗ ψ˜k)(x). Here ψ˜ is a (non-negative) Schwartz function such that
̂˜
ψ(0) = 1
and
̂˜
ψ is supported on [−1, 1]. Let
Fl,m,j(x, t) = ψjl+j+mf ∗ Φjl+j+m(x− 2
−jl−jt),
F cl,m,j(x, t) = (1 − ψjl+j+m)f ∗Φjl+j+m(x− 2
−jl−jt),
and
Gl,m,j(x, t) = ψjl+lj+mg ∗ Φjl+lj+m(x− 2
−jl−lj(tl +Ql(t))),
Gcl,m,j(x, t) = (1 − ψjl+lj+m)g ∗ Φjl+lj+m(x − 2
−jl−lj(tl +Ql(t))).
We call Fl,m,j , Gl,m,j the major terms and F
c
l,m,j , G
c
l,m,j the error terms. Moreover,
we also set
Fl,m,j(x) := Fl,m,j(x, 0)
and
Gl,m,j(x) := Gl,m,j(x, 0).
Lemma 7. Let L1,m(f, g) and L2,m(f, g) be given by
L1,m(f, g) =
∑
j∈J∗l (N)
∫
Ωc
∫ ∣∣F cl,m,j(x, t)Gl,m,j(x, t)ρ(t)∣∣ dtdx
and
L2,m(f, g) =
∑
j∈J∗l (N)
∫
Ωc
∫ ∣∣Fl,m,j(x, t)Gcl,m,j(x, t)ρ(t)∣∣ dtdx.
Then there exists a constant C independent of F1, F2,m such that
|L1,m(f, g)| ≤ Cm
(
|F1|
|F3|
)1/p1 ( |F2|
|F3|
)1/p2
|F3|(6.3)
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and
|L2,m(f, g)| ≤ Cm
(
|F1|
|F3|
)1/p1 ( |F2|
|F3|
)1/p2
|F3|(6.4)
for any p1, p2 > 1.
This lemma is one of the major difficulties in the proof of Proposition 2 and the
key idea in our proof is based on a use of the Whitney decomposition. We postpone
its proof to Section 8. Lemma 7 gives the desired estimates for the error terms.
Henceforth, in the rest of this section, we focus only on the major term:
|T ′|lm(f, g)(x) =
∑
j∈J∗l (N)
∫
|Fl,m,j(x, t)Gl,m,j(x, t)ρ(t)|dt.(6.5)
It remains to prove the following two propositions.
Proposition 6. If p1, p2, r > 1 and
1
p1
+ 1p2 =
1
r then
Λ(f, g) := |〈|T ′|lm(f, g),1F ′3〉| ≤ C|F1|
1/p1 |F2|
1/p2 |F3|
1−1/r.
Proposition 7. If 12 < r < 1, 1 < p1, p2 < 2 and
1
p1
+ 1p2 =
1
r then
Λ(f, g) := |〈|T ′|lm(f, g),1F ′3〉| ≤ Cm|F1|
1/p1 |F2|
1/p2 |F3|
1−1/r.
It is clear that Proposition 2 follows from Lemma 7, Proposition 6, Proposition
7 and interpolation.
6.2. Proof of Proposition 6.
Let
J∗l,+(N) = J
∗
l (N) ∩ {j > 0} and J
∗
l,−(N) = J
∗
l (N) ∩ {j < 0}.
|T ′|lm(f, g) can be then written as the sum of
(6.6) |T ′+|
l
m(f, g)(x) =
∑
j∈J∗l,+(N)
∫
|Fl,m,j(x, t)Gl,m,j(x, t)ρ(t)|dt
and
(6.7) |T ′−|
l
m(f, g)(x) =
∑
j∈J∗l,−(N)
∫
|Fl,m,j(x, t)Gl,m,j(x, t)ρ(t)|dt.
Set
Λ+(f, g) :=
∣∣〈|T ′+|lm(f, g),1F ′3〉∣∣
and
Λ−(f, g) :=
∣∣〈|T ′−|lm(f, g),1F ′3〉∣∣ .
Thus, it suffices to prove:
(6.8) Λ+(f, g) ≤ C|F1|
1/p1 |F2|
1/p2 |F3|
1−1/r
and
(6.9) Λ−(f, g) ≤ C|F1|
1/p1 |F2|
1/p2 |F3|
1−1/r.
In the proof of Proposition 6 (also Proposition 7), we consider only j > 0 and
present a proof for (6.8). The other case j < 0 is similar and thus (6.9) can be
treated exactly same as (6.8). Applying Fubini’s Theorem to change the order of dt
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and dx, performing change of variable u = x− 2−jl−lj(tl +Ql(t)) and finally using
Fubini again, we then obtain that Λ+(f, g) is bounded by∑
j∈J∗l,+(N)
∫ ∫
|Fl,m,j(u − trj(t))ρ(t)| dt |Gl,m,j(u)|du,
where
trj(t) = 2
−jl−jt− 2−jl−lj(tl +Ql(t)).
Notice that ∫
|Fl,m,j(u− trj(t))ρ(t)| dt ≤CMFl,m,j(u)
and
sup
j∈J∗l (N)
|ψjl+lj+m(u)| ≤ CM1Ω(u).
Utilizing Cauchy-Schwarz Inequality, we get
(6.10) Λ+(f, g) ≤ C
∫ ( ∑
j∈J∗l,+(N)
|MFjl+j+m|
2(u)
)1/2
( ∑
j∈J∗l,+(N)
(g ∗ Φjl+lj+m)
2(u)
)1/2
M1Ω(u)du
By Ho¨lder’s Inequality, Λ+(f, g) is controlled by (up to a constant)∥∥∥( ∑
j∈J∗l,+(N)
|MFjl+j+m|
2
)1/2∥∥∥
p1
∥∥∥( ∑
j∈J∗l,+(N)
(g ∗ Φjl+lj+m)
2
)1/2∥∥∥
p2
∥∥∥M1Ω(u)∥∥∥
r′
.
Via Fefferman-Stein Inequality [5], Littlewood-Paley Theory and Hardy-Littlewood
Inequality, the first term is dominated by C‖f‖p1 , the second one by C‖g‖p2 and
the last one by C‖1Ω‖r′ . Therefore
Λ+(f, g) ≤ C|F1|
1/p1 |F2|
1/p2 |F3|
1/r′ ,
as desired. This finishes the proof of Proposition 6.
6.3. Partition of unity and Trees.
The case 12 < r < 1 is much more complicated and the rest of this section is
devoted to its proof. Again, we only handle the case j > 0 without loss of generality.
First we localize the variable x by introducing a partition of unity. Indeed, let θ
be nonnegative Schwartz function such that θˆ(0) = 1 and θˆ(ξ) is supported on
(−2−10, 2−10). θk(x) = 2kθ(2kx) for k ∈ R. Let In,l,j = [n 2−jl−j , (n + 1) 2−jl−j ]
and
1∗n,l,j(x) = 1In,l,j ∗ θjl+j+m(x).
According to the definition of θ we have
1R(x) =
∑
n∈Z
1∗n,j,l(x).
Set
Fn,l,m,j(x, t) = 1
∗
n,l,j(x − 2
−jl−jt)Fl,m,j(x, t)
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and
Gn,l,m,j(x, t) = 1
∗
n,l,j(x− 2
−jl−lj(tl +Ql(t)))Gl,m,j(x, t).
Then we have the representation
(6.11) |T ′+|
l
m(f, g)(x)=
∑
j∈J∗
l,+
(N)
∫ ∣∣∣∣∣
(∑
n∈Z
Fn,l,m,j(x, t)
)(∑
n∈Z
Gn,l,m,j(x, t)
)
ρ(t)
∣∣∣∣∣ dt
The next step is to define a tree structure and in every single tree, remove effect of
the translation trj(t) by utilizing Fefferman-Stein’s inequality.
Definition 3. Let
S0 = {(j, n) : n ∈ Z, j ∈ J
∗
l,+(N)}.
A subset T ⊂ S0 is called a tree if there is a (j0, n0) ∈ S0 such that
In,l,j ⊆ In0,l,j0 for all (j, n) ∈ T.(6.12)
We call (j0, n0) the top of the tree T if In0,l,j0 is the minimal interval of type
In,l,j such that (6.12) holds, and denote In0,l,j0 by IT . (j0, n0) is not required to be
a member of T . For a subset S ⊂ S0, let Sj denote {n ∈ Z : (j, n) ∈ S} and thus
n ∈ Sj iff (j, n) ∈ S. Set
ΛS(f, g) =
∑
j∈J∗l,+(N)
∫∫ ∣∣∣( ∑
n∈Sj
Fn,l,m,j(x, t)
)( ∑
n∈Sj
Gn,l,m,j(x, t)
)
ρ(t)
∣∣∣dtdx.
(6.13)
Since ΛS0(f, g) ≥ Λ
+(f, g), it is sufficient to prove
ΛS0(f, g) ≤ Cm|F1|
1/p1 |F2|
1/p2 |F3|
1−1/r.(6.14)
Now, we get rid of the effect of translation caused by trj in ΛT (f, g). Applying
Fubini’s Theorem to change the order of dt and dx, then setting u = x−2−jl−lj(tl+
Ql(t)) and finally using Fubini again, we have
(6.15) ΛT (f, g)=
∑
j∈J∗l,+(N)
∫∫ ∣∣∣ ∑
n∈Tj
fn,l,m,j(u−trj(t))ρ(t)
∣∣∣dt∣∣∣ ∑
n∈Tj
gn,l,m,j(u)
∣∣∣du,
where
fn,l,m,j(x) = 1
∗
n,l,jψjl+j+mf ∗ Φjl+j+m(x)
and
gn,l,m,j(x) = 1
∗
n,l,jψjl+lj+mg ∗ Φjl+lj+m(x).
From j ∈ J∗l,+(N) and |t| ∈ (1/2, 2), we conclude
(6.16) 2−jl−j |t| ≥ 2N2−jl−lj(tl +Ql(t)).
Hence ∫ ∣∣∣ ∑
n∈Tj
fn,l,m,j(x− trj(t))ρ(t)
∣∣∣dt ≤ CM(∑
n∈Tj
fn,l,m,j)(x).
Utilizing Cauchy-Schwarz inequality, we estimate ΛT (f, g) by
C
∥∥∥∥( ∑
j∈J∗l,+(N)
(
M(
∑
n∈Tj
fn,l,m,j)(x)
)2)1/2( ∑
j∈J∗l,+(N)
( ∑
n∈Tj
gn,l,m,j(x)
)2)1/2∥∥∥∥
L1(R)
.
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By a use of Ho¨lder’s inequality, ΛT (f, g) is bounded by
C
∥∥∥∥( ∑
j∈J∗l,+(N)
(
M(
∑
n∈Tj
fn,l,m,j)(x)
)2)1/2∥∥∥∥
p′2
∥∥∥∥( ∑
j∈J∗l,+(N)
( ∑
n∈Tj
gn,l,m,j(x)
)2)1/2∥∥∥∥
p2
.
Finally, Fefferman-Stein’s Inequality yields
ΛT (f, g) ≤ C‖S1,T (f)‖p′2‖S2,T (g)‖p2 ,(6.17)
where S1,T and S2,T are square functions defined by, respectively,
(6.18) S1,T (f) =
( ∑
j∈J∗l,+(N)
∣∣∣∣ ∑
n∈Tj
fn,l,m,j(x)
∣∣∣∣2)1/2
and
(6.19) S2,T (g) =
( ∑
j∈J∗l,+(N)
∣∣∣∣ ∑
n∈Tj
gn,l,m,j(x)
∣∣∣∣2)1/2.
Although the definitions above are given for a tree T , we can extend them to
the general square functions S1,Z and S2,Z , replacing T by any subset Z of S0 in
(6.18) and (6.19), respectively.
6.4. Sizes and BMO estimates.
Due to certain technical reasons, we need to define the sizes of a tree carefully.
We begin with the previous definition of 1∗n,l,j(x). Since θ is Schwartz function, for
all positive integer K, there is an positive number CK depends only on K and θ
such that
|θk(x)| ≤ CK
2k
(1 + 2k|x|)K
.
Thus
1∗n,l,j(x) ≤ CK
∫
In,l,j
2jl+j+m
(1 + 2jl+j+m|x− y|)K
dy
and
1∗n,l,j(x) ≤
CK
(1 + 2jl+j+mdist(x, In,l,j))K
.
Both upper bounds of 1∗n,l,j(x) above will be useful. In what follows, the value of
K may be varied but it is completely harmless because all those K’s are absolute
constants independent of the coefficients of P . Set
1∗∗n,l,j(x) =
∫
In,l,j
2jl+j+m
(1 + 2jl+j+m|x− y|)K
dy.
After the above preparation, we are ready to define the sizes of a tree or a subset
of S0.
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Definition 4. Let T ⊂ S be a tree, the 1-size(T ) and 2-size(T ) are defined as
1-size(T ) = |IT |
−1/p1
(∥∥∥∥( ∑
(j,n)∈T
∣∣1∗∗n,l,jψjl+j+mf ∗ Φjl+j+m∣∣2)1/2∥∥∥∥
p1
+
∥∥∥∥( ∑
(j,n)∈T
∣∣1∗∗n,l,jψjl+j+mf ∗ (DΦ)jl+j+m∣∣2)1/2∥∥∥∥
p1
+
∥∥∥∥( ∑
(j,n)∈T
∣∣1∗∗n,l,j(Dψ)jl+j+mf ∗ Φjl+j+m∣∣2)1/2∥∥∥∥
p1
)
and
2-size(T ) = |IT |
−1/p2
∥∥∥∥( ∑
(j,n)∈T
∣∣1∗∗n,l,jψjl+lj+mg ∗ Φjl+lj+m∣∣2)1/2∥∥∥∥
p2
.
Given an arbitrary subset U ⊂ S0, the size1(U) and size2(U) are defined as
(6.20) size1(U) = sup
T⊂U
|1-size(T )|
and
(6.21) size2(U) = sup
T⊂U
|2-size(T )|,
where T ⊂ U is a tree.
In the definition of 1-size, each of the summand is almost identical, the reason we
make three ”almost” identical copies is purely technical. The following inequalities
are consequences from the definition:
(6.22) ‖S1,T (f)‖p1 ≤ size1(T ) · |IT |
1/p1
and
(6.23) ‖S2,T (g)‖p2 ≤ size2(T ) · |IT |
1/p2 .
The sizes are also closely related to the maximal function:
Lemma 8. For any tree T ⊂ S, we have the following estimates:
1-size(T ) ≤ C inf
x∈IT
Mp1f(x),(6.24)
size1(T ) ≤ Cmin{1, |F1|/|F3|}
1/p1(6.25)
(6.26) 2-size(T ) ≤ C inf
x∈IT
Mp2g(x),
(6.27) size2(T ) ≤ Cmin{1, |F2|/|F3|}
1/p2 .
The proof of Lemma 8 is standard. It can be done by using Lp estimate on the
square function, a consequence of Littlewood-Paley theory. Since (j, n) ∈ T , the
major contribution is from the function f restricted to 2IT . From this observation,
(6.24) and (6.26) follow. (6.25) and (6.27) can be concluded by using (6.24), (6.26)
and the definition of the exceptional set Ω. We omit the details.
We need two BMO estimates in order to sum ΛT (f, g) over all trees. The first one
is a global control of ‖S1,Z(f)‖BMO. Here S1,Z is the square function associated to
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a subset Z. In Lemma 9, the tree structure is unimportant and we have the result
for general subset Z.
Lemma 9. For j ∈ J∗l,+(N), let Zj ∈ Z be an arbitrary subset and any positive
number 1 < p <∞, there is a constant Cp depending on d and p such that
(6.28) ‖S1,Z(f)‖p ≤ Cp‖f‖p
and
(6.29) ‖S1,Z(f)‖BMO ≤ Cpmin{1, |F1|/|F3|}
1/p.
Taking p = p1 in this lemma and then interpolating with (6.22), we get
(6.30) ‖S1,T (f)‖p′2 ≤ C|IT |
1/p′2size1(T )
p1/p
′
2min{1, |F1|/|F3|}
1/p1−1/p
′
2
The second BMO estimate is localized to a single tree.
Lemma 10. Let T ⊂ S be a tree, then
(6.31)
∥∥∥( ∑
(j,n)∈T
∣∣1∗∗n,l,jψjl+j+mf ∗ Φjl+j+m∣∣2)1/2∥∥∥
BMO
≤ C2msize1(T ).
We provide the proof of Lemma 9 in section 9 and omit the proof Lemma 10
because it is a standard BMO-estimate, similar to (6.29). Interpolating the above
lemma with (6.22), we obtain
(6.32)∥∥∥∥( ∑
(j,n)∈T
∣∣1∗∗n,l,jψjl+jf ∗ Φjl+j+m∣∣2)1/2∥∥∥∥
p′2
≤ C2m(1−p1/p
′
2)size1(T )|IT |
1/p′2 .
Thus
(6.33) ‖S1,T (f)‖p′2 ≤ C2
m(1−p1/p
′
2)size1(T )|IT |
1/p′2 .
Combining (6.30) and (6.33), we have:
Lemma 11.
(6.34) ‖S1,T (f)‖p′2 ≤ C|IT |
1/p′2size
∗
1(T ),
where
size∗1(S) = min
{
2m(1−p1/p
′
2)size1(S), size1(S)
p1/p
′
2 min{1, |F1|/|F3|}
1/p1−1/p
′
2
}
.
6.5. Completion of the proof.
To finish the proof of Proposition 7. We need the following lemmas.
Lemma 12. Let k = 1 or 2, T ⊂ S0 a tree and P ⊂ S0 a subset. Suppose that
T ∩ P = ∅ and T is a maximal tree in P ∪ T , then we have
|ΛP∪T (f, g)− ΛP (f, g)− ΛT (f, g)| ≤ C size
∗
1(P ∪ T )size2(P ∪ T )|IT |.(6.35)
The proof of Lemma 12 is presented in Section 10.
Lemma 13. Let S ⊂ S0, for k = 1 and k = 2, S can be partitioned into two parts
S1 and S2 such that S1 =
⋃
T∈F
T is a union of maximal trees with
(6.36)
⋃
T∈F
|IT | ≤ C|Fk|/sizek(S)
pk
UNIFORM ESTIMATES 27
and
(6.37) sizek(S2) ≤
(
1
2
)1/pk
sizek(S),
where C is the an absolute constant coming from the weak (1, 1) norm of the Hardy-
Littlewood maximal function.
Proof. This is direct results from (6.24) and (6.26). Choose a maximal tree T ⊂ S
with
k-size(T ) >
(1
2
)1/pk
sizek(S).(6.38)
If sizek(S\T ) > (
1
2 )
1/pksizek(S), we can choose a maximal tree T
′ ⊂ S\T satisfying
(6.38) and then remove T ′ from S\T . Repeat this process we finally obtain:
S1 =
⋃
T∈F
T
such that (6.38) is true for all T ∈ F and (6.37) holds for S2 = S\S1. If remains
to check (6.36) for {T }T∈F . Indeed, from the above procedure we see that the
intervals {IT }T∈F are disjoint and by (6.24), (6.26),⋃
T∈F
IT ⊆
{
x :Mpk(fk)(x) ≥
(
1
2
)1/pk
sizek(S)
}
,(6.39)
where f1 = f and f2 = g. Then (6.36) follows from the fact that Hardy-Littlewood
maximal function is bounded from L1 to weak L1. 
Applying Lemma 13, S0 can be decomposed as follows:
(6.40) S0 =
⋃
σ≤1
Sσ,
where σ ranges over positive dyadic numbers and Sσ is a union of maximal trees
such that for each T ∈ Sσ,
(6.41) sizek(T ) ≤ σ
1/pk(|F1|/|F3|)
1/pk , for k = 1 and 2
and
(6.42) sizek(T ) ≥
(
1
2
σ
)1/pk
(|F1|/|F3|)
1/pk , for k = 1 or 2.
Now we turn to the proof of the (6.14), which implies Proposition 7. From (6.39)
and (6.42), we conclude that
(6.43)∑
T∈Sσ
|IT | ≤
C|F1|(
(12σ)
1/p1 (|F1|/|F3|)1/p1
)p1 + C|F2|(
(12σ)
1/p2(|F2|/|F3|)1/p2
)p2 ≤ C|F3|/σ.
In addition, for any single tree T , using (6.17), the definition of sizes and Lemma
11, we obtain
(6.44) ΛT (f, g) ≤ C|IT |size
∗
1(T )size2(T ) .
Hence from Lemma 12, (6.40), (6.43), and (6.44), we get
ΛS0(f, g) ≤
∑
σ≤1
∑
T∈Sσ
size∗1(Sσ)size2(Sσ)|IT |,(6.45)
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which is dominated by∑
σ≤1
( ∑
T∈Sσ
|IT |
)
σ1/p2
(
|F2|
|F3|
)1/p2
·
min
{
2m(1−p1/p
′
2)σ1/p1
(
|F1|
|F3|
)1/p1
,
(
σ1/p1
(
|F1|
|F3|
)1/p1)p1/p′2
min
{
1,
|F1|
|F3|
} 1−p1/p′2
p1
}
·
Here we used Lemma 11 and (6.41). From (6.43), ΛS0(f, g) is then controlled by
C|F3|
(
|F1|
|F3|
)1/p1 ( |F2|
|F3|
)1/p2
·
∑
σ≤1
min
{
2m(1−p1/p
′
2)σ1/p1 , σ1/p
′
2
(
|F1|
|F3|
)1/p′2−1/p1
min{1,
|F1|
|F3|
}1/p1−1/p
′
2
}
σ1/p2−1,
which is also majorized by
|F1|
1/p1 |F2|
1/p2 |F3|
1/r′
∑
σ≤1
min{2m(1−p1/p
′
2)σ1/p1 , σ1/p
′
2}σ1/p2−1 .
The desired inequality now follows by noticing∑
σ≤1
min{2m(1−p1/p
′
2)σ1/p1 , σ1/p
′
2}σ1/p2−1 ≤ Cm.(6.46)
7. Bilinear Maximal functions
In this section, we study the following bilinear maximal function
MΓP (f, g)(x) = sup
ǫ
1
2ǫ
∫ ǫ
−ǫ
|f(x− t)g(x− P (t))|dt(7.1)
and employ the known results in the previous sections to deduce that MΓP maps
from Lp1 × Lp2 to Lr uniformly, for the same range of p1, p2 and r.
Observe that
MΓP (f, g)(x) ≤ sup
ǫ
1
2ǫ
(∫ −ǫ/2
−ǫ
|f(x− t)g(x− P (t))|dt+
∫ ǫ
ǫ/2
|f(x− t)g(x− P (t))|dt
)
+ sup
ǫ
1
2ǫ
∫ ǫ/2
−ǫ/2
|f(x− t)g(x− P (t))|dt
and the last term in the right side is bounded by 12MΓP (f, g)(x). Thus, it is sufficient
to consider the following operator
T ∗∗(f, g)(x) = sup
ǫ
1
2ǫ
(∫ −ǫ/2
−ǫ
|f(x− t)g(x− P (t))|dt+
∫ ǫ
ǫ/2
|f(x− t)g(x− P (t))|dt
)
.
(7.2)
Let ρ be a nonnegative even Schwartz function supported on (1/2, 2)∪ (−2,−1/2)
and ρ(1) = 1, it is then enough for us to consider the following smoothing version
of T ∗∗:
T ∗(f, g)(x) = sup
j∈Z
∫
f(x− t)g(x− P (t))ρj(t)dt = sup
j
Tj(f, g)(x),(7.3)
where we assume f and g to be nonnegative.
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Like what we did in the case of bilinear Hilbert transforms, we divide j’s into
Jgood(N) and Jl(N)’s according to the polynomial P . Via a technical treatment as
in section 4, we consider j ∈ J∗l (N). Applying the decomposition in section 4, we
have
Tj+jl(f, g)(x) =
∫ ∫
fˆ(ξ)gˆ(η)e2πi(ξ+η)x
∑
m∈Z
∑
n∈Z
Mm,n(ξ, η)dξdη
:=
∑
m,n
T
(m,n)
jl+j
(f, g)(x)
where
Mm,n(ξ, η) = Φˆ(
ξ
2jl+j+m
)Φˆ(
η
2jl+lj+n
)
(∫
e
−2πi( tξ
2jl+lj
+
(tl+Ql(t))η
2jl+lj
)
ρ(t)dt
)
(7.4)
and jl is defined as in section 4. The next step is to divide (m,n) into the following
cases:
• Case 1. |m− n| >> 1 and min{m,n} > 0,
• Case 2. |m− n| >> 1 with max{m,n} > 0,min{m,n} < 0,
• Case 3. max{m,n} < 0,
• Case 4. m ∼ n and m,n > 0.
We want to point out here that case 4 is essential, however it can be handled
similarly as bilinear Hilbert transforms. We begin to analyze the first case. Without
lost of generality, we will assume m > n > 0. Applying Fourier Series to write (7.4)
as
Mm,n(ξ, η) = Φˆ(
ξ
2jl+j+m
)Φˆ(
η
2jl+lj+n
)
∑
(n1,n2)∈Z×Z
C(m,n)n1,n2 e
2πi
n1ξ
2jl+j+m e
2πi
n2η
2jl+lj+n .
(7.5)
By utilizing integration by parts, it is clear that the coefficients C
(m,n)
n1,n2 decay rapidly
in the sense that for every positive integer K
|C(m,n)n1,n2 | ≤ CK(1 + n
2
1 + n
2
2)
−K(1 + 2m + 2n)−K .(7.6)
Notice
sup
j∈J∗l (N)
∣∣∣∣∫ fˆ(ξ)22πixξΦˆ( ξ2jl+j+m )e2πi n1ξ2jl+j+m dξ
∣∣∣∣ ≤ C(1 + n21)Mf(x)
and
sup
j∈J∗l (N)
∣∣∣∣∫ gˆ(η)22πixηΦˆ( η2jl+lj+m )e2πi n2η2jl+lj+m dη
∣∣∣∣ ≤ C(1 + n22)Mg(x).
Here we use the fact that for any Schwartz function Φ, f ∗Φj(x− n/2j) ≤ CΦ(1 +
n2)Mf(x). Henceforth we have
sup
j∈J∗l (N)
|T
(m,n)
jl+j
(f, g)(x)| ≤
∑
n1,n2
|C(m,n)n1,n2 |(1 + n
2
1)(1 + n
2
2)Mf(x)Mg(x) .(7.7)
Summing up all m,n’s under the assumption of Case 1 and using (7.6), we get the
upper bound
CMf(x)Mg(x) .(7.8)
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Case 2 is a combination of Case 1 and Case 3, thus can be handled by methods
applied in Case 1 and Case 3, we omit the details. We now turn to Case 3. Consider
T−jl+j(x) =
∑
m<0,n<0
T
(m,n)
jl+j
(f, g)(x)(7.9)
where the corresponding kernel is
M−(ξ, η) =
∑
m<0,n<0
Mm,n(ξ, η)
=
∑
m<0,n<0
Φˆ(
ξ
2jl+j+m
)Φˆ(
η
2jl+lj+n
)
(∫
e
−2πi( tξ
2jl+lj
+
(tl+Ql(t))η
2jl+lj
)
ρ(t)dt
)
= Ψˆ(
ξ
2jl+j
)Ψˆ(
η
2jl+lj
)
(∫
e
−2πi( tξ
2jl+lj
+
(tl+Ql(t))η
2jl+lj
)
ρ(t)dt
)
,
where
Ψˆ(
ξ
2jl+j
) =
∑
m<0
Φˆ(
ξ
2jl+j+m
)
and
Ψˆ(
η
2jl+lj
) =
∑
n<0
Φˆ(
η
2jl+lj+n
).
Invoking Taylor expansion, we expand M−(ξ, η) as∑
k1≥0
∑
k2≥0
1
k1!
1
k2!
Ψˆ(
ξ
2jl+j
)(
2πiξ
2jl+j
)k1Ψˆ(
η
2jl+lj
)(
2πiη
2jl+lj
)k2
∫
ρ(t)tk1(tl +Ql(t))
k2dt.
This yields
sup
j∈J∗l (N)
|T−jl+j(x)| ≤ CMf(x)Mg(x).
Therefore for (m,n) in Case 1, 2 or 3, we have the following point wise estimate
sup
j∈J∗l (N)
∑
T
(m,n)
jl+j
(f, g)(x) ≤ CMf(x)Mg(x).(7.10)
This operator is certainly bounded from Lp1 × Lp2 → Lr, for p1 > 1, p2 > 1,
r > 1/2 and 1p1 +
1
p2
= 1r . For Case 4, notice that if m is fixed,the number of n is
finite. WLOG, we can assume m = n. Notice that
sup
j∈J∗l (N)
T
(m,m)
j+jl
(f, g)(x) ≤
∑
j∈J∗l (N)
|T
(m,m)
jl+j
(f, g)(x)| .
We conclude that
∑
j∈J∗l (N)
|T
(m,m)
jl+j
(f, g)(x)| is bounded from Lp1 × Lp2 → Lr with
a bound 2−ǫm, for p1 > 1, p2 > 1, r > 1/2 and
1
p1
+ 1p2 =
1
r . This is a simple
consequence of Proposition 5 and (5.1). Hence we completes the case when j ∈
J∗l (N). Now we turn to Jgood(N). Similarly,
sup
j∈Jgood(N)
|Tj(f, g)(x)| ≤
∑
j∈Jgood(N)
|Tj(f, g)(x)|.
Since #Jgood(N) does not exceed a uniform constant by Lemma 1 and each Tj is
bounded for p1 > 1, p2 > 1, r >
d−1
d by Theorem 5, we obtain the desired estimate
and finish the proof of Theorem 2 for the bilinear maximal functions.
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8. Proof of Lemma 7
We prove Lemma 7 in this section. The main difficulty here is to obtain an
upper bound growing slowly, say O(m). To achieve this, we utilize a Whitney
decomposition for the exceptional set Ω defined as in (6.1). More precisely, let F
be a collection of pairwise disjoint dyadic intervals J ′s such that for each J ∈ F
3|J | ≥ dist(J, ∂Ω) ≥ |J |
and Ω =
⋃
J∈F J . From the defintion of Ω, clearly we have, for each J ∈ F and
i ∈ {1, 2},
1
|7J |
∫
7J
1Fi ≤ C|Fi|/|F3| .
To simplify the notations, we introduce following functions. For any integer M ,
let δj,M : R× R→ R be given by
(8.1) δj,M (x, y) =
(
1 + 2jl+j+m|x− y|
)−M
for (x, y) ∈ R× R .
For any x ∈ R and any measurable set E ⊂ R,
(8.2) δj(x,E) :=
(
1 + 2jl+j+mdist(x,E)
)−N
.
Also define xj(t) and xj,l(t) as
(8.3) xj(t) = x− 2
−j−jl t and xj,l(t) = x− 2
−jl−lj(tl +Ql(t)) .
and set
(8.4) j′ = jl + j +m and j
′′ = jl + lj +m.
Lemma 14. Let I1, I2 be two intervals in F . Suppose a ∈ I1 and b ∈ I2. If
dist(I1, I2) ≥ 100min{|I1|, |I2|}, then
δj,2N (a, b) ≤ CN
(
δj(a,Ω
c) + δj(b,Ω
c)
)
.
Proof. In fact, we prove a stronger result:
(8.5) |a− b| ≥ Cdist(a,Ωc) .
It is easy to see that Lemma 14 follows immediately by the triangle inequality. First
we consider the case when |I1| ≤ |I2|. In this case, because I1 is in the Whitney
decomposition F , there exists z0 ∈ Ωc such that |a− z0| ≤ 3|I1| . Thus
|a− b| ≥ 100|I1| ≥
100
3
|a− z0| ≥ dist(a,Ω
c) ,
as desired. We now turn to the second case when |I1| > |I2|. In this case, notice
that there exists z0 ∈ Ωc such that |b− z0| ≤ 3|I2|, since I2 ∈ F . Thus
100|I2| ≤ |a− b| ≤ |a− z0|+ |b − z0| ≤ |a− z0|+ 3|I2| ,
which implies
|a− z0| ≥ 97|I2| ≥
97
3
|b− z0| .
From this, we have
|a− b| ≥ |a− z0| − |b− z0| ≥ |a− z0| −
3
98
|a− z0| ≥
95
98
dist(a,Ωc) .

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Lemma 15. Let I1, I2 be two intervals in F . Suppose dist(I1, I2) ≤ 100min{|I1|, |I2|},
then
|I1| ∼ |I2| .
Proof. Assume |I1| ≤ |I2| and we prove that |I1| ≥ C|I2|. In addition, we can as-
sume that |I1| <
1
2000 |I2|, otherwise just simply takeC = 1/2000. From dist(I1, I2) ≤
100min{|I1|, |I2|}, we have
dist(I1, I2) ≤
1
20
|I2| .
This indicates I1 is in a small neighborhood of I2. Since I2 ∈ F , dist(I2,Ωc) ≥ |I2|.
However, from dist(I1,Ω
c) ≤ 3|I1|, we conclude that there exists z0 ∈ Ωc such
that dist(I1, z0) ≤ 3|I1|. Thus dist(z0, I2) ≤ 3|I1| +
1
20 |I2| <
1
10 |I2|, which implies
dist(I2,Ω
c) < 110 |I2|, contradicting to dist(I2,Ω
c) ≥ |I2|. 
Now we are ready to prove Lemma 7. We only present a proof of (6.3) for
L1,m(f, g). (6.4) can be done similarly. Inserting the absolute value in the inte-
grand, we bound L1,m(f, g) by L
′
m(f, g), where L
′
m(f, g) is given by∑
j
∫
Ωc
∫
Ωj′
2j
′
δj,N (xj(t)− y)dy
∫
|f ∗ Φj′ (xj(t))g ∗ Φj′′ (xj,l(t))ρ(t)| dtdx.
If we restrict the variable xj(t) to Ω
c, then the situation is easy. Indeed, in this
case, L′m is controlled by, from the definition of Ω,∑
j
∫
Ωc
∫
Ωj′
2j
′
1Ωc(xj(t))δj,N
(
xj(t)− y
)
dy
(
|F1|
|F3|
)1/p1∫
|g ∗ Φj′′ (xj,l(t))ρ(t)| dtdx.
Changing variable xj(t) 7→ u, we dominate L′m by∑
j
∫
Ωj′
(
|F1|
|F3|
)1/p1
δj
(
y,Ωc
)( ∫
Ωc
∫
2j
′
δj,N (u, y)M1F2(u+ trj(t))|ρ(t)|dudt
)
dy.
For |j| ≥ N and any fixed u, a change of variable u+ trj(t) 7→ w yields an estimate
of L′m by the following two terms,∑
j>0
∫
Ωj′
(
|F1|
|F3|
)1/p1
δj(y,Ω
c)
∫
Ωc
2j
′
δj,N
(
u, y
)
2jl+j
∫ u+C2−jl−j
u−C2−jl−j
(
M1F2(w)
)1/p2
dwdudy
and ∑
j<0
∫
Ωj′
(
|F1|
|F3|
)1/p1
δj(y,Ω
c)
∫
Ωc
2j
′
δj,N
(
u, y
)
2jl+lj
∫ u+C2−jl−lj
u−C2−jl−lj
(
M1F2(w)
)1/p2
dwdudy
Using the fact that (Mg)1/p2 is an A1 weight, we then have an upper bound
C
(
|F1|
|F3|
)1/p1 ( |F2|
|F3|
)1/p2
|Ω|
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as desired. Henceforth we may restrict xj(t) to Ω. In this case, apply the Whitney
decomposition for Ω to estimate L′m(f, g) by∑
j
∑
I1,I2∈F
∫
Ωc
∫ (∫
Ωj′
2j
′
1I1(y)1I2
(
xj(t)
)
δj,2N
(
xj(t)− y
)
dy
)
∣∣∣∣f ∗ Φj′(xj(t))g ∗ Φj′′(xj,l(t))ρ(t)∣∣∣∣dtdx .
If dist(I1, I2) ≥ 100min{|I1|, |I2|}, then apply Lemma 14 to gain the decay fac-
tors δj(y,Ω
c)δj(xj(t),Ω
c) in the integrand. These decay factors allow us to treat
this case exactly as the easy case when xj(t) ∈ Ωc. We omit the details.
The argument above indicates that whenxj(t) ∈ Ω the principal contribution is
made by those I1, I2 with short distance. Thus we have to face this main difficulty
by estimating
L′′m =
∑
j
∑
I1,I2∈F
dist(I1,I2)<100min{|I1|,|I2|}
∫
Ωc
∫∫
Ωj′
2j
′
1I1(y)1I2
(
(xj(t)
)
·
∣∣f ∗ Φj′(xj(t))g ∗ Φj′′ (xj,l(t))ρ(t)∣∣ δj,N(xj(t)− y)dydtdx
From Lemma 15, we know that |I1| ∼ |I2| under the assumption dist(I1, I2) <
100min{|I1|, |I2|}. Moreover, we are free to assume that
(8.6) max{|I1|, |I2|} ≤ 2
502−jl−j .
Indeed, if not so, then |I2| ≥ 282−jl−j from Lemma 15. For xj(t) ∈ I2 and x ∈ Ωc,
we clearly have
dist(x, I2) ≤ |xj(t)− x| ≤ 2 · 2
−jl−j ≤
1
27
|I2| ,
implying dist(I2,Ω
c) ≤ |I2|/10. This contradicts I2 ∈ F . On the other hand, we
can also assume
(8.7) |I1| ≥
1
210
2−jl−j−m .
This is because otherwise, we have |I1| < 2−jl−j−m−10. But notice that y ∈ I1 and
y ∈ Ωjl+j+m imply
2−jl−j−m ≤ dist(y,Ωc) ≤ 4|I1| < 2
−jl−j−m−8 .
This yields a contradiction. From (8.6) and (8.7), we conclude that for any given
I1 ∈ F ,
(8.8)
250
|I1|
≥ 2jl+j ≥
1
2m+10|I1|
.
(8.8) states that for given I1, there are at most 100m many j’s. From Lemma 15,
we also see that for given I1, there are at most finitely many I2’s with dist(I1, I2) <
100min{|I1|, |I2|}. Without loss of generality, in what follows, we assume I2 = I1
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and we try to estimate
L′′′m =
∑
I1∈F
∑
j
250
|I1|
≥2jl+j≥ 1
2m+10|I1|
∫ ∫ ∫
Ωj′
2j
′
1I1(y)1I1(u)1Ωc(u+ 2
−jl−jt)
|f ∗ Φj′(u)g ∗ Φj′′ (u+ trj(t))ρ(t)| δj,N (u, y)dydtdu
Here we made a change variable xj(t) 7→ u. Notice that
|f ∗ Φj′(u)| δj,2(u, y) ≤ CMf(y)
L′′′m is majorized by ∑
I1∈F
∑
j
250
|I1|
≥2jl+j≥ 1
2m+10|I1|
∫
I1
Mf(y)G(y)dy
where G(y) is defined as
G(y) =
∫∫
2j
′
1I1(u)
∣∣g ∗ Φj′′(u + trj(t))ρ(t)1Ωc (u+ 2−jl−jt)∣∣ δj,N−2(u − y)dtdu .
Using the same A1-trick as before, we replace u+ trj(t) by w for given u. Since
u+ 2−jl−jt ∈ Ωc, we integrate in w in a 2102−jl−j neighborhood of u if j > 0 or in
a 2102−jl−lj neighborhood of u if j < 0. The neighborhoods must contain at least
one point from Ωc in order to make a nonzero value for the integral. Henceforth,
we estimate L′′′m by
C
(
|F2|
|F3|
)1/p2 ∑
I1∈F
∑
j
250
|I1|
≥2jl+j≥ 1
2m+10|I1|
∫
I1
Mf(y)dy ,
which can be controlled by
Cm
(
|F2|
|F3|
)1/p2 ∑
I1∈F
7|I1|
1
|7I1|
∫
7I1
(M1F1(y))
1/p1 dy
≤Cm
(
|F2|
|F3|
)1/p2 ∑
I1∈F
|I1| inf
y∈7I1
(M1F1(y))
1/p1 .
Since I1 ∈ F , it is clear that
inf
y∈7I1
M1F1(y) ≤ C|F1|/|F3| .
Hence, L′′′m can finally dominated by
Cm
(
|F1|
|F3|
)1/p1 ( |F2|
|F3|
)1/p2
|Ω| ,
as desired.
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9. Proof of Lemma 9
In this section we provide a BMO estimate for the square function S1,Z . Notice
that
(9.1)
∣∣ ∑
n∈Zj
1∗n,l,jψjl+j+m
∣∣ ≤ C .
(6.28) is a direct consequence of the definition of S1,Z and Littlewood-Paley L
p
theory on the square function.
For the BMO estimate (6.29), let J be a dyadic interval of length 2−J . From the
definition of BMO norm, we need to majorize the following value
inf
c
∫
J
∣∣∣∣( ∑
j∈J∗l,+(N)
∣∣∣ ∑
n∈Zj
fn,l,m,j(x)
∣∣∣2)1/2 − c∣∣∣∣dx.(9.2)
Via the triangle inequality, we dominate (9.2) by C(I1 + I2), where
I1 =
∫
J
∣∣∣∣( ∑
j∈J∗l,+(N),J≤j+lj+m
∣∣ ∑
n∈Zj
fn,l,m,j(x)
∣∣2)1/2∣∣∣∣dx
and
I2 = inf
c∈R
∫
J
∣∣∣∣( ∑
j∈J∗l,+(N),J≥j+lj+m
∣∣∣ ∑
n∈Zj
fn,l,m,j(x)
∣∣∣2)1/2 − c∣∣∣∣dx.
We consider I1 first. By splitting fn,l,m,j(x) into two parts
1∗n,l,jψjl+j+m
(
f12J
)
∗ Φjl+j+m(x) + 1
∗
n,l,jψjl+j+m
(
f1(2J)c
)
∗ Φjl+j+m(x),
I1 can be bounded by I1,1 + I1,2, where
I1,1 =
∫
J
∣∣∣∣( ∑
j∈J∗l,+(N),J≤j+lj+m
∣∣∣ ∑
n∈Zj
1∗n,l,jψjl+j+m(f12J) ∗ Φjl+j+m(x)
∣∣∣2)1/2∣∣∣∣dx
and
I1,2 =
∫
J
∣∣∣∣( ∑
j∈J∗l,+(N),J≤j+lj+m
∣∣∣ ∑
n∈Zj
1∗n,l,jψjl+j+m(f1(2J)c)∗Φjl+j+m(x)
∣∣∣2)1/2∣∣∣∣dx.
Applying Ho¨lder’s Inequality and (6.28), we estimate I1,1 by
|J|1/p
′
∥∥∥∥( ∑
j∈J∗l,+(N)
J≤lj+lj+m
∣∣∣ ∑
n∈Zj
1∗n,l,jψjl+j+m(f12J) ∗ Φjl+j+m(x)
∣∣∣2)1/2∥∥∥∥
Lp(J)
≤C|J|1/p
′∥∥f12J∥∥p∥∥ψjl+j+m∥∥L∞(J)
≤C|J|min{1, |F1|/|F3|}
1/p
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We now turn to I1,2. For each x, choose z ∈ Ω with dist(x,Ω) ∼ |x− z|, then∣∣∣(f1(2J)c) ∗ Φjl+j+m(x)∣∣∣
≤CK
∫
(2J)c
|f(y)|2jl+j+mδj,K(x, y)dy
≤CK
∫
(2J)c
2jl+j+m|f(y)|δj,2(y, z)
1
δj,2(y, x)δj,2(x, z)
δj,K(x, y)dy
From x ∈ J and y ∈ (2J)c, we have |x− y| ≥ 2−J−1, which implies
|(f1(2J)c) ∗ Φjl+j+m(x)| ≤ CMf(z)(1 + 2
jl+j+m−J−1)2−K(1 + 2jl+j+mdist(x,Ω))2.
(9.3)
By the definition of Φjl+j+m, we have
|Φjl+j+m(x)(1 + 2
jl+j+mdist(x,Ω))2| ≤ C.(9.4)
Also, from the definition of Ω, z ∈ Ω implies
Mf(z) ≤ min{1, |F1|/|F3|} ≤ min{1, |F1|/|F3|}
1/p.(9.5)
By utilizing |
∑
n∈Zj
1∗jl+j+n(x)| ≤ 1, (9.3), (9.4), and (9.5), we obtain∣∣∣∣( ∑
j∈J∗
l,+
(N),J≤j+lj+m
∣∣∣ ∑
n∈Zj
1∗n,l,jψjl+j+m(f1(2J)c) ∗ Φjl+j+m(x)
∣∣∣2)1/2∣∣∣∣
≤Cmin{1, |F1|/|F3|}
1/p
and henceforth I1,2 is bounded by C|J|min{1, |F1|/|F3|}1/p.
Finally we estimate I2. Notice that
I2 ≤ |J|
1/2
(
inf
c
∫
J
∣∣∣∣( ∑
j∈J∗l,+(N),J≥j+lj+m
( ∑
n∈Zj
fn,l,m,j(x)
)2
− c
)∣∣∣∣dx)1/2
≤ |J|1/2
(
|J|
∫
J
∣∣∣∣D( ∑
j∈J∗l,+(N),J≥j+lj+m
( ∑
n∈Zj
fn,l,m,j(x)
)2)∣∣∣∣dx)1/2.
For the last inequality, we applied the Poincare´ Inequality. To get the desired
estimate for I2, it suffices to prove the following inequality∫
J
∣∣∣∣D( ∑
j∈J∗l,+(N)
J≥j+lj+m
( ∑
n∈Zj
fn,l,m,j(x)
)2)∣∣∣∣dx ≤ Cmin{1, |F1|/|F3|}2/p.(9.6)
By the chain rule for the differential operator D, we have∣∣∣∣D( ∑
n∈Zj
fn,l,m,j(x)
)2∣∣∣∣ = 2∣∣∣∣ ∑
n∈Zj
fn,l,m,j(x)
∣∣∣∣∣∣∣∣ ∑
n∈Zj
Dfn,l,m,j(x)
∣∣∣∣(9.7)
Using a similar argument in the estimation of I1,2, we get
|
∑
n∈Zj
fn,l,m,j(x)| ≤ Cmin{1, |F1|/|F3|}.
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Moreover, the product rule yields∣∣∣∣ ∑
n∈Zj
Dfn,l,m,j(x)
∣∣∣∣ ≤ ∣∣∣∣D( ∑
n∈Zj
1∗jl+j+m(x)
)
Φjl+j+m(x)f ∗ Φjl+j+m(x)
∣∣∣∣
+
∣∣∣∣( ∑
n∈Zj
1∗jl+j+m(x)
)(
DΦjl+j+m(x)
)
f ∗ Φjl+j+m(x)
∣∣∣∣
+
∣∣∣∣( ∑
n∈Zj
1∗jl+j+m(x)
)
Φjl+j+m(x)f ∗
(
DΦjl+j+m(x)
)∣∣∣∣
Due to the differential operator, each of the single term in the previous sum is
dominated by C2jl+j+mmin{1, |F1|/|F3|}. Therefore∫
J
∣∣∣∣D( ∑
j∈J∗
l,+
(N),J≥j+lj+m
( ∑
n∈Zj
fn,l,m,j(x)
)2)∣∣∣∣dx
≤Cmin{1, |F1|/|F3|}
2
∫
J
∑
J≥jl+j+m
2jl+j+mdx ≤ Cmin{1, |F1|/|F3|}
2/p,
Hence we complete the proof of (9.6) and thus Lemma 9.
10. proof of Lemma 12
To prove the lemma, we introduce a function dj : S0 × S0 7→ R by
(10.1) dj(S1, S2) =
(
1 + 2jl+j+mdist(S1, S2)
)−K
for S1, S2 ⊂ S0. Here K is a sufficiently large constant.
The following lemma is needed in our proof of Lemma 12.
Lemma 16. Let T ⊂ S0 be a tree, and P be a subset of S0.∑
j>0
∑
I:|I|=2−jl−j
|I|dj(5I, Tj)dj(I, Pj) ≤ C|IT |(10.2)
and ∑
j>0
∑
I:|I|=2−jl−j
|I|dj(5I, Pj)dj(I, Tj) ≤ C|IT |.(10.3)
Proof. We only prove (10.2) and (10.3) can be treated exactly the same. Recall
that Tj = {n : (j, n) ∈ T }. We identify it with the union of all intervals In,l,j . This
union can be written as a union of finitely many connected components (intervals).
We use αj to denote the number of such connected components. Then we have∑
j>0
αj2
−jl−j ≤ C|IT |.(10.4)
The proof can be found in Lemma 4.8 in [19] or Lemma 4.17 of [14]. Therefore, it
is sufficient for us to prove∑
I:|I|=2−jl−j
dj(5I, Tj)dj(I, Pj) ≤ Cαj .(10.5)
Consider the following 3 cases:
• Case 1: I ⊂ Tj,
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• Case 2: 5I ∩ Tj 6= ∅ but I ∩ Tj = ∅,
• Case 3: 2k−1|I| ≤ dist(5I, Tj) ≤ 2k|I|, k = 1, 2, 3, · · ·
We show for each case above, (10.5) holds. For Case 1, for each component Tj(ℓ)
of Tj , 1 ≤ ℓ ≤ αj . We have ∑
I:I⊂Tj(ℓ)
dj(I, Pj) ≤ C,
since Tj ∩ Pj = ∅. Henceforth
αj∑
ℓ=1
∑
I:I⊂Tj(ℓ)
dj(I, Pj) ≤ Cαj .
For the contribution of Case 2, notice that the cardinality of I with dist(I, Tj) ≤ 3|I|
and I ∩ Tj = ∅ is bounded by 8αj , which yields the desired estimate for the case.
Finally, we turn to the contribution of the last case. Indeed
#{I : 2k−1|I| ≤ dist(5I, Tj) ≤ 2
k|I|} ≤ C2kαj .
This implies ∑
I:2k−1|I|≤dist(5I,Tj)≤2k|I|
dj(5I, Tj) ≤ C2
kαj(1 + 2
k+m−1)−K .
Therefore
∞∑
k=1
∑
I:2k−1|I|≤dist(5I,Tj)≤2k|I|
dj(5I, Tj) ≤
∞∑
k=1
C2kαj(1 + 2
k+m−1)−K ≤ Cαj .
(10.6)
as desired. 
We now turn to the proof of Lemma 12. We first dominate
|ΛP∪T (f, g)− ΛP (f, g)− ΛT (f, g)| ≤ I + II
where
I =
∑
j>0
∫∫ ∑
n∈Pj
∣∣∣fn,l,m,j(x − trj(t))ρ(t)∣∣∣∣∣∣ ∑
n∈Tj
gn,l,m,j(x)
∣∣∣dxdt
and
II =
∑
j>0
∫∫ ∑
n∈Tj
∣∣∣fn,l,m,j(x− trj(t))ρ(t)∣∣∣∣∣∣ ∑
n∈Pj
gn,l,m,j(x)
∣∣∣dxdt.
We estimate I by using Ho¨der’s Inequality
I ≤
∑
j>0
∑
|I|=2−jl−j
∥∥∥ ∫ ∑
n∈Pj
|fn,l,m,j(· − trj(t))ρ(t)|dt
∥∥∥
Lp
′
2(I)
∥∥∥ ∑
n∈Tj
gn,l,m,j
∥∥∥
Lp2(I)
.
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The first factor in the sum satisfies∥∥∥ ∫ ∑
n∈Pj
|fn,l,m,j(· − trj(t))ρ(t)|dt
∥∥∥
Lp
′
2(I)
(10.7)
≤
∑
n∈Pj
∥∥∥ ∫ |fn,l,m,j(· − trj(t))ρ(t)|dt∥∥∥
Lp
′
2(I)
≤
∑
n∈Pj
dj(5I, In,l,j) · I˜ ,
where I˜ is defined as
(10.8) I˜ =
∥∥∥ ∫ ∣∣∣1∗∗n,l,jψjl+j+mf ∗ Φjl+j+m(· − trj(t))ρ(t)∣∣∣dt∥∥∥
Lp
′
2(R)
.
Notice that
I˜ ≤ C
∥∥∥1∗∗n,l,jψjl+j+mf ∗ Φjl+j+m∥∥∥
Lp
′
2(R)
≤ |I|1/p
′
2size
∗
1(P ∪ T ).
Here, the first inequality follows from∫ ∣∣∣1∗∗n,l,jψjl+j+mf ∗ Φjl+j+m(x − trj(t))ρ(t)∣∣∣dt ≤ CM(1∗∗n,l,jψjl+j+mf ∗ Φjl+j+m)(x)
and the Lp boundednes of Hardy-Littlewood maximal function, the second inequal-
ity is a consequence of the definition of size∗1.
Observe that ∑
n∈Pj
dj(5I, In,l,j) ≤ Cdj(5I, Pj) .
Hence, (10.7) is dominated by
(10.9) (10.7) ≤ Cdj(5I, Pj)|I|
1/p′2size
∗
1(P ∪ T ).
On the other hand, by the definition of size2, we have
(10.10)
∥∥∥ ∑
n∈Tj
gn,l,m,j
∥∥∥
Lp2(I)
≤ C|I|1/p2 size2(P ∪ T )dj(I, Tj) .
From (10.9) and (10.10), we then estimate I by
(10.11) size∗1(P ∪ T )size2(P ∪ T )
∑
j>0
∑
|I|=2−jl−j
|I|dj(5I, Pj)dj(I, Tj) .
Similarly, we can majorize II by
(10.12) size∗1(P ∪ T )size2(P ∪ T )
∑
j>0
∑
|I|=2−jl−j
|I|dj(I, Pj)dj(5I, Tj) .
Applying Lemma 16 to (10.11) and (10.12), we obtain the desired result.
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Appendix A. Stationary phase with perturbation
In this section, we provide a detailed discussion of the stationary phase with
perturbation and the main goal is to prove Lemma 3 and Lemma 4 in Section 5.
Through out this section, we assume 12 < |t| < 2. We need some preparation before
we dive into the proof. Let∫
e−2πi2
m(tξ+(tl+Ql(t))η)ρ(t)dt ∼ 2−m/2Nm(ξ, η) = 2
−m/2e2
miφl(ξ,η)(1.1)
and ∫
e−2πi2
m(tξ+tlη)ρ(t)dt ∼ 2−m/2N ∗m(ξ, η) = 2
−m/2e2
miφ∗l (ξ,η),(1.2)
where (1.2) is a standard one, (1.1) is the perturbed version. φl(ξ, η) is defined in
(5.8) and φ∗l (ξ, η) is defined similarly. Indeed, φ
∗
l (ξ, η) = cl
ξl/(l−1)
η1/(l−1)
.
For convenience, we introduce the following terminology.
Definition 5. Let J = (1/2, 2) or (−2,−1/2), K, N be two large positive integers
and ‖ · ‖DK(J ) defined as in Definition 1. We say two smooth functions F0 and F1
are (K,N)-pair on J if the following conditions are true:
(i) inf
t∈J
|D(F0)(t)| & 1 and inf
t∈J
|D(F1)(t)| & 1,
(ii) ‖F0‖DK(J ) . 1 and ‖F1‖DK(J ) . 1,
(iii) ‖F0 − F1‖DK(J ) ≤ 2
−N
In the above definition, X . Y means there is a constant depends only on d such
that X ≤ CY . The following lemma is the main ingredient of this appendix. It
states that if two functions are ”closed” up to K-th derivative, then their inverses
are ”closed” up to (K − 1)-th derivative.
Lemma 17. Let F0 and F1 be (K,N)-pair in J and suppose that N >> 2
(100(K+1)d)!.
Let A ⊂ R such that for every a ∈ A, there exists a unique F−10 (a) ∈ J and a unique
F−11 (a) ∈ J . If N is sufficiently large (depends on K), then
‖F−10 − F
−1
1 ‖DK−1(J ) ≤ 2
−N/3.
The following lemma provides a description of the n-th derivative of the inverse
function, the proof can be found in [10] or obtained by induction. We omit it.
Lemma 18. .
Let y = F (x) be a smooth function, then for any n ≥ 1 the n-th derivative of
F−1 can be represented as
dnx
dyn
=
n−1∑
k=0
(f ′(x))−n−kRn,k(f
′′(x), . . . , f (n−k)(x))(1.3)
where Rn,k(f
′′(x), . . . , f (n−k+1)(x)) is a polynomial whose coefficients depend only
on n and k.
We now prove Lemma 17.
Proof. Let t0 = t0(a) = F
−1
0 (a) and t1 = t1(a) = F
−1
1 (a) be the roots of F0(t) = a
and F1(t) = a respectively. Then it is not difficult to see,
|t0 − t1| = |F
−1
0 (a)− F
−1
1 (a)| ≤ 2
−N/2
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for all a satisfying the conditions of the lemma. By Lemma 18 we obtain that for
1 ≤ n ≤ K − 1
Dn(F−10 )(a) =
n−1∑
k=0
(
F ′0(t0)
)−n−k
Rn,k
(
F ′′0 (t0), . . . , F
(n−k)
0 (t0)
)
and
Dn(F−11 )(a) =
n−1∑
k=0
(
F ′1(t1)
)−n−k
Rn,k
(
F ′′1 (t1), . . . , F
(n−k)
1 (t1)
)
.
Thus
Dn(F−10 )(a)−D
n(F1)
−1(a) =
(
F ′0(t0)F
′
1(t1)
)−2n n∑
k=1
(
F
(k)
0 (t0)− F
(k)
1 (t1)
)
Rn,k
(1.4)
whereRn,k is a polynomial of F ′0(t0), F
′′
0 (t0), . . . , F
(n)
0 (t0) and F
′
1(t1), F
′′
1 (t1), . . . , F
(n)
1 (t1).
By Definition 5 (ii), the absolute values of F ′0(t0), F
′′
0 (t0), . . . , F
(n)
0 (t0) and F
′
1(t1), F
′′
1 (t1),
. . . , F
(n)
1 (t1) are bounded above by ∼ 1 and Thus |Rn,k| ≤ CK . Observe that
F
(k)
0 (t0)− F
(k)
1 (t1) = (F
(k)
0 (t0)− F
(k)
1 (t0)) + (F
(k)
1 (t0)− F
(k)
1 (t1)).
Hence from definition 5 (iii), for 1 ≤ k ≤ K we have |(F
(k)
0 (t0)− F
(k)
1 (t0))| ≤ 2
−N .
The mean value theorem and Definition 5 (iii) yield, for 1 ≤ k ≤ K − 1,
|(F
(k)
1 (t0)− F
(k)
1 (t1))| = |F
(k+1)
1 (t
′)||t0 − t1| ≤ CK2
−N/2,(1.5)
where t′ is a number between t0 and t1. By definition 5 (i) we have
|(F ′0(t0)F
′
1(t1))
−2n| ≤ CK(1.6)
Choosing N large enough such that it overrides all the above constants, then com-
bining (1.4), (1.5) and (1.6) we obtain lemma 17. 
Remark 2. We’ll choose K depends on d, say K = 100d2 and thus N depends
only on d. For the rest of this section, we use ‖ · ‖DK to mean ‖ · ‖DK(J ).
A.1. Proof Lemma 3. Let t0 = t0(
ξ
η ) and t1 = t1(
ξ
η ) be the roots of F0(t) =
D(ξt + (tl + Ql(t))η) and F1(t) = D(tξ + t
lη) respectively, equivalently t0 and t1
are the inverses of F0 and F1. A direct calculation shows that F0(t) and F1(t) are
(K,N/2)-pair, for K = 100d2. Notice
φl(ξ, η) = Cl
(
ξ
η
t0 + t
l
0 +Ql(t0)
)
η
= Cl
(
ξ
η
t1 + t
l
1
)
η + Cl
(
ξ
η
(t0 − t1) + (t
l
0 − t
l
1) +Ql(t0)
)
η
= φ∗l (ξ, η) + Cl
(
ξ
η
(t0 − t1) + (t
l
0 − t
l
1) +Ql(t0)
)
η
: = φ∗l (ξ, η) + ε(
ξ
η
)η.
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Then
Qτ (u, v) = (φ
∗
l (u, v)− φ
∗
l (u− τ, v + b2τ)) +
(
ε(
u
v
)v − ε(
u− τ
v + b2τ
)(v + b2τ)
)
.
One can show ∣∣∣∂u∂v(φ∗l (u, v)− φ∗l (u− τ, v + b2τ))∣∣∣ ≥ cl|τ |,
see [15] for the details. By Lemma 17 for 0 ≤ n ≤ K − 1, we have |Dn(t0 − t1)| ≤
2−N/6. Also notice that |DnQl(t0)| ≤ 2−N/2 and |u|, |v|, |t0|, |t1|, |u− τ |, |v+ b2τ | ∼
1. These bounds are enough to guarantee that when N is large enough,∣∣∣∂u∂v(ε(u
v
)v − ε(
u− τ
v + b2τ
)(v + b2τ)
)∣∣∣ ≤ 2−N/10|τ | ≤ cl
2
|τ |.
Therefore
|∂u∂vQτ (u, v)| ≥ cl|τ | −
cl
2
|τ | =
cl
2
|τ |.
A.2. Proof of Lemma 4. Let θ˜l(z) = z
l
l−1 . A direct calculation shows that Dθ˜l
and Dθl is an (K,N)-pair, thus Lemma 17 yields∥∥∥(Dθ˜l)−1 − (Dθl)−1∥∥∥
DK−1
≤ 2−N/3.
Let ζ(z) = (Dθl)
−1(z) and ζ˜(z) = (Dθ˜l)
−1, then ‖ζ − ζ˜‖DK−1 ≤ 2
−N/3. Let
β(z) = θl(ζ(z)) + zζ(z) and β˜(z) = θ˜l(ζ˜(z)) + zζ˜(z). If |z| ∼ 1, then
‖β − β˜‖DK−2 ≤ 2
−N/5.
Let κ˜l(s) = s
1
l . Similarly for |s| ∼ 1, one has ‖κl − κ˜l‖DK−1 ≤ 2
−N/2. Define
O˜τ (u, v) = β˜
(
c(u− κ˜l(s) + b
′)
)
− β˜
(
c(u+ 2−(l−1)jτ − κ˜l(s+ τ) + b
′)
)
.
Since, β˜, κ˜ are standard functions (without perturbation perturbation). The fol-
lowing result comes from direct computation:
|∂l−1u ∂vO˜τ (u, v)| ≥ cl|τ |.
Moreover, if l = 2 we have
|∂u∂
2
vO˜τ (u, v)| ≥ c|τ |.
Again, details can be found in [15]. It remains to estimate the error terms:
|∂l−1u ∂v(O˜τ (u, v)−Oτ (u, v))| ≤ 2
−N/100|τ |
and
|∂u∂
2
v(O˜τ (u, v)−Oτ (u, v))| ≤ 2
−N/100|τ |, if l = 2.
We handle the first one and the second one is similar. Let
ε(u, v) = β˜
(
c(u− κ˜l(v) + b
′)
)
− β
(
c(u− κl(v) + b
′)
)
,
then
O˜τ (u, v)−Oτ (u, v) = ε(u, v)− ε(u+ 2
−(l−1)jτ, v + τ)
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and ∂l−1u ∂v
(
O˜τ (u, v)−Oτ (u, v)
)
equals(
∂l−1u ∂vε(u, v)− ∂
l−1
u ∂vε(u+ 2
−(l−1)jτ, v)
)
+(
∂l−1u ∂vε(u+ 2
−(l−1)jτ, v)− ∂l−1u ∂vε(u+ 2
−(l−1)jτ, v + τ)
)
.
By the mean value theorem, the absolute value of the above expression is bounded
by
|(∂lu∂vε(u+ λ12
−(l−1)jτ, v)||2−(l−1)jτ |+ |(∂l−1u ∂
2
vε(u+ 2
−(l−1)jτ, v + λ2τ)||τ |.
Hence, it remains to prove
|∂lu∂vε(u, v)| ≤ 2
−N/50 and |∂l−1u ∂
2
vε(u, v)| ≤ 2
−N/50.
Notice
∂lu∂vε(u, v) = β˜
(l+1)
(
c(u− κ˜l(v) + b
′)
)
κ˜′(v)− β(l+1)
(
c(u − κl(v) + b
′)
)
κ′(v)
=
(
β˜(l+1)
(
c(u− κ˜l(v) + b
′)
)
κ˜′(v)− β˜(l+1)
(
c(u − κl(v) + b
′)
)
κ˜′(v)
)
+(
β˜(l+1)
(
c(u − κl(v) + b
′)
)
κ˜′(v)− β(l+1)
(
c(u− κl(v) + b
′)
)
κ′(v)
)
Since ‖κ− κ˜‖DK−1 ≤ 2
−N/2, a use of mean value theorem yields that the absolute
value of the above expression is majored by 2−N/50. Similarly |∂l−1u ∂
2
vε(u, v)| ≤
2−N/50.
References
[1] P. Auscher, S. Hofmann, C. Muscalu, T. Tao, and C. Thiele, Carleson measures, trees, extrap-
olation, and T (b) theorems, Publ. Mat. 46 (2002), no. 2, 257–325. MR1934198 (2003f:42019)
↑19
[2] A. Carbery, M. Christ, and J. Wright, Multidimensional van der Corput and sublevel set
estimates, J. Amer. Math. Soc. 12 (1999), no. 4, 981–1015. MR1683156 (2000h:42010) ↑5,
19
[3] A. Carbery, F. Ricci, and J. Wright, Maximal functions and Hilbert transforms associated to
polynomials, Rev. Mat. Iberoamericana 14 (1998), no. 1, 117–144. MR1639291 (99k:42014)
↑1
[4] R. R. Coifman and Y. Meyer, On commutators of singular integrals and bilinear singular
integrals, Trans. Amer. Math. Soc. 212 (1975), 315–331. MR0380244 (52 #1144) ↑11
[5] C. Fefferman and E. M. Stein, Some maximal inequalities, Amer. J. Math. 93 (1971), 107–
115. MR0284802 (44 #2026) ↑22
[6] H. Furstenberg, Nonconventional ergodic averages, Proceedings of Symposia in Pure Math.
50 (1990), 43–56. ↑2
[7] L. Grafakos and X. Li, Uniform bounds for the bilinear Hilbert transforms. I, Ann. of Math.
(2) 159 (2004), no. 3, 889–933. MR2113017 (2006e:42011) ↑2, 11
[8] L. Ho¨rmander, Oscillatory integrals and multipliers on FLp, Ark. Mat. 11 (1973), 1–11.
MR0340924 (49 #5674) ↑14
[9] Y. Hu and X. Li, Discrete fourier restriction associated with schro¨dinger equations, to appear
in Rev. Mat. Iberoamer. ↑2
[10] W. P Johnson, Combinatorics of higher derivatives of inverses, The American mathematical
monthly 109 (2002), no. 3, 273–277. ↑40
[11] C. E. Kenig and E. M. Stein, Erratum to: “Multilinear estimates and fractional integration”,
Math. Res. Lett. 6 (1999), no. 3-4, 467. MR1713146 (2000k:42023b) ↑11
[12] M. T. Lacey, The bilinear maximal functions map into Lp for 2/3 < p ≤ 1, Ann. of Math.
(2) 151 (2000), no. 1, 35–57. MR1745019 (2001b:42015) ↑2
[13] X. Li, Uniform bounds for the bilinear Hilbert transforms. II, Rev. Mat. Iberoam. 22 (2006),
no. 3, 1069–1126. MR2320411 (2008c:42014) ↑2
44 XIAOCHUN LI AND LECHAO XIAO
[14] , Uniform estimates for some paraproducts, New York J. Math. 14 (2008), 145–192.
MR2413217 (2009m:46027) ↑10, 11, 37
[15] , Bilinear Hilbert transforms along curves, I: the monomial case, Anal. PDE 6 (2013),
no. 1, 197–220. MR3068544 ↑1, 2, 4, 10, 11, 12, 14, 15, 42
[16] V. Lie, On the boundedness of the bilinear hilbert transform along, arXiv preprint
arXiv:1110.3517 (2011). ↑1
[17] Y. Meyer and R. R Coifman, Ope´rateurs de caldero´n-zygmund, Hermann, 1990. ↑11
[18] C. MUSCALU, J. PIPHER, T. TAO, and C. THIELE, A short proof of the coifman-meyer
multilinear theorem. ↑19
[19] C. Muscalu, T. Tao, and C. Thiele, Uniform estimates on multi-linear operators with modu-
lation symmetry, J. Anal. Math. 88 (2002), 255–309. Dedicated to the memory of Tom Wolff.
MR1979774 (2004d:42032) ↑37
[20] D. H. Phong and E. M. Stein, On a stopping process for oscillatory integrals, J. Geom. Anal.
4 (1994), no. 1, 105–120. MR1274140 (95k:42025) ↑19
[21] E. Stein and S. Wainger, Problems in harmonic analysis related to curvature, Bull. Amer.
Math. Soc. 84 (1978), 1239–1295. ↑2
[22] E. M. Stein, Harmonic analysis: real-variable methods, orthogonality, and oscillatory inte-
grals, Princeton Mathematical Series, vol. 43. ↑5
[23] C. Thiele, A uniform estimate, Ann. of Math. (2) 156 (2002), no. 2, 519–563. MR1933076
(2003i:47036) ↑2
Department of Mathematics, University of Illinois at Urbana-Champaign, Urbana,
IL, 61801, USA
E-mail address: xcli@math.uiuc.edu
Department of Mathematics, University of Illinois at Urbana-Champaign, Urbana,
IL, 61801, USA
E-mail address: xiao14@math.uiuc.edu
