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Abstract
This paper provides a new look at radial basis function regression that reveals striking
similarities with the traditional optimal experimental design framework. We show theoreti-
cally and computationally that the so-called relevant vectors derived through the relevance
vector machine (RVM) and corresponding to the centers of the radial basis function net-
work, are very similar and often identical to the support points obtained through various
optimal experimental design criteria like D-optimality. This allows us to provide a sta-
tistical meaning to the relevant centers in the context of radial basis function regression,
but also opens the door to a variety of ways of approach optimal experimental design in
multivariate settings.
Keywords: Radial Basis Function Regression, Relevance Vector Machine, Sensor Selec-
tion, Marginal Likelihood, Maximum A Posterior (MAP), Sparsity, D-Optimality.
1. Introduction
Radial Basis Function (RBF) regressors have been extensively used in multivariate settings
for more than two decades by both numerical analysts and statisticians. The Relevance
Vector Machine (RVM) introduced in (1) as a Bayesian counterpart to the popular Support
Vector Machine is just one instance of the RBF machinery that has had tremendous success
in the Machine Learning community thanks to its simplicity and applicability. Initially
promoted on the strength of its counter-intuitive yet effective way of achieving a sparse rep-
resentation in data space, RVM turned out to also provide very competitive performances
in prediction, specifically outperforming the generalization abilities of Support Vector Re-
gression. The original RVM paper (1) was entirely motivated by the search for a sparse
functional representation of the prediction mechanism in the Bayesian learning framework,
with an emphasis on the derivation of accurate yet fast predictions. Immediately follow-
ing the publication of (1), the number of applications of the RVM approach grew steadily.
Signal processing applications were some of the earliest uses of RVM with notable papers
by (8), and later (22) to name a few. Environmentalists, Remote Sensing Engineers and
c©xxxx xxxx.
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agricultural scientists have also extensively applied RVM in various contexts as can be seen
in (7), (11), (20) and (19). Interestingly, there have been many applications of RVM to
Image Processing, with notable papers by (16), (21), and (24). Two areas of applications
have recently seen a surge of interest in RVM, namely Text Classification with papers by
(14), (15), (13) and (18), and MicroArray Data Analysis in the emerging field of genomics,
with papers like (12). There has also been an increase of interest in the development of
extensions of RVM and its connection to other techniques (9) and (10). Despite this rela-
tively large number of successful applications of the Relevance Vector Machine, Not much,
if anything, has been studied to provide a statistical characterization of the relevant vectors
that helps to see why the Relevance Vector Machine is so successful in prediction. The goal
of this paper is to provide such a statistical characterization, namely to argue that rele-
vant vectors are indeed analogous to support (design) points in the context of D-optimality.
For simplicity and clarity of exposition, the motivating examples and illustrations are uni-
variate, thereby providing both visual and theoretical insights into our argument. Finally,
the characterization provided here, although useful in its own right, also hints on what
the relevant points mean in high dimensional spaces, thereby providing a way to indirectly
perform predictive D-optimality via RVM in multivariate settings. The rest of this paper
is organized as follows: section 2 gives a brief review of optimal experimental design for
linear models, with an emphasis on the maximum a posteriori (MAP) estimation and the
corresponding design problem. A connection is made between optimal experimental design
and sensor selection (4). Section 3 briefly introduces the essential building blocks of the
Relevance Vector Machine (RVM) with a hint on saturated designs. The connection is then
made between RVM and sensor selection, with an emphasis the most similar aspects of the
two methodologies. Section 4 explores two simulated examples of univariate regression and
shows the striking similarities between the solutions found by the two methods. Section
5 gives some concluding remarks along with ideas for a much more complete theoretical
account of the optimal design perspective of the relevance vector machine.
2. Optimal experimental design for linear models
Let x>j ≡ (xj1, xj2, · · · , xjp) denote a p-dimensional vector of some observable characteristics
of interest. Consider a p-dimensional vector β = (β1, β2, · · · , βp)> of regression coefficients,
then assume that a response (measurement) Yj of interest at point xj can be written as
Yj = x>j β + ²j , j = 1, · · · , n.
Throughout this paper, we shall assume that the ²j ’s are i.i.d N(0, σ2). Note also that, for
simplicity, we have restricted ourselves to a model that passes through the origin. Under
this homoscedastic noise model, the maximum likelihood estimator βˆMLE of β is such that
βˆMLE =
 n∑
j=1
xjx>j
−1 n∑
j=1
yjxj and cov(βˆMLE) = σ
2
 n∑
j=1
xjx>j
−1
In traditional optimal experimental design, one has a set of n potential points of measure-
ment or sensors, and the goal is to choose those k sensors or points of measurement that
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yield the ”best” estimation of β. For instance, with βˆMLE being an unbiased estimator,
a reasonable criterion for measuring the goodness of βˆMLE will naturally be based on its
covariance matrix. In fact, we will see later that all the three criteria used for measuring
the optimality of the design will be based on functions of the covariance matrix of βˆMLE.
The problem in optimal experimental design is then two-fold: (i) Which k ¿ n sensors or
points of measurement to choose out of the n possible ones; and (ii) How many times can
each chosen sensor be used, while making the total number of uses at most equal to k. One
of the most commonly used optimality criteria is the so-called D-optimality that seeks to
choose those points that minimize the determinant of the covariance matrix of βˆMLE. In
order words, if each pij , j = 1, 2, · · · , n represents the frequency of use of measurement
point j, then a k-point D-optimal design is obtained as a solution to the relaxed sensor
selection convex optimization problem
Maximize log det
 n∑
j=1
pijxjx>j

Subject to 0 ≤ pij ≤ 1, j = 1, · · · , n and
n∑
j=1
pij = k
(1)
The k-point D-optimal design is therefore the subset ξ = {i1, i2, · · · , ik} ⊆ {1, 2, · · · , n}
that corresponds to set of sensors or measurements with the k largest values of pij . (4)
proposes an approximate solution obtained by making the constraint pij ∈ (0, 1) implicit in
the objective function so that the resulting convex optimization problem is
Maximize log det
 n∑
j=1
pijxjx>j
+ κ
 n∑
j=1
log(pij) +
n∑
j=1
log(1− pij)

Subject to
n∑
j=1
pij = k.
(2)
In the Bayesian framework, if one uses a Gaussian prior β ∼ N(0,Φ), then the corresponding
Maximum A Posteriori (MAP) estimator of β is given by
βˆMAP =
σ−2 n∑
j=1
xjx>j +Φ
−1
−1 n∑
j=1
yjxj and cov(βˆMAP) =
σ−2 n∑
j=1
xjx>j +Φ
−1
−1
The corresponding approximate relaxed sensor selection problem is therefore
Maximize log det
σ−2 n∑
j=1
pijxjx>j +Φ
−1
+ κ
 n∑
j=1
log(pij) +
n∑
j=1
log(1− pij)

Subject to
n∑
j=1
pij = k.
(3)
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It is interesting to note that equation (3) is a special case of the more general setting
Maximize log det
σ−2 n∑
j=1
pijxjx>j +Φ
−1
+ a n∑
j=1
log(pij) + b
n∑
j=1
log(1− pij)
Subject to
n∑
j=1
pij = k,
(4)
which could be thought of as a specification of an independent Beta(a + 1, b + 1) prior
distribution on each pij , namely assuming that
p(pij |a, b) ∝ pi(a+1)−1j (1− pij)(b+1)−1.
Indeed, the choice of κ = a = b with κ made small, is the most appropriate in this context
since one wants to select a given point with the highest confidence and therefore would
prefer values of pij that are extreme, meaning either close to 1 or close to 0. The Beta with
a = b = κ with κ ≤ 0.5 achieves just that, as the following Wikipedia Figure (1) of the
density of a Beta distribution shows.
Figure 1: Density function of a Beta distribution.
Note on Figure (1) that the density of the Beta is highest at both extremes 0 and 1 when the
two parameters are equal to 0.5. The objective function of equation (3) therefore has the
potential of yielding a solution that does select the optimal design points. Along the same
lines, one could also make the case for using any other prior that helps achieve selection.
For instance, a Gamma prior with parameters that emphasize the selection of the few most
important points can also be used. Note on Figure (2) that the Gamma density is highest
at 0 when the number of degrees of freedoms is set to 1. This shows that the use of the
Gamma distribution as in the objective function of equation (5) can be resorted to for the
selection of support points, especially when one expects the number of D-optimal support
4
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points to be very small.
Maximize log det
σ−2 n∑
j=1
pijxjx>j +Φ
−1
+ (a− 1) n∑
j=1
log(pij)− b
n∑
j=1
pij
Subject to
n∑
j=1
pij = k.
(5)
It is worth noting that the use of either the Beta or the Gamma distribution does not require
the Bayesian framework, since this is not related to the distribution of β but instead to the
indicators pij ’s.
Figure 2: Density function of a Gamma distribution.
3. The Relevance Vector Machine for Regression
Given D = {(x1, y1), (x2, y2), · · · , (xn, yn)}, the Relevance Vector Machine posits that
Yj = w0 + h>j w + ²j , j = 1, · · · , n (6)
where w = (w1, w2, · · · , wn)> is the n-dimensional vector of weights, and the n-dimensional
vector h>j ≡ (K(xj ,x1),K(xj ,x2), · · · ,K(xj ,xn)) is built from some kernel function like
K(xi,xj) = exp
(
−‖xi − xj‖
2
2r2
)
or K(xi,xj) = (1 + x>i xj)
d
that measures the similarity (or dissimilarity) between the vectors x>i ≡ (xi1, xi2, · · · , xip)
and x>j ≡ (xj1, xj2, · · · , xjp). Also, ²j is assumed to be i.i.d N(0, σ2). The essence of RVM
however comes through the specification of the hyperprior distribution on the weights wj .
First of all, RVM assumes that [wj |αj ] iid∼ N(0, α−1j ), which results in a Gaussian marginal
likelihood for y = (y1, y2, · · · , yn)>, namely
p(y|α, σ2) ∝
det
σ2I+ n∑
j=1
α−1j hjh
>
j
− 12 exp
−12y>
σ2I+ n∑
j=1
α−1j hjh
>
j
−1 y
 ,
(7)
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where α = (α1, α2, · · · , αn). With independent gamma priors [αj |a, b] iid∼ Gamma(a, b), i.e.,
p(αj |a, b) ∝ αa−1j exp(−bαj) and p(α|a, b) =
n∏
j=1
p(αj |a, b),
and assuming for simplicity that σ2 is known, the resulting RVM objective function is
E(α) = −1
2
log det
σ2I+ n∑
j=1
α−1j hjh
>
j
− 1
2
y>
σ2I+ n∑
j=1
α−1j hjh
>
j
−1 y
+ (a− 1)
n∑
j=1
logαj − b
n∑
j=1
αj . (8)
From an optimization perspective, the Relevance Vector Machine problem at hand is
Maximize −1
2
log det
σ2I+ n∑
j=1
α−1j hjh
>
j
− 1
2
y>
σ2I+ n∑
j=1
α−1j hjh
>
j
−1 y
+ (a− 1)
n∑
j=1
logαj + b
n∑
j=1
αj
Subject to αj > 0 j = 1, · · · , n.
(9)
Essentially, the variances α−1j are used by RVM as indicators of the relevance, with values
closer to zero meaning irrelevance. This fact will be used to motivate an alternative to the
Gamma prior. More specifically, if instead of a Gamma prior on αj one uses a Beta(κ+1, κ+1)
prior on α−1j , namely
p(α−1j |κ) ∝ [α−1j ](κ+1)−1[1− α−1j ](κ+1)−1 and p(α|κ) =
n∏
j=1
p(α−1j |κ),
then the problem becomes
Maximize −1
2
log det
σ2I+ n∑
j=1
α−1j hjh
>
j
− 1
2
y>
σ2I+ n∑
j=1
α−1j hjh
>
j
−1 y
+ κ
 n∑
j=1
log(α−1j ) +
n∑
j=1
log(1− α−1j )

Subject to 0 < α−1j < 1, j = 1, · · · , n
(10)
Clearly, by letting pij = α−1j , equation (10) becomes
Maximize −1
2
log det
σ2I+ n∑
j=1
pijhjh>j
− 1
2
y>
σ2I+ n∑
j=1
pijhjh>j
−1 y
+ κ
 n∑
j=1
log(pij) +
n∑
j=1
log(1− pij)

Subject to 0 < pij < 1, j = 1, · · · , n,
(11)
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which in many ways is similar in form to the optimization problem of (2) derived from
the traditional D-optimal design framework. In fact, if we consider performing D-optimal
design on the kernel expansion ”model” of equation (6), the corresponding optimization
problem is
Maximize log det
 n∑
j=1
pijhjh>j
+ κ
 n∑
j=1
log(pij) +
n∑
j=1
log(1− pij)

Subject to 0 < pij < 1, j = 1, · · · , n,
(12)
where as indicated earlier, the use of a value for κ less than 12 , yields optimal values of pij
that are either close to 0 (irrelevance) or close to 1 (relevance). In fact, in its most generic
form as presented in (4), the second portion of the objective function is absent, so that we
shall use the term generic D-0ptimality criterion to refer to the problem
Maximize log det
 n∑
j=1
pijhjh>j

Subject to
n∑
j=1
pij = 1 and 0 < pij < 1, j = 1, · · · , n,
(13)
One of the most important aspects here is the following: while equations (12) and (13)
provide convex optimization problems, and therefore unique solutions, equation (8) is well
known not to have a unique solution (1). Let λ ≥ 0 be a nonnegative real number repre-
senting the precision (inverse of variance) of a random variable.
Lemma 1 Consider the function g(λ) = exp
(
−1
2
x2λ
)
, and the function
f(λ) =
√
λ
2pi
exp
(
−1
2
x2λ
)
=
√
λ
2pi
g(λ).
If λ ≥ 1/x2 then sup
λ
f(λ) = sup
λ
g(λ).
Consider once again the marginal likelihood of equation (7). As a consequence of the above
lemma, to find the maximizer of
p(α|y, σ2) ∝ p(α|κ)p(y|α, σ2),
it suffices to find the maximizer of
q(α|y, σ2) ∝ p(α|κ)q(y|α, σ2)
where
q(y|α, σ2) ∝ exp
−12y>
σ2I+ n∑
j=1
α−1j hjh
>
j
−1 y
 ,
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Figure 3: (left) sup
λ
f(λ) 6= sup
λ
g(λ) (right) With λ ≥ 1/x2, sup
λ
f(λ) = sup
λ
g(λ)
provided that
y>
σ2I+ n∑
j=1
α−1j hjh
>
j
−1 y = 1.
Clearly, max
α
q(y|α, σ2) = 1, which is attained if det
(
σ2I+
∑n
j=1 α
−1
j hjh
>
j
)−1
= 0. Un-
fortunately, this maximizer is different from the desired
argmax
α
p(y|α, σ2).
As the above lemma shows however, the maximizer of q(y|α, σ2) is found by minimizing
det
(
σ2I+
∑n
j=1 α
−1
j hjh
>
j
)−1
under the above mentioned constraint, so that the maximiz-
ers of q(y|α, σ2) and p(y|α, σ2) coincide if one solves the problem
Maximize
α
log det
σ2I+ n∑
j=1
α−1j hjh
>
j

Subject to y>
σ2I+ n∑
j=1
pijhjh>j
−1 y = 1, and 0 < pij < 1, j = 1, · · · , n.
(14)
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Reverting to pij = α−1j and using the Beta(κ+ 1, κ+ 1) distribution to induce selection, we
now have the convex optimization problem,
Maximize
α
log det
σ2I+ n∑
j=1
pijhjh>j
+ κ
 n∑
j=1
log(pij) +
n∑
j=1
log(1− pij)

Subject to y>
σ2I+ n∑
j=1
pijhjh>j
−1 y = 1, and 0 < pij < 1, j = 1, · · · , n.
(15)
Interestingly, the above reasoning is very similar to the underlying principle of D-optimality,
with the only bit being the constraint linked to the response vector y. This last bit should
not surprise, since the motivating framework of the Relevance Vector Machine is Bayesian
implying that inference is based on posterior quantities which must be conditional on having
observed the data. Worth noting also is the fact that the convex optimization problem of
equation (4) regularized the weighted information matrix with σ2I using the noise variance.
This provides a device that might help ward off some potential numerical instability due to
some kernels. Finally, like the typical D-optimality criterion, our derived estimation scheme
does not require any explicit manipulation of the dimensionality of the input vectors xj ’s.
The convex optimization problem of equation (12) can be thought of the non-Bayesian
counterpart of the more Bayesian approach of equation (4). This establishes that the kernel
expansion does indeed does provide a framework for dealing with optimal experimental
design for arbitrary models provided that the model can be expressed via a kernel. This
is particularly interesting because the kernel regression setting handles both linear and
nonlinear problems without any added modelling work.
4. Numerical demonstrations and simulations
Example 1: In order to gain insights into the similarities and the differences between D-
optimal support points and relevant vectors, we first consider a simple univariate function
f(x) = −x+
√
2 sin
(
pi3/2x2
)
with x ∈ [−1,+1].
With this, our data consists of pairs {(x1, y1), · · · , (xn, yn)}, where the xi’s are equally
spaced points in [−1,+1]. From a traditional D-optimal design standpoint, we need to
specify a model in order to form the data matrix. A natural candidate in this case is
the polynomial regression model. A quick snoop at the scatterplot suggests that an 8th
polynomial could capture the underlying function, i.e.,
Yj = β0 + β1xj + β2x2j + · · ·+ β8x8j + ²j .
For the relevance vector machine, we used the gaussian radial basis function kernel, and
found the bandwidth of r = 0.5 to be adequate for this data.
For simplicity, the noise variance σ2 is assumed known and fixed at 0.22. As far as the
similarities go, most of the points are identical for both methods. Regarding the differences,
the relevance vector machine yields fewer points, for the obvious reason that it applies an
9
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Figure 4: (left) D-optimal support points; (right) RVM relevant vectors.
extra constraint driven by the response values and therefore achieves more tuning. Besides,
it is important to recall that the strongest motivation behind RVM is sparsity (fewer relevant
vectors), while D-optimality sets out to find a k-point design. The number is fixed in one
case, while the minimum number is sought in the other.
Example 2: As our second example, we take a look at the commonly used sinc function
f(x) =
sin 10x
10x
with x ∈ [−1,+1].
For this example, our noise variance is still σ2 = 0.22, but our response variable is now
expressed as a weighted sum of Legendre or Chebyshev orthogonal polynomials to which we
add the homoscedastic gaussian noise ² ∼ N(0, σ2) as before. Figure (5) shows the results
obtained from both the D-optimality criterion (left) and the Relevance vector machine
approach (right). Again, while it is obvious that the two methods are looking for the points
that most affect the variance of the estimates of the parameters, it seems clear that RVM
retains fewer points than D-optimality. The reason is that the results presented here are
obtained using the generic D-optimality criterion of equation (13). We solved this using
CVX, a package for specifying and solving convex programs (5; 6). Once the D-optimality
criterion is enriched with the selection inducing Beta as in equation (12), a more sparse
solution should be expected. Also, the complete reformulation of equation should produce
results that are fairly identical to the output from the Relevance Vector Machine of (1).
5. Conclusion, discussion and future work
We have shown in this paper that the statistical problem underlying the now very popular
Relevance Vector machine can essentially formulated as an adaptive D-optimal design prob-
lem. The formulation derived in this paper provides a crucial advantage in that the problem
is now a convex optimization task with the guarantee of a unique solution, as opposed to
original RVM that is known not to yield a unique solution. Our immediate future work
is to numerically implement the new formulation and also use our derived scheme on real
10
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Figure 5: (left) D-optimal support points; (right) RVM relevant vectors.
life problems. Another aspect worth exploring is the reconstruction of the primal problem
corresponding to the dual definition of the RVM. Much later, we hope to investigate the
theoretical aspects of this connection a little further, and also consider exploring how this
affects Relevance Vector Classification.
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