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ABSTRACT

For two decades, extraordinary optical transmission (EOT) has amplified exploration into subwavelength systems. Researchers have previously suggested exploiting the spectrally selective
electromagnetic field confinement of subwavelength cavities for multispectral detectors. Utilizing
the finite-difference frequency domain (FDFD) method, we examine electromagnetic field confinement in both 2-dimensional and 3-dimensional scenarios from 2.5 to 6 microns (i.e., mid-wave
infrared or MWIR). We explore the trade space of deep subwavelength cavities and its impact on
resonant enhancement of the electromagnetic field. The studies provide fundamental understanding of the coupling mechanisms allowing for prediction of resonant spectral behavior based on
cavity geometry and material properties. In addition to work on spectral response due to geometric
parameters for subwavelength cavities, we investigate the spectral response with the inclusion of
an absorber on the output in the mid-wave infrared. The placement of an absorbing layer causes a
dramatic increase on the effective index within the subwavelength cavity while causing the cavity
to become energetically leaky. We have found this broadens the spectral response of the cavity.
To mitigate this undesired effect for spectral filter applications, we investigate modulation of the
absorber-cavity field coupling by addition of an isolation layer; we show this layer decreases the
spatial overlap of the cavity mode with the lossy absorber. In addition, we examine the effect of
these layers on the quantum efficiency of the system. We also explore changing the material environment both within and surrounding the cavity to increase quality factors of designed cavities.
We examine and quantify such systems by the trade-off that occurs between the quality factor and
quantum efficiency. This trade-off occurs due to the spatial extent of fields in the propagating
direction. The lateral spatial extent of the cavity is also examined by changing the lateral subwavelength spacing of a periodic array of cavities. The cavities are found to be sensitive to fields
extending ∼ 10× larger than the physical extent of the cavity. This phenomenon is indicative of the

iii

funneling effect. In addition, fabrication techniques were examined and found to be successful in
creating the subwavelength features necessary for creation of such systems. The spectral response
of fabricated devices was found to be in excellent agreement with simulation. This dissertation
sets the groundwork for development of a novel multispectral detector in the MWIR by examining
the spectral relationship of subwavelength cavities coupled to an absorber.
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CHAPTER 1: INTRODUCTION

Background Literature

During the early 1900s errors were found for radio waves propagating through holes similar in
physical extent to the radio wavelength. Sommerfield developed the first truly rigorous solution
[1], however, Bethe tackled this problem with a theoretical treatment of small holes in a perfectly
conducting plane [2]. This work was a great success in the regime of radio waves, however,
the solution is not applicable to the optical regimes of the electromagnetic spectrum (visible and
infrared) due to the complex nature of metal’s permittivity. An understanding has developed and
there has been a tremendous amount of work performed in the community on light’s transmission
through subwavelength metallic apertures since the experimental demonstration of extraordinary
optical transmission (EOT) [3] in the optical regime.
The main mechanisms that have been attributed to this phenomena are plasmons [3, 4] and FabryPerot [5] resonances. Plasmons arise from the excitation of conduction electrons in a metal for
frequencies less than the plasma frequency [6] which allows a modality for light to couple and
propagate along a metallic surface. The reason why Fabry-Perot has been attributed to these structures was because of the resulting transmission which given certain assumptions comes out in the
functional form of a Fabry-Perot (equation 1.37). The Fabry-Perot resonances are typically described as general local resonances due to a fano-like resonance contribution in the spectra causing
an asymmetric lineshape [7]. Overall, these nanoapertures have shown through both experiment
and theory to provide field enhancement both locally and globally, allow for larger than classically
expected transmission, and the ability to be highly selective (small bandwidth) [8, 9, 10, 11, 12].
Because of the selectivity and enhancement capabilities, this phenomena has shown significant
promise for a number of applications.
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Initial work was performed primarily on arrays of holes, finding a relationship for optically thick
metals between the periodicity (p) and the resonant wavelength (λr ), λr ∝ p [4, 13, 14]. The
resonance in the case of arrays is associated with the surface plasmons that couple hole-to-hole
[15, 16, 17, 18, 19]. Isolated holes have also been found to have localized resonance [20, 21, 22]
which has often been attributed to Fabry-Perot resonances and localized plasmonics. Because of
these localized resonances, significant work has been accomplished on the dependence of shape
[23, 24, 25, 26]. In particular, the difference between simply rectangular and circular geometries
has a dramatic difference [27]. In addition, there has been work done on systems joining periodic
arrays or metallic planes to coupled single slits showing significant enhancement [28, 29]. The
effects of a Finite array were studied and strong single cavity contributions to the overall surface
plasmon polaritons (SPPs) were additionally found [30]. Due to the contribution of hole-to-hole
interactions, interference effects have been investigated and found to to have importance in enhancement and transmission [31].
There have been numerous methodologies used to study the phenomena of EOT. However, we will
review four main areas which are waveguide theory, antenna theory, green’s functions, and finite
difference simulations. Overall, the utilization of waveguide theory has been advantageous to the
subwavelength aperture community [32, 33, 34, 35]. In general, it was found that the resonant
wavelength can be associated to the long part of a rectangular waveguide due to mode confinement. However, the strength of the enhancement in the cavity is due to the short side of the
rectangular waveguide from the coupling of the evanescent fields upon the inside surfaces. This
has been implemented effectively through the effective-index method [34] as well as a more rigorous boundary matching approach [32]. The applicable methods were even implemented as an
array of waveguides to imitate an array of cavities [36, 37]. Additionally, there has been extensive work accomplished on finding the cutoff wavelength which can be associated to the resonant
wavelength of the corresponding resonant cavity [38, 39]. Analytical solutions for subwavelength
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apertures have been found utilizing fictitious currents. However, the theory requires a large depth
of a cylindrical hole which reduces to the waveguide solution [40]. Experimentally, EOT utilizing plasmonic effects has been shown through waveguides in one-dimensional slit guides [41] or
two-dimensional slot guides [42].
Antenna theory provided a methodology of studying the Fabry-Perot like resonance associated
with these small metallic structure by examining the resonance associated with small metallic rods
or nanowires [43, 44, 45, 46]. They were able to show how the finite extent of metals contributed to
field distributions on the surfaces which can be applicable to cavities within a metal. To simplify
models in search of an analytical solution, a common approach has been to consider the metal
to be a perfect electric conductor (PEC) [17, 21, 39, 47, 48]. This relegated the theory to the
microwave or THz regime. While these models can be used qualitatively, they fail to capture the
spectral features in the visible and infrared regimes accurately. Within the applicable THz regime,
there exists solutions that better captures spectral features for both an isolated cavity and arrays of
cavities [48, 49, 50].
None of the methods, previously mentioned, provide the ability to predict changes in spectral
features due to changing depth of the subwavelength apertures. Additionally, the methods lack
the ability to predict the shape of the resonance which can be useful information for a variety of
applications. However, another method which implements surface impedance boundary conditions
(SIBC) and solves the system’s green function was able to include depth as well as provide spectral
shape information via calculation of the transmittance [47, 51, 52, 53, 54, 55]. These studies have
included interesting investigations in length scale interactions and how incidence affects spectral
characteristics [56]. However, the spectra determined still do not fully encapsulate the behavior
of the metal subwavelength apertures due to omission of the absorption properties. Therefore, an
adequate theory to predict spectral resonances in isolated metal slits is still not currently available.
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While much work examined cavities in a vacuum environment, work was also performed by exploring the effects of changing the dielectric environments [4]. These investigations included dependency of substrate material to cavity structures [57, 58] and is closely related to metal-insulatormetal (MIM) interfaces [59]. In addition to MIM interfaces in general, these structures were applied to waveguide theory as seen in previously mentioned studies [60]. Theoretical development
was made by determining the green’s function with an arbitrary dielectric environment [47] similar
to the work done in vacuum environment. Another progression was made in the visible spectrum
with semi-analytical solution to an absorber on the output and the slits ability to couple the field
[61]. However, in order to find an analytical solution, they all must either consider incident light in
the THz regime or mitigate absorption of the metals limiting the scope of the study. This is a common assumption made in many theoretical investigations of subwavelength systems as mentioned
previously for their vacuum environment comparisons.
To capture metallic properties fully, many have employed finite difference time domain (FDTD),
finite difference frequency domain (FDFD), and finite element techniques to simulate the phenomena [22, 62, 63]. In addition, these simulation tools are typically used in validation efforts toward
analytical models. In particular, finite difference techniques have been an invaluable tool to validate models such as coupled mode theory for deep subwavelength metallic systems [64]. They
also allow for the investigation of more exotic systems, specifically, FDTD has been used to study
things such as tapered slits confinement and metallic lens systems [65, 66]. However, because
FDTD can be computationally inefficient, FDFD has been the preferred method of simulation and
vast improvements such as multi-frequency developments have increased the capabilities [67]. In
general, metasurfaces, metamaterials, and meta atoms have been used to describe systems containing many of these deep subwavelength features that arise from the phenomena of EOT. These
techniques have also been vital in reverse engineering of metasurfaces through inverse design [68].
With regards to direct application, investigations on the variety of shapes have contributed greatly
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to the understanding of metamaterials in which three-dimensional shapes such as cubes and spheres
are coupled with metallic planes generating similar and interesting spectra [69]. Phase manipulation through subwavelength holes has been used to create discontinuities in wavefronts and
therefore used to direct a field’s propagation [70]. In general, these type of systems allow for metasurfaces to be utilized as a variety of flat optical components [71, 72]. Metallic gratings have been
constructed from subwavelength slits to create multispectral bandpass filters for imaging [73, 74].
Utilizing analysis of finite element arrays, color filters have been developed in the visible range
and transmitted onto a Si CMOS image sensor [75, 76]. Ultra thin metal films (UTMFs) have also
shown promise for filtering in the MWIR regime [77]. In addition to filtering wavelengths, it has
been shown this phenomena can be used a polarization analyser due to its highly selective nature
of polarization for rectangular slits [78]. The phenomena of EOT and implementation of metasurfaces allows for more than just filtering and phase discontinuities for field directing separately, but
combining these abilities one can even direct the filtered light [22, 79]. This phenomena can be
used for a variety of applications such as polarimetry and replicating Bayer pattern systems with
higher efficiency [80].
In the field of photonics, lasing amplification has benefited from SPPs and EOT in subwavelength
systems making way for small and compact devices [81]. Nanowires or nanoantennas have been
shown to have great implications in nanophotonics as the "wiring" connect optical components
[82]. Similarly to nanowires, 2D materials have shown an ability to guide light that allows for
sensing near-field optics which is useful in bringing biosensing capability to photonic structures
[83]. EOT, in the sense of metamaterials, has also contributed the a vast number of many other
near-field applications [84]. In addition, metamaterials arrising from EOT have shown capabilities
to act as optical components such as wavefront shaping in photonic devices [85].
Outside of the field of optics, it is worthy to note this wave phenomena is even applicable to acoustic waves and has provided background for development of properties such as sound focusing and
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more [86, 87]. EOT also has implications in the thermal community, and from far field calculations
of the radiative transfer could contribute to a new understanding of Planck’s law [88].
While most work on EOT has been explored in the long waves where PEC is applicable or visible
spectrum, there has been limited research performed toward a proof of concept in the MWIR [63,
89]. In this dissertation, we will explore these EOT effects in the MWIR (3 - 5 µm), specifically, the
dependence of spectra on geometric properties of 3-dimensional slits with rectangular geometry
and using this information to develop a methodology of reverse engineering a desired spectral
response. Additionally, we continued the exploration of how a varied dielectric environment effects
spectra. This was performed, in an effort, to emulate the effect of placing a detector (highly
absorbing material) at the output of these subwavelength cavity. Because there is no complete
analytical solution these complex environments, an FDFD simulation is utilized to explore these
various endeavors which we will cover later in this chapter. To further validate the simulation
method, fabrication of subwavelength cavities with resonances in the MWIR were completed.

Theory

Electromagnetic Fields

Maxwell’s equations are a set of partial differential equations that describe how electric and magnetic fields evolve both spatially and temporally. In the presence of an arbitrary medium and charge
density the equations take the following form:

∇·D = ρf
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(1.1)

∇·B = 0

∇×E = −

(1.2)

δB
δt

∇ × H = Jf +

δD
δt

(1.3)

(1.4)

In which ∇ is the Del operator, E is the electric field, ρ f is the charge density, H is the magnetic
field, B is the magnetic induction, D is the displacement, and J f is the current density. In general,
E and H are related to D and B by the following relationships:

D(r,t) = ε0 E(r,t) + P(r,t)

H(r,t) =

1
B(r,t) − M(r,t)
µ0

(1.5)

(1.6)

In which P is the polarization, M is the magnetization, ε0 is the vacuum permittivity, and µ0 is
the vacuum permeability. Both are material dependent properties for which the fields exist. By
considering non-magnetic materials (M = 0) and considering that P = ε0 χe E, we find a material dependent permittivity ε = ε0 (1 + χe ) in which χe is the electric susceptibility. Equation 1.5
becomes:
D(r,t) = εE(r,t)

(1.7)

These equations allow for a derivation of the wave equation for both the electric and magnetic
fields assuming a none varying ε over optical wavelength scales by combining maxwell’s equations
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pertaining to the curl of the fields, i.e. equations 1.3 and 1.4:
δ 2D
∇ × ∇ × E = −µ0 2
δt

(1.8)



1
δ 2E
∇ − E · ∇ε − ∇2 E = −µ0 ε 2
ε
δt

(1.9)

∇2 E = µ0 ε

δ 2E
δt 2

(1.10)

Similarly, these equations can be written for the magnetic field. It is also worthy to note the
√
complex refractive index is defined as ñ = n + ik = ε. This equation has well-known solutions in
differential equations and take the form of sinusoids (exponentials), as an example:
~E(~r,t) = E
~0 ei(~k·~r−ωt )

(1.11)

~ r,t) = H
~ 0 ei(~k·~r−ωt )
H(~

(1.12)

In which k represents the spatial frequencies and ω represents the temporal frequencies where k =
2π
λ

and ω = 2π f . These quantities are related by the speed of light through f λ = c. Additionally,

the speed of light is medium dependent cn = c0 in which c0 is the speed of light in vacuum. The
electric field and magnetic field are perpendicular fields and in turn allow for the investigation of
how the power flows. This quantity is known as the poynting vector and is found by taking the
cross-product of the E and H fields.
~S = ~E × H
~ = 1 ~E × ~B
µ0

8

(1.13)

In addition, the relationship between the poynting vector and the electric and magnetic fields can be
found provided the medium is isotropic. Which is the only form truly applicable with microscopic
systems and will be primarily used throughout this dissertation.

Plasmonics

Another important concept to examine is plasmonics [6] which is the response of surface electrons
in a metal to an incident electromagnetic field and their behaviour as a plasma gas which is known
as a surface plasmon polariton (SPP). This occurs when the field interacting with the metal has a
frequency less than that of the plasma frequency (ω < ω p ) due to the relationship found through
the drude model [90].
ω p2
ε(ω) = 1 − 2
ω + iγω
Where γ is the collision frequency and ω p =

ne2
ε0 m

(1.14)

in which n is the number density, e is the charge,

and m is the mass of each electron. For frequencies larger than ω p , ε becomes non-negative and
loses the metal characteristic.
Assuming a harmonic time dependence of the electric field rewrites the field as ~E(~r,t) = ~E(~r)e−iωt
which allows for the Helmholtz equation from the wave equation in the previous section:

∇2 ~E + k02 ε ~E = 0

(1.15)

As can be seen in figure 1.1(a), we can now define how waves could propagate along a metal
surface in the x-direction. In addition, ε is only dependent on the z direction. This allows us to
write the field as ~E(x, y, z) = ~E(z) eiβ x which, by application to the Helmholtz equation, results in
a the wave equation:

δ 2 ~E(z)
+ k02 ε − β 2 ~E(z) = 0
2
δz
9

(1.16)

Figure 1.1: a) Depiction of the electric dipoles on the surface of the metal. b) The corresponding
evanescent fields into the dielectric and metal. (εd Ezd = εm Ezm )

Maxwell’s curl functions, once again, allow us to couple the electric and magnetic field. In our
specific geometry, the Ex , Ez , and Hy components are nonzero for TM modes. Likewise, the Hx , Hz ,
and Ey components are nonzero for TE modes. Given this information, the coupled curl equations
reduce to the following for the TM modes:

Ex = −i

1 δ Hy
ωε0 ε δ z

(1.17)

β
Hy
ωε0 ε

(1.18)

Ez = −
with a wave equation:


δ 2 Hy
+ k02 ε − β 2 Hy = 0
2
δz
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(1.19)

Along the same lines, one can derive the TE modes coupled equations:

Hx = i

1 δ Ey
ω µ0 δ z

(1.20)

Hz =

β
Ey
ω µ0

(1.21)

with a wave equation:

δ 2 Ey
+ k02 ε − β 2 Ey = 0
2
δz

(1.22)

Now that we have equations to relate the electric and magnetic field, we examine the properties of
a field that is contained to the surface in propagation while having an evanescent field normal to
the surface. A straight forward solution for the TM mode yields,
Hy (z) = A2 eiβ x e−kz2 z

(1.23)

Hy (z) = A1 eiβ x ekz1 z

(1.24)

for z > 0, and

for z < 0. The corresponding Ex and Ez can be found easily using the coupled equations. Using
these relationships and the fact that transverse components (Ex and Hy ) must be continuous, it is
seen that A1 = A2 and
ε2
kz2
=− .
kz1
ε1

(1.25)

Additionally, Hy must also satisfy the wave equation which results in a pair of functions:
2
kz1
= β 2 − k02 ε1
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(1.26)

2
kz2
= β 2 − k02 ε2

(1.27)

These resulting functions allow us insight into the decay constant associated with the evanescent
fields as well as a way to solve for the propagation constant β of the surface waves.
r
β = k0

ε1 ε2
ε1 + ε2

(1.28)

Another useful property of SPPs is the propagation length which dictates its extent on the surface.
The propagation length is defined as L =

1
2Im[β ]

which is found to be 696 µm for an interface of

vacuum to silver at wavelength of 1 µm. Additionally, taking the propagation constant along with
the equations derived using the wave equation, one can find a function form of the decay constant
ε2

j
in which j is either 1 or 2. At first glance this appears to be problematic due to the
kz,2 j = −k02 ε1 +ε
2

negative sign. However, considering ε1 = ε10 + iε100 (metal has both real and imaginary) and ε2 to
be real. We can rewrite the real part of the decay constants:

Re[kz1 ] = −k02

ε103 + ε102 ε2 + ε10 ε1002 − ε100 ε2
2
ε10 + ε2 + ε100

(1.29)

(ε10 + ε2 ) ε22
2
ε10 + ε2 + ε100

(1.30)

Re[kz2 ] = −k02

In each each the denominator is positive, however, in the first case the third power term is large
and negative causing Re[kz1 ] > 0. In the second case, the numerator term is also dominated by the
large negative real part of ε1 causing Re[kz2 ] > 0.
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We apply the same treatment to the TE modes with similar propagating and evanescent fields as
shown with the TM modes.
Ey (z) = A2 eiβ x e−kz2 z

(1.31)

Ey (z) = A1 eiβ x ekz1 z

(1.32)

for z > 0, and

for z < 0. Again, the corresponding Hx and Hz equations can be found from the coupled equations.
Utilizing the same continuity conditions yields a similar result of A1 = A2 , however, the continuity
of Hx finds that kz1 + kz2 = 0. This equality cannot occur because Re[kz1 ] > 0 and Re[kz2 ] > 0. This
equality occurs due to no difference in permeability in the TE case whereas in the TM case there
is a difference in permittivity. Therefore, TE modes cannot exist as SPPs.

Optical Cavities

Optical cavities are vitally important to the field of optics and photonics. They provide a mechanism in which a field can resonate and in turn produce a wonderful plethora of properties such
as spectral selectivity, field enhancement, folded propagation lengths, and many more. One such
important tool that is used to understand resonance is the Fabry-Perot interferometer. The interferometer contains to reflecting surfaces separated by some length as seen in figure 1.2. However,
there are many different ways one can set up an optical cavity. We examine the theory of the
one-dimensional case of the Fabry-Perot.
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Figure 1.2: Field progression of a Fabry-Perot cavity.

First, we examine the reflective components. The mirrors on either side of the cavity have a
reflection and transmission coefficients which are dictated by the index of refraction difference of
the interfaces. We now examine the s-polarization case:

rs =

n1 cos(θi ) − n2 cos(θt )
n1 cos(θi ) + n2 cos(θt )

(1.33)

ts =

2n1 cos(θi )
n1 cos(θi ) + n2 cos(θt )

(1.34)

where n1 is the index of refraction of the incident medium, n2 is the index of refraction of the
transmitted medium, θi is the incident angle, and θt is the transmitted angle. We limit this scope to
normal incidence in which each cosine function goes to 1. Consider a plane wave of s-polarization
which is incident on the Fabry-Perot cavity with field magnitude (Ei ), at the first mirror the field
will be reflected with the magnitude of rs and transmitted with the magnitude of ts . The field will
14

then proceed to the next mirror accumulating phase related to the distance (L) between the mirrors
eikL . The field will then either reflect or transmit on the second mirror. The reflected portion will
then travel through the cavity once more and some will be either reflected or transmitted again
from the second mirror. We examine what the resulting field (Et ) at the output will look like by
summing these transmitted fields from the second mirror:

Et = t1t2 Ei eikL + t1t2 r1 r2 Ei eik3L ... = t1t2 Ei eikL

∞

∑ (r1r2)n eik2Ln

(1.35)

n=0

Using the mathematical sequence
∞

a
1−b

(1.36)

t1t2 Ei eikL
1 − r1 r2 eik2L

(1.37)

F = a + ab + ab2 + ab3 + ... = a ∑ bn =
n=0

we rewrite the total transmitted field.

Et = t1t2 Ei eikL

∞

∑ (r1r2)n eik2Ln =

n=0

We now examine the transmitted intensity through such a resonant cavity (Et Et∗ ). Using a half
angle identity and simplifying the problem to two identical mirror on either side of the cavity we
obtain the transmitted intensity.
It = Et Et∗ =

(1 − R)2
Ii
(1 − R)2 + 4Rsin2 (kL)

(1.38)

In which kL is the accumulated phase for each pass of the cavity. This also dictates which wavelengths are most transmitted because the maximum intensity occurs when the sine function becomes 0 which occurs when kL = mπ for m ∈ Z. We rewrite this function as a function of frequency

ν = cm
2L which shows more clearly how these cavities can emit particular frequencies. One can
also define this frequency spacing as free spectral range, ∆νFSR =
15

c
2L .

It is important to note that

c is the speed of light in the cavity and would be modified by the refractive index c =

c0 
n .

An

important property of a Fabry-Perot is the quality factor or Q,

Q=

ν0
∆νFW HM

(1.39)

where ∆νFW HM is the bandwidth or Full-width Half-max (FWHM) associated around each resonant frequency. The Q represents the ratio of energy stored in the cavity to the rate at which energy
is dissipated from the cavity. Another important property is the finesse or F which is directly
proportional to the Q but defined in wavelength space,

F=

∆λ
∝Q
δλ

(1.40)

where ∆λ is the difference between two resonant wavelengths and δ λ is the FWHM of the resonant peak. The finesse is also useful because it can be written in terms of the power reflection
coefficients (Ri ) which are related to the fresnel coefficients (ri ) by Ri = ri2 .
√
π 4 R1 R2
√
F≈
1 − R1 R2

(1.41)

In the next section we examine how one can simulate subwavelength systems, the specific simulation used throughout this dissertation, and validation effort utilizing some well-known optical
theory such as wave propagation and etalons (Fabry-Perot type cavity).

16

Simulation

The main concept to understand the simulation framework is the finite difference. This methodology can be accomplished in many modalities such as front, back, central, and others which dictate
the type of difference. In addition the method can be utilized in different domains such as time
or frequency. In the most basic sense, a finite difference method takes the difference between two
points in a function to approximate another point. An important definition shows that any n − th
derivative of a function ( f ) can be represented as a linear sum of values within that function,
dn f
= ai fi
dxn ∑
i

(1.42)

and in general any linear operation (L[∗]) can be approximated,

L[ f ] = ∑ ai fi .

(1.43)

i

This mathematical result provides for the possibility to solve the wave equation in a efficient computational manner by finding linear operator that represent the different derivatives of the function.
A basic example of this is the first order derivative,
fi+1 − fi−1
d
fi =
dx
2∆

(1.44)

where ∆ is equal to the difference between either fi+1 or fi−1 and fi . Another way to represent
the wave equation, specifically the Helmholtz equation, can be found by rewriting the function
∇2 E + k02 εE = 0 in 1D form as finite differences:
fi+1 − 2 fi + fi−1
+ k02 εi fi = 0
∆2
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(1.45)

which can be used to generate fi . These operations for improved finite difference operators construct matrices to implement these operations on a function. Additionally, Maxwell’s equations
can be solved more directly by solving the resulting curl equations using this change of operators.
Two of the main types of finite differences used are finite difference frequency domain (FDFD)
and finite difference time domain (FDTD). Essentially, the difference between these two method
is FDFD takes a snap shot of a system at a given frequency while FDTD solves the equations
evolving over time. Each method has its advantages and disadvantages depending on the system
being solved. However, for small scale systems the preferred method has been FDFD. Therefore,
we will utilize a FDFD solver throughout this dissertation.
Utilizing a freely available FDFD software package [91, 92], we will examine deep subwavelength
slit systems by solving maxwell’s equations. They developed a FDFD solver that eliminates multiplicity generated from an operator increasing convergence rates [93]. The package has the ability to
implement perfectly matched layers (PML) [94] which effectively change the εr on a given boundary. This method matches the real part of the refractive index of an adjacent material to eliminate
reflection as well as increase the imaginary part of the refractive index to dampen the field to zero.
The PML approach allows for smaller simulation spaces while maintaining the physics. Additionally, the simulation package allows for periodic boundary conditions. This is implemented by the
inclusion of a phase term eiβ Λ in the matrix operators which allows the points to "wrap" around
the simulation space. This approach also allows for smaller simulation space to solve.
While performing simple two-dimensional simulations, a desktop PC was utilized. However, for
three-dimensional calculations, a linux server was needed. The server has been equipped with 48
processors having 12 cores each at 2.50 GHz and 252 GB of RAM. Geometry and corresponding
input files were generated using MATLAB. MATLAB was also used to visualize and analyze
results fields from the linux server calculations.
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Validation

The FDFD solver was validated by examining well-known systems. One such system is general
wave propagation. Examining environments show how the field evolves to a varying relative permittivity. We consider one environment to have εr = 1.0 (vacuum) and another to have εr = 4.0.
From maxwell’s equations it is seen that λ =

λ0
n

in which λ0 is the wavelength in free space and n

is the refractive index on the medium.
For simplicity, we execute a 2-dimensional simulation. The simulation area extends from -300 to
300 nm in the x-direction and -1000 to 1000 nm in y-direction with PML layers in the y-direction
of 100 nm and periodic boundary conditions. The grid spacing within the area is 10 nm. The
illumination source has a wavelength of 200 nm, propagates in the y-direction, and is x-polarized.
The resulting field distributions are seen in figure 1.3.
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Figure 1.3: Field distribution of the real part of the Ex for both εr = 1.0 and εr = 4.0 on the left
and right, respectively.

We now examine a cross-section of the real part of the electric field, figure 1.4, by fitting these
curves to a cosine function, Acos (kx), in which A is the amplitude and k is the wavenumber. The
definition of k =

2π
λ

determines the value of λ in the given medium. The fitted k for each of the

curves are 0.0315 and 0.063 nm−1 which correspond to λ of 199.5 and 99.7 nm for mediums
with a refractive index of 1.0 and 2.0, respectively. It is worthy to note the change in amplitude
which occurs from solving maxwell’s equation due to different permittivities. For fields in vacuum
(εr = 1.0) the amplitude is 0.5 and in an environment with εr = 4.0 the amplitude is 0.25.
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Figure 1.4:

Curves and fits of a cross section of the real part of the Ex for both εr = 1.0 and

εr = 4.0 on the left and right, respectively.

Another useful system to analyze is that of an etalon. This validation effort is performed in a 3dimensional environment. The simulation volume extends from -500 to 500 nm in both the x and y
directions while extending from -1000 to 1000 nm in the z direction. Additionally, we utilize PML
layers in the z-direction of 500 nm and periodic boundary conditions in the x and y directions.
The grid spacing is 50 nm in all directions. The illumination source is a x-polarized plane wave
propagating in the z-direction with its origin at -750 nm. Additionally, the source is simulated at
100 evenly spaced wavelengths from 500 to 8000 nm. By placing a slab of Si in the simulation
volume, we establish a straight forward etalon. This slab extends to the edges of simulation volume
in the x and y directions while extending -450 to 450 in the z direction establishing a length of 900
nm. From our previous result, we found that for each point in space the fields have an amplitude
of 0.5 which results in an intensity at these points to be 0.25. We then establish a spectra by
examining a plane in transmission (z = 850nm) and calculating the average poynting vector for
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each wavelength in this plane and normalizing to the intensity of 0.25. The simulation volume and
resulting spectra can be seen in figure 1.5.

Figure 1.5: a) Depiction of the simulation volume for the Etalon. b) Fitted spectral response in
the frequency domain. c) Blue and Red lines represent the n and k of the complex refractive index.
Black dashed line represents the calculated n value from the free spectral range.

From the theory section on optical cavities we calculate a ∆νFSR = 4.9 × 1013 Hz of the spectra
from figure 1.5(b). Given the length of the cavity (L) to be 900 nm enables the calculation of
c0
. A comparison to the refractive index of Si across the
ne f f = 3.4 by the relationship, ne f f = 2L∆ν
FSR

applicable frequency can be seen as an inset graph in figure 1.5(c), which shows good agreement.
With a solid understanding of the simulation framework, we proceed to examine the geometric
dependence on subwavelength slits in the MWIR.
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CHAPTER 2: GEOMETRIC DEPENDENCE

In this chapter, we will explore the dependence of spectra on geometric properties of 3-dimensional
slits with the utilization of a FDFD simulation. We show the ability to design slit parameters in the
rectangular thin-slit geometry for desired spectra including spectral shape as well as the resonance
center wavelength and bandwidth. This investigation focuses on a particular spectral region with
free space wavelengths between 2.5 and 6 microns which differentiates from previous work focusing on the wavelength spaces of visible, near infrared, and terahertz. This effort is then applicable
to a multitude of applications utilizing MWIR imagers such as gas or object identification, tracking, facial recognition, and more [95, 96, 97, 98]. Information from this chapter can be found in
Gemar, et al. [99] detailing spectral dependence of subwavelength slit geometry.

2D Simulation

Simulation Framework

For our 2D simulations, the domain extended from -500 nm to 500 nm in the x-direction and
-1500 nm to 1500 nm in the y-direction. Surrounding the primary calculation domain, a PML
of 100 nm was used in all grid edges to isolate the slit. A grid spacing of 10 nm in both x and
y was used to capture deep subwavelength field variation. Further decrease of the grid spacing
increased calculation time and did not change the field spatial profiles. Figure 2.1 depicts the
two-dimensional simulation space.
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Figure 2.1: 2D simulation area with the black area as the metal, gray area as the PML, and white
area as vacuum.

A variety of heights and widths were used to establish height to width (h/w) ratios from 1 to 30 in
a silver layer. Index of refraction values were obtained from the CRC handbook [90]. The source
for 2D simulations was handled by adding a second layer in the z dimension containing a plane
wave with x polarization.

Fitting Spectra

The Poynting vector (~S) was used to determine the power flow through the slit, therefore, the sum
of the Poynting vector magnitude within the slit was plotted and examined to determine how the
intensity changes with wavelength. We define this relationship as the spectrum associated with a
given slit.
~S = ~E × H
~
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(2.1)

The magnitude of the Poynting vector was then fitted to a Cauchy distribution. This type of distribution is typical for resonant behavior and infrared spectral response curves [100]. However, due
to the asymmetric form, we implement a skew to the curve [101].

f (λ ) = ∑ |S(x, y, z; λ )| =
slit

σ
π(σ 2 + (λ

− λr )2 )

1 +

2tan−1



α(λ −λr )
σ

π




(2.2)

In which σ is the half-width half maximum (HWHM), λr is the resonant wavelength, and α is a
skew parameter. The sum extends over all spatial dimensions of the given slit.

2D Simulation Results and Comparison with 3D

General relationships between 2D parameters and the resonant wavelengths of the spectra were
established. These relationships were demonstrated by either holding the width constant while
changing the height or holding the length constant while changing the width. In figure 2.2(a),
The Black, Red, and Green lines represent resonant wavelengths recovered from simulations for
a variety of heights with constant widths of 300, 100, and 50 nm respectively. While the Blue
and Pink lines represent resonant wavelengths recovered from simulations at a variety of widths
with constant heights of 1500 and 1250 nm respectively. The resonant wavelength is plotted as a
function of h/w to determine which parameter more strongly tunes the resonant wavelength. A red
shift in the resonant wavelength was observed for decreasing and increasing the width and height
of the slit, respectively. In addition, changing the height, which was perpendicular to the incident
polarization, had a larger impact on the location of the resonant wavelength.
For a comparison of 2D and 3D results, four slits having a resonant wavelength of 3500 nm in the
2D calculation were selected and a 3D grid was defined (described in section 3) with the metallic
slits having depth of 50 nm. The position of resonant wavelengths for this comparison is shown
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in figure 2.2(b), the dashed blue, black, red, and green lines correspond to the slit parameters for
slits with 3500 nm resonant wavelengths and slit parameters defined by the lines seen in figure
2.2(a) while ‘x’ correspond to the resonant wavelength in the 3D simulations using slits of the
same h and d parameters. The arrows represent the shift for a finite 50 nm depth when compared to
infinite depth for the same height/width geometries. In figure 2.2 (c) and (d), spectra and resonant
wavelengths calculated for a slit with a width of 50 nm and height of 1250 nm while varying the
depth from 50, 100, 150, 200, and 1000 nm are presented.
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Figure 2.2: (a) A comparison of resonant wavelengths by changing either height or width. (b) Red
shift demonstrated by inclusion of finite slit depth. (c) Spectral change with variation of depth. (d)
Resonant wavelengths plotted as a function of slit depths for the spectra seen in part (c).

2D simulations are observed to give results as if the third dimension is extended to infinity. This
infinite depth equates to the minimal sigma value obtainable for a given slit while also blue shifting
the resonant wavelength. Investigating the spectral features in 3 dimensions instead of 2 dimensions due to these variation of results was necessary.
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3D Simulation

Simulation Framework

A different software package was used for 3D calculations [92] and the calculations were performed on a Linux server. The grid extent in the y dimension was the same as in the 2D case, but
the grid spacing for this dimension was increased to 50 nm to decrease calculation time; since the
y domain was limited to large features, this did not affect the accuracy of the calculations. The
x-direction was modeled for -250 to +250 nm, and the grid spacing was kept constant at 10 nm.
The z dimension was spaced at 10 nm and ranged from –250 to +350 nm. PML layers of 100 nm
thickness were added to the front and back faces in order to eliminate reflections and model an
isolated slit. Figure 2.3 below shows the calculation domain, the chosen slit geometry and source
positioning and domain extent used in all 3D calculations.
The slit was illuminated using a normally incident plane wave with x-polarization. The slits were
simulated with multiple materials: Ag, Au, and Al. Index of refraction values, as in the 2D case,
were obtained from the CRC handbook. The area of the simulated region that was not metal or
PML was modeled as vacuum.
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Figure 2.3: 3D representation of a slit used and relations to geometric coordinates. Black corresponds to the metal layer, green corresponds to the plane-wave source. PML layers are shown
as differently shaded regions surrounding the primary calculation domain. We designate the slit
extent in y as height (h), the slit extent in x as width (w), and the slit thickness in z as depth (d)

Slit widths used were 50, 100, 150, and 200 nm. Slit heights used were 1100, 1300, 1500, 1700,
and 1900 nm. Slit depths used were 50, 100, 150, 200, and 300 nm. Each combination of height,
width, and depth was used to calculate resulting fields; this allows for 100 separate simulations for
each material to examine geometric effects of the slits. Spectra associated with slits were calculated
from eq. (2.2), as in the 2D case.
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3D Simulation Results

Figure 2.4: (a), (b), and (c) show the normalized sum of the Poynting vector within the slit as
a function of wavelength for different slit parameters. (a) Slit height and depth of 1300 and 100
nm respectively, the plot shows spectra for various widths. (b) Slit width and depth both being
100 nm the plot shows spectra calculated for slits of various heights. (c) Slit width and height of
100 and 1300 nm respectively, the plot shows spectra for various depths. (d) Depicts λr (blue) and
σ (orange) as functions of width, height, and depth.

In general, the resonant wavelength and HWHM are intricate functions of the 3D slit parameters.
Changing one dimension (either the width, height, or depth) of the slits at a time unveiled the
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spectral dependence of these corresponding parameters. In table 2.1, the spectral features resonant
wavelength as a blue or red shift and the bandwidth as increasing or decreasing to corresponding
geometric changes are presented. Figure 2.4 shows actual full spectral differences to changing
geometric features.

Table 2.1: General change of resonant wavelength by blue or red shift and bandwidth either increasing or decreasing for changing geometric parameters.
Spectral Property

∆w > 0

∆w < 0

∆h > 0

∆h < 0

∆d > 0

∆d < 0

λr

Blue

Red

Red

Blue

Blue

Red

σ

Increase

Decrease Increase Decrease Decrease Increase

In addition to the geometric changes, the material with which the slit is constructed can also change
the spectrum. As can be seen in figure 2.5, with the same slit dimensions, a narrowing of the
bandwidth (σ ) occurs while examining the spectra from Al to Ag to Au. Additionally, a red
shift of the resonance wavelength occurs while examining the spectra from Al to Ag to Au. The
variation in resonance wavelength appears to correspond to the imaginary part of the index of
refraction (k) of the materials at 3.5 µm as can be seen in table 2.2. This is important because
most approximation negate the absorption of the metals which is related to the κ of the material.
Confinement of fields by the slit is strongly affected by the skin depth of the material, which is
determined by kappa.
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Table 2.2: A comparison of imaginary refractive index to conductivity of different metals.
Material

Al

Ag

Au

k

35.61

24.14

23.35

σc

3.77 × 107

6.30 × 107

4.11 × 107

Figure 2.5: Variation of spectral response based on the metal used in simulation.
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Engineering Spectra

Multi-variable Fit of Parameters

Here, we develop an empirical model for predicting the resonance wavelength for a rectangular
slit of arbitrary dimension. As the model must be specific to the material system, results for silver
slits here are presented. The system of model fitting is general and coefficients can be derived
for any of the materials. As seen in figure 2.4(d), examining the effect of depth and width, it is
apparent as both depth and width increase the resonant wavelength approaches some asymptotic
value. The decay can be fitted using a power law or exponential function, respectively. While the
change in height appears to be linear function. We present the following three equations for fitting
the dependence of a single parameter while the other two parameters are held constant.

λr (d; h, w) = Ah,w ∗ d ch,w + λh,wmin

(2.3)

Ah,w is an amplitude specific to the height and width, ch,w is an power specific to the height and
width, and λh,wmin is the asymptotic resonant wavelength for infinitely thick metallic layer having
a waveguide of size h × w.

λr (w; h, d) = Ah,d ∗ exp(ch,d ∗ w) + λh,dmin

(2.4)

Ah,d is an amplitude specific to the height and depth, ch,d is an negative constant specific to the
height and depth, and λh,dmin is the asymptotic resonant wavelength for a slit of height h in a metal
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layer of thickness d.

λr (h; w, d) = Aw,d ∗ h

(2.5)

Aw,d is the linear constant describing a resonance change for the height parameter for a slit of width
w and depth d. The dependence of the A and c parameters for changing slit dimensions is not easily
fit and a different model was chosen to fit the 3D dependence.
The dependence on all three slit parameters in the approach outlined are fit below. We apply a
multivariable polynomial regression technique [102] by fitting each geometric parameter to a third
order polynomial.

ρ(w, h, d) = ∑ βn,m,p wn hm d p

(2.6)

In which ρ designates either the resonant frequency, bandwidth, or skew parameter. The parameters n,m,and p represent the different orders of polynomials for each geometric parameter, subject
to the constraint n + m + p <= 3. The βn,m,p constant represents the coefficient associated with
polynomial formed from the powers n, m, and p. This allows for the prediction of spectral features
as well as shape for given slit parameters in the rectangular geometry. Figure 2.5 is an example
of a third order fit of height and width for given depth. The beta values for each parameter can be
found in table 2.3.
The model allows for the prediction of spectral features as well as shape for given slit parameters
in the rectangular geometry. Figure 2.6 is an example of a third order fit of height and width for
given depth. The beta value for each parameter can be found in table 2.3.
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Figure 2.6: Third order fits for a given depth of 300 nm for the resonant wavelength (a), bandwidth
(b), and skew parameter (c).
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Table 2.3: Beta coefficients calculated through multivariable polynomial regression.
β -coefficients

λr

σ

α

β0,0,1

3.00E+00

-2.40E+00

4.76E-03

β0,0,2

-1.59E-02

4.49E-03

2.38E-07

β0,1,0

-6.28E+00

3.92E+00

-7.72E-03

β0,1,1

-4.88E-04

1.33E-03

-6.66E-06

β0,1,2

3.30E-06

-1.58E-06

-7.80E-10

β0,2,0

2.19E-03

-2.83E-03

5.72E-06

β0,2,1

-3.09E-07

-1.75E-07

2.34E-09

β1,0,0

1.79E+01

3.44E+00

-6.56E-03

β1,0,1

2.33E-02

-3.74E-03

-2.09E-06

β1,0,2

-1.23E-05

-5.32E-06

-5.87E-10

β1,1,0

-7.52E-03

6.04E-04

8.00E-06

β1,1,1

-3.74E-06

1.98E-06

4.47E-11

β1,2,0

1.10E-06

-8.44E-07

-2.00E-09

β2,0,0

-8.24E-02

-9.36E-03

3.47E-06

β2,0,1

-3.29E-05

8.45E-06

7.55E-09

β2,1,0

1.35E-05

1.68E-06

-3.51E-09

β0,0,0

7.21E+03

-1.61E+03

3.45E+00

β3,0,0

1.32E-04

7.99E-06

-8.97E-11

β0,3,0

-2.25E-07

6.47E-07

-1.40E-09

β0,0,3

1.84E-05

-1.39E-06

1.92E-09
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Spectral construction

Utilizing the Beta coefficients determined through multivariable polynomial regression new spectral parameters using eq. (2.6), and shapes using eq. (2.2), for rectangular geometries and simulate
the corresponding designs can be determined. 7 slit designs are created with distinct spectra having
resonances separated within the MWIR band. Design parameters along with expected spectral features can be seen in table 2.4. The model is validated by performing full 3D FDFD calculations for
the designed slits. Simulated spectral response curves (dashed lines) as well as predicted spectral
response curves (solid lines) with colors differentiating various geometries are compared in figure
2.7.

Table 2.4: Geometric and spectral parameters of engineered spectra.

Geometric Parameters
Material Width

Predicted

Height Depth

σ

λr

Simulation
α

σ

λr

Fractional Error
α

σ

λr

α

Ag

130

1243

300

185

3040 0.28

206

3043 0.25

0.10

0.001 0.12

Ag

118

1360

300

215

3330 0.26

218

3344 0.23

0.01

0.001 0.13

Ag

106

1477

300

230

3660 0.18

214

3667 0.17

0.08

0.002 0.06

Ag

94

1594

300

205

4015 0.10

197

4007 0.11

0.04

0.002 0.09

Ag

82

1711

300

185

4340 0.05

177

4353 0.08

0.05

0.003 0.38

Ag

71

1828

300

175

4690 0.07

169

4718 0.09

0.04

0.006 0.22

Ag

59

1946

300

180

5100 0.20

208

5096 0.18

0.14

0.001 0.11

FractionalError =

|(ρ predicted − ρsimulation )|
ρsimulation
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(2.7)

Figure 2.7: Solid lines are calculated spectra while the dashed lines are the simulated spectra.

A strong agreement is found with simulations and our multivariable polynomial regression fit with
a Pearson Coefficient over 0.99 for each engineered slit. A common depth was maintained for all
slits with the thought of actual fabrication in the future. This is not a limitation of the model and
any of the geometric parameters of width, height, and depth can be varied.
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Summary

In this chapter, FDFD simulations were utilized to demonstrate how geometric (width, height, and
depth) changes to a rectangular shape affect spectral characteristics such as the resonant wavelength and bandwidth. In addition, beta coefficients were determined utilizing multivariable polynomial regression to enable a quantitative measure of previously mentioned geometric dependence.
Implementation of the beta coefficients allowed us to reliably predict a new set of spectra from
newly designed slits.
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CHAPTER 3: COUPLED ABSORBER

In the previous chapter, we examined the spectral properties dependence on geometric parameters
of subwavelength slits [99]. It was found that changing the extent of a slit in the x, y, and z
dimensions change the corresponding spectral response in the MWIR. In order to account for
real metal response, we solved these systems using a finite difference frequency domain (FDFD)
solver [92]. Exact numerical solvers such as FDFD and FDTD are common techniques that have
been used for investigating many types of geometries and shapes in addition to many different
wavelength regimes [22, 76, 42, 62, 63].
In this chapter, we continue our investigation of these deep subwavelength systems by exploration of a varied dielectric environment in terms of an absorber. For applications that depend
on conversion of optical energy to an electrical signal, as in solar cells or photodetectors, an absorber is necessary. Understanding the potential for near-field coupling of resonant nano-cavities
may allow for greater efficiency in the optical to electrical conversion and improve device performance. In particular, multi-spectral imaging detectors may be able to achieve greater efficiency
via sub-wavelength localized absorption rather than pixel-scale optical filtering. As a foundation
for the integration of resonant nano-cavities into sensors or photovoltaics, the optical performance
is calculated for nano-cavities in the presence of an absorber (detector) and with varying dielectric
environment. The analysis of the numerical data includes determination of the Quality Factor, Q,
of a resonant cavity, as well as the theoretical quantum efficiency for different amounts of coupling
to the absorber. The majority of information in this chapter can be found in Gemar, et al. [103]
detailing near-field coupling of absorbing material to subwavelength cavities.
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Simulation Framework

We performed 3-dimensional simulations utilizing a finite-difference, frequency domain solver
(FD3D) [94], which is described in previous work [99]. The solver enforces Maxwell’s equations
at discrete points in space for a given frequency in an iterative manner. The framework uses
perfectly matched layers (PML) [93] to isolate the simulation area, which mitigates boundary
reflections in the finite volume. These simulations were performed on a Linux server equipped
with 48 processors having 12 cores each at 2.50 GHz and 256 GB of RAM.
The basic simulation volume for this work is shown in figure 3.1. The total simulation area extends
from -250 to 250 nm in the x-direction, -1000 to 1000 nm in the y-direction, and -400 to 700 nm
in the z-direction. The illumination source is a normally incident plane wave (green) polarized in
the x-direction and located 100 nm prior to the first non-vacuum layer. Due to typical fabrication
constraints, patterning design of the devices was in the x and y dimensions, while structure in
the z-dimension is designed for deposition of layers of controlled thickness. We examine 200
wavelengths, evenly distributed from 2.5 to 4.5 microns. A 300 nm thick (z-extent) opaque silver
layer prevents transmission except through a small aperture where the silver is absent. This basic
volume is modified with different material layers in order to change the dielectric environment for
the aperture as shown in figure 3.1. Following the aperture is 550 nm of either vacuum or absorbing
material, GaSb (blue). Dielectric material layers of SiO2 (red) with variable thickness are added
on either side of the silver layer.
The aperture dimensions are held at a constant 50 nm in the x-direction while varying in the
y-direction to maintain a constant resonant wavelength around 3.15 microns. The extent of the
apertures in the y-direction can be seen in table 3.1 for all cases within this study. In general, the
grid spacing in the x, y, and z directions are 10, 50, and 20 nm, respectively. However, in order
to capture near-field effects, the z-spacing is reduced with a maximum of 10 nm for the volume of
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the aperture and within 100 nm of the aperture with smaller z-spacing in the case of thin layers to
establish at least 5 steps through the layer. The PML layers (gray) extend 100, 500, and 200 nm
from each surface of the basic simulation volume in the x, y, and z directions. This is to provide
10 steps in the PML layer so the field can completely dampen. Standard values are used for the
complex index of refraction values of Ag [90], SiO2 [104], and GaSb [105].
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Figure 3.1: Simulation volume: black is the 300 nm thick Ag layer with cavities of 50 nm in
the x-extent and varying y-extent defined in table 3.1, blue is the absorber (GaSb), red layers are
SiO2 with thicknesses defined in table 3.1, the green plane is the plane wave source, and the gray
areas are the PML layers. (a) Simulation volume for the aperture in vacuum (DCV). (b) Simulation
volume for the directly coupled absorber (DCA). (c) Simulation volume for the weakly coupled
absorber (WCA).
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Table 3.1: Cavity y-dimensions (nm) for each case study to maintain a common resonant wavelength of 3150 nm. Directly coupled vacuum (DCV), directly coupled absorber (DCA), weakly
coupled absorber (WCA), and weakly coupled absorber with a front layer (WCAF).

System
y-extent

DCV DCA

1133

605

WCA

WCA

WCA

10 nm 25 nm

50 nm

810

915

985

WCA

WCA

WCAF

100 nm 200+ nm
1050

1075

1010

(nm)

Calculations

We determine the spectral response using the same procedure as our previous work [99] by summing the magnitude of Poynting vector within the aperture at each specified frequency.

~S = ~E × H
~

(3.1)

f (ω) = ∑ |S(x, y, z; ω)|

(3.2)

slit

A commonly calculated property, or figure of merit, of resonant cavities is the Quality Factor, Q,
representing the ratio of how much energy is stored in the cavity vs the dissipation rate of the
energy. This number is calculated from the spectral response of a cavity for any mode by taking
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the resonant frequency divided by the full width at half maximum, ∆ω, of the resonance,

Q=

ωr
∆ω

(3.3)

We use the resonant frequency and bandwidth determined using a skewed Cauchy distribution [99],


f (ω) ∼
=

∆ω
2
2π( ∆ω4

+ (ω − ωr

)2 )

2tan−1

1 +



2α(ω−ωr )
∆ω

π




(3.4)

where, ωr is the resonant frequency, ∆ω, is the FWHM, and α is the skew parameter. For a
comparison of systems we use the photon lifetime,

τp =

1
∆ω

(3.5)

Another important quantity is the near-field power enhancement, TE , similar to the normalized
transmission [62], describes the amount of power in a plane of the simulation volume normalized
by the power of the illumination source, P0 :

TE (z; ω) =

∑x,y |S(x, y; z, ω)|
P0 (ω)
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(3.6)

Results

Directly Coupled Absorber

A description of apertures directly coupled only to vacuum (DCV), has been published previously
[99], and here we will only briefly describe the attributes of these systems for comparison to
systems with absorbers. The aperture in the silver forms a resonant optical cavity. For the DCV
cavity calculated here, Q = 14.71 and τ p = 24.61 f s. Large values of TE on resonance for z values
in and near the cavity are observed due to the energy storage of the cavity.
When the absorber is placed directly at the output plane of the aperture (DCA), this strongly couples the absorber material to the cavity and changes the effective index within the aperture. This
has the undesirable effect of lowering the photon lifetime and broadening the resonance. For the
DCA cavity, Q = 1.97 and τ p = 3.3 f s. The power within the cavity is much smaller than in the
DCV case due to the loss within the cavity. The lineshapes of DCA and DCV cavities are plotted
in figure 3.2. The spectral selection capability of the DCV cavity is nearly completely undone by
direct coupling to an absorber.
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Figure 3.2: Spectral response curves of cavity alone (blue) and directly coupled absorber (red).
Cavities have a spatial extent in the y-direction of 1133 nm and 605 nm, respectively.

In addition to the quality factor, the field distribution or mode of the cavity can be examined. In
figure 3.3, we plot transparent scatter points of the magnitude of the Poynting vector and observe
a change in the distribution from DCV (a) to DCA (b). The DCA mode has been skewed toward
the absorber and has lost nearly all of its y-dimension structure. This z-gradient is not observed in
the vacuum case.

Weakly Coupled Absorber

One method of coupling to an absorber while maintaining a measure of isolation for its resonance
is to add a dielectric isolation layer in between the cavity and the absorber. The isolation layer can
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make the cavity less leaky by effectively closing a valve to the absorber. This occurs by decreasing
the spatial overlap with the field resonating in the slit and the absorber, reducing the influence of the
imaginary part of the complex refractive index of the absorber on the effective complex refractive
index within the slit. We examine the effect of this valve by changing the thickness of our isolation
layer (SiO2 ) between 10 and 800 nm.

Figure 3.3: Distributions of the magnitude of the poynting vector for cavities a) without an absorber, b) with an absorber (GaSb), and c) a weakly coupled absorber (SiO2 – GaSb) with an
isolation layer of 100 nm. d) Cross-section (y-z plane) at x = 0 of the field distribution for (a), (b),
and (c).

In figure 3.3(c) the Poynting vector magnitude for the isolation layer of 100 nm is plotted. The
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WCA mode with an isolation layer returns to similar spatial characteristics as the DCV case. The
spectral response for the DCA and WCA of two depths (25 and 100 nm) can be seen in figure 3.4
(a). In figure 3.4 (b) we plot the quality factor for WCA cavities and find an increase in the quality
factor of the cavity as the isolation layer thickness increases. Though the quality factor increases
almost linearly with isolation layer thickness, the effect of increasing Q on device linewidth is partially offset by efficiency loss as the fields sampled by the absorbing material are correspondingly
weaker at greater distances. The resonant frequency is maintained at less than a 1% difference.
However, the skew parameter which dictates the tilt within the spectral response is an order of
magnitude higher for the DCA case than the WCA cases.

Figure 3.4: (a) Spectral response curves of cavities directly coupled to absorber (red), weakly
coupled absorber with a 100 nm SiO2 isolation layer (green-solid), and weakly coupled absorber
with a 25 nm SiO2 isolation layer (green-dashed). (b) Quality factor for various isolation layer
thicknesses.

As an example, for the WCA system with a 100 nm isolation layer thickness, we find Q100 = 3.72
which gives a measure of the quantitative decoupling from the absorber. Comparing this case
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to the directly coupled absorber we find a Q enhancement of 46% over the DCA case and the
photon lifetime for the same WCA100 system increases to 6.3 fs. It is not generally possible to
detect a strongly enhanced field due to the perturbation of the enhancement by the detection event.
However, we find here that weakly coupling an absorber through use of an isolation layer provides
a method to partially restore the quality of a resonant cavity, while still detecting the spectrally
filtered and enhanced field within the slit. The results presented here show that isolation layer
thickness is one way to control a trade-off between cavity quality and coupling into the detector.
Figure 3.5 illustrates this tradeoff for the Ag, SiO2 , and GaSb system.
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Figure 3.5: (a) Transmission enhancement as a function of z for systems: DCA (red), WCA –
25 nm (blue), WCA – 100 nm (green), and WCA – 200 nm (black). (b) Zoom in of (a) dictating
how γ and Q.E. are calculated. (c) The fitted simple model of the transmission drop coupling from
the isolation layer to detector. (d) The quantum efficiency of the cavity system into detector for
various isolation layer thicknesses.
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Examining TE in figure 3.5 (a) & (b), we observe an exponential decay of the resonant power
through the isolation layer followed by a drop (γ0 −γ1 ) across the isolation layer-absorber interface.
The ratio ( γγ01 ) quantifies the coupling of both the propagating and evanescent fields emitted from
the cavity in which the evanescent field is stronger in the near field. Across any given interface
2

T|
the reflection power coefficient (R) can be found from, R = 1 − |E
[106], in which ET is the
|E |2
i

transmitted field and Ei is the incident field. We propose a simple analytical model to describe
the reflection at the isolation layer-absorber boundary (Rγ ) (as seen in figure 3.5(b)) that assumes
the propagating and evanescent fields have orthogonal polarization. Therefore, we assume two
incident fields E pi , the propagating field, and Eei , the evanescent field.

−→
E pi = E p r~p

(3.7)

−−−→
Eei (d) = Ee e−kz d ~re

(3.8)

In which r~p and ~re are effectively separable. Additionally, kz can be found from plasmonic theory
of the decay constant of a surface plasmon polariton,

s
kz = k0

ε12
ε1 + ε2

(3.9)

In which, ε1 is the permittivity of SiO2 and ε2 is the permittivity of Ag. We then assume each
field is transmitted by a coefficient t p for the propagating field and te for the evanescent field. t p is
assumed to be the fresnel coefficient found at normal incidence from a SiO2 -GaSb interface. This
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corresponds to a total incident field (ETi ) of,

−−−→ −→ −−−→
ETi (d) = E pi + Eei (d)

(3.10)

−−−−→
−−−→
−→
ET t (d) = t p E pi + te Eei (d)

(3.11)

and total transmitted field of,

Therefore from the ratio of the incident to transmitted intensity is found:

−−−−→
|ET t (d)|2 t p2 E p2 + te2 Ee2 e−2kz d
Tγ (d) = −−−→ =
E p2 + Ee2 e−2kz d
|ETi (d)|2
With Rγ (d) = 1 − Tγ (d). Another simplification is holding the ratio of

(3.12)

Ep
Ee

as a constant. This

ratio would also change with d, the isolation layer thickness, due to the coupling of the absorber
to the cavity which changes the emerging fields from the cavity. These simplifications lead to the
following expression for reflection at the isolation layer-absorber boundary:

Rγ (d) =

2 t 2 + t 2 e−2kz d
E pe
TE (γ0 (d)) − TE (γ1 (d))
p
e
= 1−
2 + e−2kz d
TE (γ0 (d))
E pe

(3.13)

TE (γ0 (d)) is the interface transmission enhancement on the isolation layer side of the interface,
and TE (γ1 (d)) is the interface transmission enhancement on the absorber side of the interface, E pe
represents the ratio of the initial field amplitude of the propagating field to the evanescent field,
t p represents the transmission coefficient across a SiO2 -GaSb interface at normal incidence at the
resonant wavelength of 3150 nm, te represents the transmission coefficient of the evanescent field,
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kz is the plasmon decay constant of a surface plasmon polariton at a SiO2 -Ag interface, and d is the
isolation layer thickness. The quantities t p and kz are well known and only E pe and te are fitted as
shown in figure 3.5(c) as the dashed blue line. The value of Rγ approaches the reflection coefficient
between the isolation layer and absorber due to coupling at large d with only the propagating wave
which is captured by the simple model.
As a theoretical upper limit for the potential quantum efficiency (Q.E.) of a detection system, the
power of the field entering the absorber can be used. For this study, we assume a thick absorber
layer, and therefore, the Q.E. of the cavity system is approximated as the transmission efficiency
into the first layer of the absorber. This represents power flow into the absorber and is plotted
in figure 3.5 (d). We find a maximum to occur at an isolation layer depth of 100 nm with a
Q.E. = 0.375. The Q.E. for these coupled absorber systems is shown in figure 3.5 (d), the Q from
figure 3.4 (b) indicates the photon lifetime for each system because all systems have equivalent
resonant frequencies. The Q.E. decrease at large isolation layer thickness is due to the the limited
z-extent of the resonance-enhanced field. The spatial extent of this field may be inferred from
a comparison of figure 3.4 (b) and figure 3.5(d). These results show the difficulty of near-field
detection of resonant effects. A large photon lifetime indicates a strong field enhancement, but due
to the localized nature of these fields, their detection cannot be efficiently accomplished with high
cavity quality. We are reporting only on the Q.E. of coupling the optical fields into the absorbing
material. We do not attempt to report a device Q.E., which would have to take into account the
semiconductor doping and structure, and other operational variables, which may further limit the
achievable Q.E.. Therefore, the values reported here are theoretical upper limits for coupling
resonant nano-cavities with the described materials, layering and patterning.
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Weakly Coupled Absorber with Front Layer Enhancement

Another method to enhance the resonant cavity in the presence of an absorber involves the dielectric environment on the front side of the aperture. This approximately has an effect on cavity
quality without deteriorating the coupling to the detector. We investigated the use of a front layer
at the input of the slit. The WCAF system simulated has a front layer of 100 nm SiO2 with an
isolation layer of 100 nm. The y-dimension of the WCAF slit is 1010 nm. This system is compared to the WCA100 simulation, where coupling between cavity and detector should be roughly
the same. The spectral response of WCA100 and WCAF are shown in figure 3.6. As demonstrated
previously, we calculate the Quality Factor and find QWCAF = 4.22. This Q is an enhancement
of 20% over WCA100 case. In addition to an increase of Q, the WCAF system has an increased
quantum efficiency of 0.402. We find a photon lifetime of 7.13 fs.
In the case that a Fabry-Perot mechanism is responsible for the cavity resonance, the change in
photon lifetime upon addition of the front layer can be understood through a change in the Fresnel reflection at the surfaces of the cavity. In general, the number of photons in a cavity can be
represented by [106],

− τtp

N p (t) = N p0 e

(3.14)

In which N p is the number of photons in a cavity at time (t), N p0 is the initial number of photons,
and τ p is the photon lifetime. The time it takes to make a single round trip (τRT ) can be associated
to the resonant frequency with τRT =

2π
ωr .

Neglecting contributions from absorption, we can find
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the number of photons after this round trip by the reflection coefficients of the surfaces with

N p (τRT ) = N p0 ∏ Rn

(3.15)

n

In which Rn represents the reflection from the nth surface of the cavity. Considering two different
systems having the same resonance center and same reflection coefficients except at the i-th surface, eq. 3.16 shows that the ratio of

N p1
N p2

reduces to a simple ratio of

Ri1
Ri2 .

Substituting eq. 3.14 for

the number of photons and suppressing the subscript for the i-th surface gives,

2π
−ω
r



R1
=e
R2

1
1
τ p1 − τ p2



(3.16)

Where R1 and R2 are the reflection coefficients for system 1 and 2, respectively. In our study,
these two systems correspond to the WCA and WCAF cases in which only the front surface reflection coefficient is changed. From equation 10, we can use the calculated photon lifetimes for the
WCA100 and WCAF cases to determine ratio of the power reflection coefficients which corresponds
to

RWCA100
RWCAF

= 0.821.

56

Figure 3.6: Spectral response for weakly coupled absorber system with an isolation layer of 100
nm with (black) and without (green) an additional front layer of 100 nm.

We use waveguide theory to calculate an expected ratio of power reflection coefficients. Utilizing
the complex effective index method of metallic waveguides [32] allows for an approximation of
the effective index of the cavity. This waveguide approximation is in some cases valid for vacuum
filled cavities in silver films, provided the films are thick enough to approach the waveguide limit.
For cavities uncoupled to detectors, we previously found for a silver film thickness of 300 nm the
observed resonance centers in numerical calculation approach the predicted waveguide resonance
centers to within 2% [99]. For waveguides consisting of silver and vacuum with extent of 50
nm in the x direction while 1010 and 1050 nm in the y direction, the waveguide theory predicts
ne f f = 0.140 with resonance centers of λ0 = 2.87µm and 2.98µm. The resonance centers are
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different than that observed in the WCAF case within 10% and this is due to the detector coupling
being not accounted for in the waveguide theory. However, the effective index on-resonance should
not have a strong dependence on the cavity center wavelength as the index for silver is relatively
flat over this region. Within this approximation, the Fresnel equation can be used to calculate the
power coefficients for this effective index transitioning to vacuum and SiO2 and find a ratio of
Rvac
RSiO2

= 0.845, in very good agreement with the value observed from numerical calculations.

Summary

We examined the spectral behavior of deep subwavelength cavities when they are coupled to an
absorber through FDFD calculations. We found that directly coupling an absorber to the output of
a cavity greatly diminishes the quality factor by nearly 85%. This was caused by a greater rate of
dissipation of energy from the slit. With the inclusion of an isolation layer, we were able to find a
way to weakly couple the absorber from the cavity and improve the quality factor. We explored the
effect of isolation layer depth and found a relationship between the coupling of propagating and
evanescent fields produced by the cavity. From this relationship an optimal depth corresponding
to the largest quantum efficiency was found at 100 nm. In addition to being weakly coupled, we
examined a way to enhance the weakly coupled slit by an additional front layer which is found
to enhance through changing the reflection coefficient at the input of the cavity increasing the
quantum efficiency by 2.5%. This work sets the foundation of coupling nanocavities to detectors
which is directly applicable to light sensing applications such as photovoltaics and imaging.
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CHAPTER 4: EFFECT OF SYSTEM PERMITTIVITY

In this chapter, we expand previous concepts by investigating the effect of cavity and isolation
layer permittivity on the spectral response and quantum efficiency. We find, in general, that the
higher permittivity inside the cavity leads to a narrowing effect upon the bandwidth leading to a
higher quality factor (Q). However, we find this lowers the overall quantum efficiency (QE) of the
system. While the isolation layer permittivity has the opposite impact upon the QE. These changes
of the permittivity around and inside the cavity correlate to a trade-off between the Q and QE of
the total system.

Simulation Framework

As implemented in the preceding chapters, we used the same finite difference frequency domain
(FDFD) simulation package [92]. This package takes advantage of non-uniform grids and pointby-point definitions of the permittivity. These features allowed for an investigation on the effect of
changing the material within the resonant cavity and in the isolation layer. The general domain can
be seen in figure 4.1 which contains the 4 basic components: the absorber (blue), the isolation layer
(red), the metal that established the cavity (black), and the material that fills the cavity (magenta).
The entire simulation domain stretched from -250 to 250 nm in the x-direction, -1000 to 1000 nm
in the y-direction, and -400 to 750 nm in the z-direction. The illumination source was a plane wave
in the x-y plane, simulated at 100 evenly spaced wavelengths from 2500 to 4500 nm, polarized in
the x-direction, and placed at -200 nm in the z-direction. The source was considered a plane wave
because it was a collection of point sources at each grid point within the source’s x-y plane. The
grid spacing was 10 nm in the x-direction, 25 in the y-direction, and 10 nm in the z-direction.
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However, for layers smaller than 50 nm, the z grid spacing distance was made to allow at least 5
steps within the layer. Perfectly matched layers were used to isolate the cavities and extended 100,
500, and 200 nm in the x, y, and z directions. The cavity dimensions were held at a constant 50
nm and 200 nm in the x and z directions, respectively. The y-extent of the cavity was changed
to maintain a constant resonant wavelength of 3150 nm. These y-extent values can be found in
table 4.1. Throughout this chapter, GaSb [105] was used for the absorbing layer while Ag [90] was
used for the metallic layer. However, the isolation layer and cavity fill were a combination of SiO2
[104], Si [104], and Si3 N4 [107].

Figure 4.1: Simulation volume: black is the 200 nm thick Ag layer with cavities of 50 nm in
the x-extent and varying y-extent defined in table 4.1, blue is the absorber (GaSb), red (isolation
layers) and purple (fill layers) are a combination of either SiO2 , Si3 N4 , or Si with the thicknesses
of the isolation layers defined in table 4.1, the green plane is the plane wave source, and the gray
areas are the PML layers.
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Table 4.1: Cavity y-dimensions (nm) for each case study to maintain a common resonant wavelength of 3150 nm. The system is defined as the cavity fill material - isolation layer material. N.A.
is used for directly coupled cases because there is no isolation layer.
System

Isolation Layer Thickness (nm) y-extent (nm)

SiO2 - SiO2

100

805

SiO2 - SiO2

50

770

SiO2 - SiO2

25

725

SiO2 - SiO2

10

660

SiO2 - N.A.

0

515

Si3 N4 - SiO2

100

495

Si3 N4 - SiO2

50

490

Si3 N4 - SiO2

25

475

Si3 N4 - SiO2

10

460

Si3 N4 - N.A.

0

402

Si - SiO2

100

350

Si - SiO2

50

340

Si - SiO2

25

335

Si - SiO2

10

328

Si - N.A.

0

312

Si3 N4 - Si3 N4

100, 50, 25

450

Si3 N4 - Si3 N4

10

425

Si - Si

100, 50, 25, 10

315
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Calculations

~ to determine the poyntFrom the simulated environment, we used the E-field (~E) and H-field (H)
ing vector of the electromagnetic field. As described in previous chapters, the poynting vector (~S)
is defined as,

~S = ~E × H
~

(4.1)

While the spectral response, f (ω), is defined as the sum of the magnitude of the poynting vector
within the cavity region:

f (ω) = ∑ |S(x, y, z; ω)|

(4.2)

slit

We determined the resonant frequency (ωr ) and FWHM (∆ω) from the spectral response by fitting
to a skewed Cauchy distribution [103] in which α is the skew parameter,


f (ω) ∼
=

∆ω
2π(

∆ω 2
4

+ (ω − ωr )2 )

1 +

2tan−1



2α(ω−ωr )
∆ω

π




(4.3)

The fitted distribution was used to determine the quality factor (Q) associated with the cavity
system:

Q=

ωr
∆ω
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(4.4)

The transmission efficiency (TE ) [103] was calculated from the total power as a function of z by
summing the poynting vector in the entire x-y plane and normalized by the input power (P0 ) into
the cavity system. The quantum efficieny (Q.E.) of the cavity system was then defined as the TE of
the first z mesh plane (z0 ) within the absorber with,

TE (z; ω) =

∑x,y |S(x, y; z, ω)|
P0 (ω)

(4.5)

and

QE = TE (z0 ; ωr ).

(4.6)

Results

Q and QE trade-off

A figure of merit for resonant cavities is the quality factor (Q) as seen in equation 4.4. The Q
represents the ratio of energy stored to the amount of energy dissipated by the cavity. Therefore,
for cavities of equal resonant wavelengths, a higher Q is equated to a more selective cavity or
smaller bandwidth. In chapter 3, we show the coupling of an absorber to a cavity and how it
lowered the Q. However, an isolation layer was shown to mitigate this effect through decoupling
the imaginary component of the absorber. In figure 4.2, we examined the effect of changing the
material within the cavity while maintaining an isolation layer material of SiO2 . For directly
coupled cases of different fill materials, we observed a Q of 3.28, 5.83, and 10.22 for fill materials
of SiO2 , Si3 N4 , and Si, respectively. This equated to an increase of the Q by 77.8% and 212% for
the fill materials of Si3 N4 and Si from the filled case of SiO2 . These Q values corresponded to a ∆ f
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in the frequency domain of 29.2, 16.3, and 9.3 THz for the SiO2 , Si3 N4 , and Si cases, respectively.
Additionally, as seen in chapter 3, we observed an increase in Q with an increase in isolation layer
thickness despite the cavity fill material. This increase is due to the cavity system decoupling from
the absorber [103].

Figure 4.2: The quality factor vs isolation layer thickness for varying cavity fill material. The blue
represents SiO2 , red Si3 N4 , and black Si.

Another important figure of merit, for these systems as a whole, is the quantum efficiency as
defined in the calculations section. This Q.E. reported is the theoretical limit and does not include
electronic losses after photons are absorbed. As seen in figure 4.3, we found a maximum to occur
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for all fill materials at an isolation layer thickness of 10 nm. The directly coupled cases have a
Q.E. of 25.5% +/- 1.5%. While the maximum Q.E. of the weakly coupled cases were found to be
35.5%, 33.9%, and 27.8% for cavities filled with the materials of SiO2 , Si3 N4 , and Si, respectively.
The subsequent drop in Q.E. is larger for fill materials with larger permittivity due to the higher
confinement of the fields within the cavity from the tighter confinement of the plasmon waves to
the metallic surfaces.

Figure 4.3: The quantum efficiency vs isolation layer thickness for varying cavity fill material.
The blue represents SiO2 , red represents Si3 N4 , and black represents Si.

From the both the Q and Q.E., we can find a simple relationship or trade-off between the two
properties of the cavity system. As seen in figure 4.4, for all cavities regardless of fill material
there exists a linear relationship between the Q and Q.E. of the system. All of these system have
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the same isolation material, SiO2 . This relationship demonstrates the tighter a field is confined to
the cavity the higher the Q. However, as shown in chapter 3, this deteriorated the ability to couple
the evanescent components of the emitted fields and in turn lowered the quantum efficiency of the
system. Therefore, we fit a first-order polynomial with a negative slope demonstrating for a more
selective filter (smaller bandwidth) one collects less photons. The directly coupled cases are shown
in figure 4.4, but are not included in the polynomial fit because the relationship is most strongly
related to the isolation layer. This relationship can then be defined as,

Q.E.(Q) = Mγ ∗ Q +C0

(4.7)

in which Mγ is the slope related to a given isolation material (γ) and C0 is an arbitrary fitting
parameter. For an isolation material of SiO2 , Mγ was found to be -0.0127.
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Figure 4.4: The quality factor vs the quantum efficiency trade-off. The dots represent the different filled cavity systems in which the color blue represents SiO2 , red Si3 N4 , black Si for the fill
material. All cases have an isolation layer of SiO2 . The green dashed line represents the 1st order
polynomial fit. The circled dots represent data points of directly coupled absorber cases.

Role of Isolation Layers

We examined characteristics when the isolation layer’s material changes, i.e. a change of the
isolation layer’s permittivity. Specifically, we examined the change in trade-off between Q and
QE with isolation layers of Si3 N4 and Si. For cavities filled with Si3 N4 , we matched the fill
material to isolation material while the isolation layer thickness was changed from 10 to 100 nm.
As the thickness increased the Q increased while the QE decreased as seen before in the cases
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with an isolation layer of SiO2 . However, the rate of the trade-off was higher and can be found by
finding the linear fit from eq. 4.7. We find Mγ for an isolation layer of Si3 N4 to be -0.045. This
trade of can be seen in figure 4.5 as the magenta dots (simulations with varying thicknesses) and
dashed lines (linear fit). Additionally, we found a linear relationship for Si filled cavities coupled
through isolation layers of Si which can be seen as the cyan dots and dashed line in figure 4.5 with
Mγ = −0.15. The linear relationships (Mγ ) changed based on isolation layer material. This change
of Mγ was found to have a quadratic relationship between the relative permittivity of the isolation
layer and the slope of the linear relationship between the Q and QE,

Mγ = 10−3 εr2 − 3 × 10−4 εr + 0.009

(4.8)

in which εr represents the relative permittivity. This relationship can be seen in figure 4.6. This
relationship demonstrated the higher permittivity relates to larger confinement of the fields to the
cavity and therefore lower the quantum efficiency of the system while increasing the Q.
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Figure 4.5: The quality factor vs the quantum efficiency trade-off fitted with first-order polynomials. The dots represent the cavity systems in which the isolation material is held constant. The
color magenta represents Si3 N4 and cyan Si. The green dashed line and dots represents the varying
fill materials with an isolation material of SiO2 as seen in figure 4.4 for a direct comparison.
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Figure 4.6: A comparison of the magnitude of the slopes for the Q-QE trade-off with the x-axis
being the relative permittivity of the isolation layer material. The dots represent the three different
materials throughout this study (SiO2 , Si3 N4 , Si). The dashed black line represent the second-order
polynomial fit of the relationship between slope magnitude and relative permittivity.

Additionally, we examined the effect of mismatched isolation-fill layer materials on the Q of the
cavity system. This effect was investigated by material matching the fill and isolation material and
then examining how the Q deviated after the isolation material was changed. As shown in chapter
3, the fabry perot mechanism can be utilized by changing the R on the input of the cavity. By
creating an index mismatch on the output of the cavity, we accomplished a similar phenomena.
First, a cavity filled with SiO2 was examined. We observed the change of Q from an isolation
material of SiO2 to Si for layer thicknesses of 10 to 100 nm. For small isolation layer thickness
(< 25 nm), a small increase in the Q due to the fabry perot mechanism was observed. However,
as the isolation layer was increased, the Q was smaller than the index matched Q due to higher
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confinement of the field to the cavity output. This can be understood from the previous section
which demonstrated that isolation layers of Si have a larger |Mγ |. Next, a cavity filled with Si was
examined. Again, we maintained an isolation material of Si and observed the change in Q when
the isolation material was changed to SiO2 . The observed Q increased more rapidly at smaller
isolation layer thicknesses while plateauing at larger values. The same phenomena with cavities
filled with Si3 N4 was observed. However, the relative differences were smaller and more slowly
increasing. This slow rate of change can be understood from the Q-QE trade-off in which |Mγ | for
an isolation material of Si3 N4 was found to be less than that of Si. These behaviors can be found
in figure 4.7.

Figure 4.7: The change in Q for cavities coupled to an absorber with a 100 nm isolation layer.
The blue curve has a fill material of SiO2 while changing the isolation layer from SiO2 to Si, the
red curve has a fill material of Si3 N4 while changing the isolation layer from Si3 N4 to SiO2 , and
the black curve has a fill material of Si while changing the isolation layer from Si to SiO2 .
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Summary

In this chapter, we found that subwavelength cavities filled with higher index materials have an
increased Q for a constant resonant wavelength. Additionally, we found a general relationship
between the quality factor and quantum efficiency by describing the spatial confinement of the
field in the propagation direction. This relationship or trade-off of the Q and Q.E. was found to
be linear. The magnitude of the slope had a dependence on the isolation layer’s permittivity. This
dependence was determined to be a quadratic relationship to the real part of the relative permittivity
of the isolation layer material. This demonstrated the importance of implementing a given material
as the isolation layer to properly control the coupling of the resonant subwavelength cavity to an
absorber.
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CHAPTER 5: FUNNELING EFFECT

In the preceding chapters we have shown that these cavities are effective spectral filters while
demonstrating how cavity spectra are related to geometry and materials. However, an objective is
to couple light through these cavities efficiently in order to use them in practical applications. This
is a concern because the opaque metal defining the cavity adds loss to the system. As discussed in
Chapter 5 Section Simulation Framework, the small cavity would be arrayed to increase the total
transmission to an underlying detector pixel, for example. Even in an array, there is some minimum spacing between cavities that leaves a lot of lossy metal in play. Fortunately, Ebbesen et. al
has shown that metallic cavities like this exhibit a funneling effect wherein they are able to collect
light over an area significantly larger than the cavity area [3]. Here, we expanded upon previous
results with an examination on the spectral effects for subwavelength spacing in the MWIR. We
investigated this by simulating periodic boundary conditions while changing the domain size in the
x-dimension. This simulation framework quantified the ability of coupled absorber cavities to collect photons. We showed the output field evolution by examining the enhancement of transmission
into the coupled absorber.

Simulation Framework

We used the FD3D simulation package to conduct our numerical investigation [92]. However,
in this chapter, we maintain a constant permittivity environment. The cavities were all weakly
coupled to an absorber, filled, and have an input layer. The general layout of the system can
be seen in figure 5.1 with black representing the metallic layer, blue representing the absorber,
red representing the isolation layer, magenta representing the input layer, green representing the
source, and gray representing the PML layers.
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The wavelength range examined for this study was 150 evenly distributed wavelengths from 1500
to 5000 nm. A plane wave source polarized in the x-direction was placed 100 nm before the input
layer at normal incidence. All cavities in this study were held at constant dimensions extending
100 nm, 390 nm, and 100 nm in the x, y, and z directions, respectively. The cavity materials were:
Ag for the metal layer [90], SiO2 for the isolation layer [104], InAsSb for the absorber material
[108], and Si for both the fill and input layers [104]. The isolation layer was maintained at a 100
nm depth for all simulations while the input layer was held at a constant 100 nm of depth. Both
layers extended the entirety of the domain in the x and y directions. The grid spacing was held at
10, 25, and 10 nm for the x, y, and z directions. The domain size was held constant for the y and z
dimensions at 1600 and 1200 nm, respectively. PML layers of 100 nm were only implemented in
the z-direction with periodic boundary conditions applied to both the x and y directions. Therefore,
the x-dimension of the domain was changed to vary the cavity spacing. Spacing used throughout
this study range from 400 to 2800 nm in 400 nm increments. Each simulation had a resonance
center at 3.3 µm.
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Figure 5.1: (a) Simulation volume with blue as the absorber, red as the isolation layer, black as the
metallic layer, magenta as the input layer, green as the plane wave source, and gray as the PML.
(b) ∆x shown as the spacing between cavity centers in the x-dimension.

Calculations

As demonstrate previously, we determine the spectral characteristics by fitting the sum of the
magnitude of the Poynting Vector (eq. 4.1) within the cavity’s volume (eq. 4.2) to a skewed
cauchy distribution (eq. 4.3). Here, ωr is the resonant wavelength, ∆ω is the FWHM, and α is the
skew parameter. In addition, these quanities were used to determine the quality factor (Q) of the
resonant cavity (eq. 4.4). Transmission efficiency for these systems (as seen in Chapter 3 figure
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3.5) was calculated from chapter 4 (eq. 4.5) with the quantum efficiency defined as,

QE(γ; z0 , ωr ) = TE (z0 ; ωr )

(5.1)

in which z0 is the first mesh plane within the absorber of a particular system, γ. Because all systems
were held constant in the y and z dimensions, we found the photons absorbed by a particular system
with,

αγ = QE(γ; z0 , ωr )∆x∆yDx Dy

Ap
Ep

(5.2)

In which αγ is the number of photons absorbed for a given system γ with a domain extending − ∆x
2
to

∆x
2

in the x-direction. The parameters held constant for all simulations are as follows: ∆y is the

total extent in the y-direction, Dx is the mesh point density in the x-direction, Dy is the mesh point
density in the y-direction, A p is the intensity of each point source creating the plane wave, and E p
is the photon energy. Furthermore, we will demonstrate that the transmission enhancement of the
e-field can be described as the sum of two exponentials.

∑x,y |E(x, y; z, ω)|2
TEF (z; ω) =
= Ae−2kc z + Be−2kz z +C
P0 (ω)

(5.3)

In which kz is the known decay constant of the surface plasmon polariton (eq. 3.9), kc is the decay
constant of the field contained in the cavity, A is the amplitude of the field emitted from the cavity,
B is the amplitude of the field contained to the surface of the metal, and C is a free propagation
amplitude.
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Results

An examination of how Q changes when varying the subwavelength spacing of the cavities (∆x)
shows an increase to a plateau at close to λ0 /3 spacing. The Q rises from 8 to 15, nearly 2 times
the value when increasing ∆x from 400 to 800 nm. These results can be seen in figure 5.2 (a). In
addition, the quantum efficiency decreases linearly in a similar manner correlating to a limit in the
amount of photons absorbed by the system. The ∆x maximizes photon absorption at approximately
λ0 /3 which can be observed in figure 5.2 (b). After photon absorption hits a plateau of 1.5 × 1022
photons, the Q.E. changes in a linear manner associated simply to an increase in the domain size.
These results suggest that subwavelength cavities resulting from similar systems have a spatial
extent and funnel light incident on the surface from λ0 /3 away from the cavity center along the
x-dimension. In addition, this effect demonstrates for cavities arranged within the funneling length
the cavity’s Q was diminished resulting in a degradation of the resonance.
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Figure 5.2: The quality factor and number of photons absorbed as a function of periodicity (∆x)
in the x-dimension.

Further examination of the evanescent decay of the field’s transmission enhancement gives an
insight on how closely packed cavities affect the field’s propagation through periodic systems
coupled to absorbers. We fit equation 5.3 to the field’s transmission enhancement through the
isolation layer and find the amplitude associated with the cavity decay (A), the decay constant of
the cavity (kc ), the amplitude associated with the SPP decay (B), and the propagation constant (C).
An example of these fits can be seen in figure 5.3 (a) and (b) of systems with a ∆x of 400 and
1600 nm, respectively, which are in excellent agreement with our model. We can use these fits to
determine the amount of the field at the output of the cavity is in the surface plasmon polariton
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which can be found with,

Γ(∆x) =

B(∆x)
A(∆x) + B(∆x) +C(∆x)

(5.4)

in which Γ(∆x) is the ratio of the SPP contribution for a particular system with a certain ∆x.
The progression of these systems can be observed in figure 5.3 (d). We find there to be an error
function behavior (fitted model figure 5.3 (d)) which is found to plateau at λ0 /3. This finding
would suggest that the energy being emitted from the cavity that is converted into a SPP at the
output has reached a maximum at ∆x ≈ 1200 nm. For which the SPP from each individual cavity
no longer communicates with adjacent cavities. Additionally, we examined the decay coefficient of
the cavity (kc ) which was found to be about 10% higher for the closely packed cavities at ∆x = 400
nm. However, the decay coefficient reached an approximate value of 2 × 107 which equates to
1
e

= 50 nm. This provides further demonstration the field had surpassed the decay value of

1
e

and

was unable to interact with adjacent cavities. Therefore the portion relating to the cavity output
field was more tightly confined and had little effect on the Q for systems with varying ∆x. However,
for close packing systems, cavities brought within this range of 50 nm would disrupt the Q through
both the cavity confinement and output SPP.
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Figure 5.3: (a) and (b) The fitted evanescent decay (eq. 5.3) for systems with ∆x of 400 and 1200
nm, respectively. (c) The decay coefficient (kc ) associated with the cavity for given ∆x. (d) The
ratio of output field from the cavity contained in the SPP (eq. 5.4).
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Summary

We explored the effect of lateral spacing between cavities in the x-dimension and found the cavities
to have a spatial extent of λ0 /3 which is ∼ 10× the physical extent of the cavity. This result
was determined from the maximum amount of photons absorbed for given ∆x occurring at 1200
nm. The properties of evanescent field decay through the isolation layer indicated the coupling of
adjacent cavities occurs through the SPP at the output of the cavity. The emitted portion of the
field not contained by the SPP was tightly confined at an interaction length of only 50 nm. This
chapter sets the ground work for the effect of close packing of cavity systems while demonstrating
the lateral spacing needed to fully detect the input field.

81

CHAPTER 6: FABRICATION

In this chapter, we explore the fabrication methodologies necessary for creating subwavelength
cavities. We considered fabrication constraints from the start to ensure we model structures that
could actually be made. Here, we demonstrate one fabrication process flow based on lift-off of
features defined using electron-beam (e-beam) lithography. The resulting e-beam lithography technique has the capability of creating cavities as small as 100 nm with material depths of 100 nm
throughout this study. Physical size characterization was measured using a scanning electron microscope. Spectral response was characterized by a fourier transform infrared microscope.

Methodology

We obtained Si wafers from University Wafer with a diameter of 100 mm, 500 µm thick, high
resistance, and double side polished. We chose high resistivity and double side polished wafers to
support transmission-based characterization in the future. Silicon is transparent in the MWIR and
using high-resistivity (i.e. low doping) wafers avoids potential losses from free-carrier absorption.
Polish on both front and back surfaces of the wafer gives optically smooth surfaces to minimize
scattering. These wafers provide a quality surface to fabricate the subwavelength cavity system and
can be seen as the initial step in figure 6.1 (a). We start by cleaning the wafer with both acetone and
isopropyl alcohol (IPA). A plasma preen technique is utilized after chemically cleaning to ensure
an ultra clean Si wafer. This process bombards the surface with an oxygen plasma to remove any
remaining organic residue.
In order to make cavities with a lower effective index, one must decouple them from the higher
index Si wafer with a 100 nm layer of SiO2 . This acts as a simple isolation layer as seen in chapter

82

3 of this dissertation. An effective and well-known method to deposit this layer is plasma-enhanced
chemical vapor deposition (PECVD), specifically the Oxford PlasmaPro 100 PECVD. This process
is very accurate at creating thin films on the order of 10s of nanometers. It creates the plasma by
creating a potential across two electrodes while the desired gases are passed through. This gas is
then directed toward and attached to the substrate as seen in figure 6.1 (b).
The next step requires spin coating a negative resist onto the SiO2 . The resist used throughout
the fabrication process was MA-n 2403 from micro resist technology which is capable of making
features on the scale of 50 nm. The substrate spin rate has an acceleration of 500 Hz/s reaching
3000 Hz for 60 seconds. In order for the resist to spread evenly, volatile solvents are added to the
resist. This requires baking at 90◦C to evaporate the more volatile solvents and set the resist. This
process creates a resist approximately 300 nm deep on the SiO2 layer as seen in figure 6.1 (c).
The third processing step is the most involved step and requires software processing along with
the fabrication. We must start with a CAD drawing of the two dimensional cross section of the
system. For this dissertation, we simply need a rectangle due to MA-n 2403 being a negative
resist. KLayout was used to design the drawing while Beamer was used to generate a file that
can be implemented by the e-beam lithography tool. We implemented a dose of 350

µC
cm2

to create

features of 100 nm. After the pattern has been written by the e-beam, a developer is needed to
remove the portion of the resist that was not bombarded with electrons. We used developer MD
525 for 60 seconds and the resulting features are schematically shown in figure 6.1 (d).
The surface now is prepped for metal deposition. This step is completed utilizing a temescal ebeam evaporator which uses an electron beam to evaporate Ag. The evaporated film thickness is
controllable to the nanometer level of precision. We deposit 100 nm of Ag to make 100nm thick
cavities. An additional 5 nm layer of Ti was used on the top and bottom of the Ag layer. This is
implemented to help Ag adhere to the sample as well as protect the top layer from oxidation. The
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resulting structure can be seen in figure 6.1 (e).
Finally, we utilize a process known as lift-off which uses acetone to dissolve the resist remaining
on the substrate. PG remover can also be used to remove the resist because of the top layer of Ti. If
PG remover is used on bare Ag, the top surface of Ag will tarnish destroying its useful properties.
Removing the resist also carries away the top layer of silver leaving cavities in place of the resist.
The final structure can be seen in figure 6.1 (f). The cavity dimensions were held constant at 100
nm for both the x and z directions while the y-dimension was varied to examine different extents
utilized throughout this dissertation. These values can be found in table 6.1.

Table 6.1: The extent of the cavities fabricated in the y-direction.
Structure
y-extent (nm)

1

2

700 1000
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3

4

400

1200

Figure 6.1: Fabrication process flow. (a) Initial clean substrate of Si. (b) PECVD a layer of SiO2 .
(c) Spin coating a negative photoresist. (d) After e-beam lithography and development of the resist.
(e) E-beam evaporation of metallic layer(s). (f) After lifting off the resist.

Results

An important parameter for e-beam lithography is the dose which effectively dictates how many
electrons are impacted per unit area. We performed dose testing by changing the dose from 150
to 500

µC
cm2

with a beam and step size of 10 nm . Additionally, we tested the baking time from 70

seconds to 4 minutes. As seen in the first row of figure 6.3, low dosage causes dropouts within the
design as some of the resist is not successfully activated (i.e. cross-linked) and these underexposed
features are dissolved during development. The under activated areas allowed the developer to
dissolve the remaining resist. The ideal dose causes a slight undercut at the bottom of the resist
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due to less activation as the electron beam passes through. The desired undercut allows for easier
lift-off as seen in figure 6.2. Additionally, excess dosage, as seen in the last row of figure 6.3,
activates more of the resist due to reflection of electrons from the bottom surface. This prevents
the developer from dissolving portions of the resist meant to be taken off. The overdosing caused
a tapered geometry in the resist making lift-off impossible as seen in figure 6.2. We found a good
balance at 350

µC
cm2

which allows for features as small as 50 nm. As seen in column (b) in figure

6.3 a bake time of 4 minutes ’hardens’ the resist along the surface broadening the features created
from the resist.

Figure 6.2: The effect of dosing on the shape of the resist geometry. Top row demonstrates an
ideal dose allowing the developer to slightly dissolve the bottom of the resist forming an undercut.
Bottom row demonstrates a high dose and the effect of a tapered geometry.
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Figure 6.3: Optical Microscope with a 40x objective lens for various dosing levels. (a) and (b)
columns have different bake times post spin coating of 70 seconds and 4 minutes, respectively.
Cavities fabricated in the CREOL cleanroom.
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While optical microscope measurements can be useful for inspecting the general patterning, it
cannot resolve these small cavities. Instead a scanning electron microscope (SEM) allows for
precise measurement of the dimensions of the resist features. As seen in figure 6.4, the resist has
dimensions of 110 nm by 700 nm. Which is in excellent agreement with the designed dimensions
of 100 nm by 700 nm. The difference in the 100 to 110 nm occurs because the shape in the
z-dimension is tapered making the resist at the top slight wider than the base.

Figure 6.4: Scanning electron microscope images of the resist post development with a dosing
level of 350

µC
cm2

at magnifications of 6,000 and 65,000. Cavities fabricated in the CREOL clean-

room.

Shown in figure 6.5 were devices fabricated by colleagues at Naval Research Laboratory. The
scanning electron microscope images in figure 6.5 (a) of design dimensions 100 nm by 1000 nm
were found to have an average dimension lengths of 100.33 nm and 1011 nm which are within
1% of the design parameters. In figure 6.5 (b) of design dimensions 100 nm by 400 nm were
found to have an average dimension lengths of 99.25 nm and 395.1 nm which are within 2% of the
design parameters. These changes would correspond to a negligible shift in the designed resonant
wavelength.
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Figure 6.5: Scanning electron microscope images of metallic cavities post lift-off with dimensions
of (a) 100 nm x 1000 nm and (b) 100 nm x 400 nm. Cavities fabricated in the NRL cleanroom.

We have shown the ability to fabricate systems consistent with parameters comparable to simulations demonstrated previously. The next logical step is to fabricate and measure the spectral
response of a nanocavity system. We fabricated periodic Ag nano cavities on a Si substrate with a
270 nm top layer of SiO2 . This was performed by conducting the same spincoat, e-beam lithography, development, metal deposition, and lift-off as detailed previously. The cavity dimensions
were 100 nm, 1200 nm, and 100 nm in the x, y, and z dimensions, respectively. Cavities are repeated every 800 nm in the x-direction and 1600 nm in the y-direction. The geometry of the system
layout can be found in figure 6.6 (a) and (b). The entire written area spans 1 mm in both x and y
directions which equates to 1250 and 625 cavities in the x and y directions, respectively. From the
SEM image in figure 6.6 (c), we found the nanocavities to be in excellent agreement with the x and
y directional spacing.
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Figure 6.6: (a) Top view of cavity system with w = 100 nm, h = 1200 nm, ∆x = 800 nm, and
∆y = 1600 nm. (b) Cross section of the cavity system with 5 nm layers of Ti, a 90 nm layer of Ag,
a 270 nm layer of SiO2 , and a substrate of Si. (c) SEM measurement with magnification of 3,000x
showing excellent surface quality. (d) SEM measurement with magnification of 45,000x showing
the quality of individual cavities. Cavities fabricated in the NRL cleanroom.

We then implement the Sobel edge detection technique on figure 6.6 (d) which can be seen in figure
6.7 (a) and (b). We found the surface roughness inside the cavity by measuring the separation of
the edges as seen in figure 6.7 (b). A histogram of the distributions for varied edge lengths in the
x-direction can be found in figure 6.7 (d). The edge separation along the x direction was found
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to be +/- 5 nm with an average of 99.9 nm which is in good agreement with the 100 nm design
parameter. The Sobel edge detection technique failed in the y-direction. However, we found the
midpoint of the sloped edge and measured the pixel separation (h) as seen in figure 6.7(c). A
histogram of the distributions for varied edge lengths in the y-direction can be found in figure 6.7
(e). The edge separation along the y direction was found to be +/- 10 nm with an average of 1190
nm which is in good agreement with the 1200 nm design parameter.
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Figure 6.7: (a) SEM image at 45,000x magnification overlay with the sobel edge detection. (b) The
resulting edges after the Sobel edge detection algorithm was performed on the image from figure
6.6(d). The box represents the edge separations examined in the x-direction. (c) The 2D distribution corresponding to the dashed line in (a) demonstrating the edge separation in the y-direction.
(d) Histogram of separations found in the x-direction from (b). (e) Histogram of separations found
in the y-direction from (c).
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Additionally, in figure 6.8, we utilized energy dispersive x-ray analysis (EDX) to determine the
atomic structure of the film and found the cavities to be consistent with fabrication methodology.
Ag and Ti were found to exist along the entirety of the surface while returning less signal in the
cavity centers. Si and O were also found to exist along the entirety of the sample and returned a
stronger signal in the cavity centers.
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Figure 6.8: EDX measurements from SEM image figure 6.6(b) of the elemental signals from the
sample containing Ag, Ti, Si, and O. Stronger signals for Ag and Ti appear outside the cavity while
stronger signals for Si and O appear inside the cavity coming from the substrate.
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Next, we utilized a fourier transform infrared (FTIR) spectroscopy microscope (Agilent 620/670)
to measure the reflection spectra. The sample was placed on an Al plate while a 15× microscope
objective was used to focus the beam of the unpolarized source. The background was found by taking a measurement of the non-patterned metal region of the sample. The transmission spectra was
calculated from the relationship of R + T = 1 and then normalized to its maximum. Additionally,
we simulated the same cavity system with the use of periodic boundary conditions in the x and y
directions and PML layers in the z-direction. This allowed for a simulation of a single Ag cavity
with dimensions extending 100 nm, 1200 nm, and 90 nm in the x, y, and z directions. A 5 nm
layer of Ti was placed on both the top and bottom of the Ag cavity which extended the total depth
of the metallic cavity to 100 nm. The simulation volume extended from -400 to 400 nm in the
x-direction, -800 to 800 nm in the y-direction, and -400 to 1000 nm in the z direction. A 270 nm
layer of SiO2 was placed at the output of the Ag cavity followed by a Si layer extending to the end
of the simulation volume. We then calculated the corresponding normalized transmission spectra
as performed throughout this dissertation to be in excellent agreement with the measured results
as seen in figure 6.9. The tranmission percentage was found to be 38%. The total transmission
percentage from the simulation was found to be 40%. The FTIR measurement is a combination of
both transmission and absorption. Therefore, the side peaks of 1800 nm and 4250 nm most likely
arise from absorption of other molecules not present in the simulation. The peak at approximately
4250 nm is associated with CO2 and arises from small variations in the atmosphere content from
background to sample measurements. The peak at approximately 1800 nm could be the result of
small amounts of water condensed onto the surface or cavities of the sample [109].
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Figure 6.9: Measured spectral response of fabricated system (blue) compared to simulated (red)
spectral response.

Throughout this chapter, fabrication of cavities was completed on Si. However, Si does not act as
an absorber in the MWIR. In order to simulate an absorber coupled to the resonant cavities, we
simulated a weakly coupled absorber, InAsSb. The cavity system on top of the detector contains a
100 nm isolation layer of SiO2 , 95 nm layer of Ag, 5 nm layers of Ti on both the input and output
of the Ag cavity, and a 100 nm layer of Si deposited on top to both fill the cavities and establish
a top layer. The cavities extend 88 nm and 331 nm in the x (w) and y (h) directions, respectively.
The cavity array has spacing of 400 nm in the x direction (∆x) and 1600 nm in the y direction
(∆y). The top and side view of the geometry along with a SEM image of the surface without Si
can be seen in figure 6.10. The cavity spacing affects the spectral response and is included in
the modeling via removing the PML in the x and y dimensions while sizing the calculation grid
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appropriately. Colleagues at NRL have fabricated arrays of cavities on InAsSb. The fabrication
methodology follows the same procedure performed previously. The as-built dimensions of the
slit differ somewhat from the design specifications which extended 100 nm and 390 in the x and
y directions, respectively. A revised model was calculated with the dimensions of the as-built slits
taken from SEM images of the fabricated devices.

Figure 6.10: Description of the geometry and layers establishing the cavity array on a detector.
Purple, green, silver, red, and blue represent Si, Ti, Ag, SiO2 , and InAsSb, respectively. The SEM
image on the right side shows the cavity array without the Si layer deposited on top.

The spectral response of the fabricated detectors is measured by focusing light onto the array of
cavities of a single detector and measuring the induced photocurrent in the detector.The measured
result blue shifts from the revised model simulated response as seen in the shift from the black
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to red curves in figure 6.11. This may occur due to the cavity having a lower effective index
than modelled. This can occur for a number of reasons such as contaminants in the chamber
while depositing the top Si layer establishing layers with a mix of Si, SiO2 , and Si3 N4 . Additionally, cavities that become partially filled during the fabrication process could cause a blue shift in
the spectral response. We see no evidence of chemical contamination in the deposition chamber.
Therefore, we estimate this change of effective index by simulating a partially filled cavity to most
closely model shadowed deposition. The estimated fill percentage was found to be 8% based on
best match of the simulated and measured result. The resulting simulated spectral response of the
partially filled cavity is shown by by the blue curve in figure 6.11.
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Figure 6.11: Spectral response curves of cavities fabrication on InAsSb detectors. The experimentally measured response is represented by the red curve. The simulated response corresponding to
the design of the cavities is represented by the black curve. The adjusted simulated response which
emulates a lower index with a partial fill of Si is represented by the blue curve.
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Summary

We implemented well-known fabrication techniques to create subwavelength metallic cavities. The
process flow utilizes PECVD for an isolation layer, spin coating for photoresist deposition, e-beam
lithography to implement design parameters, e-beam evaporation for metal deposition, and a liftoff procedure to finalize cavity design. The process fabricated cavities within 2% of the designed
parameters resulting in excellent agreement with desired properties. In addition, the measured
transmission spectra was found to be in excellent agreement with the simulated results.
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CHAPTER 7: CONCLUSION

While much work has been invested toward a closed-form analytical solution for deep subwavelength systems in the visible and infrared regimes, none have been able to fully capture the phenomena. Additionally, while plasmons and a simple Fabry-Perot give a great description for the
mechanisms that allows such a phenomena, the localized resonances arising are much more complicated. These reasons are why many previously have resorted to simulations, particularly finitedifference simulations, to analyze these systems which is what we have contributed in continuity.
Throughout this dissertation, we have explored many aspects of subwavelength systems in the
MWIR which is an area with sparse information and results compared to visible and THz regimes.
We have found the geometric dependence of rectangular geometries and developed a method to
reverse engineer spectral response. The effect of coupling an absorber was found to cause the
resonant cavity to become energetically leaky lowering the Q of the cavity and in-turn lowering
the Q.E. of the system overall. However, this effect was shown to be mitigated by an isolation
layer through the coupling mechanism of propagating and evanescent components of the field.
Additionally, the fabry perot mechanism was utilized with the addition of a front layer further
increasing both the Q of the cavity and Q.E. of the system.
Further exploration into the effect of varying permittivity in both the fill of the cavity and isolation
layer demonstrated a negatively sloped linear relationship between the Q and Q.E.. The magnitude
of the slope of the linear trade-off was shown to have quadratic dependence on the permittivity of
the isolation material. We examined the funneling effect by utilizing periodic boundary conditions
and change domain extent. This inquiry found a lateral spatial extent of the cavity to be λ0 /3
which is over 10x the physical extent of the cavity. In addition, an interaction between closely
packed slits was found from fitting the transmission enhancement of the field through the isolation
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layer. This relationship demonstrated the trade-off between cavity field extent and transformation
of the field into output SPPs. These effects can all be combined to form a detector which samples
at a higher spatial rate and in turn more efficiently collects the field than is currently accomplished
with simple bandpass filters.
Finally, we demonstrated fabrication techniques required to construct cavities throughout this dissertation. SEM measurements confirmed that the e-beam lithography process constructed subwavelength features within 2% of the design parameters. Additionally, we found the spectral
response from FTIR spectroscopy to be in excellent agreement with simulated results.
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APPENDIX A: VALIDATION OF METHODOLOGY
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In efforts to verify the numerical solver and the grid size and extent chosen for our work, we
replicated the work done by Buyukalp et al. [22] and Collin et al. [32]. All determine spectral
responses and/or spectral features for deep subwavelength slits in two-dimensional geometries.

Comparison to FDFD in Literature

In Buyukalp’s 2014 paper, they calculate fields around a system of three slits in silver film in close
proximity using a 2-dimensional grid utilizing the same FDFD solver that we implemented. The
system is shown in fig. A.1, having slits 30 nm wide and spaced center-to-center by 130 nm. The
slit depths vary as 1000, 1250, and 1500 nm. We establish a grid that spans -1500 to 1500 in the xdomain and -400 to 2000 nm in the y-domain with grid spacing of 10 nm in both x and y directions.
This should be a sufficiently large enough domain from the spatial extent of the transmission cross
sections they claim in the paper. We calculate the sum of the Poynting vector within the slits and
compare with the results found by Buyukalp, et al. which can be seen in figure A.2. Buyukalp et
al. reports a resonant wavelength in the text of the paper for each slit of 3411 nm, 4182 nm, and
4870 nm for the 1000 nm, 1250 nm, and 1500 nm depths, respectively which we can use to make
a quantitative comparison.
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Figure A.1: Our comparable simulation space to figure 1 from Buyukalp et al. The black structures
are silver, the gray are the PML layers, and the green line is the source plane.
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Figure A.2: Comparison of the spectral response of each slit with slits having depths of 1000
nm, 1250 nm, and 1500 nm. The vertical lines correspond to the resonant wavelengths reported by
Buyukalp et al.

We find quantitative agreement with the resonant wavelengths found in Buyukalp et al. as seen in
table 4. The relative amplitude of peak values for the largest and smallest slits is 1.74, a number
consistent with estimates of the ratio obtained from digitized curves derived from images of fig. 2
of Buyukalp et al. We also match the shape of each slit’s spectral sensitivity curve by overlaying
the digitized curves from fig. 2 of Buyukalp with a scaled version of our results. This shows that
our application of the numerical solver produces fields in agreement with published fields for a
grid spacing that is as much as 1/3 the size of the smallest feature in the simulation.
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Table A.1: Comparison of resonant wavelength for Buyukalp and our methodology.
Resonant Wavelength
Slit Number Buyukalp 2014 (nm) Our Methodology (nm) Fractional Error
1

3411

3402

0.0026

2

4182

4181

0.0003

3

4870

4872

0.0004

Comparison to Waveguide Analytical Model

In Collin’s paper from 2007 they apply the effective index method to determine the fundamental
mode of a metallic waveguide by finding a cutoff wavelength which is associated to the resonant
wavelength. According to the waveguide approximation method of Collin et al., in the transverse
plane the slits are finite while infinite in the propagation plane. This method should allow for a
valid comparison with fully three-dimensional calculations when the slit depth is great enough.
According to fig. 2.2, the resonant wavelength is very close to the asymptotic, infinite-thickness
limit at a depth of 300 nm. We designed five slits in Ag (listed in table 5) and performed a full
three-dimensional FDFD simulation and determined a resonant wavelength for each slit based on
the peak of the spectral response. We then followed the methodology from Collin for determining
the effective index of each slit in the infinite waveguide approximation. From the effective index
we used the method of Collin et al. to estimate the resonant wavelength and compared with FDFD
simulation results as seen in figure A.3. The results from the method of Collin et al. agree with our
calculated resonant wavelengths to within 1% when the z extent is large. This result validates our
application of the selected numerical solver in the three-dimensional geometry as it approaches the
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two-dimensional waveguide solution.

Table A.2: Simulation slit geometries to compare Collin et al. waveguide solutions to our methodology.
Sim Number

1

2

3

4

5

Slit Width (nm)

100

100

100

100

100

Slit Length (nm)

1300

1300

1300

1300

1300

Slit Depth (nm)

50

100

150

200

300

0.0370

0.0256

0.0185

0.0090

Fractional Difference 0.0679

Figure A.3: The comparison of resonant wavelength from simulations of constant 100 nm width
and 1300 nm height while varying the depth to Collin’s waveguide solution.

Through investigation of these papers and our ability to match previous results, the methodology
of the FDFD solver appears to be sufficient for investigations into these subwavelength systems.
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APPENDIX B: COUPLED ABSORBER EXPANSION
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Waveguide Effective Index Calculations

Collin, et. al [32], provides an analytical method to find the complex effective index of a metallic
waveguide. They accomplish this by first finding a one-dimension effective index and width along
the direction of polarization by considering each edge as a metallic plane. They then consider
the orthogonal direction to be another set of metallic planes with the solution to the original onedimensional case. This solution is considered a two-dimensional solution to a metallic waveguide
and is wavelength dependent.
The system considered is a vacuum filled Ag waveguide with an extent of 50 nm and 1010 nm in
the x and y directions. The resulting wavelength dependent effective index can be seen in figure
2S. We additionally simulated a Ag cavity with the same extent in x and y directions, however,
the extent in the z-direction is limited to 300 nm. We utilized the same simulation environment as
discussed previously in this paper. Additionally, as shown in our previous paper [99], at a depth of
300 nm, the waveguide solution is within 2% of the 3D FDFD solution.
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Figure B.1: Complex effective index calculation of a metallic waveguide with an extent of 50 nm
and 1010 nm in the x and y directions, respectively. The blue line is the real part of effective index,
the orange line is imaginary part of the effective index, and the black dashed line is the resonant
wavelength.
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Fabry Perot Spectral Response

We ran a simulation of an ideal fabry perot containing mirrors of reflection coefficients (R) equal to
0.95 separated by 10 nm. To accomplish this, we created an arbitrary material with n = 78 with a
thickness corresponding to the same mirror gap spacing. This simple fabry perot has a fundamental
resonance found from:

ωr = 2π

c
2nL

(B.1)

In which L is the thickness, n is the refractive index, and c is the speed of light in vacuum. In
addition, the bandwidth is as follows:

∆ω = − ln R2

c
2nL

(B.2)

The spectral response can be found in figure 3S along with the fitted curve. The inset graphic in the
same figure is the simulation environment which goes from -50 to 50 nm and -30 to 30 nm in the x
and y direction. The grid spacing was 1 and 0.2 nm in the x and y directions. PML layers were used
in the y-direction and periodic boundary conditions were applied in the x-direction. The system
was excited with a plane wave at the plane y = −15nm and simulated across 400 wavelengths
evenly spaced from 1450 to 1650 nm. Transmission was found at y = 15nm and normalized to a
plane wave at that plane in a completely vacuum environment. The resulting resonant frequency
and photon lifetime can be found in table 1S.
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Figure B.2: Spectral response of a fabry perot system with R = 0.95 and L = 10nm where the red
circles represent transmission at a given frequency from the simulation and the black curve is the
fitted response. Inset figure shows the simulation environment in which the blue is the non-vacuum
medium, grey is the PML layers, and green is the excitation plane wave.

Table B.1: Comparison of predicted to simulated values for ideal fabry perot with R = 0.95.
Parameter

Theory

Simulation

Fractional Error

1
τp

1.9718 × 1013

1.9718 × 1013

0.00003

ωr

1.2077 × 1015

1.2074 × 1015

0.00024

We additionally, apply the same approach to low R, i.e. low Q, system. This was done to simulate a
more realistic environment and measurement capability. The arbitrary material index is changed to
n = 4 equating an R = 0.36. The thickness was changed to 195 nm to maintain the same resonant
frequency. The simulation environment was changed to -500 to 500 nm and -200 to 200 nm in the x
and y direction. The grid spacing was 10 and 5 nm in the x and y directions. PML layers were used
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in the y-direction and periodic boundary conditions were applied in the x-direction. The system
was excited with a plane wave at the plane y = −150nm and simulated across 100 wavelengths
evenly spaced from 1000 to 2800 nm. The spectral response can be found in figure 4S along with
the fitted curve. The resulting resonant frequency and photon lifetime can be found in table 2S.

Figure B.3: Spectral response of a fabry perot system with R = 0.36 and L = 195nm where the
red circles represent transmission at a given frequency from the simulation and the black curve is
the fitted response.

Table B.2: Comparison of predicted to simulated values for low Q fabry perot with R = 0.36.
Parameter

Theory

Simulation

Fractional Error

1
τp

3.9267 × 1014

3.7984 × 1014

0.0327

ωr

1.2075 × 1015

1.2070 × 1015

0.00038
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