The spectral norm and the nuclear norm of a third order tensor play an important role in the tensor completion and recovery problem. We show that the spectral norm of a third order tensor is equal to the square root of the spectral norm of three fourth order positive semi-definite bisymmetric tensors, and the square roots of the nuclear norms of those three fourth order positive semi-definite bisymmetric tensors are lower bounds of the nuclear norm of that third order tensor. This provides a way to estimate and to evaluate the spectral norm and the nuclear norm of that third order tensor. Some upper and lower bounds for the spectral norm and nuclear norm of a third order tensor, by spectral radii and nuclear norms of some symmetric matrices, are presented.
Introduction
The spectral norm and the nuclear norm of a third order tensor play an important role in the tensor completion and recovery problem [8, 10] . It is NP-hard to compute them [1] . It is an active research topic to study them more [2, 3, 4] .
In this paper, unless otherwise stated, all the discussions will be carried out in the filed of real numbers. The spectral norm of a third norm is the largest singular value of that tensor. The nuclear norm is the dual norm of the spectral norm. Hence, singular values of a third order tensor form the base of the spectral norm and the nuclear norm. Recall that the product of a (maybe rectangular) matrix and the transpose of that matrix is a positive semi-definite symmetric (square) matrix. There is a one to one equality between the singular values of the original matrix and the square roots of the eigenvalues of that positive semi-definite symmetric matrix. Then the spectral norm of the original matrix is equal to the square root of the spectral radius of that positive semi-definite symmetric matrix. Does such a relation still exist for a third order tensor? In the next section, we give a firm answer to this question. We show that if we make contraction of a third order tensor with itself on one index, then we get a fourth order positive semi-definite bisymmetric tensor. A real number is a singular value of that third order tensor if and only if it is the square root of an M-eigenvalue of that fourth order positive semi-definite bisymmetric tensor. Thus, the spectral norm of that third order tensor is the square root of the spectral norm of that fourth order positive semi-definite bisymmetric tensor.
In Section 3, we show that the square root of the nuclear norm of that fourth order positive semi-definite bisymmetric tensor is a lower bound of the nuclear norm of that third order tensor. The equality may not hold in general.
The equality between the spectral norm of a third order tensor and the spectral norm of a fourth order positive semi-definite bisymmetric tensor does not change the complexity of the problem, but provides us an alternative way to attack the problem. In Sections 4 and 5, by this relation, we present several upper and lower bounds for the spectral norm of a third order tensor, by spectral radii of some symmetric matrices. In Section 6, we establish some relations between these upper and lower bounds, and thus give a range for the spectral norm of that third order tensors.
In Section 7, we present some lower bounds for the nuclear norm of a third order tensor, by the nuclear norms of some symmetric matrices.
Some final remarks are made in Section 8.
Spectral Norm
Suppose that d 1 , d 2 and d 3 are positive integers. Without loss of generality, we may assume that
Let ℜ d 1 ×d 2 ×d 3 be the space of third order tensors of dimension
The singular values of a tensor A = (a ijk ) ∈ ℜ d 1 ×d 2 ×d 3 are defined as follows [5] .
such that the following equations are satisfied: For i = 1, · · · , d 1 ,
a ijk y j z k = λx i ;
(2.1)
For j = 1, · · · , d 2 ,
For k = 1, · · · , d 3 ,
and
Then x, y and z are called the corresponding singular vectors.
If λ is a singular value of A, with singular vectors x, y and z, then by definition, −λ is also a singular value of A, with singular vector −x, −y and −z. For A = (a ijk ), B = (b ijk ) ∈ ℜ d 1 ×d 2 ×d 3 , their inner product is defined as
In a special case, if B is rank-one, i.e., B = (b ijk ) = x ⊗ y ⊗ z for some nonzero vectors x ∈ ℜ d 1 , y ∈ ℜ d 2 , z ∈ ℜ d 3 , or equivalently b ijk = x i y j z k for i = 1, · · · , d 1 , j = 1, · · · , d 2 and k = 1, · · · , d 3 , then
a ijk x i y j z k .
Definition 2.2
The spectral norm of A ∈ ℜ d 1 ×d 2 ×d 3 is defined [1, 2, 3, 4] as
(2.5)
Then the spectral norm of A is equal to the largest singular value of A [1, 2, 3, 4] .
We now consider fourth order bisymmetric tensors. Definition 2.3 Let ℜ d 1 ×d 2 ×d 1 ×d 2 be the space of fourth order tensors of dimension
The tensor T is called bisymmetric if for all i, p = 1, · · · , d 1 and j, q = 1, · · · , d 2 , we have
The tensor T is called positive semi-definite if for any x ∈ ℜ d 1 and y ∈ ℜ d 2 ,
The tensor T is called positive definite if for any
The spectral norm of T is defined by
We may check that · defines a norm in ℜ d 1 ×d 2 ×d 1 ×d 2 .
Definition 2.4 Suppose that T = (t ijpq ) ∈ ℜ d 1 ×d 2 ×d 1 ×d 2 is bisymmetric. A number µ is called an M-eigenvalue of T if there are vectors x = (x 1 , · · · , x d 1 ) ⊤ ∈ ℜ d 1 , y = (y 1 , · · · , y d 2 ) ⊤ ∈ ℜ d 2 such that the following equations are satisfied: For i = 1, · · · , d 1 ,
t ijpq y j x p y q = µx i ; (2.7)
t ijpq x i x p y q = µy j ; (2.8) and
x ⊤ x = y ⊤ y = 1. Proof Consider the optimization problem
(2.10)
Since the objective function is continuous and the feasible region is compact, this optimization problem always has an optimal solution. Since the linear independence constraint qualification in optimization is satisfied, the optimality condition holds at that optimal solution. By optimization theory, the optimality condition of (2.10) has the form (2.7-2.9), and the optimal Langrangian multiplier µ always exists at the solution. This shows that T always has an M-eigenvalue. Suppose that µ is an M-eigenvalue of T with corresponding vectors x and y. By This implies that its spectral norm is equal to its largest M-eigenvalue in this case.
For d 1 = d 2 = 3, the elastic tensor in sold mechanics falls in the form of T , with two additional symmetric properties between indices i and j, and between indices p and q. Then, the positive definiteness condition of T corresponds the strong ellipticity condition in solid mechanics. In 2009, M-eigenvalues were introduced for the elastic tensor to characterize the strong ellipticity condition in [7] . An algorithm for computing the largest M-eigenvalue was presented in [9] . Also see [6] for details. Here, we extend M-eigenvalues to general bisymmetric tensors and study their spectral norms.
For A = (a ijk ) ∈ ℜ d 1 ×d 2 ×d 3 , consider its contraction with itself on the third index,
a ijk a pqk .
(2.11)
Then T is bisymmetric. For any x ∈ ℜ d 1 and y ∈ ℜ d 2 ,
Hence T is also positive semi-definite.
Theorem 2.6 Let A = (a ijk ) ∈ ℜ d 1 ×d 2 ×d 3 and T = (t ijpq ) ∈ ℜ d 1 ×d 2 ×d 1 ×d 2 be constructed as above. Then λ is a nonzero singular value of A, with x ∈ ℜ d 1 , y ∈ ℜ d 2 and z ∈ ℜ d 3 as its corresponding singular vectors, if and only if it is a square root of an M-eigenvalue of T , with x and y as corresponding M-eigenvectors. This also implies that the spectral norm of A is equal to the square root of the largest M-eigenvalue of T .
Proof Suppose that λ = 0 is a singular value of A, with corresponding singular vectors x, y and z, satisfying (2.1-2.4). Multiply (2.1) and (2.2) by λ and substitute
a pqk x p y q into these two equations, we see that µ = λ 2 is an M-eigenvalue of T , with x and y as the corresponding M-eigenvectors.
On the other hand, assume that µ = λ 2 = 0 is an M-eigenvalue of T , with corresponding M-eigenvectors x and y, satisfying (2.7-2.9), where T is constructed as above.
a ijk x i y j .
a pqk x p y q
This proves (2.4). We also have
This proves (2.1). We may prove (2.2) similarly. Hence, λ is a singular value of A, with x, y and z as the corresponding singular vectors.
By Theorem 2.5, we now conclude that the spectral norm of A is equal to the square root of the largest M-eigenvalue of T . Calculate the spectral norm of A by definition, we see that the spectral norm of A is 6.7673. Then the entries of
Calculate the spectral norm of T by definition, we see that the spectral norm of T is 45.7959. Its square root is 6.7673, which is equal to the spectral norm of A.
Corollary 2. 7 We may also consider the contraction of A and itself over its second index or the first index. Then we have a tensor ℜ d 1 ×d 3 ×d 1 ×d 3 and a tensor in ℜ d 2 ×d 3 ×d 2 ×d 3 . Theorem 2.6 is true for A and these two fourth order positive semi-definite bisymmetric tensors too.
Our numerical computation confirms the results of Theorem 2.6 and Corollary 2.7.
Nuclear Norm
The nuclear norm is somewhat more important in the tensor completion and recovery problem [8, 10] .
The nuclear norm of A ∈ ℜ d 1 ×d 2 ×d 3 is defined [1, 4] as
(3.12)
Then we have [1, 4] A * := max A, B :
13)
We may define the nuclear norm of a tensor in ℜ d 1 ×d 2 ×d 1 ×d 2 similarly.
The nuclear norm of T ∈ ℜ d 1 ×d 2 ×d 1 ×d 2 is defined as
(3.14)
Then we have the following theorem.
Theorem 3.3 Suppose that A = (a ijk ) ∈ ℜ d 1 ×d 2 ×d 3 , and T = (t ijpq ) is constructed by (2.11) . Assume A * and T * are defined by (3.12) and (3.14) respectively. Then
Proof For any ǫ > 0, by (3.12), we have positive integer r and u
By (2.11), we have 
Let the tensor S be defined similarly to T for A, i.e., S = d 3 i=1 B k ⊗ B k . It follows from Theorem 2.5 that S = 1.
Then, by (3.13), we have
The second inequality in (3.15) is thus proved.
Numerical computations shows that strict inequality may hold in (3.15).
Corollary 3.4
We may also consider the contraction of A and itself over its second index or the first index. Then we have a tensor ℜ d 1 ×d 3 ×d 1 ×d 3 and a tensor in ℜ d 2 ×d 3 ×d 2 ×d 3 . Theorem 3.3 is true for A and these two fourth order positive semi-definite bisymmetric tensors too.
Numerical computation shows that the nuclear norms of these three fourth order positive semi-definite bisymmetric tensors can be different for a third order tensor A.
Upper Bounds
Theorems 2.6 and 3.3 connected the spectral norm and nuclear norm of a third order tensor with the spectral norms and nuclear norms of three fourth order positive semidefinite bisymmetric tensors. This does not change the complexity of the problem. But they provide us an alternative way to attack the problem. In particular, a fourth order bisymmetric tensor has more structure such as the diagonal structure. In 2009, Wang, Qi and Zhang [9] presented a practical method for the largest M-eigenvalue of a fourth order bisymmetric tensor. Thus, we may apply that method to compute the spectral norm of a fourth order bisymmetric tensor.
We first present an attainable bound for a fourth order bisymmetric tensor. Let T = (t ijpq ) ∈ ℜ d 1 ×d 2 ×d 1 ×d 2 be a bisymmetric tensor. We may unfold T to a d 1 d 2 × d 1 d 2 matrix T = (t <ij><pq> ), where < ij > is regarded as one index < ij >≡ (i − 1)d 1 + j = 1, · · · , d 1 d 2 , and < pq > is regard as another index, < pq >≡ (p − 1)d 1 + qd 2 = 1, · · · , d 1 d 2 . Since T is bisymmetric, matrix T is symmetric. Note that even if T is positive semi-definite, T may not be positive semi-definite. On the other hand, if T is positive semi-definite, T is always positive semi-definite. If T is constructed by a third order tensor as the previous sections, it can be shown that the corresponding matrix T is indeed positive semi-definite. We do not go to this detail.
We say that T is rank-one if there are nonzero u ∈ ℜ d 1 and v ∈ ℜ d 2 such that
Theorem 4.1 Suppose that T = (t ijpq ) ∈ ℜ d 1 ×d 2 ×d 1 ×d 2 is a bisymmetric tensor. Let the symmetric d 1 d 2 × d 1 d 2 matrix T be constructed as above. Then the spectral radius of T is an upper bound of the spectral norm of T . This upper bound is attained if T is rank-one. Thus, this upper bound is attainable even if T is the contraction of a third order tensor A with A itself by (2.11) .
Proof The spectral radius of the symmetric matrix T can be calculated as follows.
(4.16)
We may fold s to a d 1 × d 2 matrix S = (s ij ). Then
On the other hand, let S = x ⊗ y for
Then x ⊤ x = y ⊤ y = 1 implies the vector s, corresponding the matrix S, satisfying s ⊤ s = 1.
Compare the maximal problems in (2.6) and (4.16). The feasible region of (2.6) is a subset of the feasible region of (4.16). In the feasible region of (2.6), the two objective functions are equal. Thus, the optimal objective function value of (4.16), i.e., the spectral radius of the symmetric matrix T , is an upper bound of the optimal objective function value of (4.16), i.e., the spectral norm of T . When T is rank-one, The feasible regions of (2.6) and (4.16) are the same, and the objective function values of (2.6) and (4.16) are equal. Then the upper bound is attained in this case. If A is rank-one, then T formed by (2.11) is also rank-one. Thus this upper bound is attainable even if T is formed by (2.11 As in Corollaries 2.7 and 3.4, if we take contraction of the first or the second indices of a third order tensor A, we may get different upper bounds for the spectral norm of A. Hence, there are totally three upper bounds for the spectral norm of a third order tensor. For Example 1, the two other upper bounds are 8.2529 and 7.8874, which are not better than 7.2937. Also, this approach involves the calculation of the spectral radius of a d 1 d 2 × d 1 d 2 (or d 1 d 3 × d 1 d 3 or d 2 d 3 × d 2 d 3 ) symmetric matrix. When d 1 , d 2 and d 3 are large, this approach involves the calculation of the spectral radius of a high dimensional symmetric matrix.
We now present a different way to obtain this upper bound. Consider the contraction of A with itself on the second and third indices. This result a matrix
a ikl a jkl .
(4.17)
Then B is a symmetric matrix. Proof We may unfold A = (a ijk ) to a d 1 × d 2 d 3 matrix A = (a i<jk> ), where < jk > is regarded as one index < jk >≡ (j − 1)d 2 + k = 1, · · · , d 2 d 3 . The spectral norm of matrix A can be calculated as
Compare the maximal problems in (2.5) and (4.18). The feasible region of (2.5) is a subset of (4.18). In the feasible region of (2.5), the two objective functions are equal. Hence, the optimal objective function value of (4.18), i.e., the spectral norm of the matrix A, is an upper bound of the optimal objective function value of (2.5), i.e., the spectral norm of A. The spectral norm of the matrix A is the largest singular value of A, which is equal to the square root of the spectral radius of A ⊤ A. We now can recognize that B = A ⊤ A. Thus, B is symmetric and positive semi-definite, and the square root of its spectral radius is an upper bound of the spectral norm of A. When T in Theorem 4.1 is the contraction of A with A itself on its first index (i.e., 7.8874 in the example, the upper bound obtained there is equal to the upper bound obtained here. In fact, in this case, the upper bounds stated in Theorem 4.1, when T is obtained by contraction of A with itself on the first index, is the square root of the spectral radius of F ⊤ F , while the upper bound given here is the square root of the spectral radius of F F ⊤ . By linear algebra, they are equal. Hence, this upper bound is also attainable.
As B is a d 1 × d 1 symmetric matrix, this approach is relatively easy to be handled. We may also consider the contraction of A with itself on the first and third indices, or on the first and second indices. This results in another way to calculate the two other upper bounds for the spectral norm of A.
Lower Bounds
We present two attainable lower bounds for the spectral norm of the bisymmetric tensor T in this section.
Let T = (t ijpq ) ∈ ℜ d 1 ×d 2 ×d 1 ×d 2 be a bisymmetric tensor. We say that T is diagonal with respect to its first and third indices if t ijpq = 0 whenever i = p. We say that T is diagonal with respect to its second and fourth indices if t ijpq = 0 whenever j = q.
Theorem 5.1 Let T = (t ijpq ) ∈ ℜ d 1 ×d 2 ×d 1 ×d 2 be a bisymmetric tensor. A lower bound for the spectral norm of T is the maximum of the spectral radii of d 2 symmetric d 1 × d 1 matrices (t ijpj ), where j is fixed, for j = 1, · · · , d 2 . This lower bound is attained if T is diagonal with respect to its second and fourth indices. Another lower bound for the spectral norm of T is the maximum of the spectral radii of d 1 symmetric d 2 × d 2 matrices (t ijiq ), where i is fixed, for i = 1, · · · , d 1 . This lower bound is attained if T is diagonal with respect to its first and third indices.
Proof Fix j. Let y be a unit vector in ℜ d 2 such that its jth component is 1 and its other components are zero. Then the objective function of (2.11) is equal to
Let x be the eigenvector of the symmetric matrix (t ijpj ) such that
where ρ(t ijpj ) is the spectral radius of the symmetric d 1 ×d 1 matrices (t ·j·j ). This is true for j = 1, · · · , d 2 . Hence, the maximum of the spectral radii of d 2 symmetric d 1 × d 1 matrices (t ·j·j ), where j is fixed, for j = 1, · · · , d 2 , is a lower bound for the spectral norm of T . Let T is diagonal with respect to its second and fourth indices. Then the objective function value of (2.11) is equal to a convex combination of the spectral radii of d 2 symmetric d 1 × d 1 matrices (t ·j·j ), where j is fixed, for j = 1, · · · , d 2 . Then this lower bound is attained in this case. The other conclusion can be proved similarly.
Example 1 (Continued) In this example, fix j = 1 and j = 2, respectively, we have two symmetric matrices 29 −13 −13 35 , 6 0 0 21 .
Their spectral radii are 45.3417 and 21, respectively. The maximum of these two spectral radii is 45.3417. This gives a lower bound of the spectral norm of T . Its square root is 6.7336. This gives a lower bound for the spectral norm of A.
Similarly, fix i = 1 and i = 2, respectively, we have two symmetric matrices 29 8 8 6 , 35 5 5 21 .
Their spectral radii are 31.5089 and 36.6023, respectively. The maximum of these two spectral radii is 36.6023. Its square root is 6.0500. This gives another lower bound for the spectral norm of A.
A question is for which kind of third order tensor A, these two lower bounds are attained.
As in Corollaries 2.7 and 3.4, if we take contraction of the first or the second indices of a third order tensor A, we may get different lower bounds for the spectral norm of A. Hence, there are totally six lower bounds for the spectral norm of a third order tensor. In particular, for the example in Example 1, if we take contraction of the first index of the third order tensor A in that example, we get a lower bound 6.7336 for the spectral norm of A. As the spectral norm of A is 6.7673, this lower bound is about 0.5% close to the true value. Surprised by this accuracy, we calculate 1000 randomly generated examples of 2 × 2 × 3 tensors. We found that the lower bounds obtained in this way fall within 0.01%, 0.02%, 0.05%, 0.1%, 0.2%.0.5%, 1%, 2%, 5%, 10%, 20% and 50% are 4.60%, 6.40%, 9.50%, 13.30%, 18.80%, 29.80%, 40.80%, 56.00%, 80.00%, 94.2%, 99.50% and 100%, respectively. This shows that for such a third order tensor, there is a big chance to give a good lower bound in this way.
In this approach, spectral radii of d i × d i symmetric matrices for i = 1, 2, 3, are calculated. This only involves relatively low dimensional matrices. Therefore, this approach is relatively efficient.
Relation
The first lower bound of T in Theorem 5.1 may be denoted as
Suppose that T is constructed by (2.11) from a third order tensor A = (a ijk ). Then
On the other hand, the spectral radius of the matrix B, constructed by (4.17), is as follows.
a ijk a pjk x i x p : x ⊤ x = 1, x ∈ ℜ d 1 .
Then we find that ρ(B) ≤ d 2 L.
Combining this with Theorems 4.2 and 5.1, we have the following theorem. Theorem 6.1 Let A ∈ ℜ d 1 ×d 2 ×d 3 , L and B be constructed as above. Then we have
This establishes a range of A by either L or ρ(B). We may contract on other indices and obtain similar results. Combining them together, we may get a better range of A .
Lower Bounds for Nuclear Norms
Suppose that T = (t ijpq ) ∈ ℜ d 1 ×d 2 ×d 1 ×d 2 is a bisymmetric tensor. Let d 1 d 2 × d 1 d 2 symmetric matrix T be constructed as in Section 4. Then T is a matrix flattening of the tensor T . As Lemma 3.1 of [2] , there is a one to one correspondence between the d 1 d 2 × d 1 d 2 symmetric matrices and d 1 × d 2 × d 1 × d 2 bisymmetric tensors. Hence, with an argument similar to the proof of Proposition 4.1 of [2] we have the following result.
Theorem 7.1 Suppose that T = (t ijpq ) ∈ ℜ d 1 ×d 2 ×d 1 ×d 2 is a bisymmetric tensor. Let d 1 d 2 × d 1 d 2 symmetric matrix T be constructed as in Section 4. Then T * ≤ T * .
Combining Theorems 3.3 and 7.1, we have a lower bound for the nuclear norm of a third order tensor, by the nuclear norm of a matrix. Note that the nuclear norm of a tensor is NP-hard to compute, while the nuclear norm of a matrix is relatively easy to be computed.
Final Remarks
In [3] , it was shown that the spectral norm and the nuclear norm of a tensor is equal to the spectral norm and the nuclear norm of the Tucker core of that tensor. As the size of the Tucker core may be smaller than the size of the original tensor, maybe we may combine our results with that approach.
We may also explore more algorithms like that one in [9] to compute the largest M-eigenvalue of a fourth order positive semi-definite bisymmetric tensor, and use them for computing the spectral norm of a third order tensor.
We hope that some further research may explore more applications of the equality between singular values of a third order tensor and M-eigenvalues of the related fourth order positive semi-definite bisymmetric tensor.
