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We present a complete characterization of the fluctuations and correlations of the squared overlap
in the Edwards-Anderson Spin-Glass model in zero field. The analysis reveals that the energy-
energy correlation (and thus the specific heat) has a different critical behavior than the fluctuations
of the link overlap in spite of the fact that the average energy and average link overlap have the
same critical properties. More precisely the link-overlap fluctuations are larger than the specific
heat according to a computation at first order in the 6 − ǫ expansion. An unexpected outcome
is that the link-overlap fluctuations have a subdominant power-law contribution characterized by
an anomalous logarithmic prefactor which is absent in the specific heat. In order to compute the
ǫ expansion we consider the problem of the renormalization of quadratic composite operators in a
generic multicomponent cubic field theory: the results obtained have a range of applicability beyond
spin-glass theory.
PACS numbers: 75.10.Nr, 75.40.Cx, 05.10.Cc
I. INTRODUCTION
The critical properties of the Edwards-Anderson (EA)
Spin-Glass model [1] are the object of intense numerical
study [3, 4, 6, 8]. Most results, including notably the
existence of a phase transition in zero field at a finite
temperature, have been established numerically. In the
course of the last decades many tools and observables
have been introduced and in this paper we present an
analytical investigation of a class of observables that are
often measured in numerical simulations.
The order parameter of the model is the overlap be-
tween different replicas and other observables can be de-
fined by taking powers of it. Below the upper critical
dimension the critical properties of these observables can-
not be obtained from those of the order parameter and
require the introduction of new critical exponents.
In this paper we consider observables given by the
products of two overlaps: in the case of Gaussian cou-
plings, it is possible to prove by integration by parts that
the local energy and its correlations correspond to ap-
propriate combinations of overlaps. When the order pa-
rameter is a single scalar the only observable of this kind
is its square, but when the order parameter is a multi-
index object we can define many different observables
each characterized by a different critical exponent. An
important and much studied observable of this kind in
the spin-glass context is the so-called link-overlap [9]. It
is well-known that the average of the energy and the av-
erage of the link overlap have the same critical behavior
and therefore one is naturally led to ask whether their re-
spective fluctuations are also characterized by the same
critical exponents or not. We will answer this question
by considering the symmetries of the replicated Hamil-
tonian and showing that the products of the overlap can
be classified in three orthogonal subspaces. The link-
overlap and the energy belong to the same subspace (we
will call it the squared subspace) but to different compo-
nents. This implies our first result: the critical fluctua-
tions of the energy and of the link-overlap are described
by different critical exponents. In order to obtain more
information on the critical exponents we will determine
them at first order in the ǫ = Du −D expansion. From
this it is difficult to obtain information for the exponents
in D = 3 which is rather faraway from the upper critical
dimension Du = 6, nevertheless we obtain the qualitative
information that the link-overlap has larger fluctuations
than the energy near the upper critical dimension and
this seems to remain true in D = 3 according to pre-
liminary numerical observations [4]. A peculiar aspect is
that the link-overlap fluctuations have also a subleading
contribution characterized by an anomalous logarithmic
prefactor which is missing in the specific heat.
We compute the ǫ-expansion using standard field-
theoretical methods [7, 21–24]. Given a Landau theory
for a second-order phase transition we consider the prob-
lem of renormalization of the corresponding field theory
in the continuum limit and we extract the critical ex-
ponents from it. The products of the order parame-
ters considered here are associated to the renormaliza-
tion of the so-called composite operators (for this reason
we will talk of composite operators also for the observ-
2ables in the original statistical mechanics context). The
field theory associated to the EA model in zero field is
a multi-component cubic theory. Thus we first consider
the problem of renormalization of composite operators in
the generic multi-component cubic theory obtaining the
expressions for the renormalization constants at one-loop
order. Then we specialize these expressions to the spe-
cial case of the EA model in zero field by imposing the
corresponding additional symmetries.
The paper is organized as follows. In section (II) we
briefly introduce the EA model and the observables of
interest. We then study the properties of correlations
of composite operators and we diagonalize the corre-
sponding correlation matrix using symmetry arguments.
In section (III) we discuss the computation of the ǫ-
expansion from the renormalization of the field theory.
The subject is rather complex and covered in an exten-
sive literature [21–24], thus we only illustrate in the sim-
plest case of a scalar cubic field theory the procedure
for extracting the critical exponents from the renormal-
ized coupling constants. Finally we derive the formulas
for a generic cubic theory. In section (IV) we specialize
the general expressions to the EA model obtaining the
ǫ-expansion for the fluctuations of the link-overlap. In
section (V) we give our conclusions.
II. SQUARED OVERLAPS IN SPIN-GLASSES
We consider the following Edwards-Anderson Hamil-
tonian
H = −
∑
(x,y)
Jxysxsy (1)
for a system of Ising spins defined on a D dimen-
sional Euclidean lattice with periodic boundary con-
ditions. The quenched interactions are restricted on
nearest-neighbors. The existence of a phase transition
at a finite temperature and universality with respect to
the distribution of the couplings have been established
numerically [10]. The overlap field is defined as
qabx = σ
a
xσ
b
x (2)
where a and b label distinct replicas with the same real-
ization of the random coupling. Its spatial average gives
the spin glass order parameter:
qab =
1
V
∑
x
qabx , (3)
where V indicates the volume.
Let us consider now the spatial correlation function
G(r) and its Fourier transform χ(k):
G(r) =
1
V
∑
x
〈
qabx+rq
ab
x
〉
, χ(k) =
1
V
∑
r
G(r)eik·r .
(4)
The fluctuations of the overlap qab are directly connected
to the spin glass susceptibility, which is an experimentally
measurable quantity characterized by a sharp cusp at a
finite temperature Tc [5, 6] and directly related to the
non-linear magnetic susceptibility:
χSG = χ(0) ≈ χnl = V 〈q2〉 . (5)
In addition we want to consider the square of the overlap
field in the same point, but since it takes a trivial value in
the case of Ising spins we consider product of the overlaps
at distance one on the lattice and this define the link-
overlap field Qabx,µ, which depends on the lattice site and
the link direction µ:
Qabx,µ = q
ab
x q
ab
x+eµ . (6)
Considering the Fourier transform of the deviation of the
link overlap from its expectation value
Qˆabk,µ =
1
V
∑
x
δQabx,µe
ik·x , (7)
we can define the link overlap susceptibility evaluated at
zero wave vector ~k:
χlink(k, µ) = V
〈
|Qˆabk,µ|
2
〉
(8)
χlink = χlink(0, µ) (9)
which is an interesting observable often measured in nu-
merical studies.
The link overlap is an instance of a wider class of ob-
servables involving squares of the overlap field:
Qˆab,cdx,∆ = q
ab
x q
cd
x+∆ (10)
where ∆ is a generic vector on the lattice and we are
interested in determining the spatial correlations of these
quadratic observables:
〈Qˆab,cdx,∆ Qˆ
a′b′,c′d′
x′,∆′ 〉 − 〈Qˆ
ab,cd
x,∆ 〉 〈Qˆ
a′b′,c′d′
x′,∆′ 〉 . (11)
At the critical temperature, if we take the limit of
|x − x′| → ∞ at fixed finite ∆ and ∆′, these correla-
tions have a power-law behavior as a function of |x− x′|
independently of ∆ and ∆′. However ∆ = 0 is trivial
for Ising spins and this is because one takes ∆ as a unit
vector on the lattice, i.e. the smallest non-trivial value.
In order to discuss the properties of the quadratic cor-
relations it is useful to consider the corresponding Lan-
dau theory that will be essential in the following to eval-
uate the critical exponents. Using standard arguments
one can argue that the critical properties of the Edwards-
Anderson model are determined by the following effective
action defined on a replicated order parameter qab(x) at
zero field [15]:
H =
∫
dDx

1
4
∑
a 6=b
(∂µqab)
2 +
w1
6
Tr q3

 (12)
3where qab(x) is a real symmetric matrix and a, b two
replica indexes that can take values 1, 2...n. The order
parameter is such that qaa = 0 and in the end we must
take the quenched limit in which the number of replicas
n goes to zero.
If the distribution of the couplings is Gaussian, it
is possible to obtain directly the Hamiltonian. In the
generic case one can derive it under general symmetry
considerations as usual in the Landau theory. Given the
order parameter qab(x) the action must indeed satisfy two
constraints: the first one is obviously the replica symme-
try, the second one is connected to the fact that the EA
Hamiltonian in zero field is symmetric under reversal of
the spins in each replica, therefore the replicated Hamil-
tonian must be invariant under the following transforma-
tion separately for each replica:
{q1a, q2a, . . . , qna} → {−q1a,−q2a, . . . ,−qna} . (13)
In the general case the RS theory has three quadratic
terms and eight cubic terms but the above symmetry
leads necessarily to the simpler Hamiltonian (12).
The quadratic observables defined above are naturally
mapped into the connected correlations of the following
composite operators:
Qˆab,cd(x) ≡ qab(x)qcd(x) (14)
G(ab,cd),(a′b′,c′d′)(x, y) ≡ 〈Qˆab,cd(x)Qˆa′b′,c′d′(y)〉c (15)
Thus the critical behavior of the link overlap and of its
fluctuations are identified with
Qˆab,ab(x) , 〈Qˆab,ab(x)Qˆab,ab(y)〉c (16)
In the case of Gaussian distribution of the couplings
one can show explicitly that the averages of the energy
and of the link-overlap have the same critical behavior,
this result however is more general and can be derived
from the replicated action above. Indeed standard argu-
ments lead to identify the critical behavior of the energy
with the one of the quadratic term in the Hamiltonian
E =
1
n
∑
ab
〈q2ab(x)〉 . (17)
Therefore the critical behavior of the average value of the
energy can be identified with that of the link overlap,
while at the level of fluctuations we will see that they are
different. In order to clarify the difference we introduce
the following quantities that will be discussed extensively
in the following:
G
(2)
1 (x− y) ≡ 〈q
2
ab(x)q
2
ab(y)〉 − 〈q
2
ab(x)〉〈q
2
ab(y)〉 (18)
G
(2)
2 (x − y) ≡ 〈q
2
ab(x)q
2
ac(y)〉 − 〈q
2
ab(x)〉〈q
2
ac(y)〉 (19)
G
(2)
3 (x− y) ≡ 〈q
2
ab(x)q
2
cd(y)〉 − 〈q
2
ab(x)〉〈q
2
cd(y)〉 (20)
We see that the fluctuations of the link-overlap must be
naturally identified with G
(2)
1 (x − y). On the contrary,
the fluctuations of the energy receive three different con-
tributions and they depend also on off-diagonal terms.
The energy-energy correlation function is indeed:
〈E(0)E(x)〉c =
1
n
〈∑
ab
q2ab(0)
∑
cd
q2cd(x)
〉
c
=
= G
(2)
1 (x) + 2(n− 2)G
(2)
2 (x) +
(n− 2)(n− 3)
2
G
(2)
3 (x)
(21)
As we will see at the end of the next subsection the above
expression for the energy-energy correlations corresponds
to the so-called squared-longitudinal eigenvalue gL(2)(x)
and therefore it has a different scaling behavior from the
fluctuations G
(2)
1 (x) of the link overlap that receives a
contribution also from another (dominant) eigenvalue.
A. The Structure of Correlations of Quadratic
Observables
In order to characterize the behavior of the correlation
function (15) we must find a basis for the space of the
observables Qˆab,cd(x) where it is diagonal. Indeed at the
critical point each diagonal component will be character-
ized by a power-law decay with a given exponent. Now
in order to proceed it is useful to consider the implica-
tions of the invariance of the replicated Hamiltonian with
respect to the symmetry (13). The main consequence is
that a generic correlation function will be zero unless
each distinct replica index appears an even number of
times. Immediate implications for two-point functions of
the order parameter are:
G1(x, y) ≡ 〈qab(x)qab(y)〉 6= 0 , (22)
G2(x, y) ≡ 〈qab(x)qac(y)〉 = 0 , (23)
G3(x, y) ≡ 〈qab(x)qcd(y)〉 = 0 . (24)
Similarly one can show that the only cubic correlation
that does not vanish is
〈qab(x)qbc(y)qac(z)〉 6= 0 . (25)
The invariance can be also used to understand the
structure of quadratic composite operators. In par-
ticular we want to determine which elements of
G(ab,cd),(a′b′,c′d′)(x, y) are non-zero. We can distinguish
three types of subspaces:
• if (ab, cd) are all different then (a′b′, c′d′) must be
equal to (ab, cd) or a permutation. In other words,
4given four different indexes, say 1, 2, 3, 4, the three
composite operators
q12(x)q34(x) , q13(x)q24(x) , q14(x)q23(x) , (26)
form a closed sub-space. Replica symmetry implies
that the elements of the corresponding 3 × 3 in-
teraction matrix can take only two values (diag-
onal or off-diagonal) and therefore we have one
eigenvalue (the symmetric one) with degeneracy
one and another eigenvalue (the antisymmetric
one) with degeneracy two. The number of such
three-dimensional subspaces is given by the possi-
ble choice of four different indexes: n(n − 1)(n −
2)(n− 3)/4! .
• If (ab, cd) are such that there are two and only
two equal indexes, (say we consider the operator
q12(x)q13(x)), the unmatched indexes (2 and 3)
must be matched by (a′b′, c′d′), i.e. we must have
qj2(y)qj3(y) where j can be either equal to 1 or not.
This implies that the couple of unmatched indexes
2, 3 in qj2(x)qj3(x) define a closed n − 2 dimen-
sional subspace where each element corresponds to
a value of j. For symmetry reasons the interaction
matrix can take only two values, (diagonal or off-
diagonal), therefore we have the symmetric eigen-
value with multiplicity one and the antisymmetric
eigenvalue with multiplicity n− 3. The total num-
ber of subspaces is given by the couples of different
indexes: n(n− 1)/2.
• Lastly if we have two couples of equal indexes in
the left, e.g. in q212(x), we must also have two
couples of equal indexes on the right, i.e. q2ab(y)
where ab can be any couple of indexes. As a conse-
quence the structure of this subspace (that we call
quadratic in the following) is similar to that of qab
and we have accordingly three eigenvalues: longitu-
dinal, anomalous and replicon. A detailed analisys
of this subspace, that we call the squared subspace,
will be given in the following subsection.
1. General Properties of the Squared Subspace
We now present a more detailed analysis of the squared
subspace, i.e. the set of composite operators of the form
q2ab(x). This is a rather important subspace because as
we have seeen before both the energy and the link-overlap
belong to it. Replica-Symmetry group acts on this sub-
space in a way formally equivalent to that of the order
parameter qab(x) and therefore its diagonalization is dis-
cussed extensively in the literature [11–14].
As we already said RS implies that the correlations
of the squared order parameters can take only the three
possible values G
(2)
1 (x− y), G
(2)
2 (x− y) and G
(2)
3 (x− y),
defined above, depending on how many indexes are dif-
ferent. Using the classic Almeida-Thouless results (see
e.g. [12]) we can express the three susceptibilities in
terms of three diagonal propagators that we call the
squared-longitudinal, squared-anomalous and squared-
replicon subspaces in agreement with the standard no-
tation. We have:
G
(2)
1 (x) =
2 gL(2)(x)
n(n− 1)
+
2 gA(2)(x)
n
+
(n− 3) gR(2)(x)
n− 1
G
(2)
2 (x) =
2 gL(2)(x)
n(n− 1)
+
(n− 4) gA(2)(x)
n(n− 2)
+
(3− n) gR(2)(x)
n2 − 3n+ 2
G
(2)
3 (x) =
2 gL(2)(x)
n(n− 1)
−
4 gA(2)(x)
n(n− 2)
+
2 gR(2)(x)
n2 − 3n+ 2
(27)
At finite n each of the three diagonal components has a
power-law decay at criticality characterized by a different
exponent:
gR(2)(x) ∝
1
x2D−4−2ηR(2)
gL(2)(x) ∝
1
x2D−4−2ηL(2)
gA(2)(x) ∝
1
x2D−4−2ηA(2)
. (28)
However in the n→ 0 limit there is a peculiar change due
to the fact that the longitudinal and anomalous correla-
tions (and the corresponding exponents ηL(2) and ηA(2))
are equal. This on the other hand guarantees that the
above expressions for G
(2)
1 (x), G
(2)
2 (x), and G
(2)
3 (x) are
not singular at n = 0 as it may appear. In order to care-
fully study the problem we need to consider the difference
between the longitudinal and anomalous propagator di-
vided by n in the n→ 0 limit:
∆g(x) ≡ lim
n→0
gA(2)(x) − gL(2)(x)
n
. (29)
We can then take the quenched limit and obtain:
G
(2)
1 (x) = 2∆g(x)− 2gL(2)(x) + 3gR(2)(x)
G
(2)
2 (x) = 2∆g(x)−
3
2
gL(2)(x) +
3
2
gR(2)(x)
G
(2)
3 (x) = 2∆g(x)− gL(2)(x) + gR(2)(x) (30)
Quite interestingly the asymptotic behavior of ∆g(x) has
an additional logarithmic prefactor to the power-law that
results from the derivative of the finite-n power-law be-
haviors:
gR(2)(x) ∝
1
x2D−4−2ηR(2)
(31)
gL(2)(x) ∝
1
x2D−4−2ηL(2)
(32)
∆g(x) ∝
∆η2 lnx
x2D−4−2ηL(2)
. (33)
Note that the above mechanism leading to logarithmic
prefactors has been discussed earlier by Cardy as a rather
general feature of replicated theories [20].
5The logarithmic corrections have a numerical prefac-
tor proportional to the difference between the degenerate
eigenvalues divided by n:
∆η2 ≡ lim
n→0
ηA(2) − ηL(2)
n
. (34)
The presence of the logarithmic corrections would be
masked in G
(2)
1 (x), G
(2)
2 (x), G
(2)
3 (x) if the squared-
replicon is dominant, i.e. if ηR(2) > ηL(2) . As we will
see in the next section this is actually the case at least at
first order in the ǫ expansion. In order to observe numer-
ically the different exponents and the logarithmic scaling
one should study appropriate combinations of G
(2)
1 (x),
G
(2)
2 (x) and G
(2)
3 (x) that can be obtained inverting the
above n = 0 expressions:
gR(2)(x) = G
(2)
1 (x)− 2G
(2)
2 (x) +G
(2)
3 (x) (35)
gL(2)(x) = G
(2)
1 (x)− 4G
(2)
2 (x) + 3G
(2)
3 (x) (36)
∆g(x) =
3
2
G
(2)
3 (x) −G
(2)
2 (x) . (37)
It is important to observe that the above expression for
the squared-longitudinal eigenvalue coincides with that
of the energy-energy correlations (see eq. (21) above).
This implies that, at variance with the link-overlap fluc-
tuations G
(2)
1 (x), the energy-energy correlations do not
depend on the dominant replicon eigenvalue gR(2)(x) and
they are thus subdominant.
The above identification of the energy-energy corre-
lations with gL(2)(x) implies also that the logarithmic
corrections are absent in the energy-energy correlations
while they would be subdominant in the link-overlap fluc-
tuations, therefore in order to observe them one should
consider the above combination for ∆g(x).
The above structure was derived by symmetry argu-
ments: it is interesting to check that it holds at all or-
ders in the loop expansion of the replicated action (12).
In order to compute the loop expansion one has to attach
a couple of different replica indexes to the Feynman dia-
grams of the scalar cubic theory. The vertex w1 is such
that two indexes entering from the same leg must get out
from different legs. This has two consequences: i) each
index coming from one of the external legs must exit at
a different leg through a simple path (no bifurcations or
crossings); ii) internal indexes to be summed upon must
instead run on closed paths. This implies that at all or-
ders: i) the propagator remains diagonal upon renormal-
ization and ii) no additional cubic vertexes besides w1 are
generated by the loop expansion. Similarly one can show
that the decomposition of G(ab,cd),(a′b′,c′d′)(x, y) derived
above is satisfied at all orders as it should.
III. THE GENERIC MULTI-COMPONENT
CUBIC THEORY
In the following we consider the problem of the renor-
malization of the generic cubic field theory and then we
obtain expressions for the critical exponents of the corre-
sponding second-order phase transition. The connection
between the problem of the continuum limit in field the-
ories (which is solved by renormalization) and the prob-
lem of critical phenomena is discussed at length in many
places [7, 21–24] and we will not discuss it here. Instead
we recall the procedure in the simplest case of a scalar
massless cubic theory and then we repeat the same steps
in a completely general context. In the next section we
specialize again, this time considering the replicated the-
ory of the spin-glass in zero field.
A. The scalar massless theory
The massless scalar cubic field theory is given by [21–
23]:
H =
∫
dDx
[
1
2
(∂µφ0)
2 +
1
6
uφ30
]
. (38)
The above expression written in terms of renormalized
variables reads:
H =
∫
dDx
[
1
2
Z(∂µφ)
2 +
1
6
g k
−1/2
D µ
ǫ/2Zg φ
3
]
(39)
where ǫ = 6−D, µ is the momentum scale and
φ = Z−1/2φ0 (40)
is the renormalized field. Besides, kD is a factor intro-
duced for later convenience:
kD =
SD
(2π)D
(41)
where SD is the surface of the unit sphere in D dimen-
sions.
The renormalization constants are determined in the
minimal subtraction scheme imposing that the renormal-
ized proper vertexes are finite:
Γ(2)r = ZΓ
(2) (42)
Γ(3)r = Z
3/2Γ(3) (43)
Γ(1,2)r = ζ ZΓ
(1,2) (44)
where
Γ(1,2) =
d
dm0
Γ(2) (45)
and m0 is a mass source in the bare Hamiltonian:
δH =
∫
dDx
1
2
m0φ
2
0 . (46)
We consider as usual the following conditions that are
consistent with the tree level:
Z = 1 +O(g2), Zg = 1 + (g
2), ζ = 1 +O(g2) . (47)
6The expression for the β-function β(g) can be obtained
by derivation of the following equation with respect to µ
at u fixed:
k
1/2
D u = µ
ǫ/2G, G(g) ≡ gZg/Z
3/2 (48)
and leads to
β(g) = −
ǫ
2
G
(
dG
dg
)−1
. (49)
Introducing the functions
η(g) ≡ β(g)
d lnZ
dg
, (50)
η2(g) ≡ β(g)
d ln ζ
dg
, (51)
the critical exponents are given by η = η(g∗) and η2 =
η2(g
∗) where g∗ is the critical value of the renormalized
coupling constant identified by β(g∗) = 0. The exponent
η2 determines the anomalous dimension of the product
through:
dφ2 = D − 2− η2 , (52)
therefore the correlation length exponent is:
dφ2 = D −
1
ν
→ ν =
1
2 + η2
. (53)
1. The computation of the coupling constants
At one loop order we obtain for the renormalized con-
stants:
Z = 1−
g2
6ǫ
. (54)
Zg = 1−
g2
ǫ
, G = g −
3g3
4ǫ
(55)
The β function in our case reads:
β(g) = −
1
2
ǫ g −
3
4
g3 . (56)
Including a φ2 insertion and using the condition that
ZζΓ(1,2) is finite (where Γ(1,2) is the generating functional
with two external legs evaluated in presence of an inser-
tion) we obtain:
ζ = 1−
5
6ǫ
g2 (57)
which implies at the leading order:
η(g) =
g2
6
, η2(g) =
5
6
g2 . (58)
B. The generic massless theory
We now proceed to the generalization of the above for-
mulas. The general action is
H =
∫
dDx

1
2
∑
i
(∂µφ0,i)
2 +
1
6
∑
ijk
uijk φ0,iφ0,jφ0,k


(59)
where uijk is symmetric in its three indexes and the
generic index i can take values from 1 up to M .
We want to introduce a renormalized coupling constant
as:
k
1/2
D uijk = µ
ǫ/2gijk +O(g
3) (60)
and we renormalize the fields according to
φi = (Z
−1/2)ijφ0,j (61)
(above and in the following we use the notation for which
repeated indexes are summed upon) with
Zij = δij +O(g
2) . (62)
The renormalized vertexes are defined as [24]:
Γ
(2)
r,ij = (Z
1/2)ii′(Z
1/2)jj′Γ
(2)
i′j′
Γ
(3)
r,ijk = (Z
1/2)ii′(Z
1/2)jj′ (Z
1/2)kk′Γ
(3)
i′j′k′ (63)
Γ
(1,2)
r,(ij),(kl) = ζ(ij),(i′j′) (Z
1/2)kk′ (Z
1/2)ll′Γ
(1,2)
(i′j′),(k′l′) .
The function u(g), from which the generalized β function
can be obtained, and the functions Zij and ζ(ij),(i′j′) are
determined in the minimal scheme imposing the finite-
ness of the renormalized vertexes with:
ζ(ij),(i′j′) =
1
2
(δii′δjj′ + δij′δji′ ) +O(g
2) . (64)
The diagrams are the same of the scalar theory.
For the field renormalization we have:
Γ
(2)
ij = µ
2
(
δij +
1
6ǫ
gimngmnj
)
(65)
from which we obtain:
Zij = δij −
1
6ǫ
Aij (66)
with
Aij ≡ gimngmnj . (67)
For the coupling constant renormalization we have:
Γ
(3)
ijk = uijk + uilmujlnuknmkD
µ−ǫ
ǫ
(68)
from which:
k
1/2
D Γ
(3)
r,ijk = k
1/2
D (Z
1/2)ii′ (Z
1/2)jj′ (Z
1/2)kk′Γ
(3)
i′j′k′ =
7= −
µǫ/2
12ǫ
Aii′gi′jk −
µǫ/2
12ǫ
Ajj′gij′k −
µǫ/2
12ǫ
Akk′gijk′+
+k
1/2
D uijk +Bijk
µǫ/2
ǫ
with
Bijk ≡ gilmgjlngknm . (69)
The condition that the above expression remains finite
implies that:
k
1/2
D uijk = µ
ǫ/2
[
gijk −Bijk
1
ǫ
+
+
1
12ǫ
Aii′gi′jk +
1
12ǫ
Ajj′gij′k +
1
12ǫ
Akk′gijk′
]
from which differentiating with respect to µ at uijk fixed
and solving recursively we obtain the expression for the
generalized β-function:
βijk = −
ǫ
2
gijk −Bijk+
+
1
12
Aii′gi′jk +
1
12
Ajj′gij′k +
1
12
Akk′gijk′ .
The dimension of the fields can be extrapolated from the
eigenvalues of the following operator that appears in the
Callan-Symanzik equation:
ηij = 2βi′j′k′
(
dZ1/2
dgi′j′k′
Z−1/2
)
ij
. (70)
Finally, we obtain:
ηij =
1
6
gimngmnj . (71)
For the operator insertion the scalar expression general-
izes to:
Γ
(1,2)
(ij),(kl) =
1
2
(δikδjl + δilδjk) +
1
2ǫ
(gikngnjl + gilngjkn)
(72)
from which the operator renormalization can be obtained
as:
ζ(ij),(kl) =
1
2
(δikδjl + δilδjk)+
+
1
24ǫ
δikAjl +
1
24ǫ
δilAjk +
1
24ǫ
δjkAil +
1
24ǫ
δjlAik+
−
1
2ǫ
(gikngnjl + gilngjkn) .
The dimension of the composite operator derives from
the following operator that also appears in the Callan-
Symanzik equation:
η
(2)
ij,kl = βi′j′k′
(
dζ
dgi′j′k′
ζ−1
)
ij,kl
(73)
where ζij,kl defined above is considered as a linear op-
erator restricted to the space of symmetric matrices Aij
with the scalar product A ·B ≡
∑
ij AijBij .
Note that on this space the O(1) term (δikδjl+δilδjk)/2
in ζ is equivalent to the identity. Correspondingly the
dimension of the composite operator is given by the
M(M + 1)/2 (M is the number of components of the
field) eigenvalues of η
(2)
ij,kl (corresponding to symmetric
eigenvectors). We finally arrive at:
η
(2)
(ij),(kl) = −
1
24
δikAjl−
1
24
δilAjk−
1
24
δjkAil−
1
24
δjlAik+
+
1
2
(gikngnjl + gilngnjk) .
Typically the energy is associated to the most symmetric
composite operator
∑
i φ
2
i,0. Calling η2 the corresponding
eigenvalue we find:
ν = (2 + η2)
−1 , α = 2− νD (74)
where as usual ν and α are the critical exponents asso-
ciated to the correlation length and to the specific heat.
The critical behavior with the temperature of the fluctu-
ations of a composite operator associated to a different
eigenvalue η′2 of the matrix η
(2)
(ij),(kl) are then given by
α′ = α+ 2 ν (η′2 − η2) . (75)
IV. CRITICAL EXPONENTS OF THE SQUARE
SUBSPACE: SPECIFIC HEAT AND
LINK-OVERLAP FLUCTUATIONS
In this section we apply the generic formulas derived
above to the replicated theory (12) in order to compute
the dimension of the composite operators in the squared
subspace, we will thus determine ηL(2) , ηA(2) and ηR(2) to
the first order in the ǫ expansion.
In the previous section we have considered the gen-
eral case where the cubic interaction term is given by a
generic tensor uijk. Special cases are those where the ten-
sor possesses some symmetry that reduces the number of
its independent components. Note that the symmetry is
preserved at all orders in the perturbation expansion. An
important subclass is when there are enough symmetries
in the Hamiltonian to determine the tensor up to a single
coupling constant, in this case we can write uijk = udijk
and gijk = gdijk where dijk is one instance of the sym-
metric tensor. An important instance of this subclasss is
8the percolation problem when mapped to a Potts model.
The replicated theory (12) also belongs to this class be-
cause, as we have seen before, the RS symmetry and the
Z2 symmetry imply that there is only one type of cubic
term with coupling constant w1. A detailed third-order
treatment of the problem for a generic symmetric tensor
dijk has been given in [16] and the results have been ap-
plied to the above spin-glass Hamiltonian in [18] where
the third order ǫ-expansions for the critical exponents ν
and η are presented (errors in [18] have been corrected in
[19]). We note that it is not clear at present if these series
can be resummed in dimension D = 3 (see also [17]).
We first rederive the results of [16] at the lowest or-
der using the results of the previous section. In this case
clearly the indexes i, j, k, l run from one to n(n − 1)/2
(the number of independent components of the symmet-
ric matrix Qab). For the β function we have:
Bijk = βˆg
3dilmdjlndknm = βˆg
3dijk , βˆ = 1 + (n− 3)
(76)
where the n−3 comes from the case in which each enter-
ing replica index exits at the first possible vertex, while
the 1 comes from the case in which each replica index
crosses a vertex and then exits at the next [18]. Note
that dilmdjlndknm is proportional to dijk because we are
working in the special case [16] where the symmetries
of the problem determines each third-rank tensor up to
a multiplicative factor. The two-point function remains
diagonal with:
Aij = αˆg
2δij , αˆ = 2(n− 2) (77)
(we are following the conventions of Ref. ([16]) and thus
αˆ and βˆ in the above formulas should not be confused
with the specific heat exponent and the β function). One
then obtains:
β(g) = −
ǫ g
2
− βˆg3 +
αˆ
4
g3 (78)
from which the fixed point reads:
g2∗ =
2ǫ
αˆ− 4βˆ
=
ǫ
2− n
(79)
and the anomalous dimension of the overlap is:
η =
g2αˆ
6
=
αˆǫ/3
αˆ− 4βˆ
= −
ǫ
3
. (80)
As we have seen in the previous section the dimension of
the composite operator is associated to the eigenvalues
of the matrix:
η
(2)
(ij),(kl) = −
1
12
(δikδjl+δilδjk)αg
2+
1
2
(gikngnjl+gilngnjk)
(81)
where we have used Aij = αˆg
2δij . Projecting on the
squared subspace means computing the eigenvalues of
η
(2)
(ii),(kk). The indexes i and k label the elements of
the matrix Qab, as a consequence η
(2) restricted to the
squared subspace has the form of the generic mass matrix
in RS theories [12]M(ab),(cd). Just for reader convenience
we recall that such a matrix can assume three possible
values:
M1 = M(ab),(ab) ,M2 =M(ab),(ac) ,M3 = M(ab),(cd) (82)
and it has three eigenvalues called longitudinal, anoma-
lous and replicon:
rR = M1 − 2M2 +M3 , (83)
rA = M1 + (n− 4)M2 − (n− 3)M3 , (84)
rL = M1 + 2(n− 2)M2 +
(n− 2)(n− 3)
2
M3 (85)
where in the n→ 0 limit longitudinal and anomalous are
degenerate:
rA = rL = M1 − 4M2 + 3M3 . (86)
One can see that the η
(2)
(ii),(kk) matrix is given by:
η
(2)
(ii),(kk) = −
1
6
δikαg
2 + gikngnik
where the first term contributes to M1, while the second
one contributes to M2:
M1 = −
n− 2
3
g2 ,M2 = g
2 ,M3 = 0 (87)
(one can check that M3 becomes non zero at the next
order in the loop expansion). Note that we are borrowing
definitions from the case of the spin-glass in a field theory
where M(ab),(cd) is associated to the correlations of the
overlap and not as in our case to the overlap squared.
It is clear that one should identify ηL(2) with rL and
ηR(2) with rR as given by the previous formulas and there-
fore the anomalous dimensions computed at the fixed
point g∗ are:
ηL(2) = −
5
3
ǫ , ηR(2) =
n+ 4
3(n− 2)
ǫ = −
2
3
ǫ+O(n). (88)
We see that the square-replicon is larger than the
squared-longitudinal and therefore the link overlap has
larger fluctuations then the energy. The correlation
length exponent ν is then given by:
ν = (2 + ηL(2))
−1 =
1
2
+
5
12
ǫ (89)
in agreement with earlier results [15, 18].
The specific heat behavior is given by
α = −1− 2ǫ (90)
while the corresponding exponent for the link overlap is
larger:
αlink = −1− ǫ . (91)
9Note that a divergence of the link-overlap fluctuations
corresponds by definition to a positive αlink. Since the
mean-field value (ǫ = 0) is negative it is not possible
to observe such a change in perturbation theory. Nev-
ertheless a positive value of the coefficient of the O(ǫ)
correction would make a change of sign more likely. In-
stead the coefficient of the O(ǫ) term is negative and the
only qualitative information we get is that it is smaller
in absolute value than that of the specific heat, imply-
ing that the link-overlap fluctuations are larger than the
specific heat.
V. CONCLUSIONS
We have illustrated a characterization of the fluctu-
ations and correlations of quadratic observables in the
Edwards-Anderson spin-glass model in zero field. No-
tably our study reveals that the energy-energy correla-
tions (thus the specific heat) have a different critical be-
havior than the fluctuations of the link overlap. Accord-
ing to a computation at first order in the ǫ expansion
the link-overlap fluctuations are larger than the specific
heat. This has to be contrasted with the well-known re-
sult that the average energy and link overlap have the
same critical behavior.
In order to compute the 6−ǫ expansion we approached
the problem in terms of the renormalization of quadratic
composite operators in a generic multicomponent cubic
field theory obtaining results that have a wider range
of applicability than spin-glass theory. An unexpected
outcome is that some critical contributions to the link-
overlap fluctuations have a logarithmic prefactor absent
in the specific heat. An interesting problem is that this
anomalous logarithmic prefactor is associated to a sub-
dominant term (that we called square-longitudinal) and
thus one should devise an appropriate procedure to ob-
serve it in a numerical simulation.
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