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The most common way of estimating the anomalous diffusion exponent from single-particle trajec-
tories consists in a linear fitting of the dependence of the time averaged mean square displacement
on the lag time at the log-log scale. However, various measurement noises that are unavoidably
present in experimental data, can strongly deteriorate the quality of this estimation procedure and
bias the estimated exponent. To investigate the impact of noises and to improve the estimation
quality, we compare three approaches for estimating the anomalous diffusion exponent and check
their efficiency on fractional Brownian motion corrupted by Gaussian noise. We discuss how the
parameters of this anomalous diffusion model and the parameters of the estimation techniques in-
fluence the estimated exponent. We show that the conventional linear fitting is the least optimal
method for the analysis of noisy data.
PACS numbers: 05.40.Jc, 02.50.Ng, 02.70.-c, 05.10.-a
I. INTRODUCTION
Anomalous diffusion processes are widely discussed in
the literature, in particular, in the context of single-
particle trajectories analysis [1–12]. The anomalous dif-
fusive behavior is manifested by non-linear time growth
of the mean square displacement (MSD), 〈X2(τ)〉 '
2Dβτ
β , where β is the anomalous diffusion exponent, Dβ
is the generalized diffusion coefficient (in units m2/sβ),
and 〈.〉 denotes the (ensemble) average over the probabil-
ity distribution of X(τ). Depending on the β parameter
one can distinguish between sub-diffusive (β < 1), dif-
fusive (β = 1), and super-diffusive (β > 1) behavior,
[2, 13–20]. However, due to a limited number of trajec-
tories in many experiments, the ensemble average (EA)
MSD needs to be replaced by the time average (TA) MSD
calculated from a single trajectory. For a vector of obser-
vations X(1), X(2), . . . , X(N) of length N , the TAMSD
at the lag time τ is defined as
MN (τ) =
1
N − τ
N−τ∑
i=1
(X(i+ τ)−X(i))2. (1)
For an ergodic process with stationary increments,
TAMSD converges to EAMSD in the limit N → ∞,
MN→∞(τ) = 〈X2(τ)〉, i.e., the distribution of TAMSD
converges to a Dirac delta function centered on the value
of EAMSD. Consequently, for 1 ≤ τ  N the mean
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TAMSD scales as
〈MN (τ)〉 ' 2Dβτβ . (2)
The TAMSD is one of the classical tools used for esti-
mation of the anomalous diffusion exponent β. The pro-
cedure of estimation is simple: the TAMSD is plotted
versus the lag time τ at the log-log scale and the esti-
mated β parameter is the slope of the expected straight
line, fitted by using the least squares method [8, 11].
The classical pure anomalous diffusion models include
fractional Brownian motion (fBm) [21, 22], fractional
Le´vy stable motion [23] and continuous-time random
walk [24, 25]. In this paper, we focus on the fBm that
is a non-Markovian generalization of Brownian motion
and one of the most fundamental models of stochastic
motion. Specifically, it is the only self-similar Gaussian
process with stationary increments. The fBm can also
be related to generalized Langevin processes with power
law decaying friction kernels, an attractive framework for
many physical systems [26–29].
One of the main statistical challenges in the experi-
mental data analysis is the proper model recognition and
the precise estimation of the best model parameters. In
this paper, we focus on the estimation of the parameters
of noisy anomalous diffusion in which “pure” (i.e. noise-
less) fBm is progressively corrupted by Gaussian white
noise. We propose two alternative approaches for anoma-
lous diffusion exponent estimation and compare them to
the common linear fitting on simulated data. Moreover,
we discuss how the parameters of the considered model
influence the estimation results. The similar problem was
discussed in [30–32] in case of ordinary Brownian motion.
The rest of the paper is organized as follows: in the
next section we formulate the problem. In section III we
propose and compare three approaches for anomalous pa-
rameters estimation. In section IV we check the efficiency
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2of the proposed estimation techniques on simulated data.
The last section concludes the paper.
II. PROBLEM FORMULATION
The classical approach for estimating the parameters
Dβ and β from Eq. (2) for “pure” anomalous diffusion
consists in a linear fitting. More precisely, the TAMSD
first is calculated from a vector of positions according to
Eq. (1). Then, taking the logarithm of both sides of the
formula (2) one can estimate the parameters using the
classical least squares method in linear regression. The
details of this approach are presented for instance in [33].
Usually, the parameters are estimated by using integer
lag-times τ ∈ [1, τmax]. The accuracy of the estimation
decreases as τmax gets larger. In spite of its numerous ap-
plications in practice, the approach has some drawbacks.
Even if the experimental data exhibit a behavior ade-
quate to some theoretical model of anomalous diffusion,
it is always disturbed by measurement noise [34]
X(τ) = Z(τ) + ξ(τ), (3)
where Z(τ) is a “pure” anomalous diffusion process with
Dβ and β parameters, and ξ(τ) denotes noise, which is
assumed to be independent from Z(τ) and normally dis-
tributed with mean zero and variance σ2. The EAMSD
reads then
〈X2(τ)〉 = 2Dβτβ + σ2. (4)
Figure 1 shows that the noise term σ2 makes the
EAMSD (as well as the TAMSD) flat, until the con-
tribution from anomalous diffusion becomes dominant:
2Dβτ
β  σ2. To avoid such a noise dominated region, it
is natural to perform the fitting from τmin to τmax, with
some τmin > 1. This is the first problem discussed in this
paper. We check by simulations how the noise term σ2
influences the estimation results and how the selection of
the τmin and τmax in the classical estimation algorithm
can change the estimation efficiency.
The second considered problem can be formulated as
follows: even if fitting is performed over the window from
τmin to τmax, it is not enough to get efficient estimators
of Dβ and β from the linear fit, because departures from
the linear shape of MSD is increasing with σ (see Fig.
1). In this paper, we propose two alternative approaches
for estimating β and Dβ via a non-linear fitting. To our
knowledge, the non-linear fitting approach to estimating
anomalous diffusion parameters was not systematically
studied yet. Both approaches assume the toy model de-
fined in Eq. (3), i.e. the noise term is taken into consid-
eration. Then, we compare the estimation results for the
proposed methods with the classical method where the
model is just anomalous diffusive process Z(τ). More-
over, we check also the influence of σ, τmin, and τmax on
the estimation results for two approaches. The simula-
tions will be presented for the selected anomalous diffu-
sion model Z(τ) in (3), namely fBm, however we would
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FIG. 1. The MSD of the fractional Brownian motion with
β = 0.6 and Dβ = 1/2, corrupted by white noise with three
different values of the standard deviation σ = {0, 1, 10}. Ar-
bitrary units are used.
like to highlight that the problem is relevant for any er-
godic process showing anomalous diffusion.
III. ANOMALOUS DIFFUSION EXPONENT
ESTIMATION
In this section, we describe three approaches used to esti-
mate the anomalous diffusion exponent β. Although we
focus on the anomalous diffusion exponent estimation,
the presented approaches are also useful for estimating
the diffusion parameter Dβ .
A. Approach I
The classical Approach I consists in taking the logarithm
of both sides of Eq. (4) and expanding the right-hand
side to the first order of with respect to the small param-
eter σ
2
2Dβτβ
 1. The relation becomes
ln
(〈X2(τ)〉) = ln(2Dβ) + β ln(τ) + σ2
2Dβτβ
+O(τ−2β),
(5)
then with the variable u = ln(τ) we get
ln
(〈X2(u)〉) = ln(2Dβ) + βu+ σ2
2Dβ
e−βu +O(e−2βu).
(6)
There is a linear dependence of ln
(〈X2(u)〉) on u with
an exponentially decaying (in log-log coordinates) correc-
tion related to the noise term σ2. In the limit either of
small σ2 or large u, the noise effect disappears and the
estimation is reduced to a linear regression.
In this approach, we estimate the β exponent in a simi-
lar way as for pure fBm. The details of this approach one
can find for instance in [33] therefore we only sketch the
3idea. For pure fBm in order to estimate the anomalous
diffusion exponent β one needs to calculate TAMSD from
the trajectory X(1), X(2), . . . , X(N) of length N at the
points τmin, . . . , τmax and then fit the linear function of a
form ln(Dβ)+β ln(i) to ln(MN (i)) for τ = τmin, . . . , τmax.
The exact form of the estimator βˆ from the least squares
method to linear fitting reads
βˆ =
n
∑τmax
τ=τmin
ln(τ) ln(MN (τ))−
∑τmax
τ=τmin
ln(τ)
∑τmax
τ=τmin
ln(MN (τ))
n
∑τmax
τ=τmin
ln2(τ)− (∑τmaxτ=τmin ln(τ))2 , (7)
where ∆τ = τmax − τmin and n = ∆τ + 1. In the Ap-
proach I, for small values of σ, we can neglect the noise
term and use the estimator for pure fBm. Other choice
of the estimator is possible in the case τmin = 1 [33]. The
discussion about the theoretical properties of the modi-
fied estimator is presented in Appendix A.
Due to the finite trajectory length N < ∞, the selec-
tion of τmax too close to N would result in large fluctua-
tions because of the small number of data points con-
tributing for the average. Simulations allow checking
both the effects of τmin, τmax on the estimation at a given
level of noise (see section IV).
B. Approach II
The Approach II is one of the alternatives to the clas-
sical method presented above. In contrast to Approach
I, we estimate the β parameter taking into account the
noise term ξ(τ) in the model (3).
The idea is to perform a fitting using the exact formula
of the EAMSD in Eq. (4)
MN (τ) ∼ 2Dβτβ + σ2, (8)
where ∼ means the equality in the expected value. Simi-
larly to Approach I, we calculate MN (τ) for the lag times
τmin, . . . , τmax. However, in this case, the fitting function
Mˆ(τ) is defined as follows
Mˆ(τ) = 2Dˆβτ
βˆ + σˆ2, (9)
where βˆ, Dˆβ and σˆ are three fitting parameters. In order
to estimate these parameters, one has to the minimize
the error function Υ =
∑τmax
i=τmin
(MN (i) − Mˆ(i))2. The
minimum is found when the gradient of Υ with respect
to the fitting parameters is equal to zero and the er-
ror is the lowest. The function Mˆ(τ) has a non-linear
dependence on τ making it dependent on the fitting pa-
rameters themselves. In this case, the explicit expression
of an estimator βˆ is not accessible and has to be calcu-
lated numerically. The non-linear fitting methodology is
described in Appendix B.
C. Approach III
In the last approach, we make a simple transformation
of the TAMSD to reduce the number of fitting param-
eters. We take into account the fact that the fitting is
starting at the point τmin. Thus we subtract fromMN (τ),
τ ∈ [τmin, . . . , τmax] the term MN (τmin) so that the for-
mula (8) reduces to
MN (τ)−MN (τmin) ∼ 2Dβ
(
τβ − τβmin
)
. (10)
This transformation removes the noise term, at the cost
of a more complex dependence on β. Thus, in the Ap-
proach III, we calculate MN (τ)−MN (τmin) at lag times
τmin, . . . , τmax and then fit them by the function
Mˆ(τ) = 2Dˆβ
(
τ βˆ − τ βˆmin
)
. (11)
Similar to Approach II, the function Mˆ(τ) is non-linear,
so an iterative procedure is necessary for error minimiza-
tion.
IV. OPTIMAL PARAMETERS FOR β
ESTIMATION
In this section, we discuss the β parameter estima-
tion from Monte Carlo simulations. We simulate single-
particle trajectories by the model in Eq. (3), where Z(τ)
is an fBm with a given β and Dβ = 1/2. We compare
three approaches and check which one is the most effi-
cient for the β parameter estimation. Although similar
techniques can be used for estimating the diffusion pa-
rameter Dβ , we do not consider this option in this paper.
We test the three fitting approaches on three represen-
tative cases of the fBm: (i) sub-diffusive anti-persistent
motion with β = 0.6, (ii) diffusive Markovian motion
with β = 1 and (iii) super-diffusive persistent motion
with β = 1.4. In order to be closer to experimental condi-
tions, three levels of noise are tested, classified from none
to high noise with the standard deviation taking values
σ = {0, 1, 10}. In every case the fitting is performed us-
ing the TAMSD calculated from a single trajectory. The
performance of each method is measured in terms of the
accuracy A(%) of the estimation, which is the percent-
age of the estimated exponent which falls in the range
4β−0.2 < βˆ < β+ 0.2. The quantity A is calculated from
the estimated distribution of βˆ obtained from M = 1000
realizations.
First, we determine which approach from Section III
is the most accurate for each couple τmin, τmax and level
of noise σ. For a better comparison, it is convenient to
replace τmax by the time window width
∆τ = τmax − τmin.
Figure 2 shows the result for long trajectories (N =
1000). In the case without noise (first row), the clas-
sical approach (Approach I) performs rather poorly as it
can outperform other approaches only in the case where
τmin = 1 and ∆τ > 110, 40, 30 for β = 0.6, 1, 1.4, re-
spectively. The Approach III gives satisfactory results
in the lower triangle where roughly τmin > ∆τ , from
anti-persistent to diffusive motion (β ≤ 1) while it is Ap-
proach II that is better for β > 1 in this region. In all
other situations, Approach II is the best.
Conclusions drawn from the first row of Figure 2 are
also applicable to small noise (second row, σ = 1). This
is understandable as the TAMSD is affected by this level
of noise only around τ ≈ 1 (see Figure 1). In contrast, for
large noise (σ = 10, third row), the TAMSD is affected
by the noise on a longer time range, and the results are
different: (i) for β = 0.6 the best estimation is achieved
by increasing both τmin and ∆τ ; (ii) for β = 1 the best
score is achieved by increasing τmin but keeping ∆τ not
too high; (iii) for β = 1.4, the quality of the estimations is
poor in every case. The last result is counter-intuitive as
the impact of noise is reduced as β increases (see Eq. (5))
but this reduction is not enough at small τ , for instance,
noise still presents one third of the MSD (2Dτ1.4c /σ
2 = 2)
at τc ≈ 44. At longer lag-time τ (but still with τ <
N/20), the positive auto-correlations slow down the self-
averaging so the distribution of the TAMSD is wider [33].
The combination of noise and the wider distribution of
TAMSD prevents obtaining a correct estimation of the
exponent with trajectories of length N = 1000.
Figure 3 shows the results in the same conditions for
trajectories of length N = 100. Such short trajectories
are often encountered in biological applications. In this
case, the distribution of the TAMSD is wider, thus the
estimation is more difficult. When there is no noise, it is
still possible to achieve a good estimation for small τmin
and ∆τ while the presence of even mild noise makes the
estimation unreliable. In the regime of strong noise, the
estimation is so bad that it would make no difference to
uniformly pick an exponent in the range β ∈ [0, 2]. Thus,
for short trajectories the TAMSD is not appropriate.
What are the best approach and the optimal estima-
tion parameters that maximize the accuracy? Looking at
Figs. 2 and 3, one can see that there is neither “the best
approach”, nor the unique optimal values for τmin and
τmax. In turn, we can determine the best approach and
the optimal parameters for each combination of the tra-
jectory length N , exponent β and level of noise σ. The
results are gathered in Table I. Strikingly, the commonly
used Approach I is nowhere the best. For N = 1000,
when there is no noise, the best choice is Approach II
in every case, with τmin = 1 and ∆τ = 10 (note that
the optimal value for ∆τ can be even smaller, due to
the discrete exploration of the parameters space). In the
presence of noise, the Approach III is the best, with pro-
gressively increasing τmin and ∆τ as the noise level in-
creases. For N = 100, the noise impacts significantly the
accuracy. Even for σ = 1, accuracy drop to ≈ 50% em-
phasizing that precise estimation based on such a short
trajectory requires a very good experimental signal to
noise ratio.
V. CONCLUSIONS
We studied the problem of estimation of the anoma-
lous diffusion exponent for processes in which a “pure”
anomalous diffusion model is corrupted by independent
noise. We propose two alternative approaches that can
be used for estimating anomalous diffusion exponent. We
indicate their advantages and limitations and check their
efficiency by Monte Carlo simulations. We show that the
classical estimation fails in every case. Moreover, none
of the approaches is the best for all cases. We indicate
how the model parameters, as well as parameters of the
estimation techniques, may influence the results. The
presented discussion and results can be useful for a more
reliable statistical analysis of single-particle trajectories
in cell biology and other fields.
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Appendix A: Properties of the βˆ in Approach I
The expected value of the estimator βˆ defined in (7)
takes the form
E{βˆ} = n
∑τmax
τ=τmin
ln(τ) ln(E{MN (τ))} −
∑τmax
τ=τmin
ln(τ)
∑τmax
τ=τmin
E{ln(MN (τ))}
n
∑τmax
τ=τmin
ln2(τ)− (∑τmaxτ=τmin ln(τ))2
5FIG. 2. Percentage of estimations in the range β−0.2 < βˆ < β+0.2 for the best approach among the three tested. From left to
right β = {0.6, 1, 1.4}, from top to bottom the standard deviation of white noise in the range σ = {0, 1, 10} with Dβ = 1/2 and
N = 1000. Each pair [τmin,∆τ ], where ∆τ = τmax − τmin with τmin ∈ [1, 11, . . . , 191] and τmax ∈ [11, . . . , 201], are considered.
Dashed patterns highlight the most accurate approach with Horizontal, vertical and crossed lines respectively associated to
Approaches I, II, and III; colors highlight the corresponding best Accuracy score from dark blue (Accuracy = 0) to light red
(Accuracy = 100%); dark blue triangular regions (τmax > 20N/100) were not tested.
which for the infinitely long trajectory gives
E{βˆ} N→∞→ β. (A1)
One can also calculate the exact expression of Var{βˆ}.
As the idea is similar to [33] we do not repeat long cal-
culations here. From the Cauchy-Schwarz inequality and
the fact that Var{ln(MN (τ))} N→∞→ 0, we get that the
variance of the estimator vanishes at long time
Var{βˆ} N→∞→ 0. (A2)
This makes the estimator consistent and asymptotically
unbiased in the case without noise. The conclusions hold
in the presence of noise in the region where diffusion is
dominant for τmin  (σ2/Dβ)1/β . However, one has
never access to infinitely long trajectories in real con-
ditions, so the estimator has an intrinsic distribution.
Appendix B: Non-linear fitting
Non-linear fitting in Approaches II and III consists in
finding the parameters Dˆβ , βˆ and possibly σˆ (see (9)
and (11)) that minimize the sum of squared errors. For
a non-linear problem, there is no explicit expression for
the estimator, and one has to perform the minimization
procedure by numerical methods. In this article, we use
a trust region method [35, 36] to perform non-linear least
square fitting with Matlab. In order to reduce the calcu-
lation time and avoid nonphysical values of parameters,
some constraints are imposed on the parameters. All
parameters are positive, the exponent βˆ cannot exceed
the ballistic regime, βˆ ≤ 2, and the noise is necessarily
smaller than the TAMSD at τ = 1 so σˆ2 ∈ [0,MN (1)].
There is no evident upper bound for the generalized dif-
fusion coefficient so we assume Dˆβ ∈ [0,∞). For the min-
imization procedure, a crucial point is the choice of the
6FIG. 3. Percentage of estimations in the range β − 0.2 < βˆ < β + 0.2 (Accuracy) for the best approach among the three
tested. From left to right β = {0.6, 1, 1.4}, from top to bottom the standard deviation of white noise in the range σ = {0, 1, 10}
with Dβ = 1/2 and N = 100. Each pair [τmin,∆τ ], where ∆τ = τmax − τmin with τmin ∈ [1, 2, . . . , 19] and τmax ∈ [3, . . . , 20],
are considered. Dashed patterns highlight the most accurate approach with Horizontal, vertical and crossed lines respectively
associated to Approaches I, II, and III; colors highlight the corresponding best Accuracy score from dark blue (Accuracy = 0)
to light red (Accuracy = 100%); dark blue triangular regions (τmax > 20N/100 + 1) were not tested.
stopping criterion . The iteration is interrupted when
the relative change in the error function |Υi+1−Υi|1+|Υi| < .
Choosing  too large forces the algorithm to stop before
convergence, resulting in poor estimation. Conversely,
taking  too small makes the minimization longer because
the random nature of the TAMSD imposes a lower limit
on the possible precision obtained. In our case, MN does
not follow exactly the theoretical MSD as the TAMSD,
evaluated over a single realization of a stochastic process
of finite length N , is itself random. Thus one cannot ex-
pect a perfect match between Mˆ and MN , in other words,
there is a distribution of the minimum for the function Υ
which is determined by the fluctuations of the TAMSD,
depending on τmin, τmax, N, and β, moreover the presence
of a white noise increases uncertainty and thus increases
the optimal . The best  is the largest possible value for
which the estimation remains unchanged. In this article
we chose  = 0.01 as a good compromise between speed
and precision.
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