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Abstract
We consider the following integer multipath flow network synthesis problem. We are given two positive integers q, n,
(1 < q < n), and a non-negative, integer, symmetric, n × n matrix R, each non-diagonal element ri j of which represents the
minimum requirement of q-path flow value between nodes i and j in an undirected network on the node set N = {1, 2, . . . , n}. We
want to construct a simple, undirected network G = [N , E] with integer edge capacities {ue : e ∈ E} such that each of these flow
requirements can be realized (one at a time) and the sum of all the edge capacities is minimum. We present an O(n3) combinatorial
algorithm for the problem and we show that the problem has integer rounding property.
c© 2008 Elsevier B.V. All rights reserved.
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1. Introduction
Gomory and Hu [10] and Mayeda [24] have considered the following continuous network synthesis problem, an
elegant description of which can be found in [7]:
Given an integer n > 1 and a non-negative, symmetric, n × n matrix R, each non-diagonal element ri j of
which represents the minimum required flow value between nodes i and j in an undirected network on the node set
N = {1, 2, . . . , n}, construct an undirected network G = [N , E] on node set N with non-negative, real-valued edge
capacities {ue : e ∈ E}, such that (i) all the flow requirements are met one at a time, (that is, for any i, j ∈ N , i 6= j ,
the maximum flow value in G from i to j is at least ri j ), and (ii)
∑{ue : e ∈ E} is minimum.
This problem, (and its generalization to the case of synthesizing a network with minimum weighted sum of edge
capacities), has a polynomial size linear programming formulation [11], which can be solved in strongly polynomial
time using Tardos’ algorithm [29]. However, the Tardos’ algorithm is known to be quite slow in practice. There is
therefore a need for a special purpose, combinatorial, strongly polynomial algorithm which provides insight into the
combinatorial structure of the problem and also works efficiently in practice.
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In both [10,24], efficient combinatorial, strongly polynomial algorithms are presented for (the unweighted case
of) the problem. The Gomory–Hu algorithm in [10] has a computational complexity of O(n2), and the synthesized
network contains O(n) edges. Also, when all the elements of the matrix R are integers, the edge capacities in the
synthesized network are multiples of half. Alternate, combinatorial algorithms for the problem are presented in [12,
28].
In [4,26], an integer version of the problem of [10,24] is considered. Here, all the elements of the input matrix R
and all the edge capacities of the synthesized network are required to be integers. In [4] and independently in [26],
combinatorial algorithms of computational complexity O(n2) are presented for the problem, and it is shown that
whenever max{ri j : j ∈ N − {i}} > 1 ∀i ∈ N , the problem has integer rounding property, (that is, the difference
between the sum of edge capacities in the optimal networks for the integer and continuous versions of the problem
is less than 1). (As pointed out in [27], the algorithm in [4] is lacunary and does not apply to some cases.) Alternate
algorithms for the problem are given in [19,27]. A strongly polynomial algorithm is given in [8] for a generalization
of the problem to one in which we want to increase the edge capacities of a given network so as to meet the given flow
requirements, such that the sum of additional capacities is minimum.
For the weighted case of the problem, strongly polynomial combinatorial algorithms for the continuous and integer
versions are known only for the special case in which the network is restricted to be a cycle [15,16]. Results on some
generalizations of the unweighted case of the problem to the case of 2-commodity flows are reported in [14,17], and
to the case of hop-constrained flows are reported in [9,18].
The following concept of multipath flows was introduced and studied by Kishimoto [20], Kishimoto and
Takeuchi [21,22] and Kishimoto, Takeuchi and Kishi [23] for improving the reliability of communication networks
where edges are subject to failure:
Given an undirected network G = [N , E], a source–sink pair (s, t) of nodes in N , a non-negative number ue
representing the capacity of edge e for each e ∈ E and a positive integer q, a “q-path set” from s to t in G is a set of q
edge-disjoint s–t paths in G. A q-path flow from s to t in G is an allocation of non-negative weights to the q-path sets
from s to t such that for each edge e ∈ E , the corresponding flow on e, (i.e., the sum of weights assigned to the q-path
sets containing the edge e), is no more than its capacity ue. The flow value of a q-path flow is the sum of weights
assigned to all the q-path sets.
Kishimoto [20] considered the problem of finding a q-path flow of maximum flow value for a given source–sink
pair (s, t) of nodes in a network. For any cut separating s and t , he defined q-capacity of the cut in a particular way
and showed that a max-flow min-cut theorem holds for q-path flows as well. He also provided a strongly polynomial
algorithm for finding such a flow. Related results appear in [1,5,6]. In [2], the concept of q-path flow and many results
on it are extended to the case of fractional values of q > 1.
In [3], the following continuous, multipath flow network synthesis problem is considered. We are given two positive
integers q , n, (q < n), and a non-negative, symmetric, n × n matrix R, each non-diagonal element ri j of which
represents the minimum requirement of q-path flow value between nodes i and j in an undirected network on the
node set N = {1, 2, . . . , n}. We want to construct a simple, undirected network G = [N , E] with non-negative edge
capacities {ue : e ∈ E} so that each of these requirements can be realized (one at a time) and the sum of all edge
capacities is minimum.
When q = 1, this problem is precisely the classical network synthesis problem considered in [10,24]. In [3], an
O(n3) combinatorial algorithm is presented for the case of arbitrary positive integer q , generalizing the results in [10,
24]. In [2], this result is extended to the case of fractional values of q > 1.
In this paper, we consider the integer version of the multipath flow network synthesis problem. That is, for integer-
valued data, we require the values of edge capacities {ue : e ∈ E} of the output network to be integers. We present a
strongly polynomial, combinatorial algorithm for arbitrary, positive integer q > 1 and we show that the problem has
integer rounding property. That is, the difference between the optimal objective function values of the integer and the
continuous versions of the problem is less than one.
After presenting in Section 2 notations and some basic definitions and results, we give in Section 3 an algorithm for
the continuous version of the problem that produces an optimal solution to the problem such that when the elements
of matrix R are integers, all the edge capacities of the output network are multiples of half. Finally, in Section 4 we
further modify this algorithm to one that produces an optimal solution to the integer version of the problem.
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Fig. 1.
2. Some basic results
Throughout, we consider only undirected graphs. Let G = [N , E] be an undirected network on node set
N = {1, 2, . . . , n} with non-negative edge capacities {ue : e ∈ E}.
Definition 1. For any source–sink pair (s, t) of nodes in N and any positive integer q , a q-path set from s to t in G is
a set of q edge-disjoint s–t paths in G. We say that a q-path set contains an edge e ∈ E , if e lies on one of the q paths
in the set.
A q-path flow from s to t in G is an allocation of non-negative weights to the q-path sets from s to t such that for
each edge e ∈ E , the corresponding flow on e, (i.e., the sum of weights assigned to the q-path sets containing the edge
e), is no more than its capacity ue. The flow value of a q-path flow is the sum of weights assigned to all the q-path
sets. For each edge e ∈ E , by the flow on e corresponding to a q-path flow we mean the sum of weights assigned to
the q-path sets containing the edge e.
An integer q-path flow is a q-path flow with integer weights allocated to all the q-path sets.
As an example, consider the network in Fig. 1 with unit capacity for each edge.
Each of P1 = {(s, 1, t), (s, 2, t)}, P2 = {(s, 1, t), (s, 3, t)} and P3 = {(s, 2, t), (s, 3, t)} is a 2-path set from s to t
in this network. If we assign a weight of 12 to each of these three 2-path sets, then we get a 2-path flow from s to t of
flow value 1 12 , with one unit of flow on each edge.
It may be noted that the flow value of a q-path flow is 1q times the total number of units of flow from s to t . In a
q-path set, if we send one unit of flow from s to t along each of the q paths in the set, then at least one unit of flow is
guaranteed if no more than (q − 1) edges fail. Thus, for any q-path flow from s to t of flow value F , at least F units
of flow from s to t is guaranteed if no more than (q − 1) edges fail. As such, this concept was introduced in [21,22]
as a means of increasing the reliability of flow when edges are subject to failure.
For any vector x ∈ Rn and k ∈ {1, 2, . . . , n}, let αk(x) =∑nj=k x j .
Definition 2. For any non-empty, proper subset S of N let (e1, e2,, . . . , em) be an ordering of the edges of the cut
(S, S) in G such that ue1 ≥ ue2 ≥ · · · ≥ uem . Let uS = (ue1 , ue2 , . . . , uem ). Then for any positive integer q , the
q-capacity of the cut (S, S) is :
βq(S, S) =
min
{
α j (uS)
q − j + 1 : j ∈ {1, 2, . . . , q}
}
if q ≤ m
0 otherwise.
The above definition of q-capacity of a cut is implicit in [20], where the following interesting result is proved.
Theorem 1 ([20]). For any source–sink pair (s, t) of distinct nodes in N, let F∗ be the maximum flow value of q-path
flow from s to t in G. Then,
F∗ = min{βq(S, S) : s ∈ S; t ∈ S}.
We call a cut (X, X) such that s ∈ X , t ∈ X and βq(X, X) = min{βq(S, S) : s ∈ S; t ∈ S} a q-minimum cut
separating the nodes s and t . For example, consider the cut ({s}, {1, 2, 3, t}) in the network in Fig. 1. Its 2-capacity is
min{ 32 , 21 } = 1 12 , which is the same as the flow value of the 2-path flow obtained before. The cut ({s}, {1, 2, 3, t}) is
therefore a 2-minimum cut separating nodes s and t .
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For a given positive integer q and a specified source–sink pair (s, t) of distinct nodes in G, Kishimoto [20] gives
an O(m3
√
q + n) algorithm for obtaining a q-path flow from s to t of maximum flow value. (Here, m is the number
of edges in G.) His algorithm has two major steps. The first step finds a set of edge flows corresponding to a q-path
flow between s and t of maximum flow value. The second step is a matching scheme to compose a q-path flow from
these edge flows. We elaborate on these steps below.
Step 1 of the Kishimoto scheme: In this step the algorithm defines, for a parameter λ ∈ R+, a network Gλ on node set
N and edge set E with capacity uλ(e) = min{ue, λ} for each e ∈ E . Let Fλ be the maximum value of the classical
flow [7] from s to t in Gλ. The algorithm computes λ∗ = max{λ : Fλ = qλ}; and the edge flows { fλ∗(e) : e ∈ E}
corresponding to a maximum (classical) flow from s to t in Gλ∗ . (It is proved in [20] that λ∗ equals the maximum flow
value of q-path flow from s to t in G.)
Step 2 of the Kishimoto scheme: In this step, the algorithm first reduces the edge flows { fλ∗(e) : e ∈ E} obtained in
Step 1 to acyclic edge flows { f ′(e) : e ∈ E} by successively decreasing the flows on all edges of directed circuits.
These edge flows are then decomposed into a s − t-path flow of value Fλ∗ . We then construct a (m + q) × (m + q)
matrix P with rows and columns labeled A = (A1, . . . , Aq ,U1, . . . ,Um) and B = (B1, . . . , Bq ,W1, . . . ,Wm),
respectively. Here, row Ui and column Wi are associated with edge ei carrying positive flow. For each pair of edges
ei = (x, v) and e j = (v, y), we assign puiw j = the sum of flows on all the paths from s to t in which edge ei
is immediately followed by the edge e j . We distribute the Fλ∗ units of flow emanating from (ending at) node s (t)
among different rows {A1, . . . , Aq} (columns) {B1, . . . , Bq}, so that the entries in each of these rows (columns) add
up to 1q Fλ∗ . For any i ∈ {1, . . . ,m}, entries in each of row Ui and column Wi of P add up to f ′(ei ) ≤ 1q Fλ∗ ; and
we assign puiwi = 1q Fλ∗ − f ′(ei ), to make the sum of all the entries in each row and column of P equal to 1q Fλ∗ .
Now by Birkhoff’s theorem [27] there exists a permutation in P which in turn corresponds to (a q-path set + some
loops). We assign maximum possible weight (flow) to this q-path set, subtract this flow value from all the elements of
P corresponding to the permutation and repeat this process, until P = 0.
Suppose the edge capacities {ue : e ∈ E} are integers. If λ∗ is an integer, then it follows from the classical results
in network flows [7] that there exist corresponding edge flows { fλ∗(e) : e ∈ E} that are integers. Also, it is easy to see
from the above description of Step 2 that if the input edge flows to Step 2 are integer-valued, then this step produces
an integer q-path flow. Hence, if λ∗ is an integer then there exists an integer q-path flow from s to t of flow value λ∗.
If λ∗ is non-integral, then since Fλ is a concave function of λ [25] with F0 = 0, it follows that Fbλ∗c ≥ qbλ∗c. Hence,
there exist integer-valued edge flows { f ′(e) : e ∈ E} in Gbλ∗c corresponding to an s − t (classical) flow of flow value
qbλ∗c. By performing Step 2 of the Kishimoto scheme starting with these integer edge flows, we get an integer q-path
flow from s to t of flow value bλ∗c. Combining this with Theorem 1, we get the following theorem.
Theorem 2 ([20]). Suppose the capacities of all the edges in G are integers. For any source–sink pair (s, t) of nodes
in N, let F∗ be the maximum flow value of q-path flow from s to t in G and let F∗I be the maximum flow value of
integer q-path flow from s to t in G. Then,
F∗I = bF∗c = min{bβq(S, S)c : s ∈ S; t ∈ S}.
Alternate, more efficient algorithms for steps 1 and 2 of the Kishimoto scheme are given in [1,5,6], respectively,
which give us the current overall best complexity of O(max{qn2√m,m2}).
Definition 3. For integers p, q, n, 0 ≤ p ≤ q < n, we define the function g(q)p :Rn → R as :
g(q)p (x) =
p∑
i=1
(q − i + 1)xi + q − p2 αp+1(x).
As an example, consider the vector
x = (50, 50, 13, 13, 13, 12, 12, 11, 10, 9, 8, 7, 5, 4, 3, 1).
Then,
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g(5)0 (x) = 52
∑n
i=1 xi = 52 (221) = 552 12 ; g(5)1 (x) = 5x1 + 42
∑n
i=2 xi = 592; g(5)2 (x) = 5x1 + 4x2 + 32
∑n
i=3 xi =
631 12 ; g(5)3 (x) = 5x1 + 4x2 + 3x3 + 22
∑n
i=4 xi = 597; g(5)4 (x) = 5x1 + 4x2 + 3x3 + 2x4 + 12
∑n
i=5 xi = 562 12 ; and
g(5)5 (x) = 5x1 + 4x2 + 3x3 + 2x4 + x5 = 527.
We see in this example that the values g(5)p increase from p = 0 to p = 2 and then decrease from p = 2 to p = 5.
We will formalize this and some other important properties of these functions later in this section.
For an instance [R, q] of the continuous version of the multipath flow network synthesis problem, let us define
pii = max{ri j : j 6= i} ∀i = 1, 2, . . . , n. Let the nodes {1, 2, . . . , n} be ordered such that pi1 = pi2 ≥ pi3 ≥ · · · ≥ pin ;
and let pi = (pi1, pi2, . . . , pin). The significance of the function g(q)p defined above will be clear from the following
theorem proved in [3].
Theorem 3 ([3]). The optimal objective function value of an instance [R, q] of the continuous multipath flow network
synthesis problem is max{g(q)p (pi) : p = 0, 1, . . . , q}.
In [3], Theorem 3 is proved by showing that for each p ∈ {0, 1, . . . , q}, g(q)p (pi) is a lower bound on the optimal
objective function value of a linear programming relaxation of the continuous version of the multipath flow network
synthesis problem; and then providing an O(n3) combinatorial algorithm that produces a feasible solution to the
problem with objective function value equal to max{g(q)p (pi) : p = 0, 1, . . . , q}. This algorithm however does not
seem to give us sufficient insight into the integer version of the problem.
In the next section, we present an algorithm for the continuous, multipath flow network synthesis problem that
produces an optimal solution to the problem such that when the elements of matrix R are integers, all the edge
capacities of the output network are multiples of half. This leads us to an algorithm for the integer version of the
problem which we present in Section 4. An insight into the properties of the function g(q)p is necessary for the
understanding of the algorithm and its proof. We therefore discuss these next.
For any p ∈ {1, . . . , q} and any x ∈ Rn , we define
∆(q)p g(x) = g(q)p (x)− g(q)(p−1)(x).
Then,
(I) ∆(q)p g(x) =
(
p∑
i=1
(q − i + 1)xi + q − p2 αp+1(x)
)
−
(
p−1∑
i=1
(q − i + 1)xi + q − p + 12 αp(x)
)
= 1
2
{(q − p + 1)x p − αp+1(x)}.
(II) For any p ∈ {1, . . . , q − 1},
∆(q)(p+1)g(x)−∆(q)p g(x) =
1
2
{(q − p)x p+1 − αp+2(x)} − 12 {(q − p + 1)x p − αp+1(x)}
= 1
2
(q − p + 1)(x p+1 − x p).
(III) It follows from (II) that for any p ∈ {1, . . . , q − 1},
∆(q)(p+1)g(x) ≤ ∆(q)p g(x) iff
1
2
(q − p + 1)(x p+1 − x p) ≤ 0.
Thus, ∆(q)(p+1)g(x) ≤ ∆(q)p g(x) iff x p ≥ x p+1.
(IV) Suppose we have x1 ≥ x2 ≥ · · · ≥ xq . Let us define
p∗(x) = max{{0} ∪ {p : p ∈ {1, 2, . . . , q};∆(q)p g(x) > 0}}.
Then, ∆(q)p g(x) ≤ 0 ∀p > p∗(x); and, it follows from (III) that
∆(q)p g(x) > 0 ∀p ≤ p∗(x).
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Thus,
g(q)p∗(x)(x) = max{g(q)p (x) : p ∈ {0, . . . , q}}.
Observation 1. If for some integers m, q, n, 1 ≤ m ≤ q < n, and θ > 0, we define x ∈ Rn+ as
xi =
{
θ ∀i ∈ {1, . . . ,m} ∪ {n − q + m, . . . , n}
0 otherwise.
then, q(q+1)2 θ = g(q)0 (x) = g(q)1 (x) = · · · = g(q)m (x) ≥ g(q)p (x) ∀p ∈ {m + 1, . . . , q}.
Proof. For the vector x defined in the observation, g(q)0 (x) = q(q+1)2 θ.
It follows from property (I) of the function g(q)p that for any p ∈ {1, 2, . . . ,m},
∆(q)p g(x) = 12 {(q − p + 1)θ − αp+1(x)} = 0.
Hence, g(q)p (x) = q(q+1)2 θ ∀p ∈ {0, 1, . . . ,m}.
The facts below follow easily from property (I) and (II) of the function g(q)p .
(i) If n = q + 1, then xi = θ ∀i . Hence, in this case, ∆(q)p g(x) = 0 ∀p ∈ {1, . . . , q}.
(ii) If q < n − q + m, then 0 > − 12 (q − m + 1)θ = ∆(q)p g(x) ∀p ∈ {m + 1, . . . , q}.
(iii) If m + 1 < n − q + m ≤ q, then 0 > − 12 (q − m + 1)θ = ∆(q)p g(x) ∀p ∈ {m + 1, . . . , n − q + m − 1}, and
0 > − 12 (n − q − 1)θ = ∆(q)p g(x) ∀p ∈ {n − q + m, . . . , q}.
The desired result follows from these facts. 
Observation 2. For some 1 ≤ m < q + 1 < nk ≤ n, and θ > 0, let x ∈ Rn+ be defined as follows:
xi =

nk − m
q − m + 1θ ∀i ∈ {1, . . . ,m}
θ ∀i ∈ {m + 1, . . . , nk}
0 otherwise.
Then, g(q)0 (x) = g(q)1 (x) = · · · = g(q)m (x) > g(q)p (x) ∀p ∈ {m + 1, . . . , q}.
Proof. For the vector x defined in the observation, for any p ∈ {1, 2, . . . ,m},
∆(q)p g(x) = 12 {(q − p + 1) (nk−m)(q−m+1)θ − (m − p) (nk−m)(q−m+1)θ − (nk − m)θ} = 0.
Hence, g(q)0 (x) = g(q)1 (x) = · · · = g(q)m (x).
∆(q)(m+1)g(x)−∆(q)m g(x) = 12 (q−m+1)(xm+1−xm) < 0, (since m < q+1 < nk); and for any p ∈ {m+1, . . . , q},
∆(q)(p+1)g(x)−∆(q)p g(x) = 12 (q − p + 1)(x p+1 − x p) = 0.
Hence, g(q)0 (x) = · · · = g(q)m (x) > g(q)(m+1)(x) > · · · > g(q)q (x).
Observation 3. Let x, y, z ∈ Rn+ be such that x = y + z. Then, for any integers p, q, 0 ≤ p ≤ q < n,
g(q)p (x) = g(q)p (y)+ g(q)p (z).
Proof. This follows from the fact that g(q)p (x) is a linear function of x . 
We shall need the following lemma in the algorithm in the next section.
Lemma 1 ([13]). For any integer h > 2, we can construct a set of b h−12 c edge-disjoint Hamiltonian cycles on a set
of h nodes in O(h2) time.
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Proof. We shall give the construction in [13]. Let the given set of nodes be V = {v1, v2, . . . , vh}. Construct b h−12 c
paths, {Pi : i ∈ {a, a+1, . . . , a+b h−12 c−1}}, for some a ∈ {1, 2, . . . , h−1} each on the node set {v1, v2, . . . , vh−1}
as follows : Pi = (vi , vi−1, vi+1, vi−2, . . .). (Here, all the subscripts are taken as the integers 1, 2, . . . , h − 1 (mod
h − 1).) (In the algorithm in Section 4 for the integer version of the problem, we shall need specific values of a. But
for the proof of this lemma, any value of a would do. For example we can choose a = 1.) Join the two end points of
each of the paths {Pi : i ∈ {a, a + 1, . . . , a + b h−12 c − 1}} to the node vh to get the desired set of b h−12 c cycles, each
on the node set {v1, v2, . . . , vh}. 
3. An algorithm for the continuous version of the multipath flow network synthesis problem that produces an
half-integral optimal solution
In this section, we give an algorithm (Algorithm 1) for the continuous version of the multipath flow network
synthesis problem that produces an optimal solution to the problem such that when the elements of matrix R are
integers, all the edge capacities of the output network are multiples of half.
3.1. Algorithm 1
The input to our algorithm is positive integers q and n with 1 ≤ q < n; and a non-negative, symmetric n × n
matrix R. The algorithm outputs a simple, undirected network G∗ = [N , E∗] on node set N = {1, 2, . . . , n} with
non-negative edge capacities {u∗e : e ∈ E∗}, which is feasible, (i.e. for any distinct i, j ∈ N , there exists a q-path
flow between nodes i and j in G∗ of flow value ri j ), and optimal, (i.e. among all the feasible solutions, its value of∑{ue : e ∈ E} is minimum).
In the Initialization step, the algorithm computes pii = max{ri j : j ∈ N − {i}} for each i ∈ N ; renumbers
the nodes in N , if necessary, such that pi1 = pi2 ≥ · · · ≥ pin ; computes an appropriate integer p∗ such that
g(q)p∗ (pi) = max{g(q)p (pi) : p ∈ {0, 1, . . . q}} and sets pi (0) ←− pi . The rest of the algorithm requires only q, n
and the vector pi (0) as input.
In each iteration k, if the current vector pi (k) is non-zero, then the algorithm uses one of the three iteration types
in steps 2, 3, and 4 to choose a suitable non-negative vector ∆pi (k) ≤ pi (k); construct a network G(k) corresponding
to the data (q, n,∆pi (k)); and compute the residual pi -vector pi (k+1) = pi (k) − ∆pi (k). The process is repeated with
pi (k+1) until the residual pi -vector has all zero elements. The final network G∗ is then obtained by superposing all the
networks G(0),G(1), . . ., constructed in different iterations.
Using the properties of the function g(q)p discussed in the previous section, each vector ∆pi (k) is chosen such that
the following three conditions are satisfied. (i) Network G(k) corresponding to the data (q, n,∆pi (k)) can be easily
constructed; if it is constructed using Step 2 or 3 then it is an optimal solution to the instance of the synthesis problem
with input (q, n,∆pi (k)); and if it is constructed using Step 4 then the current iteration is the last iteration and the
final network G∗ is an optimal solution to the given instance of the synthesis problem with input (q, n, pi). (ii) The
elements of the vector pi (k+1) are in non-increasing order; and (iii) g(q)p∗ (pi (k)) = max{g(q)p (pi (k)) : p ∈ {0, 1, . . . , q}}
and g(q)p∗ (pi
(k+1)) = max{g(q)p (pi (k+1)) : p ∈ {0, 1, . . . , q}}.
Step 0: (Initialization Step):
For each i ∈ N = {1, 2, . . . , n}, calculate pii = max{ri j : j ∈ N − {i}}. Renumber the nodes in N such that
pi1 = pi2 ≥ · · · ≥ pin .
p∗←− max{{0} ∪ {p : ∆(q)p g(pi) > 0}}; k ←− 0;pi (0)←− pi
Step 1: (Choice of Iteration Type and Iteration Parameters):
if pi (k) = 0
then k∗←− k; go to Step 5.
else nk ←− max{i : pi (k)i > 0};mk ←− max{i ∈ N : pi (k)i = pi (k)p∗+1}.
if mk ≤ (q + 1) ≤ nk, then go to Step 2.
else if q + 1 < mk ≤ nk , go to Step 3.
else, go to Step 4.
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Step 2: (Iteration Type 1):
Define
∆pi (k)i =
{
θ (k) if i ∈ {1, . . . ,mk} ∪ {nk − q + mk, . . . , nk}
0 otherwise
where,
θ (k) =
{
min{pi (k)nk , pi (k)mk − pi (k)(mk+1)} if mk < q + 1
pi (k)mk − pi (k)(mk+1) otherwise.
Construct a complete graph G(k) on node set {1, . . . ,mk} ∪ {nk − q +mk, . . . , nk}; and assign to each edge (i, j)
in the graph a capacity of ∆(k)ui j = θ (k).
pi (k+1)←− pi (k) −∆pi (k); k ←− k + 1; go to Step 1.
Step 3: (Iteration Type 2): Define
∆pi (k)i =

(
nk − p∗
q − p∗ + 1
)
pi (k)nk = θ (k) ∀i ∈ {1, . . . , p∗}
pi (k)nk ∀i ∈ {p∗ + 1, . . . , nk}
0 otherwise
Construct a network G(k) on node set {1, . . . , nk} with the following edges and their capacities:
For each i, j ∈ {1, . . . , p∗}, i 6= j , add edge (i, j) with capacity ∆(k)ui j = θ (k).
For each i ∈ {1, . . . , p∗}, and j ∈ {p∗ + 1, . . . , nk}, add edge (i, j) with capacity ∆(k)ui j = pi (k)nk .
Construct d q−p∗2 e edge-disjoint cycles, each passing through all the nodes {p∗ + 1, . . . , nk}, as follows.
Construct b h−12 c cycles each on node set {p∗ + 1, . . . , nk}, as in the proof of Lemma 1, by labeling the nodes{p∗ + 1, . . . , nk} as {v1, v2, . . . , vh}, where h = nk − p∗, and choosing any a ∈ {1, 2, . . . , h − 1}. (For example
choose a = 1.) Select any d q−p∗2 e cycles from this set.
To each edge (i, j) in b q−p∗2 c of these cycles, assign a capacity of ∆(k)ui j = pi (k)nk .
If q − p∗ is odd, then to each edge (i, j) of the remaining cycle, assign a capacity of ∆(k)ui j = 12pi (k)nk .
pi (k+1)←− pi (k) −∆pi (k); k ←− k + 1; go to Step 1.
Step 4: (Iteration Type 3): In this case, nk ≤ q. (We shall prove in Lemma 5 that nk must equal p∗.)
Construct a graph G(k) on node set {1, 2, . . . , q+1}with edge set {(i, j) : i ∈ {1, 2, . . . , p∗}, j ∈ {1, 2, . . . , q+1}}.
Let (pi (k)1 − bpi (k)1 c) = wq−p∗+1 .
Assign to each edge in {(i, j) : i, j ∈ {1, 2, . . . , p∗}; i 6= j} a capacity ∆(k)ui j = max{pi (k)i , pi (k)j }.
Assign to each edge {(i, j) : i ∈ {1, 2, . . . , p∗}, j ∈ {p∗ + 1, . . . , p∗ + w}} a capacity ∆(k)ui j = dpi (k)i e.
Assign to each edge {(i, j) : i ∈ {1, . . . , p∗}, j ∈ {p∗ + w + 1, . . . , q + 1}} a capacity ∆(k)ui j = bpi (k)i c.
∆pi (k)←− pi (k); k∗←− k + 1;pi (k+1) = 0; go to Step 5.
Step 5: (Superposition of Networks):
if k∗ = 0, then set E∗ = ∅;G∗ = [N , E∗], where N = {1, . . . , n}; and stop with G∗ as output.
else, construct a graph G∗ = [N , E∗] on the node set N = {1, . . . , n} where the edge set E∗ is the union of edge
sets of all the graphs
{G(k) : k ∈ {0, 1, . . . , k∗ − 1}}. Assign to each edge (i, j) in the graph a capacity of u∗i j = Σ (k
∗−1)
k=0 ∆(k)ui j . Stop
with this graph as the output.
We now illustrate the above algorithm with two examples — one with p∗ > 0 and the other with p∗ = 0. These
examples will together illustrate all the steps of the algorithm.
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Fig. 2. Network G(1) for Example 1.
Example 1. The input data is:
pi = (50, 50, 13, 13, 13, 12, 12, 11, 10, 9, 8, 7, 5, 4, 3, 1); q = 5.
The values (g(5)p (pi) : p ∈ {0, 1, . . . , 5}) have already been calculated in Section 2 and equal
(552 12 , 592, 631
1
2 , 597, 562
1
2 , 527). Hence p
∗ = 2 > 0. We set pi (0) = pi and k = 0 and we begin Step 1 of the
Algorithm.
k = 0; n0 = 16;m0 = 5 < q + 1 and hence we go to Step 2.
∆pi (0) = (1, 1, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1).
Hence, G(0) is a complete graph on node set {1, 2, 3, 4, 5, 16} with capacity of each edge equal to 1.
Now, k = 1;pi (1) = (49, 49, 12, 12, 12, 12, 12, 11, 10, 9, 8, 7, 5, 4, 3, 0).
n1 = 15;m1 = 7 > q + 1. Hence, we go to Step 3. (We will never again go to Step 2.)
∆pi (1) = ( 394 , 394 , 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 0).
The network G(1) in Fig. 2 corresponds to this step.
Here, the two cycles on the node set {3, 4, . . . , 15} are to be constructed using the procedure in the proof of
Lemma 1 with h = 13, any labeling of the nodes {3, 4, . . . , 15} as {v1, v2, . . . , vh}, and any choice of a ∈
{1, 2, . . . , h − 1}. We make the following choices, which will be required in Algorithm 2 in the next section and
will be explained in detail there.
Label (3, 5, 7, 9, 11, 13, 14, 12, 10, 8, 6, 4, 15) as (v1, v2, . . . , v13); and choose a = 1. (It may be noted that for
this algorithm, any other choices of node labels and the value of a would also work.)
Now, k = 2;pi (2) = (39 14 , 39 14 , 9, 9, 9, 9, 9, 8, 7, 6, 5, 4, 2, 1, 0, 0).
n2 = 14;m2 = 7 > q + 1. Hence, we go to Step 3.
∆pi (2) = (3, 3, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 0, 0).
The network G(2) in Fig. 3 corresponds to this step.
Here, for the construction of the two cycle, we choose h = 12;
label (3, 5, 7, 9, 11, 13, 12, 10, 8, 6, 4, 14) as (v1, v2, . . . , v12); and choose a = 1. (Again, any other choices of
node labels and the value of a would work.)
S.N. Kabadi et al. / Discrete Applied Mathematics 156 (2008) 3376–3399 3385
Fig. 3. Network G(2) for Example 1.
Fig. 4. Network G(10) for Example 1.
This type of step is repeated until k = 10 and the∆pi vectors for these steps are shown (without the corresponding
networks) below.
∆pi (k) =
k↓
0 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 1
1 394
39
4 3 3 3 3 3 3 3 3 3 3 3 3 3 0
2 3 3 1 1 1 1 1 1 1 1 1 1 1 1 0 0
3 114
11
4 1 1 1 1 1 1 1 1 1 1 1 0 0 0
4 5 5 2 2 2 2 2 2 2 2 2 2 0 0 0 0
5 94
9
4 1 1 1 1 1 1 1 1 1 0 0 0 0 0
6 2 2 1 1 1 1 1 1 1 1 0 0 0 0 0 0
7 74
7
4 1 1 1 1 1 1 1 0 0 0 0 0 0 0
8 32
3
2 1 1 1 1 1 1 0 0 0 0 0 0 0 0
9 54
5
4 1 1 1 1 1 0 0 0 0 0 0 0 0 0
When k = 10, we have:
pi (10) = (193
4
, 19
3
4
, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0).
Now, n10 = 2 ≤ q. Hence, we use Step 4. The network G(10) is shown in Fig. 4.
The final network G∗ is the superposition of all these networks. We note that the capacity of each edge (i, j)
with i ∈ {1, 2} and j ∈ {3, 4, . . . , 16} is integral in each network G(k) containing it. The edge (1, 2) has fractional
capacities (such as 394 ) in some of the networks. But its capacity in the final network G
∗ is integral. The capacity of
each edge (i, j) with i, j ∈ {3, 4, . . . , 16} is an integer multiple of half in every network G(k) containing it; and it is
non-integral only when the edge occurs in one of the cycles on node sets {p∗+1, . . . , nk} produced in Step 3. We will
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take this example up under Algorithm 2, where we will further modify the network G∗ to obtain an optimal solution
to the integer version of the problem.
Example 2. In the previous example, p∗ was positive. We now take up one where it is zero. This will be useful in the
next section to illustrate some of the steps of Algorithm 2.
The input data is:
pi = (13, 13, 13, 12, 12, 11, 10, 9, 8, 7, 5, 4, 3, 1); q = 3.
g(3)0 (pi) =
q
2
n∑
j=1
pi j = 32 (121) = 181
1
2
;
g(3)1 (pi) = 3pi1 +
n∑
j=2
pi j = 39+ 108 = 147.
Since g(3)0 > g
(3)
1 , it follows from properties (III) and (IV) of the functions g
(q)
p that p∗ = 0, and there is no need
to compute the values of g(3)2 and g
(3)
3 . We set pi
(0) = pi and k = 0 and go to Step 1.
n0 = 14;m0 = 3 < q + 1. Hence, we go to Step 2.
∆pi (0) = (1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1).
Hence, G(0) is a complete graph on node set {1, 2, 3, 14} with capacity of each edge equal to 1.
pi (1) = (12, 12, 12, 12, 12, 11, 10, 9, 8, 7, 5, 4, 3, 0) and k = 1.
Now, n1 = 13;m1 = 5 > q + 1. Hence, we go to Step 3.
∆pi (1) = (3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 0).
G(1) consists of two edge-disjoint cycles on node set {1, 2, . . . , 13}. To construct these cycles using the procedure
in the proof of Lemma 1, we use h = 13, node labeling (1, 3, 5, 7, 9, 11, 12, 10, 8, 6, 4, 2, 13) = (v1, v2, . . . , v13);
and a = 10. (Though for this algorithm, any choice would do, we need this specific choice for Algorithm 2, as
we will see in the next section.) Of the cycles constructed, we choose (6, 8, 4, 10, 2, 12, 1, 11, 3, 9, 5, 7, 13, 6) and
(1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 1); and we assign each edge in the first cycle a capacity of 3 and each edge in
the second cycle a capacity of 1 12 .
Step 3 is repeated until k = 9 and the corresponding ∆pi vectors are shown (without the corresponding networks)
below.
∆pi (k) =
k↓
0 1 1 1 0 0 0 0 0 0 0 0 0 0 1
1 3 3 3 3 3 3 3 3 3 3 3 3 3 0
2 1 1 1 1 1 1 1 1 1 1 1 1 0 0
3 1 1 1 1 1 1 1 1 1 1 1 0 0 0
4 2 2 2 2 2 2 2 2 2 2 0 0 0 0
5 1 1 1 1 1 1 1 1 1 0 0 0 0 0
6 1 1 1 1 1 1 1 1 0 0 0 0 0 0
7 1 1 1 1 1 1 1 0 0 0 0 0 0 0
8 1 1 1 1 1 1 0 0 0 0 0 0 0 0
9 1 1 1 1 1 0 0 0 0 0 0 0 0 0
The final network G∗ is the superposition of all the networks G(0), . . . ,G(9).
We shall now prove that the network produced by Algorithm 1 is an optimal solution to the continuous version
of the q-path flow network synthesis problem with all edge capacities multiples of half. For this, we shall need the
following lemmas and corollary.
Lemma 2 ([3]). Let v?i j , v
?
jk and v
?
ik represent the maximum q-path flow values between pairs {i, j}, { j, k} and {i, k},
respectively, in an arbitrary undirected network. Then, v?ik ≥ min{v?i j , v?jk}.
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Corollary 1 ([3]). Let G be an undirected network on node set N = {1, 2, . . . , n} and let pi = (pi1, pi2, . . . , pin) with
pii ≥ pii+1 ∀i . If in G we can send a q-path flow of flow value pii between i and 1 for all i ∈ {2, . . . , n}, then for any
pair {i, j} of nodes of G, we can send a q-path flow of flow value min{pii , pi j } between nodes i and j in G.
Lemma 3. Let the total number of iterations in Algorithm 1 be k∗. Then, ∀k ∈ {0, 1, . . . , k∗ − 1},
(i) pi (k)i ≥ pi (k)j ∀i < j
(ii) p∗(pi (k)) = p∗ = max{{0} ∪ {p : ∆(q)p g(pi (0)) > 0}}.
Proof. We shall prove the result by induction on k.
For k = 0, the result is obviously true.
Suppose the result is true ∀k ≤ l for some l ∈ {0, 1, . . . , k∗ − 1}. Thus, pi (l)i ≥ pi (l)j ∀i < j , and p∗(pi (l)) = p∗.
By definition of p∗(pi (l)), we thus have g(q)(p∗−1)(pi (l)) < g
(q)
p∗ (pi
(l)) ≥ g(q)(p∗+1)(pi (l)).
Let us prove the result for k = l + 1.
(a) Suppose ml ≤ (q + 1) ≤ nl . Then, the algorithm performs Step 2 in the next iteration; and by definition of the
vector ∆pi (l) in Step 2 of the algorithm, it follows that pi (l+1)i ≥ pi (l+1)j ∀i < j .
From Observation 3, we get
g(q)p (pi
(l+1)) = g(q)p (pi (l))− g(q)p (∆pi (l)) ∀p ∈ {0, 1, . . . , q}.
By Observation 1,
g(q)0 (∆pi
(l)) = g(q)1 (∆pi (l)) = · · · = g(q)ml (∆pi (l)) ≥ g(q)p (∆pi (l)) ∀p ∈ {ml + 1, . . . , q}.
Hence, we have, g(q)(p∗−1)(pi (l+1)) < g
(q)
p∗ (pi
l+1) ≥ g(q)(p∗+1)(pi (l+1)).
From properties (III, IV) of the function g(q)p , and the fact that pi
(l+1)
i ≥ pi (l+1)j ∀i < j , we get p∗(pi (l+1)) = p∗.
(b) Suppose q + 1 < ml ≤ nl . Then, the algorithm performs Step 3 in the next iteration; and by the definition of
the vector ∆pi (l) in Step 3 of the algorithm, it follows that pi (l+1)i ≥ pi (l+1)j ∀i < j ≤ p∗ and ∀p∗ < i < j .
It follows from observations 2, 3 and the fact that ∆(q)p∗ g(pi
(l)) > 0, that ∆(q)p∗ g(pi
(l+1)) > 0.
Also, from property (I) of the function g(q)p and the facts that ml > q+1 and pi (l)i = pi (l)(i+1) ∀i ∈ {p∗+1, . . . ,ml−1},
we get
∆(q)(p∗+1)g(pi
(l+1)) = 1
2
{(q − p∗)pi (l+1)(p∗+1) − αp∗+2(pi (l+1))}
= 1
2
{
(q − p∗)(pi (l)(p∗+1) − pi (l)nl )−
nl∑
j=p∗+2
(pi
(l)
j − pi (l)nl )
}
≤ 1
2
{(q + 1− ml)(pi (l)(p∗+1) − pi (l)nl )}
≤ 0.
Thus, ∆(q)p∗ g(pi
(l+1)) > 0 ≥ ∆(q)(p∗+1)g(pi (l+1)), which implies, (by properties (II, III) of the function g(q)p ), that
pi
(l+1)
p∗ > pi
(l+1)
(p∗+1). Thus, pi
(l+1)
i ≥ pi (l+1)j ∀i < j and ∆(q)p∗ g(pi (l+1)) > 0 ≥ ∆(q)(p∗+1)g(pi (l+1)), which together imply
by property (IV) of the function g(q)p that p∗(pi (l+1)) = p∗.
(c) nl ≤ q . In this case, the algorithm performs Step 4; and hence, l = k∗ − 1.
Thus, the result is proved. 
Lemma 4. Let the total number of iterations performed by Algorithm 1 be k∗. Then, for some 0 ≤ x ≤ k∗ − 1 ≤ y ≤
k∗, the algorithm constructs G(k) using Step 2 for each k ∈ {0, . . . , x−1} and using Step 3 for each k ∈ {x, . . . , y−1};
and if y = k∗ − 1, then the algorithm performs Step 4 during the last iteration.
Proof. It follows from the definition of the vector ∆pi (k) in each of the steps 2, 3 and 4 that for any 0 ≤ k < k′ ≤ k∗,
pi
(k′)
p∗+1 = pi (k
′)
mk and pi
(k)
mk − pi (k)(mk+1) ≥ pi
(k′)
mk − pi (k
′)
(mk+1). Thus, mk ≤ mk′ , and hence, the algorithm cannot perform Step
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2 after once performing Step 3. From the description of Step 2 we see that this step cannot be performed in the last
iteration. It also follows from the description of Step 4 of the algorithm that this step is performed (if at all performed)
only during the last iteration. This implies the desired result. 
Lemma 5. If in the last iteration, the algorithm performs Step 4, then
(i) n(k∗−1) = p∗; and
(ii) the value (pi (k
∗−1)
i −bpi (k
∗−1)
i c) is the same ∀i ∈ {1, 2, . . . , p∗}, and equals w(q−p∗+1) for somew ∈ {0, 1, . . . , q−
p∗}.
Proof. The algorithm will perform Step 4 in the last iteration only if n(k∗−1) ≤ q .
Consider any x ∈ Rn with x1 ≥ x2 ≥ · · · ≥ xnk > xnk+1 = 0 = · · · = xn and nk ≤ q. For any p ≤ nk ,
∆(q)p g(x) = 12 {(q− p+1)x p−αp+1(x)} ≥ 12 {(q− p+1)x p−(q− p)x p} > 0; and for any p > nk ,∆(q)p g(x) = 0.
Thus, p∗(x) = nk . Part (i) of the lemma follows from this and Lemma 3.
It follows from Lemma 4 that in each of the previous iterations, the algorithm performs either Step 2 or Step 3. In
either case, the value ∆pi (k)i is the same for all i ∈ {1, 2, . . . , p∗}, and equals either pi (k)nk or (pi (k)mk − pi (k)mk+1) in Step
2 and x
(q−p∗+1)pi
(k)
nk for some integer x in Step 3. Since pi
(0) is integer-valued, pi (k)i is an integer for all k < (k
∗ − 1)
and i > p∗. Hence, for each i ∈ {1, 2, . . . p∗}, pi (k∗−1)i = pi (0)i − β, where β is an integer multiple of 1(q−p∗+1) . This
proves part (ii) of the lemma. 
Lemma 6. For any k < k∗, if G(k) is constructed using Step 2 or Step 3, then for any y ∈ {2, . . . , n}, we can pass
a q-path flow of flow value ∆pi (k)y between nodes 1 and y in the network G(k); and the sum of capacities of edges in
this network equals g(q)p∗ (∆pi
(k)).
Proof. (a) Suppose for some k < k∗, the algorithm constructs G(k) using Step 2. Then, mk ≤ q + 1 ≤ nk .
It follows from Observation 1 that in this case, g(q)p∗ (∆pi
(k)) = g(q)0 (∆pi (k)) = q(q+1)2 θ (k). This can be easily seen
to be equal to the sum of capacities of the edges in G(k).
The only non-trivial case of q-path flow to be considered is : y ∈ {2, . . . ,mk} ∪ {nk − q + mk, . . . , nk}. In this
case, we can pass a q-path flow of flow value ∆pi (k)y = θ (k) from node 1 to node y along the following q-path set:
{(1, y)} ∪ {(1, j, y) : j ∈ {2, . . . ,mk} ∪ {nk − q + mk, . . . , nk} − {y}}.
(b) Suppose for some k < k∗, the algorithm constructs G(k) using Step 3. Then, q + 1 < mk ≤ nk .
In this case, the sum of capacities of edges in the network G(k) equals
p∗∑
i=1
nk∑
j=(i+1)
∆(k)ui j +
∑
{∆(k)ui j : i, j ∈ {p∗ + 1, . . . , nk}}
=
p∗∑
i=1
[(p∗ − i)θ (k) + (nk − p∗)pi (k)nk ] +
q − p∗
2
(nk − p∗)pi (k)nk
=
p∗∑
i=1
[(p∗ − i)θ (k) + (q − p∗ + 1)θ (k)] + q − p
∗
2
αp∗+1(∆pi (k))
=
p∗∑
i=1
(q − i + 1)θ (k) + q − p
∗
2
αp∗+1(∆pi (k)) = g(q)p∗ (∆pi (k)).
(i) Suppose y ∈ {2, . . . , p∗}. Then, ∆pi (k)y = ( nk−p∗q−p∗+1 )pi (k)nk . It is easy to see that any cut (S, S) in G(k) separating
nodes 1 and y contains at least (p∗ − 1) edges each with capacity ∆pi (k)y and at least (nk − p∗) edges each with
capacity pi (k)nk . Thus, the q-capacity of the cut is at least ∆pi
(k)
y . The result now follows from Theorem 1.
(ii) Suppose 1 ≤ p∗ < y ≤ nk . Then, ∆pi (k)y = pi (k)nk .
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Let xi , ti be the neighbours of y in the i th cycle on the node set {p∗ + 1, . . . , nk} ∀i = 1, . . . , b q−p∗2 c. If
q − p∗ is odd, then let w, z be the neighbours of y in the d q−p∗2 eth cycle on the node set {p∗ + 1, . . . , nk}. Let
P = {(1, y)} ∪ {(1, j, y) : j ∈ {2, . . . , p∗}} ∪ {(1, xi , y), (1, ti , y) : i = 1, . . . , b q−p∗2 c}.
If (q − p∗) is even, then we can pass a q-path flow of flow value pi (k)nk along the q-path set P . If (q − p∗) is odd,
then we can pass a q-path flow of flow value pi (k)nk by assigning a weight of
1
2pi
(k)
nk to each of the following 2 q-path
sets : P ∪ {(1, w, y)} and P ∪ {(1, z, y)}.
(iii) Suppose p∗ = 0 and 1 < y ≤ nk . Then, ∆pi (k)y = pi (k)nk . In this case, the network G(k) contains b q2 c edge-
disjoint cycles passing through all the nodes {1, . . . , nk}, and each of the edges in these cycles has capacity pi (k)nk . If
q is odd, then G(k) contains an additional cycle on the node set {1, . . . , nk}, with capacity of each edge 12pi (k)nk . Every
cut in G(k) separating nodes 1 and y contains at least two edges of each of these d q2 e cycles. Thus, any such cut either
contains at least q edges, each with capacity pi (k)nk , or it contains at least q − 1 edges, each with capacity pi (k)nk , and at
least 2 edges, each with capacity 12pi
(k)
nk . The q-capacity of such a cut is therefore at least pi
(k)
nk . It now follows from
Theorem 1 that we can send a q-path flow of flow value pi (k)nk from node 1 to node y in G
(k).
This proves the theorem. 
Theorem 4. The network G∗ output by Algorithm 1 is an optimal solution to the instance [R, q] of the continuous
version of the q-path flow network synthesis problem. When R is integer-valued, all the edge capacities of the output
network are multiples of 12 .
Proof. Let us first prove that the network G∗ produced by the algorithm is feasible. Using Corollary 1, it is sufficient
to show that for any y ∈ {2, . . . , n}, we can pass a q-path flow of flow value piy from node 1 to node y along G∗. It is
easy to see that for each y, piy =∑(k∗−1)k=0 ∆pi (k)y .
By Lemma 6, for any k such that network G(k) is constructed using Step 2 or Step 3 of the algorithm, a q-path flow
of flow value∆pi (k)y can be sent from node 1 to node y along G(k) for any y ∈ {2, . . . , n}. Thus, if the algorithm never
performs Step 4, then the network G∗ is feasible.
Suppose the algorithm performs Step 4 in the last iteration. Then, (i) for each k < (k∗ − 1), the network G(k) is
constructed using Step 2 or 3; and hence, for each y, we can send a q-path flow of flow value
∑(k∗−2)
k=0 ∆pi
(k)
y from
node 1 to node y using only the networks {G(k) : k ∈ {0, 1, . . . , k∗ − 2}}; and (ii) n(k∗−1) = p∗ > 0.
For any y ∈ {p∗ + 1, . . . , n}, ∆pi (k∗−1)y = 0. Hence, piy =∑(k∗−2)k=0 ∆pi (k)y , and we can send a q-path flow of flow
value piy from node 1 to node y in the network G∗.
Now consider any y ∈ {2, . . . , p∗}. As proved in Lemma 5, the value (pi (k∗−1)j − bpi (k
∗−1)
j c) is the same for all
j ∈ {1, . . . , p∗}, and it is equal to wq−p∗+1 for some integer 0 ≤ w ≤ q − p∗.
If w = 0, then pi (k∗−1)j is integer ∀ j ∈ {1, . . . , p∗}; and we can send a q-path flow of flow value ∆pi (k
∗−1)
y from 1
to y in G(k
∗−1) along the q-path set {(1, y)} ∪ {(1, j, y) : j ∈ {2, · · · q + 1} − {y}}. Thus, a q-path flow of flow value
piy can be sent from node 1 to node y in G∗.
Suppose 0 < w ≤ (q − p∗). Since pi (0) is integer, and pi (k∗−1) is not, the algorithm must have performed Step 3 at
least once; and hence, mk∗−2 > q + 1. Let l∗ be the minimum integer such that ml∗ > q + 1. Let G be the network
obtained by superposing the networks {G(k) : k ∈ {l∗, . . . , k∗− 1}}. (That is the edge set of G is the union of the edge
sets of {G(k) : k ∈ {l∗, . . . , k∗ − 1}}; and the capacity of any edge e in G is the sum of the capacities assigned to the
edge in {G(k) : k ∈ {l∗, . . . , k∗ − 1}}.)
It follows from Lemma 6 that we can send a q-path flow of value
∑(l∗−1)
k=0 ∆pi
(k)
y = (piy − pi (l
∗)
y ) from node 1 to
node y along the network G ′ obtained by superposing the networks {G(k) : k ∈ {0, . . . , l∗−1}}. Hence, it is sufficient
to show that we can send an additional q-path flow of value pi (l
∗)
y from 1 to y along the network G. From Theorem 1,
this is equivalent to showing that the q-capacity of any cut in G separating nodes 1 and y is at least pi (l
∗)
y .
Any cut in (S, S) in G separating nodes 1 and y contains :
(i) at least (p∗ − 1) edges each with capacity at least ∑k∗−1k=l∗ ∆pi (k)y = pi (l∗)y ;
(ii) at least w edges, each with capacity at least x1 =∑k∗−2k=l∗ pi (k)nk + dpi (k∗−1)y e;
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(iii) at least (q − p∗ − w + 1) edges, each with capacity at least x2 =∑k∗−2k=l∗ pi (k)nk + bpi (k∗−1)y c;
(iv) additional edges, each with capacity at most
∑k∗−2
k=l∗ pi
(k)
nk and with total sum of capacities at least x3 =∑k∗−2
k=l∗ (nk − q − 1)pi (k)nk .
It may be noted that
(a) pi (l
∗)
y is integer, (since the algorithm performs Step 2 in each of the first l∗ iterations);
(b) pi (k)nk is integer ∀k ∈ {l∗, . . . , k∗ − 2};
(c) ∆pi (k)y = θ (k) > pi (k)nk ∀k ∈ {l∗, . . . , k∗ − 2}; and
(d) pi (l
∗)
y =∑k∗−2k=l∗ θ (k) + pi (k∗−1)y .
We shall show that the q-capacity of such a cut is at least pi (l
∗)
y .
If x1 > pi
(l∗)
y , then there are at least q edges in the cut each with capacity at least pi
(l∗)
y , and therefore, the q-capacity
of the cut is at least pi (l
∗)
y . Else, it follows from the definition of q-capacity of a cut that to show that the q-capacity of
such a cut is at least pi (l
∗)
y , it is sufficient to show that:
αp∗ (uS)
q−p∗+1 ≥ pi (l
∗)
y .
αp∗(uS) ≥ {wx1 + (q + 1− w − p∗)x2 + x3}
= w
{
k∗−2∑
k=l∗
pi (k)nk + dpi (k
∗−1)
y e
}
+ (q + 1− w − p∗)
{
k∗−2∑
k=l∗
pi (k)nk + bpi (k
∗−1)
y c
}
+
k∗−2∑
k=l∗
(nk − q − 1)pi (k)nk
= w
{
k∗−2∑
k=l∗
pi (k)nk + dpi (k
∗−1)
y e
}
+ (q + 1− p∗)
{
k∗−2∑
k=l∗
pi (k)nk + pi (k
∗−1)
y −
w
q − p∗ + 1
}
−w
{
k∗−2∑
k=l∗
pi (k)nk + bpi (k
∗−1)
y c
}
+
k∗−2∑
k=l∗
(nk − q − 1)pi (k)nk
= (q + 1− p∗)
{
k∗−2∑
k=l∗
pi (k)nk + pi (k
∗−1)
y
}
+
k∗−2∑
k=l∗
(nk − q − 1)pi (k)nk
=
k∗−2∑
k=l∗
(nk − p∗)pi (k)nk + (q + 1− p∗)pi (k
∗−1)
y .
Hence,
αp∗ (uS)
q−p∗+1 ≥
∑k∗−2
k=l∗ (nk−p∗)pi (k)nk +(q+1−p∗)pi (k
∗−1)
y
q−p∗+1 =
∑k∗−2
k=l∗ θ (k) + pi (k
∗−1)
y = pi (l
∗)
y .
This proves feasibility of G∗.
Now let us prove optimality of G∗.
If the algorithm does not perform Step 4, then,∑
{u∗e : e ∈ E∗} =
k∗−1∑
k=0
∑
e
∆(k)ue =
k∗−1∑
k=0
g(q)p∗ (∆pi
(k)) (by Lemma 6)
= g(q)p∗ (pi) (by Observation 3).
Suppose the algorithm performs Step 4 in the last iteration. Then∑
e
∆(k
∗−1)ue =
p∗∑
i=1
{(p∗ − i)pi (k∗−1)i + wdpi (k
∗−1)
i e + (q + 1− p∗ − w)bpi (k
∗−1)
i c}
=
p∗∑
i=1
{
(q + 1− i)pi (k∗−1)i + w
(
1− w
q − p∗ + 1
)
− (q + 1− p∗ − w) w
q − p∗ + 1
}
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=
p∗∑
i=1
(q + 1− i)pi (k∗−1)i = g(q)p∗ (pi (k
∗−1)) (since pi (k
∗−1)
i = 0 ∀i > p∗).
By Lemma 6 and the above, we thus get:∑
{u∗e : e ∈ E∗} =
k∗−2∑
k=0
∑
e
∆u(k)e +
∑
e
∆u(k
∗−1)
e
=
k∗−2∑
k=0
g(q)p∗ (∆pi
(k))+ g(q)p∗ (pi (k
∗−1))
= g(q)p∗ (pi) (by Observation 3).
We now show that the capacities of edges in G∗ are multiples of 12 . Since R is integer-valued, pi = pi (0) is an integer
vector; and it follows from the description of the algorithm that pi (k)i is an integer for all k and for all i > p
∗. For each
edge (i, j) such that {i, j} 6⊆ {1, 2, . . . , p∗}, additional capacity assigned to (i, j) in each iteration of the algorithm is
a multiple of 12 . Thus, the final capacity of such an edge is an integer multiple of half. Now let us consider the case
{i, j} ⊆ {1, 2, . . . , p∗}; i < j . In every iteration, the additional capacity assigned to such an edge equals ∆pi (k)i . This
may be a fraction. However, the total capacity assigned to it equals
∑(k∗−1)
k=0 ∆pi
(k)
i = pi (0)i , an integer.
This proves the theorem. 
We wish to point out that when p∗ > 0, the networks G(k) have the interesting property that for any y > 1, a
q-path flow of flow value ∆pi (k)y can be sent from node 1 to node y in G(k) using only paths of length 2 or less.
4. An algorithm for the integer version of the multipath flow network synthesis problem
Consider the following two integer versions of the problem discussed in the previous section.
Integer Version I: In this case, we want a network G∗ = [N , E∗] such that (i) for each pair {i, j} of distinct nodes in
N we can send an integer q-path flow of flow value at least ri j between nodes i and j in G∗; and (ii) the sum of edge
capacities in E∗ is minimum.
Integer Version II: In this case, we want a network G∗ = [N , E∗] such that (i) for each pair {i, j} of distinct nodes
in N we can send a q-path flow of flow value at least ri j between nodes i and j in G∗; (ii) all the edge capacities are
integers; and (iii) the sum of edge capacities in E∗ is minimum.
It is easy to see that the capacities of all the edges in any optimal solution to Integer version I are integers. Hence,
every optimal solution to Integer version I is a feasible solution to Integer version II. From Theorem 2 we see that in
any feasible solution to Integer version II, for any pair {i, j} of distinct nodes in N we can send an integer q-path flow
of flow value at least bri jc between nodes i and j . Thus, if all the non-diagonal elements of R are integers, then every
feasible solution to Integer version II is also feasible for Integer version I. We thus have the following theorem.
Theorem 5. If all the non-diagonal elements of the input matrix R are integers then the two integer versions of the
multipath flow network synthesis problem are equivalent.
Throughout this section, we assume that all the non-diagonal elements of R are integers. Though the two integer
versions are equivalent in this case, we refer throughout to version II.
We wish to point out that in general, if R is not integral then the two integer versions of the problem are quite
different. As an example, suppose q = 2 and R is a 5 × 5 matrix with r4,5 = r5,4 = 1 12 and all other non-diagonal
elements of R are 1. Then the corresponding pi -vector (after re-ordering the nodes) is (1 12 , 1
1
2 , 1, 1, 1). The network in
Fig. 1 (with nodes s and t numbered 4 and 5 and capacity of each edge= 1) is an optimal solution to the corresponding
continuous version of the problem with sum of edge capacities = 6 = g(2)0 (pi); and since all the edge capacities are
integers, it is an optimal solution to the integer version II of the problem. However, it is not feasible for integer version
I. If we want integer q-path flows then we can assume that r4,5 = r5,4 = 2 and all other non-diagonal elements of R
are 1. For this modified R, for which the two integer versions are now equivalent, pi = (2, 2, 1, 1, 1); and the optimal
solution is quite different with the optimal objective function value no less than g(2)0 (pi) = 7.
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It may be noted that for integer R, Algorithm 1 produces a solution with integer edge capacities when q − p∗
is even. When q = 2, p∗ cannot equal 1. (This follows from Property (II) of the function g(q)p , definition of p∗ in
Algorithm 1 and the fact that pi1 = pi2.) Hence in this case, when R is integral, Algorithm 1 always produces an
optimal solution to the continuous version of the problem with all edge capacities integers. The integer case of q = 1
is solved fully in [26].
Hence, in this section we only consider the case q ≥ 3 with q − p∗ odd. In this case, each edge with non-integral
capacity in the network G∗ produced by Algorithm 1 belongs to the d q−p∗2 eth cycle on node set {p∗ + 1, . . . , nk}
constructed in Step 3 of the algorithm for some k. The two main modifications that we do to Algorithm 1 are as
follows. (i) Proper choice of the cycles on node set {p∗ + 1, . . . , nk} in Step 3. In particular, we always choose
(p∗+1, p∗+2, . . . , nk, p∗+1) as the d (q−p∗)2 eth cycle. (ii) In G∗, rounding down all the non-integral capacities and
increasing by one capacity of each of an appropriately chosen subset of edges to maintain feasibility, and optimality.
This subset of edges is chosen such that for certain associated values of k, (that will be made clear in the algorithm),
none of these edges belongs to any of the b (q−p∗)2 c cycles constructed in the kth iteration. In addition, when p∗ = 0,
we make sure that the set of b (q−p∗)2 c cycles contains a special cycle (denoted by H ) relative to which certain pairs of
edges in this set of edges cross (see the definition below).
Definition 4. Let C = (1, 2, . . . , h, 1) be a cycle. For any set {i, j, k, l} ⊆ {1, 2, . . . , h}; i < j < k < l of nodes, we
say that the edges (i, k) and ( j, l) cross relative to C.
The following observation provides some insight into significance of such crossing pairs of edges.
Observation 4. Let C = (1, 2, . . . , h, 1) be a cycle; and suppose edges (i, k) and ( j, l) cross relative to C. For any
distinct s, t ∈ {i, j, k, l} let s ∈ S ⊂ {1, 2, . . . , h} − {t} be such that the cut (S, S) contains precisely two edges in C.
Then the cut contains at least one of the edges (i, k), ( j, l).
Proof. Without loss of generality, let s = 1 = i < j < k < l ≤ h.
If k ∈ S then the result is obviously true.
Else, t ∈ { j, l}. Since the cut contains precisely two edges in C and {1, k} ⊆ S, it follows that { j, l} − {t} ∈ S.
Hence, the edge ( j, l) lies in the cut. 
4.1. Algorithm 2
Algorithm 2 is a modification of Algorithm 1 in which Step 3 is modified as given below and Step 5 is replaced by
steps (5a) to (9a) given below.
Modification to Step 3: In Step 3, for constructing the d q−p∗2 e edge-disjoint cycles, each on the node set {p∗ +
1, . . . , nk}, label the nodes {p∗ + 1, . . . , nk} as {v1, v2, . . . , vh} as follows (recall that here h = nk − p∗):
vi =

p∗ + 2i − 1 ∀i ∈
{
1, 2, . . .
⌊
h
2
⌋}
p∗ + 2h − 2i ∀i ∈
{⌊
h
2
⌋
+ 1, . . . , h − 1
}
nk if i = h.
Choose a = 1. Then the first of the b nk−p∗2 c cycles constructed using the scheme in the proof of Lemma 1 is
(p∗ + 1, p∗ + 2, . . . , nk, p∗ + 1). Choose this cycle as the d q−p∗2 eth cycle.
Modified Step 5: We replace Step 5 by the following steps (5a) to (9a).
Step 5a: Construct network G∗ = [N , E∗] on nodes set N = {1, 2, . . . , n} where the edge set E∗ is the union of the
edge sets of all the networks {G(k) : k ∈ {0, 1, . . . , k∗ − 1}}. Assign to each edge (i, j) in the network a capacity of
u∗i j = Σ (k
∗−1)
k=0 ∆(k)ui j .
If all the edge capacities in G∗ are integral, then stop with G∗ as the output. Else, identify the edges with non-
integral capacities. These edges can be partitioned into edge-disjoint cycles, S1, S2, . . . , Sd , where each Si is of the
form (p∗+ 1, ai , ai − 1, . . . , bi , p∗+ 1), for some ai > bi with ai = nk for some k ≥ l∗; and bi equals either nk′ for
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some k′ > k, or (p∗ + 2). (Here, l∗ is the minimum integer such that ml∗ > q + 1.) Let us order the cycles such that
a1 > b1 > a2 > · · · > bd . Repartition the edge set S1 ∪ S2 ∪ · · · ∪ Sd into sets T1, T2, . . . , T f as follows.
For every set S j such that |S j | is even, S j = Ti for some i . For all the sets S j with |S j | odd, start from such a
set S j with the smallest value of j and form pairs of successive such sets. For each such pair, (S j1 , S j2), define some
Ti = S j1 ∪ S j2 . If the total number of such odd cardinality sets is odd, then define the last such set as a T set and label
it Tz .
If p∗ = 0, go to Step (8a).
Step 6a: For each Ti = Si1 ∪ Si2 , (i1 < i2), do the following. Let ai1 = nk, and bi1 = nk′ .
Reconstruct the network G(k), if necessary, using the modification to Step 3 by choosing the d q−p∗2 e edge-disjoint
cycles, passing through the nodes {p∗ + 1, . . . , nk}, such that the cycle containing the edge (nk′ , bi2) is not selected.
Similarly, reconstruct the network G(k
′), if necessary, by choosing the d q−p∗2 e edge-disjoint cycles, passing through
the nodes {p∗ + 1, . . . , nk′}, such that the cycle containing the edge (nk′ , bi2) is not selected. In each case, choose the
cycle (p∗ + 1, p∗ + 2, . . . , nk, p∗ + 1) as the d q−p∗2 eth cycle. Let the resultant networks be G
(k)
, and G
(k′)
. For each
k for which such a reconstruction is not needed, we set G
(k) = G(k).
Construct network G = [N , E] the same way the network G∗ is constructed in Step 5 of Algorithm 1 except
that replace each network G(k) by network G
(k)
. It may be noted that the edges in G with non-integral capacities are
precisely the same as those in G∗.
Step 7a: For each Ti = S j , i 6= z, reduce in G the capacity of each edge in Ti by 12 , and increase by 1 the capacity of
each edge in the set {(p∗ + 1, a j ), (a j − 1, a j − 2), . . . , (b j + 1, b j )}.
For each Ti = Si1 ∪ Si2 , reduce in G the capacity of each edge in Ti by 12 , and increase by 1 the capacity of
each edge in the set {(p∗ + 1, ai1), (ai1 − 1, ai1 − 2), . . . , (bi1 + 2, bi1 + 1), (bi1 , bi2), (p∗ + 1, ai2), (ai2 − 1, ai2 −
2), . . . , (bi2 + 2, bi2 + 1)}.
For Tz = S j , reduce in G the capacity of each edge in Tz by 12 , and increase by 1 the capacity of each edge in the
set {(p∗ + 1, a j ), (a j − 1, a j − 2), . . . , (b j + 2, b j + 1), (b j + 1, b j )}.
Output the resultant network G
∗ = [N , E∗] with edge capacities {u∗e : e ∈ E∗}. Stop.
Step 8a: For each Ti = S j , do the following. Let a j = h = nk .
Case (i) b h−12 c = γ j (say) is even. Reconstruct the network G(k) using the modification to Step 3 with the choice of
a = h − γ j2 in constructing the cycles on the node set {1, 2, . . . , nk}. Denote by H j the cycle obtained by connecting
the end points of the path Pa to node vh and include this cycle in the set of b q2 c cycles. (It may be recalled that we
assume q ≥ 3.) Choose (1, 2, . . . , nk, 1) as the d q2 eth cycle. Let the resultant network be G
(k)
.
Case (ii) b h−12 c = γ j is odd and h is even. Reconstruct the network G(k) as follows. Choose a = 1. Denote by
H j the cycle obtained by connecting the end points of path P
(
γ j+3
2 )
to node vh and include this cycle in the set of b q2 c
cycles; and choose (1, 2, . . . , nk, 1) as the d q2 eth cycle. Let the resultant network be G
(k)
.
Case (iii) Both b h−12 c = γ j and h are odd. Reconstruct the network G(k) as follows. Choose a = 1. Let H j be
the cycle obtained by connecting the end points of the path P
(
γ j+3
2 )
to node vh = nk . Let µ j be the first node in the
set {b j , b j + 1, . . . , nk − 1} encountered when we traverse the cycle H j starting with node nk and visiting the node
v
(
γ j+3
2 )
first. Include the cycle H j in the set of b q2 c cycles; do not include the cycle containing the edge (1, µ j ) in the
set of cycles; and choose (1, 2, . . . , nk, 1) as the d q2 eth cycle. Let the resultant network be G
(k)
.
For each Ti = Si1 ∪ Si2 , (i1 < i2), do the following.
Let ai1 = h1 = nk′ . Reconstruct the networks G(k′) as follows. Choose a = h1 − b h14 c. Denote by Hi1 the cycle
obtained by connecting the end points of path Pa to node vh1 and include this cycle in the set of b q2 c cycles. Do not
include the cycle containing the edge (ai1 − 1, ai2 − 1) in the set of cycles, and choose (1, 2, . . . , nk′ , 1) as the d q2 eth
cycle. Let the resultant network be G
(k′)
.
Let ai2 = h2 = nk′′ . Reconstruct the network G(k′′) as follows. Choose a = h2 − b h24 c. Denote by Hi2 the cycle
obtained by connecting the end points of path Pa to node vh2 and include this cycle in the set of b q2 c cycles. Choose
(1, 2, . . . , nk′′ , 1) as the d q2 eth cycle. Let the resultant network be G
(k′′)
.
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Fig. 5. Edges in G∗ with non-integral capacities in Example 1.
For each k for which such a reconstruction is not needed, set G
(k) = G(k).
Construct network G = [N , E] the same way the network G∗ is constructed in Step 5 of Algorithm 1, except that
replace each network G(k) by the network G
(k)
.
Step 9a: For each Ti = S j , do the following.
Let a j = h = nk . Reduce in G the capacity of each edge in Ti by 12 .
If both b h−12 c = γ j and h are odd, then do the following. Increase by 1 the capacity of each edge in the set X j
defined as follows.
If b j < µ j , and i 6= z, then
X j = {(1, µ j ), (µ j − 1, µ j − 2), (µ j − 3, µ j − 4), . . . , (b j + 1, b j )}
∪ {(µ j + 1, µ j + 2), (µ j + 3, µ j + 4), . . . , (nk − 1, nk)}.
If b j < µ j , and i = z, then
X j = {(1, µ j ), (µ j − 1, µ j − 2), (µ j − 3, µ j − 4), . . . , (b j + 1, b j )}
∪ {(µ j + 1, µ j + 2), (µ j + 3, µ j + 4), . . . , (nk − 2, nk − 1), (nk − 1, nk)}.
If b j = µ j and i 6= z, then
X j = {(1, µ j ), (µ j + 1, µ j + 2), (µ j + 3, µ j + 4), . . . , (nk − 1, nk)}.
If b j = µ j , and i = z, then X j = {(1, µ j ), (µ j + 1, µ j + 2), (µ j + 3, µ j + 4), . . . , (nk − 2, nk − 1), (nk − 1, nk)}.
If at least one of b h−12 c = γ j and h is even, then do the following.
If i 6= z, then increase by 1 the capacity of each edge in the set {(1, nk), (nk−1, nk−2), (nk−3, nk−4), . . . , (b j+
1, b j )}.
If i = z, then increase by 1 the capacity of each edge in the set {(1, nk), (nk−1, nk−2), (nk−3, nk−4), . . . , (b j+
2, b j + 1), (b j + 1, b j )}.
For each Ti = Si1 ∪ Si2 , do the following.
Let ai1 = nk′ . Reduce in G the capacity of each edge in Ti by 12 . Increase by 1 the capacity of each edge in the set{(1, ai1), (1, ai2), (ai1 − 1, ai2 − 1), (ai1 − 2, ai1 − 3), (ai1 − 4, ai1 − 5), . . . , (bi1 − 1, bi1), (ai2 − 2, ai2 − 3), (ai2 −
4, ai2 − 5), . . . , (bi2 − 1, bi2)}.
Output the resultant network G
∗ = [N , E∗] with edge capacities {u∗e : e ∈ E∗}. Stop.
Let us continue our work on Example 1 in the previous section. Let us assume that the network G∗ is constructed
using Algorithm 1 with the modification to Step 3. The edges in G∗ with half-integral capacities are given in Fig. 5.
Now since p∗ > 0, we do steps 6a and 7a as follows:
First we consider T1 = S1 ∪ S3: a1 = 15 = n1; b1 = 14 = n2. So, we reconstruct G(1) and G(2), if necessary,
choosing the cycles using the modification to Step 3 such that the edge (9, 14) does not belong to any of the cycles;
and (3, 4, . . . , 15, 3) and (3, 4, . . . , 14, 3) are chosen as the second cycle in G(1) and G(2), respectively.
Now, we perform Step 7a.
We reduce the capacities of all the edges in T1 by 12 and add unit capacities to edges (3, 15), (3, 10), and (9, 14).
For T2 = S2, since the cycle is even, we round down the capacity of each edge in T2 and increase the capacities of
edges (3, 13) and (11, 12) by 1.
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Fig. 6. Edges in G∗ with nonintegrated capacities in Example 2.
Fig. 7. Cycle H2 in Example 2.
Finally for Tz = S4, we round down the capacity of each edge in Tz and increase the capacities of edges (3, 7) and
(7, 8) by 1 each.
This completes the work in Algorithm 2 for the Example 1.
Now, let us continue the work on Example 2 in Section 3.
Again, we assume that the network G∗ is constructed using Algorithm 1 with the modification to Step 3. The edges
in G∗ with half-integral capacities are shown in Fig. 6.
Since p∗ = 0, we go to Step 8a in Algorithm 2.
For T2 = S2 : a2 = 11 = n3 = h; b h−12 c = 5 = γ2; both h and γ2 are odd and hence we go to Case (iii) of Step
8a. In G(3), we choose as the first cycle on node set {1, 2, . . . , 11} the cycle H2 shown in Fig. 7.
This cycle is edge-disjoint from the cycle (1, 2, . . . , 11, 1). µ2 = 9 and the cycle H2 does not contain the edge
(1, 9).
For Tz = S4: a4 = 6 = n8 = h; γ4 = b h−12 c = 2, an even number. Hence, we go to Case (i) of Step 8a. In the
modification to Step 3, we choose a = 6− 22 = 5. This gives us the first cycle as H4 = (2, 4, 1, 5, 3, 6, 2). The second
cycle is (1, 2, 3, 4, 5, 6, 1).
For T1 = S1 ∪ S3 : a1 = 13 = h1 = n1. In G(1), we choose a = 13 − b 134 c = 10. This gives us
H1 = (6, 8, 4, 10, 2, 12, 1, 11, 3, 9, 5, 7, 13, 6). It may be noted that this cycle does not contain the edge (7, 12)
as desired. The second cycle is (1, 2, . . . , 13, 1).
a2 = 8 = h2 = n6. In G(6) we choose a = 8 − b 84c = 6. This gives us H3 = (4, 6, 2, 7, 1, 5, 3, 8, 4). We choose
this as the first cycle and (1, 2, . . . , 8, 1) as the second cycle.
Now we go to Step 9a.
We decrease capacities of all edges in T1 ∪ T2 ∪ T3 by 12 .
In T2 = S2, both h and γ2 are odd; and µ2 = 9. Hence, we increase the capacity of each of the edges (1, 9) and
(10, 11) by 1.
In Tz = S4, γ4 is even. Hence, we increase by 1 capacity of each of the edges (1, 6), (6, 5).
In T1 = S1 ∪ S3, we increase by 1 the capacity of each of the edges: (1, 13), (1, 8), and (7, 12).
This completes the work in Algorithm 2 for the Example 2.
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We shall now prove that Algorithm 2 produces an optimal solution to the integer version of the q-path flow network
synthesis problem. We need the following lemma and observation.
Lemma 7. Consider any two undirected networks G ′ and G ′′ on the same node set N . Let network G be obtained by
superposing the two networks. Then for any cut (S, S) on N, the sum of q-capacities of the cut in G ′ and G ′′ is no
more than the q-capacity of the cut in G.
Proof. Let X = {e1, e2, . . . , em} be the edges in the cut (S, S) in G. If m < q, then the result is obviously true.
Else, for each ei ∈ X , let u′ei and u′′ei be the respective capacities of the edge ei in G ′ and G ′′, and uei = u′ei + u′′ei .
Let ue1 ≥ ue2 ≥ · · · ≥ uem , uS = (ue1 , ue2 , . . . , uem ), u′S = (u′e1 , u′e2 , . . . , u′em ) and u′′S = (u′′e1 , u′′e2 , . . . , u′′em ). Then,
q − capacity of the cut in G = min
{
α j (uS)
q − j + 1 : j ∈ {1, 2, . . . , q}
}
≥ min
{
α j (u′S)
q − j + 1 : j ∈ {1, 2, . . . , q}
}
+min
{
α j (u′′S)
q − j + 1 : j ∈ {1, 2, . . . , q}
}
≥ (q − capacity of the cut in G ′)+ (q − capacity of the cut in G ′′). 
Observation 5. Suppose p∗ = 0. For any S j defined in Step 5a of Algorithm 2, let the cycle H j be as defined in
Step 8a of the algorithm. Then for any distinct nodes i, x in S j such that the capacity of each of the distinct edges
(1, i) and (x, y) is increased by 1 in Step 9a of the algorithm and {i, x, y} ⊆ {1, 2, . . . , a j }, the two edges cross
relative to H j .
Theorem 6. The network G
∗ = [N , E∗], with edge capacities {u∗e : e ∈ E∗}, produced by Algorithm 2 is an optimal
solution to the integer version of the q-path flow network synthesis problem.
Proof. The edge capacities u∗e can be easily checked to be integer-valued. Also,
∑{u∗e : e ∈ E∗} = d∑{u∗e : e ∈
E∗}e, where, {u∗e : e ∈ E∗} are the edge capacities of the optimal solution to the continuous version of the problem
produced by Algorithm 1. Thus the solution produced by Algorithm 2, if feasible, is optimal.
Let G = [N , E] be the network produced in Step 6a or 8a of the algorithm. Then, G is also an optimal solution
to the continuous version of the problem, as the proofs of Lemma 6 and Theorem 4 apply to it. The only edges in E ,
capacities of which are decreased by 12 unit in Step 7a or 9a of the algorithm, are those in sets S j which are some of the
edges in the d q−p∗2 eth cycles on node sets {p∗+1, p∗+2, . . . , nk} constructed for some values of k, l∗ ≤ k < k∗−1.
(Here, l∗ is the minimum integer such that ml∗ > q+1.) These edges are used in the proof of feasibility of Algorithm
1 only to send a q-path flow of flow value ∆pi (k)y in the corresponding network G
(k)
from node 1 to node y, for
p∗ < y ≤ nk . It is therefore sufficient to show that after the modification, the desired q-path flow can still be sent.
We shall associate the reduction in capacities of edges in sets S j with networks G
(k)
as follows. For any S j , let
a j = nk′ and b j = nk′′ . We shall reduce by 12 the capacity of each edge in G
(k′)
on the path (p∗+1, a j , a j−1, . . . , b j ),
and the capacity of the edge (p∗ + 1, b j ) in G(k
′′)
. Henceforth, for convenience, we shall denote each network G
(k)
,
after appropriate decrease in capacities of some of its edges, by G
(k)
.
Case (i) : p∗ > 0. In this case, if node y does not belong to any S j , then the proof in Case b(ii) of Lemma 6 still
holds.
Suppose a j ≤ y ≤ b j for some S j . Let a j = nk′ and b j = nk′′ . Then, obviously, each of 12∆pi (k
′)
y and
1
2∆pi
(k′′)
y is
non-integral. For k ∈ {k′, k′′}, let
Pk = {(1, y)} ∪ {(1, i, y) : i ∈ {2, . . . , p∗}} ∪ {(1, xi , y), (1, ti , y) : i = 1, . . . , b (q−p∗)2 c}, where, xi yi are the
neighbours of the node y in the i th cycle constructed in G
(k)
.
Suppose a j ≤ y < b j . Then, for any k 6= k′, we can send a q-path flow of flow value ∆pi (k)y from node 1 to node
y as in Case b(ii) of Lemma 6. For some β ∈ {y − 1, y + 1}, capacity of the edge (β, y) has been increased by 1. For
k = k′, send b 12∆pi (k
′)
y c units of q-path flow along each of the q-path sets Pk′ ∪{(1, y−1, y)} and Pk′ ∪{(1, y+1, y)}
and send 1 unit of q-path flow along Pk
′ ∪ {(1, β, y)}.
Suppose y = b j for some S j .
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Subcase (ia): Suppose S j = Ti for some i . For any k 6∈ {k′, k′′}, we can send a q-path flow of flow value ∆pi (k)y
from node 1 to node y as in Case b(ii) of Lemma 6. Also, for k = k′, using G(k′) together with half out of the one unit
of additional capacity assigned to the edge (y, y+ 1) in Step 7a, we can send a q-path flow of flow value∆pi (k′)y from
node 1 to node y as in Case b(ii) of Lemma 6; and after sending this flow, edge (1, y + 1) in G(k′), as well as the edge
(y, y + 1), (capacity of which was increased by 1), each has an unused capacity of at least 12 . Adding these capacities
to G
(k′′)
send, respectively, b 12∆pi (k
′′)
y c and 12∆pi (k
′′)
y units of flow along the q-path sets Pk
′′ ∪ {(1, p∗ + 1, y)} and
Pk
′′ ∪ {(1, y − 1, y)}; and send 12 unit of flow along Pk
′′ ∪ {(1, y + 1, y)}.
Subcase (ib): Suppose S j = Si1 for some Ti = Si1 ∪ Si2 , i1 < i2. For any k 6∈ {k′, k′′}, we can send a q-path flow
of flow value ∆pi (k)y from node 1 to node y as in Case b(ii) of Lemma 6.
For k = k′, send, respectively, 12∆pi (k
′)
y and b 12∆pi (k
′)
y c units of flow along the q-path sets Pk′ ∪ {(1, y− 1, y)} and
Pk
′ ∪ {(1, y + 1, y)}; and send 12 unit of flow along Pk
′ ∪ {(1, bi2 , y)}.
For k = k′′, send, respectively, 12∆pi (k
′′)
y and b 12∆pi (k
′′)
y c units of flow along the q-path sets Pk′′ ∪ {(1, y − 1, y)}
and Pk
′′ ∪ {(1, p∗ + 1, y)}; and send 12 unit of flow along Pk
′′ ∪ {(1, bi2 , y)}.
(Recall that in each of G
(k′)
and G
(k′′)
the d (q−p∗)2 e cycles are chosen such that the edge (bi1 , bi2) is not in any of
these cycles.)
Subcase (ic): Suppose S j = Si2 for some Ti = Si1 ∪ Si2 , i1 < i2. Again, for any k 6∈ {k′, k′′}, we can send a q-path
flow of flow value∆pi (k)y from node 1 to node y as in Case b(ii) of Lemma 6, and after sending all these flows, at least
one unit capacity of each of the edges (1, bi1) and (bi1 , bi2) is left unused. We shall use these to send desired flows in
G
(k′)
and G
(k′′)
.
For k = k′, send, respectively, 12∆pi (k
′)
y and b 12∆pi (k
′)
y c units of flow along the q-path sets Pk′ ∪ {(1, y− 1, y)} and
Pk
′ ∪ {(1, y + 1, y)}; and send 12 unit of flow along Pk
′ ∪ {(1, bi1 , y)}.
For k = k′′, send, respectively, 12∆pi (k
′′)
y and b 12∆pi (k
′′)
y c units of flow along the q-path sets Pk′′ ∪ {(1, y − 1, y)}
and Pk
′′ ∪ {(1, p∗ + 1, y)}; and send 12 unit of flow along Pk
′′ ∪ {(1, bi1 , y)}.
Case(ii): p∗ = 0. Consider any cut (S, S) such that 1 ∈ S and y ∈ S. We shall show that the q-capacity of this cut
in G
∗
is at least piy .
Subcase(iia): Consider any k ∈ {0, . . . , k∗ − 1} such that nk 6∈ {a j , b j } for any S j . In this case, using the same
argument as in the proof of Lemma 6, it follows that the q-capacity of the cut (S, S) in G
(k)
is at least ∆pi (k)y .
Subcase (iib): Consider any k′, k′′ ∈ {0, . . . , k∗−1} such that nk′ = a j ≥ y and nk′′ = b j for some S j = Ti . Then,
∆pi (k
′)
y ≥ 1. Consider any k ∈ {k′, k′′}. The cut (S, S) contains from G(k), at least 2 edges (of capacity ∆pi (k)y each)
from each of the b q2 c Hamiltonian cycles, and therefore, a total of at least (q − 1) edges of capacity ∆pi (k)y each.
Suppose y ≤ b j . Then, the cut (S, S) contains from G(k) at least one edge of capacity 12∆pi (k)y from the path
(1, 2, . . . , y) of the d q2 eth cycle, and in addition, at least one more edge of capacity at least b 12∆pi (k)y c. So, the q-
capacity of the cut in G
(k)
is at least ∆pi (k)y − 12q .
If in G
(k′)
, the cut contains at least q edges of capacity ∆pi (k
′)
y each or at least 3 edges of capacity 12∆pi
(k′)
y each,
then the q-capacity of the cut in G
(k′)
is at least ∆pi (k
′)
y + 12q .
If in G
(k′)
, the cut contains precisely (q − 1) edges of capacity ∆pi (k′)y each and 2 edges of capacity 12∆pi (k
′)
y each,
then the q-capacity of the cut in G
(k′)
is at least ∆pi (k
′)
y . Also, in this case, y < b j and b j ∈ S. Hence, in G(k
′′)
, the
cut contains at least 2 edges of capacity 12∆pi
(k′′)
y each, and hence the q-capacity of the cut in G
(k′′)
is also at least
∆pi (k
′′)
y .
If in G
(k′)
, the cut contains precisely (q − 1) edges of capacity ∆pi (k′)y each and one edge of capacity 12∆pi (k
′)
y ,
then b j ∈ S, and the cut contains precisely two edges from H j . In step 9a, either the edge (1, b j ) is assigned an extra
capacity of one unit or a pair of edges (1, φ) and (b j , ψ) is assigned an extra unit capacity each; and by Observation 5,
these edges cross in H j . This implies that at least one of these edges lies in the cut. Let G ′ be the network obtained by
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adding this pair of edges to G
(k′)
. Then, the q-capacity of the cut in G ′ is at least ∆pi (k
′)
y + 12q . By Lemma 7, it now
follows that in each of the above cases, the q-capacity of the cut in the network obtained by superposing G
(k′)
and
G
(k′′)
or G ′ and G(k
′′)
is at least ∆pi (k
′)
y +∆pi (k
′′)
y .
Suppose y > b j . Then∆pi
(k′′)
y = 0. In this case, the cut (S, S) contains from G(k
′)
at least (q−1) edges of capacity
∆pi (k
′)
y each and at least 2 edges of capacity b 12∆pi (k
′)
y c each.
If the cut contains from G
(k′)
at least q edges of capacity ∆pi (k
′)
y each, then the q-capacity of the cut in G
(k′)
is at
least ∆pi (k
′)
y . Else, in step 9a, a unit extra capacity is assigned either to the edge (1, y) or to a pair of edges (1, φ),
(y, ψ) that cross in H j . Since the cut contains precisely 2 edges from H j , it follow that it contains at least one of these
extra unit capacity edges. Thus, the q-capacity of the cut in the network obtained by adding this one a pair of edges to
G
(k′)
is at least ∆pi (k
′)
y .
Subcase (iic): Consider any {k1, k2, k3, k4} ⊆ {0, . . . , k∗ − 1} such that nk1 = ai1 , nk2 = bi1 , nk3 = ai2 and
nk4 = bi2 for some Si1 ∪ Si2 = Ti .
If ai1 ≥ y > bi1 , then it can be shown using same arguments as in Subcase (iib) that in G(k1) with additional unit
capacity edge (1, y) or pair of unit capacity edges (1, ai1), (y, φ), the q-capacity of the cut (S, S) is at least ∆pi
(k1)
y .
If y ≤ bi1 , then again using same arguments as in Subcase (iib), it can be shown that in the network obtained by
superposing G
(k1) and G
(k2) and additional unit capacity edges (1, ai1), (bi1 − 1, bi1), the q-capacity of the cut is at
least ∆pi (k1)y +∆pi (k2)y .
If ai2 ≥ y > bi2 and y 6= ai2 − 1 or (y = ai2 − 1, but ai1 − 1 6∈ S), then again using the same arguments as
in Subcase(iib) we can show that q-capacity of the cut in G
(k3) with additional unit capacity edge (1, y) or two unit
capacity edges (1, ai1), (φ, y), is at least ∆pi
(k3)
y .
Similarly, it can be shown that if y ≤ bi2 , then the q-capacity of the cut in the network obtained by superposing
G
(k3) and G
(k4) with additional unit capacity edges (1, ai2), (bi2 − 1, bi2) is at least ∆pi (k3)y +∆pi (k4)y .
Thus, in each case, the q-capacity of the cut in the network obtained by superposing G
(k1)
,G
(k2)
,G
(k3) and G
(k4)
with appropriate additional unit capacity edges is at least ∆pi (k1)y +∆pi (k2)y +∆pi (k3)y +∆pi (k4)y .
Let us consider the case y = ai2 − 1 and ai1 ∈ S. In this case, the q-capacity of the cut in each of G(k1) and G(k2)
is at least ∆pi (k1)y − 12q and ∆pi (k2)y − 12q , respectively, and its q-capacity in G
(k3) is at least ∆pi (k3)y − 1q .
If in G
(k1), the cut contains more than (q − 1) edges of capacity ∆pi (k1)y each, then it contains at least (q + 1)
such edges (since the cut contains can even number of edges from each Hamiltonian Cycle). Thus, in this case, the
q-capacity of the cut in G
(k1) is at least ∆pi (k1)y + 32q . Thus, the q-capacity of the cut in the network obtained by
superposing G
(k1)
,G
(k2) and G
(k3) is at least ∆pi (k1)y +∆pi (k2)y +∆pi (k3)y .
Suppose in G
(k1) the cut contains precisely (q − 1) edges of capacity ∆pi (k1) each. Then it contains precisely two
edges from Hi1 . Since ai1 − 1 ∈ S and the edges (ai1 − 1, ai2 − 1) and (1, ai1) cross in Hi1 , this implies that the edge
(1, ai1) lies in the cut.
If in G
(k1) the cut contains 3 or more edges of capacity 12∆pi
(k1)
y , then it follows using the same arguments as in
Subcase (iib) that the q-capacity of the cut in G
(k1), with additional unit capacity edge (1, ai1) is at least∆pi
(k1)
y + 32q .
If in G
(k1) the cut contains 2 edges of capacity 12∆pi
(k1)
y , then again the arguments in Subcase (iib) imply that the
q-capacity of the cut in G
(k1) with additional unit capacity edge (1, ai1) is at least ∆pi
(k1)
y + 1q and that in G
(k2) is at
least ∆pi (k2)y .
If in G
(k1), the cut contains precisely one edge of capacity 12∆pi
(k1)
y , then ai2 ∈ S. Thus, by Lemma 7 the q-
capacities of the cut in the networks obtained by adding edge (1, ai1) to G
(k1) and edge (1, ai2) to G
(k2) are at least
∆pi (k1)y + 12q and ∆pi (k2)y + 12q , respectively. In each of the above cases, Lemma 7 implies that the q-capacity of the
cut in the network obtained by superposing G
(k1)
,G
(k2) and G
(k3) with extra unit capacity edges (1, ai1), (1, ai2) is at
least ∆pi (k1)y +∆pi (k2)y +∆pi (k3)y .
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Thus, using Lemma 7, it follows from subcases (iia, iib, iic) above that the q-capacity of the cut in G
∗
is at least∑
k ∆pi
(k)
y = piy .
This prove the theorem. 
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