Abstract. We prove the subnormality of an operator-weighted composition operator whose symbol is a transformation of a discrete measure space and weights are multiplication operators in L 2 -spaces under the assumption of existence of a family of probability measures whose Radon-Nikodym derivatives behave regular along the trajectories of the symbol. We build the quasinormal extension which is a weighted composition operator induced by the same symbol. We give auxiliary results concerning commutativity of operator-weighted composition operators with multiplication operators.
Introduction
Recent years have brought rapid development in studies over unbounded composition operators in L 2 -spaces (see [5, 6, 7, 8, 11, 12, 13, 15, 19, 28, 34] ) and weighted shifts on directed trees (see [9, 10, 14, 29, 30, 31, 33, 41, 49] ), mostly in connection with the question of their subnormality.
One can see that all these operators belong to a larger class of Hilbert space operators composed of unbounded weighted composition operators in L 2 -spaces (see [16] ). The class, in the bounded case, is well-known and there is extensive literature concerning properties of its members, both in the general case as well as in the case of particular realizations like weighted shifts, composition operators, or multiplication operators (see, e.g., [42, 43] ). Weighted composition operators acting in spaces of complex-valued functions have a natural generalization in the context of vector-valued functions -the usual complex-valued weight function is replaced by a function whose values are operators. These are the operators we call operator-weighted composition operators, we will refer to them as o-wco's. Their particular realizations are weighted shifts acting on ℓ 2 -spaces of Hilbert space-valued functions or composition operators acting on Hilbert spaces of vector-valued functions, which has already been studied (see, e.g., [26, 27, 35, 36] ). Interestingly, many weighted composition operators can be represented as operator weighted shifts (see [18] ).
In this paper we turn our attention to o-wco's that act in an ℓ 2 -space of L 2 -valued functions and have a weight function whose values are multiplication operators. We focus on the subnormality of these operators. Our work is motivated by the very recent criterion (read: sufficient condition) for the subnormality of unbounded composition operators in L 2 -spaces (see [13] ). The criterion relies on a construction of quasinormal extensions for composition operators, which is doable if the so-called consistency condition holds. It turns out that these ideas can be used in the context of o-wco's leading to the criterion for subnormality in Theorem 3.6, which is the main result of the paper. The quasinormal extension for a composition operator built as in [13] is still a composition operator which acts over a different measure space. Interestingly, in our case for a given o-wco we get a quasinormal extension which also is an o-wco and acts over the same measure space. The extension comes from changing the set of values of a weight function. We investigate the subnormality of o-wco's in the bounded case and we show in Theorem 4.3 that the conditions appearing in our criterion are not only sufficient but also necessary in this case. Later we provide a few illustrative examples. The paper is concluded with some auxiliary results concerning commutativity of wco's and multiplication operators.
Preliminaries
In all what follows Z, R and C stands for the sets of integers, real numbers and complex numbers, respectively; N, Z + and R + denotes the sets of positive integers, nonnegative integers and nonnegative real numbers, respectively. Set R + = R + ∪{∞}. If S is a set and E ⊆ S, then χ E is the characteristic function of E. Given a σ-algebra Σ of subsets of S we denote by M (Σ) the space of all Σ-measurable C-or R + -valued (depending on the context) functions on S; by writing M + (Σ) we specify that the functions have values in R + . If µ and ν are positive measures on Σ and ν is absolute continuous with respect to µ, then we denote this fact by writing ν ≪ µ. If Z is a topological space, then B(Z) stands for the σ-algebra of all Borel subsets of Z. For t ∈ R + the symbol δ t stands for the Borel probability measure on R + concentrated at t. If H is a Hilbert space and F is a subset of H, then lin F stands for the linear span of F .
Let H and K be Hilbert spaces (all Hilbert spaces considered in this paper are assumed to be complex). Then L(H, K) stands for the set of all linear (possibly unbounded) operators defined in a Hilbert space H with values in a Hilbert space A densely defined operator S in H is said to be subnormal if there exists a Hilbert space K and a normal operator N in K such that H ⊆ K (isometric embedding) and Sh = N h for all h ∈ D(S). A closed densely defined operator A in H is quasinormal if and only if U |A| ⊆ |A|U , where |A| is the modulus of A and A = U |A| is the polar decomposition of A. It was recently shown (cf. [32] ) that:
A closed densely defined operator Q is quasinormal if and only if
It is well-known that quasinormal operators are subnormal (cf. [4, 46] ).
Throughout the paper X stands for a countable set. Let µ be a discrete measure on X, i.e., µ is a measure on 2 X , the power set of X, such that 0 < µ x := µ({x}) < ∞ for every x ∈ X. Let H = {H x : x ∈ X} be a family of (complex) Hilbert spaces. Then ℓ 2 (H, µ) denotes the Hilbert space of all sequences f = {f x } x∈X such that f x ∈ H x for every x ∈ X and x∈X ||f x || 2 Hx µ x < ∞. For brevity, if this leads to no confusion, we suppress the dependence of the norm · Hx on H x and write just · . If µ is the counting measure on X, then we denote ℓ 2 (H, µ) by ℓ 2 (H).
Here and later on we adhere to the notation that all the sequences, families or systems indexed by a set X will be denoted by bold symbols while the members will be written with normal ones.
Let X be a countable set, µ be a discrete measure on X, φ be a self-map of X, H = {H x : x ∈ X} be a family of Hilbert spaces and Λ = {Λ x : x ∈ X} be a family of operators such that Λ x ∈ L(H φ(x) , H x ) for every x ∈ X. We say that (X, φ, µ, H, Λ) is admissible then. By saying that (X, φ, H, Λ) is admissible we mean that (X, φ, ν, H, Λ) is admissible where ν is the counting measure. Denote by D Λ the set of all f ∈ ℓ 2 (H, µ) such that f y ∈ z∈φ −1 ({y}) D(Λ z ) for every y ∈ φ(X), i.e., f φ(x) ∈ D(Λ x ) for every x ∈ X. Then an operator-weighted composition operator in ℓ 2 (H, µ) induced by φ and Λ is the operator
defined according to the following formula
Remark 2.1. In case every H x is equal to C and Λ x is just multiplying by a complex number w x , C φ,Λ is the classical weighted composition operator C φ,w induced by φ and the weight function w : X → C given by w(x) = w x , and acting in the
For more information on (unbounded) weighted composition operators in L 2 -spaces we refer the reader to [16] .
It is clear that the operator U :
is unitary. Using this operator one can show that the operator C φ,Λ in ℓ 2 (H, µ) is in fact unitarily equivalent to an o-wco acting in ℓ 2 (H).
The above enables us to restrict ourselves to studying o-wco's in exclusively in ℓ 2 (H) in all considerations that follow. The following convention is used in the paper: if (X, H, φ, Λ) is admissible, P is a property of Hilbert space operators, then we say that Λ satisfies P if and only if Λ x satisfies P for every x ∈ X.
Proof. Suppose that Λ x is closed for every x ∈ X. Take a sequence {f
φ(x) → g x as n → ∞ for every x ∈ X. Since all Λ x 's are closed we see that for every x ∈ X, f φ(x) ∈ D(Λ x ) and Λ x f φ(x) = g x . This yields f ∈ D(C φ,Λ ) and C φ,Λ f = g.
The reverse implication does not hold in general.
Example 2.4. Let X = {−1, 0, 1}. Let φ : X → X be the transformation given by φ(−1) = φ(1) = 0 and φ(0) = 0. Let H = {H x : x ∈ X} be a set of Hilbert spaces such that H 1 ⊆ H −1 , and Λ = Λ x ∈ L(H 0 , H x ) : x ∈ X be a set of operators such that Λ 0 and Λ 1 are closed, Λ −1 is not closed, and
As in the proof of Lemma 2.3 we see that
For x = 0 we can argue as in the proof of Lemma 2.3 to show that f 0 ∈ D(Λ 0 ) and Λ x f 0 = g 0 . These facts imply that f ∈ D(C φ,Λ ) and C φ,Λ f = g, which shows that C φ,Λ is closed.
Some properties of the operator C φ,Λ can be deduced by investigating operators
with H x = {H y : y ∈ φ −1 ({x})}, which are defined by
D(Λ y ) and
Proposition 2.5. Let (X, φ, H, Λ) be admissible. Then C φ,Λ is a densely defined operator in ℓ 2 (H) if and only if C φ,Λ,x is a densely defined operator for every x ∈ φ(X).
Proof. Suppose that for every x ∈ φ(X), C φ,Λ,x is densely defined while C φ,Λ is not. Then there exists f ∈ ℓ 2 (H) and r > 0 such that B(f , r) ∩ D(C φ,Λ ) = ∅, where B(f , r) denotes the open ball in ℓ 2 (H) with center f and radius r. Since all C φ,Λ,x 's are densely defined, we may assume
2 < ∞, which shows that g ∈ D(C φ,Λ ). This contradiction proves the "if" part. The "only if" part follows from the fact that f x ∈ D(C φ,Λ,x ) for every x ∈ φ(X) whenever f ∈ D(C φ,Λ ).
Remark 2.6. It is worth mentioning that if Λ is closed, then C φ,Λ is unitarily equivalent to the orthogonal sum of operators C φ,Λ,x , x ∈ X (this can be shown by using a version of [3, Theorem 5, p. 81] ). This leads to another proof of Proposition 2.5 in case Λ is closed.
In the course of our study we use frequently multiplication operators. Below we set the notation and introduce required terminology concerning these operators. Suppose
Clearly, M Γ is well-defined. Note that the above definition agrees with the definition of classical multiplication operators if X is a one-point set {x 0 } and µ x0 = ν x0 . Below we show when a multiplication operator M Γ is closed (since our setting in not entirely classical we give a short proof). It is easily seen that M Γ is the orthogonal sum of M Γy 's, which yields the aforementioned fact.
It is well-known that classical multiplication operator is selfadjoint if the multiplying function is R-valued. One can show that the same applies to M Γ , i.e., M Γ is selfadjoint if Γ is R-valued (of course, assuming dense definiteness of M Γ ).
The criterion
In this section we provide a criterion for the subnormality of an o-wco C φ,Λ with Λ being a family of multiplication operators acting in a common L 2 -space. More precisely, we will assume
The criterion for subnormality we are aiming for will rely on a well-known measure-theoretic construction of a measure from a measurable family of probability measures, which has already been used in the context of subnormality (see [13, 39] ). Using it we will build an extension for C φ,Λ . To this end we consider a measurable space (S, Σ) and a family {ϑ w x : x ∈ X, w ∈ W } of probability measures on Σ satisfying the following conditions:
where A ⊗ Σ denotes the σ-algebra generated by the family {A × σ :
We first show that the measures in the family { ̺ x : x ∈ X} satisfy similar absolute continuity condition as the measures in the family {ϑ w x : x ∈ X, w ∈ W }, and that the Radon-Nikodym derivatives coming from the former family can be written in terms of the Radon-Nikodym derivatives coming from the latter one. For x ∈ X, let λ x ∈ M (A ⊗ Σ) be given by λ x (w, s) = λ x (w) for (w, s) ∈ W × S.
Lemma 3.1. Assume (3.1). Let (S, Σ) be a measurable space and {ϑ w x : x ∈ X, w ∈ W } be a family of probability measures on Σ satisfying conditions (A) and (B). Then the following conditions hold:
(ii) for every x ∈ X, ̺-a.e. w ∈ W and ϑ
Proof. Using (B) and (3.3) we easily get (i). Now, for any x ∈ X we define H x , h x :
(s). Then, for every x ∈ X, by the Radon-Nikodym theorem and (3.3), we have
This implies (ii), which completes the proof.
We will use frequently the following notation
Note that for every x ∈ X the function
is A ⊗ Σ-measurable and, in view of Lemma 3.1, we have
for every F ∈ M (A ⊗ Σ) (here and later on we adhere to the convention that ∅ = 0). Set
The following set of assumptions complements (3.1) (S, Σ) is a measurable space, {ϑ w x : x ∈ X, w ∈ W } is a family of probability measures on Σ satisfying (A) and (B), { ̺ x : x ∈ X} is a family of measures on A ⊗ Σ given by (3.2) 
(That the operator M λx is well-defined follows from Lemma 3.1.)
It is no surprise that our construction leads to an extension of C φ,Λ .
Proof. In view of (3.3), for every x ∈ X the space L 2 (̺) can be isometrically embedded into
where
Since all the measures ϑ w x are probability measures, we deduce using
This means that C φ, Λ is an extension of C φ,Λ .
Next we formulate a few necessary results concerning properties of C φ, Λ . First, we show its dense definiteness and closedness. Proposition 3.3. Assume (3.1) and (3.7). Suppose that for every x ∈ X, G x < ∞ a.e. [ ̺ x ]. Then C φ, Λ is a closed and densely defined operator in ℓ 2 ( H).
. Using (2.3) we get
This yields the equality
By [11, Lemma 12.1], the space
and consequently C φ, Λ,x is densely defined. Since x ∈ X can be chosen arbitrarily, by applying Proposition 2.5, we get dense definiteness of C φ, Λ . Now using Lemma 2.3 and Lemma 2.7, we deduce that C φ, Λ is closed.
The claim of the following auxiliary lemma is a direct consequence of σ-finiteness of ̺ x . For the reader convenience we provide its proof. 1) and (3.7) . Let x ∈ X. Suppose that
Proof. Since the measure ̺ is σ-finite there exists an A -measurable function f : W → (0, +∞) such that W f (w) d ̺(w) < ∞. Now, for any given w ∈ W and s ∈ S we define
Clearly, the function α x is A ⊗ Σ-measurable. Moreover, by (3.3), we have
This completes the proof.
The proof of the criterion for subnormality of C φ,Λ , which we give further below, relies much on the fact that C * φ, Λ C φ, Λ is a multiplication operator.
Proposition 3.5. Assume (3.1) and (3.7). Suppose that for every
Proof. Let x 0 ∈ X, A ∈ A , and σ ∈ Σ. Let E = {E x : x ∈ X} be a family of functions
, where function α x0 satisfies (3.8), and δ x,x0 is the Kronecker delta. It follows from (3.8) that E ∈ ℓ 2 ( H). Moreover, by (3.3), (3.6), and (3.8), we get
On the other hand, since E ∈ D(C φ, Λ ), we have
where in ( †) we used the fact that the function (w,
belongs to L 1 ( ̺ x0 ). Since A ∈ A , and σ ∈ Σ can be arbitrarily chosen, we get
which implies that After all the above preparations we are in the position now to prove the criterion for the subnormality of C φ,Λ . Theorem 3.6. Assume (3.1) and (3.7). Suppose that for every x ∈ X, G x < ∞ a.e. [ ̺ x ] and
Then C φ, Λ is quasinormal. Moreover, C φ,Λ is subnormal and C φ, Λ is its quasinormal extension.
On the other hand, F ∈ D(M G C φ, Λ ) if and only if
Using the decomposition X = x∈X φ −1 ({x}) and applying (3.3) and (3.6) we see that (3.10) is equivalent to
The same argument implies that (3.11) is equivalent to
Keeping in mind that F ∈ ℓ 2 ( H) and using (3.9), (3.12), (3.13), and (3.14) we deduce that 
The bounded case
In this section we investigate the subnormality of C φ,Λ under the assumption of boundedness of C φ,Λ . We use a well-know relation between subnormality and Stieltjes moment sequences.
We begin with more notation. Suppose (3.1) holds. Let n ∈ N. Then Λ [n] := {Λ
[n]
x : x ∈ X}, where Λ
We define a function
We set λ
[0]
x is the identity operator, and h
x ≡ 1. It is an easy observation that the nth power of C φ,Λ is the o-wco with the symbol φ n and the weight Λ [n] . We state this below fact for future reference.
The well-known characterization of subnormality for bounded operators due to Lambert (see [37] 
) states that an operator A ∈ B(H) is subnormal if and only if
is a Stieltjes moment sequence for every f ∈ H. Recall, that a sequence {a n } ∞ n=0 ⊆ R + is called a Stieltjes moment sequence if there exists a positive Borel measure γ on R + such that a n = R+ t n d γ(t) for every n ∈ Z + . We call γ a representing measure of {a n } ∞ n=0 . If there exists a unique representing measure, then we say that {a n } ∞ n=0 is determinate. It is well-known that (see [2, 22] ; see also [48 (i) for every x ∈ X and ̺-a.e. w ∈ W the sequence h Proof. First note that by Lemma 4.1 we have
Fix x 0 ∈ X and consider g ∈ ℓ 2 (H) such that g x = δ x,x0 g x , x ∈ X. Then, by the Lambert
is a Stieltjes moment sequence. Moreover, by (4.3), we get
Now, by (4.1), we have
In a similar fashion we show that
Since g x0 ∈ L 2 (̺) may be arbitrary, combining the above inequalities with (4.1), we deduce that
is a Stieltjes moment sequence. Now, for any fixed x 0 we observe that by (4.3) for every f ∈ L 2 (̺) we have
where f ∈ ℓ 2 (H) is given by f x = δ x,x0 f . This, according to (4.1), yields that for ̺-a.e. w ∈ W , h Clearly, for ̺-a.e. w ∈ W , θ
x0 (w) = 1. Now, suppose that x ∈ X. Then for ̺-a.e. w ∈ W we get
This, in view of the fact that t d θ This completes the proof.
The representing measures θ w x existing for a subnormal bounded C φ,Λ by the above theorem turn out to be the building blocks for the family {ϑ x ∈ X, w ∈ W } of Borel probability measures on R + such that the following conditions hold:
where G x is defined by (3.5) (see also (3.4) and Lemma 3.1).
Proof. According to Theorem 4.2 there exist a set W 0 ∈ A and a family {θ w x : w ∈ W 0 } of Borel probability measures on R + such that ̺(W \ W 0 ) = 0 and for all x ∈ X and w ∈ W 0 the condition (4.2) holds. Define a family {ϑ w x : x ∈ X} of Borel probability measures by
In view of (i) of Theorem 4.2, the mapping W ∋ w → R + t n d ϑ w x ∈ R + is A -measurable for every x ∈ X, hence applying [13, Lemma 11] we get (i). In turn (iii) of Theorem 4.2 yields (ii). Now, by (4.2) and Lemma 3.1, for every x ∈ X, ̺-a.e. w ∈ W and ϑ w x -a.e. t ∈ R + we have G x (w, t) = t, which gives (iii).
Examples and corollaries
The operator M z of multiplication by the independent variable z plays a special role among all multiplication operators. It is easily seen that the weighted bilateral shift operator acting in
, with weights being equal to M z is normal (and thus subnormal). Below we show a more general result stating that for any given k ∈ N the o-wco C φ,Λ induced by φ whose graph is a k-ary tree (see [15] for terminology) and Λ consists of
. Let W be a compact subset of C and ̺ be a Borel measure on W . Finally, let
Then we have h
x (w) = k n |w n | 2 for every w ∈ W and n ∈ Z + . This means that h
is a Stieltjes moment sequence with a unique representing measure ϑ w x := δ k|w| 2 for every x ∈ X and w ∈ W . Therefore, conditions (3.1) and (3.7) are satisfied, and G x = G φ(x) = k for every x ∈ X. According to Theorem 3.6, C φ,Λ is subnormal in ℓ 2 (H).
A classical weighted unilateral shift in ℓ 2 (Z + ) is subnormal whenever the weights staisfy the well-known Berger-Gellar-Wallen criterion (see [23, 25] ). This can be generalized in the following way.
Example 5.2. Let X = Z + and φ : X → X be given by
Let (W, A , ̺) be a σ-finite measure space and let H = {H n : n ∈ Z + } with H n = L 2 (̺). Suppose
is a family of functions such that for every w ∈ W , the sequence
is a Stieltjes moment sequence. Set λ 0 ≡ 0. Let Λ = {M λn : n ∈ Z + }. Then the o-wco C φ,Λ in ℓ 2 (H) is subnormal. Indeed, fix w ∈ W . Since s w is a Stieltjes moment sequence, either λ for every k ∈ N, then we set ϑ w l = δ 0 for l ∈ Z 0 . Otherwise, we define a family of probability measures {ϑ
In both cases we see that
As a consequence, the family {ϑ w k : w ∈ W, k ∈ Z + } satisfies condition (B). Since the mapping w → R+ t n d θ w (t) = |λ 1 (w) · · · λ n (w)| 2 is A -measurable for every n ∈ N, by [13, Lemma 11], the mapping w → ϑ w 0 (σ) is A -measurable for every σ ∈ B(R + ). This implies that {ϑ w k : w ∈ W, k ∈ Z + } satisfies condition (A). In view of (5.1), G l (w, t) = t for all (w, t) ∈ W × R + and l ∈ Z + . Therefore, by Theorem 3.6, C φ,Λ is subnormal.
The class of weighted shifts on directed trees with one branching vertex has proven to be a source of interesting results and examples (see [10, 6, 14] ). Below we show an example of a subnormal o-wco C φ,Λ induced by a transformation φ whose graph is composed of a directed tree with one branching vertex and a loop.
if m = 1 and n ∈ {1, . . . , k}, (m − 1, n) if m ≥ 2 and n ∈ {1, . . . , k}.
Let W be a Borel subset of C and ̺ be a Borel measure on W . Let H = {H x : x ∈ X} with H x = L 2 (̺). For a given sequence {β n } k n=1 ⊂ C such that k n=1 |β n | 2 < ∞ we define functions
Finally, let S = [0, 1] and ϑ w x , x ∈ X and w ∈ W , be the Lebesgue measure on S. Clearly, for every x ∈ X, G x = k n=1 β 2 n . Thus by Theorem 3.6 the operator C φ,Λ is subnormal.
It is well known that normal operators are, up to a unitary equivalence, multiplication operators. This combined with our criterion can be used to investigate subnormality of C φ,Λ when Λ consists of commuting normal operators.
Example 5.4. Let X be countable and φ : X → X. Assume that H is a separable Hilbert space, H = {H x : x ∈ X} with H x = H, and Λ = {Λ x : x ∈ X} ⊆ L(H) is a family of commuting normal operators. Then there exist a σ-finite measure space (W, A , ̺) and a family {λ x : x ∈ X} ⊆ M (A ) such that for every x ∈ X, Λ x is unitarily equivalent to the operator M λx of multiplication by λ x acting in L 2 (̺). Suppose now that there exists a family {ϑ w x : x ∈ X, w ∈ W } of probability measures on a measurable space (S, Σ), such that conditions (A) and (B) are satisfied. If for every x ∈ X, ρ-a.e. w ∈ C, and ϑ w x -a.e. s ∈ S we have
then, by applying Theorem 3.6 and Lemma 3.1, we deduce that C φ,Λ acting in ℓ 2 (H) is subnormal.
In a similar manner to the case of a family of commuting normal operators we can deal with C φ,Λ induced by Λ consisting of a single subnormal operator.
Example 5.5. Let X be countable and φ : X → X. Suppose that H is a separable Hilbert space and S is a subnormal operator in H. Let H = {H x : x ∈ X} with H x = H, and Λ = {Λ x : x ∈ X} with Λ x = S. Since S is subnormal, there exists a Hilbert space K and a normal operator N in K such that S ⊆ N . Let K = {K x : x ∈ X} with K x = K, and Λ ′ = {Λ ′ x : x ∈ X} with Λ ′ x = N . Clearly, C φ,Λ ′ is an extension of C φ,Λ . Hence, showing that C φ,Λ ′ has a quasinormal extension will yield subnormality of C φ,Λ . From this point we can proceed as in the previous example. Assuming that there exists a family {ϑ w x : x ∈ X, w ∈ W } of probability measures on (S, Σ) satisfying conditions (A)-(B), and conditions (5.2) and (5.3) for every x ∈ X, ρ-a.e. w ∈ C, and ϑ w x -a.e. s ∈ S, we can show that C φ,Λ is subnormal.
The method of proving subnormality via quasinormality and extending the underlying L 2 -space with help of a family of probability measures has already been used in the context of composition operators (see [13, Theorem 9] ) and weighted composition operators (see [16, Theorem 29] ). The class of weighted composition operators in L 2 -spaces over discrete measure spaces is contained in the class of o-wco's (see Remark 2.1). Below we deduce a discrete version of [16, Theorem 29] from Theorem 3.6.
Proposition 5.6. Let (X, 2 X , µ) be a discrete measure space, φ be a self-map of X, and w : X → C. Suppose that there exists a family {Q x : x ∈ X} of Borel probability measures on R + such that
Then the weighted composition operator C φ,w induced by φ and w is subnormal.
Proof. By Proposition 2.2, C φ,w is unitarily equivalent to the weighted composition operator C φ, w in ℓ 2 (ν), where
w(x), x ∈ X, and ν is the counting measure on 2 X . Obviously, it suffices to prove the subnormality of C φ, w now. First we note that (5.5) and (5.4) imply that y∈φ −1 ({x}) |w(y)| 2 µ y < ∞ for every x ∈ X (equivalently, the operator C φ,w is densely defined). Using (5.4) we get
This implies that for every x ∈ X we have | w(x)| 2 Q x ≪ Q φ(x) and
Then, in view of (3.4), we have
This and (5.6) yield G x (t) = t = G φ(x) (t) for ϑ 1 x -a.e. t ∈ R + and every x ∈ X. By Theorem 3.6 (see also Remark 2.1), the operator C φ,w ′ is subnormal which completes the proof.
Auxiliary results
In this section we provide additional results concerning commutativity of a multiplication operators and o-wco's motivated by our preceding considerations. We begin with a commutativity criterion.
x ∈ X} be a family of σ-finite measure spaces and
On the other hand, f ∈ D(C φ,Λ M Γ ) if and only if Γ φ(x) f φ(x) ∈ D(Λ x ) for every x ∈ X and x∈X Ωx
implies that Γ is uniformly essentially bounded, we see that
which, by (6.1), implies (6.2). Thus
. This and (6.1) yields
which completes the proof.
Remark 6.2. It is worth noticing that if {(Ω x , A x , µ x ) : x ∈ X}, H, Γ , and Λ are as in Proposition
for every x ∈ X. This can be easily prove by comparing
where g ∈ D(C φ,Λ,φ(x) ) (see the last part of the proof of Proposition 6.1).
In view of our previous investigations it seems natural to ask under what conditions the inclusion in C φ,Λ M Γ ⊆ M Γ C φ,Λ can be replaced by the equality. Below we propose an answer when Λ consists of multiplication operators.
Assume that
Proof. We first prove that C φ,Λ M Γ ⊆ M Γ C φ,Λ implies λ x Γ x = λ x Γ φ(x) a.e. [µ x ], x ∈ X. (6.3)
To this end, we fix x 0 ∈ X. Since µ φ(x0) is σ-finite and |Γ φ(x0) | + H φ(x0) < ∞ a.e. [µ φ(x0) ], using a standard measure-theoretic argument we show that there exists {Ω n } ∞ n=1 ⊆ A such that Ω = ∞ n=1 Ω n and for every k ∈ N we have Ω k ⊆ Ω k+1 , µ φ(x0) (Ω k ) < ∞, and |Γ φ(x0) | + H φ(x0) < k on Ω k . Now, we consider f (n) ∈ ℓ 2 (H), n ∈ N, given by f
which yields f (n) ∈ D(C φ,Λ M Γ ) for every n ∈ N. Consequently, f (n) ∈ D(M Γ C φ,Λ ) for every n ∈ N. Now, by comparing M Γ C φ,Λ f (n) and C φ,Λ M Γ f (n) , we get λ x Γ x χ Ωn = λ x Γ φ(x) χ Ωn a.e.
[µ x ] for every x ∈ X such that φ(x) = φ(x 0 ) and every n ∈ N (see the last part of the proof of Proposition 6.1). Since Ω = ∞ n=1 Ω n , we get the equality in (6.3) for every x ∈ X such that φ(x) = φ(x 0 ). Considering all possible choices of x 0 ∈ X we deduce (6. Assume that Γ = {Γ x : x ∈ X} is a family of functions Γ x ∈ M (B) such that Γ x = Γ φ(x) a.e.
[µ x ] and z 0 − M Γ is an invertible operator in ℓ 2 (H) for some z 0 ∈ C. Let Ξ = {Ξ x : x ∈ X} with Ξ x = M ξx ∈ L(H φ(x) , H x ), x ∈ X. Suppose that C φ,Ξ and M Γ are densely defined, and
Proof. Since z 0 − M Γ is invertible, z 0 does not belong to the essential range of any Γ x , x ∈ X, and z 0 − M Γ −1 = M ∆ where ∆ = {∆ x : x ∈ X} with ∆ x := (z 0 − Γ x ) −1 (note that Γ x < ∞ a.e. [µ x ] because M Γ is densely defined). Then ∆ x = ∆ φ(x) a.e. [µ x ] for every x ∈ X which means that M ∆x Ξ x ⊆ Ξ x M ∆ φ(x) , x ∈ X. Consequently, by Proposition 6.1, we get M ∆ C φ,Ξ ⊆ C φ,Ξ M ∆ . This in turn implies that C φ,Ξ M Γ ⊆ M Γ C φ,Ξ . Dense definiteness of C φ,Ξ yields y∈φ −1 ({x}) d |ξy| 2 µy d µx < ∞ a.e. [µ x ] for every x ∈ X. Hence, by Proposition 6.3, we show that C φ,Ξ M Γ and M Γ C φ,Ξ coincide.
As a byproduct of Corollary 6.4 we get another proof of Theorem 3.6. C φ, Λ . In view of (2.1) the proof is complete.
The final important observation is that the condition appearing in Theorem 3.6 is necessary for the quasinormality of C φ, Λ . Proposition 6.5. Assume (3.1) and (3.7) . If C φ, Λ is quasinormal, then
Proof. Since C φ, Λ is densely defined G x < ∞ a.e. ̺ x . Now it suffices to argue as in the proof of Proposition 6.3 to get λ x G x = λ x G φ(x) a.e. [ ̺ x ] (cf. (6.3) ).
