I f a set of observations are analysed for a new p aram eter a, which is initially as likely as not to be zero, and th e possible range of whose values is 8 if it is not zero, we can denote th e proposition th a t it is 0 by and th e proposition th a t it is not 0 by ~ q* T hen th e prior probabilities of q and ~ q are given by P(q\h) = P (~q\h) =
1.
I f a set of observations are analysed for a new p aram eter a, which is initially as likely as not to be zero, and th e possible range of whose values is 8 if it is not zero, we can denote th e proposition th a t it is 0 by and th e proposition th a t it is not 0 by ~ q* T hen th e prior probabilities of q and ~ q are given by P(q\h) = P (~q\h) =
and the posterior probabilities on d a ta 6 are shown, by an approxim ate argum ent (Jeffreys 19376, p. 250) , to be given by
where a is th e m axim um likelihood solution for a and cra its stan d a rd error.
Since s is initially fixed and < ra decreases like n~^ w hen n, th e num ber of observations, increases, the outside factor is proportional to *Jn. I f K is less th an 1, th e observations support th e introduction of th e new p aram eter; if K is more th a n 1 th ey do not. In th e cases so far exam ined th e critical value of a/<ra ranges from about 1-8 to 3 as th e num ber of observations rises from 5 to 5000.
IT . A pproxim ate rules can be given for cases where several param eters are tested a t once. In such a case q is the proposition th a t none of them is needed, b u t ~q breaks up into a set of alternatives ..., qm, each asserting the genuineness of one of the new param eters. These alternatives are not exclusive, since several of the new param eters m ay conceivably be relevant. In m any cases, however, th ey can be supposed independent in the sense th a t the presence of one of them gives little or no reason to expect any of the others. Suppose then th a t th e prior probability of any of qv . .
•, qm is k, and th a t these are independent. Then the probability th a t all are false is (1 -k)m. B ut the proposition th a t all are false is q\ hence if th e presence of any of the new param eters is as likely as not we have 
162 H. Jeffreys % / when m is large. I f we arrange our work so as to test one new param eter a t a tim e we shall therefore have
The ratio K depends wholly on the data, and the ratio of the posterior probabilities of ~qx and q1 will be got by m ultiplying the exp and IT (3). The test will therefore be the same as for one degree of freedom except th a t the outside factor m ust be m ultiplied by the quan tity given in (3). I t remains true th a t for constant m the outside factor is proportional to ni. 1*2. I t m ay happen th a t the propositions qv q2, ..., qm are not inde pendent; in some problems, if one new param eter is needed to express the d a ta we should expect some of the others to be needed to o . Thus, if a harmonic variation is suggested in a series of measures and a cosine term is present we m ay accept the corresponding sine term a t once as giving only a deter m ination of phase. In th a t case, if k is needed, the probability th a t the sine is needed, given the cosine, is practically 1, and the probability th a t neither is needed is still 1 not (1 -k)2. We should therefore get our test by taking P(q | h) = P{q1 1 h) = i and the test for a single degree of freedom needs no alteration.
Thus the rule for a single new param eter can be adapted easily to cases where several new param eters come into consideration together. The ratio P(q | h)/P(q11 h) is the same whichever we choose to test first. In the latter type of case, we should naturally te st the one th a t gives the larger coefficient in relation to its standard error, and the test would be the same as for one degree of freedom . I f this term is a cosine one, and passes the test, the sine term will be accepted a t once. In the former type, where the relevance of one new param eter gives no particular reason to expect any of the others, the allow ance can be made by m ultiplying the outside factor by the expressions in IT (3). The natural procedure would then be to compute y 2 on the hypo thesis th a t no new param eters are needed and inspect the distribution of the contributions to it. They can be tested in tu rn , beginning w ith the largest, and those th a t pass the test, w ith this allowance for selection, can be accepted as genuine. 1*3. There is an interm ediate case, where the presence of one new para m eter m ay increase the probability th a t another is needed w ithout making its acceptance autom atic. An approxim ation to this case can be made by an extension of Laplace's theory of sam pling. Suppose th a t there are m elements, such as a system of means, w ith know n stan d ard errors, to be tested. Our problem is to say w hether any of these show departures th a t support system atic differences, and if so, which. There is some difficulty in such a case about assessing the prior probability th a t th e first one tested will be abnorm al. I have on tw o previous occasions used k = m -1 log 2; b u t this rests on the hypothesis of independence and is certainly too low. The difference is n o t very im p ortant, however, for practical application. Our problem will be to draw the line betw een th e abnorm al and norm al cases, and the work will end at, say, the pth largest contributi stage p -1 abnorm al contributions are know n an d m -p norm al ones. The probability a t this stage th a t th e p th is abnorm al is given by L aplace's theory as p/(m + 1), and we shall allow for it by m ultiplying th e value of K by (m -p + 1 )fp. This will be very accurate. A convenient w ay of beginning is to accept as norm al all contributions less th a n 1 and to ta k e for th e extrem e one an additional factor got by p u ttin g 1, th a t is, sim ply m. This would be equivalent to saying th a t there is initially an even chance th a t one new param eter is needed, b u t th a t we do n o t know which of th e m it is. I f the extrem e departure tu rn s out to be significant w ith this allowance for selection, we can proceed inw ards and outw ards till th e two series m eet. A t any stage the ex tra factor needed will be ta k en as (r + l)/(s + 1), where r and s are the num bers already accepted as norm al and abnorm al respectively. I t m ay happen th a t the num ber of small contributions to y 2 is small; in th a t case a num ber of large ones will soon be accepted as system atic, and we m ay be led to proceed inw ards so far as to cast dou b t even on those originally tak en as being random . Then these also will have to be reassessed. Such a case m ay arise in some comparisons of m easures of physical quantities where the system atic errors are suspected of being several tim es th e admissible random ones.
1-4. We have therefore three different types of problem involving more th an one degree of freedom, which can be tre a te d by simple ad ap tatio n s of the m ethod for one degree. I t appears to be im p o rtan t in any application to state clearly which type is the relevant one in th e p articu lar case studied. A test for an empirical period selected m erely because it gives the largest am plitude of those found by harm onic analysis would be a case of IT (3). In m any agricultural experim ents, I believe th a t th e m ain tests refer to propositions whose prior probabilities could reasonably be tak en as b u t the work is arranged to te st various interactions of different degrees of complexity a t the same time. The evidence for the relevance of the la tte r degrees of freedom would rest on the extrem e departures from the predic-tions made by the hypothesis of independence, not on any previous ground for expecting them individually, even to the extent implied by a prior probability of In such a case the previous knowledge w ith respect to these higher degrees of freedom m ay be expressible by the rule 1*1 (3), which allows for selection.*
In the question of the m utual influence of earthquakes in different regions (1936, pp. 441-5) I used the rule of (1-1); b u t th a t of (1-3) would have been more appropriate. In discussing the system atic errors of seismological stations (1937 a, p. 39) I applied (1*1) to the extrem e departure and then proceeded according to (1-3); b u t it would have been better to use 1*3 throughout. The difference does not affect the inferences actually drawn.
2.
Now even w ith such allowance for selection as m ay be needed it remains true th a t the outside factor in the support for q is of order rft; this factor would be the support provided if the estim ates happened to agree exactly with the predictions made by q. In the case where the occurrence of one new function in a representation would im ply one or more others, as for a harmonic varia tion, the test for all together will approxim ate to th a t for the largest coefficient. B ut this condition is not satisfied by the test th a t I have previously given for such a case (1936) : if the num ber of functions entering together is m, I obtained a factor nim. I t seems th a t this cannot be right. The m ethod used treated them sym m etrically, which was desirable, but if a cosine term has coefficient 3 + 1 it can hardly make much difference to its acceptance w hether the sine has coefficient 0 + 1 or 1 ± 1, and this only makes a difference of a factor 0*6 to K in my previous formula. W ithin such limits the test for a cosine separately should be correct for a cosine and sine together, and if the coefficient is significant both term s should be accepted. The essential point is th a t the outside factor, for any value of m, m ust be of order nK I f it was of order nim this approxim ation by testing the largest coefficient would be utterly wrong, and the considerations given here show th a t a p art from a factor of order unity it should be right for all values of Indeed the factor n for a pair of harmonic term s makes the test for the two together as severe as separate tests for the two would be, disregarding the fundam ental condition of the problem th a t if one is accepted the other will be.
The factor n* in the problem of one new param eter enters beca solution for a is under < ra, th a t is w hat m ight be expected if a was really 0, but if a m ight have been anywhere in a range s the probability of the result would have been only of order orjs. Hence we accept the hypothesis th a t * F ish e r (1936, p p . 65-6) m ak es an analogous recom m endation.
requires the less rem arkable coincidence, and our rules show th a t in these conditions P(q | dh)/P(~q | Oh) m ust be of order which is of order nK The appearance of ni m in the te st of several new param eters m eans th they all come out less th a n their stan d ard errors it requires m coincidences of this kind on the hypothesis th a t they are genuine. I t is clear, however, th a t it only needs one. I f the am plitude of a harm onic term is small both coefficients m ust be. F u rth er, if the prior probability of an am plitude, on hypothesis ~g, is tak en as uniform ly distrib u ted from 0 to and th e am plitude found is of order cra, th e ratio K will be of order *, which is w hat we need for consistency w ith th e approxim ate rule. A ny o ther power of th e am plitude would lead to a different power of n.
The rule given for the prior probability for the case of a p air of harm onic term s *j2(a cos x + b sin x) was, for a2 + b2<
where s2 is the tru e expectation of th e outstanding v ariatio n wdien we begin to consider the term s. This says th a t if a and b are small com pared w ith s they give a negligible am ount of inform ation ab o u t each other. B u t this is plainly wrong. In the conditions considered, which will regard th e phase as initially unknown, we should norm ally expect 6 to be of th e same order of m agnitude as a until there was positive reason to believe th e contrary. I f a was small and the phase happened by a coincidence to be nearly 0 or \ ttth is would not be true, b u t this has a negligible prior probability if th e phase is initially unknow n. The above form would say, in fact, th a t if th e coefficient of the cosine is small th e probability of th a t of th e sine is still uniform ly distributed from -^J(s2 -a2) to + ^J(s2 -a2) , and therefore th a t we can be nearly sure th a t the phase is nearly + \n. This is no t the inference th a t anybody would d ra w ; he would infer th a t th e am plitude was probably small and th a t th e phase m ight still be alm ost anyw here in a range n. The form (1) was adopted because it would m ake th e posterior probability density for a and b, given s, come a t th e m axim um likelihood solution, and therefore was in accordance w ith present practice. This consideration, how ever, is irrelevant, because w ith any ordinary distribution of the prior probability, uniform or not, the estim ates by inverse probability and m axim um likelihood would agree w ithin m uch less th a n th e stan d ard error of a determ ination by either m ethod (Jeffreys 1938 a) ; the only exception would be if our previous inform ation about a and b was com parable in com pleteness w ith w hat the new d ata could tell us. This does no t arise in the present problem, in which their very existence is in doubt. I t is clear th a t the hypothesis of the prior irrelevance of a and b to each other m ust be 166 H . Jeffreys abandoned. The objection to it is analogous to the correction th a t I have made already to m y previous solutions for sampling and contingency (1937 d) . In this I showed th a t for two adjacent entries in a 2 x 2 classification to be both small we require only one coincidence, whereas my previous solution, assuming too great a degree of independence, would require two. The same applies to a pair of Fourier coefficients.
To bring the analysis into accordance w ith the above considerations we m ust take the prior probability of the am plitude c = ^(a2 + as uniformly distributed from 0 to s. (If we combined the uniform distribution of the prior probability of c2 w ith uniform distribution for phase we should be led back to (1) and to the previous inconsistencies.) Then
The phase < j) m ay be from 0 to 277; hence if the am plitude gives no information about the phase
and
This form will replace (1). The joint probability density of a and b is no longer uniform, since it increases when c is small. To generalize to m degrees of freedom, we seek a representation in the form V = S a J (5)
where S denotes sum m ation over all the functions f t and the functions are orthogonal. We have no previous opinion on the relative im portance of the m functions f t, and shall therefore m aintain sym m etry between t take them so th a t the expectation of f f when x is equally likely to be any where in its perm itted range is 1; thus for a constant term we should take / 0 = 1; for a linear term , valid between x -+ 1, we should take f 1 3; for a pair of harmonic term s we should take = ^2 cos#, / 2 = ^/2sin#. Then the expectation of the contribution of the new term s to y2 is Sa2, by the condition of orthogonality. We p u t Saf -c2;
c is then a generalized am plitude for the new terms. I f it is small it implies a t once th a t all the new term s are small. The hypothesis ~q asserts th a t c is not zero, and the case of two degrees of freedom suggests th a t we should take
if s is the greatest value th a t c can have. The coefficients m ay be regarded as the components of a vector of length c in dimensions, whose direction is unknown. Given th a t this vector is betw een c and c + dc, we express ignorance of its direction by taking 
This is easily seen to reduce to th e correct form s /2s and dadb^ncs w hen m = 1 and m = 2.
3. Lemma. We need an approxim ation to th e integral
over all values of the o' s, S denoting sum m ation w ith regard to l from F irst change th e variables to an orthogonal set b, so th a t
Then b1 is th e com ponent of the vector at in m dimensions in th e direction of a z, while th e other 6's are com ponents a t rig h t angles to bx and to one another. Then the integral is
S' denoting th a t bx is om itted from th e sum m ation. Now p u t 6 |+ ... +bll -f 2.
These variables appear only th ro u g h /; and, through a volume betw een two slightly different values of /,
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k2{bx -< jS -k2f
Now transform the variables so th a t
So far this is exact.* I t is necessary th a t m^2 for the previous tra n s form ations to be possible. The integral is therefore always convergent. For m = 2 the integrand is infinite a t 0; for m -3 it is finite, and for larger values of m it is zero there.
Consider first the case Soc2 = 0. The integral is then a B eta function, and
I decreases steadily as Sa2 increases. For brevity we denote the latter simply by S. Suppose now th a t k2S is large, so th a t m ost of the integral comes from fairly small values of t.If we o m axim um of the integrand is a t m -3 * = 2WS
( 11) for m > 3; for m = 2 or 3 the extrem e value is a t = 0. For 2k2S = m the m aximum is a t t < \until m -6. The im po will be for 2 k2S somewhat greater th a n m, and the largest value of m appears w orth considering is 10, so th a t the m axim um will never be near 1.
and the difference from 1 for smaller values of t is nearly proportional to t2. So long as the m axim um is a t a value of t less th an £ we can therefore replace (1 -t)-*by exp(l^). For larger values of m, where the maximum may be * T h e tra n sfo rm a tio n h as a b ra n c h p o in t a t 0 1) a n d th e in teg ral is th e su m of tw o corresp o n d in g to op p o site signs o f bx. I f we re stric t ourselves to cases w here th e o b served a m p litu d e h as th e rig h t sign, a n o th e r facto r 1 + e rf k ^/(Soc2) is needed, b u t th is is u n im p o rta n t in a c tu a l cases. near the m axim um is sharp and we m ay replace 1 -by its value a t th e maximum. W ith either approxim ation we can extend th e range to infinity.
W ith the form er approxim ation,
This will be valid for m = 2 and 3, and for larger values if 2k2S is larger th a n 4(m -3). W ith th e latter,
This will be valid for m = 4 and more if 2 is larger th a n m and 2(m -3) and 4(m -3).
A different form of approxim ation would be needed if th e m axim um came a t t = | or more, b u t this does not concern us. I f m = 10 and 2k2S = m, t is still only 0-7, and it will be seen th a t th e relevant values of 2k2S are distinctly larger.
I f m = 1, (1) integrates directly and gives
for all values of S. B ut (10) and (13) reduce to this for = 1 and are therefore valid in this case also. I f we form / 0 and I m, the values tak en by in (10) and (13) when 2k2 S is 0 and m, we have
The approxim ation from (14) is more doubtful b u t suggests a ratio of order (fm )i e-lm. We could have proceeded by integrating (1) directly w ith regard to all th e variables, giving to Sa2 its value a t the m axim um of the expo namely, Sa2. This gives im m ediately
170 H . Jeffreys (13) differs by the subtraction of from and (17) is therefore a little too small. This m ethod of course breaks down completely for small values of Sol2, since it is then impossible to neglect the variation of Sa2 on the various paths of integration. This makes the integrand vary more rapidly th an the exponential for all directions except bv For larger values of S o l2 the effect is still not quite negligible, b u t the effect of the variation with bx is slightly more im portant th an the aggregate of the others. I t was on account of the uncertainty of the correction for this effect th a t the present method of exact integration for m -1 of the components was devised.
4.
Departure from a uniform distribution of chance. This is the easiest case to discuss further. As for the case already treated (19386) , where the suggested departure was linear, we introduce a param eter t linearly related to the independent variable x, and equal \o 0 and limits of x. Then on the hypothesis of a uniform distribution, which we denote by q, the chance of an observation lying in a particular rang On the hypothesis of a departure of th e type suggested the corresponding chance is {1 + SaJ^t)} dt (S denoting sum m ation over the different functions fi(t)). We take the two hypotheses as initially equally probable; and if
Saf = c \
( 1) and the maxim um possible value of c is s, we can write
Now if we w rite
(Z denoting sum m ation over the observations), we have
Now it has been supposed th a t th e functions are orthogonal and th a t th e integral of the square of each is 1. I t is also supposed th a t th e coefficients at are small in the actual case. Then the sum of over th e observations, whose num ber is n, will be nearly n, and th a t oifi{t)fk(t) will be m uch smaller on account of the condition of orthogonality. Then th e statio n ary value of will be nearly a t «/ = «/ = ^/z(*)> (11) and
B u t (p -0 when all the at = 0, and can therefore be w ritten (12)
The integral has the form tre a ted in the lemma, w ith 2 = \n, a p a rt from th e fact th a t the range is of order 1 instead o f in fin ity ; b u t b o th factors decrease so rapidly th a t this difference can be neglected. H ence for See2 = 0 we have
The standard error of any a being n~$, we have
and for m = 2 or 3 and y 2 > m ,or m> 3, y 2 > 4(m -3),
which is also right for
Since P(q | Oh) oc 1, Ki s in each case th e reciprocal of the expression (15), (1 or (18) .
K will evidently contain the factor y m_1exp( -f y 2), which is exactly th e function th a t occurs in the usual y 2 test. The other factors are either constant or vary much more slowly w ith y 2. They really arise because y 2 is not linearly related to any of the unknowns. F or one degree of freedom, the estim ate is unbiased and the extra factor does not appear. B ut for any larger number of degrees of freedom x N n is an estim ate of the resultant am p atically increased by the sampling error. W hat the test does, effectively, is to allow for this increase by reducing y 2 slightly.
A nother way of expressing the point is to assume from the start th a t the function of the observations relevant to the test is y 2. Then on hypothesis y 2 is entirely due to random error and the probability th a t it would be in a given range is proportional to ym_1 exp ( -| y 2) dy. On ~ g, if the real amplitude is large compared w ith the random errors, y is nearly proportional to the am plitude, and as we have taken the prior probability of the la tter uniform the probability of dy is proportional to d y . Comparison gives K proportional to yTO-1exp( -^y2). B ut on ~g, if the real am plitude is small, the random variation still adds something near m to y 2, and this produces an outward displacem ent of the estim ated coefficients and an additional concentration of y 2 in the region just above m. Hence in this region the probability of dy, given ~q, is distributed a little more densely th a n for larger values, and the function of y 2 th a t appears in K will be a little less th a n yTO-1exp( -| y 2).
W hen y 2 = m, and m = 2 or 3, Ki s ab therefore is still large if n is large. For larger values of m the value of K at y 2 = m is smaller, a t least if the approxim ation given is valid; bu t the critical values are substantially larger th an m and I have not thought it w orth while to examine the appropriate approxim ation more closely.
I t is satisfactory th a t n enters through the power n*. I f we had chosen a different power of c in (3) a different power of n would have appeared in the result. The elem entary argum ent based on testing the extrem e coefficient by itself m ust give the right order of m agnitude for the result, and leads to this power of n. The advantage of a more detailed discussion such as this is th a t it uses the whole of the relevant inform ation contained in the observations, whereas the simpler one does not. Thus if the coefficient of a cosine term came out 0-3 + 0-1, this discussion would make a difference according as th a t of the sine was 0* 1 or 0-25; the elem entary one would not. B ut it is reasonable to expect th a t the elem entary theory would give a result of the right order of m agnitude for all num bers of observations, and this condition is satisfied.
The test will therefore say a t w hat value of y 2, greater th an m, the data begin to support the introduction of new functions into the chance.
A part from the cases m = 1 and 2 I know of no p where the conditions required for this te st are satisfied. The case 1 has already been treated. A harmonic variation is an instance where 2. I f
the extrem e values of a1f 1 + a2f 2 are everywhere positive the extrem e value of is 1/^/2, which is therefore th e appropriate value of s.
I t is possible, however, th a t th e tru e extrem e would be a case where the entire chance is concentrated in one half-period, w ithin which we can tre a t it as uniform ly distributed. This would require higher harm onics to express it, b u t we m ay reasonably suppose th a t th eir coefficients are p ro portional to higher powers of ax and and would n o t affect th e prior probability distribution of the latter. Then if th e tru e probability of an observation in a range dt is 2 d tf rom = 0 to 0 from | to Fourier analysis % = 0; a 2 = 2 j2/", whence in a case of this type we should tak e s = 2^/2/zr. I f the frequency distribution of stars w ith regard to direction from th e sun was less obviously non-uniform , this te st could be used to te st th e presence of a departure expressible by the spherical harm onics of a given order, so th a t higher values of m would arise. There is nothing in th e arg u m ent th a t depends on th e restriction of f t(t) to be functions of only one variable.
The representation of measurements by
. The fu n d a m ental difference betw een this problem and th a t of testing a law of chance is th a t the random variation m ight tu rn out indefinitely small; in th e problem of chances it is fixed by th e num bers in the samples them selves. Thus three different observations lying exactly on a straig h t line would be strong evidence against constancy; b u t three like events in succession would no t be strong evidence against an even chance. The system atic variation m ight account for any fraction of the whole variation ou tstanding a t th e beginning of the investigation, and the generalized am plitude c m ay reach s, th e square root of the expectation of the square of a residual outstanding a t th a t stage. B ut s is to be found from th e scatter of th e observations and is not, as in problems of sampling or distributions of chance, determ inable in advance. I t therefore enters as an unknow n w ith the prior probability distribution appropriate to an unknow n essentially positive q u an tity . This consideration was taken into account previously, b u t the distribution of the prior prob abilities of the coefficients of the new functions th a t m ight arise, for given s, was wrong for the reasons indicated above.
An unconsidered complication also needs atten tio n . In m y previous discussion (1936, pp. 432-7) I took the new functions f t to be m utually orthogonal a t the actual weights. This leads to a m athem atical simplifica tion, b u t otherwise has little in its favour. I t m ay well happen, in the case 174 H . Jeffreys of a suggested harmonic variation, th a t the bulk of the observations are concentrated near x = 0 and x of the coefficient of a cosine b u t a very bad one of the sine. I f we are in a position to choose the values of x where we make our observations of the quantity y th a t we are trying to represent, we should naturally place them to give equally good determ inations of both, and the condition of ortho gonality a t the actual weights would be satisfied. Anybody concerned m ainly w ith natu ral phenom ena rath er th a n experim ental ones will, how ever, have to deal w ith the observations as they occur, and this condition m ay be far from being satisfied. I t is therefore desirable to extend the analysis to allow for this complication. The statem ent of the problem is then as follows:
and if the observed values of y are denoted collectively by d,
The exponential in (6) is the usual likelihood factor. Its maximum is at al = cc(, the solution of the norm al equations, and we m ay write in (6)
Then
I f the observations are so distributed th a t the products of the in (9) cancel we have the condition of orthogonality. B ut consider first the opposite case, where the discrim inant of this expression is so small th a t m ost of th e variation of the integrand w ith regard to am comes from th a t of and not from the term s in am in th e exponential. In this case th e m axim um w ith regard to am is a t am = 0, and if we p u t
and we can p u t am = 0 in the other factors in (6). Then (6) becomes
B u t if we ignored am from the s ta rt, an d considered only th e m -lp aram ax to am_v (6) would be replaced by
and the ratio of these tw o expressions is
Thus the two expressions are equivalent for large m. F or m oderate values we h a v e : the expression in (13) being th e smaller. In such cases we should therefore proceed by rejecting the w orst-determ ined param eter altogether, te st the rem ainder by (13), and allow for the rejection by dividing P (~ by th e appropriate num ber in the ta b le ; and therefore K will be m ultiplied by th e same num ber. F or m = 2 the exponential factor is still necessary to save convergence and the approxim ation (11) fails. In this case we cannot reject an unknown.
The m ethod suggested, if great departure from orthogonality is detected in the solution of the norm al equations, will th en be as follows. Transform the at to a new set of orthogonal param eters bt (not the bt of th e Lemma) such th a t the product term s of the exponent vanish. Then the variation w ith 176 H . Jeffreys regard to bm due to Sb2 will be represented by a factor \{m th a t due to the exponential will be represented byThe former will be the more im portant if cr2(bm)> S'b2l(m -1), (15) and therefore if the standard error of bm exceeds the root mean square of the estim ates of the other param eters. I f this is found to be tru e it will be best to ignore bm and test the other param eters similarly, applying the correcting factor (14) in each case. The reduction of K will be p artly cancelled by the disappearance of one term from y 2.
The tendency of this rejection of badly determ ined param eters is to improve the orthogonality of the set, especially in the cases where the estim ates are such th a t there m ay be any doubt about significance. Conse quently we m ay proceed to consider the problem as if orthogonality held. Then (6) reduces to
(5) a t the same time, the same factor being dropped, becoming
ds P(q,ds\6h)cc -knex-p -(nk2or2). (17) s
The integration w ith regard to the at can then be done by the lemma. In the first place,'if all the ctt are 0, we find 
For n > 3 and
I t rem ains to integrate w ith regard to s. The rapidly varying factors in (17) are&?lexp( -w&2cr2) and in (20) and (21) are I t tu rn s out th a t it is not necessarily legitim ate to neglect th e variatio n of k~m in com parison w ith the other factors. The m axim a are a t k2 = 1/2cr2 and k2 -(n -m)/2ncr'2. Hence our estim ate of in (17) is
The usual estim ate of the stan d ard error of ext is Then
Integrating, we have, from th e m ain factors in (20) and (21), 
We can simplify (25) a little, on the hypothesis th a t mjn is small, by ex panding (n -m)i(n-1) in powers of mjn and neglecting th e difference betw een X 2 !n an(I X2/(n -m). Then we have
with the extra factors from (26) and (27). The change in the form of the last factor from the simple exp( -^y2) of the problem of chance is due, of course, Vol. CLXV. A.
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H . Jeffreys to the fact th a t the standard error here is initially unknown, and corresponds to the difference between the norm al law of error and " S tu d en t's " distri bution. My te st for series of measures (1937a) needs an analogous change when the num bers of observations are not very large. I t has been supposed up to this point th a t the functions under considera tion arise a t the beginning of the investigation. Usually, however, a number of other param eters, the significance of which is not in doubt, m ust also be found from the data. The effect of this is to increase the uncertainties of the new ones, and this should be taken into account. I f there are r of them, r new exponential factors appear in (5) and (6), and disappear when we .in teg rate w ith respect to them , factors kr being removed from (16) and (17) in the process. Thus our result m ust be divided by (cr'jay. The effect is th a t the index of the last factor in (28) m ust be reduced from 3) to --3). Thus if the analysis of a new set of d ata involves the determ ination of a large num ber of param eters already known to be relevant, the last factor, for a given set of residuals, m ay be substantially increased, and w ith it the difficulty of establishing any new ones. In this formula, as adapted, the same definition of y 2 by (24) is supposed retained.
I f y 2 is not much larger th a n m, even if it is significant, it will be impossible for m any of the estim ates of th e param eters to exceed their standard errors. We m ay find th a t there is a significant departure from in a very vaguely determ ined direction if m is large.
The foregoing analysis deals w ith the case where the functions introduced, as far as we know originally, m ight account for almost the whole of the outstanding variation. In m any cases, particularly in astronom y, the previous inform ation is enough to indicate the approxim ate limits of the outstanding variation and of the am plitudes of the term s to be tested, and the la tte r are appreciably smaller. In observations of the variation of latitude, for instance, I believe th a t the whole range of the effect is already well known to be under a quarter of the standard error of one observation, and is determ inable only by combining numerous observations made under such conditions th a t it is practically certain th a t the bulk of the system atic errors will cancel. C hapm an's determ inations of the lunar atmospheric tide are a still more striking case. In such a problem 2 (7) does not represent the previous inform ation, and m ust be replaced by
where p is the perm itted range of c indicated by previous consideration the particular problem. The result is th a t in the above analysis 2 m ust be replaced by ds/ps wherever it occurs, and the range of integration for the at is through a sphere of radius p instead of s. I f the cr{ai) the integration removes from P (~ q| and finally leaves Kn early 1. Thus un til n is of order cr2/p2 the test is qu indecisive. This is w hat we should expect, b u t it is satisfactory th a t the analysis should lead to it. F or m uch larger values of n th e previous approxi mations are valid, and the result will be th a t P (~ | is m ultiplied by crIp and Kb y pjcr. As the la tte r is small it becomes possible to infer a small system atic departure, when it is already expected to be small, more readily th an when it is not.
6.
Test for independence from means of measures. I t is often found th a t sum m ary values found by statistical tre a tm e n t do no t agree as well as th e usual theory of com bination of observations would im ply. Nowr one possible source of error in this theory is th a t it assumes th e errors of all observations independent. This is th e type of assum ption th a t leads to applications of Bernoulli's theorem , and when this happens I th in k th a t we should always look out for danger and te st the hypothesis in question as soon as sufficient m aterial is available. The common statem en t th a t the stan d ard error of a mean is the standard error of one observation divided by th e square root of the num ber of observations is not justified by the theory of probability, as is often stated; it is the result of th e theory combined w ith the hypothesis of independence of the errors, and the la tte r is open to doubt. There is evidence, for instance, th a t the personal equation of an observer varies from tim e to time, so th a t there is a system atic effect running through a series of observa tions and therefore violating the hypothesis. We need a te st th a t w ill reveal such an effect if it exists.
Suppose th a t we have mr observations arranged in order, and divided into m groups of r each. The whole mr yield a m ean x and a stan d ard deviation or. The Ith group alone gives m ean xt and stan d ard deviation mean of the group means we recover x ,and th eir stan d a is t. The questionis w hether r is consistent w ith the value <r/yr inferred from the usual theory, or w hether it is sufficiently greater to indicate th a t besides the random errors there is a system atic effect th a t m ay affect the wkole of a range and possibly be reversed in the next.
We shall regard x as an estim ate of a true value a. The hypothesis of complete independence is our q, and we shall suppose th a t the probability of one observation x, on this hypothesis, is given by
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On the comparison hypothesis ~q the probability of an observation is distributed norm ally about a value a( special to the group. Then
We shall suppose also th a t the probabilities of the a /s are distributed normally about a w ith standard error t, so th a t
Since in either case s2 is the expectation of the square of the observation from a, we shall have
s2 -s'2 + t2. (4)
We tre a t s as originally unknow n and capable of any positive value, so th a t
and t as unknown and capable of accounting for any fraction of s, so th a t
P ( d t|
Combining these probabilities by the product rule we have
The probabilities of the data, given the various param eters, are proportional to
P{6 | ~qdsdadtda1 ... damh ) oc <s'~mrexp|^ -Then by the principle of inverse probability
x s'~m r exp|^ - We have the identities
S(a -xl)2 = m(a -
and integration w ith regard to a gives ,-w , . ™, mrcr2 7
P(qds\6h) cc s~mrexig--
(1?)
which becomes, on p u ttin g t = su,
2s'2 7 7 (1
_ u 2 \ -m r -m )
oc as cm 7--t ------svrr-w exp
Lastly, integrating w ith regard to s, we have
(1 -
y 2 \ -i(mr-m) W (m r -1 ) p (~q,du\0h)cc d n {l + ( r _ I)if2}i(m_i) | T 3^ + x + ( r _ 1)lt, )
and, if t/< t = y,
1 _ P (~ g|<9/c) f 1 (1 -a 2)*™-* {l + (r -1) tt2J«mr-l) P(c?|tf/c) " Jo {1 + (r -yV -1)%2p(mr-1) '
This expression is exact. Three checks are possible a t this stage. I f m = 1, the observations are all lumped in one group and there is no inform ation for testing a variation in different groups. In this case r 2 and y 2 are zero. On substitution in (22) wre find K = 1, so th a t the test m akes no decision-which is the correct decision.
I f r = 1, all the observations are in different groups and there is no means of separating a system atic variation between groups from the variation of 182 H . Jeffreys individual observations. In this case r 2 = cr2, y 2 = 1, and on substitution we find again K = 1. I f m = 2, the test should reduce to the test for comparing the means of two series of observations for a system atic difference. This test was, for large num bers of observations,
where x and y are the means, m and n the num bers of observations, and cr and r the standard deviations in the two series. H ere we m ust replace m and nb y r, cr and r by cr, and y -x by 2r. The e x p (-
P utting y -0 in (22) we easily verify the first factor. W hen y is not zero the behaviour of the integrand is complicated, as we shall see in the general case.
In general, if y -0, we find approxim ately
so th a t the support for q, in the m ost favourable case, is of order n*, as usual. This experim ental result would however be very unlikely to occur in such a problem.
The large indices make m anipulation troublesome, b u t we m ay sub stitu te Then 1 K 0 ru *
-------------------------------.

\ + {r-l)u 2 (26)
For y 2 < 1 / r ,nearly, the integrand decreases steadily through the ran and the integral is, approxim ately,
This is valid so long as I -ry2 is greater th a n a q u an tity of order For y 2 = 1 \r, the factors w ith high exponents behave like exp( -4). Neglecting higher powers we obtain the approxim ation There continues to be support for independence up to th e value of y 2 th a t corresponds to the expectation of r 2 given q. This was to be expected, b u t the change in the index of mi s a new feature. I t comes from th e of the term s in w2 near this transition value of y 2. Epistem ologically, it comes from the fact th a t if ti s a sm all q u a n tity of th e first only a second-order change in the expectation of r, and therefore of y. In our other problems a first-order change in a q u a n tity to be determ ined implies a first-order change in the observational q u a n tity to be used to estim ate it. The result is th a t a value of y 2 near to 1 jr corresponds to a larger range of possible values of t, if t is not zero, th a n it would for th e usual linear relation, and the coincidence required on hypothesis ~ is less rem arkable. (It was, however, th e fact th a t a small real am plitude m akes a second-order change in y 2 th a t produced th e e x tra factors in th e problem of chance, though th ey were n o t im p o rtan t enough to alte r th e index.)
For y 2 > l / rt he integrand increases from th e origin to a m axim um and declines again to zero. The m axim um is near = < 30>
and if we denote this value of w by w0 th e integran d is proportional to exp m (ry2 -1) (r -1 )2 y 2 r ( l -y 2)2 { w -w 0Y
and we can approxim ate to the integral by the m ethod of steepest descents, provided th a t ry 2-1 > (l/m )k (32)
This can be simplified by p u ttin g y2 r r*Jm \
and expanding to order ft1. We find finally
Comparing w ith (29) and (32) we see th a t this should be of th e right order of m agnitude for /? = 1 and a good approxim ation a t higher values. This problem is one of the first tre a ted by F isher's ^-distribution (1924, 1928) and since the factor in K th a t depends on the observed values has so far usually been found to agree closely w ith those found by direct methods it is of interest to make a corresponding comparison here. (An exception has, however, been noticed above for measures when the normal equations are highly non-orthogonal.) In this problem we could regard cr2 -r 2 and r 2 as giving two independent estim ates of s2 if be VYIV sf = --j T 2, based on m -1 degrees of freedom;
r(cr2 -t2) «s| = -2----, based on m(r 1) de s 2
Fisher defines 2z = lo g -|,
S2
and gives a form, on the hypothesis th a t all deviations are completely inde pendent, for the probability density of This, in m y notation, is g(m-1)0
Substituting for z in term s of cr2 and r 2, we have c22 m (r-!) y 2 m -1 1 -y 2
This form resembles (33) very closely, even to the power of 1 -y 2. One of the factors y in it, however, is replaced in my solution by (y2 -1 /r)4 on account of the unusual n ature of the effect of t on the q u an tity used to estim ate it. I t is this factor th a t gives the /?4 in (35), the variation of which is of secondary im portance in comparison w ith th a t of the exponential factor. Considering the difference in the m ethods of approach the agreem ent is very satisfactory. I t is sometimes said th a t too small a value of y 2, or in this case of r 2, gives as good reason for rejecting the hypothesis to be tested as too large a value does. In m y solutions the support for the hypothesis q always increases right up to y 2or j2 -0* This appears to be because I have not considered, among the alternative hypotheses denoted by ~q, the types th a t could lead to spurious agreements. For instance, a negative correlation between consecutive observations in a series would make the means by ranges vary less th a n would be expected on the hypothesis of independence. This might happen if an observer tended to compensate an error in one direction by making the next one in th e opposite direction. Special discussion would be needed to test a hypothesis of this type. I do no t th in k th a t instances of it are common; much commoner is a positive correlation th a t leads to an underestim ate of the u n certain ty and hence to too large a y 2 when different series are compared.
We notice from (14) and (15) (18) gives
so th a t cr2 = r 2/(m -1).
Hence if a te st of this ty p e shows th a t there are system atic errors affecting ranges the precision of the m ean should not be found from th e original scatter of the observations, b u t by treatin g the m eans for th e ranges as independent measures, and using th eir scatter as th e datu m for estim ating the u n certainty of a. This does not exclude the possibility th a t closer investigation m ay lead to the discovery of fu rth er correlations betw een even these; b u t the range m eans will determ ine a m inim um u n certain ty if th e hypothesis of independence has to be rejected. This m ethod is often used in practice; b u t unfortunately it is also often used when th e m eans are more accordant th a n their standard errors would suggest, and th en leads to an underestim ate of the uncertainty.
Numerical examples.
7T. Periodicity in measures: the node of Venus. D r H. S. Jones (1929) gives the following table of discrepancies betw een th e observed and calcu lated secular changes of th e orbits of the inner planets, after allowing for E instein's correction to the perihelia and for corrections to th e masses m ade from independent evidence. The u n it is V per century: The respective contributions to y 2 are: Such a y 2°n 15 degrees of freedom is overwhelming. The diagram given by Yule and K endall (1937) gives the 0-01 % lim it a t y 2 = 44. B ut 40T of it comes from the node of Venus, which is viewed w ith astonishing equanim ity by those w riters on relativity who describe the agreem ent as completely satisfactory. I f it is om itted, y 2 for 14 degrees of freedom sinks to 24-8, which would make the P integral equal to 0-03, and m ight just possibly be due to random error.
On the present theory, we m ust regard these residuals as param eters arising in pairs, w ith the exception of the change of the obliquity of the ecliptic, the companion of which would be the constant of precession and is taken as a datum . Thus de and and tsinnt in the longitude, di and sin idQ as coefficients in the latitude. The reduction from right ascension and declination, w ith respect to the earth, to celestial latitude and longitude w ith regard to a fixed set of axes in the sky, m ay be regarded as a secondary complication. In testing the node of Venus for significance we m ust therefore tak e it w ith its companion, the change of inclination. F or these two we have, therefore, n -12319; m = 2; y 2 = 41-9.
W ith this num ber of observations we can replace the last factor in 5 (28) by exp( -| y 2); then K = 111 ^(42) e -210 = 5-4 x 10~7.
This does not allow for the fact th a t we have selected this pair as an extreme departure out of 8. To allow for this we m ust m ultiply by 8/loge2 = I T 5, giving 6-2 x 10-6. The odds are therefore about 160,000 to 1 th a t this is a genuine departure, w hatever its explanation m ay be. In a previous discussion (1936, p. 445 ) I found th a t, w ith so large a num ber of observations, the residuals would be ju st within the range attrib u tab le to random error. The change arises from three sources. In my previous test the coefficient of exp( -^y2) was 6160, which has been divided by about 9 by the correction of the test. This change is roughly balanced by the allowance for selection. The chief changes are due to Jo n es's use of a corrected mass of the earth, in com parison w ith th a t of th e sun, to agree w ith more accurate determ inations of the solar parallax th a n were available to Newcomb; this has increased th e residual of th e node. N ew com b's stan d ard errors included those of th e masses, which was an undesirable procedure since it im plied th a t th e uncertainties were n o t independent. Jones has om itted these (they m ay now be considered negligible) and th e standard errors are correspondingly reduced. Thus this p air of contributions to y 2 have risen from 13-9 to 4T9. I t m ay be rem arked th a t th e observations covered ab o u t 140 years and th a t the observable effect in this tim e would be a b o u t 1". The diam eter of the disk of Venus a t m axim um elongation is 26". I t m ay, perhaps, be doubted w hether th e bisection of an oddly shaped object like th e visible crescent of Venus could be tru ste d to this accuracy w ith o u t system atic error, or even w hether the system atic error could be tru ste d to rem ain th e same for astronom ers over 140 years. In m aking this suggestion, however, I am opposing the a u th o rity of Newcomb, who considered th e node rem arkably free from system atic error.
A part from this pair, th e largest contribution to y 2 comes from de and edm for Mercury, and is 8-2. The factors depending on y 2 would therefore be 2-9 e-4'1 = 1 /2 1 roughly, and would be overcome by th e factor n* if there were more th a n 441 observations. As there are several thousands there is no reason to regard these contributions as significant, though th e general m agnitude of th e contributions from M ercury and Mars suggests th a t th e stan d ard errors m ay have been slightly underestim ated. 's data. K arl Pearson (1902) has given the results of six series of observations designed to te st th e con stancy of the personal equation and th e correlation of th e errors of different observers. The first te st consisted of th e bisection by eye of a line, which was afterw ards m easured. The second was essentially a tim e observation of a moving bright line. There were three observers for each ty p e of experim ent. Each observer made 500 bisection observations and 519 bright-line observa tions. Pearson tabulates th e m eans of groups of successive observations for each individual. F or the bisection series there are 20 groups of 25 each; for the bright-line series there are 16 groups of 27 to 37 each and an odd group of 17. To preserve sym m etry I have ignored the last group and neglected the difference between 27 and 37. The d a ta are then in a form suitable for the application of the test for independence by the consistency of the group means. All the values of y 2 are larger th a n th e expectation on the hypothesis of randomness, which would be 0-0400. To apply the test we first compute /? = (ry2 -1) m; it is interesting to show the various factors of K sepa The results are very striking. N ot one of the six series gives a value of K th a t supports the hypothesis th a t the errors are independent, and four are overwhelmingly against it. The correlation between neighbouring observa tions is such th a t the m ean of 25 consecutive observations, in the bisection experim ents, is no more accurate th a n th a t of 2 to 11 independent ones should be; and in the bright line ones, the mean of 31 is no more accurate th a n th a t of 7 to 15 independent ones.
7-2. Test for independence o f errors: Pearson
Pearson does not summarize his means by ranges except in the form of graphs, on which the expected random variation cr/^Jr is not marked, but his conclusions are substantially the same as these. I t is clear th a t the hypothesis of independence of the errors can give only a minimum uncertainty, and th a t when a large num ber of observations are combined additional checks should be applied to te st it and allow for its failure; otherw ise an appearance of accuracy m ay be obtained th a t is entirely spurious.
W ith these num bers of observations K would be 1 ab o u t /? = 3, so th a t y 2 would differ from 1 j rb y 3/m * . T hen for th e difference to be j u st sign B ut the standard error usually given for a stan d a rd error based on m observa tions is (2m)~* of th e la tte r. W e could regard r as such an estim ate, and if it differs from o r-* by 3/^2 = 2-12 tim es its estim ated stan d ard error we could regard the difference as genuine. I t is curious how th e rough rule th a t w ith ordinary num bers of observations a d ep artu re of ab o u t twice th e stan d ard error is ju st significant persists in these tests. This lack of independence is relevant to th e question of th e value of special studies as against the use of reports from th e observing stations in the construction of seismological tim e tables. The form er are often recom mended on account of the reduced error of one observation. In some cases this is genuine, though the difference is not great; b u t w hen th e same observer reads the whole of the records there is a serious danger th a t th e apparent smoothness is achieved by a correlation betw een consecutive errors and not by any real increase of accuracy. I have a strong suspicion th a t this is particularly tru e of w h at is called a " careful observer " , who m ay read the same record again and again u n til he is " s u re " , and thereby, quite unconsciously, allow his readings to be influenced by those of o ther records. The tru e accuracy, in such a case, is b e tte r determ ined by th e first readings th a n by the consistency of th e final ones.* W hen th e readings for each e a rth quake are all m ade by different observers there is m uch more prospect of achieving independence of the errors. I am confirmed in this opinion by the fact th a t, although the law of error deviates widely from th e norm al in these conditions, when allowance is m ade for this deviation th e com parison of different series for th e phases regularly observed reveals no unexplained discrepancies, even though the stan d ard errors have in m ost cases been reduced by combining observations to about a sixth or less of th a t of one observation. I t is tru e th a t m any of th e alleged discrepancies betw een the results of special studies and those based on reports are spurious, since hardly any of them are associated w ith any estim ate of the stan d ard error a t all, and some are due to graphical m ethods, errors in arithm etic, interpolation 190 H . Jeffreys over long ranges where there are hardly any observations to serve as a check, or to the inclusion of observations affected by known types of systematic error, such as, especially, late readings due to smallness of the movement. B ut this is not the present point, which is th a t errors in the reports satisfy the condition of independence, and th a t consequently the accuracy apparently attain ed is genuine, while those in special studies are open to suspicion until their apparent accuracy is confirmed by comparison with other series. The proper function of special studies still seems to me to be, as Bullen and I rem arked in our original paper (1935) , to test doubtful points such as the separation of difficult phases, where reports lead to indecisive results, w ith due regard to the risk of the observer finding w hat he expects to find-which certainly varies very much from one observer to another. The com putation of y 2 in comparing series serves two purposes, since y 2 would be increased either by a genuine system atic difference or by an under estim ate of the standard errors. W hen a norm al value is found, therefore, it confirms both the absence of a system atic difference and the independence of the errors. I have in fact m ade considerable use of special studies in treating the more difficult phases, bu t this test has always been applied and has usually, b u t not always, shown th a t the series are comparable. I do not wish, therefore, to disparage special studies, but merely to point out th a t such a check is always necessary before their apparent accuracy is accepted.
8.
The combination of tests. I t sometimes happens th a t a series of estim of a param eter consistently give values w ith the same sign and running up to about twice their standard errors. None of them taken by itself would be regarded as significant, but when they all say the same thing one begins to wonder w hether there m ay not be something to be said for them after all. A treatm ent is suggested by the problem of sampling to test an even chance. The appropriate formula is K = (2w/7r)*exp( -| y 2).
(
Now suppose th a t we have a sample of 1000 and th a t the departure makes K less th an 1. I f we divide the data into 9 groups we divide the outside factor by 3; but a t the same tim e we m ultiply all the standard errors by 3 and divide the contribution to y2 from a genuine departure by 9. Thus a departure th a t would be shown by a sample of 1000 m ay not be shown by any one of its sections. Since K is the factor to be applied to the ratio P(q | q | h) to give the posterior probabilities and all the separate K x, K 2, ..., K 9 may be more th an 1, and yet the K given by taking the whole sample together is less than 1, it appears th a t we have an inconsistency. This arises from an Significance tests 191 insufficient analysis of the alternative ~ q. The hypothesis is a definitely stated proposition, leading to definite inferences.
is not, because it contains an unknow n param eter,* which we m ay denote by and would be £ on q, b u t m ay be anything from 0 to 1 on ~ A nything th a t alters th e range p erm itted to p will alter the inferences given by ~ Now th e first sub-sample does alter this range. We m ay s ta rt w ith probability \ concen tra te d a t p = \and the other \ spread from 0 to 1. In general th e d a ta of the first sample will alter th e ratio of these am ounts and m ay increase th e probability th a t pi s 0; b u t it also greatly changes th e distribution of probabilities of p given ~ q, which are now nearly norm ally distrib u ted about the sampling ratio w ith an assigned stan d ard error. I t is from this state of things th a t we s ta rt when we m ake our second subsample, not from a uniform distribution of the probability of supposing th a t it is no t The perm itted range has been cut down to som ething of the order of the stan d ard error of the sampling ratio given by the first sample. Consequently th e outside factor in (1) is greatly reduced and the second sam ple m ay support ~ g a t a m uch smaller value of p -| th a n would be th e case i scratch. We cannot therefore combine tests by sim ply m ultiplying th e values of K.
A general argum ent shows w hat the result m ust be. I f and p 2 are two hypotheses, and we have two sets of d a ta 0X and th e original inform ation being h,
P (Pi\h)P(01\p 1h) P { v A h) p (ei \ v^y
by two applications of the principle of inverse probability. By m ultiplica tion,
which is the result of applying the principle of inverse probability to the d ata 6X and d2 simultaneously. Thus it does not m a tte r in w hat order we introduce our data; as long as we sta rt w ith the same d a ta and finish with the same additional data, the final results will be the same. The principle of inverse probability cannot lead to inconsistencies. To apply it in the wrong way to the d ata available may, and often does; and in this case the wrong way is to ignore 0X in (3), as if we started in both stages from previous ignorance, which m ay be true for the first b u t cannot possibly be true for the second.
Fortunately it is not necessary in this case to carry out the analysis in detail, because the to ta lity of the data, which would be denoted by ... 6n = 0, is the complete sample, and we have the result for it already. I t follows th a t the m ethod of combining samples in a test is to add the values of n in the outside factor and to use a y 2 based on the ratio of the deviation from \ of the sampling ratio based on all the samples together to its standard error.
Analogous considerations will apply to measures so long as the standard errors of one observation are equal in the d a ta combined. If they differ considerably some modification m ay be needed, since we have seen th a t two departures w ith the same standard error m ay give different results in a test when the same standard errors of the estim ates are based on different num bers of observations of different accuracies. The outside factor in such a case will not be obtained by simply adding the num bers of observations, since w hat it really depends on is the ratio of the range of the perm itted varia tion to the standard error of the result. The former is fixed by the smallest range indicated and therefore by the m ost accurate observations, and the less accurate ones have nothing to say about it. I t is only when they are numerous enough to give a standard error of the result less th an the range perm itted by the more accurate ones th a t they have anything additional to say. I f they satisfy this condition the outside factor will be got by taking s from the m ost accurate observations and and its standard error cr from all the series together.
9.
The use of integrals in significance tests. Though the f observed values th a t appear in these tests are usually identical, or nearly so, w ith those in the tests used by m odern statisticians, there are some differ ences. Here they appear directly; in the usual forms only their integrals are used. In the frequency problem, for instance, the inform ation supplied by the observations is summed up, approxim ately, in ym-1exp( -but the usual form of the test depends on the integral of this quantity, in the form F u rth er differences are th a t in my form m is to be tak en as 1 unless there is specific reason to take more th a n one degree of freedom together, and even then is only the actual num ber of degrees so associated. In Pearson's form it is the whole num ber of groups. My y 2 again is only th e contribution to y 2 given by the degrees of freedom being considered; P earson's is th e complete y 2, including all the degrees of freedom, w hether v ariatio n in them is random or system atic. In F isher's usage, y 2 is given by th e ratios of th e am plitudes found by m axim um likelihood to th eir stan d ard errors, and his y 2 and m are identical w ith mine where there is reason to ta k e several degrees of freedom together, b u t he uses the integral Pa s a test, so th a t his m ediate between P earson's and mine. In this w ay he avoids th e great random variation of y 2 tak en over all groups th a t so often m akes it impossible to detect a genuine system atic effect when th e te st is applied in P earson's way; further, he in some cases recom m ends an allowance for selection in a way qualitatively sim ilar to mine (Fisher 1 9 3 5 , pp. 6 5 -6 )*
The use of the integral goes back a t least to C hauvenet's criterion for th e rejection of observations. This criterion, still som etim es used, considered the probability, given the norm al law, th a t n observations should include a t least one residual equal to or greater th a n the largest actually found. I f this was less th a n | th e observation was rejected. The difficulty th a t has struck m any students is, why should th e lim it be tak en a t th e largest? There was more to be said, apparently, for choosing th e second largest. The probability of a residual ju st equal to th e largest is necessarily infinitesi mal until the observations are m ade, or a t m ost of th e order of m agnitude of the ratio of the rounding-off error to th e stan d ard error. Consequently th e integral giving the probability of a residual equal to or greater th a n th e largest depends entirely on th e contribution from larger deviations, which have by hypothesis not occurred. The use of the criterion, as recom m ended by Chauvenet, means th a t an observation is rejected because observations th a t have not occurred were unlikely. One m ight indeed say th a t th e fact th a t they have not occurred is confirm ation of the hypothesis and th a t th e observation should be retained. I f the lower lim it of th e integral was taken a t the second largest residual instead of the largest there would be a t any rate one observation relevant to the test, b u t as actually tak en the te st is illusory.
Pearson's procedure (1 9 0 0 ) was as follows. The probability, given a suggested distribution of chance, of the actual observations in th e groups, is evaluated, and it is found th a t the factor th a t depends on the observations is exp( -^y2), subject to certain approxim ations. I t is thus shown th a t the likelihood is proportional to this function and th a t m axim um likelihood and Vol. CLXV. A.
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H . Jeffreys minimum y 2 are equivalent; the inform ation contained in the observations is entirely summed up in y 2. Pearson, however, goes further, and proceeds to find the probability distribution for y 2, given the same trial hypothesis as before, and gets the rule ym-1 exp( -| y 2) dy. One m ay ask, why, when the value for the hypothesis and the actual observations is already known, should there be any interest in the probability of having got something else ? B ut there was reason to be interested in the effect of different hypotheses on y 2, keeping the observations the same. The additive property of y 2, again, makes it possible to use it to separate the posterior probability distributions of the param eters th a t arise in varying th e hypothesis; it could be used to estim ate the ratios of all the possible variations of these to their standard errors and thus to test all separately. I t is rem arkable th a t Pearson, who repeatedly declared his support of the principle of inverse probability,* apparently did not notice this simple consequence of it, and continued to use the test in a way th a t lum ped all degrees of freedom together. Finally he formed th e P integral and used it to form a test of the correctne trial hypothesis, based on the probability, given th a t hypothesis, of a larger y 2 th a n th a t observed; the actual y 2 of course makes a negligible contribution, as in C hauvenet's criterion. A hypothesis th a t m ight be true is therefore rejected because it does not agree w ith observations th a t have not been made. The use of P in this sense is therefore a m istake.f W hen the degrees of freedom are properly separated this is com paratively harmless. Tests of significance are needed in any case, simply because even if the trial hypothesis was true, random errors would lead to determ inations different from zero for a departure in every degree of freedom . I f these were accepted as genuine we should expect to lose accuracy in prediction. The question is to decide where to draw the line beyond which we should expect to gain accuracy by accepting the departures found. B ut as Pis a monotonic function of y 2, w hatever the num ber of degrees of freedom, to fix a value of P and to fix one of y 2 are the same thing. I t would have been justifiable empirically to rely on the rough rule found by astronomers, th a t differences under twice the standard error usually tend to disappear with fuller data, while those over three times the standard error usually persist. Thus for one degree of freedom a contribution of 4 to y 2 could have been taken as possibly genuine, one of 9 almost certainly so; and this would be on f Y a te s (1934) h as show n t h a t th e p ro b ab ilities o f sm all groups are b e tte r e sti m a te d if th e lim it for y 2 is ta k e n , n o t from th e observed n u m b e r in a group, b u t a t \ m ore. I n th is w ay he m ad e th e o b served v alue m ak e a m u ch larger co n trib u tio n to P . T his p ro ced u re is reco m m en d ed b y F ish e r (1937, p. 97). purely empirical grounds. F or any com bination of associated degrees of freedom the distribution of y is still roughly norm al ab o u t a m axim um , and the ratio of the actual ordinate to th e m axim um would have provided a te st as good as the P integral gives. In one respect, indeed, it is b etter, since it is often pointed out th a t a very large value of is a ground for suspicion. I t is hard to justify this from P itself, b u t large values of P , like small ones, imply th a t the ordinate is small com pared w ith th e m axim um . The kinds of inference draw n in such cases, however, would be different; usually too large a x 2 would suggest a new param eter or a positive correlation betw een e rro rs; too small a y 2 would suggest a negative correlation, or th a t th e d a ta had been altered to suit a hypothesis.
Any d eparture from th e trial law, if found by least squares or m axim um likelihood, would dim inish y 2 and therefore increase P ; so long as the num ber of degrees of freedom is the same, therefore, if two precisely sta te d hypotheses are compared th e one w ith the sm aller P is the more probable, if there is no other reason for preferring either. B u t th e ratio of th e posterior probabilities is not th a t of the P 's, b u t th a t of th e exp( -| y 2), a p a rt from a negligible difference in the outside factor. The situation is altered if we are discussing the introduction of a new adjustable param eter, because this can always be adjusted so as to increase P or reduce y 2. An a tte m p t to allow for this is sometimes made by reducing th e degrees of freedom by one a t th e same tim e, b u t it is easy to see th a t if we do this and keep th e reduction of P as th e criterion we get unacceptable results. From F ish er's table we find th a t the 5 and 1 % levels for y 2 for one degree of freedom are a t 3-84 an d 6*64. B ut the changes from 2 0 to 2 1 degrees of freedom a t these levels are only T26 and 1*37. Thus if 2 0 degrees of freedom would be tak en as random variation, an additional one contributing only 1-27 or 1-38 to y 2 could lead to th e assertion of a system atic difference; whereas three or five tim es these contributions would be needed if the random errors in th e others were elim inated and it was tested directly. This seems u tte rly contrary to common sense. I t is interesting to notice th a t Fisher, by insisting on th e separation of genuine possible departures from random error, w ithout apparently being guided by the principle of inverse probability, arrived a t a procedure closely resembling w hat it indicates, though stated in term s of P and not of th e ordinate. I think, however, th a t the difference in premises is more apparent th a n genuine. I regard the theory of probability as a formal statem ent of common-sense reasoning, the principles of which are quite general and can be stated a t th e s ta r t; b u t even if this is not done an alert thinker m ay still notice the need for them in specific applications and thereby arrive a t the same or very similar results.
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H . Jeffreys I t m ay be rem arked th a t Fisher's ^-distribution, for the analysis of variance, has been deliberately transform ed so as to eliminate scale effects, and is nearly normal, and therefore the above relation between the ordinate and P will hold for it. For problems of estim ation, where an effect is assumed to be present b u t is undeterm ined in m agnitude, the integral has a definite place in the inverse theory, by the kind of argum ent th a t I used for " S tu d en t's " distribution (1 9 3 7 c); it will give, for instance, the posterior probability th a t an estim ated difference has the right sign. B ut if this was all th a t was m eant by a significance te st it would im ply th a t the rejection of small differences implied a loss of accuracy in prediction. According to such a view astronom ers, for instance, instead of finding the orbital elements and masses of the planets by least square solutions and predicting their places according to the law of gravitation, would do b etter to choose polynomials to fit all the observations exactly and extrapolate accordingly. Certainly no astronom er believes th a t, and I very m uch doubt w hether anybody does, even of those who say th a t they reject the simplicity postulate.
1 0 . The excluded middle. All inference from observation involves this alleged logical fallacy, which is a fallacy only so long as it is claimed th a t this inference is deductive. I have shown its unim portance in relation to significance tests (1 9 3 5 , p. 2 2 2 ), in which a new param eter is taken to be zero so long as the tests do not show th a t it is more probably something else. I have only noticed recently, however, th a t this could have been inferred from a theorem given by D r W rinch and me in 1921, and used then as the basis of the sim plicity postulate. I t was shown (1 9 3 7 p. 4 1 ) th a t if a general law p has a finite probability a t any time, and gives a series of inferences qx, q2, ..., qn, the effect of the verification of the successive inferences is to divide the probability of the law, in turn , by
P { < hI P ( q2 | ? i& ) -p
Since none of these can exceed u nity the probability of the law, given all the verifications, would become greater th a n 1 if they did not tend to 1. Hence so long as inferences from a law continue to be verified the probability of the next verification approaches certainty. B ut I ••• does not involve p a t all; in other words there is a high probability th a t p will con tinue to be verified whether it is true or not. This means th a t if the " tr u e " law (whatever th a t m ay mean) is something different from it m ust never theless be so like p as to have led to all the previous inferences from p; any law th a t led to different ones would have been discarded as in disagreement with observation. B ut if the true law has led to all the same inferences as p the presum ption is th a t it will continue to do so, and therefore th a t p will continue to give the right inferences. This disposes of the " excluded m iddle" argum ent completely. A stronom ers were not wrong in basing their predictions on N ew ton's law because the law tu rn ed out to be wrong, nor were geodesists wrong in using E uclid's theory because th a t is wrong too; their justification did not rest on the tru th of the laws b u t on the fact th a t they had led to rig h t predictions h ith erto and m ight reasonably be expected to continue to do so. The kind of caution th a t insists on stating every conclusion in th e vaguest possible term s (except, possibly, the author's own) is not in accordance w ith scientific principles. The function of a general law is to make predictions th a t can be tested, even if a t some u n predicted data in the future some of them m ay tu rn out to be wrong. The more vaguely it is stated the less it fulfils this function. E ven if th e law should ever lead to wrong predictions its precise statem en t wfill have been the means of revealing the discrepancy and possibly leading to a b e tte r one, which would have to account also for all th e previous verifications. I t is usual to find some verbal concession to the " excluded m id d le" in scientific work, and this is quite undesirable so long as we regard m athem atics as something to be used and not to be worshipped; it is incom parably b etter to be occasionally wrong th a n always vague. Once g ran ted th a t inference from experience is ever possible, it is ad m itted th a t pure deduction is not th e whole of legitim ate reasoning, and th a t th e excluded m iddle is a t m ost a complication to be tre a ted in term s of probability and no t a final objection. The procedure is then to state th e additional postulates needed as economic ally as possible. I t tu rn s out th a t trad itio n al m athem atics can be extended in scope so as to be applicable to the problem s of induction, ju st as it has been extended to take account of th e d a ta th a t led to th e quantum theory. The main result is not any great change from current statistical procedure, b u t rather th a t m any postulates, introduced in the la tte r procedure as commonsense statem ents, b u t nevertheless apparently independent, can in fact be replaced by consequences of a very few prim itive postulates and are th ere fore closely related. 
