Despite the widespread use of supervised deep learning methods for affect recognition from speech, they are severely limited by the lack of a sufficient amount of labelled speech data. Considering the abundant availability of unlabelled data, this paper proposed a semi-supervised model that can effectively utilise the unlabelled data in multi-task learning way in order to improve the performance of speech emotion recognition. The proposed model adversarialy learns a shared representation for two auxiliary tasks along with emotion identification as the main task. We consider speaker and gender identification as auxiliary tasks in order to operate the model on any large audio corpus. We demonstrate that in a scenario with limited labelled training samples, one can significantly improve the performance of a supervised classification task by simultaneously training with additional auxiliary tasks having an availability of large amount of data. The proposed model is rigorously evaluated for both categorical and dimensional emotion classification tasks. Experimental results demonstrate that the proposed model achieves state-of-the-art performance on two publicly available datasets.
I. INTRODUCTION
S PEECH Emotion Recognition (SER) is an emerging area of research. Speech being a major affect display [1] , success of SER is redefining human-computer interactions. Call centres now track customers emotions [2] for better service delivery. Speech based diagnostic systems are being developed for diagnosis of depression [3] , distress [4] , and monitoring of mood states for bipolar patients [5] . Many other applications including media retrieval systems [6] , healthcare [7] - [9] , smart cars [10] , forensics sciences [11] are aiming to improve their performances from the utilisation of SER techniques.
Human emotions in speech are complex to model due to dependency on many factors including speaker [12] , gender [13] , age [14] , culture [15] , dialect [17] and so on. Researchers have explored many methods including classical models, such as, Hidden Markov Models, Support Vector Classification, also deep neural networks (DNNs) for SER and other audio related applications [16] [18] , [19] , wherein DNN models have demonstrated better performance in these applications compared to the classical models [20] - [22] . Currently, popularity of DNN models for speech emotion recognition is seeing a steep rise. DNN models that have been successful for speech emotion recognition include Deep Belief Networks (DBN) [23] , [24] , Email: siddique.latif@usq.edu.au Convolutional Neural Networks (CNNs) [25] , [26] and Long Short Term Memory Networks (LSTM) [27] - [29] . Majority of the above research present techniques to predict speech emotion using a single task (emotion recognition) training, which, however, ignores a potentially rich source of information available in speech that can be utilised for achieving generalisation and improvement in the performance [30] . To achieve generalisation most of the existing studies validate models across diverse datasets [15] , [24] . However, the standard benchmark datasets are very scarce, and most problematically, they are of smaller sizes, which creates massive roadblocks in achieving generalisation in SER systems.
An alternative and effective approach to increase generalisation of SER models is multi-task learning (MTL) [31] , which simultaneously solves relevant auxiliary tasks along with the primary task. In MTL, models are better regularised to uncover the common high-level discriminative representations. It has been widely applied to various speech and natural language processing related problems [32] , [33] . In SER, MLT has shown good performance for fully supervised Deep Learning (DL) models [30] , [34] , [35] . Most of these approaches jointly learn different emotional attributes (e.g., categorical emotion as a primary task and dimensional emotion as a secondary task) to improve both performance and generalisation [35] - [37] . This requires the use of meta labels for each individual emotional attribute, which is however scarcely available. Recently, it has also been shown that in the MTL setting, the performance of primary tasks with constrained data can be significantly enhanced by using larger data for the auxiliary tasks [38] , [39] . Inspired by this, in this study we aim to build models that can effectively utilise auxiliary tasks with a large number of samples in order to improve the performance of the primary task. We use emotion recognition as our primary task and select gender and speaker recognition as auxiliary tasks to include larger datasets. Furthermore, we utilise generative adversarial models due to their exceptional power to learn more powerful and discriminative features [40] . In particular, we use Adversarial Autoencoder (AAE) [41] in a semi-supervised way for learning feature representations that improve the SER performance. One of the attractions of utilising semi-supervised learning here is that it incorporates the discriminative component in the training pipeline of unsupervised learning methods which helps to improve the performance of classification tasks. In this way, the proposed MTL ****This work is under review. Copyright may be transferred without notice, after which this version may no longer be accessible.**** arXiv:1907.06078v2 [cs.SD] 17 Jul 2019 system improves the performance of primary task, emotion recognition, in a semi-supervised fashion by leveraging large amount of data of auxiliary tasks without emotional labels.
To show the advantage of our proposed MTL framework, we evaluate it comprehensively on two popular and widely used emotional databases: Interactive Emotional Dyadic Motion Capture (IEMOCAP) and MSP-IMPROV. The performance of the proposed implementation is compared with recent studies, and popular models like convolutional neural networks (CNN), and standard autoencoder based semi-supervised model. For both categorical and continuous label classification, the proposed model provides improved results, attesting to the strong regularising power of the proposed framework.
II. RELATED WORK
Our framework utilises multi-task learning in a semi supervised fashion. It also uses adversarial encoding. We therefore cover these three aspects in our literature with a focus on SER.
A. Landscape of Multi-task learning for SER Multi-task learning (MTL) has been successful for simultaneously modelling multiple related tasks utilising shared representation [42] , [43] . It aims to improve generalisation by learning the similarities as well as the differences among the given tasks from the training data [31] . The standard methodology to optimise a machine learning model for one task at a time ignores potentially rich information in the training signal [30] . Such information can be effectively utilised for auxiliary tasks to improve generalisation and performance of system. Several MTL approaches [44] - [46] have been widely used for solving problems in computer vision. The primary reason to use MTL in vision is that images can provide information related to different tasks, and simultaneously learning these correlated tasks can boost the performance of each individual task [47] , [48] . For example, face detection, gender recognition, and pose estimation can be simultaneously performed using deep CNN [49] .
Similar to images, speech is another such modality that can provide information for various tasks including speaker, gender, and emotion identification. Researchers have started to investigate the effectiveness of MTL on improving the performance of speech emotion recognition for effective human-computer interaction [34] , [50] , [51] . For instance, Prthasarathy and Busso [35] proposed a Deep Neural Network (DNN) based model to jointly learn arousal, dominance, and valence value of a given utterance. The authors demonstrated that joint learning of these emotional attributes significantly enhances the performance of model compared to single task learning. Similarly, Ma et al. [51] used multi-task attentionbased DNN for speech emotion recognition and found that by sharing the information among tasks, high performance can be achieved. Xia et al. [37] proposed a Deep Belief Network (DBN) based model for MTL and utilised activation and valence information for speech emotion recognition. They illustrated the utilisation of additional information in MTL setup to improve the performance of model by considering the categorical emotion label as the primary task, and activation and valence information as secondary tasks. In another study, Chang et al. [52] used the recently proposed Generative Adversarial Network (GAN) for jointly learning valence and arousal attributes with the main goal to leverage the unlabelled data. The authors found that the utilisation of unlabelled data improves the performance of classifiers. Similarly, Lotfian et al. [36] used DNN for jointly learning primary and secondary emotions. They showed that the classification performance of the primary task (categorical emotions) is significantly improved by considering secondary emotions (other emotional classes perceived by the evaluators) in the model.
Another stream of research, instead of using different emotional attributes as auxiliary tasks, has utilised other available attributes, such as speaker and gender to improve the performance of SER [53] . For instance, Kim et al. [34] used gender and naturalness (natural or acted corpus) recognition as auxiliary tasks to improve the performance of emotion recognition using different emotional databases. Zhang et al. [54] used MTL approach to investigate the influence of domain (whether the expression is spoken or sung), corpus, and gender on the generalisability of cross-corpus emotion recognition systems. The authors used six emotional databases and showed that the performance of SER system is increased with the number of training emotional corpora.
Both stream of research mentioned above conform to the fact that MTL approaches can improve the SER performance compared to single task learning. While the first stream shows that choosing emotional attributes as auxiliary tasks, performance of SER for primary task can be improved, the second stream shows that it is also possible to choose non-emotional attributes of speech as secondary task performance of SER as a primary task can be improved. Our approach is motivated by the second stream as it provides the opportunity to utilise abundantly available non-emotional datasets. Precisely, we consider using abundantly available non-emotional speech corpoa to indirectly improve the performance SER by directly improving the performance of the auxiliary tasks, which has not been studied by the existing literature. In this way we essentially introduce semi-supervised learning in MTL, since our training involve both labelled and unlabelled emotion data. This will be discussed in detail in Section III. In the next section we cover the studies using semi-supervised learning for SER.
B. Landscape of Semi-Supervised Learning for SER
A number of studies have considered semi-supervised learning for SER. Huang et al. [55] introduced semi-supervised Convolutional Neural Networks (CNN) for learning affectsalient features and reported superior performance on four public emotional speech databases. The authors used CNN in an unsupervised way to learn general features and then finetuned the model for emotion recognition. Zhang et al. [56] proposed collaborative semi-supervised learning technique in order to re-evaluate the previously automatically labelled samples in learning iterations. They also used different models including SVMs and RNNs and multiple modalities (audio and video) to improve the performance by simultaneously minimising the joint entropy. Recently, researchers studied ladder network based semi-supervised methods for SER [57] - [59] and have shown superior results over supervised methods. A ladder network is an unsupervised denoising autoencoder that is trained along with a supervised classification or regression task. Deng et al. [60] proposed a framework for SER by combining an autoencoder and a classifier. Their work is based on a discriminative Restricted Boltzmann Machine (RBM) [61] , which considers unlabelled samples as an extra garbage class in the classification problem. Our study differs from previous studies by effectively training an adversarial autoencoder with multi-task classifiers simultaneously and utilising the additional unlabelled emotional data for auxiliary tasks to improve SER performance. Jointly optimising the sum of multi-task supervised and unsupervised cost functions by backpropagation is an important contribution leading to more discriminative SER models. In the next section we focus on the existing studies that utilise AAE for SER and highlight the difference with our work.
C. Landscape of Adversarial Autoencoders (AAE) for SER
Autoencoders are unsupervised learning models that have been successfully utilised in the field of SER. They are very powerful in learning salient representations that leads to a notable improvement in SER performance [27] , [62] . Adversarial autoencoders (AAEs) are probabilistic models [41] that turn an autoencoder into a generative model. This makes AAEs very popular in learning more descriptive features compared to the standard AEs and even compared to variational autoenocoders (VAEs) [63] . In [40] AAEs have been used in SER for encoding high dimensional feature representations into compressed space and for the generation of speech samples. The authors found latent code learned by AAE preserves class discriminability that is very crucial for speech emotion classification due to their complex distribution. However, most of studies in SER utilised AE networks to perform feature learning and then classification was performed separately (e.g., [40] ). In contrast, our proposed model is self-sufficient structure that perform feature representation learning and classification learning by jointly minimising reconstruction error and the sum of multitask classification errors.
III. PROPOSED METHODOLOGY
We take a two-step approach to describe the proposed framework. First, we describe how we achieve semi-supervised learning in an adversarial autoencoder. Then we describe how we build the multi-task learning framework incorporating semi-supervised adversarial autoencoding.
A. Semi-supervised learning using Adversarial Autoencoders
Adversarial autoencoder (AAE) combines traditional autoencoders and GANs to deliver a surprisingly flexible framework. It has an adversarial part attached to the latent code where the encoder also acts as the generator of the adversarial network. The adversarial part enforces the autoencoder to generate latent representation z by observing the statistical properties of a given prior distribution p(z), which sufficiently represents the input data x [64] . In order to use AAE in a semi-supervised way, we include the supervised path into the training pipeline of AAE. In partiuclar, we extend the encoder/generator, decoder and discriminator model of AAE and add a classification module that is trained in a supervised manner. Then we use overall loss function, L overall , as a joint sum of the reconstruction loss (unsupervised) and the cross entropy loss (supervised) as follows:
where L us is the reconstruction loss, L su is cross entropy loss for supervised task, and α is the trade-off controlling parameter between the unsupervised and supervised objectives.
All components of the model including the Autoencoder: encoder (E θ ), decoder (D δ ); the classification network; and the Adversarial network: generator (E θ ) , discriminator (D ω ), are jointly trained in three phases: (1) the reconstruction phase;
(2) the regularisation phase; and (3) the classification phase. In reconstruction phase, the autoencoder minimises the reconstruction error by updating the encoder, E θ , and the decoder, D δ , and encodes data x into latent representation z. In the regularisation phase, the adversarial network first updates its discriminator, D ω , to distinguish between the samples coming from the prior distribution p(z) (real) and that generated using the latent codes (z) (fake) computed by the autoencoder; and then update its generator, E θ , (encoder of autoencoder network) so that it can fool the discriminator, D ω by learning to generate data that D ω perceives as real. The update is done by keeping the weight and bias of the discriminator network and by backpropagating the error to the generator and updating its weight and bias values. Finally, the classifier uses z as input features and minimises cross-entropy cost on emotional labels in the classification phase and update the encoder. In this way, the latent codes generation, which is an unsupervised process, gets influenced by the supervised classification task and thus facilitates semi-supervised learning.
B. Multi-Task Adversarial Autoencoding
Multi-task learning (MTL) from related tasks can improve generalisation by sharing the feature representations, which can lead to performance improvement for SER [30] . In order to utilise MTL in our semi-supervised model, we include three networks for supervised classification including: emotion, speaker, and gender. Fig. 1 illustrates our proposed model for semi-supervised multitask learning, where we highlight the reconstruction, regularisation and classification paths. We also update Equation (1) (see Equation (2)) to include the muli-tasks, which now combines the reconstruction loss of autoencoder with the weighted sum of three classification losses (class entropy).
Here L AE is the reconstruction loss as for standard autoencoders, and L E , L G , and L S are losses for emotion, gender and speaker classification task, respectively; α and β are the trade-off parameters to control the weight of each loss term.
In particular, the model is trained by iteratively running autoencoder, discriminator, and classifiers (C φ ), and error for each component is back-propagated through the network. For training, the discriminator, D ω , uses the cross entropy loss function and discriminates between latent samples drawn from the encoder (ẑ = E θ (x)) and the prior distribution (z ∼ p(z)). The objective function for discriminator is defined as:
With data distribution p x and distance function d(., .), the encoder network is updated by optimising the following objective function:
(5) The first term is for the generator that is used to match z to an arbitrarily chosen prior p(z), and second term for the minimisation of reconstruction error of autoencoder. The last term is for the classifiers loss that takes latent code (z = E θ (x)) and minimises standard class entropy loss functions using y as the target vector [e, g, s] containing the labels for three tasks and back-propagates the error though the network to update encoder. All these networks counteract each other, which leads to learn a more shared and generalised latent distribution z that jointly optimises autoencoder, discriminator and classifiers.
IV. EXPERIMENTAL SETUP A. Datasets
To evaluate the performance of our proposed model, we used two different datasets: IEMOCAP [65] and MSP-IMPROV [66] , which are most commonly for emotion classification [67] , [68] . Both these datasets have similar labelling schemes and were collected to simulate natural dyadic interactions between actors. We briefly describe the details of these datasets in next.
1) IEMOCAP: This database contains 12 hours audiovisual data including audio, video, facial motion information and textual transcriptions [65] . The recordings were collected from 10 professional actors, including five males and five females, during dyadic interactions. This allowed actors to perform spontaneous emotion in contrast to reading text with prototypical emotions [69] . Each interaction is around five minutes long, and segmented into the smaller utterances of sentences. For emotional label, each sentence is annotated by at least three annotators. Overall this corpus contains nine emotions: angry, excited, happy, sad, neutral, disgust, frustrated, fearful, and surprised. For dimensional annotation, two annotators and one self-participant were asked to label activation and valance on the scale of 1 to 5. Similar to prior studies [70] , we used four categorical emotions including angry, happy, neutral, and sad in this study by merging "happy" and "excited" as one emotion class "happy". The final dataset includes 5531 utterances (1103 angry, 1708 neutral, 1084 sad, 1636 happy).
2) MSP-IMPROV: The MSP-IMPROV dataset is a multimodal emotional database recorded from 12 actors performing dyadic interactions [66] . The utterances are grouped into six sessions and each session has one male and one female actor similar to IEMOCAP [65] . The scenarios were carefully designed to promote naturalness, while maintaining control over lexical and emotional contents. The emotional labels were collected through perceptual evaluations using crowdsourcing [71] . Overall utterances in this corpus contain six labels including angry, happy, neutral, sad, no agreement, and other. We used a subset of dataset containing 7798 utterances with four emotions: anger (792), happy (2644), sad (3477), and neutral (3477). For dimensional annotation (i.e., activation and valance), this corpus is also annotated on a scale of 1 to 5.
3) Librispeech: The LibriSpeech [72] is derived from audiobooks which contains 1000 hours of English read speech of 2484 speakers. We used a subset of this corpus, which include 56,307 utterances from 500 speakers constituting 360 hours. Our selection is reasonably gender balanced with 267 male and 233 female speakers.
B. Speech Preprocessing
We have represented audio utterances in form of spectrograms, which is a popular 2D representation widely used for speech emotion recognition [73] , [74] . The spectrograms are computed using a short time Fourier transform (STFT) with a overlapping hamming window of size 25 ms and a 10ms shift. Each spectrogram is represented 128 pixels high, representing the frequency range 0-11 kHz. Due to the varying lengths of audio samples, the spectrograms vary in width, which poses a problem for the batching process of model training. To compensate for this, spectrograms were cropped at fixed width of 256 following the procedure used in [52] , [75] . For Librispeech dataset, we removed the silences and pauses at the start and end of from each audio sample before computing spectrograms.
C. Model Configuration
Our semi-supervised architecture is illustrated in Figure 1 . We implemented our model using convolutional layers. The encoder part of autoencoder network consists of three convolutional layers. Each convolutional layer is followed by maxpooling layer. These convolutional layers identify emotionally salient regions within the spectrogram and creates of feature maps and pooling layers extracts highly relevant features by reducing their dimensions. The encoder/generator part encode the spectrograms into latent code z having the dimension of 16 × 16 × 32. We applied batch normalisation [76] after each convloutional layer to achieve a stable distribution of activation values throughout training. Batch normalisation layer is used before the nonlinearity layer. We used rectified linear unit (ReLU) as a non-linearity activation function based on the findings in this study [77] . The decoder blocks have same structure as the encoder/generator except that the convolutional layers are replaced with transposed convolutions.
The latent code z is fed to the classifiers. They have four components: (1) convolutional layer; (2) max-pooling; (3) dense layer; and (4) softmax layer. We used one convolutional layer followed by max-pooling in each classifier to capture features related to the given classification tasks. After each max-pooling layer, we used dense layers followed by softmax layer to provide prediction. We used two dense layers in each classifier and used dropout layer between them to avoid overfitting. The discriminator of AAE have similar architecture to the classifiers. There are two reasons for using such model. First the encoder/generator learns the joint representation for multiple task and encode them into z which is regularised by discriminator. This encourages the network to generalise and help to reduce the number of parameters. Second, the first convolutional layer in each classifier extract features specific to each task from shared z.
V. EXPERIMENTS AND EVALUATIONS
In this study, we evaluated the performance of proposed model using ten-fold cross-validation. Each fold is stratified based on speaker ID. In each step of validation, one fold was used for parameter selection, eight folds were used for training, and the remaining fold was used for testing, following the strategies in [78] . We repeated this scheme ten times and calculated the mean over all iterations. We used weighted accuracy (WA) and unweighted accuracy (UA) as comparison measures due to their widely accepted use in studies on speech emotion recognition. For evaluations, we considered two types of emotional labels: categorical and dimensional. For categorical emotions, we used four emotions including angry, sad happy and neutral. For dimensional emotions, we used two different configurations. Firstly, we use continuous values of dimensional emotions in to three levels. Both IEMOCAP and MSP-IMPROV are annotated on activation and valance using the integral values between the range 1 to 5. So, we interpreted activation as low, medium, high, and valance as negative, neutral, positive, as used in [37] , [52] , [79] . Table I shows the mapping role for activation and valence for both datasets. Secondly, we considered dimensional emotion representation using valence-activation space, which combines the information of both activation and valance [80] . The combination of these two dimensions provides richer emotional information in contrast to using valence and activation separately. To be consistent with previous studies [37] , [81] , [82] , we validated our model on joint classification of valance-activation space by building three and five clusters of emotional dimensions. The clusters in valance-activation space are determined by applying the K-means clustering algorithm on the dimensional annotations values. The ground truth of each utterance was assigned to one of the clusters using the minimum Euclidean distance between the midpoint of cluster and its annotation.
A. Benchmarking Results
To benchmark the performance of multi-task over singletask, we implement a single-task (STL) version of our proposed model and compare their performances. To expand our comparison we also implement a supervised convolutional neural network (CNN) and an autoencoder based semisupervised framework.
We evaluated the MTL model using both categorical and dimensional emotions. While using categorical emotion, we used it as the primary task and speaker and gender identification as the auxiliary tasks.
We used dimensional emotions as the primary task in two ways: grouping continuous values into three levels and also clustering valance-arousal space into different groups. For activation-valance space, we evaluate the proposed method for 3 and 5 clusters. For both ways, the secondary tasks were gender and speaker identification. We train the single task implementation of our model and the AE in semi-supervised way for the emotion recognition task. The overall loss function is optimised by tuning the value of α in Equation (1) to maximise the system performance and minimise the reconstruction loss, L AE . We evaluate the model for different values of α ranging from 0.1 to 1.0 on the development set to select best value. For IEMOCAP data, we get the best performance using AE with α = 0.3 and AAE based model gives best results with α = 0.4.
For two configurations of dimensional emotions, we also select α using validation set and use it for test set. We get the best performance using AE with α = 0.6 and AAE give best results with α = 0.4 on MSP-IMPROV dataset.
The comparison results are all summarised in Fig. 2 . We observe that our proposed Multi-task learning framework performs better than single task implementation of our model, supervised CNN and AE for both categorical and dimensional classification of emotion across both IEMOCAP and MSP-IMPROV datasets.
B. Comparison with previous studies
To further extend our comparison scope, in this section we include results published in previous studies. However, for IEMOCAP and MSP-IMPROV, there are no standardised train and test splits to evaluate the results. Therefore, for the comparison we only select the studies that match our evaluation strategies almost completely. We further observe these subset of studies can be clustered into two groups: one uses 10-fold and the other used 5 fold cross validation.
The results are summarised in Table II where we separate the results using the cross validation schemes. For 10-fold cross validation, we followed the evaluation scheme used in [78] to make a fair comparison. In [78] , authors used progressive neural network and used transfer learning (TL) to transferred knowledge from gender and speaker identification to improve the SER performance. Compared to this study, we are achieving better results by exploiting speaker and gender recognition as auxiliary tasks in MTL scheme. This shows that transferring knowledge using auxiliary tasks in MTL technique can provide more useful information to improve SER performance. Results also show that we perform better than [73] using CNN-LSTM architecture with data augmentation (DA) technique. In Table II we also report the performance of CNN and AE while implemented for multi-task learning. We implemented multitask CNN having two shared convolutional layers among three classification networks similar to the models used in [44] , [52] . The output of shared layers is fed to the classification networks consisting on one convolutional layer, two dense layer, and the softmax layer. The other model based standard AE have same architecture (i.e., hidden units, layers and model parameters) as AAE based model but without discriminator.
For 5-fold cross validation, we compared our results with recent studies [27] , [37] , [83] . In [37] authors used DBN for MTL by utilising activation and valance as auxiliary tasks. Our method performs significantly better than their approach as shown in Table II . Our proposed model also provides better result compared to the other recent studies [27] , [83] on IEMOCAP dataset. 
VI. ANALYSIS AND DISCUSSION
Experimental results clearly show that the proposed semisupervised multi-task framework offers improved performance in emotion recognition compared to the best reported results so far. In this section we focus on two aspects of our proposed model: (1) we elaborate the impact of secondary task and (2) we quantify the impact of using additional data.
A. Impact of secondary tasks
We consider four categorical emotions from both datasets as described in Section IV-A. We also use dimensional emotions in our experiments. In Table III and Table IV we present the elaborated results of using the auxiliary tasks separately and jointly, to improve the performance of the primary task for categorical and dimensional emotions, respectively. We observe that while using the auxiliary tasks individually offer similar performance improvement in the primary task. However, while using them jointly our model offers the highest accuracy for the primary task across both categorical and dimensional emotions. Intuitively, jointly learning representation for emotions with speaker and gender helps to uncover the common high-level discriminative representations, which leads to the performance improvements in SER system.
B. Impact of using additional data
For the auxiliary tasks of speaker and gender recognition, we use additional data that is not labelled for emotion and show that when MTL model is trained with additional data of auxiliary tasks, the performance of emotion recognition is improved for both datasets. To further show how performance improves while increasing the amount of data, we trained our model by varying the amount of data for auxiliary tasks in terms of number of speakers. Fig. 3 shows the effect varying the amount of additional data on the UA (%) of categorical emotion classification using both datasets. We observe that while the number of speakers reaches 600, the performance improvement is quite significant, however, beyond that we observe a plateauing effect. This is an important observation as it can guide the researcher to select a possible operating point while using our method. To get some further insight, we determine the improvement in classification of the auxiliary tasks with the increase of data. Fig. 3 summarises the results.
Here the classification accuracy is calculated using our model in single task learning mode. We plot the results as we increase the number of speakers. We notice similar trend as we observe in Fig. 3c . After 600 speakers, improvement in both primary and secondary tasks receives a plateauing effect. Therefore, summarising Fig. 3 , it can be noted that improvement in the auxiliary task with additional data help to improve in the primary tasks, which cements the contribution of this paper in proposing a multi-task semi-supervised framework for speech emotion recognition.
VII. CONCLUSIONS
In contrast to previous studies, this paper focuses on semisupervised learning to improve the performance of speech emotion recognition (SER). Specifically, we considerably emphasis on utilising the unlabelled data for auxiliary tasks by presenting multi-task semi-supervised learning model. We investigated our proposed semi-supervised framework on two publicly available datasets under two specific evaluation settings: single task learning (STL) and multi-task learning (MTL) schemes. We have shown that jointly adversarial training of unsupervised learning with single or multiple supervised tasks can improve the performance of the main supervised task with limited quantity of labelled data. We also have shown that the performance of the main task improves by increasing either the number of auxiliary tasks or using the unlabelled data or both. Results for both STL and MTL are significantly better than state-of-the-art studies, which indicates that the proposed construct is capable of making good use of the combination of labelled and unlabelled data for speech emotion recognition.
