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Abstract
Using the Cosmic Ray Isotope Spectrometer (CRIS) onboard the Advanced Com-
position Explorer (ACE) spacecraft, new and improved high-precision measurements
of the elemental composition and energy spectra of galactic cosmic rays with energies
from ∼50-550 MeV/nucleon and nuclear charge 5≤Z≤28 are reported here. These
results cover observations during two solar minimum periods of the solar cycle, the
most recent of which exhibited very low levels of solar activity and the highest galactic
cosmic-ray intensities of the space era. Observations of secondary cosmic-ray species,
those produced primarily by spallation interactions of accelerated material with the
interstellar medium, and their primary progenitors are used to test the models of the
transport of cosmic rays in the Galaxy.
Two principal models were tested: the simple leaky-box model and the nested
leaky-box model. In the simple leaky-box model, cosmic rays accelerated at their
sources are transported uniformly through the interstellar medium and escape in an
energy-dependent fashion from the Galaxy. In the nested leaky-box model, cosmic
rays are accelerated at their sources and briefly stored in surrounding cocoon regions
before they escape into the Galaxy; escape from the cocoon regions is energy depen-
ii
dent while escape from the Galaxy is independent of energy. Our observed B/C and
(Sc+Ti+V )/Fe ratios are compared with the results from these two models, and we
find that the simple leaky-box model fits the data very well only when escape from
the Galaxy has an unphysical energy dependence below ∼1 GeV/nucleon. Though
the nested leaky-box model is considered to be more physically reasonable, we could
not simultaneously fit the B/C and (Sc+Ti+V )/Fe ratios at all energies. A model
that includes a small amount of reacceleration, a process that boosts low-energy cos-
mic rays up to higher energies, is found to agree well with results from the simple
leaky-box model.
iii
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Chapter 1
Introduction
1.1 Galactic cosmic rays
Cosmic rays (CRs) are highly energetic charged particles that are extraterrestrial in
origin. They were originally discovered by Victor Hess in 1912 during manned balloon
experiments, where he determined that the average ionization increased relative to
the ionization at sea-level above 1.5 km (Longair 1992). Originally believed to be
incident gamma-rays, we now know that about 98% of cosmic rays are nuclei, while
the remaining 2% are electrons and positrons. Of the nuclei, approximately 89% are
hydrogen (protons), 10% are helium (alpha particles), and 1% are heavier nuclei.
These particles have been observed to have energies that range from tens of MeV
per nucleon up to ∼1020 eV. Above a few GeV/nucleon, the energy spectrum of CRs
follows a power law proportional to E−2.7. At ∼1015 eV there is a break in the spec-
trum, which is typically referred to as the “knee”; below this energy the CRs are
certainly Galactic in origin. From the “knee” up to ∼1018 eV the power law falls as
E−3.0. A second kink in the spectrum occurs at 1018 eV, usually called the “ankle,”
1
1.1 Galactic cosmic rays
where the spectrum flattens. At this energy it is possible that an extragalactic com-
ponent to the cosmic-ray spectrum emerges. The CR spectrum continues up to ∼1020
eV, which is the current high-energy limit for observations of the spectrum. Cosmic
rays with energies above 6 x 1019 eV will interact with the 2.7 K cosmic microwave
background, and these CRs traveling over distances greater than 50 Mpc should not
be observed at Earth (Greisen 1966). This is known as the Greisen-Zatsepin-Kuzmin
(GZK) cutoff. A compilation of the flux of all cosmic rays is shown in Figure 1.1. The
focus of this dissertation is on the study of galactic cosmic-ray (GCR) nuclei from
boron through nickel with energies between ∼50-550 MeV/nucleon.
Galactic cosmic rays are classified into two categories: primary and secondary nu-
clei. Primary species are those nuclei produced at the source, accelerated to high ener-
gies, transported through the Galaxy, and then detected at Earth. Secondary species
are nuclei produced from the fragmentation (spallation) of heavier nuclei from colli-
sions with the interstellar medium, which is composed of mostly hydrogen and some
helium. Primary species like carbon, oxygen, silicon, and iron have similar relative
abundances as we see in the solar system, as is shown in Figure 1.2. Due to spallation,
secondary species are typically more abundant in the cosmic rays than in the solar
system, most notably seen in the light elements lithium, beryllium, and boron, and
the sub-iron species scandium, titanium, and vanadium. These results indicate that
the CR source material at the time of acceleration is of a similar composition to the
solar system material. Where the GCR elemental and isotopic abundances differ from
the solar system abundances, we find a key to determining the sources of GCRs.
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Figure 1.1: The total flux of all cosmic rays (Swordy 2001).
Galactic cosmic rays (and pre-solar meteoritic dust grains) are the only matter
that can be directly studied that originated outside our solar system. GCR composi-
tion and energy spectra can be used to determine their sources, acceleration mecha-
nisms, transport processes in the Galaxy and our heliosphere, and other high-energy
phenomena. Since the most exciting frontiers of astrophysics involve physical pro-
cesses and environments that can not be reproduced in the laboratory, these studies
of GCRs will ultimately unlock a greater understanding of our universe.
3
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Figure 1.2: A comparison of the GCR solar minimum abundances (filled circles)
at 160 MeV/nucleon and the solar system abundances (open circles) from Lodders
et al. (2009). The GCR data for Z<5 come from Wang et al. (2002) and de Nolfo
et al. (2006), while the Z>5 abundances are the 2009-10 CRIS solar minimum results
reported in this work (Section 3.7.2).
1.2 Sources and acceleration mechanism
Since their discovery in 1912, scientists have been trying to determine the sources
and acceleration mechanism of GCRs. It is likely that GCRs with energies below
∼1015 eV are accelerated in supernovae (SN) shocks. Under steady-state conditions,
the power requirement for SN to maintain the CR flux is ∼1041 ergs/sec (Ginzburg
and Syrovatskii 1964). Supernovae, which have a rate of about three per century
per galaxy, have ejecta kinetic energies of ∼1051 ergs (Woosley and Weaver 1995).
Therefore, the necessary power is achievable if at least 10% of the SN kinetic energy
goes into the acceleration of GCRs.
4
1.2 Sources and acceleration mechanism
Though SN inject freshly synthesized material into the surrounding space, we can
use long-lived radioactive isotopes to determine whether this ejecta is accelerated
directly or at a later time by subsequent SN shocks. The electron-capture decay
of 59Ni to 59Co has a half-life of 7.6 x 104 years in the laboratory. Since GCRs
propagating through the ISM at energies greater than ∼50 MeV/nucleon are stripped
of their electrons, 59Ni is a stable isotope. CRIS observations (Wiedenbeck et al. 1999)
showing that essentially all 59Ni has decayed indicate that there is a long delay (>105
years) between nucleosynthesis and acceleration, and therefore it is the older stellar
ejecta or interstellar material, not the freshly ejected material, that is accelerated in
SN shocks.
Most core-collapse supernovae are believed to occur in OB associations, which
are unbound clusters of massive (>8 M) O and B type stars (Higdon et al. 1998).
Those stars with the greatest initial mass (&35 M) evolve into short-lived (∼3-
6 x 106 years) Wolf-Rayet (W-R) stars. Powerful stellar winds from these stars
and the successive SN carve out giant (>150 pc) cavities in the local ISM to form
superbubbles. Streitmatter et al. (1985) were the first to propose that GCRs are
created and accelerated in these regions.
The composition of the material inside superbubbles is not well known, so we
compare observations of GCR elemental and isotopic abundances with solar system
abundances and stellar modeling calculations. Models based on the first ionization
potential (FIP) of nuclei were originally used to explain the observed enhancements of
certain GCRs relative to the solar system abundances (Casse and Goret 1978). With
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these models, elements with low FIP should be ionized and preferentially accelerated
by SN shocks, and their GCR abundances would be enhanced. However, some species
with similar FIP had relative abundances that differed by over a factor of two, and
there was a large amount of scatter in the transition from low- to high-FIP. These
ambiguities led to the consideration of volatility models.
Species that have high condensation temperatures (referred to as refractory, or
low-volatility, elements) will more easily condense into grains. Because of UV surface
ionization, these dust grains will attain a small positive charge and very high rigidity
(momentum per unit charge), and so they are easily accelerated by the SN shocks.
Atoms that sputter off of these energetic grains through collisions with the hydrogen
and helium in the ISM are accelerated to CR energies more efficiently than atoms
in the gas that did not have the benefit of that grain acceleration (Meyer et al.
1997). Therefore, refractory elements should be enhanced in the CRs relative to
volatile elements. Isotopes of the same element have essentially the same condensation
temperatures, so there should be very little difference in their acceleration efficiencies.
Casse and Paul (1982) first postulated that the enhanced 22Ne/20Ne ratio seen in
the GCRs relative to the solar system was due to the enriched W-R outflow. This
material, which is rich in 22Ne and other high-metallicity matter, mixes with the low-
density pre-supernova material (stellar wind outflow) inside the superbubble (Higdon
and Lingenfelter 2003, 2005). This material resides within the superbubble for longer
than the ∼105 years required before the first stars explode and accelerate the ambient
material (Higdon et al. 1998). Using a stellar model with non-rotating or rotating
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W-R stars with 40M≤M≤85 M, Binns et al. (2005, 2007, 2008) demonstrated that
observations of the GCR 22Ne/20Ne ratio (enhanced by a factor of ∼5 over solar sys-
tem abundances) can be reproduced if they assume a GCR source composition that
is ∼80% solar system material mixed with ∼20% W-R and supernova material. They
also confirmed similar enhancements for 12C/16O (after correcting for the different
acceleration efficiencies of C and O) and 58Fe/56Fe. Using this same model, Rauch
et al. (2009) found that refractory GCRs with charge Z≤40 are preferentially accel-
erated (enhanced by a factor of ∼4 over volatile GCRs), and when plotted versus
atomic mass there is similar ordering.
Gamma-ray observations of supernova remnants (SNR), molecular clouds, and
OB associations provide fairly compelling evidence that supernovae shocks accelerate
electrons and nuclei up to ∼1014 eV/nucleon. Recently, the Fermi Large Area Tele-
scope (LAT) and the VERITAS ground-based gamma-ray observatory have detected
gamma-ray emission, covering energies between ∼400 MeV and ∼10 TeV, from the
Type 1A SNR G120.1+1.4 known as Tycho’s SNR (Giordano et al. (2012); Acciari
et al. (2011)). The photon flux is shown to be very well fit by a model that includes
the production of gamma-rays from pio production and decay, with only a small frac-
tion of the observed flux due to inverse Compton emission and bremsstrahlung. This
is good evidence that the gamma-ray emission is due to proton acceleration in the
forward shock in the SNR.
Additionally, Ackermann et al. (2011) reported observations with the Fermi LAT
of a cocoon of distributed gamma-ray emission in the 0.1- to 100-GeV energy band
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from freshly accelerated CRs in the Cygnus X region of the sky. This emission extends
over a ∼50 parsec region between the Cygnus OB2 association, a very large cluster
with more than 500 O and B type stars, and the γ Cygni supernova near the open
cluster NGC 6910. After subtracting background emission, they found that most of
this distributed emission came from the two massive clusters. This emission region is
bounded by 8 µm infrared emission coming from the compressed ionized gas of the
shell of the Cygnus superbubble that represents the cocoon region. The energy spectra
from various regions inside the cocoon are consistent and indicate that the emission
is diffuse (i.e., not from individual point sources). Milagro observations (Abdo et al.
2007a,b) of this region suggest proton acceleration as the origin of the emission, since
their results are inconsistent with gamma-ray emission from accelerated electrons.
With these observations, there is now compelling evidence that CRs are accelerated
in superbubbles.
1.3 Propagation and reacceleration
Once cosmic rays are accelerated, they propagate through the interstellar medium
and into the heliosphere where we detect them. Since there are regions of space with
varying densities and interstellar magnetic fields, CRs will be significantly affected by
the environments they travel through.
Cosmic rays diffuse through the ISM and scatter off the inhomogeneities in the
interstellar magnetic fields, effectively randomizing their arrival directions. Only the
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highest energy particles travel through the ISM without significant deflection from the
magnetic fields they may encounter. The deflection is characterized by the particle’s
gyromagnetic radius, or the radius at which a charged particle will spiral around a
magnetic field line. For relativistic particles this radius is defined to be:
rg =
Rsinθ
Bc
, (1.1)
where B is the magnetic field strength (measured in teslas), c is the speed of light, R
is the particle’s rigidity (typically reported in units of gigavolts), and θ is the pitch
angle. As an example, consider a 109-eV proton traveling through an interstellar
magnetic field with strength B=5 µG (1 G = 10−4 T) (Opher et al. 2009). The
maximum radius of curvature, when the pitch angle is 90◦, will be ∼1010 m or about
0.08 AU. To put this into perspective, cosmic rays with this energy would spiral
around an interstellar magnetic field line with a radius that is about one-fifth of the
distance between the Sun and Mercury (0.39 AU). Any kinks in the field line that
are comparable or larger in size to rg will significantly deflect the particle from its
original trajectory (Parker 1965). Therefore, the arrival direction of GCRs gives no
information about the sources, and we must instead study the composition of GCRs
observed at Earth. By accurately describing the gain and loss processes that will
affect GCRs during their transport through the Galaxy, we can construct models
that enable us to infer the source composition from the observed composition.
During transport, CRs will interact with the ambient material of the ISM, which
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is approximately 90% hydrogen and 10% helium. Cosmic rays lose energy to the
ionization of the ISM hydrogen and helium, as well as attach or strip off orbital
electrons, changing their charge states. They also suffer nuclear interactions with the
ISM to produce lighter daughter nuclei that have approximately the same velocity
as the parent cosmic ray. These collisions are the reason for the observed GCR
enhancements of secondary elements relative to the solar system, as seen in Figure
1.2. Additionally, any unstable daughter nuclei (except for electron-capture decay
nuclei, which when fully stripped of their electrons are stable in the CRs) may decay
if they remain in the Galaxy comparable to or longer than their half-life.
While laboratory measurements of the production cross sections for high-energy
particles incident on hydrogen and helium targets are available, they cover only a small
energy range and a limited set of parent-daughter combinations. Therefore, results
from semi-empirical models are used to fill in the missing cross section information.
We note that critical updates made to the cross section database used in this work
are detailed in Appendix D.
The relative abundances of long-lived radionuclides produced as secondary species
(10Be, 26Al, 36Cl, and 54Mn) have been used to estimate the mean density of the ISM.
This requires a parameterization of the escape mean free path (MFP) of these GCRs
in the Galaxy, which is commonly taken to be a function of the particle rigidity and
velocity and given in units of areal density (g/cm2). After assuming an escape MFP
that yielded results consistent with observations of the relative abundances of the
radionuclides, Yanasak et al. (2001) calculated a mean ISM number density of 0.34
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± 0.04 cm−3. Knowing this and the mean amount of material GCRs traverse before
escape (given by Equation 4.3 in Chapter 4.1), the mean confinement time in the
Galaxy was determined to be 15.0 ± 1.6 Myr. If GCRs could travel for this period of
time near the speed of light without suffering nuclear interactions or scattering from
irregularities in the magnetic fields in the ISM, they would travel a distance of nearly
5 Mpc (the plane of the visible Galaxy has a diameter of about 30 kpc).
Since GCRs are accelerated in supernovae shockwaves at their sources, it is plausi-
ble that randomly moving magnetohydrodynamic (MHD) waves in the ISM will also
scatter GCRs, resulting in stochastic reacceleration. This process increases the energy
of GCRs, and subsequently more secondary GCRs will be produced at higher energies.
Some galactic transport models have incorporated small amounts of reacceleration at
energies below ∼1 GeV/nucleon. Their results indicate that certain secondary-to-
primary ratios, such as B/C, can be well fit with these models (de Nolfo et al. 2006;
Strong et al. 2007).
1.4 GCRs in the heliosphere
Before galactic cosmic rays can be observed at Earth they must travel through the
heliosphere, the region of space directly affected by Sun’s influence. In this final
leg of their journey to Earth, GCRs with energies below several GeV/nucleon in
interstellar space will be affected by the outward flowing solar wind, resulting in
significant changes to their energy spectra. Since the Sun dynamically changes over a
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period of ∼22 years its effect on GCRs, referred to as solar modulation, also changes
with time. The next sections will describe the solar cycle, the transport of GCRs
through the heliosphere, and the solar modulation model used in this work.
1.4.1 The solar cycle
The Sun’s influence within the heliosphere changes over a period of ∼22 years. This
time can be divided into two ∼11-year periods, A > 0 and A < 0, defined according
to the polarity of the Sun’s magnetic field. At the beginning of the A > 0 phase, the
solar magnetic field is relatively stable with a positive polarity at the solar north pole.
During the next ∼11 years, the field will reorient itself until the solar south pole has
a positive polarity, signaling the start of the A < 0 phase. Again, the magnetic field
will reorient over the course of ∼11 years until the next A > 0 phase begins.
In both the A > 0 and A < 0 phases there are periods of high and low solar
activity, which is typically measured by the number of sunspots. Both phases begin
with solar minimum, where the magnetic field is stable and the solar activity is
lowest. Other solar properties, including the mean solar magnetic field strength, the
tilt angle of the heliospheric current sheet, and the solar-wind pressure are at their
lowest (Mewaldt et al. 2010). During this period of time, GCRs in the heliosphere
will suffer the least amount of solar modulation. As the solar magnetic field proceeds
to flip its polarity the sun transitions into a period of solar maximum, where the
magnetic field is complex and the solar activity is highest. The energy spectra of
GCRs are most affected during this time.
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1.4.2 Cosmic ray transport in the heliosphere
The plasma from the Sun flows radially outward at approximately a constant velocity,
dragging the dipolar solar magnetic field with it. Since the Sun rotates about its axis
once every 26 days, the field lines are warped into the the shape of an Archimedean
spiral with the Sun at its center (Parker 1965). A wavy neutral current sheet, which
may be tilted at an angle with respect to the ecliptic plane, separates the northern
and southern polarities of the magnetic field.
As CRs diffuse inward into the heliosphere the outward convection of the solar
wind reduces their density. In addition, the solar wind expands as it flows outward.
The GCRs diffuse in this expanding medium and continuously lose energy in a process
called adiabatic deceleration (Parker 1966). Therefore, by the time the GCRs are
observed at Earth, particles with interstellar energies less than a few GeV/nucleon
may have lost a significant fraction of their energies.
The magnitudes of the losses due to diffusion, convection, and adiabatic deceler-
ation depend on the phase of the solar cycle. During the A > 0 phase, GCR nuclei
entering the heliosphere in the northern solar hemisphere tend to drift in from the
polar region and out along the wavy current sheet in the opposite direction of the
solar rotation (due to curvature drift) (Jokipii et al. 1977). When the field polarity
is flipped in the A < 0 phase, GCR nuclei will instead tend to drift inward along the
current sheet in the same direction as the Sun’s rotation. Drift directions are oppo-
site for negatively-charged particles. Additionally, as the angle between the current
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sheet and the ecliptic increases in the progression from solar minimum to maximum,
the waviness of the current sheet will increase (Jokipii and Thomas 1981). For these
reasons, GCRs lose the most energy during A < 0 solar maximum periods since they
travel along the complex, wavy current sheet before observation. In contrast, GCRs
entering the heliosphere during A > 0 solar minimum periods tend to lose the least
amount of energy before observation since they have the shortest path to Earth along
the current sheet. These changes will modulate the energies of GCRs as they travel
through the heliosphere.
1.4.3 Solar modulation
The effects of diffusion, convection, adiabatic deceleration, and particle drift may be
described using the spherically-symmetric Fokker-Planck equation (Goldstein et al.
1970):
1
r2
∂
∂r
(r2V U)− 1
3
(
1
r2
∂
∂r
(r2V )
)(
∂
∂T
(αTU)
)
=
1
r2
∂
∂r
(
r2κ
∂U
∂r
)
. (1.2)
Here, U(r, T ) is the cosmic-ray number density and is a function of distance r and
kinetic energy T . The solar wind speed is given by V (r), κ(r, T ) is the interplanetary
diffusion coefficient, and α(T ) = (T +2mc2)/(T +mc2) (where mc2 is the rest energy
of the particle). This equation can be solved using the Crank-Nicholson technique
described by Fisk (1971). By separating the diffusion coefficient in Equation 1.2
into radially- and ridigity-dependent parts, Gleeson and Axford (1968) were able to
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describe the cosmic-ray intensities anywhere in the heliosphere with respect to their
interstellar intensities using a single parameter, φ, that represented the mean energy
loss of CRs as they moved through the interplanetary medium. This is called the
“force field solution” and is given by:
φ =
R
3
∫ D
1AU
VSW(r)
κ(r, R)/β
dr , (1.3)
where β is the particle’s velocity and R is its ridigity (typically in GV), VSW(r) is the
solar wind speed (∼400 km/sec), κ(r, R) is the diffusion coefficient, and D is the the
radius of the heliospheric boundary (∼120 AU).
For the work in this dissertation, we have chosen to describe solar modulation
using the Fisk (1971) solution to Equation 1.2, though we do approximate values of
φ for different time periods. We do this by assuming that the diffusion coefficient has
the form κ(r, R) = κoβR/Ro, where an absolute value κo is defined at rigidity Ro.
Equation 1.3 then simplifies to
φ =
RoVSW(D − 1AU)
3κo
. (1.4)
Typical values of φ for solar minimum periods are below 400 MV, while periods of
solar maximum have φ values above 800 MV. We note that the energy spectra of
different GCR species are sometimes best fit using slightly different values of φ, as
seen in Figure D.9. This is unsurprising since Equation 1.2 over-simplifies the solar
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environment by describing it as spherically-symmetric with no differences in the drift
directions of particles in the A > 0 and A < 0 phases.
1.5 Cosmic ray detection
There are three different categories for CR experiments: satellites, balloon-borne de-
tectors, and ground detectors. The lowest energy cosmic rays (less than a few hundred
MeV/nucleon) must be observed via experiments onboard space-based satellites be-
cause these particles are easily deflected in the Earth’s magnetosphere or absorbed in
the upper atmosphere. PAMELA and AMS are examples of space-based CR detec-
tors; HEAO, Fermi, Voyagers 1 and 2, and ACE are all examples of satellites carrying
CR detectors (among other science instruments).
Instruments that observe CRs with energies from a few hundred MeV/nucleon
up to ∼1015 eV are often flown on high-altitude balloons because they are too big
or costly to launch into space. Large detectors are required to measure the higher-
energy CRs (ATIC, CREAM, and TRACER are example instruments), as well as
the rarer ultra-heavy CR nuclei (using the TIGER instrument) or CR antiparticles
(using BESS and HEAT). Additionally, prototypes of CR detectors may be flown on
balloons to develop, improve, and test future experiments.
Ground-based detector arrays indirectly observe the highest energy cosmic rays,
since these particles interact in the Earth’s atmosphere to produce massive electro-
magnetic air showers. Therefore, these detectors must be very large in order to observe
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these rare CRs. The Pierre Auger Observatory is an example of a ground-based CR
detector.
1.5.1 The Advanced Composition Explorer
The Advanced Composition Explorer (ACE) is a satellite carrying nine instruments
designed to study the solar corona, wind, and magnetic field, as well as the elemen-
tal, isotopic, and ionic charge state composition of nuclei with charge 1≤Z≤30 and
energies between ∼1 keV/nucleon to ∼550 MeV/nucleon (Stone et al. 1998b). Obser-
vations of solar energetic particle events, anomalous cosmic rays (which are partially
ionized nuclei that originate in the neutral gas of the ISM), and GCRs are used to
study particle transport in both the heliosphere and the ISM. ACE was launched on
August 25, 1997 and is located ∼1.5 million km sunward from Earth in a halo orbit
about the L1 Lagrangian point.
Of the nine instruments, The Cosmic Ray Isotope Spectrometer (CRIS) is the
only one capable of observing galactic cosmic rays (Stone et al. 1998a). It is designed
to measure the charge, mass, and energy of GCRs with nuclear charge 3≤Z≤30 at
energies between ∼50-550 MeV/nucleon. Chapter 2 will discuss the instrument and
its capabilities in great detail. In this dissertation, new CRIS observations of the
elemental composition and energy spectra during the two most recent periods of
solar minimum will be presented (Chapter 3)
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1.6 Scope of this work
The objective of this dissertation is to use high-precision GCR observations of sec-
ondary species and their primary progenitors to test interstellar transport models that
can be used to make predictions of the CR source composition. The work presented
here is three-fold, where the first part discusses significant improvements in the data
analysis techniques that were applied to the CRIS elemental GCR observations for
the 1997-1998 solar minimum and 2003-2005 solar maximum periods, which were pre-
sented in our previous work (George et al. 2009). These changes include an improved
approach to the error analysis for the energy spectra and relative abundances, and
a more careful selection of the 1997-98 solar minimum dataset to avoid introducing
charge-dependent biases in the results. The revised data are presented in Chapter 3.
The second part of this work presents the first measurements from CRIS of the
elemental composition and energy spectra for the 2009-2010 solar minimum, which
boasts the highest measured intensities of the space era. This period of time is
notable for exhibiting very low levels of solar activity, which means that these GCR
observations within the inner solar system are considered to be the closest we have
ever come to observing nuclei heavier than helium in ISM conditions. These data
(also found in Chapter 3) are the most detailed and statistically-significant GCR
observations at low energies (< 1 GeV/nucleon) and low levels of solar modulation,
and in future work they may be used to better estimate the GCR source abundances.
For the third part of this dissertation, we compare our CRIS solar minima ob-
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servations to the results from two different models for GCR transport outside of
the heliosphere. Before this work could be accomplished, extensive updates to our
database of measured and semi-empirical interaction cross sections were required,
with all additions and corrections documented here (Appendix C). Since these cross
sections are one of the most critical inputs to any transport model, the new data
substantially improves our confidence in the model results.
The first model studied (Chapter 4) was the simple leaky-box transport model.
We used the new and improved CRIS solar minima data to determine if the model
used in our previous work (George et al. 2009) was still able to provide a good
fit to the observations, as well as whether or not a simpler model could provide
equally good predictions. The numerical code used for the simple leaky-box model
was then adapted to allow us to investigate what was thought to be the more realistic
nested leaky-box transport model (Chapter 5). This model treats interstellar GCR
transport as occurring in two separate volumes: high-density cocoon regions around
the sources and a low-density Galactic region. By adjusting the input parameters
we found two models that best fit the data. The strengths and weaknesses of each
model are discussed, and their results are compared with those of the commonly-used
GALPROP transport code. For each model we also developed a simplified analytical
model for comparison with the numerical results. Though it is beyond the scope of
this work, the best-fit models to the data may be used to determine new GCR source
abundances, which will help us find the sources themselves.
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Chapter 2
The Cosmic Ray Isotope
Spectrometer
Figure 2.1: The Cosmic Ray Isotope Spectrometer (CRIS). The large, gold-colored
square is the top of the SOFT hodoscope (Section 2.2). Other visible elements include
the high-voltage power supplies, the image intensifier/CCD system, and the camera
electronics.
The Cosmic Ray Isotope Spectrometer (CRIS) onboard the Advanced Composi-
tion Explorer (ACE) was launched on August 25, 1997 and placed into a halo orbit
at the L1 Lagrangian point 1.5x106 kilometers sunward of Earth. It is designed to
measure the charge, mass, and energy of galactic cosmic rays from 3≤Z≤30 at ener-
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Figure 2.2: CRIS schematic, top view. Shown are the four silicon detector stacks be-
neath the scintillating fiber planes. The fibers are connected to two image-intensified
CCD cameras. Also shown here are the high voltage power supplies and the camera
electronics.
gies between ∼50-550 MeV/nucleon. Incident cosmic rays pass through a scintillating
optical fiber trajectory (SOFT) hodoscope and into one of four silicon solid-state de-
tector stacks. CRIS has a large geometrical acceptance of ∼250 cm2sr and excellent
mass resolution (σA ≤ 0.25 amu at Fe). A complete description of CRIS is available
in Stone et al. (1998a). As of this writing, its operation has exceeded the proposed
2-year mission, and it remains fully operational with minimal deterioration after 14
years.
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2.1 The dE/dx versus E ′ technique
A particle with charge Z, mass number A, and initial kinetic energy E will penetrate
an amount of material L and emerge with residual kinetic energy E ′ such that
R
(
Z,A,
E
A
)
−R
(
Z,A,
E ′
A
)
= L = Lo sec(θ) , (2.1)
where R is the range of the particle as a function of energy per nucleon in the given
material, Lo is the detector thickness, and θ is the angle of incidence with respect to
the detector normal. Given measurements of E ′, ∆E = E − E ′, and L in the CRIS
detector, the charge, mass, and energy of an incident cosmic ray may be determined.
As discussed in Stone et al. (1998a), we can adopt a range-energy relation of the
form
R
(
Z,A,
E
A
)
≈ kA
Z2
(
E
A
)a
. (2.2)
Values of k and a have been tabulated for the isotopes of boron through nickel in
Table B.1 in Scott (2005); typically, the values for k range from ∼3-5x10−3, while α
has a range of values between ∼1.6-1.8. Substituting this relation into Equation 2.1
and solving for the mass A we obtain:
A ≈
(
k
Z2L
)1/(a−1)
((∆E + E ′)a − E ′a)1/(a−1) . (2.3)
Uncertainties in the measurements of ∆E, E ′, and L = Lo sec(θ) will introduce an
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uncertainty in the calculated mass, which we call the mass resolution. Ogliore (2006)
discusses the important contributions to the mass resolution for CRIS, which is 0.25-
0.30 amu for the iron-group elements and as low as ∼0.1 amu for the lightest species.
If we assume a mass-to-charge ratio of A/Z ≈ 2 +  (for Z ≥ 3) with 0 ≤  ≤ 0.4
(since Galactic cosmic rays with A/Z values outside this range have short half-lives
and will not be observed before decay), we can use Equation 2.3 to solve for the
charge of the particle:
Z ≈
(
k
L(2 + )a−1
)1/(a+1)
((∆E + E ′)a − E ′a)1/(a+1) . (2.4)
In practice, one first calculates the charge of each incident cosmic ray using Equation
2.4 (∆E, E ′, and L are known for each event). A histogram of the results will yield
well-separated element peaks which are used to assign the integer charge of each
particle. Using this value and Equation 2.3, the particle’s mass can be determined.
We can confirm that the dE/dx versus E ′ technique yields well-separated species
by considering a second approach to defining the relationship between the charge,
mass, and energy of cosmic rays. For a charged particle, the Bethe-Bloch formula
gives the energy deposited per unit length:
− dE
dx
=
4pi
mec2
· neZ
2
β2
·
(
e2
4pio
)2
·
(
ln
(
2mec
2β2
I(1− β2)
)
− β2
)
. (2.5)
Here, me is the rest mass of the electron, c is the speed of light, ne is the electron
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Figure 2.3: Cross plot of ∆E versus E ′, for particles with charge 5 ≤ Z ≤ 14
stopping in detector E3 of telescope 1. In the left-hand panel ∆E has not been
corrected for incident angle, though charge bands are visible. In the right-hand panel
∆E has been multiplied by the cosine of the incident angle θ. This correction clearly
separates individual elements from one another and shows some isotope separation.
density of the target material, Z is the particle charge, β is the particle velocity in
units of c, e is the electron charge, o is the vacuum permittivity, and I is the mean
excitation potential of the target material. In simpler terms, this equation specifies
that the energy loss per unit length is a function of the charge and velocity of the
particle:
∆E
L
≈ dE
dx
= Z2 · f(β) . (2.6)
We can also write down the total energy of the particle as a function of its mass
and velocity:
E = A · g(β) . (2.7)
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Multiplying Equations 2.6 and 2.7 gives
∆E
L
· E = Z2A · f(β) · g(β) . (2.8)
No two stable or long-lived isotopes have the same Z2A, so plotting the energy loss per
unit length versus the total energy will yield discrete isotope bands. As an example,
Figure 2.3 plots ∆E versus E ′ for particles with charge 5 ≤ Z ≤ 14 stopping in
detector E3 of telescope 1. In the left panel of Figure 2.3, ∆E has not been corrected
for the incident angle of the particle, and so we see wide charge bands that partially
overlap one another, and no isotope resolution is visible. When the angle correction
is included we arrive at the results in the right panel, where each element is nicely
separated from its nearest neighbors. Some mass separation is now visible within the
charge bands; for example, 14N and 15N can be identified as separate tracks, while
oxygen is dominated by the highly abundant isotope 16O.
2.2 The SOFT hodoscope
The Scintillating Optical Fiber Trajectory (SOFT) hodoscope was built at Washing-
ton University and is created from ∼10,000 polystyrene fibers doped with scintillating
dye. Each fiber is 180 µm square with 10 µm of acrylic cladding on each side. The
cladding on each fiber is coated in a black ink to prevent optical coupling between
neighbors. The fibers are laid parallel to one another to create a single plane with
an active area of 26 cm x 26 cm. Two orthogonal planes (x and y) at the top of
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the instrument serve as the trigger layer. Six additional planes, each orthogonal to
the prior plane, form three xy layers used to determine the trajectory of incident
particles.
In each plane the fibers are bonded together into a 3 mm x 24 mm rectangular
output, which at each end is coupled to the face of an image intensifier. A 244 x 550
pixel charge-coupled device (CCD) coupled to each image intensifier records the lit
pixels. Even though there are two image intensifier/CCD systems, only one has been
used for readout (with the other assembly serving as a backup should the primary
camera system fail). The arrangement of the fiber planes is shown in Figure 2.4.
2.3 Silicon solid-state detector system
After passing through the SOFT hodoscope, incident cosmic rays will enter one of
four telescopes of stacked silicon detectors. These detectors measure the energy loss of
charged particles, with the deposited energy used to determine their charge and mass
according the dE/dx versus E ′ technique described in Section 2.1. Each wafer is ∼3
mm thick and cylindrical in shape, with a diameter of 10 cm. These detectors were
produced using the lithium compensation technique (Allbritton et al. 1996), which
yielded nearly pure silicon wafers.
A single telescope is composed of 15 wafers arranged to form 9 separate detectors;
six detectors (E3-E8) are made of electrically-paired wafers, each with a combined
thickness of ∼6 mm (see Figure 2.4). Preflight testing found that the surface of each
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Figure 2.4: Cross section of the CRIS instrument. Particle trajectories are deter-
mined using three xy layers of scintillating optical fibers, with a fourth xy layer at
the top of the instrument providing the trigger signal. Below the fiber hodoscope are
four circular silicon solid-state detector stacks (2 of the 4 are shown here). The arrow
represents the trajectory of a particle that stops in the bottom wafer of detector E7.
wafer had a small “dead layer” of approximate thickness between 55-70 µm, which
was mostly likely caused by heavily lithiated regions in the silicon. Therefore, the
arrangement of the wafers in each stack was chosen so that these dead layers were
located at the top and bottom of each pair of wafers; Section 3.1.2 addresses our
treatment of these dead layers during data selection.
Each wafer has a single outer groove used to mount it to the stack frame, while the
inner 11 wafers in each telescope (corresponding to detectors E2-E7) have a second
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inner groove. These additional grooves provide active guard rings that are used to
flag particles as they enter or exit the stack through the side. Single-grooved detectors
have an active inner radius of 4.65 cm, while double-grooved detectors have an active
inner radius of 4.26 cm. For this work, good events must pass through SOFT into
a single telescope and stop inside detectors E2-E8 without coming within 0.5 mm of
the guard rings (additional information on these restrictions may be found in Section
3.1.1).
Data from the silicon detector stacks are read out using 32 pulse-height analyzers
(PHAs). Each of the four E1 detectors is read out by separate PHAs. For detectors
E2-E9, two telescopes are paired and their signals summed, with each telescope pair
read out by one PHA (for a total of 16 PHAs). The signals in the guard rings in
detectors E2-E7 are also summed between pairs of telescopes, with each pair read out
by one PHA (for a total of 12 PHAs).
2.4 CRIS data output
Most data sent down by CRIS are “events” that contain the trajectory and pulse
height information for a single detected nucleus. Valid events must produce a signal
in the SOFT trigger plane and penetrate to at least detector E2 in one of the silicon
stacks. For each of these events, the CRIS microprocessor reads a 12-bit pulse height
from all silicon detectors PHAs with signals higher than the low-level discriminator
threshold, and the SOFT video data (positions and intensities in the hodoscope layers
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for every pixel above the threshold). The pixel data are used to identify the two
brightest “clusters” (contiguous groups of bright pixels) in each fiber layer and at
most six additional clusters, for a maximum of 18 clusters per event. Events, which
have variable lengths from 31 to 162 bytes, are compressed onboard and sent to the
ground in the 464-bits/second telemetry rate.
A smaller fraction of the data is information categorized as “housekeeping” or
“diagnostic” measurements. Voltages, currents, temperatures, and trigger rates for
each fiber plane (and the coincidence of the trigger planes) are recorded. Livetime
rates are determined separately for species with charge Z=1, Z=2, and Z ≥3. These
data, which can be used to identify potential instrument problems, are all multiplexed
over a 256-second instrument cycle and sent to the ground.
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Data Analysis
The data selected for this dissertation have undergone rigorous selection criteria to
guarantee the most accurate energy spectra and relative abundances. Data from the
SOFT hodoscope were used to calculate the trajectories of particles, while the silicon
detectors recorded the energy losses of particles as they passed through the instru-
ment. Combining the information from the hodoscope and silicon detectors, we are
able to determine the charge, mass, and incident energy of cosmic rays that stopped in
the detectors. Using Monte Carlo techniques we calculated the instrument’s geomet-
rical acceptance as a function of the penetrated range in each detector. The energy
spectra presented here were corrected for fragmentations that may have occurred in
the instrument and the efficiency of the hodoscope.
In this chapter we present the CRIS elemental energy spectra and relative abun-
dances for cosmic-ray species with nuclear charge 5 ≤ Z ≤ 28. We consider only those
particles that stop in detectors E2-E8 (see Section 2.3), covering an energy range of
∼ 50 − 500 MeV/nucleon. Since the ACE spacecraft has been operational for 14
years, we have data that cover two solar minima and one solar maximum period of
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the ∼23-year solar cycle. This work will focus on presenting and utilizing the solar
minima data, though we have included our improved results from the solar maximum
period in Appendix B.
3.1 CRIS data selection
On-board the spacecraft, events are sorted into 61 prioritized data buffers based on a
rough nuclear charge estimation (Z = 1, Z = 2, 3 ≤ Z ≤ 9, and Z ≥ 10, determined
solely by the triggers of low, medium, and high thresholds for the stack detector
discriminators), the final detector penetrated, and the quality of the hodoscope data
used to determine their trajectories (Stone et al. 1998a). Once sent down, these
events are subjected to a rigorous set of cuts and calculations to extract an initial
set of usable data. This is done using the xpick routine (version 1.16) developed at
Caltech (see Section 3.1.1). Any additional data cuts or corrections are implemented
in special programming developed by the user; Sections 3.1.2 and 3.1.3 describe the
selections used for this work.
3.1.1 Data selection using xpick
We first used xpick to select our initial pool of data by choosing the data buffers
appropriate for analysis. For this work we selected data from buffers 55-62 (see
Table 12 in Stone et al. (1998a)), which included those events with nuclear charge
Z ≥ 3 stopping in detectors E2-E8 that had signals in at least five of the six SOFT
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fiber planes and no hazard flags (which removes events that trigger within 130 ms of
another event).
The first cut, GOOD TRAJ, checks that a good trajectory can be found using
the signals in the hodoscope layers. Events will fail this cut if (1) they do not have
at least six ‘blobs’ in the hodoscope layers (three x- and y-coordinates are required to
compute a trajectory), (2) there is at least one missing coordinate in layers 2 and 3,
(3) there are no coordinates in layer 1, (4) the trajectory projects to the fiber bundles,
(5) the x- or y-coordinates cannot be fit with a straight line (where coordinate 2 is
more than 0.5 mm from the straight line defined by coordinates 1 and 3), and (6) no
trajectory is found even when coordinate ‘hopping’ is considered (upon striking the
solid matrix of the microchannel plate, photoelectrons may hop to nearby channels
that can be up to several hundred microns away; this is especially problematic for the
lightest species since there are fewer photoelectrons per event than for the heavier
species).
About 43% of the initial dataset is removed by the GOOD TRAJ cut, with ∼92%
of these rejected events belonging to the data buffers for charges 3 ≤ Z ≤ 9. If we
were to estimate the charge of these events using a normal-incidence trajectory, more
than 75% of these events would have charge Z < 5. The true charge of these events
will almost always be less than this estimated charge, so we can be confident that
the particles rejected by this cut are among the lightest cosmic rays, and CRIS is
most inefficient at detecting these species (see Figure 3.6). We also note that there
is a range dependence for this cut. For species with charge 3 ≤ Z ≤ 9, ∼55% of the
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rejected particles stopped in E2, ∼50% stopped in E3-E7, and ∼40% stopped in E8;
for species with charge Z ≥ 10, ∼27% stopped in E2, ∼20% stopped in E3-E4, and
∼16% stopped in E5-E8.
After making the cut on GOOD TRAJ, we then removed those events where the
SOFT coordinates were more than 5σ from the straight line trajectory through the ho-
doscope (DX NORM and DY NORM). To ensure that particles only passed through
the active areas of the instrument, we also cut events with trajectories that were within
0.5 mm of the edge of the SOFT trigger plane (MARGIN SOFT TRIG), the guard
rings at the top of detectors E1 and E2 (MARGIN E1 and MARGIN E2), and the
guard ring at the top of the detector following the stop detector (MARGIN NEXT).
Note that we do not use the guard ring signals to eliminate these particles. In our
analysis we noted that some events which stopped in E7 had trajectories that passed
outside of the active area of E7 but were within the active area of E8 (this is due to
the larger active area of detector E8; see Figure 2.4). We excluded these particles
from our analysis by requiring that E7 events had trajectories that did not pass within
0.5 mm of the active radius of E7 at the top of E8.
After checking that the particles had valid trajectories, we used the silicon de-
tector pulse height information to perform a charge consistency check for particles
stopping in detectors E3-E8 (particles stopping in E2 have only one charge estimate,
and therefore cannot be subjected to this test). This calculation helped remove
from the dataset any events that fragmented in the silicon detector stacks. We first
obtained charge estimates (see Section 2.1) using three different combinations of de-
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tectors: (1) detector E1 as ∆E and all of the remaining detectors through the stop
detector as E ′ (ZEST E1), (2) the detector preceding the stop detector as ∆E and
the stop detector as E ′ (ZEST LAST), and (3) all detectors preceding the stop de-
tector as ∆E and the stop detector as E ′ (ZEST). We then calculated the ratios
ZEST E1/ZEST and ZEST LAST/ZEST, subtracted from them the mean of their
empirically-derived distributions (which are a function of charge, range, and detector
stack), and then divided each by the standard deviation of their distribution. If either
of these normalized charge consistency ratios was greater than 10σ we rejected the
event; the combination of these two cuts removed ∼12% of the dataset. Depending
on the detector stack and the range, these cuts corresponded to charge estimates with
a difference of 0.2-0.4 charge units for a carbon nucleus, and a difference of 0.5-0.8
charge units for an iron nucleus.
The selections made with xpick remove ∼68% of the events from chosen data
buffers. Table 3.1 summarizes the parameters used in the cut set for this work. For
each cut, the percentage of events remaining from the initial pool of data is given.
3.1.2 Geometrical cuts
Once the initial dataset was determined using xpick, we made two additional geomet-
rical cuts to the data. First, we chose to remove events that entered the instrument
at too large an incident angle relative to the detector normal. Multiple Coulomb scat-
tering causes particles to deviate from the trajectories calculated using the hodoscope
data, while Landau fluctuations affect the energy losses in the detectors (Stone et al.
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% of Initial
xpick Cut Events Remaining Usage
GOOD TRAJ 57.0% Selects events with valid,
calculable trajectories
DX NORM 56.6% Removes events with SOFT
DY NORM 55.8% coordinates more than 5σ from
their straight-line trajectory
MARGIN E1 54.3% Removes events passing ≤5 mm
MARGIN E2 52.8% from the edge of an individual
MARGIN NEXT 37.3% detector element
MARGIN SOFT TRIG 36.4%
ZRAT E1 NORM 32.5% Removes events that fail the
ZRAT L NORM 32.0% charge consistency checks
Table 3.1: CRIS xpick data selections for this analysis. The initial dataset was
selected from buffers 55-62, which included Z ≥ 3 particles stopping in detectors
E2-E8. These events did not occur within 130 ms of another event, and were not
stimulated diagnostic events. The data in these buffers represent ∼34% of the total
number of events detected by CRIS (most of which are hydrogen and helium events).
These cuts are described in greater detail in Section 3.1.1.
1998a). Both of these processes affect the mass resolution, causing it to decrease
with increasing path length (and therefore incident angle). Ogliore (2006) studied
the effects of each of these contributions and determined that incident angles < 25◦
yielded the highest resolution data, with a recommended cut-off at a maximum of
50◦. We have chosen to accept only those events with incident angles ≤ 30◦.
The second geometrical cut concerns the calculated depth (Section 2.1) for a
particle stopping in a given detector. On one face of every silicon wafer is a surface
dead layer (∼60 µm) where the deposited energy is partially lost. Since the pulse
height data are used to determine the charge, mass, and incident energy of a particle,
and this information is used to calculate its range in the instrument, the missing
information causes a slight miscalculation of the particle’s final depth. This is most
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prominent for particles stopping in the vicinity of a dead layer at the top of a detector,
since the majority of the energy deposited in that detector (E ′) is missing. Particles
stopping in all other depths of the stop detector are only slightly affected since a
small fraction of the total deposited energy is lost. This effect is easily seen as small
tail regions in the charge distributions shown in Figure 3.1.
We avoid this effect by requiring that particles do not stop within 160 µm of the
top or bottom surface of a detector, since in each detector stack, each pair of wafers
was positioned so that the dead layers were located at the top and bottom of the pair.
Therefore, the E1 dead layer is at the top of E1, the E2 dead layer is on the bottom
of E2, and there are dead layers on both the top and bottom of E3-E8. Table 3.2 lists
the minimum and maximum depths allowed in detectors E2-E8 after application of
the 160-µm cuts.
3.1.3 Instrument performance cuts
Following the inclusion of the geometrical cuts described in Section 3.1.2, there are a
few additional temporal cuts used to ensure that the instrument is operating during
optimum conditions. During the quiet periods of the solar cycle the instrument
“livetime” is typically∼80%, with the remaining time devoted to the onboard analysis
of incident cosmic rays. The solar maximum period has a higher livetime near ∼86%
since there are fewer events recorded during each duty cycle. A noisy guard ring
was responsible for the decreased livetime seen prior to January 20, 1998, which was
corrected by increasing the channel threshold for that guard. For our work, we have
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Figure 3.1: Calculated charge as a function of depth for particles stopping in the
E3 detector. The horizontal lines indicate the 160 µm depth cuts from the top and
bottom faces of the detector used to remove particles falling within the tail regions
of the charge distributions. Particles in these regions stopped in or near the detector
dead layers, where the collection of the deposited energy is inefficient.
chosen to include only those events that were recorded when the instrument livetime
was above 60%. CRIS is perfectly capable of operating below this level, however
including those events would require a large correction to the calculated intensities.
Figure 3.2 plots the fractional livetime for all particles with charge Z > 2 for each of
the periods of time considered in this work.
CRIS is programmed to shut down during large solar energetic particle (SEP)
events, when the instrument is bombarded with large bursts of energetic particles
from solar flares. The hodoscope trigger and coincidence rates, which are recorded
every 256 seconds, are used to monitor the instrument for higher levels of solar activ-
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Depth in Detector (µm)
Telescope Detector Minimum Maximum
2 0 2820
3 160 5847
4 160 5881
0 5 160 5848
6 160 5795
7 160 5775
8 160 5915
2 0 2857
3 160 5866
4 160 5756
1 5 160 5843
6 160 5814
7 160 5789
8 160 5804
2 0 2867
3 160 5839
4 160 5832
2 5 160 5805
6 160 5831
7 160 5810
8 160 5787
2 0 2806
3 160 5813
4 160 5890
3 5 160 5789
6 160 5848
7 160 5779
8 160 5865
Table 3.2: Minimum and maximum allowed depths in detectors E2-E8 after 160-µm
dead layers have been removed from the measured thicknesses.
ity that could potentially saturate the image intensifiers. We implemented a limit of
10-500 triggers/second for the coincidence rate (trigger 0 AND 1) and <300 trigger-
s/second for the E1 detector to guarantee that the instrument was not only operating
at a minimum performance level, but also to ensure that SEP particles did not con-
taminate our dataset meant to contain only pure GCR events. The minimum SOFT
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Figure 3.2: CRIS daily average fractional livetime for Z > 2 particles during two
solar minimum periods and one solar maximum period. Missing days correspond to
times when the instrument was turned off, typically for spacecraft maneuvers and
solar energetic particle events. A noisy guard ring was responsible for decreased
livetime prior to January 20, 1998.
coincidence rate and the E1 rate are used to remove time during SEP events when
SOFT transitions from normal operation to a partially saturated state. During quiet
periods of the solar cycle, the average coincidence rate is typically less than ∼100
triggers/second and the E1 rate is less than ∼50 triggers/second.
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3.2 Final dataset
Our data from the first solar minimum period were selected from observations taken
from December 5, 1997 through April 19, 1998. In our previous work (George et al.
2009) we used 99 earlier days of observation time for our analysis (August 28, 1997
through December 4, 1998). We have determined that the inclusion of those earlier
days introduced a bias to the high-Z data that was due to a change in the discrimina-
tor threshold for the image intensifier for Camera B (which has been used exclusively
throughout the mission). Prior to December 4, 1997 the threshold allowed the cam-
era to record a larger number of pixels for each event. Heavier particles sometimes
exceeded the limits on the number of allowed pixels or data segments, causing those
events to be discarded from the analysis. When the threshold was raised to its cur-
rent level (CAMDSC=119), we were able to record the high-Z events with higher
efficiency. So we would not introduce a bias in the high-Z data, we chose to start our
observations on the day following the threshold change. On April 20, 1998 there was
a large solar energetic particle event and Forbush decrease, marking the end of the
solar minimum conditions. From the 136-day period currently defined for this solar
minimum, we removed approximately 8 days from the analysis due to solar energetic
particle (SEP) events. During the remaining 128 days the instrument had an average
livetime of ∼80%, giving us ∼102 days of data.
The more recent solar minimum was characterized by a long period of record-
setting cosmic-ray intensities (Mewaldt et al. 2010), as seen in the CRIS oxygen
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Figure 3.3: The CRIS oxygen flux, averaged over the 27-day Bartels rotation, for the
duration of the mission. These data cover an energy range of 91.0-122.5 MeV/nucleon.
The shaded regions indicate the beginning and end dates of the solar minimum (darker
gray) and maximum (lighter gray) periods analyzed in this work.
Bartels rotation averages plotted in Figure 3.3. From the full solar minimum period
we have chosen to consider only the time characterized by the highest cosmic-ray
intensities, which covers 297 days from March 23, 2009 through January 13, 2010.
During this time there were no SEP events, so with an average livetime of ∼79% we
have ∼235 days of data for the more recent solar minimum period.
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3.3 Geometry factors
The geometrical acceptance of the CRIS instrument varies according to where parti-
cles stop in the silicon detector stacks. We have used a Monte Carlo program that
calculates the geometry factor as a function of depth for particles stopping in detec-
tors E2-E8. We have reproduced the physical geometries of each stack of detectors
and the SOFT hodoscope (see Sections 2.2 and 2.3). Our calculation includes our
limitations on the maximum incident angle (30◦), the edge cuts discussed in Section
3.1.1, and the dead layer cuts (Table 3.2).
The program was used to generate a total of 10 million particles, and each was
given a random starting position and incident angle above the top of the instrument.
Particles that satisfied the angle cut were propagated through the hodoscope and
subjected to the SOFT edge cut. In steps of 10 µm, the remaining particles were
propagated through the detector stacks to the bottom of the instrument, with the
edge cuts and dead layer cuts applied along the way. This gave us over ∼50,000 tracks
per range bin, yielding a statistical uncertainty of <0.5%. To account for possible
systematic errors in the program, we conservatively assign an overall uncertainty of
2% to our results. Figure 3.4 shows our geometry factors AΩ (cm2 sr) as a function
of depth in the silicon detectors. The dotted lines show the geometry factors for
individual ranges, while the solid line represents the total geometrical acceptance.
By using the range-energy relation (Equation 2.2), the endpoints of the individual
geometry factors can be used to determine the minimum and maximum energies for
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Figure 3.4: The CRIS geometry factor as a function of depth in the silicon detectors.
The solid line plots the total geometrical acceptance of the instrument. The dotted
lines with symbols show the contributions to the total geometry factor for particles
stopping in individual detectors. The drops between detectors are due to the 160-µm
dead layer cuts.
particles stopping in the detectors. These energies are calculated for each isotope,
weighted according to the isotopic abundance, and summed to find the energy end-
points for each element. Even for relatively large uncertainties (10%) in the isotopic
composition, the calculated energies for each element are negligibly affected. The
central energy, or arithmetic mean of the energy endpoints, for particles stopping in a
given detector is then used when plotting the energy spectra. Using these calculated
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energies and geometry factors, we define the quantity
Γ =
∫
AΩdε , (3.1)
where the integral is taken over the energies of the particles that stop in the given
detector.
3.4 Fragmentation correction
Incident cosmic rays may suffer nuclear interactions as they pass through the CRIS
hodoscope or silicon detectors. Most of these particles are eliminated from our analysis
due to consistency cuts performed during our initial selection of data (Section 3.1).
Therefore, we need to take into account the number of particles thus eliminated when
we calculate the intensities and abundances at the top of the instrument.
To calculate the survival probability, we need to determine the amount of material
a particle traverses. A particle will first travel through the hodoscope, which we will
approximate is made of aluminum and scintillator material (see Table 4 in Stone
et al. (1998a) for a listing of all the materials and their thicknesses). After passing
through the hodoscope the particle will enter the silicon detector stacks and stop.
For the calculation, we will make a second approximation that the particles stop at
the middle depth of a detector. Therefore, the total amount of material traversed is
the sum of the hodoscope thickness and the silicon thickness up to the stop depth,
corrected for the incident angle (here we use the average secant of the angle as a
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function of range, which corresponds to angles between 19.7◦ and 20.7◦).
The probability that a particle with nuclear charge Z will survive without inter-
acting in the CRIS instrument is given by:
spall(Z,D) =
∑
i=isotopes
w(Z,Ai)exp
(
− tAl
ΛAl(Ai)
− tscint
Λscint(Ai)
− tSi(D)
ΛSi(Ai)
)
, (3.2)
where tAl is the thickness of aluminum, tscint is the thickness of scintillator material,
tSi(D) is the amount of silicon traversed if the particle stops in the middle depth of
detector D (D=E2,E3,...,E8), and ΛAl(Ai), Λscint(Ai), and ΛSi(Ai) are the interaction
lengths in aluminum, scintillator, and silicon. The material thicknesses used here
are the actual thicknesses divided by the cosine of the average angle. Since we are
interested in an average correction factor for a given Z, we perform a summation
over all its isotopes i (with atomic weights Ai). Each contributing term is weighted
according to its isotopic fraction observed by CRIS, w(Z,Ai).
For a nucleus with mass Ai (g/mol), the interaction length (g/cm
2) in a target
material with mass AT (g/mol) is given by
Λ(Ai) =
AT
NAvσ(Ai, AT )
, (3.3)
where NAv is Avogadro’s number and σ(Ai, AT ) is the total mass-changing cross
section (cm2). We have chosen for the cross sections the mass-changing interaction
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parameterization given by Webber et al. (1990c):
σ(Ai, AT ) = pir
2
o(A
1/3
i + A
1/3
T − b)2 , (3.4)
with ro = 1.47 fm and
b = 1.36− (0.018AT )− (0.065A1/3i A1/3T ) . (3.5)
Here we have not included the Letaw energy dependence (Letaw et al. 1983) recom-
mended by the authors for the cross sections at low energies since that term is only
valid for hydrogen and helium targets.
Survival factors for particles stopping in detectors E2-E8 are plotted in Figure 3.5
as a function of nuclear charge. The values range from ∼96% for boron in detector
E2 to ∼60% for nickel in detector E8. We assigned to the interaction cross sections
a 10% uncertainty, which yields <1% uncertainty for the survival factions of nuclei
stopping in the top silicon detectors, and ∼3-6% uncertainty for nuclei stopping in
the bottom silicon detectors.
In using this correction, we assumed that all particles suffering charge- or mass-
changing interactions were eliminated from the analysis. This is likely true for charge-
changing interactions since the stripped-off nuclei will penetrate deeper into the in-
strument, leading to event rejection based on the multiple charge estimates discussed
in Section 3.1.1 or due to one fragment penetrating the E9 detector. However, we
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Figure 3.5: Spallation survival probability as a function of nuclear charge. These
correction factors are specified for particles stopping in CRIS detectors E2-E8.
do not expect all mass-changing interactions to be recognized, especially when only
one or two neutrons are stripped from the incident nucleus. In assigning the 10%
overall uncertainty, we include our uncertainty in the number of events that should
have been removed but still remain in the analysis.
3.5 Hodoscope efficiency correction
Though the SOFT hodoscope is an efficient means of determining the trajectory of
particles as they enter the CRIS instrument, it is possible that some nuclei are not
properly detected. An incident nucleus that passes through the acrylic cladding sur-
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Figure 3.6: SOFT hodoscope efficiency by telescope for select cosmic-ray species
stopping in detectors E5 (right-most data points) through E8 (left-most data points).
The corrections are parameterized by the energy loss in silicon at the top of the
instrument. The solid lines represent fits to the data and their functional forms are
given by the equation, with the coefficients A0 through A4 given in Table 3.3. These
data, which are reproduced with the permission of de Nolfo (2010), were previously
used in the work of de Nolfo et al. (2006).
rounding a fiber will produce a signal from knock-on electrons which is much weaker
than the strong signal produced when it passes through a fiber. More importantly,
signal attenuation in the fibers results in fewer photons reaching the image intensifier.
This effect is most significant for low-Z particles that produce weak signals. Both of
these effects can cause a mis-identification of the particle’s trajectory and possibly its
rejection as a valid event due to a failure in detecting the signal in one or more fiber
planes.
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SOFT = A0 − A1 ∗ e−(dE/dx)/A2 − A3 ∗ e−(dE/dx)/A4
Telescope A0 A1 A2 A3 A4
0 0.995 1.402 38.76 0.049 422.4
1 0.996 1.347 32.80 0.041 490.4
2 0.994 1.325 48.16 0.062 468.0
3 0.992 1.404 36.23 0.059 298.4
Table 3.3: Parameterization of the SOFT hodoscope efficiencies given by telescope,
plotted as solid lines in Figure 3.6.
The hodoscope efficiencies were calculated by de Nolfo (2010) by determining the
fraction of observed events that have valid trajectories using only the silicon detector
pulse height data. The analysis was restricted to those events stopping in detectors
E5-E8 whose incident angles were within 30◦, since for these angles some of the
most abundant elements could be resolved without knowing the hodoscope trajectory
information. These efficiencies were previously used in the work of de Nolfo et al.
(2006).
Figure 3.6 plots the correction factors calculated for each telescope, parameterized
by the energy loss in silicon at the top of the instrument. We have included fits to
the data for each of the four telescopes (solid lines), given by the indicated equation
and the parameters listed in Table 3.3, which allows us to determine the efficiencies
for those species not shown. Telescope 1 has the highest efficiency since it is located
closest to the active camera, with better than 90% efficiency in all ranges for all
species with 5 ≤ Z ≤ 28. Telescope 2, being farthest from the camera, has the lowest
efficiency with 78% for range 8 boron; however, this improves to greater than 94%
for species heavier than nitrogen. We used these parameterizations to calculate the
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average efficiency for the whole instrument, which we then used to correct the calcu-
lated energy spectra. We assign a 2% uncertainty to these values due to systematics
in the method used to determine these efficiencies.
This calculation used CRIS data collected prior to 2004. Recently de Nolfo (2010)
recalculated the range 5 efficiencies for telescopes 1 and 2 using data from the more
recent solar minimum period. While there was no evidence that the efficiency for
telescope 1 had changed, there was a 2-3% decrease in the efficiency for boron and
carbon in telescope 2. Further work must be done to determine the appropriate
parameterization for the more recent solar minimum period. However, since the
efficiencies for all four telescopes converge to high values for species heavier than
carbon, we can avoid this problem by simply excluding from the 2009-10 dataset the
boron and carbon events from telescope 2. Both species are quite abundant, so the
loss of statistics will not be detrimental to our results. For the 1997-98 solar minimum
(which has lower statistics for all species) the parameterizations are known, so we have
chosen to keep the data from all four telescopes.
3.6 Intensity and composition
For the ith cosmic-ray species the differential intensity, ( dJ
dE
)i, at the top of the CRIS
instrument is given by:
(
dJ
dE
)
i
=
Ni
Γi spall,i SOFT,i tlive
. (3.6)
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Here Ni is the number of counts of species i, Γi is the geometry factor integrated over
energy (Equation 3.1), spall,i is the spallation survival probability (Equation 3.2),
SOFT,i is the efficiency of the SOFT hodoscope (see Figure 3.6 for the parameteri-
zation), and tlive is the active exposure time. The total uncertainty is calculated by
combining in quadrature the statistical and systematic uncertainties:
σ( dJdE )i
=
(
dJ
dE
)
i
√(
σNi
Ni
)2
+
(
σΓi
Γi
)2
+
(
σspall,i
spall,i
)2
+
(
σSOFT,i
SOFT,i
)2
. (3.7)
The CRIS energy spectra for both solar minimum periods are presented in Section
3.7.1 and tabulated in Appendix A (Tables A.1 and A.2).
From the energy spectra we may also compute ratios of secondary and primary
species as a function of energy. For a given energy E
′
, the ratio is given by:
(
dJ(Z1,E
′
)
dE
)
(
dJ(Z2,E
′
)
dE
) = f N1
N2
, (3.8)
where N1 and N2 are the number of counts of species 1 and 2, and f takes into account
the differences in geometry factor, energy interval, spallation survival probability, and
SOFT efficiencies. Since the CRIS energy bands are different for each species and each
detector, the spectra must be interpolated to a common energy grid. For this work
we used a linear interpolation between adjacent data points in log(Intensity) versus
log(Energy/nucleon), with the results tabulated in Appendix A (Tables A.3 and
A.4). For some species, small extrapolations at the minimum or maximum energies
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were included. Statistical uncertainties on the interpolated data are determined by
a linear interpolation of the number of events in the adjacent energy bins, while
systematic uncertainties are assigned the same value as the measured point closest
in energy to the interpolated data point. These interpolated intensities are used to
calculate the B/C and (Sc + Ti + V )/Fe ratios, which are presented in Chapters 4
and 5 and are used to test various cosmic ray transport models.
Relative abundances have been determined by fitting a parabola to each spectrum
in log(Intensity) versus log(Energy/nucleon) and taking ratios of the fits at a single
energy. Letting yi = ln(Ii) and x = ln(E) − ln(Eo), the intensity for the ith species
at energy E according to the quadratic fit is given by:
yi = ai + bix+ cix
2 , (3.9)
where ai, bi, and ci are the fit coefficients. At the interpolation energy E = Eo, x = 0
and yi = ai, which yields Ii = exp(ai). The statistical uncertainty on Ii is determined
by the uncertainty on the fit coefficient ai. This is found by calculating Ci[1, 1], the
first diagonal element of the correlation matrix (Bevington and Robinson 2003).
If a species has insufficient statistics to achieve a good fit to the data, a nearby
element can be used as a template for the shape and only the overall normalization is
fit. In this work, only Cl and Co in the 1997-98 solar minimum required a template to
fit the shape. Using the same definitions for x and y as used above, we may calculate
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the intensity at energy E using:
yi = at + btx+ ctx
2 + di , (3.10)
where at, bt, and ct are the fit coefficients from the template, and di is the normal-
ization coefficient. At E = Eo, yi = at + di, which yields Ii = exp(at + di). The
statistical uncertainty on Ii is the quadratic sum of the uncertainties on at and di
(where we use the standard deviation of the fit to the data).
The systematic uncertainties on these intensities are taken to be the same as the
measured data point closest in energy to Eo. For the ratios of adjacent elements,
the residual systematic uncertainties tend to cancel. In most cases, the systematic
uncertainties are larger than the statistical uncertainties owing to the large number
of events recorded for each species in each solar minimum period.
3.7 CRIS solar minimum results
We present the CRIS solar minimum energy spectra (Section 3.7.1) and abundances
relative to silicon (Section 3.7.2) for the two periods of solar minimum defined in
Section 3.2. For each species, the energy spectra were calculated (using Equation
3.6) at seven unique energies corresponding to those particles stopping in detectors
E2-E8. Relative abundances were computed with Equation 3.8 at 160 MeV/nucleon,
with the data normalized such that Si≡1000.
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3.7.1 CRIS energy spectra
Figures 3.7 through 3.10 present the CRIS energy spectra. For each species, both solar
minimum spectra are plotted in the same panel to allow for direct comparison of the
shape and intensity over the two time periods. The data plotted here are tabulated in
Appendix A in Tables A.1 and A.2. We have also interpolated the data to a common
energy grid, given in Tables A.3 and A.4, with our method and uncertainties described
in Section 3.6. Vertical dotted lines are drawn at 160 MeV/nucleon to indicate where
the relative abundances were calculated.
The solid and dashed lines represent the quadratic fits in log(Intensity) versus
log(Energy/nucleon) to the seven data points. For the 1997-98 chlorine and cobalt
spectra we did not have sufficient statistics to yield a good fit to the data, so we used
sulfur and manganese as templates for the shapes and only the overall normalization
was fit.
3.7.2 CRIS composition
CRIS abundances relative to silicon were calculated at 160 MeV/nucleon following the
calculation described in Section 3.6. Table 3.4 gives the relative abundances for both
solar minimum periods, with the data normalized such that Si≡1000; only statistical
uncertainties are given. The absolute intensities for silicon at 160 MeV/nucleon are
also given. As expected, our results show good agreement between the two solar
minima.
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Element 1997–1998 2009–2010
B 1824.5± 25.7 1758.8± 17.2
C 7329.7± 31.1 7339.0± 21.3
N 1726.9± 13.9 1700.3± 8.3
O 7127.7± 28.3 7198.1± 17.0
F 100.2± 3.4 98.1± 2.0
Ne 1012.3± 10.8 1005.6± 6.4
Na 191.2± 4.6 186.0± 2.7
Mg 1378.7± 11.9 1379.6± 7.1
Al 199.7± 4.4 203.6± 2.6
Si 1000.0± 9.2 1000.0± 5.5
P 26.7± 1.4 26.7± 0.9
S 155.9± 3.4 157.2± 2.0
Cl 26.1± 1.7 24.9± 0.8
Ar 58.2± 2.0 55.1± 1.2
K 39.9± 1.7 40.1± 1.0
Ca 125.9± 3.1 118.9± 1.8
Sc 27.4± 1.4 25.3± 0.8
Ti 102.4± 2.9 100.5± 1.7
V 46.0± 2.0 48.1± 1.2
Cr 100.5± 3.1 99.1± 1.9
Mn 63.2± 2.6 61.9± 1.5
Fe 673.3± 9.0 671.0± 5.4
Co 4.4± 0.4 3.7± 0.4
Ni 31.6± 2.2 29.9± 1.3
Table 3.4: CRIS solar minimum relative abundances at 160 MeV/nucleon, normalized
to Si≡1000. Only the statistical uncertainties are given. The absolute intensity for
silicon at 160 MeV/nucleon is (110.1 ± 3.6)x10−9 (cm2 s sr MeV/nucleon)−1 for the
1997-98 solar minimum, and (134.8 ± 4.3)x10−9 (cm2 s sr MeV/nucleon)−1 for the
2009-10 solar minimum.
From Table 3.4, we see that there is less than a 2σ difference between the relative
abundances for nearly all of the species. The three exceptions are for boron (2.1σ),
oxygen (2.1σ), and calcium (2.0σ). For boron, the difference may be due to a lower
hodoscope efficiency in the more recent solar minimum (the same parameterization
was used for both solar minima; see Section 3.5 for details). It is also possible that
there are some spectral differences, since our measurements for each solar minimum
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correspond to slightly different interstellar energies. However, since the difference is
only 2.1σ we will not investigate this any further.
The probability of having a 2σ difference in the measurements is ∼5%, or 1 out
of the 24 species considered here. If we neglect the difference for boron, that means
two species (oxygen and calcium) out of 24 have relative abundances that are differ-
ent by 2σ, which corresponds to ∼8% of the species. This is reasonable, especially
considering the small sample size.
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Figure 3.7: CRIS energy spectra for boron through neon. Results from both solar
minima are shown to allow for direct comparison of the data. The solid and dashed
lines represent quadratic fits to the data. The vertical lines at 160 MeV/nucleon
indicate the energy at which the relative abundances were calculated. The data
shown here are tabulated in Tables A.1 and A.2 in Appendix A.
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Figure 3.8: CRIS energy spectra for sodium through sulfur. Results from both solar
minima are shown to allow for direct comparison of the data. The solid and dashed
lines represent quadratic fits to the data. The vertical lines at 160 MeV/nucleon
indicate the energy at which the relative abundances were calculated. The data
shown here are tabulated in Tables A.1 and A.2 in Appendix A.
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Figure 3.9: CRIS energy spectra for chlorine through titanium. Results from both
solar minima are shown to allow for direct comparison of the data. The solid and
dashed lines represent quadratic fits to the data. The vertical lines at 160 MeV/nu-
cleon indicate the energy at which the relative abundances were calculated. The data
shown here are tabulated in Tables A.1 and A.2 in Appendix A.
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Figure 3.10: CRIS energy spectra for vanadium through nickel. Results from both
solar minima are shown to allow for direct comparison of the data. The solid and
dashed lines represent quadratic fits to the data. The vertical lines at 160 MeV/nu-
cleon indicate the energy at which the relative abundances were calculated. The data
shown here are tabulated in Tables A.1 and A.2 in Appendix A.
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Chapter 4
The Simple Leaky-Box Transport
Model
The simple leaky-box transport model (Cowsik et al. 1967) is a steady-state solution
for the transport of cosmic rays through the ISM. It has a few built-in assumptions:
(1) the sources of cosmic rays are uniformly distributed throughout the Galaxy, (2)
cosmic rays are accelerated at their sources with identical spectra, (3) cosmic rays will
freely diffuse through the homogeneous volume of the Galaxy in an energy-dependent
fashion, (4) escape from the Galaxy is dependent on the energy of the cosmic ray,
and (5) there is no additional acceleration (reacceleration) during transport.
For a cosmic ray with atomic number Zi, mass number Ai, ionic charge Qi, and
energy per nucleon ε, its number density Ni(ε) in the Galaxy is described using a
steady-state (dNi
dt
= 0) leaky-box formalism (Gloeckler and Jokipii 1969; Meneguzzi
et al. 1971; Cowsik and Wilson 1973):
dNi
dt
= 0 = Ci +
∑
j
Nj
{
nβcσspallji +
1
γτdecayji
+ nβc
(
σattachji + σ
strip
ji
)}
−Ni
{
nβcσspalli +
1
γτdecayi
+ nβc
(
σattachi + σ
strip
i
)
+
1
τ esci
}
− d (biNi)
dε
. (4.1)
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The first five terms on the right-hand side of this equation describe the production of
species i. In the first term we account for the injection of cosmic rays into the Galaxy
by the sources, with the number density per unit time Ci. The second term represents
the production of species i from a species j interacting with the nuclei in the ISM,
where n is the number density of the ISM, βc is the velocity of the projectile (and
in fact, we assume the spallation reactions produce daughter nuclei with the same
velocity as the parent and the products are fully stripped with Qi = Zi), and σ
spall
ji
is the partial cross section for spallation of a nuclide of type j producing a nuclide
of type i. We can rewrite this contribution in terms of the amount of material the
particle traverses. This areal density, or mean free path (MFP), is related to the cross
section for interaction by Λspallji = m/σ
spall
ji , where m is the nuclear mass.
The third term gives the production from the radioactive decay of species j into
species i, where γ = (1− β2)−1/2 is the Lorentz factor and τdecayji is the mean time for
decay in the rest frame of the nucleus. This decay time will be infinite for stable nuclei
and electron-capture nuclei that have been stripped of all their electrons (Qi = Zi);
τ decay will be finite for unstable nuclei and electron-capture nuclei that have at least
one attached electron (Qi ≤ Zi − 1). For this work we only consider fully stripped
nuclei (Qi = Zi) and nuclei with only one attached electron (Qi = Zi − 1). We can
rewrite the decay contribution in terms of its associated MFP: Λdecayji = mnβcγτ
decay
ji .
The final fourth and fifth terms give the production of species i from species j gaining
or losing an orbital electron, which are expressed in terms of the attachment and
stripping cross sections (σattachji and σ
strip
ji ). These cross sections are related to their
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respective MFPs by Λ
attach/strip
ji = m/σ
attach/strip
ji .
The remaining six terms in Equation 4.1 represent the losses of species i. These
include the losses from interaction, radioactive decay, and the gain or loss of an
electron. These contributions may be expressed in terms of their associated MFPs
using the same relationships defined for the production terms. Cosmic rays may also
‘leak’ out of the Galaxy over some mean time for escape τ esci , which is represented by
the tenth term on the right-hand side of this equation. We can express the MFP for
escape as Λesci = mnβcτ
esc
i . The last term accounts for the amount of ionization energy
loss a cosmic ray will suffer during transport, where bi = mnβcwi (and wi ≡ dε/dx is
the specific ionization per nucleon).
Letting Ci(ε) = mnqi(ε) (where qi(ε) is the source production of species i per gram
of ISM per unit time), and ϕi(ε) = βcNi(ε) be the equilibrium interstellar intensity
for species i, we can rewrite Equation 4.1 in terms of the various mean free paths:
qi +
∑
j
ϕj
(
1
Λspallji
+
1
Λdecayji
+
1
Λattachji
+
1
Λstripji
)
= ϕi
(
1
Λspalli
+
1
Λdecayi
+
1
Λattachi
+
1
Λstripi
+
1
Λesci
)
− d (wiϕi)
dε
. (4.2)
This equation may be used to determine either the source composition qi (given ϕi)
or the observed intensity ϕi (given qi).
In Section 4.2 we first use a simplified form of Equation 4.1 to calculate the
secondary-to-primary ratios B/C and (Sc+ Ti+ V )/Fe. These two ratios are com-
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monly used to test propagation models since B, Sc, Ti, and V are almost entirely
produced from the fragmentation of heavier nuclei, most notably the nearly pure
primary nuclei C and Fe. With a successful fit of a model to these observed ratios,
one can determine the mean amount of matter cosmic rays will traverse before they
escape from the Galaxy. Then in Section 4.3, we introduce a numerical solution for
the ϕi in Equation 4.2. The density ratios calculated in Section 4.2 are identical to
the ratios of the ϕi at the same energy per nucleon, and they are a check of our results
from the numerical calculation.
This chapter presents two simple leaky-box models for the transport of cosmic rays
through the Galaxy. We derive a simple analytical solution to the models in Section
4.2, and provide an overview of the numerical code used to extract results (Section
4.3). Models #1 and #2 are discussed in detail in Sections 4.4 and 4.5, respectively.
We use the secondary-to-primary ratios B/C and (Sc + Ti + V )/Fe to test how
well each model reproduces the observations, and then we compare the results for
these ratios with with the plain diffusion and diffusive reacceleration models from
the commonly used GALPROP cosmic-ray transport code. For the associated energy
spectra for each model, refer to Appendix D.
4.1 Inputs to the model
The three most important inputs to the simple leaky-box model are the form of
the injection spectrum, the parameterization of the energy dependence for escape
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from the Galaxy, and the partial interaction cross sections of cosmic-ray nuclei on
hydrogen and helium target atoms. In this model, we first assume that all cosmic
rays are injected by the sources with the same power law spectrum. For this work,
we used an injection spectrum that is a power law in momentum per nucleon, with a
spectral index of -2.35. This form has been previously shown (George et al. 2009) to
reproduce the energy dependence of the observed GCR intensities at energies between
1-100 GeV/nucleon.
We then used two parameterizations for escape from the Galaxy. The first is the
form used by Davis et al. (2000):
Λesc =
29.5β
( βR
1.0GV
)0.6 + ( βR
1.3GV
)−2.0
g/cm2 , (4.3)
where β is the velocity of the particle and R is its rigidity (GV). The rigidity is
dependent on the charge Z, mass A, and energy ε (GeV/nucleon) by
R =
A
Z
(
ε2 + 2εmamu
)1/2
, (4.4)
where mamu = 0.9315 GeV. The dependence on the charge and mass of the particle
means that the energy dependence of Λesc will be slightly different for each cosmic ray
species. At high rigidities (∼1 GV) Equation 4.3 was shown to match the observed
secondary-to-primary ratios quite well (Davis et al. 2000). However, the amount
of material traversed by cosmic rays at low energies (less than ∼1 GeV/nucleon) is
65
4.1 Inputs to the model
artificially decreased in order to better fit the low-energy CRIS data, which is counter
to what we would expect for the following reason. Above ∼1 GV Equation 4.3 gives
a decreasing escape path length with increasing rigidity, which seems natural if we
expect higher-rigidity particles to escape the Galaxy more easily. Below ∼1 GV this
equation gives a decreasing escape path length with decreasing rigidity, though there
is no reason to expect lower-rigidity particles to also escape more easily. So this shape
is counter to expectation and is therefore artificial, though it seems to be needed to
fit the CRIS data.
We note that a similar parameterization given by Yanasak et al. (2001) was also
considered for this work; it has the form:
Λesc =
26.7β
( βR
1.0GV
)0.58 + ( βR
1.4GV
)−1.4
g/cm2 . (4.5)
For B/C and (Sc+Ti+V )/Fe, we found that the Yanasak model yielded ratios that
were an average of ∼3-4% lower than our results with the Davis model. Due to this
difference, the ratios are generally better fit with the Davis model than the Yanasak
model. Therefore, we chose to use the Davis escape form for our study of the simple
leaky-box model.
The second escape form used in this work assumes a much simpler and more
physically reasonable dependence on the particle rigidity:
Λesc = ΛoβR
γ g/cm2 . (4.6)
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Here, Λo is an energy-independent normalization factor. For the simple leaky-box
model we adopted Λo = 29.5 g/cm
2 and γ = −0.6 since at high energies, where the
data are well fit, Equation 4.3 is proportional to R−0.6. The advantage to using this
parameterization is that we can compare our results using this escape form to those
using the first in order to determine how strongly the artificial decrease affects the
low-energy model results.
Figure 4.1 plots the escape parameterization for both models for 12C and 56Fe. At
high energies the escape forms are identical, though at energies below ∼1 GeV/nu-
cleon they quickly diverge. Since cosmic rays will lose energy during transport through
the heliosphere, only interstellar energies above ∼300 MeV/nucleon will be relevant
for this study. For reference, we have shown the total interaction mean free paths
(Webber et al. (1990c); Letaw et al. (1983)) for each species, which are calculated
using Equations 4.13 and 4.14.
Finally, we used a combination of measured data and semi-empirical cross sections
for the interaction production cross sections over an energy range from 10 MeV/nu-
cleon to 100 GeV/nucleon. Though we are only concerned with interstellar energies
above ∼300 MeV/nucleon, the measured cross sections at lower energies are used
to determine if any renormalization of the semi-empirical cross sections is necessary
(see Appendix C). We made use of two different types of experimental data: direct
measurements (where the isotope of interest is produced and measured before it de-
cays) and cumulative measurements (where indirect production routes via the decays
of radioactive species are combined with direct measurements). All measured data
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Figure 4.1: The escape mean free path parameterizations for 12C and 56Fe for the
leaky-box models #1 and #2. The solid and dashed curves are calculated using
Equations 4.3 and 4.6 (with Λo = 29.5 g/cm
2 and γ = −0.6), respectively. For
reference the total interaction mean free path for each species, based on the cross
sections calculated with Equations 4.13 and 4.14 (Webber et al. (1990c); Letaw et al.
(1983)), are shown as dotted lines. Note that the shapes of these curves below ∼300
MeV/nucleon are not relevant for this study since cosmic rays with these interstellar
energies will not be seen by CRIS due to solar modulation.
were compiled using the National Nuclear Data Center (Pritychenko et al. (2005);
http://www.nndc.bnl.gov/).
Since available cross section measurements only cover small energy bands and
a limited set of parent-daughter interactions, we filled in the missing cross section
information using the semi-empirical formulae of Silberberg et al. (1998) and Tsao
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et al. (1998) (hereafter referred to as the S&T cross sections). In our previous work
(George et al. 2009), the cross sections were calculated using the yieldx 080999.for
version of their code. These cross sections were updated with the help of A. F.
Barghouty (Barghouty 2010), who provided us with a new set of data based on the
most up-to-date version of their code. Appendix C offers a partial study of their new
data and discusses its usage in our leaky-box models.
4.2 Analytical solution
The simple leaky-box model (Equation 4.1) specifies the gains and losses of particles
as they are transported from their sources through the Galaxy. We begin by consid-
ering cosmic rays with energies above a few GeV/nucleon. In this regime, nuclear
interaction cross sections are nearly energy independent, and we can also neglect ion-
ization energy loss since these changes in energy will be negligible compared to the
total energy of the particle. For this derivation we will also neglect losses and gains
due to radioactive decays of unstable nuclei (most of which have half-lives shorter
than their residence times in the Galaxy), as well as the attachment or stripping
of an orbital electron (since at energies above a few GeV/nucleon the attachment
of electrons is very unlikely and nuclei are nearly always fully stripped). Since we
are neglecting energy changes, the energies of the primary particles injected into the
Galaxy by the source do not need to be specified here.
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With the above approximations, Equation 4.1 reduces to:
dS
dt
= 0 = cn
∑
Nk
Nk σNk→S − S
(
1
τ
+ cnσS
)
. (4.7)
Here, Ni = S (cm
−3) denotes the number density of a purely secondary cosmic ray
in the Galaxy (a species not present in the sources). On the right-hand side of this
equation, the first term represents the gains due to fragmentation of the heavier
species Nk (cm
−3) in the Galaxy. It involves the partial interaction cross sections
σNk→S (cm
2) for cosmic rays incident on hydrogen, producing the secondary particle;
the summation is over all species heavier than S in the Galaxy. The final two terms
represent the losses due to escape from the Galaxy and fragmentation of the secondary
cosmic ray. The total charge-changing cross section of the secondary particle S is
given by σS. In this equation, τ (seconds) is the cosmic-ray leakage lifetime from the
Galaxy, c is the speed of light (β ≈ 1 in this energy regime), and n represents the
number density (cm−3) of hydrogen target atoms in the Galaxy. Under steady-state
conditions (dS
dt
= 0) and letting λ = cnτ be the mean column density (cm−2) to escape
from the Galaxy, we can rewrite Equation 4.7 as
S =
λ
1 + λσS
∑
Nk
Nk σNk→S . (4.8)
We may determine the ratio of a secondary cosmic ray to one of the heavier species
Nk using Equation 4.8. These interstellar equilibrium abundances are identical to the
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ratios of cosmic-ray intensities measured at the same energy per nucleon (or velocity).
As an example, the ratio of boron to carbon would be given as
B
C
=
λ
1 + λσB
∑
Nk>B
Nk
C
σNk→B . (4.9)
Another example is the ratio for the sum of several sub-iron secondary cosmic rays
to the primary iron: (Sc+ Ti+ V )/Fe. Here, we simply add together the individual
ratios of scandium/iron, titanium/iron, and vanadium/iron:
Sc+ Ti+ V
Fe
= λ
{ ∑
Nk>Sc
Nk
Fe
σNk→Sc
(1 + λσSc)
+
∑
Nk>Ti
Nk
Fe
σNk→Ti
(1 + λσTi)
+
∑
Nk>V
Nk
Fe
σNk→V
(1 + λσV )
}
. (4.10)
In both of the above examples, the ratios Nk/C and Nk/Fe are the observed
relative abundances of cosmic rays. Also, note that in these derivations the helium
component of the ISM has been neglected. It is easily introduced by letting
σx = fHσ
H
x + fHeσ
He
x , (4.11)
where fH and fHe are the fractions of hydrogen and helium in the ISM; the subscript
x denotes the particular cross section for fragmenting into or out of the species of
interest (for example: Nk → S, the partial interaction cross section on hydrogen for
the heavier species Nk producing the secondary S).
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In the above solutions, we chose to describe the interstellar equilibrium abundances
by λ instead of τ because the fraction of radioactive isotopes that survive transport
through the Galaxy is dependent on the density of the ISM (Ptuskin and Soutoul
1998). It may be convenient to convert λ from a column number density (cm−2) to
an areal density (g/cm2), since there are a variety of parameterizations of the latter
that have been used by the astrophysics community (e.g.: Swordy et al. 1990; Leske
1993; Yanasak et al. 2001; Ave et al. 2009; George et al. 2009). To do so one simply
has to account for the masses of the hydrogen and helium atoms:
Λesc = λ (fHmH + fHemHe) . (4.12)
Since the ratios B/C and (Sc+Ti+V )/Fe are frequently used to test the validity
of transport models, Equations 4.9 and 4.10 provide a simple test of the model results
for two widely different charge regimes. Sections 4.4 and 4.5 will discuss these two
ratios in detail for Models #1 and #2, respectively, using these analytical solutions
and the full numerical simple leaky-box model (Section 4.3).
4.3 Numerical solution
In this section we describe a numerical solution (Wiedenbeck (2010) and Appendix
C of George et al. (2009)) of Equation 4.2 to determine the equilibrium interstellar
spectra (ϕi) for all species from boron to nickel (5 ≤ Z ≤ 28), covering energies
between 10−105 MeV/nucleon. In doing this work several improvements were made to
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the code (described in Appendix C), the most important of which was a comprehensive
update of the required partial interaction cross sections.
The calculation begins by specifying a set of isotopic source spectra (see Section
4.1). For the source composition we adopted the elemental solar system values given
by Lodders et al. (2009). The only exception was for the 22Ne/20Ne ratio, where
instead we used the value derived by Binns et al. (2005). After fixing the relative
source isotopic abundances within each element, we defined an initial set of guesses for
the elemental source abundances using the values derived by Duvernois and Thayer
(1996). The resulting nuclidic abundances were propagated, and the local elemental
abundances were calculated and compared to measured values from CRIS. Source
abundances for those elements with a significant fraction of primary material (C-O,
Ne-Si, S, Ar, Ca, Fe, and Ni) were adjusted so that they reproduced GCR measure-
ments near Earth. For elements that are dominantly secondary, we assumed a source
abundance using the solar value relative to a nearby primary element with a compa-
rable first ionization potential. This process was repeated until the adjusted source
abundances yielded results that converged with the CRIS measurements.
In the Galaxy, we assumed the ISM had a hydrogen number density of 0.34 cm−3
and a helium-to-hydrogen ratio of 0.11 by number. Yanasak et al. (2001) determined
this value of the ISM density by calculating the cosmic-ray confinement times for the
radionuclides 10Be, 26Al, 36Cl, and 54Mn. We accounted for ionized hydrogen in the
ISM by increasing the ionization energy loss in hydrogen by a factor of 1.4 (Soutoul
et al. 1990). Total cross sections for cosmic rays interacting with the nuclei in the
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ISM were based on the work of Webber et al. (1990c):
σspall,tot = 57.3 ∗
(
A
1/3
P + A
1/3
T −
[
1.36− 0.018AT − 0.065(APAT )1/3
])2
. (4.13)
In this equation AP and AT are the mass numbers of the projectile and target nuclei,
respectively, and ε is the energy of the projectile (in MeV/nucleon). This parame-
terization worked well at high energies for a variety of [AT ,AP ] combinations, though
they found that the cross section measurements on hydrogen targets showed a distinct
energy dependence in the range 300-1600 MeV/nucleon. They found that this could
be fit by multiplying Equation 4.13 by an energy-dependent function f(ε) given by
Letaw et al. (1983):
f(ε) = 1− 0.62e−ε/200 sin(10.9ε−0.28) . (4.14)
Webber et al. (1990c) found that the energy dependence was nearly the same for
helium targets, but not for heavier targets. Yanasak (2000) found a better fit to the
data by comparing the Webber-Letaw cross sections with the measurements compiled
in Tripathi et al. (1997). For each AP , a normalization factor was determined which
gave the best fit of these calculated cross sections to the measured data; the normal-
ization varies from 0.942 − 0.979 for AP = 1 − 64. We have chosen to apply these
renormalization factors to the Webber-Letaw cross sections for this work.
Partial interaction cross sections on hydrogen were based on measured data and
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the S&T semi-empirical formulae (see Section 4.1). The cross sections for a projectile
P (mass AP ) interacting on hydrogen (T = H) and producing the fragment F (mass
AF ) may be used to determine the cross sections for interactions on helium (T = He)
according to the work of Hirzebruch et al. (1993):
σpartial(P, T = He, F )
σpartial(P, T = H,F )
= g(P, F )
√
σtotal(P, T = He)
σtotal(P, T = H)
, (4.15)
g(P, F ) =

1, if AF ≥ 23AP
exp
[
1.63A−1.03P
(
2
3
AP − AF
)]
, if AF <
2
3
AP
. (4.16)
Converting the partial interaction cross sections on hydrogen targets to those on
helium targets depends on the ratio of the total interaction cross sections, which we
calculated using the formulae of Kox et al. (1987):
σtotal = piR
2
int
[
1− BC
Ecm
]
. (4.17)
In this equation, Ecm is the collision energy (MeV) in the center of mass frame and
BC is the Coulomb barrier of the projectile-target system. It is defined to be
BC =
kZTZP e
2
rC
(
A
1/3
T + A
1/3
P
) , (4.18)
where ZT and ZP are the target and projectile atomic charges, k = 8.9876 × 109
Nm2/C2 is Coulomb’s constant, e is the electron charge, and rC = 1.3 fm is the
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electrostatic interaction radius. The variable Rint in Equation 4.17 is the projectile-
target interaction radius, and it is the sum of a surface and a volume term:
Rint = Rsurf +Rvol , (4.19)
Rsurf = ro
(
a
A
1/3
P A
1/3
T
A
1/3
P + A
1/3
T
− c
)
, (4.20)
Rvol = ro
(
A
1/3
P + A
1/3
T
)
. (4.21)
The values for ro, a, and c are given in Table III of Kox et al. (1987).
For those parent-daughter reactions with measurements of the direct or cumulative
partial interaction cross sections, we calculated an unweighted least-squares fit of the
S&T cross sections to the data to find the energy-independent scale factors that
would give the best fit to the measurements. Interactions where both types of data
were available were considered on a case-by-case basis to determine what kind of
rescaling was necessary. For more information on the cross sections and our rescaling
procedure, please refer to Appendix C.
For the attachment or stripping of an orbital electron, we used cross sections
based on the work of Wilson (1978) and Crawford (1979) (we note that there are
typographical errors in both works, and the proper corrections have been made here).
We calculate the stripping cross section using the following corrected equation:
σstrip =
4pid1α
2R2Bohr
β2Z2P
(Z2T + ZT )
(
ln(
4β2γ2
d2Z2Pα
2
)− β2
)
. (4.22)
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In this equation, ZP and ZT are the charges of the parent and target nuclei; α is
the fine structure constant; β is the velocity of the parent nucleus (in units of c) and
γ is its Lorentz factor; RBohr = 0.0529 fm is the classical electron radius; and the
coefficients d1 and d2 have values 0.285 and 0.048, respectively.
The attachment of an electron can be either radiative (where the attachment
is accompanied by the emission of a photon) or non-radiative (where no photon is
emitted). For the radiative process, the cross section for attachment is given by
σattach,rad = 1.803ZTZ
5
Pα
4σThomG(β)Fcorr , (4.23)
where σThom =
8
3
pir2e is the Thompson cross section with the classical electron radius
re = 2.818 fm. The function G(β) is given by the following equations:
G(β) =
β3γ3M(β)
(γ2 − 1)(γ − 1)3 , (4.24)
M(β) =
4
3
+
γ(γ − 2)
γ + 1
(
1− ln(γ + γβ)
βγ2
)
. (4.25)
Finally, Fcorr is a correction term given by
Fcorr = (αZP )
ξexp [−2αZP arccos(αZP )/β] (1 + piαZPN(β)M(β)) , (4.26)
ξ =
√
1− Z2Pα2 − 1 , (4.27)
N(β) =
1
β3
(−4γ
15
+
34
15
− 21
5γ
+
5
3γ2
+
8
15γ3
− (γ − 2)(γ − 1) ln(γ + γβ)
βγ3
)
. (4.28)
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Non-radiative attachment cross sections are given by the Brinkman-Kramers relation
discussed in Wilson (1978) and Crawford (1979), though we have updated the formula
for applicability at relativistic energies:
σattach,non−rad = σo
[
β2γ2
α2
+ (ZP + ZT,eff )
2
]−5 [
β2γ2
α2
+ (ZP − ZT,eff )2
]−5
, (4.29)
σo =
(1.202)(218)pi
5
γ2R2Bohr(ZPZT,eff )
5
(
βγ
α
)8
, (4.30)
where ZT,eff is the effective charge of the target material; it has a value of 1 for
hydrogen and 1.7 for helium.
We included in our calculation β±-decay isotopes with half lives longer than 14C
(5730 yr), as well as any isotopes that decay only by electron capture. For the
electron-capture nuclides with a single attached orbital electron we increased the half
life by a factor of ∼2 from the laboratory value since the probability of decay with
only one attached electron is half that for a neutral atom (see Appendix C.3 for the
calculation). All β-decay isotopes with shorter half lives were considered to decay
immediately after production.
The equilibrium interstellar intensities ϕi(ε) are calculated for every species of
interest by numerically solving the set of ordinary, first-order differential equations
defined by Equation 4.2. By changing ε to ln(ε) and applying finite-difference tech-
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niques, we converted each equation into a tri-diagonal matrix equation:

qi(ε1)
qi(ε2)
.
.
.
qi(εk)

=

1
ΛTot1
c2
a1
1
ΛTot2
c3
. . .
. . .
. . .
ak−1 1ΛTotk


ϕi(ε1)
ϕi(ε2)
.
.
.
ϕi(εk)

. (4.31)
Here, the ΛToti terms contain all of the gain and loss mean free paths of Equation
4.2. The off-diagonal terms (ai and ci) contain the ionization energy loss information.
This matrix can be inverted to obtain the ϕi by using standard numerical techniques
(Press et al. 1992). We solved these equations by working from the heaviest to the
lightest nuclides (and in order of increasing atomic number for a given mass) so that
we properly accounted for the production of nuclides in spallation reactions. The
β+ and electron-capture decays have daughter nuclides that are produced earlier in
the calculation sequence, so we used iteration loops to recalculate the contributions
to those species. Once these interstellar ϕi(ε) were calculated, we used a spherically
symmetric solar modulation model to find the intensities observed near Earth (see
Chapter 1.4.3 for information on this calculation).
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4.4 Model #1: Davis escape mean free path
In this Section we present the secondary-to-primary ratios B/C and (Sc+Ti+V )/Fe
for Model #1, which uses the Davis form (Equation 4.3) for the escape mean free path
in the Galaxy. Figures 4.2 and 4.3 plot the ratios for the 1997-98 and 2009-10 solar
minima, respectively. These ratios are an important test of any transport model since
they probe the mean amount of material cosmic rays will traverse before escaping the
Galaxy. B/C is the most well-studied ratio with multiple experiments providing
measurements at energies from tens of MeV/nucleon up to 100 GeV/nucleon. It is
almost always used to test transport models because boron is a purely secondary
species and carbon is very nearly a pure primary species. (Sc + Ti + V )/Fe has
also been used to test models; however there have been fewer experiments with the
capabilities to study the sub-iron species.
B/C and (Sc + Ti + V )/Fe are determined by taking ratios of the elemental
cosmic-ray spectra at Earth (see Appendix D.1.1). CRIS data presented in this work,
as well as various experiments that cover higher energies (∼ 500−105 MeV/nucleon),
are used to evaluate how well each model reproduces the observations. We have used
data from the space missions CRN (Swordy et al. 1990), AMS-01 (Aguilar et al. 2010),
and HEAO-3 (Engelmann et al. 1990), as well as data from the balloon experiments
ATIC-2 (Panov et al. 2008), CREAM (Ahn et al. 2008), and TRACER (Obermeier
et al. 2011). Note that some of the experiments listed here are not used in the
discussion of the energy spectra in Appendix D (and visa versa). This is simply due
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Figure 4.2: B/C and (Sc+Ti+V )/Fe ratios for the 1997-98 solar minimum. CRIS
observations discussed in this work are shown as filled red circles; for references to all
other data used here, refer to Section 4.4. The solid curves are calculated from ratios
of the cosmic-ray spectra at 1 AU (Appendix D.1.1), which result from an interstellar
transport model using the Davis form of the escape mean free path (Equation 4.3)
and a solar modulation level of φ = 325 MV. The injection spectrum was taken to be
a power law in momentum per nucleon, with a spectral index of -2.35.
to which energy spectra and/or secondary-to-primary ratios have been reported.
In each time period this model gives a good fit to both ratios at energies above
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Figure 4.3: B/C and (Sc+ Ti+ V )/Fe ratios for the 2009-10 solar minimum. For
additional information concerning the data and interstellar transport models used
here, refer to the caption of Figure 4.2.
several hundred MeV/nucleon. However, it is at the lower CRIS energies where we see
substantial deviations of the model from the data. For B/C the model more steeply
increases with increasing energy than the data suggest, with an average deviation of
5% for the 1997-98 solar minimum and 10% for the 2009-10 solar minimum. The
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(Sc + Ti + V )/Fe ratio predicted by the model has the right shape, but it is sys-
tematically lower than the data in both solar minimum periods by 7% (1997-98) and
10% (2009-10). We note that these differences are comparable to or smaller than the
uncertainties in the cross sections for producing the secondary nuclei, which are esti-
mated to be as large as ∼30% (Silberberg et al. 1985). The ratios given by the model
have characteristic peaks between ∼600-700 MeV/nucleon. For B/C the data suggest
that the peak is just above 1 GeV/nucleon. Though there are no measurements of
(Sc + Ti + V )/Fe between 400-800 MeV/nucleon, a peak near 700 MeV/nucleon is
consistent with the data that is available.
4.4.1 Analytical solution results
As a test of the numerical model results, we have also calculated the ratios from
our analytical solution presented in Section 4.2. To simplify the calculation, we have
restricted the summations in Equations 4.9 and 4.10 to include only those parent
species that most significantly produce the secondary species. Parent species that
have the largest observed abundances in the cosmic rays and whose isotopic abun-
dances are greater than 30% of the elemental abundance are chosen. Most remaining
heavier species will have small or negligible contributions to the total production of
the secondary nuclei. For the production of boron we considered 12C, 14N, 15N, 16O,
20Ne, 22Ne, 24Mg, and 28Si for the parent species; for the production of scandium,
titanium, and vanadium we chose to use 52Cr, 53Mn, 55Mn, 56Fe, and 58Ni for the
parent species.
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Species Isotopic Fraction Secondary Fraction
12C 0.94 0.10
14N 0.49 0.60
15N 0.51 0.89
16O 0.97 0.03
20Ne 0.56 0.18
22Ne 0.32 0.44
24Mg 0.70 0.08
28Si 0.87 0.03
52Cr 0.43 0.66
53Mn 0.50 0.66
55Mn 0.39 0.70
56Fe 0.83 <0.01
58Ni 0.64 <0.01
Table 4.1: The estimated secondary fractions of select cosmic-ray isotopes (Wieden-
beck et al. 2008). Isotopic fractions are taken from Wiedenbeck (2006) and represent
the isotopic composition of the GCRs as measured by CRIS.
Some of these parents are not purely primary species and they have their own
significant secondary components. Using the derived cosmic-ray secondary fractions
of Wiedenbeck et al. (2008), the observed CRIS relative abundances (Table 3.4), and
the isotopic composition reported by CRIS (see Wiedenbeck (2006) and the references
therein), we estimate that ∼12% of the boron and ∼10% of the sub-iron nuclei are
tertiary products that come from interactions involving secondary parent species;
Table 4.1 summarizes the relevant information. Therefore, for the purposes of these
calculations, the thirteen parent isotopes we chose can be approximated as primary
nuclei.
In Equations 4.9 and 4.10 we have used the high-energy HEAO observations (En-
gelmann et al. 1990) to compute the ratiosNk/C andNk/Fe. The analytical solutions
are computed at four different energies, 2.65, 5.60, 10.6, and 35.0 GeV/nucleon, cor-
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responding to several HEAO energy bins; the results are plotted in Figures 4.2 and
4.3 as filled stars. For both time periods we see that the analytical solution generally
underestimates the B/C numerical model by an average of 13%, while it overesti-
mates (Sc + Ti + V )/Fe by an average of 6%. We note that in the case of the
sub-iron ratio the analytical solution deviates from the numerical model by 14% at
2.65 GeV/nucleon, while the remaining three points are higher by less than 6%.
The discrepancies seen between the analytical solution and the numerical model
are most likely caused by our simplification that only a small number of primary
isotopes are important for the production of the secondary species. There are cer-
tainly other parent species that are highly abundant secondary isotopes, and they can
undergo further interactions in the interstellar medium to produce tertiary boron,
scandium, titanium, and vanadium. However, the analytical solution presented in
Section 4.2 specifies that these interactions are neglected.
4.4.2 Comparison with GALPROP
Next we have chosen to compare our leaky-box model results with GALPROP (Strong
and Moskalenko 1998), a numerical code that uses current information about galactic
structures and source distributions to simultaneously predict the observations of all
relativistic charged particles, including cosmic-ray nuclei, electrons, and positrons, as
well as compute the diffuse γ-ray and synchrotron radiation. The code is a numerical
solution to the Parker transport equation (Parker 1965), which includes the phys-
ical processes of diffusion, convection, diffusive reacceleration, energy loss, nuclear
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fragmentation, and radioactive decay:
δψ
δt
= q + ~∇ · (Dxx~∇ψ − ~V ψ) + δ
δp
p2Dpp
δ
δp
ψ
p2
− δ
δp
[
dp
dt
ψ − p
3
(~∇ · ~V )ψ
]
− ψ
τf
− ψ
τr
. (4.32)
In this equation ψ = ψ(~r, p, t) is the cosmic ray density per unit of total particle
momentum p at position ~r and time t. The source term q = q(~r, p, t) includes contri-
butions from primary particles, as well as spallation and radioactive decay contribu-
tions. Dxx gives the diffusion coefficient, while diffusive reacceleration is described in
terms of the diffusion in momentum space, Dpp. The convection velocity is given by
~V , τf is the timescale for loss due to fragmentation, and τr is the timescale for loss
due to radioactive decay. For a very thorough description of the various parameters,
boundary conditions, and assumptions used for the numerical solution of Equation
4.32, please refer to Strong et al. (2007).
There are two publicly-available sample models programmed using GALPROP Ver-
sion 54.1.984 (released 09/07/2011) at http://galprop.stanford.edu/webrun/. The
first is a plain diffusion model (parameter file galdef 44 999726pub) published in
Ptuskin et al. (2006), and the second is a conventional reacceleration model (param-
eter file galdef 44 599278pub) published in Ptuskin et al. (2006) and Strong and
Moskalenko (2001). Both models are tuned to reproduce the isotopic abundances
from CRIS reported in Wiedenbeck et al. (2001). Figures 4.4 and 4.5 compare the
B/C and (Sc + Ti + V )/Fe ratios from these two models with the results from our
86
4.4 Model #1: Davis escape mean free path
Figure 4.4: B/C and (Sc+Ti+V )/Fe ratios for the 1997-98 solar minimum. Data
and the Model #1 results are identical to those shown in Figure 4.2. Here we now
show the results from the GALPROP numerical code for the case of plain diffusion (PD,
dot-dashed line) and diffusive reacceleration (DR, dashed line).
Model #1 and the available observations. Note that we have used the same modu-
lation levels for the GALPROP results that were previously used for each time period
(325 MV for 1997-98 and 250 MV for 2009-10).
The plain diffusion (PD) model predicts a low-energy B/C ratio that is an average
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Figure 4.5: B/C and (Sc+Ti+V )/Fe ratios for the 2009-10 solar minimum. Data
and the Model #1 results are identical to those shown in Figure 4.3. Here we now
show the results from the GALPROP numerical code for the case of plain diffusion (PD,
dot-dashed line) and diffusive reacceleration (DR, dashed line).
of 33% and 23% larger than the CRIS 1997-98 and 2009-10 data, respectively. The
results are not much better for (Sc+Ti+V )/Fe, where the PD model differs from the
CRIS data by 18% (1997-98) and 16% (2009-10). This is far worse than the results
seen with our Model #1, however we must remember that the Davis model uses an
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artificial parameterization for the low-energy escape mean free path.
The diffusive reacceleration (DR) model is more successful at reproducing both
the low-energy ratios. For B/C we find that the average difference between the DR
model and the CRIS data is 4% (1997-98) and 10% (2009-10). (Sc + Ti + V )/Fe
is even more well-fit by the DR model, with average differences of 4% and 1% for
the 1997-98 and 2009-10 solar minima, respectively. We note that overall the DR
model yields results for B/C that are quite similar to our own using Model #1,
and slightly better results for (Sc + Ti + V )/Fe. Therefore, we postulate that the
energy dependence of the Davis escape mean free path may be mimicing the effect of
reacceleration.
For both ratios, we see that all three models yield good fits to the high-energy
B/C and (Sc + Ti + V )/Fe ratios. Perhaps some of the differences in the models
at low energies are due to the production cross sections. For the leaky-box model
we have used the S&T semi-empirical formulae (Silberberg et al. (1998) and Tsao
et al. (1998)); GALPROP uses a combination of S&T and the formulae of Webber et al.
(1990a). Yanasak et al. (2001) found differences between these two formulae when
studying the production cross sections of secondary radionuclides, and it is possible
that the same is true for the relevant reactions that produce the secondary species
discussed here. Though energy spectra are significantly affected by the type of solar
modulation model used, the ratios of species with similar charge and mass are less
affected by the chosen model. However, it may be possible that some of the differences
at low energies are due to the different types of modulation models used here. With
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GALPROP the heliospheric modulation is determined from the numerical solution of
the Parker transport equation (Parker 1965), while Model #1 uses the spherically
symmetric Fisk (1971) model (Chapter 1.4.3).
4.4.3 Summary of observations
To summarize the Davis model results for the secondary-to-primary ratios, we see
good agreement for both B/C and (Sc+Ti+V )/Fe at the highest energies. At CRIS
energies, the model has a stronger energy-dependence than the B/C data suggest,
though it does appear to have the right shape (but not the right magnitude) for
(Sc+Ti+V )/Fe; also, both the model and the data exhibit peaks at similar energies.
Since the Davis model is tailored to decrease the escape mean free path length at low
energies to better fit the CRIS observations, it is not surprising that the secondary-
to-primary ratios fit those data to within 10%. The analytical solution most closely
agrees with the numerical model at the highest energies, though it is systematically
lower for B/C. This suggests that the analytical solution is a good approximation to
the full numerical calculation, despite the simplifications introduced.
We see that Model #1 better fits the observations than the GALPROP plain diffu-
sion model, though the two calculations should be comparable since neither include
convection nor reacceleration. The differences between these two models at low en-
ergies are due to the parameterization of the escape mean free path used in Model
#1, which seems to mimic the energy dependence we see with the GALPROP diffusive
reacceleration model. Both Model #1 and the reacceleration model yield comparable
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results that give good fits to the data, though the reacceleration model gives a slightly
better fit to the (Sc+ Ti+ V )/Fe ratio.
4.5 Model #2: simple R-dependent escape mean
free path
In this Section we present the secondary-to-primary ratios B/C and (Sc+Ti+V )/Fe
for Model #2, which uses a simple rigidity-dependent form (Equation 4.6 with Λo =
29.5 g/cm2 and γ = −0.6) for the escape mean free path in the Galaxy. Figures 4.6
and 4.7 plot the ratios for the 1997-98 and 2009-10 solar minima, respectively. These
ratios are calculated from the elemental cosmic-ray spectra at Earth (see Appendix
D.1.2). CRIS data presented in this work, as well as various experiments that cover
higher energies (∼ 500 − 105 MeV/nucleon), are used to evaluate how well each
model reproduces the observations; see Section 4.4 for references to the data from
other experiments.
Since the escape mean free path length for this model is not artificially lower at
low energies, we find that the ratios are higher than those seen using Model #1.
For B/C the 1997-98 model has approximately the same energy dependence as the
CRIS data, however it is systematically higher by an average of 13%. For the 2009-10
B/C ratio the average difference is smaller at 7%, though the model increases more
rapidly with increasing energy than the CRIS data suggest. The (Sc + Ti + V )/Fe
ratio has the right shape, though it is systematically lower than the data in both solar
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Figure 4.6: B/C and (Sc+Ti+V )/Fe ratios for the 1997-98 solar minimum. CRIS
observations discussed in this work are shown as filled red circles; for references to all
other data used here, refer to Section 4.4. The solid curves are calculated from ratios
of the cosmic-ray spectra at 1 AU (Appendix D.1.2), which result from an interstellar
transport model using the simple rigidity-dependent form of the escape mean free
path (Equation 4.6 with Λo = 29.5 g/cm
2 and γ = −0.6) and a solar modulation level
of φ = 325 MV. The injection spectrum was taken to be a power law in momentum
per nucleon, with a spectral index of -2.35.
minimum periods by 5% (1997-98) and 7% (2009-10). The model results for these
ratios have characteristic peaks near ∼600-700 MeV/nucleon. This is consistent with
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Figure 4.7: B/C and (Sc+ Ti+ V )/Fe ratios for the 2009-10 solar minimum. For
additional information concerning the data and interstellar transport models used
here, refer to the caption of Figure 4.6.
the available (Sc+ Ti+ V )/Fe observations, though the B/C data suggest that the
peak should be just above 1 GeV/nucleon.
Additionally, since the escape mean free path for Model #2 is virtually identical
to Model #1 at higher energies, we still see a good fit to both ratios at energies
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above several hundred MeV/nucleon for both solar minima. Therefore, the analytical
solution to the model, which is only calculated at energies above ∼1 GeV/nucleon,
yields the same results we saw in Model #1 (Section 4.4.1).
We note that the higher B/C ratio at CRIS energies in Model #2, compared to
Model #1, is expected since in Model #2 the carbon nuclei will propagate further
and produce more boron before escape (see Figure 4.1). The (Sc + Ti + V )/Fe
ratio is not sensitive to the differences in these two models because the effective
total propagation length (escape plus interaction) for a high-Z particle is virtually
identical in both models. As seen in Figure 4.1, the interaction mean free path for
iron is much shorter than the escape mean free path for either model, and so losses
due to interactions will dominate. These results indicate that while a simpler escape
mean free path parameterization still yields a great fit to (Sc+ Ti+ V )/Fe, we can
not achieve similar results with the B/C ratio.
To better fit the low-energy B/C ratio we may consider adjusting some of the
most important cross sections for producing boron. Carbon and oxygen are the
most abundant parent species, and their cross sections for producing boron are large.
Figures 4.8 and 4.9 give the 10B and 11B cross sections, respectively, for 12C and 16O
incident on hydrogen. In these figures, measurements of the direct production of the
boron isotopes are plotted as filled symbols, while cumulative measurements (direct,
plus indirect contributions from unstable daughter nuclei that decay to the stable
boron isotopes) are shown as open symbols.
Also shown are the S&T semi-empirical cross sections: the unscaled direct or indi-
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Figure 4.8: Selected cross sections for the production of 10B. Direct (filled points) and
cumulative measurements (open points) are shown. Original, unscaled direct S&T
cross sections (Silberberg et al. (1998) and Tsao et al. (1998)) are given by black
dotted lines, while unscaled cumulative S&T cross sections are given by black dot-
dashed lines. Rescaled direct S&T cross sections are given by black dashed lines, while
rescaled cumulative S&T cross sections (which are used in the numerical transport
code) are given by black solid lines. All references for the data shown in these panels
are listed in Table C.1 in Appendix C.
rect cross sections (dotted lines); the unscaled cumulative cross sections (dot-dashed
lines), which combine all direct and indirect routes for production; the direct or in-
direct cross sections that have been rescaled according to the measurements (dashed
lines); and the new cumulative cross sections that include the rescaled direct and
indirect contributions (solid lines). For a thorough explanation of the data and semi-
empirical cross sections plotted here, refer to Appendix C. The rescaled cumulative
S&T production cross sections are used in the numerical code for the transport mod-
els.
In Figure 4.8 there are only two direct measurements for each reaction at low
energies (Webber et al. (1990b); Webber et al. (1998a); Webber et al. (1998b)), and
these measurements have very small uncertainties (1.5-5.0%). The direct and indirect
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Figure 4.9: Selected cross sections for the production of 11B. Refer to the caption
of Figure 4.8 for information on the measurements and semi-empirical cross sections
shown here. Note that the S&T cross sections for the indirect production route from
the decay of 11C are given as brown lines. The cumulative S&T cross sections are the
sum of the direct and all indirect production routes.
(not shown) S&T cross sections were rescaled with an unweighted least-squares fit
to these data. Since the Webber measurements are well fit by the rescaled S&T
cross sections (dashed lines) and the data have very small uncertainties, additional
low-energy adjustments to the S&T cross sections may not be allowed.
Also shown is a single cumulative measurement for 12C producing 10B, which has
a large uncertainty (18%). The rescaled cumulative S&T cross section (solid line)
includes the rescaled direct and indirect contributions, and it is lower than the single
cumulative measurement by∼30%. We also note that this data point originally agreed
well with the unscaled cumulative S&T cross section (dot-dashed line). Since there
are not enough cumulative measurements for either reaction to judge how well the
cumulative S&T cross sections are known, it may still be possible that adjustments
to decrease these cross sections are allowable (especially given the large uncertainty
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on the single measurement).
For the production of 11B, shown in Figure 4.9, we see very similar results. Note
that in the two reactions shown, the indirect contribution from the decay of 11C into
11B is as equally important as the direct production route, with the unscaled and
rescaled S&T cross sections given as brown dotted and dashed lines, respectively.
Though the Webber measurements would again seem to disallow further adjustments
to the S&T cross sections, the few available data (direct, indirect, and cumulative)
do not rule out possible changes to S&T.
As Appendix C discusses, we must be careful to draw conclusions about those re-
actions that have Webber measurements, as these data have very small uncertainties
and some cross sections have been found to disagree significantly with other measure-
ments. While the direct and indirect measurements of these cross sections suggest
that further adjustments to S&T are not allowed, there are only a few measurements
for each reaction at low energies, and we do not trust the quoted uncertainties for
the Webber data. More cumulative measurements are needed as well if we are to
have a better understanding of the cross sections we use as inputs to the transport
model. Since we are uncertain about the measurements of these boron production
cross sections, we can not rule out the application of further adjustments (on the
order of a ∼10% decrease) to better fit the low-energy B/C ratio with Model #2.
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Figure 4.10: B/C and (Sc+Ti+V )/Fe ratios for the 1997-98 solar minimum. Data
and the leaky-box model results are identical to those shown in Figure 4.6. Here we
now show the results from the GALPROP numerical code for the case of plain diffusion
(PD, dot-dashed line) and diffusive reacceleration (DR, dashed line).
4.5.1 Comparison with GALPROP
Figures 4.10 and 4.11 show the results comparing our Model #2 with the plain diffu-
sion (PD) and diffusive reacceleration (DR) GALPROP models. First, we note that the
GALPROP models and the plotted data are the same as those shown in Section 4.4.2.
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Figure 4.11: B/C and (Sc+Ti+V )/Fe ratios for the 2009-10 solar minimum. Data
and the leaky-box model results are identical to those shown in Figure 4.7. Here we
now show the results from the GALPROP numerical code for the case of plain diffusion
(PD, dot-dashed line) and diffusive reacceleration (DR, dashed line).
Also, Model #2 is only different from Model #1 for B/C, so we shall only compare
the models for this ratio at low energies.
The most important feature to note here is that the PD model is still higher than
our simple leaky-box results for both ratios, even though our Model #2 does not have
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any special adjustments to the escape mean free path length below 1 GeV/nucleon. In
theory, the PD model and Model #2 should account for the same physical processes in
the transport of relativistic charged particles, and the results should be similar. It is
unclear why these two models do not yield the same results, however the discrepancy
may be due to the differing production cross sections and solar modulation models,
as discussed in Section 4.4.2.
4.5.2 Summary of observations
To summarize the simple rigidity-dependent leaky-box model results, we see good
agreement between the two simple leaky-box models and the data for both B/C
and (Sc + Ti + V )/Fe at the highest energies. However, at CRIS energies there are
disagreements in the magnitude and shape of the model compared with these data.
Model #2 is high compared to the CRIS data for the B/C ratio in both solar minima,
and the energy dependences are somewhat steeper than the data suggest. While the
differences in magnitude are attributed to the parameterization for the escape mean
free path, the differences in the shapes are likely due to imperfections in the solar
modulation model. We see that the (Sc+ Ti+ V )/Fe ratio has the right shape but
is slightly systematically low for both solar minimum. Also, both the model and the
solar minima data exhibit peaks near the same energies.
These differences, however, may be within the allowed uncertainties of the pro-
duction cross sections. Though the direct and indirect cross section measurements
have very small uncertainties, the cumulative data have uncertainties larger than the
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differences seen in the low-energy B/C ratio. Therefore, we propose that by using
an escape mean free path distribution that is physically more reasonable than Model
#1, it is still possible to reproduce the observations of these secondary-to-primary
ratios.
Model #2 better fits the observations than the GALPROP plain diffusion (PD)
model, even though the low-energy parameterization of the escape mean free path
does not have an artificial energy dependence. This difference is likely due to each
model’s approach to characterizing the diffusion of CRs through the Galaxy, where
the simple leaky-box model assumes all particles have an equal probability of escaping
the Galaxy no matter where they are located, and particles in the GALPROP PD
model must diffuse to the edge of the Galaxy to escape. It is also possible that
the differences in the modulation models or the production cross sections contribute
to the discrepancy. Compared with the diffusive reacceleration model, we find that
Model #2 gives similar or slightly better results for (Sc+ Ti+ V )/Fe; for B/C the
reacceleration model gives the best fit to the data.
4.6 Simple leaky-box model conclusions
In this chapter we have studied two simple leaky-box models for the transport of cos-
mic rays through the Galaxy. Each model is defined by a specific energy dependence
of the escape mean free path in the Galaxy, where Model #1 uses the Davis escape
parameterization (Equation 4.3; Davis et al. (2000)) and Model #2 uses a simpler
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rigidity-dependent escape (Equation 4.6 with Λo = 29.5 g/cm
2 and γ = −0.6). The
analytical and numerical solutions to these models are discussed in detail in Sections
4.2 and 4.3, respectively.
In Section 4.4 we presented the results for the secondary-to-primary ratios B/C
and (Sc+Ti+V )/Fe for Model #1. The CRIS data discussed in this work, covering
energies between ∼50-550 MeV/nucleon, and data from several other experiments at
higher energies were used to test the results of the model. We find that Model #1
gives a good fit to both ratios for both time periods. This is not surprising since the
model was originally tuned to fit the CRIS data in Davis et al. (2000). Compared
with the GALPROP plain diffusion and reacceleration models, we find that Model #1
is comparable to the reacceleration model at all energies for both ratios.
Section 4.5 presented the B/C and (Sc + Ti + V )/Fe ratios for Model #2. We
find that this model provides a marginally better fit to the (Sc + Ti + V )/Fe ratio
than Model #1 in both solar minima, while B/C is overestimated at low energies.
Model #2 fits the (Sc + Ti + V )/Fe ratio about as well as the GALPROP diffusive
reacceleration (DR) model, though the low-energy B/C ratio is better fit with the
DR model than Model #2. Though the GALPROP plain diffusion model should be
comparable to Model #2 , we still see a better fit to both ratios with Model #2.
In general, we find that Models #1 and #2 are virtually indistinguishable for high-
Z species since nuclear interactions are the dominating loss mechanism (see Figure
4.1). Low-Z species are very sensitive to the escape path length, and so we see
larger differences between the two models at low energies. We confirm the Davis
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et al. (2000) conclusion that an artificial escape form in the simple leaky-box model
seems necessary to correctly fit the low-energy B/C ratio and the boron and carbon
energy spectra. However, we do note that a simpler, more realistic model may fit the
ratios within uncertainties, since the cumulative measurements for some of the boron
production cross sections have large uncertainties. This is in contrast to the GALPROP
models, which show that diffusive reacceleration (DR) is necessary to fit both the
B/C and (Sc+ Ti+ V )/Fe ratios.
We note that the energy spectra, which were used to calculated the secondary-to-
primary ratios, are not discussed in this Chapter. Unlike the ratios, which are mostly
affected by the interstellar transport model, the spectra are seriously affected by the
injection spectrum, the interstellar transport model, and the solar modulation model.
Since, it is difficult to use energy spectra to draw conclusions about the interstellar
model, the primary focus of this thesis, the spectra are not discussed in this Chapter
but are instead presented in Appendix D.
Since Model #1 fits the ratios as well as the GALPROP DR model, we postulate that
the artificial escape mean free path form mimics the effect of including reacceleration
during transport. With reacceleration the low-energy particles are moved up to higher
energies, thus reducing the amount of time that particles remain in the Galaxy at low
energies. In a similar way, the artificial escape form reduces the amount of material
low-energy particles will travel through prior to escape, which in turn reduces the
time they are present in the Galaxy.
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Chapter 5
The Nested Leaky-Box Transport
Model
The nested leaky-box model was first developed by Cowsik and Wilson (1975) as
an extension of their earlier work (Cowsik and Wilson 1973) describing near-Earth
observations of GCR spectra and relative abundances. This model has some of the
same assumptions as the simple leaky-box model (Chapter 4): the cosmic ray sources
are uniformly distributed throughout the Galaxy, cosmic rays are accelerated to iden-
tical spectra at their sources, and there is no reacceleration during transport. For
the nested leaky-box model we now define a slightly different manner of transport
through the Galaxy.
First, cosmic rays are briefly stored in the immediate vicinity of their sources
(hereafter referred to as the ‘cocoon’ regions) prior to their transport through the
rest of the Galaxy. The original publication by Cowsik and Wilson (1975) stated
that the cocoons are the regions immediately surrounding the sources, though there
was no speculation of whether the cocoons surround individual stars or clusters of
stars. Work by Binns et al. (2005) has shown that the isotopic abundances measured
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by CRIS are consistent with cosmic-ray sources that are a mix of ∼80% interstellar
material with solar system abundances and ∼20% Wolf-Rayet star ejecta (stellar
wind and core-collapse supernova ejecta). More recently (Ackermann et al. 2011),
the Fermi Large Area Telescope has identified distributed gamma-ray emission from
freshly accelerated cosmic rays in the energy range of 1-100 GeV from a 50-parsec-
wide region in the Cygnus X OB association. Since most Wolf-Rayet stars and core-
collapse supernovae (believed to be cosmic-ray accelerators) reside in OB associations
that form superbubbles within giant molecular clouds (Higdon et al. 1998), these
studies suggest that the cosmic-ray sources are the stars in OB associations and that
superbubbles are the cocoons.
Cosmic rays will escape from the cocoons in an energy-dependent fashion, and dif-
fuse through the remaining Galactic volume. In this nested leaky-box model, escape
from the Galactic region is taken as being independent of energy. This parameteriza-
tion of the escape mean free path in the Galaxy is motivated by studies of cosmic-ray
anisotropies at high energies (above 100 GeV/nucleon). In the simple leaky-box
model, an escape mean free path that decreases with increasing energy above ∼1
GeV/nucleon implies that anisotropies that increase with increasing energy would be
observed, since higher-energy cosmic rays would escape more freely from the Galaxy.
However, this conflicts with observational evidence of large-scale anisotropies (Takeda
et al. (1999); Antoni et al. (2004); Strong et al. (2007)). According to Cowsik and
Burch (2010), the energy-independent escape from the Galaxy used in the nested
leaky-box model results in constant anisotropies up to several hundred TeV, which is
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consistent with the observations (as shown in their Figure 3).
Equations 4.1 and 4.2 can still be used to describe the number density or equilib-
rium interstellar intensity of a particular species of cosmic ray, however we must now
consider each transport region separately. We solve for the equilibrium densities or
intensities in the cocoons (N cocooni and ϕ
cocoon
i ) given the gains and losses from source
injection, nuclear fragmentation, radioactive decay, electron stripping or attachment,
escape, and ionization energy losses. Then we again use Equations 4.1 and 4.2 to
solve for the equilibrium NGalaxyi or ϕ
Galaxy
i given the appropriate gains and losses
for this region. In this part of the calculation, the source injection terms are now
replaced by the injection of cosmic rays into the Galaxy due to their escape from the
cocoons (CGalaxyi and q
Galaxy
i ).
As in the case of the simply leaky-box model, we will first use an analytic solution
of a simplified form of Equation 4.1 to determine the B/C and (Sc + Ti + V )/Fe
ratios in the Galaxy for the nested leaky-box model (see Section 5.2). In Section 5.3
we then introduce our numerical solution for the interstellar equilibrium intensities
ϕGalaxyi given by Equation 4.2. The density ratios we derive in Section 5.2 will be
identical to the ratios of the ϕGalaxyi at the same energy per nucleon, and they provide
us with a way to test the results from our numerical calculation.
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5.1 Inputs to the model
Similar to Section 4.1, there are four important inputs to the nested leaky-box model.
The partial interaction cross sections, determined using both measured data and
calculated numbers based on semi-empirical formulae, are again a crucial piece of
information. The source injection spectrum is a power law in momentum per nucleon,
though according to Cowsik and Burch (2010) we must now choose for the power-
law index the value from the observed cosmic-ray spectra at energies above ∼ 10
GeV/nucleon. After exploring a range of spectral indices (from -2.5 to -2.9), we
found that the spectra are best fit using an index of -2.8 for this model.
Since cosmic rays may escape out of the cocoon and the Galaxy, there are two
definitions for the the escape path length (given by ΛescC and Λ
esc
G ). In the cocoon,
the path length for escape depends on the energy of a cosmic ray. We have chosen
to use the simple rigidity-dependent escape mean free path form given by Equation
4.6, and have explored the parameter space to find the values of Λo and γ that best
fit the model to the observed data. For Λo we considered values in the range of 12.5-
43.0 g/cm2, and values for γ between -0.6 and -0.8. In this Chapter we will present
the results from two different parameterizations: Model #1: Λo = 16.5 g/cm
2 and
γ = −0.6; Model #2: Λo = 23.0 g/cm2 and γ = −0.6.
In the Galaxy, the path length for escape ΛescG is considered to be independent of
energy. We explored a range of constant values, from 0.5-2.0 g/cm2, and determined
that ΛescG = 0.5 g/cm
2 yields the best fit for both models to the observed data. Sections
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5.4 and 5.5 will present the secondary-to-primary ratios using these parameterizations
for ΛescC and Λ
esc
G (the energy spectra are found in Appendix D.2). As will be seen,
Model #1 gives an excellent fit to the (Sc + Ti + V )/Fe ratio at all energies and
to the B/C ratio at CRIS energies, while Model #2 gives an good fit only for B/C
at high energies. No set of parameters could be found that simultaneously fit both
ratios at all energies.
Figure 5.1 plots the cocoon escape parameterizations for both models for 12C and
56Fe. Though each model uses a different value of Λo, at high energies both escape
forms begin to converge. Since cosmic rays will lose energy during transport through
the heliosphere, only interstellar energies above ∼300 MeV/nucleon will be relevant
for this study. For reference, we have shown the total interaction mean free paths
for each species, as calculated using Equations 4.13 and 4.14 (Webber et al. (1990c);
Letaw et al. (1983)).
5.2 Analytical solution
The analytical solution to the nested leaky-box model, based on Equation 4.1, is
similar to the derivation for the simple leaky-box model outlined in Section 4.2. In
this case we now divide the propagation region into two parts: the cocoon regions
(which are all considered to be identical and uniformly distributed throughout the
Galaxy) and the remaining volume of the Galaxy. Again, we begin by considering
cosmic rays with energies above a few GeV/nucleon. Ionization energy losses, electron
108
5.2 Analytical solution
Figure 5.1: The escape mean free path parameterizations in the cocoon for 12C
and 56Fe for the nested leaky-box models. The solid and dashed curves are calculated
using Equation 4.6, where Model #1 (solid lines) uses Λo = 16.5 g/cm
2 and γ = −0.6,
and Model #2 (dashed lines) uses Λo = 23.0 g/cm
2 and γ = −0.6. For reference the
total interaction mean free path for each species (Webber et al. (1990c); Letaw et al.
(1983)), based on the cross sections calculated with Equations 4.13 and 4.14, are
shown (dotted lines). Note that the shapes of these curves below ∼300 MeV/nucleon
are not relevant for this study since cosmic rays with these interstellar energies will
not be seen by CRIS due to solar modulation.
stripping and attachment, and radioactive decays are all neglected here.
First, we distinguish between the two propagation regions with the subscripts
C and G for the cocoon regions and the Galaxy, respectively. The number density
(cm−3) of cosmic ray sources (i.e., the number density of cocoons) is given by h. The
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number density of interstellar hydrogen atoms is given by j in each cocoon and n in
the Galaxy.
Let a(ε) be the number of primary particles accelerated by the source inside each
cocoon per unit time. These cosmic rays have a leakage lifetime out of the cocoons
of τC (seconds). Under steady-state conditions (
dQ
dt
= 0), the number of primary
particles of species Q(ε) in each cocoon is controlled by losses due to escape and
fragmentation, and gains via injection by the source:
dQ
dt
= 0 = a−Q
(
1
τC
+ cjσP
)
, (5.1)
Q =
aτC
1 + λCσP
. (5.2)
Here, c is the speed of light; σP gives the total charge-changing cross section (cm
2) for
a primary particle interacting on hydrogen. Let the mean column density (cm−2) for
escape from the cocoons be given by λC = cjτC . We note that Equation 5.2 assumes
that Q is not produced from the fragmentation of heavier elements. This simplifi-
cation is good for iron since the most abundant element that can contribute to iron
production is nickel, and its abundance is 5% of the iron abundance. The approx-
imation is not as good for carbon, since oxygen is equally abundant and nitrogen’s
abundance is ∼25% of carbon’s abundance.
These cosmic rays may escape from the cocoons into the Galaxy. This injection
of primary cosmic rays is directly proportional to Q and the leakage rate 1/τC . In the
Galaxy, these primaries can be lost by escape and fragmentation. The steady-state
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equation that controls the number density P (ε) (cm−3) of the primary cosmic rays in
the Galaxy is given by
dP
dt
= 0 =
hQ
τC
− P
(
1
τG
+ cnσP
)
, (5.3)
P =
hQτG
τC (1 + λGσP )
. (5.4)
Here we define the mean column density (cm−2) for escape from the Galaxy as λG =
cnτG, where τG is the leakage time (seconds) from the Galaxy.
For the nested leaky-box model, secondary cosmic rays in the Galaxy are the
sum of two parts: those secondaries produced in the cocoons that have escaped
into the Galaxy, and those secondaries that were produced within the Galaxy from
heavier species. Beginning in each cocoon, the number s(ε) of some purely secondary
cosmic ray is controlled by a steady-state equation balancing losses due to escape
and fragmentation and gains due to the fragmentation of heavier species into the
secondary particle:
ds
dt
= 0 = cj
∑
Qk>S
QkσQk→S − s
(
1
τC
+ cjσS
)
, (5.5)
s =
λC
1 + λCσS
∑
Qk>S
QkσQk→S . (5.6)
Here, σS gives the total charge-changing interaction cross section (cm
2) of the sec-
ondary particle on hydrogen. In the summation, σQk→S is the partial interaction cross
111
5.2 Analytical solution
section (cm2) of a heavier primary species Qk(ε) incident on hydrogen.
These secondary cosmic rays will leak into the Galaxy, at a rate q = hs/τC (cm
−3
s−1). Accounting for losses due to escape from the Galaxy and fragmentation, and
gains from the secondaries leaking out of the cocoons, we may write the steady-state
equation describing the first piece of the secondary number density in the Galaxy as:
dR
dt
= 0 = −R
(
1
τG
+ cnσS
)
+ q , (5.7)
R =
hτGλC
∑
Qk>S
QkσQk→S
τC (1 + λCσS) (1 + λGσS)
. (5.8)
Using Equation 5.4 to substitute Pk(ε) for Qk(ε), Equation 5.8 becomes
R =
λC
∑
Pk>S
PkσPk→S (1 + λGσPk)
(1 + λCσS) (1 + λGσS)
. (5.9)
In this equation, we consider secondary production from primary species only in order
to simplify the solution.
To determine the number density of purely secondary cosmic rays S(ε) produced
in the Galaxy, we may refer to Equation 4.8 of the simple leaky-box model:
S =
λG
1 + λGσS
∑
Pk>S
PkσPk→S . (5.10)
The total number density of secondary cosmic rays in the Galaxy is the sum of R(ε)
(the component dependent on the secondary particles that leaked out of the cocoons
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into the Galaxy) and S(ε) (the component dependent on primary particles in the
Galaxy interacting in the ISM to form the secondary particles):
S +R =
1
1 + λGσS
∑
Pk>S
PkσPk→S
{
λG +
λC (1 + λGσPk)
1 + λCσS
}
. (5.11)
From Equation 5.11 we can determine the ratio of secondary cosmic rays (denoted
by S + R) in the Galaxy to one of the heavier primary particles Pk(ε). These ratios
(or interstellar equilibrium abundances) are identical to ratios of intensities measured
at the same energy/nucleon. As an example, the ratio of boron to carbon would be
given as
B
C
=
1
1 + λGσB
∑
Pk>B
Pk
C
σPk→B
{
λG +
λC (1 + λGσPk)
1 + λCσB
}
, (5.12)
while the ratio (Sc+ Ti+ V )/Fe has the form
Sc+ Ti+ V
Fe
=
∑
Pk>Sc
Pk
Fe
{
σPk→Sc
1 + λGσSc
(
λG +
λC (1 + λGσPk)
1 + λCσSc
)
+
σPk→Ti
1 + λGσTi
(
λG +
λC (1 + λGσPk)
1 + λCσTi
)
+
σPk→V
1 + λGσV
(
λG +
λC (1 + λGσPk)
1 + λCσV
)}
. (5.13)
The summation covers any primary species heavier than vanadium. For Equations
5.12 and 5.13, Pk/C and Pk/Fe are the observed abundance ratios of cosmic rays.
As in Section 4.2, we can also include in these solutions the helium component of
the ISM. For the nested leaky-box model, we need to define the fractions of hydrogen
and helium in both the cocoons and the Galaxy. Let fHC and f
He
C represent the
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appropriate fractions in each cocoon, while fHG and f
He
G give the fractions in the
Galaxy. Then we make the replacement
λxσy = λx
(
fHx σ
H
y + f
He
x σ
He
y
)
, (5.14)
where the subscript x indicates propagation region (C or G), and y specifies the type
of cross section (Pk, S, or Pk → S). If we wish to convert λC and λG from column
number densities (cm−2) to areal densities (g/cm2), we may use Equation 4.12 with
λC or λG taking the place of the original λ.
Sections 5.4 and 5.5 will discuss the analytical solutions presented above for both
models considered here, as well as the results from the numerical nested leaky box
model (Section 5.3).
5.3 Numerical solution
The numerical solution for the nested leaky-box model is very similar to the calcula-
tion for the simple leaky-box model (Wiedenbeck (2010) and Appendix C of George
et al. (2009)). The source spectra and composition are calculated in the manner
described in Section 4.3. Ionization energy losses were again adjusted by a factor
of 1.4 to account for the presence of ionized hydrogen in the ISM. Total and partial
interaction cross sections and the attachment and stripping cross sections were calcu-
lated with the formulae given by Equations 4.13-4.30. We again considered only the
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long-lived radioactive isotopes in this calculation.
The differences between the solutions for the simple and nested leaky-box models
arise when we consider that in the nested model there are now two regions for cosmic-
ray transport. Cowsik and Burch (2010) proposed a range of hydrogen densities
in each region, with 0.1 − 0.2 cm−3 representative of the Galaxy and ∼ 100 − 107
cm−3 in the cocoons. They argued that the cocoons should be much denser than
the Galaxy so that the majority of secondary production can take place during the
short residence time of the cosmic rays in the cocoons. The wide range of values
they proposed reflect the various densities of the candidates that may serve as the
cocoon regions (i.e., circumstellar envelopes, dark clouds, molecular clouds, and giant
molecular complexes). We explored Galactic hydrogen densities in the range of 0.025-
0.4 cm−3, and cocoon hydrogen densities in the range of 25-100 cm−3, though our
results were insensitive to the chosen values. Therefore we have adopted a Galactic
hydrogen density of 0.2 cm−3 and a cocoon hydrogen density of 100 cm−3, with a
helium-to-hydrogen ratio of 0.11 by number in both regions. In Sections 5.4 and 5.5
we will present the model results for the parameterizations that yielded the best fits
to the secondary-to-primary ratio observations.
We solved for the interstellar equilibrium intensities ϕGalaxyi (ε) of Equation 4.2
using a matrix solution similar to the one defined by Equation 4.31. However, for
the nested leaky-box model this required a three-step processing scheme. We first
solved Equation 4.2 for the equilibrium intensities in the cocoons, ϕcocooni (ε). In the
second step, we ‘leaked’ the cosmic rays out of the cocoons and into the Galaxy. This
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required that we divide the ϕcocooni (ε) by the escape time in the cocoons (τC). For
the final step we solved Equation 4.2 for the ϕGalaxyi (ε), given the injection of cosmic
rays from the cocoons (which was determined in the second step of this calculation).
As in the leaky-box model, we processed the species in order of decreasing mass
and increasing atomic number per mass. Iteration loops were used to calculate ra-
dioactive decay contributions that occurred out of order in the processing sequence.
Once the ϕGalaxyi (ε) were found, we used a spherically symmetric solar modulation
model to find the intensities observed near Earth (see Chapter 1.4.3).
5.4 Model #1
In this Section we present the secondary-to-primary ratios B/C and (Sc+Ti+V )/Fe
for the nested leaky-box Model #1. This model uses a simple rigidity-dependent
form for the escape mean free path in the cocoon (Equation 4.6 with Λo = 16.5
g/cm2 and γ = −0.6), and an energy-independent form in the Galaxy (given by
ΛG = 0.5). Figures 5.2 and 5.3 plot the ratios for the 1997-98 and 2009-10 solar
minima, respectively.
B/C and (Sc + Ti + V )/Fe are determined by taking ratios of the elemental
cosmic-ray spectra at Earth (see Appendix D.2.1). We have used higher-energy data
from the space missions CRN (Swordy et al. 1990), AMS-01 (Aguilar et al. 2010),
and HEAO-3 (Engelmann et al. 1990), as well as data from the balloon experiments
ATIC-2 (Panov et al. 2008), CREAM (Ahn et al. 2008), and TRACER (Obermeier
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et al. 2011) to evaluate how well each model reproduces the observations. Note that
some of the experiments listed here are not used in the discussion of the energy spectra
in Appendix D (and visa versa). This is simply due to which energy spectra and/or
secondary-to-primary ratios have been reported.
For both solar minima, this model gives a very good fit to the B/C ratio at CRIS
energies and the (Sc + Ti + V )/Fe ratio at all energies. The average differences
between the model and the CRIS data for both ratios are 2-3%. However, at higher
energies the model underestimates the B/C ratio by ∼20% on average. Despite this
difference the model peaks near the same energies as suggested by the available data,
though the B/C peak occurs at a slightly lower energy than the data.
To explain why we only see significant differences in the B/C ratio above a few
hundred MeV/nucleon, we might consider that one or more of the partial interaction
cross sections for producing boron are too low in this energy regime. Carbon and
oxygen are the most abundant parent species, and their cross sections for producing
boron are large; therefore, we might expect that increasing these cross sections at
high energies would have a positive effect on the final results. We can use Equation
5.12 to estimate the changes we would see.
The uncertainties in the S%T semi-empirical production cross sections may be as
high as 30% (Silberberg et al. 1985). If the high-energy cross sections for carbon or
oxygen producing boron are increased by 30% this would translate to a 25% increase
in the B/C ratio, which nearly makes up the difference. However, of the few measured
cross sections we have at high energies some of the data have reported uncertainties
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Figure 5.2: B/C and (Sc + Ti + V )/Fe ratios for the 1997-98 solar minimum.
CRIS observations discussed in this work are shown as filled red circles; for references
to all other data used here, refer to Section 5.4. The solid curves are calculated
from ratios of the cosmic-ray spectra at 1 AU (Appendix D.2.1), which result from
an interstellar transport model using a simple rigidity-dependent form of the escape
mean free path in the cocoon (given by Equation 4.6, where Λo = 16.5 g/cm
2 and
γ = −0.6) and an energy-independent form in the Galaxy (ΛG = 0.5 g/cm2), and
a solar modulation level of φ = 325 MV. The injection spectrum was taken to be a
power law in momentum per nucleon, with a spectral index of -2.8.
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Figure 5.3: B/C and (Sc+ Ti+ V )/Fe ratios for the 2009-10 solar minimum. For
additional information concerning the data and interstellar transport models used
here, refer to the caption of Figure 5.2.
that are less than 15% (see Figures 4.8 and 4.9 in Chapter 4.5). Therefore, the
adjustments required to better fit the high-energy B/C ratio are beyond what could
be reasonably allowed. We also know that such an increase is unnecessary to fit the
B/C ratio using the simple leaky-box models in Chapter 4. So while this increase
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would almost make up for the total difference, it is unlikely that the cross sections
are the only problem.
5.4.1 Analytical solution results
The ratios from our numerical model are compared with the analytical solutions
computed from Equations 5.12 and 5.13; our procedure was previously discussed
in Section 4.4.1. We computed the ratios at four energies, 2.65, 5.60, 10.6, and 35.0
GeV/nucleon, corresponding to several HEAO energy bins and the results are plotted
in Figures 5.2 and 5.3 as filled stars. The B/C ratio is underestimated by an average
of 14%, while the (Sc + Ti + V )/Fe ratio is overestimated by an average of 4%.
The largest difference for the sub-iron ratio is 10% at 2.65 GeV/nucleon, while the
difference is less than 3% at the three higher energies.
These results comparing the analytical and numerical models are quite similar to
those seen with the two simple leaky-box models presented in Chapter 4. This is
likely due to the fact that the escape mean free path in the cocoon region, where
the majority of the secondaries are produced, has a similar energy-dependence above
∼1 GeV/nucleon as those parameterizations used in both simple leaky-box models.
Therefore, we again propose that the discrepancies seen here are most likely caused
by our simplifications to the calculation and the uncertainties in the interaction cross
sections.
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5.4.2 Comparison with GALPROP
GALPROP (Strong and Moskalenko 1998), which has been previously described in Sec-
tion 4.4.2, is a numerical code that uses current information about galactic structures
and source distributions to simultaneously predict the observations of all relativistic
charged particles and the diffuse γ-ray and synchrotron radiation. In this Section
we will compare our nested leaky-box results from Model #1 with publicly avail-
able sample models using GALPROP Version 54.1.984 (released 09/07/2011) at http:
//galprop.stanford.edu/webrun/. We have chosen to use two pre-programmed
models that are tuned to reproduce the CRIS isotopic abundances (Wiedenbeck et al.
2001): the first is a plain diffusion (PD) model (parameter file galdef 44 999726pub)
published in Ptuskin et al. (2006), and the second is a diffusive reacceleration (DR)
model (parameter file galdef 44 599278pub) published in Ptuskin et al. (2006) and
Strong and Moskalenko (2001). Figures 5.4 and 5.5 compare the B/C and (Sc+Ti+
V )/Fe ratios from these models with the results from our Model #1 and the available
observations. Note that we have specified the same modulation levels for all of the
models (325 MV for 1997-98 and 250 MV for 2009-10).
We note that the data and the GALPROP results shown here are identical to those
shown in Sections 4.4.2 and 4.5.1. Therefore, the comparisons between the GALPROP
models and the CRIS data remain the same, and only the comparison between the
three models will be important for this discussion.
It is clear that our results with Model #1 better fit the CRIS data than the
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Figure 5.4: B/C and (Sc+Ti+V )/Fe ratios for the 1997-98 solar minimum. Data
and the leaky-box model results are identical to those shown in Figure 5.2. Here we
now show the results from the GALPROP numerical code for the case of plain diffusion
(PD, dot-dashed line) and diffusive reacceleration (DR, dashed line).
GALPROP plain diffusion (PD) model. Compared with the diffusive reacceleration
(DR) model, our Model #1 is as successful or better at reproducing both of the low-
energy ratios, especially for the low-energy B/C ratio. The CRIS B/C data suggest
a relatively flat ratio that Model #1 is able to fit, while the too-steep DR model can
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Figure 5.5: B/C and (Sc+Ti+V )/Fe ratios for the 2009-10 solar minimum. Data
and the leaky-box model results are identical to those shown in Figure 5.3. Here we
now show the results from the GALPROP numerical code for the case of plain diffusion
(PD, dot-dashed line) and diffusive reacceleration (DR, dashed line).
only fit the highest energy observations. This is important to note because our nested
leaky-box model does not require an artificial escape form (as in the simple leaky-box
Model #1 in Section 4.4) or reacceleration to fit either low-energy ratio.
At higher energies, Model #1 seems to yield a slightly better fit to the (Sc +
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Ti+ V )/Fe ratio than either GALPROP model. However, the same is not true for the
high-energy B/C ratio since Model #1 is unable to fit these data.
5.4.3 Summary of observations
To summarize the results from Model #1 for the secondary-to-primary ratios, we see
very good fits to the low-energy B/C and (Sc + Ti + V )/Fe ratios in each solar
minimum period. However, while the high-energy (Sc+Ti+V )/Fe ratio is also very
well fit with this model, the high-energy B/C ratio is underestimated by an average
of 20%. We have considered that the production cross sections for boron are too low,
however the available cross section measurements limit our ability to adjust the pro-
duction of boron. The analytical solution yields results that are quite similar to those
seen with the simple leaky-box models in Chapter 4. Therefore, we again conclude
that the analytical solution to the nested leaky-box model is a good approximation
to the full numerical calculation, despite the simplifications introduced.
We see that Model #1 fits the low-energy observations as well as or better than
both of the GALPROP models. This is interesting because the GALPROP results assert
that the low-energy ratios can only be fit if reacceleration is included in the transport
model, and our Model #1 does not include any reacceleration. At higher energies,
Model #1 gives a slightly better fit to the (Sc+ Ti+ V )/Fe ratio than the GALPROP
models. However, the B/C ratio is better fit with either GALPROP model since Model
#1 significantly underestimates these observations.
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5.5 Model #2
In this Section we present the secondary-to-primary ratios B/C and (Sc+Ti+V )/Fe
for Model #2, which uses a simple rigidity-dependent form of the escape mean free
path in the cocoon (Equation 4.6, with Λo = 23.0 g/cm
2 and γ = −0.6) and an
energy-independent escape form in the Galaxy (ΛG = 0.5 g/cm
2). Figures 5.6 and
5.7 plot the ratios for the 1997-98 and 2009-10 solar minima, respectively. These
ratios are calculated from the elemental cosmic-ray spectra at Earth (see Appendix
D.2.2). CRIS data presented in this work, as well as various experiments that cover
higher energies (∼ 500 − 105 MeV/nucleon), are used to evaluate how well each
model reproduces the observations; see Section 5.4 for references to the data from
other experiments.
In each time period this model gives a fairly good fit to B/C at energies above
several hundred MeV/nucleon. At CRIS energies B/C seems to have the right energy
dependence, though it is systematically high compared to the data (with an average
deviation of 14% for both solar minimum periods). The (Sc + Ti + V )/Fe ratio
predicted by the model also has the right shape, but again it is systematically higher
than the data in both solar minimum periods by 11%.
As seen in Figures 4.8 and 4.9 in Chapter 4.5, the uncertainties on the few boron
production cross section measurements may be large enough to allow for adjustments
that would yield better fits to the low-energy B/C ratio. However, the production
of the scandium, titanium, and vanadium isotopes from 56Fe (the most abundant
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Figure 5.6: B/C and (Sc + Ti + V )/Fe ratios for the 1997-98 solar minimum.
CRIS observations discussed in this work are shown as filled red circles; for references
to all other data used here, refer to Section 5.4. The solid curves are calculated
from ratios of the cosmic-ray spectra at 1 AU (Appendix D.2.2), which result from
an interstellar transport model using a simple rigidity-dependent form of the escape
mean free path in the cocoon (given by Equation 4.6, where Λo = 23.0 g/cm
2 and
γ = −0.6) and an energy-independent form in the Galaxy (ΛG = 0.5 g/cm2), and
a solar modulation level of φ = 325 MV. The injection spectrum was taken to be a
power law in momentum per nucleon, with a spectral index of -2.8.
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Figure 5.7: B/C and (Sc+ Ti+ V )/Fe ratios for the 2009-10 solar minimum. For
additional information concerning the data and interstellar transport models used
here, refer to the caption of Figure 5.6.
primary progenitor) are better studied than the boron cross sections, with measure-
ments covering a large range in energies. This is seen is several of the example cross
sections shown in Appendix C. The differences we see for the (Sc+Ti+V )/Fe ratio
are a little larger than the .10% uncertainties on the cross section measurements.
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Therefore, it is unlikely that the discrepancies between Model #2 and both ratios
may be the rectified with adjustments to all of the relevant production cross sections.
In Section 5.4 we saw that Model #1 could not fit the high-energy B/C ratio,
and so we chose for Model #2 a higher value of Λo for escape from the cocoon region.
This change allowed the primary nuclei to travel farther and produce more secondary
nuclei before escape from the cocoon region. However, it strongly affected both ratios
at all energies, leading to the large disagreements we see here. This was to be expected
since losses due to interaction are now equally or more important than losses due to
escape (see Figure 5.1).
We also tested the numerical model results using the calculated ratios from our
analytical solution (Equations 5.12 and 5.13) described in Section 5.2. We find that
the results are quite similar to those discussed in Section 5.4.1 and the simple leaky-
box models in Chapter 4.
5.5.1 Comparison with GALPROP
The nested leaky-box models we have used here do not include the effects of diffu-
sive reacceleration, which has been used in other studies to better fit the low-energy
secondary-to-primary ratios. Therefore, in this Section we will compare our model re-
sults with the GALPROP transport models (Strong and Moskalenko (1998); Moskalenko
et al. (2003)), which were previously described in Section 4.4.2. Figures 5.8 and 5.9
compare the GALPROP plain diffusion (PD) and diffusive reacceleration (DR) models
with our Model #2.
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Figure 5.8: B/C and (Sc+Ti+V )/Fe ratios for the 1997-98 solar minimum. Data
and the leaky-box model results are identical to those shown in Figure 5.6. Here we
now show the results from the GALPROP numerical code for the case of plain diffusion
(PD, dot-dashed line) and diffusive reacceleration (DR, dashed line).
Note that the GALPROP models and the plotted data are identical to those shown
in Section 5.4.2. Therefore, we will only focus on the comparison between the three
models. We see that the ratios using the PD model are still higher than our nested
leaky-box results at CRIS energies, even though Model #2 significantly overestimates
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Figure 5.9: B/C and (Sc+Ti+V )/Fe ratios for the 2009-10 solar minimum. Data
and the leaky-box model results are identical to those shown in Figure 5.7. Here we
now show the results from the GALPROP numerical code for the case of plain diffusion
(PD, dot-dashed line) and diffusive reacceleration (DR, dashed line).
(Sc+Ti+V )/Fe at all energies and B/C at low energies. As expected, the GALPROP
DR model better fits both ratios at all energies, though the high-energy B/C ratio is
about as equally well fit with Model #2.
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5.5.2 Summary of observations
To summarize the results for the secondary-to-primary ratios using Model #2, we
see a good fit to the high-energy B/C ratio in each solar minimum period. We
achieved this good fit by adopting a longer escape mean free path length in the
cocoon region than the form used in Model #1 (Section 5.4). However, this change
results in a poorer fit to the low-energy B/C ratio and the (Sc+Ti+V )/Fe ratio at
all energies (specifically, the ratios are overestimated by 11-14% at CRIS energies).
The analytical solution yields results that are quite similar to those seen with the
simple leaky-box models in Chapter 4 and the nested leaky-box Model #1 in Section
5.4.1. Therefore, we again conclude that the analytical solution to the nested leaky-
box model is a good approximation to the full numerical calculation, despite the
simplifications introduced.
Finally, we see that in most cases the GALPROP diffusive reacceleration model yields
the best fit to both ratios at all energies. Only at high energies does Model #2 yield
a comparably good fit to the B/C ratio. Even though Model #2 overestimates both
ratios at CRIS energies, we see that Model #2 still yields better results than the
GALPROP plain diffusion model.
5.6 Nested leaky-box model conclusions
In this chapter we studied a range of nested leaky-box models in which we varied
the input parameters to find models that best fit the B/C and (Sc + Ti + V )/Fe
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ratios. This search included: the injection spectrum index (varied from -2.5 to -2.9);
Λo (varied from 12.5-43.0 g/cm
2) and γ (varied from -0.6 and -0.8) for the cocoon
escape mean free path (given by Equation 4.6); and ΛG (varied from 0.5-2.0 g/cm
2)
for the energy-independent Galactic escape mean free path. We present here two
models, one of which gave the best fit to (Sc + Ti + V )/Fe at all energies and the
B/C ratio only at low energies, and a second which best fit only the high-energy B/C
ratio. We were unable to find a model that best fit these ratios at all energies. Model
#1 uses Λo = 16.5 g/cm
2, γ = −0.6, and ΛG = 0.5 g/cm2; Model #2 uses Λo = 23.0
g/cm2, γ = −0.6, and ΛG = 0.5 g/cm2. The analytical and numerical solutions to
these models are discussed in detail in Sections 5.2 and 5.3, respectively.
In Section 5.4 we presented the results for the secondary-to-primary ratios B/C
and (Sc+Ti+V )/Fe using Model #1. We find that this model gives a very good fit
to the low-energy B/C and (Sc + Ti + V )/Fe ratios in each solar minimum period.
However, while the high-energy (Sc+ Ti+ V )/Fe ratio is also very well fit with this
model, the high-energy B/C ratio is underestimated by an average of 20%. Compared
with the GALPROP plain diffusion (PD) and diffusive reacceleration (DR) models, we
see that Model #2 gives a comparable or better fit to the data than the PD and DR
models (except for high-energy B/C).
Section 5.5 discussed our results with Model #2. Due to the poor fit of the high-
energy B/C ratio using Model #1, we used a longer escape mean free path length
in this model. For both solar minima we do see that this change allows for a good
fit to the high-energy B/C ratio for both time periods. However, the low-energy
132
5.6 Nested leaky-box model conclusions
B/C ratio and the (Sc + Ti + V )/Fe ratio at all energies are overestimated. This
is expected since the longer path length allows for the production of more secondary
species due to nuclear interactions (see Figure 5.1). Because of these overestimations,
the GALPROP DR model better fits the ratios than Model #2. Only for the high-energy
B/C ratio does Model #2 give a comparable fit.
As discussed in Section 5.4, it might be plausible that the production cross sections
for boron at high energies are too low and some adjustments would allow a better fit
to B/C using Model #1. However, the uncertainties on the relevant cross sections
do not allow large enough changes at high energies. We may also consider similar
cross section adjustments to yield better fits to the ratios using Model #2. Yet, the
production of scandium, titanium, and vanadium from 56Fe are fairly well studied
and have somewhat smaller uncertainties than the differences we see for the (Sc +
Ti+ V )/Fe ratio. Therefore, it is unlikely that the problems we see fitting the B/C
and (Sc + Ti + V )/Fe ratios are only due to our treatment of the production cross
sections.
Perhaps the problem here may be that our nested leaky-box model is missing
fundamental physics that is most important for secondary production, or some of the
assumptions we have made are limiting our results. Despite these issues, we believe
that the nested leaky-box model shows promise as a cosmic-ray transport model since
it can be used to fit some of the secondary-to-primary ratios very well, if not better
than the standard approaches using the simple leaky-box model and the GALPROP
DR model. However, to better reproduce the results at all energies, further work
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with this model and the interaction cross sections are required. Until this model is
better understood, it can not be considered an alternative to the simple leaky-box
and GALPROP models.
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Chapter 6
Conclusions
In this dissertation, observations of galactic cosmic rays with nuclear charge 5≤Z≤28
in the energy range ∼50-550 MeV/nucleon using the CRIS instrument are presented.
Improvements to the data analysis techniques originally used in George et al. (2009)
are discussed in Chapter 3. These changes include a more careful selection of the
data for the 1997-98 solar minimum period to avoid discriminator threshold changes
that introduced a bias in the high-Z dataset, as well an improved approach to the
error analysis for the energy spectra and relative abundances. New data from the
2009-2010 solar minimum are also presented. This period featured very low levels
of solar activity, and we find that the GCR intensities observed during this time are
the highest recorded during the space age. These measurements are considered to be
the closest we have ever come to observing the interstellar energy spectra of nuclei
heavier than helium.
These high-precision CRIS measurements were then used to study the interstellar
transport of galactic cosmic rays. For this work, extensive updates to our database of
measured and semi-empirical production cross sections were required. This informa-
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tion is critical when modeling interstellar transport since GCRs will suffer interactions
with the ambient hydrogen and helium atoms in the the interstellar medium. Ap-
pendix C documents the work required to update our transport code.
The secondary-to-primary ratios B/C and (Sc+Ti+V )/Fe were then used to test
the simple and nested leaky-box transport models (Chapters 4 and 5, respectively).
The new and improved CRIS observations presented in this work were used to evaluate
the predictions of these models at energies below ∼1 GeV/nucleon. Comparing the
simple leaky-box model results to the data, we find the ratios and energy spectra are
well fit at all energies only when an artificial, unphysical form for the galactic escape
mean free path below∼1 GeV/nucleon is used. A more realistic energy dependence for
escape from the Galaxy resulted in poorer fits to the boron and carbon observations.
We also found that the results using the artificial escape parameterization mimicked
the results of the GALPROP transport model that fits the CRIS data by including a
small amount of reacceleration at low energies.
For the nested leaky-box model, we were unable to find a single set of transport
parameters that would yield a simultaneous fit of the B/C and (Sc + Ti + V )/Fe
ratios at all energies. To achieve a better fit to the data, this model would have
required adjustments to the high-energy boron production cross sections that were
larger than the uncertainties on the cross section measurements. Though some of the
results are promising, further work is required before the nested leaky-box model can
be considered an alternative transport model to GALPROP and the simple leaky-box
model.
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While this work focuses on the study of the interstellar transport models, we have
not explored alternative models for the transport of GCRs through the heliosphere.
Solar modulation significantly affects GCRs with energies below ∼1 GeV/nucleon,
so a robust heliospheric transport model is required in order to best fit the CRIS
observations. In this work, we have used a simplified spherically symmetric solar
modulation model that includes diffusion, convection, and adiabatic deceleration, as
described by the Fokker-Planck equation (refer to Equation 1.2 in Chapter 1.4.3).
Our results with this model seem to fit the secondary-to-primary ratios well, though
these observations are a better test of the interstellar propagation model. Future
work should include a careful examination of the solar modulation model used here,
as well as the consideration of more physically accurate models.
Once we have found heliospheric and interstellar models that yield the best fits
to GCR observations at Earth, these models can be used to derive the GCR source
abundances. These predictions will provide additional insight into source models,
particularly the OB association/superbubble model (Higdon and Lingenfelter (2003);
Binns et al. (2005)) that predicts a source mixture of ∼80% solar system material
and ∼20% massive star ejecta.
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Appendix A
CRIS Solar Minimum Data
The 1997-98 and 2009-10 CRIS solar minimum energy spectra (plotted in Figures 3.7
through 3.10 in Section 3.7.1) are given in Tables A.1 and A.2. These spectra have
also been interpolated to a common energy grid, given in Tables A.3 and A.4. The
reported uncertainties are the quadratic summation of the statistical and systematic
contributions, as discussed in Section 3.6.
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Energies (MeV/nucleon)
Element 1997-98 Intensities (10−9 [cm2 s sr MeV/nucleon]−1)
B 59.6 79.7 102.0 121.1 138.2 154.0 168.6
109.7 ± 4.0 133.8 ± 4.5 158.9 ± 5.8 167.3 ± 6.6 188.6 ± 7.9 199.4 ± 9.1 204.6 ± 10.0
C 68.3 91.4 117.2 139.2 159.1 177.3 194.4
518.3 ± 15.8 618.2 ± 19.1 724.0 ± 23.8 774.6 ± 27.6 811.4 ± 31.0 833.2 ± 34.8 829.7 ± 37.7
N 73.2 98.1 125.8 149.5 170.9 190.6 209.1
126.0 ± 4.4 145.8 ± 4.9 175.9 ± 6.3 185.2 ± 7.2 196.0 ± 8.3 207.3 ± 9.6 195.4 ± 9.8
O 80.4 107.8 138.4 164.7 188.4 210.2 230.7
578.9 ± 17.6 673.4 ± 20.9 760.4 ± 25.6 791.3 ± 29.0 805.2 ± 32.2 829.5 ± 36.8 790.6 ± 38.2
F 83.5 112.0 143.8 171.1 195.9 218.6 240.0
7.7 ± 0.6 8.5 ± 0.5 10.8 ± 0.7 11.8 ± 0.8 12.0 ± 0.9 12.2 ± 1.1 12.2 ± 1.1
Ne 89.4 120.0 154.3 183.8 210.5 235.1 258.2
83.0 ± 3.0 97.2 ± 3.4 110.3 ± 4.2 118.3 ± 4.9 117.4 ± 5.4 116.6 ± 6.0 117.8 ± 6.6
Na 94.0 126.2 162.3 193.5 221.7 247.8 272.3
16.5 ± 0.9 19.8 ± 0.9 21.5 ± 1.1 20.8 ± 1.2 22.2 ± 1.4 23.7 ± 1.6 22.9 ± 1.7
Mg 100.2 134.6 173.3 206.7 237.0 265.0 291.4
120.2 ± 4.1 139.3 ± 4.7 153.6 ± 5.7 166.4 ± 6.8 162.4 ± 7.4 163.3 ± 8.4 154.9 ± 8.8
Al 103.8 139.6 179.8 214.5 246.1 275.3 302.8
16.6 ± 0.9 20.2 ± 0.9 23.9 ± 1.2 22.3 ± 1.2 24.3 ± 1.5 23.7 ± 1.6 22.2 ± 1.7
Si 110.0 148.2 191.0 228.1 261.8 293.0 322.5
90.9 ± 3.2 106.8 ± 3.7 114.7 ± 4.4 117.4 ± 5.1 121.2 ± 5.8 120.6 ± 6.5 109.7 ± 6.6
P 112.7 151.8 195.8 233.9 268.6 300.8 331.1
2.4 ± 0.3 2.9 ± 0.2 3.4 ± 0.3 3.2 ± 0.4 3.2 ± 0.4 3.2 ± 0.4 3.8 ± 0.5
S 118.2 159.3 205.6 245.8 282.4 316.4 348.5
14.3 ± 0.8 16.8 ± 0.8 18.8 ± 1.0 20.3 ± 1.2 19.3 ± 1.2 19.7 ± 1.4 18.4 ± 1.4
Cl 120.0 161.8 209.0 249.9 287.2 321.8 354.5
2.7 ± 0.3 2.5 ± 0.2 3.1 ± 0.3 3.3 ± 0.3 3.8 ± 0.4 3.5 ± 0.4 3.3 ± 0.5
Ar 125.1 168.9 218.2 261.1 300.2 336.6 371.0
5.7 ± 0.4 6.6 ± 0.4 6.7 ± 0.5 7.9 ± 0.6 8.6 ± 0.7 8.1 ± 0.7 7.5 ± 0.8
K 127.9 172.7 223.3 267.3 307.4 344.8 380.2
3.8 ± 0.3 4.5 ± 0.3 5.5 ± 0.4 5.7 ± 0.5 6.1 ± 0.6 6.6 ± 0.6 5.9 ± 0.6
Ca 131.7 178.1 230.3 275.9 317.5 356.2 392.9
11.9 ± 0.7 15.0 ± 0.7 16.1 ± 0.9 17.0 ± 1.0 16.9 ± 1.1 17.3 ± 1.3 16.8 ± 1.4
Sc 133.5 180.5 233.6 279.9 322.2 361.5 398.8
2.9 ± 0.3 3.0 ± 0.2 3.3 ± 0.3 3.7 ± 0.4 3.3 ± 0.4 3.5 ± 0.4 3.6 ± 0.5
Ti 137.1 185.5 240.1 287.9 331.5 372.1 410.7
10.4 ± 0.6 11.9 ± 0.6 13.2 ± 0.7 12.7 ± 0.8 12.7 ± 0.9 12.2 ± 1.0 12.4 ± 1.1
V 139.9 189.4 245.4 294.3 339.0 380.7 420.3
4.6 ± 0.4 5.6 ± 0.3 5.8 ± 0.4 6.1 ± 0.5 6.7 ± 0.6 5.3 ± 0.6 6.1 ± 0.7
Cr 143.9 194.9 252.7 303.1 349.4 392.5 433.5
10.7 ± 0.6 11.7 ± 0.6 11.6 ± 0.7 12.1 ± 0.8 12.2 ± 0.9 11.4 ± 1.0 11.1 ± 1.0
Mn 146.8 199.0 258.1 309.7 357.1 401.3 443.4
6.9 ± 0.5 7.0 ± 0.4 8.0 ± 0.5 7.3 ± 0.5 7.7 ± 0.6 6.8 ± 0.7 6.0 ± 0.7
Fe 150.5 204.1 264.9 318.1 367.0 412.6 455.9
72.7 ± 2.6 78.3 ± 2.9 79.1 ± 3.4 76.4 ± 3.9 73.7 ± 4.3 69.7 ± 4.6 64.5 ± 4.8
Co 153.5 208.4 270.6 325.1 375.2 422.0 466.5
0.63 ± 0.12 0.39 ± 0.08 0.52 ± 0.10 0.49 ± 0.11 0.53 ± 0.13 0.42 ± 0.13 0.51 ± 0.15
Ni 159.0 216.0 280.7 337.5 389.7 438.5 485.0
3.6 ± 0.3 3.5 ± 0.2 3.9 ± 0.3 3.9 ± 0.4 3.6 ± 0.4 3.2 ± 0.4 3.6 ± 0.5
Table A.1: CRIS 1997-98 solar minimum spectra. Systematic and statistical uncer-
tainties are combined in quadrature.
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Energies (MeV/nucleon)
Element 2009-10 Intensities (10−9 [cm2 s sr MeV/nucleon]−1)
B 59.6 79.7 102.0 121.1 138.2 154.0 168.6
133.1 ± 4.4 157.6 ± 5.0 190.2 ± 6.4 204.9 ± 7.5 220.0 ± 8.6 241.0 ± 10.3 235.7 ± 10.8
C 68.3 91.4 117.2 139.2 159.1 177.3 194.4
642.6 ± 19.1 771.8 ± 23.5 904.4 ± 29.3 948.5 ± 33.3 1006.7 ± 37.9 1005.7 ± 41.3 1002.7 ± 44.9
N 73.2 98.1 125.8 149.5 170.9 190.6 209.1
151.5 ± 4.7 179.0 ± 5.6 208.5 ± 7.0 225.8 ± 8.3 238.6 ± 9.5 242.0 ± 10.5 239.0 ± 11.3
O 80.4 107.8 138.4 164.7 188.4 210.2 230.7
710.0 ± 21.0 842.0 ± 25.7 938.7 ± 31.2 973.3 ± 35.1 998.8 ± 39.4 998.1 ± 43.7 968.3 ± 46.2
F 83.5 112.0 143.8 171.1 195.9 218.6 240.0
9.8 ± 0.5 11.7 ± 0.5 12.4 ± 0.6 13.7 ± 0.7 13.7 ± 0.8 15.2 ± 1.0 15.5 ± 1.0
Ne 89.4 120.0 154.3 183.8 210.5 235.1 258.2
102.2 ± 3.3 117.6 ± 3.8 137.1 ± 4.8 139.5 ± 5.4 143.0 ± 6.2 147.0 ± 7.0 139.1 ± 7.3
Na 94.0 126.2 162.3 193.5 221.7 247.8 272.3
19.5 ± 0.8 22.2 ± 0.8 25.4 ± 1.0 27.4 ± 1.2 27.5 ± 1.4 27.2 ± 1.5 28.9 ± 1.8
Mg 100.2 134.6 173.3 206.7 237.0 265.0 291.4
150.6 ± 4.7 174.3 ± 5.6 189.8 ± 6.8 195.2 ± 7.7 195.2 ± 8.6 194.2 ± 9.6 188.4 ± 10.3
Al 103.8 139.6 179.8 214.5 246.1 275.3 302.8
22.3 ± 0.9 25.7 ± 0.9 28.9 ± 1.2 29.2 ± 1.3 29.3 ± 1.5 31.6 ± 1.8 29.0 ± 1.8
Si 110.0 148.2 191.0 228.1 261.8 293.0 322.5
113.5 ± 3.6 130.1 ± 4.2 140.5 ± 5.1 144.1 ± 5.9 141.2 ± 6.4 140.0 ± 7.2 132.7 ± 7.6
P 112.7 151.8 195.8 233.9 268.6 300.8 331.1
2.9 ± 0.2 3.4 ± 0.2 4.2 ± 0.3 4.0 ± 0.3 4.6 ± 0.4 4.4 ± 0.4 4.5 ± 0.4
S 118.2 159.3 205.6 245.8 282.4 316.4 348.5
18.1 ± 0.7 20.7 ± 0.8 22.9 ± 1.0 24.7 ± 1.2 23.7 ± 1.3 23.3 ± 1.4 22.5 ± 1.5
Cl 120.0 161.8 209.0 249.9 287.2 321.8 354.5
2.8 ± 0.2 3.1 ± 0.2 4.2 ± 0.3 4.1 ± 0.3 4.4 ± 0.3 4.2 ± 0.4 4.0 ± 0.4
Ar 125.1 168.9 218.2 261.1 300.2 336.6 371.0
6.0 ± 0.3 7.8 ± 0.3 8.9 ± 0.4 9.3 ± 0.5 10.0 ± 0.6 9.3 ± 0.7 10.3 ± 0.8
K 127.9 172.7 223.3 267.3 307.4 344.8 380.2
4.8 ± 0.3 5.5 ± 0.3 6.3 ± 0.3 6.9 ± 0.4 7.4 ± 0.5 7.4 ± 0.6 7.4 ± 0.6
Ca 131.7 178.1 230.3 275.9 317.5 356.2 392.9
14.6 ± 0.6 16.6 ± 0.6 19.2 ± 0.8 18.4 ± 0.9 20.3 ± 1.2 20.8 ± 1.3 20.2 ± 1.4
Sc 133.5 180.5 233.6 279.9 322.2 361.5 398.8
2.9 ± 0.2 3.7 ± 0.2 3.9 ± 0.2 4.5 ± 0.3 4.1 ± 0.3 4.3 ± 0.4 3.7 ± 0.4
Ti 137.1 185.5 240.1 287.9 331.5 372.1 410.7
12.8 ± 0.5 14.1 ± 0.6 15.1 ± 0.7 15.2 ± 0.8 15.1 ± 0.9 14.8 ± 1.0 14.0 ± 1.1
V 139.9 189.4 245.4 294.3 339.0 380.7 420.3
6.2 ± 0.3 6.7 ± 0.3 7.3 ± 0.4 7.5 ± 0.5 7.4 ± 0.5 5.9 ± 0.5 7.0 ± 0.6
Cr 143.9 194.9 252.7 303.1 349.4 392.5 433.5
12.7 ± 0.5 14.2 ± 0.6 14.3 ± 0.7 14.6 ± 0.8 13.2 ± 0.8 12.4 ± 0.9 13.1 ± 1.0
Mn 146.8 199.0 258.1 309.7 357.1 401.3 443.4
8.1 ± 0.4 8.7 ± 0.4 9.0 ± 0.5 8.7 ± 0.5 8.2 ± 0.6 8.7 ± 0.7 7.9 ± 0.7
Fe 150.5 204.1 264.9 318.1 367.0 412.6 455.9
89.1 ± 2.9 94.5 ± 3.4 95.9 ± 4.0 91.6 ± 4.5 88.9 ± 4.9 83.3 ± 5.3 76.3 ± 5.5
Co 153.5 208.4 270.6 325.1 375.2 422.0 466.5
0.49 ± 0.07 0.55 ± 0.06 0.56 ± 0.07 0.56 ± 0.08 0.63 ± 0.10 0.53 ± 0.10 0.56 ± 0.11
Ni 159.0 216.0 280.7 337.5 389.7 438.5 485.0
4.0 ± 0.2 4.6 ± 0.2 4.5 ± 0.3 4.8 ± 0.3 4.4 ± 0.3 3.9 ± 0.3 3.7 ± 0.4
Table A.2: CRIS 2009-10 solar minimum spectra. Systematic and statistical uncer-
tainties are combined in quadrature.
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Energies (MeV/nucleon)
1997-98 Intensities (10−9 [cm2 s sr MeV/nucleon]−1)
Element 60 72 85 100 120 142 170
B 110.2± 4.0 124.8± 4.1 140.0± 4.5 156.7± 5.6 166.9± 6.5 191.3± 7.7 205.1± 10.2
C 535.1± 16.1 591.6± 18.1 654.5± 19.9 730.7± 23.9 780.0± 27.6 824.7± 33.9
N 125.0± 4.4 135.8± 4.4 148.0± 4.9 169.7± 5.9 182.3± 6.8 195.6± 8.2
O 595.8± 17.8 647.9± 19.9 709.5± 21.8 764.9± 25.7 794.5± 28.9
F 7.7± 0.6 8.2± 0.4 9.1± 0.5 10.7± 0.7 11.8± 0.8
Ne 80.7± 3.1 88.1± 2.9 97.2± 3.4 105.8± 3.8 114.7± 4.5
Na 17.1± 0.8 19.2± 0.8 20.5± 0.8 21.3± 1.0
Mg 120.1± 4.1 131.5± 4.3 142.2± 4.7 152.5± 5.6
Al 16.2± 0.9 18.2± 0.8 20.4± 0.9 23.0± 1.0
Si 95.3± 3.1 104.3± 3.5 111.0± 4.1
P 2.5± 0.2 2.8± 0.2 3.1± 0.2
S 14.4± 0.7 15.8± 0.7 17.3± 0.7
Cl 2.7± 0.3 2.6± 0.2 2.6± 0.2
Ar 5.6± 0.5 6.1± 0.3 6.6± 0.4
K 4.0± 0.3 4.5± 0.3
Ca 12.6± 0.6 14.5± 0.6
Sc 2.9± 0.2 3.0± 0.2
Ti 10.5± 0.6 11.4± 0.5
V 4.7± 0.3 5.2± 0.3
Cr 10.7± 0.6 11.2± 0.5
Mn 6.9± 0.5 7.0± 0.4
Fe 74.9± 2.7
Co 0.54± 0.08
Ni 3.6± 0.2
Energies (MeV/nucleon)
1997-98 Intensities (10−9 [cm2 s sr MeV/nucleon]−1)
Element 200 240 285 340 400 475
C 828.6± 38.4
N 201.0± 9.6
O 818.4± 35.9 774.6± 38.3
F 12.0± 0.8 12.2± 1.1
Ne 117.8± 5.2 116.8± 5.8
Na 21.1± 1.1 23.2± 1.4 22.5± 2.2
Mg 163.9± 6.6 162.5± 7.4 156.8± 8.7
Al 22.9± 1.1 23.9± 1.4 23.1± 1.4
Si 115.4± 4.3 118.8± 5.0 120.7± 6.3
P 3.3± 0.3 3.2± 0.3 3.2± 0.3 3.9± 0.7
S 18.6± 0.9 20.1± 1.1 19.3± 1.2 18.7± 1.3
Cl 3.0± 0.2 3.3± 0.3 3.7± 0.4 3.4± 0.4
Ar 6.7± 0.4 7.3± 0.4 8.3± 0.6 8.0± 0.7
K 5.0± 0.3 5.6± 0.3 5.9± 0.4 6.5± 0.6
Ca 15.5± 0.6 16.3± 0.8 17.0± 0.9 17.1± 1.1 16.7± 1.5
Sc 3.1± 0.2 3.4± 0.3 3.7± 0.3 3.4± 0.3 3.6± 0.5
Ti 12.2± 0.5 13.2± 0.7 12.7± 0.8 12.6± 0.8 12.3± 1.0
V 5.7± 0.3 5.8± 0.4 6.1± 0.4 6.7± 0.6 5.7± 0.5
Cr 11.7± 0.5 11.6± 0.6 11.9± 0.7 12.2± 0.8 11.3± 0.9
Mn 7.0± 0.4 7.7± 0.4 7.6± 0.5 7.6± 0.5 6.8± 0.7
Fe 77.9± 2.9 78.8± 3.3 78.0± 3.3 75.1± 4.2 70.7± 4.6 62.4± 5.0
Co 0.42± 0.07 0.45± 0.06 0.51± 0.08 0.50± 0.09 0.47± 0.10 0.53± 0.19
Ni 3.5± 0.2 3.7± 0.2 3.9± 0.3 3.9± 0.3 3.5± 0.3 3.5± 0.4
Table A.3: CRIS 1997-98 solar minimum spectra, interpolated to a common energy
grid. Systematic and statistical uncertainties are combined in quadrature.
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Energies (MeV/nucleon)
2009-10 Intensities (10−9 [cm2 s sr MeV/nucleon]−1)
Element 60 72 85 100 120 142 170
B 133.6± 4.4 148.6± 4.6 165.5± 5.1 187.3± 6.3 204.1± 7.4 225.1± 8.6 235.2± 10.9
C 664.2± 19.6 737.3± 22.3 817.3± 24.7 910.3± 29.4 956.9± 33.5 1006.1± 41.0
N 150.0± 4.7 164.9± 5.1 181.1± 5.7 202.6± 6.8 220.5± 7.9 238.1± 9.5
O 733.4± 21.6 806.0± 24.6 882.2± 26.9 943.7± 31.3 979.2± 35.3
F 9.9± 0.5 10.9± 0.4 11.9± 0.5 12.4± 0.6 13.6± 0.7
Ne 99.8± 3.3 107.8± 3.3 117.6± 3.8 130.4± 4.5 138.4± 5.2
Na 20.0± 0.7 21.7± 0.8 23.6± 0.8 25.9± 1.0
Mg 150.5± 4.7 164.7± 5.2 177.5± 5.6 188.5± 6.7
Al 21.9± 0.9 23.9± 0.8 25.9± 0.9 28.2± 1.1
Si 118.1± 3.6 127.5± 4.1 135.6± 4.8
P 3.0± 0.2 3.3± 0.2 3.7± 0.2
S 18.2± 0.7 19.7± 0.7 21.2± 0.8
Cl 2.8± 0.2 2.9± 0.2 3.3± 0.2
Ar 5.8± 0.3 6.7± 0.3 7.8± 0.3
K 5.1± 0.2 5.5± 0.3
Ca 15.0± 0.6 16.3± 0.6
Sc 3.1± 0.2 3.5± 0.2
Ti 12.9± 0.5 13.7± 0.5
V 6.2± 0.3 6.5± 0.3
Cr 12.7± 0.5 13.5± 0.5
Mn 8.1± 0.4 8.4± 0.3
Fe 91.2± 3.2
Co 0.51± 0.05
Ni 4.2± 0.2
Energies (MeV/nucleon)
2009-10 Intensities (10−9 [cm2 s sr MeV/nucleon]−1)
Element 200 240 285 340 400 475
C 1001.8± 45.3
N 240.4± 11.2
O 998.4± 43.6 955.9± 46.0
F 14.0± 0.7 15.5± 1.0
Ne 141.6± 6.0 145.2± 6.8
Na 27.4± 1.2 27.3± 1.4 29.7± 2.1
Mg 194.2± 7.6 195.1± 8.5 189.7± 10.2
Al 29.1± 1.2 29.3± 1.4 30.6± 1.6
Si 141.4± 5.1 143.0± 5.8 140.3± 7.1
P 4.2± 0.2 4.1± 0.3 4.5± 0.3 4.6± 0.5
S 22.6± 0.9 24.4± 1.1 23.7± 1.2 22.7± 1.4
Cl 4.0± 0.2 4.1± 0.3 4.4± 0.3 4.1± 0.3
Ar 8.5± 0.4 9.1± 0.4 9.7± 0.5 9.4± 0.6
K 6.0± 0.3 6.5± 0.3 7.1± 0.4 7.4± 0.5
Ca 17.7± 0.6 19.0± 0.8 18.8± 0.9 20.6± 1.2 20.1± 1.5
Sc 3.8± 0.2 4.0± 0.2 4.5± 0.3 4.2± 0.3 3.7± 0.4
Ti 14.4± 0.5 15.1± 0.7 15.2± 0.8 15.0± 0.9 14.2± 1.0
V 6.8± 0.3 7.3± 0.4 7.5± 0.4 7.4± 0.5 6.4± 0.5
Cr 14.2± 0.6 14.3± 0.6 14.5± 0.7 13.4± 0.8 12.6± 0.9
Mn 8.7± 0.4 8.9± 0.4 8.8± 0.5 8.3± 0.5 8.6± 0.6
Fe 94.1± 3.3 95.4± 3.9 94.2± 3.9 90.4± 4.9 84.7± 5.3 73.6± 5.4
Co 0.54± 0.05 0.55± 0.05 0.56± 0.06 0.59± 0.07 0.58± 0.08 0.56± 0.13
Ni 4.5± 0.2 4.5± 0.2 4.5± 0.3 4.8± 0.3 4.3± 0.3 3.7± 0.3
Table A.4: CRIS 2009-10 solar minimum spectra, interpolated to a common energy
grid. Systematic and statistical uncertainties are combined in quadrature.
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Appendix B
CRIS Solar Maximum Data
In our previous work (George et al. 2009) we reported the 2001-03 CRIS solar max-
imum energy spectra and composition. Since that time, there have been updates to
the analysis used to produced our results. In particular, we have adopted the SOFT
hodoscope efficiencies from de Nolfo (2010) (Section 3.5), as well as refined our tech-
nique for calculating the uncertainties on the interpolated energy spectra (with our
current method described in Section 3.6). In this appendix we present the updated
solar maximum results, where we have used the data selections and corrections de-
scribed in Chapter 3, as well as data from the same range of days given in the original
work (covering data from May 1, 2001 through September 1, 2003).
The 2001-03 CRIS solar minimum energy spectra are plotted in Figures B.1
through B.4, with the data given in Table B.1. The solid lines are the quadratic
fits to the data (see Section 3.6), and the dotted lines at 160 MeV/nucleon show
where the relative abundances were calculated. These energy spectra have also been
interpolated to a common energy grid, given in Table B.2. The reported uncertain-
ties on the intensities are the quadratic summation of the statistical and systematic
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contributions, as discussed in Section 3.6.
Table B.3 lists the abundances relative to silicon (Si≡1000); only statistical un-
certainties are given. We note that several elements have solar maximum relative
abundances that are different from the solar minima results (Table 3.4) by more than
the statistical uncertainties. Even though these data are reported at the same energy
at 1 AU, the cosmic rays observed during solar maximum had higher energies in the
interstellar medium than those we observed during the solar minima. Therefore, the
differences in the spectral shapes would contribute to the differences we see in the rel-
ative abundances. We also expect differences due to solar modulation, which depends
on the mass-to-charge ratio of the cosmic ray. For those elements where the aver-
age A/Z is different from that of silicon, the effects due to modulation will be most
apparent. Though the reasons for the differences between the solar minimum and
maximum relative abundances are important to understand, further study is beyond
the scope of this work.
153
Energies (MeV/nucleon)
Element 2001-03 Intensities (10−9 [cm2 s sr MeV/nucleon]−1)
B 59.6 79.7 102.0 121.1 138.2 154.0 168.6
30.1 ± 1.0 36.5 ± 1.2 44.0 ± 1.5 50.8 ± 1.9 55.3 ± 2.2 60.4 ± 2.6 61.7 ± 2.8
C 68.3 91.4 117.2 139.2 159.1 177.3 194.4
110.1 ± 3.3 136.2 ± 4.2 166.5 ± 5.4 187.6 ± 6.6 207.1 ± 7.8 214.9 ± 8.9 224.9 ± 10.1
N 73.2 98.1 125.8 149.5 170.9 190.6 209.1
31.4 ± 1.0 38.1 ± 1.2 47.5 ± 1.6 53.8 ± 2.0 58.3 ± 2.4 62.2 ± 2.8 62.4 ± 3.0
O 80.4 107.8 138.4 164.7 188.4 210.2 230.7
123.1 ± 3.7 150.5 ± 4.6 183.8 ± 6.2 200.0 ± 7.3 215.5 ± 8.5 226.3 ± 10.0 231.1 ± 11.1
F 83.5 112.0 143.8 171.1 195.9 218.6 240.0
2.4 ± 0.1 3.0 ± 0.1 3.5 ± 0.2 3.9 ± 0.2 4.1 ± 0.3 4.4 ± 0.3 4.7 ± 0.3
Ne 89.4 120.0 154.3 183.8 210.5 235.1 258.2
20.8 ± 0.7 26.0 ± 0.9 30.9 ± 1.1 33.8 ± 1.3 38.0 ± 1.7 39.2 ± 1.9 38.5 ± 2.1
Na 94.0 126.2 162.3 193.5 221.7 247.8 272.3
4.5 ± 0.2 5.5 ± 0.2 6.5 ± 0.3 6.8 ± 0.3 7.6 ± 0.4 8.2 ± 0.5 8.3 ± 0.5
Mg 100.2 134.6 173.3 206.7 237.0 265.0 291.4
29.3 ± 1.0 36.3 ± 1.2 43.4 ± 1.6 47.3 ± 1.9 50.0 ± 2.2 53.4 ± 2.7 52.7 ± 2.9
Al 103.8 139.6 179.8 214.5 246.1 275.3 302.8
4.7 ± 0.2 6.1 ± 0.2 7.3 ± 0.3 8.1 ± 0.4 8.7 ± 0.5 8.4 ± 0.5 9.1 ± 0.6
Si 110.0 148.2 191.0 228.1 261.8 293.0 322.5
23.6 ± 0.8 28.5 ± 0.9 33.2 ± 1.2 35.4 ± 1.5 38.2 ± 1.8 40.8 ± 2.1 40.4 ± 2.3
P 112.7 151.8 195.8 233.9 268.6 300.8 331.1
0.7 ± 0.1 1.1 ± 0.1 1.1 ± 0.1 1.3 ± 0.1 1.5 ± 0.1 1.7 ± 0.1 1.8 ± 0.2
S 118.2 159.3 205.6 245.8 282.4 316.4 348.5
4.3 ± 0.2 5.2 ± 0.2 6.5 ± 0.3 7.2 ± 0.4 7.2 ± 0.4 8.0 ± 0.5 8.1 ± 0.5
Cl 120.0 161.8 209.0 249.9 287.2 321.8 354.5
1.0 ± 0.1 1.1 ± 0.1 1.5 ± 0.1 1.5 ± 0.1 1.6 ± 0.1 2.0 ± 0.2 1.9 ± 0.2
Ar 125.1 168.9 218.2 261.1 300.2 336.6 371.0
1.9 ± 0.1 2.3 ± 0.1 2.9 ± 0.2 3.3 ± 0.2 3.4 ± 0.2 3.6 ± 0.3 3.3 ± 0.3
K 127.9 172.7 223.3 267.3 307.4 344.8 380.2
1.6 ± 0.1 1.9 ± 0.1 2.3 ± 0.1 2.6 ± 0.2 2.7 ± 0.2 2.7 ± 0.2 2.9 ± 0.2
Ca 131.7 178.1 230.3 275.9 317.5 356.2 392.9
4.0 ± 0.2 5.1 ± 0.2 5.7 ± 0.3 6.2 ± 0.3 6.8 ± 0.4 7.0 ± 0.5 7.2 ± 0.5
Sc 133.5 180.5 233.6 279.9 322.2 361.5 398.8
0.9 ± 0.1 1.1 ± 0.1 1.3 ± 0.1 1.3 ± 0.1 1.4 ± 0.1 1.5 ± 0.1 1.5 ± 0.1
Ti 137.1 185.5 240.1 287.9 331.5 372.1 410.7
3.3 ± 0.2 4.1 ± 0.2 4.5 ± 0.2 4.8 ± 0.3 4.9 ± 0.3 5.2 ± 0.4 5.0 ± 0.4
V 139.9 189.4 245.4 294.3 339.0 380.7 420.3
1.5 ± 0.1 1.8 ± 0.1 2.1 ± 0.1 2.2 ± 0.1 2.3 ± 0.2 2.2 ± 0.2 2.5 ± 0.2
Cr 143.9 194.9 252.7 303.1 349.4 392.5 433.5
3.1 ± 0.1 3.8 ± 0.2 4.1 ± 0.2 4.3 ± 0.2 4.7 ± 0.3 4.8 ± 0.3 4.5 ± 0.4
Mn 146.8 199.0 258.1 309.7 357.1 401.3 443.4
2.1 ± 0.1 2.2 ± 0.1 2.8 ± 0.1 2.8 ± 0.2 3.0 ± 0.2 3.1 ± 0.2 2.9 ± 0.2
Fe 150.5 204.1 264.9 318.1 367.0 412.6 455.9
21.5 ± 0.7 24.5 ± 0.9 27.7 ± 1.2 28.9 ± 1.4 30.7 ± 1.7 30.7 ± 1.9 30.7 ± 2.2
Co 153.5 208.4 270.6 325.1 375.2 422.0 466.5
0.10 ± 0.02 0.15 ± 0.02 0.20 ± 0.03 0.18 ± 0.03 0.19 ± 0.03 0.22 ± 0.04 0.21 ± 0.04
Ni 159.0 216.0 280.7 337.5 389.7 438.5 485.0
1.0 ± 0.1 1.2 ± 0.1 1.4 ± 0.1 1.4 ± 0.1 1.7 ± 0.1 1.6 ± 0.1 1.5 ± 0.1
Table B.1: CRIS 2001-03 solar maximum spectra. Systematic and statistical uncer-
tainties are combined in quadrature.
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Figure B.1: CRIS solar maximum energy spectra for boron through neon. The
solid lines represent quadratic fits to the data. The vertical lines at 160 MeV/nucleon
indicate the energy at which the relative abundances were calculated. The data shown
here are tabulated in Table B.1 in Appendix B.
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Figure B.2: CRIS solar maximum energy spectra for sodium through sulfur. The
solid lines represent quadratic fits to the data. The vertical lines at 160 MeV/nucleon
indicate the energy at which the relative abundances were calculated. The data shown
here are tabulated in Table B.1 in Appendix B.
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Figure B.3: CRIS solar maximum energy spectra for chlorine through titanium. The
solid lines represent quadratic fits to the data. The vertical lines at 160 MeV/nucleon
indicate the energy at which the relative abundances were calculated. The data shown
here are tabulated in Table B.1 in Appendix B.
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Figure B.4: CRIS solar maximum energy spectra for vanadium through nickel. The
solid lines represent quadratic fits to the data. The vertical lines at 160 MeV/nucleon
indicate the energy at which the relative abundances were calculated. The data shown
here are tabulated in Table B.1 in Appendix B.
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Energies (MeV/nucleon)
2001-03 Intensities (10−9 [cm2 s sr MeV/nucleon]−1)
Element 60 72 85 100 120 142 170
B 30.2± 1.0 34.1± 1.1 38.4± 1.2 43.4± 1.5 50.4± 1.8 56.5± 2.2 61.8± 2.9
C 114.4± 3.4 129.2± 3.9 146.5± 4.4 169.2± 5.5 190.4± 6.7 211.9± 8.7
N 31.1± 1.0 34.7± 1.1 38.8± 1.2 45.6± 1.5 51.8± 1.9 58.1± 2.3
O 127.9± 3.8 143.0± 4.4 164.0± 5.0 186.1± 6.2 203.5± 7.4
F 2.4± 0.1 2.8± 0.1 3.2± 0.1 3.4± 0.2 3.9± 0.2
Ne 20.0± 0.7 22.6± 0.7 26.0± 0.9 29.2± 1.0 32.5± 1.2
Na 4.7± 0.2 5.4± 0.2 6.0± 0.2 6.6± 0.3
Mg 29.3± 1.0 33.4± 1.1 37.7± 1.2 42.8± 1.5
Al 4.6± 0.2 5.3± 0.2 6.1± 0.2 7.0± 0.3
Si 25.0± 0.8 27.7± 0.9 30.9± 1.1
P 0.8± 0.1 1.0± 0.1 1.1± 0.1
S 4.3± 0.2 4.8± 0.2 5.5± 0.2
Cl 1.0± 0.1 1.1± 0.1 1.2± 0.1
Ar 1.9± 0.1 2.1± 0.1 2.3± 0.1
K 1.7± 0.1 1.9± 0.1
Ca 4.3± 0.2 4.9± 0.2
Sc 1.0± 0.1 1.1± 0.1
Ti 3.4± 0.1 3.9± 0.2
V 1.5± 0.1 1.7± 0.1
Cr 3.0± 0.1 3.4± 0.1
Mn 2.1± 0.1 2.1± 0.1
Fe 22.7± 0.8
Co 0.11± 0.02
Ni 1.1± 0.1
Energies (MeV/nucleon)
2001-03 Intensities (10−9 [cm2 s sr MeV/nucleon]−1)
Element 200 240 285 340 400 475
C 228.0± 10.4
N 62.3± 2.9
O 221.3± 9.7 233.1± 11.3
F 4.1± 0.2 4.7± 0.3
Ne 36.3± 1.5 39.1± 1.9
Na 7.0± 0.3 8.0± 0.4 8.4± 0.6
Mg 46.5± 1.8 50.3± 2.2 52.8± 2.9
Al 7.8± 0.3 8.6± 0.4 8.7± 0.5
Si 33.8± 1.2 36.4± 1.5 40.2± 2.0
P 1.1± 0.1 1.4± 0.1 1.6± 0.1 1.8± 0.2
S 6.3± 0.3 7.1± 0.3 7.3± 0.4 8.1± 0.5
Cl 1.4± 0.1 1.5± 0.1 1.6± 0.1 1.9± 0.1
Ar 2.7± 0.1 3.1± 0.2 3.4± 0.2 3.5± 0.2
K 2.1± 0.1 2.4± 0.1 2.6± 0.1 2.7± 0.2
Ca 5.4± 0.2 5.8± 0.2 6.3± 0.3 6.9± 0.4 7.2± 0.5
Sc 1.2± 0.1 1.3± 0.1 1.3± 0.1 1.5± 0.1 1.5± 0.1
Ti 4.2± 0.2 4.5± 0.2 4.8± 0.3 4.9± 0.3 5.0± 0.4
V 1.9± 0.1 2.0± 0.1 2.2± 0.1 2.3± 0.2 2.3± 0.2
Cr 3.8± 0.2 4.0± 0.2 4.2± 0.2 4.6± 0.3 4.7± 0.3
Mn 2.2± 0.1 2.6± 0.1 2.8± 0.1 2.9± 0.2 3.1± 0.2
Fe 24.3± 0.9 26.4± 1.1 28.2± 1.2 29.7± 1.6 30.7± 1.9 30.7± 2.2
Co 0.14± 0.02 0.18± 0.02 0.19± 0.02 0.19± 0.02 0.20± 0.03 0.21± 0.05
Ni 1.2± 0.1 1.3± 0.1 1.4± 0.1 1.4± 0.1 1.7± 0.1 1.5± 0.1
Table B.2: CRIS 2001-03 solar maximum spectra, interpolated to a common energy
grid. Systematic and statistical uncertainties are combined in quadrature.
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Element 2001–2003
B 2037.0± 21.1
C 6809.0± 23.2
N 1849.9± 11.3
O 6591.8± 21.4
F 125.1± 3.0
Ne 1060.6± 8.6
Na 213.1± 3.7
Mg 1375.5± 9.0
Al 226.6± 3.5
Si 1000.0± 7.0
P 34.4± 1.2
S 180.1± 2.8
Cl 38.6± 1.3
Ar 77.8± 1.8
K 62.2± 1.6
Ca 155.7± 2.6
Sc 35.2± 1.3
Ti 124.7± 2.5
V 54.7± 1.7
Cr 110.8± 2.6
Mn 70.0± 2.1
Fe 736.7± 7.3
Co 3.6± 0.5
Ni 33.8± 1.8
Table B.3: CRIS solar maximum relative abundances at 160 MeV/nucleon, normal-
ized to Si≡1000. Only the statistical uncertainties are given. The absolute intensity
for silicon at 160 MeV/nucleon is (29.91 ± 0.97)x10−9 (cm2 s sr MeV/nucleon)−1 for
the 2001-03 solar maximum.
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Appendix C
Updates to the Leaky-Box
Transport Models
Before the leaky-box transport models were used for this work, extensive updates
were made to our programming. The most important work involved updating our
database of measured production cross sections and our semi-empirical cross section
formulae. Section C.1 describes this work, with several example reactions presented
and discussed in detail in Section C.2. Half-lives and branching ratios for unstable
nuclei were also updated (see Section C.3).
C.1 Production cross sections
The most important update to our leaky-box transport code involved the expansion
of our database of high-energy production cross section measurements. Prior to this
work our database contained only direct, or undecayed, measurements for the produc-
tion of stable and unstable daughter nuclei that were published before 2004. These
data included reactions for parent nuclei with charge Z≤28 interacting on hydrogen
at energies between 300-1500 MeV/nucleon, and producing daughter nuclei from 7Be
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through 57Ni. We searched for more recent publications of direct production cross
sections using the extensive databases maintained by the National Nuclear Data Cen-
ter (NNDC, http://www.nndc.bnl.gov/nudat2/). For a complete list of references
for this work, see Table C.1.
Direct cross sections considered in this work were measured using a variety of
beam-target combinations, which we briefly mention here. Nine experiments used
isotope beams incident on hydrogen targets (typically liquid hydrogen, though Web-
ber et al. (1990c) used CH2 and subtracted the cross sections on carbon targets to
infer the hydrogen values). In these reactions, the products have velocities similar
to the beam energy and they are detected a short distance from the target with a
magnetic spectrometer, so measurements are made a few nanoseconds after the in-
teraction and most unstable nuclei will not have time to decay. Seven experiments
used proton beams incident on element or isotope targets. X-ray, γ-ray, and mass
spectrometry (accelerator and conventional) were used to measure the radioactive
and stable daughter nuclei produced in the target materials.
Since available production cross section measurements cover only a small energy
range and a limited set of parent-daughter interactions, we had to fill in the missing
cross section information using a semi-empirical formula. We chose to use the work
of Silberberg et al. (1998) and Tsao et al. (1998), hereafter referred to as the S&T
cross sections. In our previous work (George et al. 2009), these cross sections were
calculated using the yieldx 080999.for version of their code. Our new database
of measured cross sections prompted us to update the S&T direct production cross
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sections, which was done with the help of A. F. Barghouty (Barghouty 2010).
For all reactions where we had measured direct cross sections, we made a com-
parison between the data and S&T to determine if any readjustments needed to be
made to the semi-empirical cross sections before their implementation in the trans-
port code. Using an unweighted least-squares fit of S&T to the data, we calculated
the energy-independent scale factors that would yield the best agreement between the
two cross sections. We note that an unweighted fit was chosen because of the inclusion
of the various Webber measurements (Webber et al. (1990b); Webber et al. (1998a);
Webber et al. (1998b)). These data are quoted to have quite small uncertainties, and
for many reactions there were other experimental data that disagreed significantly
from the Webber data. By adopting the unweighted fit, we tried to avoid introducing
any bias in the rescaling procedure.
After rescaling we calculated the cumulative S&T production cross sections; here
we use the term ‘cumulative’ to refer to the cross sections after all short-lived, unstable
daughter nuclei have decayed to a stable isotope. In the cosmic rays, short-lived nuclei
have half-lives shorter than the cosmic-ray confinement time of ∼15 Myr (Yanasak
et al. 2001). Some cosmic-ray species that decay only by electron capture have short
half-lives, though they are essentially stable as long as they are fully stripped; the
probability for electron attachment is highly energy-dependent at several hundred
MeV/nucleon (Niebur et al. (2003); Scott (2005)).
For an example of the calculation of a cumulative cross section, consider the
reaction 28Si + p→ 20Ne. Besides the direct production of 20Ne, there is the indirect
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route 28Si + p → 20Na → 20Ne, since 20Na decays to 20Ne in ∼450 milliseconds.
When calculating the cumulative cross section, we add together the cross sections for
the direct production and all indirect production routes (20Na and all other unstable
daughter isotopes that decay to 20Ne).
In our prior work (George et al. 2009) we did not compare our cumulative S&T
cross sections with available measurements. In this work we rectified this over-
sight by compiling a second database of cumulative cross sections (using the NNDC
databases). All of these cross sections come from experiments where proton beams
were incident on element or isotope targets. Using both γ-ray and mass spectrometry
the targets were examined days or weeks following irradiation to allow for the decay
of the shortest-lived radioactive nuclei. We compared our new cumulative S&T cross
sections with these data, and for many reactions, S&T agreed quite well with the
measurements. However, there were others that had significant discrepancies in the
magnitude and/or the energy dependence of the cross sections. Therefore, we exam-
ined the cumulative cross sections on a case-by-case basis to determine the best form
of the cumulative S&T to use. We note that only the cumulative cross sections are
used as inputs in our transport code. Select examples are discussed in Section C.2.
C.2 Selected production cross sections
In this section we present a subset of the extensive compilation of production cross
sections on hydrogen. These reactions all have measured cumulative cross sections
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(though not necessarily direct measurements), and they required special consideration
to determine the form of S&T that best fit the available data. All reactions not
shown either had no measured data with which to compare to the cumulative S&T
cross sections, or S&T was found to fit the data well enough without additional
adjustments.
For some cases, a simple rescaling to the new cumulative data was required. This
was done using an unweighted least-squares fit of the S&T cross section to the cumu-
lative data. For these fits we restricted our energy band to 200-2000 MeV/nucleon.
Cross sections below this range are unimportant for this work since particles with
these energies in the ISM will have lost too much energy during transport to be ob-
served by CRIS. We set an upper limit at 2 GeV/nucleon because the cumulative
data from Michel et al. (1995) were reported to have large corrections at the highest
energies; these corrections were largest when the mass difference between the parent
and daughter nuclei was the smallest. For some reactions, the difference between
the direct and cumulative measurements was larger than the difference suggested by
S&T. For these cases we still rescaled S&T to the cumulative data.
We note that for a small number of cases, the cumulative cross section mea-
surements were lower than the direct cross section measurements. This is simply
unphysical, so we chose to fit S&T to the available cumulative cross section data,
which we ultimately use in our transport code. In one case (27Al + p → 26Al), fit-
ting to the cumulative data rather than the direct data allowed for better agreement
among calculated cosmic-ray confinement times (Yanasak et al. 2001).
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There are other cases where the energy dependence of S&T did not agree with
the shape suggested by the data. For these cases, we chose to fit a flat line to the
cumulative data. These lines represent the average value of the cross section in the
energy range of 200-2000 MeV/nucleon.
The following table lists the references for the direct and cumulative cross section
measurements used in this work, as well as the plotting symbols assigned to each.
Direct measurements are given as filled symbols, while cumulative measurements are
represented with open symbols.
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Direct (Undecayed) Cross Sections
Reference Symbol
Bodemann et al. (1993) 
† Chen et al. (1997a) •
† Chen et al. (1997b) H
† Knott et al. (1997) N
Korejwo et al. (2002) I
Michel et al. (1989) 
Michel et al. (1995) I
Michel et al. (1997) 
Napolitani et al. (2004) F
Schiekel et al. (1996) N
Titarenko et al. (2008) •
‡ Villagrasa-Canton et al. (2007) 
† Vonach et al. (1997) J
† Webber et al. (1990c) H
† Webber et al. (1998a) J
† Webber et al. (1998b) F
Cumulative (Decayed) Cross Sections
Reference Symbol
Michel et al. (1989) ♦
Michel et al. (1995) .
Michel et al. (1997) 
Schiekel et al. (1996) M
Titarenko et al. (2008) ◦
Table C.1: References for the production cross sections on hydrogen used in this
work, and the plotting symbols assigned to each. Entries marked with a † are those
references used in our previous work (George et al. 2009). The entry marked with a
‡ is the reference currently used in this work, though in our previous publication the
data came from Villagrasa-Canton (2003).
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C.2.1 20Ne production
Figure C.1: Selected cross sections for the production of 20Ne. Direct (filled points)
and cumulative measurements (open points) are shown. Original, unscaled S&T cross
sections are given by black dotted lines, while unscaled cumulative S&T cross sections
are given by black dot-dashed lines. Rescaled direct S&T cross sections are given by
black dashed lines, while rescaled cumulative S&T cross sections are given by black
solid lines. A red solid line indicates that a different form was chosen for the definition
of the cumulative cross section. All references for the data shown in these panels are
listed in Table C.1.
24Mg + p → 20Ne: The original direct S&T production cross section (black dotted
line) is too high compared to the direct Webber data (filled points), and it can be
rescaled (black dashed line) to fit those data. The original cumulative S&T production
cross section (black dot-dashed line) gives a better fit to the available cumulative data
(open points) than the cumulative cross section calculated using the rescaled direct
production (black solid line). However, the shape below ∼1 GeV/nucleon is not right
and so a flat value (red solid line) is adopted. This represents the average of the
cumulative data in the energy band defined by this line.
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27Al + p → 20Ne: The original direct S&T cross section (black dotted line) and
its rescaled form (black dashed line) agree well with the direct Webber data (filled
points). The cumulative S&T cross sections with and without rescaling due to the
Webber data (black solid and dot-dashed lines, respectively) agree well with one an-
other. However, the cumulative data (open points) indicate that larger cross sections
are needed from S&T to achieve a good fit. Additionally, S&T has a broad peak that
occurs at a lower energy than suggested by the data. A flat shape (red solid line, as
described for 24Mg + p → 20Ne) is used instead of increasing the S&T production
cross sections and shifting them so the peak is found at higher energies.
28Si + p → 20Ne: The original direct S&T cross section (black dotted line) is too
high compared to the direct Webber data (filled points), and it can be rescaled (black
dashed line). The original cumulative S&T cross section (black dot-dashed line) is
closer to the available cumulative data (open points) than the cumulative cross section
calculated using the rescaled direct production (black solid line). However, both of
the cumulative S&T cross sections are too low in either case and the shape has the
same problem as is seen in 27Al + p→ 20Ne. Therefore, by the same reasoning, a flat
shape (red solid line) is used for the cumulative cross section.
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C.2.2 21Ne production
Figure C.2: Selected cross sections for the production of 21Ne. For a definition of
the data, please refer to the caption of Figure C.1.
24Mg + p → 21Ne: The original direct S&T cross section (black dotted line) is
too low compared to the direct Webber data (filled points), and it can be rescaled
(black dashed line) to fit those data. The cumulative S&T cross section calculated
using the rescaled direct production (black solid line) gives a better fit to the available
cumulative data (open points) than the unscaled cumulative S&T cross section (black
dot-dashed line). However, the shape below ∼1 GeV/nucleon is not right and so a
flat value (red solid line) is adopted. This represents the average of the cumulative
data in the energy band defined by this line.
27Al + p → 21Ne: The original direct S&T cross section (black dotted line) is a
little low compared to the direct Webber data (filled points) and so it can be rescaled
(black dashed line). The cumulative S&T cross sections with and without rescaling
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due to the Webber data (black solid and dot-dashed lines, respectively) are similar
to one another, though the rescaled line gives a slightly larger cross section. The
rescaled cumulative S&T cross section is used in this work. Since there is only one
cumulative measurement (open point), no additional rescaling is used here.
28Si + p → 21Ne: This reaction has nearly the same features and problems as 27Al
+ p → 20Ne. Therefore, a flat shape (red solid line) is also used here.
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C.2.3 22Ne production
Figure C.3: Selected cross sections for the production of 22Ne. For a definition of
the data, please refer to the caption of Figure C.1. For these examples, the indirect
production of 22Ne via the decay of 22Na is also shown (brown dotted and dashed
lines) since this cross section is an important contribution to the cumulative cross
section.
24Mg + p → 22Ne: The original direct S&T cross section (black dotted line) is
too low compared to the available direct measurements (filled points), and it can
be rescaled (black dashed line) to fit those data. The original S&T cross section
for indirect production of 22Ne via the decay of 22Na (brown dotted line) is a little
high compared to the associated Webber data (filled points) and can also be rescaled
(brown dashed line). The cumulative S&T cross section calculated using the rescaled
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direct and indirect production routes (black solid line) is a better fit to the available
cumulative data (open points) than the unscaled cumulative S&T cross section (black
dot-dashed line). The cumulative cross section below ∼1 GeV/nucleon has a strong
energy dependence that can’t be confirmed by the measurements, so instead a flat
value (red solid line) is adopted that represents the average of the cumulative data in
the energy band defined by this line.
27Al + p → 22Ne: The original direct S&T cross section (black dotted line) is
a little low compared to the available direct data (higher two black and one purple
filled points), and it can be rescaled (black dashed line) to fit those data. The indirect
production of 22Ne from 22Na is a little high (brown dotted line) for the data (lower
two black filled points), and so it can also be rescaled (brown dashed line). The
cumulative S&T cross sections with and without the rescaling (black solid and dot-
dashed lines, respectively) are similar to one another, though the rescaled curve gives
a slightly higher cross section. However, the shape isn’t right so a flat value (red solid
line) is adopted.
28Si + p → 22Ne: This reaction has nearly the same features and problems as 27Al
+ p → 22Ne. Therefore, a flat shape (solid red line) is also used here.
56Fe + p → 22Ne: This reaction has very small cross sections compared to the first
three examples, and Fe is less abundant than both Mg and Si. Therefore, this reaction
is not very important for 22Ne production. The direct and indirect data (filled points)
173
C.2 Selected production cross sections
are well fit by both the original and rescaled S&T cross sections (black and brown
dotted and dashed lines). The single cumulative measurement (open point) is high
compared to the cumulative S&T cross section, but it is at an energy higher than we
are interested. Therefore, no additional rescaling is used here.
58Ni + p → 22Ne: This reaction has very small cross sections compared to the
first three examples, and Ni is less abundant than Fe. Therefore, this reaction is
not very important for 22Ne production. There are no direct or indirect cross section
measurements, but there are cumulative data (open points) that can be used to rescale
the cross sections. These data are fairly well fit by the unscaled cumulative S&T cross
sections (black solid line), and so no additional rescaling is used for this reaction.
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C.2.4 22Na production
Figure C.4: Selected cross sections for the production of 22Na. For a definition of
the data, please refer to the caption of Figure C.1.
24Mg + p → 22Na: The original direct S&T cross section (black dotted line) is
too high compared to the direct Webber measurements (filled points), and it can
be rescaled (black dashed line) to fit those data. Both the unscaled and rescaled
cumulative S&T cross sections (black dot-dashed and solid lines, respectively) have
similar shapes with strong energy dependences, though below ∼1 GeV/nucleon the
cumulative data (open points) suggest a flatter shape. Therefore, a flat value (red
solid line) is adopted that represents the average of the cumulative data in the energy
band defined by this line.
27Al + p → 22Na: The original direct S&T cross section (black dotted line) is
a little high compared to the direct Webber data (filled points), and so it can be
rescaled (black dashed line) to fit those data. The available cumulative data (open
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points) suggest a very broad peak that is almost well fit by the unscaled cumulative
S&T cross section (black dot-dashed line), while the rescaled cumulative S&T cross
section (black solid line) is too low compared to the cumulative data. Therefore, for
this work we will not use the cumulative S&T cross section rescaled according to
the direct Webber data. For clarity, the unscaled cumulative S&T cross section is
overdrawn with a red solid line to indicate our choice.
28Si + p → 22Na: This reaction is very similar to 27Al + p → 22Na, however
the cumulative data (open points) peak at a higher energy. Choosing the unscaled
cumulative S&T cross section (black dot-dashed line), as was done in the previous
reaction, is not quite right here so instead we adopted a flat value shown by the red
solid line.
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C.2.5 24Na production
Figure C.5: Selected cross sections for the production of 24Na. For a definition of
the data, please refer to the caption of Figure C.1.
26Mg + p→ 24Na: The original direct S&T cross section (black dotted line) is quite
similar to the direct cross section when it is rescaled (black dashed line) to the direct
measurements (filled points). This is also true of the unscaled (black dot-dashed line)
and rescaled (black solid line) cumulative S&T cross sections. However, below ∼1
GeV/nucleon the cumulative data (open points) suggest a flatter shape. Therefore,
a flat value (red solid line) is adopted that represents the average of the cumulative
data in the energy band defined by this line. Note that the highest energy points were
not used to determine the new shape since there were very large corrections made to
these data (refer to Michel et al. (1995)).
27Al + p→ 24Na: The original direct S&T cross section (black dotted line) is a little
low compared to the direct Webber data (filled points), and it can be rescaled (black
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dashed line) to fit those data. The unscaled cumulative S&T cross section (black
dot-dashed line) gives a better fit to the cumulative data (open points) below ∼500
MeV/nucleon, while the rescaled cumulative S&T cross section (black solid line) gives
a better fit to the data above ∼500 MeV/nucleon. Therefore, the cumulative S&T
cross section is rescaled using the cumulative data between 200-2000 MeV/nucleon,
which is shown as a red solid line.
28Si + p → 24Na: Both the unscaled (black dotted line) and rescaled (black dashed
line) direct S&T cross sections fit the direct measurements (filled points) well. The
unscaled (black dot-dashed line) and rescaled (black solid line) cumulative S&T cross
sections are nearly identical, however they are a little high compared to the cumulative
data (open points). Even though these cross sections are small compared to the
previous two examples, we chose to rescale (red solid line) to the cumulative data
since Si is a very abundant parent in the cosmic rays.
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C.2.6 26Al production
Figure C.6: Selected cross sections for the production of 26Al. For a definition of
the data, please refer to the caption of Figure C.1.
27Al + p → 26Al: For this reaction there are no indirect routes that contribute
to the cumulative cross section; therefore, there is only the direct route to consider
here. The original S&T cross section (black solid line) perfectly fits the Webber
data (filled points). However, the other data (open points) suggest much lower cross
sections. Yanasak et al. (2001) found agreement between the 10Be, 26Al, 36Cl, and
54Mn confinement times when the S&T cross section was rescaled to the lower non-
Webber data. Therefore, the same choice is made to rescale to the non-Webber data,
which is shown as a red solid line.
28Si + p → 26Al: The original direct S&T cross section (black dotted line) is too
high compared to the direct Webber measurements (filled points). Therefore, it can
be rescaled (black dashed line) to fit those data. The unscaled cumulative S&T cross
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section (black dot-dashed line) is high compared to the cumulative data (open points),
while the cumulative S&T cross section that is rescaled (black solid line) according
to the direct measurements more closes fits the cumulative data. However, below
∼1 GeV/nucleon the cumulative data suggest a flatter shape. Therefore, a flat value
(red solid line) is adopted which represents the average of the cumulative data in the
energy band defined by this line.
48Ti + p → 26Al: This reaction has much smaller cross sections compared to the
first two examples, and Ti is less abundant than Si. Therefore, this reaction is not
very important for 26Al production. There are no direct cross section measurements,
and the cumulative data (open points) are widely scattered. For this reason we have
chosen to rescale the cumulative S&T cross section to the data (red solid line) below
2 GeV/nucleon.
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C.2.7 36Ar production
Figure C.7: Selected cross sections for the production of 36Ar. For a definition of
the data, please refer to the caption of Figure C.1.
56Fe + p → 36Ar: This reaction has very small cross sections. The original direct
S&T cross section (black dotted line, under the black dot-dashed line) is too low given
the direct measurements (filled points). After rescaling (black dashed line, under the
black solid line), the direct measurements are very well fit by S&T. The original and
rescaled cumulative S&T cross sections (black dot-dashed and solid lines, respectively)
are also shown. The single cumulative measurement (open point) does not agree with
either cumulative S&T cross section and it is lower than the highest energy direct
data (which is unphysical); therefore we have chosen to use no additional rescaling to
fit that single point.
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C.2.8 38Ar production
Figure C.8: Selected cross sections for the production of 38Ar. For a definition of
the data, please refer to the caption of Figure C.1.
56Fe + p → 38Ar: The original direct S&T cross section (black dotted line) is a
little high given the direct measurements (filled points). After rescaling (black dashed
line), these data are mostly well fit by S&T. The cumulative data (open points) are
slightly better fit with the unscaled cumulative S&T cross section (black dot-dashed
line) than the rescaled cumulative S&T cross section (black solid line). However,
the cumulative data have a narrow peak with the highest energy points turning over
very quickly. The rescaled cumulative S&T cross section fits the cumulative data well
enough below 2 GeV/nucleon, so this form is used in this work.
58Ni + p → 38Ar: There are no direct data available, though there are cumulative
data (open points) that can be used to rescale the original cumulative S&T cross
section (black dot-dashed line). The cumulative data peak at a lower energy than
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the rescaled S&T (black solid line), so S&T is rescaled according to the data below 2
GeV/nucleon. The red solid line gives the result, which is used in this work.
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C.2.9 42K production
Figure C.9: Selected cross sections for the production of 42K. For a definition of the
data, please refer to the caption of Figure C.1.
44Ca + p → 42K: This reaction has no direct measurements, and the original
cumulative S&T cross section is given by the black dot-dashed line (the black solid
line is the cumulative S&T cross section after accounting for any rescaling in the
indirect production routes). The cumulative data (open points) are higher than the
cumulative S&T cross section, so S&T is rescaled (red solid line) according to these
data.
48Ti + p → 42K: This reaction has the same features and problems as 44Ca + p
→ 42K. Therefore, the cumulative S&T (black solid line) is rescaled according to the
cumulative data (open points). This is shown the the red solid line.
56Fe + p → 42K: The original direct S&T cross section (black dotted line) can
be rescaled using the available direct measurements. The Webber data (black filled
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points) are not in agreement with the rest of the direct data (other filled points),
and so the rescaled S&T cross section (black dashed line) is a little high compared
to the non-Webber data. The unscaled and rescaled cumulative S&T cross sections
(black dot-dashed and solid lines, respectively) are nearly the same and also a little
high compared to the cumulative data (open points). However, this reaction is not
very important to 42K production, so we have decided that no further rescaling is
necessary for this reaction.
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C.2.10 43K production
Figure C.10: Selected cross sections for the production of 43K. For a definition of
the data, please refer to the caption of Figure C.1.
44Ca + p → 43K: This reaction has no direct measurements, and the original
cumulative S&T cross section is given by the black dot-dashed line (the black solid
line is the cumulative S&T cross section after accounting for any rescaling in the
indirect production routes). The cumulative data (open points) are higher than the
cumulative S&T cross section, so S&T is rescaled (red solid line) according to these
data.
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48Ti + p → 43K: This reaction has the same features and problems as 44Ca + p
→ 43K. Therefore, the cumulative S&T (black solid line) is rescaled according to the
cumulative data (open points). This is shown by the red solid line.
51V + p → 43K: This reaction has the same features and problems as 44Ca + p
→ 43K. Therefore, the cumulative S&T (black solid line) is rescaled according to the
cumulative data (open points). This is shown by the red solid line.
55Mn + p → 43K: The original direct S&T cross section (black dotted line) is
too high given the single direct Webber measurement (filled point), and so it can be
rescaled (black dashed line). Neither the unscaled or rescaled cumulative S&T cross
sections (black dot-dashed and solid lines, respectively) give a good fit to the cumula-
tive data (open points). Therefore, the cumulative S&T cross section is rescaled (red
solid line) to these data.
56Fe + p → 43K: The original direct S&T cross section (black dotted line) can be
rescaled using the direct measurements. The Webber data (black filled points) are not
in agreement with the rest of the direct data (other filled points), and so the rescaled
S&T cross section (black dashed line) is a little high compared to the non-Webber
data. The unscaled and rescaled cumulative S&T cross sections (black dot-dashed
and solid lines, respectively) are nearly the same and a little high compared to the
cumulative data (open points). However, this reaction is not very important to 43K
production, so we have decided that no further rescaling is necessary.
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C.2.11 47Ca production
Figure C.11: Selected cross sections for the production of 47Ca. For a definition of
the data, please refer to the caption of Figure C.1.
48Ca + p → 47Ca: This reaction has no direct measurements, and the original
cumulative S&T cross section is given by the black dot-dashed line (the black solid
line is the cumulative S&T cross section after accounting for any rescaling in the
indirect production routes). The cumulative data (open points) are higher than the
cumulative S&T cross section, so S&T is rescaled (red solid line) according to these
data.
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C.2.12 43Sc production
Figure C.12: Selected cross sections for the production of 43Sc. For a definition of
the data, please refer to the caption of Figure C.1.
56Fe + p → 43Sc: The original direct S&T cross section (black dotted line) is too
low given the direct data (filled points). After rescaling (black dashed line), the data
are mostly well fit by S&T. The unscaled cumulative S&T cross section (black dot-
dashed line, overlaying the dotted line) is too low compare to the cumulative data
(open points), though when it is rescaled (black solid line, overlaying the dashed line)
the data are well fit below ∼1 GeV/nucleon. Since the higher energies are not very
important for this work, the rescaled cumulative S&T cross section is good enough
to be used here.
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C.2.13 47Sc production
Figure C.13: Selected cross sections for the production of 47Sc. For a definition of
the data, please refer to the caption of Figure C.1.
48Ti + p → 47Sc: This reaction has no direct measurements, and the original
cumulative S&T cross section is given by the black dot-dashed line (it is overlapped
by the black solid line, which is the cumulative S&T cross section after accounting for
any rescaling in the indirect production routes). The cumulative data (open points)
are generally a little lower than the cumulative S&T cross section, so S&T is rescaled
(red solid line) according to these data.
51V + p → 47Sc: This reaction has the same features and problems as 48Ti +
p → 47Sc, only now the cumulative data (open points) are high compared to S&T.
Therefore, the cumulative S&T cross section (black solid line) is rescaled according
to the data. This is shown by the red solid line.
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C.2.14 48V production
Figure C.14: Selected cross sections for the production of 48V. For a definition of
the data, please refer to the caption of Figure C.1.
51V + p → 48V: This reaction has no direct measurements, and the original cu-
mulative S&T cross section is given by the black dot-dashed line (it is overlapped by
the black solid line, which is the cumulative S&T cross section after accounting for
any rescaling in the indirect production routes). The cumulative data (open points)
are higher than the cumulative S&T cross section, so S&T is rescaled (red solid line)
according to these data.
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55Mn + p → 48V: The original direct S&T cross section (black dotted line) is too
high given the single Webber measurement (filled point), and so it can be rescaled
(black dashed line). The cumulative data (open points) fall between the unscaled
and rescaled cumulative S&T cross sections (black dot-dashed and solid lines, respec-
tively). Therefore, S&T is rescaled to the cumulative data (red solid line) to obtain
a better fit.
56Fe + p → 48V: The original direct S&T cross section (black dotted line) is too
low given the Webber data (filled points), and so it can be rescaled (black dashed
line). However, the lowest energy direct measurement (∼300 MeV/nucleon) is higher
than the rest of the data, so the rescaling pulls S&T up a bit from the rest of the
data. The cumulative data (open points) are higher than the unscaled cumulative
S&T cross section (black dot-dashed line), though above ∼700 MeV/nucleon the
fit is much closer for the cumulative S&T that has been rescaled (black solid line)
according to the direct measurements. Below ∼500 MeV/nucleon, the fit is poor
because the data peak at a lower energy than S&T. The cross sections below a few
hundred MeV/nucleon are not relevant for this work, so the discrepancy should not
be a problem here. Since this reaction is the most important route for the production
of 48V, we have chosen to rescale the cumulative S&T cross section (solid red line) to
the cumulative data.
59Co + p → 48V: This reaction has the same features and problems as 51V + p
→ 48V. Therefore, the cumulative S&T (black solid line) is rescaled according to the
192
C.2 Selected production cross sections
cumulative data (open points), which is shown by the red solid line. Though S&T
peaks at a higher energy than the data suggest, Co is much less abundant than Fe;
therefore this reaction is not very important for 48V production and no additional
changes are adopted here.
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C.2.15 48Cr production
Figure C.15: Selected cross sections for the production of 48Cr. For a definition of
the data, please refer to the caption of Figure C.1.
58Ni + p → 48Cr: This reaction has no direct measurements, and the original
cumulative S&T cross section is given by the black dot-dashed line (the black solid
line is the cumulative S&T cross section after accounting for any rescaling in the
indirect production routes). The cumulative data (open points) are a little higher
than the cumulative S&T cross section, so S&T is rescaled (red solid line) according
to these data.
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C.2.16 49Cr production
Figure C.16: Selected cross sections for the production of 49Cr. For a definition of
the data, please refer to the caption of Figure C.1.
56Fe + p → 49Cr: The original direct S&T cross section (black dotted line, over-
lapped by the black dot-dashed line) is low compared to all of the available direct
measurements. The Webber data (black filled points) are not in agreement with the
rest of the direct data (other filled points), and so when S&T is rescaled (black dashed
line, overlapped by the black solid line) it is a little low compared to the non-Webber
data. Compared to the cumulative data (open points), the unscaled cumulative S&T
cross section (black dot-dashed line) is also too low. When rescaled according to the
direct measurements (black solid line) it is also a little low compared to the cumula-
tive data. Therefore, the cumulative S&T cross section is rescaled according to the
cumulative data, as shown by the red solid line.
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C.2.17 51Cr production
Figure C.17: Selected cross sections for the production of 51Cr. For a definition of
the data, please refer to the caption of Figure C.1.
56Fe + p → 51Cr: The original direct S&T cross section (black dotted line) is too
high given the direct measurements (filled points), and therefore it can be rescaled
(black dashed line). The cumulative data (open points) are high compared to the un-
scaled cumulative S&T cross section (black dot-dashed line). The rescaling according
to the direct measurements also means that the rescaled cumulative S&T cross sec-
tion (black solid line) is even lower than the cumulative data. These data also do not
suggest the same energy dependence as S&T; therefore, we have chosen to rescale the
cumulative S&T to the cumulative data (red solid line). This give a fairly good fit
to the data, except at energies below ∼200 MeV/nucleon (though these energies are
too low to be important for this work).
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59Co + p → 51Cr: This reaction has no direct measurements, and the original
cumulative S&T cross section is given by the black dot-dashed line (the black solid
line is the cumulative S&T cross section after accounting for any rescaling in the
indirect production routes). The cumulative data (open points) are higher than the
cumulative S&T cross section, and they peak at a lower energy than S&T. We chose
to rescale S&T (red solid line) according to these data. Though the fit is not great,
Co is much less abundant than Fe so this reaction is not very important for 51Cr
production, and the discrepancy should not affect the results in this work.
58Ni + p → 51Cr: This reaction has the same features and problems as 59Co +
p → 51Cr. Therefore, the cumulative S&T (black solid line) is rescaled according to
the cumulative data (open points). This is shown by the red solid line. The fit isn’t
great below 500 MeV/nucleon, though the problems at the lowest energies are not an
issue since they too low to be important for this work.
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C.2.18 52Mn production
Figure C.18: Selected cross sections for the production of 52Mn. For a definition of
the data, please refer to the caption of Figure C.1.
55Mn + p → 52Mn: This reaction has no direct measurements, and the original
cumulative S&T cross section is given by the black dot-dashed line (the black solid
line, which overlays the dot-dashed line, is the cumulative S&T cross section after
accounting for any rescaling in the indirect production routes). The cumulative data
(open points) are higher than the cumulative S&T cross section, so S&T is rescaled
(red solid line) according to these data.
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56Fe + p → 52Mn: The original direct S&T cross section (black dotted line) is a
little low given the direct measurements (filled points), and so it can be rescaled (black
dashed line). The cumulative data (open points) aren’t fit by the unscaled cumulative
S&T cross section (black dot-dashed line), or when it is rescaled according to the
direct and indirect measurements (black solid line). These data are significantly lower
than the direct measurements, which is simply unphysical. Since there are several
experiments whose cumulative cross section measurements agree with one another,
this suggests that the direct measurements may have had corrections that gave cross
sections that were too large. Therefore, we chose to rescale S&T to the cumulative
data (red solid line).
59Co + p → 52Mn: This reaction has no direct measurements, and the original
cumulative S&T cross section is given by the black dot-dashed line (the black solid
line, which overlays the dot-dashed line, is the cumulative S&T cross section after
accounting for any rescaling in the indirect production routes). The cumulative data
(open points) are higher than the cumulative S&T cross section, and they peak at a
lower energy than S&T. We chose to rescale S&T (red solid line) according to these
data. Though the fit is not perfect, Co is much less abundant than Fe so this reaction
is not very important for 52Mn production, and the discrepancy should not affect the
results in this work.
58Ni + p → 52Mn: This reaction has the same features and problems as 59Co +
p → 52Mn, though the cumulative data (open points) are lower than the unscaled
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(black dot-dashed line) and rescaled (black solid line) cumulative S&T. Therefore, we
chose to rescale S&T according to the cumulative data, shown by the red solid line.
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C.2.19 55Co production
Figure C.19: Selected cross sections for the production of 55Co. For a definition of
the data, please refer to the caption of Figure C.1.
58Ni + p → 55Co: The original direct S&T cross section (black dotted line, over-
lapped by the black dot-dashed line) is much too high compared to the direct Webber
measurements (filled points), and so it can be rescaled (black dashed line, overlapped
by the black solid line). The cumulative data (open points) are not fit by the rescaled
cumulative S&T cross section (black solid line), which is too low compared to the
data. On the other hand, the unscaled cumulative S&T cross section (black dot-
dashed line) is much too high for these data. Therefore, S&T is rescaled to the
cumulative data, given by the red solid line.
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C.2.20 56Co production
Figure C.20: Selected cross sections for the production of 56Co. For a definition of
the data, please refer to the caption of Figure C.1.
59Co + p → 56Co: This reaction has no direct measurements, and the original
cumulative S&T cross section is given by the black dot-dashed line (the black solid
line, which overlays the dot-dashed line, is the cumulative S&T cross section after
accounting for any rescaling in the indirect production routes). The cumulative data
(open points) are higher than S&T, so we chose to rescale S&T (red solid line) ac-
cording to these data. The fit at the lowest energies is not perfect, however this
should not be a problem since the discrepancy occurs at energies that are too low to
be important for this work.
58Ni + p → 56Co: The original direct S&T cross section (black dotted line) is too
low given the direct Webber measurements (filled points), and therefore it can be
rescaled (black dashed line) to better fit those data. The unscaled cumulative S&T
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cross section (black dot-dashed line) is also too low compared to the cumulative data
(open points), though they are nearly fit by the cumulative S&T (black solid line)
that is rescaled according to the Webber data. Since this is a large production cross
section, we chose to rescale S&T to the cumulative data (red solid line) to get the
best fit.
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C.2.21 57Co production
Figure C.21: Selected cross sections for the production of 57Co. For a definition of
the data, please refer to the caption of Figure C.1.
59Co + p → 57Co: This reaction has no direct measurements, and the original cu-
mulative S&T cross section is given by the black dot-dashed line (the black solid line,
which overlays the dot-dashed line, is the cumulative S&T cross section after account-
ing for any rescaling in the indirect production routes). The cumulative data (open
points) are higher than S&T, so we chose to rescale S&T (red solid line) according to
these data.
58Ni + p → 57Co: The original direct S&T cross section (black dotted line) is too
low given the direct Webber measurements (filled points), and so it can be rescaled
(black dashed line). The unscaled cumulative S&T cross section (black dot-dashed
line) is high compared to the cumulative data (open points). Since we rescaled the
direct cross section to the Webber data, the rescaled cumulative S&T cross section
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(black solid line) gives a worse fit to the cumulative data. Therefore, we chose to
rescale the cumulative S&T to the higher energy cumulative data only (red solid line),
since the data suggest a different energy dependence than S&T and the low-energy
measurements are outside our interest for this work.
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C.2.22 56Ni production
Figure C.22: Selected cross sections for the production of 56Ni. For a definition of
the data, please refer to the caption of Figure C.1.
58Ni + p → 56Ni: The original direct S&T cross section (black dotted line, over-
lapped by the black dot-dashed line) is too low given the single direct Webber mea-
surement (filled point), and so it can be rescaled (black dashed line, overlapped by
the black solid line). The cumulative data (open), which are lower than the direct
measurement, are much lower than the rescaled cumulative S&T cross section (black
solid line). In fact, the unscaled cumulative S&T (black dot-dashed line) gives a much
better fit. Since it is unphysical for the cumulative cross sections to be lower than
the direct measurement, we have chosen to use the unscaled cumulative S&T cross
section (red solid line) since it fits the data well.
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C.2.23 57Ni production
Figure C.23: Selected cross sections for the production of 57Ni. For a definition of
the data, please refer to the caption of Figure C.1.
58Ni + p → 57Ni: The original direct S&T cross section (black dotted line, over-
lapped by the black dot-dashed line) is too low given the single direct Webber mea-
surement (filled point), and so it can be rescaled (black dashed line, overlapped by
the black solid line). The cumulative data (open) are much lower than the rescaled
cumulative S&T cross section (black solid line). The unscaled cumulative S&T (black
dot-dashed line) gives a closer fit, though it is still high compared to the data. There-
fore, we have chosen to rescale the cumulative S&T cross section (red solid line) to
the cumulative data.
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C.3 Electron-capture decay nuclides
The NNDC databases were also used to ensure that we had the most up-to-date
decay half-lives and branching ratios (for those nuclides that decayed by multiple
processes). Nuclides that decay only by electron capture require an adjusted decay
half-life, which can be calculated using the following procedure (George 1999).
Nuclear decays are governed by a transition rate λ (probability/time) that is the
sum of all the transition rates for all possible decay channels:
λfilled = λK1 + λK2 + λL1 + λL2 + λL3 + · · · (C.1)
There is an equal probability the a nuclide will capture either the K1 or K2 electron.
For the isotopes we are interested in, capture from the L1 shell dominates over all
higher shells. In the cosmic rays there is at most a single attached electron and
therefore a single decay channel, and so we define λK1 = λK2 = λK = λCR. Therefore,
the capture probability can be rewritten as:
λfilled
λCR
= 2 +
λL1
λK
. (C.2)
Radioactive decay half-lives are given by 0.5 = exp(−λT1/2), which may be substi-
tuted into Equation C.2:
T1/2,CR
T1/2,filled
=
λfilled
λCR
= 2 +
λL1
λK
. (C.3)
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C.3 Electron-capture decay nuclides
From this equation we see that the laboratory half-life T1/2,filled is related to the
cosmic-ray half-life T1/2,CR by the L1/K capture ratio. These ratios may be calculated
with the following equation (Firestone and Shirley 1998):
λL1
λK
= c(Z)
(
E(EC)− E(L1)
E(EC)− E(K)
)2
, (C.4)
where E(EC) is the electron capture decay energy, EL1 and EK are the binding
energies for the L1 and K shells, and c(Z) = 9.5 × 10−4Z + 6.4 × 10−2. For the
species we consider in this work, the cosmic-ray half-lives are ∼2 times longer than
the laboratory half-lives. For example, T1/2,CR/T1/2,filled is 2.09 for
49V and 2.08 for
51Cr.
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Appendix D
Simple and Nested Leaky-box
Model Spectra
In this Appendix we provide the boron, carbon, scandium, titanium, vanadium, and
iron energy spectra for each of the simple and nested leaky-box models presented in
Chapters 4 and 5. Results are given for both solar minimum periods (Section 3.2)
studied here. Though energy spectra are an important test of any model, we note
that it is difficult to draw conclusions about interstellar transport models because the
results are sensitive to shape of the injection spectrum as well as the solar modulation
model, which substantially affects the spectra below a few GeV/nucleon. Tests of our
solar modulation model (Chapter 1.4.3) are beyond the scope of this thesis, and so
we recommend further studies of solar modulation before critiquing how well our
interstellar models are able to reproduce the observed energy spectra.
D.1 Simple leaky-box model
For the simple leaky-box model we examined two interstellar models, each of which
was defined by a different energy dependence for the escape mean free path from the
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Galaxy (Section 4.1). For each model, we used our numerical solution discussed in
Section 4.3 to calculate the isotopic interstellar equilibrium intensities. After sum-
ming the isotope spectra for a given element, we applied our solar modulation model
(Chapter 1.4.3) to determine the elemental cosmic-ray intensities at Earth for each
of the two solar minimum periods CRIS observed (Section 3.2). Here we present
the calculated energy spectra for boron, carbon, scandium, titanium, vanadium, and
iron. These six species are used to calculate the secondary-to-primary ratios B/C and
(Sc+ Ti+ V )/Fe for Models #1 (Section 4.4) and #2 (Section 4.5). We note that,
of these species, boron and carbon will be most sensitive to the parameterization of
escape from the Galaxy, while the sub-iron species and iron will be more sensitive to
nuclear interactions. This may be seen in Figure 4.1, which compares the mean free
paths for escape and interaction for 12C and 56Fe.
Using data from various spacecraft and balloon experiments that cover a large
range in energy (∼ 10 − 105 MeV/nucleon), we can evaluate how well each model
reproduces the observations. We have used data from the space missions IMP-8
(Garcia-Munoz et al. 1977) and HEAO-3 (Engelmann et al. 1990). Data from balloon
experiments come from the University of Alabama (Huntsville) (Derrickson et al.
1992), the University of New Hampshire (Lezniak and Webber 1978), TRACER (Ave
et al. 2008), and CRISIS (Young et al. 1981).
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Figure D.1: Boron and carbon energy spectra for the 1997-98 solar minimum. CRIS
observations discussed in this work are shown as filled diamonds; for references to
all other data used here, refer to Appendix D.1. The solid curves are the result of
an interstellar transport model using the Davis form of the escape mean free path
(Equation 4.3), with a solar modulation level of φ = 325 MV. The injection spectrum
was taken to be a power law in momentum per nucleon, with a spectral index of
-2.35. The dotted curves correspond to a modulation level of φ = 750 MV, which is
appropriate for the HEAO-3 mission.
D.1.1 Model #1: Davis escape mean free path
This first leaky-box transport model uses an injection spectrum was taken to be a
power law in momentum per nucleon with a spectral index of -2.35, and the Davis
form (Equation 4.3) for the escape mean free path in the Galaxy. The calculated
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Figure D.2: Scandium, titanium, vanadium, and iron energy spectra for the 1997-
98 solar minimum. For additional information concerning the data and interstellar
transport models used here, refer to the caption of Figure D.1.
energy spectra for the 1997-98 solar minimum for each of the six chosen species are
compared with experimental data in Figures D.1 and D.2. During this period of time,
we estimate a solar modulation value of φ = 325 MV; the model corresponding to
this value is shown by the solid lines. For reference we also include our model for a
modulation value of φ = 750 MV, which is appropriate for the HEAO-3 mission, as
shown by the dotted lines.
The CRIS boron and carbon measurements are nicely fit by the φ = 325 MV
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Figure D.3: Boron and carbon energy spectra for the 1997-98 solar minimum. CRIS
observations discussed in this work are shown as filled diamonds; for references to
all other data used here, refer to Appendix D.1. The solid curves are the result of
an interstellar transport model using the Davis form of the escape mean free path
(Equation 4.3), with a solar modulation level of φ = 325 MV. The injection spectrum
was taken to be a power law in momentum per nucleon, with a spectral index of -2.35.
All data have been adjusted to this modulation level, as described in Appendix D.1.1.
model, though the carbon spectrum is slightly overestimated. The average differ-
ences between the model and the CRIS boron and carbon data are around 6%. The
scandium, titanium, and vanadium spectra are also well fit by the model, with av-
erage differences of 7-9%. The best fit of the model to the CRIS data is for iron,
where the data and the model differ on average by 3%. Out of these six species, the
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Figure D.4: Scandium, titanium, vanadium, and iron energy spectra for the 1997-
98 solar minimum. For additional information concerning the data and interstellar
transport models used here, refer to the caption of Figure D.3.
largest individual difference is at the lowest energy scandium measurement (21%).
For most other CRIS measurements the differences are below 10%. We also note that
the HEAO measurements for all six species are well fit by the φ = 750 MV curve.
We can use other experimental data to test this model, as mentioned in Appendix
D.1. These instruments operated at different periods of time in the solar cycle from
CRIS, so we must first assign a solar modulation level for each dataset that is ap-
propriate for the average conditions when the data were collected. As previously
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indicated, we found that the CRIS and HEAO spectra were best fit using modula-
tion levels of 325 MV and 750 MV, respectively. We obtained the values for other
experiments by linearly interpolating the mean Climax neutron monitor rates for the
various periods of time, as was done in our previous work (George et al. 2009). The
following solar modulation levels are used here: 275 MV (CRISIS), 325 MV (UAH),
400 MV (IMP-8), 625 MV (UNH), and 900 MV (TRACER).
For each of the experiments we can adjust the data so that they are representative
of a common modulation level. We do this by calculating the ratios of the intensities
for each value of φ with respect to the intensities for φ = 325 MV to determine the
energy-dependent correction factors that should be applied to the data. Figures D.3
and D.4 plot all of the experimental data adjusted in this manner for the 1997-98 solar
minimum. With the exception of the CRISIS data, which have large uncertainties for
the rarer sub-iron species, we see that the other experimental data are well fit by this
model and they are consistent with the CRIS energy spectra.
Similar plots for the 2009-10 solar minimum are shown in Figures D.5 through
D.8. For this period of time, we estimate a solar modulation value of φ = 250 MV
(shown by the solid lines). For reference we again include our model for a modulation
value of φ = 750 MV that is appropriate for the HEAO-3 mission (shown by the
dotted lines).
As with the previous solar minimum, the 2009-10 CRIS boron and carbon mea-
surements are nicely fit by the φ = 250 MV model, though again the carbon spec-
trum is systematically slightly overestimated. We note that this modulation level is
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Figure D.5: Boron and carbon energy spectra for the 2009-10 solar minimum. CRIS
observations discussed in this work are shown as filled diamonds; for references to
all other data used here, refer to Appendix D.1. The solid curves are the result of
an interstellar transport model using the Davis form of the escape mean free path
(Equation 4.3), with a solar modulation level of φ = 250 MV. The injection spectrum
was taken to be a power law in momentum per nucleon, with a spectral index of
-2.35. The dotted curves correspond to a modulation level of φ = 750 MV, which is
appropriate for the HEAO-3 mission.
the lowest of the space age (Usoskin et al. 2011), giving us the opportunity to study
record-level cosmic-ray intensities at near-interstellar conditions. The average differ-
ences between the model and these CRIS data are around 7%. Scandium, titanium,
and vanadium are also fairly well fit by the model, with average differences between
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Figure D.6: Scandium, titanium, vanadium, and iron energy spectra for the 2009-
10 solar minimum. For additional information concerning the data and interstellar
transport models used here, refer to the caption of Figure D.5.
6-11%. Again, the iron energy spectrum is the best fit out of the six species, with
an average difference of 5%. The largest individual difference is seen at the middle
energy scandium measurement (19%), while most other CRIS measurements have
differences below 10%.
We adjusted the other instrument data so that all observations were representative
of the CRIS 2009-10 solar minimum modulation level, as shown in Figures D.7 and
D.8. Again, with the exception of some of the CRISIS data, we see that the other
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Figure D.7: Boron and carbon energy spectra for the 2009-10 solar minimum. CRIS
observations discussed in this work are shown as filled diamonds; for references to
all other data used here, refer to Appendix D.1. The solid curves are the result of
an interstellar transport model using the Davis form of the escape mean free path
(Equation 4.3), with a solar modulation level of φ = 250 MV. The injection spectrum
was taken to be a power law in momentum per nucleon, with a spectral index of -2.35.
All data have been adjusted to this modulation level, as described in Appendix D.1.1.
experimental data are well fit by this model and they are consistent with the CRIS
energy spectra.
The relatively small disagreements seen between the model and the CRIS solar
minima observations are not surprising for two important reasons. First, the S&T
semi-empirical production cross sections we use in the transport model (Appendix
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Figure D.8: Scandium, titanium, vanadium, and iron energy spectra for the 2009-
10 solar minimum. For additional information concerning the data and interstellar
transport models used here, refer to the caption of Figure D.7.
C) have estimated uncertainties ∼30% (Silberberg et al. 1985). Second, though the
cosmic-ray energy spectra below ∼1 GeV/nucleon are quite sensitive to solar mod-
ulation model used here, we have chosen the value of φ that best fits the primary
element spectra. We note that Wiedenbeck (2011) observed that different primaries
seem to be better fit with slightly different φ, as seen in Figure D.9.
Though the various observations are fit quite well with this model, we have used
a parameterization of the escape mean free path in the Galaxy (Equation 4.3) that
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Figure D.9: The inferred solar modulation parameter φ versus time for the primary
cosmic rays carbon, oxygen, magnesium, silicon, and iron. Values are based on fits of
the low-energy roll-offs of the energy spectra (Wiedenbeck 2011).
artificially decreases at low energies the amount of material that cosmic rays traverse.
This form is specifically tailored to better fit the CRIS data, even though there is
no physical reason for such an energy dependence. Therefore, we must look for
an alternative escape form that will still reproduce the observations at all energies
without introducing unphysical elements to the parameterization.
221
D.1 Simple leaky-box model
Figure D.10: Boron and carbon energy spectra for the 1997-98 solar minimum.
CRIS observations discussed in this work are shown as filled diamonds; for references
to all other data used here, refer to Appendix D.1. The solid curves are the result of
an interstellar transport model using a simple rigidity-dependent form of the escape
mean free path (given by Equation 4.6 with Λo = 29.5 g/cm
2 and γ = −0.6), with
a solar modulation level of φ = 325 MV. The injection spectrum was taken to be
a power law in momentum per nucleon, with a spectral index of -2.35. The dotted
curves correspond to a modulation level of φ = 750 MV, which is appropriate for the
HEAO-3 mission.
D.1.2 Model #2: simple R-dependent escape mean free path
For the second leaky-box transport model the injection spectrum was taken to be a
power law in momentum per nucleon, with a spectral index of -2.35, and we used a
simple rigidity-dependent escape mean free path in the Galaxy (Equation 4.6 with
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Figure D.11: Scandium, titanium, vanadium, and iron energy spectra for the 1997-
98 solar minimum. For additional information concerning the data and interstellar
transport models used here, refer to the caption of Figure D.10.
Λo = 29.5 g/cm
2 and γ = −0.6). This form is very similar to the parameterization
used in Model #1 (Appendix D.1.1), though it does not artificially adjust the shape
of the escape mean free path at low interstellar energies. Figures D.10 and D.11
show the calculated energy spectra for the 1997-98 solar minimum for the six chosen
species and compare the model results with experimental data. We estimate a solar
modulation value of φ = 325 MV for this time period, shown by the solid lines. For
reference we also include our model for a modulation value of φ = 750 MV, which is
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Figure D.12: Boron and carbon energy spectra for the 1997-98 solar minimum.
CRIS observations discussed in this work are shown as filled diamonds; for references
to all other data used here, refer to Appendix D.1. The solid curves are the result of
an interstellar transport model using a simple rigidity-dependent form of the escape
mean free path (Equation 4.6 with Λo = 29.5 g/cm
2 and γ = −0.6), with a solar
modulation level of φ = 325 MV. The injection spectrum was taken to be a power
law in momentum per nucleon, with a spectral index of -2.35. All data have been
adjusted to this modulation level, as described in Appendix D.1.1.
appropriate for the HEAO-3 mission (shown by the dotted lines).
Immediately we see that the φ = 325 MV model does not fit the CRIS boron and
carbon energy spectra. For boron the average difference between the model and the
CRIS data is 50%, while for carbon it is 30%. Conversely, the scandium, titanium,
224
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Figure D.13: Scandium, titanium, vanadium, and iron energy spectra for the 1997-
98 solar minimum. For additional information concerning the data and interstellar
transport models used here, refer to the caption of Figure D.12.
vanadium, and iron spectra are all well fit by the model, with average differences of
2-9%. We also note that even though not all of the CRIS data are fit by this model,
the HEAO measurements for all six species are well fit by the φ = 750 MV curve.
We note that these values of φ were determined by choosing the value that best
fit Model #1 to the observations. Since boron and carbon are not well fit with these
values while scandium through iron are, it suggests that very different values of φ
are required for different charge regimes, or that a different modulation model is
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required. Alternatively, these results may indicate that a different injection spectrum
for carbon than for iron should be used. However, the energy spectra depend on
the injection spectra, the interstellar transport model, and the modulation model
while secondary-to-primary ratios mainly depend on the interstellar transport model.
Investigations into the modulation and injection are beyond the scope of this thesis,
which is primarily concerned with the interstellar transport model.
Observations from each of the experiments can be adjusted so that the data are
representative of a common modulation level; we repeated the procedure described
in Appendix D.1.1 using the spectra from Model #2. The results are shown in
Figures D.12 and D.13, where all of the experimental data are adjusted to the CRIS
1997-98 modulation level. Though the data are consistent with one another (with
the exception of some of the CRISIS observations) and they are well fit at energies
above several hundred MeV/nucleon, there remains the large overestimation of the
low-energy boron and carbon spectra.
Similar plots for the 2009-10 solar minimum are shown in Figures D.14 through
D.17. A solar modulation value of φ = 250 MV (shown by the solid lines) is estimated
for this time period, as was used in Model #1. Again, we include for reference our
model for a modulation value of φ = 750 MV that is appropriate for the HEAO-3
mission (shown by the dotted lines).
As with the 1997-98 solar minimum we see the same problems in fitting the CRIS
boron and carbon spectra with the φ = 250 MV model. The disagreements here are
slightly larger, where the average difference between the model and the CRIS boron
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Figure D.14: Boron and carbon energy spectra for the 2009-10 solar minimum.
CRIS observations discussed in this work are shown as filled diamonds; for references
to all other data used here, refer to Appendix D.1. The solid curves are the result of
an interstellar transport model using a simple rigidity-dependent form of the escape
mean free path (given by Equation 4.6 with Λo = 29.5 g/cm
2 and γ = −0.6), with
a solar modulation level of φ = 250 MV. The injection spectrum was taken to be
a power law in momentum per nucleon, with a spectral index of -2.35. The dotted
curves correspond to a modulation level of φ = 750 MV, which is appropriate for the
HEAO-3 mission.
and carbon data is 55% and 36%, respectively. The scandium, titanium, vanadium,
and iron spectra are all still well fit by the model, with average differences of 4-7%.
Again, the HEAO measurements for all six species are well fit by the φ = 750 MV
curve even though there are problems fitting some of the CRIS data.
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Figure D.15: Scandium, titanium, vanadium, and iron energy spectra for the 2009-
10 solar minimum. For additional information concerning the data and interstellar
transport models used here, refer to the caption of Figure D.14.
We adjusted the other instrument data so that all observations were representative
of the CRIS 2009-10 solar minimum modulation level, as shown in Figures D.16 and
D.17; again, we repeated the procedure described in Appendix D.1.1 using the spectra
from Model #2. Though the other experimental data are generally consistent with
one another and are well fit above several hundred MeV/nucleon, the model does not
fit the low-energy boron and carbon energy spectra.
It is no surprise that the spectra for scandium, titanium, vanadium, and iron are
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Figure D.16: Boron and carbon energy spectra for the 2009-10 solar minimum.
CRIS observations discussed in this work are shown as filled diamonds; for references
to all other data used here, refer to Appendix D.1. The solid curves are the result of
an interstellar transport model using a simple rigidity-dependent form of the escape
mean free path (Equation 4.6 with Λo = 29.5 g/cm
2 and γ = −0.6), with a solar
modulation level of φ = 250 MV. The injection spectrum was taken to be a power
law in momentum per nucleon, with a spectral index of -2.35. All data have been
adjusted to this modulation level, as described in Appendix D.1.1.
well-fit by both models at low energies, while there are large differences between the
two models for boron and carbon. According to Figure 4.1, high-Z species like iron are
much more sensitive to interaction than escape, so our choice for the parameterization
won’t significantly affect their low-energy spectra. For low-Z species like carbon the
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Figure D.17: Scandium, titanium, vanadium, and iron energy spectra for the 2009-
10 solar minimum. For additional information concerning the data and interstellar
transport models used here, refer to the caption of Figure D.16.
interaction mean free path is longer, and at low energies it is comparable to the escape
path length used in Model #1. However, in Model #2 it is clear that escape is less
important than interaction, and so we expect that the boron and carbon spectra in
Model #2 should be higher at CRIS energies than those using Model #1.
Currently there is no accepted theoretical explanation for an escape mean free
path form that strongly decreases with decreasing energy below ∼1 GeV/nucleon.
This is therefore our impetus for testing a transport model with a simple rigidity-
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dependent escape mean free path. However, the poor fit of the model to the boron and
carbon energy spectra indicates that there is still some deficiency in this interstellar
leaky-box model beyond any problems due to our production cross sections or our
use of a simplified solar modulation model. Some studies found success by including
reacceleration in the GALPROP numerical transport model (Strong and Moskalenko
(1998); Moskalenko et al. (2003)). We use their results when discussing the B/C and
(Sc+ Ti+ V )/Fe ratios in Sections 4.4 (Model #1) and 4.5 (Model #2).
D.2 Nested leaky-box model
For the nested leaky-box model we chose to examine two interstellar models, each of
which was defined by a different energy dependence for the escape mean free path
from the cocoons (Section 5.1). We used our numerical solution discussed in Section
5.3 to calculate the isotopic interstellar equilibrium intensities, and after applying
our solar modulation model (Chapter 1.4.3) we determined the elemental cosmic-ray
intensities at Earth for each of the two solar minimum periods CRIS observed (Section
3.2). In this section, we will present the calculated energy spectra for boron, carbon,
scandium, titanium, vanadium, and iron. In Sections 5.4 and we will use these six
species to calculate the secondary-to-primary ratios B/C and (Sc+Ti+V )/Fe. We
note that boron and carbon will be most sensitive to the escape form in the cocoon,
while the sub-iron species and iron will be more sensitive to nuclear interactions, as
is seen in Figure 4.1. Data from various spacecraft and balloon experiments listed in
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Figure D.18: Boron and carbon energy spectra for the 1997-98 solar minimum.
CRIS observations discussed in this work are shown as filled diamonds; for references
to all other data used here, refer to Section D.2. The solid curves are the result of
an interstellar transport model using a simple rigidity-dependent form of the escape
mean free path in the cocoon (given by Equation 4.6, where Λo = 16.5 g/cm
2 and
γ = −0.6) and an energy-independent form in the Galaxy (ΛG = 0.5 g/cm2), with
a solar modulation level of φ = 325 MV. The injection spectrum was taken to be
a power law in momentum per nucleon, with a spectral index of -2.8. The dotted
curves correspond to a modulation level of φ = 750 MV, which is appropriate for the
HEAO-3 mission.
Section D.1 are again used to evaluate the nested leaky-box models.
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Figure D.19: Scandium, titanium, vanadium, and iron energy spectra for the 1997-
98 solar minimum. For additional information concerning the data and interstellar
transport models used here, refer to the caption of Figure D.18.
D.2.1 Model #1
For the first nested leaky-box transport model the injection spectrum was taken to
be a power law in momentum per nucleon, with a spectral index of -2.8, and we use a
simple rigidity-dependent form of the escape mean free path in the cocoon (Equation
4.6, with Λo = 16.5 g/cm
2 and γ = −0.6 (Equation 4.6). The escape mean free
path in the Galaxy is taken to be ΛG = 0.5 g/cm
2. Figures D.18 and D.19 show
the calculated energy spectra for the 1997-98 solar minimum for the six species. We
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Figure D.20: Boron and carbon energy spectra for the 1997-98 solar minimum.
CRIS observations discussed in this work are shown as filled diamonds; for references
to all other data used here, refer to Section D.2. The solid curves are the result of
an interstellar transport model using a simple rigidity-dependent form of the escape
mean free path in the cocoon (given by Equation 4.6, where Λo = 16.5 g/cm
2 and
γ = −0.6) and an energy-independent form in the Galaxy (ΛG = 0.5 g/cm2), with
a solar modulation level of φ = 325 MV. The injection spectrum was taken to be a
power law in momentum per nucleon, with a spectral index of -2.8. All data have
been adjusted to this modulation level, as described in Section D.1.1.
estimate a solar modulation value of φ = 325 MV for this time period, which is the
same value used in our analysis of the leaky-box models in Section D.1, shown by
the solid lines. Our model for a modulation value of φ = 750 MV is also given for
reference (shown by the dotted lines).
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Figure D.21: Scandium, titanium, vanadium, and iron energy spectra for the 1997-
98 solar minimum. For additional information concerning the data and interstellar
transport models used here, refer to the caption of Figure D.20.
The CRIS boron and carbon measurements are well fit by the φ = 325 MV curve,
with an average difference of 6% and 4%, respectively, between this model and the
data. Though the model underestimates the scandium, titanium, and iron spectra
(with average differences of 13-17%), the vanadium spectrum is the best fit of the high-
Z species (with a 7% average difference). We also note that the HEAO measurements,
with the exception of boron, are fairly well fit by the φ = 750 MV curve. With this
model, the boron spectrum at high energies is underestimated by about 20%.
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Other experimental data were used to test this model at higher energies, and we
adjusted the observations from each experiment so that the data are representative
of a common modulation level, φ = 325 MV. To do this we repeated the procedure
described in Appendix D.1.1 using the spectra from this nested leaky-box model.
Figures D.20 and D.21 show the adjusted experimental data for the 1997-98 solar
minimum. For carbon we see that the other experimental data are well fit by this
model and they are consistent with the CRIS energy spectra. The boron data are
consistent with one another, though this is due to the large energy bands for the
UAH and UNH data (which are indicated by the horizontal bars on the points).
However the HEAO observations are clearly underestimated by the model. With the
exception of some of the CRISIS data, the scandium, titanium, vanadium, and iron
observations are all consistent with one another. Below ∼500 MeV/nucleon the data
are underestimated by the model, though above this energy the fit is quite good.
Similar plots for the 2009-10 solar minimum are shown in Figures D.22 through
D.25. The estimated value of the solar modulation parameter is φ = 250 MV for
this time period (shown by the solid lines). We include for reference our model for a
modulation value of φ = 750 MV (shown by the dotted lines).
Here the CRIS boron and carbon spectra are fairly well fit by the φ = 250 MV
model, though the model tends to slightly overestimate the spectra below ∼100
MeV/nucleon. Compared to the 1997-98 solar minimum, the disagreements here
are slightly larger for boron and carbon; the average difference between the model
and the CRIS data is 7-9%. The scandium, titanium, and iron spectra are all still
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Figure D.22: Boron and carbon energy spectra for the 2009-10 solar minimum.
CRIS observations discussed in this work are shown as filled diamonds; for references
to all other data used here, refer to Section D.2. The solid curves are the result of
an interstellar transport model using a simple rigidity-dependent form of the escape
mean free path in the cocoon (given by Equation 4.6, where Λo = 16.5 g/cm
2 and
γ = −0.6) and an energy-independent form in the Galaxy (ΛG = 0.5 g/cm2), with
a solar modulation level of φ = 250 MV. The injection spectrum was taken to be
a power law in momentum per nucleon, with a spectral index of -2.8. The dotted
curves correspond to a modulation level of φ = 750 MV, which is appropriate for the
HEAO-3 mission.
underestimated by the model, with average differences of 16-19%, while the vanadium
spectrum is underestimated by 10%.
The other instrument data were adjusted (using the procedure described in Ap-
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Figure D.23: Scandium, titanium, vanadium, and iron energy spectra for the 2009-
10 solar minimum. For additional information concerning the data and interstellar
transport models used here, refer to the caption of Figure D.22.
pendix D.1.1 and the spectra from this nested leaky-box model) so that all observa-
tions were representative of the CRIS 2009-10 solar minimum modulation level, as
shown in Figures D.24 and D.25. Again, though the other experimental data are gen-
erally consistent with one another, the model does not fit HEAO’s high-energy boron
spectrum. Carbon is well fit across the entire energy range, and for the remaining
four species the model fits the data at high energies and underestimates the spectra
at CRIS energies.
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Figure D.24: Boron and carbon energy spectra for the 2009-10 solar minimum.
CRIS observations discussed in this work are shown as filled diamonds; for references
to all other data used here, refer to Section D.2. The solid curves are the result of
an interstellar transport model using a simple rigidity-dependent form of the escape
mean free path in the cocoon (given by Equation 4.6, where Λo = 16.5 g/cm
2 and
γ = −0.6) and an energy-independent form in the Galaxy (ΛG = 0.5 g/cm2), with
a solar modulation level of φ = 250 MV. The injection spectrum was taken to be a
power law in momentum per nucleon, with a spectral index of -2.8. All data have
been adjusted to this modulation level, as described in Section D.1.1.
For the low-energy boron and carbon energy spectra, the disagreements seen be-
tween the model and the CRIS data are most likely due to uncertainties in the pro-
duction cross sections and the simplified modulation model (as discussed at the end
of Section D.1.1). The same reasoning can not explain the larger disagreements seen
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Figure D.25: Scandium, titanium, vanadium, and iron energy spectra for the 2009-
10 solar minimum. For additional information concerning the data and interstellar
transport models used here, refer to the caption of Figure D.24.
in the high-energy boron spectrum and the scandium, titanium, vanadium, and iron
energy spectra. Most likely the problems with the secondary species are due to the
modeling of the cocoon, where the majority of the secondary cosmic rays are pro-
duced; it is unclear why we see poor agreement with the iron spectrum.
Looking at Equation 5.6 we see that an increase in the cocoon residence time (τC),
and therefore an increase in the cocoon escape mean free path (ΛC), would lead to an
increase in the number density of secondary species produced in the cocoon. However,
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this increase in τC will actually decrease the number density of primary species in the
cocoon (according to Equation 5.4. Therefore, it is not immediately clear whether a
longer residence time will resolve the discrepancies we see between the model and the
data. We will test this theory is in Section D.2.2 by using a longer mean free path in
the cocoon.
D.2.2 Model #2
This second nested leaky-box transport model uses an injection spectrum taken to
be a power law in momentum per nucleon, with a spectral index of -2.8, and a
similar escape mean free path in the cocoon as in Model #1. However, now we
use Λo = 23.0 g/cm
2 (with γ = −0.6) in Equation 4.6; as in Model #1, we use an
energy-independent escape form in the Galaxy (ΛG = 0.5 g/cm
2). The calculated
energy spectra for the 1997-98 solar minimum for each of the six chosen species are
compared with experimental data in Figures D.26 and D.27. We estimate a solar
modulation value of φ = 325 MV (shown by the solid lines). For reference we also
include our model for a modulation value of φ = 750 MV, which is appropriate for
the HEAO-3 mission (shown by the dotted lines).
With this model the CRIS boron and carbon measurements are nicely fit by the
φ = 325 MV model, though the carbon spectrum is slightly underestimated at the
highest CRIS energies. The average differences between the model and the CRIS
boron and carbon data are around 6-8%, and the largest individual difference is 11%.
The scandium, titanium, and vanadium spectra are all underestimated by the model,
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Figure D.26: Boron and carbon energy spectra for the 1997-98 solar minimum.
CRIS observations discussed in this work are shown as filled diamonds; for references
to all other data used here, refer to Section D.2. The solid curves are the result of
an interstellar transport model using a simple rigidity-dependent form of the escape
mean free path in the cocoon (given by Equation 4.6, where Λo = 23.0 g/cm
2 and
γ = −0.6) and an energy-independent form in the Galaxy (ΛG = 0.5 g/cm2), with
a solar modulation level of φ = 325 MV. The injection spectrum was taken to be
a power law in momentum per nucleon, with a spectral index of -2.8. The dotted
curves correspond to a modulation level of φ = 750 MV, which is appropriate for the
HEAO-3 mission.
with average differences of 16-24%. The worst fit of the model to the CRIS data is
for iron, which is underestimated on average by 29%. The HEAO measurements for
all six species are fairly well fit by the φ = 750 MV curve.
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Figure D.27: Scandium, titanium, vanadium, and iron energy spectra for the 1997-
98 solar minimum. For additional information concerning the data and interstellar
transport models used here, refer to the caption of Figure D.26.
We can use other experimental data to test this model at higher energies, and
observations from each experiment were adjusted (using the procedure described in
Appendix D.1.1 and the spectra from this nested leaky-box model) so that the data
are representative of a common modulation level, φ = 325 MV. Figures D.28 and
D.29 plot all of the experimental data adjusted in this manner for the 1997-98 solar
minimum. For boron and carbon, we see that the other experimental data are well
fit by this model and they are consistent with the CRIS energy spectra. With the
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Figure D.28: Boron and carbon energy spectra for the 1997-98 solar minimum.
CRIS observations discussed in this work are shown as filled diamonds; for references
to all other data used here, refer to Section D.2. The solid curves are the result of
an interstellar transport model using a simple rigidity-dependent form of the escape
mean free path in the cocoon (given by Equation 4.6, where Λo = 23.0 g/cm
2 and
γ = −0.6) and an energy-independent form in the Galaxy (ΛG = 0.5 g/cm2), with
a solar modulation level of φ = 325 MV. The injection spectrum was taken to be a
power law in momentum per nucleon, with a spectral index of -2.8. All data have
been adjusted to this modulation level, as described in Section D.1.1.
exception of some of the CRISIS data, we also see that the scandium, titanium,
vanadium, and iron observations are consistent with one another. However, it is clear
that this model underestimates those spectra below ∼1 GeV/nucleon.
Similar plots for the 2009-10 solar minimum are shown in Figures D.30 through
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Figure D.29: Scandium, titanium, vanadium, and iron energy spectra for the 1997-
98 solar minimum. For additional information concerning the data and interstellar
transport models used here, refer to the caption of Figure D.28.
D.33. We estimate a solar modulation value of φ = 250 MV (shown by the solid
lines) for this time period, as was used in Model #1. We again show for reference our
model for a modulation value of φ = 750 MV (shown by the dotted lines).
We see that the 2009-10 CRIS boron and carbon measurements are nicely fit by
the φ = 250 MV model, with the average differences between the model and these
CRIS data around 6-8%. This model underestimates the scandium, titanium, and
vanadium spectra by an average of 19-26%. The iron spectrum is again the worst fit
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Figure D.30: Boron and carbon energy spectra for the 2009-10 solar minimum.
CRIS observations discussed in this work are shown as filled diamonds; for references
to all other data used here, refer to Section D.2. The solid curves are the result of
an interstellar transport model using a simple rigidity-dependent form of the escape
mean free path in the cocoon (given by Equation 4.6, where Λo = 23.0 g/cm
2 and
γ = −0.6) and an energy-independent form in the Galaxy (ΛG = 0.5 g/cm2), with
a solar modulation level of φ = 250 MV. The injection spectrum was taken to be
a power law in momentum per nucleon, with a spectral index of -2.8. The dotted
curves correspond to a modulation level of φ = 750 MV, which is appropriate for the
HEAO-3 mission.
out of the six species, with an average difference of 31%.
When the other instrument data are adjusted (using the procedure described
in Appendix D.1.1 and the spectra from this nested leaky-box model) so that all
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Figure D.31: Scandium, titanium, vanadium, and iron energy spectra for the 2009-
10 solar minimum. For additional information concerning the data and interstellar
transport models used here, refer to the caption of Figure D.30.
observations are representative of the CRIS 2009-10 solar minimum modulation level
(Figures D.32 and D.33), we still see that the data are consistent with one another.
As in the prior solar minimum, the observations are well fit by the model above ∼1
GeV/nucleon (excluding some of the CRISIS data), but below this energy the model
still underestimates the spectra.
As we saw in Model #1, the disagreements seen between this model and the CRIS
data for the boron and carbon energy spectra are most likely due to uncertainties in
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Figure D.32: Boron and carbon energy spectra for the 2009-10 solar minimum.
CRIS observations discussed in this work are shown as filled diamonds; for references
to all other data used here, refer to Section D.2. The solid curves are the result of
an interstellar transport model using a simple rigidity-dependent form of the escape
mean free path in the cocoon (given by Equation 4.6, where Λo = 23.0 g/cm
2 and
γ = −0.6) and an energy-independent form in the Galaxy (ΛG = 0.5 g/cm2), with
a solar modulation level of φ = 250 MV. The injection spectrum was taken to be a
power law in momentum per nucleon, with a spectral index of -2.8. All data have
been adjusted to this modulation level, as described in Section D.1.1.
the production cross sections and the simplified modulation model (as discussed at
the end of Section D.1.1). This can not explain the large disagreements seen in the
scandium, titanium, vanadium, and iron energy spectra. We also note that the high-
energy boron spectrum is now better fit with Model #2, so the longer escape path
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Figure D.33: Scandium, titanium, vanadium, and iron energy spectra for the 2009-
10 solar minimum. For additional information concerning the data and interstellar
transport models used here, refer to the caption of Figure D.32.
length in the cocoon did have the effect of creating more boron.
With the longer escape mean free path in the cocoon we see that the ∼20%
disagreement for boron at high energies using Model #1 dropped to ∼12% with Model
#2. However, the longer path length also translated to a larger underestimation of
the sub-iron and iron spectra at CRIS energies. These observations are likely due to
the competition between escape and total interaction for the different charge regimes,
which can be seen in Figure 5.1. For Model #2, only the low-Z species at the highest
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energies are more likely to escape the cocoon before being lost by interactions; in
Model #1 escape of low-Z species is more likely at almost all energies, though the
two loss processes begin to compete below a few GeV/nucleon. Conversely, in either
model the high-Z species will almost always interact before they escape the cocoon,
though with the longer path length it is even more likely that fewer of these cosmic
rays will escape before interacting. Unfortunately, this seems to indicate that for these
two escape models there is no parameterization that will produce enough high-energy
boron and low-energy sub-iron and iron, while maintaining the same production of
low-energy boron and carbon and high-energy sub-iron and iron.
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