Abstract-Rapid advances in image acquisition and storage technology underline the need for algorithms that are capable of solving large scale image processing and computer-vision problems. The minimum cut problem plays an important role in processing many of these imaging problems such as, image and video segmentation, stereo vision, multi-view reconstruction and surface fitting. While several min-cut/max-flow algorithms can be found in the literature, their performance in practice has been studied primarily outside the scope of computer vision. We present here the results of a comprehensive computational study, in terms of execution times and memory utilization, of the four leading published algorithms, which optimally solve the s-t cut and maximum flow problems: (i) Goldberg's and Tarjan's Push-Relabel; (ii) Hochbaum's pseudoflow; (iii) Boykov's and Kolmogorov's augmenting paths; and (iv) Goldberg's partial augment-relabel. Our results demonstrate that while the augmenting paths algorithm is more suited for small problem instances or for problems with short paths from s to t, the pseudoflow algorithm, is more suited for large general problem instances and utilizes less memory than the other algorithms on all problem instances investigated.
I. INTRODUCTION
T HE minimum cut problem (min-cut) and its dual, the maximum flow problem (max-flow), are classical combinatorial optimization problems with applications in numerous areas of science and engineering (for a collection of applications of min-cut and max-flow see [1] ).
Rapid advances in image acquisition and storage technology have increased the need for faster image processing and computer-vision algorithms that require lesser memory while being capable of handling large scale imaging problems. The min-cut problem takes a prominent role in many of these imaging problems, such as image and video segmentation, [2] , [3] , co-segmentation [4] , stereo vision [5] , multi-view reconstruction, [6] , [7] , and surface fitting [8] .
Several min-cut/max-flow algorithms can be found in the combinatorial optimization literature. However, their performance in practice has been studied primarily outside the scope of computer vision. In this study we compare, in terms of execution times and memory utilization, the four leading published algorithms, which solve optimally the min-cut and max-flow problems within the scope of vision problems. The study consists of a benchmark of an extensive data set which includes standard and non-standard vision problems [9] , [10] .
The algorithms compared within the scope of this study are: (i) the Push-Relabel, PRF, algorithm devised by Goldberg and Tarjan [11] ; (ii) the Hochbaum's pseudoflow algorithm, HPF [12] ; (iii) Boykov's and Kolmogorov's augmenting paths algorithm, BK, [13] ; and (iv) Goldberg's partial augmentrelabel, PAR, algorithm [14] .
The study of these algorithms within the scope of computervision was reported in [13] , [14] . The first, [13] , compares the BK algorithm only to PRF, and for a limited set of instances. The latter report, [14] , used the same limited set of instances, and compared PRF and PAR to HPF. The comparison provided in [14] to HPF is however not valid, as it did not use the updated publicly available software. Here we provide, for the first time, a comprehensive review of all these algorithms and a detailed comparison of several aspects of their performance, including a breakdown of the run-times and memory requirements. The breakdown of the run-times for the different stages of the algorithm: initialization, minimum cut computation and flow recovery, is important as the logic of the software is allocated differently by these algorithms to these stages. For example, while the initialization process in the BK and HPF algorithms only reads the problem file and initiate the corresponding graphs, the implementation of the PRF incorporates an additional logic into this stage, e.g. sorting the arcs of each node. This extends the execution time of the initialization phase, and as a result of the entire algorithm. While our experiments show that this time is significant, it was disregarded in the previous reports in which the initialization execution time was not considered as part of the algorithm's running times. In addition, for many computervision applications only the min-cut solution is of importance. Thus, there is no need to recover the actual maximum flow in order to solve the problem. The breakdown of the execution times allows to evaluate the performance of the algorithms for these relevant computations by taking into account only the initialization and minimum-cut times.
Our results demonstrate that while the BK algorithm is more suited for small problem instances or for problems with short paths from s to t, the HPF algorithm, is more suited for large general problem instances and utilizes less memory than the other algorithms on all problem instances investigated.
The paper is organized as follows: Section II describes the algorithms compared in this study. The experimental setup is presented in Section III, followed by the comparison results, which are detailed in Section IV. Section V concludes the paper.
A. A graph representation of a vision problem
A vision problem is typically presented on an undirected graph G = (V, E), where V is the set of pixels and E are the pairs of adjacent pixels for which similarity information is available. The 4-neighbors setup is a commonly used adjacency rule with each pixel having 4 neighbors -two along the vertical axis and two along the horizontal axis. This set-up forms a planar grid graph. The 8-neighbors arrangement is also used, but then the planarity of the graph is no longer preserved, and complexity of various algorithms increases, sometimes significantly. Planarity is also not satisfied for 3-dimensional images or video. In the most general case of vision problems, no grid structure can be assumed and thus the respective graphs are not planar. Indeed, the algorithms presented here do not assume any specific property of the graph G -they work for general graphs.
The edges in the graph representing the image carry similarity weights. There is a great deal of literature on how to generate similarity weights, and we do not discuss this issue here. We only use the fact that similarity is inversely increasing with the difference in attributes between the pixels. In terms of the graph, each edge {i, j} is assigned a similarity weight w ij that increases as the two pixels i and j are perceived to be more similar. Low values of w ij are interpreted as dissimilarity. In some contexts one might want to generate dissimilarity weights independently. In that case each edge has two weights, w ij for similarity, andŵ ij for dissimilarity.
B. Definitions and Notation
Let G st be a graph (V st , A st ), where V st = V ∪ {s, t} and A st = A∪A s ∪A t in which A s and A t are the source-adjacent and sink-adjacent arcs respectively. The number of nodes |V st | is denoted by n, while the number of arcs |A st | is denoted by m. A flow f = {f ij } (i,j)∈Ast is said to be feasible if it satisfies (i) Flow balance constraints: for each j ∈ V ,
e., inflow(j) = outflow(j)), and (ii) Capacity constraints: the flow value is between the lower bound and upper bound capacity of the arc, i.e., ℓ ij ≤ f ij ≤ u ij . We assume henceforth w.l.o.g that ℓ ij = 0. The maximum flow or max-flow problem on a directed capacitated graph with two distinguished nodes-a source and a sink-is to find a feasible flow f * that maximizes the amount of flow that can be sent from the source to the sink while satisfying flow balance constraints and capacity constraints.
A cut is a partition of nodes S ∪ T = V with s ∈ S, t ∈ T . Capacity of a cut is defined by u(S, T ) = i∈S,j∈T,(i,j)∈A u ij . The minimum s-t cut problem, henceforth referred to as the min-cut problem, defined on the above graph, is to find a bi-partition of nodes-one containing the source and the other containing the sink-such that the sum of capacities of arcs from the source set to the sink set is minimized. In 1956, Ford and Fulkerson [15] established the max-flow min-cut theorem, which states that the value of a max-flow in any network is equal to the value of a min-cut.
Given a capacity-feasible flow, hence a flow that satisfies (ii), an arc (i, j) is said to be a residual arc if (i, j) ∈ A st and f ij < u ij or (j, i) ∈ A st and f ji > 0. For (i, j) ∈ A st , the residual capacity of arc (i, j) with respect to the flow f is c f ij = u ij − f ij , and the residual capacity of the reverse arc
f denote the set of residual arcs with respect to flow f in G st which consists of all arcs or reverse arcs with positive residual capacity.
A preflow is a relaxation of a flow that satisfies capacity constraints, but inflow into a node is allowed to exceed the outflow. The excess of a node v ∈ V is the inflow into that node minus the outflow denoted by e(v) = (u,v)∈Ast f uv − (v,w)∈Ast f vw . Thus a preflow may have nonnegative excess. A pseudoflow is a flow vector that satisfies capacity constraints but may violate flow balance in either direction (inflow into a node needs not to be equal outflow). A negative excess is called a deficit.
II. MIN-CUT / MAX-FLOW ALGORITHMS A. The push-relabel Algorithm
In this section, we provide a sketch of a straightforward implementation of the algorithm. For a more detailed description, see [1] , [11] .
Goldberg's and Tarajen's push-relabel algorithm [11] , PRF, works with preflows, where a node with strictly positive excess is said to be active. Each node v is assigned a label ℓ(v) that satisfies (i) ℓ(t) = 0, and
Initially, s's label is assigned to be n, while all other nodes are assigned a label of 0. Source-adjacent arcs are saturated creating a set of source-adjacent active nodes (all other nodes have zero excess). An iteration of the algorithm consists of selecting an active node in V , and attempting to push its excess to its neighbors along an admissible arc. If no such arc exists, the node's label is increased by 1. The algorithm terminates with a maximum preflow when there are no active nodes with label less than n. The set of nodes of label n then forms the source set of a minimum cut and the current preflow is maximum in that it sends as much flow into the sink node as possible. This ends Phase 1 of the algorithm. In Phase 2, the algorithm transforms the maximum preflow into a maximum flow by pushing the excess back to s. In practice, Phase 2 is much faster than Phase 1. A high-level description of the PRF algorithm is shown in Figure 1 .
The generic version of the PRF algorithm runs in O(n 2 m) time. Using the dynamic trees data structure of Sleator and Tarjan [16] , the complexity is improved to O(nm log n 2 m ) [11] . Two heuristics that are employed in practice significantly improve the run-time of the algorithm: Gap relabeling and Global relabeling (see [11] , [17] for details).
In the highest label and lowest label variants, an active node with highest and lowest labels respectively are chosen for processing at each iteration. In the FIFO variant, the active nodes are maintained as a queue in which nodes are added to the queue from the rear and removed from the front for processing. In practice the FIFO -highest label variant is reported to work best [11] . This variant of the algorithm is also referred to as HI PR. While, in this paper the highest label variant was used, it is referred to as PRF to indicate that this is the PRF algorithm. 
B. The Hochbaum's Pseudo-flow Algorithm
The Hochbaum's Pseudoflow algorithm, HPF, [12] was motivated by an algorithm of Lerchs and Grossman [18] for the maximum closure problem. The pseudoflow algorithm has a strongly polynomial complexity of O(nm log n 2 m ) [19] . Hochbaum's algorithm was shown to be fast in theory [12] and in practice [17] for general benchmark problems.
Each node in v ∈ V is associated with at most one current arc, currArc(v) = (w, v), in A f ; the corresponding current node of v is denoted by currNode(v) = w. The algorithm also associates with each node with a root that is defined constructively as follows: starting with node v, generate the sequence of nodes {v, v 1 , v 2 , . . . , v r } defined by the current arcs (v 1 , v), (v 2 , v 1 ), . . . , (v r , v r−1 ) until v r has no current arc. Such root node v r always exists [17] , [19] . Let the unique root of node v be denoted by root(v). Note that if node v has no current arc, then root(v) = v.
The HPF algorithm is initiated with any arbitrary initial pseudoflow (i.e, flow vector that may violate flow balance in either direction) that saturates source adjacent and sinkadjacent arcs. Such initial pseudoflow can be generated, for example, by saturating all source-adjacent and sink-adjacent arcs, A s ∪ A t , and setting all other arcs to have zero flow. This creates a set of source-adjacent nodes with excess, and a set of sink-adjacent nodes with deficit. All other arcs have zero flow, and the set of initial current arcs is empty. Thus, each node is a singleton component of the forest for which it serves as a tree and the root of the tree.
The algorithm associates each node v ∈ V with a distance
A node is said to be active if it has strictly positive excess. Given an admissible arc (w, v) with nodes w and v in different components, an admissible path is the path from root(w) to root(v) along the set of current arcs from root(w) to w, the arc (w, v), and the set of current arcs (in the reverse direction) from v to root(v).
An iteration of the HPF algorithm consists of choosing an active component, with root node label < n and searching for an admissible arc from a lowest labeled node w in this component. Choosing a lowest labeled node for processing ensures that an admissible arc is never between two nodes of the same component.
By construction (see [12] ), the root is the lowest labeled node in a component and node labels are non-decreasing with their distance from the root of the component. Thus, all the lowest labeled nodes within a component form a sub-tree rooted at the root of the component. Once an active component is identified, all the lowest labeled nodes within the component are examined for admissible arcs by performing a depth-firstsearch in the sub-tree starting at the root.
If an admissible arc (w, v) is found, a merger operation is performed. The merger operation consists of pushing the entire excess of root(w) towards root(v) along the admissible path and updating the excesses and the arcs in the current forest. A schematic description of the merger operation is shown in Figure 2 . The pseudocode is given in Figure 3 . (a) Components before merger (b) Before pushing flow along admissible path from r i to r j (c) New components generated when arc (w, v) leaves the current forest due to insufficient residual capacity.
If no admissible arc is found, d(w) is increased by 1 unit for all lowest label nodes w in the component. The algorithm terminates when there are no active nodes with label < n. At termination all n labeled nodes form the source set of the min-cut.
The active component to be processed in each iteration can be selected arbitrarily. There are two variants of the pseudoflow algorithm: (i) the lowest label pseudoflow algorithm, where an active component with the lowest labeled root is processed at each iteration; and (ii) the highest label algorithm, where an active component with the highest labeled root node is processed at each iteration.
The first stage of HPF terminates with the min-cut and a pseudoflow. The second stage converts this pseudoflow to a maximum feasible flow. This is done by flow decomposition. Hence representing the flow as the sum of flows along a set of s-t paths, and flows along a set of directed cycles, such that no two paths or cycles are comprised of the same set of arcs ( [20] , pages 79-83). This stage can be done in O(m log n) by flow decomposition in a related network, [12] . Our experiments, like the experiments in [17] , indicate that the time spent in flow recovery is small compared to the time to find the min-cut.
C. Boykov's and Kolmogorov's Augmenting Paths Algorithm
Boykov's and Kolmogorov's augmenting paths algorithm, BK, [13] attempts to improve on standard augmenting path techniques on graphs in vision. Given that |C| is the capacity of a minimum cut, the theoretical complexity of this algorithm is O(mn 2 |C|). Similarly to Ford-Fulkerson's algorithm [15] , the BK algorithm's complexity is only pseudo-polynomial. In this it differs from the other algorithms studied here, all of which have strongly polynomial time complexity. Despite of that, it has been demonstrated in [13] that in practice on a set of vision problems, the algorithm works well.
At heart of the augmenting paths approach is the use of search trees for detecting augmenting paths from s to t. Two such trees, one from the source, T S , and the other from the sink, T T are constructed, where T S ∩ T T = ∅. The trees are constructed so that in T S all edges from each parent node to its children are non-saturated and in T T , edges from children to their parents are non-saturated.
Nodes that are not associated with a tree are called free. Nodes that are not free can be tagged as active or passive. Active nodes have edges to at least one free node, while passive nodes have no edges connecting them to a free node. Consequentially trees can grow only by connecting, through a non-saturated edge, a free node to an active node of the tree. An augmenting path is found when an active node in either of the trees detects a neighboring node that belongs to the other tree.
At the initialization stage the search tree, T S contains only the source node, s and the search tree T T contains only the sink node t. All other nodes are free.
Each iteration of the algorithm consists of the following three stages: Growth In this stage the search trees T S and T T expand. For all active nodes in a tree, T S or T T , adjacent free nodes, which are connected through non-saturated edge, are searched. These free nodes become members of the corresponding search tree. The growth stage terminates when the search for an active node from one tree, finds an adjacent (active) node that belongs to the other tree. Thus, an augmenting path from S to T was found. Augmentation Upon finding the augmenting path, the maximum flow possible is being pushed from s to t. This implies that at least one edge will be saturated. Thus, for at least one node in the trees T S and T T the edge connecting it to its parent is no longer valid. The augmentation phase may split the search trees T S and T T into forests. Nodes for which the edges connecting them to their parent become saturated are called orphans. Adoption In this stage the tree structure of T S and T T is restored. For each orphan, created in the previous stage, the algorithm tries to find a new valid parent. The new parent should belong to the same set, T S or T T , as the orphan node and has a non-saturated edge to the orphan node. If no parent is found, then the orphan node and all its children become free and the tree structure rooted in this orphan is discarded. This stage terminates when all orphan nodes are connected to a new parent or are free.
The algorithm terminates when there are no more active nodes and the trees are separated by saturated edges. Thus, the maximum flow is achieved and the corresponding minimumcut is S = T S and T = T T .
It is interesting to note that there are two speed-ups for the BK-algorithm. The first one is an option to reuse search trees from one maxflow computation to the next as described in [21] . This option does not apply in our setting as the instances are not modified. The other speed-up is due to capacity scaling [22] . We would have liked to test this version but we are not aware of any publicly available implementation.
D. The Partial Augment-Relabel
The Partial Augment-Relabel algorithm, PAR, devised by Goldberg, [14] searches for the shortest augmenting path and it maintains a flow (rather than a pseudoflow or preflow). A relabeling mechanism is utilized by the algorithm to find the augmenting paths.
The algorithm starts at s and searches for admissible, nonsaturated, arcs in a depth-first search manner. An arc (x, y) is admissible if the label of its associated nodes is equal, d(x) = d(y). At each iteration, the algorithm maintains a path from s to v ∈ V and tries to extend it. If v has an admissible arc, (v, w), the path is extended to w. If no such admissible arc is found, the algorithm shrinks the path, making the predecessor of v on the path the current node and relabels v. At each iteration, the search terminates either if w = t, or if the length of the path reaches some predefined value, k, or if v, the current node has no outgoing admissible arcs. For k = Θ( √ m), PAR has a complexity of O(n 2 √ m) [14] . In order to achieve better performance in practice, the same gap and global heuristics mentioned in Section II-A, for PRF, can be applied here for the PAR algorithm.
III. EXPERIMENTAL SETUP
The PRF, HPF and the BK algorithms are compared here by running them on the same problem instances and on the same hardware setup. The run-times of the highest level variant of the PRF algorithm and of PAR are reported in [14] for a subset of the problems used here. Since the source code for the PAR implementation is not made available, the PAR performance is evaluated here through the speedup factor of PAR with respect to the highest level variant of the PRF algorithm for each instance reported in the above paper.
As suggested by Chandran and Hochbaum [17] we use the highest label version for the HPF algorithm. The latest version of the code (version 3.23) is available at [23] . The highest level variant of the PRF algorithm is considered to have the best performance in practice [24] . We use the highestlevel PRF implementation Version 3.5, [25] . Note that the latest implementation of the Push-Relabel method is actually denoted by HI PR, which indicates that the highest-label version is used. We refer to it as PRF, to indicate that it is the same algorithm which was reported in [24] . For the BK algorithm, a library implementation was used [26] . In order to utilize the library for solving problems in DIMACS format, a wrapping code, wrapper, was written. This wrapper reads the DIMACS files and calls the library's functions for constructing and solving the problem. The part that reads the DIMACS files, under the required changes, is similar to the code used in the HPF implementation. One should note that the compilation's setup and configuration of the library have great effect on the actual running times of the code. In our tests the shortest running times were achieved using the following compilation line g++ -w -O4 -o <output_file_name> -DNDEBUG -DBENCHMARK graph.cpp maxflow.cpp <wrapper_implementation_file>.
Every problem instance was run 5 times and we report the average time of the three runs. These are reported for the three different stages of the algorithm (Initialization, Compute MinCut and Flow recovery). As detailed in section I, breaking down the run-times provides insight into the algorithms' performance and allows for better comparison. Since for many computer-vision applications only the min-cut solution is of importance (e.g. [2] , [4] - [7] , [27] - [36] ), the most relevant evaluation is of the initialization and min-cut times.
A. Computing Environments
Our experiments were conducted on a machine with x86 64 Dual-Core AMD Opteron(tm) Processor at 2.4 GHz with 1024 KB level 2 cache and 32 GB RAM. The operating system was GNU/Linux kernel release 2.6.18-53.el. The code of all three algorithms, PRF, HPF and BK, was compile with gcc 4.1.2 for the x86 64-redhat-linux platform with −O4 optimization flag.
One should note that the relatively large physical memory of the machine allows one to avoid memory swaps between the memory and the swap-file (on the disk) throughout the execution of the algorithms. Swaps are important to avoid since when the machine's physical memory is small with respect to the problem's size, the memory swap operation might take place very often. These swapping times, the wait times for the swap to take place, can accumulate to a considerably long run-times. Thus, in these cases, the execution times are biased due to memory constraints, rather than measuring the algorithms' true computational efficiency. Therefore we chose large physical memory which allows for more accurate and unbiased evaluation of the execution times.
B. Problem Classes
The test sets used consist of problem instances that arise as min-cut problems in computer vision, graphics, and biomedical image analysis. All instances were made available from the Computer Vision Research Group at the University of Western Ontario [9] . The problem sets used are classified into four types of vision tasks: Stereo vision, Segmentation, Multiview reconstruction; and Surface fitting. These are detailed in sections III-B1 through III-B3. The number of nodes n and the number of arcs m for each of the problems are given in Table I. 1) Stereo Vision: Stereo problems, as one of the classical vision problems, have been extensively studied. The goal of stereo is to compute the correspondence between pixels of two or more images of the same scene. we use the Venus, Sawtooth [5] and the Tsukuba [28] data-sets. These sequences are made up of piecewise planar objects. Each of the stereo problems, used in this study, consists of an image sequence, where each image in the sequence is a slightly shifted version of its preceding one. A corresponding frame for each sequence is given in Figure 4 .
Often the best correspondence between the pixels of the input images is determined by solving a min-cut problem for each pair of images in the set. Thus in order to solve the stereo problem, one has to solve a sequence of min-cut sub-problems all of approximately the same size. Previously reported run-times of these stereo problem [13] , [14] disclosed, for each problem, only the summation of the run-times of its min-cut sub-problems. Presenting the summation of the runtimes of the sub-problems as the time for solving the entire problem assumes linear asymptotic behaviour of the run-times with respect to the input size. This assumption has not been justified. The run-times here, for the stereo problems, are reported as the average time it takes the algorithm to solve the min-cut sub-problem.
Each of the stereo min-cut sub-problems aims at matching corresponding pixels in two images. The graphs consist of two 4-neighborhood grids, one for each image. Each node, on every grid, has arcs connecting it to a set of nodes on the other grid. For each of the stereo problems there are two types of instances. In one type, indicated by KZ2 suffix, each node in one image is connected to at most two nodes in the other image. In the second type, indicated by BVZ suffix, each node in one image is connected to up to five nodes in the second image.
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V enus T sukuba 2) Multi-view reconstruction: A 3D reconstruction is a fundamental problem in computer vision with a significant number of applications (for recent examples see [6] , [7] , [37] ). Specifically, graph theory based algorithms for this problem were reported in [38] - [40] .The input for the multi-view reconstruction problem is a set of 2D images of the same scene taken from different perspectives. The reconstruction problem is to construct a 3D image by mapping pixels from the 2D images to voxels complex in the 3D space. The most intuitive example for such a complex would be a rectangular grid, in which the space is divided into cubes. In the examples used here a finer grid, where each voxel is divided into 24 tetrahedral by six planes each passing through a pair of opposite cube edges, is used (See [38] for details). Two sequences are used in this class, Camel and Gargoyle. Each sequence was constructed in three different sizes (referred to as small, middle and large) [41] . Representing frames are presented in Figure 5 . 3) Surface fitting: 3D reconstruction of an object's surface from sparse points containing noise, outliers, and gaps is also one of the most interesting problems in computer vision. Under this class we present a single test instance, "Bunny" (see Fig. 6 ), constructed in three different sizes. The sequence is part of the Stanford Computer Graphics Laboratory 3D Scanning Repository [10] and consists of 362, 272 scanned points. The goal then to reconstruct the observed object by optimizing a functional that maximizes the number of data points on the 3D grid while imposing some shape priors either on the volume or the surface, such as spatial occupancy or surface area [29] . The "bunny" corresponding graphs, on which the min-cut problem is solved, are characterized by particularly short paths from s to t [29] .
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4) Segmentation:
Under this group 4 test sets, referred to as "Liver", "adhead", "Babyface" and "bone" are used. Each set consists of similar instances which differ in the graph size, neighborhood size, length of the path between s and t, regional arc consistency (noise), and arc capacity magnitude [42] . For all instances used in this group, the suffices n and c represent the neighborhood type and maximum arc capacities respectively. For example, bone.n6.c10
and babyface.n26.c100, correspond to a 6 neighborhood and a maximum arc capacity of 10 units and a 26 neighborhood with maximum arc capacity of 100 units respectively. The different bone instances differ in the number of nodes. The grid on the 3 axes x,y and z was made coarser by a factor of 2 on each, thus bone xy, means that the original problem (bone) was decimated along the x,y axes and it is 1/4 of its original size; bone xyz, means that the original problem was decimated along the x,y and z axes and it is 1/8 of its original size.
IV. RESULTS
A. Run-times
In this study, the comparison of the PRF's, HPF's and BK's run-times are indicated for the three stages of the algorithms: (i) initialization, t init ; (ii) minimum-cut, t minCut ; and (iii) maximum-flow, t maxF low . As these data is unknown for the PAR algorithm, the comparison of these three algorithms with respect to PAR is addressed differently, by running PRF on our setup and deducing the PAR run-times by multiplying the measured PRF time by the speedup factor reported in [14] . This is explained in Section IV-B.
As already indicated, the most relevant times in this study are the times it takes each of the algorithms to complete the computation of the min-cut, thus t init + t minCut . These are graphically presented in Figure 7 and detailed in Table I . The Slowdown Factor, reported in table I for each algorithm, for every problem instance, is the ratio of the time it takes the algorithm to complete the computation of the minimum-cut divided by the minimum time it took any of the algorithms to complete this computation. Figure 7 (a) presents the run-times for the stereo vision problem sets. The input's size, for these problems is small, with respect the the other problem sets. For these small problem instances, the BK algorithm is doing better than PRF (with average Slowdown factor of 2.86, which corresponds to average difference in the running time of 2.0 Seconds) and slightly better than HPF (slowdown factor of 1.24, which corresponds to a running time difference of 0.24 Seconds). For the Multi-view instances HPF presents better results than both algorithms with average slowdown factors of 1.46 with respect to BK and 3.19 with respect to PRF. These correspond to differences in the running times of 95 and 170 seconds respectively. This is illustrated in Figure 7(b) . Figure (c) shows that the BK algorithm is more suitable for solving the surface fitting instances. This is attributed to the fact that these problems are characterized by particularly short s-t paths. In these instances, the slowdown factors of HPR and PRF are 1.05 (correspond to an average difference of 9 seconds) and 4.06 (difference of 454 seconds). The running times for the Segmentation problems class are depicted in Figure  7 (d). There are 36 segmentation problems. In a subset of 5 segmentation problems BK achieved shorter running times. In this subset the BK's average slowdown factors are 1.19 (9.24 seconds difference) and 2.62 (106 seconds difference in the running time) with respect to HPF and PRF respectively. On the rest of the 31 segmentation problems, HPF shows shorter running times with slowdown factors of 1.18 (14.22 seconds difference) with respect to BK and 2.62 (101.39 seconds difference) with respect to PRF.
A total of 51 problem instances were tested within the scope of this study. The HPF algorithm was shown to be better in 37 problem instances. The BK algorithm achieved better results over the other 14 problems. The average run-times and slowdown factors of these two subsets are given in Table II. In order to allow for the comparison of the times it takes each of the algorithms to complete the computation of only the min-cut phase, the initialization run-times are presented in Figure 8 and detailed in Appendix A, Tables III -VI. Ideally one should be able to evaluate the minimum-cut processing times by subtracting the initialization times in Tables III -VI from the corresponding times in Table I . However, as described in Section I, while the BK and HPF algorithms only read the problem's data and allocate memory, the PRF algorithm has some additional logic in its initialization phase. Consequentially, one can not evaluate PRF's min-cut processing times by this substraction. To accomplish that, one has to account for the time it takes the PRF algorithm to compute the additional logic implemented with the initialization stage. Figure 8 shows that for all problem instances, the PRF's initialization times (t init ) are 2 − 3 times longer than BK's and HPF's times. While these times were excluded from the total execution times reported in [13] and [14] , Figure 8 strongly suggests that these initialization times are significant with respect to to the min-cut computation times (t minCut ) and should not be disregarded. The actual maximum-flow plays a less significant role in solving computer vision problems. Yet, for the sake of completeness, the maximum flow computation times of the algorithms (t init +t minCut +t maxF low ) are reported in Figure  9 and in Tables VII -X.
B. Comparison to Partial Augment-Relabel
The PAR run-times, on our hardware setup, are deduced from the speedup factor for PAR with respect to the highest [14] . The paper above reports only the summation of the min-cut and maxflow run-times (without initialization), t minCut + t maxF low . Therefore, to enable a fair comparison we use the min-cut and max-flow run-times of the other algorithms as well. For t G P AR and t G P RF , the run-times reported in [14] for the PAR and PRF algorithms respectively, the estimated run-time of PAR,t P AR , on our hardware is:
where t P RF minCut and t P RF maxF low are the corresponding run-times of the PRF algorithm measured on the hardware used in this study.
The comparison results are given in Figure 10 for all problem instances reported in [14] . As reported in [14] , the PAR algorithm indeed improves on PRF. HPF outperforms PAR for all problem instances. It is noted that in this comparison of the run-times that exclude initialization PAR's performance is still inferior to that of HPF. If one were to add the initialization time then the relative performance of PAR as compare to HPF would be much worse since the initialization used has time consuming logic in it as note previously in Section I and is shown in Figure 8 . In terms of comparing PAR to BK, Figure 10 shows that PAR is inferior to BK for small problem instances, but performs better for larger instances. 
C. Memory Utilization
Measuring the actual memory utilization is of growing importance, as advances in acquisition systems and sensors allow higher image resolution, thus larger problem sizes.
The memory utilization of each of the algorithms is a result of two factors: (i) the data each algorithm maintains in order to solve the problem. For example, the BK algorithm must maintain a flow f , the list of active nodes and a list of all orphans (see Section II-C); and (ii) the efficiency of the specific implementation's memory allocation in each implementation. The first factor can be analytically assessed by carefully examining the algorithm. The latter, however, must be evaluated empirically. It is important to note that both do not necessarily grow linearily with the problem size. The memory usage was read directly out of the /proc/[process]/statm file for each implementation and for each problem instance. One should note that the granularity of the information in this file is the page-file size, thus 4096 Bytes. Figure 11 summarizes the results of the memory utilization for BK (solid blue line), HPF (dashed green line) and PRF (dotted red line) algorithms. These are detailed in Appendix B, Table XI . The X-axis in Figure 11 is the input size. A Problem's input size is the number of nodes, n plus the number of arcs, m, in the problem's corresponding graph: input size = n+m. The number of nodes, n, and the number of arcs, m, for each of the problems are given in Table I . The Y-axis is the memory utilization in Mega-Bytes.
Both BK and PRF algorithms use on average 10% more memory than the HPF algorithm. For problem instances with large number of arcs, the PRF and BK require 25% more memory. This becomes critical when the problem size is considerably large, with respect to the machine's physical memory. In these cases the execution of the algorithms requires a significant amount of swapping memory pages between the physical memory and the disk, resulting in longer execution times. Figure 12 is a graphical summary of the run-times of each of the algorithms for the min-cut task (t init +t minCut ) depending on the problem size. Figure 12 and tables I and II suggest that the BK and the HPF algorithms generate comparable results. The the first, BK, is more suited for small problem instances (less then 1, 000, 000 graph elements (#Nodes + #Arcs)) or for instances that are characterized by a short paths from s to t. The latter, HPF, might be used for all other general larger problems. Figure 10 shows that this also holds for PRF's revised version, the partial augment-relabel (PAR) algorithms, for all vision problem instances examined in this study. In detail, out of the 51 instances BK is dominating 14 times with an average running time of 48 seconds on these instances. HPF on the other hand has an averaged running time of 54 seconds and therefor the HPF algorithm has a slowdown factor of 1.18 with respect to BK. On the remaining 37 instances HPF is dominating with an average running time of 72 seconds. It takes BK 100 seconds in average to finish on theses instances, whitch results in a slowdown factor of 1.39 for BK with respect to HPF. The results show that the BK algorithm is more suited for small problem instances (less then 1, 000, 000 graph elements, thus vertices and arcs) or for instances that are characterized by short paths from s to t, the HPF algorithm is better suited for all other general larger problems. In terms of memory utilization, the HPF algorithm has better memory utilization with up to 25% saved in memory allocation as compared to BK and PRF.
D. Summary
Our results are of significance because it has been widely accepted that both BK and PRF algorithms were the fastest algorithms in practice for the min-cut problem. This was shown not to hold in general [17] , and here for computer vision in particular. This, with the availability of HPF algorithm's source-code (see [23] ), makes HPF the perfect tool for the growing number of computer vision applications which incorporate the min-cut problem as a sub-routine.
The current strategy of speeding up computers is to increment the number of processors instead of increasing the computing power of a single one. This development suggests that a parallelization of the algorithm would be beneficial. We expect the HPF algorithm to behave well with respect to parallel implementations as well. 
