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DIFFERENCE GALOIS GROUPS UNDER SPECIALIZATION
RUYONG FENG
Abstract. We present a difference analogue of a result given by Hrushovski
on differential Galois groups under specializations. Let k be a field of charac-
teristic zero and D be a finitely generated domain over k with F as the field
of its fractions. Consider the linear difference equation
σ(Y ) = AY
where A ∈ GLn(F (x)) and σ is the shift operator σ(x) = x+1. We prove that
the set of k-homomorphisms ϕ from D to k¯ under which the Galois group of
σ(Y ) = AY over F¯ (x) specializes to the Galois group of σ(Y ) = ϕ(A)Y over
k¯(x) is Zariski dense in Homk(D, k¯).
We apply our result to van der Put-Singer’s conjecture which asserts that
an algebraic subgroup G of GLn(k¯) is the Galois group of a linear difference
equation over k¯(x) if and only if the quotient G/G◦ by the identity component
is cyclic. We show that if van der Put-Singer’s conjecture is true for k¯ = C
then it will be true for any algebraically closed field k¯ of characteristic zero.
1. Introduction
Let K be a function field of one variable over Q and L be a linear differential
operator with coefficients in the differential field (K(t), d/dt). For a place p in K,
Σp denotes its residue field, and Lp denotes the differential operator over Σp(x)
obtained by applying p to the coefficients of L. In [10], Hrushovski proved that for
many places p in K, the Galois group of L(y) = 0 over K¯(t) specializes precisely to
the Galois group of Lp(y) = 0 over Σ¯p(t). As a corollary, he proved a function field
analogue of Grothendieck-Katz’s conjecture on p-curvatures. The reader is referred
to [11] for this conjecture and to ([4],[15]) for its generalizations. In particular, Di
Vizio in [4] presented a positive answer of a q-analogue of Groethendieck-Katz’s
conjecture, i.e. an analogue statement for q-difference equations. The difference
analogue of the Grothendieck-Katz’s conjecture is not true (see a counterexample
on page 58 of [19] ). But one can still ask whether Hrushovksi’s result holds true
for linear difference equations. The goal of this paper is to provide an affirmative
answer of this question. Let us start with an example.
Example 1.1. Consider
σ(Y ) = diag(t, x, x+ t)Y
where t is an indeterminate and σ is the shift operator σ(x) = x + 1. Denote
A(t) = diag(t, x, x + t). Due to van der Put-Singer’s method (see Section 2.2 of
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[19]), G3m(C(t)) is the Galois group of the above equation over C(t)(x), where Gm
stands for the multiplicative group. Now let t specialize to c ∈ C\{0}, i.e. consider
the C-homomorphism from C[t] to C which sends t to c. By van der Put-Singer’s
method again, one sees that the Galois group of σ(Y ) = A(c)Y over C(x) equals
G3m(C) if and only if c is neither a root of unity nor an integer. On the other hand,
under every specialization, G3m(C(t)) specializes to G
3
m(C) (note that the defining
polynomials of G3m(C(t)) do not vary under specializations).
This example implies that on the one hand there are infinitely many “good”
c ∈ C such that the Galois group of σ(Y ) = A(c)Y over C(x) is equal to G3m(C), on
the other hand the set of these good c is not an open subset of A(C) in the sense
of Zariski topology. Thus other algebraic structures rather than Zariski open sets
are necessary to describe these good c.
To state our result precisely, let us first recall some notations and basic concepts
in difference Galois theory. Throughout this paper, Ω stands for an algebraically
closed field of characteristic zero and k denotes a subfield of Ω. Ω(x) stands for
the field of rational functions in x with coefficients in Ω. Over Ω(x), we can define
a shift operator σ as the following: σ(x) = x + 1 and σ(ω) = ω for all ω ∈ Ω.
Consider the linear difference equation
(1.1) σ(Y ) = AY
where Y is an n-vector of indeterminates and A ∈ GLn(Ω(x)). Let X = (Xi,j) be
an n× n matrix of indeterminates and Ω(x)[X, 1/ det(X)] (resp. Ω[X, 1/ det(X)])
denote the ring over Ω(x) (resp. Ω) generated by entries of X and 1/ det(X). Over
Ω(x)[X, 1/ det(X)], one can extend the automorphism σ by setting σ(X) = AX so
that Ω(x)[X, 1/ det(X)] becomes a σ-extension ring of Ω(x). Let m be a maximal
σ-ideal of Ω(x)[X, 1/ det(X)] and let
R = Ω(x)[X, 1/ det(X)]/m.
Then R is the Picard-Vessiot ring of Ω(x) for (1.1). The Galois group G of (1.1)
over Ω(x) is defined to be the set of Ω(x)-automorphisms of R which commute with
σ. Set X¯ = X mod m. Then X¯ is a fundamental matrix of (1.1), which induces
a group homomorphism from G to GLn(Ω) given by sending φ ∈ G to X¯−1φ(X¯).
The image of this homomorphism is an algebraic subgroup of GLn(Ω). In what
follows, Galois groups will always refer to the images of G under homomorphisms
induced by fundamental matrices. One can find more details on difference Galois
theory from the standard reference [19].
Let D ⊂ Ω be a finitely generated k-algebra. We denote by Homk(D, k¯) the set
of k-homomorphisms from D to k¯, which are called specializations in this paper.
In Example 1.1, let Γ1 be the subgroup of Ga(C(t)) generated by t and 1 where Ga
denotes the additive group, and let Γ2 be the subgroup of Gm(C(t)) generated by
t. Then the set
{ϕ ∈ HomC (C[t, 1/t],C) | ϕ is injective on Γ1 ∪ Γ2}
consists of good specializations. This motivates the following definition.
Definition 1.2. Let Γ be a finitely generated subgroup of Ga(Ω) or Gm(Ω). Denote
B(D,Γ) = {ϕ|D | ϕ ∈ Homk(D[Γ], k¯) that is injective on Γ} ⊂ Homk(D, k¯)
where D[Γ] ⊂ Ω denotes the D-algebra generated by Γ. A basic open subset of
Homk(D, k¯) is defined to be the intersection of finitely many subsets of Homk(D, k¯)
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of the form B(D,Γ). When Γ is the subgroup ofGa(Ω) generated by a single element
c ∈ Ω, we will abbreviate B(D,Γ) to B(D, c).
Suppose that ϕ ∈ Homk(D, k¯) and p ∈ D[X, 1/ det(X)]. ϕ(p) stands for the
element in k¯[X, 1/ det(X)] obtained by applying ϕ to the coefficients of p. Let K
be a subfield of Ω and I ⊂ K[X, 1/ det(X)]. We use VK(I) to denote the set of
zeroes of I in GLn(K). The main result of this paper is as follows.
Theorem 1.3. Suppose that S ⊂ Ω[X, 1/ det(X)] is a finite set such that VΩ(S)
is the Galois group of σ(Y ) = AY over Ω(x). Let D ⊂ Ω be a finitely gener-
ated k-algebra with F as field of fractions such that A ∈ GLn(F (x)) and S ⊂
D[X, 1/ det(X)]. Then there is a basic open subset U of Homk(D, k¯) such that for
any ϕ ∈ U , Vk¯(ϕ(S)) is the Galois group of σ(Y ) = ϕ(A)Y over k¯(x).
We prove in Corollary 2.21 that basic open subsets of Homk(D, k¯) are not empty
and moreover they are Zariski dense in Homk(D, k¯). Theorem 1.3 together with
Corollary 2.21 then gives a positive answer to the question posed at the beginning of
this paper. Similar to that of Proposition 5.1 of [10], the proof of the above theorem
relies on algorithmic aspects of linear diference equations, which are developed in
[6, 14, 19] etc.
Theorem 1.3 can be applied to van der Put-Singer’s conjecture concerning the
inverse problem in difference Galois theory. Let G be an algebraic subgroup of
GLn(k¯) defined over k. Theorem 1.3 implies that if G(Ω) is the Galois group
of a linear difference equation over Ω(x) then G is the Galois group of a linear
difference equation with coefficients in k˜(x) where k˜ is a finite field extension of k.
This enables us to reduce van der Put-Singer’s conjecture to the case where the field
of constants is the field of complex numbers. Note that in [13] the specialization
technique is also applied to realize a semisimple, simply-connected linear algebraic
group defined over Fq as a Galois group of a Frobenuis difference equation.
We should remark that the set B(D,Γ) given in Definition 1.2 can be seen as
a special case of the notion of basic gr-open subsets of Spec(D) introduced by
Hrushovski in [10]. Let G be a commutative algebraic group scheme over D and
let Γ be a finitely generated subgroup of G(D). The set of primes p ∈ Spec(D)
satisfying that the canonical map D → D/p is injective on Γ is called a basic gr-
open subset of Spec(D), denoted by W(G,Γ). When G = Ga or G = Gm, one has
that
{ker(ϕ) |ϕ ∈ B(D,Γ)} = W(G,Γ) ∩max(D)
where max(D) denotes the set of maximal ideals of D. In Lemma 5A.10 of [10],
Hrushovski proved that if k is a number field and tr.deg(F/k) = 1 where F is the
field of fractions of D then W(G,Γ) is infinite. The key idea of his proof is reducing
G to the cases that G is an Abelian variety or Gm or Ga. The case that G is an
Abelian variety is due to Ne´ron (see for example Section 6 in Chapter 9 of [12]
or Section 11.1 of [17]). The case when G = Ga was proved in Lemma 5A.4 of
[10]. For the case when G = Gm, Hrushovski claimed that one can use an entirely
similar argument as that in the proof of Ne´ron’s Theorem. A similar claim was
also made by Serre in Section 11.1 of [17] for the case when k is a number field and
F is a purely transcendental extension of k. To be complete, we present a more
elementary proof for the case when G = Ga and provide a detailed proof for the
case when G = Gm. Moreover we remove the restrictions on k and D.
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The rest of this paper is organized as follows. In Section 2, we show that basic
open subsets of Homk(D, k¯) are not empty, and moreover they are Zariski dense
in Homk(D, k¯). In Section 3, we investigate algebraic subgroups of GLn(Ω) un-
der specializations. We prove that the group of characters of a connected alge-
braic subgroup does not vary under specializations in some basic open subset of
Homk(D, k¯). In Section 4, we consider σ-ideals in Ω(x)[X, 1/ det(X)], the σ-ring
induced by the difference equation σ(Y ) = AY . We show that given a ν-maximal
σ-ideal Iν of Ω(x)[X, 1/ det(X)] (see Definition 4.2), there is a basic open subset
of Homk(D, k¯) such that each specialization in this set sends Iν to a ν-maximal σ-
ideal of k¯(x)[X, 1/ det(X)]. In Section 5, we first give a criterion for a proto-Galois
group to be a difference Galois group. Then we prove that given a proto-Galois
group G˜ of σ(Y ) = AY , there is a basic open subset U of Homk(D, k¯) satisfying
that G˜ specializes to a proto-Galois group of σ(Y ) = ϕ(A)Y for all ϕ ∈ U . Finally,
we prove Theorem 1.3. In Section 6, we apply Theorem 1.3 to the inverse problem
in difference Galois theory.
The following notations will be frequently used in this paper.
Ω an algebraically closed field of characteristic zero
k,K subfields of Ω
k¯ the algebraic closure of k
D, D˜ finitely generated k-algebras in Ω
F the field of fractions of D
Homk(D, k¯) the set of k-homomorphisms from D to k¯
Γ, Γ˜ finitely generated subgroups of Ga(Ω) or Gm(Ω)
U˜ , U, U1, U2, · · · basic open subsets of Homk(D, k¯) or Homk(D˜, k¯)
G an algebraic subgroup of GLn(Ω)
G◦ the identity component of G
X(G) the group of characters of G
G(Ω(x)) the set of Ω(x)-points of G
Z(f) the set of integer zeroes of f
X (Xi,j), n× n matrix with indeterminate entries Xi,j
S a finite subset of Ω[X, 1/ det(X)]
VK(S) the set of zeroes of S in GLn(K)
〈P 〉E the ideal in E[X, 1/ det(X)] generated by P , where E is
a subfield of Ω(x)
K[X ]≤d the set of polynomials in K[X ] with total degree ≤ d
2. Basic open subsets of Homk(D, k¯)
In this section, we shall show that basic open subsets of Homk(D, k¯) are not
empty. We start with a property of basic open sets.
Lemma 2.1. Assume that D˜ is a finitely generated D-algebra in Ω and U˜ is a
basic open subset of Homk(D˜, k¯). Then {ϕ|D | ϕ ∈ U˜} contains a basic open subset
of Homk(D, k¯).
Proof. It suffices to show the assertion with U˜ = B(D˜, Γ˜), where Γ˜ is a finitely
generated subgroup of Ga(Ω) or Gm(Ω). Assume that D˜ is generated by a finite
subset T˜ of Ω \ {0} as a D-algebra. Let Γ be generated by Γ˜ ∪ T˜ as a group of the
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same type as Γ˜. Then D˜[Γ˜] ⊂ D[Γ]. From the definition, one has that
B(D,Γ) = {ϕ|D | ϕ ∈ B(D[Γ],Γ)},
B(D˜, Γ˜) = {ϕ|D˜ | ϕ ∈ B(D˜[Γ˜], Γ˜)} ⊃ {ϕ|D˜ | ϕ ∈ B(D[Γ],Γ)}.
Hence
B(D,Γ) = {ϕ|D | ϕ ∈ B(D[Γ],Γ)} ⊂ {ϕ|D | ϕ ∈ B(D˜, Γ˜)} = {ϕ|D|ϕ ∈ U˜}.

We set
V(I) = {ϕ ∈ Homk(D, k¯)|ϕ(I) = 0}
where I is an ideal of D. One can check that the sets V(I) satisfy the axiom for
the closed sets of a topology on Homk(D, k¯), called the Zariski topology. We shall
prove that basic open subsets of Homk(D, k¯) are Zariski dense.
Remark 2.2. (1) When D is transcendental over k, a Zariski dense subset of
Homk(D, k¯) is infinite. To see this, let U be a Zariski dense set and assume
that U = {ϕ1, · · · , ϕm}. Since D is transcendental over k, ker(ϕi) 6= 〈0〉 for
all 1 ≤ i ≤ m. Let c be a nonzero element in ∩mi=1 ker(ϕi). Then U ⊂ V(c).
This contradicts with the assumption that U is Zariski dense.
(2) Suppose that B(D,Γ) 6= ∅. Given a ϕ ∈ B(D,Γ), there may be more than
one element of Homk(D[Γ], k¯) extending ϕ. Definition 1.2 implies that
there is at least one extended homomorphism that is injective on Γ. On
the other hand, the following example shows that there may exist extended
homomorphisms which are not injective on Γ. Set D = k and Γ = Zu
where u is transcendental over k. Then B(k,Γ) = {1k} and all elements
of Homk(k[u], k¯) extend 1k. Let ψ ∈ Homk(k[u], k¯) satisfy that ψ(u) = 0.
Then ψ is not injective on Γ.
(3) In some cases, we have to work over the extensions of D, for instance
the characters of the Galois group G are sometimes defined over a finite
extension of the defining field of G (see Example 5.10). Assume that Γ˜ is
a finitely generated subgroup of Ga(D˜), where D˜ is a finitely generated D-
algebra. Hrushovski showed in Lemma 5A.1 of [10] that there is a finitely
generated subgroup Γ of Ga(D) satisfying that
B(D,Γ) ⊂ {ϕ|D | ϕ ∈ B(D˜, Γ˜)}.
On the other hand, for a finitely generated subgroup Γ˜ of Gm(D˜), we do
not know whether a similar assertion holds. This is why we do not require
Γ to be a subset of D in Definition 1.2.
As usual, a Zariski open subset of Homk(D, k¯) is said to be principal if it has
the form Homk(D, k¯) \ V(c) for some nonzero c ∈ D. Note that a principal Zariski
open subset of Homk(D, k¯) is nonempty.
Lemma 2.3. Let S be a collection of subsets of Homk(D, k¯) satisfying that
(1) the intersection of finitely many elements in S is not empty, and
(2) all principal Zariski open subset of Homk(D, k¯) are in S.
Then every element of S is Zariski dense in Homk(D, k¯).
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Proof. Let U ∈ S. Suppose that U ⊂ V(c) for some nonzero c ∈ D. Then U ∩
(Homk(D, k¯) \ V(c)) = ∅. However, Homk(D, k¯) \ V(c) is a principal Zariski open
set and so it belongs to S. By (1), U∩(Homk(D, k¯)\V(c)) 6= ∅, a contradiction. 
Corollary 2.4. Assume that all basic open subsets of Homk(D, k¯) are not empty.
Then every basic open subset of Homk(D, k¯) is Zariski dense.
Proof. From the definition of basic open subsets, the finite intersection of basic
open subsets of Homk(D, k¯) is again a basic open subset of Homk(D, k¯). Let c ∈ D
be nonzero. Then B(D, c) = Homk(D, k¯) \ V(c). This implies that all principal
Zariski open subsets of Homk(D, k¯) are basic open subsets. The corollary then
follows from Lemma 2.3. 
Now we turn to showing that basic open subsets of Homk(D, k¯) are not empty.
We first show that B(D,Γ) is not empty. The following example deals with the
simplest case when D is algebraic over k and Γ ⊂ D.
Example 2.5. Suppose that D is generated over k by finitely many elements
algebraic over k and Γ ⊂ D. Then D is a field and [D : k] <∞. In this case every
ϕ ∈ Homk(D, k¯) is injective on D. So B(D,Γ) is not empty.
Observe that for any D-algebra D˜ ⊂ Ω one has that
{ϕ|D |ϕ ∈ B(D˜,Γ)} ⊂ B(D,Γ).
So in order to prove B(D,Γ) 6= ∅ it suffices to prove B(D[Γ],Γ) 6= ∅. In other words,
we may assume that Γ ⊂ D. Furthermore, Example 2.5 implies that one only need
to deal with the case that D is transcendental over k, i.e. tr.deg(F/k) > 0 where F
is the field of fractions of D. Now suppose that m = tr.deg(F/k) > 0 and assume
that {z1, · · · , zm} is a transcendental basis of F over k. Then F = k(z1, · · · , zm, η)
where η ∈ F is algebraic over k(z1, · · · , zm). Denote z = (z1, · · · , zm). There is a
nonzero δ(z) ∈ k[z] such that D ⊂ k[z, 1/δ(z), η] and η is integral over k[z, 1/δ(z)].
The above observation implies that it suffices to prove that B(k[z, 1/δ(z), η],Γ) 6= ∅
with Γ ⊂ k[z, 1/δ(z), η]. Therefore, in the rest of this section, we assume that D
and Γ satisfy the following hypothesis:
(H): D = k[z, 1/δ(z), η] and Γ ⊂ D, where δ(z) ∈ k[z] \ {0} and η is integral
over k[z, 1/δ(z)].
Notation 2.6. Let f be a finite set of irreducible polynomials in k[z, y] \ k[z] and let
g be a nonzero element in k[z]. Let d be a positive integer. HD(d, f , g) stands for
the set of elements ϕ in Homk(D, k¯) satisfying that
(1) ϕ(g) 6= 0;
(2) for 1 ≤ i ≤ m, [k(ϕ(z1), · · · , ϕ(zi)) : k] = di;
(3) for every f ∈ f , f(ϕ(z), y) is not in k(ϕ(z)) and is irreducible over k(ϕ(z)).
When d = 1 and D = k[z], HD(d, f , g) is a usual Hilbert set of km (see the page
141 of [7] for the definition). Here we identity km with Homk(k[z], k). Therefore
HD(d, f , g) can be regarded as a generalization of Hilbert sets. When k is hilbertian,
every Hilbert set of km is not empty. In addition, from the definition, the finite
intersection of Hilbert sets is again a Hilbert set, and all principal Zariski open
subset of km are Hilbert sets. By Lemma 2.3, Hilbert sets of km are Zariski dense
when k is hilbertian. We shall prove that HD(d, f , g) has the similar property.
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Lemma 2.7. Assume that k is a hilbertian field and k˜ is a finite extension of k.
For any positive integer d, there is α ∈ k¯ satisfying that
[k(α) : k] = [k˜(α) : k˜] = d.
Proof. Consider the polynomial yd − t ∈ k[y, t] which is irreducible over k˜. Since k
is hilbertian, there is c ∈ k such that yd− c is irreducible in k˜[y] by Corollary 1.8 of
[20]. Let α be a root of yd− c = 0 in k¯. Then α satisfies the required condition. 
Proposition 2.8. Assume that k is a hilbertian field. Then HD(d, f , g) 6= ∅.
Proof. Let k˜ ⊂ k¯ be a finite extension of k such that for every f ∈ f , all irre-
ducible factors of f in k˜[z, y] are absolutely irreducible. By Lemma 2.7, there are
a1, · · · , am ∈ k¯ such that for 1 ≤ i ≤ m,
[k(a1, · · · , ai) : k(a1, · · · , ai−1)] = [k˜(a1, · · · , ai) : k˜(a1, · · · , ai−1)] = d.
Denote a = (a1, · · · , am). It is easy to verify that [k(a) : k] = [k˜(a) : k˜] = dm. On
the other hand,
[k˜(a) : k(a)][k(a) : k] = [k˜(a) : k˜][k˜ : k].
This implies that [k˜(a) : k(a)] = [k˜ : k]. For any α ∈ k˜ ∩ k(a), one has that
[k˜(a) : k(a)] ≤ [k˜ : k(α)] ≤ [k˜ : k].
Hence α ∈ k i.e. k˜ ∩ k(a) = k. We claim that every element of f is irreducible
over k(a). Otherwise, let f ∈ f be reducible over k(a). Suppose that f¯ is an
irreducible factor of f in k(a)[z, y]. Then there is λ ∈ k¯ such that λf¯ ∈ k˜[z, y] by
the assumption on k˜. Since f is irreducible over k, there are at least two nonzero
coefficients of f¯ , say a, b, satisfying that a/b /∈ k. On the other hand, a/b ∈ k(a)∩ k˜.
This implies that k(a) ∩ k˜ 6= k, a contradiction. This proves our claim. The claim
implies that for each f ∈ f , f(z + a, y) is irreducible over k(a). Due to Lemma
11.6 on page 144 of [7], for each f ∈ f , the set of c ∈ km such that f(c + a, y) is
irreducible in k(a)[y] contains a Hilbert subset of km. Since k is hilbertian, Hilbert
subsets of km are Zariski dense and so is the set of c ∈ km such that f(c+ a, y) is
irreducible in k(a)[y]. Therefore there is c¯ ∈ km such that f(c¯+ a, y) is irreducible
in k(a)[y] for all f ∈ f and δ(c¯+ a)g(c¯+ a)g¯(c¯+ a) 6= 0, where δ(z) is given in (H)
and g¯(z) is the product of the leading coefficients of all f ∈ f viewed as polynomials
in y. Let ϕ ∈ Homk(k[z], k¯) be such that ϕ(z) = c¯+a. Then ϕ can be extended to
an element in Homk(D, k¯) and this element belongs to HD(d, f , g). 
Corollary 2.9. Assume that k is a hilbertian field. Then HD(d, f , g) is Zariski
dense in Homk(D, k¯).
Proof. Assume that HD(d, f , g) ⊂ V(c) for some nonzero c ∈ D. Then one has that
HD(d, f , gc) = ∅. However by Proposition 2.8, HD(d, f , gc) 6= ∅, a contradiction.

Recall that D is of the form k[z, 1/δ(z), η]. For any ϕ ∈ Homk(D, k¯), since
ϕ(z) ∈ k¯m and ϕ(η) ∈ k¯, one has that
ϕ(D) = k[ϕ(z), 1/ϕ(δ(z)), ϕ(η)] = k(ϕ(z), ϕ(η)).
Lemma 2.10. Let f ∈ F [y] be irreducible over F where F is the field of fractions of
D and let b ∈ D be nonzero. Then there is an irreducible polynomial h(z, y) ∈ k[z, y]
and a nonzero g ∈ k[z] such that for any positive integer d and any ϕ ∈ HD(d, h, g),
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(1) ϕ(f) is well-defined and irreducible over ϕ(D);
(2) degy(f) = degy(ϕ(f));
(3) ϕ(b) 6= 0.
Proof. Let α be a zero of f(y) in k(z) and let w ∈ k(z) be such that k(z, w) =
k(z, η, α). There is a nonzero q ∈ k[z] such that
f ∈ k[z, 1/q, η][y], D[α] ⊂ k[z, 1/q, w] and w ∈ k[z, 1/q, η, α].
Let h ∈ k[z, y] be an irreducible polynomial satisfying that h(z, w) = 0. Let lc(h)
be the leading coefficient of h viewed as a polynomial in y. Write the norm of lc(f)b
(down to k(z)) in the form g1/g2 where g1, g2 ∈ k[z]. Set g = qlc(h)g1g2. Assume
that d is a positive integer and ϕ ∈ HD(d, h, g). Then ϕ can be extended to an
element ψ ∈ Homk(k[z, 1/g, w], k¯), because w is integral over k[z, 1/g]. Obviously,
ψ(lc(f)b) 6= 0 and ψ(f) is well-defined. Hence degy(f) = degy(ψ(f)) for ψ(lc(f)) is
the leading coefficient of ψ(f). We shall show that ψ(f) is irreducible over ψ(D).
One sees that k(ψ(z), ψ(w)) ⊂ k(ψ(z), ψ(η), ψ(α)) and
degy(ψ(h)) = [k(ψ(z), ψ(w)) : k(ψ(z))] ≤ [k(ψ(z), ψ(η), ψ(α)) : k(ψ(z))]
= [k(ψ(z), ψ(η), ψ(α)) : ψ(D)][ψ(D) : k(ψ(z))]
≤ [k(z, η, α) : k(z, η)][k(z, η) : k(z)] = [k(z, w) : k(z)] = degy(h).
The nonvanishing of ψ(lc(h)) implies that degy(ψ(h)) = degy(h). Hence
[k(ψ(z), ψ(η), ψ(α)) : k(ψ(z), ψ(η))] = [k(z, η, α) : k(z, η)].
In other words,
[ψ(D)(ψ(α)) : ψ(D)] = [F (α) : F ].
This implies that ψ(f) is irreducible over ψ(D). Now the lemma follows from the
fact that ψ(b) = ϕ(b), ψ(f) = ϕ(f) and ψ(D) = ϕ(D). 
Corollary 2.11. Let f be a polynomial in F [y] where F is the field of fractions of
D. Then there is a finite set h of irreducible polynomials in k[z, y] and a nonzero
g ∈ k[z] such that for any d > 0 and any ϕ ∈ HD(d,h, g), ϕ(f) = 0 has a root in
ϕ(D) if and only if f = 0 has a root in F .
Proof. Decompose f into irreducible polynomials in F [y], say f1, f2, · · · , fm. By
Lemma 2.10, there is a finite set h of irreducible polynomials in k[z, y] and a nonzero
g ∈ k[z] such that for any d > 0 and any ϕ ∈ HD(d,h, g), ϕ(fi) is irreducible
over ϕ(D) and degy(fi) = degy(ϕ(fi)) for all 1 ≤ i ≤ m. Let ϕ ∈ HD(d,h, g).
Corollary 2.11 then follows from the fact that ϕ(f) = 0 (resp. f = 0) has a root in
ϕ(D) (resp. F ) if and only if some of {ϕ(f1), · · · , ϕ(fm)} (resp. {f1, · · · , fm}) are
of degree one. 
Proposition 2.12. Suppose that Γ is a finitely generated subgroup of Ga(D).
Then there is an irreducible polynomial f ∈ k[z, y], a nonzero g ∈ k[z] and e > 0
such that for any d > e, HD(d, f, g) ⊂ B(D,Γ).
Proof. If Γ = {0} then there is nothing to prove. Assume that Γ 6= {0}. Recall
that D is of the form k[z, 1/δ(z), η]. Let f be an irreducible polynomial in k[z, y]
such that f(z, η) = 0. Note that Γ is torsion-free. Thus Γ is a free Z-module.
Assume that {w1, w2, · · · , wN} is a basis of Γ. Denote ℓ = degy(f). Then there are
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pi,j(z) ∈ k[z] with 1 ≤ i ≤ N, 0 ≤ j ≤ ℓ − 1 and a nonnegative integer ν such that
for all 1 ≤ i ≤ N ,
(2.1) wi =
∑ℓ−1
j=0 pi,j(z)η
j
δ(z)ν
.
Now set
e = max1≤i≤N,0≤j≤ℓ−1{deg(pi,j(z))}.
Let d ∈ Z with d > e and g = lc(f)δ(z) where lc(f) is the leading coefficient of f
viewed as a polynomial in y. Suppose that ϕ ∈ HD(d, f, g). We shall prove that ϕ
is injective on Γ. As ϕ is k-linear, ϕ|Γ is a group homomorphism. So it suffices to
show that ker(ϕ|Γ) = 0. Suppose that w ∈ ker(ϕ|Γ). Then there are c1, · · · , cN ∈ Z
such that
w =
N∑
i=1
ciwi and ϕ(w) =
N∑
i=1
ciϕ(wi) = 0.
Substituting (2.1) to the above equality and multiplying both sides by δ(ϕ(z))ν
yields that
ℓ−l∑
j=0
(
N∑
i=1
cipi,j(ϕ(z))
)
ϕ(η)j = 0.
Note that ϕ(lc(f)) 6= 0. This implies that
[k(ϕ(z), ϕ(η)) : k(ϕ(z))] = degy(f(ϕ(z), y)) = ℓ.
One then has that for all 0 ≤ j ≤ ℓ− 1,
N∑
i=1
cipi,j(ϕ(z)) = 0.
From the definition of HD(d, f, g), one sees that
ϕ(z1)
i1ϕ(z2)
i2 · · ·ϕ(zm)im , 0 ≤ i1, · · · , im ≤ d− 1
are linearly independent over k. Hence for all 0 ≤ j ≤ ℓ − 1, ∑Ni=1 cipi,j(z) = 0.
Consequently,
w =
N∑
i=1
ciwi =
∑N
i=1
∑ℓ−1
j=0 cipi,j(z)η
j
δ(z)ν
=
∑ℓ−1
j=0
(∑N
i=1 cipi,j(z)
)
ηj
δ(z)ν
= 0.
Thus ker(ϕ|Γ) = 0, and then ϕ ∈ B(D,Γ). 
Remark 2.13. (1) One sees that Proposition 2.12 remains true if we take Γ ⊂ D
to be a k-vector space of finite dimension.
(2) In Lemma 5A.4 of [10], Hrushovski proved that when k is neither real closed
nor algebraically closed, there is ϕ ∈ Homk(D, k¯) such that ϕ is injective on
V where V ⊂ Dl is a finite dimensional k-vector space. His proof applied
Artin-Schreier theory. Our proof of Proposition 2.12 seems elementary.
Next, we are going to deal with the case that Γ is a finitely generated subgroup
of Gm(D). It has been claimed on page 154 of [17] and in Discussion 5A.8 (4) of
[10] that the proof of Ne´ron’s theorem can be applied to proving that B(D,Γ) 6= ∅.
The readers are referred to Section 6 in Chapter 9 of [12] or Section 11.1 of [17] for
the proof of Ne´ron’s theorem. Here we present a detailed proof of the claim made
by Hrushovski and Serre. Let K ⊂ Ω be a subfield.
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Definition 2.14. Suppose Γ is a subgroup of Gm(K). The radical of Γ in K,
denoted by radK(Γ), is defined to be
{α ∈ Gm(K) | ∃ l > 0 s.t. αl ∈ Γ}.
We say Γ is radical in K if Γ = radK(Γ).
It is easy to see that radK(Γ) is also a subgroup of Gm(K). We shall show that
if K is a field finitely generated over Q and Γ is finitely generated then radK(Γ) is
also finitely generated. We first prove the case where K is a number field.
Lemma 2.15. Let K be a number field and Γ be a finitely generated subgroup of
Gm(K). Then radK(Γ) is also finitely generated.
Proof. Assume that a1, · · · , am are generators of Γ. Let p1, · · · , pℓ be all prime
ideals of OK satisfying that for each 1 ≤ i ≤ ℓ, ordpi(aj) 6= 0 for some 1 ≤ j ≤ m,
where ordpi(aj) denotes the order of aj at pi. Consider the group homomorphism
ϕ : radK(Γ)→ Zℓ defined by
ϕ(α) = (ordp1(α), · · · , ordpℓ(α)).
One can easily verify that ker(ϕ) = radK(Γ) ∩ O×K . So it is finitely generated,
because O×K is finitely generated. The image of ϕ is also finitely generated, as it is
a subgroup of Zℓ. Hence radK(Γ) is finitely generated. 
Using an argument similar to the above, one can show the following proposition.
Proposition 2.16. Let K be a field finitely generated over Q and Γ be a finitely
generated subgroup of Gm(K). Then radK(Γ) is also finitely generated.
Proof. Assume that a1, · · · , am are generators of Γ. By Lemma 2.15, we only need
to prove the case that K is transcendental over Q. Due to the results on page
99 of [21], there is a set S⋆ of prime divisors of K/Q such that for any b ∈ K if
ordp(b) ≥ 0 for all p ∈ S⋆ then b is algebraic over Q. Let p1, · · · , pℓ be all elements
in S⋆ satisfying that for each 1 ≤ i ≤ ℓ, ordpi(aj) 6= 0 for some 1 ≤ j ≤ m,
where ordpi(aj) denotes the order of aj at pi. Consider the group homomorphism
ϕ : radK(Γ)→ Zℓ defined by
ϕ(α) = (ordp1(α), · · · , ordpℓ(α)).
One can check that ker(ϕ) = Q˜∩ radK(Γ) where Q˜ is the algebraic closure of Q in
K. The image of ϕ is a subgroup of Zℓ and so it is finitely generated. Therefore
to show that radK(Γ) is finitely generated, it suffices to show that ker(ϕ) is finitely
generated. Let R = Q˜[a1, 1/a1, · · · , am, 1/am] and let φ ∈ HomQ˜(R, Q¯). Then
φ(ai) 6= 0 for all 1 ≤ i ≤ m. Let Γ˜ be the subgroup of Gm(Q¯) generated by
φ(a1), · · · , φ(am) and let E = Q˜(φ(a1), · · · , φ(am)). Then Γ˜ = φ(Γ) and E is a
number field. Suppose that γ ∈ ker(ϕ), i.e.γ ∈ Q˜ and γd ∈ Γ for some d > 0.
Applying φ to γ yields that
γd = φ(γ)d ∈ Γ˜.
This implies that γ ∈ radE(Γ˜) and thus ker(ϕ) ⊂ radE(Γ˜). Lemma 2.15 implies
that radE(Γ˜) is finitely generated. So ker(ϕ) is finitely generated. 
The example below shows that if K is not finitely generated over Q then radK(Γ)
may not be finitely generated.
DIFFERENCE GALOIS GROUPS UNDER SPECIALIZATION 11
Example 2.17. Let K = Q(η2, η3, · · · ) where ηi is a primitive i-th root of unity,
and let Γ = {1}. Then radK(Γ) contains all ηi, and thus it is not finitely generated.
Suppose that ℓ is a positive integer and Γ is a subgroup of Gm(D). Denote
Γℓ = {γ ∈ Γ|γℓ = 1}.
Lemma 2.18. Suppose that Γ is a finitely generated subgroup of Gm(D) and is
radical in F where F is the field of fractions of D. Let ℓ be a positive integer. Then
there exists a finite set f of irreducible polynomials in k[z, y] and a nonzero g ∈ k[z]
such that for any d > 0 and ϕ ∈ HD(d, f , g), ϕ(Γ) is a subgroup of Gm(ϕ(D)) and
ϕ(Γℓ) = ϕ(Γ)ℓ. Moreover ϕ(Γ) is finitely generated.
Proof. Let h be a monic polynomial in F [y] such that
h
∏
c∈Γℓ
(y − c) = yℓ − 1.
Then h = 0 has no roots in F , because Γ is radical in F . By Corollary 2.11, there
exists a finite set f of irreducible polynomials in k[z, y] and a nonzero g¯ ∈ k[z] such
that for any d > 0 and ϕ ∈ HD(d, f , g¯), ϕ(h) = 0 has no roots in ϕ(D). Suppose
that a1, · · · , aN are generators of Γ. For each i = 1, · · · , N , denote by si/r the
norm of ai (down to k(z)), where r, si ∈ k[z]. Set g = g¯rs1 · · · sN . Suppose that
ϕ ∈ HD(d, f , g). Then ϕ(ai) 6= 0 for all 1 ≤ i ≤ N and ϕ(h) = 0 has no roots in
ϕ(D). Hence ϕ(Γ) is a finitely generated subgroup of Gm(ϕ(D)), and furthermore
since yℓ − 1 = ϕ(h)∏c∈Γℓ(y − ϕ(c)), one has that ϕ(Γ)ℓ = {ϕ(c)|c ∈ Γℓ}. 
Proposition 2.19. Suppose that k is finitely generated over Q and Γ is a finitely
generated subgroup of Gm(D). There exists a set f of irreducible polynomials in
k[z, y] and a nonzero g ∈ k[z] such that for any d > 0, HD(d, f , g) ⊂ B(D,Γ).
Proof. Denote by F the field of fractions of D. Set Γ˜ = radF (Γ). Then by Propo-
sition 2.16, Γ˜ is finitely generated. Assume that a1, · · · , aN are generators of Γ˜.
Let D˜ = D[a1, 1/a1, · · · , aN , 1/aN ]. We first show that there is a set f of irre-
ducible polynomials in k[z, y] and a nonzero g ∈ k[z] such that for any d > 0,
HD˜(d, f , g) ⊂ B(D˜, Γ˜).
Let T be the torsion group of Γ˜ and ℓ an integer greater than 1 and divided
by |T |. By Lemma 2.18, there exists a finite set f1 of irreducible polynomials in
k[z, y] and a nonzero g1 ∈ k[z] such that for any d > 0 and ϕ ∈ HD˜(d, f1, g), ϕ(Γ˜)
is a finitely generated subgroup of Gm(ϕ(D˜)) and ϕ(Γ˜ℓ) = ϕ(Γ˜)ℓ. Suppose that
{b1 = 1, b2, · · · , bν} is a set of representatives of Γ˜/Γ˜ℓ. Note that F is the field of
fractions of D˜. Corollary 2.11 implies that there exist a finite set f2 of irreducible
polynomials in k[z, y] and a nonzero g2 ∈ k[z] such that for any d > 0 and any
ϕ ∈ HD˜(d, f2, g2), yℓ − ϕ(bi) = 0 has a root in ϕ(D˜) if and only if yℓ − bi = 0 has
a root in F . Since Γ˜ is radical in F , all roots of yℓ − bi = 0 in F are in Γ˜. Thus
for each ϕ ∈ HD˜(d, f2, g2), yℓ − ϕ(bi) = 0 has a root in ϕ(D˜) only if i = 1. Now
set f = f1 ∪ f2 and g = g1g2. We claim that for any d > 0, HD˜(d, f , g) ⊂ B(D˜, Γ˜).
Suppose that ϕ ∈ HD˜(d, f , g). Let I = ϕ−1(1) ∩ Γ˜. Then I is a finitely generated
subgroup of Γ˜. We shall show that I = Iℓ and I is free. This will imply I = 1
because ℓ > 1, and then ϕ ∈ B(D˜, Γ˜). Since |T | divides ℓ, if I = Iℓ then I is
torsion-free and then it is free. So we only need to prove that I = Iℓ. Suppose
w ∈ I. Write w = biw¯ℓ for some i and some w¯ ∈ Γ˜. Then ϕ(w¯−1)ℓ = ϕ(bi). The
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assumption on ϕ indicates that bi = 1. This implies w = w¯
ℓ and then ϕ(w¯)ℓ = 1,
i.e. ϕ(w¯) ∈ ϕ(Γ˜)ℓ. As ϕ(Γ˜ℓ) = ϕ(Γ˜)ℓ, there is v ∈ Γ˜ℓ such that ϕ(w¯) = ϕ(v). For
such v, w¯v−1 ∈ I. As vℓ = 1, w = w¯ℓ = (w¯v−1)ℓ ∈ Iℓ. Therefore I = Iℓ. This
proves our claim.
Since ali ∈ Γ ⊂ D for some l > 0, D˜ is integral over D. Hence every ϕ ∈
Homk(D, k¯) can be extended to an element in Homk(D˜, k¯). In particular, any
ϕ ∈ HD(d, f , g) can be extended to an element in HD˜(d, f , g). Therefore for any
d > 0,
HD(d, f , g) = {ϕ˜|D | ϕ˜ ∈ HD˜(d, f , g)} ⊂ {ϕ˜|D | ϕ˜ ∈ B(D˜, Γ˜)} ⊂ B(D,Γ).

Theorem 2.20. Assume that k ⊂ Ω is finitely generated over Q and D ⊂ Ω is
a finitely generated k-algebra. Then any basic open subset of Homk(D, k¯) is not
empty.
Proof. Note that k is hilbertian by Corollary 1.11 and Theorem 1.23 on pages 12
and 18 of [20] respectively. Let U be a basic open subset of Homk(D, k¯). Write
U = ∩mi=1B(D,Γi). Without loss of generality, we may assume that Γ1, · · · ,Γl
are finitely generated subgroups of Ga(D) and Γl+1, · · · ,Γm are finitely generated
subgroups of Gm(D). Due to Proposition 2.12, for each i = 1, · · · , l, there is an
irreducible polynomial fi in k[z, y], a nonzero gi ∈ k[z] and ei > 0 such that for any
d > ei, HD(d, fi, gi) ⊂ B(D,Γi). By Proposition 2.19, for each j = 1, · · · ,m − l,
there is a finite set hj of irreducible polynomials in k[z, y] and a nonzero gj+l ∈ k[z]
such that for any d > 0, HD(d,hj , gj+l) ⊂ B(D,Γj+l). Set
f = {f1, · · · , fl} ∪ h1 ∪ · · · ∪ hm−l and g = g1g2 · · · gm.
Then for any d > max{e1, · · · , el},
HD(d, f , g) ⊂
(∩li=1HD(d, fi, gi)) ∩ (∩m−li=1 HD(d,hi, gi+l)) ⊂ U.
By Proposition 2.8, U is not empty. 
Corollary 2.21. Suppose that k ⊂ Ω is a field and D ⊂ Ω is a finitely generated
k-algebra. Then any basic open subset of Homk(D, k¯) is Zariski dense.
Proof. Due to Corollary 2.4, it suffices to show that every basic open subset of
Homk(D, k¯) is not empty. Let U be a basic open subset of Homk(D, k¯). Write
U = ∩mi=1B(D,Γi). Note that we may assume that D and Γi satisfy the hypothesis
(H), i.e. D is of the form k[z, 1/δ(z), η] and Γi ⊂ D. Let f be an irreducible
polynomial in k[z, y] such that f(z, η) = 0. Let k˜ ⊂ k be a field finitely generated
over Q such that f, δ(z) ∈ k˜[z, y] and Γi ⊂ k˜[z, 1/δ(z), η] for all 1 ≤ i ≤ m. By
Theorem 2.20, there is φ in Homk˜(k˜[z, 1/δ(z), η],
¯˜k) satisfying that φ is injective on
Γi for all 1 ≤ i ≤ m. On the other hand, every ϕ ∈ Homk˜(k˜[z, 1/δ(z), η], ¯˜k) can
be extended to an element of Homk(D, k¯). In particular, φ can be extended to an
element ψ ∈ Homk(D, k¯). Such ψ is injective on ∪mi=1Γi and therefore belongs to
U . This proves that U is not empty. 
The following two lemmas will be used later.
Lemma 2.22. Suppose that f ∈ D[y]. There is a finitely generated subgroup Γ of
Ga(Ω) such that for any ϕ ∈ B(D,Γ), one has that Z(f) = Z(ϕ(f)).
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Proof. Let α1, · · · , αℓ be all zeroes of f in Ω \ Z and a be the leading coefficient
of f . Set Γ to be the subgroup of Ga(Ω) generated by 1, a, α1, · · · , αℓ and set
D˜ = D[α1, · · · , αℓ]. Suppose that ϕ ∈ B(D,Γ). By the definition of basic open
subsets, ϕ can be extended to an element ψ ∈ Homk(D˜, k¯) such that ψ is injective
on Γ. One sees that the images of the zeroes of f under ψ are all zeroes of ψ(f)
and ψ(αi) /∈ Z for all 1 ≤ i ≤ ℓ. Therefore Z(f) = Z(ψ(f)) = Z(ϕ(f)). 
In the following, for a matrix M with entries in D, the rank of M is defined to
be the rank of M regarded as a matrix over the field of fractions of D.
Lemma 2.23. Assume that M is a matrix in Dl×m. Then there is a nonzero
c ∈ D such that for any ϕ ∈ B(D, c), rank(M) = rank(ϕ(M)).
Proof. Clearly, rank(ϕ(M)) ≤ rank(M) for all ϕ ∈ Homk(D, k¯). Let r = rank(M).
If r = 0, there is nothing to prove. Suppose that r > 0 and c is a nonzero r × r
minors of M . Suppose ϕ ∈ B(D, c). It is easy to see that ϕ(c) is a r × r minor of
ϕ(M). Since ϕ(c) 6= 0, rank(ϕ(M)) ≥ r. This implies that r = rank(ϕ(M)). 
3. Algebraic groups under specialization
Throughout this section, G denotes an algebraic subgroup of GLn(Ω) and S ⊂
Ω[X, 1/ det(X)] stands for a finite set such that VΩ(S) = G. Recall that VΩ(S)
denotes the set of zeroes of S in GLn(Ω). Let X be a finite subset of X(G),
the group of characters of G, whose elements are represented by polynomials in
Ω[X, 1/ det(X)]. Assume that D ⊂ Ω is a finitely generated k-algebra such that
S,X ⊂ D[X, 1/ det(X)]. We shall investigate Vk¯(ϕ(S)) for ϕ in some basic open
subset of Homk(D, k¯).
Lemma 3.1. Let F be the field of fractions of D. Assume that S1 and S2 are two
finite subsets of F (x)[X, 1/ det(X)] (resp. F [X, 1/ det(X)]).
(1) If S1 ⊂ 〈S2〉Ω(x) (resp. S1 ⊂ 〈S2〉Ω), then there is a nonzero c ∈ D such
that for any ϕ ∈ B(D, c),
ϕ(S1) ⊂ 〈ϕ(S2)〉k¯(x) (resp. ϕ(S1) ⊂ 〈ϕ(S2)〉k¯).
(2) If S1 ⊂
√〈S2〉Ω(x) (resp. S1 ⊂ √〈S2〉Ω), then there is a nonzero c ∈ D
such that for any ϕ ∈ B(D, c),
ϕ(S1) ⊂
√
〈ϕ(S2)〉k¯(x) (resp. ϕ(S1) ⊂
√
〈ϕ(S2)〉k¯).
Proof. (1) One only need to prove the case that S1, S2 ⊂ F (x)[X, 1/ det(X)]. An-
other case can be proved similarly. For each p ∈ S1, write
(3.1) p =
∑
q∈S2
ap,qq,
with ap,q ∈ Ω(x)[X, 1/ det(X)]. We claim that ap,q can be chosen to be elements
in F (x)[X, 1/ det(X)] for all p ∈ S1, q ∈ S2. To see this, write ap,q = a¯p,q/b where
a¯p,q ∈ Ω[x][X, 1/ det(X)] and b ∈ Ω[x]. Then the equality (3.1) can be rewritten as
bp =
∑
q∈S2
a¯p,qq.
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Since S1, S2 ⊂ F (x)[X, 1/ det(X)], one sees that there are a˜p,q ∈ F [x][X, 1/ det(X)]
and a nonzero b˜ ∈ F [x] such that for each p ∈ S1,
b˜p =
∑
q∈S2
a˜p,qq.
Replacing ap,q by a˜p,q/b˜, we prove the claim. Let c be a nonzero element in D
such that for any ϕ ∈ B(D, c), ϕ(p), ϕ(q), ϕ(ap,q) are well-defined for all p ∈ S1, q ∈
S2. Then one sees that for any ϕ ∈ B(D, c), ϕ(S1) is a subset of the ideal in
k¯(x)[X, 1/ det(X)] generated by ϕ(S2).
(2) The proof is quite similar to that of (1). One only need to replace p by some
power of p in the equality (3.1). 
Lemma 3.2. There is a nonzero c ∈ D such that for any ϕ ∈ B(D, c),
(a) Vk¯(ϕ(S)) is an algebraic subgroup of GLn(k¯);
(b) [G : G◦] = [Vk¯(ϕ(S)) : Vk¯(ϕ(S))
◦] and dim(Vk¯(ϕ(S))) = dim(G);
(c) ϕ(X ) ⊂ X(Vk¯(ϕ(S))).
Proof. Note that to show that a variety V in GLn(k¯) is an algebraic group, it
suffices to show that 1 ∈ V and if g1, g2 ∈ V then g1g2 ∈ V . To see this, let g ∈ V .
For any h ∈ V , one has that h ∈ g−1V because gh ∈ V . This implies that V is a
subvariety of g−1V . The successive application of g−1 to V yields that
V ⊂ g−1V ⊂ g−2V ⊂ · · · .
The Noetherian property of GLn(k¯) implies that g
−mV = g−(m+1)V for some
m > 0. In other words, g−1V = V . Since 1 ∈ V , g−1 ∈ V . Thus V is a group.
Let F be the field of fractions of D. Let Z = (Zi,j) denote an n × n matrix
with indeterminate entries. Since VΩ(S) is an algebraic group and X is a set of its
characters, for each p ∈ S and each χ ∈ X , we have that
p(XZ), χ(XZ)− χ(X)χ(Z) ∈
√
〈S ∪ {q(Z)|q ∈ S}〉Ω.
By Lemma 3.1, there is a nonzero c1 ∈ D such that for any ϕ ∈ B(D, c1), one has
that
ϕ(p)(XZ), ϕ(χ)(XZ)− ϕ(χ)(X)ϕ(χ)(Z) ∈
√
〈ϕ(S) ∪ {ϕ(q)(Z)|q ∈ S}〉k¯
for all p ∈ S and χ ∈ X . The discussion at the beginning of the proof implies that
for any ϕ ∈ B(D, c1), Vk¯(ϕ(S)) is an algebraic subgroup of GLn(k¯) and ϕ(X ) ⊂
X(Vk¯(ϕ(S)).
Let G = ∪ℓi=1Gi be the minimal irreducible decomposition. Suppose that Si ⊂
F¯ [X, 1/ det(X)] is a finite set that defines Gi, where F¯ is the algebraic closure
of F . Since Gi ∩ Gj = ∅ if i 6= j, there is qi ∈ 〈Si〉Ω such that qi + qj = 1 if
i 6= j. Without loss of generality, we may assume that qi ∈ Si. Let D˜ ⊂ F¯ be
a finitely generated D-algebra such that Si ⊂ D˜[X, 1/ det(X)] for all i = 1, · · · , ℓ.
Due to a result of Bertini-Neother (Proposition 9.29 on page 120 of [7]), there is
a nonzero c2 ∈ D˜ such that if ψ ∈ B(D˜, c2) then Vk¯(ψ(Si)) is irreducible and
dim(Gi) = dim(Vk¯(ψ(Si)) for all 1 ≤ i ≤ ℓ. Since ψ(qi) + ψ(qj) = 1 if i 6= j, one
has that Vk¯(ψ(Si)) ∩Vk¯(ψ(Sj)) = ∅ if i 6= j. Denote S˜ = {p1 · · · pℓ|pi ∈ Si}. Then
VΩ(S˜) = ∪ℓi=1VΩ(Si) = G.
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Thus the ideals 〈S〉Ω and 〈S˜〉Ω have the same radical. Lemma 3.1 implies that there
is a nonzero c3 ∈ D˜ such that for any ψ ∈ B(D˜, c3), 〈ψ(S)〉k¯ and 〈ψ(S˜)〉k¯ have the
same radical.
Now set c˜ = c1c2c3 ∈ D˜. Suppose that ψ ∈ B(D˜, c˜). Then Vk¯(ψ(S)) is an
algebraic group of GLn(k¯), ψ(X ) ⊂ X(Vk¯(ψ(S))) and
Vk¯(ψ(S)) = Vk¯(ψ(S˜)) = ∪ℓi=1Vk¯(ψ(Si)).
For all 1 ≤ i ≤ ℓ, Vk¯(ψ(Si)) is irreducible. Moreover if 1 ≤ i 6= j ≤ ℓ, Vk¯(ψ(Si)) ∩
Vk¯(ψ(Sj)) = ∅. This implies that
[Vk¯(ψ(S)) : Vk¯(ψ(S))
◦] = ℓ.
Finally, dim(Vk¯(ψ(S))) = dim(G) because dim(Vk¯(ψ(Si))) = dim(Gi) = dim(G)
for all 1 ≤ i ≤ ℓ.
Now let a ∈ D satisfy that D˜ is integral over D[1/a], b1/b2 with b1, b2 ∈ D be
the norm of c˜ (down to D). Let c = ab1b2. Suppose that ϕ ∈ B(D, c). Then ϕ can
be extended into an element ψ ∈ Homk(D˜, k¯). Since ψ(b1b2) 6= 0, ψ(c˜) 6= 0. Hence
ψ ∈ B(D˜, c˜), i.e. ψ(S) and ψ(X ) satisfy (a) − (c). The lemma then follows from
the fact that ψ(S) = ϕ(S) and ψ(X ) = ϕ(X ). 
Lemma 3.3. Suppose that G is generated by unipotent elements of GLn(Ω). Then
there is a basic open subset U of Homk(D, k¯) such that for any ϕ ∈ U ,Vk¯(ϕ(S)) is
an algebraic subgroup of GLn(k¯) generated by unipotent elements.
Proof. Due to Lemma C on page 96 of ([9], Section 15.1), any unipotent element of
G that is not equal to the identity generates a connected 1-dimensional algebraic
subgroup of G. Let U be the set of all connected 1-dimensional algebraic subgroups
of G and G˜ the algebraic subgroup of G generated by ∪M∈UM . Then G˜ = G
and by the proposition on page 55 of ([9], Section 7.5), there are M1, · · · ,Mℓ in U
such that G˜ = M1M2 · · ·Mℓ. Furthermore, ℓ can be taken to be not greater than
2 dim(G). Now for each i = 1, · · · , ℓ, there is a nilpotent matrix mi in Matn(Ω)
such that
Mi =


n−1∑
j=0
mjic
j
j!
∣∣∣∣∣∣ c ∈ Ω

 .
Set
P(t1, · · · , tℓ) =
ℓ∏
i=1

n−1∑
j=0
mji t
j
i
j!

 ∈ GLn(Ω[t1, · · · , tℓ]).
Then
G = G˜ = {P(c1, · · · , cℓ)| c1, · · · , cℓ ∈ Ω} .
Denote P(t1, · · · , tℓ) = (Pi,j). Let Y = {y1,1, · · · , yn,n}, and let J be the ideal in
Ω[Y, t1, · · · , tℓ] generated by
W = {y1,1 − P1,1, y1,2 − P1,2, · · · , yn,n − Pn,n}.
Then J is a prime ideal with dimension dim(G). Let S˜ be a finite set of generators
of J ∩ Ω[Y ]. Due to Theorem 7.69 on page 328 of [2], G = VΩ(S˜). Let D˜ ⊂ Ω be
a finitely generated D-algebra such that {m1, · · · ,mℓ} ⊂Matn(D˜) and S˜ ⊂ D˜[Y ].
There is a nonzero α ∈ Ω such that for any ψ ∈ B(D˜, α) one has that
(1) Vk¯(ψ(W )) is irreducible and dim(Vk¯(ψ(W )) = dim(VΩ(W ));
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(2) dim(Vk¯(ψ(S˜))) = dim(VΩ(S˜)) and Vk¯(ψ(S˜)) is an irreducible algebraic
subgroup of GLn(k¯);
(3) 〈ψ(S˜)〉k¯ ⊂ 〈ψ(W )〉k¯.
Such α exists because of Proposition 9.29 on page 120 of [7] and Lemmas 3.1 and 3.2.
For every ψ ∈ B(D˜, α), denote
Hψ =
{
ψ(P)(c1, · · · , cℓ)| c1, · · · , cℓ ∈ k¯
}
with
ψ(P)(t1, · · · , tℓ) =
ℓ∏
i=1

n−1∑
j=0
ψ(mi)
jtji
j!

 .
Let H¯ψ be the Zariski closure of Hψ in GLn(k¯). By Theorem 7.69 on page 328 of
[2] again, H¯ψ = Vk¯(〈ψ(W )〉k¯ ∩ k¯[Y ]). Note that ψ(S˜) ⊂ 〈ψ(W )〉k¯ ∩ k¯[Y ]. Hence
H¯ψ ⊂ Vk¯(ψ(S˜)). Since dim(〈ψ(W )〉k¯) = dim(〈ψ(W )〉k¯ ∩ k¯[Y ]), one sees that
dim(H¯ψ) = dim(Vk¯(〈ψ(W )〉k¯ ∩ k¯[Y ])) = dim(Vk¯(ψ(W ))) = dim(VΩ(W )).
On the other hand,
dim(VΩ(W )) = dim(G) = dim(VΩ(S˜)) = dim(Vk¯(ψ(S˜))).
Thus dim(H¯ψ) = dim(Vk¯(ψ(S˜))). As Vk¯(ψ(S˜)) is irreducible, H¯ψ = Vk¯(ψ(S˜)).
Notice that each ψ(P)(c1, · · · , cℓ) is a product of unipotent elements. Therefore
Vk¯(ψ(S˜)) is an algebraic group generated by unipotent elements. By Lemma 3.1,
there is a nonzero β ∈ Ω such that for any ϕ ∈ B(D˜, β), 〈ϕ(S)〉k¯ = 〈ϕ(S˜)〉k¯. For
such ϕ, Vk¯(ϕ(S)) = Vk¯(ϕ(S˜)). So for any ϕ ∈ B(D˜, αβ), one has that Vk¯(ϕ(S)) is
generated by unipotent elements. The lemma then follows from Lemma 2.1. 
Let K ⊂ Ω be algebraically closed. Let H be a connected algebraic subgroup
of GLn(K). The following lemma gives a criterion for a finite subset X ⊂ X(H)
to be a basis of X(H). We say X is multiplicatively independent if the equality∏
χ∈X χ
dχ = 1 with dχ ∈ Z implies that dχ = 0 for all χ ∈ X
Lemma 3.4. Let X ⊂ X(H) be a finite set. Then X is a basis of X(H) if and
only if X is multiplicatively independent and ∩χ∈X ker(χ) is generated by unipotent
elements.
Proof. The necessary part follows from Lemma B.10 of [5]. For the sufficient part,
it suffices to show that X generates X(H). Assume that X = {χ1, · · · , χl} and
χ′ ∈ X(H). By Lemma B.10 of [5], any unipotent element of H is contained
in ker(χ′). Thus ∩li=1 ker(χi) ⊂ ker(χ′). Denote H¯ = H/ ∩li=1 ker(χi) and for
every χ ∈ X(H), let χ¯ : H¯ → Gm(K) be given by χ¯(c¯) = χ(c) for all c ∈ H .
Then χ¯ ∈ X(H¯) for all χ ∈ X(H). Consider the isomorphism τ : H¯ → Gm(K)l
given by τ(c¯) = (χ¯1(c¯), · · · , χ¯l(c¯)). The isomorphism τ induces an isomorphism
τ∗ : X(Gm(K)
l) → X(H¯) that sends ti to χ¯i where t1, · · · , tl are the coordinates
of Gm(K)
l. Since {t1, · · · , tl} is a basis of X(Gm(K)l), {χ¯i|1 ≤ i ≤ l} is a basis
of X(H¯). Therefore χ¯′ =
∏l
i=1 χ¯
di
i where di ∈ Z. From this, one sees that for
all c ∈ H χ′(c) = ∏li=1 χdii (c). That is to say, χ′ = ∏li=1 χdii . Hence X(H) is
generated by X . 
Now we are ready to prove the main result of this section.
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Proposition 3.5. Let G ⊂ GLn(Ω) be a connected algebraic group defined by a
finite set S ⊂ Ω[X, 1/ det(X)] and let X ⊂ Ω[X, 1/ det(X)] be a basis of X(G). Let
D be a finitely generated k-algebra such that S,X ⊂ D[X, 1/ det(X)]. Then there
is a basic open subset U of Homk(D, k¯) such that for any ϕ ∈ U ,
(a) Vk¯(ϕ(S)) is a connected algebraic group and dim(Vk¯(ϕ(S))) = dim(G);
(b) ϕ(X ) is a basis of X(Vk¯(ϕ(S))).
Proof. Let {pχ|χ ∈ X} be a set of distinct prime numbers. By Lemma C on page
104 of [9], there is c ∈ G such that χ(c) = pχ for all χ ∈ X . Let D˜ be a finitely
generated D-algebra such that c ∈ Matn(D˜). Set
T = S ∪ {χ− 1|χ ∈ X}.
Then Vk¯(T ) = ∩χ∈X ker(χ) and by Lemma B.10 of [5] it is generated by all unipo-
tent elements of G. Let U1 be a basic open subset of Homk(D˜, k¯) such that for any
ϕ ∈ U1, one has that
(1) Vk¯(ϕ(S)) is a connected algebraic group and its dimension equals dim(G);
(2) Vk¯(ϕ(T )) is an algebraic subgroup of Vk¯(ϕ(S)) generated by unipotent
elements;
(3) ϕ(X ) ⊂ X(Vk¯(ϕ(S))).
Due to Lemmas 3.2 and 3.3, such a set U1 exists. Now set U2 = U1 ∩B(D˜, det(c)).
Suppose that ϕ ∈ U2. We first show that {ϕ(χ)|χ ∈ X} is multiplicatively in-
dependent. Assume that
∏
χ∈X ϕ(χ)
νχ = 1 with νχ ∈ Z. Since ϕ(det(c)) 6= 0,
ϕ(c) ∈ Vk¯(ϕ(S)). Then
1 =
∏
χ∈X
ϕ(χ)νχ |X=ϕ(c) =
∏
χ∈X
ϕ(χ(c))νχ =
∏
χ∈X
pνχχ ,
which implies that νχ = 0 for all χ ∈ X . Hence ϕ(X ) is multiplicatively indepen-
dent. On the other hand, from (2), ∩χ∈X ker(ϕ(χ)) which is equal to Vk¯(ϕ(T ))
is generated by unipotent elements. Lemma 3.4 implies that ϕ(X ) is a basis of
X(Vk¯(ϕ(S))). Finally, Lemma 2.1 completes the proof. 
4. Difference equations under specialization
Let K be a subfield of Ω and B ∈ GLn(K(x)), σ the K-automorphism of K(x)
which sends x to x + 1. By setting σ(X) = BX , the automorphism σ can be ex-
tended to an automorphism of K(x)[X, 1/ det(X)]. As we shall deal with a family
of automorphisms, to void confusion, the automorphism of K(x)[X, 1/ det(X)] in-
duced by σ(X) = BX will be denoted by σB . An ideal I of K(x)[X, 1/ det(X)] is
called a σB-ideal if σB(I) = I.
Let A be given as in (1.1) and D be a finitely generated k-algebra with F as
field of fractions such that A ∈ GLn(F (x)).
Notation 4.1. Let h be a nonzero elment in D such that for any ϕ ∈ Homk(D˜, k¯)
with ϕ(h) 6= 0 whereD ⊂ D˜ ⊂ Ω, one has that ϕ(A) is well-defined and is invertible.
Definition 4.2. Let ν be a positive integer and I ⊂ Ω(x)[X, 1/ det(X)] be a σA-
ideal generated by some polynomials in Ω(x)[X ]≤ν . I is said to be a ν-maximal
σA-ideal if it satisfies that I 6= Ω(x)[X, 1/ det(X)] and for any σA-ideal J gen-
erated by some polynomials in Ω(x)[X ]≤ν if I ⊂ J then either I = J or J =
Ω(x)[X, 1/ det(X)]. Similarly, in k¯(x)[X, 1/ det(X)], we define ν-maximal σϕ(A)-
ideals.
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Let Iν be a ν-maximal σA-ideal and let F be a fundamental matrix of σ(Y ) = AY
over Ω(x) satisfying that it is a zero of Iν . Then one has that
〈{p ∈ Ω(x)[X ]≤ν | p (F) = 0}〉Ω(x) ⊂ Iν .
Proposition 3.5 of [6] implies that the above two sets are actually equal. From this,
one sees that if J is another ν-maximal σA-ideal, then there is an invertible matrix
g ∈ GLn(Ω) such that
J = { p(Xg) | p ∈ Iν } .
Let m be a nonnegative integer. Set
(4.1) I(m, Iν) = Iν ∩ Ω[x]≤m[X ]≤ν
where
Ω[x]≤m[X ]≤ν = {p ∈ Ω[x,X ] | degx(p) ≤ m, degX(p) ≤ ν}.
As Iν is finitely generated, there is an integer µ such that I(µ, Iν) generates Iν
as an ideal in Ω(x)[X, 1/ det(X)]. We call such µ a coefficient bound of Iν . The
discussion above implies that if µ is a coefficient bound of Iν then it is a coefficient
bound of any ν-maximal σA-ideals. Hence the following definition is reasonable.
Definition 4.3. An integer µ is called a coefficient bound of ν-maximal σA-
ideals if for every ν-maximal σA-ideal Iν , I(µ, Iν) generates Iν as an ideal in
Ω(x)[X, 1/ det(X)].
Remark 4.4. Note that in [6] we use the symbol IF ,ν to denote the ν-maximal
σA-ideal Iν , where F is a fundamental matrix of (1.1).
This section is aimed at proving the following proposition.
Proposition 4.5. Suppose that Iν is a ν-maximal σA-ideal and is generated by a
finite set P . Let D ⊂ Ω be a finitely generated k-algebra with F as field of fractions
such that A ∈ GLn(F (x)) and P ⊂ F (x)[X, 1/ det(X)]. Then there exists a basic
open subset U of Homk(D, k¯) such that for any ϕ ∈ U , ϕ(P ) generates a ν-maximal
σϕ(A)-ideal of k¯(x)[X, 1/ det(X)] .
Let us sketch the proof. First, we show that there is a coefficient bound of Iν ,
say µ, satisfying that it is a coefficient bound of ν-maximal σϕ(A)-ideals for all ϕ
in some basic open subset of Homk(D, k¯). Second, we prove that there is a basic
open subset of Homk(D, k¯) such that each ϕ in this set sends a basis of I(µ, Iν)
as an Ω-vector space to a basis of I(µ, I˜ϕ) as a k¯-vector space for some ν-maximal
σϕ(A)-ideal I˜ϕ. By the choice of µ, any basis of I(µ, I˜ϕ) generates I˜ϕ. Lemma 3.1
then concludes the proposition.
In order to describe how to find a coefficient bound of ν-maximal σA-ideals (or
ν-maximal σϕ(A)-ideals), the following notations will be used. Let m1, · · · ,mℓ be
all monomials in X with degree not greater than ν, where ℓ =
(
n2+ν−1
ν
)
. Then
{m1, · · · ,mℓ} is a basis of Ω(x)[X ]ν as a vector space over Ω(x). Let Y be an n×n
matrix with indeterminate entries.
Notation 4.6. Suppose that F is an n× n matrix with entries in a Ω(x)-algebra R.
Then the map sending X to FX induces a map
Symν : Matn(R) −→ Matℓ(R)
F −→ Symν(F )
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where Symν(F ) is defined to be the matrix satisfying that
(m1, · · · ,mℓ)t|X=FY = Symν(F )(m1, · · · ,mℓ)t|X=Y
where ∗t denotes the transpose of ∗.
Let l be a positive integer not greater than n. Denote by In,l the set of all
subsets of {1, 2, · · · , n} containing exactly l elements. We define an order ≺ on
In,l as follows: for i, j ∈ In,l, i ≺ j if they satisfy that (1) min i < min j or (2)
min i = min j and i \ {min i} ≺ j \ {min j}.
Notation 4.7. We use Φn,l to denote the map defined as follows:
GLn(Ω(x)) −→ GL(nl)(Ω(x))
Z −→ (Zi,j){1,2,··· ,l}≺i,j≺{n−l+1,··· ,n}
where Zi,j denotes the l× l minor of Z that corresponds to the rows with index in
i and the columns with index in j.
Remark 4.8. (1) By the definition, one sees that
Symν(F1F2) = Symν(F1)Symν(F2)
and if F is invertible then so is Symν(F ).
(2) Write F = (fi,j) with fi,j ∈ R. Then the vector space spanned by the
entries of Symν(F ) is equal to the one spanned by
∏
i,j f
si,j
i,j with 0 ≤∑
i,j si,j ≤ ν. To see this, let V denote the latter vector space. Obviously,
all entries of Symν(F ) are in V . On the other hand, by the definition of
Symν , one has that
(· · · ,
∏
i,j
f
si,j
i,j , · · · )t = (m1, · · · ,mℓ)t|X=F = Symν(F )(m1, · · · ,mℓ)t|X=In ,
which implies that each
∏
i,j f
si,j
i,j belongs to the vector space spanned by
the entries of Symν(F ). Hence these two vector spaces are equal.
(3) One sees that Φn,l(In) = I(nl)
and if M ∈ GLn(Ω(x)) is a permutation
matrix then so is Φn,l(M). Furthermore, the Cauchy-Binet formula (see
Proposition 2.1.2 on page 18 of [16]) implies that Φn,l is actually a group
homomorphism.
4.1. Coefficient bounds of ν-maximal σA-ideals. In this subsection, we shall
show that there is a coefficient bound N of ν-maximal σA-ideals and a basic open
subset U of Homk(D, k¯) such that N is also a coefficient bound of ν-maximal σϕ(A)-
ideals for all ϕ ∈ U . Such a coefficient bound can be derived from a degree bound of
the certificates of hypergeometric solutions of a suitable linear difference equation.
Definition 4.9. Let R be a Picard-Vessiot extension of Ω(x). An element h ∈ R
is said to be hypergeometric over Ω(x) if h is invertible in R and σ(h)/h ∈ Ω(x),
which is called the certificate of h. A solution h of (1.1) is called a hypergeometric
solution if h = vh where v ∈ Ω(x)n and h is a hypergeometric element over Ω(x).
Let us recall the method developed in [6] to compute a coefficient bound of a
ν-maximal σA-ideal Iν . Denote
Sν = Iν ∩ Ω(x)[X ]≤ν .
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Then Sν is an Ω(x)-vector space of finite dimension and it generates Iν . Suppose
that {p1, · · · , pl} is an Ω(x)-basis of Sν . Let m1, · · · ,mℓ be as in Notation 4.6. After
a rearrangement on the indices of m1, · · · ,mℓ if necessary, we may assume that for
each i = 1, · · · , l
(4.2) pi = mi +
ℓ∑
j=l+1
ci,jmj
with ci,j ∈ Ω(x). For f ∈ Ω(x) \ {0}, deg(f) will stand for the degree of f which is
defined to be the maximum of the degrees of its numerator and denominator. For
convenience, we set deg(0) = −∞. Then we have following claim.
Claim 4.10. Suppose that deg(ci,j) ≤ m for all i, j. Then ℓm is a coefficient bound
of Iν .
Clearing the denominators of ci,j in (4.2), we obtain p˜i ∈ Ω[x,X ] with degX(p˜i) ≤
ν and degx(p˜i) ≤ (ℓ − l)m < ℓm. In other words, p˜i ∈ I(ℓm, Iν) and {p˜1, · · · , p˜l}
is a basis of Sν , where I(ℓm, Iν) is defined as in (4.1). Hence ℓm is a coefficient
bound of Iν . This proves our claim. So in order to obtain a coefficient bound of Iν ,
it suffices to compute a degree bound of ci,j . We have that
σA((m1, · · · ,mℓ)t) = Symν(A)(m1, · · · ,mℓ)t
where Symν is defined as in Notation 4.6. From (4.2), {p1, · · · , pl,ml+1, · · · ,mℓ} is
another Ω(x)-basis of Ω(x)[X ]≤ν , and moreover one has that
(4.3) (p1, · · · , pl,ml+1, · · · ,mℓ)t =
(
Il C
0 Iℓ−l
)
(m1, · · · ,mℓ)t
where C = (ci,j)1≤i≤l,l+1≤j≤ℓ with ci,j given in (4.2). Since Sν is stable under the
action of σA, one has that
σA((p1, · · · , pl,ml+1, · · · ,mℓ)t) =
(
B1 0
B2 B3
)
(p1, · · · , pl,ml+1, · · · ,mℓ)t
where B1 ∈ GLl(Ω(x)), B3 ∈ GLℓ−l(Ω(x)) and B2 is an (ℓ − l) × l matrix with
entries in Ω(x). Applying σA to (4.3) yields that(
Il σ(C)
0 Iℓ−l
)
Symν(A)(m1, · · · ,mℓ)t =
(
B1 0
B2 B3
)(
Il C
0 Iℓ−l
)
(m1, · · · ,mℓ)t.
As m1, · · · ,mℓ are linearly independent over Ω(x), the above equality implies that
(4.4)
(
Il σ(C)
0 Iℓ−l
)
Symν(A) =
(
B1 0
B2 B3
)(
Il C
0 Iℓ−l
)
.
In the following, we shall transform (4.4) into a linear difference equation from
which one can derive a degree bound for the entries of C. Let s be the first row of
Φℓ,l
((
Il C
0 Iℓ−l
))
where Φℓ,l is defined as in Notation 4.7. Applying Φℓ,l to (4.4), we obtain that(
σ(s)
∗
)
Φℓ,l (Symν(A)) =
(
det(B1) 0
∗ ∗
)(
s
0
)
which implies that
σ(s)Φℓ,l (Symν(A)) = det(B1)s.
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Let h be the hypgeometric element in some Picard-Vessiot extension of Ω(x) with
det(B1) as its certificate. Then s
th is a hypergeometric solution of the following
linear difference equation
(4.5) σ(Y ) = Φℓ,l (Symν(A))
−t
Y,
where ∗−t denotes the transpose of the inverse of ∗. Denote the i-th entry of s by
si, where i ∈ Iℓ,l. Then one can verify that
(4.6) si =
{
1, i = {1, 2, · · · , l}
(−1)l−jci,j , i = {1, 2, · · · , i− 1, i+ 1, · · · , l, j}
for all i ∈ {1, 2, · · · , l} and all j ∈ {l + 1, · · · , ℓ}. Therefore to compute a degree
bound for ci,j , we only need to compute a degree bound for the entries of s.
It is well-known that the equation (4.5) is equivalent to a linear difference op-
erator with coefficients in Ω(x) (see Section 1 of [1]). Precisely, there is a matrix
T ∈ GLµ(Ω(x)) such that σ(T )Φℓ,l(Symν(A))−tT−1 is of the form

0 1 0 · · · 0
...
. . .
. . .
. . .
...
1 0
0 · · · · · · 0 1
−a0 −a1 · · · · · · −aµ−1


where µ =
(
ℓ
l
)
= |Iℓ,l|, the order of the matrix Φℓ,l(Symν(A)). In other words,
under the transformation T , the equation (4.5) is equivalent to
L = σµ + aµ−1σ
µ−1 + · · ·+ a0,
and the solution sth of (4.5) is transformed into
T sth =


1
r˜
...∏µ−2
i=0 σ
i(r˜)

 h˜.
where h˜ is a hypergeometric solution of L(y) = 0 and r˜ is the certificate of h˜.
Assume that every entry of T−1 is of degree not greater than t and denote

wi1
wi2
...
wiµ

 = T−1


1
r˜
...∏µ−2
i=0 σ
i(r˜)

 .
Since deg(
∏j
i=0 σ
i(r˜)) ≤ (j + 1) deg(r˜) for all 0 ≤ j ≤ µ− 2,
deg(wij ) ≤ µt+ µ(µ− 1) deg(r˜)
for all j = 1, · · · , µ. On the other hand, since s = (wi1 , · · · , wiµ)h−1h˜, by (4.6),
(4.7) deg(ci,j) = deg(sj/si1) = deg(wj/wi1) ≤ 2µt+ 2µ(µ− 1) deg(r˜)
where i1 = {1, 2, · · · , l}, j ∈ Iℓ,l. Therefore to bound the degree of ci,j , it suffices to
bound the degrees of the certificates of all hypgergeometric solutions of L(y) = 0.
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Definition 4.11. A nonnegative integer N is call a hyper-bound for L if the cer-
tificates of all hypergeometric solutions of L(y) = 0 are of degree ≤ N .
Remark 4.12. (1) In the above discussion, we need to priorly know how large
the dimension of Sν is. In the case when this dimension can not be deter-
mined priorly, we can compute hyper-bounds for linear difference operators
corresponding to σ(Y ) = Φℓ,l(Symν(A))
−tY with l = 1, 2, · · · , ℓ. Each
hyper-bound gives a potential coefficient bound of Iν . The maximum of
these potential coefficient bounds will be what we need.
(2) The method described above also works for linear difference equations with
coefficients in k¯(x). Particularly, let ϕ ∈ Homk(D, k¯) with ϕ(h) 6= 0, where
h is given in Notation 4.1. We can find a coefficient bound for ν-maximal
σϕ(A)-ideals from hyper-bounds for linear difference operators correspond-
ing to σ(Y ) = Φℓ,l(Symν(ϕ(A)))
−tY with l = 1, 2 · · · , ℓ.
In the rest of this subsection, we shall deal with hyper-bounds of a linear dif-
ference operator. After multiplying a polynomial in Ω[x], we may assume that
the linear difference operator in question has polynomial coefficients, i.e. we may
assume that
L = an(x)σ
n + · · ·+ a1(x)σ + a0(x)
with ai(x) ∈ Ω[x] and an(x)a0(x) 6= 0. Let us first investigate polynomial solutions.
Set σ¯ = x(σ − 1). Multiplying L with a suitable polynomial in Z[x], one obtains a
new operator of the form
∑n
i=0 a¯i(x)σ¯
i ∈ Ω[x][σ¯]. Denote
ρ = max{deg(a¯0), · · · , deg(a¯n)}.
Definition 4.13.
∑n
i=0 coeff(a¯i, x, ρ)y
i is called the indicial polynomial of L, de-
noted by Ind(L), where coeff(a¯i, x, ρ) is the coefficient of x
ρ in a¯i.
Remark 4.14. Let p(x) = cxm+ cm−1x
m−1+ · · ·+ c0 be a polynomial of degree m.
Then for each i = 0, · · · , n, one has that
σ¯i(p(x)) = cmixm + terms of lower degree.
Furthermore,
L(p(x)) = c
(
n∑
i=0
coeff(a¯i, x, ρ)m
i
)
xρ+m + terms of lower degree.
Therefore if L(p(x)) = 0 then m is an integer zero of Ind(L).
Let D ⊂ Ω be a finitely generated k-algebra such that L ∈ D[x][σ]. For ϕ ∈
Homk(D, k¯), ϕ(L) denotes the operator obtained by applying ϕ to the coefficients
of L.
Lemma 4.15. Let N = max Z(Ind(L)) ∪ {0}. Then there is a basic open subset
U of Homk(D, k¯) such that polynomial solutions of ϕ(L) with ϕ ∈ U are of degree
not greater than N .
Proof. Lemma 2.22 implies that there is a finitely generated subgroup Γ1 of Ga(Ω)
such that for any ϕ ∈ B(D,Γ1), Z(Ind(L)) = Z(ϕ(Ind(L))). Let c be a nonzero
elment in D such that for every ϕ ∈ B(D, c), deg(a¯i) = deg(ϕ(a¯i)) for all 0 ≤ i ≤ n.
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Let U = B(D,Γ1) ∩ B(D, c). Suppose that ϕ ∈ U . One has that ϕ(Ind(L)) =
Ind(ϕ(L)) and then
max Z(Ind(ϕ(L))) ∪ {0} = max Z(ϕ(Ind(L))) ∪ {0}
= max Z(Ind(L)) ∪ {0} = N.
Thus by Remark 4.14, every polynomial solution of ϕ(L) has degree not greater
than N . 
Denote
SL = {(p, q) ∈ Ω[x] | p, q are monic and p|a0(x), q|an(x− n+ 1)} .
We recall the algorithm given in [14] for finding hypergeometric solutions of L(y) =
0 as follows.
Algorithm 4.16. Input: Polynomials ai(x) for i = 0, 1, · · · , n;
Output: the certificate of a hypergeometric solution of L(y) =
∑n
i=0 ai(x)σ
i(y) = 0
if there exist hypergeometric solutions; otherwise 0.
(a) For each (p, q) ∈ SL do
(1) Pi(x) := ai(x)
∏i−1
j=0 p(x+ j)
∏n−1
j=i q(x + j) for all i = 0, 1, · · · , n;
(2) m := max{deg(Pi(x))} and αi := coeff(Pi(x), x,m) for all 0 ≤ i ≤ n;
(3) let Zp,q ⊂ Ω be the set of all nonzero solutions of
fp,q(y) =
n∑
i=0
αiy
i = 0
(4) for each β ∈ Zp,q do if
Lp,q,β =
n∑
i=0
βiPi(x)σ
i = 0
has a nonzero polynomial solution Q(x), then return
β
p(x)
q(x)
Q(x+ 1)
Q(x)
.
Note that one can test if Lp,q,β(y) = 0 has a polynomial solution by
Algorithm Poly in [14].
(b) Return 0.
Let SL,Zp,q, Lp,q,β be as in Algorithm 4.16. We set
N(L) =max Z

 ∏
(p,q)∈SL,β∈Zp,q
Ind(Lp,q,β)

⋃{0}
+max{deg(an(x)), deg(a0(x))}.
Due to the above algorithm, N(L) is a hyper-bound of L(y) = 0. Moreover, we
have the following result.
Lemma 4.17. There is a basic open subset U of Homk(D, k¯) such that for any
ϕ ∈ U , N(L) is a hyper-bound of ϕ(L)(y) = 0.
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Proof. Let SL, fp,q,Zp,q, Lp,q,β be as in Algorithm 4.16 and let
W ={1}
⋃
{lc(ai(x))|i = 0, · · · , n}
⋃
VΩ(an(x))
⋃
VΩ(a0(x))⋃ ⋃
(p,q)∈SL
Zp,q
where VΩ(ai(x)) denotes the set of roots of ai(x) = 0 in Ω. Let D˜ ⊂ Ω be a
finitely generated D-algebra such that W ⊂ D˜. Let Γ1 be the subgroup of Ga(Ω)
generated by W . Suppose that ϕ ∈ B(D˜,Γ1). It is easy to see that Sϕ(L) = ϕ(SL).
Furthermore for each (ϕ(p), ϕ(q)) ∈ Sϕ(L),
fϕ(p),ϕ(q) = ϕ(fp,q),Zϕ(p),ϕ(q) = ϕ(Zp,q),
and for each β ∈ Zp,q, Lϕ(p),ϕ(q),ϕ(β) = ϕ(Lp,q,β). This together with Algo-
rithm 4.16 implies that all certificates of hypergeometric solutions of ϕ(L)(y) = 0
are of the form
(4.8) ϕ(β)
ϕ(p(x))
ϕ(q(x))
Q¯(x+ 1)
Q¯(x)
where (p, q) ∈ SL, β ∈ Zp,q and Q¯(x) is a nonzero polynomial solution of the
linear difference equation Lϕ(p),ϕ(q),ϕ(β)(y) = 0. Now let U˜p,q,β be a basic open
subset of Homk(D˜, k¯) such that for any ϕ ∈ U˜p,q,β , nonzero polynomial solutions
of ϕ(Lp,q,β)(y) = 0 i.e. Q¯(x), are of degree not greater than
max Z(Ind(Lp,q,β)) ∪ {0}.
Such U˜p,q,β exists due to Lemma 4.15. Set
U = B(D˜,Γ1)
⋂ ⋂
(p,q)∈SL,β∈Zp,q
U˜p,q,β.
Then for any ϕ ∈ U , the degrees of rational functions in (4.8) are not greater than
N(L) and so N(L) is a hyper-bound of ϕ(L)(y) = 0. The lemma then follows from
Lemma 2.1. 
Lemma 4.18. There is a coefficient bound N of ν-maximal σA-ideals and a basic
open subset U of Homk(D, k¯) such that N is also a coefficient bound of ν-maximal
σϕ(A)-ideals for all ϕ ∈ U .
Proof. For each l = 1, 2, · · · , ℓ, by the method developed in Section 1 of [1], com-
pute a matrix Tl ∈ GL(ℓl)(Ω(x)) such that under the transformation Tl, σ(Y ) =
Φℓ,l(Symν(A))
−tY is equivalent to a linear difference operator Ll. Let tl be the
maximum of the degrees of all entries of T−1l and Nl a hyper-bound for Ll. Set
N = max1≤l≤ℓ{2ℓµ˜tl + 2ℓµ˜(µ˜− 1)Nl},
where µ˜ = max{(ℓ
l
)|1 ≤ l ≤ ℓ}. Then by (4.7) and Claim 4.10, N is a coefficient
bound of ν-maximal σA-ideals. Let D˜ ⊂ Ω be a finitely generated D-algebra such
that the entries of Tl, T
−1
l and Φℓ,l(Symν(A))
−t are in the field of fractions of D˜[x]
for all l = 1, 2, · · · , ℓ. Take a nonzero c˜ ∈ D˜ such that for any ϕ ∈ B(D˜, c˜) and
all l = 1, 2, · · · , ℓ, ϕ(Tl) and ϕ(A) are well-defined and invertible, and furthermore
σ(Y ) = Φℓ,l(Symν(ϕ(A)))
−tY is equivalent to the linear difference operator ϕ(Ll)
under the transformation ϕ(Tl). Due to Lemma 4.17, there is a basic open subset
U˜ of Homk(D˜, k¯) such that Nl is a hyper-bound of ϕ(Ll) for all l = 1, 2, · · · , ℓ and
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all ϕ ∈ U˜ . Now let t˜l be the maximum of the degrees of the entries of ϕ(Tl)−1 for
all l = 1, 2, · · · , ℓ. One sees that t˜l ≤ tl, and by (4.7) and Claim 4.10 again,
N˜ = max1≤l≤ℓ{2ℓµ˜t˜l + 2ℓµ˜(µ˜− 1)Nl}
is a coefficient bound of ν-maximal σϕ(A)-ideals. The lemma then follows from the
fact that N ≥ N˜ and Lemma 2.1. 
4.2. ν-Maximal σA-ideals under specialization. The aim of this subsection is
to prove Proposition 4.5. Let Iν be a ν-maximal σA-ideal in Ω(x)[X, 1/ det(X)]
and I(m, Iν) as in (4.1). We first investigate the dimension of I(m, Iν) as a vector
space over Ω. We shall prove that for each m ≥ 0 there exists a basic open subset U
of Homk(D, k¯) such that for any ν-maximal σϕ(A)-ideal Jϕ in k¯[X, 1/ det(X)] with
ϕ ∈ U , the dimension of I(m,Jϕ) is equal to that of I(m, Iν). To this end, we need
the following definition.
Definition 4.19. The dimension of (1.1) is defined to be the dimension of the vector
space spanned by the entries of a fundamental matrix of (1.1) over Ω, denoted by
dim([A]).
Given a fundamental matrix F of (1.1), there is a linear difference operator
L ∈ Ω(x)[σ] whose solution space is spanned by the entries of F . Moreover, for
such L one has that ord(L) = dim([A]). Such L can be constructed as follows.
Let v = (v1, · · · , vn)t be a generic solution of (1.1). Then L is an operator of
minimal order that annihilates all vi. For each i = 1, · · · , n2, σi(v) = Aiv where
Ai = σ
i−1(A) · · · σ(A)A and furthermore for j = 1, · · · , n, σi(vj) = A[j]i v where
A
[j]
i denotes the j-th row of Ai. Note that v1, · · · , vn are linearly independent over
Ω(x) as v is generic. Assume that a0, · · · , al ∈ Ω(x). Then
∑l
i=0 aiσ
i(vj) = 0 for
all j = 1, · · · , n if and only if
a0e
t
j +
l∑
i=1
aiA
[j]
i = 0, j = 1, · · · , n,
where {e1, · · · , en} is the standard basis of Ω(x)n. Set
(4.9) MA =


et1 e
t
2 · · · etn
A
[1]
1 A
[2]
1 · · · A[n]1
A
[1]
2 A
[2]
2 · · · A[n]2
...
...
...
A
[1]
n2
A
[2]
n2
· · · A[n]
n2


.
Note thatMA is a (1+n2)×n2 matrix with entries in Ω(x). Let (b0, · · · , bs, 0, · · · , 0)
be an element of the left kernel of MA satisfying that bs 6= 0 and s is as small as
possible. Then L can be chosen to be
∑s
i=0 biσ
i and s = ord(L) = dim([A]). The
above construction indicates the following lemma.
Lemma 4.20. Let D be a finitely generated k-algebra with F as field of fractions
such that A has entries in F (x). Then there is a nonzero c ∈ D such that if
ϕ ∈ B(D, c) then dim([A]) = dim([ϕ(A)]).
Proof. We first show that dim([A]) = rank(MA), where MA is given as in (4.9).
Denote r = dim([A]). If rank(MA) < r. then the first r rows of MA are linearly
dependent over F (x). This implies that the left kernel of MA contains a nonzero
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element of the form (b0, · · · , br−1, 0, · · · , 0). The above construction then implies
that dim([A]) ≤ r − 1, a contradiction. So rank(MA) ≥ r. On the other hand, let
(b0, · · · , br−1, 1, 0, · · · , 0) be an element in the left kernel of MA. In other words,
(4.10) σr(vi) = A
[i]
r v = −
r−1∑
j=0
bjA
[i]
j v = −
r−1∑
j=0
bjσ
j(vi), ∀ i = 1, · · · , n
where v = (v1, · · · , vn)t is a generic solution of (1.1) and A[i]0 = eti. Applying σ to
(4.10) successfully yields that for each l = 0, · · · , n2 − r,
A
[i]
r+lv = σ
r+l(vi) =
r−1∑
j=0
cl,jσ
j(vi) =
r−1∑
j=0
cl,jA
[i]
j v, ∀ i = 1, · · · , n
where cl,j ∈ F (x). This implies that the (r+l)-th row ofMA is a linear combination
of the first r rows of MA. Hence rank(MA) ≤ r. This proves that rank(MA) = r.
Similarly, one has that
dim([ϕ(A)]) = rank(ϕ(MA)) = rank(Mϕ(A))
for all ϕ ∈ B(D, h), where h is given in Notation 4.1.
Now take a nonzero c ∈ D such that for any ϕ ∈ B(D, c), rank(MA) =
rank(ϕ(MA)). Then for ϕ ∈ B(D, ch), one has that
dim([A]) = rank(MA) = rank(ϕ(MA)) = rank(Mϕ(A)) = dim([ϕ(A)]).

Now let us turn to the dimension of I(m, Iν). Let F = (fi,j) be a fundamental
matrix of σ(Y ) = AY such that
Iν = 〈{p ∈ Ω(x)[X ]≤ν | p(F) = 0}〉Ω(x) .
By Remark 4.8, the vector space spanned by the entries of Symν(F) is equal to the
vector space spanned by all
∏
f
si,j
i,j with 0 ≤
∑
si,j ≤ ν. Set
Lνm(A) = diag
(
Symν(A),
(
x+ 1
x
)
Symν(A), · · · ,
(
x+ 1
x
)m
Symν(A)
)
and
F˜ = diag (Symν(F), xSymν(F), · · · , xmSymν(F)) .
Note that
σ(Symν(F)) = Symν(σ(F)) = Symν(AF) = Symν(A)Symν(F).
We have that F˜ is a fundamental matrix of σ(Y ) = Lνm(A)Y , and the set of the
entries of F˜ and the set of all xi∏ f si,ji,j with 0 ≤ i ≤ m and 0 ≤ ∑ si,j ≤ ν span
the same vector space. Notice that
I(m, Iν) = {p ∈ Ω[x]≤m[X ]≤ν | p(F) = 0} .
This implies that
(4.11) dim(I(m, Iν)) = (m+ 1)
(
n2 + ν − 1
ν
)
− dim([Lνm(A)]).
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Corollary 4.21. Let m be a positive integer and Iν be a ν-maximal σA-ideal.
Suppose that B is an Ω-basis of I(m, Iν) and D ⊂ Ω is a finitely generated k-algebra
with F as the field of fractions such that A has entries in F (x) and B ⊂ D[x,X ].
Then there is a basic open subset U of Homk(D, k¯) such that for any ϕ ∈ U , ϕ(B)
is a basis of I(m, I˜ϕ) where I˜ϕ is a ν-maximal σϕ(A)-ideal in k¯(x)[X, 1/ det(X)].
Proof. By Proposition 1.20 on page 15 of [19], the set of zeroes of Iν in GLn(Ω(x))
is nonempty. Let η ∈ GLn(Ω(x)) be a zero of Iν . Write B = {b1, · · · , bl}. Since
I(m, Iν) is stable under the action of σA, there is a matrix M ∈ Matl(Ω(x)) such
that
σA((b1, · · · , bl)) = (b1, · · · , bl)M.
Let D˜ ⊂ Ω be a finitely generated D-algebra such that both η and M has entries in
the fraction field of D˜[x]. There is a nonzeo c1 ∈ D˜ such that for any ϕ ∈ B(D˜, c1),
ϕ(η), ϕ(M) are well-defined and ϕ(η) ∈ GLn(k¯(x)). Then
σϕ(A)((ϕ(b1), · · · , ϕ(bl))) = ϕ (σA((b1, · · · , bl))) = ϕ ((b1, · · · , bl)M)
= (ϕ(b1), · · · , ϕ(bl))ϕ (M) .
Hence for any ϕ ∈ B(D˜, c1), 〈ϕ(B)〉k¯(x) is a σϕ(A)-ideal. Furthermore, ϕ(η) is a zero
of this ideal in GLn(k¯(x)). This implies that for such ϕ, 1 /∈ 〈ϕ(B)〉k¯(x) and then
ϕ(B) is contained in some ν-maximal σϕ(A)-ideal, say I˜ϕ, because every polynomial
in ϕ(B) is of degree in X not greater than ν. Using the arguments similar to those
after Lemma 4.20, one has that
(4.12) dim(I(m, I˜ϕ)) = (m+ 1)
(
n2 + ν − 1
ν
)
− dim([Lνm(ϕ(A))]).
Let c2 be a nonzero element in D˜ satisfying that for any ϕ ∈ B(D˜, c2),
(1) dim([Lνm(A)]) = dim([ϕ(Lνm(A))]) and ϕ(Lνm(A)) = Lνm(ϕ(A));
(2) ϕ(B) is linearly independent over k¯ and |B| = |ϕ(B)|.
Such c2 exists due to Lemma 4.20. Take c = c1c2. Combining equalities (4.11) and
(4.12), one sees that for any ϕ ∈ B(D˜, c),
|ϕ(B)| = |B| = dim(I(m, Iν)) = dim(I(m, I˜ϕ)),
which implies that ϕ(B) is a basis of I(m, I˜ϕ). The corollary then follows from
Lemma 2.1. 
Proof of Proposition 4.5. By Lemma 4.18, there is a positive integer N and a basic
open subset U1 of Homk(D, k¯) such that N is both a coefficient bound of ν-maximal
σA-ideals and a coefficient bound of ν-maximal σϕ(A)-ideals for all ϕ ∈ U1. Let
B be a basis of I(N, Iν) and let D˜ be a finitely generated D-algebra such that
B ⊂ D˜[x,X ]. By Lemma 3.1 and Corollary 4.21, there is a basic open subset U˜ of
Homk(D˜, k¯) such that for any ψ ∈ U˜ , one has that
(a) 〈ψ(P )〉k¯(x) = 〈ψ(B)〉k¯(x);
(b) ψ(B) is a basis of I(N, I˜ψ) for some ν-maximal σψ(A)-ideal I˜ψ ;
By Lemma 2.1, there is a basic open subset U2 of Homk(D, k¯) which is included
in {ψ|D |ψ ∈ U˜}. Let U = U1 ∩ U2. Assume that ϕ ∈ U and ψ ∈ U˜ is such that
ψ|D = ϕ. Then by (b), ψ(B) generates I˜ψ , because I(N, I˜ψ) generates I˜ψ . By (a),
ψ(P ) generates I˜ψ that is a ν-maximal σψ(A)-ideal. The proposition then follows
from the fact that ψ(P ) = ϕ(P ) and ψ(A) = ϕ(A). 
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5. Difference Galois groups under specialization
This section is aimed at proving Theorem 1.3. To begin, we present a criterion
for difference Galois groups.
5.1. A criterion for difference Galois groups. Proto-Galois groups play an
essential role in algorithms for computing difference Galois groups as well as dif-
ferential Galois groups. In this subsection, we shall give a necessary and sufficient
condition for a proto-Galois group to be a difference Galois group. One will see
that the condition given by us can be verified algorithmically. Let us first recall
what proto-Galois groups are.
Definition 5.1. Let G,H be two algebraic subgroups of GLn(Ω). H is said to be
a proto-group of G if it satisfies the following condition
Ht ≤ G◦ ≤ G ≤ H
where Ht denotes the algebraic subgroup of H generated by unipotent elements. In
the case when G is the Galois group of σ(Y ) = BY over Ω(x) with B ∈ GLn(Ω(x)),
H is called a proto-Galois group of σ(Y ) = BY over Ω(x).
Remark 5.2. (1) Ht is a connected algebraic subgroup of H . Hence Ht ⊂ H◦
and if H is a proto-group of G, then H◦ is a proto-group of G ∩H◦.
(2) Suppose that H is a proto-group of G and g ∈ GLn(Ω). Generally, H is not
a proto-group of gGg−1 any more. However, if gGg−1 ⊂ H then H is still
a proto-group of gGg−1. To see this, note that if h ∈ GLn(Ω) is unipotent
then so is ghg−1. Therefore gHtg−1 ⊂ Ht, because gHtg−1 ⊂ gGg−1 ⊂
H . As both gHtg−1 and Ht are connected and have the same dimension,
gHtg−1 = Ht. This implies that
Ht = gHtg−1 ⊂ gGg−1 ⊂ H.
(3) Suppose that H is a proto-Galois group of σ(Y ) = BY over Ω(x) and
B ∈ H(Ω(x)). Let H˜ be an algebraic subgroup of H . We claim that if
there is h ∈ GLn(Ω(x)) such that σ(h−1)Bh ∈ H˜(Ω(x)) then H is a proto-
group of H˜ . Let G be the Galois group of σ(Y ) = BY over Ω(x) satisfying
that H is a proto-group of G. Proposition 1.21 of [19] implies that there is
g ∈ GLn(Ω) such that gGg−1 ⊂ H˜ . By (2), H is a proto-group of gGg−1
and then it is a proto-group of H˜ by the definition. This proves the claim.
Let H be an algebraic subgroup of GLn(Ω) such that A ∈ H(Ω(x)). It was
proved in Proposition 1.21 of [19] that H is the Galois group of (1.1) over Ω(x)
if and only if for any g ∈ H(Ω(x)) and any proper algebraic subgroup H˜ of H
one has that σ(g−1)Ag /∈ H˜(Ω(x)). We shall improve this criterion when H is a
proto-Galois group of (1.1) over Ω(x).
Definition 5.3. Suppose that ℓ is a nonnegative integer and K is a subfield of
Ω. The rational functions a1, · · · , am ∈ K(x) \ {0} are said to be multiplicatively
σℓ-independent if they satisfy that for any di ∈ Z and any f ∈ K(x) \ {0} if∏m
i=1 a
di
i = σ
ℓ(f)/f then d1 = · · · = dm = 0.
Lemma 5.4. Let H be a connected algebraic subgroup of GLn(Ω) and A ∈ H(Ω(x)).
Suppose that H is a proto-Galois group of σ(Y ) = AY over Ω(x), and {χ1, · · · , χl}
is a basis of X(H). Then H is the Galois group of σ(Y ) = AY over Ω(x) if and
only if χ1(A), · · · , χl(A) are multiplicatively σ-independent.
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Proof. Suppose that H is the Galois group and there are d1, · · · , dl ∈ Z, not all
zero, such that
l∏
i=1
χdii (A) =
σ(f)
f
for some f ∈ Ω(x) \ {0}. Set χ = ∏li=1 χdii . Then χ is a nontrivial character.
Let I be the ideal in Ω(x)[X, 1/ det(X)] generated by all vanishing polynomials
of H . Since A ∈ H(Ω(x)) and H is the Galois group, I is a maximal σA-ideal.
Furthermore as H is connected, I is a prime ideal. Let X¯ = X mod I and E be
the field of fractions of Ω(x)[X, 1/ det(X)]/I. Then X¯ is a fundamental matrix of
σ(Y ) = AY and it belongs to H(E). It is easy to see that σ(χ(X¯))/χ(X¯) = σ(f)/f ,
and then
σ
(
χ(X¯)f−1
)
= χ(X¯)f−1.
In other words, χ(X¯)f−1 is a constant of E. Since E is the total Picard-Vessiot
ring of σ(Y ) = AY and Ω is algebraically closed, the field of constants of E is equal
to Ω. Hence χ(X¯) = cf for some c ∈ Ω. This implies that χ(X) − cf ∈ I. As
H ⊂ VΩ(x)(I), putting X = 1 in χ(X) − cf yields that cf = 1, and then putting
X = A in χ(X)− 1 yields that χ(A) = 1, i.e. A ∈ ker(χ). Proposition 1.21 of [19]
implies that ker(χ) = H . This contradicts the fact that χ is nontrivial.
Suppose that H is not the Galois group. Due to Proposition 1.21 of [19] again,
there is g ∈ H(Ω(x)) and a proper algebraic subgroup H˜ ofH such that σ(g−1)Ag ∈
H˜(Ω(x)). By Remark 5.2, H is a proto-group of H˜ . By Proposition 2.6 of [6],
there is a nontrivial character χ of H such that H˜ ⊂ ker(χ). This implies that
χ(σ(g−1)Ag) = 1, i.e. χ(A) = σ(χ(g))/χ(g). Consequently, χ1(A), · · · , χl(A) are
multiplicatively σ-dependent. 
For a positive integer i, let Ai stand for σ
i−1(A) · · ·σ(A)A. Note that the above
lemma remains true if we replace σ(Y ) = AY by σℓ(Y ) = AℓY and “multiplicatively
σ-independent” by “multiplicatively σℓ-independent”. As a generalization of the
above lemma, we have the following proposition.
Proposition 5.5. Let H be an algebraic subgroup of GLn(Ω) such that A ∈
H(Ω(x)). Suppose that H is a proto-Galois group of σ(Y ) = AY over Ω(x). Then
H is the Galois group of σ(Y ) = AY over Ω(x) if and only if
(a) Ai /∈ H◦(Ω(x)) for all 1 ≤ i ≤ ℓ− 1;
(b) χ1 (Aℓ) , · · · , χl (Aℓ) are multiplicatively σℓ-independent,
where ℓ = [H : H◦] and {χ1, · · · , χl} is a basis of X(H◦).
Proof. Suppose that H is the Galois group. Write A = A¯η where A¯ ∈ H◦(Ω(x))
and η ∈ H(Ω). Then for all 1 ≤ i ≤ ℓ− 1,
Ai = σ
i−1(A¯)η · · ·σ(A¯)ηA¯η =

 i∏
j=1
ηj−1σi−j(A¯)η1−j

 ηi ∈ H◦(Ω(x))ηi,
because H◦ is normal in H . Thus Aiη
−i ∈ H◦(Ω(x)) for all 1 ≤ i ≤ ℓ− 1. Assume
that Ai0 ∈ H◦(Ω(x)) for some 1 ≤ i0 ≤ ℓ − 1. Then ηi0 ∈ H◦(Ω). Let H˜ =
∪i0−1j=0 H◦ηj . Then H˜ is a proper algebraic subgroup of H and A ∈ H˜(Ω(x)). By
Proposition 1.21 of [19], H is not the Galois group. This contradicts the assumption.
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So (a) holds. By Lemma 1.26 and Corollary 1.17 of [19], H◦ is the Galois group of
σℓ(Y ) = AℓY over Ω(x). Then (b) follows from Lemma 5.4.
Suppose that both (a) and (b) hold. We claim that for any algebraic subgroup
H˜ of H if there is g ∈ H(Ω(x)) such that σ(g−1)Ag ∈ H˜(Ω(x)) then H˜◦ = H◦.
Suppose to the contrary that there exists such an H˜ with H◦ 6= H˜◦. One then has
that
σℓ(g−1)Aℓg =
(
σ(g−1)Ag
)
ℓ
∈ H˜(Ω(x)) ∩H◦(Ω(x)).
Write g = hξ with h ∈ H◦(Ω(x)) and ξ ∈ H(Ω). Then
ξ−1σℓ(h−1)Aℓhξ ∈ H˜(Ω(x)) ∩H◦(Ω(x)).
Notice that H is a proto-group of H˜ as shown in Remark 5.2. Thus H◦ is a proto-
group of H˜ ∩ H◦. Furthermore, since H˜◦ 6= H◦, H˜ ∩ H◦ is a proper subgroup of
H◦. Due to Proposition 2.6 of [6], there is a nontrivial character χ ∈ X(H◦) such
that H˜ ∩H◦ ⊂ ker(χ), and so
(5.1) χ
(
ξ−1σℓ(h−1)Aℓhξ
)
= 1.
Set χ˜ = χ(ξ−1Xξ). Then χ˜ is still a nontrivial character of H◦. Equality (5.1)
implies that χ˜(Aℓ) = σ
ℓ(χ˜(h))/χ˜(h). Write χ˜ =
∏l
i=1 χ
di
i where di ∈ Z and not all
of them are zero. Then one has that
l∏
i=1
χdii (Aℓ) =
σℓ(χ˜(h))
χ˜(h)
which contradicts the condition (b). Hence H◦ = H˜◦. Now assume that H is not
the Galois group. Then by Proposition 1.21 of [19] there is g ∈ H(Ω(x)) and a
proper algebraic subgroup H˜ of H such that σ(g−1)Ag ∈ H˜(Ω(x)). The above
claim implies that H˜◦ = H◦. Let m = [H˜ : H˜◦]. Then 1 ≤ m < ℓ and
σm(g−1)Amg =
(
σ(g−1)Ag
)
m
∈ H˜◦(Ω(x)) = H◦(Ω(x)).
So Am ∈ σm(g)H◦(Ω(x))g−1. Write g = hξ where h ∈ H◦(Ω(x)) and ξ ∈ H(Ω).
Then since H◦ is normal in H ,
Am ∈ σm(g)H◦(Ω(x))g−1 = σm(h)ξH◦(Ω(x))ξ−1h−1 ⊂ H◦(Ω(x)).
This contradicts the assumption (a). Therefore H is the Galois group. 
5.2. Proof of Theorem 1.3. Let K ⊂ Ω be algebraically closed. The stabilizer
of an ideal or a K-vector space I in K(x)[X, 1/ det(X)] is defined to be the set of
elements g ∈ GLn(K) such that {p(Xg)|p ∈ I} = I. The stabilizer of I will be
denoted by stab(I) which is an algebraic subgroup of GLn(K).
Lemma 5.6. Assume that S ⊂ Ω[X, 1/ det(X)] is a finite set satisfying that
VΩ(S) = stab(Iν) where Iν is a ν-maximal σA-ideal in Ω(x)[X, 1/ det(X)]. Let
D ⊂ Ω be a finitely generated k-algebra with F as field of fractions such that
A ∈ GLn(F (x)) and S ⊂ D[X, 1/ det(X)]. Then there is a basic open subset U
of Homk(D, k¯) such that for each ϕ ∈ U , Vk¯(ϕ(S)) is the stabilizer of a ν-maximal
σϕ(A)-ideal in k¯(x)[X, 1/ det(X)].
Proof. Due to Lemma 4.18, there is a coefficient bound of Iν , say N , and a basic
open subset U1 of Homk(D, k¯) such that for every ϕ ∈ U1, N is also a coefficient
bound of ν-maximal σϕ(A)-ideals in k¯(x)[X, 1/ det(X)]. For such N and ϕ, it is
easy to verify that stab(I(N, Iν)) = stab(Iν) and stab(I(N, I˜)) = stab(I˜) where I˜
DIFFERENCE GALOIS GROUPS UNDER SPECIALIZATION 31
is a ν-maximal σϕ(A)-ideal in k¯(x)[X, 1/ det(X)] and I(N, Iν) is defined as in (4.1).
Let B be a basis of I(N, Iν) as an Ω-vector space and let W be a set of monomials
in x and X such that B ∪W forms a basis of Ω[x]≤N [X ]≤ν as an Ω-vector space.
Let Z = (Zi,j) be an n× n matrix of indeterminates. For every b ∈ B, write
(5.2) b(XZ) =
∑
q∈B
αb,q(Z)q +
∑
w∈W
βb,w(Z)w
where αb,q(Z), βb,w(Z) ∈ Ω[Z]. Let T = {βb,w(X)|b ∈ B,w ∈ W} where βb,w(X)
denotes the polynomial obtained by replacing Z by X in βb,w(Z). The definition
of stabilizers implies that
VΩ(T ) = stab(I(N, Iν)) = stab(Iν) = VΩ(S).
Hence
√〈S〉Ω = √〈T 〉Ω. Let D˜ ⊂ Ω be a finitely generated D-algebra such that
B ⊂ D˜[x,X ] and αb,q, βb,w ∈ D˜[Z] for all b, q ∈ B,w ∈ W . By Corollary 4.21,
there is a basic open subset U˜ of Homk(D˜, k¯) such that for every ψ ∈ U˜ , ψ(B) is a
basis of I(N, I˜ψ) for some ν-maximal σψ(A)-ideal I˜ψ. Let c be a nonzero element in
D˜ such that for any ψ ∈ B(D˜, c), one has that
(a) ψ(B) ∪W forms a basis of k¯[x]≤N [X ]≤ν as a k¯-vector space;
(b)
√〈ψ(S)〉k¯ =√〈ψ(T )〉k¯.
Such c exists because of Lemma 3.1. By Lemma 2.1, there is a basic open subset
U2 of Homk(D, k¯) such that
U2 ⊂ {ψ|D |ψ ∈ U˜ ∩ B(D˜, c)}.
Set U = U1 ∩ U2 and suppose that ϕ ∈ U . Let ψ ∈ U˜ ∩ B(D˜, c) be such that
ψ|D = ϕ. The application of ψ to (5.2) yields that for each b ∈ B
ψ(b)(XZ) =
∑
q∈B
ψ(αb,q)(Z)ψ(q) +
∑
w∈W
ψ(βb,w)(Z)w.
Since ψ(B) is a basis of I(N, I˜ψ), ψ(T ) defines the stabilizer of I(N, I˜ψ) and thus the
stabilizer of I˜ψ . The lemma then follows from (b) and the fact that ψ(S) = ϕ(S)
and ψ(A) = ϕ(A). 
Proposition 5.7. Let S ⊂ Ω[X, 1/ det(X)] be a finite set such that VΩ(S) is the
Galois group of σ(Y ) = AY over Ω(x). Let D ⊂ Ω be a finitely generated k-algebra
with F as field of fractions such that A ∈ GLn(F (x)) and S ⊂ D[X, 1/ det(X)].
Then there exists a basic open subset U of Homk(D, k¯) such that for any ϕ ∈ U ,
Vk¯(ϕ(S)) is a proto-Galois group of σ(Y ) = ϕ(A)Y over k¯(x).
Proof. Let d˜ be the integer given in Proposition 2.5 of [6] and d ≥ d˜. Proposition
3.10 of [6] implies that the stabilizer of any d-maximal σϕ(A)-ideal is a proto-Galois
group of σ(Y ) = ϕ(A)Y over k¯(x) for each ϕ ∈ B(D, h) where h is given as in
Notation 4.1. Let I be a maximal σA-ideal in Ω(x)[X, 1/ det(X)] satisfying that
stab(I) = VΩ(S). Suppose that m is a positive integer such that I is generated by
some polynomials in Ω(x)[X ]≤m. Set
ν = max
{
m, d˜
}
.
Then I is a ν-maximal σA-ideal, because it is a maximal σA-ideal and is generated
by some polynomials of degree not greater than ν. Due to Lemma 5.6, there is
a basic open subset U of Homk(D, k¯) such that for any ϕ ∈ U , Vk¯(ϕ(S)) is the
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stabilizer of a ν-maximal σϕ(A)-ideal. As mentioned in the beginning, the stabilizer
of any ν-maximal σϕ(A)-ideal is a proto-Galois group of σ(Y ) = ϕ(A)Y over k¯(x).
Consequently, for any ϕ ∈ U , Vk¯(ϕ(S)) is a proto-Galois group of σ(Y ) = ϕ(A)Y
over k¯(x). 
Suppose that a1, · · · , am ∈ Ω(x) \ {0} and ℓ ≥ 0. Denote
Z(a1, · · · , am; ℓ) =
{
(d1, · · · , dm) ∈ Zm
∣∣∣∣∣
m∏
i=1
adii =
σℓ(f)
f
, f ∈ Ω(x) \ {0}
}
.
Then Z(a1, · · · , am; ℓ) is a finitely generated Z-module.
Lemma 5.8. Suppose that a1, · · · , am ∈ Ω(x) \ {0} and ℓ ≥ 0. Let D ⊂ Ω be a
finitely generated k-algebra with F as field of fractions such that ai ∈ F (x) for all
1 ≤ i ≤ m. Then there is a basic open subset U of Homk(D, k¯) such that for any
ϕ ∈ U ,
Z(a1, · · · , am; ℓ) = Z(ϕ(a1), · · · , ϕ(am); ℓ).
Proof. For every i = 1, · · · ,m, using an argument similar to that in the proof of
Lemma 2.2 of [19], one can write
ai = ηi
σℓ(fi)
fi
s∏
j=1
(x− αj)ei,j
where ηi ∈ Ω \ {0}, fi ∈ Ω(x) \ {0}, ei,j ∈ Z and αj ∈ Ω with αi −αj /∈ ℓZ if i 6= j.
Set a¯i =
∏s
j=1(x−αj)ei,j for all i = 1, · · · ,m. Then Lemma 2.1 of [19] implies that∏m
i=1 a
di
i = σ
ℓ(f)/f if and only if
∏m
i=1 η
di
i = 1 and
∏m
i=1 a¯
di
i = 1. Namely,
Z(a1, · · · , am; ℓ) = Z(η1, · · · , ηm; 0) ∩ Z(a¯1, · · · , a¯m; 0).
Let Γ1 be the subgroup of Gm(Ω) generated by η1, · · · , ηm. Let D˜ ⊂ Ω be a
finitely generated D-algebra such that Γ1 ⊂ D˜, αj ∈ D˜ for all 1 ≤ j ≤ s and fi
belongs to the field of fractions of D˜[x] for all 1 ≤ i ≤ m. Let Γ2 be the subgroup
of Ga(D˜) generated by 1, γ, α1, · · · , αs where γ is a nonzero element in D˜ such
that ϕ(fi) is well-defined and ϕ(fi) 6= 0 for any ϕ ∈ B(D˜, γ). Now assume that
ϕ ∈ B(D˜,Γ1) ∩ B(D˜,Γ2). Then
ϕ(ai) = ϕ(ηi)
σℓ(ϕ(fi))
ϕ(fi)
s∏
j=1
(x− ϕ(αj))ei,j ,
and ϕ(αi)− ϕ(αj) /∈ ℓZ if i 6= j. Therefore
∏m
i=1 ϕ(ai)
di = σℓ(f ′)/f ′ if and only if∏m
i=1 ϕ(ηi)
di = 1 and
∏m
i=1 ϕ(a¯i)
di = 1. In other words,
Z(ϕ(a1), · · · , ϕ(am); ℓ) = Z(ϕ(η1), · · · , ϕ(ηm); 0) ∩ Z(ϕ(a¯1), · · · , ϕ(a¯m); 0).
Since ϕ is injective on Γ1, Z(ϕ(η1), · · · , ϕ(ηm); 0) = Z(η1, · · · , ηm; 0). Moreover,
Z(ϕ(a¯1), · · · , ϕ(a¯m); 0) = Z(a¯1, · · · , a¯m; 0) for both of them are equal to{
(d1, · · · , dm) ∈ Zm
∣∣∣∣∣
m∑
i=1
diei,j = 0, ∀ j = 1, · · · , s
}
.
Consequently,
Z(a1, · · · , am; ℓ) = Z(ϕ(a1), · · · , ϕ(am); ℓ).
Lemma 2.1 then completes the proof. 
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Corollary 5.9. Let a1, · · · , am, ℓ and D be as in Lemma 5.8. Then there is a basic
open subset U of Homk(D, k¯) such that for any ϕ ∈ U , a1, · · · , am are multiplica-
tively σℓ-independent if and only if so are ϕ(a1), · · · , ϕ(am).
Proof. Note that a1, · · · , am are multiplicatively σℓ-independent if and only if
Z(a1, · · · , am; ℓ) = {(0, · · · , 0)}. Corollary then follows from Lemma 5.8. 
Now we are ready to prove Theorem 1.3.
Proof of Theorem 1.3. Denote G = VΩ(S). Proposition 1.21 of [19] implies that
there is g ∈ GLn(Ω(x)) such that σ(g−1)Ag ∈ G(Ω(x)). It is well-known that
σ(Y ) = AY and σ(Y ) = σ(g−1)AgY have the same Galois group. Let D′ be
a finitely generated D-algebra in Ω with F ′ as field of fractions such that g ∈
GLn(F
′(x)). Then there is c′ ∈ F ′ such that for any ϕ ∈ B(D′, c′), both ϕ(g)
and ϕ(A) are well-defined and invertible. For such ϕ, σ(Y ) = ϕ(A)Y and σ(Y ) =
ϕ(σ(g−1)Ag)Y have the same Galois group. Hence we can reduce the assertion to
the case that A ∈ G(Ω(x)).
Let X ⊂ Ω[X, 1/ det(X)] be a basis of X(G◦). Let T ⊂ Ω[X, 1/ det(X)] be a
finite set that defines G◦ and let D˜ ⊂ Ω be a finitely generated D-algebra such that
T,X ⊂ D˜[X, 1/ det(X)]. Set ℓ = [G : G◦]. Since G is the Galois group of σ(Y ) =
AY over Ω(x) and A ∈ G(Ω(x)), Proposition 5.5 implies that Ai /∈ G◦(Ω(x)) for
all 1 ≤ i ≤ ℓ − 1 and {χ(Aℓ)|χ ∈ X} is multiplicatively σℓ-independent. Thus, for
each i = 1, · · · , ℓ − 1, there is pi ∈ T such that pi(Ai) 6= 0. By Proposition 5.7
and Lemma 3.2, there is a basic open subset U1 of Homk(D˜, k¯) such that for any
ϕ ∈ U1, one has that
(a) Vk¯(ϕ(S)) is a proto-Galois group of σ(Y ) = ϕ(A)Y over k¯(x);
(b) [Vk¯(ϕ(S)) : Vk¯(ϕ(S))
◦] = [G : G◦] and dim(Vk¯(ϕ(S))) = dim(G).
By Proposition 3.5 and Lemma 3.1, there is a basic open subset U2 of Homk(D˜, k¯)
such that for any ϕ ∈ U2,
(a′) Vk¯(ϕ(T )) is a connected algebraic group and its dimension equals dim(G
◦);
(b′) ϕ(X ) is a basis of X(Vk¯(ϕ(T )));
(c′) Vk¯(ϕ(T )) ⊂ Vk¯(ϕ(S)).
By Corollary 5.9, there is a basic open subset U3 of Homk(D˜, k¯) such that for any
ϕ ∈ U3, {ϕ(χ(Aℓ))|χ ∈ X} is multiplicatively σℓ-independent. Let c be a nonzero
element in D˜ such that for any ϕ ∈ B(D˜, c), ϕ(pi(Ai)) 6= 0 for all 1 ≤ i ≤ ℓ− 1. Set
U = U1 ∩ U2 ∩ U3 ∩ B(D˜, c)
and assume that ϕ ∈ U . From (a′), (c′) and (b), Vk¯(ϕ(T )) = Vk¯(ϕ(S))◦, and from
(b′), ϕ(X ) is a basis of X(Vk¯(ϕ(S))◦). Now since ϕ(χ(Aℓ)) = ϕ(χ)(ϕ(A)ℓ) for
all χ ∈ X , {ϕ(χ)(ϕ(A)ℓ)|χ ∈ X} is multiplicatively σℓ-independent. Equivalently,
{χ¯(ϕ(A)ℓ)|χ¯ ∈ ϕ(X )} is multiplicatively σℓ-independent. On the other hand, for
each 1 ≤ i ≤ ℓ − 1, since ϕ(pi)(ϕ(A)i) = ϕ(pi(Ai)) 6= 0, ϕ(A)i /∈ Vk¯(x)(ϕ(S))◦. By
Proposition 5.5, Vk¯(ϕ(S)) is the Galois group of σ(Y ) = ϕ(A)Y over k¯(x). The
theorem then follows from Lemma 2.1. 
Example 5.10. Consider the linear difference equation σ(Y ) = AY with
A =

x t1x 0x x 0
0 0 t2


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where t1, t2 are indeterminates. Let K = Q(t1, t2) and
S = {X11 −X22, X12 − t1X21, X13, X23, X31, X32}, g =

1 −
√
t1 0
1
√
t1 0
0 0 1

 .
Denote H = VK(S). Then
H =



a t1b 0b a 0
0 0 c


∣∣∣∣∣∣ a, b, c ∈ K, c(a2 − t1b2) 6= 0


which is connected and conjugate to G3m(K) under the transformation g. Since
A ∈ H(K), by Proposition 1.21 on page 15 of [19], H contains the Galois group of
σ(Y ) = AY over K(x). As Ht = {1}, H is a proto-Galois group of σ(Y ) = AY
over K(x). A basis of X(H) is
{χ1 = X11 −
√
t1X21, χ2 = X11 +
√
t1X21, χ3 = X33}.
We have that χ1(A) = x(1−
√
t1), χ2(A) = x(1 +
√
t1), χ3(A) = t2, and
Z(χ1(A), χ2(A), χ3(A), 1) = Z(1−
√
t1, 1 +
√
t1, t2, 0) ∩ Z(x, x, 1, 0)
= {(0, 0, 0)} ∩ {(m,−m,n)|m,n ∈ Z} = {(0, 0, 0)}.
Therefore χ1(A), χ2(A), χ3(A) are multiplicatively σ-independent. By Lemma 5.4,
H is the Galois group of σ(Y ) = AY over K(x). Now let D = Q[t1, t2]. One can
check that for any ϕ ∈ B(D, t1t2(t1 − 1)), VK(ϕ(S)) is a proto-Galois group of
σ(Y ) = ϕ(A)Y over Q¯(x), and
{X11 −
√
ϕ(t1)X21, X11 +
√
ϕ(t1)X21, X33}
is a basis ofX(VQ¯(ϕ(S))). Furthermore, let Γ2 be the subgroup ofGm(K) generated
by 1−√t1, 1 +
√
t1, t2. Then for any ϕ ∈ B(D,Γ2),
Z(ϕ(χ1(A)), ϕ(χ2(A)), ϕ(χ3(A)), 1) = {(0, 0, 0)}.
and for any ϕ ∈ B(D,Γ1) ∩ B(D,Γ2), VK(ϕ(S)) is the Galois group of σ(Y ) =
ϕ(A)Y over Q¯(x) by Lemma 5.4.
6. An application
In this section, we apply Theorem 1.3 to the inverse problem in difference Galois
theory, which asks which algebraic subgroups of GLn(Ω) occur as the Galois groups
of (1.1) over Ω(x). In Chapter 3 of [19], van der Put and Singer raised the following
conjecture.
Conjecture 6.1. An algebraic subgroup G of GLn(Ω) is the Galois group of a
linear difference equation σ(Y ) = AY over Ω(x) if and only if G/G◦ is cyclic.
It was shown in Proposition 1.20 of [19] that G/G◦ is necessary to be cyclic if G
is the Galois group of σ(Y ) = AY over Ω(x). Therefore, to prove Conjecture 6.1,
one only needs to prove the sufficient part, which we restate as a conjecture.
Conjecture 6.2. Let G be an algebraic subgroup G of GLn(Ω). If the quotient
G/G◦ is cyclic then G is the Galois group of a linear difference equation σ(Y ) = AY
over Ω(x).
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When Ω = C, for connected algebraic groups and cyclic extensions of tori, an-
alytic proofs of Conjecture 6.2 were presented in Corollary 8.6 and Lemma 8.12
of [19], respectively. In Chapter 3 of the same book, an algebraic proof of Con-
jecture 6.2 was also given when Ω is any algebraically closed field of characteristic
zero and G is connected. For the general case, Conjecture 6.2 remains open.
Using a similar argument as that in the proof of Theorem 4.4 of [18], we can
prove the following theorem.
Theorem 6.3. If Conjecture 6.2 holds for Ω = C, then it holds for any algebraically
closed field Ω of characteristic zero.
Proof. Let G be an algebraic subgroup of GLn(Ω) with G/G
◦ cyclic. Suppose that
G is defined by a finite set S ⊂ Ω[X, 1/ det(X)]. Let k ⊂ Ω be a field finitely
generated over Q such that S ⊂ k[X, 1/ det(X)]. Then G(k¯) is an algebraic sub-
group of GLn(k¯) satisfying that G(k¯)/G
◦(k¯) is cyclic. We can view k¯ as a subfield
of C. Then G(C) is an algebraic subgroup of GLn(C) with G(C)/G
◦(C) cyclic.
Hence G(C) is the Galois group of σ(Y ) = AY over C(x) for some A ∈ GLn(C(x)).
Let D ⊂ C be a finitely generated k-algebra with F as field of fractions such that
A ∈ GLn(F (x)). Theorem 1.3 implies that there is ϕ ∈ Homk(D, k¯) such that
Vk¯(ϕ(S)) is the Galois group of σ(Y ) = ϕ(A)Y over k¯(x). Namely, G(k¯) is the
Galois group of σ(Y ) = ϕ(A)Y over k¯(x), because S = ϕ(S). Now we view k¯ as
a subfield of Ω. Let I be a maximal σϕ(A)-ideal of k¯(x)[X, 1/ det(X)] such that
G(k¯) = stab(I) and let I˜ be the ideal in Ω(x)[X, 1/ det(X)] generated by I. Due to
Proposition 2.4 of [3], I˜ is a maximal σϕ(A)-ideal. One can verify that stab(I˜) = G.
So G is the Galois group of σ(Y ) = ϕ(A)Y over Ω(x). 
The above theorem together with Corollary 8.6 and Lemma 8.12 of [19] implies
the following
Corollary 6.4. Conjecture 6.2 holds when G is a connected affine algebraic group
or a cyclic extension of a torus.
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