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Abstract
We implement a discretization of the one-dimensional branching Brownian motion in the form
of a Monte Carlo event generator, designed to efficiently produce ensembles of realizations in which
the rightmost lead particle at the final time T is constrained to have a position X larger than some
predefined value Xmin. The latter may be chosen arbitrarily far from the expectation value of X,
and the evolution time after which observables on the particle density near the lead particle are
measured may be as large as T ∼ 104. We then calculate numerically the probability distribution
pn(∆x) of the number n of particles in the interval [X −∆x,X] as a function of ∆x. When Xmin
is significantly smaller than the expectation value of the position of the rightmost lead particle, i.e.
when X is effectively unconstrained, we check that both the mean and the typical values of n grow
exponentially with ∆x, up to a linear prefactor and to finite-T corrections. When Xmin is picked
far ahead of the latter but within a region extending over a size of order
√
T to its right, the mean
value of the particle number still grows exponentially with ∆x, but its typical value is lower by a
multiplicative factor consistent with e−ζ∆x
2/3
, where ζ is a number of order unity. These numerical
results bring strong support to recent analytical calculations and conjectures in the infinite-time
limit.
1 Introduction
Understanding correlations of particles generated by one-dimensional branching random walks is an
outstanding general problem in mathematics, with numerous potential applications in different fields of
science. Various observables sensitive to these correlations may be derived from solutions to the Fisher-
Kolmogorov-Petrovsky-Piscounov (FKPP) equation [1, 2] when the underlying stochastic process is
the branching Brownian motion, or to an equation in the same universality class when the underlying
process is some branching random walk.
The FKPP equation is relevant to many contexts (for a review, see e.g. [3]). In biology, it may
describe the spread of a gene or of a disease in a population: This is the field in which it was first
written down in the literature [1, 2]. In chemistry, it stems from a mean-field approximation for
reaction-diffusion processes. In computer science, it appears in the study of the statistics of the
heights of search trees [4]. In physics, it was also shown to be relevant for quite unexpected problems:
For example, to understand the mean-field theory of disordered systems such as spin glasses or directed
polymers in random media [5], and to describe some properties of scattering processes in elementary
particle physics (for a review, see e.g. [6]). The latter was the initial motivation of the particle
physicists for studying the FKPP equation [7].
Of particular interest here is the fact that the FKPP equation (or, more generally, FKPP-like
equations) encodes the time evolution of generating functions of particle number probabilities pn(∆x)
in intervals spanning a fixed distance ∆x to the left of the position X of the rightmost particle in
realizations of the branching Brownian motion (or, more generally, of branching random walks) [8].
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So the problem of understanding these distributions of particles may be formulated elegantly in terms
of equations in the universality class of the FKPP equation. Therefore, it essentially boils down to
the well-defined mathematical problem of solving nonlinear partial differential equations. But since
FKPP-like equations do not have complete analytical solutions, finding expressions for the observables
of interest is not an easy task. On the other hand, these equations can be integrated numerically quite
easily. However, extracting from these data either the probabilities pn(∆x) or their moments is in
general not doable in practice, except for small values of n and low-lying moments.
Recently, an analytical study of the generating function of pn(∆x) in the asymptotic limit of
large T , large interval size ∆x, and large distance X −mT between the position X of the tip and its
expectation value mT led to a few new results: The generating function was shown to exhibit a peculiar
scaling form, and a conjecture for the typical value of n as a function of ∆x was formulated [9]. While
the scaling of the generating function could be checked by numerical integration of the relevant FKPP
equation, arriving at a numerical determination of pn(∆x) requires a Monte Carlo implementation of
the stochastic process. However, this is not straightforward, since the configurations of interest are
very rare realizations of branching random walks evolved to large times. A naive implementation is
doomed to fail. Algorithms to generate ensembles of rare events have been proposed in other contexts,
see e.g. [10]. They would not directly apply to the problem we are addressing here, but as will be
shown below, it is possible to design one specifically.
The main thrust of the present work is to introduce an algorithm for generating these rare real-
izations, and to apply an implementation of it to the numerical study of pn(∆x) as a function of the
size of the interval ∆x. The numerical output is eventually confronted to the analytical expectations.
The principle of the algorithm is explained in Sec. 2 in the case of the branching Brownian motion,
and then of a branching random walk discrete in space and time, which is the process we implement
numerically. The numerical results are presented in the subsequent Sec. 3, after a quick study of the
model we have actually implemented and after a short review of the known analytical results and of
the conjectures to be tested.
2 Generating realizations conditioned to a minimum position of the
rightmost lead particle
For the sake of exposing the principle of the algorithm as simply as possible, we are first going to
address the branching Brownian motion (BBM) process in one dimension. We shall then introduce a
model of a branching random walk discrete in space and time, which is a discretization of the latter,
that proves more convenient to implement in the form of a computer code.
2.1 Branching Brownian motion
The BBM of a set of particles is defined by two elementary processes: Each particle evolves in time
independently of all the other particles through a Brownian motion in space, until it reaches the final
time T , or until it is randomly replaced by two particles at its current position. For definiteness, we
shall fix the diffusion constant to 12 , and the branching rate to unity. After a branching has occured, the
offspring evolve further independently through the two same elementary processes (namely diffusion
and branching).
A Monte Carlo implementation of the BBM is in principle straightforward, but since the number
of particles in the system grows on the average exponentially with time, it is difficult to generate
ensembles of realizations for times larger than typically T ∼ 10: Indeed, with a continuous process,
each particle must be followed individually. Furthermore, for our purpose which is to focus on rare
events in which the lead particle is very far from its expected position, a naive implementation of the
elementary processes is unpractical.
Specifically, we want to generate ensembles of realizations of the BBM which, at a (large) time
T , contain at least one particle located at a position X not smaller than some fixed Xmin. The main
idea of the algorithm is to mark the first particle from the beginning of the evolution, distinguishing
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it by conditioning its trajectory to arriving at a position in the interval [Xmin,+∞[ at time T . This
is illustrated in Fig. 1. A similar idea was proposed in Ref. [11], but it was not used for the purpose
of numerical calculations.
2.1.1 Probability distribution of the first branching of the marked particle
We start with a single particle at time t, which we put at position x. We will need the probability
Q that there is no particle at or to the right of the position x + ξ at time t + τ (ξ may be any real
number, τ is nonnegative) in the set generated by the BBM. It is well-known that it solves the FKPP
equation1
∂τQ(τ, ξ) =
1
2
∂2ξQ(τ, ξ)−Q(τ, ξ) +Q2(τ, ξ) (1)
with, as an initial condition, Q(τ = 0, ξ) = 1−Θ(−ξ).
We now write down the probability density that the first splitting occurs at time t1 ≥ t at position
x1 and that there is at least one particle with position xT ≥ Xmin in the ensemble at time T . This
probability density writes as the sum of two terms:
piT−t,Xmin−x(t1 − t, x1 − x) = Θ(T − t1)× et−t1g(t1 − t, x1 − x)
[
1−Q2(T − t1, Xmin − x1)
]
+ [1−Θ(T − t1)]× et−t1
∫ ∞
Xmin
dx˜T g(T − t, x˜T − x)× g(t1 − T, x1 − x˜T ), (2)
where the function
g(τ, ξ) ≡ 1√
2piτ
e−ξ
2/2τ (3)
is the distribution of the position ξ at time τ of a particle that undergoes a pure Brownian motion
with diffusion constant 12 starting from ξ = 0 at the initial time τ = 0: It simply solves the diffusion
equation ∂τg(τ, ξ) =
1
2∂
2
ξ g(τ, ξ) with the initial condition g(τ = 0, ξ) = δ(ξ).
The first term in Eq. (2), that we shall denote by pi
(1)
T−t,Xmin−x(t1− t, x1− x) represents the contri-
bution of the case in which the first splitting occurs before or at time T . That is to say, it is the joint
probability density of the space-time coordinates (t1, x1) of the first branching point, conditioned to
the fact that the marked particle arrives at a position not smaller than Xmin at time T , and that a
branching of this marked particle occurs before or at time T .
The second term takes into account the case in which there is no splitting before T . In that case,
we are actually not interested in the values of t1 and x1. We shall denote by pi
(0)
T−t,Xmin−x this term
marginalized with respect to the variables (t1, x1). It simplifies to
pi
(0)
T−t,Xmin−x = e
t−T
∫ ∞
Xmin
dx˜T g(T − t, x˜T − x) = 1
2
et−T erfc
(
Xmin − x√
2(T − t)
)
. (4)
This is obviously interpreted as the joint probability that the particle does not split before T , and
that it passes through a position not smaller than Xmin at time T .
We check that the integral of piT−t,Xmin−x(t1−t, x1−x) over t1 and x1 is nothing but the probability
that there is at least one particle in the set with position contained in the interval [Xmin,+∞[ at time T ,
that is to say, the solution to the FKPP equation (1):∫ T
t
dt1
∫ +∞
−∞
dx1 pi
(1)
T−t,Xmin−x(t1 − t, x1 − x) + pi
(0)
T−t,Xmin−x = 1−Q(T − t,Xmin − x). (5)
1We will call “FKPP equation” either Eq. (1), or the equivalent equation for the function 1 −Q. Note that various
equations in the same universality class are called after Fisher and Kolmogorov et al, with different values of the diffusion
constant and branching rate, and, sometimes, different forms for the nonlinear term.
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2.1.2 Description of the algorithm
The algorithm for generating realizations of sets of particles which contain at least one particle with
position not smaller than Xmin at time T starts with the determination of the space-time coordinates
of the successive branchings of the marked particle. One first decides whether the next branching
occurs before the time T , knowing that the probability that this happens reads
1− pi
(0)
T−t,Xmin−x
1−Q(T − t,Xmin − x) . (6)
If the marked particle does not branch before T , its final position xT , at time T , can be generated
according to the probability density
et−T g(T − t, xT − x)Θ(xT −Xmin)
pi
(0)
T−t,Xmin−x
. (7)
If, instead, it branches in the time interval [t, T ], the space-time coordinates of the splitting point
(t1, x1) are drawn according to the probability density
pi
(1)
T−t,Xmin−x(t1 − t, x1 − x)
1−Q(T − t,Xmin − x)− pi(0)T−t,Xmin−x
. (8)
Note that this assumes the knowledge of the probability pi(0) and of the density pi(1), in principle in
the whole time range [0, T ] and for all values of the spatial variable. There is no analytical expression
for these quantities: They must be computed by integrating numerically the FKPP equation. This
requirement actually sets the main limitation on the numerical calculation: One needs to be able to
produce the value of this probability distribution at each evolution step of the marked particle at least
(in the simplest algorithm), with a very good accuracy. This limitation is particularly challenging to
overcome in the case of a continuous process in space and time such as the BBM.
Once the branching point (t1, x1) has been chosen, the marked particle is any of the two identical
particles which stem from the splitting. Its next branchings (t2, x2), · · · , (tl, xl) and eventually its
position xT at the final time T are generated by iterating the procedure just described: It is enough
to go through the same steps as above, after replacement of (t, x) by (t1, x1), and so on.
Once the marked particle has been evolved all the way to time T , its offspring is evolved by
independent branching Brownian motions, with or without any conditioning, starting from the set
of points {(ti, xi); i ∈ {1, · · · , l}} until the time T . In the case in which one wants to get complete
realizations at time T , these BBMs are not conditioned. Instead, in the case in which one is only
interested in the particle content at the final time T in an interval near the tip, that is to say, in
particles which have positions not less than Xmin − ∆x, then the generic offspring i born at time ti
at position xi is evolved only if it has at least one such particle in its descendence at time T : This
happens with probability 1 − Q(T − ti, Xmin − ∆x − xi). If it is evolved, then we mark it, and its
descendence is generated by recursive iteration of the algorithm.
Finally, if one wishes to output the particle content of the realization at intermediate times, it is
enough to generate realizations of the Brownian motion between each successive splittings, conditioning
the walk to go through these splitting points.
A realization produced with such an algorithm is sketched in Fig. 1. A realization actually gener-
ated, in the discretized version of the algorithm described in the next section, is displayed in Fig. 2.
2.2 Discrete model
Although the algorithm described above can in principle be directly implemented, in practice, it is
quite challenging to achieve a good accuracy. The reason is that a solution to the continuous FKPP
equation is needed, potentially at any point in space-time. Such a solution can be obtained numerically
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Figure 1: Schematic evolution to time T of a particle, starting at position x at time t, through the branching
Brownian motion conditioned to having at least one (“marked”) particle to the right of Xmin at T . The
horizontal axis carries the space variable, the vertical one the time, which flows from top to bottom. The
trajectory of this marked particle is represented by the thick full line. Its offspring may a priori end up at any
position. The branchings that generate particles at position not smaller than Xmin −∆x are denoted by black
disks, while the ones that generate only particles with smaller positions are denoted by circles. The trajectories
of the latter are represented by dashed lines.
only in an approximate way, by discretizing the FKPP equation on a lattice. Thus it is natural to
start from the beginning with a discrete model in space and time, in such a way that the solution to
the corresponding discretized FKPP equation directly provides the exact (up to machine accuracy)
probabilities of the elementary processes involved.
We consider the following model discrete in space and time on a lattice with respective spacing δx
and δt: To evolve from t to t+ δt, a particle at x may jump to x− δx with probability pl or to x+ δx
with probability pr (these two processes define a random walk), or may stay at the same position but
split to two particles with probability pb. The choice of the parameters of the model is constrained by
the unitarity relation pl + pr + pb = 1 which must be imposed, together of course with the restriction
of each of these elementary probabilities to the interval [0, 1].
The detailed implementation of this model depends on the observable we want to measure. We are
first going to briefly show how to implement a full unbiased evolution, and then describe the method
to generate ensembles of “long-tail” realizations in which there is at least one particle in the interval
[Xmin,+∞[ at the final time T .
2.2.1 Generating unconditioned realizations
At time t, the system is fully characterized by the set of the numbers of particles {n(t, x)} on all
occupied sites. The evolution of the system between the times t and t+ δt goes as follow: Among the
n(t, x) particles on site x at time t, there are nl(t, x), nr(t, x) particles that move on the site to the left
and to the right respectively, and nb(t, x) particles that duplicate, with the sum rule nl +nr +nb = n.
The numbers (nl, nr, nb) are distributed according to the multinomial law
proba(nl, nr, nb = n− nl − nr) = n!
nl!nr! (n− nl − nr)! p
nl
l p
nr
r (1− pl − pr)n−nl−nr . (9)
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On the sites on which n is very large compared to unity, the stochastic evolution can safely be replaced
by the mean-field deterministic evolution.
The numbers {nl(t, x), nr(t, x), nb(t, x)} are drawn randomly according to the law (9) at each time
step, except on the sites on which n(t, x) is very large, in which case the numbers nl(t, x), nr(t, x)
and nb(t, x) are just proportional to n(t, x), with respective coefficients pl, pr and pb (“mean field”
approximation). In any case, for each new iteration, the CPU time is proportional to the number
of occupied sites, which is a stochastic variable the mean of which grows linearly with the evolution
time. Hence the overall complexity grows quadratically with the final time T . The memory occupancy
depends on the observable. It is linear in T for the observables of interest in this work, for which we
just need to record the particle content at the current time.
2.2.2 Conditioned ensembles
Long-tail events are (arbitrarily) rare, so it is not possible to build a large statistical ensemble of such
realizations using the full Monte Carlo we have just described. It is however possible to write an exact
Monte Carlo that generates only events which have at least one particle with position not smaller than
Xmin at the final time T . We can generate complete realizations, that is to say, keep all the particles
until the final time; We can also evolve only the particles that end up at positions not smaller than
say Xmin −∆x at time T , which is actually enough if the purpose is to study the tip of the particle
distribution at the final time. We shall now describe the two versions of the algorithm in greater
detail.
Complete realizations. The initial particle is marked and conditioned to arrive at some posi-
tion x ≥ Xmin. This ensures that in the realization, there is one or more particle(s) in that region.
Its evolution is conditioned to having at least one particle in its descendence in that spatial region.
As for the first step, which brings the marked particle from time t to time t+ δt, this conditioning is
performed through the replacement of the probabilities pl, pr of the elementary jump processes by
p′l(T − t,Xmin − x) ≡ pl ×
u(T − t− δt,Xmin − x+ δx)
u(T − t,Xmin − x)
p′r(T − t,Xmin − x) ≡ pr ×
u(T − t− δt,Xmin − x− δx)
u(T − t,Xmin − x) ,
(10)
and the branching probability by
p′b ≡ 1− p′l − p′r. (11)
In these expressions, u(τ, ξ) is the probability of having at least one particle with position not smaller
than ξ at time τ starting with a single particle at position ξ = 0 at time τ = 0. It solves an equation
in the universality class of the FKPP equation that is straightforward to derive from the definition of
the model,
u(τ + δt, ξ) = pr u(τ, ξ − δx) + pl u(τ, ξ + δx) + pb u(τ, ξ)[2− u(τ, ξ)], (12)
with the initial condition
u(0, ξ) = 1 for ξ ≤ 0, u(0, ξ) = 0 for ξ > 0. (13)
Using the probabilities p′l, p
′
r, p
′
b, one chooses among the three possible outcomes of the evolution
between times t and t + δt: The particle moves left, or moves right, or branches. As before for the
BBM, there are two main cases to distinguish:
• If no branching occurs, the position of the marked particle is just updated from x to x ∓ δx,
according to whether it jumps left or right. The next evolution step, to the time t + 2δt, uses
the biased probabilities p′l, p
′
r and p
′
b evaluated at the point (T − t− δt,Xmin − x± δx).
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• If a branching occurs, then there is a second particle at position x at time t+ δt, in addition to
the marked one. This new particle is evolved with the full unbiased algorithm described in the
previous section 2.2.1 until the final time T , independently of the marked particle. The marked
particle instead keeps evolving according to the biased probabilities p′l, p
′
r and p
′
b, evaluated at
(T − t− δt,Xmin − x).
Keeping only the particles close to the tip. For our particular purpose in this paper, and
actually for all studies which would focus only on the region near the lead particle, it is enough to
keep track of the particles which have positions not smaller than Xmin−∆x at the final time T . Hence
when a branching of the marked particle occurs, it is enough to keep the offspring only if it possesses
at least one descendant with position not smaller than Xmin −∆x at the final time T .
The jumps of the marked particle keep the same probabilities as given in Eq. (10). The branching
process of the marked particle is replaced by two processes: A branching may still occur, but with the
probability
p′b(T − t,Xmin − x) ≡ pb × u(T − t− δt,Xmin − x)
× 2u(T − t− δt,Xmin −∆x− x)− u(T − t− δt,Xmin − x)
u(T − t,Xmin − x) , (14)
which takes into account the new conditioning. But the marked particle may also just remain on its
site x without branching. This may occur with the probability
p′s ≡ 1− p′l − p′r − p′b. (15)
When a branching of the marked particle takes place, while the evolution of the latter is just an
iteration until the final time T of the processes we have just described, the further evolution of the
second particle is conditioned in such a way that it has at least one descendent which arrives at a
position not smaller than Xmin −∆x. Hence from the time t + δt to t + 2δt, it evolves according to
the following processes: It may move left or right with respective probabilities
p′′l ≡ p′l(T − t− δt,Xmin −∆x− x) and p′′r ≡ p′r(T − t− δt,Xmin −∆x− x), (16)
or branch to two particles (that both get further evolved) with probability
p′′b (T − t− δt,X − x) ≡ pb ×
[u(T − t− 2δt,Xmin −∆x− x)]2
u(T − t− δt,Xmin −∆x− x) , (17)
or else, do nothing, with probability
p′′s ≡ 1− p′′l − p′′r − p′′b . (18)
By iterating these processes until the final time T is reached, one only evolves the particles that
end up at time T with a position greater or equal to Xmin −∆x, including a marked particle which
ends up at a position greater or equal to Xmin. This procedure leads to realizations of particle sets
in the range of positions [Xmin −∆x,+∞[ at time T distributed according to the exact probabilities.
One particular realization generated by our code is shown in Fig. 2.
The main limitation of this algorithm is the size of the memory needed to store the solution to
Eq. (12) (which may be traded for CPU time by partially recomputing u when needed), which grows
linearly with T .
3 Probability distribution of particle numbers near the tip
We consider a BRW evolved from time 0 to time T . We denote by X the position of the rightmost
particle at T in a given realization. The observable we are interested in is the probability distribution
pn(∆x) of the number n of particles in the interval [X −∆x,X]. The position X can be let free, or
can be constrained to be at least as large as some minimal value Xmin.
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Figure 2: Realization of the BRW defined in Sec. 2.2 and 3.1 evolved to T = 1000 using the algorithm
described in Sec. 2.2.2. Time flows from top to bottom. Xmin is set to 1400, and one keeps only the particles
that end up at a position not smaller than 1300. The grey zone represents the set of the space-time trajectories
of all the particles that are evolved by the algorithm. The black continuous line represents the worldline of the
marked particle, that is conditioned to end up at a position greater or equal to Xmin at time T . Insets: Zoom
on the initial times t ∈ [0, 10] (upper right) and final times t ∈ [990, 1000] (lower left).
3.1 Analytical expressions for a few observables
The analytical expressions for the typical and mean particle numbers involve the values of a few
parameters that characterize the shape and velocity of the traveling wave2 which is known to solve
asymptotically Eq. (12). We start by computing these parameters for the model we have implemented,
and then, we briefly review the available analytical results.
3.1.1 Properties of the asymptotic solutions to the FKPP equation
The method to compute the parameters characterizing the asymptotic solutions to equations in the
universality class of the FKPP equation is standard. We will not expose it in detail: Instead, we shall
refer the reader to a review such as the one in Ref. [3].
One looks for solutions to the equation obtained by linearizing equation (12) near the fixed point
u = 0, using the Ansatz e−γ[x−v(γ)t]. The velocity v(γ) of the partial wave e−γx reads
v(γ) =
{
γ
2 +
1
γ for the BBM
1
γδt ln
(
pr e
γδx + pl e
−γδx + 2pb
)
for the BRW.
(19)
While the linearized equation results in a (discretized) diffusion and an exponential growth of u with
time due to the branchings, the main effect of the nonlinearity present in Eq. (12) is to make sure
that u remains less than 1 by compensating for its exponential growth with time in the spatial regions
in which u ∼ O(1). The result of the joint action of the linear and nonlinear terms in Eq. (12) is
the formation of a so-called “traveling wave”, namely a moving front smoothly connecting u = 1 at
2 The properties of solutions to the FKPP equation (1) at large times were first worked out in Ref. [12]. These
properties are shared by a wide class of models, see e.g. Ref. [3]. More detailed studies have appeared recently, see
e.g. [13, 14].
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x = −∞ to u = 0 at x = +∞. The transition region between these asymptotics3 turns out to be
located at the time-dependent spatial coordinate
mt = v(γ0)t− 3
2γ0
ln t+ const, (20)
up to terms that vanish in the limit t → +∞. In this formula, the additive constant depends on the
very definition of the front position, the two other terms are universal. The constant γ0 is the value
of γ which minimizes v(γ). The wave front has the shape
u(t, x) ' const× (x−mt) e−γ0(x−mt) exp
(
− (x−mt)
2
2γ0v′′(γ0)t
)
(21)
in the parametric region 1 x−mt .
√
γ0v′′(γ0)t and for large times t 1.
In practice, we set the parameters of the model as follows:
pr = pl =
1
2
(1− δt), pb = δt, with δt = 0.01, δx = 0.1. (22)
The minimization condition for the velocity function, v′(γ)|γ=γ0 = 0, has the following solutions, in
the two cases of interest in this paper:
γ0 =
{√
2 for the BBM
1.4319525 · · · for the BRW. (23)
This constant sets the decay rate of the wave front at very large t and for x −mt  1. The other
model-dependent constants entering Eqs. (21),(20) read
v(γ0) =
{√
2
1.3943622 · · · , γ0 v
′′(γ0) =
{
1 for the BBM
0.96095291 · · · for the BRW. (24)
We may observe that with our choice (22), the particular BRW model we implement can indeed
be seen as a discretization of the BBM with diffusion constant 12 and replacement rate 1. As expected,
the constants in Eqs. (23),(24) differ by a few percents between the BBM and the BRW, as an effect
of the discretization in t and x. Note that it is essential to take time steps of size δt small compared
to the inverse branching rate, although such choices make it more difficult to reach large times in the
numerical calculation.
3.1.2 Characterizing analytically the particle number at the tip
We now review a few properties of the distribution of the particle number n in the interval [X −
∆x,X] [8, 9].
Case in which X is unconstrained. In the case in which the realizations are not conditioned to
the final position of the rightmost particle, the measure of the particle density as seen from the tip was
shown to be a decorated Poisson process [8] (see also [15, 11, 16]). We shall denote by p
(0)
n (∆x) the
distribution of the number of particles in an interval ∆x from the tip, and n¯(0)(∆x) its expectation
value.
In the region 1 ∆x .√γ0v′′(γ0)T , the expectation value of n scales like4
n¯(0)(∆x) = const×∆x eγ0∆xe−∆x2/(2γ0v′′(γ0)T ). (25)
3The position of the front is ambiguous and needs to be defined. One may choose it to coincide with the value of x
for which u(t, x = mt) =
1
2
, for example.
4 This can easily be understood in a picture in which the branching random walk is replaced by a deterministic
evolution with an absorptive boundary at its tip modeling discreteness of the original stochastic process, see e.g. Ref. [17].
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(The T -dependence in the r.h.s., which is a finite-T correction going away for T = +∞, is kept implicit
in the l.h.s).
We may derive the shape of the distribution p
(0)
n (∆x) from a simple picture. Let us define
ZT ≡
N(T )∑
i=1
[v(γ0)T − xi(T )]eγ0[xi(T )−v(γ0)T ], (26)
where {xi(T ), 1 ≤ i ≤ N(T )} is the set of the positions of the N(T ) particles at time T in the
particular realization we are considering. According to the Lalley and Sellke theorem [18], for T
large,5 the T -dependent random variable6 ZT converges to a T -independent but realization-dependent
positive number Z, with probability 1. Furthermore, there is a frame the origin of which is, at time
T , at position
XT = mT +
1
γ0
lnZ + const, (27)
with respect to which the probability density of X obeys the Gumbel distribution7
γ0 exp
(
−γ0(X −XT )− e−γ0(X−XT )
)
. (28)
The additive constant in Eq. (27) is independent of the realization.
In this frame, the number of particles within the interval [−ξ, 0] (with ξ > 0) in the realization
grows like n¯(0)(ξ), up to negligible fluctuations when ξ is large enough. Hence the number of particles
at a distance ∆x from the tip at position X is proportional to n¯(0)(∆x − X + XT ). From the
distribution (28) of X −XT , we get, in the large-T and large-∆x limit,8
proba
(
δ ≡ ln n
n¯(0)(∆x)
)
= exp
(
δ − eδ
)
=⇒ proba(n) = 1
n¯(0)(∆x)
exp
(
− n
n¯(0)(∆x)
)
. (29)
In the picture we have used here, the fluctuations of the multiplicity n just reflect the fluctuations
of the position of the lead particle in the Lalley-Sellke frame defined in Eq. (27).
Case in which X − mT is set large. A few properties of the particle number distribution in
the interval [X −∆x,X] have been either computed or conjectured [9] in the joint limits T → +∞,
∆x 1, in the case in which the interval is included in the region in which the solution of the FKPP
equation has reached its asymptotic shape ∝ (x − mT ) e−γ0(x−mT ), namely in which the Gaussian
factor that exhibits an explicit T -dependence is very close to 1. This region is often called the “scaling
region”: It extends over a distance of the order of
√
γ0 v′′(γ0)T to the right of the mean position mT
of the rightmost particle.
As for the expectation value of n,
n¯(∆x) = const× eγ0∆x, (30)
up to finite-T and finite-∆x corrections that should vanish in the asymptotic limits. As for the typical
value, the following conjecture was proposed:
ntypical = const× n¯(∆x)× e−ζ∆x2/3 , (31)
again up to finite-T corrections, and up to finite-∆x corrections that might take the form of a linear
prefactor.
5Strictly speaking, the theorem holds in the limit T → +∞.
6Some statistical properties of ZT were conjectured in Ref. [17] and proven rigorously in Ref. [19].
7 Note that Gumbel distributions [20] appear generically in the statistics of extremes for a wide class of problems;
See for example Ref. [21] or the very recent review in Ref. [22].
8 Multiplicity distributions that depend on the parameters only through the mean multiplicity, as in Eq. (29), are
frequent in particle physics: This phenomenon is known as the “Koba-Nielsen-Olesen (KNO) scaling”. It was found to
hold in many experimental measurements of distributions of numbers of particles produced in scattering processes [23].
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The method to arrive at these results was based on the observation, derived from the discussion
in Ref. [8], that a generating function of the particle number probabilities near the tip,
G∆x(λ) =
∞∑
n=1
λnpn(∆x), (32)
can be deduced from the solution to the FKPP equation with a peculiar λ- and ∆x-dependent initial
condition. The infinite-T and large-∆x behavior of the solution were then analyzed in two limits of
the parameter λ of the generating function: λ → 1 and λ  1 [9]. The former gives access to the
mean particle number, while in the latter limit, a scaling form for G was found, from which one could
conjecture the behavior of the typical particle number [9].
3.1.3 Estimator of the typical value of the particle number
We need to specify what we mean by “typical value” of n quantitatively.
With the reasonable assumption (well-verified numerically, see below) that pn(∆x) as a function
of n has a unique maximum, we may define it to be the mode of the distribution, that is to say, the
value nmaxtypical of the particle number n that maximizes pn(∆x). This number is obviously defined by
the equation
d
dn
∣∣∣∣
n=nmaxtypical
pn(∆x) = 0 (33)
when n is large enough so that pn(∆x) can be considered a continuous (differentiable) function of n.
But this is awkward when one works with statistical samples of moderate size: Therefore, we will not
use this prescription in practice.
We have tried instead the median nmediantypical , defined by the equations
proba
(
n ≤ nmediantypical
)
≥ 1
2
and proba
(
n ≥ nmediantypical
)
≥ 1
2
. (34)
Alternatively, we have used the expectation value of lnn:
nlogtypical ≡ exp (〈lnn〉) . (35)
The latter is a good estimator of the typical value of n for distributions which are symmetric in a
logarithmic scale for n. Empirically, this turns out to be the case for the distribution of n when the
tip is conditioned to be far from its typical or mean position.
3.2 Numerical results
We now use the code we have developed in order to test numerically the formulae in Sec. 3.1 in the
case of the discrete model described in Sec. 2.2.
The calculations/conjectures we want to test are actually valid for T → +∞, which, needless to
say, can never be achieved numerically. What we can do instead is to test how the asymptotics is
approached by performing calculations for different increasing values of the final evolution time T .
For each choice of the parameters Xmin, ∆x and T , we need ensembles of a few thousands of
realizations. With our algorithm and the state-of-the-art computer technology, the evolution time T
that may be reached within a few thousands hours of computer time is of the order of 104.
For given Xmin and T , we actually measure observables for the different values of ∆x on the same
samples of realizations. Hence these measurements are correlated.
3.2.1 Unconstrained realizations
We first let the position X of the rightmost particle unconstrained. We shall nevertheless use the
algorithm described above but with Xmin set to a value less than mT , chosen in such a way that the
probability to have no particle to the right of Xmin be negligible. The biasing has no effect on the
observable since, with this procedure, X is effectively unconstrained, but enables one to reduce the
complexity of the numerical calculation.
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Probability density. The distribution p
(0)
n (∆x) of the number n of particles in the interval [X −
∆x,X] is shown in Fig. 3. The points represent the probability of observing a given value of n in
bins of fixed size on the scale n/n¯(0)(∆x). In this plot, the expectation value of the particle number is
evaluated on the statistical ensemble. The error band is computed assuming Gaussian uncertainties
in each bin.
We see that all the data points, either for fixed ∆x = 30 and different values of T (Fig. 3a) or for
fixed T = 8000 and different values of ∆x (Fig. 3b), fall on the same exponential curve, and are thus
perfectly consistent with Eq. (29).
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Figure 3: Probability distribution of the number n of particles in an interval of size ∆x to the left of the
lead particle, at time T . The particle number n is normalized by its expectation value n¯(0)(∆x), computed
numerically using the available data. (a) ∆x = 30 and different values of the evolution time T . (b) T = 8000
and different interval sizes ∆x. The dashed line represents the exponential e−n/n¯
(0)(∆x)/n¯(0)(∆x).
For future comparison with the case in which Xmin is set large, it is useful to also plot the distri-
bution of the logarithm of the particle number n. This is displayed in Fig. 4. We see that the data is
independent of ∆x for large ∆x, and is consistent with the analytic form given in Eq. (29). Indeed,
the curve representing the distribution
ln 10
c
10δ exp
(
−1
c
10δ
)
with δ ≡ log10
n
∆x eγ0∆x−∆x2/(2γ0v′′(γ0)T )
(36)
fits very well the numerical data when the constant c is set to 0.8.
As a consequence of the shape of the multiplicity distribution, the typical and the mean values
of n are both proportional to ∆x eγ0∆x, supplemented by the expected finite-T correction factor
e−∆x2/(2γ0v′′(γ0)T ).
Mean and typical values. The mean value of the particle number, rescaled by e−γ0∆x, is shown
in Fig. 5 as a function of ∆x, for different values of T . The error band is evaluated using the jackknife
method.
To the data, we superimpose the curves
n¯(0)(∆x)× e−γ0∆x = c¯(∆x+ a¯) exp
(
− (∆x+ a¯)
2
2γ0v′′(γ0)T
)
(37)
where the normalization c¯ is not computable and hence has to be fitted, and a¯ is a fudge term meant
to effectively take into account some subleading corrections. We determine these constants using the
data for T = 8000. The best fit is obtained for the values c¯ ' 0.80 and a¯ ' 5.2. Note that the value of
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Figure 4: Probability distribution of the logarithm of the particle multiplicity in an interval of size ∆x to the
left of the lead particle, at time T . (a) ∆x = 30 and different values of the evolution time T . (b) T = 8000
and different interval sizes ∆x; The x-axis is translated by a term proportional to the expected mean particle
number. The dashed line represents the theoretical probability (36) obtained in the simple picture explained in
the text, with one free numerical constant of order 1 set by hand.
c¯ fitted here is identical to the value of c chosen to describe the data for the probability distribution
p
(0)
n (∆x) (see Eq. (36) and Fig. 4).
We see in Fig. 5 that the numerical data is consistent with this formula.9 In particular, for the
largest value of T , the linear factor in Eq. (37) which encodes the expected asymptotics clearly becomes
dominant.
3.2.2 Long-tail realizations
We now constrain the position of the lead particle to be larger than Xmin, chosen far from its expecta-
tion value, but in the scaling region. One may think of different prescriptions for the choice of Xmin.
We have decided to set the value of the diffusion factor, the width of which defines the size of the
scaling region (see Eq. (21)), to a definite value α. Namely:
exp
(
−(Xmin −mT )
2
2γ0v′′(γ0)T
)
≡ α. (38)
The constant α has to be picked such that Xmin −mT may be large, and at the same time, Xmin sit
well inside of the scaling region. This means that α must be close to 1, but not too close to allow
for a wide-enough region ahead of the position mT for finite T . We have tested different values, and
eventually picked α = 0.9 to get the main results discussed in this paper. The distance Xmin −mT ,
which gives the order of magnitude of the maximum value of ∆x for which our numerical calculation
may be expected to turn out close to the large-T asymptotics, are shown in Tab. 1 for different values
of T .
In each realization, we count the number of particles between the position X of the rightmost one,
and the position X −∆x. X and Xmin do not necessarily coincide, and in general, they do not. But
the ensemble of events is dominated by realizations in which the rightmost particle is at a distance
of order unity to the right of the position Xmin, because the events in which X is far from Xmin are
9 We could easily get a much better fit by refitting the parameters for each value of T , and/or by introducing a
third parameter instead of a¯ in the shift of x in the Gaussian factor. But our goal here is just to show consistency with
a theoretical formula expected to hold for asymptotically large T and ∆x, limit in which the parameter a¯ should be
irrelevant.
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Figure 5: Mean value of the particle number as a function of ∆x, for different values of the evolution time T .
The dotted curves represent the expected shape in the limit of large T and ∆x 1, up to two free constants,
see Eq. (37).
T 1000 2000 4000 8000 16000
Xmin 1400 2800 5600 11185 22350
Xmin −mT 14.23 20.12 28.46 40.25 56.92
Table 1: Evolution times T and values of the miminum position Xmin of the marked particle at T used for
our numerical calculations. Xmin is set so that α ' 0.9. In each case, Xmin −mT is also shown: It represents
the typical maximum value of the size ∆x for which the interval [Xmin−∆X,Xmin] may be considered included
in the scaling region.
probabilistically disfavored: Indeed, they are suppressed by a factor of the order e−γ0(X−Xmin) if X
is still in the scaling region, and by an additional Gaussian factor if X gets outside of the scaling
region. Since we always count the particles in an interval of fixed size from the rightmost particle, the
particle numbers have no reason to get enhanced in the realizations is which X is larger than usual.
Therefore, the fact that the position of the lead particle is not exactly fixed cannot affect significantly
the observables studied in this paper.
Probability density. The distribution of the particle number pn(∆x) is shown in Fig. 6, for three
different values of ∆x, for different values of the final evolution time T . For each choice of T , Xmin is
set as shown in Tab. 1.
First, we observe that when T gets large, the distributions converge to an asymptotic shape for all
values of ∆x. The convergence is faster for small interval sizes ∆x.
Second, for asymptotic values of T , which seem to be well-approached for the displayed values
of ∆x as soon as T ∼ 104, the width of the distribution pn(∆x) clearly increases with ∆x, at sharp
variance with p
(0)
n (∆x) (see Fig. 4). This increase is particularly striking for the largest value of T for
which we collected numerical data, namely T = 16000; See Fig. 7, where the probability distribution
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Figure 6: Probability distribution of the number n of particles in an interval of size ∆x for different values of
∆x and of the evolution time T . The lower bound Xmin on the position of the lead particle is chosen in such a
way that α ' 0.9, see Tab. 1.
of the particle number for different values of ∆x is displayed, up to ∆x = 90. (Note however that for
the largest values of ∆x, the large-T asymptotics have probably not been exactly reached.)
We shall now compute numerically the mean and typical values of this distribution.
Mean and typical values. The numerical results for the expectation value of the particle number
n¯(∆x) rescaled by e−γ0∆x are shown in Fig. 8 as a function of ∆x for different values of the final
evolution time T . The statistical uncertainties are again evaluated using the jackknife method.
We see that this rescaled expectation value is consistent with a constant independent of ∆x for
large times (see the data for T = 16000). This data is very different from the one in the unconstrained
case; compare to Fig. 5.
The numerical results for the typical values of the particle numbers are shown in Figs. 9 and 10.
We use the two estimators described in Sec. 3.1.3. We plot the ratio of the latter to the expectation
values of the particle number, on a logarithmic scale, as a function of ∆x2/3.
We see a convergence to a straight line as the evolution time T is taken larger. This is perfectly
consistent with the expected behavior (31), namely c e−ζ∆x2/3 . The parameters c and ζ are set10 to
c = 2.2 and ζ = 0.86 when the typical value is defined to be the median (Eq. (34)), and c = 3.3 and
ζ = 0.92 when it is defined to the exponential of the expectation value of lnn (Eq. (35)). Subleading
corrections such as a linear prefactor ∝ ∆x are not favored by the data. However, it is difficult to
make more precise statements beyond the leading behavior, based on these finite-T numerical results.
We note that finite-time (namely finite size of the scaling region) effects are important, and it
is technically not possible to go much beyond T = O(104). However, it is clear that our numerical
results are consistent with the analytical form that was predicted in Ref. [9].
10 We have not attempted a regression: Some knowledge of the form of the subleading finite-T corrections would be
required, which we do not have at this point.
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Figure 7: Probability distribution of the number n of particles in an interval of size ∆x for T = 16000 and
different values of ∆x; Compare to the equivalent plot for the unconditioned case displayed in Fig. 4b. The
x-axis is shifted by the same ∆x-dependent term (corrected by a T -dependent term, quite insignificant here)
as in the latter figure, although in the present case, it does not match exactly with the logarithm of the mean
value of n we expect; See Eq. (30).
4 Conclusions and outlook
We have designed an algorithm to efficiently generate realizations of branching random walks in which
there is at least one particle to the right of some predefined position Xmin at the final time T at
which one analyzes the set of particles. Using an implementation of this algorithm, we have produced
ensembles of such realizations for which Xmin was chosen in the scaling region, far to the right of
the mean position mT of the rightmost particle. We have focused on the probabilities of the particle
numbers n in an interval of variable size ∆x to the left of the rightmost lead particle. The main result
of this work is that we have been able to confirm a recent calculation of the mean number of particles
n¯, and a conjecture on the typical number of particles ntypical. They are seen to grow like
n¯(∆x) ∝ eγ0∆x (see Fig. 8) and ntypical ∝ eγ0∆x−ζ∆x2/3 (see Fig. 9 or 10) (39)
with the size ∆x of the interval, when both the evolution time T and ∆x are large.
This numerical result gives more motivation to look for a rigorous proof of these conjectures and
for a formula for the probability distribution itself (Fig. 6 and 7), or at least for a complete analytical
calculation in some simplified model. In parallel, a physical picture of the formation of these long tails
would be interesting to develop, with the help of more specific Monte Carlo measurements.
The same algorithm could also be used to evolve unbiased realizations to large times: It is enough
to pick Xmin to the left of mT by a distance chosen in such a way that the probability to have no
particle to the right of Xmin be negligible. We could compare the distribution and its moments in the
case when Xmin is far out in the scaling region, with same quantities in the case of an unconstrained
boundary. In the latter case, the shape of the asymptotic distribution is independent of ∆x (see
Fig. 4), and is consistent with a Gumbel distribution. The mean and typical values of the particle
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Figure 8: Mean value of the particle number as a function of the interval size ∆x, for different values of
the evolution time T . The lower bound Xmin on the position of the lead particle is chosen in such a way that
α ' 0.9, see Eq. (38) and Tab. 1 for the actual numerical values.
number are proportional to each other, and consistent with the asymptotic form n¯(0)(∆x) ∝ ∆x eγ0∆x;
see Fig. 5.
A few other observables would be very interesting to measure numerically, with the help of our
algorithm. For example, the statistics of the branching time of the last common ancestor of sets of
particles chosen in the vicinity of the tip of the BRW according to given rules: For example, all particles
to the right of a predefined position, or the k rightmost, or a pair of particles chosen according to an
appropriate weight function of their position. The considered realizations may be either unbiased, or
conditioned to have their tip far from its expected position. Analytical predictions are available in
some of these cases [24].
Another outstanding observable would be the mean distance between neighbouring particles pos-
sessing a predefined order number from the lead particle, as a function of the latter: This quantity has
been predicted in the case of the branching Brownian motion with an unconstrained lead particle [25].
It would be interesting to measure this observable in an (effectively) unconditioned Monte Carlo and,
again, investigate how it changes when the position of the rightmost particle is conditioned to be far
from its expected value. But an implementation of the continuous BBM is very challenging. We leave
this for future investigations.
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Note added (June 29th, 2020)
A flaw in our algorithm has been brought to our attention, which may have introduced a bias in the
probability distribution of the realizations we have generated.
After having corrected the algorithm [26] and reimplemented it, we have checked that the numbers
obtained for the observables calculated with the new code are indistinguishable from the ones shown
in this paper, in the case T = 1000 and Xmin = 1400. In view of these first results, we anticipate that
the conclusions we have drawn on pn(∆x) should eventually remain unchanged.
We will release a new preprint [27] when all the data, also for higher values of T , has been generated
using the corrected code.
We warmly thank E´ric Brunet for pointing out the problem to us, and for his prompt help in
looking for a fix.
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