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We prove a Carleman estimate for elliptic second order partial differential
expressions with Lipschitz continuous coefficients. The Carleman estimate is
valid for any complex-valued function u ∈W 2,2 with support in a punctured ball
of arbitrary radius. The novelty of this Carleman estimate is that we establish
an explicit dependence on the Lipschitz and ellipticity constants, the dimension
of the space and the radius of the ball. In particular we provide a uniform and
quantitative bound on the weight function for a class of elliptic operators given
explicitly in terms of ellipticity and Lipschitz constant.
1. Introduction
Carleman estimates were first introduced by Carleman [Car39] in 1939 in order to establish a
unique continuation property for elliptic operators L with non-analytic coefficients, i.e. if the
solution u of Lu = 0 in Ω ⊂ Rd vanishes in a non-empty open set, then u is identically zero.
While Carleman’s original result applies to the case d = 2 and L = −∆+V with V ∈ L∞loc(R2),
by now there is a wealth of results pertaining to Carleman estimates and its application
to unique continuation, see, e.g., [Hör89]. In particular, notable attention has been paid
to the case V ∈ Lploc(Rd), since this can be used to show that the Schrödinger operator
H = −∆ + V with potential V ∈ Lploc(Rd) has no positive eigenvalues, see [JK85] and the
references therein. Further applications of Carleman estimates are, for example, uniqueness
properties of solutions of Schrödinger equations [KPV03, IK06, EKPV12], uniqueness and
stability of inverse problems [Kli13, Kli15], or control theory of partial differential equations
[FI96, CZ01, LR12, LRL12].
So far, all the mentioned applications of Carleman estimates concern qualitative statements.
For its proofs, the particular dependence on the parameters is not essential. Certainly, there
are plenty of applications which require some knowledge on the dependence on the parameters
entering in the Carleman estimate. For this purpose, we cite the following Carleman estimate
by Escauriaza and Vessella [EV03], see also [KSU11]. Let L = −div(A∇) be elliptic with
Lipschitz continuous coefficients and denote the corresponding constants by ϑ1 and ϑ2,
respectively. Then there exist κ ∈ (0, 1) and C,Ξ, α0 ≥ 1, depending on ϑ1 and ϑ2, and
a function w : Rd → R+ satisfying |x|/Ξ ≤ w(x) ≤ Ξ|x|, such that for all real-valued
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u ∈ C∞c (Bκ \ {0}) and all α ≥ α0 we have
α
∫
w1−2α|∇u|2 + α3
∫
w−1−2αu2 ≤ C
∫
w2−2α
(
Lu
)2
. (1)
Here, Bκ denotes the open ball with radius κ and center zero.
The exceptional feature of this Carleman estimate is that the second term on the left hand
side goes with α3 and the particular powers of the weight function. Thanks to this, Bourgain
and Kenig [BK05] were able to apply (a refined version of) this Carleman estimate to prove
that if ∆u = V u in Rd, u(0) = 1, |u| ≤ C and |V | ≤ C, then for all x ∈ Rd with |x| > 1
max
|y−x|≤1
|u(y)| > c · exp
(
−c′(log|x|)|x|4/3
)
. (2)
Let us note that the quantitative unique continuation principle in Ineq. (2) was crucial
for the answer to a long-standing problem in the theory of random Schrödinger operators,
namely Anderson localization for the continuum Anderson model with Bernoulli-distributed
coupling constants. Moreover, if the precise decay rate 4/3 in Ineq. (2), which results from the
particular form of Ineq. (1), would be replaced by 1.35, one could not conclude localization
for the continuum Anderson-Bernoulli model using the same techniques, cf. [BK05, p. 412].
A L2-variant of Ineq. (2) was also used in [BK13] to prove bounds on the density of states
measure for Schrödinger operators in dimension d ∈ {1, 2, 3}, a restriction which stems from
the specific parameters in Ineq. (2).
Another example where the Carleman estimate (1) proved to be useful is so-called scale-free
and quantitative unique continuation. In [RMV13], the authors prove that if |∆u| ≤ |V u| in
ΛL = (−L/2, L/2)d, then for all δ ∈ (0, 1/2) one has(
δ
C
)C+C‖V ‖2/3∞
‖u‖2L2(ΛL) ≤ ‖u‖2L2(Wδ(L)), (3)
where C = C(d) and Wδ(L) is some union of equidistributed δ-balls in ΛL. The notion
scale-free and quantitative refers to the fact that C is independent of L and the dependence
on δ is known to be polynomial. The latter fact holds due to the bounds on the weight
function given above and is essential for their application to random Schrödinger operators.
The mentioned applications so far concerned Schrödinger operators only. In this case,
the (abstract) constants κ and Ξ in Ineq. (1) depend only on the dimension. Due to the
method of proof in [BK05, BK13, RMV13], a precise knowledge of κ and Ξ would change
only dimension-dependent constants like c, c′ and C. However, if one, for example, pursues to
prove an analogue of Ineq. (3) for solutions of |Lu| ≤ |V u| with L as above, one encounters
dependencies of the constants κ and Ξ on the ellipticity and Lipschitz parameters of L. If we
have no quantitative bounds on these parameters, the use of Carleman estimate (1) might
not be feasible, cf. Remark 2.3 for details. Such problems have already been discussed in the
recent proceedings [BTV14] and [BNR+15] on quantitative scale-free unique continuation
principles for elliptic operators. This strongly suggests that a refinement of the Carleman
estimate (1) with explicit bounds on κ and Ξ is a worthwhile goal.
In this note we give a precise refinement of the Carleman estimate (1) in the sense that
(i) the estimate is valid on the whole punctured unit ball (i.e. κ = 1), and
2
(ii) all the constants, including the bound Ξ on the weight function, are explicitly calculated
in terms of ellipticity and Lipschitz constant.
Let us stress that our result has already been used to prove an analogous result to Ineq. (3)
for second order elliptic operators, see the recent paper [BTV17] and Remark 2.3. In fact,
the Carleman estimate from [EV03] given in Ineq. (1) would not be sufficient to obtain such
a result.
Our proof is based on techniques developed in [EV03, BK05]. Compared to the Carleman
estimates of [EV03] and [BK05], our result holds with κ = 1 and additional gradient term in
the lower bound at the same time. Let us emphasize that, beside the quantitative control
on all the parameters, even this involves non-trivial modifications of the existing proofs, cf.
Section 4.
The paper is organized as follows. In Section 2 we state the main result of the paper. In
Section 3 we provide preparatory estimates and identities needed for the proof of the main
result. In Section 4 we give the proof of the main result, while the proofs of two technical
lemmata are postponed to the appendix.
2. Main result
Let d ∈ N and L be the second order partial differential expression
Lu := −div(A∇u) + bT∇u+ cu = −
d∑
i,j=1
∂i
(
aij∂ju
)
+
d∑
i,j=1
bi∂iu+ cu, (4)
acting on complex-valued functions on Rd, where A : Rd → Rd×d with A = (aij)di,j=1,
b : Rd → Cd, c : Rd → C, and ∂i denotes the i-th weak derivative. Moreover, we denote by
Bρ ⊂ Rd the open ball in Rd with radius ρ > 0 and center zero, by |z| the Euclidean norm
of z ∈ Cd, and by ‖M‖∞, ‖M‖1 and ‖M‖ the row sum, column sum and spectral norm
of a matrix M ∈ Cd×d. For the coefficient functions A, b and c we introduce the following
assumption.
Assumption. Let ρ > 0, ϑ1 ≥ 1 and ϑ2 ≥ 0. We say that A(ρ, ϑ1, ϑ2) is satisfied if and
only if b, c ∈ L∞(Bρ), aij = aji for all i, j ∈ {1, . . . , d} and for all x, y ∈ Bρ and all ξ ∈ Rd
we have
ϑ−11 |ξ|2 ≤ ξTA(x)ξ ≤ ϑ1|ξ|2 and ‖A(x)−A(y)‖∞ ≤ ϑ2|x− y|. (5)
By Rademacher’s theorem [Fed96], if A(ρ, ϑ1, ϑ2) is satisfied, then the coefficients aij are
differentiable almost everywhere on Bρ and the absolute value of the derivative is bounded
by ϑ2. Operators L for which the lower bound of the first inequality in (5) is satisfied are
called elliptic. Elliptic means therefore, that for almost every point x ∈ Bρ the symmetric
d× d matrix A(x) is positive definite. A simple example is A = I and b = c = 0. In this case
the operator L coincides with the negative Laplacian. We use the notation A0 = A(0).
For µ, ρ > 0 we introduce the function wρ,µ : Rd → [0,∞) by
wρ,µ(x) := ϕ(σ(x/ρ)),
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where σ : Rd → [0,∞) and ϕ : [0,∞)→ [0,∞) are given by
σ(x) :=
(
xTA−10 x
)1/2 and ϕ(r) := r exp(−∫ r
0
1− e−µt
t
dt
)
.
The function ϕ obeys the upper bound ϕ(r) ≤ r. For a lower bound we distinguish two cases.
If
√
ϑ1µ ≤ 1 we use the lower bound ϕ(r) ≥ re−µr. If
√
ϑ1µ ≥ 1 distinguish two subcases.
If r ≤ 1/µ we use 1− eµt ≤ µt and obtain ϕ(r) ≥ re−µr ≥ r(e√ϑ1µ)−1. If r > 1/µ we split
the integral according to the two components [0, 1/µ] and [1/µ, r]. On the first component
we use 1− e−µt ≤ µt, on the second one 1− e−µt ≤ 1. This way we obtain ϕ(r) ≥ 1/(eµ) if
r > 1/µ. Putting everything together we obtain for all r ∈ [0,√ϑ1]
ϕ(r) ≥ r
µ1
, where µ1 =
{
e
√
ϑ1µ if
√
ϑ1µ ≤ 1,
e
√
ϑ1µ if
√
ϑ1µ ≥ 1.
For the weight function wρ,µ there follows
∀x ∈ Bρ : ϑ
−1/2
1 |x|
ρµ1
≤ σ(x)
ρµ1
≤ wρ,µ(x) ≤ σ(x)
ρ
≤
√
ϑ1|x|
ρ
.
Keep in mind that we will drop the index of the weight function in Section 3 and onwards,
and write w instead of wρ,µ. Our main result is the following Carleman estimate.
Theorem 2.1. Let ρ > 0, ϑ1 ≥ 1, ϑ2 ≥ 0, Assumption A(ρ, ϑ1, ϑ2) be satisfied and
µ > 33dϑ
11/2
1 ϑ2ρ.
Then there exist constants α0 = α0(d, ρ, ϑ1, ϑ2, µ, ‖b‖∞, ‖c‖∞), and C = C(d, ϑ1, ρϑ2, µ) > 0,
such that for all α ≥ α0 and all u ∈W 2,2(Rd) with support in Bρ \ {0} we have∫
Rd
(
αρ2w1−2αρ,µ ∇uTA∇u+ α3w−1−2αρ,µ |u|2
)
dx ≤ Cρ4
∫
Rd
w2−2αρ,µ |Lu|2dx. (6)
The constants α0 and C are given in Eq. (28).
Remark 2.2. In the case where b and c are identically zero, the conclusion of Theorem 2.1
holds with C = C˜ and α0 = α˜0 where C˜ and α˜0 are given in Eq. (26). A straightforward
calculation shows that they obey the upper bounds
C˜ ≤ 2d2ϑ81e4µ
√
ϑ1µ41
(
3µ2 + (9ρϑ2 + 3)µ+ 1
)
C−1µ
and
α˜0 ≤ 11d4ϑ33/21 e6µ
√
ϑ1µ61(3ρϑ2 + µ+ 1)
2
(
1 + µ(µ+ 1)C−1µ
)
where Cµ = µ− 33dϑ11/21 ϑ2ρ. In the general case where b, c ∈ L∞(Bρ) the conclusion of the
theorem holds with
C = 6C˜ and α0 = max
{
α˜0, Cρ
2‖b‖2∞ϑ3/21 , C1/3ρ4/3‖c‖2/3∞
√
ϑ1
}
,
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cf. Eq. (28). We observe that if ϑ2 6= 0, then both upper bounds of C and α0 tend to infinity
if µ tends to 33dϑ11/21 ϑ2ρ. If ϑ2 = 0 the upper bound of α˜0 is uniformly bounded for all
µ > 0. In the case of the pure negative Laplacian, i.e. A ≡ Id and b, c ≡ 0, we have ϑ1 = 1
and ϑ2 = 0. In this case we note that our Carleman estimate is valid for arbitrary µ > 0.
For example, in the case µ = 1 we infer from the proof of Theorem 2.1 (not using the above
estimates) that C ≤ 8e8d2 and α0 ≤ 18e12d4.
Remark 2.3. As mentioned in the introduction, the usefulness of our result has already
been shown in the recent paper [BTV17]. More precisely, based on the Carleman estimate
from Theorem 2.1, they show so-called quantitative unique continuation principles, sampling
theorems as well as equidistribution theorems for solutions of certain variable coefficient
elliptic partial differential equations or inequalities. In order to highlight the usefulness of
our result, we formulate exemplary a special case of the sampling theorem from [BTV17].
Thereafter, we discuss why, e.g., the Carleman estimate from Ineq. (1) is not satisfactory to
obtain such a result. Beforehand, we introduce some notation.
Let δ > 0. We say that a sequence zj ∈ Rd, j ∈ Zd, is δ-equidistributed, if
∀j ∈ Zd : B(zj , δ) ⊂ (−1/2, 1/2)d + j.
Corresponding to a δ-equidistributed sequence zj ∈ Rd, j ∈ Zd, we define the set
Sδ =
⋃
j∈Zd
B(zj , δ) ⊂ Rd.
Note that the set Sδ depends on the choice of the δ-equidistributed sequence.
Theorem 2.4 ([BTV17]). Assume
ε1 := 1− 33ed(
√
d+ 2)ϑ61ϑ2 > 0. (7)
Then for all measurable and bounded V : Rd → R, all ψ ∈W 2,2(Rd) and ζ ∈ L2(Rd) satisfying
|Lψ| 6 |V ψ|+ |ζ| almost everywhere on Rd, all δ ∈ (0, 1/2) and all δ-equidistributed sequences
we have
‖ψ‖2Sδ + δ2‖ζ‖2Rd > csfUC‖ψ‖2Rd ,
where
csfUC = d1
(
δ
d2
) d3
ε1
(
1+‖V ‖2/3∞ +‖b‖2∞+‖c‖2/3∞
)
−ln ε1
(8)
and d1, d2, and d3 are constants depending only on ϑ1, ϑ2, and the dimension d.
The constants d1, d2 and d3 are given explicitly in [BTV17]. Note that the exponent in
(8) can be interpreted as an estimate on the vanishing order as studied in [DF88, Kuk98].
The obtained estimate of vanishing order and its dependence on ellipticity and Lipschitz
parameters originates from the particular form of our Carleman estimate, including C, α0,
w, and the cubic behaviour of α.
Certainly, Theorem 2.4 can be proven by using the Carleman estimate (1) of [EV03].
However, then Assumption (7) would involve some function of κ and Ξ. Since κ and Ξ itself
are abstract functions of ϑ1 and ϑ2, it would be not clear if the corresponding Assumption (7)
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is ever satisfied. Moreover, in [EV03] neither a monotonicity nor a continuity property of κ
and Ξ is established. Thus even for operators with variable coefficients which are arbitrary
close to the Laplacian, it is not possible to use solely the Carleman estimate of [EV03] to
ensure an estimate like (7). For this reason, it is even not possible to verify the corresponding
Assumption (7) by choosing ϑ1 and ϑ2 sufficiently small.
Remark 2.5. Our result gives rise to a uniform Carleman estimate for a certain class of elliptic
operators given precisely in terms of ellipticity and Lipschitz constants. More precisely, fix
ϑˆ1 ≥ 1 and ϑˆ2, bˆ, cˆ > 0, ρ > 0 and denote by L the class of elliptic operators of the form (4)
for which
(i) the ellipticity and Lipschitz constant on Bρ are bounded by ϑˆ1 and ϑˆ2, and
(ii) the coefficient functions b and c satisfy ‖b‖∞ ≤ bˆ and ‖c‖∞ ≤ cˆ.
Then, by monotonicity we can apply our result uniformly for all L ∈ L with, e.g., µ =
34dϑˆ
11/2
1 ϑˆ2ρ. In particular, there are constants α˜0 and C˜, depending only on d, ϑˆ1, ϑˆ2, bˆ, cˆ
and ρ, and a function w = wρ,µ : Rd → [0,∞), such that (6) holds for all elliptic operators in
L ∈ L.
3. Preliminary relations and quantitative estimates
In this section we provide some preparatory estimates and identities for the proof of Theo-
rem 2.1. In particular, we will prove the quantitative estimates needed for our quantitative
version of a Carleman estimate. First we introduce some notation. Let L0 be the part of L
containing only the second order term, i.e.
L0u := −div(A∇u).
For k ∈ {1, . . . , d} let ek ∈ Rd be the k-th unit vector. For g ∈ {σ,w} and real-valued
f ∈ C∞c (Rd) we define the functions FAg : Rd → R, Df : Rd → R and hAg : Rd → Rd given by
FAg := −
gL0g
∇gTA∇g − 1, Df := w
∇fTA∇w
∇wTA∇w +
1
2
fFAw , and h
A
g :=
gA∇g
∇gTA∇g .
Note that FA0g refers to the function FA0g = −g div(A0∇g)/(∇gTA0∇g)− 1. Moreover, we
introduce the matrix-valued function MAg : Rd → Rd×d,
MAg := −
1
2
FAg A+
1
2
div(hAg ◦A)−
1
2
(
AD(hAg ) +
[
AD(hAg )
]T)
.
Here hAg ◦A denotes entrywise multiplication, i.e. hAg ◦A := (hAg aij)di,j=1, while the divergence
of a matrix denotes entrywise divergence. The matrix D(hAg ) is defined as the d× d matrix
(∇(hAg )1 ∇(hAg )2 . . .∇(hAg )d), i.e. D(hAg ) := (∂ieTj hAg )di,j=1. Finally, we define ψ : (0,∞) →
(0,∞), ψ(r) := ϕ(r)/(rϕ′(r)). Note that ψ(r) = eµr.
The following lemma provides some basic properties of the functions introduced above.
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Lemma 3.1. Let ρ = 1, ϑ1 ≥ 1, ϑ2 ≥ 0 and A(1, ϑ1, ϑ2) be satisfied. Then, almost
everywhere on B1, we have for the matrix-valued functions MAw and MAσ the relations
MAw = ψ(σ)M
A
σ + σψ
′(σ)
[
A−A ∇σ∇σ
T
∇σTA∇σA
]
, MA0σ = 0 and M
A
σ ∇σ = 0,
and for the functions FAw , FAσ and FA0σ the relations
FAw = ψ(σ)F
A
σ − σψ′(σ) and FA0σ = d− 2.
The relations of Lemma 3.1 can be found in [EV03], see also [MRV11]. Note that our matrix-
valued function MAg coincides with the matrix-valued function SAg of [MRV11], g ∈ {w, σ}.
Indeed, the matrix SAg is defined by
2(SAg )ij := −FAg aijδij + div(hAg )aijδij − ∂k(hAg )jaki − ∂k(hAg )iakj + (hAg )k∂kaij ,
which coincides with 2(MAg )ij . However, since no details of the proof are given in [EV03,
MRV11] we give a proof of Lemma 3.1 in Appendix A.
In the following proposition we prove the quantitative estimates needed for our quantitative
version of a Carleman estimate.
Proposition 3.2. Let ρ = 1, ϑ1 ≥ 1, ϑ2 ≥ 0 and A(1, ϑ1, ϑ2) be satisfied. Then, for all
ξ ∈ Rd and almost everywhere on B1 we have the estimates
|FAσ − FA0σ | ≤ σC ′F , |ξTMAσ ξ| ≤ σCMξTAξ, |FAw | ≤ CF , and |L0ψ(σ)| ≤ Cψ/σ,
where
C ′F := 3dϑ
7/2
1 ϑ2, CF := e
µ
√
ϑ1
(√
ϑ1(C
′
F + µ) + |d− 2|
)
,
CM := 11dϑ
11/2
1 ϑ2, Cψ := µe
µ
√
ϑ1ϑ21
(√
ϑ1(C
′
F + µ) + d− 1
)
.
Proof. Recall that the coefficients aij are almost everywhere on B1 differentiable. We start
by estimating |FAσ − FA0σ |. By Lemma 3.1 and the definition of FAσ we have
FAσ − FA0σ = −
σL0σ
∇σTA∇σ − 1− (d− 2).
We calculate
∇σTA∇σ = σ−2xTA−10 AA−10 x and L0σ = σ−3xTA−10 AA−10 x− σ−1 div
(
AA−10 x
)
and obtain
FAσ − FA0σ =
σ2 div
(
AA−10 x
)
xTA−10 AA
−1
0 x
− d = σ
2
∑
i,l
(
∂ia
il
)
eTl A
−1
0 x+ σ
2 Tr
(
AA−10
)
xTA−10 AA
−1
0 x
− d. (9)
By our assumption on ellipticity and Lipschitz continuity we have |eTl A−10 x| ≤
√
ϑ1σ,∑d
i,l=1|∂iail| ≤ dϑ2 and xTA−10 AA−10 x ≥ ϑ−21 σ2. Hence,
|FAσ − FA0σ | ≤ σdϑ5/21 ϑ2 +
∣∣∣∣ σ2 Tr
(
AA−10
)
xTA−10 AA
−1
0 x
− d
∣∣∣∣ = σdϑ5/21 ϑ2 + |Tr(T )|,
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where
T := gAA−10 − Id and g :=
σ2
xTA−10 AA
−1
0 x
.
Next we estimate |Tr(T )| ≤ d‖T‖. We have
‖T‖ = ‖gAA−10 − gA0A−10 + gA0A−10 − Id‖ ≤ |g|‖AA−10 −A0A−10 ‖+ |g − 1|.
By
By our ellipticity assumption we have g = σ2/(xTA−10 AA
−1
0 x) ≤ ϑ21 and
|g − 1| =
∣∣∣∣xTA−10 (A0 −A)A−10 xxTA−10 AA−10 x
∣∣∣∣ ≤ ‖A−A0‖ xTA−10 A−10 xxTA−10 AA−10 x ≤ ϑ1‖A−A0‖.
For the norm ‖A0 −A‖ we use our assumption on Lipschitz continuity and obtain
‖A0 −A‖ ≤
√
‖A−A0‖1‖A−A0‖∞ ≤ ϑ2|x| ≤ ϑ2
√
ϑ1σ. (10)
By the same argument we have ‖AA−10 −A0A−10 ‖ ≤ ϑ3/21 ϑ2σ. Hence we have ‖T‖ ≤ 2ϑ7/21 ϑ2σ
and we obtain the claimed bound |FAσ − FA0σ | ≤ σC ′F .
Now we turn to the estimate |ξTMAσ ξ| ≤ σCMξTAξ. From Lemma 3.1 we infer that
MA0σ A
−1
0 A = 0. Note also that h
A0
σ = x and D(hA0σ ) = I. Hence
MAσ = M
A
σ −MA0σ A−10 A = S1 + S2 + S3 + ST3
where
S1 := −1
2
(FAσ − FA0σ )A, S2 :=
1
2
(
div(hAσ ◦A)− dA
)
and S3 := −1
2
A
(
D(hAσ )− I
)
.
For the second summand S2 we have by the product rule for the divergence and Eq. (9)
S2 =
1
2
[∇( σ2aij
xTA−10 AA
−1
0 x
)T
AA−10 x
]d
i,j=1
+A(FAσ − FA0σ )
 =: S5 + S6.
Hence, S1 and S6 cancel out and we have MAσ = S5 + S3 + ST3 . For S5 we calculate
S5 =
1
2
S7 +
1
2
S8 + S9,
where
S7 :=
σ2
xTA−10 AA
−1
0 x
[
(∇aij)TAA−10 x
]d
i,j=1
,
S8 := − σ
2A
(xTA−10 AA
−1
0 x)
2
∑
k
xTA−10 (∂kA)A
−1
0 xe
T
kAA
−1
0 x,
S9 := A− σ
2A
(xTA−10 AA
−1
0 x)
2
xTA−10 AA
−1
0 AA
−1
0 x.
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Here ∂kA denotes the matrix (∂kaij)di,j=1. For the Frobenius norm of S7 we have using
g ≤ ϑ21,
∑
j |∂kaij |2 ≤ ϑ22 and |AA−10 x| ≤ ϑ3/21 σ
‖S7‖F = g
√√√√ d∑
i,j=1
∣∣(∇aij)TAA−10 x∣∣2 ≤ g
√√√√ d∑
i,j,k=1
|∂kaij |2|(AA−10 x)k|2 ≤
√
dϑ
7/2
1 ϑ2σ,
and hence we obtain
|ξTS7ξ| ≤ ‖S7‖ξTξ ≤ ‖S7‖FξTξ ≤ ‖S7‖Fϑ1ξTAξ ≤
√
dϑ
9/2
1 ϑ2σξ
TAξ.
For S8 we use Hölder’s inequality and |AA−10 x| ≤
√
ϑ1x
TA−10 AA
−1
0 x and obtain
|ξTS8ξ| ≤ ξ
TAξσ2
√
ϑ1
(xTA−10 AA
−1
0 x)
3/2
(
d∑
k=1
|xTA−10 (∂kA)A−10 x|2
)1/2
Since ‖∂kA‖ ≤
√
d‖∂kA‖∞ ≤
√
dϑ2 and xTA−10 AA
−1
0 x ≥ ϑ−11 xTA−10 A−10 x we obtain
|ξTS8ξ| ≤ ξ
TAξσ2
√
ϑ1
(xTA−10 AA
−1
0 x)
3/2
dϑ2x
TA−10 A
−1
0 x ≤
ξTAξσ2ϑ4/2
(xTA−10 A
−1
0 x)
1/2
dϑ2 ≤ dϑ5/21 ϑ2σξTAξ.
For S9 we calculate
|ξTS9ξ| = ξ
TAξ
(xTA−10 AA
−1
0 x)
2
∣∣(CTx)T(y − x)− (y − x)TCx∣∣ ≤ ξTAξ(|Cx|+ |CTx|)|x− y|
(xTA−10 AA
−1
0 x)
2
,
where we used the notations C = A−10 AA
−1
0 xx
TA−10 and y = AA
−1
0 x. The inequali-
ties |Cx| ≤ σ2ϑ3/21 (xTA−10 AA−10 x)1/2, |CTx| ≤ σ2ϑ3/21 (xTA−10 AA−10 x)1/2, |x − y| ≤ ‖A −
A0‖(xTA−10 A−10 x)1/2, and xTA−10 AA−10 x ≥ ϑ−11 xTA−10 A−10 x imply
|ξTS9ξ| ≤ 2ξ
TAξσ2ϑ
3/2
1 ‖A−A0‖(xTA−10 A−10 x)1/2
(xTA−10 AA
−1
0 x)
3/2
≤ 2ξ
TAξσ2ϑ31‖A−A0‖
xTA−10 A
−1
0 x
.
Using xTA−10 A
−1
0 x ≥ ϑ−11 σ2 and Ineq. (10) we obtain
|ξTS9ξ| ≤ 2ξTAξϑ41‖A−A0‖ ≤ 2ξTAξϑ9/21 ϑ2σ.
For S5 we finally obtain the estimate
|ξTS5ξ| ≤ 3dϑ9/21 ϑ2σξTAξ. (11)
Now we start estimating S3. We have D(hAσ ) = gD(AA
−1
0 x) + diag(∇g)XA−10 A, where
X := (x · · ·x)T and diag(v) := diag(v1, . . . , vd) for v ∈ Rd. For ∂kg we calculate
∂kg =
2eTkA
−1
0 x
xTA−10 AA
−1
0 x
− x
TA−10 x
(xTA−10 AA
−1
0 x)
2
(
2eTkA
−1
0 AA
−1
0 x+ x
TA−10 (∂kA)A
−1
0 x
)
.
Hence,
S3 = −1
2
A (S10 + S11 + S12)
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where
S10 := gD(AA
−1
0 x)− I,
S11 :=
2
xTA−10 AA
−1
0 x
[
A−10 x− gA−10 AA−10 x
]
xTA−10 A,
S12 := − g
xTA−10 AA
−1
0 x
(xTA−10 (∂iA)A
−1
0 x)
d
i=1x
TA−10 A.
For the norm of S10 we calculate using D(x) = I
‖S10‖ ≤ g‖D(AA−10 x− x)‖+ |g − 1| = g
∥∥A−10 A+ C − I∥∥+ |g − 1|
≤ g‖A−10 ‖ · ‖A−A0‖+ g ‖C‖+ |g − 1|,
where
C =
( d∑
k=1
(∂ia
jk)eTkA
−1
0 x
)d
i,j=1
.
The existing bounds g ≤ ϑ21, |g − 1| ≤ ϑ31‖A−A0‖, ‖A−A0‖ ≤ ϑ2
√
ϑ1σ and
‖C‖ ≤ ‖C‖F ≤
√√√√ d∑
i,j,k=1
|∂iajk|2|eTkA−10 x|2 ≤
√√√√ d∑
i=1
ϑ22|A−10 x|2 ≤
√
dϑ1ϑ2σ
give us ‖S10‖ ≤ 3
√
dϑ
7/2
1 ϑ2σ. For S11 we calculate using Cauchy-Schwarz’s inequality,
|AA−10 x| ≤
√
ϑ1(x
TA−10 AA
−1
0 x)
1/2, xTA−10 AA
−1
0 x ≥ ϑ−11 xTA−10 A−10 x, T = gAA−10 − I, and
‖T‖ ≤ 2ϑ7/21 ϑ2σ as before
‖S11‖ ≤ 2
√
ϑ1
(xTA−10 AA
−1
0 x)
1/2
|(I − gA−10 A)A−10 x| ≤ 2ϑ1‖T‖ ≤ 4ϑ9/21 ϑ2σ.
For S12 we use Cauchy Schwarz’s inequality and |AA−10 x| ≤
√
ϑ1(x
TA−10 AA
−1
0 x)
1/2, and
obtain
‖S12‖ ≤
√
ϑ1g
(xTA−10 AA
−1
0 x)
1/2
|(xTA−10 (∂iA)A−10 x)di=1|
Since |xTA−10 (∂iA)A−10 x| ≤
√
dϑ2x
TA−10 A
−1
0 x we have |(xTA−10 (∂iA)A−10 x)di=1| ≤ dϑ2xT
A−10 A
−1
0 x. Hence, using x
TA−10 AA
−1
0 x ≥ ϑ−11 xTA−10 A−10 x, g ≤ ϑ21 and xTA−10 A−10 x ≤ ϑ1σ2
we obtain
‖S12‖ ≤ ϑ1gdϑ2(xTA−10 A−10 x)1/2 ≤ dϑ7/21 ϑ2σ.
Note that for any matrix C we have by ellipticity of A the estimate ξTACξ ≤ ϑ1‖C‖ξTAξ.
Hence, we obtain
|ξTS3ξ| ≤ 1
2
ξTAξϑ1‖S10 + S11 + S12‖ ≤ 4dϑ11/21 ϑ2σξTAξ. (12)
From Ineq. (11) and (12) we conclude that |ξTMAσ ξ| = |ξT(S5 + S3 + ST3 )ξ| ≤ σCMξTAξ.
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In order to prove the bound |FAw | ≤ CF we use the formulas FAw = ψ(σ)FAσ − σψ′(σ) and
FA0σ = d − 2 from Lemma 3.1, our previous bound |FAσ − FA0σ | ≤ σC ′F , ψ′(σ) = µψ(σ),
ψ(σ) ≤ eµ
√
ϑ1 and σ ≤ √ϑ1 on B1 to obtain
|FAw | ≤ ψ(σ)
(∣∣FAσ − FA0σ ∣∣+ ∣∣FA0σ − σµ∣∣) ≤ CF .
For our last bound |L0ψ(σ)| ≤ Cψ/σ we note that ∇ψ(σ) = µeµσσ−1A−10 x, use the product
rule for the divergence and Eq. (9) to obtain
−L0ψ(σ) = div(A∇ψ(σ)) = µ
(
∇
(
eµσ
σ
)T
AA−10 x+
eµσ
σ
div(AA−10 x)
)
= µeµσ
(
µ
σ2
xTA−10 AA
−1
0 x−
1
σ3
xTA−10 AA
−1
0 x+
1
σ
div(AA−10 x)
)
= µeµσ
xTA−10 AA
−1
0 x
σ3
(
µσ − 1 + d+ (FAσ − FA0σ )
)
.
The result follows from xTA−10 AA
−1
0 x ≤ ϑ21σ2, σ ≤
√
ϑ1 and |FAσ − FA0σ | ≤ σC ′F .
4. Proof of Theorem 2.1
As mentioned in the introduction, the proof of Theorem 2.1 is based on ideas from [EV03,
BK05]. One might think that once the quantitative bounds from Section 3 are at hand, the
result is obtained simply by following the existing proofs [EV03, BK05]. However, due to the
fact that we want to have an explicit dependence on all the parameters and also treat the
case κ = 1 with additional gradient term in the lower bound at the same time (in the sense of
Ineq. (1)), we need to employ non-trivial extensions of the techniques used in the mentioned
papers. More precisely, the proof of Carleman estimate in [EV03] has the gradient term in
the lower bound which is sometimes needed in the applications, but the non-scaled version is
valid on Bκ \ {0} with undetermined κ < 1, and the proof does not allow for a scaling which
keeps the constants explicit. The Carleman estimate in [BK05], on the other hand, is valid
on the whole punctured unit ball in the non-scaled version, but the gradient cannot be easily
preserved without breaking the proof. Our extension of their techniques addresses this issue.
First we prove a special case of the theorem and assume that
u ∈ C∞c (B1 \ {0}), ρ = 1, b, c ≡ 0, and u is real-valued. (13)
Note that in this case we have L = L0. The general case then follows by regularization,
scaling, the fact that Carleman estimates are stable under first order perturbations, and by
adding the obtained Carleman estimate for Reu and Imu. These steps are carried out in
detail at the end of this section.
We set f = w−αu. The following lemma can be found in [EV03, MRV11]. For completeness
we give a proof in Appendix B.
Lemma 4.1. For all α > 0 we have
I1 :=
∫
w2
∇wTA∇w (w
−αL0u)2
≥ 4α
∫
(∇f)TMAw∇f − α
∫
FAw L0(f
2) + 4α2
∫ ∇wTA∇w
w2
D2f . (14)
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We start the proof by providing a lower bound on the first term of the right hand side of
Ineq. (14). With the notation
∇˜f := ∇f − ∇σ∇σ
T
∇σTA∇σA∇f = ∇f −
∇w∇wT
∇wTA∇wA∇f
we have ( ∇σ∇σT
∇σTA∇σA∇f
)T
A∇˜f = 0,
and using the first identity of Lemma 3.1 we obtain
∇fTMAw∇f = ψ(σ)∇fTMAσ ∇f + σψ′(σ)∇fTA∇˜f
= ψ(σ)∇fTMAσ ∇f + σψ′(σ)
(
∇˜f + ∇σ∇σ
T
∇σTA∇σA∇f
)T
A∇˜f
= ψ(σ)∇fTMAσ ∇f + σψ′(σ)∇˜fTA∇˜f.
Now using MAσ ∇σ = 0 established in Lemma 3.1 and the fact that MAσ is symmetric, we
obtain
∇fTMAw∇f = ψ(σ)∇˜fTMAσ ∇˜f + σψ′(σ)∇˜fTA∇˜f.
From Proposition 3.2 we obtain for almost all x ∈ B1
∇fTMAw∇f ≥
(
σψ′(σ)− ψ(σ)σCM
) ∇˜fTA∇˜f. (15)
Using Ineq. (15) we provide a lower bound on the first two terms of the right hand side of
Ineq. (14). Lemma 3.1 implies
FAw = ψ(σ)(d− 2) + ψ(σ)BAσ − ψ′(σ)σ, where BAσ := FAσ − FA0σ . (16)
We use Ineq. (15), Eq. (16), L0(f2) = 2fL0f − 2∇fTA∇f ,
∇fTA∇f = ∇˜fTA∇˜f +
(∇wTA∇f)2
∇wTA∇w (17)
and Green’s theorem, i.e.
∫
uL0v =
∫ ∇uTA∇v for u, v ∈ C2c (B1), to obtain
I2 := 4α
∫
(∇f)TMAw∇f − α
∫
FAw L0(f
2)
≥ 4α
∫ (
σψ′(σ)− ψ(σ)σCM
) ∇˜fTA∇˜f − (d− 2)α ∫ f2L0ψ(σ)
− 2α
∫ (
ψ(σ)BAσ − ψ′(σ)σ
)(
fL0f − ∇˜fTA∇˜f − (∇w
TA∇f)2
∇wTA∇w
)
.
We apply Eq. (34) to obtain
I2 ≥ 2α
∫ (
σψ′(σ)− 2ψ(σ)σCM + ψ(σ)BAσ
) ∇˜fTA∇˜f
12
− 2α3
∫ (
ψ(σ)BAσ − ψ′(σ)σ
) ∇wTA∇w
w2
f2 −R1, (18)
where
R1 := (d− 2)α
∫
f2L0ψ(σ) + 4α
2
∫ (
ψ(σ)BAσ − ψ′(σ)σ
)
fDf
∇wTA∇w
w2
− 2α
∫ (
ψ(σ)BAσ − ψ′(σ)σ
) [(∇wTA∇f)2
∇wTA∇w − w
−αfL0u
]
.
From Lemma 4.1 and Eq. (18) we infer that
R1 +
∫
w2
∇wTA∇w (w
−αL0u)2 ≥ 2α
∫ (
σψ′(σ)− 2ψ(σ)σCM + ψ(σ)BAσ
) ∇˜fTA∇˜f
− 2α3
∫ (
ψ(σ)BAσ − ψ′(σ)σ
) ∇wTA∇w
w2
f2 + 4α2
∫ ∇wTA∇w
w2
D2f .
We use the identity ψ′ = µψ and the estimate |BAσ | ≤ CMσ from Proposition 3.2 and obtain
with the notation Cµ := µ− 3CM
R1 +
∫
w2
∇wTA∇w (w
−αL0u)2 ≥ 2αCµ
∫
σψ(σ)∇˜fTA∇˜f
+ 2α3Cµ
∫
σψ(σ)
∇wTA∇w
w2
f2 + 4α2
∫ ∇wTA∇w
w2
D2f . (19)
Note that µ−BAσ /σ > µ− 3CM = Cµ > 0 by our assumption on µ and Proposition 3.2. The
identities (17),
∇fTA∇f = w−2α∇uTA∇u+ α2w−2f2∇wTA∇w − 2αw−α−1f∇wTA∇u
= w−2α∇uTA∇u− α2w−2f2∇wTA∇w − 2αw−1f∇wTA∇f
and
f∇wTA∇f = fw−1Df∇wTA∇w − 1
2
f2w−1FAw∇wTA∇w
imply
∇˜fTA∇˜f = w−2α∇uTA∇u− α2w−2f2∇wTA∇w − 2αfw−2Df∇wTA∇w
+ αw−2f2FAw∇wTA∇w −
(∇wTA∇f)2
∇wTA∇w .
Combining this with Ineq. (19), and using σ ≥ w, ψ ≥ 1 and the bound FAw ≥ −CF from
Proposition 3.2, we derive at
R2 +
∫
w2
∇wTA∇w (w
−αL0u)2 ≥ 2αCµ
∫
w−2α+1∇uTA∇u
− 2CµCFα2
∫
σψ(σ)
∇wTA∇w
w2
f2 + 4α2
∫ ∇wTA∇w
w2
D2f , (20)
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where
R2 := (d− 2)α
∫
f2L0ψ(σ) + 4α
2
∫ (
ψ(σ)BAσ − ψ′(σ)σ + Cµσψ(σ)
)
fDf
∇wTA∇w
w2
− 2α
∫ (
ψ(σ)BAσ − ψ′(σ)σ
) [(∇wTA∇f)2
∇wTA∇w − w
−αfL0u
]
+ 2Cµα
∫
σψ(σ)
(∇wTA∇f)2
∇wTA∇w .
We drop the (positive) term 2αCµ
∫
σψ(σ)∇˜fTA∇˜f in Ineq. (19) and add the inequality
obtained in this way with Ineq. (20). This gives us
R+
∫
w2
∇wTA∇w (w
−αL0u)2 ≥ αCµ
∫
w−2α+1∇uTA∇u
+ α2(α− CF )Cµ
∫
σψ(σ)
∇wTA∇w
w2
f2 + 4α2
∫ ∇wTA∇w
w2
D2f , (21)
where R := (R1 +R2)/2 is given by
R = (d− 2)α
∫
f2L0ψ(σ) + 4α
2
∫ (
ψ(σ)BAσ − ψ′(σ)σ +
Cµ
2
σψ(σ)
)
fDf
∇wTA∇w
w2
− 2α
∫ (
ψ(σ)BAσ − ψ′(σ)σ −
Cµ
2
σψ(σ)
)
(∇wTA∇f)2
∇wTA∇w
+ 2α
∫ (
ψ(σ)BAσ − ψ′(σ)σ
)
w−αfL0u.
Next we provide an upper bound on |R|. Inequality |BAσ | ≤ CMσ from Proposition 3.2 and
our assumption µ > 3CM imply the estimates∣∣∣∣BAσσ − µ+ Cµ2
∣∣∣∣ = ∣∣∣∣BAσσ − µ2 − 3CM2
∣∣∣∣ ≤ 43µ,∣∣∣∣BAσσ − µ− Cµ2
∣∣∣∣ = ∣∣∣∣BAσσ − 32µ+ 32CM
∣∣∣∣ ≤ 32µ− 12CM ≤ 32µ
and |BAσ /σ − µ| ≤ 4µ/3. Hence, using |L0ψ(σ)| ≤ Cψ/σ from Proposition 3.2, w ≤ σ,
ψ′ = µψ, σ ≤ µ1w, ψ(σ) ≤ eµ
√
ϑ1 and ∇wTA∇w ≤ (ϕ′(σ))2ϑ21 ≤ ϑ21 we obtain
|R| ≤ Cψdα
∫
f2
w
+ 3αµµ1e
µ
√
ϑ1
∫ (
2αϑ21
|fDf |
w
+ w
(∇wTA∇f)2
∇wTA∇w + w
1−α|fL0u|
)
≤ K
[
α
∫
f2
w
+ α2
∫ |fDf |
w
+ α
∫
w
(∇wTA∇f)2
∇wTA∇w + α
∫
w1−α|fL0u|
]
,
where
K := max
{
dCψ, 6µµ1e
µ
√
ϑ1ϑ21
}
≤ 6dµµ1eµ
√
ϑ1ϑ21
(√
ϑ1(C
′
F + µ) + d
)
.
Using (a− b)2 ≤ 2a2 + 2b2, ∇wTA∇w ≤ ϑ21 and w ≤ σ ≤
√
ϑ1 on B1, we obtain
w
ϑ21
(∇wTA∇f)2
∇wTA∇w ≤ w
(∇wTA∇f)2
(∇wTA∇w)2 ≤ 2
D2f
w
+
C2F
2
f2
w
≤ 2
√
ϑ1
D2f
w2
+
C2F
2
f2
w
.
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Furthermore, for all t > 0 we have∫
f2 ≤
√
ϑ1
∫
f2
w
,
α
∫
w1−α|fL0u| ≤
√
ϑ1α
2
2
∫
f2
w
+
1
2
∫
w2−2α|L0u|2, and∫
w−1|fDf | ≤ t
∫
w−1f2 +
√
ϑ1
4t
∫
w−2D2f .
Hence,
|R|
K
≤ α
(
1 + αt+
C2Fϑ
2
1
2
+
α
√
ϑ1
2
)∫
w−1f2
+ α
(
α
√
ϑ1
4t
+ 2ϑ
5/2
1
)∫
w−2D2f +
1
2
∫
w2−2α|L0u|2. (22)
From Ineq. (21), σψ(σ) ≥ w, the bound ∇wTA∇w ≥ ϑ−21 µ−21 e−2µ
√
ϑ1 and Ineq. (22), we
finally obtain
K1
∫
w2−2α|L0u|2 ≥ K2
∫
w−1f2 +K3
∫
w−2D2f +K4
∫
w−2α+1∇uTA∇u, (23)
where
K1 := K/2 + (ϑ1µ1)
2e2µ
√
ϑ1 ,
K2 := Cµ
e−2µ
√
ϑ1
(ϑ1µ1)2
α3 −
[
CµCF
e−2µ
√
ϑ1
(ϑ1µ1)2
+K
(
t+
√
ϑ1
2
)]
α2 −K
[
1 +
C2Fϑ
2
1
2
]
α,
K3 :=
[
4
e−2µ
√
ϑ1
(ϑ1µ1)2
−K
√
ϑ1
4t
]
α2 − 2Kϑ5/21 α and
K4 := Cµα.
Now we choose t large enough, such that the coefficient of α2 in K3 is positive, and thereafter
we choose α sufficiently large, such that K3 is non-negative. Our particular choice is
t = t1 :=
1
8
Kϑ
5/2
1 µ
2
1e
2µ
√
ϑ1 and α ≥ Kϑ9/21 µ21e2µ
√
ϑ1 =: α1.
Then
K3 = 2
e−2µ
√
ϑ1
(ϑ1µ1)2
α2 − 2Kϑ5/21 α ≥ 0
and Ineq. (23) implies
K1
∫
w2−2α|L0u|2 ≥ K2
∫
w−1f2 +K4
∫
w−2α+1∇uTA∇u. (24)
If additionally
α ≥ q
p
+
√
q2
p2
+
2r
p
=: α2,
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where
p := Cµ
e−2µ
√
ϑ1
(ϑ1µ1)2
, q := CµCF
e−2µ
√
ϑ1
(ϑ1µ1)2
+K
(
t1 +
√
ϑ1
2
)
, r := K
(
1 +
C2Fϑ
2
1
2
)
,
then
K2 ≥ 1
2
Cµ
e−2µ
√
ϑ1
(ϑ1µ1)2
α3 =: K5α
3.
Moreover, it can be shown that α1 ≤ α2. By using min{K5, Cµ} = K5 we obtain from
Ineq. (24) for all α ≥ αˆ0
α3
∫
w−1−2αu2 + α
∫
w−2α+1∇uTA∇u ≤ Cˆ
∫
w2−2α
(
L0u
)2
, (25)
where
αˆ0 = αˆ0(d, ϑ1, ϑ2, µ) := max{α1, α2} = α2 and Cˆ = Cˆ(d, ϑ1, ϑ2, µ) := K1
K5
.
This proves Theorem 2.1 in case (13).
Now we lift the restriction that u ∈ C∞c (B1 \ {0}) and assume that u ∈ W 2,2(Rd) real-
valued with support in B1 \ {0}. Let φ be a non-negative and real-valued function in C∞c (Rd)
with the properties that ‖φ‖1 = 1 and suppφ ⊂ B1. For ε > 0 we define φε : Rd → R+0 by
φε(x) = ε
−dφ(x/ε). The function φε belongs to C∞c (Rd) and satisfies suppφε ⊂ Bε. Now
define
uε = φε ∗ u, uε(x) =
∫
Rd
φε(x− y)u(y)dy.
If ε is small enough, say ε ∈ (0, ε0), then uε ∈ C∞c (B1 \ {0}), see [Zie89, Theorem 1.6.1].
Hence we can apply Ineq. (25) to the function uε. By definition we have
L0uε = −
d∑
i,j=1
∂i(a
ij∂j(φε ∗ u)) = −
d∑
i,j=1
(
∂ia
ij
)
(φε ∗ ∂ju)−
d∑
i,j=1
aij (φε ∗ ∂i∂ju) .
Since ∂ju and ∂i∂ju are elements of L2(Rd), [Zie89, Theorem 1.6.1 (iii)] tells us that φε∗∂ju→
∂ju and φε ∗ ∂i∂ju→ ∂i∂ju in L2(Rd) as ε tends to zero. Hence L0uε → L0u in L2 as ε→ 0.
Since obviously ∇uε → ∇u and uε → u in L2 as ε→ 0, and w−1 is bounded both from below
and above on suppuε uniformly for all ε ∈ (0, ε0), we obtain Ineq. (25) for u ∈ W 2,2(Rd)
real-valued with support in B1 \ {0} in the case b, c ≡ 0.
Now we lift the restriction on ρ and assume that ρ > 0 arbitrary and u ∈W 2,2(Rd) real-
valued with support in Bρ\{0}. We introduce the scaled coefficient functions a˜ij(x) := aij(ρx)
on B1, and define the scaled elliptic operator
L˜0 := −
d∑
i,j=1
∂i
(
a˜ij∂j
)
.
Obviously, the Lipschitz constant of L˜0 is ρϑ2 and the ellipticity constant is ϑ1. By our
assumption on µ, we can apply Ineq. (25) to the function u˜ : B1 → R, u˜(x) := u(ρx), and
obtain for all α ≥ α˜0
α
∫
w˜1−2α∇u˜TA∇u˜+ α3
∫
w˜−1−2αu˜2 ≤ C˜
∫
Rd
w˜2−2α
(
L˜0u˜
)2
,
16
where
α˜0 := αˆ0(d, ϑ1, ρϑ2, µ), C˜ := Cˆ(d, ϑ1, ρϑ2, µ) (26)
and w˜(x) := w(ρx) for x ∈ B1. Note w = wρ,µ = ϕ(σ(x/ρ)) and hence w˜(x) = w1,µ(x). By
the change of variables y = xρ, we obtain for all α ≥ α˜0
αρ2
∫
w1−2α∇uTA∇u+ α3
∫
w−1−2αu2 ≤ C˜ρ4
∫
Rd
w2−2α
(
L0u˜
)2
, (27)
which proves the theorem in the case u ∈W 2,2(Rd) real-valued with support in Bρ \ {0} and
b, c ≡ 0.
Now we lift the restriction that u is real-valued and, i.e. we allow complex-valued functions.
We apply Ineq. (27) to the real part Reu and imaginary part Imu and add these two
inequalities. We obtain Ineq. (27) for u ∈W 2,2(Rd) complex-valued, since ∇ and L0 commute
with Re and Im, A is positive, and (∇Reu)TA(∇Reu) + (∇ Imu)TA(∇ Imu) = ∇uTA∇u.
Finally we lift the restriction on b and c. Let u ∈ W 2,2(Rd) be complex-valued with
support in Bρ \ {0} and let b, c ∈ L∞(Bρ) be arbitrary complex valued functions. From
|a1 + a2 + a3|2 ≤ 3(|a1|2 + |a2|2 + |a3|2) for complex numbers ai we obtain
|L0u|2 ≤ 3
(|Lu|2 + |bT∇u|2 + |cu|2) ≤ 3 (|Lu|2 + ‖b‖2∞ϑ1∇uTA∇u+ ‖c‖2∞|u|2) .
By Ineq. (27) and w(x) ≤ √ϑ1 on Bρ, it follows that for all α ≥ α˜0 we have
αρ2
∫
w−2α+1∇uTA∇u+ α3
∫
w−1−2α|u|2 ≤ 3C˜ρ4
∫
w2−2α |Lu|2
+ 3C˜ρ4‖b‖2∞ϑ3/21
∫
w1−2α∇uTA∇u+ 3C˜ρ4‖c‖2∞ϑ3/21
∫
w−1−2α|u|2.
Now we can subsume the two last terms on the right hand side into the left hand side by
choosing α sufficiently large. In particular, setting
C := 6C˜ and α0 := max
{
α˜0, Cρ
2‖b‖2∞ϑ3/21 , C1/3ρ4/3‖c‖2/3∞
√
ϑ1
}
, (28)
we obtain the statement of the theorem for all α ≥ α0 and all u ∈W 2,2(Rd) with support in
Bρ \ {0}.
A. Proof of Lemma 3.1
First we prove the fourth relation. We use ∇wTA∇w = σ−2ϕ′(σ)2xTA−10 AA−10 x,
− L0w = ϕ′′(σ) 1
σ2
xTA−10 AA
−1
0 x− ϕ′(σ)
[
xTA−10 AA
−1
0 x
σ3
− div
(
AA−10 x
)
σ
]
(29)
and since ρ = 1
σψ′(σ) = 1− w
σϕ′(σ)
− wϕ
′′(σ)
ϕ′(σ)2
, (30)
and obtain
FAw = −1 +
wϕ′′(σ)
ϕ′(σ)2
− w
σϕ′(σ)
+
wσ div
(
AA−10 x
)
ϕ′(σ)xTA−10 AA
−1
0 x
. (31)
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Note that w = ϕ ◦ σ and Eq. (29) with ϕ replaced by the identity reads
− L0σ = −σ−3xTA−10 AA−10 x+ σ−1 div
(
AA−10 x
)
. (32)
Using ∇σTA∇σ = σ−2xTA−10 AA−10 x and Eq. (32) we have by the definition of FAσ
div(AA−10 x) =
xTA−10 AA
−1
0 x
σ2
(FAσ + 2). (33)
From Eq. (30), Eq. (31), Eq. (33) and the definition of ψ we obtain FAw = −σψ′(σ)+ψ(σ)FAσ ,
i.e. the fourth estimate of Lemma 3.1.
The fifth identity of Lemma 3.1 FA0σ = d − 2 is a direct consequence of ∇σTA∇σ =
σ−2xTA−10 AA
−1
0 x, σ
2 = xTA−10 x and Eq. (32).
We now turn to the proof of the first relation. By definition we haveMAw = S˜1+S˜2+S˜3+S˜T3
where
S˜1 := −1
2
FAwA, S˜2 :=
1
2
div
(
hAw ◦A
)
, and S˜3 := −1
2
AD(hAw).
For the first summand we have, using the fourth identity of Lemma 3.1,
S˜1 = −1
2
(
ψ(σ)FAσ − σψ′(σ)
)
A.
For the second term we calculate using the chain rule and the product rule for the divergence
S˜2 =
1
2
div
(
ϕ(σ)
σϕ′(σ)
σA∇σ
∇σTA∇σ ◦A
)
=
1
2
σψ′(σ)A+
1
2
ψ(σ) div
(
σA∇σ
∇σTA∇σ ◦A
)
.
For the third summand we use the chain rule to see that D(hAw) = D(ψ(σ)hAσ ). Hence, by
the product rule
S˜3 = −1
2
ψ(σ)AD(hAσ )−
1
2
Aψ′(σ)(∇σ)(hAσ )T.
Putting everything together we obtain that
MAw = ψ(σ)M
A
σ + σψ
′(σ)A− ψ
′(σ)
2
(
A(∇σ)(hAσ )T + hAσ (∇σ)TA
)
= ψ(σ)MAσ + σψ
′(σ)
[
A− 1
2
(
A
∇σ∇σ⊥
∇σ⊥A∇σA+A
∇σ∇σ⊥
∇σ⊥A∇σA
)]
.
To prove the second relation MA0σ = 0 we have by hA0σ = x
div (x ◦A0) = dA0 and D(hAσ ) = I.
Hence, using FA0σ = d− 2 we obtain
MA0σ = −
1
2
FA0σ A0 +
1
2
div
(
hAσ ◦A0
)− 1
2
A0D(h
A
σ )−
1
2
D(hAσ )
TA0 = 0.
For the proof of the third relation we infer from the proof of Proposition 3.2 that MAσ =
(MAσ −MA0σ A−10 A) = (S5 + S3 + ST3 ). Moreover, we have that 2S5 = S7 + S8 + 2S9 and
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2S3 = −A(S10 + S11 + S12). We rearrange the terms, recall that g = σ2/xTA−10 AA−10 x and
∂kA = (∂ka
ij)di,j=1, set v = (x
TA−10 (∂kA)A
−1
0 x)
d
k=1, use D(AA
−1
0 x) = A
−1
0 A+ C, where
C =
( d∑
k=1
(∂ia
jk)eTkA
−1
0 x
)d
i,j=1
,
and obtain that MAσ =
∑6
i=1 Ti with
T1 :=
g
2
[
(∇aij)TAA−10 x
]d
i,j=1
− g
2
CTA,
T2 :=
gA
2xTA−10 AA
−1
0 x
vxTA−10 A−
g
2
AC,
T3 := − gA
xTA−10 AA
−1
0 x
xTA−10 AA
−1
0 AA
−1
0 x+
g
xTA−10 AA
−1
0 x
AA−10 xx
TA−10 AA
−1
0 A,
T4 :=
g
xTA−10 AA
−1
0 x
AA−10 AA
−1
0 xx
TA−10 A− gAA−10 A,
T5 := 2A− 2
xTA−10 AA
−1
0 x
AA−10 xx
TA−10 A,
T6 :=
g
2xTA−10 AA
−1
0 x
AA−10 xv
TA− gA
2xTA−10 AA
−1
0 x
vTAA−10 x.
If we multiply from the right with ∇σ = σ−1A−10 x, then one easily sees that Ti = 0,
i ∈ {3, 4, 5, 6}. It remains to show that T1∇σ = T2∇σ = 0. For this purpose, we calculate([
(∇aik)TAA−10 x
]d
i,k=1
A−10 x
)
j
=
∑
k
∑
i
∂ia
jkeTi AA
−1
0 xe
T
kA
−1
0 x
=
∑
i
eTi AA
−1
0 xCij = (C
TAA−10 x)j ,
hence
[
(∇aij)TAA−10 x
]d
i,j=1
A−10 x = C
TAA−10 x and T1∇σ = 0.
For T2∇σ we calculate
(CA−10 x)i =
d∑
j,k=1
eTj A
−1
0 x∂ia
jkeTkA
−1
0 x = x
TA−10 (∂iA)A
−1
0 x = vi
and obtain
T2∇σ = g
2σ
Av − g
2σ
ACA−10 x =
g
2σ
A(v − CA−10 x) = 0.
B. Proof of Lemma 4.1
We recall that f = w−αu and calculate
−w−αL0u = α(α− 1)w−2f∇wTA∇w + 2αw−1∇fTA∇w − αfw−1L0w − L0f
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= −L0f + α2fw−2∇wTA∇w + 2αw−2(∇wTA∇w)Df . (34)
Hence,
I1 =
∫ (
4α2
∇wTA∇w
w2
D2f − 4αDfL0f + 4α3
∇wTA∇w
w2
Dff
)
+ P, (35)
where
P :=
∫ (
α2
√
∇wTA∇w
w
f − w√
∇wTA∇w
L0f
)2
≥ 0.
We use Green’s formula, i.e.
∫
uL0v =
∫ ∇uTA∇v for functions u, v ∈ C20(B1), and obtain
for the third term in Eq. (35)∫ ∇wTA∇w
w2
Dff =
∫
f
w
∇wTA∇f −
∫
f2
2w
L0w −
∫
f2
2w2
∇wTA∇w
=
∫
f
w
∇wTA∇f −
∫
f2
2w2
∇wTA∇w −
∫
∇
(
f2
2w
)T
A∇w.
By the quotient rule, the last term equals to the sum of the two first terms. Hence,∫ ∇wTA∇w
w2
Dff = 0.
For the second term in Eq. (35) we have
4α
∫
DfL0f = 4α
∫
w
∇wTA∇f
∇wTA∇wL0f + 2α
∫
FAw fL0f.
By Green’s formula, we have
2α
∫
FAw fL0f = 2α
∫
∇(FAw f)TA∇f = 2α
∫
f∇fTA∇FAw + 2α
∫
FAw∇fTA∇f
= α
∫
(∇FAw )TA∇(f2) + 2α
∫
FAw∇fTA∇f
= α
∫
FAw L0(f
2) + 2α
∫
FAw∇fTA∇f.
Hence, the second term in Eq. (35) reads
4α
∫
DfL0f = 4α
∫
w
∇wTA∇f
∇wTA∇wL0f + 2α
∫
FAw∇fTA∇f + α
∫
FAw L0(f
2). (36)
From Rellich’s identity [Neč12, Eq. (5.2)] we obtain∫
(hAw)
T∇fL0f = −1
2
∫
∇fTB∇f, (37)
where
hAw =
wA∇w
∇wTA∇w and B := div(h
A
wA)−AD(hAw)−D(hAw)TA.
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From Eq. (36) and (37) we obtain
4α
∫
DfL0f = −2α
∫
∇fTB∇f + 2α
∫
FAw∇fTA∇f + α
∫
FAw L0(f
2).
By definition of MAw this gives
−4α
∫
DfL0f = 4α
∫
(∇f)TMAw∇f − α
∫
FAw L0(f
2).
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