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Abstract. Built on the basis of the methods developed for Princeton WordNet (PWN) and 
EuroWordNet, Arabic WordNet (AWN) has been an interesting project which combines WordNet 
structure compliance with Arabic particularities. In this paper, some AWN shortcomings related to 
coverage and usability are addressed. The use of AWN in Question/Answering (Q/A) helped us to 
deeply evaluate the resource from an experience-based perspective. Accordingly, an enrichment of 
AWN was built by semi-automatically extending its content. Indeed, existing approaches and/or 
resources developed for other languages were adapted and used for AWN. The experiments 
conducted in Arabic Q/A have shown an improvement of both AWN coverage as well as usability. 
Concerning coverage, a great amount of Named Entities (NEs) extracted from YAGO were 
connected with corresponding AWN synsets. Also, a significant number of new verbs and nouns 
(including Broken Plural forms) were added. In terms of usability, thanks to the use of AWN, the 
performance for the AWN-based Q/A application registered an overall improvement with respect 
to the following three measures: accuracy (+9.27% improvement), mean reciprocal rank (+3.6 
improvement) and number of answered questions (+12.79% improvement). 
Keywords. Arabic WordNet, hyponymy  extraction, maximal frequent sequence, 
WordNet-based application 
1 Introduction 
The last decade witnessed experiences in building over 40 wordnets (WNs), aiming for better 
coverage of main concepts and semantic relations and giving rise to many development methods to 
overcome several known wordnet challenges. These challenges became more conspicuous when 
dealing with languages less commonly addressed by Natural Language Processing (NLP) research. 
The latter case includes, among others, Arabic and Hebrew, the most prominent members of the 
Semitic family.    
Construction of Arabic WordNet (AWN) (El kateb et al. 2006) followed the general trend, 
leveraging the methods developed for Princeton WordNet (PWN) (Fellbaum 1998) and 
EuroWordNet (Vossen 1998). The result was a linguistic and semantic resource that complies with 
the WN structure while considering some specificities of Arabic such as entry vocalization, 
Broken (irregular) Plurals (BP) and roots. The first release of this resource may well be viewed as 
a valuable step in terms of the following findings: 
• The most common concepts and word-senses in PWN 2.0 have been considered in 
AWN. 
• AWN provides some culture-specific senses. For instance, the word sense CDEFGHا ضرأ 
(The land of Egypt), which is commonly used in Arabic to refer to the country “Egypt”, 
belongs to the synset “COPِرRTُVْWُ” (republic).1 
• AWN is designed and linked to PWN synsets so that its use in a cross-language context 
is possible. 
                                                 
1 In this paper, we use the Buckwalter transliteration (see http://www.qamus.org/transliteration.htm) 
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• Similarly to other wordnets, AWN is connected to SUMO (Suggested Upper Merged 
Ontology) (Niles and Pease, 2001; Niles and Pease, 2003; Black et al., 2006). A 
significant number of AWN synsets was, indeed, linked to their corresponding concepts 
in SUMO. Statistics show that 6,556 synsets in AWN (65.56% of the synsets) are linked 
to 659 concepts in SUMO (65.9% out of 1000 concepts). Definitions that are provided 
by SUMO and its related domain-specific ontologies can be of great interest, 
complementing the information contained in AWN (SUMO also covers the Arabic 
culture domain).  
Before releasing AWN, the lack of linguistic resources had always been an obstacle to the 
development of efficient and large scale Arabic NLP systems. Once released, AWN quickly 
gained attention and became known in the Arabic NLP community as one of the rare freely 
available lexical and semantic resources.  
Nearly five years now since the AWN project was launched, we have found it interesting to 
evaluate the resource in terms of two aspects: coverage and usability. Concerning AWN coverage, 
it seems logical to begin by comparing AWN contents with those of a lexicon covering modern 
standard Arabic and with other wordnets. AWN contains around 18,925 Arabic word-senses2 
belonging to roughly 9,698 synsets,3 very poor content indeed in comparison to other wordnets. 
Table 1 presents a comparison among Arabic, Spanish4 and English5 WordNets contents, as well 
as the estimated ratio of the number of word lemmas in each Wordnet to the number of words in 
large lexical resources corresponding to each language.6   
Table 1 Comparison of AWN content with an Arabic lexicon and other WNs 
Figures Arabic Spanish English 
WN Synsets 9,698 57,424 117,659 
WN Word-Senses 18,925 106,566 206,941 
WN Word Lemmas (WL) 11,634 67,273 155,287 
Language Lemmas (LL) 119,693 104,000 230,000 
Ratio lemmas (WL/LL) 9.7% 64.7% 67.5% 
Ratio Word-lemmas (WN/English WN) 7.5% 43.3% 100.0% 
Ratio Synsets (WN/English WN) 8.2% 48.8% 100.0% 
Ratio Word-senses (WN/English WN) 9.1% 51.5% 100.0% 
 
Table 1 shows that (i) on the one hand, the released AWN contains only 9.7% of the estimated 
number of word lemmas in the Arabic lexicon considered (versus 67.5% for the English WN and 
64.7% for the Spanish WN), which in turn represent roughly 7.5% of those existing in English 
WN; and (ii) on the other hand, the number of synsets in AWN represents only 8.2% of the 
English WN synsets (versus 48.8% for Spanish WN). 
The link between word lemmas and synsets is established through word-sense pairs that 
represent 9.1% of what exists in English WN (51.5% in the case of Spanish WN). Furthermore, 
AWN synsets are linked by only three kinds of relations (hyponymy, synonymy and equivalence), 
versus the seven semantic relations used in English WN (which also include antonymy and 
meronymy, among others). 
In previous work (Alotaiby et al. 2009), experiments conducted on nearly 600 million tokens 
from the Arabic Gigaword corpus (Graff 2007) and the English Gigaword corpus (Graff et al. 
2007) showed that the total number of Arabic word types needed in any application is 1.76 times 
greater than that of English word types required for the same application. On the basis of the 
foregoing statistics, it is clear that AWN coverage is limited compared to the DIINAR.1 lexicon 
                                                 
2 In WordNet, a word lemma that appears in n synsets has n word-senses. 
3 AWN statistics are extracted from the AWN browser and database available at: 
http://www.globalwordnet.org/AWN/AWNBrowser.html 
4 Spanish WN 1.6 statistics are extracted from the MultiWordNet project, see: 
http://multiwordnet.fbk.eu/online/multiwordnet-report.php 
5 English WordNet 3.0 statistics are extracted from: 
http://wordnet.princeton.edu/wordnet/man/wnstats.7WN.html 
6 The considered lexical resources are: DIINAR.1 lexicon for Arabic which presents the advantage of 
containing voweled and lemmatized entries that exist in the language, the Spanish lexicon and the British 
English Source Lexicon (BESL) for English (both are large and contain morphological information). The 
three resources are published by ELRA (statistics are extracted from http://catalog.elra.info). 
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for Arabic and to other WNs. Therefore, one may question the usefulness of the resource and its 
response to the needs of different applications. 
Another point that deserves mention is AWN usability. While the efficacy of other WNs (e.g., 
English and Spanish) in different sophisticated NLP applications has been proven through several 
research efforts and experimental results (Kim et al. 2006; Wagner 2005), AWN was considered in 
just a few applications. In fact, AWN was only used and cited as:  
• a comparative resource to evaluate a Web-based technique for building a lexicon 
from hypernymy relations with hierarchical structure for Arabic (Elghamry 2008); 
• a resource for Query Expansion (El Amine 2009); 
• a resource to be linked to the PanLex 2.5 which is a database that represents 
assertions about the meanings of expressions (Baldwin et al. 2010); 7 
• a source of information for building an Arabic lexicon by incorporating traditional 
works on Qur’anic vocabulary (Sharaf 2009); 
• a promising resource that (i) allows the exploration of the impact of semantic features 
on the Arabic Named Entities Recognition (NER) task (Benajiba et al. 2009) and (ii) 
improves the question analysis module in the Arabic Question/Answering (Q/A) 
system called QASAL (Brini et al. 2009a; Brini et al. 2009b). 
In summary, AWN presents many advantages, including WN structure compliance, mapping to 
other ontologies and consideration of some Arabic specificities; nevertheless, its patent coverage 
weaknesses explain its use in just a few projects. Currently, world-wide interest in the 
development of WNs is increasing. As a matter of fact, the last edition of the Global WordNet 
conference8 revealed around 55 projects related to new WN construction, existing WNs 
enrichment, WNs and lexical resources integration, WN applications and other WN efforts. The 
AWN project will have to keep up with such dynamism. 
The goal of this research is therefore to contribute to the development of a second release of 
AWN by enhancing its coverage and promoting its usability in the context of an Arabic Q/A 
system. The work is three-fold: 
• The first phase of this research deals with AWN usability in Arabic Q/A; 
• The second phase consists in analyzing the inefficiency of using AWN for Arabic 
Q/A;   
• The third phase is an extension of AWN coverage.  
Jointly, the three phases aim to explore different possibilities for extending AWN coverage so 
as to increase the usefulness of AWN for Arabic NLP in general, while satisfying the specific need 
to achieve the best performance possible for Arabic Q/A.  
This paper is organized as follows: Section 2 analyzes AWN weaknesses. It also presents a 
resource-based and a process-based extension of AWN content and It ends by giving a summary of 
the observed coverage gains. Section 3 highlights how AWN was integrated into a Query 
Expansion (QE) process used in an Arabic Q/A application; then, it presents the new achievements 
after the AWN extended version has been used. Finally, in Section 4, the main conclusions of our 
work are drawn and a list of some future works is previewed.  
2 Semi-automatic Extension of AWN Coverage 
In order to address the main lines to be followed in extending AWN coverage for promotion of 
its usability, a detailed analysis of AWN content is required. There is also a need to identify the 
gap between this content and what is required by NLP applications, such as Arabic Q/A, in terms 
of resource coverage. The first part of this section presents an analysis of AWN content 
undertaken on the basis of various statistics. The second part explains how semi-automatic 
extension can be performed through both resource-based and process-based approaches.  
                                                 
7 http://utilika.org/info/panlex-db-design.pdf 
8 The conference has been held every two years since 2004. The most recent was the 2012 edition 
(http://lang.cs.tut.ac.jp/gwc2012/). 
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2.1 Analyzing AWN Weakness 
To make the AWN coverage described in Table 1 more precise, detailed figures about the 
number of AWN synsets and words are presented in Table 2 with an emphasis on the following 
three elements:   
• Nouns and verbs, as the main Common Linguistic Categories (CLC); 
• Named Entities (NEs), as one of the most important types of dynamic information to 
link with the AWN resource, since AWN is designed for various Arabic NLP 
applications and domains, including the Web, where NEs are widely used; 
• Broken plurals, as a linguistic characteristic mainly specific to Arabic, which are 
formed by changing the word pattern, not by using regular suffixation. AWN can be 
used in different NLP applications, particularly, in Information Retrieval, but the 
Arabic light stemming algorithms that are reported to be effective in this field do not 
extract the correct stem for BP (Goweder and De Roeck 2001). The use of lexical 
resources that integrate these BP forms can resolve such problems. It makes sense 
therefore to devote more attention to the enrichment of AWN in terms of BP forms.  
Table 2 Detailed AWN statistics 
CLC 
Dynamic 
information 
Arabic-specific 
characteristic Figures 
Nouns Verbs Named Entities Broken Plurals 
No. AWN Synsets 7,162 2,536 1,155 126 
No. AWN Word-senses 13,330 5,595 1,426 405 
No. AWN Distinct Lemmas 9,059 2,575 1,426 120 
No. Baseline Lexicon Lemmas (BLL) 100,236 19,457 11,403 9,565 
Percentage AWN Lemmas/BLL 9.0% 13.2% 12.5% 1.3% 
 
In Table 2, we compare the number of lemmas in AWN with DIINAAR.1 as a baseline lexicon 
(Abbès et al. 2004). This comparison shows that, with respect to the three elements under 
consideration (CLC, Dynamic Information, etc.), the gap between the two lexical resources is 
significant. In fact, lemmas in AWN account for only around 9% of nouns and 13.2% of verbs in 
the baseline lexicon. For dynamic information, this percentage is about 12.5%. The BP forms, 
peculiar to Arabic, are hardly covered in AWN: it only contains 1.25% of similar forms in the 
baseline lexicon.    
In previous work (Abouenour et al. 2009a), detailed in Section 3, we were interested in the 
usability of AWN for Arabic Q/A systems. AWN helped us to improve the quality of passage 
ranking. For each user question, the underlying process tries to retrieve passages from the Web 
most likely to contain the expected answer. Our process is mainly based on a Query Expansion 
(QE) module which is applied to each question keyword. This module works following two steps: 
(i) the identification of the AWN synsets that concern the given keyword; and (ii) the extraction of 
new terms semantically related to the given keyword from AWN. Consequently, the overall 
performance of the AWN-based approach will be impacted by two factors: (i) non-coverage of 
question keywords by AWN, so that the first step can not be applied, and (ii) extraction, in the 
second step, of a limited number of related terms. In order to evaluate AWN in relation to these 
two factors, we analyzed 2,264 translated questions extracted from CLEF9 and TREC.10 The 
results obtained are given in Table 3. Note that the figures of the last four rows of the table were 
manually calculated.  
Data in Table 3 show that we were able to apply the AWN-based QE process to only 65% of 
the questions considered in that study—the remaining 35% contained keywords that were not 
covered by AWN—and that the keywords covered can be expanded by, on average, 4 
corresponding synonyms from AWN. 
 
 
                                                 
9 Conference and Labs of the Evaluation Forum: http://www.clef-campaign.org 
10 Text REtrieval Conference: http://trec.nist.gov/data/qa.html 
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Table 3 Analysis of the AWN coverage for the CLEF and TREC questions 
Indicators CLEF TREC Overall % 
No. Questions 764 1,500 2,264  - 
No. Questions covered by AWN 612 858 1,470 64.93% 
Avg. AWN word lemmas per question 3.65 4.26 4  - 
No. Questions Not Covered (QNC) by AWN 152 642 794 35.07% 
QNC with NE keywords 127 420 547 68.89% 
QNC with Verb keywords 44 262 306 38.54% 
QNC with Noun keywords 81 508 589 74.18% 
QNC with Broken Plural keywords 0 18 18 2.27% 
 
A more in-depth analysis of the results in Table 3 reveals that over 74% of the questions not 
covered by AWN contain noun word lemmas, around 69% include NEs and roughly 39% are 
composed of at least one verb. We can also notice that BP forms (the irregular form of plural) are 
present in over 2% of these questions (only 120 such forms exist in AWN: this represents around 
1.71% of the well-known existing BP lists).  For example, the TREC question “ abc defو hiاj k
 غEbmnPاjHا؟ ” (When did the Reichstag fires happen?) is formulated with three keywords: the verb 
“qfو” (happen), the BP “ hiاjk ” (fires) and the NE “غEbmnPاjHا” (Reichstag). Since none of these 
keywords exists in AWN, the question can not be extended using the QE process. 
The figure from our Q/A study displays the AWN weaknesses previously pointed out and 
highlights the need to expand its coverage. To extend AWN content, particular interest was 
attached to semi-automatic methods among the most commonly used by researchers when 
enriching wordnets. These methods help to avoid the limitations of: (i) the manual approach, 
which consumes time and effort and tends to result in low coverage resources; and (ii) the 
automatic approach, which raises the coverage to the detriment of accuracy and confidence. In the 
following subsections, we propose two types of AWN extension: (i) Resource-based extension of 
NEs and verbs using existing English resources, and (ii) Process-based extension of nouns using a 
hyponymy pattern recognition process. The fact that the second extension is process-based 
explains why the corresponding subsection is more detailed.  
2.2  Resource-based AWN extension 
      Diab (2004) already proposed a resource-based AWN extension by means of Arabic English 
parallel corpora and English WordNet. In this subsection, we also extend AWN on the basis of 
existing English resources. Rather than using parallel corpora in recovering the Arabic side, we 
have explored using the Google Translation tool which can provide good results when processing 
unique entries (NEs or verbs). 
2.2.1   Named Entities Extension using the YAGO Ontology 
Various research efforts have aimed at extending wordnets with NEs. Indeed, adding new NEs 
synsets to WN is of paramount importance in the field of NLP because it allows using this unique 
resource for NE recognition and other tasks. Toral et al. (2008) automatically extended PWN 2.1 
with NEs using Wikipedia. NEs in Wikipedia are identified and integrated in a resource called 
Named Entity WordNet, after a mapping performed between the is-a hierarchy in PWN and the 
Wikipedia categories. Al Khalifa and Rodriguez (2009) also demonstrated that it is possible to 
enrich NEs in AWN by using the Arabic Wikipedia: in that work, experiments showed that 93.3% 
of automatically recovered NE synsets were correct. However, due to the small size of the Arabic 
Wikipedia, only 3,854 Arabic NEs could be added.  
One way to tackle monolingual resource scarcity problems is to use available resources in one 
language to extend existing WordNet in another, as was done by Benoît and Darja (2008) for 
French WN.  
In a previous work (Abouenour et al. 2010b),11 we proposed a technique that allows enriching 
the NE content in AWN on the basis of the large English NE ontology called YAGO12 (Suchanek 
                                                 
11 This work was conducted under the framework of the bilateral Spain-Morocco research project AECID-
PCI C/026728/09 (PI Horacio Rodriguez, Technical University of Catalonia). 
12 Yet Another Great Ontology: available at http://www.mpi-inf.mpg.de/YAGO-naga/YAGO/downloads.html 
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et al. 2007). In fact, the high coverage of NEs in YAGO (around 3 million), the claimed 95% 
accuracy, the mapping with WordNet, the connection with SUMO and further advantages have led 
us to investigate the degree to which it would be useful to translate the content of YAGO into 
Arabic and integrate it into AWN. The proposed technique is composed of three steps:  
(i) The translation of YAGO entities into Arabic instances by means of Google Translation API 
(GTA).13 Based on the manual checking of 1,000 translated NEs, we have observed that this 
automatic translation has attained an accuracy of 98.2% when applied to a one or two-word NE.  
(ii) The extraction of candidate AWN synsets to be associated with the created instances. It was 
possible to add the translated YAGO entities to AWN through two kinds of mappings:  
• Firstly, the WordNet synsets corresponding to a given YAGO entity are extracted using 
the facts involving the YAGO “TYPE” relation (in YAGO, there are 16 million facts for 
this relation); the AWN synsets corresponding to the identified WordNet synsets are then 
connected with the given entity. For example, the YAGO entity “Abraham_Lincoln” 
appears in three facts for the YAGO “TYPE” relation; from these facts, the three English 
WN synsets “president”, “lawyer” and “person” are extracted. Hence, the YAGO entity 
“tHRGFuH مEهاjxا” (i.e., Abraham Lincoln) can be added as an instance corresponding 
respectively to AWN synsets identified by “َِر” (president), “ِآَو ، !ِ"#َ!ُ ،م"#َ!ُ” (lawyer, 
attorney) and “ن"'َ)ِْإ ،+,ْ-َ” (person, human); 
• The second kind of mapping consists in supposing that the arguments of some YAGO 
relations can be systematically added to AWN as instances of specific synsets. For 
example, the second argument of the YAGO relation “bornIn” is likely to be an instance 
of the AWN synset “CFPyc” (city : identified by madiynap_n1AR in AWN). Following this 
idea, we have specified for a set of 19 YAGO relations (out of 99) whether the first or the 
second argument of the relation should be used and which AWN synset to link should be 
linked to it. Using this mapping, 331,851 candidate NEs have been extracted and passed 
on to the validation process.  
(iii) The automatic validation of NE links to corresponding AWN synsets. This step aims at 
eliminating incorrect mappings as well as wrongly translated entities. For instance, in YAGO, the 
entity “Association_for_Computing_Machinery” is present in the second argument of the relation 
“isLeaderOf”. Therefore, with respect to the evident mapping (the first kind described in (ii) 
above), this entity is a candidate for being an instance of the synset yzx (country : balad_n1AR). 
Using the Yahoo API, we extract the Web snippets that match the exact expression “ ت|}ا CueVW yzx
C~EHا” (Association for Computing Machinery country). The given entity is then added in the 
AWN extension only if the number of extracted snippets exceeds a specific threshold (set 
heuristically to 100).  
After applying this technique on the three million YAGO entities, we found out that it was 
possible to keep 433,339 instances (145,135 NEs thanks to the first mapping and 288,204 NEs 
from the second mapping) that were connected with 2,366 corresponding AWN synsets. This 
number represents around 38,000 times the number of existing NE instances in AWN. Table 4 
presents statistics of NE classes that were augmented in AWN. 
Table 4 Statistics of NE classes augmented in AWN 
Cat. ID NE categories Number % 
1 PERSON 163,534 37.7% 
2 LOCATION 73,342 16.9% 
3 EVENT 14,258 3.3% 
4 PRODUCT 14,148 3.3% 
5 NATURAL OBJECT 8,512 2,0% 
6 ORGANIZATION 8,371 1.9% 
7 FACILITY 4,312 1,0% 
8 UNIT 3,513 0.8% 
 Sub Total 289,990 66.9% 
9 OTHER 143,348 33.1% 
 Total 433,339 100% 
                                                 
13 http://code.google.com/p/google-api-translate-java/ 
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As shown in Table 4, 66.9% of the NEs that were linked to AWN synsets are classified under 8 
categories. The most frequent are PERSON (37.7%) and LOCATION (16.9%). The remaining 
NEs (33.1%) are grouped under the OTHER category.  
Most of the added PERSON entities are foreign names; however, this will not impact the 
experimental process using TREC and CLEF questions containing the same nature of names. Also, 
we did not investigate using an Arabic NER system as alternative to the resource-based approach 
so as to avoid any eventual inaccuracy of such a system. 
The feasibility of enriching AWN coverage by NEs coming from YAGO was investigated. 
Nevertheless, we understand that building an Arabic YAGO linked to the English one could 
presumably be the most suitable option for dynamic information such as NEs. The interesting 
amount of NEs that we have linked to AWN synsets will at least help in considering their mapping 
to already existing PWN NEs. 
2.2.2 Verb Content Extension using VerbNet and Unified Verb Index  
Rodriguez et al. (2008a) have investigated two possible approaches for extending AWN. In 
both cases, purpose was just to show the potential usefulness of such approaches for semi-
automatic extension of the resource. In both works, it was reported that the results were very 
encouraging, especially when compared with the results of applying the eight EuroWordNet 
heuristics (Vossen 1998). However, further experiments are needed in order to add number of 
words to AWN synsets. The first approach deals with lexical and morphological rules, while the 
second considers Bayesian Network as an inferencing mechanism for scoring the set of candidate 
associations (Rodriguez et al. 2008b). The Bayesian Network doubles the number of candidates of 
the previous heuristics approach (554 vs. 272).  
In our own work, in order to enrich the verb content in AWN, we have followed a two-step 
approach inspired by what was proposed by Rodriguez et al. (2008a). The first step consists in 
proposing new verbs to add to AWN; the second step aims at attaching these newly proposed 
verbs to corresponding AWN synsets.  
Considering the first step, while Rodriguez and his colleagues made use of a very limited but 
highly productive set of lexical rules in order to produce regular verbal derivative forms, we got 
these forms by translating the current content of VerbNet (Kipper-Schuler 2006) into the Arabic 
language. Our reasons were two-fold:  
(i)  To avoid the validation step where we need to filter the noise caused by overgeneration of 
derivative verb forms (unused forms can be generated);  
(ii) To allow advanced AWN-based NLP applications to use the syntactic and semantic 
information about verb classes in VerbNet and their mappings to other resources such as FrameNet 
(Baker et al. 2003) and PropBank (Palmer et al. 2005).  
The translation concerned the 4,826 VerbNet verbs distributed into 313 classes and subclasses. 
After the process of translating every single verb using the Google Translation Web page  (note 
that, unlike GTA, this translation Web page can provide more than one possible translation for a 
unique verb entry), a manual validation was performed to check the correctness of the translation, 
and to choose the verb lemmas to be added to AWN.  Thanks to this semi-automatic process, we 
were able to have 6,654 verbs for consideration in the next step. The same process was applied on 
verbs covered by the Unified Verb Index (UVI).  
In the second step, the attachment of Arabic verbs with AWN synsets was done by setting a 
graph which connects each Arabic verb with the corresponding English verbs that are present in 
PWN. Figure 1 illustrates this step: A stands for the Arabic verb, Ej for the English verb number j, 
Si for PWN synset number i and Sai for AWN synset number i. 
As Figure 1 shows, each English verb can be connected to different PWN synsets. Then they 
are connected with their equivalent synsets in AWN. After building the graph connecting each 
Arabic verb with the corresponding PWN synsets through English verbs, the relevant connections 
were selected by applying 3 of the 5 graph heuristics adopted in (Rodriguez et al. 2008a). We set 
the limit at the third heuristic because the percentage of noise attachment increases starting from 
the fourth heuristic and even more after applying the fifth one. 
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Fig. 1 Enrichment of verbs in AWN and their attachment to synsets 
Let us recall the definition of each heuristic as described in that work: 
• Heuristic 1: If a unique path AES exists (i.e., A is only translated as E), and E is 
monosemous (i.e., it is associated with a single synset), then the output tuple <A, S> 
is tagged as 1; 
• Heuristic 2: If multiple paths AE1S and AE2S exist (i.e., A is translated as E1 or E2 
and both E1 and E2 are associated with S among other possible associations) then the 
output tuple <A,S> is tagged as 2; 
• Heuristic 3: If S in AES has a semantic relation to one or more synsets, S1, S2 … 
that have already been associated with an Arabic word on the basis of either Heuristic 
1 or Heuristic 2, then the output tuple <A, S> is tagged as 3; 
• Heuristic 4: If S in AES has some semantic relation with S1, S2 … where S1, S2 
… belong to the set of synsets that have already been associated with related Arabic 
words, then the output tuple <A, S> is tagged as 4; 
• Heuristic 5: Heuristic 5 is the same as Heuristic 4 except that there are multiple 
translations E1, E2, … of A and, for each translation Ei there are possibly multiple 
associated synsets Si1, Si2, …. In this case the output tuple <A, S> is tagged as 5. 
Note that tags 1, 2 and 3 help in identifying the <A, S> tuple generated by the first, second and 
third heuristic respectively. Table 5 presents the results obtained using the described verb 
extension process. 
Table 5 Results of the AWN verb extension process 
VerbNet UVI  
Number Percentage Number Percentage 
Total 
Considered Arabic verbs 6,654 - 3,431 - 10,085 
Connected Arabic verbs 5,329 80.09% 1,115 31,13% 6,444 
Verbs existing in AWN 2,760 41.48% 542 15,80% 3,302 
Newly Added Verbs (NAV) 2,569 38.61% 573 16,70% 3,142 
       - NAV with Heuristic 1 184 2,77% 129 3,76% 313 
       - NAV with Heuristic 2 158 2,37% 43 1,25% 201 
       - NAV with Heuristic 3 2,227 33,47% 401 11,69% 2,628 
Connected AWN synsets 1,361 - 1,906 - 3,267 
 
As we can see from Table 5, our process succeeded in connecting 5,329 of the Arabic verbs 
translated from VerbNet with the corresponding AWN synsets (1,361 distinct synsets). Even 
though around 41.5% of these verbs (2,760 verbs) already existed in the current release of AWN, 
the process added new synset attachments for them. The remaining 2,569 verbs were not in AWN 
and could be added. Heuristic 1 allowed the generation of a few but accurate verbs and 
attachments (2.77%), whereas Heuristic 3 succeeded in coming up with a higher number of less 
relevant verbs (33.47%). With respect to the verbs generated from UVI, the overall newly 
connected verbs were 6,444, 3,142 of which were new additions. 
 
 
 
A 
E1 
E2 
Ej 
S1 
Si 
Sa1 
Sai 
Graph 
VerbNet/UVI 
English Verbs 
<English Verb, Arabic Verbs> Apply 3 Heuristics 
Semi-automatic Translation 
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2.3 Process-based AWN extension  
Relying on resource-based extension is not the only line of investigation for enriching 
wordnets. Process-based semi-automatic techniques have also been adopted by researchers in 
order to refine the hyponymy relation in wordnets, as well as to add new noun and verb synsets 
(Hearst 1992; Costa and Seco 2008; Tjong Kim Sang and Hofmann 2007). Hyponymy discovery 
is another useful direction for wordnet enrichment that allows the automatic extraction of 
hyponym/hypernym pairs from text resources such as the Web. For instance, A and B form a 
hyponym/hypernym pair if the meaning of B covers the meaning of A and is broader (Tjong Kim 
Sang and Hofmann 2007). There have been many attempts aimed at automatic acquisition of such 
hyponymy pairs. Hearst (1992) was among the first researchers to have proposed and investigated 
a pattern-based approach in order to resolve this problem. This approach consists mainly in using a 
set of lexical and syntactic patterns to generate a list of concepts linked using the considered 
semantic relation. For instance, in English, the pattern “X including Y1 (, Y2, ...., and |or Yn)” 
helps to identify the nouns Y1, ...., Yn as candidate hyponyms of the noun X. For example, 
“cinema” and “drawing” can be extracted as hyponyms of “arts” from the text “The institute 
focuses on different arts including cinema and drawing”. It was reported that adopting these kinds 
of pattern-based approaches allows the harvesting of semantic relations in general and hyponymy 
particularly in languages such as English (Pantel et al. 2006; Snow et al. 2005), Spanish (Ortega-
Mendoza et al. 2007) and Dutch (Tjong Kim Sang and Hofmann 2007).  
As for Arabic, there have been few such attempts in comparison to other languages like 
English. The work of Elghamry (2008), which proposed an unsupervised method to create a 
corpus-based hypernym/hyponym lexicon with partial hierarchical structure, is one of these few 
attempts. In that work, the acquisition process was bootstrapped relying on the lexico-syntactic 
pattern “ ex X c Y1…Yn” (some X such as Y1,…Yn). The effectiveness of the suggested 
method was demonstrated through a comparison between the extracted entries with those of AWN, 
but a single lexico-syntactic pattern (“ ex X c Y1…Yn”) was used. This limitation had two 
causes: (i) it was reported that Arabic patterns which are equivalent to those proposed in (Hearst 
1992) do not give significant results and (ii) there was no Arabic parser available to facilitate the 
detection of noun phrases in the context of the other patterns. With the availability of Open Source 
Arabic syntactic parsers like the Stanford Arabic Parser,14 the latter reason is no longer valid: such 
syntactic parsers can reduce the noise generated by a long list of Arabic lexico-syntactic patterns. 
In line with the above-mentioned research efforts for Arabic and other languages, our aim is to 
augment the coverage of AWN noun synsets (currently there are 7,162 noun synsets versus 82,115 
in English WN) while simultaneously enriching the hyponymy (is-a) relation between these 
synsets. The two-step method proposed by Ortega-Mendoza et al. (2007) and García-Blasco et al. 
(2010) was adapted to achieve the target enrichment. Figure 2 illustrates the general architecture of 
our approach. 
 
 
  
 
 
 
 
 
 
 
Fig. 2 General architecture for Arabic Hyponym/Hypernym pairs detection 
                                                 
14 http://nlp.stanford.edu/software/lex-parser.shtml 
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Figure 2 depicts the two-step method. It can be summarized as follows: 
• Step 1: Identify hyponymy patterns over snippets retrieved from the Web. These snippets  
         match a set of queries formed by hypernym/hyponym pairs; 
• Step 2: Instantiate the identified patterns. The instantiation is performed by searching for  
         hypernym/hyponym pairs that match the given pattern. 
The following subsections present how these steps have been implemented for the Arabic 
language as well as the results obtained. 
2.3.1   Identifying lexico-syntactic patterns 
According to Ortega-Mendoza et al. (2007), we need a seed list of hypernym/hyponym pairs to 
be used as queries. In our case, we have built this list from the synsets existing in AWN. For 
instance, the synset (fan~ / art) tّ is described by the following synonyms: (<inotaAj_fan~iy : 
artistic production) ِFّ جEbDِْإ, (AibodaAE_fan~iy : artistic innovation) F عاyxِْا and  (fan~ / art) tّ. 
Figure 3 shows the context of this synset in the AWN hierarchy using the hyponymy relation. 
 
 
 
Fig. 3 Context of the synset fan~ in the hierarchy of AWN 
As Figure 3 shows, only two hyponyms of the synset (fan~ / art) tّ are present in the current 
version of AWN, namely “sculpture” and “drawing”. In English WordNet 3.0, 13 hyponyms 
(gastronomy, perfumery, origami, etc.) exist under the equivalent synset (art).  
To know about how this synset appears together with its hyponyms in a text, we have queried 
the Web with a set of hand-coded hyponymy patterns instantiated using the given synset and its 
hyponyms. Table 6 describes the used queries and sample snippets obtained as results. 
Table 6  Sample snippets obtained using instantiated patterns as queries 
Instantiated 
pattern  
(in Arabic) 
Instantiated pattern  
(in English) 
Sample of obtained 
snippets 
Sample of obtained 
snippets   (in English) 
6#) tc Hذ ju و 
78 
sculpture and other arts   نRFHا مyfأ tc dFHا t
  EًRFو اًرEbDا Eهjآأو
HEeHا... 
Sculpture is one of the 
oldest arts, the most 
widespread and diverse 
in the world... 
78ا  C E¡ ىj¡
6#) 
other art in particular 
sculpture 
  dFHا tو CcE نRFHا 
 هأ tc j~beP C E¡
 قy¤x ¥Ge bHا ت|E¦VHا
ت§E ¨HEx... 
Generally, the arts and in 
particular sculpture, are 
one of the most 
important areas that truly 
reflect deep 
interactions... 
87 راj az ىj¡ا 
6#) 
other arts such as 
sculpture 
  tHا راj az tHا yاRf
aDEcوjHا وأ a©Pj|ا ... 
The rules of art such as 
Greek or Roman arts... 
 ª«ه هأ tc78 كEFه 
:;ر 
drawing is one of the 
most important arts 
  نRFzH Czbnc تEuF© كEFه
Hاو CuzuGbHا e¦ bHا j
ءاR jHا  تE§b¡|ا 
... 
There are different 
techniques of Fine Arts 
and painting that make 
the differences ... 
 
As we can see from Table 6, the hypernym is usually used in its plural form which can be 
generated by adding specific suffixes (for instance –arts- نRF is the sound plural of t –art- ). This 
is similar to other languages such as English. According to some research on large Arabic corpora 
(Goweder and De Roeck 2001; Boudelaa and Gaskell 2002), BP forms constitute around 10% of 
texts, and BP forms account for 41% of the different plural forms used in texts. Therefore, we used 
BP forms to automatically extract patterns and built a list of seed hypernym/hyponym pairs 
starting from the AWN synsets which have a BP form.  
Since the current version of AWN contains only a few BP forms, we decided to begin 
enriching AWN by connecting its synsets and words with such new forms. To perform this task 
11 
we relied on 3,000 BP forms extracted from Emad Mohamed’s list15 and automatically connected 
these forms to the corresponding AWN words using the singular entry existing in that list. The 
content of the list as well as the connections so-created were manually validated. In all, we 
connected 1,934 synsets with the corresponding BP form (nearly 24.3% of the AWN noun 
synsets), using 1,696 hypernym/hyponym pairs to identify lexical patterns (the other synsets do 
not appear in relevant number of snippets). A description of the procedure used is oulined below. 
For each seed pair, we extracted from the Web the first 20 distinct snippets corresponding to 
the results returned by the Yahoo! API when using the following request forms: 
“HYPONYM+HYPERNYM” and “HYPERNYM+HYPONYM”. The next challenge was to 
retrieve the relevant lexical patterns from the previously mentioned collection of snippets. 
Currently, different techniques are suitable for such a task. One of these techniques is based on the 
retrieval of the Maximal Frequent Sequences (MFS) of words. In fact, many research works 
(Denicia-Carrel et al. 2006; Ortega-Mendoza et al. 2007; García-Blasco et al. 2010; García-
Hernández et al. 2010) highlighted the usefulness of this technique for pattern discovery over text.  
Following Ahonen-Myka (2002), a sequence is defined as a set of ordered elements (for 
instance, words). The frequency of a sequence of words p is determined by the number of 
sentences that contain p. A sequence is maximal if it is not a subsequence of any other. That is, if it 
does not appear in any other sequence in the same order. MFS are all the sequences that appear in 
β sentences (where β is the defined frequency threshold) and are not subsequences of any other 
MFS. To make these maximal frequent sequences more flexible, García-Hernández (2007) has 
introduced the concept of gap which is defined as the maximum distance that is allowed between 
two words in a MFS. Following this, if we set the gap to 0, the words in the MFS will be adjacent 
words in the original text. For example, <wi0, ...,win>, with ij Є1...k, is a maximal frequent 
sequence of k words, ij = ij-1+1, j > 1, when gap = 0, and ij ≤ ij-1+η +1, when gap 
= η. 
In our work, we adopted MFS for two main reasons: (i) it has achieved higher performance for 
languages such as English and Spanish (Denicia-Carrel et al. 2006; Ortega-Mendoza et al. 2007; 
García-Blasco et al. 2010; García-Hernández et al. 2010), and (ii) it is language-independent, 
which allows us to leverage for Arabic tools that have been developed for the aforementioned 
languages. 
Specifically, we used the MFS-algorithm proposed by García-Blasco et al. (2010). It allows the 
processing of a document collection (that must be just plain text, divided into lines) and searches 
for the MFS on the basis of three parameters introduced before running it:  
• Minimal Frequency (MF): It is the minimum number of times the sequence must 
appear. If a sequence appears twice in the same sentence, it will only count as 1 for the 
frequency; 
• Minimal Length (ML): It is the minimum number of words that must compose the 
sequence; 
• Maximal Gap (MG): It is the maximum distance allowed between two consecutive 
words in the maximal frequent sequence. The greater this value is, the more flexible 
the extracted patterns will be. 
Extracting a high number of hyponymy patterns depends on the coverage of the document 
collection used. In this work, we built a collection from 102,900 snippets corresponding to 1,696 
Web queries (a query is formed from AWN hyponym/hypernym pairs). In order to guarantee the 
correctness of the extracted patterns, we manually evaluated the patterns that resulted from 
applying the MFS-algorithm on a small subset of the collection (5,145 snippets, which represent 
5% of the collection). We used different parameter values while considering the following 
constraints: (i) since a MF>20 only generates 2 candidate patterns and a MF<5 generates an 
excessive number of patterns, we considered a range between 5 and 20 for this parameter, (ii) 
according to the lengths observed in a manually built list of hyponymy patterns, a range between 3 
and 7 was set for MG. Table 7 shows the results of the MFS-algorithm on the small subset of the 
collection. 
As we can see from Table 7, when the parameters are MF=20, ML=2 and MG=7, the algorithm 
(which is applied on the small subset of the collection) is able to generate 27 candidate patterns of 
                                                 
15 http://jones.ling.indiana.edu/~emadnawfal/arabicPlural.txt 
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which 5 patterns (18.52%) are manually qualified as correct hyponymy patterns. This percentage is 
the highest among the different runs corresponding to the different MFS parameters values.  
Table 7  Results of MFS parameter setting in the context of the Arabic language 
 Run 1 Run 2 Run 3 Run 4 Run 5 Run 6 
Minimal Frequency (MF) 20 20 20 15 10 5 
Maximal GAP (MG)  3 5 7 7 7 7 
Minimal Length (ML) 2 2 2 2 2 2 
#Patterns 19 26 27 46 113 1,019 
#Hyponymy Patterns 2 3 5 7 17 135 
%Hyponymy Patterns 10.53% 11.54% 18.52% 15.22% 15.04% 13.25% 
 
Now to apply the MFS-algorithm on the whole collection, it makes sense to maintain the same 
ML and MG parameters values, as they are collection-coverage independent. However, the MF 
has to be changed to 400. Indeed, unlike ML and MG, the MF depends on the collection coverage 
and in our case MF is calculated accordingly (MF=102,900*20/5,145). With these parameter 
values, we succeeded in extracting 23 relevant hyponym patterns from the whole snippet 
collection. These patterns, after manual validation, were used in the pattern instantiation step (step 
2). 
2.3.2 Instantiating Patterns 
The main objective of the pattern instantiation step is to retrieve candidate hyponym/hypernym 
pairs with which to enrich the current AWN hierarchy. Generally, a pattern has one of the two 
following forms: “<Phrase> HYPONYM < Phrase > HYPERNYM” or “HYPERNYM < Phrase > 
HYPONYM < Phrase >”. Instantiating these patterns means that we replace the HYPERNYM part 
by synset names from AWN and the other parts by a wild character (such as *). For instance, the 
pattern  “ tc yPyeHا   HYPR c HYPO” (many HYPR such as HYPO) is instantiated with the synset  
Czا  (Al>slHp  : weapons) which is the BP of ح§ (silAH : weapon). The query resulting from 
this instantiation is: “ tc yPyeHا   Czا  c *”. This query is passed on to the search engine in order 
to retrieve the most relevant and matching snippets. Table 8 lists samples of the extracted snippets. 
Table 8 Sample snippets obtained using the pattern “ tc yPyeHا   HYPR c HYPO”   
Snippets (in Arabic) Translation (in English) 
 بE~|ا yhأ ...·umHا ,E¤eHا :?! Czا 7! @A@BCا ¸Hو
 رEub¡او tuVzeVHا tc ¹bHا Rه tHا رEbDا tc تyh bHا
tumEFVzH راj|ا ©bF | abh ر«x «uc§bHا. ... 
...have many weapons such as stick, sword ... 
ETbHازإو ETx uGbHا tGVP C©»Rc ju تEcRzec يأ . ا«ه و
«Fc ½HE©Hا :j~VRD_2010 ... 1957 ل§¡ tc  ¿uh 
240 مإ ?! Czا 7! @A@BCا جEbDإو jPRÀ CVuV¤. ... 
... developing and producing many weapons 
such as M240 ... 
 زEÁHا c ،CzEf juÁHا CPوEVuGHا Czا ex مynbm
 EuiÃW ه بوjHا 7! @A@BCا نÄ ... ذاذرو عRcyzH umVHا
 ،CPدE¤bfا بE~أ aHإ ةyFbmc Euzآ وأ?!ا Ccز  ... 
... several chemical weapons such as tear gaz ... 
many wars are completely or partially triggered 
by economic causes, such as crisis … 
...  ?! Cz|ا 7! @A@BCا C~ezHا  y¦ م1945 -1939 مEeH
 C~eH Cz|ا tc juGHاو نوETHا qycو ÇPراR¤Hاو تExExyHا
ًاyW ًاyW tآاو ةjuc ... 
... you’ll find in this game many weapons such 
as big tanks, rockets and mortars and lot of 
other weapons ... 
  :?! Czا 7! @A@BCا كEFه
 R,سymVHا,TmHاو سR©Hا,سÉHا,jWEFnHا,فRumHا
 ضاjebË ¸z§H رR  دRWو مyeH Dور«Ë .......ÇHأ,yuzx
ـهرRÀ§H Íumx ... 
... There are many weapons such as swords, 
daggers, ax, bow and arrow, pistol ... 
 ... ~f tc ¸uHإ لR RHا quÀbm tG H , نRGu لEb©Hا
 jWEFnHاو ·umHاو طRmHا ?! Czا 7! @A@BCا ماynbEx
CRFbVHا ىj¡ا Czا tc juGHاو jmHاو سوÏHاو ... 
...using many weapons such as the whip and the 
sword, daggers, axes and magic ... 
 
In Table 8, the words of the pattern are in bold, the synset used for its instantiation is underlined 
while the candidate hyponyms are both underlined and in italic. As we can see, in the above 
example, the left side of the pattern contains the targeted hyponyms. Therefore, a rule-based 
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algorithm was applied in order to analyze the left side and extract from it nouns that could be 
added as hyponyms of the synset Czا. 
The list of the 23 hyponymy patterns identified in the previous step was instantiated using both 
700 AWN synsets (hypernyms) that have BP forms and then using 700 other AWN synsets with 
their Sound Plural (SP) form. Let us recall that only BP forms have been used as seed pairs of the 
hyponymy relation while we used both forms in the instantiation phase. This should allow us to 
determine whether the patterns discovered using a plural form (in our case BP) can be useful in 
identifying hyponyms for the other form (e.g. SP).  Table 9 presents the results obtained. 
Table 9 Experimental results of the AWN noun hyponymy extension 
Measures Using BP Using SP 
Overall/Total 
(distinct) 
#AWN hypernym synsets 700 700 1,400 
#Successful patterns 17 (73.91%) 9 (39.13%) 17 (73.91%) 
#Candidate hyponyms 1,426 828 2,254 
Avg. candidate hyponyms per AWN synset 2.04 1.22 1.61 
#Correct hyponyms 458 (32.12%) 415 (50.12%) 832 (36.91%) 
#AWN hypernym synset with correct hyponyms 94 (13.43%) 191 (27.29%) 284 (40.57%) 
#New correct hyponyms (not existing in AWN) 265 (57.86%) 205 (49.40%) 459 (55.17%) 
#New AWN associations (hypernym/hyponyms) 193 196 359 
 
As depicted in Table 9, instantiating the 23 patterns with BP forms opens up the possibility of 
getting an average of around 2 candidate hyponyms per AWN hypernym synset (versus 1.22 using 
the sound plural form). Note that candidate hyponyms are extracted using a set of automatic rules. 
These candidate hyponyms are then manually validated in order to identify correct hyponyms (2 
persons validated around 2,300 hyponyms within approximately two days). With regard to BP 
forms, around 74% of the patterns considered succeeded in generating correct hyponyms. The list 
of these patterns also includes all the patterns that succeeded with SP forms (9 patterns). The 
difference in pattern accuracy can be explained by the following fact: when using the SP form in 
the query, snippets often contain the singular instead of the plural stem. Therefore, such snippets 
will not be relevant and hardly match the pattern considered. For the BP, the program happens not 
have this confusion. 
The results listed in Table 9 also show that 832 correct hyponyms were identified (roughly 
37% of the candidate hyponyms). About 60% of these could be added to AWN as new synsets. 
Even though the remaining hyponyms already existed in AWN, new hypernym/hyponym 
associations in which they participate could still be added. 
According to Table 9, our process succeeded in generating hyponyms for approximately 41% 
of the 1,400 hypernym synsets considered. The number of hyponyms per hypernym ranges from 1 
to 29. Figure 4 illustrates the distribution of the number of hyponyms per hypernym. 
 
Fig. 4 Distribution of the number 
of hyponyms per hypernym 
 
 
 
 
 
 
 
 
Figure 4 contains two curves, corresponding to BP and SP hyponym generation respectively. 
The first curve reveals that with the BP form, for instance, only one hyponym is extracted for 15 
AWN hypernym synsets. While Table 9 shows that SP forms help in generating correct hyponyms 
for a higher number of AWN synsets (191 vs 94 with BP forms), Figure 4 depicts an unbalanced 
distribution of these hyponyms over these synsets. In fact, for around 54% of the BP forms the 
process succeeded in generating at least 4 correct hyponyms, whereas this percentage did not 
exceed 17.5% for SP forms. To sum up, using both forms as hypernyms guarantees that more 
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AWN synsets will acquire hyponyms, but not with the same accuracy. Table 10 lists the patterns 
that generate a high average of hyponyms per synset. 
Table 10  Top relevant hyponymy patterns 
Pattern English translation Avg. hyponyms per synset 
 tc yPyeHاHYPR c HYPO Many HYPR such as HYPO 1.32 
 tc yPyeHاHYPR ك HYPO Many HYPR for instance HYPO 1.30 
 exHYPR c HYPO Some HYPR such as HYPO 1.13 
HYPR c ىj¡ا HYPO Other HYPR such as HYPO 1.10 
HYPR ك ىj¡ا HYPO Other HYPR for instance HYPO 0.89 
HYPO tc Hذ juو HYPR HYPO and other HYPR 0,88 
 
As shown in Table 10, the best hyponym patterns contain the hypernym part in the middle or at 
the beginning. The experimental results show that we have reached our aim, i.e. to enrich the noun 
content and hierarchy of the AWN. Indeed, thanks to the use of a set of automatically discovered 
patterns (via an MFS-based algorithm), it was possible to add 459 new synsets (which account for 
7.53% of the number of existing noun synsets) and 359 new associations between synsets using 
the hyponymy relation (around 2% of the existing associations).  
The proposed technique is promising since it allows suggesting candidate hyponyms that can be 
validated and integrated under AWN synsets. In principle, this way is faster than adding these 
hyponyms from scratch, especially if we consider the following further possibilities: 
• Extracting new patterns by setting other values for MFS parameters. These patterns 
can help in generating new hyponyms; 
• Using a recursive process in which generated hyponyms play the role of hypernyms. 
Since the technique is relation-independent, it can also be used for enriching AWN by adding new 
relations between synsets such as the meronymy (part of) relation. 
2.4 Coverage of the Enriched AWN Resource 
As described above, it is possible to semi-automatically extend the content of NEs, verbs and 
nouns in AWN. For each case, we made use of and adapted existing approaches and/or resources 
developed for other languages. Thanks to this extension process, we obtained the results 
summarized in Table 11 and Table 12. 
Table 11  Nouns, verbs and NEs Coverage improvement  
Common Linguistic Categories Dynamic Information 
Nouns and Verbs Named Entities 
 
Figures 
  
Original Extended  Added Original Extended Added 
No. AWN Synsets 9,698 10,198 5.2% 1,155 433,339 37,418.5% 
No. AWN Word-senses 18,925 37,463 98.0% 1,426 433,339 30,288.4% 
No. AWN Distinct Lemmas 11,634 15,005 29.0% 1,426 433,339 30,288.4% 
No. Baseline Lexicon 
Lemmas (BLL) 119,693 - - 11,403 - - 
Percentage of AWN 
Lemmas/BLL 9.7% 12.5% 2.8% 12.5% 3,800.2% 3,787.7% 
 
Table 12  BP Coverage 
improvement  
 
 
 
 
 
 
 
Arabic specific characteristic 
Broken Plurals 
 
Figures 
  
Original Extended Added 
No. AWN Synsets 126 1,934 1,434.9% 
No. AWN Word-senses 405 2,682 562.2% 
No. AWN Distinct Lemmas 120 1,395 1,062.5% 
No. Baseline Lexicon Lemmas (BLL) 9,565 - - 
Percentage AWN Lemmas/BLL 1.3% 14.6% 13.3% 
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The results listed in Table 11 and Table 12 show not only the usefulness of the different AWN 
extension techniques, but also the significance and the extent of the new content. The most 
successful outcomes were the addition of the equivalent of 37 thousand times the original number 
of NE synsets (we created a synset per NE lemma and a one-to-one word-sense), as well as the 
large number of new word lemmas (15,005 vs. 11,634 in the original version) and new BP forms 
(1,395 vs. 120 in the original version).  
A low coverage improvement was registered for synsets extension (+5.2%). This low 
increment can be justified as follows: (i) the process used for the automatic extraction of 
hyponyms was not recursively applied in the current work. Indeed, the hyponyms identified by this 
process could be used as hypernyms on which we apply the same process again to extract new 
hyponyms; (ii) the number of extracted snippets was limited to 20 and served as a text collection 
from which new hyponyms were extracted. Considering a higher number of snippets could 
increase the number of candidate hyponyms and therefore that of new AWN candidate synsets too. 
Note that the technique is quite similar to the one used by Snow et al. (2005), in that it extends 
AWN entries with hyponyms on the type level. It does not consider, however, all possible senses 
for a word type.  
With respect to the statistics of the newly proposed AWN release, the previously highlighted 
gap (see Table 1 in Section 1) relative to the Arabic lexicon (i.e. DIINAR.1) and other WNs 
considered is now reduced. Table 13 shows the new comparison. 
Table 13 Comparison of the extended release of AWN with English WN 3.0 and Spanish WN 
Arabic 
Figures 
Original Extended 
Spanish English  
WN Synsets 9,698 10,198 57,424 117,659 
WN Word-Senses 18,925 37,463 106,566 206,941 
WN Word Lemmas (WL) 11,634 15,005 67,273 155,287 
Language Lemmas (LL) 119,693 - 104,000 230,000 
Ratio lemmas (WL/LL) 9.7% 12.5% 64.7% 67.5% 
Ratio Word-lemmas (WN/English WN) 7.5% 9.7% 43.3% 100.0% 
Ratio Synsets (WN/English WN) 8.2% 8.7% 48.8% 100.0% 
Ratio Word-senses (WN/English WN) 9.1% 18.1% 51.5% 100.0% 
 
From Table 13, we can see that the extension of AWN now covers around 12.5% of the 
estimated number of word lemmas in the baseline Arabic lexicon (versus 9.7% without extension). 
Moreover, after the AWN extension, word-senses represent 18.1% of what already exists in 
English WN (versus 8.2% before the extension).  
Since the resources and techniques used for the proposed AWN extension do not make use of 
vowelized text, the validation of the new content must be improved by performing Word Sense 
Disambiguation to introduce the appropriate vowels. The result of this process can help 
lexicographers to further enhance the accuracy of the extension in a later stage.  
For the time being, we have developed a Web interface16 that presents both the original and the 
extended content of AWN in order to allow researchers to explore and/or validate the results of the 
proposed extension. The interface we developed allows: 
• Navigating within the AWN hirerachy (synsets tree); 
• Consulting the general information of a selected synset (words, part-of-speech, etc.); 
• Identifying the source of information (original or extension) using labels (for 
instance, NS for identifying new synsets, NI for new instances, etc.). 
The significance of the new content was also evaluated by conducting new experiments using 
the AWN-based passage retrieval approach for Arabic Question/Answering, with the aim of 
showing the impact of AWN extension on performance in this task. The next section recalls the 
main levels of our approach and the obtained results. 
 
                                                 
16 The Web interface can be viewed at: http://sibawayh.emi.ac.ma/awn_extension. The extended release of 
AWN will also be available after the whole validation process is finished.  
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3. Usability of AWN for Query Expansion 
3.1 AWN-based Question Answering 
Arabic Q/A is one of the rare cases in which AWN is used as a main resource and where 
significant experiments are conducted. To give a clear idea about the approach, let us briefly recall 
that a Q/A system is generally composed of three main modules (Benajiba et al. 2007):  
(i) Question analysis and classification module. In this module a question is analyzed in 
order to extract its keywords, identify the class of the question and the structure of the 
expected answer, form the query to be passed on to the PR module, etc. 
 (ii) Passage Retrieval (PR) module. This module is one of the most important components 
of a Q/A system. The quality of the results returned by such a system depends mainly on 
the quality of the PR module. Indeed, this module uses the query formed by the previous 
module and extracts a list of passages using an Information Retrieval process (generally 
a Search Engine such as Google17 or Yahoo!18). Thereafter, this module has to perform a 
ranking process to improve the relevance of the candidate passages according to the user 
question.  
(iii) Answer Extraction (AE) module. This module tries to extract the answer from the 
candidate passages provided by the previous module. In advanced Q/A systems, this 
module can be designed to formulate the answer from one or many passages.  
To our knowledge, there have been just a few attempts meant to build Arabic Q/A systems. 
Five systems can be mentioned, namely: AQAS (Mohammed et al. 1993), QARAB (Hammou et 
al. 2002), ArabiQA (Benajiba et al. 2007), QASAL (Brini et al. 2009) and AJAS (Kanaan et al. 
2009). These systems are of limited usefulness, especially, with regard to domains covered, nature 
of data processed (structured or unstructured), lack of complete experiments with a significant 
number of questions and/or the number of integrated Q/A modules. Our AWN-based Q/A 
application aims at overcoming these limitations. Our approach focuses on the PR module since 
the AE module will succeed in extracting the expected answer only if the PR ranking is relevant. 
Therefore, our aim is to improve the relevance of the candidate passages generated by this module. 
Two levels in which AWN has a key role are considered (Abouenour et al. 2009b). In the first 
(keyword-based) level, query expansion (QE) is performed on the basis of semantic relations 
between synsets (currently limited to synonymy and hyponymy) and the mapping between these 
synsets and corresponding SUMO concepts. This level tries to improve the recall of the extracted 
passages with respect to the question keywords and their related terms. The second (structure-
based) level refines the relevance of passages by relying on queries that are formed of the question 
structure and its keywords, together with their related terms. At this stage, the relevance of 
passages is measured using a Distance Density N-gram model (Buscaldi et al. 2010) implemented 
by a PR tool called JIRS which is also available for Arabic.19 More details and examples regarding 
this approach can be found in previous works (Abouenour et al. 2009a; Abouenour et al. 2009b). 
Note that the use of JIRS helps in filtering unvowelized related terms that are generated by the 
QE process, which relies on the extended AWN content. Hence, the experiments will not be 
deeply affected by lacks of vowelization in AWN entries.  
3.2 Experimental results 
Following the experimental process described in our previous work (Abouenour et al. 2009b), 
new experiments were re-conducted in order to see whether performance of the AWN-based PR 
approach are improved after extending the content of AWN. It is worth mentioning that this 
experimental process used well-known Q/A measures (accuracy, MRR and number of correctly 
answered questions)20 and that a t-test allowed us to prove the statistical significance of the 
                                                 
17 http://www.google.com 
18 http://www.yahoo.com 
19 http://sourceforge.net/projects/jirs/ 
20 For each question, the accuracy is set to 1 if the correct answer is found in the snippet that is assigned the 
first rank by the process; otherwise it is set to 0. The question is considered correctly answered if the correct 
answer figures in one of the first five snippets. The Mean Reciprocal Rank (MRR) is defined as the average 
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underlying results (Abouenour et al. 2010b). More details about the experimental process, as well 
as questions used, are given in Abouenour et al. (2010b). Table 14 presents the results of the new 
experiments. 
For the sake of comparison, Table 14 also recalls the results that were obtained in Abouenour 
et al. (2010b) with the same 2,224 TREC and CLEF questions (translated into Arabic),21 without 
using the AWN-based approach and after using it. 
Table 14 Results before and after AWN enrichment 
Using  
AWN-based approach 
Measures 
Without 
AWN-based 
approach Original 
AWN 
After NE 
extension 
After Verb 
extension 
After Noun 
extension 
After whole 
extended AWN 
Accuracy 9.66% 17.49% 25.22% 21.34% 19.21% 26.76% 
MRR 3.41 7.98 14.78 13.58 8.55 11.58 
Nr. AQ 20.27% 23.15% 35.05% 23.49% 23.89% 35.94% 
 
As we can see, the accuracy, the MRR and the number of correctly answered questions (AQ) 
were significantly improved after using our approach. Furthermore, the approach exhibited higher 
performance when it was based on the whole extended content of AWN. Indeed, while the original 
content allows the application of the approach on 1,470 questions (64.93% of the collection), the 
extended content raises this number to 1,622 (71.64% of the collection). This brought about an 
increase in the accuracy from 17.49% to 26.76% (both are higher than the 9.66% registered 
without the AWN-based PR approach). The MRR also increased from 7.98 to 11.58 and the 
percentage of answered questions (for which the answer is found in the first five positions) went 
up from 23.15% to 35.94%. The improvement was also observed when considering each of the 
CLEF and TREC sub collections separately with the different types of AWN extension. The 
percentage of questions containing NE keywords is significant (see Table 2), which explains the 
noticeable performance improvement (35% of answered questions) observed when using the AWN 
extended with NEs. Thus, the high number of NEs added to AWN synsets helped us to reach this 
performance. 
The increase in performance is not only due to the possibility of applying the AWN-based 
approach to a higher number of questions, but also to the fact that for each keyword in the question 
a higher number of related terms are now generated thanks to the extension of AWN. For instance, 
in the TREC question “  مE  CÀzmHا جرE¡ وjbEآ لyu ¸x حEÐأ ي«Hا xRGHا رREbآyHا Rه tc1958؟ ” (Who is 
the Cuban dictator who was overthrown by Fidel Castro out of power in 1958?), thanks to the 
AWN extension it was possible to apply the QE process on the verb “حEÐأ” (overthrown) which 
was newly added in AWN under the synset “>asoqaTa_v1AR / Í©ْأ”. This helped us to get the 
right answer “EbmuEx” (Batista) in the first 10 snippets returned by the Yahoo! API. Applying JIRS 
on top of this QE process allows drawing this answer to the first 5 snippets considered in our 
experimental process.  
To summarize, within the scope of the experiment just described, we were able to show an 
improvement in Arabic QA performance using the extended content of AWN instead of the 
original content. This is a concrete example of the usability of the AWN extension. Nevertheless, 
the real usability of the extended resource for this specific task (i.e., Arabic QA) remains a subject 
of future work that will focus on further semantic reasoning based on this resource.  
4. Conclusion and Future Works 
In the present work, we have focused on the main coverage shortcomings in AWN compared 
to a representative Arabic lexicon and to wordnets in other languages. We have also explained 
how these shortcomings impact the usability of this resource and have been the reasons behind its 
limited use in Arabic NLP projects. We presented concrete examples of AWN weaknesses and 
                                                                                                                                     
of the reciprocal ranks of the results for a sample of queries (the reciprocal rank of a query response is the 
multiplicative inverse of the rank of the correct answer). 
21 Available at: http://www.dsic.upv.es/grupos/nle/downloads.html 
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evaluated the impact of this resource on Arabic Q/A. Taking this analysis as point of departure, the 
two-fold aim of the research we reported on was:  
• To propose a new release of AWN through the application of semi-automatic 
extension techniques. Our work allowed us to achieve this aim by means of using, 
adapting and/or applying existing approaches and resources that were developed for 
other languages. We succeeded in suggesting new NEs, verbs and nouns (including 
BP forms) to be added to AWN. We built a new enriched AWN; NEs represent the 
best content improvement since 433,339 instances were  linked to their corresponding 
AWN synsets. This number is nearly 37 thousand times more than the number of NEs 
that exists in the current release of AWN. Furthermore, a significant amount of verbs 
(+122% with respect to the original AWN) was linked to AWN verb synsets. A semi-
automatic extraction of noun hyponyms also allowed extracting new AWN synsets 
and associations. The content of the enriched version of AWN exceeds now the one of 
the Spanish WN. 
• To evaluate the usability of this release in Arabic Q/A. Our evaluation showed that the 
AWN-based PR module registers higher performance in terms of accuracy (+9.27% 
improvement), MRR (+3.6 improvement) and number of answered questions 
(+12.79% improvement) after using the extended AWN. 
The present work presents many advantages, particularly considering the fact that it resulted in: 
(i) the development of AWN by accommodating techniques for its extension and usability, and (ii) 
a contribution to the work undertaken by the Arabic NLP research community by making available 
via a Web interface an enriched lexical and semantic resource that can be used in different 
applications. Future work will focus on enriching AWN with new semantic relations such as 
meronymy, through the use of pattern discovery techniques, adding new information about verb 
synsets (such as root variation), building an Arabic YAGO linked to the English one, releasing the 
extended resource under the same license as the original AWN (CC-by-SA 3.0), conducting 
experiments to deeply evaluate the usefulness of AWN, and introducing this resource in a semantic 
reasoning level of the PR module. 
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