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We investigate the effect of non-paraxiality in the dynamics of dispersive shock waves in the
defocusing nonlinear Schro¨dinger equation. We show that the problem can be described in terms
of a relativistic particle moving in a potential. Lowest order corrections enhance the wave-breaking
and impose a limit to the highest achievable spectrum in an amount experimentally testable.
PACS numbers: 42.70.Mp, 42.25.-p, 42.65.-k
I. INTRODUCTION
Dispersive shock waves (DSWs) have been the sub-
ject of intense research in the field of nonlinear waves,
with specific applications in Bose-Einstein condensation
[1] and nonlinear optics [2], and are part of the large num-
ber of hydrodynamic-like phenomena [3] that are consid-
ered important because of their links with quantum flu-
ids [4], turbulence [5, 6], disordered and curved systems
[7, 8], and their application to laser physics [9].
With specific reference to nonlinear optics, much ef-
fort has been devoted to the formation of the DSWs.
However, all the reported theoretical investigations in
the spatial domain are based on the paraxial approxima-
tion of the propagation equation of the electromagnetic
field, within the validity of the hydrodynamical approach.
Shock waves are highly nonlinear processes that induce
a substantial amount of spectral broadening. We hence
expect that non-paraxial terms are relevant in the devel-
opment of the wave-breaking phenomena. An open issue
is the identification of possible experimental signatures
of these effects. Indeed, non-paraxiality was previously
investigated in the formation of solitons [10–16], however,
so far, non-paraxial DSWs have not been considered.
In this manuscript we investigate theoretically and nu-
merically the effect of non-paraxiality in the DSWs, and
find that it limits the broadening of the spatial spectrum
in the very same way special relativity limits the achiev-
able velocities for a massive particle in the presence of
a conservative force. In recent literature various authors
have outlined analogies between nonlinear optics and rel-
ativistic regimes in the specific case of pulse propagation
[17–20]. Here we extend the analogy to the phenomenon
of the DSWs also in the spatial domain.
This manuscript is organized as follows. In section II,
we review the leading model and the derivation of the
hydrodynamic limit. In section III, we describe the link
with relativistic dynamics and the way this link allows to
predict the maximum phase gradient (velocity) and the
shock point in the one-dimensional (1D) case. In section
IV, we report the numerical simulations of the leading
model in the two-dimensional (2D) case. Conclusions
are drawn in section V.
II. MODEL
At the lowest order of perturbation the non-paraxial
correction to the Foch-Leontovich equation for a paraxial
beam described by a complex envelope A, normalized
such that |A|2 is the optical intensity, can be written as
[14]:
i
∂A
∂Z
+
(∇2X,Y
2k
− ∇
4
X,Y
8k3
)
A+ k
n2
n0
|A|2A = 0, (1)
letting λ be the wavelength, k = 2pin0/λ the wavenum-
ber, n0 the bulk refractive index, and taking a nonlinear
Kerr medium, with refracting index perturbation n2|A|2.
In Eq. (1) we neglect vectorial corrections to the nonlin-
ear term [12, 21], as we make reference to highly nonlin-
ear processes, such as thermal effects and electrostrictive
nonlinearity, for which vectorial effects are known to be
negligible [22, 23].
We consider the evolution of a focused Gaussian beam
with profile at Z = 0, A =
√
I0 exp(−X2/4w20−Y 2/4w20)
where w0 is the beam waist. By introducing the scaled
coordinates (x′, y′, z′) = (X/w0, Y/w0, Z/Ld), with Ld =
kw20 the diffraction length, and the normalized variable
ψ = A/
√
I0, Eq. (1) can be conveniently rewritten as
follows, when n2 < 0 :
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]
ψ − |ψ|2ψ = 0, (2)
where (∇′⊥)2 = ( ∂
2
∂x′2 +
∂2
∂y′2 ), ε =
1
kLd
= λ
2
4π2w2
0
, having
chosen I0 =
n0
kLd|n2|
.
By writing the normalized field as ψ(r′, z′) =√
ρ(r′, z′) exp[iφ(r′, z′)], where r′ =
√
x′2 + y′2, we can
study Eq. (2) in the framework of the WKB approxima-
tion [24–26].
In order to resort to the hydrodynamic approxima-
tion we introduce a small scaling factor η such that
ψ(r, z) =
√
ρ(r, z) exp[iφ(r, z)/η], z → z′/η, and (x, y)→
(x′/η, y′/η); substituting in Eq. (2) we obtain:
iηψz +
η2
2
∇2⊥ψ − ε
η4
8
∇4⊥ψ − |ψ|2ψ = 0 (3)
2where ∇2⊥ = ( ∂
2
∂x2 +
∂2
∂y2 ).
Simple analytical treatment of the problem under con-
sideration can be done in hydrodynamical approximation
in 1D case as detailed in the following. As we are inter-
ested to the experimentally relevant 2D case, we compare
in a later section the following theoretical results with 2D
numerical simulations of Eq. (2).
At the lowest order in η, the hydrodynamical approxi-
mation prescribes a density ρ = ρ(x) independent by the
propagation direction z, hence Eq. (3) reduces to the
following equation for the phase φ:
φz +
1
2
φ2x +
ε
8
φ4x = −ρ(x). (4)
By defining a velocity field as v = φx and differentiating
w.r.t. z, we obtain the following equation:
vz + vvx +
ε
2
v3vx = −∂xρ(x). (5)
We notice that Eq. (5) is formally similar to the Hopf
equation, the solutions of which are known to develop
the wave-breaking phenomenon [27]. Non-paraxiality in-
duces the higher order term v3vx.
III. LINK WITH RELATIVISTIC DYNAMICS
The effect of the non-paraxiality on the shock point is
determined in the following by the method of character-
istic lines [27], which allows us to express the solution
of Eq. (5) in terms of Hamiltonian system of ordinary
differential equations:
dv
dz
= f(x) = −∂xρ(x) = −∂H(x, v)
∂x
dx
dz
= v +
ε
2
v3 =
∂H(x, v)
∂v
,
(6)
where H(x, v) = v
2
2
+ ε
8
v4+ ρ(x) is the conserved Hamil-
tonian, and f(x) = −∂xρ(x), is a conservative force, with
the intensity profile ρ(x) playing the role of the poten-
tial. The non-paraxial term, weighted by ε, gives a con-
tribution which resembles the relativistic correction to
the motion of a particle. In fact, in special relativity the
dynamics of a single particle subject to a conservative
force −∂xρ(x) with rest mass, m0, is given by the Hamil-
tonian HRL(x, v) = γc
2 + ρ(x) with the Lorentz factor
γ = 1/
√
1− v2/c2 and c the velocity of light. In the
limit v << c, HRL(x, v) ≃ m0c2 + m0v
2
2
+ 3m0v
4
8c2 + ρ(x);
in units such that m0 = 1, this gives the Hamiltonian
dynamics (6) with ε = 3/c2.
A. Maximal velocity
The analogy with the relativistic dynamics indicates
that effect of non-paraxiality reduces the spatial spec-
trum resulting from the shock. Indeed the velocity v of
the effective particle corresponds to wavector k of an op-
tical ray. By using the conservation of H(x, v) in (6), the
case of an input beam with a flat phase front, corresponds
to an initial distribution particles with zero velocity po-
sitioned in a potential ρ(x) given by the intensity profile
of the beam. Hence, at z = 0 all the particles have a
distribution of potential energy ρ(x) that, upon prop-
agation, is converted in kinetic energy. The condition
H(x, v) = v2/2 + εv4/8 = ρ(x) gives the maximal veloc-
ity vMAX of a characteristic line originally placed in x.
For the considered Gaussian beam ρ(x) = exp(−x2/2),
the particles located in proximity of the peak intensity
x = 0 have the highest velocity and collide upon propa-
gation with those located at the beam edges causing the
hydrodynamic shock (see Fig. 1(a)). The conservation
of H(x, v) shows that vMAX is reduced when increasing
ε:
vMAX(ε) = vMAX(0)
(
1− ε
4
)
+O(ε2), (7)
with vMAX(0) =
√
2 in the Gaussian case ρ(x) =
exp(−x2/2). Equation (7) predicts that after the shock,
non-paraxial effects limit the maximal achievable veloc-
ity. The distribution of velocity is directly measurable by
the far-field in optical measurements [28].
B. Shock point
As shown in Fig. 1(a) the shock is signaled by the
caustic resulting from the envelope of characteristic lines
at the boundary of the beam. The lines in these re-
gions are parabolic, and starting from a point x0 with
v = 0, they can be analytically approximated by solv-
ing Eq. (6) with f(x) = f(x0) approximately constant,
which gives an estimate of the shock point zS. Consid-
ering two infinitesimally near characteristic lines starting
at x0+dx/2 and x0−dx/2 indicated respectively as x+(z)
and x−(z), the shock point can be found by the condi-
tion x+(z) = x−(z). Eqs. (6) can be solved by direct
integration by taking f(x) = f(x0 ± dx/2), and we have
(x0± ≡ x0 ± dx/2):
x±(z) = f(x0±)
z2
2
+
ε
8
f(x0±)
3z4 + x0±. (8)
In previous work [7], the numerical solutions for ε = 0
have been found, but so far no analytical evaluation of
the shock point has been given. Denoting z0s the shock
point in the paraxial case, we find
z20 = −
2
f(x0)′
=
2
|ρ(x0)′′| (9)
which shows that the shock occurs in the regions where
ρ(x0)
′′ < 0, the prime denoting the differentiation w.r.t.
x. Considering the Gaussian case, the minimum of z0
in Eq. (9) w.r.t. x0 gives the paraxial shock point, i.e.,
3FIG. 1: (a) Characteristic lines after Eq. (6) versus z for
ε = 0.01 and ρ(x) = exp(−x2/2); (b) intensity map in the
plane (x′, z′) as obtained by the 2D-BPM simulations of Eq.
(2) in correspondence of the excitation of DSW with power
P = 130mW, waist w0 = 1µm, and ε = 0.01; (c) histogram
of the distribution of velocities v at z = 4 for ε = 0.01, the
vertical line showing the vmax for ε = 0; (d) vmax vs ε as
obtained by numerical integration of Eq. (6) (continuous line)
and by plotting Eq. (7) (dashed line)
x0 =
√
3 and z0s = exp(3/4) ∼= 2.1, which is in quanti-
tative agreement with numerical simulations previously
reported (as, e.g., in [23]).
In the non-paraxial case, we use ε as a perturbation
parameter and the shock condition x+ = x− gives:
3εf(x)2f(x)′z41 + 4f
′(x)z21 + 8 = 0 (10)
which solved w.r.t. z21 gives:
z21 = −
2
f ′
− 3εf
2
(f ′)2
= z20 −
3εf2
(f ′)2
(11)
by calculating the derivatives f = −ρx and f ′ = −ρxx
and substituting in Eq. (2), this latter can be rewritten
as:
z21 =
2ex
2/2
x2 − 1 − 3ε
x2
(x2 − 1)2 . (12)
In order to calculate the minimum w.r.t. x, we calculate
the derivative of z21 and solve the following equation:
dz21
dx
=
2x
(x2 − 1)2 [e
x2/2(x4 − 4x2 + 3) + 3ε(x2 + 1)] = 0,
(13)
by performing the variable change x =
√
3 + εx1 and
retaining only the leading order in ε, Eq. (13) reduces
to:
dz21
dx
= ε(12 + 4
√
3e3/2x1) = 0 (14)
which gives the minimizing value for x, xMIN =
√
3(1−
0.2ε). Substituting such value in Eq. (11) and retaining
only the leading terms in ε, we obtain:
z1 = e
3/4(1 − 9
8
εe−3/2) = z0s(1− 0.25ε) +O(ε2). (15)
This shows that the shock point is anticipated by the
non-paraxial terms.
By the above theoretical analysis emerges that in the
non paraxial regime the diffraction is much more en-
hanced and hence the nonlinear effect producing the spec-
tral broadening is limited w.r.t. the paraxial case. On
the other hand the enhanced diffraction favours the col-
lisions of the characteristic lines (direction of the propa-
gation energy) and anticipate the position of the shock
point.
IV. NUMERICAL SIMULATIONS
In the following we compare the above 1D theoretical
analysis with the numerical solutions of Eq. (6) obtained
with the characteristics for ρ(x) = exp(−x2/2); the cor-
responding trajectories for ε = 0.01 are shown in Fig.
1(a).
We also test the 1D theory by resorting to 2D beam
propagation method (BPM) to simulate Eq. (2) by con-
sidering the propagation of a 2D Gaussian beam along
the z′ direction in a de-focusing medium (n2 < 04). In
Fig. 1(b) is shown the intensity profile in the (x’,z’) plane
as obtained by the BPM simulations in correspondence
of a DSW excitation with the aim to provide a direct
comparison with Eq. (2).
The characteristic lines allow to retrieve the histogram
of the velocity distribution after the occurrence of the
shock at z = 4 as shown in Fig. 1(c). The large num-
ber of lines with zero velocity corresponds to trajectories
located far away the peak intensity of the beam. Lines
with velocity in the range (0, vMAX) coincide with the
tails of the beam. The many lines with maximal velocity
(v = 1.4) are related to the regions with high intensity.
The maximal velocity in the paraxial case (ε = 0) is indi-
cated by the vertical line and reveals that the relativistic-
like effect limits the maximally achievable velocity vMAX ,
which is shown to linearly decrease with ε (Fig. 1(d)), as
predicted by Eq. (7) (dashed line in Fig. 1(d)).
4FIG. 2: (a-b) Velocity profile versus position after Eq. (6) showing the folding of the wave at the shock for ε = 0 (continuous
line) ε = 0.5 (dashed line) for z = 1.3 (a) and z = 2.7 (b). Notice that the two lines in panel (a) cannot be distinguished; (c)
zS vs ε calculated as the point of maximal vx from the characteristic lines (continuous line) and from Eq. (15) (dashed line).
(d)-(e) The same of panels (a) and (b) obtained by solving the Eq.(2) with the BPM at two different propagation distances:
z′ = 0.05 (d) and z′ = 0.1 (e);(f) shock point z′s vs P calculated as the point of maximal phase steepness for ε = 0 (continuous
line) and ε = 0.03 (dashed line). The inset shows the phase steepness, S, vs the propagation direction z′ for different P and
for ε = 0 (continuous lines) and ε = 0.01 (dashed line)
In Fig. 2(a) and Fig. 2(b), we show the velocity pro-
files vs position x in the paraxial (ε = 0, continuous line)
and non-paraxial case (ε = 0.5, dashed line) at z = 1.3
(a) and z = 2.7 (b). Note that the folding in the non-
paraxial case appears more pronounced; this results in an
anticipated shock point, as numerically calculated from
the characteristic lines and shown in Fig. 2(c) (contin-
uous line), which follows Eq. (15) (dashed line). The
discrepancy between the theoretical (dashed lines) and
the numerical (continuous line) curves of Fig. 1(d) and
Fig. 2(c) are due to the several approximations underly-
ing Eq. (6).
The comparison with the results obtained by the BPM
simulations is provided by Fig. 2(d) and Fig. 2(e), where
we show the velocity profiles, vBPM , calculated as the
derivative w.r.t. x′ of the transverse phase (i.e. the
chirp, dφ/dx′), for the paraxial (continuous line) and not
paraxial (dashed line) for the two propagation distances
z′ = 0.05 (d) and z′ = 0.1 (e). We notice that in the
BPM simulations, after the shock, the undular bores are
clearly visible and regularize the occurrence of the singu-
larity (see Fig. 2(e)). We recall that such a mechanism
is not present in the Hopf equation (and hence in the
characteristic lines), but arises from the diffraction terms
present in Eq. (2). We also notice that the undular bores
are more pronounced in the non paraxial case.
Figure 2(f) shows z′s vs P in the paraxial (continuous
line) and non-paraxial (dashed line) regime as obtained
by the 2D BPM simulations; notably enough in the latter
case the shock is anticipated when ε > 0 as predicted in
the analysis above. We determine the shock point, z′s,
by calculating the transverse phase at any value of the
propagation coordinate z′ and determining the point at
which its derivative w.r.t. x′, i.e. the chirp, is maximum.
We denote the maximum chirp w.r.t. x′ as the “steep-
ness”, S. We show S vs z′ in the inset of Fig. 2(f): the
shock point, z′s, is the point of maximal steepness.
To show that non paraxial corrections are relevant in
the laboratory experiments, we repeat the 2D-BPM sim-
ulations of Eq. (2) for several beam waists, w0, ranging
between 0.5µm and 2µm, with wavelength λ = 532nm,
corresponding to values for ε in the range 0.001 and
0.03. For each waist, we change the input laser power,
P , in the interval [10mW, 400mW] by assuming n2 =
2 × 10 − 12W/m2 following experimental investigations
in aqueous solutions [23, 29].
Figure 3(a) and Fig. 3(b) show the intensity distribu-
tion in the plane (x′,z′) as obtained from 2D propaga-
tion simulations of Eq. (2) for a nonparaxial degree of
ε = 0.01, an input waist beam of w0 = 1µm, at two differ-
ent powers, P = 10 and 130mW respectively. The insets
show the transverse intensity distribution as it appears
at the output (x′, y′) plane. At low power (P = 10mW),
we recognize a linear propagation regime dominated by
5FIG. 3: (a,b) Intensity map in the plane (x′, z′) in the
nonparaxial case (ε = 0.01) as obtained by using an in-
put waist beam of w0 = 1µm for two different laser power,
P = 10mW(a), and P = 130mW (b). The insets show
the corresponding intensity profiles as they are retrieved at
the output (x’,y’) plane; (c) spectral widths vs propagation
length for ε = 0 (continuous lines) and ε = 0.01 (dashed
lines) and for different powers P (from bottom to top are
P = 200, 300, 400mW); (d) spectral width at z′ = 0.2 vs P
for ε = 0 (continuous line) and for ε = 0.01 (dashed line).
FIG. 4: (a) Transverse spectral width kTw0 vs propagation
coordinate for different ε (corresponding to w0 in the range
0.5 and 2µm) at fixed power P = 130mW ; (b) spectral width
at z′ = 1 and P = 130mW vs ε.
diffraction; conversely at high power (P = 130mW ), we
identify the onset of a nonlinear regime in the enhance-
ment of the angular spreading along the beam propa-
gation and in the emergence of an intense ring, char-
acteristic of the DSWs, clearly visible in the intensity
distribution at the (x′, y′) output plane reported in the
corresponding inset.
In Fig. 3(c) is shown as for various P , the optical
spatial spectrum reaches a nearly steady width vs z′, af-
ter the shock generation, which can be quantified by the
dimensionless parameter kTw0, being kT the transverse
spectral width (calculated as the standard deviation of
the spatial spectrum of the beam); when ε 6= 0 (dashed
lines in Fig. 3(c)) the spectral width is limited. This is
effect is also shown in Fig. 3(d), where we show that out-
put spectral width at z′ = 0.2 for various powers P in the
paraxial (continuous line) and non-paraxial (dashed line)
cases. We stress that the wave breaking is clearly observ-
able in all the considered cases and that, in agreement
with the theoretical analysis above, the angular aperture
of the laser beam is more pronounced in correspondence
of the smaller waists.
We show in Fig. 4(a) the spectral width vs propaga-
tion direction z′ for various values of ε, corresponding to
various input waists w0; in Fig. 4(b) the output spec-
tral width at a fixed z′ = 1 is given vs ε, indicating the
bandwidth limitation arising because of non-paraxiality.
V. CONCLUSIONS
We investigated the role of the paraxial approxima-
tion on the occurrence of the DSWs phenomenon. By
a theoretical approach based on the method of charac-
teristics we found that the problem can be analyzed in
terms of the evolution of relativistic particles; the effect of
non-paraxiality is on one hand enhancing the shock point
and on the other hand limiting the maximally achievable
velocity, i.e., the spatial spectrum. While it is math-
ematically well known that the nonlinear Schro¨dinger
equation supports blow-up solutions, corresponding to
analogues of singular shock waves in the hydrodynamic
limit, the case of the higher order derivatives that oc-
curs beyond the paraxial limit, as in Eq. (2), is still
open, and our analysis shows that non-paraxiality does
not prevent DSWs. The relativistic terms in the result-
ing Hopf equation, Eq. (5), limit the angular aperture
of the spatial beam during the shock by an amount that
is experimentally accessible, as wave-simulations of real-
istic experiments demonstrate. The formal analogy with
the propagation of a relativistic particle opens the road
to a variety of further studies, such as considering prop-
erly designed wave-fronts to enhance the relativistic/non-
paraxial regime, inducing collision of multiple-shocks,
soliton generation, using incoherent beams to generate
analogues of collisions of relativistic gases, as well as an-
alyzing the role of disorder, random walk and diffusion
in relativistic regimes.
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