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ON SOLUTIONS OF QUASILINEAR ELLIPTIC INEQUALITIES
CONTAINING TERMS WITH LOWER-ORDER DERIVATIVES
ANDREJ A. KON’KOV
1. Introduction
Let Ω be an unbounded open subset of Rn, n ≥ 2. As in [5], by W 1p,loc(Ω) we
mean the space of measurable functions that belong to W 1p (Br ∩ Ω) for all real
numbers r > 0 satisfying the condition Br ∩ Ω 6= ∅, where Br is the open ball in
R
n of radius r and center at zero. The space L∞,loc(Ω) is defined in a similar way.
Consider the inequality
divA(x,Du) + b(x)|Du|p−1 ≥ q(x)g(u) in Ω, (1.1)
where D = (∂/∂x1, . . . , ∂/∂xn) is the gradient operator, b ∈ L∞,loc(Ω), and A :
Ω× Rn → Rn is a measurable function such that
C1|ζ |
p ≤ ζA(x, ζ), |A(x, ζ)| ≤ C2|ζ |
p−1
with some constants C1 > 0, C2 > 0, and p > 1 for almost all x ∈ Ω and for all
ζ ∈ Rn.
We assume that Sr ∩Ω 6= ∅ for all r > r0, where r0 > 0 is some real number and
Sr is the sphere in R
n of radius r and center at zero. Also let q ∈ L∞,loc(Ω) and
g ∈ C([0,∞)) be non-negative functions and, moreover, g(t) > 0 for all t > 0. We
denote
fσ(r) =
ess inf
Ωr/σ,σr
q
1 + r ess sup
Ωr/σ,σr
|b|
, r > r0, σ > 1,
qσ(r) = ess inf
Ωr/σ,σr
q, r > r0, σ > 1
and
gθ(t) = inf
(t/θ,θt)
g, t > 0, θ > 1,
where Ωr1,r2 = {x ∈ Ω : r1 < |x| < r2}, 0 ≤ r1 < r2 ≤ ∞.
A non-negative function u ∈ W 1p,loc(Ω)∩L∞,loc(Ω) is called a solution of inequal-
ity (1.1) if the map x 7→ A(x,Du) is measurable and
−
∫
Ω
A(x,Du)Dϕdx+
∫
Ω
b(x)|Du|p−1ϕdx ≥
∫
Ω
q(x)g(u)ϕdx
for any non-negative function ϕ ∈ C∞0 (Ω). As is customary, the condition
u|∂Ω = 0 (1.2)
means that ψu ∈
o
W1p(Ω) for any ψ ∈ C
∞
0 (R
n). If Ω = Rn, then (1.2) is obviously
valid for all u ∈ W 1p,loc(R
n).
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For every solution of (1.1), (1.2) we put
M(r; u) = ess sup
Sr∩Ω
u, r > r0,
where the restriction of u to Sr ∩ Ω is understood in the sense of the trace and
the ess sup in the right-hand side is with respect to (n − 1)-dimensional Lebesgue
measure on Sr.
The research presented to your attention deals with a priori estimates and blow-
up conditions for solutions of problem (1.1), (1.2). The questions treated below
were investigated mainly for nonlinearities of the Emden-Fowler type g(t) = tλ [2,
6, 7, 9, 10]. Partial cases of inequality (1.1) were also studied in [1, 8]. In our
paper, we consider the most general case.
2. Main Results
Theorem 2.1. Let ∫ ∞
1
(gθ(t)t)
−1/p dt <∞ (2.1)
and ∫ ∞
r0
(rfσ(r))
1/(p−1) dr =∞ (2.2)
for some real numbers θ > 1 and σ > 1, then any solution of (1.1), (1.2) is trivial,
i.e. u = 0 almost everywhere in Ω.
Remark 2.1. We remind that, by definition, all solutions of (1.1), (1.2) are non-
negative functions since the domain of the function g is the interval [0,∞).
Theorem 2.2. Let there be real numbers θ > 1 and σ > 1 such that (2.2) is valid
and, moreover, ∫ ∞
1
(gθ(t)t)
−1/p dt =∞. (2.3)
Then any nontrivial solution of (1.1), (1.2) satisfies the estimate∫ M(r;u)
1
(gθ(t)t)
−1/p dt ≥ C
(∫ r
r0
(ξfσ(ξ))
1/(p−1) dξ
)(p−1)/p
for all sufficiently large r, where the constant C > 0 depends only on n, p, θ, σ,
C1, and C2.
Theorem 2.3. In the hypotheses of Theorem 2.2, let the condition∫ ∞
r0
min{(ξfσ(ξ))
1/(p−1), q1/pσ (ξ)} dξ =∞ (2.4)
be valid instead of (2.2). Then any nontrivial solution of (1.1), (1.2) satisfies the
estimate ∫ M(r;u)
1
(gθ(t)t)
−1/p dt+
∫ M(r;u)
1
g
−1/(p−1)
θ (t) dt
≥ C
∫ r
r0
min{(ξfσ(ξ))
1/(p−1), q1/pσ (ξ)} dξ
for all sufficiently large r, where the constant C > 0 depends only on n, p, θ, σ,
C1, and C2.
3Theorem 2.4. Let there be real numbers θ > 1 and σ > 1 such that (2.1) is valid
and, moreover, ∫ ∞
r0
(rfσ(r))
1/(p−1) dr <∞.
Then any solution of (1.1), (1.2) satisfies the estimate∫ ∞
M(r;u)
(gθ(t)t)
−1/p dt ≥ C
(∫ ∞
r
(ξfσ(ξ))
1/(p−1) dξ
)(p−1)/p
(2.5)
for all sufficiently large r, where the constant C > 0 depends only on n, p, θ, σ,
C1, and C2.
The proof of Theorems 2.1–2.4 is given in Section 3. Now, we consider the case
that
|b(x)| ≤ α|x|k (2.6)
with some constants α and k for almost all x ∈ Ω.
Corollary 2.1. In formula (2.6), let k ≤ −1. If there are real numbers θ > 1 and
σ > 1 such that (2.1) is valid and∫ ∞
r0
(rqσ(r))
1/(p−1) dr =∞, (2.7)
then any solution of (1.1), (1.2) is trivial.
Corollary 2.2. In formula (2.6), let k ≤ −1. Also suppose that conditions (2.3)
and (2.7) are valid for some real numbers θ > 1 and σ > 1. Then any nontrivial
solution of (1.1), (1.2) satisfies the estimate∫ M(r;u)
1
(gθ(t)t)
−1/p dt ≥ C
(∫ r
r0
(ξqσ(ξ))
1/(p−1) dξ
)(p−1)/p
for all sufficiently large r, where the constant C > 0 depends only on n, p, θ, σ,
C1, C2, and α.
Corollary 2.3. In the hypotheses of Corollary 2.2, let the condition∫ ∞
r0
min{(ξqσ(ξ))
1/(p−1), q1/pσ (ξ)} dξ =∞
be valid instead of (2.7). Then any nontrivial solution of (1.1), (1.2) satisfies the
estimate ∫ M(r;u)
1
(gθ(t)t)
−1/p dt+
∫ M(r;u)
1
g
−1/(p−1)
θ (t) dt
≥ C
∫ r
r0
min{(ξqσ(ξ))
1/(p−1), q1/pσ (ξ)} dξ
for all sufficiently large r, where the constant C > 0 depends only on n, p, θ, σ,
C1, C2, and α.
Corollary 2.4. In formula (2.6), let k ≤ −1. If there are real numbers θ > 1 and
σ > 1 such that (2.1) is valid and∫ ∞
r0
(rqσ(r))
1/(p−1) dr <∞,
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then any solution of (1.1), (1.2) satisfies the estimate∫ ∞
M(r;u)
(gθ(t)t)
−1/p dt ≥ C
(∫ ∞
r
(ξqσ(ξ))
1/(p−1) dξ
)(p−1)/p
for all sufficiently large r, where the constant C > 0 depends only on n, p, θ, σ,
C1, C2, and α.
Proof of Corollaries 2.1–2.4 follows immediately from Teorems 2.1–2.4. Really, if
k ≤ −1 in (2.6), then fσ(r) ≥ γqσ(r) for all r > r0 and σ > 1, where the constant
γ > 0 depends only on α, k, and σ.
In the case of b = 0, the above statements imply results of paper [3]. Examples
given in this paper demonstrate us the precision of Corollaries 2.1–2.4.
Corollary 2.5. In formula (2.6), let k > −1. If there are real numbers θ > 1 and
σ > 1 such that (2.1) is valid and∫ ∞
r0
(r−kqσ(r))
1/(p−1) dr =∞, (2.8)
then any solution of (1.1), (1.2) is trivial.
Proof. The condition k > −1 implies the inequality fσ(r) ≥ γr
−k−1qσ(r) for all
sufficiently large r, where the constant γ > 0 depends only on α, k, and σ. Thus,
to complete the proof, it remains to use Theorem 2.1. 
Example 2.1. Consider the inequality
div(|Du|p−2Du) + b(x)|Du|p−1 ≥ q(x)uλ in Rn, (2.9)
where b ∈ L∞,loc(R
n) satisfies relation (2.6) with k > −1 and q ∈ L∞,loc(R
n) is a
non-negative function such that
q(x) ∼ |x|l as x→∞, (2.10)
i.e. there exist constants α1 > 0 and α2 > 0 such that
α1|x|
l ≤ q(x) ≤ α2|x|
l
for almost all x in a neighborhood of infinity.
By Corollary 2.5, in the case of
λ > p− 1 and l ≥ k − p+ 1, (2.11)
any non-negative solution of (2.9) is trivial.
At the same time, if
λ > p− 1 and l < k − p+ 1,
then
u(x) = (max{|x|, r0})
(k−p+1−l)/(λ−p+1)
is a positive solution of (2.9) for enough large r0 with a non-negative function q ∈
L∞,loc(R
n) satisfying condition (2.10) and a non-negative function b ∈ L∞,loc(R
n)
such that
b(x) ∼ |x|k as x→∞. (2.12)
Using somewhat more complex reasoning, we can also show that (2.9) has a
positive solution for all non-negative functions b ∈ L∞,loc(R
n) and q ∈ L∞,loc(R
n)
if the first inequality in formula (2.11) does not hold.
Thus, both inequalities in (2.11) are exact.
5Example 2.2. In (2.9), let the non-negative function q ∈ L∞,loc(R
n) satisfy the
relation
q(x) ∼ |x|k−p+1 logµ |x| as x→∞. (2.13)
As in Example 2.1, we assume that (2.6) is fulfilled with k > −1.
According to Corollary 2.5, if
λ > p− 1 and µ ≥ 1− p, (2.14)
then any non-negative solution of (2.9) is trivial.
As noted above, the first inequality in formula (2.14) is exact. Let us show that
the second one is exact too. In fact, if
λ > p− 1 and µ < 1− p,
then
u(x) = (logmax{|x|, r0})
(1−p−µ)/(λ−p+1)
is a positive solution of (2.9) for enough large r0 > 0 with some non-negative
functions b ∈ L∞,loc(R
n) and q ∈ L∞,loc(R
n) satisfying conditions (2.12) and (2.13),
respectively.
Example 2.3. Consider the inequality
div(|Du|p−2Du) + b(x)|Du|p−1 ≥ q(x)up−1 logλ(1 + u) in Rn, (2.15)
where b ∈ L∞,loc(R
n) satisfies relation (2.6) with k > −1 and q ∈ L∞,loc(R
n) is a
non-negative function such that (2.10) holds.
By Corollary 2.5, the conditions
λ > p and l ≥ k − p+ 1, (2.16)
imply that any non-negative solution of (2.15) is trivial.
On the other hand, if
λ > p and l < k − p+ 1,
then
u(x) = e(max{|x|,r0})
(k−p+1−l)/(λ−p+1)
is a positive solution of (2.15) for enough large r0 with some non-negative func-
tions q ∈ L∞,loc(R
n) and b ∈ L∞,loc(R
n) satisfying relations (2.10) and (2.12),
respectively. Therefore, the second inequality in formula (2.16) is exact.
The first inequality in (2.16) is also exact. Namely, in the case of λ ≤ p, it
can be shown that (2.15) has a positive solution for all non-negative functions
b ∈ L∞,loc(R
n) and q ∈ L∞,loc(R
n).
Corollary 2.6. Let (2.6) be valid, where k > −1. Also suppose that condi-
tions (2.3) and (2.8) hold for some real numbers θ > 1 and σ > 1. Then any
nontrivial solution of (1.1), (1.2) satisfies the estimate∫ M(r;u)
1
(gθ(t)t)
−1/p dt ≥ C
(∫ r
r0
(ξ−kqσ(ξ))
1/(p−1) dξ
)(p−1)/p
for all sufficiently large r, where the constant C > 0 depends only on n, p, θ, σ,
C1, C2, k, and α.
Proof. We repeat the arguments given in the proof of Corollary 2.5 with Theo-
rem 2.1 replaced by Theorem 2.2. 
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Example 2.4. Consider inequality (2.9), where λ < p − 1, b ∈ L∞,loc(R
n), and
q ∈ L∞,loc(R
n) is a non-negative function. We shall assume that condition (2.6) is
fulfilled for some k > −1.
Let (2.10) hold, where l > k − p + 1, then in accordance with Corollary 2.6 any
nontrivial solution u ≥ 0 of (2.9) satisfies the estimate
M(r; u) ≥ Cr(l−k+p−1)/(p−1−λ) (2.17)
for all enough large r, where the constant C > 0 does not depend of r and u.
If we replace (2.10) by (2.13), where µ > 1 − p, then (2.17) should be replaced
by
M(r; u) ≥ C log(µ+p−1)/(p−1−λ) r
for all enough large r, where the constant C > 0 does not depend of r and u.
Example 2.5. Assume that u ≥ 0 is a nontrivial solution of the inequality
div(|Du|p−2Du) + b(x)|Du|p−1 ≥ q(x)uλ logs(1 + u) in Rn,
where λ < p− 1, s ∈ R, b ∈ L∞,loc(R
n) and, moreover, condition (2.6) is valid for
some k > −1. Also let q ∈ L∞,loc(R
n) be a non-negative function such that (2.10)
holds with l > k − p+ 1. Then, according to Corollary 2.6, we have
M(r; u) ≥ Cr(l−k+p−1)/(p−1−λ) logs/(p−1−λ) r
for all enough large r, where the constant C > 0 does not depend of r and u.
Corollary 2.7. In the hypotheses of Corollary 2.6, let the condition∫ ∞
r0
min{(ξ−kqσ(ξ))
1/(p−1), q1/pσ (ξ)} dξ =∞,
be valid instead of (2.8). Then any nontrivial solution of (1.1), (1.2) satisfies the
estimate ∫ M(r;u)
1
(gθ(t)t)
−1/p dt+
∫ M(r;u)
1
g
−1/(p−1)
θ (t) dt
≥ C
∫ r
r0
min{(ξ−kqσ(ξ))
1/(p−1), q1/pσ (ξ)} dξ
for all sufficiently large r, where the constant C > 0 depends only on n, p, θ, σ,
C1, C2, k, and α.
Proof. We repeat the arguments given in the proof of Corollary 2.5 with Theo-
rem 2.1 replaced by Theorem 2.3. 
Example 2.6. Consider inequality (2.9) with the critical exponent λ = p − 1. As
in Example 2.5, we assume that b ∈ L∞,loc(R
n), q ∈ L∞,loc(R
n) is a non-negative
function and, moreover, conditions (2.6) and (2.10) are valid, where k > −1 and
l > k − p+ 1, respectively.
Let u ≥ 0 be a nontrial solution of (2.9). In the case of l ≤ pk, applying
Corollary 2.7, we have
M(r; u) ≥ eCr
(l−k+p−1)/(p−1)
(2.18)
for all enough large r, where the constant C > 0 does not depend of r and u. In
turn, if l > pk, then (2.18) should be replaced by
M(r; u) ≥ eCr
(l+p)/p
for all enough large r, where the constant C > 0 does not depend of r and u.
7Corollary 2.8. Let (2.6) be valid, where k > −1. If there are real numbers θ > 1
and σ > 1 such that (2.1) holds and∫ ∞
r0
(r−kqσ(r))
1/(p−1) dr <∞,
then any solution of (1.1), (1.2) satisfies the estimate∫ ∞
M(r;u)
(gθ(t)t)
−1/p dt ≥ C
(∫ ∞
r
(ξ−kqσ(ξ))
1/(p−1) dξ
)(p−1)/p
for all sufficiently large r, where the constant C > 0 depends only on n, p, θ, σ,
C1, C2, k, and α.
Proof. We repeat the arguments given in the proof of Corollary 2.5 with Theo-
rem 2.1 replaced by Theorem 2.4. 
Example 2.7. Assume that u ≥ 0 is a nontrivial solution of inequality (2.9), where
λ > p−1, b ∈ L∞,loc(R
n), q ∈ L∞,loc(R
n) is a non-negative function and, moreover,
condition (2.6) is fulfilled for some k > −1.
If (2.10) holds with l < k − p + 1, then in accordance with Corollary 2.8 we
obtain
M(r; u) ≤ Cr(l−k+p−1)/(p−1−λ)
for all enough large r, where the constant C > 0 does not depend of r and u.
Now, let condition (2.13) be valid instead of (2.10), where µ < 1 − p. Then
Corollary 2.8 allows us to assert that
M(r; u) ≤ C log(µ+p−1)/(p−1−λ) r
for all enough large r, where the constant C > 0 does not depend of r and u.
One can easily verify that the estimates given in Examples 2.4–2.7 are exact.
It does not matter for us that the right-hand side of (2.6) is a power function.
Theorems 2.1–2.4 remain precise for a wide class of functions b.
Assume that
|b(x)| ≤ β|x|k logm |x| (2.19)
for almost all x ∈ Ω, where β, k, and m are some constants and, moreover, either
k > −1 or k = −1 and m > 0.
Corollary 2.9. Let (2.19) hold. If there are real numbers θ > 1 and σ > 1 such
that condition (2.1) is valid and∫ ∞
r0
(r−k log−m r qσ(r))
1/(p−1) dr =∞
then any solution of (1.1), (1.2) is trivial.
Proof. From (2.19), we have fσ(r) ≥ γr
−k−1 log−m r qσ(r) for all sufficiently large r,
where the constant γ > 0 depends only on β, k, m, and σ. The proof is completed
by applying of Theorem 2.1. 
Example 2.8. In (2.9), let b ∈ L∞,loc(R
n) satisfy condition (2.19) and q ∈ L∞,loc(R
n)
be a non-negative function such that
q(x) ∼ |x|k−p+1 as x→∞, (2.20)
i.e., in formula (2.10), we take the critical exponent l = k − p+ 1.
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According to Corollary 2.9, if
λ > p− 1 and m ≤ p− 1, (2.21)
then any non-negative solution of inequality (2.9) is trivial. As mentioned above,
the first condition in (2.21) is exact. Now, we show that the second condition is
also exact. Really, let
λ > p− 1 and m > p− 1.
By direct calculation, one can verify that
u(x) = (logmax{|x|, r0})
(m−p+1)/(λ−p+1)
is a positive solution of (2.9) for enough large r0, where q ∈ L∞,loc(R
n) is a non-
negative function such that (2.20) holds and b ∈ L∞,loc(R
n) is a non-negative
function satisfying the relation
b(x) ∼ |x|k logm |x| as x→∞.
3. Proof of Theorems 2.1–2.4
We need a well-known result concerning inequalities of the form
divA(x,Du) ≥ F (x, u,Du) in ΩR0,R1, (3.1)
where 0 < R0 < R1 ≤ ∞, the function A : Ω×R
n → Rn is the same as in (1.1) and
F : ΩR0,R1 × [0,∞)× R
n → R satisfies the following conditions: there exist a real
number σ > 1 and locally bounded measurable functions F0 : [R0, R1)× (0,∞)→
[0,∞) and F1 : [R0, R1)→ [0,∞) such that
F0(r, t− 0) = F0(r, t) for all R0 < r < R1, t > 0,
F0(r, t1) ≥ F0(r, t2) for all R0 < r < R1, t1 ≥ t2 > 0
and
F (x, t, ζ) ≥ sup
r∈(|x|/σ,σ|x|)∩(R0,R1)
F0(r, t)− |ζ |
p−1 inf
r∈(|x|/σ,σ|x|)∩(R0,R1)
F1(r) (3.2)
for almost all x ∈ ΩR0,R1 and for all t ∈ (0,∞) and ζ ∈ R
n.
We say that u is a solution of (3.1) if u ∈ W 1p (ΩR0,r) ∩ L∞(ΩR0,r), A(x,Du) ∈
Lp/(p−1)(ΩR0,r), and F (x, u,Du) ∈ Lp/(p−1)(ΩR0,r) for any real number r ∈ (R0, R1)
and, moreover,
−
∫
ΩR0,R1
A(x,Du)Dϕdx ≥
∫
ΩR0,R1
F (x, u,Du)ϕdx
for any non-negative function ϕ ∈ C∞0 (ΩR0,R1).
According to this definition, any solution of (3.1) must be a non-negative func-
tion; otherwise the right-hand side of the last inequality is not well-defined.
Let us denote ΓR0,R1 = BR0,R1 ∩ ∂Ω, where BR0,R1 = {x ∈ R
n : R0 < |x| < R1}.
The condition
u|ΓR0,R1
= 0 (3.3)
means that ϕu ∈
o
W1p(ΩR0,R1) for any ϕ ∈ C
∞
0 (BR0,R1).
We shall assume that Sr ∩ Ω 6= ∅ for all r ∈ (R0, R1).
9Lemma 3.1. Suppose that 0 < β < 1 and R0 < ρ0 < ρ1 < R1 are some
real numbers. Also let u be a solution of (3.1), (3.3) such that M(·; u) is a
non-decreasing function on (R0, R1) satisfying the relation M(R0 + 0; u) > 0. If
β1/2M(ρ1; u) ≤M(ρ0; u) and σ
2ρ0 ≥ ρ1, then
M(ρ1; u)−M(ρ0; u) ≥ γmin
{
(ρ1 − ρ0)
p/(p−1),
ρ1 − ρ0
λ1/(p−1)
}
F
1/(p−1)
0 (s, βM(ρ1; u))
for all s ∈ [ρ1/σ, σρ0] ∩ (R0, R1), where
λ = inf
[ρ1/σ,σρ0]∩(R0,R1)
F1
and the constant γ > 0 depends only on n, p, C1, C2, and β.
The proof is given in paper [4, Lemma 3.1].
Remark 3.1. If u is a solution of (1.1), (1.2), then
M(r; u) = ess sup
Br∩Ω
u, r ∈ (R0, R1),
in accordance with the maximum principle. Hence, M(·; u) is a non-decreasing
function on (R0, R1). In addition, we have M(r; u) = M(r − 0; u) for all r ∈
(R0, R1).
Lemma 3.2. Let 0 < R0 < R1 <∞ and, moreover, u be a solution of (1.1), (1.2)
such that M(R0 + 0; u) > 0 and β
1/2M(R1 − 0; u) ≤ M(R0 + 0; u) for some real
number 0 < β < 1. Then
M(R1 − 0; u)−M(R0 + 0; u) ≥ γmin
{
(R1 −R0)
p/(p−1),
R1 − R0
µ1/(p−1)
}
QG, (3.4)
where γ > 0 is the constant of Lemma 3.1,
Q = ess inf
ΩR0,R1
q1/(p−1),
G = min
[β2M(R1−0;u),M(R1−0;u)]
g1/(p−1),
and
µ = ess sup
ΩR0,R1
|b|.
Proof. As mentioned in Remark 3.1, M(·; u) is a non-decreasing function on the
interval (R0, R1). Also it can be seen that
M(R1 − 0; u) = ess sup
BR1∩Ω
u.
In particular, u(x) ≤M(R1 − 0; u) for almost all x ∈ BR1 ∩ Ω.
Let us denote I = (β2M(R1 − 0; u),∞). The function u is a solution of (3.1),
(3.3), where
F (x, t, ζ) = χI(t)Q
p−1Gp−1 − µ|ζ |p−1.
Here, χI is the characteristic function of the set I, i.e.
χI(t) =
{
1, t ∈ I,
0, t 6∈ I.
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Putting further F0(r, t) = χI(t)Q
p−1Gp−1 and F1(r) = µ, one can verify that (3.2)
is fulfilled for any σ > 1. Thus, applying Lemma 3.1, we obtain
M(ρ1; u)−M(ρ0; u) ≥ γmin
{
(ρ1 − ρ0)
p/(p−1),
ρ1 − ρ0
µ1/(p−1)
}
QG
for all R0 < ρ0 < ρ1 < R1, whence (3.4) follows at once.
The proof is completed. 
Lemma 3.3. Let u be a solution of (1.1), (1.2). If r0 ≤ r1 < r2, η > 1, and τ > 1
are real numbers such that ηM(r1+0; u) ≤M(r2; u), r2 ≤ τr1, and M(r1 + 0; u) >
0, then at least one of the following two inequalities is valid:∫ M(r2;u)
M(r1+0;u)
(gη(t)t)
−1/p dt ≥ C
∫ r2
r1
q1/pτ (ξ) dξ, (3.5)
∫ M(r2;u)
M(r1+0;u)
g−1/(p−1)η (t) dt ≥ C
∫ r2
r1
(ξfτ(ξ))
1/(p−1) dξ, (3.6)
where the constant C > 0 depends only on n, p, η, C1, and C2.
Proof. The functionM(·; u) does not decrease on the interval [r1, r2] and, moreover,
M(r; u) = M(r − 0; u) for all r ∈ (r1, r2]. By induction, we construct the finite
sequence of real numbers ρ0 < ρ1 < . . . < ρk. Let us take ρ0 = r2. Now, assume
that ρi is already known. We put
ρi+1 = inf{ξ ∈ (r1, ρi) :M(ξ; u) > η
−1/8M(ρi; u)}. (3.7)
If ρi+1 = r1, then we take k = i + 1 and stop. It is obvious that this procedure
must terminate at a finite step. SinceM(·; u) is a semicontinuous function, one can
claim that {ξ ∈ (r1, ρi) : M(ξ; u) > η
−1/8M(ρi; u)} 6= ∅ for any i ∈ {0, . . . , k − 1}.
Thus, the right-hand side of (3.7) is well defined. In so doing, we have
η−1/8M(ρi; u) ≤ M(ρi+1 + 0; u), i = 0, . . . , k − 1 (3.8)
and
M(ρi+1; u) ≤ η
−1/8M(ρi; u), i = 0, . . . , k − 2. (3.9)
For any i ∈ {0, . . . , k− 1}, according to Lemma 3.2, at least one of the following
two estimates holds:
M(ρi; u)−M(ρi+1 + 0; u) ≥ κ1(ρi − ρi+1)
p/(p−1)QiGi, (3.10)
M(ρi; u)−M(ρi+1 + 0; u) ≥
κ1(ρi − ρi+1)QiGi
µ
1/(p−1)
i
, (3.11)
where
Qi = ess inf
Ωρi+1,ρi
q1/(p−1),
Gi = min
[η−1/2M(ρi;u),M(ρi;u)]
g1/(p−1),
µi = ess sup
Ωρi+1,ρi
|b|,
and κ1 > 0 is some constant depending only on n, p, C1, C2, and η.
By Ξ1 we denote the set of integers i ∈ {0, . . . , k−1} for which (3.10) is fulfilled.
Also let Ξ2 = {0, . . . , k − 1} \ Ξ1.
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At first, we assume that ∑
i∈Ξ1
(ρi − ρi+1) ≥
r2 − r1
2
. (3.12)
Formula (3.10) implies the relation(
M(ρi; u)−M(ρi+1 + 0; u)
Gi
)(p−1)/p
≥ κ
(p−1)/p
1 (ρi − ρi+1)Q
(p−1)/p
i ,
whence, taking into account (3.8), we obtain
M(ρi; u)− η
−1/8M(ρi; u)
G
(p−1)/p
i M
1/p(ρi; u)
≥ κ2(ρi − ρi+1)Q
(p−1)/p
i
for any i ∈ Ξ1, where κ2 = (1−η
−1/8)1/pκ
(p−1)/p
1 . Combining this with the inequal-
ity ∫ M(ρi;u)
η−1/8M(ρi;u)
(gη(t)t)
−1/p dt ≥
M(ρi; u)− η
−1/8M(ρi; u)
G
(p−1)/p
i M
1/p(ρi; u)
,
one can conclude that∫ M(ρi;u)
η−1/8M(ρi;u)
(gη(t)t)
−1/p dt ≥ κ2(ρi − ρi+1)Q
(p−1)/p
i
for any i ∈ Ξ1. Summing the last estimate over all i ∈ Ξ1 ∩ {0, . . . , k− 2}, we have∑
i∈Ξ1∩{0,...,k−2}
∫ M(ρi;u)
η−1/8M(ρi;u)
(gη(t)t)
−1/p dt ≥ κ2 ess inf
Ωr1,r2
q1/p
∑
i∈Ξ1∩{0,...,k−2}
(ρi − ρi+1).
By (3.9), this implies that∫ M(ρ0;u)
M(ρk−1;u)
(gη(t)t)
−1/p dt ≥ κ2 ess inf
Ωr1,r2
q1/p
∑
i∈Ξ1∩{0,...,k−2}
(ρi − ρi+1). (3.13)
If k − 1 6∈ Ξ1, then combining (3.12) and (3.13), we immediately obtain (3.5). Let
k − 1 ∈ Ξ1. Putting i = k − 1 in formula (3.10), we obviously have(
M(ρk−1; u)−M(ρk + 0; u)
Gk−1
)(p−1)/p
≥ κ
(p−1)/p
1 (ρk−1 − ρk)Q
(p−1)/p
k−1 .
At the same time, M(ρk−1; u) ≤ η
1/8M(ρk + 0; u) according to (3.8); therefore, one
can assert that
η1/8M(ρk + 0; u)−M(ρk + 0; u)
G
(p−1)/p
k−1 M
1/p(ρk + 0; u)
≥ κ3(ρk−1 − ρk)Q
(p−1)/p
k−1 , (3.14)
where κ3 = (η
1/8 − 1)1/pκ
(p−1)/p
1 . Since∫ η1/8M(ρk+0;u)
M(ρk+0;u)
(gη(t)t)
−1/p dt ≥
η1/8M(ρk + 0; u)−M(ρk + 0; u)
ηp/8G
(p−1)/p
k−1 M
1/p(ρk + 0; u)
,
formula (3.14) implies the estimate∫ η1/8M(ρk+0;u)
M(ρk+0;u)
(gη(t)t)
−1/p dt ≥ κ4(ρk−1 − ρk)Q
(p−1)/p
k−1 ,
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where κ4 = η
−p/8
κ3. Summing this with (3.13), we obtain∫ M(r2;u)
M(r1+0;u)
(gη(t)t)
−1/p dt ≥ κ5 ess inf
Ωr1,r2
q1/p
∑
i∈Ξ1
(ρi − ρi+1),
where κ5 = min{κ2,κ4}/2. Finally, combining the last inequality and (3.12), we
again derive (3.5).
Now, assume that (3.12) is not valid. Thus, we have∑
i∈Ξ2
(ρi − ρi+1) ≥
r2 − r1
2
. (3.15)
Let i ∈ Ξ2. From (3.11), it follows that
M(ρi; u)−M(ρi+1 + 0; u)
Gi
≥
κ1(ρi − ρi+1)Qi
µ
1/(p−1)
i
,
whence, taking into account the relation∫ M(ρi;u)
M(ρi+1+0;u)
g−1/(p−1)η (t) dt ≥
M(ρi; u)−M(ρi+1 + 0; u)
Gi
, (3.16)
we obtain ∫ M(ρi;u)
M(ρi+1+0;u)
g−1/(p−1)η (t) dt ≥
κ1(ρi − ρi+1)Qi
µ
1/(p−1)
i
. (3.17)
Summing (3.17) over all i ∈ Ξ2, one can conclude that
∫ M(r2;u)
M(r1+0;u)
g−1/(p−1)η (t) dt ≥
κ1 ess inf
Ωr1,r2
q1/(p−1)
ess sup
Ωr1,r2
|b|1/(p−1)
∑
i∈Ξ2
(ρi − ρi+1).
By (3.15), this immediately implies (3.6).
The proof is completed. 
Lemma 3.4. Let u be a solution of (1.1), (1.2). If r0 ≤ r1 < r2, η > 1, and
τ > 1 are real numbers such that M(r2; u) ≤ ηM(r1 + 0; u), τ
1/2r1 ≤ r2, and
M(r1 + 0; u) > 0, then estimate (3.6) holds, where the constant C > 0 depends
only on n, p, η, τ , C1, and C2.
Proof. Consider the maximal integer k satisfying the condition τk/2r1 ≤ r2. We
put ρi = τ
−i/2r2, i = 0, . . . , k− 1, and ρk = r1. From Lemma 3.2, it follows that at
least one of inequalities (3.10), (3.11) is valid for any i ∈ {0, . . . , k − 1}. If (3.10)
holds for some i ∈ {0, . . . , k − 1}, then we have
M(ρi; u)−M(ρi+1 + 0; u)
Gi
≥ κ1(ρi − ρi+1)
p/(p−1)Qi.
Since ρi − ρi+1 ≥ (1− τ
−1/2)ρi, this implies the estimate
M(ρi; u)−M(ρi+1 + 0; u)
Gi
≥ κ6(ρi − ρi+1)ρ
1/(p−1)
i Qi,
where the constant κ6 > 0 depends only on n, p, η, τ , C1, and C2. Consequently,
taking into account (3.16) and the fact that∫ ρi
ρi+1
(ξfτ (ξ))
1/(p−1) dξ ≤ (ρi − ρi+1)ρ
1/(p−1)
i Qi,
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we obtain ∫ M(ρi;u)
M(ρi+1+0;u)
g−1/(p−1)η (t) dt ≥ κ6
∫ ρi
ρi+1
(ξfτ (ξ))
1/(p−1) dξ. (3.18)
In turn, if (3.11) is fulfilled for some i ∈ {0, . . . , k − 1}, then
M(ρi; u)−M(ρi+1 + 0; u)
Gi
≥
κ1(ρi − ρi+1)Qi
µ
1/(p−1)
i
,
whence in accodance with (3.16) and the evident inequality∫ ρi
ρi+1
(ξfτ (ξ))
1/(p−1) dξ ≤
(ρi − ρi+1)Qi
µ
1/(p−1)
i
formula (3.18) follows again.
To complete the proof, it remains to sum (3.18) over all i ∈ {0, . . . , k − 1}. 
Lemma 3.5. Let u be a solution of (1.1), (1.2). If r0 ≤ r1 < r2, θ > 1, and σ > 1
are real numbers such that θM(r1+0; u) ≤M(r2; u), r2 ≥ σr1, and M(r1 + 0; u) >
0, then ∫ M(r2;u)
M(r1+0;u)
(gθ(t)t)
−1/p dt ≥ C
(∫ r2
r1
(ξfσ(ξ))
1/(p−1) dξ
)(p−1)/p
, (3.19)
where the constant C > 0 depends only on n, p, θ, σ, C1, and C2.
Proof. We denote τ = σ1/2 and η = θ1/2. Take the maximal integer k satisfying
the condition τk/2r1 ≤ r2. As in the proof of Lemma 3.4, we put ρi = τ
−i/2r2,
i = 0, . . . , k − 1, and ρk = r1.
According to Lemmas 3.3 and 3.4, for any i ∈ {0, . . . , k − 1} at least one of the
following two inequalities holds:∫ M(ρi;u)
M(ρi+1+0;u)
(gη(t)t)
−1/p dt ≥ κ7
∫ ρi
ρi+1
q1/pτ (ξ) dξ, (3.20)
∫ M(ρi;u)
M(ρi+1+0;u)
g−1/(p−1)η (t) dt ≥ κ7
∫ ρi
ρi+1
(ξfτ (ξ))
1/(p−1) dξ, (3.21)
where the constant κ7 > 0 depends only on n, p, η, τ , C1, and C2.
By Ξ1 we mean the set of integers i ∈ {0, . . . , k− 1} for which (3.20) is fulfilled.
Also put Ξ2 = {0, . . . , k − 1} \ Ξ1 .
At first, let ∑
i∈Ξ1
∫ ρi
ρi+1
(ξfσ(ξ))
1/(p−1) dξ ≥
1
2
∫ r2
r1
(ξfσ(ξ))
1/(p−1) dξ. (3.22)
Summing (3.20) over all i ∈ Ξ1, we have∫ M(r2;u)
M(r1+0;u)
(gη(t)t)
−1/p dt ≥ κ7
∑
i∈Ξ1
∫ ρi
ρi+1
q1/pτ (ξ) dξ. (3.23)
For any i ∈ {0, . . . , k − 1} there exists ξi ∈ (ρi+1, ρi) such that∫ ρi
ρi+1
q1/pτ (ξ) dξ ≥ (ρi − ρi+1)q
1/p
τ (ξi).
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Thus, (∑
i∈Ξ1
∫ ρi
ρi+1
q1/pτ (ξ) dξ
)p/(p−1)
≥
∑
i∈Ξ1
(∫ ρi
ρi+1
q1/pτ (ξ) dξ
)p/(p−1)
≥
∑
i∈Ξ1
(ρi − ρi+1)
p/(p−1)q1/(p−1)τ (ξi),
whence, taking into account the fact that
(ρi − ρi+1)
p/(p−1)q1/(p−1)τ (ξi) ≥ (1− τ
−1/2)1/(p−1)(ρi − ρi+1)(ρiqτ (ξi))
1/(p−1)
≥ (1− τ−1/2)1/(p−1)
∫ ρi
ρi+1
(ξfσ(ξ))
1/(p−1) dξ
for any i ∈ Ξ1, we obtain(∑
i∈Ξ1
∫ ρi
ρi+1
q1/pτ (ξ) dξ
)p/(p−1)
≥ (1− τ−1/2)1/(p−1)
∑
i∈Ξ1
∫ ρi
ρi+1
(ξfσ(ξ))
1/(p−1) dξ.
The last estimate, (3.22), and (3.23) immediately imply (3.19).
Now, assume that (3.22) is not valid. In this case, we obviously have∑
i∈Ξ2
∫ ρi
ρi+1
(ξfσ(ξ))
1/(p−1) dξ ≥
1
2
∫ r2
r1
(ξfσ(ξ))
1/(p−1) dξ. (3.24)
For every i ∈ Ξ2 inequality (3.21) holds. Consequently,∫ M(r2;u)
M(r1+0;u)
g−1/(p−1)η (t) dt ≥ κ7
∑
i∈Ξ2
∫ ρi
ρi+1
(ξfτ (ξ))
1/(p−1) dξ. (3.25)
Let us show that(∫ M(r2;u)
M(r1+0;u)
(gθ(t)t)
−1/p dt
)p/(p−1)
≥ κ8
∫ M(r2;u)
M(r1+0;u)
g−1/(p−1)η (t) dt, (3.26)
where the constant κ8 > 0 depends only on p and θ.
Really, take the maximal integer l satisfying the condition ηl/2M(r1 + 0; u) ≤
M(r2; u). We put mi = η
−i/2M(r2; u), i = 0, . . . , l − 1, and ml =M(r1 + 0; u).
For any i ∈ {0, . . . , l − 1} there exists ti ∈ (mi+1, mi) such that∫ mi
mi+1
(gθ(t)t)
−1/p dt ≥ (mi −mi+1)(gθ(ti)ti)
−1/p.
Hence, we have(∫ M(r2;u)
M(r1+0;u)
(gθ(t)t)
−1/p dt
)p/(p−1)
=
(
l−1∑
i=0
∫ mi
mi+1
(gθ(t)t)
−1/p dt
)p/(p−1)
≥
l−1∑
i=0
(∫ mi
mi+1
(gθ(t)t)
−1/p dt
)p/(p−1)
≥
l−1∑
i=0
(mi −mi+1)
p/(p−1)(gθ(ti)ti)
−1/(p−1).
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Since
(mi −mi+1)
p/(p−1)(gθ(ti)ti)
−1/(p−1) ≥ (1− η−1/2)1/(p−1)(mi −mi+1)g
−1/(p−1)
θ (ti)
≥ (1− η−1/2)1/(p−1)
∫ mi
mi+1
g−1/(p−1)η (t) dt
for all i ∈ {0, . . . , l − 1}, this implies the estimate(∫ M(r2;u)
M(r1+0;u)
(gθ(t)t)
−1/p dt
)p/(p−1)
≥ (1− η−1/2)1/(p−1)
l−1∑
i=0
∫ mi
mi+1
g−1/(p−1)η (t) dt
from which (3.26) follows at once.
To complete the proof, it remains to combine (3.24), (3.25), and (3.26). 
Proof of Theorem 2.1. Let u be a nontrivial solution of (1.1), (1.2). There obvi-
ously exists a real number r1 > r0 such that M(r1; u) > 0. By the maximum
principle, M(·; u) is a non-decreasing function on the interval (r0,∞); therefore,
M(r1 + 0; u) ≥M(r1; u) > 0.
At first, assume that
lim
r→∞
M(r; u) =M(∞; u) <∞. (3.27)
Taking the real number r1 large enough, we obtain M(r1 + 0; u) ≤ θM(r; u) for all
r > r1. Thus, ∫ M(∞;u)
M(r1+0;u)
g
−1/(p−1)
θ (t) dt ≥ C
∫ ∞
r1
(ξfσ(ξ))
1/(p−1) dξ (3.28)
by Lemma 3.4, where the constant C > 0 depends only on n, p, θ, σ, C1, and C2.
This contradicts condition (2.2).
Now, let
lim
r→∞
M(r; u) =∞, (3.29)
then Lemma 3.5 allows us to assert that∫ ∞
M(r1+0;u)
(gθ(t)t)
−1/p dt ≥ C
(∫ ∞
r1
(ξfσ(ξ))
1/(p−1) dξ
)(p−1)/p
with some constant C > 0 dependind only on n, p, θ, σ, C1, and C2. In turn, this
contradicts conditions (2.1) and (2.2).
The proof is completed. 
Proof of Theorem 2.2. Let u be a nontrivial solution of (1.1), (1.2). As in the
proof of Theorem 2.1, we take a real number r1 > r0 such that M(r1; u) > 0.
If (3.27) holds, then Lemma 3.4 implies inequality (3.28) which contradicts (2.2).
Consequently, one can assume that (3.29) is fulfilled.
According to Lemma 3.5,∫ M(r;u)
M(r1+0;u)
(gθ(t)t)
−1/p dt ≥ C
(∫ r
r1
(ξfσ(ξ))
1/(p−1) dξ
)(p−1)/p
for all sufficiently large r, where the constant C > 0 depends only on n, p, θ, σ,
C1, and C2. In so doing, from (2.2) and (2.3), it follows that∫ r
r1
(ξfσ(ξ))
1/(p−1) dξ ≥
1
2
∫ r
r0
(ξfσ(ξ))
1/(p−1) dξ
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and ∫ M(r;u)
1
(gθ(t)t)
−1/p dt ≥
1
2
∫ M(r;u)
M(r1+0;u)
(gθ(t)t)
−1/p dt
for all sufficiently large r.
Thus, combining the last three estimates, we complete the proof. 
Proof of Theorem 2.3. Let u be a nontrivial solution of (1.1), (1.2). We take a real
number r1 > r0 such that M(r1; u) > 0. Also assume that r > r1 is a real number
satisfying the condition σr1 < r and, moreover, k is the maximal integer for which
σk/2r1 ≤ r. We put ρi = σ
−i/2r, i = 0, . . . , k − 1, and ρk = r1.
By Lemmas 3.3 and 3.4, for any i ∈ {0, . . . , k − 1} at least one of the following
two inequalities is valid:∫ M(ρi;u)
M(ρi+1+0;u)
(gθ(t)t)
−1/p dt ≥ C
∫ ρi
ρi+1
q1/pσ (ξ) dξ,
∫ M(ρi;u)
M(ρi+1+0;u)
g
−1/(p−1)
θ (t) dt ≥ C
∫ ρi
ρi+1
(ξfσ(ξ))
1/(p−1) dξ,
where the constant C > 0 depends only on n, p, θ, σ, C1, and C2. Hence,∫ M(ρi;u)
M(ρi+1+0;u)
(gθ(t)t)
−1/p dt+
∫ M(ρi;u)
M(ρi+1+0;u)
g
−1/(p−1)
θ (t) dt
≥ C
∫ ρi
ρi+1
min{(ξfσ(ξ))
1/(p−1), q1/pσ (ξ)} dξ
for any i ∈ {0, . . . , k − 1}. Summing the last estimate over all i ∈ {0, . . . , k − 1} ,
we obtain ∫ M(r;u)
M(r1+0;u)
(gθ(t)t)
−1/p dt+
∫ M(r;u)
M(r1+0;u)
g
−1/(p−1)
θ (t) dt
≥ C
∫ r
r1
min{(ξfσ(ξ))
1/(p−1), q1/pσ (ξ)} dξ. (3.30)
On the other hand, condition (2.4) allows us to assert that∫ r
r1
min{(ξfσ(ξ))
1/(p−1), q1/pσ (ξ)} dξ ≥
1
2
∫ r
r0
min{(ξfσ(ξ))
1/(p−1), q1/pσ (ξ)} dξ
+
1
C
∫ 1
M(r1+0;u)
(gθ(t)t)
−1/p dt
+
1
C
∫ 1
M(r1+0;u)
g
−1/(p−1)
θ (t) dt
if the real number r is large enough. Combining this with (3.30), we complete the
proof. 
Proof of Theorem 2.4. Let u be a solution of (1.1), (1.2). If M(·; u) is a bounded
function on the interval (r0,∞), then inequality (2.5) is obviously valid for all
sufficiently large r since, in this case, the right-hand side of (2.5) tends to zero as
r →∞, whereas the left-hand side is bounded below by a positive real number for
all r ∈ (r0,∞).
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In turn, if M(·; u) is not a bounded function, then (3.29) holds. We remind
that M(·; u) is a non-decreasing function on (r0,∞) according to the maximum
principle. Thus, estimate (2.5) follows immediately from Lemma 3.5.
The proof is completed. 
Remark 3.2. From the arguments given above, it can be seen that Theorems 2.1–2.4
remain hold for solutions of the problem{
divA(x,Du) + b(x)|Du|p−1 ≥ q(x)g(u) in Ωr0,∞,
u|Γr0,∞
= 0,
where Ωr0,∞ = {x ∈ Ω : r0 < |x|} and Γr0,∞ = {x ∈ ∂Ω : r0 < |x|}. In this case, in
the hypotheses of Theorems 2.1–2.3, we must additionaly assume that M(·; u) is a
non-decreasing function on the interval (r0,∞).
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