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iPro´logo
La informacio´n en forma de imagen es muy frecuente en muchos campos de
la ciencia. En Medicina es particularmente importante debido a que muchos
diagno´sticos se realizan en base a ima´genes. Notar la gran cantidad de te´cnicas
de obtencio´n de imagen existentes en este campo. Cada vez hay ma´s tipos de
ima´genes me´dicas y e´stas son mejores. El experto en Medicina examina las
ima´genes y toma decisiones.
El Proceso de Imagen tiene como objetivo la mejora de la imagen eliminan-
do las caracter´ısticas que impiden su interpretacio´n o bien realzando aquellas
otras que la facilitan. El paso siguiente es la interpretacio´n por medio de una
descripcio´n. Ser´ıa bueno que la Medicina, y en general cualquier otro entorno
donde las ima´genes cumplan un papel informativo, hiciera uso de las te´cnicas
del proceso de imagen con el fin de asistir en la toma de decisiones.
Cualquier te´cnica, independientemente de su naturaleza, que consiga el
objetivo anterior es una te´cnica de proceso de imagen. Es decir, se trata de
un campo amplio donde caben puntos de vista muy distintos sobre un mismo
problema.
En este trabajo se han empleado te´cnicas de proceso de imagen aplicadas a
dos tipos de ima´genes me´dicas, ma´s espec´ıficamente ima´genes oftalmolo´gicas.
El primer tipo de imagen procesada es de endotelio corneal humano. El
endotelio corneal es una de las capas que integra la co´rnea. En un endotelio
sano, las ce´lulas que lo forman cumplen ciertas condiciones de regularidad
en a´rea y forma. En el cap´ıtulo 2 es analizada una muestra de endotelios
corneales en base a su descripcio´n granulome´trica. La granulometr´ıa es una
potente herramienta descubierta por Matheron [30]. Se adoptan dos enfoques:
uno global y otro local. En el enfoque global, el endotelio constituye la forma
que hay que describir y en el enfoque local, primero se describen las ce´lulas y
despue´s el endotelio. En el enfoque global hay una primera parte en que un
oftalmo´logo establece una muestra de endotelios sanos o endotelios ’control’
y la salud de el resto de endotelios se evalu´an compara´ndolos con ellos. La
comparacio´n se realiza en base a la descripcio´n granulome´trica y mediante un
test gra´fico. El establecimiento de endotelios control siempre lleva aparejados
los riesgos de la subjetividad y es por eso que tambie´n se asume el ana´lisis de
la muestra sin establecer tal grupo de referencia realizando un ana´lisis clu´ster
de la muestra total.
En el cap´ıtulo 3 se propone una descripcio´n del endotelio corneal humano
mediante patrones puntuales. A partir de cada endotelio se obtiene un patro´n
puntual que contiene un determinado tipo de puntos caracter´ısticos. En este
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caso se aborda el ana´lisis de otra muestra de endotelios corneales sin estable-
cer endotelios de referencia previamente. Para caracterizar a los endotelios se
emplean dos tipos de distancias frecuentemente utilizados en el contexto de
la Teor´ıa de Procesos Puntuales: la distancia al vecino ma´s pro´ximo y la dis-
tancia de punto a suceso. La comparacio´n de endotelios se realiza por medio
de la comparacio´n de este tipo de distancias. Para ello se utilizara´n algunos
tests cla´sicos de comparacio´n de muestras, sin embargo, se llama la atencio´n
sobre la naturaleza censurada de la muestra de las distancias. Este hecho nos
permite tambie´n utilizar test de comparacio´n de muestras provenientes de la
Teor´ıa de la Supervivencia.
En el cap´ıtulo 4 se aborda el problema de la segmentacio´n del a´rbol vascular
retiniano en ima´genes de fondo de ojo dentro del contexto de la Teor´ıa de
Conjuntos Difusos. Se han considerado tres me´todos de segmentacio´n de esta
estructura y, a partir de ellos, se han generado funciones de pertenencia a vaso
en lugar de aute´nticas segmentaciones. Es decir, el a´rbol vascular ha pasado
a ser un conjunto difuso y lo que se pretende es asociar al difuso un conjunto
n´ıtido (crisp) que sea representativo, es decir, una segmentacio´n, en definitiva.
El problema de asociar un conjunto n´ıtido representativo a un difuso (en ingle´s
defuzzification) es un problema muy debatido en el mundo de los difusos y
en este cap´ıtulo se ha intentado abordar mediante el concepto de promedio
de un conjunto difuso. La Teor´ıa de Conjuntos Compactos Aleatorios aporta
distintas definiciones de conjunto medio que son directamente aplicables en el
contexto difuso.
Por u´ltimo en el cap´ıtulo 1 se introducen los conceptos utilizados a lo largo
del trabajo as´ı como el software utilizado.
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1Cap´ıtulo 1
Introduccio´n
El trabajo que presentamos esta´ enmarcado dentro del campo del Proceso
de Imagen. Se trata de un campo amplio tanto por la gran cantidad de apli-
caciones que se derivan de e´l como por la multitud de te´cnicas desarrolladas
al respecto.
El proceso o tratamiento de una imagen dada tiene por objetivo la mejora
de la imagen en algu´n sentido o bien la obtencio´n de informacio´n sobre algu´n
aspecto concreto del objeto representado en ella. La te´cnica para conseguirlo
siempre ha de estar en concordancia con la naturaleza de dicho objeto y con
el tipo de informacio´n que se precise.
Este primer cap´ıtulo consiste en una presentacio´n preliminar del tipo de
informacio´n que vamos a utilizar y de las herramientas con las que contaremos
para analizarla.
El conjunto de herramientas que utilizaremos para el procesamiento de
nuestras ima´genes es disperso. Nuestra justificacio´n es sencilla, hemos preten-
dido en todo momento que se ajustaran al problema que aborda´bamos. Vamos
a utilizar procedimientos de la Morfolog´ıa Matema´tica en la parte de proceso
de imagen. Para el ana´lisis e interpretacio´n utilizaremos ideas de la Geome´tr´ıa
Estoca´stica y de la Estad´ıstica Espacial.
1.1. Imagen me´dica
Hoy en d´ıa muchos de los diagno´sticos realizados por expertos en distintas
ramas de la Medicina esta´n basados exclusiva o parcialmente en la informacio´n
contenida en algu´n tipo de imagen. La importancia de este tipo de informa-
cio´n se traduce en la gran cantidad de te´cnicas existentes en la obtencio´n de
imagen me´dica. El uso que se daba a la imagen me´dica antes de la aparicio´n
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de los ordenadores sufrio´ una revolucio´n con la llegada de e´stos. Durante mu-
chos an˜os, la pel´ıcula fotogra´fica fue el principal medio de almacenamiento de
ima´genes me´dicas y la inspeccio´n visual el u´nico medio de ana´lisis. En la actua-
lidad se han combinado sofisticados procedimientos de adquisicio´n de ima´genes
con amplios medios para su manipulacio´n y presentacio´n. La adquisicio´n de
buenas ima´genes no tendr´ıa mucho sentido si el final del proceso acabara sim-
plemente con su visualizacio´n. La manipulacio´n eficiente de ima´genes da un
paso adelante al extraer la informacio´n que se considera relevante en cada caso
(dependiendo del tipo de imagen y del objetivo que se persiga con su ana´lisis),
ofreciendo de esta manera un punto de vista riguroso, general y ajeno a toda
subjetividad.
El trabajo presentado en esta memoria se acerca a la manipulacio´n o ana´li-
sis de dos tipos de ima´genes oftalmolo´gicas: ima´genes de endotelio corneal e
ima´genes retinianas de fondo de ojo.
1.1.1. Ima´genes de endotelio corneal
La co´rnea es el tejido transparente que cubre la parte frontal del ojo, ma´s
concretamente cubre el iris (parte coloreada del ojo) y la pupila (ver figura
1.1). Tiene dos funciones fundamentales: una es la de barrera protectora del
ojo contra ge´rmenes, polvo y otro material dan˜ino y, otra, como lente.
Figura 1.1: Anatomı´a del ojo
Podemos distinguir cinco capas en la co´rnea: el epitelio corneal (la capa ma´s
superficial), la membrana basal y membrana de Bowman, el estroma corneal,
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la membrana de Descemet y el endotelio corneal (la capa ma´s profunda) que
se encuentra en contacto con el humor acuoso.
El endotelio corneal esta´ formado por una sola capa de ce´lulas las cuales
tienen taman˜o, forma (aproximadamente hexagonal) y apariencia uniformes
cuando e´ste se encuentra en su estado ideal (ver figura 1.2).
(a)
(b)
Figura 1.2: Endotelios corneales pertenecientes a dos personas de 33 an˜os
La barrera que forma el endotelio no es estanca e impermeable sino que
esta´ como ’agrietada’, permitiendo no un flujo libre de agua y solutos, pero
s´ı un cierto movimiento de intercambio. Dicho intercambio de fluidos sirve para
producir la deshidratacio´n de la co´rnea ba´sica para lograr una transparencia
o´ptima.
El endotelio corneal se ve sometido a una pe´rdida celular constante como
consecuencia del envejecimiento, de la existencia de patolog´ıas y, extraordina-
riamente, a causa de lesiones. Sin embargo, las ce´lulas endoteliales no regene-
ran en caso de pe´rdida, sino que son sustituidas por hipertrofia (aumento de
taman˜o) y migracio´n de las ce´lulas vecinas. La pe´rdida endotelial se manifiesta
por el polimegatismo (diversidad de taman˜o entre las ce´lulas) y el pleomorfis-
mo (diversidad de formas) asociados a un incremento de la permeabilidad.
Es conveniente controlar el estado del endotelio corneal en muchas situa-
ciones: antes y despue´s de una intervencio´n quiru´rgica en el ojo, despue´s de
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un trauma, en caso de uso prolongado de lentes de contacto, cuando existen
determinadas patolog´ıas en el ojo o en la determinacio´n de las mismas, en los
transplantes de co´rnea o en la implantacio´n de lentes intraoculares.
El ana´lisis del tejido endotelial puede realizarse en base a ima´genes toma-
das por un dispositivo llamado microscopio especular [45], [22], [8]. Como su
nombre indica, el miscroscopio especular recoge la luz reflejada. La naturaleza
de esta te´cnica permite su aplicacio´n a co´rneas en vivo sin inflingirles ningu´n
dan˜o. Adema´s es un procedimiento simple y barato por lo cual se ha convertido
en la te´cnica ma´s utilizada en la exploracio´n en vivo del endotelio corneal. La
u´ltima generacio´n de microscopios proporciona muy buenas ima´genes del en-
dotelio corneal central que posteriormente son digitalizadas y analizadas. Por
otra parte, los paquetes comerciales (como Imagenet de TOPCON y Bambi
de Bio-Optics, Inc., Portland, Oregon) ofrecen un ana´lisis celular muy superfi-
cial consistente en la medicio´n de tres para´metros: la densidad (nu´mero medio
de ce´lulas por unidad de a´rea), la hexagonalidad (porcentaje de ce´lulas que
esta´n en contacto con otras seis ce´lulas) y el coeficiente de variacio´n (cocien-
te entre la desviacio´n esta´ndar y la media) de la´s a´reas celulares. Estos son,
ba´sicamente, los u´nicos para´metros a los que se hace referencia en la literatura
me´dica. De ahora en adelante a los tres para´metros anteriores los denomina-
remos para´metros cla´sicos. El oftalmo´logo toma decisiones apoya´ndose en la
inspeccio´n visual de la imagen especular y en la valoracio´n de los tres para´me-
tros mencionados.
En este trabajo se propone el proceso de ima´genes de endotelios corneales
mediante granulometr´ıas en primer lugar y mediante patrones puntuales poste-
riormente. La descripcio´n granulome´trica explica la morfolog´ıa de las ce´lulas
que componen el endotelio mientras que, la descripcio´n mediante patrones
puntuales da informacio´n sobre la distribucio´n espacial de las ce´lulas.
1.1.2. Ima´genes de fondo de ojo
Las ima´genes del fondo del ojo son fotograf´ıas en color de la retina obteni-
das mediante un dispositivo llamado retino´grafo. Las estructuras normales que
se pueden encontrar en una fotograf´ıa de este tipo son los vasos sangu´ıneos,
el disco o´ptico y la fo´vea. El buen o mal estado de estas estructuras as´ı como
la existencia de otras estructuras ’anormales’ son indicativas de algunos tipos
de afecciones oculares.
En lo que sigue, el intere´s se va a centrar en una de las anteriores estruc-
turas: el a´rbol vascular. Conocer el estado de esta parte de la anatomı´a ocular
sirve para diagnosticar afecciones oculares que, en algunas ocasiones, son ma-
nifestaciones de otras afecciones siste´micas. Tal es el caso de la Retinopat´ıa
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Diabe´tica (manifestacio´n ocular de la diabetes). Notar que el fondo del ojo
es la u´nica localizacio´n donde pueden analizarse in vivo de forma incruenta
pequen˜as arteriolas y ve´nulas. Adema´s la localizacio´n de los vasos da mucha
informacio´n sobre la localizacio´n de otras estructuras como son el nervio o´ptico
o la fo´vea. Por u´ltimo, la deteccio´n del sistema vascular sirve como referencia a
la hora de alinear distintas ima´genes de la retina de un mismo paciente obteni-
das en distintos momentos con el fin de medir la evolucio´n de una determinada
patolog´ıa. La estructura vascular puede entenderse, en este sentido, como una
especie de huella digital.
En las ima´genes de fondo de ojo en color, los vasos sangu´ıneos son formas
curvil´ıneas de color rojo que pueden bifurcarse o cruzarse y cuyo dia´metro
decrece con la distancia al nervio o´ptico. En este tipo de ima´genes, los vasos
siempre aparecen representados ma´s oscuros que el fondo, es decir tienen una
intensidad ma´s baja que el fondo. Las angiograf´ıas fluoresce´ınicas oculares son
ima´genes tambie´n del fondo del ojo de mayor calidad que las anteriores.
La figura 1.3 contiene una imagen de fondo de ojo en color.
1.2. Herramientas
El e´xito logrado por un me´todo de ana´lisis de imagen depende de la muestra
de ima´genes de partida y de las herramientas utilizadas. A continuacio´n se
habla del segundo de los factores y se realiza un pequen˜o compendio, a modo
de introduccio´n, de los conceptos que ma´s tarde manejaremos. Los me´todos
de ana´lisis que se proponen esta´n fundamentalmente enmarcados dentro de la
Morfolog´ıa Matema´tica y de la Geometr´ıa estoca´stica.
Una imagen es naturalmente una sen˜al continua, es decir, esta´ definida en
un espacio continuo, sin embargo, la mayor´ıa de los ana´lisis son realizados sobre
ima´genes digitales. El proceso de digitalizacio´n de una imagen consiste en el
paso del espacio continuo en que esta´ definida a uno discreto, en particular del
espacio R2 al espacio Z2 lo cual se consigue mediante la divisio´n de la imagen
en pequen˜as a´reas. Esas a´reas son denominadas p´ıxeles (de la abreviatura de
la denominacio´n inglesa pixel de picture element). A cada p´ıxel se le asigna el
valor medio registrado en el a´rea a la que representa.
Siempre vamos a considerar imagenes digitales discretas ya que los p´ıxeles
so´lo van a tomar valores en un conjunto discreto. En el caso de las ima´genes a
niveles de gris este conjunto es {0, 1, . . . , 255} y en el caso de ima´genes binarias
los valores posibles esta´n en el conjunto {0, 1}.
Ma´s formalmente, una imagen binaria f es una aplicacio´n de un subcon-
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Figura 1.3: Imagen de un fondo de ojo obtenida mediante angiograf´ıa fluores-
ce´ınica
junto D de Z2 llamado el dominio de definicio´n de f en el conjunto {0, 1}:
f : D ⊂ Z2 −→ {0, 1}. (1.1)
La definicio´n formal de una imagen a niveles de gris so´lo se diferencia de la
anterior en que el conjunto en que toma valores la funcio´n esta´ formado por
ma´s de dos enteros positivos. Ma´s precisamente, una imagen f a niveles de gris
es una aplicacio´n de un subconjunto D en Z2, llamado dominio de definicio´n
de f , en un conjunto acotado o una secuencia de enteros no negativos:
f : D ⊂ Z2 −→ N0 = {0, 1, . . . , tmax}, (1.2)
donde tmax es el valor ma´ximo alcanzable dependiendo del tipo de datos que
se utilizan para almacenar la imagen (es decir, 2n− 1 si los p´ıxeles tienen una
capacidad de n bits). Las ima´genes binarias son casos particulares de ima´genes
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a niveles de gris. En nuestro caso, el dominio siempre va a ser un subconjunto
de Z2 y tmax igual a 1 o´ bien a 255.
1.2.1. Morfolog´ıa Matema´tica
La Morfolog´ıa Matema´tica es una teor´ıa cuyo objetivo es el estudio de
estructuras espaciales. Se basa en la teor´ıa de conjuntos y representa una
potente te´cnica de ana´lisis de imagen.
La Morfolog´ıa Matema´tica empieza a desarrollarse a mediados de los se-
senta gracias a las ideas de G. Matheron [30] en relacio´n con el estudio de la
geometr´ıa de medios porosos. De esta manera surgio´ el concepto de granulo-
metr´ıa o distribucio´n de taman˜o basado en transformaciones conjuntistas con
las que se determina si una determinada estructura encaja o no en el objeto
representado por la imagen.
En el cap´ıtulo 2 de esta memoria, se va a hacer uso de herramientas mor-
folo´gicas aplicadas al estudio de ima´genes de endotelios corneales humanos.
Recordemos la definicio´n de los operadores morfolo´gicos en los que nos basa-
remos.
La Morfolog´ıa Matema´tica considera los objetos contenidos en una imagen
como conjuntos. En una imagen binaria la dualidad es obvia: el conjunto que
representa al objeto es el formado por todos los p´ıxeles con valor uno.
Las ima´genes a niveles de gris tambie´n son consideradas como conjuntos
a trave´s del grafo o el subgrafo. El grafo G de una imagen f es el conjunto de
puntos (x, t) tal que x pertenece a Z2 y t = f(x):
G(f) = {(x, t) ∈ Z2 ×N0 : t = f(x)}. (1.3)
El subgrafo, SG, de una imagen, f , es el conjunto de puntos de Z2 ×N0 que
esta´n por debajo del grafo y por encima del plano donde esta´ definida la
imagen:
SG(f) = {(x, t) ∈ Z2 ×N0 : 0 ≤ t ≤ f(x)}. (1.4)
Los operadores morfolo´gicos extraen informacio´n sobre las estructuras rele-
vantes presentes en la imagen compara´ndolas con una serie de conjutos con
formas predeterminadas a los que se denomina elementos estructurantes (SE).
La forma y el taman˜o de un elemento estructurante debe elegirse en funcio´n
de las propiedades geome´tricas de los objetos representados en la imagen sobre
los que queremos informacio´n.
Antes de introducir los operadores morfolo´gicos ba´sicos se van a presentar
los operadores de conjuntos en que estos se basan a la vez que es establecida
la notacio´n.
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Los primeros operadores de conjuntos a que nos referiremos son la unio´n,
∪, y la interseccio´n, ∩. A nivel funcional, la unio´n se traduce en el ma´ximo
punto a punto, ∨, y la interseccio´n en el mı´nimo punto a punto, ∧, de las
ima´genes a niveles de gris dadas por las funciones f y g:
(f ∨ g)(x) = max[f(x), g(x)], (1.5)
(f ∧ g)(x) = min[f(x), g(x)]. (1.6)
A nivel conjuntista, estas operaciones pueden definirse en te´rminos de uniones
e intersecciones de subgrafos:
SG(f ∨ g) = SG(f) ∪ SG(g), (1.7)
SG(f ∧ g) = SG(f) ∩ SG(g). (1.8)
La complementacio´n es otro operador ba´sico. El complemento de una ima-
gen f , denotado por f c, se define en cada p´ıxel x como la diferencia entre tmax
y el valor f(x):
f c(x) = tmax − f(x). (1.9)
La traslacio´n de una imagen, f , por un vector, b, se denota por fb. El valor
de la imagen trasladada en un p´ıxel x es igual al valor de la imagen original
en la posicio´n x− b:
fb(x) = f(x− b). (1.10)
Todos los operadores morfolo´gicos se basan en la combinacio´n de los ope-
radores interseccio´n (mı´nimo punto a punto), unio´n (ma´ximo punto a punto),
complementacio´n y traslacio´n.
La erosio´n de un conjunto X por un elemento estructurante B es deno-
tado por εB(X) y se define como el conjunto de puntos, x, tal que la versio´n
trasladada de B por x, Bx, esta´ contenida en X:
εB(X) = {x : Bx ⊆ X}. (1.11)
Otra posible definicio´n del mismo concepto viene dada por la siguiente ecua-
cio´n:
εB(X) =
⋂
b∈B
X−b. (1.12)
Esta u´ltima definicio´n conjuntista puede directamente ser extendida al caso
funcional: la erosio´n de una imagen f por un elemento estructurante B es
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denotado por εB(f) y se define como el mı´nimo de las traslaciones de f por
los vectores −b de B:
εB(f) =
∧
b∈B
f−b. (1.13)
De esta manera, el valor de la erosio´n en un p´ıxel x no es otra cosa que el
mı´nimo de la imagen en la ventana definida por el elemento estructurante
trasladado por x:
[εB(f)](x) = mı´n
b∈B
f(x+ b). (1.14)
La dilatacio´n es el operador dual de la erosio´n. La dilatacio´n de un conjunto
X por un elemento estructurante B se denota δB(X) y se define como el
conjunto de puntos x tal que Bx intersecta con X:
δB(X) = {x : Bx ∩X 6= ∅}. (1.15)
La anterior ecuacio´n puede ser reescrita como la unio´n de conjuntos traslada-
dos mediante puntos del elemento estructurante:
δB(X) =
⋃
b∈B
X−b. (1.16)
La extensio´n del concepto a ima´genes binarias y a niveles de gris es directa:
la dilatacio´n de una imagen a niveles de gris, f , mediante un elemento estruc-
turante B se denota por δB(f) y se define como el ma´ximo de la traslacio´n de
f mediante los vectores −b de B:
δB(f) =
∨
b∈B
f−b. (1.17)
Dicho de otra manera, el valor dilatado en un p´ıxel x es el valor ma´ximo de la
imagen en la ventana definida por el elemento estructurante trasladado por x:
[δB(f)](x) = ma´x
b∈B
f(x+ b). (1.18)
La apertura γ de una imagen f por un elemento estructurante B se denota
por γB(f) y se define como la erosio´n de f por B seguida de la dilatacio´n por
B˘, donde B˘ = {−b : b ∈ B}:
γB(f) = δB˘[εB(f)]. (1.19)
Cuando partimos de un conjunto X, su apertura es la unio´n de todas las
versiones del elemento estructurante trasladadas que caben dentro de X:
γB(X) =
⋃
{Bx : Bx ⊆ X,x ∈ R2}. (1.20)
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El cierre de una imagen f mediante un elemento estructurante B se denota
por φB(f) y se define como la dilatacio´n de f mediante un elemento estructu-
rante B seguido por la erosio´n con el elemento estructurante traspuesto B˘:
φB(f) = εB˘[δB(f)]. (1.21)
El cierre del conjunto X se define como:
φB(X) = [
⋃
{Bx : Bx ⊆ Xc, x ∈ R2}]c, (1.22)
o equivalentemente:
φB(X) =
⋂
{Bcx : X ⊆ Bcx, x ∈ R2}. (1.23)
Intuitivamente, cuando abrimos un conjunto, lo evaluamos desde dentro
eliminando aquellos p´ıxeles del objeto que no pueden ser cubiertos mediante
alguna traslacio´n del elemento estructurante. Es decir un conjunto siempre
contiene a su apertura. Por el contrario, en el cierre evaluamos el conjunto
complementario, an˜adiendo al conjunto aquellos p´ıxeles del complementario
que no esta´n contenidos en su apertura. De esta forma, un conjunto siempre
esta´ contenido en su cierre. La anterior dualidad se expresa formalmente de la
siguiente manera:
γB(X) = [φB(Xc)]c. (1.24)
Tambie´n es muy importante dentro de la Morfolog´ıa Matema´tica el con-
cepto de granulometr´ıa o distribucio´n de taman˜o [20], [38], [40], [48], [42].
Una granulometr´ıa se define como sigue: sea A una forma (un conjunto
o una imagen binaria) en R2 que queremos describir y sea P(A) el conjunto
de todos los subconjuntos de A (o simplemente una familia de subconjuntos).
Entonces, una granulometr´ıa sobre P(A) es una familia de transformaciones
{Ψλ : λ ≥ 0} verificando las siguientes condiciones:
1. Ψ0(B) = B para todo B ∈ P(A), es decir, Ψ0 es la identidad.
2. Si B1 ⊂ B2 entonces Ψλ(B1) ⊂ Ψλ(B2) para cualquier B1, B2 ∈ P(A) y
λ ≥ 0, es decir, Ψλ es una aplicacio´n creciente.
3. Ψλ(B) ⊂ B para cualquier B ∈ P(A) y λ > 0.
4. Ψλ1Ψλ2 = Ψλ2Ψλ1 = Ψmax{λ1,λ2}.
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El conjunto Ψλ resultante puede medirse de distintas formas dando lugar
a tres tipos de curva granulome´trica: nu´mero de part´ıculas de Ψλ versus λ,
a´rea de Ψλ versus λ, y pe´rdida de a´rea entre Ψλ y Ψλ+1 versus λ.
Todos los ca´lculos asociados a la parte morfolo´gica de este trabajo han si-
do realizados con MATLAB. Se trata de un software disen˜ado por The Math-
Works Inc (Natick, USA) para la realizacio´n de ca´lculos te´cnicos. Ma´s espec´ıfi-
camente se han utilizado dos librer´ıas: la librer´ıa Image processing elaborada
por The MathWorks (http://www.mathworks.com/products/image) y la li-
brer´ıa SCD Morphology elaborada por SCD Information Systems (Naperville,
USA) (http://www.mmorph.com).
1.2.2. Conceptos de Procesos Puntuales
El cap´ıtulo 3 enfoca el ana´lisis del endotelio corneal dentro del contexto de
la estad´ıstica espacial y en especial dentro de la teor´ıa de procesos puntuales.
Esta teor´ıa surgio´ en respuesta a problemas planteados en el a´mbito de la
f´ısica, la biolog´ıa y la teor´ıa de colas, en los que hab´ıa que modelizar patrones
irregulares de puntos.
Un proceso puntual es un modelo estoca´stico que produce conjuntos de
puntos localmente finitos con probabilidad uno, es decir, en cada conjunto
de Borel acotado, hay un nu´mero finito de puntos (con probabilidad 1). Se
denomina patro´n puntual a una realizacio´n de un proceso puntual dado. Un
grupo de referencias esta´ndar sobre procesos puntuales es el constituido por
[9, 43, 13, 44].
Formalmente expresado, un proceso puntual Ψ es una aplicacio´n medible
de un espacio de probabilidad [Ω,A,P] en [N,N ] donde N es el conjunto de
todos los conjuntos ψ = {x1, . . . , xn} de puntos de Rd satisfaciendo las dos
siguientes condiciones de regularidad:
1. la secuencia ψ es localmente finita (es decir, cualquier conjunto acotado
de Rd debe contener so´lo un nu´mero finito de puntos de ψ),
2. y, adema´s, es simple (es decir, si i 6= j, entonces xi 6= xj);
y N es la σ-a´lgebra ma´s pequen˜a sobre N de forma que todas las aplicaciones
ψ → ψ(B) son medibles, siendo B un conjunto de Borel acotado.
El ana´lisis estad´ıstico de un proceso puntual se obtiene a partir de una de
sus realizaciones, es decir, a partir de un patro´n puntual.
Denotemos por s, un patro´n puntual observado en una ventanaW , es decir,
una realizacio´n de Ψ. Los puntos del patro´n puntual, s, suelen denominarse
sucesos. Dado B un subconjunto de Borel del espacio eucl´ıdeo correspondiente,
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Ψ(B) es el nu´mero aleatorio de puntos de Ψ en B, y por tanto una variable
aleatoria. Por otra parte, cuando escribimos x ∈ Ψ, estamos diciendo que el
punto x pertenece al conjunto de puntos aleatorio Ψ. Si en lugar de hablar del
proceso puntual aleatorio pasamos a hablar de una realizacio´n del mismo, un
patro´n puntual s, entonces s(B) es una cantidad fija y x ∈ s significa que x es
un elemento de s.
Vamos a asumir que los procesos puntuales que manejamos son estaciona-
rios, es decir, su distribucio´n de probabilidad es invariante por traslacio´n. Los
descriptores que a continuacio´n se presentan so´lo tienen sentido en este tipo
de procesos puntuales.
El objetivo de la estad´ıstica espacial es cuantificar la informacio´n espacial
contenida en el patro´n puntual mediante estad´ısticos descriptivos que informen
sobre la configuracio´n de los datos (puntos).
Ba´sicamente, hay dos tipos de estad´ısticos para la descripcio´n de un patro´n
puntual: los basados en cuadrantes y los basados en distancias entre sucesos
o entre sucesos y puntos aleatorios no pertenecientes al patro´n pero pertene-
cientes a la regio´n de estudio.
Los descriptores basados en cuadrantes cuentan el nu´mero de sucesos en
los cuadrantes y obtienen estad´ısticos derivados. Un inconveniente es que no
tienen en cuenta la dependencia espacial entre los sucesos y que son muy
dependientes del taman˜o y la forma del cuadrante. Un descriptor de este tipo
es la intensidad. En cualquier proceso puntual estacionario se cumple que
EΨ(B) = λν(B), donde ν(B) es el a´rea de B, es decir, el nu´mero medio de
puntos en B es proporcional a su a´rea. La intensidad del proceso se define
como el cociente EΨ(B)/ν(B).
Los me´todos basados en distancias proporcionan otro tipo de descripcio´n
del patro´n consistente en el ana´lisis fundamentalmente de dos tipos de dis-
tancias: las distancias entre un suceso y su vecino ma´s pro´ximo (distancia al
vecino ma´s pro´ximo) o la distancia entre punto y suceso. Vamos a denotar
por D la distancia al vecino ma´s pro´ximo que se define como la distancia de
un punto del patro´n al punto del patro´n ma´s pro´ximo. Denotaremos por E
la distancia de punto a suceso que es la distancia entre una localizacio´n fija
arbitraria al punto ma´s cercano del patro´n. Los anteriores conjuntos de dis-
tancias obtenidas para un patro´n puntual dado, son resumidas por medio de
sus funciones de distribucio´n correspondientes. La funcio´n de distribucio´n de
las distancias al vecino ma´s pro´ximo se define como
G(t) = P (D ≤ t) = 1− P (Ψ(B(0, t)) = 1 : 0 ∈ Ψ), (1.25)
y la funcio´n de distribucio´n de las distancias de punto a suceso o funcio´n del
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espacio vac´ıo se define ana´logamente como
F (t) = P (E ≤ t) = 1− P (Ψ(B(0, t)) = 0). (1.26)
Esas funciones de distribucio´n se estiman a partir del patro´n puntual ob-
servado. Debido a que el patro´n puntual se observa dentro de la ventana de
muestreo, las distancias que acabamos de introducir no son conocidas en todos
los puntos. Cualquier estimador de la funciones F y G debe considerar esta
distorsio´n y corregirla para lo cual hay propuestas varias correcciones de borde.
Los me´todos basados en distancias tambie´n son muy sensibles al taman˜o de
la ventana W .
1.2.3. Conceptos del Ana´lisis de Supervivencia
En el cap´ıtulo 3 tambie´n se aplican determinados conceptos del Ana´lisis
de Supervivencia, sobre todo, los relativos a la comparacio´n de muestras de
datos censurados. Esta parte de la estad´ıstica se dedica al ana´lisis de datos
censurados, es decir, datos que so´lo contienen informacio´n parcial sobre la
variable de intere´s ya que el verdadero valor de la variable es inobservable.
Las variables censuradas miden t´ıpicamente tiempos de fallo de dispositivos
o tiempos en que se produce la muerte de una cierta unidad biolo´gica, sin
embargo, hay otros muchos tipos de feno´menos que pueden modelizarse de
esta manera. Algunos de los contenidos que siguen a continuacio´n as´ı como la
notacio´n han sido extra´ıdos de [33].
Hay varios tipos de censura pero nos centraremos en la censura aleatoria.
Sean X1, X2, . . . , Xn e Y1, Y2, . . . , Yn dos conjuntos de variables independientes
e identicamente distribuidas, con funciones de distribucio´n F y G respectiva-
mente, donde Yi es el tiempo de censura asociado a Xi. Por tanto, los valores
observados son (T1, δ1), . . . , (Tn, δn) donde
Ti = mı´n(Xi, Yi) (1.27)
y
δi = I(Xi ≤ Yi) =
{
0 si Xi ≤ Yi (es decir, Xi es una observacio´n no censurada)
1 si Xi > Yi (es decir, Xi es una observacio´n censurada)
Notar que Ti, . . . , Tn son independientes e ide´nticamente distribuidas segu´n
una funcio´n de distribucio´n H.
El conjunto de riesgo asociado a un valor t, R(t), es el conjunto de obser-
vaciones en las que se ha superado ese valor (conjunto de unidades que au´n
no han fallado).
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Veamos ahora dos me´todos de comparacio´n de muestras censuradas. Par-
timos de dos muestras de variables aleatorias independientes, (X11, Y11), . . . ,
(X1N1 , Y1N1) y (X21, Y21), . . . , (X2N2 , Y2N2), formadas por una variable y su
variable de censura asociada respectivamente.
El primero de ellos es el test de Mantel-Haenszel [29] o test log-rank . Pa-
ra construir el test log-rank, para cada valor tiempo de fallo tj observado en
cualquiera de las muestras, se elabora una tabla 2×2 en la que se clasifican
los elementos que forman el conjunto de riesgo asociado a ti, R(ti), segu´n la
muestra a la que pertenecen y su estado (continu´a funcionando o ha fallado).
Denotamos rj al taman˜o del conjunto de riesgo asociado al intervalo (tj−1, tj ]
cuando consideramos las dos muestras conjuntamente, y fj es el nu´mero de
fallos que se produce en dicho intervalo. Las mismas cantidades pueden cal-
cularse en cada una de las muestras por separado en cuyo caso pasaremos a
denotarlas por rij y fij con i = 1, 2. El numerador del estad´ıstico log-rank
se basa en la suma para j de las diferencias entre las ocurrencias observadas
y esperadas (condicionadas en las marginales de la tabla 2×2) en el primer
grupo:
U =
∑
j
(f1j − g1j), (1.28)
donde g1j es el nu´mero esperado de fallos en el primer grupo, g1j = fj ∗r1j/rj .
El denominador es la suma de las varianzas del nu´mero de ocurrencias en
el primer grupo dentro de cada tabla 2×2, las cuales se obtienen usando la
distribucio´n hipergeome´trica:
V ar(U) =
∑
j
r1j ∗ fj/rj(1− fj/rj)(rj − r1j)/(rj − 1). (1.29)
La distribucio´n nula del estad´ıstico log-rank, (U2/V ar(U)), es aproximada-
mente χ2 con un grado de libertad. El test log-rank es especialmente sensible
a diferencias en la cola derecha de las distribucio´n de supervivencia que com-
paramos y es mas apropiado para la deteccio´n de desviaciones cuando ambas
distribuciones tienen riesgos proporcionales [26].
El segundo me´todo de comparacio´n de muestras censuradas al que se
hara´ mencio´n esta´ basado en un estad´ıstico de tipo Kolmogorov-Smirnov.
Este test es sensible en la deteccio´n de diferencias grandes en puntos par-
ticulares. Sea Si(t) = P (Xij ≥ t) la funcio´n de supervivencia asociada con
Xij y βi(t) =
∫ t
0 − dds lnSi(s)ds la funcio´n de riesgo acumulada. A partir de Yij
tambie´n puede definirse Ci(t) = P (Yij ≥ t) y αi(t) = −lnCi(t). Entonces, sea
H(s) = (
N1Cˆ1(s−)N2Cˆ2(s−)
N1Cˆ1(s−) +N2Cˆ2(s−)
)1/2
1
2
[Sˆ1(s−)α + Sˆ2(s−)α], (1.30)
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y
Bα(t) =
∫ t
0
H(u)I[N1(u)N2(u)>0]d{βˆ1(u)− βˆ2(u)}, (1.31)
donde Ni(t) representa el nu´mero de individuos en la muestra i bajo observa-
cio´n en el instante t, es decir,
Ni(t) =
Ni∑
j=1
I[Tij≥t] (1.32)
donde I es la funcio´n indicatriz y, adema´s, para cualquier funcio´n f , fˆ denota
su estimacio´n y f(t−) = lims↑tf(s) [16].
El estad´ıstico de tipo Smirnov bilateral de dos muestras se define como
Kα =
sup0≤t≤τ |Bα(t)|
σˆα(τ)
, (1.33)
donde σˆα(τ) es el estimador de σα(τ) (la desviacio´n esta´ndar de Bα(τ) siendo τ
un nu´mero positivo fijo). Bajo H0 : S1(t) = S2(t), con t ∈ [0, τ ] y N1, N2 →∞
se tiene que
P (Kα ≤ y)→ 4
pi
∞∑
k=0
(−1)k
2k + 1
exp(−pi2(2k + 1)2/8y2) (1.34)
En [16] pueden encontrarse las fo´rmulas para el ca´lculo as´ı como una explica-
cio´n ma´s detallada de este test.
Los ca´lculos relativos a estad´ıstica espacial y ana´lisis de supervivencia han
sido realizados mediante R, un software gratuito apropiado para la realizacio´n
de ca´lculos estad´ısticos. Se han utilizado las siguientes librer´ıas: Splancs, des-
arrollado por Barry Rowlingson y Peter Diggle, y transvasada y sostenida por
Roger Bivand para el entorno R; Spatstat, desarrollada por Adrian Baddeley
y Rolf Turner y mantenida en R por Adrian Baddeley; Cluster, originalmente
disen˜ada par S por Peter Rousseeuw, Anja Struyf y Mia Hubert, posterior-
mente transvasada a R por Kurt Hornik y Martin Maechler y mantenida para
R por Martin Maechler y Survival originalmente disen˜ada para S por Terry
Therneau y transvasada a R por Thomas Lumley. Todo este sotware puede
obtenerse en la pa´gina http://www.R-project.org/.
1.2.4. Conjunto aleatorio y conjunto difuso
Un problema de gran relevancia en el campo del proceso de imagen es el
de la segmentacio´n de objetos de intere´s en ima´genes. En la literatura pueden
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encontrarse un gran nu´mero de procedimientos de este tipo. En la mayor´ıa
de tales procedimientos, se deja en manos del usuario la toma de determi-
nadas decisiones sobre los para´metros, las cuales afectan a la segmentacio´n
final. Veremos en el cap´ıtulo 4 co´mo, intentar eludir ese tipo de decisiones
en determinados procedimientos, sobre las que normalmente no tenemos idea
previa, nos conduce a una imagen a niveles de gris que puede interpretarse
como una funcio´n de pertenencia al objeto de intere´s. Es decir, el objeto de
intere´s pasa a ser un conjunto difuso y lo que pretendemos ahora es obtener
una especie de resumen de la funcio´n de pertenencia a dicho conjunto. Este
problema, recurrente en la literatura de conjunto difusos, de representar el
difuso mediante un conjunto n´ıtido (crisp), fue abordado por Ralescu en [36]
basa´ndose en la media de conjuntos de Aumann y tomando los α-cortes como
conjuntos a promediar.
En el cap´ıtulo 4 va a hacerse uso de los conceptos ba´sicos de la Teor´ıa
de Conjuntos Difusos. Esta teor´ıa, definida por Lofti A. Zadeh [50] permite la
representacio´n de situaciones ambiguas o imprecisas en relacio´n con clases mal
definidas. En la teor´ıa cla´sica de conjuntos, dados un elemento y un conjunto,
so´lo hay dos posibilidades, el elemento pertenece al conjunto o no. La teor´ıa
de Zadeh es una generalizacio´n de lo anterior ya que tambie´n permite que un
elemento pertenezca a un conjunto en un cierto grado. Mientras que la funcio´n
caracter´ıstica de conjunto cla´sico so´lo toma los valores 0 o´ 1, sobre un conjunto
difuso esta funcio´n puede todos los posibles valores en el intervalo [0, 1].
Un conjunto difuso u se caracteriza por una funcio´n de pertenencia u :
X −→ [0, 1] donde X es el universo de discurso. Para cada elemento x, u(x)
es el grado de pertenencia de x al conjunto difuso.
Otra forma de caracterizar a un conjunto difuso es mediante sus α-cortes.
Un α-corte de u, Lα(u), se define como
Lα(u) = {x ∈ X : u(x) ≥ α}. (1.35)
La aplicacio´n Lu : [0, 1] −→ P(X) donde Lu(α) = Lα(u) es el mapa de nivel
del conjunto difuso u en X.
Como ya se ha comentado, Ralescu definio´ en [36] la media de un conjunto
difuso mediante la integral de conjuntos definida por Aumann. Hay equivalen-
cia entre el nivel medio de un conjunto difuso propuesto en [36] y la media de
Aumann del conjunto compacto aleatorio cuyas realizaciones son los α-cortes
del difuso. En lo que sigue va a ser recordada la definicio´n de conjunto compac-
to aleatorio as´ı como tres definiciones distintas de conjunto medio: conjunto
medio de Aumann, Vorob’ev y Baddeley-Molchanov.
En primer lugar, recordemos la definicio´n de conjunto compacto aleatorio.
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Se trata de un mecanismo aleatorio que produce subconjuntos compactos de
un espacio dado. Fue formalmente definido por Matheron [31]. Sean F y K
las clases de subconjuntos cerrados y compactos, respectivamente, del espa-
cio Rd. Consideremos la σ-a´lgebra dada por σf = σ(FK , donde K ∈ K), es
decir, la σ-a´lgebra generada por los conjuntos FK = {F ∈ F : F
⋂
K 6= ∅}.
Si P denota una medida de probabilidad en (F , σf ) entonces (F , σf ,P) es un
conjunto cerrado aleatorio. Si asumimos que la distribucio´n esta´ concentrada
sobre los subconjuntos compactos (P(F\K) = 0), entonces tenemos un con-
junto compacto aleatorio. Sea Φ un conjunto aleatorio compacto en Rd, es
decir, un conjunto cerrado aleatorio tomando valores en el espacio K de todos
los subconjuntos compactos de Rd.
Vamos a definir en primer lugar la media de Aumann asociada a un con-
junto compacto aleatorio en base a la funcio´n soporte.
La funcio´n soporte sobre un conjunto C en Rd es una funcio´n definida
sobre la circunferencia unidad ∂B(0, 1) y queda definida por
h(C, u) = sup
x∈C
〈u, x〉 (1.36)
donde 〈u, x〉 = u1x1 + . . .+ udxd es el producto escalar de u = (u1, . . . , ud) ∈
∂B(0, 1) y x = (x1, . . . , xd). La funcio´n soporte h(C, .) es continua en ∂B(0, 1).
La funcio´n soporte asociada a Φ, h(Φ, .), es un proceso aleatorio definido
sobre la circunferencia unidad ∂B(0, 1).
La media de Aumann de Φ, EaΦ, se define como el conjunto convexo con
funcio´n soporte dada por la media o el valor esperado de la variable aleatoria
h(Φ, v)
h(EaΦ, v) = Eh(Φ, v). (1.37)
Por tanto, la esperanza o media de Aumann queda determinada por medio de
la funcio´n soporte esperada de Φ. Esta definicio´n es equivalente a la que ya
fue implicitamente proporcionada por Aumann en [2].
La media de Vorob’ev de Φ se obtiene a partir de su funcio´n de cobertura
definida en un punto x como la probabilidad que tiene ese punto de pertenecer
a Φ, P (x ∈ Φ) (ver [44], pa´gina 113). Si
Sp = {x ∈ Φ : P (x ∈ Φ) ≥ p}, (1.38)
entonces la media de Vorob’ev, EvΦ, se define como Spo donde po es tal que
el a´rea de Spo es igual al a´rea media de Φ. Si hay diferentes valores de p
verificando lo anterior, se tomar´ıa el mı´nimo de los valores.
Finalmente, Baddeley y Molchanov propusieron un concepto distinto de
media de un conjunto aleatorio basado en su representacio´n mediante la fun-
cio´n distancia. Los detalles as´ı como un buen nu´mero de ejemplos pueden
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encontrarse en la referencia original [4]. Sea F ′ el espacio de conjuntos cerra-
dos no vac´ıos con topolog´ıa hit-miss [31] y sea d : Rd×F ′ −→ R una funcio´n
distancia generalizada, es decir, una funcio´n semicontinua por la izquier-
da con respecto al primer argumento y medible respecto al segundo de for-
ma que cumple los dos requerimientos siguientes: (i) Si F1 ⊂ F2 entonces
d(x, F1) ≥ d(x, F2) para todo x ∈ Rd, y (ii) F = {x : d(x, F ) ≤ 0}. A partir de
la familia F ′ surge el espacio F = {d(., F ) : F ∈ F ′} de todas las funciones dis-
tancia. Sea m una me´trica definida sobre el espacio de funciones distancia, F,
y mW la restriccio´n de m aW , un cierto conjunto compacto (la ventana). Una
vez introducidos los anteriores elementos, podemos asociar a cualquier con-
junto cerrado aleatorio Φ la funcio´n aleatoria d(.,Φ). Supongamos que d(x,Φ)
es integrable para todo x ∈ Rd, entonces definimos la funcio´n distancia me-
dia d∗(x) = Ed(x,Φ). Sea Φ(²) = {x ∈ W : d∗(x) ≤ ²} con ² ∈ Rd y sea
²∗ = argmin²mW (Φ(²), d∗). La media de Baddeley-Molchanov de Φ, EbmΦ, es
el conjunto Φ(²∗), es decir una umbralizacio´n de la funcio´n distancia media de
Φ.
Por u´ltimo los calculos relacionados con conjuntos difusos y conjuntos alea-
torios han sido realizados con MATLAB.
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Cap´ıtulo 2
Ana´lisis del endotelio corneal
humano mediante
granulometr´ıas
Las ima´genes de endotelio corneal, obtenidas mediante microscop´ıa espe-
cular son originariamente ima´genes a niveles de gris. En un primer paso estas
ima´genes han de ser digitalizadas (ver figura 2.1 (a)).
Antes de abordar el ana´lisis de las ima´genes especulares digitalizadas, e´stas
son sometidas a un preproceso consistente en una umbralizacio´n global, que
mantiene las membranas entre ce´lulas adema´s de algunos artefactos los cuales
son eliminados ma´s tarde mediante una esqueletizacio´n. La imagen binaria
final es el negativo de la imagen binaria obtenida mediante el anterior proceso.
En la imagen resultante los p´ıxeles pertenecientes a ce´lula tienen valor uno
(blanco) y los que forman parte de la membrana entre ce´lulas tienen valor
cero (negro) (ver figura 2.1 (b)). Una descripcio´n detallada de este preproceso
puede encontrarse en [12].
El correcto funcionamiento del endotelio depende de ciertas condiciones
de regularidad en el taman˜o y la forma de las ce´lulas que lo forman. Aunque
la distribucio´n de taman˜os es normal en adultos jo´venes, el pleomorfismo y
polimegatismo celulares aumentan y la densidad disminuye con la edad ([49],
[34], [6]). Dichos cambios son normalmente sime´tricos entre los dos ojos. Los
cambios asime´tricos afectando so´lo a un ojo son usualmente signo de patolog´ıa.
En la literatura existente al respecto, han sido establecidos multitud de da-
tos normativos sobre la densidad y morfolog´ıa de las ce´lulas endoteliales [45],
[5], [27], [32], [49]. Por ejemplo, se ha comprobado que la densidad celular en
endotelios normales de nin˜os de 5 an˜os es de alrededor de 3500 ce´lulas/mm2
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([34]). A la edad de 80 an˜os se consideran densidades normales las que se
encuentran en el rango 2000-2500 ce´lulas/mm2 ([8]). Durante la vida adul-
ta, la densidad celular en el endotelio central decrece en media el 0.6% por
an˜o en co´rneas normales, da´ndose un incremento gradual del polimegatismo
y pleomorfismo ([6]). Parece que la densidad y la morfolog´ıa celulares esta´n
influidos por factores gene´ticos y raciales [32], [37]. Matsuda et al. ([32]) ob-
tienen una densidad celular de 2977 con una desviacio´n esta´ndar (SD) de 324
en individuos con edades comprendidas entre 20-39 an˜os y un coeficiente de
variacio´n (CV) de las a´reas de 28.5 con una SD de 5.8. En individuos de 30-39
an˜os, la densidad celular es de 2739 con una SD de 208 y CV medio de 27.4
con SD 3.7. Estos datos corresponden a poblacio´n americana. En la poblacio´n
japonesa detectaron densidades ligeramente ma´s altas.
La salud del endotelio es mejor si el nu´mero de ce´lulas es alto, su taman˜o
y forma son similares y su apariencia es aproximadamente hexagonal.
Ya hemos mencionado en la introduccio´n (ver seccio´n 1.1.1) que el esta-
do del endotelio puede deteriorarse como resultado de la existencia de algu´n
trauma o de enfermedades corneales como distrofias o degeneraciones. Por
ejemplo, hay edema corneal cuando la densidad celular en el endotelio baja de
500 ce´lulas/mm2. En los casos de baja densidad (menos de 1000 ce´lulas/mm2)
y poblacio´n de ce´lulas irregular, la cirug´ıa puede afectar irreversiblemente a la
transparencia corneal ya que se destruyen algunas ce´lulas cuyo hueco es ocu-
pado por el resto de ce´lulas (hipertrofia y migracio´n). De esta forma se crean
diferencias regionales persistentes en el patro´n de distribucio´n celular. En un
endotelio traumatizado la pe´rdida de ce´lulas continu´a a un ritmo acelerado y
la mal funcio´n del endotelio puede dar lugar an˜os ma´s tarde a una enfermedad.
En la seccio´n 2.1 se describe la base de datos de ima´genes de la que dispo-
nemos y se proporciona una pequen˜a descripcio´n estad´ıstica de los para´metros
cla´sicos en los elementos que la componen.
En las secciones 2.3 y 2.4 se aplica el concepto de granulometr´ıa y de distri-
bucio´n granulome´trica de taman˜o a la descripcio´n del endotelio. El ana´lisis se
enfoca desde dos puntos de vista distintos: el global y el local. El ana´lisis global
(seccio´n 2.3) comienza comparando endotelios de pacientes con endotelios con-
trol en base a la descripcio´n granulome´trica para determinar su ’normalidad’.
Los endotelios control son determinados por una oftalmo´loga. Posteriormente
se prescinde de esa clasificacio´n experta y se clasifica la muestra de endotelios
disponible en base tambie´n a las caracter´ısticas granulome´tricas mediante un
ana´lisis cluster jera´rquico. Puede obtenerse una descripcio´n granulome´trica si-
milar de las ce´lulas, en ese caso, evaluaremos el endotelio en funcio´n del estado
de sus ce´lulas en comparacio´n con un grupo de ce´lulas control (ver seccio´n 2.4).
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2.1. Material
Nuestra base de datos de ima´genes de endotelio esta´ formada por 151
ima´genes especulares centrales de la co´rnea en diferentes ojos: 54 son contro-
les (seleccionados por un oftalmo´logo en base al historial cl´ınico, a la inspeccio´n
visual y al valor de los para´metros cla´sicos) y las 97 ima´genes restantes per-
tenecen a diferentes pacientes. Los indicadores cla´sicos de los controles esta´n
dentro de los datos normativos publicados sobre personas en edad similar (ver
la tabla 2.1).
Cuadro 2.1: Media (desviacio´n esta´ndar) de la densidad, hexagonalidad y co-
eficiente de variacio´n
Densidad Hexagonalidad Coeficiente de variacio´n
Controles 20-30 an˜os 2765 (226.9) 65.2 (11.2) 29.9 (6.9)
31-40 an˜os 2739 (294.4) 62.3 (9.1) 33.2 (7.5)
Todos 2754 (280.7) 62.6 (11.0) 31.3 (6.4)
Pacientes 20-30 an˜os 2631 (485.1) 57.9 (12.5) 33.6 (6.1)
31-40 an˜os 2573 (322.9) 48.9 (11.1) 37.1 (8.2)
Todos 2502 (536.2) 53.3 (14.3) 35.3 (7.4)
Cada imagen corresponde a un ojo distinto y fueron obtenidas con un
microscopio especular (TOPCON, Tokio, Japan). Una ca´mara a color CCD
(dispositivo de doble carga, XC-711P, Sony, Tokio, Japo´n) tomo´ las fotograf´ıas
de las ce´lulas bajo una iluminacio´n estandarizada de 1900 lux. La salida de
la ca´mara fue procesada con un digitalizador de v´ıdeo PIP-512/1024 (Matrox
Electronic Systems Limited, Quebec, Canada) instalado dentro de un PC. To-
das las ima´genes fueron obtenidas en la misma escala. Las ima´genes originales
a niveles de gris fueron preprocesadas como se ha comentado al comienzo del
cap´ıtulo 2. La figura 2.1 (a) contiene una de las ima´genes que conforman la
muestra antes de ser procesada. La figura 2.1 (b) muestra la misma imagen
una vez ha sido preprocesada.
Al final del preproceso, nuestra informacio´n ba´sica es una imagen donde
cada ce´lula corresponde a una componente conexa distinta. Es decir, cada
imagen preprocesada estara´ formada por un conjunto de N ce´lulas a las que
podemos denotar A1, A2, . . . , AN (ver figura 1.2). El endotelio completo, de-
notado por A, resulta de la unio´n de todas las ce´lulas Ai’s (A =
⋃N
i=1Ai) y
no cubre totalmente el plano ya que quedan libres los intersticios entre ce´lu-
las (fondo negro). Los microscopios comerciales tambie´n realizan un ana´lisis
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(a)
(b)
Figura 2.1: Imagen de endotelio tal y como es producida por el microscopio
especular, (a), y despue´s del preproceso que la convierte en binaria, (b)
ba´sico de esas ima´genes que incluye:
hexagonalidad,
densidad y
un ana´lisis muy superficial de las a´reas celulares {a1, . . . , aN}
La salud del endotelio depende del nu´mero de ce´lulas que lo componen, del
taman˜o de e´stas y de su forma. La densidad de ce´lulas por unidad de a´rea
nos esta´ indicando el nu´mero de ce´lulas en el endotelio, la hexagonalidad nos
informa sobre la regularidad en la localizacio´n de las ce´lulas y las a´reas ce-
lulares nos dan idea de su taman˜o y hasta que´ punto hay variabilidad en el
mismo. Esta informacio´n es normalmente completada con un histograma de
las a´reas observadas. Aparte de que la anterior descripcio´n es poco profunda,
los resultados no vienen acompan˜ados de algu´n tipo de intervalo de confianza
que pueda servirnos de referencia.
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2.2. Metodolog´ıa
Como ya se ha mencionado, el ana´lisis del endotelio se viene realizando en
base a la densidad, la hexagonalidad y el coeficiente de variacio´n de las a´reas
celulares. En primer lugar, pensamos que el ana´lisis de las a´reas celulares no
proporciona mucha informacio´n per se y que no tiene mucho sentido si pos-
teriormente no es comparado con el mismo ana´lisis realizado en un endotelio
normal o, mejor dicho, en un grupo de endotelios normales ya que, a parte de la
variacio´n en la morfolog´ıa del endotelio que se produce cuando resulta dan˜ado
o con el envejecimiento, hay otro factor que es la variacio´n entre individuos. En
segundo lugar, la idea que se obtiene con esos para´metros sobre la morfolog´ıa
del endotelio es muy pobre. En este trabajo se proponen nuevos indicadores
ma´s sutiles en la deteccio´n de pequen˜as diferencias entre endotelios.
Hay dos formas de abordar la evaluacio´n del endotelio: la global y la local.
Global, en este contexto, significa que la evaluacio´n no esta´ basada en valores
medios de los valores obtenidos en cada ce´lula. En la evaluacio´n local anali-
zamos las ce´lulas del endotelio aisladamente. En este caso, en primer lugar
extraeremos conclusiones sobre las ce´lulas y, en base a ellas, caracterizaremos
el endotelio.
En esta seccio´n vamos a explicar la metodolog´ıa que hemos seguido a lo
largo del cap´ıtulo. La herramienta ba´sica de ana´lisis que utilizaremos es la fun-
cio´n de distribucio´n granulome´trica y algunos de sus momentos. En principio
explicaremos la metodolog´ıa seguida a nivel global. La metodolog´ıa aplicada
a nivel local es fundamentalmente igual salvo algunas variaciones lo´gicas que
iremos mencionando.
Todos los ana´lisis realizados en el trabajo pasan por la comparacio´n de en-
dotelios corneales de pacientes con endotelios corneales considerados normales
(controles). Respecto al tema de los endotelios control seleccionados por el
experto y que servira´n como referencia hay que decir que han sido divididos
en dos grupos de edad: los de personas entre 20 y 30 an˜os y los de perso-
nas entre 31 y 40 an˜os. El primer grupo lo forman 29 controles y el segundo
esta´ integrado por 19. Finalmente para un pequen˜o nu´mero de casos de ma´s de
cuarenta an˜os, se ha considerado como grupo de controles la unio´n de todos los
controles anteriores, independientemente de la edad, junto con algu´n caso de
ma´s de 40 an˜os. Los endotelios control pertenecen a pacientes sin patolog´ıas
cuyos indicadores cla´sicos esta´n dentro de los rangos establecidos por otros
autores [32], [49] y que han superado una inspeccio´n cualitativa por parte de
un oftalmo´logo. En la tabla 2.1 aparecen los valores medios de los indicado-
res cla´sicos tanto en el grupo de pacientes como en el de controles y segu´n el
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grupo de edad. La fila con el nombre ’todos’ contiene el valor medio de los
para´metros cla´sicos en pacientes y en controles sin discriminacio´n por edad.
Una primera comparacio´n que podemos establecer entre el endotelio de
un paciente y los endotelios control en su mismo grupo de edad es mediante
la distribucio´n emp´ırica de las a´reas celulares. Se trata de una descripcio´n
funcional de las a´reas observadas y se define como sigue: si {a1, . . . , aN} son las
a´reas observadas de las ce´lulas endoteliales, la funcio´n de distribucio´n emp´ırica
es
Fn(t) =
#{ai : ai ≤ t}
n
, (2.1)
donde # denota el cardinal o el nu´mero de elementos en un conjunto. Por lo
tanto, Fn da la proporcio´n de ce´lulas con un a´rea menor o igual que t. Las
figuras 2.2 (a), (b) y (c) muestran las ce´lulas del endotelio corneal de la figura
1.2 (a) con a´rea mayor que t=1500 (a), 2000 (b) y 2500 (c). Es importante
notar que la funcio´n de distribucio´n emp´ırica de las a´reas celulares no tienen
en cuenta su morfolog´ıa. Se trata de una funcio´n escalonada que considera una
ce´lula si su a´rea es menor o igual que un valor t considerado. Una ce´lula es
tenida en cuenta o no dependiendo so´lo de su a´rea.
En las figuras 2.3 (a) y 2.4 (a) se muestra la funcio´n de distribucio´n emp´ıri-
ca de las a´reas celulares (l´ınea de puntos) correspondientes a las ima´genes en la
figura 1.2 (a) y 1.2 (b) respectivamente. Son obviamente distintas, como cab´ıa
esperar. Sin embargo compararlas entre s´ı no sirve de mucho. La cuestio´n es
si las a´reas observadas en estos dos casos podr´ıan ser las de una persona sin
patolog´ıa. La u´nica forma de comprobarlo es compara´ndolas con controles en
su mismo grupo de edad. En las figuras 2.3 (a) y 2.4 (a) tambie´n aparecen
dos funciones correspondientes al ma´ximo y al mı´nimo de las funciones de
distribucio´n emp´ırica de las a´reas calculadas para el grupo de controles ade-
cuados en cada caso (l´ınea continua). De ahora en adelante, a esas funciones
las llamaremos envolventes superior (ma´ximo de las funciones de distribucio´n
emp´ırica de los controles) e inferior (mı´nimo de las funciones de distribucio´n
emp´ırica de los controles). Si la funcio´n de distribucio´n emp´ırica de un caso
esta´ fuera de estas envolventes, dicho caso sera´ detectado como anormal ya
que es diferente a los controles con edad similar. Se trata de un test gra´fico
simple que completaremos con otras comparaciones.
El ana´lisis que hemos propuesto, so´lo va´lido a nivel global, es simple y fa´cil
de obtener. Sin embargo, se trata de una pequen˜a sofisticacio´n del ana´lisis del
a´rea celular realizado por el software comercial y, como e´ste, no tiene en cuenta
la morfolog´ıa de las ce´lulas.
En lo que sigue se va a hacer uso de una herramienta de amplio uso en la
Morfolog´ıa Matema´tica y que ya ha sido introducida en la seccio´n 1.2.1 : la
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granulometr´ıa y la distribucio´n de taman˜o granulome´trica [20], [38], [40], [48].
Segu´n la seccio´n 1.2.1, una granulometr´ıa es una familia de transforma-
ciones uniparame´tricas, {Ψλ : λ ≥ 0}, verificando una serie de condiciones
all´ı enumeradas. Para medir el conjunto resultante de una transformacio´n
cualquiera de la familia, Ψλ, podemos utilizar su a´rea, por ejemplo. Bajo con-
diciones de regularidad simple, puede demostrarse que
FA(s) = 1− ν(Ψs(A))
ν(A)
, (2.2)
donde ν(A) denota el a´rea del conjunto A, es una funcio´n de distribucio´n de
probabilidad a la cual se denomina funcio´n de distribucio´n granulome´trica. La
distribucio´n de probabilidad asociada a esta funcio´n de distribucio´n se llama
distribucio´n de taman˜o granulome´trica.
Vamos a considerar un tipo especial de granulometr´ıa basado en el concepto
de apertura estructural, o sea, tomamos
Ψs(A) = A ◦ sT. (2.3)
La definicio´n de apertura estructural es como sigue: sea T un conjunto
convexo y compacto conteniendo el origen, entonces
A ◦ T =
⋃
{T + x : T + x ⊂ A}, (2.4)
donde T + x = {t + x : t ∈ T}, es la translacio´n de T por x, es la apertura
de A por T . En el contexto de la Morfolog´ıa Matema´tica, a T se le denomi-
na elemento estructurante. Los elementos estructurantes ma´s frecuentemente
utilizados son los que proporcionan los paquetes disponibles sobre morfolog´ıa
matema´tica (el cuadrado, la cruz, el disco y segmentos en distintas orientacio-
nes).
Por definicio´n, todas las aperturas satisfacen las tres primeras propiedades
de las granulometr´ıas. La verificacio´n de la cuarta propiedad o propiedad de
absorcio´n depende del elemento estructurante utilizado en la apertura. Todos
los elementos estructurantes que utilizamos en este trabajo conducen a la
verificacio´n de esta u´ltima propiedad.
En este caso la imagen binaria A es la imagen del endotelio de una persona
(caso global) o bien una de las ce´lulas integrantes de un endotelio (caso local).
Entonces el conjunto A ◦ sT no es ma´s que la parte del endotelio (ce´lula) A
ma´s grande que sT y que puede ser recubierta mediante translaciones de dicho
elemento estructurante. Pueden encontrarse definiciones ma´s formales de los
conceptos de apertura estructural y granulometr´ıa en [20], [40], [48], [42].
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Con la descripcio´n basada en granulometr´ıas de un objeto, no so´lo estamos
teniendo en cuenta su taman˜o sino tambie´n su forma. Ba´sicamente la idea
consiste en medir el taman˜o y la forma de un objeto compara´ndolo con otro.
Siendo A un endotelio, el conjunto A◦sT puede ser medido de dos formas.
La primera cuenta cua´ntas ce´lulas pueden contener una versio´n trasladada de
T (sen˜alar que estas ce´lulas tendra´n un taman˜o como mı´nimo el taman˜o de
T ). Ma´s precisamente, si A1, . . . , An son las n ce´lulas del endotelio A entonces
#{Ai : Ai ◦ sT 6= ∅} es la cantidad mencionada, la cual decrece con el taman˜o
de T . Podemos considerar como distribucio´n granulome´trica de taman˜o en
nu´mero la siguiente funcio´n,
G(s) = 1− #{Ai : Ai ◦ sT 6= ∅}
n
, (2.5)
que es una funcio´n de distribucio´n de probabilidad acumulada. Esta forma de
medir la apertura no tiene sentido cuando A es una ce´lula.
La segunda forma de medir el conjunto A ◦ sT que puede considerarse es
por medio de su a´rea. La distribucio´n granulome´trica de taman˜o en a´rea se
define como
H(s) = 1− ν(A ◦ sT )
ν(A)
, (2.6)
donde ν(A) denota el a´rea de A. H(s) es la proporcio´n del conjunto A cubierto
por el elemento estructurante sT cuando e´ste esta´ completamente contenido
en A. En este caso la definicio´n tiene sentido tanto si A es un endotelio o
una simple ce´lula. Las figuras 2.5 (a), (b) y (c) muestran el efecto de las
aperturas con discos de radio 14, 18 y 22 p´ıxeles respectivamente sobre el
endotelio representado en la figura 1.2(a). Hay que destacar que todas las
ce´lulas pueden formar parte de este ana´lisis, incluidas las de la corona externa
de la imagen especular.
Los endotelios corneales (o las ce´lulas) que son irregulares en forma y
taman˜o producira´n funciones F y G t´ıpicas. En las figuras 2.3(b) y 2.4(b)
(respectivamente 2.3(c) y 2.4(c)) podemos ver las funciones de distribucio´n
granulome´trica acumulada G (respectivamente H) para las ima´genes en la
figura 1.2 junto con las envolventes superior e inferior de las funciones de
distribucio´n granulome´trica acumulada determinada para los controles corres-
pondientes a cada caso. La informacio´n proporcionada por G y H es similar.
Sin embargo H es ma´s suave que G y sera´ la que utilicemos de ahora en
adelante. Con la funcio´n G podr´ıa realizarse un ana´lisis similar tambie´n con
resultados similares.
Tambie´n podemos realizar el ana´lisis utilizando un resumen de las fun-
ciones de distribucio´n granulome´trica basado en algunos de sus momentos.
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Los momentos que utilizaremos son los que normalmente se utilizan en la
descripcio´n de distribuciones de probabilidad: la media, la desviacio´n t´ıpica,
la asimetr´ıa y la curtosis. Recordemos co´mo se pueden calcular los momen-
tos a partir de las funciones de distribucio´n acumuladas. Asumimos que H
ha sido estimada en el conjunto de puntos discreto {δ, 2δ, . . . , kδ} con δ un
nu´mero positivo no demasiado grande (un mu´ltiplo del taman˜o de un p´ıxel).
Hemos tomado δ igual a 1 p´ıxel, el menor valor posible, y k igual a 30. A
partir de H(δ), . . . ,H(kδ) se estima la funcio´n de densidad de probabilidad
h(iδ) = H(iδ)−H((i−1)δ)δ con i = 1, . . . , k − 1 donde H(0) = 0 para despue´s
calcular el m-e´simo momento como
µm =
∫ ∞
0
tmh(t)dt. (2.7)
Los momentos utilizados son la media, µ1; la desviacio´n esta´ndar, µ2−µ21;
la asimetr´ıa, µ3/(µ2)2/3, y la curtosis, µ4/µ22. El momento m-e´simo ha sido
estimado a partir de la h estimada en i = 1, . . . , k − 1 usando la ecuacio´n 2.7
y la regla de Simpson de integracio´n nume´rica.
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(a)
(b)
(c)
Figura 2.2: Ce´lulas seleccionadas segu´n su a´rea en el endotelio representado en
la figura 1.2 (a): las ce´lulas con a´rea superior a 1500 p´ıxeles esta´n representadas
en (a), las que tienen a´rea superior a 2000 p´ıxeles en (b) y las que tienen a´rea
superior a 2500 p´ıxeles aparecen en (c)
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Figura 2.3: Funciones de distribucio´n acumuladas correspondientes a la imagen
de la figura 1.2 (a)
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Figura 2.4: Funciones de distribucio´n acumuladas correspondientes a la imagen
de la figura 1.2 (b)
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(a)
(c)
(d)
Figura 2.5: Aperturas estructurales de la figura 1.2 (a) realizadas con el disco
de radio 14 p´ıxeles (a), 18 p´ıxeles (b) y 22 p´ıxeles (c)
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2.3. Ana´lisis global del endotelio corneal basado en
distribuciones granulome´tricas y sus momentos
Para un paciente dado, se selecciona un subconjunto de ima´genes control
correspondientes a ima´genes normales en su mismo grupo de edad. Recordemos
que los controles esta´n divididos en dos grupo de edad distintos, de veinte e
treinta an˜os y de treinta a cuarenta.
La caracterizacio´n granulome´trica de un paciente dado es comparada con
la misma caracterizacio´n en los controles. Se han utilizado dos tipos de ca-
racterizaciones: la basada en la funcio´n de distribucio´n granulome´trica y la
basada en los momentos de esta funcio´n (media, desviacio´n esta´ndar, asime-
tr´ıa y curtosis).
En esta seccio´n se aborda el ana´lisis de endotelio corneal en base a la
funcio´n de distribucio´n granulome´trica, en primer lugar, y en base a los mo-
mentos granulome´tricos, en segunda instancia. En ambos casos se realiza una
evaluacio´n global del endotelio en el sentido al que hemos hecho referencia
anteriormente.
El elemento estructurante en base al cual se han calculado las granulome-
tr´ıas es el disco debido a que se sime´trico y se parece al hexa´gono.
2.3.1. Ana´lisis global basado en funciones de distribucio´n gra-
nulome´trica
Cada endotelio corneal es descrito por medio de la funcio´n de distribu-
cio´n granulome´trica acumulada. Veamos un test gra´fico para comparar F0(t),
la funcio´n de distribucio´n de un paciente dado, y F1(t), F2(t), . . . , Fs(t), las
funciones de distribucio´n de los controles asociados con el paciente (los corres-
pondientes a su grupo de edad). Sean L y U las funciones dadas por
L(t) = mı´n
i=1...s
{Fi(t)}, (2.8)
U(t) = ma´x
i=1...s
{Fi(t)}, (2.9)
o sea, las envolventes inferior y superior respectivamente de las funciones de
distribucio´n calculada en los controles. Si F0 esta´ contenida entre las envol-
ventes entonces la imagen corresponde a una imagen normal. En otro caso,
estaremos observando una imagen anormal. El principal problema es la eva-
luacio´n del error experimental: la proporcio´n de ima´genes normales evaluadas
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como anormales. En [10], se propone un estimador emp´ırico. Sean
L−r(t) = mı´n
1=1,...,r−1,r+1,...,s
(Fi(t)), (2.10)
y
U−r(t) = ma´x
1=1,...,r−1,r+1,...,s
(Fi(t)), (2.11)
las envolventes inferior y superior calculadas sobre el conjunto de controles
excepto el r-e´simo. Si Fr no esta´ contenido entre L−r y U−r, entonces el control
es erro´neamente evaluado como anormal. La proporcio´n de controles que son
evaluados como anormales segu´n este procedimiento es el error experimental.
Los valores observados se encuentran en la tabla 2.2. Es importante notar
el pequen˜o nu´mero de controles en nuestro estudio. Una aplicacio´n cl´ınica
necesitar´ıa un nu´mero mayor de controles.
Cuadro 2.2: Error experimental emp´ırico
Controles (20-30 an˜os) 0.1034
Controles (31-40 an˜os) 0.2941
Todos los controles 0.0556
La comparacio´n entre el endotelio del paciente y los controles tambie´n
puede realizarse por medio de un test de aleatorizacio´n. La hipo´tesis nula de tal
test de aleatorizacio´n considerar´ıa que nuestro paciente no puede distinguirse
de los controles. Consideremos
di =
∫ T
0
(Fi(t)− F i(t))2dt, (2.12)
donde F i(t) =
∑s
j=0,j 6=i Fj(t) con i = 0, 1, . . . , s. Si realmente la imagen del
endotelio del paciente no puede ser distinguida de los controles entonces cual-
quier permutacio´n de d0, d1, . . . , ds es equiprobable. El p-valor unilateral de
tal test ser´ıa 1 − ks+1 donde k es la posicio´n que ocupa d0 en la serie de los
di’s ordenados. De ahora en adelante, este p-valor sera´ denotado por pg. Puede
encontrarse una explicacio´n detallada de esta metodolog´ıa en [13].
Si utilizamos un nivel de significatividad α = 0.1, veintinueve ima´genes
son evaluadas como anormales ya que su pg esta´ por debajo de 0.1. En la
tabla 2.3 se muestra un breve estudio descriptivo de los para´metros cla´sicos
distinguiendo los casos en que el pg-valor es menor que 0.1 (o sea, los evaluados
como anormales) de los casos en que es mayor. Las distintas columnas en
la tabla corresponden al mı´nimo, primer cuartil, mediana, tercer cuartil y
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ma´ximo de los para´metros cla´sicos. Observando esta tabla puede apreciarse
claramente la existencia de relacio´n entre los para´metros cla´sicos y el valor pg.
2.3.2. Ana´lisis global basado en momentos granulome´tricos
Sea x0 un vector de descriptores del endotelio compuesto por la media,
la varianza, la asimetr´ıa y la curtosis de la distribucio´n granulome´trica. Si-
milarmente tenemos los mismos valores calculados sobre los correspondientes
controles, x1, x2, . . . , xs. Bajo la hipo´tesis nula de que nuestro endotelio es
un endotelio normal (o por lo menos no puede distinguirse de los endotelios
control), x0 tiene que ser similar a la muestra {x1, . . . , xs}. Si X es el vector
aleatorio tal que xi con i = 1, . . . , s es una muestra aleatoria suya, puede va-
lorarse hasta que´ punto la media de X se parece a x0 mediante un test T 2 de
Hotelling (ver [39], pg. 63, o cualquier texto de ana´lisis estad´ıstico multiva-
riante). Bajo la hipo´tesis de que X sigue una distribucio´n normal,
F0 =
s(x− x0)′S−1(x− x0)
s− 1
s− d
d
(2.13)
sigue una distribucio´n F de Fisher con d y s−d grados de libertad donde d es la
dimensio´n de X (cuatro si son usados todos los momentos granulome´tricos que
hemos calculado), x =
∑s
i=1 xi/s y S es la matriz de covarianzas. Los valores
altos de F0, o lo que es lo mismo, p-valores pequen˜os del test, son asociados
a endotelios corneales anormales (o, gene´ricamente, distintos a los controles).
En ese caso lo que ocurre es que el vector de descriptores del endotelio corneal
que evaluamos es demasiado distinto de la media del vector de descriptores
calculado en los controles. La tabla 2.4 muestra los indicadores cla´sicos aso-
ciados a los cinco pacientes con los p-valores ma´s altos. Hay que notar que los
p-valores que hemos obtenido con este procedimiento son muy pequen˜os. Los
nu´meros que esta´n entre pare´ntesis son los cuantiles dentro de los controles
de su grupo de edad. Por ejemplo, el paciente 1 tiene una densidad de 2673 y
el 63% de los controles en su mismo grupo de edad tienen una densidad ma´s
baja que 2673. Los cuantiles que aparecen junto al coeficiente de variacio´n
nos indican que en los cinco casos son muy pequen˜os en comparacio´n con los
controles. Notar que los pacientes 2 y 4 tienen densidades bastante bajas (en
el caso 3 no es mucho ma´s grande), mientras que los pacientes 2 y 3 tambie´n
presentan hexagonalidades bastante bajas. Sacar una conclusio´n es dif´ıcil. Es
evidente que los p-valores observados no pueden discriminar a los pacientes de
los controles.
Una alternativa robusta a este enfoque parame´trico puede ser el test de
aleatorizacio´n descrito en la seccio´n anterior. Los momentos granulome´tricos
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Cuadro 2.4: Pacientes con los cinco p-valores ma´s altos en el test T 2 de Hote-
lling
Paciente Densidad Hexagonalidad C.V. p-valor
1 2673 (63) 61 (86) 32 (34) 0.12
2 2338 (25) 35 (9) 31 (29) 0.03
3 2599 (35) 56 (37) 31 (30) 0.02
4 2494 (39) 62 (78) 31 (32) 0.02
5 2944 (84) 60 (81) 31 (24) 0.01
sustituyen ahora a las distribuciones granulome´tricas en el procedimiento des-
crito en dicha seccio´n. El test se construye de la misma forma, so´lo hay que
sustituir los di’s de la ecuacio´n 2.12 por
di = (xi − xi)′S−1i (xi − xi), (2.14)
donde xi =
∑n
j=1,j 6=i xj
n y S
2
i es la matriz de covarianza de {xj : j = 0, . . . , i −
1, i+ 1, . . . , n}.
A la distancia de Mahalanobis entre los momentos granulome´tricos de la
imagen dada y los correspondientes momentos granulome´tricos de los controles
asociados la denotamos d0. El test de aleatorizacio´n valora cua´l es la magnitud
de d0. En la tabla 2.5 esta´n las correlaciones entre los indicadores cla´sicos
(densidad, hexagonalidad y coeficiente de variacio´n de las a´reas celulares), d0
y el p-valor del test de aleatorizacio´n basado en los momentos granulome´tricos
(de ahora en adelante denotado como pm) calculadas utilizando el conjunto
total de pacientes. Es importante notar la alta correlacio´n existente entre el
coeficiente de variacio´n (un descriptor de forma) y las dos nuevas cantidades.
Por otra parte, las correlaciones entre d0 y pm con la densidad (un descriptor
de taman˜o) esta´n muy pro´ximas a cero.
Cuadro 2.5: Correlaciones
Hexagonalidad C.V. d0 pm
Densidad 0.113 -0.031 -0.063 0.060
Hexagonalidad -0.528 -0.236 0.099
C.V. 0.546 -0.293
d0 -0.423
Otra forma de indagar sobre la relacio´n de pm con los indicadores cla´sicos
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es dividiendo a los pacientes segu´n el valor de pm y describir esos indicadores
en cada grupo. La tabla 2.3 contiene este estudio descriptivo en el grupo de
pacientes cuyo pm-valor es ma´s pequen˜o que 0.1 y en el grupo de pacientes
cuyo pm-valor es mayor que 0.1. En este caso se aprecia una relacio´n bastante
clara y sin contradicciones: las densidades y hexagonalidades ma´s altas junto
con los coeficientes de variacio´n ma´s bajos pueden observarse en el grupo con
pm ≥ 0.1.
2.3.3. Aplicacio´n cl´ınica: evaluacio´n detallada de algunos casos
Con el fin de ilustrar la metodolog´ıa utilizada, se ha contado con la opinio´n
experta de una oftalmo´loga para el ana´lisis detallado de cuatro casos. Los
cuatro casos corresponden a ambos ojos de dos pacientes. En la tabla 2.6
se muestran sus ı´ndices cla´sicos y nuevos. Para la evaluacio´n de las cuatro
ima´genes seleccionadas partimos esos datos y de los tres tests gra´ficos.
Caso Densidad Hexagonalidad CV pg pg(α) pm
1 2485 36 41.1 0.88 0.81 0.66
2 2421 33 40.3 0.61 0.72 0.05
3 2513 51 45.1 0.65 0.84 0.14
4 1117 88 29.2 0 0.54 0.07
Cuadro 2.6: I´ndices clasicos y nuevos de los casos analizados
Los casos 1 y 2 son los que aparecen representados en las figuras 1.2(a)
y (b). Corresponden a ambos ojos de un paciente de 33 an˜os. La densidad,
la hexagonalidad y el coeficiente de variacio´n son similares en ambas (ver la
tabla 2.6). Sin embargo, la inspeccio´n visual indica que las ce´lulas son ma´s
irregulares en el caso 2 (figura 1.2(b)). Esta diferencia s´ı es captada en los
tres tests gra´ficos. La figura 2.3 muestra que las tres funciones de distribucio´n
acumulada (la emp´ırica de las a´reas, (a); la granulome´trica en nu´mero, (b)
y en a´rea (c)) calculadas para el caso 1 esta´n dentro de las correspondientes
envolventes. Sin embargo, para el caso 2, las tres funciones de distribucio´n
acumulada quedan fuera de la regio´n delimitada por las envolventes (ver la
figura 2.4). Todos los p-valores en el caso 1 son mayores que en el caso 2, como
era esperable. En el caso de pm la diferencia es mucho ma´s acusada.
Los casos 3 y 4 se corresponden con las ima´genes (a) en las figuras 2.6 y 2.7
y representan los endotelios corneales de un paciente de 33 an˜os. Hace algu´n
tiempo, a este paciente se le extirpo´ una catarata en el ojo izquierdo (figura
2.7 (a)). El caso 3 presenta una alta densidad y una baja hexagonalidad. Por el
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contrario, el caso 4 tiene una baja densidad pero una alta hexagonalidad. Los
descriptores cla´sicos no son capaces de discriminar el caso 4 como dan˜ado. De
nuevo, los tres tests gra´ficos s´ı distinguen entre ese par de casos como puede
verse en las figuras 2.6(b), (c) y (d) y 2.7(b), (c) y (d). En relacio´n con los
p-valores, se observa un comportamiento similar. Esta vez, la mayor diferencia
se observa en pg.
De la observacio´n de estos casos no puede extraerse ninguna conclusio´n
global. Estos comentarios simplemente sirven de ilustracio´n a la metodolog´ıa
expuesta.
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Figura 2.6: Caso 3
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Figura 2.7: Caso 4
2.3.4. Agrupacio´n de endotelios
En este punto vamos a enfocar la clasificacio´n de endotelios bajo otro
punto de vista y tambie´n con otro objetivo. Hasta ahora hemos comparado
dos tipos de endotelios, los de pacientes con los controles. La aplicacio´n cl´ınica
de esta comparacio´n es evidente: un endotelio de paciente que se parezca a
uno control sera´ considerado normal. Ahora no establecemos esa comparacio´n
sino que partimos del conjunto total de endotelios (no distinguiendo entre
endotelios pacientes y control) y realizamos un ana´lisis cluster basado en la
descripcio´n granulome´trica. El objetivo es comprobar si la descripcio´n por
medio de granulometr´ıas puede discriminar entre tipos de endotelios diferentes.
El ana´lisis, tal y como lo hemos abordado hasta ahora exige la seleccio´n de
un grupo de endotelios control o endotelios normales. El experto puede tener
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aute´nticos problemas en esa primera seleccio´n ya que, en ocasiones, determinar
la normalidad de un endotelio no es un asunto sencillo. Los casos en los que esto
ocurre esta´n en el l´ımite de lo normal. En un caso de ese tipo, el experto sabe
que no se esta´ equivocando mucho al clasificarlo como normal pero no sabe
cua´nto. La magnitud del error experimental emp´ırico asociado a la muestra
de endotelios normales que hemos utilizado hasta ahora viene a corroborar
este razonamiento (ver tabla 2.2). La agrupacio´n de endotelios en base a las
caracter´ısticas granulome´tricas dara´ al experto un elemento ma´s de juicio en
el que poder apoyarse.
Aunque nuestro intere´s esta´ centrado en la clasificacio´n en casos norma-
les y no normales, el punto de vista que ahora planteamos puede ampliarla.
El agrupamiento de endotelios puede no so´lo aislar los casos normales de los
anormales, sino tambie´n establecer tipolog´ıas de endotelios normales y tipo-
log´ıas de endotelios anormales. Se trata de una informacio´n complementaria
que enriquece el ana´lisis.
Hemos establecido dos rangos de edad para realizar la clasificacio´n: por
una parte hemos considerado los endotelios de personas entre 20 y 30 an˜os y
por otra los de personas entre 30 y 40 an˜os. Cada endotelio ha sido descrito
por medio de la funcio´n de distribucio´n granulome´trica tomando como elemen-
to estructurante el disco unitario. El me´todo de clasificacio´n elegido ha sido
el cluster jera´rquico para lo cual hemos utilizado el procedimiento AGNES
(AGlomerative NESting) de la librer´ıa ’cluster’ de R. Aunque su utilizacio´n
aparece ya en este momento, la descripcio´n ma´s detallada as´ı como la referen-
cia asociada a este procedimiento se encuentra en la seccio´n 3.2.2 del cap´ıtulo
siguiente donde es usado intensivamente.
El coeficiente aglomerativo (AC) asociado al cluster jera´rquico obtenido
se calcula como la media de las disimilaridades entre los clusters que van
unie´ndose en cada paso, una vez han sido normalizadas al rango 0-1. Puede
entenderse como un coeficiente de calidad de la agrupacio´n. Su valor siempre
esta´ entre 0 y 1, y los valores pro´ximos a 1 indican que hay un agrupamiento
claro de elementos. La existencia de observaciones ano´malas puede provocar
valores altos de este coeficiente. Considerando los casos entre 20 y 30 an˜os
obtenemos un AC de 0.91. Se trata de un valor muy alto que podr´ıa deberse a
los casos 25, 77 y 136 que, por la estructura del a´rbol (ver figura 2.8), parecen
muy distintos al resto. El AC calculado prescindiendo de esos tres casos es
igual a 0.87, lo cual demuestra que efectivamente hay una so´lida estructura en
el conjunto de datos.
Cuando clasificamos el conjunto de endotelios de individuos entre 30 y 40
an˜os obtenemos un AC de 0.85. En ambos rangos de edad hemos obtenido coe-
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ficientes de aglomeracio´n bastante altos lo cual indica que hay una agrupacio´n
natural de endotelios.
Al final de un ana´lisis cluster jera´rquico hay que tomar la decisio´n sobre
cua´l es el nu´mero de grupos a considerar. En nuestro caso hemos descompuesto
la muestra de endotelios, tanto la de individuos entre 20 y 30 an˜os como la de
los que esta´n entre 30 y 40, en ocho grupos en primer lugar y en tres grupos en
segundo lugar. A los grupos resultantes de la clasificacio´n en ocho grupos los
denotamos grupo 1 hasta grupo 8. A los grupos resultantes de la clasificacio´n
en tres grupos los denotaremos grupo A, B y C.
En la figura 2.8 se muestra el diagrama de a´rbol que representa el ana´lisis
cluster jera´rquico de los endotelios entre 20 y 30 an˜os. Como ya hemos comen-
tado, hemos descompuesto la muestra en tres grupos en un caso y en ocho en
otro. En la tabla 2.7 aparecen algunos estad´ısticos de los para´metros cla´sicos
calculados en cada uno de los ocho grupos obtenidos, en concreto el ma´ximo,
el mı´nimo, la media y la desviacio´n t´ıpica. En la tabla 2.8 aparecen los mismos
estad´ısticos cuando descomponemos la muestra en tres grupos.
A pesar de que en las tablas 2.7 y 2.8 aparecen los valores medios de los
para´metros cla´sicos, los gra´ficos de la figura 2.9 dan una informacio´n ma´s com-
pleta ya que adema´s de las medias por grupo (el grupo viene dado por el eje y)
aparecen tambie´n representados los valores de los elementos que forman dicho
grupo. Por ejemplo puede apreciarse que la densidad media en los grupos 1, 2 y
3 (los grupos ma´s numerosos) son muy parecidas. Sin embargo la estructura de
los grupos es muy distinta, por ejemplo en el grupo 2 hay una dispersio´n muy
grande, es decir, la media es poco representativa de la muestra, y ello es debido
a dos elementos con densidades anormalmente grandes (3476.2 y 3864.3). Sin
embargo, si recurrimos al ape´ndice A donde esta´n representados los endotelios
de individuos entre 20 y 30 an˜os por grupos, observamos que los dos endotelios
a que hemos hecho referencia antes no se diferencian demasiado del resto del
grupo. En los grupos primero y tercero los datos esta´n concentrados en la mis-
ma zona (entre 2500 ce´lulas/mm2 y 3000 ce´lulas/mm2), excepto dos casos del
primer grupo: un caso con una densidad de 1912 ce´lulas/mm2 y otro con den-
sidad igual a 3262.6 ce´lulas/mm2. Entre ambas densidades hay una diferencia
de aproximadamente 1300 ce´lulas/mm2 dif´ıcil de apreciar visualmente (ver el
ape´ndice A). Puede decirse que la diferencia entre ambos grupos se encuentra
en la hexagonalidad, es decir, el tercer grupo contiene endotelios con hexago-
nalidades ma´s bajas y todos aquellos endotelios con hexagonalidades mayores
pero que por su morfolog´ıa han sido considerados similares a los primeros. En
el primer grupo sin embargo no hay endotelios con densidad por debajo del 50
por ciento. Los grupos cuarto y quinto esta´n muy bien caracterizados por sus
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densidades, muy altas en el primer caso y muy bajas en el segundo. El sexto
grupo esta´ formado por un u´nico endotelio con densidad y hexagonalidad al-
tas. Por otra parte, todos los elementos del se´ptimo grupo menos uno tienen
densidades dentro del rango considerado normal y adema´s hexagonalidades
altas. El u´nico endotelio que se diferencia tiene una densidad y un hexagona-
lidad bastante bajas y se caracteriza por una morfolog´ıa muy irregular de las
ce´lulas, parece que no tiene mucho en comu´n con el resto de endotelios del
grupo. Por u´ltimo el octavo grupo esta´ formado por dos endotelios con den-
sidades y hexagonalidades relativamente normales pero observando el gra´fico
2.9 (c) apreciamos que se distinguen por sus altos valores del coeficiente de
variacio´n.
Posteriormente hemos agrupado la muestra en tres conjuntos. Las repre-
sentaciones gra´ficas de la densidad, hexagonalidad y coeficiente de variacio´n
de las a´reas celulares de los elementos que componen estos conjuntos, as´ı co-
mo las medias, aparecen en la figura 2.10 (a), (b) y (c) respectivamente. El
primero de tales conjuntos, el grupo A, es el menos numeroso y es el resulta-
do de la unio´n del quinto y sexto cluster de la particio´n en ocho conjuntos.
Se han unido por tanto conjuntos muy distintos si atendemos a sus para´me-
tros cla´sicos (densidades muy bajas con densidades muy altas) pero no tan
distintos si lo que hacemos es observarlos en el ape´ndice A. A nivel visual
tienen cierta semejanza y lo que resulta entonces ilo´gico es que el endotelio
que compone el antiguo conjunto 6 tenga una densidad tan alta. El segundo
conjunto, grupo B, es la unio´n de los antiguos conjuntos 2, 3 y 4. Se trata de
conjuntos cuya representacio´n de la densidad en la figura 2.9 (a) se encuen-
tra aproximadamente por la misma zona. Ma´s o menos, el mismo comentario
puede hacerse del grupo C que es reunio´n de los antiguos conjuntos 7, 8 y 1.
En esta nueva agrupacio´n, es el tercer conjunto el que mayor concentracio´n de
hexagonalidades altas registra.
En la figura 2.11 aparece el a´rbol jera´rquico resultado de aplicar el pro-
cedimiento de cluster jera´rquico que anteriormente hemos presentado a los
endotelios de individuos entre 30 y 40 an˜os. De la misma forma que hemos
hecho con los casos entre 20 y 30 an˜os, hemos realizado el ana´lisis separando
la muestra en ocho y en tres grupos.
La tabla 2.9 contiene el ma´ximo, el mı´nimo, la media y la desviacio´n t´ıpica
por ese orden de los para´metros cla´sicos dentro de cada uno de los ocho grupos.
Sin embargo, para entrar en ma´s detalles vamos a recurrir al mismo tipo de
gra´ficas que en el ana´lisis anterior. Lo primero que se aprecia es que hay muy
pocos endotelios con una densidad de ce´lulas realmente baja. En la figura 2.12
(a) esta´n representadas las densidades dentro de cada grupo. Inmediatamente
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se ve que, por ejemplo, el grupo 2 recoge densidades ma´s altas que el grupo 1.
Merece la pena destacar el grupo 6 que presenta una dispersio´n muy grande de
densidades. En este grupo esta´n contenidos los tres endotelios de la muestra
con las densidades ma´s bajas mientras que el resto de elementos presenta
densidades por encima de las 2500 ce´lulas/mm2. Si recurrimos a la inspeccio´n
visual de los endotelios que integran el grupo seis, nos resulta dif´ıcil distinguir
entre los endotelios con bajas densidades y los que tienen densidades altas.
El resto de grupos son muy poco numerosos y todos sus elementos tienen
densidades parecidas. Sin embargo, en el caso de los grupos 3 y 4, la diferencia
puede ser establecida por sus valores del coeficiente de variacio´n de las a´reas,
el cual tambie´n los diferencia, junto con una baja hexagonalidad, del resto
de grupos ya que es notablemente mayor. De la observacio´n visual tambie´n
se obtiene la misma conclusio´n (ver el ape´ndice A). Respecto a los grupos 7
y 8, en los gra´ficos 2.12 (a), (b) y (c) no se puede establecer una diferencia
clara entre ellos, a no ser por el coeficiente de variacio´n, y tampoco entre ellos
y el grupo 1. Sin embargo, de la inspeccio´n visual (ver el ape´ndice A) si se
llega a la conclusio´n de que tienen una morfolog´ıa bastante distinta a la de los
elementos del grupo 1.
La figura 2.13 contiene gra´ficas del mismo estilo que en el caso de los ocho
grupos pero ahora hemos formado so´lo tres grupos con la totalidad de los
datos. El grupo A resultante ahora es la unio´n de los antiguos grupos 1 y 2. El
grupo B es el resultado de la unio´n de los antiguos 3, 4, 5 y 6 y, por u´ltimo, el
grupo C es la unio´n del 7 y el 8. En el gra´fico 2.13 (a) se ve que el grupo A es
bastante homoge´neo, los valores de la densidad esta´n bastante concentrados y
son en general altos. En ese sentido, los endotelios que forman el grupo B son
bastante heteroge´neos en cuanto a la densidad de ce´lulas y, aunque el rango
de hexagonalidades coincide casi perfectamente con el del grupo 1, en el grupo
2 hay ma´s valores de la hexagonalidad pro´ximos al l´ımite inferior. Por u´ltimo,
el grupo C esta´ formado por los grupos 7 y 8 obtenidos en la clasificacio´n en
ocho grupos, como parec´ıa natural despue´s de observar su morfolog´ıa.
En algunas ocasiones la agrupacio´n obtenida ha resultado coherente desde
el punto de vista de los para´metros cla´sicos, pero en otras ocasiones ha puesto
en evidencia casos cuyos valores de los para´metros cla´sicos no describen bien
la morfolog´ıa del endotelio. Esto viene a avalar de nuevo el ana´lisis granu-
lome´trico sobre el ana´lisis cla´sico. Un ejemplo concreto es el endotelio e136
de la tabla A.1 del anexo el cual podr´ıa haber sido elegido como endotelio
control observando los para´metros cla´sicos y sin embargo ha aparecido junto
a los endotelios con peores densidades en el grupo de edad 20-29.
A nivel visual, en las tablas mostradas en el anexo puede observarse en ge-
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neral que los grupos obtenidos son homoge´neos, sobre todo, cuando atendemos
a la divisio´n en ocho grupos.
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Figura 2.8: Dendograma o diagrama de a´rbol resultante de la agrupacio´n
jera´rquica de endotelios de pacientes entre 20 y 30 an˜os
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Grupo Densidad Hexagonalidad CV
3262.6 82.0 42.4
1 1912.0 54.0 22.9
(15 eltos.) 2742.1 66.0 31.7
281.1 7.6 5.6
3864.3 80.0 39.8
2 2260.3 52.0 26.3
(8 eltos.) 2711.9 63.1 32.8
666.2 9.1 4.5
2951.7 70.0 38.7
3 2598.8 40.0 22.7
(16 eltos.) 2755.1 56.4 31.5
123.1 9.5 4.3
3518.8 60.0 31.6
4 3018.7 52.0 23.7
(2 eltos.) 3268.8 56.0 27.7
353.6 5.7 5.6
1316.1 61.0 35.3
5 1185.0 44.0 28.0
(2 eltos.) 1250.6 52.5 31.7
92.7 12.0 5.2
3031.7 75.0 25.8
6 3031.7 75.0 25.8
(1 elto.) 3031.7 75.0 25.8
0.0 0.0 0.0
2734.0 77.0 41.2
7 1501.4 32.0 23.1
(5 eltos.) 2385.0 62.0 33.7
518.5 17.6 7.9
2182.2 64.0 41.1
8 2166.6 51.0 39.5
(2 eltos.) 2174.4 57.5 40.3
11.0 9.2 1.1
Cuadro 2.7: Resumen de los para´metros cla´sicos en cada uno de los ocho
clusters en que se ha dividido la muestra de pacientes entre 20 y 30 an˜os. La
primera fila de cada celda contiene el ma´ximo, la segunda el mı´nimo, la tercera
la media y la cuarta la desviacio´n t´ıpica
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Grupo Densidad Hexagonalidad CV
3031.7 75.0 35.3
A 1185.0 44.0 25.8
(3 eltos.) 1844.3 60.0 29.7
1030.4 15.5 5.0
3864.3 80.0 39.8
B 2260.3 40.0 22.7
(26 eltos.) 2785.3 58.5 31.5
391.2 9.4 4.4
3262.6 82.0 42.4
C 1501.4 32.0 22.9
(22 eltos.) 2609.4 64.3 33.0
382.7 10.4 6.3
Cuadro 2.8: Resumen de los para´metros cla´sicos en cada uno de los tres clusters
en que se ha dividido la muestra de pacientes entre 20 y 30 an˜os. La primera
fila de cada celda contiene el ma´ximo, la segunda el mı´nimo, la tercera la
media y la cuarta la desviacio´n t´ıpica
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Figura 2.9: Representacio´n de la densidad (a), hexagonalidad (b) y coeficiente
de variacio´n de las a´reas (c) para cada unos de los ocho grupos obtenidos en
la muestra de endotelios entre 20 y 30 an˜os
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Figura 2.10: Representacio´n de la densidad (a), hexagonalidad (b) y coeficiente
de variacio´n de las a´reas (c) para cada unos de los tres grupos obtenidos en la
muestra de endotelios entre 20 y 30 an˜os
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Figura 2.11: Dendograma o diagrama de a´rbol resultante de la agrupacio´n
jera´rquica de endotelios de pacientes entre 30 y 40 an˜os
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Grupo Densidad Hexagonalidad CV
2898.9 65.0 42.6
1 2421.1 33.0 24.5
(13 eltos.) 2651.9 50.3 33.8
161.6 10.9 5.4
3206.0 71.0 45.9
2 2732.0 38.0 21.6
(9 eltos.) 3001.3 56.5 35.3
154.6 10.6 7.9
2574.2 41.7 50.5
3 2574.2 31.0 50.5
(2 eltos.) 2574.2 36.4 50.5
0.0 7.6 0.0
2499.7 34.0 58.8
4 2499.7 34.0 58.8
(1 eltos.) 2499.7 34.0 58.8
0.0 0.0 0.0
2697.2 42.9 44.9
5 2555.0 32.0 35.8
(4 eltos.) 2649.3 38.2 41.1
81.6 4.6 4.7
3038.8 65.0 37.2
6 1876.4 37.0 25.0
(8 elto.) 2570.8 52.5 32.4
459.1 9.1 4.4
2542.3 68.0 42.2
7 2324.6 40.0 36.1
(4 eltos.) 2424.6 50.3 39.5
90.4 13.0 2.5
2363.4 43.0 44.5
8 2363.4 43.0 44.5
(1 eltos.) 2363.4 43.0 44.5
0.0 0.0 0.0
Cuadro 2.9: Resumen de los para´metros cla´sicos en cada uno de los ocho
clusters en que se ha dividido la muestra de pacientes entre 30 y 40 an˜os. La
primera fila de cada celda contiene el ma´ximo, la segunda el mı´nimo, la tercera
la media y la cuarta la desviacio´n t´ıpica
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Grupo Densidad Hexagonalidad CV
3206.0 71.0 45.9
A 2421.1 33.0 21.6
(22 eltos.) 2785.0 52.9 34.4
232.9 11.0 6.4
3038.8 65.0 58.8
B 1876.4 31.0 25.0
(15 eltos.) 2583.7 45.3 37.8
354.8 10.7 9.4
2542.0 68.0 44.5
C 2324.6 40.0 36.1
(5 eltos.) 2412.3 48.8 40.5
82.9 11.7 3.1
Cuadro 2.10: Resumen de los para´metros cla´sicos en cada uno de los tres
clusters en que se ha dividido la muestra de pacientes entre 30 y 40 an˜os. La
primera fila de cada celda contiene el ma´ximo, la segunda el mı´nimo, la tercera
la media y la cuarta la desviacio´n t´ıpica
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Figura 2.12: Representacio´n de la densidad (a), hexagonalidad (b) y coeficiente
de variacio´n de las a´reas (c) para cada unos de los ocho grupos obtenidos en
la muestra de endotelios entre 20 y 30 an˜os
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Figura 2.13: Representacio´n de la densidad (a), hexagonalidad (b) y coeficiente
de variacio´n de las a´reas (c) para cada unos de los tres grupos obtenidos en la
muestra de endotelios entre 20 y 30 an˜os
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2.4. Ana´lisis local del endotelio corneal basado en
distribuciones granulome´tricas y sus momentos
El contenido de esta seccio´n se recoge en la referencia [53].
Hasta ahora se ha realizado un ana´lisis global del endotelio. Sin embar-
go, podr´ıamos considerar una metodolog´ıa similar, salvo algunas diferencias
lo´gicas, en la evaluacio´n de las ce´lulas endoteliales aisladamente. De entre los
indicadores cla´sicos, uno se obtiene globalmente (la densidad) y los otros dos
(hexagonalidad y coeficiente de variacio´n de las a´reas) se obtienen a partir
de cantidades calculadas localmente: el nu´mero de ce´lulas vecinas y el a´rea
de una ce´lula dada. Veamos con un ejemplo co´mo estas dos cantidades esta´n
obteniendo descripciones iguales de ce´lulas bastante distintas. En la figura
2.15 aparecen dos parejas de ce´lulas (cada fila contiene una) pertenecientes al
endotelio representado en la figura 2.14 con valores aproximadamente iguales
de los descriptores cla´sicos pero, sin embargo, con formas bastante diferentes.
Esto pone en evidencia de nuevo, como ya adelantamos en la seccio´n 2.2, la
pobre descripcio´n proporcionada por los descriptores cla´sicos en cuanto que
no tienen en cuenta la morfolog´ıa del objeto. La diferencia entre las ce´lulas
de cada pareja s´ı que se hace evidente cuando observamos su distribucio´n
granulome´trica. En la figura 2.16 aparecen las funciones de distribucio´n gra-
nulome´trica calculadas utilizando un elemento estructurante circular de las
ce´lulas de la figura 2.15. Atendiendo a esta caracterizacio´n de las ce´lulas es
fa´cil distinguir las diferencias entre ellas.
Figura 2.14: Endotelio corneal
El objetivo final de esta seccio´n tambie´n es proporcionar una evaluacio´n del
endotelio pero en base a una evaluacio´n previa de las ce´lulas. Antes, veamos
que´ relacio´n existe entre la distribucio´n granulome´trica del endotelio y la de
las ce´lulas que lo componen.
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Figura 2.15: Parejas ((a-b) y (c-d)) de ce´lulas hexagonales claramente distintas
y con la misma a´rea obtenidas del endotelio representado en la figura 2.14
Sea C un endotelio corneal y Ci con i = 1, . . . , N las ce´lulas de las que
esta´ compuesto. Entonces C =
⋃N
i=1Ci donde las distintas ce´lulas Ci son
disjuntas. Sean FC y FCi las funciones de distribucio´n granulome´trica del
endotelio C y las ce´lulas Ci respectivamente. Teniendo en cuenta que T es
un conjunto convexo y compacto conteniendo al origen y que los Ci ◦ T son
conjuntos disjuntos tales que C ◦ T = ⋃Ci ◦ T se sigue que ν(C ◦ T ) =∑N
i=1 ν(Ci ◦ T ). Adema´s, en las condiciones anteriores, λT , donde λ es un
nu´mero positivo, es un conjunto convexo y compacto tambie´n, por tanto ν(C ◦
λT ) =
∑N
i=1 ν(Ci ◦ λT ). Finalmente se obtiene
FC(λ) =
N∑
i=1
ν(Ci)
ν(C)
Fi(λ), λ ≥ 0, (2.15)
o sea, la distribucio´n acumulada del endotelio corneal completo es una media
ponderada de las distribuciones de taman˜o acumuladas de las diferentes ce´lu-
las. Los pesos vienen dados por los cocientes ν(Ci)ν(C) . La derivada de la funcio´n
FC , la funcio´n de densidad de probabilidad de la correspondiente distribucio´n
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Figura 2.16: Funciones de distribucio´n granulome´trica circular de las ce´lulas de
la figura 2.15: (a) corresponde a la pareja (a-b) (l´ınea continua y punteada res-
pectivamente) y (b) corresponde a la pareja (c-d) (l´ınea continua y punteada
respectivamente)
de taman˜o granulome´trica, es igual a la media ponderada de las densidades de
probabilidad de las distribuciones de taman˜o granulome´tricas de las diferentes
ce´lulas. Formalmente, lo anterior se recoge en la siguiente ecuacio´n.
fC(λ) =
N∑
i=1
ν(Ci)
ν(C)
fi(λ), λ ≥ 0, (2.16)
donde fC y fCi denotan las correspondientes densidades de probabilidad. Sim-
plemente la distribucio´n de taman˜o granulome´trico del endotelio completo es
una mixtura de las distribuciones de taman˜o granulome´tricas de las diferen-
tes ce´lulas donde la proporcio´n en que interviene la i-e´sima componente es el
cociente entre el a´rea de Ci y el de C.
En la figura 2.17 esta´n representadas las funciones de distribucio´n granu-
lome´trica circulares correspondientes a cinco ce´lulas aleatoriamente elegidas
del endotelio de la figura 2.14 junto con la funcio´n de distribucio´n granu-
lome´trica del endotelio. La funcio´n de distribucio´n del endotelio es una ver-
sio´n suavizada de la funcio´n de distribucio´n de las diferentes ce´lulas. Tambie´n
aparecen las envolventes inferior y superior de las diferentes funciones de dis-
tribucio´n calculadas a partir de todas las ce´lulas de todas nuestras ima´genes.
El mismo procedimiento que hemos utilizado en la seccio´n 2.3 para de-
cidir si un endotelio era normal o no puede aplicarse al caso de las ce´lulas.
Recordemos que dicho procedimiento consist´ıa en el ca´lculo de las envolventes
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Figura 2.17: Funciones de distribucio´n granulome´tricas de algunas ce´lulas
(l´ıneas discontinuas), del endotelio corneal (l´ınea continua) y envolventes su-
perior e inferior (l´ınea de puntos)
superior e inferior a partir de las funciones de distribucio´n granulome´tricas de
una cierta muestra de endotelios considerados normales (llamados ’endotelios
control’) y posteriormente en la comparacio´n de la funcio´n de distribucio´n del
endotelio que queremos evaluar con las envolventes calculadas.
En este caso surge pues la necesidad de buscar ce´lulas ’control’. La primera
idea que aparece es la de considerar como ce´lulas control todas las pertenecien-
tes a endotelios control. Tomando dicho conjunto de ce´lulas control y siguiendo
con el procedimiento desarrollado en la seccio´n 2.3 consistente en un test de
aleatorizacio´n, podemos calcular para cada ce´lula su pg-valor asociado. Las
funciones de distribucio´n granulome´trica que utilizamos son las circulares. Pa-
ra asignar al endotelio un valor resumen a partir de los pg-valores, es natural
considerar la proporcio´n de ce´lulas del endotelio que tienen un pg-valor ma´s
alto que una cierta cantidad umbral a la que denotamos α. Esta proporcio´n
la denotamos mediante pg(α). En resumen, pg(α) es la proporcio´n de ce´lulas
normales usando las funciones de distribucio´n granulome´trica circulares y eli-
giendo como valor umbral α. La tabla 2.11 contiene un breve resumen de los
valores de pg observados para las diferentes ce´lulas y de los valores pg(0,1) para
los diferentes endotelios. Casi todas las proporciones pg(0,1) son mayores que
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0.8. Parece evidente que hay demasiadas ce´lulas anormales que esta´n siendo
clasificadas como normales.
La tabla 2.3 muestra algunos estad´ısticos calculados sobre los para´metros
cla´sicos en los pacientes que tienen valor de pg(0,1) mayor que 0.8 por una
parte, y en los pacientes cuyo valor de pg(0,1) es menor que 0.8 por otra.
Min. Max. Media DT
pg 0 0.96 0.40 0.32
pg(α) 0 1 0.84 0.16
Cuadro 2.11: Estudio descriptivo de los pg-valores calculados sobre las ce´lulas
a partir de las funciones de distribucio´n granulome´trica circular y de los pg(α)
con α=0.1
Los resultados obtenidos indican que hay que hacer una seleccio´n ma´s ela-
borada de ce´lulas control. Incluso los endotelios control contienen una cierta
proporcio´n de ce´lulas anormales que, de ser utilizadas como control, condu-
cir´ıan a resultados poco o nada fiables. De esta forma resultar´ıan clasificadas
como normales pra´cticamente todas las ce´lulas excepto los casos extremos.
Adema´s un nu´mero demasiado alto de ce´lulas control llevar´ıa a una pe´rdida
de sensibilidad. En definitiva, es necesaria una seleccio´n ma´s restrictiva ya
que de ello depende en gran medida el buen funcionamiento del me´todo. A
continuacio´n vamos a explicar el procedimiento de seleccio´n que finalmente
hemos utilizado pero hay que recalcar de nuevo que en la aplicacio´n cl´ınica se
requiere una muy cuidadosa seleccio´n de tales ce´lulas control.
Se considerara´ una ce´lula como control (o normal) si cumple tres condicio-
nes:
1. Pertenecer a un paciente sin patolog´ıa conocida cuyo endotelio corneal
sea considerado sano por el oftalmo´logo.
2. Tener seis vecinos (ser hexagonal), con lo cual la ce´lula no puede perte-
necer a la corona exterior de la imagen.
3. Su funcio´n de distribucio´n granulome´trica debe ser t´ıpica, o sea:
a) Para cada ce´lula y para cada elemento estructurante Ti, se han
estimado cuatro de los momentos de la funcio´n de distribucio´n gra-
nulome´trica asociada: media, varianza, asimetr´ıa y curtosis (ver sec-
cio´n 2.2).
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b) Seanm1, . . . ,mn los valores observados correspondientes a un deter-
minado momento granulome´trico y sea κp el p-e´simo cuantil mues-
tral, o sea,
#{mi : mi ≤ κp}
n
≥ p (2.17)
y
#{mi : mi ≥ κp}
n
≥ 1− p (2.18)
donde # es el cardinal del conjunto. Una ce´lula sera´ t´ıpica si cada
uno de sus momentos se encuentra entre los cuantiles κ0,25 y κ0,75
estimados sobre las ce´lulas que cumplen las condiciones (1) y (2).
Este procedimiento genera un conjunto de ce´lulas control para cada ele-
mento estructurante elegido Ti.
Para el ana´lisis granulome´trico de las ce´lulas vamos a utilizar seis elementos
estructurantes distintos: T1 (cuadrado unitario), T2 (disco unitario), T3, T4 y
T5 (segmentos unitarios con un extremo en el origen y orientaciones 0, 45 y
90 grados respectivamente).
Dada una ce´lula, cada uno de los elementos estructurantes proporciona un
ana´lisis distinto de la misma. Hemos utilizado ma´s elementos estructurantes
que en el ana´lisis global debido a que podemos llegar de esa forma a un ana´lisis
ma´s ajustado de la ce´lula.
2.4.1. Relacio´n de la informacio´n granulome´trica con la hexa-
gonalidad
La hexagonalidad es probablemente el para´metro de forma ma´s usado en la
descripcio´n del endotelio y se define en funcio´n del nu´mero de vecinos que tiene
cada ce´lula (cantidad de ce´lulas que esta´n en contacto con ella). Queremos
indagar sobre la relacio´n existente entre el nu´mero de vecinos de una ce´lula y
su descripcio´n granulome´trica. Para ello proponemos dos experimentos.
Experimento 1
Como descripcio´n granulome´trica de las ce´lulas vamos a utilizar algunos de
los momentos granulome´tricos, los cuales han sido calculados como se explica
en la seccio´n 2.2. De la misma forma, utilizaremos la media, µ1; la varianza,
µ2 − µ21; la asimetr´ıa, µ3/(µ2)3/2 y la curtosis, µ4/µ22.
En primer lugar, se han considerado por separado los momentos asociados
a un elemento estructurante y se ha llevado a cabo un ana´lisis discriminante
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donde las variables independientes son los momentos y los diferentes grupos
vienen definidos por el nu´mero de ce´lulas vecinas. La cantidad de ce´lulas que
han sido clasificadas en el grupo adecuado, as´ı como el porcentaje que dicha
cantidad representa respecto a la cantidad total de ce´lulas que integran el
grupo, esta´ recogida en la tabla 2.12. Cada elemento estructurante tiene aso-
ciadas dos filas: la primera esta´ etiquetada con el nombre con que denotamos
al elemento estructurante y contiene el nu´mero de ce´lulas correctamente cla-
sificadas usando los cuatro momentos correspondientes al elemento, mientras
que la segunda fila contiene los porcentajes. Las dos u´ltimas filas de la tabla
contienen los resultados cuando usamos los momentos asociados a los cinco
elementos estructurantes conjuntamente. La columna denominada 5-5 indica
cua´ntas ce´lulas que realmente tienen cinco vecinas han sido clasificadas como
con cinco vecinas. La misma interpretacio´n admite la notacio´n 6-6 y 7-7. La
u´ltima columna recoge cifras relativas a clasificacio´n global. Para la realizacio´n
de este ana´lisis hemos tenido que renunciar a las ce´lulas que esta´n en el borde
de la imagen ya que desconocemos su nu´mero de vecinas.
5-5 6-6 7-7 Total
T1 844 1371 514 2729
67.1 40.9 51.9 48.7
T2 874 1350 540 2764
69.5 40.3 54.5 49.4
T3 655 1439 561 2655
52.1 43 56.6 47.4
T4 661 1312 589 2562
52.6 39.2 59.4 45.8
T5 648 1513 529 2690
51.6 45.2 53.4 48.1
Todos 703 1811 572 3086
55.9 54.1 57.7 55.1
Cuadro 2.12: Clasificacio´n correcta utilizando diferentes elementos estructu-
rantes
Los mejores resultados globales los obtiene el disco con un 49.4% de ce´lulas
correctamente clasificadas, aunque los resultados obtenidos por el resto de
elementos estructurantes no son muy distintos. Notar que la diferencia entre
la mejor y la peor clasificacio´n es so´lo de un 3.6%. Sin embargo, las diferencias
entre elementos son ma´s acusadas observando las columnas 5-5, 6-6 y 7-7
separadamente. Finalmente, si se utilizan todos los elementos estructurantes
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(u´ltima fila) no se obtienen resultados muy diferentes.
Momentos 5-5 6-6 7-7 Total
µ 678 1720 561 2959
53.9 51.3 56.6 52.9
µ, σ2 705 1812 561 3078
56.1 54.1 56.6 55
µ, σ2, sk 703 1811 572 3086
55.9 54.1 57.7 55.1
µ, σ2, sk, ku 703 1811 572 3086
55.9 54.1 57.7 55.1
Cuadro 2.13: Clasificacio´n correcta utilizando los diferentes momentos granu-
lome´tricos (µ, media; σ2, varianza; sk, asimetr´ıa y ku, curtosis)
En la tabla 2.13 se muestran las cifras de clasificacio´n correcta cuando se
utilizan todos los elementos estructurantes pero se descartan algunos momen-
tos. La primera fila muestra los resultados obtenidos cuando se utilizan so´lo
las medias asociadas a los diferentes elementos estructurantes, la segunda fila
muestra los resultados obtenidos cuando se utilizan las medias y las varianzas,
en la siguiente file se an˜ade al estudio la asimetr´ıa y en la u´ltima fila aparecen
ya las cifras de clasificacio´n correcta cuando utilizamos todos los momentos.
Las u´ltimas filas de las tablas 2.12 y 2.13 son coincidentes.
En este ejemplo hemos intentado averiguar la relacio´n existente entre la
distribucio´n granulome´trica de una ce´lula y el nu´mero de ce´lulas vecinas que
tiene. Sin embargo no hemos tenido en cuenta el hecho de que la variable
nu´mero de vecinas no so´lo depende de la morfolog´ıa de la ce´lula que estudiamos
sino tambie´n de la de las ce´lulas que la rodean. Puede darse el caso de que una
ce´lula tenga forma regular pero este´ en contacto con una ce´lula deformada que
acapare una parte proporcionalmente grande de su per´ımetro.
Experimento 2
Una vez seleccionados los controles segu´n el procedimiento explicado, se
toma un elemento estructurante y se calcula la funcio´n de distribucio´n gra-
nulome´trica en todas las ce´lulas para despue´s clasificarlas como normales o
anormales. La clasificacio´n se realiza comparando la funcio´n de distribucio´n
con las envolventes obtenidas de las ce´lulas control como ya hemos indicado en
la seccio´n 2.2. Cada columna en la tabla 2.14 corresponde a una elemento es-
tructurante distinto y cada fila a un diferente nu´mero de vecinas. Las cifras que
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se muestran son los porcentajes de ce´lulas clasificadas como normales y que
tienen un nu´mero de ce´lulas vecinas determinado. Idealmente, el porcentaje
de ce´lulas clasificadas como normales pero con un nu´mero de vecinas distinto
de seis deber´ıa ser casi nulo. En nuestros datos, se observa que las ce´lulas con
seis vecinas representan ma´s del 60%, mientras que las ce´lulas con 5 o´ 7 veci-
nas constituyen un porcentaje del total mucho ma´s pequen˜o. Los porcentajes
correspondientes a ce´lulas con ocho vecinas clasificadas como normales es muy
bajo y no hay ce´lulas con cuatro o nueve vecinas clasificadas como normales.
Vecinos T1 T2 T3 T4 T5
Cuatro 0 0 0 0 0
Cinco 16 17 17 17 15
Seis 67 68 64 63 64
Siete 16 15 18 20 20
Ocho 1 0 1 1 1
Nueve 0 0 0 0 0
Cuadro 2.14: Distribucio´n (porcentajes) de ce´lulas clasificadas como normales
segu´n el nu´mero de ce´lulas vecinas
2.4.2. Aplicacio´n cl´ınica: evaluacio´n detallada de algunos casos
En esta seccio´n una oftalmo´loga ha examinado algunos casos con el fin de
mostrar cua´l puede ser la aplicacio´n cl´ınica de nuestro me´todo.
En la figura 2.18 se muestran las ima´genes especulares de ocho de nuestros
casos. Los resultados del ana´lisis se representan como sigue: en gris oscuro se
encuentran las ce´lulas con forma regular (hexagonal) (con la funcio´n de distri-
bucio´n granulome´trica circular completamente contenida entre las envolventes
superior e inferior calculadas a partir de las funciones de distribucio´n gra-
nulome´tricas circulares de las ce´lulas normales), en gris claro se encuentran
representadas las ce´lulas consideradas ’casi regulares’ con uno o dos puntos
fuera de las envolventes. Finalmente, las ce´lulas blancas tienen ma´s de dos
puntos fuera de las envolventes y son consideradas irregulares.
La figura 2.18 (a) corresponde a una mujer de 40 an˜os que ha utilizado
lentes de contacto blandas durante los u´ltimos 20 an˜os. En la figura 2.18 (b)
aparece la imagen especular central de un hombre de 34 an˜os que ha utiliza-
do lentes de contacto r´ıgidas tambie´n durante bastantes an˜os. Las lentes de
contacto reducen la permeabilidad corneal al ox´ıgeno, limitando el suministro
de ox´ıgeno al endotelio. Aunque los ı´ndices proporcionados por el software co-
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mercial eran aceptables en ambos casos (en el caso (a) la densidad es de 2356
ce´lulas/mm2 y la hexagonalidad del 32% y en el caso (b) estos dos ı´ndices
toman el valor de 2555 ce´lulas/mm2 y del 32% respectivamente), el me´todo
propuesto muestra que el uso prolongado de lentes de contacto puede producir
modificaciones sutiles en la morfolog´ıa. A esta conclusio´n se llega observan-
do el bajo nu´mero de ce´lulas consideradas ’normales’ o ’casi normales’ por el
me´todo.
La figura 2.18 (c) muestra el endotelio corneal de una persona normal de 19
an˜os. En este caso, la densidad y la hexagonalidad son respectivamente de 2971
ce´lulas/mm2 y del 32%. Se trata de valores altos. Observando la imagen, se
aprecia que muchas de las ce´lulas tienen forma regular (presentan algu´n tono
de gris). En este endotelio normal hay coincidencia entre nuestro me´todo y el
software comercial. Pero incluso en un caso normal como e´ste hay un nu´mero
de ce´lulas que son catalogadas como anormales (las representadas en blanco),
interpretamos la existencia de esas ce´lulas como la variacio´n normal que se
produce en la forma de las ce´lulas en cualquier endotelio.
La figura 2.18 (d) corresponde a un paciente miope de 22 an˜os (la densidad
es de 1316 ce´lulas/mm2 y la hexagonalidad del 32%). A este paciente le fue
implantada una lente intraocular pro´xima a la co´rnea con el fin de corregirle la
miop´ıa. El trauma quiru´rgico queda reflejado en el ana´lisis ya que la mayor´ıa
de las ce´lulas son catalogadas como irregulares (blancas). Notar que los ı´ndi-
ces cla´sicos podr´ıan ser considerados por el oftalmo´logo como ’no demasiado
malos’ y que una inspeccio´n visual cualitativa no ser´ıa capaz de separar este
caso de otros considerados normales.
En la figura 2.18 (e) aparece un endotelio muy deteriorado. Esta imagen
pertenece a un paciente de 67 an˜os que ha sufrido una complicada extraccio´n
de cataratas la cual ha obligado a la implantacio´n de una lente intraocular de
ca´mara anterior. Este tipo de lente intraocular altera el endotelio con ma´s fre-
cuencia que las lentes intraoculares de ca´mara posterior. Adema´s, al deterioro
del endotelio contribuyo´ la prolongada duracio´n de la intervencio´n quiru´rgica
as´ı como la adopcio´n durante la misma de medidas imprevistas por el doc-
tor. Tanto la densidad como la hexagonalidad son bajas en este caso (757
ce´lulas/mm2 y 45% respectivamente). Notar que en este caso tambie´n hay
coincidencia con los indicadores cla´sicos, como en el caso normal considera-
do en (c). Esta coincidencia se da cuando estudiamos casos extremadamente
patolo´gicos o extremadamente normales. Sin embargo, consideramos que esos
son precisamente los casos menos interesantes desde el punto de vista cl´ınico
ya que esos casos so´lo son susceptibles de diagno´stico o prono´stico.
La figura 2.18 (f) pertenece a un paciente de 21 an˜os al que se le ha
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implantado una lente intraocular fijada en el iris hace 30 meses para corregir
un error refractivo. Muchas de las ce´lulas son irregulares en este caso. El
endotelio corneal correspondiente al otro ojo de este paciente se encuentra en
la figura 2.18(g). En este ojo tambie´n le fue implantada una lente intraocular
del mismo tipo hace 18 meses. Este tipo de lentes se colocan cerca de la co´rnea
y por tanto pueden dan˜ar seriamente el endotelio. El estado del endotelio es
un poco mejor en el segundo ojo, quiza´ debido a que el dan˜o aparece de forma
progresiva.
En la figura 2.18(h) se muestra el endotelio corneal de un paciente al que
se le ha extra´ıdo una catarata hace 19 meses. Puede apreciarse que solamente
dos ce´lulas han sido consideradas ’normal’, en un caso, y ’casi normal’ en el
otro.
Pensamos que este me´todo puede ser muy u´til en la deteccio´n de pequen˜os
cambios en las ce´lulas endoteliales pero sobre todo en el seguimiento de algunos
casos en el tiempo. Por ejemplo casos de distrofia endotelial en los que las
ce´lulas sufren un deterioro progresivo. Las enfermedades que causan distrofia
tienen un origen hereditario y comienzan a ser sintoma´ticas a partir de los
60 an˜os, sin embargo mucho antes pueden empezar a producirse pequen˜os
cambios.
2.5. Conclusiones
U´ltimamente han surgido nuevas te´cnicas de obtencio´n de ima´genes para el
ana´lisis de la co´rnea en vivo, principalmente la microscop´ıa confocal, aunque la
microscop´ıa especular es todav´ıa la te´cnica ma´s utilizada en la pra´ctica cl´ıni-
ca. Sin embargo, el software comercial disponible para el ana´lisis de este tipo
de ima´genes es demasiado simple y, frecuentemente, es incapaz de detectar
pequen˜os cambios correspondientes, en algunos casos, a co´rneas cl´ınicamen-
te normales pero que esta´n evolucionando a un estado patolo´gico. En este
cap´ıtulo se ha pretendido mostrar una nueva metodolog´ıa para la descripcio´n
de endotelios corneales humanos por medio de sus ima´genes especulares que
tiene en cuenta el a´rea de las ce´lulas endoteliales y su forma conjuntamente.
Posteriormente se indica la forma de evaluar el estado del endotelio a partir
de la descripcio´n realizada. En el caso global, la evaluacio´n es mediante un
test gra´fico, fa´cilmente evaluable por un oftalmo´logo, y los p-valores de deter-
minados tests de aleatorizacio´n que comparamos con valores de referencia que
dependen del error que estamos dispuestos a asumir. Aunque en general hay
coherencia entre la evaluacio´n mediante el procedimiento propuesto y el cla´si-
co, pensamos que el propuesto es ma´s completo en base a la evaluacio´n cl´ınica
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de algunos casos en los que esa coherencia no existe y a la agrupacio´n realizada
sobre la muestra mediante su descripcio´n granulome´trica, ambos ana´lisis po-
nen de manifiesto lo incompleta que resulta la descripcio´n cla´sica en algunas
ocasiones.
En el caso local, la evaluacio´n se produce por medio de un porcentaje, al
igual que ocurre cuando tenemos en cuenta la hexagonalidad pero ma´s fiable,
no so´lo debido a la descripcio´n ma´s completa de las ce´lulas, sino que, adema´s,
este procedimiento tiene en cuenta tambie´n las ce´lulas de la corona exterior.
Los comentarios realizados hasta ahora esta´n basados en su mayor´ıa en
granulometr´ıas circulares. Usando otros elementos estructurantes se han ob-
tenido resultados similares. Sin embargo, s´ı que tiene gran influencia en el
resultado la eleccio´n de las ce´lulas control. De cara a una eventual aplicacio´n
del me´todo, una buena eleccio´n de las ce´lulas control es fundamental, mientras
que la eleccio´n de elemento estructurante queda en segundo plano.
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Figura 2.18: Ce´lulas cuya funcio´n de distribucio´n granulome´trica circular tiene
ma´s de dos puntos fuera de las envolventes superior e inferior representadas
en blanco, con uno o dos puntos fuera de las envolventes representadas en
gris claro y completamente contenidas en las envolventes representadas en gris
oscuro
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Cap´ıtulo 3
Ana´lisis del endotelio corneal
mediante procesos puntuales
Este nuevo cap´ıtulo conserva el objetivo que nos planteamos en el cap´ıtulo
anterior: la clasificacio´n de endotelios corneales humanos. Sin embargo, parti-
mos de una descripcio´n de los endotelios y de un procedimiento de clasificacio´n
completamente distintos. Mientras que en el cap´ıtulo anterior nos hemos cen-
trado en la morfolog´ıa de la ce´lulas que componen el endotelio corneal, en e´ste
que nos ocupa vamos a prestar ma´s atencio´n a la localizacio´n de las mismas.
Gene´ricamente, en este cap´ıtulo vamos a utilizar una caracterizacio´n del
endotelio basada en la localizacio´n de algunos de sus puntos relevantes. De
esta manera, el resultado de dicha caracterizacio´n va a ser un patro´n puntual.
La clasificacio´n de endotelios se traduce entonces en la clasificacio´n o agrupa-
miento de un conjunto de patrones puntuales y es ah´ı adonde orientamos la
metodolog´ıa que se expondra´ en lo que sigue.
Este tipo de ima´genes ya fue descrito en [12] usando un patro´n puntual
bivariado compuesto por los centroides, o centros de masas, de las ce´lulas
y por los puntos triples (puntos en los que entran en contacto tres ce´lulas).
Posteriormente, para evaluar la normalidad de un endotelio, se comparaba
su descripcio´n en forma de patro´n puntual con la descripcio´n proveniente de
una muestra de endotelios control de edad similar al endotelio analizado. La
comparacio´n con un grupo de endotelios control es adecuada siempre que este
u´ltimo se elija de forma consistente, cosa que no resulta fa´cil. Es muy probable
que dos oftalmo´logos distintos lleguen a dos elecciones tambie´n distintas de
endotelios control. Otros trabajos relacionados son [14, 11].
Teniendo en cuenta lo anterior, hay que dejar claro que el enfoque que
utilizamos en este cap´ıtulo es el que ya asumimos al final del anterior respecto
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a la no eleccio´n de endotelios control. En la parte experimental aplicada a
endotelios vamos a establecer grupos y valorar la normalidad o no de los casos
que los componen cualitativamente.
Notar que no se pretende encontrar agrupaciones de puntos dentro de un
patro´n puntual, sino encontrar agrupaciones de patrones puntuales.
Vamos a simplificar la descripcio´n del endotelio proporcionada en [12] ya
que, en nuestro caso, consiste en un patro´n univariado formado solamente por
los centroides de las ce´lulas. La figura 3.1 muestra el endotelio presentado en
la figura 1.2(a) junto con la localizacio´n de los centroides de las ce´lulas que lo
componen.
Figura 3.1: Localizacio´n de los centroides de las ce´lulas del endotelio represen-
tado en 1.2(a)
El procedimiento que proponemos nos permite establecer grupos de endo-
telios parecidos basa´ndonos en su caracterizacio´n mediante patrones puntua-
les. En primer lugar se establecen disimilaridades entre patrones puntuales y,
posteriormente, e´stos se agrupan mediante un procedimiento cluster. El es-
tablecimiento de las disimilaridades entre patrones puntuales va a estar en
funcio´n de los dos tipos de distancias habitualmente utilizadas en la descrip-
cio´n de patrones puntuales: la distancia al vecino ma´s pro´ximo y la distancia
de punto a suceso. En la seccio´n 3.1 se indica la forma en que se van a des-
cribir los patrones puntuales y en la seccio´n 3.2.1 se introducen las distintas
disimilaridades as´ı como los dos me´todos de agrupamiento que utilizaremos.
Baddeley y Gill [3] pusieron de manifiesto la analog´ıa existente entre la es-
timacio´n de determinadas caracter´ısticas del proceso puntual a partir de las
anteriores distancias y el ana´lisis de supervivencia. Siguiendo esta idea ba´sica,
vamos a aprovechar los diferentes tests de comparacio´n de dos muestras pro-
puestos en la literatura sobre ana´lisis de supervivencia para definir medidas
de disimilaridad entre patrones puntuales observados en diferentes ventanas.
Para verificar la utilidad de las diferentes medidas de disimilaridad que
proponemos, hemos realizado un estudio de simulacio´n recogido en la seccio´n
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3.3.
Por u´ltimo, en la seccio´n 3.5 se presenta la aplicacio´n del me´todo a un
conjunto de endotelios corneales humanos.
3.1. Descripcio´n de patrones puntuales
En la seccio´n 1.2.2 han sido introducidos los descriptores de patrones pun-
tuales ma´s usuales. En este cap´ıtulo vamos a utilizar descriptores basados en
distancias.
Dado un conjunto de puntos caracter´ısticos del endotelio, formado por los
centroides de sus ce´lulas, se van a calcular las distancias D (distancia al vecino
ma´s pro´ximo) y E (distancia de punto a suceso) y, a partir de ellas, sus funcio-
nes de distribucio´n emp´ıricas, G (funcio´n de distribucio´n de las distancias al
vecino ma´s pro´ximo) y F (funcio´n de distribucio´n de las distancias de punto
a suceso o funcio´n de espacio vac´ıo) respectivamente.
Es decir, en este contexto vamos a analizar el conjunto de puntos carac-
ter´ısticos del endotelio como un patro´n puntual. Debido a que el patro´n pun-
tual se observa dentro de la ventana de muestreo, las diferentes distancias son
datos censurados. Por ejemplo, si di denota la distancia del i-e´simo punto del
patro´n puntual, xi, a su vecino ma´s pro´ximo dentro de la ventana de mues-
treo, W , y ci es la distancia al complementario de W , puede ocurrir que la
distancia real aunque desconocida al vecino ma´s pro´ximo d′i sea ma´s grande
que ci y menor que di, obviamente en el caso en que ci < di. Ser´ıa el caso
en que el verdadero vecino ma´s pro´ximo se encontrara fuera de la ventana de
muestreo. El mismo comentario puede hacerse respecto a la distancia punto a
suceso. Este problema se conoce en el contexto de la estad´ıstica espacial como
el efecto borde o efecto de la arista. Cualquier estimador de la funciones F y G
debe considerar esta distorsio´n y corregirla para lo cual hay propuestas varias
correcciones de borde o arista.
Por tanto, las distancias observadas son realmente distancias censuradas.
El valor de censura asociado con cada distancia depende de que´ distancia
estamos considerando (entre vecinos ma´s pro´ximos o entre punto y suceso) y
de la localizacio´n del punto de muestreo. Por ejemplo, si se esta´ examinando
una distancia punto a suceso, entonces el punto de muestreo es un punto
previamente elegido y el valor de censura es la distancia de este punto al
marco de la ventana de muestreo. En el caso de la distancia al vecino ma´s
pro´ximo, el punto de muestreo es un punto del patro´n y el valor de censura
corresponde de nuevo con la distancia al marco de la ventana de muestreo.
Baddeley y Gill propusieron diferentes estimadores de F y G basa´ndose en
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esta idea. Aunque las distancias de censura son muy dependientes entre s´ı,
los dos autores consiguieron demostrar que su te´cnica proporcionaba buenos
estimadores. Consideraron censura por la derecha a pesar de ser conscientes
de que lo natural ser´ıa considerar censura por intervalo.
En este trabajo tambie´n se tiene en cuenta, al igual que ya lo hicieron
estos dos autores, la analog´ıa entre el efecto borde y la censura aleatoria en el
agrupamiento de patrones puntuales observados posiblemente sobre distintas
ventanas de muestreo.
3.2. Diferentes formas de abordar el agrupamiento
de procesos puntuales
E´sta es la parte metodolo´gica del trabajo. En adelante, los m diferentes
patrones puntuales sera´n denotados por s(i) con i = 1, . . . ,m donde el i-
e´simo patro´n puntual esta´ formado por ni puntos {s(i)1 , . . . , s(i)ni }. Los diferentes
patrones puntuales pueden estar definidos en distintas regiones o ventanas
de muestreo. Denotamos W (i) a la ventana de muestreo donde observamos el
patro´n puntual s(i). Esta consideracio´n es importante si pretendemos comparar
patrones puntuales con distintas procedencias.
En el contexto del ana´lisis estad´ıstico de patrones puntuales, la ventana
de muestreo es esencial ya que el efecto borde depende de ella. De hecho, no
vamos a separar ambos objetos y los denotaremos conjuntamente, (s(i), W (i)).
En cierto sentido, vamos a agrupar pares de ese tipo.
Con el objeto de ilustrar el problema con que nos encontramos, veamos
con un ejemplo hasta que´ punto la ventana de observacio´n puede influir en
la descripcio´n del patro´n observado. Vamos a tomar un proceso puntual de
Poisson con intensidad λ. La funcio´n de espacio vac´ıo F teo´rica tiene, en este
caso, la siguiente expresio´n
F (t) = 1− eλpit2 con t ≥ 0. (3.1)
Se ha generado una realizacio´n de este modelo en la ventana unidad [0, 1]×[0, 1]
con una intensidad de λ = 100. En la figura 3.2 se muestra la funcio´n teo´rica
dada en la ecuacio´n 3.1 junto con tres estimaciones de dicha funcio´n obtenidas
a partir de la misma realizacio´n en distintas ventanas. La primera estimacio´n
usa todos los puntos generados en la ventana [0, 1]×[0, 1]. La segunda y tercera
estimaciones usan so´lo los puntos en la ventana [0, 0,5] × [0, 0,5] y [0, 0,3] ×
[0, 0,3] respectivamente. Como se esperaba, las versiones estimadas son peores
conforme las ventanas de muestreo (y por tanto la cantidad de distancias
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disponibles) son ma´s pequen˜as. Notar que, en muchas ocasiones, observamos
distintos patrones puntuales en distintas ventanas de muestreo. Para un t
fijo, las diferentes estimaciones que comparamos tienen diferentes varianzas
dependiendo del patro´n puntual y de la ventana de muestreo asociada.
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Figura 3.2: Funcio´n de distribucio´n de las distancias de punto a suceso de un
proceso puntual de Poisson: la funcio´n teo´rica (l´ınea continua) y sus versiones
estimadas a partir de una realizacio´n dada sobre las ventanas [0, 1] × [0, 1]
(l´ınea discontinua), [0, 0,5] × [0, 0,5] (l´ınea de puntos), [0, 0,3] × [0, 0,3] (l´ınea
de puntos y l´ıneas)
Para agrupar procesos puntuales, va a ser necesario asignar una medida
de disimilaridad a cualquier par de objetos de este tipo. La forma en que la
ventana de muestreo puede afectar al ca´lculo de las disimilaridades propuestas
es dif´ıcil de valorar. En este trabajo proponemos tres tipos de disimilaridades,
el tercero de los cuales intenta evitar el condicionante de la ventana haciendo
uso de me´todos de ana´lisis de supervivencia.
Como se ha comentado, la realizacio´n de una ana´lisis cluster requiere el
establecimiento de una medida de disimilaridad entre dos patrones puntuales,
llame´mosles s(i) y s(j), y la eleccio´n de un procedimiento cluster. El apartado
3.2.1 considera diferentes medidas de disimilaridad entre patrones puntuales
y el 3.2.2 presenta los procedimientos cluster que utilizaremos.
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3.2.1. Disimilaridad entre patrones puntuales
Vamos a utilizar las distancias al vecino ma´s pro´ximo D y las distancias
de punto a suceso E que aparecen en la seccio´n 1.2.2 de la introduccio´n pa-
ra establecer la disimilaridad entre cualquier par de patrones puntuales. En
unos casos emplearemos sus funciones de distribucio´n (estimadas mediante
estimadores con correccio´n de borde) y, en otros, emplearemos las distancias
mismas.
En el primer caso, a cada patro´n puntual le son asociadas dos funciones de
distribucio´n (la de vecino ma´s pro´ximo y la de punto a suceso). Sean Fˆi y Fˆj las
correspondientes funciones de distribucio´n de punto a suceso de (s(i),W (i)) y
(s(j),W (j)) respectivamente. La disimilaridad entre ambos patrones puntuales
puede ser definida como una distancia entre las correspondientes funciones de
distribucio´n, es decir,
D((s(i),W (i)), (s(j),W (j))) = d(Fˆi, Fˆj), (3.2)
donde d es una me´trica entre funciones. Usaremos la me´trica L2, es decir,
DF ((s(i),W (i)), (s(j),W (j))) =
∫ +∞
0
(Fˆi(t)− Fˆj(t))2dt. (3.3)
Obtenemos una segunda medida de disimilaridad sustituyendo en la ante-
rior ecuacio´n la funcio´n de distribucio´n de punto a suceso por la funcio´n de
distribucio´n al vecino ma´s pro´ximo,
DG((s(i),W (i)), (s(j),W (j))) =
∫ +∞
0
(Gˆi(t)− Gˆj(t))2dt. (3.4)
Sustituyendo la medida L2 por la L∞ obtendr´ıamos la correspondiente
medida de disimilaridad. Sin embargo, como este valor se usa en el test de
comparacio´n de dos muestras de Kolmogorov-Smirnov, propondremos una di-
similaridad basada en el p-valor resultante de este test y no en la distancia
original.
En el segundo caso comparamos dos patrones puntuales directamente a
partir de las distancias observadas de punto a suceso o al vecino ma´s pro´ximo.
En este caso, la manera ma´s natural de definir una medida de disimilaridad es
comparando ambos conjuntos de distancias mediante un test de hipo´tesis de
comparacio´n de dos muestras. Sea p el correspondiente p-valor asociado a este
test. Valores altos del p-valor indican alta similaridad, por tanto, 1-p puede
considerarse una medida posible de disimilaridad.
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Hemos recurrido a dos tests no parame´tricos cla´sicos: el test de Kolmogorov-
Smirnov (KS) y el test χ2. Aunque se trata de dos procedimientos muy cono-
cidos, vamos a recordarlos brevemente. El estad´ıstico del test de Kolmogorov-
Smirnov es simplemente la me´trica L∞ entre las funciones de distribucio´n
acumuladas estimadas.
Para aplicar el test χ2, las distancias observadas (con di y ei denotamos
las distancias de punto a suceso y al vecino ma´s pro´ximo respectivamente) se
agrupan en k intervalos. Sean Nij (con i = 1, 2, j = 1, . . . , k) el nu´mero de
distancias observadas en el patro´n puntual i-e´simo contenidas en el j-e´simo
intervalo, entonces el estad´ıstico χ2 toma la forma:
Q =
∑
i=1,2
k∑
j=1
(Nij −Ni·N·j/N)2
Ni·N·j/N
, (3.5)
donde Ni· =
∑k
j=1Nij , N·j =
∑
i=1,2Nij y N =
∑
i=1,2
∑k
j=1Nij .
El estad´ıstico Q sigue una distribucio´n χ2 con k-1 grados de libertad bajo
la hipo´tesis nula, Q ∼ χ2(k − 1).
Es muy importante notar que los test de Kolmogorov-Smirnov y χ2 pro-
cesan las distancias sin tener en cuenta en ningu´n momento el efecto borde
ni tampoco la naturaleza censurada de este tipo de datos. Sin embargo, como
se ha comentado anteriormente, un patro´n puntual y su ventana de muestreo
asociada pueden ser descritos por medio de un conjunto de distancias censu-
radas con sus correspondientes valores de censura. Al final, la comparacio´n
entre dos patrones puntuales puede ser aproximada mediante la comparacio´n
de dos conjuntos de distancias censuradas.
Existen varios tests de hipo´tesis para la comparacio´n de dos muestras de
datos censurados. En la introduccio´n (ver la seccio´n 1.2.3) figuran los ma´s
usuales: el test log-rank [29] y un estad´ıstico de tipo Kolmogorov-Smirnov
[16]. Notar que la variable tiempo o duracio´n propia del contexto del ana´lisis
de supervivencia, se reemplaza aqu´ı por la variable distancia observada. La
diferencia ma´s importante entre ambos tipos de variable es que las distintas
distancias no son independientes entre s´ı, es decir, no son una muestra alea-
toria. Esta situacio´n se hace ma´s evidente cuanto mayor es la intensidad de
puntos del patro´n puntual. Vamos a obviar este hecho considerando que los p-
valores obtenidos de los tests tomados del ana´lisis de supervivencia no son sino
aproximaciones de los valores correctos que desconocemos. Dentro del ana´lisis
de supervivencia se denomina tiempo de ocurrencia (observado) al instante en
que es observado un suceso. En este contexto, vamos a reemplazar la anterior
variable por otra integrada por distancias de ocurrencia, es decir, distancias
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entre un punto del patro´n y su vecino ma´s pro´ximo o entre un punto externo
y el punto ma´s pro´ximo del patro´n puntual, siempre que sean menores que las
distancias al borde de la ventana.
A partir de cada tipo de distancia, D o E, y cada opcio´n propuesta se
generara´ una disimilaridad distinta. Las disimilaridades derivadas de D y de E
con un mismo me´todo pueden ser combinadas. Hemos considerado dos posibles
combinaciones: el ma´ximo y la suma. Combinar disimilaridades obtenidas por
distintos procedimientos es ma´s cuestionable. Notar que, en el caso de las
disimilaridades generadas por p-valores, es bien sabido que, bajo la hipo´tesis
nula de que dos patrones puntuales son realizaciones de un mismo proceso
puntual, cada p-valor estar´ıa uniformemente distribuido en el intervalo unitario
[0, 1]. Sin embargo, en el caso de utilizar conjuntamente dos tests distintos para
definir la disimilaridad, los p-valores obtenidos ser´ıan dependientes.
En resumen, hemos contemplado cinco disimilaridades derivadas de las
distancias D y E: la distancia L2 entre las funciones de distribucio´n corres-
pondientes y 1-p, siendo p el p-valor resultante de aplicar el test χ2, el test
de Kolmogorov-Smirnov, el test log-rank y el test propuesto en [16], tomando
el α de la definicio´n igual a 1. Adema´s tambie´n hemos considerado para cada
opcio´n la combinacio´n (ma´ximo y suma) de las disimilaridades obtenidas a
partir de D y E. Es decir, contamos con veinte disimilaridades distintas en
total.
3.2.2. Procedimientos cluster
En la seccio´n anterior se han propuesto varias medidas de disimilaridad.
En este punto hay que elegir el procedimiento cluster que utilizaremos para
completar el trabajo, es decir, para agrupar patrones puntuales espaciales.
Vamos a usar un me´todo de particio´n y un me´todo jera´rquico. La explicacio´n
detallada de ambos me´todos puede encontrarse en [25].
El me´todo de particio´n se denomina PAM, Partitioning Around Medoids,
y se basa en la bu´squeda de k objetos t´ıpicos donde k es el nu´mero de grupos
que queremos obtener. A los objetos t´ıpicos mencionados se les llama medioi-
des. En torno a esos k objetos se agrupa el resto de forma que la suma de
disimilaridades de cada objeto con respecto a su medioide ma´s pro´ximo sea
mı´nima. El principal inconveniente de este me´todo es que tiene que conocerse
el nu´mero de clusters con antelacio´n.
El me´todo PAM consiste en dos fases. La primera fase, llamada BUILD,
consiste en la obtencio´n de un cluster inicial mediante la seleccio´n sucesiva de
objetos de la muestra hasta obtener k objetos. El primero de esos objetos se
elige de forma que la suma de disimilaridades de e´l con el resto de objetos
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de la muestra es lo ma´s pequen˜a posible. Se trata, por tanto del objeto ma´s
centrado en la muestra, si las disimilaridades se obtienen como distancias entre
objetos. En nuestro caso no tiene por que´ ocurrir. Para la eleccio´n de los
objetos representativos siguientes se sigue el criterio de buscar entre aque´llos
que no han sido seleccionado previamente, uno que resulte avalado por el
resto de objetos no seleccionados en el sentido de que la diferencia entre la
disimilaridad que se viene produciendo entre los objetos representativos y los
que no lo son se vea reducida. En [25] se encuentra el procedimiento detallado
a seguir.
La segunda fase, llamada SWAP, se intenta mejorar el conjunto de objetos
representativos y por tanto, el agrupamiento conseguido por este conjunto.
Esto se consigue considerando todos los pares de objetos (i, h) en los cuales
el objeto i ha sido seleccionado y el objeto h no. Entonces se determina el
efecto que se produce en la agrupacio´n cuando deja de considerarse i como
objeto representativo y pasa a considerarse a h como tal. Para evaluar la
agrupacio´n se observa la suma de disimilaridades entre cada objeto y el objeto
representativo ma´s similar. Cada una de las sustituciones que se produce en
la fase SWAP se realiza con el objetivo de minimizar esa suma.
Los agrupamientos obtenidos mediante el procedimiento PAM admiten una
representacio´n gra´fica basada en siluetas. En ellas se muestra cua´les son los
objetos que esta´n bien ubicados en el cluster y aque´llos que ocupan posiciones
intermedias. La silueta se obtiene mediante la representacio´n de las cantidades
s(i) =
b(i)− a(i)
ma´x{a(i), b(i)} , (3.6)
donde i es el objeto perteneciente al clusterA el cual se quiere evaluar, a(i) es la
disimilaridad media del objeto i con el resto de objetos de A y b(i) es el mı´nimo
de las disimilaridades entre i y el resto de clusters distintos de A. La media
de los valores s(i) se denomina la anchura media de la silueta. Calculando
este valor para distintas elecciones de k, podemos obtener el coeficiente de la
silueta como el ma´ximo obtenido sobre k al que se denota SC y que mide
hasta que´ punto el algoritmo ha captado la estructura cluster existente en los
datos.
El clustering jera´rquico ha sido obtenido utilizando el me´todo AGNES,
AGglomerative NESting. Este me´todo actu´a realizando fusiones sucesivas de
los objetos. Como es t´ıpico en cualquier me´todo aglomerativo jera´rquico, en
un primer momento hay tantos clusters como objetos. En el segu´n paso fusio-
namos los dos objetos ma´s similares o ma´s pro´ximos para formar un cluster
de dos objetos. Para ello buscamos el valor ma´s pequen˜o de la matriz de di-
similaridades. Para continuar es crucial tener claro la forma en que va a ser
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calculada la disimilaridad entre dos clusters ya que dependiendo de ella van
a obtenerse resultados distintos. Los autores de [25] se deciden por el me´todo
’UPGMA’ (unweighted pair-group average method) cuya definicio´n es como
sigue: dados dos clusters R y Q, denotando |R| y |Q| su nu´mero de objetos, la
disimilaridad d(R,Q) entre los dos cluster se define como la media de todas
las disimilaridades d(i, j) donde i es un objeto de R y j es un objeto de Q.
Aunque el diagrama habitual para representar los resultados de un ana´li-
sis aglomerativo es el diagrama de a´rbol, e´ste se vuelve bastante complicado
conforme el nu´mero de objetos aumenta. En [25] se propone una represen-
tacio´n distinta: el banner. En el banner aparecen los objetos, o los clusters,
que se unen en cada paso y adema´s la disimilaridad que hab´ıa entre ellos (ver
la referencia anterior). A partir de la anterior representacio´n puede obtenerse
un coeficiente de la fiabilidad del cluster obtenido, el coeficiente aglomerativo,
calculado como la media de las disimilaridades que se dan entre dos clusters
previa a su fusio´n normalizadas a 1. Puede interpretarse como la anchura
media del banner.
3.3. Estudio de simulacio´n
Hemos realizado un estudio de simulacio´n para evaluar la potencialidad
de las distintas disimilaridades propuestas. Se han simulado varios tipos de
patrones puntuales con diferentes valores de los para´metros. Para cada simu-
lacio´n, se ha realizado un ana´lisis cluster usando las disimilaridades definidas
en cada uno de los procedimientos cluster que consideramos.
3.3.1. Validez del cluster obtenido
Para valorar el resultado del estudio de simulacio´n, hemos comparado la
agrupacio´n resultante de la aplicacio´n de los dos me´todos cluster con las distin-
tas disimilaridades con la particio´n real mediante cuatro ı´ndices: el estad´ıstico
de Rand ajustado, el coeficiente de Jaccard, el ı´ndice de Fowlkes y Mallows y el
estad´ıstico Γˆ de Hubert normalizado. Veamos brevemente cua´l es su definicio´n.
En [46] se encuentra un estudio ma´s profundo del problema y, en particular,
una presentacio´n ma´s detallada de los ı´ndices.
Sea C = (C1, . . . , Cm) la agrupacio´n resultante de la aplicacio´n de un
algoritmo cluster espec´ıfico y P = (P1, . . . , Ps) la particio´n real. Sea N el
nu´mero de objetos que queremos agrupar (en nuestro caso, patrones puntua-
les). Adema´s, sea a el nu´mero de pares de objetos tales que ambos objetos
pertenecen al mismo grupo en C y al mismo grupo en P , b el nu´mero de pares
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de objetos tales que ambos objetos pertenecen al mismo grupo en C pero a
distintos grupos en P , c el nu´mero de pares de objetos con sus elementos per-
teneciendo a distintos grupos en C pero al mismo grupo en P y d el nu´mero
de pares de objetos tales que sus elementos pertenecen a distintos grupos en
C y a distintos grupos en P . Entonces, a + b + c + d = M , donde M es el
nu´mero de posibles pares. Sea m1 = a+ b el nu´mero de pares cuyos elementos
pertenecen a un mismo grupo en C y m2 = a + c el nu´mero de pares cuyos
elementos pertenecen al mismo grupo en P .
El estad´ıstico de Rand ajustado se define como
R =
2(ad− cb)
2ad+ (a+ d)(b+ c) + b2 + c2
. (3.7)
El coeficiente de Jaccard es
J =
a
a+ b+ c
, (3.8)
donde 0 ≤ J ≤ 1; el ı´ndice de Fowlkes y Mallows se obtiene como
FM =
a√
m1m2
, (3.9)
donde 0 ≤ FM ≤ 1 y, por u´ltimo, el estad´ıstico de Hubert normalizado Γˆ es
Γˆ =
Ma−m1m2√
m1m2(M −m1)(M −m2)
, (3.10)
donde −1 ≤ Γˆ ≤ 1.
Las cuatro cantidades que acabamos de introducir toman valores ma´s altos
cuanto mejor es la calidad de la agrupacio´n resultante, es decir, cuanto ma´s
se parece a la estructura real.
La funcio´n de densidad de probabilidad de estos estad´ısticos bajo la hipo´te-
sis nula de que no hay estructura cluster es desconocida y se ha tenido que
recurrir a te´cnicas de Monte Carlo. Teniendo en cuenta que una agrupacio´n
determinada C puede interpretarse como una aplicacio´n g del conjunto de
objetos en 1, . . . ,m, donde m es el nu´mero de grupos, entonces, puede ob-
tenerse una muestra de los anteriores estad´ısticos bajo la hipo´tesis nula H0
produciendo k aplicaciones aleatorias gi, i = 1, . . . , k correspondientes a otras
tantas agrupaciones Ci con i = 1, . . . , k, las cuales se comparan con la par-
ticio´n real P . De esta forma pueden obtenerse los p-valores de Monte Carlo
para cada estad´ıstico de los anteriores.
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3.3.2. Experimentos
El objetivo de este estudio experimental es la evaluacio´n de la capacidad
que tienen las distintas disimilaridades expuestas para distinguir entre patro-
nes puntuales generados mediante modelos distintos y para agrupar aque´llos
que son realizaciones de un mismo proceso puntual.
Hemos elegido tres tipos de procesos puntuales: el proceso puntual de Pois-
son, es decir, la aleatoriedad espacial completa; el proceso Cluster de Poisson
correspondiente a un modelo agregado y, finalmente, el proceso de Strauss que
corresponde a un modelo regular.
El proceso de Poisson es una referencia constante en la teor´ıa de procesos
puntuales. Representa la aleatoriedad espacial completa y constituye el meca-
nismo estoca´stico ma´s simple posible para la generacio´n de patrones puntuales
espaciales. En la pra´ctica, este modelo es un esta´ndar con el que se compara
cualquier patro´n antes de abordar un ana´lisis ma´s completo ya que, en primer
lugar, debe descartarse la aleatoriedad completa en los datos. Un proceso
puntual de Poisson homoge´neo de intensidad λ es un proceso puntual que
cumple los siguientes requerimientos:
1. El nu´mero de puntos en un conjunto acotado B sigue una distribucio´n
de Poisson con media λν(B) donde ν(B) es el a´rea de B.
2. Dado Φ(B) = n, las n observaciones en B forman una muestra indepen-
diente de la distribucio´n uniforme en B.
El proceso de Poisson se utiliza en la definicio´n de modelos ma´s complica-
dos. Es el caso del proceso Cluster de Poisson que es generado como se explica
a continuacio´n: primero se genera un proceso puntual de Poisson de intensi-
dad ρ. A este primer proceso se le denomina proceso de padres. A cada padre
se le asocia un entero aleatorio no negativo, el nu´mero de hijos. Los hijos de
un padre dado se colocan en torno del padre independientemente y con una
distribucio´n de probabilidad dada. El proceso puntual final esta´ compuesto
so´lo por los hijos, es decir, el proceso formado por los padres no es conside-
rado. En nuestros experimentos el nu´mero de hijos sera´ un nu´mero fijo N y
las posiciones relativas respecto a los padres seguira´n una distribucio´n normal
radialmente sime´trica con media cero y varianza σ2.
Un proceso de Strauss es un proceso puntual de Markov. Los procesos
puntuales de Markov sirven como marco para la modelizacio´n de procesos de
inhibicio´n. Se dice que un proceso puntual es de Markov de rango ρ si, dada una
realizacio´n del proceso en A−{s}, e´sta depende so´lo de los sucesos en B(s, ρ)−
{s}, donde B(s, ρ) es la bola cerrada de radio ρ centrada en s. En el proceso
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de Strauss, la intensidad condicional de una ocurrencia en un punto x dada
una realizacio´n del proceso en un conjunto B es αcsx donde sx es el nu´mero
de ocurrencias a una distancia r o menos de x. A estas ocurrencias se les
denomina vecinos de x. El para´metro c, con 0 ≤ c ≤ 1, describe la interaccio´n
entre vecinos mientras que el para´metro α controla la intensidad del proceso.
En nuestros experimentos el proceso Strauss simulado estara´ condicionado al
nu´mero total N de puntos en la ventana.
Hemos considerado seis experimentos. Con ello pretendemos evaluar el
e´xito del me´todo en distintas situaciones. Notar que en todo momento con-
sideramos patrones puntuales con la misma intensidad ya que patrones con
distinta intensidad son fa´cilmente discriminables.
Los seis experimentos que hemos disen˜ado esta´n organizados de igual ma-
nera: en cada uno de ellos, se consideran tres grupos de patrones puntuales y
se aplican los procedimientos cluster PAM y AGNES a la unio´n de todos los
patrones considerando los distintos tipos de disimilaridades que hemos descri-
to en 3.2.1. Cada uno de los tres grupos de patrones puntuales esta´ formado
por 100 realizaciones de un mismo proceso puntual generadas en la ventana
unidad W = [0, 1] × [0, 1]. Como conocemos la verdadera particio´n, podemos
calcular los estad´ısticos de Rand, Jaccard, Fowkles y Mallows y Γˆ de Hubert.
El primer experimento considera los siguientes tres grupos: 100 realizacio-
nes de un proceso puntual de Poisson con intensidad λ=120; 100 realizaciones
de un modelo Strauss con r=0.04, c=0 y N=120 y por u´ltimo, el tercer grupo
contiene 100 realizaciones de un proceso Cluster de Poisson con ρ=20, N=6 y
σ2=0.001. En este experimento se pretende observar que´ ocurre cuando trata-
mos con patrones puntuales procedentes de modelos distintos. Puede probarse
fa´cilmente que todos los procesos puntuales utilizados tienen la misma inten-
sidad (igual a 120). En la figura 3.3 se muestra un patro´n puntual de cada
tipo.
En el segundo experimento se han considerado tres diferentes procesos
puntuales cluster de Poisson. Hemos mantenido fijo el nu´mero de hijos, N=6,
y la intensidad en el proceso de padres, ρ=20, pero hemos variado el valor de
σ2. En particular, hemos tomado σ2=0.0005, 0.001 y 0.002. Este para´metro es
el que controla el grado de agregacio´n. El objetivo es comprobar la respuesta
del me´todo ante agregaciones distintas. La figura 3.4 muestra una realizacio´n
de cada proceso.
El tercer experimento considera 3 procesos de Strauss diferentes, es decir,
diferentes grados de regularidad, aunque en todos los casos N=120. Como
valor fijo de c hemos tomado c=0 y como valor de r en cada grupo hemos
elegido r=0.01, 0.04 y 0.07. La figura 3.5 muestra un ejemplo de cada tipo de
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Figura 3.3: Primer experimento: (a) patro´n puntual de Poisson con λ=120, (b)
patro´n puntual de Strauss con r=0.05, c=0 y N=120, y (c) patro´n puntual
cluster de Poisson con ρ=20, N=6 y σ2=0.001
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Figura 3.4: Segundo experimento: patrones puntuales cluster de Poisson con
ρ=20, N=6 y (a)σ=0.0005, (b) σ=0.001 y (c) σ=0.002
proceso puntual.
En el cuarto experimento tambie´n consideramos procesos puntuales de
Strauss. En esta ocasio´n tomamosN=120, r=0.04 y los distintos grupos vienen
definidos por los tres valores siguientes de c: 0, 0.05 y 0.07. La figura 3.6
muestra diferentes realizaciones de los anteriores modelos.
El quinto experimento tiene en cuenta tres procesos puntuales cluster de
Poisson cada uno con un nu´mero distinto de clusters. De nuevo construimos
tres grupos de 100 patrones puntuales cada uno, con σ2=0.0005 en comu´n y
distintos valores de N : 2, 4 y 6. Los procesos de padres han sido generados
respectivamente con ρ=60, ρ=30 y ρ=20. La figura 3.7 muestra un ejemplo de
cada uno de estos grupos.
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Figura 3.5: Tercer experimento: diferentes patrones puntuales Strauss con c=0,
N=120 y (a)r=0.01, (b) r=0.04 y (c) r=0.07
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Figura 3.6: Cuarto experimentos: diferentes patrones puntuales Strauss con
N=120, r=0.04 y (a)c=0, (b) c=0.05 y (c) c=0.07
Todos los procesos puntuales considerados en los anteriores experimentos
tienen en comu´n el valor de la intensidad. Eso quiere decir que la proporcio´n
de distancias censuradas en todos ellos es aproximadamente igual. En el sexto
experimento queremos investigar la influencia que tiene la intensidad en el
comportamiento del me´todo. Los procesos puntuales que hemos considerado
en este experimento son los mismos que hemos considerado en el segundo
experimento con distinto valor de ρ, en este caso hemos tomado ρ=12 y de
esta forma hemos reducido la intensidad en un 40%. Se trata de ver que´ ocurre
cuando aumenta la proporcio´n de distancias censuradas en el experimento.
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Figura 3.7: Quinto experimento: diferentes patrones puntuales cluster de Pois-
son con σ=0.0005 y (a)ρ=60, N=2 (b) ρ=30, N=4 y (c) ρ=20, N=6
3.4. Resultados
Las tablas 3.1, 3.2, 3.3, 3.4, 3.5 y 3.6 contienen los estad´ısticos de Rand
ajustado (R), Jaccard (J), Fowkles y Mallows (FM) y el Γˆ de Hubert junto con
su correspondiente p-valor de Monte Carlo siempre que sea mayor que 0,05.
Todas las tablas tienen la misma estructura. La primera fila indica el pro-
cedimiento cluster utilizado: de particio´n o jera´rquico. La columna encabezada
por L2 usa como disimilaridad esta´ me´trica entre las funciones de distribucio´n
obtenidas para las distancias de punto a suceso (fila etiquetada E), y para
las distancias al vecino ma´s pro´ximo (fila etiquetada D) o ambas consideradas
conjuntamente (fila etiquetada sum). La columna encabezada KS muestra los
resultados alcanzados usando como medida de disimilaridad 1-p donde p es el
p-valor obtenido del test de Kolmogorov-Smirnov aplicado a las distancias E
o a las distancias D. En los casos en que la disimilaridad se obtiene en forma
del complementario de algu´n p-valor, las filas etiquetadas sum y max indican
la suma o el ma´ximo de las anteriores disimilaridades. La columna etiquetada
Chi2 contiene los resultados cuando utilizamos el test χ2 en el ca´lculo de la
disimilaridad, la etiquetada con LR se refiere al test log-rank y con SF estamos
refirie´ndonos al test de Smirnov-Fleming.
Se obtienen buenos resultados en general ya que en casi todos los casos se
rechaza la hipo´tesis de etiquetado aleatorio con un p-valor de 0. Hay algunos
pocos casos en que, basa´ndonos en los estad´ısticos de Rand ajustado y el Γˆ de
Hubert, no puede rechazarse tal hipo´tesis (la mayor´ıa de ellos surgen cuando
se utiliza el procedimiento cluster jera´rquico en el experimento 6).
Adema´s, parece que las distancias al vecino ma´s pro´ximo dan mejores
resultados que las distancias de punto a suceso. Esta diferencia es menos evi-
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dente en el experimento 5. So´lo en este caso se produce mejora considerando
el ma´ximo y la suma de disimilaridades.
Respecto a los algoritmos cluster utilizados so´lo puede decirse que el que
mejores resultados ha producido de los dos es el me´todo de particio´n. Cada
me´todo intenta explicar los datos de una forma distinta y la discusio´n de lo
apropiado o no de cada uno queda fuera del a´mbito de este trabajo.
De los resultados obtenidos en el primer experimento (ver tabla 3.1) con-
cluimos que todas las disimilaridades son capaces de discriminar perfectamente
entre patrones aleatorios, regulares y agrupados.
Los resultados del segundo experimento no son tan buenos. Sin embargo,
debe tenerse en cuenta la dificultad del problema dada por el gran parecido
entre los dos primeros procesos de los tres que intentamos discriminar (ver
figura 3.4). Lo cierto es que, a nivel visual, resulta bastante dif´ıcil distinguirlos.
Los mejores resultados son los obtenidos con las disimilaridades resultantes de
los tests que consideran censura.
En el tercer experimento, se alcanzan resultados muy buenos, excepto para
las disimilaridades basadas en los tests χ2 y Kolmogorov-Smirnov donde no se
considera ningu´n tipo de correccio´n de borde.
Respecto al cuarto experimento, los resultados no son muy buenos, pero
de nuevo debemos hacer notar la gran similitud existente entre los patrones
integrantes del primer y segundo grupo (ver figura 3.6).
En el quinto experimento, se alcanzan los mejores resultados combinando
la informacio´n proveniente de los dos tipos de distancias (la distancia al vecino
ma´s pro´ximo y de punto a suceso). Resulta bastante razonable si tenemos en
cuenta que, en este caso, las distancias D y E no esta´n dando informacio´n
redundante ya que, cuando el nu´mero de hijos (por padre) se incrementa y
el nu´mero de padres se reduce, las distancias E deber´ıan hacerse ma´s gran-
des y las D ma´s pequen˜as. La disimilaridad que mejor resultado da en este
experimento es la basada en el test log-rank.
Los resultados del sexto experimento son peores en comparacio´n con los del
segundo. Sin embargo, si comparamos ambos experimentos respecto a las dis-
tancias de punto a suceso (ver tablas 3.2 y 3.6) podemos apreciar la importan-
cia de la censura por la derecha. En el segundo experimento, considerando las
distancias E, se tiene que las disimilaridades generadas sin considerar censura
son similares (incluso en algunos casos mejores) a las otras disimilaridades.
Si consideramos las distancias E generadas en el sexto experimento junto con
el me´todo cluster de particio´n, los tests log-rank y Smirnov-Fleming dan los
mejores resultados. De hecho, se rechaza la hipo´tesis de etiquetado aleatorio,
cosa que no ocurre con el resto de disimilaridades cuando consideramos los
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estad´ısticos Rand ajustado y Γˆ de Hubert. El resultado parece obvio puesto
que cuanto ma´s pequen˜a es la intensidad, ma´s distancias E censuradas nos
encontramos. No ocurre lo mismo con las distancias D: cuando la intensidad
decrece, a su vez decrece tanto el nu´mero de distancias censuradas como el
nu´mero de las que no lo son.
En esta situacio´n, no es posible sen˜alar una de las disimilaridades como la
mejor. S´ı podemos decir que, en casi todos los casos, es una de las siguientes
disimilaridades la que mejores resultados da: L2, LR y SF , con lo cual se
confirma la importancia de considerar el efecto borde en el problema.
Sobre si mejoran los resultados al considerar la censura por la derecha, no
hay una respuesta clara. Parece que los resultados mejoran pero no se puede
ser catego´rico en esta cuestio´n.
3.5. Agrupamiento de endotelios corneales huma-
nos
En este cap´ıtulo hemos abordado el agrupamiento de patrones puntuales
en base a cinco tipos de disimilaridades. Hay muchos tipos de ima´genes que
pueden ser descritas mediante un patro´n puntual y las ima´genes de endotelio
corneal constituyen uno de ellos. La forma en que transformamos una imagen
de endotelio corneal en un patro´n puntual es considerando los centroides de
las ce´lulas que lo componen.
Vamos a analizar ahora la cuestio´n del agrupamiento de endotelios basa´ndo-
nos en las disimilaridades que hemos presentado.
En el cap´ıtulo 2 han sido explicadas las deficiencias que presenta la descrip-
cio´n usual que realizan los paquetes comerciales de las ima´genes de endotelio
corneal. Recordar que dicha descripcio´n consiste en tres para´metros, a los que
se ha denominado para´metros cla´sicos: (i) densidad celular, (ii) hexagonali-
dad y (iii) coeficiente de variacio´n de las a´reas celulares. Ya fue puesto de
manifiesto entonces que los anteriores tres para´metros so´lo son capaces de di-
ferenciar endotelios muy distintos. En este cap´ıtulo se pretende, al igual que
en el cap´ıtulo 2, mejorar la descripcio´n aportada por los para´metros cla´sicos.
Un endotelio corneal puede ser descrito mediante un patro´n puntual con-
sistente en los centroides de sus ce´lulas. Dado un conjunto de endotelios y
sus representaciones en forma de patro´n puntual asociada podemos calcular la
disimilaridad entre cualquier par. En este caso, hemos limitado el problema al
considerar so´lo las distancias al centroide ma´s pro´ximo y 1-p como la disimi-
laridad entre patrones puntuales (endotelios) donde p es el p-valor resultante
del test log-rank.
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0.082
0.099
0.061
0.080
0.084
0.098
0
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0
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0.039
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J
0.241
0.261
0.232
0.251
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En lo que sigue se comparara´ el agrupamiento que se produce utilizando los
para´metros cla´sicos con el producido por nuestro procedimiento. El resultado
final es analizado por un me´dico. Los endotelios analizados pertenecen a 23
individuos con edades entre 17 y 28 an˜os.
Se ha utilizado como algoritmo cluster el Partitioning Around Medoids
(PAM).
El algoritmo PAM requiere que le sea suministrado a priori el nu´mero de
clusters en que ha de ser descompuesta la muestra. En un caso pra´ctico como
el que estamos analizando, esa cantidad suele ser desconocida. Sin embargo, la
eleccio´n del nu´mero de clusters puede hacerse mediante la anchura media de
la silueta que ya ha sido introducida en la seccio´n 3.2.2 tomando como nu´mero
de clusters aque´l que mayor valor de esa cantidad proporcione.
La agrupacio´n o´ptima en nuestro caso se ha obtenido con 7 grupos. Para
este nu´mero de grupos, la anchura media de la silueta es 0.7, lo cual indica que
hay una clara estructura cluster detra´s de los datos. Sin embargo, si usamos
los para´metros cla´sicos como descriptores del endotelio y realizamos el agru-
pamiento mediante el mismo algoritmo cluster (PAM) obtenemos una anchura
media de la silueta de 0.4 (con 6 grupos), lo cual indica una estructura cluster
muy de´bil. Los descriptores han sido estandarizados, ya que sus rangos de va-
riacio´n son muy distintos, y se ha utilizado la distancia eucl´ıdea como medida
de la disimilaridad entre endotelios. La figura 3.8 donde esta´ representada la
densidad celular versus la hexagonalidad para los casos que forman parte del
ana´lisis, viene a confirmar la pra´ctica inexistencia de estructura en la muestra.
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Figura 3.8: Densidad celular versus hexagonalidad
Vamos a analizar los para´metros cla´sicos dentro de cada uno de los siete
grupos obtenidos con el procedimiento basado en la descripcio´n mediante pa-
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trones puntuales. La tabla 3.7 muestra el mı´nimo, la media y el ma´ximo de la
densidad celular y la hexagonalidad dentro de cada grupo.
Cuadro 3.7: Descripcio´n cla´sica de los grupos obtenidos mediante nuestro pro-
cedimiento
Cardinalidad Densidad celular Hexagonalidad
(min-mean-max) (min-mean-max)
1 2 2260-2261-2261 59-61.5-64
2 1 3519-3519-3519 52-52-52
3 3 2613-2661-2757 46-53.7-68
4 3 2784-2827-2883 53-58.7-63
5 9 2344-2702-2973 54-65.1-76
6 4 2841-2885-2931 61-76.8-85
7 1 3032-3032-3032 75-75-75
De la observacio´n de la tabla 3.7, se extrae la conclusio´n de que los des-
criptores cla´sicos no llegan a detectar diferencias salvo en los casos extremos.
En la figura 3.9, esta´ representado el medioide de cada grupo. De esta forma
puede apreciarse gra´ficamente las diferencias entre los distintos grupos. Notar
que los descriptores cla´sicos no pueden discriminar esas clases.
Adema´s, la figura 3.9 revela algunos hechos interesantes. El grupo 1 es
fa´cilmente detectable mediante los para´metros cla´sicos debido a que los dos
casos que lo componen tienen una baja densidad. Adema´s con la nueva descrip-
cio´n, tambie´n podemos decir que se caracterizan por una distribucio´n irregular
de los centroides. El grupo 2 constituye una observacio´n ano´mala respecto a
los para´metros cla´sicos debido a su muy alta densidad. Si, por otra parte,
nos remitimos a la figura 3.9 (b) vemos que tambie´n se caracteriza por una
distribucio´n de los centroides irregular. Se trata de un caso muy distinto al
integrante del grupo 7 que tambie´n esta´ caracterizado por una densidad muy
alta. He aqu´ı un ejemplo claro de co´mo los para´metros cla´sicos, en determi-
nados casos, no pueden distinguir endotelios claramente distintos. Los grupos
4 y 6 constituyen otro ejemplo de este tipo. Ambos grupos tienen densidades
altas y hexagonalidades intermedias o altas, sin embargo la distribucio´n del
patro´n puntual mediante el cual son representados son muy distintas. En el
caso del grupo 6 es bastante regular cosa que no ocurre en el grupo 4. Un co-
mentario similar puede hacerse para los grupos 3 y 5. Ambos grupos presentan
densidades y hexagonalidades intermedias, pero la disposicio´n espacial de los
centroides es muy distinta en uno y otro. Es ma´s regular en los patrones del
grupo 5.
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Figura 3.9: Medioides para los grupos: (a) 1, (b) 2, (c) 3, (d) 4, (e) 5, (f) 6 ,
(g) 7
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Los resultados que hemos expuesto han sido examinados por una oftalmo´lo-
ga la cual opino´ que los grupos 1, 2, 3 y 4 estaban formados por endotelios
enfermos. La experta confio´ ma´s en la caracterizacio´n producida por nuestro
procedimiento que en la producida por los para´metros cla´sicos a la hora de
tomar decisiones ya que segu´n ella refleja mejor las diferencias entre endotelios
sanos y enfermos.
3.6. Conclusiones y comentarios
Este cap´ıtulo trata el problema del agrupamiento de patrones puntuales.
Cada patro´n puntual considerado es descrito mediante dos tipos de distancias:
la distancia punto a suceso y la distancia al vecino ma´s pro´ximo. Este tipo
de descripcio´n de patrones puntuales es ampliamente usada. Posteriormen-
te, se han considerado diferentes disimilaridades entre patrones puntuales. En
primer lugar, se han considerado me´tricas entre las funciones de distribucio´n
acumuladas estimadas para ambos tipos de distancias (caso de la disimilaridad
L2). En segundo lugar, se han calculado disimilaridades comparando directa-
mente las distancias observadas (las disimilaridades obtenidas de esta forma
han sido la KS, Chi2, LR y SF ). Ambos tipos de distancias consideradas son
en realidad observaciones censuradas como fue apuntado por Baddeley y Gill
([3]). Aunque en realidad son observaciones censuradas por intervalo, las he-
mos considerado como censuradas a la derecha de la misma manera que hacen
en su trabajo los autores que hemos mencionado. En las disimilaridades dadas
por LR y SF hemos tenido en cuenta la censura. En ese caso, las disimilarida-
des son 1-p, donde p es el p-valor de dos tipos distintos de test propuestos en
la literatura de ana´lisis de supervivencia para la comparacio´n de dos muestras
de valores censurados por la derecha.
Hemos realizado un estudio de simulacio´n con distintos tipos de procesos
puntuales: aleatorios, regulares y agregados; y la conclusio´n es que el proce-
dimiento puede distinguir perfectamente entre los tres tipos de proceso. Sin
embargo, los resultados hacen que no podamos decantarnos sobre que´ tipo de
similaridades son mejores: las que tienen en cuenta la censura o las que no
lo hacen. S´ı queda claro que se obtienen peores resultados si no se tiene en
cuenta el efecto borde.
Las distancias al vecino ma´s pro´ximo son las que mejor resultado dan
quiza´ porque contienen informacio´n de tercer grado. So´lo en el quinto expe-
rimento ha influido de forma determinante en los resultados la informacio´n
proporcionada por la distancia de punto a suceso.
Por u´ltimo, hemos proporcionado una aplicacio´n cl´ınica basada en una
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muestra de ima´genes de endotelios corneales humanos. El principal objetivo
con este tipo de ima´genes era determinar el grado de normalidad o anormalidad
de los casos. Para ello asignamos a cada imagen el patro´n puntual dado por
los centroides de las ce´lulas. Las ima´genes consideradas anormales son las que
presentan una disposicio´n espacial anormal de los centroides de las ce´lulas.
El ana´lisis cluster que hemos realizado sobre la muestra de endotelios se
ha basado en las disimilaridades de tipo LR (una de las que mejor resulta-
do han dado en los ejemplos simulados) y se han logrado detectar de forma
satisfactoria los casos anormales.
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Cap´ıtulo 4
Segmentacio´n del sistema
vascular retiniano humano a
partir de funciones de
pertenencia
En este cap´ıtulo se va a mostrar una aplicacio´n de la teor´ıa de conjuntos
difusos al proceso de imagen, en concreto a la segmentacio´n. La segmentacio´n
de una imagen es la divisio´n de e´sta en zonas con significado, es decir en las
zonas correspondientes a los objetos representados. El me´todo de segmentacio´n
suele disen˜arse en funcio´n del objeto que se quiere segmentar y muchos de ellos
dependen de ciertos para´metros que no quedan completamente determinados
sino que deben ser elegidos por el usuario. La segmentacio´n final es una imagen
binaria que depende de los valores de los para´metros y se trata, por tanto, de
una posibilidad entre un conjunto de opciones posibles.
En nuestro caso, nos vamos a ocupar del problema de la segmentacio´n de
los vasos sangu´ıneos en ima´genes de fondo de ojo. La importancia de dispo-
ner de la segmentacio´n de esta estructura retiniana a nivel cl´ınico ya ha sido
indicada en la seccio´n 1.1.2. Su importancia tambie´n queda reflejada en la
cantidad de me´todos de segmentacio´n de vasos sangu´ıneos en la retina que
han sido propuestos en la literatura. A lo largo de este cap´ıtulo, el intere´s
se centra en tres de esos me´todos, sin embargo el objetivo no es evaluarlos
ni compararlos, simplemente han sido utilizados para generar funciones de
pertenencia a vaso sangu´ıneo. Por eso su eleccio´n no resulta especialmente re-
levante en el desarrollo de la metodolog´ıa. En la seccio´n 4.2 se indica cua´les
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son los me´todos elegidos y en que´ consisten. Adema´s tambie´n se explica co´mo,
a partir de cada uno de ellos, ha sido generada una funcio´n de pertenencia a
vaso distinta. La estructura vascular es considerada a partir de ese momento
como un conjunto difuso. Sin embargo, como ya hemos avanzado, el objetivo
es conseguir segmentaciones y, para ello, van a aplicarse dos tipos distintos de
promedios de conjuntos difusos calculados sobre los α-cortes. El conjunto pro-
medio del difuso resultante es un conjunto n´ıtido (crisp) o binario y por tanto
una segmentacio´n. En la seccio´n 4.3 se dan las dos definiciones de promedio
de un conjunto difuso a aplicar: el promedio de Vorob’ev y el de Baddeley-
Molchanov. En la seccio´n 4.4 se muestra la aplicacio´n de la metodolog´ıa a las
funciones de pertenencia a vaso obtenidas a partir de tres ima´genes de fondo
de ojo distintas.
4.1. Material
Las ima´genes que utilizaremos pertenecen a la base construida por Adam
Hoover dentro del proyecto denominado ’Threshold probing of the blood vessel
network’. Se puede acceder a dichas ima´genes en la direccio´n http://www.-
parl.clemson.edu/stare/probing. El proyecto anterior a su vez forma parte del
proyecto ’STARE’ (STructured Analysis of the Retina) concebido e iniciado
en 1975 por Michael Goldbaum con el objetivo general de obtener diagno´sticos
automa´ticos de las enfermedades del ojo humano [19],[24].
Se trata de ima´genes de fondo de ojo a color y por tanto tienen tres bandas
(RGB). A partir de ellas se ha construido una u´nica imagen a niveles de
gris ponderando cada banda por las cantidades [0,2989, 0,5870, 0,1140]. Todas
las ima´genes de esa base vienen acompan˜adas de un par de segmentaciones
manuales realizadas por A. Hoover y V. Kouznetsova. Las segmentaciones
manuales nos servira´n para poder evaluar el procedimiento que presentamos.
4.2. Construccio´n de la funcio´n de pertenencia a va-
so a partir de algunos me´todos de segmentacio´n
En la literatura se han propuesto procedimientos de segmentacio´n automa´ti-
ca del a´rbol vascular retiniano de muy distinta naturaleza: basados en filtros
de acoplamiento, morfolo´gicos, de seguimiento y basados en redes neuronales.
El intere´s en lo que sigue va a estar centrado en tres me´todos pertenecientes a
los dos primeros tipos. El me´todo basado en filtros de acoplamiento utilizado
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es el disen˜ado por Chaudhuri et al. [7] y los me´todos basados en morfolog´ıa
son los propuestos por F. Zana y J.C. Klein [52, 51] y por C. Heneghan et al.
[23, 17]. Otros me´todos de segmentacio´n de vasos no considerados aqu´ı pero
que pueden ser incorporados del mismo modo son [47, 54, 41].
El procedimiento disen˜ado por Chaudhuri et al. consiste en la aplicacio´n de
un filtro de acoplamiento con distintas orientaciones. En cada p´ıxel nos que-
damos con la respuesta ma´xima del filtro, que se producira´ cuando la funcio´n
kernel de dicho filtro este´ alineada con la direccio´n del vaso, en el caso de que
el p´ıxel forme parte de alguno. En el disen˜o de la funcio´n kernel se consideran
dos importantes caracter´ısticas de los vasos sangu´ıneos: su estructura lineal a
trozos y la forma gaussiana de sus perfiles transversales. Teniendo en cuenta
tales caracter´ısticas, construyen una funcio´n kernel en dos dimensiones cuya
expresio´n viene dada por
K(x, y) = − exp(−x2/2σ2) para |y| ≤ L/2, (4.1)
donde L y σ son cantidades fijas. La aplicacio´n de este procedimiento da como
resultado una imagen a niveles de gris sobre la cual, finalmente, se aplica el
umbral automa´tico disen˜ado por Otsu [35].
El umbral de Otsu es un umbral automa´tico que consiste en la obtencio´n
del nivel de gris que divide al conjunto total de p´ıxeles en dos clases de forma
que la varianza entre clases sea ma´xima respecto a la varianza intra-clase o
bien respecto a la varianza total.
Los procedimientos de Zana y Klein [52] y Heneghan et al. [23] son de tipo
morfolo´gico. La Morfolog´ıa Matema´tica es una potente herramienta cuando la
forma del objeto de intere´s a segmentar es conocida a priori. Esta situacio´n
se da en el caso del sistema vascular ya que su estructura lineal a trozos es
una de sus caracter´ısticas ma´s importantes. Ambos procedimientos constan
de una primera fase en que resultan enfatizadas todas las partes lineales de la
imagen, y, en particular, los vasos, mediante aperturas (ver [42], pa´gina 89)
con elementos estructurantes lineales de taman˜o L previamente establecido por
el usuario. Una posterior reconstruccio´n (ver [42], pa´gina 159) de la imagen
transformada en la original, produce una nueva imagen donde desaparecen
algunos objetos con anatomı´a distinta a la de los vasos. Sin embargo, esta
primera fase no es capaz de eliminar otros objetos que comparten la linealidad
con los vasos. En la siguiente fase de ambos me´todos se asume que los perfiles
transversales a los vasos pueden, en general, aproximarse mediante una forma
de campana de Gauss o gaussiana y por tanto se asume, de la misma manera,
que tienen ciertas propiedades diferenciales de segundo orden. En este sentido,
se disen˜an sendos filtros de forma que los objetos que no compartan dichas
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propiedades con los vasos puedan ser descartados. Como aproximacio´n a la
segunda derivada, Zana y Klein aplican el Laplaciano (ver [18], pa´gina 58)
a la imagen previamente suavizada con un filtro gaussiano (ver [18], pa´gina
53). Heneghan depura un poco ma´s el procedimiento al calcular la segunda
derivada en todas las direcciones posibles despue´s de haber aplicado un filtro
gaussiano de suavizacio´n en la direccio´n perpendicular. Por u´ltimo, Zana y
Klein aplican un filtro alternante (ver [42], pa´gina 215) a la imagen resultante
y se quedan como p´ıxeles de vaso con aque´llos cuyo valor es mayor o igual
que 1. Heneghan modifica la imagen segunda derivada dando valor cero a los
p´ıxeles con segunda derivada negativa y aplica un filtro alternante similar al
anterior pero no establece ningu´n valor de referencia sino que aplica un umbral
por histe´resis cuyos para´metros han de ser determinados por el usuario y avisa
de que esta eleccio´n tiene un gran impacto en la segmentacio´n final.
En todos estos me´todos, el usuario se ve obligado a tomar decisiones so-
bre algunos de los para´metros. En el me´todo de Chaudhuri, debe elegirse la
longitud L y la desviacio´n t´ıpica σ para el disen˜o de la funcio´n kernel. Poste-
riormente se aplica un umbral automa´tico. Se va a mostrar co´mo en algunos
casos este umbral no proporciona la mejor de las segmentaciones posibles. El
me´todo propuesto por Heneghan obliga al establecimiento de para´metros, los
ma´s importantes de los cuales son la longitud del elemento estructurante, pe-
ro, sobre todo, los para´metros del umbral por histe´resis final. En el me´todo de
Zana-Klein es la longitud del elemento estructurante lineal empleado el u´nico
para´metro importante que queda libre.
Veamos co´mo eludir la toma de decisiones sobre los para´metros nos con-
duce a una nueva imagen a niveles de gris donde han sido enfatizados los
vasos sangu´ıneos retinianos y que puede interpretarse como una funcio´n de
pertenencia a los mismos.
En el caso del me´todo de Chaudhuri y el de Heneghan, consideramos que
la funcio´n de pertenencia a vaso viene dada por la imagen resultante en el
instante previo a la aplicacio´n del umbral con el que culminan ambos pro-
cedimientos. La motivacio´n en el caso de Chaudhuri es la comprobacio´n de
que, en determinados casos, la imagen binaria proporcionada por el umbral
automa´tico no mejoraba el mejor de los α-cortes obtenidos a partir de la ima-
gen a niveles de gris posterior al filtro (funcio´n de pertenencia). En el caso
del procedimiento de Heneghan, la eleccio´n del umbral final es competencia
exclusiva del usuario por lo que el procedimiento se vuelve subjetivo y queda
a expensas de una decisio´n que no tiene por que´ ser siempre acertada.
Como resultado de aplicar el procedimiento de Zana y Klein se obtiene
siempre una imagen binaria ya que el establecimiento del umbral final no in-
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volucra al usuario sino que ha sido fijado por los autores y forma parte del
me´todo. En este caso, la obtencio´n de la imagen a niveles de gris se realiza
de forma completamente distinta. El me´todo de Zana y Klein, como ya se
expuesto, implica una serie de transformaciones morfolo´gicas basadas en un
elemento estructurante lineal cuya longitud, L, debe ser determinada al prin-
cipio del procedimiento. Una vez tomada esta decisio´n, el procedimiento da
como resultado una imagen binaria (una segmentacio´n). La pregunta que sur-
gir´ıa a cualquier usuario que decide aplicar el procedimiento es cua´l es el valor
adecuado de L. Los autores dan alguna indicacio´n, pero lo cierto es que no
queda determinado. La imagen a niveles de gris que se considera en este caso
es la suma normalizada de las ima´genes binarias obtenidas variando el taman˜o
del elemento estructurante lineal L, donde L ∈ {5, 6, . . . , 25}. De esta forma
se aprovechar´ıa conjuntamente la informacio´n proveniente de segmentaciones
con distintos elementos estructurantes lineales a la cual, segu´n nuestro criterio,
no hay que renunciar.
Notar que, tanto en el me´todo de Chaudhuri como en el de Heneghan,
tambie´n hay una eleccio´n previa del valor de algunos para´metros. Hemos ele-
gido los valores sugeridos por los autores. Hay que recordar que la imagen
de trabajo resultante de ambos me´todos (considerada como una funcio´n de
pertenencia a vaso en este enfoque) es una imagen a niveles de gris y por
tanto resulta ma´s robusta ante cambios en estos para´metros. La consecuencia
de cambiar algu´n para´metro hara´ que aumenten o disminuyan algunos grados
de pertenencia asociados a algunos p´ıxeles determinados pero dichos p´ıxeles
siguen teniendo influencia en el ana´lisis posterior.
En la figura 4.1 aparecen la funcio´n de pertenencia a vaso generada con el
me´todo de Chaudhuri, (b); con el me´todo de Zana y Klein, (c) y con el me´todo
de Heneghan, (d), todas ellas correspondientes a la imagen representada en
(a). Todas las funciones de pertenencia que consideramos esta´n en el rango
0-1, es decir, su nivel de gris ma´s alto es 1 y el ma´s bajo es 0.
En definitiva, por cada me´todo de segmentacio´n utilizado, obtenemos una
funcio´n de pertenencia a vaso. El objetivo final es el de segmentar el a´rbol
vascular retiniano a partir de esas funciones de pertenencia.
4.3. Promedio de un conjunto difuso
En la seccio´n 4.2 se ha puesto de manifiesto que algunos me´todos de seg-
mentacio´n del a´rbol vascular pueden proporcionar como resultado una funcio´n
de pertenencia al objeto de intere´s. El mismo razonamiento es aplicable a la
mayor´ıa de los me´todos de segmentacio´n, independientemente del objeto a
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que se apliquen. El problema que surge entonces es el de asociar un conjunto
n´ıtido (binario) al conjunto difuso caracterizado por la funcio´n de pertenencia
obtenida.
Algunos autores ya han estudiado este problema pero fundamentalmente
aplicado a nu´meros difusos, es decir, difusos definidos en R, ver por ejemplo
[15].
Este problema va a ser abordado usando resultados existentes en la teor´ıa
de conjuntos compactos aleatorios. Algunas buenas referencias sobre el tema
son [9, 21, 43]. La forma en que conectaremos el problema con la teor´ıa es
pasando a considerar los α-cortes de la funcio´n de pertenencia al difuso como
realizaciones de conjunto compacto aleatorio dado tomando un valor α en [0, 1]
al azar segu´n una distribucio´n de probabilidad dada. El resumen del conjunto
difuso por medio de un conjunto n´ıtido no sera´ sino el resumen del conjunto
aleatorio asociado. En cualquier modelo estoca´stico, suele utilizarse la media
como cantidad representativa. En el caso que ahora se presenta en que se
dispone de un conjunto de realizaciones de un conjunto compacto aleatorio
se va a utilizar el concepto de conjunto medio. Hay diferentes definiciones de
dicho concepto en la literatura pero tres de las ma´s importantes son la media
de Aumann [44], la media de Vorob’ev [44] y la distancia media de Baddeley-
Molchanov [4] que, en adelante, pasaremos a denotar media de Baddeley-
Molchanov.
Ralescu [36] definio´ el promedio de un conjunto difuso basa´ndose en la
integral de conjuntos definida por Aumann [2] cuya definicio´n recordamos a
continuacio´n. Sea (Ω,A, µ) un espacio de medida no ato´mico finito. Conside-
remos entonces F : Ω −→ P(Rn) una funcio´n de conjuntos tal que F (ω) 6= ∅
para todo ω ∈ Ω. Se asume que {(ω, x) : x ∈ F (ω)} pertenece a la corres-
pondiente σ-a´lgebra producto. La familia de selectores de F se define como
S(F ) = {f : f(ω) ∈ F (ω) casi por todas partes, con f integrable}. Finalmen-
te, la integral de Aumann viene dada por∫
ω
Fdµ = {
∫
Ω
fdµ : f ∈ S(F )}. (4.2)
A partir de la integral de conjuntos de Aumann, Ralescu definio´ el nivel pro-
medio de un conjunto difuso u como
Aαu =
∫
[0,1]
Lu(α)dα =
∫
[0,1]
Lα(u)dα (4.3)
donde la integral debe ser interpretada como la integral de Aumann del mapa
de nivel Lu respecto a la medida de Lebesgue definida sobre el intervalo uni-
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tario [0, 1]. La notacio´n utilizada se corresponde con la referencia [36] donde
pueden encontrarse ma´s detalles al respecto.
A continuacio´n se expone una formulacio´n equivalente de este concepto no
contemplada en [36]. Dado un conjunto fijo X, su funcio´n soporte se define
como
h(X, v) = sup{v ∗ x : x ∈ X} (4.4)
donde v ∗ x denota el producto interno de v con x y v var´ıa sobre la cir-
cunferencia unidad centrada en el origen. El promedio de Aumann del mapa
de nivel, denotado por Aau ser´ıa entonces el conjunto convexo cuya funcio´n
soporte viene dada por
h(Aau, v) =
∫ 1
0
rLα(u)(v)dα. (4.5)
La prueba se encuentra en [1].
Segu´n lo anterior, se obtiene en primer lugar la funcio´n soporte de la media
del mapa de nivel y, por tanto, la media del conjunto a continuacio´n.
Si sustituimos en la anterior definicio´n el conjunto fijo X por un conjunto
aleatorio Φ siendo h(Φ, .) su funcio´n soporte (por tanto, una funcio´n aleatoria)
tal y como se definio´ en la seccio´n 1.2.4, entonces la media de Aumann de Φ,
EaΦ, se define como el conjunto convexo con funcio´n soporte dada por la
media o el valor esperado de la variable aleatoria h(Φ, v), es decir
h(EaΦ, v) = Eh(Φ, v). (4.6)
Esta definicio´n fue dada por Aumann en [2].
La cuestio´n clave es que, de la misma forma que hemos utilizado la defini-
cio´n de Aumann del nivel promedio de un conjunto difuso en el marco de la
teor´ıa de conjuntos compactos aleatorios, podemos utilizar otras definiciones
de media existentes en el contexto de esa teor´ıa.
Los α-cortes de un conjunto difuso pueden verse como realizaciones de
un conjunto compacto aleatorio segu´n quedo´ establecido en [36]. Sea Φ un
conjunto compacto aleatorio definido como sigue: se genera un valor uniforme
α en el intervalo unidad [0, 1] y, dado α, Φ = Lα(u). Obviamente, tenemos
que asumir que Lα(u) es cerrado para todo α, es decir, u es una funcio´n semi
continua superiormente. Si Φ se define de esta forma, entonces la media de
Aumann de este conjunto aleatorio (ver [4]) coincide con el nivel promedio
propuesto por Ralescu.
Definicio´n 1 (Promedio de Ralescu-Aumann de un conjunto difuso)
Sea u un conjunto difuso y sea Φ un conjunto compacto aleatorio definido co-
mo: Φ = Lα(u) donde α es un valor aleatorio en [0, 1] con distribucio´n de
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probabilidad PI . Entonces el promedio de Ralescu-Aumann de un conjunto
difuso, Ara(u), es el conjunto n´ıtido convexo con funcio´n soporte dada por
h(Ara(u), v) = EΦh(Φ, v) =
∫ 1
0
h(Lα(u), v)PI(dα). (4.7)
donde v ∈ ∂B(0, 1), siendo ∂B(0, 1) la circunferencia unitaria.
De esta manera, hemos utilizado una media tomada de la teor´ıa de con-
juntos compactos aleatorios para definir el promedio asociado a un conjunto
difuso dado. Pero hay otras definiciones de media de un conjunto aleatorio que
pueden resultar u´tiles.
4.3.1. Promedio de Vorob’ev de un conjunto difuso
Notar que la media de Aumann y su aplicacio´n a conjuntos difusos, el
promedio de Ralescu-Aumann, tiene un serio inconveniente. Aun no siendo
conjuntos convexos los diferentes α-cortes Lα(u), la media resultante s´ı lo es.
En el caso de la segmentacio´n de vasos retinianos, los objetos a segmentar son
claramente no convexos.
Hay definiciones alternativas en la literatura que no comparten la misma
limitacio´n. Dos de ellas son particularmente importantes: la media de Vorob’ev
y la media de Baddeley-Molchanov.
En la seccio´n 1.2.4 ha sido introducida la media de Vorob’ev de un conjunto
compacto aleatorio. La definicio´n se aplica a un conjunto difuso como sigue.
Definicio´n 2 (Promedio de Vorob’ev de un conjunto difuso) Sea u un
conjunto difuso y sea Φ un conjunto compacto aleatorio definido como: Φ =
Lα(u), donde α es un valor aleatorio en [0, 1] con distribucio´n de probabilidad
PI . El promedio de Vorob’ev del conjunto difuso u, Av(u), se define como
Av(u) = Lα∗(u), (4.8)
donde el α-corte Lα∗(u) verifica la ecuacio´n
ν(Lα∗(u)) =
∫
[0,1]
ν(Lα(u))PI(dα). (4.9)
Si hay diferentes α∗-cortes verificando la ecuacio´n anterior entonces se toma
el valor menor de α∗.
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A continuacio´n se presentan algunos ejemplos sobre el promedio de Vo-
rob’ev de algunos modelos de conjunto difuso comunes.
Un nu´mero difuso (conjunto difuso sobre R) M˜ se dice que es L − R y
se denota por M˜ = (mL,mR, c1, c2)L,R, si su funcio´n de pertenencia tiene la
siguiente forma:
µM˜ (r) =

L
(
mL − r
c1
)
si r ≤ mL
1 si mL ≤ r ≤ mR
R
(
r −mR
c2
)
si r ≥ mR
donde L y R son las funciones de referencia, es decir, L,R : [0,+∞[−→ [0, 1]
son funciones estrictamente decrecientes en el soporte de M˜ semi continuas
superiormente tales que L(1) = R(1) = 0. Por ejemplo, cuando L(x) = R(x) =
max{0, 1 − x}, M˜ es un nu´mero difuso trapezoidal. Si, adema´s, mL = mR
entonces M˜ es un nu´mero difuso triangular. En la figura 4.3 aparecen algunos
ejemplos de este tipo de nu´meros difusos.
Consideremos un nu´mero difuso L − R, u = (mL,mR, c1, c2)L,R con fun-
ciones de referencia
L(x) = max{0, 1− xp}, y R(x) = max{0, 1− xq}, (4.10)
con p, q ≥ 1. Para este conjunto difuso, se cumple que
ν(Lα(u)) = mR −mL + c2R−1(α) + c1L−1(α), (4.11)
donde L−1(α) = (1− α)1/p y R−1(α) = (1− α)1/q. Finalmente,∫ 1
0
ν(Lα(u))dα = mR −mL + c2q1 + q +
c1p
1 + p
. (4.12)
En este caso, hay que encontrar α∗ cumpliendo que
mR −mL + c2R−1(α∗) + c1L−1(α∗) = mR −mL + c2q1 + q +
c1p
1 + p
. (4.13)
El siguiente resultado se obtiene de forma inmediata.
Proposicio´n 1 Sea u = (mL,mR, c1, c2)L−R un nu´mero difuso con funciones
de referencia
L(x) = R(x) = ma´x{0, 1− xp}, (4.14)
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entonces
Av(u) = Lα∗(u) = [mL − c1 p1 + p,mR + c2
p
1 + p
] (4.15)
donde
α∗ = 1− ( p
1 + p
)p. (4.16)
La figura 4.2 muestra un ejemplo particular de la proposicio´n previa. Los
para´metros elegidos han sido mL = −5, mR = 5, c1 = 3, c2 = 4, p = 2. El
segmento horizontal central que aparece en el fondo de la representacio´n es el
nu´mero difuso esperado dado en la proposicio´n 1.
Notar que α∗ crece con p. Si p = q = 1, tenemos un nu´mero difuso trian-
gular, α∗ = 0,5 y
Av(u) = [mL − c12 ,mR +
c2
2
]. (4.17)
No se puede obtener una solucio´n cerrada para la media de Vorob’ev del con-
junto difuso si p y q son distintos pero s´ı puede utilizarse una solucio´n nume´ri-
ca. Por ejemplo, si p = 3, q = 2, c1 = c2 = 1 entonces tenemos α∗ = 0,565.
El siguiente ejemplo consiste en un nu´mero difuso L-R con funciones de
referencia exponenciales. La figura 4.3 muestra diferentes ejemplos.
Proposicio´n 2 Sea u = (mL,mR, c1, c2)L−R un nu´mero difuso L-R con fun-
ciones de referencia dadas por
L(x) = R(x) = ma´x{0, ap(1− exp[−p(1− x)]} (4.18)
para p 6= 0, donde ap = 11−e−p . En ese caso, la media de Vorob’ev viene dada
por
Avu = [mL − c1(1− 1
p
+
ep
1− e−p ),mR + c2(1−
1
p
+
ep
1− e−p )]. (4.19)
Demostracio´n 1 Tenemos que∫ 1
0
ν(Lα(u)) dα =∫ 1
0
(mR −mL + c1(1 + ln((1− α(1− e
−p)
p
) + c2(1 +
ln(1− (1− e−p)α)
p
)dα =
mR −mL + c1 + c2 + c1
p
(−1− p+ p
1− e−p ) +
c2
p
(−1− p+ p
1− e−p ).
(4.20)
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Debemos encontrar el valor de α, α∗, tal que la expresio´n contenida en la
ecuacio´n 4.20 sea igual a esta otra
mR −mL + c1 + c2 + c1
p
ln(1− α∗(1− e−p)) + c2
p
ln(1− α∗(1− e−p)). (4.21)
Podemos emplear la siguiente simplificacio´n: (e
−p−1)(1+p)+p
1−e−p = ln(1 − α∗(1 −
e−p)), y por tanto
α∗ = (1− exp( pe
−p
1− e−p − 1)(
1
1− e−p ) (4.22)
La figura 4.4 muestra un ejemplo del anterior resultado cuando mL = −5,
mR = 5, c1 = 3, c2 = 4 y p = −1. El segmento horizontal que aparece en
el fondo de la figura es el nu´mero difuso esperado obtenido en la anterior
proposicio´n.
4.3.2. Promedio de Baddeley-Molchanov de un conjunto difu-
so
Finalmente, Baddeley y Molchanov propusieron un concepto de media de
conjuntos basada en su representacio´n por medio de la funcio´n distancia. La
presentacio´n detallada se encuentra en la referencia original [4]. En la seccio´n
1.2.4 hemos recordado la definicio´n. De nuevo, los α-cortes van a ser conside-
rados como realizaciones de conjunto compacto aleatorio para definir la media
de Baddeley-Molchanov de un conjunto difuso.
Definicio´n 3 (Promedio de Baddeley-Molchanov de un conjunto difuso)
Sea u un conjunto difuso y sea Φ el conjunto compacto aleatorio definido co-
mo: Φ = Lα(u) donde α es un valor aleatorio en [0, 1] con distribucio´n de
probabilidad PI . Sea d una funcio´n distancia generalizada (ver seccio´n 1.2.4)
verificando los requisitos que hemos mencionado anteriormente. Si d¯u(x) =∫ 1
0 d(x, Lα(u))PI(dα) y N² = {x : d¯u(x) ≤ ²}. El promedio de Baddeley-
Molchanov del conjunto difuso u, Abmu, se define como N²∗ donde
²∗ = argmin D(1N² , d¯u) (4.23)
donde 1A es la funcio´n indicatriz de A y D es una me´trica entre funciones.
Consideremos un nu´mero difuso triangular sime´trico, u = (m, c). En pri-
mer lugar hemos calculado d¯u(x) para x ∈ [m − c,m + c] como d¯u(x) =
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∫ 1
0 d(x, Lα(u))dα, obteniendo que: d¯u(x) =
1
2
(m−x)2
c para x ∈ [m − c,m + c].
Entonces determinamos N² = [m−
√
2c²,m+
√
2c²] para ² ≤ c2 y
d(x,N²) =

m−√2c²− x si x ≤ m−√2c²
0 si x ∈ N²
x−m−√2c² si x ≥ m+√2c²
Y, posteriormente, calculamos la distancia entre las funciones d¯u(.) y d(., N²)
como D(d¯u(.), d(., N²)) =
∫
(d¯u(x)− d(x,N²))2dx. Sin pe´rdida de generalidad,
podemos asumir que m = 0 y, entonces, tenemos que:
D(d¯u(.), d(., N²))) =∫ −√2c²
−c
(
x2
2c
+
√
2c²+ x)2dx+
∫ √2c²
−√2c²
x2
2c
dx+
∫ c
√
2c²
(
x2
2c
− x+
√
2c²)2 =
− 2
3
c²2 − 2
3
√
2c²
3 − 4
3
c2
√
2c²+ 4c2²+
4c3
15
. (4.24)
Tenemos que encontrar el ²∗ que minimice esta funcio´n de ², lo cual es equi-
valente a minimizar hc(²) := −²2 − 2(²+ c)
√
2c²+ 6c² para 0 ≤ ² c2 .
Se ha obtenido como mı´nimo global de h1(²) el valor ²1 = 0,101021 y, se
ha probado que c²1 es el mı´nimo global de hc(²). Primeramente, se calcula la
primera derivada de hc(²) para ² > 0: h
′
c(²) =
2√
2c²
(−²√2c²−3c²−c2+3c√2c²).
En particular, para c = 1, se tiene que h
′
1(²) =
2
2²(−²
√
2²−3²−1+3√2²). Por
u´ltimo, se comprueba que si ²∗ es un cero de h′1(²), entonces c²∗ es un cero de
h
′
c(²): h
′
c(c²
∗) = 2c√
2²∗
(−²∗√2²∗ − 3²∗ − 1 + 3√2²∗) = 2c√
2²∗
h
′
1(²
∗). Por ejemplo,
si c = 1 entonces ²∗ = 0,101021 y u²∗ = [m− 0,4495,m+ 0,4495].
En [28] se propone una modificacio´n de la media de Baddeley-Molchanov.
La motivacio´n es la dificultad que supone a veces encontrar el ²∗ de la definicio´n
original. La modificacio´n mencionada puede aplicarse en el contexto de los
conjuntos difusos como sigue.
Definicio´n 4 (Promedio de Baddeley-Molchanov modificado) Sea u un
conjunto difuso y sea Φ el conjunto difuso aleatorio definido como: Φ = Lα(u)
donde α es un valor aleatorio en [0, 1] con distribucio´n de probabilidad PI . Sea
d una funcio´n de distancia generalizada verificando los requerimientos que ya
hemos mencionado. Si d¯u(x) =
∫ 1
0 d(x, Lα(u))PI(dα) y N² = {x : d¯u(x) ≤
²}. El promedio de Baddeley-Molchanov modificado de un conjunto difuso u,
Ambmu, se define como N²∗ donde
ν(N²∗) =
∫
[0,1]
ν(Lα(u))PI(dα). (4.25)
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En la seccio´n 4.4 cuando hablamos de media de Baddeley-Molchanov nos es-
tamos refiriendo a la dada en la definicio´n 4.
4.4. Aplicacio´n de la metodolog´ıa
En esta seccio´n van a presentarse las funciones de pertenencia obtenidas
a partir de los tres me´todos de segmentacio´n mencionados en la seccio´n 4.2
aplicados a tres ima´genes concretas de fondo de ojo y, posteriormente, la seg-
mentacio´n a la que dan lugar aplicando los promedios de conjuntos difusos
propuestos en la seccio´n 4.3.
En la figura 4.1 aparece una imagen de fondo de ojo (a), acompan˜ada
de las funciones de pertenencia que se obtienen al aplicar los me´todos de
segmentacio´n de Chaudhuri et al., (b); de Zana y Klein, (c), y de Heneghan et
al., (d). En los me´todos de Chaudhuri y de Heneghan hay que asignar valores a
ciertos para´metros para los cuales hemos utilizado los sugeridos por los autores.
En el primer caso se ha tomado σ igual a 2 y L igual 9 donde σ es la desviacio´n
t´ıpica de la curva gaussiana que constituye la seccio´n transversal de la funcio´n
kernel y L es su longitud. Para aplicar el procedimiento de Heneghan, hemos
tomado la longitud de los elementos estructurantes lineales igual a 17 (L1 y
L2) y la desviacio´n t´ıpica que aparece en los operadores gaussiano y laplaciano
del gaussiano, ρ, igual a 1,75. La funcio´n de pertenencia obtenida mediante el
me´todo de Zana y Klein es la media aritme´tica de las segmentaciones obtenidas
a partir de 21 elementos estructurantes lineales con longitudes distintas. Las
longitudes elegidas son las del conjunto {5, 6, . . . , 25}. Todas las funciones de
pertenencia toman valores entre 0 y 1.
Para aplicar la metodolog´ıa expuesta en la seccio´n 4.3 hay que pasar a
considerar los α-cortes de las funciones de pertenencia a vaso. Se ha tomado
α ∈ {0,05, . . . , 0,95} y, por lo tanto, han resultado 19 α-cortes o conjuntos a
promediar.
Van a ser aplicadas dos definiciones distintas de promedio de conjuntos
difusos: el promedio de Vorob’ev y el de Baddeley-Molchanov. El promedio
resultante con ambas definiciones va a depender de la distribucio´n de pro-
babilidad que asignemos a α. Como modelo general para la distribucio´n de
probabilidad se ha elegido la distribucio´n beta.
La densidad de la distribucio´n de probabilidad beta con para´metros a y b
(a ≥ 0 y b ≥ 0) viene dada por
f(x | a, b) =
{
Γ(a+b)
Γ(a)Γ(b)x
a−1(1− x)b−1 para 0 ≤ x ≤ 1,
0 en otro caso
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Se han considerado distintas distribuciones beta sobre α variando los para´me-
tros a y b en el conjunto {1, 2, . . . , 30}. En los ejemplos aplicados es imposible
disponer de todos los α-cortes con α ∈ [0, 1]. Ya se ha mencionado que vamos
a considerar α variando en el conjunto {0,05, 0,1, . . . , 0,95}. Para asignar una
densidad a esos valores, dados a y b, se ha calculado la f sobre ellos y despue´s
se ha dividido por la suma. Es una discretizacio´n de la beta continua que se
conoce como la distribucio´n beta discreta.
Con la distribucio´n de probabilidad asignada a α en la definicio´n de los
promedios, estamos dando ma´s importancia a unos α-cortes que a otros pero,
au´n as´ı, en la media participan todos ellos, aunque al final nos quedemos con
uno solo, como ocurre en el caso de la definicio´n de Vorob’ev.
Para encontrar en cada imagen de las tres consideradas y en cada uno
de los tres me´todos los para´metros de la distribucio´n beta que conduce al
mejor de los conjuntos medios, hemos tenido que comparar la imagen promedio
(binaria) resultante con las segmentaciones manuales realizadas por Hoover
y Kouznetsova sobre las ima´genes que estamos utilizando. Se ha utilizado
una medida de error basada en los falsos positivos, es decir, lo p´ıxeles que
han sido segmentados como vaso por el me´todo pero no lo han sido por la
segmentacio´n manual, y en los falsos negativos, es decir, los p´ıxeles que no
han sido segmentados como vaso por el me´todo pero s´ı forman parte de un
vaso segu´n la segmentacio´n manual. La expresio´n para el error que ha sido
utilizada ha sido la siguiente
1
2
eIh + eIIh
Ah
+
1
2
eIk + eIIk
Ak
(4.26)
donde eIh (eIIh) es el error de tipo I (de tipo II) de la segmentacio´n resultante
respecto a la segmentacio´n manual realizada por Hoover y eIk (eIIk) es el error
de tipo I (de tipo II) de la segmentacio´n resultante respecto a la segmentacio´n
manual realizada por Kouznetsova. Ah y Ak son las a´reas de la segmentacio´n
manual de Hoover y Kouznetsova respectivamente. La caracter´ıstica que hemos
tenido en cuenta al elegir esta medida de error es su sencillez.
En la tabla 4.1 aparece el error asociado a los distintos α-cortes de las
funciones de pertenencia mostradas en la figura 4.1. La imagen de fondo de
ojo mostrada en 4.1(a) es la imagen 0077 de la base de datos de ima´genes
de Hoover. Respecto a la funcio´n de pertenencia obtenida segu´n Chaudhuri,
el α-corte que menor error produce (es decir, el que mejor segmenta el a´rbol
vascular) es el correspondiente a α = 0,5. Respecto a Zana y Klein el mejor
resultado se obtiene con α = 0,6. Y, por u´ltimo, el mejor resultado en el caso
de Heneghan se alcanza con α = 0,25.
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Cuadro 4.1: Error cometido al segmentar mediante α-cortes sobre las funciones
de pertenencia 4.1(b) (Chaudhuri), 4.1(c) (Zana-Klein) y 4.1 (d) (Heneghan)
Me´todo de Segmentacio´n
α Chaudhuri Zana and Klein Heneghan
0.05 6.3347 0.9419 4.4440
0.10 6.3336 0.8040 1.2765
0.15 6.3318 0.6902 0.6799
0.20 6.3260 0.6192 0.5085
0.25 6.2741 0.5746 0.4676
0.30 6.2156 0.5411 0.4834
0.35 5.8696 0.5135 0.5320
0.40 4.0691 0.4928 0.5999
0.45 1.1915 0.4781 0.6575
0.50 0.5871 0.4683 0.7157
0.55 0.6597 0.4632 0.7714
0.60 0.7820 0.4605 0.8259
0.65 0.8741 0.4606 0.8721
0.70 0.9302 0.4695 0.9143
0.75 0.9650 0.4766 0.9548
0.80 0.9841 0.4883 0.9825
0.85 0.9929 0.5240 0.9905
0.90 0.9977 0.5598 0.9979
0.95 0.9995 0.5873 0.9982
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Sobre la imagen a niveles de gris generada por el me´todo de Chaudhuri
a partir de la imagen 0077, hemos obtenido el umbral de Otsu [35], es decir,
hemos acabado de aplicar el procedimiento de Chaudhuri tal y como fue di-
sen˜ado originalmente. El resultado ha sido un nivel de gris umbral de 0,4941
y un error asociado de 0,5911, es decir ma´s alto que el proporcionado por el
α-corte con α = 0,5 (ver tabla 4.1).
De la misma manera hemos utilizado el umbral por histe´resis con la ima-
gen a niveles de gris obtenida mediante el me´todo de Heneghan. En [23], los
para´metros del umbral por histe´resis son denominados tlow y thigh. A partir de
la imagen 0077 y habiendo normalizado los niveles de gris resultantes a valores
en el intervalo [0, 1], se obtiene que la segmentacio´n con error mı´nimo es la aso-
ciada a (tlow, thigh) = (0,2510, 0,2549), o bien, (tlow, thigh) = (0,2510, 0,2588),
con error asociado igual a 0,4673. Notar que el error correspondiente al α-corte
con α = 0,24 es de 0,4671.
Asociado a cada funcio´n de pertenencia, hemos calculado un total de 900
conjuntos medios de Vorob’ev, uno para cada eleccio´n distinta de para´metros
a y b de la distribucio´n beta, con a, b ∈ {1, . . . , 30}. Para cada conjunto medio
de los anteriores se ha valorado su error asociado comparando con las segmen-
taciones manuales y ha resultado que varias distribuciones beta produc´ıan
el conjunto promedio con error mı´nimo. Notar que el promedio de Vorob’ev
siempre coincide con uno de los α-cortes debido a la forma en que ha sido defi-
nido. Por tanto, en el ejemplo considerado, el promedio con error mı´nimo debe
coincidir con el α-corte correspondiente a α = 0,5 en el caso del Chaudhuri,
α = 0,6 en el caso de Zana y Klein y α = 0,25 en el caso de Heneghan, como
as´ı ocurre (ver figura 4.5).
En la figura 4.5 (a), (b) y (c) aparecen respectivamente las medias de
Vorob’ev obtenidas sobre las distintas funciones de pertenencia de la figura
4.1 junto con su error asociado. Observar que los errores coinciden con el error
ma´s bajo de los observados en cada columna.
Cuando se aborda el ca´lculo del promedio de Baddeley-Molchanov utilizan-
do la misma bater´ıa de distribuciones beta, obtenemos resultados muy malos
sobre las funciones de pertenencia obtenidas mediante el me´todo de Chaudhu-
ri y Heneghan pero buenos resultados con la obtenida mediante el me´todo de
Zana y Klein. Los malos resultados son debidos, en parte a la configuracio´n
especial de la coleccio´n de α-cortes y, en parte, a la limitacio´n impuesta a los
para´metros de la distribucio´n beta ya que no pueden ser mayores que 30. En-
tre los α-cortes correspondientes a los dos primeros me´todos mencionados se
encuentran muy pocos que sean realmente informativos, es decir, hay muchos
α-cortes que, o bien segmentan toda la ventana como vaso (los asociados a va-
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lores de α pequen˜os), o bien no segmentan pra´cticamente ninguna zona como
vaso (los correspondientes a valores de α altos). En ese caso la distribucio´n de
probabilidad de α deber´ıa estar muy concentrada en torno a los valores de in-
tere´s y, los valores de los para´metros a y b de la distribucio´n beta considerados
no lo esta´n permitiendo. Cuando no se limita el rango de variacio´n de dichos
para´metros, se llega en ambos casos a una distribucio´n beta pra´cticamente
concentrada en un valor de α, aque´l asociado al α-corte con menor error.
En el caso en que se considera la funcio´n de pertenencia obtenida median-
te el me´todo de Zana y Klein, los resultados son distintos y bastante ma´s
satisfactorios. En la figura 4.6 aparece el resultado de aplicar el promedio de
conjunto difusos de Baddeley-Molchanov a la funcio´n de pertenencia 4.1(c)
cuando α sigue la distribucio´n beta representada en 4.6(b). El error cometido
al segmentar el a´rbol vascular con el promedio obtenido es de 0.4452. Como
puede observarse es menor que el error de cualquiera de los α-cortes (ver tabla
4.1).
A partir de las segmentaciones obtenidas con distintos taman˜os de elemen-
to estructurante lineal hemos obtenido una nueva segmentacio´n que tiene en
cuenta la informacio´n de todas la anteriores y que las mejora.
En resumen, el conjunto promedio de Baddeley-Molchanov es ventajoso
sobre el de Vorob’ev ya que, en el peor de los casos, se limita a elegir un
α-corte como promedio pero en otras ocasiones combina la informacio´n de la
secuencia de α-cortes para mejorarla.
Hemos aplicado la misma metodolog´ıa a otras ima´genes ejemplo de la base
de Hoover, en concreto a las ima´genes 0162 y 0163. En la figura 4.7 esta´ repre-
sentada la imagen de fondo de ojo 0162 de la base de Hoover,(a), junto con las
funciones de pertenencia a vaso generadas mediante el me´todo de Chaudhuri,
(b), Zana y Klein, (c), y Heneghan, (d). De nuevo son funciones tomando
valores en el intervalo unitario, [0, 1]. Hemos aplicado el mismo procedimiento
de ca´lculo del promedio del conjunto difuso y hemos obtenido los conjuntos
promedio (segmentaciones) representados en la figura 4.8.
De la misma manera, en la figura 4.9 aparecen la imagen original 0163 y
las funciones de pertenencia a vaso generadas con los tres me´todos de segmen-
tacio´n utilizados.
Y en la figura 4.10 aparecen los distintos conjuntos promedio obtenidos.
En estos dos ejemplos el promedio de Baddeley-Molchanov aplicado a la
funcio´n de pertenencia obtenida mediante el me´todo de Zana y Klein tambie´n
mejora la segmentacio´n producida por el α-corte mejor. En el caso del prome-
dio de Vorob’ev, el me´todo simplemente elige el mejor de los α-cortes, el que
menor error produce o el que ma´s se parece a las segmentaciones manuales.
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4.5. Conclusiones
En este cap´ıtulo se ha planteado el problema de la segmentacio´n de vasos
sangu´ıneos en imagen de fondo de ojo a partir de funciones de pertenencia.
Para cada imagen de fondo de ojo se han obtenido tres funciones de pertenencia
a vaso sangu´ıneo a partir de tres me´todos distintos de segmentacio´n como se
ha indicado en la seccio´n 4.2. Entonces se han aplicado distintas definiciones
de conjunto promedio de un difuso.
Aunque la metodolog´ıa no se ha planteado con el objetivo de establecer
diferencias entre los me´todos de segmentacio´n utilizados, conviene notar que
es el me´todo de Zana y Klein el que mejores resultados proporciona segu´n la
experiencia recogida hasta este punto.
Respecto a los dos promedios de conjunto difuso utilizados, notar que la
media de Vorob’ev ha funcionado bien sobre todas las funciones de pertenencia,
sin embargo, la media de Baddeley-Molchanov so´lo ha funcionado bien sobre la
funcio´n de pertenencia generada mediante el procedimiento de Zana y Klein.
Lo cierto es que las funciones de pertenencia son generadas de forma muy
distinta en el me´todo de Zana y Klein respecto a los dos restantes ya que, en
ese caso,los α-cortes constituyen aute´nticas segmentaciones.
La aplicacio´n del me´todo propuesto implica la utilizacio´n de segmentacio-
nes manuales o expertas de las que no se dispone en general. Eso convierte al
me´todo en impracticable. Sin embargo, en base a las tres ima´genes de fondo de
ojo analizadas, se observa que las modas de las distribuciones beta asociadas a
cada me´todo esta´n concentradas en zonas distintas. No hay coincidencia, pero
s´ı se aprecia algu´n tipo de pauta. Es decir, la experiencia apunta a tipolog´ıas
de distribuciones beta distintas en cada me´todo.
Por otra parte, esta metodolog´ıa aporta un punto de vista ma´s amplio
sobre el problema de la segmentacio´n ya que lo hace ma´s independiente del
usuario.
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(a) (b)
(c) (d)
Figura 4.1: Imagen original (a), funcio´n de pertenencia a vaso obtenida a partir
de (a) mediante: el me´todo de Chaudhuri (b),el me´todo de Zana y Klein (c)
y el me´todo de Heneghan (d)
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Figura 4.2: Nu´mero difuso L-R con funciones de referencia L(x) = R(x) =
ma´x{0, 1 − xp} para p = 2 y el nu´mero difuso esperado representado en la
parte inferior de la figura
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Figura 4.3: Diferentes nu´meros difusos L-R con funciones de referencia L(x) =
R(x) = ma´x{0, ap(1− exp[−p(1− x)]} para p = −2,−1, 1
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Figura 4.4: Nu´mero difuso L-R con funciones de referencia L(x) = R(x) =
ma´x{0, 1− xp} para p = 2 y el nu´mero difuso esperado en la parte inferior de
la figura
0.5871 0.4605 0.4676
(a) (b) (c)
Figura 4.5: Media de Vorob’ev calculada sobre las distintas funciones de per-
tenencia a vaso obtenidas a partir de la imagen 4.1(a) mediante el me´todo de
Chaudhuri, (a); Zana y Klein, (b), y Heneghan, (c). Debajo de cada conjunto
medio aparece el error asociado
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Figura 4.6: Promedio de Baddeley-Molchanov calculado sobre la funcio´n de
pertenencia a vaso obtenida a partir de la imagen 4.1(a) mediante el me´todo
de Zana y Klein y funcio´n de densidad de la distribucio´n beta correspondiente
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(c) (d)
Figura 4.7: Imagen 0162 original (a), funcio´n de pertenencia a vaso obtenida
a partir de (a) mediante: el me´todo de Chaudhuri (b),el me´todo de Zana y
Klein (c) y el me´todo de Heneghan (d)
4.5 Conclusiones 123
0.6498 0.5513
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0.4593 0.4568
(c) (d)
Figura 4.8: Media de Vorob’ev correspondiente a la funcio´n de pertenencia a
vaso generada mediante el me´todo de Chaudhuri sobre la imagen 4.7(a),(a),
media de Vorob’ev correspondiente a la funcio´n de pertenencia generada me-
diante el me´todo de Heneghan, (b), y, por u´ltimo, medias de Vorob’ev, (c),
y de Baddeley-Molchanov, (d), correspondientes a la funcio´n de pertenencia
generada mediante el me´todo de Zana y Klein. Debajo de cada imagen aparece
el error asociado al conjunto promedio correspondiente
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(a) (b)
(c) (d)
Figura 4.9: Imagen 0163 original (a), funcio´n de pertenencia a vaso obtenida
a partir de (a) mediante: el me´todo de Chaudhuri (b),el me´todo de Zana y
Klein (c) y el me´todo de Heneghan (d)
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Figura 4.10: Media de Vorob’ev correspondiente a la funcio´n de pertenencia a
vaso generada mediante el me´todo de Chaudhuri sobre la imagen 4.9(a),(a),
media de Vorob’ev correspondiente a la funcio´n de pertenencia generada me-
diante el me´todo de Heneghan, (b), y, por u´ltimo, medias de Vorob’ev, (c),
y de Baddeley-Molchanov, (d), correspondientes a la funcio´n de pertenencia
generada mediante el me´todo de Zana y Klein. Debajo de cada imagen aparece
el error asociado al conjunto promedio correspondiente
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Ape´ndice A
Agrupaciones de endotelios
corneales humanos obtenidos
a partir de su descripcio´n
granulome´trica
A.1. Grupos de endotelios corneales humanos de in-
dividuos entre 20 y 29 an˜os
Cuadro A.1: Grupo A
Grupo 5
e25 (1316.1, 61, 35.3) e77 (1185, 44, 28)
Grupo 6
e136 (3031.7, 75, 25.8)
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Cuadro A.2: Grupo B
Grupo 2
e7 (NA, 80, NA) e26 (2384, 73, 26.3) e92 (2385.6, 59, 29)
e8 (2260.3, 59, 30.9) e91 (2351.6, 58, 34.6) e125 (3476.2, 52, 39.8)
e133 (3864.3, 60, 35.4) e23 (2261.2, 64, 33.9)
Grupo 3
e2 (2598.8, 56, 30.6) e11 (2699.1, 70, 31.9) e22 (2604.3, 70, 29.1)
e52 (2802.8, 67, 31.2) e93 (2614.7, 46, 32.3) e10 (2643.6, 45, 34.6)
e12 (2741.4, 56, 36.5) e71 (2612.7, 47, 38.7) e13 (NA, 40, NA)
e40 (2951.7, 49, 33.7) e69 (2907.9, 53, 36.7) e16 (2911.8, 60, 26.5)
A.1 Grupos de endotelios corneales humanos de individuos entre 20 y 29
an˜os 129
e41 (2757, 68, 27.9) e46 (2783.6, 63, 22.7) e72 (2882.8, 53, 31.7)
e50 (2813.8, 60, 27.8)
Grupo 4
e15 (3518.8, 52, 31.6) e51 (3018.7, 60, 23.7)
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Cuadro A.3: Grupo C
Grupo 1
e4 (1912, 61, 24.5) e118 (2761.8, 75, 29.6) e120 (2705.3, 69, 28.6)
e141 (2646.3, 69, 22.9) e137 (3262.6, 65, 31.6) e147 (2928.6, 70, 36.5)
e146 (2869.6, 68, 32) e140 (2873.8, 68, 24.6) e148 (2908, 82, 26.2)
e107 (2728.5, 73, 34.5) e109 (2623.5, 58, 34.2) e114 (2700, 60, 37.3)
e121 (2683.5, 54, 34.1) e108 (2861.5, 61, 37.1) e122 (2667, 57, 42.4)
Grupo 7
e78 (1501.4, 32, 41.2) e131 (2658.5, 62, 38.7) e110 (2337, 69, 37.8)
A.1 Grupos de endotelios corneales humanos de individuos entre 20 y 29
an˜os 131
e149 (2694.2, 70, 27.6) e130 (2734, 77, 23.1)
Grupo 8
e103 (2182.2, 51, 39.5) e104 (2166.6, 64, 41.1)
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A.2. Grupos de endotelios corneales humanos de in-
dividuos entre 30 y 39 an˜os
Cuadro A.4: Grupo A
Grupo 1
e5 (2554.9, 38, 31.8) e49 (2767.9, 60, 30.4) e63 (2527.9, 44, 36.8)
e20 (2898.9, 65, 36.6) e24 (2789.3, 49, 34.1) e28 (2742.2, 60, 30.8)
e76 (2881.7, 52, 31.9) e43 (2687.3, 64, 27.5) e48 (2636.5, 51, 30.7)
e66 (2657.1, 43, 42.6) e89 (2421.1, 33, 40.3) e42 (2424.2, 59, 24.5)
e86 (2485.5, 36, 41.1)
Grupo 2
e36 (NA, 61.9, NA) e45 (3026, 50, 45.7) e54 (2732, 54, 31.4)
e80 (2944, 60, 31.1) e64 (3179.8, 65, 35.3) e90 (3042.4, 38, 36.4)
A.2 Grupos de endotelios corneales humanos de individuos entre 30 y 39
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e75 (3002.8, 64, 35) e87 (3206, 45, 45.9) e39 (2877.3, 71, 21.6)
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Cuadro A.5: Grupo B
Grupo 3
e19 (NA, 41.7, NA) e73 (2574.2, 31, 50.5)
Grupo 4
e74 (2499.7, 34, 58.8)
Grupo 5
e18 (NA, 42.9, NA) e106 (2697.2, 40, 35.8) e124 (2555, 32, 44.9)
e134 (2695.6, 38, 42.7)
Grupo 6
e21 (2107.6, 42, 31.7) e47 (2122.5, 37, 34.4) e55 (1876.4, 55, 25)
e127 (2693.8, 60, 27.3) e96 (2931.1, 56, 35) e97 (2899.4, 65, 37.2)
e99 (3038.8, 51, 37) e100 (2896.4 54, 31.6)
A.2 Grupos de endotelios corneales humanos de individuos entre 30 y 39
an˜os 135
Cuadro A.6: Grupo C
Grupo 7
e98 (2324.6, 52, 36.1) e105 (2542.3, 40, 39.8) e116 (2431.2, 68, 40)
e126 (2400.2, 41, 42.2)
Grupo 8
e132 (2363.4, 43, 44.5)
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