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MEAN-FIELD FBSDE AND OPTIMAL CONTROL
NACIRA AGRAM AND SALAH EDDINE CHOUTRI
ABSTRACT. We study optimal control for mean-field forward backward
stochastic differential equations with payoff functionals of mean-field
type. Sufficient and necessary optimality conditions in terms of a sto-
chastic maximum principle are derived. As an illustration, we solve an
optimal portfolio with mean-field risk minimization problem.
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1. INTRODUCTION
Stochastic differential equation (SDE) of mean-field type (a.k.a McKean-
Vlasov equation) is an SDE whose coefficients depend on the marginal law
of the solution (state) as well as the solution itself, i.e.
(1.1)
{
dX(t) = b(t,X(t),L(X(t)))dt+ σ(t,X(t),L(X(t)))dB(t),
X(0) = x0.
where L(X(t)) is the law of X(t), which is obtained as a limit of a sequence
of empirical distribution functions representing the states.
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The SDE (1.1) can be viewed as the limit of a system of particles with mean-
field interaction{
dXi,n(t) = b(t,Xi,n(t), 1n∑
n
j=1δX j,n(t))dt+ σ(t,X
j,n(t), 1n∑
n
j=1δX j,n(t))dB
i(t),
X(0) = x0,
when the size of the system n tends to infinity.
Optimal control of mean-field SDEs was first studied by Andersson and
Djehiche [AD11], and Buckdahn, Djehiche and Li [BDL11], where themean-
field coupling is represented by an expected value of the state. The authors
established a suitably modified stochastic maximum principle which in-
volves mean-field backward SDEs.
Extension to the case where the marginal law of the state process is the
mean-field coupling was studied by Carmona and Delarue [CDL13]. The
authors use the Wassertein metric space for measures and the lifting tech-
nique introduced by Lions [Lio14] to differentiate a function of a measure.
In [AØ19], Agram and Øksendal have introduced a Sobolev space of ran-
dommeasures in which, the Fre´chet derivative with respect to the measure
can be used directly. This approach is used in the present paper.
The purpose of our work is to derive necessary and sufficient optimality
conditions in terms of a stochastic maximum principle for a set uˆ of admis-
sible controls which minimize a cost functional of the form
J(u) = E[h(X(T),M(T)) + φ(Y(0),N(0))
+
∫ T
0 f (t,X(t),Y(t),Z(t),M(t),N(t), u(t))dt],
with respect to admissible controls u, for some functions f , h, φ, under
dynamics governed bymean-field forward backward stochastic differential
equations (MF-FBSDE). More specifically, we consider the coupled system{
dX(t) = b(t,X(t),M(t), u(t))dt+ σ(t,X(t),M(t), u(t))dB(t), t ∈ [0, T] ,
X(0) = x0,
{
dY(t) = −g(t,X(t),Y(t),Z(t)),M(t),N(t), u(t))dt+ Z(t)dB(t), t ∈ [0, T] ,
Y(T) = X(T),
for some functions b, σ and a Brownian motion B(t). M(t) and N(t) denote
the marginal laws of X and Y respectively.
Existence of a fully-coupled MF-FBSDE is studied by Carmona and De-
larue under Lipschitz assumption on the coefficients but no uniqueness
result was proven. Bensoussan et al [BYZ15] prove existence and unique-
ness of a fully coupledMF-FBSDE by assuming Lipschitz andmonotonicity
conditions. Recently, Djehiche and Hamadene in [DH19] prove the same
results but under weak monotonicity assumptions and without the non-
degeneracy condition on the forward equation.
In the next section, we give some mathematical background. Next, we
study stochastic optimal control of MF-FBSDE where sufficient and nec-
essary optimality conditions are derived. In the last section, we construct
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a discounted dynamic risk measure by means of MF-BSDE and then we
solve an associated risk minimization problem.
2. GENERALITIES
Let B = B(t), t ∈ [0, T] be a one-dimensional Brownian motion defined in a
complete filtered probability space (Ω,F ,F, P). The filtration F = {Ft}t≥0
is assumed to be the P-augmented filtration generated by B.
Definition 2.1.
• LetM be the space of random measures µ on R equipped with the norm
(2.1) ‖µ‖2M := E[
∫
R
|µˆ(y)|2e−y2dy],
where µˆ is the Fourier transform of the measure µ, i.e.,
µˆ(y) :=
∫
R
eixydµ(x); y ∈ R.
We endowM with the inner product 〈µ, η〉 := ∫
R
|µˆ(y)− ηˆ(y)|2e−y2dy,
µ, η, y ∈ R, µˆ and ηˆ are the Fourier transform of the measures µ and η.
Then (M, || · ||) is a pre-Hilbert space.
• We denote byM0 the set of all deterministic elements ofM.
We give some examples:
Example 2.2 (Measures). Let us give some examples of measures inM0 andM:
(1) Suppose that µ = δx0 , the unit point mass at x0 ∈ R. Then δx0 ∈ M0
and
µˆ(y) =
∫
R
eixydµ(x) = eix0y,
and hence
‖µ‖2M0 =
∫
R
|eix0y|2e−y2dy < ∞.
(2) Suppose dµ(x) = f (x)dx, where f ∈ L1(R). Then µ ∈ M0 and
by Riemann-Lebesque lemma, µˆ(y) ∈ C0(R), i.e. µˆ is continuous and
µˆ(y) → 0 when |y| → ∞. In particular, |µˆ| is bounded on R and hence
‖µ‖2M0 =
∫
R
|µˆ(y)|2e−y2dy < ∞.
(3) Suppose that µ is any finite positive measure on R. Then µ ∈ M0 and
|µˆ(y)| ≤ ∫
R
dµ(y) = µ(R) < ∞, for all y,
and hence
‖µ‖2M0 =
∫
R
|µˆ(y)|2e−y2dy < ∞.
(4) Next, suppose x0 = x0(ω) is random. Then δx0(ω) is a random measure in
M. Similarly, if f (x) = f (x,ω) is random, then dµ(x,ω) = f (x,ω)dx
is a random measure inM.
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We denote by U a nonempty convex subset of R and we denote by UG the
set ofU-valued G-progressively measurable processes where G := {Gt}t≥0
with Gt ⊆ Ft for all t ≥ 0; we consider them as the admissible control
processes.
We will also use the following spaces:
• S2 is the set of R-valued F-adapted ca`dla`g processes X = X(t), t ∈
[0, T], such that
‖X‖2S2 := E[ sup
t∈[0,T]
|X(t)|2] < ∞ ,
• L2 is the set of R-valued F-adapted processes Q = Q(t), t ∈ [0, T],
such that
‖Q‖2
L2
:= E[
∫ T
0 |Q(t)|2dt] < ∞ .
• K denotes the set of absolutely continuous functions m : [0, T] →
M0.
• K is the set of bounded linear functionals K : M0 → R equipped
with the operator norm
||K||K := sup
m∈M0,||m||M0≤1
|K(m)|.
• S2
K
is the set of F-adapted stochastic processes p : [0, T] ×Ω 7→ K,
such that
||p||2SK := E[ sup
t∈[0,T]
||p(t)||2K ] < ∞.
• L2
K
is the set of F-adapted stochastic processes q : [0, T]×Ω 7→ K,
such that
||q||2
L2
K
:= E[
∫ T
0 ||q(t)||2Kdt] < ∞.
We recall now the notion of differentiability which will be used in the se-
quel.
Let X ,Y be two Banach spaces with norms ‖ · ‖X , ‖ · ‖Y , respectively, and
let F : X → Y .
• We say that F has a directional derivative (or Gateaux derivative) at
v ∈ X in the direction w ∈ X if
DwF(v) := lim
ε→0
1
ε
(F(v+ εw)− F(v))
exists in Y .
• We say that F is Fre´chet differentiable at v ∈ X if there exists a
continuous linear map A : X → Y such that
lim
h→0
h∈X
1
‖h‖X ‖F(v+ h)− F(v)− A(h)‖Y = 0,
MEAN-FIELD FBSDE AND OPTIMAL CONTROL 5
where A(h) = 〈A, h〉 is the action of the liner operator A on h. In
this case we call A the gradient (or Fre´chet derivative) of F at v and
we write
A = ∇vF.
• If F is Fre´chet differentiable at v with Fre´chet derivative ∇vF, then
F has a directional derivative in all directions w ∈ X and
DwF(v) = ∇vF(w) = 〈∇vF,w〉.
In particular, note that if F is a linear operator, then∇vF = F for all v.
3. OPTIMAL CONTROL PROBLEM
Here we denote by M(t) := L(X(t)) the law of X(t) at time t and by
N(t) := L(Y(t)) the law of Y(t) at time t. We assume that our system
is gouverned by a coupled system of MF-FBSDE as follows:
The MF-SDE Xu(t) = X(t) is given by
(3.1){
dX(t) = b(t,X(t),M(t), u(t))dt+ σ(t,X(t),M(t), u(t))dB(t), t ∈ [0, T] ,
X(0) = x0,
for functions σ, b : Ω× [0, T]×R ×M0 ×U → R which are supposed to
be Ft-measurable and the initial value x0 ∈ R.
The couple MF-BSDE (Yu(t),Zu(t)) = (Y(t),Z(t)) satisfies
(3.2){
dY(t) = −g(t,X(t),Y(t),Z(t)),M(t),N(t), u(t))dt+ Z(t)dB(t), t ∈ [0, T] ,
Y(T) = X(T),
where g : Ω× [0, T]×R3×M20 ×U → R is F-adapted.
It is obvious from the definition of the norm (2.1) that
||L(X(1))−L(X(2))||2M0 ≤
√
piE[(X(1) − X(2))2],
where X(1) and X(2) are random variables that follow the distributions
L(X(1)) and L(X(2)) respectively.
Assume that (C is a constant that may change from line to line)
(A1) there exists C > 0, such that
• for all t ∈ [0, T], for all fixed u ∈ U, x, x′ ∈ R,m,m′ ∈ M0∣∣σ (t, x,m, u)− σ (t, x′,m′, u)∣∣+ ∣∣b (t, x,m, u)− b (t, x′,m′, u)∣∣
≤ C (∣∣x− x′∣∣+ ||m−m′||M0) .
• for all t ∈ [0, T], for all fixed u ∈ U,
|σ (t, 0, δ0, u)|+ |b (t, 0, δ0, u)| ≤ C,
where δ0 is the distribution law of zero, i.e., the Dirac measure with
mass at zero.
(A2) there exists C > 0, such that, for all fixed u ∈ U and all knowing
X(t) ∈ S2 of equation (3.1) and M(t) := L(X(t)) ∈ M0, we have
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• for all t ∈ [0, T] , y, y′ , z, z′ ∈ R, n, n′ ∈ M0
∣∣g (t, x, y, z,m, n, u)− g (t, x, y′, z′,m, n′, u)∣∣
≤ C (∣∣y− y′∣∣+ ∣∣z− z′∣∣+ ||n− n′||M0) .
• for all t ∈ [0, T],
|g (t, x, 0, 0,m, δ0, u)| ≤ C.
Proposition 3.1. Under Assumptions (A1) and (A2), the MF-FBSDE (3.1)-(3.2)
admits a unique solution (X,Y,Z) ∈ S2 × S2 ×L2.
Since the system is partially-coupled i.e., the forward equation does not
depend on the solution of the backward one, we can solve the system sepa-
rately as follows: we first find a solution X(t) of the MF-SDE (3.1) and then
we plug it into the backward equation (3.2), then we solve it.
Our aim is to maximize the performance functional of the form
J(u) = E[h(X(T),M(T)) + φ(Y(0),N(0))
+
∫ T
0 f (t,X(t),Y(t),Z(t),M(t),N(t), u(t))dt],
over all admissible controls, for functions f : Ω× [0, T]×R3×M20 ×U →
R, h : Ω×R ×M0 → R and φ : Ω×R×M0 → R.
Now, we can define the Hamiltonian
H : Ω× [0, T]×R3×M20 ×U ×R2 ×K×R×K → R
by
H(t, x, y, z,m, n, u, p0, q0, p1,λ0,λ1) = f (t, x, y, z, n, u) + p0b(t, x,m, u)
+ q0σ(t, x,m, u) + λ0g(t, x, n, u)
+ 〈p1,m′〉+ 〈λ1, n′〉.(3.3)
Remark 3.2. For ease of notation we drop the dependence of all variables except
for the time t, ∀Φ ∈ {σ, f ,H, h, g, φ}, we write Φ(t), ∀t. Moreover, we will use
Φˆ(t) : = Φ(t, Xˆ(t), Yˆ(t), Zˆ(t), Mˆ(t), Nˆ(t), uˆ(t))
Φˇ(t) : = Φ(t, Xˆ(t), Yˆ(t), Zˆ(t), Mˆ(t), Nˆ(t), u(t))].
For u ∈ U with corresponding solutionXu = X, define, whenever solutions
exist, puˆ = p = (p0, p1) and quˆ = q = (q0, q1) and λuˆ = λ = (λ0,λ1) by the
adjoint equations:
The BSDE for the unknown processes (p0, q0) ∈ S2 ×L2
(3.4)
{
dp0(t) = −∂xH(t)dt+ q0(t)dB(t), t ∈ [0, T] ,
p0(T) = ∂xh(T) + λ0(T).
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The MF-BSDE for the unknown processes (p1, q1) ∈ S2
K
×L2
K
(3.5)
{
dp1(t) = −∇mH(t)dt+ q1(t)dB(t), t ∈ [0, T] ,
p1(T) = ∇mh(T),
The forward SDE
(3.6)
{
dλ0(t) = −∂yH(t)dt+ ∂zH(t)dB(t), t ∈ [0, T] ,
λ0(0) = ∂yφ(0),
and
(3.7)
{
dλ1(t) = −∇nH(t)dt, t ∈ [0, T] ,
λ1(0) = ∇nφ(0).
Before stating and proving sufficient and necessary conditions of optimal-
ity, we need the following result, which is Lemma 2.3 in Agram andØksendal
[AØ19]:
Lemma 3.3. Suppose that X(t) is an Itoˆ process of the form{
dX(t) = θ(t)dt+ γ(t)dB(t), t ∈ [0, T],
X(0) = x0 ∈ R,
where θ,γ are adapted processes.
Then the map t 7→ M(t) : [0, T] →M0 is absolutely continuous.
It follows that t 7→ M(t) is differentiable for t-a.e. We will in the following
use the notation
M′(t) = ddtM(t).
3.1. Sufficient optimality conditions.
Theorem 3.4. Suppose that uˆ ∈ UG with corresponding solutions Xˆ(t), (Yˆ(t), Zˆ(t)),
(p0(t), q0(t)), (p1(t), q1(t)),λ0(t),λ1(t) to equations (3.1), (3.2), (3.4),(3.5), (3.6)
and (3.7) respectively. Suppose that
• x,m 7→ h(k,m) ,
• y, n 7→ φ(y, n) ,
• x, y, z,m, n, u 7→ H(·, x, y, z,m, n, u) ,
are concave functions P-a.s for each t ∈ [0, T]. Moreover,
E[Hˆ(t)|Gt ] = max
u∈U
E[Hˇ(t)|Gt ],
P-a.s for all t ∈ [0, T]. Then uˆ is an optimal control.
Proof We show that J(u)− J(uˆ) ≤ 0, for an arbitrary u and a fixed
optimal uˆ ∈ UG.
We introduce first the following notation ∀Φ ∈ {σ, f ,H, h, g, φ,M,N,M′ ,N′}
and ∀t,
δΦ(t) = Φˇ(t)− Φˆ(t),
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and
δM′(t) = δ(
d
dt
M(t)) =
d
dt
(δM(t)).
From the definition of the Hamiltonian (3.3), we have
δ f (t) = δH(t)− δb(t)p0(t)− δσ(t)q0(t)
− 〈p1(t),M′(t)〉 − 〈λ1(t),N′(t)〉,
and
J(u)− J(uˆ) = E[∫ T0 {δH(t)− δb(t)p0(t)− δσ(t)q0(t)− 〈p1(t),M′(t)〉
(3.8)
− 〈λ1(t),N′(t)〉}dt+ δh(T) + δΦ(0)].
We use the concavity of h and φ as well as the boundary values of equations
(3.4), (3.5), (3.6) and (3.7)
δh(T) + δφ(0) ≤ ∂xh(T) δX(T) + 〈∇mh(T), δM(T)〉
+ ∂xφ(0)δY(0) + 〈∇nφ(0), δN(0)〉
= p0(T)δX(T)− λ0(T)δX(T) + 〈p1(T), δM(T)〉(3.9)
+ λ0(0)δY(0) + 〈λ1(0), δN(0)〉.
Applying Itoˆ formula to p0(t)δX(t), p0(t)δX(t),λ0(t)δY(t) and λ1(t)δY(t),
yields the following duality relations:
E[p0(T)δX(T))] = E[
∫ T
0 p
0(t)δb(t)dt− ∫ T0 δX(t)∂xH(t)dt+ ∫ T0 Z(t)δσ(t)dt ],
(3.10)
E[〈p1(T), δM(T)〉] = E[∫ T0 〈p1(t), δM′(t)〉dt− ∫ T0 〈∇mHˆ(t), δM(t)〉dt],
(3.11)
E[λ0(T)δY(T)]− E[λ0(0)δY(0)] =− E[∫ T0 λ0(t)δg(t)dt] + E[∫ T0 δY(t)∂yHˆ(t)dt]
(3.12)
+ E[
∫ T
0 Z(t)∂zHˆ(t)dt],
(3.13)
E[λ1(T)δN(T)]−E[〈λ1(0), δN(0)〉] = E[∫ T0 〈λ1(t), δN′(t)〉+ 〈∇nHˆ(t), δN(t)〉dt].
By the concavity of H, we obtain
δH(t) ≤ ∂x Hˆ(t)δX(t) + ∂yHˆ(t)δY(t) + ∂zHˆ(t)δZ(t)(3.14)
+ 〈∇mHˆ(t), δM(t)〉+ 〈∇mHˆ(t), δN(t)〉 + ∂uHˆ(t)δu(t).
MEAN-FIELD FBSDE AND OPTIMAL CONTROL 9
Finally, by substituting the derived duality relations (3.10),(3.11), (3.12) and
(3.13) in (3.8) and using the estimates (3.9), (3.14), we obtain
J(u)− J(uˆ) ≤ E[∫ T0 ∂uHˆ(t)δu(t)]
Using the tower property and the fact that u(t) is G-adapted the desired
result follows
J(u)− J(uˆ) ≤ E[∫ T0 E[∂uHˆ(t)|Gt ] δu(t)dt] ≤ 0,
and thus, uˆ is optimal.

3.2. Necessary optimality conditions. Given an arbitrary but fixed control
u ∈ UG, we define
(3.15) uρ := uˆ+ ρu, ρ ∈ [0, 1].
Note that, the convexity of U and UG guarantees that uρ ∈ UG, ρ ∈ [0, 1].
We denote by Xρ := Xu
ρ
and by Xˆ := Xuˆ, the solution processes corre-
sponding to uρ and uˆ, respectively.
For each t0 ∈ [0, T] and all bounded Gt0-measurable random variables α,
the process
u (t) = α1(t0,T](t),
belongs to UG.
In general, if Kuˆ(t) is a process depending on uˆ, we define the operator D
on K by
(3.16) DKuˆ(t) := DuKuˆ(t) = ddρK
uˆ+ρu(t)|ρ=0,
whenever the derivative exists.
Define the following derivative processes
DXρ(t) := ddρX
uˆ+ρu(t)|ρ=0 = X ρ(t),
DYρ(t) := ddρY
uˆ+ρu(t)|ρ=0 = Yρ(t),
DZρ(t) := ddρZ
uˆ+ρu(t)|ρ=0 = Zρ(t),
DNρ(t) := ddρN
uˆ+ρu(t)|ρ=0,
DMρ(t) := ddρM
uˆ+ρu(t)|ρ=0,
DNρ
′
(t) := ddρ
d
dtM
uˆ+ρu(t)|ρ=0,
DMρ
′
(t) := ddρ
d
dtM
uˆ+ρu(t)|ρ=0,
such that
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(3.17)

dX ρ(t) = {∂xb(t)X ρ(t) +∇mb(t)DMρ(t) + ∂ub(t)u(t)}dt
+{∂xσ(t)X ρ(t) + 〈∇mσ(t),DMρ(t)〉+ ∂uσ(t)u(t)}dB(t), t ∈ [0, T] ,
X ρ(0) = 0,
and
(3.18)

dYρ(t) = −{∂xg(t)X ρ(t) + ∂yg(t)Yρ(t) + ∂zg(t)Zρ(t) + 〈∇mg(t),DMρ(t)〉
+〈∇ng(t),DNρ(t)〉+ ∂ug(t)u(t)}dt +Zρ(t)dB(t), t ∈ [0, T] ,
Yρ(T) = 0.
Moreover, we assume that all the partial derivatives of Φ ∈ {σ, f ,H, h, g, φ}
are bounded.
Theorem 3.5. Let uˆ ∈ UG be the optimal control and X ρ(t), (Yρ(t),Zρ(t)),
(p0(t), q0(t)), (p1(t), q1(t)),λ0(t),λ1(t) be the corresponding solutions to the
equations (3.17),(3.18), (3.4),(3.5), (3.6),(3.7). Then, the following statements are
equivalent
(i) ddρ J(uˆ+ ρu)|ρ=0 = 0 for all bounded β ∈ UG.
(ii) E[ ∂∂u Hˆ(t)|Gt] = 0 for all t ∈ [0, T].
Proof We first prove theorem 3.5 by assuming (i) and aiming to show (ii)
0 = ddρ J(u+ ρu)|ρ=0
= E[
∫ T
0
d
dρ f (t)|ρ=0dt+ p0(T)X ρ(T) + 〈p1(T),DMρ(T)〉+ λ0(0)Yρ(0)
+ 〈λ1(0),DNρ(0)〉]
{we substitute f (t) from equation (3.3) }
= E[
∫ T
0
d
dρ{Hρ(t)− p0(t)bρ(t)− q0(t)σρ(t)− λ0(t)gρ(t)− 〈p1(t),Mρ
′
(t)〉
− 〈λ1(t),Nρ′ (t)〉}|ρ=0dt+ p0(T)X ρ(T)− λ0(T)X ρ(T) + 〈p1(T),DMρ(T)〉
+ λ0(0)Yρ(0) + 〈λ1(0),DNρ(0)〉],
by using the chain rule, we obtain
d
dρH
ρ(t)|ρ=0 = ∂xH(t)X ρ(t) + ∂yH(t)Yρ(t) + ∂zH(t)Zρ(t) + 〈∇mH(t),DMρ(t)〉
+ 〈∇nH(t),DNρ(t)〉+ ∂uH(t)u(t),
d
dρ p
0(t)bρ(t)|ρ=0 = p0(t)∂xb(t)X ρ(t)+ p0(t)〈∇mb(t),DMρ(t)〉+ p0(t)∂ub(t)u(t),
d
dρq
0(t)σρ(t)|ρ=0 = q0(t)∂xσ(t)X ρ(t)+ q0(t)〈∇mσ(t),DMρ(t)〉+ q0(t)∂uσ(t)u(t),
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d
dρ λ
0(t)gρ(t)|ρ=0 = λ0(t)∂xg(t)X ρ(t) + λ0(t)∂yg(t)Yρ(t) + λ0(t)∂zg(t)Zρ(t)
+ λ0(t)〈∇mg(t),DMρ(t)〉+ λ0(t)〈∇ng(t),DNρ(t)〉
+ λ0(t)∂ug(t)u(t),
d
dρ 〈p1(t),Mρ
′
(t)〉|ρ=0 = 〈p1(t),DMρ′(t)〉,
and
d
dρ 〈λ1(t),Nρ
′
(t)〉|ρ=0 = 〈λ1(t),DNρ′(t)〉.
We apply Itoˆ formula to p0(t)X ρ(t), 〈p1(t),DMρ(t)〉,λ0(t)Yρ(t) and
〈λ1(t),DNρ(t)〉 then we take the expectation, we obtain the following im-
portant duality relations:
E[p0(T)X ρ(T)] = E[∫ T0 {p0(t)∂xb(t)X ρ(t) + p0(t)〈∇mb(t),DMρ(t)〉
+ p0(t)∂ub(t)u(t)− ∂xH(t)X ρ(t) + q0(t)∂xσ(t)X ρ(t)
+ q0(t)〈∇mσ(t),DMρ(t)〉+ q0(t)∂uσ(t)u(t)}dt],
E[〈p1(T),DMρ(T)〉] = E[∫ T0 〈p1(t),DMρ′(t)〉 − 〈∇mH(t),DMρ(t)〉dt],
E[λ0(T)Yρ(T)]− E[λ0(0)Yρ(0)] = E[∫ T0 {−λ0(t)∂xg(t)X ρ(t)
− λ0(t)∂yg(t)Yρ(t)− λ0(t)∂zg(t)Zρ(t)
− λ0(t)〈∇mg(t),DMρ(t)〉
− λ0(t)〈∇ng(t),DNρ(t)〉
− λ0(t)∂ug(t)u(t) + ∂yH(t)Yρ
+ ∂zH(t)Zρ(t)}dt],
E[〈λ1(T),DNρ(T)〉]− E[〈λ1(0),DNρ(0)〉] = E[∫ T0 {〈λ1(t),DNρ′(t)〉
+ 〈∇nH(t),DNρ(t)〉}dt].
By substituting the derived duality relations and the partial derivatives of
f (t) the desired result follows. This proof can be reversed to prove (ii) ⇒
(i). We omit the details. 
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4. MEAN-FIELD DISCOUNTED RISK MEASURE
In this section we are interested in a particular class of MF-BSDE of the
following form
(4.1)
{
dY(t) = − f (t,Y(t), E[Y(t)],Z(t))dt + Z(t)dB(t), t ∈ [0, T] ,
Y(T) = ξ,
where
f (t,Y(t), E[Y(t)],Z(t)) = −r(t)Y(t)− r′(t)E[Y(t)] + F(t,Z(t)).
We assume that the generator (y, y¯, z) → f (t,Y(t), E[Y(t)],Z(t)) : Ω ×
[0, T] × R × R × R → R is F-adapted, uniformly Lipschitz and concave,
and the terminal condition ξ ∈ L2 (Ω,FT) .
Definition 4.1. Define ϕt : (T; ξ) → ϕt(T; ξ) by
ϕt(T; ξ) = −Yt(T; ξ), t ∈ [0, T] ,
where Yt(T; ξ) is a component of the solution of the MF-BSDE (4.1) with terminal
horizon T, terminal condition ξ and driver f . Then ϕt(T; ξ) is a dynamic risk
measure induced by a MF-BSDE.
We may remark that the driver f depends linearly on Y and its expected
value E[Y], and nonlinear with respect to Z. This is interpreted as a market
with interest rates (r(t), r′(t)). We can reformulated this as a problem with
a driver independent of Y and E[Y] by discounting the financial position ξ.
We assume that the instantaneous interest rates r(t) and r′(t) are determin-
istic. We denote by ϕ·, the corresponding discounted risk-measure.
Define the discounted process
Yr(t) := e−
∫ t
0
(r(s)+r′(s))dsY(t).
Then Yr with driver
Fr(·, t,Z(t)) := e−
∫ t
0 (r(s)+r
′(s))dsF(·, t, e−
∫ t
0 (r(s)+r
′(s))dsZ(t)),
and terminal value ξr := e−
∫ t
0
(r(s)+r′(s))dsξ is a part of the solution of the
associated BSDE. We obtain also a discounted risk-measure accordingly
ϕ0(ξ, T) = ϕ
r
0(e
−
∫ t
0 (r(s)+r
′(s))dsξ, T).
This discounted risk-measure is translation-invariant because Fr does not
depend on Y, we have for ξ ∈ L2 (Ω,FT) and a ∈ R,
ϕ0(ξ + ae
∫ t
0 (r(s)+r
′(s))ds, T) = ϕr0(e
−
∫ t
0 (r(s)+r
′(s))dsξ + a, T)
= ϕr0(e
−
∫ t
0 (r(s)+r
′(s))dsξ, T)− a
= ϕ0(ξ, T)− a.
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Similarly we can get for each t ∈ [0, T], that
ϕ(ξ, T) = ϕr(e−
∫ t
0 (r(s)+r
′(s))dsξ, T)
is translation-invariant.
4.1. Optimal portfolio with mean-field risk minimization. Consider a fi-
nancial market with two investment possibilities:
(i) Safe, or risk free asset with unit price
S0(t) = 1, t ∈ [0, T] .
(ii) Risky asset with unit price
dS1(t) = S1(t)[b0(t)dt+ σ0(t)dB(t)], t ∈ [0, T] .
Let pi(t) be a self-financing portfolio invested in the risky asset at time t.
We want to minimize the risk ϕ(Xpi(T)) of the terminal value of the wealth
process Xpi(t) corresponding to a portfolio pi which satisfies the linear SDE
(4.2)
{
dXpi(t) = pi(t)Xpi(t)[b0(t)dt+ σ0(t)dB(t)] , t ∈ [0, T] ,
Xpi(0) = x0 ,
such that
ϕ(Xpi(T)) = −Ypi(0)
where Ypi(t) satisfies a MF-BSDE
(4.3){ −dYpi(t) = [−r0(t)E[Ypi(t)] + F(Z(t))]dt− Z(t)dB(t) , t ∈ [0, T] ,
Ypi(T) = Xpi(T) .
Here we assume that b0(t), σ0(t), r0(t) are given deterministic functions
and F : R → R is some given concave function. We want to find pˆi ∈ UG
such that
inf
pi∈UG
(−Ypi(0)) = −Ypˆi(0).
Define the Hamiltonian H that correspondds to our problem by
H(t, x, z, y¯,pi, p0, q0,λ0,λ1) = p0b0pix+ q
0σ0pix
+ λ0(r0y¯+ F(z)) + 〈λ1, y¯〉.
The couple (p0, q0) solution of the following BSDE{
dp0(t) = −[p0(t)b0(t)pi(t) + q0(t)σ0(t)pi(t)]dt + q0(t)dB(t), t ∈ [0, T] ,
p0(T) = λ0(T),
and (p1, q1) satisfies{
dp1(t) = q1(t)dB(t), t ∈ [0, T] ,
p1(T) = 0.
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λ0 is given by the forward SDE
(4.4)
{
dλ0(t) = ∂zF(Z(t))λ0(t)dB(t), t ∈ [0, T] ,
λ0(0) = 1,
and {
dλ1(t) = −r0(t)λ0(t)dt, t ∈ [0, T] ,
λ1(0) = 0.
The first order necessary optimality condition gives
pˆ0(t)b0(t)Xˆ(t) + qˆ
0(t)σ0(t)Xˆ(t) = 0,
where we denoted by Xˆ(t) = Xpˆi(t) and so on. Since Xˆ(t) > 0 for all t
P-a.s., we obtain
(4.5) pˆ0(t)b0(t) + qˆ
0(t)σ0(t) = 0,
which implies{
dpˆ0(t) = qˆ0(t)dB(t) = − b0(t)
σ0(t)
pˆ0(t)dB(t), t ∈ [0, T] ,
pˆ0(T) = λˆ0(T),
this together with equation (4.4), yields
pˆ0(t) = λˆ0(t), qˆ0(t) = ∂zF(Zˆ(t))λˆ
0(t).
From (4.5), we get
∂zF(Zˆ(t)) = − b0(t)σ0(t) .
For example, if we choose
(4.6) F(z) = − 12z2.
That is
Zˆ(t) = b0(t)
σ0(t)
.
Substituting the expression of Zˆ(t) above into theMF-BSDE (4.3), we obtain
(4.7){
dYˆ(t) = −[−r0(t)E[Yˆ(t)]− 12( b0(t)σ0(t) )2]dt−
b0(t)
σ0(t)
dB(t) , t ∈ [0, T] ,
Yˆ(T) = Xˆ(T) .
Consequently
−dE[Yˆ(t)] = [−r0(t)E[Yˆ(t)]− 12( b0(t)σ0(t))2]dt ,
thus
(4.8) E[Yˆ(t)] = exp(−∫ t0 r0(s)ds)[Yˆ(0) + 12∫ t0 b20(s)σ20 (s) exp(∫ s0 r0(α)dα)ds].
Define Γ(t) to be the solution of the linear SDE{
dΓ(t) = − b0(t)
σ0(t)
Γ(t)dB(t) , t ∈ [0, T] ,
Γ(0) = 1,
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or explicitely
(4.9) Γ(t) = exp(−∫ t0 b0(s)σ0(s)dB(s)− 12∫ t0 ( b0(s)σ0(s) )2ds) , t ∈ [0, T] .
By the Girsanov theorem of change of measures, we know that there exists
an equivalent local martingale measure Q << P, such that
dQ = Γ(T)dP on FT,
with Γ(T) = dQdP is called the Radon-Nikodym derivative of Q with respect
to P on FT.
Substituting (4.8)-(4.9) into (4.7) we have
Xˆ(T) = Yˆ(T) = Yˆ(0) + exp(−∫ t0 r0(s)ds)[Yˆ(0) + 12∫ t0 b20(s)σ20 (s) exp(
∫ s
0 r0(α)dα)]
+ 12
∫ T
0 (
b0(s)
σ0(s)
)2ds+
∫ T
0
b0(s)
σ0(s)
dB(s)
= Yˆ(0) + exp(−∫ t0 r0(s)ds)[Yˆ(0) + 12∫ t0 b20(s)σ20 (s) exp(
∫ s
0 r0(α)dα)ds]− ln Γ(t).
Taking the expectation but now with respect to the new measure Q, we get
−Yˆ(0) =− x0 − exp(−
∫ t
0 r0(s)ds)[Yˆ(0) +
1
2
∫ t
0
b20(s)
σ20 (s)
exp(
∫ s
0 r0(α)dα)ds]− EQ[ln Γ(T)]
= 1
1−exp(−
∫ t
0 r0(s)ds)
{−x0 − exp(−
∫ t
0 r0(s)ds)[
1
2
∫ t
0
b20(s)
σ20 (s)
exp(
∫ s
0 r0(α)dα)ds]
(4.10)
− E[Γ(T) ln Γ(T)],
where E[Γ(T) ln Γ(T)] is the entropy of Q with respect to P.
Since we obtained the optimal value of Yˆ(0), we can get the corresponding
optimal terminal wealth Xˆ(T).
Summarizing, we have the following conclusion:
Theorem 4.2. Suppose that (4.6) holds. Then the minimal risk of our problem is
given by (4.10).
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