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Abstract
Our work presented in this paper focuses on
the translation of terminological expressions
represented in semantically structured re-
sources, like ontologies or knowledge graphs.
The challenge of translating ontology labels
or terminological expressions documented in
knowledge bases lies in the highly specific
vocabulary and the lack of contextual infor-
mation, which can guide a machine trans-
lation system to translate ambiguous words
into the targeted domain. Due to these chal-
lenges, we evaluate the translation quality
of domain-specific expressions in the medi-
cal and financial domain with statistical as
well as with neural machine translation meth-
ods and experiment domain adaptation of the
translation models with terminological expres-
sions only. Furthermore, we perform experi-
ments on the injection of external terminolog-
ical expressions into the translation systems.
Through these experiments, we observed a sig-
nificant advantage in domain adaptation for
the domain-specific resource in the medical
and financial domain and the benefit of sub-
word models over word-based neural machine
translation models for terminology translation.
1 Introduction
Most of the labels stored in semantically struc-
tured resources, like ontologies, taxonomies or
knowledge graphs, are documented in English
only (Gracia et al., 2012). Applications in infor-
mation retrieval, question answering or knowledge
management that use these monolingual resources
are therefore limited to the language in which the
information, namely terms, labels or metadata, is
stored. To enable knowledge access across lan-
guages, these resources need to be enriched with
multilingual information. This enhancement can
enable information extraction on documents be-
yond English, e.g. for cross-lingual business in-
telligence in the financial domain (O’Riain et al.,
2013; Arcan et al., 2013), providing information
related to an ontology label, e.g. other intangible
assets, in Spanish, German or Italian.
Due to the large success of neural machine
translation (NMT) (Kalchbrenner and Blunsom,
2013; Sutskever et al., 2014), we compare the use
of NMT and statistical machine translation (SMT)
(Brown et al., 1993) when translating terminolog-
ical expressions in isolation, i.e. when they do not
form part of a whole sentence. This is motivated
by the invasive manual procedure domain ex-
perts would alternatively endure. Although auto-
matically generated translations of these domain-
specific expressions are far from perfect, studies
have shown significant productivity gains when
human translators are supported by machine trans-
lation output rather than starting a translation task
from scratch (Federico et al., 2012; La¨ubli et al.,
2013; Green et al., 2013).
For both translation methods, we translated
the ontology labels in the medical and financial
domain, documented in the International Clas-
sification of Diseases (ICD) and in the Interna-
tional Financial Reporting System (IFRS) ontol-
ogy. Furthermore, we translated the Wikipedia ti-
tles, which represent a mixture of generic as well
as domain-specific expressions. Since large paral-
lel in-domain corpora are not always available, the
vocabulary of these specific resources, which usu-
ally document only a few thousand terms, is trans-
lated with translation models trained on generic
parallel data only. Furthermore, we evaluate how
terminological expressions, within the same do-
main, can contribute to the adaptation of trans-
lation models to improve the translation quality.
Due to the fact that the terminological expres-
sions are usually highly domain-specific and ap-
pear infrequent in parallel corpora, we compare
the availability of injecting external knowledge
into the translation process to address the out-of-
vocabulary (OOV) issue. Since the information in
ontologies or knowledge graphs is often defined
only in one language, mostly in English, we trans-
late these expressions from English to German.
Our work shows that while using models trained
(and tuned) on generic data, subword NMT mod-
els demonstrate a better performance than SMT on
the task of domain-specific expression translation.
Furthermore, our experiments on domain adapta-
tion with terminological expressions showed a sig-
nificant improvement of translation quality with
the usage of NMT for all targeted resources. Al-
though the results for external knowledge injection
show better performance for the SMT approach on
the open-domain Wikipedia evaluation set, NMT
outperforms the SMT approach when translating
the domain-specific ontology labels in the medical
and financial domains.
2 Related Work
Most of the previous work on translation knowl-
edge resources, e.g. ontologies or taxonomies,
tackled this problem by accessing multilin-
gual lexical resources, such as EuroWordNet
or IATE (Declerck et al., 2006; Cimiano et al.,
2010). Their work focuses on the identifica-
tion of the lexical overlap between the ontol-
ogy labels and the multilingual resource. Since
the replacement of the source and target vocabu-
lary guarantees a high precision but a low recall,
external translation services, such as BabelFish,
SDL FreeTranslation tool or Google Translate,
were used to overcome this issue (Fu et al.,
2009; Espinoza et al., 2009). Additionally, on-
tology label disambiguation was performed by
Espinoza et al. (2009) and McCrae et al. (2011),
where the structure of the ontology along with ex-
isting multilingual ontologies was used to anno-
tate the labels with their semantic senses. Further-
more, McCrae et al. (2016) show positive effects
of different domain adaptation techniques, i.e., us-
ing Web resources as additional bilingual knowl-
edge, re-scoring translations with Explicit Seman-
tic Analysis (ESA) and language model adapta-
tion for automatic ontology translation. A dif-
ferent approach on ontology label disambiguation
was shown in Arcan et al. (2015), where the au-
thors identified relevant in-domain parallel sen-
tences and used them to train an ontology-specific
SMT system.
A different approach is to use rich semantic
knowledge bases such as Wikipedia for bilin-
gual term identification in the context of MT.
Tyers and Pieanaar (2008) extract bilingual dictio-
nary entries by looking for exact string matches
in Wikipedia. Besides the Wikipedia interlan-
guage links, Erdmann et al. (2009) enhance their
bilingual dictionary by using redirection page
titles and anchor text within Wikipedia. To
cast the problem of ambiguous Wikipedia ti-
tles, Niehues and Waibel (2011) and Arcan et al.
(2014) use the information of Wikipedia cate-
gories and the text of the articles to provide
the SMT system with domain-specific bilingual
knowledge.
Due to the recency of NMT, terminology trans-
lation with neural models is still less exam-
ined. This can be explained due to the is-
sue that neural models are incapable of trans-
lating rare words, like domain-specific expres-
sions, because they have a fixed size of vocab-
ulary. Nevertheless, without the help of sub-
word segmentation, Luong et al. (2014) utilized
the out-of-vocabulary issue by a post-processing
step that replaced every unknown word with the
usage of a dictionary. Differently to the post-
processing step, Chatterjee et al. (2017) propose a
mechanism that guides an existing NMT decoder
with the ability to prioritize and adequately han-
dle translation candidates provided by the exter-
nal resource. In the case of domain adaptation,
most work focuses on fine tuning, where an out-of-
domain model is further trained on in-domain data
(Sennrich et al., 2016; Luong and Manning, 2015;
Servan et al., 2016). In addition to the fine-tuning
method, Chu et al. (2017) tune the neural model
with in- and out-of-domain data, whereby they
use tags to annotate the domains within the used
corpora. Differently to these approaches, which
focused on document translation, our research
focuses entirely on the translation of short and
domain-specific expression documented in knowl-
edge bases, without any contextual information
guiding the adaptation or translation approach.
3 Methodology
We use the approaches to SMT and NMT to trans-
late the terminological expressions, with a spe-
cial focus on the performance of NMT and how it
handles the translation of expressions infrequently
found in the parallel training data. Therefore, we
explore how the translation quality may benefit
from the usage of subword segmentation, which
helps to overcome the issue of vocabulary limita-
tion in the neural network approach. We further-
more perform domain adaptation with domain-
specific expressions and experiment with differ-
ent approaches and methods on injecting exter-
nal knowledge into the translation process. These
methods are detailed in the following subsections.
3.1 Neural Machine Translation
In this work, we use the RNN architecture, con-
sisting of an encoder and a decoder. The en-
coder reads an input sequence x = (x1, ..., xn)
and the decoder predicts a target sequence y =
(y1, ..., yn). The encoder and decoder interact
via a soft-attention mechanism (Bahdanau et al.,
2014; Luong et al., 2015), which comprises of one
or multiple attention layers.
hli = h
l−1
i + frnn(h
l−1
i , h
l
i−1) (1)
hli corresponds to the hidden state at step i of
layer l. hli−1 represents the hidden state at the pre-
vious step of layer l while hl−1i means the hidden
state at i of l − 1 layer. E ∈ Rm×Kx is a word
embedding matrix, W ∈ Rn×m, U ∈ Rn×n are
weight matrices, with m being the word embed-
ding size and n the number of hidden units. Kx is
the vocabulary size of the source language. Thus,
Exi refers to the embedding of xi, and epos,i indi-
cates the positional embedding at position i.
3.2 Domain Adaptation with Terminological
Expressions
In this work, we experimented how both transla-
tion models, either SMT and NMT, can be adapted
to the targeted domain and the text style, namely
the translation length, word order or compounding
in the German language, of the domain-specific
terms. To adapt the log-linear weights of the SMT
system to the resource type and domain, we rerun
MERT (Och, 2003) using a minimal development
set of the available domain-specific resources (Ta-
ble 4). For the domain adaptation within NMT,
we used the models trained on the generic data
(or generic and Wikipedia resource) and retrained
the weights in the neural network again only on
a minimal development set (≈ 1,000 terms for
ICD/IFRS) of each domain. We additionally per-
form weight adaptation across different domains,
to evaluate, if the properties of domain-specific ex-
pressions of the development set can improve the
translation quality regardless of the domain.
3.3 Integration of Terminological Knowledge
into Machine Translation
Due to the fact that domain-specific bilingual in-
formation might be missing and cannot be learned
from the parallel sentences, some of the ter-
minological expressions may not be automati-
cally translatable with an SMT or NMT system.
Therefore, we use the information obtained from
Wikipedia or use the ontology labels as in-domain
knowledge ontology1 to improve the translation of
expressions, which are not known to the transla-
tion systems.
We guide the SMT system with external knowl-
edge that can be directly passed to the decoder by
specifying the translation of a specific span of the
source sentence. In the case of multiple trans-
lations of the same source span, a score can be
used to indicate the level of association between
the source and target phrases. In the case of using
Wikipedia titles as external knowledge, we per-
form two experiments. In the first experiment, we
set all probabilities of the translation candidates to
1.0. In the second experiment, we calculate the
cosine similarity (Equation 2) between the knowl-
edge base vocabulary x and the vocabulary of the
Wikipedia abstracts y associated with the titles,
which form our translation candidates.
cos(x, y) =
x · y
||x|| · ||y||
(2)
As an example for the targeted medical domain,
we obtain a higher cosine similarity for the pre-
ferred candidate orbit–orbita2 than for the orbit–
Umlaufbahn3 translation candidate in the techni-
cal domain.
<n translation=”orbita||umlaufbahn”
prob=”0.872 || 0.512”>orbit</n>
Furthermore, we compared three different
methods for injecting terminological expressions
into the SMT framework, i.e., exclusive,
inclusive and constraint. In the
exclusive setting, only the proposed transla-
tions are used for the input phrase. Translation
candidates stored in the phrase table and overlap-
ping with that span are ignored. Differently, the
proposed translations compete with the translation
1We used the development sets as external, in-domain
knowledge, which was not used in the training process for
this experiment.
2the socket in the skull which contains the eye
3the gravitationally curved path of one object around a
point or another body
candidates in the phrase table, if the inclusive
setting is selected. In the constraint setting,
the proposed translations compete with phrase ta-
ble choices that contain the specified translation.
The NMT tool used in this work, i.e. Open-
NMT, allows providing external knowledge for
replacement of unknown words in the neural
models. Instead of inserting the <unk> token
for an unknown word, it will lookup in the exter-
nal knowledge for a possible translation. In addi-
tion to providing external knowledge, OpenNMT
enables to substitute unknown words with source
words that have the highest attention weight. We
use both options to evaluate the performance of the
translation quality.
4 Experimental Setting
In this section, we give an overview on the datasets
and the translation tools used in our experiment.
Furthermore, we give insight into the SMT and
NMT evaluation techniques, considering the En-
glish to German translation direction.
4.1 Training Datasets
For a broader domain coverage of the generic
training dataset necessary for the SMT sys-
tem, we merged parts of JRC-Acquis 3.0
(Steinberger et al., 2006), Europarl v7 (Koehn,
2005) and OpenSubtitles2013 (Tiedemann, 2012),
obtaining a training corpus of almost two million
sentences, containing around 38M running words
(Table 1).4
Due to the challenging task on terminology
translation, we perform an additional experiment
where we combine the generic corpus of two
million sentences with Wikipedia titles (∼876k),
which have an interlanguage link between the En-
glish and German language in Wikipedia.
4.2 Evaluation Datasets
For the task on domain-specific expression trans-
lation, we evaluate the translation quality based on
the specific ontology labels in the medical and in
the financial domain. In addition to that, we per-
form translations on Wikipedia titles. Due to the
size of the entire Wikipedia, we extend the evalu-
ation set to approximately 50,000 entries. On the
other hand, the smaller datasets of the ontologi-
cal resources are defined by the availability of the
4For reproducibility and future evaluation we take the first
one-third part of each corpus. All datasets and translation
models will be published at the time the paper is published.
English German
Generic Lines 1,924,646
dataset Words 37,947,852 35,728,314
(training) Vocab. 237,108 493,448
Wikipedia Entries 876,657
(knowledge Words 2,468,864 2,364,991
injection) Vocab. 394,835 445,333
Generic Lines 2,762,053
+Wikipedia Words 39,841,507 37,562,721
(training) Vocab. 564,519 860,239
ICD Lines 1,000
ontology Words 6,028 5,928
(develop.) Vocab. 1,380 1,584
IFRS Lines 1,000
ontology Words 10,288 10,844
(develop.) Vocab. 741 1,089
Wikipedia Lines 50,121
(develop.) Words 183,866 170,496
Vocab. 43,614 50,972
ICD Lines 915
ontology Words 5,763 5,742
(evaluation) Vocab. 1,257 1,492
IFRS Lines 1,000
ontology Words 10,049 10,533
(evaluation) Vocab. 733 1,088
Wikipedia Lines 49,861
(evaluation) Words 171,442 151,575
Vocab. 45,336 52,126
Table 1: Statistics for the bilingual training and evalu-
ation datasets (develop-ment / vocab-ulary).
alignment across languages or the resources itself,
which are due to their domain specificity rather
small.
For our experiments we used the ICD-10 on-
tology5 as the gold standard. The ICD ontology,
translated into 43 languages, is used to monitor
diseases and to report the general health situation
of the population in a country. This stored infor-
mation supports providing an overview of the na-
tional mortality rate and appearance of diseases of
countries inside World Health Organisation.
The IFRS ontology (International Accounting
Standards Board) (Greuning et al., 2011) is used
for providing electronic financial reports for au-
5
http://www.who.int/classifications/icd/en
diting. The terms contained within this taxonomy
are frequently long (on average 11 tokens) and are
entirely composed of noun phrases.
Wikipedia6 is a multilingual, freely available
encyclopaedia that was built by a collaborative
effort of voluntary contributors. All combined
Wikipedias hold approximately 40 million arti-
cles with more than 27 billion words in more than
293 languages, making it the largest collection of
freely available knowledge.
4.3 Machine Translation tools
For our SMT translation task, we use the sta-
tistical translation toolkit Moses (Koehn et al.,
2007), where the word alignments were built us-
ing the GIZA++ toolkit (Och and Ney, 2003). The
KenLM toolkit (Heafield, 2011) was used to build
a 5-gram language model.
For the NMT task, we use Open-
NMT (Klein et al., 2017), a generic deep learning
framework mainly specialized in sequence-to-
sequence (seq2seq) models covering a variety of
tasks such as machine translation, summarisation,
image to text, and speech recognition. Due to
computational complexity, the vocabulary in
NMT models had to be limited. In order to over-
come this limitation, we used byte pair encoding
(BPE) to generate subword units (Sennrich et al.,
2015). BPE is a form of data compression that
iteratively replaces the most frequent pair of bytes
in a sequence with a single, unused byte. We
used the default OpenNMT parameters, i.e. 2
layers, 500 hidden LSTM units, input feeding
enabled, batch size of 64, 0.3 dropout probability
and a dynamic learning rate decay. We trained the
networks for 13 epochs and report the results in
Section 5.
4.4 Evaluation Metrics
The automatic translation evaluation is based
on the correspondence between the machine
translation hypothesis and reference transla-
tion (gold standard). For the automatic eval-
uation we used the BLEU (Papineni et al.,
2002), METEOR (Denkowski and Lavie, 2014)
and chrF3 (Popovic´, 2015) metrics.
BLEU (Bilingual Evaluation Understudy) is
calculated for individual translated segments (n-
grams) by comparing them with a dataset of ref-
erence translations. Those scores, between 0 and
6
http://www.wikipedia.org
100 (perfect overlap), are then averaged over the
whole evaluation dataset to reach an estimate
of the translation’s overall quality. METEOR
(Metric for Evaluation of Translation with Ex-
plicit ORdering) is based on the harmonic mean
of precision and recall, whereby recall is weighted
higher than precision. Along with exact word
(or phrase) matching it has additional features,
i.e. stemming, paraphrasing and synonym match-
ing. In contrast to BLEU, the metric produces
good correlation with human judgement at the sen-
tence or segment level. chrF3 is a character n-
gram metric, which showed very good correla-
tions with human judgements on the WMT2015
shared metric task (Stanojevic´ et al., 2015), espe-
cially when translating from English into morpho-
logically rich(er) languages.
5 Evaluation
In this section, we evaluate the translation quality
of ontology labels and Wikipedia titles with the
SMT and NMTmethods. Additionally, we explore
the performance of domain adapted systems when
translating in- and out-of-domain knowledge. In
the final experiment, we inject in-domain lexical
knowledge into the translation systems.
5.1 Translation Evaluation of Terminological
Expressions
In this evaluation section, we focus on the domain-
specific vocabulary documented in the ICD and
IFRS ontology, as well as theWikipedia titles. The
domain-specific entries in these datasets appear in-
frequent in the training data and unlike the training
dataset, where the entries appear in the context of
a sentence, the test set only contains one entry, i.e.
term, per line.
We observed that concatenating Wikipedia ti-
tles with the generic corpus does not always im-
prove the translation quality when translating the
ontology labels (Table 4). Focusing on the SMT
method, the performance in terms of BLEU im-
proves for the ICD ontology labels (6.39 to 7.40),
whereby the performance of the IFRS ontology la-
bels drops (10.51 vs 9.03). Differently to that, the
vocabulary similarity of the merged generic and
Wikipedia dataset helps significantly to improve-
ment the translation quality of the Wikipedia titles.
When we applied NMT models, we observed
that the subword model (BPE32k) always outper-
forms the word-based model. This can be ex-
plained by the fact that the word-based model
is limited to a vocabulary of 50,000 words, and
cannot learn the representations of terminologi-
cal expressions infrequently appearing in the train-
ing data. The subword model overcomes this
limitation by segmenting these expressions into
smaller units. Comparing the best NMT perfor-
mance (BPE32k) with SMT, the former generates
better translations for the IFRS labels and for the
Wikipedia entries, when only the generic dataset
is used. Conversely, the SMT approach gener-
ates better translations for the medical terms doc-
umented in the ICD ontology.
To better understand the automatic evaluation,
we studied the vocabulary overlap of the ICD,
IFRS labels and Wikipedia titles and the training
datasets (Table 2). We observed a better over-
lap between the training dataset and the IFRS on-
tology in comparison to the ICD ontology. This
shows that the translations of financial labels in
the IFRS ontology can be learned better in com-
parison to the medical labels in the ICD ontol-
ogy. We further learned that the ratio of known
and unknown words between Wikipedia titles and
the generic dataset is close to similar. This can
be explained due to the appearance of named en-
tities in Wikipedia, such as kothamangalam7 or
claddagh.8 Although concatenating Wikipedia ti-
tles with the training set significantly reduced the
number of OOV words, this does not entirely re-
flect the automatic evaluation metric scores in Sec-
tion 4. When studying the appearance of entire
terms in the training dataset, the number of ob-
served terms significantly drops. On average, be-
tween three and six percent of the ICD, IFRS
and Wikipedia expressions appear in the training
dataset. This percentage slightly increases when
Wikipedia titles are added to the training data.
Furthermore, we calculated the vocabulary cov-
erage of the neural models regarding the evalua-
tion dataset. As shown in Table 3, we observed
a high coverage of the financial vocabulary doc-
umented in the IFRS ontology within the neural
model vocabulary. Similarly to the observations in
Table 2, Wikipedia has the lowest vocabulary cov-
erage within the neural models. Interestingly, the
coverage drops slightly for ICD and IFRS if the
generic dataset is concatenated with the Wikipedia
entries, since some generic expressions within the
Wikipedia entries exclude domain-specific expres-
7Kothamangalam is a municipality in the eastern part of
Ernakulam district in the Indian state of Kerala
8Claddagh is an area close to the centre of Galway
sions occurring in the generic dataset.
These results support the automatic evaluation
(Table 4), where the IFRS labels show better trans-
lation quality in terms of the evaluation metrics
in comparison to the ICD labels or Wikipedia
titles. When concatenating the generic dataset
with the Wikipedia entries, the translation quality
of the Wikipedia evaluation set improves signifi-
cantly in comparison to translations generated by
the generic system only.
A manual evaluation showed the drawbacks of
terminology translation with the word-based NMT
model are a result of the vocabulary limitations
of the neural architecture. For example, the ex-
pression bacterial within the medical term other
bacterial diseases could not be translated (son-
stige <unk> krankheiten) with the word-based
neural model, since the word seldom appears in
the training data, hence it was not included into
the vocabulary. Instead, SMT and subword mod-
els translated the term correctly (sonstige bak-
terielle krankheiten). Further advantages of the
NMT models are shown within the example in-
jury of blood vessels at hip and thigh level, where
on the one hand, the SMT approach translates
the medical expressions literally word by word,
and, on the other hand, does not translate the am-
biguous word vessel9 correctly as blutgefa¨ßen in
the medical domain. The trained subword mod-
els translate the entire term correctly, translating
multi-word expressions into a German compound
(blood vessels → blutgefa¨ßen), as well as reorder
the terms correctly on the target side, where ho¨he
(en. level) was moved from the end of the ex-
pression to the beginning, i.e. (ho¨he der hu¨fte und
des oberschenkels). Similarly, a better handling of
German compounds can be observed for the finan-
cial term aggregate adjustment, which was trans-
lated word by word by the SMT approach, i.e. ku-
mulierte anpassung, but was correctly provided as
a compound with the subword neural models, i.e.
gesamtanpassung. For the same term, the word-
based NMT model omitted the translation of the
word aggregate and provided the German word
anpassung (en. adjustment). Although we learned
that subword models significantly outperform all
other approaches, we also observed wrong trans-
lations. Due to the word segmentation, heartburn
was segmented into heart and burn. Because of
this, both segments were translated segment by
9meaning of boat, ship or meaning of container)
Generic Dataset Generic+Wikipedia
English German English German
Words inCorpus OOV inCorpus OOV inCorpus OOV inCorpus OOV
ICD 1,020 235 928 561 1,125 120 1,055 434
IFRS 705 28 926 162 706 27 941 147
Wikipedia 21,174 22,672 22,261 28,659 34,136 9,710 36,982 13,938
Terms inCorpus OOV inCorpus OOV inCorpus OOV inCorpus OOV
ICD 47 868 32 883 64 851 50 865
IFRS 31 969 30 970 31 969 30 970
Wikipedia 3,389 46,472 3,732 46,129 6,240 43,621 6,777 43,084
Table 2: Vocabulary overlap between the ICD, IFRS and Wikipedia titles and the training data on the word and
term level.
Generic Dataset Generic+Wikipedia
English German English German
ICD 67.93 37.60 65.95 35.92
IFRS 94.81 70.86 93.58 68.10
Wikipedia 29.75 17.01 38.86 24.89
Table 3: Vocabulary coverage (in %) between the ICD,
IFRS and Wikipedia titles and the neural translation
model vocabulary.
segment and generated a literal translation as a
compound in German, i.e. herzverbrennung.10
5.2 Domain Adaptation with Terminological
Expressions
We performed the experiment on domain adapta-
tion using the development sets of the resources
mentioned before, which adapts the weights of the
log-linear models in SMT or the weights in the
neural network architecture.
As seen in Table 4, using the in-domain devel-
opment set of the same domain, the translation
quality improves when compared with the SMT
system, trained and tuned on generic data. For ex-
ample, the BLEU score of translations of the ICD
labels increases from 6.39 to 8.02, if the weights
are adapted to the targeted domain. Similarly, sig-
nificant improvements are observed for the IFRS
and Wikipedia evaluation dataset.
When using the models with generic sentences
and Wikipedia knowledge, the translation quality
improves for the ICD (9.11 vs 7.40) and IFRS on-
tology labels (14.21 vs. 9.25). On the other side,
10heart → herz and burn→ verbrennung
the experiment shows minor improvements for the
Wikipedia titles (37.98 vs. 37.81).
In comparison to the domain adaptation of the
SMTmethod, domain adaptation with NMTmeth-
ods demonstrates an improvement for the domain-
specific ontologies, ICD and IFRS. The BLEU
score for the word-based model improves from
8.02 (SMT adapted model) to 20.89 for the ICD
ontology labels, and from 14.24 to 58.17 for the
IFRS financial labels. Similarly, the BLEU score
for the Wikipedia evaluation set increases from
14.47 to 26.27 .
Table 5 illustrates the vocabulary overlap be-
tween the evaluation set and the development
set used for domain adaptation. The transla-
tion improvements relate to the overlapping cov-
erage, supporting the IFRS improvement from
around 10 BLEU points to around 55 using the
generic neural model and 75 BLEU points when
the Generic+Wikipedia dataset is used for domain
adaptation.
In general, the subword NMT models further
improve the translation quality for all evaluation
sets, which is due to the fact that, on the one
hand, subword models overcome the OOV issue of
word-based neural models, and, on the other hand,
adjust the weights of the entire network accord-
ingly to the targeted domain. Although the word
based neural model adjust the network in the same
way, they face the issue of unknown words, due
to the vocabulary limitations. Similar improve-
ments were shown in Farajian et al. (2017), where
the adaptation approaches on document translation
outperformed the original generic NMT system as
well as a strong phrase-based SMT system.
Although the SMT system was adapted on short
BLEU METEOR chrF3
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SMT models ICDeval IFRSeval Wikieval ICDeval IFRSeval Wikieval ICDeval IFRSeval Wikieval
Baseline 6.39 10.51 12.49 14.11 16.02 21.81 41.89 45.03 49.14
ICDdev 8.02 12.14 13.07 14.76 16.82 21.76 42.17 45.06 49.16
IFRSdev 7.17 14.24 13.14 13.83 17.77 22.01 41.64 47.70 49.63
Wikidev 6.12 8.58 14.47 13.27 15.02 22.10 42.66 43.81 49.58
NMT models ICDeval IFRSeval Wikieval ICDeval IFRSeval Wikieval ICDeval IFRSeval Wikieval
Baseline 3.20 9.35 8.20 8.65 13.18 10.13 20.46 28.35 21.38
ICDdev 20.89 3.55 3.21 31.06 12.14 6.86 37.00 15.08 11.06
IFRSdev 2.53 58.17 7.39 13.62 65.48 14.71 20.90 65.47 18.05
Wikidev 1.00 0.74 26.27 3.99 5.27 27.08 7.51 8.32 26.64
NMTBPE models ICDeval IFRSeval Wikieval ICDeval IFRSeval Wikieval ICDeval IFRSeval Wikieval
Baseline 4.29 13.55 13.51 19.22 30.31 26.90 38.99 43.48 45.01
ICDdev 50.15 5.76 9.41 58.68 19.05 20.71 72.82 35.05 38.29
IFRSdev 4.86 75.03 10.78 20.83 81.48 23.90 40.70 88.22 42.35
Wikidev 1.53 1.52 41.19 7.69 8.98 42.34 22.47 19.35 55.76
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SMT models ICDeval IFRSeval Wikieval ICDeval IFRSeval Wikieval ICDeval IFRSeval Wikieval
Baseline 7.40 9.03 37.81 13.41 14.97 31.03 39.90 42.12 62.44
ICDdev 9.11 11.88 31.72 15.37 16.19 29.23 43.00 44.83 59.89
IFRSdev 8.06 14.21 31.98 14.12 17.97 29.58 41.64 48.13 60.59
Wikidev 4.36 5.33 37.98 11.27 11.89 30.41 36.69 35.80 61.36
NMT models ICDeval IFRSeval Wikieval ICDeval IFRSeval Wikieval ICDeval IFRSeval Wikieval
Baseline 2.26 9.25 22.87 6.25 12.84 20.28 15.39 27.55 40.09
ICDdev 19.53 0.00 0.00 28.68 4.38 0.00 34.42 8.63 4.11
IFRSdev 0.00 54.23 0.05 5.95 60.54 2.32 13.46 60.75 7.97
Wikidev 0.31 0.00 23.23 1.66 2.19 23.90 3.55 3.34 23.19
NMTBPE models ICDeval IFRSeval Wikieval ICDeval IFRSeval Wikieval ICDeval IFRSeval Wikieval
Baseline 3.58 11.82 35.49 15.45 27.20 42.83 33.50 38.92 53.02
ICDdev 47.43 0.00 23.13 56.76 4.38 30.71 70.97 8.63 48.49
IFRSdev 5.17 69.72 0.05 19.59 78.14 2.32 38.35 86.01 7.97
Wikidev 2.28 4.59 44.28 10.49 17.51 47.02 26.47 28.28 59.11
Table 4: Evaluation on domain adaptation based on different terminological datasets.
English German
ICD 58.31 38.47
IFRS 74.76 49.81
Wikipedia 32.19 25.55
Table 5: Vocabulary overlap (in %) between the ICD,
IFRS and Wikipedia evaluation dataset and the devel-
opment dataset used for domain adaptation.
terminological expressions or ontology labels, the
generated translations in German often begin with
an determiner, i.e. die, der or das (en. the). Al-
though this is not an issue when translating ter-
minological expressions in documents, this be-
haviour is penalised by the evaluation metrics
when the hypotheses are compared with the evalu-
ation set, which does not list determiners at the be-
ginning of the terminological expressions. As an
example, domain-specific expressions disclosure
whether loans . . . , financial effect of changes . . .
or adjustments for increase . . . were always gen-
erated with a German determiner in the beginning,
e.g. die offenlegung . . . , die auswirkung or die an-
BLEU METEOR chrF3
S
M
T
ICD inclus. constr. exclus. inclus. constr. exclus. inclus. constr. exclus.
Wiki p = 1 4.91 3.56 3.29 14.27 12.01 12.01 42.66 38.97 38.99
Wiki p = cos(x, y) 5.03 3.42 3.37 14.58 12.04 12.18 43.44 38.99 39.17
In-dom p = 1 7.10 8.05 8.05 14.23 14.59 14.59 42.61 43.07 43.07
IFRS inclus. constr. exclus. inclus. constr. exclus. inclus. constr. exclus.
Wiki p = 1 10.23 6.54 6.44 15.64 12.40 12.29 45.09 38.35 38.31
Wiki p = cos(x, y) 10.54 6.52 6.42 16.17 12.39 12.26 46.13 38.45 38.49
In-dom p = 1 26.72 29.65 29.69 22.47 24.30 24.31 54.44 57.30 57.30
Wiki inclus. constr. exclus. inclus. constr. exclus. inclus. constr. exclus.
Wiki p = 1 16.59 17.03 17.11 23.46 23.48 23.52 52.22 51.62 51.62
Wiki p = cos(x, y) 34.70 42.68 42.84 39.49 44.91 44.95 74.27 80.62 80.64
In-dom p = 1 / / / / / / / / /
N
M
T
ICD IFRS Wiki ICD IFRS Wiki ICD IFRS Wiki
Wikipedia
1-gram 6.88 11.71 15.74 12.94 15.55 22.16 35.20 36.49 46.86
Lex-align 6.46 11.90 13.52 12.92 15.66 20.23 36.49 36.32 44.52
In-domain
1-gram 10.41 14.66 / 16.69 18.20 / 43.05 44.35 /
Lex-align 10.39 14.65 / 16.72 18.19 / 43.09 44.34 /
Table 6: Evaluation of term injection into SMT and NMT system (term injection methodology: inclus. = inclusive,
constr. = constraint, exclus. = exclusive).
passungen fu¨r erho¨hen . . . , respectively. This be-
haviour was not observed with the subword neu-
ral models, which provided translations without
determiners, e.g. offenlegung , ob darlehen . . . ,
finanzielle auswirkungen von a¨nderungen . . . or
anpassungen bei der erho¨hung. Furthermore, the
neural models were better adapted to the partic-
ular domain in comparison to the SMT adapted
models. As an example, the financial term eq-
uity (within issue of equity) and the medical term
orbita (within disorders of orbit) were wrongly
translated into their most dominant meaning, i.e.
andere ru¨cklagen frage der gerechtigkeit11 and
sto¨rungen der umlaufbahn,12 whereby the sub-
word neural models provided correct translations,
i.e. ausgabe von eigenkapital, andere ru¨cklagen
for the financial and sto¨rungen der orbita for the
medical domain.
5.3 External Knowledge Injection into
Machine Translation
In the final experiment, we compared the perfor-
mance when injecting external knowledge to the
11en. justice
12in the meaning of satellite orbit
SMT and NMT systems. To simulate the com-
mon scenario, we only use the models trained with
generic data only and inject in-domain ontology
labels13 and the Wikipedia titles as an external
knowledge into the translation process.
As mentioned in Section 3.3, we give a proba-
bility of 1 to all translation candidates. In the sec-
ond setting, we adapt the probability depending on
the cosine similarity between the vocabulary of the
ontology and the vocabulary of the Wikipedia ab-
stracts associated with the Wikipedia titles. We
learned from Table 6 that the adapted probabil-
ity (Wiki vocab. / adapted prob.) shows minor
improvements over the non-adapted probabilities.
This demonstrates that adding all Wikipedia en-
tries as an external resource does not improve the
translation performance. A similar observation
was observed in Srivastava et al. (2017), where the
authors also used Wikipedia entries with a similar
outcome. In detail, the performance drops from
6.39 to 5.03 for the ICD ontology labels, with sim-
ilar results for the IFRS ontology (10.54 vs 10.51).
Focusing on the Wikipedia evaluation dataset, the
13For the knowledge injection, we used the labels from the
development set, which was not used for adjusting the trans-
lation models in this experiment.
Vocabulary Entire Terms
English German English Term German Term English+German Terms
ICD 80.27 37.46 4.59 3.38 2.51
IFRS 77.89 28.21 0.40 0.20 0.10
WIkipedia 68.28 55.86 0.09 0.11 0.00
Table 7: Vocabulary overlap (in %) between the ICD, IFRS and Wikipedia titles and the external knowledge
injection with Wikipedia entries.
similar vocabulary helps to outperform the generic
model without the external knowledge (42.84 vs
12.49). Additionally, we used the development
set of each ontology as an external resource and
injected the in-domain translation candidates into
the translation process of the generic model. Com-
pared to the usage of Wikipedia as the external re-
source, we observe an increase of 3 BLEU points
for the ICD dataset (8.05), and almost 20 for
the IFRS dataset (29.69). Focusing on Wikipedia
knowledge injection into a generic neural transla-
tion model, the unigram replacement method (un-
igram rep. in Table 6) shows best performance for
the ICD andWikipedia evaluation set, whereby the
lexical alignment (lex. alignment), where the pro-
vided word is chosen based on the closest source
word embedding vector, shows best results for
the IFRS ontology labels. When using in-domain
knowledge as an external resource, the translation
quality of the ontology labels improves over the
Wikipedia injected knowledge, with almost iden-
tical performance between unigram replacement
and lexical alignment. Compared to the SMT per-
formance on injecting an external resource, we
gained translation improvement for the ICD ontol-
ogy labels (10.41 vs. 8.05) but observed a signifi-
cant drop in terms of BLEU for the IFRS ontology
labels (14.66 vs. 29.69).
Due to the minimal translation improvement
while adding Wikipedia entries as external knowl-
edge, we explored the vocabulary overlap between
the evaluation sets and the vocabulary of the in-
jected knowledge (Table 7). Although there is a
larger vocabulary overlap between the resources
in English and German language independently,
only a small overlap exists if the entire term, ei-
ther in English or in German, is considered. Fi-
nally, when considering the English and German
terms as a single unit, only 23 terms documented
in the ICD ontology were identified in the injected
external knowledge, e.g. dystonia - dystonie, peri-
tonsillar abscess - peritonsillarabszess or cerebral
palsy - infantile zerebralparese. For the IFRS on-
tology, only one term pair was identified, i.e. de-
preciation - abschreibung. This outcome showed
the differences between the precise and highly-
specific vocabulary and translation pairs in the
medical and financial domain compared to the the
Wikipedia entries, which are written collabora-
tively by largely anonymous volunteers.
6 Conclusion
This work presents a performance comparison be-
tween SMT and NMT when translating highly
domain-specific expressions, such as medical or
financial terminological expressions, as docu-
mented in the ICD and IFRS ontologies. Fur-
thermore, we performed experiments on translat-
ing Wikipedia titles, which can be domain-specific
as well as generic expressions. We showed that
the Wikipedia resource can be beneficial in the
translation approach, but due to the lexical ambi-
guity of the Wikipedia titles, the translation can-
didates have to be ranked or filtered accordingly
to the targeted domain. We also demonstrated
that domain adaptation with only terminological
expressions significantly improves the translation
quality, which is specifically evident if an exist-
ing generic neural network is retrained with a lim-
ited vocabulary of the targeted domain. Our fu-
ture work further focuses on quality assurance
of the domain-specific expressions and the injec-
tion of multi-word terminological expressions into
the NMT system to improve the translation of
domain-specific vocabulary stored in semantically
structured resources.
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