INTRODUCTION
It is well-knowm that any matrix may be brought into the Jordan canonical form by a similarity transformation [1] . There are several methods available to compute the eigenvectors of a matrix when the eigenvalues are distinct [2] [3] . Some of these could be used to compute the eigenvectors for matrices with multiple roots. In Varah's method [4] multiple eigenvalues are handled by perturbing the multiple eigenvalue to produce distinct eigenvalues. Eberlin and Boothroyd [5] also compute eigenvectors for multiple eigenvalues. However, none of these methods generate the basis vectors necessary to transform the given matrix into it's Jordan canonical form. Chen [6] has suggested a procedure for computing the Jordan canonical form. Here, a simple and efficient algorithm, based on the notion of a generalized eigenvector, and using Gauss elimination techniques is given to compute the Jordan form of an nxn matrix.
BACKGROUIND
Given the nxn matrix A, we want to find the matrix T such that T-1 AT is a Jordan matrix J. Let (A 1 ,A 2 , ---, Am) be the eigenvalues of A with multi- 
The similar11
The similarity AT = TJ (4) i.e.
Then, the eigenvectors of Ar satisfy the relation
Given an eigenvector of Ar the corresponding generalized eigenvectors satisfy the recursive relationship
The solution of equations (5) and (6) yields the transformation matrix T.
COMPUTATION OF THE EIGENVECTORS:
Let A = (A -ArI). We can choose non-singular matrices Pr and Qr such that PrAQr = Ur, where, U r has the form u11 A12 U r r 0 } a rows
Here U 1 1 is an (n-ar)x(n-ar) upper triangular matrix with 1U 1 1 1 # 0 and A12 is an (n-a )xa matrix. Given (A-ArI), Pr, Qr and Ur can be obtained by Gauss elimination with full pivoting [7] . The ar eigenvectors corresponding to the eigenvalue Ar are obtained by solving the equation
using a back substitution scheme employing a independent selections of the last ar components of t. Full pivoting guarantees that this will result in ar linearly independent solutions which become the ar independent eigenvectors corresponding to Ar. Substitution of these eigenvectors in equation (6) 6. Repeat step 2 thru 5 for r = 1, 2, ..., m. to obtain all the basis vectors and hence the matrix T.
7. Obtain the Jordan canonical form from J = T AT. Note that J need not be calculated directly since the block structure of (1) is determined by the number of generalized eigenvectors that are generated for each eigenvector.
Computational Discussion:
The computation of the eigenvectors and the generalized eigenvectors depend on the accuracy with which the eigenvalues of A are computed. Francis' [8] algorithm is suggested for computing the eigenvalues. When the eigenvalues are approximate the calculation of the eigenvector can be refined as suggested by Wilkinson [9] .
The algorithm suggested in this paper results in a large reduction in the amount of computation necessary to obtain the Jordan canonical form.
The number of computations necessary for an n order system with m distinct eigenvalues is shown in Table 1 .
Total elimination for m eigenvalues
Back substitution
Total for n back substitution
To construct a right hand side
A similar analysis of Chen's algorithm [6] shows that the number of computations are of the order 0( 4). Thus the algorithm suggested here results in at least a fivefold saving in the number of computations. The method does not require the evaluation of the rank of matrices of powers of (A-rI) as in Chen's method.
Examples:
The algorithm is applied to find the eigenvectors and the Jordan canonical form of two different matrices.
A. Fourth order matrix:
This matrix is taken from Eberlin and Boothroyd [5] . 
B. System matrix of Boeing Helicopter
The following 8x8 matrix arises in the design of a helicopter stabilization system using Pole-placement theory [10] . The execution time using a WATFIV compiler was 8.69 secs.
21.857493
Flowchart and Computer Program:
These are given in Appendix A and Appendix B, respectively.
Conclusion:
A method has been outlined to find the basis vectors to transform a given nxn matrix to its Jordan canonical form. The method is simple and efficient. It does not require the evaluation of the rank of matrices of powers of (A-XiI) as in Chen's method [6] . There is at least a fivefold reduction in the number of computations. Two examples are given to illustrate the method. A N.EnDJOING .
.
