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Introduction
Sharing can be utilized to secure an image for storage and transmission. Usually, a sharing method shares an important image among several extremely noisy images called shadows or shares. By combining these shadows, one can reconstruct the image later. Several works have extended this fundamental concept. 1, 2 . Examples include reduction of memory cost for shadows, 3 fast decoding and small pixel expansion rate, 4 and extension of binary visual cryptography ͑VC͒ to grayscale images. 5 Some other extensions are "application-oriented," such as user-friendly shadows 6, 7 for easier management of shadows, and progressive decoding 7, 8 of an image that is moderately sensitive but needs to be processed frequently. Among these methods, Thien and Lin 6 first introduced the idea of using user-friendly ͑visually recognizable͒ shadows, Jin et al. 8 developed a progressive technique for grayscale/ color images with three types of decryptions to enable recovery in varying qualities, and Fang 7 utilized user-friendly shadows and progressive decoding simultaneously.
From the viewpoint of shadow management, to classify or locate a shadow, attaching a name tag to each shadow in advance is needed if each shadow looks like random noise. ͑Most reported methods have this kinds of shadows.͒ Another method is to use visually identifiable shadows. These are also called user-friendly shadows ͑first mentioned in Ref. 6 and then in Ref. 7͒ , because their visually identifiable features ͑each shadow looks like a visual-qualityreduced version of a given image͒ make the job of managing shadows easier for the database manager.
Although Thien and Lin 6 first introduced the idea of using user friendly ͑visually recognizable͒ shadows, their method is not progressive, and the reconstruction by all shadows is not lossless. These two weaknesses will be avoided by our method. So far, only Fang's method 7 ͑which is lossless when all shadows are collected͒ simultaneously provides two application-convenient features: user-friendly shadows and progressive decoding. Unfortunately, its shadows are four times larger than the input image and thus are not economic in memory. To improve this, we propose here a novel progressive and user-friendly approach based on modulus operations. Better than Fang's method, 7 our method possesses extra advantages: nonexpansion of the shadow size and controllable quality of shadow images. Meanwhile, like Fang's method, our method has lossless recovery, when all n shadows are used, and the decoding complexity is O͑k͒ for the reconstruction using k shadows ͑k ഛ n͒.
The remaining portion of this paper is organized as follows. Section 2 briefly describes Fang's user-friendly progressive sharing method.
7 Section 3 presents the proposed method. Experimental results and some comparisons are shown in Sec. 4. Last, conclusions are given in Sec. 5.
Step 1. According to the two leftmost columns in Table  1 , expand every pixel O͑x , y͒ of the input binary image O to a 2ϫ 2 block at the corresponding position of the expanded image OЈ. ͓If O͑x , y͒ is white, then the corresponding 2 ϫ 2 block is randomly selected from the six possibilities listed in the lower part of column OЈ.͔ Step 2. For each 2 ϫ 2 block of the expanded image OЈ, by checking the pixel value at the corresponding position of a given stego-image T, Fang randomly selected one of the corresponding patterns listed in the rightmost column of Table 1 to create the 2 ϫ 2 sharing block at the corresponding position of the first shadow S 1 . Similar arguments created each of the remaining n −1 shadows.
Recovering phase. Assume that k shadows are collected. Then, each pixel j of the black-or-white image is reconstructed using the k sharing pixels at the same position j of the k shadows. The reconstruction rule is an OR-like operation: The reconstructed pixel is black iff at least one of the k sharing pixels is black.
Fang's method has two disadvantages: ͑1͒ The size of each shadow S i is four times larger than the input image O; and ͑2͒ the image quality ͓such as peak signal-to-noise ratio ͑PSNR͔͒ of shadows is not easy to control. We will improve these aspects.
Proposed Method
This section presents our user-friendly progressive sharing method based on modulus operations. The method generates n user-friendly shadows whose image quality ͑such as PSNR͒ is lower than the input image's quality; later, the input image can be reconstructed with progressively improved image quality after gathering k ͑2 ഛ k ഛ n͒ shadows. The description of the method is divided into three subsections. First, a fundamental ͑n , n͒ sharing version based on modulus operations is introduced in Sec. whose sizes are all the same as A. The n noisy shadows together can reconstruct each pixel of A by using one modulus operation and n − 1 addition. ͑In this paper, ϩ and Mod denote addition and modulus operations, respectively.͒ The sharing and recovering phases of the fundamental version are listed in the following. Sharing phase.
Step 1. Input a grayscale secret image A.
Step 2. Generate n − 1 random images B 1 , B 2 , ... ,B n−1 as shadows. Each is as large as A.
Step 3. Create the n'th shadow B n by
͑1͒
Step 4. Output the n noisy ͑nonfriendly͒ shadows B 1 , B 2 , ... ,B n .
Recovering phase. Retrieve A using the formula
Notably, both ϩ and Mod are pixel-by-pixel operations. This sharing scheme can also work for binary or color images by using 2͑ =2 1 ͒ and 16777216͑ =2 24 ͒, respectively, to replace the constant 256 in the two preceding formulas. An experiment using the grayscale image Lena as image A is shown in Fig. 2 , with ͑n , n͒ = ͑4,4͒. Step 1. Input an integer parameter m ͑2 ഛ m ഛ 256͒ and an 8-bit grayscale image A. Generate a smaller range image
A User
whose size is identical to A, but with pixel value less than m ͑rather than 256͒.
Step 2. Generate n − 1 "random" images B 1 Ј, ... ,B n−1 Ј whose sizes are all as large as A, but each pixel is a random value chosen from ͓0,1, ... ,͑m −1͔͒. Then create
Step 3. Output the n friendly shadows ͕B 1 , ... ,B n ͖ defined by
͑5͒
Recovering phase. Retrieve A by
In Eq. ͑6͒, it does not matter which one of B 1 , B 2 , ... ,B n is used as B i ; the result is the same. Also, if m = 256 is used in Eqs. ͑3͒-͑6͒, then this intermediate version is identical to the ͑n , n͒ sharing one in Sec. 3.1.
The User-Friendly and Progressive Version
The intermediate version ͑Sec 3.2͒ is still nonprogressive, although user-friendly. Section 3.3 extends the intermediate version to a progressive one. Because it is an extension of Sec. 3.2, the modulus-base notation m ͑2 ഛ m ഛ 256͒ is still used in this section. Sharing phase.
Step 1. Input an integer parameter m ͑2 ഛ m ഛ 256͒ and an 8-bit grayscale secret image A. ͑A can also be one of the three 8-bit color-components of a 24-bit color image.͒
Step 2. In a pixel-by-pixel manner, generate a smallerrange image
whose size is identical to A, but pixel value is at most m − 1, rather than 255.
Step 3. Generate n − 1 random images R 1 , R 2 , ... ,R n−1 . ͑Each image R i is as large as A, and each pixel of R i is 8-bit.͒
Step 4. Create n images B 1 Ј, B 2 Ј, ... ,B n Ј in a pixel-bypixel manner:
Here, 
͑8͒
Recovering phase. After gathering any k͑2 ഛ k ഛ n͒ shadows
which are a subset of the n shadows ͕B 1 , B 2 , ... ,B n ͖, retrieve A using the formula
͑9͒
Here, B i͑j͒ can be any one of B i͑1͒ , B i͑2͒ , ... ,B i͑k͒ . Lemma 1. In Eq. ͑9͒, any one of B i͑1͒ , B i͑2͒ , ... ,B i͑k͒ can be used as B i͑j͒ .
Proof. Equation ͑8͒ implies that
where the last identity is due to the fact that B i͑j͒ Ј Ͻ ͑AЈ +1͒ by step 4 earlier, and the range of AЈ is ͕0, ... ,m −1͖ by Eq. ͑7͒. We may thus say that
End of proof Lemma 2. In step 4 of the preceding sharing phase,
End of proof Lemma 3. When all n shadows are received-i.e., when k = n-then A can be recovered losslessly by Eq. ͑9͒. In other words,
͑Again, it does not matter which one of ͕B 1 , B 2 , ... ,B n ͖ is used as B i .͒ Proof. Here, we show why the recovery image Ã becomes the original image A when k = n. Since k = n, Eqs. ͑9͒, ͑12͒, and ͑13͒ imply that
Step 4 implies that each pixel of B 1 Ј, B 2 Ј, ... ,B n Ј is nonnegative because each pixel is created by a modulus function. Moreover, in step 4, the pixel values of AЈ are distributed randomly among B 1 Ј, B 2 Ј, ... ,B n Ј, and Eq. ͑13͒ reads
in whichall pixel values are nonnegative. So to estimate the image quality ͑PSNR͒ of shadows B 1 , B 2 , ... ,B n , we may start from the rough estimation
Now, the root-mean-square error ͑RMSE͒ for each B i ͑1 ഛ i ഛ n͒, as compared with the input image A, is defined as
Here, A͑t͒ is a pixel value in A, and B i ͑t͒ is in B i . By Eq. ͑8͒, RMSE͑B i ͒ is evaluated as
, which can be reduced as
by Eq. ͑15͒. Because ͑n −1͒ / n is a given constant due to the known value of n, the preceding rough estimation of RMSE͑B i ͒ can be rewritten as which is the probabilistic average value considering the fact that AЈ͑t͒ ͕0,1, ... ,͑m −1͖͒. Therefore, we have
Then, we can get the rough estimation 
. ͑19͒
Some experimental results of PSNR͑B i ͒ are shown in Table  2 , which uses the five images in Fig. 2͑a͒ and Fig. 3 . From Table 2 The PSNR of shadows when n = 4 shadows were generated for each image. Fig. 3 The other four images ͕Jet, Monkey, Pepper, Boat͖ used in Table 2 . 4 ͖ also have similar PSNR values. In the recovering phase, when more shadows are gathered ͑k becomes larger͒, the reconstructed image then has higher image quality. In particular, when all n shadows are gathered, then k = n, and the reconstructed image A is error-free due to Lemma 3. In summary, the proposed version has a progressive decoding feature, and it uses only one subtraction, two modulus operations, and k additions to reconstruct a gray value from pixels of k available shadows.
The ϩ, Ϫ, and Mod in this section are all byte-by-byte operations among gray values. Hence, if the input image is color ͑24 bits per pixel͒, then A must be first decomposed into three components ͑A R , A G , and A B ͒ of 8 bits each. Then the preceding sharing process is implemented for each component to generate n shadows. Then, for each index i =1, ... ,n, the three corresponding shadows B i R , B i G , and B i B are combined to get final shadow B i .
Comparison with Fang's Method and a Stego Version of Our Method

Comparison with Fang's method
Comparing to Fang's method 7 reviewed in Sec. 2, which is also user-friendly and progressive, our method in Sec. 3.3 has two more advantages:
• The size of each of our shadows in B 1 , B 2 , ... ,B n is the same as A ͑not expanded͒. • Our shadows' image quality PSNR͑B i ͒ can be roughly controlled by the base parameter m of modulus operations ͑2 ഛ m ഛ 256 is an integer͒. Just estimate m by
is derived from Eq. ͑19͒, an estimation tool whose validity is checked in Table 2 .
Stego version of our method
In Fang's method, 7 each shadow is hidden using a cover image T ͑also known as a host image͒ so that all shadows ͑called stego-shadows͒ look like T. Our method in Sec. 3.3 can also be modified to have a stego version by using stego-shadows smaller in size than Fang's. Our stego version is as follows. Sharing phase.
Step 1. Input an integer parameter m ͑2 ഛ m ഛ 64 in stego version, but 16ഛ m ഛ 64 is suggested to avoid large per͒; input an 8-bit grayscale cover image T whose size ͑w ϫ h͒ is also the size of the 8-bit grayscale secret image A. final shadows B 1 , B 2 , B 3 , B 4 ͓RMSE= 109.13 and PSNR= 7.37 for ͑a͒ to ͑d͔͒͒; ͑e͒ to ͑g͒ are the recovered Lena images ͓RMSE= 80.22 and PSNR= 10.04 for ͑e͒; RMSE= 49.75 and PSNR= 14.20 for ͑f͒; lossless for ͑g͔͒ using ͑re-spectively͒ any two, any three, and all four final shadows. B 1 , B 2 , B 3 , B 4 ͓RMSE= 28.54 and PSNR= 19.02 for ͑a͒ to ͑d͔͒; ͑e͒ to ͑g͒ are the recovered Lena images ͓RMSE= 21.07 and PSNR= 21.66 for ͑e͒; RMSE= 13.10 and PSNR= 25.79 for ͑f͒; lossless for ͑g͔͒ using ͑re-spectively͒ any two, any three, and all four final shadows. final shadows B 1 , B 2 , B 3 , B 4 ͓RMSE= 7.01 and PSNR= 31.21 for ͑a͒ to ͑d͔͒; ͑e͒ to ͑g͒ are the recovered Lena images ͓RMSE= 5.21 and PSNR= 33.79 for ͑e͒;
Step 2. Let sz =8/ log 2 m . Use pixels duplication to expand T to a larger image TЈ whose size is ͑ ͱ sz ϫ w͒ ϫ ͑ ͱ sz ϫ h͒.
͑21͒
Step 3. Generate n − 1 random images R 1 , R 2 , ... ,R n−1 ͑Each image R i is as large as A, and each pixel of R i is 8-bit.͒
Step 4. Create n images B 1 Ј, B 2 Ј, ... ,B n Ј according to step 4 of the sharing phase in Sec. 3.3, except that here we use A to replace the role of AЈ in all formulas there.
Step 5. Use a random key r to create an order to permute all pixels in B 1 Ј. Each of the remaining n − 1 images B 2 Ј, ... ,B n Ј is also permuted using the random key r.
Then use Shamir's ͑2,n͒͒-threshold sharing method 1 to share the key r among n created numbers r 1 , r 2 , ... ,r n .
Then, store r i in B i Ј for each i =1, ... ,n.
Step 6. Treat each grayscale image B i Ј ͑1 ഛ i ഛ n͒ as a bit stream ͑i.e., a very big binary integer͒, then partition each B i Ј to ͑ ͱ sz ϫ w͒ ϫ ͑ ͱ sz ϫ h͒ smaller range numbers where the round operator rounds its argument to the nearest integer. Add ͑subtract͒ m to ͑from͒ the result of Eq. ͑22͒ if B i ͑t͒ Ͻ 0 or Ͼ255.
Step 7. Output n stego-shadows B 1 , B 2 , ... ,B n whose sizes are all identical to TЈ. Recovering phase.
Step 1. After gathering any k ͑2 ഛ k ഛ n͒ shadows ͕B i͑1͒ , B i͑2͒ , ... ,B i͑k͒ ͖ ʚ ͕B 1 , B 2 , ... ,B n ͖, where 1 ഛ i͑j͒ ഛ n for each j =1, ... ,k, retrieve all ͑sz ϫ w ϫ h͒ smaller range numbers B i͑j͒ Ј ͑t͒ in each stego-image B i͑j͒ by the dehiding formula:
B i͑j͒ Ј ͑t͒ = ͓B i͑j͒ ͑t͔͒ Mod m for t = 0, ... ,͑sz ϫ w ϫ h͒ − 1.
͑23͒
Step 2. Combine the ͑sz ϫ w ϫ h͒ smaller range numbers B i͑j͒ Ј ͑t͒ to retrieve each B i͑j͒ Ј as an 8-bit grayscale image of w ϫ h pixels.
Step 3. Recover the random key r by inverse sharing. Then use the key r to restore the original pixels' order in
Step 4. Last, retrieve A in pixel-by-pixel manner by the formula Fig. 7 An example of the ͑n =4͒ case using m = 32 in the stego version ͑Sec. 3.4.2͒. Here, ͑a͒ to ͑d͒ are the final stego-shadows B 1 , B 2 , B 3 , and B 4 ; ͑e͒ to ͑g͒ are the progressively recovered Lena images using, respectively, "any" two, "any" three, and all four final shadows. PSNR= 26.66 for ͑a͒ to ͑d͒; PSNR= 10.04 for ͑e͒; PSNR = 14.21 for ͑f͒; and ͑g͒ is lossless. Fig. 8 Comparing the stego-shadows in two stego methods for the ͑n =4͒ case. The hidden image is Lena ͓Fig. 2͑a͔͒, and the host image is Jet ͓Fig. 3͑a͔͒. Here, ͑a͒ is one of the four stego-shadows with PSNR= 26.66 dB in our stego version ͑when m =32͒; ͑b͒ is one of the four stego-shadows with PSNR= 31.26 dB in our stego version ͑when m =16͒; ͑c͒ is one of the four stego-shadows with PSNR= 10.02 in Fang's method ͑Sec. 2͒. Note that our stego size is only 1.6 times ͓in ͑a͔͒ or 2 times ͓in ͑b͔͒ larger than the original Jet image's size, whereas Fang's stego size is 4 times larger than original Jet.
͑24͒
In our preceding stego version, the final stego-shadows B 1 , B 2 , ... ,B n are sz =8/ log 2 m times larger than the input secret image A. So the pixel expansion rate is per =8/ log 2 m ഛ 8 / 4 = 2 if we set the parameter m ജ 16. An example using m = 32 is shown in Fig. 7 , where the Jet images are stego-shadows utilized to cover ͑and progressively recover͒ the important image Lena. In this example ͑m =32͒, our stego version's pixel expansion rate is per =8/ 5 = 1.6, better than Fang's per=4 ͓shown in Fig. 8͑c͔͒ . Moreover, our shadows' image quality is also better than quadruple-size stego-shadows has PSNR= 10.02 dB only ͓see Fig. 8͑c͔͒ . Our stego version is still progressive in decoding, lossless when all n shadows are collected, and has small decoding complexity O͑k͒ when k of the n shadows are used in decoding.
Experimental Results and Some Comparisons 4.1 Experimental Results
In the proposed method in Sec. 3.3, the input image A is the grayscale image Lena in Fig. 2͑a͒ . Figure 4 shows the experimental result for the ͑n =4͒ case when m = 256. The image A can be roughly seen in any of the four generated user-friendly shadows shown in Figs. 4͑a͒-4͑d͒ . In Figs. 4͑e͒-4͑g͒, when more shadows are available in retrieval, the recovered image has better quality.
Other experiments using m = 64 and m = 16 for ͑n =4͒ case are shown in Figs. 5 and 6 , respectively. The shadows in Fig. 6 have higher PSNR than those in Figs. 4 and 5 due to the use of a smaller m value. This is according to Eq. ͑19͒, where we have 
Comparisons
Our method provides at least two convenient features: it is user-friendly and progressive. We can compare our method with other image-sharing researches. [3] [4] [5] [6] [7] [8] Table 3 compares in three aspects: computational complexity to reconstruct a pixel; memory space of a shadow ͑represented by pixel expansion rate ͓per͔, as compared to the size of input image͒; and image quality of the image recovered by all n shadows. Table 3 shows that in our method: ͑1͒ each pixel can be reconstructed by k shadows using about k operations; ͑2͒ the size of each shadow is not expanded ͑per =1͒ for the nonstego version; and ͑3͒ the recovery by all n shadows is lossless. Although our per or computational complexity is in the middle rank rather than the best, note that in Table 3 , only Refs. 6 and 7 and ours are userfriendly ͑provide visually recognizable shadows͒. In these three user-friendly approaches, Ref. 7 is four times expanded in shadow size, whereas Ref. 6 is neither progressive nor lossless in recovery. As for Refs. 3-5, they are neither progressive nor user-friendly.
To compare with Fang's further, we provide the stego version in Sec 3.4.2, in which the pixel expansion rate ͑per͒ is 1.33ഛ per=8/ log 2 m ഛ 2 when 64ജ m ജ 16. For example, per= 1.6 when m = 32. These per values are still better than Fang's per=4. ͑Hence, regardless of whether the stego version is used, our per is better than Fang's.͒ Moreover, our stego-shadow's image quality is also better than Fang's. ͑See Fig. 8 ; our Jet stego-shadows are with PSNR = 26.66 dB for m = 32 and 31.26 dB for m = 16, both better than Fang's 10.02 dB.͒
Conclusion
In this paper, based on modulus operations, we successfully designed a novel image sharing method with user-friendly shadows and progressive decoding. According to the experimental results and comparisons in Sec. 4, in addition to being user-friendly, and progressive, each pixel is reconstructed by k shadows quickly with about k operations, and the recovery is lossless after collecting all n shadows. The proposed method also provides following features: the nonstego-shadows' image quality can be controlled by the parameter value m using Eq. ͑20͒; each shadow is not expanded in the non-stego version ͑Sec. 3.3͒ and is only 1.33ഛ per=8/ log 2 m ഛ 1.6 times larger than the original secret image if we restrict 64ജ m ജ 32 in the stego version ͑Sec. 3.4.2͒; and the stego-shadows have quality much better than Fang's shadows ͑Fig. 8͒.
