Neuronal population oscillations at a variety of frequencies can be readily seen in electroencephalographic (EEG) as well as local field potential recordings in many different species. Although these brain rhythms have been studied for many years, the methods for identifying discrete oscillatory epochs are still widely variable across studies. The ''better oscillation detection'' (BOSC) method applies standardized criteria to detect runs of ''true'' oscillatory activity and rejects transient events that do not reflect actual rhythms. It does so by estimating the background spectrum of the actual signal to derive detection criteria that include both power and duration thresholds. This method has not yet been applied to nonhuman data. Here, we test the BOSC method on two important rat hippocampal oscillatory signals, the theta rhythm and slow oscillation (SO), two large amplitude and mutually exclusive states. The BOSC method detected both the relatively sustained theta rhythm and the relatively transient SO apparent under urethane anesthesia and was relatively resilient to spectral features that changed across states, complementing previous findings for human EEG. Detection of oscillatory activity using the BOSC method (but not more traditional Fourier transform-based power analysis) corresponded well with human expert ratings. Moreover, for near-continuous theta, BOSC proved useful for detecting discrete disruptions that were associated with sudden and large amplitude phase shifts of the ongoing rhythm. Thus, the BOSC method accurately extracts oscillatory and nonoscillatory episodes from field potential recordings and produces systematic, objective, and consistent results-not only across frequencies, brain regions, tasks, and waking states, as shown previously, but also across species and for both sustained and transient rhythms. Thus, the BOSC method will facilitate more direct comparisons of oscillatory brain activity across all types of experimental paradigms. V
INTRODUCTION
Neuronal oscillations arise from the intrinsic properties of neurons and their functional network interactions. Population oscillations at diverse frequencies can be readily seen in electroencephalographic (EEG) as well as local field potential (LFP) recordings in many different species and have been shown to correlate with ongoing behavior and with the processing of stimuli in the immediate environment in addition to both online and offline mnemonic functions (Berger, 1929; Vanderwolf, 1969; Worden et al., 2000; Bland and Oddie, 2001; Caplan et al., 2001; Buzsaki and Draguhn, 2004; Klimesch et al., 2007; Marshall and Born, 2007; Freunberger et al., 2009; Dickson, 2010) . Although oscillations have been studied for many years (Berger, 1929) , identifying discrete oscillatory epochs in EEG traces is still quite variable across studies (van Vugt et al., 2007) . A major challenge for the majority of current methods is that they are sensitive not only to oscillations but also to sharp transient potentials (either spontaneous or event-related) that are nonoscillatory, as well as artifacts caused by eye movements and static discharges. Another problem is that criteria for oscillation detection require dynamic adjustments across frequency due to the colored-noise background spectrum of field potentials wherein low-frequency components tend to have higher amplitudes than highfrequency components (Schlesinger and West, 1988; Caplan et al., 2001; Buzsaki and Draguhn, 2004) . These problems make a systematic study of brain oscillations difficult both within and across different brain states (much less within and across different species), because threshold and statistical criteria tend to vary methodologically as do the background properties of signals.
With these pitfalls in mind, Caplan et al., (2001) designed the ''better oscillation detection'' (BOSC) method. The method calculates a power threshold that is derived from an estimate of the local background spectrum and a duration threshold that is scaled to each specific frequency (Fig. 1 ). This method detects only segments of recorded activity that meet these rigorous criteria and rejects transient events that are not oscillatory but that can create spectral peaks or changes in power that can be erroneously interpreted as rhythmic activity. These properties make BOSC a principled and objective method that could place different studies on the same footing and reduce researcher subjectivity.
At present, the BOSC method has only been applied to detect sporadic oscillations in awake, behaving humans (Caplan et al., 2001; Caplan et al., 2003; Ekstrom et al., 2005; Caplan and Glaholt, 2007; Watrous et al., 2011; Whitten et al., 2011) and during sleep (Marzano et al., 2011) . Ideally this method would also be useful for LFP recordings obtained from nonhuman animals, especially rats, the chief subjects used to study hippocampal rhythms, both within and across brain state changes such as those that occur during ongoing behaviour, sleep, and also under anesthesia. Hippocampal state alternations are associated with both sporadic and continuous trains of oscillatory activity including theta, ripples, and the slow oscillation (SO; Bland, 1986; Chrobak et al., 2000; Buzsaki, 2002; Wolansky et al., 2006; Clement et al., 2008) , and these activities are thought to play important roles in both online and offline memory processing (Buzsaki, 1989; Hasselmo, 2005; Dickson, 2010) . However, it is unclear how BOSC would perform for the detection of different types of state-dependent activity, especially when state changes occur within the data segment being analyzed. This is an important question, because one of the hallmark features of a state change is an alteration of the overall shape of the power spectrum. If this reflects a change in the background colored-noise power spectrum, the estimate of the background spectrum that the BOSC method relies on may be skewed, and this could undermine its effectiveness in oscillation detection.
To evaluate the robustness of the BOSC method for both continuous and sporadic oscillatory activity across state changes, we tested it on LFPs recorded from the hippocampus of urethane-anesthetized rats. These recordings demonstrate both continuous (theta) and sporadic (SO) rhythmic activity in addition to spontaneous state alternations (Wolansky et al., 2006; Clement et al., 2008) . This allowed us to test the ability of the method for both types of activity based on background samples within and across states and to validate detections with those made by human experts using more conventional (but still qualitative) analyses. Schematic depiction of the BOSC oscillatory episode detection method. A power threshold (P T ) must be exceeded for a minimum duration of time (i.e., number of cycles), designated by a duration threshold (D T ). A: A hypothetical example raw trace that exceeds both of these thresholds, and would be counted as oscillatory. B: A hypothetical example of a raw trace that exceeds the duration threshold, but fails to exceed the power threshold, and would thus not be labeled as oscillatory. C: A hypothetical example of a raw trace that exceeds the power threshold, but fails to exceed the duration threshold, and would thus not be labeled as oscillatory.
Both thresholds are scaled to the frequency of interest. D T is a fixed number of cycles, most commonly set to 3. D: A hypothetical example of a power spectrum with a peak potentially reflecting theta oscillations (gray), and the modeling of the background spectrum with a linear regression (black). E: A hypothetical probability distribution function of power values at frequency f* can be fit by a v 2 (2) distribution (see text), which is used to determine the power threshold (P T ) for oscillation detection, in this case based on the 95th percentile of the v 2 (2) distribution. This figure has been modified from Figure 1 of Whitten et al. (2011) .
METHODS

Hippocampal Recordings
Hippocampal LFPs were recorded as previously described and published (Wolansky et al., 2006) . In brief, monopolar Teflon-coated stainless-steel electrodes (bare diameter 125 lm, A-M systems) were targeted to the hippocampal fissure of the dorsal hippocampus of urethane-anesthetized rats (coordinates from Bregma: AP: 23.3, ML: 62.0, DV: 22.8 to 23.3 mm). A representative placement is shown in Figure 2A . Recordings (referenced to the stereotaxic apparatus) were amplified at a gain of 1,000, bandpass filtered from 0.1 to 500 Hz (Model 1700 amplifier: A-M systems), and digitized at 1 kHz (Digidata-Axon Instruments). As we have previously shown (Wolansky et al., 2006; Clement et al., 2008) these recordings demonstrate spontaneous state alternations between activated (theta activity), transition (large amplitude irregular activity, LIA), and deactivated (LIA 1 SO) states which we could characterize by the observation of the raw traces ( Fig. 2A) , via Fourier-transform-based spectral methods (Fig. 2B) , and by autocorrelation analysis (Fig. 2C ).
Fourier Peak Power Analysis of LFPs
In our previous work, state changes were characterized by extracting and comparing power values at specific bandwidths across epochs using traditional Fourier spectrographic analysis. Specifically, power spectral density estimates were computed on sliding windows of the LFP data using a modified version of Welch's periodogram method implemented in Matlab (versions 5 or 7: Mathworks, Natick, MA; Clement et al., 2008; Schall et al., 2008) . In the bottom panels of Figure 2 , the spectral power in the theta (3-4 Hz) and SO (0.5-1.5 Hz) bandwidths are shown in panel E for a windowed analysis of the LFP traces shown in panel D. These windows were 3 s in length with a 1/3rd overlap (1 s). To classify states and their transitions, the distribution of the ratios of logged power values of SO to theta bandwidths was evaluated across time. Values lying in the trough between bimodal peaks of this distribution were used as a threshold for state changes; values above this threshold were considered SO, and values below were considered non-SO. A similar analysis using the ratio of theta over SO power was used to distinguish theta and not-theta states. Time periods between these two states that were classified as not-theta and not-SO were labeled LIA.
The BOSC Method
For all computations, a continuous wavelet transform using a Morlet wavelet with width 5 6 was performed on the data. The Morlet wavelet is commonly used for the analysis of human EEG because of its sinusoidal shape and tapering ends. The success of wavelet-based EEG analysis may be attributed to the similarity of the wavelet to the target signal (Schiff et al., 1994) . Data analysis was performed using MATLAB 7.6 (see supplementary materials of the work by Whitten et al., 2011) . Frequencies were sampled logarithmically from 0.71-76.1 Hz, in 28 frequency steps. Wavelet power spectra, Power (f ), were then fit with a linear regression in log-log coordinates to estimate the colored-noise background spectrum (Fig. 1D) . A power threshold, P T , for each frequency was calculated as the 95th percentile of the theoretical v 2 (2) distribution of wavelet power values (Fig. 1E ), assuming the mean background spectrum estimated by the linear regression would be the mean of the corresponding v 2 (2) distribution at a given frequency FIGURE 2. Spontaneous hippocampal LFP waveforms and their transforms as recorded in the urethane-anesthetized rat. A: Example traces of each of the three hippocampal states: (1) Theta, (2) large amplitude irregular activity (LIA), and (3) the slow oscillation (SO). Only theta and the SO show oscillatory components. The inset shows the location of a typical recording site in a photomicrograph of the dorsal hippocampus in a coronal section of rat brain. The circular lesion at the hippocampal fissure (white arrow) was made by passing DC current through the electrode tip following the experiment. Each state is also represented in spectral (B) and autocorrelation (C) plots taken from the examples shown in (A). D: A long duration LFP trace from which each trace in A was taken (see numerals corresponding to panel numbers in A). E: Peak power in both theta and SO bandwidths was extracted from the signal shown in D and plotted on the same time scale. Based on the ratio of the extracted power values, theta, LIA, and SO states could be separated as denoted. (Caplan et al., 2001; Whitten et al., 2011) . The reason the distribution of squared wavelet coefficients is expected to have the form v 2 (2) is that raw LFP signal is approximately Gaussiandistributed; power, the square of the wavelet coefficient, is therefore v 2 -distributed (Percival and Walden, 1993) . As wavelet coefficients are complex, each wavelet power value is the sum of two squared Gaussian-distributed values (Pythagoras' theorem), one for the real and one for the imaginary part, resulting in a v 2 with df 5 2. Figures 3 and 4 show the theoretical v 2 (2) plotted over the observed probability distribution functions of wavelet power. For frequencies that are expected to be oscillatory within a given state (Figs. 3D and 4B), the estimated distribution deviates considerably from the observed distribution, especially due to a surplus of high power values. For other (nonrhythmic) frequencies (other panels in Figs. 3 and 4), the expected distributions fit the observed distributions well.
Power values exceeding the power threshold were then subjected to the duration threshold D T 5 3 cycles. The duration threshold criterion is that P T must be exceeded for a minimum of D T cycles (D T /f at a frequency of interest, f ). Oscillatory epochs were thus considered ''detected'' when both thresholds were met (Fig. 1A when compared with 1B and 1C) . Note that in the continuous wavelet transform there is considerable overlap between successive wavelet-power values. The degrees of freedom for this evaluation can be computed (i.e., Plett, 2000) and for the example of a 4-Hz rhythm meeting the minimum D T of three cycles, the independent degrees of freedom are 2.7. Thus, although the P T sets the initial level of conservatism, D T makes detection slightly more conservative due to the reduced probability that P T could be exceeded for D T cycles.
To assess the performance of the BOSC method and its sensitivity (or resilience) to state changes, signals were analyzed based on background spectrum estimates that used data either from within state or aggregating between states. This tested the influence of state on the tuning of the P T (f ), which could potentially undermine the robustness of the method to detect oscillations consistently despite state changes, which in a realistic research setting, could quite plausibly be unknown.
Comparison of Analysis Methods
To assess the performance of the Fourier peak power analysis (FPPA) and BOSC methods, we computed the Pearson correlation for the results of the classifications across different methods, including those made by human raters. We focused on SO, because we have previously determined that this activity is more difficult to classify because of its sporadic nature (Wolansky et al., 2006) . FPPA and BOSC methods were compared with each other and were each compared with ratings completed by a panel of expert raters (authors AMH, TAW, and CTD). As the initial implementation of FPPA was very poorly correlated with both BOSC and our raters we devised a more conservative version that required at least two adjacent windows (just prior and subsequent) to reach threshold in order for the middle window to be classified as oscillatory.
Each rater evaluated windowed signals from deactivated periods that had been previously analyzed by either the FPPA or BOSC technique. These windowed and band-pass filtered (between 0.5 and 1.5 Hz) signals were displayed in a randomized order, along with upper and lower limits, which were calculated at two times the root mean square (RMS) of the filtered signal across the entire epoch. As well, displayed alongside the traces were (1) the autocorrelation of the windowed signal superimposed on an autocorrelation of a 1-Hz sine wave and (2) the power spectral density of the raw, unfiltered signal along with the upper and lower confidence limits for the entire epoch. For each window, reviewers applied their expertise to rate windows as either oscillatory or not at 1 Hz. Figure 2 and as described previously (Wolansky et al., 2006; Clement et al., 2008) , the LFP of the rat hippocampus under urethane-anesthesia showed spontaneous state alternations between activated and deactivated patterns. The activated pattern consisted of an almost continuous 3-4 Hz rhythm (theta), whereas the deactivated pattern was characterized by a broadband irregular signal with higher power at low frequencies (LIA). Also apparent during the deactivated pattern were discrete epochs of sporadic large amplitude 1 Hz oscillatory activity (SO). These three types of activity could be differentiated based on their raw waveforms, spectra, and autocorrelation functions as shown in Figures 2A-C .
RESULTS
As shown in
By extracting power from the Fourier-transform-based spectrographic analysis of signals in both the theta (3-4 Hz) and SO (1 Hz) bandwidths and plotting these values as a function of time we could evaluate state changes systematically. Theta power was high during activated states and low during deactivated, whereas SO power showed the opposite pattern. In this, and previous work, we used the power in either peak bandwidth (and/or the ratio) to characterize theta versus SO states. The gross separation of states using this FPPA method is shown in Figure 2E .
The BOSC Method for Detecting Hippocampal Theta
Given that the BOSC method has only been used to extract sporadic episodes of oscillatory activity from a recording, we first assessed the ability of this method to detect the 3-4 Hz theta rhythm during the activated state. As shown in Figures  5B ; C-F, nearly continuous oscillatory theta (4 Hz) activity was extracted from the activated state. There were some transient breaks observed during the activated state, and a few epochs of 4 Hz activity were detected during the deactivated state as well. Although the linear regression fit differently depending on which signal was used to estimate the background spectrum (Fig. 5A) , especially at the lower frequencies, the detection of 4 Hz oscillations was nonetheless very similar except when the Probability distributions of power values for activated states. For all panels, bars represent the empirical probability distribution function of power values from the signal used to estimate the background spectrum in 25 equally spaced bins for the a given frequency. The thin curve represents the theoretical v 2 (2) probability distribution function based on the estimated mean power at the same frequency, derived from the linear-regression fit obtained from the activated state. Vertical lines represent the 90th, 95th, and 99th percentile thresholds (left to right). Note that for theta frequencies (most prominently at 4 Hz), a great proportion of the power values are far beyond the range plotted here; those are summed in the rightmost bin. At theta frequencies, the distributions deviate substantially from the expected v 2 (2) but at other frequencies, the fit is reasonable, in line with the assumptions of the BOSC method. (2) probability distribution function based on the estimated mean power at the same frequency, derived from the linear-regression fit obtained from the deactivated state. Vertical lines represent the 90th, 95th, and 99th percentile thresholds (left to right). Note that for some frequencies, some power values are beyond the range of plotted here; those are summed in the right-most bin. At delta frequencies (most prominently at 1 Hz), the distributions deviate substantially from the expected v 2 (2) but at other frequencies, the fit is reasonable, in line with the assumptions of the BOSC method.
Hippocampus
background estimate came from periods of LIA (Figs. 5C-F) . Furthermore, a summary measure, P episode (defined as the proportion of time occupied by BOSC-detected oscillations), calculated using these different background spectrum estimates ranged from 0.61 to 0.80 (Figs. 5B-E) . It is clear that rhythmic activity segments are indeed being detected (Fig. 6) . Thus, the BOSC method was able to pull out the continuous 3-4 Hz theta activity, something it had not yet been tested on, with minimal sensitivity to the state used to calculate P T . It is also worth noting that a common technique, prewhitening (dividing all power values by the mean power at each frequency) would only be sensitive to modulations in theta power but might completely overlook the overall presence of nearly continuous theta if that rhythmic activity is sustained throughout the entire recording segment. In addition, if correcting relative to a baseline were done with hybrid states, then the results would be highly dependent on the proportion of time occupied by theta oscillations, producing variable results across recordings.
We examined the breaks in detection of 4-Hz oscillation during the activated period more closely by assessing whether they were due purely to amplitude modulation or to spontaneous phase resetting of the theta signal. By filtering the raw Detection of theta (4 Hz) and the slow (1 Hz) oscillations: The effects of different background power estimates within, between, and across states. A: Power spectrum from one epoch including all states with the estimated mean powers obtained from either across all states, the activated state, LIA state, or the deactivated state. B: P episode (f ) computed across all states, using each method of estimating mean background power (as in A). C-F: The raw time series (black) with the detected oscillations at 4 Hz (left panels) or 1 Hz (right panels) plotted in red and time-frequency plots of detected oscillations over the same time span (middle panels). Background estimate from all states (C), from the activated state (D), from LIA (E), and from the deactivated state (F).
signal in a tight bandwidth centered at 4 Hz (3.37-4.76) and computing the instantaneous phase via Hilbert transform of the filtered signal (Le Van Quyen et al., 2001), we were able to evaluate both hypotheses by comparing to the results of BOSC (Fig. 7) . Although time points corresponding to nondetections using BOSC were typically concomitant with decreases in the amplitude of the 4-Hz signal (which is unsurprising based on the dependency of BOSC on amplitude), there were many examples of decreasing amplitude that were not associated with nondetection (see arrows Fig. 7 ) that still corresponded to successful detections. By plotting the slope of the phase component of the Hilbert transform (which is constant for a consistent oscillatory process like a sine wave), we were able to visualize sudden changes in the phase which, when they were large enough, were consistently coupled to nondetected periods. This suggests that although BOSC uses power as a threshold factor, it is the consistency of the oscillation that it is critically dependent on. 
The BOSC Method for Detecting the Hippocampal SO
The hippocampal SO (Isomura et al., 2006; Wolansky et al., 2006 ) is a novel brain state that has recently emerged as an important large-amplitude hippocampal rhythm. A major difference with theta (in addition to the fact that they are mutually exclusive based on behavioral state) is that the SO is intermittent and short-lasting. As shown in Figures 5 and 8 , the BOSC method was able to extract sporadic SO rhythms during the deactivated state, consistent with previous reports.
When the background window was calculated across states, as well as within the deactivated state, or even from the activated state, there was a difference in the linear fit of the background power estimate (Fig. 8A) . The P episode calculated with the different power estimates were variable at 1 Hz (Fig. 8B) , as they were for theta in the activated state. When the background estimate was calculated from within the deactivated state, it was the most conservative, with fewer oscillatory epochs detected at all frequencies (Figs. 5C-F and 8C-F). The background estimates including other states resulted in very similar P episode (f ) at 1 Hz but were quite different at other frequencies (Fig. 8B) .
Validation by Human Raters
Each rater independently reviewed the same data set three times. Signals were derived from a single deactivated period that had been previously assessed by both BOSC, using the conservative within state background, and FPPA methods. Windows of 3-s duration were randomly presented from this epoch. To assess agreement within and across raters, each set of ratings was correlated with every other. As well, each rating was correlated with the results of both the FPPA and BOSC methods.
In two different runs (of three trials) across 3-s segments extracted from the same time series sequence but having different samples across runs (first run n 5 144, second run n 5 121), raters showed a high degree of consistency across trials. The average correlations were 0.80 6 0.05 and 0.92 6 0.02 for the first and second runs, respectively (64 and 85% variance accounted for, respectively). Thus, experts were reasonably internally consistent across rating trials.
Inter-rater consistency was also reasonable. For the initial run (as above), the average rating agreement was high (r 5 0.78 6 0.02; 61% variance accounted for), and for the second run, the inter-rater correlation was again similarly high (r 5 0.73 6 0.11; 53% variance accounted for). Thus, experts were consistent with each other.
The consistency of experts' ratings with the FPPA and BOSC methods were substantially different. The average correspondence to the FPPA method was very low: r 5 0.28 6 0.02 (7.8% variance accounted for), whereas to the BOSC method it was just as high as the interexpert correspondence: r 5 0.74 6 0.01 (55% variance accounted for). Thus, the BOSC method outperformed the FPPA method in terms of consistency with expert human raters.
For overlapping data classification segments, the agreement between BOSC and FPPA was equivalently low (r 5 0.29, 8.2% variance accounted for). Closer examination of the mismatches between BOSC and FPPA revealed two situations. The most common was a tendency for FPPA to be too liberal in classifying low bandwidth power as SO, even when not obviously rhythmic (Fig. 9A) . A less frequent occurrence was the BOSC detection of short but just threshold oscillations that were imbedded in backgrounds having less power in the lower bandwidths (Fig. 9B) . During both these cases, human raters were more likely to agree with BOSC than FPPA. Given the reasonable correspondence of human expert ratings to the BOSC method, we thought it useful to assess the influence of feedback training in which raters were provided with the results of the BOSC method following each sample evaluation. Interestingly, during these trials, intrarater consistency improved to 0.89 6 0.05 (79% variance accounted for) and in trials subsequent to the initial trial run this consistency improved to 0.93 6 0.04 (86% variance accounted for). As well, inter-rater consistency also improved to 0.89 6 0.02 (79% variance accounted for) and in trials subsequent to the first run this further improved to 0.92 6 0.01 (85% variance accounted for). Not surprisingly, consistency with the BOSC method itself also increased substantially: 0.91 6 0.03 (83% variance accounted for; in trials subsequent to the first run this improved only slightly: 0.92 6 0.02; 85% variance accounted for).
DISCUSSION
This study demonstrates that the BOSC method is a suitable and versatile detection algorithm for oscillatory epochs across a Tracking BOSC results to fluctuations in the amplitude and phase of the 4-Hz theta component. Shown (in order from top to bottom) are the raw LFP, the 4-Hz bandpass-filtered version, the BOSC detection results, and the slope of the phase of the filtered signal as computed from the Hilbert transform. Note that it is sudden and large changes in phase and not necessarily amplitude (see arrows) of the filtered signal that correspond to the breaks in BOSC detection. The star marks a BOSC nondetection that shows a comparable change in amplitude to the ones denoted with arrows. multitude of conditions. In particular, it shows that the method is able to detect both sporadic (SO) and near-continuous (theta) oscillatory trains of activity in the rat hippocampal network, even when state changes contribute to the signal on which the method's power threshold is based. This is strong evidence that the BOSC technique is robust to the influences that state changes can have on the shape of the average power spectrum. Furthermore, the detection of oscillatory epochs using BOSC, but not the Fourier peak power analytic method, was correlated well with expert ratings of the same oscillatory episodes and thus BOSC is principled, reliable, and accurate. Given the present demonstration and those prior (Whitten et al., 2011) , we conclude that the BOSC algorithm is a reasonably robust method that is suitable for oscillation detection across species, frequencies, regions, tasks, and states. The advantages conferred by this method include its automation, which allows for speedy processing, and an express lack of bias since it objectively provides quantifiable values for the detection of oscillations. The BOSC Method-A Versatile, Robust, and Reliable Oscillation Detection Algorithm Originally, the BOSC method was developed to extract sporadic oscillatory activity from recordings having a multitude of wide-band components that made detection difficult for other spectral-based methods (Caplan et al., 2001) . Until now, no one has evaluated or used the BOSC method for the detection of longer runs of near-continuous oscillatory activity such as rat hippocampal theta. Although other methods may appear well suited and perhaps more appropriate for this latter type of detection, we determined that BOSC also performed well for this purpose and was useful beyond the simple detection of oscillatory activity per se. Indeed, because the BOSC measure is so sensitive to variations in both amplitude and frequency features of oscillations, we were able to consistently detect sporadic and momentary breaks in otherwise seemingly continuous trains of theta activity, which corresponded to sudden shifts in the normal progression of phase values. Thus, the BOSC method can be used in an efficient dual-mode fashion to mine data segments for both transient oscillatory activity within epochs that are mainly nonoscillatory as well as for nonoscillatory periods during epochs containing more continuous oscillatory activity. Together, the results of this evaluation speak to the versatility of the method and highlight its significance for the evaluation of neural dynamics in large datasets.
An additional important confirmation made here was that the detection of oscillations by the BOSC method was relatively insensitive to state-dependent components present in the background used for the estimated fitting. This is an important characteristic because many experiments have no prima facie control over the electrographic state during which a particular oscillation may be expressed or not. We specifically tested the resilience of the BOSC method to state changes by examining the influence of the particular background chosen (activated versus deactivated) for both types of oscillatory activity (theta versus the SO). The fact that BOSC was relatively insensitive to changes in the components of the background spectrum were in part because the assumptions about the form of the background spectrum (colored noise spectrum with v 2 (2)-distributed wavelet power values) hold sufficiently well across the states examined here (Figs. 3 and 4 ). In addition, the power values one obtains due to the two types of rhythmic activity here (theta and the SO) are sufficiently high that the precise value of the power threshold is not so critical (Figs. 3 and 4) , which may in part underlie the demonstrated robustness to state changes; this parallels the resilience of the BOSC method to fluctuations in and out of the alpha rhythm in humans (Whitten et al., 2011) . Although relatively robust to transitions across state, the method did perform nominally better when power estimates came from within the state during which the particular oscillation was expressed.
This relative robustness of the BOSC method to state changes means one could use the method to ask research questions about state changes themselves. However, for research questions geared toward examining changes in oscillatory activity within-state, collapsing across major state changes is not optimal. Although the effects of state changes were not large (Figs. 5, 6, and 8) , when possible, measures of oscillatory activity would be more precise if comparisons were made withinstate. It would therefore be prudent to account for the current state if known. If state transitions were not known, a first pass with BOSC, detecting oscillations at all frequencies using the entire background signal as a power estimate, could be done. State changes could then be identified by either plotting the power at the target frequencies over time as was done here or through visual inspection by a trained observer. Once state changes are identified, the BOSC method could be reapplied, using background estimates to derive the P T values within-state only.
Using the best-case detection background for the SO, we also showed that the method was at least as consistent with expert human raters as were the raters themselves. The low correspondence of human raters to the FPPA method for the same dataset highlights the superiority of the BOSC method even when not considering its other advantages (especially Comparison of BOSC to FPPA detection of slow (1 Hz) oscillations. A: An example raw (upper trace) and SO-filtered (0.84-1.19 Hz: lower trace) during the deactivated state. The dotted lines represent the statistical upper and lower limits (95% confidence interval) based on twice the value of the RMS of the filtered signal. The box shows a clearly defined BOSC-detected epoch of SO that was also detected with FPPA despite showing no clear above-threshold rhythmic activity when visualizing the filtered trace. B: Another example raw and SO-filtered trace (as in A) during a transition from activated to deactivated state. The box shows a BOSC-detected epoch of SO that was not detected using PPA. Although the raw trace appears not to contain any SO activity, the filtered trace shows just-threshold activity for three cycles. automation). In fact, the correspondence within and between raters and between raters and the BOSC method itself was improved to 90% in subsequent trials in which the raters were provided with feedback postrating regarding the BOSC classification. This suggests that although human raters still have some quantifiable bias, with BOSC feedback training they can become almost as consistent as the method itself.
In sum, our findings show for the first time that the BOSC method can be used in nonhuman electrophysiological recordings to detect sustained and transient episodes of oscillatory activity. The BOSC method was able to detect SO during the deactivated state as previously shown (Wolansky et al., 2006) . Although the background state used for SO detection did affect the total number of detected epochs, the results were still qualitatively similar and the state-specificity remained. Another major advantage of this method is its automation allowing for one to perform oscillation detection with minimal subjective involvement and maximal efficiency. As one can use the method to plot detected oscillations over the raw trace, the careful researcher can also cross-check the results ensuring the accuracy of the method. This gives researchers a new and objective method to identify oscillatory activity from human and nonhuman electrophysiological recordings and allows one to compare oscillatory epochs across different species, brain states, and tasks.
