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CURSUS WETENSCHAPPELIJK REKENAAR 
Lineaire Algebra en Meetkunde 
§1. Vectoren in het platte vlak en in de .(d:J;'ie-o.imensionale} ruimte 
Zij O (de oorsprong) een vast punt in vlak of ruimte. 
Definitie: Een vector is een gericht lijnstuk. (een pijl) met 
· O als beginpunt en een willekeurig punt als eindpunt. 
Dit betekent, dat een vector een bepaalde lengte heeft, nl. de 
lengte van de pijl en een bepaalde richting, nl. de ricbting van 
de pijl. 
Is A het eindpunt van een vector, dan duiden we deze vector aan 
met of{ of kortweg oiL Een vector wordt ook dikwijls a1;1ngegeven 
door een enkele letter (Pvt. g~fntjiceerd), voorzien van pijl-
tje of streepje, bijv. a, v, x, 6, w2 enz. De lijn, waarop de . n 
vector ligt, is de drager van de vector. 
Onder de nulvector O verstaan we de vector, waarvan O zowel het 
begin- als het eindpunt is. 
Op vectoren kan men verschillende bewerkingen uitvoerenr 
1. Optelling 
Onder de som van twee vectoren a en b 2 geschreven als 
a+ b, verstaat men de vector, die zljn eindpunt heeft in 
het hoekpunt C van het parallelogram OACB met OA = a en 
OB= b. tot zijden. 
2. Scala ire vermenigvuldig3:.9-g_ 
Onder A a ( of A. 1f a of A.a), dat is h=t product van de 
vector a met bet reele getai A (een scalar), verstaat men 
de vector, die zijn eindpunt beeft in bet punt, dat ontstaat 
door het eindpunt van a t.o.v. O met~ te vermenigvuldigen. 
Dit betekent, dat a en A a dezelfde drager hebben, terwijl 
de lengte van\a gelijk is aan 1/\1 maal de lengte van a. 
Is A> O dan heeft A a dezelfde rich ting als a, is A< O dan 
heeft A a tegengeste1d"'3 ricbt ing. Is A == o dan levert scalair~ 
vermenigvuldiging de nulvector op. 
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Eigenschappen van de optelling: 
a+ b = b + a (optelling is commutatief) ( 1 .1) 
( 102) (a+ b) + C =a+ (b + c) (optelling is associatief) 
Er is €6n vector X - - -zodat a + x = a. xis de nulvector 0: 
( 103) a+ o = a. 
Er is een vector x, zodat a+ x = o. Deze xis gelijk aan 
(-1)a, kortweg aangegeven door -a (tegengestelde van a): 
(1.4) a - a= o. 
Opm. (1.3) en (1.4) volgen direct uit het feit, dat de 
vectorvergelijking 
eenduidig oplosbaar is naar x voor elk tweetal gegeven vecto-
ren a en b, namelijk X = b + (-a). Het rechterlid noemen we 
b - a, het verschil van b en a. Algemeen schrijven we voor 
(-A)a kort: - Aa. De 7crg8lijkingen (1.1) t/m (1.4) houden 
in, dat de ~erzameling der vectoren tegenover de optelling 
een commuta.tieve ( of Abelse) groep vormen. 
Eigenschappen van de scalaire vermenigvuldiging: 
(1.5) 
(1.6) 
( 1. 7) 
(1.8) 
(\_,u.)a = A(J-La) 
1.a = a; o.a = o; A.o = o 
'A (a + b) = )\a + Ab (1e distributieve eigenschap) 
(A +r)a = Aa + /(,1.a (2e distributieve eigenschap) 
Defini tie: Een vector b is een lineaire comt,ina.tie van a1 en 
~2 , a.ls er twee re~le getallen ~ 1 en ~ 2 bestaan, 
zodanig, dat 
(1.9) 
Men zegt ook, dat 6 in dat geval lineair afhankelijk is van 
- -a1 en n2 . 
Algemeen: b is lineair a.:.fhankelijk van de n vectoren 
- - -a1 , a2, ..• , an, als er n getallen o<..1, «.2, ..• , oln bes taan, 
zodanig, dat 
( 1 .1e)) '5 = d.1a1 + «2a2 + •.• + O(nan 
(of: bis een lineaire c;ombinatie van a1,a2, ••. ,a11 ) 
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Opm. 1) De nulvector O is dus lineair afhankelijk van elk 
willekeurig p-tal vectoren a1, ..• ,ap. 
2) Is b lineair afhankelijk van a, dan is b = o<.a. 
- - -Defini tie: Het stelsel vectoren a1, a2 , ••. , an heet lineair 
afhankelijk, als minstens een vector ervan lineair 
, , 
afhankelijk is van de overige, d.w.z. minstens een 
ervan is een lineaire combinatie van de andere 




- -Als den vectoren a1, ... ,an een lineair afhan-
kelijk stelsel vormen, dan bestaat er een 
lineaire betrekking tussen deze vectoren: 
c<..1 81 + C{.2~2 + '' · + °"n8n = O ' 
waarbij den getallen ~ 1, ... ,°)-i niet alle O 
zijn. Omgekeerd: Als er zo'n lineaire betrek-
king bestaat tussen n vectoren a1, ..• ,a, dan . n 
is het stelsel gevormd door dez0 vectoren 
lineair afhankelijk. M.a.w. de gegeven lineaire 
betrekking (1.11) meto<..1, ... ,o<.n niet alle O, is 
een nodige en voldoende voorwaarde voor deaf-
hankelijkheid van het stelsel vectoren 
a1, ... ,an, Een aequivalente definitie voor 
linsaire afhankelijkheid voor een stelsel vec-
toren a1, .•• ,an luidt dus: Er zijn coeffici~nten 
ot...1, ... ,or.. te vinden, niet ·allc.:: O, zodanig, dat n . 
aan (1.11) voldaan is. 
Stelling 1.2 Wanneer tot een stelsel vecto~en de nulvector 
behoort, dan is het stelsel lineair afhankelijk. 
Stelling 1.3 Drie vectoren in de ruimte zijn dan en slechts 
dan lineair afhankelijk, als zij in eenzelfde 
vlak zijn gelegen. 
Stelling 1,4 In de ruimte resp. het platte vlak zijrt ~ resp. 
3 ~ectoren steeds lineair afhankelijk. 
i;~l;-n=1 bestaat het 11 stelsel 11 uit 1 vector, dat per definitie 
lineair afhankelijk is alR de v.~ctor gelijk is aan de nulvector. 
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Definitie: Een stelsel vectoren heet lineair onafhankelijk, 
als het niet lineair afhankelijk is. 
Hieruit volgt onmiddellijk: 
Stelling 1.5 
Opgaven: 
... -Als den vectoren a1, ••• ,an een lineair onafhan-
kelijk; stelsel vormen en als o:.1a1 + ••• + ochan = 
= o, dan moet noodzakelijk: cx. 1 = •• , = oc..n = O. 
1) Is a lineair afhankelijk van b en b lineair afhankelijk 
van c, dan is a lineair afhankelijk van c. Bewijs dit. Is 
cook altijd lineair afhankelijk van a? 
2) De vectoren a, b enc vormen een lineair afhankelijk stel-
sel. Volgt hier noodzakelijk uit, data lineair afhankelijk is 
van b enc? 
3) Bewijs data, E enc dan en slechts dan een lineair afhan-
kelijk (resp. lineair onafhankelijk) stelsel vormen, als 
a+ 6, b enc een lineair afhankelijk (resp. lineair onafhan-
kelijk) stelsel vormen. 
4) Bewijs, dat als a en been lineair afhankelijk stelsel 
vormen, het stelsel gevormd door a, b en een willekeurige 
vector c eveneens lineair afhankelijk is. 
5) De vectoren a, b enc vormen dan en slechts dan een 
lineair afhankelijk (resp. lineair onafhankelijk) stelsel als 
~a, b enc een lineair afhankelijk (resp. lineair onafhanke-
lijk) stelsel vormen (ot + o). 
6) Gegeven is: 
1. a is lineair afhankelijk van 6 enc 
2. bis lineair onafhankelijk van a enc 
3.a=f=O. 
Bewijs, dat c lineair afhankelijk is van a. 
7) De vector a is lineair afhankelijk van 6. Bovendien is c 
lineair afhankelijk van a en b. Is altijd 6 lineair afhan-
kelijk van a enc? 
8) Gegeven is: 
1.a=j=O 
2. 6 is lineair onafbankelijk van a 
3. c is lineair onafbankelijk van a en 6 
4. dis lineair onafbankelijk van a, 6 enc. 
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Bewijs, data~ 6, c end een lineair onafbankelijk stelsel 
vormen. 
9) De vector a is lineair afbankelijk van 6 enc en bovendien 
lineair afhankelijk van 6 en a. Vormen 6, c en a een lineair 
afhankelijk stelsel? 
10) Gegeven is: 
1. a is lineair afhankelijk van 6, c en a 
2. 6 is lineair afbankelijk van c en a 
3. a end vormen een lineair onafhankelijk stelsel. 
Bewijs, dat c lineair afbankelijk is van a end. 
Indien gegeven 3) wordt weggelaten, is dan c nog noodzakelijk 
lineair afhankelijk van a en a? 
Zij O weer in de ruimte bet vaste punt, dat we de oorsprong 
noemen, dan beboort bij ieder punt Peen vector OP, de plaats-
vector van P. Omgekeerd beboort bij iedere vector peen punt P 
in de ruimte, zodat OP= p. Een plaatsvector en een punt, die 
met elkaar in bovengenoemde relatie staan, worden veelal weer-
gegeven door dezelfde letter: de plaatsvector van A is i enz. 
Wij geven nu in de ruimte de oorsprong Oen drie niet in een 
vlak gelegen vectoren: OE1 = e1, OE 2 = e2 en OE3 = e3 (dus e1, e2 en e3 lineair oriafbankelijk wegens stelling 1.3). 
Definitie: Het punt o met de drie plaatsvectoren e1, i 2 en e3 
vormen een coordinatenstelsel in de ruimte. De 
recbten door O langs e1, e2 en e3 beten de assen 
van bet co6rdinatenstelsel. e1, e2 en e3 beten de 
basisvectoren ( of grondvectoren). O beet de oorsprong. 
' 
Stelling 1.6 Iedere vector a is in de ruimte op een en slechts 
een wijze te ~chrijven als 
( 1. 12) 
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-«1 , oc2, ~ 3 zijn dus eenduidig bepaald bij gegeven a. Men zegt: 
in het coordinatenstelsel bestaat een e.eneenduidige afbeelding 
tussen de punten van de ruimte en een drietal reele getallen. 
Definitie: In de ruimte zijn ~1, «-2 en ~3 in (1.12) de 
coo-rdinaten van het eindpunt A van a in bet 
coordinatenstelsel, waarva~de assen langs e1 , e2 
en e
3 
vallen. In dit coordinatenstelsel heten deze 
getallen 0(..1 , «2 en oe.3 
de kentallen van a; de drie 
vectoren ~1e1 , ~ 2e2 en ~ 3e3 de componenten van A 
(d.z. de pr~jecties van a op de assen; projectie-
richting bij projectie op een as is evenwijdig aan 
het vlak door de beide andere assen. oc1, oc 2 en oc..3 
zijn de van teken voorziene lengten der projecties). 
Schrijfwijze: OA =a= {o<..1 ,~2,~3). 
Het punt A wordt ook wel aangegeven door A(a). In het betref-
fende coordinatenstelsel geldt blijkbaar: 
e1 = (1,0,0); e2 = (0,1,0); e3 = (0,0,1) en 0 = (o,o,o); 
(p,0,0) is een vector langs de eerste coordinantas, (0,q,0) 
langs de tweede en (o,o,r) langs de derde as. Met de 
vectorkentallen kan men rekenen als met de vectoren zelf; 
Stelling 1. 7 Als a = (o<.1,«.2 ,o<.3), dan is Aa = (A~, A~2,>-.~),; 
in het bijzonder -a= (-~,-«-2,-oc.3) 0 
~ls~= (oc1,~2 ,~3) en b = (fo1 ,p2 ,p3), dan is 
. a + b = ( o<.1 + /31' «.2 + /3 2' °'--3 + (3 3)' 
d.w.z. 
Vectoren worden opgeteld door de overeenkomstige 
kentallen van de vectoren op te tellen en worden 
met een scalar vermenigvuldigd door de kentallen 
van de vector met de scalar te vermenigvuldigen. 
Evenzo in het platte vlak: Neem hierin twee vectoren e1 en e2 
(beide t 0), aangrijpend in een vast punt O, de 
oorsprong en wel z6, dat ze niet langs dezelfde 
lijn vallen. Men kan dan zeggen, dat de lineair 
f 
onafhankelijke vectoren e1 en e2 in het platte 
vlak de basisvectoren vormen van een coordinaten-
stelsel, bepaald door O, e1 en e2 • Elke vector a 
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in het platte vlak is op een en slechts een 
wijze te schrijven als a= o<..1e1 +oc2e2; de beide 
termen zijn de componenten van a (projecties van 
a op de assen door e1 en e2 ); «.1 en o<.2 zijn zowel 
de kentallen van a (van teken voorziene lengten 
der projecties}, als de coordinaten van A in het 
betreffende coOrdinatenstelsel indien OA = 8. 
Schrijfwijze: OA = a = (oc1 ,0(.2 ). Weer is: 
Aa = (AQ(.1 ,A<X2 ) en als 13 = ((3,.l'fo2 ): a + b = 
= (o<.1 +(31,°"- 2 +(32), 0= (o_.,o}; (p,o) is een 
vector langs de as door e1; (o,q) een vector 
langs de as door e2; e1 = (1,0}, e2 = (0,1). 
0pm. 1) 0mdat het in de gewone ruimte om coordinaten-drietallen 
gaat, noemt men deze ruimte driedimensionaal. Schrijf-
wijze voor deze ruimte: R
3
. 
Het platte vlak noemt men twee-dimensionaal: R2 . 
2) Veelal maken we gebruik van een bijzonder soort 
coordinatenstelsel, een Cartesisch coordinatenstelsel. 
Hierbij zijn de assen onderling loodrecht, terwijl de 
basisvectoren op deze assen alle de lengte 1 hebben. 
3) In R2 spreken we bij een gegeven_coordinatenstelsel 
dikwijls van: x-as en y-as door 0 (of van x1-as en x 2-
as) i.p.v. de assen langs e1 en e2 . Een punt wordt dan 
voorgesteld door P(x,y) (of P(x1,x 2)). De eerste 
coordinaat x (of x 1) heet de abscis van P; de tweede 
y (of x 2) de ordinaat. 
In R3 : x-as, y-asJ z-as door 0 (of x1-as, x 2-as, x3-as); 
Punt P(x,y,z) (of P(x1,x2,x3
)). x, yen z (of x1, x 2 
en x
3
) de coordinaten van P. 
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We maken dikwijls gebruik van vectoren om meetkundige figuren 
en hun eigenschappen te beschrijven; 
1) Zoals reeds gezien: een punt Akan worden aangegeven d.oor 
het uiteinde van de· plaatsvector a = OA. Dil-cwijls gebruiken 
we hetzelfde symbool (a1,a2) of (a1,a2Ja3





., voor het aangeven van een punt A. In 
RJ bijv. kunnen de symbolen A, A(a)., A(a1 .9"El 2,a3
) of (a 1,a2 ,a3
) 
alle warden gebruikt om een punt A aan te geven met coordi-
naten a 1 .,a2 en a3 
bij een zeker coordinatenstelsel; 
(a= OA = (a1,a2,a3 )). 
2) Een rechte (d.i. rechte lijn) l door O: Zij a+ O een vector 
langs 1 ( de drager van a). De rechte 1 is dan de meetkundige 
plaats van de eindpunten der vectoren: 
(1.13) i = Aa (-=<A<co). 
3) Een rechte 1 niet door O kan gegeven warden door een wille-
keurig punt P(p) op 1 en een vector a//1(a + O). 
Een punt X op 1 heeft de plaatsvector x =OX.Dan geldt 
x - p = A a en dus 
(1.14) x = p + Aa 
-De vector a is een richtingsvector van de rechte l; de nul-
vector treedt niet als richtingsvector op; de kentallen van 
a heten richtingsgetallen van 1. (1.13) is een bijzonder 
geval van (1.14), neem bijv. p = o. (1.14) is dus een algemene 
voorstelling van een rechte lijn. 
Definitie: (1.14) met -=<A<.c¢Jis een parameter-voorstelling van 
een rechte op punt en rich ting ( punt, e(15); richting: a), 
/\ is de parameter. Als het getal 1\ alle reele waarden 
doorloopt., dan doorloopt het eindpunt X van x alle 
punten van 1. 
Opm. (1.14) geldt zowel voor de meetkunde op een rechte lijn 
(R1), als voor die in het platte vlak (R 2), als voor die in 
de ruimte (R
3
). In het eerste geval hebben de vectoren een 
kental, in het tweede geval twee en in het derde geval drie 
kentallen. 
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In plaats van "parametervoorstellingn spreken we ook wel van 
een vectorvoorstelling. 
Is een rechte 1 gegeven door twee pun.ten P(p) en Q(q) 
( ui.teraard niet samenvallend) 2 dan kan men een parametervoor-
stel ling voor 1 afleiden bijv. door in (1.14) voor ate 
nemen de verschilvector q. - p. We vinden dan: 
(1.15) a) .x = (1 -A)p + >..q of ook b) 
(:·= < ,,\ < = ) 
x ::::: Q(p + foci 
( -=<o<._,(?> "-=; 
cz.+{3::::: 1) 
Laat men in ( 1. 15) A resp. o<.. en /3 met ot + (3 = 1 alle moge-
lijke re~le waarden doorlopen) dan doorloopt het eindpunt X 
van de vector x de lijn 1. 
Definitie: (1.15) a) of b) is een parametervoorstelling van een 
rechte uit twee (niet samenvallende) punten (punten: 
P(p) enQ(q)) • 
.Stelling 1.8 De meetkundige beteken.is van de getallen o:. en /3 
in ( 1 • 15) b ) is, d at PX : QX = - (3 : °' , d us X t us -
sen F en Q als o<,. en (3 be i"de pos i tie°f of in verb and 
met oe.. + (.3 = 1 : o<. en (3 < 1 • Voor 0<. = 1, (3 = O ➔ X = P; 
c<.. = o, /3 = 1 ➔X = Q. Het midden M van PQ behoort 
1 - - 1 ( - -) bij o:. = (3 = -2 : OM= m = 2 p + q , d.w.z. meetkun-
dig: de diagonalen van een parallelogram delen 
elkander middendoor. Zij ex en~ 1 Oen tegengesteld 
van teken, dan ligt hert bijbehorende punt X niet 
tussen P en Q .• 
Een vlakc<. kan in R
3 
gegeven worden door een punt P(p) en twee 
lineair onafhankelijke vectoren a en b, die evenwijdig zijn met 
o<.. Op grond van stelling 1.3 is de voorwaarde, opdat X(x) in~ 
ligt, deze, dat de vector x - p geschreven kan worden in de vorm 
Aa +/-"-b, dus x - p =As +/-~b of 
( 1 .16) 
-Een vector x in een vlak door O is dus eenvoudig voor te stellen 
door 
x = A a + ,,," i3 
(-...a< A,_,,M, I< =) 
(neem in (1.16) p = o). 
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Definitie: (1,16) is een parametervoorstelling van een vlak op 
punt en vlakstelling (punt: P(p);vlakstelling: // a en b). 
A en_µ.. zi~n de parameters·. Indien A en~ alle reele 
waarden doorlopen 2 dan is het vlak de meetkundige 
plaats van de eindpunten der vectoren x. 
Is het vlak c,(_ gegeven door drie (niet op een rechte gelegen). 
punten P(p), Q(q) en R(r), dan kan men een parametervoorstelling 
voor ~ afleiden bijv. door in (1.16) ~ te vervangen door q - p 
en b door r - P, zodat 
(1.17) a) x = ( 1->-.-/") p + /\ q 
(-r.:o < A,/-t <-c<?) 
of 
b) x -- o<. p + f3 q + tr 
( - <:>O"' 0(., /3 , r-< 0~ ; ) 
ex.+ /3 + I' =1 
Laat men in ( 1 .17) A en/"' resp. °" , /3 en I' met r;.(.. + /3 + /"= 1 alle 
mogelijke reijle waarden doorlopen, dan doorloopt het eindpunt 
X van x het vlak <X.. • 
Definitie: (1.17) a) of b) is een parametervoorstellin5 van een 
vlak uit drie (niet op een rechte ligsende) punten 
(punten: F(p) 2 Q(q) en R(r)). 
De vergelijking van de rechte lijn (R1) in R2 
Volgens (1.14) kan de rechte 1 door een punt P(p) en// a gegeven 
warden door de para.metervoors telling: x = p + )\a. 
Als a~ (a 1,a2), p = (p1 ,p2) en i = (x,y), dan geldt dus volgens 
stelling 1.7: 
(x,y) = (p1 ,p2 ) + A(a 1 ,a2 ) = (p1 ,p2 ) + ( Aa 1 , ,\a 2 ) = 
= (p1+ Aa 1,p2+ Aa 2), zodat (aangezien 2 vectoren dan en slechts 
dan aan elkander gelijk zijn als de overeenkomstige kentallen 
overeenstemmen) geldt: 
(1.18) 
Hierin zijn x en y de coordinaten van een willekeurig punt van 
I 
1. Elimineren we A uit (1.18), dan blijkt, dat de coordinaten 
x en y van elk punt (x,y) van 1 voldoen aan de vergelijking: 
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(1.19) 
We noemen (1.19) de (coordinaten-)vergeli,ildng van de rechte in 
R
2




) en is evenwijdig aan de 
richtingsvector ~ = (a1,a2). Zijn de richtingsgetallen a1 en a2 
van 1 beide + O, dan is (1.19) ook te schrijven als: 
(1.20) 
a1 a2 
Omgekeerd stelt, zeals kan warden aangetoond., elke vergelijking 
van de eerste graad in x en y: 
(1.21) ax + by + c = O, 
waarin a en~ niet beide O zijn, de vergelijking van een rechte lijn 
in R2 voor. Een vergelijking van de 1e graad, zeals bijv. (1.21), 
wordt daarom ook wel een lineaire vergelijking genoemd. 
De lijn voorgesteld door (1.21) is evenwijdig aan de vector 
(b,-a); een richtingsvector is dus (b,-a); -b en a zijn richtings-
getallen van l; het quoti~nt - ~ noemt men ook de £ichtings-
co~fficient van 1(- ~ = tangens van de hellingshoek van l met de 
positieve x-as).*) 
Als in (1.21) c=O, gaat de lijn door o. Is c + O, dan gaat de 
lijn niet door o. Is a= O, dan is y = _c/b, een lijn evenwijdig 
aan de x-as. y = O is de vergelijking van de x-as (par. voorst. 
x-as: i = Ai1 = ~(1,0) = (~,O); punt op de x-as dus voor te stel-
len door ( p, 0)) . Als b = O ➔ x = -c /a, lijn evenwijdig aan de 
y-as: x = O is de vergelijking van de y-as (par. voorst. y-as: 
i = ~i2 = A(0,1) = (o,\); punt op de y-as dus voor te stellen 
door ( O,q)). 
Evenwijdige lijnen in R2 : Als gegeven zijn de lijnen 11 en 12 : 
11 : a1x + b1y + c 1 == o (a1 en b 1 niet beide o) 
12 : a2x + b 2y + c2 = O ( a2 en b 2 niet beide o), 
dan zijn de lijnen 11 en 12 evenwijdig als a1b 2 = a 2b 1 . 
Is a1 - a2 = o, dan beide lijnen // x-as. 
Is b1 = b2 = o, dan beide lijnen // y-as. 
Als een ,, A =I= O is te vinden, waarvoor: a1 = >.a2, b1 = Ab2 en 
c1 = Ac 2, dan vallen 11 en 12 samen. 
•) Indien men de richtingsco~ffici~nt 
elke rechte, die niet evenwijdig is 
stellen door de vgl.: y = mx + n. 
~ gelijk aan m stelt 1 is 
aan de y-as, voor te 
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De vergelijking van het platte vlak (R2 ) in R3 
Het vlak ~ door het eindpunt van a, en// 6 enc kan volgens 
( 1.16) warden gegeven door de parameter-voorstelling: 
x = a + A 13 + ;u.c . 
~ 
Als a= (a13 a2 ~a3 )~ b = (b 13 b 2 Jb 3), c = (c 1,c2,c3 ) en x = (x,y,z), 
dan volgt (x,y,z) = (a1 + Ab 1 +~c 1, a2 + Ab 2 +,;«c 2, 
a3 + Ab 3 +;uc 3), dus 
x = a1 + ,\b 1 +/u.c1; · y = a 2 + Ab 2 +;«-c 2 ; 
(J.22) 
z = a3 + AbJ +/<'c3 . 
Hierin zijn x, yen z de co6rdinaten van een willekeurig punt 
van«.. Elimineren we A en ,u uit (1.22), dan bliJkt; dat de 
/ 
coordinaten x, yen z van elk punt (x,y,z) van ct. voldoen aan een 
lineaire vergelijking in x, yen z, dus een vergelijking van de 
vorm: 
( 1. 23) Ax + By + C z + D = 0 • 
We noemen (1.23) de {co6rdinaten-)vergelijk1ng van een plat vlak 
in R 2 • ----..1 
Omgekeerd kan warden aengetoond, dat elke lineaire betrekking in 
x, yen z: Ax+ By+ Cz + D = O (A, Ben C niet alle o) de ver-
gelijking van een plat vla~ in R
3 
is. 
(O,q,r) = q(0,1,0) + r(0,0,1) = q~
2 
+ r~3 is een punt of vector 
in het (y,z)-vlak (vlak door de y-as en z-as, ook wel genoteerd 
als YOZ-vlak). De vergelijking van dit vlak is x = o. Evenzo voor 
de andere coBrdinaatvlakken: 
y ~ 0: de vgl. van het (x,z)-vlak (= XOZ-vlak). 
z = 0: de vgl. van het (x;y)-vlak (= XOY-vlak)~ 
(p,O,r) is een punt of vector in het (x,z)-vlak; (p,q,O) een 
punt of vector in het (x,y)-vlak. De lijn x =a+ ~(O,q,r) is 
// (y,z)-vlak; x =a+ A(p,O,r) is// (x,z)-vlak en 
x = a +,,\(p 3q,O) is// (x,y)-vlak. 
Het vlak voorgesteld door (1.23) gaat dan en slechts dan door O 
als D ""O" 
,. 
Is A - 0 dan vlak / / x-as (de x ontbreekt in de vergelijking); 
Is B = 0 dan vlak // y-as ( de y ontbreel{t in de vergel ijking); 
Is C = 0 dan vlak // z-as ( de z ontbreekt in de vergelijking). 
\·ffi-A13 
Ontbreekt bijv. de x in de vergelijking van een vlak, dan is 
de resulterende vergelijking in yen z (of eventueel alleen ln 
y of alleen in z) de vergelijking van de snijlijn van het vlak 
met het (y,z)-vlak, gegeven als een R1 in een R2 ; analoog als 
y of z ontbreekt. 
A en B beide o..:..> z - -D/C, vlak // (x, y) -vlak 
A en C beide o-.~y ;;::;: -D/B, vlak // (x,z)-vlak 
B en C beide 0->X = 
~ 
-D/A, vlak // (y,z)-vlak. 
Een rechte in R3 kan ~ door een coordinatenvergelijking war-
den voorgesteld, zoals in R
2 
(wel door 2 vergelijkingen, name-
lijk als snijlijn van twee vlakken). 
, , 
De parametervoorstelling heeft het voordeel, dat we door een 






Dex-as kan in R
3 
of warden voorgesteld door de par. voorst.: 
x = Ae1 = A(1,o,o) ·= (A,0,0); punt op de x-as: (p,o,o); of door 
2 vergeliJkingen: y=O, z=O. 
Evenzo de y-as of door i = ~~2 = A(o,1,0) = (o,A,o); punt op de 
y-as: (O,q,O); of door x=O, z=O; 
de z-as of door x = Ae3 = A(0,0,1) = (0,0,A); punt op de z-as: 
(O,O,r); of door x=O, y=O, 
In het algemeen kunnen we zeggen, dat indien we werken in een 
ruimte van zekere dimensie, een hierin gelegen ruimte van 1 di-
mensie lager, voor te stellen is door 1 coordinatenvergelijking, 
van 2 dimensies lager door 2 coordinatenvergelijkingen enz. 
Evenzo is er een verband m.et het aantal parameters in de para-
metervoorstelling van de deelruimte. Het aantal parameters is 
i(-) 
namelijk juist gelijk aan de dimensie van de deelruimte. 
Samengevat kunnen we het volgende overzicht geven van de voor-





*) M , l d .,_ d 1 · . d 1 t b k en Z(~gc we , av e incaire ce ruim e -estaat uit co 
punten, als k de dimensj_e: van de deelruimte is. 
ax+by+c=O (a en b niet 
rechte / beide o) 
lijn(R1)"'-x,;; a+Ab (b=!=O) 
plat vlak 
}to) 
/ ra 1x+b 1y+c 1z+d1=0 
/ a2x+b 2y+c 2z+d2=0 
-"", x = a+ A 6 ( 6 =1=0) 
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(a . ., b. , c. nie t 
a:he ldrie O voor 
i=1,resp.i=2) 
( a, b,c niet 
alle drie 0) 




kan een rechte uiteraard ook door twee vlakken worden voor-
gesteld, beide in de parametervoorstelling. 
De betekenis van de begrippen 11 lineaire combinatie 11 en 11 lineaire (on) 
afhankelijkheid 11 voor de meetkunde, blijkto2.uitde volgende eigenschap-
pen, die bijv. in een R
3 
gelden; 
1) Twee rechten zijn dan en slechts dan evenwijdig, als hun richtings-
vectoren afhankelijk zijn. 
2) Een vlak door O wordt gevormd door alle vectoren, die een lineaire 
combinatie zijn van twee lineair onafhankelijke vectoren. 
3) De rechte i ~ a+ Au is dan en slechts dan evenwijdig met het vlak 
x = b + ~ v + v w, als u een lineaire combinatie is van v en w. 
4) Twee vlakken x =a+ ;\t +?u en x = b + YV + fW zijn dan en slechts 
dan evenwijdig, als ten u lineair afhankelijk zijn van v en w (ook 
v en w lineair afhankelijk van ten u). 
5) De eindpunten der vectoren a, 6 enc liggen dan en slechts dan op 
e~n rechte, als 6-a enc-a een lineair afhankelijk stelsel vormen. 
6) De eindpunten der vectoren a, b, c end liggen dan en slechts dan 







Vb 1) Beschouw de rechte x=(1,2)+ A(3,1). 
Het punt (.10,5) ligt er op, want (10.,5)=(1.,2)+3(3,1) (A=3). 
Het punt (-2,-1) ligt er niet opj want voor elke A is 
(-2,-1)t(1,2)+A(3.,1). 
Het snijpunt met de x-as vinden we uit (p 3 0)=(1,2)+A(3,1)= 
=( 1+3;\, 2+.,\), dus ,,\+2=0->A=.:..2., zodat p=-5 en dus snijpunt met 
de x-as: (-5,0). Op analoge wijze vindt men dat (o,~) het 
snijpunt met de y-as is. 
De vergelijking van de rechte volgt na eliminatie van A uit: 
[
x=1+3A 
y=2 ➔-A • 
Resultaat: x-3y+5=0. Richtingsvector dus inderdaad (3,1). De 
van teken voorziene stukken, die van de assen warden afge-
sneden, verhouden zich dan als 3:-1, zoals ook het geval is 
( -5 en ~) . 
Vb 2) Een rechte is gegeven door de vergelijking: 2x+y-3=0. Om een 
parametervoorstelling te vinden, stellen we x=>.., dan is 
y=-2A+3, en dus x=(x,y)=(A,-2A+3)=(0,3)+(A,-2A)=(0,3)+A(1,-2). 
Deze vergelijking kunnen we ook a.ls volgt vinden: Neem een 
punt van de rechte, bijv. als x=O ➔y=3, dus (0,3). Richtings-
vector is (zie blz. A11): (1,-2). 
Vb 3) Dezelfde vraag bij 2x+3y-7=0. Stel nu x=3A, dan is y=-2A+j, 
dus een parametervoorstelling: x=(x;y)=(3A,-2A+1)=(o, 7/3)+ 
+A( 3, -2) . 
(o, 7/3) is een punt van de rechte; (3,-2) een richtingsvector. 
Vb 4) Gegeven zijn de twee rechten 11 : x+2y+3=0 en 12 : 2x-3y-8=0. 
Bepaal het snijpunt van 11 en 12 : x+2y+3==0 er1 2x-3J ... 8=0-:,-x=1;y=-2, 
Sni jpunt ( 1.,, -2) . 
Als de twee lijnen door middel van een parametervoorstelling 
waren gegeven, bijv. 
11: i=(-3,0)+A1 (2,-1) en 12 : i=(4,o)+A2(3,2), dan moet voor 











Vb 5) Beschouw de rechte x = (1,1J1)+ A(0,1,2). 
Het punt (1,3;5) ligt op de rechte, omdat (1,3,5) voldoet aan 
(x,y,z)=(1,1,1)+ ,,\.(_0,1,2) voor A=2. Het snijpunt van de rechte 
met het (x,y)-vlak volgt uit z=0~1+2A.->A=-½, en :i.s dus het 
punt ( 1, ½, O) • 
Het snijpunt met het (y,z)-vlak zou moeten volgen uit 
x;:::0=1+>-. .o. Er is geen x die hieraan voldoet; er is dus geen 
snijpunt met het (y,z)-vlak. Inderdaad klopt dit, want de 
richtingsvector is (0,1,2) en dus is de rechte // (y,z)-vlak 
(blz. A12), omdat (1,1.,1) niet in het (y,z)-vlak ligt. 
Hordt gevraagd de rechte door (7,0,3) evenwijdig met de gege-
ven rechte, dan is: x=(7;0,3)+ A(Oj1,2) hiervan een parameter-
voorstelling. 
Vb 6) Bes c ho uw he t v 1 a k i = ( 1 , 2, 3) + A ( O., 1 , 1 ) + ,,-u-( 1 ., o; -2) . 
Uitgeschreven x=(x,y,z)={1+/<',2+A ,3+A-2?4). 
Voor het snijpunt met de y-as moet_ x=O,z=O➔A=-5,/,u=-1. Dit 
snijpunt is dus (0,-3,0). 
De vergelijking van het vlak wordt verkregen door A en /4- te 
elimineren uit x=1+/U) y=2+A, z=3+A-2/<.· 
Direct zien we in., dat geldt 2x-y+z=3, Dit is dus de verge-
lijking van het vlak. Voor elk punt van de snijlijn met het 
(xJy)-vlak moet z=O zijn, dus de vergelijking van deze snij-
lijn, beschouwd als rechte in het (x,y)-vlak, luidt 2x-y=3. 
In de ruimte stelt deze laatste vergelijking voor het vlak 
door de snijlijn en evenwijdig aa.n de z-as. 
Vb 7) Het snijpunt van de rechte uit Vb 5) met het vlak uit Vb 6) 
verkrijgt men door x=(1;1,1)+A{0,1,2) in te vullen in de ver-
gelijking van het vlak 2x-y+z=3. Dan is 2,1-(1+A)+(1+2i,.)= 
=3 ➔ A=1 en het gevraagde snijpunt is {1,2,J). 
Vb 8) Een vlak heeft de vergelijking 2x-4y+3z=12. 
Gevraagd wordt een parametervoorstelling van het vlak. Stel 
y=A • en Z=2/G, dan is x=2A -3~ +6-➔ x=(2.>-- -3~+6, /\ ,2r)= 
={6.,o,o)+ A(2,1,0)+/u(-3,0,2) een parametervoorstelling. 
Het vlak door (1,2,3) // gegeven vlak heeft dus als een par. 
voorstelling: x=(1,2,3)+ >-.(2,1,0)+~(-3,0,2). 
Vb 9) Gegeven zijn de 
o<.1 : x+y;;;;;1 
Gevraagd wordt 
o<.1 en oc.2: 
WR-A17 
twee vlakken 
en e<.2 : 2x-y+z=3. 
een parametervoorstelling van de snijlijn van 
Stel x= A , dan is y=- A +1 en z=-3 A +1.!., dus 
.x=(x,y.iz)=( A,-A+1,-3A +4)=(0,1,4)+ A(1,-1,-3) is een 
parametervoorstelling van de snijlijn. 
Vb 10) Gegeven de vlakken ct.1 : x=(0,1,0)+ A(1.i2,1)+;u-(-1,0,1) 
en oe.2 : x= ),(1,-1,0)+,µ.(1,-3,-2). 
Gevraagd de lijn door (1,1,0) II aan de lijn, bepaald door 
o(. 1 en0{. 2 (d.w.z. I/ snijlijn van ct. 1 en o<.2 ). Bepaling rich-
ting snijlijn van o<.1 en oc2 : >- 1(1,2,1)+,;,i.1(-1,0,1)= ~2(1,-1,0)+ 
+ _µ.2( 1, -3, -2)-~ }.1= >-2= r 1=-,r42 . Dus rich ting sni jli jn is I/ 
(1,2,1)+(-1,0,1)=(0,2,2)=2(0,1,1). Een parametervoorstelling 
van de gevraagde lijn is dus: x=(1,1,0)+ A(0,1,1). 
Opgaven 
1) Op de zijde AB van driehoek OAB ligt een punt P tussen A en B, zo, 
dat AP: PB = i\ :p, . Druk de vector OP., met behulp van de getallen 7\ 
en _,,,a. , uit in de vectoren OA en OB. 
2) Bewijs, dat het punt A= (3,4) ligt op de rechte x = (1,5)+~(2., .. >1). 
3) Bepaal de vergelijking van de rechte x = (2,1)+ A(1,3). Bepaal de 
coordinaten van de snijpunten van deze rechte met de coordinaat-
assen. 
4) Geef een parametervoorstelling van de rechte, die als vergelijking 
heeft x+Jy-2 = O. 
5) Bepaal het snijpunt van de rechten 
x = (2_1)+A{1,3) en .x = (0;-3)+'i\(1,1). 
6) Idem bij de rechten: 
x = (1,2)+ A(-6,9) en x = (7,-5)+ A(4,-6). 
7) Bewijs, dat de volgende rechten door een punt gaan: 
x = (0,2)+ 71.(-1,1); x = (3,1)+ "-(-5,3), x ;c;)._(1,-2) .· 
8) Gevraaga de rechte door A= {-1;1,4) en B= (1.i2,3). 
9) Geef een parametervoorstelling van het vlak, dat gaat door het 
punt A= (1,2;1) en evenwijdig is aan de rechten: 
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x = (-6,2,0)+ A(1,1,1) en i = (5,1,3)+ ~(6,2,1). 
10) Gevraagd het vlak (vergelijking en/of parametervoorstelling)door 
de oorsprong Oen de rechte i = (1J-1,0)+ ~(2,1,1). 
11) Gevraagd het vlak door A= (1,2,1) 5 B = (-1,1,4) en C = (5 5 -2,1). 
12) Geef een parametervoorstelling van de rechte; die gaat door het 
eindpunt van a= (2,1;1) en evenwijdig is aan b = (1,-1,0). 
Bepaal de snijpunten van deze rechte met de drie coordinaat-
vlakken. 
, , 
13) Bewijs, dat de volgende drie punten op een rechte liggen: 
A= (6,1,-3), B = (0,-2,3) en C = (10,3,-7). 
14) Het lijnstuk van A= (4,-1,2) tot B = (3,-3,5) wordt verdrie-
voudigd. Bepaal het eindpunt. 
15) Bewijs, dat de volgende vier punten een parallelogram vormen: 
A= (3,3,3), B = (1,2,-1), C =.(4,1,1) en D = (6,2,5). 
16) Gevraagd wordt de vergelijking van het vlak, waarvan een 
parametervoorstelling luidt 
x = (0,1,2)+ ~(1,-1,0)+jt(0,1,1). 
17) Bepaal het snijpufit van de rechte l en het vlak V: 
l : i = (1,2,-1)+ J..(2,1,0) V: 2x-y+3z = 6. 
18) Geef een parametervoorstelling van het vlak x-2y+3z = 4. 
19) Bepaal in parametervorm de snijiijn van de vlakken: 
x-z~1 en 2x-y+3z=5. 
20) Bepaal een parametervoorstelling van het vlak door de rechte l 
en evenwijdig met de rechte m: 
1 : x = (1,2,3)+ A(4,5,6); m : i = (7,8,9)+ A(7,5,3). 
21) Bewijs, dat de rechte x = (0,7,6)+ 1'(-1;1,1) evenwijdig is aan 
het vlak i = (6,1.,2)+ 7'(1.,2,3)+.,M,(5,1,3). 
22) Bewijs, dat het vlak 
X = (0,2,5)+ A(1,5,-2)+_µ,(1,7,3) 
door de oorsprong gaat. 
23) Onderzoek of de volgende viertallen punten in een vlak liggen: 
1) (3,2,18), (1,-2,4), (5,0,2) en (2,-3,-4). 
2) (-4,-2,3), (1,3,-2), (0,3,-2) en (5,-2,0). 
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24) Gegeven zijn de rechten: 
1: x"" (1,-3,0)+ ?1.(2.,1,'-3) en m: x = (1.,0 3 -1)+ ?,,(0,-2,4). 
1) Bepaal het vlak door m, dat.evenwijdig is aan 1. 
2) Gana, of de rechte x = (8,-1,-3)+ ~(4,-1,0) ligt in het 
onder 1) genoemde vlak. 
3) Bepaal het vlak door Oen m. 
4) Bepaal het snijpunt van 1 met het onder 3) genoemde vlak. 






in de ruimte de vergeli jking 
parametervoorstelling van 
parametervoorstelling van 
het vlak f3:; gegeven door 
2x-4y+3z = 12. 
I.X • 
de sni jli jn van o:. 
de vergelijking x+y=1. 
26) Bepaal de vergelijking van het vlak door het punt P(1,2,-1) en 
: { 2x-y+z=1 . de lijn 1 x-y+2z=2 
27) Gegeven de punten A(1,2,3), B(4,5,-3) en het vlak V met de ver-
gelijking: 2x-y+3z=4. 
Gevraogd het snijpunt C van de lijn AB met het vlak Ven de ver-
houding van de lijnstukken AC en CB. 
28) Zij gegeven in het platte vlak of in de ruimte de driehoek ABC 
met zwaartepunt z. 
Als OA=a, OB=b, OC=c en OZ=z, bewijs dan, dat z = ~(a+b+c), 
29) Gegeven in de ruimte het viervlak ABCD met zwaartepunt Z. Als 
OA=a, OB=b, ·oc=c, OD=d en OZ=z, bewijs dan dat z = J-(a+b+c+ci). 
30) Gegeven zijn de punten: 
A= (0,-2)3) en B = (6,--5,1) en de rechte L 
1: x -= (Oi1,2)+7'\(-1,1,3), 
1) Bewijs dat A noch Bop 1 ligt. 
2) Bepaal de meetkundige plac1ts van het zwaartepunt van driehoek 
f:i.BF, als Pde rechte 1 doorloopt. 
31) De middens der zijden van driehoek ABC zijn D, E en F (D op BC, 
E op CA, en Fop AB). Een punt Pin de ruimte (in of buiten het 
vlak door A, Ben c) wordt met D, E en F verbonden. Men bepaalt 
de punten Q, Ren S zo, dat PQ=k.PD, PR=k.PE, PS=k.PF. 
(k is een re~el getal) 
Bewijs, dat AQ, BR en CS door een punt T gaan, en dat PT door het 
zwaartepunt Z van driehoek ABC gaat; druk de verhouding PT:PZ in 
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k uit. Welke meetlrnndige eigenschappen lean men afleiden voor k=1 
en k=-2? 
Breidt deze opgave uit door de driehoek te vervangen door een 
viervlak (het midden van een zijde van de driehook te vervangen 
door het midden van een ribbe of door het zwaartepunt van een 
zijvlak van het viervlak, enz.) 
Welke meetkundige eigenschappen kan men voor bijzondepe waarden 
van k nu afleiden? 
Stelt men in een R2 de linkerleden van de vergelijkingen van twee 
rechten: a 1x + b1y + c 1 = 0 en a 2x + b2y + c 2 = 0 voor doop 11 en 
12 , dan stelt de vergelijking: 
(1.24) ( -00 < '7\ , _fa < 00 ) 
juist alle pechten voor door het snijp~nt van de beide lijnen 11=0 
en 12=0 (eventueel 11 en 12 evenwijdig, dan snijpunt oneigenlijk 
(in het oneindige)). 
Deze verzameling lijnen door ~~n punt vormt de zgn. lijnenwaaier, 
bepaald door 11=0 en 12=0. 
Zo vorm.en in R
3 
alle vlakken door de snijlijn van twee gegeven 
vlakken een zgn. vlakkenwaaier. Als de vergelijkingen van de beide 
vlakken, analoog als boven, resp. voorgesteld warden door v 1=0 en 
v 2=0, dan is deze vlakkenwaaier te geven door de vergelijking: 
(1.25) ( -CD < 7'., fa < 00 ) • 
Beschouwen we drie vlakken in R
3
, die 1 punt gemeenschappelijk heb-
ben, dan vormen alle vlakken door dit punt, een zgn. vlakkenschoof. 
Zijn de vergelijkingen der drie vlakken resp. v1=0, v2=0 en v3
=o, 
dan is de vergelijking van deze schoof: 
(1.26) ·"· v 1 +/'l v 2 +Y v3 = 0 
(-00< A,fo, V-< 00). 
In de vergelijkingen (1.24) en (1.25) is voor de bepaling van een 
lijn of vlak uit de waaier alleen de ve~houding A :,,,u. van belang. 
~;e zeggen wel, dat de waaier bestaat uit oo I elementen. In de vlak-
kenschoof, voorgesteld door (1.26), daarentegen is een vlak bepaald 
aoor twee verhoudingen 7' : /(,!. : v • De vlakkenschoof bestaat uit 00 2 
vlakken (vergelijk blz. A 13). Er is ecn zekere dualiteit: In R2 : 
punt~ lijn., in R
3
: punt~ vlak; lijn ~ lijn. 
In R2 : a 11{;; pun ten op een lijn ( oo 
I vee 1) <!---+ a lle lijnen door een 
punt ( oo ', J.ijne.nwaaier). 
In R
3




: alle punten in een vlak (oo 2 )H- alle vlakken door een punt 
( oo 2 , vla kkenschoof) . 
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Voorbeelden 
Vb 1) Gevraagd de lijn door het, punt P(-1,2) en het snijpunt Q van 
11 : x+y = 0 en 12 : 3x-2y = 5. 
We kunnen hiervoor eerst het snijpunt Q bepalen van 11 e_n 12, 
d.i. (1.,-1) en dan de vergelijking opstellen van de lijn door 
(-1.,2) en (1.,-1). · 
We kunnen ook de lijnenwaaier beschouwen., bepaald door 11 en 
12 . De vergelijking hiervan is volgens (1.24): 
I\ ( x+y) + ft( 3x-2y-5) = 0. 
Substitutie in qeze vergelijking van (x,y) = (-1,2) geeft 
~ -12,M-=0, zodat de vergelijking van de gevraagde rechte is: 
12(x+y) + (3x-2y-5)=0 of 3x+2y-1=0. 
Vb 2) Gevraagd het vlak door P(1,1,2) en de snijlijn van de vlakken 
v1 : x-y-z=3 en v2 : x+y+2z=4. 
De vlakkenwaaier bepaald door v1 en v2 heeft volgens (1.25) 
tot vergelijking: 
A(x-y-z-3) +,,.u(x+y+2z-4) = O. 
Substitueer hierin (x,y,z) = (1,1,2),dan volgt -5A +2..,u..=0, 
zodat de vergelijking van het gevraagde vlak is: 
2(x-y-z-3)+5(x+y+2z-4)=0 of 7x+3y+8z-26=0. 
Vb 3) Gegeven de drie vlakken X=O, y+z=4 en x-y-2z=-4. 
Gevraagd het vlak door de x-as en het snijpunt van deze drie 
vlakken. 
De vlakkenschoof bepaald door de drie vlakken heeft volgens 
(1.26) de vergelijking: 
;,...x + .,a (y+z-4) + v(x-y-2z+4) = o. 
Een vlak gaat door de x-as,_ als in de coordinatenvergelijking 
de x niet voorkomt, terwijl ook de bekende term O is, dus: 
i\. +v =0 en -4_,.µ. +4v =0, dus i\ :.,,a,: V=-1:1:1. Het gevraagde vlak 
is dus x-(y+z-4)-(x-y-2z+4)=0, dus z=O, het coordinaatvlak XOY. 
Blijkbaar ligt dan het snijpunt van de drie gegeven v]akken 
op de y-as. Inderdaad, want het snijpunt is (o,4.,0). 
Opm. Een rechte lijn 1 in R
3
, gaande door het punt P(p1,P2,p3
) en 
met richtingsvector a= (a 1.,a2 ,a3
) kan worden voorgesteld door 
X = ( X, y, z ) = p-+ ?I. a = ( p ·1 + 'i\ a 1 'p ·,;/ 7\ ~ 2, 'P3+ 71, ~ 3 ) • 
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De richtingsgetallen a 1,a 2 en a3 
van 1 zijn niet alle O. 
Blijkbaar geldt: x. = p 1+ 11.a 1; y = p2+r\ a2 en z = P3+" a3 . 
Zijn a 1.,a 2 en a3 
alle :/-0., dan geldt (vergelijk blz. A12): · 
x-p1 y-p2 Z-P3 
(1.27) ~ = a;- = 8J . 
Deze vergelijkingen stellen drie platte vlakken voor., n.l.: 
x-p1 y-p2 
Deze vlakken gaan dus door 1. 
Volgens blz. A12 is het vlak v1d z-as. v1 is het projecterend 
vlak van 1 ll z-as. Projecteren we 1 evenwijdig aan.de z-as op 
het XOY-V]A~ aAn 0ntstaat de projectie l' van 1. De vergelij-
kingen van 1 1 zijn: 
De vlakken V 2 en V 3 
zijn de projec terende vlakken van 1 // y-as, resp. 
// x-8s. 
Is van de richtingsvector a=(8 1,a 2,a3) van 1: Y-Pr- ·Z-p 
81=0, a 2/o, a 3 :/-i\ ➔ 1 // YOZ-vlak: vglen X=P 1 , 82 ':. = 83
3 •. 
a 1=0, a 2=0, 83
/o ----+l ii z-8s: vglen X=p 1 ,y=p2 . (z-8s:x=O,y=O). 
81=0 5 a2:/-0., 83
==0 ->- 1 // y-8s: vglen X=p 1.,z=p3
• (y-as :x=O,z=O). 
81:/-0., 82=0, 83
=0 ->-1 // x-ns:- vglen Y=P 2 .,z=p3 . (z--as:y=O.,z=O). 
a 1:/-o, 8 2:/-0, 83=0 --i,. 1 





x-r1 Y-P2 ::OY-v1ak: vglen Z=p
3
., --- = -
8
- • 
8 -1 2 
X-p 1 z-p3 XOZ-vlak:vglen y=p2 ., ~ = 83 
. 
Behalve door twee projec·'·.-!rende vl8kken kunnen we een rechte lijn 
ook bepalen als snijlijn van twee willekeurige vlakken. 1 
Een rtechte lijn k8n bijv. gegeven word en door cle vergelijkingen: 
v1 a 1x + b1y + c 1z + d1 = O 
v2 P 2x + b2y + c 2z + a2 = o. 
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Elimineren we hieruit a~htereenvolgens x,y en z, dan vinden we 
de vergelijkingen der projecterende vlakken van 1 resp. // x-as, 
y-as en z-as. Het projecterende vlak van de snijlijn van v1 en 
v
2
, dat evenwijdig is aan de z-as, heeft bijv. tot vergelijking 
(a
1
c 2-a 2c 1 )x + (b1c 2 -b2c 1 )y + (d 1c 2-d 2c 1 ) = O. 
Is a 1c 2-a 2 c 1=b 1c 2 -b2c 1=0 en d,f 2 -d 2c 1f-o, dan is bo.venstaande 





hebben dan geen punt gemeen en zijn dus evenwijdig 
(voorwaarden zijn ook nodig voor evenwijdigheid). v1 en v2 dus 
evenwijdig als er een getal ~f-0 bestaat, z6 dat: 
a 1 = 'I\ a 2 ., b1 = 7-. b2 , c 1 = /\.C 2 , doch d1 f- "'d 2 • 
v1 en v2 vallen samen, als ook neg d 1 ='i\d 2 (vgl. hlz. A11). 
§ 2. Enkele metrische eigenschappen in R2 ~ R3 
Definitie: Het inwendig product (a,b) van twee vec~oren a en b 
is een reeel getal, dat als volgt wordt gedefiniee~d: 
(a,b) = a 1b 1+a 2 b 2 , als a= (a 1 ,a 2 ) en b = (b1,b2 ). 
(a.,b) = R
1






) En b=(b 1 ,b2 ,b3
). 
Eigenschappen van het inwendig product: 
1) (a, b) -- (b,a) 4) (a,a) > o als c1/0 
2) (a,b+c) -- (a,b)+(a,c) 5) (o,o) = 0 
3) >,.(a, b) = (?,a,b) 6) (- -)2 a,b ~ (a,a __ ,, (b,b). 
De eerste 5 eigenschappen volgen direct uit de d~finitie. Eigen-
schnp 6 berust op de ongelijkheid van Schwarz (zie opg.13 Analyse). 
In een R2 en een R,.., kan met behulp van de stelli·;1g van Pythagoras :J 
en de cosinusregel warden afgeleid, dat bij een Car•tesisch coor ... 
dinatenstelsel voor de lengte la- I van een vecto1• a en de hoek <p 
tussen twee vectoren a en b de volgende betrekkingen gelden: 
( 2 .1) ! ·-1 Vi( ). I 2 2 · ci = a , a = \ a 1 +a 2 in R2 
cos <p = _ __,_( _a""'-'--'-b-<-) __ 
v (a,a)(b,b) 
Meetkundige betekenis: het inwendig product (?i, b) is gelijk aan 
de lengte van a vermenigvuldigd met de lengte van de projectie 
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van bop a. Deze laatste lengte wordt positief gerekend, als 
de projectie van bop a valt in de richting van a; valt de 
projectie in de richting van -a dan moet de lengte van de 
projectie negatief worden genomen. 
De vectoren a en b staan loodrecht op elkaar (of.zijn ortho-
gonaal), als (a,b)=0 (want cos 90°=0). 
0pm. Wegens de ongelijkheid van Schwarz is 
(a,b) ~ 1, zodat de vorm tussen d~ modulusstrepen 
J( a, a) /c."b, b) " 
als een cosinus zou kunnen warden gedefinieerd als we de meet-
kundige voorstelling willen vermijden (bijv. in een ruimte 
van hogere dimensie dan 3). 
Vb 1) De afstand van het punt A=(1,2,3) tot het punt B=(3,-1,-4) 
is de lengte van de vector (1,2,3)-(3,-1,-4) = (-2,3,7), dus 
✓(-2) 2+3 2+72 = {62. 
Vb 2) De rechten 
x = (1,2,-1) + A(3,-1,2) en x = (0,1,4) + ~(1,5,1) 
zijn loodrecht, omdat het inwendig product van hun richtings-
vectoren (3,-1,2) en (1,5,1) gelijk is aan o. 
Vb 3) Willen we de hoek f berekenen, die de vector (2,2,1) maakt 
met de y-as, dan geldt: 




Vb 4) Gegeven zijn het punt P = (-1,2,3) en de rechte 1: 
1 : X = ( -1 , 14 , - 3 ) + /\. ( -1 , 2 /•2) . 
Gevraagd wordt de afstand van P tot 1. 
De verbindingsrechte van P met een willekeurig punt op 1 heeft 
als richtingsvector: 
Deze verbindingsrechte en l zijn loodrecht, als het inwendig 
product van hun richtingsvectoren nul is, dus als 
-1.- "-+ 2(12+2r.)-2(-6-2"-) = 0 """7 9x = -36, dus "-==-4. 
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De projectie Q van Pop 1 is dus (-1,14,-3)-4(-1,2,-2)=(3,6,5). 
De afstand van Q=(3,6,5) en P=(-1,2,3), de gevraagde afstand, 
is dus 
V42+42+22 = 6. 
Verder is van de loodlijn PQ op 1 een parametervoorstelling 
x = (-1,2,J)+ x(4,4,2) of x = (-1,2,3)+ ~(2,2,1). 
Vb 5) Bepaal de afstand van de rechten 
1 x = (0,1,0) + ~(2,1,1) en m: x = (0,-1,3) + 7'(1,2,1). 
Neem op 1 een willekeurig punt L(2~,1+~,~) en op m een wille-
keurig punt M = (,lt, -1+2.ft ,3+ _)I,.,). De verbindingsrechte LM, waar--
van de richtingsvector is (2't\-,µ,,2+7'-2,,u.,,-3+7'-fo), is loodrecht 
op 1 en m, indien voldaan is aan 
2(2A-,..a)+(2+A-2.,,<A,)+(-3+A-,,.U,) = 0 en 
(21' -,;U,)+2(2+A-2;«,)+(-3+h-,,<.t,)= 0. 
Hieraan is voldaan voor "=fo=1. Het punt ( 2, 2, 1) op 1 en het 
punt (1,1,4) op m hebben dus de eigenschap, dat hun ver-bindings-
lijn (met rich ting ( 1, 1, -3)) lood recht OP,., l en m is. 
De (kortste) afstand van 1 en mis dus J1+1+3 2= \1'11. 
Vb 6) Gevraagd alle vectoren, die gelijke hoeken maken met 
a= (2,2,1) en b = (4,0,3). 
De vector- x = (x,y,z) voldoet, indien 
(a,x) 
= (b,x) 
I b \.IX \ 
, dus als 
2x+2y+z 
3 j x l 
= 4x+Jz, dus als x-5y+2z=0. 
slxl 
Dit vlak is de meetkundige plaats van de eindpunten van de ge-
vraagde vectoren: de vergelijking van het bissectricevlak van 
a en b. Beschouwen we de dragers 11 en 12 van a en b dan bestaat 
naast dit bissectricevlak nog een tweede bissectricevlak~ lood-
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Vb 7) Gevraagd alle vectoren in R2 , die loodrecht staan op de vector 
(1,2). 
De vector x = (x,y) voldoet, indien x + 2y = O. Dit is de 
vergelijking van de meetkundige plaats van de eindpunten 
der gevraagde vectoren., dus de vergelijking van de loodlijn 
door O op (1,2). 
Vb 8) Gevraagd alle vectoren in R
3
, die loodrecht staan op de vector 
(1,2,3). 
x = (x,y,z) voldoet, indien x + 2y + 3z = 0. Dit is de ver-
gelijking van het loodvlak door O op de vector (1,2,3). 
Evenals in het voorgaande, zullen we in deze paragraaf verder 
onderstellen, dat we onze beschouwingen uitsluitend zullen 
betrekken op Cartesischo (ook wel genaamd orthogonale) coHr-
dinatenstelsels: 
Normalen: Beschouw in R2 ., de rechte 1 gegeven door de verge-
lijking ax+ by+ c = O. 
De lijn 11door O evenwijdig aan 1 heeft dus de ver-
gelijking ax+ by= o. De betekenis van deze ver-
gelijking is ook, dat het inwendig product van de 
vectoren (a,b) en (x,y) gelijk is aan O (vergelijk 
Vb 7), dus beide vectoren loodrecht op elkander. 
Blijkbaar geldt de volgende stelling: 
Stelling 2 .1 De rechte ax + by + c = O stE,at loodrecht op de 
vector (a,b)., de vector dus met kentallen gelijk 
aan de coefficienten van x en yin de vergelijking 
van de rechte. Omgekeerd heeft een rechte 1 lood-
recht op een gegeven vector v = (v1 ,v2 ) een 
lineaire vergelijking in x en y., met coefficienten 
van x en y gelijk aan de kentallen v1 en '2van v. 
Het bewijs van de laatste bewering volgt hieruit, dat_. inhien 
A (a1 .,a2 ) een vast punt is op 1., en X (x_.y) een willekeurig 
punt op 1, het inwendig product van de vectoren x - a en v 
gelijk is aan O_. dus O = (x-a,i) = (~_.i) - (~,v)_. dus 
~ . 
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V1X T V2Y + c = 0., waarin c een constante is gelijk aan-(a,v). 
)merking ~ De rechte door het punt P (x1 , y1 ) J.. vector ( a., b) I= 0., heeft 
dus tot vergelijking: a(x-x) + b(y-y) = 0. 
1 1 
Analoog geldt in R
3 
(vergelijk Vb 8): 
telling 2.2 Het vlak ax+ by+ cz + d = O staat loodrecht op de vector 
(a,b,c), de vector dus met kentallen gelijk aan de coeffi-
cienten van x, yen z in de vergelijking van het vlak. Omge-
keerd hceft het vlak loodrecht op een vector v.= (v1 , v2 , ';) 
een lineaire vergelijking in x, yen z met coefficienten 
wrn x, y en z juist gelijk aan de kentallen v1 ., v2 e.n v~ van 
v. 
1merking: Het platte vaak door het punt P (~~,, y 1 ., z1 ) ..L vector ( a., b, c). 
I= 0 heeft dus tot ve,:gelijking: ;,,(:x.-x
1
) +--· ?·,(y;,,,-f7 ) + o(z-7~) '? O · 
We nemen eens aanJ dat & I= 0 een vaste vector is in R2 of R3 ., en ·· 
de.t d een constant reeel get&.l is. We beschouwen alle vectoren x., 
die voldoen 2an de vergelijking: 
Volgens blz A 23 en 24 moet dus de lengte van i (een vast getal~ 
vermenigvuldigd met de lengte van de projectie van x op a (voor-
zien van het goede teken!) gelijk zijn aan de constante d. 
De lengten van de projecties van alle vectoren x op a· zijn dus 
t ' 1 1 · 'k d cons anc, n .. ge lJ aan (~I . 
In R2 liggen de eindpunten van all.e vectoren x, die voldoen aan 
(2 .2) blijkbaar op een rechte lijn 1 J... a en in R
3 
in een plat 
vlak V 4- a. Is d positief'., dan snijdt 1 of V de vector a in een 
punt., dat ligt van O uit gezien in de richting van de vector a. 
Is d negatief., dan snijpunt in de richting van -i. is d = 0., dan 
1 of V door O. Ook omgekeerd geldt als het eindpunt van x op 1 
of in V ligt., dan voldoet ~ aan een vergelijking van de vorm (2.2). 
Vergelijking (2.2) is dus in R2 de vergelijking van een rechte 
en in R
3 
de vergelijking van een plat vlak. De vector a Heet een 
normaa:l, vector van de lijn 1 of het ·vld;.: V. 
Onder deze normaalvectoren zijn er twee met lengte 1: 
Is in R2 ~ a= (a 3 b) en x = (x 3 y), dan is (2.2) te schrijven als 
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ax+ by= d. 
De vectoren (-V, 2 a 2 . , ✓ ~ b J en ( -a \ a +b a +b2 / ¥ a2+b2 ·-, 
zijn 
de beide normaalvectoren, genormeerd op lengte 1. 
Evenzo in R3 : vergelijking (2.2): ax+ by+ cz = d, als a= 
(a,b,c) en x = (x,y,z), is de vergelijking van een plat vlak in 
~~ 
0 
vectoren ( a b. c .\ en 
Ya2+b2+c2 , \h/+b2+e-2~• /a2+b2+c2/ 
( 
-a i1 -b , 
I . 2 2 . 2 . · I 2 2 ~2 
Va +b +c Va +b +c 
zijn weer de beide normaal-
vectoren met lengte 1. 
Vroeger hadden we reeds op andere wijze aangetoond, dat t.o.v. 
een willekeurig coordinatenstelsel/J de vergelijking van een 
rechte in R2 o' van een plat vlak in R3 van de eerste graad is 
in de veranderlijken. Het blijkt nu, dat t.o.v. een Cartesisch 
coordinatenstelsel de coefficienten van de veranderlijken een 
bijzondere betekenis hebben, namelijk dat ze de kentallen zijn 
van een normaalvector van de rechte in R2 of het platte vlak in 
R3. 
Als in R2 een vector i = (a,b) ~ 6 met de positieve x-as en posi-
tieve 1~as (d.w.z. t.o.v. de richting van de eenheidsvectoren 
e1 en e2 langs deze assen) de hoeken maakt cLx en d-Y, dan geldt 
volgens formule (2.1): 
a 




( COS d.. X 
Analoog in R
3
: Als i = (£,bpc) ~ O met de positieve coordinaat-
assen :::., Y, en z, de hoeken maakt cl._ x' ,;1.,_ y' d... 
2
, dan is 
cos c/.... a cos d... b cos cJ.... C = . = 0 = 
X lal 
~ y Ii! 
:, z la/ 
2 2 2 1 ) 0 (cos c;J.. + cos d,., + cos e;I.. = 
X y z 
Deze cosinussen heten de richtingscosinussen van/af. 
(2.3) 
(2.4) 
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Als in R2 of in R3 
een vector~◊- gegeven is, dan kunnen uit de 
kentallen van de vector de richtingscosinussen worden afgeleid. 
De richtingscosinussen zijn evenredig met de kentallen. 
Beschouw nu de vergelijking: 
(n,x) = d, met n een gegeven vector, lengte 1: / n / = 1 en d een 
constant reeel getal. 
De rechte lijn of het platte vlak door (2.3) voorgesteld, staat 
loodrecht op n en snijdt de drager van n in het punt P, waarbij 
d de lengte is van OP, voorzien van het juiste teken. Is d posi-
tief, dan richting van OP= richting van n; is d negatief, dan 
richting van OP tegengesteld aan die van n; is d = O, dan O = P: 
lijn of vlak door de oorsprong van het coordinatenstelsel. 
Zijin R2 elde hoek, die n maakt met de positieve x-as, gemeten 
in positieve richting (d.i. tegen de wijzers van de klok in), dan 
is dus n = (cosc',, sine<..). De vergelijking (2.3) :1eeft dan de 
gedaante: 
x cos c( + y sin d--.. - d = O. 
Als in (2.4) d ~ O wordt genomen (door vermenigvuldiging met 
+1 altijd te verkrijgen), dan noemen we (2.4) de rormaalverge~ 
li.iking van een li.il'l in R2 . 
~ is de hoek, die de normaalvector uit O op 1, in de richting 
naar 1 (als 1 door O, dus d = O, dan normaalvector in een van de 
beide richtingen .:_ l) '. •" · :,; met de posi ti eve x.-2.s, gemeten in 
positieve richting~ dis de afstand( ~O) van O tot 1. Is de ver-
gelijking van een rechte in R2 gegeven door de vergelijking 
ax+ by+ c = O, dan kan deze vergelijking eenvoudig tot de 
normaalvergelijkin~ worden herleid. 
ax+bv+c Deze normaalvergelijking luidt namelijk ~r = O. 
Het + teken in de noeme als c < O; het - teken als c > 0. Als c=O 
+of..:. teken. 
Ana:i!oog in R~: Is d >,. O, dan gaat (2.3) over in: 
.) 
2. 5) X COS d.. + y COS f\ + Z COS J - d = 0. 
Deze vergelijking noemen we de normaalvergelijking van een vlak 
·---~-.:,. ~ '• L~•n•-•-- ...... ..,.._,.. ,. ,..,.,_ .. , ___ ..,...,,.M.,0• •••• ...... ,<•--~----•--•--••--~,t.•-•-
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Hierin zijn al_. f1 en b, de hoeken, die de normaal ui t O op V in de 
richting naar V (als V door O weer ~~n van de beide normaalrich-
tingen) met de positieve coordinaatassen maakt, end de (niet 
negatieve) afstand van O tot A. Evenzo kunnen weals de vergelij-
king V8n een vlak Vin R- gegev~n is door de vergelijkini 
;J 
a.x + by + cz + d = O deze tot de norma2,l vergelijking herleiden: 
+ J a + D + C 2 _, . = 0. Het + teken in de noemer, als d ( 0; 
het - teken als d) O. Als d=O + of -
teken. 
Als de normaalvergelijking van een rechte 1 in R2 gegeven is door 
de vergelijking (2.3) met d~O en P (x1 ,y1 ) een willekeurig punt 
in R2 is met OP = x1 (x1 , y 1 ) cJ~HJ. j.s (n_.x1) = de lengte van de pro-·- :, j ectie van x1 of n_. voorzien ve.n het goede teken. Moet deze lengto 
positief worden gerekend in verband met de richting van n_. dan is 
de (positieve) afstand van P tot 1 gelijk aan !(n,x1) - d j. Is 
(n, X1) niet positief_. dan is deze afstand van P tot 1 gelijk aan 
- (n_. x1 ) + d. In beide gevallen geldt dus 
tyllins 2.3 De afstand van een punt P (xtyi tot een lijn 1 met normaal-
vergelijking 
(n,x) - d = 0 .9 d1-0, X = (x,y) 
is gelijk a&n ~ 
( n_.x1 ) - d I .. als X1 = (x1 _. Y 1) · . 
Maakt n met de positieve x-as een hoek~, gemeten in positieve 
richting 9 dan is n = ( cos ct, sin C\). De normaalvergelijking van 
1 gaat dan over in x cos d-.+ y sin c(- d = O, en de afsta.nd van 
P (x1 ,y1 ) tot 1 wordt: Jx1 cos d.. + y1 sinol - d j. 
Op geheel overeenkomstige wijze kan men in n
3 
aantonen: 
.elling 2.4 Pe 2fst2nd van een punt P(x1 ,y1 ,z1 ) tot een vl2k V met nor-
ma~lvergelijking 
(ti,x) - d = 0 , d ~ 0 _. 
(2.6): f (n_.x1) ~- d f _. e,ls x1 
x = (x_.y,z) is gelijk aan 
= (x1 .. Y1,z1)· 
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Zijn de hoeken,, die n in R
3 
met de positieve coordinaatassen maakt, 
resp. gelijk aan ~,, /d en J' ,, dan is n = ( cos <X .,cos f3,, cos f) (ver-
gelijk blz. A 28). De normaalvergelijking van V gaat dan over in 
x cos o:+y cosfo +z cos 6 -d=0, en de afstand van P(x_1'y1.,z1 ) tot V 
wordt: I x1cos oc +y 1cos (3 +z1cos f -d I . 
De afstand van een punt P tot een rechte in R2 of tot ~~n plat vlak 
in R
3 
verkrijgt men dUs door de coBrdinaten van Pin te vullen in 
het betreffende lid van de normaalvergelijking van de lijn of van 
het vlak," en van het resultaat de absolute waarde te nemen. De beken- · 
de term din de normaalvergelijking (2.4) of (2.5) is juist gelijk 
aan de afstand van O tot de lijn of het vlak. 
Opm.1) Het bewijs van stelling 2.3 en 2.4 had oak op de volgende 
wijze kunnen warden geleverd: 
Stel de normaalvergelijking van de rechte 1 in R2 of het vlak Vin 
R
3 
is ( vgi . ( 2. 3) ) : 
(n,x)-d=O met In I ==1. 
De loodlijn uit een punt P(p) op 1 of V heeft een parametervoorstel-
ling X=P+ X n. 
We bepalen nu eerst het snijpunt Q van deze loodlijn met 1 of V. 
Hiervoor moet gelden: 
(n.,p+11.n)-d=0-?(n,,p)+:\lnl 2-d=0-;.A.::::d-(n.,p)., want lnl=1. 
Dus Q is het eindpunt van de vector p+{d-(n.,p)}n. 
De afstand PQ is de lengte van de vector { d-(n,,p)J n. 
Aangezien I nl=1,, is deze lengte dus j d-(n,,p)J,, hetgeen te bewijzen 
was. 
2) Is de vergelijking van een rechte 1 in R2 : ax+by+c:=O, dan 
afstand van een punt P(x 4.,y 1 ) tot 1 dus gelijk aan ax 1 +by 1 +c 
/~2+b2 
Is de vergelijking van een plat vlak Vin R
3
: 
ax+by+cz+d==O, dan is 




3) Aangezien volgens het voorgaande in R2 de afstand van P(x~,y 1) tot 
een rechte 1 gelijk is (n.,x1 )-d of d-(n,,x1 )., al naarge+ang P ligt aan 
de andere kant of dezelfde kant van 1 also, geldt dus., dut de lijn 
met normaalvergelijking (n,x)-d=O of :x; cos r.x +y sin ex -d::::0 het platte 
vlak R2 in twee delen verdeelt. Voor punten P(x,y), die aan de andere 
WR-A 32 
kant van O liggen als 0., geldt x cos o~ +y sin ex. -d > O.i terwijl voor 
de punten., die aan dezelfde kant van 1 liggen also., geldt 
x cos IX+Y sin cc. -d < 0. 
Op analoge wijze kan men_ in R
3 
aantonen, dat een vlak V met nor-
maalvergelijking x cos <X +y cos p +z cos { -d==O de ruimte R
3 
in twee 
delen verdeelt·. Voo·r de punten P(x,y,z), die liggen aan dezelfde 
kant van V als O geeft substitutie. van x,y en z in het 11.nker 
lid van de normaalvergelijking een negatief antwoord; voor de pun-
ten aan de andere kant wordt dit lid positief bij substitutie van 
de c oo:r.dina ten. 
Ondersteld is hierbij, dat het coordinatenstelsel zodanig is geko-
zen, dat de oorsprong hiervan niet li3t op de scheidende lijn of in 
het scheidende vlak. 
Voldoen de coordinaten van een punt aan de normaalvergelijking van 
lijn of vlak in R2 resp. R3
, dan ligt dat punt blijkbaar op de lijn 
of in het vlak. De afstand van het punt tot de lijn of het vlak is 
dan 0., zoals ook volgt uit de stellingen 2,3 en 2.4. 
~9~~-~u~~~~-!~~~-~!J~~~-!~-~2-~~-~~~~~~-~~~~-~!§~~~~-~~-~3: 
Zijn (a,x)=c en (b.iX)=d 
de vergelijkingen van twee lijnen in R
2 
of van twee vlakken in R3, 
dan zijn de vectoren a en b normaalvectoren. De hoek cp tussen de 
1) 
lijnen resp. tussen de vlakken'is dus dezelfde a1s de hoek tussen 
de vectoren a en b. Volgens formule (2.1) is 
(2.7) cos <p = (a,b) 
t ·a I• lb\ 
Is in R2 : a=(a~1,a 2 ), b=(b1 ,b2 ) en X==(X:,Y), dan gaan de gegeven 





Hieruit volgt in het bijzonder 11 J. 12 dan en slechts dan als 
a 1 b 1+a 2b~?=O. 
Zo zijn de twee lijnen a 1x+a 2y=c en a 2x-a 1y=d dus ~rthogonaal in R2 • 
Zoals reeds opgemePl-ct op blz. A 11 heet m1=tg <p,,1=- ? de richtings-
------------- 2 
'I} Met <p is bedoeld een van de beide hoel--rnn, dus een hoek of z I n 
supplement. 
WR-A 33 
coefficient van 11 en evenzo 
van 12 . Uit (2.8) volgt: 
b 
m2=tg <p 2=- b; de richtingscoefficient 
2 (m1m2+1) 2 2 
cos~=-~---=--, en dus tg o/ = 
(m~ +1) (m~+1) 
. 2 sin rp 
2 cos o/ 
2 
= 1-co~ p = 
cos Cf 
Verstaan we onder ~ de scherpe hoek tussen 11 en 1 2 , dan is dus: 
( 2. 9) tg 1l = I m1 -m2 
1+m1m2 
(eenvoudig ook af te leiden met behulp van de tangensregel voor de 
tangens van het verschil van twee hoeken). 
Uit (2.9) volgt weer in het bijzonder 11 ~ 12 als m1m2=-1, dus als 
de beide richtingscoefficienten elkaars tegengestelde inverse zijn. 
Is in R3 : a=(a 1,a 2,a3
), b=(b1 ,b2,b3
) en X=(x,y,z), dan stellen de 




a 1x + a 2y + a 3 
z == c 
v2 b1x + b2y + b3Z = d, 
Voorbeelden 
Vb 1) De rechte door het punt P(1,2.,3) loodrecht op het vlak 
3x-4y+5z=3 is 
x = (1,2,3) + ~(3,-4,5). 
Vb 2) De rechte in R2 door het punt ( 1., 2) en loodrecht op de vector 
( 2 .1) heeft tot vergelijking 2(x--1) .L -1. ( y-2 )=0 of 2x+y-4=0 I 
(zie opm.blz. A27). 
Vb 3) Het vlak door P(2,4,1) en loodrecht op de rechte 
x=(0~-1.,4)+ A(3,2,5) heeft tot vergelijking: J(x-2)+2(y-4)+5(z-1)=0 
of Jx+2y+5z-19=0. 
Vb 4) Gevraagd het vlak door de snijlijn van v 1 en v 2 : 
V 1 : x+y+2z=4 en 
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lood rec ht op het vla k or. : 3x-4-y-7z=9. 
De normaalvectoren van de vlakken., behorende tot de vlakken-
waaier., bepaald door v1 en v2 ., kunnen warden voorgesteld door: 
(,,-+2,µ.," -3_µ. .,2i\ +_;t,t.). Voor het vlak uit de waaie;r., dat lood-
recht staat op ~., moet gelden 3(7\.+2/A.)-4(7'-3_p..)-7(271. +_µ,)=0 
of 15 A =11_p~. 
De vergelijking van het gevraagde vlak wordt dus: 
11(x+y+2z-4)+15(2x-3y+z-1)=0 of 41x-34y+37z-59=0. 
Vb 5) Gevraagd de scherpe hoek tussen de rechte 1 en het vlak V., 
gegeven door: 
1: x = (1.,2.,3) + -;,...(1.,1., ✓6)... V: x-y+z = 12. 
De gevraagde hoek ~ is het complement van de hoek tussen de 
vectoren (1.,1., V6) en (1.,-1,1)., dus 
(p -- 1-1+\/'6 1 o sin VB •V3 = 2 ----"7 r.p = 30 . 
Vb 6) Gegeven zijn de vlakken: 
V: 2x+y+2z=1, W: 6x-4y-z=5 en U: x+Jy+z+2=0. 
Gevraagd worclt: 
de snijlijn 
1) De vergelijking van het vlak doQ'rVs7Jan Ven Wen door" O. 
2) De vergelijking van het vlak doors., loodrecht op U. 
3) De cotrdinaten van het snijpunt S vans en U. 
4) De vergelijking van het vlak door S loodrecht op de vector 
(1.,2,-3). 
5) De vergelijkingen van de projecterende vlakken vans. 
Oplossing: 
1): De vergelijking van de vlakkenwaaier., bepaald door Ven 
\·I is: "'(2x+y+2z-1)+µ(6x-4y-z-5)=0. Opdat een vlak hier-
van door O gaa t., moet gelden - 1, -5.,P- =0., zoda t de verge-
lijking van het bedoelde vlak is:. 
-5(2x+y+2z-1)+(6x-4y-z-5)=0 of 4x+9y+11z=0. 
2): Als een vlak van de vlakkenwaaier uit 1) loodrecht staat 
'op U., moet gelden: 1.(2?..+6;,.,1.,)+3(t\-4_µ.)+1.(2t\-.,<L)=0 of 
7A-7,JJ..-=O~>.. =,,,UV. De vergelijking van het bedoelde vlak 
is dus (2x+y+2z-1)+(6x-4y-z-5)=0-+ Bx-Jy+z-6=0. 
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3): Aan de drie vergelijkingen van V ;w en U voldoet X= ~, Y=-1, 
Z= ~ . ~, -1 en i zijn dus de coordinaten van het snijpunt S. 
4): De ·vergelijking van het vlak door S loodrecht op de vector 
(1.,2.,-3) heeft tot vergelijking (x- ~)+2(y+1)-3(z- ~)=0 of 
7x+14y-21z+27=0. Deze vergelijking had ook afgeleid kunnen 
warden door de vlakkenschoof te beschouwen, bepaald door V.,W 
en U: 
,,_ ( 2x+y+2z-1) +.,,{.(, ( 6x-4y-z-5) + v ( x+ 3y+z+2 )=0. 
Een vlak uit deze schoof is. loodrecht op de vector (1,2,-3) 
als 
( 2 A +6 _..P, + V) : ('11 -4 fa + 3 }I ) ! ( 2 "A -,P-- + Y) = 1 : 2: - 3 • 
Hieruit volgt x. : fa : 1.1 =81: -20: -77 en de vergelijking van het 
bedoelde vlak: 
81(2x+y+2z-1)-20(6x-4y-z-5)-77(x+3y+z+2)=0 of 7x+14y-21z+27=0. 
5): sis de snijlijn van Ven W. Beschouw de beide vergelijkingen 
van Ven W. Eliminatie van x uit deze vergelijkingen geeft 
7Y+7z+2=0. Dit is het projecterend vlak // x-as. De beide andere 
projecterende vlakken // y-as en// z-as warden verkregen door 
eliminatie van yen z uit de beide vergelijkingen. Dit leidt 
tot de vlakken: 
14x + 7z - 9 = O resp. 14x - 7Y - 11 = O. 
Vb 7) Bepaal de oppervlakte van~ ABC, als A=(4,1), B=(0,4) en 
C=(-1,-3). I 
Van de zijde AB is de lengte c= 1/(4-0) 2+(1-4) 2=5. 
Een parametervoorstelling van de lijn 1 door AB is 
x = (x.,y) = (o,4)+ 7',(4.,-3)--+ x=4i\, y=4-3?1.. 
De vergelijking van 1 is dus 3x+4y-16=0 en de afstand he van C 
tot 1: 
h = I 3 ( -1 ) +4 ( - 3 ) -16 I = 11 
C r::;--- I 5 0 
V 32+4 2 . 




1 = 15½. 
Vb 8) Gegeven het vlak V: 2x-y+2z=6 en het punt P(4,9.,5). 
Gevraagd de projectte van Pop V. 
De vector a= (2,-1,2) staat loodrecht op Ven is dus evenwijdig 
aan de loodlijn uit Pop V neergelaten. Een vectorvoorstelling 
van deze loodlijn is dus 
Substitueren we deze waarden in de vergelijking van V, dan 
is 
2(4+2x)-(9-7'.)+2(5+2"A)=6 of 9>-.=-3, 'X=-] en de projecti~ is 
(3;,9;,4;). 
Vb 9) Bepaal de. afstand van het punt P(2,-3,4) tot de lijn 1: 
l .. x+1 __ y-1 _ z+3 3 -r--ir. 
Vectorvoorstelling van l : x =(-1,1,-3) + A(3,2,4). 
Een willekeurig punt Q van l is voor te stellen door 
(-1+3A,1+2A,-3+4A). Q is de projectie van Pop 1, als de 
vector (-3+3~,4+2~,-7+4~), die gelijk en ev~nwiJdig is aan 
het lijnstuk PQ, loodrecht staat op l! dus op de vector 
(3,2,4). Het inwendig product van deze vectoren is dus nul, 
zodat 3(-3+3~)+2(4+2~)+4(-7+4A)=0. Dit geeft ~ =1 en dus 
Q(2,3,1). De afstand van P tot l is dus 
PQ = ✓ ( 2-2) 2 + ( 3 + 3 ) 2 + ( 1-4 ) 2 = 3 V5 . 
Vb 10) Gegeven het vlak V: x+3y-4z+5=0 en de punten A(2,2,3) en 
B(4,2,1). Gevraagd de vergelijking van het vlak W door AB en 
loodrecht op V. 
Stel a= (2,2,3) en b=(4,2,1), dan is b-a=(2,0,-2). De vector 
c=(1,3,-4) staat loodrecht op V. 
Een vectorvoorstelling van het vlak Wis dus 
x=(x,y,z) = (2,2,3) + A(2,0,-2) +fa(1,3,-1q. 
Hieruit volgt X=2+2:"-+/..,{,; Y=2+3;.c, ; z=J-2A-4/u., . Elimineren we 
hieruit 'A en ,IA,- , dan vinden we voor de vergelijking van het 
vlak W x+y+z=7. 
Bissectrices en bissectricevlakken: 
Van twee (snijdende) lijnen 11 en 12 in R2 zijn de normaalvergelij-
kingen gegeven door: 
11 x cos ~1+Y sin ~1-d1 = 0 
12 x cos «2+y sin &. 2-d 2 = O. 
De afstanden van een willekeurig punt P(x,y) tot 11 en 12 zijn res-
pectievelijk: 
p1 = ! x cos e<.1+y sin <X1-d 1} en p2 =Ix cos e< 2+y sin cx.2-d 2 ) . 
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De meetkundige plaats van de punten P(x,y), die gelijke afstanden 
tot 1
1 
en 1 2 hebben, is de figuur gevormd door de beide bissectrices 
van de hoelrnn, die 1 1 en 12 met elkaar ma ken. 
De vergelijking van de bissectrices luidt derhalve: 
\x cos <X1+Y sin cx.1-d1) = I X cos 0!.2+Y sin ot 2-d 2 I . 
De ene bissectrice heeft dus de vergelijking 
X cos ix1+Y sin cx.1-d1 = X cos tX 2+y sin <X 2-d 2 , en de and ere 
X cos «1+Y sin tx1-d1 = -(x COS o:. 2+y sin <X. 2-a 2). 
Opm.1) In verband met de opmerking 3) op blz. A 31 kan men nagaan, 
welke vergelijking bij de ene bissectrice en welke bij de andere 
behoort (door beschouwing van een punt op een van de bissectrices 
en na te gaan of de lirik::;1~lc':den Vern 11 en 12 positief of negatief 
moeten worden gerekend in verband met de ligging van dat punt t.o.v. 
de oorsprong O van het coBrdinatenstelsel 8n 1,
1 
en lr (beide niet 
C: 
gaande door O)). 
2) De beide bissectrices staan loodrecht op elkander, want 
(cos ~ 1-cos ~ 2 )(cos ~1+cos ~~)+(sin ~1-sin ~ 2)(sin ~+sin ~2 )= 
=(cos 2~1+sin
2~1 )-(cosZx 2+sin ~ 2 )=1-1=0. 
3) Zijn 11 en 12 niet door normaalvergelijkingen gegeven, maar is 
11 : a 1x+a 2y+a 3
=o en 12 : b1x+b2y+b3
=o, dan is de vergelijking van 
de beide bissectrices: 
I a 1x+a 2y+a 3 \ \ b1x+b2y+b3 1 = 
✓ 2 2 \/b2+b2 8 1+a2 1 2 
4) Zijn 11 en 12 evenwijdig, dan is er slechts een 
11 bissectrice", 
____ de lijn _1 // 11 en 12 en gelegen midden tussen deze. 
Op overeenkomstige wijze kan men in R
3 
aantonen: 
Als de snijdende vlakken v1 en v2 tot vergelijking hebben: 
v1 : a 1x+a 2y+a 3z+a 4=o en v2 : b1x+b2y+b3z+b4=o, dan is de vergelij-
king van de beide bissectricevlakken, die in R
3 
de tweevlakshoek, 
gevormd door v1 en v2 middendoor delen: 
la1x+~2y+a3z+a4! = \ b1x+b2y+b3z+b4j 
- I 2 2 2 \(b2+b2+b2 
v~1+a2+a3 1 2 3 
(gelijkstelling van de 
absolute waarden der 
linkerleden van de beide 
vergelijkingen ~n de 
normaa lvorm) 
Deze beide vlakken staan loodrecht op elkander, want als 
a= (a 1,a 2 ,a3
) en b = (b 1 ,b2 ,b3
) geldt: 
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b ) I bl . = 
(volgens (2.1)). 
Zie verder opm.1) en 4) boven, die ook hier m.m. van·toepassing zijn. 
Zijn in R3 twee lineair onafhankelijke vectoren a en o gegeven, dan 
is de vergeliJking van de beide bissectricevlakken van de dragers 
van a en . b_ ( d. z. de vlakken door O., die de beide hoe ken gevormd door 
deze dragers loodrecht middendoor delen) dezelfde als boven indien 
a 4=b4=0: 
Ha~x)l = l('t,x)I -? l(a,x)l ::.:: l (15,x)I . (x=(x.,y.,z)}. 
lal-!xt · )bl-\xl \a\ lb I 
Ook deze vlakken zijn dus weer orthogonaal (vergelijk vb 6) blz.A 25). 
Opgaven 
1) Bewijs met behulp van vectorrekening, dat de drie hoogtelijnen 
van een driehoek door ~~n punt gaan. 
2) Bepaal de vergelijking van de rechte in R2 , die gaat door het snij-
punt van de rechten 11x - 11y +36 = O en 3x + 4y - 22 =Oen lood-
recht staat op de rechte door de punten A(-2,3) en B(6,-1). 
3) Bepaal in R2 de vergelijkingen van de reohten, die gaan door het sniJ-
punt van de rechten x + y = 2 en x + 8y + 2 = O, en die tot het 
punt (3,-4) de afstand 3 hebben. 
4) Gegeven is het punt A(0,2). Op de x-as ligt een punt Ben op AB het 
punt C zo, dat het product va.n de lenr:ten der lijnstukken AB en AC 
gelijk is aan 16. 
Bepaal de vergelijking van de meetkundige plaats van C., als B de x-as 
doorloopt. 
5) Gegeven zijn de punten A(6.,0,-2) en_B(1,-4,0) en de rechte 1 gegeven 
door x + y = 0., 5x + y + z = 7. 
Bepaal de vergel~jkingen en bereken de lengte van de kortste verbin-
dingslijn van de lijn door AB en 1. 
6) Bepaal debvectorvergelijking van de lijn 1 door het punt P (2,1,-3) 
loodrecht op het vlak V met vergelijking 2x - y + z = 2. 
7) Bepaal de hoek tussen de lijnen 1 en m~ 
1~ x = (1.,1.,2) +4(5.,4,3) -ill! X = (2_.-1,0) + )\(5_.-3.,4). 
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8) Bepaal het snijpunt van het vlak U: x + 3z = 2 en de lijn 1 door het 
punt (6,7.,1) loodrecht op het vlak V: -x + 2y = 7. 
~) Ontbind de vector p = (5,&,-3) in een vector, die loodrecht staat op 
het vlak V: x + 2y - z = 0 en een die in het vlak V· ligt. 
10) De lijn 1 heeft tot parametervoorstelling: 
x = (0,1.,-1) + )\(1,1.,2) en de lijn m: x = (3.,1,2) +;.\ (2.,-1,1). 
1°. Toon aan, dat 1 en m elkaar snijden, 
2°. Bereken de hoek tussen 1 en m. 
3°. Depaal een parametervoorstelling en de vergelijking van het vlak 
V door 1 en m. 
4°. Bereken de coordinaten van de projectie van het punt P(-1.,6.,0) op V. 
1) Bepaal de vergelijking van het platt€ vlak., dat evenwijdig is aan de 
snijlijn van de vlakken x + 2y + 4 = O en x - y - z - 2 = 0., lood-
recht staat op het vlak x + y + 2z - 3 = 0., en gaat door het punt (1,2,2) 
2) Bepaal de vergelijking van de meetkundige plaats van de rechten., die de 
drie rechten 1., men n., gegeven door 1: x = 1., y = O; m: y = 1., z = O; 
n: x = 0., z = 1 snijden. 
j) Bepaal de hoek tussen de vlakken U: 2x + 2y - z = 5 e~ V., dat gaat door 
de twee punten (1,3.,-3) en (4.,o.,o) en evenwijdig is aan de y-as. 
4) [n R
3 
is gegeven het vlak V: x + 2y+ 2z = 9. 
a) Geef een parametervoorstelling van het vlak V. 
b) Bepaal de coordinaten van het voetpunt van de loodlijn 1 uit O op V 
neergelaten. 
c) Bepaal de rechten door 0., die liggen in het vlak x =Oen die met de 
onder b) genoemde loodlijn 1 een hoek :insluit'en., waarvan de sinus 




zijn de volgende twee rechten gegeven: 
I: x + 2y - z = o, 2x - y + z = 1 
m: x - 3Y + 5z = 0., 4x - 12y + 5z = p. 
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a) Onderzoek voor welke waarde(n) van p de rechten 1 en m 
elkaar snijden. 
b) Bepaal voor de onder a) bedoelde waarde(n) van peen der 
hoeken, die door 1 en m worden ingesloten. 
16) Bepaal de afstand van het punt P(1,10,1) tot de lijn 1: 
X = 4, Z = 5. 
7) Gegeven de lijnen 1: x = O, y + z = 1 
en m: x = 1, z = 0. 
Gevraagd de lijn, die 1 en m loodrecht snijdt en de kortste 
afstand tussen 1 en m. 
18) Gevraagd de vergelijking van de meetkundige plaats van de 
punten, die gelijke afstanden hebben tot het punt F(~p,O) 
en de rechte door A(-~p,O) evenwijdig aan de y-as. 
19) Bepaal de hoek tussen de lijn 1 en het vlak V: 
1: X = (1,2,3) + (1,0,7) 
V: X + y + 2z = 5. 
20) Gegeven de vlakken 
v1 : 2x + 2y - z = 1 en v2 : 4x + 3z = 5, 
Gevraagd de vergelijking van het bissectricevlak, dat de po-
sitievey- as (d.i het gedeelte van de y-as vanuit O gezien 
in de richting van de eenheidsvector op de y-as) snijdt. 
Vectorruimten 
Inleiding: In~§ 1 en 2 hebben ~e gezien, dat men door een 
systematisch gebruik van de correspondentie tussen meetkundige 
en algebraische begrippen, een meetkundig vraagstuk in een al-
gebraisch om kan zetten (de methode toegepast in de zgn~ Analy~ 
tlsche Meetkunde). Immers een 11 meetkundige 11 vector kan in een 
twe€-resp. driedimensionale ruimte worden geidentificeerd met 
een rijtje van twee resp. drie getallen, en met deze coordina-
ten twee- en drietallen kan worden gerekend als met de 
vectoren zelf. 
De algebraische theorie der vectoren is evenwel ook om haar 
zelfswil van belang, en kan in vele gevallen voordeliger worden 
bestudeerd onafhankelijk van de meetkunde, omdat men zich dan 
geen noodzakelijke beperkingen behoeft op te leggen in verband 
met de aanschouwelijke meetkundige interpretatie. Zo kan men bv. 
evengoed complexe getallen beschouwen i.p.v. reele getallen_, en 
ook coordinatenviertallen, vijftallen, enz. invoeren i.p.v. 
alleen twee- en driato.llen. 
We zullen nu de beginselen van de algebraische theorie dezer 
gegeneraliseerde vectoren geven, hierbij geleid door de analogie --
met meetkundige beschouwingen uit het voorafgaande. 
Een geordende verzameling (rij) van n getallen a 1., ••. , an 
noemen we een (algebraische)n-vector of veelal kortweg, in 
gevallen waarbij de 11 dimensie 11 n vaststaat of er niet toe doet, 
een vector.Een vector duiden we aan d.m.v. een letter met een 
pijltje of streepje er boven en schrijven dan bv. a =(a1 _, ••• .,an)_, 
waarin het rechterlid de rij voorstelt van den 
getallen a 1, ... ,an in de gegeven volgorde. 
Deze n getallen heten de kentallen (of ook wel coordinaten of 
elementen) van de vector. De veotor met alle kentallen gelijk 
aan O heet de nulvector en wordt voorgesteld ctoor o. Twee vec-
toren zijn dan en slechts dan geli.1~.:a als ieder kental van de 
eerste vector gelijk is aan het overeenkomstige kental van de 
tweede. 
De optelling wordt gedefinieerd door: 
ta1_, ••• , an)+ (b1, .•. , bn) = (a1 + 14 , ... ~an+ bn). 
De scalaire vermenigvuldiging met een getal A door: 
" ( ~ , .•• , an) = ("' a1 , ••• , ?-- an) • 
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Het is gemakkelijk na te gaan, dat voor deze optelling en 
vermenigvuldiging de rekenregels (1.1) t/m (1 ,8) van ;1 van 
kracht zijn. 
Zij n een zeker vast natuurlijk getal, dan vormt de verzame-
ling van alle algebraische n-vectoren per definitie den-
dimensionale vectorruimte R (of ook wel genoemd de Cartesische 
ruimte Rn). 
Als we ons beperken tot reele getallen voor de kentallen van 
vectoren, dan is R1 te interpreteren als de getallenrechte, 
R2 als het gewone vlak, R3 
als de gewone ruimte ( zie § 1). 
Naar analogie met deze Cartesische ruimtenvan dimensie 1, 2 e~ 
3 kunnen we ook in Rn, n> 3, een meetkundige terminologie 
invoeren. We doen dit bv. voor n = 4: (o,o,o,o) heet de 
oors prong O; de vec toren ( a1_, 0, 0, 0) vormen de x-as ( of x 1-as) ; 
alle (0, a2 , o,o) de y-as (of x2-as); alle (o,o,a3,o) de z-as . 
(of x3-as); alle (o,o,o,a4) de t-as (of x4-as). ,' 
Alle (a1, a2 , 0,0) vormen het (x,Y)-vlak; alle (a1 ,o,a3,o) 
het(x,z)-vlak enz.; van het (x,Y)-vlak zijn de vergelijkingen 
z = t = O; van het (x,z)-vlak de vergelijkingen:Y = t = o. 
Al le ( a1 , a2 , a3
, 0) vormen de (x, Y, z) .,.ruimte ( 11 grondruimte 11 ). 
Alle (a 1, a2 , O,a4 ) vormen de (x, Y ,t)-ruimte waarvoor dus 
z = 0; enz. 
De verzameling vectoren x = (a1 , a2 , a3, a4 ) +?1.(v 1 ,v 2,v3,v4) 
met?\variabel vormt een rechte. De verzameling X= a+ ?Ji +fow+vu 
met 7\ ,/.:.._, en v variabe 1, vormt een ruimte. Als we bv. ui t dez!=l 
' 
laats te parametervoors te 11 ing de 7',JJ-- en >'. e limineren( door be-
schouwing van de vier coordinatenvergelijkingen) dan krijgen 
we de coordinatenvergelijking van deze ruimte: 
ax+ by + cz + dt = e. Dit is weer een lineaire vergelijking. 
(In het algemeen kan men zeggen, dat een R 1 (ook wel genaamd n-
hypervlak) in Rn voorgesteld kan worden door een lineaire ver- · 
gelijking in den coordinaten). 
Opg.Bewijs, dat het snijpunt van de rechte door de eindpunten van 
a ='(1, 2, 3, 4) en b=(O, -1, 2, 2) met de (x,Y ,z)-ruimte 
(grondruimte) gelijk is aan (-1, -4, 1, O). 
Opm. De genoemde rechte snijdt noch het (x, y )-vlak, noch het 
(x, z)-vlak, nooh het (y ,z)-vlak~ In R4 zijn een rechte en 
een vlak in het algemeen dus kruisend~ 
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Voor de definitie van de begrippen "lineaire combinatie" en 
"lineaire (on)afhankelijkheid" kan worden verwezen naar §1, 
blz. 2 en 3; deze definities kunnen met behulp van de op 
blz. 41 gegeven rekenregels voor optelling en scalaire ver-
menigvuldiging van vectoren eenvoudig algebraisch worden ge-
interpreteerd. 
0pm. Volgens stelling 1.1 is de existentie van de betrekking 
+«a =5 n n 
met ( c,x 1 , •.. , <X n)1 6 een nodige en voldoende voorwaarde voor 
de lineaire afhankelijkheid van het stelsel vectoren a1 , ••• ,a~; 
deze eigenschap kan dus ook worden gebruikt als definitie 
voor lineaire afhenkelijkheid van een stelsel vectoren; per 
definitie is een stelsel lineair onafhankelijk,als het niet 
lineair afhankelijk is. 
0pg:!Bewijs: 
a ) ( 2, 1 ) is e en 1 in • comb • van ( 1 ., 0 ) en ( 0, 1 ) • 
b) (4,5) is een lin. comb, van (1,2) en (2,1), 
c) (0,1) is e2~1 lin,com1-:J .• van (1,1) en (3,2). 
d) (2,2) is een lin.comb·. van (0,0) en 1,1). 
e) (1,2) iis een lin. comb. van (3,6). 
f) (3, -4, -1, -G) is een lin. comb. van (1,2,3,4) en (2.,-1.,1.,-1). 
g) (1, 2, 3, 4) is een lin. comb. van (1, 0.,0,0), (0,0,1,0) en 
(0,1.,0.,2). 
h) (0,1,2) is een lin. comb. van (1.,2,3) en (1,1,1). 
0pm._ Inplaats v2.n "lineaire combinatie van" zeggen we ook 
11 lineair afhankelijk van 11 • 
0pg.2 Bewijs: 
a) (1,2)., (3 6) zijn lin. afhankelijk. , 
b) (2,1~0L ('1.,2,3) zi.jn lin. onafhankelijk. 
c) (1,0,0)., (6,7,0), (1,2,3) zijn lin.- onafhankelijk. 
d) (4,6.,2.,2), (1,0,0,0)., (2.,3,1.,1) zijn lin. afhankelijk. 
e ) ( 1 , 2 , 3 ) ., ( 1 J 3 , 2 ) , ( 2 , 5, 6 ) , ( 1 ., 1 , 1 ) z i j n l in • af hanke l i j k • 
f) (1,0,2,0), (2,1,0,0L (2.,1,1,0), (0,1,2,3,) zijn lin.onafh. 
0pg.3 a) Druk v =(-4,5,10) lineair uit in a =(2,3,4) en b=(5,2,1). 
b) bruk v =(6,5,8,6) lineair uit in a =(5,4,-2,1), 
b = ( 1 , 2, 3, o )enc=( 7, 9., - 3, -4) • 
c) Drul:: v =(5,-2,3) lineair uit in a=(1,2,3), b=(2,1,1) en 
c= (1, o, 1). 
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0pg.4 Bepaal x zo, dat de vectoren: 
'a:(1,2,4), b =(2,X ,5) en c=(3,X ,x)lineair afhankelijk zijn 
0pg.5 Twee vectoren (+ 5) met dezelfde drager vormen een lineair 
afhankelijk stelsel en omgekeerd; als twee vectoren (~ 5) een 
lineair afhankelijk stelsel vormen, dan hebben ze dezelfde 
dragef. Bewijs dit: 
(a1 en a2 (15) hebben dezelfde drager als a.1 =Aa.2 .) 
Aan zekere vectoren uit Rn wordt een speciale naam gegeven: 
We noemen (1,0, ••. ,0)= e1, (0,1,0, ••• ,0) = e2,, .. ,(o, ... ,0,1)= 
- - - ( e e e) =en. Deze vectoren e1 , ••• , en, genaamd de 1 ,2 , ••• ,n 
grondvectoren(eenheidsvectoren) van R, zijn lineair onafhan-n 
kelijk (waarom?) en elke vector a= (a1 , .•. ,an) is lineair -afhankelijk van deze vectoren: a= a1e1 +·••·+an en •. 
De volgende eigenschappen kunnen eenvoudig worden bewezen: 
1. Wanneer een aantal van de p vectoren v1 , •.• ,vp lineair 
afhankelijk zijn, dan zijn v1 , ••• Yp lineair afhankelijk. 
2. Een stelsel vectoren, dat de nulvector bevat, is altijd 
lineair afhankelijk. 
3. Zijn de vectoren v1 , .•• , vp lineair onafhankelijk, de 
vectoren v1 , •.. ,vp,b lineair afhankelijk, dan is b lineair 
afhanke 1 ijk van v1 , ••. , v p• 
4. Gegeven : v1 , ... , v Pzijn 
7\ 1 , ... ,)I.P al le +o, dan 
onafhankelijk. 
lineair onafhankelijk; 
- v· zijn ook i\ 1 v1 , ••• ,Ap P lineair 
5. Gegeven: v1 , ••. , vp;v1 + 5; v2 niet lineair afhankelijk van 
v1; v3 niet van v1 en v2 ,; .•• ; v p niet line air afhankelijk 
van v1 , ..• , v p-'1 .Dan zijn v1 , v2 , •.. , v P 1 ineair onafhan-
ke lijk. 
0pg .1 Repeteer de opgaven 1 t/m 1.0 van § 1. 
0pg.2 Bewijs, dat de volgende redenering onjuist is: 
Uit ,1) v1 lineair afhankelijk van v-2 .,. v3 , en v4 en 2) v1 , v2, v3 lineair onafhankelijk, volgt: v1 lineair afhankelijk van v4 • Laat dit door een tegenvoor-
--- _}:)eeld zien.· 
WR-A 45 
Om te onder-:::oeken of een stelsel vectoren lineair af'hankelijk 
is of niet, maakt men dikwijls gebruik van de volgende eigen-
schappen: 
(zie ook opg. 3 en 5 J j, blz. 4) 
1. a1, .•• ,an zijn lin. onafhankelijk dan en slechts dan, als 
a1, ••• ,ak + a1., .•. ,a1 , ••• ,an lin.onafhankelijk zijn. 
2. a1 , .•• .,~ zijn lineair onafhankelijk dan en slechts dan, 
als a.1., ... ,<X ak_, .•• .,an lineair onafhankelijk zijn.(«+o). 
Door herhaalde toepassing van de beide stellingen kan het 
onderzoek naar lineaire(otjafhankelijkheid van een stelsel 
vectoren herleid worden tot het onderzoek van een ander 
eenvoudiger stelsel. Het systematisch uitvoeren van dit pro-
cede heet "schoonvegen". 
Het is een eliminatieproces, waar we later op terugkomen, en 
dat we hier aan een enkel voorbeeld toelichten: 
Vb. Zijn a= (-1.,1,1), b= (1.,2,3)., c=(5.,1,3) lineair afhankelijk? 
Passen we het schoonveegprocede toe op deze 3 vectoren., dan 
schrijven we de vectoren onder elkaar en vegen de tweede kolom 
gevormd door het tweede kental van elke vector, schoon: 
a= (-1,1,1)} { a =(-1,1.,1) 
~ = (1,2,3) --+- b-2a =(3,0,1) 
C = (5,1,3) C-~ =(6,0.,2) 
Nu blijkt c - a= 2(b - 2a), dus 3a - 2b + c= C: De vectoren 
zijn lineair afhankelijk. 
Opg.1 Bewijs door middel van "schoonvegen", dat de drie vectoren 
a=(1.,2,3), b=(2,7,0)_c=(1,2,-1) lineair onafhankelijk zijn. 
Opg.2 Bewijs, dat de vectoren a=(7,8,0,0), b=(1.,2,4,3), c=(1,-2,-4,-3), 
d=(0,0.,4.,3) lineair afhankelijk zijn.(Deze vier vectoren 
______ van~ liggen in een driedimensionale deelruimte(zie blz. 50 ev. )) 
Tot nu toe hebben we optelling en scalaire vermenigvuldiging 
(met de rekenregels (1.1) t/m (1.8) van §1) beschouwd bij 
1. Vectoren in R2 • 
2. Vectoren in R
3
. 
3. Rijtjes (a1 , •.• ,an) d.z. vectoren in Rn. 
Er zijn nog andere systemen., waarin dezelfde rekenregels 
ge lden., bv. 
4. Ptlle veeltermen f(x)= a
0 
+ a1 x + 
bv. als n = 4 alle veeltermen 
3 4 a3x + a4x • 
5. Alle reele, alle continue of alle differentieerbare 
functies f(x), g(x), ••• gedefinieerd op een zeker interva~ 
b.v. [0,1). WR-A 46 
6. Alle lineaire vormen in een zeker aantal variabelen n, 
bv. als n = 5: alle vormen van de gedaante 
a1x1 + a2x2 + a3x3 
+ a4x4 + a5x5. (zie ook blz.53 e.v.) 
7. Alle rijtjes (a1 , •.• ,an) met n een vast natuurlijk getal, 
die voldoen aan a1 + a2 T •.•. +an= O. Optelling en 
scalaire vermenigvuldiging der rijtjes op de gewone wijze 
gedefinieerd. 
Dit geeft aanleiding tot de volgende definities: 
Lineaire_ruimte: een verzameling van elementen(objecten, 
overdrachtelijk vectoren genaamd) heet een lineaire ruimte, 
als optelling en scalaire vermenigvuldiging er gedefinieerd 
zijn, en voldoen aan de regels V ,1) t/m 1.8) van ~1. 
Opm. Dit betekent: Van elk tweetal elementen behoort de som 
tot de verzameling, terwijl dit eveneens het geval is met 
ieder element, dat gevormd wordt door vermenigvuldiging van 
een willekeurig element van de verzameling met een getal 7\. 
Bovengenoemde voorbeelden onder 1 • t/m 7. zijn lineaire 
ruimten (bewijs dit). 
Y~£~~EE~!~E~l Een lineaire ruimte (niet uitsluitend bestaande 
uit de nulvector) heet een eindig-dimensionale vectorruimte 
(hier kortweg vectorruimte genoemd) als er een eindig aantal 
vectoren is aan te geven, waarvan alle andere vectoren lineair 
afhankelijk zijn. Zo'n eindig stelsel vectoren heet een basis 
voor de vectorruimte. 
Opm. We beperken ons tot vectorruimten met eindige dimensie. 
Er zijn leerboeken, waarin men het begrip basis definieert, 
uitgaande van een stelsel lineair onafhankelijke vectoren, 
waardoor dus elke basis per definitie lineair onafhankelijk 
is. Volgens onze definitie hoeft een basis niet noodzakelijk 
lineair onafhankelijk te zijn (zie opg. 2 onder). 
Opg.1 Bewijs, dat Rn een vectorruimte is .(de grondvectorene1 , ••• ,en 
vormen een bas is.) .. 
Opg.2 In R
3 
vormen e1,e2 en e3 een basis, doch bv. e1 ,o,e3 ,e2 +e3 
ook. Bewijs dit. 
Opg.3 Ia v1 , ••• , vk een basis, en is elk van deze k vectoren lineair 
afhankelijk van de 1 vectoren w1 , ••. ,w 1• dan is w1, ••• , w 1 
ook een basis. Bewijs dit. 
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Opg.4 Bepaal in R
5 
een basis voor het hypervlak (zie blz. 42 ) : 
x1 + 2x2 + 3x3 + 4x4 + 5x5 = o. 
STELLING 3.1_(Uitwisselingsstelling_van_Steinitzl 
Is in een vectorruimte t 1 , ••• ,b een basis en zijn - - p ; v1, ••• ,v lineair onafhankelijk, dan is q ~ p terwijl er q - -
een basis is te vinden, bestaande uit v1 , •.• ,vq en p - q 
der basisvectoren '5 1 t/m op. 
Bewijs: p ~ 1 en vast. Vol ledige inductie naar q. q ~ 1 
(anders niets te bewijzen). 
v1 ="1 b1 + .•• + 1-.pb (want '61 , ... b een basis); 
v1 + 6 (volgens eigen~chap 2 blz. 44 ); er is dus minstens 
( ) - 1 - "X,i - ?\p -een ii. bv. 7\ 1 <f O, dan b1 = ?\1 
v1 - 7 _1 
b2 - ••• -7'.i b 0 , zodat 
v1., b2, ••• , bp een basis is (vgl. opg.3,blz.46;uitwisseling van 
t 1 tegenv1 ). 
Stel het bewijs is geleverd voor q= q- 1, dus q - 1 ~ p en 
v1 , ••• ,vq_1,bq,·•·,bp is een basis (b's eventueel opnieuw 
genummerd). vq is dus in deze vectoren uit te drukken, doch 
niet in v1 , ... ,v 0 _ 1 wegens de lineaire onafhankelijkheid der 
v's. In de zojuist genoemde basis komt dus minstens een vector 
b voor, dus q ~ p. 
v q =,..u1v1 + ..• +foq_1 vq_1 + 11qbq + •••. + 71.pbp; niet alle "A's 
zijn o., bv. 7\q / o. Nu is bq in V1,··•,vq, bq+1'""·'bp uit te 
drukken. Deze vormen dus een basis. Hiermede is het bewijs 
ge leverd. 
Een lineair_onafhankelijke_~§~!~ is een basis '51 , ••• .,bp, 
waarbij t 1 , ... ;bp lineair onafhankelijk zijn. 
Als in een vectorruimte een basis £1, •.• ,bp niet lineair 
onafhankelijk is, kunnen we er een lineair onafhankelijke 
basis van maken, door een aantal b's weg te laten. 
Bewijs: Schrap een b als hij lineair afhankelijk is van de ,, 
overigen; hetgeen overblijft is nog een basis (vgl. opg. 3 blz. 
46 ). Ga door tot er niets meer te schrappen valt. (schrap 
steeds een b tegelijk!) 
Gevolg: In elke vectorruimte bestaat minstens een lineair 
onafhankelijke basis. 
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STELLING _3. 3 _ 
Is 51 , .•. ,bp een lineair onafhankelijke basis van een 
vectorruimte, dan is elke vector van deze ruimte op een en 
slechts een manier te schrijven als een linaaire combinatie 
van deze b's. 
Bewijs: Is a = -x 1'61 + ... +i\ '6 =i-t1 '6 1 + •.. + I-'- '6 , dan is p p p p 
dus ook (?\1- ✓.u.1 )t1 + ... + (7>.P - fop )bp = 5 en omdat deb's 
lineair onafhankelijk zijn dus: "i\1 = fo4 ' • • • '"'p =fo . p 
e~!~!:!!1Q_~.:.1 
Vormen zowel a1 , ••. ,an als £1 , ••• ,bk een lineair onafhankelij-
ke basis, dan is n = k. 
Bewijs: Volgens de stelling van Steinitz is n ~ k, doch ook 
k ~ n en dus n = k. 
Het aantal vectoren van een lineair onafhankelijke basis van 
een vectorruimte hangt dus niet af van de keuze van de basis. 
Dit aantal heet de dimensie van de vectorruimte. Deze dimensie 
geeft dus aan het maximale aantal vectoren van de vectorruimte 
dat li.:1eni r onafhankelijk is. 
Een n-dimensionale vectorruimte duiden we aan met Rn. Kies 
in een Rn een lineair onafhankelijkc basis, bestaande uit de 
n basisvectoren e1, .•. ,en. Elke vector a is een lineaire 
combinatie van e1 , ••• ,en : a= a1e1 + ••• + anen. 
De getallen a1 , ..• an zijn (t.o.v. de beschouwde basis) de 
kertallen(of coordinaten)van a; de vectoren a1e1 , •.. ,anen 
heten de componenten van a. We kunnen dus met betrekking 
tot deze basis schrijven: a =(a1 , ..• ,an);e1 =(1,0, ••• ,0), ••• , 
en =(O, .•. ,0,1). 
Conclusie: de beschouwde n-dimensionale vectorruimte is dus 
in wezen volkomen identiek met de eertijds (op blz. 42 ) 
gedefinieerde ruimte Rn. (we hebben dan ook geen onderscheid 
in de naams aandu id ing gemaakt) . 
STELLING_3.5 
- -Zijn in Rn de vectoren v1, .•• ,vn lineair onafhankelijk, dan 
vormen ze een (1.o.)basis. 
Bewijs: Ga uit van een (1.o.)basiR - -e 1, ..• ,en en wissel uit. 
~'t§!:!:!~Q_3 .6 
Elk (n + 1)-tal vectoren £1 , .•. ,bn+1 ln 
afhankelijk. (Volgens eig.1 blz. 44 ) geldt 
dan voor elk aantal vectoren p > n,; zie ook 
blz. 3). 
WR-A 49 
R is lineair n 
deze stelling 
Stelling 1.4 
Bewijs: volgens de stelling van Steinitz zou lineaireafhan-
_____ kelijkheid voeren tot n + 1 ~ n. 
Beschouwen we in Rn de k vectoren v1 , •.• ,vk, dan kunnen zich 
dus de volgende gevallen voordoen: 
1. k > n: stelsel lin.afh. volgens stelling 3.6. 
Het kan een basis zijn, doch dit hoeft niet. 
2. k = n en de v's lin.onafh.: stelsel een lin.onafh.basis 
volgens stelling 3.5. 
3. k = n en de v's lin.afh.: stelsel geen basis 





3. 2 en 3. 1~ • 
Een (niet uitsluitend uit 5 bestaande) lineaire ruimte 
is dan en slechts dan een vectorruimte, als er een getal m 
bestaat, zo dat elk m-tal vectoren lineair afhankelijk is. 
Bewijs: 
1 . 11 dan 11 ( vo ldoende voorwaarde): Laat elk m-tal vectoren 
lineair afhankelijk zijn. Stel, dater geen basis bestaat, 
dan is er bij elk aantal vectoren een nieuwe vector te 
vinden, die van de vorigen niet lineair afhankelijk is. 
Op deze wijze echter kunnen we (volgens eig. 5 blz. 44 ) 
m lineair onafhankelijke vectoren vinden. 
2. "s lee hts dan" ( noodzake 1 ijke voorwaarde) : Laat de ruimte 
een vectorruimte zijn van dimensie n; kies nu m = n + 1 
en pas stelling 3.6 toe. 
Opg.1 Bewijs, dat de verzamelingen in voorbeelden 4., 6. en 7. van 
blz. 45 en46 resp. kunnen warden opgevat als een Rn+1 , 
Rn en een Rn_1 , Geef van elk dezer ruimten een basis aan. 
Opg.2 Bewijs, dat de ruimten uit voorbeeld 5. wel lineaire ruimten 
2 zijn, doch geen vectorruimten (aanwijzing: 1,x, x , .•• , ••••• 
linaair onafhankelijk). 
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Opg.3 Gegeven in R3 de 4 vectoren v1, v2 , v3 en v4 ; v1 en v2 lineair 
onafhankelijk, evenzo v3 en v4 . Bewijs., dater een vector w 1 5 
moet bestaan, die lineair afhangt van v1 en v2 , en evenzo tege--lijk van v3 en v4. 
Opg.4 In~ zijn n + k vectoren gegeven. Dan zijn er hieronder k 
te vinden, waarvan elke lineair afhangt van den overige. 
Bewijs dit (zie bewijs van stelling J.2). 
-
~~~!E~!~~~~- (Een (niet uitsluitend uit de nulvector bestaande) 
.. 
deelverzameling van Rn_met de eigenschap, dat tegelijk met v en 
w ook steeds v + w en rsV (voor iedere i\) tot de deelverzameling 
behoort, heet een lineaire deelruimte van Rn(dikwijls eenvoudig 
11 deelruimte 11 genoemd). 
Opg. Bewijs., dat deze deelruimte weer een vectorruimte is. 
(we kunnen dus spreken van 11 dimensie 11 var de deelruimte). 
Vb. 1. Een rechte of plat vlak door O in een R
3 
is een(1, resp. 
2-dimensionale)deelruimte van R
3
, (een R',i., resp. ,R2 ). 
Een rechte of plat vlak in R
3
, niet door O gaande, vormt 
volgens bovenstaande definitie geen deelruimte van R
3
• 
2. Voorbeeld 7. blz. 46 is een deelruimte Rn_1 van Rn 
(elke lineaire deelruimte R n-1 van Rn vormt een door 0 
gaand hypervlak in Rn (zie blz. 42),). 
Is Rk een k-dimensionale deelruimte van Rn, dan is k ~ n; 
als k = n, vult Rk de 2: 0 hi=>le B.n op. 
Bewijs: Een basis voor Rn is ook een basis voor Rk, dus 
uitgesloten is k > n, zodat k ~ n. Alleen als k = n, liggen in 
Rk n lineair onafhankelijke vectoren, die dan ook een basis voor 
Rn vormen. Alle vectoren van Rn liggen dus ook in Rk en omgekeerd, 
zodat Rk en Rn dan identiek zijn. (we hebben dan niet met een 
eigenlijke deelruimte te maken). 
STELLING_3.9 
~s Rk een deel.ruimte van Rn, dan heeft Rn een basis 
f 
V1,·••Jvk , "~::+1,···,vn., zo, dat •V4,···,vk een basis voor 
Rk vormt. ! 
- -Bewijs: Kies een basis v1 , ... .,vk voor Rk. Deze basis is lineair 
onafhankelijk. Neem ruJ een basis £1 , ... .,fin voor Rn en pas de 
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stelling van Steinitz toe voor uitwisseling. 
Zijn v1 , ••• ,vp p(desnoods lineair afhankelijke)vectoren in Rn' 
dan vormt de verzameling van al hun lineaire combinaties een 
deelruimte. We spreken dan van de door v1 , ••• ,vp bepaalde 
daelruimte of van de door v1 , ••. ,vp opgespannen deelruimte. 
STiLLING _3. '10 
De in Rn door de vectoren v1 , .•. ,vp opgespannen deelruimte 
heeft een lineair onafhankelijke basis, bestaande uit een aan-
tal van deze v's. De dimensie van deze deelruimte (die ook 
vectorruimte is) is gelijk aan het maximale aantal vectoren van 
v1 , ••. ,vp, dat een lineair onafhankelijk stelsel vormt. 
(Als v1 , •.. ,vp lineair onafhankelijk zijn, dan is de dimensie 
van de opgespann~n deelruimte juist gelijk aan p). 
Bewijs: v1 , ... ,vp vormen een basis voor de deelruimte. Pas dan 
Stelling 3.2 toe. Het overige deel van de stelling volgt hier-
uit, dater niet meer onafhankelijke v's kunnen bestaan dan de 
dimensie bedraagt. 
- -Vb. In R3 is de verzameling vectoren x= 7i. u een deelruimte van 
dimensie1; de verzameling x = i\v +;,. '.~ een deelruimte van di-
mensie 2 ( § 1; u,v en w vaste v2ctoren,"i\ en;;, variabele 
getaller._ (param~ters)). 
0pg.Bewijs, dat de vectoren a= (3,2,3,5), b=(2,-1,4,7), c=(5,8,1,1) 
end =(6,11,0,-1) in een deelruimte van R4 liggen van dimensie 
2. 
Twee stelsels vectoren heten equivalent, als zij dezelfde deel-
ruimte opspannen. De volgende twee stellingen laten zich een-
voudig bewijzen (ve;L de beide eigenschappen ··, en 2. blz. 45). 
STELLING _3. '.< 
-Als in Rn vk een willekeurige vector uit gegeven vectoren 
~ 1 , ... , ~P is, ~an is voor -:. -{ 0 de dee lru'.i.mte bepaald door 
v1 , ••• ,vk, ••. ,vp, identiek met de deelruimte bepaald do?r 
v1 ,.~.,"vk, ... ,vp(de twee stelsels vectoren zijn equivalent). 
STELLING _3. ". ~ 
- -Als in Rn de vectoren vk en v1 twee willekeurige vectoren 
zijn uit de gegeven vectoren v1 , ... ,vp,dan is de deelruimte 
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- - - -bepaald door v1 , .•• ,vk,···,v1, ... ,vp identiek met de deelruimte 
bepaald door v-1 , •.• ,vk + v1 , .•. ,v1 , ... ,vp,en dus wegens de 
vorige stelling ook identiek met de deelruimte bepaald door 
v1,·•·,vk +7\v1 , ... ,v1,.,.,vp. (de genoemde stelsels vectoren 
zijn equivalent). 
Men maakt van deze b~ide ct2llingen dikwijls een systematisch 
en 
gebruik bij de bepaling van de dimensie van'reen lineair on-
afhankelijke basis voor een lineaire deelruimte, als deze 
deelruimte is vastgelegd door·mLddel van een stelsel vectoren, 
dat men wenst te transformeren in een eenvoudiger equivalent 
stelsel vectoren (een 11 schoonvee3" proces, zie Vb. blz. 45, 53 
en blz. 55 ). 
Opg.1 Bewijs, dat het stelse1 {a,13,c,al met a,b,c en ct de vectoren 
uit .> 0•,,,o...,vr- or, >J~ ·;quivale~t is met het stelsel{a -3c, 
-:, 
b - 4c, c, d f. en ook equivalf'1t met het stelsel , {c, a}. 
We schrijven de equivalentie wel als volgt: 
{.a,'6,c,a) N {a,-3c, 13-4c, c,a}~ Lc,a1-
Opg.2 U is de deelruimte, die opgespannen wordt door de vectoren 
a=(1,2,3), b= (1,-1,2) en c=(2,7}7). 
1. Bepaal de dimensie van U. 
2. Stel een lineair onafhankelijke basis voor U op. 
3. Druk elk der vecto~en 5, 6 enc uit in deze basis. 
Opg.3 Gegeven zijn de vectoren: 
a.=(2,0,1,1), b=(3,-1,0,2) 3 ~ =(-1~1,1,3) en J=(1,3,5,15). 
1. Bewijs, dat ;, b en c lincair onafhankelijk zijn. 
2~~ Druk rt u:_ t in a, b en C. 
3. Schrijf a11e vector2n op van de deelruimte, opgespannen 
door a, b en C, 
4. Geef een voorbeeld van een vector in R4, die niet in de 
onder 3. geno~rrde deelruimte ligt. 
Opg.4 Gegeven zijn de vectoren: 
a ~(1,0,2,0), 6 =(2,1,0,0),c =(2,1,1,0), ct=(o,1,2,3).-
-;. Bc~,ijs, dat s., b, c en a een lineair onafhankelijke basis 
voor R4 vormen. 
2. Druk v =(6.3~?,0) ni_t -ir,_ rlezc b8.sis. 
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3. Vorm een lineair onafhankelijke basis voor R4, bestaande uit -Ven drie der vectoren a, b., Cena. 
Lineaire vormen 
Beschouwen we bv. alle lineaire vormen inn variabelen 
x1,x2 , ••• ,xn, dan vormen deze een vectorruimte, want als 
L ;; a1x1 + ... + anxn en JI.~ ;:; b1x1 + .•• + bnxn er toe behoren., 
dan zijn L + M ~ (a1 + b1 )x1 + .•. +(an+ bn)xn en 7\L = 
11.a,.,x-1 + ••. + 'i\ a x. weer lineaire vormen in de n variabelen 
: 1 n n 
en behoren dus eveneens tot de verzameling (vgl. ook Vb.6, 
blz. 46). Een lineair onafhankelijke basis wordt gevormd 
door de vormen x1 ,x2 , ..• ,xn. De gebruikelijke rekenregels 
gelden voor deze llneaire vormen. De theorie der vectorruimten, 
bv. datgene wat in verband staat met lineaire afhankelijkheid, 
k~ hier zonder meer warden toegepast. Zo is bv. direct te zien,. 
" 
dat de lineaire vormen 
1 
L1 ;.;: 3x + 4y - z 
L2 E X + 5y + 2z 
L3 5 2x - y Jz 
afhankelijk zijn, aangezien ~ - L2 - LJ != 0. 
De geldigheid van de volgende stelling stelt ons in staat 
tot"schoonvegen". 
STELLING_J.13 
L1, L2 , L3 
lineair onafh. ~ L1 + L2 , L2 , L3 -11n.onafh. 
als e<:f-0: 
oc L1, L2 ., :s3 1 ineair onafh. 
Vb.De volgende twee stelsels lineaire vormen z1Jn volgens deze 
stelling of beide afhankelijk., of beide onafhankelijk. We zien 
gemakkelijk in, dat het tweede stelsel lineair afhankelijk is, 
dus het eerste stelsel is dat oov: 
L2 ~ x +2y + 3z en L2 -2L~~ 3x +z { 
L1 :; -x +y +z { L = -x +y +z 
L
3 
~ 5x + y + 3z L
3
- L1= 6x +2z 
We zoeken een eenvoudiger stelsel lineaire vormen, dat met 
L1,L2,L3 
equivalent is. Daartoe behoeven we slechts de 
coeffici~nten der lineaire vormen in een schema te plaatsen 
en schoon te vegen: 
(
-1 1 1 ) (-1 1 1 ) (-1 
1 2 3 :V 3 0 1 N 3 
5 1 3 6 O 2 
0 
1) (-4 










+ z • 
Het onderzoek komt eigenlijk neer op het zoeken van eeneenvou-
dige lineair onafhankelijke basis voor de deelruimte, opge-
spannen door L1 , L2 en L3
• 
Opg.Geef een eenvoudig stelsel lineaire vormen equivalent met: 
a) L1 _ x +2y + Jz, L2 _ 2x + 7Y, L3;;:; x + 2y - z . 
b) L1 ~ 2x1 + x2 + 3x3 + x4, L2= x1 + 2x2 - x3, L3;2x1-4xa+9x3+~x4 . 
Speqiale_deelruimten,_de_begriQQen_doorsnede_en_vereniging. 
Laat U en V twee lineaire deelruimten van Rn zijn. 
We kunnen nu twee nieuwe ruimten aangeven: 
1. De doorsnede D van U en V (notatie D = Ur'IV), bestaande 
uit alle vectoren, die zowel tot U als tot V behoren (Dis 
weer een lineaire deelvectorruimte van Rn). 
2. De vereniging S van U en V (ook wel genoemd de door U en 
V opgespannen ruimte S, not at ie S = U u V), bestaande ui t 
alle vectoren, die te schrijven zijn als u + v, waarin u 
tot U en v tot V behoort. (sis de kleinste lineaire 
deelvectorruimte van R, die zowel U als V bevat). n 
De volgende belangrijke betrekking bestaat tussen de dimensi~s: 
Zijn U en V twee lineaire deelruimten van Rn en D resp. S 
de doorsnede resp. de vereniging van U en V, dan geldt 
dim U + dim V = dim D + dim S. 
Bewijs: Kies een lineair onafhankelijke basis ct1, ... ,dk voor D. 
Vul die enerzijdc aan (stelling 3.9) tot een lineair onafhanke-
lijke basis voor U: 
d1, ... ,dk, uk + 1 , ... ,u1; anderzijds tot een lineair onafhanke-
lijke basis voo~ V: 
d 1 ' .~ • • ' ak ' v k + 1 ' • • • ' v m • 
Daar elke vector uit S van de vorm u +vis, is ct1 , ••. ,dk, - - - -uk + 1 , •.. ,u1,vk + 1 , .... v!h P~n bas~.s voor S. Deze basis is 
lineair onAfhankc 7 li~-
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Onderstel nl. het volgende verband tussen de vectoren d, u en v; 
d1 d1 + ••• +crkak +7'k+1.:.,,:+1 + ••• +7'1Ul:::. 
/ic+1 vk+1+ • • • + )'<· m v m' 
De vector gevormd door het rechterlid 
is een vector van V, doch is ook wegens het linkerlid afhanke-
lijk van de basis van U, en behoort dus tot U en V, en dus tot 
D. Dit betekent, dat deze vector afhankelijk is van de d's 
alleen., zodat?\k+"l = , .. =....,,.. 1 -" O, (Stelling 3.3)• 
Maar dan geldt: J'1ct 1+ ••• +J'kctk ""flk+1vk+1 + • • • +/"'m"m., 
hetgeen voert tot alle c1" 1 s en ook alle _,.«,'s O, omdat de 
vectoren d met de vectoren v tezdmen een lineair onafhankelijk 
stelsel vormen. 
In het gegeven verband tussen de vectoren d~ u en v zijn alle 
coeffic ienten ,,;., i\ en}-<- dus noodzake 1 ijk 0, zodat deze vectoren 
een lineair onafhankelijk stelsel vorme1i. De genoemde basis 
voor Sis dus lineair onafhankelijk, zodat dim S = k + (1 - k) 
+ (m - k) = m + 1 - k. 
Verder was dim U = 1, dim V = m, dim D = k, waaruit de betrek-
king tussen de dimensies direct volgt. 
Opm. Het kan zijn, dat D slechts uit de nulvector bestaat. 
De stelling blijft dan doorgaan als we dan aan D de dimensie 
0 toekennen. 
Vb.Gegeven zijn in R4 de vectoren: 
a= (2,1,-3,-1), b = (3,2,-1,2), c =(1,2,3,1) en ct=(2,2,-2,p)., 
alsmede de twee deelvectorruimten U en V, opgespannen door de 
vectoren a en b, resp. c en ct, resp. dus voor te stellen door: 
u : x = /11 a + "' 2s ; v : x = p.1 c + µ.2ct. 
Gevraagd wordt voor verschillende waarden van p de doorsnede 
U () V en de vereniging UV V te bepalen., alsmede van beide 
ruimten de dimensie en een lineair onafhankelijke basis. 
Oplosslng: Een basis (mogelijk lin.afhankelijk) voor UVV 
wordt gevormd door de vectoren: a, b, c end. De dimensie en 
een l ineaire onafhanke l ijke bas is voor U UV kan ui t het 
kentallenschema der vectoren a, -S, c end door herleiding 
( s c hoonve gen) eenvoudig als volgt worden afgeleid: 
,. 
::)N 
2 1 -3 -1 2 1 -3 0 1 7 7 
3 2 -1 2 -1 0 5 -1 0 G 4 _, 
1 2 3 1 -3 0 9 0 0 -6 --9 
2 2 -2 p -2 0 4 p+2/ 0 0 -6 p-6 
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Voor p + -3 vormt dus UuV de gehele R4,cte dimensie is dan dus 4. \ 
Een lineair onafhankelijke basis wordt bv. gevormd door de 
vectoren a, b., c end met p =,': -3; voor p = -3 is de dimensie 
van UuV gelijk aan 3. In dit laatste geval wordt een lineair 
onafhankelijke basis bv. gevormd door de vectoren: 
( 0., 1 ., 7, 7) ., ( -1 , 0, 5, 4, ) en ( O, 0, -6 , -9 ) ( of ( O., O, 2., 3 ) ) . 
OmU()V te bepalen zoeken we naar alle vectoren x=(x1,x2 ,x3,x4) 
waarvan de kentallen vo ldoen aan: 
x1 = 2 "1 + 37'2 = fo1 + 2µ2 
x2 = 7\1 + 2?.2 = 2µ1+2p,2 
X3 = -37\1 -'i\2 = 3;,i..i - 2_.«,2 
X4 =-7'1 + 2?>.2 =µ1 +p,M,2 
Eliminatie van i\1 en"-2 geeft 2 vergelijkingen waaraan_µ..1 en.,u.-2 
moeten voldoen, namelijk (na enig gereken): 
21 ),1,1 + ( 18-p ),.t~2 = 0 
21 ,..U.1 + ( 12-3p)p,2 = 0 • 
Is P+-3, dan voldoet alleen_µ.1=µ,2= O; de doorsnede U /'\ V bestaat 
dan alleen uit de nulvector (volgt ook uit stelling 3.14, 
(izie ook opm. blz. 55), aangezien voor p I= -3: U u Veen 
R4 vormt). Voor p = -3 is ;«-1 +.1«,.2 = O. De doorsnede U f'\ V bestaat 
dan dus ult de vectoren x = µ (-1,0,5,4): dim.1., basis (-1.,0,5,4). 
Zoals boven gezien is voor p = -3 de vereniging van U en V 
3-dimensionaal. Ook in dit geval dus overeenstemming met 
stelling 3.14 (2 + 2 = 1 + 3). 
Opg.1 De deelruimte U wordt opgespannen door: 
a =(0,2,3.,-1), '5 =(0,2,7,-2) en c=(o,-2,1,0). 
De deelruimte V wordt opgespannen door: 
p =(1,2,0.,1) en q =(2,2,1,2). 
Bepaal de dimensie van en een lineair onafhankelijke basis 
voor de doorsnede Uri V. 
Opg.2 Wat vormen de volgende vectoren: 
1. x = 7'.(1,2,3,4) +,M-,(2,-1,0,2) + l.,(4,-3,-1,-1) 
2 • i = 7' ( 1 , 2 , 3 , 4 ) + fo( 2 , -1 , 0., 2 ) + v ( -1 , 8., 9, 8 ) 
3. x'= (1,7,0,2) + 7-.(2,5,1,'13) +)<,(4.,7,5,47) + v(-1,2,-5,7) 
' 4 ) met ... d 11"k · R ? :z~e blz, 2. n ,/h en i,, veran er J in 4 • . -
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Opg.3 In R4 wordt de deelruimte U opgepannen door de vectoren a =(0,1,2,3) en 5 =(2,-1.,0.,-3); 
§ 4. 
de deelruimte V door p =(1,-1,-1.,5), q=(0,1,2,-5) en 
r =(4.,-1,2,5). 
1. Stel een lineair onafhankelijke basis op voor U en v. 
2. Doe di t tevens voor de vereniging U u V en de doorsnede 
u riv. 




Een stelsel betrekkingen van de vorm 
Y1 = a11X1 + a12x2 + . . . + a1nxn 




Ym = am1x1 + am2x2 + ... + amnxn 
heet een· homogene lineaire (m,n)-transformatie. (I.p.v. 
11 transformat ie II spreekt men vaak van "afbee ld ing"; het 
woord "homogene'1 wordt dikwijls weggelaten; men spreekt 
dan van lineaire (vector)transformaties). 
Verkorte schrijfwijze van (4.1): 
n 
L Yi= aikxk (1 = 1, ... ., m). 
k=1 
(4.1) voegt aan iedere n-vector x = (x1, .•• , xn) een m-vector 
(y1 , .•• , Ym) als beeldvector toe. Deze transformatie is vol-
ledig bepaald door de m n get al len a11 , a12 , ••. , amn of, in-
dien we deze getallen rangschikken in een schema van m rijen 
en n kolommen door de matrix 
a11 a12 • 0 • a1n 
a21 a22 ... a2n 
A = 
• .. 
am1 am2 ..... amn 
./. 
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Deze matrix met m rijen en n kolommen heet een (m, n)-matrix; 
de getallen a11 ., ••• ., amn :zijn elementen van de matrix. 
Opm.: Aan (4.1) kan ook een andere interpretatie worden gegeven; 
Laat in een Rm den vectoren 
(4.3) 
a1 = ( a11 ' a21 ' • .• -' am1 ) 
a2 = ( a12' a22' · • . ' am2) 
an = ( a1n' 8 2n' • • •' 8 mn) 
benevens de vector 
-gegeven zijn, en laat y een 
-
•• 0 J an zijn., dan zijn er n 
vinden, zodanig, dat 
- - + x2a2 + -Y = x1a1 ... + xnan 
-lineaire combinatie van a1, 
get al len x1., tJ •• J xn te 
. 
Deze vergelijking, uitgeschreven in de kentallen, is 
identiek met het stelsel lineaire vergelijkingen (4.1). 
Zijn omgekeerd de vectoren a1 , ••• ., an gegeven, dan kan 
men zich afvragen of de vector y een lineaire combinatie 
van deze vectoren is. Men vraagt dan dus of er getallen 
x1, ••. , xn bestaan, zodanig., dat aan (4.1) voldaan is, 
m.a.w. of diem vergelijkingen met n onbekenden x1 , .•• , 
xn, die in (4.1) staan opgesomd, een of meer oplossingen 
toelaten. Een oplossing kan men opvatten als een oplos-
singsvector x = (x1 , .•• , x) in een R. De theorle der n n 
lineaire vergelijkingen volgt later. 
Zoals gezien, is de homogene lineaire (m,n).,-transformatie (4.1) 
volkomen bepaald door de matrix A. Ook omgekeerd geldt: 
. I. 
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Stelling 4.1: Hebben twee h?mogene lineaire (m,n)-transformaties 
de eigenschap, dat iedere vector i bij beide de-
zelfde beeldvector y oplevert, dan hebben zij de-
zelfde matrix (m.a.w. de matrix is door de trans-
formatie bepaald). 
Voor het bewijs van deze stelling is het voldoende om de beeld-
vectoren van den grondvectoren in Rn te beschouwen. Deze laatste 
geven getransformeerd n v,;;:.__:;c.r ... nvan ieder m kentallen. Deze mx n 
getallen, geplaatst in een schema van m rijen en n kolommen 
vormen juist de matrix, die bij de transformatie behoort. Omdat. 
de beeldvectoren bepaald zijn, is dit met de matrix eveneens 
het geval. 
De transformatie (4.1)kunnen we naast (4.2) ook met behulp van 
matrix-vectornotatie verkort als volgt weergeven (zie oak, 5): 
( 4 .4) y = Ax • 
Wegens Stelling 4.1 spreken we naast de matrix A ook van de 
lineaire transformatie (of afbeelding) A. 
Opmerking:' In (4.4) is x een n-vector en y een m-vector. Deze 
dimensies worden zonder meer bepaald door de afme-
tingen van A. Overal daar waar geen misverstand kan 
optreden omtrent de dimensie van vectoren uit ver-
schillende ruimten, zoals bijv. in (4.4), zullen we 
van een onderscheid in notatle van deze vectoren, in 
het algemeen afzien. 
Gemakkelijk is in te zien, dat de volgende eigenschappen gelden; 
(I) 
( II) 
A(p + q) = Ap + Aq 
= cA(x). A( ex) c = scalar. 
Deze eigenschappen (I) en (II) karakteriseren een homogene 
lineaire transformatie volkomens blijkens: 
,, 
Stelling 4.2: Een transformatie T, die iedere n-vector in een 
m-vector overvoert en de eigenschappen (I) en (II) 
./. 
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heeft (dus steeds T(p + q) = Tp + Tq en T(cx) = 
cT(x)), is een homogene lineaire transformatie. 
- -Bewijs: Stel de basisvectoren e 4, ••• , en wordenorergevoerd in 
resp• a4 = ( a4 4' a2 4' • • · ' am4) ' a2 = ( a4 2' a22' • • • 'am2'' 
... , a: = ( a4n, a2n, •.. , amn) . Een vector x = 
(x1 , x2 , ••. , xn) = x1e1 + x2e2 + ..• + xnen wordt dan 
overgevoerd in: 
- Tx T(x 4e4 xnen) y = = + x2e2 + . . . + = 
x4Te 4 + x2Te2 + ... + x Te = n n - - -
X4a4 + x2a2 + ... + x. a , n n 
dus de vergelijking (4.3), die identiek is met het 
stelsel (4.4), dat per definitie een homogene lineaire 
transformatie voorstelt. 
We kunnen dus ook een lineaire transformatie (afbeelding) ken-
schetsen als een transformatie (afbeelding) met de eigenschappen 
(I) en (II). 
Een ander eenvoudig te bewijzen gevolg van de eigenschappen 
(I) en (II) is: 
Stelling 4.3: Een homogene lineaire .·qnsformatie laat alle 
betrekkingen :rm lineaire afhankelijkheid tussen 
vectoren bestaan. 
0pmerking: Deze stelling is niet algemeen geldig als men in 
deze stelling 11 afhankelijk11 door 11 onafhankelijk 11 
vervangt, bijv. als y = Ax met A = (~ ~) • 
Toepassing van ft. op de lin. onafh. basisvectoren 
(1,0) en 0,1) geeft de afhankelijke beeldvectoren: 
(1,2) en 2,4). Later zullen we zien, dat bij bijzon-
der soort matrices, nl. de niet-singuliere matrices, 
I 
lineair onafhankelijke vectoren in lineair onafhan-
~ 




Is naast de homogene lineaire (m, n)-transformatie A een trans-
formatie B van hetzelfde type gegeven, dan geldt als 
Stellen we y1 + y2 = Cx, dan geldt in verband met stelling 4.1 
dus 
( h = 1, ••• , m; k = 1, ••• , n), 
waarbij chk het element uit de he rij en ke kolom is van de 
matrix C, behorende bij de transformatie C, die x in y1+y2 
overvoert. 
Def.: De transformatie C heet de somtransformatie van A en B. 
Elk element chk van de matrix C wordt volgens (4.5) berekend 
door de som te nemen van de overeenkomstige elementen ahk en 
bhk van de matrices A en B. We schrijven C =A+ B. 
Naast het begrip 11 somtransformatie 11 definieren we ook het 
begrip "producttransformatie". Beschouw hiertoe de transformatie 
(4.1) en daarnaast nog een (p, m)-transformatie, die de m-vector 
yin de p-vector z overvoert. 
We stellen de (m, n)-transformatie, die x in y overvoert,voor door 




aikxk ( i = 1, ••• , m), y = Ax. 
De (p, m)-transformatie, die yin z overvoert, wordt voorgesteld 
door: 
Dan kunnen we z in x uitdrukken door substitutie: 
(h=1, p) .. 
. /. 
Stellen we zh 
Stelling 4.1: 
(h = 1., 
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Cx., dan geldt in verband met 
••• , p; k = 1, n). 
Def.: De transformatie C heet de producttransformatie van Ben A 
(let ~volgorde: eerst A en dan B toepassen op het object). 
(de) . 
Elk element chk van de matrix C wordt volgens (4.6) berekend 
door ieder element uit de he rij van de matrix B te vermenig-
vuldigen met het overeenkomstige element uit de ke kolom van 
de matrix A en de zo verkregen producten op te tellen. (Men 
drukt dit kort uit door te zeggen, dat chk het inwendig 
product (of scalair product) is van de h-de rij van Ben de 
k-de kolom van A (zie Qlz. 23, 70 )). 
We schrijven C = BA. 
Def.: Zij A een homogene lineaire transformatie van R in R'. 
Het beeld (of beeldruimte) van de transformatie (of: 
het beeld van R bij A) is de verzameling van alle vectoren, 
die op tenminste een manier als A(v) kunnen worden geschre-
ven., waarbij v tot R behoort. (Een dergelijke verzameling 
kan men voors t,e l len door l A( v) ) v ER J ., E. betekent hier 
11 behoort tot 11 ). 
De kern (of nulruimte) van de transformatie is de verza-
meling van alle v~ R met A(v) = 0 (dus de verzamel:kng 
{ v I v E: R en A( v) = OJ ) . 
Zonder bewijs zij hier nog de volgende stelling gegeven: 
Stelling 4.4: Bij een lineaire transformatie (afbeelding) van 
R in R' zijn beeld en kern lineaire deelruimten 
van R 1 , resp. R, en de som van hun dimensies is 




1) Gegeven is in R2 de homogene lineaire transformatie x1= Ax, 
waarbij A(1,0) = (2,1) en A(0,1) = (-1,3). 
Gevraagd: A(2,0), A(1,1) en A(1,-2). 
2) Van een homogene lineaire transformatie A in R
3 
is gegeven, 
dat de basisvectoren e1, e2 en e3 overgevoerd worden in resp.: Ae 1 = (2,1,3), A e2 = (-1,2,1) en A e3 = (-1,0.,2). 
1) Bepaal de matrix A. 
2) Bepaal de beeldvector van (1,1,1). 
3) Welke vector heeft als beeld (0,3,6)? 
4) Bepaal het beeld van de lijn gegeven in de parametervorm: 
x = (1.,0.,0) +i\ (0.,0,1). 
3) Naast de transformatie A uit opgave 2) beschouwen we de 
homogene lineaire transformatie B., waarvan gegeven is: 
B(2,1,3) = (6.,4,3), B(-1.,2.,1) = (2,3,1)., B(-1,0,2)= (1,2,2). 
1) Bepaal de matrices B, BA en AB. 
2) Had BA ook zonder transformatievermenigvuldiging (vgl. 
(4.6)) direct opgeschreven kunnen worden? 
4) In R
3 
met e1 , e2 en e3 basisvectoren, voert een homogene 
lineaire transformatie deze vectoren over in resp. (1,2,-2), 
(2.,1,2) en (2,-2.,-1). 
Toon aan, dat elke vector in R3 na transformatie 3 maal zo 
lang wordt. (e1, e2 , e3, zijn cartesische basisvectoren.) 
5) Van een homogene lineaire transformatie in R
3 
is gegeven., dat 
(1,1,0) ➔ (1,0,2) 
(2.,0,1) ➔ (3,1,2) 
(1,-1,1)--¾' (2,1.,0). 
Waarom is de transformatie door deze gegevens niet bepaald? 
6) Gegeven is in R
3 
een homogene lineaire transformatie, ,waarbij 
de basisvectoren e1, e2 en e3 resp. overgaan in (1,2,4)., 





1) Een lineair onafhankelijke basis voor de beeldruimte. 
2) De dimensie van de beeldruimte. 
3) Een lineair onafhankelijke basis voor de nulruimte. 
4) De dimensie van de nulruimte. 
5) De betrekking, die bestaat tussen de dimensies van de 
nulruimte en de beeldruimte. 
Door de homogene lineaire transformatie met matrix 
( 
2 8 5 ) A = 1 3 2 
1 1 1 
wordt R3 afgebeeld op een deelruimte van R3• 
Geef van deze beeldruimte: 
1) Een lineair onafhankelijke basis. 
2) De dimensie. 




Zoals gezien in § 4 verstaan wij onder een matrix A een recht-
hoekig blok van mn getallen a11' a12' •• f/) , a : mn 
a12 ... a1n 
a22 * " • ' a2n 
A = . 
am2 . . . amn 
Een dergelijke matrix heeft m rijvectoren of rijen en n kolom-
vectoren of kolommen, en wordt een (m,n)-matrix genoemd. De 
rijen worden van boven naar beneden, de kolommen van links naar 
rechts geteld als men de ie rij (i=1, ••. ,m) of ke kolom 
(k=1, •.• ,n) beschouwt. De afmeting m heet de kolomlengte, 
n de rijlengte van A. Als m = n heet de matrix vierkant van 
de orde n; we spreken dan van een n-matrix. Een(m,n)-matrix 
heet van de orde m bij n. 
De getallen aij (i=1, ••• ,m; j=1, ••• ,n) noemt men de elementen 
van A. Men schrijft kortweg A= (aij). 
Een (n,1)- resp. (1,n)-matrix (dus een matrix bestaande uit 1 
kolom, resp. 1 rij) is te identificeren met een n-vector, en 
wordt genoemd een kolomvector (of kolom), resp. rijvector (of rij). 
Een nulmatrix is een matrix, waarvan de elementen alle gelijk 
zijn aan nul. Deze matrix kan zowel vierkant als rechthoekig 
zijn. Is het een (m,n)-matrix., dan stellen we deze nulmatrix 
wel voor door O (veelal worden de indices men nook wegge-m.,n 
laten; de O wordt dan zowel gebruikt voor het getal O als voor 
de nulmatrix O; dit geeft i.h.a. geen aanleiding tot misverstand), 
Twee matrices A= (ai.) en B = (b .. ) heten gelijk als ze de-J lJ 
zelfde kolom- en rijlengten hebben, en corresponderende ele-
ment~n gelijk zijn, dus A= B~aij = bij voor alle in &1.an-
merking komende waarden voor i en j. 
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De theorie der lineaire transformaties gegeven in~ 4, geeft 
aanleiding tot de volgende definities van basisoperaties op 
vectoren en matrices: (zie ook de voorbeelden op blz. 67 en 68) 
1) Som: Als A= (a .. )., B = (b .. ), i = 1, ••• .,m; j = 1, ••• ,n, ]_J ]_J 
dan is de (m,n)-matrix C = (cij) met cij = aij + bij' 
i = 1, •.• ,m; j = 1, ..• ,n per definitie de som van 
A en B: C =A+ B (vgl. (4.5)). 
2) Product: Als A= (aij), i = 1, ••• ,m; j = 1, ••• ,n en B = 
(bij), i = 1, ... .,n; j = 1, •.• ,p, dan is de (m,p)-
matrix C = (cij) met 
c .. = t_ a.kbk. , i = 1, •.• ,m; j = 1, •. ,,p 
iJ k=1 i J 
per definitie bet product van A en B : C = AB (vgl. (4,6)) 
Als AB en BA beide gedefinieerd zijn (als p = m) en 
AB= BA, dan beet bet product commutatief. 1 ) 
Opm.: Uit de definitie van bet ~atrix product AB 
volgt, dat dit product alleen dan gedefinieerd is, 
als bet aantal kolommen van A gelijk is aan bet aan-
tal rijen van B (dus rijlengte van A= kolomlengte 
van B). 
3) Product van een matrix met een getal: 
Als A= (aij) en g een getal (scalar), dan wordt 
gA =Ag= C = (cij) gedefinieerd door cij = gaij 
(vgl. (II) blz. 59). 
Opm.: Hebben A en B dezelfde afmetingen, dan wordt 
A - gB gedefinieerd coor A - gB =A+ (-g)B. Het 
recbterlid is dan gedefinieerd door acbtereenvolgens 
de definities onder 3) en 1) toe te passen. 
4) Product van een matrix en een v~ctor: 
a) Als A = ( aij), i = 1, ... , m; j = 1, ••• ,n en x = 1 
• (x1 ,x2 , ••• ,xn), dan wordt y = Ax gedefinieerd door 
1 ) A en B moeten dan noodzakelijk beide vierkant zijn en van 
dezelfde orde. ./~ 
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n 
Y. = L a1kxk, i = 1, ••• ., m ( vgl. ( 4. 4) en ( 4. 2)). 1 k~1 
Vatten we x en y opals matrices van 1 kolom (orde 
n bij 1 resp. m bij 1)., dan komt deze definitie over-
een met de productdefinitie onder 2). Het product 
van een matrix met een kolom is een kolom: 
(m.,n)x (n,1) = (m.,1). 
b) Als A= (a .. )., i = 1, ••• .,m; j = 1, ••• ,n en y = 
J. J 
(y1.,y2 , .•• ,ym)., dan wordt z = yA gedefinieerd door 
m 
zi = ~ ykaki' i = 1, ••• .,n 
Vatten we yen z opals matrices van 1 rij (orde 1 
bij m resp. 1 bij n), dan komt deze definitie weer 
overeen met de productdefinitie onder 2). Het product 
van een rij met een matrix is een rij: 
(1,m)x (m,n) = (1,n). 
5) Vectoroperaties: Als x, u en v n-vectoren voorstellen_en g een 
scalar~anwordt x = u+v gedefinieerd door x. = u. + v., 
J. J. 1. 
Vb. ad 1) 
i = 1, ••• ,n en x = gu door xi= gui, i = 1, ••• ,n 
(bijzondere gevallen van 1) en 3) als x, u en v 
warden opgevat als matrices, bestaande uit 1 rij of 
1 kolom). 
C 3 2 ) + (-~ 2 -~) (~ 5 -2) 0 -1 4 = 4 -1 • 




(~ -~) -7 1 -3 0 = 4 -3 1 5 
3 1 
vb. niet commutativiteit: 






ad 5) zie ~ § 1 - 3. 
Uit voorgaande definities volgen de volgende rekenregels (5.1) 
t/m (5.12) voor matrix-operaties: (hierbij wordt verondersteld, 
dat de afmetingenvan de op elkaar opererende matrices zodanig 





A + B = B + A 
(A+ B) + C = 
A + 0 = A, 
(optelling is commutatief) 
A+ (B + c) (optelling is associatief) 
0 = nulmatrix. 
A heeft een tegengestelde matrix (-1) ·f~ of -A, met elementen 
tegengesteld aan de overeenkomstige van A, waarvoor (5.4). 
(5.4) A+ (-1)A = 0 
(5.5) (a b)A = a(b/\). a en b scalairen 
f 
(5.6) ffe1.A = A; O.A = 0 (links is O het getal O, rechts een 
nulmatrix); a.O = 0 
./. 
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(5,.7) a(A + B) = aA + aB') distributieve eigenschappen. · 
( 5. 8) ( a+b) A = a.A. + b A _} 
Opm.: Dat deze relaties (5.1) t/m (5.8) generalisat-ies · 
zijn ·van ( 1.1) t/m ( 1. 8) ziet men in door matrices met 1 
rij of 1 kolom te beschouwen, die te identificeren zijn 
met vec toren. 
Uit (5.1) t/m (5.8) volgt ook, dat de verzameling van alle 
(m,n)-matrices bij vaste men n een lineaire ruimte vormen. 
Ze vormen zelfs een vectorruimte (Bewijs dit). 
Het is duidelijk, dat voor iedere matrix A geldt OA = 
AO= O. Het product van twee matrices kan evenwel ook 0 
zijn, zonder dat een van beide factoren O is. Dus behalve 
t.a.v. de commutativiteit (zie vb. ad 2) blz. 68) is er 
ook in dit opzicht afwijking met de gewone getallen-ver-
menigvuldiging. 
Vb . : ( 2 4\ / 2 -4) = (0 0) 
\:1 2 J l-1 2 o o 1 
Geldt de commutativiteit dus in het algemeen niet, de 
associatieve wet voor matrix-vermenigvuldiging is welsteeds 
van kracht. Dit ziet men het gemakkelijkst met behulp van 
de homogene lineaire transformaties: 
Laat A een (m,n)-matrix, Been (p,m)-matrix en C een (q,p)-
matrix zijn, en verder x een willekeurige n-vector. 
Zij y = Ax, z = By, u = Cz. 
Is CB= D, dan is u = CBy = Dy, dus u = DA~. 
Is verder BA= F, dan is z =By= BAx = Fx~ dus u = Cz=CFx, 
zodat DAx = CFx voor iedere n-vector x. Volgens stelling 
4.1 geldt dan DA= CF of (CB)A = C(BA). Dit is de associa-
tieve wet voor de vermenigvuldiging: 
(5.9) (CB)A = C(BA) 
,, 
Zonder gevaar voor dubbelzinnigheid kunnen we voor beide 






het product van meer factoren ondubbelzinnig bepaald, 
bijv. ABCDEF = A(BC)(DE)F = (PB)(CD)(EF) enz. 
Haakjes mogen dus op willekeurige plaatsen in een product 
worden ingezet. 
Verder gelden nog de volgende eigenschappen: 
(aA)B = A(aB) = a(PB) 
A(B+C) =AB+ AC } di t b t h s ri u ieve eigensc appen. 
( B+C ) f.\. = BA + CA 
Nog enkele algemene begrippen. 
a) Zoals gezien zijn vectoren te identificeren met matrices van 
1 kolom of van 1 rij (kolomvector resp. rijvector, zie 
blz. 65), 
Voorbeelden van productvorming van rijen en kolommen: 
1) ( 5 2 -3) (-;) = (-4). Het get al -4 als enige element 
van de matrix4 in het rechterlid is het inwendig product 
der twee vectoren (5, 2, -3) en (2, -1., 4). 
In het algemeen verstaat men onder inwendi~ product (of 
scalair product) van 2 vectoren (a1 ., •.• ,an) en 




-2 3 0 
8 -12 
Algemeen c_;eldt: 
matrix x kolom = kolom (zie blz. 68 ad 4) a)) 
rij X matrix = rij (zie blz. 68 ad 4)b)) 
rij X kolom = matrix bestaande uit 1 element ( zie boven~ 
kolom X rij = matrix met evenredige rijen en kolommen 
( zie boven2)). 
b) Get;ansponeerde matrix: De getransponeerde matrix AT van een 
matrix A wordt gedefinieerd als de matrix, waarvan de rijen 
. I. 
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identiek ziJn met de kolommen van J'..; dus als A = ( a. ") en 
T T • T . . ~J A = ( a .. ) , dan geldt. a .. = a,.,. In het biJzonder is de lJ lJ Jl 
getransponeerde van een rij(vector) een kolom(vectcr) en om-
gekeerd. 









Is A vierkant, dan wordt t/· dus verkregen door wentel ing 
van A om de hoofddiagonaal. 
Gemakkelijk is aan te tonen, dat geldt: 
Stelling 5 .1: (AB) T = BT AT (natuurlijk al leen dan al.2. de af-
metingen van A en B zodanig zijn, 
. -1- T Tda; het product AB zin heeft.) 
en (A,B) = A +B. 
c) Een vierkante matrix, waarvan alle elementen buiten de 
hoofddiagonaal gelijk zijn aan nul, heet een diagonaal-
matrix (de hoofddiagonaal van een vierkante n-matrix 









d) Een driehoeksmatrix is een vierkante matrix, waarvan 
nul zijn. In het eerste geval he,s;t de matrix een onder-
driehoeksmatrix; in het andere geval een bovendriehoeks-
matrix. 1 ) 
G oJ /4 2 ~)-Vb.: 1) ,, 2) u 0 :, 2/ 0 
e) Een eenheidsmatrix I is een diagonaalmatrix met alle ele-
menten op de hoofddiagonaal gelijk aan 1. Is het een 
n-matrix, dan drukken we dit wel zo uit, dat I= I = ,n 
,.(o1j) 5 1,j = 1, ••• ,n, waarin het Kronecker-symbooldij 
1 ) Zijn alle elementen zowel boven als onder de ho[j)fddiago-
naal gelijk aan O, dan is deze 11 driehoeksmatrix e~n 
diagonaal~matrix (zie onder c)). 
./. 
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gelijk is aan 1 als i = j en anders o. De naam eenheids-
matrix wordt gerechtvaardigd door de eigenschap 
(5.13) IA= AI= A. 
f) Een vierkante matrix A van de orde n heet symmetrisch als 
aij = aji (zodat A= AT), scheef-(of anti-) symmetrisch of 
alternerend als a .. = -a .. (i,j = 1, ..• ,n). 
J.J J l 
Bij een alternerende matrix zijn dus alle elementen op 
de hoofddiagonaal gelijk aan O,(a .. =-a .. ). - ].]. ].]. 
Vb.: Symmetrise he TI1atrix: (; ~ ~ \ , 
3 1 -2) 
Alternerende matrix: t~ -~ -!) 
(Een vierkante matrix wordt wel scheef genoemd., als aij= 




niet alle 0 zijn, vb.: -1 
0 ) . 
-8 
Inverse matrix: Indien A een vierkante matrix is dan heet 
B inverse van A als AB= BA= I.Bis dan ook vierkant., 
terwijl A ook inverse is van B (A en B zijn elkanders 
inverse). Een matrix heeft hoogstens een inverse, blijkens 
Stelling 5 .2: ~s zowel B als C een inverse van A., dan is B = c. 
Bewi,-js: BJ\C = (BA)C = IC :::; 
BAC = B( AC) = BI = 
De inverse matrix van A, zo 
-1 voorgesteld door A • Heeft 
deze bepaald, en geldt: 
C, maar ook 
B, dus B = c. 
deze inverse bestaat, wordt 




Opm.: Later zullen we zien, dat uit AA- 1 = I altijd 
-1 A A= I volgt. Bij de definitie van de inverse 
matrix B van A kunnen we dus met een van de verge-
lijkingen AB= I of BA= I volstaan. 
Een vierkante matrix A, die geen inverse heeft, wordt 
singulier genoemd. Is er wel een inverse, dan heet A 
n iet-s ingu 1 ier. 
Vb,: Singu lie re matrix: (: : ) ; 
er is geen matrix(: :) met (: :) G : ) ~ (: ~) 
/1 3\ 
Niet-singuliere matrix: ( 2 5 J; ✓ 
c-5 3) c 3) (-5 3 J C ~) ~~•:~) (~ -i): want 2 5 2 -1 ~ o 1 ~ 
h) Orthogonale matrix: Een vierkante matrix A heet 
orthogonaal als ATA = I of AT= A- 1, dus als de getrans-
poneerde matrix gelijk is aan de inverse (die dus moet 
bestaan). 
Vb.: Orthogonale matrix: ( 
cosCf s inf) (coslf 
-sinr cos~; inverse: sinf 
' -sinf\ 
costQ· 
Uit ATA = I (=AAT, zie opm. boven ) volgt, dat de 
kolommen (rijen) van een orthogonale matrix de eigenschap 
hebben, dat het inwendig product van twee verschillende 
kolommen (rijen) gelijk is aan O, terwijl het inwendig 
product van een kolom (rij) met zich zelf gelijk is aan 
1 (zie blz. 62). 
We kunnen deze eigenschappen ook een meetkundige inter-
pretatle geven. Hiertoe leggen we eerst op de gebruike-
1 
lijke wijze in Rn een metriek vast, zoals we dat gedaan 





van een lineair onafhankelijke basis voor Rn, bestaande 
uit den basisvectoren e 1 ,e2 , ••• , en en loodrechte stand 
en lengte zo te definieren, dat deze e1 , .•• ,en onderling 
loodrecht zijn en de lengte 1 hebben. 
De op blz. 70 gegeven definitie van inwendig product (a,5) 
van 2 vectoren a= (a1 , ••• ,an) en 5 = (b 1 , .•• ,bn): 
(a,5) = a1b 1+ .•. +anbn voert tot de definitie van de lengte 
lal van een vector a in Rn: I al = V(a,a). 
a heet loodrecht op 5 (a en 5 orthogonaal)als (a,5) = 0. 
~ heet de hoek tussen a en 5 als cosr r _(~,b) . 
-/- 0 V(a,a (15,'6) ' 
loodrechte stand van 2 vector~omt dus overeen met een 
tussenge le gen hoek tf van 90°, ( zie § 2, b lz. 23-24; de 
eigenschappen 1) t/m 6) van inwendig product, gegeven in 
§2, blz. 23 gelden ook algemeen inde...zeRn). 
We kunnen dus ook zeggen, dat de kolommen (rijen) van een 
orthogonale n-matrix n onderling loodrechte eenheids-
vectoren L)orstellen in de gemetriseerde vectorruimte Rn. 
0pm.: Geldt alleen ATA = AAT, dan heet A normaal. Een 
matrix, die wel normaal is, doch niet orthogonaal, 
is bijv. ell-:e niet-orthogonale symmetrische matrix. 
Stelling 5.3 Is de matrix A niet-singulier,dan voert de trans-
formatie A lineair onafhankelijke vectoren over in 
lineair onafhankelijke vectoren (zie ook opm. 
blz. 60). 
Bewi,js: Als de getransformeerden van onafhankelijke 
vectoren. ·1amelijk afhankelijk zouden zijn, dan 
zouden deze door de inverse transformatie A-1 (zie 
orm. 1) blz. 75) volgens stelling 4.3 weer in af-
hankelijke vectoren worden overgevoerd, doch deze 
f 
zijn dan weer de vectoren, waar we van zijn uitge-
( - -1 -) gaan immers x = A Ax, die echter lineair 
onafhankelijk ondersteld waren. 
./. 
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4 (AB) -1 -- B-1A-1 Stelling 5. (A en B beide niet-singuliere 
matrices van dezelfde orde.) 
Opmerkin;r?~1) :_ Wegens de correspondentie: homogene lineaire 
trans format ie ~ matrix ( zie § 4) kunnen we ook 
verschillende typen van homogene lineaire trans-
formaties onderscheiden. Zo zijn twee homogene 
lineaire transformaties elkanders inverse als de 
bijbehorende matrices elkanders inverse zijn; een 
homogene lineaire transformatie is orthogonaal, 
als de bijbehorende matrix orthogonaal is; enz. 
2): In het algemeen heeft het pas veel zin de begrip-
pen 11 symmetrisch1t, 11 antisymmetrisch" en 11 ortho-
gC'naal11 op de aangegeven wijze te definieren als 
we uitgaan van re~le matrices, d.w.z. matrices, 
waarvan alle elementen uitsluitend reele getallen 
voorstellen. 
Bij complexe_matrices (d.w.z. matrices waarvan de 
elementen complexe getallen voorstellen) is het 
zeer nuttig om naast deze begrippen ook nog 
andere te definieren: 
Uitgaande van een complexe matrix A = ( a .. ) defi-
* :if lJ n1eren we dan eerst de matrix A' =(a .. ) als de 
* - - 1J matrix, waarvoor a~ . = a.. (a.. is de toegevoegd 
lJ Jl Jl ----------
complexe (o~ geconjugeerde) van a .. ). A:ie heet de 
-------- ------------- Jl 
geconjugeerd getran van A. (alleen als - ----- - -· - - -- -- - - - ... - . ~-- ---~ - - -
A reeel is, geldt A~= A~). 
Als A*= A heet A hermitisch; als A:ie = -A heet A 
~£~§~!: (of anti-) hermitisch; A heet ~~!~~!E als 
A*A = I x -1 of A = A . 
4 
Voor het bijzondere geval, dat de matrices reeel 
zijn, komen de termen hermitisch en unitair dus 




eerde begrippen symmetrisch en orthogonaal: 
een reeel hermitische matrix is dus symmetrisch, 
een reeel unitaire dus orthogonaal. 
Wij zullen ons in het algemeen beperken tot 
matrices, die reeel zijn, hoewel een groot gedeel-
te van de theorie ook gewoon van kracht is als 
we complex werken. 
1) Zij gegeven een homogene lineaire (n,n)-transformatie A in R: n 
Y1.· = f_ a. kxk 
k=1 1. 
(i=1, ••• ,n), 
waarin a1k het element voorstelt uit de ie rij en de ke kolom 
van de bij de transformatie behorende matrix A. 
A voert den ~rondvectoren e1,e2, ••• ,en over in resp. 
a1 = Ae1 , a2 = Ae2, ... ,an = Aen. 
Bewijs dat 
T 
(i=1, •• ..,n), 
waarin a 1~ het element is uit de ie rij en de ke kolom van de 
getransponeerde matrix AT van A. 
-
2) i-\lS de vedtoren _e1,e2, ... ,en een lineair onai'hankeliji@basis 
vormen in Rn, bewijs dan dat de vectoren r 1 ,r2 , .•• ,fn dan 
en slechts dan eveneens een lineair onafhankelijke basis in 
Rn vormen, als 
n 
I\ = L aiJ.eJ. 
j=1 
(i=1, ••• ,n) 
met aij elementen van een niet-singuliere n-matrix 
(i=1, ... ,n; j=1, ... ,n). 
./. 
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3) Bewijs, dat als een matrix A een inverse heeft geldt: 
Is de inverse van een symmetrische matrix weer symmetrisch? 
4) Bewijs, dat een vierkante matrix, die twee gelijke kolommen 
of rijen heeft, singulier is. 
5) Verifieer door vermenigvuldiging, dat (AB)C = A(BC), als 
6) Bewijs, dat als een niet-singuliere onder (boven) driehoeks-
matrix een inverse bezit, deze inverse ook weer een onder 
(boven) driehoeksmatrix is. 
Bewijs verder, dat het product van twee onder (boven) drie-
hoeksmatrices weer een onder (boven) driehoeksmatrix is. 
7) Gegeven is in R2 de lineaire transformatie X
1 = Ax, bepaald 
door 
x 1 = X - Jy 
y 1 = 2x + y. 
1° Bepaal de matrix A. 
2° Druk de kentallen x, resp.yin de kentallen x' en y' uit. 
3° Wat is de inverse matrix A- 1? 
40 -1 -1 Verifieer, dat A A= AA = I. 
8) Gegeven is de homogene lineaire transformatie, waarbij 1 
(1,1)➔(;,~); (1,2) ➔(- ~, 1~). 
Toon aan, dat de transformatie orthogonaal is. 
./. 
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9) Stellen de kolommen van een matrix onderling loodrecht 
eenheidsvectoren voor, dan geldt hetzelfde voor de rijen, 
en omgekeerd. 












1° Als nog gegeven is, dat de kolomvectoren van de matrix A 
onderling loodrecht zijn, bepaal dan a, b enc. 
2° Bepaal de vectoren, die door A getransformeerd worden 
in een reeel veelvoud van zich zelf. 
Gegeven: 
~) (~ C -n (; 1 A= 5 , B = -1 1 0 
Bepaal A2 AB, 2 9 BA, en B • 
12) Schrijf alle vierkante matrices X van de orde 2 op, die 
voldoen aan x2 (=XX) = (6 ~), a I O. 
13) Gegeven: x1 = 2y1-y2+3y3 , x2 = y1+2y2-y3 en 
Y1 = z1+z2, Y2 = z1-z2, Y3 = 2z1+z2· 




15) Leid uit stelling 5.1 af, dat als A= B1B2 ••• Br, dat geldt 
AT= BT BTBT 
r · · · 2 1 
16) Bewijs, 
m 
1° Als Peen willekeurige matrix is, is PPi symmetrisch. 
2° Als A en B symmetrisch zijn, is AB dan en slechts dan 
symmetrisch als AB= BA. 
17) Als A=~~ -; !), en X = (x4,X2,X3) en Y = (Y4,Y2,Y3), \3 2 -1 
bepaal dan in uitgeschreven vorm de kwadratische vorm 
XAXT en de bilineaire vorm XAYT. 
18) Gegeven in R4 de vectoren u = (2,2,4,-5) en v = (5,3,-1,1). 
Aangenomen wordt, dat de basisvectoren onderling loodrecht 
zijn en alle de lengte 1 hebben. 
Bereken: 
1° De lengte van u en de lengte van v. 
2° De cosinus van de hoek tussen u en v. 
3° De parameters A en ;u. zodanig, dat de vector 
w = (5,-5,0,0) +Au+ pv zowel loodrecht is op u als op v. 









20) Los de matrixvergelijkingen P.X.. = 0 en YA= O op (o = vier-
kante nulmatrix van de orde 3)., als 
A = G -~ :)-
Is A singulier? ./. 
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21) De som van de elementen van de hoofddiagonaal van een 
vierkante matrix, heet het ~E22~ van de matrix, dus 
spoor A= a11 + a22 + 
Toon aan, dat 
. . . + a • nn 
spoor (AB)= spoor (BA), als A een (m,n)-matrix 
en B een(n,m)-matrix is. 
22) Laat In de eenheidsmatrix ziJn van de ne orde, c een getal, 
en v een rijvector met n kentallen (vT is dus een kolom-
vector). Beschouw de matrix 
23) 
T 
P = In - CV V 
1° Bewijs, dat P symmetrisch is. 
2° Indien de vector v genormeerd is op lengte 1 (d.w.z. 
vvT=1), bApaal dan de waarde(n) van c waarvoor de matrix 
P tevens orthogonaal is. 
Gegeven de 'i 1 
2 3 
A 1 1 = 3 4 
1 1 1 
3 4 5 
o -1 ( 1 Bepaal de inverse matrix A de matrix A is een zgn. 
Hilbert-matrix; de inverse er van bestaat uit uitsluitend 
gehele getallen). 
0 -1 2 Is A symmetrisch? 
24) Een links-circulerende matrix A, hier kortweg genoemd een 




ai+1.,k+1 = aik' ai+1.,1 = ain ( i.,k = 1., ••• .,n-1). 
G b n (bijv. voor n=J: a ) " C 
1° Bewijs., dat het product van twee L-matrices weer een 
L-matrix is. 
2° Bewijs., dat de vermenigvuldiging van L-matrices commu-
tatief is. 
25) In Rn is ;,'.,€;.n lineaire transformatie A gegeven. Het beeld van 
de vector v wordt aangeduid met v'. A is zodanig., dater bij 
elke v een getal /'\ bestaat., zodanig., dat v 1 =7' v. 
Bewijs, dat A onafhankelijk is van de keuze van v. 
26) Iedere vierkante matrix Akan worden geschreven als de som 
van een symmetrische matrix en een alternerende matrix. 
Bewijs dit. 
27) Bewijs, dat de reele matrix S dan en slechts dan alternerend 
is, als de matrix A =:I+S)'i-S)-1 orthogonaal isA 
Kies vervolgens S = {~~)en bepaal A. 
Bewijs, dat de bijbehorende lineaire vectortransformatie A 
in R2 een draaiing voorstelt om de oorsprong van R2 in zich 
zelf. Wat is daarbij de meetkundige betekenis van de groot-
heid t? 
28) In R2 zijn gegeven de lineaire transformaties Den P. Dis 
een draaiing van O over een hoek~ = 1 in positieve zin; 
Pis een projectie op de x-as. 
1° Geef de matrices voor Den P. 
2° Laat door matrixvermenigvuldiging zien., dat het inwendig 
product (DPv.,PDv) = 0 voor elke vector v = (x.,y). 1 
3°'Geef hiervan een meetkundige interpretatie. 
./. 
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29) In Rn is van de vectoren v1,v2 ,v3,v4,v5 gegeven: 
1° Geen van deze vectoren is de nulvector. 
30) 
2° v1, v2 en v3 staan twee aan twee loodrecht op elkaar. 
3° v4 staat loodrecht op v5 . 
4° v1,v2 en v4 zijn lineair afhankelijk. 
5° v2 en v4 zijn lineair onafhankelijk. 
Bewijs, dat v3 en v5 lineair afhankelijk zijn. 
Voor welke waarden van A is de transformatie -·met matrix 
A.(~ 14 v1) -5 v2 orthogonaal? 
11 2 V3 
3~) Bewijs dat het product van twee orthogonale matrices 
(van dezelfde orde) weer orthogonaal is en dat dit 
laatste eveneens het geval is met de inverse van een 
orthogonale matrix. (orthogonalematrices van dezelfde 
orde vormen dus een multiplicatieve groep (ook een 
additieve (zie blz.2)). 
Geldt iets dergelijks ook voor niet-singuliere symme-
trische matrices? 
32) Bewijs., dat het stelsel betrekkingen I volgt uit het 
stelsel II en omgekeerd: 
a1a2 + b1b2 == 1 a1a2 + c1c2 = 1 
c1c2 + d1d2 == 1 b1b2 + d1d2 = 1 
I II 
a2c1 + b2d1 = 0 a2b1 + c2d1 = 0 
a1c2 + b1d2 = 0 a1b2 + c1d2 = 0 
33) Bewijs de associatieve eigenschap (5.9) door middel 
van matrixvermenigvuldiging. 
34) Bepaal van de matrix 
4 2 4 '1 
30 20 45 '12 de inverse. 
20 '15 36 '10 
35 28 70 20 
35) Bewijs., dat een vierkante n-matrix dan 
niet-singulier is., als de rijen (of de 
lineair onafhankelijke vectoren in een 
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en slechts dan 
kolommen) n 
R vormen. n 
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§ 6. Stelsels van lineaire vergelijkingen 
Ter inleiding beschouwen we, evenals in§ 4, in een m-dimensi-
onale v:ctorruimte Rm n vectoren a 1,a2 , ... ,an, alsmede een 
vector b, voorgesteld door: 
( 6. 1) 
a 1 = ( a 11' a21' • · · · 'am 1) 
a2 = (a12'a22' 0 ··,am2) 
an= (a1n'a2n'···,amn) 
-
b = (b 1, b2 , ... ,bm) 
We stellen ons de vraag of de vector b lineair afhankelijk is 
van den vectoren a1 t/m an, d.w.z. of voldaan kan worden aan 
de vectorvergelijking: 
(6.2) x1a1 + x2a2 + ... + xnan = 5 
voor zekere keuze van de getallen x 1,x2, ... ,xn. Schrijven we 
(6.2) uit in de m kentallen van linker en rechterlid dan ont-




a 11x 1 + a 12x 2 + 
a21x1 + a22x2 + 
+ a1nxn = b1 
+ a2nxn = b2 





L ai oX. = bo , 
j=1 J J l 
(i=1, ... ,m). 
Als resultaat hebben we gekregen een stelsel vergelijkingen 
(6.3) of (6.4), bestaande uit m lineaire vergelijkingen met 
n onbekenden x 1,x2, ... ,xn. Slechts in het geval, dat deze 
x 1, ... ,xn zodanig gekozen kunnen worden, dat alle vergelij-
kingen van het stelsel, na substitutie van de keuze in de 
linkerleden, overgaan in gelijkheden, kan de vraag over ~e 
afhank:elijkheid, die wij in het voorafgaande gesteld hebben, 
bevestigend worden beantwoord. 
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De rechterleden, de getallen b1 t/m bm van het stelsel, noemt 
men veelal de bekende termen; de vector 5 wel de vector der 
bek?nde termen. 
De (in het algemeen eveneens bekende) getallen a .. (i=1, ... ,m; lJ 
j=1, ... ,n) heten de coefficienten. De (m,n)-matrix A van deze 
coefficienten: 
(6.5) A= 
heet de coefficienten-matrix of kleine matrix behorende bij het 
stelsel (6.3). De in de inleiding genoemde vectoren a1, ... ,an 
vormen den kolomvectoren van A. Met behulp van A en de kolom-
vecto~en X= (1 1 ) en B =(!1) wordt (6.3) of (6.4) in matrix-
nota tie: ~·n m 
(6.6) AX= B 
blz. 59) . 
(of als transformatie opgevat: Ax= 5, vgl. 
Een rijtje (c~,···,c ) van n getallen (vector van een R) heet , n n 
van het stelsel (6.3) een oplossing of oplossingsvector als de 
substitutie x 1=c 1, ... ,xn=cn alle vergelijkingen in gelijkheden 
overvoert; x 1=c 1, x2=c 2, ... ,xn=cn is dan een oplossing of 
x=(x 1, ... ,xn)=(c 1, ... ,cn) :en oplossingsvector. 
Het stelsel heet op_hosbaa:r:_ , eenduidig oplosbaar, striJdig (of 
onoplosbaar), als het respectievelijk minstens een, precies 
een, geen enkele oplossing heeft. 
Het stelsel ( 6. 3) heet E-2~9$~~, als de r-ech terleden b 1, ... , bm 
alle gelijk zijn aan O. Zijn de rechterleden niet alle 0 
( dus 5 -:f 6), dan heet het lineaJre stelsel niet-homogeen ( of 
inhomogeen) . 
We zullen nu onder toepassing van matrix- en vectortheorie de 
algemene voorwaarden onderzoeken, waaronder het stelsel ~6.3) 
' oplosbaar is. Tevens zullen we methoden aangeven voor het be-
palen van de onbekenden in geval van oplosbaarheid. 
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Uit het voorafgaande volgt direct de volgende stelling: 
Stelling 6.1. Het lineair afhankelijk zijn van 5 van de kolom-
vectoren a1,a2, ... ,an (zie (6.1)) is een nodige 
en voldoende voorwaarde voor de oplosbaarheid 
van het stelsel (6.3). 
Vb.1. Gegeven het stelsel vergelijkingen: {4x 1+x2-2x3 = 2 
2x 1+5x2+Jx3 =4 
- ( 4) - ( 1 ) - (-2 ) Met behulp van de kolomvectorm a 1= 2 ,a2= 5 , a 3= 3 
en 5=(~) in het stelsel teschrijven in de vorm: 
x 1a 1+x2a 2+x3a3=5. 
De vectoren a1,a2,a3 en 5 zijn vectoren in R2 • Geven we aan_de 
onbekende x 1 een willekeurige waarde, dan kunnen wij, daar a 2 
en a
3 
een lineaire onafhankelijke basis in R2 vormen, de 
vector 5-x1a1 op een slechts een manier schrijven als een 
linea:irecombinatie van a2 en a3 . Bij elke waarde van x 1 vin-
den wij dus een stel waarden van x2 en x3
, zo dat 
b-x1a1=x2a2+x3a3 m.a.w. het gegeven stelsel is oplosbaar en 
heeft oneindig veel oplossingen. Waren de vectoren a1,a2 en 
a3 en 5 onderling twee aan twee lineair afhankelijk geweest, 
dan zouden wij in dat geval in het algemeen twee der onbeken-
::~2~11:::::::gh::b:::l:::n::r::::~:~ngen,f 2:~+3x2: :: 
Lx1+2x2 - b3 
Metbbehulp van de kolomvectoren a1-(;), a2-(~) en b-(~i) 1s het stelsel te schrijven in de vorm x1a1+x2a2-b, 
De vectoren a1 en a2 vormen een lineair onafhankelijk stelsel 
in R
3
. Zij spannen dus een lineaire deelruimte D2 van R3 
op. 
Ligt 5 niet in D2, dan is 5 niet lineair afhankelijk van a1 -en a 2 . Het stelsel heeft dan geen oplossing en is dus strijdig. 
Ligt b wel in D2, dan is bop een en slechts een manier te 
" schrijven als een lineaire combinatie van a1 en a2 , die een 
l.o. basis voor D2 vormen. Het stelsel heeft dan 1 oplossing 
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en is dus eenduidig oplosbaar. Waren de drie vectoren a1,a2 
en b onderling twee aan twee lineair afhankelijk geweest, dan 
zouden wij in dat geval in het algemeen een der onbekenden 
x 1 en x2 willekeurig hebben kunnen kiezen, zodat dan het stel-
sel oneindig veel oplossingen gehad zou hebben. 
In het homogene geval is het stelsel altijd oplosbaar: (0, ... ,0) 
is immers dan altijd een oplossing, de zgn. nuloplossing van 
het homogene stelsel. 
Voor een homogeen stelsel geldt: 
1. Is (x 1, ... ,xn) een oplossing, dan ook ("x 1, ... ,11.xn). 
2. Zijn (x 1, .. ,xn) en (x~, ... ,x~) oplossingen, dan ook 
(x 1+x;, ... .,xn +x~). 
Dus de som van twee oplossingen van een homogeen stelsel is 
weer een oplossing; A maal een oplossing eveneens. Gevolg: 
Stelling 6.2 De verzameling van de oplossingsvectoren (de ..QJ2.=. 
lossingsruimte) van een homogeen stelsel lineaire vergelijkingen 







',L a.kxk=b. (i=1, ... ,m) een niet-homogeen stelsel, dan 
k==1 l l 
heet n 
L a.kxk=0 (i=1, ... ,m) het bij (I) behorende homogene of 
k=1 l 
gereduceerde stelsel. 
Stelling 6.3 -1 f I ) Is x =(x 1, ... ,x een oplossing van (I) en 
-If II TT 
x =(x 1, ... ,xn) een oplossing van (II), dan is 
x=x'+:x. 11 weer een oplossing van (I). 
0mgekeerd is het verschil van twee oplossingen van 
(I) een oplossing van (II), dus elke oplossing van 
(I) is te verkrijgen door bij een vaste oplossing 
van (I) een zekere oplossing van (II) op te tel-
len. 
#- f ~ II ~ ( 1 /r ) Bewi,js:, 1) Is t._. a 1 kxk=bi , L. aikxk=0, dan L a.k xk+xk =b., k=1 k=1 k=1 l l 
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dus x - I -11 = X + X is een oplossing van (I). 
-11 - -1 ) dus x = x-x is een oplossing van (II • 
Vb. + X3 = 2 
= 1 
+ x3 = 1 ii 
Geef alle oplossingen van (I). Dit kan als volgt: 









(II) heeft als oplossingen: x1=x2=A, x3
= -2 A. Inderdaad 
voldoet ( r. , 7\, -2" ) voor alle "- . Een dergelijke ui tdruk-
king, die in parametervorm alle oplo~singen van een stel-
sel oplevert., noemt men wel de 11algemene 11 oplossing van het 
stelsel. Van (II) is de algemene oplossing ( A ., A, -2 7'.); 
die van (I) is in verband met stelling 6.3 dus 
(1.,0,1)+(", 7'. .,-2 'i\ )=(1,0.,1)+ 7\(1.,1,-2)=(1+ "-, I\ ,1-2 7' ). 
Meetkundig beeld~ De oplossingsruimte van een homogeen stel-
sel met n onbekenden is een lineaire deelruimte, dus een lijn, 
vlak etc. door de oorsprong 0 van Rn. Uit elke basis voor die 
deelruimte kunnen we onmiddellijk de algemene oplossing con-
strueren door lineair compositie. 
Voor het inhomogene stelsel geldt dit niet. We krijgen de 
oplossings•rectoren van het inhomogene stelsel door bij de 
oplossingsvectoren van het homogene stelsel een vaste vec-
tor op te tellen (stelling 6.3). 
f 
Beschouwen we weer het algemene stelsel vergelijkingen (6.2): 
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en onderstellen wij, dat het maximale aantal lineair 
onafhankelijke vectoren onder den vectoren 
(I) a 1,;2 , ... ,an gelijk is aan k, dan spannen deze vec-
toren, die vectoren zijn van R volgens stelling 3.10 
m 
een lineaire deelruimte Dk van dimensie kin Rm op. 
Er zijn nu twee mogelijkheden: 
1).b ligt in Dk, dus b is lineair afhankelijk van de 
vectoren (I). In dat geval is het stelsel (6.3) oplos-
baar. De deelruimte, opgespannen door de n+1 vectoren 
(II) a1 ,a2 , ... ,an,b 
is dan equivalent (zie blz.51) met de deelruimte Dk 
opgespannen door den vectoren (I). Het maximale aantal 
vectoren van (II), dat een lineair onafhankelijk stelsel 
vormt, is dan eveneens gelijk aan k. 
2).b ligt niet in Dk, dus bis lineair onafhankelijk van de 
vectoren (I). Het stelsel (6.3) is dan onoplosbaar. Het 
maximale aantal vectoren van (II'), dat een lineair on-
afhankelijk stelsel vormt, is nu gelijk aan k+1. 
Naast stelling 6.1 hebben wij volgens het bovenstaande 
nu ook het volgende criterium voor oplosbaarheid van een 
stelsel: 
Stelling 6.4 Het stelsel (6.3) of in vectornotatie (6.2) 
is dan en slechts dan oplosbaar als het maximale aantal 
vectoren, dat een lineair onafhankelijk stelsel vormt van 
(I) en (II) hetzelfde is. 
Met behulpvan de volgende begrippen kunnen wij deze voor-
waarde eenvoudiger uitdrukken. 
Rang van een matrix. Hieronder verstaat men het maximale aantal 
kolomvectoren van de matrix, dat een lineair onafhankelijk stel-
sel vormt. De rang van een matrix is dus volgens stelling 3.10 
gelijk aan de dimensie van de deelruimte, opgespannen doqr de 
kolomvectoren. 
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bangevulde (of grote) matrix behorende bij het stelsel (6.3). 
Dit is de (m,n+1)-matrix B uit A van (6.5) verkregen door 
rechts te randen met de kolomvector 5., dus 
a11 a12 ... a1n b1 
a21 a22 a2n b2 
(6.8) B = 
am1 am2 ... a b nm m 
In verband met stelling 6.4 geldt dan~ 
Stelling_6.5 Het stelsel (6.3) is dan en slechts dan oplosbaar 
als de rang van de grote matrix B gelijk is aan 
die van de kleine matrix A. Hieruit volgt, dat 
het stelsel onoplosbaar is als de rang van Been 
hoger is dan de rang van A. 
Opm.: Uit deze stelling volgt ook direct dat een homogeen stel-
sel steeds oplosbaar is. (zeker de nuloplossing, zie blz.87) 
Als nu de rang van A gelijk is aan k., dan is volgens het boven-
staande k per definitie gelijk aan het maximale aantal kolom-
vectoren van A, dat een lineair onafhankelijk stelsel vormt. 
Stel nu, dat r het maximale aantal £.!,jvectoren van A is, dat 
een lineair onafhankelijk stelsel vormt, dus r de dimensie van 
de vectorruimte opgespannen door de rijvectoren van A, dan kun-
nen we bewijzen, dat k=:iz. Stel narnelijk k > r. Kies nu in A, 
zijnde een (m,n)-matrix., r rijen, waarin de anderen lineair zijn 
uit te drukken (stelling 3.10). Kies verder k lineair onafhanke-
r 
lijke kolornmen. Beschouw nu de (r 9 k)-matrix A als ndoorsnede 11 
van de beschouwde r rijen en k kolomrnen. De k kolommen van deze 
I 
deelmatrix A van A zijn lineair afhankelijk (immers ze vormen 
k vectoren in R met k >r, stelling 3.6). Dan kan eenvoudig r 
warden aangetoond, dat deze zelfde kolornrnen maar dan uitgebreid 
tot kolommen van de gehele matrix A eveneens lineair afhankelijk 
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moeten zijn (gevolg van de lineaire afhankelijkheid (m-r) overige 
rijen van A van de· beschouwde r rijen). Doch deze k kolommen 
waren lineair onafhankelijk onderstelds hetgeen dus een tegen-
spraak impliceert .. Door nu ook de getransponeerde ·matrix van A 
te beschouwen en daarmede analoog te werk te gaan., bewijzen we 
evenzo s dat r > k onmogelijk is s dus k=r: 
S~elling 6.6 Het maximale aantal kolomvectoren van een matrix, 
dat een lineair onafhankelijk stelsel vormt, is 
gelijk aan 11et maxirnale aantal rijvectoren, dat 
een lineair onafhankelijk stelsel vormt. (m.a.w.de 
dimensie van de ruimte opgespannen door de rijvec-
tor0nis gelijk aan de dimensie van de ruimte opge-
spannen door de kolomvectoren = de rang van de 
matrix). 
Opm. In de definitie van het begrip rang op blz.89 kan overal 
11kolom 11 dus ook door 11 rij 11 worden vervangen. 
We zullen nu een tweede bewij s geven voor stelling 6. 6., 
dat ens tevens een middel aan de hand doet om langs 
systematische WeG de rang van een matrix te bepalen: 
Hiertoe merken we eerst op, dat op een matrix zekere be-
werkingen mogen worden toegepast zonder dat k of r ver-
anderen. We beperken ons in de aanvang tot r en zullen 
voor de eenvoudigheid de m rijvectoren van A even voor-
stellen door v1 ,v2 , ... ,vm. Bij welke bewerkingen r onver-
anderd blijft, vertelt ons de volgende stelling: 
Stelling 6.7 De volgende bewerkingen mogen op een matrix worden 
toegepast zonder dat het Getal r verandert: 
1°. Het vermenigvuldigen van een rij met een getal ~/0 
dwz. een der rijvectoren vi wordt vervangen door 
?.v .• 
l 
2°. Het optellen van een met een getal vermenigvuldigde 
vi wordt vervangen rij bij een andere rij, dwz. 





( i~j) . 
I 
van een rij, die geheel uit nulelemen-
dus als v.=6, dan kan v. weggelaten 
l l 
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4°. Het verwisselen van twee rijen, 
Bewijs: 1° en 2° volgen direct uit stelling 3.11 resp. 3.12. 
3° volgt uit het feit., dat de door de vectoren 
v1 , ... ,vm opgespannen deelruimte niet verandert 
als een der vectoren hiervan., voorstellende een 
nulvector., wordt weggelaten. 
4° is triviaal. 
Deze stelling laat zich gemak:1:elijk toepassen bij het bepalen 
van de rang van een matrix., zeals uit het volgende voorbeelG 
blijkt: 




Oplossing: De bewerking., die 2 maal de eerste Pi,j aftrekt van 
(d.i. -2 maal de eerste rij optelt bij) de derde rij en vervol-
gens 3 maal de twe~de rij optelt bij de derde rij geeft de 
matr>ix: ( ! ~ -! -~) , waa rvan de r>ang r dus volgens de vorige 
stelling moet overeenstemmen met de gevraagde r van A. Van de 
gevoncJen matrix is een rij een nulrij., terwijl de beide andere 
lineair onafhankelijk zijn, zodat r=2. (Vgl. Vb.blz.45,) 
We kunnen bovendien aantonen) dat de bewerkingen vermeld in 
stelling 6.7 ook k invariant laten: 
Stelling 6.8. Het getal k verandert niet als we op de rijen 
van een matrix de bewerkingen toepassen vermeld in stelling 6.7. 
Bewijs: 1°. Zander de algemeenheid te schaden., onderstellen we., 
dat we de elementen van de eerste rij van de matrix met A -/0 
vermenigvuldigen. Den kolomvectoren a1 ., ... .,a 11 ., gegeven op blz. 
84 gaan dan ever in den vectoren "'6"1 , .. .,bn., waarvan van elk 
het 2e t/m me kental overeenstemt met dat van de overeenkomstige 
oorspronkelijke vector. De eerste kentallen zijn echter met~ 
vermenigvuldigd. Het is nu eenvoudig in te zien, dat elke be" 
trekking ~1a1+, .• +Anan=O tot gevolg heeft, dat ook 
"1 b1 + .' •• +7\nbn=O, en omgekeerd ( i. v .m. 7-- -/0). 
Elke lineaire afhankelijkheid, die tussen de vec toren a 1 ., •.. ,an 
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zou bestaan, weerspiegelt zich dus bij de vectoren b,p •. qbn., 
en omgekeerd. Het maximale aantal lineair onafhankelijke vecto-
ren in a1 , ... ,an is dus gelijk aan het maximale aantal in 
b 1' ••• ., bn • 
2°. Ook als we een rij van de matrix na vermenigvuldiging 
met een getal A optellen bij een andere rij, zien we eenvoudig, 
dat elke betrekking ,-.1a1+ .. :+ i\nafiotussen de oorspronkelijke 
kolomvectoren tot gevolg heeft eenzelrde betrekking tussen de 
nieuwe kolomvectoren en omgekeerd. 
3° en 4°. Gemakkelijk is in te zien, dat k niet verandert, 
als we een rij weglaten; die uitsluitend uit nullen bestaat 
en evenmin als we twee rijen verwisselen. 
Overeenkomstig de stellingen 6,7 en 6.8 geldt nu dus natuurlijk 
ook: 
Stelling 6,9. Het getal k verandert niet als we op de kolommen 
van een matrix soortgelijke bewerkingen toepassen als op de 
rij~n warden toegepast in stelling 6.7. 
Stelling 6.10. Het getal r verandert niet als we op. de kolommen 
de bewerkingen uit stelling 6.9 toepassen. 
Samenvattend komen we dus tot de volgende stelling: 
Stelling 6 .11. De volgende .. bewerkingen mogen op een matr•ix 
worden toegepast, zonder dat de getallen r en k (gedefinieerd 
volgens blz90) veranderen: 
'1°. Het vermenigvuldigen van een rij of een kolom met 
een geta 1 "'/o. 
2°. Het optellen van een rij of een lcolom vermenigvuldigd 
met een getal /\ , bij een andere rij of kolom. 
3°. Het 1•vegla ten van een rij of een lrnlom, die geheel ui t 
nullf':.: be::: taat. 
4°. Het verwis~elen van twee rijen of van twee kolommen. 
Nu het bewijs van k=r: Door de in ste1lil)g 6.11 genoemde opera-
ties (bij herhaling) toe te passen kunnen we een matrix door 
een eenvoudiger vervangen (met dezelfde le en r). Dit ge"k)eurt 
weer Nolgens een II schoonveegproces 11 ( zie § 3) • Ui t s telling 
6.11 volgt, dat de matrix A als volgt kan worden vereenvoudigd, 
zonder dat de getallen k of r veranderen: 
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1°. Elke kolom en elke rij, die uitsluitend uit nulelementen 
bestaat, wordt weggelaten. 
2°. Zo nodig worden de rijen zodanig verwisseld, dat a 11 
(d.i. de aanduiding voor het element in de linkerboven-
hoek, eventueel na verwisseling der rijen op deze plaats 
terecht gekomen) ongelijk is aan 0, 
3°. De elementen van de eerste rij worden vervolgens door 
a 11 gedeeld. 
4°. De elementen van de tweede rij warden verminderd met a 21 
maal de overeenkomstige elementen van de eerste rij, de 
nieuwe a 21 wordt dan o. 
Op soortgelijke wijze warden de nieuwe a 31 ,a41 , ..• ,am1 
gelijk aan O gemaakt door in plaats van de tweede rij, 
de derde en volgende rijen te beschouwen. 
Het gevolg is, dat de nieuwe eerste kolom, afgezien van het 
eerste element, dat gelijk is aan 1, uitsluitend verder be-
staat uit nullen. Het proces, boven weergegeven onder 1° t/m 
4°, noemt men het schoonvegen van de eerste kolom van een ma-
trix met behulp van de eerste rij. 
5°. Indien er nu een rij is ontstaan, die uitsluitend uit nul-
elementen bestaat, dan wordt deze weggelaten (nieuwe kolom-
men met allemaal nulelementen kunnen niet optreden). 
Nadat de eerste kolom is schoongeveegd, gaan we de tweede kolom 
schoonvegen, en wel als volgt: 
6°. Zo nodig verwisselen we de tweede rij met een volgende rij, 
zodat het element a 22 (d.i. de aanduiding voor het element 
in de 2e rij en de 2e kolom, eventueel na verwisseling der 
rijen op deze plaats terecht gekomen) ongelijk is aan O. 
( Zijn de. tweede en volgende ken ta llen van de tweede kolom-
vector alle O, dan laten we deze kolom eenvoudig weg, om-
dat dan bekend is; dat deze een vcelvoud is van de eerste 
kolom (~as stelling 6.11 2° en 3° toe). We gaan dan verder 
met de derde, vierde kolomvcctor enz. tot zover vooqtzetting 
mogelijk is.) 
Daarna delen we de elementen van de tweede rij door a
22
, 
waarna de nieuwe a 22 dus gelijk aan 1 wordt. Vervolgens 
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verminderen we de elementen van de eerste, derde., t/m laat-
ste rij resp. met a 12,a32 , ••. ,am2 maal de overeenkomstige 
elementen van de tweede rij. Door deze bewerkingen bestaat 
de nieuwe tweede kolom nu uitsluitend uit nulelementen, uit-
gezonderd het tweede element, dat 1 is. 
7°.Eventuele nieuwe nulrijen worden weggelaten. 
Schoonvegen van de derde., vierde ..• kolom geeft tenslotte een 
matrix M van de volgende gedaante: 
1 0 . 0 b1 .,q+1 . . . b1p 
0 . . b2,q+"l . . . b2p 
M . . == ., 
. 0 
0 . . 0 1 bq.,q+1 . . . b qp 
(of een van getransponeerde gedaante, indien de rijen waren 
schoongeveegd met kolommen., wat natuurlijk ook had gekund, zie 
Vb. onder). 
In ieder geval ontstaat een eenheidsmatrix, bijv. van de q6 orde 
links of boven als linker resp. bovengedeelte van de resulterende 
matrix. 
Het maximale aantal rijvectoren, en ook het maximale aantal ko-
lomvectoren van M., dat een lineair onafhankelijk stelsel vormt, 
is gelijk aan q (de p-q rechterkolommen van M kunnen tot nulkolom-
men gemaakt worden door herhaalde toepassing van stelling 6.11 2°). 
De bewerkingen die tot M hebben geleid, hebben de getallen ken r 
van de oorspronkelijke matrix A onveranderd gelaten, zodat q=k en 
q=r, en dus k==r, waarmede stelling 6.6 opnieuw bewezen is. 
De voorafgaande beschouwingen hebben ons tevens een middel aan 
de hand gedaan om op systematische wijze de rang van een matrix 
te bepalen door middel van een schoonveeg-proces. In plaats van 
kolommen schoon te vegen kan men uiteraard oolc de rang van een 
matrix bepalen door rijen schoon te vegen (met behulp van kolom-
men), zoals in het volgende voorbeeld: 
3 1 1 2 
Vb. Bepaal de rang van de matrix A = -1 0 -2 1 - 2 1 3 -1 
1 0 -2 3 
0 1 -1 1 
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Opl.: 1) Schoonvegen van de eerste rij m.b.v. de tweede kolom, 
gevolgd door schoonvegen van de tweede rij m.b.v. de 
eerste kolom, geeft de matrix: 
0 1 0 0 
-1 0 0 0 
-1 1 4 -4 
1 0 ~4 4 
-3 1 4 -4 
2) Delen van de derde en vierde kolom door 4, gevolgd 
door schoonvegen van de derde rij m.b.v. de derde 
kolom geeft, bij weglating van de laatste kolom be-
staande uit nullen, de matrix: 
0 1 0 
-1 0 0 
0 0 1 
0 1 -1 
-2 ·o 1 
Direct zien we, dat deze matrix de rang 3 heeft, zo 
dus ook de gegeven matrix A. 
Opm.! In vele gevallen zal het bij de bepaling van de rang van 
een matrix voordelig zijn de geoorloofde bewerkingen, die de 
rang invariant laten deels op de rijen en deels op de kolommen 
toe te passen, afhankelijk van de gedaante der matrices, die 




























Volgens stelling 6.2 vormen de op1ossingsvectoren van,een 
hom,cgeen stelsel lineaire vergelijkingen een lineaire deel-
ruimte van een vectorruimte. Tussen de dimensie van deze deel-
ruimte (die ook een vectorruimte is) en de rang van de co~f-
ficientenmatrix van het stelsel bestaat een belangrijk verband, 
dat nu zal worden afgeleid: 
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n 
Zij ~ a 1kxk=O, (i=1, •.. ,m) het homogene stelsel, en de rang 
k-1 ·•r.t•. . .. t t- • " ( \ 1 . 'k vAn de coe· i1Cien enmavrix H~ a 1k; ge 1J aan r. 
Geef de kolommen van A weer aan met a 1 , ... ,an en laat (het-
geen geen schade doet aan de algemeenheid) een lineair onaf-
hankelijke basis van de door deze vectoren opgespannen deel-
ruimte bes ta an ui t de v·ec toren a 1 , ... .,a r. 
Zij nu xr+1, ... .,xn n-r gegeven getallen, dan zijn x 1, ... ,xr 
zo te bepalen (en wel op eenduidige wijze), dat (x1 ,~ •• ,xn). 
een oplossing van het stelsel is, Immers de vector 
w = xr+1ar+1+ ... +xnan is lineair uit te drukken in de basis 
a1, ... ,ar:w=A1a1+ ... +"rar met eenduidig bepaalde 7'1 , .. "'"'r 
wegens stelling 3.3, Neem nu x1=-~, ..• .,xr=-J\r en we hebben 
de oplossing x=(-?\1.:,.,.,-"r,xr+1 ':""'xn). 
Beschouw nu eens de speciale oplossing xj bepaald door Xj=1, 
x .-1=• .• =x . ..-i=X . .-1=• .• =x =0 voor r+'l *: j ~ n~ Elke oplossing x is r+, J- 1 J+1 n · _ _ 
nu dus te schrijven als een lineaire combinatie van xr+1, .•. ,xn. 
Deze laatste vectoren zijn echter lineair onafhankelijk, zodat 
n-r de dimensie is van de oplossingsruimte en de algemene op-
lossing dus n-r vrij te kiezen parameters bevat. Men drukt dit 
wel uit door te zeggen dater mn-r oplossingen zijn; als r=n 
dan 1 oplossing: de nuloplossing.(Vgl. blz.13). De algemene 
oplossing kan met n-r parameters en niet met minder warden ge-
schreven. 
Opm. Uit het bovenstaande volgt ook direct, dat een willekeu-
rige oplossingsvector van het stelsel verkregen kan warden uit 
een lineaire combinatie van een willekeurig (n-r)-tal lineaire 
onafhankelijke oplossingsvectoren van het stelsel. Dus: 
Stelling 6.12. Is van een stelsel homogeen lineaire vergelij-
kingen met n onbekenden de rang van de bijbehorende coefficien-
tenmatrix gelijk aan r, dan vormen de oplossingsvectoren van 
het stelsel een (n-r)-dimensionale deelvectorruimte van Rn. Uit 
iedere set van n-r lineair onafhankelijke oplossingsvectoren 
kan een willekeurige oplossingsvector door lineaire combinatie 
worden verkregen (als r=n treedt alleen de nuloplossing als 
oplossing op.) 
We noemen een set van n-r lineair onafhankelijke oplossingsvec-, 
toren v.-1,••·,v een volledige oplossing. Een willekeurige op-
1 n-r 
lossingsvector v van het homogene stelsel is dus te schrijven 
in de vorm: V=A1v1+"2v2+ ... +An-rvn-r· 
Uit stelling 6. '12 volgt: 
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1°. Als van een homogeen stelsel lineaire vergelijkingen het 
aantal onbekenden n groter is dan het aantal vergelijkingen 
m, dan is dus n > m en dus oak n > r, waa rbij r de rang is 
van de bijbehorende coefficientenmatrix. 
In dit geval zijn er dus altijd oplossingen verschillend 
van de nuloplossing. 
2°. Een homogeen stelsel lineaire vergelijkingen heeft dan en 
slechts dan alleen de nuloplossing, als het aantal onbeken-
den gelijk is aan de rang van de bijbehorende coefficienten-
matrix. 
Uit stelling 6.3 en 6.12 volgt: 
Stelling 6.13. Indien van een niet-homogeen stelsel lineaire 
vergelijkingen met n onbekenden de rang van de coefficienten-
matrix gelijk is aan r en v een oplossingsvector is (een par-
o 
ticuliere oplossing), dan is elke oplossingsvector v van het 
stelsel te schrijven in de vorm: 
v = vo + A1V1 + '";\2v2 + • • • + "n-rvn-r' 
waarbij v1 , •.. ,vn-r n-r lineair onafhankelijke oplossings-
vectoren zijn van het bijbehorende homogene stelsel. 
Opm. Heeft een stelsel lineaire vergelijkingen dus 1 oplossing, 
dan zijn er direct ook oon-r oplossingen (zie blz.97; als n=r 
dan juist 1 oplossing: in geval van boven dus alleen v
0
). 
Voor het geval, dat van een lineair stelsel het aantal verge-
lijkingen m gelijk is aan het aantal onbekenden n, dus als ~, 
geldt de volgende belangrijke stelling: 
Stelling 6 .14 ( alterna tief stelling) --------------------Laat een niet-homogeen stelsel lineaire vergelijkingen met het 
bijbehorende gereduceerde stelsel resp. voorgesteld worden door: 
n 
(I) Z: a .. x .=b. ( i=1, ... , n) 
j=1 lJ J l ,, n 
(II) L a .. x .=0 ( i=1, ... ., n), 
J=1 lJ J 
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en r en r 1 resp. de rang van de kleine en van de grote matrix 
van stelsel (I) zijn, dan geldt: 
1°. Heeft (II) slechts de nuloplossing (d.i. als r=n), dan is 
(I) eenduidig oplosbaar. 
2°. Heeft (II) ook andere dan de nuloplossing, dan is bf (I) 
onoplosbaar (d.i. als r 1=r+1), of (I) h~eft meer dan een 
oplossing (d.i. als r 1=ro:;: n-1), en dan zelfs oneindig 
veel. Gelijkwaardig hiermee is: 
3°. Is (I) eenduidig oplosbaar, dan heeft (II) slechts de 
nuloplossing. 
Bewijs: 1°. (II) slechts de nuloplossing, dan volgens stalling 
6.12 r=n. De rang van de aangevulde matrix is~ die van de 
coefficientenmatrix (zie blz.89), kan echter niet grater zijn 
dan m (het aantal rijen van de aangevulde matrix). Wegens m=n 
zijn de rangen van beide matrices dus aan elkaar gelijk. 
Uit stalling 6.4 en de opmerking bij stalling 6.13 volgt dan 
het gestelde. 2° en 3° volgen direct uit·stelling 6.3. 
Gelijkwaardigheid van stelsels lineaire vergelijkingen 
Twee stelsels van lineaire vergelijkingen met dezelfde onbe-
kenden x 1 , •.. ,xn heten gelijkwaardig (of aequivalent), als 
elke vergelijking van het eerste stelsel een lineaire combi-
natie is van de vergelijkingen van het tweede stelsel, en om-
gekeerd ellce vergelijking van het tweede stelsel een lineaire 
combinatie is van de vergelijkingen van het eerste (het aantal 
vergelijkingen van beide stelsels mogen verschillen). 
Gemakkelijk is in te zien, dat een stelsel overgaat in een 
aequivalent stelsel, indien men op de vergelijkingen van het 
stelsel bewerkingen toepast overeenkomstig die, welke in stal-
ling 6.7 warden toegepast op de £!j~~·van een matrix. Aequi-
valentie treedt dus op bij toepassing van de volgende bewer-
kingen op de vergelijkingen van een stelsel: 
1°. Het vervangen van een der vergelijkingen door een VFrge-
lijking, die ontstaat door alle termen ervan met een ge-
tal 'ii. =/:0 te vermenigvuldigen. 
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2°. Het vervangen van een vergelijking door een vergelijking., 
die ontstaat door bij elke term van de vergelijking l"I. maal 
de overeenkomstige term van een andere vergelijking op te 
tellen, 
3°. Het weglaten van een vergelijking, waarvan alle coefficien-
ten en de bekende term gelijk zijn aan nul. 
4°. Het verwisselen van twee vergelijkingen, 
Het is gemakkelijk na te gaan., dat gelijkwaardige stelsels 
dezelfde oplossingen moeten hebben. 
Als we dus van een stelsel lineaire vergelijkingen de kolommen 
van de grote matrix schoonvegen door toepassing van bewerkingen 
genoemd in stelling 6.7, dan herleiden we deze matrix tot een 
andere., die behoort bij een stelsel lineaire vergelijkingen 
aeq4ivalent met het oorspronkelijke stelsel. Zodoende kunnen 
we nadat de matrices geschikt vereenvoudigd zijn op eenvoudiger 
wijze: 
1°. Met behulp van stelling 6,5 constateren of het stelsel 
strijdig is of niet: 
Als r' = rang grate matrix en r=rang kleine matrix, dan 
geldt: 
r 1 =r: het stelsel is oplosbaar. 
r 1=r+1: het stelsel is strijdig: geen oplossingen. 
2°. Met behulp van het verkregen aequivalente stelsel verge-
lijkingen de oplossingen bepalen., zo deze er zijn. 
Het volgende voorbeeld moge dit toelichten. 
Vb, Gevraagd voor verschillende waarden van a het volgende 




0plossing: Beschouw de grate matrix (waarin begrepen de kleine 
I 
matrix links van de verticale streep): 
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( 
1 1 1 
a:2 )-( 
1 1 1 1 ) 2 1-a 2 0 -1-a 0 a 
-1 -1 2a 4a+1 0 0 2a+1 4a+2 
(Schoonvegen van de eerste kolom met de eerste rij.) 
Stel a/-½. Deling van de laatste rij door 2a+1 geeft 
G 
1 1 '1 ). -1-a 0 a 
0 1 2 
Een met het oorspronkelijke stelsel aequivalent stelsel ver-
gelijkingen is voor a/-½ dan: 
{ 
X 1 + x 2 t x3 = 1 
-1+a )x2 = a 




=2. Als a tevens l-1, dan x 2=- 'l+a s·n x 1=1-x 2-x3= -~+a • 
;1 __l_ ,, • 1 a 
Dus als ar=-ft en r=-1, dan een oplossing: x 1=- 1+a, x 2=- 1+a, 
X,..,=2. 
:; 
De gevallen a=-½ en a=-1 dienen apart te worden beschoumJ; 
1 °. a=-~- dan x 2=1 en x1 =-x3 • In di t geva l is r 
1 =r=;~. Er zijn 
oneindig veel oplossingen (00 1 ). Elke oplossingsvector x kan 
warden voorgesteld door x = (0,1.,0) + r.(1,0,-1) = (i\.,1,-71.); 
vgl. Stelling 6.13. 
(0.,1,0) is een particuliere oplossing van het stelsel, terwijl 
X=11( '1, 0., -1) de a lgemene oplos sj.ng is van het bijb0ho1.1ende ho-
mogene stels2.l (als a=-1·). De eindpunten van d2 opl·Jssings-
vectoren x van hct gegeven stelsel liggen op de rochte lijn 
door het punt (0,1,0) met richting (1.,0,-1); parametervoor-
stelling: X=(0,1.,0)+ ">-('l,0.,-'i). 
00 --1 '- . 8- • Het Db::0 lsel is strijdig. Imm1:;rs Li dat c;r.::val is 
r 1 =3 en r=2. Dus geen oplossingen. 
Sam~nvattend: 
1 o. af-·} en tevens f-1: stelsel eencluid ig oplosbaa r; een oplos-
sing: X==(- ,1~ia ., - ;•~a _.2). Meetkunc-:i~e bctekenis: de ;tr>ie · T I·, 
pla t,te vla k:ken in R.
3
, voorgesteld doo1° de d r:l.o vorigelJ. j kin~;en 
van het stelsel., gaan door 1 punt. 
2°. a==-½: stelsel oplosbaar: m1 oplossingen~ x=(0.,1,0)+'.\(/1,0.,-1). 
Meetkundige betekenis: de drie platte vlakkeD hebben een rechte 
lijn gemeen, waarvan deze oplossingsvergelijlcing de parameter-
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voorstelling is. 
3°. a=-1~ stelsel strijdig: geen oplossing. Meetkundige 
betekenis: onder de vlakken zijn twee evenwijdige vlakken, 
die dus geen punt gemeen hebben. 
We hebben gezien, dat gelijkwaardige stelsels. dezelfde op-
lossingen hebben. Het omgekeerde is voor niet-homogene stel-
sels niet algemeen waar: bijv. in geval de beide stelsels 
onoplosbaar zijn en niet gelijkwaardig. We kunnen echter wel 
bewijzeti, dat geldt 
Stelling 6.15. Hebben twee stelsels van lineaire homogene 
vergelijkingen dezelfde oplossingen, dan zijn ze gelijkwaar-
dig. 
Bewijs: Zijn de stelsels (I) en (II), dan vormen we uit (I) 
een nieuw stelsel (III) door er een willekeurige vergelijking 
van (II) onder te schrijven. De rang van de coefficienten-
matrix kan hierdoor niet veranderen omdat de oplossingsruimte 
niet verandert. De onderste rij moet dan een lineaire combi-
natie zijn van de overige rijen. Dus elke vergelijking van 
(II) is een lineaire combinatie van de vergelijkingen van (I), 
hetgeen uiteraard ool{ 0111.gekee1"'d geldt. 
Voorbeelden 
1. Voorbeeld ter toelichting van stelling 6.13: 
Bepaal alle oplossingen van het stelsel: 
1 2 3 { 
3x1 + 5x2 = 13 
-2x - 2x - x - -9 
lJ.x - 3x == -"i 2 3 , 
als reeds bekend is, dat v = (1,2,3) een oplossing is. 
0 
Opl.: 1.:.Je schrijven eerst alle oplossingen van het bijbehorende 
gereduceerde stelsel op. We zien eenvoudig in, dat voor zo 1n 
oplossing geldt: 4x 2=Jx3, Jx 1=-5x2 , zodat de algemene oplossing 
van het gereduceerde stelsel geschreven kan wor>clen als 




+v1=(1,2,3)+ A(5,-3,-4) of =(1+5A,2-3A,3-4A). 
" 
Meetkundige interpretatie: De oplossingsvectoren ~ in R
3 
be-
palen een lijn 1, die gaat door het punt (1,2,3) en die even-
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wijdig is aan de vector (5,-3,-4) in R
3
; de parametervoor-
stelling van deze lijn wordt gegeven door de oplossing van 
het stelsel: x=(1,2,3)+ "-(5,-3,-4). De drie vergelijkingen 
van het gege~en stelsel zijn in R
3 
de voorstellingen van 
drie platte vlakken, die gaan door de rechte 1. De vlakken 
zijn dus vlakken van een vlakkenwaaier (zie blz.20): inder-
daad is 2(3x1+5x2-13) + 3(-2x1-2x2-x3
+9) = 4x2-Jx3+1. 
Opm. In plaats van de vector v =(1,2,3) hadden· we in de op-o 
lossing een willekeurige andere oplossingsvector van het 
gegeven stelsel kunnen nemen. 
2. Voorbeeld ter toelichting van stelling 6.12: 
2 2a x1 + 4x2 + (a+1)x3 
= O 
ax1 + 2x2 + x3 
x 1 + 2x 2 + ax3 
= 0 
= 0 
Bepaal voor verschillende waarden van a de dimensie van en 




OpJ .: We herleiden de coefficientenmatrix van het stelsel als 
volgt tot aequivalente matrices (d.z. matrices van dezelfde 
rang): 
ct 4 a+1) (2a
2
-2a 
0 a-1) als ( 2a 0 1 
)= 2 1 """?'" a-1 0 -a:1 a/1 2~ 2-a-1 0 0 --!,,-2 a 1 2 2 a 
( 2a 
0 
1 ) ( a - ~ ) ( 2a vi ) 0 0 • 
2 a 
We onderscheiden nu de volgende 3 gevallen (in verband met 
de aanname a/1 in de herleiding, en het element (a-1)(2a+1) in 
de laatste matrix): 
1°. a/1, /-½. Dit geeft r=3. In dit geval heeft het stelsel dus 
allecn de nuloplossing (n-r=3-3=0). 
2°.~a=-½. Dit geeft r=2. De oplossingsruimte is 1-dimensionaal 
(n-r=3-2=1, 001 oplossingen), en wordt gevormd door de vec-
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toren x=(x1,x2,x3
), waarvoor -x1+x3=o en x1+2x2-½x3=o, 
zodat x= A(4,-1.,4). Een basisvector van de oplossings-
ruimte is dus (4,-1,4). De onbekenden x1,x2 ,x3 hebben 
in dit geval de vaste verhouding 4:-1:4. 
3. a=1. Dit geeft r=1. De oplossingsruimte is 2-dimensionqal 






) = (x1 .,x2,-x1-2x2 )=x1(1,0,-1)+x2(0,1,-2)= 
="1(1.,0,-1)+ 1\2(0,1,-2). Een lineair onafhankelij.ke basis 
voor de oplossingsruimte wordt dus bijv. gevormd door de 
beide vectoren (1,0,-1) en (0,1,-2). 
Meetkundige interpretatie: 
In 1°: de drie vlakken., voorgesteld door.de drie vergelijkin-
gen van het stelsel., gaan door 1 punt (de oorsprong). In 2° 
hebben de drie vlakken een lijn gemeen door de oorsprong in 
de richting (4.,-1,4); ze behoren tot een vlakkenwaaier met deze 
lijn als drager. In 3° vallen de drie vlakken samen. 
3. Los op het stelsel: 
{ x1 + 2x2 - X3 = 1 2x1 + 4x2 -3x3 = o. 
Opl.: Direct is duidelijk, dat x
3
=2. In verband met x1+2x2=3 
is de algemene oplossing dus x = (x1.,x2,x3
) = (3-2x2.,x2,2) = 
= (3,0,2) + x2(-2,1,0) = (3,0,2) +A(-2,1,0). De vector (3,0,2) 
is een particuliere onlossi1g van het stelsel, terwijl 
A(-2,1.,0) de algemer.~ oploEJtng van het gereduceerde stelsel 
is. (Stelling 6.13). Of x1 of x2 is willekeurig te kiezen 
(oo 1 oplossingen)i x
3 
is echter vast (=2). Dit houdt verband 
met het feit, dat van de paren kolomvectoren van de coeffi-
cientemnatrix van het stelsel ( ~ ~ =~) het paar gevormd 
door de eerste twee lineair afhankelijk is en de beide andere 
paren lineair onafhankelijk. 
Opmerkingen 
1°. Ui-€ het begrip "rang 11 van een matrix volgt direct, dat 
m vectoren ieder met n kentallen, dus liggende in een R, n 
dan en slechts dan een linP.Air afhank'elijk stelsel vormen, 
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als de rang van hun matrix (d.i. de (m,n)-matrix bestaan-
de uit m rijen met iedere rij den kentallen van elke 
vector) kleiner is dan m. Gevolg: n+1 (of meer) vectoren 
in een R vormen steeds een lineair afhankelijk stelsel, n 
in overeenstemming met stelling 3.6. 
2°.Elk lineair onafhankelijk stelsel vectoren waarvan elke 
vector een lineaire combinatie is van een gegeven m-tal 
vectoren, kan hoogstens m vectoren bevatten {gevolg van 
stelling 3.10). Dus hebben we meer dan m lineaire combi-
naties van m vectoren, dan vormen deze combinaties altijd 
een lineair afhankelijk stelsel. 
3°.we spreken ook van lineaire (on)afhankelijkheid van ver-
~~!fJ~!~~~~; m vergelijkingen van een homogeen lineair 
stelsel heten afhankelijk resp. onafhankelijk als de m 
vectoren gevormd door de coefficienten van elk der vergelijkin-
gen een lineair afhankelijk resp.· een lineair onafhanke-
lijk stelsel vormen. 
Stellen we de vergelijkingen van het stelsel kortweg voor 
door: L1=0, L2=o, ••• ,Lm=O, dan zijn deze vergelijkingen 
dus afhankelijk, als er een identieke betrekking van de 
vorm: 
bestaat, waarin niet alle A 1 S gelijk zijn aan O. Bestaat 
deze betrekking alleen voor i'..1= r-2= ... = l\m=O, dan heten de 
vergelijkingen onafhankelijk. Ook spreekt men van lineaire 
(on)afhankelijkheid der linkerleden, de l~Q~~t£~_Y21:l!!~Q 
L1, ... ,Lm (zie blz.53 e.v.) volgens dezelfde definitie. 
De begrippen afhankelijk en onafhankelijk kunnen we ook 
definieren voor niet-homogene lineaire vergelijkingen. We 
beschouwen dan van een stelsel niet-homogene vergelijkin-
gen de op nul herleide (door de rechterleden naar het lin-
kerlid te brengen) vergelijkingen van dat stelsel en passen 
op deze bovenstaande definities toe voor afhankelijkheid 
en onafhankelijkheid, geldig voor een homogeen lineair 
stelsel, 
4°.Door herleiding van een gegeven stelsel lineaire verge-
lijkingen tot een van eenvoudiger gedaante (schoonveeg-
reductieproces) waren we in staat op eenvoudige wijze de 
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oplosbaarheid van het stelsel vast te stellen en in geval 
van oplosbaarheid de oplossingen te bepalen. 
Uit theoretisch standpunt is het van belang op te merken, 
dat met behulp van determinanten eveneens eenvoudige op-
losbaarheidsvoorwaarden en oplossingsmethoden kunnen war-
den gegeven. De theorie der determinanten, die hieraan 
ten grondslag ligt, zal in de volgende paragraaf worden 
behandeld. 
Opgaven 
1) a) Vormen de elementen uit iedere rij van een matrix een 
rekenkundige reeks, dan is de rang van die matrix hoog-
stens 2. Bewijs dit. 
b) Bepaal a,b enc zo, dat het stelsel: 
x+ y + z + u = O 
x+2y +3z +4u = 2 
2x+3Y +4z +5u = a 
5x+7Y +9z +11u= b 
7x+10y+13z+16u= c 
oplosbaar is. Bepaal de algemene oplossing. 
2) Heeft een (m,n)-matrix A de rang r, dan bestaat er een 
matrix X van de rang n-r, z6 dat AX=O, doch niet een 
matrix X van hogere rang, die aan deze vergelijking vol-
doet. Bewijs dit. 
3) Bepaal voor a lle waa rden van a en b de oplossing(en) van 
het stelsel vergelijkingen: 
{ 
X + 2y + 4z = 0 
2x + ay + 8z = 0 
bx+ y + 2z = 0 ( examen 1959) . 
4) Gegeven is, dat het stelsel vergelijkingen: 
x1 + 3x2 + x3 + 2x4 = 0 
x2 +bx3 
+ X4 = 0 
x1 + 4x2 +3x3 + ax4 = -b 
x'1 + 2x2 - XJ + X4 = 1 ,, 




Gegeven is, dat het stelsel vergelijkingen: 
[ x1 
+ ax2 = 0 
2x1 + (a+1)x2 + (a-1 )x3 = 
0 
(a-1)x2 = 0 
oplossingen ongelijk de nuloplossing bezit. Bepaal a en 
een lineair onafhankelijke basis voor de oplossingsruimte. 
6) Gevraagd te onderzoeken voor welke waarde(n) van a de 
volgende stelsels strijdig zijn, oplosbaar en eenduidig 
oplosbaar. In de laatste twee gevallen worden de oplos-
singen gevraagd: 
7) 
a) Jx1 - x2 = 2 
x1 + 3x2 +2x3 
= 0 
3x1 + 4x2 +ax3 = 1 
11x1 + ax2 +4x3 = 
2a 
Bepaal de waarde(n) van 
kingen: 
{ 
2x + 9a y + z = 100 
ax + 2z = 12a 
2x + 3Y +)az = 1-3a 
b) {2x1 + x2 - )x3 = 3a+1 
4x1 +ax2 - 6x3 
= 2a+10 . , 
a, waarvoor het stelsel vergelij-
meer dan een oplossing heeft. Geef bij de gevonden a de 
oplossingen. 
8) Los op het stelsel vergelijkingen: 
{ 
x1 + ax2 + X3 = 1 
bx1 + x2 +cx3 = 1 
x1 + dx2 + x3 = 1 
en beschouw alle gevallen, die zich kunnen voordoen. 
9) Los op: 
x1 + x2 + 2x3 + X4 = -1 
,, x1 + 5x2 + 4x3 + Jx4 = -1 
-2x1+10x2 + 3x3 + 4x4 = 1 






Gegeven het stelsel: 
2 - 4x2 2x3 
+ 2x4 0 a x 1 + = 
ax1 - 2x + 2 x3 + X4 = 0 
x1 + 2x2 + ax3 = 
0 
x1 + x3 + X4 = o. 
Bepaal voor verschillende waarden van a de dimensie van 
en een lineair onafhankelijke basis voor de oplossings-
ruimte. 
van het volgende stelsel is bekend, dat het twee ver-
schillende oplossingen heeft. 
x1 + x2 - ax3 
= -4 
2x1 + x2 +2ax3 = 7 
3x1 +2x2 + 4x3 = 3 
Bepaal a en de oplossingen. 
Hetzelfde vraagstuk maar dan voor het stelsel 
x 1 - x2 + 3x3 = 1 
x1 +ax2 + 4x3 
= a-1 
x1 - x2 + ax3 = 1 . 
Gegeven ( i 2 3 8) 1 -1 -1 heeft de rang 2. Bepaal a en b. 
b 2 5 2 3 b ) de matrix ( a Evenzo voor 1 0 a 3 . -1 2 1 1 
13) Heeft een stelsel lineaire vergelijkingen de oplossingen 
x'en x 11 en is x' + x" ook een oplossing, dan is het stel-
sel homogeen. Bewijs "di t. 
14) Bewijs dat stelling 6.15 ook voor inhomogene stelsels 
geldt, als aan het gegeven wordt toegevoegd, dat ze min-
stens een oplossing hebben. 
15) Bewijs, dat als een stelsel vergelijkingen strijdig is · 
af de rang van de kleine matrix kleiner is dan het aantal 
vergelijkingen; 
b) de vergelijk1.ng 0=1 een linea ire c ombina tie is van de 
vergelijkingen van het stelsel. 
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16) Zij gegeven de matrix-vergelijking AX=O met A=(m.,n)-matrix 
en X een kolom bestaande uit n elementen, als onbekende. 
1) Toon aan, dat de oplossingsruimte identiek is met de kern 
van de bij de matrix A behorende transformatie A (zie 
blz.62). 
2) Leid uit stelling 6.12 een bewijs af van stelling 4.4. 
§ 7 Determinanten 
Inleiding: Zij gegeven 2 vergelijkingen met 2 onbekenden: 
{ 
a1 x1 + a2 x2 = a3 
(7 .1) 
b1 X4 + b2 x2 = b3 ) 
en wordt gevraagd deze vergelijkingen op te lossen., dan vindt 
men, als a1b2 -a2b1 f. O ondersteld wordt., als oplossing: 
De uitdrukking a1b2-a2b1 in de noemers van 7.2 speelt bij het 
oplossen van het stelsel (7.1) een bijzondere rol. Voor deze 
uitdrukking voeren we een andere schrijfwijze in: 
a1 a2 
b1 b2 
is het symboolvoor de uitdrukking 
Men noemt dit g__etal de determinant van de 
Ook de tellers van de rechterleden van (7.2) zijn nu in deter-
minant-vorm te schrijven en wel geldt: 
zodat als weer 
van het stelsel 
nanten: " 
f. O ondersteld wordt, de oplossing (7.2) 
ook te schrijven als quotient van determi-
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(7.2) 1 
Met behulp van determinanten kan de oplossing dus zeer eenvou-
dig worden genoteerd. 






op te lossen, dan kan dit gebeuren door eliminatie van eerst een 
en daarna nog een tweede onbekende. Het is echter ook mogelijk 
twee onbekenden t~g~1!J~ te elimineren. Doen we dit met de onbe-
kenden x2 en x 3
, dan proberen we twee getallen pen q te vinden, 





(7.4) is nu van dezelfde vorm als (7.1), zodat als 







I :2 c2 c2 q = C2 , ' 
j a2 b2 
a3 b3 




a2 c2 a2 b2 ) l c2 b2 
c3 b3 
- C4 X4=a4 +b4 




c2 b2 b2 b3 a2 c2 a2 a3l a2 b2,_ a2 a3 
c3 b3 
- , = en a.3 b3 - b2 b3 c2 c3 a3 c3 c2 c3 
c2 a2 
-c4 




We definieren nu op dezelfde wiJze als bij een (2,2)-matrix 
d~ ~ete;~inant va~ de ~3,3;-matrix (=~ :: =~):, als de ooeffi-
01 02 03 
linkerlid van (7.5): oient van x1 in het 
a1 a2a3 
(7.6) b1 b2 b3 
04 02 03 
=a1b2c3-a1b3c2-a2b1c3+a3b1c2+a2b3c1-a3b2c1, 
a4 a2a3 
b4 b2 b3 
zodat 
(7.7) 
c4 c2 c3 
a1 a2 a3 
b1 b2 b3 
C4 C2 03 
:, en analoge uitdrukkingen voor x2 en 
x
3
, mits het getal in de noemer ~·o 
wordt verondersteld (vergelijk 
(7.2)'). 





)op te schrijven .. ijij stelde name-
2 2 °2 .. 
a3 b3 C3 o 





y✓,( ,e-~~ ~,~,,~ 2 
en vormde er de 6 door de lijnen aangegeven producten uit. De 
drie producten in de richting a 1 b2 c 3 
krijgen elk het teken +, 
de andere drie het teken -, in overeenstemming met het laatste 
lid van vgl. 7.6. 
We gaan nu over tot de algemene definit1e van een determinant van 
een vierkante n-matrix (zgn. determinant van de ne orde). Daarna 
zullen we in deze paragraaf enige determinanten-theorie ontwik-
kelen en vervolgens deze theorie toepassen o.a. bij het oplossen 
van stelsels lineaire vergelijkingen. 
Om tot een eenvoudige uitdrukking te komen voor een determinant 
van d; ne orde, voeren we eerst het begrip permutatie in. 
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Beschouw hiertoe een eindig aantal bijv. n elementen. Deze ele-
menten kunnen we op verschillende wijze in een rij rangschikken. 
Onder een permutatie van den elementen verstaan we nu een 
zekere rangschikking van deze elementen. Zo bezitten bijv. 3 
elementen a 1,a2 en a 3 
de 6 permutaties a 1a 2a 3
, a
3
a 1a 2 , a 2a 3
a 1, 
a 2a 1a 3
, a 1a 3
a 2 en a 3
a 2a 1 . Zijn de elementen zoals hier genum-
merd, dan kunnen we ons tot getallen-permutaties beperken, dus 
bij 3 elementen tot de zgn. 3-permutaties: 1 2 3, 3 1 2, 2 3 1, 
2 1 3, 1 3 2 en 3 2 1 (bij n elementen spreken we van n-permu-
taties). Twee willekeurige getallen in een getallenpermutatie 
vormen een inversie, wanneer het grootste getal in deze permuta-
tie v66r het kleinste staat. 
Zo heeft bijv. de 5-permutatie 2 3 5 1 4 de 4 inversies 2 1, 
3 1, 5 1 en 5 4. Analoog voor een permutatie van n elementen 
a 1, .•. ,an: een tweetal elementen in een permutatie · 
a~ a~ ... a van a 1, ... ,a vormt een inversie, als het ele-1 2 · eitn n 
ment met hogere index voorafgaat aan die met lagere index. Ook 
hier kunnen we ons weer beperken tot de getallen-permutatie 
oc 1 « 2 ... ctn der indices gevormd uit de getallen 1,2, ... ,n. 
Men noemt een permutatie even als het aantal inversies in de 
permutatie even is, anders oneven (nul is per definitie even, 
zodat de permutatie a 1 a2 •.. an waarbij dus de indices in de 
natuurlijke volgorde, even is; men spreekt in dit geval wel van 
de grondpermutatie). Zo is bijv. de permutatie a 2a 3
a
5





a 4a 1a 2 oneven. 
Twee even of twee oneven permutaties heten van dezelfde soort 
(of pariteit); een even en een oneven permutatie van verschil-
lende soort (of pariteit). 
Eenvoudig is in te zien, dat permutaties de volgende eigenschap-
pen bezitten: 
a) Verwisselt men in ~en permutatie twee opeenvolgende elementen 
(ook wel gehR~en het uitvoeren van een transpositie) dan gaat 
. ,zij inne~n permutatie over van de andere soort. 
b) Verwisselt men in een permutatie twee willekeurige elementen, 
dan~gaat zij eveneens in een permutatie van de andere soort 
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over. 
c) Er zijn evenveel even als oneven permutaties. 
Met behulp van het begrip permutatie geven we nu de definitie 
volgens Leibniz van de determinant (van de ne orde) van een 
n-matrix A: 
Eerste determinantenregel: Onder de determinant van een n-ma-
trix A (algemeen element aik) verstaan we het eindresultaat (Lh.a. 
een getal) verkregen volgens het volgende voorschrift: 
Vorm alle n! producten van n factoren, die een element uit 
iedererij~een element uit iedere kolom van A als factor be-
vatten. Rangschik de factoren van ieder product naar de rij-
en in de natuurlijke volgorde. Voorzie het product van het 
teken + of het teken -, al naar de kolom-indices een even of 
een oneven permutatie vormen. Tel daarna de resultaten op. 
Notatie voor de determinant van A: det A, 
In formule: a11 •·· 
(7.8) det A(=det (A)=d(A)=/A} )= 




De som wordt uitgestrekt over alle permutaties o<.1 cx 2 .•• oi. n 
der getallen 1,2, ... ,n. Een bepaald product in deze som krijgt 
het teken (-)j, waarin j het aantal inversies is in de getallen-
permutatie gevormd door de kolomindices van de a's in dit pro-
duct. Zo kunnen w~ voor det A dus ook schrijven 
det A = L sgn cs- fr a. (.), waarin de som Zich ui tstrekt over 
. 1 i<r 1 
1= 
alle permutaties ff1 ... on van de getallen 1, ... ,n. De tekenfunc-
tie sgn ~ is 1 of -1 al naar de permutatie ~(i) even of oneven 
is. 
Opm.1) De bovengegeven definitiesvan de determinant van de 2e 
en 3e orde zijn bijzondere gevallen van (7.8). (e~n 1-
amatrix bevat slechts 1 element en de waarde van de deter-
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minant vli deze matrix is juist dat element. 
Opg. Schrijf alle 4 ! =24 producten op van de determinant van 
een 4-matrix voorzien van het goede teken en controleer 
hierbij de bovengegeven permutatie-eigenschappen a-c. 
2) Het is duidelijk, dat men met behulp van de eerste deter-
minantenregel alle producten, die nodig zijn om een 
determinant van de ne orde te berekenen, in het algemeen 
verkrijgt door de kolomindices alle n-permutaties te la-
ten doorlopen met de rij-indices in een bepaalde Ye~~~ 
volgorde, bijv. de natuurlijke volgorde. 
Dan ontstaan inderdaad n ! producten, waarvan de helft 
het teken + en de helft het teken - krijgt. 
3) De definitie van de determinant van een matrix geldt 
alleen voor vierkante matrices. Aan niet-vierkante ma-
trices wordt geen determinant toegevoegd. 
4) De elementen van een matrix behoeven niet j~ist geta!len 
voor te stellen. Voldoende is het, dat de elementen van 
dien aard zijn, dat de bewerkingen optellen, aftrekken 
en vermenigvuldigen kunnen worden uitgevoerd en de ge-
wone rekenregels gelden {bijv. functies van een of meer 
veranderlijken). Tenzij andere vermeld zullen wij in het 
volgende evenwel aannemen, dat de elementen getallen 
voorstellen. 
5) Hoewel de determinant van een matrix bestaande uit ge-
tal-elemRnten, niets 2nders is dan een getal, spreken 
we toch van een rij of van een kolom van de determinant, 
daarmee bedoelende die bepaalde rij of kolom van de ma-
trix, waarbij de determinant behoort. Evenzo spreken we 
van rij- en kolomvectoren van een determinant, (het aan-
tal rijen (= aantal kolommen) van een determinant, d.i. 
de orde van de determinant, noemt men ook wel de gr~~Q 
van de determinant.). 
Verwisselen we in een product van de determinantvorm twee,facto-
ren, d~n gaat volgens eigenschap b) der permutatiesop blz.112, 
zowel de permutatie van de rijindices,als die van de kolominai-
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ces in een van een andere soort over. Zijn de rijindices in de 
natuurlijke volgorde (even permutatie), dan krijgt dit product 
volgens de eerste determinantenregel het teken + dan wel het 
teken -, al naar de permutatie der kolomindices even of oneven 
is, zodat we komentot de volgende regel: 
Tweede determinantenregel: Onder de determinant van een n-matrix 
A (algemeen element aik) verstaan we het getal, dat berekend 
wordt volgens het volgende voorschrift: 
In 
Vorm alle n! producten van n factoren, zodanig dat in elk 
product een element uit iedere rij en een element uit iedere 
kolom van A als factor optreedt. Voorzie het product van het 
teken +, als de rij- en kolomindices permutaties van dezelfde 
soort vormen, anders van het teken -. Tel de resultaten op. 
formule: 
a11 . . . a1n 
(7.9) det A = . \ i+j = L ( -1) ace B a A ••• a • 
1 , 1 c,. 2 r 2 ,xh /3n an.; . . . ann 
De som wordt ui tgestrekt over alle permutaties fi3 1 /3 2 ••• f., n 
der getallen 1, ... ,n. Omdat n! producten gevormd moeten worden, 
houden wij bij alle producten de permutatie 0t 1 <X 2 ••• 0< n vast 
( echter wel willekeurig). De term a 01. f., a°' p . • • a« A 
. . 1 1 2 2 nrn 
kr1jgt het teken (~) 1 +J, als i resp. j het aantal inversies voor-
stel t in de getallen-permutatie (!( 1 °' 2 ... O{ n (vast) resp •. 
/3 1 /3 2 ... fon (lopend). 
Willen we in de som in het rechterlid yan (7.9) niet alleen de 
f3 's doch ook de 0t 's alle p::::~:-1111 t;A.ti es der getallen 1, •.• , n la ten 
doorlopen, dan me:::';: :.-1.:- 0:::1n -r-::::~kregen som nog gedeeld worden door 
n ! . 
Opm. Een ~ van een determinant is een der producten met be-
hulp waarvan de determinant volgens de eerste of de tweede 
determinantenregel berekend wordt, zonder teken. 
Uit de tweede determinantenregel voigt direct, dat bij de bereke-
ning van' een determinant de rij en M.erin volkomen dezelfde rol 
spelen als de kolommen~ zodat 
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Stelling 7.1 De determinant van een matrix ·verandert niet als 
men de matrix wentelt om zijn hoofddiagonaal (dus bij verwisse-
ling van overeenkomstige rijen en kolommen). In formule: 
(7.10) det AT= det A. 
Vanwege de symmetrie in de tweede determinantenregel geldt boven-
dien, dat iedere stelling die voor de rijen van een determinant 
bewezen is, noodzakelijk ook voor de kolommen geldt, en omge-
keerd. De stellingen, die we in het volgende zullen formuleren 
voor rijen en ook voor kolommen, zullen we daarom in het alge-
meen slechts behoeven te bewjjzen voor de rijen of voor de ko-
lommen alleen. 
We merken op, dat de determinant van een n-matrix A een 92~2~~~~ 
!!n~~!~~ f~n~~!~ is van zijn rij- en kolomvectoren. Stellen we 
een zekere rij (kolom}van A voor door i en laten we de andere 
rijen (kolommen) constant, dan is de determinant van A een homo-
gene lineaire functie van de kentallen x1 ,x2 , ••• ,xn van x, d.w.z. 
voor te stellen door 
(7.11) { 
r < 7' x) = " r (x) 
r(x+y) = r (x) + r (y). 
Hieruit volgen de volgende stellingen: 
Stelling 7.2 Vermenigvuldigt men alle elementen van een riJ 
(kolom) van A met 'i\ , dan wordt det A met >,. vermenigvuldigd. 
Opm.1) Een gevolg is, dat een determinant met een rij (of kolom) 
nullen, gelijk is aan nul. 
2) Vermenigvuldigt men alle elementen van een n-matrix A 
met A, dan wordt elke rij met A vermenigvuldigd, zodat 
(7.12) det ('x A) = An det A. 
Uit deze vergelijking volgt dat voor een alternerende ma-
trix A van oneven orde n geldt: 
" T n det A=det A =det (-A)=(-1) det A=-det A, zodat det A=O 
en dus: de determinant van een alternerende matrix van 
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oneven orde is nu~. 
§telling 1•2 Is een rij (kolom) van A de somvan twee vectoren 
a en b, dan is det A de som van de determinanten der matrices, 
die uit Aontstaan, door dierijen (kolommen) achtereenvolgens 
door a en b te vervangen. 
Stell_ing 7d Verwisselt men in een matrix twee willekeurige 
rijen (kolommen), dan gaat de determinant van de matrix in 
zijn tegengestelde over. 
~ewijs: Verwisselen we twee riJen van de matrix A met elkander, 
zodat een nieuwe matrix A1 ontstaat, dan merken we op, dat elke 
I 
term van det A ook voorkomt als term van det A en omgekeerd. 
Voorts geldt volgens de determinantenregels, dat iedere term in 
det A het tegengestelde teken krijgt als diezelfde term in detA1 • 
Dit op grond van de eigenschap b) der permutaties op blz.112. 
Beschouwen we het bijzondere geval, dat de matrix twee gelijke 
rijen (kolommen) heeft , dan volgt uit stelling 7.3 bij verwis-
seling van de twee gelijke rijen (kolommen): 
I 
det A= -det A = -det A, zodat det A= Oen dus: 
~telling 7-2 De determinant van een matrix met twee gelijke 
rijen (kolommen) is nul. 
Uit de stellingen 7.2, 7.3, en 7.5 volgt nu: 
Stelling 7.6 Telt men bij een riJ (kolom) van een matrix een 
andere rij (kolom) vermenigvuldigd met een getal A op, dan be-
houdt de determinant van de matrix dezelfde waarde. 
StellinE,_ 7.7 Vormen de rij (kolom)-vectoren van een matrix een 
lineair afhankelijk stelsel, dan in de determinant van die 
matrix nul. 
0 6a 3b 
Vb. -a 0 C = o, want c(0,6a,3b)-3b(-a,O,c)+3a(-b,-2c,0)=0; 
-b -2c 0 (als a=b=c=O volgt direct: det is 0). 
I 
Uit stelling 7.7 volgt: 
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Stelling 7.8 Is de waarde van een determinant ongelijk aan 
nul, dan vormen de rij (kolom)-vectoren een lineair onafhan-
kelijk stelsel. 
Deze stelling is ook omkeerbaar: 
Stelling 7.9 Als van een determinant de rij (kolom)-vectoren 
een lineair onafhankelijk stelsel vormen, dan is de waarde van 
de determinant ongelijk aan nul. 
Bewijs: We bewijzen de stelling uitgaande van lineair onafhan-
kelijke rijen. Stel de rijen van det A (van de ne orde) voor 
door a1 ,a2 , ... ,an. Deze vormen volgens het gegeven een lineair 
onafhankelijk stelsel en dus een lineair onafhankelijke basis 
voor een Rn. We gaan nu de basisvectoren e1 ,e2 , ••• ,en in deze 
basis uitdrukken. Stel ~at voor ~1 geldt: 
- ,_ -- - - I e1 ="- 1a1 +A 2 a2 + ..• +'i\rar+ ... +A.nan. Minstens een der i\ s 
moet IO zijn, stel ~rf o. Vervangen we nu in A de re rijvector 
door ·e1 , dan blijkt op grond van de stellingen 7 .2 en 7 .6., dat 
de nieuwe matrix een determinant heeft, waarvan de waarde gelijk 
is aan A x det A. r 
Deze nieuwe determinant heeft weer n lineair onafhankelijke rij-
vectoren. Een der rijvectoren (/ e 1 ) vervangen we nu in deze 
determinant door e2 . e2 is een lineaire combinatie van 
a1 .,a2 , ..• ,ar_1 ,e1 ,ar+1 ., .•. .,an. De determinant., die nu ontstaan 
is, bevat dan twee rijen e1 en e2 . Op deze wijze voortgaande., 
kunnen we alle rijvectoren uit det A vervangen door de basis-
vectoren uit Rn. Door eventuele verwisseling van rijen blijkt 
tenslotte: 
det A= constante ~ 
1 0 ------- 0 
0 1 0 ---- 0 
0 ------- 0 1 
De constante
1




Stelling 7.10 Als de waarde van een determinant gelijk is aan 
I 
nul., dan vormen de rij (kolom)-·vectoren van die determinant een 
lineair afhankelijk stelsel. 
1 ) zijnde een product va2 factoren f 0. 
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De stellingen 7.7 t/m 7.10 geven samengevat: 
Stelling 7.11 De rijen (kolommen) van een determinant vormen 
dan en slechts dan een lineair onafhankelijk stelsel., als de 
waarde van die determinant ongelijk is aan nul. 
Deze stelling kunnen we nog een andere vorm geven. Aangetoond 
kan namelijk worden dat geldt: 
Stelling 7.12 Een vierkante matrix is dan en slechts dan sin-
gulier als de bijbehorende determinant gelijk is aan nul. 
~eyvi.js:1) Zij A een n-matrix., dan bewijzen., dat uit det A=O 
volgt., dat A geen inverse heeft., Om dit te bewijzen 
merken we op, dat de kolomvectoren van A., die we 
voorstellen door v1 .,v2 ., ••. ,vn, volgens stelling 7.11 
een lineair afhankelijk stelsel vormen. Minstens een 
dier vectoren is dan in de andere uit te drukken: 
stel vr= 7'4v4+. · .+ "r-1vr-1+ "r+1vr+1+. • .+A nvn • 
Intcr.preteren we A als een homogene lineaire (n,n)-
transformatie dan geldt voor de transformatie van 
de basis-vectoren: 
V4= Ae4 ,V2=Ae2, •...... 0. 0 .,Vr=Aer, .• 0 .,Vn=Aen., zodat 
Aer=Vr=A ('7\ 1e1+ 0 ' 0 +"r-18r-1+1'.r+18r+1+ 0 0 0 +'7\nen) • 
-1 Stel A heeft een inverse A ., dan geldt dus 
- -1 ·-- ·- - ·- -e =A A e = A. 1 e ..1 + ... +" 1 e 1 +" 1 e 1 + ••• + 7'.ne ., r r I r- r- r+ r+ n 
zodat de basisvectoren dan afhankelijk zouden zijn, 
m.a.w. A heeft geen inverse. 
2) Aangetoond moet worden, dat uit het gegeven., dat de 
n-matrix A geen inverse heeft., volgt det A=O. Om dit 
te bewijzen stellen we de rang van A gelijk aan n. 
Volgens stelling 6.4 of 6.14 is dan de matrixverge-
lijking AX= I (of XA=I) (eenduidig) oplosbaar.,zo-
dat Adan wel een inverse zou bezitten. De rang van 
A is dus kleiner clan n; de kolomvectoren van A' vormen 
dus een lineair afhFink-::lijk stelsel en dus volgens 
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stelling 7.11: det A= O, q.e.d. 
Opm, Met behulp van de product. - stelling voor determinanten, die 
later zal worden afgeleid, zal het eerste gedeelte van 
bovenstaand bewijs langs zeer eenvoudige weg kunnen worden 
gegeven. 
Uit stelling 7.11 en 7.12 volgt nu dus: 
Stelling 7.13 De rijen (kolommen) van een vierkante matrix vor-
men dan en slechts dan een lineair afhankelijk stelsel, als de 
matrix singulier is. 
Uit stelling 7.12 en 7.13 volgt nurook: 
Stelling 7.14 De rang van een vierkante n-matrix A is dan en 
slechts dan gelijk aan n als 
a) A niet-singulier of (hiermede aequivalent) 
b) det A-/: O. 
Een andere belangrijke stelling, die uit de ontwikkelde theorie 
kan worden afgeleid, is de volgende: 
Stelling 7.15 Is A een niet-singulierematrix en Been wille-
keurige matrix, zo dat productvorming AB mogelijk is, dan geldt: 
rang van AB = rang van B • 
Evenzo: Als Been matrix is, zodat productvorming BA 
mogelijk is: 
rang van BA= rang van B. 
Bewijs: Stel AB=C. De stelsels vergelijkingen: 
(I)Bx=O en (II) C x = O 
(matrix opgevat als een homogene lineaire transformatie) hebben 
dezelfde oplossingen, want uit 
Bx = 0 volgt ABx = ex =- 0 en uit 
Cx 0 volgt -1 - Bx o. = A Cx = = 
Is nu r de rang van B, dan heeft (I) volgens stelling 6.12 
(n-r) lineair onafhankelijke oplossingsvectoren (n=aantal ko-
' lommen yan B of van C); (II) heeft dan ook juist dit aantal 
lineair onafhankelijke oplossingsvectoren, zodat de rang van 
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C dan ook gelijk is aan r. 
Voor het bewijs van het tweede gedeelte van stelling 7.15 
stellen we eerst BA= D. Stel verder, dat (n - r) lineair 
onafhankelijke oplossingen van (I) gevormd warden door de 
- - -1- - . . 
vectoren v 1, ..• , vn-r' en dat A v1 = wi, (i = 1, ..• , n-r). 
De vectoren wi zijn nu volgens stelling 5.3 ook lineair on-
afhankelijk. Laat de vector peen oplossing zijn van 
(III) D x = 0. 
Dan is Dp = BAp = O, zodat Ap aan (I) voldoet. Ap is dan een 
lineaire combinatie van v1, ••• , vn-r= Ap = "1v1 + ••• +ii. V , · n-r n-r 
- -1-en dus p = A1A v 1 + 
-~ - . 
• • • + "' A v = 1\ 1w 1 + •.• + ~ wn-r • n-r n-r n-r 
Iedere oplossing van (III) is dus een lineaire combinatie van 
de lineair onafhankelijke vectoren w1, ••• , w , terwijl ook n-r 
iedere lineaire combinatie van deze laatste vectoren een 
oplossing is van (III), zodat dan D = BA volgens stelling 
6.12 de zelfde rang r moet hebben als B. q.e.d. 
Uit stelling 7.1!~ en 7.15 volgt direct: 
Stelling 7.16 Het product van twee vierkante matrices 
van dezelfde orde is dan en slechts dan 
niet-singulier als beide matrices niet-
singulier zijn. 
Opmerking. In bovenstaande stelling werd gegeven, dat de 
betreffende matrices van dezelfde orde war~n. Dit werd uit-
slui tend gedaan om product-vorm:lngvan de matrices mogelijk 
te maken. In het vervolg evenwel, zullen we in gevallen, waarbij 
sprake is van matrix-producten en omtrent de afmetingen der 
factoren niets expliciet is vermeld, dikwijls stilzwijgend 
aannemen, dat product-vorming mogelijk is, zodat dan extra 
vermeldingen over de afmetingen, zoals bijv. in de vorige 
stelling, achterwege kunnen blijven. Ook zullen we vaak 
als we over de determinant van een matrix A spreken, stil-
zwijgend onderstellen dat Adan vierkant is, want alleen 
een vierkante matrix heeft een determinant. 
I 
Stelling 7.17 De rang van het product van twee matrices 
A en Bis hoogstens gelijk aan de rang van elk der factor>en. 
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Bewijs: Ult de definitie van matrix-product volgt, dat de rij-
vectoren van•AB lineaire combinaties zijn van de rijvectoren 
van B. Bijv.· als A= (a .. ) en de rijvectoren van B: b1, "6'2 ••• , bn' . e . J.J . . - - -
dan is de 1 riJvector van AB: a11 b1 + a12 b2 + .•. + a1n bn. 
Vql~~ns opmerking 2 .blz. 105 kan men uit m lineair onafhankelijke 
v~,~tora-i hoogstens · rri linea!ir onafh~nkelijke co171bina ties vormen, 
zodat,rang AB ~:rang B., de tweede factor van het product AB. 
Besohauw: vervolgeil'.s ( AB )'11 = BTA T:. Volgens net voorgaande ;·geldt: 
.. T T ' . ·. 
rang, ·(AB}· . . f rang A 'en 'dus ook ra~g ,AB .. ~ 1.rang, A, ,want· bij 
tran.$porie·ren van een matrix verandert. d~. r .. aqg niet. Hiermede• is 
het· .bewij,s gelev~rd~ . . -.
1
'. • , ;-: . . /.1, 
Optnerking ··1) ·Heeft een matrix A de ihverse"A-1, dan geidt .volgensst. 
Ol ,. 
7.17 enerzijds: rang AB~ rang B, doch ook anderzijds ' 1 ' . ,, ,, 
in verband met B = A~ (AB): rang AB~ rang B, zodat 
rang _AB = rang B.' Evenzo is rang CA = rang C. 
We vinden dan als bijzonder geval stelling 7.15 terug. 
2)Bestaat bij een matrix A een matrix B met de eigen-
schap, dat AB en BA eenheids matrices zijn, dan kan 
worden aangetbond., dat dit impliceert, dat beide 
eenheids matrices van dezelfde orden zijn, en dus, 
dat de matrices A en B vierkant zijn. Onderstel 
namelijk, dat A van het type (m.,n) is_ en dat m ~ n. 
' ' ' 
De producten AB en BA hebben 'betekenis, ~odat dan 
B van het type (n,m) moet zijn. BA 1s dus een eenheids 
matrix van de ne orde. BA= In. Als A de· rang r heeft, 
dart geldt volgens stelling 7.17: n ~ r ~n dus i.v.m. 
m ~ n: r ~ m ~ n ~ r, zodat m = n. Eenzelfde resul-
taat wordt verkregcn als we onderstellen n ~ m (maak 
dan gebruik van de vergelijking AB= In). De matrix 
B met bovengenoemde eigenschappen hebben we in~ 5 
blz. 72 de inverse A- 1 van A genoemd. Er werd daar 
uitgegaan van vierkante matrices. Volgens het boven-
staande was dit een overbodig gegeven, omdat de defi-
' nierende vergelijkingen dit reeds impliceerden. Gaan 
we in de definitie van A- 1 wel uit van een vierkante 
matrix A, dan kan warden volstaan met een der verge~-
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-1 -1 lijkingen AA = I of A A= I omdat de ene verge-
lijking uit de andere volgt (zie opmerking blz. 73). 
Immers uit bijv. A- 1A = I volgt dat de rijen van I 
(bestaande uit basisvectoren) lineaire combinaties 
zijn van de rijen van A, zodat volgens opmerking 2 
blz. 105 de matrix Adan noodzakelijk een rang 
moet hebben gelijk aan de orde. Volgens stelling 
6.14 moet er dus een matrix B bestaan met de eigen-
schap AB= I. Doch dan geldt: B = IB = (A- 1A)B = 
A- 1(AB) = A- 1I = A- 1, zodat uit AB= I dus volgt: 
AA- 1 = I. Een analor~ bewijs voor A- 1A = I als ge-
volg van AA- 1 = I. 
In§ 5 definieerden we een singuliere matrix A als een vierkante 
matrix, die geen inverse heeft, d.w.z. er is geen matrix B met 
de eigenschap, dat AB zowel als BA eenheids matrices zijn. Met 
deze definitie hebben ook niet-vierkante matrices geen inverse. 
Indien we nu afspreleen,dat een singuliere matrix een matrix is 
(vierkant of niet-vierkant) die geen inverse bezit, dan bestaat 
de verzameling der singuliere matrices dus uit de verzameling der 
niet-vierkante matrices, aangevuld met de verzameling der vier-
kante matrices, die geen inverse bezitten. Deze zelfde verzame-
ling verkrijgen weals er de matrices beschouwen, waarvan het 
stelsel der rijvectoren en dat der kolomvectoren beide lineair 
onafhankelijk zijn. Ook op deze wijze hadden de singuliere matri-
ces dus gedefinieerd kunnen worden. 
Een niet-singuliere matrix Akan dan gedefinieerd worden als een 
matrix, waarvan zowel het stelsel der rijvectoren als dat der 
kolomvectoren lineair onafhankelijk zijn. Een niet-singuliere 
matrix is dan noodzakelijk vierkant en heeft een rang gelijk aan 
de orde. Deze matrix heeft een inverse A- 1 met de eigenschap dat 
-1 1 
AA =A-A= I, en dit is de definitie die gegeven is in % 5. 
We merken nog op, dat de stellingen 7.12 t/m 7.16 van deze para-
graaf ook geldig blijven als we de nieuwe definitie van singuliere 
matrices gebruiken. We merken echter wel op, dat het product van 
f 
twee singuliere matrices dan niet meer singulier behoeft te zijn, 
' 
(bijv. bij vermenigvuldiging van een rij_en een kolomvt.:cto1" n10t in-
r,,c-na1· (:I' product ::6 -:' \ ... ,•- p,··,r,rl~,c··.L. Tf~'·r·• ,·, ,,., ·.·.-• 1{"'nt·· s1·na-uli ·r,., · matr1·-\.'V ~ ,.;:'.) • _, ✓ , • , • ~, ~. '-• ... , ··"- ,, l, . .. " c.. v ~ . .. .u .. \.. b _ ~- \..,; 
ces is volgens ~~ell~~g 7.16 wel altijd singulier. 
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Een nulmatrix O defineerden weals een matrix, waarvan alle 
elementen nul zijn. Voor iedere matrix A geldt, dat AO= O 
en OA = O. Opgemerkt dient te worden, dat terwijl een een-
heids matrix altijd vierkant is, dit voor een nulmatrix niet 
het geval behoeft te zijn. 
Definitie Een matrix A (/0) is nuldeler, indien er een matrix 
BIO bestaat, zodanig, dat AB= Oen/of een matrix 
C I O, zodanig, dat CA = O • 
Nu geldt: 
Stelling 7.18 Een matrix (/0) is dan en slechts dan nuldeler 
als deze singulier is. 
Bewijs: 1) Lc:,ot A =(a.,) ~__::1 sj_n;,?.;1...l:1.:: .. :-' .'e (i,1,,1)-m:--t::-:i.:·= zijri (f. 0) en 
lJ O •· 
onderstel eerst m, n. Volgens 2 op blz. 98 en stel-
ling 7.14 geldt, dat het homogene stelsel vergelijkin~~ 
en: 
{ :::_~:_:_~~~:_::~:~-=-~ 
am1x1+ ... + amnxn = O 
altijd andere dan de nul-oplossing bezit. Laat Been matrix 
zijn van het type (n,r), waarvan alle kolomvectoren oplossings-
vectoren (/ nulvector) zijn van bovenvermeld stelsel. 
Dan is B / 0 en AB= O, zodat Adan nuldeler is. 
Als n < m beschouwen we de matrix AT, waarvan het aantal rijen 
kleiner is dan het aantal kolommen. Er bestaat dan dus volgens 
het voorgaande een matrix CT/ O, z~dat ATCT = O, dus (CA)T = 0 
en CA= O, zodat Adan ook nuldeler is. 
· Q.\ls m = n, dan is er ,,,. : er een matrix B en een 
matrix c, beide / O; zodat AB= 0 en CA= o. Dit 
is ook het geval bij m / n als r kleiner is dan 
het minimum van men n). 
2) Het omgekeerde volgt uit het feit, dat de matrix-
vergelijking AB= 0 impliceert, dat iedere kolom-
vector van B oplossing is van bovengenoemd stelsel. 
Als A niet-singulier is heeft dit stelsel allecn de 
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nuloplossing en dan zou gelden B = 0. Geldt CA= 0 
en A niet-singulier, dan eveneens C = O. Akan dus 
slechts singulier zijn. Overigens volgt dit resul-
taat ook reeds uit de vergelijking AB= 0 of CA= 0 
indien we de leden van deze vergelijkingen v66r resp. 
achter met A-1 vermenigvuldigen, zo deze zou bestaan. 
Dan ontstaat B = 0 resp. C = O, zodat Adan geen 
Voorbeeld ::
1
::::~ k:n = z(if: L ~) is singulier, omdat 
7 2 3 
2(2,-5,3) + 3(1,4,-1) - (7,2,3) = (0,0,0). Aan de 
vergelijkingen AB= Oen CA= O kan dan worden voldaan 
door de niet-nulmatrices B = (-~ g g) 1 C = ( ~ 6 - 6), 
( 
14 21 - 7 )13 0 0 0 0 0 
of door B = C = -~0 - 15 5 , zodat A dus zeker 
-26 - 39 13 
nuldeler is, in overeenstemming met voorgaande stelling. 
Opgaven 
1) Bewijs, dat 
a11 a12 a12 a13 
a11 a12 a13 a21 a22 a22 a23 
1 
a21 a22 a23 . - , als a22 /. o. = a22 
a31 a32 a33 a21 a22 a22 a23 
a31 a32 a32 a33 
(Snelle methode om determinant van de 3e orde te berekenen). 
2) Bewijs, dat de determinant 
cos ( e + 0t ) 
sin ( e + « ) 
sin(p-j') 
cos (e +/3) 
sin (e +/3) 
Sill ({ -C{ ) 
cos(e +{) 
sin(e + r) 
siD(C( - /3) 
onafhankelijk is vane. 
1 3) Bewijs, dat als u en v functies zijn van x en v = u' geldt 
v'' '= D/u4 , waarin D de determinant is: 
u, , , 3u, , 3u, 
D = u'' 2u' u 
u' u 0 
De functies u en v worden minstens drie maal differentieerbaar 
naar x ondersteld. Het aantal aantal accenten bij u en v geeft 
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de orde van d~fferentiatie naar x aan. n 
4) Gegeven is het stelsel lineaire vergelijkingen La. kXk= b. 
k=1 1 J.. 




•.• a n n nn 
000000000000 
an1 ... ann 
is een homogeen lineaire functie van 
u1 , u2 , ••• , un en dus te schrijven als 
c1u1 + c2u2 + ..• + cnun 
Bewijs, det de 0plossi-z van het ntclBsl is: x1=c 1 (1=1, ... ,n). 
5) Bewijs J c·;at de determinant van Vandermonc:ie: 
'1 '1 'l 'i 
6) 
a .b c d 
a2 b
2 
c2 d2 = (a-b)(a-c)(a-d)(b~c)(b-d)(c-d). 
a3 b3 c3 d3 
Breid deze opgave uit tot een willekeurig aantal rijen en kolom-
men. 
Bewijs dat: 
a) 0 X y z 
X 0 z y = (x + y + z)(x - y - z)(y - z - x)(z - x - y). 
b) 
c) 
y z 0 X 
Z y X 0 
X p q r 1 
a X S t 1 
ab x u 1 = ( x - a)(x - b)(x - c) (x - d). 
a b C X 1 
a b c d 1 
sin a sin b sin C 
sin 2a sin 2b sin 2c = 
sin 3a sin 3b sin 3c 
= 8 sin a sin b sin c(cos b-cos a) ( cos c-cos a) ( cos c-cosb). 
7) De lengten der zijden van een driehoek z1.Jn a,b enc. 
Bewijs~ dat de oppervlakte van de driehoek gelijk is aan ¾ 
van de wortel uit 
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a b c 
a O c b 
b c O a 
c b a 0 
8) Als A een vierkante matrix is met alle elementen boven (of 
ender) de hoofddiagonaal gelijk aan O, isjA}gelijk aan het 
product van de elementen in de hoofdd1agonaal van A. 
Bewijs dit. 
9) Bewijs, dat voor matrices A en B van de 2e orde geldt: 
IABl =IA{.}Bi.(Deze eigenschap zal later algemeen worden 
bewezen.) 
10) Bewijs, dat als A een vierkante n-matrix is met rang r< n, 
er een matrix B / 0 moet bestaan met de eigenschap, dat zowel 
AB= 0 als BA= O. Bewijs, dat als r = n-1 deze matrix Bop 
een factor na eenduidig bepaald is. Wat is de rang van Bin 
dat geval~ 
We keren thans terug tot de algemene determinanten-theorie en 
voeren eerst cnige nieuwe begrippen in: 
Def.Een submatrix of deelmatrix van een matrix A, is een matrix, 
die uit A ontstaat door in A enige rijen en/of kolommen weg 
te laten. Bijzonder belangrijk zijn de vierkante deelmatrices; 
de determinanten van deze matrices heten subdeterminanten of 
onderdeterminanten van A. 
Onder de deelmatrix A .. verstaan we de matrix, die uit A ont-lJ 
staat door weglating van de ~e rij en de je kolom Is de 
matrix A vierkant, 
det A1 j= l Aijl heet 
ment aij" 
dan is A .• eveneens vierkant. lJ 
de onderdeterminant van A bij het ele-
We hebben reeds opgemerkt, dat de determinant! Aleen homogene 
lineaire functie is van zijn rij-of kolommenvectoren (blz. 116). 
Beschouwen we een bepaalde rij van A, bijv. de ie rij, dan kun-
nen weals A vierkant is voor I Al schrijven: 
(7.13) \Al= m. 1 a. 1 + .. , + m .. a .. + ... +m. a .. l l lJ lJ in in 
m13 heet de coefficient van aij of de i,j-cofactor 
van 




Wat is het verband tussen m .. en) A .. f ~ iJ iJ 
Om dit verband te vinden gaan we in !Aide ie rij achter-
eenvolgens met alle er boven staande rijen verwisselen 
tot hij bovenaan staat., en daarna de je kolom met alle 
links er voor staande kolommen., tot deze voor aan staat. 
De matrix., die nu ontstaat, noemen we B. Deze matrix 
heeft het element a .. links bovenaan. Volgens stelling iJ 
7.4 geldt dan (wegens i-1 rijverwisselingen en j-1 
kolomverwisselingen): 
I B} = (-1)i+j-2 }Al= (-1)i+jtA!. 
Nu is duidelijk, dat in \B} de som der producten, die 
a .. bevatten., juist gelijk is aan a .. I A .. !. Volgens 
lJ lJ lJ 
(7.10 is dan in !Aide som der producten, die a .. bevatten 
gelijk aan (-1)i+j a .. !A .. !, dus volgens (7.11~: . 
lJ lJ 
m .. = (-1)i+j I A .. I, 
lJ lJ 
waarmede het verband gevonden is. 
Als A een vierkante matrix is van de ne orde volgt uit 
( 7. 13) en ( 7 .15) : 
I I ( · ) i+1 I I ( ) i+2 I I ( ) i+n IA. i (7.16) A= -1 a. 1 A. 1 + -1 a. 2 A. 2 + ••• + -1 a. in l l l l in 
en evenzo bij verwisseling van de rol der rijen met die 
der kolommen: 
( 6) , I ( . : t-j J I ( )2+j I j, ( )n+j t I 7.1 IA= -1; a✓,. A1. + -1 a2 .A2 .- ... +-1 a .,A .• 1 J J J nJ nJ 
We hebben hier de determinant van A ontwi~keld naar de 
ie rij (vgl. 7.16)., resp. naar de je kolom (vgl.7.16) 1 ). 
Bewezen is dus: 
Stelling 7.19 De determinant van een (vierkante) matrix is ge-
lijk aan de som der producten, die men verkrijgt door ie-
der element van zekere rij of kolom met zijn eigen minor 
te vermenigvuldigen, waarbij de minor van A bij h0 t ~}l-.;mcnt 
aij gedefinieerd kan worden als het rechterlid van 7.15. 
Vormen we de matrix M = (m .. ) der minoren van A en daarvan 
iJ 
de getransponeerde C = MT (dus c .. = m .. ) dan voldbet deze 
Jl lJ 
~matrix C volgens stelling 7.19 aan de volgendebelangrijke 
relaties: 
( 7 • 17 ) AC = CA = j A I I . n 
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De matrix C heet de geadjungeerde matrix van A. Is A 
singulier, dus IA\= O, dan is AC= CA= 0 (Heeft A de 
rang n-1, dan is C juist de op een factor na bepaalde 
matrix B van vraagstuk 1 O., blz .1 27 ) . 
Een belangrijke aanvulling van stelling 7.19 wordt gege-
ven door: 
Stelling 7.20 Vermenigvuldigt men de elementen uit zekere rij 
(kolom) van een matrix met de minoren der overeenkomstige 
elementen van een andere rij (kolom), dan is de som dezer 
producten gelijk aan 0. 
Bewi,js: Stel., dat wij van de matrix A de som van de producten 
bepalen van de elementen van de i 8 rij met de minoren van 
de overeenkomstige elementen uit de ke rij (ifk), dan is 
de uitkomst volgens stelling 7.19 gelijk aan de determi-
nant van de matrix A1 , die uit A ontstaat door daarin de 
ke rij te vervangen door de ie rij (en de ie rij zo te 
laten). A 1 heeft dan dus twee gelijke rijen, zodat volgens 
stelling 7.5 geldt: }A' I= O, waarmede het bewijs geleverd 
is. Een analoog bewijs voor de kolommen i.p.v. de rijen. 
In formule als if k: 
(7.18) (-1)k+1ai1 1Ak1l+ (-1)k+2ai2 \ Ak2l+ •.. +(-1)k+na1nlAkn}= 0 
en analoog als j f k: 
'"~>i.. (7 .18) 1 ( -1) 4+ka 1j \ A1k 1 +( -1 )
2
+ka2 j J A2k} + ... +( -1) n+kanjl Ank \ = 0. 
Stelling 7.19 en 7.20 kunnen we d.m.v. het Kronecker delta-sym-
bool I .. (gedefineerd als 1 voor i=j en O voor if~ lJ 
(7.19) 
Inverse 
volg~:.ns (7.15),(7.16)., (7.16) 1 , (7.18), (7.18)' -in 
formule als volgt weergeven: 
n 
L aik mjk = \Al J .. 
k=1 lJ 
n . 
L a .. mik = I A I &jk 
i=1 lJ 
A-1 van een matrix A 
Als A een inverse oatrix A-1 heeft, dan moeten wegens 
, -1 
AA =Ide volgende eigenschappen gelden: 
(7.20) 
1) Het inwendig product van de ie 
kolom van A-1 moet 1 zijn, dus 
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rij van A met de ie 
Jl. -1 
k~1 aik aki = 1. 
2) Het inwendig product van de 
van A-1 (i/ j) moet O zijn, 
ie r1J van A met je kolom 
.n. -1 dus L a.k ak. = O. 
k=1 1 J 
Uit (7.19) volgt, dat hieraan voldaan is, als men kiest: 
-1 - rit aij - A ' 
dus als men voor de je kolom van A-1 kiest de minoren van 
de elementen der je ri~ van A, alle elementen dan nog 
gedeeld door IA\. 
!Af is ongelijk aan O volgens stelling 7.12. 
Eenzolfde redenering geldt als men de rol der rijen en 
die der kolommen verwisselt.Daar A volgens stelling 5.2 
hoogstens een inverse kan hebben, volgt hieruit: 
Stelling 7.21 De je kolom (rij) van de inverse van een niet-
singuliere matrix A bestaat uit de minoren van de elemen-
ten der je rij (kolom) van A, alle gedeeld door de deter-
minant van A. 
(7.21) 
Of uitgedrukt met behulp van de matrix M der minoren van 
A, resp. de geadjungeerde matrix C van A:(zie b1lz. 129) 
-1 1 T 1 
A =m M = m C. 
Opmerking Als gevraagd wordt van het stelsel van n vergelijkingen 
met n onbekenden: Ax= b de oplossingen te bepalen voor 
een vaste set a .. , maar voor variabele vectoren b, is het 
lJ_4 
goed de inverse A te berekenen en dan gebruik te maken 
van de vergelijking x=A-1b ter bepaling van de individuele 
oplossingen (inderdaad geldt: Ax= A(A-1b) =(AA-1 )b=Ib=b) •. 
Om de inverse van Ate bepalen is het rechterlid van 
(7.21) voor enigszins grote matrices in de practijk vol-
komen onbruikbaar, zo ook de daarmee samenhangende deter-
minant oplossing (regel v. Cramer, zie later) 1 3ls oplos-
singsmethode voor niet kleine stelsels vergelijkingen. 
De eliminatie (schoonveeg)-methode is dan de aangewezen 
weg, zowel voor het oplossen van een stelsel, als voor het 
@epalen van de inverse van een matrix. Op deze zaken komen 
apdere 
we later terug. We zullen dan bovendien;methoden leren ken-
nen voor het bepalen van de inverse (bijv. gebaseerd op het 
theorema van Cayley-Hamilton, of 1angs itcratiuvw weg.) 
