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RESUMO 
Os processos em batelada são largamente empregados nas indústrias de Química Fina, 
produtos bioquímicas, polimeros e fármacos. As plantas em batelada tendem a crescer, já que esse 
tipo de configuração apresenta características que são desejáveis nas chamadas "plantas do futuro": 
flexibilidade operacional, resposta rápida às exigências do mercado, capacidade de processar 
produtos de alta pureza e alto valor agregado. A destilação em batelada, em particular, é a operação 
unitária mais frequentemente utilizada nas plantas em batelada. Algumas dificuldades encontradas na 
sua automação são: fortes não-linearidades, desvios entre o modelo e o processo, ganhos variáveis no 
tempo, presença de ruídos nas medidas, analisadores de composição "on-line" complexos ou lentos, 
estimativa do estado do sistema difícil e cara em termos computacionais. O controle de colunas de 
destilação continuas de alta pureza é um tópico bastante abordado na literatura. Porém, trabalhos 
sobre destilação em batelada de alta pureza são escassos e, normalmente, apenas simulações são 
apresentadas. 
Esse traballio teve como objetivo o desenvolvimento de um sistema de controle por inferência 
para colunas de destilação em batelada de alta pureza robusto às dificuldades de automação 
encontradas na prática. O algoritmo de controle foi testado por simulação e, para confirmar a 
aplicabilidade do controlador desenvolvido, corridas experimentais foram realizadas numa coluna de 
destilação em batelada em escala piloto. 
Um Filtro de Kalman Estendido (FKE) para colunas de destilação em batelada foi 
desenvolvido para fornecer estimativas de composições instantãneas a partir de algumas medidas de 
temperatura. O FKE foi combinado a uma estratégia de controle baseada na estrutura GLC 
("Globally Linearizing Control"), resultando num sistema de controle por inferência que mantém 
constante a composição do produto de topo de colunas de destilação em batelada de alta pureza. O 
controlador GLC foi testado numa coluna de destilação em batelada em escala piloto com 29 pratos 
perfurados. As corridas experimentais foram realizadas com o sistema etanol/1-propanol. A interface 
entre o computador e o processo foi feita através de uma placa ADIDA. Termopares foram utilizados 
para medir temperaturas instantãneas em alguns estágios da coluna. 
A cada período de amostragem, o FKE fornece valores de composição instantãneos, 
utilizando os dados de temperatura lidos pelo computador. Com o objetivo de manter a pureza do 
produto de topo no valor especificado, o controlador GLC atualiza a razão de refluxo baseado nas 
estimativas mais recentes de composição. A razão de refluxo calculada é, então, implementada pelo 
computador que controla a posição e o tempo de abertura da válvula magnética de refluxo. 
O número de sensores e o intervalo de integração do modelo da coluna foram variáveis 
importantes no projeto do FKE. Convergência mais rápida e estimativas mais exatas foram obtidas 
aumentando-se o número de sensores e/ou reduzindo-se o intervalo de integração. No entanto, acima 
de um certo número de sensores, as melliorias na exatidão das estimativas são insignificantes. Nas 
corridas em malha fechada, a variável manipulada (razão de refluxo) apresentou um comportamento 
do tipo liga/desliga quando os sensores de temperatura foram posicionados nos estágios próximos ao 
topo da coluna, onde as variações de temperatura são pequenas. Afastando-se os sensores do topo da 
coluna, perfis mais suaves das variáveis manipulada e controlada foram observados e desvios 
inferiores a 0,2% entre a composição média do destilado estimada e a composição média do destilado 
medida foram obtidos. Para o controle da composição do destilado de alta pureza, os sensores devem 
ficar afastados do topo, mas não tão distantes a ponto de diminuir a exatidão das estimativas de 
composição. 
Devido à sua robustez em relação aos desvios entre o modelo e o processo, incerteza nas 
condições iniciais da coluna e a presença de ruídos nas medidas de temperatura, o controlador por 
inferência desenvolvido nesse trabalho, além de ser flexível, mostrou-se eficaz em aplicações 
práticas. 
Palavras-chaves: destilação em batelada; alta pureza; cont:fole por inferência, filtro de Kalman 
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ABSTRACT 
Batch processing has been widely used in the production of fine chernicals, biochernicals, 
polyrners and phannaceuticals. Batch configuratiens present features which are desirable in the called 
"future plants": flexibility of operatien, rapid response to changing market demanda, suitability for 
manufacturing high-quality and high value-added products. Batch distillatien is the most frequent 
separatien method in batch processes. Some ofthe challenges to be faced in the automation of batch 
plants are: pronounced nonlinearities, process/model mismatch, time varying process gains, presence 
of measurement noise, on-line sensors are unavailable or give delayed results, state estirnatien is 
difficult and computatienally expensive. While the centro! of high-purity continuous distillatien 
celurnn is a subject often addressed in literature, there are very few papers regarding the centro! of 
high-purity batch distil!atien units. 
This work aimed to develop an inferential centro! system for high-purity batch distillatien 
celurnns, which is able to cope with the antomatien difficulties cornmenly enceuntered in practice. 
The control algorithm was first tested by simulatien and then experimental runs were carried out in a 
pilot-scale batch distillatien colurnn to confinn the practical applicability ofthe designed inferential 
centro! system. 
An Extended Kahuan Filter (EKF) for batch distillatien celurnns was developed to provide 
fast and reliable instantaneous composition values from few ternperature measurements. The EKF 
was then combined with a control strategy based en the Globally Linearizing Centro! (GLC) 
structure, resulting in an inferential centro! system for constant distillate operatien of high-purity 
batch distillatien colurnns. The GLC controller was tested in a pilot-scale batch distil!atien celumn 
with 29 sieve trays. The separatien of ethanol/1-propanol mixtures were considered in the 
experimental runs. The interface between the cornputer and the process was achieved by an ADIDA 
converter. Thennocouples were used to measure instantaneous ternperature values at some column 
stages. 
At each sampling period, the EKF provides instantaneous cornpositien values from the 
ternperature data the computar acquires. In order to keep the product quality at the set-point, the 
GLC controller updates the reflux ratio using the composition estimates, and the cornputer controls 
the positien ofthe reflux rnagnetic valve to irnplement the calculated reflux ratio. 
The number of sensors and the model integratien interval showed to be irnportant variables in 
the design ofthe EKF. Faster convergence and more accurate estimates were obtained by increasing 
the number of sensors and/or reducing the integratien interval. However, above a certain number of 
sensors the irnprovement in the EKF perfonnance may not be significant. Spiky reflux ratio profiles 
were observed when sensors were placed next to the top stages, where the ternperature variations are 
srnall. As the sensors were placed further from the top stages, smoother manipulated and controlled 
variable profiles were obtained and the distillate product met the specified purity. 
The inferential centro! system achieved tight cornpositien centro!. The selection of the 
sensors locatiens must be a trade-off between obtaining noise reductien and guaranteeing that the 
EKF will provide acceptable estimate accuracy. Due to its robustness with regards to plant/model 
mismatch, uncertainty in the initial system state and measurement errors, the proposed inferential 
coutrol scheme is flexible and demenstrated to be feasible for practical en-line applications. 
Keywords: batch distillatien; hígh-purity; inferential centro!, Kahuan filter 
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1- INTRODUÇÃO 
Antes de apresentar o objetivo do trabalho desenvolvido no Doutorado, os motivos 
que levaram à escolha da destilação em batelada de alta pureza como objeto de estudo serão 
discutidos. Para tanto, as seguintes perguntas devem ser respondidas: 
1.1- Por que um processo em batelada? 
A década de 90 foi marcada pelo acelerado desenvolvimento tecnológico. Às 
portas do ano 2000 e da chamada era da "modernidade", é interessante notar como uma das 
mais antigas formas de produção - o processo em batelada - tem atraído a atenção de 
diversos setores industriais. 
As plantas em batelada já são um importante segmento das indústrias químicas e a 
sua participação, tanto econômica quanto em volume de produção, tem crescido 
mundialmente. 
Diversos tipos de indústria utilizam processos em batelada para a produção de, por 
exemplo, medicamentos, agroquímicos, alimentos, vidros, isolantes, resinas, tintas, corantes 
e produtos do ramo da química fina (produtos de alta pureza). 
Numa pesquisa realizada no Japão, perguntou-se a diversos setores industriais 
quais os principais motivos para a utilização de processos em batelada. Os resultados 
apresentados na Figura 1.1 indicam que, exceto nos casos em que o uso de processos 
contínuos é tecnicamente inviável, todas as demais razões citadas apontam alguma 
vantagem do processo em batelada em relação ao processo contínuo. Isso significa que, 
mesmo nos casos em que o processo contínuo é tecnicamente viável, existem bons motivos 
para que as indústrias optem pelo processo em batelada. 
A principal vantagem das plantas em batelada é a sua flexibilidade, permitindo o 
processamento de diversos tipos de produto em diferentes quantidades e especificações. 
Além disso, o processo em batelada permite a obtenção de produtos de alta qualidade, 
pequeno volume e elevado valor agregado. 
Segundo REKLAITIS (1996), as indústrias "do futuro" deverão: 
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a: resinas 
b: quimica fina 
a processamento de 
F=!::r==r*:!:::=r:!::::!::::::;::::::!::::::::;-----' diversos produtos 
produtos de alta qualidade 
c: remédios e agroquímicos l=i=**=l=i==t==r=:::!:;i:~...J 
d: alimentos planta contínua tecnicamente inviável 
e: refinaria de petróleo 
f: aço e carvão 
g: vidros e isolantes 
h: tintas e corantes 
10 20 
Número de plantas 
30 40 
Figura 1. L Razões para o uso de processos em batelada (HASEBE e HASHIMOTO, 1996) 
I. Processar diversos tipos de produto e acompanhar as variações na demanda de cada um 
deles (indústrias flexíveis). 
2. Atender rapidamente às necessidades e às exigências dos consumidores. 
3. Melhorar e manter um padrão de qualidade. 
4. Operar com mais segurança. 
5. Adotar uma política de proteção ambiental. 
6. Ser competitivas e economicamente rentáveis. 
Por oferecerem flexibilidade e produtos de alta qualidade, os processos em 
batelada apresentam pré-requisitos essenciais para fazerem parte das chamadas "indústrias 
do futuro". Dessa forma, o interesse por processos em batelada nas indústrias químicas 
tende a crescer. 
Porém, ainda há muito o que fazer para a melhoria do projeto e operação das 
plantas em batelada. Segundo REKLAITIS (1996), em termos de projeto, é necessário o 
desenvolvimento de ferramentas para: 
• Projeto preliminar de plantas multi-tarefas 
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• Determinação da melhor sequência a ser seguida no processo em batelada, ou seja, a 
elaboração de receitas ótimas 
• Definição do "lay-out" da planta 
Numa planta contínua, o tipo de produto, a sua especificação e a sua demanda são 
bem definidos. O projeto dos equipamentos, a escolha da sequência de operações unitárias 
e do "lay-out" da planta são feitos para atender especificamente a um objetivo de produção. 
Nos processos em batelada, a planta deve ser capaz de processar diversos tipos de 
produto, com especificação e demanda variáveis. Em comparação com as plantas contínuas, 
o projeto, seleção de equipamentos e a escolha do "lay-out" são relativamente mais difíceis. 
Em relação à operação de plantas em batelada, o autor ressalta a necessidade de 
avanços nos seguintes itens: 
• Monitoramento 
• Automação 
• Controle (regulatório e supervisório) 
• Detecção de falhas 
• Otimização 
• Programação de produção ("scheduling") 
Devido ao comportamento não-linear e não-estacionário dos processos em 
batelada, as melhorias acima citadas não são apenas metas, mas verdadeiros desafios. 
Segundo HASEBE e HASHIMOTO (1996), outro fato importante a ser 
considerado é a tendência ao uso do sistema de produção ')ust-in-time". A estratégia ')ust-
in-time" visa diminuir os estoques de matéria-prima e produtos. Para minimizar o estoque, 
a planta produz exatamente a quantidade encomendada e o final da produção deve coincidir 
com a data de entrega solicitada pelos consumidores. Para atender rapidamente aos 
diferentes pedidos, a indústria precisa adaptar-se, ou até mesmo reconfigurar-se, para 
processar o próximo produto. 
Para atender (e sobreviver) ás exigências cada vez maiores do mercado, a 
automação e controle de plantas em batelada são essenciais, pois, segundo HASEBE e 
HASHIMOTO (1996), a introdução de computadores proporciona: 
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• Redução de mão-de-obra 
• Melhoria da qualidade dos produtos 
• Redução dos gastos energéticos 
• Aumento de produtividade 
• Maior segurança 
1.2- Por que destilação em batelada ? 
Segundo LUCET et ai. (1996), os equipamentos mais comumente encontrados em 
plantas em batelada são os que estão listados na Tabela 1.1. Os autores também apresentam 
alguns dados estatísticos a respeito da frequência com que esses equipamentos são 
utilizados nos processos em batelada. Pela análise da Tabela 1.1, verifica-se que a coluna 
de destilação é um equipamento bastante utilizado na purificação de produtos em processos 
em batelada. 
Tabela 1.1. Equipamentos mais utilizados em plantas em batelada (LUCET et ai., 1996). 
equipamento número de processos em batelada que 
o utilizam (dos 87 pesquisados) 
Reator pressurizado 23 
Reator para compostos corrosivos 25 
Reator à pressão atmosférica 62 
Coluna de destilação acoplada a um reator 74 
Coluna de destilação 52 
Cristalizador 46 
Floculador 35 
Coluna de extração líquido-líquido 35 
1.3- Por que alta pureza ? 
A destilação em batelada é largamente empregada na indústria de química fina. Os 
produtos da química fina são de alta pureza e geralmente são produzidos em pequena 
escala. Como exemplos desses produtos, têm-se: ampicilina, aspirina, riboflavina 
(utilizados na indústria de medicamentos), ácido ascórbico, cloreto de cálcio, sulfato 
ferroso (aditivos de alimentos), acetona, éter etílico anidro, hexano (reagentes), ácido 
acético glacial, metano!, tolueno (utilizados na indústria eletrônica). 
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O padrão de pureza é estabelecido de acordo com a aplicação do produto. Por 
exemplo, de acordo com os padrões dos E.U.A (KIRK-OTHMER, 1983), o hidróxido de 
sódio empregado como reagente deve ter, no mínimo, 97% (em massa) de pureza; quando 
utilizado na indústria eletrônica, a pureza mínima exigida é de 98% (em massa). 
Dessa forma, para que os diferentes padrões de pureza sejam atendidos, é 
indispensável o controle da composição dos produtos nas indústrias de química fina. 
1.4- A química fina no Brasil 
As duas principais vantagens das plantas em batelada em relação às plantas 
contínuas são a flexibilidade em processar diversos tipos de produtos e a capacidade de 
obtenção de produtos de alta pureza e alto valor agregado. No entanto, tais vantagens têm o 
seu preço: devido ao caráter não-linear e não-estacionário dos processos em batelada, a 
automação e controle dessas plantas são relativamente mais dificeis. Nos casos 
tecnicamente possíveis, a baixa produtividade e a dificuldade de automação ainda inibem a 
substituição de processos contínuos por processos em batelada. 
No cenário brasileiro, processos em batelada, em especial os processos voltados 
para a obtenção de produtos do ramo da químíca fina, têm um papel relevante na economia 
nacional. 
Os produtos da química fina podem ser agrupados em duas categorias: principias 
ativos e especialidades da química fina. Os princípios ativos são produtos químicos 
intermediários de síntese e de usos e são normalmente comercializados com alto teor de 
pureza. As chamadas especialidades da química fina abrangem os produtos formulados 
encontrados nos segmentos industriais de produtos farmacêuticos e veterinários, defensivos 
agrícolas, catalisadores, produtos aromáticos e fragrâncias. 
No Brasil, a maior parte da produção das indústrias do ramo da químíca fina 
constitui-se das chamadas especialidades da química fina, ou seja, produtos formulados. Os 
princípios ativos utilizados na formulação das especialidades químicas são, na sua maioria, 
importados. Para os produtos da química fina apresentados na Tabela 1.2, as importações 
(em dólar) sempre superam as exportações. 
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De uma forma geral, princípios ativos são substâncias de alta pureza e de alto 
valor agregado, produzidos em plantas em batelada e purificados frequentemente pelo 
processo de destilação em batelada. Por serem de alto valor agregado, a importação de 
ativos acaba pesando muito na balança comercial brasileira. 
Tabela 1.2. Dados estatísticos da química fina no Brasil. 
Fonte: ABIFINA (Associação Brasileira das Indústrias de Química Fina) 
Faturamento Total 
Discriminação 1996 1997 
Defensivos 828000 855000 
animais 
Aromas e 308000 320000* 
fragrâncias 
Defensivos 1793000 2181000 
agrícolas 
Medicamentos 9690000 10350000 
Corantes e 305778* 266418* 
pigmentos 
Farmoquímicos 620000 651000 
Catalisadores 121000* 108000* 
Aditivos ND ND 
TOTAL 13665459 14731209 
Em US$1.000 
*Valores estimados pela ABIFINA 
ND - não disponível 
1998 
861000 
365000* 
2560190 
10310000 
286352* 
598000 
125000* 
ND 
15105542 
Importações 
1996 1997 1998 
ND ND ND 
96300 100800* 109500* 
821079 997000 1002457 
• 
602336 773220 929347 
150514* 160035* 148266* 
1184000 1260000 1197000 
42250* 58236* 74449 
ND ND ND 
2824477 3332154 3461019 
1.5- Estimativa do estado de sistemas e controle por inferência 
Exportações 
1996 1997 
ND ND 
ND ND 
ND 367420* 
79509* 98108* 
71669* 86860* 
203000 226000 
10430* 13623* 
ND ND 
367635 787669 
As variáveis que caracterizam a qualidade do produto final são chamadas de 
variáveis primárias. Distribuição de pesos moleculares de polímeros, octanagem da 
gasolina, viscosidade, densidade e composição de produtos finais são exemplos de 
variáveis primárias. 
Variáveis que caracterizam a qualidade do produto são geralmente dificeis de 
serem medidas em tempo real, dificultando a implementação de controladores automáticos. 
Para certos índices de qualidade (como o sabor de alimentos), a instrumentação "on-line" é 
inexistente. Em outros casos, a instrumentação "on-line" existe mas o seu custo é muito alto 
e/ou o tempo de análise é relativamente grande e introduz atrasos na malha de controle. 
1998 
ND 
ND 
357423* 
136231* 
92714* 
216000 
14923* 
ND 
817291 
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Quando as variáveis primárias são difíceis (ou impossíveis) de serem medidas "on-
line", muitas plantas acabam optando pelo controle manuaL No controle manual, um 
operador utiliza todas as informações disponíveis (inclusive resultados de análises feitas em 
laboratório) para tentar predizer o comportamento do processo. O próprio operador 
manipula algumas variáveis de processo com base na sua experiência e em procedimentos 
operacionais. O sucesso do controle manual depende muito do treinamento e da experiência 
do operador, bem como do seu estado físico e mental. 
Outra forma de solucionar o problema de controle de variáveis primárias difíceis 
de serem medidas consiste em aplicar uma estratégia conhecida como controle em cascata 
paralelo. Essa estratégia é frequentemente empregada no controle da composição de 
produtos de colunas de destilação contínuas. Duas malhas de controle são utilizadas: uma 
malha secundária que controla a temperatura de um prato da coluna e uma malha primária 
que opera numa escala de tempo definida pelo tempo de resposta de um analisador de 
composição (por exemplo, um cromatógrafo a gás). A malha primária é utilizada para 
corrigir o "set-point" da malha secundária toda vez que um novo resultado de análise de 
composição está disponível. O controle em cascata paralelo se baseia na hipótese de que se 
a variável secundária (temperatura de um prato) for mantida constante, então a variável 
primária (composição) também permanecerá constante. Essa estratégia também assume que 
variações na variável secundária irão afetar a variável primária. No entanto, há casos em 
que perturbações afetam a variável secundária mas não afetam a variável primária, e vice-
versa. Muitas vezes a relação entre as variáveis primárias e as variáveis secundárias é não-
linear e fortemente dependente das condições operacionais, sendo muito difícil sintonizar as 
duas malhas ao mesmo tempo. 
O controle por inferência tem sido uma alternativa viável para o controle de 
variáveis primárias difíceis de serem medidas. O controle por inferência consiste em 
estimar (ou inferir) as variáveis primárias a partir de medidas de variáveis secundárias (tais 
como, temperatura, pressão e vazões) que são mais facilmente medidas. Os valores 
inferidos são então utilizados no algoritmo de controle. 
Na destilação em batelada, a composição é a variável primária que caracteriza a 
qualidade do produto destilado. No ramo da química fina, os produtos devem atender a 
rígidos padrões de pureza exigidos pelo mercado, tornando o controle de composição 
indispensável. Porém, os analisadores de composição "on-line" são, em geral, caros, lentos 
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e difíceis de serem instalados nas correntes de processo. Como o tempo de uma batelada é 
limitado, é muitas vezes inviável controlar a operação a partir de medidas de composição 
obtidas "off-line" em laboratórios. Dessa forma, é necessário inferir valores instantâneos de 
composição a partir de medidas secundárias que possam ser obtidas em tempo real. 
1.6- Objetivo do trabalho 
A destilação em batelada tem sido cada vez mais utilizada na indústria para 
purificação de misturas de pequeno volume e obtenção de produtos de alta pureza. 
Considerando a importância do processo de destilação em batelada e a necessidade de 
técnicas que auxiliem a sua automação, o trabalho realizado teve como objetivo o 
desenvolvimento e implementação de uma estratégia para controle da composição do 
destilado de colunas de destilação em batelada de alta pureza, através da manipulação da 
razão de refluxo. Após um estudo por simulação, testes experimentais da estratégia de 
controle proposta foram feitos numa coluna de destilação em batelada em escala piloto. Um 
computador foi conectado "on-line" à coluna para monitorar a operação, controlar a razão 
de refluxo e fazer a leitura de sensores de temperatura posicionados em alguns estágios da 
coluna. Um estimador de estado foi também desenvolvido para a inferência de valores 
instantâneos de composição a partir de medidas de temperatura. 
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2- ANÁLISE DA LITERATURA 
Uma coluna de destilação é dita de alta pureza quando os seus produtos 
apresentam pureza de, no mínimo, 99%. Muitos trabalhos na literatura tratam da dinâmica e 
controle de colunas de destilação contínua de alta pureza. No entanto, na chamada 
"literatura aberta", nada foi encontrado a respeito de colunas em batelada de alta pureza. 
Inicialmente, os principais trabalhos na área de controle de colunas de destilação 
em batelada (pureza baixa e moderada) foram revisados. Considerando a escassez de 
trabalhos que tratem de colunas em batelada de alta pureza, trabalhos sobre destilação 
contínua de alta pureza foram estudados, procurando-se buscar os fundamentos que 
governam a dinâmica de colunas de alta pureza e identificar as diferenças e semelhanças 
que possam existir entre colunas contínuas de alta pureza e colunas em batelada de alta 
pureza. 
2.1- Controle de colunas de destilação em batelada (pureza baixa e 
moderada) 
No controle de colunas de destilação em batelada, o conhecimento de valores 
instantâneos de composição é essencial, já que importantes decisões a serem tomadas 
durante um ciclo de batelada (tais como, quando iniciar a coleta de destilado, determinação 
do inicio e fim da coleta de produtos e intermediários, térmíno da batelada) dependem do 
monitoramento da composição. Porém, medidores de composição são, em geral, 
complexos, caros, exigem frequente manutenção e podem inserir um tempo morto na malha 
de controle. Devido a essas dificuldades, alguns autores procuraram desenvolver métodos 
para inferência de composições a partir de medidas secundárias, tais como temperatura, 
vazões e pressões. 
QUINTERO-MARMOL et ai. (1991) aplicaram a técnica de estimativa do estado 
de sistemas denomínada Observadores Estendidos de Luenberger para a predição de perfis 
de composição instantâneos de colunas de destilação em batelada a partir de valores de 
temperatura. O método proposto foi testado por simulação. O projeto de observadores é 
semelhante ao projeto de controladores "feedback". Os ganhos são obtidos posicionando-se 
os pólos do observador em malha fechada no lado esquerdo do plano complexo a fim de 
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que o erro (diferença entre o valor real do processo e o valor estimado pelo modelo usado 
no observador) tenda a zero. 
Considerando o seguinte sistema linear: 
X=AX+Bu 
Z=CX 
(2.1) 
onde X é o vetor de variáveis de estado, u é o vetor de entradas do processo, Z é o vetor de 
saídas mensuráveis e A, B e C são matrizes. O observador de um sistema linear 
representado por (2.1) é: 
X =(A-KC)X +KZ+Bu ou X =AX +K(Z-CXJ+Bu 
A equação diferencial do erro (e) é: 
e=X-X 
Portanto, K é escolhido de tal forma que os autovalores de Ac = (A - KC) se situem no lado 
esquerdo do plano complexo para que a estimativa do estado do sistema se aproxime do 
estado real. 
Se um modelo não-linear for utilizado, o observador é então denominado 
observador estendido. Se f e h são funções não-lineares: 
X =f(X,u) 
Z=h(X) 
as equações do observador são: 
X= f{X,u)+K[Z -h(Í)] 
i =h(Í) 
A e C são matrizes cujos elementos são dados, respectivamente, por: 
8f 
a .. =-'-. 
'
1 oX· ' J 
Oh C··=--' ~ ox 
J 
(22) 
Para o projeto de observadores de colunas de destilação em batelada, as variáveis 
de estado escolhidas por QUINTERO-MARMOL et a/. (1991) foram as composições da 
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fase líquida em cada estágio (refervedor, pratos e tambor de refluxo). O modelo matemático 
utilizado foi obtido assumindo-se as seguintes hipóteses: retenção de líquido nos pratos e 
no tambor de refluxo constante; calores latentes de vaporização aproximadamente iguais; 
volatilidade relativa constante; vazão de vapor efluente do refervedor constante. 
O projeto do observador resume-se nos seguintes passos: 
1. Escolher o número de sensores de temperatura (os autores sugerem NC+2 sensores) 
2. Linearizar o modelo do sistema para obtenção das matrizes A = { aij = =~} e C = 
3. Utilizar valores médios de composição para calcular as matrizes A e C. Por exemplo, 
para um sistema ternário, calcular A e C considerando x1 = x2 = X3 = 113. 
4. Obter os autovalores de A (autovalores do sistema em malha aberta) 
5. Selecionar os autovalores da malha fechada trocando os menores autovalores de A (mais 
lentos) por valores maiores (mais rápidos). Como uma regra geral, trocar (NC-1) 
autovalores para cada sensor de temperatura que exceda (NC-2) sensores. Por exemplo, 
para um sistema ternário com 3 medidas, existem 2 sensores a mais do que (NC-2) = (3-
2) = 1 e 2 x (NC-1) = 2 x (3-1) = 4 autovalores devem ser trocados. 
6. Obter os ganhos K que posicionam os autovalores de Ac =A - KC nos lugares desejados 
(autovalores da malha fechada determinados no item 5) 
7. Usar os ganhos obtidos em (6) com as equações não-lineares do modelo: 
.i = f(x,u) + K[Z- h(x)] 
8. Se houver convergência antes do início da coleta do destilado e se a resposta do 
observador não for muito subamortecida, o projeto do observador está concluído. 
9. Se a convergência não for obtida rapidamente, aumentar o número de autovalores de A a 
serem trocados por valores maiores e voltar para (6). Se a resposta se tornar instável ou 
subamortecida demais, aumentar o número de sensores e voltar para (2). 
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Pelo método proposto, os ganhos do observador são obtidos "off-line". Cada 
conjunto de ganhos deve ser testado e, caso não haja convergência, novos ganhos devem 
ser determinados. Em alguns casos, demora-se muito até encontrar um conjunto de ganhos 
que fornece boas estimativas de composições. 
O observador de Luenberger é um método determinístico, ou seja, pressupõe que o 
modelo do processo é perfeito e que há ausência de ruídos e perturbações. QUINTERO-
MARMOL et a/. (1991) relataram problemas de convergência quando a presença de ruídos 
nas medidas de temperatura foi considerada. 
SHINSKEY (1984) alerta para três limitações básicas ao se utilizar a temperatura 
para inferir a composição: 
1. Variação da composição dos componentes não-chave causará erros. 
2. A sensibilidade da medida de temperatura é muito pequena para certas aplicações. 
3. Variações na pressão causará erros. 
Por exemplo, a diferença entre os pontos de ebulição do isobutano e do n-butano a 
60 psig (4 atm) é apenas de 23 "F (12,8 °C). Uma variação de 1% molar de isobutano no 
produto de fundo n-butano alteraria o ponto de ebulição da mistura em apenas 0,25 "F (0,14 
°C). O mesmo desvio de 0,25 "F (0, 14 °C} pode ser causado por uma variação de pressão de 
0,25 psi (0,017 atm) ou por uma mudança na concentração do componente não-chave 
isopentano de apenas 0,6% molar. 
Um dos poucos trabalhos experimentais na linha de controle de colunas de 
destilação em batelada por microcomputador foi apresentado por STENZ e KUHN (1995). 
Um algoritmo que combina lógica "fuzzy" com um controlador integral com "anti-reset 
wind-up" foi implementado numa coluna de destilação em batelada com 50 mm de 
diâmetro, 1,50 m de altura, I O pratos do tipo perfurado com borbulhadores, refervedor com 
aquecimento elétrico e operação à pressão atmosférica. A separação de uma mistura 
ternária foi considerada. As variáveis controladas foram a concentração das frações 
coletadas e a vazão de vapor. As temperaturas do refervedor, dos pratos 2, 4, 6, 8 e I O e do 
prato do topo eram medidas durante a operação. A estratégia de operação foi desenvolvida 
a partir do conhecimento heurístico do operador que, antes da automação, operava a coluna 
manualmente. 
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Duas estratégias de controle foram desenvolvidas por FlLETI e PEREIRA (1997) 
para manter constante a pureza dos produtos variando-se a razão de refluxo: controle 
adaptativo programável do tipo PI e controle preditivo via redes neurais. 
Na estratégia de controle adaptativo, os parâmetros do controlador foram ajustados 
com base na temperatura do refervedor, de acordo com uma equação determinada 
previamente por simulação da operação. 
O controlador adaptativo foi testado numa coluna de destilação em batelada de 75 
mm de diâmetro, contendo 12 pratos do tipo perfurado com borbulhadores e um divisor de 
refluxo com válvula magnética atuada pelo microcomputador. Como sistema destilante 
utilizou-se uma mistura 33 moi % n-hexano/ 67 moi % n-heptano. As composições da 
mistura no refervedor e do vapor no topo da coluna foram inferidas a partir de medidas "on-
line" de temperaturas, obtidas através de dois termopares localizados no refervedor e no 
divisor de refluxo. O objetivo do controle era manter a composição do produto destilado em 
70 mol% de n-hexano. 
OISIOVICI (1998) desenvolveu e testou experimentalmente três estratégias de 
controle da composição o destilado de colunas de destilação em batelada de pureza 
baixa/moderada: 
1. Controle Adaptativo Auto-Ajustável: um modelo para o processo é proposto e os seus 
parâmetros são atualizados "on-line" com base nos valores atuais e passados das 
variáveis de entrada e saída do processo. O Método dos Mínimos Quadrados Recursivo 
é utilizado para a atualização dos parâmetros a cada período de amostragem. A partir do 
modelo, a ação do controlador é calculada. 
2. Controle por Antecipação Baseado no Balanço de Massa: consiste em fazer um balanço 
de massa entre a base e o topo da coluna e utiliza as composições inferidas nesses pontos 
para calcular a razão de refluxo necessária para manter a pureza do destilado no valor 
desejado. 
3. Controle Proporcional Baseado na Simulação da Coluna: a saída do controlador (razão 
de refluxo) é obtida a partir de uma função proveniente de dados de simulação, 
juntamente com um fator de correção que considera o desvio entre o comportamento real 
do sistema e o comportamento predito pelo pelo simulador. 
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Os testes experimentais com os sistemas etanol!água e etanol/1-propanol foram 
feitos numa coluna de destilação em batelada com 1 O pratos perfurados e 40 mm de 
diâmetro. Um termopar foi conectado na base e outro no topo da coluna. Para diminuir o 
nível de ruído da temperatura lida pelo computador, foram feitos testes com alguns filtros 
digitais (OISIOVICI et ai., 1999). Os três controladores apresentaram bom desempenho. 
Comparando-se os resultados obtidos com as três estratégias de controle, pode-se concluir 
que, para uma mesma precisão de controle, a diferença entre os tempos de batelada não é 
significativa. Porém, o perfil de razão de refluxo do controlador por antecipação é mais 
suave do que os perfis obtidos com os controladores adaptativo e proporcional. 
BAROLO e BERTO (1998) propuseram uma estratégia de controle para colunas 
de destilação em batelada baseada na estrutura NIMC ("Nonlinear Internai Model 
Control"). O observador estendido de Luenberger previamente desenvolvido por 
QUINTERO-MARMOL et al. (1991) foi utilizado na estimativa de composições. A 
estratégia foi testada por simulação, considerando a separação do sistema etanol!água (xo,sr 
= 0,84) e de um sistema ternário com volatilidades relativas constantes (xr1,sr/ XP2,SP = 0,95/ 
0,95 e xr1,8p/ xP2,sP = 0,93/ 0,97). Segundo os autores, o observador estendido de 
Luenberger torna-se mais dificil de sintonizar à medida que o número de pratos da coluna 
aumenta. Quando o nivel de ruído nas medidas de temperatura é alto, BAROLO e BERTO 
recomendam o uso de um estimador estocástico (como o Filtro de Kalman) para a 
inferência de composições. 
O filtro de Kalman é um método recursivo para a estimativa do estado de sistemas 
dinâmicos. Por volta de 1960, Kalman desenvolveu essa técnica para sistemas lineares. 
Posteriormente, o filtro de Kalman foi estendido para sistemas não-lineares. 
Com o surgimento de computadores cada vez mais rápidos, o filtro de Kalman tem 
sido utilizado em diversas aplicações: determinação de órbitas de naves espaciais e 
trajetórias de satélites, controle de rotas de navegação, processamento de imagens digitais, 
previsões econômicas, detecção de falhas e controle de processos. No entanto, observa-se 
que o filtro de Kalman tem sido muito mais empregado no setor aeroespacial do que em 
indústrias químicas. Segundo GEORGAKIS (1996), isso ocorre pois os modelos dos 
sistemas aeroespaciais são sempre aplicados a produtos com pouca variabilidade (aviões, 
naves espaciais). Nas plantas químicas, a variabilidade e o número de tipos de sistema são 
muito grandes. Além disso, os processos químicos são normalmente não-lineares e os 
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modelos não são tão exatos quanto os desenvolvidos no setor aeroespaciaL Apesar disso, 
esse estimador de estado já foi aplicado com sucesso nas seguintes operações unitárias: 
• Reatores de polimerização contínuos, em batelada e em semi-batelada (KIPARISSIDES 
et al., 1981; SCHULER e SUZHEN, 1985; DIMITRATOS et al., 1991; KOZUB e 
MACGREGOR, 1992). 
• Biorreatores contínuos e em batelada (STEPHANOPOULO e SAN, 1984; RAMIREZ, 
1987). 
• Reatores em batelada com destilação (WILSON e MARTINEZ, 1997). 
• Colunas de destilação contínuas (BARATTI et al., 1995, 1998). 
Pela pesquisa bibliográfica feita, o filtro de Kalman ainda não foi utilizado na 
estimativa do estado de colunas de destilação em batelada. 
2.2- Destilação contínua de alta pureza - aspectos dinâmicos e problemas 
de controle 
Alguns autores analisaram por que o controle de colunas de alta pureza é mais 
dificil do que o controle de colunas de pureza baixa ou moderada. As principais conclusões 
desses estudos serão inicialmente apresentadas. Em seguida, será feita uma revisão das 
principais estratégias de controle de colunas de destilação contínua de alta pureza 
encontradas na literatura. 
Quanto ao controle de composição em colunas de destilação, são considerados os 
seguintes casos (SKOGESTAD, 1997): 
1. Malha aberta: não há controle de composição; os operadores ajustam manualmente as 
variáveis escolhidas para serem manipuladas. 
2. Controle de composição em um ponto: há uma malha fechada para o controle da 
composição de apenas um dos produtos. 
3. Controle de composição em dois pontos: a composição do destilado e a do produto de 
fundo são controladas. 
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O primeiro caso é comum na prática e exige um monitoramento contínuo para que 
se tenha uma operação estável. Do ponto de vista econômico, o controle de composição em 
dois pontos é o melhor. Segundo STANLEY e MCAVOY (1985), as indústrias relatam que 
esse tipo de controle leva a uma economia de energia de 10-30%. No entanto, alguns 
problemas relacionados ao controle das duas composições limitam a sua aplicação. São 
eles: 
• Comportamento fortemente não-linear 
• Resposta muito lenta 
• Problemas com medidores, tempo morto para medidas de composição 
• Dificuldades na escolha adequada das variáveis manipuladas 
• Sistema altamente interativo 
Esses fatores não estão presentes em todas as colunas (colunas com produtos de 
baixa pureza são mais fáceis de serem controladas). Porém, nas colunas de alta pureza tais 
problemas são mais acentuados. 
As dificuldades de controle de colunas de destilação de alta pureza são tão severos 
que muitos projetistas procuram evitar a retirada simultânea de produtos de alta pureza no 
topo e na base. É prática comum na indústria construir duas colunas ao invés de uma ou 
operar uma coluna com pureza maior do que a especificada a fim de absorver possíveis 
flutuações durante a operação. Tais alternativas levam a um aumento dos investimentos 
fixos e dos custos energéticos, fazendo com que o estudo e a implementação do controle de 
colunas de destilação de alta pureza sejam de grande interesse. 
Para compreender melhor o comportamento de colunas de destilação contínuas de 
alta pureza, é conveniente estudar a dinâmica do sistema em malha aberta. 
Através de simulação digital de um modelo não-linear, FUENTES E LUYBEN 
(1983) estudaram a resposta dinâmica em malha aberta para diversos tipos de perturbação. 
Foram consideradas colunas binárias com produtos de topo e fundo com 5% (moi) a 10 
ppm (mo!) de impurezas e volatilidades relativas vr = 2 e vr = 4. O modelo considerava: 
pratos teóricos, contradifusão equimolar, volatilidade relativa constante, alimentação e 
refluxo de líquido saturado, hidrodinârnica descrita pela fórmula de Francis. 
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A Figura 2.1 mostra as respostas em malha aberta para perturbações em degrau de 
200/o na composição da alimentação. As respostas são altamente não-lineares e 
completamente diferentes para variações positivas e negativas. Há pouca diferença no 
comportamento dinâmico de sistemas com diferentes volatilidades relativas (vr) quando a 
pureza é baixa. Porém, à medida que a pureza aumenta as respostas dinâmicas começam a 
diferir muito para diferentes volatilidades. Para sistemas com alta volatilidade relativa, a 
resposta é rápida e altamente não-linear. 
A Figura 2.2 apresenta as respostas em malha aberta para perturbações de 
diferentes magnitudes em colunas de 1000 ppm e volatilidades relativas vr = 2 e vr = 4. 
Esses resultados mostram que o sistema responde mais lentamente à medida que a 
magnitude da perturbação é reduzida. 
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Os autores obtiveram as mesmas conclusões com outros tipos de perturbação 
(variação da vazão de vapor, variação da vazão de refluxo). As respostas em malha aberta 
indicam os problemas de controle que podem surgir em colunas de destilação de alta 
pureza. 
Alguns aspectos relacionados ao tempo morto na coluna foram estudados por 
SKOGESTAD (1997). 
Em geral, variações nas vazões externas (variações na razão DIB) afetam mais as 
composições dos produtos do que as variações nas vazões internas (variações em L e V com 
D e B constantes). Em termos de resposta dinâmica, existe também uma diferença 
importante: o tempo de resposta da coluna é maior para perturbações nas vazões externas e 
menor para perturbações nas vazões internas. Havendo perturbações nas vazões externas, 
existe uma redistribuição do acúmulo de líquido de cada componente em toda a coluna e 
isso demora um certo tempo. Dessa forma, a constante de tempo dominante do sistema está 
relacionada a mudanças nas vazões externas. 
SKOGESTAD (1997) desenvolveu uma expressão analítica para a constante de 
tempo dominante ( td), válida para separações binárias de alta pureza e pequenas 
perturbações: 
onde M designa o acúmulo de líquido e: 
O autor concluiu que a constante de tempo dominante é grande quando os 
produtos são de alta pureza e pequena quando se tem baixa pureza, já que para produtos de 
alta pureza, I, pode assumir valores muito pequenos. 
Processos com atraso de resposta relevante são mais difíceis de serem controlados, 
sendo necessário inserir na estratégia de controle alguma forma de compensação do tempo 
morto. Porém, deve-se ter em mente que quando se insere uma estratégia de controle do 
tipo "feedback", o tempo de resposta do sistema em malha fechada pode ser diferente do 
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tempo de resposta do sistema em malha aberta. Dessa forma, é possível que a constante de 
tempo do sistema em malha fechada seja menor (resposta mais rápida) do que td. 
Em qualquer processo com mais de uma malha de controle, há possibilidade de 
interação entre as malhas. No caso do controle da composição em dois pontos em colunas 
de destilação contínua, isso significa que uma variação em qualquer uma das entradas 
geralmente afeta ambas as saídas (xo e XB). O grau de interação entre as malhas pode ser 
estimado através do conceito de ganhos relativos, que é bastante útil na escolha da melhor 
configuração de controle. Por exemplo, para a configuração L V, têm-se: 
dxs=(OxB) dL+(OxB) dV=g21dL+g22dV ar v av L 
onde gíi são os ganhos no estado estacionário. O ganho relativo Âii expressa como o ganho 
gíi varia quando a outra malha é fechada. A matriz de ganhos relativos é dada por: 
Quando À.n = 1.0, não há interação entre as malhas. Altos ganhos relativos (maiores do que 
I O) indicam sérios problemas de controle. 
Sendo (NP+ I) o número de estágios teóricos (incluindo o refervedor), uma forma 
simplificada de estimar À.n para a configuração LV foi apresentada por SKOGESTAD 
(1997) 
À.u ""(2/(NP + I))L(L +I) 
Bxs+D(I xD) 
Pelo denominador dessa expressão, nota-se que quanto maior a pureza dos produtos (xs 
baixo e XD alto) maior o valor de À.n, ou seja, maior a interação entre as malhas e mais 
dificil o controle. 
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2.3 Estratégias de controle de colunas de destilação contínuas 
de alta pureza 
Várias propostas de algoritmos para controle de composição em dois pontos em 
colunas de destilação contínuas de alta pureza são encontradas na literatura. Na maioria dos 
casos, tais estratégias são testadas em simuladores e os analisadores de composição são 
considerados na simulação inserindo-se um atraso (de 3-5 min) na malha de controle. Os 
sistemas estudados são binários com comportamento termodinâmico próximo ao ideal 
(metanol/etanol, metano l/água, etanol!butanol, propileno/propano) e várias hipóteses 
simplificadoras são utilizadas. 
2.3.1. Estratégias testadas em simuladores 
O algoritmo preditívo DMC ("Dynamic Matrix Control") foi testado por vários 
autores e se baseia num modelo linear do processo. GEORGIOU et ai. (1988) concluíram 
que, em se tratando de colunas de alta pureza, o desempenho do DMC é pior do que o da 
estrutura de controle convencional composta de dois controladores PI (proporcional-
integral). Através do método de transformações não-lineares da saída, os autores 
conseguiram melhorar significativamente a performance do DMC. Os efeitos da não-
linearidade também foram considerados por MCDONALD e MCA VOY (1987) 
calculando-se os ganhos de processo e as constantes de tempo como funções das medidas 
de composição. TRENTACAPILLI et a/. (1997) melhoraram o algoritmo DMC utilizando 
uma combinação de dois modelos linearizados: um modelo para uma situação abaixo do 
"set-point" e outro para uma situação acima do "set-point". 
A configuração LV (mais comumente empregada na indústria) foi estudada por 
SKOGESTAD e MORARI (1988). Os autores concluíram que o efeito das não-linearidades 
pode ser reduzido com o uso de composições logaritmicas e que, em certos casos, 
controladores lineares baseados em modelos linearizados podem ser eficientes no controle 
de colunas de alta pureza. 
Existe uma grande variedade de algoritmos de controle propostos. Entre eles: 
• SRINIWAS et ai. (1995): modelo não-linear autoregressivo com entrada exógena 
(NARX = "Nonlinear Autoregressive Model with Exogenous Input") e testes estatísticos 
para desenvolvimento do controlador. 
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• CHIEN (1996): modelo empírico não-linear para colunas de alta pureza controladas a 
partir de medidas de temperatura. 
• WONG et al. (1995): controle via redes neurais. 
2.3.2- Estratégias testadas experimentalmente 
O número de trabalhos experimentais são poucos em relação aos teóricos. 
Uma alternativa ao uso dos caros e relativamente lentos analisadores de 
composição foi proposta por .MEJDELL e SKOGESTAD (1991). A partir de medidas de 
temperatura em todos os pratos, foram desenvolvidos alguns estimadores para inferência da 
composição dos produtos. O estimador PLS ("Partiai-Least-Square Regression") 
apresentou melhor desempenho a nível de simulação e foi implementado numa coluna de 
destilação em escala piloto para separação da mistura etanol!butanol, juntamente com duas 
malhas de controle de composição do tipo PI (uma na base e outra no topo) usando a 
configuração L V. O estimador PLS calibrado com dados experimentais apresentou bom 
desempenho para diversas condições operacionais, enquanto que o estimador PLS calibrado 
com dados de simulação precisou ser reajustado para diferentes pontos de operação. 
DOUGLAS et al. (1994) utilizaram a estrutura de controle denominada GMC 
("Generic Model Control") para o controle de composição em dois pontos de uma coluna 
de destilação industrial de alta pureza (um deisohexanizador para recuperação de 3-metil-
pentano no topo e de metil-ciclo-pentano no fundo). A alimentação era multicomponente 
(de C/s a Cs's) e no meio da coluna. A metodologia GMC permite inserir qualquer modelo 
do processo (linear ou não-linear) diretamente na estrutura de controle. Melhores resultados 
foram obtidos com o modelo de Jafarey-Douglas-McAvoy com compensação do tempo 
morto. As variáveis manipuladas foram a vazão de refluxo e a vazão de vapor (L V) e as 
composições dos produtos foram medidas por um cromatógrafo. 
HW ANG et al. (1996) estudaram a resposta em malha aberta de uma coluna para 
separação de misturas binárias de álcoois e mostraram que, na presença de perturbações, o 
perfil de temperatura nas colunas de destilação de alta pureza se move como uma onda de 
padrão constante e que a sua velocidade pode ser satisfatoriamente predita a partir da teoria 
de ondas não-lineares. Os autores sugerem a aplicação desses resultados em projetos de 
controladores de composição em dois pontos. 
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2.4- Conclusões da análise da literatura 
O observador estendido de Luenberger é um estimador de estado determinístico e, 
de acordo com os resultados da literatura, não é adequado quando ruídos nas medidas de 
temperatura são relevantes. Dessa forma, é necessário o desenvolvimento de métodos de 
inferência de composições robustos aos ruídos das medidas de temperatura. 
O controle de colunas de destilação em batelada de pureza baixa e moderada tem 
sido objeto de diversos estudos experimentais e teóricos. Porém, trabalhos sobre destilação 
em batelada de alta pureza são escassos. 
Os três principais fatores presentes em colunas de destilação contínuas de alta 
pureza que dificultam o controle da operação são: não-linearidades, presença de tempo 
morto e interações. 
No caso de colunas de destilação em batelada, as não-linearidades estão presentes 
mesmo que os produtos não sejam de alta pureza. Devido ao seu caráter não-estacionário, o 
perfil de composição em toda a coluna é variante no tempo e a coluna passa por sucessivos 
pontos de operação durante a batelada, abrangendo uma larga faixa de composições. 
Os trabalhos encontrados na literatura sobre o controle de colunas de destilação de 
alta pureza apresentam estratégias de controle apenas para colunas contínuas. Na maioria 
dos casos, os estudos são teóricos e as estratégias desenvolvidas são testadas somente por 
simulação. 
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3- MATERIAIS E MÉTODOS 
Um algoritmo de controle por inferência é composto por um estimador do estado 
do sistema que se deseja controlar e pela estratégia de controle propriamente dita. Neste 
capítulo, o método utilizado para a estimativa do estado de colunas de destilação em 
batelada (filtro de Kalman) será apresentado. A estratégia de controle escolhida e a 
modelagem utilizada serão detalhadas e, na última seção, será feita uma descrição da 
montagem experimental e do procedimento seguido na realização dos testes. 
3.1- FILTRO DE KALMAN 
Antes de apresentar o algoritmo do filtro de Kalman e a sua aplicação a colunas de 
destilação em batelada, algumas características gerais e conceitos básicos envolvidos serão 
discutidos. 
3.1.1- Por que utilizar urna abordagem estocástica? 
O filtro de Kalman é um estirnador de estado estocástico. Neste item, os motivos 
que levaram à escolha de uma abordagem estocástica para a estimativa do estado de 
colunas de destilação em batelada serão apresentados. 
Um sistema é dito determinístico quando a sua salda em qualquer instante de 
tempo futuro pode ser predita com exatidão. Um sistema é chamado de aleatório quando o 
seu comportamento futuro não pode ser exatamente conhecido. A Figura 3.1 apresenta 
exemplos de um sistema aleatório e de um sistema determinístico. 
A abordagem determinística é inadequada em várias aplicações práticas devido 
principalmente aos seguintes fatores: 
1. Modelos matemáticos não são perfeitos. 
É muito dificil que um modelo consiga descrever perfeitamente o comportamento 
de um sistema e que todos os seus parâmetros sejam conhecidos com absoluta certeza. 
Além disso, os modelos empregados para processamento de dados em tempo real 
geralmente procuram captar apenas as características mais essenciais do sistema para que o 
algoritmo seja implementado com um esforço computacional adequado. 
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Figura 3.1. Exemplos de saídas de sistemas determinísticos (a) e aleatórios (b). 
(BENTLEY, 1995) 
2. Presença de perturbacões que não podem ser controladas nem modeladas de 
forma determinística. 
3. Sensores não fornecem dados perfeitos nem informações completas sobre o 
sistema. 
As medidas não são exatas e os dados obtidos normalmente contêm ruídos e são 
afetados pela própria dinâmica do sensor. 
O filtro de Kalman utiliza todas as medidas do processo disponíveis para estimar o 
estado atual das variáveis de interesse a partir de: 
1. Modelos dinâmicos do sistema e do elemento de medida. 
2. Descrição estatística dos erros das medidas e da incerteza existente nos modelos 
dinâmicos. 
3. Qualquer informação disponível a respeito das condições iniciais das variáveis 
de interesse. 
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Dentre os filtros que se baseiam na minimização dos erros quadráticos médios, o 
filtro de Kalman é o que fornece a estimativa ótima, como será visto posteriormente. Uma 
outra vantagem importante é que, por ser um método recursivo, o algoritmo de Kalman 
utiliza apenas as medidas atuais, não sendo necessário armazenar ou reprocessar medidas 
passadas. 
Ao contrário dos filtros digitais comuns (filtros exponenciais, filtros de média) que 
apenas realizam um alisamento dos dados pela filtragem de ruídos, um dos aspectos mais 
atraentes do filtro de Kalman é a sua capacidade em estimar variáveis não medidas e 
parâmetros desconhecidos. 
Em plantas químicas, o que normalmente se tem disponível são modelos 
imperfeitos e medidas "contaminadas" por ruídos. Nesses casos, o filtro de Kalman pode 
ser uma boa opção para estimativa do estado de sistemas. 
3.1.2. Conceitos básicos de probabilidade e variáveis aleatórias 
O algoritmo do filtro de Kalman se baseia em conceitos da matemática 
probabilística. Alguns desses conceitos serão, então, brevemente apresentados. 
De uma forma intuitiva, probabilidade é a frequência relativa de ocorrência de um 
evento A. Se um evento A ocorre N{A) vezes num total de N observações, então a 
probabilidade de ocorrência do evento A, P(A), é definida como: 
P( A)= fim N( A) 
N->oo N (3.1) 
Quanto mais observações forem feitas, a razão acima convergirá para um valor, que é a 
probabilidade de ocorrência do evento A. 
Se X é um vetor de variáveis aleatórias, X = [X1, X2, ... , Xnf, e A = {X~ª = 
{X!~,;], x2~ ,;2, ... , Xn~ ,;n}, para v ç E 9t'' a junção de distribuição de probabilidade Fx(Ç,} 
é uma função escalar real definida como: 
A função Fx é uma função monotonicamente não decrescente e apresenta as seguintes 
propriedades: 
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Fx(oo,oo, ... ,oo)=P(X1 $oo,X2 S:oo, ... ,Xn S:oo)=l 
Fx(/;1·····-oo, ... ,!;n)=P(Xl S:ql•··.,X; :::-oo, ... ,Xn :::!;n)=O 
(3.3) 
Ou seja, se todos os seus argumentos tenderem ao infinito positivo, F x valerá 1; se pelo 
menos um dos argumentos tender ao infinito negativo, F x valerá zero. 
Se existir uma função escalar fx tal que: 
,; 
Fx(l;)= ffx( p)dp (3.4) 
-co 
então fx é denominada junção densidade de probabilidade de X. Como Fx é 
monotonicamente não decrescente, f x (!;) ~ O . Outra propriedade importante da função 
densidade de probabilidade é que: 
"' J fx(l;)d!; =I (3.5) 
A distribuição Gaussiana (ou normal) e a distribuição uniforme são duas formas 
comuns de modelagem de variáveis aleatórias. Para o caso escalar (n = 1 ), as suas funções 
de distribuição e densidade de probabilidade são mostradas na Figura 3 .2. 
Se X e Z são dois vetores de variáveis aleatórias, a junção de distribuição de 
probabilidade conjunta é definida como: 
Fx,z( Ç,p) = P(X s!; e Z::: p) (3.6) 
e está associada à junção densidade de probabilidade conjuntafx.z(Ç.p). 
A probabilidade condicional é definida como a probabilidade de X ser menor ou 
igual a .;, condicionado ao fato de que o vetor Z é conhecido. É possível demonstrar 
(MAYBECK, 1994) que a correspondente.fimção densidade de probabilidade condicional 
fXIZ é dada por: 
f ( f' )- fx,z(Ç,p) XIZ .,,p - fz( p) (3.7) 
O conceito de função densidade de probabilidade condicional é de fundamental 
importância quando um vetor de variáveis de estado X deve ser estimado a partir do 
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conhecimento de um conjunto de medidas Z = [Z1. Z2. . .. , Zm}. A função 
fxrz1, ... ,zm(!; I ZJ····•Zm)contém toda a informação necessária para a estimativa do vetor 
X 
1 
fx<sl 
,a 
I 
1 
b-a ---i----i 
a b 
Fx<sl 
1 
112--------
rx<sl 
,m 
I 
I 
I 
I 
I 
m 
(a) (b) 
Figura 3.2. Exemplos de funções de distribuição e densidade de probabilidade. (a) 
uniforme; (b) Gaussiana. (MAYBECK, 1994) 
A função densidade de probabilidade pode ser caracterizada por parâmetros 
estatísticos denominados momentos. O primeiro momento do vetor aleatório X é a média ou 
valor esperado definido como: 
00 
m =E[ X]= f lfx(l;)d!; (3.8) 
-oo 
00 00 
ou m1 =E[ X;]= J ... j!;1 fx( !;) dl;r .. dl;n, para ]s, i 5, n. 
-00 --"' 
O segundo momento é a matriz autocorrelação de X, que pode ser escrita como: 
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00 
'l'=E[XXT ]= JÇÇT fx(Ç)dÇ (3.9) 
-00 
Os chamados momentos centrais expressam a variação de X em relação ao valor 
médio m. O primeiro momento central é zero. A matriz covariância P é o segundo 
momento central de X: 
00 
P=E[(X-m)(X-ml ]= j(Ç-m)(Ç-ml fx(Ç)dÇ (3.10) 
-oo 
A matriz Pé simétrica e seus autovalores são não negativos. Dá-se o nome de variância aos 
elementos da diagonal principal de P: 
P;; =E[( X; -mj ]=o} (3 .11) 
A raiz quadrada da variância (Oi) é o desvio padrão de x;. 
Os elementos Plj (i* j) são os coeficientes de correlação (rlj) de x; e X;, definidos 
como: 
E[{ X; -m;)(Xj -mj) j PiJ 
r y· = ( EVX;- m; / ]f(Er xj- mj / ])1> U;CY j (3.12) 
Dessa forma, a matriz covariância P pode ser escrita como: 
uf r12u 1u 2 rJnCYJCYn 
P= 
r12u 1u 2 u§ r2nCY2Un (3.13) 
r]nCY JCY n r2n(Y2(Yn (Y2 n 
Se o coeficiente de correlação r11 for nulo, as variáveis x; e X; não são 
correlacionadas. 
Momentos de ordem superior podem ser utilizados para caracterizar a função 
densidade (ou de distribuição) de probabilidade. Em geral, um número infinito de 
momentos seria necessário para especificar fx (ou Fx) completamente. Porém, no caso 
particular de variáveis aleatórias Gaussianas, a média e a covariância completamente 
definem a função densidade de probabilidade. A média indica onde a função densidade está 
centralizada e a covariância indica o espalhamento dessa função em tomo da média. 
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O valor esperado condicional ou média condicional de X quando Z é conhecido 
(Z =Zo) é: 
00 
Ex [XI Z= Zol = flfxiZ(Ç I Zo)dÇ (3.14) 
-oo 
E a covariância condicional: 
Px1z =Ex[(x -Ex[XIZ=ZolXX -Ex[XIZ=Zaff !Z=Zoj 
oo Q.15) 
= f(Ç-Ex[X\Z=ZoJXÇ -Ex[XIZ=Zjf fxlz(ÇIZa)dÇ 
-oo 
A matriz correlação cruzada de dois vetores de variáveis aleatórias X e Z é 
definida como: 
00 00 
'Fxz =E{XZT }= f fÇpT /x,z(Ç,p)dÇdp (3.16) 
-oo -oo 
E a matriz covariância cruzada de X e Zé dada por: 
T oo oo T 
Pxz=E[(X-mx)(Z-mz) }=f f(Ç-mx)(p-mz) fx,z(Ç,p)dÇdp 
(3.17) 
Os vetores X e Z não são corre/acionados se a matriz correlação cruzada for igual 
ao produto dos seus primeiros momentos: 
(3.18) 
Ou, de forma equivalente, X e Z não são corre/acionados se a matriz covariância cruzada 
for nula: 
E[( X; -mx)(Z1. -mz l }=0 ,para Vi,} 
' ) 
(3.19) 
Os vetores X e Z são independentes se a função densidade de probabilidade 
conjunta for igual ao produto das funções densidade de probabilidade individuais: 
fx,z(Ç,p) = fx(Ç)fz( p) (3.20) 
É possível demonstrar (MAYBECK, 1994) que se X e Z são independentes, então X e Z 
não são correlacionadas. Porém, o inverso nem sempre é verdadeiro. 
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As definições e conceitos apresentados também são válidos quando os vetores de 
variáveis aleatórias são dependentes do tempo. 
3.1.3- Hipóteses do Filtro de Kalman 
O filtro de Kalman utiliza funções densidade de probabilidade condicionais do 
vetor de variáveis de estado de interesse para obtenção de estimativas ótimas dessas 
variáveis a partir do conhecimento de dados provenientes de sensores. 
A estimativa ótima pode ser representada por uma das seguintes grandezas 
estatísticas: a média, a moda ou a mediana da função densidade de probabilidade 
condicional fXIZ· 
No algoritmo do filtro de Kalman, são consideradas as seguintes hipóteses: 
1. O sistema pode ser descrito por um modelo linear. 
2. Os ruídos do sistema e os ruídos das medidas são brancos. 
3. Os ruídos do sistema e os ruídos das medidas apresentam distribuição Gaussiana. 
Assumindo-se essas hipóteses, é possível demonstrar (MAYBECK., 1994) que o 
filtro de Kalman é o melhor de todos os filtros e que a média, a moda e a mediana de fXIZ 
coincidem. Ou seja, a estimativa do filtro de Kalman é ótima qualquer que seja a grandeza 
estatística utilizada para representar a estimativa do vetor de variáveis de estado. 
Com as hipóteses 1, 2 e 3, a solução do problema de estimativa do estado de 
sistemas estocásticos toma-se matematicamente maís simples. No entanto, é importante 
analisar o quão realistas são essas hipóteses quando aplicadas a sistemas reais. 
Hipótese 1: Modelos lineares 
Muitos sistemas podem ser descritos por modelos lineares. Quando as não-
linearidades são significativas, um modelo linear é geralmente obtido através da 
linearização em tomo de um ponto de operação. Se o modelo linearizado descrever 
adequadamente o comportamento do sistema, é possível utilizar o algoritmo do filtro de 
Kalman estendido para sistemas não-lineares. 
Hipótese 2: Ruídos brancos 
Quando um sinal aleatório estacionário é observado durante vários períodos de 
tempo To (Figura 3.3), o comportamento em cada periodo To será diferente. No entanto, a 
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potência média do sinal será aproximadamente a mesma em todos os períodos de 
observação. Isso significa que a potência do sinal é uma grandeza estacionária que pode ser 
utilizada para quantificar sinais aleatórios. 
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Figura 3.3. Espectro de potências e densidade do espectro de potências. (BENTLEY, 1995) 
Um sinal periódico pode ser expresso como uma série de Fourrier, ou seja, como 
uma somatória de funções seno e cosseno com frequências harmônicas da frequência 
fundamental. A potência de um sinal periódico está, portanto, distribuída entre essas 
frequências harmônicas. Um sinal aleatório não é periódico, mas contém um grande 
número de frequências igualmente espaçadas. Nesse caso, a densidade do espectro de 
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potências mede como a potência de um sinal aleatório está distribuída entre essas 
frequências. 
Quando To é muito grande, um sinal aleatório pode ser aproximado por um sinal 
periódico (Figura 3.3), podendo ser expresso por uma série de Fourrier com período To: 
n=oo n=oo 
Z(t)=a0 + I:an cos(nw1t)+ I:bn sen(nOJ1t) (3.21) 
n;J n;J 
onde OJJ é a frequência fundamental (0J1 = 2tr!T0 ) e a0 é a média mz. Sendo Ta o período de 
amostragem (Ta= T,JN), então: 
2 i;N 2 i;N ( i ) 
an =- I;z; cos(nOJ1iTa) =- I: Z; cos 2rr:n-N;;J N;;J N 
2 i;N 2 #N ( i ) bn =- I;z;sen(nOJ1iTa)=- I: z;sen 2rr:n-N ;;J N ;;J N 
(3.22) 
O n-ésimo harmônico irá contribuir com uma potência (wn) igual a: w n =!.(a~ + b~ } . 
2 
A função que relaciona Wn e OJ é denominada espectro de potências. Para 
frequências maiores do que a frequência fundamental máxima ( OJmáx), a potência é 
desprezível. 
A potência cumulativa Wn é definida como: wn = w o + w I + ... + w n. 
Quando OJ = OJmáx, Wn = Wroraz, ou seja, a potência total do sinal. No limite quando 
To---+ oo, 0J1---+ O, tem-se, então, a função potência cumulativa: W ( w) = fim W n . 
mr-..0 
A densidade do espectro de potências <p( OJ) é mais utilizada e corresponde à 
derivada de W(OJ): cp( OJ) = dW. 
dOJ 
Ruídos de sinais que possuem uma densidade do espectro de potências uniforme 
(como os ruídos provenientes de circuitos elétricos) são denominados ruídos brancos 
("white noise"), ou seja: cp( OJ) =C 1 , O::; OJ ::; oo, onde C1 é um valor constante. 
Ruídos brancos são ruídos independentes do tempo. Ou seja, o conhecimento do 
valor de um ruído branco num instante t1 não fornece nenhuma informação a respeito do 
valor desse ruído num instante de tempo diferente de t 1. 
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O espectro de potências de um sistema fisico real está limitado a uma banda de 
frequências, ou seja, o sistema só responde a entradas que se encontram numa certa faixa de 
frequências. Fora dessa faixa (ou banda) de frequências, as entradas não têm nenhum efeito 
sobre o sistema ou o seu efeito é atenuado. A Figura 3.4 apresenta um espectro de potências 
típico de sistemas fisicos (sistema passa-banda). Normalmente, um sistema é perturbado 
por ruídos com ampla faixa de frequências, como o representado na Figura 3.4. Nessa 
mesma figura, um ruído branco também foi representado. Por apresentarem um espectro de 
potência infinito, pode-se dizer que ruídos brancos não existem na prática. Porém, dentro da 
banda de frequências de interesse, o ruído branco é idêntico ao ruído de ampla banda de 
frequências encontrado na prática. Ou seja, é possível representar um ruído real por um 
ruído branco, pois o efeito do ruído branco ou do ruído de ampla banda de frequência sobre 
o sistema é essencialmente o mesmo. 
ruído branco com 
banda limitada 
densidade do espectro 
de potências 
sistema passa-banda 
(razão de amplitude do 
diagrama de Bode) 
frequêncía 
Figura 3.4. Densidade do espectro de potências do sistema e dos ruídos. (MAYBECK, 
1994). 
Hipótese 3: Distribuição Gaussiana 
Enquanto a hipótese de ruído branco diz respeito à dependência do ruído em 
relação ao tempo (ou frequência), a hipótese de distribuição Gaussiana está relacionada à 
amplitude do ruído. Por essa hipótese, a cada instante de tempo, a função densidade de 
probabilidade da amplitude de um ruído Gaussiano apresenta um comportamento 
semelhante ao da Figura 3.2 (b ). 
É possível demonstrar matematicamente pelo Teorema Central do Limite 
(MAYBECK, 1994) que se um fenômeno aleatório é o resultado da soma de efeitos de M 
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fenômenos aleatórios independentes, então a distribuição do fenômeno observado se 
aproxima da distribuição Gaussiana à medida que M aumenta, independentemente da 
distribuição individual de cada fenômeno. Portanto, se vàrios efeitos contribuem para um 
fenômeno aleatório (o que geralmente ocorre do ponto de vista microscópico), então a 
distribuição Gaussiana é uma aproximação razoável da distribuição real. Em alguns casos, 
M = 3 já é suficiente para que se tenha um comportamento próximo ao da distribuição 
Gaussiana. 
Como os ruídos de processo e os ruídos das medidas são, em geral, provenientes 
de diversas fontes, a hipótese Gaussiana parece ser razoável. Uma variável aleatória X 
apresenta distribuição Gaussiana quando a sua função densidade de probabilidade pode ser 
expressa por: 
(3.23) 
Ao contrário da maioria das funções densidade de probabilidade que necessitam de 
diversos parâmetros estatísticos para serem especificadas, a densidade de probabilidade 
Gaussiana é completamente caracterizada pela média e pelo desvio padrão (grandezas 
relativamente fáceis de serem obtidas ou estimadas). 
3.1.4- Como o Filtro de Kalman funciona 
Antes de apresentar as equações do filtro de Kalman, será feita uma introdução 
informal a respeito do funcionamento desse filtro. 
Suponha que uma variável de estado X deva ser estimada a partir de dois valores 
Z1 e Z2 medidos, com desvios padrões o-z
1 
e o-z
2
, respectivamente. O desvio padrão indica 
a incerteza da medida (quanto maior o desvio padrão, maior a incerteza). Por exemplo, X 
pode ser a composição em um estágio de uma coluna e Z1 e Z2 podem ser duas medidas de 
temperatura. 
No instante t1, o valor Z1 é medido e a função densidade de probabilidade de X(tJ) 
sendo Z1 conhecido é representada na Figura 3.5. No instante t2, Z2 é medido e a função 
densidade de probabilidade condicionada ao conhecimento de Z2 é mostrada nessa mesma 
Figura. O filtro de Kalman deve estimar o valor X(t:J utilizando todos os dados disponíveis, 
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ou seja, Z1(tJ) e Z2(t2). Dessa forma, a Figura 3.5 apresenta a função densidade de 
probabilidade de X condicionada aos valores Z1 e Z2. A melhor estimativa de X no instante 
t2, X ( t 2 ), é então dada pela média da função densidade de probabilidade 
condicional fx(I2 JIZ(t1J,Z(t2 l X I Z 1 , Z 2 ), e a incerteza dessa estimativa corresponde ao 
desvio padrão dessa função. Pelas hipóteses assumidas na formulação do filtro de Kalman, 
a incerteza na estimativa de X diminui, ou seja, o desvio padrão da estimativa diminui à 
medida que mais informações sobre o sistema são combinadas: O'x (t 2 ) < min( O'z1 , O'z2 ). 
A dinâmica do sistema pode ser incorporada através de uma equação do tipo: 
X=M+w (324) 
onde M é um modelo matemático e w é um termo de ruído (ruído branco com distribuição 
Gaussiana) que representa as perturbações do sistema e a incerteza do modelo. 
fxct 1 JIZCt1J(X I ZJ) /_../-
~ // 
__ ./ ____ 
X 
Figura 3. 5. Obtenção da estimativa de X a partir de funções densidade de probabilidade 
condicionais (adaptado deMAYBECK, 1994). 
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Com o modelo dinâmico, é possível predizer como será a função densidade de 
probabilidade condicional num instante t3 > t1, t2 (Figura 3.6) e utilizá-la para estimar 
X ( t3), ou seja, o valor de X no instante t3 imediatamente anterior à obtenção de uma 
nova medida. Quando um novo valor é medido no instante t3, a estimativa feita a partir do 
modelo é então corrigida pelo filtro de Kalman. 
Resumidamente, o que o filtro de Kalman faz é estimar o estado de sistemas 
combinando e propagando (no tempo) funções densidade de probabilidade condicionais. 
Através do algoritmo apresentado a seguir, será visto como isso é feito matematicamente. 
' 
' 
' 
' 
' 
' 
' 
' 
' i 
i 
~ (t2) 
f--
i """"'-··---···-·-·-····-·······----··-···-----··-·-··-·-·--·---·····• 
' 
' 
' 
' 
' 
' 
' h<t3) 
----------· 
X 
Figura 3.6. Obtenção da estimativa futura de X, propagando-se a função densidade de 
probabilidade condicional (adaptado de MAYBECK, 1994). 
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3.2- FILTRO DE KALMAN ESTENDIDO 
O algoritmo do filtro de Kalman para sistemas não-lineares (filtro de Kalman 
estendido) é essencialmente o mesmo algoritmo desenvolvido para sistemas lineares. A 
diferença básica é que na versão estendida o modelo utilizado é um modelo linearizado em 
tomo da estimativa do ponto de operação mais recente. Como as colunas de destilação em 
batelada são sistemas não-lineares, o filtro de Kalman estendido foi utilizado nesse 
trabalho. 
Considere um sistema não-linear descrito pelo seguinte modelo contínuo: 
X(t) = f(X(t),u(t)) + w( t) (3.25) 
onde X é o vetor de variáveis de estado, u é o vetor de entradas e w é o vetor de ruídos do 
estado do sistema. O vetor w representa os erros de modelagem, os ruídos das variáveis de 
entrada e as perturbações do sistema. 
Na forma discreta, o modelo (3 .25) pode ser expresso por: 
(3.26) 
Considera-se que o vetor de ruídos do estado do sistema é um vetor de ruídos 
brancos com distribuição Gaussiana e covariância Qk, e assume-se que W·k independe do 
vetor de estado em qualquer instante e independe dos ruídos do estado em instantes 
anteriores. Ou seja: 
(3.27) 
Considera-se também que o estado inicial do sistema não é exatamente conhecido 
e possui distribuição Gaussiana com média X 0 e covariância Po. 
O vetor de medidas Zk está relacionado ao estado do sistema por uma equação do 
tipo: 
(3.28) 
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onde o vetor v representa os ruídos das medidas. Assumindo-se que v é um vetor de ruídos 
brancos com distribuição Gaussiana e covariância Rk, é independente dos ruídos do estado 
do sistema em qualquer instante e independente dos ruídos das medidas em instantes 
anteriores, têm-se: 
(3.29) 
Vi, k 
Define-se como estimativa a priori o valor esperado do estado do sistema no k-
ésimo instante de amostragem obtido a partir de valores medidos até o (k-J)-ésimo instante 
A estimativa a posteriori é definida como o valor esperado do estado do sistema 
no k-ésimo instante de amostragem obtido a partir de valores medidos até o k-ésimo 
instante de amostragem: EfX.kiZk] = Xklk. 
Os erros das estimativas a priori e a posteriori são definidos, respectivamente, 
por: 
(3.30) 
As correspondentes covariâncias dos erros das estimativas são, então, dadas por: 
(3 .31) 
O desenvolvimento matemático para obtenção das equação do filtro de Kalman é 
bastante extenso, podendo ser encontrado em MAYBECK (1994), BROWN e HWANG 
(1992) e JACOBS (1993). Tal desenvolvimento consiste basicamente em encontrar a 
função densidade de probabilidade de Xk condicionada ao conhecimento de Zk, já que a 
estimativa do estado atual do sistema e o erro da estimativa são dados, respectivamente, 
pela média e pelo desvio dessa função. 
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Após ser inicializado com X 010 = X o e Po1o = Po, o filtro de Kalman opera 
recursivamente, realizando uma iteração cada vez que um novo conjunto de medidas está 
disponíveL Cada iteração pode ser dividida em duas etapas: correção e predição. 
Etapa de Correcão 
Nessa etapa, a estimativa apriori (Xklk-I) é corrigida utilizando-se o conjunto de 
medidas recentemente obtido (Zk). A estimativa a posterior/ é calculada pela seguinte 
equação: 
(3 .32) 
onde Lk é o ganho que minimiza a covariância do erro a posteriori. O ganho do filtro de 
Kalman é dado por: 
(3.33) 
onde: 
A matriz covariância é atualizada por: 
(3.34) 
Etapa de Predição 
Como o nome já indica, nessa etapa o filtro prediz qual será o estado do sistema no 
instante de amostragem seguinte, fornecendo a estimativa a priori e a matriz covariância a 
prior/ para a próxima iteração. Dito de outra forma, o filtro de Kalman propaga no tempo a 
função densidade de probabilidade condicional, utilizando o modelo dinâmico do sistema 
(como mostrado na Figura 3.6). As equações da etapa de predição são as seguintes: 
(3.35) 
(3.36) 
onde: 
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3.3- MODELO DA COLUNA DE DESTILAÇÃO EM BATELADA 
UTIL~ADONOFaTRODEKALMAN 
Neste item, o modelo não-linear da coluna de destilação em batelada empregado 
no algoritmo do filtro de Kalman será apresentado, 
Um modelo dinâmico rigoroso de colunas de destilação em batelada consiste em 
um grande número de equações diferenciais e exige o conhecimento das seguintes 
informações a respeito do sistema: valores instantâneos de composição e vazões de líquido 
e vapor em todos os estágios, equações da hidrodinâmica dos pratos, balanços de energia, 
dados de equilíbrio líquido-vapor. Devido à complexidade e ao esforço computacional, nem 
sempre o modelo rigoroso é o mais adequado para aplicações "on-line", tais como 
inferência de propriedades e estratégias de controle em tempo real. 
Uma das principais características dos sistemas de destilação em batelada é a sua 
flexibilidade, permitindo o processamento de diversos tipos de produto em diferentes 
quantidades e especificações. Com isso, os componentes do material a ser destilado bem 
como a sua composição podem variar muito de uma batelada para outra. Seria, portanto, 
impraticável em termos de tempo e custo desenvolver modelos rigorosos a cada ciclo de 
batelada. Dessa forma, torna-se necessário utilizar modelos que captem as características 
essenciais da dinâmica do processo e que sejam adequados à implementação "on-Iine". 
No modelo utilizado no algoritmo do filtro de Kalman, foram assumidas as 
seguintes hipóteses: 
• Vazões molares constantes ao longo da coluna (L1 =L, 05j5oNP; ~·=V, l5oj5oNP+ I) 
• Estágios ideais 
• Acúmulo de vapor desprezível 
• Acúmulo de líquido nos pratos constante(~, 15oj5oNP) 
• Pressão constante 
• Acúmulo de líquido no condensador desprezível e condensador total: X;,o = yu, 
l5oi5oNC. 
onde "NP+ I" refere-se ao refervedor, "I" ao estágio do topo e "O" ao condensador. 
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As variáveis de estado do sistema são as composições da fase líquida em todos os 
estágios (refervedor e pratos): 
(3.37) 
Para um sistema comNC componentes, há (NC-I) variáveis de estado em cada estágio, pois 
a composição de um dos componente é obtida por diferença: 
NC-1 
XNC,j = I,O- LA,j, I :f j :f NP +I 
i=1 
(3.38) 
Os elementos do vetor de entradas do sistema são as vazões de líquido e vapor: 
u=[~] (3.39) 
Com essas considerações, o modelo não-linear da coluna de destilação em batelada 
na representação estado-espaço é dado por: 
x1 I, 
x. 
1,] 
X;,NP+1 
onde: 
fu(X,u) 
fu(X,u) 
=J(X,u)= + . . (X,u) Jz,J , I:fi:fNC-I; I:fj:fNP+I (3.40) 
ft,NP+1 (X, u) 
fNC-l,NP+1(X,u) 
/ 1 =(Lx -Lx 1 +Vy 2 -Vy 1)1M1 l, l,O l, 1, l, 
h,j = ( Lx1.J_1 - Lx1,j + Vy1.J+l- Vy1,j )IM j , 2 :f j :f NP 
ft,NP+I = ( Lx;,NP - Lx;,NP+I + Vx;,NP+I - VYt,NP+I )IM NP+I 
(3 .41) 
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O correspondente modelo discreto pode ser obtido pelo método de Euler: 
(342) 
onde Llt é o passo de integração e (nkalx Llt) = Ta. Ou seja, conhecendo-se X b a equação 
(3 40) é integrada nkal vezes para a obtenção da estimativa do estado do sistema no 
próximo instante de amostragem (X k+l ). 
As simplificações feitas e a integração numérica introduzem erros de modelagem 
que devem ser compensados pelo estimador estocástico filtro de Kalman. 
3.3.1- Modelo do sensor 
Para a implementação do filtro de Kalman, é necessário que se tenha uma função 
que relacione as medidas dos sensores ás variáveis de estado (equação 3.28). 
Neste trabalho, o vetor Z corresponde às temperaturas em alguns estágios da 
coluna. Assumindo-se que os estágios são ideais, a relação entre temperatura e composição 
é dada pelas relações termodinâmicas de equilíbrio líquido-vapor. Porém, dependendo do 
sistema, nem sempre é possível obter uma equação que relacione de forma explícita a 
temperatura à composição. No entanto, na etapa de cálculo do vetor li no algoritmo de 
Kalman, a pressão do sistema e as estimativas de composição a priori são conhecidas. 
Dessa forma, o vetor li pode ser obtido realizando-se o cálculo de ponto de bolha nos 
estágios onde se localizam os sensores, e a matriz H pode ser calculada numericamente. 
No caso de sistemas que possuem comportamento próximo ao ideal, o vetor li e a 
matriz H podem ser obtidos analiticamente, conforme mostrado no Anexo I. 
3.4- FILTRO DE KALMAN ESTENDIDO PARA COLUNAS DE 
DESTllAÇÃO EM BATELADA 
Um filtro de Kalman estendido para colunas de destilação em batelada foi 
desenvolvido utilizando o modelo do item anterior. Os elementos das matrizes e vetores do 
algoritmo para estimativa do estado de sistemas binários e ternários são apresentados no 
Anexo I. 
46 Capitulo 3-Materiais e Métodos 
O filtro de Kalman apresenta dois parâmetros ajustáveis: a matriz covariância dos 
ruídos do estado do sistema (Q) e a matriz covariância dos ruídos das medidas (R). 
A matriz R é relativamente mais fácil de ser estimada, já que seus elementos 
correspondem à covariância dos erros de medida dos sensores. 
A matriz Q representa os erros de modelagem (desvios entre o modelo e o 
processo real) bem como as perturbações que afetam o estado do sistema. Essa matriz é 
relativamente mais dificil de ser estimada e é normalmente escolhida por tentativa e erro 
através de simulações ou dados experimentais. 
No entanto, compreender o significado fisico dos parâmetros Q e R e qual a sua 
influência sobre o desempenho do filtro de Kalman podem auxiliar muito na sintonia desses 
parâmetros. 
A equação (3 .32) revela que a estimativa a posteriori (X klk) do estado do sistema 
é dada pela combinação linear de dois termos: a estimativa a priori (Xklk-1 ) fornecida 
pelo modelo e um termo que representa a informação do estado do sistema contida nos 
valores medidos ( Lk [ Z k -li (X klk-1 ) ] ). Quando os autovalores de Q são grandes em 
relação aos autovalores de R (no caso escalar, isso equivale a dizer que a razão QIR é 
grande), o sistema é muito suscetível a perturbações e/ou existe um alto grau de incerteza 
no modelo utilizado. Com isso, as covariâncias dos erros das estimativas a priori (equação 
3 .36) aumentam, o ganho do filtro de Kalman aumenta e, no cálculo da estimativa a 
posteriori, o filtro "acredita" mais nos valores medidos do que nos valores estimados pelo 
modelo. Por outro lado, quando os autovalores de Q são pequenos em relação aos 
autovalores de R (no caso escalar, QIR é pequeno), as medidas obtidas apresentam muitos 
ruídos e, no cálculo de X klk, maior peso é dado à estimativa do modelo do que à 
informação fornecida pelos sensores (o ganho Lk diminui). 
3.4.1- Implementação do Filtro de Kalman Estendido 
O filtro de Kalman é inicializado com X 0 e Po O material a ser destilado é 
carregado no refervedor e a coluna opera com refluxo total até que os perfis de 
concentração e temperatura permaneçam inalterados no tempo (equilíbrio). Durante o 
período de refluxo total, as estimativas do filtro tendem a ficar constantes, ou seja, 
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. . 
X k+llk --+X klk . Atingido o equilíbrio, inicia-se a coleta do destilado (t = O) de acordo com 
uma estratégia de refluxo escolhida. 
No cálculo de J(Xklk•uk) e Fk> é necessário estimar os valores das seguintes 
variáveis: 
• Vazões molares de líquido e vapor (Lk e Vk) 
Utilizando a estimativa mais recente da composição do refervedor, calcula-se o calor 
latente de vaporização do líquido no refervedor. Como a potência de aquecimento é 
conhecida, a vazão de vapor é obtida por: Vk = Pot/( &f~~~t.h·lP+l· A vazão de líquido é, 
R 
então, calculada por : Lk = k Vk, onde Rk é a razão de refluxo atual. 
Rk +1 
• Acúmulo molar de líquido nos pratos (Mj) 
O acúmulo molar de líquido nos pratos foi considerado constante ao longo da batelada e um 
valor previamente estimado (por simulação ou correlações) foi utilizado. 
• Acúmulo molar de líquido no refervedor (MNP+I) 
O número de moles no refervedor pode ser estimado pela seguinte equação: 
NP k (M NP+l h =Mso- "i M j- "f.(V -L)mTa 
j=l m=l 
3.5- ESCOLHA DA ESTRATÉGIA DE OPERAÇÃO DA COLUNA DE 
DESTILAÇÃO EM BATELADA 
As principais formas de operação de colunas de destilação em batelada são as 
seguintes: 
• Operação com razão de refluxo constante: nesse caso, a composição do destilado varia 
ao longo da batelada. 
• Operação com pureza constante: a razão de refluxo é variada de tal forma que a 
composição do destilado seja mantida constante. 
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• Operação ótima: uma trajetória ótima de razão de refluxo é implementada a fim de 
otimizar uma certa função objetivo (minimização do tempo de batelada, maximização 
da quantidade de destilado produzido, maximização do lucro). 
Nesse trabalho, optou-se pela operação com pureza constante. Utilizando alguns 
resultados encontrados na literatura a respeito da otimização de colunas de destilação em 
batelada, serão apresentados os motivos que levaram à escolha dessa forma de operação. 
A forma mais simples e mais comumente empregada é a operação com razão de 
refluxo constante. A trajetória de refluxo ótima raramente é implementada na prática. 
BOSLEY e EDGAR (1992) apresentaram alguns fatores que dificultam o uso de uma 
política de refluxo ótimo. A trajetória ótima é normalmente obtida "off-line" através de 
modelos simplificados. Após várias simulações, os autores concluíram que a trajetória de 
refluxo ótimo pode variar significativamente a depender das hipóteses assumidas na 
modelagem do sistema. Se o modelo utilizado não descrever o processo com boa exatidão, 
a implementação prática da trajetória ótima obtida "off-line" pode levar a resultados muito 
diferentes do "ótimo". Outro problema citado por BOSLEY e EDGAR (1992) é que os 
trabalhos de otimização de colunas de destilação em batelada consideram a implementação 
da trajetória de refluxo ótimo em malha aberta. No entanto, sistemas em malha aberta não 
são robustos o suficiente para lidar com perturbações, ruídos, erros de modelagem e 
variações frequentes das condições operacionais (que são comuns em colunas em batelada). 
Tais fatores põem em risco o sucesso da política de refluxo ótimo. 
Existem diversos trabalhos na literatura que tratam da otimização de colunas 
destilação em batelada. Porém, até 1998, a questão se as estratégias ótimas apresentam 
melhorias significativas em relação às estratégias de razão de refluxo constante ou pureza 
constante ainda não havia sido esclarecida. A maioria dos trabalhos considerava sistemas 
binários com volatilidade relativa constante (geralmente próxima de 2,0) e o efeito do 
acúmulo de líquido na coluna normalmente não era considerado. Problemas específicos 
eram resolvidos e os resultados dificilmente podiam ser generalizados. 
Recentemente, BETLEM et a!. (1998) sugeriram um procedimento sistemático 
para determinar qual a melhor estratégia de operação de colunas de destilação em batelada. 
Duas medidas foram escolhidas para caracterizar um ciclo de batelada: o grau de 
dificuldade de separação ( O"dif) e o grau de esgotamento ou exaustão ( O"esg} 
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Um ciclo de batelada consiste em: 
• Preencher o refervedor com a alimentação 
• Iniciar a batelada 
• Recolher um número sequencial de produtos e frações intermediárias 
• Finalizar o ciclo de batelada 
Se o produto de fundo não atingir a especificação durante a coleta do último 
produto, uma fração intermediária de menor pureza deve ser coletada até que o material no 
refervedor alcance a composição desejada. Esta fase é denominada fase de esgotamento ou 
exaustão, pois os componentes mais voláteis são "esgotados" do refervedor. 
As frações intermediárias podem ser adicionadas à alimentação fresca da próxima 
batelada. Porém, mesmo nos casos em que não há reciclo das frações intermediárias, ainda 
há possibilidade de otimizar a operação. 
As seguintes estratégias foram estudadas pelos autores: razão de refluxo constante 
(CR); pureza constante (CQ); operação ótima (DO). A maximização do fator de capacidade 
foi a função objetivo escolhida na resolução do problema de otimização. O fator de 
capacidade é definido como: 
f: d .d d .::L:._q,_u_an_t_id_a_de_de_p,_r_o_du_to_s ator e capac1 a e = 
tmT 
(3.43) 
A vantagem de se escolher o fator de capacidade como função objetivo é que ele 
independe dos preços de mercado e custos energéticos. 
O grau de dificuldade de separação foi inicialmente proposto por KERKHOF e 
VISSERS (1978) e baseia-se no estado da coluna no início da coleta uma fração de 
produto: 
Dest potencial - DestmáxCQ 
(Jdif = 
Dest potencial 
(3.44) 
DestpatenciaZ é a produção teórica máxima de destilado se todos os moles do 
componente mais volátil na alimentação fossem coletados no destilado: 
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D _MBoXBo est potencial - ---'=--'=-
xD,médio 
(3.45) 
DestmáxCQ é a produção máxima de destilado (em moles) se a coluna operasse com 
pureza constante. Esse valor pode ser calculado utilizando a equação de Fenske e balanços 
materiais. 
A partir das definições acima, é possível demonstrar que: 
(3.46) 
onde: a é a volatilidade relativa média, NP é o número de pratos e Bcoluna é a eficiência 
global da coluna. 
A fim de considerar o estado da coluna após a coleta do produto e caracterizar a 
etapa de esgotamento, BETLEM et ai. (1998) introduziram o chamado grau de 
esgotamento: 
Dest 
CYesg =----
DestmáxCR 
(3.47) 
onde Dest é o número de moles de destilado já produzido e DestmáxCR é o número de moles 
máximo de destilado que seria obtido se a coluna estivesse operando com razão de refluxo 
constante (também obtido por balanço material e pela equação de Fenske) 
Após várias simulações, BETLEM et al (1998) obtiveram a Figura 3. 7. 
Os autores concluíram que a produção sempre é maior quando a operação ótima é 
utilizada. No entanto, a depender dos valores de <7dif e CYesg, a diferença da operação ótima 
em comparação com as operações com razão de refluxo constante ou pureza constante é 
pequena. A política de refluxo constante seria indicada se CYesg < 60%, enquanto que a 
operação com pureza constante fornece resultados tão bons quanto a operação ótima se <7dif 
ou <7esg for pequeno. 
Colunas de alta pureza normalmente apresentam um número de pratos 
relativamente grande. Dessa forma, o fator ~c"''"~(NP+I) -Jj tende a ser grande, 
resultando num valor de <7d;f pequeno. A Tabela 3 .I apresenta alguns valores de grau de 
dificuldade de separação calculados para uma coluna com o mesmo número de pratos da 
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coluna montada no Laboratório de Controle "On-line" (29 pratos) e condições operacionais 
semelhantes a das corridas experimentais feitas (xv,sP = 0,99 e a = 2,07 para o sistema 
etanol/1-propanol). Considerou-se eficiência global igual a 1,0 e, no pior dos casos, 
eficiência global = 0,5. De uma forma geral, o grau de dificuldade de separação é baixo 
nessas condições, mesmo quando a eficiência global da coluna é baixa. Para O'dif< 1,6%, a 
Figura 3. 7 indica que a estratégia de pureza constante apresenta um desempenho tão bom 
quanto a estratégia ótima para quase todos os valores de O'esg· 
100"/o 
90% 
80% 
Gesg 
70% 
60% 
50% 
40% 
30% 
20"4 
10"/o 
0% 
0.1% 
Robinson 
-------- Kerkhof e Vissers 
._ DO melhor 
~ 
fator de capacidade 
CQ ... DO 
fator!k capacidade. · 
CQ. _. CR .. D() 
1% 
- --
-~----
fator de capacidade 
CR-00 
10% 100% 
Figura 3.7. Regiões em que CQ (pureza constante) e CR (razão de refluxo constante) têm 
um desempenho 2% inferior a DO (política ótima). As regiões delimitadas por ROBINSON 
(1971) e KERKHOF e VISSERS (1978) também são apresentadas. (BETLEM et ai., 1998). 
BETLEM et ai. (1998) também analisaram quando é vantajoso reciclar as frações 
intermediárias. A relação entre a quantidade de produto e a quantidade ótima de fração 
intermediária pode ser estimada através da medida O'fraçãa, que é uma forma modificada da 
medida q definida por CHRISTENSEN e JORGENSEN (1987): 
- =[ 1 xJF NPmin +1 dx ] 100 O' fraçao B X 
XF- XB,SP xB,SP lico/unaNP + 1 
(3.48) 
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Tabela 3.1. Cálculo do grau de dificuldade de separação para 
d' - . . d d . as con Içoes operacionais a ota as nos e {])enmentos 
&coluna= 1,0 &coluna = 0,5 
Xso cra;r(%) O'd;f(%) 
o 10 3,0 X 10"5 1 60 
0,20 1 3 X 10·> 0,72 
o 30 76xl0"" 0,42 
0,40 4,9 X 10"" 0,27 
0,50 33x10"" 0,18 
0,60 22x lO"" 0,12 
070 14x 10"" 0,08 
1 
0.9 
" 
0.8 
"CC .! 0.7 ~ ,; 
> ·- .-.. :::"Cu 0.6 
<II"<:IJ 
tÊ+ 0.5 
....... 
"CC'-' 0.4 ~ ·- ........ 
::!c=U 
= •5-, 00 0.3 
<11 <11 
=~~:: 0.2 C' 
0.1 
o 
(D+B)JBO = FIBO 
.,/ 
/ 
J( 
.A 
Y' 
fi 
../ SCIBO 
~ ........... 
• • • ' 
30% 40% 50% 60% 70% 80% 90"/Ó 100% 110% 
O'rração 
Figura 3.8. Determinação da quantidade ótima de fração intermediária em função de O"fração· 
Resultados de 32 simulações. Condições: 1,6 ~a :S: 4; XF = 0,5; 0,6; 0,8; XD.SP = 0,99; 0,98; 
XB,SP = 0,01; 0,05; &coluna= 0,53; NP = 21 (BETLEM et al., 1998). 
Sendo F o número de moles da alimentação fresca, Se o número de moles da 
fração intermediária e Bo =F+ se, a Figura 3.8 apresenta resultados de simulações feitas 
por BETLEM et al. (1998). A grandeza Ofração baseia-se na composição da alimentação e 
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pode ser calculada sem o conhecimento da quantidade de fração intermediária (SC). A área 
de transição onde o reciclo da fração intermediária se toma relevante está localizada por 
volta de Ufração = 60%. 
Utilizando o simulador desenvolvido por OISIOVICI ( 1998), foram feitas algumas 
corridas utilizando as condições a serem adotadas na parte experimental desse trabalho. 
Assumindo-se xs,sP = 0,01, ou seja, recuperação quase completa do etano! alimentado, o 
valor de Ufração foi sempre inferior a 35%. Ou seja, não é vantajoso reciclar a fração 
intermediária. 
A metodologia proposta por BETLEM et ai. (1998) pode também ser utilizada 
para a escolha da estratégia de operação de destilações em batelada multicomponentes. Para 
tanto, os autores sugerem a divisão da destilação multicomponente em uma sequência de 
separações pseudo-binárias. 
Estratégias ótimas de refluxo seriam teoricamente a melhor forma de operação da 
coluna, mas são de dificil implementação prática. Porém, de uma forma geral, colunas de 
destilação em batelada de alta pureza apresentam um grau de dificuldade de separação 
baixo, já que possuem um grande número de estágios. Nesses casos, a estratégia de 
operação com pureza constante pode fornecer resultados tão bons quanto a estratégia de 
operação ótima. 
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3.6- ESTRATÉGIAS DE CONTROLE 
Os métodos que utilizam variáveis de estado ("state-space methods") são a base da 
Teoria de Controle Moderno. Ao invés de utilizar funções de transferência para descrever o 
comportamento do sistema, na abordagem via variáveis de estado o sistema é descrito como 
um conjunto de equações diferenciais ordinárias e o seu formato é adequado para 
implementação computacional. 
A definição de "estado de um sistema dinâmico" é a seguinte (FRJEDLAND, 
1986): 
"O estado de um sistema dinâmico é um conjunto de quantidades frsicas e a 
especificação dessas quantidades físicas completamente determina a evolução do sistema, 
na ausência de excitação externa. " 
Se X1. X2, ... , Xn são as variáveis de estado de um processo descrito por n equações 
diferenciais ordinárias (processo de ordem n) e UJ. u2 • ... , Um são as entradas externas, então: 
(3.49) 
x2 u2 
Sendo: X = = vetor de estado ; u = =vetor de entradas, então: 
X =f(X,u,t) (3.50) 
Se f não depender explicitamente do tempo : X = f(X, u) . 
3.6.1- Controle de processos não-lineares 
Vários processos industriais importantes, tais como destilação de alta pureza, 
reações químicas altamente exotérmicas, neutralizações de pH e sistemas em batelada 
podem apresentar comportamento altamente não-linear. Esses processos operam numa 
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ampla faixa de operação e o desempenho dos tradicionais controladores PI e PID, em geral, 
não é satisfatório nesses casos. 
Recentemente, o interesse no desenvolvimento de estratégias de controle e 
métodos de identificação para sistemas não-lineares tem aumentado e vem sendo 
estimulado pelos avanços na teoria de sistemas não-lineares e pela viabilidade de 
implementação de tais métodos através de computadores. 
Estratégias Convencionais para Controle de Processos Não-Lineares 
Tradicionalmente, as estratégias de controle de processos não-lineares têm como 
base o uso de modelos linearizados em tomo de algum ponto de operação. O projeto do 
controlador é feito, então, utilizando-se essa aproximação linear. Quando o modelo linear é 
atualizado "on-line", o controlador pode apresentar bom desempenho numa ampla faixa de 
condições operacionais. 
Estratégias Recentes para Controle de Processos Não-Lineares 
Segundo HENSON e SEBORG (1997), as estratégias mais recentes para controle 
de processos não-lineares são: 
• Linearização "Feedback" ("Feedback Linearization") 
• Controle Preditivo Baseado num Modelo Não-Linear (''Nonlinear Model Predictive 
Control") 
• Controle Adaptativo 
• Redes Neurais 
• Controladores Fuzzy 
Dessas estratégias, o controle adaptativo SISO foi utilizado no controle de colunas 
de destilação em batelada de pureza baixa e moderada (OISIOVICI, 1998). 
Nesse trabalho, será desenvolvida uma estratégia de controle baseada na 
linearização "feedback". 
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3.7- LINEARIZAÇÃO "FEEDBACK'' 
A idéia central da linearização "feedback" consiste em transformar algebricamente 
um sistema de dinâmica não-linear num sistema inteiramente ou parcialmente linear, de tal 
forma que técnicas de controle lineares possam ser aplicadas. 
O modelo de processos não-lineares que será utilizado no desenvolvimento do 
método de linearização "feedback" apresenta a seguinte representação 
estado: 
X = f(X) + g(X)u 
y =h(X) 
onde Y é um vetor m-dimensional de saídas controladas. 
em variáveis de 
(3.51) 
A diferença entre a tradicionallinearização Jacobiana e a linearização "feedback" é 
que o modelo Jacobiano é uma aproximação do modelo não-linear apenas em tomo de um 
ponto de operação. Através da linearização "feedback" é possível obter um modelo que é a 
representação exata do modelo não-linear original ao longo de uma ampla faixa de 
condições operacionais. 
Após a linearização "feedback", o modelo (3. 51) toma-se linear: 
~ =A'Ç+B'v 
co= C'Ç (3.52) 
onde Ç é um vetor r-dimensional de variáveis de estado transformadas; v é um vetor m-
dimensional de variáveis de entrada transformadas; A', B' e C' são matrizes na forma 
normal ou canônica e w é um vetor m-dimensional de variáveis de saída transformadas. 
Se r < n, (n-r) variáveis de estado devem ser introduzidas para completar a 
transformação de coordenadas. O inteiro r é chamado de grau relativo e é uma 
característica fundamental do sistema não-linear. 
3.7.1- Abordagens da Iinearização "feedback" 
A maioria das linearizações "feedback"são baseadas em duas abordagens: 
• Linearização Estado-Espaço ("State-Space Linearization") 
• Linearização Entrada/Saída ("Input/Output Linearization") 
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Na linearização entrada/saída, o objetivo é linearizar a relação entre as entradas 
transformadas (v) e as saídas (Y). Um controlador linear é então projetado para o modelo 
entrada/saída linearizado, o qual é representado por (3.52) com r~n e w = Y. No entanto, 
há ainda um subsistema que não é linearizado: 1j = q(Tf,/;), onde 1J é um vetor de dimensão 
(n-r) de variáveis de estado transformadas e q é um vetor de dimensão (n-r) de funções 
não-lineares. 
Na linearização estado-espaço, o objetivo é linearizar a relação entre as entradas 
transformadas e o vetor de variáveis de estado transformadas. Tal objetivo é alcançado 
definindo-se saídas "artificiais" ( w) que levem à obtenção de um modelo "feedback" 
linearizado com dimensão de estado r = n. Um controlador linear é então projetado para 
esse modelo. Porém, essa abordagem pode não simplificar o projeto do controlador, pois a 
relação entre as entradas transformadas e as saídas originais ( Y) geralmente é não-linear. 
Além disso, a determinação da saída "artificial" envolve a resolução de equações 
diferenciais parciais que dificilmente podem ser resolvidas analiticamente. 
Na maioria das aplicações em controle de processos, prefere-se utilizar a 
linearização entrada/saída ao invés da linearização estado-espaço. Dessa forma, esse 
trabalho apresentará e discutirá apenas os controladores SISO (m = 1) baseados na 
linearização entrada/saída. 
3.7.2- Ferramentas matemáticas 
O projeto e análise de controladores obtidos através da linearização "feedback" 
utilizam vários conceitos da geometria diferencial, tais como campo vetorial, gradiente, 
Jacobiano, difeomorfismo, derivada de Lie e grau relativo. Esses dois últimos serão 
brevemente revisados. 
Derivada de Lie 
Definição 3 .I: Seja h: R"~ R uma função escalar suave e [R"~ R" um campo vetorial 
suave em R", então a derivada de Li e de h em relação a f é uma função escalar definida por: 
fi 
L1h=Vhf=!!!_ f=(_!!!__!!!_,.,_!!!_] ~2 éX ôXI ôX2 ôXn : 
fn 
(3.53) 
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Portanto, a derivada de Lie é simplesmente a derivada direcional de h ao longo da direção 
do vetor f Se g for outro campo vetorial, então: LgL 1 h =V (L 1h) g . 
Grau Relativo 
Definição 3.2: O grau relativo do sistema não-linear (3.51) é o menor inteiro r para o qual 
LgL71 h( X)* O e Lgl!j2 h( X)= O para V X em alguma vizinhança de um certo ponto 
de operação X •. 
Calculando-se as derivadas da saída: Y = dh = 81 dX =L 1 h( X) dt IN dt 
d'Y =L' h(X)+L z:-1h(X)u 
dt' f g f 
Ou seja, o grau relativo representa a menor ordem da derivada da saída (Y) que depende 
explicitamente da entrada (u). Usando a definição de grau relativo, obtém-se a chamada 
forma normal de Byrnes-Jsidori através da seguinte transformação de coordenadas: 
çl h( X) 
,;2 L1h(X) 
(~J= ,;, = (J}(X) = I.:/ h( X) (3.54) 171 t1(X) 
172 t2 (X) 
11n-r t n-r (X) 
As funções t,(X) são as soluções da seguinte equação diferencial parcial: Lgt(X) =O. Se o 
grau relativo for bem definido, a existência de ti(X) está garantida. Essa transformação de 
coordenadas resulta na forma normal de Byrnes-Isidori: 
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4, = b(Ç,7J} + a(Ç,7J) u (3.55) 
onde: 
b = [L"1h(X)jX=<Ii-1(Ç,1/J' a= [LgLj1h(X)jX=<Ii-1(Ç,11J e q; = [Lí<P;(XJ]x=<P-lrç, 11J. 
3. 7.3- Linearização entrada/saída ("input/output linearization") 
O sistema não-linear (3.51) pode ser transformado na forma normal de Byrnes-
Isidori através do difeomorfismo <P(X) = [Çr, 11rf se o grau relativo r for bem definido. As 
coordenadas Ç são definidas como: 
A forma normal é, então, escrita como (3.55) e o controlador "feedback" estático é 
dado por: 
u= v-b(Ç. ni 
a (Ç, 7J} 
Utilizando essa lei de controle, tem-se que ~r =v em (3.55). 
(3.56) 
Dessa forma, a relação entre a entrada transformada v e a saída Y é exatamente 
linear (Y(r) =4, =v) e um controlador "feedback" linear pode ser projetado para 
estabilizar o subsistema Ç. Por exemplo, considerando o seguinte posicionamento de pólos: 
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(3.57) 
O polinômio característico para o subsistema linear g é dado, então, por: 
(3 58) 
A estabilidade do subsistema Ç e, portanto, a garantia de que a saída Y 
permanecerá limitada, estará assegurada se os parâmetros ajustáveis a, forem escolhidos de 
tal forma que (3.58) seja um polinômio Hurwitz. 
Utilizando as coordenadas originais: 
(3 59) 
(3 60) 
Ou seja: 
Na maioria dos problemas de controle, o objetivo é manter a salda em tomo de um 
"set-point" diferente de zero, mesmo na presença de perturbações não mensuráveis e de 
desvios entre o processo real e o seu modelo matemático. Portanto, o controlador (3.61) 
deve conter algum termo integral que considere os desvios entre a saída (Y) e o "set-
point"(YSP). 
Inserindo-se um termo integral ao controlador (3. 61 ), tem-se: 
t 
-Líh( X)-arL71h( X )- ... +aJ!Ysp -h( X)] +a0 f!Ysp -h( X)]dr: 
U=------------------------~----------~0 __________ _ 
LgL71h( X) 
(3.62) 
onde ao é um parâmetro do controlador associado ao termo integral. 
Quando a0 =Kc, a1 =f3 0 +Kc, ak=f3k-! (2sksr), tem-se o chamado 
"tf 
controlador GLC ("Giobally Linearizing Controller"): 
e 
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(3.63) 
v=Kc[(Ysp -Y)+_I_Í(Ysp -Y)dr] 
'r o 
(3 64) 
Quando f3r = 1, a equação (3.63) é idêntica à equação (3.62). 
3.8- APLICAÇÃO DO MÉTODO DE LINEARIZAÇÃO ENTRADA/SAÍDA 
EM COLUNAS DE DESTILAÇÃO EM BATELADA 
Assumindo a hipótese de contradifusão equimolar (L1 =L, para 05f5NP; v; = V, 
para 1 ::;,j::;,NP+ 1), o balanço de massa para o componente i no prato) é dado por: 
dx · V(y. · 1 -y. ·)+L(x · 1 -x. ·) 
... - _!:!__ - I,J+ I,J I,J- I,J . = 1 "C .. = 1 "P 
xi,J - dt - M . 'r , ... ,lV' 'J , ... ,lV. 
J 
(3.65) 
Expressando L em função da razão de refluxo R, tem-se: 
L=_!!_V (3.66) 
R+1 
Substituindo (3.66) em (3.65), e considerando u = RI (R+ 1) como sendo a variável 
manipulada, chega-se a: 
x . =..I._(y .. +1 -y. )+..I._(x . 1 -x .. )u 1.] M . ,,1 ,,1 M . ,,1- ,,1 
J J 
(3.67) 
Seguindo-se o mesmo procedimento, o balanço de massa no refervedor é dado por: 
xi,NP+l = v (xi,NP+l- Yt,NP+1)+ v (xi,NP -xi,NP+1)u (3.68) 
MNP+l MNP+1 
Para sistemas binários (NC = 2), o vetor de variáveis de estado é constituído pelas 
frações molares do componente mais volátil na fase líquida em cada prato e no refervedor. 
Expressando o modelo não-linear da coluna na forma (3 .51), tem-se: 
x = f(x) + g(x)u 
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xl fi gl 
icj = !f + gj u (3.69) 
XNP+l fNP+l gNP+l 
onde: 
(3 70) 
A saída (Y) de interesse, ou seja, a variável controlada é a composição instantãnea 
do destilado (xo). Considerando que o condensador é total e que o acúmulo de líquido no 
condensador é desprezível, a composição instantãnea do destilado é igual a composição do 
vapor efluente do topo da coluna (xo = Yropo = YJ). Dessa forma: 
Y = h{X) = YI = Ytopo (3.71) 
Derivando (3 71): 
(3.72) 
Assumindo que as fases líquida e vapor apresentam comportamento próximo ao 
ideal e expressando a relação de equilíbrio em termos da volatilidade relativa (a): 
(3.73) 
(3.74) 
Então: 
(3.75) 
Com isso, o grau relativo do sistema é r = 1. Aplicando-se a lei do controlador 
GLC (equação 3.63) com /31 = 1 e f3o =O, chega-se a: 
onde: 
Rcontro/e 
Rcontrole + 1 
Capítulo 3-Materiais e Métodos 63 
(3.76) 
(3 77) 
Para sistemas com comportamento próximo ao ideal, a volatilidade relativa é 
independente da composição: ~- = P/"'(T)IP/"'(T;). Nesses casos, ày1 I ôx1 para sistemas 
binários é dado por: 
o/1 a1 
ÔXJ = [l+(a1 -J)x1 ]2 (3.78) 
A equação (3.76) fornece o valor da razão de refluxo que mantém constante a 
composição do destilado. Nesse trabalho, os valores de composição instantâneos 
necessários para o cálculo da ação de controle foram fornecidos pelo Filtro de Kalman 
Estendido desenvolvido para colunas de destilação em batelada. O controlador combinado 
ao estimador de estado foi inicialmente testado através de simulações e, posteriormente, 
foram feitos testes experimentais numa coluna de destilação em batelada em escala piloto. 
A montagem experimental utilizada será descrita a seguir. Os resultados das simulações e 
dos experimentos serão apresentados no próximo capítulo. 
3.9- MONTAGEM EXPERIMENTAL 
A coluna a utilizada no trabalho experimental está esquematizada na Figura 3. 9 e 
foi montada no laboratório de Controle do DESQ/ FEQ. 
A coluna de destilação em batelada possui 29 pratos perfurados (em Teflon) de 40 
mm de diâmetro e perfurações de 2 mm de diâmetro com espaçamento triangular. Um 
balão de vidro com capacidade de lO litros imerso numa manta de aquecimento (potência 
nominal de 1125W) foi utilizado como refervedor, com provisões para retirada de amostras 
e medida de temperatura. A coluna opera à pressão atmosférica. 
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Os testes experimentais foram feitos com sistema etanol/1-propanol, sendo XBo.EtOH 
< 0,30. No início da batelada, o volume da mistura alimentada ao refervedor era de 7 litros. 
A potência de aquecimento real foi estimada em 850 W, o que corresponde a uma vazão de 
cerca de 75 moles/h. 
frasco coletor 
manta de 
aquecimento 
Figura 3.9- Esquema da coluna de destilação em batelada 
A coluna possui um condensador vertical e a divisão do refluxo é feita através de 
uma válvula magnética do tipo liga/desliga. A Figura 3 .I O apresenta um esquema do 
sistema de automação e controle implementado. O sistema é composto por termopares do 
tipo J, circuito amplificador e condicionador de sinais, seletor de canais, microcomputador, 
placa conversora ADIDA, programa de aquisição de dados. As funções básicas desse 
sistema são: leitura das temperaturas no refervedor e em alguns pratos para inferência da 
composição e monitoramento da operação; controle da razão de refluxo com o objetivo de 
manter constante a composição do destilado de alta pureza. 
Resumidamente, o sistema de automação e controle funciona da seguinte forma: 
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A cada período de amostragem, o computador envia sinais digitais para selecionar 
os canais dos sensores de temperatura. O sinal analógico gerado pelo sensor é amplificado, 
convertido em sinal digital e lido pelo computador. Para cada canal selecionado, o valor 
lido considerado nos cálculos corresponde à média de 30000 leituras. Os ruídos de medida 
e processo são reduzidos por filtragem digital e, através de uma curva de calibração, os 
sinais lidos são convertidos em valores de temperatura. É possível fazer a leitura da 
temperatura em até 7 pontos da coluna a cada período de amostragem. As medidas de 
temperatura são utilizadas para inferência de composições. Os dados obtidos são utilizados 
na estratégia de controle para determinação da razão de refluxo necessária para que o 
objetivo de controle seja alcançado. A razão de refluxo é, então, implementada através do 
controle da válvula magnética. Ao final de cada batelada, amostras do destilado recolhido 
são analisadas através de um refratômetro. O microcomputador utilizado foi um PC 
Pentium 100 MHz. O tempo de leitura dos 7 sensores (considerando 30000 leituras para 
cada canal) era de cerca de 7 segundos. Maiores detalhes sobre os equipamentos e circuitos 
utilizados nos experimentos são descritos na dissertação de OISIOVICI (1998). 
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3.10- PROGRAMA DE AQUISIÇÃO DE DADOS E CONTROLE 
O programa para aquisição de dados e controle de colunas de destilação em 
batelada de alta pureza foi elaborado em linguagem C. A interface entre o computador e o 
processo é feita através da placa ADIDA constituída de um conversor analógico-digital (12 
bits), um conversor digital-analógico (10 bits), um conversor digital-digital (8 bits), 8 
canais de saída analógica, 8 canais de entrada analógica, 8 canais de entrada digital e 8 
canais de saída digital. 
Dos 8 canais de saída digital, 7 são utilizados para a seleção dos canais dos 
sensores de temperatura e um é utilizado para o acionamento da válvula magnética. 
A cada período de amostragem, são feitas as leituras dos 7 sensores. A seleção de 
cada canal é realizada pela subrotina "write _ dig( )". O sinal gerado pelo sensor é convertido 
para a faixa de leitura da placa ADIDA (O a 5 V) e a leitura é feita pela subrotina 
"read_anl12( )". 
Através de uma curva de calibração, os sinais recebidos são convertidos em 
valores de temperatura. Urna pré-filtragem dos dados é feita através de um filtro 
exponencial duplo (OISIOVICI et al., 1999). Os dados de temperatura são utilizados pelo 
filtro de Kalman para estimar composições. Com essas estimativas, a ação de controle é 
calculada e a correspondente razão de refluxo é implementada. 
A razão de refluxo desejada é obtida alterando-se em intervalos de tempo 
adequados a posição da válvula para o destilado ou para o refluxo. Isso é feito através da 
função "write _ dig( )" que permite atuar nas posições "on-off" do relê. 
Para que a razão de refluxo na coluna corresponda ao valor calculado no 
programa, considera-se: 
(3.79) 
Para um determinado período de amostragem Ta, têm-se: tL +tn =Ta. Dessa forma: 
(3.80) 
A cada novo período de amostragem Ta, inicia-se um "looping". No início do 
"looping", a válvula é posta na posição refluxo. Com a válvula nessa posição, são 
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executadas as subrotinas de leitura de temperaturas, inferências e cálculo da razão de 
refluxo. O tempo computacional gasto nessas subrotinas é calculado e guardado na variável 
dt. O tempo que ainda falta para a válvula ficar na posição refluxo é chamado de t Llinha , de 
tal forma que: t L = dt + t Llinha . 
O programa, então, espera t Llinha segundos com a válvula ainda na posição 
refluxo. Completados fL segundos, a válvula passa para a posição destilado, fica nessa 
posição durante o tempo fD e retoma ao início do "looping". 
O programa de aquisição de dados e controle pode ser dividido em duas etapas: 
monitoramento do aquecimento e coleta de destilado. 
Na fase de monitoramento do aquecimento, a coluna opera com razão de refluxo 
total. O programa lê os sensores e permite que o usuário visualize os perfis de temperatura 
graficamente ou no modo texto. Quando os pertis de temperatura permanecem inalterados 
no tempo, diz-se que a coluna atingiu o estado de equilíbrio. A partir desse instante, o filtro 
de Kalman é inicializado e pode-se dar início à coleta do destilado. 
Antes de começar a coletar o produto, o usuário escolhe se a operação será em 
malha aberta ou fechada. No primeiro caso, a razão de refluxo é mantida constante durante 
a batelada e igual a um valor previamente definido. No caso da malha fechada, o destilado 
começa a ser recolhido a uma razão de refluxo igual a um valor mínimo (Rmin) e, próximo 
ao "set-point", o controlador é acionado. A cada período de amostragem, um novo valor de 
R é calculado e implementado através do controle da válvula magnética. 
Na etapa de coleta de destilado, perfis de composição e temperatura são mostrados 
no modo texto e os seguintes gráficos podem ser visualizados: 
• Composição do destilado versus tempo, razão de refluxo versus tempo 
• Estágio versus temperatura 
• Estágio versus composição 
• Composição de um estágio escolhido versus tempo 
O fluxograma do programa de aquisição de dados e controle é apresentado no 
Anexo II. 
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4- RESULTADOS E DISCUSSÕES 
O controlador por inferência desenvolvido foi testado através de simulações e em 
testes experimentais realizados na coluna de destilação em batelada descrita anteriormente. 
Inicialmente, o Filtro de Kalman Estendido foi implementado e testado por simulação, 
considerando o sistema em malha aberta. O Filtro de Kalman combinado ao controlador 
GLC (controlador por inferência) foi, então, sintonizado para manter constante a 
composição do destilado de alta pureza. Alguns fatores relevantes, tais como o 
posicionamento dos sensores, foram estudados. Finalmente, o controlador por inferência foi 
testado numa coluna piloto. Esse capítulo discutirá e apresentará os principais resultados 
dos testes citados. 
4.1- SIMULAÇÃO E SINTONIA DO FILTRO DE KALMAN 
ESTENDIDO (F.KE) 
Utilizando um simulador rigoroso para representar o comportamento da coluna de 
destilação em batelada, foram feitos testes com o filtro de Kalman desenvolvido. Na 
maioria das corridas, considerou-se a presença de ruídos brancos com distribuição 
Gaussiana nas medidas de temperatura. Devido às simplificações feitas no modelo utilizado 
no algoritmo de Kalman, pode-se dizer que erros de modelagem (desvios entre o processo e 
o modelo) estiveram presentes em todos os testes. As covariâncias R e Q foram 
consideradas constantes ao longo da batelada. A matriz R é uma matriz diagonal cujos 
elementos correspondem à variância dos erros dos sensores (d). A matriz Q (também 
diagonal) foi escolhida por tentativa e erro. 
Nos testes apresentados neste item, a política de razão de refluxo constante foi 
adotada, já que o objetivo nessa etapa do trabalho era sintonizar o estimador de estado, não 
o controlador GLC. A cada período de amostragem Ta, a estimativa do perfil de 
composição ao longo da coluna era atualizada utilizando-se as temperaturas de alguns 
estágios. 
Em colunas de destilação em batelada, o perfil de composição ao longo da coluna 
é variante no tempo. Na apresentação dos resultados, alguns perfis instantâneos (estágio 
versus composição) foram escolhidos para análise. Por exemplo, nas corridas com o 
sistema binário, serão mostrados os perfis nos instantes t = 0,05tror, t = 0,25tror, t = 
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0,50tmr e t = 0,75tror, onde tmr é o tempo total de batelada. O tempo total de batelada 
corresponde ao intervalo de tempo desde o início da coleta do destilado (t = O) até o 
instante em que a composição do destilado atinge um valor instantâneo pré-definido. 
A apresentação dos resultados em termos do tempo total de batelada tem por 
objetivo analisar o tempo de convergência do filtro de Kalman. Para o controle da coluna, é 
desejável que esse tempo de convergência seja pequeno em relação ao tempo de batelada, 
já que as ações de controle serão calculadas a partir das estimativas de composição 
fornecidas pelo filtro. 
O filtro de Kalman foi inicializado com um vetor X 0 cujos elementos são todos 
iguais. Essa é uma estimativa grosseira do perfil inicial, pois considera que todos os 
estágios têm a mesma composição. No entanto, escolheu-se X0 constante para testar a 
capacidade de convergência do filtro de Kalman desenvolvido. Como o perfil de 
composição ao longo dos pratos no início da batelada normalmente não é conhecido, é 
importante que o filtro de Kalman seja capaz de convergir para o perfil real mesmo quando 
X 0 for apenas uma estimativa grosseira. 
A Tabela 4.1 apresenta as condições operacionais mantidas constantes nas corridas 
feitas com o sistema binário etanol/1-propanol, enquanto que a Tabela 4.2 mostra os 
parâmetros variados em cada uma dessas bateladas. As características geométricas da 
coluna simulada foram as mesmas da coluna piloto montada no Laboratório de Controle 
"On-line" descrita na seção 3.9. 
Tabela 4.1. Condições operacionais e parâmetros do Filtro 
de Kalman adotados nas corridas binárias 
sistema etano! (1)/1-orooanol (2) 
vressão (mmHf!) 760 
número de estáJlios 30(29 oratos + refervedol") 
votência7Wf 1250 
MBo(moiJ 50,0 
XJ,B/ X2.Bo 0,60/0,40 
M; (moi) 0,2 
R 1,0 
Q dia~(l X lO c-', ... , 1 X 10'") 
Po dia2(1 X 10'", ... , 1 X 10'") 
X o 0,80 
R("Ci dia2Ccr2, ... , cr2) 
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Tabela 4 2 Parâmetros variados nas corridas binárias 
corrida p posicionamento dos Ta (s) nkal erro do sensor 
sensores* 
B1 7 2, 8, 13 17 21 26 30 10 4 sensores ideais 
B2 7 2, 8, 13,17, 21, 26, 30 10 4 a= ±0,5°C 
B3 7 2, 8, 13,17, 21, 26,30 10 4 a= ±0,1°C 
B4 7 2, 8, 13,17, 21, 26,30 10 8 a= ±0,1°C 
BS 7 2, 8, 13,17, 21, 26,30 20 5 a= ±0,1°C 
B6 4 1, 10, 20, 30 10 4 a= ±0,1°C 
B7 4 1, 10, 20, 30 10 8 a= ±0,1°C 
B8 4 1, 10, 20, 30 2 4 a= ±0,1°C 
B9 1 15 2 4 a= ±0,1°C 
* " 1 " corresponde ao prato do topo 
Nos testes apresentados a seguir, o filtro de Kalman foi utilizado para estimar os 
perfis de composição instantâneos ao longo de toda a coluna de destilação. Dessa forma, o 
posicionamento dos sensores foi escolhido de tal forma que eles ficassem uniformemente 
distribuídos pela coluna. 
Na primeira batelada (denominada Bl), considerou-se o uso de 7 sensores ideais 
(sem ruídos). A Figura 4.1 (a) apresenta a variação das composições do destilado (xa) e do 
refervedor (XNP+I) no tempo e a Figura 4.1 (b} mostra alguns perfis de composição 
instantâneos ao longo da coluna. As estimativas do filtro de Kalman praticamente 
coincidem com os resultados do simulador. Além disso, em t = 0,05tror, o filtro já havia 
convergido. 
Como sensores perfeitos não existem na prática, a presença de ruídos nas medidas 
de temperatura foi considerada em todas as demais corridas. As Figuras 4.2 (a) e (b) 
apresentam os resultados obtidos com 7 sensores com desvio padrão de ±0,5 °C e 
posicionamento idêntico ao da corrida Bl. Em t = 0,05tror, o perfil estimado pelo filtro já 
estava próximo do perfil da coluna. Pela análise dessas Figuras, pode-se dizer que o filtro 
foi capaz de fornecer boas estimativas de composição ao longo da batelada. 
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Utilizando-se sensores com desvio padrão de ± 0,1 ° C , observa-se na Figura 4.3 
uma melhoria na exatidão das estimativas. 
Outro parâmetro importante para um bom desempenho do filtro de Kalman 
desenvolvido é a escolha do parâmetro nkal, que está associado ao intervalo de integração 
adotado na discretização do modelo da coluna (Lit = Talnkal, na equação 3.42). Quanto 
menor nkal, maior o intervalo de integração. Observou-se que o filtro de Kalman para 
colunas de destilação em batelada só converge para valores de nkal maiores do que um 
valor de nkal mínimo. Por exemplo, para as condições operacionais da Tabela 4.1 e Ta= 1 O 
s, o filtro de Kalman só convergiu quando nkal > 3. Nas corridas até agora apresentadas 
(B 1, B2 e B3), foi utilizado nkal = 4. 
Mantendo-se as mesmas condições da corrida B3 e aumentando-se nkal para 8, a 
Figura 4.4 mostra que os resultados foram semelhantes aos obtidos com nkal = 4. Nesse 
caso, não é vantajoso utilizar um valor de nkal mais elevado. Quanto maior nkal, maior o 
esforço computacional, pois o número de integrações por período de amostragem aumenta. 
Portanto, valores de nkal muito maiores que o valor mínimo necessário para a convergência 
do filtro só devem ser utilizados quando os ganhos em termos de exatidão e/ou 
convergência forem significativos. 
O filtro de Kalman também forneceu boas estimativas de composição quando o 
período de amostragem foi elevado de 10 s para 20 s, conforme mostram as Figuras 4.5 (a) 
e (b ). Nesse caso, o filtro de Kalman só convergiu para valores de nkal maiores do que 4. 
A influência do número de sensores também foi analisada. Mantendo-se as 
mesmas condições da corrida B3 e diminuindo-se o número de sensores de 7 para 4, o filtro 
de Kalman demorou mais para convergir, como pode ser visto comparando-se as Figuras 
4.3 e 4.6. Aumentando-se o valor de nkal para 8 (Figura 4. 7), não houve nenhuma melhoria 
em relação à corrida B6. Reduzindo-se o período de amostragem para 2 s (Figura 4.8), 
observou-se que as estimativas de composição dos estágios 12-18 em t = 0,051ror foram 
mais exatas do que na corrida com Ta = 10 s (Figura 4.6), porém não houve redução 
significativa no tempo de convergência do filtro. Tais resultados indicam que, para uma 
mesma estimativa inicial X 0 , o tempo de convergência do filtro depende mais do número 
de sensores do que do período de amostragem e do valor de nkal. 
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Através de uma análise do número de graus de liberdade, YU e LUYBEN (1987) 
concluíram que uma coluna de destilação é observável se o número de sensores for no 
mínimo igual a (NC-1 ), onde NC é o número de componentes. Dessa forma, na destilação 
de misturas binárias, o estado da coluna poderia ser determinado através de um único 
sensor de temperatura. QUINTERO-MARMOL et ai. (1991) aplicaram a sistemas de 
destilação em batelada o estimador de estado denominado observador estendido de 
Luenberger. O observador de Luenberger é um método determinístico, ou seja, pressupõe 
que o modelo do processo é perfeito e que há ausência de ruídos e perturbações. Através de 
simulações, os autores concluíram que, para que se garanta a convergência do observador 
estendido de Luenberger, são necessários, no mínimo, (NC+2) sensores de temperatura. 
Ao contrário do observador de Luenberger desenvolvido por QUINTERO-
MARMOL et ai. (1991), o filtro de Kalman estendido para colunas de destilação em 
batelada consegue convergir quando apenas um sensor de temperatura é utilizado. Porém, 
como está exemplificado na Figura 4.9, verifica-se que o tempo de convergência aumenta 
significativamente, o que pode tornar inviável o uso de um único sensor para a estimativa 
de perfis de composição de colunas de destilação em batelada binárias. Na corrida B9, o 
filtro só convergiu para o perfil da coluna quase no final da batelada (t = O, 75tTOT) e as 
estimativas da composição do destilado não foram tão exatas como nas corridas feitas com 
mais sensores (Figura 4.9a). 
O tempo de convergência também depende da estimativa inicial X 0 . Quanto mais 
próximo X0 for do perfil real da coluna, mais rápido é a convergência. Como já foi 
discutido, normalmente se tem pouca informação a respeito do perfil inicial de composição 
ao longo da coluna. No caso da destilação em batelada, as condições operacionais podem 
variar com frequência, resultando em diferentes perfis iniciais a cada batelada. Ou seja, na 
prática, é preferível diminuir o tempo de convergência do filtro aumentando-se o número de 
sensores do que determinando-se, a cada batelada, estimativas X 0 mais próximas do perfil 
real. 
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Figura 4.1. Estimativas do filtro de Kalman para a corrida Bl da Tabela 4.2. (a) variação das composições do refervedor e do destilado 
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Figura 4.3. Estimativas do filtro de Kalman para a corrida B3 da Tabela 4.2. (a) variação das composições do refervedor e do destilado 
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O filtro de Kalman estendido para colunas de destilação em batelada pode também 
ser utilizado para a estimativa do estado de sistemas multicomponentes. Algumas corridas 
foram feitas com o sistema temário etanol/1-propanol/1-butanol. As condições operacionais 
e os parâmetros do filtro adotados nessas corridas são apresentados na Tabela 4.3 e os 
resultados são mostrados nas Figuras 4.10-4.12. 
Nos testes com o sistema temário, o tempo total de batelada (troT) foi definido 
como sendo o intervalo de tempo no qual os três componentes estão presentes na coluna 
(do início da coleta do destilado até o instante em que o componente mais volátil é 
totalmente recolhido). Após a coleta do componente mais volátil, o restante da batelada é 
uma destilação binária (que já foi discutida anteriormente). 
A Figura 4.10 compara as estimativas do filtro de Kalman com os resultados do 
simulador quando 5 sensores uniformemente espalhados pela coluna são utilizados. O filtro 
convergiu para o perfil da coluna em t = 0,20 tror e, a partir desse instante, os perfis de 
composição instantâneos foram estimados com boa exatidão. 
Como nas corridas feitas com o sistema binário, diminuindo-se o número de 
sensores (Figura 4.11 ), houve um aumento do tempo de convergência. Porém, quando mais 
sensores foram adicionados (Figura 4.12), o tempo de convergência não foi reduzido. Tais 
resultados indicam que, para uma mesma estimativa inicial X 0 , o aumento do número de 
sensores pode diminuir o tempo de convergência. No entanto, acima de um certo número de 
sensores essa redução pode ser desprezível ou até mesmo inexistente. 
O número n de variáveis de estado a serem estimadas para determinação do perfil 
de composição de uma coluna é dado por: n = (NC-l)(NP+ 1), onde NC é o número de 
componentes e NP é o número de pratos. A dimensão do problema de estimativa do estado 
de sistemas de destilação multicomponentes exige um grande esforço computacional, 
principalmente quando a coluna possui muitos estágios. 
Conhecendo-se a temperatura e pressão de um sistema binário em equilíbrio 
termodinâmico, é possível determinar a composição desse sistema. Em sistemas 
multicomponentes, somente o conhecimento da temperatura e pressão não é suficiente para 
a determinação da composição. Por exemplo, a T = 370,15 K e P = 760 mmHg, a 
composição de equilíbrio do sistema etanol/1-propanol/1-butanol pode ser 
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0,0398/0,9000/0,0602, ou 0,1100/0,6977/0,1923, ou 0,2306/0,3500/0,4194. Ou seja, numa 
mesma temperatura e pressão, o sistema multicomponente pode apresentar composições 
bem diferentes. Dessa forma, pode-se dizer que dados de temperatura fornecem mais 
informações a respeito da composição de sistemas binários do que a respeito da 
composição de sistemas multicomponentes. Talvez seja por isso que, de uma forma geral, o 
filtro de Kalman demora mais para convergir no caso de sistemas multicomponentes do que 
no caso de sistemas binários. 
Os resultados discutidos nesta seção foram apresentados no artigo de OISIOVICI e 
CRUZ(2000) 
Tabela 4.3. Condições operacionais e parâmetros do Filtro de Kalman 
adotados nas corridas ternárias 
sistema etanol(Í)/1-propano1 (2)11-butanol (3) 
vressão (mmH5!.) 760 
número de estáf!ios 17 (16 oratos + refervedor) 
votência (W) 1500 
XJ,B,/ Xn,/ X3.Bo o 25/0 35/0,40 
R 1,0 
Mso(moi) 200,0 
M;(mol) 0,85 
Ta(s) 5 
a ±0,1°C 
Q qmm = 1 x lO-'~, I S:m:>NP+ l+NP 
qmm =I x 10-6, m = NP+I+NP+I 
amr=O, m '1'r 
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Figura 4.11. Corrida com o sistema ternário (Tabela 4.3) e 3 sensores nos estágios I, 9, 17. (a) variação das composições do 
refervedor e do destilado durante a batelada; (b) perfis de composição instantâneos ao longo da coluna. 
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Figura 4.12. Corrida com o sistema ternário (Tabela 4.3) e 7 sensores nos estágios I, 4, 7, 10, 13, 15, 17. (a) variação das 
composições do refervedor e do destilado durante a batelada; (b) perfis de composição instantâneos ao longo da coluna. 
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4.2- SIMULAÇÃO DO CONTROLADOR POR INFERÊNCIA DO 
TIPOGLC 
A linearização entrada/saída foi a estratégia escolhida para o controle da coluna de 
destilação em batelada de alta pureza. 
Após mostrar a necessidade do uso de estimadores de estado para o controle por 
inferência de colunas de destilação em batelada de alta pureza, alguns testes do controlador 
combinado ao filtro de Kalman serão apresentados e a importância da escolha das posições 
dos sensores será discutida. 
4.2.1- Colunas de alta pureza e a necessidade do uso de estimadores 
de estado 
Como a forma de operação escolhida foi a estratégia de pureza constante, o 
objetivo do controlador é manter constante a pureza do destilado (xo) através da variação da 
razão de refluxo. Considerando que o condensador é total, isso é equivalente a manter a 
composição do vapor efluente do estágio do topo (y1) num valor especificado (xD.SP). A 
pureza final do destilado recolhido (xD,medío) pode especificada através da igualdade XD,medío 
= XD,SP, ou através da desigualdade XD,médío 2 XD,SP (MACCHIETTO e MUJTABA, 1996). 
Quando os produtos são de alta pureza, normalmente o critério da desigualdade é adotado. 
Sendo YI (ou Xo) a variável controlada e a razão de refluxo (R) a variável 
manipulada, a aplicação do método de linearização entrada/saída à coluna de destilação em 
batelada com o controlador do tipo GLC resultou na seguinte estratégia de controle: 
onde: 
R controle 
Rcontrole + J 
(3.76) 
(3.77) 
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Para que a ação de controle seja calculada a cada período de amostragem, os 
valores instantâneos das composições nos pratos 1 e 2 são necessários. 
De acordo com a regra de fases de Gibbs, a composição de sistemas binários pode 
ser determinada conhecendo-se a temperatura e a pressão do sistema. Dessa forma, as 
composições nos pratos 1 e 2 poderiam ser determinadas através das medidas de 
temperatura desses pratos e da relação de equilíbrio líquido-vapor do sistema. Tal 
procedimento será aqui denomínado inferência direta de composições. 
A fim mostrar as limitações do método de inferência direta, foram feitas algumas 
corridas com o sistema etanol/1-propanol, posicionando-se um sensor de temperatura no 
prato 1 e outro sensor no prato 2. A cada período de amostragem, as composições (x1, YJ) e 
(x2, y2) foram calculadas a partir das temperaturas T1 e T2, respectivamente, e das seguintes 
equações: 
(4.1) 
pr'rr.J 
YJ· J X. p J (4.2) 
As condições operacionais e os parâmetros do controlador adotados são 
apresentados na Tabela 4.4. Testes foram feitos considerando-se produtos de alta pureza 
(xD.SP = 0,99) e baixa pureza (xD,SP = 0,80). 
T b I 4 4 C d' -a e a on :1çoes operac10na1s e parametros d I d o contro a o r. 
NP 29 
sistema etanol/1-propanol 
pressão (mmHg) 760 
Mso (mo!) 50,0 
Xso 0,60 
Pot (W) 1250 
~(moi) 0,2 
Rmin 0,5 
Parâmetros do Controlador 
XD,SP = 0,99 Kc = 1 x 10"2 s"1; <1 = 500 s 
XD,SP = 0,80 Kc = 5 x 10"2 s·l. <1 = 50 s 
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A Figura 4.13 apresenta os resultados obtidos quando os sensores de temperatura 
foram considerados perfeitos (sem ruídos). Como pode ser visto pelas Figuras 4.13 (a) e 
(b ), a composição do destilado foi mantida exatamente no "set-point" em ambos os casos. 
Já que, na prática, sensores perfeitos não existem, a Figura 4.14 mostra as corridas 
feitas com dois sensores com desvio padrão de ± 0,1° C. O controlador foi capaz de manter 
a composição do destilado em 0,80 (Figura 4.14a), mas não conseguiu controlar a 
composição do produto de alta pureza (Figura 4.14b). Os perfis de razão de refluxo 
correspondentes indicam que o controlador GLC torna-se bastante sensível á presença de 
ruídos à medida que a pureza do produto aumenta. 
Tal fato pode ser compreendido examinando-se os perfis instantâneos de 
temperatura ao longo da coluna. Como pode ser visto nas Figuras 4.15 (a) e (b), as 
variações de temperatura no topo da coluna que opera com alta pureza são pequenas 
quando comparadas às variações de temperatura no topo da coluna que opera com baixa 
pureza. Na prática, não é comum encontrar medidores de temperatura que tenham 
sensibilidade suficiente para detectar variações tão pequenas. Se o ruído das medidas de 
temperatura for da mesma ordem de grandeza dessas variações, torna-se dificil distinguir 
entre ruídos e reais variações de temperatura. O ruído não filtrado é, então, transmitido ao 
controlador, resultando em oscilações na variável manipulada que podem prejudicar o seu 
desempenho. 
Esse problema pode ser solucionado posicionando-se os sensores de temperatura 
em regiões onde as variações de temperatura são maiores, ou seja, em pratos mais afastados 
do topo da coluna. Nesses casos, o uso de estimadores de estado (como o filtro de Kalman) 
torna-se necessário para estimar as composições instantâneas dos pratos I e 2 a partir de 
valores de temperatura de pratos afastados dos estágios I e 2. 
Feitas essas considerações, é natural que se faça a seguinte pergunta: o quão 
afastados do topo da coluna os sensores devem ser posicionados ? 
Essa questão será tratada nos próximos itens. 
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Figura 4.13. Controle da composição do destilado por inferência direta utilizando sensores 
ideais nos estágios 1 e 2. (a) baixa pureza; (b) alta pureza. 
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com desvio padrão de ± 0,1° C nos estágios 1 e 2. (a) baixa pureza; (b) alta pureza. 
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Figura 4.15. Perfis instantâneos de temperatura durante a operação com pureza constante. 
(a) baixa pureza; (b) alta pureza. 
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4.2.2- Análise por decomposição em valores singulares 
("singular value decomposition-SVD") 
A técnica de decomposição em valores singulares (mais conhecida como análise 
SVD, do termo em inglês "Singular V alue Decomposition") é um algoritmo matemático da 
álgebra linear que tem sido aplicado a processos industriais para seleção de variáveis 
controladas e manipuladas, teste de robustez de controladores, determinação da melhor 
configuração de controladores multivariáveis (MIMO) e seleção do posicionamento de 
sensores (DESHPANDE, 1989). 
A decomposição em valores singulares foi originalmente desenvolvida para 
minimizar erros computacionais decorrentes de operações matemáticas com matrizes de 
grande dimensão. Através dessa técnica, uma matriz K é decomposta em três matrizes: 
(4.3) 
onde K é uma matriz n x m; U é uma matriz ortogonal n x m, cujas colunas são 
denominadas vetores singulares da esquerda; V é uma matriz ortogonal m x m, cujas 
colunas são denominadas vetores singulares da direita; X é uma matriz diagonal m x m, 
cujos elementos (.E~, 2:2, 
.E] ?. .E2?. ···?..Em ?. O· 
' .. , .!;,) são denominados valores singulares e 
No projeto de controladores multivariáveis, se Y for um vetor de saídas 
controladas eM for um vetor de variáveis manipuladas, então: 
Y=KM (4.4) 
onde K é uma matriz de ganhos do estado estacionário cujos elementos são dados por: 
oY K .. =-'- =0, q7'J. 
I} (iA,{. 
J Mq 
(4.5) 
Decompondo K em valores singulares, os vetores singulares da esquerda, U = UJ". 
U2: Um, formam um sistema de coordenadas onde U1 indica a direção das variáveis 
controladas na qual o sistema é mais sensível a variações em M. O vetor singular Uz 
representa a segunda direção mais sensível a variações em M, e assim sucessivamente. 
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Os vetores singulares da direita, V= V1: V2: ... : Vm, são tais que V1 indica qual a 
combinação de variáveis manipuladas que mais afeta as saídas do sistema. O segundo vetor 
V2 representa a segunda combinação de variáveis manipuladas que mais afeta o sistema, e 
assim sucessivamente. 
Os valores singulares de I são utilizados no cálculo do número de condição (CN) 
da matriz de ganhos. O número de condição indica o grau de dificuldade em se atingir o 
objetivo de controle através da manipulação do vetor M. O número de condição é definido 
como: 
(4.6) 
Valores elevados de CN indicam que é dificil atingir o objetivo de controle especificado. 
Os vetores singulares da esquerda e da direita e o número de condição auxiliam na 
seleção das variáveis manipuladas e controladas, bem como na escolha da melhor 
configuração de controle. 
YU e LUYBEN (1987) utilizaram a análise SVD na escolha das posições dos 
sensores para inferência da composição da alimentação de colunas de destilação contínuas. 
Pelo critério de seleção adotado pelos autores, o melhor posicionamento seria aquele em 
que os sensores fossem capazes de detectar pequenas perturbações (da ordem de 0,01%) 
nas composições da alimentação. Dessa forma: 
(4.7) 
onde T é o vetor de temperaturas dos estágios da coluna, ZF é o vetor de composições da 
alimentação. Se forem consideradas perturbações nas composições dos componentes 1 e 2 
na alimentação, então ZF= [zF.I zF.2]T, e: 
(4.8) 
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Decompondo-se a matriz K em valores e vetores singulares, o maior elemento do 
vetor coluna U1 indica em qual estágio a temperatura é mais sensível a variações em ZFJ· 
Analogamente, o maior elemento do vetor coluna U2 indica em qual estágio a temperatura é 
mais sensível a variações em ZF.2· Segundo YU e LUYBEN (1987), os sensores devem ser 
posicionados nesses dois estágios mais sensíveis. 
O método de seleção do posicionamento dos sensores proposto por YU e 
LUYBEN (1987) foi adaptado para colunas de destilação em batelada. Visando o controle 
da composição do destilado, a análise SVD foi utilizada para determinar em quais estágios 
os sensores devem ser posicionados a fim de detectar pequenas perturbações na composição 
do produto. Dessa forma: 
T=K(t) Y1 (4.9) 
onde: 
LIT. 
K 1 =( 1 ) , l~j~NP+l. 1
' Lly1 I y 1 
Em colunas em batelada, o estado estacionário nunca é atingido. Portanto, a matriz 
de ganhos K é dependente do tempo. 
Utilizando os dados da Tabela 4.4, a análise SVD foi aplicada à destilação em 
batelada com pureza constante (xn,SP = 0,99). Para ocasionar pequenas perturbações na 
composição do produto, injetou-se um ruído branco com distribuição Gaussiana e desvio 
padrão aR= ±O, I na razão de refluxo calculada pelo controlador. A matriz de ganhos K foi 
atualizada a cada 1 O s e, através da decomposição em valores singulares, foi possível 
identificar quais os estágios mais sensíveis às variações na composição do destilado, como 
mostram as Figuras 4.16 (b) e (c). As posições dos sensores mais adequadas para detectar 
perturbações em Xo variam durante a batelada. Isso ocorre pois, ao contrário das colunas 
contínuas, o perfil de temperatura de colunas de destilação em batelada varia com o tempo. 
A análise SVD para colunas de destilação em batelada não permite definir um 
único posicionamento como sendo o melhor posicionamento de sensores. Porém, 
analisando-se as Figuras 4.16 (b) e (c), observa-se que as melhores posições para os 
sensores se encontram afastadas dos estágios do topo da coluna. Tal resultado está de 
acordo com a análise feita no item anterior. 
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Figura 4.16. Análise SVD. (a) operação com pureza constante e perturbações com desvio 
padrão de ± 0,1 em R; (b) melhor posição para o sensor; (c) segunda melhor posição para o 
senso r. 
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4.2.3- Testes com o controlador por inferência do tipo GLC 
O algoritmo de Kaiman foi utilizado para fornecer a cada período de amostragem 
as estimativas das composições instantâneas dos pratos 1 e 2, que são necessárias para o 
cálculo da ação de controle. Como foi visto anteriormente, teoricamente um único sensor 
seria suficiente para fornecer tais estimativas. Porém, a fim de diminuir o tempo de 
convergência do filtro de Kalman, dois sensores foram utilizados nessa análise. As 
condições operacionais e parâmetros do controlador da Tabela 4.4 foram mantidos e os 
parâmetros do filtro de Kalman foram os mesmos da Tabela 4.1. 
Quando os sensores foram posicionados nos estágios 4 e 8 (Figura 4 .17), as 
estimativas do filtro foram boas e o controlador manteve a composição do destilado no 
valor especificado. 
Posicionando-se os sensores cada vez mais afastados do topo da coluna (Figuras 
4.18-4.20), perfis mais suaves das variáveis controlada e manipulada foram obtidos. No 
entanto, é possível notar que o erro de inferência aumenta quanto mais afastados dos 
estágios do topo se encontram os sensores. 
Portanto, na escolha das posições dos sensores dois fatores devem ser 
considerados: a filtragem de ruídos e a exatidão das estimativas de composição fornecidas 
pelo filtro de Kalman. Os sensores devem estar afastados do topo, mas não tão distantes a 
ponto de diminuir a exatidão das estimativas de composição. 
Os resultados e discussão apresentados nesta seção se encontram no artigo de 
OISIOVICI e CRUZ (2000). 
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Figura 4.17. Controle da composição do destilado de alta pureza utilizando o filtro de 
Kalman e sensores nos estágios 4 e 8. 
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Figura 4.18. Controle da composição do destilado de alta pureza utilizando o filtro de 
Kalman e sensores nos estágios 6 e 8. 
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Figura 4.19. Controle da composição do destilado de alta pureza utilizando o filtro de 
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--Filtro de Kalman 
20 
18 
16 
R 
14 
0,990 -l--l~ ........... ______ "'--112 
SP ,. 
10 
0,985 8 
6 
0,980 4 
R 
2 
om o 
o 500 1 000 1500 2000 2500 3000 
tempo (s) 
Figura 4.20. Controle da composição do destilado de alta pureza utilizando o filtro de 
Kalman e sensores nos estágios 1 O e 12. 
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4.3- RESULTADOS EXPERIMENTAIS DO CONTROLADOR POR 
INFERÊNCIA DO TIPO GLC 
As corridas experimentais foram realizadas na coluna de destilação em batelada 
descrita no item 3.9. Os testes experimentais realizados podem ser divididos em duas 
etapas: corridas em malha aberta e corridas em malha fechada visando o controle da 
composição do destilado de alta pureza. 
4.3.1- Corridas em malha aberta 
O objetivo principal da realização de corridas em malha aberta foi a sintonia dos 
parâmetros do Filtro de Kalman Estendido (FKE). Nas corridas em malha aberta a razão de 
refluxo é mantida constante ao longo de toda batelada. 
As corridas em malha aberta foram feitas considerando-se as condições 
operacionais da Tabela 4.5. A cada período de amostragem, todos os sete sensores da 
coluna eram lidos. Os valores lidos ~ utilizados no Filtro de Kalman dependiam da 
definição do número de sensores utilizados no filtro (p) e do posicionamento escolhido. 
Tabela 4.5. Condições operacionais e parâmetros do Filtro 
de Kalman adotados nas corridas experimentais em malha 
aberta 
sistema etano! (1 )/1-propanol (2) 
pressão (mmHg) 760 
número de estágios 3 O (29 pratos + refervedor) 
potência (W) 850 
Mso (mal) 100 o 
XJBo o 33 
M; (mo!) 0,2 
R 1,0 
Po diag(l X 10-2 ... , 1 X 10-2) 
X o 0,80 
R (OC)" diag(O 25;. o 25) 
Ta (s) 20 
nkal 8 
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4.3.1.1- Sintonia do parâmetro Q do Filtro de Kalman Estendido 
A matriz Q representa o desvio entre o modelo utilizado no filtro de Kalman e os 
dados reais da coluna ("process/model mismatch"). Rigorosamente, para determinação dos 
parâmetros Q seria necessário comparar os valores de composição instantâneos preditos 
pelo filtro com os valores instantâneos reais, ou seja, medidos, por exemplo, através de um 
analisador "on-line". Nesse trabalho, a escolha da matriz Q foi feita de forma aproximada 
comparando-se os perfis de composição preditos pelo FKE com os perfis inferidos através 
de dados de temperatura filtrados por um filtro exponencial duplo (inferência direta). A 
temperatura utilizada na inferência direta é a temperatura do estágio cuja composição se 
deseja inferir. No caso do FKE, isso nem sempre é verdadeiro, ou seja, a composição de um 
estágio pode ser inferida a partir da temperatura de outros estágios. A composição média do 
destilado medida com um refratômetro ao final do experimento também foi comparada com 
a composição média do destilado predita pelo Filtro de Kalman. As informações advindas 
dessas comparações foram utilizadas na escolha da matriz Q. 
As Tabelas 4.6 e 4.7 e as Figuras 4.21 e 4.22 apresentam a comparação dos 
resultados para diferentes valores de Q. 
Tabela 4.6. Sintonia do parâmetro Q (p = 2 nos estágios 1 e 30). 
Qqq (I~ q ~ NP )* XD,médiO XD,médio desvio 
(FKE) (%) 
1o·' 0,9462 0,9659 -2,1 
., .... 104 ....• 09462 0,9414 0,5 
' w·J 0,9462 0,9369 1,0 
-
.-ó 
* QNP+l,NP+l - 10 
Tabela 4. 7. Sintonia do parâmetro Q (p = 2 nos estágios 4 e 30). 
Qqq (1 s: q s: NP )* XD,médio XD,médio desvio 
(FKE) (%) 
10-:, 0,9462 0,9684 -2,3 
. 154 .· 0,9462 . 0,9285 1,9 
w·3 0,9462 0,9186 2,9 
~-6 
* QNP+J,NP+l = 10 
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Para o refervedor, bons resultados foram obtidos com QNP+J,NP+J = 10-6, e esse 
valor foi mantido em todas as corridas experimentais (Figuras 4.21b e 4.22b). As Figuras 
4.21a e 4.22a mostram que quanto menor o valor de Q, maior a filtragem dos valores de xo. 
Para p = 2 (1, 30) e p = 2 (4, 30), o menor erro na estimativa da composição média do 
destilado foi obtido com Qqq= 104 (1-;;, q-;;, NP) e QNP+J,NP+J = 10-6. Dessa forma, esses 
valores foram adotados nos demais experimentos. O parâmetro Q é menor no refervedor do 
que nos outros estágios, revelando que o desvio entre o modelo utilizado no FKE é 
relativamente menor no refervedor do que nos outros estágios. 
1,0+------
0,9 
0,8 
0,7 
p•2 (1, 30) 
........ F. Exponencial Duplo 
--FKE Q = diag(10-S) 
---- FKE Q • diag(104 ) 
-·----- FKE Q = diag( 1 0'3) 
0,6 +-~---r-~-.-~-,-----.-~ 
o 1000 2000 3000 4000 
tempo (s) 
(a) 
0,4 
0,3 
0,2 
o 
,. 
·' 
•' 
.. 
p = 2 (1, 30), QNP+1.NP+1 = 10-5 
........ F. Exponencial Duplo 
--FKE Q = diag(10'"} 
---- FKE Q = diag(104) 
------ FKE Q • diag(10-") 
1000 2000 3000 4000 
tempo (s) 
(b) 
Figura 4.21. Sintonia do parâmetro Q (p = 2 nos estágios 1 e 30). 
104 Capítulo 4-Resultados e Discussões 
0,9 
0,8 
0,7 
p=2(4,30) 
........ F. Exponencial Duplo 
--FKE Q = diag(1 0'5) 
---- FKE Q = diag(10'4 ) 
------- FKE Q = diag(10'3) 
0,6 +-~-,.---~-.-~-,-~-.-~ 
o 1000 2000 3000 4000 
tempo (s) 
(a) 
0,4 
0,3 
0,2 
o 
p = 2 (4, 30), QNP+1,NP+1 = 10-ô 
··-····· F. Exponencial Duplo 
', -- FKE Q = diag(10'5) 
---- FKE Q=diag(104 ) 
-----· FKE Q = diag(10'3) 
'' 
1 000 2000 3000 4000 
tempo (s) 
(b) 
Figura 4.22. Sintonia do parâmetro Q (p = 2 nos estágios 4 e 30). 
4.3.1.2- Análise da influência da posição de dois sensores na inferência da 
composição do destilado 
Fixando-se o número de sensores em p = 2, a influência da posição dos sensores na 
inferência da composição do destilado foi estudada. Os resultados apresentados na Tabela 
4.8 indicam que quanto mais próximos dos estágios do topo os sensores estiverem, 
melhores serão as estimativas da composição do destilado. Na Tabela 4.8, as estimativas 
mais exatas foram obtidas posicionando-se os sensores nos estágios 1 e 4 e nos estágios 4 e 
9. Porém, os correspondentes perfis de composição apresentados na Figura 4.23 mostram 
que o nível de ruído no perfil de Xo aumenta à medida que os sensores são posicionados 
mais próximos do topo. Esses resultados concordam com os resultados obtidos nas 
simulações. 
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Tabela 4. 8. Influência da posição de dois sensores na inferência da 
composição do destilado. 
posicionamento XD,médio XD,medio desvio 
sensores 
1, 4 
4,9 
9, 14 
14, 19 
(FKE) (%) 
0,7321 0,7461 -1,9 
0,7321 0,7474 -2,1 
0,7321 0,8155 -11,4 
0,7321 0,9610 -31,3 
1 , o +---""· ,., ............... ____ ----
-·----... --~-......... . 
0,9 
0,8 
Xo 
0,7 
0,6 
0,5 
0,4 
:-· -..... ~ 
: \ '·,, ·-,_ 
: \ \ 
. \ ' \ ::· ... ', \ . 
" \ \ \ 
·. \ \ \,_ 
... ' \ 
': \ \ \ \ \ ~--. \ 
'. ' 
. ' 
._ ' 
\ \ 
\ 
·. ' 
"·· ' 
. ' 
. ' 
'·: \ 
. ' 
':··.\ 
.... , 
' 
' \ 
\ 
\ 
\ 
' \ 
\1. 
'. ' 
F. Exponencial Duplo '<:; .. \,. 
--FKE p = 2 (1, 4) <·~·-;,_·-, 
---- FKEp=2(4,9) '\--
------- FKE p = 2 (9, 14) -~, 
\, 
............ FKE p = 2 (14, 19) '. 
\ 
0,3 +--~--.--~---,-----, 
o 1000 2000 3000 
tempo (s) 
Figura 4.23. Influência da posição de dois sensores na inferência da composição do 
destilado. 
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4.3.1.3- Análise da influência do número de sensores na inferência da 
composição do Destilado 
A influência do número de sensores na estimativa de xo também foi analisada 
experimentalmente. As Tabelas 4.9 e 4.10 e a Figura 4.24 apresentam os resultados obtidos 
quando diferentes números de sensores foram utilizados na estimativa da composição do 
destilado feita pelo FKE. No primeiro caso (Tabela 4.9 e Figura 4.24a), o primeiro sensor 
(de cima para baixo da coluna) foi sempre mantido fixo no estágio 1. No segundo caso 
(Tabela 4.1 O e Figura 4 .24b ), a posição do primeiro sensor foi sempre mantida no estágio 4. 
Com um único sensor, a composição média do destilado foi estimada com menor 
erro. Se este único sensor estiver posicionado no estágio 1, o nível de ruído é maior. Como 
foi visto no item 4.1, se a estimativa inicial do perfil de composição não for boa, o tempo 
de convergência do FKE aumenta com a diminuição do número de sensores. Portanto, esse 
é um fator importante a ser considerado na escolha do número de sensores. 
Pela Tabela 4.10, o acréscimo de mais sensores não trouxe melhorias significativas 
na estimativa da composição do destilado. Na corrida apresentada na Tabela 4.9, o uso de 
mais sensores até aumentou o erro de inferência. 
Considerando a influência do número de sensores no tempo de convergência do 
FKE e na exatidão da estimativa da composição do destilado, o uso de dois sensores foi 
considerado o mais adequado para a estimativa de x0. 
Conforme visto no item 4.1, o aumento do número de sensores melhora a 
estimativa do perfil de composição prato a prato. Nas corridas em malha fechada visando o 
controle da composição do destilado, o perfil de composição ao longo de toda a coluna não 
é necessário no cálculo da estratégia de controle. O controlador por inferência do tipo GLC 
apenas necessita das composições instantâneas do destilado e dos dois pratos do topo 
(estágios 1 e 2 ). 
Capítulo 4-Resu/tados e Discussões l 07 
Tabela 4.9. Influência do número de sensores na inferência da 
composição do destilado (primeiro sensor no estágio 1 ). 
posicionamento XD,medio XD,mêdio desvio 
sensores (FKE) (%) 
1 o 8212 o 8332 -1,5 
1 4 0,8212 o 8020 2,3 
1 4 9, 14 o 8212 o 7975 29 
1 4 9, 14,19,24,30 0,8212 o 7984 28 
Tabela 4.10. Influência do número de sensores na inferência da 
composição do destilado (primeiro sensor no estágio 4). 
posicionamento XD,médio XD,médio desvio 
sensores (FKE) (%) 
4 0,8544 0,8492 0,6 
4,9 0,8544 0,8462 1,0 
4, 9, 14 19 0,8544 0,8465 0,9 
4, 9, 14, 19, 24, 30 0,8544 0,8471 0,9 
1,0+---"""""" 1,0+----.. 
0,9 
0,7 
0,6 
0,5 
--------F. Exponencial Duplo 
--FKE p= 1 (1) 
-- FKE p = 2 (1.4) 
------- FKE p = 4 (1.4,9, 14) 
-------- FKE p = 7 (1,4,9, 14, 19,24,30) 
1000 2000 3000 4000 
tempo (s) 
(a) 
0,8 
0,7 
--------F. Exponencial Duplo 
--FKE p = 1 (4) 
0,6 -- -- FKE p = 2 (4,9) 
------- FKE p = 4 (4,9, 14, 19) 
-------- FKE p = 6 (4,9, 14, 19,24,30) 
0,5 
0,4 +-~-T""~~.--~--,-~-.~ 
o 1 000 2000 3000 4000 
tempo (s) 
(b) 
Figura 4.24. Influência do número de sensores na inferência da composição do destilado. 
(a) primeiro sensor no estágio 1; (b) primeiro sensor no estágio 4. 
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4.3.1.4- Análise da influência da posição do segundo sensor, sendo a posição 
do primeiro sensor fixa. 
Escolhido p = 2 como o número de sensores a ser utilizado nas corridas em malha 
fechada, fez-se uma análise da influência da posição do segundo (de cima para baixo da 
coluna) sensor, mantendo-se fixa a posição do primeiro sensor. Os resultados dessa análise 
são apresentados na Tabela 4.11 e na Figura 4.25. Os perfis de Xo foram praticamente 
coincidentes e as diferenças entre os valores estimados da composição do destilado foram 
pequenas. Ou seja, a influência da posição do segundo sensor na estimativa da composição 
do destilado é pouco significativa em relação ao posicionamento do primeiro sensor, o qual 
se encontra mais próximo do estágio cuja composição se deseja inferir. 
1,0+-----
0,9 
0,8 
0,7 
0,6 
0,5 
········F. Exponencial Duplo 
--FKE p= 2 (4, 30) 
---- FKE p = 2 (4, 19) 
··--·-· FKE p = 2 (4, 9) 
0,4 +-~-..-~-,---~--,-~--,--------. 
o 1000 2000 3000 4000 
tempo (s) 
Figura 4.25. Influência da posição do segundo sensor, sendo a posição do primeiro sensor 
fixa. 
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Tabela 4.11. Influência da posição do segundo sensor, sendo a 
posição do primeiro sensor fixa. 
posicionamento XD,médto XD,médio desvio 
sensores (FKE) (%) 
4 30 0,8934 0,8964 -0,34 
4, 19 0,8934 o 8937 -0,03 
4 9 0,8934 0,8944 -0,11 
4.3.2- Corridas em malha fechada 
Após a sintonia dos parâmetros do FKE, foram realizadas corridas experimentais 
em malha fechada visando o controle da composição do destilado de alta pureza. A sintonia 
dos parâmetros do controlador GLC (Kc e 1i) foi feita por tentativa e erro. 
Os principais resultados obtidos nas corridas em malha fechada serão 
apresentados. As condições operacionais dessas corridas estão resumidas na Tabela 4.12. 
Tabela 4.12. Condições operacionais, parâmetros do FKE e do 
1 d GLC 'd Ih ti h d contro a or : para as com as em ma a ec a a. 
sistema etano! (1)11-propanol (2) 
pressão (mmHg) 760 
número de estáf(ios 30 (29 pratos + refervedor) 
potência (W) 850 
MBo(mol) 90,0 
XJ.Bo 0,20 
Mi (moi) 0,2 
Rmín -Rmáx 1,5-20,0 
Po diag(1 x 1 o"•, ... , 1 x 10-") 
Q Qqq= 10-"(JsqsNP)e 
ONP+l.NP+l = 10-6 
X o 0,80 
R(C)" diag(0,25; . .; 0,25) 
Ta(s) 20 
nkal 8 
XD.SP 0,99 
Kc (s-1) 1 x 10-" 
<1 (s) 2000 
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Tabela 4.13. Resultados das corridas em malha fechada. 
Corrida posicionamento sensores XD,médio XD,médio desvio 
(FKE) (%) 
C1 4 9 09907 09928 -02 
C2 4 9 (Proporcional puro) 09903 o 9918 -0,2 
C3 1 4 0,9546 0,9584 -0 4 , 
C4 9, 14 o 9917 09909 o 1 
cs 14 19 0,9720 o 9923 -2 1 
C6 9 14 (R.run- o 8) o 9895 0,9903 -0 1 
A Figura 4.26 mostra os perfis das variáveis controlada e manipulada quando dois 
sensores posicionados nos estágios 4 e 9 foram utilizados no algoritmo do FKE. Pela 
Tabela 4.13, verifica-se que o desvio entre a composição média fma do destilado medida no 
refratômetro e o valor estimado pelo filtro de Kalman é pequeno (0,2%). O perfil da 
variável manipulada (razão de refluxo) apresenta comportamento crescente, porém muito 
oscilatório. 
Mantendo-se o mesmo posicionamento da corrida C1, foi feita uma batelada 
retirando-se o termo integral do controlador GLC, ou seja, fazendo 7J tender a infinito. Os 
resultados dessa corrida são mostrados na Figura 4.27 e na Tabela 4.13. No início da coleta 
do destilado, as ações do controlador tiveram um comportamento do tipo liga/desliga 
("onlo:tr'), gerando oscilações na variável controlada. Após t = 2000 s, as ações do 
controlador se tornaram relativamente mais suaves, porém o controlador não conseguiu 
manter a composição do destilado no valor especificado. A estimativa da composição final 
do destilado foi tão boa quanto na corrida C 1. Tal fato era esperado, já que as posições dos 
sensores foram mantidas inalteradas nas corridas C 1 e C2. 
Rmin = 1.5; Kc= 10"2 5 1; '' = 2000 s 
2 sensores (estágios: 4, 9) 
1,0-J==~-----~~~--'1 
SP 
0,6 
0,4 
0,2 
1.000~··················· 
..................... 
0,995 ................... . 
xo 0,990 ::: ...... :···:::: 
........ . . .. 
0,985 ............. - --
-----------------·· --
0,980 
o 4000 8000 
t (S) 
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20 
18 
16 
R 
14 
12 
10 
8 
6 
4 
2 
0,0 -1----.---.----.---.----,----.-...--1 o 
o 2000 4000 6000 8000 
tempo (s) 
Figura 4.26. Controle por inferência com dois sensores posicionados nos estágios 4 e 9 
(corrida Cl). 
Rmín = 1.5; Kc= 10"2 s"1; 't1 infinito 
2 sensores (estágios: 4, 9) 
1 ,O t=i--'--=~=-=::-------,;:::-4 SP 
,::;ml 
0,985 ..... - ......... . 
------- ......... . 
0.980 
o 4000 8000 
0,6 N t(s) 
0,4 
R 
0,2 
ll-
20 
18 
16 
R 
14 
12 
10 
8 
6 
4 
2 
o,o+-~-~--~--~---1 o 
o 2000 4000 6000 8000 
tempo (s) 
Figura 4.27. Controle por inferência (GLC apenas com termo proporcional) com dois 
sensores posicionados nos estágios 4 e 9 (corrida C2). 
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Posicionando-se os sensores nos estágios mais próximos do topo da coluna 
(estágios 1 e 4 ), o comportamento do controlador GLC foi do tipo "on/off" durante toda 
batelada e o objetivo de controle não foi atingido, conforme pode ser visto na Figura 4.28. 
O desempenho do controlador por inferência melhorou significativamente quando 
as temperaturas dos estágios 9 e 14 foram utilizadas na estimativa das composições. Os 
perfis das variáveis controlada e manipulada (Figura 4.29) foram suaves e a composição 
instantânea do destilado foi mantida no "set-point". O desvio entre a composição média do 
destilado medida e a composição média do destilado inferi da foi de O, I%. 
Uma outra batelada foi feita afastando-se ainda mais as posições dos sensores para 
os estágios 14 e 19. Os perfis de xo e R (Figura 4.30) foram ainda mais suaves do que os da 
corrida C4, mas o erro de inferência aumentou (em valor absoluto) de 0,1% para -2,1%. 
Para testar a flexibilidade do controlador por inferência do tipo GLC, foi feita uma 
batelada mantendo-se as mesmas condições da corrida C4, porém diminuindo a razão de 
refluxo mínimo de 1,5 para 0,8 (corrida C6). Como pode ser visto na Figura 4.31 e na 
Tabela 4.13, o desempenho do controlador foi tão bom quanto o desempenho apresentado 
na corrida C4, comprovando a flexibilidade do controlador desenvolvido. 
O efeito observado do posicionamento dos sensores sobre o desempenho do 
controlador por inferência do tipo GLC nas corridas experimentais está de acordo com os 
resultados obtidos por simulação no item 4.2. 
Rmln = 1.5: Kc = 10'2 s'1; 't = 2000 s 
2 sensores (estágios: 1, 4) 
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20 
18 
16 
R 
14 
12 
10 
8 
6 
4 
2 
o,o+-~-,--~~~-.--~o 
2000 4000 6000 8000 
tempo (s) 
Figura 4.28. Controle por inferência com dois sensores posicionados nos estágios 1 e 4. 
(corrida C3). 
2 sensores (estágios: 9, 14) 
20 
1,0-p~----------==4 
SP 18 
0,8 
X, 
0,6 
0,4 
0,2 
1.000g--................ . 
..................... 
0,995 - ------------········ 
~::::: :: :: 
0,980 
o 4000 8000 
t (s) 
16 
14 
12 
10 
8 
R 6 
4 
2 
o.o+-~-,----.--~--,--......; o 
o 2000 4000 6000 8000 
tempo (s) 
R 
Figura 4.29. Controle por inferência com dois sensores posicionados nos estágios 9 e 14 
(corrida C4). 
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Rmin = 1.5; Kc= 10'2s1; ,, = 2000s 
2 sensores (estágios: 14, 19) 
1,0-\==----------4 SP 
0,6 
0,2 
1.000 h ....................  
.. ·················· 
0,995 .... ············---·· 
Xo 0,990 :::::. ··············:: 
0,985 .................... . 
0,980 +-~-.-~-1 
o 4000 aooo 
t {S) 
R 
20 
18 
16 
R 
14 
12 
10 
8 
6 
4 
2 
0,0 +-~-,..------,r----r---1 o 
o 2000 4000 6000 8000 
tempo (s) 
Figura 4.30. Controle por inferência com dois sensores posicionados nos estágios 14 e 19 
(corrida CS). 
R. =08·Kc=10'2 s·1·, =2000s 
mm · ' ' I 
2 sensores (estágios: 9, 14) 
1,0i----------1----l SP 
0,8 0,995 ·······--------······· 
xo 0,990 .-·--:::·::::::::::::: 
1,000··::::::::::::::::::::: 
xo ..................... . 
0,985 ·········-····-······· 
----·······----······-
0,980 
0,6 o 4000 aoo 
t (s) 
0,4 
0,2 R 
20 
18 
16 
R 
14 
12 
10 
8 
6 
4 
2 
o,o+-------~-~-~ o 
o 2000 4000 6000 8000 
tempo (s) 
Figura 4 .31. Controle por inferência com dois sensores posicionados nos estágios 9 e 14 
com um Rnún menor (corrida C6). 
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5- CONCLUSÕES 
Um controlador por inferência do tipo GLC para colunas de destilação em batelada 
de alta pureza foi desenvolvido e testado por simulação e experimentalmente, visando o 
controle da composição do destilado. 
O método de inferência direta de composições binárias, que consiste em estimar a 
composição num estágio da coluna através da temperatura desse estágio e da relação de 
equilíbrio líquido/vapor do sistema, pode fornecer bons resultados no controle por 
inferência de colunas de destilação de baixa pureza. Porém, o uso desse método de 
inferência em colunas de alta pureza pode resultar em oscilações na variável controlada que 
prejudicam o desempenho do controlador, mesmo quando o nível de ruído dos sensores é 
relativamente baixo ( ±0,1°C). Tal problema foi solucionado com o uso de um Filtro de 
Kalman Estendido (FKE), o qual é capaz de estimar as composições instantâneas 
necessárias para o cálculo da ação de controle (composições nos estágios do topo da 
coluna) a partir das medidas de sensores posicionados em estágios da coluna onde as 
variações de temperatura são maiores. 
Utilizando um simulador rigoroso para representar o comportamento da coluna de 
destilação em batelada, o filtro de Kalman estendido foi testado com sistemas binários e 
multicomponentes, e foi capaz de estimar com boa exatidão perfis instantâneos de 
composição ao longo da coluna . 
Os resultados mostraram que o filtro de Kalman converge para o perfil da coluna 
mesmo quando é inicializado com uma estimativa grosseira do perfil de composição inícial. 
De uma forma geral, o filtro de Kalman demora mais para convergir no caso de 
sistemas multicomponentes do que no caso de sistemas binários. Além disso, a dimensão 
do problema de estimativa dos perfis de composição de sistemas multicomponentes é 
relativamente maior, exigindo um grande esforço computacional, principalmente quando a 
coluna possui muitos estágios. 
O número de integrações por periodo de amostragem (nkal) é um parâmetro 
importante para um bom desempenho do filtro. Observou-se que o filtro de Kalman para 
colunas de destilação em batelada só converge para valores de nkal maiores do que um 
valor de nkal mínimo. Porém, valores de nkal muito maiores que o valor mínimo só devem 
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ser utilizados quando os ganhos em termos de exatidão e/ou convergência forem 
significativos. 
É desejável que o filtro de Kalman convirja antes que a composição do produto 
atinja o "set-point". Os fatores que mais influenciam no tempo de convergência são o 
número de sensores e a estimativa inicial do perfil de composição. Como normalmente não 
se tem informações exatas do perfil inicial de composição, o tempo de convergência pode 
ser reduzido aumentando-se o número de sensores. Porém, acima de um certo número de 
sensores, a redução no tempo de convergência pode ser desprezível ou inexistente. 
A técnica de decomposição em valores singulares foi utilizada para determinar em 
quais estágios os sensores devem ser posicionados a fim de detectar pequenas perturbações 
na composição do produto. Os resultados mostraram que os pontos da coluna mais 
sensíveis a perturbações na composição do destilado variam durante a batelada e que as 
melhores posições para os sensores se encontram afastadas dos estágios do topo da coluna. 
O controlador por inferência do tipo GLC foi testado experimentalmente numa 
coluna de destilação em batelada de alta pureza em escala piloto. Os resultados mostraram 
que o nível de ruído no perfil da composição do destilado aumenta à medida que os 
sensores são posicionados mais próximos do topo. 
Nas corridas em malha fechada visando o controle da composição do destilado, o 
perfil de composição ao longo de toda a coluna não é necessário no cálculo da estratégia de 
controle, já que o controlador por inferência do tipo GLC apenas necessita das composições 
instantâneas do destilado e dos dois pratos do topo (estágios 1 e 2). Nesse caso, o uso de 
dois sensores foi considerado o mais adequado em termos de exatidão, tempo de 
convergência e esforço computacional. 
Nas corridas em malha fechada, foram obtidos desvios inferiores a 0,2% entre a 
composição média do destilado estimada e a composição média do destilado medida. 
Porém, o comportamento das variáveis manipulada e controlada foram diferentes, a 
depender do posicionamento dos sensores utilizados no FKE. 
Posicionando-se os sensores nos estágios mais próximos do topo da coluna, o 
comportamento do controlador GLC tende a ser do tipo "on/off' e o objetivo de controle 
pode não ser atingido. 
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Posicionando-se os sensores cada vez mais afastados do topo da coluna, perfis 
mais suaves das variáveis controlada e manipulada são obtidos, porém o erro de inferência 
aumenta. Dessa forma, para o controle da composição do destilado, os sensores devem ficar 
afastados do topo, mas não tão distantes a ponto de diminuir a exatidão das estimativas de 
composição. Tais conclusões foram obtidas tanto nas corridas experimentais quanto nas 
simulações. 
Uma grande vantagem do controlador por inferência do tipo GLC é a sua 
flexibilidade. Com os mesmos parâmetros de controle, o controlador é capaz de atingir o 
objetivo de controle em diferentes condições operacionais (composição inicial, razão de 
refluxo mínimo, "set-point"). Tal característica é essencial em sistema de destilação em 
batelada. 
5.1- Sugestões para trabalhos futuros 
O controlador por inferência do tipo GLC pode ser diretamente estendido a 
sistemas multicomponentes (OISIOVICI e CRUZ, 2001). Um dos passos a seguir, seria a 
implementação prática do controlador GLC para a obtenção de produtos de alta pureza a 
partir da destilação em batelada de misturas muticomponentes. 
No Filtro de Kalman desenvolvido nesse trabalho, a matriz covariância dos ruídos 
do estado (Q) e a matriz covariância dos ruídos das medidas (R) foram mantidas constantes 
ao longo da batelada. Uma alternativa proposta por DIMITRATOS et al. (1991) seria o uso 
de um Filtro de Kalman Adaptativo, no qual as variáveis de estado bem como as matrizes 
Q e R são estimadas simultaneamente. Um trabalho interessante seria comparar o uso do 
Filtro de Kalman Estendido com o Filtro de Kalman Adaptativo, identificando quais as 
vantagens e desvantagens de cada um deles. 
O filtro de Kalman pode ser aplicado a outras operações unitárias em batelada, 
cujas variáveis de estado são dificeis de serem medidas diretamente, como no caso de 
reatores de polimerização e processos fermentativos. 
Novas configurações de colunas de destilação em batelada estão surgindo para 
aumentar a produtividade da destilação em batelada (por exemplo, colunas invertidas e 
colunas de destilação em batelada com um vaso intermediário entre duas seções de 
separação). Os trabalhos teóricos a respeito dessas colunas alternativas apontam algumas 
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vantagens desses tipos de configuração no que diz respeito ao consumo de energia e 
obtenção de produtos de alta pureza. Toma-se necessário, então, verificar se é viável a 
implementação prática das colunas alternativas, comprovar se há realmente vantagem em 
utilizá-las em substituição às colunas em batelada tradicionais e, finalmente, estudar e 
desenvolver controladores para essas novas configurações. 
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ANEXO 1: ELEMENTOS DAS MATRIZES E VETORES DO FILTRO 
DE KALMAN ESTENDIDO PARA COLUNAS DE DESTILAÇÃO EM 
BATELADA 
Hipóteses do modelo: 
Contradifusão equimolar (L1 =L, 05.j5.NP; Vj = V, J5.j5.NP+l); estágios 
ideais; acúmulo de vapor desprezível; acúmulo de líquido nos pratos constante (~, 
1 5.)5.NP); pressão constante; acúmulo de líquido no condensador desprezível e 
condensador total: X;, o = y;,J, 1:5. i 5.NC. 
O modelo da coluna de destilação em batelada considerando essas hipóteses foi 
apresentado na seção 3.3. 
Relações de equilíbrio para sistemas com comportamento próximo ao 
ideal: 
psat (T) 
a . . = 1'1 1 , NC = componente menos volátil 
1
.J psat . (T ) NC,; ; 
Equação de Antoine: P/'J' (Tj) = exj A; B; J ~ Tj +C; 
Sistemas Binários 
fu(X,u) 
xl.j =f(X,u)= IJ,j(X,u) 
II,NP+I(X,u) 
l5,}5,NP+l 
• Matriz F (n x n, n = NP+ 1) 
F= lj(X,u) 
é!X [F~J . . . F~.n 1 F 1 ••· F n, n,n 
F = à]1 = Llt[VKv11.2] 
1,2 êJx M 
1,2 I 
àf 
F - J j,j-1 - êJx 
1.)-1 LI{~J 
F . = o]1 =i+Lit[-(L+VKvnJJJ ;,; êJx . M. 
1,; J 
F 
- àfj 
. '+1-),) êJx 
l,j+1 
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fNP+l 
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i= NP+1: 
F _ o]NP+l 
NP+l,NP- Ox 
J,NP 
F BfNP+l 
NP+l,NP+l = fJx 
l,NP+l [
-L+V-VKv11 NP+l] ]+,1{ • 
MNP+l 
Os demais elementos da matriz F são nulos. 
• Vetor li (p x 1, p = número de sensores) 
li= li m 
1'5m'5p 
onde ps _ m é o estágio da coluna onde o sensor m está posicionado. 
• Matriz H (matriz p x n) 
- [Hu 
- i1t ,' H=-= : 
âX 
Hp,i 
H = olim -Bj(al,ps m -1) 
m.ps_m OxJ,ps_m = _xr_p_s __ -m'{A_l ___ ln-i[r(-a.:.I"'.p"'"s_"'m"-P-)-/ xr--P-,_-m.....,]'}-:;-2 , 1 '5 m s P 
Os demais elementos de H são nulos. 
Sistemas Ternários 
xl . 
. ; 
= f(X,u) = 
lu (X,u) 
fJ.NP+l(X,u) 
fv(X,u) 
fNP+l 
fJ+NP+l 
fJ+NP+l 
fNP+l+NP+l 
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- ai,Jxi,J Y· ·- 1 si s NC; ls j sNP+l 
'·
1 i+(a2,j -J)x2,j +(al,j -J)xl,j 
ô.Y1 · a1 ·lx2 (a2 ·-l)+Ij Kv - .; - '1 '1 '1 
ll,j - ~- (.XX)2 
1,; } 
ôy2 · a2 ·lx1 (ai ·-l)+Ij K - .; - ,; .; .; 
v22J -a;-:- (.XX)2 
2.; } 
ôyl · -ai ·x1 .(a2 · -1) Kv · = --·1 = '1 '1 ,J 
12,; àx . (.XX )2 
2J } 
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onde: }(){j = f+X2 1·(a2 1· -J)+XI ·(ai -f) ' ' ,j ,j 
• Matriz F (n x n, n = 2(NP+ I)) 
- [FI,I F= éf(X,u) = : .. 
<:X . . 
F I ... n, 
F = lfi =.dt[VKvll.l] 
I,2 àx M 
1,2 I 
F à]1 [(L-V)Kv121 ] l,J+NP+l = --= Llt ' 
àx2 .1 M 1 
F _ à]I+NP+I _ •t[( L- V )Kv2u J l+NP+l,l - - "-' 
àxu MI 
F _ é!fJ+NP+l I+NP+I2-
' ôxu 
FI+NP+l,l+NP+I 
Fl+NP+1,2+NP+l 
2:5oj:5oNP: 
F a]J [ [L+VKv JJ J.J = ~ = I+ !Jt - ll,J 
1.1 M1 
F 8fi [ VKv12 ·J j,J+NP+1 = --= !Jt ,J & 2 . M. ,] J 
FJ,J+1+NP+1 axEjfJ = Llt[VKvl2,J+1 J 
2,J+1 M 1 
F. Eif;+NP+1 [ L J J+NP+1,J-1+NP+1 = = !Jt --
(}x2,j-l M1 
FJ+NP+1,J+NP+1 = aj :P+1 = I+ LI![- [L+ VKv 22,J JJ 
2.1 M 1 
F Eii;,__+NP. +1 = "t[VKv22,1.+1 J j+NP+1,J+1+NP+1 U.< LI 
2,1+1 M 1 
F E!fj+NP+1 [ j+NP+1,J = = Llt 
ax1 . 
,] 
F E!fJ+NP+1 [VKv21 . J J+NP+1,J+1 = 8x = Llt ,J+1 
1,J+1 M 1 
i= NP+l: 
FNP+1.NP+1+NP+1 
l+Lit[-L+V -VKvll.NP+1] 
MNP+1 
VKvl2,NP+1 J 
MNP+1 
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F - ôfNP+l+NP+l 
NP+l+NP+l,NP+l - ÔX 
l,NP+l 
F - ôfNP+l+NP+l 
NP+l+NP+l,NP+NP+l - ÔX 
2,NP 
Llt(- VKv2l,NP+l J 
MNP+l 
Llt( L ) 
MNP+l 
F 0FNP+l+NP+l 
NP+l+NP+l,NP+l+NP+l = ÔX I+ Llt[- L+ V- VKv22,NP+l] 
MNP+I 2,NP+l 
Os demais elementos da matriz F são nulos. 
• Vetor h (p x I, p = número de sensores) 
Ismsp 
onde ps _ m é o estágio da coluna onde o sensor m está posicionado. 
• Matriz H(matrizpxn) 
- ãi [H!.l H--- . 
- éK- . 
Hp.l 
H = ôhm -B3(al.ps m -I) 
m.ps_m ôx = ---....,{~--"-~----}..-::-2 ' I$ m s p 
l.ps_m XXps_m A3 -ln(PjXXps_m) 
ôhm 
Hm,ps_m+NP+l = -,-ÔX-=--
2.ps_m 
-B;(a2.ps m -I) 
---,{_:....--=""'-""'-----,};-:;-2 , I s m s p 
XXps_m A 3 -ln(PjXXps_m) 
Os demais elementos de H são nulos. 
Anexo li 135 
ANEXO 11: FLUXOGRAMA DO PROGRAMA DE 
AQUISIÇÃO DE DADOS E CONTROLE 
136Anexo!I 
ANEXO ll: FLUXOGRAMA DO PROGRAMA DE AQUISIÇÃO DE DADOS E 
CONTROLE 
Declaração de variáveis e subrotinas 
Definir: p, NP, M8 ., M.J, Pot, To, Rm~m xDli?, Ko '!i, posições sensores, propriedades físicas, R, Q, X 0 , Po 
Imprimir perfil de 
temperatura no 
modo texto 
SIM 
"Set-up" da placa ADIDA 
Inicializar filtro exponencial duplo 
Menu do monitoramento do aquecimento 
Leitura dos p sensores 
Malha aberta 
ou fechada? 
Iniciar coleta destilado 
com R =Rmin 
SIM 
Perfis de temperatura e 
composição no modo 
texto 
Válvula posição refluxo 
Leitura dos p sensores 
Subrotina do Filtro de Kalman 
SIM Subrotina de controle 
NÃO 
xn versus tempo 
R versus tempo 
estágio versus 
temperatura 
para atualizar R 
estágio versus 
composição 
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Ler valor de j. 
composição 
estágio j versus 
tempo 
