Abstract. We define and study the cohomology theories associated to A ∞ -algebras and cyclic A ∞ -algebras equipped with an involution, generalising dihedral cohomology to the A ∞ context. Such algebras arise, for example, as unoriented versions of topological conformal field theories. It is well known that Hochschild cohomology and cyclic cohomology govern, in a precise sense, the deformation theory of A ∞ -algebras and cyclic A ∞ -algebras and we give analogous results for the deformation theory in the presence of an involution. We also briefly discuss generalisations of these constructions and results to homotopy algebras over Koszul operads, such as L ∞ -algebras or C ∞ -algebras equipped with an involution.
A ∞ -algebras and cyclic involutive A ∞ -algebras respectively. Examples of involutive A ∞ -algebras can often be found alongside standard examples of A ∞ -algebras arising in geometric contexts, when the underlying geometric object has an involution. For example, the de Rham cohomology of a closed oriented manifold carries the structure of a cyclic A ∞ -algebra. If the manifold is equipped with an involution then the de Rham cohomology is an involutive A ∞ -algebra and if the involution is orientation preserving then it is a cyclic involutive A ∞ -algebra. Since the identity is an example of such an involution, the de Rham cohomology of a closed oriented manifold could always be considered as a cyclic involutive A ∞ -algebra.
Costello [Cos07a, Cos07b] showed that cyclic A ∞ -algebras are equivalent to open topological conformal field theories, in other words algebras over the modular operad of chains on certain moduli spaces of Riemann surfaces. Furthermore, given a cyclic A ∞ -algebra A he constructs an open-closed topological conformal field theory whose open sector is A and whose closed sector has underlying space CH • (A, A), the Hochschild homology complex of A. It was shown in [Bra12] that cyclic involutive A ∞ -algebras are equivalent to open Klein topological conformal field theories, in other words algebras over the modular operad of chains on certain moduli spaces of Klein surfaces. Therefore, following Costello, it is of interest to study the corresponding (co)homology theories associated to involutive A ∞ -algebras.
Hochschild cohomology is the natural cohomology theory associated to A ∞ -algebras and cyclic cohomology is the natural theory associated to cyclic A ∞ -algebras. We will recall this setup and compare it to the analogous theory for involutive A ∞ -algebras. In particular we will relate this to Loday's dihedral cohomology theory [Lod87, Lod92] for involutive associative algebras, obtaining along the way a generalisation of dihedral cohomology to involutive A ∞ -algebras. This generalisation of the well-known construction of dihedral cohomology for involutive associative algebras to involutive A ∞ -algebras is so natural that it is no more complicated than the original theory. From the perspective of open Klein topological conformal field theories this also adds to the relevance of dihedral cohomology itself, exposing it as the 'unoriented' version of cyclic cohomology.
It is well known that Hochschild cohomology and cyclic cohomology govern deformations of A ∞ -algebras and cyclic A ∞ -algebras respectively. This holds true for the corresponding involutive cohomology theories and in Section 3 we shall explain more precisely what this means.
More generally, associated to any operad is a corresponding cohomology theory for algebras over (a cofibrant replacement for) that operad. The construction of attaching an involution to an operad outlined in [Bra12] can be used to define and study involutive homotopy P-algebras. In Section 5 we consider this more general setup for P a Koszul operad. In particular we will show that our notion of an involutive P-algebra is a 'correct' notion in the sense that it is equivalent to an algebra over a cofibrant replacement for the operad governing involutive Palgebras. We should note however that our notion only weakens the multiplication up to homotopy but not the involution or bilinear form.
Many of the results here could be seen as an application of the general theory of algebraic operads and a detailed exposition of the general approach is contained in the book by Loday and Vallette [LV12] . However, with the exception of the final section, we neither require nor desire heavy use of operad machinery since our aim is to understand in more detail the case for the specific operad Ass.
1.1. Notation and conventions. Throughout the paper k will denote a field of characteristic zero.
Denote by dgVect k the symmetric monoidal category of differential cohomologically Z-graded k-linear vector spaces with symmetry isomorphism s : V⊗W → W⊗V given by s(v⊗w) = (−1) |v||w| w⊗v. Here |v| and |w| are the degrees of the homogeneous elements v and w. We denote the set of morphisms from V to W, which are linear maps preserving the grading and the differentials, by Hom(V, W). This has the structure of a vector space. The category of graded vector spaces is a subcategory of dgVect k by equipping graded vector spaces with the zero differential. Let Σk be the one dimensional vector space concentrated in degree −1 with zero differential and let Σ −1 k be the one dimensional vector space concentrated in degree 1 with zero differential. We define the suspension functor by V → ΣV = Σk ⊗ V and the desuspension functor by Observe that m is a chain map if both |m| = 0 and dm = 0. In fact dgVect k is then a symmetric monoidal closed category with internal Hom given by Hom. If one wishes to work with homologically graded objects then set Σk to be concentrated in degree 1 and Σ −1 k concentrated in degree −1. Then the definitions of the suspension and desuspension are the same as above. Similarly we can also work with supergraded objects, in which case Σ = Σ −1 . Everything presented will work in any of these gradings. We will also need to consider formal vector spaces. Precisely, a differential formal Z-graded k-linear vector space V is an inverse limit of finite dimensional Z-graded k-linear vector spaces V i , so that V = lim ← V i , equipped with the inverse limit topology and a continuous differential. Morphisms between such spaces are required to be continuous linear maps preserving the grading and the differentials.
The completed tensor product of two formal spaces V = lim ← V i and W = lim ← W j is the formal space V ⊗ W = lim ← V i ⊗ W j . Denote by F dgVect k the symmetric monoidal category of differential formal Z-graded k-linear vector spaces with symmetry isomorphism s :
We have suspension and desuspension functors defined in the same way as before.
In particular given V ∈ dgVect k then V is the direct limit of its finite dimensional subspaces so V = lim → V i . We write V * ∈ F dgVect k for the space
With this convention we have V * * V and (V ⊗ W) * V * ⊗ W * for any pair V and W both in either dgVect k or F dgVect k . In fact the functor V → V * is an anti-equivalence of symmetric monoidal categories. In particular an algebra in the category F dgVect k is the same as a coalgebra in dgVect k . Given V = lim ← V i ∈ F dgVect k and W ∈ dgVect k define V ⊗ W to be the space lim ← V i ⊗ W, which in general is neither formal nor discrete. However, note that in this case (V ⊗ W) 0 is the space of linear maps from V * to W preserving the grading.
For clarity we will write ΣV * to mean Σ(V * ). There is a natural isomorphism
Note that in general we will not require algebras to be unital unless stated. By an augmented associative or commutative algebra it is meant a unital algebra A equipped with an algebra map A → k. The augmentation ideal A + is the kernel of this map. By a formal associative/commutative algebra we mean a commutative algebra which is an inverse limit of finite dimensional nilpotent associative/commutative algebras. Given an augmented formal associative/commutative algebra R then the maximal ideal is R + .
Given W ∈ F dgVect k we write TW for the free formal augmented differential graded associative algebra generated by W given explicitly by the completed tensor algebra
We write T ≥i W for the subalgebra of elements of order i and above. This gives a decreasing filtration of this algebra.
Involutive Hochschild cohomology of involutive A ∞ -algebras
We begin by briefly recalling the basic definitions concerning A ∞ -algebras. For a gentler introduction see [Kel01, Kel06] . Definition 2.1. Let A be an graded associative algebra. A graded derivation of A is a graded map f : A → A such that for any x, y ∈ A
The space spanned by all graded derivations forms a Lie subalgebra of the space Hom(A, A) of graded linear maps with the commutator bracket and is denoted by Der(A).
Definition 2.2. Let V be a graded vector space. An A ∞ -algebra structure on V is a derivation m :
Remark 2.3. Since we are considering the completed tensor algebra, which is a formal vector space, maps and derivations are of course required to be continuous.
Recall that such a derivation m is determined completely by its restriction to
⊗n the order n part of this restriction so that
Such a collection of m n is equivalent to a collection of mapsm n : V ⊗n → V of degrees 2 − n satisfying the usual A ∞ -conditions.
Note that m 2 1 = 0 so (V,m 1 ) is a differential graded vector space. If m n = 0 for n > 2 thenm 2 is an associative product on V respecting the differential and so a differential graded associative algebra is a special case of an A ∞ -algebra.
Definition 2.4. Let (V, m) and (W, m ) be A ∞ -algebras. Then an A ∞ -morphism of A ∞ -algebras is a map φ of associative algebras φ : In the case that V is an associative algebra then note that this coincides with the classical definition of the Hochschild cohomology. This is also the reason for the desuspension in this definition.
There is a natural decreasing filtration of Lie algebras (so that filtration degree is preserved by the bracket)
concentrated in degree 0 then this coincides with the filtration by degree. We set CH
Definition 2.6. Let V be a graded vector space. An involution on V is a map v → v * with (v * ) * = v. An involutive differential graded associative algebra is a differential graded associative algebra A with an involution satisfying (xy)
If V has an involution then ΣV and Σ −1 V do in the obvious way. V * also has an involution defined by φ * (v) = −φ(v * ) for φ ∈ V * (note the appearance of the minus sign here).
Let W be an graded vector space with an involution. Then W ⊗n admits an involution defined by
|w j | arises from permuting the w i with degrees |w i |. It follows that TΣ −1 V * has an involution induced by that on V making it into an involutive graded associative algebra.
Definition 2.7. Let V be a graded vector space with an involution. An involutive A ∞ -algebra structure on V is a derivation m :
such that m 2 = 0 and m preserves the involution:
The requirement m(x * ) = m(x) * can be unwrapped in terms of them n : V ⊗n → V and the involution on V to obtain
|x j | arises from permuting the x i ∈ V with degrees |x i |. In particular if m n = 0 for n > 2 then this corresponds to the structure of an involutive differential graded associative algebra, which is thus a special case of an involutive A ∞ -algebra.
Definition 2.8. Let (V, m) and (W, m ) be involutive A ∞ -algebras. Then an involutive A ∞ -morphism of involutive A ∞ -algebras is a map φ of associative algebras φ :
The requirement that φ preserves the involution is, of course, the same as requiring it to be a map of involutive associative algebras. Definition 2.9. Let (V, m) be an involutive A ∞ -algebra. Then the subspace of derivations Der
preserving the involution is naturally a differential graded Lie subalgebra with bracket the commutator bracket and differential given by
The involutive Hochschild cohomology complex of V with coefficients in itself is the differential graded vector space CH
. The cohomology of this will be denoted by HH
Decomposition of Hochschild cohomology.
Let V be a graded vector space with an involution.
Definition 2.10. A skew-involutive differential graded Lie algebra is a differential graded Lie algebra g with an involution satisfying [x, y]
Der( TΣ −1 V * ) and furthermore this makes the Lie algebra Der(
Proof. Straightforward calculation shows that ξ * is indeed a derivation. The result now follows from the observation that ξ(η(x * ))
Remark 2.12. If one instead preferred to define the involutive Hochschild cohomology complex as the quotient of the usual Hochschild cohomology complex by the action of Z 2 given by ξ → ξ * this is of course equivalent to the definition used above by the isomorphism of invariants and coinvariants.
Note that Der + ( TΣ −1 V * ) is the eigenspace of the eigenvalue +1 of this involution. So denote by Der − ( TΣ −1 V * ) the eigenspace of the eigenvalue −1. For ξ ∈ Der( TΣ −1 V * ) denote by ξ → ξ + and ξ → ξ − the projections onto these eigen-
is not a decomposition of Lie algebras, however
that this decomposition is in fact a decomposition of differential graded vector spaces.
Definition 2.13. The skew-involutive Hochschild cohomology complex of an involutive A ∞ -algebra (V, m) with coefficients in itself is the differential graded vector space CH
The cohomology of this will be denoted by
Theorem 2.14. For an involutive A ∞ -algebra (V, m) the Hochschild cohomology of V decomposes as HH
Remark 2.15. From the perspective of deformation theory, which we will elaborate upon later, for an involutive A ∞ -algebra (V, m) general theory tells us that HH
of m. Therefore in a certain sense HH
• − (V, V) should measure the difference between the involutive and usual deformation theory.
Dihedral cohomology of cyclic involutive A ∞ -algebras
We begin by recalling the cyclic cohomology of A ∞ -algebras and how it relates to cyclic A ∞ -algebras.
3.1. Cyclic A ∞ -algebras. Proposition 3.1. Let (V, m) be an A ∞ -algebra. Denote by CC
• (V) the graded vector space
where Z i is the cyclic group of order i acting in the obvious way. Then the derivation m on TΣ −1 V * induces a well defined derivation on the quotient CC • (V). Let V be a graded vector space with a symmetric bilinear form −, − :
The subspace of cyclic derivations will be denoted by Der cycl ( TΣ −1 V * ). It is a Lie subalgebra.
The bilinear form on V is non-degenerate if the map
Definition 3.3. Let V be a graded vector space with a symmetric bilinear form. A cyclic A ∞ -algebra structure on V is a cyclic derivation m ∈ Der cycl ( TΣ −1 V * ) of degree one such that m 2 = 0.
Remark 3.4.
A differential graded associative algebra with a symmetric bilinear form satisfying ab, c = a, bc is a special case of a cyclic A ∞ -algebra.
Note that a symmetric bilinear form on V of degree d is represented by a degree
Definition 3.5. Let (V, m) and (W, m ) be cyclic A ∞ -algebras with degree d symmetric bilinear forms. Then a cyclic A ∞ -morphism is a map φ of A ∞ -algebras such that
elements representing the bilinear forms.
Remark 3.6. An A ∞ -morphism φ from V to W is determined by a collection of mapsφ n : V ⊗n → W of degrees 1 − n satisfying certain compatibility conditions with the A ∞ -structures. The condition φ(ω ) = ω for a cyclic A ∞ -morphism can then be restated explicitly as Proof.
⊗n then composing with the isomorphism V → Σ d V * on the first tensor factor gives an isomorphism 
, which is a straightforward check left to the reader.
Remark 3.8. Kontsevich's formal noncommutative symplectic geometry [Kon93] says that by regarding the bilinear form on V as a symplectic structure then the underlying space of CC • (V) can be understood as the space of noncommutative Hamiltonians, and Der cycl ( TΣ −1 V * ) can be understood as the space of symplectic vector fields. This gives a rather enlightening view of Theorem 3.7. For a detailed account of this point of view see [HL] .
Remark 3.9. It follows that Σ d+1 CC • (V) has the structure of a differential graded Lie algebra. The Lie bracket can be described explicitly on the summands by the formula
where arises from permuting the a i ∈ Σ −1 V * and
We set CC Then there are the following two actions of D n on W ⊗n .
Cyclic involutive
(1) The dihedral action is defined by
(2) The skew-dihedral action is defined by
i=1 |w i | arises, as usual, from permuting the w i ∈ W.
Proposition 3.11. Let (V, m) be an involutive A ∞ -algebra.
• Denote by CD
• + (V) the graded vector space
where D i is the dihedral group of order 2i acting by the dihedral action 
where D i is the dihedral group of order 2i acting by the skew-dihedral action Definition 3.12. Let (V, m) be an involutive A ∞ -algebra.
• The dihedral cohomology complex of V is the differential graded vector space CD
• + (V) with differential induced by m as in Proposition 3.11. The cohomology of this complex will be denoted by HD
• The skew-dihedral cohomology complex of V is the differential graded vector space CD
• − (V) with differential induced by m as in Proposition 3.11. The cohomology of this complex will be denoted by HD
Theorem 3.13. For an involutive A ∞ -algebra (V, m) the cyclic cohomology of V decomposes as HC
• (V) HD
Proof. Since D n = Z 2 Z n , the complexes CD Proposition 3.14. Let V be a graded vector space with an involution and a symmetric bilinear form such that x * , y * = x, y . Then
. . , x n−1 ), x n where , and arise from the Koszul sign rule permuting the x i , remembering that |x * i | = |x i |. Therefore m * is also a cyclic derivation as required.
Corollary 3.15. The space Der cycl
cyclic derivations preserving the involution is a Lie subalgebra and as graded vector spaces
Definition 3.16. Let V be a graded vector space with an involution and a symmetric bilinear form such that x * , y * = x, y . A cyclic involutive A ∞ -algebra structure on V is a cyclic involutive derivation m ∈ Der cycl
Remark 3.17. An involutive differential graded associative algebra with a symmetric bilinear form satisfying a * , b * = a, b and ab, c = a, bc is a special case of a cyclic involutive A ∞ -algebra.
Definition 3.18. Let (V, m) and (W, m ) be cyclic involutive A ∞ -algebras with degree d symmetric bilinear forms. Then a cyclic involutive A ∞ -morphism is a map φ of involutive A ∞ -algebras which is also a map of cyclic A ∞ -algebras.
Theorem 3.19. Let (V, m) be a cyclic involutive A ∞ -algebra with a non-degenerate symmetric bilinear form. Then as complexes
where Der 
Deformation theory of involutive A ∞ -algebras
Just as the Hochschild cohomology and cyclic cohomology in a certain sense govern deformations of A ∞ -algebras and cyclic A ∞ -algebras, so we will see that the involutive Hochschild cohomology and dihedral cohomology govern deformations of involutive A ∞ -algebras and cyclic involutive A ∞ -algebras.
There is much well established general theory concerning deformation functors and their representability by differential graded Lie algebras so this section will be succinct and not at all comprehensive, particularly since this section will likely be self-evident to experts. If the reader is interested in a more general approach for homotopy algebras over arbitrary operads see [Hin04, Hin97] .
4.1. The Maurer-Cartan moduli set. We first recall the basic definition of a MaurerCartan element in a Lie algebra.
Definition 4.1. Let g be a differential graded Lie algebra. A Maurer-Cartan element in g is a degree one element ξ ∈ g satisfying the Maurer-Cartan equation
We denote the set of Maurer-Cartan elements in g by MC(g).
Since a map of g → h takes Maurer-Cartan elements to Maurer-Cartan elements we see that MC defines a functor on differential graded Lie algebras. 
Given a Lie algebra g define the ideals [g]
stabilises at 0. Note that in the case g is finite dimensional this is equivalent to the definition that for every ξ ∈ g, ad ξ is nilpotent. Now assume g is pronilpotent, by which it is meant that it is an inverse limit of nilpotent algebras. Recall that for every such Lie algebra there is an associative product • : g × g → g given by the Baker-Campbell-Hausdorff formula which is functorial (given f : g → h then f (x • y) = f (x) • f (y)) and for any unital associative algebra A with pronilpotent ideal I it holds for any a, b ∈ I that e a e b = e a•b where e a = n≥0 a n n! ∈ A and • is taken with respect to the commutator Lie bracket on A. A property of • is that for any x, y ∈ g if [x, y] = 0 then x • y = x + y.
Define the group exp(g) = {e x : x ∈ g} with product defined as e x · e y = e x•y . The identity is 1 = e 0 and e x · e −x = e −x · e x = 1. It follows from the pronilpotency of g and the above properties of • that the adjoint representation y → ad y exponentiates to an action of exp(g) on g given by e y → e ad y . Now given g a differential graded Lie algebra, let ξ ∈ MC(g) and y ∈ g 0 . Define the gauge action by
Then this indeed gives an action of exp(g 0 ) on MC(g). Again it is clear that M C defines a functor on pronilpotent differential graded Lie algebras.
Given a (not necessarily pronilpotent) differential graded Lie algebra g and an augmented formal commutative algebra R with maximal ideal R + , then the differential graded Lie algebra g ⊗ R + is pronilpotent. We define the deformation functor Def g associated to g by R → M C (g ⊗ R + ).
Deformations of algebras.
We will now recall how the classical deformation functor associated to an A ∞ -algebra is equivalent to the deformation functor associated to a certain Lie algebra. We will also consider the analogous result for involutive A ∞ -algebras.
From now on, let R be an augmented formal commutative algebra. We will need the notion of an R-linear A ∞ -algebra structure on a graded R-module. We shall assume all R-modules are free, so that they are of the form R ⊗ V for V a graded vector space. 
As before, for an R-linear A ∞ -algebra (V, m) the derivation m can be seen to be determined completely by a collection of R-linear mapsm n : (R⊗V)⊗ R · · ·⊗ R (R⊗V) → R ⊗ V of degrees 2 − n satisfying the usual A ∞ -conditions. In particular ifm n = 0 for all n > 2 then this is just a differential graded associative R-algebra on R ⊗ V. 
Let (R ⊗ V, m) be an R-linear A ∞ -algebra. Since m is R-linear it preserves the associative algebra ideal R + ⊗ T ≥1 Σ −1 V * so any such R-linear A ∞ -structure on R ⊗ V determines an underlying A ∞ -structure on V by taking the quotient with respect to this ideal. We denote this structure by m :
and call it the reduction of m. Similarly any R-linear associative algebra map
If V is a graded vector space with an involution then the R-algebra R ⊗ TΣ −1 V * is an involutive R-algebra in the obvious way by extending R-linearly.
Definition 4.6. Let V be a graded vector space with an involution. An R-linear involutive A ∞ -structure on R ⊗ V is an R-linear derivation m :
* of degree one such that m 2 = 0 and m preserves the involution:
The additional requirement that m preserves the involution translates to the same condition as before on each of the mapsm n with respect to the obvious involution on R ⊗ V obtained by extending R-linearly the involution on V.
Remark 4.7. Note that in our definition of an R-linear involutive A ∞ -structure we only consider R-linear involutions on R ⊗ V which are free in the sense that they arise as the natural extension of an involution on V. In terms of deformations this should be understood as deforming just the involutive A ∞ -structure, but not the involution itself. 
Clearly if (R ⊗ V, m) in an R-linear involutive A ∞ -algebra then the reduction (V, m) is an involutive A ∞ -algebra. Similarly Let φ be an R-linear associative algebra map φ : R ⊗ T ≥1 Σ −1 W * → R ⊗ T ≥1 Σ −1 V * which preserves the involution. Then clearly the reduction φ is an associative algebra map φ :
preserves the involution.
Definition 4.9.
• If (V, m) is an A ∞ -algebra then an R-deformation of (V, m) is an R-linear A ∞ -structure m on R ⊗ V such that m = m. Two deformations are equivalent if they are A ∞ -isomorphic as R-linear A ∞ -structures such that the reduction of this isomorphism is the identity. Given an A ∞ -algebra (V, m) then we define the classical deformation functor Def (V,m) associated to (V, m) which assigns to R the set of equivalence classes of R-deformations of (V, m).
• If (V, m) is an involutive A ∞ -algebra then an involutive R-deformation of (V, m)
is an R-linear involutive A ∞ -structure m on R ⊗ V such that m = m. Two deformations are equivalent if they are A ∞ -isomorphic as R-linear involutive A ∞ -structures such that the reduction of this isomorphism is the identity.
Given an involutive A ∞ -algebra (V, m) then we define the classical deformation functor Def (V,m) associated to (V, m) which assigns to R the set of equivalence classes of R-deformations of (V, m).
Remark 4.10. There are of course other less strict ways, perhaps more natural and familiar to the reader, of defining deformations and equivalence of deformations. For example one could define an R-deformation to be an R-linear A ∞ -algebra (R⊗W, m ) equipped with an isomorphism between (W, m ) and (V, m) and two deformations are then equivalent if there is an R-linear A ∞ -isomorphism commuting with the isomorphisms of reductions in the obvious manner. However, it is easy to see that a deformation in this less strict sense is always equivalent to a deformation in our sense.
The following well known theorem now makes precise the sense in which the Hochschild cohomology of an A ∞ -algebra 'governs the deformation theory'. This point of view is well known, so a detailed proof will not be repeated here. The notes [DMZ07] give a good introduction to this approach to deformations of algebras.
is in bijection with the set of R-deformations of (V, m).
There is a group homomorphism exp(g
given by e y → id + n≥1 y n n! for y ∈ g 0 ⊗ R + . The image of this map consists of those R-linear automorphisms whose reduction is the identity automorphism. Furthermore given φ in this image then log φ = n≥1
n is a well-defined element of g 0 ⊗ R + and φ → e log φ is an inverse on this image. It follows that there is an isomorphism of the gauge group exp(g) of g with the group of automorphisms whose reduction is the identity automorphism. A straightforward check shows that the two groups act on MC(g ⊗ R + ) in the same way and the result then follows.
It is completely clear from the proof of this theorem that an analogous result holds for involutive A ∞ -algebras.
Theorem 4.12. Let (V, m) be an involutive A ∞ -algebra. Setting g = ΣCH
Proof. The proof is the same as above, together with the observation that degree 0 derivations preserving the involution are precisely the derivations which exponentiate to an automorphism preserving the involution.
Deformations of cyclic algebras.
If V is a graded vector space with a symmetric bilinear form of degree d then R ⊗ V has a symmetric R-bilinear form
3.1) with respect to this R-bilinear form.
Definition 4.13. Let V be a graded vector space with a symmetric bilinear form of
Remark 4.14. Note that our definition of a R-linear cyclic A ∞ -structure only considers R-bilinear forms on R ⊗ V which are free in the sense that they arise in the natural way from a bilinear form
In terms of deformations this should be understood as deforming just the cyclic A ∞ -structure, but not the bilinear form itself. 
representing the bilinear forms.
The condition that φ(ω ) = ω can, of course, be restated explicitly as the same condition given in Remark 3.6, but understood with respect to the R-bilinear forms.
Clearly the reduction of an R-linear cyclic A ∞ -algebra or R-linear cyclic A ∞ -morphism is a cyclic A ∞ -algebra or cyclic A ∞ -morphism. • If (V, m) is a cyclic A ∞ -algebra then a cyclic R-deformation of (V, m) is a cyclic R-linear A ∞ -structure m on R ⊗ V such that m = m. Two deformations are equivalent if they are A ∞ -isomorphic as R-linear cyclic A ∞ -structures such that the reduction of this isomorphism is the identity. Given a cyclic A ∞ -algebra (V, m) then we define the classical deformation functor Def (V,m) associated to (V, m) which assigns to R the set of equivalence classes of cyclic R-deformations of (V, m).
• If (V, m) is a cyclic involutive A ∞ -algebra then a cyclic involutive R-deformation of (V, m) is a cyclic involutive R-linear A ∞ -structure m on R ⊗ V such that m = m. Two deformations are equivalent if they are A ∞ -isomorphic as R-linear cyclic involutive A ∞ -structures such that the reduction of this isomorphism is the identity.
Given a cyclic involutive A ∞ -algebra (V, m) then we define the classical deformation functor Def (V,m) associated to (V, m) which assigns to R the set of equivalence classes of cyclic involutive R-deformations of (V, m).
The following well known theorem (see, for example, [PS95] ) makes precise the sense in which cyclic cohomology governs the deformation theory of cyclic A ∞ -algebras.
then Def g Def (V,m) . If the bilinear form on V is non-degenerate with degree d then
Proof. The proof is the same as before, together with the observation that degree 0 cyclic derivations are precisely the derivations which exponentiate to an automorphism preserving
We can now obtain the analogous result for cyclic involutive A ∞ -algebras immediately. 
Proof. The proof is an obvious combination of the previous proofs. 
Generalisations to other operads
The purpose of this section is twofold. Firstly we will briefly outline how the ideas above can be generalised to other Koszul operads. Secondly we show how the above definition of an involutive A ∞ -algebra (or more generally an involutive homotopy P-algebra) is a 'correct' notion in the sense that it is equivalent to an algebra over a cofibrant replacement for the operad governing involutive associative algebras (or more generally for the operad governing involutive P-algebras).
Remark 5.1. We will only deal with involutive homotopy P-algebras parallel to Section 2. When P is cyclic results parallel to Section 3 concerning cyclic involutive homotopy P-algebras and cyclic/dihedral cohomology should also generalise easily, for example by combining with the work in [GK95] . However the cyclic case is a little more complex and it's felt that such a generalisation here would take us too far afield.
Operad basics.
It is assumed that the reader is familiar with the theory of operads. However, for convenience we will briefly outline our notation and recall a couple of pertinent facts here, mainly from Ginzburg-Kapranov [GK94] .
Let K be a semisimple associative algebra and denote by dgOp(K) the category of differential graded operads P such that all the spaces P(n) are finite dimensional differential graded vector spaces and as algebras P(1) = K. Given P ∈ dgOp(K) denote the cobar construction/dual operad by DP ∈ dgOp(K op ) so that there is a natural quasi-isomorphism DDP → P, see [GK94] . If P ∈ dgOp(K) is a quadratic operad denote by P ! ∈ dgOp(K op ) its quadratic dual and call P Koszul if the natural map DP ! → P is a quasi-isomorphism.
In the case that P is Koszul, we take the following to be the definition of a homotopy P-algebra.
Definition 5.2. Let P be a Koszul operad with Koszul dual P ! . Then a homotopy P-algebra is an algebra over the operad DP ! .
Given P ∈ dgOp(K) then P(n) is naturally a (K, K ⊗n )-bimodule. Let V be a formal left K-module, that is a left K-module which is an inverse limit of free graded left K-modules of finite rank. Then V ⊗n is a formal left K ⊗n -module, where the tensor product is taken to be the completed tensor product. Denote by F P [V] the free formal P-algebra generated by V, whose underlying space is given by
Definition 5.3. Let A be a P-algebra. A graded derivation of A is a graded map f : A → A such that for any m ∈ P(n)
The space spanned by all graded derivations forms a Lie subalgebra of the space Hom(A, A) of linear maps with the commutator bracket and is denoted by Der P (A).
Remark 5.4. To avoid cluttered expressions, we will suppress the repetition of notation where possible and write Der(
If V is a discrete graded left K-module, then V * is a formal graded left K op -module.
Proposition 5.5. If P ∈ dgOp(K) is a Koszul operad with Koszul dual P ! then a homotopy P-algebra structure on a (discrete) graded left K-module V is equivalent to a Maurer-Cartan element in Der(
Proof. This is entirely standard. See, for example, [GK94, Proposition 4.2.14].
5.2. Involutive P-algebras. In [Bra12] the functor M taking P ∈ dgOp(k) to MP ∈ dgOp(k[Z 2 ]) was introduced.
The operad MP is obtained by freely adjoining an element a to P(1) in degree 0 and imposing the relations da = 0, a 2 = 1 and the reflection relation am = τ n (m)a ⊗n for all m ∈ P(n). Here τ n = (1 n)(2 n − 1)(3 n − 2) . . . ∈ S n is the permutation reversing n labels.
Definition 5.6. Let P ∈ dgOp(k). Then an involutive P-algebra is an algebra over Proof. This follows from the observation that as k-linear vector spaces
Remark 5.9. Of course it follows that F P [W] has a natural involution making it into an MP-algebra. Explicitly, the involution on F P [W] is defined in the entirely obvious way by (m ⊗ x 1 ⊗ · · · ⊗ x n ) * = (−1) m ⊗ x * n ⊗ · · · ⊗ x * 1 .
Let g be a skew-involutive graded Lie algebra, so that [ξ, η] * = [ξ * , η * ]. Write g + for the +1 eigenspace, which is a Lie subalgebra. Write g − for the −1 eigenspace so that g = g + ⊕ g − as graded vector spaces and
Furthermore, given ξ ∈ MC(g + ), equipping the graded vector space g with the differential d(η) = [ξ, η] then as differential graded vector spaces g = g + ⊕ g − .
Proposition 5.10. Let A be an MP-algebra. Then by forgetting the involution A is naturally a P-algebra and Der P (A) is a skew-involutive Lie algebra, with involution ξ → ξ * defined by ξ * (x) = ξ(x * ) * .
Proof. First check ξ * is in Der P (A). Let m ∈ P(n) then ξ * (m(a 1 , . . . , a n )) = (−1) ξ(τ n (m)(a * (−1) m(a 1 , . . . , a i−1 , ξ * (a i ), a i+1 , . . . , a n )
where , and arise from the Koszul sign rule, remembering that the involution preserves degree. Therefore ξ * is indeed a derivation and the result now follows from the observation that ξ(η(x * )) * = ξ * (η * (x)).
Remark 5.11. In this case we denote the decomposition of Der P (A) as Der P (A) = Definition 5.12. Let P ∈ dgOp(k) be Koszul with Koszul dual P ! ∈ dgOp(k) and let V be a vector space with an involution. Then an involutive homotopy P-algebra structure on V is a Maurer-Cartan element in Der + ( F P ! [Σ −1 V * ]).
The following theorem asserts that an involutive homotopy P-algebra in this sense is in fact precisely a homotopy MP-algebra. Corollary 5.14. An involutive homotopy P-structure on V is the same as a homotopy MP-algebra structure on V. 
