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RESUMEN 
Este articulo presenta una comparación de las heuñsticas, 
Búsqueda Tabú (BT) y Algoritmo Genético (AGl. que han 
sido propuestas para la solucl6n de problemas complejos 
de op�mlzac16n combinatoria. en conflguraci6n de 
planta. Estas metodologías han obtemdo dlstnbuciones 
de departamentos, de calidad superior. evaluadas y 
reportadas en ta literatura. Los resultados muestran 
qué técnica tiene mayor nivel de calidad. en ta soluetón 
y rapidez computacional en problemas de d1stnbuctón de 
espact0s en plantas 1ndustnatcs. 
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ABSTRACT 
Thls art1cte presents a comparison of thc hcuristlcs. 
Tabu Search (TS) and Genctic Atgorlthm (GA). that 
have been proposed, for thc sotution of comptex 
problems ofcombinatory optimizat1on in facititylayout. 
These methodolog1es, have obtained distributlons of 
departments of better quahty, evaluatcd and reported 
1n hterature. The results show, which technlque has 
greater quality level, in the sotut1on and computat1onal 
rap1d1ty in problems of space distribut1on in Industrial 
plants. 
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INTRODUCCIÓN 
a problema de distnbución en planta es de vital 
1mportanc1a para el manejo de materiales de una 
compania, ya Que el 40% del costo asociado al 
prOducto terminado, est€1 dado por la distribución 
nslca de los elementos industriales'. 
Ubicar los departamentos de manera óptima. se 
conv1er te en un problema comple¡o, dada la infinidad 
de s01uc1ones Que se pueden obtener de acuerdo 
con la variedad de comb1nac1ones posibles de 
distnbUCIOnes en planta: entonces los algoritmos de 
inteligencia artificial del cual se destaca el algontmo 
genético, son técnicas de buSQueda aleatoria. que 
pueden encontrar una solución óptima global. 
El objetivo de este trabajo es aplicar el software 
desarrollado por Garcia (2001), para la distribución de 
plantas 1ndustna1es a partJr de a1gontmos genéticos y 
se harfl una comparación con un problema reportado 
en la literatura. en donde la 1ocat1zac1ón de la solución 
es obtenida con la heurística Búsqueda Tabú. 
El presente estudio contiene la sección 2, donde se 
definen las heurísticas utilizadas en este estudio 
y posteriormente en la sección 3, se describe el 
mOdelo matemét1co utilizado. En la sección 4. la 
breve descripción de la metodologia usada: sección 
5 se describe la aplieac1ón él un caso real reportado 
por la literatura bajo la heunstica de búsqueda BT: 
postenormente en la sección 6, los resultados 
obtenidos por cada una de las aphcac1ones. 
Finalmente, las conclusiones y recomendaciones se 
describen en la sección 7. 
1. OEFl.'.\ICIÓN OE LAS HEURÍSTICAS 
l'TILIZADAS F.N F.I F.STUDIO 
Las metodologías tratadas en este ar tículo se 
dcscnben a continuación: 
J. l Algoritmo Genético 
Los Algoritmos Genéticos funcionan con una familia 
de soluciones (conocida como la ·población inicial") a 
Rgura 1. Etapas del GA 
l: 
e Evaluación 
Mutac ión 
partir de la cual obtenemos la ·siguiente generación "" 
ele soluciones. Cuando el algoritmo se emplea de forma 
adecuada. de una gcncracl6n a la siguiente se obllene. 
de manera progresiva. mc¡ores s01uc1ones. Es decir. las 
soluciones buenas se propagan de una generación a la 
siguiente y conducen a mejores soluciones conforme 
producimos más generaciones. A contJnuac1ón se 
muestra las diferentes etapas de un GA. 
Población Inicial: En la miclac1ón de la optimización, 
el GA requiere un grupo de soluciones iniciales 
(1nc11vleluos con información genética), generadas 
aieatonamente en concordancia, con una estructura 
de los cromosomas previamente definida. 
(valuación: Cada uno de los 1nd1v1duos, de la 
población inicial, se evalúa para obtener el valor de la 
función objetivo. 
Selección: Se establecen criterios de selección, 
de tal manera que se dupliquen més copias de 
1nchv1duos, la selección es determinada por 1nd1v1duos 
aptos que tienen un valor pequeño dentro de la 
función ob¡etivo. cuyo resultado es menores valores. 
Algunos criterios reconocidos para la selección son 
la ruleta, en la Que la siguiente generación contiene 
Jos individuos, con mayores valores de acuerdo con 
una búsqueda aleatoria y selecciones basadas en 
rangos probabilidades. 
ISl<r A.A A genetJC aigonUTn •l>l>'oach for ITUtiple entena tacdoty 1a,ou1 aesign.ln(emotional Journal of p<00.oe11on Rcseareh. VOi 36.No. 
6. 1998. 1549 1569. 
Cruce: Una vez finalizada la operación de selección. 
Los ind1v1duos existentes (padres) obtenidos par los 
entenas de selección, crean dos nuevos 1ndMduos 
(ht¡os). Para lograr este objetivo se emplea un punto 
de cruce, escogiendo los dos 1ndMduos (padres) y 
un punto de corte al azar. las colas del cromosoma, 
que son las partes después del punto de corte, 
se 1ntercamb1an y dos nuevos 1nd1viduos (hijos) 
son generados. En cada generación los mejores 
cromosomas son seleccionados para actuar como 
padres. Este principio se fundamenta en el proceso 
de selección de que un buen padre (solución) 
obtenga una mayor probabilidad de ser seleccionado. 
comparada con la de los malos padres. 
Mutación: Probabilidad de mutac ión est<lblec1da. 
permite que los individuos muten al azar p¿ir¿i generar 
un nuevo 1ndiv1duo. En esta etapa se considera la 
operación monódica, pues un solo padre. genera un 
solo nuevo h1¡0. Este operador de mutación hace que 
el algoritmo cree nuevas áreas y lo ayuda a evitar la 
convergencia prematura, aumentando la d1vers1f 1cac1on 
para encontrar el óptimo global. 
El GA es modificado por el usuario de i.lCuerdo con 
las siguientes variables, el tamaño de li.l población. la 
tasa de mutación, la tasa de reproducción elitista y el 
numero de generaciones; estos parámetros afectan el 
funcionamiento y el uempa de e¡ecuc1ón de un GA. El lector 
puede consultar lslier(1998) una excelente introducc16n, 
a los conceptos bás icos y algunos avanzados de GA y su 
ut1hzacíón en problemas de optJm1zac10n. 
1.l 8ú..qucda Tabú 
La BT es un método heurístico de búsqueda global, en 
el espacio de soluciones de un problema, en la cual 
una memoria de largo plaio registra las soluciones 
visitadas. y obliga a que el proceso de búsqueda visite 
de forma detcrminística soluciones no evaluadas; sin 
embargo, es posible hacer el proceso estocástico 
adicionando algunos elementos probab1l1st1cos. En su 
forma tradtcional. la BT opera sobre una cadena binaria 
que representa una posible solución del problema. 
El proceso de optimización consiste en explorar las 
vecindades de la mejor solución encontrada hasta el 
momento, moviéndose a una nueva solución óptima. 
en la medida en que ella tenga un me¡or valor de la 
función objetiva. Para evadlf los óPt mos loca es. la 
BT e\1ta visitar algunas de las soluciones vecinas 
a la solución óptima actual. considerando que los 
mov1m1entos en el espacio de soluciones que llevan 
de una solución a la otra son tabu, de tal forma que 
ellos no pueden ser acept¡idos durante un cierto 
tiempo o un cierto número de iteraciones. Para ello, 
los movimientos aceptados son almacenados en una 
memoria de corto plazo. 
Cuando el algoritmo converge, finalmente, a un punto 
de óptima local, para el cual no es posible encontrar 
soluciones vecinas mejores. la solución es a mace nada 
como el mejor óptimo encontrado; postenormente. la 
mcmona de corto plazo es borrada. y se escoge como 
nuevo punto d e  arranque del algontmo alguna de las 
soluciones previamente 'IS1tadas que se encuentran 
almacenadas, en la memoria de 1argo plazo. Para 
mayores detalles sobre el algoritmo véase a Glovcr y 
Laguna (1993)'. 
2. MODELO MATEMÁTICO USADO 
Para lograr una comparoclón entre las heuristicas 
mencionadas en este articulo se trabajó con el modelo 
matemático propuesto par lshcr (1998! ya que su 
aplicación genera gr¡indes beneflCIOS y tiene excelente 
respuesta en la localizactón de SOIUC1ones factibles; a 
continuación se muestra una descnpctón del modelo: 
Entonces los criterios de opttm1zac1ón que conforman 
el modelo son los siguientes: 
2.1 C.ílculo de tlhtancias entre dos máquinas 
La condición inicial de entrada para el modelo es 
el cálculo de las distancias entre dos máquinas o 
estaciones de trabaJo i y j. esta se basa en ccntro1des, 
es decir el centro del área. La dtstanc1a entre ellas 
está determinada por: 
Gk1Y'cr. f "i Laguna. \4. tt993>. Tabu seatch tn �•odem Heousuc TechniQUeS for Combinatooal Problcms, Blacio.wt"l  Orlord ·Sot�1ng 
fac 11y la)'OUt problems ·Mth ge<>me-tnc cons.tra1ns using parollel genetJC atgOOt.hms.: e1penrnenta:tion 
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<!onde: 
i, j lnchces de estaciones de traba¡o donde 1 = 
1,2,3 ........ n, j = 1.2,3 ........... n 
k Dimensión donde k = 1,2. 
p Determ in ante de lamétnca usada (p = 1 rectilíneo, 
p = 2 eucli diano) donde p = 1. 
d, Distanc ia entre la estación de trabajo 1 y la j 
(reculinea) 
x. Coordenada del centroide de la estación de 
trabajo 1 en la dimensión k 
x, Coordenada del centro1de de la estación de 
trabajo j en la dimensión k 
N Número de d1mens1ones 
2.2 i\tinin1i.1...ar la carga de transporte 
Para minimizar ento n ces la carga de transporte se ha 
creado un factor de carga, que es la razón entre la 
carga Ideal por transportar de una estación de trabajo 
i a una estación de trabajo j y la carga realmente 
transportada de la estación de traba¡o i a la j. Al 
maximizar este factor que siempre estará entre O y 1, 
se obtendrá el efecto contrario que es Ja reducción d e  
l a  carga d e  transporte. 
A continuación se p<esenta el Factor de carga t : 
donde: 
n . • 
V I L. t,d, t= --= 1¡-2' 
n n 1 r L, L, c.,f .d,, L. L, e,,�' d,, 
¡ ! 1 2 •-1 , ... 2 
(2) 
V Carga Ideal (No hay costos de transporte). 
1, j Indices de estaciones de trabajo 1,- 1,2,3 ....... . 
n J= 1,2.3 ........... n .  
d1 Distancia entre la estación de traba¡o 1 y la J 
(rect1hnea). 
c, Costo de transportar una unl<lad de carga por 
una unidad de longitud entre la estación de 
traba¡o i y la j. 
f, 
n 
Número de unidades de carga que serán 
transportadas entre la estación <le traba¡o 1 y la j. 
Número de estaciones de traba¡o. 
2.3 M:Lxintlzar el grado de comp"c1nció11 dt: las 
área,• de las esracioncs de rrabajo. 
De esta forma la razón, entre el per1metro y el área. 
debe ser mínima, para obtener áreas de estaciones 
adecuadas; esto significa que se debe minimizar el 
siguiente factor de forma s: 
• 
L, r, Lu�1 
k • "' (3) S= = • • • • 
donde: I.I.I
a IL.Ia 
l.· lk-1 " 1 
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p 
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1 
Índice de estaciones de traba¡o I= 1,2,3 .... l. 
Indice de celdas p = 1,2,3 ... P. 
indice de filas en el plano de diseño de la 
planta. 
Indice de columnas en el plano de diseño de la 
planta. 
Número de filas en el plano de diseño de 
planta. 
Número de rolum n as en el plano de diseño de 
planta. 
Número de estaci ones de trabaio. 
Momento del área de la estación de trabajo. 
Distancia rectilínea del centroodc de la estación 
de trabajo K al centro1dc do l a celda p que está 
dentro de la estación de traba¡o k. 
r, Momen to de área de la estación de trabajo k. 
S, Conjunto de celdas de la estación de trabajo k. 
a... Indicador que es igual a 1 si la celda en la fila i 
y la columna J en el plano de diseño esta en la 
estación de traba¡o k. 
1sser A A A &enette atgonUYn app<oaeh f0< mutt1p1e cruena fac1Uty lé;l)'()Ut design.lntemationéll Journal ot proctucuon Re&earch, VOi 36. No. 
6. 1998. 15·19 . 1569 
2.-t A-tinintiz.ar l a  diferencia entre las área!) 
demandadas y las disponib les 1>am cada 
C>t:tción de trab ajo 
Las diferencias entre las áreas demandadas y las 
asignadas se minimiza, manteniéndolas dentro 
de los limites predeterminados. Para m1nim1zar 
estas diferencias se presenta el siguiente factor de 
desviación: 
h .. �·A·-t.t.ª· I (4) 
b e n 
IIIa,. 
. ...  , ... · t: ... 1 
Donde: 
A,. Área más deseada para la estac1ón de trabajo. 
k Indice de estaciones de trabaJO 1 - 1. 2. 3 .... 1 
Indice de filas en el plano de diseño de la 
planta 
b 
e 
Índice de columnas en el plano de diseño de la 
planta 
Número de filas en el plano de diseño de 
planta 
NOmero de columnas en el plano de diseño de 
planta 
n NOmero de estaciones de trabajo 
a , Indicador que es igual a 1 s i la celda en la fila i 
y la columna j en el plano de diseño está en la 
estación de trabajo k. 
Unificando estos tres criterios se tiene el siguiente 
modelo final con función objetivo y restricciones: 
Factor de e arg a 
sh - Factor de forma· Factor de desviación 
n 
I a,, s 1 para todo i y j (6) 
' 1 
• • 
A,$ IIa,. S A, para todo k (7) 
! ' j �} 
b • n 
IIIa,. Seb 
1 l ja lk-1 
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(8) 
(5) 
6) La primera restricción. prohibe Que una máquina 
sea compartida por més de una estación de trabajo: 
esto significa que no se permite sob<epasar las 
estaaones de traba)O. 
7) La segunda restncc1ón. mantiene el número de 
maquinas de cada estación de trabaJO, dentro 
de los limites predeterminados. A y A., son los 
limites inferiores y superiores para el número de 
máquinas. dentro de una estación de trabajo. 
8) La tercera restricción, evalúa el número total de 
máquinas para todas las estaciones de trabajo, de 
tal forma que no excedan el érea total disponible 
como parte del requerimiento . 
Este es un problema mulbob¡etlVo: se recomienda 
por su eficiencia en la búsqueda de soluciones, el 
algoritmo genético y la Búsqueda Tabú. 
3. METODOLOGÍA 
La función objetivo del modelo matemático, es 
multicriterio, debido a que se evalúan tres criterios 
que son: función de carga, factor de forma y factor 
de desviación. La comparación de los resultados 
obtenidos frente a esta función objetivo es dificil 
llevar a cabo dado que en la literatura n o  se 
encuentra aplicación exacta del modelo presentado 
anteriormente; entonces es significativo solo evaluar 
la función objetiVo con respecto a la minimización 
de los costos de transpone entre las facilidades, 
los flujos de transporte entre las dependencias y 
las distancias entre departamentos. Finalmente. la 
función objetivo pertinente para la comparación de 
resultados es la siguiente: 
n-1 " 
MIN. I Le" t., d, 
¡- 1 j,..2 (9) 
Esta función objetivo seré evaluada bajo las 
restricciones (5) y (7) del modelo original y la 
metodología usada para la búsqueda de solución 
será el algoritmo genético. Los resultados obtenidos 
a través del software desarrollado por Garcla (2001), 
gen eran una base de datos. que permitirán la 
construcción de un modelo de diseño de expenmentos 
:23. Obteniendo valores altamente confiables, dado • 
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que el AG, localiza soluciones dentro del !\rea de 
fact1b1lrdad y de forma totalmente aleatoria Entonces. 
estos modelos estadísticos determinan cu!\I es 
la combinación indicada de factores, para generar 
meiores soluciones, frente al modelo (9). Después 
se realrzara un bechmarkmg con literatura disponible 
de aplicaciones heurísticas, como la Búsqueda Tabú 
aplicada a configuraciones de planta. 
4. APLICACIÓN 
4.'I Condiciones iniciales de entrada para el 
problema 
Para las comparac iones frente a los resultados, se 
utilizaré un caso real reportado en la literatura, en 
et cual se aplicó la BúSqueda Tabú. en la cual se 
desarrolla la configuraclÓ/1 de una planta. conformada 
por 7 departamentos cuyas áreas y fluJOs se muestran 
a continuación: 
Tabla 1. Areas disponibles para los departamentos 
-
Departament os Áreas (Unidades cuadrad as) ,_ 1 12000 
2 8000 
3 6000 
4 12000 
5 800  
6 12000 
7 12000 
Tabla 2. Matriz de flujos entre departamentos 
por unidad de tiempo (Desde - Hacia) 
1 2 3 4 5 6 7 
1 45 15 25 10 5 
2 30 25 15 
3 5 10 
4 20 35 
5 65 35 
6 5 65 
7 
Para eiecutar el algoritmo, se supuso un elemento 
mínimo cuadrado, con un &rea de 400 unidades 
cuadradas. Igualmente, se asumió el ancho de la 
banda vertical en dos unidades cuadradas. y el de la 
banda horizontal en dos unidades cuadradas. El área 
total para distnboir los departamentos tiene 10 filas 
y 18 co lumnas de elementos mm1mos cuadrados. La 
matriz de costos, se tomaron consideraciones como 
un costo unitario de un peso por unidad de carga 
transportada por una unidad de dist ancia•. 
4.l Estructura del cro111os<una 1>or aplicar 
Para las cond1c1oncs del problema descrito 
anteriormente, se evaluará el siguiente cromosoma: 
Figura 1. Estructura del cromosoma inicial 
Los resultados deben estar acorde con las soluciones 
reportadas en el artículo; para esto se construye un 
nuevo cromosoma basado en las condiciones iniciales 
del problema: 
Figura 2. Estructura cromosoma lnlclal modificado 
• 1 2 I 3 I • I s 1 s 1 1 l :iol:iol 1sl :11 3ll :io'3ol 91 91 
Los genes Que componen al cromosoma se identifican 
como: 
G1: Gen 1. Representa la secuenc ia de los 
departamentos; en este caso se precisan a través 
de números. 
G2: Gen 2. Describe el área de los depar tamentos. 
que también se ubican bajo la misma secuencia de 
G1. 
Domorcuez canos Andrés, oe LOs RIOs G'°"ª""'· lleláSQuez Juan David, Dlstnbuaón de espacios onousv1a1es uS<lndo su-.. Taoo, 
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G3: Gen 3. Representa el ancho de cada una de las 
bandas de la grilla completa 
5. RESULTADOS OBTENIDOS 
5.1 Rc>ultadO• reportados por el artículo 
Los resultados reportados por el artículo son los 
sigu ientes: 
Tabla 3. Costos obtenidos para las diferentes 
conf1gurac1ones reportadas. 
Mi) todo 
ALDEP 
CRAFT 
BT 
Cos to 
3199.95 
2833.5 
2024.78 
Figura 3. Solución encontrada 
usando el Programa ALDEP 
00000000000000000000 
01122224455666677770 
01122224455666677770 
01122224455666677770 
01122224455666677770 
01122224455666677770 
01111444455663377770 
01111444455663377770 
01111444455663337070 
01111444455663333000 
01111444455663333000 
00000000000000000000 
Figura 4. Solución encontrada 
usando el programa CRAFT 
111111111177777777 
111111111177777777 
111111111177777777 
333222222266777777 
333322222266666666 
333322222266666666 
333324444555555666 
444444444555555666 
444444444555555666 
444444440000055666 
Figura 5. Soluc ión encontrada usando BT 
113333444466 67777 
113333444466667777 
113332444465667777 
113322444455667777 
113322444455667777 
111122444455667777 
111122444455667777 
111122245455666707 
111122225555666600 
111122225555666600 
5.2 nesullados obtenido' a partir de algoritmo 
genético 
La herramienta computacional que se traba¡ó para la 
comparación de resultados fue Visual Basi<: a través 
de las macros de Excel desarrollada por Garcia (2001). 
Los resultados que se obtuvieron rueron validados a 
partir del diseño factorial general 2'. para determinar 
si los factores tienen erecto importante sobre la 
repuesta (función objetivo) y asf lograr una soluc16n 
de mayor calidad. El modelo matemático del diseño 
de experimentos es el siguiente: 
Y,,.=�'+ 1 + �. + ·1, + (1Pl,, + (r1),, + mYl,, + (1py),� + &.,., (10) 
donde: 
11 = Media general 
t = Efecto del factor rracclón mejores padres 
p = Efecto del factor fracción de h1¡os generados por 
me¡ores padres 
·1 = Efecto del factor de probabilidad de mutación 
� = Componente aleatorio del error 
i = 1. 2 
J = 1, 2 
k = 1, 2 
1=1, .... 5 
El número de réplicas escogi das para el diseño 
factorial 23 es 5, pues es una muestra sufi<:iente para 
la estimación de los errores experimentales. 
' 
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1. Ho: t1 = t,= t,=O 
Ha: al menos t sea diferente de cero 
2. Ho: JI, = JI, = JI =O 
Ha: al menos Jl sea diferente de cero 
3 Ho· ., � y = ·1 = O • • 11 z J 
Ha: Al menos una 'I sea diferente de cero 
4. H1p6tes1s para las onteraccoones que se presentan 
en el modelo. 
Critt>rio de.- n:ch:vo: 
El cnteno de rechazo se evaluará bajo un nivel de 
confianza del 95%. 
Los noveles y factores utilizados para el desarrollo 
del Anéllsis de Vanancia se muestran en la siguiente 
tabla: 
Tabla 4: Niveles y factores 
por evaluar dentro del modelo 
Factor Nivel superior 1 Nivel Inf erior ] 
Fracción de 
rne¡ores padres 70% 
--''----------;. Fracción de 
me¡ores ho¡os 
20% 
generados por 
m�oresp_ad"'- r�e-'--'s '--�����--1���� 1 Probabilidad de o.oo5 l 
70% 20% 
l mutación °·07 
El diseño fue satisfactorio en las pruebas de 
normalidad. de lo cual podemos decir que se satisface 
la condición, de que los errores se distribuyen 
1ndepend1ente y normalmente con media cero y 
vanancoa constante, pero -Oesconocida. Con estos 
supuestos el modelo describe, adecua<Jamente. las 
Resultados obtenidos con el software SAS. 
Tabla 5. ANOVA para el diseño factorlal 2"' 
"91()\¡A 'f(lr 'Yl 
MA,lct' MO!k 
S_.t"e ., .. .¡ ' , .., ' 
"VllCClOft 1 "·'''"1' º·'''"l' 0.147JlS º·''J"l fl!Aea>t_ • l.tot: l lt l.IMlJt J.4 3� 0.07)tf<' '"""""-" • O.J1tJt7 O,J71Jl1 0.45t1ll O.SOl•tl fl'IJICClOfll•RVC� 1 O.OSS4ll O.MS4Jl 0.041111 0.1ffl.12' 
'l'l)ll(C 10" "MUTKIJ 1 o.1•s•tl o.,,,.,, o.""""" O.S0'"4 
tlltolliCCO,.._ """'"�_... 1 1.11ou 1.17111 l.4l1CJ• O.l•lCJt 
_, • S.47lt77 o.tlltH .s..1oto11 O.J717J7 
11'1'.0t' " l7.1SlC1 O.tlJOll �t.ack 01 11 t) 1 O.HJOf'J º·º''°'' 0.01••1• º·'''''1 
Pure Err-o.-) " ?1.0'ª' 0.14,IJl 
rotal ,. 11, 'JJIS 
observaciones y genera validez al procedimiento 
de análisis de vañancia constituyendo una prueba 
exacta para las hipótesis de igualdad de medias de 
los tratamientos. 
El IWOVA muestra claramente que los factores no 
lienen efecto importante sobre la variable respuesta. 
confirmando asi la aceptación de la h1p6tes1s nula 
con una confiabtlidad del 95%. 
Rnalmente los resultados optlm1za<1os para obtener 
el minimo valor en la Función ob¡elivo son: 
Tabla 6. Optimización de las observaciones 
-
1 
2 
3 
-·-• 
5 
6 
7 
8 
_!._¡ 10 
11 
1L 13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
haccicn --: ·es --¿e l ft accon di ._1 mut9Cldn 1 Y1 l 
07 
07 
01 
01 
07 
(17 
11575 
0 575 
O •S 
07 
0575 
01 
0575 
0.325 
O•S 
0 7  
0575 
02 
045 
07 
0325 
0575 
07 
07 
0 7 0 07 ·O 374196737 
07 005375 ·O 363289165 
07 00375 0.352381593 
07 002125 -O 3'1'7402 
07 0005 -O 330'.l66''8 
0575 007 -0�136 
07 0005 -O 2!13728221 
0 7  002125 -O 2ll07.18A63 
o 7 00375 -Ol57748104 
O 005 -O L!i6SSS&l5 07 
0575 
07 
045 
07 
0.7 
07 
0575 
0.575 
07 
07 
0325 
07 
0575 
0575 
O•S 
o 05J75 -O 'Nm77'32 
o 05375 -O 25<751&5 
007 -02•3191535 
007 -02•1709186 
o 005 -O 220051769 
O 02125 ·O 2200l2905 
00375 ·Olll 361447 
0 7 0.195572207 
0005 ·01932135'3 
O 0375 ·O 183115815 
o 07 o. 17769(193< 
o 02125 -O 159267318 
o OSJ75 -O 15580313' 
o 02125 -O 1'7695103 
o 05o315 -O 1'ó?e6' I 9 
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En esta tabla se puede observar que para obtener 
el m1nimo valor de costos. para la función objetivo 
se debe utilizar 70% de fracción de meiores padres. 
10% de meiores h11os generados por me1ores padres 
y una probabtlidad de mutación de 0.07: la variable 
respuesta que se observa en la tabla se encuentra 
aiustada. 
Nuevamente se hace una corrida con 5 réplicas y los 
resultados que se obtienen son los siguientes: 
Figura 6. Resultados obtenidos 
en las diferentes corridas 
fvnc10n OOJCtlYO 11S Corridas. 
,,.. 
,,.. • 
,,.. • 
! 1JM 
• 
� 2>00 • • mo 
,,.. 
2240 
l 
Corrida 
El menor costo que se obtuvo frente a la aplicación 
de algoritmo genético es de 2291.11366 bastante 
superior al encontrado en ta literatura para el mismo 
caso ba10 la metodología de Búsqueda Tabú <Bn. 
el llempo de ejecución del software a partir de 
algorrtmo genético. para la localización de la solución 
es de 13.546 segundos. parámetro interesante 
de comparación. pero se desconoce el tiempo de 
ejecución de Búsqueda Tabú. 
La configuración que se obtuvo fue la siguiente: 
Figu ra 7. Configuración en planta 
con Algoritmo Genético 
4 4 4 4 4 4 4 4 4 4 4 4 4 4 5 5 5 5 
4 4 4 4 4 4 4 4 4 5 5 5 5 5 5 s 5 5 
4 4 4 4 4 4 2 2 2 5 5 5 5 5 5 5 
2 2 2 2 2 2 2 2 2 6 6 6 6 6 6 6 
2 2 2 2 2 2 2 1 1 6 6 6 6 6 6 6 
1 1 1 1 1 1 6 6 6 6 6 6 6 6 6 
1 1 7 7 7 7 7 7 7 7 7 
1 1 1 1 1 1 1 1 7 7 7 7 7 7 7 7 7 
1 1 3 3 3 3 3 3 3 7 7 7 7 7 7 7 7 7 
3 3 3 3 3 3 3 3 3 o o o o o o o 7 7 ( 
; 
1. 
F 
� 
T 
CONCLUSIONES 
la solución obtenida bajo la heuristíca de Algoritmo 
Genético fue superior a la obtenida con BT. pero 
ba¡o AlDEP el costo que se obtuvo re presenta 
71 %. r espe ct o a la solución que se obtuvo fren te a 
GA, y 80 % para el CRAFT. A pesar de que la mejor 
solución encontrada para este caso es la que 
reporta BT. se debe establecer una comp ar ac ión 
más rigurosa. en cuanto al t ie m po de ejecución de 
cada un o de lo s software y a de más cabe anolar 
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