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Braided symmetric and exterior algebras were introduced by A. Berenstein and the author in [3]
as quantum analogues for the symmetric and exterior algebras of ﬁnite-dimensional modules over a
quantized enveloping algebra Uq(g). One motivation for this project was to develop a new, quantum,
approach to the following classical problem which is still open, and not completely settled even in
the case of g= sl2(C):
Problem 1.1. Let V be a ﬁnite-dimensional module over a semisimple complex Lie algebra g. Find a
decomposition formula for the symmetric and exterior powers of V .
The main result of the present paper is such a decomposition formula for the simple Uq(sl2)-
modules (Theorems 1.2 and 3.1). Let us brieﬂy explain the deﬁnition of the braided powers and
algebras, and outline their relation to the classical counterparts and some other objects in algebra
and geometry. Then we will brieﬂy outline the proof and explain some of the consequences in non-
commutative geometry.
Recall that the category of ﬁnite-dimensional Uq(g)-modules is braided monoidal, with braiding
RU ,V : U ⊗ V → V ⊗U given by the permutation of factors composed with the action of the universal
R-matrix. In [3], we deﬁne for each ﬁnite-dimensional Uq(g)-module V , the braided exterior square
Λ2q V ⊂ V ⊗ V to be the span of all “negative” eigenvectors of RV ,V (i.e. of the form −qr , r ∈ Z), and
the braided symmetric square S2q V ⊂ V ⊗ V to be the span of all positive eigenvectors of RV ,V (i.e. of
the form qr , r ∈ Z). Note that
V ⊗ V = Λ2q V ⊕ S2q V ,
since R2V ,V is a diagonalizable endomorphism whose eigenvalues are powers of q. We deﬁne the
braided symmetric algebra Sq(V ) to be the quotient of the tensor algebra T (V ) by the ideal gen-
erated by Λ2q V , and analogously for the braided exterior algebra Λq(V ). Note that these algebras
are naturally Z0 graded. Additionally we constructed braided symmetric and exterior powers and
were able to show that they are isomorphic as Uq(g)-modules to the respective graded compo-
nents of the braided symmetric and exterior algebras. It was shown in [3] that the algebras Sq(V )
are deformations of the classical symmetric algebras S(V ) of the semiclassical limit V of V (see
Section 2.3), and a complete classiﬁcation of the cases in which this deformation is ﬂat was ob-
tained by the author in [22]. It is interesting to note that our construction generalizes concepts
that have been present in the theory of quantum groups since its inception. Brieﬂy after intro-
ducing quantum groups in [12], Jimbo constructed irreducible modules of Uq(gl(n + 1)), using an
analogue of the Schur–Weyl duality which allowed him to decompose the m-fold tensor products of
the natural representation Cn+1 as modules over Hecke-algebras Hm (see [13]). The Hm-invariant
submodule of (Cn+1)⊗m corresponds to our m-th braided symmetric power of the natural represen-
tation.
The list of simple modules with this property almost coincides with the list of maximal parabolic
subalgebras with Abelian nilradical, and they play an important role in classical invariant theory (see
e.g. Howe’s article [9]), and provide many known examples of quantized coordinate rings and exte-
rior powers (see e.g. [16,17,14], as well as [7]). This explains why braided symmetric algebras have
recently been used by Lehrer, Zhang and Zhang in [15] to study non-commutative classical invariant
theory.
Howe studies classical invariant theory from the point of view of multiplicity free-actions, i.e. he
considers symmetric algebras of modules, where each graded component splits into a direct sum of
pairwise non-isomorphic simple modules. In the present paper, we show that the braided symmetric
algebras of simple Uq(sl2)-modules have this property, and prove an explicit decomposition formula,
the following Main Theorem, where Vk denotes a (k + 1)-dimensional simple Uq(sl2)-module.
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(a) If  is odd, and n 3, then
SnqV ∼=
−1
2⊕
i=0
Vn−4i, ΛnqV = 0.
(b) If  is even, and n 3, p  4, then
SnqV ∼=
n
4⊕
i=0
Vn−4i, Λ3q V ∼=
3−2
4⊕
i= 2
V3−4i−2, ΛkqV = 0.
The results for the exterior powers and the symmetric cubes were already obtained in [3], hence
the main accomplishment of the present work is the explicit computation of the higher braided sym-
metric powers. The main idea of the proof is as follows: First, notice that the classical limit of a
braided symmetric algebra Sq(V ) is a Poisson algebra with the Poisson bracket deﬁned by the stan-
dard classical r-matrix (see also Section 2.3). It can be described as a quotient of S(V ) by some ideal.
The classical r-matrix deﬁnes a skew-symmetric quadratic bracket on S(V ) which does not necessar-
ily satisfy the Jacobi identity – hence it need not be Poisson. The obstruction is an ideal generated in
degree 3, and it allows us to construct the minimal quotient of S(V ) which is Poisson, the Poisson
closure. The generators of the obstruction ideal were computed in [3], and in the present paper we
show that Sq(V ) is isomorphic to the Poisson closure of S(V ) if V is an even-dimensional simple
Uq(sl2)-module, by employing results on quantum Howe-duality (see [21]) obtained in [3].
In the case of odd-dimensional simple Uq(sl2)-modules V2k we consider the k-th Veronese algebra
Vq(2,k) of Sq(V2) ∼= Cq[x0, x1, x2]. There exists a surjective Uq(sl2)-module algebra map Sq(V2k) →
A ⊂ Vq(2,k) where A is a certain subalgebra of Vq(2,k). We then easily conclude the assertion of
Theorem 3.1.
The previous paragraph suggests a connection to non-commutative geometry. Following Artin, Tate
and Van den Bergh (see e.g. [1]), as well as Polishchuk [18] one can deﬁne Proj for non-commutative
algebras. This notion was explored in more generality by Artin and Zhang in [2] as follows. Let A
be a non-commutative algebra, gr(A) the category of ﬁnitely graded A-modules (here grading means
Z-grading) and s the auto-equivalence induced by the degree-shift functor. Then, qgr(A) is the quo-
tient of the category of gr(A)-modules by the ﬁnite-dimensional modules (the torsion modules) and
Proj(A) is given by proj(A) = (qgr(A), A A, s). This allows for the deﬁnition of non-commutative point
schemes. In this paper we show that the non-commutative point-schemes attached to the braided
symmetric algebras for simple Uq(sl2)-modules are obtained from Veronese varieties. Moreover, they
are deformations of the point schemes of their respective classical limits (see Section 4.2). In the case
 = 3, this was ﬁrst noticed by Vancliff in [20]. That the symmetric algebra of the four-dimensional
simple sl2-module allows no ﬂat deformations was ﬁrst published by Rossi-Doria in [19]. We conjec-
ture that braided symmetric and exterior algebras give rise to a beautiful and natural geometry in the
setting of Artin and Zhang, which can be obtained from the geometry of the classical limits.
Finally, while classical symmetric and exterior powers, in general, are given as intersections of
highly non-generic subspaces – if Λ2V ⊂ V ⊗ V was generic, then Λ3V = 0 – it appears from the
results of [3,22] and our results that braided symmetric and exterior powers are as generic as the
can be while still respecting the weight grading. We therefore believe that these algebras are natural
objects which may shed signiﬁcant insight into Problem 1.1.
The paper is organized as follows: First we recall the notions of braided symmetric algebras and
their classical limits in Section 2. The following Section 3 is devoted to Theorem 3.1 and its proof,
while Section 4 considers the applications to the theory of Poisson closures and non-commutative ge-
ometry. Finally, we provide some facts about classical and quantum Veronese algebras in Appendix A.
218 S. Zwicknagl / Journal of Algebra 358 (2012) 215–2332. Braided symmetric algebras
2.1. The quantum group Uq(g) and its modules
We start with the deﬁnition of the quantized enveloping algebra associated with a complex reduc-
tive Lie algebra g (our standard reference here will be [4]). Let h⊂ g be a Cartan subalgebra, P = P (g)
the weight lattice and let A = (aij) be the Cartan matrix for g. Additionally, let (·,·) be the standard
non-degenerate symmetric bilinear form on h.
The quantized enveloping algebra U is the C(q)-algebra generated by the elements Ei and Fi for
i ∈ [1, r], and Kλ for λ ∈ P (g), subject to the following relations:
KλKμ = Kλ+μ, K0 = 1,
KλEi = q(αi ,λ)Ei Kλ, KλFi = q−(αi ,λ)Fi Kλ
for λ,μ ∈ P and i ∈ [1, r];
Ei, F j − F j Ei = δi j Kαi − K−αi
qdi − q−di (2.1)
for i, j ∈ [1, r], where di = (αi ,αi)2 ; and the quantum Serre relations
1−aij∑
p=0
(−1)p E(1−aij−p)i E j E(p)i = 0,
1−aij∑
p=0
(−1)p F (1−aij−p)i F j F (p)i = 0 (2.2)
for i = j, where the notation X (p)i stands for the p-th divided power
X (p)i =
Xp
(1)i · · · (p)i , (k)i =
qkdi − q−kdi
qdi − q−di . (2.3)
The algebra U is a q-deformation of the universal enveloping algebra of the reductive Lie alge-
bra g, so it is commonly denoted by U = Uq(g). It has a natural structure of a bialgebra with the
co-multiplication  : U → U ⊗ U and the co-unit homomorphism ε : U →C(q) given by
(Ei) = Ei ⊗ 1+ Kαi ⊗ Ei, (Fi) = Fi ⊗ K−αi + 1⊗ Fi, (Kλ) = Kλ ⊗ Kλ, (2.4)
ε(Ei) = ε(Fi) = 0, ε(Kλ) = 1. (2.5)
In fact, U is a Hopf algebra with the antipode anti-homomorphism S : U → U given by
S(Ei) = −K−αi Ei, S(Fi) = −Fi Kαi , S(Kλ) = K−λ. (2.6)
Let U− (resp. U0; U+) be the C(q)-subalgebra of U generated by F1, . . . , Fr (resp. by Kλ (λ ∈ P );
by E1, . . . , Er ). It is well known that, as vectorspaces, U = U− · U0 · U+ (more precisely, the multipli-
cation map induces an isomorphism of vectorspaces U− ⊗ U0 ⊗ U+ → U ).
We will consider the full sub-category O f of the category Uq(g)-Mod. The objects of O f are the
ﬁnite-dimensional Uq(g)-modules V that have a weight decomposition
V =
⊕
μ∈P
V (μ),
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[4, I.6.12]). Note that for convenience we only consider the modules of type I in the terminology
of Jantzen [11], but that the results hold of course for any ﬁnite-dimensional module over Uq(g). The
category O f is semisimple and the irreducible objects Vλ are generated by highest weight spaces
Vλ(λ) = C(q) · vλ , where λ is a dominant weight, i.e., λ belongs to P+ = {λ ∈ P : (λ | αi)  0, ∀i ∈
[1, r]}, the monoid of dominant weights.
By deﬁnition, the universal R-matrix R ∈ Uq(g) ⊗̂ Uq(g) (we use ⊗̂ to denote that the universal
R-matrix lives in a certain completion of Uq(g) ⊗ Uq(g) (see e.g. [11])) can be factored as
R = R0R1 = R1R0 (2.7)
where R0 is “the diagonal part” of R , and R1 is unipotent, i.e., R1 is a formal power series
R1 = 1⊗ 1+ (q − 1)x1 + (q − 1)2x2 + · · · , (2.8)
where all xk ∈ U ′− ⊗C[q,q−1] U ′+ , where U ′− (resp. U ′+) is the integral form of U− (resp. U+); i.e.,
U ′− is the C[q,q−1]-subalgebra of Uq(g) generated by all Fi (resp. by all Ei). It is also well known
that if U , V are objects of O f , and uλ ∈ U (λ) and vμ ∈ V (μ) are highest weight elements, then
R0(uλ ⊗ vμ) = q(λ|μ)uλ ⊗ vμ .
Let Rop = τ (R), where τ : Uq(g) ⊗̂ Uq(g) → Uq(g) ⊗̂ Uq(g) is the permutation of factors. Clearly,
Rop = R0Rop1 = Rop1 R0.
Following [5, Section 3], deﬁne D ∈ Uq(g) ⊗̂ Uq(g) by
D := R0
√
Rop1 R1 =
√
Rop1 R1R0. (2.9)
Clearly, D is well deﬁned because Rop1 R1 is also unipotent as well as its square root. By deﬁnition,
D2 = RopR , DopR = RD .
Furthermore, deﬁne
R̂ := RD−1 = (Dop)−1R = R1(√Rop1 R1 )−1. (2.10)
It is easy to see that
R̂op = R̂−1. (2.11)
According to [5, Proposition 3.3], the pair (Uq(g), R̂) is a coboundary Hopf algebra. For deﬁnition and
properties of coboundary Hopf algebras see e.g. [23].
The category O f is naturally braided, with braiding deﬁned by RU ,V : U ⊗ V → V ⊗ U , where
RU ,V (u ⊗ v) = τ R(u ⊗ v)
for any u ∈ U , v ∈ V , with τ : U ⊗ V → V ⊗ U , as above, the ordinary permutation of factors.
Denote by C ∈ Z(Ûq(g)) (once again, we have to work in a completion of Uq(g)) the quan-
tum Casimir element which acts on any irreducible Uq(g)-module Vλ in O f by the scalar multiple
q(λ|λ+2ρ) , where 2ρ is the sum of positive roots.
The following fact is well known.
Lemma 2.1. We have R2 = (C−1) ◦ (C ⊗ C). In particular, for each λ,μ,ν ∈ P+ the restriction of R2 to
the ν-th isotypic component Iνλ,μ of the tensor product Vλ ⊗ Vμ is scalar multiplication by qr where r = (λ |
λ) + (μ | μ) − (ν | ν) + (2ρ | λ + μ − ν).
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D(u ⊗ v) for any objects U and V of O f . It is easy to see that the operator DVλ,Vμ : Vλ ⊗ Vμ →
Vλ ⊗ Vμ acts on the ν-th isotypic component Iνλ,μ in Vλ ⊗ Vμ by the scalar multiplication with q
r
2
with r = (λ | λ) + (μ | μ) − (ν | ν) + (2ρ | λ + μ − ν) as in Lemma 2.1.
The coboundary Hopf algebra (Uq(g), R̂) provides O f with the structure of a coboundary or cactus
category in the following way. For any U and V in O f deﬁne the normalized braiding σU ,V by
σU ,V (u ⊗ v) = τ R̂(u ⊗ v). (2.12)
Therefore, we have by (2.10):
σU ,V = D−1V ,URU ,V =RU ,V D−1U ,V . (2.13)
We will sometimes write σU ,V in a more explicit way:
σU ,V =
√
R−1V ,UR−1U ,VRU ,V =RU ,V
√
R−1U ,VR−1V ,U . (2.14)
The following fact is an obvious corollary of (2.11).
Lemma 2.2. σV ,U ◦ σU ,V = idU⊗V for any U , V inO f . That is, σ is a symmetric commutativity constraint.
Remark 2.3. If one replaces the braiding R of O f by its inverse R−1, the symmetric commutativity
constraint σ will not change.
2.2. Braided symmetric and exterior powers
In this section we will recall the deﬁnitions and some basic properties of the braided symmetric
and exterior powers and algebras introduced in [3].
For any morphism f : V ⊗ V → V ⊗ V in O f and n > 1 we denote by f i,i+1, i = 1,2, . . . ,n − 1
the morphism V⊗n → V⊗n which acts as f on the i-th and the (i + 1)-st factors. Note that σ i,i+1V ,V is
always an involution on V⊗n .
Deﬁnition 2.4. For an object V in O f and n  0 deﬁne the braided symmetric power Snσ V ⊂ V⊗n and
the braided exterior power Λnσ V ⊂ V⊗n by
Snσ V =
⋂
1in−1
Ker(σi,i+1 − id) =
⋂
1in−1
Im(σi,i+1 + id),
Λnσ V =
⋂
1in−1
Ker(σi,i+1 + id) =
⋂
1in−1
Im(σi,i+1 − id),
where we abbreviate σi,i+1 = σ i,i+1V ,V .
Remark 2.5. Clearly, −R is also a braiding on O f and −σ is the corresponding normalized braiding.
Therefore, Λnσ V = Sn−σ V and Snσ V = Λn−σ V . That is, informally speaking, the symmetric and exterior
powers are mutually “interchangeable”.
Remark 2.6. Another way to introduce the symmetric and exterior squares involves the well-known
fact that the braiding RV ,V is a semisimple operator V ⊗ V → V ⊗ V , and all the eigenvalues of RV ,V
are of the form ±qr , where r ∈ Z. Assume that q ∈R>0. Then the positive eigenvectors of RV ,V span
S2σ V and the negative eigenvectors of RV ,V span Λ2σ V .
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S2σ V =
{
v ∈ V ⊗ V ∣∣ σV ,V (v) = v}, Λ2σ V = {v ∈ V ⊗ V ∣∣ σV ,V (v) = −v}.
The following fact is obvious.
Proposition 2.7. The association V → Snσ V is a functor from O f to O f , for each n  0, and, similarly, the
association V → Λnσ V is a functor from O f to O f . In particular, an embedding U ↪→ V in the category O f
induces injective morphisms
SnσU ↪→ Snσ V , ΛnσU ↪→ Λnσ V .
Deﬁnition 2.8. For any V ∈ Ob(O) deﬁne the braided symmetric algebra Sσ (V ) and the braided exterior
algebra Λσ (V ) by
Sσ (V ) = T (V )/
〈
Λ2σ V
〉
, Λσ (V ) = T (V )/
〈
S2σ V
〉
, (2.15)
where T (V ) is the tensor algebra of V and 〈I〉 stands for the two-sided ideal in T (V ) generated by a
subset I ⊂ T (V ).
Note that the algebras Sσ (V ) and Λσ (V ) carry a natural Z0-grading:
Sσ (V ) =
⊕
n0
Sσ (V )n, Λσ (V ) =
⊕
n0
Λσ (V )n,
since the respective ideals in T (V ) are homogeneous.
Denote by Ogr, f the sub-category of Uq(g)-Mod whose objects are Z0-graded:
V =
⊕
n∈Z0
Vn,
where each Vn is an object of O f ; and morphisms are those homomorphisms of Uq(g)-modules
which preserve the Z0-grading.
Clearly, Ogr, f is a tensor category under the natural extension of the tensor structure of O f .
Therefore, we can speak of algebras and co-algebras in Ogr, f .
By the very deﬁnition, Sσ (V ) and Λσ (V ) are algebras in Ogr, f .
Proposition 2.9. The assignments V → Sσ (V ) and V → Λσ (V ) deﬁne functors from O f to the category of
algebras inOgr, f .
We conclude the section with two important features of braided symmetric exterior powers and
algebras.
Proposition 2.10. (See [3, Prop. 2.13].) For any V inO f each embedding Vλ ↪→ V deﬁnes embeddings Vnλ ↪→
Snσ V for all n 2. In particular, the algebra Sσ (V ) is inﬁnite-dimensional.
Proposition 2.11. (See [3, Prop. 2.11 and Eq. 2.3].) Let V be an object of O f and V ∗ its dual in O f . We have
the following Uq(g)-module isomorphisms.(
Snσ V
∗)∗ ∼= Sσ (V )n, (Λnσ V ∗)∗ ∼= Λσ (V )n. (2.16)
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In this section we will discuss the specialization of the braided symmetric and exterior algebras
at q = 1, the classical limit. All of the results in this section are either well known or proved in [3].
For a more detailed discussion of the classical limit we refer the reader to [3, Section 3.2]. The ex-
plicit construction of the classical limit involves the consideration of integral lattices in Uq(g) and its
modules, which we will omit here for brevity’s sake (see e.g. [3, Section 3.2], or for a shorter version
[22, Section 4.3]).
Deﬁnition 2.12. Let C and D be two categories. We say that a functor F : C →D is an almost equiva-
lence of C and D if:
(a) F (c) ∼= F (c′) in D implies that c ∼= c′ in C for any two objects c, c′ of C;
(b) for any object d in D there exists an object c in C such that F (c) ∼= d in D.
Denote by O f the full (tensor) sub-category category of U (g)-Mod, whose objects V are ﬁnite-
dimensional U (g)-modules having a weight decomposition V =⊕μ∈P V (μ). We have the following
fact.
Proposition 2.13. (See [3, Cor. 3.22].) The categories O f and O f are almost equivalent. Under this almost
equivalence a simple Uq(g)-module Vλ is mapped to the simple U (g)-module V λ .
Let V ∼=⊕ni=1 Vλi ∈ O f . We call V ∼=⊕ni=1 V λi ∈ O f the classical limit of V under the almost
equivalence of Proposition 2.13.
The following result relates the classical limit of braided symmetric algebras and Poisson algebras.
Theorem 2.14. (See [3, Theorem 2.29].) Let V be an object ofO f and let a V inO f be the classical limit of V .
Then:
(a) The classical limit Sσ (V ) of the braided symmetric algebra Sσ (V ) is a quotient of the symmetric algebra
S(V ). In particular, dimC(q) Sσ (V )n = dimC(Sσ (V ))n  dimC S(V )n.
(b) Moreover, Sσ (V ) admits a Poisson structure deﬁned by {u, v} = r−(u ∧ v), where r− is an anti-
symmetrized classical r-matrix.
For more on classical r-matrices and their relation to the R-matrices associated to quantum groups,
we refer the reader to [3,23] or [6].
3. Braided symmetric powers of Uq(sl2)-modules
In this section, we will prove our main result. Recall that the irreducible Uq(sl2)-modules are
labeled by non-negative integers, and that dim(V) = +1. The module V has a natural weight basis
v0, v1, . . . , v such that K (vi) = q−i vi and E(vi) = [i]qvi−1 where [i]q denotes the quantum number
[i]q = qi−q−iq−q−1 . Moreover note that it follows from classical Lie theory and the deﬁnition of braided
powers (Deﬁnition 2.4) that
V ⊗ V = Λ2σ V ⊕ S2σ V, S2σ V =

2⊕
i=0
V2−4i, and Λ2σ V =
−1
2⊕
i=0
V2−2−4i.
We will now state our main result.
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(a) Let  be odd and let V be the (+1)-dimensional irreducible Uq(sl2)-module. The n-th braided symmetric
power splits as
Snσ (V) ∼=
−1
2⊕
i=0
Vn−4i .
(b) Let  be even and let V be the ( + 1)-dimensional irreducible Uq(sl2)-module. The n-th braided sym-
metric power splits as
Snσ (V) ∼=
n
4⊕
i=0
Vn−4i .
Remark 3.2. The above decomposition was originally conjectured in [3, Conjecture 2.37], based on
computer calculations.
Proof of Theorem 3.1. We ﬁrst recall the main result of the paper [3] which established the theorem
in the case n = 3.
Proposition 3.3. (See [3, Theorem 2.35].)
(a) Let  be odd and let V be the ( + 1)-dimensional irreducible Uq(sl2)-module. The third braided sym-
metric power splits as
S3σ (V) ∼=
−1
2⊕
i=0
V3−4i .
(b) Let  be even and let V be the ( + 1)-dimensional irreducible Uq(sl2)-module. The third braided sym-
metric power splits as
S3σ (V) ∼=
3
4⊕
i=0
V3−4i .
3.1. Proof of Theorem 3.1(a)
Note that the assertion holds in the case n = 2, and in the case n = 3 by Proposition 3.3(a).
We ﬁrst prove that one can ﬁnd copies of the modules Vn−4i , i = 0, . . . , −12 in Sσ (V)n . Observe
that if v ∈ V ⊗ V is a highest weight vector of weight m ∈ Z, then v ⊗ v⊗n−20 ∈ V⊗n is a highest
weight vector and its weight is (m + (n − 2)). We obtain the following result.
Proposition 3.4. Let vi be a highest weight vector in S2σ V ⊂ V ⊗ V of weight 2 − 4i for 0 i  −12 . Let
vni = vi ⊗ v⊗n−20 ∈ V⊗n .
(a) vni is a highest weight vector of weight n − 4i.
(b) Moreover, vni /∈ 〈Λ2σ V〉n ⊂ V⊗n where, as above, 〈Λ2σ V〉 denotes the ideal generated byΛ2σ V in T (V).
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v ⊗ v⊗n−20 ∈ V⊗n is a highest weight vector and its weight is (m + (n − 2)). Part (a) follows.
Prove (b) next. The vector vni is clearly invariant under all σ j, j+1 for j  3, hence it suﬃces to
prove the assertion in the case n = 3. To do so, we have to employ the results and methods from
[3, Section 3.4], where all notions and constructions are explained in detail. However, it seems too
long to introduce here (approximately ten pages), so we will recall only the most important re-
sults. Using Howe duality, we identify the set (V⊗3 (3 − 4i))+ of highest weight vectors of weight
3 − 4i with the weight space V3−2i,2i,0(0) of the gl3-module of highest weight (3 − 2i,2i,0).
Note that V3−2i,2i,0(0) has odd dimension. We additionally construct two bases B1 = {b11, . . . ,b12m+1}
and B2 = {b21, . . . ,b22m+1} in (V⊗3 (3 − 4i))+ such that S2σ V ⊗ V ∩ V⊗3,+ (3 − 4i) is spanned
by {b11,b13, . . . ,b12m+1} and Λ2σ V ⊗ V ∩ V⊗3,+ (3 − 4i) is spanned by {b12,b14, . . . ,b12m}, whereas
V ⊗ S2σ V ∩ (V⊗3 (3 − 4i))+ and V ⊗ Λ2σ V ∩ (V⊗3 (3 − 4i))+ are spanned by {b21,b23, . . . ,b22m+1},
resp. {b22,b24, . . . ,b22m}, for more details see [3, Theorem 3.40 and Lemma 3.55]. Moreover, we can
identify v3i with the basis vector b
1
1, since it corresponds to the α1-string of minimal length
passing through V (3−2i,2i,0)(0) (see [3, (3.19)]). Note that [3, Theorem 3.43] implies that the set
{b12,b14, . . . ,b12m,b22,b24, . . . ,b22m} spans(
Λ2σ V ⊗ V + V ⊗ Λ2σ V
)∩ (V⊗3 (3 − 4i))+ = 〈Λ2σ V〉3 ∩ (V⊗3 (3 − 4i))+
= (V⊗3 (3 − 4i))+. (3.1)
We then obtain from [3, Theorem 3.43] that the set {b11} ∪ {b12,b14, . . . ,b12m,b22,b24, . . . ,b22m} is linearly
independent. This implies that v3i /∈ 〈Λ2σ V〉3. Proposition 3.4 is proved. 
Denote Wn =⊕ −12i=0 Vn−4i and Wn =⊕ −12i=0 V n−4i . Proposition 3.4 yields natural embeddings
Wn ↪→ Sσ (V)n, Wn =
−1
2⊕
i=0
V n−4i ↪→ Sσ (V)n. (3.2)
Suppose from now on that  is odd. We have the following fact.
Lemma 3.5.
(a) dimC(q)(Wn) = dimC(Wn) =
(
+2
2
)+ (n − 2)(+12 ).
(b) dimC(q)(Sσ (V)n) = dimC(Sσ (V)n)
(
+2
2
)+ (n − 2)(+12 ).
Proof. We compute
dimC(q)(Wn) =
−1
2∑
i=0
(n + 1− 4i) =
−1
2∑
i=0
(n − 2) +
−1
2∑
i=0
(2 + 1− 4i)
= (n − 2) + 1
2
+ ( + 2) + 1
2
+ ( − 1) + 1
2
+ 4
( +1
2
2
)
= (n − 2)
(
 + 1
2
)
+
(
 + 2
2
)
.
We compute dimC(Wn), analogously. Part (b) follows from the embeddings in Eq. (3.2). 
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element associated to the Lie bracket (see e.g. [22]). If V is a U (g)-module, then g⊗3 ⊂ U (g)⊗3 acts
component-wise on V⊗3. This action deﬁnes a map c : V⊗3 → V⊗3. It is easy to see that c(Λ3V ) ⊂
(S(V ))3. We call this map the Jacobian map. It is well known that c is g-invariant and we showed
in [22] that the Jacobian map is therefore a homomorphism of U (g)-modules. We prove in [22] and
[3] that its image generates the Jacobian ideal J , the obstruction which prevents the bracket deﬁned
by r− from satisfying the Jacobi identity (see also Section 4.1). The ideal J is clearly a Z-graded
U (g)-module ideal. We refer to the quotient S(V )/ J as the Poisson closure and we showed in [3]
that the natural projection map S(V ) → Sσ (V ) factors through S(V )/ J . Hence, dimC((S(V )/ J )n) 
dimC(Sσ (V )n).
Now, let g= sl2. Then r− = E ∧ F and c= E ∧ F ∧ H (see e.g. [3]). Let V  be the standard ( + 1)-
dimensional simple U (sl2)-module and let v0, v1, . . . , v be the standard weight basis of V ; i.e.,
H(vi) = ( − 2i)vi , E(vi) = ivi−1 and F (vi) = ( − i)vi+1 (here we assume that v−1 = v+1 = 0). We
can now deﬁne for k 0 the standard weight basis of ΛkV  resp. (S(V ))k as {vi1 ∧ vi2 ∧· · ·∧ vik | 0
i1 < i2 < · · · < ik  }, resp. {vi1 · vi2 · . . . · vik | 0  i1  i2  · · ·  ik  }. Consider the lexicographic
ordering on the basis of (S(V ))k . Denote by Te(x) the least or terminal monomial of an element
x ∈ (S(V))k . We have the following fact.
Lemma 3.6. Let  be odd. Then the Jacobian map c : Λ3V → (S(V ))3 is injective and if v= va ∧ vb ∧ vc with
0 a < b < c   then Te(c(v)) = va+1vbvc−1 .
Proof. The second assertion follows from the following direct computation:
c(v) = (E ∧ F ∧ H)(v)
= ( − a)( − 2b)c va+1vbvc−1 + ( − 2a)( − b)c vavb+1vc−1 + ( − a)b( − 2c)va+1vb−1vc
+ a( − b)( − 2c)va−1vb+1vc + ( − 2a)b( − c)vavb+1vc−1
+ a( − 2b)( − c)va−1vbvc+1.
Clearly, Te(c(v)) = va+1vbvc−1, as the coeﬃcient ( − a)( − 2b)c = 0 for odd . Indeed, one has
( − 2b) = 0, a  − 2 and c  2.
The ﬁrst assertion now follows directly from the fact that the map Z3 → Z3 which sends (a,b, c)
to (a − 1,b, c + 1) is a bijection. Hence, the set
{
c(v)
∣∣ v= va ∧ vb ∧ vc, 0 a < b < c  }⊂ (S(V ))3
consisting of images of the standard basis vectors of Λ3V  , is linearly independent, as each element
has a different terminal monomial. The Jacobian map is therefore injective. The lemma is proved. 
Observe that every standard basis element va · vb · vc ∈ (S(V ))3 with 1  a  b  c   − 1 is
the terminal monomial of some element w in the image of the Jacobian map. Let v′ =∏j=0 vk jj ∈
(S(V ))n−3; i.e.,
∑
j=0 k j = n − 3. Then w · v′ ∈ Jn . We obtain that a standard basis element v =∏
j=0 v
k j
j ∈ (S(V ))n (with
∑
j=0 k j = n) is the terminal monomial of some element in the Jacobian
ideal if k0 + k  n − 3.
Denote by Tn, the complementary set of standard basis vectors, namely
Tn, =
{
v=
∏
j=0
v
k j
j ∈
(
S(V)
)
n
∣∣∣ ∑
j=0
k j = n and (k0 + k) n − 2
}
.
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now follows from Lemma 3.5(b) and the following claim.
Claim 3.7.
(a) The cardinality of T2, is |T2,| =
(
+2
2
)
.
(b) The difference of cardinalities of Tn, and Tn−1, is |Tn,| − |Tn−1,| =
(
+1
2
)
for n 2.
(c) The cardinality of Tn, is |Tn,| =
(
+2
2
)+ (n − 2)(+12 ).
Proof. Part (a) is obvious, as T2, is a basis of (S(V ))2. Now, let us prove part (b). The case n = 2 is
obvious, as well. Suppose n  3. Denote by U2, the set U2, = {v′ = va · vb ∈ T2, | a,b = 0}, by Un,
the set Un, = {v = v′ · vn−2 | v′ ∈ U2,}, and by T 0n, the set T 0n, = {v = v′ · v0 | v′ ∈ Tn−1,}. Observe
that Tn, = T 0n, unionsq Un, . It is easy to see that the cardinalities satisfy the relation |Un,| = |U2,| and
|U2,| = |T2,| − ( + 1) =
(
+1
2
)
. Part (b) follows, and part (c) is an immediate corollary from (a)
and (b). 
Theorem 3.1(a) is proved.
3.2. Proof of Theorem 3.1(b)
It remains to prove part (b). First, recall the deﬁnition and properties of the classical and quantum
Veronese algebras from Appendix A, in particular the natural U (sl2), resp. Uq(sl2)-module algebra
structure. Notice that if  is even, then we can embed V into Sσ (V2) 
2
and we obtain a homo-
morphism from Sσ V to Vq(2, 2 ) (see Lemma A.5). Its image is the subalgebra A(2,

2 ), introduced
in Appendix A. Proposition 3.3, Lemmas A.6(a) and A.4 now imply that A(2, 2 )2
∼= (Sσ (V))2 and
A(2, 2 )3
∼= (Sσ (V))3. The kernel is an ideal generated by homogeneous elements in degrees 2 and 3,
by Lemma A.6(b). We obtain therefore that Sσ (V) ∼= A(2, 2 ) as Uq(sl2)-module algebras. Now, Theo-
rem 3.1(b) is a direct consequence of Lemmas A.4 and A.6(a). Theorem 3.1 is proved. 
Remark 3.8. Numerical experiments and the philosophy of [22] lead us to conjecture that if g = sln ,
a similar description of the braided symmetric algebras of V2kω1 in terms of Veronese algebras of
V2ω1 can be obtained. Here ω1 denotes the ﬁrst fundamental weight of g = sln . This is particularly
interesting, as V2ω1 = S2(Vω1 ) is a ﬂat Uq(sln)-module (see [22, Theorem 1.1]).
3.3. The radical
In this section we will consider the set of nilpotent elements in the algebras Sσ (V). First note the
following facts.
Proposition 3.9.
(a) Let  be even. Then 0 is the only nilpotent element in Sσ (V).
(b) Let  be odd. The set of nilpotent elementsN is a graded Uq(sl2)-module ideal of Sσ (V). More precisely,
N ∼=
∞⊕
n=2
Nn, whereNn ∼=
−1
2⊕
i=1
Vn−4i .
Proof. Part (a) follows from the description of Sσ (V) as a subalgebra of the quantum Veronese alge-
bra V(2, 2 ) which has no zero divisors. In order to prove part (b), we ﬁrst show that the submodule
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all elements of N are nilpotent. Consider v ∈Nn . If v = 0, then v ∈ Sσ (V)n lies in a submodule
which contains no highest weight vector of weight greater than (n − 4). But Theorem 3.1 implies
that there exists no such highest weight vector in Sσ (V)n , hence v = 0.
Observe that the quotient Sσ (V)/N is isomorphic to the Veronese algebra Vq(1, ) deﬁned
in Deﬁnition A.1(b). Since N ⊂ Rad(Sσ (V)) we obtain that Rad(Sσ (V))/N ⊂ Rad(Vq(1, )). But
Rad(Vq(1, )) = {0} by Lemma A.3. Hence Rad(Sσ (V)) = N . Part (b) is proved. The proposition is
proved. 
4. Applications
4.1. The Poisson closure
In this section, we will connect the results on braided symmetric and exterior powers to the semi-
classical limits, and the notion of the Poisson closure, as developed in [3]. Recall from Theorem 2.14(b)
that the semiclassical limit Sσ (V ) of Sσ (V ) admits a Poisson bracket deﬁned as {u, v} = r−(u ∧ v).
Recall the Jacobian map from [3] and [22]:
J : S(V ) · S(V ) · S(V ) → S(V ),
u ⊗ v ⊗ w → {u, {v,w}}+ {w, {u, v}}+ {v, {w,u}}.
Indeed, we showed that the image of J is a graded U (g)-module ideal and that S(V )/ J together with
the bracket induced by r− is a Poisson algebra, which we refer to as the Poisson closure of (S(V ), {·,·})
(Theorem 2.14(b) and [3, Corollary 2.20]).
Using the construction of the classical limit developed in Section 2.3 we now derive the following
corollary from Theorem 3.1.
Corollary 4.1. Let V be a simple Uq(sl2)-module. The classical limit of the braided symmetric algebra Sσ (V )
is isomorphic, as a module algebra, to the Poisson closure of S(V ).
Employing the notion of bracketed superalgebras (see [3, Section 2.2]), an analogous assertion
for the braided exterior algebras of simple Uq(sl2)-module was proved in [3]. Thus, our result gives
further evidence for the following conjecture.
Conjecture 4.2. Let V be an object inO f . The classical limit of the braided symmetric (resp. exterior algebra)
Sσ (V ) (resp. Λσ (V )) is isomorphic, as an algebra, to the Poisson closure, of S(V ) (resp. Λ(V )).
4.2. Non-commutative geometry
In this section we will associate the braided symmetric algebras with non-commutative geometry
in the sense of Artin, Tate and Van den Bergh [1] and Artin and Zhang [2]. First, we will recall some
of their deﬁnitions and results. Let V be an n-dimensional vectorspace. Every element of f ∈ (V ∗)⊗k
deﬁnes a multilinear form on V⊗k . It induces a form on (PV )⊗k , where PV is the projective space
of lines in V . Since the form is multi-homogeneous, it deﬁnes a zero locus in (PV )⊗k . Let I be a
graded ideal in T (V ∗). Then the d-th graded component Id of I deﬁnes a scheme Γd , where Γd is
the scheme of zeros of Id ⊂ (PV )⊗d . We have the following fact.
Proposition 4.3. (See [1, Proposition 3.5(ii)].) Let PVi denote the i-th factor of (PV )⊗d and for 1 i  j  d
denote by pri j the projection of (PV )⊗d onto PVi ×· · ·×PV j . Then pri j(Γd) is a closed subscheme of Γ j−i+1 .
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now consider the inverse limit Γ of the sets Γd . We need it in order to classify the point modules
which we introduce in the following. Denote by A the algebra A = T (V ∗)/I .
Deﬁnition 4.4. (See [1, Deﬁnition 3.8].) A graded right A-module M is called a point module if it
satisﬁes the following conditions:
• M is generated in degree zero,
• M0 = k, and
• dimMi = 1 for all i  0.
Artin, Tate and Van den Bergh classiﬁed the point modules in the following terms.
Proposition 4.5. (See [1, Corollary 3.13].) The point modules of A are in one-to-one correspondence with the
points of Γ .
Using our explicit description of the braided symmetric algebras of simple Uq(sl2)-modules we
obtain the following result.
Theorem 4.6.
(a) Let  be odd. Then the point modules of Sσ (V) are parametrized by the points of the curve, deﬁned by the
Veronese algebra Vq(1, ) in PV .
(b) Let  be even. Then the point modules of Sσ (V) are parametrized by the points of the surface, deﬁned by
the Veronese algebra Vq(2, 2 ) in PV .
Proof. Part (b) follows directly from Proposition 4.5 and the proof of Theorem 3.1(b) which also
provides the embedding PV ⊂ Pq where q =
(2+ 2

2
)
, as the generating set of Sσ (V), as in the proof
of Theorem 3.1(b).
In order to prove (a) we have to observe that the quotient of Sσ (V) by the ideal N is isomorphic
to the Veronese algebra Vq(1, ). The assertion follows. The theorem is proved. 
Remark 4.7. The assertion of Theorem 4.6 was proved in the special case  = 3 by Vancliff in [20].
It will be interesting to gain a more complete view of the non-commutative geometry related
to braided symmetric algebras. As mentioned in the introduction, a corresponding version of Proj
was deﬁned by Artin and Zhang in [2]. Let A be a non-commutative algebra, A A the left-regular
module, gr(A) the category of ﬁnitely graded A-modules (here grading means Z-grading) and s the
auto-equivalence induced by the degree-shift functor. Then, qgr(A) is the quotient of the category
of gr(A)-modules by the ﬁnite-dimensional modules (the torsion modules) and Proj(A) is given by
Proj(A) = (qgr(A), A A, s). We believe that this approach will be useful in describing the geometry
attached to braided symmetric algebras, and provide important and interesting avenues for future
research.
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Appendix A. Veronese algebras – classical and quantum
In this section we shall review the deﬁnitions and properties of the quantum and classical
Veronese algebras and varieties. For more details and proofs of the classical facts see e.g. [8]. Recall
the deﬁnition of the skew polynomials Cq[x0, . . . , xn] which are deﬁned as the free algebra generated
by x0, . . . , xn and subject to the relations
x jxi = q−1xix j
for all 0 < i < j < n. Note that it is a ﬂat deformation of the polynomial algebra C[x0, . . . , xn]. If
xI = xi1 . . . xid and x J = x j1 . . . x j with i1  · · ·  id and j1  · · ·  jd , then denote by Λ(I, J ) the
number
Λ(I, J ) =
∑
m=1
max{k: ik < jm}.
It is easy to verify that xI x J = qΛ(I, J )xK , where K = xk1 . . . xkd+ with k1  k2  · · · kd+ .
Deﬁnition A.1.
(a) The Veronese algebra V (n,d) is the subalgebra of C[x0, . . . , xn] generated by the homogeneous
elements of degree d.
(b) The quantum Veronese algebra Vq(n,d) is the subalgebra of Cq[x0, . . . , xn] generated by the ho-
mogeneous elements of degree d.
The Veronese algebra induces a map from Pn → P(n+dd )−1. Its image is called the Veronese variety
V(n,d). The relations deﬁning the Veronese variety are given as follows. Notice that we can describe
the coordinate functions xI on C(
n+d
d ) by the d-element partitions I = (0 i1  i2  · · · id  n), or
rather xI = xi1 . . . xid . We have the following fact.
Lemma A.2.
(a) (See [8, Example 2.4].) The Veronese variety V(n,d) is the zero locus of all relations xI x J = xK xL ∈
C[x0, . . . , x(n+dd )−1] such that xI x J = xK xL ∈C[x0, . . . , xn]. In particular, all relations are quadratic.
(b) The quantum Veronese algebra is the quotient of Cq[x0, . . . , x(n+dd )−1] by the ideal generated by the rela-
tions
xI x J = qΛ(I, J ;K ,L)xK xL ∈Cq[x0, . . . , xn],
where Λ(I, J ; K , L) = Λ(I, J ) − Λ(K , L).
Recall that the radical Rad(A) of an algebra A is deﬁned as the intersection of all maximal left
modules.
Lemma A.3. Rad(V(n,d)) = {0} and Rad(Vq(n,d)) = {0}.
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invertible. But if x ∈ V(n,d), resp. x ∈ Vq(n,d) and x + 1 is left invertible, then x is a unit or x = 0.
The lemma is proved. 
We will now consider the Veronese subalgebras in the case of n = 1 and n = 2. Recall that C[x0, x1]
and C[x0, x1, x2], resp. Cq[x0, x1] and Cq[x0, x1, x2], can be interpreted as symmetric algebras of the
simple U (sl2)-modules S(V 1) and S(V 2), resp. the simple Uq(sl2)-modules Sσ (V1) and Sσ (V2). We
can therefore think about the classical and quantum Veronese algebras as graded U (sl2), resp. Uq(sl2)-
module algebras (see [3]). Using the well-known decomposition of the symmetric powers of V1
and V2, we obtain the following fact.
Lemma A.4. The graded components of the Veronese algebras V (1,d), Vq(1,d), V (2,d), Vq(2,d) split as
follows:
V (1,d)k ∼= V kd, Vq(1,d)k ∼= Vkd,
V (2,d)k ∼=
kd
2⊕
i=0
V 2kd−4i, Vq(2,d)k ∼=
kd
2⊕
i=0
V2kd−4i .
Additionally, we have the following fact, relating Veronese algebras with classical and braided
symmetric algebras.
Lemma A.5.
(a) Let V be a U (sl2)-submodule of V (n,d)1 . Then there exists a surjective U (sl2)-module homomorphism
from the symmetric algebra S(V ) onto the subalgebra of Vn,d generated by V .
(b) Let V be a Uq(sl2)-submodule of Vq(n,d)1 , n = 1,2. Then there exists a surjective Uq(sl2)-module homo-
morphism from the braided symmetric algebra Sσ (V ) onto the subalgebra of Vq(n,d) generated by V .
Proof. We ﬁrst prove (b), and the proof of (a) will be analogous. Notice that if V ⊂ Vq(n,d)1, then we
can embed V in V⊗kdn . Recall the alternate deﬁnition of Sσ (V ) as in Remark 2.6. Using well-known
facts about braid groups, we write R12...kd,(kd+1)...2kd acting on V⊗kdn ⊗ V⊗kdn as a product of Ri,i+1.
Because Sσ (Vn) is ﬂat when n = 1,2, we see that if v ∈ V⊗kdn ⊗ V⊗kdn is in the subspace spanned
by the “positive” eigenvectors for each Ri,i+1 then it can be expressed as a sum of eigenvectors
with positive eigenvalue for R12...kd,(kd+1)...2kd . The homomorphism T (V ) → Vq(n,d) therefore factors
through Sσ (V ). Part (b) is proved. Part (a) follows by an analogous argument, as the symmetric
algebras S(V n) are trivially ﬂat. 
Notice that V 2d ⊂ V (2,d)1 and V2d ⊂ Vq(2,d)1. We have the following fact about the subalgebras
A(2,d), resp. Aq(2,d) generated by V 2d and V2d .
Lemma A.6.
(a) The subalgebra A(2,d) ⊂ V (2,d) is a graded U (sl2)-module algebra and Aq(2,d) ⊂ Vq(2,d) is a graded
Uq(sl2)-module algebra. If k 2 then
A(2,d)k = V (2,d)k and Aq(2,d)k = Vq(2,d)k.
(b) The ideal of relations of the natural projection map T (V ) → A(2,d), resp. T (V) → Aq(2,d) is gener-
ated by quadratic and cubic elements.
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Vq(2,d)1 of resp. V2d ⊂ Vq(2,d)1. It is generated by xd0, resp. xd0. We have the following fact which
can be proved by an easy induction argument using the deﬁnitions of Section 2.1.
Claim A.7.
(a) For each m 0, we have
Fm
(
xd0
)= ∑
i, j0
ci jx
i
0x
d−i− j
1 x
j
2,
Fm
(
xd0
)=∑
i, j
ci jx
i
0x
d−i− j
1 x
j
2,
where ci j ∈ Z>0 resp. the classical limit of ci j is a positive integer, if and only if 2i−2 j = 2d−2m (i.e. the
monomial lies in the correct weight-space). Otherwise ci j = ci j = 0.
(b) There exists a unique solution (i, j) ∈ Z20 of the system of equations i + j = d and i − j = d −m if and
only if m is even. That means that if m is odd, then Fm(xd0) is divisible by x1 .
Secondly, we also need the following fact which is easy to prove.
Claim A.8. The highest weight vectors vm in S(V 2)d, resp. vm in Sσ (V2)d of weight 2d − 2m are of the form
vm =
m∑
i=0
(−1)i
(
m
i
)
xd−m−i0 x
2i
1 x
m+i
2 ,
vm =
m∑
i=0
(−1)i
(
m
i
)
q
xd−m−i0 x
2i
1 x
m+i
2 .
Now consider the products V 2d · V 2d ⊂ V (2,d)2 and V2d · V2d ⊂ Vq(2,d)2. It is easy to see that
E(vi) = E
(
i∑
j=0
(−1) j
(
i
j
)
v j v2i− j
)
= 0, (A.1)
E(vi) = E
(
i∑
j=0
(−1) j
(
i
j
)
q
v j v2i− j
)
= 0, (A.2)
we have to verify, however, that vi = 0 ∈ V (2,d), resp. vi = 0 ∈ Vq(2,d). Claim A.7(a) and (b) and
Eq. (A.1) allow us to determine that
vi =
i∑
j=0
(−1) j
(
i
j
)
v j v2i− j = cx2d−i0 xi2 + x1(. . .),
vi =
i∑
j=0
(−1) j
(
i
j
)
q
v j v2i− j = cx2d−i0 xi2 + x1(. . .)
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d−k
0 x
k
2 appear
only in the weight vectors v2k , resp. v2k in V2d . But these terms appear only in summands with
positive sign in (A.1) resp. (A.2). This implies that c = 0. Hence the vi , resp. vi are highest weight
vectors of the desired weight and V 2d · V 2d , therefore, generates V (2,d)2, while V2d · V2d generates
Vq(2,d)2.
In the case of V (2,d)k and Vq(2,d)k , k  3, assume by induction that the assertion has been
proven for k − 1. We observe that we can express any monomial xi0 x j1 xkd−i− j2 , resp. xi0x j1xkd−i− j2 as
xi0 x
j
1 x
kd−i− j
2 =
d∑
m=0
am · vm,
xi0x
j
1x
kd−i− j
2 =
d∑
m=0
am · vm,
where am ∈ V (2,d)k−1 and vm ∈ V2d as deﬁned above. If i  2d or kd − i − j  2d, then it is obvious
as ai = 0 for all i > 0, resp. ai = 0 for all i < d. In the remaining cases, we will set up a system of
equations as follows. We write
xi0 x
j
1 x
kd−i− j
2 =
d−i∑
m=0
am · vm,
xi0x
j
1x
kd−i− j
2 =
d−i∑
m=0
am · vm,
and it is easy to see that we can solve the resulting system of equations for the am . Lemma A.6(a)
follows.
Now consider (b). Recall that A(2,d) = T (V2d)/I where I is a homogeneous ideal. Since A(2,d)k =
V (2,d)k , for k  2 and A(2,d)k · A(2,d) = V (2,d)m for all k +  = m with k,   2 and since there
are only quadratic relations in V (2,d), the ideal I is generated by homogeneous elements of degree
at most three. One argues analogously in the case of Aq(2,d) and Vq(2,d). Part (b) and, therefore,
Lemma A.6 are proved. 
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