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Abstract-Let (tn = .zo + . . . + 2,)~ be renewal instants sequence. Suppose that the random 
variables (Zn)N are independent and the corresponding renewal process is stationary (in weak sense) 
with a finite positive intensity. Then there exists an integer d 2 1 such that the sequence (t,d)n10 
forms a stationary recurrent renewal process and zm = 0 almost surely if m # nd, Vn E N. 
Let (&)N be a sequence of non-negative r.v. (random variables). The measure N on [R, B(R)] 
with values in N such that 
N(A) = c IA(h), VA E B(W), 
i20 
where ti = z. + . . . + Zi, i > 0, is a renewal process. This process is called stationary (in weak 
sense) if the distribution of the r.v. 
P-f@1 + t), N(Az + t)] 
is independent on t 2 0 for all Al and A:! from B(W+). In particular, putting N(t) = N([O,t)), 
Vt 2 0 we have EN(a: + y) = EN(z) + EN(y), Vx 2 0, y 2 0 and consequently EN(t) = 
Xt, Vt 2 0 with 0 5 X 5 +co. The number X is called intensity of the renewal process N. 
STATEMENT. Suppose that 
1) the r.v. ~0~~1,. . . are independent 
2) the renewal process N is stationary in weak sense 
3) 0 < x < 03. 
Then 3 d E N+ such that 
1) zm = 0 a.s., Vm $! dN = {O,d,2d,...} 
2) the r.v. (z,~)~>o are independent and the r.v. (.&d)Ql are i.i.d. (independent identically 
distributed) 
3) P(ZO < z) = a s: P(zd > U) du, Vx 2 0 with X = ad. 
LEMMA 1. 
where 
-&(t) = c Pn(Q%,+k(t), Vk>l,TzO, 
n>a 
Ak(t) = P(zk <t), P,,(T) = P{N(T) = n}. 
(1) 
PROOF OF LEMMA 1. The proof of Lemma 1 is divided into items. 
Typeset by A,++S-lj$ 
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ITEM 1. Denote the right part of Equation (1) by R(T). It is enough to verify that R(T) is 
independent on T 2 0 [because R(0) = Ak(t)]. It follows from 
R(T) = J$nm c [P(N(A,, +~)<~,~(C,,+T)~L+l) 
men 
- P(N(B,, + T) < k, N(C,, + T) > k + l)], (2) 
where 
A mn = [0, m2+), B,, = [0, (m + 1)2-“), C,, = [0, m2-* + Z). 
Now it is sufficient to verify (2). 
ITEM 2. For any r.v. < and r~ and real number 3: put 
A = (< - 77 < z), A, = U {q E [m2-“, (m + 1)2-“l), [ < m2-” + z}. 
men 
Then A,, t A. If 17 2 0 then 0 can be replaced by N. Show it. 
2.1 A,, C A. Indeed, w E A, 3 3m E I such that n(w) E [m2-“, (m + 1)2+),<(w) < 
m2-” + 3: a e(w) < q(w) + 2 3 w E A. 
2.2 A, c A,+I. Indeed, w E A, + 3 m E I such that q(w) E [m2-n, (m + 1)2-n),<(w) < 
m2-n + z * 7](w) E [2 m .2-(“+l), (2m + 1)2- cn+l)) U [(2m + 1)2-(n+1), (2m+ 2)2-(“+l)), 
t(w) < 2m + 2-(“+l) + x < (2m + 1)2-(“+‘I + 2 + w E An+l. 
2.3 A C U A,. Indeed, w E A =S 3 n E R1 such that t(w) - Q(W) < z - 2-n. Then 3 m E II 
such that q(w) E [m2-“, (m + 1)2-n) and, in addition, E(w) = n(w) + [t(w) - q(w)] < 
(m + 1)2-” + x - 2-” = m2-” + 2. It gives w E A,. 
ITEM 3. Using the independence the r.v. (2,)~ and the notation N(t) = sup{i + 1 : ti < t} = 
N([O,t)) with sup{@} = 0, we have 
R(T) = P{U(N(T) = i,ti+k - ti+k-l < t>}. 
i>O 
Note that N(T) < 00 a.s. (since A < co). Putting 6 = ti+k -T, 11 = ti+k_l -T and using Item 2 
and the relations 
we have 
(tj < t) = (N(t) 2 i + l), (ti > 1) = (Iv(t) < i+ l), 
R(T) = lim P 
n-co -HJ (N(T) = i,ti+k_l - T E [m2-n, (m + l)2-n), tj+k - 
T < m2-” + t)} 
i,fTlEN 
= limP{U(N(T) = i,ti+k-..l 2 m2-” +T,ti+k-1 
< (m + 1)2_” + T, ti+k < m2-” +t+T)} 
= ~mP{U(N(T)=i,N(m2-R+T)<i+k,N((m+1)2-”+T) >i+k, 
N(m2-“+t+T)>i+k+l)} 
= limP{U(N(T) = i,N(A,, +T) < k,N(B,, +T) 2 k,N(c,, +T) 2 k+ i)} 
= limp 
{ 
u (N&n + T) < k, N(&, +T)>k,N(C,n,+T)26+1) 
mEN 
Note that the events 
Em = {N(Amn + T) < 6, N(Bmn + T) 2 k, N(C,, + T) > k + 11, m E II, 
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are disjoint (in pairs) since for i 2 1 
Em n Em+i c {WL, + T) 1 k, N(Am+i,n + T) < k} = 0 
due to B,, c A,+;,,. It remains to use 
Em = {N(A,n + T) < k, ~(c,,m + T) 2 R + I}\ 
{N(Arnn +T) < k, N(cmn + T) > k + I, N(B,, + T) < it) 
= -LN(Amn +T) < k, ~(c,,,, + T) 2 k + I}\ 
{~(&nn + T) < k, N(C,, + T) 1 k + 1) 
and A,, c B,,. 
REMARK. Due to Equation (a), R(T) is independent on T > 0 if P{N(A + T) = k} and 
P{N(A + T) = k, N(B + T) = 0) are independent on T for all k E N, A = [O,a), B = [a,b), 
b > a > 0. This condition of stationarity is more weak than indicated in the one above. 
LEMMA 2. Every bounded solution of the system (with respect to uo,ul,. . .) 
uk = c Piuk+i, k 2 0, (3) 
i>O 
where po < 1, pi 2 0, Vi 2 0, &.opi = 1, is periodic, i.e., 3 an integer d, 1 5 d 5 
min{i : pi # 0, i 2 1) such that Uk+d = ok, VkLO. 
It follows from the proposition (see [l]): Let p = (p,)~ be a sequence of real numbers with 
xnEl lpnl < 00. Suppose that the continuous function 
~(4 = Cpk”‘, -7r 5 6 5 7r, 
nEO 
has a finite number of zeros 6$, . . . , 6d (-T < fi$ < . . . c 6$ < T). Then every bounded solution 
u = (urn)!, Iu,, 1 5 c, of the system 
c Pn%l+n = 0, m E I, 
nEP 
has a form 
d 
1 
where al,..., ad are some complex numbers. Note that the proof of this proposition uses the 
following theorem: every minimal closed primary ideal of Winer ring coincides with maximal 
ideal. 
LEMMA 3. There exists an integer d 2 1 such that f&d+? = A,, V integers n 2 0 and 1 5 r 5 d. 
J~I addition, if d > 1 then 
Al(t) = --. = Ad-l(t) = 1, vt > 0. 
PROOF. We have PO(T) < 1, VT > 0 since EN(t) = At, Vt >_ 0 and 0 < X < 00. Define an 
integer d 2 1 by following condition: 3T > 0 such that pd(T) # 0 and if d > 1 then 
PI(t) = * ’ * = P&l(t) = 0, vt > 0. 
Thanks to Lemma 2, Vt > 0 the solution ‘1Lg = .&l(t), k 2 0, of the system (3) with pi = Pi(T), 
i 2 0, is periodic with a period dt, 1 5 dt 5 d. 
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If d = 1 then Al(t) = AZ(t) = . . . Vt > 0, hence the statement of this lemma is true. Consider 
nowthecased>l. As 
PI(~) = i%(t) - (AI *Al)(t) = 0, vt > 0, 
we have Al(t) = 1, Vt > 0. Using the formula 
Pk(t) = P&-l < 1) - P(tk < t) = (A,I *... *Ak-l)(t) - (Ao -k. ..*Ak)(t), lc 2 1, 
we obtain by induction Ak(t) = 1, Vt > 0,l 5 k < d. If dt = d then Uk = ud+k = Uzd+k = . 
for L = 0, 1,. . . , d - 1 and, hence, AP(t) = And+,.(t) for n 2 0, r = 1,. . . , d. If now dt < d then 
A nd*+r(t) = A-W, 
for all n 2 0, r = 1,. ..,dt < d, but Ar(s) = 1, Vs > 0, for r = l,.. .,d - 1. Hence, 
A,(t) = 1, Vm > 1. It gives &d+r(t) = A,-(t) = 1, Vn 1 0, 1 5 r 5 d; it means that the 
statement of Lemma 3 is true in all cases. 
Now the main Statement follows from Lemma 3 and from EN(t) = At, Vt > 0 with 0 < X < m 
if we use the renewal equation for the recurrent renewal process (%&)neN. 
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