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Abstract 
Trench, W.F., Mild integrability conditions for global solutions of an elliptic equation, Journal of Computa- 
tional and Applied Mathematics 39 (1992) 39-48. 
It is shown that the equation Au + p( I x I)uy = 0 has positive radially symmetric solutions on a given exterior 
domain E0 = {x E R” I I x I > a 2 0) which behave asymptotically (as I x I +=J) like constant multiples of the 
radial solutions ~9, = 1 and cz = 1x1 -++’ of AC = 0, provided that p = p(t) satisfies certain integrability 
conditions on (a, 00). The integrability conditions are weaker than those usually imposed. 
Keywords: Semilinear, elliptic, radially symmetric, Emden-Fowler, asymptotic behavior, mild integrability 
assumptions. 
I. Introduction and statement of results 
We consider the semilinear equation 
Au+p(IxI)uy=O, (1 1) . 
where x E Iw”, A is the n-dimensional Laplacian operator, and II 2 3. 
We are interested in the existence of radially symmetric (henceforth, simply radial) solutions 
of (1.1) which behave for large 1 x 1 like positive multiples of the radial solutions u1 = 1 and 
1/‘* = I x 1-n+* of Au = 0. There are many known results of this kind; however, our integrability 
conditions are weaker than those usually imposed, and our estimates of the differences u - c or 
1 x I”-*lx - c as I x I * 00 are sharper. 
The existence of positive radial solutions of equations of the form (1.1) has useful conse- 
quences in connection with Riemannian geometry [12] and problems in mathematical physics 
such as nonlinear field theory [2-51 and the existence of solitary waves [1,13]. 
It is well known that u is a radial solution of (1.1) if and only if u(x) = y( I x 11, where y is a 
solution of 
P+3V-2 y )‘)’ + tp( t)yY = 0. (12) . 
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This can also be written as 
(In-+‘)’ + t”-“p(t)y’ = 0, 
which is a special case of the generalized Emden-Fowler equation studied by the author in 
[P&15]. Therefore, the results obtained in [14,15] apply to our problem; however, the results 
obtained here do not follow from them. 
In the following, r’(x) is the derivative of c in the radial direction. We make the following 
standing assumption. 
A!5sumption. p E C(a, 4 + ( -oo,~)forsomea~O,yisrealand +Oorl,c>O,n>3,and 
0<8<1. 
We prove the following theorems in Section 2. 
mx Theorem 1. Suppose that j t “- ’ -m- ‘jp( t 1 d t converges ( perhaps conditionally 1, and 
n-*-y(n-2)p(~) ds <4(t), 
I 
t > a, (13) . 
where 4 is positice, continuous and nonincreasing on (a, 4, lim, d ,& t I= 0, and 4(a) = 
lim f _ p +&( t1 is finite. Suppose also that either 
(a) y > 0 and 
(~(t))-‘~xin-2 pS_Y'"-2'p(~) ds 4(~) dt <A < 00, t > a, (14) . 
c 
or (b) y < 0 and 
(15) . 
Then ( 1.1 J has a radial so!ution ii on the exterior domain 
such that 
(16) . 
4( Id) 
IIxIn-21;(~)-~I~ec ~(a) 
and 
for all x E En, provided that cy- ’ is sufficiently small. 
(17) . 
(18) . 
Remark 2. Notice that (1.7) implies that ii is positive. The standard integrability condition for 
the existence of positive radial solutions of (1.1) on an exterior domain (1.6) with asymptotic 
behavior 
lim Ix~~-~u(x)=c 
Ixl4= 
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is that 
/ 
X 
p-l-y(n-2) 
I p(t) I dt < 00. 
(See, e.g., [6-lo].) From this and integration by 
/;)1-2J 
00 
s-“(“-~)] p(s) 1 ds dr < 00, 
parts, 
(19 . 
(1.10) 
if y > 0, and 
/ 
00 
I(‘-~~~-~)[] p(s) I ds dt < 00, (1.11) 
if y < 0. Since (1.10) implies (1.4), and (1 .ll) implies (1.5) for any nonincreasing 4, while (1.4) 
does not imply (1.10) nor does (1.5) imply (1.1 l), our integrability conditions are weaker than 
(1.9). 
Theorem 3. Suppose that /“tp< t) dt converges (perhaps conditionally) and 
;yIfip(s) +4(t), -0, (1.12) 
where 4 is positive, continuous and nonincreasing on (a, 4, lim I _+,4( t ) = 0, c$( a) = lim, ~ a +4( t ) 
is finite and the function 
p(t) = (~(t)t”-2)-1~r~“-3~(~) ch 
a 
satisfies the inequality 
p(t)<B<m, t>a. (1.13) 
Suppose also that 
(C(t))ml[al/mp(s) dsI+(r) ch <A < 00, t > a. (1.14) 
7 
Then (1.1) has a radial solution ii on E, (see (1.6)) such that 
and 
i;(x)- \ cl<ec4(~xlJ 
4(a) 
(1.15) 
2& 4(M) 
WX)l~ lx1 4(a) ’ (1.16) 
for x E E,, provided that c y- 1 is sufficiently small. Moreover, if a = 0, then lim ,x, ---) o+ is finite. 
Remark 4. It is easy to show that lim t --, a+ p(t) is finite. The technical assumption (1.13) limits 
the rapidity with which 4 can approach zero as t + 00. (This does not mean that we are placing 
artificial restrictions on the rapidity with which l,“sp(s) ds + 0 as t + 00; rather, it is a 
restriction on the sharpness of the estimates (1.15) and (1.16).) Loosely speaking, (1.13) holds if 
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# decreases lowly by comparison with t -” + *, but does not if ~#5 decreases like t -” +* or more 
rapidly. For example, if 
limP_“&(t)=K, O<K<m, 
t-r 
then (1.13) holds if 0 <cu < 1, but not if cy 3 1. 
Remark 5. The standard assumption guaranteeing the existence of positive radial solutions of 
(1.1) on an exterior domain with the asymptotic behavior 
,,‘f~ll+) = c 
is that 
(1.17) 
(See, e.g., [6,8,10,11].) This is stronger than our integrability assumptions. 
Example 6. The equation 
sin Ix I 
Au + ( 1 x I + l)(log( I x I + 2)) uy = O (1.18) 
is of the form (l.l), with 
sin t 
p(t) = (t + 1) log@ + 2) ’ 
which does not satis@ (1.17). Integrating by parts and applying routine estimates verifies (1.12’ 
with a=Oand 
3 
W) = 
log@ + 2) ’ 
and shows that 
I[PiS) dsi G 2 (t + 1) log(t + 2) l 
From ( 1.19) and (1.20) it is straightforward to veri@ (1.14), with a = 0 and A = 2. Since 4 
satisfies (1.13) with a = 0, Theorem 3 implies that (1.18) has a radial solution ii on R” such that 
(1.19) 
(1.20) 
and 
ec i0g 2 
W)-cl< log(, 1+2)’ x=R”, 
X 
2ec i0g 2 
lW)l~ Ixllogi lxl+2) 9 x+0. 
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2. Proofs of Theorems 1 and 3 
We need the following lemma. 
Lemma 7. Suppose that q is continuous on (a, 04 for some a 2 0, j”saq( s) ds converges for some 
a! > 0, 
SUP 
I/ 
wsaq(s) ds G+(t), 
721 7 
(2 1) . 
where 4 is positive, continuous and nonincreasing on (a, 4 and 4(a) = lim, --, .++( t ) is finite. 
Suppose also that 
W(t))-‘/ tx+-il[q(s) dsl+(T) d7 <A < 00, t > a. (2 21 . 
Let 9? be the Banach space of the continuously differentiable fimttions z on (a, 4 such that z/4 
and tz ‘/C/I are bounded on (a, a~), !?r’th norm 
II z II = 
i i 
b(t)1 tlz’(t)l 
sup max - 
I > Cl 4(t) ’ 24(t) II ’ 
and let 
& 
i 
8C 
2 =-q II z II < - 
i 4(a) l 
Then, if z I, z2 E.G%, the function 
H(t; z,, ~~)=j~s%(s)[(ZZ(S)+c)~-(~~(s)+c)~] ds 
t 
is defined on ( a, 4 and satisfies the inequality 
IH(t; zl, ~~)I~~~~--‘llq -qlhb(f), 
where K is independent of z,, z2 and y. 
Proof. Notice that if z E&, then 
0 < (1 - e)c <z(t) + c G (1 + e)c. 
Let 
Q(t) = lmq(s) ds, t > 0. 
t 
It follows from (2.1) and integration by parts that 
lQ(t)k y. 
Now let 
(2 3) . 
(2 4) . 
(2 5) . 
(2 6) . 
(2 7 . : 
H,(t; zl, z2) = j’saq(s)[(z2(s) +c)‘- (z,(s) +c)‘] ds. 
t 
4-t W. F. Trtvrch / AN dliptic equation 
Integrating by parts yields 
H,(t: z,, 22) = -s"Q(s)[ (z,(s) + 4’ - (z,<s> + c,‘] 1: 
+a / ‘e(s)s- ‘:I i2(s)+~)Y-(z,(~)+~)y] ds t 
+ yjTQ(s)sa[(zz(s) +c)‘-‘z;(s) - (zi(s) +c)‘-‘z;(s)] ds. 
t 
(2 8) . 
From (2.3). (2.6) and the mean value theorem, it can be shown [15, Lemma 31 that 
(c +zz(s))? - (C+Z~(S))Y~~K*C~-‘ilz,-Z~Il~(S) (2 9) . 
and 
+ zz(#- ' 
4(s) 
Z~(S)-(C+i,(S))y~'Z~(S)~<K~CY~lIIZ~-Z~II~, (2.10) 
where 
K,= Iyl(1 fB)Y-i, K, = I y - 1 I(1 f e)y-% + (1 * Qy-‘, 
and the “F ‘* in each case is “ +” if the exponent is nonnegative or “ - ” if it is negative. 
Routine estimates based on (2.71, (2.9) and (2.10) imply that we can let T + 00 in (2.8) and infer 
that H(t; zIr z2 ) is defined for t > 0 and satisfies the inequality 
H(t; Z,. Z~)I~CY-lIIi~-Z-,ll~(f)~(t), 
where 
~(t)=~,r”lQ(t)l+(~,~+~zlyl)(9(1))-’/~s”’lQ(s)l9(s)ds~ 
t 
From (2.2) and (2.71, 
IN(t)I~K=2~(n)+(K,CY+K~IyI)A, t>a. 
This implies (2.5) with this K. q 
Proof of Theorem 1. If 2 satisfies the integral equation 
f(t) = --&lx[ ( jn-’ - ljstf-1-y~‘f-2~p(s)(2(s) +c)’ ds, (2.11) 
then 
f(t) = t-‘1+2(L(t) +c) (2.12) 
satisfies ( 1.2), and therefore 13(x) = j? I x 1) is a solution of (1 .l). We will obtain z^ as a fixed 
point of the transformation 
Integration by parts yields the following lemma. which will simplify later estimates. 
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Lemma 8. Suppose that h E C( a, 4 and lmh d s converges, perhaps conditionally. Define 
p(t) = supi\wh(s) ds/, t > a, 
rat t 
and 
g(t)=&[[(f)“-*-I]h(s)ds, t>a. 
Then 
P(t) W) 
lg(t)kn_2 and Ig’(t)le----- 
t ’ 
t>a. 
Now define 
(lz)(t) = ~m.s’+y~“-2~p(s)(z(s) +c)’ ds. 
t 
If z = 0, then A’z reduces to 
M,(t) = cy 
/ 
=s~-~-~(~-*)~(s) d ,
t 
which converges by assumption and satisfies the inequality 
IM,,(tV<c / V(t), t > a, 
(see (1.3)). This and Lemma 8 imply that the function 
T,(t) = 2z_lW[ (f)^‘_ 1]1.1”n-2B(“) ds 
(the image of z = 0 under F) satisfies the inequalities 
ITo( ” 4(t) -4(t), IT;(t)l G 2~~7, 
n - 2 
t>a. 
(2.13) 
(2.14) 
Therefore, TO is in the Banach space 9’ defined in Lemma 7, and, from (2.3) and (2.14), 
11 To 11~ cy. (2.15) 
Now let & be as defined in (2.4). We will show that 7 is a contraction of & into itself if cy-’ 
is sufficiently small. 
To this end, suppose that zl, z2 E& and consider the integral 
(AZ*)(t) - (drzl)(t) = /“, “-‘-y’“-2~p(s)[(z2(s) +c)‘- (z,(s) +c)‘] ds. 
t 
If assumption (a) of Theorem 1 holds, we can infer from Lemma 7 with a = n - 1 and 
q(t) = t-y’n-2)p(t) that 
I(Az&)) - (Aqt)) I< Key-1 II q -q Il4(t)* (2.16) 
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If assumption (b) of Theorem I holds, then Lemma 7 with a = II- I - y(n - 2) and q =p 
implies (2.16). Since 
(2%)(t) - (z?,)(t) =A[[( g-i- I][( 
Lemma 8 and the definition (2.3) of 11 l 11 imply that Fz2 - Fz, E&B and 
-~z,IIdIIz,-z~~IKC~-‘. (2.17) 
ow suppose that z2 = z is any element of and z, = 0 (so that Yz, = T,, as defined in 
(2.13)). Then the argument just given implies that Yz - 7’1, E&?, and therefore Fz ~9 and 
9~ II G II T, II + II 9.z - T, II 
Q cy + llz 11 KcY-’ (see (2.15) and (2.17)) 
since z ~2. Therefore, Fz EG if 
8K) 8 
cy-’ 1+- 1 1 444 Yqr): (2.18) 
moreover, from (2.17), F is a contraction of 4 if 
Kc?-’ < 1 . (2.19) 
Obviously, (2.18) and (2.19) hold if cy- ’ is sufficiently small. 
It now follows that if cy- ’ is sufficiently small, then there is a z^ in 5 which satisfies (2.11). 
Then $ as defined in (2.12) satisfies (1.2) on (a, 4, and it is routine to verify that ii(x) = y^< I x I) 
is a solution of ( 1.1) which satisfies inequa!ities C 1.7) and (1.8) on E,,. This completes the proof 
of Theorem 1. 0 
kf of Theorem 3. If z^ satisfies the integral equation 
sp(s)( Z(s) + c)’ ds dT, (2.20) 
then 
f=i+c (2.21) 
satisfies (1.2), and therefore ii(x) = 91 I x I ) is a solution of (1.1). We therefore apply the 
contraction mapping principle to the transformation 
(fz)(t) = t-“+? ‘F3 
I, j 
=sp(s)(z(s) +c)’ ds d7, 
acting on &, as defined in Lemma: 7 (with 4 as in (1.12)). 
We need the following lemma. We omit its routine proof. 
Lmma 9. Suppose that h E Cc a7 4 and lxh ds conllerges, perhaps conditionally, and 
yip(s) d+W(r), t>a, 
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for some constant N, where ~5 is as in the statement of Theorem 3. Define 
Tizen 
g(t) = t -n+2bt1-3/p;2(s) ds dr, t > a. 
4(t) 
Ig(r)kNB+(t) and Ig’(t)k [(n -2)B+ l]N- 
t ’ 
with B as irz (1.13). 
Now define 
(AZ)(t) = f=sp(s)(z(s) + c)’ ds. 
t 
If z = 0, then AZ reduces to 
MO(t) = cy 
/ 
msp( s) ds, 
t 
which converges by assumption and satisfies the inequality 
I M,(t) I <C yW), t>a, 
(see (i.12)). This and Lemma 9 imply that the function 
TOW = cq-n+2p”-3(yp(s) ds d7 
(the image of z = 0 under 7) satisfies the inequalities 
40) 
ITO(t)l<BcY@(t) and ITd(t [(n -2)B+ I]cyf-. 
Now suppose that zl, z2 E&, and consider the integral 
(Mz,)(t) - (Mz,)(t) =[7sp(s)[(z,(s) +c)‘- (z](s) +<)‘I ds. 
t 
Because of (1.14), we can apply Lemma 7 with (Y = 1 and \cb =p to infer that 
l(dq(f)) - (-&(t)) I <KcY-* II q -q II 4(t). 
Since 
(YZZ)(f) - (Fzl)(t) = t-n+2 fF3[(.dz2)(Tj - (.Mz,)(T)] 67, 
Lemma 9 and the definition (2.3) of 11 l i imply that Fz, - Yz, E&G’ and 
II 57z2 -27z, II<llZl -z,llx+’ 
for a suitable constant x 
The rest of the proof of existence of a solution 2^ of (2.20) (and therefore of f in (2.21) and 
ii) is similar to the last two paragraphs of the proof of Theorem 1. If a = 0, then 
jyt)=c+t -n+2&%‘-3fip(s)( i(s))’ ds dr, 
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and l’H6pital’s rule implies that 
1 
tlJy+y^(t) =c+ --& xw(s)( iys)jY ds- 
0 
Since lim _~,&lxI)=lim,,,+ B(t), this completes the proof of Theorem 3. q 
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