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Introduction
Computer supported indexing systems may be categorized in several ways. One classification scheme refers to them as statistical, syntactic, semantic or knowledgebased. While a system may emphasize one of these aspects, most systems actually combine two or more of these mechanisms to maximize system efficiency (1, 2). and workloads, and is used in conjunction with an electronic input processing system (IPS). The NASA MAI system was changed from syntactic to semantic in order to make processing fast enough for an on-demand, online, interactive system--which is available now in addition to the standard batch processing.
However, processing speed was not the only reason for choosing a semantically based design over a syntactic one.
There are several other arguments, such as (1) the large number of rules required for a syntactic-based system to handle different meanings of context-sensitive words, (2) the enormous amount of information needed to disambiguate words, and (3) the attention of syntactic systems to form rather than content (7). NASA's present system is based on the co-occurrences in parts of a sentence of domain-specific terminology;
that is, words and phrases that are not broad in their meanings, but that have (or suggest) domain-specific, semantically unambiguous, indexable concepts (8). While the NASA/CAS1 system is largely semantic, according to the definition above, it also has computational aspects. Statistics are used to determine the probability of an indexer using a particular term when a given word or phrase is encountered in text. Statistics are used to determine which authorized posting terms will be targeted for identifying new knowledge base (KB) entries. Also, statistics were used in making the decision to limit the number of words between two concatenated words to a maximum of three words. The current method of selecting KB entries is based on a statistical analysis of the single-and multiword phrases that occur in large volumes of text (9). These phrases occur in text that (1) resides in the NASA database, This move away from mainframe support has required new programs in different languages and they are still at this writing being "polished." MAI applications and the KB access programs interface with a new IPS. A new KB editing system for the client server architecture was written originally in C+ +, but was replaced soon after with a less cumbersome system that uses a Delphi package and is written in Pascal. MAI response time for processing an average abstract through MAI in an interactive mode is from 3 to 9 seconds. This is on a 486 type 33 MHz PC with 16 million bytes of RAM running on Windows 3.1. The Oracle server is accessed through a Novell network.
MAI System Components
NASA?s online MAI system has three components. The first is an application program that indicates the input text to be processed; selects text strings from the specified text; "calls" Access-2 and feeds those strings to it; accepts and stores NASA terms from Access-2; prints out various reports; and for NASA's electronic IPS,
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provides an online display of NASA terms. The application programs differ for each use of MAI. The reports printed usually consist of a list of natural language words and phrases selected from the strings by Access-2 with their equivalent NASA thesaurus terms, and a list of words not found in the KB (the "third component," described below).
The second component isAccess-2, a modular program that never acts by itself, but always is "called" by an applications program. Access-2 accepts strings from the applications program and puts each word in the string into its own array cell; examines these words from left to right in five-word segments beginning with word I and word 2;
and constructs potential keys or semantic units that are used for searching the KB.
( See Fig. 2.) The program then compares the first word in each of these search keys with the first word in the keys in the KB to see if that word exists. If it does not exist, the word is stored in a list of "words not found as first word in a key," sent back to the application program, displayed on the IPS indexing screen for indexer review, and, in batch processing, printed out for consideration as a new KB entry. These unfound words are also displayed for the quality assurance staff. If the first word and the second word are found as a key to a record in the KB, then the posting term field is read. Any record that contains one or more posting terms will have that or those thesaurus terms as output to the user. If the potential key is found and an asterisk is in the posting term field, the program will look for another word that added to the first two words will produce a key that leads to postings. A key that is found and has zeros in the posting term field will not be translated, but will be flagged so that the words in the key cannot be used again in another key without adding a previously unused word to it or them.
The third component is the knowledge base. The KB contains the vocabulary, relationships, and rules surrounding the vocabulary (17). In the NASA CASI mainframe system, this is stored in a dataset that provides thesaurus term equivalents for input natural language words or word combinations. It also normalizes concepts that are expressed in different ways. It should be noted that the KB fields (i.e., the key field and posting term field) comprise a more robust rewrite system than that of use references in a standard thesaurus. The usual use reference types (with the addition of semicolons and a 999 flag, as explained below) are included as keys to authorized terms, but a new and very powerful concept is added--the rewrite to 00 in the posting term field. Linguistically, this deletion is a zeroing rule. It suppresses unwanted translations of natural language. Additionally, the KB directs the computer to look for word combinations of more than two words when they exist in the KB. At this writing the KB is still available on the mainframe where it is stored in a virtual storage access method (VSAM) file that contains more than 121,000 records--or rules.
Two fields are essential to NASA's KB. One is the key field of each record, which is unique and serves as the computer address to the entry in the KB, and the other is the posting term field.
The key field consists of one of the following three combinations: 
begins with space and symbols, follows with alphas, and ends with numbers 0 through 9. In the original DTIC system, because zeros sorted after the nines and therefore were last on DTIC's computers, the key that contained only one word ended with ":00."
A second possible combination for a key is two or more words separated by sem-
icolons.
A third key combination consists of two or more words separated by semicolons followed by another semicolon and three nines (";999"). This combination is required when a two-word combination is imbedded in a longer key and a translation is wanted for those two words when the longer key cannot be found.
The posting term field also has three possibilities for its contents. It may hold: (1) one or more thesaurus terms that are equivalent in meaning to the key for that entry; (2) two zeros (00), which indicate that no translation for that key is wanted; or (3) an asterisk (*), which indicates that the computer should look for an additional word that will make a longer and more specific key.
Functions of the MAI Components
The functions of the MAI system's components are illustrated in Fig. 1, entitled "NASA's Online Machine-Aided Indexing." The process shown in Fig. 2 hierarchy shown in Fig. 3 , the Access-2 program breaks text into word strings. Fiveword arrays are identified from which potential keys to thesaurus terms are constructed for searching the KB. For an array of "words" A B C D E, the possible search key combinations are as listed in Fig. 3 , which shows search key construction.
For example, if word A followed by word B is not found in the KB, then word A followed by word C is looked up. If that is not found, the search key becomes word A followed by word D, and if that is not found, the program looks for word A followed by word E. If none of these are found, word A (A;999) is looked up by itself. These possible search keys are listed sequentially in column 1 in Fig. 3 .
On the other hand, if word A followed by word B is found and an asterisk is in the posting term field, the possible search key combinations are listed in column 2 of Fig.  3 . Note that if five consecutive words A;B;C;D;E are found with an asterisk in the posting term field, the program will look for the next word in the string. Likewise, if six consecutive words A;B;C;D;E;F are found with an asterisk in the posting term field, the program will add the seventh or G word from the string. The longest existing key contains seven words, but longer keys can be used if deemed necessary. If a word A followed by word C or D or E has an asterisk in the posting term field, the possible search keys are listed in column 3 of Fig. 3 Another kind of computer-supported indexing system does a statistical count of keywords found in bibliographic references.
The theory is that the salient concepts will be prominent in the titles of these references.
For any scientific project that is on the cutting edge of research and development, this may not be the best system to choose, for it takes a sizeable body of material to make such a system work satisfactorily.
Cutting-edge science is more likely to have references that treat the subject in question only peripherally.
After all, if no one has done "it" before, how can they write about it?
Evaluation Measures
Machine-aided indexing was developed at NASA CASI in a high-pressure, production environment. Measurements of its results were devised not to be disruptive of the regular work flow. The following observations were made:
• In 10 years, the indexing staff decreased from eight to five people. 
MATCH RATE
Another early measure of how well the MAI system performed was referred to as the match rate. This term originally was used to describe the percentage of machineselected words or phrases (semantic units) that could be found either entirely or partly in the key field of the KB. When that percentage reached the upper 90s, it lost its value as a measure of progress, and so it was redefined.
The match rate now refers to the percentage of MAI-suggested terms that the indexer elects to use. This measure, which began at 23 percent in early 1996 ranged from 40 percent to 60 percent--or an average of 50 percent--and it has risen gradually over the lifetime of the system as improvements have been made to it.
CAPTURE RATE
In 1986, NASA instituted a measure referred to as the capture rate. This describes the percentage of indexer-assigned terms that are suggested by MAI. The capture rate has been, rather consistently, a few percentage points higher than the match rate. Some systems refer to this measure as "hits."
CONSISTENCY FACTOR
In late 1989, we began to calculate the consistency (or quality) factor q. This identifies the percentage of common terms c found in two lists of terms, one generated automatically and represented by a, and the other terms selected intellectually by the indexer and represented by I. Expressed in another way, q is the ratio of the common terms to the unique terms, where q = c/(a+i)-c (Refs. 19, 11 ). figures were based on a sample of 100 documents, and the 1993 figures are from a survey of the indexers that were using the system.
As stated above, tests used to evaluate NASA_s MAI system were limited to those that would not slow production. A very early test determined that approximately three minutes per document were saved by using MAI, and generally several more index terms were assigned when indexing was done with computer help. Perhaps the best proof of the success of MAI is that indexers handle more work than ever before, they like MAI, and there has been no adverse effect on retrieval evidenced by user or retrieval analysts' feedback.
Conclusions
The jury is still out on the case of the most efficient way to support information retrieval with, or even without, indexing. Parsing frameworks have become cleaner and more flexible (2). More studies in computational linguistics are being undertaken.
Automatic parsers and KBs are becoming more numerous and more sophisticated. The application of standard generalized markup language (SGML) to electronic documents available on the Internet is facilitating the exchange of information. Some organizations index documents with terms derived from full text. Some indexing has' human review and some is entirely automated. During the 1980s the trend in information processing was toward making retrieval systems more user friendly. In the 1990s the primary concern seems to be making the systems cheaper.
Cheaper often means less user friendly systems and shifting some of the work of information discovery onto the searchers. For an online system designer, quick responses have high priority. Regardless of the specific design selected for a MA1 system, its overall performance is largely dependent upon the quality and the comprehensiveness of its KB. Strict control and input from domain experts are critical during the database development process. The time and other resources spent in careful construction of the KB pay off with high-quality output and indexer acceptance.
