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This paper presents a study of the full three-dimensional thermo-mechanical (TM) behavior of rock pillar
inÄspöPillar StabilityExperiment (APSE)usinga self-developednumerical codeTM-EPCA3D. The transient
thermal conduction function was descritized on space and time scales, and was solved by using cellular
automaton (CA) method on space scale and ﬁnite difference method on time scale, respectively. The
advantage of this approach is that no global, but local matrix is used so that it avoids the need to develop
and solve large-scale linear equations and the complexity therein. A thermal conductivity versus stresslasto-plastic cellular automaton (EPCA)
hermo-mechanical (TM) coupling
hermal conduction
hermal conductivity
function was proposed to reﬂect the effect of stress on thermal ﬁeld. The temperature evolution and
induced thermal stress in the pillar part during the heating and cooling processes were well simulated by
the developed code. The factors that affect the modeling results were discussed. It is concluded that, the
complex TM behavior of Äspö rock pillar is signiﬁcantly inﬂuenced by the complex boundary and initial
conditions.
© 2013 Institute of Rock and Soil Mechanics, Chinese Academy of Sciences. Production and hosting by
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t. Introduction
Study of coupled thermo-mechanical (TM) effect on rock mass
esponse is of great importance on nuclear waste underground
isposal, hot-dry-rock thermal energy extraction, heat energy stor-
ge programs, etc. In these cases, rock masses are located in a
on-isothermal environment with temperature evolution. With a
ombination of thermal stress and geo-stress, the rock mass will
resent damage or yielding. The investigation of TM coupling pro-
ess is the key to studying failure mechanism of rocks. In the past
ecades,many researchershavedevoted to the studyof coupledTM
ehavior of geo-materials by using experimental, theoretical and
umerical methods (Tidfors and Sällfors, 1989; Sultan et al., 2002;
ing, 2003; Demirci et al., 2004; Görgülü et al., 2008; Andersson
t al., 2009).∗ Corresponding author. Tel.: +86 27 87198805.
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Äspö Pillar Stability Experiment (APSE) (Andersson, 2007) car-
ied out by the Swedish Nuclear Fuel and Waste Management Co.
SKB) is one of the most important ﬁeld experiments to study the
oupled TM response of hard rocks. It was located at the 450m
evel of the Äspö Hard Rock Laboratory. The experimental layout
onsisted of two 1.75m diameter boreholes separated by a 1m
hick pillar of Äspö diorite containing fractures (Fig. 1a). Due to
he low in situ stress/strength ratio, specially designed excavation-
nduced and thermally induced stresses were required to ensure
tress magnitudes sufﬁciently high to induce yielding of the rock
ass.
Theexperimentwascarriedout in several steps: (1) tunnel exca-
ation, (2) excavation of the ﬁrst 1.75m diameter borehole, (3)
nstallation of the conﬁning system, (4) excavation of the second
.75m diameter borehole to form 1m thick pillar, and (5) applica-
ion of thermal stress. Fig. 1a shows the layout of heaters around
he pillar. The upper part of Fig. 1b was completely dry. However,
n the other sides, water was presented in discrete fractures, and
lso ﬂowed along the walls of the conﬁned hole.
In order to determine the stress imposed on the pillar during
eating, several numerical methods such as JobFEM, Code-Bright
nd FLAC3D have been used to predict the ﬁeld temperature distri-
ution (Andersson and Martin, 2009; Andersson et al., 2009). Once
he temperature ﬁeld is obtained, the coupled TM stress will be
sed to perform failure analysis. A numerical model able to sim-
late the failure process of rocks is required. For this purpose,
his paper introduced a numerical method to solve the tran-
ient thermal ﬁeld problem based on the self-developed numerical
ode, elasto-plastic cellular automaton (EPCA), which has been
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uccessfully used to simulate the failure process of rocks under
olyaxial stress condition. The governing equations, numerical
mplementation, TM coupling scheme for understanding tempera-
ure ﬁeld evolution are presented.
. Governing equations
.1. Thermal conduction equation
As an important partial differential equation, the thermal con-
uction equationdescribes thedistributionof heat in a given region
ver time. For a function T(x, y, z, t) of three spatial variables (x, y,
) and the time variation t, the thermal conduction equation is
∂T
∂t
= k
(
∂2T
∂x2
+ ∂
2T
∂y2
+ ∂
2T
∂z2
)
= k(Txx + Tyy + Tzz) (1)r equivalently
∂T
∂t
= k∇2T (2)
f
Kig. 2. Mean stress dependent thermal conductivity with different temperatures
a=0.4, b=0.1, c=0.0021).
here k is the thermal diffusivity, and
= 
c
(3)
here , c,  are the thermal conductivity, capacity and density
f media, respectively; ∂T/∂t is the rate of change of temperature
t a point over time; Txx, Tyy, Tzz are the second spatial derivatives
thermal conductions) of temperature in x-, y- and z-directions,
espectively; T= T(x, y, z, t) is the temperature as a function of time
nd space.
.2. Thermal conductivity
It has been found from previous researchers (Clauser and
uenges, 1995; Demirci et al., 2004; Görgülü et al., 2008) that the
hermal conductivity of rock has the following properties:
1) The thermal conductivity of rock varies inversely with temper-
ature.
2) The behaviors of all rocks show a digressive behavior with
a high slope at the beginning and low slopes following the
increasing increments of the applied stress.
Therefore, a relation between thermal conductivity and mean
tress is proposed here as
= (0 + abm)e−cT/0 (4)
here 0 is the initial thermal conductivity of rock; T, m are the
emperature andmean stress, respectively; a, b and c are constants.
or example, by choosing the following parameters, a=0.4, b=0.1,
= 0.0021, we get the relation between thermal conductivity and
ean stress with different temperatures in Fig. 2.
.3. Thermal stress
In most continuous bodies, thermal expansion or contraction
annot occur freely in all directions because of geometry, exter-
al constraints, or the existence of temperature gradients, and so
he stresses are produced. The stresses caused by a temperature
hange are known as thermal stresses and are calculated using the
ollowing equation:
Tij = 3K˛TTıij (5)
here ˛T is the linear expansion coefﬁcient of temperature; T is
he temperature increment or reduction; ı is the Kronecker delta
unction; K is the bulk modulus of rock and can be expressed as
= E
3(1 − 2) (6)
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here E and  are the Young’s modulus and Poisson’s ratio, respec-
ively.
. Numerical tool: TM-EPCA3D
In order to study the thermal conduction numerically, the gov-
rning equations in thermal ﬁeld should be solved using certain
umerical method. The transient thermal conduction equation is
nown as parabolic equation, in which the boundary and initial
onditions are known. The solution starts from the initial tempera-
ure ﬁeld. The temperature at next step will be solved with certain
ime increment. The process is approached step by step, which is
nownasMarching Integration. Therefore, the solution of transient
eat conduction problem is conducted on space and time scales.
n this work, we use cellular automaton (CA) method to solve the
hermal conduction on space scale. On time scale, we use ﬁnite
ifference method.
.1. CA updating rule for thermal conduction on space scale
The heat conduction domain is ﬁrstly descritized into a system
omposed of ﬁnite number of cells (Fig. 3a) on space scale. The con-
uctivity matrix of each cell element ([Kj
i
]
e
) will be ﬁrstly formed
ccording to ﬁnite element method.
According to CA localization theory, only the state of itself and
ts neighbors have contributions to the state of the cell. The CA
pdating rule deﬁnes the relation between the cell and its neigh-
ors.
Fig. 3b shows one cell Di, which is composed of cell node Ni,
ell elements and its neighboring cell nodes, in the heat conduc-
ion domain to be solved. In the initial state, it is assumed that the
w
Ceotechnical Engineering 5 (2013) 136–144
ell node Ni has certain magnitude of temperature Ti while the
hermal conduction boundary of its neighbors (Nk
i
, k = 1,2, . . . , ni)
s assumed to be restricted (or ﬁxed), i.e.
Tki = 0 (7)
Therefore, the incremental temperature canbeobtainedaccord-
ng to the following equilibrium equation:
iTi = Qi (8)
here Ki is the conductivity matrix summation of cell elements E
j
i
elated to the cell node Ni. It is a scalar.
Eq. (8) is a linear equation containing only one unknown vari-
ble Ti for cell Di, which is very easy to be solved. When the
ncremental temperature Ti is obtained, temperature gradient
xists between the cell node and its neighboring cell nodes. The
emperature at cell node isTi,while the temperatures at its neigh-
oring cell nodes are 0 ◦C.
According to the rule that heat always transfers from the place
ith high temperature to the place with low temperature, heat on
ell nodeNi will transfer to its neighbors until the equilibrium state
f heat energy is reached. Therefore, when the temperature Ti at
ell node is obtained, we can solve the incremental heat discharge
t its neighboring cell nodes in terms of the following expression:
Qki } = [K
j
i
]
e{Hj
i
} (9)
here [Kj
i
]
e
is the conductivity matrix of a cell element with a
imension of 8 by 8 for 3D heat conduction problem; {Hj
i
} is the
ncremental temperature matrix of cell element, in which only one
lement related to the cell node is non-zero and is obtained from
q. (8). Therefore, the right side of Eq. (9) is known and it is easy
o calculate the incremental heat discharge on each node of each
ell element. And then, relax the restriction on the ﬁxed neighbor-
ng nodes and accumulate the incremental heat discharge with a
everse sign in each cell element.
After that, an equilibrium state is reached for the cell node but
ts neighboring cell nodes are in a non-equilibrium state because
here is an incremental heat discharge on them.
Next, theneighboring cell nodeshave temperature and theywill
ollow the same rule applied on the cell Di. The ﬁrst round of heat
xchange between cell and its neighbors is completed when the
ame rule is applied on all the cells in the system. But the sys-
em may still be in a non-equilibrium state. Therefore, more steps
f such kind of heat exchange are needed to perform the itera-
ion until the system achieves the self-organization equilibrium
tate, which means there is no heat exchange between cells. The
elf-organization equilibrium state is determined by the following
onvergent condition:
ax(|Tk+1
i
− Tki |) ≤ ε (i = 1, . . . , np) (10)
here Tk+1
i
, Tk
i
are the temperatures of current and previous iter-
tive steps, respectively; ε is an iterative precision determined by
peciﬁc problem.
The process of solid CA method to solve the thermal ﬁeld
escribed above can be easily implemented in numerical calcula-
ions. It can be seen that the global calculation is divided into the
terations of cells one by one. No global matrix but local matrix is
sed in the calculation.
.2. Heat conduction on time scaleFinite difference methods, including explicit method (for-
ard difference), implicit method (backward difference),
rank–Nicolson method (two-point difference), etc., are numerical
and Geotechnical Engineering 5 (2013) 136–144 139
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vection parameters are chosen properly, the boundary condition in
case 3 can ﬁt the experimental data well.
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boundary
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convection
convection
water
airP. Pan, X. Feng / Journal of Rock Mechanics
ethods for approximating the solutions to derivatives. Usually,
he Crank–Nicolson scheme is the most accurate scheme for small
ime steps. The explicit scheme is the easiest to implement and
he least numerically intensive. The implicit scheme works the
est for large time steps. For the sake of simplicity, in this work,
e use the explicit scheme to solve heat equation.
For explicit scheme,wecanwrite theequationof timederivative
f temperature as a column vector:
∂T
∂t
}
t
= 1
t
({T}t − {T}t−t) + O(t) (11a)
here{
∂T
∂t
}
=
{
∂T1
∂t
,
∂T2
∂t
, ...,
∂Tn
∂t
}T
{T} = {T1, T2, ..., Tn}T
⎫⎪⎬
⎪⎭ (11b)
We can calculate each cell’s conduction matrix ([K]i) and mass
atrix ([N]i). For local cell, the transient heat conduction equation
an be written as the following matrix form:
[K]i +
[N]i
t
)
{T}t = {P}t +
[N]i
t
{T}t−t (12)
Using the above methods, the heat conduction module has
een compiled in VC+ +environment based on the previously
elf-developed numerical platform EPCA3D and a new version TM-
PCA3D has been developed. The EPCA3D is a combination of CA
heory, elasto-plastic theory, rock mechanics, statistical theory,
tc., to simulate the failure processes of rocks in 3D domain. The
etailed description and the application of EPCA3D in the rock fail-
re process simulation can be seen from the papers by the authors
Feng et al., 2006; Pan et al., 2009a,b, 2012). In this work, when the
emperature is obtained, the associated thermal stress will be cal-
ulated. By using the TM coupling model, the interaction between
hermal ﬁeld and stress ﬁeld can be studied.
. Model and parameters
.1. Thermo-mechanical coupling scheme
The TM coupling scheme to reﬂect the interaction between
tress ﬁeld and thermal ﬁeld is described as follows:
1) Calculate the stress induced by the excavations of the tunnel
and two boreholes that have been conducted. The initial tem-
perature in the model is set to 15 ◦C, at the beginning of heating
(i.e. t=0).
2) Thermal conductivity coefﬁcient is calculated using Eq. (4).
3) Using the calculated thermal conductivity coefﬁcient, the
transient heat conduction in t (= 1 day) is modeled. The tem-
perature in the model domain is obtained.
4) Using the Eq. (5), the thermal stress T is calculated.
5) The total stress tensor and total time will be updated by adding
the thermal stress and incremental time.
6) Repeat the steps 2–5 until the time reaches the prescribed
value, e.g. 100 days.
.2. Boundary conditions
In the modeling, we use the grid shown in Fig. 4, in which
he minimum dimensions of the cell element in pillar part are
.325m×0.19m×0.017m.
In order to predict the TM variables, appropriate boundary con-
itions should be determined. For mechanical process, the normal
irections for all 6 outer boundaries are ﬁxed. For thermal process,Fig. 4. Grid for EPCA3D modeling.
he boundary condition is far more complex, which can be seen in
he following simulations.
As illustrated in Fig. 5, three thermal boundary conditions in
he two deposition holes may exist. In case 1 (Fig. 5a), the conduc-
ion between water and rock in DQ0066G01 and the conduction
etween air and rock in DQ0063G01 are considered. In case 2
Fig. 5b), the adiabatic boundary conditions in these two deposi-
ion holes are considered. While in case 3 (Fig. 5c), the convection
etween water and rock in DQ0066G01 and convection between
ir and rock in DQ0063G01 are considered. The following items are
onsidered: (1) constant temperature of 15 ◦C for all 6 outer bound-
ries is set; (2) tunnel surface is considered as adiabatic boundary.
able 1 lists the physical parameters in themodeling. Themodeling
esults are shown inFigs. 6 and7, and it is found that the selectionof
oundary conditions has great inﬂuence on the results. If the con-(a) Case 1.                    (b) Case 2.                               (c) Case 3.
Fig. 5. Different boundary conditions considered in the modeling.
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Table 1
Physical parameters of various media.
Media Thermal conductivity (W/(m ◦C)) Speciﬁc heat (J/(kg ◦C)) Density (kg/m3)
Air 0.024 1000 1.21
Water 0.6 4185 1000
Rock 2.6 769 2731
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t
ters shown in Table 3. Some of the data come from Anderson’s
work (Andersson, 2005, 2007). Others are determined according
to the mechanical behavior of Äspö hard rock by a series of trial
calculations based on the above parameter sensitivity analysis.ig. 6. Temperature evolution at depth 3.5m of borehole DQ0063G01 by consider-
ng different boundary conditions.
Therefore, in this study, it is more reasonable to consider con-
ections between air and rock, water and rock in two deposition
oles.
.3. Physical parameters
From the above results, by using the boundary condition of
ase 3 in Fig. 5, the modeling results can ﬁt well the experimental
ata on the two boreholes boundaries. Therefore, the parameters
A and ˛W are used to consider the convection effects in these
wo holes. However, different convection parameters (˛A, ˛W)
lso affect the results. In this work, the parameters ˛A, ˛W range
rom 2 to 18 and the results show that, in order to ﬁt the experi-
ental data well, ˛W shall be much bigger than ˛A. By using the
ata set (˛A =2, ˛W =18), the modeling results agree well with the
xperimental data (Figs. 8 and 9). From the viewpoint of physical
eaning, convectionparameter reﬂects theheat transfer capability
etweenﬂuid (including gas) and solid. For example, air convection
arameter in natural condition is 5–25W/(m2 ◦C). The convection
apability between air and rock surface is inﬂuenced by rock type,
eological condition and heterogeneity of rock, etc., for stationary
ir under the experimental conditions. The convection parameters
etween air and rock surface are lower than those in natural con-
ition and the appropriate value can be determined by sensitivity
nalysis.
Moreover, as water was leaking into one of the heaters holes
Fig. 10), two parameters (
R, 
L) are used to reﬂect the heat energy
oss on the right side and left side. Table 2 shows the power per
eter of theheaters during experiment. In themodeling, thepower
eaters on the left side and right side are multiplied by these two
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ig. 7. Temperature evolution at depth 3.5m of borehole DQ0066G01 by consider-
ng different boundary conditions.ig. 9. Comparisonof temperature evolution at depth3.5m inDQ0066G01between
xperiment and modeling with consideration of different convection parameters in
he two deposition holes.
arameters, respectively. Hence, (
R, 
L) = (0, 0) means there is no
eat input in the model, so that no heat conduction is considered
n the whole process. (
R, 
L) = (1, 1) means that the heat powers in
able 2 are totally applied on the model, so that the heaters exert
heir most capability.
Therefore, in the TM modeling, we use the physical parame-Fig. 10. Boundary and internal conditions of pillar part.
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Table 2
The power per meter of the heater during the experiment (Andersson, 2007).
Time (day) Heater output (W/m)
Left side heaters Right side heaters
KQ0064G04 (L=6.5m) KQ0065G02 (L=6.5m) KQ0064G05 (L=6.5m) KQ0065G03 (L=5.0m)
0 200 200 200 200
18 170 170 200 200
5
h
U
t
t
d
5
d
b38 354 354
46 263 263
66 0 0
. Modeling results
The rock pillar had been heated for 66 days. After that, the
eat powers were turned off and the rock pillar was cooled down.
sing the control equations, parameters and boundary condi-
ions mentioned above, the TM-EPCA3D was used to study the
emperature evolution and the induced stress variation in 100
ays.
s
t
t
Fig. 11. Temperature evolution contour in the400 400
400 400
0 0
.1. Temperature evolution
Fig. 11 is the temperature evolution contour of pillar part at the
epth of 1.5m. It is evident that, due to the heat energy loss caused
y water leakage into the borehole, the temperature on the right
ide is lower than that on the left side in the heating process. The
emperature around the conﬁned borehole increases more slowly
han that around the open borehole.
pillar part at depth of 1.5m (unit: ◦C).
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Table 3
Physico-mechanical parameters used in the pillar stability analysis.
Young’s modulus (GPa) Poisson’s ratio Thermal linear expansion coefﬁcient (/◦C) Speciﬁc heat (J/kg ◦C)
55 0.26 7.0×10−6 769
Initial thermal conductivity (W/m ◦C) Density (kg/m3) a b c
2.6 2731 0.4 0.1 0.0021
˛A (W/(m2 ◦C)) ˛W (W/(m2 ◦C)) 
R 
L
2 18 0.7 1.0
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Fig. 14. Comparison of temperature evolution in borehole DQ0063G01 at different
depth levels between modeling and experiment.
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holes KQ0064G06 and KQ0064G07 at different depths. With theig. 12. Comparison of temperature evolution in borehole KQ0064G06 at different
epth levels between modeling and experiment.
Figs. 12 and 13 are the comparisons of temperature evolu-
ion in boreholes KQ0064G06 and KQ0064G07 at different depths
etween modeling and experiment. It is clear that the modeling
esults are in good agreement with experimental results at depths
f 1.5m and 5.5m. Great discrepancies are found at the depth
f 3.5m between modeling and experiment. The modeled tem-
erature at the depth of 3.5m is a little higher than that at the
epth of 1.5m. This is different from the experimental results.
he experimental data show that the temperature at the depth of
.5m is much lower than that at the depth of 5.5m. In the mod-
ling, the heaters are treated as line heat source, which means
hat the temperature on the two ends of the heaters is lower than
hat in the middle part. What is more, the heat energy transfers
ore quickly on the two ends. Therefore, the modeled tempera-
ure at the depth of 3.5m is higher than that at depths of 1.5m and
.5m.
Figs. 14 and 15 are modeled temperature evolution of
Q0063G01 and DQ0066G01 at different depths, compared with
xperimental results. Themodeled temperatures at depths of 1.5m
nd 3.5m are almost the same, which is a little difference with
xperimental data, especially in borehole DQ0066G01.
In Fig. 16, the comparison of temperature evolution in bore-
ole KQ0064G08 with two different depths (2.75m and 5.5m)
etween modeling and experiment. Great discrepancies between
odeling and experiment are found, especially at the depth of
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dig. 15. Comparison of temperature evolution in borehole DQ0066G01 at different
epths between modeling and experiment.
.75m. The parameters used in the modeling and the measured
rror in experiment may be the main cause to these discrepan-
ies.
.2. Thermal conductivity evolution
Figs. 17 and 18 are thermal conductivity evolution of bore-roposed thermal conductivity equation in this work, the thermal
onductivity of rock pillar is dependent on temperature and little
nﬂuenced by stress, because the stress in the pillar part is quite
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arge after excavation. Therefore, the thermal conductivity mainly
aries inversely with temperature, compared with temperature
volution shown in Figs. 12 and 13.
.3. Stress evolutionFigs. 19 and 20 are stress evolution of rocks at points 0.003m
nto narrowest point of pillar with depths of 2.5m and 4.1m. The
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hase, ranging from100MPa toabout150MPa.Theminimumcom-
ressive stresses at depths of 2.5m and 4.1m are about 1.8MPa
nd 1.5MPa, respectively. Compared with the very high maximum
ompressive stress, in the heating phase, the narrowest part of the
illar near the open borehole (DQ0063G01) is almost in low con-
nement condition, which may cause the spalling failure in this
egion.
. Conclusions
In this study, the self-developed EPCA3D system was improved
y considering TM effect. The transient heat conduction equation
as solved by CA method on space scale and ﬁnite difference
ethod on time scale. As no global but local matrix is used,
his method avoids the need to solve large-scale linear equation
nd the complexity therein. The developed numerical system was
sed to reproduce the Äspö Pillar Stability Experiment. Results
how that the modeled temperatures are in good agreement
ith experiment results on most of measuring points. Although
iscrepancies in magnitude on some points between modeling
nd experiment exist, they present the same trend in the tem-
erature variation. In this study, the rock mass is treated as a
omogeneous medium, which may be the main reason to cause
hese discrepancies. Moreover, the selection of boundary condi-
ions has a strong inﬂuence on the modeling results. Therefore,
he discrepancies may be induced by improper boundary condi-
ions we used in the modeling. The control equations and the
umerical method used in this study are simple. It is the com-
lex boundary condition, initial condition, material properties
nd stress path that lead to the complex coupled TM phe-
omenon.
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