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Résumé
L es travaux de recherche présentés dans cette thèse portent sur l’estimation d’état,la commande, et le diagnostic des systèmes non linéaires représentés par des multi-
modèles flous de type Takagi-Sugeno. Une nouvelle technique basée sur la théorie des
valeurs moyennes, celle-ci permet d’écrire l’erreur d’estimation sous forme quasi-LPV, et
par la suite, l’utilisation de la décomposition en secteurs non linéaire nous permet de ré-
écrire le nouveau système sous forme des polytopes sans perte d’information. Cette forme
est ensuite utile pour la synthèse d’un observateur robuste vis-à-vis aux entrées inconnus
afin de reconstruire les états du système et les entrées inconnus. L’observateur robuste est
utilisée pour le diagnostic des défauts statoriques dans une machine asynchrone. Concer-
nant la commande de la machine, une méthodologie de synthèse de loi de commande de
type retour d’état basée observateur pour la classe des multi-modèles de Takagi-Sugeno
a été proposée. Pour ce faire, des conditions des inégalités matricielles linéaires (LMI’s)
ont été obtenus sur la base de la théorie de Lyapunov et le principe de séparation.
Mots-Clés: Système non linéaire, multi-modèles de Takagi-Sugeno, reconstruction d’état
, retour d’état à base d’observateur, diagnostic des défauts, machine asynchrone. inégal-
ités matricielles linéaire.
Abstract
T his work deals with state estimation, control and fault diagnosis of nonlinear sys-tems represented by fuzzy Takagi-Sugeno models. First, new approach based on
the mean value theorem and the sector nonlinearity transformation have been proposed,
it consists in transforming the state error into a fuzzy TS model, this transformation cases
no information loss, then, the robust observer synthesis with repet to perturbations and
unknown inputs is afterward presented for state and unknown input estimation. Fault
diagnosis for induction motor is performed using the robust observer to generate the resid-
ual signals. New observer based state feedback controller of induction motor is proposed.
The stability conditions are written into LMIs based on the second Lyapunov method.
Key words: Nonlinear system, Takagi-Sugeno multi model, state estimation, state feed-




ر الغي اأعطΎΏ التي تصيΏ النمΎذج التحكϡ ϭ كشف ϭ تحديديتمثل في  مل المنجز في هذه المذكرةإن الع
 . oneguS-igakaT لخطيΔ الممثϠΔ بأنظمΔ متعددة غΎمضΔ من نمطا
Δ الخطي قمنΎ بتحϭيل النمϭذج الغير الخطي إلϰ نمϭذج  متكϭن من مجمϭعΔ من اأنظمΔفي البدايΔ 
 .بΎاعتمΎد عϠϰ تϘنيΔ الϘطΎعΎΕ غير خطيΔ، هذا التحϭيل يتϡ بدϭن أϱ ضيΎع لϠمعϠϭمΔ
 ϭ ذلϙ هذا التمثيل الجديد لϠنظΎϡ يسمح لنΎ بΎستحداث ماحظ غير خطي فعΎل ϭ مϘΎϭϡ لϠمداخل المجϬϭلΔ
 .بΎاعتمΎد عϠϰ نظريΔ الϘيϡ المتϭسطΔ
د اأعطΎΏ لمحرϙ ا متزامن ϭذلϙ بΎاعتمΎد عϠϰ في المرحϠΔ الثΎنيΔ قمنΎ بتطبيق تϘنيΎΕ كشف ϭ تحدي
 الماحظ غير الخطي المستحدث سΎبϘΎ، ϭ بخصϭص التحكϡ بΎلمحرϙ، قمنΎ بΎستخداϡ تϘنيΔ تعتمد عϠϰ
 .ϭذلϙ لتطϭيع المحرϙ  )noitasnepmoC detubirtsiD lellaraP(تϘنيΔ  ϭكذا vonupayL دϭال 
النتΎئج المحصل عϠيϬΎ تبين مدى فعΎليΔ الماحظ سϭاء في تϘدير متغيراΕ النظΎϡ  أϭ في الكشف 
 اأعطΎΏ عن  ϭتحديدهΎ
 كلمات مفتاحيه:
 –التحكϡ بϭاسطΔ الماحظ  -أنظمΔ متعددة غΎمضΔ  -النظΎϡ  ΕتϘدير متغيرا -أنظمΔ ا خطيΔ     
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MVT Théorème de la valeur moyenne (Mean Value Theorem)
MM Multi-modèles
PDC Compensation distribuée parallèle (Parallel Distributed Compensation)
TS Takagi-Sugeno
VDM Variable de décision mesurable
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D ans le domaine d’automatique, la modélisation d’un processus s’avère une tacheindispensable et fondamentale. Un système physique peut se décrire selon deux
types de représentation, la première dite implicite, et la seconde, la plus souvent utilisée,
est dite explicite. Ces représentations qui doivent tendre à ressemblent le mieux possible
à la réalité, relient les grandeurs de sorties et d’entrées par le biais d’un vecteur d’état
décrivant l’évolution du système.
Les procédés réels sont souvent de nature non linéaire, cette non linéarité est due soit à
la complexité des phénomènes décrits, soit à la nature des bouclages utilisés. La complex-
ité de ces systèmes conduisent alors, au développement des approches de représentation
adaptées aux modèles linéaires, parmi ces techniques, la représentation multi-modèles
flous de type Takagi-Sugeno (TS). Celle-ci s’appuie sur l’obtention d’un ensemble de
polytopes interconnectés par des fonctions non linéaires, vérifiant la propriété de somme
convexe. Chaque sous-modèle décrit le comportement du système non linéaire dans une
zone de fonctionnement particulière. Deux grandes familles des modèles flous TS sont
largement utilisées dans la littérature, la première est dite les modèles TS couplés, celle-ci
est obtenue par trois méthodes, par l’identification [BMR99], [Gas00], cette approche est
utilisée dans le cas où il ya une difficulté de décrire le système à l’aide d’un modèle ana-
lytique, la deuxième méthode repose sur la linéarisation du système autour de différentes
points de fonctionnement [MSH98], une dernière approche repose sur la transformation
polytopique convexe des termes non linéaires du système, est dite décomposition (trans-
formation) en secteurs non linéaires [KTIT92],[TW04], [Bez13], elle permet d’obtenir une
représentation équivalente au modèle non linéaire initial, évitant les pertes d’information
par rapport aux deux autres approches. Notons que cette dernière approche sera util-
isée dans le cadre de cette thèse. La seconde famille est dite les multi-modèles flous TS
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hétérogènes [Fil91], cette représentation est dédiée aux systèmes complexes présentant des
changements de structure engendrés par leur mode de fonctionnement, dont chaque sous
modèle possède un espace d’état propre dans lequel il évolue indépendamment, Ce type de
modèle introduit une certaine flexibilité dans les problèmes d’identification. Les fonctions
d’activation (fonctions non linéaires) dépendent des variables dites variables de décision
ou bien de prémisse, ces dernières peuvent être mesurables (V DM) ou non mesurable
(V DNM).
Suite à la phase de modélisation, l’estimation des variables d’états du système, est
une étape importante voir indispensable pour la synthèse des lois de commande ou pour
le diagnostic des processus industriels. Cette estimation s’opère par le biais d’un système
dynamique, souvent appelé estimateur d’état ou bien observateur.
L’observateur, est un système auxiliaire qui permet de reconstruire de façon dynamique
l’état interne du système, dont les entrées sont les (entrées-sorties) mesurées du système,
et les sorties sont les variables d’états estimées.
La commande dite compensation parallèle distribuée (PDC) propose une alternative
aux systèmes représentés par les multi-modèles de Takagi-Sugeno, elle est basée sur des
contrôleurs linéaires conçus pour chaque sous système linéaire, et la stabilité du système
non linéaire en boucle fermée est garantie par l’intermédiaire d’une fonction de Lyapunov
commune à tous les sous-systèmes, dans ce contexte, ces fonctions de Lyapunov soit de
nature quadratique [CGAO99], ou non quadratique [CMR+02], où on obtient un ensemble
d’inégalités linéaires matricielles (LMI’s) qui peuvent être résolues aisément avec des outils
d’optimisation. La stabilisation par retour d’état à base d’observateur a été abordée
pour plusieurs classe des systèmes non linéaires, néanmoins, pour les multi-modèles T-
S, les conditions de stabilité dans ce cas sont obtenues sous forme d’inégalités bilinéaires
matricielles (BMI’s) qui peuvent être résolues d’une manière indirecte avec des algorithmes
séquentiels, mais l’existence d’une solution optimale n’est pas garantie.
La tache de diagnostic des défauts suite celle d’estimation d’états, elle s’appuie sur la
détection de façon très rapide de toute anomalie de fonctionnement, ce dernier, peut avoir
comme origine de défauts des capteurs, d’actionneurs, ou bien des défauts du système.
La détection des défauts est basée essentiellement sur la comparaison entre les signatures
de l’état sain du système et celle donnée par l’observateur.
Contributions
Dans ce mémoire , le thème proposé concerne la commande et le diagnostic des défauts
dans les associations convertisseurs machines. L’association onduleur-machine asynchrone
constitue un variateur dont l’utilisation industrielle est de plus en plus importante. De
point de vue de l’automatique, la machine asynchrone est un système dynamique non
linéaire fortement couplé, en plus la mesure de certaines variables n’est pas disponible.
L’idée maitresse du ce travail s’articule autour deux points:
• Développement d’une méthode de diagnostic permettant la surveillance de la ma-
chine asynchrone, en s’appuyant sur l’approche de génération des résidus à base
d’observateur, dans ce contexte, en basant sur la théorie des valeurs moyennes
(MVT) et la décomposition en secteurs non linéaires pour réécrire le système obtenu
sous une forme (LPV), un observateur est défini afin de pouvoir estimer les variables
d’état de la machine en présence d’entrées inconnues.
• Synthèse d’une loi de commande du type retour d’état à base d’observateur sans et
avec action intégrale pour assurer la stabilisation du système.
En effet, quelques tests expérimentaux abordent le retour d’état appliqué à la ma-
chine, ainsi l’estimation d’état par un observateur.
Organisation de la thèse
Les travaux présentés dans ce manuscrit s’articulent autour de quatre chapitres.
Une revue bibliographique constitue le premier chapitre, où quelques concepts fon-
damentaux pour la représentation multi-modèles flous de type Takagi-Sugeno. L’étude
du problème de stabilité et la stabilisation des systèmes non linéaires sont présentés. De
plus, les principales approches de conception des observateurs sont ensuite introduites.
Nous présentons également un bref rappel sur les méthodes de diagnostic des procédés.
Le deuxième chapitre est consacré à l’étude du problème d’estimation d’état des multi-
modèles flous TS, dans ce contexte, la théorie des valeurs moyennes nous permet d’écrire
l’erreur d’estimation sous forme quasi-LPV, et par la suite, la décomposition en secteurs
non linéaires permet de réécrire le système obtenu sous forme d’un ensemble des polytopes.
L’exploitation de la deuxième théorie de Lyapunov conduit à l’obtention des conditions
garantissant la convergence de l’erreur d’estimation vers le zéro sous la forme des inégal-
ités matricielles linéaire (LMI), afin d’obtenir les gains d’observateur. Dans la deuxième
partie de ce chapitre, une loi de commande par retour d’état est synthétisé pour as-
surer la stabilité globale du système (observateur-contrôleur-système) en boucle fermée
en présence des entrées inconnues. Le troisième chapitre est consacré aux applications
des méthodes de synthèse d’observation et de commande à la machine asynchrone. Tout
d’abord, le modèle non linéaire de la machine est reformulé afin de le mettre sous la forme
des multi-modèles T-S traités dans le deuxième chapitre. En exploitant les résultats sur
l’observation et la commande établis précédemment. Le dernier chapitre, l’observateur
conçu précédemment peut être directement mise à profit face aux problèmes posés par
le diagnostic des défauts, une application au diagnostic des défauts de type court-circuit
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Chapitre 1. État de l’Art sur: les Observateurs des Systèmes Non-Linéaires et Diagnostic
1.1 Introduction
Dans ce chapitre nous présentons d’une part, quelques définitions et théorèmes fonda-
mentaux nécessaires pour une bonne compréhension des outils présentés dans ce mémoire,
et d’autre part, une synthèse bibliographique de quelques problèmes liés aux systèmes non
linéaires, plus précisément ceux dédiés à l’observation et la stabilisation des systèmes non
linéaires représentés par des multi-modèles TS et le diagnostic des défauts.
Ce chapitre est organisé de la façon suivante. Dans la première section, nous com-
mençons par une introduction aux systèmes non linéaire et l’approche multi-modèles TS,
après nous intéressons au principe d’estimation d’état et la synthèse des observateurs pour
les systèmes non linéaires ainsi le principe de base de la stabilité et la stabilisation des
multi-modèles flous de Takagi-Sugeno. Dans la dernière partie, nous fournissons un état
de l’art sur le diagnostic des défauts à base d’un observateur.
1.2 Vers la représentation multi-modèles
Les processus physiques sont très souvent représentés par des modèles décrits sous la
forme suivante (représentation d’état explicite):
 x˙ = f(x(t), u(t))y = h(x(t)) (1.1)
.
Où x représente les variables d’état décrivant l’état interne du système, u et y sont
respectivement les grandeurs d’entrée et de sortie du système et f et h représentent les
fonctions linéaires et/ou non linéaires.
La commande d’un processus repose généralement sur une bonne modélisation du sys-
tème, cette dernière devient plus délicate lorsqu’il s’agit des systèmes complexes et forte-
ment non-linéaires, c’est pour cela, il ya deux situation, soit, en utilise des hypothèses
simplificatrices et dans ce cas le modèle obtenu ne tienne pas compte toute la complexité
du système, ou bien, en obtient un modèle très complexe ce qui le rend par fois inex-
9
Chapitre 1. État de l’Art sur: les Observateurs des Systèmes Non-Linéaires et Diagnostic
ploitable pour la commande. En effet, la représentation multi-modèles est une approche
pratique et alternative pour appréhender le comportement d’un processus dans différentes
zones de fonctionnement [Son81]. A ce moment là, deux méthodes pour représenter un
système par une structure multi-modèles [Nag10], soit par la construction direct de la
forme multi-modèles, mais l’inconvénient de cette méthode, est la perte d’information
due à la linéarisation du système, ou bien, en utilisant l’approche par secteur non linéaire
[TW04] qui est la plus souvent utilisée.
Actuellement l’approche multi-modèles (MM) , et un outil très utilisé pour la mod-
élisation des systèmes non linéaires. Dans la littérature, plusieurs terminologies, qui sont
équivalentes, pour définir ce type de modèles: le multi-modèles [MSJ], le modèle flou de
Takagi-Sugeno [TS85], le modèle linéaire polytopique [Ang01]. L’idée principale de cette
approche est s’appuie sur la contribution de sous-modèles au modèle global du système,
cette contribution qui quantifiée par une fonction de pondération (fonction d’activation),










Modèle idéal pour la commande
Pécision
Complexité
Fig 1.1: Complexité et précision de la représentation des système non linéaire
1.2.1 Espace de fonctionnement:
C’est un espace vectoriel à l’intérieur duquel les variables du système évoluent.
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1.2.2 Zone de fonctionnement:
Les zones de fonctionnements représentent les domaines de validité des modèles locaux,
chaque domaine est défini autour d’un point de fonctionnement [Kso99]. Ces domaines
peuvent être de validité disjoints ou bien avec recouvrement comme l’indique dans la
figure (1.2).
Fig 1.2: Schéma de principe de l’approche multi-modèles
a)- Système non linéaire , b− c)- Représentation multi-modèles
Dans le cas où le domaine est de validité disjoint, les fonctions d’activation ne peuvent
prendre que des valeurs 0 ou 1 et à un instant donné, il n’y a qu’un seul modèle qui est
valable et les autres sont nulles. Ce type de partitionnement est fréquent dans le cas des
systèmes à configurations multiples ou à plusieurs modes de fonctionnement, le modèle
obtenu est appelé (affine par morceaux) [Rew03][Son81]. L’autre situation qui peut être
aussi rencontrée dans une description multi-modèles est le cas où les domaines de validité
se chevauchent ou possèdent des zones communes, cet chevauchement dû à la substitution
des fonctions d’activation à front tendu par des fonctions à pente douce. Dans ce cas, ces
fonctions deviennent des fonctions à dérivés continues dont la pente détermine la vitesse
de passage d’un modèle à un autre.
1.2.3 Sous-modèle
C’est le modèle qui représente le comportement du système non linéaire dans une zone
de fonctionnement spécifique.
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1.2.4 Variable de prémisse
Appelée aussi variable de décision ξ(t), est une variable vectorielle caractéristique du
système intervenant dans les fonctions de pondération µ(t). Cette variable peut englober
une ou plusieurs variables internes ou externes du système. Ces variables peuvent être
soit accessibles à la mesure comme des variables d’états mesurables ou bien des signaux
d’entrée du système, soit inaccessibles à la mesure.
1.2.5 Fonction d’activation
C’est une fonction qui détermine le degré d’activation du sous modèle local associé.
Selon la zone où évolue le système, cette fonction indique la contribution plus ou moins
importante du modèle local correspondant dans le modèle global. Elle assure un passage








Les fonctions d’activation peuvent être construites soit à partir des fonctions à dérivées
discontinues (des fonctions triangulaires ou trapézoïdales), soit à partir des fonctions à
dérivées continues ( des fonctions gaussiennes). Elles sont choisies de façon à vérifier les
propriétés de somme convexe suivantes :
 0 ≤ hi(ξ(t)) ≤ 1∑n
i=1 hi(ξ(t)) = 1
.
Les fonctions d’activation construites à partir d’une loi exponentielle sont souvent
utilisées pour le cas continu [ACMR04].
1.2.6 Multi-modèles:
C’est un ensemble de sous modèles agrégés par un mécanisme d’interpolation permet-
tant de caractériser le comportement dynamique global d’un système. Un multi-modèles
se caractérise par le nombre de ses sous-modèles, par leur structure et par le choix des fonc-
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tions de pondération [Orj08]. Dans la littérature, deux grandes familles de multi-modèles
sont recensées selon l’utilisation du vecteur d’état [Nag10], [Fil91].
1.2.6.1 Structure couplée
La structure couplée, où le vecteur d’état étant une somme pondérée des états des
modèles locaux, s’appelle aussi le modèle flou de Takagi-Sugeno (Fuzzy T-S model), qui
a été proposé par [TS85], et elle est basée sur des règles du type SI prémisse Alors con-
séquence, dans cette situation la représentation multimodèle est obtenue par interpolation
de r modèles locaux linéaires.
Représentation Multi-modèles
Multi-modèles [MSJ]
ou bien Modèle affine par morceaux
ou bien Modèle flou de Takagi-Sugeno [TS85]












Modèle TS Couplé Modèle TS Découplé [Fil91]
?
?




des points de fonctionnement
Obtenstion
du modèle
le modèle obtenu est approximatif
le modèle obtenu est exact
Cette représentation (structure couplée) étant la plus largement utilisée, et par l’utilisation
de la transformation par secteurs non linéaires, on peut déduire facilement le modèle sans
aucune perte d’information.
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La deuxième famille c’est la structure découplée ou bien les multi-modèles locaux, elle
est proposée par [Fil91] où il ya plusieurs vecteurs d’états. Elle suppose que le processus
est composé de modèles locaux découplés et admet des vecteurs d’états indépendants, et
peut être vue comme la connexion parallèle de r modèles affines pondérés par leurs poids
de pondération [Ham12]. Dans le contexte d’identification des paramètres cette structure
est très utile car elle permet d’ajuster les dimensions des sous-modèles à la complexité des








1.3 Obtention d’une structure multi-modèles couplée
Dans cette section, nous décrivons les trois méthodes d’obtention d’une structure
multi-modèles couplée à partir d’un modèle non linéaire.
1.3.1 Multi-modèles par identification
En représentant un système non linéaire sous forme multi-modèles, le problème d’identification
des systèmes non linéaires est réduit à l’identification des sous-systèmes définis par des
modèles locaux linéaires et des fonctions d’activation. Les méthodes d’optimisation
numérique sont alors utilisées pour estimer ces paramètres.
Pour l’estimation des paramètres, plusieurs méthodes d’optimisation numérique peu-
vent être utilisées, selon les informations disponibles à priori. Elles sont généralement
basées sur la minimisation de la fonction d’écart entre la sortie estimée du multi-modèles
yˆ(t) et la sortie mesurée du système ym(t).
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1.3.2 Multi-modèles par linéarisation
Dans ce cas, on dispose de la forme analytique du modèle non linéaire du processus
physique qu’on linéarise autour de différents points de fonctionnement judicieusement
choisis [Oud08]. Considérons le système non linéaire suivant :
 x˙(t) = f(x(t), u(t))y(t) = h(x(t), u(t)) (1.5)
Où (f, h) ∈ R2n sont des fonctions non linéaires continues, x(t) ∈ Rn est le vecteur
d’état et u(t) ∈ Rm est le vecteur d’entrée. Par la suite, nous représenterons le système
non linéaire (1.5) par un multi-modèles, composé de plusieurs modèles locaux linéaires ou
affines obtenus en linéarisant le système non linéaire autour d’un point de fonctionnement


























Di = f(xi, ui)− Aix−Biu , Ni = h(xi, ui)− Cix− Eiu
Notons que dans ce cas, le nombre des modèles locaux (r) dépend de la précision
de modélisation souhaitée, de la complexité du système non linéaire et du choix de la
structure des fonctions d’activation.
1.3.3 Modélisation par l’approche des secteurs non linéaires:
La modélisation des systèmes flous de Takagi-Sugeno par l’approche des secteurs non
linéaires, est introduite pour la première fois dans les travaux de [KTIT92], et par la suite,
a été étendue par [TW04]. Cette approche consiste à représenter le système non linéaire
de façon exacte dans un espace compact des variables d’état. Dans ce contexte, parfois,
il est difficile de trouver un secteur global pour le système non linéaire, c’est pour cette
raison on considère un secteur non linéaire local, comme il est indiqué dans la figure (1.3).
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Fig 1.3: Secteurs non linéaires
Soit le système non linéaire décrit par: x˙(t) = f(x(t), u(t))y(t) = h(x(t)) (1.7)
Avec x(t), y(t) et u(t) représentent respectivement, l’état du système, la sortie, et la
commande. On peut écrire le système (1.7) sous une forme LPV:
 x˙(t) = F (ξ(t))x(t) +G(ξ(t))u(t)y(t) = H(ξ(t))x(t) (1.8)
Soit k le nombre des fonctions non linéaires présentes dans le système (1.8). On les
note fi ou i = 1, . . . , k Supposons qu’il existe un compact C des variables ξ(t) où les
non-linéarités sont bornées [Ich09]:
fi ∈ [f imin, f imax], pour i = 1, . . . , k (1.9)
Les non-linéarités fi peuvent alors s’écrire sous la forme suivante:
fi(ξ(t)) = f iminwimax(ξ(t)) + f imaxwimin(ξ(t))
wimax(ξ(t)) =
f imax − fi(ξ(t))
f imax − f imin
wimin = 1− wimax(ξ(t))
(1.10)
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wi`(ξ(t)) r = 1, . . . , 2k et ` = 1, 2 (1.11)
Le système (1.7) qui possède r = 2k ∈ N sous-modèles linéaires, devient par la trans-










1.4 Stabilité et stabilisation des systèmes flous de
Takagi-Sugeno:
La stabilité des systèmes non linéaires a fait l’objet de nombreux travaux. La théorie
de Lyapunov, est l’outil fondamental. Le concept principal de cette théorie est basé sur
l’idée que; si il y a une fonction ayant forme énergétique soit dissipée dans le temps,
alors elle tend vers un point d’équilibre. Dans ce contexte, l’utilisation de la fonction de
Lyapunov est une mesure de distance entre les variables d’état et le point d’équilibre.
La difficulté de cette méthode repose sur la détermination de ces fonctions, cependant,
il existe deux grandes familles des fonctions de Lyapunov (les fonctions quadratiques et
non quadratiques). Dans cet mémoire, on s’intéresse à la stabilité par des fonctions de
Lyapunov quadratiques.
1.4.1 Stabilité quadratique des systèmes flous de Takagi-Sugeno
Notre objectif est d’assurer la stabilité des systèmes flous de Takagi-Sugeno, et nous
avons privilégié l’utilisation de la stabilisation quadratique du système par la seconde
méthode de Lyapunov[BEGFB94]. Cette stabilité est garantie, si les conditions sous la
forme d’un ensemble d’inégalités matricielles linéaires LMI’s des théorèmes suivants sont
satisfaites.
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Théorème 1.4.1:
Le multi-modèle flou TS décrit par (1.3), est asymptotiquement stable s’il existe
une matrice P définie positive telle que les LMI suivantes soient vérifiées:
ATi P + PAi < 0 i = 1, . . . , r (1.13)
Nous attirons l’attention du lecteur sur le fait que nombreux exemples montrent qu’un
système flou de T.S comporte des sous-modèles instables, mais il est peut être stable et
vice versa.
Les conditions de stabilité du théorème 1 sont conservatives puisque les variables
de prémisse ne sont pas prises en compte. Le problème de conservatisme des condi-
tions de stabilité se réduit au prix d’un nombre important des LMI’s . Dans la littéra-
ture, des travaux ont été proposés pour minimiser l’effet de ces sources de conservatisme
[Cha02],[Kru07] et [Mor01].
1.4.2 Stabilisation quadratique des multi-modèles TS
Au cours des dernières années, de nombreux travaux ont été menés pour enquêter
sur la stabilité et la stabilisation des multi-modèles de types Takagi-Sugeno par des con-
trôleurs. Ceux-ci sont basés sur la seconde méthode de Lyapunov de manière à aboutir,
lorsque cela est possible, à la formulation sous forme d’inégalités linéaires matricielles.
La stabilisation la plus répandue se base sur les lois de commande de type compensa-
tion parallèle distribuée (PDC, Parallel Distributed Compensation) [WTG96], [TIW98],
et ses dérivées (PDC proportionnelle (PPDC)) [EL02]. ainsi la loi de commande de type
compensation par division et Fusion CDF [GVDB99],[PKP01]. Lorsque l’état du système
n’est pas disponible, la stabilisation par retour de sortie peut être envisagée. Dans ce
contexte, en distingue trois approches:
• Retour de sortie statique
Ce type des contrôleurs s’avère particulièrement simple et permet de minimiser le
coût de calcul en ligne [Cha02], [NTHB07], [Tah09].
• Retour de sortie dynamique
La commande par retour de sortie dynamique permet d’améliorer les performances
du contrôleur par l’introduisant des spécifications relatives à la dynamique souhaitée
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en boucle fermée. Notons que ce type d’approche s’avère conservatif à cause l’apparition
des termes croisés au sein des LMI [Yon09], [GBM09], [ZGM08].
• Retour de sortie à base d’observateur
Ce type de contrôleur, consiste à introduire un observateur afin d’estimer les vari-
ables d’état non mesurées, une loi de commande statique par retour d’état permet
alors la stabilisation du système [GKVT06], [CEH07].
Dans un premier temps,
1.4.2.1 Stabilisation par le contrôleur PDC
L’approche PDC est utilisée pour élaborer une loi de commande pour les systèmes
décrit par les multi-modèles. L’intérêt majeur de ce type de contrôleurs est qu’ils possèdent
la même structure d’inter-connection que les multi-modèles à partir desquels ils sont
synthétisés. Cette particularité permet alors d’étendre, pour les systèmes non linéaires,
certaines théories issues de la commande des systèmes linéaires. La Figure (3.3) illustre
















Fig 1.4: Principe du contrôleur PDC
Pour les systèmes (1.3), La réalisation du régulateur PDC se fait de la façon suivante:
Si z1 est Mi1 . . . zp est Mip alors:
u(t) = −Fix(t) (1.14)
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avec Fi ∈ Rm×n représentent les gains du contrôleur. La synthèse du correcteur PDC
consiste alors à déterminer les gains de retour d’état Fi. Le système (1.3) commandé par







On distingue ici les termes croisés i et j, et les termes non croisés (seulement i). L’objet
de la commande PDC, se retrouve dans les termes non croisés. Les termes croisés sont
par conséquent des termes non désirés que l’on voudra peu déstabilisant ou le plus petit













Gij = (Ai −BiFj) i < j i, j = 1, 2, . . . , n
Plusieurs relaxations de système (1.16) ont été proposées dans la littérature. Alors en
se basant seulement sur les relaxations de Tanaka [TW04].
Théorème 1.4.2:
L’équilibre du modèle flou continu (1.16) est asymptotiquement stable, s’il existe
une matrice définie positive P > 0 telle que :
GTiiP + PGii < 0
(Gij+Gji2 )
TP + P (Gij+Gji2 ) < 0, i < j
(1.18)
pour tout i, j = 1, 2, . . . , n, exceptées les paires (i, j) telles que
∀t, hi(ξ(t))hj(ξ(t)) = 0.
L’élaboration d’un contrôleur PDC consiste alors à déterminer les gains du régulateur
vérifiant les conditions (1.18),
Le fait d’utiliser les conditions (1.18) permet de réduire un peu le conservatisme des
résultats puisqu’il n’est pas obligatoire d’avoir tous les sous modèles croisées stables.
20
Chapitre 1. État de l’Art sur: les Observateurs des Systèmes Non-Linéaires et Diagnostic
dans ce contexte, un changements des variables bijectifs est nécessaire afin de rendre
le problème à des LMI’s.
X = P−1 et Mi = FiX
On peut ré-écrire l’équation (1.18) sous la forme:
X − (AiX −BiMi)TX−1(AiX −BiMi) > 0
X − 12(AiX + AjX −BiMj −BjMi)TX−1
(AiX + AjX −BiMj −BjMi) > 0
(1.19)
Par utilisation du complément de Schur [BEGFB94], l’inégalité (1.19) peut être con-
verti sous forme LMI: X (AiX −BiMi)T
AiX −BiMi X
 ≥ 0
et X 12(AiX + AjX −BiMj −BjMi)T
1
2(AiX + AjX −BiMj −BjMi) X
 ≥ 0
(1.20)
Les gains du contrôleur sont donnés par:
Fi = MiX−1 (1.21)
Remarque:
La solution obtenue en termes de gains de commande par les problèmes LMI est
souvent de faible qualité. Elle ne garantit ni robustesse, ni performances, de nombreux
travaux ont eu trait à ces deux besoins indispensables que sont la robustesse et une
garantie de performances.
Amélioration des performances du contrôleur PDC
• Stabilité relaxée:
Lorsque le nombre de règles du système devient très grand, il est difficile de trouver
une matrice commune définie positive P . Par conséquent, des conditions de stabilité
relaxées ont été proposées dans [TIW98].
21
Chapitre 1. État de l’Art sur: les Observateurs des Systèmes Non-Linéaires et Diagnostic
Théorème 1.4.3:
À un moment donné t, le nombre de règles s est inférieur ou égal à n (1 < s ≤ r).
Le système (1.16) est asymptotiquement stable s’il existe une matrice P définie
positive, et une matrice Q semi-définie positive telle que:
GTiiP + PGii + (s− 1)Q < 0
(Gij+Gji2 )
TP + P (Gij+Gji2 )−Q < 0, i < j
(1.22)
pour tout i, j = 1, 2, . . . , n, exceptées les paires (i, j) telles que
∀t, hi(ξ(t))hj(ξ(t)) = 0
1.4.2.2 Stabilisation par retour d’état
Dans la littérature, la stabilisation par retour d’état a été abordée pour plusieurs
types des modèles flous de Takagi-Sugeno et les modèles avec incertitudes paramétriques
bornées [MMG+09], les modèles avec retard [CF01]. Deux cas de stabilisation par retour
d’état sont communément considérées, le retour d’état statique (classique) [LWHL06],
[WTG96] et le retour d’état à base d’observateur [TW04]. Pour les contrôleurs à base
d’un observateur on distingue deux possibilités, à savoir la disponibilité des variables
de décision; mesurables (Stabilisation des systèmes T-S à VDM ) ou non mesurables
(Stabilisation des systèmes T-S à VDM ). Dans ce cadre, une loi de commande statique
par retour d’état nous permet la stabilisation du système, où les variables d’états sont
données par l’observateur .
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La conception du contrôleur (1.23) revient à chercher les gains Ki qui assurent la
stabilité du système en boucle fermée. En utilisant le théorème 1 dans l’expression (1.25)






hi(ξ(t))hj(ξ(t))(ATi P + PAi −KTj BTi P − PBiKj < 0
(1.26)
Le problème se formule sous des contraintes de type BMI ( bilinear matrix inequality),
plusieurs approche sont envisageables pour ramener le problème à des LMI’s. Un simple







hi(ξ(t))hj(ξ(t))(XATi + AiX −MTj BTi −BiMj < 0
Mj = KjX et X = P−1
(1.27)
Théorème 1.4.4:
L’équilibre du système flou (1.3) est asymptotiquement stable s’il existe une matrice
P définie positive (P = P T > 0) tel que: pour tous i < j = 1, . . . , n, exceptées les
paires (i, j) telles que: ∀t hi(ξ(t))hj(ξ(t)) = 0 [TIW98]
Γii < 0
Γij + Γji < 0
Avec Γij = GTijP + PGij
(1.28)
Par l’utilisation des outils d’optimisation convexe, O on peut déduire les gains du
contrôleur qui stabilise le système en boucle fermée. On peut aussi agir sur la dynamique
des sous-modèles en boucle fermée par l’introduction de l’approche de placement des pôles
dans les régions LMI’s [MH+06].
Remarque:
On attire l’attention ici que le retour d’état à base d’un observateur est un cas parti-
culier de la commande par retour de sortie dynamique.
1.4.2.3 Stabilisation par retour de sortie
La stabilisation par retour de sortie peut être envisagée pour les systèmes où les
variables d’états (ou partiellement) ne sont pas mesurables. Dans ce contexte, deux
méthodes de stabilisation sont considérées. Les contrôleurs statiques par retour de sortie
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[BGM09],[HN07], l’avantage de cet approche, est la simplicité d’implémentation et la min-
imisation du coût de calcul en ligne. Par contre, les contrôleurs dynamiques permettent
d’améliorer les performances en boucle fermée du système [GBM09], [LWNT00], néan-












Fig 1.5: Structure de contrôle par retour de sortie
1.5 État de l’art sur l’observabilité des systèmes non
linéaires
La commande et le diagnostic d’un processus sont les principaux enjeux de la théorie
d’observation. En effet, le problème de la synthèse des observateurs a suscité l’intérêt
de beaucoup des chercheurs et a fait l’objet d’un grand nombre de travaux. L’état du
système n’est pas toujours accessible et ceci est dû aux contraintes technologiques (cer-
taines grandeurs physiques ne sont pas mesurables), et aux contraintes économiques. La
synthèse des observateurs dépend essentiellement de la classe du système (les systèmes à
paramètres variants, systèmes bilinéaires, systèmes singuliers).
Cette section consiste en une introduction au problème d’observation de l’état des sys-
tèmes non linéaires. Nous présentons en particulier quelques définitions sur la notion
d’observabilité. Le problème d’observabilité des systèmes non linéaires est plus compliqué
que celui des cas linéaires. L’observabilité peut dépendre des entrées appliquées et des
conditions initiales, et elle est définie à partir de la notion de distinguabilité.
Le système non linéaire considéré est celui de la forme (1.1)
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Définition 1 (Indistinguabilité). une paire d’états (x0, x′0) est dite indistinguable si pour
toute entrée u(t) et pour tout t ≥ 0
y(x0, u, t) = y(x′0, u, t)
Définition 2 (Observabilité et l’observabilité locale faible). Le système non linéaire (1.1)
est observable s’il n’admet pas de paire indistinguable. Par contre, un système est faible-
ment observable en x0 ∈ V , s’il existe un voisinage ouvert V ′(x0) ⊂ V contenant x0, tel
que pour tout voisinage V ′′ ⊂ V ′(x0) de x0, pour tout point x1 ∈ V ′′(x0) , les couples
(x0, x1) sont distinguables.
Définition 3 (Espace d’observabilité). l’espace d’observation pour un système non linéaire
est définie comme la plus petite espace vectorielle réelle (O(h)) de fonction de classe C
qui contient les composants de h(h1, h2, ..., hn) et qui est fermé par la dérivation de Lie.
Définition 4 (Observateur). On appelle un observateur du système dynamique (1.1) tout
système dynamique auxiliaire sous la forme suivante:
˙ˆx(t) = fˆ(xˆ(t), u(t), y(t)) (1.29)
On dit que l’observateur (1.29) est un observateur global si l’erreur d’estimation e(t)
vérifie la condition suivante:
‖e(t)‖ = ‖x(t)− xˆ(t)‖ −→ 0 quand t −→∞ (1.30)
1.5.1 Les différents types d’observateurs des systèmes non linéaires
Dans la littérature, de nombreux travaux concernant le développement d’observateurs
pour tout type de systèmes ont été réalisés depuis les travaux fondateurs de Luenberger.
La synthèse d’observateurs d’état des systèmes non linéaires est plus difficile que celles
des systèmes linéaires. En général, il ya trois approches pour la synthèse des observateurs:
1.5.1.1 Les observateurs étendus:
Le filtre de Kalman étendu (EKF ) est une technique fondée sur la linéarisation du
système autour d’un point de fonctionnement.
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• Le filtre de Kalman étendu: Le filtre de Kalman, conçu initialement pour les
systèmes linéaires stochastiques, le filtre étendu EKF consiste à utiliser les équa-
tions du filtre de Kalman standard sur le modèle non linéaire après une linéarisation
autour d’un point de fonctionnement [BA99]. Malgré que les preuves de stabilité
et de convergence établies dans le cas des systèmes linéaires ne peuvent pas être
étendues de manière générale au cas des systèmes non linéaires, cette méthode reste
la plus populaire et largement étudiée dans le domaine d’observation des systèmes
non linéaires [SG92].
• L’observateur de Luenberger étendu: Ce type d’observateur intervient, soit au
niveau du système original avec un gain constant qui doit être calculé par placement
de pôles, soit par le biais d’un changement de coordonnées avec un gain dépendant
de l’état à estimer [Zer11]. Ce type d’observateur, peut provoquer des instabilités
qui se manifestent en s’éloignant du point de fonctionnement, c’est pour cela, il est
rarement utilisé dans la pratique.
1.5.1.2 Observateurs sous forme canonique:
Ces techniques sont basées sur le changement des coordonnées afin d’utiliser la trans-
formation non-linéaire par la méthode de Lie, le nouveau système s’écrit sous une forme
canonique quasi linéaire [BEN]. L’avantage de ces approches est qu’après la transforma-
tion, la synthèse de l’observateur est simple, mais le problème réside dans la caractérisation
du système ayant une forme canonique d’observabilité demandée [KI83], [LB01].
1.5.1.3 Observateurs à grand gain (Observateur de Lipschitz):
Sont des observateurs basés sur les conditions de stabilité de Lyapunov. Les premiers
travaux de ce type d’observateurs sont réalisés par [Tha73]. Ce type d’observateur est
utilisé en général pour les systèmes de forme lipschitzien, son nom (grand gain) est dû au
fait que le gain de l’observateur est suffisamment grand pour compenser la non-linéarité
du système. Le problème majeur de cette technique réside dans la sensibilité aux bruits
de mesure quand les gains obtenus sont importants.
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1.5.1.4 Observateurs de Luenberger généralisés
L’observateur de Luenberger généralisé a été proposé par [AK01], l’idée de cette tech-
nique est d’ajouter un deuxième gain à l’intérieur de la partie non linéaire du système
au gain de l’observateur de Luenberger. une extension de la technique (OLG) au cas des
systèmes monotones multi-variables a été proposée par [FA03]. L’inconvénient de OLG
se trouve dans le fait qu’elle est applicable aux systèmes dont la jacobienne de chaque
composante de la fonction non linéaire est une matrice carrée.
1.5.1.5 Observateurs basés sur la théorie de la contraction
Cette nouvelle technique d’observation a été introduite dans [LS98] elle est basé sur la
théorie de la contraction comme un outil d’analyse de la convergence entre l’observateur
et le modèle [Zem07]
1.5.2 Observateur d’état des multi-modèles de Takagi-Sugeno








Dans la littérature, la plus part des observateurs dédiés aux modèles flous de Takagi-
Sugeno sont une extension de l’observateur de Luenberger proposé pour les systèmes




hi(ξˆ(t))(Aixˆ(t) +Biu(t) + Li(y(t)− yˆ(t))
yˆ(t) = Cxˆ(t)
(1.32)
xˆ(t) et ξˆ représentent respectivement l’état estimé et les variables de décision estimées
ξ(t). Le problème de la synthèse d’observateur (1.32) revient à déterminer les gains con-
stant Li, assurant la convergence asymptotique de l’erreur d’estimation vers zéro. Cette
détermination, passe par l’étude de la stabilité du système générant l’erreur d’estimation
d’état qui étant définie par:
e(t) = x(t)− xˆ(t) (1.33)
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L’erreur d’estimation (1.33), est un système d’équation qui dépend des variables de
décision (prémisse) ξ(t). Ces variables peuvent être de natures mesurables (entrées/sortie
du système) ou non mesurables (états non mesurables). Ce dernier cas, est le plus large
dans les systèmes basés sur la structure de Takagi-Sugeno.
1.5.2.1 Variables de décision mesurables (VDM )
La majorité des travaux effectués sur la synthèse d’observateurs d’état pour les sys-
tèmes décrit par la représentation TS, suppose que les Variables de décision sont mesurables
ξˆ(t) = ξ(t), ceci implique, que l’observateur partage les mêmes variables de décision que
le modèle du système, et par conséquence, une factorisation par les fonctions d’activation
est possible dans l’évaluation de la dynamique de l’erreur d’estimation (1.33), que l’on




hi(ξ(t))(Ai − LiC)e(t) (1.34)
Afin de déterminer les gains Li de l’observateur, une analyse de stabilité du système
(1.34) est nécessaire pour l’obtention des conditions LMI’s par l’introduction d’une fonc-
tion quadratique de la forme V (x(t)) = xT (t)Px(t).
Théorème 1.5.1:
L’erreur d’estimation d’état converge asymptotiquement vers zéro s’il existe une
matrice P = P T > 0 ∈ Rn×n et des matrices Ki ∈ Rn×m telles que les conditions
suivantes soient satisfaites [PCLT98] :
PAi + ATi P −KiC − CTKTi < 0 i = 1, . . . , r (1.35)
Les gains de l’observateur sont obtenus à partir de l’équation:
Li = P−1Ki (1.36)
Des nombreuses recherches ont été menées sur ce sujet, notamment, pour l’amélioration
des performances de l’observateur [PCLT98], l’utilisation des fonctions de Lyapunov non
quadratiques pour étudier la stabilité du système [Kru07], [THW03], ainsi, que la concep-
tion d’un observateur à entrées inconnues proposé par [ACR+06].
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1.5.2.2 Variables de décision non mesurables (VDNM ):
Les processus réels, sont généralement de nature non linéaire à variables de décision
non mesurables. Dans la littérature, peux de travaux discutent ce genre des situations, on
cite ici : [IMRM10],[BPD01] et [NKMM+10]. Dans [BP00] l’approche de Thau-Luenberger
est proposée en prenant en compte des conditions de convergence d’estimation d’état vers







hi(ξˆ(t))(Aixˆ(t) +Biu(t) + LiCe(t)) (1.37)
Théorème 1.5.2:
L’erreur d’estimation d’état entre le modèle TS et l’observateur converge asymp-
totiquement vers zéro, s’il existe des matrices symétriques et définies positives
P,Q ∈ Rn×n et des matrices Ki ∈ Rn×m ainsi qu’un scalaire positif γ tels que:
PAi + ATi P −KiC − CTKTi < Q i = 1, . . . , r (1.38)
 −Q+ γ2I P
P −I
 < 0 (1.39)
1.6 État de l’art sur le diagnostic des défauts
Les systèmes automatiques modernes s’appuient sur la théorie de contrôle sophistiquée
pour améliorer leurs performances et leur sécurité. Dans ce contexte, le diagnostic est un
des domaines de contrôle particulièrement actif depuis le début des années soixante dix,
il a attiré l’attention du plusieurs communautés scientifiques. Le rôle d’un système de
diagnostic est de rendre compte de l’apparition d’un défaut le plus rapidement possible.
Différentes définitions pour la même notion dans le domaine de diagnostic se trouvent
dans la littérature, c’est pour cela, le comité technique (IFA) (International Federation
of Automatic Control ) a lancé une initiative visant à définir une terminologie commune
[Ham12], [Mar11].
• Erreur (error): tout écart entre la valeur mesurée ou calculée, et la valeur réelle.
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• Défaut (fault): Écart non acceptable d’au moins une caractéristique d’un système
par rapport à sa valeur normales.
• Défaillance (failure): Interruption permanente de la capacité d’un système à
assurer une fonction requise dans des conditions opérationnelles spécifiées.
• Panne (break-down): État d’un système incapable d’assurer le service spécifié à
la suite d’une défaillance.
• Perturbation (disturbance): Phénomène considéré comme normal influençant
un processus, mais non ou mal pris en compte dans le modèle censé le présenter.
Incertitude (uncertainty): Voir Talel 50376-2013
• Résidus (residues): signal conçu comme indicateur d’anomalie fonctionnelle ou
comportementale.
• Symptôme (symptom): Événement ou ensemble de données au travers duquel
le système de détection identifie le passage du procédé dans un fonctionnement
anormal.
• Diagnostic (diagnosis): Le diagnostic est l’identification de la cause probable de
la (ou des) défaillance(s) à l’aide d’un raisonnement logique fondé sur un ensemble
d’informations provenant d’une inspection, d’un contrôle ou d’un test.
Le diagnostic consiste donc en la détermination du type, de l’amplitude, de la locali-
sation et de l’instant d’occurrence d’un défaut. Il comprend trois étapes:
• Détection du défaut: C’est une fonction qui consiste à déterminer l’apparition
et l’instant d’occurrence d’un défaut. cette fonction peut être obtenue en utilisant
le signal du résidu généré en comparant le comportement du modèle du système à
celui du système réel.
• Localisation du défaut: Après la détection d’un défaut dans un système, il est
important de pouvoir situer le composant affecté. cette étape s’appelle localisation
de défauts . Elle est basée sur la génération de résidus de manière à ce qu’un
ensemble de ces résidus soit sensible a certains défauts et insensible aux autres
défauts.
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• Identification du défaut: L’identification (estimation) de défauts vise à carac-
tériser leurs amplitudes et leurs évolutions temporelles. La connaissance de l’amplitude
de la défaillance permet de concevoir un système tolérant aux défauts ou auto adap-
tatif.
1.6.1 Types des défauts
Trois principaux types de défauts peuvent toucher les différents éléments d’un proces-
sus, défauts d’actionneurs, défauts des capteurs et défauts du système.
Défaut d’actionneur : Un défaut d’actionneur représente un dysfonctionnement
d’un dispositif agissant sur la dynamique du système, par exemple le blocage d’un vérin
qui ne répond plus au signal de commande.
Défaut de capteur : Un défaut de capteur représente l’écart entre la valeur réelle
d’une grandeur physique et sa mesure, il est peut être partiel ou total. le premier produit
un signal avec plus ou moins d’adéquation avec la valeur vraie, ce type de défaut, apparaît
sous forme d’un biais, d’une dérive, baisse d’efficacité ou bien d’un défaut de calibrage.
Le second défaut produit une valeur qui n’est pas en rapport avec la grandeur à mesurer,
il est due par exemple à une déconnexion totale entre la source d’information et le capteur.
Défaut de processus: Les défauts du processus sont quant à eux des changements
dans les paramètres internes du système qui entraînent une modification de sa dynamique.
Ce type de défaut est difficile à diagnostiquer à cause de la diversité des situations de
défaillances.
1.6.2 Méthodes de Diagnostic
Les méthodes de diagnostic des défaillances utilisées dans les différents secteurs indus-
triels sont très variées et peuvent être groupées en deux grandes familles: celles qui n’en
utilisent pas les modèles mathématiques (sans modèle), et celles qui utilisent les modèles
mathématiques du système (diagnostic à base modèle), ces dernières approches sont plus
simples et moins coûteuses que la première approche figure (1.6) . Pour plus de détails,
le lecteur peut consulter [Kor04].
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Différentes méthodes de diagnostic













Méthode basée sur les observateurs
Fig 1.6: Différentes méthodes de diagnostic
1.6.2.1 Méthodes sans modèles mathématique:
Les approches de diagnostic dites sans modèles mathématiques reposent sur l’idée de la
non-disponibilité du modèle. Elles sont souvent appliquées lorsqu’une modélisation d’un
système avec défauts est difficile à obtenir. Ces méthodes sont plutôt basées sur des algo-
rithmes d’apprentissage. Parmi ces approches, la méthode de redondance matérielle
(physique), qui consiste à ajouter des capteurs pour obtenir des informations supplémen-
taires sur l’état du système. Cette méthode souffre d’inconvénients majeur, tels que le
coût (prix élevés de capteurs), et les contraintes ergonomiques liées à l’installation des
capteurs (manque de place) [Kra91]. L’une des approches ayant du succès dans le do-
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maine de diagnostic est la méthode basée sur l’analyse en composantes principales
(ACP) [LYC+04], [GC05], [DZD+10] elle est basée sur l’utilisation des mesures des en-
trées et sorties uniquement, une extension de la méthode a été examinée par [LYVCQ00],
et [WKL03], oú le premier utilise l’analyse en composantes indépendantes, et le second
exploite le (PLS) (Partial Least Squares). On cite aussi, la méthode par la reconnais-
sance de formes qui est basée sur la comparaison entre une forme à partir d’observations
bruitées par rapport à des classes connues [Dub90]. D’autres techniques n’utilisant pas les
modèles s’appuient sur le traitement statistique [BN+93], l’analyse des signaux [Ste88],et
le raisonnement logique [Vil88], et peuvent également être mises en œuvre [Kor04] .
1.6.2.2 Méthodes avec modèles mathématiques:
L’utilisation des modèles adoptés pour la surveillance des systèmes dynamiques, re-
montent au début des années soixante dix. Plusieurs travaux ont traité cette seconde
approche pour différentes classes de systèmes [CP12], [Rod05], [Ham12]. De nombreux
auteurs [Sal13], [Tha12], décomposent alors ces méthodes de diagnostic en trois approches:
l’identification paramétrique, l’espace de parité, et l’observation d’état.
Approche basée sur identification paramétrique: Les méthodes d’estimation
paramétriques ont pour principe d’estimer d’une façon continue les paramètres du sys-
tème par l’exploitation des mesures d’entrée-sortie. La présence d’un défaut affecte les
paramètres du système estimé. Par une comparaison des paramètres nominaux du sys-
tème en bon fonctionnement à ceux estimés, des résidus sont générés à partir de l’erreur
d’estimation [Ise06], [IDIDTDD03] et [CP12] . Un des inconvénients majeurs de cette
technique réside dans l’augmentation de la taille du vecteur de paramètres lorsque le
nombre de défauts augmente, ce qui rend difficile le calcul pour estimer ce vecteur.
Approche basée sur espace de parité: L’une des méthodes les plus souvent util-
isées dans le domaine de diagnostic à base de modèle est l’approche par espace de parité
ou la redondance analytique [CW84]. Elle consiste à utiliser des relations de redondance
analytique entre les entrées et les sorties du système sans l’apparition des inconnues et
les variables d’état par la projection des équations du système dans un espace particulier
appelé espace de parité. Les résidus sont cette fois engendrés par le test de cohérence
entre les mesures obtenues et les équations de parité. L’extension de l’approche à cer-
taines classes de systèmes non linéaires a été examinée. La conception des relations de
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redondance analytique pour les système non linéaires est décrite dans [Shu07]. Une ex-
tension aux systèmes affines en état est présentée en [HPK01] et aux systèmes affines en
commande en [LWC05].
Approche basée sur les observateurs: Les méthodes de détection et de localisa-
tion de défauts à base d’observateur sont parmi les plus utilisées [FD97]. Elles s’appuient
sur la reconstruction de l’état à l’aide d’observateurs dans le cas déterministe ou par des
filtres dans le cas stochastique [Nun97], [Zol96]. L’erreur d’estimation de sortie est sensi-
ble aux défauts, et peut être utilisée comme résidu. Plusieurs types d’observateurs ont été
proposés ,on cite ici : l’observateur à entrées inconnues, l’observateur à modes glissants,
l’observateur adaptatif et l’observateur à grand gain.
Plusieurs travaux sur le diagnostic de défauts des systèmes en présence d’incertitudes à
base d’un observateur à entrée inconnue ont été publiés [DP01], [MKG03], [Koe05]. L’idée
principale s’appuie sur la génération des résidus sensibles aux défauts et insensibles aux in-
certitudes. Peu de travaux ont été effectués pour la synthèse d’observateurs à entrée incon-
nue pour les systèmes non linéaires et tous les approches envisageables utilisent des algo-
rithmes linéaires appliqués à une approximation des systèmes non linéaires. On peut citer
par exemple l’observateur à entrées inconnues pour les systèmes singuliers non linéaires
[KT92], [HRM+09]. les systèmes de type Lipschitz dans [CS06], [PMZ05], et les systèmes
de type multi-modèle de T-S par [CS07], [IMM+12]. L’estimation d’état du système
multi-modèle de T-S s’effectue en général par utilisation d’un multi-observateur. Dans ce
contexte, [PRP11], [IAM11], proposent une nouvelle stratégie d’estimation dédiées aux
systèmes T-S par l’introduction de la théorie des valeurs moyennes. Une extension de
l’approche au problème des observateurs avec multi-gains a été proposée par [HAB+14]
. On trouve également les observateurs à mode glissant qui sont très en vogue [YE08],
[JSC04]. Pour les observateurs adaptatifs et grand gain le lecteur peut se référer aux
travaux publiés dans [XZ04], [ZPP10], et [Bes03].
Remarque:
Dans le cadre de cette thèse, nous nous intéressons aux méthodes qui s’articulent sur
le diagnostic avec modèle mathématique à base des observateurs.
Quelle que soit la méthode de détection des défauts, la procédure de diagnostic se dé-
compose en deux phases essentielles: génération des résidus, et la prise de décision (figure
(1.7)).
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Fig 1.7: Différentes étapes du diagnostic à base de modèle
Génération des résidus
La détection de défauts est basée sur l’évaluation des différents résidus générés par la
différence entre la sortie mesurée et celle observée, cette évaluation consiste à définir un
seuil afin de détecter la présence de changements. D’une manière générale, ces résidus
doivent être robustes ou faiblement sensibles aux perturbations et incertitudes, afin d’éviter
les fausses alarmes.
Prise de décision
La tâche de décision permet d’identifier et de localiser la cause de l’anomalie dans le
système.
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1.7 Conclusion
Ce chapitre a été consacré à un rappel de quelques définitions relatives à la concep-
tion d’observateur d’état ainsi la stabilisation des systèmes non linéaires présentés par
des multi-modèles de Takagi-Sugeno . Tout d’abord, nous avons présenté les différentes
techniques pour l’obtention d’un multi-modèles. Ensuite, nous avons exposé quelques
types des contrôleurs pour assurer la stabilisation quadratique de ce genre de systèmes.
Des conditions de stabilité avec introduction de relaxation pour les multi-modèles ont
été également présentées. Nous avons exposé aussi un état de l’art sur les différentes
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2.1 Introduction :
Le but de ce chapitre est d’aborder d’une part le problème de synthèse d’observateurs
d’état pour les systèmes non linéaires décrits par les multi-modèles de type Takagi-Sugeno
à variables de décision mesurables, et d’autre part au synthèse des contrôleurs de type
retour d’état et retour d’état à base d’observateur.
Après la description de la problématique nous passerons à l’établissement de l’approche
proposée pour la synthèse de l’observateur d’état dans la section (2.2.2), cet algorithme
d’estimation offrant de nombreux avantages en termes de coût, de flexibilité et de sim-
plicité d’installation.
La mise en œuvre des lois de commande pour les processus industriels, requiert la con-
naissance de l’évolution des variables d’état du système. Cependant, il arrive souvent que
l’ensemble des variables d’états ne correspondent pas toujours aux mesures du système.
Par le biais des observateurs, la reconstruction d’état se propose de fournir l’estimation
des variables d’états à partir des entrées et des sortie du système. Cependant, différentes
approches, conduisant à une estimation d’état pour les systèmes décrits par des multi-
modèles TS, ont été proposées dans la littérature (le lecteur peut consulter [Bes07], [Ich09],
[Orj08]).
L’approche utilisée consiste à utiliser le théorème des accroissements finis (valeurs
moyennes)[Zem07],[Ich09],[Pha11], et la transformation par secteurs non linéaires, ceci
permet d’exprimer l’erreur d’estimation sous forme d’une combinaison convexe des valeurs
des dérivées de la fonction non linéaire.
Le gain qui garanti la convergence de l’observateur proposé est facilement calculée par
des LMI’s qui sont traitées par des techniques d’optimisation.
Dans la seconde partie de ce chapitre, nous nous intéresserons à la synthèse de deux
lois de commande pour les multi-modèles TS.
Remarque:
Ce travail a été motivé par le fait que dans la plupart des travaux dédiés à l’estimation
d’état des multi-modèles TS, soient à variable de décision mesurable/non mesurable ([Ich09],
[Nag10], [BEN]), l’observateur obtenu est à gain multiple (multi-gain Li). Le but principal
est de développer un capteur logiciel pour les multi-modèles TS avec un seul gain statique
L0.
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2.2 Synthèse d’observateur par l’approche DMVT:
Cette section aborde la conception d’un observateur d’état à gain constant pour un
système non linéaire présenté par un multi-modèles de type TS.
2.2.1 Position du problème
Un observateur est un système dynamique qui permet la reconstruction asymptotique
ou exponentielle de l’état d’un système à partir de ses entrées, de ses sorties, et de la
connaissance de son modèle dynamique.







Où x(t) ∈ Rn, u(t) ∈ Rp, et y(t) ∈ Rm représentent respectivement le vecteur d’état,
le vecteur des entrées, et le vecteur des sorties. Ai ∈ Rn×n, Bi ∈ Rn×p, et C ∈ Rm×n sont
des matrices appropriées. hi(x(t)) représentent les fonctions d’activation.
Dans la littérature, la structure d’observateur la plus utilisée pour les systèmes représen-
tés par des multi-modèles TS, est celle de l’observateur de Luenberger dédiée pour les
systèmes linéaires.
Système








Fig 2.1: Principe d’observateur à gain constant
L’observateur d’état correspondant au système (2.1) présentée sur la figure (2.1) ayant
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hi(xˆ(t))(Aixˆ(t) +Biu(t) + L0(y(t)− yˆ(t))
yˆ(t) = Cxˆ(t)
(2.2)
Où xˆ(t) est l’état estimé de x(t). En définissant l’erreur d’estimation par e(t) =
x(t)− xˆ, L0 représente le gain d’observateur.








hi(xˆ(t))(Aixˆ(t) +Biu(t)) + L0Ce(t) (2.3)
Pour des raisons de réécriture de la dynamique de l’erreur d’estimation d’état (2.3) en
deux termes, une transformation sur le système (2.1) est nécessaire.
















A¯i = Ai − A0
B¯i = Bi −B0
(2.5)
Les matrices A0 et B0 représentent les matrices moyennes des matrices Ai et Bi.
Alors, l’observateur (2.2), et la dynamique de l’erreur d’estimation (2.3) ayant les formes
suivantes:















Notre objectif est d’assurer la convergence asymptotique de l’erreur d’estimation vers
zéro. Afin de formuler les conditions de stabilité sous forme des LMIs pour déterminer
le gain statique L0 de l’équation (2.2) , des techniques mathématiques sont nécessaires.
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2.2.2 Théorème de la valeur moyenne
Dans cette section nous présentons l’approche des accroissements finis (Differential
Mean Value Theorem "DMV T ") pour les fonctions scalaires et vectorielles. Ceci permet
ensuite d’écrire la dynamique non linéaire de l’erreur d’estimation sous forme d’un système
Linéaire à Paramètres Variants (LPV ), qui sera utilisé dans la phase suivante.
Les définitions suivantes sont nécessaires:
Théorème 2.2.1:
DMVT des fonctions scalaires:
Soit x, y ∈ Rn, nous définissons l’ensemble convexe Co(x, y) par:
Co(x, y) = λx+ (1− λ)y , telque λ ∈ [0, 1] (2.8)
Définition 5 (Base canonique). Soit la fonction vectorielle f(x) : Rn → Rq, tel que
f(x) = [f1(x), f2(x), .., fi(x), . . . , fq(x)]T , avec fi(x) : Rn → R est la ime composante de
f(x). Considérons un ensemble Es définit par: es(i) = [0, .., 0, 1, 0, . . . . , 0], pour i = 1, 2, . . . , sEs = es(i) (2.9)






DMVT des fonctions vectorielles:
Soit f(x) ∈ Rn → Rn, une fonction différentiable sur l’intervalle [a, b] ∈ Rn, il existe
une constante c ∈]a, b[nous définissons l’ensemble convexe Co(x, y) telle que :
f(a)− f(b) = ∇f(c)(a− b) (2.11)
En utilisant le théorème (2.2.2) à (2.9), on obtient le DMVT modifier
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Théorème 2.2.3:
DMVT modifier des fonctions vectorielles
Soit f(x) ∈ Rn → Rn, une fonction continue sur l’intervalle [a, b] ∈ Rn et différen-
tiable dans Co(a, b) , il existe un vecteur c ∈ Co(a, b), ci 6= a, ci 6= b pour i = 1, . . . n,
tel que [Pha11]:



















δijk ≥ 0 et δij1 + δij2 = 1








0 . . . 0 0 0 . . . 0
: : : : :
0 . . . [ ∂fi
∂xj
]max 0 0 . . . 0
0 . . . 0 0 0 . . . 0
0 . . . 0 0 0 . . . 0
: : : : :
0 . . . 0 0 0 . . . 0

(2.15)










0 . . . 0 0 0 . . . 0
: : : : :
0 . . . [ ∂fi
∂xj
]min 0 0 . . . 0
0 . . . 0 0 0 . . . 0
0 . . . 0 0 0 . . . 0
: : : : :




Soit une fonction bidimensionnel f(x) : R2 → R2 , continue et différentiable sur
Co(X, Y ) tel que :
f(x) = [f1(x) f2(x)]T , avec X = [X1 X2]T et Y = [Y 1 Y 2]T .
D’après le théorème des valeurs moyennes, on peut écrire:
f(X)− f(Y ) =

[ ∂f1∂x1 ]max 0
0 0
× δ111 +













[ ∂f1∂x1 ]min 0
0 0
× δ112 +






















2.2.3 Synthèse d’observateur par l’approche DMVT
Notre contribution dans cette section est de synthétiser un observateur statique pour
une classe des systèmes représentés par (2.1). En peut ré-écrire la dynamique de l’erreur
d’estimation d’état (2.7) sous la forme suivante:
e˙(t) = (A0 − L0C)e(t) + Φ(x(t), u(t))− Φ(xˆ(t), u(t)) (2.18)
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La plupart des travaux concernant la conception des observateurs d’état pour les
systèmes décrits par les multi-modèles TS, suppose que les variables de décisions sont
mesurables (ξ = ξˆ). Pour résoudre ce problème, nous utilisons la théorie des valeurs
moyennes modifiée (Théorème 2.2.2) et l’approche de transformation par secteurs non
linéaires, qui nous permettent d’exprimer la dynamique de l’erreur d’estimation sous une
forme d’un système T-S autonome.
Dans ce contexte, il existe un vecteur c(t) ∈ Co(x, xˆ) tel que:
Φ(x(t), xˆ(t), u(t)) = Φ(x(t), u(t))− Φ(xˆ(t), u(t)) (2.20)









 (x(t)− xˆ(t)) (2.21)
En exploitant l’approche de transformation par secteurs non linéaires pour réécrire les
quantités ∂Φi(ci(t))
∂xj







Alors, la dynamique de l’erreur d’estimation (2.18) peut être représentée par:
e˙(t) =








Pour des raisons de simplification, nous définissons :
Xij = Hijcj(t))δijcj(t)
= A0 − L0C + Fi
(2.24)







e(t) avec q = 2(n)2 (2.25)
Comme le système (2.25) est un système autonome sous forme LPV (Linear Parameter
Variable), des résultats classiques de stabilité des multi-modèles à variables de décision
mesurables et non mesurables peuvent être appliqués [THW03],[Ich09].
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Le problème revient à déterminer le gain L0 assurant la convergence asymptotique de
l’erreur d’estimation vers zéro.
En se basant sur une fonction de Lyapunov quadratique de la forme suivante:
V (e(t)) = eT (t)Pe(t) tel que P = P T > 0 (2.26)
Théorème 2.2.4:
L’erreur d’estimation d’état converge asymptotiquement vers zéro, s’il existe une
matrice symétrique et définie positives P ∈ Rn×n et une matrice M ∈ Rn×m tel que
les inégalités linéaires matricielles suivantes soient satisfaites:
PA0 + PFi −MC + AT0 P + FTi P − CTMT < 0 (2.27)
La convergence de l’observateur (2.2) est conditionnée par l’existence d’une matrice
symétrique P et une matrice de gain M vérifiant la relation (2.25).
Le gain de l’observateur se déduit alors à l’aide de l’équation:
L0 = P−1M (2.28)
2.2.3.1 Démonstration
La démonstration du théorème (2.2.4) est établie en utilisant une fonction de Lyapunov
quadratique tel que:
V (e(t)) = e(t)TPe(t) avec P = P T > 0 (2.29)
L’erreur d’estimation converge asymptotiquement vers zéro si les deux conditions suiv-
antes sont vérifiées :  V (e(t)) > 0V˙ (e(t)) < 0 (2.30)
Puisque la matrice P est définie positive alors la première condition est satisfaite pour
tout e(t) 6= 0, il reste à vérifier la condition V˙ (e(t)) < 0.
La dérivée de V (e(t)) par rapport au temps est donnée par:
V˙ (e(t)) = eT (t)
( q∑
i=1
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Dès que la quantité
∑
hi(x(t))Xi(t) est une fonction affine, alors on peut utiliser le
principe de convexité définit dans [BV97].
(A0 − L0C + Fi)T P + P (A0 − L0C + Fi) =⇒ V˙ (e(t)) < 0 (2.32)
En effectuant le changement de variable M = PL0, on trouve que l’équation (2.32)
est équivalente à (2.27), et le gain de l’observateur est donné par:
L0 = P−1M (2.33)
Remarque:
Pour un nombre élevé de sous-modèles du système, les conditions (2.27) peuvent être
conservatrices, dans ce cas il est difficile de trouver une matrice P unique respectant tous
les conditions (2.27). Afin de réduire ce conservatisme, des approches efficaces capables
d’offrir des solutions à ce problème. Dans ce contexte, [FLK+06], [Cha02] proposent des
fonctions de Lyapunov, poly-quadratiques. Les conditions de stabilité exprimées en terme
d’inégalités matricielles bilinéaires (BMI), sont fournit par l’introduction des fonctions
de Lyapunov de type non quadratiques [BEGFB94], [Joh03].
2.2.4 Amélioration des performances dynamiques
Afin d’améliorer les performances dynamiques de l’observateur (2.2) en particulier en
ce qui concerne la vitesse de convergence vers zéro de l’erreur d’estimation d’état, il est
conseillé d’introduire, lors de la conception de l’observateur des contraintes additionnelles
sur le gain de l’observateur. Pour cela, on fixe les valeurs propres de l’observateur dans
le demi-plan ouvert de gauche du plan complexe de sorte que leurs parties réelles soient
plus grandes en valeur absolue que celles de la matrice d’état du système.
L’approche par placement des pôles dans une région choisie du plan est appelée D-
stabilité.
Définition 6. (Région LMI).
Une région du plan complexe D est une région LMI lorsqu’elle peut s’écrire sous la
forme suivante :
D = {z ∈ C : α + zβ + z¯βT < 0} (2.34)
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La convergence exponentielle de l’observateur (2.2) sera établie sous le principe de
placement des pôles dans une région LMI désirée. Cette dernière, doit définie comme
suit:
• Limitation des parties imaginaires des valeurs propres: |<e(z)| > α
Pour minimiser le taux de convergence exponentielle, on définit la fonction caractéristique
de la région LMI D comme suit:
D = {z ∈ C : fD(z) = α + z + z¯ < 0} (2.35)
• Limitation d’amplitude des gains: Rayon r
Le fixation de la pulsation naturelle, permet de limiter l’amplitude du gain d’observation.
D = {z ∈ C : fD(z) =
−r z
z¯ −r
 < 0} (2.36)
• Minimisation d’amortissement: Angle θ
Pour assurer un amortissement minimal, il faut définir fD comme suit:
D = {z ∈ C : fD(z) =
 (z + z¯)sin(θ) (z − z¯)cos(θ)
−(z − z¯)cos(θ) (z + z¯)sin(θ)





Fig 2.2: Région LMI
Le placement des valeurs propres de l’observateur d’état dans une région D du plan
complexe (figure (2.2)) doit être envisagé afin de prendre en compte les performances
dynamiques de l’observateur.
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Théorème 2.2.5:
L’erreur d’estimation converge asymptotiquement vers zéro avec un placement des
pôles dans une région D du plan complexe, s’il existe une matrice symétrique et
définie positive P ∈ Rn×n et une matriceM ∈ Rn×m telles que les inégalités linéaires
matricielles suivantes soient vérifiées:
PA0 + PAi −MC + AT0 P +ATi P − CTMT + αP < 0 (2.38) −rP PA0 + PAi −MC
AT0 P +ATi P − CTMT −rp
 < 0 (2.39)
 G˜1cos(θ) G˜2sin(θ)
−G˜2sin(θ) G˜1cos(θ)
 < 0 (2.40)
Avec  G˜1 = PA0 + PAi −MC + A
T
0 P +ATi P − CTMT
G˜2 = PA0 + PAi −MC − AT0 P −ATi P + CTMT
2.2.5 Placement de pôles
Dans cette section on va améliorer les performances de l’observateur Proportionnel-
intégrale, notamment en ce qui concerne la vitesse de convergence vers zéro de l’erreur
d’estimation. La dynamique de l’observateur proposé est choisie de telle manière qu’elle
soit sensiblement plus rapide que celle du multi-modèle. Alors, on définit dans le plan
complexe la région D(α, r) comme l’intersection entre un disque, de centre (0,0) et de
rayon r, et du demi-plan gauche limité par une droite d’abscisse −α, nous énonçons le
corollaire suivant:
Théorème 2.2.6:
Les erreurs d’estimation d’état et d’entrées inconnues convergent asymptotiquement
vers zéro avec un placement des pôles dans une région D du plan complexe, s’il
existe une matrice symétrique et définie positive P ∈ R(n+l)×(n+l) et une matrice
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Ma ∈ R(n+l)×(m) tel que les LMIs suivantes soient vérifiées:
{Aai }TP + PAai − Ca{Ma}T −MaCa + 2αP < 0 −rP PAai −MaCa
{Aai }TP − Ca{Ma}T −rp
 < 0 (2.41)
2.3 Stabilisation par retour d’état basé observateur
Dans la section précédente, nous avons abordé le problème d’estimation d’état pour
les systèmes non linéaires décrits par les multi-modèles TS. Des conditions en termes
LMI ont été proposées par le théorème (2.2.2). Il convient maintenant de synthétiser
une commande qui stabilise le système en boucle fermée. Cette dernière est basée sur la
disponibilité complète des variables d’état du système à tout moment. Par conséquence,
dans le cas où les états ne sont pas totalement disponibles, il est possible de synthétiser soit
une commande par retour de sortie [KLY+07],[Wu08], soit un contrôleur basé observateur
[TL02], [CEH07]. Les résultats existants pour ce dernier sont très variés selon la fonction









Fig 2.3: Structure de commande par retour d’état basée observateur
La structure de la loi de commande basée observateur proposée est de la forme :
u(t) = −K0 (xˆ− xc) (2.42)
Où K0 est le gain de commande à synthétiser.
Considérant le système (2.4), l’observateur (2.6), et la loi de commande (2.42), on
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peut écrire:
x˙(t) = A0x(t)−B0K0xˆ(t) +B0K0xc +
r∑
i=1
hi(x(t))(A¯ix(t) + B¯iK0(xˆ− xc))




hi(xˆ(t))(A¯ixˆ(t) + B¯iK0(xˆ− xc))
(2.43)








hi(xˆ(t))(A¯ixˆ(t) + B¯iK0(xˆ(t)− xc(t)))
La dynamique de l’erreur d’estimation avec le bouclage u(t) peut être exprimée par:
 e(t) = x(t)− xˆ(t)e˙(t) = (A0 + L0C)e(t) + (Φ(x, u)− Φ(xˆ, u)) (2.44)
Appliquons maintenant la théorie des valeurs moyennes, on aboutit un système aug-
menté décrivant la dynamique en boucle fermée comme suit:
 x˙(t) = (A0 −B0K0)x(t) +B0K0e(t) +
∂Φi(c¯i(t))
∂xj
|0<c¯i<xi(x(t)) + Φ(xc, uc)






hi(x(t))(A0 + Gi −B0K0)
)








Finalement, en considérant le vecteur d’état augmenté x˜(t) = [x(t) e(t)], le modèle






+ EΦ(xc, uc) (2.47)
tel que:
X˜i =
(A0 + Gi −B0K0 B0K0
0 A0 + Fi − L0C




L’objectif est de synthétiser les gains L0 et K0 qui assurent la stabilité du système
(2.45), et par conséquent le suivi des consignes du système (2.4).
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Remarque:
• La quantité Φ(xc, uc) n’influe pas sur la stabilité du (2.47), par conséquent, il suffit





• Lorsque les variables de prémisses ne sont pas mesurables, le modèle complet avec
observateur ne permet pas d’aboutir à des résultats exploitables, cependant, il ne
permet pas de conclure sur le principe de séparation [MSH98], et en plus le problème
ne se met pas sous forme LMI.
On supposera que toutes les variables de prémisses sont mesurables (zˆ(t) = z(t)).
Alors, on peut déterminer les gains de l’observateur et du contrôleur séparément à partir
des conditions suivantes.
Théorème 2.3.1:
La stabilisation et l’estimation de l’état du système (2.1) par l’observateur (2.2) et
sous la loi de commande (2.42) dépendent de l’existence des matrices symétriques
et définies positives P et des matrices M,N de dimensions appropriées, et d’une
constante réelle positive, tel que les deux inégalités linéaires matricielles suivantes
soient vérifiées d’une façon séparée, ∀i = 1, . . . , q:
(A0 + Gi −B0N)T P + P (A0 + Gi −B0N) + 2αP < 0
(A0 + Fi −MC)T P + P (A0 + Fi −MC) < 0
(2.48)




2.3.1 Stabilisation H∞ basé observateur
Jusqu’ici, on a considéré le cas d’une loi de commande du type proportionnel pour les
systèmes non linéaires. L’inconvénient majeur de cette structure de commande est de ne
pas assurer des erreurs statiques égales à zéro lorsque les perturbations externes imposées
au procédé ne sont pas nulles.
Notre but dans cette section est d’étendre les conditions de stabilisation proposées dans
le théorème (2.3) à la classe des systèmes non linéaires soumis à des entrées inconnues.
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Le contrôleur Proportionnel-Intégral (PI) à base l’approche DMVT n’est pas la même
que celle du contrôleur PI exploitée classiquement, leur différence provient de la façon
dont l’action intégrale est mise à profit.
2.3.2 Formulation du problème
Considérant la classe de systèmes multi-modèles T-S soumis à des perturbations







Où x(t) ∈ Rn, u(t) ∈ Rp, et y(t) ∈ Rm représentent respectivement le vecteur d’état,
le vecteur des entrées, et le vecteur des sorties. Ai ∈ Rn×n, Bi ∈ Rn×p, et C ∈ Rm×n sont
des matrices appropriées connues, w(t) ∈ Rl est le vecteur des entrées inconnues.




hi(x(t))(Aix(t) +Biu(t)− L0(y − yˆ)) (2.51)
Où xˆ(t) ∈ Rn, yˆ(t) ∈ Rm, et L0 ∈ Rn×m représentent respectivement le vecteur d’état, le
vecteur des sorties, et le gain de l’observateur.
Soit l’erreur de poursuite définit comme suit
ec(t) = xˆ(t)− xc(t) (2.52)
Alors on peut écrire la dynamique de l’erreur du multi-modèles (2-59) par la forme
suivante:
e˙c(t) = A0ec(t) + Aixc(t) +B0u(t) +
r∑
i=1
hi(x(t))(A¯iec(t) + B¯iu(t) +Dw(t))
˙˜e(t) = (A0 − L0C)e˜(t) + ∂Φi(ci(t))∂xj |xˆi<ci<xi(x(t)− xˆ(t))
(2.53)








˙˜e(t) = (A0 − L0C)e˜(t) + ∂Φi(ci(t))∂xj |xˆi<ci<xi(x(t)− xˆ(t))
(2.54)
2.3.3 Synthèse de la commande H∞
Dans cette section on va synthétiser un contrôleur H∞ qui assure à la fois la stabilité
du système (2-59) en boucle fermée, et la convergence de l’erreur de suivi (2.52) tout en
atténuant l’influence des perturbations externes (2.4).
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Définition 7. Un critère H∞ est s’écrit sous la forme :∫ ∞
0




avec γ est le taux d’atténuation désiré des perturbations extérieures .
La nouvelle loi de commande u(t) basée observateur sous la performance H∞ est de
la forme suivante:
u(t) = −K0ec(t)− F0
∫
ec(t) dt (2.56)














Fig 2.4: Structure de commande par retour d’état avec l’action intégrale
La dynamique de l’erreur augmentée avec la commande définit dans (2.56) est donnée
par:

























F¯ e¯(t) + G¯iD¯(t)
)
(2.58)
F¯ et G¯i sont définit par:
F¯ =

A0 −B0K0 −B0F0 0
I 0 0
0 0 A0 − L0C












 , BF¯ =
B
0




Le théorème suivant fourni des conditions suffisantes permettant de synthétiser une loi
de commande (2.64) sous la performance H∞ (2.63) qui assure la stabilité quadratique
du système (2.62).
Théorème 2.3.2:
S’il existe un scalaire positif γ > 0, et des matrices X,M et N symétriques et
définies positives tel que les inégalités matricielles suivantes sont suffisantes:




 < 0 (2.59)
(A0 + Fi −MC)T P + P (A0 + Fi −MC) < 0 (2.60)
alors, le système (2.50) en boucle fermée est asymptotiquement stable et la perfor-
mance H∞ (2.55) est garantie via la loi de commande par retour d’état (2.56).




Les auteurs [MSH98], ont démontré que le régulateur et l’observateur pour les systèmes
décrits par les multi-modèles, peuvent être conçus d’une façon indépendante tout en
garantissant stabilisation du système en boucle fermée.
2.4 Conclusion:
Plusieurs méthodes, complémentaires, d’estimation d’état ont été proposées dans ce
chapitre. L’utilisation du théorème de la valeur moyenne combiné à la transformation
par secteurs non linéaires a permis de traiter le problème du conservatisme lié à la valeur
de la constante de Lipschitz comme un problème d’étude de stabilité de modèles T-S.
Une méthode de relaxation des conditions a été proposée pour les systèmes non linéaire.
Elle est basée sur l’utilisation d’une fonction de Lyapunov quadratique. Les performances
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des observateurs ont été également étudiées pour améliorer la vitesse de convergence et la
réduction du phénomène oscillatoire dû aux parties imaginaires des pôles de l’observateur.
La seconde partie du chapitre a traitée la stabilisation des systèmes non linéaires décrits
par les multi-modèles de Takagi-Sugeno. Deux approches de stabilisation, la première
basée sur les contrôleurs PDC, et la seconde par retour d’état à base d’un observateur
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3.1 Introduction :
La commande des systèmes industriels repose implicitement sur l’hypothèse que tous
les états sont disponibles à chaque instant. Pour des raisons technologiques et économiques
dans la plus des applications, la mesure de ces états n’est pas possible. Il est nécessaire de
reconstruire ces états non mesurées. Les lois de commande classique de type PI peuvent
être insuffisantes et non robustes pour les systèmes non linéaires.
Dans ce chapitre on va entamé premièrement le problème de modélisation de la ma-
chine asynchrone. Ensuite on va synthétisé une commande par retour d’état avec et sans
action intégrale à base d’observateur, ce dernier est généré par l’approche MVT. Dans ce
contexte, les signaux de références sont générés par l’approche d’orientation du flux. Des
résultats de simulations et pratiques ont été effectués pour la commande de la machine
asynchrone.
3.2 Modélisation de la machine asynchrone :
L’étude du fonctionnement de la machine consiste d’une façon systématique à rechercher
l’ensemble des équations reliant les variables internes aux grandeurs externes [Chi05]et
[GDLG06]. Dans cette section, on va présenté le modèle mathématique de la machine
asynchrone qui sera utilisé par la suite pour la synthèse d’observateur d’état et des com-
mandes développées tout au long de cette thèse.
3.2.1 Présentation de la machine asynchrone triphasée:
Une machine asynchrone (MAS), connue également machine à induction est composée
d’une partie fixe (stator) et une partie mobile (rotor).
• Le stator : est de forme cylindrique, il représente la partie statique de la machine.
Il est constitué de trois enroulements identiques à p paires de pôles et décalés d’un
angle électrique de 2pi3 . Ces derniers sont logés dans des encoches et relié à la source
d’alimentation. Il crée un champ magnétique tournant lorsqu’il est alimenté par une
source triphasé.
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• Le rotor : est la partie tournante. Il peut prendre plusieurs aspects permettant de
distinguer les différents types de machine asynchrone :
• a) Rotor bobiné, de forme cylindrique portant des enroulements triphasés, couplés
en étoile ou en triangle, logés dans des encoches semi fermées et sont connectés à
trois bagues isolées sur les quelles frottent des balais en charbon.
un enroulement bobiné à l’intérieur d’un circuit magnétique constitué de disques en
tôles empilés sur l’arbre de la machine. Les enroulements bobinés sont généralement
identiques à ceux du stator.
• b) Rotor à cage d’écureuil, composé de barres métalliques en cuivre, en bronze ou
en aluminium formant un cylindre et reliées entre elles à leurs extrémités par des
anneaux.
L’étude des systèmes électromagnétiques ne peut se faire que moyennant des hy-
pothèses ou des transformations mathématiques afin d’obtenir un ou plusieurs modèles
simplifiés.
Les hypothèses usuelles données dans la majorité des références sont adoptées comme
suit:
• les circuits magnétiques sont non-saturés.
• les pertes de fer sont négligées.
• il n’y a pas d’effet de peau.
• l’effet des encoches est négligé.
• la répartition de la force magnétomotrice est sinusoïdale.
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3.2.2 Équations électriques:
Stator:
Les équations électrique du stator vont nous permettre d’associer le vecteur tension,
courant ainsi le vecteur flux pour les phases statoriques.
Vsa = RsIsa +
dφsa
dt
Vsb = RsIsb +
dφsb
dt





• Vsa, Vsb, Vsc , représentent les trois tensions statoriques.
• Isa, Isb, Isc ; φsa, φsb, φsc , représentent respectivement les courants et les flux à travers
les trois phases du stator respectivement.
Rotor:
Les courants rotoriques sont reliés aux flux magnétiques φr par les équations suivantes:
0 = RrIra +
dφra
dt
0 = RrIrb +
dφrb
dt




Avec: Ira, Irb, Irc ; φra, φrb, φrc , représentent les courants et les flux à travers les trois
phases du rotor.
3.2.3 Équations magnétiques:
Les expressions des flux statoriques et rotoriques sous forme matricielle s’écrivent
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θr: c’est l’angle entre une phase statorique et celle rotorique.
Ls et Lr: sont les inductances propre d’une phase statorique et rotorique respective-
ment.
Ms et Mr: représentent les inductances mutuelle entre deux phases statorique et ro-
torique respectivement.
Msr: inductance mutuelle maximale entre une phase statorique et celle rotorique.
3.2.4 Équations mécaniques de la machine:





= Cem − fΩ− Cr (3.4)
Cem: le couple électromagnétique, qui est en fonction des trois courants statoriques
et rotoriques.
Le modèle de la machine obtenu, présente l’inconvénient d’être relativement complexe
dans la mesure où les matrices contiennent des éléments variables en fonction de l’angle
de rotation θ.
Une des solutions de ce genre de problème consiste à appliquer un outil mathématique
connu sous le nom de transformation de Park.
3.2.5 Transformation de Park:
La transformation de Park consiste à transformer un système triphasé (a, b, c) en un
système biphasé orthogonal équivalent (d, q). Le passage d’une représentation triphasée
à une représentation biphasée est décrite sur la figure (3.1).
Cette transformation, est basée essentiellement sur les hypothèses suivantes :
• Entrefer d’épaisseur uniforme et effet d’encoche négligé.
• Répartition sinusoïdale de l’induction dans l’entrefer.
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• Caractéristique magnétique linéaire (saturation négligée).
• Effet de la température, effet de peau, hystérésis et courant de Foucault sont nég-
ligeables.








Fig 3.1: Systèmes d’axes triphasé (a, b,c) et diphasé (d,q)






cos(θ) cos(θ − 2pi3 ) cos(θ +
2pi
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Le système d’axes (d, q) tourne à une vitesse ωa. Cependant, on distingue trois types de
référentiels qu’on choisi selon le cas étudié.
• Référentiel lié au stator : C’est le système le mieux adopté pour travailler avec
les grandeurs instantanées, dans ce cas on obtient un système électrique où les
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grandeurs statoriques sont purement alternatives.
wa = 0
• Référentiel lié au rotor : Il correspond aux transformations des grandeurs de la
machine dans un référentiel tournant à la vitesse de synchrone. Il se traduit par la
condition :
wa = wr
• Référentiel lié au champ tournant: Dans ce référentiel on obtient un système
électrique purement continu, qui est très bien adapté à la commande. La condition
qui régit ce cas:
wa = ws
Notre choix est porté sur le cas du référentiel lié au champ tournant.
La transformation de Park, appliquée aux systèmes (3.1,3.2) et (3.3) permet d’obtenir:
φsd = Lsisd +Mird
φsq = Lsisq +Mirq
φrd = Lrird +Misd
φrq = Lrirq +Misq
(3.7)
et 
Usd = Rsisd +
dφsd
dt
Usq = Rsisq +
dφsq
dt
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Alors la machine peut être se modélisée sous la forme suivante:
i˙sd = −γisd +$sisq + Ksτr φrd +Ksnpωmφrq + 1σLsusd
i˙sq = −$sisd − γisq −Ksnpωmφrd + Ksτr φrq + 1σLsusq
φ˙rd = Mτr isd − 1τrφrd + ($s − npωm)φrq
φ˙rq = Mτr isq − ($s − npωm)φrd − 1τrφrq







3.2.6 Modèle d’état de la machine asynchrone:
Par définition d’un vecteur d’état x et d’entrée u, on peut représenter le modèle de la
machine par un système d’état non linéaire sous la forme suivante :
x˙(t) = f(x(t)) + g(x(t))u(t) + v(t) (3.11)
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Dans le système (3.12), le couple de charge est considéré comme une perturbation.
Dans le cadre de la commande ou le diagnostic des défauts, il est nécessaire d’estimer
le couple de charge.
Le vecteur d’état x est étendu en introduisant le couple de charge Cr comme variable
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Le nouveau vecteur d’état étendu est donné par:
x =
[
isd isq φrd φrq ωm Cr
]T
Le modèle d’état non linéaire étendu de la machine asynchrone dans le repère tournant










−γisd +$sisq + Ksτr φrd +Ksnpωmφrq
−$sisd − γisq −Ksnpωmφrd + Ksτr φrq
M
τr
isd − 1τrφrd + ($s − npωm)φrq
M
τr
isq − ($s − npωm)φrd − 1τrφrq
npM
JLr





















3.3 Modélisation de l’onduleur de tension
L’onduleur de tension est un convertisseur statique assurant la transformation d’une
tension continue Ebus en une tension alternative. Il est constitué de trois bras, cha-
cun comporte deux cellules de commutation montées en série, généralement à IGBT ou
MOSFET pour les petites et moyennes puissances et GTO pour les grandes puissances,
munis d’une diode en anti-parallèle suivant la puissance à transmettre.
Les états des interrupteurs sont imposés par la commandeMLI. La figure (3.2) illustre













Fig 3.2: Schéma d’une association onduleur de tension triphasé - machine asynchrone.
Des hypothèses ou choix sont faites afin de modéliser l’onduleur de tension, tel que:
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• La source de tension continue est modélisée comme une source idéale, sans pertes
et de valeur constante.
• Les tensions de sortie de l’onduleur sont référencées par rapport à un point milieu
d’un pont diviseur fictif d’entrée O.
• Le neutre de la machine n’est pas connecté au point milieu O de l’onduleur.
• Les temps morts nécessaires pour éviter les court-circuits sont négligés.
• La machine est couplée en étoile.
La tension fournie par l’onduleur triphasé, varie instantanément de zéro à la valeur
de la tension du bus-continu et vice-versa, ce qui le rend non linéaire du point de vue
instantané.
L’expression des tensions de sortie en fonction des tensions statoriques et du potentiel
du neutre VN0 est donnée par : 
Van = Vao − Vno
Vbn = Vbo − Vno
Vcn = Vco − Vno
(3.14)
Où Vno représente la tension fictive entre le neutre de la charge et le point fictif O.
Pour un système équilibré:
Vno =
1
3(Vao + Vbo + Vco) (3.15)
Les tensions phases-point neutre N peuvent s’écrire sous la forme suivante:
Van = 23Vao − 13Vbo − 13Vco
Vbn = −13Vao + 23Vbo − 13Vco
Vcn = −13Vao − 13Vbo + 23Vco
(3.16)
Les interrupteurs Ti, T¯i i ∈ {1, 2, 3} sont complémentaires, et les impulsions de com-
mande logiques Sa, Sb, Sc sont transmises aux gâchettes des interrupteurs statiques des
trois bras de l’onduleur [Kou08]. La détermination de Si (i = a, b, c) dépend de la stratégie
de commande utilisée .
Dans ce travail on va choisir l’onduleur de tension commandé par la technique de
Modulation de Largeur d’impulsions (MLI), la modulation sinus-triangle a été choisie
pour la génération des tensions d’alimentation de la machine asynchrone.
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L’état si = 1 représente le mode passant de l’interrupteurTi, et l’état si = 0 c’est le
mode bloqué de Ti [34,]  1 Si Ti est fermé0 Si Ti est ouvert


















Le courant continu à l’entrée de l’onduleur aura pour expression :
if = Saia + Sbib + Scic (3.18)
3.4 Commande vectorielle à flux rotorique orienté:
La commande vectorielle à flux orienté (FOC) est la stratégie la plus élaborée pour les
machines asynchrones. Afin de commander la vitesse de la machine, le contrôle du couple
électromagnétique est nécessaire. L’objectif du FOC est d’avoir un couple proportionnel
au composante du courant statorique isq de la machine comme celui d’une machine à
courant continue à flux constant.
L’idée de base consiste à transformer le système vers un référentiel qui tourne avec
le vecteur du flux rotorique. Dans ce cas, si on maintien la norme du flux rotorique
constante, on obtient une dynamique linéaire de la vitesse. Dans la littérature, Deux
approches du FOC sont souvent utilisées:
• Commande vectorielle directe: Ce type de contrôle exige la connaissance du module
et de la phase (norme-position) du flux rotorique, puis son réglage par une boucle
de contre-réaction (feedback).
• Commande vectorielle indirecte: Cette deuxième approche consiste à estimer seule-
ment la position du flux rotorique.
Signaux de références
Dans cette section, on va exploiter la commande vectorielle à flux orienté pour générer
les états de références . Si on remplace les états du système (3.12) par les signaux de
66
Chapitre 3. Estimation d’États et Commande par Retour d’État de la Machine Asynchrone
référence: [isdc isqc φrdc 0 ωc]T , on obtient:

i˙sdc = −γisdc +$sisqc + Ksτr φrdc + 1σLsusdc
i˙sqc = −$sisdc − γisqc −Ksnpωcφrdc + 1σLsusqc
φ˙rdc = Mτr isdc − 1τrφrdc
0 = −($s − npωc)φrdc + Mτr isqc
ω˙ = npM
JLr
φrdcisqc − fJωc − 1JCr
(3.19)
A partir des deux premières équations du système (3.19), on obtient les courants
statoriques de référence en boucle ouverte [ACS+13]:













Dans ce cas, la vitesse électrique de référence est donnée par:




Les expressions des lois de commande en boucle ouverte sont données par:
usdc = σLs( ddtisdc + γisdc −$scisqc − Ksτr φrdc)
usqc = σLs( ddtisqc + γisqc +$scisdc +Ksnp$scφrdc)
(3.22)
L’orientation du vecteur flux (φrd, φrq) , c’est plutôt mettre l’axe d en phase avec le
flux, c’est-à-dire :  φrd = φrdcφrq = 0 (3.23)
Pour assurer la condition (3.23), il faut que la vitesse électrique ωs du stator dans le
repère dq soit choisie comme suite:




Si on remplace (ωs) dans le modèle physique de la machine (3.12), on peut écrire le
modèle non linéaire de la machine comme suit:








−γ $s Ksτr Ksnpω 0












isq − 1τr 0
0 0 npM
JLr
isq −npMJLr isd − fJ

B =








1 0 0 0 0
0 1 0 0 0
0 0 0 0 1
 et w(t)
[
0 0 0 0 −Cr(t)
J
]T
Pour la construction de l’observateur d’état, on applique la méthode par la théorie des
valeurs moyennes développée dans le chapitre précédent pour la machine asynchrone, on
obtient les matrices suivantes:
A1 = 104 ×

−0.0115 0.0314 0.0183 3.1992 0 0
−0.0314 −0.0115 −3.1992 0.0183 0 0
0.0000 0 −0.0002 0.0014 0 0
0 0.0000 −0.0014 −0.0002 0 0
0 0 1.4550 −1.4550 −0.0000 −0.0100
0 0 0 0 0 0

A2 = 104 ×

−0.0115 0.0314 0.0183 −3.1992 0 0
−0.0314 −0.0115 3.1992 0.0183 0 0
0.0000 0 −0.0002 0.0614 0 0
0 0.0000 −0.0614 −0.0002 0 0
0 0 1.4550 −1.4550 −0.0000 −0.0100
0 0 0 0 0 0

A3 = 104 ×

−0.0115 0.0314 0.0183 3.1992 0 0
−0.0314 −0.0115 −3.1992 0.0183 0 0
0.0000 0 −0.0002 0.0014 0 0
0 0.0000 −0.0014 −0.0002 0 0
0 0 −1.4550 −1.4550 −0.0000 −0.0100
0 0 0 0 0 0

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A4 = 104 ×

−0.0115 0.0314 0.0183 −3.1992 0 0
−0.0314 −0.0115 3.1992 0.0183 0 0
0.0000 0 −0.0002 0.0614 0 0
0 0.0000 −0.0614 −0.0002 0 0
0 0 −1.4550 −1.4550 −0.0000 −0.0100
0 0 0 0 0 0

A5 = 104 ×

−0.0115 0.0314 0.0183 3.1992 0 0
−0.0314 −0.0115 −3.1992 0.0183 0 0
0.0000 0 −0.0002 0.0014 0 0
0 0.0000 −0.0014 −0.0002 0 0
0 0 1.4550 1.4550 −0.0000 −0.0100
0 0 0 0 0 0

A6 = 104 ×

−0.0115 0.0314 0.0183 −3.1992 0 0
−0.0314 −0.0115 3.1992 0.0183 0 0
0.0000 0 −0.0002 0.0614 0 0
0 0.0000 −0.0614 −0.0002 0 0
0 0 1.4550 1.4550 −0.0000 −0.0100
0 0 0 0 0 0

A7 = 104 ×

−0.0115 0.0314 0.0183 3.1992 0 0
−0.0314 −0.0115 −3.1992 0.0183 0 0
0.0000 0 −0.0002 0.0014 0 0
0 0.0000 −0.0014 −0.0002 0 0
0 0 −1.4550 1.4550 −0.0000 −0.0100
0 0 0 0 0 0

A8 = 104 ×

−0.0115 0.0314 0.0183 −3.1992 0 0
−0.0314 −0.0115 3.1992 0.0183 0 0
0.0000 0 −0.0002 0.0614 0 0
0 0.0000 −0.0614 −0.0002 0 0
0 0 −1.4550 1.4550 −0.0000 −0.0100
0 0 0 0 0 0

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−115.1001 314.1593 183.3771 0 0 0
−314.1593 −115.1001 0 183.3771 0 0
0.3783 0 −1.7196 314.1593 0 0
0 0.3783 −314.1593 −1.7196 0 0
0 0 0 −0.0000 −0.1000 −100.0000
0 0 0 0 0 0

Après la résolution des LMI’s avec les paramètres α = 11 et r = 57, on obtient le gain











 2.5630 4.0139 25.5680 178.7679 66.2605
−2.8964 2.7674 −248.2046 248.7840 10.1143

3.5 Résultats issus de simulations:
Afin d’illustrer les performances de l’observateur et le retour d’état à base DMVT
proposés dans la partie précédente, des simulations du système expérimental (onduleur-
moteur asynchrone) ont été réalisées à l’aide du logiciel Matlab/Simulink .
La figure (3.3) illustre le schéma due contrôle de l’association onduleur de tension
triphasé - machine asynchrone.
Deux Benchmarks ont été définis pour mettre en évidence les capacités des algorithmes
d’observation et de commande de la machine asynchrone pour la poursuite des profils de
vitesse à différents régimes.
Le premier Benchmark a été défini dans le laboratoire des Systèmes et Énergies Em-
barqués (SEE) à ESTACA de Laval. Il a pour but de tester les performances des lois de
commande appliquées aux machines électriques.
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Fig 3.3: Schéma du contrôle de l’association onduleur de tension triphasé - machine asynchrone.
Le second Benchmark est une trajectoire liées notamment aux problèmes d’observabilité
de la machine asynchrone à basse vitesse .
Dans le cadre des simulations du système complet (convertisseur-machine), nous con-
sidérons que les temps mort de l’onduleur de tension ne sont pas pris en compte. Nous
considérons aussi que les mesures des courants et de la vitesse mécanique ne sont pas
bruitées.
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Les paramètres que nous choisissons pour la machine sont ceux du Benchmark utilisé
dans le laboratoire SEE, et ils sont donnés sur le tableau (3.1).
Nom Symbole Valeur
Résistance des enroulements statoriques Rs 0.78Ω
Résistance des enroulements rotoriques Rr 0.31Ω
Inductance cyclique statoriques Ls 0.27H
Inductance cyclique rotoriques Lr 0.27H
Inductance mutuelle cyclique stator-rotor M 0.27H
Nombre de paires de poles np 1
Puissance P 7.5kW
Coefficient des frottements visqueux f 0.001Nm/rad/s
Tableau 3.1: Paramètres de la machine asynchrone
3.5.1 Test de simulation à vide:
3.5.1.1 Réponse à un cycle dynamique (Premier profil):
Dans ce premier test, on va simulé le système complet (Contrôleur-Onduleur de
tension-Machine asynchrone) à vide pour analyser son comportement à un régime de
changement de vitesse dynamique.
Le profil effectué et de la même forme que celui du Benchmark qui sera traité par la
suite dans la partie expérimentale.
Les figures (3.4-3.9) présentent les résultats de simulation de la commande par retour
d’état (Contrôleur-Proportionnel) appliquée à la machine asynchrone à vide.
Nous remarquons que la réponse du système est très satisfaisante pendant tout le cycle
de fonctionnement avec une bonne dynamique de poursuite.
En régime permanent, aucune erreur statique de vitesse n’est à signaler figure (3.5-
a). Nous pouvons aussi constater que l’erreur d’estimation des variables d’états est très
faible, et le découplage est parfait même durant les phases transitoires avec une bonne
dynamique (figure (3.6-b)).
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Fig 3.4: Réponse de vitesse à un cycle dynamique avec le contrôleur-P à base DMVT









































Fig 3.5: a)- Erreur entre la vitesse de référence et mesurée , b)- Erreur entre la vitesse
mesurée et estimée
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Fig 3.6: a)- Courant sur l’axe-d isd , b)- Courant sur l’axe-q isq
















































































Fig 3.7: a)- Erreur entre le courant isd de référence et mesuré , b)- Erreur entre le courant
isq de référence et mesuré , c)- Erreur entre le courant isd mesuré et estimé , d)- Erreur
entre le courant isq mesuré et estimé
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Fig 3.8: a)- Flux sur l’axe-d φrd , b)- Flux sur l’axe-q φrq









































































Fig 3.9: a)- Erreur entre le flux φrd de référence et mesuré , b)- Erreur entre le flux φrq de
référence et mesuré , c)- Erreur entre le flux φrd mesuré et estimé , d)- Erreur entre le flux
φrq mesuré et estimé
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3.5.2 Test de simulation en charge:
3.5.2.1 Réponse à un cycle dynamique (deuxième profil):
La figure (3.10) illustre le profil imposé à la machine. Un démarrage à vide dont la
machine subit une accélération jusqu’à une vitesse de 30 (rad/s) à t = 1(s), cette dernière
est de 10% de la valeur nominale , suivi d’une application de couple de charge de 25Nm
à t ∈ [2, 3](s).
Une décélération a été appliquée à la machine à partir de l’instant t = 4(s) jusqu’à
l’arrêt. Ce même cycle de vitesse se répète dans le sens inverse dans l’intervalle [5, 10](s).
Ce test de simulation est réalisé avec une période d’échantillonnage de 0.1(ms) sur
une fenêtre temporelle de 10(s) .
Les figures (3.11-3.16), présentent les résultats de simulation de la commande par re-
tour d’état (Contrôleur-Proportionnel) et l’observateur d’état appliquée au système com-
plet lors du deuxième profil.
Les courbes montrent que lors du démarrage à vide touts les états du système se
stabilisent après un temps de réponse très faible, la vitesse mécanique suit sa référence sans
présence de dépassement (3.11). Nous constatons aussi que cette commande n’assure pas
la robustesse en performance vis-à-vis au présence des perturbations (couple de charge).
Sur les figures (3.12,3.14 et 3.16), nous montrons d’une part les erreurs de poursuite, et
d’autre part les erreurs d’estimation des états du système. D’après ces figures on peut voir
clairement que l’erreur d’estimation converge en un temps fini vers zéro, et cela montre
l’efficacité de l’approche proposée.

















Fig 3.10: 1er profil en vitesse de référence et en couple de charge
76
Chapitre 3. Estimation d’États et Commande par Retour d’État de la Machine Asynchrone



























Fig 3.11: Réponse de vitesse mécanique à un cycle dynamique avec le contrôleur-P










































Fig 3.12: a)- Erreur entre vitesse de référence mesurée , b)- Erreur entre vitesse mesurée et
estimée
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Fig 3.14: a)- Erreur entre le courant isd de référence et mesuré , b)- Erreur entre le courant
isq de référence et mesuré , c)- Erreur entre le courant isd mesuré et estimé , d)- Erreur
entre le courant isq mesuré et estimé
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Fig 3.16: a)- Erreur entre le flux φrd de référence et mesuré , b)- Erreur entre le flux φrq de
référence et mesuré , c)- Erreur entre le flux φrd mesuré et estimé , d)- Erreur entre le flux
φrq mesuré et estimé
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3.6 Résultats issus des expérimentations:
Afin de tester les performances d’un algorithme de contrôle, on passe souvent par
l’étape de simulation. Cependant, cette dernière ne peut pas refléter complètement la
réalité physique du système. De plus, les contraintes technologiques comme : les erreurs
de modélisation, les bruits de mesure liées aux capteurs, le temps de traitement des
données, etc sont souvent négligées.
Avant de passer à l’étape d’implémentation de la commande, une brève description du
banc d’essais sera présentée.
Le banc d’essais a été réalisé dans le laboratoire des Systèmes et Énergies Embarqués
à ESTACA de Laval. Il est constitué d’un moteur asynchrone de 7.5(KW ), d’un moteur
à courant continu, d’un onduleur de tension type (Semikron), d’un module dSpace 1104,
d’un ordinateur équipé des logiciels Control Desk et Matlab, et d’une interface qui permet
d’effectuer les mesures des courants, des tensions, et de la vitesse mécanique.
La figure (3.17), représente une vue sur le banc d’essais.
3.6.1 Test expérimental à vide:
L’essai à vide a été réalisé pour valider la commande par retour d’état présenté dans
le chapitre précédent. Les entrées non mesurables (flux) de la commande sont fournies
par l’observateur d’état proposé précédemment.
Les résultats expérimentaux dans le cas à vide sont donnés sur les figures (3.18-3.22).
La figure (3.18) montre les bonnes performances de l’ensemble "observateur-contrôleur
P" en boucle fermée, en suivi de trajectoire de vitesse avec un bref temps de réponse du
système, et l’erreur de vitesse est d’ordre 1(rad/s) durant tout le cycle comme il est
illustré sur la figure (3.19).
Même conclusion pour les courants dans l’axe dq figure (3.20). La figure (3.21) donne
une des tensions statoriques appliquée au moteur asynchrone.
La vitesse estimée au long du cycle, converge vers sa valeur réelle figure (3.22). Néan-
moins, une erreur statique apparaît lors des basses vitesses de la référence. Dans ce
contexte, on note aussi que la vitesse estimée possède des fluctuations qui peuvent être
éliminées par l’utilisation d’un filtre adéquat.
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Fig 3.17: Photo de la plateforme expérimentale
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Fig 3.18: Réponse de vitesse à un cycle dynamique à vide avec le contrôleur-P à base
DMVT. Résultats expérimentaux






















Fig 3.19: Erreur de vitesse avec le contrôleur-P . Résultats expérimentaux
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Fig 3.20: Courants dans l’axe dq. Résultats expérimentaux














Fig 3.21: Tension Vsa(V )
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Fig 3.22: Réponse de vitesse à un cycle dynamique à vide avec le contrôleur-P . Résultats
expérimentaux
3.6.2 Test expérimental en charge:
Deux essais expérimentaux présentés dans les figures (3.23,3.27) ont été réalisés afin de
caractériser le comportement de la commande par retour d’état (contrôleur-proportionnel)
sous la présence du couple de charge.
On note pour les deux essais, que la charge de la machine asynchrone est une généra-
trice à courant continu qui alimente une résistance variable, ainsi que le régime transitoire
des réponses n’a pas été pris en considération.
Les figures (3.23 - 3.26) sont obtenues en appliquant un couple de charge de 5Nm à
la machine asynchrone à l’instant t = 3.4s. La référence en vitesse donnée est un échelon
de 80rad/s. On peut constater d’après la figure (3.23) que la vitesse rejoigne sa référence
avec un temps de réponse important.
La figure (3.26) montre le signal de commande appliqué en tension. On remarque
l’absence de toute variation brusque. Les courants dans l’axe dq sont donnés par les
figures (3.22,3.23).
La figure (3.27) illustre la réponse de vitesse mécanique pour un échelon de 200rad/s
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avec un couple de charge constant égal à 10Nm appliqué à l’instant t = 4(s). Nous
pouvons constater facilement qu’il existe une erreur de vitesse statique de l’ordre de 3%
avec un temps de réponse très important de 6 secondes.

















Fig 3.23: Réponse de vitesse à un cycle dynamique en charge (Cr = 5Nm) avec le
contrôleur-P . Résultats expérimentaux


















Fig 3.24: Courant dans l’axe d. Résultats expérimentaux
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Fig 3.25: Courant dans l’axe q. Résultats expérimentaux














Fig 3.26: Tension Vsa(V )
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Fig 3.27: Réponse expérimentale en vitesse avec le retour d’état (Contrôleur-P): essai en
charge Cr = 15Nm
Dans tous les tests précédents; le contrôleur-proportionnel proposé donne des résultats
très acceptables dans le cadre de poursuite, mais il montre son insuffisance en présence
du couple de charge.
3.7 Résultats de simulation de la commande H∞
Dans cette section nous présentons les résultats issus des simulations de la commande
par retour d’état (PI) appliquée à la l’ensemble (onduleur-machine asynchrone).
La résolution des LMI’s du théorème (2.3.2) fournit les résultats suivants:
K0 =
 5.4588 2.9347 831.37 359.36 −0.021691
−3.6443 6.7821 −502.09 1063 0.0069252

F0 = 103
 0.0055 −0.0011 5.0955 −1.0827 4.6134
0.00112 0.00558 1.0827 5.0955 4.0553

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La figure (3.28) représente les trajectoires de référence pour la vitesse et l’instant
d’application de la perturbation Cr.
Les figures (3.29,3.31, et 3.32) illustrent l’évolution temporelle de la vitesse mécanique,
courant dans l’axe dq, et les flux φrd, φrq, ainsi le couple de charge et le couple électro-
magnétique sont illustrés par les figures (3.35,3.37).
Comme on peut le voir sur la figure (3.29), que la vitesse mécanique converge très
rapidement vers la référence, et que le dépassement est négligeable lorsque le couple
de charge (couple nominale) est appliqué. L’erreur statique entre la vitesse réelle et la
référence est presque nul.
Les courants dans l’axe dq suivent leur référence avec précision grâce à l’action de
l’intégrateur voir la figure (3.33)
La figure (3.35), montre que le flux à une bonne réponse dynamique et statique avec un
régime transitoire rapide, et il suit convenablement ça référence. Les courants statoriques
présente une forme sinusoïdale voir la figure (3.38).






















Fig 3.28: 2eme profil en vitesse de référence et en couple de charge
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Fig 3.29: Réponse de vitesse avec un contrôleur-PI à base DMVT
































































Fig 3.30: a)- Erreur entre la vitesse de référence et mesurée , b)- Erreur entre la vitesse
mesurée et estimée
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Fig 3.31: Courant sur l’axe-d isd
































Fig 3.32: Courant sur l’axe-d isq
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Fig 3.33: a)- Erreur entre le courant isd de référence et mesuré , b)- Erreur entre le courant
isq de référence et mesuré














































Fig 3.34: a)- Erreur entre le courant isd mesuré et estimé , b)- Erreur entre le courant isq
mesuré et estimé
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Fig 3.35: a)- Flux sur l’axe-d φrd , b)- Flux sur l’axe-q φrq











































































Fig 3.36: a)- Erreur entre le flux φrd de référence et mesuré , b)- Erreur entre le flux φrq de
référence et mesuré , c)- Erreur entre le flux φrd mesuré et estimé , d)- Erreur entre le flux
φrq mesuré et estimé
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Fig 3.37: Couple électromagnétique et résistant



































Fig 3.38: courants statoriques
3.7.1 Variation paramétrique:
Dans cette section on va testé la robustesse de la loi de commande par retour d’état (PI)
du système complet basée sur l’observateur d’état vis-à-vis des variations paramétriques.
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Les grandeurs qui subissent une variation paramétrique sont, la résistance rotorique
avec une augmentation de +100%, et le moment d’inertie de+50%.
Nous avons effectué un démarrage à vide avec un échelon de 30(rad/s), puis à l’instant
t = 2(s) on a appliqué un couple de charge égale 25(Nm). À l’instant t = 4(s), un
changement paramétrique est subi.
Les figures (3.39,3.41,3.43) montrent respectivement qu’une variation de +100% sur
la résistance rotorique n’influe peu ou pas sur les performances du contrôleur, ainsi que
sur l’observateur proposé.
3.7.1.1 Variation de la résistance Rr







































Fig 3.39: Réponse de vitesse avec une variation de 100% de Rr
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Fig 3.40: a)- Erreur entre la vitesse de référence et mesurée , b)- Erreur entre la vitesse
mesurée et estimée






































Fig 3.41: a)- Courant sur l’axe-d isd , b)- Courant sur l’axe-q isq
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Fig 3.42: a)- Flux sur l’axe-d isd , b)- Flux sur l’axe-q isq





























Fig 3.43: Courants statoriques avec variation de 100% de Rr
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Fig 3.44: Couple électromagnétique et couple de charge
3.7.1.2 Variation du moment d’inertie J:





























Fig 3.45: Réponse de vitesse avec une variation de 50% de J
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Fig 3.46: a)- Courant sur l’axe-d isd , b)- Courant sur l’axe-q isq





























Fig 3.47: Courants statoriques avec une variation de 50% de J
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Fig 3.48: Couple électromagnétique et couple de charge
D’après les résultats de simulation précédente, on peut donc affirmer que le contrôleur
(PI) à base la théorie DMVT, ainsi l’observateur non linéaire proposé, sont robuste vis-
à-vis les entrées inconnues et les variations paramétrique. Alors, nous croyons que ces
résultats sont intéressants et encourageants
3.8 Conclusion:
Dans ce chapitre, nous avons traité le problème de poursuite d’un modèle de référence
(signaux de références ) pour un système non linéaire décrit par l’ensemble (Onduleur
de tension-Machine asynchrone). Le modèle de référence a été généré grâce à la théorie
d’orientation du flux.
La loi de commande conçue est similaire à la technique de contrôle (PDC), sauf que
le contrôleur proposé n’utilise pas les fonctions d’activation.
Dans un premier temps, le contrôleur proportionnel en raison de sa réputation en
terme de simplicité a été adoptée pour satisfaire nos objectifs de poursuivre.
Pour apporter une solution aux erreurs statiques dues au présence des entrées incon-
nues ( dans notre cas couple de charge ), on a introduit l’action intégrale.
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Nous avons validé la loi de commande par retour d’état (Contrôleur-Proportionnel)
en temps réel sur un banc d’essai composé d’un onduleur de tension et d’une machine
asynchrone de moyenne tension entraînant une charge (génératrice à courant continu).
Les résultats obtenus concernent la mise en œuvre de la commande par retour d’état sans
action intégrale pour le contrôle en vitesse de la machine asynchrone, nous affirment que
la commande proposée assure la poursuite de trajectoire en vitesse mais elle n’est pas
robuste vis-à-vis des perturbations extérieures. Les résultats de simulation obtenus avec
le deuxième contrôleur (Proportionnel- Intégrale) nous ont permis de conclure que cette
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4.1 Introduction :
Dans ce chapitre, le problème du diagnostic à base d’observateur de la machine asyn-
chrone pouvant être soumis à des défauts de court-circuit des spires statoriques est abordé.
L’apparition d’un défaut sur un système peut conduire à des situations dangereuses
pour son utilisateur et son environnement. C’est pourquoi, une procédure de diagnostic
se doit d’être sûre et rapide afin d’indiquer la présence des défauts par des d’alarme.
L’analyse des résidus générés par ce procédure permet de détecter et d’isoler la faute
produite. La détection consiste à indiquer au moins un défaut s’est produite, et l’isolation
cherche à connaître l’origine ou la nature de ce défaut.
Le diagnostic à base d’observateur consiste de générer des résidus par la comparaison
entre les valeurs des sorties mesurées et estimées
4.2 Modèle de la machine asynchrone avec défaut
Notre objectif est l’application de notre observateur d’état à entrée inconnue dévelop-
pée auparavant, à la détection des défauts de la machine asynchrone. Ceci nécessite un
modèle adéquat au défaut envisagé qui est le court-circuit des spires statoriques. Ce
modèle est directement déduits de [Mah10].
Plusieurs travaux de recherches ont porté sur l’analyse du comportement des défauts
de type court-circuit statorique [Mah10],[KPPB00], [SYS05], [SZLC98].
4.2.1 Modèle des défauts
La procédure de détection est basée sur la génération d’un vecteur de résidus en
utilisant un observateur à entrée inconnue.
Dans le cas d’un court-circuit statorique, des biais décrits par les courants de court-
circuit s’ajoutent aux courants dans l’axe dq. Le court-circuit statorique est une fonction
du nombre de spires en court-circuit Ncc et de la position de la phase concernée Pcc. ces
quantités, nous permettrons d’isoler la faut lors de la phase d’isolation[Mah10].
Tel que Pcc ∈ [0, 2pi3 , 4pi3 ] est définit comme la phase dont le défaut est apparu.
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Les courants statoriques avec défaut sont données par [Mah10]: i¯dc = id + idci¯qc = iq + iqc (4.1)
tel que idc
iqc
 = ∆(u)d (4.2)

















On peut considérer les défauts de court-circuit statorique comme des biais sur les
courants du stator. En plus, le couple de charge de la machine asynchrone Cr sera
considéré comme une variable d’état dans les équations du modèle.
Dans ce cas, le modèle étendu de la machine avec défaut s’écrit sous la forme suivante:
x˙(t) = f(x(t)) + g(x(t))u(t) + v(t) (4.4)



















Alors le modèle d’état de la machine asynchrone avec défaut dans le repère dq est donné
par:

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isq − 1τr 0 0
0 0 npM
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isq −npMJLr isd − fJ − 1J























× Λ(u) et C =

1 0 0 0 0
0 1 0 0 0
0 0 0 0 1

4.3 Génération des résidus à l’aide d’observateur:
La génération des résidus, est une étape principale dans la conception de procédure de
diagnostic à base modèle. Dans cette section, l’observateur à entrées inconnues développé
précédemment est exploité pour générer les résidus qui nous permettons la détection et
la localisation de défauts de la machine.
La génération des résidus à base d’observateur consiste à reconstruire les sorties du
système puis à comparer les signaux mesurés à leurs estimés et enfin à utiliser l’erreur
d’estimation comme résidu. Dans cette section, l’algorithme de génération de résidus
obtenu par l’utilisation d’un observateur proportionnel, est rendu sensible au vecteur de
défaut d(t) et insensible aux perturbations Cr.
En théorie, un résidu doit être nul en l’absence de défaut et significativement différent
de zéro dans le cas contraire. En pratique cependant, cette condition n’est pas tout à fait
satisfaite car les signaux mesurés sont entachés de bruits et affectés par des perturbations.
Il est alors nécessaire d’introduire des seuils de détection afin d’éviter de fausses alarmes.
Ces seuils peuvent être fixés par l’utilisateur à partir d’une étude statistique des résidus
et en prenant en compte les incertitudes de modélisation [Orj08].
Dans les méthodes de diagnostic à base d’observateurs, généralement, les résidus sont
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formés par la comparaison entre les courants mesurés idq et les courants estimées i˜dq.
r(t) = idq − i˜dq (4.6)
Le vecteur de résidus r(t) permet la détection d’un défaut f(t) si la condition suivante
est satisfaite [Ich09]:
r(t) = 0, si et seulement si f(t) = 0, ∀t
Les résidus générés, sont utilisés par la suite dans la phase d’isolation et de localisation
des défauts.
4.4 Isolation et localisation des défauts:
Dans cette section, on va utiliser les résidus générés pour isoler les défauts de court-
circuit statorique par la détermination de nombre des spires en court-circuit Ncc ainsi que
la phase Pcc sur laquelle le court-circuit est apparu.
À partir des expressions (4.1) et (4.6), on peut calculer le nombre des spires en court-
circuit Ncc [Mah10].
rdq = idq − i˜dq = 2Ncc3NsRsP (ξ)
−1Q(Pcc)P (ξ)usdq (4.7)
Hypothèse:
• Dans le régime permanent, les tensions usdq de la machine à flux orienté sont con-
stantes.
• Pour calculer le Ncc, on va exploiter seulement le résidu sur l’axe d .
• La matrice (P (ξ)−1Q(Pcc)P ) n’étant pas inversible, ce que nous exige de calculer le
maximum du résidu rd.
L’erreur ed selon l’axe d est donnée par:
rd = id − i˜d = 2Ncc3NsRs [cos
2(Pcc − ξ) 12sin2(Pcc − ξ)]usdq (4.8)
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[cos2(Pcc − ξ) 12sin2(Pcc − ξ)]usdq)
= 2Ncc3NsRs
max([cos2(Pcc − ξ) 12sin2(Pcc − ξ)]usdq)
= 2Ncc3NsRs




Maintenant, on va calculer la quantité (max∆d(usdq).
max∆d(usdq) =⇒ ∆d(usdq = 0
=⇒ −sin2(Pcc − ξ)usd + cos2(Pcc − ξ)usq = 0
(4.10)
D’après l’équation (5.10), on peut déduire l’angle (Pcc − ξ).












Localisation d’un défaut de court-circuit statorique revient à déterminer la phase sur
laquelle le défaut est apparu.
L’idée de [Mah10] se repose sur la comparaison de trois signaux (Pa, Pb, Pc) avec le













[cos2(4pi3 − ξ) 12sin2(4pi3 − ξ)]usdq
(4.13)
Les signaux d’erreurs sont donnés par:
ea = Pa − rd
eb = Pb − rd
ec = Pc − rd
(4.14)
Le signal d’erreur avec le minimum d’amplitude, indique la phase sur laquelle le défaut
est apparu.
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4.5 Résultats de simulation:
Pour illustrer l’approche proposée, nous avons simulé l’ensemble onduleur-machine
asynchrone avec défaut de court-circuit statorique. À savoir le nombre de court-circuit
et la phase affectée, deux test ont été simulés. Le premier test, c’est pour Ncc = 2 spires
avec Pcc = a, et le second, c’est pour la deuxième phase Pcc = b et Ncc = 5.
Pour les deux tests, un défaut de court-circuit est injecté à la machine à t = 1.5(s)
après une application du couple de charge Cr = 10Nm à t = 1(s).
Les sorties de la machine asynchrone et leurs estimées sont illustrées sur les figure
(4.2, 4.4 4.10 et 4.12). Il est possible d’apprécier sur ces figures la bonne performance
de l’observateur proposé pour reconstruire les sorties du système même en présence du
défaut.
Il est clair que les états estimés convergent rapidement vers les états réels malgré que
l’entrée inconnue Cr et le défaut d(t) qui affecte la machine.
La figure (4.3 et 4.11) représente la comparaison entre les vitesse mécanique réelle et
estimé dans le repère du champ tournant dq dans le cas d’un court-circuit.
La figure (4.5, 4.6 et 4.13) illustre l’évolution des résidus sur les courants dans l’axe
dq générés par l’observateur. On peut y voir dans ces figures que les résidus rd(t) et rq(t)
restent très proche de zéro en l’absence de défauts. L’amplitude des résidus change d’une
manière considérable en présence d’un défaut qui affecte la machine. Les signaux fournis
par le générateur de résidus permettent la localisation et l’isolation du défaut.
La reconstruction du couple de charge est en effet affectée par le défaut comme il est
présenté dans la figure (4.7 et 4.14).
La détection et la localisation des défauts de court-circuit sont effectuées grâce à
l’analyse de la configuration du résidu rd. Les défauts estimés sont reportés sur la figure
(4.8 et 4.15). En l’absence d’un défaut les résidus sont presque nuls.
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Fig 4.1: Profil de vitesse de référence, Couple de charge et défaut appliqué





























Fig 4.2: Réponse de vitesse mécanique avec Ncc =2 spires
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Fig 4.3: Erreur de vitesse mécanique mesuré et estimé





































Fig 4.4: Courants sur l’axe dq isd et isq
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Fig 4.5: Résidu sur le courant isd





















Fig 4.6: Résidu sur le courant isq
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Fig 4.7: Couple de charge





















Fig 4.8: Amplitude du défaut
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Fig 4.9: Signaux d’erreurs ea,eb,ec






























Fig 4.10: Réponse de vitesse mécanique avec Ncc =5 spires
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Fig 4.11: Erreur de vitesse mécanique mesuré et estimé





































Fig 4.12: Courants sur l’axe dq isd et isq
113
Chapitre 4. Diagnostic des Défauts de la Machine Asynchrone




























Fig 4.13: Résidu sur les courants isd et isq






















Fig 4.14: Couple de charge
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Fig 4.15: Amplitude de défaut
4.6 Conclusion:
Ce chapitre est dédié au diagnostic des défauts de court-circuit statorique de la machine
asynchrone. L’objectif a été de mettre en œvre une technique de diagnostic à base modèle
par l’utilisation d’observateur proposé auparavant. La technique de diagnostic, présentée
dans ce chapitre, a l’avantage d’être fonctionnelle en ligne.
La méthode de détection des défauts que nous avons utilisée est robuste vis-à-vis des
entrées inconnues (couple de charge).
Dans un premier temps, on a utilisé un modèle de la machine asynchrone avec défauts,
puis on a généré les résidus en se basant sur l’observateur d’état définie au deuxième
chapitre. Afin de localiser et d’isoler (quantifier) les défauts statoriques, un algorithme
d’isolation est exploité par l’utilisation des résidus générés.
Les résultats de simulation ont montré dans quelle mesure l’observateur proposé peut
répondre aux besoins du diagnostic des systèmes.
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Conclusion Générale
Les travaux effectués lors de cette thèse se sont focalisés sur les applications des tech-
niques d’automatique avancées à des problématiques actuelles de l’électrotechnique et
plus précisément à la commande de l’association convertisseur-machine. Ces travaux ap-
portent une contribution aux problèmes d’estimation d’état, de diagnostic des défauts,
et de la commande des systèmes non linéaires décrits par les multi-modèles de Takagi-
Sugeno. Enfin, nous avons appliqué les résultats obtenus pour commander une machine
asynchrone. La détection des défauts de courts-circuits statoriques est également étudiée.
Afin de situer au mieux notre contribution par rapport aux travaux existants, un état
de l’art a été présenté dans le premier chapitre. Nous avons d’abord rappelé les résultats
principaux de la théorie d’estimation d’état des systèmes non linéaires, ainsi les différentes
méthodes de diagnostic des défauts.
Nos contributions ont été proposées dans le deuxième chapitre de ce mémoire qui
s’articule autour de deux thèmes. Le premier thème est consacré à l’estimation d’état des
systèmes non linéaires représentés par un multi-modèles de Takagi-Sugeno. L’utilisation
du théorème des valeurs moyennes combiné à la transformation par secteurs non linéaires
a permis de synthétiser un observateur pour les systèmes flous T-S. Ces travaux se situent
dans le cadre des multi-modèles à variables de prémisses mesurables. Le second thème est
consacré à synthétiser une loi de commande basée sur un observateur sans et avec rejet
de perturbations extérieures. Afin de réduire le conservatisme, un algorithme permettant
de calculer simultanément les gains du contrôleur et ceux de l’observateur a été proposé,
en résolvant un ensemble d’inégalités matricielles linéaires.
Les deux derniers chapitres (3 et 4) illustrent l’application des résultats évoqués dans
ce mémoire au modèle d’une machine asynchrone. Après une brève présentation de
l’ensemble onduleur de tension-machine asynchrone, nous avons présenté le modèle non
linéaire de la MAS. La première application concerne la commande par retour d’état basée
sur observateur de la machine asynchrone. La seconde application a pour but d’exploiter
l’observateur d’état pour détecter, d’isoler et de localiser les défauts de la machine asyn-
116
chrone. Les défauts considérés sont de type courts-circuits statoriques.
Les problèmes évoqués dans ce mémoire de thèse ouvrent de nombreuses perspectives
pour des futurs travaux :
• La conception d’un contrôleur basé sur observateur en utilisant le théorème des
valeurs moyennes et la transformation par secteurs non linéaires dont la stabilité est
traitée au moyen des fonctions non linéaires.
• La construction d’un observateur à gain proportionnel intégral (PI) et multi-intégral
(PMI) permettant de prendre en compte des formes plus générales d’entrées incon-
nues.
• La conception d’une commande tolérante aux défauts pour les systèmes non linéaires
décrits par les multi-modèles TS, et en particulier pour la machine asynchrone.
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