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ABSTRACT 
This paper presents two low-order, A0-stable Adams-type correctors. The correctors have better 
absolute stability properties than the corresponding Adams-Moulton correctors but at the same 
time preserve other desirable characteristics of the Adams correctors. In particular, the new cot- 
rectors may be implemented with trivial modifications in the highly regarded GEAR mathemati- 
cal software packages. Empirical evidence will be given suggesting that the resulting methods 
enhance the capabilities of the packages. 
1. INTRODUCTION 
GEAR, based on C. W. Gear's original DIFSUB [8], 
was developed by A. C. Hindmarsh [11-14]. Differ- 
ences are discussed in [12-14, 20]. The non-stiff 
Adams options of the GEAR Package are compared 
with other available software in [20], and extensive 
comparisons of the stiff options of GEAR with other 
available stiff software are found in [2, 22]. 
GEAR and its specJMization GEARB [13], for systems 
of equations for which the Jacobian matrix is banded, 
represent some of the most highly regarded software 
for ordinary differential equations. In fact, GEAR 
may be the best general-purpose software package avail- 
able because of its versatility and reliability. Since the 
same methods are used in the various GEAR packages, 
all remarks made in the paper also apply equally to 
GEAR, GEARB, GEARS, GEARV, and GEARIB. For 
convenience, these packages will be referred to collec- 
tively as the Gear packages. It is emphasized that.all 
such references are to the packages above and not to 
DIFSUB~ 
[23] discusses several one-parameter families of Adams- 
type correctors. It is shown in this paper that each 
such family with order not exceeding four contains an 
A0-stable method. Therefore, for applications inwhich 
the real absolute stability of the low-order correctors 
is crucial, the resulting methods may represent a worth- 
while addition to the packages. (Such applications 
arise, for example, in the presence of mild stiffness 
[20] and in the integration of parabolic partial differ- 
ential equations via the method of lines [18, 21] 
where it is often recommended that the maximum cor- 
rector order be somewhat restricted). 
Representative remits for three typical problems are 
given to illustrate the relative performance of the new 
correctors and the corresponding Adams-Moulton cot- 
rectors. The results of other tests are also summarized. 
Easily identifiable situations seem to emerge, in which 
the addition of the new methods increases the efficiency 
of the Gear packages. 
2. ADAMS METHODS 
Since it is assumed that the reader is familiar with the 
usual Adams methods as defined in [10], this section 
contains only a brief discussion of notation and the 
statement ofsome of the formulas used in section 3. 
Denote by Cq and Pq, respectively, the standard Adams- 
Moulton corrector and the Adams-Bashforth predictor 
of order q + 1. Cq is a q-step method given by the for- 
mula 
Yn+l=Yn+h ~ * V i (2.1) i=o~'i Yn+l" 
or, equivalently, by 
q :* - (2.2) Yn+l=Yn + h 2; /3q,pYn~_l . p=0 -P 
Pq is a (q + 1) -step method given by the formula 
q 
Yn + 1 = Yn + h X "Yi Vx Yn (2.3) 
i=0 
or, equivalently, by 
q 
y" . (2.4) Yn+l=Yn + hp~0/3q, p n -p  
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(These well-known defining coefficients may be found 
in [101). 
The constants above satisfy the well-known relations 
/~q + 1, p = ~q, p + (-1)P (q;  1) 7q + 1'  (2.57 
3q + 1,p - *  -3*q,p + (-1) p (q+ 1) 7"+1, la ~I (2.6) 
(where a 1 = -1), then the characteristic equation for 
the method, obtained by applying the method to the 
equation y'= ky (k a complex constant), isgiven by 
p(r) ~- ao(r)= 0 (3.2) 
where 
a= h~, ,  
q 
Z 7~= ~/q, q > 0, (2.7 7 
i=O 
and 
7q+ 1 = 7q + 7~+ 1 • (2.8) 
We wish to consider the one-parameter families con- 
sisting of linear combinations OfPq and Cq. To this 
end, we define by Cq the method 
C a = aPq + (1 - a) Cq (2.97 q 
a is given by the formula for each real number a. Cq 
q 
bq, iYn_ i (2.107 Yn+l=Yn+hi~- i  a , 
where 
a - , 
bq, i =a3q, i+ (1-a)3q, i+ 1, i=- I  . . . . .  q, (2.11) 
=/3* = 0). (3q, -1  q, q + 1 
Thus, C0 = Cq and C~ = Pq. Furthermore 
* / Cqa =Cq+l  for a=-3~q+ 1 7(t- For other values of a, 
a is a (q + 1)-step corrector with order q +1. (Since Cq
Cq is implemented asa (q + 1)-step method in the 
Gear packages, the introduction of C a will cause no q 
structural programming changes in the routines). 
We will also fred the following relation usefnl in the 
proof of 1emma 3.1. 
3q+l ,p+l  =3q, p + (-1) p+I  q+l  * (p l)Tq+l, (2.12) 
p = -1 . . . . .  q. 
(2.12) may be established by summing (2.5) by parts 
and using (2.6) through (2.8) and the relation 
t n+j n+l+p 
(n )  j=O =(n+l  ) 
q q- i  
= ~ air , and (3.3) p(r) i=-1  
q 
o(r)=i  ~ I birq-1 " (3.4) 
A method is said to be A0-stable [4] if all roots of (3.2) 
have magnitude l ss than one for all real c < 0. 
Observe that for 
Cqa (a =/=0,-Vq+ ll'rq), o(r) =-r q+l  + r q 
and 
q krq -k  b a o(r)=Oa(r )=k=_ l  q' 
where b a k is given by (2.11). q, 
As in [9], the basic idea is to determine the value of a 
for which (3.2) has a root r = -1, and then to attempt 
to show that this determines the real absolute stability 
interval. The following is suggested by results in [9], 
where it is established for the usual Adams methods. 
Lemma 3.1 
For each real number a, the real characteristic polynomial 
a has a root r = -1 if and only ff for Cq
a = aq = 2 / [ CO q - a2q + l "yq] 
where 
q 
COq= k ~=0 2k3'k" (3.5) 
Proof 
a has a root r = -1 The characteristic polynomial for Cq
ff and only if 
1)q+1/  q l(_l)q-k • a= 2(- =-  [a/3q, k + (1-a)3q, k +1!. 
The denominator f the last expression may be written, 
after some rearranging of terms and the use of (2.12), 
as  
3. STABILITY RESULTS 
If a linear mtdtistep method of order q + 1 is given by 
the formula 
q 
(aiYn_ i + hbiYn_i)= 0 (3.1) i=- I  
r 
q q+l  q q-k  • 
+.~ (-I) /L ~,_. a~q (-llqk--Z-l(k + 11 k=-I q,~-~l 
= (-1)%q +1 + 
k = -1 , k +1 
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Since the truth ofhmma 3.1 is established for C~ and 
Pq in [9], it follows that the last sum is equal to "i 
(-1)q ÷ lcoq. The stated result follows. As an obvious 
consequence o£lemma 3.1, there is the following :
Lemraa 3.2 
The real characteristic " a equaUon for Cq does not have 
a root r = -1 ff and only ff 
a= aq= Wq/2q +l'yq. 
From the results in section 3 of [9], it might be antici- 
pated that the real absolute stability interval for C~ is 
[2 / (O0q - a2q + 1 ~/q), 01 • 
Unfortunately, this is not always the case. However, 
the techniques used in the proofs of lemmas i through 
3 in sections 3 and 4 of [9] may be used to establish 
the following. 
Lemma 3.3 
For 0 ~< a ~< 1, the real absolute stability interval for 
a i s  Cq 
[2 / (O0q- a2q + l~/q), 01 , 
powers of h k for k i> q + 3, follows from results in [23]. 
Throughout the section, ct will be used to denote areal 
number and Yk will be used to denote the solution y(xk). 
We mention that the complex absolute stability regions 
for the methods determined by a 2 and a 3 (which may 
be easily obtained as in [7]) contain the complex re- 
gions for the corresponding Adams-Moulton correctors. 
Since the correctors which are determined by a 2 and 
a 3 are also A0-stabh, they are therefore f asible alter- 
natives to C 2 and C 3. We also point out that the relative 
stability algorithm described in [23] may be used to 
show that these correctors are relatively stable on the 
intervals (-1.500, 2.182) and (-0.778, 2.400), respec- 
tively. The corresponding intervals for C 2 and C 3 are 
(-1.500, 2.400) and (-0.923, 2.869), respectively. 
aq 
We also mention that Cq is not A0-stable for q > 3. 
In fact, there are no A0-stable Adams-type correctors 
of order exceeding four. For an elegant proof of this 
fact, see [6]. 
Theorem 4.1 
a 2 a 2 C 2 is A0-stable where a 2 = -1/10, and C 2 is given 
by the formula 
h 13y n + Yn+l = Yn + -~ [ l lYn+l + Yn-1 -Yn-2] 
Proof 
We sketch the proof. Using the notation given in [9], 
we see that the characteristic polynomial for C~ is 
given by 
. q SLq(S)+ aO (s - l )  q +1. 
(Compare with (4.1) of [9]). Ifgq is now defined by 
q q+l  
gq = i~=i a i (1 - l/s) i = a 0q (1 - l/s) , 
an argument similar to those given in the proofs of 
lemmas 2 and 3 of [9] may be supplied to establish 
the stated result, (Note : Our present notation differs 
slightly from the notation of [9]. Pq here is P~ + 1 in 
[9]. The p polynomials have opposite signs. A~so, ct 
here is denoted by H in [9]). 
4. A0-STABLE ADAMS CORRECTORS 
1 h4y(4)(r/) , (4.1) 
12 
Theorem 4.2 
a 3 a 3 C 3 is A0-stable where a 3 = -1/9, and C 3 is given by 
the formula 
Yn+l = Yn + 2-~ [lOYn+l + 15y~ + Yn-1 - 3Yn-2 + Yn-3] 
49 h5y(5)(7/). (4.2) 
720 




C q is A0-stable ff and only ff 
1 
2 
Observe that a 0 = 1/2, a I = 0, a 2 = -1/10, and a ~ 0 
a 3 = -1/9. a 0 and a I determine the well-known A- _ __1 ~ a ~ - 1_~ 
stable trapezoidal rule. We will now show that a 2 and 2 10 
a 3 determine A0-stable methods. 1 
I n  each case, y = y(x )  denotes  a function whose a = - -~- 
(q + 2)-nd derivative is continuous and r/denotes a Proof 
point between (x n_q, x n + 1)" That the local discre- 
tion error term may be written as given, neglecting 
for q=O 
for q=l  
for q=2 
for q=3 
We sketch the proof : The value of aq given by hm- 
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ma 3.1 is negative if and only ifa > aqas defined by 
1emma 3.2. (To see this, rewrite aq as 
aq = 1/[2qTq (aq - a)] and observe that 7q > 0); 
a is not A0-stable if a > aq. Apply the Therefore, Cq
Hurwitz-Routh criterion (see [17] and [19]) in each 
case. We summarize the results :
a is A0-stable if and only if 1. For q = 0, Cq
1 The 1 -2a> 2_a fo ra l la<0;  thatis, a<-~- .  
resulting family of methods i the well-known 
family of "0-methods". (Each method is, in fact, 
A-stable. See [17]). 
a is A0-stable if and only if 2. For q = 1, Cq
(2-a)/(2 +aa) > 0 for all a< 0 and a < 0; that is, 
a < 0. (Note : It is well-known that a = 0 yields the 
only A-stable method in this family). 
a is A0-stabh if and only if 3. For q= 2, Cq
a2(5 + 10a) - 22a + 24 > 0 for all a < 0 and 
i 1 a<-  ; that is, - -~-< a< --1-0" 
a 
4. For q = 3, Cq is A0-stable if and only if 
f(a) = 96-  4¢(31 + 9a) + 3a2(19 +36a) 
1 -9a3(1  + 9a)> 0 for all a < 0. For a=---if-, 
the resulting quadratic isnever negative. For 
1 a < - ---~, the familiar Descartes Rule of Signs may 
be used to show that f has exactly• one negative root. 
.Remark 
It follows from results in [15] that both C21/10 and 
C31/9 are neither A(0)-stable nor stiffly stable. (For 
1/10 
C 2 , condition 4 of theorems 1 and 2 of[15] is 
not satisfied. For C31/9, condition 2 of theorem 1
and condition 3 of theorem 2are not satisfied). There- 
fore, these correctors are examples of A0-stable meth- 
ods which are neither A(0)-stable nor stiffly stable. 
Remark 
aq 
We chose to implement the correctors Cq for q >i 1 
since they have the smallest local truncation error 
coefficient of the corresponding A0-stable correctors, 
(The local truncation error coefficient is
+ (1-a)~*+l.q and 7q+l > 0 while a ~/q .i. 1 
7~+ 1 < 0). 
Remark 
For another interesting proof of the existence of low- 
order A0-stable Adams-type correctors, ee [6]. 
The new correctors share a common disadvantage with 
the usual Adams correctors in that they are not asympto- 
tically stable at a = - oo since one of the characteristic 
roots'approaches -1 as a-+ - ¢o. (As a-+ -~,  the roots 
of (3.2) approach those of (3.4). Note : It is easy to 
show, however, that Cq is stable at a = - ~o for 
_ -2-1 < a < ]_6_).-1 Although their complex absolute sta- 
bility regions contain those of the corresponding Adams 
correctors, it is not to be expected that either of the 
methods will be competitive with the stiffly stable back- 
ward difference methods for extremely stiff problems, 
partic~d0rly ff the Jacobian has complex eigenvalues. 
5. NORDSIECK FORMULATION FOR C a q 
The Gear routines employ the Nordsieck form of Cq 
and Pq [7, 14]. We decided to also use Pq as a predictor 
for C~ in order to preserve as much as possible of the 
existing structure of the routines (and since we are not 
• " "h  a aware of a more suitable predictor for use wit Cg). 
We assume that the interested reader is familiar with 
the notation of [7]* and [14] and merely state the 
following for the sake of completeness. 
Lemma 5.1 
For each a, the matrix "B" in the Gear packages i the 
a is for Pq and Cq. Hence, the same for Pc/and C q as it 
matrix "A" is unchanged. 
Remark 
Lemma 5.1 follows immediately from the simple fact 
that for all a 4= 1, 
<~q, p - [a~q,p + (1- a)~l,p ÷ 1]} / (1- a)~, 0 
= 
which is independent of a. 
The fact that it is true is quite.useful. Otherwise, the 
use of repeated additions in the Gear routines cor- 
responding to the prediction stage would have to be 
replaced by costly matrix operations [7]. 
Lemma 5.2 
The vector "c", in the Gear packages for Pq and Cqa is 
C=Cq,  a=<(1-a)  v q, 1 ,0 , . . . ,0> T 
Lemma 5.3 
The matrix "T" in the Gear packages for Pq and Cq has 
(*) Particularly sections 7.1 and 9.2. 
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T for the first column ande T for ~1=-<1,0 0 > 
the first row. The vector "£"  is g = Tc. Therefore, 
rXs 
when Pq and C~ are used, only the first element of 
a 
is changed; its value is (1 - a)3'q (= bq,-1)" 
From lemmas 5.1 through 5.3 it follows that the only 
changes necessary to implement Cq ln  the GEAR 
package occur in subroutine C~SE~F : the PERTST 
array Of coefficients related to the error control 
algorithm must be revised, and the first element of 
the method coefficient vector EL must be redefined 
appropriately. 
We emphasize the fact that absolutely no attempt was 
made to alter the error control algorithm, the con- 
vergence criteria, or any of the underlying philosophy 
on which Gear packages are based. Only the changes 
above which were necessary to implement the new cot- 
rectors, were made. 
We chose to implement the new correctors by includ- 
hag a method option ~METH = 3, where METH is the 
method indicator in the Gear packages [12]. For the 
sake of completeness, the revised form of subroutine 
COSET is given in the appendix. 
6. NUMERICAL EXAMPLES 
In our tests, we were not concerned irectly with com- 
paring the new methods with available "software other 
than the Gear packages since extensive testing indicates 
that the Gear packages are quite competitive with other 
highly regarded software (see [2, 12, 20, 22] for ex- 
ample) and since the addition of the new correctors 
is intended to represent a "fine-tuning" to the pack- 
ages rather than a fundamental change. 
Since our primary interest was in comparing the per- 
formance of the low-order methods, the results that 
are summarized are based for the most part on tests 
for which the maYimum available corrector order was 
limited to four. The methods were tested on many 
problems from [2, 5, 16, 22]. (The problems are de- 
scribed in detail in [22]). The results presented for 
three typical examples are indicative of the results 
obtained in other cases. 
Tables I through 3 give the number of function evalua- 
tions and the number of steps taken by the Adams 
methods and by the new correctors to solve the cor- 
responding problem. Since we are primarily interested 
in the stiff options of the Adams methods in this con- 
text, results are given only for MF = 12 and MF = 32. 
(These options correspond to using the Adams-Moulton 
and new correctors, respectively. In both cases, a New- 
ton iteration is used to solve the corrector equations). 
The local truncation error coefficients for the new cot- 
rectors are larger in magnitude than those for the cor- 
responding Adams correctors. When local accuracy 
rather than stiffness is the determining factor, it would 
thus be expected that the performance of C 2 and C 3 
would be superior. As illustrated by the results given 
in the tables, this was generally the case for the prob- 
blems we tested : near the beginning of the integration 
where stiffness was not a problem, the original routines 
were more efficient both in terms of the number of 
function evaluations required and the number of steps 
taken. However, as the integration proceeded and stiff- 
ness became more pronounced, the superior stability 
of the new correctors usually became apparent. 
The results included for the following three examples 
illustrate the typical behavior of the routines for three 
common types of problems. Example I is a linear stiff 
system whose Jacobian matrix has negative igenvalues. 
As expected, the performance of the new correctors 
became dramatically superior as the integration pro- 
ceeded in this case. Their performance was also more 
satisfactory for example 2 (which is also a stiff linear 
system) but to a lesser extent since, in this case, the 
Jacobian matrix has complex eigenvalues. (However, 
we repeat hat the complex regions of absolute stability 
for the new correctors contain the corresponding 
Adams regions). 
The results of example 3 are quite interesting. In this 
case, the Jacobian matrix has real eigenvalues; however, 
the system is highly nonlinear. As a result, the perform- 
ance of the new correctors i not significantly better 
than that of the original Adams correctors. It has been 
our experience with the Gear packages that for such 
problems, the use of the Adams options in the variable 
coefficient software package EPISODE [3] is often 
preferable to using GEAR. This suggests that adding 
the variable coefficient methods based on the new 
correctors to EPISODE might be worthwhile. How- 
ever, this question is not pursued at this time. 
The examples given are by no means exhaustive and 
are included only for the sake of illustration. The 
reader will also observe that the global errors are not 
given. This is due to the fact that each method solved 
all problems within the specified error tolerance. 
Our primary interest in presenting the examples below 
is to give the reader an indication of how the options 
based on the new correctors compare with those based 
on the standard Adams methods used in GEAR. The 
results upport he contention that use of the new 
methods is preferable for mildly stiff problems (prob- 
lems that are stiff enough to preclude the use of a 
fLxed-point iteration but not so stiff that the backward 
differentiation methods (BDF) are needed because of 
their stability at infinity). For very stiff problems the 
new methods are not generally competitive with BDFs. 
However, they often do perform reasonably well in 
such situations. As an example, it is pointed out that 
the new methods out-perform BDFs in example 2 for 
times less than approximately t = 5. 
Example 1. Stiff Linear Problem With Real EigenvaIues 
[1] 
y '=Ay 
y(O) = (1,1,1,1) w
• where 
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-10,000 100 -10 1 
] -10 A = 0 -1,000 10 . 0 0 -1 10 
0 0 0 -0.1 
Eigenvalues : -0.1, ,-1, -1000, -10,000. 
Table 1. Results for Example 1 (e = 10 -8, h = e 1/2) 
No. of function 
evaluations 
tfinal Adams Adams type I
0.10 367 417 
1.0 1243 459 
10.0 3131 857 
100.0 5051 1818 
1000.0 5870 3535 
No. ofstepstaken 






N.B. e is the error tolerance, and h is the initial step- 
size used. 
Example 2. Stiff Linear Problem With Complex Eigen- 
values [5] 
y" = U(BUy + D) 
I (-1, 2, 2) T y(O) = -T 
with 
1 -1 2 , 
v=-~ 2 -1 
I -100 1000 0 J B = - I000  - i00  0 , o o 7.o.1 
D = (0, 0, 0.1). 
Eigenvalues : -0.1, -100 + 1000 i. 










2 x 10 2 
No. of function 
evaluations 





















Example 3. Nonlinear Stiff Problem [16] 
• 2 2 _2  -2 .T  
y =-By+U(Z 1 ,z  2,~3,~-4 ) 
y(O) = (-I, -I, -i, -I) T 
where 
1 1  
1 -1 1 
u=T 1 -1 
1 1 - 
B = U diag (~1' ~2' ~3' i94) U, 
Z=Uy 
for 
~1 = 1000, ~2 = 800, ~3 = -10, ~4-  0.001. 
Eigenvalues : 
~i[ . l+  (l+l~i)e J /  1- (1+i~i)  e , 
i = 1, 2, 3, 4. 
Table 3. Results for Example 3 (e = 10 -8, h = e II2) 
No. of function 
evaluations 
tfinal Adams Adams type 
0.10 502 570 
1.0 676 674 
10.0 1135 737 
100.0 1267 877 
1000.0 1495 1426 
No. ofstepstaken 






7. SUMMARY AND CONCLUSIONS 
p-step methods of order p which are A0-stable have 
been given for p = 3 and p = 4. The methods preserve 
the desirable characteristics of the corresponding 
Adams-Moulton correctors and were easily introduced 
into the Gear mathematical software packages. The 
results for three problem.4 were given to illustrate the 
typical performance of the various correctors. For non- 
stiff integrations, the usual Adams methods are generally 
superior, but not by much since, in fact, the new cot- 
rectors behave very much like the Adams correctors in 
such cases. As stiffness becomes more pronounced, the 
performance of the new correctors can be dramatically 
superior. 
With respect to absolute stability, we regard the new 
correctors as intermediate o the Adams correctors and 
the backward difference methods ince they have larger 
stability regions than do the Adams methods but have 
smaller stability regions than do the stiffly stable back- 
ward difference methods and since their local accuracy 
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propert ies are also intermediate to those o f  the 
Adams and backward dif ference methods.  Of  course ,  
further testing by others will be required to deter- 
mine whether  or not and to what extent  the effective- 
ness of the Gear packages i increased by introducing 
the new correctors.  
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SUBROUTINE COSET INET H,NQ, EL,  T Q~, HAXDER) 
C 
C -COEFFICIENT ROUTINE FOR THE GEAR AND GEARB PACKAGES. 
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AND SETS THE COEFF IC IENTS USED THERE. 
THE VECTOR EL ,  OF LENGTH NQ + 1 ;  OETERMINES THE BASIC METHOD. 
THE VECTOR TQ,, OF LENGTH k .  IS  INVOLVED IN  ADJUSTING THE STEP S IZE  
IN RELATION TO TRUNCATION ERROR, ITS  VALUES AR c . GIVEN BY THE 
PERTST ARRAY. 
THE VECTORS EL AND TQ DEPEND ON METH AND NQo 
' COSET ALSO SETS MAXDER~ THE MAXIMUM ORDER OF THE METHOD AVAILABLE, 
CURRENTLY IT IS 12 FOR THE ADAMS METHODS AND 5 FOR THE GEAR METHODS, 
LMAX = MAXOER + I IS THE NUMBER OF COLUMNS IN THE Y ARRAY. 
THE MAXIMUH ORDER USED MAY BE REDUCED SIMPLY BY DECREASING THE 
NUMBERS IN STATEMENTS I AND/OR 2 BELOW. 
THE COEFFICIENTS IN PERTST NEED BE GIVEN TO ONLY ABOUT 
ONE PERCENT ACCURACY. THE ORDER IN WHICH THE GROUPS APPEAR BELOW 
IS, COEFFICIENTS FOR ORDER NQ I ,  COEFFICIENTS FOR ORDER NQ, 
COEFFICIENTS FOR ORDER NQ { 1. WITHIN EACH GROUP ARE THE 
COEFFICIENTS FOR THEADAMS METHODS, FOLLOWED BY THOSE FOR THE 
GEAR METHODS AND THEN SOME MODIFIED ADAHS CORRECTORS. (SEE BELOW.) 
THE CORRECTOR COEFFICIENTS SHOULO BE DEFINED TO MACHINE ACCURACY. 
FOR A GIVEN ORDER NQ, THEY CAN BE CALCULATED BY USE OF THE 
GENERATING POLYNOHIAL L |T) ,  WHOSE COEFFICIENTS ARE EL( I f . .  
L IT )  = EL( t )  + EL IZ)~'T  t . . ,  + EL(NQ* I ) '~T '*NO.  
FOR THE IHPLICIT ADAMS METHODS$ LIT) IS GIVEN BY 
OL/OT = (T~) '~(T+2)  ~ . . ,  IT+NQ 1) /K ,  L( -1 )  = O, 
WHERE K = FACTORIAL(N,-If. 
FOR THE GEAR METHODS, 
L IT )  = {T+I )~IT~Z)  ~ . . .  ~(T+NQ) /K ,  
WHERE K = FACTORIALINQ)'~(1 + 112 + . . .  + I /NQ) .  
THE ORDER IN WHICH THE GROUPS APPEAR BELOW IS . .  
IMPLICIT ADAMS METHODS OF ORDERS 1 TO IZ,  
STIFFLY STABLE GEAR METHODS OF ORDERS I TO 5. 
WHEN HETH=3, THE 3-RD AND W-RTH ORDER ADAMS CORRECTORS 
C(Q÷t ,Q)  (Q=2,31  ARE REPLACED BY THE CORRECTORS 
A~PIQ÷I~,Q÷I)  +" ( t -A I '~ 'C IQ÷I ,Q)  
WHERE P IQ+I ,Q÷I )  IS  THE ADAMS PREDICTOR OF ORDER Q~'I AND 
A=-¢/ tO  FOR Q=2 AND A=-%/9 FOR Q=3. EACH OF THESE NETHOOS IS 
A-SUB-O STABLE. THE LOCAL TRUNCATION ERROR COEFFICIENTS ARE 
-1 /12  AND-W9/720,RESPECT IVELY  (AS COMPARED TO-1 /2~ AND 
-19 /720 FOR THE CORRESPONDING ADAMS CORRECTORS). 
DIMENSION PERTST(1Z~3,3} ,EL I I3 I ,TQIW)  
flATA PERTST / 
1 1 .000E+O,  i .  OOOE+O, 2.O00E+Ot I ,O00E+O,  3 ,158E"1 ,  ? ' ,607E-2 ,  
1 1 ,391E-Z ,  Z ,182E '3 ,  Z, DkSE-I** 3 ,~92E-5 ,  3 ,692E-6 ,  3 ,52hE-7 ,  
1 1 .000E+O,  1.000E÷0t,  5 .000E-1 ,  1 .667E-1 ,  6 ,167E"Zt  1.OOOE4"O, 
1 1 .000E÷O,  1 .000E+O,  1 .000E+O,  [ ,O00E+O,  1 ,000E~O,  1 .000E÷O,  
1 , .o ,DE÷o,  1.oooE,-o 2.OOOE.O, , . , , , , ,E -2 .  
1 1 .391E-2 ,  Z,,,182E'3,' Z .945E-~,  3 .52~E-7 . ,  
2 2. O00E÷O, 1 .200E÷1,  Z .~OQE÷I ,  3 .789E÷l t  5 .333E÷1,  7 .008E4"1 ,  
Z 8 ,797E÷1,  1 .069E+Z,  1 .267E+2,  1 .~?~E÷2,  1 .688E+Z,  1 ,910E~2,  
2 Z.O00E÷O, ~.500E+O,, 7 ,333E~'0,  1 .0~2E÷1,  1,370E~'1 t .000E~O,  
Z 1 .000E÷O,  1.000E4"O, ,,.,O00E+O, 1.00OE÷.O, 1 ,000E*O;  1 ,000E+O,  
Z 2 .000E l 'O ,  1 .200E~'1,  ~ ,  ~ ,  5 333E '1 ,  7 .008E÷1 
Z 8 ,797E '1 ,  1 ,069F.+2,  ~. , : ,~ , r . , ; ,  ~, . , . .~ . . , . ,  1:688E*2 ,  1 .910E+2:  
3 11;200E~1, Z .~OOE÷I ,  3 .789E÷1,  5 ,333E÷1,  7 .008E+1,  8 .797E+1,  
$ 069E÷Z,  1 .267E+2,  1, .~74E+2, 1 .688E+Z,  1 .910E*Z,  1.OOOE+O, 
3 3 .000E+O,  6 ,000E+O,  9.167E4"0,  1 .250E÷1,  1 .000E÷O,  1 .000E+O,  
i ;O00~+O.,  1 .00OE*O,  1 ,000E÷O,  1 .000E÷O,  1 .000E+O,  1 .000E+O,  
] 8 7, 7E,.1, 
:3 1 .069E+2,  1 .688E+2,  1 ,910E÷Z,  I~O00E÷O/  
Go TO 
1 HAXOER = 
GO TO (101 ,102 ,103 ,104 ,105 , ,106 ,107 .108 ,109 .110 ,1 ,111 ,112) ,NQ 
2 HA XOER = 5 
GO TO 1201,202,203,20~,205) ,NQ 
3 MAXDER=12 
GO TO (101 ,102,30 ,31 ,105,106,107,108,109,110,111,112) ,NQ 
30 EL I I i=~, ,p833333333333E-01  
GO TO 303 
31. EL ( J J - -4 ,  166666666666TE°01 
~;O-l"J - 30~, 
O O O O  O O m O 1 Q . ~  O Q O  l !  D ! m . ! ~  ! I i Q I Q  ! g Q Q  ~ O  ~ O O e O  I D O - -  O O Q Q O  ! 
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