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1. PRINCIPAL RFSULTS AND APPLICATIONS 
For (Y 3 t5 3 - a, and n = 0, l,... the Jacobi polynomials may be defined 
by the Rodrigues formula 
(1 - x)-a (1 + x)-B g [(l - x)oL+n (1 + X)a+n]. 
They are the polynomials which are orthogonal on - 1 < x < 1 with respect 
to the weight function 
w(-yx) = (1 - X)” (1 + X)8 
and normalized by 
r(n+~+ 1) 
el?Yl) = qa + l)n! [9; 4.11. 
Denote 
k% (oq-I = f, p$.fl)(~)~ w(~*@(x) dx. (1.1) 
For convenience with some formulas we sometimes change the variable 
x = cos 6. Then the functions P$s’(cos 0) are orthogonal on 0 < 0 < n 
with respect to the weight function 
p’yB) = (1 - cos ep++ (1 + cos e)o++. 
Hereafter, except in Section 3, we suppress the parameters (Y and /3 and 
write P,(x) = P$*B’(x), w(x) = w(~Y~)(x), p(e) = ~(~ya)(B), and w, = u:*@). 
For 1 < p < co, let f EIP([- 1, I]; w) and define the Fourier- Jacobi 
coefficients off by 
fW = ~~lfOW4+4d~~ U-2) 
575 
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Then we have the representation 
We shall establish necessary conditions and sufficient conditions on the 
Fourier- Jacobi coefficients of a function in Lp in order that a weighted integral 
modulus of continuity of the function be finite. These conditions are analogues 
for Jacobi series of Leindler’s results [6] for Fourier series. In order to express 
the modulus of continuity we need the generalized translation of a function in 
Lp which was developed by Askey and Wainger [I] for functions in L1. 
For f~Ll([- 1, I] : w) the generalized translation of f is denoted by 
f(x; y) and is formally represented by 
f (x; Y) - !oAn) %~&) P9a(Y)IPT41). (1.3) 
Askey and Wainger have shown that for almost all y in [- 1, l] 
f(-;Y) EV([- 1, 11; w). It will be easily shown that if f ELP([- 1, 11; w), 
thenf(--;y) ELP([- 1, I]; w) for almost ally in [- 1, I]. 
For brevity of notation we write 
llfll, = (f, If@> lP w qliP = (/l If(COS 0) lP /a qlIpv 
and 
UC-;r) IID = (J’_, IfcG 39 lB 44 qn3 
11 df(cost)II1, = (11 (f(cos 0; cost) -f(cos 8)I'p(Qilq1'p. 
Denote by Q(S, f) ei th er of the following quadratic moduli, 
%@,f> = 0~~811~f(C4 II2 9 
f&&f) = (8-q; 11 df(cost)II:dty2. 
(1.4) 
(1.5) 
THEOREM 1. Suppose 0 < y < 2 and let X(x) be a positive, monotone 
(increasing or decreasing) function on x > 1 such that 
fJ n-2yA(n) < Am1-2YA(m). 
=Wl 
(1.6) 
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Then the following conditions are equivalent : 
I 
1 
t-%(t-l) /I df (cost) 11s dt < co 
0 
(1.7) 
.fl qn> w-l,f >’ < m. (1.9) 
Condition (1.6) is needed only so that (1 .g) may imply (I .7) and (1.9). The 
proof of Theorem 1 relies on Lemmas 1 and 2, and on 
THEOREM 2. Suppose 1 -C p d 2, 0 < y < q = P/(P - I), and let A(x) 
be a positive, monotone (increasing or decreasing) function on x >, 1. (i) If 
then 
s 
1 
t-2h(t-‘) /I Of (cost) 11; dt < CO, 
0 
(ii) If (1.6) holds and 
then 
f 44 (f If(m) ID urnrip < m, 
Tl=l m=n 
s 
1 
t-‘A(t-‘) I/ df (cost) 11; dt < CD. 
0 
Note, for h increasing (1.6) implies that y > 4 since 
il n-2y 9 A( 1)’ zl n+h(n) < 00. 
For X decreasing (1.6) already holds for y > 4 since then 
n$m r~-~~A(n) < h(m) f n-2y < Am1-2YA(m). 
Tt=Vl 
Throughout this paper A will denote various constants, generally differing 
at each appearance, and independent of the functions, variables, and indices 
involved. 
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Theorem 2 is an analogue for Jacobi series of Leindler’s Hilfssatz III [6], 
and it’s proof will follow that given by M. and S. Izumi [4]. As a corollary 
of Theorem 2 and Lemma 3 we have 
THEOREM 3. Suppose I -C p < 2, 0 < y G q = P/(p - I), and 6 real. ?f 
s 
1 
t-“-3+2(““) 11 @(cost) II’, dt < us, 
0 
(1.10) 
then 
il ns Ih> Iv w, < ~0. (1.11) 
There is an improvement in the case 6 = - 2 + 2(y/q). Then 
s 
l/2 
t-i(log t--l)--(y'Q) Ij Of(cost) 11~‘~ dt < co 
0 
implies 
Theorem 3 follows immediately from Theorem 2(i) with 
j+) = x6+1-2w9), 
or when 
8+1--2$=-l, 
with 
X(x) = x-l(log x)-(y’*), 
Lemma 3, and the approximation w% = 2-a-5z + O(l), (3.1). 
From (1.3) we see that the identity translation of f(x) occurs when y = 1. 
That is, f(x; 1) =f(~). Therefore, define the Lipschitz class A,P for 
0 < 7 < 1, 0 < p < co as those functions in D’([- 1, 11; W) which satisfy 
ll&(~)lI, = (f, If&r) -f(x) I’w(4d~c)~‘~ G A I1 -Y I’ 
or equivalently 
Then Theorem 3 yields 
I/ Of(cost) /I9 < At27. 
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THEOREM 4. Suppose 1 < p < 2,0 < r < 1, and 6 real. Iff 6 hp and 
Y > (1 + ;, (7 + 1 - $,‘, 
then 
In particular, if 
and y > 0, then 
g ?2-2+2(v’p) l&z) jy Wn < 00. 
n=l 
The inequality satisfied by y assures the finiteness of the integral (1.10) 
for f E ATn. 
Next we state a converse to Theorem 3. 
THEOREM 5. Suppose 
4 z 2, o<y<p==, 
q--l 
and 
Zf the sequence If(n) 
v > 0, then 
/ is quasimonotone, that is, n+ /f(s) / decreases for some 
implies 
z1 n6 IA4 ly WI < a 
s 
1 
t -6-a+2(v’d // df(cost) 11; dt < 00. 
0 
Theorem 5 follows from Lemma 4, Theorem 2(G) with A(x) = x~~~-~(~‘~), 
and the approximation W, = 2-a--Bn + O(1) (3.1). The inequality 
S/2 < - 1 + ~(1 + l/p) ensures that (1.6) holds. 
There are applications of these results concerning the absolute convergence 
of the Fourier-Jacobi series of a function. In the following, 01 12 - 4 is the 
first Jacobi parameter and f(n) is the Fourier-Jacobi coefficient of f 
with respect to P, = P:*@‘, where 01 > 18 > - 4 . 
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THEOREM 6. If 
I 
1 
t--211 Llf(cost)1j2 dt < co, 
0 
Or 
then 
(1.12) 
(1.13) 
f(4 = f fw%w> (1.14) 
n==o 
converges absolutely and uniformly on [ - 1, 11. 
By Theorem 2(i) with A(x) = xa, (1.12) implies (1.13) which then implies 
that C n”+l /f(n) 1 < cc by Lemma 3. Since 1 P,(x) 1 < P,(l) = O(n”) (3.2) 
and W, = O(n) (3.1), the conclusion follows. 
THEOREM 7. For-1 <x<l,if 
or 
f 
1 
t-3’2 11 Af (cost) iI2 dt < co, 
0 
(1.15) 
.fl &I2 ( f .f(m)2 wm)"' -c co, 
m=n 
then series (1.14) converges absolutely. 
By Theorem 2 (i) with h(x) = x-lj2, (1.15) implies (1.16) which then, by 
Lemma 3, implies 
(1.17) 
Forfixedx,-l<x<l,letx=cos~andpickNsothat 
N-1 < e < 7r - N-l. 
Then 
P,(x) = P,(cos 0) = n-1/20[(sin 0)-++I 
= n-1/2()[(1 _ X2)-w2)-*] for n>N 
(3.3), and w, = O(n) (3.1). So with (1.17) 
f 
n=N 
I f(n) 1 w, 1 P,(x) 1 < A( 1 - ~~)--(~a+~)/~ niN n1i2 I f(n) I < co. 
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Another application concerns contraction and absolute convergence. We 
say that f is a square mean contraction of g if 
II df(Y) II2 G A II 4?(Y) II2 
for all y near 1. Results of Boas [3], Kinukawa [5], and Sunouchi [8] for 
Fourier series are generalized for Jacobi series by 
THEOREM 8. Suppose f and g, in L2([- 1, I]; w), hawe Fourier-Jacobi 
coejGntsf(n) and j(n), and f is a square mean contraction of g. For 7 < 4, and 
Q (1 + T) C y < 2 (also y > 0), if 
then 
which implies 
( f j(m)” w_),” < 03, (1.18) 
m=n 
fJl nT--(y/2) ( f f(m)2 CIJD~)“~ <CO, (1.19) 
m=n 
f w+(y’2) If(n) p < 00. (1.20) 
TX=1 
The condition y > g (1 + ) T ensures that (1.6) holds for A(x) = x~--(Y/~). 
Then Theorem 2 with p = q = 2 and the contraction hypothesis show that 
(1.18) implies (1.19). Since 0 <y < 2, Lemma 3 with p = q = 2, 
6 = - 1 + 7 + y/2, and a, = If(n) 1 shows that (1.19) implies (1.20). 
The special case for cosine series occurs when 01 = fi = - + , Then 
P,(cos 0) = A, cos no where [9; (4.1.7)] 
A, = -$$ = --& n-112 + o(n-S/Z). 
?T 
The relation between f(n) given by (1.2) and p(n), the Fourier cosine coeffi- 
cient of F(B) = f (cos 0) is 
f(n) = 11 f (cm 0) P,(cos 0) da = A, s: F(B) cos no d8 = T A&n) 
since p(B) = 1 when a: = /3 = - 4 . Thus 
J’(n) - n-1/213(n), and f(n)” W, N P(n)” 
since OJ, m n (3.1). In this case, Theorem 8 becomes 
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THEOREM 8’. Suppose F and G, in L2([0, ?I]), have cosine coe@ents I’(n) 
and C?(n), andF is a square mean contraction of G. For T < 4,0 < y < 2 such 
that y > 8 (1 + T), if 
then 
;l n7 1 P(n) [Y < 00. 
For 7 = 0, this is essentially Sunouchi’s Theorem 4 [8]. 
The last application we make here is to show that using the Askey- 
Wainger convolution structure for Jacobi series [I] the convolution algebra 
introduced by Beurling for integral transforms [2], and which was applied to 
Fourier series by Kinukawa [5] and Sunouchi [8], may be applied to Jacobi 
series. Let 
A = fEL2([- 1, l];zo): f lj(t’) I q&P,(I) < a , 
1 ?&=O 1 
N(f) = If(O) I + j-’ t-a-2 II df (cost) I12 dt = l.f@, I + I(f ), 
0 
and 
s = {f EL2([- 1, I]; w): N(f) < co}. 
ByTheorem3withp=q=2,y=l,and6=cu,wehaveBCAsince 
P,(l) = O(na), (3.2). 
We will show that for f and g in 8 
Wf #g) d Jwf) N(g) 
where, from Askey and Wainger, 
(1.21) 
f#&> = j’,f (4&i 4 ~(4 6 (1.22) 
and K is independent off and g, although it may depend on the Jacobi 
parameters 01 and /3. Hence 8, which is a Banach space, is a Banach algebra 
with the norm l/f I( = KN(f). 
Forf andg inL2([- 1, 11; w) we have j)g(-;y) (I2 < A (/g/l, by (2.7) and 
so an elementary computation shows 
Ilf #g II2 d A llf 111 II gII2 e A llfllz II g II2 . 
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From (1.2), (1.22), and (2.8) we compute 
= 
I 
;,f(z)g”(n; z) w(z) dz =‘w. (1.23) 
n 
Thus, from (1.3) 
Using Parseval’s equality (2.11), we estimate 
W # g) = 1’ t--’ II 4 # g(W II2 dt ‘0 
G 4f) w (1.24) 
The last inequality uses Parseval’s equality for dg(cost) and the estimate 
(1.25) 
which we now prove. From (1.2), (3.2), and Parseval’s equality for 
h(x) = f(x) - f@> wo 
Therefore 
fw2 %I 
I %Pn(l). 
The last inequality uses the estimates W, = O(n) (3.1), P,(l) = O(n”) (3.2) 
the remark on Lemma 3 (2.15), and the remark on Theorem 2 (i) (2.17). This 
proves (I .25). 
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From (1.23) (f#g)^ (0) =i(O)t(O) since P,(l) = 1 (3.2). Therefore, 
from (1.24) 
This establishes (1.21) with K independent off and g. 
2. PRELIMINARY BACKGROUND AND LEMMAS 
For fELl([- 1, I]; w) define 
(2.2) 
Askey and Wainger [l] have shown that 
II G(x,Y, -1 IL = J’l I K(x,Y, 4 I 44 dz G A (2.3) 
-1 
uniformly for - 1 < x < 1, - 1 <y < 1, and 0 <r < 1. Furthermore, 
they show that for almost every y in [- I, I] 
and 
;+yfr(x;Y) =f(KY) exists a+), (2.4) 
lylfr(-;r) -f(-iY)lll =o* (2.5) 
Now suppose f EL.p([- 1, 11; w), 1 <p < w. We show for each y in 
[- 1, l] and each Y in (0, 1) thatf,(-;y) ED([- 1, I]; w) and 
llfd-; Y> IIP G A IIf IIP * (2.6) 
Fatou’s lemma then implies that f( - ; y) EL~([ - 1, I]; w) and 
lift-;r) l/p G A llfll, 
for almost all y in [- 1, I]. 
(2.7) 
MODULUS OF CONTINUITY CONDITIONS FOR JACOBI SERIES 585 
For q = p/(p - 1) let g ELQ([- 1, 11; w) and 11 g jjv = 1. Using (2.3), for 
any such g, 
This establishes (2.6). 
Next we note for almost ally in [-- 1, l] that 
f(?z; y) = j'li(x; y) P,(x) w(x) dx JyjlY). 
n 
Using W, = O(n) (3.1), P,(X) = O(V) (3.2), (2.1), and (1.1) 
= rfiP,(y) P&W~(l> for O<r<l. 
Now from this and (2.2) 
(2.8) 
Thus (2.8) follows for almost all y in [- 1, l] since by (2.5) and (3.2) 
lf(VY) -f&KY) I GO(na)llf(-;Y) -fT(-;Y)IIl+o as Y+ 1. 
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We shall need to use the Hausdorff-Young inequalities which we state here 
in our setting. Let 1 <p < 2, 4 =p/(p - 1), f EL~([- 1, I]; w), and f(n) 
and W, defined by (1.2) and (1.1). Then 
(f I f(n) I’ qq d llf Ile 
fl=O 
Ilfll, < (i I.& lP%)“3 
?I=0 
(2.9) 
(2.10) 
As is well known [l 1; Vol. II] (2.9) may be obtained by applying the Riesz- 
Thorin interpolation theorem to the elementary estimate, 
syp (J&j-) G llflll 
and Parseval’s equality, 
Then (2.10) follows from (2.9) alone since the function f represented by the 
coefficients in (2.11) is already present. 
LEMMA 1. Forf EL2([- 1, I]; w) 
where w&n--l, f) is defined by (1.4). 
The proof follows that of Steckin [7] for trigonometric series. We use (2.8) 
with y = cost and Parseval’s equality (2.11). For 0 < t < I/n 
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The inequality uses the estimates (3.4). Therefore 
< Ar4 f P f f(n~)~ wm . 
7&=1 m=k 
LEMMA 2. For ~EL~([- 1, 11; w) 
where w,(n-1, f) i s defined by (1.5). 
By Parseval’s equality (2.11) 
/I df(cost) 11; =pm)2 (y;;,) - q2 %L .
Therefore 
~~(n-l,f)~ = n 1‘:‘” 1) @(cost) 11; dt 
The last inequality uses the estimate (3.7). 
LEMMA 3. Suppose 0 < y < q, 6 real, and a, > 0. If 
588 GAh?SER 
then 
f n8+1a,y < co. 
12=1 
In case 6 + 1 - 2(y/4) = - 1 there is a slight improvement. Then 
i2 +(log n)-(v/q) ( f mamqr’q ( co 
WI=?2 
implies 
zl n-1+2(y’g)any < co. 
The proof follows that of Leindler’s Hilfssatz IV [6]. When y = q and 
6 < 0 the lemma is trivial. For y = q and 6 > 0, let s, = cEEn ma,q. Then, 
summing by parts gives 
This establishes Lemma 3 when y = 4. 
For 0 < y < q, first suppose S/2 < - 1 -I- y/4, SO 6d(!~ - Y) i- 1 < - 1. 
Then 
NOW suppose S/2 b - 1 + y/q, so 6 + 1 - 2(~/q) b - 1. Let 
ns+l-2b/P) if s+1- 2$>-1 
u, = 
n-l(log n)-(y/Q) if 8.1-2$=-l. 
In either case ~~=r u, diverges. Pick v,, = 1, vr = 2, and having chosen 
vmel(rn > 2) let v112 be the first integer greater than v,,+r such that 
(2.12) 
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For m sufficiently large, Y, > v,-r + 1. This is obvious when u, is decreasing. 
When u, is increasing, that is when s = 6 + 1 - 2(y/q) > 0, if m large 
enough so that v,-r > (21’” - 1)-l, then V, > v,-, + 1. For these values 
of m, say m 2 m, , there is a constant A (A = 4(1 + 27 works) such that 
“m “m--l 
c u,, < A C u, . (2.13) 
n=v,-~+l n=v,-z+1 
Let R, = (Czz’=n Ka,~)l/*. Then 
O(fl-2(v/d-hlk-V)) if 1 + & >-1 
x 
O[(log .)-Y’“] &l if l+-=- 1 
9-Y 
The last inequality uses (2.12) and (2.13). By the monotonicity of R, , the 
last quantity is less than 
The last series converges by hypothesis so that the proof of Lemma 3 is now 
complete. 
4”9i27/3-9 
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REMARK ON LEMMA 3. The proof in the case p = q = 2, y = 1, and 
S = 01 obtains the inequality 
i na+la, < A f& na ( 2 mamy, (2.14) 
n=M+l m=n 
where M = v,,,,~ is a large integer independent off, From this we see that 
(2.15) 
with A independent of the a+, . In fact, 
< Ma++ i 71” ( fj mamB)li2. 
n=1 m=n 
This, with (2.14), proves (2.15). 
LEMMA 4. Suppose 0 < y < p, 6 > - 2 + 2(y/p), and a, > 0 such that 
a, < Kati for 2j -c m < 2j+l and azf < Ka,,, for 2i-l < m < 2j. Then 
implies 
f ns+la,y < co 
?l=l 
f 112-n n=1 
nd+l--2fVlP) ( f mn,P)y” < a). 
The proof follows that of Leindler’s Hilfssatz V [6]. The case that y = p, 
thus 8 > 0, is handled by an interchange of summation. Now suppose 
0 < y <p. Jensen’s inequality and an interchange of summation give 
< A f 2k[8+2--2tvlp)J f ( -5 ,,,amP)“’ 
k=l j=k m=2'+1 
< A 2 2i[6+2-2(v/P)] 
i=l 
(m;f+l mq)l” = AS’. 
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Using Holder’s inequality and the properties of a, 
S = 2 2i[8+2-2(vlP)]2-j8(vIP,o(Y/B)o-Y) ( 
j=l 
“E ~o,~)~‘~~~~~Y~Y)(~~I)-~YIY~~S-YI 
m=2'+1 
<Af f 
( j=l nz=2+j+l 
m8+lfzm~)l-‘y’P’ ( g1 2’~-l’8(u2i>’ m;f+l myp 
i m8d 
m-2'-'+1 
,,,8+la Y 
Tn. 
The last series is finite by hypothesis so Lemma 4 is now established. 
REMARK ON THEOREM 2(i). The proof in Section 4 in the casep = q = 2, 
y = 1, and A(x) = x0 obtains the inequality 
n ;+l nn ( 2 f(m)” u_j”’ < A s’ t-u-2 11 @(cost) 11s dt (2.16) 
rn=n 0 
with M = 2j0, where js is a large integer, independent off, for which estimate 
(3.6) holds. From this we will show 
f na ( g f(m), uR)l” < A s’ t-a-2 \I Af (cost) II2 dt 
n=1 m=n 0 
(2.17) 
with A independent off. 
From the proof of Theorem 2(i) we have 
s 
’ t-“-2 /I Af (cost) /I2 dt 
0 
>, 2 2”j (2 f(m)2 w, I,::” ( p’$;lfl) - 1 ( ds)‘/“‘. 
i=O m-1 
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Using (3.6), the series exceeds 
where 
I&(m) = let” j pm~;l;-l) - 1 j ds > A > 0 
250 m 
for 1 < m < M, with A depending on j,, and M. Thus 
1; t-a-2 II df(cost) I2 dt > A ( $(m)2 wm)‘i: (2.18) 
Also 
5 na ( f j(m)2 co_)“’ < AMa+l (mElj(m)2 co,)“‘. 
fl=l ??I=78 
From this, (2.18), and (2.16), (2.17) follows. 
3. ESTIMATES AND APPROXIMATIONS 
&.s) = P + OL + B + 1) F(n + ix + B + 1) n! = yw3n + O(1) 
2”+@+T(n + cx + 1) q?z + p + 1) 
(3.1) 
[9; (4.3.3)] where W(Q) = (Iz$J’))-~. 
/ pFB)(x) j < P$“‘( 1) = r~a++al~n~) = F(01 + 1)-l nE + O(na-‘) (3.2) 
[9; (4.1.1) and (7.32.2)]. For (3.1) and (3.2) the approximation of the true 
value may be derived from Sterling’s formula for r(x). 
n-l/2g(t-a-h) 
Ppycost) = (3.3) 
n-1/20[(sin t)-“-*] +t$-; 
[9; (7.32.5)]. ’ 
1 _ P$@‘(cost) 
I 
(1 - cost) O(m2) = O(mV) 
PJy)( 1) = O(1). (3.4) 
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This estimate follows from the mean value theorem, the formula for 
(d/&c) PQ?‘(x) [9; (4.21.7)], and (3.2). 
(sin +r (cos +)B Pi*s)(cost) = ‘@ Gmz+- ‘) i-G&)“” J,(Nt) 
m-3/zO(p2) 
i- [9; (8.21.17)], (3.5) 
maO(P+2) 
where 
and Ja is the Bessel function of the first kind of order 01. 
The main estimates which need to be established for use in the proofs of 
Theorem 2(i) and Lemma 2 are the following estimates from below, 
Zffl p$qcos s-‘) s I Pyyl) -1 'ds>/A2j for m>2j-l,j2jo, (34 21 
n 
l'n P$@(cost) 
s I Ppy 1) 
- 1 ’ dt > A > 0 for m > n >, n, . (3.7) 
0 
In (3.6) and (3.7) A > 0 depends at most on DC 3 - 4 , fl > - & , and y > 0, 
and j, and no are large enough integers depending on these parameters. 
To derive these estimates we introduce the following modified Bessel 
function 
B,(x) = q, + 1) ($)” I&). (34 
According to [9; (1.71.1)] 
where the estimate holds since ~l’~J~(x) is bounded [lo; 7.21 (l)]. 
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We first show 
I P,qcost) Ppy 1) -l& 
where 
Y > 0, 
ffz-4, 
- B,(Nt) Iy - O(tsy) as t + 0, 
jv,m+a+Bfl 
2 ’ 
82-4, and s>o 
(3.10) 
depends on (II and j3. The implied constant in the O-term depends only on 
01, j3, and S. From (3.5), (3.8), and (3.2) we have 
p;;~~~~l~t~ = P*fl’(t) B,(M) + 
,-a-f(t-Lx++) -&t<+ 
(3.11) 
m 
W2) o<t&-, 
where 
WJ’(t) = (-2&y (d&T (cos +)-t 
It is a straightforward computation to show that 
1 - P*B)(t) = O(t*) as t > 0. (3.12) 
where for a+0 and /3#0, 6=min(l,2~a!~,2~~~)>0. When ar=O 
(or /3 = 0), T(Q)(t) is independent of (Y (or /3). 
Using (3.1 l), (3.12), and that B,(x) is bounded for x > 0 and OL 3 - 4 
according to (3.9) we obtain 
1 _ P,*@)(cost) 
Pyyl) = 1 - B,(Nt) + O(t*) + 
1 
m-20[(mt)-a+q ; < t < 5 
. 
we) o<t<; 
(3.13) 
Next we see that O(t*) is the dominant error term. In fact, if l/m < t < 42, 
then mt > 1 and 1 > - (Y + & imply mt > (mt)-U+*. Hence 
m-20[(mt)-E+*] = m-20(mt) = m-lo(t) = O(t2). 
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Now 0 < 6 < 1 and 0 < t < 1 imply t2 = O(ts), so the last error term in 
(3.13) is absorbed by O(ts). Since y > 0, we obtain (3.10) from (3.13). 
We now obtain the estimate 
I(Y) = +- j”’ / 1 - B,(u) 1~ du > E > 0 for 
1 
r>--, 
4 
(3.14) 
r 
where E > 0 depends on y > 0 and 01 > - $. For 01 > - 3, (3.9) implies 
that ) 1 - B,(u) 1~ 3 4 for u sufficiently large, say u > M,,, . Thus I(r) > 4 
for Y > M,*, . For a < r < M,,, , I(r) is a continuous, positive function of r 
which therefore has a positive minimum on 4 < r < M,,, . We now have 
(3.14) for (Y > - 3 . 
For 01 = - + , &a(u) = (2/m)“” cos u [lo; 3.4(6)] and B-,,,(u) = cos u. 
In this case, the following inequalities between averages hold, 
-1 r I y 1 - cosu /“du > -!- 77 I tin/2 I 1 - cos u jy du > 0 for 7 3~12 r>.-T_, 2 
and 
1 
J 
l/2 
- y 1 - for 
r r 
cosu (ydu >, 4 
s 
\ 1 - cos u Iy du > 0 
114 
With this, (3.14) is established for OL >, - 4 . 
We may now prove (3.6) and (3.7). Using (3.10) 
2j+* , s I p$qcos S-1) - Pg.*‘(l) 1 1’ 2 2sj 2’ jam:-, 1 p$~@~~~’ m - 1 jv dt 
s 
2-j 
3 22j 
2-s-1 
1 1 - B,(Nt) /y dt 
O(tsv) dt 
N2-f-1 
/ 1 - B,(u) iv du - 1(2+j[ 
The last inequality uses (3.14) with T = N2-j-r 3 M2-j-l 2 & for m >, 2i-l. 
For sufficiently large j, (3.6) follows from this estimate. 
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Again using (3.10) with y = 2 
n 1P P$ycost) 
I I 0 PK*B’(l) 
- 1 1’ dt > n j-lr 1 1 - B,(Nt) I2 dt - n [l/n O(P) dt 
0 0 
s 
NV&-l 
2 nN-l 1 1 - B,(u) I2 du - Kn-2” 
0 
I 
2r / 1 - B,(u) I2 du - &I-~~, 
r 
where r = N/2n > m/2n > $ for m 2 n. Using (3.14), we obtain (3.7) from 
this estimate for sufficiently large n. 
4. PROOFS OF THE MAIN THEOREMS 
PROOF OF THEOREM 1. Theorem 2(i) with p = Q = 2 shows that (1.7) 
implies (1.8). Since w2(n-l, f) < wm(+,f), we may take 
q+, f > = wop, f) 
to show that (1.8) implies (1.9). From Lemma 1, and Jensen’s inequality, 
k-l m-k 
< A f’ ‘f r2%i(n) i k3 f f(m)2 wm. 
j=2a=2'+1 1 k-l m=k 
+ i ‘gl k3 fkf(m)l ~~1”~ 
v=2 k=2v+l 
< A f r2y/\(n) (i k3 f f(m)2 ,m)Y’2 
n=5 k=l m=k 
+ A ‘f (2 n-svh(n)) i 1 z1 k3 zkf(m)2 wrnr 
j=2 n=2' v=2 k=2v+l 
=A(& + S,). 
Since S, < co by (1.6) and (1.8) we need only show S, < co. We do this 
for /I monotone increasing. The computation in the case that X is monotone 
decreasing is almost identical. 
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We abbreviate notation by putting 
E(k) = 
Then, using (1.6), and Jensen’s inequality, 
= A f 'Jv2~jQ9v f 2"'1-'h'jQ') 
V=Z k=v-1 
< A 2 2Y2”E(2Y)Y f n-%l(n) 
“=a y&p- 
< A f 2yE(2”)‘h(2’-‘) < A f E(2”)’ 5 A(n) 
v=2 v-2 n=2~-'+1 
< A f 5 
v=2 n=2v-I+1 
A(n) E(n)Y = A fj h(n) (2 j(m)2 CO-)“~. 
n=3 m=n 
The last quantity is finite by (1.8). 
Finally, Lemma 2 shows that (1.9) with O(n-l, f) = w2(tim1, f) implies (1.8), 
and Theorem 2(ii) with p = 4 = 2 shows that, with (1.6), (1.8) implies (1.7). 
This establishes Theorem 1. 
PROOF OF THEOREM 2. Our proof of (i) follows that given by M. and 
S. Izumi [4] for Leindler’s Hilfssatz III [6]. We give the argument for h 
monotone decreasing. The computation in the case that X is monotone increas- 
ing is almost identical. Using the Hausdorff-Young inequality (2.9) for 
Af(cost) =f(cos 8; cost) -f(COS 6) - gj(n) oJa ( p$~;’ - 1) P,(cos q, 
we have 
5 l t-%+-y I/ Llf(cost) 11; dt 0 
> s 1 t-2X(t-1) 2 If(m) IQ OJ, / ‘;‘;s” - 1 /*jy’* dt I rn=l m 
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h(s) f If(m) IQ w, / pm'9"lf-" - 1 /qly'uds ] 
m-1 m 
2 f A(2i) I;:-’ (mz2j If(m) IQ w, j pm(cos ‘-‘) - 1 lojrl* ds. 
j=O PTn(l) 
Using Minkowski’s inequality for 0 < y/q < 1 and the estimate (3.6) the 
last quantity exceeds 
wherej, is a sufficiently large integer independent off. This establishes (i). 
Our proof of (ii) follows that of Leindler’s Hilfssatz III [6]. We give the 
argument for X monotone decreasing. The computation in the case that h 
is monotone increasing is almost identical. By the Hausdorff-Young inequality 
(2.10) 
I 
1 
r2A(t-l) 11 df (cost) 11; dt 
0 
< A f ,I, X(s) /jl If(m) 1~ w, ) pm(cos ‘-l) - 1 /Iii”’ dt 
n-2 Pm(l) 
+ A f ,Iml W) ]mz+l I.h> lp urn j p”$;;ls’) - 1 Ip/y’p ds 
n-2 
= 44 + 12). 
Using that 
P,(cos s-1) 
Pm(l) - l 
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is bounded (3.2) and that h is monotone decreasing we estimate I, . 
I2 < A t 1”” h(s) ds f /f(m) \P co, “’ 
n=1 n I m=n+1 i 
Therefore, Is is finite by the hypothesis of (ii). 
We estimate II in two parts. 
= 24, + 24,. 
Using 
P,(cos s-1) 
Pna(1) 
- 1 = O(r2) as S+CO(m=1,2) 
(3.4), and the monotonicity of h we obtain 
I,, < A f 1”” s-%(s) ds i 1 f(m) p wm v’p < A f n-2yh(?z). 
n=1 A I W&=1 1 n=l 
Now condition (1.6) implies II1 is finite. 
Finally, we estimate II2 using 
P,(cos s-1) 
Pm(l) 
- 1 = O(&-2) 
(3.4) condition (1.6), the monotonicity of A, and Jensen’s inequality. 
I,, < A f 1”” s-~~A(s) ds t rn2p If(m) (p w, “’ 
IL=3 n I n&=3 i 
< A f ‘; r2”h(n) i 22’” 
k=1n=2~+1 I j=l 
600 
< /J g 2k’1-2y’jQ”) i 2’h 
k=l j=l 
‘it 1 f(m) 1%’ ~,fip 
m=29+1 
= A f 22iv 
j==l I 
E’ If(m) IP ‘yni -g 2k’l-2%(2”) 
n&=23+1 
m 
< A c 2jX(29 / f If(m) ,p wmJy’p 
j=l m=2f 
The last quantity is finite by hypothesis, so the proof of (ii) is complete. 
Note added in proof. In the process of publication we learned of the following 
related papers by S. 2. Rafal’son: The approximation of functions in the mean by 
Fourier-Gegenbaur sums. Mat. Zamet. 3 (1968) 587-596. (MR 37 (1969) # 3251). 
The approximation of functions by Fourier-Jacobi sums. 12~. VysH UEebn. Zawed. 
Mat. 1968 no. 4 (71) 54-62. (MR 37 (1969) # 3259). We wish to thank Professor 
Richard Askey for this information. 
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