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Abstract
Very often when studying non-equilibrium systems one is interested in analysing dynamical
behaviour that occurs with very low probability, so called rare events. In practice, since rare events
are by definition atypical, they are often difficult to access in a statistically significant way. What are
required are strategies to ‘make rare events typical’ so that they can be generated on demand. Here
we present such a general approach to adaptively construct a dynamics that efficiently samples
atypical events. We do so by exploiting the methods of reinforcement learning (RL), which refers to
the set of machine learning techniques aimed at finding the optimal behaviour to maximise a
reward associated with the dynamics. We consider the general perspective of dynamical trajectory
ensembles, whereby rare events are described in terms of ensemble reweighting. By minimising the
distance between a reweighted ensemble and that of a suitably parametrised controlled dynamics
we arrive at a set of methods similar to those of RL to numerically approximate the optimal
dynamics that realises the rare behaviour of interest. As simple illustrations we consider in detail
the problem of excursions of a random walker, for the case of rare events with a finite time horizon;
and the problem of a studying current statistics of a particle hopping in a ring geometry, for the
case of an infinite time horizon. We discuss natural extensions of the ideas presented here,
including to continuous-time Markov systems, first passage time problems and non-Markovian
dynamics.
1. Introduction
In physics, chemistry and many areas of science it is often the case that one wishes to study systems with
dynamics which are highly variable and fluctuating, and where important information is contained in ‘rare
events’, meaning particular instances of the dynamics which are very far from typical. Since analytical study
of the statistics of trajectories is almost always intractable beyond the simplest model systems one must
resort to sampling trajectories numerically. The main challenge is how to access in an efficient manner the
atypical trajectories that give rise to the rare events of interest [1, 2].
A common problem is that of estimating the large deviation (LD) statistics [3] of time-extensive
observables in systems with Markovian stochastic dynamics. This is difficult in general [4–21] as such
observables are concentrated around their average values which makes accessing the tails of their
distributions an exponentially in time hard numerical task. In the dynamical LD context, several approaches
have been developed which attempt to ameliorate the exponential scarcity of rare trajectories within the
original dynamics, often based either on population dynamics, such as cloning or splitting [4–6, 8, 22, 23],
or on importance sampling in trajectory space, such as transition path sampling (TPS) [1, 24].
Since rare events by definition are hard to obtain with the original dynamics of the system, a key
approach is to find an alternative sampling dynamics that gives access to rare trajectories in an optimal
manner [25–37]. There is an intuitive similarity [38] in this search for an optimal sampling dynamics and
the general problem of reinforcement learning (RL) [39]. Specifically, direct parametrisation of dynamics,
such as the one done in the context above of trajectory sampling, is akin to policy gradient methods [40, 41]
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within RL. Exploring the connections between rare trajectory sampling and RL is the main aim of this
paper.
The use of RL methods in physics is of course a rapidly growing area. Examples include applications in
quantum state preparation and quantum control [42–47], quantum eigenstates [48, 49], policy guided
Monte Carlo simulations [50], and evolutionary RL for LDs [51] and for thermodynamic control [52].
The key results and contributions of this paper are the following. (i) Using a generic formulation, which
includes studying conditioned dynamics and cumulant generating functions as special cases, we
demonstrate that the problem of optimizing a dynamics for sampling rare trajectories is identical to a form
of regularized RL. This connection both allows the adaptation of RL techniques to be used in sampling rare
trajectories, and provides a new range of problems on which RL techniques can be tested and compared.
(ii) This form of regularized RL has not previously been considered using policy-gradient based techniques.
We pedagogically present a range of such techniques for optimizing the sampling of rare trajectories. (iii)
We review a small portion of the broad range of possible algorithms RL introduces through its connection
with rare trajectory sampling. (iv) We specialize to the long-time limit, relevant to the LDs of Markov
chains, finding that the regularized RL algorithms automatically estimate the scaled cumulant generating
function (SCGF) in the process of optimizing the dynamics.
The approach we present here has connections—but also important differences—to recent works
exploring related ideas [53], particularly in diffusive processes [54–56]. It is demonstrated throughout using
problems based on random walkers.
The paper is organised as follows. In section 2 we review the trajectory ensemble method in systems
with stochastic dynamics, discuss their reweighting, and how rare trajectories relate directly to such
reweightings. In section 3 we pedagogically develop general methods for rare trajectory sampling based on
RL, focussing on obtaining the optimal dynamics for finite problems. These methods are based on
minimising expected likelihood, or a Kullback–Leibler (KL) divergence, and directly connect to maximum
entropy RL and regularization [57–61]. We illustrate our approach with the simple (and solvable) example
of random walk excursions [62]. We follow this in section 4 by reviewing a range of possible variations of
these algorithms found in the RL literature, translated into our setting, which are made available by the
connection between regularized RL and trajectory sampling. Section 5 extends the ideas of sections 2 and 3
to the case of long times, viewed as an infinite horizon problem, establishing the connection to LD theory.
This connection implies these algorithms for optimizing the dynamics simultaneously provide an estimate
for the SCGF, discussed in section 5.4. We conclude with section 6 outlining further extensions and possible
adaptations of the methods presented here. This paper is intended to be the first in a series of works
exploring connections between the physical and mathematical understanding of trajectory ensembles, and
the computer science understanding of RL. Code produced to produce results for the examples shown in
this paper is available on Github at [63].
2. Formulation and applications
We begin by introducing the formalism we use to describe trajectory ensembles, followed by a precise
definition of the reweighted ensembles we consider. We then discuss how two cases in which rare
trajectories have a significant impact, conditioned ensembles and cumulant generating functions, can be
viewed as studies of reweighted trajectories ensemble. Finally, we discuss how our approach relates to—and
crucially, differs from—the traditional formulation of RL.
2.1. Formalism and aim: trajectory ensembles and reweightings
We consider a system evolving over time t with state xt. For simplicity we consider a discrete time dynamics
given by Markovian transition probabilities P(xt|xt−1), with t taken to be a dimensionless integer denoting
how many steps have occurred since the initial state. This can be simply extended to time-dependent
transition probabilities P(xt|xt−1, t). Further, in section 6 we discuss the extension to non-Markovian
problems.





where xt is the state at time t, t0 is the initial time and T is the final time. When ω appears multiple times
in the same equation, we follow the convention that where their times overlap, they refer to the same states.
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where P(x0) is the probability of a trajectory being initialized in the state x0. These trajectory probabilities
define a trajectory ensemble that we will frequently refer to as the original dynamics P. Throughout the



















where O is some function of the trajectory and the subscript denotes the trajectory ensemble over which the
























where Xt denotes the random variable corresponding to the state at time t. Finally we will make use of the




















The problem we consider in this paper is finding a new dynamics which efficiently samples rare
trajectories of some original Markovian dynamics P as defined above. In the next subsection we will provide
examples showing many rare trajectory problems can be framed as the task of sampling a reweighting of the
original trajectory ensemble. As such, we will now define what we generally mean by a reweighted trajectory
ensemble. We will consider a weighting function which possesses a Markovian product structure: that is, the








W(xt , xt−1, t), (6)
where
W(xt , xt−1, t)  0 ∀ (xt , xt−1, t). (7)




















Our goal is then to find a new Markovian dynamics which generates a trajectory ensemble as close to this as
possible, in a precise sense defined in terms of the KL divergence in section 3. While it is not immediately
clear from equation (8), these trajectory probabilities can always be decomposed exactly into a set of
time-dependent Markovian transition probabilities, as demonstrated in appendix A. Conditions for when
this is the case in diffusive systems have previously been studied under the name penalizations in
probability theory [64]. However, for complex problems it will be difficult to calculate this exact dynamics.
It is for this reason that we present an approximate approach based on mapping the problem onto a
regularized form of RL.
We note here that, similar to how this approach extends naturally to a non-Markovian original
dynamics, more general trajectory reweightings can be considered than the Markovian product structure of
equation (6). For more general reweightings the exact dynamics which reproduces the reweighted ensemble
is naturally non-Markovian, even if the original dynamics is not. This is discussed further in section 6 and
will be studied in future work.
2.2. Applications: rare trajectories as reweighted ensembles
We will now discuss how a variety of rare trajectory problems can be seen as a reweighting. In this case the
reweighted ensemble is difficult to study using simulations based on the original dynamics, necessitating the
use of alternative sampling schemes such as cloning and TPS, and/or the construction of an adapted
sampling dynamics [1, 4–6, 8, 22–37]. Our work will supplement these by connecting the construction of
an alternative sampling dynamics to RL.
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To make our discussion of applications concrete, we will use a simple model as a recurring example: a
random walker. That is, the original dynamics is that of a single particle hopping on a lattice, where the
state x takes integer values, with Markovian transition probabilities P(x ± 1|x) = 1/2. We will consider both
infinite and periodic boundaries when we study rare events of this model in finite and long times,
respectively. The probability of each trajectory takes a particularly simple form, being just P(ωTt ) = 2
−(T−t).
We will consider a variety of rare event problems based on this model, related either to its instantaneous






The first class of problems we consider are those in which the trajectory ensemble is conditioned on some
observation of the trajectory. That is, given some statement about the trajectory that is either true or false,









= 1 if the statement is true. The resulting
ensemble then consists of rare trajectories of the original dynamics if the probability of the condition being
true is small.
For example, we may condition the trajectory ensemble of the random walker on ending in the state
xT = 0, with an initial condition of x0 = 0, often called a random walk bridge [62]. The weights for each
transition would then be precisely defined as W(xT, xT−1, T) = δ(xT) and W(xt, xt−1, t) = 1 for 0 < t < T.
Such a trajectory is relatively rare in the original dynamics. The probability of generating such a trajectory
in the original dynamics is equal to the number of such trajectories, multiplied by their probability: the
number of trajectories is simply the number of orderings of an equal number of up and down steps,
resulting in P(xT = 0|x0 = 0) ∝ T−
1
2 .
A harder problem would be to retain the same constraint on the end, but additionally require xt  0 for
all t, known as random walk excursions [62]. Using the step function H(xt), equal to zero for xt < 0 and
one otherwise, the weights may then be written W(xT, xT−1, T) = δ(xT) and W(xt, xt−1, t) = H(xt) for
0 < t < T. As can be seen in appendix A, in this case the number of trajectories relates to Catalan numbers,
with P(xT = 0, xt  0 ∀ t|x0 = 0) ∝ T−
3
2 . Thus these excursions are substantially rarer than the bridges.
Both excursions and bridges are have been studied extensively in a continuous time and space context of
Brownian motion, see e.g. [62].
In our approach it will be necessary to have weights which are always non-zero. As such, to consider
conditioned problems we will first need to soften the weights, setting the trajectory weight to 1 on correct
trajectories and <1 on incorrect trajectories. In particular, we can consider the weightings to be given by
some measure D which returns 0 when the condition is true and is positive when the condition is false
W (xt , xt−1, t) = e
−sD(xt ,xt−1,t), (10)
where s is a parameter determining how heavily suppressed incorrect trajectories will be: in the limit
s →∞, only correct trajectories remain, recovering the ensemble of the hard constraint. For example, to
recover a softened version of the random walk bridges or excursions, we may set
D (xt , xt−1, t) = x
2
t δt,T + b(1 − H(xt)), (11)
where b is a parameter, returning a softened bridge problem at b = 0 and a softened excursion problem at
b > 0.
2.2.2. Tilted ensembles and cummulant generating functions








o(xt, xt−1, t). (12)
This cound by done by considering conditioned ensembles for each of its possible values, however, this is
often a difficult task even for a single value [34, 35]. While softened constraints are easier for individual
values, annealing the constraint over a whole range of values could be computationally demanding. A
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For certain observables or values of s substantially different from 0, many trajectories may make negligible
contribution to this expectation, i.e. it is dominated by rare events in the dynamics. To sample these rare
events more efficiently, we may thus seek a dynamics corresponding to an ensemble reweighted according to

















often referred to as the biased or titled ensemble of trajectories. For example, if we wanted to consider the
statistics of the area, we would set o(xt, xt−1, t) = xt and have
W (xt , xt−1, t) = e
−sxt , (16)
and thus









A particular case of the above is the study of observables in the long time limit. For appropriate
observables in many models, the probability of a particular value takes a LD form [3], finding






is referred to as the rate function, describing the probability of the observable taking a
particular value per unit time. In these cases the cumulant generating function additionally has a simplified
form, in terms of the SCGF θ(s)
Z(s, T) ∝ eTθ(s). (19)
The SCGF θ(s) is thus often the aim of studies into the long-time statistics of time integrated observables, as
it encodes the observables moments. As we will see in section 5, such problems can be considered using a
continuing form of RL. In fact, a key result is that θ(s) ends up being directly related to the quantity we
identify as our analogue of the return from RL, the precise quantity we will aim to maximize. Our
algorithms thus provide a two-for-one: they both find a dynamics which approximately generates the tilted
ensemble, while simultaneously finding a variational approximation to θ(s).
2.3. Relationship to standard reinforcement learning
Here we will briefly describe how our problem relates to the standard approach to RL. The aim of RL is to
achieve some desired objective, by finding the best decisions or actions to make given some current
information about the situation (the state of the environment) in which the objective must be achieved
[39]. Actions are chosen within each state according to a policy, which influences the transition to the next
state. The key ingredient of RL is inspired by behavioural psychology: the objective is encoded in a sequence
of rewards received for each action in each state. Formally these rewards are assigned real numbers, with
the magnitude and sign defining how good or bad a decision is. The resulting construction is referred to as
a Markov decision process (MDP). The goal of RL is then simply to maximize the sum of rewards—the
return—received, thus making the best decisions to achieve the objective: this is done by optimizing the
policy according to which actions are taken.
Our problem can be seen as a simplified form of RL in which each ‘action’ precisely chooses the next
state: we can therefore forgo the concept of actions and simply view the problem as choosing the best next
state given the current state. The dynamics is thus completely defined by the policy of how the next state is
chosen. To connect to RL, it thus remains to define the ‘reward’ in our problem. A natural suggestion for
the return of each trajectory may be the log of the trajectories weight, which naturally produces a sum over








ln W(xt , xt−1, t). (20)
Maximising the return would thus result in a dynamics which produces trajectories of maximal weight.
However, while this is along the right lines, standard RL tends to produce a deterministic policy: in this
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case, it would only produce trajectories with the maximum possible weight. Our goal is to approximately
reproduce the reweighted trajectory ensemble, producing each trajectory proportional to its weight. This
necessarily requires the transitions from each state to be probabilistic. While there are ad hoc approaches to
making the learnt policy probabilistic, our key result is that there is in fact a natural way of framing our
optimization problem as a regularized form of RL, based on the KL divergence. This regularized form is
very similar to recent maximum-entropy RL techniques [59–61] and other suggested approaches to
regularizing RL [57, 58], however, we are not aware of policy gradient techniques having been considered
for the particular form of regularization our problem relates to. This relation to regularized forms of RL will
be discussed further in section 3.5.
The most significant tool this connection allows us to take from RL is that of value functions, which
naturally emerge in a slightly modified form in this regularized setting. These modified value functions
satisfy a Bellman equation, as seen in section 3.3. Value focussed approaches to RL often use this as a
starting point, as do some policy focussed approaches. Equally, there exist many techniques, such as pure
Monte-Carlo sampling, which make no use of Bellman equations in formulation or algorithmic solution
[39]. Further, they are not necessary in the initial introduction to policy-gradient techniques.
While important for our approach, we believe beginning our discussion by introducing both values and
the Bellman equations they satisfy will serve to hide the simple connection between rare trajectory sampling
and RL under further layers of abstraction. Further, it would result in the rapid introduction of a range of
concepts which are not common knowledge within the physics community. As such, we choose to gradually
introduce value functions and the Bellman equation as a natural tool in improving a gradient based
approach, rather than a foundation, during the pedagogical development of the next section.
3. Gradient optimization of rare finite-time trajectory sampling
In our approach, we seek to search through a space of parameterized dynamics Pθ(xt|xt−1, t), conditional






Pθ(xt |xt−1, t)P(x0), (21)
as similar to the reweighted trajectory probabilities of equation (8) as possible. Similarity is defined by the



























taking value 0 only when the trajectories distributions Pθ and PW are identical, a measure of similarity
discussed in [30] in the context of continuous time. If these trajectory distributions agreed, we would refer
to the parameterized dynamics Pθ(xt|xt−1, t) as the optimal dynamics. We take the expectation over the
parameterized dynamics Pθ, since this is precisely what we have access to, and can thus run simulations to
sample it. This differs from the approach recently considered for rare continuous-time diffusive trajectories
in e.g. [55], where the KL divergence is treated with the distributions reversed: the expectation is taken with
respect to the reweighted distribution PW, with expectation then calculated through importance sampling.
In principle, if PW is contained within the set of parameterized dynamics Pθ , these KL divergences have the
same minimum. However, when this is not the case the two perspectives will differ in their optimal
dynamics.
We will conduct our search through the space of dynamics by performing gradient descent optimization
on the KL divergence (22). We thus require that the parameterized dynamics Pθ(xt|xt−1, t) be differentiable
with respect to the weight θ. We note that, to truly zero out the KL divergence, in general we would also
have to parametrise and optimise the initial state distribution, as this will differ from its original form in the
reweighted trajectory ensemble. For simplicity, we will forgo including this initial distribution
parametrisation and the resulting modifications to the algorithms, but their inclusion is a simple extension
to what we will develop.
In the following sections, we will pedagogically demonstrate how to minimize this function efficiently
through a line-search gradient descent based approach, following estimates of the gradient of equation (22).
Similar to the policy gradient algorithms of RL, and thus referred to as dynamical gradient algorithms in the
physical context, the resulting methods are very similar in structure to those found in maximum-entropy
RL [59–61], and closely related to current research in regularized MDPs [57, 58]. Following an analogous
development to that of [39], we begin with a simple Monte Carlo sampling based algorithm closely related
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to [56]. We then introduce an additional function approximation for the ‘value’ of each state, used to guide
the dynamical gradient first as a comparative baseline, and then as a bootstrapping estimate, leading to a
so-called ‘actor-critic (AC)’ algorithm. In particular, our use of a value function to guide the optimization
of the dynamics is a first in approaches focussed on trajectory sampling: this provides a key example of the
techniques that can be used due to our connection between trajectory sampling problems and RL. We will
not provide proofs of convergence or quality of converged results of the proposed algorithms in this work,
however, we will apply several algorithms to a toy model, and reference theoretical results for similar RL
algorithms throughout the section.
3.1. Modifying transitions according to futures experienced: Monte Carlo returns









Substituting the definitions of the parameterized trajectory probability (21) and reweighted trajectory





















+ ln Z, (24)













encoding the contribution of each trajectory to the divergence, weighted by the probability. Clearly,
minimization of the KL divergence is analogous to maximization of the expected value of this return,
similar to the usual situation considered in RL. However, this differs from standard RL in the explicit
dependence on the parameterized dynamics. As a result, in contrast to standard RL where the return
associated to each trajectory constant, here the return for a given trajectory changes with the parameterized
dynamics. This is the situation more commonly considered in maximum-entropy RL [59–61], where the
attempt to maximize a return corresponding purely to the contribution of the weights is regularized by
simultaneously trying to maximize the entropy of the trajectory ensemble. For us, maximizing the RL
reward is replaced by maximising the log of the weighting, while maximising entropy is replaced by
minimizing the KL divergence between the original (non-reweighted) trajectory ensemble and the ensemble
of the parameterized dynamics, an objective closely connected to current research in regularized MDPs
[57, 58].
For further clarity, we split the return into parts associated to each time step: specifically, we define an
overall reward associated to each transition and time as






containing both the weighting and KL divergence contributions, such that the return on subsets of the






r(xt′′ , xt′′−1, t
′′). (27)
To minimize we will follow gradient descent on this objective, calculating its derivative with respect to
the parameters θ: noting
∇θPθ(ωT0 ) = ∇θ
T∏
t=1
Pθ(xt |xt−1)P(x0) = Pθ(ωT0 )
T∑
t=1
∇θ ln Pθ(xt |xt−1, t), (28)
∇θR(ωT0 ) = −
T∑
t=1
∇θ ln Pθ(xt |xt−1, t), (29)
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we have
∇θDKL(Pθ|PW ) = −
〈[
R(ωT0 ) − 1
] T∑
t=1











where in the second line, we have removed the factor of 1 and the return prior to the differentiated time
step of each summand, since∑
xt
Pθ(xt |xt−1, t)∇θ ln Pθ(xt |xt−1, t) = ∇θ
∑
xt
Pθ(xt |xt−1, t) = 0, (31)
due to the normalization of Pθ(xt|xt−1, t). Written in terms of the return, this takes the exact same form as
the negative of the usual policy gradient of RL [39], albeit with a regularized return.
As we will see below, equation (30) forms the basis of algorithms we will consider, as it can be
manipulated into a wide variety of useful forms. However, as stated this already provides an immediate
algorithmic approach.
The exact value of the gradient specified by the above equation will be impossible to calculate even for
simple problems. Instead, since it takes the form of an expectation over trajectories, we can use Monte Carlo
sampling of trajectories to construct an estimate, against which we will update the weights, before repeating
the process. Suppose we sample a set of N trajectories {(ωi)T0 }Ni=1 using the current Pθ dynamics, each with








We can construct an empirical estimate of the gradient as








Rit−1∇θ ln Pθ(xit |xit−1, t)
]
. (33)
We then update the weights by moving a short distance against the gradient, in order to reduce the KL
divergence according to this estimate, as








Rit−1∇θ ln Pθ(xit |xit−1, t)
]
, (34)
where αn is the learning rate for step n. The estimate (33) can be calculated iteratively as each trajectory is
created, updating the current average each new trajectory until a desired number has been run to reduce
memory requirements. Alternatively, we may even choose to sample a single trajectory between each update
θn+1 = θn + αn
T∑
t=1
Rt−1∇θ ln Pθ(xt |xt−1, t). (35)
To gain an intuition for these updates, consider each term in the sum of equation (35) individually,
along the sample excursion trajectory of four steps sketched out in figure 1(a). The state xt at each time
t < T = 4 has an associated return Rt, given by the future rewards, see figure 1(b). Each term in the update
(35) then attempts to move the weights to increase or decrease the probability of the occurring transition,
depending on the sign of the return: the size of the change is proportional to the magnitude of the resulting
return. A more rewarding future leads to a larger increase in transition probability, and vice versa. As many
of these updates are committed, competing transitions (those for the same origin state) are then repeatedly
enhanced or suppressed according to the resulting returns, leading to an eventual equilibration to a
particular balance between the probabilities, depending on the returns that follow them.
Approaching this balance requires consideration of the learning rate αn: under ideal conditions on the
function approximation and sampling, traditional RL convergence is expected provided the learning rate






|αn|2 = c, (36)
where c is any finite number [65, 66]. However, convergence is only expected in the limit of infinite updates,
and decaying learning rates can often slow learning. In practice, learning rate which decrease (or even
8
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Figure 1. Sketch of the information used in MCR updates. (a) A simple sketch of an excursion, with space along the x axis and
time t along the y axis. (b) The information used to update the transitions originating from times t = 0, . . . , 3: the returns Rt
following each state xt.
Algorithm 1. KL regularized MCR.
1: Inputs dynamical approximation Pθ(xt|xt−1, t)
2: Parameters learning rate αn; total updates N
3: Initialize choose initial weights θ, define iteration variables n and t, total error δP
4: n ← 0
5: Repeat
6: Generate a trajectory ωT0 according to the dynamics given by Pθ(xt|xt−1, t), with returns Rt after each state xt.
7: t ← 0
8: δP ← 0
9: Repeat
10: δP ← δP + Rt−1∇θ ln Pθ(xt|xt−1, t)
11: t ← t + 1
12: Until t = T + 1
13: θ ← θ + αnδP
14: n ← n + 1
15: Until n = N
increase) for a short period at the start of learning, before becoming constant, may be beneficial [39, 67].
For this algorithm, and standard RL algorithms without regularization, a constant learning rate will result
in the weights fluctuating around a local minimum; for the KL divergence regularized setting we consider, it
in fact turns out that the components used in the algorithms introduced in later sections cause a decay of
the gradient to zero, even for individual samples, as optimality is approached [68, 69].
More generically, both update rules described above fall under the umbrella of stochastic gradient
descent, where noisy estimates of the gradient are used to update the parameters stochastically [66]. The
first of these updates is based on batches of trajectories, sometimes called mini-batches in the ML
literatures, while the second is based on single samples.
The algorithm presented in this section is the simplest form of dynamical gradient algorithm, a
regularized version of the classical REINFORCE algorithm [40, 41] based on return sampling, and as such
we refer to this simply as KL regularized Monte Carlo returns (MCR). For clarity, this algorithm is outlined
below in algorithm 1.
3.2. Comparing returns with past experiences: baselines and value functions
A downside of this simple approach is the large potential variance in the return following a transition in
each trajectory, which may provide an extremely noisy gradient from which to learn, resulting in slow
convergence. Fortunately, equation (30) possesses an invariance which can be used to tame this variability.
Recalling how we used (31) to remove the factor of one and the history of the return from (30), we may use
this property to instead introduce any desired function of the past trajectory. We introduce the baseline
b(xt, t) as simply a function of the state and time, transforming (30) into





R(ωTt , xt−1) − b(xt−1, t − 1)
)




where the return following each transition is then contrasted with a baseline.
The choice of baseline can have a drastic impact on the variance of the gradient estimate, especially if we
consider a small number of trajectories between updates. A reasonable choice of baseline to minimize
variance would simply be the average value of the return following a given state at a given time, the
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conditional expectation






as this would minimize the variance of the baseline error
δb(ω
T
t−1, t − 1) = R(ωTt−1) − b(xt−1, t − 1), (39)
and therefore might be expected to minimize the variance of the overall gradient estimate. These state
values encode the combined average weighting for the ensemble of sub-trajectories beginning from x at
time t, and KL divergence to the original dynamics of this sub-trajectory ensemble: the higher this value, the
higher the average weighting and/or lower the KL divergence of this ensemble relative to that of the original
dynamics.
The resulting gradient is given by





R(ωTt−1) − VPθ (xt−1, t − 1)
)




Unfortunately, this is an ideal which cannot be achieved: calculating the value for each state visited exactly is
impossible in most problems of interest. Instead, we introduce a second function approximation for the
value function, Vψ(xt, t), with weights ψ ∈ RdV . The exact error in each of the values provided by this
function approximation is then given by




Vψ(xt , t) − VPθ (xt , t)
)2
. (41)
Even supposing we had an accurate result for the true value, we could not optimize these
state-dependent loss functions one by one, as the resulting approximation would simply be overfitted on the
last state optimized: instead, we must consider the states in unison. However, we need not consider them
with uniform weighting, and indeed each state will not be equally relevant to a given sampling dynamics
and the rare event problem it is being optimized for. The obvious choice for our aim is given by our current
sampling dynamics: not only are we likely already using this to approximate the dynamical gradient, it will
also prioritize the states which are most likely to occur in the current dynamics, and thus the most
important to get accurate values for. We thus sample states according to this dynamics, defining the loss












where the last time is neglected as the value is zero by definition.












giving a gradient in terms of the exact value similar to equation (40): to get a target that can be evaluated we
simply substitute the definition of the value (38) and use (5) to find











As with the dynamical gradient, to estimate the value loss functions gradient (44) we can simply sample
one trajectory with states xt followed by returns Rt leading to




Rt−1 − Vψ(xt−1, t − 1)
)
∇ψVψ(xt−1, t − 1). (45)
Choosing a baseline b(xt, t) = Vψ(xt, t) then leads to an estimate for the policy gradient equation (40) for a
given approximation of the value function, given by




Rt−1 − Vψ(xt−1, t − 1)
)
∇θ ln Pθ(xt |xt−1, t). (46)
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Figure 2. Sketch of the information used in updates based on MCR with value baseline. (a) A simple sketch of an excursion,
with space along the x axis and time t along the y axis. (b) The information used to update the transitions originating from times
t = 0, . . . , 3: the returns Rt following each state xt, contrasted with the value of that state Vψ(xt).
As in the previous section, we can readily construct empirical averages over multiple trajectories instead of
considering single trajectories.
We can get some intuition for how the two approximations affect each other by considering how they
affect each others loss functions and updates. By construction, the dynamical gradient is on average
independent of the baseline, and thus the optimal weights θ independent of the current values. However,
the better the value approximates the true values for the current policy, the smaller the variance in the
updates and the faster the dynamics will converge. We would thus desire the values to remain as accurate as
possible to the current dynamics. In contrast, the value loss function depends strongly on the dynamics:
through the probability of each future trajectory, the priority given to each state, and the reward function
itself. The optimal value weights ψ will thus depend strongly on the dynamics, however, for small changes
in the policy we would expect a small change in the optimal value weights. If the value function is
reasonably accurate, a small change in the dynamics should thus only require a small number of updates to
ψ for it to again become accurate.
Accounting for these observations, there is some choice in the usage of updates given by equations (45)
and (46). We could simply alternate updating the value function and the dynamics, leaving one fixed while
the other changes. This could range from letting the value function converge satisfactorily between updates
to the dynamics, to simply alternating updates to the values and dynamics every trajectory. Alternatively, we
could use the same trajectory samples to simultaneously update both the dynamics and the values. For a
broader discussion of interleaving updates to the dynamics and values we refer to [39], where it is discussed
in particular under the terms asynchronous and generalized policy iteration.
The chosen scheme for updating both the values and dynamics in this double-learning scenario can have
a significant affect on aspects of algorithm performance such as data efficiency, stability, convergence speed
and bias in the final result. For simplicity, we demonstrate using baselines with synchronous updates using a
single trajectory for each update. We refer to this as KL regularized Monte Carlo reinforce with a value
baseline, due to its similarity to the Monte Carlo REINFORCE algorithm with a value function of RL [39].
Intuitively, for each trajectory we contrast the value of each state with the return following it, cf figure 2(b),
aiming to increase both the probability of a transition and the value of a state if the return following it is
greater than the value, and decrease them if the return is less. We then conduct updates of the two weights θ
and ψ after every trajectory with learning rates αθn and α
ψ
n satisfying equation (36), in the directions
suggested by the average of these return-value comparisons. In practice, the efficiency of this algorithm is
enhanced by noting that the factor multiplying the gradients in both updates takes the same form
δMC(ω
T
t , t) = R(ω
T
t ) − Vψ(xt , t), (47)
which we refer to as the Monte Carlo value error. It is outlined below in algorithm 2.
Value baselines in the standard REINFORCE algorithm were considered in the original works on the
algorithm [40, 41], but more recent work has proposed that alternative baselines may provide a lower
variance in the Monte Carlo setting [70, 71], suggesting possible modifications to the above approach to
further improve convergence rates. Despite this, for the algorithms we consider next, it appears that the
value baseline may indeed be the best choice [72].
3.3. Replacing returns with past experiences: temporal differences and actor-critic methods
The Monte Carlo error (47), while better than the return alone, still possesses a relatively large variance if
the remainder of the trajectory is long, the dynamics highly entropic and the weightings highly variable.
Further reduction of this variance would require an alternative to the return for contrast with the states
values. To this end, suppose we used many trajectory samples to construct an estimate of the gradient:
transitions occurring multiple times will appear with their gradients multiplied by the average return
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Algorithm 2. KL regularized Monte Carlo reinforce with value baseline.
1: Inputs dynamical approximation Pθ(xt|xt−1, t), value approximation Vψ(xt, t)
2: Parameters learning rates αθn , α
ψ
n ; total updates N
3: Initialize choose initial weights θ and ψ, define iteration variables n and t, total errors δP, δV, individual error δ
4: n ← 0
5: Repeat
6: Generate a trajectory ωT0 according to the dynamics given by Pθ(xt|xt−1, t), with returns Rt after each state xt.
7: t ← 0
8: δP ← 0
9: δV ← 0
10: Repeat
11: δ← Rt − Vψ(xt, t)
12: δP ← δP + δ∇θ ln Pθ(xt+1|xt, t + 1)
13: δV ← δV + δ∇ψVψ(xt, t)
14: t ← t + 1
15: Until t = T
16: θ ← θ + αθnδP
17: ψ ← ψ + αψn δV
18: n ← n + 1
19: Until n = N
Figure 3. Comparison of updates used in MCR updates and AC updates. Whereas MCR (a) updates a transition x → x ′
according to the various possible returns following that transition, the one-step AC (b) update uses knowledge of only the reward
during transition and estimates of the values of the states on either side of the transition.
following that transition, cf figure 3(a). Since the first reward is fixed by the transition, this average return
would simply be the reward for that transition and the value of the state after transition. This suggests that
rather than contrasting the value of the state prior to the transition with the return of a whole trajectory, we
could simply contrast the prior state value with the reward associated to that transition, and the estimated
value of the resulting state built from past sampled trajectories. If the estimated values are accurate, we
would reasonably expect that on average this will result in the same gradients as using returns, cf
figure 3(b).
Unsurprisingly, this emerges naturally from the construction considered. Beginning from equation (40)
we immediately find





R(ωTt ) + r(xt , xt−1, t) − VPθ (xt−1, t − 1)
)








VPθ (xt , t) + r(xt , xt−1, t) − VPθ (xt−1, t − 1)
)




where we have used (5) in the second line to replace the future return with the exact value. Since we do not
have access to the exact values of each state, we must approximate this expression using a value
approximation. Thus, defining a temporal difference (TD) error
δTD(xt , xt−1, t) = Vψ(xt , t) + r(xt , xt−1, t) − Vψ(xt−1, t − 1), (49)
so-called since it provides the difference between the value of the current state and the reward plus the value
of the state at the next time, we have simply








which will be accurate whenever the value function is a good estimate for states which are commonly visited
by the current dynamics Pθ. In RL, such an approach is referred to as AC, where the dynamics Pθ governing
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transitions would be the actor, while the value function Vψ judges the value of each state, playing the role of
critic by informing the actor of whether a transition was good or bad.
For the critic, we could continue to use the Monte Carlo updates of the previous section, using the value
function to construct approximate TD errors to update the dynamics. However, the TD errors can also be
used to update the critic itself, a process of updating estimates using estimates referred to as bootstrapping.
Beginning from equation (44), following similar manipulation as that used to reach equation (50), and
substituting our approximation for the future value, we quickly arrive at








analogous to the basic one-step TD value updates of RL [73]. Clearly, for this to be an accurate
approximation the value would already have to be accurate, thus suggesting this estimate would be poor
when it matters: for weights ψ which produce inaccurate values. This brings into question how this gradient
estimate could ever converge for an initially inaccurate set of weights. Despite this, it often produces very
successful results when used for updating the value weights in RL problems.
To understand why, we need to adopt a different perspective. First we note that the exact value function
satisfies a natural inductive definition
VPθ (xt , t) =
〈




commonly referred to as a Bellman equation, encoding the relationship between the value of state and other
states visited in their immediate future. As an alternative to our original choice of loss function (42), using
the returns along a trajectory, we could instead directly try to minimize the error in this equation for the








VPθ (xt+1, t + 1) + r(xt+1, xt , t)
〉
Pθ ,Xt=xt




Taking the derivative of this as is—differentiating both the target expectation and the state
sampled—results in a complex gradient to calculate in general: this approach is addressed by so-called
gradient-TD algorithms in the RL literature [74–76], which have recently been extended to AC methods
[77]. While the unknown stochastic environment presents an additional issue requiring a double sampling
of the transitions in that context, in our case the resulting gradient could alternatively be calculated exactly
for each state visited, albeit at a substantial computational cost.
To jump from this alternative loss to the gradient of equation (51) requires taking a slightly different
view of the Bellman loss. Suppose we instead minimize the distance between the value of each state and a
target value predicted by the expectation on the right of equation (52) for the current weights. That is, we
keep the weights in the target expectation fixed and only differentiate the value of the state sampled from a
trajectory. Differentiating equation (53) with this fixed target and manipulating the expectations then leads
directly to equation (51), but with a different interpretation: rather than approximating the gradient of the
return based loss function, we are directly targeting an alternative prediction of the value based on the
current estimated value of other states. Such an approach is sometimes referred to as a ‘semi-gradient’
method in the RL literature [39], and has been seen to produce good results provided that the sampling of
states is close to that of the dynamics the values are being estimated for, as discussed in more detail later.
To turn this discussion into an algorithm, as before we sample some number of trajectories and then
construct estimates of equations (50) and (51): for a single trajectory ωT0 with TDs δTD(xt, xt−1, t) associated
to transitions from xt−1 to xt at time t, we have
∇ψLV (ψ) ≈ −
T∑
t=1
δTD(xt , xt−1, t)∇ψVψ(xt−1, t − 1), (54)
and
∇θDKL(Pθ|PW ) ≈ −
T∑
t=1
δTD(xt , xt−1, t)∇θ ln Pθ(xt |xt−1, t). (55)
Intuitively, these updates follow exactly the discussion at the beginning of this section: along each trajectory,
the value of each state is contrasted with the value of the state following it plus the reward received in
between, cf figure 4(b). If the value of the resulting state combined with the reward is greater than the prior
state, a contribution is added to the update which aims to increase the probability of this transition, along
13
New J. Phys. 23 (2021) 013013 D C Rose et al
Figure 4. Sketch of the information used in updates based on one-step AC. (a) A simple sketch of an excursion, with space along
the x axis and time t along the y axis. (b) The information used to update the transitions originating from times t = 0, . . . , 3: the
rewards rt following each state xt, combined with the value Vψ(xt+1) of the following state xt+1, then contrasted with the value of
the prior state Vψ(xt).
Algorithm 3. KL regularized AC.
1: Inputs dynamical approximation Pθ(xt, xt−1, t), value approximation Vψ(xt, t)
2: Parameters learning rates αθn , α
ψ
n ; total updates N
3: Initialize choose initial weights θ and ψ, define iteration variables n and t, total errors δP, δV, individual error δ
4: n ← 0
5: Repeat
6: Generate a trajectory ωT0 according to the dynamics given by Pθ(xt, xt−1, t), with rewards r(xt, xt−1, t) after each state xt−1.
7: t ← 0
8: δP ← 0
9: δV ← 0
10: repeat
11: δ← Vψ(xt+1, t + 1) + r(xt+1, xt, t + 1) − Vψ(xt, t)
12: δP ← δP + δ∇θ ln Pθ(xt+1|xt, t + 1)
13: δV ← δV + δ∇ψVψ(xt, t)
14: t ← t + 1
15: Until t = T
16: θ← θ+ αθnδP
17: ψ← ψ + αψn δV
18: n ← n + 1
19: Untiln = N
with the value of the prior state; the converse statements hold if the comparison is less. For each trajectory,
these contributions are then averaged in an attempt to respect all the corresponding directions.
Actor critic algorithms were among some of the earliest considered for RL, recently returning to favour
due to their ease of application to continuous state spaces, improved theoretical convergence properties over
purely value focussed approaches, and speed compared with purely return based policy gradient methods.
The algorithm 3 presented here is closely related to the recently proposed soft AC algorithm of RL [60],
with the key difference being the use of an initial dynamics which is targeted, rather than simply
maximising entropy.
In AC algorithms a poor value approximation will clearly lead to poor or even negative changes to the
dynamics. One way to address this is by choosing learning rates in such algorithms tuned such that the
value function learns faster than the dynamics, in the hope that it always provides a good approximation to
the true value function for the current dynamics, and thus a good way of estimating the gradient. So that
the value approximation is relatively accurate when updates to the dynamics begin, it may also be good to
have a period where only the values are updated for a fixed initial dynamics, such as the original one. Even
under these ideal conditions, AC algorithms do not converge to the weights corresponding to local minima
of the original loss function (24), but have been shown to end up in a neighbourhood of such minima with
high probability for linear function approximations [72].
This unavoidable inaccuracy is a result of the natural bias away from the true gradient introduced by
using approximate TD errors. In many RL algorithms, this bias, causing eventual inaccuracy in the final
result, is seen as the cost of the substantial reduction in the variance of gradient estimates they produce,
allowing for significant improvements in convergence rates.
3.4. Finite horizon example: random walk excursions
We finish this section with a simple example of these techniques in practice, studying the excursion problem
outlined in section 2.2.1. While the aim is to generate trajectories for the conditioned ensemble with
weights W(xT, xT−1, T) = δ(xT) and W(xt, xt−1, t) = H(xt) for 0 < t < T, due to the zero weight given to
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some trajectories, we must use a softened condition given by equations (10) and (11) as a target ensemble
to optimize sampling for. This is an exactly solvable problem in the conditioned case, as outlined in
appendix A, using a gauge transformation based approach which can in principle also be used calculate the
exact optimal dynamics numerically for this simple softened problem. For evaluating how well we are
targeting the softened ensemble, we use this same gauge transformation technique to numerically estimate
the maximum return as outlined in appendix B. We test all three algorithms currently discussed: MCR
shown in algorithm 1, Monte Carlo with a value baseline (MCVB) as in algorithm 2, and AC as outlined in
algorithm 3.
For simplicity we start by testing them in a simple ‘tabular’ setting: that is, we associate a single weight
θ(x, t) to each states transitions, and another single weight ψ(x, t) to each states value for the algorithms
which use them. The transition up is then given by this weight in terms of a sigmoid




with the probability of transition down then fixed by normalization. The values are simply given by
Vψ(x, t) = ψ(x, t). To perform gradient descent, we need the gradients of these with respect to the weights,
simply given by
∂ ln Pθ(x ± 1|x, t)
∂θ(x′, t′)
= ±δxx′δtt′Pθ(x ∓ 1|x, t), (57)
and
∂Vψ(x ± 1|x, t)
∂ψ(x′, t′)
= δxx′δtt′ . (58)
Note that since each state has an independent weight, as signified by the Kronecker deltas, we can simply
update each of these weights independently rather than storing the whole vector of updates.
For evaluation of the dynamics during training, we calculate running averages of three quantities: the




















which in this case is a direct measure of the KL divergence between the optimized dynamics and the original
dynamics, since 〈H〉 = T ln 2 − DKL(Pθ|P). These running averages are calculated using a learning rate and
the quantities sampled from each episode: i.e. given a sample Oi of one of the three observables from
episode i, we update our average as 〈O〉i = 〈O〉i−1 + αO(Oi − 〈O〉i−1). Observable learning rates are chosen
as αR = 0.1, αS = 0.003 and αH = 0.01 for all three algorithms.
Results for these three quantities calculated during the learning process for excursions of length T = 100
are shown in figures 5(a)–(c), with AC performing best on all three metrics. In particular, we note that the
AC is generally more stable, as it is less likely to get stuck in areas where the gradient of the dynamics is
small, i.e. for large values of the potential θ(x, t). The MC methods are vulnerable to this since they use full
returns: initially, these returns may be extremely negative, particularly for earlier states if a trajectory spends
a significant amount of time below 0, causing a sudden jump to a very large value of the potential. This can
cause the dynamics to become almost deterministic for a long time (cf the beginning of the samples in
figure 5(d)); alternatively, the dynamics may get stuck taking incorrect actions such as going below zero for
a long time, e.g. causing the initial low success rate for the MCVB training run in figure 5(b).
The slow propagation of information about the reward structure under AC training, one transition back
at a time, suppresses these large negative returns early on, causing a greater emphasis on maintaining a high
entropy (low KL divergence to the initial dynamics). On the other hand, in this case the MC methods can
achieve a higher return earlier by emphasising successfully generating excursions, but struggle to later
optimize the entropy, due to the high variance in futures after each transition.
Plots in figures 5(g)–(h) show the upward transition probability, state values and occupation
probabilities resulting from the AC training run. The upward probabilities have the expected structure:
going upwards from zero, they start at unity probability, reducing to 50–50 along the most commonly
visited set of states, and further reducing to 0 as the edge of the backwards lightcone from x = 0, t = 0 is
reached. After t ∼ 50, transitions upwards are suppressed earlier than the edge of the backwards lightcone,
due to the rapidly reducing trajectory entropy that would result from taking further steps upwards. The
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Figure 5. Tabular excursions. In these plots: AC is indicated by dark purple with and trained with αθ = 0.15 and αψ = 0.3;
MCR by a lighter blue and trained with αθ = 0.05; and MCVB by a light green and trained with αθ = 0.05 and αψ = 0.3. The
trajectory length is T = 100 and the parameters of the softened constraint (11) are s = 7 and a = 5/7. (a) Running averages of
the returns received per episode during the learning process. The numbers indicate the initial return (top), final returns for MCR,
MCVB and AC (2nd to 4th, coloured) and optimal (bottom), with optimal shown by the dashed line. (b) Running averages of
the probability of successfully generating an excursion. (c) Running averages of the entropy of the trajectory ensemble, with
maximum T ln 2. (d)–(f) Sample trajectories generated using the final dynamics achieved for MCR, MCVB and AC (top to
bottom). (g) The probability of going up at each position and time (x, t) for the AC result, indicated by Pθ(1|x, t) = Pθ(x + 1|x, t)
for compactness. (h) The value of each state learnt while training the dynamics using AC. (i) The probability of being in each
state at each time for the final dynamics trained using AC, with normalization along each time-slice. Plots (g)–(i) have been
interpolated over the sites which are not visited (even position, odd time, vice versa) for visual clarity.




Overall, for this example we can see that the resulting increase in the speed of learning more than
justifies the theoretical bias induced in the final results by the various steps involved in developing these
algorithms, producing results of sufficient accuracy much more quickly.
3.5. Connection to regularized and maximum-entropy reinforcement learning
We now briefly discuss the relationship between the approach presented here and that of maximum-entropy
RL [57–61]. In particular, first consider the ‘deterministic’ RL case, translating from our Markov chains to
an MDP by associating each transition to an action, identifying the dynamics with the RL agents policy.
Training with maximum-entropy RL is identical to training with our KL regularized algorithms, provided
we choose the original dynamics to be that of the maximum-entropy trajectory ensemble, in which every
trajectory has the same probability regardless of length, and the weighting is that given by biasing with
respect to the reward function.
In the ‘stochastic’ case, the connection is less clear. Viewing our Markov chain as having a state space
which consists of state-action pairs, and decomposing the dynamics into policy and environment
components, it may be suspected that maximum-entropy RL can be recovered by choosing the original
dynamics to be the one generated by a policy which produces the maximum-entropy trajectory ensemble,
up to its ability to control the transitions around the environment. However, this turns out not to be the
case: such a policy would necessarily take into account the entropy of the environment resulting from each
action, something which standard maximum-entropy RL does not take into account, as this would require
incorporating knowledge of the environment probabilities. Maximum-entropy RL in this case is recovered
by choosing the original trajectory probabilities to consist of only the contributions of the environment, to
each trajectory, normalized as required: it is not immediately clear that this ensemble itself decomposes into
a Markovian structure. This distinction may suggest a novel model-based maximum-entropy RL algorithm,
in which a known or learnt model is used to further try to maximize the entropy of the trajectory ensemble
over considering the policy entropy alone.
4. A universe of algorithms: reviewing variations found in reinforcement learning
The optimization of the KL divergence can be further manipulated in a large number of ways, each
corresponding to different algorithms for approximating the gradient. While we will not give an exhaustive
16
New J. Phys. 23 (2021) 013013 D C Rose et al
coverage of the possibilities presented in the RL literature, in this section we will review some key variations,
translating them into the notation used in this paper. In particular, in section 4.3 we demonstrate how to
adapt the algorithms to train neural networks, a powerful form of function approximation. It is hoped this
will give the reader an idea of the range of techniques made available by connecting the problem of efficient
trajectory sampling with RL. However, we have made later sections independent of this one: those interested
in how the approach can be specialized to the long-time limit can skip this section on first reading and
instead go to section 5.
4.1. Mixing estimates: expected errors, n-step temporal differences and weighted averages
Here we focus on two ways of modifying the AC approach, capable of reducing variance without
introducing significant bias: making use of the dynamics to calculate exact expectations of TD errors and
gradients associated to transitions for a particular state; and using the Bellman equation to look multiple
steps ahead, producing a range of equally valid estimates which can then be averaged.
Firstly, rather than manipulating the value loss into the form shown in equation (51), we could instead
use the current dynamics to calculate the expected target for each state visited along a trajectory, as
suggested by equation (53), resulting in








written in terms of the expected value of the TD error
δETD(xt , t) = 〈δTD(xt+1, xt , t)〉Pθ ,Xt=xt , (62)
producing updates similar to the expected SARSA algorithm [78].
Unfortunately this error cannot be used for the dynamical gradient, due to the dependence of the
transition on the resulting state: however, we can manipulate equation (50) to arrive at








where for states sampled along each trajectory we calculate the expected product of the TD error and the
gradient of the corresponding transition. This possibility has recently been studied indepth in the RL
literature, named variously expected policy gradients and mean actor critic [79–80].
In contrast to updates based on equations (51) and (50), updates using (61) and/or (63) are reasonably
expected to have much lower variance than their sampled-transition counterparts, thus resulting in
improved convergence without the usual accompanying increase in bias of the final result. The pay-off is a
much higher computational demand, in part due to the need to calculate the expectation and the gradients
of each transition. Another technicality is the necessity of both updates using different quantities, whereas
the updates in algorithm 3 are both built around the same TD errors. It is worth noting that recent work in
RL has suggested the possibility of using a mixture of both updates, with the relative weighting varying over
time [81]. This may be beneficial when the most likely transitions are to states for which the value is much
more accurate, reducing the propagation of errors.
Secondly, we note that the inductive Bellman equation (52) for the exact value can be substituted into
itself multiple times, arriving at an n-step equation










which inspires an approximate n-step TD error similar to the single step errors before
δTDn(ω
t+n




− Vψ(xt , t). (65)
Similar arguments and manipulation to that done for the one-step TD estimates of the gradients leads to
the pair of approximations
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with values and rewards which would occur at or after the end of the trajectory in the above equation set to
zero.
Empirical studies of algorithms based on these errors, simply replacing the TD error in 3 with (65),
suggest that each problem has an optimal value of n: larger values result in higher variance errors, while
allowing faster propagation of reward information. Values of n greater than the trajectory length recover the
Monte Carlo techniques of the previous sections. Their benefit in gradient estimation on their own merits is
limited, but as we will see next, they act as a building block in a more powerful estimation scheme.
While TD errors, particularly one-step errors, result in a particularly low variance for the gradient
estimates, they can result in slow propagation of information about the reward structure. A large reward
occurring on average n steps in the future of a particular transition, would require at least n trajectories for
information about that reward to propagate back to that transition, likely many more. In contrast, were we
using an n-step error, reward information would propagate more quickly, but result in increased variance of
the errors.
A good compromise can be achieved by observing that rather than considering any single one of the
possible n-step approximations to the gradient, we could just as justifiably consider a weighted average of
them [82, 83]. That is, for some distribution P(n) such that
T∑
n=1
P(n) = 1, (68)
we may consider for the dynamics










with the weighted error
δPTD(ω
T





t , t), (70)
and a similar equation for the value loss gradient. Special cases of the distribution defining this error
provide both the Monte Carlo and TD errors discussed previously, however, we can now perform updates
according to an equal weighting of the Monte Carlo and one-step errors in each trajectory, or any other
distribution we choose. Depending on this choice, we can achieve much faster propagation of information
about the reward structure. Further, we can tune the distribution to minimize both the effect of the
increased variance inherent in the considering more of the future of each sampled trajectory, and the effect
of inaccurate value functions replacing the future.
A common distribution chosen in an attempt to achieve a balance between the variance of longer n-step
errors and propagation of reward information is a normalized geometric series
P(n) =
λn−1(1 − λ)
1 − λT , (71)
which allows for efficient numerical implementation to be achieved by deriving inductive equations relating
this return to its value at the next time step.
For completeness, we also note that the expected TD error can be extended in an n-step or λ-weighted
form, related to the so-called tree-backup algorithm in RL [84]. Studies of n-step or λ-weighted adaptations
of mean actor critic have yet to be conducted.
4.2. Online learning, importance sampling and eligibility traces
In this subsection we briefly discuss a trio of related RL techniques. First, many RL algorithms are designed
to be implemented in an online manner, that is, updates may be applied after every transition, not after the
end of each trajectory. This allows for experiences during the current trajectory to be used immediately,
potentially leading to faster convergence, and as we will see in the next section is essential for
infinite-horizon problems where trajectories do not end, rendering Monte Carlo methods impossible.
For a simple heuristic justification of this, note we may rewrite the gradients for the one-step TD
approximations as
∇θDKL(Pθ|PW) ≈ −T 〈δTD(xt , xt−1, t)∇θ ln Pθ(xt |xt−1, t)〉Pθ , (72)
∇ψLV (ψ) ≈ −T 〈δTD(xt , xt−1, t)∇ψVψ(xt−1, t − 1)〉Pθ , (73)
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where we are now viewing the expectation as sampling the triplet of a pair of consecutive states at a
particular time, with time is sampled uniformly according to 1/T. The pair of states are sampled at that
time according to the state distribution and transition probabilities of the current dynamics. In reality, we
produce correlated samples of this expectation by running trajectories, with the time of each sample being
iterated along by one from the previous time. Ignoring technicalities caused by the correlations of the
samples generated, from this perspective online algorithms simply apply stochastic gradient descent at the
level of individual transitions, rather than individual trajectories.
We do, however, note a subtlety in this viewpoint: by using online updates during the sampling of
trajectories, the transitions leading up to the current time are not sampled according to the current
dynamical weights, but instead sampled according to the weights at the moment that transition was
simulated. Thus, for the heuristic SGD perspective above to be completely valid, we would have to use an
importance sampling factor to take into account the true probability of having arrived in the present state
under the current dynamical weights. In practice, the small bias this induces is tolerated, as this importance
sampling factor would be difficult to implement.
Importance sampling arises more commonly in RL through off-policy methods, in which data is
collected using an alternative dynamics to the one being optimized. In this context we must take into
account the alternative sampling probabilities twice: reweighting the past to account for the different
likelihoods of arriving in a particular state at a particular time, and reweighting the errors themselves to
account for the chance of the sampled transition occurring. The later is easy to compensate for, while the
former is in principle a complex ratio of historical probabilities. For the values, ignoring the former is
equivalent to choosing an alternative prioritization for which states to optimize with respect to. When using
the semi-gradient methods described earlier, if this shifted priority differs too substantially from the current
dynamics, this can result in a lack of convergence in learning algorithms; if close enough, the dynamics will
converge, but be biased further away from the ideal weights [85, 86]. Since the effect in the prioritization of
online learning will be minor, this later point is suggestive of the effect this will have on a learning
algorithms results: while the weights would be expected to converge, perhaps faster than an offline
approach, the end result may be less accurate than the best possible from offline learning.
While true stochastic gradient methods can address the lack of convergence in off-policy sampling
[74–77], they do not address the incorrect priority of states. For the dynamics, ignoring the importance
sampling ratio for the history is even more detrimental, implying we are not estimating a gradient of the
loss function (22) which our main goal it is to minimize. We should therefore handle this lack of emphasis
on the correct states in order to reach optimal weights. Off-policy policy gradient techniques are an open
area of research in RL [87], however, progress has recently been made through techniques which estimate
what the correct emphasis to give states [77, 88]. Despite the bias this emphasis induces in principle,
removing it is difficult enough that many state-of-the-art algorithms forgo doing so, accepting any potential
reduction in the quality of the final result.
Online learning may be used instantaneously with one-step errors or temporarily delayed for n-step
errors. The weighted λ-errors can also be approximately implemented completely online through the use of
so-called eligibility traces, closely related to Malliavin weights [89]. These approximate the true λ-error
updates, due to the continual drift of the weights away from those associated to the particular transition the
λ-error is being calculated for [39, 73, 82, 84, 87]. For linear function approximations this drift can be
compensated efficiently, leading to very effective algorithms, however, for general non-linear functions the
approximate nature of more general eligibility trace methods can in fact prevent convergence and lead to
poor results [90]. It may thus be more desirable to implement λ-errors online by first truncating them to
n-steps, then applying delayed updates calculated iteratively for equivalent computational complexity as
eligibility trace approaches, at the expense of increased memory requirements [91–93]. However, as we
discuss next, even taking this approach may result in instability for common non-linear function
approximations.
4.3. Using neural networks: replay buffers and target networks
A powerful function approximation that has found substantial use across academia and industry in recent
years is that of neural networks. Unfortunately, while powerful, training them in the straightforward
manner described previously often proves to be extremely unstable. This is a consequence of the so-called
‘catastrophic interference’ that neural networks suffer from: their strong adaptability and broad
representational power is accompanied by a tendency to forget all but the most recent experiences used in
training them. In supervised and unsupervised problems this causes issues in sequentially learning one
problem after another, transferring a learned network to a new problem, or when the data distribution is
non-stationary in some real-world applications [94–97]. This can be traced back to correlations in the data
samples used in training, resulting in non-IID sampling: in sequential or transfer learning, samples are
19
New J. Phys. 23 (2021) 013013 D C Rose et al
Figure 6. Neural-network excursions. Here the trajectory length is T = 100. (a) An estimate of the KL divergence using a
running average over returns from the batch of trajectories generated between each update. (b) Running average over each
batches probability of successfully generating an excursion. (c) Running average over each batches trajectory entropy. (d) The
probability of going up at each position and time (x, t) for the final result, indicated by Pθ(1|x, t) = Pθ(x + 1|x, t) for
compactness. (e) The probability of being in each state at each time for the final dynamics, with normalization along each
time-slice. Plots (d), (e) have been interpolated over the sites which are not visited (even position, odd time, vice versa) for visual
clarity. (f) Sample trajectories generated using the final dynamics achieved.
correlated by the simple fact that they belong to one problem or another. While this issue also exists in
transferring learned policies and value functions between control problems, in RL, catastrophic interference
can in fact occur during training on individual problems, as data is naturally correlated when sampled from
trajectories using a Markovian dynamics [98–100]. Often experienced most severely in online training, we
even observed this phenomenon during offline training if the samples from a trajectory are strongly
correlated, such as in the excursion problem of section 3.4. Further to this, RL is a highly non-stationary
problem, with both the state distribution changing whenever the policy is updated, and the targets used in
estimating the gradient changing whenever the value function is updated.
As a straightforward demonstration on the simple excursion problem discussed above, we chose to
generate batches of 64 trajectories between each update, constructing estimates of both the policy and value
gradients using the actor critic algorithm 3, averaging the TD errors for transitions present in the batch of
trajectories. We used neural networks with input tuples of (x, t), processed through two 64 neuron hidden
layers and one 32 neuron hidden layer for both the policy and value function, with the first two layers
followed by a ReLu activation function: for the value function the final layer was linear, while for the policy
this was followed by a sigmoid to return a probability between 0 and 1 for transitioning up. Learning rates
for both networks were chosen to be a constant αθ = αψ = 0.0004. For the weighting, cf (10) and (11), we
used sb = −50 reward for transitions to a negative position; for transitions to the final time state, the
exponent is modified to a linear dependence on the final position with s = 500, W(xT, T) = exp(−500|xT|).
Results of this optimisation are shown in figure 6. Analogous to figures 5 and 6(a)–(c) show running
averages of the KL divergence, success rate and trajectory ensemble entropy during the learning process.
While the KL divergence remains much larger than the equivalent for the tabular approach, this is largely
due to the magnitude of the weight exponents used: for example, note the initial KL divergence is on the
order of 104, in comparison to order 102 for the tabular results, despite beginning at the same maximum
entropy dynamics. Although a significant improvement over the original dynamics, the success rate and
entropy do not quite achieve the levels seen in the tabular approach, owing to the difficulty in overcoming
the instability mentioned above in order to optimize neural networks to a high degree of accuracy. The
entropy in particular is lower than desired: the final up-transition probabilities in figure 6(d) show a
significant region when the network has learnt to go up at higher values of the position, until the upper
edge of the backwards lightcone from the target is reached. This is bordered below by a region where
transitions down are almost certain, likely a result of the current dynamics closer to x = 0 being more
entropic, and thus rewarding, compared to the higher position dynamics which simply goes up to the
lightcone edge before going down. The resulting state distribution figure 6(e) (with sample trajectories
demonstrated in figure 6(f)) is far more focussed around x = 0 than we would hope for, as seen in
figure 5(i). These issues likely stem from the large exponents used for the weights, dominating the
contribution of the entropy in the KL divergence. This makes it difficult for the learning algorithms to ‘see’
the entropy past the potentially large negative weight contributions, making optimization of the entropy a
slow process which cannot be achieved before the training becomes unstable.
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This instability in training neural networks with RL algorithms starts to become pronounced at longer
training times, as seen by the noise present at the end of all three learning curves and the increasing value of
the KL divergence, even while averaging over a large number of trajectories. More generally, in order to
train a neural network, a variety of stabilizing techniques are often used, aimed at suppressing correlations
between training samples [60, 101–104]. Typically, two main adaptations are used.
For the non-stationarity of the values used in bootstrapping estimates of the gradients, a third ‘target’
network is introduced: this is either periodically updated to the current weights of the value network,
remaining fixed while the value network is updated in between [101–103], or slowly updated towards the
current weights after each update of the value network using an exponential average [60]. However, the
instability caused by these moving targets is largely a result of the semi-gradient approximation we made,
and can alternatively be addressed instead by using the gradient TD methods [74–77] mentioned in
section 3.3, which take into account the change in the target by considering its derivative.
Meanwhile, both the non-stationarity of the state-distribution and the correlation of trajectory-based
sampling are partially addressed by the introduction of experience replay [60, 101, 102, 104, 105]: for
example, a recent history of experienced transitions are stored in a replay buffer, from which we sample a
random set of transitions for use in estimating the gradient. This sampling from the replay buffer reduces
correlations between the samples used, as they are no longer sampled sequentially from a trajectory, and
slows the change in the state distribution, at the expense of biasing the updates away from their true values
for the current weights.
As an example, we now cover the use of experience replay in one-step AC algorithms in more detail. In
this case, the basic information we store in the buffer D are individual transitions (x, t, x ′). Rewards are then
recalculated using the current dynamics whenever the transition is resampled from the buffer. The bias
introduced by experience replay is a result of the differing probabilities of sampling state–state pairs
corresponding to each transition, between the distribution of the current dynamics and the distribution of
stored in the replay buffer. These probabilities can be decomposed into two parts: the probability of being in
the state pre-transition, and the probability of that transition occurring. We can address the later of these
easily. If we additionally store the probability μ of each transition at the time it was originally generated, we
can multiply its contribution to the gradient when resampled by an importance sampling factor
Pθ(x ′|x, t)/μ, removing the resulting bias. The former of these is much more complicated to address, and as
such the bias it causes is often accepted in pay off for the benefits of using a replay buffer. However, there
exist various techniques which can be used to emphasise states more appropriately in the replay buffer
[77, 88]. Given the correction for the transition bias, a gradient estimate is then constructed using a set of
N samples (xi, ti, xi, μi) randomly taken from the buffer, using





δTD(xi, xi, ti)∇ψVψ(xi, ti − 1), (74)
and





δTD(xi, xi, ti)∇θ ln Pθ(xi|xi, ti), (75)
to update the weights.
Despite the limitations of our demonstration in comparison with our earlier tabular results, we believe
these could be resolved by better tuning of algorithm parameters and use of the techniques mentioned
above. Regardless, it is likely that to apply these techniques to more complex systems neural networks will
be extremely useful if not essential. For simple or complex problems, even if the optimal dynamics cannot
be reached, the resulting dynamics could be combined with techniques such at TPS to efficiently gather
accurate statistics of the rare trajectories of interest.
Finally, we mention that while eligibility traces are powerful when used with tabular methods or linear
approximations, the lack of ability to train neural networks using incremental data hinders their use. To this
end, recent work has been done considering truncated λ returns [92, 93], and their reconciliation with
experience replay [106].
4.4. Further variations
We briefly mention a variety of other possibilities from the RL literature to approach optimizing such
problems:
• All algorithms described above are based on stochastic gradient descent, a commonly used line-search
gradient method. Recently, RL algorithms have been developed based on natural gradients [72,
107–110], where the updates are modified to respect that changing the parametrization of the
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dynamics, while leaving the manifold of possible dynamics invariant, should leave the gradient
updates invariant. These are closely related to recent applications of trust-region based gradient
methods to RL [69, 111–113], where the learning rates for updates are tamed in order to try and
ensure updates do not overshoot and cause a negative change to the dynamics.
• As value functions are learnt from early experiences, transitions towards states that are currently
estimated to be higher value will be increased, even if these states are in reality suboptimal, a problem
referred to as maximization bias. A common solution to this is the use of double learning, where two
value functions are learnt [60, 114, 115]. For each state visited, the value function which produces the
lower estimate is then used in estimates of the dynamics gradients.
• When the action space is continuous, the MDP problem can be rephrased as learning a function
approximation which generates an action, with inputs as the state and some random noise [60, 103,
116]. This leads to policy gradient estimate which takes into account how the target value changes
when when the action parametrization changes, resulting in a lower variance estimate. This will be
directly relevant to rare trajectory problems with continuous state spaces and an uncountable number
of transitions, and is closely related to current optimal force learning approaches in diffusive
problems [56].
An alternative but closely related adaptive approach is based on gauge transformations [32]. While there















g(xt , t) = Ext+1∼P
[
W(xt+1, xt , t + 1)g(xt+1, t + 1)
]
, (77)
with g(xT, T) = 1 is the inductive equation defining the gauge transformation g, with expectation taken over
the original dynamics. Since minimizing each of these KL-divergences individually provides the exact
solution, the optimal dynamics is given by the correct gauge transformation, and an alternative approach
may be to approximate this gauge transformation directly. This approach has a long history in the
mathematical literature [25, 26, 28, 117], and as exact solutions to some MDPs with deterministic
environments [29]. Further, this has recently been adapted to diffusion processes [16]. It has also been
discussed recently in the context of understanding RL from a statistical physics perspective [118]. From the
RL perspective, these algorithms are all based on one-step TD methods, where equation (77) is viewed as a
non-linear Bellman equation [119]. This approach could in future be developed into a broader set of RL
algorithms which have more in common with the value-function based methods of RL, as opposed to the
policy-gradient-like methods presented in this work.
5. Long time dynamics, large deviations and discounting
In many problems of relevance to physical sciences we are interested in the behaviour at long times, such
that the system is in its stationary state, be it equilibrium (as in a system in contact with a thermal bath) or
not (as in driven systems). Such situations where dynamics is time-homogeneous and the relevant times
exceed those set by all relaxation rates, pertain to the regime of dynamical LDs [2, 3, 6, 33], an approach
akin to equilibrium statistical mechanics for quantifying the statistical properties of long-time dynamics.
For this kind of problem we can specialize our methods above to allow for solutions using genuine,
infinitely long trajectories.
To consider these problems, for simplicity we restrict to cases where the original dynamics is
time-independent, although the approach may be adapted to periodic dynamics. We can then consider the





For clarity, we will focus on systems with ergodic dynamics. Put simply, this means that for any pair of
states, there exists a sequence of transitions which leads from either one to the other. For us, this means that
there is a unique stationary state.
A common approach to studying such models is to consider long but finite trajectories, then use a
method such as TPS to sample the reweighted ensemble. While we could take a similar approach using our
adaptively learnt dynamics, either with or without TPS, the trajectory lengths may need to be extremely
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long to achieve accurate results, and for a generic problem the length required is unknown. It may instead
be desirable to directly study the infinite-horizon case, removing fears of incorrect results caused by
finite-time effects. However, as it stands there are several problems with the algorithms presented ealier in
section 3 for studying problems formulated with an infinite-horizon. In particular, the algorithms we
detailed were ‘offline’, that is, they waited for trajectories to end before learning occurred: clearly in an
infinite-horizon context where there is no end to a trajectory, we must necessarily use an online approach,
as discussed in section 4.2.
There is a second, more substantial issue: as currently defined, the returns, and thus the resulting values,
could diverge to infinity as the trajectory continues to run. Moreover, the value of each state would be
almost identical even for sufficiently long but finite futures, as it would be dominated by the average return
following states sampled from the stationary state distribution. The origin of these issues can be attributed
to the fact that we provide equal emphasis to the value of a state for transitions which occur at any time in
the future: for an ergodic system in which any correlation with the current state will eventually be lost, such
a definition of value ignores the eventual independence of future states and transitions on the present state
being valued.
In this section we will consider a pair of adaptations which remedy this failing of the finite-time value,
so that online algorithms can be developed for the infinite-horizon case. First, we will discuss the
differential returns and relative values arising from the average-return formulation of RL; second, we will
introduce an approximate scheme based on discounting, which nonetheless can improve learning speed by
reducing variance, at the expense of accuracy in the final result.
5.1. Comparing rewards with the average: differential returns and values
For RL problems involving an infinite-horizon, one choice of formulation, sometimes argued to be the
correct formulation over the traditional one based on discounting [39, 120], is that of time-averaged returns
[67, 121–123]. For us, this approach begins by reconsidering our loss function. In the continuing case,
under the conditions of time-independence and ergodicity we mentioned in the previous section, there is
no particular special time, such as when the trajectory is initialized. As such, the time averaged KL
divergence is simply given by a steady state average of rewards on the next transition






















Pssθ (x)Pθ(x|x)r(x, x) + z, (79)






and r(x, x) is the time-independent reward associated to this transition

















0 ) = z − dKL(Pθ|PW ). (82)
As we will discuss further in section 5.4, z is related to the SCGF which is often of interest in LD studies.
The connection between z and the average reward thus means our algorithms provide an estimate of the
SCGF in the process of optimizing the dynamics.
While not immediately obvious from equation (79), the gradient of dKL(Pθ|PW) can infact be written in
terms of only the gradient of Pθ(x ′|x), without reference to the gradient Pssθ (x): that this is possible
essentially follows from the fact that the steady state is defined by the dynamics. This is extremely useful
numerically, as while the gradient of the stationary state may be extremely difficult to construct, the
gradient of the transition probabilities is directly accessible using our approximation. However, to see this
form of the gradient of equation (79) clearly, we must first define values in this continuing setting.
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In order to construct useful values for states in the continuing case, we consider returns defined relative
to the average of equation (82): that is, we define the differential return
RD(ω
T
0 ) = R(ω
T




r(xt , xt−1) − r̄θ. (83)
We can then consider the value of a state to be the difference between the average return following that
state, and the average return following a state drawn from the stationary distribution, simply given by the
average of differential returns following that state








where the limit is now convergent, as seen in the next section. In particular, we may relate these values











which can be simply rearranged to give an alternative equation for our time-averaged KL divergence
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which we note holds for all x ′.
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Since this equation holds for all x ′, we are free to average the right-hand side over the stationary state
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where by using the definition of the stationary state and the normalization of the transition probabilities,
the last two terms are seen to be equal. Rewriting the gradient using ∇f = f ∇ ln f we arrive at a quantity
that can be sampled using transitions from trajectories





VPθ (x) + r(x, x
′) − VPθ (x
′)
]
∇θ ln Pθ(x|x′), (89)
which depends only on the gradient of the transitions.
This derivation has naturally left us with a baseline of the exact value function: the second value
function term in this equation could be removed by conducting the sum over x. Indeed, if we introduce a
baseline of r̄θ for all states, then the term in the bracket is the TD error resulting from rearranging
equation (85). The gradient is then already in the form of those considered for the AC algorithms, with the
critic in this case still providing the perfect values of each state.
To arrive at a functioning algorithm, we must again introduce a learnt critic. We do this as before: we
target the true values VPθ with an approximation Vψ, with a loss function given by the error in the Bellman
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Algorithm 4. KL regularized differential AC.
1: Inputs dynamical approximation Pθ(x, x ′), value approximation Vψ(x)




n ; total updates N
3: Initialize choose initial weights θ and ψ, initial average r̄, define iteration variable n, individual error δ
4: n ← 0
5: Repeat
6: Generate a transition from x ′ to x = {x, F(x, x ′)} according to the dynamics given by Pθ(x, x ′).
7: δ← Vψ(x) + r(x, x′) − r̄n − Vψ(x′)
8: θ← θ+ αθnδ∇θ ln Pθ(x|x′)
9: ψ ← ψ + αψn δ∇ψVψ(x′)
10: r̄ ← r̄ + αRnδ
11: n ← n + 1
12: Until n = N
noting that the target from the right of the Bellman equation is fixed to the current weights ψ, taking a
semi-gradient approach. The gradient evaluated at the current weights ψ is then





Vψ(x) + r(x, x
′) − r̄θ − Vψ(x′)
]
∇ψVψ(x′), (91)
the same as equation (51) up to the negation of the average off of the reward at each transition.
An added complexity comes from the presence of this average return, as both gradient estimates still
assume we know the average exactly, which will almost certainly not be true. We must therefore also
estimate this average return during our optimization. To do this, we could simply use the stochastic
approximation with the rewards sampled over time. Were the dynamics fixed, this would eventually
converge to the correct value; for dynamics that are optimized over time, this will continually chase the
current value of the average, similar to how the weights of the value function chase the optimal weights for
the current dynamics. However, we can speed up convergence, admittedly to a less accurate result, by using
the TD error.
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which we can sample directly by running trajectories with the current dynamics. Replacing the exact values
with our current estimates, we can then update our estimate of the average r̄n every time a transition occurs,
e.g. from x ′ to x, as
r̄n+1 = r̄n + αn
[
Vψ(x) + r(x, x
′) − r̄n − Vψ(x′)
]
. (93)
To make a functioning algorithm, we then replace r̄θ in the above gradient estimates for the dynamical and
value approximations with our current estimate r̄n.
With the equations (89), (91) and (93) in these forms, the updates for all three components—the
dynamical weights θ, the value weights ψ, and the approximate r̄—can be estimated using the same TD at
each step, namely
δDTD(x
′, x) = Vψ(x) + r(x, x
′) − r̄n − Vψ(x′), (94)
where the subscript DTD stands for ‘differential temporal difference’. The online algorithm 4 based on this
average construction, updating the two weights and the average at every transition, is stated below.
Removing the components related to the average in this algorithm will provide an online algorithm which
could easily be applied in the finite-horizon case.
As discussed in section 4.2, online algorithms introduce two issues. First, with the evolving weights, we
almost certainly are not sampling the current stationary state of the dynamics: however, if the dynamics
evolves slowly enough, the sampling is likely very similar, and certainly close enough to be confident of
convergence. Second, the samples we get are not uncorrelated, like we would ideally have in constructing an
empirical mean. For simple function approximations this is not an issue if correlations between samples
decay quickly enough, however, as mentioned in section 4.3, for more powerful function approximations
such as neural networks this can cause instability.
This algorithm, and the one discussed in the next section, can be extended in many of the ways
previously discussed in section 4. Further, it can be manipulated to an approximate form which more
closely matches the non AC algorithms of section 3. To see this, we consider modifying the algorithm to use
an n-step update with extremely large n: in this case, the value function can be removed, as its contribution
from the target n step state averages out over the stationary state to zero when n is sufficiently large. The
resulting algorithm is equivalent to a continuing version of algorithm 2. Further, the current state value is
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simply a baseline which can be removed, producing an algorithm equivalent to that used in [56], a
continuing version of algorithm 1. This provides an approximate, value-free algorithm for the continuing
case. Alternatively, the algorithm in [56] can be seen as making a finite time approximation to the problem
itself, using algorithm 1 of the previous section with an additional average reward baseline.
5.2. An approximate approach: discounting
The more traditional approach in RL for continuing problems gets round the issue of divergent returns by
discounting the contribution of rewards to the value of a state proportional to how long after the state the
reward was given. That is, the value of a state is defined as









which is convergent for a discount rate γ less than 1.
For these values to be correct, the discounting must be introduced in the original definition of the
problem: in this case, the interpretation of the discount is a probability of the system entering an absorbing
state in which it receives no more reward [110]. Sampling states correctly then takes us back to a finite
trajectory based approach, where we initialize according to some distribution, and end the trajectory at
some variable time with probability 1 − γ at each time step, causing infinite trajectories to be exponentially
suppressed.
While this may be an interesting problem in its own right, this is not the problem we are aiming to solve.
Instead, we introduce discounted values as an approximate approach to estimating the dynamical gradient
for the average return problem outlined in the previous section. This allows us to cease tracking the average
return, while often providing lower variance estimates for the gradient, at the expense of accuracy in the
final result.
For this approximate approach to produce reasonable accuracy of the final result, theoretical work in the
RL literature has suggested that the discount rate γ must be such that 1/(1 − γ)—the time-scale for the
average time between transitions to the absorbing state—is larger than the mixing time of the current
dynamics Pθ [110, 121, 124, 125].
To gain an intuition for why discounting works for large enough values, lets consider a slightly modified
definition of the differential values. Truncating our earlier definition up to a finite time, we use the return






























Pθ(xt , xt−1)r(xt , xt−1)
[
Pθ(xt−1|x0) − Pssθ (xt−1)
]
, (97)
where in the second line we have split the returns in to reach reward, summing over the possible paths up to
each pair, with Pθ(xt−1|x0) used to represent the probability of reaching xt−1 under Pθ by any path initiated
from x0. Introducing an importance sampling factor, we may then rewrite the value function in terms of a















While this equation requires no knowledge of the average return, it does require extremely detailed
knowledge of the probabilities of states conditioned on states multiple steps in the past, something not
easily accessible. However, this form makes it transparent that by negating the average return, we are
essentially decaying out the contribution of rewards received many steps in the future, in a fashion
reminiscent of discounting: since we assume ergodicity, as the time after valuation extends into the future
the conditional probability will converge to the stationary sate.
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To see this decay we use a spectral decomposition of an operator which describes the evolution of
probability distributions under the dynamics Pθ . Viewing Pθ(x|x ′) as the components of a transition matrix

















= δij, with eigenvalues λi satisfying 〈li|Wθ = λi〈li| and Wθ|ri〉 = λi|ri〉. The
stationary state satisfies Wθ|Pssθ 〉 = |Pssθ 〉, corresponding to an eigenvalue of 1, with associated left
eigenvector the ‘flat’ state 〈−| with value 1 for every component. It can further be shown that all eigenvalues
will satisfy |λi| < 1, since we are assuming the model is ergodic and thus has a single stationary state.
Given this spectrum, we may expand the time evolution of a given initial probability distribution as
|P(t)〉 = W tθ|P(0)〉 = |Pssθ 〉+
D∑
i=2
λti |ri〉 〈li|P(0)〉 , (102)
where D is the dimension of the state space. This allows us to rewrite the probabilities Pθ(xt−1|x0) in a
spectral expansion, by taking as our initial distribution |P(0)〉 = |x0〉 and projecting out the xt−1 component




Finally, substituting this into our alternative equation for the truncated values, we have










Recalling |λi| < 1 for i = 1, all terms in this sum decay as time increases, and thus later rewards contribute
less and less to the differential return. For later times this decaying contribution is dominated by the leading
eigenvalue of the master operator, the inverse of the relaxation time of the Markov chain, with the
denominator becoming the stationary distribution







This is suggestive of the form of return used when discounting, with some similarity between λ2 and the
discount γ: indeed, the mixing time, which 1/(1 − γ) must be less than for accuracy, is closely related to the
relaxation time of the dynamics given by 1/(1 − λ2).
Replacing all of the above probabilities with a general discounting factor is clearly an approximation of
the true differential values, and thus introduces a bias in the final results. However, it removes the need to
track the average return in order to estimate the TDs, which can itself introduce errors and bias into the
optimization. Discounting can also lower variance of the gradient estimate, as discounting reduces the
impact of stochasticity by giving less weight to the further future. As such, we now detail how to use
discounted values to guide the evolution of the dynamical weights.
To optimize an approximation for the discounted values, we note that the values of equation (95) satisfy











We thus follow the same semi-gradient approach as previously, using the gradient estimate









given by the discounted TD error
δγTD(x, x
′) = γVψ(x) + r(x, x
′) − Vψ(x′). (108)
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Algorithm 5. KL regularized discounted AC.
1: Inputs dynamical approximation Pθ(x, x ′), value approximation Vψ(x)
2: Parameters learning rates αθn , α
ψ
n ; total updates N, discount factor γ
3: Initialize choose initial weights θ and ψ, define iteration variable n, individual error δ
4: n ← 0
5: Repeat
6: Generate a transition from x ′ to x = {x, F(x, x ′)} according to the dynamics given by Pθ(x, x ′).
7: δ ← γVψ(x) + r(x, x ′) − Vψ(x ′)
8: θ ← θ + αθnδ∇θ ln Pθ(x|x′)
9: ψ ← ψ + αψn δ∇ψVψ(x ′)
10: n ← n + 1
11: Until n = N
To approximate the dynamical gradient, we use this TD as an approximation to the one appearing in
equation (89), arriving at





γVψ(x) + r(x, x
′) − Vψ(x′)
]
∇θ ln Pθ(x|x′). (109)
The resulting online algorithm 5, almost identical to the one for differential returns, is given below.
5.3. Infinite horizon example: random walker on a ring
As a simple example to demonstrate both these algorithms, we return to our particle hopping on a chain
example, making the chain periodic with length L, x ∈ 0, . . . , L − 1. The original dynamics we consider is
inspired by a model in reference [16, 56]. We take a dynamics given by a periodic potential, specifically
P(x + 1|x) = σ
(






where σ(y) = ey/(1 + ey) is the sigmoid function, and u, v are parameters of the dynamics. Our goal is to
study rare trajectories of the particles transition direction, with the sign of the bias s determining whether
we focus on trajectories where the direction moved is largely positive or negative. To achieve this we
introduce a soft condition by weighting transitions as
W(x, x′) =
{
e−s (x′ − 1) mod L = x
es otherwise
. (111)
For function approximations, we could choose a tabular approach as we did for the excursions, which
would work perfectly well in this simple scenario. To demonstrate a more sophisticated function
approximation, making the algorithms learn faster while requiring less data, here we instead choose to use a











for the same set of functions fi. The gradients of these approximations are closely related to the values of
this ‘feature vector’f , with











We train these approximations using both the differential and discounted forms of AC, annealing the bias s
across a range of values. By initiating the weights from those found training at nearby values of the bias, we
can potentially reduce the number of updates required to achieve good results.
Results are shown in figure 7, with the first row showing: (a) the time-averaged reward r̄θ ; (b) an





′|x)Pθ(x) ln Pθ(x′|x); (116)
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Figure 7. Fourier-expansion ring. Results for a ring of length L = 1000, with u = 0.15 and v = 0.3. In plots (a)–(c), the dark
(purple) lines are results produced using differential AC, while light (green) lines are for discounted AC with a discount of
γ = 0.999. Dotted grey lines show the values at s = 0. Plots (d)–(f) show results for the differential AC. (a) Time average of the
rewards received each transition, i.e. the SCGF for this observable, as a function of the bias. The dashed grey line indicates the
exact result calculated according to appendix C. (b) The entropy of the dynamics. (c) The time-average of the current, the
observable biased against. (d) The steady-state distribution of the learnt dynamics as a function of s. (e) The potential U(x)
defining the probability of going up, Pθ(x + 1|x), learnt for each s. (f) The value of each state found during training.







′|x)Pθ(x) ln W(x, x′), (117)
with exact results for the time-averaged reward calculated for comparison as described in appendix C. As
can be seen from plot figure 7(a), the differential AC provides results with a high degree of accuracy, while
the discounting appears to be inaccurate near transitions in the trajectory statistics. This is as expected: near
a transition, long-time correlations will become important to the statistics, and discounting puts a cap on
how much of the future is taken into account. Figure 7(d) shows the steady state-distribution across the
ring, with a region of localization occurring for values of positive bias which are not enough for the
optimized dynamics to overcome the constant force of the model. Despite the low entropy of the steady
state caused by this localization, this range of biases is in fact where the entropy of the dynamics is highest:
here, transitions are likely to occur either up or down, causing the localization. Outside this range the
majority of transitions are either up or down, depending on the sign of the bias. The potential defining the
probability of going up, the term inside the sigmoid of equation (112), is shown in figure 7(e), with 0
causing equal probability of up or down. Outside the range of biases resulting in localization, we find a clear
favour towards going in a direction prescribed by the bias, with the potential either taking significant
positive or negative values. Inside the localized range, the potential has an oscillatory structure, which we
note will only be accurate where the stationary state is non-negligible.
5.4. Connection to large deviation cumulant generating functions
The construction used in this section is closely related to the theory of LDs, as should be expected given
recent connections between the LDs of trajectories and optimal control theory [30, 31]. The optimal
dynamics for minimizing the time averaged KL divergence is in fact the dynamics resulting from the
generalised Doob transformation [30, 126]. Additionally, the long-time average of the log of the partition
function z of equation (80) is exactly the SCGF, the Legendre transform of which provides the probability
distribution of the observable whose rare events we are studying. Rearranging equation (82), we have
z = r̄θ + dKL(Pθ|PW ), (118)
which holds for any dynamics Pθ. While the KL divergence part of this equation is difficult to calculate, our
algorithms are designed to minimize this term, approaching zero at optimality. While optimizing we can
easily calculate r̄θ : indeed, this is already a part of the differential AC algorithm. Thus, these algorithms
provide direct access to the SCGF, and therefore the statistics of the rare events.
Minimizing the KL divergence is equivalent to maximizing the return, and since the KL divergence is
non-negative we may rewrite
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with the inequality saturable if the Doob dynamics is contained within the variational space spanned by θ













as seen in the LD literature discussing connections to optimal control [30, 31]. The time-averaged reward
estimated during training thus provides an efficient way of calculating at least a lower bound of the SCGF,
with powerful function approximations and extensive training allowing access to an accurate value without
needing to use any other form of statistical sampling. In cases where high degrees of accuracy are not
possible, the learnt dynamics can be combined with sampling techniques such as TPS or cloning to calculate
a better estimate.
6. Conclusions and outlook
In this work we have highlighted a general approach for developing numerical approaches to study
questions about statistical ensembles of trajectories, with a particular focus on ensembles consisting of rare
trajectories of some original dynamics. We have shown that gradient based optimization of a sampling
dynamics for these trajectory ensembles naturally maps onto a regularized form of RL, closely related to
maximum-entropy RL. We used this connection to pedagogically develop algorithms in a finite time setting,
a key ingredient being the extensive use of value functions, a first in the rare trajectory sampling literature.
Reviewing a range of modifications to learning algorithms and choices of function approximations found in
the RL literature, we saw just how many possibilities this connection makes available for the study of rare
trajectories. We then adapted the approach for time-homogeneous problems which have no unique time
and can be viewed as single unending trajectories, for the study of statistics of time-averaged observables,
and described how this connects to the theory of LDs for Markov processes and its relationship with
optimal control theory. This development was supplemented by two examples: generating random walker
excursions with the correct probabilities for the finite time case, and statistics of the time-averaged current
for a particle on a ring in the infinite time case.
There is a wide range of possible avenues for future research building on what we have presented here.
An obvious one is using these algorithms to tackle more sophisticated problems than the simple models we
used as illustration. For example, we may seek to apply the approach to study rare trajectories of
many-body systems such as spin lattices or molecular dynamics, where the state space grows exponentially
with the number of particles. In this situation, the algorithms are essentially unchanged: the difficulty
comes in making an appropriate choice of function approximation, such that it can efficiently encode the
dynamics. Analytical study of many problems can produce simple, physically inspired parameterizations of
the dynamics in such many body systems, see e.g. [36, 51, 127]. Where these physically inspired
approximations cease to be sufficient, or where it is difficult to gain such insight, we could instead resort to
neural networks. These have proven to be an incredibly versatile function approximations, with extreme
representative power. Their application to RL comes with a caveat, however: they are unstable with the
simpler algorithms we have presented. As discussed in section 4.3, to overcome these issues, training of
neural networks must therefore be conducted using modified algorithms. Further examples of the use of
neural networks in LDs can be found in [37, 128].
Many-body problems will bring with them a separate issue to overcome: how to achieve sufficiently
broad sampling of the state space, especially in models near phase transitions, where Markov chain
sampling can become trapped in subsets of the state space. The trapping could lead to over fitting of the
function approximation on the current area of the state space the Markov chain is sampling, forgetting the
dynamics in previously visited regions. This is a problem which may be addressed by running multiple
trajectories in parallel, or through the use of replay buffers to further sample previously visited regions of
the state space.
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Beyond applications, interesting generalizations and extensions include:
• Limited control. In certain situations it may be beneficial (or only possible) to make part of the
dynamics adaptive. For example, in a many-body system where each particle has separate degrees of
freedom such as a position and orientation, we may only control the orientational evolution while
leaving the position unchanged from the original dynamics. In this setup, the evolution of the
position takes on the role of an environment from the RL perspective, with the orientation under the
control of the agent. While this may limit the effectiveness of the resulting dynamics for sampling, it
could be much easier to optimize, requiring less parameters or having a more obvious choice of
function approximation.
• Non-Markovian original dynamics. As discussed earlier, the approach developed in this work can be
almost immediately extended to arbitrary non-Markovian original dynamics in the finite time case.








0 ) − Vψ(ωt0)
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where we have simply replaced the state and time with the full history of the trajectory, sampling with
a parameterized dynamics which is itself non-Markovian. While general, this is more likely to be
applicable with approximation in studying the statistics of problems where the original dynamics has
a limited amount of memory. An alternative use case is a side effect of using function approximations:
since some useful information may be lost in processing the state, the dynamics is effectively
non-Markovian. Making use of processed states, i.e. feature vectors, of a recent history of states may
thus improve the accuracy of the dynamics further. A similar modification can be made for the
infinite time case when the original dynamics has a limited range of non-Markovianity, or the
weighting depends on a short part of the history of previous states. A particularly powerful function
approximation to apply in such problems is that of recurrent neural networks.
• Non-Markovian weights. Rather than the original dynamics being non-Markovian, its possible that
the weights may be non-Markovian. That is, rather than taking the transition-local product structure




. Generically this will result
in a problem identical in structure to the one above in (121): even if the original dynamics remains
Markovian, the non-Markovian nature of the weights will necessitate a non-Markovian parameterized
dynamics to best sample the reweighted ensemble. However, many non-Markovian weights may only
require a subset of the information contained in the trajectories history.
For example, suppose we wish to consider the subset of random walks with a particular area A. To







There is no obvious way to split this weight up, but we can observe that the only information about




. As such, as a trajectory
evolves the only information we need keep track of is the area up to each time At, updating it after
each transition. It seems reasonable that the optimal dynamics to sample this ensemble may only be
conditional on only the current state, time, and the area up to that point in the trajectory: that is, it
should be sufficient to parameterize a conditional dynamics Pθ(xt+1|xt, t, At). This can in fact be
proven, and presents a particular case of what we call a generalized state: the necessary information,
in this case (xt, t, At) from the trajectories history to be able to exactly reproduce the reweighted
ensemble. In future work, we will further expand on the idea of generalized states, applying our
approach to more complex conditional problems.
• Fluctuating time ensembles. Rather than ending trajectories at a fixed time, we could end trajectories
according to some condition, for example, to study the statistics of rare first passages. Given that
variable length trajectories are the natural setting of RL, these algorithms will have natural adaptations
to sampling in these problems, with optimal sampling dynamics likely being time-independent.
• Continuous time Markov processes. Here for concreteness we presented our approach for
discrete-time dynamics, but it can easily be generalised to both continuous-time jump processes, to
diffusions, and to combinations of both. Indeed, there is already an extensive literature of work
covering continuous time versions of RL [129–133]. In fact, the continuous time version of our
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loss-functions have already been discussed in [30], where connections were made between LD theory
and control theory. Further to this, there has already been some adaptive algorithms of a similar
nature developed for sampling rare trajectories in the continuous time case. In particular, [56] uses an
algorithm which is an approximation to an ‘∞-step’ version of the differential AC algorithm
described above. This allows the removal of the value function, since for the current state it is a
baseline, and for the potential ‘∞-step’ states the value averages to zero over the stationary state.
Approximations result from truncating the partial return between these two times to a finite length.
Additionally, in [55] the KL divergence is used with the parameterized and weighted distributions
swapped around. Finally, a version of the LSTD algorithm [39, 134] applied to the non-linear Bellman
equation (77) [119] has recently been developed for LDs of diffusive systems [16]. Despite the above
developments, value functions and the many other techniques found in RL are not currently used for
the sampling of rare, continuous time trajectories.
• Use in TPS or cloning. If the function approximation is incapable of achieving a sufficient accuracy to
study the rare events (e.g. to directly estimate the SCGF using optimized trajectories) then TPS or
cloning could be used to fix the statistics, with convergence sped up by the optimized dynamics
[37, 56, 127].
Beyond these applications of RL-like techniques to statistical sampling, there is the obvious potential of
taking this connection in the other direction, to gain further understanding of RL itself through the use of
techniques and intuitions from the statistical physics perspective.
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Appendix A. Exact optimal sampling and random walk excursions
In this appendix we demonstrate how the optimal dynamics can be calculated exactly, either analytically or
numerically. This is done by propagating an iterative equation for a function of the state and time, which is
used to rescale the original transition probabilities. While in principle this can solve any problem, it can be
numerically unstable, and will not be applicable as presented to problems which are the target application
of the current line of research: systems for which the state space is too large for a single value to be
associated to every state. It is expected that these techniques can also be extended to generic function
approximation (see reference [16] for linear approximations in diffusion processes), however, it is likely less
stable than algorithms based on the KL divergence, due to multiplicative (rather than additive) nature of the




















we aim for a time dependent Markovian dynamics generating this ensemble. However, rather than









PW (xt |ωt−10 ). (A.2)
To do this, we use the definition of a conditional probability in terms of joint probability distributions:
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W(xT , xT−1, T)|xT−1
] , (A.5)
where we see that despite starting from joint probabilities over the whole history of the trajectory, the end























































t′=t+1 W(xt′ , xt′−1, t
′)|xt
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t′=t W(xt′ , xt′−1, t
′)|xt−1
] , (A.6)
where similarly to the final transition, the dependence on the past prior to the state before the transitions at








for all times. Finally, the










t′=0 W(xt′ , xt′−1, t
′)
] . (A.7)
These expectations represent the expected contribution to the weighting of the trajectories future given
the current state and time. The individual contributions to the expectation play a similar role to the returns
in our algorithms, however, now they have a product structure over the individual factors associated to each
transition, rather than a sum structure. Labelling these expectations as









with g(x, T) = 1 for all x, we have
PW
(




g(xt−1, t − 1)





for all t. The function g, related to a gauge transformation of the trajectory probabilities, can then be
efficiently calculated by iterating backwards, using
g(xt , t) = Ext+1∼P
[
W(xt+1, xt , t + 1)g(xt+1, t + 1)
]
. (A.10)
Excursions. We now demonstrate the above approach by calculating the transformation for the
conditioned random walk excursions case mentioned in section 2. This problem possesses a lightcone
structure inherited from the original random walker dynamics: since each transition can only go up or
down one, the position n steps in the future or past can only be n higher or lower than the present position.
Since we are targeting a dynamics which will entirely end in a single state, this lightcone structure means the
backwards iteration based on equation (A.10) will simplify significantly, allowing analytical solution.
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Figure A1. (Left) sketch of the backwards lightcone of points that can reach the target at (0, T). The direction of the backwards
lightcone coordinates are indicated by the m, n arrows. (Right) the set of g̃(3, 3) = 5 paths leading from the point m = 3, n = 3
(indicated by the red cross on the left) to the target.
for t < T − 1, with end condition g(x, T) = 1 for all x and
g(x, T − 1) = 1
2
(δ(x + 1) + δ(x − 1)) . (A.12)
This immediately implies that g(x, t) = 0 if x < −1 from the heaviside step function, and
g(−1, t) = 0.5g(0, t) on the positive–negative boundary. The lightcone structure, imposed by the delta
function at the final time, results in g(x, t) = 0 for x > T − t.
For the remaining components of the gauge transformation, those with 0  x  T − t which
correspond to the probability of the remainder of the trajectory being an excursion under the original
dynamics, we apply two transformations. First, we set g ′(x, t) = 2−tg(x, t), modifying the equations to
g′(x, t) = H(x + 1)g′(x + 1, t + 1) + H(x − 1)g ′(x − 1, t + 1), (A.13)
for t < T − 1, with end condition g(x, T) = 1 for all x and
g′(x, T − 1) = δ(x + 1) + δ(x − 1). (A.14)
Here g ′ is interpreted as measuring the number of paths leading from the current position to the target
without going below zero. Next, we perform a coordinate transformation to backward-lightcone adapted
coordinates (m, n), where m/n correspond to steps up/down going back in time (see figure A1), defined by
x = m − n and t = T − m − n. The gauge transformation in this coordinate system g̃ is then defined as
g̃(m, n) = g′(m − n, T − m − n): g̃ is intepreted as the number of ordered combinations of ups and downs
going backwards in time for which, given any subsequence starting from the end, there are always less or
equal downs than ups, i.e. x  0. In these coordinates, the function g̃ satisfies the following set of equations
(a) g̃(m, 0) = 1 for m  0,
(b) g̃(m, 1) = n for m  1,
(c) g̃(m + 1, n) = g̃(m + 1, n − 1) + g̃(m, n) for 1 < n < m + 1,
(d) g̃(m + 1, m + 1) = g̃(m + 1, m) for m  1,
which are precisely the equations defining Catalan’s triangle, solved by
g̃(m, n) =
(m + n)!(m − n + 1)
n!(m + 1)!
, (A.15)
as demonstrated in the right of figure A1. Reversing the transformations we find
g(x, t) = 2t g̃
(
T + x − t
2
,



















Finally, given this transformation, we can now calculate the transition probabilities for the optimal
sampling of random walk excursions, finding
PW
(




























(T − t + 1)! (x + 1)
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1 ∓ x + 1 ∓ 1
T − t + 1
)
. (A.18)
Appendix B. Maximum return estimation
When training the dynamics for optimal rare trajectory sampling, the most efficient way to evaluate the
current dynamics is by estimating the average return it produces. If this average increases over time, then
the model is being successfully trained. To this end, in situations where it is available, it is useful to have an
estimate for the maximum possible return over all possible transition matrices for precise evaluation of how
good the model is.
This upper bound on the return can be estimates numerically by using the gauge transformations
discussed in the appendix A. First, note that since the KL divergence must be greater than 0, equation (24)
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For the excursion example, this takes a particularly simple form: since the initial state distribution is






0 )  ln g(0, 0). (B.4)
As such, for the upper bounds in section 3.4 we simply need to estimate this component of the gauge
transformation by numerical back-propagation of the gauge.
Appendix C. Exact diagonalization for SCGF and optimal dynamics
In order to have an accurate result for evaluation of the infinite time algorithms, we use a common
technique from LD theory, turning the issue of finding the SCGF and optimal (Doob) sampling dynamics
into one of exact diagonalization. To this end, we first define the tilted master operator Ps with components
Ps(x
′|x) = P(x′|x)Ws(x, x′), (C.1)



















where |Pss〉 is the steady state distribution, and thus in the infinite time limit the SCGF is simply the log of
the leading eigenvalue of the matrix Ps.
Further to this, it is possible to calculate the optimal sampling dynamics by using this leading eigenvalue
and its corresponding left eigenvector, which we label ls with components ls(x). First, we scale the operator
so that its eigenvalues are at or below zero, Ps/eθ(s). Next, we need the action of the flat state on the left of
this matrix to result in zero for probability conservation: we therefore perform a basis transformation using
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with the new stationary state given by component wise multiplication of the left and right eigenvectors
Psss(x) = ls(x)rs(x). (C.4)
That this is optimal can be derived more precisely from an infinite time version of the gauge-transformation
related approach of appendices A and B.
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