ABSTRACT: In this paper we discuss the notion of a ' 'seeing'' system that uses vision to interact with its environment. The requirements on such a system depend on the tasks it is involved in and should be evaluated with these in mind. Here we consider the task of finding and recognizing objects in the real world. After a discussion of the needed functionalities and issues about the design we present an integrated real-time vision system capable of finding, attending and recognizing objects in real settings. The system is based on a dual set of cameras, a wide field set for attention and a foveal one for recognition. The continuously running attentional process uses topdown object characteristics in terms of hue and 3D size. Recognition is performed with objects of interest foveated and segmented from its background. We describe the system structure as well as the different components in detail and present experimental evaluations of its overall performance.
I. INTRODUCTION
Computer vision is sometimes defined as aiming at the development of systems that can ''see.'' There are different views of what that encompasses. One is that ''seeing'' systems are embodied and use vision in their interaction with the world. Hence, these systems perceive to act and act to perceive. In such a context, perception naturally includes recognition and classification of objects, structures, events and situations. The goal of the work presented here is to investigate what is required of such systems and how they can be realized. So far we have considered embodied systems capable of controlling their oculomotor system and their body movements and use that to perform visual recognition and classification of 3D objects. An underlying scenario could be a robot that can move around (and navigate) and pick up and put down objects. To accomplish such tasks, the system needs to understand the structure of the world as well as recognize the relevant types of objects. It also needs to be able to cope with a 3D world, where things can move and occlude each other.
In this study, we will discuss the issues involved in designing such a system. We will then present a realization of one that is able to locate, fixate on and recognize physical objects in everyday scenes. The problems of recognizing and categorizing objects are seemingly straightforward. However, in real life situations, it is far from obvious what constitute objects. In fact, this depends as much on the seeing agent and what it is doing as on the world itself. Even if the objects and classes of objects are given by design, as is the case in much of the research on recognition, several problems remain. In recent years, a number of sophisticated methods have been presented that give high performance both on single objects (Brunelli and Poggio, 1993; Murase and Nayar, 1995) and objects in real, cluttered scenes (Nelson and Selinger, 1998; Lowe, 1999; Fei-Fei et al., 2003; Leibe and Schiele, 2003) . These methods have a number of characteristics. First, several of them assume that the relevant objects subtend a considerable part of the visual field and often that they are centrally located in the image. Second, few methods use 3D information, even implicitly. There are some exceptions, however, based on either deformable meshes (Higuchi et al., 1993) or distributions of distances (Osada et al., 2001) . Third, several methods are based on statistical discrimination and it is rarely obvious what visual features and properties they pick up. Hence, it is not clear how they can be coupled to attentional mechanisms that seem necessary for vision in the real world (Tsotsos et al., 1995) . Finally, they generally require substantial amounts of data for learning and are tested on large image databases, rather than on objects viewed by an active observer of real scenes. Generally, these methods have been shown to give high performance and possibly recognition should be based on such techniques. However, it is our hypothesis that to be useful in real environments they have to be supported by a set of basic visual behaviors of attentional selection and figure ground segmentation.
When we humans enter a room or look at, say, a table from a few meters distance, we can locate objects of interest over our full visual field. We can then shift our gaze to fixate on them and in such a way obtain foveal resolution on features and parts of relevance. This process includes both attention and figure-ground segmentation and uses 2D appearance as well as 3D structure, e.g. what is far and what is near and what belongs together in 3D. In a sense these processes provide views and cues similar to those assumed by many existing recognition algorithms. The question we raise in this work is if we can design processes of a similar type and in that way obtain an artificial vision system capable of performing recognition in the real-world, and in a longer perspective form a basis for cognitive visual processing in real settings.
The proposed design is a system that sequentially attends to different objects, segments them from ground in a wide field of view, in particular using 3D cues from binocular disparities or motion, and then foveates and fixates them to get a view suitable for recognition. Technically, the system is implemented on a stereo head provided with two binocular camera pairs, a wide field pair for attention and a foveal one for recognition. We consider the case in which the head and the objects being studied remain static. It has been shown in earlier work (Bradshaw et al., 1994; Maki et al., 2000) that observer or object motion provide strong cues to figure-ground segmentation. However, in many applications, the objects to be recognized are in fact static and motion cues cannot be exploited. Thus, the scenario studied here is typically harder than if motion were present.
The emphasis of the study lies on the systems aspects and how to obtain a system that functions in the real world. Most techniques used are known from previous work. However, there are issues that only become apparent, if one tries to integrate different components to create a fully operational system running in a closed loop with reality. Robustness and continuous operation is then often preferable to accuracy, if one has to choose, as we will see later.
A. System Functionalities and Tasks. It is possible to determine a set of capabilities that a visual system of the type we have in mind needs to have, capabilities that are more or less independent on the tasks the system is supposed to perform. The system needs the ability to segregate physical objects from each other. Different parts of the visual field need to be grouped so that the extent and location of objects can be found. This is traditionally done by various image grouping and segmentation techniques. Here we rely heavily on 3D cues. Humans who seem to perform segmentation in the real world without effort obviously have access to such cues. In the presented system we especially use binocular information. To relate binocular information to distances a complication is that the camera system has to be calibrated in some sense. Since the system operates continuously, calibration should also be performed on-line. Another continuously on-going process that might benefit from 3D cues is attention. In order to extract the relevant information from the continuous flow of image data, attention can be used to highlight regions that stand out in relation to its surroundings. Motion is a particularly strong cue for attention. We have included motion in earlier work (Björkman, 2002) , but as mentioned above we are here considering static objects and therefore mainly use binocular stereo information. When an object is searched for, the attentional process may guide the camera system to analyze the most likely parts of the scene first. What is discriminant in search is related to the task at hand. At the same time, there is a need for a bottom-up system, independent on task and objects, so that salient patterns and unexpected events trigger the system and the observer can react accordingly. Without knowing exactly what to expect, the system needs to consider every possible cue. Strategies based on multiple cues become a necessity. The processes described are in turn based on a set of low level processes. These include control of the oculomotor system in terms of fixation and saccading and tracking of moving objects, and of course also a set of algorithms for extracting information from the images.
To summarize, our system has a set of basic visual processes, fixation and attention processes, and modules for object recognition and figure-ground segmentation. These processes work in parallel, at different time frames, and share information through asynchronous connections. The flow of information through the system is summarized in Figure 1 . It is implemented on a four-camera stereo head (Sharkey et al., 1993) shown in Figure 2 , that consist of two foveal cameras for recognition and pose estimation, and two wide field cameras for attention. The task we have considered here is to locate and recognize certain learned objects in cluttered real world scenes. Hence, attention is driven by requests for specific objects, which invoke cues characteristic to these objects. It could of course also be driven by other top-down requests, or bottom-up by scene properties and events. Given the attentional cues, the wide field cameras trigger the foveal cameras to fixate, possibly after a rapid gaze shift (these cameras are continuously striving to fixate on some point in the world). Ideally, fixation is shifted to and kept on one of the objects of interest, which then can be recognized, possibly after it has been segmented from its background. It is worth noting that, since fixation is kept on objects, the recognition module normally has some time to ''understand'' what specific object it is looking at. In the work reported here, we consider recognizing exemplars of 3D static objects. That is relevant in several applications of e.g. robotics and also makes the use of 3D information for attention crucial. There is nothing in the system architecture preventing us from dealing with classes of objects. However, our present learning and recognition mechanisms are not suited for this more generic case. In the coming sections, we give a description of the system components, followed by an account of some experiments on some intended tasks.
B. Design Issues. In the development of a system of the type described here a number of issues concerning its design need to be considered. In this section we will discuss these and also present some lessons that we have learned, that could be valuable insights for those interested in design of real-time vision systems.
As an overall principle our design has been guided by an emphasis on the final tasks the system should perform. Hence, we chose to develop it using a behavioral based framework, with multiple competing behaviors running in parallel. For each new behavior, the whole flow of information, from incoming images to task execution, is considered separately. The benefit of such an approach is that everything computed will also be used. Furthermore, each behavior has full control of the computed data and the lower-level system can be directly adapted according to the requirements from higher levels. This results in increased computational speed, since data can be used as soon as they are computed and it is easier to introduce parallelism in processing. There is in principle no need to store image data temporarily in-between computations. However, for some combinations of behaviors similar data can be reused, if this increases overall speed. Examples include binocular disparities and optical flow. The interpretation of these data may however be completely different.
For processing at the early levels, such a design deviates from the often proposed notion of a visual front-end, VFE (Burt, 1988; Lindeberg, 1993) . This notion is usually motivated as being a biologically plausible theoretical model. At the early levels, no task relevant information is available. Furthermore, visual systems, such as those in the primates, consist of multiple processes running in parallel and these processes use similar feature data. Thus, features can be extracted once and then reused by many different processes. As a unified framework, the VFE model provides an elegant theoretical basis for analyzing visual systems, as has been shown in the development of scale-space theory (Witkin, 1983; Koenderink, 1984) and in hardware implementations such as the one by Burt (Burt, 1988) . However, if biological plausibility is no design goal, computational needs should be our primary concern. With modern computers, the cost of reading and writing to memory often dominates the cost of computing the actual data. In practice, this means that it is often more efficient to recompute data, than reusing data that has temporarily been stored in a local memory. In computer vision, this has serious consequences, since it is more memory intensive, than applications that computers are designed for.* An aspect that should have a strong influence on the design of the system is how we can assess its performance. In our view this should be based on the end result. In our case this is its ability to locate and identify a learned set of objects in a real world scene, rather than measuring the performance of each individual component. There are often trade-offs to be made between robustness, speed and accuracy. It might well be that a combination of multiple processes performs better, than what the performance of each process studied in isolation would suggest. For example, dense disparity maps are often evaluated by measuring the fraction of true positives in the resulting data, even if false positives can be just as crucial when the disparities are used for figure-ground segmentation. As a more high level example we can consider the integration of recognition and attention. Recognition is often based on a onceand-for-all computed score of discrimination. However, if objects are detected within an attention-recognition loop, the recognition process might get a second chance when similar scene positions are visited multiple times through gaze shifts. As long as this does not increase search time much, multiple consecutive fixations can be used to increase robustness. In general we argue that, as long as the involved methods solve the tasks they are intended for, simplicity is preferable.
Evaluating an integrated system interacting with the environment can be difficult to do in practice, since all necessary components have to run at real-time speed. In our study, we thus made an initial implementation of a complete system and then improved those components that turned out to be less successful, once performance data of the whole system became available. During the development, each introduced method was tested using a constant flow of real-time data. Off-line experiments were only performed when methods had to be benchmarked against similar alternatives, using the same input data. In fact, since the development was done with the system running on-line, many problems related to lacking robustness could be identified at an early stage. The robustness turned out to the most challenging aspect of designing the system. This will become clearer when the components of the system are presented below. Many state-of-the-art methods had to be opted out for less accurate, but more robust, traditional ones.
C. Implementation. The components of the system were implemented using the CORBA framework (Vinoski, 1997) , with all components executed as separate modules and run in parallel. Communication of control commands and status information is done with interprocess function calls, while shared memories are used for transmission of dense feature data for maximum speed. Note that different parts of the system may well be working on different image frames. Thus when a high-level process queries a low-level one, the result might be associated to image data that is not yet available at the higher level. In some cases, synchronization of data becomes necessary, especially for processes that involve temporal variations, e.g. due to motion. The mutually exclusive components controlling the movements of the stereo head, fixation or saccades, are shown as boxes with dashed boundaries in Figure 1 . Fixation, which also includes tracking, is based on image data from foveal images only.
As mentioned earlier, the system is based on a tight coupling between image data and tasks rather than on a VFE. Nonetheless, some low-level feature data are extracted and stored within their own components, shown as grey rounded boxes in the graph. Collectively these represent a VFE, but they are not parametrized and only contain features at the finest scale. The raw data of the incoming images could also be added to such a VFE, since most involved processes use this data more or less directly. No blobs are extracted *As a concrete example we blurred a 320 3 256 image using a 1.2 GHz Athlon. Just by reordering the accesses to memory, without changing the number of arithmetic operations, the computational cost was reduced from 10.1 to 5.9 ms. By simultaneously accessing multiple pixels in memory, the cost could be reduced to less than a millisecond. Thus, more time was spent on transferring data back and forth, than on the actual computations.
at this early stage of processing, since the blobs used by the system relies on disparities and a top-down selection of scale. Integration and diffusion of data for large scale representations are done first within the higher-level components.
A wide range of methods for extraction and representation of low-level data have been implemented and tested. These involve for example eight different dense disparity methods and four methods for optical flow. Some of the methods perform computations locally, while others optimize globally and spread information to neighboring regions. From experiments performed so far, we have concluded that too much diffusion at an early stage of processing is the primary reason for figure-ground segmentation to fail. Inappropriate diffusion often leads to too early commitments to particular interpretations, without the ability to change at later stages. As a result more complex methods for disparities and optical flow, that typically rely on diffusion, rarely result in the improved performance one would assume. In-depth comparisons between alternative methods will be made in subsequent papers.
II. CAMERA SYSTEM
The two processes, attention and recognition, place different constraints on the design of the camera system. Whereas the attentional process works on a wide field of view, in order for events and objects to be reliably detected in the scene, recognition is preferably done foveated using as high a resolution as possible. Since realtime speed is necessary for the observer to successfully react to sudden changes in the environment, a high resolution across a wide field of view is hardly desirable, since it would be too costly in memory as well as speed. In technical systems, a number of solutions to these conflicting requirements has been suggested. Sandini and Tagliasco (Sandini and Tagliasco, 1980) proposed representing visual data in terms of log-polar images, modeling the human retina using custom made CCD chips. Another biologically inspired system was demonstrated by Kuniyoshi et al. (Kuniyoshi et al., 1995) . Their foveated wide angle lens elegantly combines a wide field of view with a high resolution fovea and was later applied for segmentation based on optical flow and stereo. Even if these systems have some obvious benefits, they are very difficult to apply for stereo matching outside the zero disparity range. The reliance on dedicated hardware further makes these systems less likely to be successfully reproduced.
Zoom lenses could be an alternative for the camera system presented here and have previously been successfully applied for foveated recognition (Ye and Tsotsos, 1999; Paulus et al., 2000; Green and Nelson, 2002) . However, if lenses have to be zoomed in and out between each saccade, visual search tasks can be too timeconsuming to be practically useful. Another more critical disadvantage is that the system would be less likely to notice changes in the scene, while an object is foveated and the system is operating under a reduced field of view. Instead of using zoom lenses, our stereo system relies on two pairs of cameras, similar to that of Cog at MIT (Scassellati, 1998) , a wide field camera set for attention and a foveal one for recognition. With such a configuration the attentional system can still be active, while an object is recognized or tracked using the foveal cameras. However, this also means that a transfer have to be made from the wide field cameras to the foveal ones, when an object has been detected and need to be recognized, requiring external calibration between all four cameras. Calibration would have been an issue also if zoom lenses were used, since radial distortion and the optical center can vary significantly as a function of the focal length (Willson and Shafer, 1993) . In a four camera setting, the focal lengths can be fixed, which is the case in our system.
A. On-Line Calibration. The four cameras in our system all need to be related to each other, i.e. they have to be externally calibrated and calibration needs to be continuously updated in time. The wide field cameras need to be calibrated, so that the depths of objects visible in the scene can be determined. The foveal cameras should also be calibrated so that they can be kept in fixation, with an object of interest located at zero disparity in the center of view. Finally, when a new fixation point has been found by the attentional process, which will be detailed in Section 3, the positions of this point have to be transfered from the wide field cameras to the foveal ones, so that further high-level processing can be done in the highresolution foveal view. All these required relations can be seen summarized in Figure 3 .
There are many possible ways of externally calibrating the cameras. A natural approach would be applying the quadrifocal tensor or possibly the trifocal tensor using triplets of cameras (Hartley and Zisserman, 2000) . However, since it is only possible to use points for which projections are known in all camera images, a sufficient number of points can be hard to guarantee for higher-order tensors, especially if the scene lacks texture. In fact, due to the narrow field of the foveal cameras, there might be situations when there is no single part of the scene simultaneously visible in all cameras. For example, new fixation points that have to be transfered are often seen only by the wide field cameras and are not at all visible in the foveal views until after the saccade.
In an effort to make the system as robust as possible, we only match features between pairs of cameras and relate the cameras using two-camera epipolar constraints. Through forward prediction, we overcome situations when there are too few features in one particular camera. This is done using Kalman filters. With the degrees of freedom made explicit, parameters can be filtered so that different expected variances are used for different parameters. The relative scale between two cameras is usually very stable, whereas the relative tilt often varies due to vibrations of the moving stereo head. Thus, we reuse information that has already been extracted, instead of calibrating the cameras as if no prior information exists. Of course, higher accuracy would be possible using higher-order tensors. However, as long as a process converges within a few updates, small errors are acceptable, if it means that the overall stability can be improved.
B. Affine Epipolar Constraint. In the following two subsections we provide the mathematical background for the fixation system. The same framework is used by other processes, such as the binocular tracking system and the wide field to foveal transfers. These processes all rely on the affine epipolar constraint, that describe the relation between two affine cameras, such as the left and right foveal cameras in our system. Affine geometry is feasible since the field of view is small and the relative distances between objects in the scene are small in relation to the average distance. The constraint is given by x r > Fx l ¼ 0, where
is the affine fundamental matrix and,
> are the left and right projections of a point X ¼ (x, y, z, 1) > in 3D space. The epipoles, the points for which F A e l ¼ 0 and F A > e r ¼ 0, lie at infinity and are given by e l ¼ (a 2 , Àa 1 , 0)
> and e r ¼ (Àa 4 , a 3 , 0)
> . The parameters of the affine fundamental matrix are estimated using corner features, that are extracted using Harris' corner extractor (Harris and Stephens, 1988) and matched between images using normalized cross-correlation. We find a solution that minimizes the squared projection error
where
) encapsulates the coordinates of two matched featur s at (x l i , y l i , 1) and (x r i , y r i , 1), and a ¼ (a 1 , a 2 , a 3 , a 4 ). With the mean x subtracted from x i , that is x i 0 ¼ x i À x, the objective function can be made independent on a 5 . The least square solutionâ is then given as the least eigenvector, i.e. the eigenvector that corresponds to the smallest eigenvalue, of
In practice, the affine fundamental matrix has to be estimated robustly, since the data set typically contains mismatches that might severely affect the quality of the estimate. In the presented system a combination of RANSAC (Fischler and Bolles, 1981) and M-estimator (Huber, 1981 ) is applied to reduce the effect of these mismatches. Minimum sets of features pairs are randomly generated and for each set an estimate is determined. The estimates are evaluated by counting the number of pairs, among all features pairs, that have an error lower than a predefined threshold. The five best estimates are then used to initiate a Cauchy M-estimator, that has error and weight functions given by
where the error is e ¼ (a > x þ a 5 )/|a|. The parameter t is set to about 2, which in our application is liberal enough for most iterations to converge, but still low enough for mismatches to have marginal impact.
The solution with the lowest sum of errors, measured using /(e), is then used as the final result. Since the fixation process runs continuously and the change in geometry can be expected to be small between updates, the result from the previous update is added as a sixth estimate used for M-estimator initialization, together with the five available through RANSAC. In situations when feature matches are sparse, this last estimate usually leads to the best result. When the matches are fewer than six, the previous result is used directly without being updated. This means that the process may continue even during a saccade, which is advantageous since it might be hard to determine exactly when the saccade begins and ends.
C. Affine Reconstruction. To determine whether the vergence angles should be changed from one update to the next, we reconstruct the 3D points around the region of interest. Thus, the left and right projection matrices have to be determined. However, with affine geometry all epipolar lines are parallel. This means that there is an ambiguity, known as the bas-relief ambiguity (Belhumeur et al., 1997) , between translations parallel to the image plane and rotations around an axis perpendicular to this translation. If the depths to be estimated are updated accordingly, one cannot distinguish between a change in vergence angle from a translation along the baseline. However, since we only need to know in depths in relation to the fixation point, we can impose some constraints to resolve the situation.
With cameras assumed to be intrinsically calibrated, we use a para-perspective camera model (Aloimonos, 1990; Shapiro et al., 1995) . Such a model involves two consecutive projections, an orthographic projection from the scene to a plane and a perspective one from this plane to the camera plane. Our model is constrained in that the camera planes are supposed to be parallel, even if the (orthographic) projective directions are different between cameras. Furthermore, the origin in 3D space is defined by the fixation point, i.e. the optical axes intersect at X ¼ (0, 0, 0, 1) > , which will be used as a reference. In practice, the optical axes rarely intersect perfectly and a small translation will be added as shown below.
The properties of the affine fundamental matrix are easier understood if it is subdivided into F A ¼ R r > ZTR 1 , where
represent scalings and rotations around the optical axes. The matrix T is a translation along the y-axis and Z the fundamental matrix of a camera pair with epipolar lines parallel to the scanlines;
If we transform the two projections according tox 1 ¼ TR 1 x 1 and x r ¼ R r x r , the new images will be rectified, i.e.x r > Zx 1 ¼ 0 is satisfied. From the factors of F A it is possible to derive two canonical projections of the left and right cameras;
Here r 1 and r 2 are the first two columns of R r À1 R 1 and represent the relative scales and image rotations, t ¼ (0, t y , 1)
> is a translation along the y-axis and the normalized left epipolar linesê 1 ¼ e 1 /|e 1 |.
With the x-wise translation set to zero, the fixation point is defined as the origin. A non-zero t y ¼ Àa 5 /a 2 indicates that there is no perfect intersection of the optical axes. Since F A is only defined up to a scale, it has four degrees of freedom. In terms of the projection matrices, these are given by the directions of the epipolar lines in each camera, a relative scale and a relative translation along the y-axis. From the projection matrices, the 3D coordinates of matched corner features can be determined as X ¼ (x r , y r , k, 1) > , where the disparity is given by
This is the disparity relative to the fixation point. Hence, if the majority of object points have positive k values, the vergence angle has to increase in order to make sure that the object stays in fixation. For the other processes, similar reference points will be defined, but the framework itself looks the same. Note that the homography (r 1 |r 2 |t) is a RST (rotation, scale, translation) transformation without skew. Thus, the 3D plane invariant to this transformation lies at zero disparity and all disparities are parallel to e 1 .
D. Wide Field to Foveal Transfers. When an object of interest has been found in the two wide field cameras, a saccade is triggered so that the object is placed in fixation centered in the foveal cameras. Thus a transfer has to be made from the wide field to the foveal camera sets. Affine transfers have been studied elsewhere in the context of monocular tracking (Fairley et al., 1998) . Given that the pair-wise relations are known between three images, the position of a point seen in two of the images can be determined in the third. This is similar to our case. If the geometries between the wide field cameras and between wide field and foveal cameras are known, a point in the wide field camera images can be transfered to their foveal counterparts.
However, since the ratio of focal lengths of the foveal and wide field cameras is large, in our case 28/6, only large scale features in the foveal cameras may be used for matching between cameras. This means that the number of features that can be matched will be low. Another complication is that the new fixation point might be outside the foveal view and only seen by the wide field cameras. In such a case, no feature matches can be made using points that are actually located on the object of interest. Worse yet, the foveal cameras might be in a direction where there are no features at all. Thus one cannot expect that any relations involving the foveal cameras can be determined at a given point in time. This is one important reasons why our system always tries to fixate onto some physical object located in the scene.
Fortunately, the relation between a foveal camera and its wide field counterpart is quite stable and one can assume only slight changes between two saccades. The two cameras are oriented in approximately the same direction with a small baseline b, which in our case is about 3 cm. Thus an affine framework, similar to the one in subsection C of section 2 can be applied, resulting in a set of foveal to wide field disparities k, given by Eq. (7). From these the corresponding depths can be approximated as
where k bias is some unknown bias. The bias is unknown, since the geometry is affine. However, the depths should correspond to those given by a reconstruction using the wide field cameras and projective geometry, as will be described in subsection F of Section 2. Thus in order to determine k bias only one reliable match between all three cameras is needed. In practice we calculate the bias for all possible points and use the median. In our system we continuously update the affine relations between the foveal and wide field cameras and recompute the disparity bias accordingly. The parameters are processed through a Kalman filter. Previously determined parameters are kept unchanged during frames in which too features are available. Given the depth of a new fixation point, which might well be outside the foveal field, a saccade is initiated such that the point is placed in the wide field camera points that correspond to the foveal centers. Even if the camera system typically arrives close to the intended fixation point, the large difference in focal lengths tend to enlarge errors during transfer. This is why the fixation process, detailed below, has to assume that errors initially can be as large as 10 pixels in the foveal view.
E. Fixation and Tracking. Between saccades the two foveal cameras are kept in fixation on some physical point in the scene. There are a number of reasons why this is essential. First of all, since the foveal fields are narrow, one has to make sure that the left and right visual fields overlap. Otherwise, no binocular information can be derived from the foveal camera set. When the system fixates on a particular region of interest, the largest possible overlap around the region is obtained. Furthermore, it can be shown that some cues, like shape and motion, are easier to derive in fixation (Daniilidis and Thomas, 1996) . With the fixation point used as a reference and the remaining points related to this reference, the problems are often of lower complexity and thus easier to solve. Hence, the amount of information related to the interest region, and the quality of this information, is likely to be as high as possible when the region is at fixation.
Few research groups have in fact presented studies on the problem of going from saccade to fixation, even if examples do exist (Bradshaw et al., 1994) . In our system the fixation process runs continuously, which is particularly important right after a saccade. It is hard to know exactly when a saccade begins and ends, and if fixation does not start early enough, a moving target might be missed. Thus fixation continues even during saccades, but results are disregarded, if the results turn out to be unreliable. This occurs when the features matched between the foveal images are too few or the estimated epipolar geometry is unreasonable.
As the cameras move to a new fixation point, after a region of interest has been found in the foveal cameras, the fixation process is immediately activated, as soon as enough features can be extracted. Using Eq. (7) the disparities relative to the fixation point are measured for each point. If the saccade was performed successfully, the object should be located close to zero disparity. However, due to errors in the transfer of image positions, it may be slightly incorrect.
To correct this, we use a mean shift algorithm (Comaniciu et al., 2000) . If the observed object is properly textured, it will be represented by some cloud of feature points
space with dimensions given by image coordinates and disparities.
Mean shift is applied to find the point of highest local density within this cloud. This is done by successively calculating the weighted mean position x kþ1 , with weights that depend on some
For this purpose, we use a Gaussian kernel gðkx i À x k kÞ ¼ expðÀk xiÀxk h k 2 Þ. The iterations starts at the fixation point, i.e. in the center of the images at zero disparity. Even if the method is very simple, convergence can be guaranteed. However, the expected size of the cloud has to be known in order to determine the parameter h. In our system an attentional process, which will be detailed in Section 3, uses the sizes of requested objects to determine candidate fixation points. The same sizes are used here for the kernel g(kx i À x k k). Since the distance to the object is approximately known by the foveal camera set, the expected disparity range can be computed and a metric in (x,y,k) space be defined. Since the fixation is updated at a rate of 6 Hz, the number of Mean Shift iterations per frame is relatively small, when the platform is standing still. Once convergence is reached and a final mean position x c ¼ (x c , y c , k c ) is found, the vergence angle of the stereo head is immediately updated according to k c , such that the mean position is placed at zero disparity. Convergence is measured as the difference between two consecutive updates. Typically, kernels for mean shift are truncated, so that very distant points do not affect the estimated mean position. We do not use such a truncation, but accept every feature point. This way the cameras will eventually fixate on some object in the scene, even if a saccade went completely wrong and no object could be found near zero disparity. Similar unexpected behaviors may occur when the fixated object is not the object that was previously requested and the predicted size has been set to a value that does not correspond to the objects actually observed. In such a situation, the cameras may wander from the initial fixation point, until a density peak based on the selected size has been found. In some cases two small objects might be regarded as a single larger one and the cameras fixate on a point in-between the objects. If the correct object has been found, however, this rarely happens. The wandering behavior may in fact lead to the correct requested object being found within some second, even if the saccade was originally initialized to a nearby, but incorrect, position.
The above mentioned strategy may be used for tracking, not just for fixation, if the gaze is shifted such that (x c , y c ) is placed in the center of view. The observed object can thus be tracked as the platform or the object move in the environment. Note that tracking takes place without features being matched in time. Features only have to matched between the left and right foveal cameras. However, situations may occur when a nearby textured object, such as the table cloth on which the object is placed, confuses the tracker and the fixation jumps from one object to another. Furthermore, since features tend to be sporadic, the mean position often varies considerably from frame to frame depending on the distribution. Nonetheless, the fixation process rarely fails completely, even if the features are few. This has lead us to a solution based on a combination with the affine tracker of Fairley et al. (Fairley et al., 1998) , which becomes active if enough features are available.
In subsection C of Section 2, we described how features were affinely reconstructed using Eq. (7), which yields a set of 3D features X ¼ (x r , y r , k, 1) based on the foveal cameras. By matching features in the right camera from the current frame to the next and using the reconstructed point, a new projection matrix P n can be determined. The last column of this matrix now represents the previous fixation point in the next frame. We control the gaze direction with a PI controller, such that the fixation point is kept in the center of view. Every fourth image of a sequence demonstrating the behavior is shown in Figure 4 . The left and right camera images are blended, so that the area in fixation is clearly visible. With the tracker being feature based, translations from frame to frame can be quite significant. In our example the tracked package moves at a speed of about 80 pixels per update at the end of the sequence.
To handle scenes as cluttered as the one in Figure 4 , we introduced an important modification to the original implementation, so as to utilize the full potential of a binocular setting. When determining the projection P n we apply weights to the feature points based on the proximity to the fixation point, again using the kernel g(kx i À x c k). As a result, the tracker will not be as easily confused by objects in the immediate neighborhood. With a metric based on distances in 3D, this is especially true for objects that are well separated in depth, but less so in image space. However, if an occluder is too close and covers a considerable part of the tracked object, too few features may be extracted from the tracked object to counterbalance those of the occluder. This may lead to the behavior in Figure 5 . Here the fixation temporarily switches to the occluder, but returns as soon as the background is revealed behind it. Fortunately, the delay of the PI controller results in the object to be tracked never being completely lost.
F. Wide Field Calibration. For the wide field cameras, an affine model does not suffice and a projective model has to be used instead. Even if the focal length were somewhat larger so that an affine model could be used instead, a projective model is necessary for the system to relate measured disparities to actual metric depths. An affine model does not provide such information. In fact, everything the system knows about metric distances and sizes is given by the wide field camera set in one way or the other.
The wide field cameras are calibrated as follows. First of all, the intrinsic parameters are assumed to be known, i.e. the focal lengths, aspect ratios and projection centers are given and kept unchanged. Then instead of using the essential matrix (LonguetHiggins, 1981) , which is typically used for external camera calibration, we use an optical flow model (Longuet-Higgins, 1980) . This model originates from studies of motion fields and has shown to be more robust to image noise (Björkman and Eklundh, 2002) . It degrades more gracefully in cases of poor distributions of image features. This is important since a perfectly parallel system represents a degenerate camera configuration and for short baselines, as in our system, the cameras are in fact close to parallel. Thus great care has to be taken in situations when image data are insufficient for robust optimization. A wider baseline is hardly a solution, since the matching problem gets too complicated when the disparity range increases.
For a set of extracted corner features, the disparities (dx, dy) are measured. The external parameters are then determined from the model
Here the translation (t x , t z ) corresponds to the baseline measured in the left camera frame, while (r x , r y , r z ) represent the relative tilt, Vol. 16, 189-208 (2007) vergence angle and relative rotation around the optical axes. In order for the optical fields to overlap, r x and r z are kept close to zero by the physical constraints of the head. The optimization is proceeded by gradually increasing the number of free variables to be estimated. Since the depths and the translation are interrelated, we simply set t x to one. Initially, r x and r z are assumed to be zero. The reason for not simultaneously estimating all parameters is that more unknown parameters tend to make the system much more sensitive to noise. By excluding some parameters in the beginning, we are less likely to fall into an incorrect local minimum along the way or simply diverge completely. Unfortunately, unlike the essential matrix, the unknown depths Z have not been eliminated and are still present in Eq. (10). Thus we have to apply an iterative procedure that alternates between finding these depths and the geometric parameters. A more detailed description of this procedure can be found in (Björkman and Eklundh, 2002) . In the last stages of the optimization, we include all parameters, so that r x and r z finally can be determined. Since the length of the baseline |(t x , t z )| is known, in our system it is about 16 cm, the depths can finally be determined in metric space. For the attentional process presented in the next section, these depths will become essential.
III. ATTENTION BASED ON SIZE AND HUE
To derive qualified hypotheses of where a particular requested object might be located in the scene, the presented system contains an attentional process that uses top-down information specifying the object of interest. The aim is to direct gaze towards the most discriminant hypotheses given a task, such that recognition can be performed with hypotheses foveated in the center of view. Thus a wide field for object localization can be combined with a high resolution, which is necessary for objects to be effectively recognized. Two cues were chosen for this process, 3D size and hue. These cues are object specific and relatively insensitive to changes in viewing conditions.
Each object model, in our database of known objects, consists of a hue histogram and a rough estimate of the size in 3D. The size is represented by a single value, even if some objects are in fact elongated. The approach presented below is essentially a 3D blob detector, where blobs of matching size and hue are given larger significance. Moderate deviations from the assumption often leads to the objects being correctly found, even of their corresponding hypotheses are less discriminant. The approach is somewhat similar to that of Frintrop et al. (2004) , in that blobs are detected in 3D. Their system is, however, based on a laser scanner, rather than on stereo vision. In the presentation here, we look only at top-down cues for attention, but there is nothing that prevents the framework from being extended to include also bottom-up cues, similar to the work of Itti et al. (1998) Our system currently includes a motion based bottom-up cue. However, due to the lack of space, it will not be covered in this study. From binocular disparities and egomotion estimated from tracked features, images are warped in time, so that objects of independent motion are indicated, even when the camera head itself is in motion. More on this part of the system can be found in Björkman (2002) . To our knowledge, 3D size has never been used as a cue to attention in a real-time computational system, even if many other cues based on binocular information have.
A. Hue Saliency. The attentional process relies on hue saliencies that are determined in relation to some given object model. Each such object model contains a 128 bin histogram of color hues. Each bin is identified by a 7-bit hue index, which are computed directly from the U and V channels of the YUV color signal available from the image grabbers. Given a particular pixel (y, u, v) the corresponding hue index is determined from the octant of the U-V plane in which the color resides. This yields the upper 3 bits of the index. The octant is found by analyzing the signs and magnitudes of u and v. The remaining 4 bits are given by the quotient of the minimum and maximum magnitudes. With so few bits a division can easily be implemented using shifts and subtracts which makes the procedure suitable for hardware implementation. The image in Figure 6 shows the U-V plane divided into 64 similar bins. Note that even if the sector angles vary from bin to bin, all sectors have the same area in the U-V plane.
For each image point a hue histogram {h i } is created in a local neighborhood around the point. In our implementation we use w 3 w pixel windows. The hue saliency S is then defined as the normalized cross-correlation of this histogram and that of the requested object model {m i }, that is
Here the model histogram has already been normalized, while the local histogram is normalized by the denominator. If we let i(p) be the hue index of pixel p, we may write the saliency as a sum over image pixels, instead of over histogram bins,
In a naive implementation, the total complexity is O(nw 2 ), where n is the number of pixels. In our system, we use a more efficient approach based on rotation sums, which has a complexity of O(nw). The approach keeps track of the local statistics as sequences of windows are matched to the object model. This is done by updating the nominator N and denominator D of Eq. (12), according to the following rules:
as a new pixel p is added to the local neighborhood and 
when it is removed. As a window is swept from left to right w points are added on the right side, while w are removed on the left. Thus we only apply rotating sums along one dimension, the x-direction. The reason is because if rotating sums were used also in the y-direction, the local statistics, {h i }, would have to be stored and copied for each new visited pixel. This usually costs more than summing up over w scanlines. To further improve the complexity to O(n), by applying rotating sums in two dimensions, we have to sacrifice the normalization. Then we can ignore the denominator and use only the first row of each set of rules. However, from experiments we have concluded that this is too great a simplification for our application. We thus accept that the computational cost varies linearly to the width of the local windows. Two examples of hue saliency maps generated for the scene to the left in Figure 7 can be seen in Figure 8 . The examples involve searches for an orange package and a blue box respectively. The requested objects are clearly highlighted in both cases. Since two similar orange packages are in fact available, two areas are indicated in the first case. The blue box is somewhat confused with the blue sofa in the background, but it is still the most discriminant object in the scene. An obvious weakness is that the results depend on the choice of w, the width of the local windows. Ideally, the width should correspond to expected projected size of the object, but since the distance to the object is unknown, so is the projected size.
B. Integration of 3D Size. With objects specified in terms of rough 3D size, hypotheses are extracted from the hue saliency map, using a dense disparity map computed using correlations and Sums of Absolute Differences (Konolige, 1997 ). An example of such a map can be seen to the right in Figure 7 . To increase in density the results are processed by a series of morphological filters.
However, before disparities can be computed, the left and right wide field images need to be rectified. This is done using the calibration data extracted as explained in Subsection F of Section 2. The reason for choosing this simple, but fast, stereo matching method is primarily the requirement of high speed. If the attentional process is too slow, the system will become unable to properly react to moving objects in the scene. Even if alternatives are possible, like Stable Matching (Sara, 1999) , few methods lead to any significantly improved results.
Each disparity value corresponds to a particular distance from the cameras to a point located in the 3D scene. Objects hypotheses can thus be found by slicing up the disparity map into ranges equivalent to the size of the requested object. This results in a series of masks, one mask for each hypothetical depth. These masks are then weighted by the hue saliency map, such as the examples given in Figure 9 . To prevent objects from being split between different masks, the depth slices are three times overlapped. Typically, the system is tuned so that only ranges between 0.8 and 3.0 m are considered. The robotic platform is thus forced to move around in order to find objects beyond these limits. Since each mask involves points located at a known distance and the expected size of the requested object is given in 3D, the corresponding sizes in 2D can easily be computed. The final object hypothesis positions are found as peaks of a 2D blob detector, implemented using Differences of Gaussians (DoG) (Marr and Hildreth, 1980) , applied to the weighted masks. The sizes of the DoG filters are set to that of the projected sizes, which are different for different depth slices. The result is a number of hypothesis peaks at regions of matching hue and 3D size, as exemplified by the crosses in Figure 10 . From these peaks the most salient is selected as the next fixation point.
IV. FOVEATED SEGMENTATION
With the object of interest fixated in the center of the foveal images, the object can be recognized. Depending on the size and distance to the object, however, it might still only cover a fraction of the image. Many recognition methods, especially those based on dense statistics collected in histograms, perform considerably better, if the object is segmented from the background and surrounding objects. In this section, we look at the problem of segmentation from binocular disparities, with the aim of improving recognition and other operations, such as for example pose estimation.
A. Dense Disparities. Naively one might think that segmentation using any state-of-the-art disparity method is easy. Unfortunately, it is not necessarily so. First of all, with a narrow field of view, such as for the foveal cameras in this study, the number of possible disparities can be very large. The two image pairs in Figure 11 show examples of images obtained using our proposed system. With a focal length of 28 mm and a shortest expected distance of 0.8 m, the range of possible disparities is equivalent to 770 pixels, i.e. wider than the image itself. This means that a pixel in the left image can be matched to any pixel in the right image, as long as it is along the corresponding epipolar line.
Furthermore, computed disparities can only be trusted for image regions that contain a sufficient amount of texture. Without texture no method can determine the disparity, only the most likely disparity based on data from nearby image regions. Imagine two separate objects located on the same distance with a texture-less background in-between. Typically, this region will be assumed to belong to the foreground, making it impossible to segregate the two objects without any additional cue. Measured in pixels such texture-less regions can in fact be very wide when the resolution is high. The disparity maps shown in Figure 12 illustrate results one might expect using a couple of state-of-the-art methods on the stereo pairs in Figure 11 . The methods used were based on belief propagation (Sun et al., 2002) , cooperative stereo (Zitnick and Kanade, 2000) and graphcuts (Kolmogorov and Zabih, 2001) . Since the total range of disparities is too wide, stereo matching was constrained to a range of about 48 pixels around the object of interest. This is feasible, since due to our fixation process the object is in fixation centered at zero disparity. Here darker areas in the disparity maps are regions located closer to the camera set, while white areas indicate regions for which no reliable disparity could be found.
Even if the nature of these methods vary considerably and the methods represent different families of disparity methods, they all have some things in common. They all try to prevent erratic changes in disparities due to noise in texture-less areas by imposing some kind of smoothing constraint (Horn and Schunck, 1981) . Information is spread so that highly textured regions have more influence on the resulting disparities, than less textured ones. With belief propagation this is done using a proper choice of conditional probabilities for disparities at neighboring image points. Cooperative stereo uses an excitatory process within local neighborhoods in position and disparity. With graph-cuts a positive cost is assigned to interpretations where two neighbors have different disparities. In this respect, the only major difference is that with the last method, discontinuities are penalized independently of the disparity gradients, as long as it is none-zero. Thus the results typically consists of more extensive regions of uniform disparity, than with the first two methods, where moderate changes in disparities are tolerated.
All three methods were designed for situations in which all disparities are considered, not just a small range around zero disparity, such as the case here. In effect different disparity hypotheses are competing against each-others, until the most likely interpretation wins. If only a fraction of all hypotheses participate, the considered ones are more likely to win, while disparities outside the range never win. Thus it is very difficult to prevent false disparities from being assigned to regions, where the true disparity is in fact outside the range considered. This can seen in the images of Figure 12 , where large numbers of false positives are scattered in the areas infront of and behind the objects of interest. Even if 48 pixels is a wide range in relation to typical benchmark examples (Scharstein and Szeliski, 2002) , it is equivalent to a depth range of only about 15 cm in our case.
For neither the three methods is there any direct local confidence measure for safe identification of false positives. Since optimization is done globally, simply ignoring a particular image point is Vol. 16, 189-208 (2007) difficult, without explicitly modeling disparities outside the considered range. However, if we can accept a somewhat sparser disparity map, and in the end a fragmented segmentation, we may disregard less reliable points by post-processing the computed dense maps. This was the case for the white areas in Figure 12 . With the first two methods, a particular point can be disregarded if the posterior probability (or strength) of its corresponding disparity is not large enough in relation to the alternatives. With graph-cuts a point may be labeled as occluded, if an occlusion turns out to be more likely than any of the considered disparities. Since no disparities are available for these points, they have to be disregarded. Even if the thresholds used for the first two methods were set relatively high, large numbers of false positives still exist. With even more conservative thresholds, an increasing number of points at the object of interest would be disregarded as well. Furthermore, depending on texture and contrast, the optimal thresholds vary significantly from scene to scene. Thus we decided to use an alternative approach, that does not rely on disparities computed using global optimization.
B. Generalized Zero Disparity. Let us go back to the original segmentation problem. What we are really interested in is segregating a foreground object from its background. The precise disparities are less important, which means that in theory we only need to consider two different hypotheses; does an image point belong to the foreground (FG) or background (BG)? In this section, we try to find a maximum a posteriori (MAP) solution to the segmentation problem by first determining a prior for each image point and then modeling the interaction of nearby points. Since the expected projective size of the object is given as a result of the attentional process, the approximate length of the discontinuity boundaries can be determined. Thus the conditional probabilities are relatively easy to model. In previous subsection, there were at least one hypotheses per disparity value and the conditional probabilities depend on the expected disparity gradients within objects, as well as between objects.
The priors used in our framework are based on the result of an initial local disparity method. Disparities are calculated for each point p, such that the priors X p reflect a segmentation where conditionals have not yet been taken into consideration. This is done using simple area correlation and Sums of Absolute Differences (Konolige, 1997) . The two images in Figure 13 show some results from this method. From these results each point is given a label L p , that can be either textureless TL, mismatch MM or any disparity d k within the range of considered disparities. An image point is labeled textureless, if the variance of the local area is not sufficiently high. A mismatch is indicated by a failure in the left-right consistency check performed following the correlations. The remaining points get a label corresponding to the disparity value of highest correlation between the left and right images.
From these labels the foreground probabilities, Pr(X p ¼ FG | L p ), are computed using Bayes' rule and the expected distributions of mismatches and textureless regions. The prior foreground probability Pr(FG) is determined from the expected projected size of the requested object. For the background, we assume the disparity values to be uniformly distributed over the whole range considered. The same is assumed for foreground points, but only within a range equivalent to the size of the requested object as given by the attentional process. Since the considered range is significantly narrower than the full range, most mismatches can be expected in the background. We further expect that textureless areas are somewhat more common in the background, than in the foreground. For the results in this paper we use the following expected frequencies:
These values might seem artificial, but without any additional information it is hard to derive any better estimates. However, through a series of runs with different combinations of frequencies, we concluded that the exact values are less important, than the relative differences between foreground and background frequencies. As an example, if Pr(FG) ¼ 0.4 based on the expected size, a point labeled as textureless will belong to the foreground with a probability of 35%. If it was labelled as mismatch, the same probability would have been only 14%.
C. Global Optimization. Since we only have two different hypotheses, it is particularly easy to determine the MAP solution. Belief propagation and graph cuts are two possible methods to find the globally optimal foreground or background labeling of all image points. In our system we use the latter. Each image point can be represented by a node, that has one link to a source and another one to a drain. By taking the logarithm of the whole MAP problem
we turn a product of probabilities into a sum of capacities
where each capacity can by associated with a link in the network graph. The capacities c p of the source and drain links are determined by the priors. Neighboring nodes are further linked with capacities c (p,q) reflecting the likelihood that two neighbors belong to different hypotheses. Typically these likelihoods are estimated from similarities between neighboring points, measured in either intensity or color. This is reasonable, since depth discontinuities often coincide with high contrast edges. Instead of assigning a hypothesis to each image point, we use patches of image points and assign the same hypothesis to all points within the same patch. This means that we only need one network node per patch. In our system patches are found using watershedding on gradient magnitudes. The scene is oversegmented, so that most depth discontinuities coincide with edges between patches. There is a limit on the size of the smallest patch. If a patch is smaller than 10 pixels, it is merged with the neighbor separated by the smallest gradient magnitude. Figure 14 illustrate segmentations achieved using this procedure, with coloring based on average prior foreground probabilities. As you can see regions end up being undetermined, shown in grey, if they are either located outside the depth range considered or without enough texture. The prior of a particular patch is given by the set of initial labels, {L p i }, of the image points within the Vol. 16, 189-208 (2007) boundary of the patch. Since all points belong either to the foreground or the background, the prior of the patch can be written as
We model the probability of a discontinuity between two neighboring points, p i and p j , from different patches as
Here |I p j À I p i | is the gradient magnitude and, a and b are chosen such that the probability is 10% if the gradient magnitude is zero and 80% for maximum gradients. Instead of summing up the loglikelihoods of points along an edge between two patches, we use the minimum gradient multiplied by the length. The reason is to prevent discontinuities from being introduced along edges that occur as a result of shading. The segmentation we get after applying graph cut using the images in Figure 11 can be seen in Figure 15 . If we model each pixel separately, without using any segmentation, we get the results in Figure 16 . As you can see foreground segments tend to expand and cover parts of the background. The amount of this expansion primarily depends on the prior probabilities for low textured regions and the balance to other priors.
This behavior can be explained as follows. Assume we have an occluder in front of a large homogeneous region in the background. Since a discontinuity boundary belongs to the occluder, it will easily dominate, so that the background is falsely assumed to be part of the foreground. To prevent such an interpretation, there has to be enough texture in the background. When hypotheses are assigned on a per pixel basis, the influence a particular image point has on neighboring points depends, not just on the local homogeneity, but also on the distance. Thus background points near the discontinuity will be assigned to the foreground, if it is too far from any background texture that would suggest otherwise. Unfortunately, large homogeneous regions are very common in typical indoor environments. If we instead consider patches of image points, the distance become less significant, since information has already been spread within patches.
V. RECOGNITION SYSTEM
The task we have chosen to test our system for is that of finding and recognizing objects in the real world. The recognition system consists of two separate modules, one based on scale and rotation invariant SIFT features and the other one on color histograms. Each time a new fixation point is visited, the recognition system determines whether the object that was requested can be detected. The two cue were chosen since they are more or less complementary. When objects contain a sufficient amount of image texture, SIFT features have shown to be reliable for object recognition (Lowe, 1999) . On the other hand, color histograms only work if objects contain a small, but distinct, set of colors. To cope with varying illumination, we use a color constant model of Gevers and Smeulders (1999) . The two cues are integrated in a framework based on a 2D support vector machine (SVM), with dimensions given by the normalized detection scores of each cue. Thus the integration of the two cues is soft, in that each cue is computed independently and only fused so as to deliver a final composite detection score. Since the cues are separated into two different CORBA modules, they can easily be run on two different machines.
In a study of Mikolajczyk and Schmid (2003) a large number of descriptors were evaluated based on their robustness to changes in pose and illumination. The preferred descriptor in this study was the so called SIFT descriptor of Lowe, which is thus used for our particular system. Our implementation only differs slightly from the original. Instead of using differences of Gaussians for feature detection, we use scale invariant Harris features (Mikolajczyk and Schmid, 2001) . At the somewhat higher computational cost, we got a slightly better recognition performance, especially for less textured objects. Around each detected feature 4 3 4 local gradient histograms are computed, where each histogram consists of 8 direction bins. Hence the descriptors have 128 dimensions in total. To save memory and computational cost, we do a projection down to a 32 dimensional subspace, determined through principal component analysis and match features at the lower dimension. This is feasible since the total number of SIFT features in all object models of our database is about 28,000, which is low in comparison to the dimensionality of the space.
Once an object has been segmented from its background, as described in Section 4, features are detected within the segmented area. These features are then matched to those of the object models, so that each extracted feature is given one vote and the total number of votes is counted for each model. A detection score is computed as the quotient of the votes given to requested object model and the total number of votes on all models. The rational behind this approach is that only one object is assumed to be located within each segment. With models being compared to each other, the detection scores will be more distinct in cases when there are few extracted features due to low texturing. Instead of matching each extracted feature towards all model features, we apply the Best Bin First procedure as suggested by Beis and Lowe (1997) . This is an approximate nearest neighbor method that visits features in the order of proximity to the best match found so far. As a result only about 500 model features have to be visited for each extracted feature, without the recognition performance being notable degraded.
Color histograms have been applied for object recognition for many years. However, it has been questioned whether colors can ever be used for robust recognition (Funt et al., 1998) . There are primarily two problems associated with color histograms. There first one is the lack of robustness in cases of clutter and occlusions. It is essential that objects are properly segmented before color information is collected for histogramming. The other problem is that of color constancy. A color, as measured by the cameras, does not only depend on the surface reflectance, but also the surrounding illumination. Let (E R , E G , E B ) denote the illumination, which is typically unknown, and let the reflectance be given by (S R , S G , S B ). Then the measured color can be approximated as
where K is a factor that depends on the direction of the incoming light. This factor andthe luminance component of the illumination can be canceled out through a projection,
Observing that the illumination chromaticy (E r , E g ) may be different between database and query images, it is clear that uniformly colored objects can not be recognized from measured colors alone. Given the proper choice of illumination, any two colors can be confounded. However, relative colors may still be robustly compared. Gevers and Smeulders (1999) do this by computing the fraction of neighboring colors. Given that (r 1 , g 1 ) and (r 2 , g 2 ) are the colors of two different pixels, we get an expression independent of the illumination,
Since (E r , E g ) can be assumed to be constant for all pixels in a given image, it has been canceled out. From pairs of pixels, 2D histograms of relative colors can then be created for database and query images. Histograms are compared using histogram intersection (Swain and Ballard, 1991) , which has shown to be moderately robust to occlusions. To make comparisons less sensitive to scale changes, we collect data from pairs that are separated by four different distances, between 4 and 16 pixels. By collecting data in eight different directions the histograms are more or less invariant to rotations.
VI. EXPERIMENTAL RESULTS
The task we have given of the presented system is to automatically detect objects in a scene given the identity of a requested object. Object hypotheses are delivered by the attentional system, presented in Section 3, using the wide field camera system. Each hypothesis is visited in the order of saliency, which is calculated from the hues and 3D size of the requested object. Inhibition On Return is implemented by recording the angular position of previously fixated objects. Within a time frame that depends on the projected size of the corresponding object, the camera system is prevented from immediately returning to the same position. In order not to miss an available requested object that, due to occlusions or unexpected illumination, has a lower saliency than competing objects, a random value is added to the saliency peaks prior to selection. This value is set to about 20% of the maximum possible saliency. Thus the requested object will sooner or later still be visited. Vol. 16, 189-208 (2007) Once in fixation an object is segmented from its background, as was detailed in Section 4. The purpose of the segmentation process is to yield more distinct detection scores in situations when the scene is heavily cluttered. This is particularly important for cues based on local statistics. Feature based methods, such as the SIFT features used in this study, tend to be more robust to clutter. If the recognition system fails to detect the requested object at a particular fixation point, the system performs another saccade to a new fixation point, until the object has been found or the system times out. Since objects, if they are available, are typically found within a couple of saccades, we use a limit of five saccades before a time out is signaled.
An example of the system running in practice can be seen in Figure 17 . The delay between two consecutive images is here about a second, which means that most saccades are left out, since a saccade only lasts for a few tenths of a second. The first task is to find a grey bottle. Since the hue of this bottle is not particularly distinct, it finds the bottle first after three saccades. Initially it finds a white textured bottle of similar size and then an orange spotted cat. At both these fixation points the recognition system concludes that the wrong object has been found. Finally the grey bottle is reached and successfully detected. Next the blue car is requested. Because of its distinct color, it is immediately detected. However, due to the large number of specularities it takes a while for the fixation process to settle. The following object to be found is a large blue box. Since the hue is much similar to that of the car, a quick saccade is made to the back side of the car, until the box is found in the next saccade. The last object is a very distinct one, an orange textured box, which is found in a single saccade. The overlayed frames around the rectangular boxes indicate the computed pose. In an earlier study, these frames were used to initialize pose estimation for manipulation (Björkman and Kragic, 2004) .
A. System Performance. To evaluate the system, we need to be aware of the possible reasons why the system might fail. First the system might fail if the object is obstructed or located at a distance outside the range of the attentional system. The fixational process requires a sufficient amount of texture to succeed. Upon failure the system diverges from the initial position and finds a nearby area at which features can be extracted and the distance measured. The next step, foveated segmentation, also rely on texture. However, often the discontinuity boundaries are sufficient for disparities to be computed and a segmentation of the object in fixation to be found. Disparities found at discontinuities will typically be dominated by the foreground object. The last step, recognition, benefits from segmentation, but does not always require it. If segmentation fails, which is signaled if the segmentation is too fragmented or has an area too small in comparison to what is estimated by the attentional system, a rectangular area at the estimated position is used instead.
Thus there are a number of reasons why the system might fail, some of which are critical. A notable feature of the system, however, is that similar locations may be visited more than once. If the system fails to successfully fixate upon the requested object the first time around, a second trial may be permitted in a couple of saccades. Thus even if fixation or foveated segmentation sometimes fail, the system as a whole might still succeed. This highlights the importance of evaluating the system based on the performance of the system as a whole, rather than of the individual components. We performed a series of experiments using the objects seen in Figure 18 . A database of SIFT features and color histograms was created, with the objects viewed from eight different directions. The experiments were performed in 26 table-top scenes similar to those in Figure 19 . Note that the projected sizes of some of the objects are very small in comparison to what is typically required by recognition, illustrating the need for a foveated solution.
We evaluate the system based on its ability to find a requested object in a given scene. We then manually analyze the causes of failures, in order to determine the weaknesses of the system. Within the table-top scenes 240 different search tasks were executed, each involving 5 saccades. Every object was searched for 10 times, out of which 6 involved the object actually being located in the scene. In total, 32 failures were observed, 25 true and 7 false ones. In none of the searches the requested object failed to be placed in the center of view, when it was in fact available. All the true failures, i.e. occasions in which an available object could not be found, have Figure 17 . Images taken while the system was involved in a series of search tasks.
been summarized in Table I . The system failed to fixate upon a requested object on 12 occasions in total. Note that besides DogCar these failures all involved either the cushions or the cups. The most difficult object turned out to be BrownCush, which is a brown uniformly colored deformable object. These objects are either textureless or have a texture at too large a scale for corner features to be extracted. In the future we hope to complement the fixation process with other features, such as contour segments.
The foveated segmentation failed at six occasions. A segmentation was regarded as successful if at least 2/3 of the segment covered the requested object and more than 1/3 of the object was part of the segmentation. Thus in cases of severe occlusions an object could never be regarded as successfully segmented, even if a small part of the object was in fact in fixation. From the table we see that all, but one, failures involved the cushions. This can be explained by the fact that they always lay relatively flat on a table-top. Image deformations at the visible parts of the objects are thus large, which complicates stereo matching. This can possibly be resolved by affine invariant matching, but this can only be done at the cost of higher computational cost. Even if the BlueCup object often was fixated and segmented, it showed to be particularly hard to detect, possibly due its uniformly dark color. The false search failures, i.e. when an object is being mistaken for a requested one, where spread among seven different objects. On one occasion the Giraffe object was mistaken for the Cat, which is understandable, since their colors and patterns are similar. The remaining errors where caused by single sporadic SIFT features being matched to the wrong object model, in combination with similarity in color. A conclusion we can draw from the results is that more cues ought to be added for recognition, in particular cues suitable for uniformly colored objects. Also here we intend to investigate the possibility of using contour segments. It is worth pointing out that all three processes, fixation, segmentation and recognition, tend to fail in cases of low texture. Thus even if fixation is improved, it might still not effect the end performance, if an object is uniformly colored.
B. Recognition Performance. There are two interesting questions we have not yet mentioned. Does segmentation really improve the recognition performance and what is the benefit of using more than one cue? To answer these questions, we analyzed at the recognition system in isolation, using those saccades in which an object, known or unknown, was successfully segmented. This set constitutes 886 of the total 1200 saccades. The resulting foveal images were manually annotated with the identity of the segmented object.
To the set we added an equal amount of false object identities, so as to analyze the false detection results. In Figure 20 two Receiver Operating Characteristic (ROC) curves can be seen illustrating the detection performance, with and without segmentation, when only SIFT features were used. The improvement due to segmentation and the use of a relative detection criterion is significant. However, there are still a number of objects that cause considerable problems. In about 9% of the searches very few SIFT features can be found. The problematic objects are exactly those for which fixation fails, the cushions and the uniformly colored cups.
Similar curves for detection based on color histograms can be seen in Figure 21 . The curves show two different cases, when the segmentation mentioned in Section 4 was applied and when a rough segmentation based on an estimated size and position obtained from the attentional system was used instead. Without any kind of segmentation, the detection scores are more or less useless. From the curvature of the ROC curves we see that SIFT features tend to be more discriminant than color histograms, but fail completely if not enough features can be extracted. However, for larger false positive rates, color histograms are preferable. The most difficult objects here are the blue ones, GPSBox, BlueCup and BlueCar followed by YellCup, Giraffe and RoundCush. A possible explanation is that the blue color channel typically is more noisy than the red and green ones. Obviously uniformity in color does not disqualify color histograms, even if the histograms we used only measure relative colors. It seems that, due to image noise, measurements are scattered in different ways depending on the color, so that an object still can be recognized.
Since the problematic objects hardly overlap between the cues, one might expect that a combination of SIFT features and color histograms could lead better results. With the two cues combined using SVM, the detection curve in Figure 22 was obtained. The 2D SVM was trained to deliver a composite detection hypothesis given the scores of each individual cue. Cross validation was used to ensure that training and test sets were kept separated. The results are good indeed and one might suspect whether the similarity between the scenes has affected the results. Nevertheless, a combination still seems to be recommended. More experiments in much different environments have to be performed in order to draw any quantitative conclusions. There is one object that even the combined system fails to detect, the BlueCup object. To capture also this object, and other objects not included in the database, the recognition system ought to be extended with cues such as contour segments.
VII. CONCLUSIONS
In the paper we have discussed the notion of a ''seeing'' system using vision to interact with the environment. We have in particular concentrated on systems capable of locating and recognizing objects in the real world and elucidated the requirements on such systems. To investigate how such a system can be realized, we have developed a fully integrated and automated real-time vision system and evaluated it on tacks of finding, foveating and recognizing known objects in 3D scenes. The system consists of a dual set of stereo cameras, one set for attention and another one for object recognition. All necessary external camera calibration is done on-line. Binocular information is exploited throughout the system, for attention, figure-ground segmentation as well as for recognition. The attentional process, which is updated at a rate of 6 Hz, uses learned object characteristics in terms of hues and rough 3D sizes, and works in a relatively wide field of view. Recognition, however, is performed with objects foveated in the center of view at a significantly higher resolution. Foveation is possible thanks to a fixational process that is tightly integrated with calibration and tracking. In an effort to boost the performance, objects are automatically segmented from its background prior to recognition. Since all components have been implemented as separate, but interconnected modules, it is relatively easy to change the implementation of single components, without the rest of the system being affected. Presently, the overall embodied system is able to search for and detect objects, attending to fixation points at a rate of approximately 2 s from one point to the next.
{
The system is capable of performing its tasks in a closed loop with the environment. It may still be complemented and improved in many ways. Even if multiple cues are used in almost every part of the system, there are still some objects difficult to attend to. These objects are typically uniformly colored and without enough texture. The combination of features and color histograms for recognition is not sufficient for these objects. Similarly, fixation relies on image features that are sometimes difficult to extract when the scene lacks texture. We thus believe that fixation and recognition are two processes that would benefit from contour segments used as a complement to existing cues. On all levels of the system, learning and adaptation may further improve the performance between as well as within modules. The behavior of the segmentation method may be learned, such that better segregation of foreground and background objects can be made (Hayman and Eklundh, 2002) . The attentional process can be made less sensitive to lighting changes through short-term adaptation. Another challenge is to extend the recognition system to classes of object, including on-line learning of new objects. Finally, the system presented here does not involve the motion sensitive path that is included in (Björkman and Eklundh, 2000) . In future versions, motion cues will be fully integrated into the rest of the system. The attentional process needs to react to moving objects, in particular to humans that require interaction. A tighter integration of tracking and recognition is important, especially for manipulation. { This is true when the system runs on a 1.2 GHz Athlon machine.
