Abstract-We consider the problem of scheduling transmissions over a wireless downlink when channel state information (CSI) is not available to the transmitter. We assume channel states are time varying and evolve according to a Markov Chain. We show that using current QLI does not stabilize the system due to correlations between backlog and channel state. We show that the throughput optimal scheduling policy in this context must use delayed queue length information (QLI). We characterize the extent to which QLI must be delayed as a function of the channel state statistics.
I. INTRODUCTION
We consider the scheduling problem in a wireless downlink where channel state information (CSI) is unavailable at the base station, as in Figure 1 . Packets arrive to the base station and are placed in queues to await transmission to their respective destinations. Due to wireless interference, only one transmission can be scheduled in each time slot. Furthermore, the channels to each user are independent, but evolve over time according to a Markov process. We seek a throughput optimal scheduling policy such that the queue lengths at the base station remain bounded.
Throughput optimal scheduling was pioneered by Tassiulas and Ephremides in [1] , and has been studied in a variety of contexts. The optimal policies depend on the channel model and the information available to the transmitter, as summarized in Table I . If the channel state process is IID, and no CSI is available, then any workconserving policy is throughput optimal; a commonly used throughput optimal policy in this scenario is one which schedules the longest queue. If the transmitter has current CSI and queue length information (QLI), the throughput optimal policy is one that transmits over the channel that maximizes the product of the channel rate and the queue length at the current time [1] , [2] . If the CSI and QLI are delayed, Ying and Shakkottai show that the optimal policy schedules the channel with the largest product of the delayed QLI and the conditional expectation of the channel rate at the current time, given the delayed CSI [3] . If the CSI is not acquired until an acknowledgement is received from the transmission, then the throughput optimal policy This work was supported by NSF Grant CNS-1217048 and ONR Grant N00014-12-1-0064.
is to transmit over the channel that maximizes the product of the belief of the channel and the queue backlog [4] .
While throughput optimal scheduling has been studied in a variety of contexts, to the best of our knowledge, there have been no results on throughput optimal scheduling when the controller has QLI but not CSI, and the channel process has memory. In fact, Tassiulas and Ephremides state that, An interesting variation of the problem... is the case where the connectivity information is not available for the decision making and the server allocation can be based on queue lengths... The study of stability and optimal delay performance in [the] case of dependent connectivities are open problems for further investigation [1] . In this paper, we consider a scenario in which QLI is available to the transmitter, but not CSI. Typically, throughput optimal policies schedule the links with the largest backlogs, to ensure a fair server allocation while maintaining bounded backlogs [1] , [2] . However, when the channel state process has memory, then long backlogs may be associated with poor channel qualities. Thus, giving priority to these channels is not an effective resource allocation, and the longest queue first policy does not stabilize the system. We show that instead, the policy which schedules links based on significantly stale QLI is throughput optimal. While it has been known that the use of delayed QLI does not hurt throughput performance [5] , in this scenario delayed QLI is required for stability. We characterize the degree by which QLI must be delayed for throughput optimality. Additionally, we provide simulation results to support the theoretical results of delayed QLI optimality, and show that using fresh QLI reduces the achievable throughput.
II. SYSTEM MODEL Consider a system of M nodes, representing a wireless downlink, as in Figure 1 . Packets arrive externally at the base station, and are destined for node i according to an i.i.d. Bernoulli arrival process A i (t) of rate λ i . Packets are stored in a separate queue at the base station, based on the destination node, to await transmission. Let Q i (t) be the packet backlog corresponding to node i at time t. Due to wireless interference, the base station is able to transmit to only one node at a time, although this model can easily be extended to allow for multiple transmissions per slot. Each node is connected to the base station through an independent, time-varying channel. Let S i (t) ∈ {OFF, ON} be the channel state of the channel at node i at time t. Assume the channel states evolve over time according to a Markov chain, shown in Figure 2 . If a packet for node i is scheduled for transmission, and S i (t) = ON, then the packet is successfully transmitted, assuming there are packets awaiting transmission. On the other hand, if the channel at node i is OFF, then the transmission fails, and the packet remains in the system. Let P Si (1) and P Si (0) be the steady state probability of channel i being ON or OFF respectively.
The base station has access to the history of queue lengths for each node i, but no information regarding channel states. Therefore, the base station makes a transmission decision based on QLI, but not CSI 1 . Let Π be the set of transmission policies which do not use CSI.
The complete network is stable if all queues are stable.
Definition The throughput region Λ is the closure of the set of all rate vectors λ that can be stably supported over the network by any policy P ∈ Π.
Definition A policy is said to be throughput optimal if it stabilizes the system for any arrival rate λ ∈ Λ.
In this work, we characterize the throughput region of the system above, and propose a throughput optimal scheduling policy using delayed QLI.
Markov Chain describing the channel state evolution.
III. THROUGHPUT REGION
The throughput region is characterized by the following linear program (LP).
Maximize:
Subject To:
In the above LP, α i represents the fraction of time the base station schedules node i for transmission. To maintain stability, the arrival rate to each queue must be less than the service rate at that queue, which is a function of α i and the statistics of the channel. Thus, the throughput region, Λ, is the set of all non-negative arrival rate vectors λ such that there exists a feasible solution to (2) for which ≥ 0.
Theorem 1 (Throughput Region). For any non-negative arrival rate vector λ, the system can be stabilized by some policy P ∈ Π if and only if λ ∈ Λ.
Necessity is shown in Lemma 1, and sufficiency is shown in Theorem 2 by proposing a throughput optimal scheduling policy, and proving that for all λ ∈ Λ, that policy stabilizes the system. Lemma 1. Suppose there exists a scheduling policy P ∈ Π that stabilizes the system without using CSI, then there exists an α i such that (2) has a solution with ≥ 0.
Lemma 1 shows that for all λ ∈ Λ, there exists a stationary policy STAT ∈ Π that stabilizes the system, by scheduling link i with probability α i . The value of α i that stabilizes the network depends on the arrival rates, which are not available to the controller. In the following section, we develop a scheduling policy based on delayed QLI, that stabilizes the system without requiring knowledge of the arrival rates or channel statistics.
IV. DYNAMIC QLI-BASED SCHEDULING POLICY
Due to the ergodicity of the finite-state Markov chain in Figure 2 , for any > 0, there exists a τ Q such that the probability of the channel state conditioned on the channel state τ Q slots in the past is within 2 of the steady state probability of the Markov chain. Note that τ Q ( ) is related to the mixing time of the Markov chain. In general, the Markov chain approaches steady state exponentially fast, at a rate of p + q [6] . Theorem 2 proposes the Delayed Longest Queue (DLQ) scheduling policy, which stabilizes the network whenever the input rate vector is interior to the capacity region Λ. Note, this proves sufficiency in Theorem 1.
Theorem 2. Consider the Delayed Longest Queue (DLQ) scheduling policy, which at time t schedules the following channel for transmission:
where τ Q ( ) is defined in (3). For any arrival rate λ, and > 0 satisfying λ + 1 ∈ Λ, this policy stabilizes the system.
The proof of Theorem 2 is in the Appendix. The DLQ policy transmits a packet from the longest queue using delayed QLI. If fresher QLI is available, it cannot be used by the DLQ policy to stabilize the system. This is because at time t, the queue with the largest backlog Q i (t) is also likely to have an OFF channel. On the other hand, if sufficiently delayed QLI is used in the DLQ policy, then the QLI is independent of the current channel state, because the state process reaches its steady-state distribution over the τ Q slots that the QLI is delayed. Under DLQ, the base station schedules queues for which the backlog is long, without favoring OFF channels.
The required delay on the QLI depends on the mixing time of the channel state process. As p + q approaches 1, the Markov process approaches an IID process, and current QLI can be used. However, using further delayed QLI doesn't affect the overall throughput region. The drawback of using delayed QLI is increased packet delays. Therefore, if no CSI is available to the base station, the optimal policy must trade off between throughput and delay.
V. SIMULATION RESULTS AND CONCLUSIONS
We simulate a system of four queues, and apply the DLQ policy for different delays to QLI (τ Q ). We plot the average queue backlog over 100,000 time-slots for For small arrival rates, the average queue length remains small. As the arrival rate increases, the backlog slowly increases until a certain point, after which the backlog greatly increases. This point represents the boundary of the throughput region, and for arrival rates outside of this region, the system of queues cannot be stabilized.
For a system of four queues with symmetric channel transition probabilities p = q, the boundary of the stability region on the symmetric arrival rate line is given by . Therefore, under the throughput optimal policy, the queue lengths should remain bounded for arrival rates λ < 0.125. Figures 3 and 4 show the results for transition probabilities p = q = 0.01 and p = q = 0.1 respectively. As shown in Figure 3 , when the QLI is insufficiently delayed, the system becomes unstable before the boundary of the stability region (0.125). For τ Q = 1, the system becomes unstable at approximately λ = 0.03, representing a 75% reduction in the stability region. As τ Q increases, the maximum arrival rate supportable by the DLQ policy increases. At τ Q = 150, it appears that the system becomes stable for all arrival rates within the stability region.
Similar results are shown in Figure 4 for a channel with less memory. In this case, the attainable throughput of the DLQ policy is less sensitive to the magnitude of the delays in QLI. The simulation results suggest that τ Q = 100 is sufficient to achieve the full throughput region in this case.
In summary, using current QLI does not stabilize the system when the channel state process has memory, and significantly stale QLI, based on the amount of memory in the channel, must be used for throughput optimality.
VI. APPENDIX
Proof of Theorem 2: Let τ Q = τ Q ( ), where the dependence on is clear. Let Y(t) be the history of queue-lengths in the system up to time t, i.e. Y(t) = {Q(0), . . . , Q(t)}. The vector Y(t) forms a Markov pro-cess. Define the following quadratic Lyapunov function:
The T -step Lyapunov drift is computed as
We show that under the DLQ policy, the T -step Lyapunov drift is negative for large backlogs, implying the stability of the system under the DLQ policy for all arrival rates within Λ, which follows from the Foster-Lyapunov criteria [7] . We bound the Lyapunov drift by combining (7), (5) and (6), and showing for large queue lengths, this upper bound is negative. Consider the DLQ scheduling policy. Let D i (t) be the departure process of queue i, such that D i (t) = 1 if there is a departure from queue i at time t under policy DLQ. Consider the evolution of the queues over T time slots.
Equation (7) is an inequality rather than an equality due to the assumption that the departures are taken from the backlog at the beginning of the T -slot period, and the arrivals occur at the end of the T slots. The Lyapunov drift in (6) is bounded as follows:
where B is a finite constant, which exists due to the boundedness of the second moment of the arrival process.
The difference between queue lengths at any two times t and s is bounded using the following inequality:
which holds assuming that an arrival occurs in each slot, and no departures occur, or vice versa. This inequality establishes a relationship between current queue lengths and delayed queue lengths.
The inequalities in (10) and (11) are used in (8) to upper bound the Lyapunov drift in terms of the delayed QLI.
∆T (Y(t))
Equation (13) follows from upper bounding the per-slot arrival and departure rate each by 1, defining B = B + 2M T 2 , and using E[A i (t + k)] = λ i . To bound (13), we require the channel state at slot t + k to be independent from Y(t), which only holds in slots where k is sufficiently large. Thus, we break the summation in (13) into two parts: a smaller number of slots for which k is small, and a larger number of slots for which k is large. A trivially conservative bound is used for k < τ Q , but the frame size is chosen to ensure the first τ Q slots is a small fraction of the overall T slots.
For values of k < τ Q , the upper bound follows by trivially upper bounding the arrival rate by 1 and lower bounding the departures by 0 in each slot.
where (16) follows from (9). Now consider slots for which k ≥ τ Q . The last term on the right hand side of (14) can be rewritten by conditioning on the delayed QLI at the current slot t + k and using the law of iterated expectations. For exposition, define Q k−τQ i = Q i (t + k − τ Q ).
Let φ i be a binary variable denoting whether queue i is scheduled under the DLQ policy as a function of the delayed QLI. For these time-slots, we evaluate the expected departure rate, and compare it to the departure rate of the STAT policy in Lemma 1, which we know stabilizes the system. The expected departure rate is expanded as
Equation (21) follows since the scheduling under DLQ is completely determined by the delayed QLI.
Note that the throughput optimal policy maximizes the expression in (21); however, the expectation cannot be computed because it requires knowledge of the conditional distribution of the channel state sequence given QLI, which requires knowledge of the arrival rates to compute. However, when QLI is sufficiently delayed, the bound in (3) can be used to remove the conditioning on QLI.
