Sparse nonnegative matrix factorization (NMF) is exploited to solve spectral unmixing. Firstly, a novel model of sparse NMF is proposed, where the smoothed L0 norm is used to control the sparseness of the factors corresponding to the abundances. Thus, one need not set the degree of the sparseness in prior any more. Then, a gradient based algorithm NMF-SL0 is utilized to solve the proposed model, where the learning rate is adaptively selected. Simulations for synthetic dataset and real dataset show the validity of the proposed method.
INTRODUCTION
Spectral unmixing (SU) is a hot topic in remote sensing image interpretation, where the linear mixing model (LMM) is discussed widely for its validity and simplicity [1] . SU often includes two facts as follows: 1) endmembers extraction; 2) abundances estimation. Mathematically, in the SU model, the collections, the endmember signatures, and the abundances are nonnegative [1] . Therefore, nonnegative matrix factorization (NMF) has a great potential to solve SU, especially for LMM [2] . In fact, NMF (or NMF like) algorithms have been widely discussed in SU, such as NMF based on minimum volume constraint (NMF-MVC) [1] , NMF based on minimum distance constraint (NMF-MDC) [3] , and so on. These methods have advantages and disadvantages, respectively.
In light of that the abundances are often sparse and sparse NMF tends to result more determinate factors, NMF with sparseness constraint has attracted more and more attentions [4] [5] [6] .To solve SU using sparse NMF practically, one problem should be addressed firstly, that is how to select the functions to measure the sparseness feature. Since the abundance suffers from sum-to-one constraint physically, the widely used measure based on L1 norm constraint may be degenerate [7, 8] . As the smoothed L0 norm of the signals can reflect the sparseness intuitively and it is easy to be optimized, we focus on NMF with smoothed L0 norm constraint (NMF-SL0) in this work [9] .
The rest of this paper is organized as follows. In Section II, typical SU and NMF models are presented. Section III describes the L0-based sparse NMF for solving SU, together with the gradient based optimization algorithm NMF-SL0. Simulations using synthetic mixtures and real hyperspectral images are presented in Section IV. Finally, conclusions are summarized in Section V.
SPECTRAL UNMIXING AND NMF
Typical linear SU model for multi-spectral or hyper-spectral dataset is as following :
denotes the corresponding abundances, ε denotes the possible errors or noises, and , , m r N denote the number of bands in endmember signatures, the number of endmembers and the number of pixels in remote sensing image, respectively. According to the real background in SU, both of the matrices W and H are nonnegative. Moreover, H is often sparse, with column sum-to-one constraint [10] .
As only V is known in (1) , this linear SU model is equivalent to NMF mathematically. Considering only the nonnegativity constraint, the problem of solving the model (1) can be converted into optimizing the following model [11] :
As NMF itself does not necessarily provide immediate interpretation, some additional constraints on the factors are often needed [12] . Constrained NMF model is generally given as following [13] :
Min:
are regularization parameters, J W , J H are measure functions (rely on the expected constraints) for W and H , respectively. As the matrix H is often sparse in SU, the sparseness constraint to H will be utilized for solving SU (i.e., 0
NMF WITH SMOOTHED L0-NORM CONSTRAINT
Sparseness plays an important role in solving SU by NMF method. Traditionally, L0 norm is used as the sparseness measure [7] . Since the corresponding measure function J H needs for a combinatorial search for its minimization and it is too high sensibility to noise, L0 norm is often replaced by L1 norm in real applications [7, 14, 15] . However, due to column sum-to-one constraint to H in SU, it is not proper to use L1 norm to construct the measure function J H . The smoothed L0 norm is used to construct the measure function J H .
For a positive constant 0 σ ≠ and variable s , let the function
Or approximately
For the matrix H , let In order to eliminate the sum-to-one constraint, (7) is changed as:
λ > is a parameter to balance the trade-off between the accuracy of NMF and the sum-to-one constraint [1, 10] .
The partial derivatives of the cost function D in (8) with respect to W % and H are as follows:
where ⊗ denotes the component-wise multiplication [8] .
In order to constrain W % and H to be nonnegative, let
Then, based on the widely used alternate-least-squares multiplication updating rules, W % and H are updated as follows, respectively [11] :
where δ is a very small positive constant to avoid numerical instabilities (typically, 9 
10
δ − = ) [16] . In order to steer the solution towards a global one, the parameter α is selected according to the following exponential rule:
where κ is the iteration number, β and τ are constants [17] .
Based on the analysis above, the structure of the NMF-SL0 algorithm is: In the above algorithm, the maximal iteration number is often used as a stopping criterion.
SIMULATIONS
Two simulations are carried out to test the proposed NMF-SL0 for endmember extraction and abundance estimation. The following indices of spectral angle distance (SAD) and signal-to-interference ratio (SIR) are used to evaluate the performance of the algorithm 
where w and h denote the real endmember signature and abundance, respectively. ŵ and ĥ denote the estimated endmember signature and abundance, respectively.
Synthetic Data
NMF-SL0 is used to test a group of synthetic data in this simulation, where the endmember signature matrix 20 3 × W is selected from the USGS digital spectral library, and the abundance matrix 3 1000 × H is generated sparsely. To compared with the proposed NMF-SL0, traditional NMF in [11] and NMF-L1 in [8] are also tested. The parameters implemented in the compared algorithms follow their original work. Fig. 1 shows the three true endmember signatures and the corresponding reconstructions using NMF, NMF-L1, and the proposed NMF-SL0, respectively, where "True" denotes the exact endmember signature. Table 1 shows the SAD indices of the extracted endmember signatures the SIR indices of the estimated abundances. It shows that the integrated performance of NMF-SL0 is superior to the rest algorithms. The index Spa.
Real Image Dataset
In this simulation, NMF-SL0 is used to test the real dataset collected by airborne visible/infrared imaging spectrometer (AVIRIS) sensor over Cuprite, Nevada (the collected data is augmented 10000 times for convenience than real data) [18] . The selected sub-scene is shown in Fig. 3 (at band 30) , which consists of 200 lines and 100 pixels per line. The corresponding data are collected on the AVIRIS flight June 19, 1997. For the experimental area, the estimated number of the endmembers is approximately 6 (i.e., 6 r = ) using the virtual dimension (VD) method in [19] . Fig. 4 shows the comparison of the extracted endmember signatures given by NMF-SL0 and those from USGS digital spectral library. Fig. 5 shows the abundances corresponding to these 6 endmembers. 
CONCLUSIONS
In this work, a NMF method based on smoothed L0 norm is proposed to solve SU, which can estimate the endmembers and the corresponding abundances. It focuses on the sparseness of the abundances besides the nonnegativity, and a novel function is used to control the sparseness. Simulations for synthetic dataset and real dataset show that our NMF-SL0 performs quite well, in both the endmember extraction and the abundance estimation.
However, as NMF-SL0 is a gradient based algorithm, the convergence speed may be slow for large scale dataset (just like the method in [1] ). A second order optimization may be a proper substitution in real applications [17] . Moreover, if more prior knowledge about the factors (the endmembers and the abundances) can be obtained, then more efficient initialization schemes can be utilized to speed up the algorithm NMF-SL0, such as the head start using SVD based methods [20] . In future work, more efficient learning algorithms will be exploited.
