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ABSTRACT 
The Emergency Department (ED) is an important health care service that 
delivers time-critical care to unscheduled patient arrivals. Demand for ED services is 
increasing at a rate faster than population growth and bed availability. The key 
challenges for the ED environment are to accommodate unscheduled arrivals, 
competing priorities and heterogeneous patient care needs. The aim of this research 
is to address the efficiency of patient care in the ED through the construction of a 
scheduling framework that coordinates patient needs with ED resources. 
The ED scheduling formulation requires assignments at two levels: patients 
assigned to beds, and treatment tasks assigned to resources. The patient-bed 
assignment is similar to a parallel machine environment with flexible machines, 
where each patient (job) is associated with a subset of beds (machines) that are 
suitable for that patient. The task-resource allocation is a flexible job shop due to the 
presence of precedence-constrained tasks that must be scheduled for processing 
using eligible resources. The objective of improving efficiency is driven by assessing 
the two parameters of waiting time and total ED care time experienced by patients.  
In the dynamic case, the patient’s information only becomes known at arrival 
time. Accordingly, an algorithm is developed for the dynamic ED environment that 
incorporates dispatch rules, meta-heuristics and an extended disjunctive graph 
formulation. The disjunctive graph structure is used to embed constraints and to 
represent important features of the ED environment such as flexible resources, 
arrival times and deadlines. The dynamic model is used for real time operational 
planning. 
The contribution of this work is the presentation of an integrated scheduling 
model and a real-time solution methodology for patient care in the ED. This model 
captures the real operational processes and interactions of the ED environment that 
have not previously been explored in the literature. The extended disjunctive graph 
and the real-time solution methodology provide high quality solutions in a fast time-
frame that can be used for real time decision support within a fully electronic patient 
management system. 
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Chapter 1: Introduction 1 
Chapter 1: Introduction 
The Emergency Department is the first point of access for many hospital visits 
and a major source of unplanned episodes of patient care. The main functions of the 
ED include treatment of the acutely unstable and unwell, and also those with non-
life-threatening conditions requiring immediate attention. Another function of the ED 
is to differentiate those patients according to their condition and facilitate ongoing 
treatment or disposition. The ED is a complex service system where patients arrive 
randomly often with little prior information of their condition or requirements. In 
Australia, assessment and treatment of each patient, and their appropriate disposition 
must occur within service time targets established by government and by the 
Australasian College for Emergency Medicine (ACEM). The goal of this research 
project is to improve the efficiency of ED patient flow and the use of resources, 
where resources are defined as staff, treatment spaces and equipment.  
This chapter outlines the background and context of the research, and provides 
further details its purposes. Section 1.2 describes the significance of the research, the 
innovations introduced to achieve its aims in Section 1.3 and the research questions 
are then described in Section 1.4. Finally, Section 1.5 provides an outline of the 
remaining chapters of the thesis. 
The main hypothesis of this research is that a suitably designed real-time ED 
scheduling methodology can significantly improve patient flow through a reduction 
in resource bottlenecks, in-process delays, and an improvement of length of stay.  
1.1 Objectives 
The ED is a key service in the hospital and an ongoing focus for national health 
reform in Australia. The National Emergency Access Target (NEAT) is a time based 
target intended to drive process improvement and address patient safety concerns. 
The aim of NEAT is to have 90% of all ED patient presentations across all triage 
categories are admitted, transferred or discharged within four hours. The growth rate 
for ED services in Australia has reached 37% in the decade up to 2010, with the 
number of ED visits reaching 331 per 1000 population (FitzGerald et al., 2012). 
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Given the growth in demand for ED services and the focus on timely completion of 
care, the aim of this research project is to increase efficiency and effectiveness in the 
ED, where efficiency applies to the utilisation of resources and effectiveness relates 
to the throughput of patients. Improving efficiency and effectiveness results in better 
use of available funding and better patient outcomes. 
Funding for health care in Queensland and throughout Australia generally 
follows the principals of an activity based funding (ABF) model. The ABF model is 
based on the type and number of services provided and the efficient price set for 
those services. The ABF is a top-down costing method, however hospitals incur costs 
for services in a bottom-up manner. Hospitals are then responsible for closing the 
gap between the ABF funding provided and the costs of delivering health services 
(Geue et al., 2012). The primary way to reduce the gap is to improve the ratio of 
revenue to cost by improving utilisation of existing resources and increasing the 
throughput of patients. 
Improving patient throughput is also linked to better health outcomes and 
quality of care. Delays experienced by patients in the ED are linked to higher 
mortality rates, increased inpatient length of stay and lower patient satisfaction 
(Forero et al., 2010). 
The ED operates as a non-terminating system with new patients arriving at 
random. The process of ED care is made up of several treatment tasks designed to 
assess, stabilise and treat the presenting condition of the patient. Another part of ED 
care is to determine appropriate disposition either to home or to an inpatient setting if 
ongoing care is required. Since ED performance is subject to assessment by time-
based targets, each episode of patient care is associated with a theoretical deadline 
and a set of necessary treatment tasks to provide the clinical care. These tasks require 
access to resources such as treatment spaces, staff and equipment. The dynamic ED 
environment is represented in this thesis by a task scheduling model subject to 
resource availability and precedence constraints. The schedules generated for this 
formulation will allocate patients to appropriate treatment resources, and the 
contribution of this model will be in the development of solution methods to improve 
this dynamic and uncertain environment in real time. 
This is a quantitative research project that uses Operations Research techniques 
from the field of scheduling theory to model the processes of ED care. Scheduling is 
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a broad field within Operations Research that provides a rich theoretical background 
for decision making in flexible manufacturing environments. This thesis builds a 
model of the ED similar to a flexible manufacturing environment where each job has 
different processing requirements and different jobs (patients) compete for access to 
scarce resources (e.g. beds, doctors). 
Although scheduling theory is a well-developed field with many standard 
models and solution methods, it is often true that the more complex real-life 
environments are NP-hard. An NP-hard problem becomes computationally 
intractable and optimal solutions are not guaranteed using classical (exact) solution 
methods. Heuristic methods introduce new combinations of problem solving rules 
that can exploit problem-specific knowledge and can be designed to generate quality 
solutions in a time frame that is reasonable for a real-time implementation. 
1.2 Significance of the Study 
Annual health expenditure in Australia in 2012-13 was $147.4 billion, which 
equates to 9.67% of gross domestic product (GDP). Internationally, the median 
health care expenditure for OECD countries is 9.2% of GDP. Each year health 
expenditure is growing, with an annual average growth rate of 5.1% in Australia over 
the last decade. (Australian Institute of Health and Welfare, 2014) 
Given the substantial and growing expenditure in health care, it is of high 
importance to pursue efficiency enhancing methods in the delivery of health care. 
This study provides an example of how Operations Research techniques can be used 
to improve the efficiency of health care delivery, specifically focussed on the ED. 
The majority of research on ED efficiency is focused on descriptive and 
predictive modelling. Forward-looking predictive models evaluate potential 
opportunities to develop, expand and improve emergency services. The predictive 
models are used to pre-empt the occurrence of system overload and provide early 
warning for taking action to ameliorate disruptions. Backward-looking descriptive 
models monitor the recent past performance of the ED. The descriptive models 
evaluate process changes that have been implemented and provide decision support 
for resource and staff planning. Common techniques used for ED analysis include 
regression modelling, simulation and Markov or queuing theory models. These 
represent long- and mid-term planning tools. Real-time decision support tools are 
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virtually absent from the ED literature, and this is the temporal frame within which 
this work is placed. The purpose of real-time decision support is to provide 
immediate assistance to patient flow given the current state of the system with the 
currently available resources. 
The application for this work is in the development of a real-time decision 
support system (DSS) where the processes of ED patient care are represented with a 
task scheduling model, and a heuristic algorithm is developed to produce schedules 
for patient care in the real-time ED environment. A DSS of this kind can improve 
efficiency and effectiveness of patient flow in the ED via implementation in a fully 
electronic patient management system. 
1.3 Research Innovations 
This thesis contains several innovations in the development and 
implementation of new optimisation techniques and methods aimed at improving the 
efficiency of resource usage and effectiveness of patient care in the ED. 
1.3.1 New Scheduling Model 
The core innovation is the scheduling model for the ED. This is an integrated 
two-layer assignment and scheduling framework that is unlike any previous model of 
the ED. This model describes the assignment of patients to appropriate treatment 
spaces and the allocation of resources to the individual treatment tasks. The objective 
function incorporates the time-based performance targets of delay time and total time 
in ED. 
1.3.2 New Meta-Heuristic Techniques 
New meta-heuristic techniques are developed in this thesis to construct 
solutions for dynamic ED scheduling. This is the scheduling that occurs at the 
operational level. The optimisation techniques are a hybrid of constructive heuristics 
and standard meta-heuristics such as Tabu Search and Simulated Annealing. A 
hybrid solution technique is able to exploit all of the available information about the 
ED environment and to produce fast solutions in the dynamic environment of the 
ED. This is necessary to accommodate constant information updates relating to the 
arrival of new patients and new treatment tasks. 
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1.3.3 Extended Disjunctive Graph Formulation 
Another innovation includes extensions to the classical disjunctive graph 
representation. The disjunctive graph structure is useful for representing assignment 
and sequencing type scheduling problems. The extensions proposed in this thesis 
represent complex temporal constraints, flexible resources, recirculation, release 
dates and a completion time objective. Also, since the ED environment is dynamic, 
the extended disjunctive graph should easily incorporate insertion and removal of 
tasks. 
1.3.4 Absolute Capacity Evaluation 
A further innovation is to provide a framework that evaluates absolute capacity 
of the ED and defines the upper bounds on ED performance. Absolute capacity is 
evaluated using a linear programming (LP) model that determines a theoretical upper 
bound on patient throughput and identifies bottleneck resources. This model is used 
to determine maximum patient throughput, optimal patient mix and optimal resource 
mix and can be used for strategic planning. It can also be used to determine an upper 
bound on ED performance to compare against the hybrid heuristic approach 
developed for dynamic ED scheduling. 
1.4 Research Questions 
There are several research questions that are explored in this thesis, addressing 
different elements of the ED environment, the scheduling formulation and the 
solution method. These questions are listed below. 
1.4.1 Delays in the ED Environment 
In the ED Environment, what are the primary sources of delay? Do different 
resources become the primary bottleneck resource under different load conditions? 
1.4.2 ED Scheduling Formulation 
ED performance is measured with two key time-based targets; the time spent 
waiting between arrival and treatment start, and the total time spent in the ED. The 
scheduling formulation must incorporate these targets. Should they be in the 
objective function or in the constraints? What is the most appropriate way to 
represent these time targets in the formulation? Is it more appropriate to use tardiness 
or total time in order to represent the performance targets of the ED? Can the 
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performance targets be tuned via a sensitivity analysis to improve the overall 
effectiveness of the ED? And how do the waiting time and total time targets interact? 
1.4.3 Solution Methods 
The heuristic solution methods incorporate rules for assigning patients to beds 
and allocating resources to tasks. Patients are assigned a triage priority upon arrival 
and are then assigned to beds according to a first-in, first-out (FIFO) regime within 
each priority class. Are there other pertinent factors like expected length of stay or 
likely disposition destination that should influence the order of patient assignments to 
treatment spaces? Task-resource allocations begin after the bed assignment is 
commenced. What is the most efficient way to allocate resources to tasks? And 
which resource assignment rules result in the most efficient performance and the 
highest quality of care? For example, a doctor resource is assigned as a treating 
physician to one patient and is then responsible for processing all doctor tasks for 
that patient, so what is the optimal number of patients to be assigned a single doctor 
as treating physician? A nurse resource is assigned to a set of treatment spaces 
according to recommended nursing ratios. Is there a better way to determine nursing 
ratios that result in an optimal utilisation level for the nursing resources? 
When exploring heuristic search methods, how best can we identify the 
feasible neighbourhood moves for the current schedule? Should the heuristic be 
modified under different levels of system load? In the dynamic environment, what is 
the most appropriate rescheduling interval? Should the rescheduling be triggered 
based on a regular time interval or have an event-based trigger? Overall, which 
heuristic provides the best solutions and the best ED performance? 
1.5 Thesis Outline 
This rest of the thesis is organised as follows: Chapter 2 outlines the resources 
and processes of the ED and the assumptions that have been used to develop a model 
of patient flow for this thesis. Chapter 3 explores the relevant literature on 
Operations Research in health care and on complex scheduling models similar to the 
current research and delineates the gap for this work. Chapter 4 describes a model to 
evaluate the absolute capacity of the ED with three variations that produce different 
managerial insights. In Chapter 5, the two-layer integrated ED scheduling framework 
is introduced with two formulations that compare and contrast the benefits of binary 
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integer programming and constraint programming in a static scheduling 
environment. The dynamic scheduling algorithm is introduced in Chapter 6 along 
with the extended disjunctive graph formulation. Several variations to the dynamic 
scheduling algorithm are explored to identify the best heuristic techniques. Chapter 7 
integrates three models; absolute capacity, static scheduling and dynamic scheduling, 
in order to demonstrate the strategic, tactical and operational applications of the 
models developed within the thesis. The final chapter summarises the practical and 
theoretical contributions of this thesis and the future directions for this research. 
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Chapter 2: Patient Flow in Emergency 
Departments 
An ED is a complex service system where patients arrive with little or no prior 
information about their condition or requirements. A patient is triaged upon arrival to 
determine urgency, immediate needs and a basic medical history. The patient is then 
allocated to a treatment space and assessed. The initial assessment determines the 
required tasks along with a working diagnosis. The tasks include investigations such 
as imaging and pathology, treatments, and disposition processes related to the 
discharge plan for that patient. After ED care the patient is discharged to their usual 
place of residence or admitted to a hospital unit for further care. Figure 2.1 illustrates 
a basic model of patient flow. 
 
Figure 2.1. ED patient flow 
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A key challenge with ED care is to allocate the scarce ED resources (such as 
treatment spaces, staff and equipment) to patients and tasks according to their 
urgency and treatment needs. ED patients arrive randomly and each patient requires a 
different set of tasks to diagnose and treat their condition. The patient must first be 
allocated to an ED treatment space and then an appropriate resource assigned for 
each treatment task. Some of the treatment tasks require access to resources in 
autonomous external departments such as pathology or inpatient units. Timely access 
to external resources is complicated by competing priorities outside the ED. Patient 
flow in the ED is dependent on the completion of the required tasks and the 
successful transfer of each patient either to ongoing care or back to their usual place 
of residence. 
The remainder of this chapter gives a description of the resources and 
processes associated with patient flow in the ED. Data from a case study ED is used 
to build a quantitative profile of the ED and we discuss the assumptions that have 
been used to develop a model of patient flow for the task scheduling models in this 
thesis. 
There are three key data sources: case study data obtained from a public 
hospital ED in Queensland, Australia (Ethics approval: HREC/13/QHC/16, 
UREC/1300000599), combined with publicly available statistics 
(http://www.myhospitals.gov.au/) and interviews with hospital employees. The case 
study data from the EDDB contains the de-identified records of all 41,559 
presentations at the case study ED during the 2012 financial year. A presentation is a 
unique visit to the ED, so it is possible for multiple presentations and unique EDDB 
records for a single patient if they have multiple distinct visits to the ED. A full list 
of the data items retrieved from the EDDB and their descriptions can be found in 
Appendix A. 
2.1 Resources 
The key resources identified for modelling patient flow in the ED are: the 
treatment spaces, the internal ED staff, and the external resources and departments 
that provide vital services to ED patient care. These resources are discussed in the 
following sections. 
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2.1.1 Treatment Spaces 
The physical space of the ED where the study was undertaken is organised into 
areas containing several beds or treatment spaces with an identical setup, and each 
area is suited to different patient needs. Some areas have highly specialised 
equipment for monitoring and advanced life support, while others have a simpler 
setup used for low complexity care. The three key areas are resuscitation, acute and 
minors. These areas may be thought of as approximately corresponding to high, 
medium, and low complexity care. 
Figure 2.2 shows a schematic layout for a generic ED with 20 treatment spaces. 
The baseline bed count for modelling in this thesis is four resuscitation beds, 12 
acute beds and four beds in the minors’ area. EDs in most Australian hospitals follow 
a similar layout, with a different number of spaces allocated to each treatment area.  
 
Figure 2.2. Layout and space capacity for an ED 
On top of the standard spaces there is also some flexible overflow capacity 
outside of the baseline acute and resuscitation spaces, and a ramp area for patients on 
ambulance trolleys awaiting an ED treatment space. The term overflow is used here 
to denote some flexibility in the treatment spaces available in an ED under 
extenuating circumstances; for example, when the treatment spaces of the ED are all 
occupied and a new patient arrives whose condition is too unstable to permit them in 
the waiting room. In such a case, the flexible capacity can be quickly expanded so 
that ED patients can be treated in overflow areas and critical care can be delivered to 
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associated with moving patients between treatment spaces, opening additional 
treatment spaces under times of high demand, or commencing care while a patient is 
still on an ambulance trolley. The scenarios and assignment rules explored in this 
thesis consider only fixed treatment space capacity and simple assignment of patients 
to beds. 
2.1.2 ED Staff 
The ED staff are partitioned into three groups: medical, nursing and 
administration. Medical and nursing staff manage the assessment and care of the 
patients, while administration staff access medical records and provide support to the 
ED function. The role of the administration staff, although vital, will not be included 
in this resource model. Medical staff are responsible for the assessment, treatment 
plan and disposition plan of ED patients. Nursing staff are primarily responsible for 
performing treatment processes required for the ED patients. In this patient flow 
model we focus on the interactions of ED staff and patients and the handover of care 
between ED staff and other health units. 
The assignment of ED staff to treatment tasks is dependent on treatment area 
and skill level. Most nursing staff are assigned to care for patients within a subset of 
treatment spaces and doctors are assigned as treating physician to patients based on 
skill level. The nurse assignments provide for a certain ratio of nurses to patients in 
each treatment area of the ED. The nursing assignments can be adjusted dynamically 
if the patient load in one area becomes unbalanced. For treating physician 
assignments, the senior doctors will attend the most complex and critical cases and 
junior doctors will attend to lower complexity patients. 
The staff levels are based on a 24 hour cyclic master staff schedule. A sample 
of the staff master schedule from the case study ED has been used to generate the 
following 24 hour staff profile for both doctors (Figure 2.3) and nurses (Figure 2.4). 
There is a mix of doctors and nurses of different skill levels and different 
experience present in both master schedules, however due to the simplified nature of 
scenarios developed in this thesis, the different types are not indicated. Instead the 
total number of staff indicated on the master schedule guides the number of ED staff 
resources included in the scenarios and the simplifying assumption has been made 
that all doctors and nurses are identical in skill and ability. 
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Figure 2.3. 24 hour cyclic master schedule for medical staff 
 
Figure 2.4. 24 hour cyclic master schedule for nursing staff 
2.1.3 Resources/Services External to the ED 
Some treatment processes relating to the care of ED patients require access to 
resources outside of the ED. Resources external to the ED include the pathology 
laboratory, imaging department, ward staff and external medical teams such as 
inpatient units, Allied Health or specialists from other hospitals. Diagnostic tests and 
diagnostic imaging are carried out by resources within the pathology and imaging 
departments. Ward staff are external staff responsible for transporting non-ambulant 
patients to imaging appointments and to inpatient wards. Inpatient units represent 
medical or surgical specialties within the hospital and are involved with assessing 
ED patients for admission into inpatient wards. Allied Health services include 
physiotherapy, social work, community-hospital interface program and pharmacy. 
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care beyond the ED. Allied Health staff are integrated within various EDs as a 
resource to prevent inappropriate admissions and to streamline patient care and 
disposition planning. Specialists from external hospitals are involved when a patient 
is being considered for transfer to another facility for reasons of private health 
insurance or specialised medical attention. 
2.2 Processes 
The processes that make up ED care include assessments, diagnostic tests, 
medical treatments and disposition planning. These processes and their function in 
the delivery of ED care are discussed in the subsequent sections. 
2.2.1 Assessment, Handover and Consultation 
Assessments, handovers and consultations are an important part of the patient 
flow process representing transfer of information between ED staff and patients.  
An assessment is hereby defined as an interaction between a doctor and a 
patient to determine the condition and needs of the patient. A doctor conducts an 
initial assessment with a patient at the beginning of ED care to create a management 
plan and working diagnosis. The treating physician will reassess the patient during 
their ED care and update the management plan or diagnosis if necessary. Other 
health staff from inpatient units or Allied Health teams are required to assess certain 
patients in ED as part of the disposition planning process. 
Handovers occur when the primary responsibility for care is transferred from 
one health unit to another. A patient arriving by ambulance is handed over by the 
paramedics to the ED. A handover is made by the ED staff to the admitting team or 
transport medic when a patient is admitted or transferred. Handovers also occur 
between one ED staff member and another at shift changeover. The handover 
includes relevant information for the ongoing management and care of the patient. 
A consultation is a discussion between two medical staff regarding the 
management of a patient. The treating physician may consult an ED colleague to 
confirm or seek advice on a diagnosis or treatment plan. This is especially relevant in 
the case of junior doctors who are expected to confirm their treatment plan with 
senior doctors within the first hour of ED care. ED doctors will consult with staff 
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from an inpatient unit, specialist hospital or private hospital as part of the disposition 
process. 
2.2.2 Arrival and Triage 
Patients arrive at the ED via ambulance or as a walk-in, and are triaged either 
to the waiting room or directly to an ED treatment space, depending on their 
immediate needs. A triage assessment is a brief history and examination taken by a 
nurse at triage. At the same time the triage nurse may order pathology, imaging or 
give analgesia. The information known about the patient after they have been 
processed at triage includes triage category, patient demographics and an initial 
complaint/diagnosis. The triage category indicates the urgency and determines the 
waiting time threshold for commencing treatment. 
The triage categories are assigned according to the five point Australian Triage 
Scale (ATS). Table 2.1 gives an overview of the number of patients in the case study 
data that are assigned to each triage category. Less than 1% of presentations are 
classified in the most clinically urgent category (ATS 1) and a majority of patients 
are assessed as non-life threatening (ATS 3, 4, 5). The complaint type is a general 
description of the ailment suffered by the patient; a list of the most common 
complaint types from the EDDB dataset are listed in Appendix B. The combined 
information about the complaint type, patient demographics and triage category are 
used to determine the type of treatment space and the doctor that will be assigned to 
the patient. 
Table 2.1 Number of patients in each triage category 
Triage Category Number (Percent) of Patients 
ATS 1 344 (0.8%) 
ATS 2 6,802 (16.4%) 
ATS 3 18,854 (45.4%) 
ATS 4 13,802 (33.2%) 
ATS 5 1,757 (4.2%) 
Source: EDDB case study data, 1-July-2011 to 30-June-2012 
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The arrival rate of patients to the ED fluctuates according to time-of-day and 
day-of-week. For the purpose of patient flow modelling in this thesis, the arrival rate 
is modelled as a Poisson arrival process. To capture the fluctuations in the arrival rate 
we have selected a model of stationary independent Poisson periods similar to that 
used by Green, Soares, Giglio, and Green (2006) and Izady and Worthington (2012). 
In this model each day is divided into several independent periods, and each period 
has a unique Poisson arrival rate. The case study data was used to estimate the 
duration of each period (6 hours) as well as the offset (starting at 5am) and the arrival 
rate. We used a 𝜒2 goodness-of-fit test (significance level 𝛼 = 0.05) to confirm that 
the arrivals in each 6 hour period can be sensibly modelled as a Poisson arrival 
process. Figure 2.5 shows the hourly arrival rate computed for each 6 hour period. 
The arrival rate range is 𝜆 ∈ [2, 8] arrivals per hour. Even during periods of peak 
demand, the Poisson distribution is an appropriate model for patient arrivals in the 
case study data. 
 
Figure 2.5 Average number of Poisson arrivals per hour (six hour periods, five hour 
offset) 
It is possible that in extreme situations another distribution may be required to 
fit the arrivals data. For example, in a disaster scenario such as a bus crash or 
earthquake we expect clusters of arrivals and this would not be a Poisson process 
therefore we would simulate arrivals under a different distribution structure. The 
other change expected under disaster scenarios would be the distribution of patients 
in each triage category. Such scenarios are worthy of consideration in future 
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iterations should such data become available however we have focussed on scenarios 
in this thesis that are within the range of our data. 
2.2.3 Initial Assessment  
ED care begins with an initial assessment which is a full history and 
examination taken by the treating physician in an ED treatment space. The treating 
physician is the doctor that has been assigned to the patient. The initial assessment is 
precipitated by a handover from one of the following: a triage nurse making an 
immediate allocation for an unstable patient to an ED treatment space, an ambulance 
paramedic in the ramp area, or from the prioritised waiting list of stable patients in 
the waiting room. At the conclusion of the assessment the treating physician should 
have a working diagnosis and have ordered a set of investigations and treatments 
which comprise the treatment plan for the patient. It may also be possible at this 
stage to commence disposition planning for the patient’s discharge, admission or 
transfer. 
2.2.4 Investigations and Treatments 
Investigations and treatments are ordered by the treating physician during 
assessment and in some cases ordered by the triage nurse during triage. 
Investigations include imaging and pathology tasks and are required to confirm or 
rule out diagnoses. Treatments are the care activities that address the patient’s 
ailment. Once ordered, the task must be assigned to the appropriate resources. At the 
completion of a task or group of tasks, the patient should be reassessed. 
When a pathology test is ordered an ED staff resource (doctor or nurse) will 
collect the sample and send it to the pathology lab. Once the sample has been 
received, it is processed and analysed. The results are validated and posted 
electronically back to the ED. The turnaround time between receipt of sample and 
posting the validated results depends on the test type and work load in the laboratory. 
The average turnaround times for the case study hospital are reported in Table 2.2. 
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Table 2.2 Pathology service times (in minutes) for the 2012 calendar year, as 
reported by the pathology service 
Pathology Test Collected-received Received-validated Total Tests 
Chemistry 45 60 21,077 
COAG 40 60 1,271 
FBC 47 39 20,566 
TNI 35 57 6,572 
COAG: blood coagulation parameters, FBC: full blood count, TNI: troponin I test 
 
A request for imaging is placed with the Emergency Imaging Department who 
schedule the imaging appointment, arrange transfer of the patient to and from the 
imaging department and send the imaging report electronically to the ED. An 
unstable patient may require an ED nurse escort while in the imaging department. A 
non-ambulant patient may also require a member of ward staff to transport them to 
and from the imaging appointment. The imaging department reports the time taken 
between receipt of imaging request and the imaging examination: the data shown in 
Table 2.3 was collected in a bi-monthly audit during an eight month period. The 
response time is dependent on the priority level (normal or high) of the imaging 
request. The processing time is dependent on the type of images taken and the 
turnaround time between images and report is dependent on the workload in the 
imaging department. There is a small capacity for internal imaging in the ED using 
mobile X-ray and mobile ultrasound machines in the resuscitation area. 
Table 2.3 Emergency Imaging Department response time (in minutes) 
 Priority 
Imaging Response Time Normal High 
September, 2012 55 39 
November, 2012 45 32 
January, 2013 45 40 
April, 2013 44 32 
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Other treatment tasks include activities such as reduction of fractures, 
plastering, wound dressing, intravenous (IV) fluids, first aid and life support. These 
treatment tasks require at least one staff resource and can only occur while a patient 
is assigned to a treatment space. 
With all investigations and treatment tasks there may be some delay if the 
required resources are not immediately available. For some tasks there will be a 
delay component after processing, such as waiting for an imaging report, validation 
of pathology results, waiting for plaster to set or medication to take effect. Patient 
flow is determined by the coordination of the resources that are required to process 
the sequence of tasks for each patient. 
2.2.5 Disposition Planning 
Disposition planning relates to the destination of the patient after the ED. At 
the end of ED care, a patient should be discharged home, admitted to a short-stay or 
an inpatient ward, or transferred to another hospital. Destination-specific processes 
are required so that the patient can be successfully transferred after the completion of 
ED care. A full list of departure codes and destinations is presented in Table 2.4, 
followed by a discussion of the disposition processes. 
Table 2.4 Departure codes present in the EDDB from the case study ED 
Destination 
Code 
Departure Destination Description Number (Percent) 
of Patients 
H Patient discharged home or to place of usual 
residence (ED service event completed) 
21,163 (50.9%) 
R, S, EDSS Admitted to ED, Observation ward, or Short stay 
unit 
2,556 (6.2%) 
A Admitted to inpatient ward 14,605 (35.1%) 
T Transferred to another hospital 1,073 (2.6%) 
D, E Dead on arrival, or Died in ED 53 (0.1%) 
L, W Left after treatment commenced, or Did not wait 2,109 (5.1%) 
 
Destination code H indicates a discharge home. A patient may require Allied 
Health assessment before being discharged. Allied Health areas such as 
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physiotherapy, social work, pharmacy and community-hospital interface program 
(CHIP) provide assessment and support to ensure that a patient is safe at home. 
For a short stay admission (<24hr) the treating physician writes a treatment 
plan for the duration of the short stay period and the patient is handed over to the 
short stay ward (EDSS), the Observation ward (S) or remains in the ED (R) where 
the tasks of the treatment plan for the short stay are carried out. 
Destination code A indicates admission to an inpatient ward. This process 
begins with a consultation between the inpatient unit and the treating physician. A 
doctor from the inpatient unit attends an assessment of the patient in the ED. If the 
patient is accepted by the inpatient unit a handover takes place between the treating 
physician and the inpatient unit. Then a bed booking is made to transfer the patient to 
an inpatient ward. 
To transfer a patient to another hospital (destination code T), a consultation 
occurs between the treating physician in the ED and the inpatient team at the other 
hospital. When the patient is accepted by the inpatient team, a bed allocation is made 
at the destination hospital. When the bed allocation is confirmed, the transport is 
booked and care is handed over to the transport medic. 
In the unfortunate circumstance of a patient death, there is a process to be 
followed to certifying any death that occurs in the ED (or in the queue) before the 
patient can be transferred to the Morgue. An Extinction of Life Form is completed 
for a patient who has died in the ED (Destination codes E and D). If there will be a 
coroner’s case then the police will attend the ED to transfer the patient to the police 
morgue, otherwise a death certificate is issued by the ED doctor and the patient is 
transferred to the hospital morgue. 
The last two departure destinations, ‘Left after treatment commenced (L)’ and 
‘Did not wait (W)’, indicate when a patient leaves voluntarily before their treatment 
plan has been carried out and they are formally discharged by the treating physician. 
The rates of L and W departure codes are sometimes used as a performance 
indicator, with higher rates indicating a crowded ED and implying long delays. 
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2.3 Measuring Patient Flow 
Patient flow is measured in terms of the time taken to progress through the ED. 
The total time spent in the ED from arrival to departure is referred to as ED length of 
stay. This is divided into two key phases: delay time which is prior to the 
commencement of treatment, and ED care time which runs from the start of 
treatment until the eventual departure from the ED. These stages are marked in 
Figure 2.6 along with the time stamps that are present in the EDDB that determine 
the different stages.  
 
Figure 2.6. ED length of stay with delay time and ED care time 
Performance targets for the delay time and the ED length of stay are defined by 
government and by the Australasian College for Emergency Medicine (ACEM). 
Delay time targets are specified for each of the urgency categories on the Australian 
Triage Scale and there are target percentages for patients that should be seen within 
the recommended delay. The delay targets are shown in Table 2.5 along with the 
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ATS 1 0.1 0 100% 100% 
ATS 2 7.9 10 79% 80% 
ATS 3 42.6 30 55% 75% 
ATS 4 62.6 60 65% 70% 
ATS 5 56.7 90 87% 70% 
All 43.7 - 64% - 
 
The National Emergency Access Target (NEAT) is defined by the Australian 
federal government under the National Health Reform agenda. These targets focus 
on the ED length of stay with the stated aim that: “90% of all patients presenting to a 
public hospital ED will either physically leave the ED for admission to hospital, be 
referred to another hospital for treatment, or be discharged within four hours” 
(Australian Government, 2012). 
The data from the case study ED was collected in the same year that the NEAT 
target was announced and the percentage of patients whose length of stay was less 
than four hours in that year was 50% (Table 2.6). The central purpose of this thesis is 
to produce a scheduling methodology that can improve effective patient throughput 
and assist in achieving all time-based performance targets. 
Table 2.6 ED length of stay times and targets from the case study data 
Triage 
Category 
Average ED Length of Stay 
(mins) 
Percent of Patients Within 
4 hour Target 
ATS 1 321.2 44% 
ATS 2 399.3 33% 
ATS 3 361.6 41% 
ATS 4 251.6 66% 
ATS 5 168.6 87% 
All 323.2 50% 
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2.4 Modelling Patient Flow 
A simulated cohort of patients is needed to test each scheduling methodology 
developed in this thesis. The challenge is to model patient flow in a way that is 
reflective of the real environment, but necessarily simplified for the initial 
development of a task scheduling model. The patients are simulated according to 
their treatment care needs and resource usage. Each patient that is simulated for the 
scenarios of this thesis requires a sequence of treatment tasks designed to assess, 
stabilise and treat their illness. 
The illness categories contained in the EDDB from the case study data are 
coded according to the ICD-10 (National Centre for Classification in Health 
(Australia), 2010) classification system. However, this system contains over 60,000 
disease classifications sorted into 22 chapters or divisions. In the case study data, 
there are 841 different ICD-10 codes recorded against 41,599 presentations, so ICD-
10 is too fine a classification on which to model illness and treatment processes in a 
simulated patient cohort. Further, the exact treatment tasks for each patient are not 
recorded in the EDDB from the case study ED. Also, 
…it is generally acknowledged that diagnosis alone does not explain 
resource use at all well. Other information including the level of disability 
associated with the illness, the comorbidity of certain other conditions such 
as personality disorder, and the patient's willingness to participate in 
treatment all influence the intensity and duration […] of care provided. 
(Australian Government, 2000) 
In order to model the treatment processes and resource usage of each patient, 
we refer to a noteworthy data mining paper (Ceglowski, Churilov, & Wasserthiel, 
2007) which identifies clusters of treatment tasks that commonly occur together in 
ED care. The data mining process was applied to an even more extensive EDDB than 
the one used at our case study ED and their analysis revealed 19 clusters of treatment 
tasks. The analysis was unable to reveal the sequencing and duration of treatment 
tasks. 
The patient flow model used in this thesis is motivated by the idea of clusters 
of treatment tasks that occur together, with the addition of sequencing and duration 
for the treatment tasks. To develop a set of treatment clusters for our patient flow 
model, we have used informal interviews with ED staff to generate common 
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sequences of tasks for assessment, diagnosis, treatment and discharge. Task durations 
are estimated in some cases from expert opinion (i.e. taking medical history, 
observing vital signs) and other task durations are estimated from monthly statistics 
(i.e. imaging and pathology). The work of Ceglowski et al. (2007) identified 19 
clusters of treatments tasks; our research includes a shorter set of nine clusters of 
treatment tasks. The concept of treatment clusters is convenient for simulating 
cohorts of patients and can be easily extended to incorporate more complex clusters 
of treatment. A sequenced set of treatment tasks is also reflective of how patient care 
is carried out in the ED, although in the real ED the sequence of tasks is not pre-
scripted but evolves as ED care progresses. This model of patient flow model permits 
us to specify a cohort of patients along with their treatment care needs and resource 
usage in a way that is realistic yet simplified. 
A patient cohort is the collection of people presenting at the ED for treatment. 
The treatment pathway is the sequenced set of treatment tasks required by the patient 
during their ED care. A patient type is a group of patients with the same pathway (i.e. 
the sequence of treatment and diagnostic tasks) and the proportional split of the 
cohort to the different patient types is called the patient mix. 
A cohort of patients is specified by the patient mix, priority class distribution 
and the arrival rate. The patient mix indicates the number of patient types used in the 
scenario and the distribution of patients to each type. The priority class distribution 
indicates the proportion of patients that are assigned to each of the priority classes in 
a scenario. 
The patient type characteristic determines the precedence-constrained set of 
tasks on the treatment pathway. The treatment tasks that make up a treatment 
pathway include activities such as bed allocation, medical assessment, pathology, 
imaging, fluids, medications and suturing. All treatment tasks have a specified 
duration and resource requirement. 
Individual resources are organised into resource groups and the number of 
resources in each resource group must be specified for each scenario. The Acute, 
Resuscitation and Minors areas of the ED contain groups of treatment spaces or bed 
resources. Doctors, nurses, ward staff and inpatient teams are staff resources. 
Pathology and X-ray are equipment resources. All individuals within a resource 
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group are assumed to be identical and skilled for a particular subset of treatment 
tasks. 
2.5 Summary of ED Patient Flow 
In this chapter we have discussed the resources and processes that are present 
in an ED. Patient care in the ED follows a sequence of arrival, triage, bed 
assignment, medical assessment, carrying out a treatment plan, and finally 
disposition planning. This is modelled as a sequence of treatment tasks that each 
require access to ED resources. 
To model patient flow several assumptions have been made. Including the 
single assignment of patients to beds, and having treatment commence only after the 
patient is assigned to a bed. This does not model the complex dynamics associated 
with moving patients between treatment spaces, flexible treatment space capacity, or 
commencing care while patient is still on an ambulance trolley. The ED staff model 
includes only doctors and nurses, within each staff group all individuals are identical 
in skill and ability. Patient arrivals are modelled as a Poisson process with different 
arrival rates to reflect the different periods of the day and week. The treatment needs 
of patients have been grouped into treatment pathways that represent a sequence of 
tasks each requiring specific resources. 
It is equally possible to use a different distribution to model the arrival process, 
and to group the patients into a different combination of treatment pathways. 
However, this is the patient flow model that has been used to simulate patient cohorts 
for the purpose of testing ED scheduling tools within this thesis. 
Data has been acquired from an EDDB at a real ED, and from interviews and 
publicly available statistics to build a profile of patients and patient care that can be 
used to simulate a patient cohort in order to test the ED scheduling methodologies 
developed later in this thesis. 
This chapter provides the definitions and scope for the ED models contained in 
this thesis. The next chapter reviews the literature relevant to this thesis, followed by 
the mathematical programming models of the ED. 
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Chapter 3: Literature Review 
There are two key themes in this literature review: the first theme examines 
Operations Research modelling in health care and EDs, while the second theme 
focuses on scheduling theory. The literature review was carried out by first searching 
for target words and phrases in the Scopus and Web of Science databases. The initial 
results were refined by subject area and publication date. Results from the two 
databases were combined, and duplicate publications removed along with spurious 
matches. The remaining papers were subject to abstract review, leaving a final 
selection of papers for full review. Health care and ED analysis primarily takes the 
form of descriptive and predictive models with limited attention to tools or analysis 
that occur in real-time. The scheduling literature describes many different problem 
structures and resource requirements in static, dynamic and stochastic environments. 
The literature review in this chapter identifies scheduling problems with similar 
features to the ED task allocation environment and their solution approaches. 
3.1  Operations Research in Health Care 
The focus for the health care literature review is on patient flow and resource 
allocation within the ED and the hospital. A database search of Scopus and Web of 
Science was conducted using the search terms ("patient flow" OR "length of stay" 
OR (resource* NEAR/2 allocation)) AND (hospital OR clinic OR "e d") and refined 
by subject area: computer science, operations research management science, 
engineering, and mathematics. Publication dates were limited from 1990 to the 
present day. Scopus yielded 375 results and Web of Science yielded 177. After the 
removal of duplicate records and papers reporting randomised controlled trials, 
medical treatments and spurious matches, a total of 378 papers remained. Of those, 
155 were selected by title for inclusion in the abstract review, and finally 39 papers 
were selected for full review. Additional papers have been included through 
recommendation or from additional searches on specific topics. 
There exist a large number of publications on modelling and analysis for the 
hospital in general, and the emergency service in particular. The most common 
quantitative methods used in analysing performance in health care are statistical 
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analysis, simulation and mathematical modelling (Brailsford, Harper, Patel, & Pitt, 
2009). Statistical analysis uses historical data to identify trends and patterns in the 
system. Studies of this sort examine system behaviour and the effect of introducing 
new protocols. Simulation is often used as a planning tool as it permits 
experimentation without risk to patients. It can be limited by the detail and accuracy 
included in the simulation model but is very accessible with many off-the-shelf 
products available. Simulation models can also be used in conjunction with 
mathematical models. Mathematical models include queueing theory and 
mathematical programming models. Queueing theory is used to plan system capacity 
and service levels to meet known patterns of demand. Mathematical programming 
methodologies are used for scheduling and allocation of scarce resources, for 
example appointment scheduling, staff scheduling and treatment task scheduling. 
3.1.1 Patient Flow and Access Block 
ED efficiency and patient flow is the subject of much study and much concern, 
in part due to the increasing demand for emergency services and also because of the 
impact of ED overcrowding and access block on staff and patients. According to the 
ACEM (2009) report on standard terminology, the definitions for overcrowding and 
access block are as follows: overcrowding occurs when the number of patients 
exceeds the physical or staffing capacity of the ED and impedes the ED function. 
Although overcrowding is difficult to measure, it can be indicated through the 
quantitative measure of access block, which is the percentage of patients whose total 
ED time exceeded eight hours. 
Forero et al. (2010) estimate a 20-30% increase in mortality is associated with 
access block and overcrowding. McCusker, Vadeboncoeur, Lévesque, Ciampi, and 
Belzile (2014) link increased ED length of stay (EDLoS) to higher 30-day hospital 
readmission rates. Access block and prolonged EDLoS are also predictors for 
increased inpatient length of stay (Liew, Liew, & Kennedy, 2003; Richardson, 2002). 
The reduction of EDLoS is paramount to relieving the impacts associated with access 
block and overcrowding. 
Patient flow is such an important focus for health care that the benchmark has 
been moved from measuring an eight hour access block target for admitted patients 
only, to a four hour target applying to all patients attending Australian EDs. Under 
the National Health Reform agenda (Australian Government, 2012) the National 
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Emergency Access Target (NEAT) has been introduced. This target aims to have 
90% of all ED patients admitted, discharged or transferred within four hours of their 
arrival. Queensland Health statistics for January 2015 indicate that out of 118,263 
ED attendances to Queensland EDs, 79% were completed within the NEAT four 
hours. The admission rate was 32% and of those, 61% were admitted within four 
hours (Queensland Government, 2015). 
Bagust, Place, and Posnett (1999) produced a simulation to examine the 
relationship between access block in the ED and bed occupancy in the hospital 
wards. The main result states that if occupancy is less than 85% then the probability 
that at least one patient will have to wait in ED for an inpatient bed is less than 1%. 
However, at 92% occupancy, the probability of having at least one patient wait is 
elevated to 10%. The Monte Carlo simulation was constructed in Excel and produces 
a simplified conclusion about crisis days and access block. 
A statistical analysis of 23 Queensland Health facilities shows the daily 
average hospital occupancy is between 89% and 95% (Khanna, Boyle, Good, & 
Lind, 2012). In this analysis, Khanna et al. (2012) use observed and simulated data to 
identify more realistic set of crisis points. The first crisis point at 91% hospital 
occupancy coincides with longer time spent in ED and delays to inpatient admission; 
this is the beginning of access block. The second crisis point at 96% occupancy 
represents ED overcrowding where discharge rates lag behind ED arrival rates. 
Finally at 99% occupancy, the inpatient discharges lag inpatient admissions, thus the 
entire hospital is overcrowded. This staged approach to interpreting crisis points in 
hospital operation provides valuable insight into the interaction between hospital bed 
occupancy and access block. 
Burns, Bennett, Myers, and Ward (2005) use statistical analysis to detect trends 
in ED admissions and length of stay after introducing an intervention designed to 
improve bed use. In their analysis they demonstrate that when bed occupancy levels 
are reduced (through innovative bed management strategies) the outcome is that the 
hospital management will close the underutilised beds. So the answer is not to have 
underutilised beds or underutilised staff, but to have the right mix of beds, staff and 
equipment resources and to implement flexible capacity strategies where possible to 
cope with fluctuations in patient load. 
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Several simulation studies (Abo-Hamad & Arisha, 2013; Blasak, Armel, 
Starks, & Hayduk, 2003; Khare, Powell, Reinhardt, & Lucenti, 2009) investigate the 
impact of bed, staff and access block times on EDLoS. These studies reach the same 
conclusion; that a reduction in access block time results in greater improvement than 
increasing staff or bed count. Thorwarth, Rashwan, and Arisha (2015)  use a 
combination of queueing theory and discrete event simulation (DES) to model the 
dynamics of workload balancing in an ED and its impact on patient flow. 
Ceglowski et al. (2007) use patient urgency, treatment pathway and disposition 
to gain insight into bottlenecks and queues in their ED simulation. Treatment 
pathways are identified using a novel data mining technique and each patient follows 
a treatment pathway, rather than trying to control flow and model individual 
treatment procedures. Although a different simulation approach was used, their 
conclusion matches most other simulations; that access block results from delayed 
access to inpatient beds and is the biggest bottleneck in the ED. 
Au et al. (2009) and Hoot et al. (2009) use queueing theory and simulation 
respectively to build forecasting models that predict the occurrence of access block 
in a 6 hour window. In another forecasting model, Boyle et al. (2008) produce a 
smoothed multi-regression model to predict ED admissions. In each case the 
forecasting analysis is built into a web based dashboard to be used in real time by ED 
managers. The capability of these forecasting models is to look into the immediate 
future and determine whether a crisis point will be reached within the next few hours, 
and the model permits the ED managers to consider some kind of adaptive strategy 
in real time. The dynamic ED scheduling model proposed for this thesis is similar in 
that it is intended to support the ED function in real time, however it is different in 
that it proposes an assignment and sequencing strategy for the ED resources to 
achieve the goal of effective patient flow. 
Cameron, Schull, and Cooke (2011) present a discussion on the measurement 
of performance and quality in the ED. Currently, ED performance measures focus on 
time-based targets. This is not a perfect measure as it captures speed rather than 
quality of care. Quality is hard to measure in ED in terms of patient outcomes, as the 
confirmed diagnosis and the clinical follow-up are rarely made within the ED. It is 
further complicated because the three key stakeholder groups, patients, clinicians and 
policymakers, have different perspectives on quality care. In general, the 
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performance of the ED is judged on waiting time, service time and access block. 
Patient satisfaction is reported using Left Without Being Seen (LWBS) or Did Not 
Wait (DNW) rates. Some indications of crowding include ambulance diversion, 
capacity alert stats, use of corridors or ramping. These crowding measures, however, 
are more subjective than the others because they are not based on standardised 
definitions like those of access block, waiting time, LWBS and DNW. 
3.1.2 Bed Management 
Bed management addresses the question of how many beds are required in a 
hospital department or ward. This is an important decision to take because the bed 
numbers are not easily changed and because staff counts are often based upon the 
number of beds present on a ward. Another important element of bed management is 
ensuring that the bed resources are used efficiently. 
Queueing theory is a popular method for estimating bed requirements in health 
care facilities. Seshaiah and Thiagaraj (2011) combine queueing theory with 
simulation (SimEvents in MATLAB) to examine congestion between the ED and 
inpatient wards, using Target Occupancy Rates and Target Access Times to estimate 
bed requirements. Wang, Hare, Vertesi, and Rutherford (2011) present a queueing 
theory model for patient flow and bed allocations within the acute care setting with 
three admission streams: ED, elective admission, and transfer from another health 
care institution. Patient arrival patterns are modelled using a non-stationary Poisson 
process. The output determines the best allocation of a fixed number of beds between 
the different inpatient wards with efficiency measured by expected occupancy and 
expected access rates. Another example of queueing theory to compute optimal bed 
numbers uses M/M/∞ and M/M/c/c queues to model the emergency cardiac care 
chain (de Bruin, van Rossum, Visser, & Koole, 2007). 
A System Dynamics (SD) simulation model is used by Kumar (2011) to 
optimise surgical services including capacity planning, throughput management and 
interacting resources. Implemented using Powersim Software (2010), the SD model 
determines the number of beds required to maximise patient throughput, and 
minimise waiting lists and overflow. 
DES is used by Diefenbach and Kozan (2011) to optimise ED bed 
configurations and physician shifts for efficient patient flow. Simulation and 
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optimisation are combined in Extend simulation software (Imagine That! Inc., 2003) 
to vary the number and type of ED beds and physician shifts. The simulation model 
assigns each patient to a bed and to a doctor for the duration of their processing. The 
multi-criteria objective combines tardiness, number of tardy jobs, and waiting time to 
determine the optimal staff levels and bed configuration. 
The ED scheduling framework proposed for this thesis examines both the 
number of beds and the efficient use of bed resources, where the efficiency of bed 
utilisation is directly related to the assignment and sequencing of treatment tasks that 
occur while the patient occupies the bed.  
3.1.3 Human Resource Allocation 
Human resource allocation refers to the staff master scheduling problem as 
well as the rostering problem. The master schedule determines the number of staff of 
each type that are required in each ward to service the treatment spaces and to 
accommodate fluctuating demand. The rostering problem deals with the assignment 
of particular staff members to individual shifts. In this thesis it is the master schedule 
rather than the staff roster that is incorporated into the framework. 
Green et al. (2006) use a novel queueing theory approach that incorporates 
fluctuating demand and service levels. The ED is modelled as an M/M/c queue, and 
stationary independent Poisson periods are used to model the periodic fluctuation in 
demand. Their model, called lagSIPP, is used to compute staff levels that follow the 
demand patterns with a DES to validate the results. Izady and Worthington (2012) 
use a similar method that iterates between a queueing theory model and a simulation 
over successive periods to devise appropriate staffing levels. The model of stationary 
independent Poisson periods is adopted in the thesis for generating patient arrivals in 
the simulated patient cohort. 
Sinreich, Jabali, and Dellaert (2012) combine simulation and linear 
programming (LP) to optimise master schedule of doctors, nurses and technicians in 
the ED. The objective is to reduce patient waiting times with resource levelling, 
given the current resource capacity. The LP formulation determines staff assignments 
using two work-shift scheduling algorithms. The simulation is implemented in 
Arena. The methodology followed is to simulate the ED with the current staff 
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schedule, solve an LP to determine a new master schedule, simulate again with the 
new schedule and compare the length of stay between the two. 
A series of queues is used to model arrival patterns in a blood donor centre 
with a view to matching staff levels to the expected demand (Testik, Ozkaya, Aksu, 
& Ozcebe, 2012). Daily and hourly trends in arrival rates are identified using a two-
step cluster method with classification and regression. The queueing theory model is 
used to estimate required staff levels to meet target waiting and processing times. 
Burke, Li, and Qu (2010) solve the nurse rostering problem with an integer 
programming (IP) formulation using a hybrid of the Genetic Algorithm and variable 
neighbourhood search. Bard and Purnomo (2005) use reactive scheduling to adjust 
nurse rosters on a daily basis to accommodate absenteeism, emergencies and demand 
imbalances. They too start with an IP formulation to produce a baseline six week 
roster, with a rolling horizon framework that reschedules for the next 24 hours when 
new information becomes available regarding supply and demand imbalances. The 
reactive scheduling is achieved with Branch and Price heuristic. 
Costa Filho, Rivera Rocha, Fernandes Costa, and De Albuquerque Pereira 
(2012) generate a master schedule for medical and nursing staff across an entire 
hospital using a constraint satisfaction problem formulation and a backtracking 
search algorithm. 
Mathematical programming models such as LP and constraint satisfaction are 
able to capture the assignment and sequencing of staff to tasks which is applicable in 
the real time environment, whereas the queueing theory models provide a more 
general analysis that is applicable for constructing a master schedules that meet 
service level requirements. 
3.1.4 Operating Theatre Scheduling 
The operating theatre schedule coordinates the allocation of operating theatres, 
staff (surgical, nursing, anaesthetic) and patients. The operating theatre schedule is 
planned in stages; the first stage is the master schedule that allocates each operating 
theatre to a particular surgical specialty in blocks of four or eight hours. The actual 
surgical appointments for elective surgery patients are scheduled at least one week in 
advance. When emergency surgery is incorporated into a schedule, the scheduler is 
notified somewhere between one hour and 24 hours in advance. Some elements of 
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the operating theatre scheduling process are similar in the ED environment, for 
example we are interested in having a master schedule of staff assigned to the ED. 
The key difference is that the elective surgery appointments can be made in advance, 
whereas all of the patient scheduling in ED must be made in real time. 
Ghazalbash, Sepehri, Shadpour, and Atighehchian (2012) demonstrate that 
solutions generated with a mixed integer programming (MIP) formulation perform 
better than manual scheduling for the operating theatre. CPLEX is used to solve the 
MIP formulation minimising makespan and maximising utilisation but the model 
only includes elective cases. Jeang and Chiang (2012) solve a quadratic 
programming formulation in GAMS for the effective utilisation of operation rooms 
minimising deviation between OT utilisation and OT availability. Both of these 
models focus on the static environment and consider only elective surgery cases. 
Gartner and Kolisch (2013) use an off-line resource capacity planning 
approach to schedule elective surgery treatments. All scarce resources are modelled 
and all activities that make up the surgery are scheduled. The model performs 
aggregate planning rather than activity scheduling with an economic objective 
function. The decision maker schedules the surgery activities to occur on a particular 
day but does not specify the activity schedule within that day. A mixed integer 
programming formulation is introduced for the scheduling environment and CPLEX 
is used to generate solutions. The case study demonstrates an improvement of 5% in 
the economic performance of the MIP formulation over the existent operational 
performance at the case study hospital. 
Online scheduling of elective and emergency patients in the operating room is 
addressed by Stuart and Kozan (2012). The model includes stochastic processing 
times for both elective and emergency patients and stochastic arrivals of emergency 
patients. Reactive scheduling updates the sequence of patients and is triggered by 
arrival or departure events. The schedules are set using upper prediction bounds for 
surgical durations with the objective of optimising the weighted number of on-time 
surgery completions. The solution technique solves a 0-1 Knapsack problem using an 
adapted Branch and Bound algorithm. 
Van Essen, Hurink, Hartholt, and van den Akker (2012) present a decision 
support tool for adjusting operating room schedules after delays or emergency 
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arrivals. The IP formulation is reactively re-solved using CPLEX when new 
information is received. 
The common approach for operating theatre scheduling is to produce a mixed 
integer programming formulation and use a commercial optimisation engine such as 
CPLEX to generate solutions when the environment is static, that is when all patient 
requirements are known in advance. For the instances where elective and emergency 
surgery cases are both considered a reactive scheduling approach is employed to 
update schedules as new information is received. 
3.1.5 Appointment Scheduling 
Appointments are scheduled for the outpatient clinics of a hospital. The 
scheduling problem is addressed on two levels: scheduling the staff to be present 
during clinic hours and scheduling patients to appointments within the clinic hours. 
Vermeulen et al. (2009) generate adaptive schedules for patient appointments 
in an outpatient clinic. The algorithm for schedule generation is designed to mimic 
the reasoning of the human schedulers. The adaptive scheduling model is able to 
respond to demand surges and variations in patient mix through flexible opening 
hours and flexible capacity. However, the service times and patient types are known 
in advance. This is not an online or reactive scheduling problem as required for the 
ED. 
A dynamic booking policy is used by Huang and Zuniga (2012) for online 
appointment scheduling in an outpatient clinic. Turkcan, Zeng, Muthuraman, and 
Lawley (2011) also address appointment scheduling in real time using objectives of 
fairness and revenue. A stochastic programming problem was formulated using 
exponential service times, heterogeneous patient groups with different no-show rates, 
and a single server. The booking policy assigns arriving patients to slots in the 
schedule where capacity constraints are not violated and does not permit previously 
booked appointments to be moved.  
3.1.6 Task Scheduling 
This section describes the models that attempt to allocate staff or equipment 
resources to patients for specific treatment processes. The ED scheduling model of 
this thesis integrates task scheduling with a patient-bed assignment layer. 
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Kiris, Yuzugullu, Ergun, and Cervik (2010) introduce an online model that 
schedules treatment commencement times for ED presentations. This is a parallel 
machine formulation with stochastic patient arrivals and deterministic treatment 
times. A constructive heuristic algorithm is developed to assign patients to 
physicians according to arrival time, patient priority, flow time and doctor load, 
dynamically updating the assignment of patients to doctors as new arrivals are 
registered at triage. The schedule maintains physician assignments and an order for 
treatment commencement times but does not deal with the separate treatment tasks 
within the ED care process. 
Huang, Zheng, and Chien (2012) use a hybrid shop formulation to model 
therapeutic processes for patients in a rehabilitation clinic. Waiting times are 
minimised between the sequence of therapeutic processes for each patient subject to 
partial precedence constraints and limited resources. The static binary integer 
programming (BIP) formulation is solved using a Genetic Algorithm implemented in 
Visual Basic. A user interface is constructed to generate Gantt charts that visually 
represent the patient treatment schedules. The Genetic Algorithm solutions 
demonstrate a vast improvement over the current manual scheduling practice at the 
case study hospital. 
Zoller et al. (2006) attempt to capture some of the complexities of the hospital 
setting such as stochastic patient arrivals, processing requirements not completely 
known on arrival, changes to patient priorities and stochastic treatment durations. A 
Multi-Agent System (MAS) architecture is used to model multiple sources of 
uncertainty and interactions between autonomous hospital departments. The MAS 
schedules patient treatments on the scarce hospital resources using an auction-based 
coordination heuristic where patient-agents bid for spots with resource-agents. The 
MAS produces a global emergent behaviour where higher risk patients are treated 
earlier than healthier patients. The MAS methodology results in shorter patient 
waiting times and lower resource utilisation when compared to a first-come first-
serve (FCFS) protocol. 
In a similar model that schedules treatment tasks for inpatients on the basis of 
limited equipment and staff resources, Jeric and Figueira (2012) generate a daily 
schedule using a multi-objective BIP formulation. Variable Neighbourhood Search, 
Scatter Search and Genetic Algorithm meta-heuristics are used to generate schedules. 
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The structure of the proposed formulation is that patients require treatments, 
treatments are composed of a sequence of procedures, and each procedure requires 
an equipment resource and a staff resource. The schedules are generated with no-
waiting between successive procedures of a single treatment. Objectives include 
maximising the number of treatments performed in a single day, minimising staff 
idle times, and minimising time that staff and equipment are operating at maximum 
capacity to leave resources available for emergency treatments. Solutions can be 
generated in CPLEX for small static test problems with single objectives. 
Complex shop scheduling environments are used to model the relationships 
between treatment tasks and resource usage. The task scheduling problems are then 
formulated primarily as binary integer programs that can be solved with commercial 
optimisation software (CPLEX) for smaller instances or with heuristic methods (such 
as Genetic Algorithm, MAS, or constructive heuristics) for the larger instances.  
3.1.7 Implementation Level 
Theoretical and descriptive models are useful for the academic analysis of ED 
performance, but require some adaptation to be implemented for the benefit of daily 
ED management and operations. This section examines the methods by which OR 
models have been implemented for use in the health care setting, and also discusses 
some of the data collection technologies that are required to implement decision 
support systems. 
Performance dashboards have been constructed to display patient flow 
predictions (Au et al., 2009; Boyle et al., 2008). Standalone applications have also 
been developed for appointment scheduling (Huang & Zuniga, 2012; Turkcan et al., 
2011). 
A hospital information system with real-time monitoring is required to receive 
data about patients and resources and then distribute messages relating to scheduled 
tasks (Sutherland, van den Heuvel, Ganous, Burton, & Kumar, 2005). Radio 
Frequency Identification (RFID) and Wireless Sensor Network (WSN) technologies 
currently used in manufacturing and production have the potential to provide the 
communication infrastructure for a medical service management system. Tolentino, 
Lee, Kim, and Park (2010) discuss an architecture for a hospital decision support 
system that uses RFID technology to provide information about the location and 
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status of a patient and a WSN to communicate tasks and provide decision support to 
hospital staff via PDA/smartphone. Johnson (2012) assesses the value of using iPads 
in the ED to manage workflows and accept data inputs, and Kim et al. (2012) 
demonstrate the effectiveness of using SMS to remind inpatient team doctors (after 
consultation) to make admit/discharge decisions for ED patients.  
The implementation of the dynamic ED scheduling model proposed for this 
thesis is in a real-time decision support system (DSS). The bed requirements and 
treatment processes of ED patient care are input by the ED staff and incorporated 
into the task scheduling model. A heuristic algorithm within the DSS produces 
updated schedules in real time. A DSS of this kind requires a hospital information 
system with real-time monitoring and the capability to distribute messages relating to 
the scheduled tasks. 
3.1.8 Summary of OR Literature with Health Care Applications 
Operations Research in the health care literature covers bed capacity, staffing, 
and resource allocation using simulations, mathematical programming, queueing 
theory and statistics. The models included in this review focus on historical analysis 
or strategic planning and are summarised in Table 3.1. The summary table indicates 
the focus of the study in terms of outcomes or objectives, the department or area 
within the hospital to which the analysis has been applied, and the primary method of 
analysis. 
In the real-time dynamic environment, few models exist for scheduling of 
surgeries, outpatient clinics, and inpatient treatments. Online appointment scheduling 
is achieved through a dynamic booking policy (Huang & Zuniga, 2012; Turkcan et 
al., 2011), reactive scheduling is performed on a single operating theatre (Stuart & 
Kozan, 2012), and static daily task schedules are set (Huang et al., 2012; Jeric & 
Figueira, 2012). The large scale problem of online reactive task scheduling across a 
whole hospital is attempted by Zoller et al. (2006) with MAS architecture. 
To the best of our knowledge, the only online model for ED scheduling is by 
Kiris et al. (2010) who construct a parallel machine scheduling problem with 
stochastic arrivals and deterministic processing times. In reality, the ED patient flow 
process is characterised by random arrivals, partially revealed task lists, stochastic 
processing times, multimode resource assignments, and resource disruptions. 
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The current literature of Operations Research methods in health care focuses 
on techniques such as queueing theory and statistics with tactical and strategic 
objectives such as capacity planning, process redesign and staff allocations. The new 
direction proposed for this research project is to generate a task scheduling tool to 
allocate resources in real time using reactive scheduling to cope with the dynamic 
environment. The following section explores literature on the theme of complex 
scheduling to determine the coverage of existing models and techniques used to 
solve problems with similar structural properties to ED patient flow. 
Table 3.1 Summary of literature reviewed on health care theme 
Authors Year Method Area Focus 
Au, L., Byrnes, G. B., Bain, 
C. A., Fackrell, M., Brand, 
C., Campbell, D. A., & 
Taylor, P. G. 
2009 Queueing 
theory 
ED Access block 
Abo-Hamad, W., & Arisha, 
A. 
2013 Simulation ED Access block 
Bagust, A., Place, M., & 
Posnett, J. W. 
1999 Simulation ED Access block 
Blasak, R. E., Armel, W. S., 
Starks, D. W., & Hayduk, 
M. C. 
2003 Simulation ED Access block 
Burns, C. M., Bennett, C. J., 
Myers, C. T., & Ward, M. 
2005 Simulation ED Access block 
Ceglowski, R., Churilov, L., 
& Wasserthiel, J. 
2007 Simulation ED Access block 
Hoot, N. R., Leblanc, L. J., 
Jones, I., Levin, S. R., Zhou, 
C., Gadd, C. S., & Aronsky, 
D. 
2009 Simulation ED Access block 
Khare, R. K., Powell, E. S., 
Reinhardt, G., & Lucenti, M. 
2009 Simulation ED Access block 
Thorwarth, M., Rashwan, 
W., & Arisha, A. 
2015 Simulation ED Access block 
Boyle, J., Lind, J., Green, D., 
Crilly, J., Miller, P., Wallis, 
M., Jessup, M., & Fitzgerald, 
G. 
2008 Statistical ED Access block 
Ding, R., McCarthy, M. L., 
Desmond, J. S., Lee, J. S., 
Aronsky, D., & Zeger, S. L. 
2010 Statistical ED Access block 
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Geelhoed, G. C., & de Klerk, 
N. H. 
2012 Statistical ED Access block 
Liew, D., Liew, D., & 
Kennedy, M. P. 
2003 Statistical ED Access block 
McCusker, J., 
Vadeboncoeur, A., 
Lévesque, J.-F., Ciampi, A., 
& Belzile, E. 
2014 Statistical ED Access block 
Richardson, D. B. 2002 Statistical ED Access block 
Vasilakis, C., & El-Darzi, E. 2001 Simulation single 
clinic/ward 
Access block 
Khanna, S., Boyle, J., Good, 
N., & Lind, J. 
2012 Statistical whole hospital Access block 
Seshaiah, C. V., & 





Diefenbach, M., & Kozan, 
E. 
2011 Simulation ED Bed 
Management 
Kumar, S. 2011 Simulation operating rooms Bed 
Management 
de Bruin, A. M., van 
Rossum, A. C., Visser, M. 







Wang, Y., Hare, W. L., 




whole hospital Bed 
Management 
Green, L. V., Soares, J., 
Giglio, J. F., & Green, R. A. 
2006 Queueing 
theory 
ED HR Allocation 




ED HR Allocation 
Sinreich, D., Jabali, O., & 
Dellaert, N. P. 
2012 Scheduling ED HR Allocation 
Testik, M. C., Ozkaya, B. 






Burke, E. K., Li, J., & Qu, R. 2010 constraint 
programming 
whole hospital HR Allocation 
Costa Filho, C. F. F., Rivera 
Rocha, D. A., Fernandes 
Costa, M. G., & De 
Albuquerque Pereira, W. C. 
2012 constraint 
programming 
whole hospital HR Allocation 
Bard, J. F., & Purnomo, H. 
W. 
2005 scheduling whole hospital HR Allocation 
Stuart, K., & Kozan, E. 2011 reactive 
scheduling 
operating rooms Theatre 
scheduling 
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van Essen, J. T., Hurink, J. 
L., Hartholt, W., & van den 
Akker, B. J. 
2012 reactive 
scheduling 
operating rooms Theatre 
scheduling 
Ghazalbash, S., Sepehri, M. 
M., Shadpour, P., & 
Atighehchian, A. 
2012 scheduling operating rooms Theatre 
scheduling 
Gartner, D., & Kolisch, R. 2013 scheduling operating rooms Theatre 
scheduling 
Jeang, A., & Chiang, A. J. 2012 scheduling operating rooms Theatre 
scheduling 
Saremi, A., Jula, P., 
ElMekkawy, T., & Wang, G. 
G. 
2012 scheduling operating rooms Theatre 
scheduling 
Vermeulen, I. B., Bohte, S. 
M., Elkhuizen, S. G., 
Lameris, H., Bakker, P. J. 
M., & Poutre, H. L. 








Turkcan, A., Zeng, B., 








Kiris, S., Yuzugullu, N., 
Ergun, N., & Cervik, A. A. 
2010 reactive 
scheduling 
ED Task scheduling 
Huang, Y. C., Zheng, J. N., 
& Chien, C. F. 
2012 scheduling single 
clinic/ward 
Task scheduling 
Zoller, A., Braubach, L., 
Pokahr, A., Rothlauf, F., 
Paulussen, T. O., 
Lamersdorf, W., & Heinzl, 
A. 
2006 agent based 
scheduling 
whole hospital Task scheduling 
Jeric, S. V., & Figueira, J. R. 2012 scheduling whole hospital Task scheduling 
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3.2 Scheduling Theory 
Scheduling is an important subfield of Operations Research, with many 
applications in many industries, including manufacturing, services, resources and 
transportation. It is a decision making process by which tasks or jobs are assigned to 
resources in order for some kind of processing to be carried out. There are several 
standard scheduling models that will be briefly introduced here. 
A single machine environment is one where the decision maker must determine 
the order in which all tasks are processed on the single available machine. A parallel 
machine environment has multiple machines available for processing, so the 
schedule defines the assignment of tasks to machines as well as the processing order 
for each machine. Variations to the parallel machine environment include machines 
with different speeds or machine groups that can only process certain kinds of tasks 
or jobs. A flow shop environment has machines in series, and each job must be 
processed on each machine in the same order. A job shop environment has multiple 
machines, and each job has a specific order or route that determines the order in 
which the job visits the machines. The route in a job shop is specified by strict 
precedence relations. A resource constrained scheduling problem (RCSP) is a more 
generalised framework where the machine availability can be constrained and the 
time lags are not restricted to precedence relations but can be expressed as more 
general temporal relations. For a comprehensive background on scheduling theory 
see Pinedo (2008) and Brucker and Knust (2012). 
The scheduling theme of the literature review investigates online scheduling, 
reactive scheduling and disjunctive graph techniques. Online scheduling problems, as 
opposed to offline scheduling problems, do not have complete information available 
to the decision maker prior to the start of the schedule horizon. Reactive scheduling 
is a process of updating and repairing existing schedules when unexpected events 
happen. Disjunctive graphs are used in scheduling formulations to model multiple 
tasks and multiple resource options using graph theoretical constructs. These 
concepts have been chosen as search terms because of their association with the 
dynamic features of the ED task scheduling problem. 
A database search of Scopus and Web of Science was conducted using the 
search terms (“online scheduling” OR “reactive scheduling” OR “disjunctive graph”) 
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and refined by subject areas: computer science theory methods, applied mathematics, 
and operations research management science, with publication dates from 2000 to 
the present year. After combining the search results from Scopus and Web of 
Science, and removal of duplicate records and spurious matches, a total of 437 
papers were included for abstract review. Finally, 30 papers were selected for full 
review, covering a broad range of complex scheduling problems focusing on reactive 
scheduling, complex resource requirements, multiple sources of uncertainty and 
extensions to disjunctive graph methods. An additional three survey papers are 
discussed to give an overview of scheduling methods in dynamic environments. 
3.2.1 Single Machine/Parallel Machines 
Single machine reactive scheduling models are presented by Aloulou and 
Portmann (2003) and Stuart and Kozan (2012). Aloulou and Portmann (2003) use a 
weighted tardiness objective and model two types of schedule disruption; delayed 
start times and machine breakdown. The proactive-reactive approach is characterised 
by generating a set of partial schedules in the offline stage and making all remaining 
scheduling decisions in the online stage. The single machine scheduling problem 
with precedence constraints and a tardiness objective is strongly NP-hard, so the 
offline schedules are generated using a Genetic Algorithm. The online scheduling 
component uses heuristics based on dispatch rules to fix a selection from the offline 
schedules and schedule perturbations and to correct for infeasibilities arising from 
disruptions. The single machine model of Stuart and Kozan (2012) includes 
stochastic processing times and unscheduled arrivals with the objective of 
minimising the number of tardy jobs. The reactive scheduling is achieved through a 
modified Branch and Bound algorithm and triggered by arrival and departure events. 
Edis, Oguz, and Ozkarahan (2013) review parallel machine scheduling in 
manufacturing environments with additional resources. The additional resources may 
be required before or after machine processing, or concurrently with machine 
processing and can be renewable or non-renewable, adding to the complexity of the 
machine and resource allocations. These parallel machine problems are usually NP-
hard and relatively few have special cases that can be solved with exact approaches 
such as Branch and Bound or dynamic programming. The most effective solution 
approaches incorporate heuristics that exploit the characteristics of the problem to 
hierarchically solve the sub-problems of assignment and sequencing. 
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Schulz (2008) and Megow, Uetz, and Vredeveld (2006) treat the parallel 
machine scheduling problem with stochastic processing times and a weighted 
completion time objective. In the online scheduling environment, jobs arrive over 
time with no prior information about their arrival or processing time. The dispatch 
rule Weighted Shortest Expected Processing Time (WSEPT) is optimal for the single 
machine case. For the parallel machine case an LP-relaxation is formed and solved in 
the online environment with a non-anticipative scheduling policy. 
Turkcan, Akturk, and Storer (2009) present a predictive/reactive policy for the 
parallel machine environment, using earliness and tardiness in the objective and 
controllable processing times. The disruptions include unscheduled job arrivals, 
delayed job start times and machine breakdown, and the time-indexed IP formulation 
allows controllable processing times. The reactive scheduling algorithm identifies the 
affected jobs and machines and updates the schedule for the affected entities by 
solving an LP-relaxation of the time-indexed IP for machine assignment and 
sequencing. The processing start times are solved for the reactive schedule by 
solving a minimum cost network flow model (MCNF) that handles the cost of 
controllable processing times in the objective function. This method performs better 
than a Right-Shift combined with MCNF. 
Sammarra, Cordeau, Laporte, and Monaco (2007) address a parallel machine 
problem in the context of quay crane operations. The complex constraints for crane 
scheduling include transportation times, blocking and crane interference. Even in the 
deterministic case, this type of problem is NP-hard and is solved in this case with a 
Tabu Search for machine sequencing and then a local search heuristic to schedule 
start times for each machine sequence. 
The patient-bed assignment layer of the ED scheduling model is like a parallel 
machine environment with a tardiness objective. Even in the single machine case the 
tardiness objective results in a formulation that is NP-hard. Therefore the patient-bed 
assignments will also be NP-hard and this justifies the consideration of heuristic 
solution techniques. Techniques that are used to solve the parallel machine problem 
in the online environment include meta-heuristic search methods such as (Tabu 
Search) and local search heuristics designed to exploit information about the problem 
environment. 
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3.2.2 Flow Shops 
For the flow shop problem, Aloulou and Artigues (2010) use Branch and 
Bound to construct a robust schedule that accommodates resource disruptions. 
Weng and Fujimura (2009) provide an agent based scheduling method for the 
online flexible flow shop. The flexible flow shop environment has several stages 
organised in series, and multiple machines at each stage. In the online environment, 
the job arrival times and processing times at each stage are unknown, although the 
routing through the flow shop stages is known. A Branch and Bound scheme is used 
to fix the minimum number of disjunctions resulting in a tree of feasible schedules 
with some worst case bound, allowing scheduling decisions to be made online. The 
solution method uses dispatch rules for machine assignment at each stage, 
minimising earliness and tardiness penalties. The agent-based implementation tunes 
between two dispatch rules depending on system load. The self-tuning algorithm is a 
type of hyper-heuristic approach. 
Caricato and Grieco (2008) present a predictive-reactive approach to 
rescheduling after the arrival of new jobs in a hybrid flow shop. The hybrid flow 
shop formulation has a predetermined order of processing through the shop stages. 
The solution requires that a machine is assigned at each stage and machine sequence 
be decided for each new job arrival. A low impact rescheduling algorithm (LIRS) is 
proposed to identify feasible swaps between the new and existing jobs at each stage 
of the flow shop. The problem is solved using constraint programming in ILOG to 
minimise the makespan and the number of schedule changes. 
3.2.3 Job Shops 
Pacciarelli (2002) extends the traditional disjunctive graph formulation of Roy 
and Sussman (1964) to include complex job shop constraints such as time windows, 
blocking and capacitated buffers. The paper also introduces a constructive algorithm 
that progressively enlarges the current consistent selection of alternative arcs until it 
is a complete selection while minimising the makespan. 
Burdett and Kozan (2010) handle blocking and non-serial precedence 
constraints in a job shop environment using constructive heuristics and forwards and 
backwards scheduling. The complex precedence relationships are represented using 
additional nodes in an augmented disjunctive graph. 
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Gröflin and Klinkert (2006) develop a method to identify feasible insertions in 
the dynamic job shop environment. Insertion types are job, activity or block 
insertions (a block of sequenced activities requiring the same machine). The 
determination of feasible insertions uses conflict graphs and can be used in 
rescheduling algorithms and in neighbourhood searches to generate new solutions by 
extracting and re-inserting sets of activities. This paper does not consider flexible 
machine assignments. 
Lou, Liu, Zhou, Wang, and Sun (2012) use a predictive-reactive approach for 
job shop scheduling in an uncertain manufacturing environment with stochastic 
processing times and random machine interruptions. The predictive stage produces a 
robust schedule using a disjunctive graph and Branch and Bound algorithm in a 
multi-agent architecture. The online reactive stage uses schedule shift heuristics to 
adjust/recover schedules from machine breakdown or rush jobs. 
Mati (2010) uses a disjunctive graph formulation to accommodate periods of 
machine unavailability in the job shop. Node labelling and a block concept are used 
to incorporate the unavailability periods for machines in the disjunctive graph. A 
Tabu Search heuristic uses the block-based neighbourhood swaps to respect the 
unavailability periods. 
Zuo, Wang, and Tan (2012) use a meta-heuristic hybrid for job shop with 
Artificial Immune System algorithm for global exploration and Tabu Search heuristic 
for local exploration under a makespan objective. González, Vela, and Varela (2011) 
look at the weighted tardiness objective in a job shop environment with sequence 
dependent set up times, and solve the problem with a meta-heuristic hybrid of Tabu 
Search and Genetic Algorithm. 
A multimode job shop with blocking and transportation is solved by Lacomme, 
Larabi, and Tchernev (2013) using a Memetic Algorithm to search a disjunctive 
graph framework. The Memetic Algorithm functions like a Genetic Algorithm with 
the addition of a local search component. Mati, Dauzre-Pérs, and Lahlou (2011) use 
critical arc swaps in a Tabu Search framework to solve for any regular criteria in a 
job shop with weights and due dates. 
Poppenborg, Knust, and Hertzberg (2012) present a flexible job shop problem 
with blocking and transportation. Machines are modelled as two separate resource 
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sets; one for transportation activities, and one for processing activities. In the flexible 
job shop there are multiple resources eligible to process each activity. The first 
solution phase in this environment is resource assignment, and the second phase is a 
classical job shop problem that is solved on an alternative graph. Initial schedules are 
constructed using a Select Most Critical Pair (SMCP) heuristic and then Tabu Search 
is used to improve the solution quality. Variable rates of success for the online 
scheduling case indicate that further research is needed to improve the search 
heuristic. 
A flexible job shop environment is introduced by Bensmaine, Dahane, and 
Benyoucef (2014) with reconfigurable resources that can be reallocated to different 
areas. The heuristic method separates the resource assignment and sequencing phases 
with an objective function that includes machine utilisation and job tardiness. This is 
a constructive heuristic that selects only feasible assignments; as such the 
implementation does not include any schedule repair or local search. The heuristic 
outperforms a standard Genetic Algorithm search but does not investigate the 
potential of applying a meta-heuristic improvement phase. 
Nie, Gao, Li, and Li (2012) explore Gene Expression Programming (GEP) for 
reactive scheduling in the flexible job shop scheduling problem with job release 
dates. No scheduling occurs in advance as no prior information is available on the 
jobs. When jobs are released, there are two sub-problems to be solved: routing and 
sequencing. The routing problem is solved using machine assignment rules and the 
sequencing problem is solved using job dispatch rules. The solution approach in this 
paper uses a global heuristic to periodically check for new job releases and idle 
machines which are then assigned using the machine assignment and job dispatch 
rules. The novel part in this approach is the use of GEP to solve the routing and 
sequencing problems. The simulation results indicate that the GEP solutions 
outperform several traditional machine assignment and job dispatch heuristics such 
as Least Waiting Time and Earliest Due Date. 
Gomes, Barbosa-Povoa, and Novais (2010) address job insertion in the flexible 
job shop in the online environment. The job shop is formulated as an ILP formulation 
using discrete time and solved in CPLEX. The reactive scheduling algorithm is 
triggered by each new arrival event. The first step identifies a set of existing jobs 
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eligible for rescheduling and the second step is to perform a complete reschedule of 
the eligible jobs and the new arrival. 
Two papers addressing a hybrid job shop environment both use a hybrid 
heuristic approach. Liu and Kozan (2012) combine Tabu Search and a shifting 
bottleneck to minimise the makespan. Scrich, Armentano, and Laguna (2004) use 
hierarchical and multi-start implementations of the Tabu Search algorithm. Burdett 
and Kozan (2009) handle job insertions in the hybrid job shop environment using an 
augmented disjunction graph that identifies flexible time windows for insertions. 
The task-resource allocation layer of the ED scheduling model is like a job 
shop environment with complex precedence constraints, coincident tasks, flexible 
resources, release dates and completion time objective. Disjunctive graph methods 
can be used to find feasible schedules in a classical job shop environment and several 
papers demonstrate that additional features can be added to the disjunctive graph to 
represent novel and complex features of a job shop. Problem decomposition and 
meta-heuristic search are common solution techniques used for job shop 
environments. 
3.2.4 Resource Constrained Scheduling Problems (RCSP) 
RCSP represents a generalised scheduling framework that includes the 
integrated two-layer scheduling framework proposed for the ED. Several examples 
of RCSP problems are discussed here along with their heuristic solution methods. 
Even in the static environment, the complexity of RCSP formulations results in 
intractable problems that can only be solved with heuristic methods. 
Chen, Langevin, and Lu (2013) solve the integrated problem of assignment and 
scheduling at the container terminal for quay cranes, yard cranes and yard trucks. 
The integrated approach uses an RCSP formulation that can handle the complex 
resource requirements and precedence relations. The problem is solved in three 
phases: crane sequencing, truck assignment & routing, then a disjunctive graph is 
constructed to complete the schedule. This problem is solved for the offline case 
using constraint programming in ILOG. 
Artigues, Michelon, and Reusser (2003) introduce an insertion heuristic for the 
RCSP with job arrivals over time. Two papers (Kuster, Jannach, & Friedrich, 2010; 
Van de Vonder, Ballestín, Demeulemeester, & Herroelen, 2007) use local 
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rescheduling and iterated local search for reactive scheduling in the RCSP 
framework with stochastic processing times. 
Wang (2005) performs reactive scheduling in the RCSP with stochastic 
processing times, resource disruptions, additional precedence constraints, and due 
date compression. The due dates are considered ‘hard’ constraints and resource 
capacities are considered as ‘soft’ constraints. The problem is reformulated in a novel 
way as a Constraint Satisfaction Problem that must satisfy the due date while 
minimising the cost of resource constraint violations. Simulated Annealing and a 
Genetic Algorithm are compared as solution methods, with the conclusion that 
Simulated Annealing takes longer to execute than Genetic Algorithm but produces 
better quality solutions. 
Deblaere, Demeulemeester, and Herroelen (2011a) make a contribution to 
reactive scheduling for the multimode RCSP with stochastic processing times and 
resource disruptions. The most effective solution strategy uses a combination of 
dominance rules and a hybrid heuristic combining Tabu Search, Iterative Deepening 
A* and Branch & Bound. 
3.2.5 Heuristic Methods 
Dispatch rules are effective in the parallel machine case for online job arrivals 
and stochastic processing times (Megow et al., 2006; Schulz, 2008) but are 
outperformed by meta-heuristics in the more complicated flexible job shop 
environment (Nie et al., 2012). Robust scheduling (Lou et al., 2012) and reactive 
scheduling triggered on departure events (Stuart & Kozan, 2012) have also been 
demonstrated as successful solution methods to address stochastic processing times. 
Resource disruption is handled by reactive rescheduling using schedule repair 
heuristics (Lou et al., 2012; Turkcan et al., 2009) or with the construction of partial 
schedules that allow final resource scheduling decisions to be taken online (Aloulou 
& Portmann, 2003). 
Feasible insertion points need to be identified in an existing schedule when 
new jobs arrive or when new tasks are added. Several heuristic methods have been 
proposed (Caricato & Grieco, 2008; Gomes et al., 2010) as well as graph theoretical 
approaches (Burdett & Kozan, 2009; Gröflin & Klinkert, 2006) for identifying 
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feasible insertions. Also the graph theoretic approach has been used to model 
restricted resource availability (Mati, 2010; Pacciarelli, 2002). 
A meta-heuristic hybrid combines two or more meta-heuristics to generate 
good quality solutions in a short time frame on a very large solution space. Meta-
heuristic hybrids have been used on the hybrid job shop (Liu & Kozan, 2012; Scrich 
et al., 2004), multimode job shop (Lacomme, Larabi, & Tchernev, 2013; Mati et al., 
2011; Poppenborg et al., 2012), multimode RCSP problem (Deblaere, 
Demeulemeester, & Herroelen, 2011b) and integrated resource allocation problems 
such as quay crane operations (Chen et al., 2013; Sammarra et al., 2007). Scrich et al. 
(2004) found that different meta-heuristics performed better under different load 
conditions. For an environment with fluctuating demand, such as the ED, it may be 
appropriate to select different heuristics for different conditions. A hyper-heuristic is 
an automated methodology for selecting or generating meta-heuristics to solve hard 
computational search problems (Burke et al., 2010). However, hyper-heuristics are 
not common in the literature with only one example in the current review (Weng & 
Fujimura, 2009). 
3.2.6 Scheduling in Dynamic Environments 
Three review papers (Herroelen & Leus, 2005; Ouelhadj & Petrovic, 2009; 
Vieira, Herrmann, & Lin, 2003) present a comprehensive review of dynamic 
scheduling techniques employed in online and stochastic environments. Schedule 
uncertainties are categorised as pertaining to resources or to jobs. The three main 
methodologies that deal with uncertain elements are completely reactive, predictive 
reactive and robust proactive scheduling. In the online scheduling environment, jobs 
arrive over time and details about their processing requirements are unknown prior to 
their arrival. Stochastic scheduling models describe the unknown job processing 
times with a statistical distribution and use expectation minimisation in the objective. 
In completely reactive scheduling, as for the ED environment, there is no 
advance schedule and the problem is solved primarily by using priority dispatch rules 
producing myopic rather than globally optimal solutions. A predictive-reactive 
methodology creates a robust advance schedule then performs reactive adjustments 
which attempt to limit the deviation from the advance schedule, and the quality of 
solutions is measured through robustness (efficiency and stability). A robust 
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proactive methodology builds a predictive schedule in advance and measures the 
ultimate deviation between the advance schedule and the realised schedule. 
Rescheduling occurs via either schedule repair or complete rescheduling, and 
the timing is driven by events or can be executed periodically. Solution techniques 
include heuristics, meta-heuristics, knowledge-based systems, fuzzy logic, neural 
networks, hybrid techniques and multi-agent systems (MAS). 
Key heuristic methods for reactive scheduling are schedule repair and dispatch 
rules. Due to their myopic nature, these standard heuristics can get stuck in local 
optima, so meta-heuristics are used to execute global search strategies. Meta-
heuristics operate on populations of scheduling solutions (as in the case of 
Evolutionary Algorithm and Genetic Algorithm) or utilise neighbourhood operators 
to explore variants of a current scheduling solution (as in Tabu Search and Simulated 
Annealing). 
Knowledge-based systems are a distillation of expert knowledge and reasoning 
and require a heavy load to document and implement. Fuzzy logic and neural nets are 
in the domain of computer science and are implemented through system training on 
prior data. MAS is a decentralised architecture that distributes scheduling 
responsibilities to agents acting on behalf of jobs and resources. In a MAS 
architecture the overall scheduling performance is emergent rather than focused on a 
global objective. 
3.2.7 Summary of Complex Scheduling Literature 
The scheduling literature covers a broad range of complex elements that apply 
to the ED task allocation environment: job arrivals, task insertions, stochastic 
processing times, delayed starting times, multimode resource allocation, restricted 
resource availability and resource disruptions. The literature has not revealed an 
instance with all of these complex elements incorporated in a single formulation; 
however, several solution methods that appear in the literature are candidates for 
inclusion in the ED task allocation problem. 
Table 3.2 lists the reviewed papers categorised according to scheduling 
environment, solution method and scheduling strategy. The list is organised by 
scheduling environment to match the sections of the literature review. The primary 
solution methods have been identified showing a proliferation of hybrid meta-
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heuristic methods. The scheduling strategy indicates whether the problem is solved 
in a deterministic or dynamic environment. A deterministic environment produces a 
single offline schedule prior to the beginning of the schedule horizon. A dynamic 
strategy performs schedule construction or repair as new information becomes 
available. 
Several complex online scheduling formulations have been reviewed to 
identify the gaps in the ED task allocation formulation. Similar integrated scheduling 
problems, like those applied to quay crane scheduling, are only solved in the 
deterministic case. In this research project, an integrated ED task allocation problem 
will be formulated with an augmented disjunctive graph to represent resource 
availability and feasible insertions. Reactive scheduling is used in the online 
environment to update and repair the schedule after unexpected events. Meta-
heuristics are an appropriate global search strategy, with many hybrid meta-heuristics 
in the literature. A new hyper-heuristic implementation may be appropriate for the 
fluctuating demand of the ED. 
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Table 3.2 Summary of literature reviewed on scheduling theme 






Aloulou, M. A., & 
Portmann, M. C. 
2003 Single Machine meta-heuristic dynamic 
Stuart, K., & Kozan, E. 2011 Single Machine Branch and 
Bound 
dynamic 
Edis, E. B., Oguz, C., 
& Ozkarahan, I. 




Schulz, A. 2008 Parallel Machine LP relaxation, 
dispatch rule 
dynamic 
Turkcan, A., Akturk, 
M. S., & Storer, R. H. 
2009 Parallel Machine LP relaxation, 
stoch NLP 
dynamic 
Megow, N., Uetz, M., 
& Vredeveld, T. 




Cordeau, J. F., Laporte, 
G., & Monaco, M. F. 
2007 Parallel Machines meta-heuristic deterministic 
Aloulou, M. A., & 
Artigues, C. 
2010 Flow Shop Branch and 
Bound 
dynamic 
Weng, W., & Fujimura, 
S. 






Caricato, P., & Grieco, 
A. 





Pacciarelli, D. 2002 Job Shop constructive 
heuristic 
deterministic 
Burdett, R. L., & 
Kozan, E. 
2010 Job Shop constructive 
heuristic 
deterministic 
Gröflin, H., & Klinkert, 
A. 
2006 Job Shop insertion 
heuristic 
deterministic 
Lou, P., Liu, Q., Zhou, 
Z. D., Wang, H. Q., & 
Sun, S. X. 
2012 Job Shop multi-agent dynamic 
Mati, Y. 2010 Job Shop hybrid meta-
heuristic 
deterministic 
Zuo, X., Wang, C., & 
Tan, W. 
2012 Job Shop hybrid meta-
heuristic 
deterministic 
Lacomme, P., Larabi, 
M., & Tchernev, N. 
2013 Job Shop meta-heuristic deterministic 
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González, M. A., Vela, 
C. R., & Varela, R. 
2011 Job Shop hybrid meta-
heuristic 
deterministic 
Mati, Y., Dauzre-Pérs, 
S., & Lahlou, C. 
2011 Job Shop hybrid meta-
heuristic 
deterministic 
Bensmain, A., Dahane, 
M., & Benyoucef, L. 
2014 Flexible Job Shop local search dynamic 
Poppenborg, J., Knust, 
S., & Hertzberg, J. 
2012 Flexible Job Shop meta-heuristic dynamic 
Gomes, M. C., 
Barbosa-Povoa, A. P., 
& Novais, A. Q. 
2010 Flexible Job Shop insertion 
heuristic 
dynamic 
Nie, L., Gao, L., Li, P., 
& Li, X. 
2012 Flexible Job Shop meta-heuristic dynamic 
Liu, S. Q., & Kozan, E. 2012 Flexible Job Shop hybrid meta-
heuristic 
deterministic 
Scrich, C. R., 
Armentano, V. A., & 
Laguna, M. 
2004 Flexible Job Shop hybrid meta-
heuristic 
deterministic 
Burdett, R. L., & 
Kozan, E. 
2009 Hybrid Job Shop insertion 
heuristic 
deterministic 
Chen, L., Langevin, A., 
& Lu, Z. 
2013 RCSP constraint 
programming 
deterministic 
Artigues, C., Michelon, 
P., & Reusser, S. 
2003 RCSP insertion 
heuristic 
dynamic 
Kuster, J., Jannach, D., 
& Friedrich, G. 
2010 RCSP local search dynamic 
Van de Vonder, S., 
Ballestín, F., 
Demeulemeester, E., & 
Herroelen, W. 
2007 RCSP local search dynamic 




Demeulemeester, E., & 
Herroelen, W. 
2011 RCSP hybrid meta-
heuristic 
dynamic 
Chapter 4: Evaluating Capacity in the ED 55 
Chapter 4: Evaluating Capacity in the ED 
In this chapter we determine the absolute capacity of the ED, which is the 
upper limit of the physical capacity of ED resources to service the treatment 
requirements of the patient cohort. The absolute capacity is used to evaluate ED 
performance and to determine the optimal resource mix to meet current and project 
patient demand. A mathematical programming formulation is used to determine the 
ED capacity, based on the processing requirements of the patients and the resource 
availability. 
ED capacity is defined here as the number of patients treated within a fixed 
time horizon. Absolute capacity is defined as the maximum number of patients that 
can be treated using a set of continuously occupied resources. Absolute capacity is 
used as an upper limit against which the operational capacity can be compared. 
Operational capacity refers to the number of patients treated in the ED according to 
an analysis of real hospital data. 
The capacity calculation does not replace scheduling and simulation 
approaches, but provides an alternative approach. The benefits of quantifying an 
upper limit on capacity include: 
 A transparent and easy to compute method for evaluating ED capacity. 
 Determining the efficiency gap, which is the difference between absolute 
capacity and operational capacity. 
 Exploring what-if scenarios to evaluate the additional capacity provided 
through increased resource availability. 
 Planning the number of resources required to efficiently cope with higher 
patient demand. 
This chapter begins with a review of capacity models in Section 4.1, followed 
by Section 4.2 which introduces the analytical model for absolute capacity in the ED 
with three variations. Each of the model variants are demonstrated in the 
computational study of Section 4.3, followed by a summary discussion in Section 
4.4. 
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4.1 Background for ED Capacity Evaluation 
Common techniques used for analysing ED capacity include simulation, 
mathematical programming and queueing theory models. Simulation is often used as 
a planning tool, as it permits experimentation without risk to patients. Simulation 
models can also be used in conjunction with mathematical models, including 
queueing theory and mathematical programming. Queueing theory is used to 
determine the resource levels that are required to meet known patterns of demand. 
Mathematical programming methodologies are used to optimise allocation and 
scheduling of scarce resources. 
Previous research on ED capacity has been undertaken with the goal of staff 
scheduling or bed management. Bed management is assessed in terms of bed 
occupancy levels, as high bed occupancy can result in delayed access to care and 
higher mortality rates (Forero et al., 2010). Staff scheduling focusses on setting the 
right number of staff available to keep service levels high and staff costs low. 
Bagust et al. (1999) simulate an ED and suggest access delays can best be 
avoided by operating at the optimum bed occupancy of 85%. However, the statistical 
analysis of real hospital data across several public hospitals in Queensland, Australia 
by Khanna et al. (2012) showed that the average occupancy level was 93.7%. 
Further, Burns et al. (2005) were able to demonstrate that when bed occupancy levels 
were reduced (through innovative bed management strategies) the outcome is that the 
hospital management would close underutilised beds. Therefore, optimal capacity is 
not about having underutilised beds or underutilised staff, rather it requires the right 
mix of beds, staff and equipment resources to cope with the patient load and to 
ensure that ED performance measures are being met. 
The study of capacity in these papers does not indicate how many patients can 
be treated, but instead focusses on the relationship between bed utilisation and 
delayed bed access. However, capacity does not rely exclusively on the bed 
resources. There are staff and equipment resources involved in the ED care process. 
There are numerous examples in the literature that optimise ED capacity 
through human resource allocation models. Integer programming approaches are 
used by Burke, Li, and Qu (2010) and Bard and Purnomo (2005) for nurse rostering. 
Green et al. (2006) use a queueing theory approach that incorporates fluctuating 
 Chapter 4: Evaluating Capacity in the ED 57 
demand to determine a master schedule for staff. Izady and Worthington (2012) use a 
method that iterates between a queueing theory model and a simulation over 
successive periods to devise appropriate staffing levels. The fluctuating staff levels 
are matched to fluctuations in patient arrival rates in both cases. 
Cochran and Roche (2009) perform resource planning for the ED using a 
spreadsheet implementation of a queueing theory network model. The ED is 
modelled as a network of queues. The flow of patients into each different queue or 
area is determined from a combination of historical data and estimates provided by 
physicians and management. The outputs are the bed requirements to service each 
queue in order to meet quality of service benchmarks. This is given as a bed count 
and then the staff levels are determined from staff to bed ratios. This is a strategic 
model, given that all input and output figures are based on annual average arrival 
rates. 
Marmor et al. (2009) use simulation and queueing theory for staffing 
allocations in the ED. Patients are modelled using hourly Poisson arrival rates 
estimated from historical data, then the cohort is divided into patient types, and the 
staff requirements are estimated for each hour. The model is used to compute the 
required staffing levels to meet waiting time targets. The idea for implementation is 
that the current ED state is input into the simulation and the outputs give the adjusted 
staffing levels for each of the next six hours in order to return to the desired service 
level. In the case study example, the model output suggests increasing the number of 
physicians by five. However, acquiring an additional five physicians during the next 
hour for a busy and overcrowded ED is rarely possible. 
Sinreich et al. (2012) combine simulation and linear programming (LP) to 
optimise staff schedules for doctors, nurses and technicians in the ED, using waiting 
times and resource levelling as key metrics. The simulation model is used to 
determine the waiting times for different treatment tasks and identifies the bottleneck 
staff resource. The LP model is then used to optimise the schedule for the bottleneck 
staff resource. 
Diefenbach and Kozan (2011) use a combination of simulation and LP to 
optimise the bed mix and the medical staff schedule in the ED. The simulation model 
assigns each patient to a bed and to a doctor for the duration of their processing. The 
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LP model is used to evaluate waiting time and tardiness objectives based on different 
bed mixes and staff schedules. 
Most models examine capacity in terms of a single group of resources, usually 
beds or staff resources, and measure the performance in terms of waiting times and 
utilisation. Two models do include both beds and staff resources: Diefenbach and 
Kozan’s (2011), where staff and beds are assigned to a patient for the entire duration 
of their ED care; and Cochran and Roche’s (2009), who determine bed requirements 
then compute staff numbers based on bed to staff ratios. 
The absolute capacity model combines bed and staff resources into a single 
model. Staff resources are assigned to treatment tasks for the duration of the 
treatment task only (as in the model of Sinreich et al. (2012)) and beds are assigned 
to each patient for the entire duration of their ED care (as in the model of Diefenbach 
and Kozan (2011)). To our knowledge there is no previous examination of absolute 
capacity in the ED that combines both staff and bed resources in this way. The major 
contribution of this paper is combining patient mix and resource availability to 
compute the maximum number of patients that can be treated for a given 
configuration of ED resources. 
Similar approaches have been developed to determine absolute capacity in 
railway networks (Burdett & Kozan, 2006; De Kort, Heidergott, & Ayhan, 2003; 
Mussone & Wolfler Calvo, 2013) and to analyse the performance of pathology 
specimen handling systems (Burdett & Kozan, 2008). This absolute capacity model 
builds upon the theory in those articles within a new area of application. 
4.2 Absolute Capacity Model 
In this section we introduce a linear programming (LP) approach to evaluate 
capacity in any ED. The model determines the resource requirements for a patient 
cohort and balances this against a set of resources and their availability. 
The process of ED care is made up of several treatment tasks designed to 
assess, stabilise and treat the presenting condition of the patient. A patient requires a 
bed of a specific type to span the duration of all treatment tasks, then staff and 
equipment resources for the individual treatment tasks. For example, an X-ray task 
requires the X-ray machine (equipment resource) and also possibly a nurse (staff 
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resource) to monitor the patient during the X-ray. For simplicity, we assume 
deterministic durations for all tasks. 
The treatment care needs of the individual patients have been grouped into 
treatment pathways that each represent a set of treatment tasks. This is based on the 
data-mining paper of Ceglowski et al. (2007), who determined that clusters of 
treatment tasks commonly occur together in ED care. The treatment pathways 
included for analysis in this thesis have been developed through informal interviews 
with ED staff. The concept of treatment pathways can be easily extended to 
incorporate more complex clusters of treatment tasks. 
The patient cohort describes the group of all patients presenting at the ED for 
treatment during the specified time horizon. The treatment pathway is the set of 
treatment tasks performed on the patient during their ED care. A patient type is a 
group of patients with the same pathway (i.e. treatment and diagnostic tasks) and the 
proportional split of the cohort to the different patient types is called the patient mix.  
The treatment tasks that make up a treatment pathway include activities such as 
bed allocation, medical assessment, pathology, imaging, fluids, medications and 
suturing. All treatment tasks have a specified duration and resource requirement. In 
practise, the treatment task durations are not identical. Longer treatment durations 
could be caused by patient-doctor communication difficulties or co-morbidities 
relating to the patient that require extra time. This variation between patients can be 
modelled with a subtype identifier that can be used to modify task durations, or as a 
parameter for a statistical distribution from which non-deterministic task durations 
can be generated. Subtypes can be employed in future work to increase the realism of 
the absolute capacity calculation, but will not be used in this thesis for demonstrating 
the basic application of the model and the absolute capacity framework. 
The resources of the ED can be classified broadly into beds, staff and 
equipment. Individual resources are organised into resource groups and all 
individuals within a resource group are assumed to be identical. 
The proposed model is part of a general framework that can be applied to any 
ED. There are three variations of the model that deliver different strategic insights. 
The first variation assumes a fixed patient mix and a fixed resource count to 
determine the theoretical (absolute) capacity and the resource utilisation. In the 
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second variant we optimise the patient mix on a fixed set of resources to ensure 
maximum utilisation as well as maximum capacity. The final variation determines 
the optimal mix of resources required to treat a fixed cohort of patients. The 
mathematical notation required to describe the patient cohort and the ED resources is 
as follows: 
𝑛 Treatment task 𝑛 = 1, … , 𝑁. 
𝑝, 𝑞 Index for patient type 𝑝, 𝑞 = 1, … , 𝑃. 
𝑡 Time period index 𝑡 = 1, … , 𝑇. 
Δ Time period duration. 
𝑔 Resource groups for staff and equipment resources 𝑔 = 1, … , 𝐺. 
𝑙 Index for bed areas 𝑙 = 1, … , 𝐿 . 
𝑑𝑛 Processing time for task 𝑛. 
𝛼𝑝 Patient mix parameter signifying the proportion of patients of each type 𝑝, 
∑ 𝛼𝑝 = 1𝑝 . 
𝜋𝑝𝑙 Proportion of patients of type 𝑝 that require a bed from area 𝑙, 
∑ 𝜋𝑝𝑙𝑙 = 1 ∀𝑝.  
 𝛽𝑝𝑛 = {
1 if task 𝑛 is required for patient type 𝑝,
0 otherwise.
 
 𝜃𝑔𝑛 = {
1 if group 𝑔 resource is required for task 𝑛,
0 otherwise.
 
𝜉𝑝 Threshold patient mix parameter signifying the minimum proportion of 
patients of each type require in the patient mix ∑ 𝜉𝑝𝑝 < 1. 
𝑐𝑔, 𝑐𝑙 Cost of individual units of resource 𝑔 and bed group 𝑙. 
 
The decision variables are: 
𝑋𝑝𝑡 Number of patients of type 𝑝 in the ED during period 𝑡. 
𝑅𝑔𝑡 Number of resources of type 𝑔 available during period 𝑡. 
𝐵𝑙 Number of beds in area 𝑙. 
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4.2.1 Model 1: Maximising Patient Throughput 
The LP model below is formulated to optimise the absolute capacity, 𝔸 for a 

























≤ 𝑅𝑔𝑡Δ     ∀𝑡, 𝑔 
(4.3) 
 




≤ 𝐵𝑙Δ     ∀𝑡, 𝑙 
(4.4) 
 𝑋𝑝𝑡 ≥ 0 ∀𝑝, 𝑡 (4.5) 
 
The objective function (4.1) maximises the total number of patients that can be 
processed during the time horizon. Constraint (4.2) enforces the proportional mix of 
patients of each type over the entire time horizon. Constraints (4.3) and (4.4) ensure 
that the resource constraints are met. Constraint (4.3) determines that staff and 
equipment resources are available for the duration of individual treatment tasks, the 
term ∑ 𝛽𝑝𝑛𝑑𝑛𝜃𝑔𝑛𝑛  determines the processing time required of each resource group 
𝑔 ∈ {1, … , 𝐺}. Constraint (4.4) determines that the right type of bed 𝑙 ∈ {1, … , 𝐿} is 
available for the total processing duration 𝜋𝑝𝑙 ∑ 𝛽𝑝𝑛𝑑𝑛𝑛 . Finally, constraint (4.5) 
reflects the non-negativity property of the patient count decision variable. The 
purpose of this model is to choose 𝑋𝑝𝑡, the number of patients of each type that 
should be processed in each time period given the patient mix 𝛼𝑝 and resource 
availability 𝑅𝑔𝑡, 𝐵𝑙. 
4.2.2 Model 2: Optimising Patient Mix 
Consider the case when the patient mix is not fixed and the objective is to 
maximise the resource utilisation and patient throughput for a fixed set of resources. 
In this case, the patient mix 𝛼𝑝 becomes a decision variable and the time period 
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index is removed. This is the formulation required to perform the sensitivity analysis 
on the case mix. It also provides the definitive theoretical upper bound on patient 
capacity with respect to wholly utilised resources. 
 max
α
𝔸 = 𝑋 (4.6) 
 
Subject to the constraints (4.7) – (4.10). 
 




≤ 𝑅𝑔Δ     ∀𝑔 
(4.7) 
 








= 1 ∀𝑝 (4.9) 
 𝛼𝑝 ≥ 𝜉𝑝 ∀𝑝, 𝑋 ≥ 0 (4.10) 
 
The patient mix constraint (4.2) is no longer necessary, since patient mix is a 
decision variable that has been moved to the objective. Constraints (4.7) and (4.8) are 
the resource constraints with the time index removed, while constraints (4.9) and 
(4.10) impose the bounds on the decision variables. 
4.2.3 Model 3: Optimising Resource Mix 
The third alternative formulation allows for a cost minimisation approach to 
matching resource numbers to patient demand. This case considers that patient mix 














Subject to the constraints (4.7) and (4.8). 
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4.3 Absolute Capacity Computational Study 
The primary inputs for the absolute capacity model define the bed allocations 
and resource allocations for each different patient type. The relationship between the 
patient types and the resource usage must be specified before the model can be used 
to optimise the patient throughput or the resource mix. 
The patient types included in the computational study are as follows: 
 General medical complaint, discharge home. 
 General medical complaint, admit to hospital. 
 Trauma, discharge home. 
 Limb fracture, discharge home. 
 Non-complex treatment with discharge. 
 Head injury with three hours observation then discharge home. 
 Chest pain (non-cardiac), discharge home. 
 Chest pain (cardiac), admit to hospital. 
Table 4.1 shows the list of treatment tasks included in the scenario, which tasks 
are assigned to each of the patient types 𝛽𝑝𝑛, the task durations 𝑑𝑛 and resource 
requirements 𝜃𝑔𝑛 for each treatment task. 
The staff and equipment resources are used to process the individual treatment 
tasks. The variable 𝜃𝑔𝑛 indicates which resource group is required to process each 
treatment task and these resource requirements are outlined in Table 4.1. It is allowed 
for a single task to use resources from more than one group and there are two tasks 
with zero resource requirements. The inclusion of tasks with zero resources can 
indicate that a bed is occupied without directly receiving attention from one of the 
resource groups, as in the case for a head injury patient requiring a three hour 
observation period. A zero resource task can also appear when the equipment in use 
is not included in the model, such as the administration of IV fluids where the IV 
machine is not a modelled resource. 
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Table 4.1 Tasks required 𝛽𝑝𝑛 for each patient type 𝑝, task durations 𝑑𝑛, and resource requirements 𝜃𝑔𝑛 for each resource group 𝑔 ∈ 𝐺 
 Tasks required (𝜷𝒑𝒏) Task Resource requirements (𝜽𝒈𝒏) 









ED Bed Allocation  1 1 1 1 1 1 1 1 10  1     
Medical Assessment  1 1 1 1 1 1 1 1 15 1      
Obs +/- Cannulate  1 1   1 1   15  1     
Obs and ECG        1 1 20  1     
Take Bloods  1 1   1  1 1 10  1     
Pathology TAT  1 1   1  1 1 45      1 
Imaging     1     30     1  
Imaging, Nurse Escort       1 1  30  1  1 1  
Anaesthetic/Plaster     1     45 1 1     
Recovery Anaesthetic     1     45  1     
Fluids        1  60 - - - - - - 
Observation       1   180 - - - - - - 
Review   1 1 1 1 1  1 15 1      
Treatment  1 1 1    1 1 30  1     
Consult Inpatient Team   1     1 1 15 1  1    
Discharge (Doctor)  1     1 1  20 1      
Discharge (Nurse)    1 1     15  1     
Admit   1      1 20  1  1   
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Error! Not a valid bookmark self-reference. defines the bed allocations 𝜋𝑝𝑙 
for each patient type. The physical space of the ED is divided into three areas, 
namely: resuscitation; acute; and minors. These areas correspond to high, medium, 
and low complexity care. Each patient must be assigned to a bed resource in an area, 
𝑙 ∈ {1, . . , 𝐿}, that matches their care needs, and Error! Not a valid bookmark self-
reference. gives the proportional allocation of each patient type to the different 
areas. 
Table 4.2 Proportional allocation of each patient type to the bed areas (𝜋𝑝𝑙) 
  Patient type (𝒑) 
Bed Area (𝒍)  1 2 3 4 5 6 7 8 
Resuscitation   0.1    0.3 0.2 0.8 
Acute  0.7 0.9 0.5 0.6  0.7 0.8 0.2 
Minors  0.3  0.5 0.4 1.0    
 
The resource allocations and the bed assignments describe the relationship between 
the patient types and the resource usage. In the remainder of this section, we use 
CPLEX (IBM, 2011) to solve each of the model variants and review the insights. 
4.3.1 Model 1 Outputs: Maximum Patient Throughput 
This is the absolute capacity model that computes the maximum patient 
throughput for a given patient mix on a fixed set of resources. The LP model takes as 
inputs the patient mix 𝛼𝑝, bed count 𝐵𝑙 and the resource counts 𝑅𝑔𝑡 to determine the 
absolute capacity of the ED during the time horizon, 𝑇. 
The patient mix is 𝛼𝑝 = {0.2, 0.16, 0.14, 0.06, 0.14, 0.04, 0.12, 0.14} and the 
bed count 𝐵𝑙 = {4, 12, 4}. The resource counts are specified in Table 4.3 to emulate a 
24 hour schedule of the different staff and resource availability. 
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Table 4.3 Resource availability over a 24 hour time horizon 
 Time period (𝒕) 
Group (𝒈) 0-3 3-6 6-9 9-12 12-15 15-18 18-21 21-24 
Doctor 4 4 6 6 8 8 6 4 
Nurse 8 8 12 12 16 16 12 8 
Inpatient team 1 1 2 2 3 3 2 1 
Ward Staff 2 2 4 4 4 4 4 2 
Imaging 2 2 2 4 4 4 2 2 
Pathology 4 4 6 6 6 6 6 4 
 
The outputs for this model include the absolute capacity 𝔸 for the entire 
horizon, as well as the maximum number of patients seen in each time period. The 
slack variables associated with constraints (4.3) and (4.4) are used to determine the 
utilisation of resources in each group. 
Solving the LP yields an absolute capacity of 𝔸 = 174.25 patients in a 24 hour 
time horizon for the given set of beds and resources. Figure 4.1 shows the maximum 
throughput during each hour of the 24 hour time horizon. The model solution also 
determines the resource utilisation, from which the bottleneck resource can be 
identified. The average utilisation over the time horizon for beds 𝑙 ={Resuscitation, 
Acute, Minors} is 𝑈?̅? = {0.98, 0.96, 0.97} and for the staff and equipment resource 
groups 𝑔 ={Doctor, Nurse, Inpatient Team, Ward Staff, Imaging, Pathology} the 
utilisation is ?̅?𝑔 = {0.90, 0.75, 0.47, 0.48, 0.37, 0.81}. 
This model identifies the theoretical (absolute) capacity and the bottleneck 
resource. In this case the bottleneck resource is the beds since their utilisation is 
above 95% in each of the bed areas. Increasing the availability of the bottleneck 
resource is the first step to increasing the absolute capacity. 
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Figure 4.1. Absolute capacity in each hour of the time horizon 
The absolute capacity determined from the LP formulation gives a real valued 
solution (𝔸 = 174.25) and although an IP formulation would give an integer value 
for the number of patients, the need for an IP formulation is not strong in this model 
for two reasons. Firstly, because the LP formulation indicates a theoretical upper 
bound for patient throughput and if the domain was restricted to integer solutions it 
would encroach on the resource utilisation reported in the model. Secondly, and 
more importantly, the real valued patient capacity is determined on a finite time 
period, so the integer patient capacity can be achieved by adjusting the time period, 
therefore an IP model would be unnecessary. 
4.3.2 Model 2 Outputs: Optimal Patient Mix  
In this model, the patient mix 𝛼𝑝 is a decision variable, and the objective is to 
maximise the patient throughput for a given set of resources. The resource levels are 
specified at several different levels as outlined in Table 4.4, and this model will 
determine the optimal patient mix and the absolute capacity for each different 
resource mix. The scenarios are designed to investigate the effect of increasing the 
bed counts by 50% and the effect of alternately doubling the number of doctors and 
nurses. 
The bed and resource count have been selected specifically to focus on the 
interaction between the internal staff (doctors and nurses) and the bed counts 
























Time period (hours) 
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team, ward staff, imaging and pathology) are all set at a high level so that their 
availability does not affect the patient mix and the capacity.  
Table 4.4 Resource and bed counts for different scenarios of the optimal patient mix 
model 
 Scenario 
 1 2 3 4 5 6 7 8 
Bed area (𝒍)         
Resuscitation 4 4 4 4 6 6 6 6 
Acute 12 12 12 12 18 18 18 18 
Minors 4 4 4 4 6 6 6 6 
Resource group (𝒈)         
Doctor 6 12 6 12 6 12 6 12 
Nurse 10 10 20 20 10 10 20 20 
Inpatient Team 10 10 10 10 10 10 10 10 
Ward Staff 10 10 10 10 10 10 10 10 
Imaging 10 10 10 10 10 10 10 10 
Pathology 10 10 10 10 10 10 10 10 
 
The patient mix model is solved for each of the scenarios and the outputs are 
summarised in Table 4.5. The key outputs from this model are the patient mix and 
absolute capacity for a 24 hour time horizon under the specified bed and resource 
counts. 
The patient types selected for optimal patient mix are those with smaller 
processing demands on the resources. For this reason, patient type 3 (Trauma, with 
discharge home) makes up the majority of the patient mix across all scenarios. The 
first four scenarios have a smaller bed count, and hence have a smaller patient 
throughput.  
The comparison between the scenarios demonstrates how capacity changes 
when the resource numbers are increased. The bed numbers are increased by 50% in 
scenarios 5-8 and this leads to an average capacity increase of 25%. When nurse 
count or doctor count is doubled, then patient capacity increases by an average of 
10%.  
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The optimal patient mix model can be further enhanced through the inclusion 
of a cost term in the objective, that is, max 𝑐𝑝𝑋𝑝 to incentivise a more balanced 
patient mix. 
Table 4.5 Optimal patient mix (𝛼𝑝) and maximum patient throughput (𝑋) 
 Scenario 
 1 2 3 4 5 6 7 8 
Patient type (𝒑)         
1 - - - - - - - - 
2 0.20 0.20 0.28 0.28 0.05 - - 0.28 
3 0.61 0.61 0.58 0.58 0.80 0.56 0.78 0.58 
4 - - - - - - - - 
5 - - - - - 0.08 - - 
6 0.08 0.08 - - 0.16 0.35 - - 
7 - - - - - - - - 
8 0.11 0.11 0.14 0.14 - 0.01 0.22 0.14 
Absolute Capacity 
(𝑿) 
222.23 222.23 233.36 233.36 255.31 274.70 259.76 350.04 
 
4.3.3 Model 3 Outputs: Optimal Resource Mix 
The third variation of the model matches resource numbers to patient demand. 
For this model, the patient mix 𝛼𝑝 and the capacity 𝑋 are known. For this test case 
we determine the number of resource hours required to meet the demand of 𝑋 =100 
patients under several different patient mix conditions. The different patient mixes 
are specified in Table 4.6. Scenario 1 represents a balanced patient mix, Scenario 2 
copies the patient mix from the model outputs in Section 4.3.2, and Scenarios 3 and 4 
are arbitrarily chosen based on the popular and unpopular patient types identified in 
Scenario 2. Finally, Scenario 5 uses the patient mix from Section 4.3.1.  
The cost per hour for each individual resource is 𝑐𝑔 = {100,90,65,55,120,60} 
and 𝑐𝑙 = {250,220,180}. Although the costs have been selected arbitrarily in this 
case, it does not affect the optimal resource mix solution since the objective function 
is linear. 
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Table 4.6 Patient counts (𝛼𝑝𝑋) specified for different scenarios of resource mix 
model 
 Scenario 
 1 2 3 4 5 
Patient type (𝒑)      
1 12.5 0 5 20 20 
2 12.5 20 20 5 16 
3 12.5 61 20 5 14 
4 12.5 0 5 20 6 
5 12.5 0 5 20 14 
6 12.5 8 20 5 4 
7 12.5 0 5 20 12 
8 12.5 11 20 5 14 
 
The model optimises the resource and bed counts for several scenarios with 
different patient mixes 𝛼𝑝 but the same patient capacity 𝑋 = 100. Table 4.7 
summarises the number of bed hours and resource hours required from each group to 
service the specific patient mix in each scenario. The minimum total cost occurs in 
Scenario 2, which is to be expected as it corresponds to the optimal patient mix 
solution from Section 4.2.2. This variation of the absolute capacity model determines 
the optimal resource mix to meet the treatment requirements of a particular patient 
cohort. 
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Table 4.7 Resource counts required to meet fixed patient demand 
 Scenario 
 1 2 3 4 5 
Bed area (𝒍)      
Resuscitation 62.08 43.63 86.58 37.58 54.17 
Acute 176.25 128.91 179.38 173.13 158.75 
Minors 52.29 43.21 31.54 73.04 53.58 
Resource group (𝒈)      
Doctor 75.00 60.42 72.50 77.50 69.00 
Nurse 121.88 108.08 120.00 123.75 118.00 
Inpatient Team 9.38 7.75 11.25 7.50 10.50 
Ward Staff 20.83 14.33 25.83 15.83 18.00 
Imaging 18.75 4.00 15.00 22.50 11.00 
Pathology 46.88 23.25 41.25 52.50 57.00 
Total cost 88,994.79 65,981.92 91,262.92 86,726.67 82,044.17 
 
4.4 Discussion of Absolute Capacity Analysis 
The concept of an absolute capacity model has been previously applied to other 
systems such as airports, railways and pathology specimen handling systems, but it is 
new in its application to an ED. This LP based approach to capacity modelling in the 
ED is presented with three variations that provide different strategic insights. The 
model variations identify bottlenecks, balance resources, optimise patient mix and 
determine a theoretical upper bound on patient throughput. In the broader scope of 
this PhD research, the absolute capacity gives an idea of how much the ED 
scheduling model is improving performance over the current operational capacity 
and, since we are using heuristics rather than optimal algorithms, the absolute 
capacity gives us a proxy to measure the optimality gap. 
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Chapter 5: Static ED Scheduling 
A static ED scheduling formulation is introduced in this chapter. A static 
scheduling environment is one where all the information about patients and their 
treatment tasks is known before the beginning of the schedule horizon. The ED 
scheduling formulation requires assignments at two levels: patients assigned to beds 
and treatment tasks assigned to resources. The patient-bed assignment is similar to a 
parallel machine environment with flexible machines, where each patient (job) is 
associated with a subset of beds (machines) that are suitable for that patient. The 
task-resource assignment is a flexible job shop due to the presence of precedence 
constrained tasks that must be scheduled for processing on eligible resources. We can 
utilise the strong theory behind parallel machine scheduling and job shop scheduling 
by exploiting the similarities present in the ED scheduling environment. 
The patient-bed and task-resource assignments are combined in an integrated 
scheduling formulation for the ED. The resultant ED scheduling model is NP-hard 
and therefore not solvable in polynomial time, since both the parallel machine and 
flexible job shop environments are NP-hard (Moslehi & Mahnam, 2011; Pinedo, 
2008). Due to the detail and complexity of the ED scheduling model it is unlikely 
that a binary integer program (BIP) model would be tractable for real size scenarios, 
so a secondary formulation is developed using constraint programming (CP). 
This chapter begins with some background theory on pertinent scheduling 
environments in Section 5.1, and then 5.2 introduces the BIP and CP formulations 
for the same ED scheduling environment. The computational study in Section 5.3 
compares the computational performance of the two formulations; we demonstrate 
that the BIP is able to achieve optimal solutions only for very small scenarios and the 
CP formulation produces high quality solutions in a very short time frame even for 
larger scenarios. The second part of the computational study focusses on the CP 
formulation of the ED scheduling environment and demonstrates how ED 
performance can be evaluated in real size scenarios. 
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5.1 Relevant Scheduling Models 
Before introducing the ED scheduling environment, it is useful to explain the 
parallel machines environment and the flexible job shop environment. These two 
standard scheduling environments are integrated in Section 5.2 to represent the more 
complex resource-constrained environment of the ED. 
5.1.1 Parallel Machines Scheduling Environment 
A parallel machine environment has a number of jobs 𝑗 = 1, … , 𝐽 and a number 
of machines 𝑖 = 1, . . , 𝐼. Each job requires processing for a period of time 𝑝𝑗 on one 
of the machines. The schedule solution for such an environment assigns each job to a 
machine and determines the start time for the processing of each job, as displayed in 
Figure 5.1. 
 
Figure 5.1. A schedule of six jobs assigned to a set of three parallel machines 
Some extensions to the parallel machine environment that are applicable in the 
ED environment include: 
 Release dates, 𝑎𝑗, such that the job processing cannot begin until after the 
release date. 
 Due dates, 𝑑𝑗, that ensure the job processing is finished before the due date 
or apply penalties for finishing later. 
 Priority weights, 𝜔𝑗, applied to jobs so that prioritised jobs can be given 
preferential positions in the processing order. 
 Machine groups, where particular jobs can only be processed on machines 
within a specific group. 
Time 
Machines 
𝑖 = 1 
𝑖 = 2 
𝑖 = 3 
𝑗 = 1 𝑗 = 5 
𝑗 = 3 𝑗 = 4 
𝑗 = 2 
𝑗 = 6 
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5.1.2 Flexible Job Shop Environment 
In a job shop, each job 𝑗 is made up of ordered tasks 𝑜𝑗𝑛 and each task needs to 
be processed on a particular type of resource for a time period specified by 𝑝𝑗𝑛. A 
flexible job shop has multiple resources of each resource type. Recirculation occurs 
in a (flexible) job shop if the task sequence can visit a resource (type) more than 
once. The jobs listed in Table 5.1 show the sequence of tasks for each job and the 
resource type required for each task. There is recirculation in this example on job 
𝑗 = 3 which visits resource type 1 for processing tasks 𝑜31 and 𝑜34. 
Table 5.1 Specification of jobs, tasks and machine types for a job shop environment 
 Jobs 
 𝑗 = 1 𝑗 = 2 𝑗 = 3 𝑗 = 4 
Tasks {𝑜11, 𝑜12, 𝑜13} {𝑜21, 𝑜22, 𝑜23} {𝑜31, 𝑜32, 𝑜33, 𝑜34} {𝑜41, 𝑜42} 
Resource types 1,2,3 2,3,1 1,3,2,1 1,3 
 
Consider a flexible job shop in which there are two individual resources in 
each type. A feasible schedule for the jobs listed in Table 5.1 is displayed in Figure 
5.2. 
 
Figure 5.2. A schedule of assignments for a flexible job shop environment 
In the ED environment, there are multiple resources of each type and there is 
recirculation. Also, the precedence relations between tasks in the ED can be more 
complex than a strict linear sequence of tasks. In the case of the ED, a task may have 
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5.2 ED Scheduling Environment 
In the ED scheduling environment, there are patients and resources. The 
patients require ED care in the form of a sequence of treatment tasks. The resources 
of the ED can be classified broadly into beds, staff and equipment. A patient requires 
a bed of a specific type to span the duration of all treatment tasks, then staff and 
equipment resources carry out the individual treatment tasks. 
The beds and the resources of the ED are all disjunctive, meaning that a bed 
can only be occupied by a single patient and a staff or equipment resource can only 
perform one treatment task at a time. The feasible assignment of disjunctive 
resources is maintained by ensuring that the processing times do not overlap for any 
two tasks assigned to the same resource. 
A feasible schedule for the ED environment requires that each patient is 
assigned to a bed of the required type before any tasks associated with that patient 
can be scheduled. Each patient is assigned to a bed for the duration of their ED care, 
and then the individual tasks are assigned to appropriate resources. Each task 
occupies the resource for a specified duration and the patient-bed assignment can 
only end after the completion of all tasks for that patient. Figure 5.3 shows a Gantt 
chart representation of a feasible schedule for four patients. 
The challenge with ED care is to allocate the scarce ED resources (e.g. beds, 
staff and equipment) to patient tasks according to their urgency and treatment needs. 
The time-based performance targets are defined by government on delay time and 
ED length of stay. In the formulation of the scheduling model the objective is formed 
from the two component parts of the ED length of stay; delay time and ED care time. 
The delay time component of the objective is weighted according to the priority 
category of the patient, and the ED care time is un-weighted as it is equally important 
for all patients. 
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Figure 5.3. ED scheduling for four patients with patient-bed assignments and task-
resource allocations 
Formally, there are 𝐽 patients and each patient 𝑗 =  1, … , 𝐽 has a set of 𝒩𝑗 
precedence constrained tasks. Without loss of generality, all tasks are numbered 
𝑛 =  1, … , 𝑁 such that 𝑁 = ∑ 𝒩𝑗𝑗 . There are two types of temporal constraints that 
can exist between pairs of tasks. The first kind is a strict precedence constraint 
𝑛 →  𝑛′ specifying that task 𝑛 must be completed prior to the commencement of task 
𝑛′. The second temporal constraint is for simultaneous tasks 𝑛 ↔  𝑛′ where both 𝑛 
and 𝑛′ must start at the same time; this construct is used when multiple resources 
from different resource groups are required for processing a single task. We assume 
there is no pre-emption in the ED environment and each task is completed after 
exactly 𝑝𝑛 time units. The beds 𝑖 = 1, … , 𝐼 are separated into 𝐿 distinct subsets 𝐼𝑙, 
and each patient 𝑗 has a parameter 𝐵𝑗𝑙 that indicates the subset of beds eligible for 
assignment to patient 𝑗. Similarly the resources 𝑟 =  1, … , 𝑅 are divided into 𝐺 
distinct groups and each task 𝑛 uses the parameter 𝜃𝑛𝑔 to indicate which resource 
group 𝑅𝑔 is required to process task 𝑛. In the following sections we introduce the 
complete notation and constraint set for the binary integer programming formulation 
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5.2.1 Binary Integer Programming Formulation 
This BIP model is formulated to handle the allocation of patients to beds and 
tasks to resources respecting the disjunctive constraints of the resources and the 
temporal constraints of the treatment tasks. The indices and parameters for the model 
are: 
𝑡 Time period index 𝑡 = 1, … , 𝑇. 
𝑖 Index for beds 𝑖 = 1, … , 𝐼. 
𝑙 Bed groups 𝑙 = 1, … , 𝐿. 
𝐼𝑙 The set of beds in group 𝑙, 𝐼𝑙 ⊂ {1, … , 𝐼}. 
𝑗, 𝑘 Index for patients 𝑗, 𝑘 = 1, … , 𝐽. 
 𝐵𝑙𝑗 = {
1 if patient 𝑗 requires a bed from group 𝑙,
0 otherwise.
  
𝜔𝑗  Delay penalty for patient 𝑗. 
𝑎𝑗  Arrival time for patient 𝑗. 
𝑛 Index for tasks 𝑛 = 1, … , 𝑁. 
𝒩𝑗 Index set for the tasks of patient 𝑗, 𝒩𝑗 ⊂ {1, … , 𝑁}. 
𝑝𝑛 Processing time required for task 𝑛. 
𝜎𝑛 Immediate predecessor(s) for task 𝑛. 
Ω𝑛 Task(s) with simultaneous start time to task 𝑛. 
𝑟 Index for resources 𝑟 = 1, … , 𝑅. 
𝑅𝑔 Index set for resources in group 𝑔, 𝑅𝑔 ⊂ {1, … , 𝑅}. 
 Π𝑟(𝑡) = {
1 if resource 𝑟 is available in time period 𝑡,
0 otherwise.
  
𝑔 Resource groups 𝑔 = 1, … , 𝐺. 
 𝜃𝑔𝑛 = {
1 if task 𝑛 requires a resource from group 𝑔,
0 otherwise.
  
𝑀 A large positive constant used in if-then type constraints e.g. 𝑀 = ∑ 𝑝𝑛𝑛 . 
The decisions variables select the start and end times for patient-bed 
assignments and the start times for task-resource allocations. 
 Chapter 5: Static ED Scheduling 79 
𝑥𝑖𝑗𝑡 = {












1 if resource 𝑟 commences task 𝑛 at time 𝑡,
0 otherwise.
 
The objective function (5.1) is to minimise the weighted delay time and the ED 
care time for all patients. The delay time, from arrival to the commencement of ED 
care, is weighted according to the priority category assigned to the patient, so that a 
higher penalty is given to more urgent patients and the ED care time is given equal 




























Constraint set (5.2) ensures that each patient 𝑗 is assigned exactly once and 
constraint (5.3) ensures that the patient is assigned to a bed in the correct area, 













≤ 𝐵𝑙𝑗  ∀𝑗, 𝑙 
(5.3) 
 
The patient-bed assignment must start after the patient has arrived (constraint 
(5.4)) and end on the same bed (constraint (5.5)). Constraint (5.6) holds that the end 
time must be after the start time. 
 





≥ 𝑎𝑗   ∀𝑗 
(5.4) 
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∑ (𝑦𝑖𝑗𝑡 − 𝑥𝑖𝑗𝑡)
𝑇
𝑡=1
= 0  ∀𝑗, 𝑖 
(5.5) 
 










≥ 0  ∀𝑗 
(5.6) 
 
The next two constraints ensure that the tasks are all started after the patient-
bed assignment (5.7) and the patient-bed assignment is ended after the tasks are all 
complete (5.8). 
 










≥ 0  ∀𝑗 = 1, … , 𝐽, 𝑛 ∈ 𝒩𝑗  
(5.7) 
 










≥ 𝑝𝑛  ∀𝑗 = 1, … , 𝐽, 𝑛 ∈ 𝒩𝑗 
(5.8) 
 
Disjunctive constraints (5.9) and (5.10) use big-M notation to model the 
sequencing of patients that access the same bed. The pair of big-M constraints are 
necessary because the duration of ED care is unknown. This constraint pair emulate a 
logical if-then relationship between the start and end time of two patients assigned to 
the same bed. If two patients 𝑗, 𝑘 ∈ {1, … , 𝐽} use the same bed 𝑖 ∈ {1, … , 𝐼} then the 





− ∑ 𝑡 𝑦𝑖𝑗𝑡
𝑇
𝑡=1






− ∑ 𝑡 𝑦𝑖𝑘𝑡
𝑇
𝑡=1
≥ −𝑢𝑖𝑗𝑘 𝑀 
 ∀𝑖 = 1, … , 𝐼, ∀𝑗, 𝑘 = 1, … , 𝐽 
(5.10) 
 
When 𝑢𝑖𝑗𝑘 = 1 constraint (5.9) reduces to ∑ 𝑡𝑥𝑖𝑘𝑡𝑡 − ∑ 𝑡 𝑦𝑖𝑗𝑡𝑡 ≥ 0, forcing the 
completion of patient 𝑗 prior to the beginning of patient 𝑘; at the same time 
constraint (5.10) is trivially satisfied. When 𝑢𝑖𝑗𝑘 = 0 constraint (5.10) is active, 
forcing the completion of patient 𝑘 prior to commencement for patient 𝑗, while 
constraint (5.9) is trivially satisfied. 






















≤ Π𝑟(𝑡)  ∀𝑟, 𝑡 
(5.13) 
 
Each task must be started exactly once on the time horizon (5.11) and assigned 
to a resource from the correct group as determined by (5.12). To ensure resource 
availability for each task-resource assignment, constraint (5.13) checks that no other 
tasks have been started and not yet completed on that resource, as well as confirming 
that the resource is available in the time period according to Π𝑟(𝑡). A pair of big-M 
constraints are not required here for the resource sequencing, because the task 
duration 𝑝𝑛 is assumed to be known. 
 










≥ 𝑝𝑚   
∀𝑛 = 1, … , 𝑁, 𝑚 ∈ 𝜎𝑛 
(5.14) 
 










= 0   
∀𝑛 = 1, … , 𝑁, 𝑚 ∈ Ω𝑛 
(5.15) 
 
Constraint (5.14) ensures that the precedence relations between tasks are 
observed, and constraint (5.15) ensures that simultaneous task start times are 
observed. 
This model is presented as a binary integer program. This is a discrete time 
formulation where the decision variables represent the start and end time for patient-
bed assignments as well as the start time for the task-resource assignments. The 
downside of using a discrete time formulation is the resulting growth in problem 
size. Due to the complexity of the sequencing for beds and resources it was not 
possible to remove the discrete time indexing from the formulation. However, in the 
second model we use a constraint programming approach where the decision 
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variables and the constraints can be expressed in a more general manner, resulting in 
a more compact formulation. 
5.2.2 Constraint Programming Formulation 
A constraint programming (CP) formulation includes a finite set of variables 
𝑋 = {𝑥1, … , 𝑥𝑛}, a finite domain 𝐷𝑖 for each variable 𝑥𝑖, 𝑖 = 1, … , 𝑛, and a finite set 
of constraints restricting the possible values for subsets of variables. The solution 
process for a CP model is to start with a feasible solution (all decision variables take 
a value within their domain, 𝑥𝑖 = 𝑎𝑖 ∈  𝐷𝑖 ∀ 𝑖), then a combination of domain 
reduction and constraint propagation techniques are employed to find other feasible 
solutions that improve objective value. 
The CP scheduling model uses interval variables to represent the ED care time 
of patients and tasks and sequence variables to model the disjunctive constraints for 
the beds and resources. An interval variable has characteristics of start time, end time 
and duration that can be used to define precedence constraints as well as spanning 
and alternative constraints to define relationships between groups of interval 
variables. The constraint 𝑠𝑝𝑎𝑛(𝑥, {𝑐1, 𝑐2, 𝑐3, 𝑐4}) states that the interval 𝑥 spans over 
the intervals 𝑐𝑖 as in Figure 5.4. An alternative constraint makes an exclusive 
selection such that 𝑎𝑙𝑡𝑒𝑟𝑛𝑎𝑡𝑖𝑣𝑒(𝑥, {𝑦1, 𝑦2, 𝑦3}) will choose exactly one of the 𝑦𝑖 
intervals to be present and have start and end times that match the interval 𝑥 (Figure 
5.5). A sequence variable shown in Figure 5.6 defines an ordering for a set of 
intervals, and the sequence can further be specified as disjunctive (non-overlapping). 
These are the special logical features used to describe the ED as a CP scheduling 
model. 
 
Figure 5.4. Spanning constraint span(x,{c1,c2,c3,c4}) 
𝑥 
𝑐1 𝑐2 𝑐3 𝑐4 
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Figure 5.5. Alternative constraint alternative(x,{y1,y2,y3}) with interval y2 selected to 
match interval x 
 
Figure 5.6. Sequence variable Q denoting a permutation of disjunctive intervals 
y1,y2, y3 
The indices and parameters for this model are identical to those from the BIP 
model; however, the decision variables have been changed to intervals and 
sequences.  
𝑥𝑗 Interval variable representing the period of ED care for patient 𝑗, 
𝑑𝑜𝑚𝑎𝑖𝑛(𝑥𝑗) = [𝑎𝑗 , 𝑇]. 
𝑦𝑖𝑗 Optional interval variable for the period of ED care when patient 𝑗 is 
occupying bed 𝑖, 𝑑𝑜𝑚𝑎𝑖𝑛(𝑦𝑖𝑗) = [𝑎𝑗 , 𝑇]. 
𝑐𝑛 Interval variable representing the processing interval of task 𝑛 with 
𝑙𝑒𝑛𝑔𝑡ℎ(𝑐𝑛) = 𝑝𝑛.  
𝑧𝑟𝑛 Optional interval variable for the resource 𝑟 processing the task 𝑛. 
Q𝑖  Sequence variable for disjunctive bed resources 𝑖 where 
domain(𝑄𝑖) = {permutationOf(𝑦𝑖𝑗)|∀𝑗 ∧  presenceOf(𝑦𝑖𝑗) = 1}.  
Q𝑟 Sequence variable for disjunctive resource 𝑟 where 
domain(Q𝑟) = {permutationOf(𝑧𝑟𝑛)|∀𝑛 ∧ presenceOf(𝑧𝑟𝑛) = 1}.  




∑ 𝜔𝑗[startOf(𝑥𝑗) − 𝑎𝑗]
𝐽
𝑗=1









𝑦3 𝑦1 𝑦2 Q 
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The objective function (5.16) computes the delay time and ED care time using 
the logical functions startOf( ) and endOf( ) to indicate the boundaries of the interval 
decision variables. 
 alternative(𝑥𝑗 , (𝑦𝑖𝑗|∀𝑖 ∈ 𝐼𝑙, 𝐵𝑗𝑙 = 1))   ∀𝑗 
(5.17) 
 
The CP model begins with constraint (5.17) that handles the feasible 
assignment of patient to bed, replacing (5.2)-(5.5) from the BIP model. The 
alternative() function indicates that the patient’s ED care interval 𝑥𝑗 must have one 
matching interval bed assignment 𝑦𝑖𝑗 from a feasible set of alternative beds. 
 span(𝑥𝑗 , (𝑐𝑛|∀𝑛 ∈ 𝒩𝑗))   ∀𝑗 (5.18) 
 
The relationship between the patient and task intervals, specified in constraint 
(5.7) and (5.8) of the BIP model, are now described by the spanning constraint 
(5.18), ensuring that the interval for the patient care 𝑥𝑗 contains all processing 
intervals 𝑐𝑛, 𝑛 ∈ 𝒩𝑗 of treatment tasks for patient 𝑗. 
 disjunctive(Q𝑖)  ∀𝑖 (5.19) 
 
The sequencing of patients in each individual bed, which was previously 
modelled with big-M notation in constraints (5.9) and (5.10), is now handled by 
defining the sequence variable Q𝑖 and applying the disjunctive constraint (5.19). 
 alternative(𝑐𝑛, (𝑧𝑟𝑛|∀𝑟 ∈ 𝑅𝑔, 𝜃𝑔𝑛 = 1))   ∀𝑛 
(5.20) 
 disjunctive(Q𝑟) ∀𝑟 (5.21) 
 
Constraint (5.20) replaces (5.11) and (5.12) to ensure each task is assigned to 
one of the feasible alternative resources. Disjunctive constraint (5.21) replaces (5.13) 
to control the sequencing of tasks on each resource. 
 endOf(𝑐𝑛′) ≤ startOf(𝑐𝑛)   ∀𝑛 = 1, … , 𝑁, 𝑛
′ ∈ 𝜎𝑛 (5.22) 
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 startOf(𝑐𝑛)= startOf(𝑐𝑛′)   ∀𝑛 = 1, … , 𝑁, 𝑛
′ ∈ Ω𝑛 (5.23) 
 
Finally, the temporal constraints are modelled with (5.22) for the strict 
precedence relations and (5.23) for the coincident tasks with simultaneous start 
times, replacing (5.14) and (5.15) respectively. 
5.3 Computational Study of BIP and CP Models 
This section compares the performance of the BIP and CP model formulations 
on the ED scheduling environment. The solution methods and the test scenarios are 
discussed below. There are two computational studies; a first study that compares 
BIP and CP models on smaller scenarios; while the second study takes the more 
successful of the two models and applies it to larger scenarios in order to look at ED 
performance metrics such as resource utilisation and ED care time. 
5.3.1 Solution Methods for the BIP and CP Formulations 
The commercial software ILOG Optimization Studio (IBM, 2011) is used to 
optimise both the BIP and the CP formulations. The BIP model is solved with the 
CPLEX engine and the CP model uses the CP Optimizer engine. 
CPLEX employs primarily a Branch and Bound methodology to solve 
optimisation problems. Branch and Bound works by choosing a branching variable 
and fixing an integer value (or in this case, a binary integer value), then solving a 
relaxation sub-problem. In this way a tree of solutions is explored until the optimal 
solution is found. The BIP presented in Section 5.2.1 is a time indexed problem, thus 
there are a large number of decision variables, and the Branch and Bound tree size is 
very large. CPLEX tries to generate cuts to trim the size of the search tree and 
incorporates a suite of heuristics that attempt to identify features of the problem that 
can be exploited to speed up the search. However, it is proprietary software, so the 
details of the heuristic procedures are not available. 
The CPLEX output reports the number of feasible solutions found and will 
confirm the scenarios in which a provably optimal solution has been found. 
However, due to the large tree size in this formulation and the application of tree 
reduction heuristics, the optimal solution is not always found within the limits of 
CPU time and memory in this study. 
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The CP Optimizer engine uses constraint propagation and domain filtering to 
solve the CP formulation. The search method assigns values to variables one at a 
time, extending a partial solution until either a feasible solution is found, or until at 
least one constraint is violated, then the solver backtracks and chooses a different 
value for a previously assigned variable. 
The primary heuristics employed by the CP Optimizer are domain filtering and 
tree search, but also restart techniques, large neighbourhood search, Evolutionary 
Algorithm, dominance rules, and LP-assisted heuristics (using LP relaxation 
solutions to guide selection of variable values). 
The decision variables are defined over a domain such as interval or sequence, 
and the general form constraints are described using logical functions such as 
disjunctive, alternative, and precedence. Different domain filtering algorithms are 
activated for different types of constraints. For example, when the start time is fixed 
for the first task in a precedence list, then the domain is filtered for all subsequent 
tasks. The CP representation is much more compact than the BIP formulation and the 
CP Optimizer engine is better able to exploit the features of the formulation. 
5.3.2 Test Scenarios for Comparison of BIP and CP Models 
The test scenarios developed for comparing the BIP and CP models are small 
and increase incrementally in size and complexity. The scenarios have been designed 
in this way to compare solution time and solution quality between the two models. 
The inputs needed to define a test scenario for the ED scheduling environment 
include the set of patients 𝑗 = 1, … , 𝐽 and tasks 𝑛 = 1, … , 𝑁 as well as the beds and 
resources available for processing those patients and tasks. The patient attributes are 
arrival time 𝑎𝑗, bed requirement 𝐵𝑙𝑗, delay penalty 𝜔𝑗, and an index set to identify 
the tasks for that patient 𝒩𝑗. Each task 𝑛 has attributes for resource requirement 𝜃𝑔𝑛 
and processing time 𝑝𝑛. The beds are defined by the count of beds in each group. 
Similarly, the resources are defined by the number of individual resources present to 
each group. 
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Table 5.2 Scenario settings for comparison of BIP and CP models 
Parameter Settings 
Beds, 𝑰 {8, 10, 12} 
Resources, 𝑹 {8, 10, 12} 
Patients, 𝑱 {12, 14, 16, 18, 20} 
Inter-arrival rate, 𝝀 2 
Tasks per patient, 𝓝𝒋 4 
Processing time distribution, 𝒑𝒏 DiscreteUniform[1,5] 
Priority classes 𝑃𝑟(𝜔𝑗 = 1) = 0.5, 𝑃𝑟(𝜔𝑗 = 6) = 0.5  
Bed requirement 𝑃𝑟(𝐵𝑙𝑗 = 1) = 0.5, 𝑃𝑟(𝐵𝑙𝑗 = 2) = 0.5 
 
The scenario settings are summarised in Table 5.2. In this set of scenarios there 
are two resource groups with equal numbers of resources in each group, and two bed 
groups also with equal numbers in each group. The total number of beds and 
resources in each scenario is set at 8, 10 or 12. A generic time interval is used that 
approximates a five minute interval. Each scenario is solved for 
𝐽 ∈ {12, 14, 16, 18, 20} patients. The inter-arrival times between patients follow an 
exponential distribution with a mean of two time units. Patients arriving at the ED 
are assigned with equal probability to one of two priority classes, with delay penalty 
𝜔𝑗 = 6 for high priority patients and 𝜔𝑗 = 1 for low priority patients. The bed 
requirement 𝐵𝑙𝑗 of each patient is assigned with equal probability to each of the two 
bed groups. All patients have exactly four tasks that follow a strict precedence 
relationship. Task processing times 𝑝𝑛 are assigned from a uniform distribution of 
integer values between [1, 5]. The resource requirement alternates between 
successive tasks; tasks one and three require a resource from the first group, tasks 
two and four require a resource from the second group. The time horizon [0,T] is 
estimated from a conservative upper bound using the total processing time 𝑇 =
∑ 𝑝𝑛𝑛 . The set of parameter values gives a total of 3 x 3 x 5 = 45 instances. 
All test instances were implemented using IBM ILOG Optimization Studio 
V12.4 on a Core i7-2600 3.4GHz, 8GB RAM computer. The BIP model is solved 
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with the CPLEX Solver and a run-time limit of 6,000 seconds. The CP model is 
solved with CP Optimizer and a run-time limit of 1,200 seconds.  
The focus of this study is to compare the speed and quality of solutions found 
using commercial optimisation software on two formulations of the same ED 
scheduling environment; for this reason we employ run time limits. The limit for CP 
Optimizer was selected during an initial tuning phase, as no further solutions were 
found on the test instances after 1,200 seconds. The run time limit for CPLEX was 
selected to be five times larger than for the CP Optimizer to accommodate the larger 
size of the BIP formulation. 
5.3.3 Results Comparing BIP and CP Models 
The results presented in Table 5.3 identify each test instance using the total 
number of patients 𝐽, beds 𝐼 and resources 𝑅. Recall that the beds are divided equally 
between two bed groups as are the resources. The CPU time and the objective 
function value are reported for each of the two models, with the objective function 
marked in bold if the optimal solution has been identified. The size of each instance 
is indicated with the number of variables and constraints. The lower bound column is 
either the optimal solution identified by CPLEX or CP Optimizer or it is the best 
node solution to the modified BIP model (big-M constraints (9) and (10) have been 
removed). Rows that are shaded represent instances for which neither solution 
method identified an optimal solution. Finally, the gap is shown between the lower 
bound and the best objective value of each model. 
The BIP model grows exponentially in the variables and constraints as the 
number of patients, beds and resources are increased. In the CP model the variables 
and constraints increase linearly. While this does seem to favour the CP model as the 
instances increase in size, the BIP model identifies optimal solutions in larger 
instances compared to the CP model. The BIP model identifies the optimal solution 
in two instances with 18 patients and three instances with 16 patients; whereas the 
CP model only identifies the optimal solutions for instances with 12 and 14 patients. 
The CP model consistently produces good quality feasible solutions for all problem 
sizes whereas the BIP model does not produce any feasible solutions for several 
instances with 18 and 20 patients. 
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The BIP formulation is run for five times longer on CPLEX than the CP 
formulation is run on the CP Optimizer. In the few instances where CPLEX did find 
the optimal solution before the run time limit, the CP solution on the same instance 
was always within 1% of that solution. In all remaining instances, where CPLEX ran 
until the 6,000 second time limit, the quality of the CP Optimizer solution was 
consistently better. 
The quality of the solutions achieved by the CP and BIP formulations are 
compared directly to the lower bound and reported as the gap percentage. The CP 
gap is always lower than the BIP gap except in two cases (instance 13 & 16) where 
the difference is less than 1%. Also the CP gap is always less than 11% showing that 
the solution quality of the CP formulation is very high. 
This comparison between the CP and BIP formulations of the same ED 
scheduling environment demonstrates the efficacy of the CP formulation and the CP 
Optimizer in terms of both CPU time and solution quality. In the second part of the 
computational study, the CP formulation is tested on larger scenarios and the ED 
performance is evaluated. 
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Table 5.3 Summary of computational results comparing BIP and CP formulations 
    BIP    CP    LB BIP CP 
# J I R CPU (s) Vars Cons Obj CPU (s) Vars Cons Obj  Gap Gap 
1 12 8 8 82.1 78,865  2,492  142 1200 617 136 142 142 0.0% 0.0% 
2 12 10 8 89.5 91,921  2,764  141 0.34 617  136  141 141 0.0% 0.0% 
3 12 12 8 100.8 104,977  3,036  141 0.31 715  138  141 141 0.0% 0.0% 
4 12 8 10 61.7 106,741  3,040  138 0.27 813  140  138 138 0.0% 0.0% 
5 12 10 10 25.0 94,261  2,980  137 0.09 643  138  137 137 0.0% 0.0% 
6 12 12 10 22.2 106,741  3,240  137 0.11 741  140  137 137 0.0% 0.0% 
7 12 8 12 133.8 137,881  3,588  138 0.39 839  142  138 138 0.0% 0.0% 
8 12 10 12 31.7 129,817  3,636  140 0.11 669  140  140 140 0.0% 0.0% 
9 12 12 12 23.5 114,841  3,540  140 0.11 767  142  140 140 0.0% 0.0% 
10 14 8 8 6000 113,625  3,206  197 1200 717 156 195 174.0 11.7% 10.8% 
11 14 10 8 6000 132,441  3,542  194 0.67 813 158 194 194 0.0% 0.0% 
12 14 12 8 6000 151,257  3,878  194 0.78 945 160 194 194 0.0% 0.0% 
13 14 8 10 4307 153,791  3,920  175 1200 747 158 176 175 0.0% 0.6% 
14 14 10 10 6000 143,711  3,940  173 1200 861 160 173 171.0 1.2% 1.2% 
15 14 12 10 232 162,751  4,280  172 0.42 975 162 172 172 0.0% 0.0% 
16 14 8 12 5841 198,661  4,634  174 1200 777 160 175 174 0.0% 0.6% 
17 14 10 12 131.8 183,877  4,658  171 0.31 891 162 171 171 0.0% 0.0% 
18 14 12 12 49.86 170,437  4,634  170 0.39 1,005 164 170 170 0.0% 0.0% 
19 16 8 8 6000 148,417  3,920  231 1200 817  176  215 208.0 10.0% 3.3% 
20 16 10 8 6000 172,993  4,304  207 1200 947  178  205 201.0 2.9% 2.0% 
21 16 12 8 6000 197,569  4,688  331 1200 1,077  180  202 198.0 40.2% 2.0% 
22 16 8 10 6000 200,881  4,800  332 1200 851  178  214 204.9 38.3% 4.3% 
23 16 10 10 6000 183,601  4,780  202 1200 981  180  202 201.0 0.5% 0.5% 
24 16 12 10 1308 207,921  5,160  198 1200 1,111  182  198 198 0.0% 0.0% 
25 16 8 12 6000 259,489  5,680  222 1200 885  180  214 205.5 7.4% 4.0% 
26 16 10 12 5840 234,913  5,656  201 1200 1,015  182  202 201 0.0% 0.5% 
27 16 12 12 241 222,625  5,680  198 1200 1,145  184  198 198 0.0% 0.0% 
28 18 10 8 6000 187,849  4,698  1199 1200 917 196 258 231.2 80.7% 10.4% 
29 18 12 8 6000 218,953  5,130  621 1200 1,063 198 242 222.0 64.3% 8.3% 
30 18 8 10 6000 250,057  5,562  328 1200 1,209 200 235 218.0 33.5% 7.2% 
31 18 10 10 6000 254,251  5,760  no sol 1200 955 198 241 230.6 - 4.3% 
32 18 12 10 6000 228,331  5,700  no sol 1200 1,101 200 226 222.0 - 1.8% 
33 18 8 12 242 258,571  6,120  218 1200 1,247 202 218 218 0.0% 0.0% 
34 18 10 12 6000 328,429  6,822  no sol 1200 993 200 239 230.6 - 3.5% 
35 18 12 12 6000 292,141  6,750  no sol 1200 1,139 202 226 222.0 - 1.8% 
36 20 8 8 321 281,773  6,822  218 1200 1,285 204 218 218 0.0% 0.0% 
37 20 10 8 6000 231,921  5,540  no sol 1200 1,017 216 281 250.4 - 10.9% 
38 20 12 8 6000 270,321  6,020  no sol 1200 1,179 218 272 245.0 - 9.9% 
39 20 8 10 6000 308,721  6,500  no sol 1200 1,341 220 270 243.0 - 10.0% 
40 20 10 10 6000 313,901  6,800  no sol 1200 1,059 218 261 250.4 - 4.1% 
41 20 12 10 6000 289,901  6,800  no sol 1200 1,221 220 248 245.0 - 1.2% 
42 20 8 12 6000 328,301  7,280  no sol 1200 1,383 222 245 243.0 - 0.8% 
43 20 10 12 6000 405,481  8,060  no sol 1200 1,101 220 259 250.4 - 3.3% 
44 20 12 12 6000 370,921  8,060  no sol 1200 1,263 222 246 245.0 - 0.4% 
45 20 12 12 6000 347,881 8,060 265 1200 1,425 224 243 243.0 8.3% 0.0% 
Note: %Gap = 100*(Objective – LB)/Objective, no sol: No solution found within time limit. 
 
5.3.4 Larger Scenarios 
In this part of the computational study, we demonstrate how the static ED 
scheduling model is used to evaluate ED performance. Performance in this case is 
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measured by delay time and length of stay experienced by the patients, as well as 
resource utilisation. 
Table 5.4 Scenario settings for real size test cases 
Parameter Settings 
Beds, 𝑰 {8, 12} 
Resources, 𝑹 {8, 12} 
Patients, 𝑱 30 
Inter-arrival rate, 𝝀 2 
Tasks per patient, 𝓝𝒋 4 
Processing time distribution, 𝒑𝒏 DiscreteUniform[1,5] 
Priority classes 𝑃𝑟(𝜔𝑗 = 1) = 0.5, 𝑃𝑟(𝜔𝑗 = 6) = 0.5  
Bed requirement 𝑃𝑟(𝐵𝑙𝑗 = 1) = 0.5, 𝑃𝑟(𝐵𝑙𝑗 = 2) = 0.5 
 
To test this approach we construct a series of real size test cases comprising of 
30 patients each, since this is the average number of patients arriving within a 4 hour 
period with an 8 minute inter-arrival time. The scenarios are solved with the CP 
model formulation, since the larger scenarios cannot be solved with the BIP model. 
The parameter values for the scenarios are highlighted in Table 5.4. The bed numbers 
are set at two levels, either four beds per group or six beds per group, giving a total 
of 𝐼 = 8 or 12. Similarly, the resource numbers are four or six per group (𝑅 = 8 or 
12). The average inter-arrival time for the patients is two time units; the task 
processing times are sampled from a uniform distribution of integer values between 
[1, 5], and priority classes are assigned a penalty 𝜔𝑗 ∈ {1,6} with equal probability. 
There are 10 individual instances generated for each combination of bed and 
resource levels, giving a total of 1 x 2 x 2 x 10 = 40 instances. For this set of 
scenarios, the run-time limit has been reduced to 5 minutes. 
5.3.5 CP Results for Larger Scenarios 
The results reported in Table 5.5 show the average number of feasible solutions 
explored by the CP Optimizer within the run time limit, and the average objective 
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function value and resource utilisation over the 10 instances of each scenario. The 
table also includes the average delay time and ED care time for the entire patient 
cohort as well as separately for the high and low priority categories. 
The results in Table 5.5 demonstrate that multiple feasible solutions are 
identified by the CP Optimizer for all of the larger scenarios, and that fewer solutions 
are explored when the resource availability is high. The delay times are high when 
the bed numbers are low, although it is the low priority patients rather than the high 
priority patients that are experiencing the longest delays. When the bed numbers are 
increased by 50% there is a reduction of 58% to delay times; this figure breaks down 
to an 84% reduction in delays for high priority patients and 56% for low priority 
patients. The increase in bed numbers also results in a slight (12%) increase in ED 
care time, since there are more patients occupying beds and hence more in-process 
delays as the resources attend all the treatment tasks. However, the ED care time is 
reduced again as the resource numbers increase. 
Table 5.5 Summary of computational results for CP model with 30 patients 
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5.4 Discussion of Static ED Scheduling 
This chapter introduces two formulations for the complex ED environment 
with patient-bed and task-resource assignments. The scheduling environment 
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manages patient care with respect to triage priorities and time-based targets. This 
model captures the real operational processes and interactions of the ED environment 
that have not previously been explored in the literature. 
The ED scheduling model is developed both in a BIP and a CP formulation. In 
the BIP the logical sequencing of patient-bed assignments is represented 
mathematically using big-M notation, causing exponential growth in the problem 
size that results in excessive memory usage and intractability (Klotz & Newman, 
2013). CP looks for feasible solutions that obey all constraints, and then applies 
heuristic methods to improve the solution quality. The objective function and 
constraints can be more general in a CP model, and decision variables can represent 
set elements and subsets, as well as the integer and real values required for 
mathematical programming (Pinedo, 2008). This results in a more compact problem 
formulation that avoids some of the intractability issues associated with sequencing 
constraints on binary integer variables. The comparison of the two formulations in 
this chapter contributes to the growing body of evidence that demonstrates the CP 
approach is more successful than BIP for sequencing and scheduling applications 
(Edis & Oguz, 2012; Lustig & Puget, 2001; Smith, Brailsford, Hubbard, & Williams, 
1996).  
The static ED scheduling model is used to evaluate ED performance measures 
such as patient delays, ED care time and resource utilisation. In the following 
chapter, the static case is used as a bound to compare against solutions generated for 
the dynamic environment. 
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Chapter 6: Dynamic ED Scheduling 
Scheduling in the dynamic real time environment is the focus of this chapter. 
The scheduling framework is the same two-layer assignment and sequencing 
problem that was presented in the previous chapter, but new solution methods are 
introduced for the dynamic real time environment. A dynamic environment is one in 
which information about patients and tasks is not available until the patient arrives. 
In the dynamic environment, the schedules cannot be generated ahead of time, unlike 
the static scheduling environment explored in the previous chapter. A real-time 
implementation is one in which the time to execute dynamic schedule updates occurs 
within a matter of seconds. This approach is relevant for deployment in a real-time 
electronic patient management system where the human user is able to enter 
information about new patients and see new schedule updates without perceptible 
delays. 
6.1 Background on Dynamic ED Scheduling 
The only other paper to examine real time scheduling in the ED is by Kiris et 
al. (2010) who use priority list scheduling to assign doctors to patients with workload 
balancing. This model utilises a parallel machine scheduling environment and only 
addresses the assignment of a single doctor for each patient for the entire duration of 
ED care. In the broader hospital and health care setting, there exist some real time 
scheduling models that include assignment of staff and resources. For example, Jeric 
and Figueira (2012) generate a schedule of inpatient treatment tasks using a BIP 
model and a meta-heuristic solution approach including variable neighbourhood 
search and Genetic Algorithm, but their scheduling model is updated only once per 
day. Zoller et al. (2006) generate real time schedules for inpatient hospital treatments 
using a multi-agent system (MAS) architecture. The MAS schedules patient 
treatments on the scarce hospital resources using an auction-based coordination 
heuristic where patient-agents bid for spots with resource-agents. Each agent in the 
MAS has its own objective rather than applying a global objective function as we 
have done in the ED scheduling model.  Kergosien, Lenté, Piton, and Billaut (2011) 
have a real time scheduling model for inter-hospital transportation where 70% of 
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transportation demands arise dynamically. A real-time update to the schedule occurs 
each time a new demand is received and a Tabu Search heuristic provides a fast 
method of rescheduling. 
All of the demands in the ED arise dynamically; newly arrived patients must be 
assigned to an ED bed for the duration of their ED care, while the treatment tasks are 
scheduled to the ED resources. The objective is to meet time-based performance 
targets associated with delays before bed assignment and total ED care time. The 
solution methods selected are dispatch rules for the patient-bed assignment and meta-
heuristics for the task-resource allocation. 
Patients arrive at the ED and are triaged. The triage assessment determines the 
priority classification and immediate needs for each patient. The triage priority 
classes each have a recommended maximum delay period by which time the patient 
should be assigned to an ED bed or treatment space to commence ED care. If the 
patient cannot be assigned to a treatment space, they wait until an appropriate care 
space becomes available. ED care starts with a medical assessment that develops into 
a treatment plan comprising several treatment tasks. Each treatment task requires a 
staff or equipment resource for processing. 
The bed resources are organised into areas containing several beds with an 
identical setup. Each area is suited to different patient needs. Some areas have highly 
specialised equipment for monitoring and advanced life support, while another area 
will have a simpler setup used for low complexity care. Staff and equipment 
resources are organised into resource groups. All individuals within a resource group 
are assumed to be identical and skilled for a particular subset of treatment tasks. 
Doctors, nurses, and ward staff are staff resources. Doctors and nurses are primarily 
responsible for clinical tasks relating to patient treatment and ward staff are 
responsible for transporting non-ambulant patients to imaging appointments and for 
admission to inpatient wards. Pathology and X-ray are equipment resources used for 
diagnostic tasks. 
The dynamic ED scheduling model receives information from the triage 
assessment and medical assessment in the form of bed requests and treatment task 
requests. The bed assignments and treatment tasks are scheduled in such a way as to 
respect the patient priorities and maximise both resource efficiency and patient 
throughput. This model accepts the instructions of health care professionals in terms 
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of patient priorities, bed requests and treatment tasks, and gives as output an efficient 
resource allocation schedule that updates dynamically when new information is 
received. 
The ED environment is a two-layer assignment and sequencing problem. The 
patient-bed assignment is modelled as a parallel machine scheduling environment 
with machine groups. The task-resource allocation is modelled as a flexible job shop. 
The two layers are coupled, since the bed assignment of each patient must span the 
duration of all treatment tasks. 
The flexible job shop is defined by a set of resources and a set of jobs, where 
each job consists of a set of precedence constrained tasks. Each task is processed by 
a single resource from an allowable group. In the ED setting, patients are the jobs 
with precedence constrained treatment tasks. The resources are separated into distinct 
groups representing different kinds of staff and equipment resources such as doctors, 
nurses, X-ray and pathology. The objective for the task-resource allocation is to 
minimise the total completion time for all patients. 
The parallel machine problem with machine groups consists of a set of jobs 
and machines where each job must be assigned to an allowable machine for the 
duration of processing. In the ED each patient requires a bed from an appropriate 
subset of beds. The assignment of patients to beds occurs with the objective of 
minimising weighted delay time, where delay is defined as the time between the 
patient’s arrival and their bed assignment time. 
The two-layer ED scheduling is NP-hard, since both the parallel machine 
environment and the flexible job shop environment are NP-hard (Moslehi & 
Mahnam, 2011; Pinedo, 2008). NP-hard problems are often unsuitable for exact 
algorithms due to the complexity and size of the solution space, and so approximate 
algorithms are developed to find near-optimal solutions. We have developed a 
heuristic approach to generate solutions for the ED environment that exploits domain 
specific knowledge and achieves high quality solutions in a fast timeframe. 
Since the arrivals of ED patients are not known in advance, the bed assignment 
is achieved using a priority dispatch rule. After the patient is assigned to a bed, the 
treatment tasks are scheduled using a disjunctive graph formulation for assignment 
and sequencing. The initial solution to the task-resource allocation is improved using 
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a meta-heuristic search. When a new patient arrives, or when a bed becomes 
available for a new patient, these dynamic events trigger a new bed assignment. The 
treatment tasks for the new patient are incorporated into the disjunctive graph, which 
in turn leads to a new task-resource allocation and meta-heuristic improvement 
phase. This approach provides high quality solutions in a fast timeframe and allows 
for implementation in a dynamic environment. 
The model of the ED environment describes both the patient-bed assignment 
and the task-resource allocation. The distinguishing elements of the ED scheduling 
environment are: 
 Each patient that arrives at the ED is assigned immediately to an ED bed if 
one is available, otherwise they wait in a prioritised FIFO queue for the 
next available bed. 
 Each patient must be assigned to a bed of a particular type. 
 The treatment tasks for each patient are unknown to the decision maker 
prior to the bed assignment and hence cannot be scheduled until the bed 
assignment has been made. 
 The precedence constraints between treatment tasks must be respected. 
 The bed assignment ends after all the treatment tasks are completed and 
then the bed becomes available for the next patient from the waiting list. 
 All beds and resources are disjunctive, meaning that a bed can only be 
occupied by a single patient at a time and a resource can only process one 
task at a time. 
6.2 Notation for the Dynamic Model 
In this section we introduce the notation required to describe the ED model and 
the disjunctive graph. 
𝐼 Denotes the set of beds in the ED, the index 𝑖 refers to an individual bed. 
𝑙 The different areas within the ED 𝑙 = 1, … , 𝐿. The individual beds 𝑖 ∈ 𝐼𝑙 are 
all of the same type. 
𝑅 Denotes the set of all resources. 
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𝑔 The resource groups 𝑔 = 1, … , 𝐺. The individual resources 𝑟 ∈ 𝑅𝑔 belong 
to resource group 𝑔. 
𝐽 The set of all patients, the index 𝑗 refers to an individual patient. 
𝑎𝑗  Arrival time for patient 𝑗 ∈ 𝐽. Arrival and triage occur simultaneously and 
all of the patient’s characteristics become known at this time. 
𝜔𝑗  Priority weight according to the priority class assigned by the triage nurse, 
the highest priority has the largest weight. 
𝑏𝑗 Bed requirement, denoting the bed type required for the patient, 𝑏𝑗 = 𝑙 for 
some 𝑙 ∈ {1, … , 𝐿}. 
𝑜𝑗,𝑛,𝑔 Denotes a treatment task where 𝑗 is the patient, 𝑛 the task index for that 
patient, 𝑔 the resource group required to process the task. {𝑜𝑗,∙,∙} refers to the 
set of all treatment tasks for patient 𝑗. 
𝑛𝑗  The total number of treatment tasks for patient 𝑗. 
𝑝𝑗𝑛 Processing time for task 𝑜𝑗,𝑛,𝑔 . 
𝜎𝑗𝑛 Immediate predecessor for task 𝑜𝑗,𝑛,𝑔. 
𝑆𝑗 Decision variable indicating the time that the bed assignment is made for 
patient 𝑗. At time 𝑆𝑗 the treatment tasks {𝑜𝑗,⋅,⋅} become known. 
𝐶𝑗 Decision variable indicating the time that the bed assignment is ended for 
patient 𝑗. 
𝑠𝑗𝑛 Decision variable indicating the start time for a task 𝑜𝑗,𝑛,𝑔. 
 
A solution is a feasible schedule of patient-bed assignments and task-resource 
allocations. The goal is to assign each patient to an appropriate bed and schedule the 
treatment tasks for processing on the correct resources. The objective of the patient-
bed assignment is to minimise the weighted delay between arrival and bed 
assignment time, and the objective of the task-resource allocation is to minimise the 
total care time of all patients. These goals are combined in equation (6.1). 
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min
𝑆,𝐶
∑ 𝜔𝑗(𝑆𝑗 − 𝑎𝑗)
𝑗





Where the completion time is defined by constraint (6.2):  
𝐶𝑗 = max
𝑛∈{𝑜𝑗,⋅,⋅}
{0, 𝑠𝑗𝑛 + 𝑝𝑗𝑛} (6.2) 
After all the treatment tasks of {𝑜𝑗,⋅,⋅} are completed for some patient 𝑗 ∈ 𝐽, then 
the bed assigned to that patient is released and becomes available again for 
assignment to a new patient. 
6.3 Graph Representation of Task-Resource Allocation 
The task-resource allocation layer of the ED scheduling problem is a flexible 
job shop environment. A disjunctive graph model is developed to embed all of the 
special characteristics of the task-resource allocations: the precedence constraints, 
coincident tasks, flexible resources, release dates and completion time objective. 
Also, for the dynamic environment, the disjunctive graph is repeatedly updated with 
task insertions and removals. These special features are all applied as extensions to 
the standard disjunctive graph formulation for a classical job shop. 
6.3.1 Disjunctive Graph for Classical Job Shop 
The classical job shop problem has resources 𝑟 = 1, … , 𝑅 and jobs 𝑗 = 1, … , 𝐽. 
Each job 𝑗 has 𝑛𝑗  tasks 𝑜𝑗,𝑛,𝑟, where 𝑛 indicates the ordering in which the tasks must 
be completed and 𝑟 identifies the resource that must carry out the processing. Finally, 
𝑝𝑗𝑛 indicates the processing time required for the 𝑛th task of job 𝑗. In the classical 
job shop each resource is required no more than once by each job.  
The disjunctive graph is an activity on node graph 𝐺 = (𝑁, 𝐴, 𝐸) where the 
nodes in 𝑁 represent tasks 𝑜𝑗,𝑛,𝑟 with the addition of a dummy start node 0 and a 
dummy end node *. The directed arcs of the set 𝐴 are conjunctive arcs representing 
precedence relations between nodes. The undirected arc set 𝐸 contains disjunctive 
arcs that link pairs of nodes requiring the same resource for processing. In Figure 6.1 
the solid directed arcs represent the conjunctions of 𝐴 and determine the order of 
tasks for each job. The dashed undirected arcs are the disjunctive arcs of set 𝐸. 
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Figure 6.1. A disjunctive graph for a job shop with three jobs and three resources 
To construct a feasible schedule on the disjunctive graph we fix the direction 
for each disjunctive arc so that the resulting graph is acyclic. A complete selection is 
one in which all disjunctive arcs have their direction fixed. A consistent selection is 
one where the resulting graph 𝐺 = (𝑁, 𝐴, 𝒮) is acyclic. A complete and consistent 
selection is shown in Figure 6.2. 
 
Figure 6.2. A disjunctive graph with a complete and consistent selection 
The feasible schedule can be retrieved from the selection on the disjunctive 
graph in Figure 6.2 by computing the longest path from the source node 0 to each 
node 𝑜𝑗,𝑛,𝑟. The path length is the earliest feasible start time for the task 𝑜𝑗,𝑛,𝑟 and the 
resulting Gantt chart representation of the schedule is shown in Figure 6.3. 
 
Figure 6.3. Schedule corresponding to the selection on the previous disjunctive graph 
1,1,1 1,2,2 1,3,3 
2,1,3 2,2,1 
3,1,1 3,2,3 3,3,2 
0 * 
1,1,1 1,2,2 1,3,3 
2,1,3 2,2,1 






2,1,3 3,2,3 1,3,3 
3,3,2 1,2,2 
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The disjunctive graph must be extended in several ways to accurately represent 
the features of the ED task-resource allocation environment. In the ED environment, 
the task-resource allocations cannot start until after the patient has been assigned to a 
bed. Each task can have one or many successor tasks as well as having one or many 
predecessor tasks. Also, there are multiple flexible resources of each type and there is 
recirculation. Recirculation means that multiple tasks within a single job may require 
processing by the same type of resource. Flexible resources indicate that there is a 
group of identical resources that are eligible to perform each task. A modified 
approach to the disjunctive graph is required to correctly represent the features of the 
ED environment. 
6.3.2 Extended Disjunctive Graph for the ED Environment 
The assignment and sequencing of tasks and resources is achieved using an 
extended disjunctive graph, 𝐸𝐷𝐺 = (𝑁, 𝐴, 𝐸𝑟𝑔). The nodes 𝑁 are as defined in the 
previous section. The conjunctive arcs 𝐴 are extended to accommodate more general 
temporal relations and the disjunctive arc set 𝐸𝑟𝑔 is expanded to represent flexible 
resources. 
Arc labels are used to represent release dates and to enforce delays between 
treatment tasks. The release date for each patient’s task sequence is the time of the 
bed assignment, 𝜆𝑗. An enforced delay between treatment tasks can occur while 
waiting for a medication to take effect. A label 𝐹𝑗,𝑛,𝑛′  is applied to an arc 
(𝑜𝑗,𝑛,𝑔, 𝑜𝑗,𝑛′,𝑔′) ∈ 𝐴 to denote a delay between the tasks. The arc label 𝐹𝑗,0,1 = 𝑆𝑗 
enforces the constraint that tasks cannot start until after the bed assignment. The set 
of conjunctive arcs and the special arc labels for start time delays are shown in 
Figure 6.4 for a pair of patients. 
















Figure 6.4. Conjunctive arcs and arc labels for two patients  
The conjunctive arc set 𝐴 represents the temporal relations between tasks 
(𝑜𝑗,𝑛,𝑔, 𝑜𝑗,𝑛′,𝑔′) in the disjunctive graph. Additionally, we have the conjunctions from 
the dummy start node 0 to the first treatment task for each patient 𝑜𝑗,1,𝑔 and from the 
final treatment task 𝑜𝑗,𝑛𝑗,𝑔′ to the end node *. In the ED the temporal relations can be 
more complex than the simple one-to-one precedence constraints that occur in the 
classical job shop. When the relation is strict precedence, where one task must be 
completed before the next task is commenced, then there may be multiple successors 
or predecessors. A coincident relation, where the start times must be identical, can 
only be represented as a one-to-one relation. A coincident task constraint is used to 
model the case where multiple resources are required for processing at the same 
time. An example from the ED is when a member of ward staff and a nurse are both 
required to transport a patient to X-ray. On the extended disjunctive graph in Figure 
6.5 the strict precedence constraints are drawn with a solid arc 𝑜𝑗,𝑛,𝑔 → 𝑜𝑗,𝑛′,𝑔′ and 
the coincident tasks are represented with a dashed arc 𝑜𝑗,𝑛,𝑔−→ 𝑜𝑗,𝑛′,𝑔′. The in-bound 
arcs are either all strict precedence or all coincident. The out-bound arcs are all 
precedence or coincident, but not a mix of both.  















Figure 6.5. Directed conjunctive arcs for two jobs with complex temporal 
relationships 
To construct the disjunctive arcs we refer to the subset of nodes {𝑜⋅,⋅,𝑔} ∈ 𝑁 that 
require a resource from the same group 𝑔. 𝐸𝑔 is the set of undirected (disjunctive) 
arcs between all the tasks of {𝑜⋅,⋅,𝑔}. 𝐸𝑔 also includes disjunctive arcs linking each 
task of {𝑜∙,∙,𝑔} to the start node 0 and to the end node *. For each resource group 
𝑔 ∈ 𝐺, there are |𝑅𝑔| identical resources. So the disjunctive arc set 𝐸𝑔 is replicated 
for each 𝑟 ∈ 𝑅𝑔, giving a full complement of disjunctive arcs in the set 𝐸𝑟𝑔 as shown 













Figure 6.6. Undirected disjunctive arcs shown for resource groups Erg  
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6.3.3 Solution Representation 
A solution for the task-resource allocation on the extended disjunctive graph is 
based on a feasible selection of disjunctive arcs that represent a path for each 
individual resource. A path is a finite sequence of arcs between two task nodes in the 
graph. In the case of disjunctive arcs, the direction must also be fixed to define the 
order of the path sequence. The arc length is the processing time 𝑝𝑗𝑛 of the task at 
the tail of the arc plus the value, if any, that is assigned to the arc label. For example, 
the arc length for arc (0, 𝑜1,0,1) is 𝐹1,0,1 + 𝑝1,1 = 𝑆1 + 𝑝1,1 from Figure 6.4. The path 
length is the sum of the arc lengths traversed in that path and a cycle is a path that 
starts and ends at the same task node. The start time 𝑠𝑗𝑛 for node 𝑜𝑗,𝑛,𝑔 is the longest 
path length from the root to that node. If we consider the completion time of the final 
task for patient 𝑗 is 𝑠𝑗𝑛𝑗 + 𝑝𝑗𝑛𝑗 , then the path ending at the dummy node * has the 
value 𝑠𝑗𝑛𝑗 + 𝑝𝑗𝑛𝑗 , which is consistent with the completion time definition in 
constraint (6.2). A solution for the task-resource allocation on the disjunctive graph 
is represented by a selection of disjunctive arcs whose directions have been fixed. A 
resource sequence is a path from 0 to * for some resource 𝑟 that is constructed by 
fixing a direction on a selection of disjunctive arcs. Let 𝑄𝑟 = {𝑄𝑟0, 𝑄𝑟1, 𝑄𝑟2, … , 𝑄𝑟𝑞𝑟} 
be the resource sequence for 𝑟 ∈ 𝑅 with 𝑄𝑟𝑞 ∈ 𝐸𝑟𝑔 for 𝑞 = 0, … , 𝑞𝑟. The set 
𝑄 = ⋃ 𝑄𝑟𝑟∈𝑅  represents a complete and consistent selection. A feasible solution has 
a sequence for every resource such that each node 𝑜𝑗,𝑛,𝑔 ∈ 𝑁 is visited by exactly one 
resource and the resulting graph 𝐺 = (𝑁, 𝐴, 𝑄) is acyclic as shown Figure 6.7. The 
objective function value for the task-resource allocation 𝑓(𝑄) is the summed 
completion time for all patients currently in the ED whose tasks lists are represented 
on the EDG.  
 106 Chapter 6: Dynamic ED Scheduling 
 
Figure 6.7. Disjunctive graph with solution containing resource sequences 
6.4 Meta-heuristic Improvement Phase 
Once a feasible solution has been constructed on the extended disjunctive 
graph (EDG), a meta-heuristic is applied to search for improved solutions. The meta-
heuristic approach is justified in this case since an exact solution method would take 
an inappropriately long time (as demonstrated in the results of the static scheduling 
test instances, Section 5.3). 
In general, meta-heuristics are used to guide the search process and efficiently 
search the space to find near-optimal solutions (Gendreau & Potvin, 2010). For this 
model, we have selected meta-heuristics that operate on a single solution rather than 
a population of solutions. Population based meta-heuristics have been avoided due to 
the computational load of overcoming infeasibilities that arise when combining 
solutions to a problem with complex precedence relations. This excludes population 
meta-heuristics such as Genetic Algorithms, Evolutionary Algorithms and Swarm or 
Ant Colony Optimisation. The meta-heuristics discussed in this section are Tabu 
Search and Simulated Annealing which both operate by making incremental changes 
to a single solution. 
The starting solution for the improvement phase is generated using a good 
constructive heuristic, thus we have selected meta-heuristics that focus on local 
search using a neighbourhood operator. Two good meta-heuristics that use a 
neighbourhood operator are Tabu Search and Simulated Annealing. Both of these 
heuristics use a neighbourhood operator to generate new feasible solutions. Tabu 
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solutions and only accepts improving solutions. Simulated Annealing has a hill-
climbing component that accepts non-improving moves according to some 
acceptance criteria. This hill-climbing component allows the meta-heuristic to move 
away from local optima and diversifies the search. By comparing Simulated 
Annealing and Tabu Search we can evaluate whether our improvement phase 
benefits from the diversification associated with the hill-climbing move or if the 
local search of Tabu Search is sufficient. 
The meta-heuristic search is applied to the EDG each time that new tasks 
(nodes) are added. A swap move is used as the neighbourhood operator to generate 
new feasible solutions on the EDG. The search space is confined to feasible task-
resource allocations, thus only feasible moves are evaluated. The move (𝑛, 𝑟, 𝑞) 
swaps node 𝑛 to the 𝑞th position on resource sequence 𝑄𝑟. The node 𝑛 is selected at 
random from those currently in the EDG. The resource is chosen at random from the 
feasible resources. To preserve feasibility when selecting moves, the sequence 
position 𝑞 is any position in the new resource sequence that starts after the 
predecessors but before any successors of node 𝑛. 
6.4.1 Tabu Search 
The Tabu Search meta-heuristic uses a neighbourhood structure to implement a 
local search routine and a short term memory feature to prevent cycling back through 
recently visited local optima. Algorithm 6.1 outlines the procedure for the Tabu 
Search; it starts by finding a neighbour to the current incumbent solution, accepting 
the neighbour solution if it is better than the incumbent, then updating the tabu list to 
record recent neighbourhood moves. The neighbourhood search process is then 
repeated until some stopping condition. 
 
 108 Chapter 6: Dynamic ED Scheduling 
Algorithm 6.1 Tabu Search 
Inputs:𝑄∗ 
Initialise: 𝑓∗ = 𝑓(𝑄∗) 
Initialise TabuList with current sequence (𝑛, 𝑟, 𝑞) ∈ 𝑄∗ 
WHILE stopping condition not met DO 
 Select 𝑄 = 𝑎𝑟𝑔𝑚𝑖𝑛𝑄′∈𝒩(𝑄∗)[𝑓(𝑄
′)] 
 Add (𝑛, 𝑟, 𝑞) to TabuList 
 IF 𝑓(𝑄) < 𝑓∗ THEN 
  𝑓∗ = 𝑓(𝑄); 
  𝑄∗ = 𝑄; 
  ENDIF 
END DO 
 
The short term memory consists of a tabu list of recent moves that cannot be 
revisited for a specific number of iterations. The tabu tenure defines the number of 
iterations for which each move is retained in the short term memory. The stopping 
condition for the Tabu Search in this implementation is set to be either a maximum 
number of iterations or maximum elapsed computation time.  
6.4.2 Simulated Annealing 
Simulated Annealing is a meta-heuristic search with a hill-climbing criterion 
that allows some non-improving solutions to be accepted in order to diversify the 
search and avoid local optima. Algorithm 6.2 shows how the Simulated Annealing 
procedure uses a cooling schedule and a neighbourhood operator for generating new 
solutions. A neighbour solution is accepted based on an annealing criteria; an 
improving solution is always accepted, a non-improving solution is accepted with 
some probability dependent on the current ‘temperature’. The temperature is 
decreased according to the cooling schedule and as the temperature approaches 
freezing temperature 𝑇𝑓 the hill-climbing moves occur less frequently. 
 
 Chapter 6: Dynamic ED Scheduling 109 
Algorithm 6.2 Simulated Annealing 
Inputs:𝑄∗ 
Initialise: 𝑓∗ = 𝑓(𝑄∗) 
Initialise temperature, 𝑡 = 𝑇0 and cooling rate, 𝛼 
WHILE 𝑡 > 𝑇𝑓  DO 
 WHILE inner loop stopping condition not met DO 
  Select 𝑄 = 𝑎𝑟𝑔𝑚𝑖𝑛𝑄′∈𝒩(𝑄∗)[𝑓(𝑄
′)] 
 Compute Δ = 𝑓(𝑄) − 𝑓∗ 
  IF( Δ ≤ 0 or Pr(Δ, 𝑡) > 𝑅(0,1)) THEN 
   𝑓∗ = 𝑓(𝑄); 
   𝑄∗ = 𝑄; 
   ENDIF 
 END DO 
 Update temperature 𝑡 → 𝛼𝑡; 
END DO 
 
The cooling scheduling defines a temperature 𝑡𝑖 = 𝛼𝑡𝑖−1 at each iteration 𝑖, 
where 𝛼 ∈ (0,1) is the cooling rate. The acceptance criterion for non-improving 
solutions is Pr(Δ, 𝑡) = 𝑒−Δ𝑡 = 𝑒−(𝑓
∗−𝑓(𝑄))𝑡  and this is compared against 𝑅(0,1), a 
random number on the interval [0,1]. The inner loop stops after a maximum number 
of iterations. 
6.5 Dynamic ED Scheduler Algorithm 
The solution approach is designed to work in a dynamic ED environment 
where patients arrive without prior notice and must be included in the schedule. 
When an event occurs, the EDG is updated prior to processing the new event. To 
update the EDG all treatment tasks that have been completed or commenced are 
removed. The conjunctive arcs and arc labels are updated to ensure that each task list 
remains connected to the root node. Then the algorithm checks to see if any patients 
have departed the ED leaving a bed available for reassignment. There are two types 
of dynamic event handled by this algorithm: 
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 Event 1: At time 𝜏 a new patient 𝑗 arrives (𝑎𝑗 = 𝜏). Check for an available 
bed of the correct type 𝑖 ∈ {𝐼𝑙|𝑏𝑗 = 𝑙}. If there is an available bed, then 
assign patient 𝑗 to bed 𝑖. If there is no available bed, then patient 𝑗 must 
wait until a bed becomes available. The set of patients waiting for bed 
assignment is a priority FIFO queue denoted 𝐽.̅ 
 Event 2: At time 𝜏 a bed 𝑖 ∈ 𝐼𝑙 becomes available. Check for patients 
waiting on a bed of type 𝑙. 𝐽?̅? = {𝑗 ∈ 𝐽|̅𝑏𝑗 = 𝑙}. Choose from this set the 
patient with the current highest weighted delay to be assigned the available 
bed argmax𝑗∈𝐽?̅?[𝜔𝑗(𝜏 − 𝑎𝑗)]. 
Following the successful assignment of patient 𝑗 to bed 𝑖, the treatment tasks 
{𝑜𝑗,⋅,⋅} are inserted into the disjunctive graph and a feasible task-resource allocation is 
generated by including each newly added treatment task in a resource sequence using 
an earliest-insertion heuristic. This initial solution is designed for speed and 
simplicity however in most circumstances we believe it is efficient. The initial 
solution to the task-resource allocation then undergoes a meta-heuristic improvement 
phase. 
Algorithm 6.3 outlines the processing for each dynamic event that arises. 
Firstly the EDG and the event list are updated. Then the current event is processed by 
attempting to make a patient-bed assignment. If the assignment is successful, then 
the patient’s tasks are added to the EDG and the new tasks are incorporated into the 
resource sequences using a constructive heuristic outlined in the assignment and 
sequencing subroutine (Algorithm 6.4). Finally, the meta-heuristic search is applied. 
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Algorithm 6.3 ED Scheduler 
Initialise: 𝑄∗ = ∅, 𝑓∗ = ∞, 𝐸𝐷𝐺 = ∅ 
REPEAT 
 Get next event, 𝑒 ∈ 𝐸 
 Set event time 𝜏 
 Remove commenced and completed tasks {𝑜𝑗,𝑛,𝑔|𝑠𝑗𝑛 ≤ 𝜏} from 𝐸𝐷𝐺, 𝑄
∗ 
 IF a patient 𝑗 has departed from bed 𝑖 THEN 
  Update bed availability 𝛼𝑖 and patient completion time 𝐶𝑗 
  Add event 𝑒: bed 𝑖 ∈ 𝐼𝑙 becomes available at 𝛼𝑖 
 ENDIF 
 SWITCH (𝑒) 
 CASE(arrival 𝑗: 𝑎𝑗 = 𝜏) 
  𝐽 ̅ ← 𝐽 ̅ ∪ {𝑗} 
  Check for eligible beds 𝐼 ̅ = {𝑖 ∈ 𝐼𝑙|𝑏𝑗 = 𝑙, 𝛼𝑖 ≤ 𝜏} 
  IF 𝐼 ̅ ≠ ∅ 
   Choose 𝑖′ = argmin𝑖∈𝐼̅ 𝛼𝑖 
   Assign bed 𝑖′ to patient 𝑗, 𝑖𝑗 = 𝑖
′ 
   𝑆𝑗 = 𝜏 
   𝐽 ̅ ← 𝐽 ̅ ∖ {𝑗} 
   Update 𝐸𝐷𝐺 with tasks {𝑜𝑗,⋅,⋅} 
  ENDIF 
 CASE(bed 𝑖 ∈ 𝐼𝑙 available:𝛼𝑖 = 𝜏) 
  Check waiting patients 𝐽?̅? = {𝑗 ∈ 𝐽|̅𝑏𝑗 = 𝑙, 𝑎𝑗 ≤ 𝜏} 
  IF 𝐽 ̅ ≠ ∅ 
   Choose 𝑗′ = argmax𝑗∈𝐽?̅?[𝜔𝑗(𝜏 − 𝑎𝑗)] 
   Assign patient 𝑗′ to bed 𝑖, 𝑖𝑗′ = 𝑖 
   𝑆𝑗′ = 𝜏 
   𝐽 ̅ ← 𝐽 ̅ ∖ {𝑗} 
   Update 𝐸𝐷𝐺 with tasks {𝑜𝑗′,⋅,⋅} 
  ENDIF  
 END SWITCH 
 FOREACH un-sequenced task 𝑜𝑗,𝑛,𝑔 DO 
   𝑄 ←AssignmentAndSequencing(𝑜𝑗,𝑛,𝑔, 𝑄) 
 END FOR 
 𝑄 ←Meta-heuristicImprovementPhase(𝑄) 
UNTIL event list 𝐸 = ∅ 
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6.5.1 Assignment and Sequencing Subroutine 
The rules that apply to assignment and sequencing of each new task are 
dependent on the resource group to which the task is being assigned. The sequencing 
for pathology and X-ray resources follow a FIFO priority queue. A doctor resource is 
assigned to a patient as a treating physician and the task is inserted at the earliest 
feasible position in the sequence for that doctor. If no treating physician has yet been 
assigned to the patient, then the doctor with the lowest current utilisation is selected 
as the treating physician. All other resource groups (nurses, ward staff etc.) are 
assigned according to lowest utilisation and then sequenced at the earliest feasible 
position.  
The earliest feasible start time for a task 𝑜𝑗,𝑛,𝑔 is determined by the completion 
time 𝑠𝑗𝑚 + 𝑝𝑗𝑚 of its successor tasks 𝑚 ∈ 𝜎(𝑜𝑗,𝑛,𝑔). The earliest insertion position in 
the sequence 𝑄𝑟 = {𝑄𝑟0, 𝑄𝑟1, … , 𝑄𝑟𝑞𝑟} is the element whose starting time 𝑠𝑟𝑞is 
greater than the end time of the successors of 𝑜𝑗,𝑛,𝑔. Thus the position for earliest 
feasible insertion is computed: 
𝑞 = 𝑎𝑟𝑔𝑚𝑖𝑛𝑞∈1,…,𝑞𝑟{𝑠𝑟𝑞 > 𝑠𝑗𝑚 + 𝑝𝑗𝑚|𝑚 ∈ 𝜎(𝑜𝑗,𝑛,𝑔)}  
The procedure for assignment and sequencing is outlined in Algorithm 6.4. 
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Algorithm 6.4 Assignment and Sequencing 
INPUTS: 𝑜𝑗,𝑛,𝑔,Q 
OUTPUTS: Q 
PROCEDURE: Assign the task 𝑜𝑗,𝑛,𝑔 to a feasible resource 𝑟 ∈ 𝑅𝑔 and 
insert the task into the resource sequence 𝑄𝑟 
SWITCH(𝑔) 
CASE(X-ray or Pathology) 
 Select 𝑟 ∈ 𝑅𝑔 with lowest utilisation 
 Insert task 𝑜𝑗,𝑛,𝑔 in sequence 𝑄𝑟 according to priority FIFO rule 
CASE(Doctor) 
 IF(Treating Physician for patient 𝑗 is NULL) THEN 
  Select 𝑟 ∈ 𝑅𝑔 with lowest utilisation 
  Set 𝑟 as Treating Physician for patient 𝑗 
 ELSE 
  Set 𝑟 =Treating Physician 
 ENDIF 
 Select 𝑞 = 𝑎𝑟𝑔𝑚𝑖𝑛𝑞∈1,…,𝑞𝑟{𝑠𝑟𝑞 > 𝑠𝑗𝑚 + 𝑝𝑗𝑚|𝑚 ∈ 𝜎(𝑜𝑗,𝑛,𝑔)}  
 Insert task 𝑜𝑗,𝑛,𝑔 in sequence 𝑄𝑟 at position 𝑞 
CASE(default) 
 Select 𝑟 ∈ 𝑅𝑔 with lowest utilisation 
 Select 𝑞 = 𝑎𝑟𝑔𝑚𝑖𝑛𝑞∈1,…,𝑞𝑟{𝑠𝑟𝑞 > 𝑠𝑗𝑚 + 𝑝𝑗𝑚|𝑚 ∈ 𝜎(𝑜𝑗,𝑛,𝑔)}  
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6.6 A Pictorial Example Demonstrating Dynamic ED Scheduling 
In this section we use a sequence of diagrams to demonstrate the construction 
of an ED schedule using the dynamic ED scheduler algorithm. Figure 6.8 starts with 
the arrival of patient 𝑗 = 2 at time 𝑡 = 3; since there is a bed available, the bed 
assignment is made immediately and the bed schedule shows two patients currently 
assigned to ED beds. The EDG contains the tasks for these patients; tasks 1-4 belong 
to patient 𝑗 = 1 and tasks 5-8 belong to patient 𝑗 = 2. The EDG has been updated to 
remove task 1 from the conjunctive arc set since it has already been commenced. 
Then the resource schedule has been completed for the remaining tasks of the EDG. 
The resource schedule shows the unique task-resource allocations and the solid 
colour part of the schedule indicates processing that has already been commenced or 
completed and therefore cannot be interrupted or reallocated to another resource. 
At 𝑡 = 8 in Figure 6.9, a third patient arrives and is assigned immediately to 
the last available bed. Commenced and completed tasks are removed from the EDG. 
The tasks for the new patients are added to the EDG. The resource schedule is 
updated to incorporate the new tasks. 
At 𝑡 = 20, there are two patients waiting for a bed allocation; this is indicated 
by a horizontal arrow at the top of Figure 6.10. Patient 𝑗 = 1 departs the ED 
releasing the bed 𝑖1, which is then allocated to 𝑗 = 4. The EDG now contains the 
tasks for patients 𝑗 =2, 3 and 4. 
In Figure 6.11, the fifth patient is assigned to bed 𝑖2 after it is released by the 
departure of a previous patient. So concludes this short example to demonstrate the 
procedure of the dynamic ED scheduler algorithm, including patient arrivals, bed 
assignments, EDG updates and resource re-scheduling. 
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Figure 6.8. Dynamic schedule at 𝑡 = 3 
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Figure 6.10. Dynamic schedule at 𝑡 = 20 
 
Figure 6.11. Dynamic schedule at 𝑡 = 25 
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6.7 Computational Study 
The proposed dynamic ED scheduling algorithm is tested against two sets of 
scenarios. The first test set is designed to compare the solution quality against a best 
known bound for simple to complex scenarios. The second set is a sensitivity 
analysis that examines the ED performance under different resource levels, where the 
ED performance is measured in patient delays and ED length of stay as well as 
resource utilisation. The following section outlines how the scenarios are generated. 
6.7.1 Lower Bound 
The lower bound is determined by solving the static version of the ED 
environment. In a static environment, all patient arrivals and treatment tasks are 
known prior to the start of the scheduling horizon. In this way, the scheduler uses all 
information to produce a solution. The constraint programming (CP) formulation 
from Section 5.2.2 has been selected to generate the lower bound solutions for each 
of the test instances in this computational study. 
The CP formulation uses a logical constraint set to define the ED environment. 
Minimise ∑ 𝜔𝑗(𝑆𝑗 − 𝑎𝑗)𝑗 + ∑ (𝐶𝑗 − 𝜆𝑗)𝑗  
Subject to 
 The patient-bed assignment must span the duration of all treatment tasks 
for that patient. 
 The patient must be assigned to a single bed from a feasible set of 
alternative beds, and each task must be assigned to a single resource from 
a feasible set of alternative resources. 
 Each bed and each resource is disjunctive, meaning that it can be assigned 
to at most one patient or task at a time, with no pre-emption. 
The solutions are generated using the IBM ILOG CP Optimizer v12.4 with a 
stopping condition of 20 minutes search time. The lower bound is the smallest 
objective function value returned when the stopping condition is met. 
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6.7.2 Algorithm Variations of the Dynamic ED Scheduler 
The following variations are considered for the meta-heuristic improvement 
phase of the dynamic ED scheduling algorithm; these are compared against the lower 
bound: 
 Dyn: Dynamic ED scheduler. This applies the assignment and sequencing 
subroutine whenever the 𝐸𝐷𝐺 is updated but does not execute the meta-
heuristic improvement phase. 
 Dyn TS: Dynamic ED scheduler with Tabu Search. This algorithm 
includes a meta-heuristic improvement phase. The Tabu Search parameter 
for maximum iterations is set at (∑ 𝑛𝑗𝑗 )
2
/|𝐺| and the parameter value for 
tabu tenure is ∑ 𝑛𝑗𝑗 . Both of these parameters are fixed against the size of 
the test instance. 
 Dyn TS-A: Dynamic ED scheduler with an adaptive Tabu Search element. 
Each time the Tabu Search is initiated, the parameters for maximum 
iterations and tabu tenure are set according to the current size of the 𝐸𝐷𝐺. 
Maximum iterations are defined by |𝑁|2/|𝐺| and the tabu tenure is |𝑁|. 
 Dyn SA: Dynamic ED scheduling with a Simulated Annealing 
improvement phase. The parameter value for cooling rate is α = 0.90, the 
starting temperature is T0 = 50, freezing temperature Tf = 1, and there are 
10 iterations on the inner loop. 
The scenarios for testing the dynamic ED scheduler algorithm are based on the 
data in Table 6.1. In the computational study there are 30 randomly generated 
instances using each of the small, medium and complex scenarios. The parameters 
associated with the complex scenarios are representative of a full day of patient 
arrivals in the case study ED. 
The beds are split half and half between the acute and resuscitation areas in all 
test instances. The 10 resources in the basic instances are half doctors and half 
nurses. The 30 patients all follow a single treatment pathway, with tasks requiring 
either a doctor or a nurse resource. The patients of the basic instances fall equally 
between two priority classes with weights 𝜔𝑗 ∈ {6,1} and are assigned equally to the 
two bed areas. The medium size test instances have 16 resources; five doctors, ten 
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nurses, and a single X-ray resource. The 60 patients in each medium size instance are 
equally assigned with equal probability to each of three different treatment pathways. 
There are also three priority classes with weights 𝜔𝑗 ∈ {6,3,1} assigned with 20% in 
each of the highest and lowest priority classes and the remaining 60% of patients in 
the middle priority. The complex test instances accommodate 120 patient arrivals, 
each following one of five different treatment pathways. There are 15 nurses, 10 
doctors, two pathology labs, one X-ray resource and one ward staff to process the 
treatment tasks. The patient treatment pathways are represented with flow diagrams 
in Appendix F. 
Table 6.1 Scenario settings for testing dynamic ED scheduler algorithm 
Parameter Basic Medium Complex 
Beds (bed groups) 10 (2) 20 (2) 30 (2) 
Resources 
(resource groups) 
10 (2) 16 (3) 29 (4) 
Patients 30 60 120 
Patient pathways 1 3 5 
Priority classes 
(distribution) 
2 (0.5, 0.5) 3 (0.2, 0.6, 0.2) 5 (0.05,0.2,0.5,0.2,0.05) 
 
6.7.3 Sensitivity Analysis 
The sensitivity analysis explores the relationship between the key performance 
indicators of delay time and ED care time against the availability of bed, staff and 
equipment resources. The sensitivity analysis implements 𝜆 =  {4,6,8,10} arrivals 
per hour with exponential inter-arrival times. The maximum arrival rate of ten 
patients per hour emulates an unusually high demand that may result from a local 
disaster scenario. Each patient arrival is assigned a priority, bed area, and patient 
pathway according to the data in Table 6.2.  
 120 Chapter 6: Dynamic ED Scheduling 
Table 6.2 Distribution of priority class assignment, bed group and patient type in the 
sensitivity analysis scenarios 
 Priority Class: 
 1 2 3 4 5 
 1% 17% 45% 33% 4% 
Bed Group Required:      
Resuscitation 100% 60% - - - 
Acute - 40% 100% 100% 100% 
Patient Pathway:      
Type 1 - 4% 12% 14% 30% 
Type 2 - 12% 32% 34% 50% 
Type 3 50% 38% 19% 18% 10% 
Type 4 50% 34% 9% 8% - 
Type 5 - 12% 28% 26% 10% 
 
The bed count and resource counts are tested at several different levels and 
these are outlined in Table 6.3. The bed count in the ED is tested at {20, 25, 30} 
beds. The beds are assigned to the resuscitation and acute areas by a ratio of 1: 4. ED 
staff are scheduled at varying levels throughout the day in accordance with expected 
workload. For the sensitivity analysis, the staff count for doctors is tested at 
{4, 6, 8, 10} and there are twice as many nurses in each scenario. The remaining 
resource groups: ward staff, pathology, and X-ray, are all external to the ED. There 
are two of each of these resources and this number is fixed for all scenarios. 
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Table 6.3 Bed and resource counts for the sensitivity analysis scenarios 
 Scenarios 
 1 2 3 4 5 6 7 8 9 10 11 12 
Beds 20 20 20 20 25 25 25 25 30 30 30 30 
Doctors 4 6 8 10 4 6 8 10 4 6 8 10 
Nurses 8 12 16 20 8 12 16 20 8 12 16 20 
Ward staff 2 2 2 2 2 2 2 2 2 2 2 2 
Pathology 2 2 2 2 2 2 2 2 2 2 2 2 
X-ray 2 2 2 2 2 2 2 2 2 2 2 2 
 
For each combination of test parameters, 10 separate test instances are 
generated. Thus a total of 4 × 3 × 4 × 10 = 480 instances are used in this analysis. 
Each instance generates 24 hours of patient arrivals. The patient statistics and 
resource statistics are only collected for the middle eight hours of each test instance 
to account for priming and cooling of the system. Performance in the ED is measured 
by delay time, ED care time and resource utilisation. An additional metric of average 
time in Tabu Search (𝑎𝑣𝑔𝑇𝑆) is included to indicate how the algorithm performs in 
real time. 𝐴𝑣𝑔𝑇𝑆 is the average time taken for a dynamic schedule update. 
6.7.4 Evaluating Dynamic ED Scheduler Performance 
The dynamic ED scheduler and the static CP formulation are both implemented 
in C#. The CP formulation uses ILOG Concert Technology to interface with the IBM 
ILOG CP Optimizer v12.4. All test instances are run on a Core i7-4600 2.7GHz, 
16GB RAM computer. 
The results in Table 6.4 compare the performance of the dynamic ED scheduler 
and its variations against the lower bound. The objective function value and the CPU 
time are the average values from the 30 instances in each scenario set. The gap 
percentage between the dynamic ED scheduler and the lower bound objective 
function value is computed for each instance and reported as an average. These 
results show the influence of the meta-heuristic improvement phase on the overall 
performance of the dynamic ED scheduler. 
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Table 6.4 Comparison between lower bound and dynamic ED Scheduler with meta-
heuristic variations 
  Basic Medium Complex 
Lower Bound (a) Objective 740.97 2190.43 2529.50 
Dyn (b) Objective 1467.93 4579.93 3947.77 
 CPU (s) 0.02 0.13 0.32 
 Gap (1-b/a)*100 49.1% 51.9% 34.0% 
Dyn TS (c) Objective 892.37 2263.03 2578.57 
 CPU (s) 17.10 1247.02 2105.36 
 Gap (1-c/a)*100 16.0% 2.7% 1.9% 
Dyn TS-A (d) Objective 912.47 2373.73 2625.43 
 CPU (s) 1.42 58.28 49.51 
 Gap (1-d/a)*100 17.6% 7.3% 3.7 
Dyn SA (e) Objective 989.23 2557.40 2699.63 
 CPU (s) 6.76 109.57 210.24 
 Gap (1-e/a)*100 23.9% 13.8% 6.3% 
 
The comparison between Dyn and Lower bound shows a large gap of 
approximately 50% on the basic and medium scenarios. This is as expected, since the 
algorithm Dyn uses only an assignment and sequencing subroutine to construct the 
dynamic schedules and does not employ a meta-heuristic improvement phase. The 
algorithm Dyn TS employs the Tabu Search in the improvement phase and has a 
much lower gap, although this improvement comes at the expense of much longer 
CPU time. The third variation of the dynamic ED scheduler Dyn TS-A results in a 
gap of 3.7% for the complex scenarios and the CPU time is reduced to one tenth of 
the time taken by Dyn TS. The Dyn TS-A approach adapts the tabu list length and the 
maximum number of iterations according to the size of the EDG each time the Tabu 
Search is applied. Thus the Tabu Search is able to save time when the search space is 
smaller and explore more solutions when the solution space is larger. The Dyn SA 
algorithm uses Simulated Annealing in the meta-heuristic improvement phase. The 
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parameters governing the cooling schedule and the number of iterations were 
selected to be comparable to the Dyn TS-A. Comparing Dyn SA to Dyn TS-A the CPU 
time is approximately twice as long and the optimality gap is nearly doubled. The 
additional CPU time used by the Dyn SA heuristic has not improved the solution 
quality over the Dyn TS-A. 
Tabu Search uses neighbourhood swaps and accepts only improving moves. 
Simulated annealing has a hill-climbing component which accepts non-improving 
moves. The hill-climbing criteria may be beneficial in some search spaces for 
avoiding local optima, however in the Dynamic ED scheduling problem this 
approach provides no additional improvement in the solution quality but has the 
additional cost of longer CPU time. The Dyn TS-A variation has the best combination 
of small optimality gap and fast CPU time on this scenario set. 
6.7.5 Results for Sensitivity Analysis 
In the sensitivity analysis, there are 48 scenarios, each with different parameter 
values for patient arrival rate, staff count and bed count. The key performance 
indicators are delay time, ED care time and resource utilisation. The performance 
measures are averaged over the 10 instances of each scenario and are displayed in the 
subsequent figures. 
Average delay is reported in Figure 6.12, with a separate panel for each arrival 
rate. Within each panel, the data are grouped according to the bed count and each bar 
represents a scenario with a different staff count. The average delay increases as the 
number of arrivals increases and decreases when the bed numbers increase, 
indicating a direct relationship between bed availability and patient numbers. The 
other factor that affects bed availability is staff count, which can be seen in the lower 
two panels of Figure 6.12, where the lowest staff count results in extremely high 
delays.  
The average ED care time is affected primarily by staff availability. In Figure 
6.13, the average ED care time remains around four hours except in scenarios where 
the staff count is insufficient to attend to all treatment tasks. This results in delays 
between treatment tasks and longer ED care time. Longer ED care time also results 
in inefficient use of bed resources and corresponds to scenarios in Figure 6.12 with 
long delays. 
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Figure 6.13. Average ED care time for all scenarios 
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Doctor utilisation reaches a peak at 100% for scenarios with an arrival rate 
𝜆 ∈ {8,10} and with the lowest count of doctors; this can be seen in the two lower 
panels of Figure 6.14. The peak utilisation coincides with those scenarios with 
extremely long ED care times. 
Nurse utilisation is shown in Figure 6.15. The nurse utilisation is lower than 
doctor utilisation in all scenarios. The nurse staff count is double that of the medical 
staff count and the difference between the utilisation in these two groups suggests 
that the ratio of doctors to nurses is unbalanced for these scenarios. 
Bed utilisation is shown in Figure 6.16. When the arrival rate is low, 𝜆 ∈ {4. 6}, 
the bed utilisation is relatively stable regardless of bed count or staff count, this is 
evident in the two upper panels of the figure. When the arrival rate is high, 𝜆 =
{8, 10}, then the bed utilisation shows a strong peak at the lower staff utilisation. 
This is corresponds to scenarios with long ED care (Figure 6.13) and shows how the 
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Figure 6.14. Utilisation of doctor resources for all scenarios 
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Figure 6.16. Bed utilisation for all scenarios 
There are three external resource groups: X-ray, pathology and ward staff. 
Throughout all of the scenarios in the sensitivity analysis, the utilisation of these 
external resources is below 20% and is not affected by the other resource groups. In 
reality, these external resources have many competing priorities beyond those 
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required in the ED. Their utilisation in the ED model is appropriately low since their 
external interactions have not been fully modelled. 
Relationship between utilisation and delay time 
Delay time has a strong relationship with bed utilisation (Figure 6.17), but does 
not display a direct relationship with either doctor or nurse utilisation. This is 
because the bed availability, or lack thereof, is the key factor that determines how 
long a newly arrived patient is delayed before being placed in a bed. Once the bed 
utilisation passes 50% the average delay time quickly climbs to 10 hours. When bed 
utilisation is above 70% delay times exceed 15 hours. The difference between a real 
ED and a simulated ED is that additional measures can be implemented in the real 
ED when the patient delays become unacceptable. 
Relationship between utilisation and ED care time 
ED care time is determined primarily by the utilisation of the doctor resources, 
since they are the tight resource in this set of scenarios. For this reason, once the 
doctor resources reach 80% utilisation, the ED care time begins a sharp increase. 
Also, as the average ED care time grows longer, it follows that the bed utilisation 
approaches 100%. Another feature evident in Figure 6.18 is that the nurse utilisation 
does not exceed 70%. This is due to the imbalance between doctor and nursing 
resources, since the nurse resources are idle when waiting for medical staff to 
complete predecessor tasks. 
Average time for dynamic schedule updates 
The time taken for a dynamic schedule update represents the time lapse 
experienced by a human user in a real-time implementation. The dynamic schedule 
update reflects the amount of time the algorithm spends in the meta-heuristic 
improvement phase. Figure 6.19 shows that the dynamic updates take less than five 
seconds in most scenarios, which is very reasonable for a real-time implementation. 
There are two collections of scenarios where the dynamic updates take longer than 
five seconds. These scenario sets have a high arrival rate for patients and a small 
number of beds and doctors. (Patient arrival rate 𝜆 ∈ {8,10}, staff count = 12, bed 
count = 20.) These scenarios involve a set of beds that are all full, which means a 
large number of tasks in the EDG, and a small number of doctors. The doctors are 
already at 100% utilisation, so the insertion and improvement phase is 
computationally intensive since there are lots of feasible move operations to 
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evaluate. When the bed count and the doctor count are increased and the utilisation 




























































Figure 6.18. Utilisation and ED care time 
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Figure 6.19. Duration of dynamic updates measured by time in meta-heuristic 
improvement phase 
6.8 Discussion of Dynamic ED Scheduling 
The dynamic solution methodology is designed to accommodate unscheduled 
patient arrivals and heterogeneous treatment needs. The solution method is a hybrid 
heuristic that exploits domain-specific knowledge, with a priority dispatch rule for 
bed assignments and an extended disjunctive graph formulation for task allocations 
with a meta-heuristic improvement phase. The heuristic solution method was 
implemented as a dynamic ED scheduler algorithm that receives information about 
patient arrivals and treatment tasks and incorporates the new data into an efficient 
resource allocation schedule. The dynamic solution methodology is designed for use 
at the operational level within a real-time electronic patient management system. 
The best performing meta-heuristic improvement phase is an adaptive Tabu 
Search approach (Dyn TS-A). A general comparison of Tabu Search and Simulated 
Annealing revealed the Tabu Search to be superior for this problem. The Simulated 
Annealing approach includes a hill-climbing criterion to avoid local optima but the 
hill-climbing feature is not necessary in a dynamic environment where the meta-
heuristic is restarted each time that a dynamic event is processed. 
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The Dyn TS and Dyn TS-A represent two variations of a Tabu Search 
implementation, where the Dyn TS-A takes an adaptive approach to selecting the 
number of iterations and the tabu tenure each time that the improvement phase is 
initiated. The adaptive approach scales these parameters to the size of the disjunctive 
graph; the benefit is that the CPU time is decreased to one-tenth that of the non-
adaptive Tabu Search. While the improvement in CPU time is very high the loss in 
solution quality is very small; the optimality gap decreases by only a few percent. 
The second stage of testing is a sensitivity analysis that demonstrates the 
relationship between resource utilisation, delay time and ED care time. ED care time 
is affected primarily by resource utilisation. High resource utilisation, even for just 
one resource type, results in longer in-process delays between individual treatment 
tasks. These delays lead to inefficient use of bed resource since each patient spends 
more time occupying the bed resource. Bed utilisation directly impacts on delay 
time, and bed utilisation is determined by bed count as well as efficient bed use. The 
other important result evident in this sensitivity analysis is the significance of 
balancing resources between the different groups. The scenarios of the sensitivity 
analysis have a doctor to nurse ratio of 1:2, which leads to a shortage of doctors. The 
doctor utilisation reaches 100% in many scenarios and results in extended ED care 
time, while nurse utilisation peaks at 70%. 
The evaluation of the dynamic update time is a crucial consideration for the 
operational deployment of this algorithm. All the experiments have been carried out 
on a standard CPU rather than a super computer since the implementation of this 
algorithm within a decision support system will be deployed on ordinary desktop 
computers present in an ED. The time required for dynamic updates presents a 
challenge for translating this algorithm to a real-time environment. This is overcome 
by adapting the stopping condition for the Dyn TS-A algorithm to include both a 
maximum number of iterations and maximum elapsed computation time. The 
scenarios affected by long dynamic updates were those with high arrival rates and 
high doctor utilisation. These scenarios are characterised by frequent calls to the 
meta-heuristic improvement phase, and imposing a maximum time condition on each 
individual call to the improvement phase will guarantee the real-time performance of 
the dynamic updates. 
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In the following chapter, the capacity evaluation, static scheduling and 
dynamic scheduling models are synthesised into a single case study that 
demonstrates the strategic, tactical and operational planning capabilities. Strategic 
planning is achieved with the capacity evaluation model by selecting a balanced 
resource mix for maximal patient throughput. Tactical planning determines the staff 
levels particular to meet current and fluctuating demand, and this is accomplished 
with the static ED scheduling model. Then the operational performance is evaluated 
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Chapter 7: Strategic, Tactical and 
Operational Implementation 
The analytical models from the previous chapters are applied sequentially to a 
single case study ED to demonstrate the strategic, tactical and operational application 
of these models to improve patient flow. In this case study, the cohort of patients is 
defined by a single set of patient pathways and a particular patient mix. The 
analytical models are used to plan resource capacity expansion for this particular 
patient cohort under current and future demand. 
The absolute capacity model is used to plan the number and allocation of 
clinical resources on a 2-5 year time scale; this is the strategic planning phase. This 
model determines the optimal resource mix to meet current and projected patient 
demand and to maintain a balance in resource utilisation. The maximum patient 
capacity is determined for particular resource counts and those resource counts are 
used as inputs for the static ED scheduling model. 
The static ED scheduling model incorporates treatment task sequencing and 
disjunctive resources, unlike the absolute capacity model which has cumulative 
resources. Tactical planning is achieved with the static ED scheduling model. This 
planning phase examines the performance of the ED under different load conditions 
with different resource counts. The resource counts have been selected from the 
strategic planning phase. The load is determined by the number of patient arrivals 
per hour. The static ED scheduling model guides the tactical decision for the number 
of resources to be used under different load conditions, and the number of beds 
which must be fixed. The tactical decision is motivated by efficient use of resources 
and effective patient throughput. 
Finally, the operational performance is evaluated using the dynamic ED 
scheduling model. The outputs of this model reveal whether the real time operation 
of the ED meets the levels predicted from the previous planning stages.  
In Section 7.1, the patient cohort and capacity targets are introduced for the 
case study. Strategic planning in Section 7.2 seeks to optimise the resource mix and 
meet capacity targets. The tactical planning phase in Section 7.3 maintains efficient 
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patient throughput under various load conditions. Section 7.4 examines the 
operational performance of the ED in real-time by applying the dynamic ED 
scheduler algorithm and using the bed and resource counts selected during the 
strategic and tactical planning stages. Section 7.5 reflects on the links and 
interactions between the strategic, tactical and operational levels.  
7.1 Starting Point for the Planning Process 
As a starting point for this study, assume that the existing ED has 20 beds and 
receives between 100 and 150 patients per day. The patients arrive according to a 
Poisson process with 𝜆 ∈ [4,8] patients per hour.  
A set of eight patient pathways are included this case study. Each pathway is 
constructed as a sequence of tasks and each task has a resource requirement and 
duration. The patient types in this study are as follows: 
 General medical complaint, discharge home. 
 General medical complaint, admit to hospital. 
 Trauma, discharge home. 
 Limb fracture, discharge home. 
 Non-complex treatment with discharge. 
 Head injury with three hours observation then discharge home. 
 Chest pain (non-cardiac), discharge home. 
 Chest pain (cardiac), admit to hospital. 
The tasks and resource allocations for each patient type are specified in 
Appendix G.  
Upon arrival, the patients are assigned to one of five urgency categories 
according to the probabilities shown in Table 7.1. The patient is then assigned to one 
of eight patient pathways and a bed area according to Table 7.2. 
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Table 7.1 Triage score assignment probabilities and penalty weight for each priority 
class 
Triage Score ATS 1 ATS 2 ATS 3 ATS 4 ATS 5 
Probability 0.05 0.15 0.45 0.30 0.05 
 
Table 7.2 Patient mix and bed assignment probabilities 
 Patient type (𝒑) 
 1 2 3 4 5 6 7 8 
Patient Mix (𝛼𝑝) 0.2 0.16 0.14 0.06 0.14 0.04 0.12 0.14 
Bed Area          
Resuscitation  0.1    0.3 0.2 0.8 
Acute 0.7 0.9 0.5 0.6  0.7 0.8 0.2 
Minors 0.3  0.5 0.4 1.0    
 
This input data is based on the case study data collated in Chapter 2 for an ED 
that receives an average of 113.3 patients each day. The average delay in the case 
study data is 0.73 hours (Table 2.5) and average ED length of stay is 5.39 hours 
(Table 2.6). The strategic planning phase aims to accommodate up to a maximum of 
200 patients per day. Tactical planning should identify appropriate bed and resource 
counts to manage arrival rates up to 𝜆 = 8 patients per hour. The operational 
performance will be compared against predictions from the tactical phase and against 
the case study cohort. 
7.2 Strategic Level Planning 
Strategic level planning looks at the resource requirements to meet current and 
projected demand. Current demand falls between 100 and 150 patients per day, with 
an average of 113.3 and a projected maximum demand of up to 200 patients per day. 
The absolute capacity model is solved for optimal resource mix (Section 4.2.3) 
to meet current and projected demand based on the cohort described above. The 
results are displayed in Table 7.3. Each column shows the optimal resource count for 
a particular daily patient throughput denoted by 𝑋. The final column of the table 
 136 Chapter 7: Strategic, Tactical and Operational Implementation 
includes the ratios of the different resource groups. The ratio is useful for scaling 
resource counts to meet increasing demand, and is also important to keep the 
resources in balance to avoid idle resources. 
Table 7.3 Optimal resource mix under the absolute capacity model for different daily 
patient throughput levels 
 Patient throughput 
 𝑋 = 100 𝑋 = 150 𝑋 = 200 𝑋 = 300 Ratios 
Bed Area      
Resuscitation 2.26 3.39 4.51 6.77 0.34 
Acute 6.61 9.92 13.23 21.16 1.00 
Minors 2.23 3.35 4.47 6.39 0.34 
Resource group      
Doctor 2.88 4.31 5.75 9.19 0.43 
Nurse 4.92 7.38 9.83 15.94 0.74 
Inpatient Team 0.44 0.66 0.88 1.31 0.07 
Ward Staff 0.75 1.13 1.50 2.25 0.11 
Imaging 0.46 0.69 0.92 1.75 0.07 
Pathology 2.38 3.56 4.75 6.56 0.36 
 
The optimal resource mix makes two simplifying assumptions: cumulative 
resources and real numbered resource counts. A cumulative resource can process 
multiple activities in parallel as long as the total resource capacity is observed, which 
is different from a disjunctive resource that can process at most one activity at a time. 
Real numbered resource counts are unrealistic since it is only possible to have whole 
resources from any individual group, therefore the resource counts must be resolved 
to integer values before progressing to the tactical planning phase. 
In this case study, the baseline bed count is 20 beds. The optimal ratio between 
the bed areas is {Resuscitation : Acute : Minors} = {0.34 : 1.00 : 0.34}. According to 
the optimal bed ratio, we assign 4 beds each to Resuscitation and Minors and the 
remaining 12 beds to the Acute area. For experimentation in the tactical planning 
phase, the total bed count is increased to 25 and 30 beds. Three levels are also 
selected for the resource counts. The levels are based on the optimal resource counts 
for 𝑋 =100, 200 and 300 patients and rounded up to the next integer. This selection 
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results in nine combinations of bed and resource counts that are outlined in Table 
7.4. 
Table 7.4 Bed and resource counts based on optimal resource mix 
 Scenario 
 1 2 3 4 5 6 7 8 9  
Bed Count 20 20 20 25 25 25 30 30 30  
Resuscitation 4 4 4 5 5 5 6 6 6  
Acute 12 12 12 15 15 15 18 18 18  
Minors 4 4 4 5 5 5 6 6 6  
Resource Level Low Med High Low Med High Low Med High  
Doctor 3 6 10 3 6 10 3 6 10  
Nurse 5 10 16 5 10 16 5 10 16  
Inpatient Team 1 1 2 1 1 2 1 1 2  
Ward Staff 1 2 3 1 2 3 1 2 3  
Imaging 1 1 2 1 1 2 1 1 2  
Pathology 3 5 7 3 5 7 3 5 7  
 
Given the set of nine scenarios that fix bed and resource counts to integer 
values, and given the patient mix 𝛼, the absolute capacity model is applied again to 
determine the maximum patient throughput for a 24 hour period as well as the 
utilisation for each bed area and resource group. 
The output in Table 7.5 shows projected utilisation and throughput for 
theoretical (absolute) capacity. In each scenario, the bottleneck resource can be 
identified as that which has 100% utilisation. For example, in scenarios 2, 3, 6 & 9 
the bottleneck is in the bed areas. For scenarios 1, 4, 5, 7 & 8 the bottleneck is with 
nursing and medical staff.  
 
 138 Chapter 7: Strategic, Tactical and Operational Implementation 
Table 7.5 Bed and resource utilisation for absolute capacity scenarios 
 Scenario 
 1 2 3 4 5 6 7 8 9 
Bed Count 20 20 20 25 25 25 30 30 30 
Resource Level Low Med High Low Med High Low Med High 
Bed area          
Resuscitation 57% 100% 100% 46% 92% 100% 38% 77% 100% 
Acute 56% 98% 98% 45% 90% 98% 37% 75% 98% 
Minors 57% 99% 99% 45% 91% 99% 38% 76% 99% 
Resource group          
Doctor 97% 85% 51% 97% 97% 64% 97% 97% 76% 
Nurse 100% 87% 54% 100% 100% 68% 100% 100% 82% 
Inpatient Team 44% 78% 39% 44% 89% 48% 44% 89% 58% 
Ward Staff 76% 66% 44% 76% 76% 55% 76% 76% 66% 
Imaging 47% 81% 41% 47% 93% 51% 47% 93% 61% 
Pathology 81% 84% 60% 81% 97% 75% 81% 97% 90% 
Patient 
Throughput 
101.69 177.23 177.23 101.69 203.39 221.54 101.69 203.39 265.85 
 
The absolute capacity model has been used in two ways to complete the 
strategic planning phase. Firstly, the absolute capacity model was solved for optimal 
resource mix for current and projected demand. Then the bed and resource counts 
were resolved to integer values and the absolute capacity model used again to 
determine maximum patient throughput for each combination of bed and resource 
counts. The maximum patient throughput ranges from 101 to 265 patients, which 
accommodates the current and predicted patient demand identified for strategic 
planning. These scenarios will be used as inputs in the tactical planning phase to 
select the best performing bed and resource counts under different load conditions. 
7.3 Tactical Level Planning 
The tactical decision is to fix the bed count and decide resource levels 
appropriate for the different load conditions, where load is defined by the number of 
patient arrivals per hour. This way we can plan bed count expansion and decide staff 
schedule levels for each period during the day to match the fluctuating arrival rate. 
 Chapter 7: Strategic, Tactical and Operational Implementation 139 
The selection will balance efficient resource utilisation and effective patient 
throughput. 
The CP formulation of the static ED scheduling model is used to evaluate bed 
and resource levels for periods with different loads. This model schedules patient-
bed assignments and task-resource allocations on disjunctive resources. The outputs 
from this model show the average delay time and the average ED care time as well as 
the utilisation for each bed area and resource group. 
The scenarios outlined in Table 7.4 are used here. Each scenario is tested under 
different patient arrival rates. The arrival rates are 𝜆 = 4, 6, 8 patients per hour. For 
each combination of scenario and arrival rate there are 10 random cohorts of 150 
patients generated according to the patient mix specified in Section 7.1. This results 
in 9 x 3 x 10 = 270 separate instances. The CP Optimizer is used with a run time 
limit of 6,000 seconds to generate solutions to the static ED scheduling model. 
The results for tactical planning are outlined in Table 7.6. The scenario sets 
have been separated into groups with common bed counts. This is important because 
the bed count must be fixed at one level while the resource counts can be adjusted on 
an intra-daily basis to respond to fluctuating arrival rates. Within each scenario set, 
for each arrival rate, the delay time, ED care time and utilisation are reported. 
Scenarios 1, 2 & 3 correspond to an ED with 20 beds. Scenario 1 has poor 
delay and care time with the nurse resources as the major bottleneck. Scenario 2 has 
a resource level that is sufficient when the arrival rate is 𝜆 = 4 but for higher arrival 
rates the doctor and nurse resources again become a bottleneck increasing the delay 
time and care time. When the arrival rate is high (𝜆 = 8) it is the 20 beds that 
become the bottleneck. This is corroborated by long delay times, even in scenario 3 
when the staff resources are able to keep the ED care time short. 
In an ED with 25 beds and a high resource count (scenario 6) the average care 
time remains below 5 hours even with an arrival rate of 𝜆 = 8 patients per hour. 
However, the delay time starts to grow, due to high utilisation of the nurse resource 
group and the Minors bed area. For an ED with 30 beds (scenarios 7, 8 & 9), and an 
arrival rate of 𝜆 = 8, the delay and ED care statistics are not significantly better than 
that achieved with 25 beds. Thus, for planning purposes, the best decision is to 
increase the bed count to 25. 
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Table 7.6 Tactical planning scenarios with different arrival rates for different bed 
counts 
Arrival Rate 4 4 4 6 6 6 8 8 8 
Scenario 1 2 3 1 2 3 1 2 3 
 Bed Count 20 20 20 20 20 20 20 20 20 
 Resource Level Low Med High Low Med High Low Med High 
Average Delay (hrs) 7.99 0.22 0.16 18.87 5.30 1.30 26.65 8.29 4.84 
Average ED Care (hrs) 8.09 4.23 4.09 7.72 5.54 4.22 9.02 6.48 4.55 
Doctors 0.79 0.52 0.16 0.83 0.70 0.24 0.87 0.76 0.32 
Nurses 0.97 0.64 0.40 0.97 0.84 0.56 0.97 0.89 0.74 
Resuscitation 0.45 0.31 0.31 0.52 0.65 0.55 0.47 0.81 0.88 
Acute 0.45 0.37 0.35 0.47 0.68 0.52 0.52 0.86 0.75 
Minors 0.69 0.65 0.68 0.61 0.87 0.89 0.71 0.92 0.98 
Objective Value 13,156.5 2,838.2 2,647.2 37,059.1 11,336.2 5,652.5 63,339.3 23,200.1 15,093.3 
Arrival Rate 4 4 4 6 6 6 8 8 8 
Scenario 4 5 6 4 5 6 4 5 6 
 Bed Count 25 25 25 25 25 25 25 25 25 
 Resource Level Low Med High Low Med High Low Med High 
Average Delay (hrs) 1.94 0.22 0.05 17.23 1.26 0.70 23.02 6.73 1.67 
Average ED Care (hrs) 8.51 4.38 4.25 14.77 4.71 4.14 14.47 4.65 4.62 
Doctors 0.80 0.58 0.16 0.82 0.75 0.22 0.87 0.83 0.34 
Nurses 0.98 0.72 0.41 0.92 0.91 0.53 0.92 1.00 0.83 
Resuscitation 0.43 0.36 0.22 0.48 0.47 0.33 0.39 0.47 0.69 
Acute 0.42 0.28 0.27 0.55 0.45 0.36 0.39 0.47 0.69 
Minors 0.61 0.67 0.63 0.68 0.69 0.73 0.70 0.86 0.78 
Objective Value 5,271.5 3,075.0 2,592.5 41,057.3 5,688.3 4,509.8 61,433.0 17,536.8 6,630.0 
Arrival Rate 4 4 4 6 6 6 8 8 8 
Scenario 7 8 9 7 8 9 7 8 9 
 Bed Count 30 30 30 30 30 30 30 30 30 
 Resource Level Low Med High Low Med High Low Med High 
Average Delay (hrs) 8.34 0.06 0.00 16.33 0.54 0.07 21.01 6.67 1.06 
Average ED Care (hrs) 13.62 4.38 4.07 15.11 5.51 4.28 17.65 4.77 4.59 
Doctors 0.85 0.58 0.16 0.84 0.70 0.24 0.87 0.83 0.33 
Nurses 0.94 0.68 0.37 0.91 0.87 0.62 0.92 1.00 0.78 
Resuscitation 0.32 0.29 0.16 0.29 0.42 0.31 0.41 0.34 0.60 
Acute 0.45 0.25 0.22 0.43 0.42 0.41 0.54 0.40 0.52 
Minors 0.68 0.53 0.43 0.68 0.73 0.63 0.49 0.84 0.90 
Objective Value 16,063.8 2,805.3 2,360.5 38,475.8 5,093.3 3,556.3 54,510.8 15,864.3 5,949.3 
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After fixing the bed count at 25, the tactical decision can be taken for the best 
resource level to accommodate each load condition. This determines the appropriate 
staff schedule levels for each period during the day to match the fluctuating arrival 
rate. The bed, staff and resource counts are listed in Table 7.7 for each different 
arrival rate. 
Table 7.7 Tactical decision for optimal resource counts under different load 
conditions 
Arrival Rate 𝝀 = 𝟒 𝝀 = 𝟔 𝝀 = 𝟖 
Bed Count 25 25 25 
 Resuscitation 5 5 5 
 Acute 15 15 15 
 Minors 5 5 5 
Resource Level Med Med High 
 Doctor 6 6 10 
 Nurse 10 10 16 
 Inpatient Team 1 1 2 
 Ward Staff 2 2 3 
 Imaging 1 1 2 
 Pathology 5 5 7 
 
The tactical planning phase examines performance of the ED under different 
load conditions with different bed and resource counts. The tactical decisions made 
include a fixed number of beds and a fluctuating number of resources. The analysis 
of ED performance from the static ED scheduling model is effective for patient 
throughput in terms of delay and ED care time and results in efficient resource 
utilisation. The final stage of planning looks at the operation performance of the ED 
under the different resource levels that have been selected. 
7.4 Operational Level Decision Making 
In the operational phase, decision support occurs in real time using the bed 
counts and resource levels decided in the strategic and tactical planning phases. The 
dynamic ED scheduling algorithm is deployed and the real-time performance is 
evaluated.  
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The dynamic ED scheduling algorithm has been applied to an ED with a bed 
count of 25. The operational performance is evaluated under three different load 
conditions, specified by arrival rates 𝜆 = 4, 6, 8. For each arrival rate, the appropriate 
resource level has been determined from the tactical planning phase and the resource 
counts are outlined in Table 7.7. For each arrival rate there are 10 random cohorts of 
150 patients generated according to the patient mix specified in Section 7.1. This 
results in 3 x 10 = 30 separate instances. The Dyn TS-A variant of the dynamic ED 
scheduling algorithm is implemented here with the additional criteria that dynamic 
updates are limited to 2 seconds. 
Table 7.8 reports the operational performance outputs from the dynamic ED 
scheduling algorithm. Patient throughput is measured via average delay times and 
average ED care. Efficiency is measured by the bed and resource utilisation. The 
final measure of operational performance is the dynamic update time. This is the 
real-time delay between entering new information and receiving updated schedules 
that is experienced by the system user. 
In the baseline ED data analysis from Chapter 2, the average delay was 
reported to be 0.75 hours and the ED care time average was 4.7 hours. The 
operational performance outputs show that during periods with lower arrival rates 
(𝜆 = 4, 6) the delay time is below the 0.75 hour baseline. However, after an extended 
period with a high arrival rate (𝜆 = 8), the average delay time becomes protracted. 
Delays in this case are impacted by the availability of the bed resources. The ED care 
time is below baseline levels in the case of arrival rate 𝜆 = 4 and 8, but longer ED 
care time is evident when the arrival rate is 𝜆 = 6. In this case it is the nursing 
utilisation at 90% that is causing the extended ED care time. 
The dynamic update time increases slightly as the system load increases. 
However, the dynamic updates are time limited so that each individual data update 
does not result in a computational delay longer than two seconds for the benefit of 
the system user. The time limit does not result in degraded ED performance. 
In the final section of this chapter, the results of operational performance are 
compared against the strategic and tactical outputs. 
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Table 7.8 Operational performance of 25 bed ED under different load conditions 
Arrival rate 𝜆 = 4 𝜆 = 6 𝜆 = 8 
Bed Count 25 25 25 
Resource Level Med Med High 
Average Delay 0.22 0.61 1.55 
ATS 5 0.10 1.54 6.93 
ATS 4 0.27 1.03 2.27 
ATS 3 0.23 0.37 0.90 
ATS 2 0.10 0.03 0.73 
ATS 1 - 0.17 0.13 
Average ED Care 4.77 5.71 4.67 
Objective Value 3,323.8 6,302.5 6,589.0 
Bed Utilisation    
Resuscitation 0.38 0.53 0.60 
Acute 0.30 0.53 0.76 
Minors 0.76 0.79 0.91 
Resource Utilisation    
Doctors 0.59 0.73 0.34 
Nurses 0.72 0.89 0.82 
Dynamic Update Time 0.76 1.54 1.78 
 
7.5 Linking Strategic, Tactical and Operational Decisions 
The three tiers of strategic, tactical and operation analysis have been carried 
out and the outputs of each model are summarised for comparison in Table 7.9. For 
each arrival rate 𝜆 = 4, 6, 8 the bed count and resource level are identified and the 
efficiency and effectiveness measures are displayed. The bed count is fixed at 25 and 
the resource level changes from medium to high when the patient arrival rate reaches 
𝜆 = 8. 
The strategic planning phase achieves bed utilisation efficiency over 90%. This 
is due to the theoretical nature of the absolute capacity model. In terms of patient 
throughput effectiveness, we infer the ED care time for the absolute capacity model 
as the average number of bed hours per patient. This results in an ED care time of 
2.95 hours for medium level resource counts and 2.71 hours for high resource counts. 
 144 Chapter 7: Strategic, Tactical and Operational Implementation 
The analysis from the absolute capacity model was strategic in nature and was used 
to determine appropriate resource mixes for consideration in the tactical phase. 
The tactical stage outputs are given by the static ED scheduling model. Bed 
utilisation is 37% when the arrival rate is low and 76% when the arrival rate is high. 
Similarly, the average delay time increases with increasing bed utilisation. The 
medium level resource count is used for arrival rates 𝜆 = 4 and 6; the outputs show 
an increase in staff utilisation from 67% to 85% as well as an increase in ED care 
time from 4.38 to 4.71. The resource level is increased to accommodate the high 
arrival rate (𝜆 = 8) and this reduces ED care time. 
The dynamic model outputs show that the operational performance is close to 
that predicted by the static model. Average patient delays are lower in the dynamic 
model but ED care time is longer. Also, the comparison between the static and 
dynamic models shows that the efficiency for beds and staff is slightly lower in the 
dynamic model, which is to be expected as the dynamic model carries out all of the 
scheduling allocations in real-time. 
Table 7.9 Summary comparison of utilisation and delay results from strategic, 
tactical and operational planning models 
Arrival rate  𝜆 = 4 𝜆 = 6 𝜆 = 8 
Bed Count 25 25 25 
Resource Level Med Med High 
Model AbsCap Static Dyn AbsCap Static Dyn AbsCap Static Dyn 
Bed Utilisation 90% 37% 41% 90% 50% 58% 98% 76% 76% 
Staff Utilisation 99% 67% 67% 99% 85% 83% 66% 62% 63% 
Delay - 0.22 0.22 - 1.26 0.61 - 1.67 1.55 
ED Care Time 2.95 4.38 4.77 2.95 4.71 5.71 2.71 4.62 4.67 
AbsCap: absolute capacity model, Static: static ED scheduling model, Dyn: dynamic ED scheduling model. 
For the absolute capacity model, the ED care time is computed as bed hours per patient using the formula #beds * 
24/#patients. 
The strategic planning phase has identified several bed mix and resource mix 
combinations to accommodate a theoretical maximum throughput in the range of 
(101, 266) patients per day. The tactical planning stage fixed bed and resource counts 
to match the various arrival rates expected during each day. The operational 
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performance achieved delay times equal or better than predicted from the tactical 
stage and only small increases in the ED care time.  
This chapter demonstrates how the three different models are linked to provide 
three tiers of planning and performance management for the ED. The absolute 
capacity model provides strategic guidance for meeting projected capacity with 
balanced resource numbers. Static ED scheduling is used in tactical decision making 
for the right resource count under different load conditions. In the operational phase, 
the dynamic ED scheduling model provides real-time decision support that maintains 
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Chapter 8: Conclusions 
The ED is a complex service system where patients arrive with little or no prior 
information about their condition and treatment requirements. This thesis uses 
scheduling theory to model and improve patient flow by reducing in-process delays, 
resource bottlenecks and overcrowding. 
The aim of this thesis was to produce a quantitative approach for efficient use 
of resources and effective throughput of patients. The efficient use of resources is 
associated with cost benefits, which is important with regard to health budgets. 
Effective patient throughput is associated with better patient outcomes, since delays 
in ED are linked to higher mortality, longer hospital stays, and lower patient 
satisfaction. In this chapter we reiterate the contributions in Section 8.1 and analyse 
the sources of delays in the ED in Section 8.2. The details of the ED scheduling 
formulation are reviewed in Section 8.3 and the dynamic solution methods are 
reviewed in Section 8.4. Future research directions are discussed in Section 8.5 
before the final closing remarks. 
8.1 Contributions Arising from this Thesis 
The first model, presented in Chapter 4 of this thesis, is a linear programming 
(LP) formulation that evaluates absolute capacity in the ED. An absolute capacity 
model has not previously been developed for application to an ED, although 
examples exist for production systems, airports, railways and automatic specimen 
handling systems. This LP model identifies bottlenecks, balances resources, and 
determines the theoretical upper bound on patient throughput. It provides a fast, 
transparent and flexible way to evaluate maximum patient throughput, optimal 
patient mix and optimal resource mix. Absolute capacity is also used as an upper 
limit against which the operational capacity can be compared it is also the foundation 
for strategic planning and resource balancing in the ED. 
In Chapter 5 a model of patient flow in the ED is presented as a resource 
constrained scheduling problem (RCSP). This is an integrated two-layer assignment 
and sequencing formulation. The two layers are patient-bed assignments and task-
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resource assignment. Previous scheduling models for EDs have not attempted to 
integrate the two layers. The RCSP expands on the absolute capacity LP model by 
incorporating disjunctive resources and applying temporal constraints between 
treatment tasks. The thesis goes on to produce solutions for the RCSP model of ED 
in both static and dynamic environments. 
The static solution methodology introduced in Chapter 5 is appropriate for use 
as a tactical planning tool. Fluctuating levels of patient demand are used as inputs to 
guide tactical decisions about staff levels and bed counts. This part of the thesis also 
contributes to the body of evidence comparing constraint programming (CP) 
favourably over binary integer programming (BIP) for assignment and sequencing 
problems. The CP solution methods are heuristic in nature, but the study 
demonstrates that the results are near optimal. The BIP solution method suffers the 
curse of dimensionality and is only able to find optimal solutions in very limited and 
very small instances. The comparison of the two methods demonstrates the quality of 
the CP solutions and the ability of the CP method to generate solutions to larger 
problems of practical importance. For example, planning staff and bed counts for 
only 10 patients is possible using the BIP formulation; however, a problem of 
practical relevance should include a minimum of 30 patients (average number of 
patients arriving in a four hour period). The larger, and more realistic, size problems 
are easily solved with the CP model. 
The dynamic solution methodology is introduced in Chapter 6. This 
methodology is capable of reducing in-process delays and decreasing length of stay 
in the ED in real time. It is implemented using a hybrid heuristic approach applied to 
an innovative disjunctive graph model. The solution method exploits information 
about the ED environment to insert new patients and new treatment tasks into the 
schedule. The insertion heuristic is followed by a meta-heuristic improvement phase. 
An important implication of the dynamic solution methodology is that it has been 
designed for implementation in a real-time decision support system. Technological 
advances in electronic patient management systems have reduced the need for paper 
records and paper request forms and the ED is becoming an environment where all 
tasks are recorded electronically. The current generation of electronic patient 
management systems only log the tasks but do not attempt to generate prioritised task 
lists for ED staff, external staff and linked departments. This kind of real-time 
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decision support is exactly what the dynamic methodology has been designed to 
achieve. The ED provides care for unscheduled patient arrivals and the dynamic 
solution methodology can manage bed assignments and update prioritised task lists 
within a matter of seconds. 
Chapter 7 synthesises the three models of Chapters 4, 5 and 6 into an aligned 
planning approach. Strategic planning with the absolute capacity model determines 
the optimal resource mix to achieve current and projected demand. Tactical planning 
achieves efficient patient throughput under various load conditions with the static ED 
scheduling model. Operational performance of the ED is examined by applying the 
dynamic ED scheduler algorithm and using the bed and resource counts selected 
during the strategic and tactical planning stages. This thesis has generated a set of 
models for ED care that are applicable for long-range strategic planning, tactical 
planning and operational decision support.  
8.2 Analysing Delays in the ED Environment 
This thesis gives insight into the primary sources of delay in the ED and 
demonstrates how delays change under different conditions. There are two key 
sources of delays: delayed access to beds, and in-process delays between treatment 
tasks. The in-process delays occur when access to treatment resources such as staff 
and equipment is limited. In-process delays result in extended ED care time and 
inefficient use of beds. The delayed access to beds occurs when the patient arrivals 
are too high for the bed numbers, and also when the bed use is inefficient. Thus these 
two types of delays are interrelated. The in-process delays and prolonged ED care 
also encompass the concept of access block, since access block is the result of in-
process delays between tasks relating to inpatient admission.  
The outputs of the static ED scheduling model (Chapter 5) and the dynamic ED 
scheduling model (Chapter 6) both demonstrate that an increase in bed count does 
not always lead to a reduction in delays. The ED scheduling models report delayed 
access to beds and also report the in-process delays indirectly through ED care time. 
Increasing the bed count will only reduce the delays if there are sufficient staff and 
equipment resources to ensure that the beds are being used efficiently. Increasing the 
staff and equipment resources will reduce the in-process delays but only if the 
resources are balanced. Increasing one type of resource in isolation will reduce the 
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utilisation of that resource type, but not improve the overall efficiency. The absolute 
capacity model, when optimised for resource mix, determines the correct balance of 
resources and identifies bottleneck resources. This is used to guide the choice for 
increasing the correct resource or bed type and result in a reduction to delays. 
8.3 Innovative ED Scheduling Approach 
The ED scheduling model uses an resource constrained scheduling framework. 
This is a generalised scheduling environment that extends on concepts from common 
shop scheduling environments such as parallel machines and flexible job shops. The 
ED scheduling model integrates patient-bed assignments and task-resource 
allocations. The ED is driven by time-based targets that are affected by the 
assignment and sequencing of both beds and resources. 
The interaction between patient-bed and task-resource schedules is a major 
source of complexity in the ED scheduling formulation, since the patient-bed 
assignment must be made prior to the task-resource allocations, and the patient-bed 
assignment cannot be released until after the task-resource allocations are completed. 
Thus the duration of the patient-bed assignment is unknown and is completely 
dependent on the task-resource layer. This results in two pairs of interrelated 
sequencing constraints in the BIP formulation: sequencing for beds and sequencing 
for resources. Because of their interrelatedness, it is impossible to simplify or 
reformulate the BIP with a more compact formulation. Thus the BIP formulation 
suffers the curse of dimensionality. The CP formulation uses interval variables for 
assignments and sequence variables for disjunctive resources. This results in a more 
compact formulation that avoids the intractability issues associated with sequencing 
constraints on binary integer variables. 
The time-based targets for ED performance are incorporated into the objective 
function of the ED scheduling formulation, using the combination of weighted delay 
time and ED care time. The weighting component of the delay time represents the 
different urgency categories aligned with the Australian Triage Scale. Due dates 
were not explicitly represented in the objective function as they are computationally 
intensive and do not improve the solution quality over an objective function with 
weighted delay time and ED care time. 
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8.4 A New Solution Methodology for the Dynamic ED Environment 
The solution methodology for dynamic real time ED scheduling incorporates a 
hybrid heuristic approach and disjunctive graph methods to produce fast solutions for 
a complex environment. 
In the real-time ED environment, the information about patient and treatment 
needs only becomes available after their arrival. The dynamic solution methodology 
accommodates the patient arrivals, treatment task requests and unknown processing 
times by a reactive scheduling process. Reactive scheduling is triggered by events 
such as patient arrivals and treatment task completions. In this way the dynamic 
solution methodology handles the uncertainty of the ED environment. 
At each event trigger, a new update of the ED schedule is generated using 
constructive heuristics that mimic the human decision makers and implement the 
goals embedded in the performance targets of the ED. The patient-bed allocations are 
made using a FIFO priority queue that implements the prioritised triage delay targets. 
The task-resource allocations are generated on a disjunctive graph that has been 
extended to represent the special temporal relations, flexible resources, release dates 
and completion time objectives. The disjunctive graph allows fast construction of 
feasible task-resource allocations and the graph structure is exploited for 
implementing the meta-heuristic improvement phase.  
Within the meta-heuristic improvement phase, Tabu Search and Simulated 
Annealing algorithms were compared. Tabu Search outperforms Simulated 
Annealing within the limited CPU time that can be afforded to a real-time 
deployment. Simulated Annealing has a hill-climbing operator that permits non-
improving solutions to be explored and this was found to reduce the overall quality 
of task-resource allocations by comparison to Tabu Search that only accepts 
improving solutions. 
The dynamic ED scheduling methodology produces fast solutions with updates 
occurring in less than two seconds when implemented on an ordinary CPU. The 
schedules produced in the dynamic environment are almost as good as the schedules 
generated for the static environment (as seen in Table 7.9) even though the static 
environment has all patient information prior to the start of the schedule horizon. 
This is of key importance for deployment in a real ED; where the real ED 
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environment is dynamic and nothing is known about the patient needs prior to their 
arrival, the quality of the ED schedules is almost as good as if the patient information 
was known beforehand, and the decision support system is deployed on an ordinary 
computer of the kind typically seen in an ED. 
8.5 Future Work 
While not impacting on the conclusions from this research, there are potential 
avenues for related research that could be carried out subsequently. These ideas 
demonstrate some ways in which this body of research can be extended and are 
discussed below. 
The scenarios developed for this thesis are designed to incrementally increase 
in complexity to test the ED scheduling models and are based on available case study 
data. This scenario set can be improved by including a greater level of detail and 
realism in the patient cohort. Additional treatment pathways can be introduced to 
reflect the variability between patient care needs. Disaster scenarios with extremely 
high arrival rates and clustered arrivals are also worthy of consideration as they 
would result in changes to the arrival patterns and patient mix therefore necessitating 
changes in the patient treatment process in order to maintain patient flow. Also, the 
ED staff model currently assumes identical doctors and nurses. The staff groups can 
therefore be expanded to include different levels of skill and experience. Skill and 
experience affect the speed, accuracy and error rates of staff resources as well as 
their response to stress and fatigue. To respond to these human factors, there will be 
different task assignment rules and different processing time estimates that are 
adapted to the skill and experience of the individual staff. This thesis demonstrates 
that the ED scheduling models are useful under the assumptions of the current patient 
flow model, but they should be equally applicable under a different set of scenarios 
with a more complex and realistic representation of the ED environment. 
In future work, the static ED scheduling model should be extended to include 
some of the more complex dynamics of the ED that were beyond the scope of this 
thesis. For example, it is acknowledged in Section 2.1.1 that the capacity of the ED is 
flexible. This  flexible capacity gives rise to complex dynamics associated with 
moving patients between treatment spaces, opening additional treatment spaces 
under times of high demand, or commencing care while a patient is still on an 
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ambulance trolley. Future development of the scheduling formulation should include 
assignment rules that accommodate flexible capacity and complex bed assignments. 
The absolute capacity model of Chapter 4 can be extended to include some 
stochastic elements that are present in a real ED. This can be achieved either through 
stochastic programming or through simulation. A stochastic programming model 
uses statistical distributions to describe elements such as task durations or patient 
mix, and a simulation model would be solved for multiple instances of randomly 
generated patient cohorts. Further work would be required to define the stochastic 
nature of the model inputs and to determine the order in which stochastic elements 
should be introduced. The outputs of the model would then reflect the impact of 
stochasticity on the optimal resource mix and the resource utilisation. 
The dynamic ED scheduling algorithm can be developed to include more 
complex elements of decision making and task allocations in the ED. For example, 
bed assignment rules that make use of overflow areas, overtime for internal 
resources, competing priorities for external resources and batch processing in 
pathology. Also, additional heuristics to implement reactive schedule recovery after 
unexpected interruptions such as machine breakdown or equipment failure. 
Implementing the dynamic ED scheduling algorithm in a real-time decision 
support system (DSS) is another important area for future development. The 
continued development of the dynamic algorithm and the improved realism of the 
scenarios, combined with extensive testing, will enable progress toward this goal. 
8.6 Closing Remarks 
The ED scheduling models have been demonstrated as effective tools for 
strategic, operational and tactical planning. At the strategic level, the LP model of 
absolute capacity guides resource balancing and evaluates an upper bound on patient 
throughput. At the tactical level, the static ED scheduling model manages bed and 
staff resource levels to meet current and projected patterns of demand. Operational 
level planning deals with the daily operations of the ED in real time; the dynamic 
solution methodology addresses the treatment needs of patients as they arrive at the 
ED, managing treatment and care with respect to time-based targets. 
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The dynamic ED scheduler algorithm has been designed to maintain a schedule 
of prioritised tasks for all patients and all resources in the ED. The schedule is 
updated each time a user enters information about new patients and new tasks. A 
DSS of this kind can improve efficiency and effectiveness of operational 
performance in the ED when deployed in a fully electronic patient management 
system. 
This research is focussed on efficiency and effectiveness in the ED which is a 
major point of interest in the national health agenda. In a climate of growing health 
care expenditure and constraints on health care funding, this is an example where a 
mathematical model can be used to enhance efficiency in the delivery of health care. 
There is scope for similar approaches to be applied to other areas within health care 
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EDDB Data Items Retrieved from the Emergency Department Information 
System (EDIS) 
EDIS Data Item Description 
Primary Key Unique identifier for the ED 
presentation. 
Age in Years Age of patient at the ED attendance in 
years. 
Gender Patient gender, provided at registration. 
Triage Priority Triage (ATS) category assigned to the 
ED attendance. 
Arrival Date Date and time of first recorded contact 
between the patient and ED staff (earliest 
date and time of either ‘Registration’ or 
‘Triage’). 
Triaged At Date and time triage nurse first entered 
patient details into EDIS and/or 
commenced assessment for the purpose 
of allocating an ATS category. 
Treating Clinician Seen At Date and time of first contact between 
patient and medical officer initially 
responsible for patient’s care. 
Treating Clinician Staff Type 
Code 
Staff type code for medical officer 
initially responsible for patient’s care. 
Treating Clinician Staff Type 
Description 
Description of staff type for medical 
officer initially responsible for patient’s 
care. 
Senior ED Dr Seen At Date and time of first contact between 
patient and ED consultant or senior 
medical officer who was consulted by the 
patient’s treating clinician for an opinion 
OR who commenced review/treatment of 
the patient’s clinical condition. 
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Senior ED Dr Staff Type Code Staff code for ED consultant or senior 
medical officer who was consulted by the 
patient’s treating clinician for an opinion 
OR who commenced review/treatment of 
the patient’s clinical condition. 
Senior ED Dr Staff Type 
Description 
Description of staff type for ED 
consultant or senior medical officer who 
was consulted by the patient’s treating 
clinician for an opinion OR who 
commenced review/treatment of the 
patient’s clinical condition. 
Treat Nrs Seen At Date and time of contact between patient 
and nurse (or other clinician) who 
undertook assessment, and from which 
investigations and/or treatment occurred. 
Treat Nrs Staff Type Code Staff type code for nurse (or other 
clinician) who undertook assessment, 
and from which investigations &/or 
treatment occurred. 
Treat Nrs Staff Type Desc. Description of staff type for nurse (or 
other clinician) who undertook 
assessment, and from which 
investigations and/or treatment occurred. 
Presenting Complaint Code Code for presenting symptom/complaint 
for the ED attendance. 
Presenting Complaint Description Description for presenting 
symptom/complaint for the ED 
attendance. 
Diagnosis ICD Code Primary Code for primary diagnosis for the ED 
attendance. 
Diagnosis Desc. Primary Description for primary diagnosis for the 
ED attendance. 
Consultation Category Code Code for category of consultation 
requested for this ED attendance. 
Consultation Category Desc. Description for category of consultation 
requested for this ED attendance. 
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Consultation Requested At Date and time treating clinician/senior 
ED doctor initialises a request to an 
inpatient team and/or health service 
within the hospital for advice, review & 
opinion, or notification of admitions. 
Consultation Attended At Date and time inpatient team and/or 
health service within the hospital actually 
attended to the referred patient for 
advice, review & opinion, or notification 
of admitions. 
Departure Ready At Date and time, in the opinion of the 
treating clinician, no further assessment 
and care/treatment is necessary and the 
patient is ready to depart the ED. 
Departure Actual At Date and time of patient physically left 
the ED, representing the end of the 
episode of ED treatment (regardless of 
destination). 
Departure Status Code Code for patient status (disposition) on 
departure from the ED. 
Departure Status Description Description for patient status 
(disposition) on departure from the ED. 




Description for where patient departed to 
from the ED. 
Transfer Destination Hospital 
Code 
Code for the hospital patient transferred 
to. 
Transfer Destination Hospital 
Description 
Description for the hospital patient 
transferred to. 
Ward Unit Code Code for admitting unit/ward for patient 
admitted through the ED. 
Ward Unit Description Description for admitting unit/ward for 
patient admitted through the ED. 
Admit Bed Requested At Date and time bed a formal request was 
made to obtain an inpatient bed. 
Admit Ward Allocated At Date and time ward bed allocated to 
patient admitted through the ED. 
 170 Appendices 
Admit Ward Ready At Date and time allocated ward indicated 
that they were ready to receive patient 
admitted through the ED. 
Admitted At Date and time episode of admitted 
patient care commenced. 
Admit Cons. Dr Primary Code Staff code for doctor/1st consultant 
admitting patient. 
Admit Cons. Dr Speciality Code Specialty code for admitting doctor/1st 
consultant admitting to patient. 
Admit Cons. Dr Speciality Desc. Description of specialty for doctor/1st 
consultant admitting patient. 
Source: Queensland Government, EDIS Reporting Business Views V3.0 (2011) 
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Appendix B 




Presenting Complaint Description Percentage 
25001 Pain 8.7% 
9000 Injury 7.5% 
25000 Pain (not associated with acute injury) 7.0% 
9012 Fall 4.4% 
13003 Chest pain 3.9% 
8000 Gastrointestinal 2.7% 
32000 Respiratory 2.3% 
13000 Cardiac 2.3% 
8016 Pain 2.2% 
8018 Vomiting 2.1% 
21000 Neurological 2.0% 
36000 Symptoms signs 2.0% 
19001 Fever 2.0% 
9020 Laceration 2.0% 
21001 Altered level of consciousness 1.5% 
25004 Abdo/Pelvis/Perineal 1.5% 
32007 Dyspnoea 1.4% 
32005 Cough 1.4% 
25006 Chest 1.3% 
18000 Skin 1.1% 
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Appendix C 
OPL CPLEX Code for Absolute Capacity Model 
// Constants 
int P = ...; // number of patient types 
int N = ...; // number of task types 
int T = ...; // number of time periods 
 
float minsPP = ...; // minutes per time period 
 
 
// String Sets for Group Names 
{string} BedGroups   = ...; 
{string} ResourceGroups = ...; 
 
{string} AllGroups   = BedGroups union ResourceGroups; // union 
NilGroup; 
{string} TaskNames   = ...; 
 
// Ranges 
range PtTypes = 1 .. P; 
range Tasks   = 1 .. N; 
range Time    = 1 .. T; 
 
// Arrays 
//float alpha[PtTypes]       = ...; // Patient Mix Model I 
float pi[BedGroups][PtTypes]    = ...; // Bed Mix 
float d[Tasks]    = ...; // Task Duration 
float beta[PtTypes][Tasks] = ...; // Task-PtType Requirements 
float theta[ResourceGroups][Tasks] = ...; // Resource-Task 
Allocations 
//float R[AllGroups][Time]      = ...; // Resource Availability 
Model I & II 
float X[PtTypes][Time] = ...; //Patient Counts Model III 
float cost[AllGroups] = ...; // Cost for individual resources by 
group Model III 
// Decision Variables 
//dvar float+ X[PtTypes][Time];  // Patient count Model I & II 




// sum ( p in PtTypes ) alpha[p] == 1; //assertion for model I 
assert 
 forall ( p in PtTypes ) 
  sum ( g in BedGroups )  pi[g][p] == 1; 
assert 
 forall ( p in PtTypes ) 
  sum ( n in Tasks ) ( beta[p][n] * d[n] ) > 0; 
 
// Objective 
//maximize sum (p in PtTypes, t in Time) X[p][t]; //Maximize 
absolute capacity Model I & II 
minimize sum (g in AllGroups ) cost[g] * ( sum (t in Time) R[g][t] 
); // minimize resource cost Model III 
 
subject to{ // Constraints 
 
 forall ( t in Time , g in ResourceGroups) 
      ctResourceAvailability: 
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       sum ( p in PtTypes ) ( X[p][t]  * sum ( n in Tasks ) ( 
beta[p][n] * d[n] * theta[g][n] ) ) <= R[g][t] * minsPP; //model I & 
II 
    
 forall ( t in Time , g in BedGroups ) 
   ctBedAvailability: 
        sum ( p in PtTypes ) ( pi[g][p] * X[p][t]  * sum ( n in 
Tasks ) ( beta[p][n] * d[n] ) ) <= R[g][t] * minsPP; //model I & II 
 
} 
// End Model 
 
// Post processing 
main { 
   
   
  var status = 0; 
  thisOplModel.generate();  
  var curr = Infinity; 
    if ( cplex.solve() ) { 
      curr = cplex.getObjValue();       
      writeln("Abs Capacity: ",curr); 
 
      var Rgt = thisOplModel.R; 
      var mins = thisOplModel.minsPP; 
      var Xpt = thisOplModel.X; // model I 
      var Xp = new Array(thisOplModel.P); // model I 
      var Xt = new Array(thisOplModel.T); // model I 
       
      writeln("Xpt: "); 
      for(var p in thisOplModel.PtTypes){ 
        Xp[p]=0; 
        write("p",p,": "); 
        for(var t in thisOplModel.Time){ 
          Xp[p]=Xp[p]+Xpt[p][t]; 
          if(p==1){ 
            Xt[t]=Xpt[p][t]; 
            } else { 
              Xt[t]=Xt[t]+Xpt[p][t]; 
            }         
          write(Xpt[p][t],","); 
        }//endfor t 
                   
        writeln(); 
         
      }//endfor p         
       
      write("Xt: "); 
      for (var ffs in thisOplModel.Time ){ 
        write(Xt[ffs],","); 
      } 
      writeln(); 
       
      write("Xp: "); 
      for (var fu in thisOplModel.PtTypes){ 
        write(Xp[fu],", "); 
      } 
      writeln(); 
       
      writeln("Slacks: "); 
      for (var gg in thisOplModel.BedGroups){ 
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        write(gg," "); 
        for (var tt in thisOplModel.Time){ 
          write( thisOplModel.ctBedAvailability[tt][gg].slack / mins 
/ thisOplModel.R[gg][tt],", "); 
        }//endfor Group   
        writeln();         
      }//endfor Time 
      for (gg in thisOplModel.ResourceGroups){ 
        write(gg," "); 
        for (tt in thisOplModel.Time){ 
          write( thisOplModel.ctResourceAvailability[tt][gg].slack / 
mins / thisOplModel.R[gg][tt],", "); 
        }//endfor Group   
        writeln();         
      }//endfor Time 
       
      writeln("Resource Counts: "); 
      for (gg in thisOplModel.AllGroups){ 
        write(gg," "); 
        for (tt in thisOplModel.Time){ 
          write(Rgt[gg][tt],", "); 
        }//endfor Time 
        writeln();           
      }//endfor ResourceGroups         
          
    }  
    else { 
      writeln("No solution!"); 
    } 
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Appendix D 
OPL CPLEX Code for BIP Version of the Static ED Scheduling Model 
using CPLEX;  
 
// Constants 
int numPts = ...; 
int numTasks = ...; 
int totalTasks = ...; 
int numBeds = ...; 
int numResources = ...; 
int timePeriods = ...; 
int priorityLevels = ...; 
int Lostarget = ...; //4 hour deadline (24 of 10min intervals) 
 
// Static constants 
int firstT = 1; //time index of initial time step 
int M = numBeds * timePeriods; //for big-M notation 
 
// Ranges 
range Time = firstT .. timePeriods; 
 
// Sets 
{string} BedGroups = ...; 
{string} RsrcGroups = ...; 
 
// Tuples 
tuple Priority { 
//score, tardyPenalty, waitThreshold 
  key int score; 
  float tardyPenalty; 
  int waitThreshold; 
  }; 
{Priority} priority = ...; 
 
tuple Bed { 
  //bID, groupName 
  key int bID; 
  int groupName; 
  }; 
{Bed} bedList = ...; 
//bID, groupName 
 
tuple ResourceStruct { 
  int rsrcID; 
  int rsrcGroup; 
}; 
{ResourceStruct} resourceList = ...; 
//rsrcID, rsrcGroup 
 
tuple TaskResourceOptStruct { 
  key int taskID; 
  string taskName; 
  int rsrcGroup; 
}; 
{TaskResourceOptStruct} taskRsrcList = ...; 
//taskID, taskName, resourcetype 
 
tuple Patient { 
  key int ptID;      // job id 
  int priority;      // priority score 
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  int arrivalT;      // arrival time 
  int bedReq;     // Treatment area required 
  int numTasks;      // number of tasks for this patient 
  int destination; 
  }; 
{Patient} pts = ...; 
//ptID, priority, arrivalT, bedReq, numTasks, destination 
 
tuple PtTaskStruct { 
  key int uniqueID; 
  int ptID; 
  int taskID; 
  int tName; 
  int procTime; 
  int delay; 
}; 
{PtTaskStruct} ptTaskList = ...; 
//uniqueID, ptID, taskID, tName, procT, delay 
 
tuple PrecedenceStruct { 
  int beforeTaskUniqueID; 
  int afterTaskUniqueID;   
  int ptID; 
  int beforeTaskID; 
  int afterTaskID; 
}; 
{PrecedenceStruct} precedenceList = ...; 
//beforeTaskUniqueID, afterTaskUniqueID, ptID, beforeTaskID, 
afterTaskID 
 
// Decision Variables 
dvar boolean X[bedList][pts][Time]; //start pt-machine allocation 
dvar boolean Y[bedList][pts][Time]; //end pt-machine allocation 
dvar boolean Z[resourceList][ptTaskList][Time]; //start resource-
task allocation 
dvar boolean x[bedList][pts][pts]; //sequencing variable: machines 
 
minimize sum( j in pts ) 
              ( ( j.priority - 1 ) *  
                ( ( sum ( t in Time ) t * sum ( i in bedList ) 
X[i][j][t] ) - j.arrivalT) 
                + 
                ( ( sum ( t in Time ) t * sum ( i in bedList ) 
Y[i][j][t] ) - j.arrivalT) 
              ); 
 
 subject to   
 { 
 
  forall (j in pts){ 
       
    ctStartAllPts: 
      sum ( t in Time, i in bedList ) 
        X[i][j][t] <= 1; 
         
    ctFeasibleAllocation: 
      sum( t in Time, i in bedList : i.groupName == j.bedReq ) 
X[i][j][t] == 1; 
      sum( t in Time, i in bedList : i.groupName == j.bedReq ) 
Y[i][j][t] == 1; 
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    ctInfeasibleAllocation: 
      sum( t in Time , i in bedList : i.groupName != j.bedReq ) 
X[i][j][t] == 0; 
      sum( t in Time , i in bedList : i.groupName != j.bedReq ) 
Y[i][j][t] == 0; 
 
    ctStartAfterArrival: 
      sum ( t in Time ) t * sum ( i in bedList ) X[i][j][t] >= 
j.arrivalT; 
       
    forall ( i in bedList : i.groupName == j.bedReq ) 
      ctStartEndSameSpace: 
        sum ( t in Time ) ( X[i][j][t] - Y[i][j][t] ) == 0; 
        
    forall ( n in ptTaskList : j.ptID == n.ptID ){ 
      ctStartAfterAlloc: 
        sum ( t in Time ) t * sum ( r in resourceList ) Z[r][n][t] - 
sum ( t in Time ) t * sum (i in bedList) X[i][j][t] >= 0; 
 
      ctEndAfterAlloc: 
        sum ( t in Time ) t * sum (i in bedList) Y[i][j][t]  - sum ( 
t in Time ) t * sum ( r in resourceList ) Z[r][n][t] >= n.procTime; 
      }                   
    } 
         
  forall ( i in bedList , j in pts, k in pts : j.ptID < k.ptID ){     
    ctSequencingBeds:       
      sum( t in Time ) t * ( X[i][k][t] - Y[i][j][t] ) >= ( 
x[i][j][k] - 1 ) * M; 
      sum( t in Time ) t * ( X[i][j][t] - Y[i][k][t] ) >=  - 
x[i][j][k] * M; 
    } 
   
  forall ( n in ptTaskList ){ 
    ctStartAllTasks: 
      sum ( t in Time, r in resourceList ) Z[r][n][t] <= 1; 
 
    forall (theta in taskRsrcList : n.taskID == theta.taskID){ 
      ctFeasibleResource: 
        sum ( t in Time, r in resourceList : r.rsrcGroup == 
theta.rsrcGroup) Z[r][n][t] == 1; 
      ctInFeasibleResource: 
        sum ( t in Time, r in resourceList : r.rsrcGroup != 
theta.rsrcGroup) Z[r][n][t] == 0; 
      }         
 
    forall ( p in precedenceList, m in ptTaskList : 
p.beforeTaskUniqueID==n.uniqueID && p.afterTaskUniqueID==m.uniqueID 
) 
      ctPrecedence: 
        sum ( t in Time ) t * sum (r in resourceList) ( Z[r][m][t] - 
Z[r][n][t] ) >= n.procTime + n.delay; 
    }     
     
  forall ( r in resourceList, t in Time ) 
    ctRsrcAvailability: 
      sum ( n in ptTaskList, tt in maxl( firstT, t - n.procTime + 1 
)..t ) Z[r][n][tt] <= 1; 
}  
// End Model  
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Appendix E 




int numPts = ...; 
int numTasks = ...; 
int totalTasks = ...; 
int numBeds = ...; 
int numResources = ...; 
int timePeriods = ...; 
int priorityLevels = ...; 
int Lostarget = ...; //4 hour deadline (24 of 10min intervals) 
 
// Static constants 
int Horizon = timePeriods; //numBeds * timePeriods; 
 
// Sets 
{string} BedGroups = ...; 
{string} RsrcGroups = ...; 
 
// Tuples 
tuple Priority { 
//score, tardyPenalty, waitThreshold 
  key int score; 
  float tardyPenalty; 
  int waitThreshold; 
  }; 
{Priority} priority = ...; 
 
tuple Bed { 
  //bID, groupName 
  key int bID; 
  int groupName; 
  }; 
{Bed} bedList = ...; 
//bID, groupName 
 
tuple ResourceStruct { 
  int rsrcID; 
  int rsrcGroup; 
}; 
{ResourceStruct} resourceList = ...; 
//rsrcID, rsrcGroup 
 
tuple TaskResourceOptStruct { 
  key int taskID; 
  string taskName; 
  int rsrcGroup; 
}; 
{TaskResourceOptStruct} taskRsrcList = ...; 
//taskID, taskName, resourcetype 
 
tuple Patient { 
  key int ptID;      // job id 
  int priority;      // priority score 
  int arrivalT;      // arrival time 
  int bedReq;     // Treatment area required 
  int numTasks;      // number of tasks for this patient 
  int destination; 
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  }; 
{Patient} pts = ...; 
//ptID, priority, arrivalT, bedReq, numTasks, destination 
 
tuple PtTaskStruct { 
  key int uniqueID; 
  int ptID; 
  int taskID; 
  int tName; 
  int procTime; 
  int delay; 
}; 
{PtTaskStruct} ptTaskList = ...; 
//uniqueID, ptID, taskID, tName, procT, delay 
 
tuple PrecedenceStruct { 
  int beforeTaskUniqueID; 
  int afterTaskUniqueID;   
  int ptID; 
  int beforeTaskID; 
  int afterTaskID; 
}; 
{PrecedenceStruct} precedenceList = ...; 
//beforeTaskUniqueID, afterTaskUniqueID, ptID, beforeTaskID, 
afterTaskID 
 
// Decision Variables 
dvar interval tiProcessPt[j in pts] in j.arrivalT..Horizon; 
 
dvar interval tiPtBed[j in pts][i in bedList] optional; 
dvar sequence sqBed[i in bedList] 
           in all ( j in pts ) tiPtBed[j][i]; 
 
dvar interval tiProcessTask[n in ptTaskList] size n.procTime; 
dvar interval tiTaskResource[n in ptTaskList][r in resourceList] 
optional; 
dvar sequence sqResource[r in resourceList] 
           in all ( n in ptTaskList ) tiTaskResource[n][r];   
 
dexpr int Sj[j in pts] = startOf(tiProcessPt[j]); 
dexpr int Cj[j in pts] = endOf(tiProcessPt[j]); 
 
minimize sum( j in pts )  ( 
               ( j.priority ) * ( startOf(tiProcessPt[j]) - 
j.arrivalT ) 
                + ( sizeOf(tiProcessPt[j]) ) 
              ); 
               
 subject to   
 { 
  forall(j in pts){ 
    ctFeasibleAllocation: 
      alternative( tiProcessPt[j], all( i in bedList : i.groupName 
== j.bedReq ) tiPtBed[j][i]); 
       
 ctStartTime: 
      startOf ( tiProcessPt[j] ) >= j.arrivalT; 
       
    ctSpanAlloc: 
      span( tiProcessPt[j] , all( n in ptTaskList : n.ptID == j.ptID 
) tiProcessTask[n] ); 
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  } 
 
  forall ( n in ptTaskList ){ 
    forall (theta in taskRsrcList : n.taskID == theta.taskID) 
      ctResourceReq: 
        alternative ( tiProcessTask[n], all ( r in resourceList : 
r.rsrcGroup == theta.rsrcGroup ) tiTaskResource[n][r] ); 
 
    forall ( p in precedenceList, m in ptTaskList : 
p.beforeTaskUniqueID==n.uniqueID && p.afterTaskUniqueID==m.uniqueID 
) 
      ctPrecedence: 
        endBeforeStart( tiProcessTask[n], tiProcessTask[m], n.delay 
); 
     
    }     
        
  forall ( r in resourceList ) 
    ctResourceSequencing: 
      noOverlap(sqResource[r]); 
       
  forall ( i in bedList ) 
    ctSequencingBeds: 
      noOverlap(sqBed[i]);    
 }  
 // End Model 
 
  
 Appendices 181 
Appendix F 
Treatment Pathways for Dynamic ED Scheduling 
This appendix contains the set of five flow diagrams describing the treatment 
pathways used in the case study of Chapter 6. For clarity, the nodes are numbered 
and their corresponding task description, resource and duration are listed below the 
flow diagrams. 
Patient Type 1: General medical pathway with discharge to home 
 
Task Description Resource Duration (mins) 
1 ED bed allocation Nurse 10 
2 Medical assessment Doctor 20 
3 Vital signs & ECG Nurse 15 
4 Take bloods Nurse 10 
5 Pathology TAT Pathology 60 
6 Administer treatment Nurse 20 
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Patient type 2: Simple medical pathway 
 
Task Description Resource Duration 
1 ED bed allocation Nurse 10 
2 Medical assessment Doc 20 
3 Vital signs & ECG Nurse 15 
4 Review and discharge Doc 10 
 
Patient type 3: Medical pathway with admission to hospital 
 
Task Description Resource Duration 
1 ED bed allocation Nurse 10 
2 Medical assessment Doctor 20 
3 Vital signs & ECG Nurse 15 
4 Take bloods Nurse 10 
5 Pathology TAT Pathology 60 
6 Write up patient notes Doctor 20 
7 Admit to inpatient unit Doctor 10 
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Patient type 4: Simple trauma pathway 
 
Task Description Resource Duration 
1 ED bed allocation Nurse 10 
2 Medical assessment Doctor 20 
3 Sutures Doctor 30 
4 Treatment Nurse 20 
5 Discharge Nurse 20 
 
Patient type 5: Simple fracture pathway 
 
Task Description Resource Duration 
1 ED bed allocation Nurse 10 
2 Medical assessment Doctor 20 
3 X-ray Imaging 30 
4 Plastering Doctor 30 
5 Anaesthetic Nurse 30 
6 Anaesthetic recovery Nurse 30 
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Appendix G 
Treatment Pathways for Strategic, Tactical and Operational Implementation 
This appendix contains the set of flow diagrams describing the treatment 
pathways used in the case study of Chapter 7. A solid line between two tasks 
represents a strict precedence relation, a dashed line represents a coincident relation. 
For clarity, the nodes are numbered and their corresponding task description, 
resource and duration are listed below the flow diagrams. 
General medical complaint, discharge home 
 
Task Description Resource Duration 
0 ED bed allocation Nurse 10 
1 Medical assessment Doctor 15 
2 Obs +/- cannulate Nurse 15 
3 Take bloods Nurse 10 
4 Pathology TAT Pathology 45 
5 Treatment Nurse 30 
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General medical complaint, admit to hospital 
 
Task Description Resource Duration 
0 ED bed allocation Nurse 10 
1 Medical assessment Doctor 15 
2 Obs +/- cannulate Nurse 15 
3 Take bloods Nurse 10 
4 Pathology TAT Pathology 45 
5 Review Doctor 15 
6 Treatment Nurse 30 
7 Consult inpatient team Doctor 15 
8  Inpatient Team  
9 Admit Nurse 20 
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Trauma, discharge home 
 
Task Description Resource Duration 
0 ED bed allocation Nurse 10 
1 Medical assessment Doctor 15 
2 Treatment Nurse 30 
3 Review Doctor 15 
4 Discharge Nurse 15 
 
Limb fracture, discharge home 
 
Task Description Resource Duration 
0 ED bed allocation Nurse 10 
1 Medical assessment Doctor 15 
2 Imaging Imaging 30 
3 Anaesthetic/plaster Doc 45 
4  Nurse  
5 Recovery anaesthetic Nurse 45 
6 Review Doctor 20 
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Non-complex treatment with discharge 
 
Task Description Resource Duration 
0 ED bed allocation Nurse 10 
1 Medical assessment Doctor 15 
2 Obs +/- cannulate Nurse 15 
3 Take bloods Nurse 10 
4 Pathology TAT Pathology 45 
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Head injury with three hour observation 
 
Task Description Resource Duration 
0 ED bed allocation Nurse 10 
1 Medical assessment Doctor 15 
2 Obs +/- cannulate Nurse 15 
3 Imaging,  Imaging 30 
4 with nurse escort Nurse  
5  Ward Staff  
6 Review Doctor 15 
7 Initialise observation Nurse 10 
- Observation - 180 







6 8 7 
𝐹7,8 = 180 
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Chest pain (non-cardiac), discharge home 
 
Task Description Resource Duration 
0 ED bed allocation Nurse 10 
1 Medical assessment Doctor 15 
2 Obs and ECG Nurse 20 
3 Take bloods Nurse 10 
4 Pathology TAT Pathology 45 
5 Imaging Imaging 30 
6 with nurse escort Nurse  
7  Ward Staff  
8 Treatment Nurse 30 
- Fluids - 60 
9 Consult inpatient team Doctor 15 
10  Inpatient team  













𝐹8,9 = 60 
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Chest pain (cardiac), admit to hospital 
 
Task Description Resource Duration 
0 ED bed allocation Nurse 10 
1 Medical assessment Doctor 15 
2 Obs and ECG Nurse 20 
3 Take bloods Nurse 10 
4 Pathology TAT Pathology 45 
5 Imaging Imaging 30 
6 with nurse escort Nurse  
7  Ward Staff  
8 Review Doctor 15 
9 Treatment (lysis) Nurse 30 
10 Consult inpatient team Doctor 15 
11  Inpatient team  
12 Admit Nurse 20 
13  Ward Staff  
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