INTRODUCTION
The continuing growth of digital services such as streaming videos, browsing websites or generally exchanging data over the Internet has drawn some attention to their environmental impact, which is either indirect, referring to the potentially beneficial impact of changes that digital services induce in the wider society and economy, or direct, resulting from manufacturing and energy consumption of devices. An understanding of the trade-offs between potential benefits and negative direct impacts enables consumers, businesses, and policy makers to take environmental impact into account.
Sustainability practitioners working for businesses providing digital services (e.g., online news or video) are experts in taking an end-toend perspective and modeling all environmental impacts during the life cycle of a product, but lack the resources and expertise to create detailed models of each subsystem under consideration, such as the network. Instead, they require guidelines and off-the shelf models.
Despite some progress, efforts such as the information and communications technology (ICT) sector guidance service chapter to the Greenhouse Gas Protocol or the International Telecommunication Union (ITU) L 1410, "Methodology for the Assessment of the Environmental Impact of Information and Communication Technology Goods, Networks and Services" currently lack such models. Hence, practitioners adopt results from past studies without detailed analysis of underlying assumptions. In the case of energy usage by the Internet, this can be particularly problematic because the great variation of figures used means that the selection of one rather than another can dramatically affect the conclusions of an assessment.
In this article, we present a meta-analysis of past studies of energy consumption in the network. While this text provides an estimate of energy intensity of only edge, metro, and core networks, a complete assessment of a digital service needs to take all network parts into account, including the customer premises equipment (CPE), wired access networks, wireless access networks, and metro and long-haul networks, as shown in Fig. 1 .
TWO COMMUNITIES: INDUSTRIAL ECOLOGY AND NETWORK RESEARCH
Life cycle assessments of digital services usually use a measure of the energy intensity of their network usage to determine their allocation of energy. This is normally stated in Joules per bit or kilowatt hours per gigabyte. It is calculated as a share of the network energy consumption relative to the data volume transported or, equivalently, of the power consumed per bandwidth sustained. Given the energy intensity, the energy footprint of a service is estimated as the product
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of energy intensity and the data volume of the service; per single unit of service (e.g., one minute of video stream) or for the entire audience (i.e., all videos streamed per year).
Energy intensity has been estimated using two different approaches: top-down and bottomup. Each approach relates energy consumption to data traffic, but differs in the kind of input data it applies and enables its use in different applications. The distinction between top-down and bottom-up modeling approaches can be found in several domains where an overall property being calculated is also present on the level of model components.
A top-down model, for example [1] , estimates the total energy use of an entire subsystem, such as "all data centers" or "the Internet," measures or estimates the total quantity of a given service type provided (e.g., data transmitted), and divides the former by the latter to give the energy consumption per unit of service. Hence, regarding energy consumption, it treats a given subsystem as a black box. Top-down models can evaluate change on the level of aggregate variables: total network traffic, average energy consumption per device class. Since top-down models are parameterized with market data, they are accessible to non-experts in network technology and are open to external validation.
For energy footprinting of digital services, the most influential top-down models (specifically, [1, 2] ) were developed by researchers from the inter-disciplinary industrial ecology community -although this categorization is loose as academic communities are not clearly separated, and individual researchers publish in a variety of venues and collaborate across boundaries.
One of the defining goals of studies from this community is to quantify energy and material flows in industrial systems in order to increase the sustainability of industrial systems by understanding their relationships on technological, social, economic, and environmental levels. A particular focus is taking a whole systems perspective: investigating the dynamic relationship over these levels in order to prevent shifting the burden from one part of the system to another. For example, the shift toward distributed services provided by central servers through lowpower clients might result in greater energy consumption by the network.
Top-down models are conducive to this whole systems perspective. Energy consumption in topdown models is usually estimated from market sales per device class and corresponding average power consumption to give a total over all considered device classes. By comparing this total with other macro-scale energy statistics, it is easy to sanity check them. And by treating the modeled system partly as a black box, they also do not require detailed knowledge on the network architecture. On the other hand, they cannot be used to evaluate changes to part of the network but only on trends of changing total network traffic or total energy consumption.
A bottom-up model (e.g., [3] ), in contrast, calculates the overall energy intensity from the sum of the energy intensity of the subsystem components -usually the physical devices in the network. These models have also been referred to as transactional models as they allocate energy consumption to the transaction of data from end to end. As they represent energy intensity on the level of the system components, they are more flexible than top-down models to evaluate change: they can be used to evaluate the impact of modifications to the system architecture and its components.
Such models thus require detailed knowledge of the operation and design of networks. Although this knowledge is already held by network operators, and thus, in principle, it is possible to represent each individual device in a bottom-up model, in practice network operators do not publicly disclose this information for business reasons. Instead, bottom-up models have been built based on implicit assumptions around the typical architecture of networks and are thus more difficult to validate.
It is no surprise that bottom-up models originate from the network research community, which investigates the design of networks and considers a number of metrics, including energy consumption. Network researchers have quantified energy consumption to estimate environmental impact from carbon emissions and, more frequently, to address network operator costs. If environmental impact was being assessed, the interpretation of results typically focused on directing research in network design.
Bottom-up models facilitate the evaluation of alternative design choices if they represent the network components that are to be altered. The scope of an investigation thus affects the level of detail at which the network is modeled. For example, if the goal of a study is to evaluate savings from optical switching, these devices must be explicitly modeled; if not, fiber optic components might be modeled in less detail with average values for energy consumption and capacity. At the same time the level of detail of modeling is naturally constrained by the simultaneously increasing complexity of the model, which is particularly relevant for end-to-end models.
Both modeling approaches introduce significant sources of uncertainty. The accuracy of a top-down model depends on the assumed total energy consumption and data volume. The accuracy of bottom-up models depends on how closely the assumed network architecture mirrors real network deployments. The energy elasticity of network devices, that is, the ratio between marginal change of the utilization of a device and the resulting marginal change in energy consumption, cannot be taken into account by topdown models. But the current generation of network devices has very low energy elasticity, thus not limiting the potential accuracy of topdown models, as [4] found. However, both approaches arrive at significantly different estimates for the energy intensity. In [5] a review of top-down and bottom-up models by Coroama and Hilty finds that top-down studies consistently arrive at higher estimates for energy intensity than bottom-up studies, differing by four orders of magnitude. Reasons for this discrepancy are given as being varying years of reference and varying system boundaries, sometimes including user devices, data centers, and CPE. However, they make no attempt to study the discrepancy by normalizing the system boundaries and thus leave open the question of whether the differences can be resolved. Table 1 and Fig.  1 list estimates of energy intensity of the past studies along a seemingly inverse exponential curve between 136 kWh/Gbyte and 0.006 kWh/Gbyte. We note that none of the three topdown studies with the highest energy intensity value includes end-user devices or optical fibers. Thus, even among studies with a similar year of reference and not including user devices a variation between one and two orders of magnitude remains. Specifically, the top-down model [2] and the bottom-up model [3] , both with data for 2008 and both not including end-user devices or network CPE, arrive at estimates of 7 kWh/Gbyte and 0.006 kWh/Gbyte. Hence, the explanation for this discrepancy given by Coroama and Hilty is only partial, and further analysis is necessary to provide network energy intensity values for life cycle assessment practitioners.
In order to understand why bottom-up models arrive at significantly lower estimates than top-down variants, and to reduce the overall uncertainty, we review system boundaries of past models, and reconstruct the models within system boundaries around the edge and core network. We find that even with normalized system boundaries, the bottom-up models arrive at varying results due to different assumptions on bottom-up model parameters regarding the number and energy intensity of routers and fiber optical equipment. Without further qualification, it must be assumed that these models represent the real variability of existing network deployments. Based on this assumption, we then construct a bottom-up meta-model and parameterize it with distributions to represent the varying assumptions in existing models. By means of a Monte Carlo simulation we then generate a distribution of the overall energy intensity from which we suggest a new authoritative value for use by sustainability practitioners in assessments.
This article thus makes the following contributions:
• Provide a comparison of energy intensity estimates of top-down and bottom-up models within appropriate system boundaries for edge and core networks.
• Review the most robust bottom-up models of energy intensity and a normalization within common boundaries.
• We present a distribution of the energy intensity with a single average value together with a confidence interval based on a principled approach.
TOP-DOWN MODELS
The most influential top-down model comes from the industrial ecology community estimating the energy intensity of the U.S. Internet for 2006 (Taylor and Koomey [1] ). In this study, the annual direct energy demand of the Internet is estimated as 19.3 TWh based on sales data of device types for 2000 in [6] and then extrapolated to a value of 42.3 TWh for 2006. A power usage effectiveness (PUE) value of 2 is applied additionally. The total energy consumption is then divided by an upper and lower bound estimate of annual network traffic of 5.4 to 9.6 Exabytes to give a resulting energy intensity of 9-16 kWh/Gbyte. The authors state that some assumptions were conservative, and thus the results constitute an overestimate. A later study [2] then applied an annual rate of reduction of 30 percent to the average between high and low estimates of energy intensity estimates of 2006 to account for increasing efficiency of devices and arrived at a value of 7 kWh/Gbyte for 2008. Extrapolated to 2014, this would result in a mean energy intensity of 0.84 kWh/Gbyte, a value that is considerably higher than most of the bottom-up estimates listed in the review [5] .
To allow more accurate comparison of this model with bottom-up models of the core network, we rework this study to model the core network alone. We use the same data set [6] and methodology but change the system boundaries. Referring back to the end-to-end model of the network in Fig. 1 , it is necessary to include fiber optic equipment, and edge and core routers and switches, but to exclude servers and data storage as well as campus network equipment such as office floor hubs and small switches. While this is mostly straightforward, the router category includes both high-end core routers and smalloffice-level models. Given that the router category is the largest position in the inventory, this results in a significant overestimate. Although the two remaining top-down models in [5] are not based on Roth's inventory, these cannot be used to triangulate the portion of core routers from all routers as one is equally focused on campus networks, and the other only provides an aggregate result for network device energy consumption.
In Table 1 we list the inventory categories from [6] as used in [1] and in our reworking to focus on the core network alone. The resulting estimate of total annual energy consumption in the updated inventory is 3.9 TWh/year compared [10] , 5 Exclude regenerators from model, 6 Half of the utilization in the SWITCH research network reported in [10] , 7 Based on the total power consumption and number of optical amplifiers and regenerators for the Internet2 core network from conversation with the authors of [10] . 8 Based on formula 15 in [3] . 9 Based on the average energy intensity per km in [10] . 10 Portion of undersea traffic varies with location of the user and service. More recently, another top-down model for the Swedish core network by Teliasonera estimated its energy efficiency as 0.08 kWh/Gbyte for 2010 [9] which is lower but not entirely dissimilar to our reworked values. This study is supported by confidential data from Teliasonera and thus important for corroboration, but does not provide enough detail in order to compare and explain differences to other studies.
BOTTOM-UP MODELS
Bottom-up models of end-to-end network energy intensity combine a network architecture for the access, metro, and core network layers, with a specific parameterization of device energy intensity values.
Any variation in the overall energy intensity results from different assumptions on the route length of metro and core networks as well as the energy intensity of router and fiber optic equip- Table 3 . Energy intensity of metro and core routers as provided in previous studies and extrapolated to 2014 based on an improvement rate of 12.5 percent per year. ment, which varies between specific device types and models, and with device age. Additionally, overheads for building infrastructure, expressed as PUE, redundancy, and overcapacity, increase the overall network energy intensity.
One of the first end-to-end models, by Baliga and colleagues [3] , estimated power draw per user of the optical Internet as a function of bandwidth in the access network for several access network technologies and has been referenced in assessments of digital services several times. Given that user bandwidth was estimated from statistical average values, the overall estimate can be converted equivalently to energy consumption per bit. More recent formulations of the model by the same authors have maintained parameterization and architecture largely unaltered.
They describe a reference end-to-end architecture for the network including CPE, access, edge, metro, and long-haul networks, undersea cables, as well as an additional IPTV network.
Baliga and colleagues only published the energy efficiency result including the access network, which depends on the access rate. Our reproduction of their model resulted in a value for the energy consumption of the core Internet -not including the access network but including undersea traffic -of 2.66 J/Mb, which equals 0.0059kWh/Gbyte. As the authors acknowledge in their text, the model provides an underestimate of the energy efficiency of the Internet.
Another notable end-to-end bottom-up model by Kilper et al. [7] evaluates how the power consumption of optical networks is likely to change through 2020 and take a mix of different types of services into account. They provide a layered network path model to estimate energy consumption for services using a specific network topology (e.g., peer-to-peer vs. video) by summing up the energy consumption of each layer traversed. However, unlike Baliga, they do not include undersea cables and associated terminals in their model.
In total, our reproduction of their model yields an energy consumption of 3.28 J/Mb (0.0073 kWh/Gbyte) for a path that includes one leg of edge, metro, and long haul networks, which despite the absence of a leg of undersea cable is higher but of comparable magnitude to Baliga's values. The year of reference for equipment efficiency values in both studies is 2008 [5, 7] .
The distribution of energy intensity over the subsystems is substantially different in the two models. Although Kilper et al. agree with Baliga et al. that the core layer is more impactful than the edge, their model indicates that the fiber optic devices contribute to a much greater degree.
Although we consider these studies to be most robust end-to-end models of energy intensity, there are many other excellent models of energy consumption in networks. However, these usually model energy consumption on a network scale (as opposed to end-to-end) or evaluate relative changes without providing absolute values, and thus are not applicable to our needs. Reference [12] provides the most detailed model of the optical layer, thus providing a valuable source of individual parameters and corroborateing assumptions in the meta model we present below.
Finally, a study from the industrial ecology community by Coroama et al. [10] provides an estimate of the energy intensity of transporting the video signal of a virtual conference on a network path between Switzerland and Japan of 0.2 kWh/Gbyte, which is higher than our reworked top-down estimate. This study is unique in that network operators provided specific values for power consumption, and utilization and capacity of routers and fiber optic transmission equipment, which is relevant to validate other bottomup models from the network research community. As the authors acknowledge, the study investigates a worst case scenario given the unusually long distance of the video channel spanning three continents from Europe across the United States to Japan, around 27,000 km of distance.
META-MODEL
In the highest estimates of energy intensity for edge and core networks by the bottom-up models in the previous section 0.2 kWh/Gbyte is 33 times higher than the lowest of 0.0059 kWh/Gbyte. Although the route between Davos and Nagoya analyzed by Coroama and Hilty is untypically long, this difference alone cannot explain the variance. Given that there is no clear underlying reason in the models to favor one over the other, the difference partly represents the actual variability found in real network deployments, and the actual average energy intensity of edge and core networks is to be found along the spectrum defined by the variability of underlying parameters. We now combine different data and structural assumptions Figure 2 . Composition of energy intensity by edge and metro routers, core routers, and fiber optic transport in Baliga et al. [3] and Kilper et al. [7] . The fiber optic transport includes overland and subsea cables in [3] . within the models discussed so far to allow us to calculate an average value for the energy intensity of the core Internet. From the studies discussed above, we adopt the most detailed and robust model for each layer under consideration. Similar to [7] , we model each layer as composed of a number of nodes (IP + fiber optic devices), and the energy intensity per layer is the sum of the energy intensity of all nodes in a layer multiplied by factors for overcapacity, PUE, and redundancy. These intensity values are then added over all devices that constitute a layer. The overall energy intensity is the sum of the edge, metro, and core layers. We follow [11] in explicitly modeling the components of the optical layer (optical transport network switches, transponders, line amplifiers, regenerators), and we follow [3] in the modeling of the undersea transport. We apply an energy efficiency improvement rate of 12.5 percent per annum (taken from [8] ) on deployed network devices to normalize all data to a reference year of 2014. The model is available in code and with typeset documentation online. 1 Given the combined structure and parameterization of the model, we then perform a Monte Carlo simulation to give us a distribution of the overall energy estimate including a mean value to represent the average case of core networks in general.
The parameterization of the model is provided in Table 2 . The distributions for routers are calculated by resampling from a Gaussian kernel density estimated distribution, using the data in Table 3 . For PUE and redundancy, we apply the same single value of 2 that was assumed by all studies.
The distribution of hops in metro and core networks is based on the assumptions in [3, 7, 10] . In [10] 6 hops are located in the core network, and 12 hops are in the Swiss and Japanese research networks SWITCH and NICT with 7 and 5 hops, respectively, which we use as the high estimate for the metro network.
Results from the bottom-up model are strongly influenced by assumptions of the network utilization or overcapacity. This refers to the difference between maximum capacity, which serves as the basis for the calculation of the devices' energy intensity, and the actual use of capacity. Reference [3] assumes no overcapacity for edge and metro, which is an idealization we ignore. In [10] utilization on routers and links in the core network combined is 26.3 percent, excluding the undersea cables and terminals, resulting in an overhead coefficient of 4. Reference [10] also provides utilization values for the SWITCH research network of 5 percent, which we exclude because it is likely to be lower than commercial networks.
RESULTS
The resulting distribution from the Monte Carlo simulation is displayed as a box and whisker plot in Fig. 3 showing the total energy intensity as well as the contribution of the edge, metro, and core layers, and undersea segments.
The mean energy intensity for 2014 is 0.02 kWh/Gbyte with 25th and 75th percentiles of 0.0144 and 0.023, respectively, and a median of 0.18 kWh/Gbyte.
In Fig. 4 we compare the energy intensity values of the studies discussed so far with that of the reworked top-down model (0.39 kWh/Gbyte) and the bottom-up meta-model (0.02 kWh/ Gbyte). Although the discrepancy is substantially reduced from the original estimates, they cannot be compared like for like due to the inclusion of campus-level routers in the top-down estimate, which highlights an important area for further research. Other reasons that will contribute to the discrepancy will be: • The age of the underlying data behind the top-down estimate means that the margin of error of the projection forwards is high.
• Bottom-up models tend to be leaner, and will miss some deliberate redundancy or spare equipment. The top-down model by Malmodin et al. [9] with 0.08 kWh/Gbyte arrives at a value that is only four times higher than the meta-model result and thus provides partial corroboration. Unfortunately, it does not provide a detailed account of the model inventory to investigate what specific assumptions differed or were identical.
DISCUSSION AND CONCLUSION
The estimate of resulting energy intensity presented in the previous section is based on normalizing boundaries and statistically combining assumptions from previous studies, which in turn were based on measurements and experience.
The overall estimate can be used in sustainability assessments to estimate the network ener- gy consumption that can be attributed to specific digital services. For example, a content service provider such as the BBC could apply this energy intensity to estimate the network energy consumption to be attributed to the downloading one hour of HD video on the BBC iPlayer service. The associated file is approximately 1 Gbyte in size, and so would be attributed 20Wh of the energy consumed by the core and edge networks. More detailed analyses of this kind can be used to explore the impact on energy consumption of alternative deployment architectures for digital services [12] .
A complete model of energy consumption involved in the delivery of digital services must also model access networks -the use of home, campus, and mobile networks to access a service. The energy consumption of these is significant. As we argue in [12] , usage characteristics of such equipment means that energy intensity is not an appropriate metric, and other allocation approaches are needed. This is discussed further in [13] , and models are proposed.
More broadly, energy intensity of the network constitutes an example of an assessment of environmental impact of an industrial system. For these to be reliable, more input from the engineering community is required. Models by the industrial ecology community tend to provide overestimates, in order to err on the safe side, while engineering models tend to provide underestimates, for example, by abstracting from legacy systems where not needed.
Further research is necessary to provide a transparent inventory for top-down models that specifically identifies service provider network routers from campus network routers.
Both the community of network researchers and that of industrial ecology can contribute in order that the energy intensity values, which are continuously used by practitioners, are reliable and accurate.
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