Abstract. We consider two natural generalizations of the notion of transversal to a finite hypergraph, arising in data-mining and machine learning, the so called multiple and partial transversals. We show that for an arbitrary hypergraph the families of multiple and partial transversals are both dual-bounded in the sense that the size of the corresponding dual hypergraph is bounded by a polynomial in the cardinality and the length of description of the input hypergraph. Our bounds are based on new inequalities of extremal set theory and threshold Boolean logic, which may be of independent interest. We also show that the problems of generating all multiple and all partial transversals for a given hypergraph are polynomial-time reducible to the generation of all ordinary transversals for another hypergraph, i.e., to the well-known dualization problem for hypergraphs. As a corollary, we obtain incremental quasi-polynomial-time algorithms for both of the above problems, as well as for the generation of all the minimal binary solutions for an arbitrary monotone system of linear inequalities.
1. Introduction. In this paper we consider some problems involving the generation of all subsets of a finite set satisfying certain conditions. The most well-known problem of this type, the generation of all minimal transversals, has applications in combinatorics [31] , graph theory [20, 22, 32, 34] , artificial intelligence [12] , game theory [15, 16, 30] , reliability theory [9, 30] , database theory [1, 26, 35] and learning theory [2, 11] .
Given a finite set V of n = |V | points, and a hypergraph (set family For a subset X ⊆ V let X c = V \ X denote the complement of X, and let A c = {A c |A ∈ A} be the complementary hypergraph of A. Then e.g. A dc consists of all maximal subsets containing no hyperedge of A, while the hypergraph A cd consists of all minimal subsets of V which are not contained in any hyperedge of A.
Multiple transversals. Given a hypergraph A ⊆ 2
V and a non-negative weight b A associated with every hyperedge A ∈ A, a subset X is called a multiple transversal (or b-transversal), if |X ∩ A| ≥ b A holds for all A ∈ A. The family of all minimal b-transversals then can also be viewed as the family of support sets of minimal feasible binary solutions to the system of inequalities Ax ≥ b, (1.1) where the rows of A = A A are exactly the characteristic vectors of the hyperedges A ∈ A, and the corresponding component of b is equal to b A . Clearly, b = (1, 1, ...., 1) corresponds to the case of (ordinary) transversals, in which case (1.1) is also known as a set covering problem. Generalizing further and giving up the binary nature of A as well, we shall consider the family F = F A,b of (support sets of) all minimal feasible binary vectors to (1.1) for a given m × n-matrix A and a given m-vector b. We assume that (1.1) is a monotone system of inequalities: if x ∈ {0, 1} n satisfies (1.1) then any vector y ∈ {0, 1} n such that y ≥ x is also feasible. For instance, (1.1) is monotone if A is nonnegative. Note that for a monotone system (1.1) the dual hypergraph
is (the complementarity hypergraph of) the collection of (supports of) all maximal infeasible vectors for (1.1). Note also that we assume that the hypergraph F A,b is represented by the system (1.1) and not given explicitly, i.e., by a list of all its hyperedges. In particular, this means that the generation of F A,b and its dual F are both non-trivial.
Let us consider in general a Sperner hypergraph F ⊆ 2 V on a finite set V represented in some implicit way, and let GEN(F) denote the problem of generating all the hyperedges of F: Given F and a list of hyperedges H ⊆ F, either prove that H = F or find a new hyperedge in F \ H.
It is known that problem GEN(F d A,b ) is NP-hard even for binary matrices A (see [23] ). In contrast to that, we show that the tasks of generating multiple and ordinary transversals are polynomially related. Theorem 1.1. Problem GEN(F A,b ) is polytime reducible to dualization. In particular, for any monotone system of linear inequalities (1.1), all minimal binary solutions of (1.1) can be generated in quasi-polynomial incremental time. It is also easy to see that if the number of non-zero coefficients in each inequality of Ax ≥ b is bounded, then problem GEN(F A,b ) can be solved in incremental polynomial time.
Remark 1. Even though generating all maximal infeasible binary points for (1.1) is hard, there is a polynomial randomized scheme for nearly uniform sampling from the set of all binary infeasible points for (1.1). Such a scheme can be obtained by combining the algorithm [21] for approximating the size of set-unions with the rapidly mixing random walk [27] on the binary cube truncated by a single linear inequality. On the other hand, a similar randomized scheme for nearly uniform sampling from within the set of all binary (or all minimal binary) solutions to a given monotone system (1.1) would imply that any NP-complete problem can be solved in polynomial time by a randomized algorithm with arbitrarily small one-sided failure probability. By using the amplification technique of [19] , this can be shown already for systems (1.1) with two non-zero coefficients per inequality, see e.g. [17] for more detail.
Partial transversals. Given a hypergraph A ⊆ 2
V and a non-negative threshold k < |A|, a subset X ⊆ V is said to be a partial transversal, or more precisely, a k-transversal, to the family A if it intersects all but at most k of the subsets of A, i.e. if |{A ∈ A|A ∩ X = ∅}| ≤ k.
Denote by A d k the family of all minimal k-transversals of A. Clearly, 0-transversals are exactly the standard transversals, defined above, i.e.
In what follows we assume that the hypergraph A d k is represented by a list of all the edges of A along with the value of k ∈ {0, 1, · · · , |A| − 1}.
Define a k-union from A as the union of some k subsets of A, and let A u k denote the family of all minimal k-unions of A. In other words, A u k is the family of all the minimal subsets of V which contain at least k hyperedges of A. By the above definitions, k-union and k-transversal families both are Sperner (even if the input hypergraph A is not). It is also easy to see that the families of all minimal k-transversals and (k + 1)-unions are in fact dual, i.e. ,
The tasks of generating partial and ordinary transversals also turn out to be polynomially equivalent.
It should be mentioned that the dual problem GEN(A u k+1 ) is NP-hard (see [24] ). 
We derive Theorem 1.3 from the following lemma.
where w = (w 1 , . . . , w n ) is a given weight vector and t is a threshold. If h ≡ 0, then
where max F (h) ⊂ {0, 1} n is the set of all maximal false points of h, min
n is the set of all minimal true points of h, and e is the vector of all ones. In particular, [4, 10, 28, 29] ). Lemma 1.5 thus extends the above threshold inequalities to arbitrary monotone functions h.
As we shall see, Theorem 1.4 can be derived from the following combinatorial inequality.
V be a hypergraph on |V | = n vertices with |A| ≥ 2 hyperedges such that
where k is a given threshold and A ∩ is the family of all the maximal subsets of V which can be obtained as the intersection of two distinct hyperedges of A. Then
Note that A ∩ is a Sperner family by its definition, and that condition (T) implies the same for A. Note also that the thresholdness condition (T) is essential for the validity of the lemma -without (T) the size of A can be exponentially larger than that of A ∩ . In Section 4.2 we give examples of Sperner hypergraphs A for which |A ∩ | = n/5 and |A| = 3 n/5 +2n/5 or |A ∩ | = (n−2) 2 /9 and |A| = 3 (n−2)/3 +2(n−2)/3. (Several other inequalities on hypergraphs with restricted intersections can be found in Chapter 4 of [3] .)
The remainder of the paper is organized as follows. In Section 2 we discuss the complexity of jointly generating a pair of dual hypergraphs defined via a superset oracle. For a polynomial-time superset oracle the above problem reduces to dualization. This reduction along with the bounds stated in Theorems 1.3 and 1.4 yield Theorems 1.1 and 1.2. In Section 3 we consider minimal 0-1 solutions to systems of monotone linear inequalities and prove Lemma 1.5 and Theorem 1.3. Section 4 deals with partial transversals and proves Lemma 1.6 and Theorem 1.4. Finally, Section 5 discusses some of the related set families and results, and Section 6 contains our concluding remarks.
2. Joint and separate generation of dual hypergraphs.
Superset oracles. Let G ⊆ 2
V be a Sperner hypergraph on n vertices. In many applications, G is represented by a superset oracle and not given explicitly. Such an oracle can be viewed as an algorithm which, given an input description O of G and a vertex set X ⊆ V , can decide whether or not X contains a hyperedge of G. We assume that the length |O| of the input description of G is at least n and denote by T s = T s (|O|) the worst-case running time of the oracle on any superset query "Does X contains a hyperedge of G?". In particular, O is polynomial-time if T s ≤ poly(|O|). In what follows, we do not distinguish the superset oracle and the input description O of G. Note that a vertex set X contains a hyperedge of A d if and only if the complement of X contains no hyperedge of A. For this reason, O also specifies (a superset oracle for) the dual hypergraph G d . We list below several simple examples.
1) Multiple transversals. Let (1.1) be a monotone system of linear inequalities, and let G = F A,b be the hypergraph introduced in Section 1.2. Then the input description O is (A, b). Clearly, for any input set X ⊆ V , we can decide whether X contains a hyperedge of F A,b by checking the feasibility of (the characteristic vector of) X for (1.1).
2) Partial transversals. Let G = A d k be the hypergraph of the minimal k-transversals of a family A (see Section 1.2). Then G is given by the threshold value k and a complete list of all hyperedges of A, i.e., O ∼ (k, A). For a subset X ⊆ V , determining whether X contains a hyperedge in A d k is equivalent to checking if X is intersecting at least |A| − k hyperedges of A.
3) Monotone Boolean formulae. Let f be a (∨, ∧)-formula with n variables and let G = A f be the supporting sets of all the minimal true vectors for f . Then O ∼ f and the superset oracle checks if (the characteristic vector of) X ⊆ V satisfies f . The dual hypergraph G d is the set of all the (complements to the support sets of) maximal false vectors of f . 4) Relay circuits. Consider a digraph Γ with a source s and a sink t, each arc of which is assigned a relay r ∈ V (two or more distinct edges may be assigned identical relays). Let G be the set of relay s-t paths, i.e., minimal subsets of relays that connect s and t. Then O ∼ Γ, and for a given relay set X ⊆ V , the superset oracle can use breadth-first search to check the reachability of t from s via a path consisting of relays in X. Note that the dual hypergraph G d is the set of all relay s-t cuts, i.e., minimal subsets of relays that disconnect s and t.
5) Helly's systems of polyhedra.
Consider a family of n convex polyhedra P i ⊆ R r , i ∈ V , and let G denote the minimal subfamilies with no point in common. Then G dc is the family of all maximal subfamilies with a nonempty intersection. (In particular, if P 1 , . . . , P n are the facets of a convex polytope Q, then G dc corresponds to the set of vertices of Q.) We have O ∼ (P 1 , . . . , P n ) and, given subsets of polytopes X ⊆ V , the superset oracle can use linear programming to check whether ∩ i∈X P i = ∅. 
. For the special case when A = G and O is a list of all the sets in G, we obtain the dualization problem as stated in Section 1.1. In fact, as observed in [5, 17] , for any polynomial-time superset oracle O problem GEN(G, G d ) can be reduced in polynomial time to dualization. This can be done via the following Algorithm J :
Step 1. Check whether each element of B is a minimal transversal to A, i.e., B ⊆ A d . (Recall that A and B are given explicitly.) Note that each set X ∈ B is a transversal to A because A ⊆ G and B ⊆ G d . If some transversal X ∈ B is not minimal for A then we can easily find a proper subset Y of X such that Y is also a transversal to A. Since Y is a proper subset of X, and X is a minimal transversal to G, Y must miss some hyperedges of G. Hence Y c , the complement of Y , contains a hyperedge of G. By querying the superset oracle O at most |Y c | times we can find such a hyperedge Z ∈ G. Note that Z ∩ Y = ∅ whereas A ∩ Y = ∅ for all hyperedges A ∈ A. This means that Z is a new hyperedge of G. Thus, if the inclusion B ⊆ A d is not satisfied, we can obtain an element in G \ A and halt.
Step 2 is similar to Step 1. Check whether A ⊆ B d . If A contains a non-minimal transversal to B, find a new element in G d \ B and halt.
Step 3.
(This is because any hyperedge X ∈ G \ A would be a transversal for B, which would then imply that X contains some hyperedge of A = B d , contradiction. By symmetry, the duality of A and B also implies the emptiness of [17] , both problems GEN(G) and GEN(G d ) are NP-hard for examples 3-5 above. In fact, in example 3 these problems are NP-hard already for ∨, ∧-formulae of depth 3; if the depth is 2 then the formula is either CNF or DNF and we get exactly dualization. Such a problem will not arise and simultaneous generation of (G, G d ) can be used to produce G efficiently, in some sense, if the size of G d is polynomially limited in the size of G and in the input size |O|, i.e. when there exists a polynomial p such that
We call such Sperner hypergraphs G dual-bounded. If G is dual-bounded, we can generate both G and G d in |G d | + |G| ≤ poly(|V |, |O|, |G|) rounds of Algorithm J , and hence obtain all the hyperedges of G in total quasi-polynomial time.
This approach, however, may still be inefficient incrementally, i.e., for obtaining a single hyperedge of G as required in problem GEN(G). It is easy to see that the decision problem: "Given a family A ⊆ G, determine whether A = G?" is polynomially reducible to dualization for any dual-bounded hypergraphs represented by a polynomial-time superset oracle. If A is much smaller than G, however, getting a new hyperedge in G \ A may require exponentially many (in |A|) rounds of J .
Uniformly dual-bounded hypergraphs. Let us call a Sperner hypergraph G uniformly dual-bounded if
Note that for H = G the above condition gives (2.1).
Proposition 2.2. Problem GEN(G) is polytime reducible to dualization for any uniformly dual-bounded hypergraph G defined by a polynomial-time superset oracle.
Proof. Given a proper subfamily A of G, we wish to find a new hyperedge G \ A. Start with the given A and B = ∅ and run Algorithm J repeatedly until it outputs a required hyperedge. Suppose this takes t rounds of J , then J produces t − 1 hyperedges of G d , each of which is also a hyperedge of A d , see
Step 1 of the algorithm. Since G is uniformly dual-bounded, we have t 3. Minimal solutions of monotone 0-1 inequalities. In this Section, we prove Lemma 1.5 and Theorem 1.3.
3.1. Proof of Lemma 1.5. Suppose that some of the coefficients w 1 , . . . , w n are negative, say w 1 < 0, . . . , w r < 0 and w r+1 ≥ 0, . . . , w n ≥ 0. Since wx = w 1 x 1 + . . . + w n x n ≥ t for any true point of h(x) and h(x) is monotone, each true point of h(x) satisfies w x ≥ t , where w = (0, . . . , 0, w r+1 , . . . , w n ) ≥ 0 and t = t − (w 1 + . . . + w r ). Since wx < t ⇒ w x < t for any binary x, it suffices to prove the lemma for w and t . Hence we may assume w.l.o.g. that all the n components of w are non-negative. Now we prove the lemma by induction on n with the trivial base n = 1.
For i ∈ {1, 2, . . . , n}, let h i = h| xi=0 denote the restriction of h on the hyperplane {x | x i = 0}. We split the proof into two cases. Case 1. Suppose that for some variable, say x 1 , we have h 1 (x 2 , x 3 , . . . , x n ) ≡ 0, i.e., h = x 1 q(y), where y = (x 2 , x 3 , . . . , x n ) and q(y) is some monotone Boolean function. Then min
Similarly, we have
which implies
where w = (w 2 , . . . , w n ). Since q ≡ 0, we have
ey by the induction hypothesis. Hence
ey.
Therefore,
ey, which in view of (3.1) completes the inductive proof for Case 1.
Case 2. Let us now assume that h i ≡ 0 for all i = 1, . . . , n. It is easy to see that
In particular,
Since h i ≡ 0, we can apply the inductive hypothesis to each h i to obtain the inequalities
ex, for i = 1, . . . , n. By multiplying the above inequalities by the non-negative weights w i and summing up the resulting bounds for all i, we obtain:
wherex is the complement of x, i.e.,x i = 1 − x i for all i. Let ω = w 1 + . . . + w n , then wx = ω − wx ≤ ω − t for all x ∈ min T (h). In addition, we have ω − t < wx for any point in the open half-space {x | wx < t}. Hence
If ω − t ≤ 0, then ω = t (since h = 0), and thus min T (h) contains exactly one point, from which the lemma follows. Otherwise we can cancel out the multiplicative factor ω − t and complete the proof. Note also that since H ⊆ F A,b is Sperner, we have
In addition, if X ∈ H d then X c contains no hyperedge of H and hence char(X c ) is a false point of h. It is easily seen that char(X c ) is a maximal false point of h, for otherwise X would not be a minimal transversal for H. Thus,
Ab implies that char(X c ) is infeasible for (1.1). In view of (3.4), this gives
where a i x ≥ b i is the ith inequality of (1.1). By (3.2) we can apply Lemma 1.3 to the monotone Boolean function h to obtain
4. Partial transversals. In this section, we prove Lemma 1.6 and Theorem 1.4.
4.1. Proof of Lemma 1.6. Let n = |V |, m = |A| ≥ 2 and p = |A ∩ |. We wish to show that
We prove the lemma by induction on k. Clearly, if k = 0, then the lemma holds for all n, since in this case the thresholdness condition (T) implies that all sets in A are pairwise disjoint and consequently, m ≤ n − k. Assume hence k ≥ 1.
For a vertex v ∈ V , let A v = {A \ {v} | A ∈ A, v ∈ A} be the sets in A that contain v, restricted to the base set V \ {v}. Next, let A 
where
be the union of all the (maximal) intersections in A ∩ . Note that in view of (T) we have s = max X∈A ∩ |X| ≤ k. Summing up the left-hand sides of inequalities (4.1) for all v ∈ V 2 we obtain:
Summing up the right-hand sides of the same inequalities over v ∈ V 2 we get
Since |X| = s for at least one set in A ∩ , we have |V 1 | ≤ n − s. To complete the inductive proof it remains to show that n − s ≤ (k + 1 − s)(n − k)p. This follows from the inequality n − s ≤ (k + 1 − s)(n − k).
Exponentially large
Sperner families with few maximal intersections. Let s be a positive integer, and let V be a finite set of n = 2 + 3s elements, consisting of two special vertices a, b and s disjoint sets V 1 , . . . , V s of size 3 each. Let us consider the hypergraph A with m = 2s + 3 s hyperedges of the following three types: Lemma 4.1. Let S = {S 1 , . . . , S α } and T = {T 1 , . . . , T β } be two non-empty multi-hypergraphs on an n-element vertex set V , such that
where k < n is a given threshold. Suppose that for any two distinct indices 1 ≤ i < j ≤ α, the intersection S i ∩ S j is contained in some hyperedge T l ∈ T . Then S is a Sperner hypergraph and
Proof. The fact that S is Sperner is trivial. Assume w.l.o.g. that T is also a Sperner hypergraph and that all the hyperedges of T have cardinality exactly k. Extend V by introducing two new vertices a l and b l for every T l ∈ T , and let A be the hypergraph obtained by adding to S two new sets T l ∪ {a l } and T l ∪ {b l } for each l = 1, . . . , β. The hypergraph A has m = α + 2β hyperedges and n = n + 2β vertices. It is easy to see that (A ) ∩ = T . Applying Lemma 1.6 with p = |(A ) ∩ | = β and k = k, we obtain m ≤ (n − k )p , which is equivalent to (4.2).
Proof of Theorem 1.4. Given a hypergraph A ⊆ 2
V on an n-element vertex set V , let φ : 2 V → 2 A be the monotone mapping which assigns to a set X ⊆ V the subset φ(X) ⊆ {1, 2, ..., m} of indices of all those hyperedges of A which are contained in X, i.e. φ(X) = {i | A i ⊆ X, 1 ≤ i ≤ m}. Note that for any two sets X, Y ⊆ V we have the identity
V be an arbitrary non-empty collection of k-transversals for A. To show that H satisfies inequality (1.3), consider the multi-hypergraph T = {φ(H Let the hypergraph
V . Consider the multi-hypergraph S = {φ(X 1 ), . . ., φ(X α )}. Note that X 1 , . . . , X α are (k + 1)-unions, and hence each hyperedge of S has size at least k + 1.
Let us now show that for any two distinct indices 1 ≤ i < j ≤ α, the intersection of the hyperedges φ(X i ) and φ(X j ) is contained in a hyperedge of T . In view of (4.3) we have to show that φ(X i ∩ X j ) is contained in some hyperedge of T . To this end, observe that H d ∩ A u k+1 is a Sperner hypergraph and hence X i ∩ X j is a proper subset of X i . However, A hypergraph A is called l-covering if every l points of the base set V belong to at least 2 hyperedges of A, or in other words to a maximal intersection A ∩ ∈ A ∩ . For l-covering hypergraphs (l ≤ k) the following inequality can be shown to hold:
Since every hypergraph is 0-covering, (4.4) is always at least as strong as Lemma 1.6. Let us next assume that |A| > k for all A ∈ A, while |B| ≤ s for all B ∈ A ∩ for some integers 0 ≤ s ≤ k < n. Then
In case k = s we get back again the statement of Lemma 1.6.
Finally, instead of pairwise intersections, let us consider r-wise intersections. Let A ∩ r denote the hypergraph of all maximal intersections of r distinct edges of a multi hypergraph A. Then for r ≥ 2 we can show that m ≤ p(n − k)(r − 1), (4.5) where p = |A ∩ r | and m = |A| ≥ r. In case r = 2 (4.5) coincides again with Lemma 1.6.
For further weighted generalizations of Lemma 1.6 we refer the interested reader to the technical report [7] .
5. Related set-families. The notion of frequent sets appears in the data-mining literature, see [1, 26] , and can be related naturally to the families considered above. More precisely, following a definition of [33] , given a (0, 1)-matrix and a threshold k, a subset of the columns is called frequent if there are at least k rows having a 1 entry in each of the corresponding positions. The problems of generating all maximal frequent sets and their duals, the so called minimal infrequent sets (for a given binary matrix) were proposed, and the complexity of the corresponding decision problems were asked in [33] . Results of [24] imply that it is NP-hard to determine whether a family of maximal frequent sets is incomplete, while our results prove that generating all minimal infrequent sets polynomially reduces to dualization.
Since the family A d k consists of all the minimal k-transversals to A, i.e. subsets of V which are disjoint from at most k hyperedges of A, the family A cd k consists of all the minimal subsets of V which are contained in at most k hyperedges of A. It is easy to recognize that these are the minimal infrequent sets in a matrix, the rows of which are the characteristic vectors of the hyperedges of A. Furthermore, the family A
consists of all the maximal subsets of V , which are supersets of at most k hyperedges of A.
Due to our results above, all these families can be generated e.g. in incremental quasi-polynomial time.
In the special case, if A is a quadratic set-family, i.e. if all hyperedges of A are of size 2, the family A can also be interpreted as the edge set of a graph G on vertex set V . Then, A d k c is also known as the family of the so called fairly independent sets of the graph G, i.e. all the vertex subsets which induce at most k edges (see [33] .)
As it was defined above, the family A u k consists of all the minimal k-unions of A, i.e. all minimal subsets of V which contain at least k hyperedges of A, and hence the family A cu k consists of all the minimal subsets which contain at least k hyperedges of A c . Thus, the family A cu k c consists of all the maximal k-intersections, i.e. maximal subsets of V which are subsets of at least k hyperedges of A. These sets can be recognized as the maximal frequent sets in a matrix, the rows of which are the characteristic vectors of the hyperedges of A. Finally, the family A u k c consists of all the maximal subsets of V which are disjoint from at least k hyperedges of A.
As it follows from the mentioned results (see e.g. [24] ), generating all hyperedges for each of these families is NP-hard , unless k (or |A| − k) is bounded by a constant.
6. General closing remarks. In this paper we considered the problems of generating all partial and all multiple transversals. Both problems are formally more general than dualization, but in fact both are polynomially equivalent to it because the corresponding pairs of hypergraphs are uniformly dual-bounded.
It might be tempting to look for a common generalization of these notions, and of these results. However, a natural attempt to combine partial and multiple transversals fails, e.g. generating all the minimal partial binary solutions to a system of inequalities Ax ≥ b is NP-hard, even if A is binary and b = (2, 2, ..., 2). To show this we can use arguments analogous to those of [23, 24] . Consider the well-known NP-hard problem of determining whether a given graph G = (V, E) contains an independent vertex set of size t, where t ≥ 2 is a given threshold. Introduce |V | + 1 binary variables x 0 and x v , v ∈ V , and write t inequalities x u + x v ≥ 2 for each edge e = (u, v) ∈ E, followed by the inequalities x 0 + x v ≥ 2, v ∈ V . It is easily seen that the characteristic vector of an edge e = (u, v) is a minimal binary solution satisfying at least t inequalities of the resulting system. Deciding whether there are other minimal binary solutions satisfying at least t inequalities of the system is equivalent to determining whether G has an independent set of size t.
