A Synthetic Aperture Radar (SAR) image is a two-dimensional projection of the radar reflectivity from a 3-dimensional object or scene. Stereoscopic SAR employs two SAR images from distinct flight paths that can be processed together to extract information of the third collapsed dimension (typically height) with some degree of accuracy. However, more than two SAR images of the same scene can similarly be processed to further improve height accuracy, and hence 3-dimensional position accuracy. This report shows how.
Introduction
This report presents a stereoscopic method for reconstructing 3-dimensional information from multiple aspect Synthetic Aperture Radar (SAR) images. Although stereo SAR is not a new idea, the potential accuracy (as compared with IFSAR) and the possibility of using more than two aspect images have apparently been overlooked. Recently, the extent to which accurate and precise height estimates that can be made using stereo techniques has been clearly demonstrated for SAR images obtained from two distinct flight paths. 1 By considering stereoscopy as the trigonometric problem of determining the approximate intersection of several rays, we have extended the earlier stereo SAR work. This report describes the geometry for stereo SAR, presents a derivation of the approximate target location obtained from multiple aspect SAR images, and provides an expression for the error covariances.
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Background
The basic SAR geometry is given in figure 1 . In this schematic, the symbol r c0 denotes the vector from the Motion Compensation Point (MCP) to the Antenna Phase Center (APC 0 ) at the aperture phase center, s is the vector from the MCP to the target location and m is the vector from the universal coordinate frame center to the MCP. The target vector in the universal coordinate frame is given by p=m+s. The SAR image formation process, however, projects a target to a different apparent location at approximately s′=s+s z q in the MCP reference frame, see figure 1. (A boldface variable denotes a vector.) The vector q, which is normalized to a unit target height, identifies the displacement of the apparent target location from its true target location. That is, the vector q=(s′-s)/s z describes the "layover" effect in SAR images, and is a function of the SAR data collection geometry. 1 For not-too-tall targets, especially near the scene center, q is approximately constant. It follows that q defines a line in space such that all targets, along the line, project to the same image point.
In practice, the measured image projection differs from the true projection. These errors arise from a variety of sources; a bias, m b , in the MCP position, random errors, m ε , in the MCP location, and a projection error, s ε ′, see figure 2. In the universal coordinate frame, the measured MCP is given by m+m b +m ε , and in the MCP reference frame, the measured image projection is given by s m ′=s′+s ε , see figure 2. The measured image projection in the universal reference frame, denoted L, may be written,
where m ε and s ε are mean zero random vectors (here and in the following we assume that the coordinate frame has been rotated to achieve an east-north-up alignment). Different image projections, L, and "layover" vectors, q, obtained from distinct flight trajectories constitute different aspect images, and can be used to estimate target location. If, in fact, all flight trajectories pass through the point APC 0 , then distributed clutter in the SAR images will exhibit similar (in fact coherent) speckle patterns thereby allowing displacement measurements of the clutter, too.
Multiple Aspect Stereo SAR
As mentioned in the preceding, the target may be located at any point (not too far from the focal plane) along the ray defined by the vector q, so the target location is not uniquely determined. One method for recovering the information needed to achieve uniqueness is called stereoscopy and usually involves the use of two pictures 3 ; our technique applies to two or more images. The basic arrangement for three images is depicted in figure 3 . The figure shows three image projections L 1 , L 2 , and L 3 , and three projecting unit vectors u 1 , u 2 , and u 3 . The unit vectors are taken in the opposite direction of the vectors q i , that is, u = −q i /|q i |, and the projecting rays, ignoring measurement errors for the moment, would intersect at the true target location. Our method may be applied to n image projections L i , i=1,…,n, and n projecting unit vectors u i , i=1,…,n.
One approach is to find the best approximate location provided by every pair of projecting rays, and compute an average over these approximations, a more seamless approach, however, is to find the points that minimize the sum of the square of the distances separating all pairs of rays. Towards this end, we introduce the baseline vectors, for every pair (i,j) i<j,
where L i =m i +m i,b +m i,ε +s i ′+s i,ε , and m i,b = m j,b , for all i and j, see equation (1) . The ray emanating from the point L i may be expressed as y i =L i +x i u i , 0≤ x i <∞, and the square of the distance separating two rays is given by
where || y || denotes the Euclidean norm of the vector y, y∈R n , and i<j, see figure 3 . The sum of the square of the distances between all pairs of rays is given by
Here, the sum is taken over all pairs (i,j) with 1≤i<j≤n. We may rewrite expression (4) as
where x≡(x 1 ,…,x n ) t , A i,j ≡ [0,…,0,u i ,0,…,-u j ,0,…,0], 0=(0,…,0) t , the superscript t denotes the transpose, and the brackets [v 1 ,…,v n ] designate a matrix with columns v 1 ,…,v n . The matrix A i,j has column vectors 0 for all columns except for the i th and j th columns, which are defined to be u i and -u j respectively.
A closed form for the minimum of expression (5) may be found by setting the gradient to zero,
Solving ∇ J(x) = 0, we find a necessary condition for the minimum,
where A = ∑ 1≤i<j≤n A i,j t A i,j , and c = ∑ 1≤i<j≤n A i,j t b i,j. It can be shown that J(x) is strictly convex, and if we assume that A is nonsingular then the unique global minimum is given by x = A -1 c . (We note that for the first pair of rays, if we set J 1 (x)= ||A 1,2 x -b 1,2 || 2 , so that ∇J 1 (x)= 2 A 1,2 t (A 1,2 x -b 1,2 ) ; we obtain a necessary condition for minimizing J 1 (x), namely A 1,2 t A 1,2 x = A 1,2 t b 1,2 . It follows that equation (7) is a generalization of the case involving one pair of aspect images.)
The vector x = A -1 c describes the set of points along the rays that minimize J(x), but the rays most likely will not intersect. A natural recourse is to choose the average of these points as an estimate of the target location, namely,
The vector y is an unbiased estimator for the location of the target, p.
To show that Ey equals the true target location we first compute the mean of the solution vector x,
, (see expression (2)), and Er i,j = 0. It follows that x is the solution to equation (7) when no errors are present. Next, we derive an expression for the mean of y,
The vector x minimizes J(x) in the absence of errors; but, the minimum in this case occurs only when all the rays intersect at the target p. It follows that p = L i + i x u i for all i, and Ey = n -1
The covariance matrix of y may be derived from the covariance matrix for x, setting
∑ 1≤i<j≤n A i,j t r i,j and Σ ≡ E(zz t ), we have, from equations (8), (10),
where U≡[u 1 ,…,u n ]. It follows that,
Assuming that the entries of UΣU t are of order n, it follows that the covariances are of order n -1 , in particular, the diagonal entries tend to zero, so the estimator y converges to Ey in mean. Finally, since Ey = p, we have arrived at the conclusion that y converges in mean to the true target location.
Summary & Conclusions
The preceding development clearly shows the following points.
• While stereo SAR utilizes two appropriately distinct SAR images to estimate target height, in fact more than two images (indeed an arbitrary number of multiple images) can be combined to improve the height estimate.
• Generally, more SAR images are better than fewer SAR images for better target height accuracy. The variance of the height estimate improves as the inverse of the number of images combined.
• Of course, better height accuracy also yields a better 3-D position accuracy.
