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1. Introduction
Alternating sign matrices and equivalent objects such as fully packed loop conﬁgurations, the six
vertex model and monotone triangles are nowadays a rich source for intriguing problems on which
combinatorialists can test their various enumeration methods. This article is another contribution in
this respect.
In [3] we gave a formula for the number of monotone triangles with prescribed bottom row.
Strikingly this formula involves shift operators which are applied to a simple multivariate polynomial.
It is an example of a new type of enumeration formula combinatorialists can possibly make use of
when answering their enumeration problems. Subsequently, our formula enabled us to give a new
proof of the reﬁned alternating sign matrix theorem [4], which was ﬁrst proved by Zeilberger [13].
Here, we present a second example of such an operator formula. This new formula gives the number
of halved monotone triangles with prescribed bottom row, a notion to be deﬁned below.
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516 I. Fischer / Journal of Combinatorial Theory, Series A 116 (2009) 515–538To keep the treatment self-contained, we recall the basic deﬁnitions. An alternating sign matrix is
a square matrix with 0s, 1s and −1s as entries such that the row- and column-sums are 1 and the
non-zero entries of each row and of each column alternate in sign. Thus,⎛
⎜⎜⎜⎜⎜⎜⎜⎝
0 0 0 1 0 0 0
0 1 0 −1 0 1 0
1 −1 0 1 0 −1 1
0 0 1 −1 1 0 0
0 1 −1 1 −1 1 0
0 0 1 −1 1 0 0
0 0 0 1 0 0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
is an alternating sign matrix. The fascinating story of alternating sign matrices [1] began when com-
binatorialists where confronted with a conjecture by Mills, Robbins and Rumsey [7,8], which states
that the number of n × n alternating sign matrices is given by the following simple formula
n−1∏
j=0
(3 j + 1)!
(n + j)! .
For a long time no one could explain this, until ﬁnally Zeilberger [12] came up with the ﬁrst proof.
Soon after another, shorter, proof was given by Kuperberg [5]. See also [4], where we have recently
presented a new proof of this result.
A monotone triangle is a triangular array (ai, j)1 jin of integers,
a1,1
a2,1 a2,2
a3,1 a3,2 a3,3
a4,1 a4,2 a4,3 a4,4
a5,1 a5,2 a5,3 a5,4 a5,5
. . . . . . . . . . . . . . . . . .
an,1 an,2 . . . . . . . . . . . . an,n
such that ai, j  ai−1, j  ai, j+1 and ai, j < ai, j+1 for all i, j. For instance,
4
2 6
1 4 7
1 3 5 7
1 2 4 6 7
1 2 3 5 6 7
1 2 3 4 5 6 7
is a monotone triangle with 7 rows. It corresponds to the alternating sign matrix above: in the matrix,
replace every entry with the sum of entries in the same column above, the entry itself included. The
result is a 0–1-matrix with one 1 in the ﬁrst row, two 1s in the second row etc. If one records the
columns of the 1s rowwise, one obtains the corresponding monotone triangle. It is not hard to see
that this establishes a bijection between monotone triangles with bottom row (1,2, . . . ,n) and n × n
alternating sign matrices.
Observe that the alternating sign matrix given above is symmetric with respect to the vertical
symmetry axis. This is not the case for all alternating sign matrices. In fact there only exist vertically
symmetric alternating sign matrices of odd size. (This follows from the fact that an alternating sign
matrix has always a unique 1 in its top row.) Kuperberg [6] showed that the number of vertically
symmetric (2n + 1) × (2n + 1) alternating sign matrices is given by
n!
(2n)!2n
n∏
j=1
(6 j − 2)!
(2n + 2 j − 1)! . (1.1)
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sign matrices translates into a symmetry of the corresponding monotone triangle: the replacement of
every entries e by 2n + 2 − e and the subsequent reﬂection along the vertical symmetry axis leaves
the monotone triangle invariant. Thus, in case of a vertically symmetric alternating sign matrix, it
suﬃces to “store” (a bit less than) half of the monotone triangle. In our example, this is the following
array:
2
1
1 3
1 2
1 2 3
1 2 3
Note that the middle column of a monotone triangle corresponding to a (2n+ 1) × (2n+ 1) vertically
symmetric alternating sign matrix consists solely of (n + 1)s and, consequently, we do not have to
store it.
These considerations led us to the following deﬁnition. A halved monotone triangle is a triangular
array (ai, j)1in,1 ji/2 of integers
a1,1
a2,1
a3,1 a3,2
a4,1 a4,2
a5,1 a5,2 a5,3
a6,1 a6,2 a6,3
which is monotone increasing in northeast and southeast direction and strictly increasing along rows,
that is ai+1, j  ai, j , ai, j  ai+1, j+1 and ai, j < ai, j+1 for all i, j. The bijection sketched above shows that
halved monotone triangles (ai, j)1i2n,1 ji/2 with bottom row (1,2, . . . ,n) such that no entry is
greater than n correspond to (2n + 1) × (2n + 1) vertically symmetric alternating sign matrices. We
are ready to state the main result of the paper.
Theorem 1. The number of halved monotone triangles with n rows, where no entry exceeds x and with bottom
row (k1, . . . ,kn/2), k1 < k2 < · · · < kn/2  x, is equal to( ∏
1p<q(n+1)/2
Ekp
(
E−1kp + E−1kq − id
)(
E−1kp + Ekq − id
)) ∏
1i< j(n+1)/2
(k j − ki)(2x+ 1− ki − k j)
( j − i)( j + i − 1)
if n is odd and equal to( ∏
1p<qn/2
Ekp
(
E−1kp + E−1kq − id
)(
E−1kp + Ekq − id
)) ∏
1i< jn/2
(k j − ki)(2x+ 2− ki − k j)
( j − i)( j + i)
×
n/2∏
i=1
x+ 1− ki
i
if n is even, where Ex denotes the shift operator, i.e. Exp(x) = p(x+1). In this formula, the product of operators
is the composition, and, since the shift operators with respect to different variables commute, we do not have
to specify the order in which they are applied.
We think that the following phenomenon is interesting, since it is in analogy to the situation for
ordinary monotone triangles, see [3]. If we consider “halved monotone triangles” which do not nec-
essarily have strict monotony along rows (the weak monotony follows from the other conditions),
the enumeration problem is signiﬁcantly easier. These objects are equivalent to shifted plane parti-
tions of trapezoidal shape with prescribed diagonal and were enumerated by Proctor [9, Prop. 4.1].
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(k1, . . . ,kn/2) is equal to∏
1i< j(n+1)/2
(k j − ki + j − i)(2x+ 2+ n − i − j − ki − k j)
( j − i)( j + i − 1)
if n is odd and equal to
∏
1i< jn/2
(k j − ki + j − i)(2x+ 2− i − j + n − ki − k j)
( j − i)( j + i)
n/2∏
i=1
x+ 1− i + n/2− ki
i
if n is even. Let β(n, x;k1, . . . ,kn/2) denote the number of these objects. Then, by Theorem 1, the
number of halved monotone triangles with n rows, where no entry exceeds x and with bottom row
(k1, . . . ,kn/2) is given by( ∏
1p<qn/2
(Ekp + Ekq − Ekp Ekq )
(
Ekp + E−1kq − Ekp E−1kq
))
β(n, x;k1, . . . ,kn/2).
This happens to be in perfect analogy to the situation for ordinary monotone triangles: the enumera-
tion formula for the objects with strict monotony along rows can be obtained by applying a product
of simple operators to the enumeration formula for the corresponding objects with weak monotony
along rows, the latter of which is a simple product formula.
Of course, one application of Theorem 1 would be to reprove Kuperberg’s formula (1.1) by eval-
uating the operator formula given in the theorem for even n at (k1,k2, . . . ,kn/2) = (1,2, . . . ,n/2),
see also Section 7. However, for this purpose, the operator formula in [3] could already be used:
(2n + 1) × (2n + 1) vertically symmetric alternating sign matrices correspond to (2n + 1) × (2n + 1)
horizontally symmetric alternating sign matrices and therefore to (ordinary) monotone triangles with
bottom row (1,3, . . . ,2n + 1).
The paper is organized as follows. We prove Theorem 1 in Sections 2–5. Our strategy is to ﬁrst
show the polynomiality of the formula, then compute its degree, and ﬁnally derive enough proper-
ties that characterize the polynomial. To be more precise, in Section 2, we introduce the recursion
underlying our enumeration formula for halved monotone triangles and show the polynomiality of
the formula. In Section 3, we deﬁne an operator, which is closely related to the recursion and prove a
number of lemmas on it. In Section 4, we derive a symmetry property of the polynomial. This and the
properties from Section 3 characterize the enumeration polynomial and are used to prove Theorem 1
in Section 5. In Section 6, we use our operator formulas to deduce a generating function for halved
monotone triangles as well as a generating function for ordinary monotone triangles. In Section 7,
we ﬁnally present a (to our knowledge conjectural) formula for a reﬁned enumeration of vertically
symmetric alternating sign matrices. Our operator formula seems to be a promising tool to prove this
formula.
2. A recursion and the polynomiality of the enumeration formula
For n  1 and k1 < k2 < · · · < kn/2  x, let γ (n, x;k1, . . . ,kn/2) denote the quantity we want
to compute, i.e. the number of halved monotone triangles with n rows, where the bottom row is
(k1,k2, . . . ,kn/2) and all entries are no greater than x. We deﬁne a summation operator for functions
f (l1, . . . , lm−1), where m  2 and (l1, . . . , lm−1) ∈ Zm−1, as follows. For given (k1, . . . ,km) ∈ Zm we
have
(k1,...,km)∑
(l1,...,lm−1)
:=
∑
(l1,...,lm−1)∈Zm−1,
k1l1k2···km−1lm−1km,li =li+1
, (2.1)
i.e. we sum over all strictly increasing sequences (l1, . . . , lm−1) such that ki  li  ki+1 for all i.
This operator is well-deﬁned for all strictly increasing sequences (k1, . . . ,km) ∈ Zm . After setting
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If n is even then
γ (n, x;k1, . . . ,kn/2) =
(k1,...,kn/2,x)∑
(l1,...,ln/2)
γ (n − 1, x; l1, l2, . . . , ln/2)
and if n is odd then
γ (n, x;k1, . . . ,k(n+1)/2) =
(k1,...,k(n+1)/2)∑
(l1,...,l(n−1)/2)
γ (n − 1, x; l1, . . . , l(n−1)/2).
We want to extend the interpretation of γ (n, x;k1, . . . ,kn/2) to arbitrary (k1, . . . ,kn/2) ∈ Zn/2 . For
this purpose, it suﬃces to extend the deﬁnition of (2.1) to arbitrary (k1, . . . ,km) ∈ Zm and then use
the recursions to deﬁne the generalization of γ . We use induction with respect to m. For m = 2, let
(k1,k2)∑
(l1)
a(l1) :=
k2∑
l1=k1
a(l1),
where here and in the following
∑b
i=a f (i) = −
∑a−1
i=b+1 f (i) if a > b. (Note that this implies∑a−1
i=a f (i) = 0. Moreover,
∑y
x=0 p(x) will be a polynomial in y if p(x) is a polynomial in x.) If m > 2
we deﬁne
(k1,...,km)∑
(l1,...,lm−1)
a(l1, . . . , lm−1)
:=
(k1,...,km−1)∑
(l1,...,lm−2)
km∑
lm−1=km−1+1
a(l1, . . . , lm−2, lm−1) +
(k1,...,km−2,km−1−1)∑
(l1,...,lm−2)
a(l1, . . . , lm−2,km−1).
Now it is also obvious that γ (n, x;k1, . . . ,kn/2) is a polynomial in (k1, . . . ,kn/2, x) for ﬁxed n.
This recursion can be used to compute γ (n, x;k1, . . . ,kn/2) for small values of n. For n =
1,2,3,4,5 this gives the following.
1, x− k1 + 1, 1
2
(2x+ 2− k1 − k2)(k2 − k1 + 1),
1
6
(x− k2 + 1)
(−k31 + 3xk21 + 6k21 − 2x2k1 + k22k1 − 10xk1 − 2xk2k1 − 2k2k1 − 11k1 + 2x2
− xk22 − 2k22 + 7x+ 2x2k2 + 6xk2 + 4k2
)
,
1
48
(
k22k
4
1 − k23k41 + 2xk41 − 2xk2k41 − 3k2k41 + 2xk3k41 + k3k41 + 2k41 − 8x2k31 − 4xk22k31
− 10k22k31 + 4xk23k31 + 10k23k31 − 28xk31 + 8x2k2k31 + 32xk2k31 + 30k2k31 − 8x2k3k31 − 24xk3k31
− 10k3k31 − 20k31 − k42k21 + k43k21 + 8x3k21 + 4xk32k21 + 6k32k21 − 4xk33k21 − 2k33k21 + 60x2k21
+ 12xk22k21 + 24k22k21 − 24xk23k21 − 36k23k21 + 122xk21 − 8x3k2k21 − 60x2k2k21 − 138xk2k21
− 99k2k21 + 8x3k3k21 + 60x2k3k21 + 102xk3k21 + 37k3k21 + 70k21 + 2xk42k1 + 5k42k1 − 2xk43k1
− 5k43k1 − 24x3k1 − 8x2k32k1 − 32xk32k1 − 30k32k1 + 8x2k33k1 + 24xk33k1 + 10k33k1 − 124x2k1
+ 8x3k22k1 + 36x2k22k1 + 42xk22k1 + 29k22k1 − 8x3k23k1 − 12x2k23k1 + 42xk23k1 + 31k23k1
− 152xk1 + 16x3k2k1 + 96x2k2k1 + 140xk2k1 + 48k2k1 − 32x3k3k1 − 144x2k3k1 − 136xk3k1
− 36k3k1 − 52k1 − 4xk42 − 6k42 − k22k43 + 2xk43 + 2xk2k43 + 3k2k43 + 4k43 + 16x2k32 + 48xk32
+ 28k32 − 8x2k33 + 4xk22k33 + 2k22k33 − 20xk33 − 8x2k2k33 − 16xk2k33 − 6k2k33 − 8k33 − 16x3k22
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− 22xk23 + 8x3k2k23 + 12x2k2k23 − 6xk2k23 + 15k2k23 − 4k23 + 32x2k2 + 96xk2 + 44k2 − 2xk42k3
− k42k3 + 24x3k3 + 8x2k32k3 + 16xk32k3 + 6k32k3 + 92x2k3 − 8x3k22k3 − 36x2k22k3 − 42xk22k3
− 13k22k3 + 56xk3 + 16x3k2k3 + 48x2k2k3 − 4xk2k3 − 12k2k3 + 8k3
)
.
This data suggests that the degree of γ (n, x;k1, . . . ,kn/2) in ki is always n − 1. That this is indeed
the case will be shown in the following section. However, this comes by surprise because of the
following: suppose that a(l1, . . . , lm−1) is a polynomial of degree R in every li . Then the degree of
(k1,...,km)∑
(l1,...,lm−1)
a(l1, . . . , lm−1)
in ki could be as high as 2R+2 (e.g. a(l1, . . . , lm−1) =∏m−1i=1 lRi ). This estimation provides (by induction
with respect to n) a bound of 2n+1 − 2 for the degree of γ (n, x;k1, . . . ,kn/2) in ki .
3. An operator related to the recursion
Most of the deﬁnitions and lemmas in this section are taken from [3]. The shift operator Ex is
deﬁned as Exp(x) = p(x+1) and the difference operator Δx is deﬁned as Ex − id. The swapping operator
Sx,y is deﬁned as Sx,y f (x, y) = f (y, x).
Note that the shift operator Ex is invertible as an operator over C[x], whereas the difference op-
erator Δx is not, since it decreases the degree of a polynomial. In the following, we will consider
rational functions in shift operators and thus we need a lemma in order to show that the inverses
of our denominators exist. (The lemma is a generalization of [3, Lemma 1].) For the statement of the
lemma we need the following observation. Let
p(X1, . . . , Xn) =
∑
(i1,...,in)∈(Z0)n
ai1,...,in X
i1
1 · · · Xinn
be a formal power series in (X1, . . . , Xn) over C and G(k1, . . . ,kn) be a polynomial in (k1, . . . ,kn)
over C. We deﬁne
p(Δk1 , . . . ,Δkn )G(k1, . . . ,kn) :=
∑
(i1,...,in)∈(Z0)n
ai1,...,inΔ
i1
k1
· · ·Δinkn G(k1, . . . ,kn).
This is a ﬁnite sum and thus well-deﬁned since Δd+1ki G(k1, . . . ,kn) = 0 if degki G(k1, . . . ,kn) = d.
Lemma 1. Let p(X1, . . . , Xn) be a formal power series in (X1, . . . , Xn) over C with non-zero constant term.
Then p(Δk1 , . . . ,Δkn ) is invertible as an operator over C[k1, . . . ,kn], i.e. there exists a formal power series
q(X1, . . . , Xn) with
p(Δk1 , . . . ,Δkn )q(Δk1 , . . . ,Δkn )F (k1, . . . ,kn) = q(Δk1 , . . . ,Δkn )p(Δk1 , . . . ,Δkn )F (k1, . . . ,kn)
= F (k1, . . . ,kn)
for all polynomials F (k1, . . . ,kn). Moreover
degki1 ,...,kim G(k1, . . . ,kn) = degki1 ,...,kim p(Δk1 , . . . ,Δkn )G(k1, . . . ,kn)
= degki1 ,...,kim q(Δk1 , . . . ,Δkn )G(k1, . . . ,kn)
for all (i1, i2, . . . , im) with 1 i1 < i2 < · · · < im  n, where degki1 ,...,kim G(k1, . . . ,kn) denotes the degree of
G(k1, . . . ,kn) as a polynomial in (ki1 , . . . ,kim ).
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bra of formal power series over C if (and only if) p(X1, . . . , Xn) has a non-zero constant term. This is
because p(X1, . . . , Xn)q(X1, . . . , Xn) = 1 is equivalent to a0,...,0b0,...,0 = 1 and∑
(i1,...,in),( j1,..., jn)∈(Z0)n
(i1,...,in)+( j1,..., jn)=(r1,...,rn)
ai1,...,inb j1,..., jn = 0
for (r1, . . . , rn) = (0, . . . ,0), where
p(X1, . . . , Xn) =
∑
( j1,..., jn)∈(Z0)n
a j1,..., jn X
j1
1 · · · X jnn
and
q(X1, . . . , Xn) =
∑
( j1,..., jn)∈(Z0)n
b j1,..., jn X
j1
1 · · · X jnn .
By assumption a0,...,0 = 0 and, consequently, the equations allow us to determine the coeﬃcients
br1,...,rn by induction with respect to r1 +· · ·+ rn . The assertion about the degree follows from the fact
that
degki1 ,...,kim p(Δk1 , . . . ,Δkn )G(k1, . . . ,kn)
 degki1 ,...,kim G(k1, . . . ,kn)
= degki1 ,...,kim q(Δk1 , . . . ,Δkn )p(Δk1 , . . . ,Δkn )G(k1, . . . ,kn)
 degki1 ,...,kim p(Δk1 , . . . ,Δkn )G(k1, . . . ,kn). 
We deﬁne Vx,y = (id+E yΔx) = Ex + ΔxΔy . In the following lemma we will see why this opera-
tor is of signiﬁcance for the recursion underlying γ (n, x;k1, . . . ,kn/2). (The lemma is equivalent to
[3, Lemma 2].) It will be used for showing that the degree of γ (n, x;k1, . . . ,kn/2) is no greater than
n − 1 in every ki .
Lemma 2. Let a(x, y) be a polynomial in x and y which is of degree no greater than R in each of x and y.
Moreover, assume that (id+Sx,y)Vx,ya(x, y) is of degree no greater than R as a polynomial in x and y, i.e.
a linear combination of monomials xm yn with m + n R. Then
(k1,k2,k3)∑
(x,y)
a(x, y) =
k2∑
x=k1
k3∑
y=k2
a(x, y) − a(k2,k2) (3.1)
is of degree no greater than R + 2 in k2 . Moreover, if (id+Sx,y)Vx,ya(x, y) = 0 then the degree of (3.1) in k2
is no greater than R + 1.
Proof. First note that, by Lemma 1, Vx,y + V y,x = 2 id+Δx + Δy + 2ΔxΔy is invertible. Thus
(id+Sx,y) Vx,y
Vx,y + V y,x +
V y,x
Vx,y + V y,x (id−Sx,y) = id, (3.2)
since Vx,y + V y,x and Sx,y commute. Moreover,
(id+Sx,y) Vx,y
Vx,y + V y,x a(x, y) =
1
Vx,y + V y,x (id+Sx,y)Vx,ya(x, y).
By Lemma 1, the degree of this expression in x and y is equal to the degree of (id+Sx,y)Vx,ya(x, y)
in x and y and the expression vanishes if and only if (id+Sx,y)Vx,ya(x, y) vanishes. Thus, by (3.2), it
suﬃces to show that the degree of
(k1,k2,k3)∑
(x,y)
V y,x
Vx,y + V y,x (id−Sx,y)a(x, y)
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be reduced to showing the following: if we deﬁne b(x, y) = V y,x(id−Sx,y)
(x
p
)(y
q
)
, then it suﬃces to
show that the degree of
∑(k1,k2,k3)
(x,y) b(x, y) in k2 is no greater than max(p,q) + 1. In order to do so,
observe that
b(x, y) = V y,x(id−Sx,y)
(
x
p
)(
y
q
)
=
(
x
p
)(
y
q
)
−
(
x
q
)(
y
p
)
+
(
x+ 1
p
)(
y
q − 1
)
−
(
x+ 1
q
)(
y
p − 1
)
.
Therefore, and by the summation formula
b∑
x=a
(
x
n
)
=
b∑
x=a
(
x+ 1
n + 1
)
−
(
x
n + 1
)
=
(
b + 1
n + 1
)
−
(
a
n + 1
)
,
we have
k2∑
x=k1
k3∑
y=k2
b(x, y) − b(k2,k2) =
((
k2 + 1
p + 1
)
−
(
k1
p + 1
))((
k3 + 1
q + 1
)
−
(
k2
q + 1
))
−
((
k2 + 1
q + 1
)
−
(
k1
q + 1
))((
k3 + 1
p + 1
)
−
(
k2
p + 1
))
+
((
k2 + 2
p + 1
)
−
(
k1 + 1
p + 1
))((
k3 + 1
q
)
−
(
k2
q
))
−
((
k2 + 2
q + 1
)
−
(
k1 + 1
q + 1
))((
k3 + 1
p
)
−
(
k2
p
))
−
(
k2 + 1
p
)(
k2
q − 1
)
+
(
k2 + 1
q
)(
k2
p − 1
)
.
If we repeatedly apply the identity(
n
k
)
=
(
n − 1
k
)
+
(
n − 1
k − 1
)
to this expression, we ﬁnally see that this is a polynomial in k2 of degree no greater than
max(p,q) + 1. 
In order to use this lemma to compute the degree of γ (n, x;k1, . . . ,kn/2) in every ki , we need
to show that (id+Ski ,ki+1 )Vki ,ki+1γ (n, x;k1, . . . ,kn/2) = 0 for all i. This will be a consequence of the
following lemma, which implies that
(id+Ski ,ki+1 )Vki ,ki+1
(
(k1,...,km)∑
(l1,...,lm−1)
a(l1, . . . , lm−1)
)
is expressible as a certain sum of
(id+Sli−1,li )Vli−1,li a(l1, . . . , lm−1)
and
(id+Sli ,li+1 )Vli ,li+1a(l1, . . . , lm−1).
It is yet another result, which manifests the connection of Vx,y and the recursion. The lemma is
Lemma 3 of [3] and we omit its proof here. In order to simplify the statement we use the following
notation: Tx,y = (id+Sx,y)Vx,y .
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g(k1,k2,k3,k4) =
(k1,k2,k3,k4)∑
(l1,l2,l3)
f (l1, l2, l3).
Then
Tk2,k3 g(k1,k2,k3,k4)
= −1
2
( k3∑
l1=k2+1
k3∑
l2=k2+1
k4∑
l3=k2
Tl1,l2 f (l1, l2, l3) +
k2+1∑
l1=k1
k3−1∑
l2=k2
k3−1∑
l3=k2
Tl2,l3 f (l1, l2, l3)
)
+ 1
2
( k3−1∑
l1=k2
k3−1∑
l2=k2
Δl2 (id+El1 )Tl1,l2 f (l1, l2,k2) −
k3−1∑
l2=k2
k3−1∑
l3=k2
Δl2 (id+El3 )Tl2,l3 f (k2 + 1, l2, l3)
)
+ 1
2
(
Tl1,l2 f (l1, l2,k2 + 1)|(l1,l2)=(k2,k2) − Tl1,l2 f (l1, l2,k3 + 1)|(l1,l2)=(k2,k2)
+ Tl2,l3 f (k2, l2, l3)|(l2,l3)=(k2,k2) − Tl2,l3 f (k3, l2, l3)|(l2,l3)=(k2,k2)
)
− Tl1,l2 f (l1, l2,k2 + 1)|(l1,l2)=(k2,k3) − Tl2,l3 f (k2, l2, l3)|(l2,l3)=(k2,k3).
Moreover, for a function h(l1, l2) on Z2 ,
Tk1,k2
(k1,k2,k3)∑
(l1,l2)
h(l1, l2) = −1
2
k2−1∑
l1=k1
k2−1∑
l2=k1
Tl1,l2h(l1, l2).
This proves the assertion preceding the lemma for m = 3,4. For m = 2 observe that
(id+Sk1,k2 )Vk1,k2
(k1,k2)∑
(l1)
a(l1) = (id+Sk1,k2 )
( k2∑
l1=k1
a(l1) − a(k1)
)
=
k2∑
l1=k1+1
a(l1) +
k1∑
l2=k2+1
a(l1) = 0.
In order to use Lemma 3 to prove the assertion for m 5, we need a merging rule for (2.1). Let f (x, z)
be a function on Z2. Then the operator I yx,z is deﬁned as follows.
I yx,z f (x, z) = f (y − 1, y) + f (y, y + 1) − f (y − 1, y + 1) = Vx,z f (x, z)|(x=y−1,z=y).
Using this operator, we have
(k1,...,km)∑
(l1,...,lm−1)
a(l1, . . . , lm−1) = Iki−1w,x Iki+2y,z
(k1,...,ki−2,w)∑
(l1,...,li−2)
(x,ki ,ki+1,y)∑
(li−1,li ,li+1)
(z,ki+3,...,lm−1)∑
(li+2,...,ln)
a(l1, . . . , lm−1) (3.3)
and this enables one to prove the assertion for m 5. (For details see [3, Section 4].)
After noting that (id+Sx,y)g(x, y) = 0 if and only if g(x, y) is antisymmetric in x and y, we ﬁnally
obtain the following.
Corollary 1. Suppose a(l1, . . . , lm−1) is a function on Zm−1 such that Vli ,li+1a(l1, . . . , lm−1) is antisymmetric
in li and li+1 for all i. Then
Vki ,ki+1
(
(k1,...,km)∑
(l1,...,lm−1)
a(l1, . . . , lm−1)
)
is antisymmetric in ki and ki+1 for all i.
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We apply the results from the previous section to γ (n, x;k1, . . . ,kn/2): Corollary 1 implies by
induction with respect to n that Vki ,ki+1γ (n, x;k1, . . . ,kn/2) is antisymmetric in ki and ki+1 for all i.
Lemma 2 and the merging rule (3.3) then imply by induction with respect to n that the degree of
γ (n, x;k1, . . . ,kn/2) in ki is no greater than n − 1. We summarize this in the following lemma.
Lemma 4. For n  1, γ (n, x;k1, . . . ,kn/2) is a polynomial of degree no greater than n − 1 in every ki .
Furthermore, Vki ,ki+1γ (n, x;k1, . . . ,kn/2) is antisymmetric in ki and ki+1 for all i.
It will be shown that the properties from the previous lemma together with the property in the
following lemma characterize γ up to a multiplicative rational constant.
Lemma 5. If n is even then
γ (n, x;k1, . . . ,kn/2−1,kn/2) = −γ (n, x;k1, . . . ,kn/2−1,2x+ 2− kn/2)
and if n is odd then
γ (n, x;k1, . . . ,k(n−1)/2,k(n+1)/2) = γ (n, x;k1, . . . ,k(n−1)/2,2x+ 1− k(n+1)/2).
In order to prove this lemma, we need another lemma.
Lemma 6. (1) Let f (l1) be such that f (l1) = − f (2x + 2 − l1) for all l1 ∈ Z and deﬁne g(k1,k2) =∑k2
l1=k1 f (l1). Then g(k1,k2) = g(k1,2x+ 1− k2) for all k1,k2 ∈ Z.
(2) Let f (l1, l2) be such that f (l1, l2) = f (l1,2x+ 1− l2) for all l1, l2 ∈ Z and
(id+Sl1,l2 )Vl1,l2 f (l1, l2) = 0.
Deﬁne
g(k1,k2) =
(k1,k2,x)∑
(l1,l2)
f (l1, l2) =
k2∑
l1=k1
x∑
l2=k2
f (l1, l2) − f (k2,k2).
Then g(k1,k2) = −g(k1,2x+ 2− k2) for all k1,k2 ∈ Z.
Proof. (1) By deﬁnition,
g(k1,2x+ 1− k2) =
2x+1−k2∑
l1=k1
f (l1) =
k2∑
l1=k1
f (l1) +
2x+1−k2∑
l1=k2+1
f (l1).
The assertion follows since
∑2x+1−k2
l1=k2+1 f (l1) = 0. This is because
2x+1−k2∑
l1=k2+1
f (l1) =
2x+1−k2∑
l1=k2+1
− f (2x+ 2− l1) = −
2x+1−k2∑
l1=k2+1
f (l1).
(2) Observe that
g(k1,2x+ 2− k2)
=
2x+2−k2∑
l1=k1
x∑
l2=2x+2−k2
f (l1, l2) − f (2x+ 2− k2,2x+ 2− k2)
=
k2∑
l =k
x∑
l =2x+2−k
f (l1, l2) +
2x+2−k2∑
l =k +1
x∑
l =2x+2−k
f (l1, l2) − f (2x+ 2− k2,2x+ 2− k2)
1 1 2 2 1 2 2 2
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k2∑
l1=k1
x∑
l2=2x+2−k2
f (l1,2x+ 1− l2) − 1
2
2x+2−k2∑
l1=k2+1
2x+1−k2∑
l2=x+1
f (l1, l2) − 1
2
2x+2−k2∑
l1=k2+1
2x+1−k2∑
l2=x+1
f (l1, l2)
− f (2x+ 2− k2,2x+ 2− k2)
=
k2∑
l1=k1
k2−1∑
l2=x+1
f (l1, l2) − 1
2
2x+2−k2∑
l1=k2+1
2x+1−k2∑
l2=x+1
f (l1, l2) − 1
2
2x+2−k2∑
l1=k2+1
2x+1−k2∑
l2=x+1
f (l1,2x+ 1− l2)
− f (2x+ 2− k2,2x+ 2− k2)
= −
k2∑
l1=k1
x∑
l2=k2
f (l1, l2) − 1
2
2x+2−k2∑
l1=k2+1
2x+1−k2∑
l2=x+1
f (l1, l2) − 1
2
2x+2−k2∑
l1=k2+1
x∑
l2=k2
f (l1, l2)
− f (2x+ 2− k2,2x+ 2− k2)
= −
k2∑
l1=k1
x∑
l2=k2
f (l1, l2) − 1
2
2x+2−k2∑
l1=k2+1
2x+1−k2∑
l2=k2
f (l1, l2) − f (2x+ 2− k2,2x+ 2− k2). (4.1)
Moreover, we have E−1x (id+Sx,y)Vx,y = (id+E y E−1x Sx,y)(id+E−1x ΔxΔy) and, therefore,(
id+El2 E−1l1 Sl1,l2
)(
id+E−1l1 Δl1Δl2
)
f (l1, l2) = 0.
This implies that
2x+2−k2∑
l1=k2+1
2x+1−k2∑
l2=k2
(
id+E−1l1 Δl1Δl2
)
f (l1, l2) = 0,
since
2x+2−k2∑
l1=k2+1
2x+1−k2∑
l2=k2
(
id+E−1l1 Δl1Δl2
)
f (l1, l2) =
2x+2−k2∑
l1=k2+1
2x+1−k2∑
l2=k2
−El2 E−1l1 Sl1,l2
(
id+E−1l1 Δl1Δl2
)
f (l1, l2)
= −
2x+1−k2∑
l1=k2
2x+2−k2∑
l2=k2+1
Sl1,l2
(
id+E−1l1 Δl1Δl2
)
f (l1, l2)
= −
2x+1−k2∑
l2=k2
2x+2−k2∑
l1=k2+1
(
id+E−1l1 Δl1Δl2
)
f (l1, l2).
Thus, (4.1) is equal to
−
k2∑
l1=k1
x∑
l2=k2
f (l1, l2) + 1
2
2x+2−k2∑
l1=k2+1
2x+1−k2∑
l2=k2
E−1l1 Δl1Δl2 f (l1, l2) − f (2x+ 2− k2,2x+ 2− k2)
= −
k2∑
l1=k1
x∑
l2=k2
f (l1, l2) − 1
2
f (2x+ 2− k2,2x+ 2− k2) + 1
2
f (k2,k2) − 1
2
f (2x+ 2− k2,k2)
− 1
2
f (k2,2x+ 2− k2). (4.2)
Next observe that
0 = ((id+Sl1,l2 )Vl1,l2 f (l1, l2))∣∣(l1,l2)=(k2−1,2x+1−k2)
= f (k2 − 1,2x+ 1− k2) + f (k2,2x+ 2− k2) − f (k2 − 1,2x+ 2− k2)
+ f (2x+ 1− k2,k2 − 1) + f (2x+ 2− k2,k2) − f (2x+ 1− k2,k2).
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1
2
f (k2 − 1,2x+ 1− k2) + 1
2
f (2x+ 1− k2,k2 − 1) − 1
2
f (k2 − 1,2x+ 2− k2)
− 1
2
f (2x+ 1− k2,k2)
and, consequently, (4.2) is equal to
−
k2∑
l1=k1
x∑
l2=k2
f (l1, l2) + f (k2,k2)
− 1
2
(
f (2x+ 2− k2,2x+ 2− k2) + f (k2,k2) − f (k2 − 1,2x+ 1− k2)
− f (2x+ 1− k2,k2 − 1) + f (k2 − 1,2x+ 2− k2) + f (2x+ 1− k2,k2)
)
= −
k2∑
l1=k1
x∑
l2=k2
f (l1, l2) + f (k2,k2)
− 1
2
(
f (2x+ 2− k2,2x+ 2− k2) + f (k2,k2) − f (k2 − 1,k2) − f (2x+ 1− k2,2x+ 2− k2)
+ f (k2 − 1,k2 − 1) + f (2x+ 1− k2,2x+ 1− k2)
)
. (4.3)
Finally,
0 = ((id+Sl1,l2 )Vl1,l2 f (l1, l2))∣∣(l1,l2)=(l,l) = 2( f (l, l) + f (l + 1, l + 1) − f (l, l + 1))
implies that (4.3) is equal to −g(k1,k2). 
Proof of Lemma 5. We use induction with respect to n. For n = 2 the assertion is easy to check. We
assume that n 3 and ﬁrst consider the case that n is odd. By the recursion, it suﬃces to show that
(k1,...,k(n−1)/2,k(n+1)/2)∑
(l1,...,l(n−1)/2)
γ (n − 1, x; l1, . . . , l(n−1)/2)
=
(k1,...,k(n−1)/2,2x+1−k(n+1)/2)∑
(l1,...,l(n−1)/2)
γ (n − 1, x; l1, . . . , l(n−1)/2). (4.4)
By the induction hypothesis and by Lemma 6 (1) we know that
(k′′
(n−1)/2,k(n+1)/2)∑
(l(n−1)/2)
γ (n − 1, x; l1, . . . , l(n−1)/2) =
(k′′
(n−1)/2,2x+1−k(n+1)/2)∑
(l(n−1)/2)
γ (n − 1, x; l1, . . . , l(n−1)/2).
The assertion follows, since the left-hand side of (4.4) is equal to
I
k′
(n−1)/2,k′′(n−1)/2
k(n−1)/2
(k1,...,k′(n−1)/2)∑
(l1,...,l(n−3)/2))
(k′′
(n−1)/2,k(n+1)/2)∑
(l(n−1)/2)
γ (n − 1, x; l1, . . . , l(n−1)/2)
and the right-hand side of (4.4) is equal to
I
k′
(n−1)/2,k′′(n−1)/2
k(n−1)/2
(k1,...,k′(n−1)/2)∑
(l1,...,l(n−3)/2)
(k′′
(n−1)/2,2x+1−k(n+1)/2)∑
(l(n−1)/2)
γ (n − 1, x; l1, . . . , l(n−1)/2).
In the case that n is even, Lemma 6 (2) is used in a similar way. 
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By Lemma 4, we know that Vki ,ki+1γ (n, x;k1, . . . ,kn/2) is antisymmetric in ki and ki+1 for all i.
Although the operators Vki ,ki+1 commute for different i, this clearly does not imply that
Vk1,k2Vk2,k3 . . . Vkn/2−1,kn/2γ (n, x;k1, . . . ,kn/2)
is antisymmetric in (k1,k2, . . . ,kn/2). However, it is not hard to see that( ∏
1p<qn/2
Vkp ,kq
)
γ (n, x;k1, . . . ,kn/2) (5.1)
is antisymmetric in (k1,k2, . . . ,kn/2). This is a consequence of the following lemma, which general-
izes [3, Lemma 4]. The proof is analogous to the proof of [3, Lemma 4] and thus we omit it here.
Lemma 7. Let Wx,y be an operator in x and y, which is invertible as an operator over C[x, y], and assume
that Wx1,y1Wx2,y2 = Wx2,y2Wx1,y1 for all x1, x2, y1, y2 . Moreover, let a(k1, . . . ,km) be a polynomial in
(k1, . . . ,km). Then Wki ,ki+1a(k1, . . . ,km) is antisymmetric in ki and ki+1 for all i if and only if( ∏
1p<qm
Wkp ,kq
)
a(k1, . . . ,km)
is antisymmetric in (k1, . . . ,km).
We denote the polynomials in (5.1) by γ ∗(n, x;k1, . . . ,kn/2) and list them for n = 1,2,3,4,5.
1, x− k1 + 1, 1
2
(2x+ 1− k1 − k2)(k2 − k1),
1
6
(k2 − k1)
(
2x3 − 3k1x2 − 3k2x2 + 6x2 + k21x+ k22x− 6k1x+ 4k1k2x− 6k2x+ 12x+ k21 − k1k22
+ k22 − 6k1 − k21k2 + 4k1k2 − 6k2 + 11
)
,
1
48
(k2 − k1)(k3 − k1)(k3 − k2)
(
8x3 − 8k1x2 − 8k2x2 − 8k3x2 + 12x2 + 2k21x+ 2k22x+ 2k23x
− 8k1x+ 6k1k2x− 8k2x+ 6k1k3x+ 6k2k3x− 8k3x+ 30x+ k21 − k1k22 + k22 − k1k23 − k2k23
+ k23 − 10k1 − k21k2 + 3k1k2 − 10k2 − k21k3 − k22k3 + 3k1k3 − 2k1k2k3 + 3k2k3 − 10k3 + 25
)
Although this list is shorter than the analog list for γ (n, x;k1, . . . ,kn/2) (this is due to the factor∏
1i< jn/2(k j − ki), which is a consequence of the antisymmetry of the polynomial), it is still
hard to guess the general pattern of γ ∗ . Thus we will apply a further operator to γ ∗ , in order to
obtain a polynomial which factorizes into linear factors over Q and for which it is easy to recognize
a pattern. This operator will have the property that it does not destroy the antisymmetry of the
polynomial but restores the symmetry property of γ given in Lemma 5. In the end, the fact that our
operators are invertible will allow us to “divide” and give a formula for γ itself.
The next lemma shows that the application of an operator, which is a symmetric polynomial in
the shift operators, to an antisymmetric polynomial retains the antisymmetry.
Lemma 8. Let a(k1, . . . ,km) be a polynomial that is antisymmetric in (k1, . . . ,km) and p(X1, . . . , Xm) be a
polynomial in X1, X
−1
1 , X2, X
−1
2 , . . . , Xm, X
−1
m , which is symmetric in (X1, . . . , Xm). Then
p(Ek1 , . . . , Ekm )a(k1, . . . ,km) is antisymmetric in (k1, . . . ,km).
Proof. Let σ ∈ Sm be a permutation and p(X1, . . . , Xm) =∑(i1,...,im) ci1,...,im Xi11 · · · Ximm . The symmetry
of p(X1, . . . , Xm) implies that ci1,...,im = ciσ(1),...,iσ(m) . Thus
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∑
(i1,...,im)
ci1,...,im E
i1
k1
· · · Eimkma(k1, . . . ,km)
=
∑
(i1,...,im)
ci1,...,ima(k1 + i1, . . . ,km + im)
= sgnσ
∑
(i1,...,im)
ci1,...,ima(kσ(1) + iσ(1), . . . ,kσ(m) + iσ(m))
= sgnσ
∑
(i1,...,im)
ciσ(1),...,iσ(m)a(kσ(1) + iσ(1), . . . ,kσ(m) + iσ(m))
= sgnσ
∑
(i1,...,im)
ci1,...,ima(kσ(1) + i1, . . . ,kσ(m) + im)
= sgnσ (p(El1 , . . . , Elm )a(l1, . . . , lm))∣∣(l1,...,lm)=(kσ(1),...,kσ(m)). 
In the following lemma we identify operators whose application do not destroy symmetry proper-
ties of the type given in Lemma 5.
Lemma 9. Let a(k1, . . . ,km) be a polynomial such that
a(k1, . . . ,km) = σ · a(k1, . . . ,km−1,d − km)
for σ ,d ∈ R and p(X1, . . . , Xm) be a polynomial in X1, X−11 , X2, X−12 , . . . , Xm, X−1m such that
p(X1, . . . , Xm) = p
(
X1, . . . , Xm−1, X−1m
)
.
Set b(k1, . . . ,km) = p(Ek1 , . . . , Ekm )a(k1, . . . ,km). Then we have
b(k1, . . . ,km) = σ · b(k1, . . . ,km−1,d − km)
as well.
Proof. Let p(X1, . . . , Xm) = ∑(i1,...,im) ci1,...,im Xi11 · · · Ximm . By assumption ci1,...,im−1,im = ci1,...,im−1,−im .
Therefore,
p(Ek1 , . . . , Ekm )a(k1, . . . ,km) =
∑
(i1,...,im)
ci1,...,ima(k1 + i1, . . . ,km + im)
= σ ·
∑
(i1,...,im)
ci1,...,ima(k1 + i1, . . . ,km−1 + im−1,d − km − im)
= σ ·
∑
(i1,...,im)
ci1,...,im−1,−ima(k1 + i1, . . . ,km−1 + im−1,d − km − im)
= σ ·
∑
(i1,...,im)
ci1,...,ima(k1 + i1, . . . ,km−1 + im−1,d − km + im)
= σ · (p(El1 , . . . , Elm )a(l1, . . . , lm))∣∣(l1,...,lm)=(k1,...,km−1,d−km). 
The previous two lemmas suggest to look for an operator p(Ek1 , . . . , Ekn/2 ), which is, on the one
hand, symmetric in (k1, . . . ,kn/2) and, on the other hand, has the property that the composition
p(Ek1 , . . . , Ekn/2)
( ∏
1p<qn/2
(id+EkqΔkp )
)
is invariant under the replacement of Ekn/2 by E
−1
k . This is accomplished in the following lemma.n/2
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1p<qn/2
(id+EkqΔkp )E−1kp
(
id+E−1kq Δkp
))
γ (n, x;k1, . . . ,kn/2)
is antisymmetric in (k1, . . . ,kn/2). Moreover, if n is odd then the polynomial is invariant under the replace-
ment of ki by 2x + 1 − ki and if n is even then the replacement of ki by 2x + 2 − ki only changes the sign of
the polynomial.
Proof. By Lemma 7,( ∏
1p<qn/2
(id+EkqΔkp )
)
γ (n, x;k1, . . . ,kn/2)
is antisymmetric in (k1, . . . ,kn/2). Lemma 8 and the fact that∏
1p<qn/2
X−1p
(
1+ X−1q (Xp − 1)
)= ∏
1p<qn/2
(
X−1p + X−1q − X−1p X−1q
)
is symmetric in (X1, . . . , Xn/2) imply that the expression in the statement of the lemma is still
antisymmetric in (k1, . . . ,kn/2).
Next observe that the operator in the statement of the lemma is a polynomial in the shift operators
E±1ki , which is invariant under the replacement of Ekn/2 by E
−1
kn/2 . Therefore, by Lemma 5 and by
Lemma 9, the second assertion in lemma follows for i = n/2. The assertion for general i follows
from the antisymmetry of the polynomial. 
The next lemma shows that the previous lemma together with the degree estimation (Lemma 4)
determines γ (n, x;k1, . . . ,kn/2) up to multiplicative constant, which only depends on n.
Lemma 11. Let p(k1, . . . ,kn/2) be an antisymmetric polynomial in (k1, . . . ,kn/2) over C of degree no
greater than n − 1 in every ki which is, in the case that n is odd, invariant under the replacement of ki by
2x+1−ki for every i and, in the case that n is even, has the property that the replacement of ki by 2x+2−ki
only changes the sign of the polynomial. Then p(k1, . . . ,kn/2) equals
C ·
∏
1i< j(n+1)/2
(k j − ki)(2x+ 1− ki − k j)
if n is odd and
C ·
( ∏
1i< jn/2
(k j − ki)(2x+ 2− ki − k j)
) n/2∏
i=1
(x+ 1− ki)
if n is even, where C is a constant in C.
Proof. We only consider the case that n is even for the other case is analogous. A polynomial
p(k1, . . . ,kn/2) that is antisymmetric in (k1, . . . ,kn/2) must have k j − ki as a factor since
p(k1, . . . ,ki−1,ki,ki+1, . . . ,k j−1,ki,k j+1, . . . ,kn/2)
= −p(k1, . . . ,ki−1,ki,ki+1, . . . ,k j−1,ki,k j+1, . . . ,kn/2).
This is because the polynomial changes the sign if we exchange the element in the ith position with
the element in the jth position. If it furthermore has the property that it will change the sign if k j is
replaced by 2x + 2− k j then the polynomial has a zero at k j = 2x + 2− ki which explains the factor
2x+ 2− ki − k j . Moreover it has a zero at ki = x+ 1 for every i, since
p(k1, . . . ,ki−1, x+ 1,ki+1, . . . ,kn/2) = −p(k1, . . . ,ki−1, x+ 1,ki+1, . . . ,kn/2),
which follows from 2x+ 2− (x+ 1) = x+ 1. 
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1p<qn/2
(id+EkqΔkp )E−1kp
(
id+E−1kq Δkp
))
γ (n, x;k1, . . . ,kn/2)
is equal to the polynomials given in Lemma 11. This determines γ (n, x;k1, . . . ,kn/2) up to a mul-
tiplicative complex constant Cn . This is because the operators (id+EkqΔkp ) and (id+E−1kq Δkp ) are
invertible by Lemma 1. In the following lemma we compute Cn .
Lemma 12. If n is odd then
Cn =
∏
1i< j(n+1)/2
1
( j − i)( j + i − 1) =
1
(n − 1)!(n − 3)! · · ·2!
and if n is even then
Cn =
∏
1i< jn/2
1
( j − i)( j + i)
n/2∏
i=1
1
i
= 1
(n − 1)!(n − 3)! · · ·1! .
Proof. We expand the polynomial γ (n, x;k1, . . . ,kn/2) with respect to the basis ∏n/2i=1 (ki)mi and
consider the coeﬃcient of the basis element appearing in this expansion with maximal degree se-
quence (m1,m2, . . . ,mn/2) in lexicographic order. This coeﬃcient is equal to Cn . We show by in-
duction with respect to n that this maximal degree sequence is (n − 1,n − 3, . . . ,0) if n is odd and
(n − 1,n − 3, . . . ,1) if n is even. By the deﬁnition of ∑(k1,...,km)
(l1,...,lm−1) and the induction hypothesis, this
maximal basis element of γ (n, x;k1, . . . ,kn/2) is the maximal element of
k2−1∑
l1=k1
k3−1∑
l2=k2
. . .
k(n+1)/2∑
l(n−1)/2=k(n−1)/2
(n−1)/2∏
i=1
(li)n−2i
(n − 2i)!
if n is odd and the maximal element of
k2−1∑
l1=k1
k3−1∑
l2=k2
. . .
x∑
ln/2=kn/2
n/2∏
i=1
(li)n−2i
(n − 2i)!
if n is even. 
This immediately implies the following theorem.
Theorem 2. If n is odd then
γ (n, x;k1, . . . ,k(n+1)/2) =
( ∏
1p<q(n+1)/2
(id+EkqΔkp )−1Ekp
(
id+E−1kq Δkp
)−1)
∏
1i< j(n+1)/2
(k j − ki)(2x+ 1− ki − k j)
( j − i)( j + i − 1)
and if n is even then
γ (n, x;k1, . . . ,kn/2) =
( ∏
1p<qn/2
(id+EkqΔkp )−1Ekp
(
id+E−1kq Δkp
)−1)
∏
1i< jn/2
(k j − ki)(2x+ 2− ki − k j)
( j − i)( j + i)
n/2∏
i=1
x+ 1− ki
i
.
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We are ﬁnally able to prove the main theorem.
Proof of Theorem 1. Observe that∏
1p<qn/2
(
1+ Xq(Xp − 1)
)(
1+ X−1q (Xp − 1)
)(
1+ Xq
(
X−1p − 1
))(
1+ X−1q
(
X−1p − 1
))
is invariant under the replacement of Xi by X
−1
i . Moreover, it is symmetric in (X1, . . . , Xn/2), since
the factor associated to the pair (p,q) is equal to
(1+ Xp Xq − Xq)
(
1+ X−1p X−1q − X−1q
)
Xp Xq
(
1+ Xp X−1q − X−1q
)
Xq
(
1+ X−1p Xq − Xq
)
Xp X
−2
p X
−2
q
and this expression is symmetric in Xp and Xq , since the product of the ﬁrst four factors obviously is,
the product of the ﬁfth and the sixth factor is, as well as the product of the seventh and the eighth
factor. Thus, by Lemma 8,( ∏
1p<q(n+1)/2
(id+EkqΔkp )
(
id+E−1kq Δkp
)(
id−Ekq E−1kp Δkp
)(
id−E−1kq E−1kp Δkp
))
×
∏
1i< j(n+1)/2
(k j − ki)(2x+ 1− ki − k j) (5.2)
is antisymmetric in (k1, . . . ,k(n+1)/2) if n is odd and( ∏
1p<qn/2
(id+EkqΔkp )
(
id+E−1kq Δkp
)(
id−Ekq E−1kp Δkp
)(
id−E−1kq E−1kp Δkp
))
×
∏
1i< jn/2
(k j − ki)(2x+ 2− ki − k j)
n/2∏
i=1
(x+ 1− ki) (5.3)
is antisymmetric in (k1, . . . ,kn/2) if n is even. Moreover, by Lemma 9, (5.2) is invariant under the
replacement of ki by 2x + 1 − ki , whereas (5.3) changes the sign if ki is replaced by 2x + 2 − ki .
Consequently, by Lemma 11, (5.2) is equal to
Dn ·
∏
1i< j(n+1)/2
(k j − ki)(2x+ 1− ki − k j)
if n is odd and (5.3) is equal to
Dn ·
∏
1i< jn/2
(k j − ki)(2x+ 2− ki − k j)
n/2∏
i=1
(x+ 1− ki)
if n is even. If we compare the coeﬃcient of a monomial of maximal degree we see that Dn = 1. Now,
if n is odd then, by Theorem 2,
γ (n, x;k1, . . . ,k(n+1)/2)
=
( ∏
1p<q(n+1)/2
(id+EkqΔkp )−1Ekp
(
id+E−1kq Δkp
)−1)
∏
1i< j(n+1)/2
(k j − ki)(2x+ 1− ki − k j)
( j − i)( j + i − 1)
=
( ∏
1p<q(n+1)/2
(id+EkqΔkp )−1Ekp
(
id+E−1kq Δkp
)−1)
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1p<q(n+1)/2
(id+EkqΔkp )
(
id+E−1kq Δkp
)(
id−Ekq E−1kp Δkp
)(
id−E−1kq E−1kp Δkp
))
∏
1i< j(n+1)/2
(k j − ki)(2x+ 1− ki − k j)
( j − i)( j + i − 1)
=
( ∏
1p<q(n+1)/2
Ekp
(
id−Ekq E−1kp Δkp
)(
id−E−1kq E−1kp Δkp
))
∏
1i< j(n+1)/2
(k j − ki)(2x+ 1− ki − k j)
( j − i)( j + i − 1) .
Similarly, if n is even then
γ (n, x;k1, . . . ,kn/2) =
( ∏
1p<qn/2
Ekp
(
id−Ekq E−1kp Δkp
)(
id−E−1kq E−1kp Δkp
))
∏
1i< jn/2
(k j − ki)(2x+ 2− ki − k j)
( j − i)( j + i)
n/2∏
i=1
x+ 1− ki
i
. 
6. From operator formulas to generating functions
In this section we follow a hint of Doron Zeilberger and translate the operator formulas into gen-
erating function results. We start out with ordinary monotone triangles. In [3] we have shown that
the number of monotone triangles with bottom row (k1, . . . ,kn) is given by
α(n;k1, . . . ,kn) =
( ∏
1p<qn
(id+Ekp Ekq − Ekp )
) ∏
1i< jn
k j − ki
j − i
if k1 < k2 < · · · < kn and ki ∈ Z. We deﬁne αc(n;k1, . . . ,kn) =∏1i< jn k j−kij−i if kl  c for all l and
zero elsewhere. Then
α(n;k1, . . . ,kn) =
( ∏
1p<qn
(id+Ekp Ekq − Ekp )
)
αc(n;k1, . . . ,kn)
for all (k1, . . . ,kn) with kl  c. We compute the generating function∑
(k1,...,kn)(−n+1,...,−n+1)
Xk11 · · · Xknn
( ∏
1p<qn
(id+Ekp Ekq − Ekp )
)
α0(n;k1, . . . ,kn). (6.1)
Thus, the coeﬃcient of Xk11 X
k2
2 · · · Xknn gives the number of monotone triangles with bottom row
(k1, . . . ,kn) if 0  k1 < k2 < · · · < kn and ki ∈ Z. The reader should be warned that it is not a
generating function in the usual sense, since there appear monomials Xk11 X
k2
2 · · · Xknn such that the
corresponding coeﬃcients are not equal to the numbers of monotone triangles with bottom row
(k1,k2, . . . ,kn). Let∏
1p<qn
(1+ YpYq − Yp) =
∑
( j1,..., jn)
0 jin−1
a( j1, . . . , jn)Y
j1
1 · · · Y jnn .
Using this notation, (6.1) is equal to∑
(k1,...,kn)(−n+1,...,−n+1)
∑
( j1,..., jn)
0 j n−1
a( j1, . . . , jn)X
k1
1 · · · Xknn α0(n;k1 + j1, . . . ,kn + jn). (6.2)i
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( j1,..., jn)
0 jin−1
a( j1, . . . , jn)X
− j1
1 · · · X− jnn
∑
(l1,...,ln)(−n+1+ j1,...,−n+1+ jn)
α0(n; l1, . . . , ln)Xl11 · · · Xlnn . (6.3)
Since α0(l1, . . . , ln) = 0 if li < 0 for an i and jl  n − 1 for all l, (6.3) is equal to∑
( j1,..., jn)
0 jin−1
a( j1, . . . , jn)X
− j1
1 · · · X− jnn
∑
(l1,...,ln)(0,...,0)
α0(n; l1, . . . , ln)Xl11 · · · Xlnn
=
∏
1p<qn
(
1+ X−1p X−1q − X−1p
) ∑
(l1,...,ln)(0,...,0)
Xl11 · · · Xlnn
∏
1i< jn
l j − li
j − i .
The Vandermonde determinant evaluation implies that
∏
1i< jn
l j − li
j − i = det1i, jn
(
li
j − 1
)
and, consequently, the generating function is equal to
∏
1p<qn
(
1+ X−1p X−1q − X−1p
) ∑
(l1,...,ln)(0,...,0)
det
1i, jn
Xlii
(
li
j − 1
)
.
Observe that
∞∑
l=0
Xl
(
l
j − 1
)
= X
j−1
( j − 1)!
∞∑
l=0
l(l − 1) . . . (l − j + 2)Xl− j+1
= X
j−1
( j − 1)!
d
dX j−1
( ∞∑
l=0
Xl
)
= X
j−1
( j − 1)!
d
dX j−1
(1− X)−1
= X
j−1
(1− X) j .
Therefore, the generating function is equal to
∏
1p<qn
(
1+ X−1p X−1q − X−1p
) 1
(1− X1)(1− X2) . . . (1− Xn) det1i, jn
(
Xi
1− Xi
) j−1
= 1
(1− X1)(1− X2) . . . (1− Xn)
∏
1i< jn
(
1+ X−1i X−1j − X−1i
)( X j
(1− X j) −
Xi
(1− X j)
)
= 1
(1− X1)(1− X2) . . . (1− Xn)
∏
1i< jn
(X j − Xi)(1− X j + Xi X j)
Xi(1− Xi)X j(1− X j)
=
n∏
i=1
1
Xn−1i (1− Xi)n
∏
1i< jn
(X j − Xi)(1− X j + Xi X j),
where the Vandermonde determinant evaluation is used again. We summarize the result in the fol-
lowing theorem.
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k2
2 · · · Xknn in
n∏
i=1
1
Xn−1i (1− Xi)n
∏
1i< jn
(X j − Xi)(1− X j + Xi X j) (6.4)
is equal to the number of monotone triangles with bottom row (k1, . . . ,kn) if 0  k1 < k2 < · · · < kn and
ki ∈ Z, where (6.4) is interpreted as a formal laurent series, 11−Xi =
∑∞
j=0 X
j
i .
Consequently, the enumeration of n×n alternating sign matrices amounts to compute the constant
term of
n∏
i=1
1
Xn+i−2i (1− Xi)n
∏
1i< jn
(X j − Xi)(1− X j + Xi X j).
This is because monotone triangles with bottom row (0,1, . . . ,n − 1) correspond to n × n alternating
sign matrices. Zeilberger [12] has used constant term identities to give the ﬁrst proof of the alternating
sign matrices theorem. (His identities are different from our result.)
Note that, if, for instant, we choose n = 3 in the generating function in Theorem 3 and consider
the coeﬃcient of X31 X
2
2 X3 we obtain −1, which is obviously not the number of monotone triangles
with bottom row (3,2,1), since there exists no monotone triangle with this property. This coeﬃcient
is of course the values of α(3;3,2,1). On the other hand, if we consider monomials Xk11 · · · Xknn with
negative exponents then their coeﬃcients are not equal to α(n;k1, . . . ,kn): for example the coeﬃcient
of X−11 X22 X
3
3 is 7 and this is not α(3;−1,2,3) = 23. (In order to compute the number of monotone
triangles with bottom row (−1,2,3) using the generating function from Theorem 3, one can make
use of the fact that α(3;−1,2,3) = α(3;−1+ c,2+ c,3+ c) for all integers c.)
It is also remarkable that some formulas appearing in [2,14] look similar to the formula above and
it could therefore be of interest to work out the relations.
Next we derive an analog generating function for halved monotone triangles with prescribed bot-
tom row. Observe that Theorem 1 is equivalent to
γ (n, x;k1, . . . ,kn/2)
=
( ∏
1p<qn/2
(
E−1kp + E−1kq − id
)(
E−1kp E
−1
kq
+ id−E−1kq
))
γ (n, x;k1, . . . ,kn/2)
where
γ (n, x;k1, . . . ,k(n+1)/2) =
∏
1i< j(n+1)/2
(k j − ki)(2x+ 2− n − ki − k j)
( j − i)( j + i − 1)
if n is odd and
γ (n, x;k1, . . . ,kn/2) =
∏
1i< jn/2
(k j − ki)(2x+ 4− n − ki − k j)
( j − i)( j + i)
n/2∏
i=1
x+ 2− n/2− ki
i
if n is even. Here, we deﬁne γ c(n, x;k1, . . . ,kn/2) to be equal to γ (n, x;k1, . . . ,kn/2) if kl  c for
all l and zero elsewhere. Then
γ (n, x;k1, . . . ,kn/2)
=
( ∏
1p<qn/2
(
E−1kp + E−1kq − id
)(
E−1kp E
−1
kq
+ id−E−1kq
))
γ c(n, x;k1, . . . ,kn/2)
for all (k1, . . . ,kn/2) with kl  c. We compute the generating function
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(k1,...,kn/2)(n−1+c,...,n−1+c)
Xk11 . . . X
kn/2
n/2
×
( ∏
1p<qn/2
(
E−1kp + E−1kq − id
)(
E−1kp E
−1
kq
+ id−E−1kq
))
γ c(n, x;k1, . . . ,kn/2). (6.5)
Let ∏
1p<qn/2
(
Y−1p + Y−1q − 1
)(
Y−1p Y−1q + 1− Y−1q
)= ∑
( j1,..., jn/2)
−n+1 ji0
b( j1, . . . , jn/2)Y j11 · · · Y
jn/2
n/2 .
Thus, the generating function (6.5) is equal to
∑
(k1,...,kn/2)(n−1+c,...,n−1+c)
∑
( j1,..., jn/2)
−n+1 ji0
b( j1, . . . , jn/2)Xk11 · · · X
kn/2
n/2
× γ c(n, x;k1 + j1, . . . ,kn/2 + jn/2). (6.6)
Again we set (l1, . . . , ln/2) = (k1 + j1, . . . ,kn/2 + jn/2). Consequently, (6.6) is equal to∑
( j1,..., jn/2)
−n+1 ji0
b( j1, . . . , jn/2)X− j11 · · · X
− jn/2
n/2
×
∑
(l1,...,ln/2)(n−1+ j1+c,...,n−1+ jn/2+c)
γ c(n, x; l1, . . . , ln/2)Xl11 · · · X
ln/2
n/2. (6.7)
Since jl −n + 1 for all l and γ c(n, x; l1, . . . , ln/2) = 0 if li > c for an i, (6.7) is equal to∑
( j1,..., jn/2)
−n+1 ji0
b( j1, . . . , jn/2)X− j11 · · · X
− jn/2
n/2
∑
(l1,...,ln/2)(c,...,c)
γ c(n, x; l1, . . . , ln/2)Xl11 · · · X
ln/2
n/2
=
∏
1p<qn/2
(Xp + Xq − 1)(Xp Xq + 1− Xq)
×
∑
(l1,...,ln/2)(c,...,c)
γ c(n, x; l1, . . . , ln/2)Xl11 · · · X
ln/2
n/2. (6.8)
In the last expression γ c can be replaced by γ . The following lemma provides us with determinantal
expressions for γ (n, x;k1, . . . ,kn/2).
Lemma 13.
(1) det
1i, jn
(
ki + j − 1
2 j − 1
)
=
∏
1i< jn
(k j − ki)(ki + k j)
( j − i)( j + i)
n∏
i=1
ki
i
,
(2) det
1i, jn
(
ki + j − 3/2
2 j − 2
)
=
∏
1i< jn
(k j − ki)(ki + k j)
( j − i)( j + i − 1) .
Proof. We only prove (1) since the proof of (2) is similar. First observe that
(
ki + j − 1
2 j − 1
)
= ki
(2 j − 1)!
j−1∏(
k2i − l2
)
.l=1
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n−1∏
i=1
1
(2i + 1)!
n∏
i=1
ki det
1i, jn
( j−1∏
l=1
(
k2i − l2
))
.
The assertion follows from
det
1i, jn
p j(Yi) =
∏
1i< jn
(Y j − Yi),
where p j(Y ) is a polynomial in Y of degree j−1 whose leading coeﬃcient is 1. This is a consequence
of the Vandermonde determinant evaluation. 
Lemma 13 implies that
γ
(
n, x;k1, . . . ,k(n+1)/2
)= (−1)((n+1)/22 ) det
1i, j(n+1)/2
(
ki + j + n/2− x− 5/2
2 j − 2
)
(6.9)
if n is odd and
γ (n, x;k1, . . . ,kn/2) = (−1)((n+2)/22 ) det
1i, jn/2
(
ki + j + n/2− x− 3
2 j − 1
)
(6.10)
if n is even. If we use these determinantal presentations for γ in (6.8), we obtain the following
generating function∏
1p<q(n+1)/2
(1− Xp − Xq)(Xp Xq + 1− Xq)
× det
1i, j(n+1)/2
(
c∑
li=−∞
(
li + j + n/2− x− 5/2
2 j − 2
)
Xlii
)
(6.11)
if n is odd, and
∏
1p<qn/2
(1− Xp − Xq)(Xp Xq + 1− Xq) det
1i, jn/2
(
−
c∑
li=−∞
(
li + j + n/2− x− 3
2 j − 1
)
Xlii
)
(6.12)
if n is even.
If we choose c = x+ 1/2−n/2 in case that n is odd and c = x+ 2−n/2 in case that n is even, the
determinants in the expression above simplify. This follows from the following identities.
c∑
l=−∞
(
l + j − c + z
2 j − 2
)
Xl = X
j+c−z−2
(2 j − 2)!
d
dX2 j−2
( c∑
l=−∞
Xl+ j−c+z
)
= X
j+c−z−2
(2 j − 2)!
d
dX2 j−2
(
X j+z+1
X − 1
)
= X
j+c−z−2
(2 j − 2)!
d
dX2 j−2
(
1
X − 1
)
= X
j+c−z−2
(X − 1)2 j−1 (6.13)
where z = − j − 1,− j, . . . , j − 3. (Note that the identity is true for all j if z = −2.) Similarly,
c∑
l=−∞
(
l + j − c + z
2 j − 1
)
Xl = − X
j+c−z−1
(X − 1)2 j (6.14)
where z = − j − 1,− j, . . . , j − 2. (This identity is true for all j if z = −2,−1.)
I. Fischer / Journal of Combinatorial Theory, Series A 116 (2009) 515–538 537We ﬁrst consider the case that n is odd. By (6.13) (z = −2) the generating function (6.11) is equal
to
∏
1p<q(n+1)/2
(1− Xp − Xq)(Xp Xq + 1− Xq) det
1i, j(n+1)/2
(
X j+ci
(Xi − 1)2 j−1
)
=
∏
1p<q(n+1)/2
(1− Xp − Xq)(Xp Xq + 1− Xq)
(n+1)/2∏
i=1
Xc+1i
(Xi − 1) det1i, j(n+1)/2
(
Xi
(Xi − 1)2
) j−1
.
The Vandermonde determinant evaluation shows that this is equal to
∏
1p<q(n+1)/2
(1− Xp − Xq)(Xp Xq + 1− Xq)
(n+1)/2∏
i=1
Xc+1i
(Xi − 1)
×
∏
1i< j(n+1)/2
(
X j
(X j − 1)2 −
Xi
(Xi − 1)2
)
=
∏
1i< j(n+1)/2
(X j − Xi)(Xi + X j − 1)(Xi X j − 1)(1− X j + Xi X j)
(n+1)/2∏
i=1
Xx+3/2−n/2i
(Xi − 1)n . (6.15)
Finally we consider the case that n is even. By (6.14) (z = −1) the generating function (6.12) is
equal to
∏
1p<qn/2
(1− Xp − Xq)(Xp Xq + 1− Xq) det
1i, jn/2
(
X j+ci
(Xi − 1)2 j
)
=
∏
1p<qn/2
(1− Xp − Xq)(Xp Xq + 1− Xq)
n/2∏
i=1
Xc+1i
(Xi − 1)2 det1i, jn/2
(
Xi
(Xi − 1)2
) j−1
.
The Vandermonde determinant evaluation now shows that this is equal to
∏
1p<qn/2
(1− Xp − Xq)(Xp Xq + 1− Xq)
n/2∏
i=1
Xc+1i
(Xi − 1)2
∏
1i< jn/2
(
X j
(X j − 1)2 −
Xi
(Xi − 1)2
)
=
∏
1i< jn/2
(X j − Xi)(Xi + X j − 1)(Xi X j − 1)(1− X j + Xi X j)
n/2∏
i=1
Xx+3−n/2i
(Xi − 1)n . (6.16)
In this case the generating functions in (6.15) and (6.16) are understood as formal laurent series in
1/Xi , i.e. 1/(Xi − 1) =∑−1j=−∞ X ji .
7. A conjecture on a reﬁned enumeration of vertically symmetric alternating sign matrices
In [4] we have specialized our operator formula from [3] to give a new proof of the reﬁned al-
ternating sign matrix theorem which provides us with a formula for the number of n × n alternating
sign matrices where the unique 1 in the ﬁrst row is in the ith column. In a (2n + 1) × (2n + 1) verti-
cally symmetric alternating sign matrix, the unique 1 in the ﬁrst row is in the (n + 1)st column and,
therefore, the analog reﬁned enumeration gives us nothing new for vertically symmetric alternating
sign matrices. However, a (2n+ 1) × (2n+ 1) vertically symmetric alternating sign matrix has exactly
two 1s in the second row: if the ﬁrst 1 in the second row is in column i (1  i  n) then, by the
symmetry, the second 1 will be in column 2n + 2 − i. Computer experiments show that the number
538 I. Fischer / Journal of Combinatorial Theory, Series A 116 (2009) 515–538of (2n+1)× (2n+1) vertically symmetric alternating sign matrices, where the ﬁrst one in the second
row is in the ith column seems to be equal to
(2n + i − 2)!(4n − i − 1)!
2n−1(4n − 2)!(i − 1)!(2n − i)!
(
n−1∏
j=1
(6 j − 2)!(2 j − 1)!
(4 j − 1)!(4 j − 2)!
)
.
It is in the nature of the subject that such a guess of an enumeration formula is usually correct—
the art then lies in proving the formula. We plan to do so in a forthcoming paper by specializ-
ing the operator formula in Theorem 1. Namely, the bijection between halved monotone triangles
and vertically symmetric alternating sign matrices shows that the number in question is given by
γ (2n − 2,n;1,2, . . . , i − 1, i + 1, . . . ,n). Hopefully, our experience from specializing the operator for-
mula for the number of ordinary monotone triangles helps us in accomplishing this task. Of course,
another approach to prove this conjecture, which has been successfully applied in similar cases, is to
use the relation of alternating sign matrices to the six-vertex model and to make use of the extra
(so-called spectral) parameters emerging there.
To the best of our knowledge the above mentioned reﬁned enumeration of vertically symmet-
ric alternating sign matrices is new. However, there exists another reﬁnement by Razumov and
Stroganov [10], which states that the number of (2n + 1) × (2n + 1) vertically symmetric alternat-
ing sign matrices, where the unique 1 in the ﬁrst column is in the rth row is equal to
1
2n−1(4n − 2)!
r−1∑
i=1
(−1)i+r−1 (2n + i − 2)!(4n − i − 1)!
(i − 1)!(2n − i)!
(
n−1∏
j=1
(6 j − 2)!(2 j − 1)!
(4 j − 1)!(4 j − 2)!
)
.
There is a mysterious connection between these two reﬁnements. Let Bn,i denote the number of
(2n + 1) × (2n + 1) vertically symmetric alternating sign matrices, where the ﬁrst 1 in the second
row is in the ith column and let B∗n,i denote the number of (2n + 1) × (2n + 1) vertically symmetric
alternating sign matrices where the unique 1 in the ﬁrst column is in the ith column. Then the
following identity seems to hold.
Bn,i = B∗n,i + B∗n,i+1
A bijective proof of this relation would be of great interest.
References
[1] D.M. Bressoud, Proof and Conﬁrmations, The Story of the Alternating Sign Matrix Conjecture, Cambridge University Press,
Cambridge, 1999.
[2] P. Di Francesco, P. Zinn-Justin, Quantum Knizhnik–Zamolodchikov equation: Reﬂecting boundary conditions and combina-
torics, J. Stat. Mech. (2007) P12009.
[3] I. Fischer, The number of monotone triangles with prescribed bottom row, Adv. in Appl. Math. 37 (2) (2006) 249–267.
[4] I. Fischer, A new proof of the reﬁned alternating sign matrix theorem, J. Combin. Theory Ser. A 114 (2) (2007) 253–264.
[5] G. Kuperberg, Another proof of the alternating-sign matrix conjecture, Int. Math. Res. Not. (3) (1996) 139–150.
[6] G. Kuperberg, Symmetry classes of alternating-sign matrices under one roof, Ann. of Math. (2) 156 (3) (2002) 835–866.
[7] W.H. Mills, D.P. Robbins, H. Rumsey, Proof of the Macdonald conjecture, Invent. Math. 66 (1) (1982) 73–87.
[8] W.H. Mills, D.P. Robbins, H. Rumsey, Alternating sign matrices and descending plane partitions, J. Combin. Theory Ser.
A 34 (3) (1983) 340–359.
[9] R.A. Proctor, Odd symplectic groups, Invent. Math. 92 (1988) 307–332.
[10] A.V. Razumov, Yu.G. Stroganov, On reﬁned enumerations of some symmetry classes of ASMs, Theoret. Math. Phys. 141
(2004) 1609–1630; Teoret. Mat. Fiz. 141 (2004) 323–347.
[11] D.P. Robbins, Symmetry classes of alternating sign matrices, preprint, math.CO/0008045.
[12] D. Zeilberger, Proof of the alternating sign matrix conjecture, in: The Foata Festschrift, Electron. J. Combin. 3 (2) (1996)
R13, 84 pp.
[13] D. Zeilberger, Proof of the reﬁned alternating sign matrix conjecture, New York J. Math. 2 (1996) 59–68.
[14] P. Zinn-Justin, P. Di Francesco, Quantum Knizhnik–Zamolodchikov equation, totally symmetric self-complementary plane
partitions and alternating sign matrices, Theoret. Math. Phys. 154 (3) (2008) 331–348.
