Abstract-Cloud gaming has emerged as a promising application to enable high-end game playing with thin clients. Transmission control protocol (TCP) is pervasively adopted as the transport-layer protocol in the mainstream cloud gaming systems for video communication. However, streaming mobile cloud gaming video using the TCP is challenged with several key technical barriers: 1) the performance limitations of wireless networks in bandwidth and reliability; 2) the high throughput demand and stringent delay constraint imposed by high-quality gaming video transmission; and 3) the deadline violations and throughput fluctuations caused by the packet retransmission and congestion control mechanisms in the TCP. To address these critical problems, this paper proposes an application-layer source-forward error correction (FEC) coding framework dubbed adaptive source-FEC coding over TCP (ESCOT). First, we analytically formulate the optimization problem of joint source-FEC coding to minimize the end-to-end distortion of real-time video communication over TCP. Second, we develop a heuristic solution for effective loss rate approximation, source rate control, and FEC coding adaptation. ESCOT is distinct from existing source-FEC coding schemes in proactively analyzing and leveraging the TCP characteristics. The proposed solution is able to effectively mitigate both consecutive and sporadic video frame drops caused by congestion and random packet losses. We conduct the performance evaluation through extensive emulations in the Exata platform using realtime gaming video encoded by the H.264 codec. Experimental results show that the ESCOT advances the state of the art with noticeable improvements in video peak signal-to-noise ratio, end-to-end delay, goodput, and frame success rate.
I. INTRODUCTION

M
ODERN computer games are often hardware demanding (e.g., in terms of CPU and graphic card) and require the installation of complex game softwares. Cloud gaming is a promising solution to enable high-end video gaming with thin end devices (e.g., PCs, laptops, smartphones, and so on). By rendering graphics in the cloud and streaming encoded gaming videos to players, end users are relieved from downloading/updating game software [1] . The potential of cloud gaming has already attracted considerable attention from both industrial and research communities [2] - [6] . It is predicted that the global computer gaming market revenue will grow to U.S. $78 billion in 2017, among which cloud gaming is expected to be the main portion [7] .
Despite the perceived advantages of cloud gaming applications, it is still challenging to develop an effective platform, and the key technical issue is in the gaming video transmission [8] , [9] . In this paper, we present an investigation of the problem in streaming real-time gaming video to mobile devices, as shown in Fig. 1 . Transmission control protocol (TCP) is commonly adopted as the transport protocol in the mainstream cloud gaming systems (e.g., GamingAnywhere [1] , OnLive [5] , CloudUnion [6] , etc.) for video communication [3] . Furthermore, the TCP is also used in other real-time video applications (e.g., mobile Skype [10] , Web Real-Time Communication (RTC) [11] , and Hypertext Transfer Protocol (HTTP) live streaming [12] ) due to its special features in firewall traversal and network friendliness. To deliver high-quality gaming video over TCP in lossy wireless environments, critical technical problems to be solved are summarized as follows.
1) Delay Constraint: Cloud gaming is a time-critical application with stringent delay constraints. The round trip time (RTT) is limited to be less than 130 ms to guarantee smooth gaming experience [8] , [13] . 2) Throughput Demand: High-quality gaming video streaming is bandwidth-intensive, and the throughput demand needs to maintain between 2 and 6 Mb/s [9] , [13] . 3) Network Limitation: This paper investigates mobile cloud gaming video delivery over wireless networks, which are characterized by limited radio resources and time-varying status [14] . Besides, the congestion and random losses frequently occur in wired-cum-wireless packet switching networks. 4) TCP Characteristics: TCP has been pervasively adopted in mainstream cloud gaming systems for video communication. This transport protocol employs the packet retransmission for data protection and the additiveincrease multiplicative-decrease (AIMD) algorithm for congestion control. Such mechanisms in TCP may induce frequent deadline violations and throughput fluctuations. Recent studies [15] , [16] have reported the poor performance of TCP in wireless environments due to the misinterpretation of wireless errors as network congestion. To address these challenging issues, we present, in this paper, an application-layer source-forward error correction (FEC) coding framework dubbed adaptive source-FEC coding over TCP (ESCOT). The ESCOT is distinct from the existing source and FEC coding schemes in proactively analyzing and leveraging the TCP-connection states. The proposed solution is able to deliver network-adaptive and distortionminimized gaming video using TCP over error-prone wireless networks. Without the source rate control module, there may be severe quality degradations caused by congestion losses and bandwidth shrink. The FEC coding scheme is able to effectively mitigate sporadic frame drops induced by random packet losses. Section II-A will discuss the motivation for the joint source-FEC coding scheme in detail. In particular, main contributions of this paper can be summarized as follows.
1) Develop a mathematical framework to formulate the joint source-FEC coding adaptation to minimize the end-to-end distortion of TCP-based real-time video communication. 2) Propose an application-layer source-FEC coding framework that includes the following decision processes: a) an approximate analysis for effective loss rate estimation based on the Gilbert loss model and continuous-time Markov chain; b) a source rate control algorithm to minimize the end-to-end video distortion with respect to bandwidth limitation, delay constraint, and TCP friendliness; c) a FEC coding scheme striking an effective balance between delay and recoverability performance to minimize the effective loss rate. 3) Perform extensive emulations in Exata involving realtime gaming video (encoded with the H.264 codec) over TCP. Evaluation results show that the following holds. a) ESCOT improves the video peak signal-to-noise ratio (PSNR) by up to 8.5 (25.6%), 11.2 (33.2%), and 14.5 (45.9%) dB compared with the Adaptive High-Frame-Rate Video Streaming (APHIS) [9] , joint source-FEC rate (JSFR) [17] , and TCP New Reno schemes, respectively. b) ESCOT reduces the mean end-to-end delay by up to 19 16 .2%, and 20.7% compared with the APHIS, JSFR, and New Reno, respectively. The remainder of this paper is structured as follows. In Section II, we discuss the research motivation and briefly review existing studies related to the proposed research presented in this paper. Section III describes the system model and problem formulation. In Section IV, we present the scheduling algorithms for the proposed source-FEC coding framework. The performance evaluation is provided in Section V and the concluding remarks are given in Section VI.
II. RESEARCH MOTIVATION AND RELATED WORK
A. Research Motivation
ESCOT is motivated by taking full advantage of the available network bandwidth to maximize real-time gaming video quality. To achieve this goal, a critical problem that degrades the network utilization is the congestion and random packet losses frequently occurred in packet switching networks. Fig. 2 profiles the evolutions of available bandwidth and packet loss rate during the client mobility in a Wi-Fi network. The video encoding rate is 500 kb/s. The moving speed of the client is 2 m/s and the emulation lasts for 300 s. Section V-A describes the detailed configurations of network environments and video coding parameters. We have the following observations from the network measurements: 1) the network congestion losses are often accompanied with substantial bandwidth shrink (e.g., during the intervals around 150 and 200 s) and such concurrence issues are also observed in [43] and 2) the random packet losses frequently occur during the mobile video transmission because of the user mobility, channel fading, link faults, and so on. Fig. 3 shows the instantaneous PSNR values of the constant bit-rate video streaming received by the mobile terminal during the same interval (with the source video PSNR for comparison). The evolutions of PSNR values generally follow the variations of available bandwidth. Conventionally, the decrease in PSNR values caused by lost frames can be mitigated by error concealment methods [54] - [56] . Severe quality degradations can be perceived, if consecutive frames are lost or I frames encounter losses. The random packet losses can be mitigated by appending an appropriate number of FEC parity packets, since the retransmission mechanism in TCP may not be able to recover the lost packets within the delay constraint. However, recent studies [18] , [19] reveal the important fact that FEC is ineffective to handle congestion losses, which are characterized by burstiness. As bandwidth shrink often occurs during congestion losses, injecting more FEC parity packets to the communication network will only increase the congestion level and possibly induce further losses. Therefore, we introduce the source rate control to ensure the congestion loss resilience and bandwidth adaptiveness of cloud gaming video.
In Section VI, the source rate control is motivated by the problems of bandwidth fluctuation and congestion loss. The FEC coding scheme aims at mitigating the sporadic frame drops caused by random packet losses.
B. Related Work
The related studies to this paper can be classified into three categories: 1) cloud gaming applications; 2) TCP-based multimedia communication; and 3) rate control and FEC coding schemes for real-time video transmission.
1) Cloud Gaming Applications:
Cloud gaming is a typical multimedia application taking an advantage of the cloud computing technology. Chen et al. [13] conduct the measurement studies on the quality of service (QoS; delay performance, subjective video quality, and so on) of cloud gaming in both OnLive and StreamMyGame systems. The measurement results reveal that the OnLive gaming system is able to dynamically adapt the frame rate (in the gaming engine) according to different network conditions. Wu et al. [2] also conduct the extensive measurement studies in the CloudUnion gaming platform to identify the differences of queuing and response delays among gaming players. Claypool et al. [20] conduct a detailed measurement study on the traffic characteristics of OnLive and reveal the scheduling patterns of large/small packets. Huang et al. [1] propose the GamingAnywhere and adopt the measurement techniques proposed in the article to show that GamingAnywhere outperforms proprietary and closed cloud gaming systems. Wang and Dey [51] propose a rendering adaption technique to dynamically vary the richness and the complexity of graphic rendering depending on the network and cloud computing constraints. In the literature [52] , a mobile gaming user experience (MGUE) model is developed and validated through subjective tests. Liu et al. [53] propose a content-aware model to measure user experience with regard to the impairments of rendering, video coding, and network.
In the literature [9] , the authors propose a joint frame selection and the FEC coding scheme to deliver mobile gaming video. The proposed ESCOT is different from the APHIS in that we consider the TCP-based cloud gaming video transmission, while the APHIS assumes user datagram protocol as the transport-layer protocol. Table I summarizes the main differences of the proposed ESCOT and APHIS [9] .
2) TCP-Based Multimedia Communication: Wu et al. [21] develope an application-layer FEC coding scheme to proactively leverage the delay friendliness of TCP in optimizing real-time video transmission. Shiang and van der Schaar [22] propose a media-TCP-friendly congestion control (MTCC) scheme for video streaming over wired IP networks. The MTCC is an application-transport-layer solution, which explicitly considers the distortion impacts, delay deadlines, and priority of different video packet classes. Habachi et al. [23] propose an AIMD-like media-aware congestion control that determines the optimal congestion window updating policy for video transmission. The authors formulate the congestion control problem as a partially observable Markov decision process to maximize the longterm expected multimedia quality. Brosh et al. [24] presente a discrete-time Markov model of the delay distribution for real-time TCP flows, and reveal the delay friendliness of TCP toward packet size through extensive measurements. The recent standards for MPEG-Dynamic Adaptive Streaming over HTTP and adaptive HTTP streaming are introduced in [57] and [58] . However, these standard methods cannot satisfy the stringent QoS requirements (e.g., end-to-end delay) of mobile cloud gaming video delivery using TCP in wireless networks.
3) FEC Coding and Rate Control: Ahmad et al. [26] propose a rateless coding scheme that keeps on sending the encoded symbols until receiving an acknowledgment or passing the deadline. Tournoux et al. [25] propose an onthe-fly erasure coding scheme called Tetrys that considers the feedback information during the FEC coding process. Frossard and Verscheure [17] use the recursive approach and a two-state Markov chain channel model to compute the post-FEC packet loss ratio and burst length for systematic FEC codes. In [27] , a cross-layer FEC scheme using Raptor and rate compatible punctuated convolutional codes is proposed for video transmission over wireless channels. Xiao et al. [28] propose a subgroup of pictures (GoP) level FEC coding scheme to optimize the delay performance for real-time video applications. In [29] , a randomized expanding FEC coding scheme is proposed to append parity packets for current and previous frames for enhanced data protection. Rate control has been widely investigated in recent studies [30] - [32] to optimize low-delay video communication.
In summary, the previous studies have not addressed the challenging problem of streaming mobile cloud gaming video using TCP, and this paper tackles this critical issue with joint source-FEC coding. To the best of our knowledge, the proposed ESCOT is the first application-layer source-FEC coding scheme that exploits the TCP characteristics to optimize real-time gaming video quality over wireless networks. The proposed algorithms in ESCOT can also be accommodated to other TCP-based real-time video applications, e.g., video conferencing, Web RTC, and so on. Fig. 4 presents the system overview of the proposed ESCOT scheme, which is a completely end-to-end solution. In this paper, we investigate the end-to-end transmission of a realtime gaming video flow using the TCP connection over wireless packet switching networks. The streaming protocols in the system involve the proposed ESCOT at the application layer and the TCP (New Reno) at the transport layer. New Reno is one of the most widely deployed TCP versions over the Internet due to the advantages in loss recovery and retransmission limitation [15] . The goal of the proposed framework is to achieve the optimal video quality with the rate control and FEC coding adaptation. The main control parameters in the proposed adaptation scheme involve the source (video) coding rate (V ), redundancy value (R), and packet size (S).
III. SYSTEM MODEL AND PROBLEM FORMULATION
A. System Overview
The key working components at the sender side include the rate controller (in the video encoder), FEC coder, and parameter estimator. For each decision epoch (e.g., the duration of a GoP), the video encoding (source) rate is updated and the game screen content (uncompressed video) is encoded into video frames. This paper employs the H.264 codec [e.g., Joint Model (JM), ffmpeg, and ×264] for video compression, since it is widely used in existing cloud gaming systems [2] . At the FEC coder, the video frames are converted to FEC packets based on the packet size (S) and redundancy value (R) obtained with Algorithm 2 (Section IV-C). Then, these FEC packets are transmitted to the destination (mobile device) using the TCP socket.
After receiving the data packets at the receiver, the first step is to check whether they are past the decoding deadline. The overdue packets will be dropped, since they cannot contribute to the decoding process. The network status monitor is responsible for periodically estimating and sending back the network status information (i.e., bandwidth, packet loss rate, and RTT) to the sender side. It is important to collect the information, since these parameters are the input items in the rate control and FEC coding modules of the proposed ESCOT framework. The status information is estimated based on the TCP trace, which can be obtained at the application layer. To mitigate the quality degradations caused by frame drop, a basic error concealment method by frame copying is implemented at the receiver side. The other error resilience schemes in H.264/Advanced Video Coding (AVC) [63] can also be used in conjunction with the proposed ESCOT to further improve video quality.
The analytical framework of joint source-FEC coding adaptation for TCP-based real-time video communication involves the mathematical models of communication network [9] , endto-end video distortion [14] , [33] , systematic FEC coding [34] , and TCP-connection delay [24] . For the sake of completeness and integration with system framework, these mathematical models are briefly introduced in this section. The basic notations used throughout this paper are summarized in Table II .
B. Model Description 1) Communication Network Model:
The communication network represents the end-to-end connection link and includes wired-cum-wireless domains between end devices. From the perspective of gaming service provider at the application layer, we characterize the communication network with the properties of RTT, packet loss rate π B , and available bandwidth μ. The detailed descriptions of these physical properties are presented in [9] . In HTTP/TCP-based video streaming systems, the available bandwidth can be estimated according to the observed TCP throughput. The TCP throughput and packet loss rate can be acquired by analyzing the TCP traces via the software, e.g., the Wireshark, TCP trace, and so on. In the emulations of this paper, the TCP trace is enabled in Exata to analyze the throughput and packet loss rate. We model the burst packet losses over end-to-end communication path as a continuoustime stochastic process based on the Gilbert loss model [35] . This is a continuous-time Gilbert model, and the parameters are assumed to be independent of the sending traffic rate. Let the notations ξ B and ξ G denote the state transition probabilities from G to B and B to G, respectively. Two system-dependent parameters are adopted to specify the packet loss model: 1) the average loss rate π B and 2) the average loss burst length 1/ξ B . Then, we can have
2) End-to-End Video Distortion Model: To characterize the real-time gaming video quality, this paper employs a generic end-to-end video distortion model [33] . The user-perceived quality in video streaming environment is impacted by the endto-end distortion (D). In particular, D is the sum of two main categories of distortion: source distortion (D src ) and channel distortion (D chl ), that is
This analytic model indicates that the streaming video quality depends on both the distortion caused by the data compression of the media information and the distortion due to the transmission impairments in the communication network. The source distortion D src is mostly driven by the video encoding rate (V ) and the video sequence content. These parameters largely impact the efficiency of the video codec (e.g., the larger distortion will be induced for a more complex video sequence under the same video encoding rate). The channel distortion D chl is mainly impacted by the effective loss rate ( ) defined as follows.
Definition 1 (Effective Loss Rate Π):
The ratio of lost data in a video GoP after the FEC recovery process. This loss probability includes both the channel errors/losses and the expired packet arrivals.
D chl is generally proportional to the number of lost video frames. In particular, the end-to-end distortion can be expressed [in units of mean squared error (MSE)] as [14] , [33] (2) in which α, V 0 , and β are the parameters depending on the specific video codec and sequence. These parameters can be online estimated by using trial encodings at the sender side [14] , [36] . To enable the fast adaptation of the transmission scheduling to abrupt changes in the video content, these parameters can be updated for each GoP.
3) Systematic FEC Coding Model: The systematic Reed-Solomon (RS) [34] block erasure code is adopted for video data protection against channel losses. The main motivation to choose the RS code over the fountain codes (e.g., Luby transform code) is the stringent delay constraint of cloud gaming video, since the fountain code is often featured by large block size. It is also feasible to implement the latest systematic fountain codes (e.g., Raptor code [59] , [60] ) with limited block size.
An FEC block of n data packets contains k source packets and n − k redundant packets. The receiver is able to recover all the k source packets, if any k packets of the FEC coding block are successfully received. In the FEC(n, k) coding, (n − k) redundant data packets are introduced for every k source packets to make up a codeword (FEC block). If a random set of k out of the n coded packets is received by the client, a fraction of the k packets is systematic. In particular, the soft-decision decoding algorithms (e.g., the Koetter-Vardy decoder [37] ) are implemented at the receiver side to achieve such goal.
The video data in each FEC block are converted into k source packets. For the last source packet, some zero bytes are often padded to keep the same size with other packets. Besides, the FEC packet size (S) also affects the tradeoff between loss recoverability and end-to-end delay. With a smaller FEC packet size, the value of n (FEC block size) will become larger, and there is higher possibility for the receiver to recover the lost packets. However, a larger FEC block size also delays the FEC decoding because the recovery process can only start after the client has received k FEC packets.
4) TCP-Connection Delay Model:
The delay performance model in [24] is employed in the analytical framework to analyze the end-to-end TCP-connection delay, and this model is based on the following assumptions: 1) the New Reno is used as the TCP version to avoid frequent retransmission timeout (TO) events and 2) the Nagle algorithm [38] is disabled to reduce packet backlogging.
A high-level view of the TCP state transition is shown in Fig. 5 [24] . In order to develop an application-layer source-FEC coding scheme for real-time gaming video delivery using TCP, it is necessary to analyze the TCP state and connection delay for the end-to-end distortion estimation. There are two main states for the TCP operation: applicationlimited (AL) and network-limited. The system transitions from an AL state to a network-limited state when a loss occurs. TCP-level delays are introduced only during network-limited states. The system transitions back to an AL state when the TCP sender matches its input and output rates (e.g., when packet backlog is cleared). While, in a network-limited state, the system moves among four states corresponding to TCPs congestion control phases: slow start (SS), congestion avoidance (CA), fast recovery (FR), and retransmission TOs.
Classically, the throughput and packet loss rate can be estimated based on network measurements (e.g., through running average) without considering the TCP states. The estimated values can be used to predict the throughput and loss rates in a short period. However, such solutions are unable to model/capture the dynamics (e.g., delay and throughput fluctuations) caused by the TCP mechanisms (e.g., congestion control and packet retransmission). Therefore, it is desirable to analyze the TCP states and characteristics in modeling endto-end connection.
According to the literature [24] , we model the end-toend TCP-connection delay d E with two main components:
In particular, the TCP-level delay includes the congestion control, retransmission, and head-of-line blocking time. The network-level latency consists of the packet transmission and path propagation delays. We employ the Markov chain model developed in [24] to analyze the TCP-level delay. According to (3) in [24] , the steady-state TCP delay distribution is presented as
in which I denotes the indicator function and s denotes the steady-state distribution of the Markov chain. n s,s denotes the number of packets to be sent from state s to s . The set ( ) of the states (s) is defined as [24] = {Application 
where b denotes the backlogged packets and we consider the congestion-induced backlog in this paper. The packet backlogging can also be caused by Nagle's algorithm [38] that complements the TCP to limit the transmission of small segments. However, this algorithm is disabled in many delaystringent multimedia applications to reduce the retransmission delay [24] , and we also follow this practice in this paper. The backlog evolution for two consecutive states is modeled by
where t s,s denotes the time interval from the state s to s , and the congestion window size ω can be estimated with the formula ω = μ · RTT. The number of packets (n s,s ) sent from s to s in (4) is expressed as
The TCP-level delay d T (n) for the mth frame can be estimated with the delay distribution presented in (4) and the above parameters. The network-level delay d N for n FEC packets can be estimated using
where μ · (1 − π B ) denotes the loss-free bandwidth and S denotes the FEC packet size. The loss-free bandwidth is a good indicator of available capacity for end-to-end data transport over lossy paths [39] . ρ denotes the available source rate and is estimated using the latest historical values of path status information in conjunction with video traffic rate [14] , [36] 
in whichμ denotes the smoothed value of the measured available bandwidth with the confidence interval of 95%.
5) Effective Loss Rate Analysis:
To accurately estimate the end-to-end distortion D, it is necessary to derive the effective loss rate that determines the channel distortion. As explained in Definition 1, is the combined probability of transmission (π t ) and overdue (π o ) loss rates. These terminologies are defined as follows.
Definition 2 (Transmission Loss Rate π t ):
The ratio of FEC packets that encounter channel losses or buffer overflows in packet switching networks.
Definition 3 (Overdue Loss Rate π o ): The probability of expired arrivals of FEC packets at the destination out of the delay constraint imposed by the video applications.
With regard to the systematic property of FEC(n, k) coding, is expressed as
The expressions of π t and π o are presented as
The mathematical derivations are provided in the Appendix.
C. Problem Formulation
After introducing the above models and deriving the expression of the effective loss rate, we are ready to formulate the constrained optimization problem of end-to-end video distortion minimization. Given the feedback network status (RTT, μ, π B , and ξ B ), the encoding frame rate F (in f/s), the video GoP length N , and the delay constraint T , the goal of the adaption scheme is to find the optimal solution to minimize the end-to-end video distortion D. Mathematically, the joint source and FEC coding adaptation problem for each GoP can be formulated as
where
As stated in constraint (10a), the end-to-end delay for each video GoP is restricted to be less than the deadline T . In order to ensure the stable state of the communication system (10b), the total traffic rate after appending the parity packets should not exceed the available bandwidth (with regard to the video traffic variations [40] ). It is infeasible to apply the brutal force (greedy search) algorithm to obtain the optimal solution for problem (P1). First, the computational cost considers all the possible combinations of V , R, and S. Second, it is computationally prohibitive to obtain the expectation value of π t by considering all the failure configurations (c) and inter-leaving levels (θ i ) in (12) . Therefore, we develop heuristic algorithms for joint source-FEC coding adaption to achieve suboptimal performance with polynomial-time complexity. The detailed solution procedure will be presented in Section IV.
IV. SOURCE-FEC CODING ALGORITHMS
This section introduces the scheduling algorithms of the proposed source-FEC framework in detail. ESCOT is a joint adaptation scheme, since the source and FEC coding modules are inter-dependent. Given the bandwidth limitation, a larger source rate will decrease the FEC redundancy and vice versa.
As analyzed in Section III-C, it is difficult to directly solve the distortion minimization problem (P1) in real-time manner. Therefore, we propose a suboptimal solution by decomposing (P1) into the subproblems of source rate control (P2) and FEC coding adaptation (P3). In each decision epoch, the FEC coding algorithm (Algorithm 2) is invoked as the execution procedure in the source rate control scheme (i.e., Line 4 in Algorithm 1) to estimate the FEC redundancy value (R) and packet size (S). First, we provide an approximate analysis to approach the effective loss rate .
A. Effective Loss Rate Approximation
This section provides an approximate analysis to approach the effective loss rate based on the continuous-time Markov chain and the Gilbert loss model. In order to derive the value of , we first derive the closed-form expression for the transmission loss rate π t . Note that (8) enables us to compute the transmission loss rate π t , if all the possible combinations of c are considered. However, it is computationally prohibitive to obtain the expectation value of π t when the FEC block size n becomes large, since there are 2 n possible combinations. In order to simplify the analysis and transmission scheduling, we propose to evenly spread the FEC packets, so that the interval is equal, i.e.,
Let J and L denote the number of lost FEC and source packets. π t can be rewritten as
Let the notation a b denote the event that any b out of a consecutive packets is lost, and the concatenation of events is allowed (e.g., G k−1 i indicates that the event is preceded by a good state). We can derive the expression of P(J = j ) on the condition that the first state conforms to the stationary distribution of packet loss
in which P a b |q , q ∈ {G, B} represents the probability that the event a b |q occurs. Although there is no closed form of P a b |q , q ∈ {G, B} in the literature, it can be derived based on the recursive functions in [34] . In order to derive E[L|J = j ], we first derive the expression of P(L = i, J = j ). We consider the k source packets and the n − k redundant packets separately. The state of the last FEC packet is
Remark: The above equation is based on the Markovian property of the Gilbert loss model, that is
P(L = i, J = j |the last state is q) = P(L = i |the last state is q) · P(F = j |the last state is q).
Now, we have the expression of E[L|J
After plugging (12) and (13) into (11), we can obtain an approximate expression, i.e., (14) , as shown at the bottom of this page, for π t . The performance results (time complexity and approximation ratio) of this approximate analysis are presented in Section V-C.
B. Source Rate Control
In the source rate control process, there is an inherent tradeoff between the source and the channel distortion, as shown in Fig 6. For a given bandwidth limitation, improving the reliability through FEC coding comes at the expense of reducing source rate. Conversely, decreasing the FEC redundancy to support higher source rate reduces the error resilience. As analyzed in Section III-C, it is infeasible to derive the source rate value that achieves the minimal distortion (D min ) due to the limitation in time complexity. Note that there may be two possible values of source rate R to obtain a suboptimal end-to-end distortion value. It is desirable to calculate the smaller source rate for the bandwidth conservation.
Since ESCOT assumes TCP as the transport-layer protocol for video communication, it is necessary to consider the TCP friendliness [41] in the source rate calculation. According to the specifications in TCP-friendly rate control [42] , the source rate should not exceed the TCP sending rate, that is
.
With regard to constraint (10b), the upper limit of V is the smaller value of V max and (μ/1 + R). Therefore, the source rate control problem can be mathematically stated as follows:
We develop a loop algorithm to determine the source rate that approaches the minimal end-to-end distortion. In particular, the estimated throughput of TCP New Reno is set as the initial value of the source rate [15] , that is
where the values ofω, T 0 , and ω are specified in [15] . The step size ( V ) of source rate can be dynamically adjusted and we set the value as 50 kb/s in this paper. In each iteration, the FEC coding algorithm is invoked to estimate the redundancy value R and packet size S. The search operation will terminate if the end-to-end distortion cannot be further reduced. Algorithm 1 outlines the sketch of the source rate control scheme, and Proposition 1 concludes the time complexity. The detailed explanations for Algorithm 1 are presented as follows. 1) Line 1: Initialize the source rate value, upper limit V max , and temporary variable D temp . 2) Line 2: Estimate the distortion parameters V 0 , α, and β using trial coding.
3) Lines 3-14:
The main while loop to determine the source rate with the step size of V . 4) Line 4: Estimate the FEC redundancy and packet size by invoking Algorithm 2. 5) Lines 5-8: Estimate the effective loss rate based on the FEC coding parameters and approximate analysis. 6) Line 12: Reduce the source rate by V if the derivative of D at this point is negative. 7) Line 13: Or else, increase the source rate by V . 
2 Estimate the distortion parameters V 0 , α, β using trial coding;
Estimate (R, S) using Algorithm 2; 
, where V max denotes the upper limit of the video encoding rate. V , S, and R denotes the step size for the source rate control, packet size adjustment, and redundancy adaption, respectively.
Proof: There are at most (V max − V min / V ) iterations in the while loop to reduce the sum of total distortion. In each iteration, the time complexity for the FEC coding adaptation is O
((MSS/ S) + (1/ R)) (Proposition 2). Thus, the worst case time complexity of Algorithm 1 is O((V
max − V min / V )· ((MSS/ S) + (1/ R))).
C. FEC Coding Adaptation
It is a challenging issue to determine the FEC redundancy value due to the tradeoff between FEC recoverability and delay performance. On one side, increasing the number of parity packets is able to mitigate the transmission loss, but enlarges the end-to-end delay. If fewer parity packets are appended, the receiver could start the decoding process earlier, but at the sacrifice of recovery ability. Therefore, the goal of the proposed algorithm is to append just-enough parity packets to minimize the absolute difference between and (n − k/n), that is
First, we consider the determination of FEC packet size. Assume that the effective loss rate of frame m will approximate the tolerable loss rate (n − k/n) after the FEC redundancy adaption. In this case, the video frame data can be successfully recovered at the receiver side.
To determine the value of n, the expression of (n) can be obtained with (7), (9) , and (14) . To determine the number of source packets in current GoP (FEC coding block), we choose the FEC packet size (S) among four values: 1000, 750, 550, and 250 B [39] . However, the minimum FEC block size is 10, and the expression of k m is k = max min Finally, we can obtain the value of n m that enables m (n m ) to approximate (n m − k m /k m ). In particular, the maximum value of n m for I frame is expressed as
We assume that R denotes the total number of the introduced FEC parity packets for the (M − 1) P frames and R(m) denotes the sum of redundant packets for the mth frame. It can be obtained with R = n − k. As all the video frames in the same GoP are converted into the FEC packets of the same size (S), the value of k is (V · N /S · F ) , and the upper limit of R can be determined with
Let the notation D represent the end-to-end distortion for all the P frames. The goal of the FEC coding is to appropriately allocate the R redundant packets to minimize the distortion D. Then, the parity packets can be appended to each video frame based on the results of R(m), 2 ≤ m ≤ M.
An important problem in designing FEC coding scheme is to distinguish the congestion losses from random losses [10] , [43] . In the congested network status, the available bandwidth will shrink, and more data packets encounter channel losses. If we try to inject more FEC redundant packets, it will only add fuel to the fire and induce further packet losses. This vicious congestion circle is already observed in [43] . 
Update loss parameters π B and 1/ξ B ; 6 end 7 while {(
; 10 π t = Equation (14);
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Update the end-to-end distortion D(R, S); 
is O((MSS/ S) + (1/ R)).
V. PERFORMANCE EVALUATION
In this section, we present the performance results obtained through extensive emulations over the Exata [45] platform to validate the efficacy of the ESCOT. Exata is an advanced edition of QualNet [46] , and we conduct the emulations involving real-time H.264 video streaming. The semiphysical emulation differs from the traditional trace-driven simulations and is able to mimic real data transfer with high fidelity.
First, we describe the evaluation methodology that includes the emulation setup, reference schemes, and performance metrics. Then, we present and analyze the emulation results in wired networks. The componentwise validation is shown in Section V-C. Fig. 7 shows the system architecture for performance evaluation in wireless networks. The emulation topology consists of two communication terminals: cross traffic generators and the core networks. The sender and the receiver are mapped to real local-network computers, which are connected to the emulation server via the Exata 2.1 Connection Manager. As shown in Fig. 7 , each router in the core networks is connected to an edge node, which is used for generating cross traffic to emulate network dynamics. The edge nodes are linked to four traffic generators that produce cross traffic with a Pareto distribution. The packet sizes of background traffic are varied to mimic the real traces collected on the Internet: 43% are large (>1400 B), 17% are medium [(144, 1400) B], and 40% are small (<144 B) [47] . The aggregate cross traffic loads imposed on the network paths are similar and vary randomly between 20% and 40% of the bottleneck links' bandwidth to create the traffic variations. We conduct the semiphysical emulations in both cellular and Wi-Fi networks, which represent the most commonly used access options for mobile users. The main parameter configurations of cellular and Wi-Fi networks are listed in Table III [9] , [61] .
The mobile terminal is set to move along four predefined trajectories (at the moving speed of 2, 4, and 8 m/s) shown in Fig. 7 . These trajectories represent the commonly used cellular and Wi-Fi networks. The available capacities of both wireless networks with regard to different mobile trajectories are also specified in Table III. Since this paper employs the delay performance model in [24] , we follow the same TCP settings to use the New Reno and disable the Nagle algorithm [38] . Table IV summarizes the  configurations of TCP parameters. 2) Video Codec: We use the H.264/AVC standard reference software JM 18.2 [48] as the video codec. In order to implement the emulations involving real-time encoded video streaming, we integrate the source code of JM with Exata and develop an application-layer protocol named Video Communication. This application adopts TCP as the transportlayer protocol. The development steps can be referred to Exata Programmers' Guide [45] . The video test sequences are Shooter, Robot Lab, Race, and Viking rendered from the Unity engine, as shown in Fig. 8 . Each of the selected sequences features a different pattern of temporal motion and spatial characteristic. We concatenate the video sequences to be 30 000 frame-long in order to obtain statistically meaningful results. The video streaming is encoded at 60 f/s and a GoP includes 30 frames with the structure of IPP...P. Since the B (bidirectional) frame needs the prediction from the subsequent frames, it often incurs a delay larger than the playout interval between two consecutive frames [62] . Therefore, the bidirectional prediction mode should be disabled for real-time applications to reduce video coding latency [62] . We consider the low-delay encoded video stream exclusively consists of I and P frames (without B frames).
The delay constraint T is set to be 500 ms for each FEC block to prevent the playback buffer starvation [14] . The video encoding rates are configured as 2 and 3 Mb/s in the two trajectories for the reference schemes, while ESCOT dynamically adjusts the source rate during the video delivery.
3) Reference Schemes: We compare the performance of ESCOT with the following representative transmission schemes for real-time video applications. 1) APHIS [9] : This framework adjusts the traffic load with the priority-aware frame selection. A sub-GoP level FEC coding scheme is employed to provide unequal protection for the I frames. 2) JSFR [17] : The JSFR selection scheme dynamically adjusts the source and FEC coding rates to minimize the end-to-end video distortion. 3) New Reno: TCP New Reno has the ability to recover from multiple losses within the same loss window, and thus avoids frequent retransmission TO events. This reference scheme is to the video transmission performance without introducing the source-FEC coding.
4) Benchmarks:
The following benchmarks are used for the performance comparison of the evaluated schemes.
1) PSNR is the standard metric to measure objective video quality. This parameter is expressed as a function of the MSE between the original and the reconstructed video frames. If a video frame is dropped during transmission or past the deadline, it is considered lost and is concealed by copying from the last received frame before it. 2) Game mean opinion score (GMOS) [52] is a subjective quality metric that reflects the MGUEs. This parameter is based on the MGUE model introduced in [52] .
3) The end-to-end delay of a video frame consists of the transmission delay and the holding time at both the server and client sides. This duration is counted from the generation time of a video frame to the time when it can be decoded. 4) Goodput [49] represents the amount of useful information bits successfully received by the destinations within the imposed deadline. 5) Frame success rate [50] represents the percentage of video frames successfully received by the destination within the delay constraint. This metric reflects the level of playback fluency perceived by end users. Fig. 9(a) shows the average PSNR values and confidence intervals for all the transmission schemes in the mobile emulation scenarios. The proposed ESCOT achieves higher values with lower variations than the reference schemes in the trajectories of both Wireless Local Area Network (WLAN) and cellular networks. In particular, the video quality received in cellular networks is obviously higher than that in Wi-Fi networks, because the cellular link is able to better sustain user mobility [14] , [61] . The higher bandwidth in cellular networks enables the proposed solution to enlarge the source coding rate to improve video PSNR. Fig. 9(b) presents the video quality results of different moving speeds along mobile trajectory III. The ESCOT outperforms the reference FEC coding schemes, and the performance gaps become larger while the moving speed increases. These results are expected because the source rate control algorithm in ESCOT is able to dynamically adjust video coding rate according to the bandwidth variations during client mobility.
B. Evaluation Results
1) PSNR:
In order to have a close-up view of the measured objective video quality during the playback process, Fig. 10 shows the instantaneous PSNR values for the frames indexed from 1000 to 1800. We can observe that a more fluent video streaming is received with the proposed ESCOT. Although the PSNR values of ESCOT may be lower for some frames, most of them are caused by the frame drop for bandwidth conservation to protect higher priority frames. The presented microscopic results in Fig. 10 significantly indicate fewer video stalls and glitches for the proposed FEC coding scheme.
To compare the subjective video quality, Fig. 11 shows the typical results of the received video frames with the competing transmission schemes. It can be observed that the video frame received with the ESCOT is well protected. The images received with the reference schemes are damaged to different levels due to the transmission losses and error propagations.
2) GMOS: To depict the user experience in mobile cloud gaming environment, Fig. 12(a) presents the average GMOS values in different trajectories. The factors include the game type, resolution, frame rate, delay, PSNR, and packet loss rate [52] . As the available network bandwidth increases (in trajectories III and IV), the user perceives higher gaming experiences. The instantaneous GMOS values during the interval of [100, 400] s, while the mobile terminal is moving along trajectory I, are shown in Fig. 12(b) . The results indicate that the ESCOT is able to achieve better gaming experiences than the reference transmission schemes.
3) Delay: Fig. 13(a) shows the average end-to-end delay of the video frames measured from different emulation scenarios. The results' trend is almost opposite to that shown in Fig. 9(a) . This is because the real-time video quality is inversely proportional to the end-to-end delay. ESCOT achieves appreciable improvement in the delay performance than the competing schemes as we analyze the TCP-connection state in the FEC coding adaption. This strategy helps to mitigate throughput fluctuations and reduce TCP-level latency. During the video playback, the receiver side is plagued with disruptions while using the three reference schemes. Fig. 13(b) shows the instantaneous values of end-to-end delay during the interval of [100, 350] s. ESCOT substantially mitigates the delay jitter than other transmission schemes, and this guarantees the seamless streaming video received by the mobile terminal.
In order to compare the microscopic results of the delay performance, Fig. 14 shows the cumulative distribution functions (CDFs) of the end-to-end delay with regard to different mobile trajectories. During the video transmission process, the receiver side is often plagued with playback disruptions and stalls while using the reference schemes. A significantly smoother video streaming can be obtained with the proposed ESCOT scheme. Fig. 15(a) shows the average results of goodput measured from the different emulation scenarios. Expectedly, the results' pattern is similar to the average PSNR results shown in Fig. 9(a) . According to the literature [49] , the goodput performance is a key parameter in guaranteeing and optimizing the quality of real-time multimedia traffic. Fig. 15(b) sketches the evolutions of the instantaneous goodput values during the interval of [100, 350] s, while the video encoding rate is 2.5 Mb/s. ESCOT achieves higher and smoother goodput than other FEC coding schemes as it adapts the FEC redundancy and packet size according to the estimated TCP-connection state and time-varying network status. The EEP scheme performs the FEC coding at the GoP level, which leads to larger end-to-end delay and lower goodput than other transmission schemes.
4) Goodput:
The bandwidth consumption of the evaluated schemes is presented in Fig. 16 . It can be observed that the bandwidth consumptions of ESCOT, APHIS, and JSFR are close to each other. New Reno consumes less bandwidth as it does not use FEC coding. We can arrive at the conclusion that the superiority of ESCOT is not due to the higher bandwidth usage, but on the effectiveness of the source-FEC coding algorithms.
5) Frame Success Rate: Fig. 17(a) shows the frame success rate in the four mobile trajectories with the encoding frame rate of 60 f/s. This metric is of vital significance to the real-time gaming video quality, since it guarantees the received frame rate and playback fluency perceived by end users. ESCOT significantly achieves higher frame success rate than the reference schemes as it adjusts the source rate and FEC redundancy according to the network status and TCP-connection state. APHIS proactively drops some less important frames, while network congestion and bandwidth shrink occur to protect the more important frames.
In Fig. 17(b) , the number of lost frames measured in the four mobile trajectories is presented. ESCOT mitigates the frame drop problems by dynamically adjusting the source rate and FEC redundancy in case of bandwidth shrink and random packet losses. Due to the large size of the I frames, it is more likely for these important frames to encounter losses if using the reference schemes due to the lack of rate control. APHIS adjusts the video traffic load by selectively dropping the lowerpriority frames, and thus degrades the fluency level of gaming video. However, APHIS delivers more I frames than the JSFR and New Reno as it considers the frame priority in code rate adaption. Table V compares the distribution of frame loss events, while the terminal is moving along the fourth mobile trajectory. The consecutive frame drops also induce noticeable quality degradations, as shown in Fig. 3 . It can be observed the proposed FEC coding scheme is able to dynamically adjust the redundancy value according to the time-varying loss rate. Besides, the FEC redundancy is less than the estimated packet loss rate, since it distinguishes congestion losses and random losses. Fig. 19 sketches the evolutions of available bandwidth and video encoding rate during the same interval. ESCOT is able to take full advantage of the available network resources while respecting the TCP friendliness. Fig. 20(a) compares the time complexity of the exact and close-form equations for transmission loss rate π t with regard to different FEC block sizes n. As expected, the approximate analysis is able to significantly achieve lower complexity, and the superiority enlarges as the coding block size increases. The approximation ratios with regard to different numbers of lost packets j are presented in Fig. 20(b) . We can observe that such analysis achieves satisfactory estimation accuracy with regard to different packet loss rates and burst lengths.
C. Componentwise Validation
The required bandwidth with regard to different feedback frequencies is presented in Fig. 21 . In our emulations, the feedback information is sent back to the client for every 0.5 s, and the feedback packet size is 16 B. Therefore, the bandwidth required for the feedback information is 32 B/s. In general, the estimation accuracy can be improved by increasing the feedback frequency.
VI. CONCLUSION AND DISCUSSION
Recent years have witnessed the significant growth of cloud gaming applications in the computer gaming industry. Video transmission is a key technical problem in developing an effective cloud gaming platform. Because of the special features in firewall traversal and network friendliness, TCP is commonly adopted as the transport-layer protocol in popular cloud gaming systems to stream gaming video. It is extremely challenging to deliver mobile cloud gaming video over TCP in wireless networks with regard to the stringent QoS requirements, time-varying channel status, and special TCP features. This paper tackles the critical problem by developing an application-layer source-FEC coding scheme for mobile cloud gaming video over TCP. The proposed ESCOT is distinct from the existing FEC coding schemes in which we analyze and leverage the TCP characteristics to optimize the overall quality of the real-time gaming video. Through modeling and analysis, we develop solutions for effective loss rate estimation, source rate control, and FEC coding adaptation. Emulation results show that the ESCOT is able to substantially reduce the endto-end delay and improve video PSNR over the reference schemes.
As future work, we will consider the following aspects. 1) Improve the adaptive source-FEC coding scheme to jointly optimize distortion and experience (e.g., video stall [51] ) of real-time gaming video over wireless networks. 2) Introduce the speculation-based technology [8] to further improve the delay performance based on the user inputs and past gaming events.
APPENDIX DERIVATIONS FOR EFFECTIVE LOSS RATE
First, we provide the theoretical analysis on the transmission loss rate based on the Gilbert model and the continuous-time Markov chain. Assume that the notation c denotes a n−tuple that represents a particular failure configuration during the transmission. If the i th FEC packet in a coding block is lost, then c i = B, 1 ≤ i ≤ n and vice versa. By considering all the possible configurations of c, we can compute the transmission loss rate π t as
where ∀c represents for all the possible combinations of c. L(c) represents the number of lost FEC packets for a given c. For the systematic FEC(n, k) coding, L(c) is expressed as
Let P(c) denote the probability of the path failure configuration in the transmission of the n packets. The derivation of P(c) for the continuous-time Gilbert loss model is the product of the state transition probabilities. We use the symbol F i, j (θ ) to express the probability of transition from state i to j in time interval θ
According to the property of continuous-time Markov chain, we have the following state transition matrix:
. Now, the expression of P(c i ) can be obtained, e.g., for n = 3 and c 3 = B|c 2 = B|c 1 = G, we have
where θ i represents the departure interval between the i th and the (i + 1)th FEC packets. Therefore, P(c) is calculated with
After a sequence of algebraic manipulations, the expression of transmission loss rate is presented as
Equation (20) enables us to obtain the expectation value of π t for the given transition probabilities. In Section IV-A, an approximate analysis is presented to derive the closed-form transmission loss rate based on (20) . To model the overdue loss rate (π o ), we consider the communication network as a queuing system with a single server. Recent measurement studies reveal that the video traffic pattern follows the Markov-modulated process [40] . Therefore, we model the queuing delay with the M/G/1 model, and the overdue loss probability of packets over the communication network is expressed as [14] , [36] 
where d E (n) denotes the expected value of end-to-end delay and can be obtained with (3) . Therefore, the probability of expired arrival of the FEC packets is expressed with
Based on (20) and (22), the expectation value of can be estimated.
