Abstract-In this paper, we consider the problem of estimating the state of a dynamical system from distributed noisy measurements. Each agent constructs a local estimate based on its own measurements and on the estimates from its neighbors. Estimation is performed via a two stage strategy, the first being a Kalman-like measurement update which does not require communication, and the second being an estimate fusion using a consensus matrix. In particular we study the interaction between the consensus matrix, the number of messages exchanged per sampling time, and the Kalman gain for scalar systems. We prove that optimizing the consensus matrix for fastest convergence and using the centralized optimal gain is not necessarily the optimal strategy if the number of exchanged messages per sampling time is small. Moreover, we show that although the joint optimization of the consensus matrix and the Kalman gain is in general a non-convex problem, it is possible to compute them under some relevant scenarios. We also provide some numerical examples to clarify some of the analytical results and compare them with alternative estimation strategies.
I. INTRODUCTION
T HE RECENT technological advances in wireless communication and the decreasing in cost and size of electronic devices are promoting the appearance of large inexpensive interconnected systems, each with computational and sensing capabilities. These complex systems of agents can be used for monitoring very wide areas with fine resolution. However, collecting measurements from distributed wireless sensors nodes at a single location for on-line data processing may not be feasible due to several reasons among which long packet delay (e.g. due to multi-hop transmission) and/or limited bandwidth of the wireless network, due e.g. to energy consumption requirements.
This problem is particularly relevant in wireless ad-hoc sensor networks where information needs to be multi-hopped from one node to another using closer neighbors. Therefore there is a growing need for in-network data processing tools and algorithms that provide high performance in terms of online estimation while (i) reducing the communication load 
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among all sensor nodes, (ii) being very robust to sensor node failures or replacements and packet losses, and (iii) being suitable for distributed control applications. The literature is very rich of contributions addressing several aspects of distributed estimation and, for obvious reasons, we shall mention only a few. We can classify these works into few large classes based on the modeling adopted: static vs dynamic estimation, distributed vs hierarchical estimation, and all-to-all vs multi-hop communication networks. The distinction between static and dynamic estimation depends on whether the quantities to be estimated are constant or time-varying. The second distinction between hierarchical and distributed depends on whether the global estimate is required to be computed at a specific location on the network or at many sensing locations. The last distinction between all-toall vs multi-hop depends on whether one node can directly send a message to any other node, or it has to route it through intermediate nodes. The work of this paper belongs to the class of dynamic distributed estimation under multihop communication, while most of the works in the literature focus on different combinations of the three classes mentioned above.
For example, [28] derives conditions under which one can reconstruct the global sufficient statistics from local sufficient statistics; [14] investigates how much information two sensors (say S 1 and S 2 ) have to transmit regarding their measurements (say y 1 and y 2 ) in order for a fusion center to be able to evaluate certain functions of the measured data y 1 and y 2 ; this latter paper and [10] introduce the concept of communication complexity since computation efficiency depends also on the underlying communication graph, thus shedding some new light on well-known data fusion formulas. These works however, are limited to static hierarchical estimation in rooted-tree communication networks which is a scenario where communication delay is irrelevant. There is also a vast literature started in the eighties dealing with dynamic estimation with all-to-all communication where the main goal is to find the minimal representation of sufficient statistics to reduce either computation load in the central node [12] [30] or to reduce bandwidth requirements [25] , [20] . However delay due to multi-hop topologies is not considered in these works.
An interesting approach dealing with distributed estimation and control in a multi-hop setting can be found in [13] where the authors propose to design linear distributed estimators and controllers which use only local information. However, this approach leads to a nonlinear optimization problem affected by well known problems of multiple local minima. Nonetheless, this is very similar, in spirit, to the approach 0733-8716/08/$25.00 c 2008 IEEE followed in this paper. In fact, we will focus on distributed estimation of dynamical systems for which sensor nodes are not physically co-located and exchange information only with their neighbors. For example, suppose that we want to track a dynamic quantity that changes according to a random walk, i.e x(t + 1) = x(t) + w(t), where w(t) is a zero mean white noise process with covariance q, and we have N sensors that can measure this quantity corrupted by some noise, i.e. y i (t) = x(t) + n i (t), where n i (t) are uncorrelated zero mean white noise processes with same covariance r. If all measurements were instantaneously available to a single location, it is well known from the centralized Kalman filter that the sufficient statistics necessary to reconstruct the optimal estimate would be given by the mean of all measurements, i.e. mean(y(t)) :
. In a multi-hop setting, it is not possible to assume that all measurements are instantaneously available at a specific location, since data from distant nodes, at best, arrives with some delay which depends on the specific network topology. Moreover, in a distributed setting where each sensor node is required to compute a global state estimate, the number of messages from every node to every other node can congest the network. However, if it was possible to provide an algorithm that computes the mean of a set of numbers only through local communication, then the optimal estimate could be computed at each sensor node as follows:
wherex i is the local estimate of i−th sensor. Algorithms able to compute the average of a set of numbers in a distributed way are known as average consensus algorithms. One popular class of such algorithms are based on linear iterations z + = Qz, where z is the vector whose entries are the quantities to be averaged and Q is a doubly stochastic matrix, i.e. a matrix with properties Q ij ≥ 0, j Q ij = 1 and i Q ij = 1. The linear consensus problem has been widely studied in terms of convergence of Markov Chains [9] [27] [19] , and it has been recently proposed as an effective approach to solve many control problems ranging from flocking to robot rendezvous as summarized in the survey paper [17] and references therein. Under some weak connectivity properties [4] , these algorithms guarantee that lim m→∞ [Q m z] i = mean(z), i.e. all elements of vector Q m z converge to their initial mean mean(z). Therefore, provided that it is possible to communicate sufficiently fast within two subsequent sensor measurements, i.e. m 1, then intuitively we can assume that the following distributed estimation strategy yields the optimal global state estimate:
To our knowledge Olfati-Saber [18] and Spanos et al. [22] were the first ones to propose this two-stage strategy based on computing first the mean of the sensor measurements via consensus algorithms, and then to update and predict the local estimates using the centralized Kalman optimal gains. This approach has been extended to static multivariable systems in [33] Recently, Alriksson at al. [1] and Speranzon et al. [24] , considered the case m = 1, i.e. sensors are allowed to communicate only once between sampling instants. In particular, in [1] , the authors consider a general MIMO scenario where the matrix Q = Q(t) and the gain = i (t) (W and K, respectively, in their terminology) are selected at each time step in order to minimize the estimation error covariance of each sensor for the next time step, with the only constraint to maintain the estimate unbiased. In [24] the authors consider a single update equationx(t + 1) = Kx(t) + Hy(t), and similarly to [1] , they minimize the sum of all covariance errors at each time step, but differently they simultaneous optimize the gains K and H by enforcing stability of the matrix K. These iterative estimation algorithms seem to converge in numerical simulations and provide good performance, but no proof of stability and global optimality nor insights about the effect of connectivity of the underlying graph on the overall performance were given.
The algorithms based on stochastic matrices represent just one class among all the average consensus algorithms [11] [26]. For example, there has been recent work (see e.g. [7] , [29] ) on finite-time consensus algorithms. These approaches guarantee that consensus can be reached in finite time; however these schemes are nonlinear and hence more difficult to analyze. Moreover, they are limited to the continuous time framework, making them less attractive in the presence of communication constraints. Another class of average consensus algorithms includes iterative distributed gradient descent algorithms based on Lagrange multipliers [3] , which have been recently proposed by Skizas et al. [21] in the context of static distributed estimation. The authors proved that these algorithms converge to the centralized optimal estimator under the hypothesis of fast communication and that they maintain good performance even under quantization, non-gaussian noise and small number of consensus iterations.
A. Contribution
In this paper, we shall study the interaction between the consensus matrix Q, the number of messages per sampling time m, and the gain . Details concerning the problem formulation can be found in Section II.
With respect with the aforementioned works, we consider a simpler scenario with a scalar state which can be measured by N identical and independent sensors, a setup which still captures some of the most important features of the problem. In fact, also in this simple setup, the joint optimization of Q and is not convex, as discussed in Section III. Our goal is to provide better insights about the problem of distributed estimation using consensus matrices, rather then posing it as a black-box optimization algorithm. Therefore in Section IV we explore some important regimes, namely optimization for fixed Q, fast communication m → ∞, "small" measurement noise (r/q → 0), and "small" process noise (q/r → 0).
In particular, we show that the common practice of optimizing the spectral radius ρ(Q) of the consensus matrix Q is the optimal strategy only under the fast communication regime. In fact, under the "small" measurement noise regime (r/q → 0) it is more appropriate to optimize the Frobenious norm ||Q m || F . In general, the minimizers for these two criteria do not coincide. Moreover, we also provide some useful guidelines for choosing the local filter gain under the same asymptotic regimes. Finally, in Section V we provide some numerical examples to clarify the proposed analytical results and we compare them with alternative distributed estimation strategies available in the literature. Section VI summarizes the results and contains some suggestions for possible future extensions.
Mathematical Preliminaries
Before proceeding we introduce some mathematical preliminaries that will be used throughout the paper. We indicate with
* the vector of all ones, where the superscript * denotes complex conjugate transpose. The Frobenius norm of a matrix Q ∈ R N ×N is defined as ||Q|| F := tr(QQ * ) = i,j |Q ij | 2 , where Q ij is the (i, j)-th entry of the matrix Q. We say that a matrix Q is stochastic if it has nonnegative entries and the rows sum to one, i.e. Q1 = 1; Q is said to be quasi-stochastic if the non-negativity constraint on its elements is dropped. Let σ(Q) := {λ 0 , . . . , λ N −1 } be the spectrum of Q, where the eigenvalues are counted with their algebraic multiplicity. From the constraint Q1 = 1, we can assume (w.l.o.g.) that λ 0 = 1. For a quasi-stochastic matrix Q we define the essential spectral radius ρ(Q) as
Furthermore, we shall say that Q is doubly stochastic (doubly quasi-stochastic) if both Q and Q * are stochastic (quasistochastic). Given a direct graph G = (V, E), with vertex set V = {1, . . . , N} and edge set E, a matrix Q ∈ R N ×N is said to be compatible with G if and only if Q ij = 0 implies that
II. PROBLEM FORMULATION
Consider a set V of N sensor nodes which are labeled i = 1, 2, . . . , N. These sensors can communicate over a timeinvariant network modeled as a direct graph G = (V, E), where the edge (i, j) is in E if and only if the node i can transmit its information to the node j. A physical process with state x ∈ R evolves according to the continuous-time system
where v(t) is a continuous-time white noise 2 of zero mean and intensity q ≥ 0, that is E[v(t)v(s)] = qδ ts , where δ ts is the Kronecker delta. The initial condition is also assumed to be a random variable with mean x 0 and variance σ.
Each sensor takes noisy measurements of a (scalar) physical process x:
where T is the sampling time. From now on, w.l.o.g., we shall assume
Moreover the noises n i (k) ∈ R are zero mean and uncorrelated, i.e. E[n(k)n(h)] = rIδ hk . Note also that Equation (3) can be rewritten in the following vector form
Suppose also that, between each pair of subsequent measurement updates k and k + 1, each node exchanges m messages; we assume that these transmissions take place at the following times
We shall denote withx i (k+hδ|k) the estimate, at node i, of the state x at time k + hδ given measurements up to time k. In compact form we shall also denote withx :
the vector of estimates. We assume that these estimates are updated, for k ≥ 0, according to the following rule 
From now on we shall use constant "gains" (k) and Q(k, h), i.e. (k) = and Q(k, h) = Q. We shall also require that [1, m] . This leads to the condition Q1 = 1, i.e. Q has to be a quasi-stochastic matrix, which we shall assume from now on.
Let us also define the estimation errorx
. In order to analyze the structure of the recursive equations thatx (k + hδ|k) satisfies, it is convenient to discretize Eqn. (2) in the form
Note that w is a discrete time white noise with mean zero and variance q/m. By straightforward calculations, for h = 0, we getx(k|k)
Evolutions of the formẋ(t) = ax(t) + v(t) can be treated along the same lines without difficulties. For ease of exposition we prefer to stick to the simple random walk-model. 2 We recall that what is commonly referred to as "continuous time white noise" can be thought of as the "derivative" of a Wiener process which, unfortunately, is nowhere differentiable. More rigorously x(t) is a Wiener process.
We shall be concerned with the second order properties of the error, represented by
One can show that P (k + hδ|k) satisfies, for h = 0,
and, for h = m,
Plugging (5) into (6) we obtain the recursive equation for the predictor error covariance
while, inserting (6) into (5) evaluated at the index k + 1, we get the filter error covariance:
From the initialization in (4) it follows that the error covariance
Iterating the update rule (7), starting from the initial condition P (0| − 1), we obtain
similarly, iterating (8) with initial condition P (0|0), we get
In this paper we shall be concerned with the asymptotic (k → ∞) behavior of the error covariance. Hence we consider the limit
and define the cost function
Note that some restrictions on Q need to be imposed to ensure that the limits converge. In fact, if ρ(Q) ≤ 1 and 0 < < 1, then convergence is guaranteed. In the following of the paper we will restrict to parameters which satisfy these constraints.
The cost defined above lead to the formulation of the following minimization problem:
Problem 1: Given a graph G, let Q be the set of the quasistochastic matrices with ρ(Q) ≤ 1 compatible with the graph G. For a nonnegative integer m, find a real ∈ (0, 1) and a matrix Q ∈ Q minimizing J, i.e.
; it is hence easy to see that Eqn. (9) can be rewritten as follows:
Also note that, if Q is normal and quasi-stochastic, then it is also doubly quasi-stochastic. Relevant subclasses of normal matrices are, for instance, Abelian Cayley matrices [2] , circulant matrices and symmetric matrices. The previous remark suggests that the following assumption is both useful and reasonable. Assumption 1: The set Q in Problem 1 is the subset of the normal quasi-stochastic matrices with ρ(Q) ≤ 1 which are compatible with the graph G.
Example 1: Assume that Q is the set of the circulant stochastic matrices of the form
where k ∈ [0, 1] and assume that m = 1. It is well known (see [8] ) that the eigenvalues λ h of Q are of the form λ h = 1−k + ke
. In order to calculate the optimal gain we have to solve arg min
where
Unfortunately there is no closed form solution for this minimization problem; however a simple expression for (12) can be obtained when the number of sensors N goes to infinity, i.e. for large networks. To this purpose consider the normalized cost and note that
The integral can be computed explicitly using the residue theorem yielding:
(13) The value of opt (1, r, q) can be found by minimizing the limiting expression forJ N in (13).
III. CONVEXITY ISSUES
In general the cost function introduced above is not convex in the parameters. However, we will show in the next section that this function becomes convex under some conditions. First notice that the cost J is convex in . This fact can be easily checked by observing that J can be written as sum of functions of the form:
which are convex in ∈ (0, 1). Now we will show that, under some assumptions, J is convex also as a function of the matrix Q. First observe that, imposing that a matrix Q is compatible with a graph is a convex constraint. Observe moreover that, since we assumed that Q is a subset of the normal matrices, for all Q ∈ Q we have that Q 2 = max i |λ i | and so also the condition ρ(Q) ≤ 1 is a convex constraint as well.
Unfortunately, matrix normality is not a convex constraint in general. This difficulty can be overcome when the graph is undirected, as the lemma below shows. Indeed, note that, if the communication graph G is undirected, Q ∈ Q implies that also Q * ∈ Q. For any Q ∈ Q, consider its symmetric part Q sym := (Q + Q * )/2. Clearly, Q sym is normal and it is compatible with G and so Q sym ∈ Q. The following lemma provides an interesting comparison between J(Q, ) and J(Q sym , ) showing that the former is always greater or at most equal to the latter.
Lemma 3.1: Let Q be any matrix in Q and let Q sym be defined as above. Then
Proof: Let λ i be any eigenvalue of Q. Then Re {λ i } is an eigenvalue of Q sym , where Re {λ i } denotes the real part of λ i . Clearly |Re {λ i }| ≤ |λ i | which implies that
Therefore, from (11), it follows that J(Q sym , ) ≤ J(Q, ).
Remark 2:
It is important to note that normality plays a fundamental role in the previous lemma which cannot be generalized to quasi-stochastic matrices Q. In fact, one can find a non-normal Q for which the symmetric part Q sym gives a larger cost index. An immediate consequence of Lemma 3.1 is that, when the communication graph is undirected, the minimum of the cost function J is reached by symmetric matrices. Thus, if Q sym is the subset of Q containing the symmetric matrices, i.e. Q sym = {Q ∈ Q : Q = Q * }, solving (10) is equivalent to solve
Note that Q sym is a convex set. The following result, which can be proved using the arguments proposed in [32] , provides a powerful characterization of Eqn. (14) which has important implications when it comes to performing numerical optimization.
Theorem 3.1: Let Q sym be as above. Then the cost function J(Q, ) defined on Q sym is a convex function. Notice that, although J is convex in and in Q separately, J is not a convex function jointly in and Q ∈ Q sym , as simple examples demonstrate. Therefore, the joint minimization of J might be quite hard in general.
IV. SOME SPECIAL CASES IN THE OPTIMIZATION PROBLEM
As noticed above, the minimization defined in Eqn. (10) can be hard in general. Nevertheless, analytical characterizations are possible when restricting to some "asymptotic cases" on the values of m, r and q. In particular we will consider the following situations:
• optimization in for fixed Q • the sensors can communicate fast within two subsequent measurements, i.e., m → ∞
• r q ≈ 0, i.e. measurement noise is negligible with respect to process noise Given any Q ∈ Q we define
opt (m, r, q|Q) ∈ arg min J(Q, ; m, r, q) (16) Note that J opt (m, r, q|Q) = J(Q, opt (m, r, q|Q); m, r, q) and that Q opt (m, r, q) ∈ arg min Q J opt (m, r, q|Q). In the sequel, without risk of confusion, we shall omit arguments which are kept fixed.
A. Optimization in with fixed Q
In this subsection we shall study the properties of opt (m, r, q|Q) and of J opt (m, r, q|Q). Let
and opt c be the optimal gains minimizing J in the purely decentralized and purely centralized case. More precisely, these are the optimal gains when Q = I and Q = 
. The achieved (optimal) cost satisfies the reversed chain of inequalities: follows directly from the fact that Q 0 = I. We prove now that opt (m|Q) ≤ opt (m+1|Q). We start by calculating the partial derivative
Consider now the functions p :
We have that
It is easy to check that ∂p ∂m < 0 ∀ ∈ (0, 1) and ∀x ∈ [0, 1]. This implies that
Since we already know that for all m the function J(Q, ; m) is convex in ∈ (0, 1), it follows that opt (m + 1|Q) > opt (m|Q). In order to show that opt (m|Q) ≤ opt c , we remark that the matrix
* has an eigenvalue equal to 1 and N − 1 eigenvalues equal to 0. This implies that
Thus we have that
where the last inequality follows from the fact that x − αx 2 > 0, ∀x ∈ (0, 1) and ∀α ∈ (0, 1 
Proof: Let ρ = ρ(Q),ρ = ρ(Q) and λ i andλ i be the eigenvalues of Q andQ, respectively. Observe that
and that
Hence, if (ρ + )
2m > Nρ 2m , we have that
Straightforward calculations show there existsm depending only on such that (ρ + ) 2m > Nρ 2m for all m ≥m , thus ensuring that Eqn. (18) 
where λ i andλ i are the eigenvalues of Q andQ, respectively. We have that f ( , m) can be written in the following way
It is straightforward to see that α 0 > 2 . Also since all eigenvalues of Q k and Q k are inside the unit circle for all k then
Clearly, if the last term is non-negative, then also f ( , m) > 0, ∀ m. This condition is satisfied if and only if which completes the proof.
Therefore, we have that J(Q, ; r, q) > J(Q,
;
B. Fast communication (m → ∞)
In this subsection it will be shown that, when m → ∞, optimizing Q for "fast convergence", i.e. minimizing the essential spectral radius is the "right" thing to do. Moreover, as expected, the optimal gain converges to the centralized gain . LetQ be any matrix minimizing the essential spectral radius inside Q. We shall now prove that
For notational convenience, we denote along the proof ρ (Q opt (m)) by ρ m and ρ(Q) byρ. Assume by contradiction that lim m→∞ ρ m =ρ. This means that there exists > 0 and a sequence of integers m 1 < m 2 < m 3 < . . ., such that ρ mi ≥ρ+ , ∀ i ∈ N and consequently that inf {ρ mi } ≥ρ+ . This implies, by Lemma 4.1, that there existm , depending only on , such that J opt (m|Q opt (m i )) > J opt (m|Q), ∀ i ∈ N and ∀m >m . Therefore, ifī is such that mī >m , we get
contradicting the fact that Q opt (m i ) ∈ arg min Q J opt (m i |Q) and thus proving Eqn. (19) .
Consider now any sequence of integersm 1 <m 2 < m 3 <m 4 . . . such that lim i→∞ Q opt (m i ) =Q whereQ is a suitable matrix inside Q. It follows, by the continuity of ρ that lim i→∞ ρ(Q opt (m i )) = ρ(Q). Clearly ρ(Q) =ρ. Suppose now that arg min Q ∈ Q ρ(Q) is a singleton and call Q the unique element in this set. It follows thatQ =Q, thus implying, from the compactness of Q, that
Consider now a sequence { opt (m)} ∞ m=0 and letρ be such that ρ <ρ < 1. Let us introduce a matrixQ such that σ(Q) = {1,ρ, . . . ,ρ}, that isQ has N − 1 eigenvalues equal toρ. It follows that
and, by recalling the expression of
Let now be any real such that 0 < <ρ −ρ. We have just proved that there exists a positive integerm such that ∀ m >m we have that ρ m <ρ− . Consider now the function
where m ∈ N. By straightforward calculations we have that
It is possible to show that 
C. Small measurement noise (r/q → 0)
In this subsection we treat the case in which the variance of the measurement noise is negligible with respect of the variance of the process, that is r/q → 0. We will show that it is the Frobenius norm of Q which plays a crucial role in this case.
Theorem 4.3: Let Q opt (r, q), opt (r, q) be a solution of Eqn. (10) and letQ
holds.
Proof: Let J opt (r, q|Q) and opt (r, q|Q) be quantities defined in (15) and (16) . We shall first prove that
Assume by contradiction that lim r/q→0 (Q opt (r, q))
F . This means that there exists > 0 and a sequence
By Lemma 4.2 this implies that there exists δ , depending only on , such that
for each pair r, q such that r q < δ and ∀ i ∈ N. Therefore, if i is such that rī qī < δ , we get
which yields a contradiction and hence proves (21) . Consider now any sequence 
Assume now by contradiction that lim q/r→0 p (Q opt (r, q)) = p opt . This means that there exists a sequence
Let us rewrite J in the following way
Let nowQ be such that p(Q) = p opt . From (23) it follows that
Equation (22) implies that also lim i→∞ opt (r i , q i |Q) = 0 so that for i large enough
which yields a contradiction. Consider now opt (r, q). Let us first compute the partial derivative
( ) and consider the equation F (γ, ) = 0. We adopt an argument similar to the proof of the implicit function theorem. By applying the Taylor's expansion around (0, 0) we get
and equating this expression to 0 we obtain that opt (r, q) = opt (r, q|Q opt (r, q)) satisfies
Therefore, using an argument similar to the one adopted in the proof of Theorem 4.3, it follows that
which concludes the proof. V. ILLUSTRATIVE EXAMPLE Now we present an example illustrating the results derived in the previous sections. In particular we provide a numerical comparison between the approach presented here and the method proposed in [1] . In [1] the authors analyze a general MIMO scenario where the gain = (t) (K in their terminology) and the consensus matrix Q = Q(t) are time varying matrices which are chosen recursively at each time step. In order to compare the results in [1] with our approach we assume that the averaging matrix W in [1] corresponds to performing m consensus iterations using the matrix Q, i.e. W = Q m . In [1] the gain is chosen to minimize the estimation error covariance of the local estimators (i.e. in a decentralized fashion) and it is different for each sensor. Moreover the consensus matrix Q is chosen so that the estimation error covariance of the local estimators is minimized after consensus (weighted averaging in [1] ) 5 . In this simulation we consider a strongly connected random geometric graph generated by choosing N points at random in the unit square, and then placing an edge between each pair of points at distance less than 0.3. We assume that N = 30, q = 1 and r = 1. It is worth introducing also the following functional cost
where P (k|k) is defined in Section II. We consider the minimization of both J and J 1 . We use the following notational conventions: As mentioned earlier, in [1] the optimal gain and the optimal consensus matrix are found recursively at each time step t. We indicate by J r (m) and J r 1 (m) the asymptotic cost values 6 to which J and J 1 converge using the method proposed in [1] (the superscript "r" stands for recursively). Simulations for m ranging in the interval [1, 10] are shown in Figure 1 . It is worth noting that the optimization strategy proposed in [1] gives worse performance in terms of the asymptotic values for both costs J and J 1 in the previous example. This is somewhat to be expected since the former approach recursively optimize the cost at the next time step, not the steady state cost. This recursive strategy gives the optimal steady state performance only for the centralized scenario, i.e. when the communication graph is fully connected, as well known from any standard textbook on optimal estimation and Kalman filtering [6] . When the graph is not fully connected, this strategy is not guaranteed to converge to the optimal value, as indeed shown in the previous numerical example. Finally, Figure 2 shows the transient behavior of the error covariances P (k + 1|k) and P (k|k), starting from the initial condition P (0|−1) = σ11 * where σ = 3; the choices m = 1, r = 2.5 and q = 0.5 have been made. Precisely, in the top panel P (k + 1|k) and P (k|k) denote the error covariances calculated as in (6) and (5) using Q opt (1) and opt (1) obtained as solution of (24), whereas in the bottom panel the evolutions of P (k + 1|k) and P (k|k) are determined using Q opt 1 (1) and + 1|k) ) , Tr (P (k|k)), evaluated using Q opt and opt , and of Tr (P r (k + 1|k)) , Tr (P r (k|k)) (top). Transient behavior of Tr (P (k + 1|k)) , Tr (P (k|k)), evaluated using Q opt 1 and opt 1 , and of Tr (P r (k + 1|k)) , Tr (P r (k|k))(bottom). (25); in both cases P r (k +1|k) and P r (k|k) refer to the error covariances evaluated by the strategy illustrated in [1] .
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VI. CONCLUSIONS
In this paper we have studied a prototypical problem of distributed estimation for sensor networks; the state of a scalar linear system is estimated via a two stage procedure which consists in (i) a standard (and decentralized) Kalmanlike update and (ii) information propagation using consensus strategies. To this purpose two design parameters, i.e. the Kalman gain and the consensus matrix Q have to be designed. This choice is made by optimizing the steady state prediction (or estimation) error. We have discussed, under specific circumstances, the behavior of the "optimal" parameters. This is summarized in table of Figure V .
Although these results have been obtained for simple scenarios where the state is scalar and all sensors are equal, they provide useful guidelines for choosing the local filter gain and the consensus matrix Q also for more general scenarios. In particular, we showed that the common practice of finding algorithms that minimize the spectral radius for the consensus matrix Q is not necessarily the optimal strategy in the context of optimal estimation of time-varying signals. In fact, we showed that depending on some specific regimes, it is more convenient to optimize the Frobenius norm ||Q m || F . Moreover, as discussed in Section III, we showed that the joint optimization of Q and is not convex even in our simple setup. We also compared our approach with the recursive optimization proposed by Alriksson et al. [1] , showing also that their strategy based on minimization of the estimation error at the next time step, fails to minimize the steady state cost (see Figure 1) .
Many research avenues still deserve to be explored. The most important aspect is the extension of the results in this paper to the multivariable case where the gains for the sensors can be different and the measurement noises can be correlated. Moreover, it is fundamental to find provably optimal strategies to simultaneously optimize the consensus matrix Q and the update gains , since the steady state cost function is non-convex in these parameters. Finally, we noticed that the performance can be improved by adding memory in the filter [5] . While this is well known for standard consensus algorithms [15] , careful investigation is ought also in the context of consensus-based distributed estimation.
