All relevant data are within the paper and its Supporting Information files.

Introduction {#sec001}
============

Specific recognition and interaction between macromolecules and ligands determines the fate of most cellular processes and thus the behavior, response and regulation of essential functions in all living organisms \[[@pone.0146043.ref001],[@pone.0146043.ref002]\]. Regulation of gene expression \[[@pone.0146043.ref003]\], enzyme activities \[[@pone.0146043.ref004],[@pone.0146043.ref005]\], protein stabilization \[[@pone.0146043.ref006],[@pone.0146043.ref007]\], cell membrane electrochemical potential \[[@pone.0146043.ref008]\], oxygen transport \[[@pone.0146043.ref009]\] and neural proliferation \[[@pone.0146043.ref010]\] are only a few examples of the great diversity of phenomena that occur in biological systems as a consequence of intermolecular interactions. Despite its key role, the underlying relationships and mechanisms are still a matter of debate.

Cooperative binding represents perhaps one of the most interesting, and not fully understood, types of molecular interactions observed in nature \[[@pone.0146043.ref011]\]. For macromolecules having two or more binding sites, cooperativity is characterized by a change of the intrinsic (site specific) equilibrium binding constant as a function of the reaction progress (i.e. the affinity of a given binding site for a ligand will be affected by the occupancy of other sites by the same or different ligands). The first modeling approaches describing cooperative binding were proposed by A.V. Hill at the beginning of the twentieth century by analyzing the binding of oxygen to human hemoglobin \[[@pone.0146043.ref012],[@pone.0146043.ref013]\]. At that time, hemoglobin was thought to be a monomeric molecule containing one atom of iron \[[@pone.0146043.ref014]\]. To conciliate this data with the sigmoidal shape of the oxygen binding curve, Hill proposed that these monomers aggregate in groups of *n* units, and that this 'aggregate' bound *n* molecules of oxygen simultaneously \[[@pone.0146043.ref014]\]. From this model a mathematical expression ([Eq 1](#pone.0146043.e001){ref-type="disp-formula"}) was derived \[[@pone.0146043.ref013]\], where the fractional saturation of hemoglobin by O~2~ (θ) is expressed as a function of the partial pressure of O~2~ or, for the general case, the free ligand concentration \[*L*\]. This equation includes two parameters: an association constant (*K*) and an exponent affecting the ligand concentration today denoted as the Hill coefficient (*n* ~H~).

![](pone.0146043.e001.jpg){#pone.0146043.e001g}
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Later on, Adair et al. reevaluated the molecular weight of hemoglobin demonstrating that four iron ions are present per molecule \[[@pone.0146043.ref015]\]. Thus, the authors took into account the existence of four oxygen-binding sites, and by applying the mass action law to the corresponding association equilibriums obtained an equation that describes the binding curve containing four equilibrium constants, one for each sequential binding step \[[@pone.0146043.ref015]\]. By comparing this expression with that proposed by Hill, Adair concluded that the Hill equation would represent a limit situation where the partially saturated states either do not exist or do not contribute to the binding curve; this extreme condition is now denoted as infinite interaction.

Despite the fact that these two hypotheses (hemoglobin aggregation and infinite interaction) are perhaps unrealistic, [Eq 1](#pone.0146043.e001){ref-type="disp-formula"} is still nowadays the most used mathematical expression to describe cooperative binding in the scientific literature. In this scenario, it is commonly accepted that the Hill coefficient provides a criterion to determine the type of interaction between binding sites in a macromolecule. When the value of the Hill coefficient is 1, the Hill equation becomes a rectangular hyperbola indicating that there is no interaction among binding sites (referred hereafter as identical and independent sites). If *n* ~H~ takes values higher than 1, it is said that the system shows positive cooperativity; this could be the result of an increase in the affinity of a binding site due to the previous binding of a ligand to another site. Instead, *n* ~H~ values lower than 1 would indicate negative cooperativity (also called antagonism) and, in this case, the binding of the first ligand molecule diminishes the probability of binding for a second molecule. However, the condition *n* ~H~ \< 1 while being necessary, is not sufficient to probe the existence of negative cooperativity, since macromolecules with multiple binding sites and different ligand affinities will also depict *n* ~H~ values lower than the unity \[[@pone.0146043.ref016]\]. Although there are few well-documented cases of negative cooperativity (see Ruzicka & Frey \[[@pone.0146043.ref017]\], Abeliovich \[[@pone.0146043.ref018]\] and references therein), its relevance cannot be underestimated. Indeed, Koshland and Hamadani suggested that both, positive and negative cooperativity, are part of a phenomenon of universal importance in biological systems, and have about equal evolutionary relevance \[[@pone.0146043.ref019]\].

[Fig 1](#pone.0146043.g001){ref-type="fig"} exemplifies the three types of binding interactions between sites, showing the fractional saturation of binding sites in a macromolecule as a function of the free ligand concentration.

![Saturation curves for the three characteristic types of interactions between sites.\
The fractional saturation of a macromolecule by a ligand was simulated using [Eq 1](#pone.0146043.e001){ref-type="disp-formula"} for identical and independent sites (green line), positive cooperativity (orange line) and negative cooperativity (blue line). Panel A shows a detail of the curves at low ligand concentrations, whereas Panel B includes saturation values for a wide range of ligand concentration in a logarithmic scale](pone.0146043.g001){#pone.0146043.g001}

It can be observed in [Fig 1](#pone.0146043.g001){ref-type="fig"}, the hyperbolic shape of the saturation curve, characteristic of independent sites without interactions (green line in panel A), and the deviations produced by positive (orange line) and negative (blue line) cooperativity. It is worth noting that the sigmoidal shape of the curve is distinctive for positive cooperativity in the direct representation (Panel A). When the curves are represented as a function of the logarithm of ligand concentration (Panel B), an apparent sigmoidicity appears for all types of binding. An useful criteria to analyze binding curves in the logarithmic scale is the so-called "characteristic free-ligand span", defined as the ratio between the free-ligand concentration corresponding to fractional saturations between 0.1 and 0.9 \[[@pone.0146043.ref020]\]. This span provides a clear characterization of both the quality of the binding isotherm and the underlying complexity of the binding mechanism \[[@pone.0146043.ref001]\]. For a single class of binding sites this span equals 81 (1.908 units in the logarithmic scale) and this value strongly diverges towards lower or higher values for positive or negative cooperativity respectively. For experimentally obtained data, this span appears to be more sensitive to distinguish small cooperative interactions from the case of independent sites without interactions than the determination of Hill coefficients close to 1 \[[@pone.0146043.ref016],[@pone.0146043.ref021]\].

The large majority of experimental binding studies are performed at equilibrium conditions. In this way, the models used to give account of ligand-macromolecule interactions include only the information corresponding to the final thermodynamic state of the system under study. However, the time evolution of a ligand-binding reaction from pre-equilibrium to equilibrium conditions may provide relevant information related to both, the microscopic configuration of the system -which defines the interaction model- and the molecular mechanism of such process.

In this work, we analyze the simplest microscopic binding scheme that can exhibit cooperativity (i.e. a macromolecule with two binding sites for a ligand). Simulations of the resulting phenomenological models allowed to generate equilibrium binding isotherms from the time courses for each binding model. This approach was then used to gain insights on cooperative binding and analyze the dependence between the Hill coefficient and the model parameters. Additionally, the simulated data was thoroughly explored in search of conditions at which different binding models can be distinguished, and possible hidden binding sites on the macromolecule can be unmasked.

Methods {#sec002}
=======

Microscopic description of ligand binding to a macromolecule with two binding sites {#sec003}
-----------------------------------------------------------------------------------

The simplest binding scheme capable of exhibiting cooperativity requires the existence of at least two binding sites. [Fig 2](#pone.0146043.g002){ref-type="fig"} depicts all the possible microscopic states that a single macromolecule (*M*) may acquire as it is occupied sequentially by two ligand molecules (*L*).

![Microscopic reaction scheme for ligand binding to a macromolecule containing two binding sites.](pone.0146043.g002){#pone.0146043.g002}

The two-digit superscript employed in [Fig 2](#pone.0146043.g002){ref-type="fig"} identifies each single binding site in *M* with a binary notation (0 = empty, 1 = occupied). For example, a macromolecule described by the notation *L* ~1~ *M* ^**1,0**^ refers to the microscopic state in which a macromolecule *M* has one ligand (indicated by the subscript 1 of *L*) bound to site 1 while the second site remains empty (indicated by the superscript 1,0 of *M*). The association and dissociation rate coefficients connecting two adjacent microscopic states are identified with a subscript that takes into account the site that is occupied or emptied in each sequential step. Parentheses denote those sites that remain occupied during this ligand-binding step. For example, the notation *k* ~-2(1)~ represents the kinetic coefficient for the dissociation of a ligand molecule from site 2, while a second ligand molecule remains bound at site 1. For each step, the ratio between the association and dissociation rate coefficients defines the thermodynamic equilibrium constant for the association of the ligand to that specific site (*K* ~oi~), namely the intrinsic (or microscopic) equilibrium constant for ligand association to site *i* \[[@pone.0146043.ref022]\] (see [S1 Appendix](#pone.0146043.s001){ref-type="supplementary-material"} for further details).

Time course simulations {#sec004}
-----------------------

The deterministic kinetic description of the binding models included in the reaction scheme represented in [Fig 2](#pone.0146043.g002){ref-type="fig"} is given by the following set of ordinary differential equations: $$\frac{d\left\lbrack M^{\text{0,0}} \right\rbrack}{dt}\  = \ k_{- 1} \cdot \left\lbrack {L_{\text{1}}M^{\text{1,0}}} \right\rbrack + k_{- 2} \cdot \left\lbrack {L_{\text{1}}M^{\text{0,1}}} \right\rbrack - (k_{1} + k_{2}) \cdot \left\lbrack L \right\rbrack \cdot \left\lbrack M^{\text{0,0}} \right\rbrack$$ $$\frac{d\left\lbrack {L_{\text{1}}M^{\text{1,0}}} \right\rbrack}{dt}\  = \ k_{1} \cdot \left\lbrack L \right\rbrack \cdot \left\lbrack M^{\text{0,0}} \right\rbrack + k_{- 2(1)} \cdot \left\lbrack {L_{\text{2}}M^{\text{1,1}}} \right\rbrack - \left( {k_{- 1} + k_{2(1)} \cdot \left\lbrack L \right\rbrack} \right) \cdot \left\lbrack {L_{\text{1}}M^{\text{1,0}}} \right\rbrack$$ $$\frac{d\left\lbrack {L_{\text{1}}M^{\text{0,1}}} \right\rbrack}{dt}\  = \ k_{2} \cdot \left\lbrack L \right\rbrack \cdot \left\lbrack M^{\text{0,0}} \right\rbrack + k_{- 1(2)} \cdot \left\lbrack {L_{\text{2}}M^{\text{1,1}}} \right\rbrack - \left( {k_{- 2} + k_{1(2)} \cdot \left\lbrack L \right\rbrack} \right) \cdot \left\lbrack {L_{\text{1}}M^{\text{0,1}}} \right\rbrack$$ $$\frac{d\left\lbrack {L_{\text{2}}M^{\text{1,1}}} \right\rbrack}{dt}\  = \ \left( {k_{1(2)}\left\lbrack {L_{\text{1}}M^{\text{0,1}}} \right\rbrack + k_{2(1)}\left\lbrack {L_{\text{1}}M^{\text{1,0}}} \right\rbrack} \right) \cdot \left\lbrack L \right\rbrack - \left( {k_{- 1(2)} + k_{- 2(1)}} \right) \cdot \left\lbrack {L_{\text{2}}M^{\text{1,1}}} \right\rbrack$$ $$\begin{array}{l}
\begin{array}{ll}
{\frac{d\left\lbrack L \right\rbrack}{dt}\  =} & {k_{- 1} \cdot \left\lbrack {L_{\text{1}}M^{\text{1,0}}} \right\rbrack + k_{- 2} \cdot \left\lbrack {L_{\text{1}}M^{\text{0,1}}} \right\rbrack + (k_{- 2(1)} + k_{- 1(2)}) \cdot \left\lbrack {L_{\text{2}}M^{\text{1,1}}} \right\rbrack -} \\
 & {- \left( {(k_{1} + k_{2}) \cdot \left\lbrack M^{\text{0,0}} \right\rbrack + k_{2(1)} \cdot \left\lbrack {L_{\text{1}}M^{\text{1,0}}} \right\rbrack + k_{1(2)} \cdot \left\lbrack {L_{\text{1}}M^{\text{0,1}}} \right\rbrack} \right) \cdot \left\lbrack L \right\rbrack} \\
\end{array} \\
 \\
\end{array}$$

Generation of simulated data (i.e. the concentration of each of the species as function of time) requires the numerical solution of these equations. For this purpose an iterative procedure was implemented in Excel spreadsheets by using a 4^th^ order Runge-Kutta algorithm. Simulations were run until not significant changes in the concentration of all species were detected (relative concentration change \< 10^−3^%) thus assuming that equilibrium conditions were reached. The binding density 〈*n*〉 is then calculated from the equilibrium concentrations according to [Eq 7](#pone.0146043.e007){ref-type="disp-formula"}: $$\left\langle n \right\rangle \equiv \frac{\text{concentration~of~bound~ligand}}{\text{total~concentration~of~macromolecule}} = \frac{\left\lbrack {L_{1}M} \right\rbrack + 2 \cdot \left\lbrack {L_{2}M} \right\rbrack}{\left\lbrack M \right\rbrack + \left\lbrack {L_{1}M} \right\rbrack + \left\lbrack {L_{2}M} \right\rbrack} = \frac{\left\lbrack L \right\rbrack_{\text{o}} - \left\lbrack L \right\rbrack_{}}{\left\lbrack M \right\rbrack_{\text{o}}}$$ Where \[*L*\]~o~ and \[*M*\]~o~ are the total ligand and the total macromolecule concentrations respectively, \[*L* ~1~ *M*\] is the concentration of the macroscopic state of the macromolecule with one ligand bound (including the microscopic states *M* ~1~ *L* ^0,1^ and *M* ~1~ *L* ^1,0^), \[*L* ~*2*~ *M*\] is the concentration of the macroscopic state of the macromolecule with two ligands bound and \[*L*\] the free ligand concentration.

Hill coefficients {#sec005}
-----------------

The Hill coefficients were determined by using a refinement of the procedure developed by Jeffries Wyman in the 1960s \[[@pone.0146043.ref023]\]. Briefly, the simulated binding isotherms were represented in the form of the so-called Wyman's Hill plot \[[@pone.0146043.ref014]\]. The Hill coefficient is calculated as the maximum (or minimum) value of the first derivative $$n_{\text{H}} = \text{T}\left\lbrack \frac{\partial\text{ln}\left( \frac{\left\langle n \right\rangle}{N - \left\langle n \right\rangle} \right)}{\partial\text{ln}\left( \left\lbrack L \right\rbrack \right)} \right\rbrack$$ where the operator T is either maximum or minimum. The detailed procedure is described in [S2 Appendix](#pone.0146043.s002){ref-type="supplementary-material"}.

Association and interaction free energies {#sec006}
-----------------------------------------

Association free energies were calculated from the kinetic coefficients corresponding to each reaction step (*i*) as: $$\Delta G_{i\ assoc}^{\text{o}} = - R \cdot T \cdot \text{ln}\left( \frac{k_{i}}{k_{- i}} \right)$$

As defined by Wyman \[[@pone.0146043.ref023]\], the free energy of interaction between sites will be given by: $$\Delta G_{\text{int}}^{\text{o}} = \Delta G_{2\ assoc}^{\text{o}} - \Delta G_{1\ assoc}^{\text{o}} = - R \cdot T \cdot \text{ln}\left( \frac{k_{2(1)}}{k_{- 2(1)}} \right) + R \cdot T \cdot \text{ln}\left( \frac{k_{1}}{k_{- 1}} \right) = - R \cdot T \cdot \text{ln}\omega$$ where ω represents a cooperativity factor that takes a value equal to one for independent binding sites and any other real positive value for non-independent binding sites (see [S1 Appendix](#pone.0146043.s001){ref-type="supplementary-material"} for further information).

Model fitting {#sec007}
-------------

A non-linear regression procedure implemented on a Excel spreadsheets was used to fit the binding models to the simulated data \[[@pone.0146043.ref024]\].

Results and Discussion {#sec008}
======================

Equilibrium binding isotherms from simulated binding time courses {#sec009}
-----------------------------------------------------------------

Time courses of the reaction between a macromolecule (*M*) containing two binding sites for a ligand (*L*) were simulated by using the microscopic scheme represented in [Fig 2](#pone.0146043.g002){ref-type="fig"}. Despite computational simulations deal only with the magnitude of the model variables, the use of physical units can help to connect simulations with experimental results. This is particularly important in those cases involving macromolecule or ligand concentrations, or second order rate coefficients. In this way, total concentration of *M* was kept constant at 1 (μM) for all the simulations, while the concentration of ligand was varied, in regular steps, two orders of magnitude below and above the dissociation constant (assuring in this way, very low and saturating ligand concentrations). For the sake of simplicity, the kinetic association and dissociation coefficients were initially set at *k* ~1~ = *k* ~1(2)~ = *k* ~2~ = *k* ~2(1)~ = 1 (μM^-1^s^-1^) and *k* ~-1~ = *k* ~-1(2)~ = *k* ~-2~ = *k* ~-2(1)~ = 1 (s^-1^), giving a microscopic association constant *K* ~o~ = 1 (μM^-1^). [Fig 2](#pone.0146043.g002){ref-type="fig"} with this set of kinetic coefficients corresponds to the identical and independent sites binding model.

Time course of cooperative ligand binding was simulated by setting the kinetic coefficients for the empty sites at *k* ~1~ = *k* ~2~ = 1 (μM^-1^s^-1^) and *k* ~-1~ = *k* ~-2~ = 1 (s^-1^), and the kinetic coefficient for the association of a second ligand molecule when one site is occupied (*k* ~1(2)~ = *k* ~2(1)~) was varied by multiplying *k* ~1~ by a cooperativity factor ω ranged from 0.01 to 100. Note that in these simulations all dissociation rate constants were kept constant at 1 (s^-1^), while the association rate constants range from 0.01 to 100 (μM^-1^s^-1^) covering the range observed for the majority of experimentally characterized second order biochemical reactions \[[@pone.0146043.ref002]\].

[Fig 3A](#pone.0146043.g003){ref-type="fig"} shows the time course for the average number of binding sites of the macromolecule occupied by the ligand *L* (〈*n*〉~t~, denoting the time dependence of the binding density) simulated from the numerical solution of Eqs [2](#pone.0146043.e002){ref-type="disp-formula"}--[6](#pone.0146043.e006){ref-type="disp-formula"} associated to the reaction scheme depicted in [Fig 2](#pone.0146043.g002){ref-type="fig"} with positive cooperativity. When the system reached the equilibrium, the values of 〈*n*〉 and \[*L*\] were represented as a binding isotherm ([Fig 3B](#pone.0146043.g003){ref-type="fig"}).

![Site occupation for a macromolecule showing positive cooperativity.\
Eqs [2](#pone.0146043.e002){ref-type="disp-formula"} to [6](#pone.0146043.e006){ref-type="disp-formula"} were numerically solved using the kinetic coefficients indicated in the main text for cooperative binding with ω = 10. (A) The average number of occupied sites (〈*n*〉~t~) was calculated using [Eq 7](#pone.0146043.e007){ref-type="disp-formula"} and represented as a function of time (in seconds). Arrow indicates increasing total ligand concentration. (B) The equilibrium values of 〈*n*〉 and \[*L*\] (μM) were obtained from each time course and plotted as a binding isotherm. (C) Wyman´s Hill plot of data from panel B. At both edges, the calculated data approaches to linear asymptotes with slope unity (dotted lines). The continuous red line represents a third order polynomial fitted to the data in the transition region with the best fitting parameters a~3~ = -0.016; a~2~ = 0.0807 a~1~ = 1.5085 and a~0~ = 2.718. From these values a Hill coefficient of 1.54 was obtained using Eq. B5 ([S2 Appendix](#pone.0146043.s002){ref-type="supplementary-material"}).](pone.0146043.g003){#pone.0146043.g003}

Revisiting the Hill coefficient {#sec010}
-------------------------------

As it was previously mentioned the Hill equation is commonly used to analyze cooperative binding, although the molecular mechanisms that support this equation does not hold for any real system. In this context, [Eq 1](#pone.0146043.e001){ref-type="disp-formula"} has become a phenomenological model where *K* does not represent a real equilibrium constant. Instead, its root *K* ^1/nH^ represents the reciprocal of the concentration of ligand that produces half saturation, and *n* ~H~ is an empirical coefficient giving account of the mismatch respect to the hyperbolic behavior characteristic of binding to identical sites with no interactions.

In the 1960s Jeffries Wyman redefined the Hill coefficient and proposed that it is closely related to the free energy of interaction \[[@pone.0146043.ref023]\]. Our modeling strategy allowed us to explore this relationship in detail. For this purpose, the equilibrium data shown in [Fig 3B](#pone.0146043.g003){ref-type="fig"} was re-plotted in the form of the Wyman's Hill plot ([Fig 3C](#pone.0146043.g003){ref-type="fig"}) assuming that the number of binding sites (*N*) is the asymptotic value of the binding density 〈*n*〉 for each binding isotherm. The Hill coefficient was then calculated in the same way as in a real experimental study.

[Fig 4](#pone.0146043.g004){ref-type="fig"} shows the obtained Hill coefficient values represented as a function of the free energy of interaction calculated for all the ω values using [Eq 10](#pone.0146043.e010){ref-type="disp-formula"}. In this plot positive cooperativity corresponds to the region where *n* ~H~ \> 1 and *ΔG* ^o^ ~int~ \< 0, and negative cooperativity to *n* ~H~ \< 1 and *ΔG* ^o^ ~int~ \> 0. As it can be observed, the Hill coefficient is a monotonic function of *ΔG* ^o^ ~int~ in good agreement with the Wyman's hypothesis. But, is the Hill coefficient a good measure of the interaction energy? Answering this question requires determining whether the Hill coefficient correlates with the intrinsic association constant, independently of the cooperativity factor used to generate the simulated data. Thus, we repeated the previously described procedure but exploring simulated data with intrinsic affinities for empty sites (*K* ~o~) ranging from 0.01 to 100 (μM^-1^), and by fixing the value of the cooperativity factor. The inset of [Fig 4](#pone.0146043.g004){ref-type="fig"} shows the obtained values of *n* ~H~ represented as a function of the association free energy (*ΔG* ^o^ ~assoc~) calculated for each condition using [Eq 9](#pone.0146043.e009){ref-type="disp-formula"}. Our results show that there is no correlation between *n* ~H~ and the association free energy for the empty sites (R^2^ = 0.083). Taken together these results indicate that the Hill coefficient only depends on the Gibbs free energy of interaction (*ΔG* ^o^ ~int~). This dependence is bi-univocal and, for moderate values of *ΔG* ^o^ ~int~, it can be approximated by a linear function.

![Dependence of the Hill coefficient on the interaction and association free energies.\
The Hill coefficient was calculated as described in [Fig 3](#pone.0146043.g003){ref-type="fig"} from the binding isotherms obtained for identical sites with *K* ~o~ = 1 (μM^-1^) and different values of the cooperativity factor ω (main plot) and for identical sites with *K* ~o~ varying from 0.01 to 100 (μM^-1^) and a fixed value of the cooperativity factor ω = 8 (inset). *ΔG* ^o^ ~int~ (main plot) and *ΔG* ^o^ ~assoc~ (inset), were calculated using Eqs [10](#pone.0146043.e010){ref-type="disp-formula"} and [9](#pone.0146043.e009){ref-type="disp-formula"} respectively. Continuous lines are the graphical representation of polynomial functions fitted to the simulated data.](pone.0146043.g004){#pone.0146043.g004}

The Hill coefficient is also commonly used to estimate the number of ligand molecules that bind to a receptor and produce a functional effect \[[@pone.0146043.ref025]\]. However, it has been demonstrated that for systems showing positive cooperativity the Hill coefficient sets the lower limit for the number of interacting binding sites \[[@pone.0146043.ref020],[@pone.0146043.ref025]\]. [Fig 4](#pone.0146043.g004){ref-type="fig"} shows that feature but, as it can be observed, all the values between zero and 2 are allowed, in agreement with the idea that the Hill coefficient does not contain reliable information about the total number of binding sites present in a given macromolecule. Experimental studies reinforce this view, for example reported values of the Hill coefficient for binding of oxygen to normal hemoglobin range between 2.8 and 3.4 depending on conditions and type of measurements \[[@pone.0146043.ref014]\], and upon interaction with the erythrocyte anion transport band 3 this value falls to 1.6 \[[@pone.0146043.ref026]\].

The minimal value that *n* ~H~ can acquire has been also a matter of discussion. The sequential mechanism of Koshland-Némethy-Filmer \[[@pone.0146043.ref027]\] predicts that at extreme conditions of negative cooperativity *n* ~H~ approaches zero. More recently, Abeliovich \[[@pone.0146043.ref018]\] proposed a novel interpretation of the Hill coefficients based on the statistical behavior of the system, and concluded that the value of the Hill coefficient --experimentally determined at midsaturation- has a lower limit given by the reciprocal of the number of binding sites. Our procedure for calculating the Hill coefficient from the simulated data (i.e. following the same procedures used for experimental data), shows that the Hill coefficient can take values lower than 0.5 for ΔG°~int~ values higher than 5 kJ/mol. This observation is also supported by experimental evidence. When studying the binding of the epidermal growth factor to the extracellular region of the EGF receptor from Drosophila melanogaster (s-dEGFR), Alvarado et al. \[[@pone.0146043.ref028]\] demonstrate a structural rearrangement, after ligand induced dimerization of s-dEGFR, resulting in negative cooperativity between 2 binding sites. The Hill coefficient determined in that work from a ligand binding experiment is 0.31, a value clearly below the lower limit of 0.5 predicted by Abeliovich.

Can negative cooperativity and different binding sites be distinguished? {#sec011}
------------------------------------------------------------------------

One of the major challenges when studying the interaction between macromolecules and ligands is the distinction between identical sites with negative cooperativity and different classes of sites without interactions. As it was previously mentioned, both binding models exhibit Hill coefficients lower than 1, and thus this coefficient does not provide the desired distinction. The problem can be theoretically formulated considering that the binding isotherms are indistinguishable when their partition functions are identical (see Eq. A12 and A14 in [S1 Appendix](#pone.0146043.s001){ref-type="supplementary-material"}). Hence, the following relations can be derived: $$\begin{array}{l}
{K_{\text{o}_{1}} + K_{\text{o}_{2}} = 2 \cdot K_{\text{o}}} \\
{K_{\text{o}_{1}} \cdot K_{\text{o}_{2}} = \omega \cdot K_{\text{o}}{}^{2}} \\
\end{array}$$ where *K* ~o1~ and *K* ~o2~ are the intrinsic equilibrium association constant for site 1 and site 2 (for the two different sites model), and *K* ~o~ and ω are the intrinsic equilibrium association constant for the empty sites and the cooperativity factor (for the cooperative binding model).

This system of equations has two solutions: $$\begin{array}{l}
{K_{\text{o}_{1}} = K_{\text{o}} \cdot \left( {1 + \sqrt{1 - \omega}} \right)} \\
{K_{\text{o}_{2}} = K_{\text{o}} \cdot \left( {1 - \sqrt{1 - \omega}} \right)} \\
\end{array}$$

There is a trivial root corresponding to the cooperativity factor ω = 1. In this case both roots are equal and correspond to the case of identical and independent sites. On the other hand, when ω \> 1, both roots are complex numbers and thus they have no physical meaning. Therefore, the binding isotherm corresponding to a molecular system displaying positive cooperativity cannot be erroneously described by a two sites model. On the contrary, the roots represented by [Eq 12](#pone.0146043.e012){ref-type="disp-formula"} are real when ω \< 1. This means that, if [Eq 12](#pone.0146043.e012){ref-type="disp-formula"} holds, the binding isotherms corresponding to a macromolecule with two identical sites displaying negative cooperativity or two different sites without interactions cannot be distinguished.

However, the indistinguishability of the thermodynamic equilibrium states does not imply that both systems are identical over the complete time courses of the binding reaction. This idea was previously formulated by Wang & Pan \[[@pone.0146043.ref029]\], although under two restrictive conditions: 1) irreversible binding, and 2) pseudofirst order conditions. Our modeling approach overcomes these limitations and thus constitutes a valuable tool to explore this hypothesis. For this purpose time course simulations were performed by setting the kinetic coefficients and the cooperativity factor ω, so that [Eq 12](#pone.0146043.e012){ref-type="disp-formula"} were satisfied and binding isotherms were generated for both models ([Fig 5](#pone.0146043.g005){ref-type="fig"}). As expected, no differences were found between the equilibrium binding curves, even at very low ligand concentrations (inset to [Fig 5](#pone.0146043.g005){ref-type="fig"}), in agreement with the previous thermodynamic analysis.

![Comparison between negative cooperativity and different sites at equilibrium conditions.\
Eqs [2](#pone.0146043.e002){ref-type="disp-formula"}--[6](#pone.0146043.e006){ref-type="disp-formula"} were numerically solved using the following kinetic coefficients *k* ~1~ = *k* ~2~ = 0.55 (μM^-1^s^-1^) and *k* ~-1~ = *k* ~-2~ = 1 (s^-1^) and ω = 0.33058 for the case of two identical sites for a ligand with negative cooperativity and *k* ~1~ = *k* ~1(2)~ = 1 (μM^-1^s^-1^); *k* ~2~ = *k* ~2(1)~ = 0.1 (μM^-1^s^-1^) and *k* ~-1~ = *k* ~-1(2)~ = *k* ~-2~ = *k* ~-2(1)~ = 1 (s^-1^) for two classes of binding sites without interactions. Total concentration of macromolecule was in all cases 1 (μM) and the concentrations of ligand were varied from 0.01 to 300 (μM). The average number of occupied sites (〈*n*〉) was calculated using [Eq 7](#pone.0146043.e007){ref-type="disp-formula"} and equilibrium values of 〈*n*〉 and \[*L*\] were obtained from each curved and plotted as a binding isotherm. The binding isotherms of two identical sites for a ligand with negative cooperativity (black triangles) and two classes of binding sites without interactions (white circles) are shown. Inset shows a zoom of the main plot at low ligand concentrations.](pone.0146043.g005){#pone.0146043.g005}

When comparing the time courses of ligand binding significant differences between both sets of simulated data can be observed ([Fig 6A](#pone.0146043.g006){ref-type="fig"}) allowing to identify the corresponding binding model. To highlight this, the difference between the average numbers of occupied sites (Δ〈*n*〉 = 〈*n*〉~coop~−〈*n*〉~diff.\ sites~) for each total ligand concentration is depicted in [Fig 6B](#pone.0146043.g006){ref-type="fig"}. It can be observed that differences, initially small, reach a maximal value at different times (depending on ligand concentration) and become indistinguishable when approaching to equilibrium ([Fig 6A and 6B](#pone.0146043.g006){ref-type="fig"}).

![Comparison between negative cooperativity and different sites in pre-equilibrium conditions.\
(A) Time course of site occupation for a macromolecule with two identical sites for negative cooperativity (continuous lines) and two classes of binding sites without interactions (dash-dotted lines) for the following initial ligand concentrations (μM): 300 (red), 100 (orange), 50 (green), 25 (turquoise), 10 (blue) and 5 (violet). Time courses simulations were obtained under the same conditions as described in [Fig 5](#pone.0146043.g005){ref-type="fig"}. (B) The difference Δ〈*n*〉 = 〈*n*〉~coop~---〈*n*〉~diff\ sites~ was calculated for each ligand concentration and represented as a function of time. For clarity reasons only 6 representative time courses traces that gave rise to the equilibrium data points of [Fig 5](#pone.0146043.g005){ref-type="fig"} are shown.](pone.0146043.g006){#pone.0146043.g006}

Our analysis clearly show that, in contrast to what is observed in equilibrium binding measurements, the reaction time courses for ligand binding to a macromolecule having different classes of sites or negatively interacting sites are not identical. Therefore, we propose a strategy for discrimination between ligand binding models in an experimental context that can be summarized as follows:

1.  *Experimental stage*. The macroscopic equilibrium constants are calculated from the ligand binding isotherms \[[@pone.0146043.ref030]\].If the equilibrium analysis indicates that such isotherms can be described by a model of identical sites with negative cooperativity or different sites without interactions, time course experiments following ligand binding to the macromolecule will be carried out to distinguish between both models \[[@pone.0146043.ref031],[@pone.0146043.ref032],[@pone.0146043.ref033]\].

2.  *Data analysis stage*. Both ligand binding kinetic models must be fitted by non linear regression to the set of experimental time courses \[[@pone.0146043.ref021],[@pone.0146043.ref024],[@pone.0146043.ref034]\]. Importantly, the rate constants of each model should be constrained to satisfy the relations given by the macroscopic equilibrium constants obtained in step 1.Finally, by using appropriate statistical criteria, the experimenter should select the model that better describe the experimental data.

It is important to notice that for some values of the kinetic coefficients, the possibility of relaxing the conditions imposed by [Eq 12](#pone.0146043.e012){ref-type="disp-formula"} in the fitting procedure, make the global differences between models small enough so that they are in the order of the experimental error. Indeed, this is not the general case. In fact, we have previously reported an experimental study on the interaction between the small ligand 1-anilino-naphthalene-8-sulfonate and bovine serum albumin, showing the efficacy of the kinetic approach to identify a two classes of sites model for that system \[[@pone.0146043.ref021]\].

Hidden sites in binding systems with negative cooperativity {#sec012}
-----------------------------------------------------------

It is well known that sites in macromolecules having very low affinity for ligands may not be experimentally detected, and a similar problem could be envisaged for systems exhibiting strong negative cooperativity. To explore this hypothesis, we performed simulations corresponding to very low values of the cooperativity factor ω. [Fig 7A](#pone.0146043.g007){ref-type="fig"} shows the binding isotherm corresponding to a macromolecule with two identical sites and strong negative cooperativity (ω = 0.02 and *K* ~o~ = 1 (μM^-1^)) for ligand concentrations up to 6 (μM). It can be observed that the binding isotherm saturates at a binding density near one. Continuous line shows the fit of a simple hyperbola which described satisfactorily the behavior of the simulated data at equilibrium, with best-fit parameter values 〈*n*〉 = 1.055 ± 0.002 and *K* ~o~ = 1.78 ± 0.02 (μM^-1^). As expected, calculation of the Hill coefficient with this set of data gives a value of 1. These results show that an experimental study of ligand binding to a macromolecule with two identical sites and with strong negative cooperativity, would indicate that the macromolecule has a unique binding site with a ligand affinity two times higher than the real affinity. This higher apparent affinity is due to a "statistical effect" given by the fact that a ligand molecule has two possibilities for binding to the macromolecule instead of one as it would happen if the molecule had a unique site. This is also evident when comparing the partition function given by Eq. A14 ([S1 Appendix](#pone.0146043.s001){ref-type="supplementary-material"}) with that corresponding to the binding at a unique site (Eq. C3 in [S3 Appendix](#pone.0146043.s003){ref-type="supplementary-material"}). When ω is very low, the last term in Eq. A14 becomes negligible and this equation becomes similar to Eq. C3 despite a factor 2 affecting the association constant. In this scenario, the system at the apparent saturating conditions will be composed by macromolecules loaded in average with one ligand, but about half of them will have the ligand bound to site 1 and the other half at site 2. It is worth noting that there is no indication in the results shown in [Fig 7A](#pone.0146043.g007){ref-type="fig"} suggesting that exploration of higher ligand concentrations is needed, since the binding isotherm appear to have reach saturation. [Fig 7B](#pone.0146043.g007){ref-type="fig"} shows the binding isotherm for the same macromolecule but now including much higher ligand concentrations. In this plot the existence of a second site becomes clear. Nevertheless, in true experimental conditions, increasing ligand concentration might be challenging due to practical limitations such as ligand solubility or problems with signal detection. Furthermore, it is important to note that the values of ligand concentration required for detecting the "hidden sites" depend on the value of the association constant for the empty sites (*K* ~o~) and the cooperativity factor ω, being these concentrations higher for lower *K* ~o~ and ω values. A kinetic experiment could be envisaged to highlight the existence of the hidden site. However the time courses corresponding to the lower ligand concentrations (inset to [Fig 7A](#pone.0146043.g007){ref-type="fig"}) follow monoexponential curves, a typical feature of binding to a unique site under pseudo-first order conditions (see [S3 Appendix](#pone.0146043.s003){ref-type="supplementary-material"}). It can be observed that a more complex kinetic behavior is evident only at high ligand concentrations (inset to [Fig 7B](#pone.0146043.g007){ref-type="fig"}), when the equilibrium binding isotherm also indicates the existence of the second site.

![Systems with strong negative cooperativity can mask binding sites.\
Biding isotherms obtained from kinetic simulations of a macromolecule with two binding sites and high negative cooperativity (ω = 0.02 and *K* ~o~ = 1 (μM^-1^)) for ligand concentrations up to 6 μM (A) or 300 mM (B). Insets show the simulated time courses used to generate the binding isotherms shown in both panels. Arrows indicate increasing ligand concentration. Notice the change in the kinetic behavior for high ligand concentrations in panel B.](pone.0146043.g007){#pone.0146043.g007}

Conclusion {#sec013}
==========

In this work we show that simulation of phenomenological models constitutes a powerful tool to explore binding processes. This procedure allows to generate equilibrium binding isotherms from the time courses of the binding reaction and, from these data, the Hill coefficients can be determined. We show that Hill coefficients estimated from these isotherms have a bi-univocal relation with the Gibbs free energy of interaction among binding sites and their values are independent of the free energy of ligand association to the empty sites. Furthermore, a careful exploration of the simulated data shows distinctive features between the binding time courses corresponding to negative cooperativity and different classes of binding sites, although they are undistinguishable at equilibrium. In this way, our results also highlight the usefulness of pre-equilibrium time-resolved strategies to explore binding models as a key complement of equilibrium studies. Additionally, simulated results show that under conditions of strong negative cooperativity, the existence of some binding sites can be overlooked. We show that experiments at very high ligand concentrations (when compatible with solubility and stability conditions) are a valuable tool to unmask such sites.
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