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Introduction
Contexte du projet de recherche. Dans le contexte de la conception et
de la re´alisation de produits manufacturables actuel, l’outil informatique est
de plus en plus utilise´. Des domaines varie´s tels que la conception me´canique,
l’e´lectronique, le baˆtiment ou la confection de veˆtements font de´sormais
fre´quemment usage de ce que l’on appelle la conception assiste´e par ordina-
teur (CAO en abre´ge´). Faisant l’objet d’une forte demande, une multitude de
logiciels de CAO ont fait leur apparition. L’enjeu e´conomique est important
car l’utilisation d’un tel programme informatique fait conside´rablement bais-
ser les couˆts de re´alisation. En effet, la conception de tout syste`me technique
implique des interactions ainsi que des incompatibilite´s e´ventuelles entre les
fonctions qui la constituent. La connaissance et la maˆıtrise de ces parame`tres
font partie du savoir de l’inge´nieur. Cependant, lorsque ces variables sont
trop nombreuses, la complexite´ de ce syste`me de´passe la capacite´ de l’eˆtre
humain. En faisant appel a` la conception virtuelle, on peut appre´cier le
comportement global d’un objet avant meˆme que celui-ci n’existe. On se met
ainsi a` l’abri de la perte one´reuse d’un prototype confectionne´ ne satisfaisant
pas toutes les contraintes demande´es et qui, de ce fait, serait inexploitable.
Le de´veloppement d’un logiciel de CAO demande de bonnes connaissances
en informatique bien suˆr, mais e´galement en mathe´matique car les objets
manipule´s a` l’inte´rieur d’une telle application sont de nature ge´ome´trique
puisque ce sont les courbes et les surfaces. Cette discipline est aujourd’hui
mature mais, malgre´ son succe`s et un engouement important au niveau de la
recherche et du de´veloppement, de nombreux proble`mes subsistent. Parmi
eux, le proble`me d’intersection, qui fait apparaˆıtre des situations singulie`res,
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Fig. 1: Cre´ation d’un tube pre´sentant une auto-intersection.
sur lequel se concentrent des subtilite´s et des difficulte´s.
Proble`me. Dans la pratique, les logiciels de CAO utilisent des surfaces
dites « proce´durales » i.e. donne´es uniquement par e´valuations. Ce choix
re´pond a` une contrainte essentielle. En effet, dans une suite de construc-
tions, a` travers les diverses fonctionnalite´s de CAO, l’utilisateur peut a` tout
moment vouloir changer certains parame`tres dans l’une des e´tapes. Cela peut
provenir de contraintes esthe´tiques, me´caniques, ae´rodynamiques... Or, cette
possibilite´ ne peut lui eˆtre offerte que si le logiciel conserve un historique
de toutes les constructions et cela est impossible si les e´quations correspon-
dantes sont calcule´es au fur et a` mesure.
Les surfaces sont essentiellement utilise´es pour de´limiter des volumes. Par
conse´quent, leurs courbes d’intersection font ne´cessairement partie de leur
description. Par exemple, en conception me´canique, si on fabrique deux
pie`ces qui doivent s’emboˆıter, il est primordial de savoir faire l’intersection
des surfaces qui enveloppent ces deux objets. Mais il se peut e´galement que
des intersections involontaires se produisent lors de la conception virtuelle
et que ces dernie`res posent des proble`mes lors de la fabrication effective de
l’objet confectionne´. La figure 1 illustre bien ce phe´nome`ne. Il s’agit de la
conception d’un tube a` partir d’une courbe (ici un cercle) qui se de´place
le long d’une deuxie`me courbe (ici une parabole). Ce tube pre´sente une in-
tersection (on parle « d’auto-intersection ») en raison d’une courbure trop
importante de cette seconde courbe. Il est essentiel que le logiciel de´tecte ce
genre de phe´nome`nes.
Etant donne´ son importance, on pourrait s’attendre a` ce que le proble`me
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Fig. 2: Approximation d’un offset par une B-spline.
d’intersection soit l’un des mieux re´solus du domaine, or il n’en est rien car
les exigences des utilisateurs, et donc les surfaces utilise´es, e´voluent constam-
ment en complexite´. La fac¸on la plus ancienne de conside´rer le proble`me est
de repre´senter chacune des surfaces par un maillage (approximations locales
par des triangles) et de proce´der a` leur intersection. Malgre´ les efforts de
la communaute´ scientifique pour proposer des alternatives, elle demeure,
encore aujourd’hui, une des plus employe´es du fait de sa simplicite´ de mani-
pulation. L’inconve´nient significatif est que le re´sultat peut eˆtre de tre`s mau-
vaise qualite´ lorsque l’on est en pre´sence de triangles « presque » paralle`les,
situation qui correspond a` des cas d’intersections « presque » tangentes.
Une autre approche consiste a` utiliser des repre´sentations globales des sur-
faces par des B-splines et traiter alors le proble`me d’intersection entre de tels
mode`les ([19]). Cependant, les proce´dures usuelles de CAO ne conservent
pas toujours ce mode`le. L’offset, qui consiste a` translater point par point
une surface suivant la normale correspondante, en est un bon exemple car
ce n’est pas une ope´ration rationnelle. Comme il a e´te´ dit pre´ce´demment,
on utilise plutoˆt des surfaces proce´durales pour repre´senter une suite de
constructions (dans notre cas l’offset) et une approximation par B-spline est
alors calcule´e pour des ope´rations futures. Cela est illustre´ sur la figure 2.
Il s’agit d’une surface B-spline (a` gauche) sur laquelle un offset est applique´
et dont le re´sultat est approxime´ par une autre B-spline (figure du mi-
lieu). On s’aperc¸oit que, dans ce contexte, l’approximation par une B-spline
ne´cessite une repre´sentation relativement dense par rapport a` la surface de
de´part (les points de controˆle apparaissent sur les figures de gauche et du mi-
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lieu). L’avantage ici vient du fait que les intersections tangentes peuvent eˆtre
de´tecte´es contrairement a` l’approche par maillage. Cependant, l’approxima-
tion est globale et par conse´quent est, en quelque sorte, se´pare´e du proce´de´
d’intersection. Dans ce contexte, l’intersection est de´termine´e e´galement de
manie`re globale et peut donc pre´senter localement une qualite´ insuffisante.
Approche. Dans le cadre de ce projet de the`se, on s’inte´resse a` une
me´thode d’approximation des surfaces en utilisant des approximants plus
fins et surtout moins rigides que les triangles. Les formes complexes e´tant
difficiles a` approcher avec des triangles, les syste`mes de CAO sont contraints
d’utiliser des structures de maillages tre`s lourdes (besoin de beaucoup de tri-
angles) ce qui augmente d’autant plus la difficulte´ du proble`me d’intersec-
tion. Nous privile´gions une approche utilisant un mode`le d’approximation
par des carreaux de surfaces biquadratiques. Cela apporte une plus grande
varie´te´ de formes ge´ome´triques avec une repre´sentation plus compacte que
celle que l’on aurait avec des triangles. De plus, pour le proble`me d’intersec-
tion, cela repre´sente une alternative inte´ressante. En effet, c’est un compro-
mis entre la me´thode utilisant des triangles et celle utilisant des B-splines
dans la mesure ou` cette approximation est locale (comme dans le cas des
triangles) et permet de de´tecter des cas d’intersection tangente (comme dans
le cas des B-splines).
Pour mettre en oeuvre une telle approche, il faut savoir maˆıtriser la ge´ome´trie
des entite´s e´le´mentaires utilise´es. Il s’agit de mettre en place une me´thode
pour approximer les surfaces proce´durales et ensuite de traiter le proble`me
d’intersection de manie`re efficace. Les difficulte´s se concentrent principa-
lement sur ce dernier point, il sera donc traite´ plus en de´tails. Plusieurs
me´thodes seront propose´es et illustre´es tant du point de vue the´orique, c’est
a` dire mathe´matiquement, que pratique, c’est a` dire informatiquement.
Structure de la the`se. La the`se est divise´e en quatre parties. Le chapitre
1 pre´sente des outils et re´sultats alge´briques qui nous seront utiles. Dans le
but de ne pas surcharger inutilement le contenu, on s’est contente´ d’aller
directement a` l’essentiel en formulant les re´sultats dans le contexte qui est
le notre.
Le chapitre 2, quant a` lui, traite de l’approximation des surfaces proce´durales
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par des carreaux de surfaces biquadratiques et l’application de ce mode`le au
proble`me d’intersection issu de la CAO. Plus pre´cise´ment, on met en place
une structure de donne´es efficace qui de´tecte rapidement les sous-domaines
ou` aucune intersection n’est pre´sente. Ensuite, l’algorithme se concentre sur
des intersections « pertinentes » entre surfaces parame´tre´es polynomiales.
Le chapitre 3 traite des configurations d’intersection entre surfaces parame´-
tre´es polynomiales. Si on recense brie`vement les diffe´rentes manie`res dont
ce sujet a de´ja` e´te´ aborde´, on peut essentiellement distinguer les techniques
alge´briques ([9, 28, 36]), de marching ([4, 5, 54]) et de subdivision ([19, 42]).
Dans cette the`se, les contributions apporte´es sur la question portent sur plu-
sieurs approches. Parmi elles, on peut mentionner la me´thode utilisant les
re´sultants qui fait appel a` des projections autres que celles rencontre´es chez
de nombreux auteurs. Il s’agira de conside´rer des espaces de parame`tres cor-
respondant a` des variables se´pare´es et on verra que ce choix est plus efficace
que celui des projections « naturelles » dans les espaces de parame`tres de
chaque carreau de surface. On peut aussi mentionner la me´thode dite par
repre´sentation semi-implicite qui utilise la structure particulie`re des carreaux
biquadratiques. Dans ce cas, toujours dans un objectif d’efficacite´, la forme
spe´cifique des e´quations nous permettra d’exprimer explicitement certaines
donne´es primordiales pour le calcul d’intersection. Enfin, contrairement aux
approches habituelles d’intersection par subdivision qui utilisent des pro-
jections se ramenant a` R2, on e´tudiera la courbe d’intersection dans R4 de
deux carreaux de surfaces. En fait, on donnera non seulement une me´thode
de calcul de topologie de cette courbe dans R4 mais on traitera e´galement
les proble`mes de noeud qui se posent lorsqu’on de´sire « remonter » cette to-
pologie dans R3. Ce dernier point est important et est souvent omis, comme
par exemple dans [40].
Pour finir, le chapitre 4 traitera de certains aspects, aussi bien pratiques
que techniques, du logiciel Axel ([12]) qui est l’environnement dans lequel la
plupart des algorithmes de´crits sont imple´mente´s et qui a servi a` cre´er une
bonne partie des illustrations de cette the`se.

Chapitre 1
Outils alge´briques et nume´riques
On se propose d’introduire dans ce chapitre les outils alge´briques et nume´-
riques qui seront utilise´s. Dans la mesure ou` ces notions sont pour la plu-
part largement connues, on ne rentrera pas dans les de´tails notamment en
ce qui concerne les de´monstrations. Toutefois, on s’efforcera de donner des
re´fe´rences pour comple´ter les sujets aborde´s.
1.1 Base de Bernstein
Les objets alge´briques que l’on manipulera seront les polynoˆmes. En alge`bre,
ces derniers sont exprime´s dans la base monomiale, qui peut-eˆtre qualifie´e
de base canonique. Cette repre´sentation est naturelle et a l’avantage d’eˆtre
parfois compacte (notamment lorsque le polynoˆme est de degre´ « e´leve´ »
et qu’un nombre important de monoˆmes n’apparaissent pas). De plus, la
plupart des re´sultats d’alge`bre commutative utilisent les polynoˆmes en tant
qu’objets intrinse`ques et ne font donc jamais de changement de repre´sentation.
Cependant, la base monomiale n’est pas vraiment adapte´e de`s lors que l’on
de´sire avoir des informations nume´riques ou ge´ome´triques sur les fonctions
polynoˆmes restreintes sur un domaine fixe´. Dans ce contexte, la base de
Bernstein est une alternative inte´ressante notamment car elle est reconnue
pour eˆtre nume´riquement plus stable que la base monomiale (voir [27]) et
e´galement car elle offre des proprie´te´s utiles pour la mode´lisation de formes.
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Dans les sections qui suivent, on donnera les de´finitions de cette base dans
les cas univarie´ et multivarie´ ainsi que des proprie´te´s remarquables. On verra
e´galement les conse´quences pratiques qui de´coulent de ces proprie´te´s.
1.1.1 Base de Bernstein univarie´e
De´finition 1.1 (Base de Bernstein univarie´e) : Soit f(x) ∈ R[x] un
polynoˆme univarie´ de degre´ d ∈ N∗ et [α, β] ⊂ R avec α < β. Alors, il
existe une unique famille (b0, . . . , bd) ∈ Rd+1 telle que f s’e´crive sous la
forme :
f(x) =
d￿
i=0
biB
d
i (x)[α,β]
Bdi (x)[α,β] =
￿
d
i
￿
(β − x)d−i(x− α)i
(β − α)d
Les polynoˆmes Bdi (x)[α,β] sont appele´s les polynoˆmes de Bernstein de degre´
d associe´s a` [α, β] et la famille
￿
Bdi (x)[α,β]
￿
0≤i≤d
est appele´e la base de Bern-
stein du R-espace vectoriel des polynoˆmes de degre´s infe´rieurs ou e´gaux a` d
(note´ Rd[x]) associe´e a` [α, β].
Remarque 1.1 :
– Si le contexte pre´cise les valeurs de α et β, alors on se permettra de les
omettre dans la notation des polynoˆmes de Bernstein. En d’autres termes
on notera de manie`re plus concise Bdi (x).
– Si [α, β] = [0, 1], alors les polynoˆmes de Bernstein s’e´crivent sous la forme
Bdi (x) =
￿
d
i
￿
(1− x)d−ixi. Dans la pratique, on se place souvent sur [0, 1]
pour simplifier les formules et ce, sans restreindre la ge´ne´ralite´. •
Proposition 1.1 (Enveloppe convexe) : Sous les meˆmes notations que
la de´finition 1.1, le graphe de f sur [α, β] i.e. l’ensemble {(x, f(x)) |x ∈ [α, β]}
est entie`rement contenu dans l’enveloppe convexe de la famille de points
( i
d
, bi)0≤i≤d
Proprie´te´ 1.1 (Subdivision de De Casteljau) : Soit f(x) ∈ R[x] un
polynoˆme univarie´ de degre´ d ∈ N∗ e´crit dans la base de Bernstein associe´e
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a` [0, 1] :
f(x) =
d￿
i=0
biB
d
i (x).
Fixons un x0 ∈ [0, 1]. Alors, on peut de´finir f par morceaux sur [0, x0]∪[x0, 1]
par :
f (0)(x) =
d￿
i=0
b
(i)
0 B
d
i (x), si x ∈ [0, x0]
f (1)(x) =
d￿
i=0
b
(d−i)
i B
d
i (x), si x ∈ [x0, 1]
b0i = bi, pour 0 ≤ i ≤ d
b
(k)
i = (1− x0)b(k−1)i + x0b(k−1)i+1 pour
￿
1 ≤ k ≤ d
0 ≤ i ≤ d− k
Remarque 1.2 (Subdivision de De Casteljau dans le cas ge´ne´ral) :
On peut ge´ne´raliser la proprie´te´ 1.1 sur un intervalle quelconque non vide
[α, β]. Si γ ∈ [α, β], alors, il existe un x0 ∈ [0, 1] tel que γ = (1−x0)α+x0β.
Pour tout t ∈ [α, β], il existe x ∈ [0, 1] tel que t = (1− x)α+ xβ et on peut
alors de´finir f(t) par morceaux sur [α, γ]∪ [γ, β] en utilisant les formules de
la proprie´te´ 1.1. •
De´finition 1.2 (Changements de signes d’une se´quence) : Soit k ∈
N∗ et a = a1, . . . , ak une se´quence de k nombres re´els. Alors, on de´finit le
nombre de changements de signes de la se´quence a par :
V (a) = # {i ∈ {0, . . . , k − 1} | aiai+1 < 0} .
Proprie´te´ 1.2 (Re`gle de Descartes) : Soit f(x) ∈ R[x] un polynoˆme
univarie´ de degre´ d ∈ N∗ et [α, β] ⊂ R avec α < β. On e´crit le po-
lynoˆme f dans la base de Bernstein associe´e a` l’intervalle [α, β]. Soit f(x) =￿d
i=0 biB
d
i (x). On note b la se´quence b0, . . . , bd. Alors le nombre N de ra-
cine(s) de f sur ]α, β[ est infe´rieur ou e´gal a` V (b). Plus pre´cise´ment, on a :
N ≡ V (b) mod 2.
Corollaire 1.1 : Une conse´quence imme´diate de la proprie´te´ 1.2 est que :
– si V (b) = 0, alors le nombre de racines re´elles de f dans ]α, β[ est 0.
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– si V (b) = 1, alors le nombre de racines re´elles de f dans ]α, β[ est 1.
Par ailleurs, en prenant e´galement en compte la proposition 1.1, on de´duit
imme´diatement que si tous les coefficients de f dans la base de Bernstein as-
socie´e a` [α, β] sont strictement positifs (respectivement strictement ne´gatifs),
alors f est strictement positive (respectivement strictement ne´gative) sur
]α, β[.
1.1.2 Base de Bernstein multivarie´e
On peut ge´ne´raliser la base de Bernstein univarie´e dans le cas multivarie´.
De´finition 1.3 (Base de Bernstein multivarie´e) : Soit n un entier non
nul et f(x) ∈ R[x] = R[x1, . . . , xn] un polynoˆme a` n variables de multidegre´
(d1, . . . , dn) ∈ (N∗)n (i.e. f est de degre´ di en la variable xi pour tout i dans
{1, . . . , n}). Soit [αi, βi]1≤i≤n une famille d’intervalles non vides de R. Alors,
on peut e´crire de manie`re unique le polynoˆme f(x) sous la forme :
f(x) = f(x1, . . . , xn) =
d1￿
k1=0
...
dn￿
kn=0
bk1,...,knB
d1
k1
(x1)...B
dn
kn
(xn)
Avec, les bk1,...,kn dans R et (B
di
j (xi))0≤j≤di la base de Bernstein univarie´e
de Rdi [xi] associe´e a` l’intervalle [αi, βi] pour tout i dans {1, . . . , n}.
Remarque 1.3 : La subdivision de De Casteljau de la proprie´te´ 1.1 proce`de
de la meˆme manie`re dans le cas multivarie´ que dans le cas univarie´. Il suffit
de faire la subdivision de manie`re inde´pendante sur chacune des variables
xi. •
Proposition 1.2 : Le corollaire 1.1 s’applique aussi dans le cas multivarie´.
Explicitement, en reprenant les notations de la de´finition 1.3, si tous les
coefficients de f(x) sont strictement positifs (respectivement strictement
ne´gatifs), alors f est strictement positive (respectivement strictement ne´gative)
sur ]α1, β1[× · · ·×]αn, βn[.
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1.2 Solveurs polynomiaux
L’e´tude des courbes et des surfaces alge´briques fait appel a` la re´solution
de syste`mes polynomiaux. Par exemple, la recherche de singularite´ d’une
courbe implicite donne´e par un polynoˆme f(x, y) ∈ R[x, y] revient a` re´soudre
le syste`me f(x, y) = ∂xf(x, y) = ∂yf(x, y) = 0. La question de la re´solution
des syste`mes polynomiaux est largement traite´e dans [26]. On peut essen-
tiellement distinguer deux types de solveurs a` savoir ceux qui sont locaux
(e.g. [39] et [49]) et ceux qui sont globaux (e.g. [38], [51] ou [64]).
Dans la mesure ou` les proble`mes auxquels on s’inte´resse sont locaux et re´els,
l’utilisation d’un solveur de syste`mes polynomiaux, se contentant de chercher
des solutions dans un domaine (re´el) donne´, nous sera d’une grande utilite´.
On donne ici une esquisse de l’e´laboration d’un tel solveur utilisant la base
de Bernstein. Pour comple´ter ce qui suit, on renvoie le lecteur a` [49].
Le principe de base qui est utilise´ est la subdivision. On cherche les solu-
tions dans un domaine initial (borne´) et on le subdivise en sous domaines.
Un crite`re est alors utilise´ pour exclure les sous-domaines ne contenant au-
cune solution et un parame`tre ￿ > 0 controˆle la taille des domaines ge´ne´re´s
(cela permet d’arreˆter la subdivision et de donner une approximation des
solutions relativement par rapport a` la pre´cision ￿ demande´e). Par ailleurs,
un autre crite`re d’isolation des solutions (i.e. qui certifie la pre´sence d’une
seule solution par domaine ge´ne´re´) est utilise´.
1.2.1 Solveur univarie´
Soit f(x) ∈ R[x] un polynoˆme univarie´ et I un intervalle non vide et borne´
de R. Il s’agit ici de donner une me´thode pour trouver les racines de f , si
elles existent, sur l’intervalle I. Dans la pratique, on peut se placer sur Q[x].
Ainsi, on peut se ramener au proble`me qui consiste a` chercher les racines
d’un polynoˆme de f(x) ∈ Z[x]. L’objectif d’un solveur univarie´ consiste a`
isoler les racines re´elles de f dans I, i.e. de calculer des sous-intervalles
de I ayant des extre´mite´s rationnelles ne contenant chacun qu’une unique
racine du polynoˆme. Cela suffit a` donner une approximation des racines
relativement par rapport a` une tole´rance fixe´e au de´part. Le sche´ma ge´ne´ral
de fonctionnement d’un tel solveur est donne´ par l’algorithme 1.1. Ce dernier
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ne´cessite une fonction V (f, I) qui permet de borner le nombres de racines de
f sur un intervalle I donne´. Pour cela, on peut utiliser la re`gle de Descartes
(proprie´te´ 1.2) i.e. on peut prendre pour V (f, I) le nombre de changements
de signes de la se´quence forme´e par les coefficients de f e´crit dans la base
de Bernstein associe´e a` I.
Algorithme 1.1 : Isolation de racines re´elles
Donne´es : Un polynoˆme univarie´ f ∈ Z[x] et un intervalle I non vide et
borne´.
Re´sultat : Une liste de sous intervalles de I ayant des extre´mite´s
rationnelles, ne contenant chacun qu’une unique racine de f .
Calculer la partie sans facteur carre´ de f ;
Initialiser une liste L d’intervalles avec I ;
tant que L ￿= ∅ faire
Retirer le premier e´le´ment J de L et calculer v := V (f, J) ;
si v = 0 alors rejeter J ;
si v = 1 alors retourner J dans la liste des solutions ;
si v ≥ 2 alors subdiviser J en Jg et Jd et les rajouter a` la liste L ;
fin
1.2.2 Solveur multivarie´
Soient n, s ∈ N∗ avec s ≤ n et f1, . . . , fs ∈ R[x1, . . . , xn]. On conside`re le
syste`me polynomial suivant :
f1(x1, . . . , xn) = 0
...
fs(x1, . . . , xn) = 0
(1.1)
On notera de manie`re concise f(x) = 0 avec x = x1, . . . , xn.
On cherche les solutions de ce syste`me dans une boˆıte donne´e I := [α1, β1]×
· · ·×[αn, βn] ⊂ Rn. La me´thode d’approximation des solutions de ce syste`me
qu’on va de´crire a` pre´sent utilise la repre´sentation de Bernstein, le solveur
univarie´ de´crit dans la section 1.2.1 et des e´tudes de signes. L’objectif de
ce solveur multivarie´ est de retourner une liste de sous boˆıtes de I suf-
fisamment petites (relativement a` une certaine tole´rance fixe´e au de´part)
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contenant chacune une unique solution du syste`me. Ce solveur par subdivi-
sion est de´taille´ dans [49, 55]. C’est une ame´lioration de l’algorithme Interval
Projected Polyhedron de Sherbrooke et Patrikalakis qui est de´crit dans [58].
De´finition 1.4 : Soit n ∈ N∗, f(x) ∈ R[x] = R[x1, . . . , xn] un polynoˆme de
multidegre´ (d1, . . . , dn) ∈ (N∗)n et une boˆıte I = [α1, β1]×· · ·×[αn, βn] ⊂ Rn.
On suppose que l’e´criture de f dans la base de Bernstein est la suivante :
f(x1, . . . , xn) =
d1￿
i1=0
· · ·
dn￿
in=0
bi1,...,in B
d1
i1
(x1)[α1,β1] · · ·Bdnin (xn)[αn,βn].
Pour tout j ∈ {1, . . . , n}, on pose :
mj(f ;xj) =
dj￿
ij=0
min
{0≤ik≤dk,k ￿=j}
bi1,...,in B
dj
ij
(xj)[αj ,βj ]
Mj(f ;xj) =
dj￿
ij=0
max
{0≤ik≤dk,k ￿=j}
bi1,...,in B
dj
ij
(xj)[αj ,βj ]
Lemme 1.1 (Lemme de projection) : Sous les meˆmes hypothe`ses et no-
tations que la de´finition 1.4, pour tout u = (u1, . . . , un) ∈ I et pour tout
j ∈ {1, . . . , n}, on a :
mj(f ;uj) ≤ f(u) ≤Mj(f ;uj) ♦
Le lemme 1.1 implique alors une conse´quence directe qui est le corollaire
suivant.
Corollaire 1.2 : Toujours sous les meˆmes hypothe`ses et notations que la
de´finition 1.4, pour toute racine u = (u1, . . . , un) ∈ I du polynoˆme f(x) et
pour tout j ∈ {1, . . . , n}, on a µ
j
≤ uj ≤ µj avec :
1. µ
j
(respectivement µj) qui est soit une racine de mj(f ;xj) (respec-
tivement de Mj(f ;xj)) sur [αj , βj ] soit e´gal a` αj (respectivement βj)
dans le cas ou` mj(f ;xj) (respectivement Mj(f ;xj)) n’a pas de racine
dans [αj , βj ],
2. mj(f ;u) ≤ 0 ≤Mj(f ;u) pour tout u ∈ [µj , µj ].
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Le solveur proce`de par e´tapes de la manie`re suivante : 1. appliquer une e´tape
de pre´-conditionnement aux e´quations, 2. re´duire le domaine, 3. subdiviser
le domaine jusqu’a` ce qu’il soit de taille infe´rieure a` une tole´rance donne´e.
Il nous faut donc introduire les fonctionnalite´s suivantes qui sont indispen-
sables a` l’algorithme.
Strate´gie de pre´-conditionnement. Il s’agit en fait de transformer le
syste`me polynomial initial 1.1 en un syste`me ayant un « meilleur » compor-
tement nume´rique. Re´soudre le syste`me f = 0 est e´quivalent a` re´soudre le
syste`me M f = 0, ou` M est une matrice inversible de taille s× s.
Une telle transformation peut augmenter le degre´ (relativement par rap-
port a` certaines variables) de certaines e´quations. Elle peut donc avoir un
couˆt non ne´gligeable dans certains cas. Par ailleurs, si dans chaque po-
lynoˆme du syste`me, toutes les variables n’apparaissent pas (syste`me creux),
alors un tel pre´-conditionnement peut faire perdre au syste`me son caracte`re
creux. Dans ce cas, on pre´fe´rera alors un pre´-conditionnement partiel sur
un sous-ensemble d’e´quations qui partagent toutes une partie des variables.
On conside`re des transformations globales, qui re´duisent au minimum la
distance entre les e´quations vu comme des vecteurs d’un espace affine de
polynoˆmes, et e´galement des redressement locaux (si s = n) qui trans-
forment localement le syste`me f = 0 en le syste`me (Jfu)
−1f = 0, ou`
Jfu = (∂xifj(u))1≤i,j≤s est la matrice jacobienne de f en un point u ∈ I ou`
cette matrice est inversible.
Strate´gie de re´duction. Il s’agit de la technique utilise´e pour re´duire le
domaine initial I pour chercher les solutions du syste`me. On peut utiliser la
proprie´te´ d’enveloppe convexe comme dans [58] ou alors une localisation des
solutions qui est une ame´lioration de la re´duction par enveloppe convexe.
Elle consiste a` calculer la premie`re (respectivement la dernie`re) racine du
polynoˆme mj(fk;xj) (respectivement Mj(fk;xj)), dans l’intervalle [αj , βj ]
pour j ∈ {1, . . . , n} et k ∈ {1, . . . , s}. L’imple´mentation de cette e´tape
permet de conside´rer la re´duction par enveloppe convexe comme une e´tape
d’ite´ration de ce proce´de´ de re´duction.
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Strate´gie de subdivision. Il s’agit de la technique utilise´e pour subdi-
viser le domaine, afin de simplifier les e´tapes suivantes qui se chargent de
chercher les solutions du syste`me. Certaines re`gles simples peuvent eˆtre uti-
lise´es pour subdiviser un domaine et re´duire sa taille. L’approche qui est
adopte´e ici est la bissection : un domaine D = [γ1, δ1] × · · · × [γn, δn] est
de´coupe´ en deux dans une direction j ∈ {1, . . . , n} pour laquelle |δj − γj |
est maximal. Mais au lieu de choisir la taille de l’intervalle pour crite`re de
direction suivant laquelle on divise, on peut en choisir un autre en fonction
aussi des valeurs de mj ,Mj ou fj (par exemple quand Mj−mj est maximal).
Une borne pour la complexite´ de cette me´thode est donne´e dans [49].
1.3 De´composition en valeurs singulie`res
Soient m,n ∈ N∗, on note Mm,n(R) le R-espace vectoriel des matrices a` m
ligne(s) et n colonne(s) a` coefficients dans R, si m = n alors on note Mm(R)
plutoˆt que Mm,m(R).
De´finition 1.5 (Valeurs singulie`res) : Soit A ∈ Mm,n(R). Les valeurs
propres de la matrice ATA ∈ Mn(R) sont positives (car on peut voir ATA
comme la matrice d’une forme quadratique de´finie positive). Les valeurs
singulie`res de A sont par de´finition les racines carre´es des valeurs propres de
ATA.
Remarque 1.4 : Dans la pratique, les valeurs singulie`res sont souvent note´es
(σi)1≤i≤n avec σ1 ≥ · · · ≥ σn ≥ 0 (e´criture avec re´pe´titions e´ventuelles). •
Proposition 1.3 (De´composition en valeurs singulie`res) : Soit A ∈
Mm,n(R) et σ1 ≥ · · · ≥ σn ≥ 0 les valeurs singulie`res de A. Alors on peut
e´crire A sous la forme A = UDV T avec (U, V ) ∈Mm(R)×Mn(R) un couple
de matrices orthogonales (i.e. UTU = Im et V
TV = In) et D ∈ Mm,n(R)
de la forme :
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
σ1 (0)
. . .
(0) σn
(0)
 si m > n ;

σ1 (0)
. . .
(0) σn
 si m = n ;

σ1 (0)
. . . (0)
(0) σn
 si m < n.
Proprie´te´ 1.3 : Sous les meˆmes hypothe`ses et notations que la proposition
1.3, on pose k = min(m,n). On note (ui)1≤i≤k (respectivement (vi)1≤i≤k)
les k premiers vecteurs colonne de U (respectivement de V ). Alors, pour
tout i ∈ {1, . . . , k}, on a Avi = σiui et ATui = σivi.
Dans la pratique, la matrice A repre´sente un syste`me line´aire surde´termine´
(donc avec m > n). La solution du syste`me qu’on conside´rera sera le dernier
vecteur colonne de V (a` savoir vn). En effet, dans ce contexte on a, pour
tout i ∈ {1, . . . , n}, Avi = σiui et donc ￿Avi￿ = σi (car ￿ui￿ = 1). Vu que σn
est la plus petite valeur singulie`re de A, il s’en suit que vn est la « meilleur »
solution du syste`me.
Chapitre 2
Approximation et localisation
d’intersections
2.1 Introduction
Dans la mesure ou`, en CAO, les surfaces parame´tre´es sont utilise´es pour
de´limiter des volumes, le calcul de la courbe d’intersection entre deux telles
surfaces est primordial pour de´crire les objets fabrique´s dans ce contexte.
Dans l’ide´al, l’approximation des surfaces ne doit pas eˆtre en marge du
proce´de´ d’intersection. Une alternative aux approches classiques par tri-
angles ou B-splines (de´crites dans l’introduction) consisterait a` approximer
les surfaces donne´es par des maillages constitue´s d’entite´s e´le´mentaires plus
complexes que les triangles. Cela permet d’avoir des lieux d’intersection
plus pre´cis. Un choix inte´ressant consisterait a` utiliser des approximations
par des carreaux de surfaces de Be´zier de petit degre´. Dans ce cas de figure,
il est alors essentiel de savoir intersecter efficacement de telles surfaces pa-
rame´tre´es polynomiales (c’est l’objet du chapitre 3).
Un exemple de maillage biquadratique. Soit S une surface parame´tre´e
ge´ne´rale donne´e par e´valuations (i.e. une surface proce´durale). On conside`re
une grille de points sur S de taille (2m + 1) × (2n + 1) (avec m et n deux
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(2n + 1) points = n carreaux
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Fig. 2.1: Grille de carreaux biquadratiques.
entiers non nuls) permettant de construire une grille de carreaux de surfaces
biquadratiques de taille m × n. Sur la figure 2.1, on a repre´sente´ une telle
grille de manie`re sche´matique.
La construction se fait de manie`re a` ce que deux carreaux adjacents se
recollent de fac¸on continue. On a illustre´ sur la figure 2.2 un exemple d’ap-
proximation re´alise´e de cette manie`re. Il s’agit d’une forme (repre´sente´e a`
gauche sur la figure 2.2) compose´e de trois surfaces de type B-spline sur
lesquelles on applique un offset. Une fois cette transformation applique´e, le
nouvel objet ne peut eˆtre repre´sente´ par des B-splines. On applique alors une
approximation de cet offset par une grille de 144 carreaux biquadratiques
(le re´sultat est repre´sente´ a` droite sur la figure 2.2). Pour mieux appre´cier
le re´sultat, on a e´galement re´alise´ une image en coupe (figure 2.3). Un autre
exemple est illustre´ sur la figure 2.4, il s’agit d’une surface B-spline sur la-
quelle on a applique´ plusieurs offsets dont les re´sultats sont approxime´s par
des grilles de 128 carreaux biquadratiques.
Conside´rons maintenant deux grilles de carreaux de surfaces qui corres-
pondent a` deux surfaces proce´durales S1 et S2 qu’on de´sire intersecter.
Pour chacune de ces grilles, on construit une autre grille, de meˆme taille,
constitue´e de boˆıtes de R3 (i.e. de la forme [a1, b1]× [a2, b2]× [a3, b3] ⊂ R3)
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Fig. 2.2: Approximation d’un offset par une grille de 144 carreaux biqua-
dratiques.
Fig. 2.3: Approximation d’un offset par une grille de 144 carreaux biqua-
dratiques (vue en coupe).
construites a` partir des points de controˆle de chacun des carreaux de surface
et de manie`re a` ce que chaque boˆıte contiennent entie`rement le carreau cor-
respondant (une description de cette construction est donne´e dans la section
2.4.2). On construit un quadtree pour chacune de ces deux grilles de boˆıtes
afin de rechercher toutes les paires de boˆıtes qui s’intersectent. Ces paires
de boˆıtes correspondent alors a` des paires de carreaux de surfaces qu’il faut
intersecter (bien qu’il se peut que l’intersection soit vide).
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Fig. 2.4: Approximation de diffe´rents offsets par des grilles de 128 carreaux
biquadratiques.
Les sections qui suivent de´taillent les proce´de´s d’approximation et de de´tection
d’intersection probables.
2.2 Notations et repre´sentations
Afin de clarifier le discours, on se propose d’introduire certaines notations
ge´ne´rales ainsi qu’une repre´sentation sche´matique des carreaux de surfaces
biquadratiques.
2.2.1 Notations
1. Soient −→v et −→w deux vecteurs de R2 (respectivement de R3) muni de sa
structure euclidienne canonique. On note −→v · −→w le produit scalaire de −→v et
−→w , et ￿−→v ￿ =
√−→v · −→v .
2. Soient m,n ∈ N∗, on note Mm,n(R) l’ensemble des matrices a` m ligne(s)
et n colonne(s) a` coefficients dans R, si m = n alors on note Mm(R) plutoˆt
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que Mm,m(R). Soit M ∈ Mm,n(R), alors pour 1 ≤ i ≤ m et 1 ≤ j ≤ n, on
note M [i, j] l’e´le´ment de M qui se situe a` la ie`me ligne et a` la j e`me colonne.
3. Soient k = 2 ou 3, n ∈ N∗ et x1, . . . , xn ∈ Rk. Alors L := [x1, . . . , xn]
repre´sente la liste forme´e par les e´le´ments x1, . . . , xn. De plus, on notera
L[i] = xi (pour 1 ≤ i ≤ n) et L[i..j] = xi, . . . , xj (pour 1 ≤ i < j ≤ n). On
ge´ne´ralise cette notation pour des tableaux (listes de listes).
2.2.2 Polynoˆme de bidegre´ (2, 2) dans la base de Bernstein
Un polynoˆme F ∈ R[s, t] est de bidegre´ (2, 2) si F est de degre´ 2 en chacune
des deux variables s et t. On choisira la base de Bernstein pour repre´senter
les polynoˆmes qui composent nos parame´trisations. Explicitement, se donner
un polynoˆme F ∈ R[s, t] de bidegre´ (2, 2) exprime´ dans la base de Bernstein
revient a` se donner une matrice A ∈M3(R) en posant :
F (s, t) =
2￿
i=0
2￿
j=0
A[i+ 1, j + 1]Bi2(s)B
j
2(t)
avec B02(s) = (1 − s)2, B12(s) = 2s(1 − s) et B22(s) = s2 (ce sont les trois
polynoˆmes de Bernstein de degre´ 2).
Ainsi, se donner une surface polynomiale S de bidegre´ (2, 2) parame´tre´e
sur [0, 1]2 (qu’on appellera carreau de surface biquadratique), revient a` se
donner trois matrices X, Y et Z ∈M3(R) en posant :
∀(s, t) ∈ [0, 1]2, S(s, t) =
2￿
i=0
2￿
j=0
Pi,jB
i
2(s)B
j
2(t)
avec ∀(i, j) ∈ {0, 1, 2}2, Pi,j =
 X[i+ 1, j + 1]Y [i+ 1, j + 1]
Z[i+ 1, j + 1]
 .
Ce sont les points de controˆle de S.
Remarque 2.1 : Le graphe dont les sommets sont les points (Pi,j)0≤i,j≤2
et dont les areˆtes sont les segments de la forme ([Pi,j , Pi+1,j ]) et ([Pi,j , Pi,j+1])
est appele´ le polye`dre de controˆle de S. Ainsi, on peut repre´senter sche´matique-
ment les surfaces biquadratiques comme sur la figure 2.5. •
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P0,0 P0,1 P0,2
P1,2
P2,2
P0,1
P1,1
P2,0 P2,1
P0,0 P0,1 P0,2
P1,2
P1,
P1,0
2,0 P2,1 P2,2
Fig. 2.5: Sche´ma d’un polye`dre de controˆle pour un carreau de surface
biquadratique.
Proposition 2.1 : Le carreaux de surface S([0, 1]2) est entie`rement conte-
nue dans l’enveloppe convexe de la famille de points (Pi,j)0≤i,j≤2.
De´monstration : C’est une conse´quence directe de la proposition 1.1. ￿
2.3 Interpolation
Dans cette section, on de´crit plus en de´tails la me´thode d’interpolation (lo-
cale) utilise´e pour l’approximation (globale).
Etant donne´e une surface proce´durale S(u, v) de´finie sur [a, b]× [c, d] ⊂ R2.
On met en place une approximation de S par une grille m × n de car-
reaux de surfaces biquadratiques (avec m et n deux entiers non nuls). On
e´chantillonne les parame`tres (u, v) en une famille (ui, vj)i,j pour 0 ≤ i ≤ 2m
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et 0 ≤ j ≤ 2n de´finie par :
u0 = a
ui = u0 + i δu pour i ∈ {1, . . . , 2m}
v0 = c
vj = v0 + j δv pour j ∈ {1, . . . , 2n}
δu =
b− a
2m
δv =
d− c
2n
.
La famille (ui, vj)i,j donne une famille de (2m+1)(2n+1) points (S(ui, vj))i,j
de R3. Cette famille de points donne une famille de mn carreaux de sur-
faces biquadratiques (Sk,l)k,l avec pour tout k ∈ {0, . . . ,m − 1} et tout
l ∈ {0, . . . , n− 1}, Sk,l interpole´e par la famille de points (S(ui, vj))i,j avec
i ∈ {2k, 2k + 1, 2k + 2} et j ∈ {2l, 2l + 1, 2l + 2}.
Plus pre´cise´ment, pour tout (k, l) ∈ {0, . . . ,m− 1} × {0, . . . , n− 1}, on a :
Sk,l :
￿
[u2k, u2k+2]× [v2l, v2l+2] −→ R3
(ui, vj) ￿−→ S(ui, vj)
￿
∀(i, j) ∈ {2k, 2k + 1, 2k + 2} × {2l, 2l + 1, 2l + 2}.
Dans la mesure ou` la construction qui pre´ce`de ne fait qu’interpoler des
points, elle ne permet pas d’assurer la continuite´ entre chaque carreau de
surface. Ainsi, on ajuste chacun d’entre eux de manie`re a` ce qu’il partage les
meˆmes points de controˆle que son voisin sur le bord concerne´. Concre`tement,
il ne faut ajuster qu’un seul point de controˆle par bord. On a illustre´
sche´matiquement sur la figure 2.6 une situation de deux carreaux (un en
bleu et un en rouge) adjacents construits par interpolation et repre´sente´s par
leurs points de controˆle respectifs. Pour imposer le recollement, on modifie
un point de controˆle sur les bords correspondants. Cette manipulation est
effectue´e sur tous les carreaux construits par interpolation et on continuera
a` les noter (Sk,l)k,l. Cela permet d’avoir une approximation de la surface
proce´durale S.
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P0,0 P0,1 P0,2 = Q0,0
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P1,0
P2,0 P2,1 P2,2 = Q2,0
Q1,0
Q0,1
Q1,1
Q2,1
Q0,2
Q1,2
Q2,2
P0,0 P0,1 P0,2 = Q0,0
P1,1
P1,0
P2,0 P2,1 P2,2 = Q2,0
Q0,1
Q1,1
Q2,1
Q0,2
Q1,2
Q2,2
P1,2 + Q1,0
2
Fig. 2.6: Recollement de deux carreaux adjacents.
2.4 Boˆıtes englobantes et raffinement
Les boˆıtes englobantes, qu’on de´finira dans la section 2.4.2, nous seront
utiles pour mettre en place un crite`re qui permet d’exclure certaines confi-
gurations de non intersection entre deux carreaux de surfaces. On donnera,
dans la section 2.4.3.2, un algorithme de´taille´ de ce proce´de´ qui se base sur
l’intersection de ces boˆıtes ainsi que sur l’algorithme de De Casteljau.
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2.4.1 Algorithme de De Casteljau
2.4.1.1 Cas d’une courbe de Be´zier de degre´ 2
Soient k = 2 ou 3, P0, P1 et P2 ∈ Rk et C :
 [0, 1] −→ R
k
t ￿−→
2￿
i=0
PiB
i
2(t)

une courbe de Be´zier de degre´ 2.
Proprie´te´ 2.1 : Soit t0 ∈]0, 1[. On note P0,1 (respectivement P1,2) le ba-
rycentre des deux points ponde´re´s (P0, 1 − t0) et (P1, t0) (respectivement
(P1, 1 − t0) et (P2, t0)). Alors P0, P0,1 et C(t0) (respectivement C(t0), P1,2
et P2) sont les points de controˆle de la courbe C([0, t0]) (respectivement
C([t0, 1])) (voir la figure 2.7).
Pour des raisons de commodite´, on notera par la suite :
Casteljau(P0, P1, P2, t0) := [P0, P0,1, C(t0), P1,2, P2]
Cette construction, que l’on peut appliquer re´cursivement, permet de sub-
diviser la courbe. Il faut e´galement remarquer que plus on subdivise plus les
points de controˆle se rapprochent de la courbe initiale.
2.4.1.2 Cas d’une surface de Be´zier de bidegre´ (2, 2)
On conside`re une famille de points de R3 (Pi,j)0≤i,j≤2 et une surface de
Be´zier de bidegre´ (2, 2) (carreau de surface biquadratique) :
S :

[0, 1]2 −→ R3
(s, t) ￿−→
2￿
i=0
2￿
j=0
Pi,jB
i
2(s)B
j
2(t)
 .
Proprie´te´ 2.2 : Soit (s0, t0) ∈]0, 1[2, on pose :￿
∀i ∈ {0, 1, 2}, qi := Casteljau(Pi,0, Pi,1, Pi,2, s0)
∀j ∈ {1, . . . , 5}, pj := Casteljau(q0[j], q1[j], q2[j], t0)
. (2.1)
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P0
P1
P2
C (t0)
P0,1
P1,2
Fig. 2.7: Algorithme de De Casteljau sur une courbe de Be´zier de degre´ 2.
Ainsi, chaque qi et chaque pj est une liste de 5 points de R
3 (voir la construc-
tion sur la figure 2.8). On construit alors un tableau M de dimension 5× 5
de points de R3 de la manie`re suivante : ∀j, k ∈ {1, . . . , 5},M [j, k] := pj [k].
Alors :
– M [1..3, 1..3] sont les points de controˆle de S([0, s0]× [0, t0]).
– M [1..3, 3..5] sont les points de controˆle de S([0, s0]× [t0, 1]).
– M [3..5, 1..3] sont les points de controˆle de S([s0, 1]× [0, t0]).
– M [3..5, 3..5] sont les points de controˆle de S([s0, 1]× [t0, 1]).
Rappelons que M [1..3, 1..3],M [1..3, 3..5],M [3..5, 1..3] et M [3..5, 3..5] sont
des sous tableaux de M de dimension 3× 3.
Comme dans le cas des courbes, cette construction peut eˆtre applique´e
re´cursivement pour subdiviser la surface (plus on subdivise et plus les points
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P0,0 P0,1 P0,2
P1,2
P2,2
P0,1
P1,1
P2,0 P2,1
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P1,
P1,0
2,0 P2,1 P2,2
p1 p2 p3 p4 p5
q0
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q2
Fig. 2.8: Algorithme de De Casteljau sur un carreau de surface biquadra-
tique.
de controˆle se rapprochent de la surface initiale).
Remarque 2.2 : Dans (2.1), on peut permuter les roˆles de s0 et t0. •
2.4.2 Boˆıtes englobantes oriente´es et intersections
Dans cette section on de´finit les boˆıtes englobantes oriente´es suivant des
directions donne´es ainsi qu’un crite`re d’intersection de telles boˆıtes.
2.4.2.1 Cas du plan
De´finition 2.1 : Soient p1, . . . , pk (avec k ≥ 3) des points de R2 non aligne´s
et (−→v1 , . . . ,−→vl ), (avec l ≥ 2) une famille ge´ne´ratrice de vecteurs de R2. Pour
tout i ∈ {1, . . . , l}, on note : mi = min
1≤j≤k
(−→vi · −→pj ) et Mi = max
1≤j≤k
(−→vi · −→pj ).
Alors on appellera boˆıte englobante des points (pj)1≤j≤k oriente´e par les
vecteurs (vi)1≤i≤l l’ensemble :
{p ∈ R2/∀i ∈ {1, . . . , k},mi ≤ (−→vi · −→p ) ≤Mi}
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−→
v1
−→
v2
−→
v3
−→
v4
p1
p2
p3
p4
p5
p6


m1 =
−→
v1 ·
−→
p1 et M1 =
−→
v1 ·
−→
p4
m2 =
−→
v2 ·
−→
p1 et M2 =
−→
v2 ·
−→
p3
m3 =
−→
v3 ·
−→
p6 et M3 =
−→
v3 ·
−→
p3
m4 =
−→
v4 ·
−→
p5 et M4 =
−→
v4 ·
−→
p2
Fig. 2.9: Exemple de boˆıte englobante dans le plan.
Sur la figure 2.9, on a pris un exemple de boite englobante de 12 points
oriente´e par 4 vecteurs.
Proprie´te´ 2.3 (Intersection) : Soient (pi)1≤i≤k et (qj)1≤j≤l deux familles
de points non aligne´s de R2 (avec k et l ≥ 3) et (−→v1 , . . . ,−→vn), (avec n ≥ 2)
une famille ge´ne´ratrice de vecteurs de R2. On pose :
∀i ∈ {1, . . . , n},

Ii :=
￿
min
1≤j≤k
(−→vi · −→pj ), max
1≤j≤k
(−→vi · −→pj )
￿
Ji :=
￿
min
1≤j≤l
(−→vi · −→qj ), max
1≤j≤l
(−→vi · −→qj )
￿ .
Si les deux boˆıtes englobantes des points (pi)1≤i≤k et (qj)1≤j≤l oriente´es
par les vecteurs −→v1 , . . . ,−→vn s’intersectent, alors pour tout i ∈ {1, . . . , n},
Ii ∩ Ji ￿= ∅.
On a illustre´ sur la figure 2.10 le principe de ce test d’intersection de deux
boˆıtes.
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(a) Cas avec intersection. (b) Cas sans intersection.
Fig. 2.10: Intersection de deux boˆıtes.
2.4.2.2 Cas de l’espace
La notion de boˆıte englobante dans R3 est similaire au cas du plan. Il suffit
de remplacer, dans la section 2.4.2.1, R2 par R3, « non aligne´s » par « non
coplanaires » et enfin le nombre de points a` conside´rer doit eˆtre au moins
de 4 et celui de vecteurs au moins de 3. De plus, le crite`re d’intersection de
deux boˆıtes englobantes reste le meˆme que celui qui pre´ce`de (si on fait les
changements de contexte comme il a e´te´ dit).
2.4.3 Crite`re de discrimination
Afin d’e´viter un maximum de calculs d’intersection entre deux carreaux bi-
quadratiques, il semble judicieux de mettre en place un crite`re de discrimina-
tion pour e´liminer rapidement les cas ou` il n’y a aucune intersection. Soient
S1 :
￿
[0, 1]2 −→ R3
(s, t) ￿−→ S1(s, t)
￿
et S2 :
￿
[0, 1]2 −→ R3
(u, v) ￿−→ S2(u, v)
￿
, deux car-
reaux biquadratiques i.e. donne´s par des polynoˆmes de bidegre´s (2, 2) ex-
prime´s dans la base de Bernstein. On notera abusivement S1 = S1([0, 1]
2)
et S2 = S2([0, 1]
2). Notons e´galement (Pi,j)0≤i,j≤2 les points de controˆle de
S1 et (Qi,j)0≤i,j≤2 ceux de S2.
Pour e´laborer un crite`re de discrimination, on « enferme » chaque carreau
de surface dans une boite, si les deux boˆıtes ne s’intersectent pas, alors il en
est de meˆme pour S1 et S2. Pour se faire, on cre´e une boite englobante pour
les points de controˆle de S1 et une pour ceux de S2. Il faut par conse´quent
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faire un choix de directions pour ces boites englobantes.
2.4.3.1 Choix des directions
Les directions permettent de cre´er des boˆıtes englobantes plus ou moins fines
pour enfermer chaque carreau de surface (voir la figure 2.11).
Pour choisir les directions des boˆıtes englobantes, on peut adopter deux types
de strate´gies. Soit on fixe arbitrairement de`s le de´part un certain nombre de
directions (comme sur la figure 2.12). Soit on fait ce choix judicieusement
en fonction de S1 et S2 (comme sur le sche´ma de droite de la figure 2.11)
en calculant par exemple des directions principales. La premie`re me´thode
permet de gagner du temps au niveau du calcul mais ne nous donne aucun
controˆle au niveau de la ge´ome´trie des objets conside´re´s (choix arbitraire)
meˆme s’il peut arriver que les boˆıtes obtenues soient de bonne qualite´ (cela
de´pend e´videmment du nombre de directions choisies). En revanche, la se-
conde demande des calculs pre´liminaires mais offre un filtrage globalement
plus fin. Vu que l’on fera des de´coupages re´cursifs de boˆıtes (voir la section
2.4.3.2), un calcul syste´matique de directions adapte´es a` chaque e´tape peut
s’ave´rer trop couˆteux. Toutefois une telle approche serait envisageable si ces
calculs de directions adapte´es a` chaque ite´ration sont re´utilise´s (par exemple
dans le cas ou` l’on garde ce genre d’information pour traiter l’intersection
(a) Premier choix de directions. (b) Second choix de directions.
Fig. 2.11: Boites englobantes oriente´es de manie`res diffe´rentes pour une
courbe de Be´zier.
2.4. Boˆıtes englobantes et raffinement 31
Fig. 2.12: Boite englobante avec un choix arbitraire de directions.
d’une famille de carreaux de surface).
Ainsi, pour traiter intrinse`quement le proble`me d’intersection de deux car-
reaux de surfaces, on se contentera plutoˆt d’adopter la premie`re approche
pour ce qui est du choix des directions. On peut par exemple prendre les
directions donne´es par les vecteurs : (1, 0, 0), (0, 1, 0), (0, 0, 1), (1,−1, 0),
(1, 1, 0), (1, 0,−1), (1, 0, 1), (0, 1,−1) et (0, 1, 1).
Pour savoir si S1 et S2 s’intersectent, on peut donc commencer par se de-
mander si les deux boites englobantes des points (Pi,j)0≤i,j≤2 et (Qi,j)0≤i,j≤2
suivant les directions choisies s’intersectent. Si ce n’est pas le cas, alors la
proposition 2.1 permet d’affirmer que S1 ∩ S2 = ∅. En revanche, si c’est le
cas, cette approximation peut s’ave´rer trop grossie`re et donc il peut arriver
que le filtrage soit peu efficace dans la mesure ou` l’on peut rencontrer beau-
coup de configurations ou` les deux boˆıtes s’intersectent sans qu’il en soit de
meˆme pour les carreaux de surfaces correspondants. C’est pourquoi l’algo-
rithme de De Casteljau est d’une grande utilite´ car il permet pre´cise´ment
« d’affiner les boˆıtes ». C’est ce qui est explique´ dans la section suivante.
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2.4.3.2 De´coupage re´cursif de boˆıtes
Il s’agit ici de donner une construction pour affiner au fur et a` mesure les
boˆıtes de´crites pre´ce´demment en utilisant l’algorithme de De Casteljau. Pour
re´sumer la situation, on dispose au de´part de deux boˆıtes englobantes B1 et
B2, si elles sont disjointes, alors on a termine´ (et on conclut que S1∩S2 = ∅)
sinon on peut de´couper chaque boˆıte en sous boˆıtes (plus fines) et recommen-
cer le test d’intersection sur ces sous boˆıtes et ainsi de suite. Pour ce faire, il
nous faut un crite`re d’arreˆt et une strate´gie de de´coupe. Concre`tement, au
bout d’un certain degre´ de de´coupage, si les boˆıtes continuent a` s’intersecter,
alors on arreˆte cette manipulation (il faudra traiter le proble`me de l’inter-
section car visiblement il sera alors fort probable que S1 ∩ S2 ￿= ∅). Pour
de´crire l’algorithme principal (pour affiner les boˆıtes de manie`re re´cursive),
on introduit quelques hypothe`ses et proce´dures pre´liminaires.
Directions des boˆıtes englobantes : notons (−→v1 , . . . ,−→vn) les directions
des boˆıtes englobantes (choisies de`s le de´part et fixe´es une bonne fois pour
toute). Pour simplifier (notamment pour le test d’arreˆt), on supposera que
ces directions sont unitaires.
Informations contenues dans une boˆıte : on suppose que pour les
boˆıtes englobantes, on a fait un choix de structure de donne´es qui contient les
points de controˆle (Pi,j)0≤i,j≤2, l’espace des parame`tres [a, b]× [c, d] ⊂ [0, 1]2
du carreau de surface correspondant a` ces points de controˆle et e´galement
les intervalles Ik =
￿
min
0≤i,j≤2
(−→vk · −→Pi,j), max
0≤i,j≤2
(−→vk · −→Pi,j)
￿
pour k ∈ {1, . . . , n}.
Test d’arreˆt : on doit disposer d’une proce´dure d’arreˆt arret(B1, B2,￿)
(avec ￿ > 0) a` valeurs boole´ennes qui nous informe si les boˆıtes passe´es en
parame`tre sont suffisamment fines (si tel est le cas, cela signifie que ce n’est
plus la peine de continuer a` subdiviser). On peut par exemple utiliser une
des deux fonction de taille de´crites ci dessous.
Fonctions de taille : on dispose de deux fonctions de tailles tailleh et
taillev. Etant donne´ une boiteB correspondante a` un espace de parame`tres
[a, b]× [c, d], tailleh(B) := b− a et taillev(B) := d− c.
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Les de´coupes d’une boˆıte : si B est une boˆıte contenant les points de
controˆle (Pi,j)0≤i,j≤2 et l’espace des parame`tres [a, b]×[c, d], alors on suppose
que l’on dispose de (s0, t0) ∈]a, b[×]c, d[ (on peut par exemple prendre s0 =
b−a
2 et t0 =
d−c
2 ). On de´finit alors (voir la figure 2.13) : gauche(B), la boˆıte
compose´e par (Casteljau(Pi,0, Pi,1, Pi,2, s0)[1..3])0≤i≤2
droite(B), la boˆıte compose´e par (Casteljau(Pi,0, Pi,1, Pi,2, s0)[3..5])0≤i≤2
haut(B), la boˆıte compose´e par (Casteljau(P0,j , P1,j , P2,j , t0)[1..3])0≤j≤2
bas(B), la boˆıte compose´e par (Casteljau(P0,j , P1,j , P2,j , t0)[3..5])0≤j≤2.
Signalons qu’au niveau des structures de donne´es, gauche(B), droite(B),
haut(B) et bas(B) contiennent les espaces de parame`tres respectifs [a, s0]×
[c, d], [s0, b]× [c, d], [a, b]× [c, t0] et [a, b]× [t0, d].
Tout cela permet d’introduire l’algorithme 2.1 qui teste de manie`re re´cursive
si deux carreaux biquadratiques sont grossie`rement disjoints.
haut(B)
droite(B)
gauche(B)
bas(B)
B
P0,0 P0,1 P0,2
P1,2
P2,2
P0,1
P1,1
P2,0 P2,1
Fig. 2.13: De´coupes d’une boˆıte.
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Algorithme 2.1 : Algorithme de test par de´coupages re´cursifs.
testIntersection(B1, B2, ￿, k)
Donne´es : B1 et B2 les deux boˆıtes englobantes de S1 et S2, ￿ > 0 (qui
controˆle la finesse des boˆıtes) et k ∈ {0, 1} (artifice propre a`
l’algorithme).
Re´sultat : Un boole´en (soit S1 ∩ S2 = ∅ soit il faut traiter l’intersection
S1 ∩ S2).
k := k + 1[mod 2];
si B1 ∩B2 ￿= ∅ alors
si arret(B1, B2, ￿) alors
On s’arreˆte (il faut traiter l’intersection);
si k = 0 alors
si tailleh(B1) ≥ tailleh(B2) alors
testIntersection(gauche(B1), B2, ￿, k);
testIntersection(droite(B1), B2, ￿, k);
sinon
testIntersection(B1, gauche(B2), ￿, k);
testIntersection(B1, droite(B2), ￿, k);
fin
sinon
si tailleh(B1) ≥ tailleh(B2) alors
testIntersection(haut(B1), B2, ￿, k);
testIntersection(bas(B1), B2, ￿, k);
sinon
testIntersection(B1, haut(B2), ￿, k);
testIntersection(B1, bas(B2), ￿, k);
fin
fin
sinon
Les deux boˆıtes ne s’intersectent pas et donc S1 ∩ S2 = ∅.
fin
2.5 Intersection de deux grilles de boˆıtes englo-
bantes
Etant donne´ que, dans le proble`me d’intersection de deux surfaces proce´durales,
on met en place une approximation de chacune d’elles, il nous faut inter-
secter efficacement deux grilles de boˆıtes englobante. On propose dans cette
section un algorithme pour traiter ce type d’intersection.
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2.5.1 Structure de donne´es
Soit S une surface proce´durale et m,n ∈ N∗, la famille de mn carreaux de
surfaces (Sk,l)k,l construite par le proce´de´ de´crit dans la section 2.3 permet de
de´finir une famille B de mn boˆıtes englobantes (Bk,l)k,l correspondantes (voir
la section 2.4.2). Afin de simplifier les structures de donne´es et l’algorithme
de de´tection d’intersection de boˆıtes, on suppose que m = n = 2p pour un
certain p ∈ N∗ (voir la figure 2.14). Si tel est le cas, alors on peut regrouper
les boˆıtes par paquets de quatre boˆıtes adjacentes (cela permettra d’acce´le´rer
l’algorithme de la section 2.5.2).
En effet, pour tout (r, s) ∈ {0, . . . , 2p−1 − 1}2, les boˆıtes B2r,2s, B2r+1,2s,
B2r,2s+1 et B2r+1,2s+1 sont adjacentes. On construit alors, par les feuilles,
un quadtree de la manie`re suivante (voir l’illustration sur la figure 2.15) :
1. Les feuilles sont constitue´es par les mn boˆıtes (Bk,l)k,l.
2. Pour tout (r, s) ∈ {0, . . . , 2p−1 − 1}2, on construit le pe`re B˜r,s de B2r,2s,
B2r+1,2s, B2r,2s+1 et B2r+1,2s+1 comme e´tant la plus petite boˆıte contenant
l’union de ces quatre boˆıtes (que l’on appellera, de manie`re plus concise,
l’union de B2r,2s, B2r+1,2s, B2r,2s+1 et B2r+1,2s+1).
3. On re´ite`re le processus pre´ce´dent en prenant l’union de B˜2r,2s, B˜2r+1,2s,
B˜2r,2s+1 et B˜2r+1,2s+1 jusqu’a` arriver a` la racine de l’arbre (cette racine est
2
(p−1)
2
(p−2)
2
p
2
p
2
(p−1)
2
(p−2)
Fig. 2.14: Grille de boˆıte de taille 2p × 2p.
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B0,0
B1,0 B0,1
B0,2
B˜0,0
Fig. 2.15: Arbre de boˆıtes.
alors une boˆıte qui contient toutes les boites englobantes initiales).
2.5.2 Intersection
Supposons maintenant que l’on ait deux surfaces proce´durales S1 et S2 qu’on
de´sire intersecter. La premie`re e´tape consiste a` faire une approximation de
S1 (respectivement S2) par une grille de m1 × n1 (respectivement m2 × n2)
carreaux de surfaces biquadratiques construits par le proce´de´ de´crit dans la
section 2.3. Cela permet alors de de´finir une famille B1 (respectivement B2)
de m1n1 (respectivement m2n2) boˆıtes englobantes correspondantes. Afin
d’exclure toutes les situations de non intersection grossie`res (i.e. les cas ou`
les boˆıtes englobantes sont disjointes) entre carreaux de surfaces de S1 et
S2, on commence par de´tecter toutes les configurations ou` B1 ∩ B2 ￿= ∅
pour B1 ∈ B1 et B2 ∈ B2. Pour cela, on construit deux arbres A1 et A2
correspondants respectivement a` B1 et B2 (comme de´crit dans la section
2.5. Intersection de deux grilles de boˆıtes englobantes 37
2.5.1) et on utilise l’algorithme de de´tection d’intersection 2.2 sur les racines
respectives de A1 et A2. Pour un noeud N d’un arbre, on notera fils(0,N),
fils(1,N), fils(2,N) et fils(3,N) les quatre fils de N .
Algorithme 2.2 : De´tection d’intersections de boˆıtes.
intersection(N1, N2)
Donne´es : Deux noeuds N1 et N2 des quadtrees respectifs A1 et A2 ainsi
qu’une liste vide de paires de noeuds L.
Re´sultat : La liste L contient les paires de boites (B1, B2) avec B1 ∈ B1 et
B2 ∈ B2 qui s’intersectent.
si N1 ∩N2 = ∅ alors
retourner L ;
fin
si N1 et N2 sont des feuilles alors
si N1 ∩N2 ￿= ∅ alors
L ←− (N1, N2) ;
fin
sinon si N1 est une feuille mais pas N2 alors
pour j ∈ {0, 1, 2, 3} faire
L ←− intersection(N1, fils(j, N2)) ;
fin
sinon si N2 est une feuille mais pas N1 alors
pour i ∈ {0, 1, 2, 3} faire
L ←− intersection(fils(i, N1), N2) ;
fin
sinon
pour (i, j) ∈ {0, 1, 2, 3}2 faire
L ←− intersection(fils(i, N1), fils(j, N2)) ;
fin
fin
retourner L ;
La de´tection des boites englobantes qui s’intersectent combine´e au raffine-
ment de´crit dans la section 2.4 permettent de re´sumer le proble`me d’in-
tersection entre deux surfaces proce´durale a` une famille de proble`mes d’in-
tersection entre deux carreaux de surfaces polynomiales qui ne sont pas
grossie`rement disjointes. Cette question est traite´e dans le chapitre 3.

Chapitre 3
Intersection des surfaces
polynomiales
Ce chapitre traite la question de l’intersection de deux surfaces parmame´tre´es
polynomiales que l’on supposera, sans restreindre la ge´ne´ralite´, parame´tre´es
sur [0, 1]2. Sauf mention explicite du contraire, on notera donc :
F :
￿
[0, 1]2 −→ R3
(s, t) ￿−→ F (s, t)
￿
(3.1)
G :
￿
[0, 1]2 −→ R3
(u, v) ￿−→ G(u, v)
￿
. (3.2)
Avec F (s, t) (respectivementG(u, v)) un vecteur compose´ de trois polynoˆmes
en (s, t) (respectivement en (u, v)). Signalons e´galement que F (respective-
ment G) de´signera abusivement aussi bien l’application que son image i.e.
le carreaux de surface Im(F ) (respectivement Im(G)). Enfin, on supposera
que l’intersection F ∩G est une courbe :
C = ￿(s, t, u, v) ∈ [0, 1]4 | F (s, t)−G(u, v) = 0￿ .
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3.1 Me´thode base´e sur les re´sultants
On propose ici une approche du proble`me d’intersection entre F et G base´e
sur les re´sultants. Pour cela, on commence par introduire quelques ge´ne´ralite´s
sur cet outil dans le cas bivarie´.
3.1.1 Ge´ne´ralite´s sur les re´sultants bivarie´s
De´finition 3.1 : Soient f1, f2 et f3 trois polynoˆmes bivarie´s et N le nombre
de termes dans les trois supports monomiaux. En d’autres termes, N est la
somme du nombre de monoˆmes de f1, de f2 et de f3. Pour tout i ∈ {1, 2, 3},
on note coeffs(fi) la se´quence des coefficients de fi. Le re´sultant de f1, f2 et
f3 est un polynoˆme irre´ductible R a` N variables ayant la proprie´te´ suivante :
R(coeffs(f1), coeffs(f2), coeffs(f3)) = 0
si et seulement si f1, f2 et f3 ont une racine commune dans un domaine
spe´cifique D.
Pour une description plus pre´cise des re´sultants, on renvoie par exemple a`
[7, 14, 15]. Dans le cas du proble`me d’intersection, le re´sultant peut-eˆtre
utilise´ comme un ope´rateur de projection. En effet, si f1, f2 et f3 sont
les trois composantes de F (s, t)−G(u, v) conside´re´s comme des polynoˆmes
bivarie´s en (s, u), alors le re´sultant de f1, f2 et f3 est un polynoˆme en R(t, v)
qui de´finit une courbe implicite plane correspondante a` la projection de C
dans l’espace des parame`tres (t, v). Plus pre´cise´ment, si f1, f2 et f3 sont
ge´ne´riques, alors les deux ensembles suivants sont identiques :
￿
(t, v) ∈ [0, 1]2 | R(t, v) = 0￿
￿
(t, v) ∈ [0, 1]2 | ∃(s, u) ∈ D : F (s, t) = G(u, v)￿
Les re´sultants multivarie´s ont e´te´ largement e´tudie´s et de nombreuses imple´mentations
existent (voir [11, 45]).
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3.1.2 Application au proble`me d’intersection
Une strate´gie pour de´crire l’intersection entre F et G consiste a` e´tudier
la projection de C dans un plan en utilisant le re´sultant. La plupart des
auteurs ont l’habitude de projeter C dans le plan (s, t) ou (u, v) et uti-
lisent un algorithme de trace´ (tracing algorithm) pour e´tudier la courbe
plane obtenue (voir [31] et [43] pour ce qui concerne les algorithmes de
trace´) et « remontent » dans R3 en utilisant la parame´trisation ade´quate.
Notons cependant que ce genre de me´thode peut donner lieu a` des compo-
santes inde´sirables (dites « composantes fantoˆmes ») qui ne sont pas dans
F ([0, 1]2)∩G([0, 1]2). Ainsi, on a besoin d’une e´tape d’exclusion des branches
inde´sirables. Pour cela, on peut utiliser un solveur polynomial (comme de´crit
dans la section 1.2 ou plus pre´cise´ment dans [49]) ou alors une inversion de
parame´trisation (voir [8]).
On propose une solution alternative consistant a` projeter C dans le plan
(s, u). Ce choix est inte´ressant dans la mesure ou` les deux variables s et u
sont se´pare´es dans les e´quations F (s, t) = G(u, v). Ainsi, on peut e´liminer
ces variables via un calcul simple de re´sultant. Dans ce cas pre´cis, calculer
le re´sultant revient a` calculer un be´zoutien (voir [9, 25]).
Notons F (s, t)−G(u, v) = (f0, f1, f2) avec f0, f1 et f2 dans R[s, u][t, v] i.e. on
conside`re que f0, f1 et f2 sont des polynoˆmes en les variables t et v dont les
coefficients sont dans l’anneau R[s, u]. Alors, le be´zoutien de f0(t, v), f1(t, v)
et f2(t, v) est un polynoˆme de R[s, u][t, v, t1, v1] donne´ par le de´terminant
suivant :
b =
￿￿￿￿￿￿￿
f0(t, v) θ1(f0)(t, v) θ2(f0)(t, v)
f1(t, v) θ1(f1)(t, v) θ2(f1)(t, v)
f2(t, v) θ1(f2)(t, v) θ2(f2)(t, v)
￿￿￿￿￿￿￿
avec, pour tout i ∈ {0, 1, 2}
θ1(fi)(t, v) =
fi(t, v)− fi(t1, v)
t− t1 (3.3)
θ2(fi)(t, v) =
fi(t1, v)− fi(t1, v1)
v − v1 (3.4)
Notons que pour tout i ∈ {0, 1, 2}, θ1(fi) (respectivement θ2(fi)) est un
polynoˆme car t = t1 (respectivement v = v1) est racine de fi(t, v)− fi(t1, v)
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r
u u
r
s
u
s
u
Fig. 3.1: Projection de C dans l’espace (s, u) avec (a` gauche) et sans (a`
droite) composante fantoˆme.
(respectivement de fi(t1, v) − fi(t1, v1)). Explicitement, dans notre cas, le
be´zoutien est donne´ par :
b = det
￿
F (s, t)−G(u, v), F (s, t)− F (s, t1)
t− t1 ,
G(u, v)−G(u, v1)
v − v1
￿
.
Le support monomial de b en les variables (t, v) est S = {1, t, v, tv} et celui
en les variables (t1, v1) est S1 = {1, t1, v1, t1v1}. Un monoˆme de b est donc le
produit d’un e´le´ment de S et d’un e´le´ment de S1. On forme alors la matrice
4× 4 constitue´e des coefficients de b indexe´s par le produit carte´sien S ×S1.
Cette matrice, ne contenant que les variables s et u, est appele´e la matrice
be´zoutienne de f0, f1 et f2 et son de´terminant est exactement le re´sultant
R(s, u) de´sire´. Ce re´sultant donne une courbe implicite plane qui correspond
a` la projection de C dans le plan (s, u). On calcul alors la topologie de cette
courbe ([34, 61]) et on la trace ([31, 43]) en e´vitant les composantes fantoˆmes
(voir la figure 3.1). On remonte alors les points obtenus dans l’espace pour
avoir la courbe d’intersection.
Bien entendu, la me´thode qui vient d’eˆtre de´crite permet e´galement d’obtenir
la projection de C dans le plan (t, v) par des calculs similaires.
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3.1.3 Exemples
La me´thode base´e sur les re´sultants qui vient d’eˆtre de´crite ainsi que celles
utilisant l’implicitisation approche´e et la semi-implicitisation (de´crites res-
pectivement dans les sections 3.2 et 3.3) ont e´te´ de´veloppe´ dans [13] et teste´
sur des configurations d’intersection de carreaux de surfaces biquadratiques
(i.e. parame´tre´es polynomiales de bidegre´ (2, 2)). Il s’agit des exemple 3.1,
3.2 et 3.3. Les re´sultats obtenus par me´thode du re´sultant sont repre´sente´s
respectivement sur les figures 3.2, 3.3 et 3.4.
Exemple 3.1 : On conside`re deux surfaces biquadratiques pre´sentant une
courbe d’intersection avec une boucle. Les points de controˆle de chacune des
surfaces conside´re´es sont donne´s par :
￿
1
7 , 0,
3
5
￿ ￿
3
5 ,
1
5 ,
3
4
￿ ￿
1, 0, 710
￿￿
3
8 ,
4
9 ,
2
3
￿ ￿
2
3 ,
3
4 ,
1
3
￿ ￿
6
7 ,
3
8 ,
5
7
￿￿
1
5 ,
6
7 ,
4
7
￿ ￿
3
4 ,
7
8 ,
3
4
￿ ￿
7
8 ,
7
9 ,
5
8
￿

￿ ￿￿ ￿
F (s,t)
￿
2
7 ,
1
7 ,
2
5
￿ ￿
3
5 ,
1
10 ,
2
3
￿ ￿
1, 0, 45
￿￿
3
8 ,
4
9 ,
2
3
￿ ￿
1
3 ,
1
2 , 1
￿ ￿
5
7 ,
3
8 ,
2
7
￿￿
1
5 ,
6
7 ,
3
7
￿ ￿
3
4 ,
7
8 ,
5
8
￿ ￿
7
8 ,
4
7 ,
1
2
￿

￿ ￿￿ ￿
G(u,v)
.
￿
Exemple 3.2 : Il s’agit d’un exemple pre´sentant non seulement une confi-
guration d’intersection mais e´galement d’auto-intersection (l’auto-intersection
de cet exemple est traite´ dans la section 3.4). Les points de controˆle sont
ge´ne´re´s par un proce´de´ pseudo ale´atoire.
￿
501
775 ,
388
775 ,
588
775
￿ ￿
347
775 ,
276
775 ,
479
775
￿ ￿
309
775 ,
604
775 ,
498
775
￿￿
553
775 ,
454
775 ,
293
775
￿ ￿
336
775 ,
382
775 ,
469
775
￿ ￿
1, 426775 ,
137
775
￿￿
337
775 ,
308
775 ,
258
775
￿ ￿
517
775 , 0,
367
775
￿ ￿
533
775 ,
492
775 ,
564
775
￿

￿ ￿￿ ￿
F (s,t)
44 Chapitre 3. Intersection des surfaces polynomiales

￿
492
775 ,
67
155 ,
522
775
￿ ￿
543
775 ,
322
775 ,
117
775
￿ ￿
346
775 ,
13
155 ,
4
5
￿￿
113
155 ,
392
775 ,
58
155
￿ ￿
632
775 ,
469
775 ,
413
775
￿ ￿
307
775 ,
514
775 ,
564
775
￿￿
602
775 ,
129
775 ,
274
775
￿ ￿
669
775 ,
692
775 ,
53
155
￿ ￿
488
775 ,
219
775 ,
412
775
￿

￿ ￿￿ ￿
G(u,v)
￿
Exemple 3.3 : Il s’agit d’un exemple de configuration pre´sentant une in-
tersection tangente.
￿
0, 17 ,
4
5
￿ ￿
3
5 ,
1
13 ,
1
3
￿ ￿
1, 0, 45
￿￿
1
8 ,
4
9 ,
11
40
￿ ￿
1
3 ,
34
65 ,
3
4
￿ ￿
6
7 ,
3
8 ,−1635
￿￿
1
5 ,
6
7 ,
4
5
￿ ￿
3
4 ,
443
520 ,
3
8
￿ ￿
7
8 , 1,
14
15
￿

￿ ￿￿ ￿
F (s,t)
￿
0, 17 ,
1
5
￿ ￿
3
5 ,
1
10 ,
1
3
￿ ￿
1, 0, 15
￿￿
1
8 ,
4
9 ,
7
8
￿ ￿
1
3 ,
1
2 ,
3
4
￿ ￿
6
7 ,
3
8 ,
1
7
￿￿
1
5 ,
6
7 ,
1
5
￿ ￿
3
4 ,
7
8 ,
3
8
￿ ￿
7
8 , 1,
1
3
￿

￿ ￿￿ ￿
G(u,v)
￿
Fig. 3.2: Exemple 3.1 par me´thode du re´sultant avec e´limination des com-
posantes fantoˆmes a` gauche et sans a` droite.
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Fig. 3.3: Exemple 3.2 par me´thode du re´sultant avec e´limination des com-
posantes fantoˆmes a` gauche et sans a` droite.
Fig. 3.4: Exemple 3.3 par me´thode du re´sultant.
3.2 Implicitisation approche´e et intersection
Dans cette section, on propose une approche du proble`me d’intersection
entre deux carreaux de surfaces biquadratiques par implicitisation approche´e.
On commence par rappeler ce qu’est le proble`me d’implicitisation (approche´e)
et on donnera une me´thode spe´cifique pour le cas biquadratique. L’appli-
cation au proble`me d’intersection ainsi que certains exemples seront aussi
expose´s.
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3.2.1 Implicitisation
Le proble`me d’implicitisation consiste a` trouver l’e´quation implicite (i.e. une
repre´sentation alge´brique) d’une surface parame´tre´e rationnelle donne´e. Il
existe de nombreuses techniques pour traiter ce proble`me. Les plus re´pandues
utilisent les re´sultants ou les bases de Gro¨bner (voir [14, 15, 41]). Cependant,
en ge´ne´ral, l’implicitisation requiert des temps de calculs assez conse´quents
du fait que le degre´ de l’e´quation implicite cherche´e est e´leve´. En effet,
si on se donne une surface parame´tre´e rationnelle ge´ne´rique de bidegre´
(d1,d2), alors l’e´quation implicite correspondante sera de degre´ 2d1d2. En
ge´ne´ral, un polynoˆme a` n variables de degre´ d contient
￿
d+n
n
￿
coefficients
donc les e´quations implicites peuvent avoir des tailles conside´rables. Signa-
lons e´galement que toute courbe ou surface parame´tre´e rationnelle admet
une repre´sentation alge´brique alors que la re´ciproque est fausse. Le lien entre
les deux repre´sentations (parame´tre´e ou alge´brique) peut-eˆtre complexe. En
effet, dans la mesure ou` un objet parame´tre´ est de nature locale alors qu’un
objet alge´brique est de nature globale, il se peut que l’on soit confronte´
a` des proble`mes dis de « composantes fantoˆmes » i.e. que la courbe ou la
surface implicite pre´sente des composantes absentes de la parame´trisation
correspondante. Ainsi, il semble raisonnable de chercher une repre´sentation
alge´brique approche´e plutoˆt qu’exacte. Dans ce contexte, les calculs seront
plus efficaces et les re´sultats comporteront, a priori, moins de composantes
fantoˆmes. Ce point de vue a de´ja` e´te´ conside´re´ dans [21, 44, 62].
3.2.2 Implicitisation approche´e
Le proble`me auquel on s’inte´resse met en jeux des surfaces parame´tre´es
polynomiales. Conside´rons donc une surface parame´tre´e polynomiale re´elle
S(u, v) sur [0, 1]2. Soit d ∈ N∗ (le degre´ de l’e´quation implicite approche´e)
et ￿ ≥ 0 (une tole´rance). Au sens de Tor Dokken dans [20], le proble`me
d’implicitisation approche´e consiste a` trouver un polynoˆme non nul P ∈
R[x, y, z] de degre´ d tel que :
∀(u, v) ∈ [0, 1]2, P (S(u, v) + α(u, v)g(u, v)) = 0
avec |α(u, v)| ≤ ￿ et ||g(u, v)||2 = 1.
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En fait, α est la fonction d’erreur et g est la direction suivant laquelle on me-
sure cette erreur. Cette dernie`re peut eˆtre, par exemple, la normale unitaire
a` S.
3.2.3 Implicitisation d’une surface biquadratique
Une question essentielle dans l’implicitisation approche´e est le choix du
degre´. Il semblerait qu’un facteur pertinent pour faire ce choix est la to-
pologie et ce, particulie`rement lorsque la surface initiale comporte des sin-
gularite´s ou des auto-intersections. L’utilisation du degre´ 4 a e´te´ sugge´re´ par
Tor Dokken. Apre`s plusieurs expe´rimentations, ce dernier a conclu que les
surfaces alge´briques de degre´ 4 (commune´ment appele´es quartiques) avaient
suffisamment de degre´s de liberte´ pour approximer la plupart des cas ren-
contre´s en mode´lisation ge´ome´trique. Si on conside`re une surface biqua-
dratique i.e. parame´tre´e polynomiale de bidegre´ (2, 2), alors son e´quation
implicite exacte est de degre´ 8 et donc utiliser un degre´ 4 semble eˆtre un
bon compromis. On se propose a` pre´sent de donner deux me´thodes pour ap-
proximer une surface biquadratic S par une quartique P . On note l’e´quation
implicite :
P (x, y, z) =
4￿
i=0
4−i￿
j=0
4−i−j￿
k=0
bijk x
iyjzk
avec b = (b000, b100, . . . , b004) ∈ R35 le vecteur des coefficients de P . Soit
β(u, v) le vecteur forme´ par le produit tensoriel des polynoˆmes de Bernstein
de bidegre´ (8, 8) (concre`tement β(u, v) est un vecteur colonne compose´ de
81 polynoˆmes en (u, v)).
Me´thode de Tor Dokken. Cette me´thode qu’on peut retrouver en de´tails
dans [20] proce`de de la manie`re suivante :
1. Factoriser P (S(u, v)) = (Db)Tβ(u, v) ou` D est une matrice 81× 35.
2. Faire une de´composition en valeurs singulie`res de D.
3. Prendre pour b le vecteur correspondant a` la plus petite valeur sin-
gulie`re de D.
Cette me´thode est assez ge´ne´rale et ne fait aucune hypothe`se sur le bidegre´
de S. On peut donc adopter une strate´gie ge´ome´trique spe´cifique au cas
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Une conique intérieure
Une conique du bord
Fig. 3.5: Caracte´risation d’une conique par 9 points sur une surface biqua-
dratique.
biquadratique.
Me´thode ge´ome´trique par e´valuations. Dans cette approche, on construit
des contraintes ge´ome´triques pertinentes afin d’obtenir un syste`me line´aire
en les inconnues b000, b100, . . . , b004. On utilise alors une de´composition en va-
leurs singulie`res pour la re´solution de ce syste`me. On a choisi de caracte´riser
des coniques sur S. En particulier les quatre coniques qui forment le bord
de S ainsi que deux coniques inte´rieures. Il s’agit explicitement de :
C1 = S([0, 1]× {0}), C2 = S([0, 1]× {1})
C3 = S({0} × [0, 1]), C4 = S({1} × [0, 1])
C5 = S({12} × [0, 1]), C6 = S([0, 1]× {12})
Lemme 3.1 : Soit i ∈ {1, . . . , 6}. Si la quartique d’e´quation P = 0 contient
9 points distincts de Ci alors elle contient Ci. ♦
De´monstration : Ci a une parame´trisation de degre´ 2 et P est de degre´ 4.
Donc en injectant la parame´trisation de Ci dans P , on obtient un polynoˆme
univarie´ de degre´ 8. ￿
En utilisant l’observation ge´ome´trique du lemme 3.1, on peut construire un
syste`me line´aire et le re´soudre via une de´composition en valeurs singulie`res.
Cela permet alors d’avoir une approximation alge´brique de degre´ 4 de la
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surface S.
3.2.4 Application au proble`me d’intersection
Une manie`re de traiter le proble`me d’intersection de deux surfaces pa-
rame´tre´e polynomiales F et G consiste a` appliquer l’implicitisation ap-
proche´e sur F (par exemple), ce qui permet d’obtenir un polynoˆme P (x, y, z),
puis a` e´tudier P (G(u, v)) qui donne une repre´sentation implicite de la courbe
d’intersection de F et G dans le domaine des parame`tres (u, v). On applique
alors des me´thodes classiques de trace´ de courbes implicites planes pour
obtenir le lieux d’intersection.
Cependant, bien que ces me´thodes d’implicitisation approche´e sont relati-
vement efficaces, elles ne fournissent pas toujours des re´sultats satisfaisants.
Quand un carreau de surface parame´tre´e polynomiale donne´ est simple (i.e.
avec une certaine plane´ite´ et sans singularite´ ni auto-intersection), son ap-
proximation alge´brique est relativement fide`le. Dans le proble`me d’inter-
section, de telles me´thodes peuvent eˆtre combine´es avec une subdivision.
Cela permet, entre autres, d’exclure des domaines ne pre´sentant aucune in-
tersection (en utilisant des boˆıtes englobantes comme de´crit dans la section
2.4.2 du chapitre 2), et e´galement d’e´viter des configurations proble´matiques
comme la pre´sence de boucles dans l’intersection (utilisation du crite`re
d’Hohmeyer donne´ dans le the´ore`me 3.1 et dans [42]). Toutefois, il faut
avouer que dans des configurations avec des singularite´s, on a, en ge´ne´ral, de
tre`s mauvais re´sultats. En effet, meˆme si l’on dispose d’un bon crite`re dans la
subdivision, on peut eˆtre confronte´ au proble`me des composantes fantoˆmes
qui subsistent mais qui sont moins nombreuses que dans une implicitisation
exacte. Il convient alors de faire une e´tape supple´mentaire d’e´limination de
ces composantes fantoˆmes. Par ailleurs, il y a un autre inconve´nient prove-
nant de l’approximation alge´brique qui est la difficulte´ a` obtenir des points
certifie´s sur le lieu d’intersection.
Theore`me 3.1 (Hohmeyer) : On garde toujours les meˆmes notations don-
ne´es par les formules (3.1) et (3.2). On de´signe par NF (respectivement NG),
le champ de vecteurs normaux a` F (respectivement a` G) i.e. NF : (s, t) ￿→
∂sF (s, t) × ∂tF (s, t) (respectivement NG : (u, v) ￿→ ∂uG(u, v) × ∂vG(u, v)).
S’il existe deux vecteurs −→w1 et −→w2 dans R3 tels que pour tout (−→nF ,−→nG) ∈
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Im(NF )× Im(NG), on ait : 
−→w1 · −→nF > 0
−→w1 · −→nG < 0
−→w2 · −→nF > 0
−→w2 · −→nG > 0
alors la courbe d’intersection F ∩G ne comporte ni boucle ni de singularite´.
Remarque 3.1 :
– On peut se contenter de satisfaire les ine´galite´s du the´ore`me 3.1 sur les
points de controˆle de NF et NG graˆce au corollaire 1.2.
– La question de l’existence des deux vecteurs −→w1 et −→w2 dans le the´ore`me
3.1 est un proble`me de programmation line´aire.
– Si les deux vecteurs −→w1 et −→w2 du the´ore`me 3.1 existent, alors le vecteur
−→w = −→w1×−→w2 donne une direction dans laquelle la courbe d’intersection est
monotone i.e. pour tout vecteur tangent
−→
T a` cette courbe d’intersection
dans R3, on a
−→
T · −→w > 0. •
3.2.5 Exemples
Les exemples de configurations d’intersection entre deux surfaces biquadra-
tiques donne´s dans la section 3.1.3 ont e´galement e´te´ teste´ avec la seconde
me´thode d’implicitisation approche´e (dite « ge´ome´trique par e´valuation »).
Les exemples 3.1 et 3.2 donnent e´galement des composantes fantoˆmes comme
on peut le voir respectivement sur les figures 3.6 et 3.7. Quant a` l’exemple
3.3, l’approximation alge´brique n’est pas adapte´e dans la mesure ou` l’on ob-
tient un re´sultat incorrect. Plus pre´cise´ment, on trouve deux courbes d’in-
tersection assez proches (voir la figure 3.8).
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Fig. 3.6: Exemple 3.1 par la me´thode d’implicitisation approche´e
ge´ome´trique.
Fig. 3.7: Exemple 3.2 par la me´thode d’implicitisation approche´e
ge´ome´trique.
Fig. 3.8: Exemple 3.3 par la me´thode d’implicitisation approche´e
ge´ome´trique.
52 Chapitre 3. Intersection des surfaces polynomiales
3.3 Approche semi-implicite
Il s’agit d’une me´thode e´labore´e par Oberneder et Ju¨ttler et qui est expose´e
dans notre article commun [13]. Elle se base sur une repre´sentation semi-
implicite des surfaces biquadratiques au sens de [10].
3.3.1 Intersection d’une courbe coordonne´e
De´finition 3.2 : En gardant toujours les meˆmes notations donne´es par les
formules (3.1) et (3.2), une courbe coordonne´e de F (s, t) pour une valeur
constante de parame`tre s = s0 est une courbe parame´tre´e donne´e par :
p(t) = F (s0, t) = a0(s0) + a1(s0) t+ a2(s0) t
2
avec a0, a1 et a2 ∈ R3.
Dans notre cas, il s’agit d’une conique (donc plane) qu’on pourra repre´senter
comme l’intersection d’un plan avec un cylindre sur une conique comme on
l’a illustre´ sur la figure 3.9. Dore´navant, on fixe un parame`tre s0 qui permet
de de´finir une courbe coordonne´e trace´e sur F . Dans la mesure ou` on ne
s’inte´resse qu’a` l’intersection F ∩ G dans une certaine re´gion, on introduit
e´galement deux plans π1 et π2 pour borner cette re´gion. Enfin, signalons que
dans le cas particulier ou` la courbe coordonne´e est une droite, cette dernie`re
est repre´sente´e comme intersection de deux plans orthogonaux.
On de´sire calculer l’intersection de la courbe coordonne´e avec la second
carreau biquadratique G(u, v). Pour cela, on utilise le sche´ma suivant :
1. De´crire la courbe coordonne´e comme l’intersection d’un plan avec un
cylindre.
2. Calculer l’intersection I du plan avec le second carreau biquadratique
G(u, v).
3. Restreindre la courbe d’intersection I a` la re´gion voulue.
4. Intersecter le cylindre avec la courbe restreinte pre´ce´dente.
Les quatre e´tapes pre´ce´dentes vont maintenant eˆtre explique´es en de´tails.
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surface
e1
e2
p
z
pi2
pi1
F (s, t)
ζ
pi
Fig. 3.9: Repre´sentation d’une courbe coordonne´e comme l’intersection d’un
plan et d’un cylindre sur une conique.
De´finition du plan, du cylindre et des deux plans du bord. La
courbe coordonne´e et ses trois points de controˆle sont coplanaires. Ceci e´tant
dit, pour obtenir un vecteur normal n(s0) = (n1(s0), n2(s0), n3(s0)) au plan,
il suffit de conside´rer le produit vectoriel de deux vecteurs forme´s par ces
trois points de controˆle. Il s’ensuit que le plan en question est donne´ par une
e´quation de la forme :
π(s0)(x, y, z) = e0(s0) + n1(s0)x+ n2(s0) y + n3(s0) z. (3.5)
En extrudant la courbe coordonne´e dans la direction n(s0), on obtient une
parame´trisation du cylindre qui intersecte orthogonalement le plan.
(p, q) ￿→ w(s0)(p, q) = F (s0, p) + q · n.
L’e´quation implicite de ce cylindre en revanche est plus complique´e. Pour
la calculer, on peut utiliser soit un re´sultant de Sylvester soit une me´thode
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par coefficients inde´termine´s. On obtient une e´quation de la forme :
ζ(s0)(x, y, z) := a0(s0) + a1(s0)x+ a2(s0) y + a3(s0) z
+ a4(s0)x y + a5(s0)x z + a6(s0) y z
+ a7(s0)x
2 + a8(s0) y
2 + a9(s0) z
2 = 0. (3.6)
Dans le cas ou` la courbe coordonne´e est une droite, on choisit deux plans or-
thogonaux qui s’intersectent le long de cette droite. On cre´e ensuite les deux
plans π1(x, y, z) et π2(x, y, z) qui bornent la courbe coordonne´e. Pour cela,
on peut, par exemple, choisir les deux plans normaux a` la courbe coordonne´e
en ses extre´mite´s.
Intersection du plan avec G(u, v). En substituant le second carreau bi-
quadratique G(u, v) dans l’e´quation (3.5) du plan π, on obtient un polynoˆme
de bidegre´ (2, 2) en (u, v) qu’on peut interpre´ter comme un polynoˆme de
degre´ 2 en u a` coefficients de´pendants de v. L’intersection π ∩G se traduit
alors par l’e´quation :
π(G(u, v)) = a(v)u2 + b(v)u+ c(v) = 0. (3.7)
Pour toute valeur de v, on obtient deux solutions u1(v) et u2(v) de la forme :
u1,2(v) = − b(v)
2 a(v)
±
￿
d(v) avec d(v) =
b(v)2
4 a(v)2
− c(v)
a(v)
. (3.8)
Ces solutions permettent de parame´trer les deux branches de la courbe d’in-
tersection I dans le plan des parame`tres (u, v) de la seconde surface G. En
re´solvant plusieurs e´quations de degre´ 2, on de´termine les sous intervalles de
[0, 1] ou` on a d(v) ≥ 0 et 0 ≤ ui(v) ≤ 1. Cela donne une liste de domaines
candidats pour chaque branche de la courbe d’intersection.
En composant (3.8) avec G on obtient ces deux branches k1(v) et k2(v) de
la courbe d’intersection I.
k1,2(v) = G(u1,2(v), v) =
1
a(v)2
h(v)±
￿
d(v)
a(v)
l(v) + d(v)m(v) (3.9)
ou` les composantes de h(v), l(v) et m(v) sont polynomiales de degre´s res-
pectifs 6, 4, et 2.
3.3. Approche semi-implicite 55
Restriction du domaine. Dans la mesure ou` la re´gion a` laquelle on
s’inte´resse est situe´e entre les plans π1(x, y, z) et π2(x, y, z), apre`s un choix
d’orientation, les deux ine´galite´s suivantes doivent eˆtre satisfaites.￿
π1(x, y, z) ≥ 0
π2(x, y, z) ≤ 0
.
Il s’agit donc d’imposer :￿
kpi1(v) := π1(G(u(v), v)) ≥ 0
kpi2(v) := π2(G(u(v), v)) ≤ 0
.
Cela rajoute donc des contraintes pour les domaines possibles du parame`tre
v. Pour toute branche de la courbe d’intersection, on cre´e une liste de do-
maines possibles qu’on garde en me´moire. Les bords des intervalles peuvent
eˆtre calcule´s en re´solvant trois syste`mes polynomiaux compose´s chacun de
deux e´quations de bidegre´s (2, 2). De manie`re e´quivalente, cela revient e´gale-
ment a` re´soudre un syste`me polynomial compose´ de trois e´quations de degre´s
8 obtenues apre`s e´limination du parame`tre u. Pour re´soudre ce syste`me,
on peut, au choix, utiliser le solveur de´crit dans la section 1.2.2 (qui est
e´galement explique´ dans [49]) ou alors des me´thodes telles que celles que
l’on peut trouver dans [24] ou [53].
Exemple 3.4 : La figure 3.10 illustre un domaine de parame`tres en u et v
(correspondant au carreau de surface G). Seule la premie`re branche u1(v) de
la courbe d’intersection apparaˆıt. La condition 0 ≤ u ≤ 1 n’impose aucune
condition supple´mentaire sur v dans ce cas. Cependant, les intersections avec
les plans π1 et π2 donnent lieu a` deux courbes supple´mentaires (kpi1 et kpi2)
qui doivent eˆtre intersecte´es avec la courbe v = u1(v) ce qui donne deux
bornes v0 et v1 pour le domaine a` conside´rer. ￿
Intersection du cylindre avec la courbe d’intersection I restreinte.
On dispose de l’e´quation implicite ζ(s0)(x, y, z) du cylindre donne´e par (3.6)
et de la parame´trisation k1,2(v) par v de la courbe d’intersection I = π ∩G
(cette parame´trisation est donne´e par (3.9)). On effectue alors la substitu-
tion ζ(s0)(k1,2(v)) et on ordonne les termes obtenus suivant les puissances
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Fig. 3.10: Identification des intervalles a` conside´rer pour les valeurs de v.
croissantes de
￿
d(v) pour obtenir une expression de la forme :
ζ(s0)(k1,2(v)) = p1(v) + p2(v)
￿
d(v) + p3(v)
￿￿
d(v)
￿2
+
+p4(v)
￿￿
d(v)
￿3
+ p5(v)
￿￿
d(v)
￿4
(3.10)
avec, pour tout i ∈ {1, . . . , 5}, pi(v) de degre´ 12.
Pour re´soudre ζ(s0)(k1,2(v)) = 0, il faut se de´barrasser des racines carre´es
en se´parant les puissances paires et impaires de
￿
d(v). Plus pre´cise´ment, on
e´crit ζ(s0)(k1,2(v)) = A−B avec A (respectivement B) contenant toutes les
puissances paires (respectivement impaires) de
￿
d(v). On s’inte´resse alors
plutoˆt a` l’e´quation A2d(v) − (B￿d(v))2 = 0 qui, elle, est polynomiale de
degre´ 24 mais qui peut-eˆtre ramene´e a` un degre´ 16 par factorisation du
discriminant. Remarquons au passage que le degre´ 16 est cohe´rent dans
la mesure ou` la repre´sentation alge´brique d’une surface biquadratique est
de degre´ 8 et que donc son intersection avec une courbe de degre´ 2 est
ge´ne´riquement compose´e de 16 points.
Finalement, on re´sout cette e´quation de degre´ 16 dans les intervalles ade´quats
de v. Cela donne les points d’intersection de la courbe coordonne´e de la
premie`re surface avec la seconde surface.
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3.3.2 Structure globale de la courbe d’intersection
La section 3.3.1 permet de calculer l’intersection de la courbe coordonne´e
de F avec G. On propose a` pre´sent de revenir au proble`me initial a` savoir
celui de l’intersection F ∩G.
Pour toute valeur s = s0, la courbe coordonne´e F (s0, t) a un certain nombre
de points d’intersection avec G. Si s0 varie continument, alors le nombre
de points d’intersection peut changer uniquement dans l’un des deux cas
suivants :
1. un des points d’intersection est sur le bord d’un des deux carreaux de
surfaces (points du bord),
2. la courbe coordonne´e de la premie`re surface est tangente a` la seconde
surface (points tangents).
Ainsi, pour analyser la structure globale de la courbe d’intersection F ∩G,
on proce`de en deux e´tapes. D’une part, on trouve et on ordonne les valeurs
de s0 pour lesquelles le nombre de points d’intersection change (un des deux
cas pre´cite´s), ce qui donne une se´quence de points critiques :
0 = s
(0)
0 < s
(1)
0 < . . . < 1 = s
(K)
0 .
Et d’autre part, pour tout i ∈ {0, . . . ,K − 1}, on intersecte la courbe coor-
donne´e de F correspondante a` s0 =
s
(i)
0 +s
(i+1)
0
2 avec G en utilisant ce qui a e´te´
fait dans la section 3.3.1. Etant donne´ que le nombre de points d’intersection
entre deux valeurs critiques reste constant, on peut utiliser un algorithme
de trace´ classique (tracing algorithm) comme on peut trouver dans [43] ou
bien ge´ne´rer plus de points en intersectant plus de courbes coordonne´es.
On explicite maintenant les calculs des valeurs critiques s0.
Points du bord. Ces points correspondent a` l’intersection des courbes
coordonne´es du bord d’un carreau avec l’autre. Explicitement, il y en a huit
et on peut les traiter avec la me´thode de la section 3.3.1.
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Points tangents. On peut interpre´ter les points tangents de diffe´rentes
manie`res.
1. Le vecteur tangent de la courbe coordonne´e est dans la plan tangent
de G. Alors Fs ·(Gu×Gv) = 0. Il faut aussi prendre en conside´ration le
fait que l’ont ait F −G = 0. Cela donne donc un syste`me polynomial
de 4 e´quations a` 4 inconnues (s, t, u, v). Trois des e´quations sont de
multidegre´ (2, 2, 2, 2) et une de multidegre´ (1, 2, 3, 3) et on re´sout en s.
2. Quelques conside´rations ge´ome´triques peuvent permettre d’e´liminer la
variable t. En effet, si on est en pre´sence d’un point tangent correspon-
dant a` une courbe coordonne´e de parame`tre s = s0, alors le plan π,
de´finit par l’e´quation (3.5), doit le contenir (car la courbe coordonne´e
est dans ce plan). Cela donne l’e´quation :
π(s0)(G(u, v)) = 0. (3.11)
Par ailleurs, le cylindre (de´finit par l’e´quation (3.6)) doit e´galement
contenir ce point tangent. D’ou` l’e´quation :
ζ(s0)(G(u, v)) = 0. (3.12)
Enfin, le vecteur tangent de la courbe coordonne´e doit eˆtre dans le
plan tangent a` G. Dans la mesure ou` ce vecteur est coline´aire a`
V := ∇π(s0)(G(u, v))×∇ζ(s0)(G(u, v)),
on aboutit a` l’e´quation :
det(∂uG, ∂vG,V ) = 0 (3.13)
Finalement, les e´quations (3.11), (3.12) et (3.13), qui sont de multi-
degre´s respectifs (6, 2, 2), (16, 4, 4) et (18, 5, 5) en (s0, u, v), nous donnent
un autre syste`me pour caracte´riser les points tangents.
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3.3.3 Exemples
On reprend ici encore les exemples donne´s dans la section 3.1.3 et on les
traite avec cette approche semi-implicite. Les re´sultats dans les espaces
de parame`tres respectifs pour l’exemple 3.1 sont repre´sente´s sur la figure
3.11 et pour l’exemple 3.2 sur la figure 3.12 (avec dans ce dernier cas
e´galement l’auto-intersection obtenue par la me´thode de´crite en section
3.4.2). On a e´galement repre´sente´ les points critiques. L’exemple 3.3 n’a
pas e´te´ repre´sente´ car il donne e´galement de mauvais re´sultats (comme sur
l’illustration de la figure 3.8).
3.4 Auto-intersection des surfaces biquadratiques
On garde toujours les notations donne´es par les formules (3.1) et (3.2) et
on adapte ici les me´thodes par re´sultants et semi-implicitisation de´veloppe´es
dans les sections 3.1 et 3.3 pour traiter le proble`me d’auto-intersection des
surfaces biquadratiques. Signalons que l’utilisation de l’implicitisation ap-
proche´e dans le cadre de ce proble`me a de´ja` e´te´ traite´ dans [62].
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Fig. 3.11: Exemple 3.1 par l’approche semi-implicite.
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Fig. 3.12: Exemple 3.2 par l’approche semi-implicite (avec l’auto-
intersection en pointille´s).
3.4.1 Auto-intersection par re´sultants
Dans le domaine de parame`tres [0, 1]4, la courbe d’intersection du premier
carreau de surface (a` savoir F ) est de la forme :
￿
(s1, t1, s2, t2) ∈ [0, 1]4 | (s1, t1) ￿= (s2, t2) et F (s1, t1) = F (s2, t2)
￿
. (3.14)
Ce lieu est la trace re´elle d’une courbe complexe. On suppose qu’il est soit
vide, soit de dimension 0 ou 1. Dans les exemples de la section 3.1.3, le
lieu d’auto-intersection est toujours une courbe dans R4. Afin, d’e´liminer
les composantes triviales (s1, t1) = (s2, t2), on utilise un changement de
coordonne´es. Soient (s2, t1) ∈ [0, 1]2 et (l, k) ∈ R2. On pose s1 = s2 + l,
t2 = t1 + lk. Si (s1, t1) ￿= (s2, t2) alors l ￿= 0. Ainsi, F (s1, t1) = F (s2, t2) si
et seulement si on a :
F (s2 + l, t1) = F (s2, t1 + lk). (3.15)
On suppose a` pre´sent que (u2, v1, l, k) ve´rifie cette relation (3.15). On intro-
duit e´galement le polynoˆme suivant :
T˜ (s2, t1, l, k) =
1
l
[F (s2 + l, t1)− F (s2, t2 + lk)] .
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Le multidegre´ de T˜ (s2, t1, l, k) en (s2, t1, l, k) est (2, 2, 1, 2) et son support
monomial en (l, k) ne contient que les termes k2l, k, l et 1. On peut alors
diminuer le degre´ en conside´rant :
T (s2, t1,m, k) = mT˜ (s2, t1,
1
m
, k).
Le support monomial de T (s2, t1,m, k) en (m, k) ne contient alors plus que
1, m, k2 et km. On peut donc re´e´crire T sous forme matricielle :
T (s2, t1,m, k) =
 a1(s2, t1) b1(s2, t1) c1(s2, t1) d1(s2, t1)a2(s2, t1) b2(s2, t1) c2(s2, t1) d2(s2, t1)
a3(s2, t1) b3(s2, t1) c3(s2, t1) d3(s2, t1)


1
m
k2
km

L’e´criture matricielle du syste`me T (s2, t1,m, k) = 0 et l’utilisation de la
re`gle de Cramer donnent alors :
m =
D2
D1
, k2 =
D3
D1
, et km =
D4
D1
(3.16)
avec
D1 =
￿￿￿￿￿￿￿
b1 c1 d1
b2 c2 d2
b3 c3 d3
￿￿￿￿￿￿￿ , D2 =
￿￿￿￿￿￿￿
−a1 c1 d1
−a2 c2 d2
−a3 c3 d3
￿￿￿￿￿￿￿ ,
D3 =
￿￿￿￿￿￿￿
b1 −a1 d1
b2 −a2 d2
b3 −a3 d3
￿￿￿￿￿￿￿ , D4 =
￿￿￿￿￿￿￿
b1 c1 −a1
b2 c2 −a2
b3 c3 −a3
￿￿￿￿￿￿￿ .
Soit alors Q(s2, t1) le polynoˆme de´finit par Q = D
2
4D1 −D22D3.
Lemme 3.2 : La courbe implicite
￿
(s2, t1) ∈ [0, 1]2 | Q(s2, t1) = 0
￿
est la
projection du lieu d’auto-intersection (donne´ par l’ensemble (3.14) mais dans
C4) dans le domaine des parame`tres (s2, t1) ∈ [0, 1]2. ♦
De´monstration : Q(s2, t1) = 0 est la seule relation alge´brique (de degre´
minimal) entre s2 et t1 telle que :
∀(s2, t1) ∈ [0, 1]2, (Q(s2, t1) = 0) ⇒ ∃(m, k) ∈ C2, T (s2, t1,m, k) = 0. ￿
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Fig. 3.13: Auto-intersections des surfaces de l’exemple 3.2 calcule´es par
re´sultants.
Le lemme 3.2 donne une me´thode pour calculer le lieu d’auto-intersection
de F . Il suffit d’utiliser un algorithme de trace´ sur la courbe implicite
Q(s2, t1) = 0 et, pour tout point (s2, t1) sur cette courbe, on obtient, par
continuite´, le point (s1, t2) ∈ [0, 1]2 correspondant s’il existe.
Cette me´thode a e´te´ teste´e sur les deux surfaces de l’exemple 3.2 et les
re´sultats obtenus sont sur la figure 3.13.
3.4.2 Auto-intersection par semi-implicitisation
L’approche par semi-implicitisation de´crite dans la section 3.3 permet e´gale-
ment de calculer les courbes d’auto-intersection. Il suffit d’intersecter la sur-
face F (s1, t1) avec elle-meˆme F (s2, t2). Dans ce contexte, les e´quations (3.7)
et (3.10) se factorisent par (s2−s1) et cela permet de se de´barrasser des com-
posantes triviales. Les re´sultats de l’exemple 3.2 apparaissent en pointille´s
sur la figure 3.12. Il convient de signaler que le calcul des points tangents
comme il est de´crit dans la section 3.3.2 donne alors soit des points tangents
« classiques » soit des cusps comme illustre´s sur la figure 3.14.
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Fig. 3.14: Auto-intersection avec un cusp.
3.5 Topologie d’une courbe implicite
3.5.1 Ge´ne´ralite´s
De´finition 3.3 (Isotopie) : Soient n ∈ N∗ et O1 et O2 deux sous en-
sembles de Rn. On dit que O1 et O2 sont isotopes s’il existe une application
F : O1 × [0, 1] → Rn continue telle que :
• F (·, 0) = IdO1 ,
• F (O1, 1) = O2, ∀t ∈ [0, 1],
• F (·, t) re´alise un home´omorphisme sur son image.
De´finition 3.4 (Topologie dans R2 ou R3) : Soit B ⊂ R2 ou R3 (i.e.
B = [a1, b1]×[a2, b2] ouB = [a1, b1]×[a2, b2]×[a3, b3] avec a1, b1, a2, b2, a3, b3 ∈
R). La topologie d’une courbe C dans la boˆıte B est un graphe de points
de C connecte´s par des segments et qui est isotope a` C ∩ B. De meˆme, la
topologie d’une surface S dans B est un complexe simplicial compose´ de
points de S et qui est isotope a` S ∩B.
Dans la pratique, lorsqu’on e´tudie les courbes et les surfaces dans le but de
les visualiser, l’information re´ellement pertinente est la topologie. A partir de
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cette dernie`re, on peut donner une approximation de l’objet ge´ome´trique et
affiner la pre´cision de cette approximation selon les besoins. On utilise alors
des algorithmes dits de « marching »(voir [4, 5] dans le cas de l’intersection).
Dans ce chapitre on va donc s’inte´resser au calcul effectif de la topologie
d’une courbe d’intersection entre deux carreaux de surfaces polynomiales.
On verra qu’il s’agit en fait d’e´tudier une courbe implicite dans un espace
de dimension 4. L’approche propose´e est une me´thode par subdivision. Pour
plus de clarte´, nous commenc¸ons par donner une me´thode dans le cas d’une
courbe implicite du plan.
3.5.2 Courbe implicite plane
Soient f(x, y) ∈ R[x, y] un polynoˆme et B = [a1, b1]×[a2, b2] (avec a1 ≤ b1 et
a2 ≤ b2) une boˆıte de R2. On veut donner un crite`re pour pouvoir de´terminer
la topologie de la courbe C = {(x, y) ∈ B | f(x, y) = 0} a` partir de C ∩ ∂B
(intersection de la courbe avec le bord de la boˆıte). Ceci est possible si
on a, par exemple, pour tout x0 ∈ [a1, b1] au plus un y0 ∈ [a2, b2] tel que
f(x0, y0) = 0.
En effet, supposons qu’on se trouve dans une telle situation et qu’on note
p1, p2, . . . , p2r−1, p2r la liste des points de C ∩∂B trie´s suivant la coordonne´e
en x avec re´pe´tition d’un point s’il a une intersection multiple avec le bord
∂B. Alors la topologie de C est donne´e par la liste de segments [p1, p2],
[p3, p4], . . ., [p2r−1, p2r] (voir l’illustration de la situation correspondante sur
la figure 3.15).
Proposition 3.1 : Si pour tout (x, y) ∈ B, on a ∂yf(x, y) ￿= 0 alors, pour
tout x0 ∈ [a1, b1], on a au plus un y0 ∈ [a2, b2] tel que f(x0, y0) = 0.
De´monstration : ∂yf(x, y) ￿= 0 pour tout (x, y) ∈ B donc C est lisse dans
B. Soit x0 ∈ [a1, b1]. Supposons qu’il existe y1, y2 ∈ [a2, b2] distincts (avec
par exemple y1 < y2) tels que f(x0, y1) = f(x0, y2) = 0, alors en appliquant
le the´ore`me de Rolle a` y ￿→ f(x0, y), on en de´duit qu’il existe y0 ∈]y1, y2[ tel
que ∂yf(x0, y0) = 0 ce qui contredit l’hypoyhe`se. ￿
Remarque 3.2 :
– Dans la proposition 3.1, on peut permuter les roˆles de x et y pour avoir
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Fig. 3.15: Topologie d’une courbe implicite via son intersection avec le bord
de la boˆıte.
un autre crite`re permettant de de´terminer de manie`re unique la topologie
de la courbe C a` partir de C ∩ ∂B.
– Si on n’est pas dans le cadre des hypothe`ses de la proposition 3.1, alors
on peut appliquer (re´cursivement) une subdivision a` la courbe et tester
le crite`re sur les sous-cas ge´ne´re´s. On peut donc utiliser ce crite`re dans le
cadre d’une me´thode combine´e a` une subdivision pour avoir la topologie
d’une courbe implicite dans une boˆıte donne´e.
– La condition ∂yf(x, y) ￿= 0 pour tout (x, y) ∈ B est assez simple a` ve´rifier.
Il suffit de convertir le polynoˆme ∂yf(x, y) dans la base de Bernstein as-
socie´e a` B puis de regarder si tous les coefficients de ce polynoˆme dans
cette base ont le meˆme signe. •
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3.5.3 Courbe implicite 3D
Le principe pre´ce´dent peut eˆtre e´tendu au cas du calcul de la topologie d’une
courbe implicite dans l’espace. Soient f(x, y, z) et g(x, y, z) ∈ R[x, y, z] deux
polynoˆmes et B = [a1, b1]×[a2, b2]×[a3, b3] une boˆıte. Supposons que les deux
surfaces implicites de´finies respectivement par f(x, y, z) = 0 et g(x, y, z) = 0
s’intersectent le long d’une courbe dans la boˆıte B. On de´sire de´terminer la
topologie de la courbe C = {(x, y, z) ∈ B | f(x, y, z) = g(x, y, z) = 0} a` partir
de C ∩ ∂B. Comme pre´ce´demment, il s’agit de mettre en place un crite`re
d’injectivite´. On dispose de la proposition suivante.
Proposition 3.2 : Si C est lisse dans B et si pour tout x0 ∈ [a1, b1] on a
au plus un (y0, z0) ∈ [a2, b2]× [a3, b3] tel que f(x0, y0, z0) = g(x0, y0, z0) = 0,
alors la topologie de C est entie`rement de´termine´e a` partir de ses points
d’intersection avec le bord de B.
De´monstration : Soit πz : (x, y, z) ￿→ (x, y) (projection suivant l’axe z).
D’abord, s’il existait p1 et p2 deux points distincts de C tels que πz(p1) =
πz(p2) = (x0, y0), alors p1 et p2 seraient tous les deux dans le plan x = x0,
ce qui est exclu par hypothe`se. Donc πz(C) n’a pas de point double. Par
ailleurs, si x0 ∈ [a1, b1] alors il existe au plus un (y0, z0) ∈ [a2, b2] × [a3, b3]
tel que (x0, y0, z0) ∈ C donc a fortiori au plus un y0 ∈ [a2, b2] tel que
(x0, y0) ∈ πz(C). Ainsi, on se trouve dans la situation des courbes impli-
cites planes de´crite dans la section 3.5.2 et donc la topologie de πz(C) est
entie`rement de´termine´e a` partir de son intersection avec le bord de [a2, b2]×
[a3, b3]. Supposons que cette topologie soit donne´e par la liste de segments
[p1, p2], [p3, p4], . . . , [p2r−1, p2r]. Notons pour tout i ∈ {1, 2, . . . , 2r}, (xi, yi)
les coordonne´es de pi. Alors, par hypothe`se, pour tout i ∈ {1, 2, . . . , 2r}, il
existe un unique zi ∈ [a3, b3] tel que le point Pi de coordonne´es (xi, yi, zi)
appartienne a` C. La topologie de C est donc donne´e par la liste de segments
[P1, P2], [P3, P4], . . . , [P2r−1, P2r]. ￿
A pre´sent, inte´ressons nous au crite`re d’injectivite´. Soit x0 ∈ [a1, b1], intro-
duisons les notations fx0 : (y, z) ￿→ f(x0, y, z) et gx0 : (y, z) ￿→ g(x0, y, z).
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On va s’inte´resser a` l’application :
φx0 :
￿
[a2, b2]× [a3, b3] −→ R2
(y, z) ￿−→ (fx0(y, z), gx0(y, z))
￿
Proposition 3.3 : Si φx0 n’est pas injective alors on est dans un des deux
cas suivants :
1. φx0 admet au moins un point sur Ux0 := [a2, b2]× [a3, b3] en lequel elle
n’est pas localement injective.
2. fx0 ou gx0 ont strictement plus de deux extrema sur le bord de Ux0 .
De´monstration : Supposons que φx0 n’est pas injective. Alors, il existe A
et B distincts dans [a2, b2]× [a3, b3] tels que φx0(A) = φx0(B). Conside´rons
la courbe de niveau Ck = {(y, z) ∈ Ux0 | fx0(y, z) = k} avec k = fx0(A) =
fx0(B). On distingue les deux cas suivants.
Premier cas : A et B sont sur une meˆme composante connexe Γ de Ck.
Alors, on peut construire un chemin de classe C1 injectif γ : [0, 1] → Ck
tel que γ(0) = A et γ(1) = B. Le the´ore`me de Rolle applique´ a` gx0 ◦ γ
sur [0, 1] assure qu’il existe t0 ∈]0, 1[ tel que (gx0 ◦ γ)￿(t0) = 0. Supposons
qu’il existe un voisinage Vγ(t0) de γ(t0) dans Ux0 tel que la restriction de
φx0 a` Vγ(t0) soit injective (s’il n’existe pas de tel voisinage alors φx0 n’est
pas localement injective en γ(t0)) et conside´rons un voisinage Vt0 de t0 dans
]0, 1[ tel que γ(Vt0) ⊂ Vγ(t0). Alors il existe t1, t2 ∈ Vt0 distincts tels que
(gx0 ◦ γ)(t1) = (gx0 ◦ γ)(t2). Par ailleurs, fx0(γ(t1)) = fx0(γ(t2)) = k donc
finalement φx0(γ(t1)) = φx0(γ(t2)) avec γ(t1), γ(t2) ∈ Vγ(t0) distincts (par
injectivite´ de γ) ce qui contredit l’injectivite´ de φx0 sur Vγ(t0). On en conclut
donc que φx0 n’est pas localement injective en γ(t0).
Deuxie`me cas : A et B sont sur des composantes connexes distinctes de Ck.
Notons CAk (respectivement C
B
k ) la composante connexe de Ck contenant A
(respectivement B).
Si CAk est ferme´e (i.e. forme une boucle), alors le domaine D ⊂ Ux0 de
frontie`re CAk est compact donc fx0 atteint sur D un maximum absolu M et
un minimum absolu m. Si M = m = k, alors fx0 est constante e´gale a` k et
par suite Jac(φx0) (de´terminant de la matrice jacobienne) est nul sur tout
Ux0 donc φx0 n’est pas localement injective (the´ore`me d’inversion locale).
Sinon si M ￿= k, alors il existe (y0, z0) ∈ D tel que fx0(y0, z0) = M . Le point
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(y0, z0) n’est pas sur le bord de D (car sinon fx0(y0, z0) = k) donc (y0, z0)
est dans l’inte´rieur de D et c’est donc un point critique (i.e. ∂yfx0(y0, z0) =
∂zfx0(y0, z0) = 0). Par suite, φx0 n’est pas localement injective en (y0, z0).
Sinon si m ￿= k alors le meˆme raisonnement conduit a` la non injectivite´ de
φx0 en un certain point de Ux0 .
De meˆme, si CBk est ferme´e alors φx0 n’est pas localement injective.
Supposons a` pre´sent que CAk et C
B
k ne sont pas ferme´es. Alors C
A
k et
CBk intersectent chacune ∂Ux0 en deux points distincts i.e. il existe quatre
points distincts M1,M2,M3 et M4 sur ∂Ux0 tels que fx0(M1) = fx0(M2) =
fx0(M3) = fx0(M4) = k = fx0(A) = fx0(B). En parame´trant le bord de Ux0
par un chemin C1 injectif γ˜ : [0, 1] → ∂Ux0 , on en de´duit qu’il existe t1, t2, t3
et t4 ∈ [0, 1] distincts tels que (fx0 ◦ γ˜)(t1) = (fx0 ◦ γ˜)(t2) = (fx0 ◦ γ˜)(t3) =
(fx0 ◦ γ˜)(t4). Donc, par le the´ore`me de Rolle, fx0 ◦ γ˜ a au moins trois extrema
locaux sur [0, 1] i.e. fx0 a au moins trois extrema locaux sur ∂Ux0 . ￿
D’apre`s la proposition 3.3, si on impose les conditions :
1. Jac(φx0) ￿= 0 sur tout [a2, b2] × [a3, b3] (i.e. φx0 partout localement
injective).
2. fx0 a au plus deux extrema sur ∂Ux0 .
Alors φx0 est injective. Cependant la condition 2 est implique´e par « fx0 a
au plus deux extrema sur les coins de ∂Ux0 (i.e. sur (a2, a3), (a2, b3), (b2, b3)
ou (b2, a3)) ». On peut donc introduire la proposition suivante :
Proposition 3.4 : φx0 est injective si :
1. φx0 est partout localement injective.
2. ∂yfx0 ￿= 0 sur [a2, b2]× {a3} et sur [a2, b2]× {b3}.
3. ∂zfx0 ￿= 0 sur {a2} × [a3, b3] et sur {b2} × [a3, b3] et a le meˆme signe
sur ces deux coˆte´s de Ux0 .
De´monstration : Les hypothe`ses 2 et 3 assurent que fx0 a au plus deux
extrema sur les coins de ∂Ux0 (voir la figure 3.16). ￿
Remarque 3.3 :
– Dans la proposition 3.4, on peut permuter les roˆles de fx0 et gx0 ainsi que
les roˆles de y et z ce qui donne donc quatre crite`res d’injectivite´ de φx0 .
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Fig. 3.16: Monotonie de fx0 (exemple de configuration correspondante aux
hypothe`ses de la proposition 3.4).
– Toutes les conditions de non nullite´ (ainsi que celle de signe) dans la
proposition 3.4 concernent des polynoˆmes donc cela se ve´rifie aise´ment en
travaillant dans la base de Bernstein. •
En re´sume´, si pour tout x0 ∈ [a1, b1], φx0 ve´rifie les hypothe`ses de la pro-
position 3.4, alors, en particulier, pour tout x0 ∈ [a1, b1] on a au plus un
(y0, z0) ∈ [a2, b2]× [a3, b3] tel que f(x0, y0, z0) = g(x0, y0, z0) = 0. La propo-
sition 3.2 permet alors de de´terminer la topologie de C a` partir de C∩∂B. En
combinant ce crite`re d’injectivite´ avec une subdivision, on peut de´terminer
la topologie d’une courbe implicite 3D.
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3.5.4 Courbe implicite 4D
A pre´sent, on s’inte´resse au cas d’une courbe implicite 4D qui est le cas
le plus inte´ressant car il correspond au cas de la courbe d’intersection de
deux carreaux de surfaces parame´tre´es polynomiales. Dans la suite, on fera
l’abus de notation (habituel) qui consiste a` confondre une surface avec sa
parame´trisation. Soient donc F et G deux carreaux de surfaces parame´tre´es
polynomiales qu’on supposera, sans restreindre la ge´ne´ralite´, de´finies sur
[0, 1]2.
F :
￿
[0, 1]2 −→ R3
(s, t) ￿−→ F (s, t)
￿
G :
￿
[0, 1]2 −→ R3
(u, v) ￿−→ G(u, v)
￿
.
On suppose que l’intersection F ∩G est une courbe :
C = ￿(s, t, u, v) ∈ [0, 1]4 | F (s, t)−G(u, v) = 0￿ . (3.17)
Si on de´sire reprendre le meˆme genre de raisonnement que dans les sections
3.5.2 et 3.5.3 pour de´terminer la topologie de C, alors il nous faut un crite`re
assurant que, pour tout s0 ∈ [0, 1], il existe au plus un (t0, u0, v0) ∈ [0, 1]3
tel que F (s0, t0) − G(u0, v0) = 0. Fixons donc un s0 ∈ [0, 1] et inte´ressons
nous a` l’application :
φs0 :
￿
[0, 1]3 −→ R3
(t, u, v) ￿−→ F (s0, t)−G(u, v)
￿
.
Notons pour la suite :
φ(s, t, u, v) = F (s, t)−G(u, v) = (φ1, φ2, φ3)
φs0(t, u, v) = (φ
1
s0
, φ2s0 , φ
3
s0
).
Il s’agit de mettre en place un crite`re d’injectivite´ de φs0 . Pour cela, on
adopte la meˆme de´marche que celle effectue´e dans la section 3.5.3. Une
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condition ne´cessaire est donc l’injectivite´ locale de φs0 i.e. :
∀(t, u, v) ∈ [0, 1]3,det(∂tφs0(t, u, v), ∂uφs0(t, u, v), ∂vφs0(t, u, v)) ￿= 0
Il faut ensuite mettre en place un crite`re sur les bords de [0, 1]3 (analogue
des proprie´te´s 2 et 3 de la proposition 3.4). Si φs0 n’est pas injective, alors
il existe A et B dans [0, 1]3 tels que φs0(A) = φs0(B) i.e. tels que pour tout
i ∈ {1, 2, 3}, φis0(A) = φis0(B).
Notons :
S1 :=
￿
M ∈ [0, 1]3 | φ1s0(M) = φ1s0(A)
￿
C1,2 :=
￿
M ∈ [0, 1]3 | φ1s0(M) = φ1s0(A) et φ2s0(M) = φ2s0(A)
￿
.
Proposition 3.5 : Si A et B sont sur une meˆme composante connexe de
C1,2, alors φs0 n’est pas localement injective.
De´monstration : Si C1,2 admet au moins un point singulier M0 alors la
matrice jacobienne de l’application :
(t, u, v) ￿→ ￿φ1s0(t, u, v)− φ1s0(A), φ2s0(t, u, v)− φ2s0(A)￿ en M0 n’est pas de
rang maximum et donc la matrice jacobienne de φs0 en M0 non plus. Par
suite, φs0 n’est pas localement injective en M0.
Supposons donc que C1,2 est lisse. Alors, on peut construire un chemin
de classe C1 injectif γ : [0, 1] → C1,2 tel que γ(0) = A et γ(1) = B. Le
the´ore`me de Rolle applique´ a` (φ3s0 ◦ γ) sur [0, 1] assure qu’il existe t0 ∈]0, 1[
tel que (φ3s0 ◦ γ)￿(t0) = 0 i.e. tel que ∇φ3s0(γ(t0)) · γ￿(t0) = 0. Par ailleurs,
γ￿(t0) est non nul et tangent a` C1,2 en γ(t0) donc ∇φ1s0(γ(t0)) · γ￿(t0) =
∇φ2s0(γ(t0)) ·γ￿(t0) = 0. Par suite, le vecteur non nul γ￿(t0) est dans le noyau
de matrice jacobienne de φs0 en γ(t0) donc φs0 n’est pas localement injective
en γ(t0). ￿
Proposition 3.6 : Si A et B sont sur des composantes connexes distinctes
de C1,2 note´es respectivement CA et CB et si l’une d’entre elles est ferme´e
(i.e. forme une boucle), alors φs0 n’est pas localement injective.
De´monstration : Il suffit de reprendre la de´monstration de la proposition
3.3. ￿
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Les propositions 3.5 et 3.6 permettent de ne conside´rer que le cas ou` A et
B sont sur des composantes connexes distinctes, note´es respectivement CA
et CB, qui coupent chacune deux fois le bord du cube [0, 1]
3. Dans ce cas,
on aurait quatre points distincts P1, P2, P3 et P4 sur ce bord (constituant
C1,2 ∩ ∂[0, 1]3). Il s’agit donc d’e´laborer un crite`re pour e´viter ce cas. Pour
cela, on va introduire deux types de conditions a` savoir des monotonies
adapte´es de φ1s0 sur les areˆtes de [0, 1]
3 et de φ2s0 le long de ∂S1.
Monotonie de φ1s0 sur les areˆtes de [0, 1]
3. Pour commencer, on peut
imposer des conditions de monotonie de φ1s0 sur les areˆtes de la boˆıte [0, 1]
3.
On peut, par exemple, imposer a` φ1s0 d’eˆtre strictement croissante sur toutes
les areˆtes de [0, 1]3 comme indique´ sur la figure 3.17. Si on a une telle confi-
guration, alors, φ1s0 ne s’annulera qu’une fois au plus le long de n’importe
quel chemin sur les areˆtes de [0, 1]3 joignant O a` I.
Proposition 3.7 : Sous la condition de monotonie de´crite pre´ce´demment,
la surface implicite S1, (qui a pour e´quation φ
1
s0
(t, u, v) = φ1s0(A)), est
connexe.
t
u
v
O
I
Fig. 3.17: Exemple de monotonie de φ1s0 sur les areˆtes de [0, 1]
3.
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De´monstration : Les diffe´rentes configurations possibles sont illustre´es
sur la figure 3.18). ￿
Il convient de signaler que ce n’est pas la seule possibilite´ de monotonie de
φ1s0 . En fait, on peut se donner un catalogue de 8 configurations qui per-
mettent de s’assurer que S1 est connexe. Pour les construire, on choisit, pour
chaque vecteur de coordonne´es, un sens de direction de stricte monotonie
(dans le sens du vecteur ou dans le sens oppose´) pour les 4 areˆtes de meˆme
direction que ce vecteur. Cela donne bien en tout 23 = 8 choix possibles.
t
u
v
t
u
v
t
u
v
t
u
v
Intersection avec 3 faces du cube Intersection avec 4 faces du cube
Intersection avec 5 faces du cube Intersection avec 6 faces du cube
Fig. 3.18: Configurations possibles de la surface S1 dans [0, 1]
3 sous
contrainte de monotonie φ1s0 sur les areˆtes de [0, 1]
3.
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Concre`tement, toutes ces conditions se re´sument a` tester si :
∂tφ
1
s0
(t, u0, v0), avec u0, v0 ∈ {0, 1}, sont tous strictement de meˆme signe.
∂uφ
1
s0
(t0, u, v0), avec t0, v0 ∈ {0, 1}, sont tous strictement de meˆme signe.
∂vφ
1
s0
(t0, u0, v), avec t0, u0 ∈ {0, 1}, sont tous strictement de meˆme signe.
Remarque 3.4 :
– Vu la forme de φ1s0 (variables se´pare´es), les expressions pre´ce´dentes sont
en re´alite´ moins nombreuses qu’il n’y paraˆıt et se simplifient. La premie`re
condition ne comporte qu’une seule expression dans laquelle apparaˆıt s0 et
t, la seconde (respectivement la troisie`me) n’en comporte que deux dans
lesquelles apparaissent seulement u (respectivement v) et pas s0.
– Remarquons e´galement que l’on aurait pu choisir φ2s0 ou φ
3
s0
a` la place de
φ1s0 pour imposer la monotonie sur les areˆtes de [0, 1]
3. •
Monotonie de φ2s0 le long de ∂S1. Il s’agit a` pre´sent d’e´tudier les
diffe´rentes configurations qui pre´ce`dent et d’imposer des conditions de mo-
notonie de φ2s0 le long du bord de S1 de sorte que C1,2 ne coupe que deux
fois ce bord (vu que C1,2 ⊂ S1, si C1,2 n’intersecte que deux fois le bord de
S1 alors il n’intersectera que deux fois le bord de [0, 1]
3). Pour ce faire, on
va utiliser le lemme ge´ne´ral suivant :
Lemme 3.3 : Soient f une fonction de classe C1 sur un ouvert convexe U
de R2 et h un vecteur non nul de R2. Si pour tout u ∈ U , on a ∇f(u) ·h > 0,
alors f est strictement croissante sur U suivant la direction h (i.e. ∀u ∈ U
et ∀￿ > 0 tels que (u+ ￿ h) ∈ U , on a f(u+ ￿ h) > f(u)). ♦
De´monstration : Soit u0 ∈ U tel que (u0 + ￿h) ∈ U . Alors, f(u0 + ￿h) −
f(u0) =
￿ 1
0 φ(t) dt avec φ(t) = ∇f(u0 + t￿h) · h qui est positive. ￿
Remarque 3.5 :
– En remplac¸ant f par −f dans le lemme 3.3, on en de´duit que si, pour
tout u ∈ U , on a ∇f(u) · h < 0, alors f est strictement de´croissante sur U
suivant la direction h.
– Une autre remarque, qui va nous servir pour la suite, est que si on se
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u
∇φ1
s0
Variations de φ2
s0
t
v
u = 0
v = 0
t = 0
C1,2
Fig. 3.19: Exemple de monotonie de φ2s0 le long du bord de S1 dans le cas
ou` S1 intersecte 3 faces du cube.
t
u v
u
t
v
−→
w
−→
w
⊥ −→
w
⊥
−→
w
−→
w−→
w
⊥
Fig. 3.20: Traces de S1 sur les faces du cube (cas correspondant a` la figure
3.19).
place dans le plan et qu’on se donne un vecteur non nul −→w = (a, b),
alors le vecteur −→w⊥ := (−b, a) est normal a` −→w et plus pre´cise´ment l’angle
oriente´ ￿(−→w ,−→w⊥) vaut π/2. •
A pre´sent, on peut imposer une stricte monotonie de φ2s0 le long du bord de
S1 de sorte que C1,2 ne puisse couper qu’au plus deux fois ce bord comme
illustre´ sur la figure 3.19. Pour cela, on commence par orienter S1 avec le
champ de vecteurs ∇φ1s0 . On obtient alors une orientation sur le bord ∂S1
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de S1 (qui est l’intersection de S1 avec les faces du cube). Sur chaque face,
on projette ∇φ1s0 et on note −→w ce vecteur. −→w nous permet alors d’orienter le
bord ∂S1 de S1 (i.e. l’intersection de S1 avec les faces du cube). Ensuite, on
impose une direction de monotonie de la restriction de φ2s0 a` ∂S1 sur chaque
face du cube. Pour illustrer ce proce´de´, on a repre´sente´ sur la figure 3.20,
dans les trois plans de coordonne´es, les monotonies de l’exemple de la figure
3.19.
Dans ce cas pre´cis, pour imposer par exemple la monotonie de´sire´e dans
le plan (u, v) (qui correspond au dessin du milieu sur la figure 3.20), on
commence par projeter le vecteur ∇φ1s0 dans ce plan pour obtenir −→w =
(∂uφ
1
s0
(0, ·, ·), ∂vφ1s0(0, ·, ·)). Puis on impose la de´croissance stricte de (u, v) ￿→
φ2s0(0, u, v) dans la direction
−→w⊥. En appliquant le lemme 3.3, cela revient
donc a` imposer :
∀(u, v) ∈ [0, 1]2,
￿
∂uφ
2
s0
(0, u, v)
∂vφ
2
s0
(0, u, v)
￿
·
￿
−∂vφ1s0(0, u, v)
∂uφ
1
s0
(0, u, v)
￿
< 0.
Choix des contraintes de monotonie. On donne a` pre´sent les choix des
conditions suffisantes telles que C1,2 ait au plus deux points d’intersection
avec ∂S1. On conside`re d’abord, le cas ou` S1 intersecte les 6 faces du cube
[0, 1]3. Explicitement, on impose, par projection, une monotonie de φ2s0 le
long de ∂S1 de sorte que #(C1,2 ∩ ∂S1) ≤ 2. Dans les autres cas, on se
contente d’omettre les conditions correspondantes. La figure 3.21 donne un
exemple de type de monotonie possible dans le cas ou` on a intersection sur les
six faces avec les conse´quences sur les autres configurations, les projections
correspondantes sont repre´sente´es sur la figure 3.22.
Bien entendu, l’exemple de la figure 3.21 n’est pas le seul choix possible
de monotonie. Pour dresser une liste exhaustive des cas, nous allons intro-
duire une repre´sentation sche´matique de la situation. Le bord de S1 est
isotope a` un hexagone {M1, . . . ,M6} comme illustre´ sur la figure 3.23. Plus
pre´cise´ment, M1, . . . ,M6 sont les points d’intersection de S1 avec les areˆtes
du cube [0, 1]3 et les areˆtes de l’hexagone repre´sentent chacune une courbe
d’intersection de S1 avec une des 6 faces du cube. Chaque type de monotonie
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u
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4
3
5
∇φ1
s0
Variations de φ2
s0
Fig. 3.21: Exemple de monotonie de φ2s0 le long du bord de S1 dans le cas
ou` S1 intersecte 6 faces du cube avec les conse´quences sur les autres cas.
peut alors eˆtre de´crit sur ce sche´ma (comme par exemple sur la figure 3.24).
Une condition suffisante de monotonie est donne´e par le choix d’un point
initial MI et d’un point final MF parmi {M1, . . . ,M6}, avec e´ventuellement
MI = MF , tels que φ
2
s0
soit strictement monotone le long du chemin joignant
MI a` MF . Cela implique clairement que φ
2
s0
s’annule au plus deux fois sur
∂S1.
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Fig. 3.22: Traces de S1 sur les faces du cube (cas correspondant a` la figure
3.21).
M1 M2
M3
M4M5
M6
Point d’intersection de S1 avec une areˆte de [0, 1]
3
Courbe d’intersection de S1 avec une face de [0, 1]
3
Fig. 3.23: Sche´ma de la situation ge´ome´trique d’intersection de S1 avec le
bord de [0, 1]3.
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t
u
v
M1
M2
M6
M5
M4
M3
M1 M2
M3
M4M5
M6
Fig. 3.24: Traduction d’une configuration ge´ome´trique de monotonie sur le
sche´ma.
Remarque 3.6 : En re´sume´, le crite`re d’injectivite´ qui vient d’eˆtre de´crit a
e´te´ e´labore´ a` partir de plusieurs choix fixe´s au de´part. En effet, on a impose´ :
1. L’injectivite´ locale de φs0 , mais on aurait e´galement pu choisir de fixer
la variable t, u ou v a` la place de s.
2. La monotonie de φ1s0 sur les areˆtes de [0, 1]
3, mais on aurait e´galement
pu choisir φ2s0 ou φ
3
s0
a` la place de φ1s0 .
3. La monotonie de φ2s0 le long de ∂S1 dans le pire des cas, mais on aurait
e´galement pu choisir φ3s0 a` la place de φ
2
s0
.
Cette diversite´ des choix possibles est inte´ressante pour rendre l’imple´mentation
plus efficace (voir le chapitre 3.6). •
3.6 Aspects algorithmiques du calcul de topologie
Dans cette section, on apporte quelques explications sur l’imple´mentation de
la me´thode de calcul de topologie de la courbe d’intersection explique´e dans
la section 3.5.4. L’approche algorithmique est une me´thode par subdivision.
Les algorithmes de subdivision ont tous un sche´ma identique (technique de
type « diviser pour re´gner »), c’est la raison pour laquelle, on se contentera
d’expliquer dans les de´tails la me´thode pour les courbes implicites 4D. Les
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cas 2D et 3D e´tant sensiblement identiques avec des structures de donne´es
et des crite`res de subdivision plus simples, on les passera sous silence.
3.6.1 Structure de donne´es hexatree
L’objet sur lequel on travaille est la courbe d’intersection C de´finie par 3.17.
Etant donne´ qu’on se situe dans un espace a` quatre dimensions et que
l’on adopte une approche par subdivision, il nous faut partitioner cet es-
pace. L’intuition naturelle est d’utiliser un « hexatree » i.e. une structure
de donne´es d’arbre dans lequel chaque noeud admet 16 fils. Cette structure
permet de ge´ne´raliser les notions de quadtree et octree qui sont largement
utilise´s pour partitioner les espaces a` respectivement 2 et 3 dimensions. Cet
hexatree contiendra au de´part (a` la racine) une boˆıte [a1, b1] × [a2, b2] ×
[a3, b3] × [a4, b4], dans laquelle on conside`re notre courbe d’intersection C,
ainsi que les points d’intersection de C avec le bord de cette boˆıte (ce sont ex-
plicitement des syste`mes polynomiaux de 3 polynoˆmes a` 3 variables). Puis on
cre´era au fur et a` mesure les fils de cette racine en subdivisant a` chaque fois
au centre de la boˆıte courante et en distribuant de manie`re judicieuse (i.e. en
e´vitant des calculs superflus) les points d’intersection qui sont he´rite´s et en
calculant les nouveaux points d’intersection e´ventuels apparus avec ces sous-
boˆıtes. Il convient e´galement de mentionner que l’on re´serve aussi un champ
pour stocker la topologie dans chaque noeud de cet arbre. Concre`tement,
dans chaque noeud on pourra stocker non seulement des points (d’intersec-
tion) mais e´galement une liste de segments constitue´e par ces points (qui
repre´sentera la topologie dans le noeud courant). Au niveau des feuilles de
cet arbre, on aura soit une intersection vide (ou alors une taille infe´rieure a`
une tole´rance ￿ fixe´e au de´part) soit une famille de segments, constitue´s par
des points d’intersection de la courbe avec le bord de cette cellule, isotope
a` la courbe C (dans la boˆıte courante).
Pour encoder judicieusement les 16 fils d’un noeud donne´, notons ci =
ai+bi
2
(pour i ∈ {1, 2, 3, 4}). Chaque fils portera un nume´ro (de 0 a` 15) pour
l’identifier clairement. Il suffit de regarder ce nume´ro en binaire. Il s’e´crira
sous la forme α1α2α3α4 avec les αi = 0 ou 1. Pour i ∈ {1, 2, 3, 4}, si αi = 0
alors la i-e`me composante de la boˆıte conside´re´e sera [ai, ci] (partie gauche)
et si αi = 1 alors ce sera [ci, bi] (partie droite). Par exemple le fils nume´ro 12
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sera celui qui correspond a` la sous boˆıte [c1, b1] × [c2, b2] × [a3, c3] × [a4, c4]
car en binaire 12 s’e´crit 1100.
Le crite`re d’injectivite´ e´labore´ dans la section 3.5.4 est imple´mente´ dans une
fonction de test (appele´ regulier). Si cette fonction retourne « faux » sur
une cellule, alors cette dernie`re est subdivise´e. On obtient alors l’algorithme
de subdivision 3.1. L’imple´mentation, quant a` elle, utilise la librairie Synaps
[50] et a e´te´ inte´gre´e au modeleur ge´ome´trique Axel [12] dont une description
est donne´e dans le chapitre 4.
3.6.2 Algorithme de subdivision
L’algorithme 3.1 de´crit le calcul de la topologie de C, par subdivision, dans
une boˆıte donne´e. Certaines autres fonctionnalite´s sont ne´cessaires et leurs
descriptions sont donne´es dans la suite.
Algorithme 3.1 : Topologie par subdivision en 4D.
topologie(C, B, ￿)
Donne´es : La courbe C, une boˆıte de la forme
[a1, b1]× [a2, b2]× [a3, b3]× [a4, b4] et une tole´rance ￿.
Re´sultat : Une liste de segments de R4 repre´sentant la topologie.
Cre´er l’hexatree H;
Initialiser la racine de H avec B et les points d’intersection C ∩ ∂B;
Cre´er une liste de noeuds L;
L ←− racine(H);
tant que L ￿= ∅ faire
Prendre le premier e´le´ment n de L (et le retirer de L);
si regulier(C, n) alors
n←− topologieReguliere(C, n);
sinon si la boˆıte courante est de taille ≥ ￿ alors
L ←− subdivision(C, n);
sinon
On ge´ne`re une topologie e´toile´e par rapport au centre de la boˆıte
(cas ou` on stop la subdivision);
fin
fin
retourner fusion(racine(H));
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Fonction regulier. Cette fonction est le crite`re d’injectivite´ de´crit dans
le section 3.5.4. En fait, on dispose de quatre tests diffe´rents et chacun
d’entre eux correspond au choix de la variable que l’on fixe (s, t, u ou v). Si
l’un de ces tests est ve´rifie´, alors on appelle la fonction topologieReguliere
correspondante. Pour re´sumer, le fonctionnement de regulier est de´crit par
l’algorithme 3.2.
Algorithme 3.2 : Crite`re d’injectivite´.
regulier(C, n)
si φ est localement injective dans n alors
si φ1 a la monotonie ade´quate sur les areˆtes de n alors
si φ2 ou φ3 a la monotonie ade´quate sur ∂S1 alors
retourner vrai ;
sinon
retourner faux ;
fin
sinon si φ2 a la monotonie ade´quate sur les areˆtes de n alors
si φ1 ou φ3 a la monotonie ade´quate sur ∂S2 alors
retourner vrai ;
sinon
retourner faux ;
fin
sinon si φ3 a la monotonie ade´quate sur les areˆtes de n alors
si φ1 ou φ2 a la monotonie ade´quate sur ∂S3 alors
retourner vrai ;
sinon
retourner faux ;
fin
sinon
retourner faux ;
fin
sinon
retourner faux ;
fin
Fonction topologieReguliere. Si l’un des quatre tests de re´gularite´
regulier est ve´rifie´, alors la topologie de C est connue et le roˆle de la fonc-
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tion topologieReguliere est justement de la retourner. Concre`tement, il
suffit de connecter les points d’intersection de C avec les bords du noeud
courant. En fait, on dispose de quatre fonctions topologieReguliere dis-
tinctes. Elles correspondent aux choix de la variable fixe´e (s, t, u ou v). Par
exemple, si la variable fixe´e est s = s0, alors on aura, dans le noeud courant,
une liste contenant un nombre pair de points p1, p2, . . . , p2k−1, p2k (on re´pe`te
un point s’il est de multiplicite´ paire) sur le bord du noeud. Ces points sont
trie´s par rapport a` leur composante en s (si s est la variable fixe´e) et la
topologie est alors donne´e par la liste de segments [p1, p2], . . . , [p2k−1, p2k].
Fonction subdivision. Le roˆle de cette fonction est de subdiviser au mi-
lieu du noeud courant en cre´ant ses 16 fils. Elle se charge aussi de distribuer
les points d’intersection qui sont he´rite´s et calcule les nouveaux points d’in-
tersection e´ventuels apparus dans les fils conforme´ment a` la description qui
a e´te´ faite dans la section 3.6.1.
Fonction fusion. Cette fonction est appele´e lorsque la construction de
l’hexatree H est acheve´e. Plus pre´cise´ment, chaque feuille de H contient la
topologie de C dans la boˆıte correspondante. Le roˆle de fusion est de don-
ner la topologie de C dans la boˆıte initiale B. L’imple´mentation de fusion
consiste juste a` assembler re´cursivement les topologies entre les 16 fils de
chaque noeud. Pour un noeud n donne´ et un entier i ∈ {0, . . . , 15}, on no-
tera fils(i, n) le i-e`me fils du noeud conforme´ment a` la description qui
a e´te´ faite dans la section 3.6.1. Par ailleurs, pour deux listes l1 et l2 de
segments de R4 donne´es, on notera assembler(l1, l2) la liste de segments de
R4 compose´e de tous les segments de l1 et l2. L’algorithme 3.3 de´crit alors
le fonctionnement de fusion.
3.6.3 Composantes connexes et boucles
Il convient de remarquer que la topologie de C produite par l’algorithme
3.1 permet d’identifier facilement les composantes connexes de cette topo-
logie. En effet, le re´sultat de cet algorithme est une liste de segments de R4
repre´sentant la topologie de C.
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Algorithme 3.3 : Topologie par subdivision en 4D.
fusion(n)
Donne´es : Un noeud d’hexatree comme de´finit dans la section 3.6.1
Re´sultat : Une liste de segments de R4
si n est une feuille alors
retourner La liste de segments contenue dans n;
sinon
retourner
assembler(
assembler(
assembler(
assembler(fusion(fils(0, n)), fusion(fils(1, n)))
assembler(fusion(fils(2, n)), fusion(fils(3, n))))
assembler(
assembler(fusion(fils(4, n)), fusion(fils(5, n)))
assembler(fusion(fils(6, n)), fusion(fils(7, n)))))
assembler(
assembler(
assembler(fusion(fils(8, n)), fusion(fils(9, n)))
assembler(fusion(fils(10, n)), fusion(fils(11, n))))
assembler(
assembler(fusion(fils(12, n)), fusion(fils(13, n)))
assembler(fusion(fils(14, n)), fusion(fils(15, n))))));
fin
Supposons que cette liste se pre´sente sous la forme {[p1, p2], . . . , [p2k−1, p2k]}
(k ∈ N∗). Si pour un certain i ∈ {1, . . . , k − 1}, on a p2i ￿= p2i+1, alors cela
signifie que le segment [p2i−1, p2i] appartient a` une composante connexe de
la topologie de C et [p2i+1, p2i+2] a` une autre. En utilisant ce constat simple,
on acce`de facilement aux diffe´rentes composantes connexes voulues. Une
analyse similaire sur chacune des composantes connexes permet de de´tecter
celles qui forment des boucles.
3.7 Remonte´e d’une topologie dans l’espace
La section 3.5.4 donne une me´thode pour calculer la topologie d’une courbe C
dans R4 de´finie par F (s, t) = G(u, v) (avec (s, t, u, v) ∈ [0, 1]4 par exemple).
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F ◦ pi1
C1 ⊂ [0, 1]
4
Courbe d’intersection dans R
3
Fig. 3.25: Image d’une boucle avec une structure de noeud.
Fixons les notations suivantes :
π1 :
￿
[0, 1]4 −→ R2
(s, t, u, v) ￿−→ (s, t)
￿
π2 :
￿
[0, 1]4 −→ R2
(s, t, u, v) ￿−→ (u, v)
￿
.
Le lieu d’intersection Γ dans R3 des deux carreaux de surfaces polynomiales
parame´tre´s par F et G est l’image par F ◦π1 (ou G◦π2) de C. La me´thode de
la section 3.5.4 garantie (relativement par rapport a` une tole´rance ￿ donne´e)
la topologie de C. Concre`tement, on calcule une famille de segments de [0, 1]4
isotope a` C. Cela implique que l’image par F◦π1 (ouG◦π2) d’une composante
connexe C1 de C est connexe. Cependant, si C1 est une boucle dans [0, 1]4,
alors cette image est une boucle dans R3 mais on ne peut connaˆıtre sa struc-
ture de noeud. Plus pre´cise´ment, si C a plusieurs composantes connexes qui
forment des boucles dans [0, 1]4, alors leurs images par F ◦π1 (ou G◦π2) dans
R3 peuvent s’entrelacer (comme dans l’exemple des anneaux olympiques).
Si C1 est donne´e par une discre´tisation (par des segments) trop grossie`re,
alors la structure de noeud (et les entrelacements) peut eˆtre manque´e dans
l’image par F ◦ π1 (ou G ◦ π2) de cette approximation. On peut avoir la
situation illustre´e sur la figure 3.25.
De meˆme, la topologie de la projection ￿C de C ⊂ [0, 1]4 sur [0, 1]2 par π1,
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C ⊂ [0, 1]4
pi1
￿C ⊂ [0, 1]2
Fig. 3.26: Auto-intersection manque´e par projection.
peut ne pas eˆtre de´termine´e par une discretisation de C et ce, meˆme si
elle est suffisamment fine pour de´terminer la topologie de C dans [0, 1]4.
L’exemple de la figure 3.26 montre un point d’auto-intersection manque´ lors
de la projection. Pour prendre en conside´ration ces phe´nome`nes, la me´thode
de´crite dans la section 3.5.4 peut-eˆtre adapte´e avec un crite`re de subdivision
plus fin que l’on va de´crire a` pre´sent.
La me´thode de calcul de topologie de´crite dans les sections 3.5.4 et 3.6
permet d’isoler les singularite´s de Γ dans des boˆıtes suffisamment petites
(relativement par rapport a` une tole´rance fixe´e au de´part). On se propose
de de´terminer la topologie de Γ en dehors de ces boˆıtes singulie`res. Plus
pre´cise´ment, on conside`re que des branches entrant dans une telle boˆıte
s’intersectent et forment un point singulier. En dehors de ces cas, tous les
autres points sont conside´re´s comme lisses. Supposons que C admette un
certain nombre k ∈ N∗ de composantes connexes sous forme de boucles.
Soient C1, . . . , Ck ces composantes (qu’on peut de´tecter graˆce a` ce qui est
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explique´ dans la section 3.6.3) et Γ1, . . . ,Γk leurs images respectives par
F ◦ π1 (ou G ◦ π2) dans R3.
3.7.1 Isolation des branches par des boˆıtes
Rappelons que chaque noeud de l’hexatree H (de´crit dans la section 3.6.1)
contient une boˆıte de R4 et la topologie de C dans cette boˆıte. Soit n un
noeud de H et Bn la boˆıte correspondante. On peut construire une boˆıte Bn
de R3 contenant entie`rement la portion de Γ qui correspond a` Bn i.e. l’image
de C ∩ Bn par F ◦ π1 (ou G ◦ π2). Pour cela, on exprime F (s, t) (respective-
ment G(u, v)) dans la base de Bernstein associe´e a` π1(Bn) (respectivement
a` π2(Bn)). On de´finit alors Bn = BF ∩BG avec BF (respectivement BG) la
boˆıte englobante construite a` partir des points de controˆle de F (s, t) (res-
pectivement G(u, v)) comme de´crit dans la section 2.4.2 du chapitre 2. Vu
la proprie´te´ d’enveloppe convexe dans la base de Bernstein, il est clair que
cette construction convient.
On commence par re´cupe´rer les composantes connexes qui forment des
boucles dans la topologie ge´ne´re´e par l’algorithme 3.1. On continue alors
a` subdiviser toutes les feuilles de H de manie`re a` ce que chaque boˆıte in-
tersectant une des boucles C1, . . . , Ck contienne au plus un seul segment i.e.
au plus deux points d’intersections entre le bord de cette boˆıte et C. Apre`s
cette e´tape, certaines ambigu¨ıte´s de la structure de noeuds et d’entrelacs
de Γ peuvent tout de meˆme subsister. On peut voir, sur la figure 3.27 deux
boˆıtes englobantes dans R3 partageant des points inte´rieurs. En joignant
les paires de points sur les bords, la courbe rouge peut passer devant ou
derrie`re l’autre courbe (la verte). Il est donc ne´cessaire de raffiner encore la
discre´tisation.
Lemme 3.4 : Si deux segments de courbes γ1, γ2 de Γ sont disjoints, alors,
apre`s un nombre fini de subdivisions des composantes de C qui correspondent
a` γ1 et γ2, les boˆıtes englobantes de γ1 (construites comme il est de´crit
pre´ce´demment) n’intersectent pas celles de γ2. ♦
De´monstration : Par subdivision, on peut construire les boˆıtes englo-
bantes de manie`re a` ce que les distances entre γ1 et chacune de ses boˆıtes
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Fig. 3.27: Deux boˆıtes partageant des points inte´rieurs.
Fig. 3.28: Entrelacement sans boucle.
englobantes soient toutes infe´rieures a` la distance entre γ1 et γ2. ￿
On continue donc la subdivision sur les feuilles de H jusqu’a` ce qu’on se
trouve dans le cadre du lemme 3.4. Cela permet alors de lever les ambigu¨ıte´s
potentielles d’entrelacs entre deux boucles (situation qui correspond au des-
sin de droite sur la figure 3.25) en e´vitant la situation de la figure 3.27. Il
reste cependant le cas des entrelacs qui ne bouclent pas et qui passent tout
de meˆme au travers du crite`re de subdivision pre´ce´dent (voir la figure 3.28).
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3.7.2 Noeuds et discre´tisation
Lemme 3.5 : Soit γ ⊂ Γ une portion de courbe contenue dans une boˆıte
englobante issue de la subdivision de´crite dans la section 3.7.1. En parti-
culier, le bord de cette boˆıte englobante ne contient que deux points de
γ note´s p1 et p2. Apre`s un nombre fini de subdivisions dans R
4, on a :
det(NF , NG,
−−→p1p2) ￿= 0 (dans la boˆıte correspondante) avec NF = ∂sF ×∂tF
et NG = ∂uG× ∂vG. ♦
De´monstration : La condition det(NF , NG,
−−→p1p2) ￿= 0 traduit le fait que
le vecteur tangent a` γ n’est jamais orthogonal a` −−→p1p2. Vu que γ est lisse
par hypothe`se, le lemme est une conse´quence du the´ore`me de la fonction
implicite. ￿
Si on continue la subdivision sur les feuilles de H jusqu’a` ce qu’on se trouve
dans le cadre du lemme 3.5, alors on le`vera les ambigu¨ıte´s potentielles d’en-
trelacs a` l’inte´rieur de chaque boˆıte englobante ge´ne´re´e. Cependant, il reste
encore a` e´viter les entrelacs provenant de deux branches adjacentes.
Proposition 3.8 : Supposons que les conditions des lemmes 3.4 et 3.5
soient ve´rifie´es et que, de plus, det(NF , NG,
−−→p1p2) ￿= 0, det(NF , NG,−−→p2p3) ￿=
0 et det(NF , NG,
−−→p1p3) ￿= 0 pour des branches adjacentes de la forme [p1, p2]
et [p2, p3]. Si l’image (par F ◦ π1 ou G ◦ π2) d’une composante connexe de C
qui forme une boucle admet un noeud, alors ce dernier est entie`rement ca-
racte´rise´ par sa discre´tisation (obtenue par subdivision). En d’autres termes,
la liste de segments obtenue par discre´tisation de´crit un noeud isotope a` celui
qui est sur Γ.
De´monstration : En fait, on sera dans la situation de´crite sur la figure
3.29. Le cas du noeud forme´ par deux segments adjacents (voir l’illustra-
tion sur la figure 3.30) est exclu par la condition de non nullite´ des trois
de´terminants de l’e´nonce´. Il suffit donc de conside´rer le cas ou` on a au moins
trois segments [p1, p2], [p2, p3] et [p3, p4]. Le lemme 3.5 assure que chacun
de ces segments de courbe ne s’entrelace pas. Si ces trois segments forment
un noeud, alors la boˆıte englobante contenant [p1, p2] intersecte celle qui
contient [p3, p4] ce qui contredit la proprie´te´ du lemme 3.4 vu que [p1, p2] et
[p3, p4] ne sont pas adjacents. ￿
90 Chapitre 3. Intersection des surfaces polynomiales
p1
p2
p3
p4
Fig. 3.29: Entrelacement forme´ par trois segments de courbe.
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Projection
Fig. 3.30: Entrelacement forme´ par deux segments de courbe adjacents.
3.8 Exemples
On illustre a` pre´sent la me´thode de´crite dans les sections 3.5.4 et 3.6 sur
certains exemples. On commence par donner deux cas d’intersection entre
deux carreaux de surfaces polynomiales sur les figures 3.31 et 3.32. L’exemple
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classique de la the´ie`re est e´galement traite´. La figure 3.33 montre une ap-
proximation de la the´ie`re utilisant 32 carreaux de surfaces biquadratiques.
Cette approximation posse`de des lieux d’intersection qui sont illustre´s sur la
figure 3.34 et le calcul de topologie de ces lieux est repre´sente´ sur les figures
3.35 et 3.36.
Ces exemples sont visualise´s graˆce au logiciel Axel (voir [12] et le cha-
pitre 4) dans lequel la me´thode de´crite dans les sections 3.5.4 et 3.6 a e´te´
imple´mente´e.
Fig. 3.31: Exemple d’intersection de deux carreaux de surfaces polyno-
miales.
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Fig. 3.32: Exemple d’intersection de deux carreaux de surfaces polyno-
miales.
Fig. 3.33: Approximation de la the´ie`re par 32 carreaux de surfaces polyno-
miales.
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Lieux 
d'intersection
Fig. 3.34: Lieux d’intersection de la the´ie`re.
Fig. 3.35: Topologie des lieux d’intersection de la the´ie`re.
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Fig. 3.36: Topologie des lieux d’intersection de la the´ie`re.
Chapitre 4
Axel : modeleur alge´brique
ge´ome´trique
Axel [12] est un modeleur alge´brique ge´ome´trique en ce sens qu’il permet
de visualiser et manipuler des objets ge´ome´triques ayant des repre´sentations
alge´briques. Il s’agit essentiellement des courbes et surfaces implicites et pa-
rame´tre´es. Ses principales caracte´ristiques sont la topologie, l’interpolation,
l’approximation, l’intersection, l’auto-intersection et le calcul d’arrangement
des courbes et surfaces implicites et parame´tre´es.
On se propose ici d’exposer les objets et outils qui caracte´risent Axel. D’un
point de vue utilisateur, on pre´sentera l’interface graphique du logiciel ainsi
que les interfaces de fichiers et de script. D’un point de vue de´veloppeur,
on pre´sentera les hie´rarchies internes et les structures de donne´es utilise´es
dans le but de fournir une imple´mentation a` la fois ge´ne´rique et efficace. Par
ailleurs, le syste`me de plugin permet d’e´tendre les fonctionnalite´s du logiciel
ou de wrapper une librairie externe pour utiliser l’application comme une
interface graphique.
Les modeleurs ge´ome´triques courants utilisent essentiellement des repre´sentations
discre`tes ce qui pre´sente de nombreux avantages : ils sont faciles a` appre´hender,
faciles a` manipuler et le rendu est simplifie´. Pour toutes ces raisons, le
maillage est un mode`le de choix pour de nombreux utilisateurs qu’ils soient
de´butants au confirme´s. Bien qu’ils soient adapte´s a` de nombreuses situa-
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tions, ils pre´sentent un point faible : ils ne permettent pas de repre´senter
toutes les surfaces (comme par exemple une sphe`re) de manie`re exacte et la
quantite´ de donne´es est e´troitement lie´e a` la pre´cision de´sire´e. D’autre part,
dans le monde de l’industrie et de la recherche, des mode`les ge´ome´triques
non line´aires sont utilise´s pour repre´senter des formes ou des phe´nome`nes
physiques. Par conse´quent, ils ne´cessitent une repre´sentation plus pre´cise et
donc des calculs plus complexes mais une quantite´ de donne´es moindre. Les
courbes et surfaces implicites et parame´tre´es sont des objets ge´ome´triques
qui re´pondent a` cette exigence et ont une repre´sentation tre`s compacte.
Les syste`mes de calcul formel ont e´videmment besoin d’un outil de visualisa-
tion pour ce type d’objets. Meˆme si certaines solutions existantes permettent
d’afficher des objets mathe´matiques, elles ne proposent pas une re´elle in-
teraction. MapleTM et MathematicaTM sont des exemples d’applications
inte´grant de tels outils. Cependant, ces logiciels donnent des re´sultats in-
satisfaisants et ce, principalement a` cause de points singuliers ou de courbes
singulie`res. Singular [37] est de´die´ aux calculs avec des polynoˆmes et effec-
tue des traitements particuliers afin de tenir compte des singularite´s. Une
connexion avec Surf existe et cela permet de fournir des images statiques
mais il y a alors un manque d’interaction. Mentionnons e´galement IZIC
[30] qui est un des premiers outils inde´pendants de visualisation des sur-
faces mathe´matiques destine´ a` eˆtre connecte´ a` un syste`me de calcul formel
externe.
La visualisation d’objets ge´ome´triques ayant une repre´sentation mathe´ma-
tique tels que les courbes ou les surfaces est un domaine d’investigation exis-
tant depuis plusieurs anne´es et ce, dans de nombreux domaines de recherche
tels que l’informatique ou la ge´ome´trie alge´brique. Les me´thodes existantes
de´pendent en ge´ne´ral de la nature des objets. En effet, les mode`les pa-
rame´tre´s peuvent eˆtre e´value´s sur des grilles alors que les mode`les implicites
sont ge´ne´ralement traite´s de deux manie`res diffe´rentes. La plus re´pandue est
la me´thode du lance´ de rayons [22, 46] qui est pratique mais dont le princi-
pal inconve´nient est que les images produites sont statiques i.e. qu’elles sont
calcule´es pour un point de vue donne´ et si on de´sire changer la position ou
l’orientation de l’objet ou de l’utilisateur, alors il faut recalculer une image.
L’autre solution consiste a` calculer une approximation line´aire par morceaux
de l’objet, puis a` l’afficher dynamiquement. Les techniques dites de « mar-
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ching cube » [48, 56] en font partie mais manquent ge´ne´ralement d’efficacite´
et peuvent produire des re´sultats non certifie´s. Il existe d’autres techniques
qui permettent de garantir la topologie des courbes et des surfaces, meˆme
dans les cas singuliers. [2, 3, 23, 34].
Axel vise a` fournir un cadre unifie´ a` la fois pour la visualisation et la ma-
nipulation des objets ge´ome´triques ayant une repre´sentation alge´brique. En
utilisant des donne´es exactes, on peut fournir des re´sultats certifie´s meˆme
lorsque le contexte impose une approximation.
L’application est conc¸ue pour eˆtre utilise´e soit de manie`re autonome, soit
connecte´e avec des outils externes. Dans ce deuxie`me cas, elle devient une
interface graphique et son architecture modulaire utilisant les plugins permet
de le faire facilement. De meˆme, il est aise´ de wrapper des librairies externes.
Les sections suivantes montrent l’interaction permanente entre les entite´s
ge´ome´triques et leur repre´sentation alge´brique qui est manipule´e dynami-
quement dans l’environnement de mode´lisation.
4.1 Point de vue utilisateur
Dans cette section, on donne un aperc¸u des objets et des outils fournis dans
Axel. Puis, on montrera comment l’utilisateur peut interagir avec eux par
le biais de l’interface graphique, de l’interface de script ou d’un fichier.
4.1.1 Objets
Outre les entite´s ge´ome´triques e´le´mentaires telles que les points, les plans,
..., Axel vise a` fournir une interface pour la visualisation et la manipulation
de courbes et de surfaces avec diffe´rents types de repre´sentations : implicite,
parame´tre´e ou line´aire par morceaux.
4.1.1.1 Courbes
Les courbes dans le plan ou dans l’espace sont largement utilise´es dans les
calculs mathe´matiques et la mode´lisation ge´ome´trique. Soit pour construire
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des surfaces, soit pour en mode´liser des sections. C’est par ailleurs l’ingre´dient
principal des logiciels de dessins techniques.
Courbes implicites. Soit f(x, y) un polynoˆme bivarie´ a` coefficients dans
R. Si f est non nul, alors le lieu des ze´ros re´els de f est une varie´te´ alge´brique
de dimension 0 ou 1 (une courbe plane ou des points isole´s). Sa visualisation
n’est pas aise´e en raison de la difficulte´ a` calculer une famille de points (xi, yi)
telle que f(xi, yi) = 0. De plus, de´tecter et traiter correctement les singula-
rite´s (i.e. des points (x0, y0) tels que f(x0, y0) = ∂xf(x0, y0) = ∂yf(x0, y0) =
0) complique la taˆche. Ce sont la` les raisons pour lesquelles la plupart des
logiciels utilise´s par les mathe´maticiens pour la visualisation des courbes im-
plicites planes donnent des re´sultats insatisfaisants (en particulier dans les
cas singuliers). Conside´rons a` pre´sent deux polynoˆmes a` trois variables et a`
coefficients re´els f(x, y, z) et g(x, y, z). Si f et g sont premiers entre eux dans
R[x, y, z], alors l’ensemble {(x, y, z) ∈ R3 | f(x, y, z) = g(x, y, z) = 0} est une
courbe gauche (qu’on peut interpre´ter comme e´tant la courbe d’intersection
de deux surfaces implicites) ou des points isole´s.
Les deux sortes de courbes alge´briques qui viennent d’eˆtre de´crites sont
appele´es des courbes implicites et peuvent eˆtre visualise´es dynamiquement
dans Axel en utilisant des algorithmes de calcul de topologie (voir la section
4.1.2.1).
La figure 4.1 montre la courbe obtenue a` partir du discriminant d’un syste`me
polynomial bivarie´ creux et donne un contre-exemple a` la conjecture de
Kushnirenko [17]. Cette courbe est de degre´ 47 en x et y, et la taille maximale
des ses coefficients est de l’ordre de 300 bits. La visualisation dans Axel prend
moins de 10 secondes.
Courbes parame´tre´es. Axel peut e´galement eˆtre utilise´ pour repre´senter
et manipuler les courbes parame´tre´es. Ces dernie`res peuvent eˆtre classifie´es
en deux familles.
La premie`re est constitue´e des courbes parame´tre´es rationnelles. Une telle
courbe est l’image d’une application φ : t ￿→
￿
x(t)
w(t) ,
y(t)
w(t) ,
z(t)
w(t)
￿
de´finie sur
un intervalle [a, b] ⊂ R ou` x, y, z et w ∈ R[t] avec w(t) ￿= 0 sur [a, b].
Et la seconde e´tant compose´e des courbes de type B-spline i.e. les images
4.1. Point de vue utilisateur 99
Fig. 4.1: Topologie d’une courbe implicite ayant un cusp cache´.
d’applications de la forme ψ : t ￿→￿ni=1 piBi,k,τ (t) definie sur un intervalle
[a, b] ⊂ R ou` : n est le nombre de points de controˆle, k ∈ Z∗+ est l’ordre
de la B-spline (on suppose que n ≥ k), pour tout i ∈ {1, . . . , n}, pi ∈
R2 ou R3 sont les points de controˆle de la B-spline, τ = (t1, . . . , tn+k) ∈
[a, b]n+k (avec t1 = a et tn+k = b) est le vecteur de noeuds de la B-spline
(on suppose que pour tout i ∈ {1, . . . , n + k − 1}, ti ≤ ti+1) et que pour
tout i ∈ {1, . . . , n}, Bi,1,τ (t) = 1 si ti ≤ t < ti+1, 0 sinon, et Bi,k,τ (t) =
ωi,k(t)Bi,k−1,τ (t)+ωi+1,k(t)Bi+1,k−1,τ (t), ou` ωi,k(t) =
t−ti
ti+k−1−ti
si ti ￿= ti+k−1,
0 sinon. En supposant de plus que t1 = t2 = . . . = tk et tn+1 = tn+2 = . . . =
tn+k, p1 et pn sont confondus avec les extre´mite´s de la courbe.
La figure 4.2 montre une courbe B-spline dont la de´finition est donne´e par un
fichier Axel (qu’on peut voir dans la section 4.1.3.2). On dispose d’un mode
d’e´dition qui permet de modifier dynamiquement le polygone de controˆle de
la courbe en de´plac¸ant ses points de controˆle. A chaque courbe parame´tre´e
se´lectionne´e, un widget repre´sentant son espace des parame`tres apparaˆıt.
Cela permet a` l’utilisateur d’interagir avec la courbe en cliquant des pa-
rame`tres et en visualisant dynamiquement les images correspondantes dans
l’espace euclidien.
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Fig. 4.2: Edition d’une courbe B-spline dans Axel.
4.1.1.2 Surfaces
Les surfaces sont omnipre´sentes en CAO (Conception Assiste´e par Ordi-
nateur), FAO (Fabrication Assiste´e par Ordinateur) et IAO (Inge´nierie As-
siste´e par Ordinateur). Elles peuvent e´galement eˆtre classe´es en trois grandes
familles : implicites, parame´tre´es et line´aires par morceaux. Axel est un en-
vironnement unifie´ dont le but essentiel est de rassembler les ope´rations de
base sur les surfaces quelle que soit leur repre´sentation.
Surfaces implicites. Les surfaces implicites (ou surfaces alge´briques),
sont de´finies comme e´tant le lieu des ze´ros re´els d’un polynoˆme p(x, y, z)
a` trois variables et a` coefficients re´els. Signalons que l’on ne fait aucune hy-
pothe`se sur le caracte`re lisse de la surface. Ainsi, meˆme s’il y a des singula-
rite´s (i.e. des points (x, y, z) tels que p(x, y, z) = ∂xp(x, y, z) = ∂yp(x, y, z) =
∂zp(x, y, z) = 0), Axel peut, en utilisant des algorithmes de calcul de topo-
logie par subdivision, afficher dynamiquement la surface. Ceci est possible
y compris si le lieu singulier n’est pas uniquement compose´ de points isole´s
comme le montre l’exemple du parapluie de Whitney sur la figure 4.3.
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Fig. 4.3: Une surface implicite affiche´e dynamiquement avec son lieu singu-
lier.
Surfaces parame´tre´es. Comme dans le cas des courbes, il y a deux sortes
de surfaces parame´tre´es. Les surfaces parame´tre´es rationnelles qui sont des
images d’applications de la forme φ : (s, t) ￿→
￿
x(s,t)
w(s,t) ,
y(s,t)
w(s,t) ,
z(s,t)
w(s,t)
￿
de´finie
sur une boˆıtes [a, b]× [c, d] ⊂ R2 ou` x, y, z et w ∈ R[s, t] avec w(s, t) ￿= 0 sur
[a, b] × [c, d]. Et les surfaces de type B-spline qui sont des images d’appli-
cations de la forme ψ : (s, t) ￿→ ￿mi=1￿nj=1 pi,jBi,k,σ(s)Bj,l,τ (t) de´finie sur
une boˆıte [a, b] × [c, d] ⊂ R2. La de´finition d’une telle surface est similaire
au cas des courbes B-splines : m,n, k et l ∈ Z∗+ avec m ≥ k et n ≥ l sont le
nombre de points de controˆle et les ordres de la surface dans chaque direc-
tion. Pour tout (i, j) ∈ {1, . . . ,m} × {1, . . . , n}, pi,j ∈ R3 (ce sont les points
de controˆle), σ = (s1, . . . , sm+k) ∈ [a, b]m+k et τ = (t1, . . . , tn+l) ∈ [c, d]n+l
sont les vecteurs de noeuds dans chaque direction. Les e´le´ments Bi,k,σ(s) et
Bj,l,τ (t) constituant la base de B-splines sont de´finis de la meˆme manie`re
que dans le cas des courbes.
4.1.2 Outils
Axel traite, entre autres, les proble`mes relatifs aux courbes et aux surfaces
suivants : calculs de topologie, d’intersection, d’auto-intersection et d’arran-
gement. On pre´sente brie`vement dans cette section quelques algorithmes qui
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sont mis en oeuvre et qui utilisent des re´sultats de ge´ome´trie alge´brique.
4.1.2.1 Topologie
SoientO1 etO2 deux sous ensembles de Rn (avec n un entier non nul). On dit
que O1 et O2 sont isotopes s’il existe une application F : O1 × [0, 1] −→ Rn
telle que F soit continue, F (·, 0) est l’identite´ sur O1, F (O1, 1) = O2, et
pour tout t ∈ [0, 1], F (·, t) est un home´omorphisme sur son image.
Soit B une boˆıte de R2 ou R3 (i.e. B = [a1, b1] × [a2, b2] ou B = [a1, b1] ×
[a2, b2]× [a3, b3]). Alors, la topologie d’une courbe C dans B est un graphe de
points de C connecte´s par des segments, qui est isotope a` C ∩B. De meˆme,
la topologie d’une surface S dans B est un complexe simplicial, compose´ de
points de S, qui est isotope a` S ∩B.
Afin d’obtenir une ge´ome´trie correcte des courbes et de surfaces, Axel cal-
cule, dans un premier temps, la topologie en prenant en conside´ration les
phe´nome`nes ge´ome´triques complexes tels que les singularite´s ou les auto-
intersections. Par la suite, la pre´cision de la visualisation peut eˆtre affine´e
facilement et efficacement.
Les algorithmes de topologie imple´mente´s dans Axel sont de´crits en de´tails
dans [2, 3]. Par exemple, en utilisant des techniques de subdivision adap-
tatives sur les courbes alge´briques, Axel est capable de traiter des courbes
singulie`res de degre´ de plus de 200 avec des tailles de coefficients de plus de
100 bits.
4.1.2.2 Intersection
Conside´rons deux objets ge´ome´triques O1 et O2 qui peuvent eˆtre de type
courbe ou de type surface. Alors, on peut calculer leur lieu d’intersection
re´el (i.e. le lieu commun entre O1 et O2 dans R2 ou R3) a` condition qu’il
soit de la dimension espe´re´e i.e. un ensemble de points si O1 et O2 sont deux
courbes ou une courbe et une surface, et une courbe si ce sont deux surfaces.
Plusieurs algorithmes d’intersection sont imple´mente´s dans Axel. Le choix
d’une spe´cialisation ou d’une autre, peut eˆtre soit laisse´ a` l’utilisateur soit
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Fig. 4.4: Calcul d’intersection de surfaces parame´tre´es dans Axel.
effectue´ de manie`re automatique en conside´rant une hie´rarchie de classes
d’objets et un me´canisme de se´lection (voir la section 4.2.1).
Dans le cas des courbes et surfaces implicites, le proble`me revient soit a`
re´soudre un syste`me polynomial (ce qui peut eˆtre fait en utilisant la librairie
Synaps [50]), soit a` calculer la topologie d’une courbe gauche (voir la section
4.1.1 pour la de´finition et [47] pour le de´tail de l’algorithme).
Pour ce qui est des surfaces parame´tre´es, on dispose encore de plusieurs algo-
rithmes et le choix d’une spe´cification de´pend des informations disponibles
pour de´finir les surfaces. Le cas le plus ge´ne´ral conside`re que les surfaces ne
sont donne´es que par e´valuations (voir la section 2.1 du chapitre 2 ou [32]
pour une description et la figure 4.4 pour une illustration). Un algorithme
plus spe´cifique est mis en oeuvre lorsque les surfaces sont de´finies par des
polynoˆmes (comme les me´thodes qui sont de´crites dans le chapitre 3, [13]
ou [40]).
4.1.2.3 Auto-intersection
Le proble`me d’auto-intersection est tre`s proche du proble`me « classique »
d’intersection. En fait, il s’agit de de´terminer le lieu d’intersection non trivial
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Fig. 4.5: Calcul d’une courbe d’auto-intersection dans Axel.
d’une courbe (ou d’une surface) avec elle-meˆme. Ce lieu est parfois appele´
l’ensemble des points multiples.
Axel, traite le calcul des auto-intersections des courbes et des surfaces soit
en calculant les lieux singuliers dans le cas des repre´sentations implicites,
soit en utilisant des me´thodes de segmentation (voir [32]) dans le cas des
repre´sentations parame´tre´es (voir l’illustration 4.5).
4.1.2.4 Arrangement
En mode´lisation ge´ome´trique, la repre´sentation des formes est naturellement
fonde´e sur les repre´sentations semi-alge´briques telles que les parame´trisations
de type B-spline ou les e´quations implicites. Un objet ge´ome´trique est de´crit
par l’assemblage de pie`ces primitives. Lorsque plusieurs objets doivent eˆtre
manipule´s comme, par exemple, dans les ope´rations (e.g. intersection, union,
diffe´rence entre volumes) en ge´ome´trie constructive des solides (CSG en
anglais pour Constructive Solid Geometry), la structure topologique de la
forme re´sultante doit eˆtre de´termine´e. Cela se fait graˆce a` une description
ge´ome´trique des diffe´rents e´le´ments qui constituent cette structure.
Le calcul d’arrangement permet de re´soudre de tels proble`mes. La premie`re
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Fig. 4.6: Un calcul d’arrangement d’un ensemble de courbes implicites.
e´tape est de de´terminer la topologie d’un objet ge´ome´trique, i.e. analyser
comment cet objet se de´compose dans l’espace ambiant en composantes
connexes et comment ces re´gions, ainsi que leurs limites, sont lie´es. Ensuite, il
faut examiner plusieurs objets, soit de manie`re incre´mentale, soit de manie`re
globale. Le calcul d’arrangement de´crit la structure topologique de´finie par
l’union de toutes ces primitives ge´ome´triques. Cette de´composition est faite
sur les diffe´rentes re´gions (les composantes connexes).
Axel calcule des arrangements pour les courbes implicites, parame´tre´es et
line´aires par morceaux. L’arrangement peut eˆtre utilise´ soit de manie`re sta-
tique (pour calculer l’arrangement d’un ensemble d’objets) soit de manie`re
dynamique en maintenant la solution lorsque de nouveaux objets sont cre´e´s
ou lorsque des objets existants sont retire´s. Pour une description de´taille´e
de l’algorithme, on renvoie a` [66]. La figure 4.6 montre le calcul d’un ar-
rangement d’un ensemble de 15 courbes implicites de degre´s supe´rieurs a` 9
dans une configuration de´ge´ne´re´e i.e. plusieurs courbes ont un point singulier
commun.
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4.1.2.5 Calcul diffe´rentiel et approximation
D’autres outils sont e´galement fournis. On ne donnera pas une liste exhaus-
tive, toutefois, mentionnons qu’Axel permet de visualiser certains re´sultats
de calcul diffe´rentiel, comme le calcul des points critiques ou singuliers. Les
calculs d’interpolation et d’approximation d’un ensemble de points donne´s
sont aussi imple´mente´s. Le premier consistant a` produire une courbe ou
une surface qui contient tous les points donne´s alors que le second donne
un objet qui e´pouse la forme globale du nuage de points. On dispose aussi
d’algorithmes pour cre´er des surfaces cintre´es (lofting surfaces) a` partir de
courbes.
4.1.3 Interface
L’interface est le lien entre l’utilisateur et les objets et outils fournis dans
Axel. Dans la mesure ou` le maintient de la repre´sentation alge´brique des
objets accessibles a` l’utilisateur demeure un objectif principal d’Axel, la
conception d’une interface intuitive et utile, dans l’esprit des outils de mode´li-
sation et des syste`mes de calcul formel est un ve´ritable de´fi. Axel propose
trois principaux types d’interactions : son interface graphique, un formalisme
de fichier et un environnement de script interactif.
4.1.3.1 Interface graphique
Le modeleur dispose d’un viewer principal qui fournit une grande quantite´
d’interactions avec le clavier et la souris. Il permet une navigation efficace
dans un espace a` trois dimensions sans encombrer l’e´cran avec des vues
inutiles. Par exemple, il est possible d’aligner la vue avec les axes de co-
ordonne´es, de faire un zoom sur une re´gion donne´e, d’e´tablir des positions
pour la came´ra, et d’effectuer des animations.
Dans le viewer, chaque objet est associe´ a` une frame qui est l’e´quivalent
tri-dimensionnel des layers (calques) que l’on rencontre dans les logiciels de
manipulation d’images. Un objet peut eˆtre manipule´ au moyen des transla-
tions, rotations et zooms habituels. Cela peut se faire soit relativement par
rapport a` sa propre frame qui de´finit un syste`me de coordonne´es locales, soit
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par rapport a` la sce`ne qui correspond a` un syste`me de coordonne´es globales.
Ces frames peuvent e´galement eˆtre organise´es au sein d’une hie´rarchie, en
fournissant les relations parents-enfants.
Le reste de l’interface graphique peut eˆtre agence´ dynamiquement comme
un ensemble de modules qui interagissent et qu’on appelle des docks. Par
exemple, quand un objet ou un outil est invoque´ dans le dock principal qui
s’appelle Objects and Tools, les docks correspondants Object Properties et
Tool Properties sont mis a` jour dynamiquement pour que l’utilisateur puisse
disposer de nouveaux parame`tres.
C’est que par le biais du dock Object Properties que l’utilisateur peut acce´der
a` la repre´sentation alge´brique de l’objet et ainsi le modifier directement dans
le sous module correspondant appele´ widget. Ce dock est e´galement muni
de nombreux widgets intuitifs tels qu’une vue de l’espace des parame`tres
associe´ a` une courbe ou a` une surface parame´tre´e. On peut alors afficher
dynamiquement l’image de l’ensemble des parame`tres choisis par l’utilisateur
dans le widget.
Un autre module intitule´ Scene Inspector Dock permet de garder une trace
des objets pre´sents dans la sce`ne courante et meˆme de les cacher afin de ne
se concentrer que sur une partie. Enfin, l’History Dock permet de garder la
trace de la construction incre´mentale d’un mode`le ge´ome´trique.
4.1.3.2 Interface de fichier
Axel est fourni avec un formalisme de donne´es qui permet a` l’utilisateur
de spe´cifier un ensemble d’objets ou de sauvegarder et partager un mode`le.
Le formalisme est un langage de type XML ce qui permet de rendre simple
sa lecture et son e´criture. L’exemple suivant illustre comment spe´cifier la
courbe B-spline illustre´e sur la figure 4.2.
<axl>
<curve type="bspline" name="bsc1">
<dimension >3</dimension >
<number >10</number >
<order >4</order >
<knots >0 0 0 0 1 2 3 4 5 6 7 7 7 7</knots >
<points >
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0 0 0 1 0 0.5 1 1 1 0 1 1.5 0 0 2
1 0 2.5 1 1 3 0 1 3.5 0 0 4 1 0 4.5
</points >
</curve >
</axl>
Le formalisme permet e´galement d’inte´grer des scripts qui peuvent servir a`
eˆtre exe´cute´s lorsque le fichier a e´te´ analyse´ par l’application ou a` enregistrer
des informations lie´es a` l’e´tat du viewer comme la position de la came´ra, le
champ de vision...
4.1.3.3 Interface de script
Axel est muni d’un interpre´teur de script. Cela permet d’interagir dynami-
quement avec l’application en utilisant son API (Application Programming
Interface) et donc d’e´largir conside´rablement ses fonctionnalite´s.
Le langage de script est ECMAScript et ce dernier a e´te´ enrichi avec des
objets qui permettent une interaction avec l’application principale, le viewer
ou d’autres modules d’Axel comme l’Object Manager ou le Tool Manager.
A titre d’exemple, on peut utiliser le script suivant pour produire la meˆme
courbe B-spline de´crite pre´ce´demment mais en modifiant certaines options
du viewer.
var white = new Color (255, 255, 255) ;
Viewer.setBackgroundColor(white) ;
Camera.setPosition (0.0, 1.0, 0.0) ;
var p1 = new Point (0.0 0.0 0.0) ;
var p2 = new Point (1.0 0.0 0.5) ;
var p3 = new Point (1.0 1.0 1.0) ;
var p4 = new Point (0.0 1.0 1.5) ;
var p5 = new Point (0.0 0.0 2.0) ;
var p6 = new Point (1.0 0.0 2.5) ;
var p7 = new Point (1.0 1.0 3.0) ;
var p8 = new Point (0.0 1.0 3.5) ;
var p9 = new Point (0.0 0.0 4.0) ;
var p10 = new Point (1.0 0.0 4.5) ;
var curve = ToolManager.interpolate () ;
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ObjectManager.addObject(curve) ;
Cet exemple de script utilise des objets, qui sont construits a` l’inte´rieur du
Viewer, et aussi la Camera pour controˆler le widget de visualisation principal.
Il cre´e ensuite un ensemble de points en utilisant le type Point, qui n’est
rien d’autre qu’un alias sur un constructeur de classe interne a` Axel. Ces
points sont interpole´s comme une courbe B-spline graˆce au ToolManager et
cette courbe est ajoute´e au viewer en utilisant l’ObjectManager. Ce sont la`
encore des alias sur des classes internes a` Axel.
4.2 Point de vue de´veloppeur
Cette section donne un aperc¸u de la philosophie de de´veloppement d’Axel,
de ses principales entite´s et de la facilite´ avec laquelle on peut l’e´tendre.
Input / Output
Graphical User Interface
Virtual Layer
Plugins Kernel
3rd party libraries Mathemagix modules
Fig. 4.7: Architecture interne d’Axel.
Comme on peut le voir sur la figure 4.7, Axel est organise´e sous forme de
hie´rarchie. Au niveau le plus haut dans cette hie´rarchie, l’utilisateur interagit
avec l’application a` l’aide de fichiers, de scripts ou de l’interface graphique.
Les objets et les outils sont de´finis au sein d’une couche virtuelle qui est en
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fait une hie´rarchie virtuelle de classes disposant d’un me´canisme de se´lection
et qui permet donc d’interfacer des fonctionnalite´s qui se trouvent dans les
couches les plus basses, a` savoir les plugins. Certains d’entre eux sont pri-
mordiaux car ils fournissent les principales fonctionnalite´s de l’application. Il
s’agit du noyau ge´ome´trique (geometric kernel) et du noyau alge´brique (alge-
braic kernel). Le premier fournit une interface entre les objets ge´ome´triques
manipule´s dans Axel et de leur de´finition dans la librairie correspondante.
Le second est utilise´ pour apporter un certain nombre d’outils alge´briques
sur les structures de donne´es utilise´es pour la repre´sentation des objets.
4.2.1 Framework
Comme on l’a vu dans les sections pre´ce´dentes, un certains nombre d’objets
mathe´matiques (e.g. les polynoˆmes dans la base monomiale ou de Bern-
stein) sont ne´cessaires pour repre´senter les courbes et les surfaces et des
algorithmes spe´cifiques sont associe´s a` ces diffe´rentes repre´sentations.
Une attention particulie`re est porte´e a` la ge´ne´ricite´ dans la conception des
structures pour lesquelles on veut garder une certaine efficacite´. Graˆce a` la
parame´trisation du code en utilisant des templates et au controˆle de leur
instanciation en utilisant des traits et des template expressions [33], on peut
faire de la programmation ge´ne´rique sans pour autant perdre en efficacite´.
Les imple´mentations ge´ne´riques, qui permettent la re´utilisation du code sur
les diffe´rents types de repre´sentation de donne´es, sont combine´es avec des
imple´mentations spe´cialise´es qui sont adapte´es pour des ope´rations critiques
sur certaines de ces structures.
Le fait qu’une structure mathe´matique repre´sente un objet ge´ome´trique
particulier est une information importante pour programmer de manie`re
ge´ne´rique (cela permet de spe´cifier les algorithmes ade´quats). En conside´rant
une hie´rarchie de classes et en imple´mentant des spe´cialisations a` chacun de
ses niveaux, l’imple´mentation la plus spe´cifique d’un algorithme est tou-
jours choisie a` l’exe´cution ce qui permet d’eˆtre efficace et de simplifier le
de´veloppement.
Dans cette section, on de´crit la conception de la couche interne d’Axel per-
mettant une telle combinaison.
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PolynomialCurve PolynomialSurface BSplineSurfaceBSplineCurve
Fig. 4.8: Hie´rarchie virtuelle d’objets.
4.2.1.1 Hie´rarchie virtuelle d’objets
Les objets ge´ome´triques et alge´briques peuvent eˆtre organise´s au sein de
diffe´rentes cate´gories. De manie`re plus pragmatique, cette classification d’ob-
jets se retrouve dans une structure d’arbre dans laquel les noeuds corres-
pondent aux classes abstraites. Une relation parent enfant dans cet arbre
correspond a` une relation d’he´ritage. La structure dans son ensemble est
appele´ une hie´rarchie virtuelle.
Une feuille correspond a` la manie`re la plus spe´cifique de « voir » un objet et
chaque chemin qui part de la racine pour arriver a` cette feuille dans cette
hie´rarchie virtuelle est une manie`re de « voir » cet objet de la plus ge´ne´rique
a` la plus spe´cifique. Dans un tel parcours, a` chaque niveau, l’objet acquiert
de nouveaux attributs qui peuvent donner lieu a` de nouvelles fonctions ou
des spe´cialisations (surcharge en la programmation objet) de fonctions exis-
tantes.
Outre le fait que la classification est une notion naturelle qui correspond a`
la re´alite´, il y a deux avantages principaux a` une telle organisation. D’une
part, cette hie´rarchie permet de lancer les algorithmes ade´quats en choisis-
sant l’imple´mentation la plus adapte´e au proble`me. D’autre part, elle donne
la possibilite´ au de´veloppeur d’inte´grer ses propres types de donne´es a` n’im-
porte quel niveau de la hie´rarchie et donc, par he´ritage, de be´ne´ficier de tous
les algorithmes et fonctionnalite´s de´finis a` un niveau plus haut.
Le me´canisme de se´lection peut eˆtre fait de plusieurs fac¸ons. En effet, de
nombreux langages tels que le C++ ont leur propre me´canisme de se´lection
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Fig. 4.9: Hie´rarchie virtuelle d’outils.
(en utilisant le mot cle´ virtual dans ce cas). Sinon, il est possible d’uti-
liser des design patterns de´die´s tels que les Concept-Vue-Interface pattern.
Dans ce cas, la hie´rarchie virtuelle est construite en utilisant un wrapper
« template´ » pour lier une interface a` son imple´mentation. Le me´canisme de
se´lection est re´alise´ en combinant la surcharge avec l’utilisation des espaces
de nommage dans lesquels les fonctions globales sont de´finies de manie`re
a` pouvoir utiliser la repre´sentation de l’objet. Par exemple, la figure 4.8
montre une hie´rarchie simple d’objets ge´ome´triques qui est assez proche de
celle que l’on trouve dans Axel.
4.2.1.2 Hie´rarchie virtuelle d’outils
Les outils ge´ome´triques et alge´briques (ou les algorithmes) peuvent e´galement
eˆtre classifie´s. Il s’agit, la` aussi, d’une hie´rarchie virtuelle. Cependant, e´tant
donne´ que les algorithmes de´pendent des types de leurs arguments, cette
dernie`re est e´troitement lie´e a` la hie´rarchie virtuelle d’objets.
Le me´canisme de se´lection, ge´ne´ralement utilise´ avec les fonctionnalite´s d’un
objet (une me´thode d’une classe en programmation objet), fonctionne de
la meˆme manie`re sur la hie´rarchie d’outils ou d’algorithmes. Ces derniers
peuvent e´ventuellement eˆtre de´finis en utilisant le pattern template method.
Si on conside`re par exemple un algorithme d’intersection, il est possible
de de´finir un sche´ma ge´ne´rique de subdivision qui subdivise un domaine
donne´ et qui se base sur un pre´dicat pour s’arreˆter ou continuer. Un autre
4.2. Point de vue de´veloppeur 113
pre´dicat est alors utilise´ pour traiter une cellule qui ne sera plus divise´e. On
peut utiliser ce sche´ma pour de´finir une intersection de surfaces comme le
montre la figure 4.9. A ce niveau, aucun pre´dicat ne peut eˆtre spe´cialise´.
Cependant en conside´rant que les surfaces a` intersecter sont parame´tre´es,
cela permet de disposer de fonctions d’e´valuation. Ainsi, une approximation
du lieu d’intersection peut-eˆtre imple´mente´e en e´chantillonnant des points
sur les grilles de chacune des surfaces par exemple. Maintenant, si on sait
de plus que les surfaces sont polynomiales, alors on peut acce´der a` leurs
repre´sentations internes (en l’occurrence aux e´quations) et ainsi les utiliser
pour mettre en place des crite`res d’injectivite´ (comme ceux de´cris dans les
sections 3.5.4 et 3.6 du chapitre 3) permettant de rendre les calculs plus
efficaces et de certifier le re´sultat.
Le choix d’un algorithme peut eˆtre re´alise´ au moment de l’exe´cution de
diffe´rentes manie`res. Axel estime que l’imple´mentation la plus spe´cifique
est e´galement la plus efficace. Mais l’utilisateur peut choisir n’importe quel
algorithme dans la hie´rarchie virtuelle d’outils.
Dans la mesure ou` ces hie´rarchies peuvent eˆtre utilise´es pour inte´grer des
plugins de´die´s, on doit e´galement pouvoir lier ces hie´rarchies avec des fonc-
tionnalite´s d’une application externe. Dans la section qui suit, on de´crit la
me´thode adopte´e pour construire des modules dynamiques en combinant
du code ge´ne´rique et spe´cifique a` travers un me´canisme de plugin transpa-
rent. La connexion avec la librairie de calcul symbolique Mathemagix illustre
bien cette approche. Elle sert en fait de base aux calculs avec des polynoˆmes
repre´sentant les courbes et surfaces alge´briques.
4.2.2 Syste`me de plugin
Axel peut eˆtre e´tendu graˆce a` des plugins i.e. graˆce a` des extensions qui
interagissent avec le logiciel et qui fournissent leurs propres fonctionnalite´s.
Plusieurs raisons justifient l’utilisation des plugins. Cela permet, d’une part,
a` des de´veloppeurs tiers d’enrichir l’application, et d’autre part de se´parer
des lignes de code source qui auraient des de´pendances ou des licences in-
compatibles avec celles d’Axel. Rendre l’application extensible graˆce a` des
plugins impose de fournir une interface abstraite dont le plugin doit he´riter.
Cela se re´sume a` un ensemble de me´thodes qui doivent eˆtre surcharge´es. Le
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code ci-dessous est un exemple tre`s simple d’interface de plugin.
class PluginInterface
{
public :
virtual ~PluginInterface () {}
virtual void init(CoreInterface *) const = 0 ;
virtual String name(void) const = 0 ;
virtual StringList features(void) const = 0 ;
} ;
Etant donne´ que le C++ ne fournit pas d’interfaces comme le font Java
ou Objective-C avec interfaces ou protocols, une interface de plugin est une
classe abstraite qui ne peu pas eˆtre instancie´e. Cette interface est le lien
entre l’application et le plugin.
Dans le code pre´sente´ pre´ce´demment, l’interface se compose d’une fonc-
tion d’initialisation qui donne au plugin un acce`s a` une structure contenant
des pointeurs vers les principales entite´s de l’application. Cela permet, par
exemple, de laisser le plugin ajouter des entre´es dans l’interface de l’ap-
plication et de leur associer des appels a` ses propre fonctions internes. En
outre, cette interface simplifie´e permet a` l’application d’obtenir des infor-
mations sur le plugin, telles que son nom ou une description de l’ensemble
des fonctionnalite´s qu’il fournit.
Axel offre deux types de connexions diffe´rentes : les noyaux et les plugins.
Dans ce deuxie`me cas, le plugin peut eˆtre utilise´ comme une glue entre le
modeleur et n’importe quelle librairie de calcul. Cela permet d’utiliser Axel
comme une interface graphique de la librairie glue´e. Ces plugins peuvent eˆtre
de´veloppe´s par n’importe qui du moment qu’il dispose de la documentation
ade´quate. A contrario, les noyaux sont fournis avec Axel et, meˆme s’ils ne
sont pas obligatoires pour utiliser le logiciel, ils fournissent les fonctionna-
lite´s les plus inte´ressantes. Le noyau alge´brique est le niveau d’abstraction
le plus bas pour ge´rer la repre´sentation des objets ge´ome´triques alors que
le noyau ge´ome´trique rassemble des algorithmes de plus haut niveau qui
maintiennent les structures de donne´es associe´es aux repre´sentations lors
de leurs exe´cutions. Ces modules ont e´te´ construits principalement sur la
librairie Synaps qui aujourd’hui a fusionne´ avec le projet Mathemagix et la
4.2. Point de vue de´veloppeur 115
librairie Sisl [18] de´die´e aux repre´sentations de types B-spline et NURBS.
4.2.3 Syste`me de noyaux
4.2.3.1 Noyau ge´ome´trique
Le noyau ge´ome´trique contient toutes les fonctionnalite´s avance´es lie´es aux
ope´rations ge´ome´triques. A chaque fois qu’un objet est cre´e´ dans Axel, ce
noyau maintient un dictionnaire entre son abstraction ge´ome´trique dans l’ap-
plication et une interface virtuelle de cet objet dans le noyau. Pour illustrer
cela, conside´rons le contexte suivant : on de´sire afficher une courbe implicite
avec de « gros » coefficients et de degre´ « tre`s e´leve´ ». Au moment ou` la
courbe est instancie´e dans Axel, une interface avec un e´quivalent virtuel est
cre´e´ dans le noyau ge´ome´trique et est associe´ a` l’objet initial. Pour tracer
la courbe, le noyau fournit sa structure topologique. Ce calcul est effectue´
par le module shape de la librairie Mathemagix qui est glue´ avec le noyau
ge´ome´trique. Afin de faire des e´conomies en temps et en espace, la structure
produite par ce calcul est entie`rement manipule´e par le noyau. Par la suite,
toute manipulation de l’objet se terminera par des appels de fonctions du
noyau et la re´cupe´ration de la structure de donne´es du noyau correspondra a`
son abstraction ge´ome´trique dans le modeleur. De cette manie`re, un « gros »
polynoˆme repre´sentant la courbe ne sera instancie´ qu’une fois. Il sera associe´,
via la dictionnaire, a` l’objet et manipule´ a` travers des algorithmes du noyau
et ce, sans perte d’efficacite´.
Le module shape de Mathemagix posse`de son propre me´canisme de se´lection
ainsi qu’une hie´rarchie virtuelle d’objets et d’outils. Cela permet de simplifier
la spe´cialisation d’un algorithme ou l’ajout d’un nouveau type de donne´es.
Pour re´sumer, le noyau ge´ome´trique a trois principaux objectifs. Le premier
est de gluer les interfaces d’objets ge´ome´triques de Mathemagix avec Axel
afin de fournir des algorithmes efficaces tout en maintenant des structures
alge´briques non triviales. Le deuxie`me est de faire des e´conomies a` la fois en
temps et en espace en e´vitant la duplication des calculs et des donne´es. Et
enfin, le troisie`me est de fournir un second niveau de se´lection sur les inter-
faces qui sont associe´es (graˆce au dictionnaire) aux objets virtuels construits
dans Axel.
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4.2.3.2 Noyau alge´brique
Le noyau alge´brique contient toutes les fonctionnalite´s avance´es lie´es aux
repre´sentations alge´briques d’objets ge´ome´triques dans Axel. A chaque fois
qu’un objet est cre´e´, ce noyau maintient un dictionnaire entre l’entite´ ge´ome´trique
qui est dans Axel et l’entite´ alge´brique correspondante (dans le noyau alge´-
brique). Pour illustrer cela, conside´rons le contexte suivant : on de´sire cal-
culer les points singuliers d’une courbe implicite sur un domaine donne´. Au
moment ou` la courbe implicite est instancie´e dans Axel, le noyau alge´brique
cre´e´ un polynoˆme bivarie´ qui repre´sente cette courbe. Pour obtenir les points
singuliers (i.e. les solutions de f(x, y) = ∂xf(x, y) = ∂yf(x, y) = 0), le noyau
doit faire appel a` un solveur polynomial ainsi qu’a` des calculs de de´rive´es
partielles. Ces dernie`res fonctionnalite´s sont glue´es a` partir des modules al-
gebrix et subdivix de Mathemagix. Ainsi, le noyau ne sera qu’un wrapper
sur ces fonctions.
Pour avoir la liste des points singuliers, le noyau re´cupe`re le polynoˆme
repre´sentant la courbe en utilisant le dictionnaire, calcule ses de´rive´es par-
tielles en utilisant ses fonctions internes, et instancie un solveur. Pour finir,
les solutions du solveur sont converties en points Axel et sont retourne´s afin
d’eˆtre ajoute´s a` l’object manager.
Pour re´sumer, le noyau alge´brique a deux principaux objectifs. Le premier
est de gluer les calculs alge´briques de Mathemagix avec Axel. Le second est
de be´ne´ficier des objets alge´briques pour repre´senter les objets ge´ome´triques
d’Axel et d’effectuer diverses ope´rations sur leurs repre´sentations.
Conclusion et perspectives
L’outil CAO est aujourd’hui largement employe´ et ce, dans des domaines tre`s
diversifie´s. La de´mocratisation des logiciels existants rend son utilisation de
plus en plus accessible. Cependant, la jeunesse de cette discipline suscite des
recherches actives dans le milieu scientifique. Notamment en ce qui concerne
les me´thodes d’approximation des surfaces utilise´es ainsi que les proce´de´s
d’intersection correspondants qui ne sont pas encore tre`s bien maˆıtrise´s.
La demande e´tant importante, il semble pertinent de proposer de nouvelles
alternatives aux approches de´ja` existantes.
Dans cette the`se, nous avons propose´ une me´thode d’approximation par des
surfaces polynomiales qui, comme on l’a vu, permet d’avoir des repre´sen-
tations relativement compactes et une plus grande flexibilite´ graˆce a` leur
ge´ome´trie. L’intersection des surfaces a e´te´ traite´ a` partir de ce type de
mode`le car il s’agit d’un proble`me important issu du domaine. Toutefois, si
on espe`re voir un jour des e´diteurs de logiciels de CAO adopter un tel type
d’approximation, cela suppose indubitablement une e´laboration de tout un
panel d’outils qui permettent de manipuler ce « nouveau » mode`le. Ce travail
reste a` faire et si, une fois tout cela re´alise´, ce point de vue se re´ve`le eˆtre un
compromis significatif sur le rapport qualite´/efficacite´, alors il pourra eˆtre
largement adopte´ par les industriels sur un court terme et eˆtre perc¸u comme
une alternative inte´ressante a` un mode`le qui n’a quasiment pas e´volue´ depuis
les de´buts de la CAO. Bien entendu, les consommateurs de ces logiciels de
mode´lisation seront e´galement amene´s a` manipuler les outils qui auront e´te´
de´veloppe´s. Meˆme si pour ces utilisateurs, ce maniement sera invisible, la
qualite´ sera, quant a` elle, largement appre´ciable et les domaines concerne´s se-
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ront tre`s diversifie´s : design automobile, conception de circuits e´lectroniques,
industrie du textile et, de manie`re ge´ne´rale, tous les me´tiers faisant appel a`
la CAO.
L’existence de la librairie de calculs nume´riques et symboliques Synaps
([50]), qui a aujourd’hui fusionne´e avec le projet Mathemagix ([63]), per-
met de fournir une base open source solide en ce qui concerne les algo-
rithmes et les structures de donne´es mettant en jeux des polynoˆmes comme
par exemple les solveurs polynomiaux. Par ailleurs, cette librairie constitue
le noyau alge´brique du modeleur ge´ome´trique Axel ([12]) qui est e´galement
open source. Ce dernier contient plus de 300 000 lignes de code C++ utilisant
la librairie Qt et a e´te´ te´le´charge´ plus de 10 000 fois. Il est constitue´ d’une
architecture modulaire fournissant une interface sur les outils alge´briques
et les algorithmes ge´ome`triques fondamentaux permettant la conception fa-
cilite´e de nouvelles fonctionnalite´s sous la forme de plugins. En particu-
lier, l’imple´mentation des routines d’approximation peut servir de base a`
l’e´laboration de nouveaux plugins correspondants aux outils pre´ce´demment
cite´s. Cela permettra d’enrichir rapidement le travail qui a e´te´ effectue´ dans
cette the`se dans le but de le voir e´ventuellement adopte´ par des logiciels
commerciaux et largement utilise´s dans le monde de l’industrie.
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Re´sume´
Cette the`se porte sur un des proble`mes majeurs issus du domaine de la Concep-
tion Assiste´e par Ordinateur (CAO) a` savoir celui de l’intersection. On aborde
cette proble`matique avec une approche novatrice passant par une nouvelle forme
de repre´sentation des surfaces dites « proce´durales ». Cette dernie`re se base sur des
approximants plus fins que les triangles habituellement utilise´s, il s’agit de carreaux
de surfaces parame´tre´es polynomiales de bas degre´. L’approximation ainsi obte-
nue posse`de des caracte`res inte´ressants en termes de qualite´ et de repre´sentation.
Cependant, la mise en oeuvre d’une telle strate´gie ne´cessite l’e´laboration d’outils
adapte´s. En particulier, pour le proble`me d’intersection, il faut savoir intersec-
ter efficacement les approximants. Pour cela, une me´thode algorithmique permet
de se focaliser uniquement sur des configurations d’intersection « pertinentes ».
Plusieurs me´thodes sur l’intersection des surfaces parame´tre´es polynomiales sont
ensuite expose´es de manie`re effective. Enfin, les aspects d’imple´mentation sont
e´galement aborde´s a` travers l’inte´gration des algorithmes de´veloppe´s dans un mo-
deleur alge´brique ge´ome´trique.
Mots cle´s : CAO, mode´lisation ge´ome´trique, courbes et surfaces, ap-
proximation, interpolation, algorithmes et programmation efficaces.
Abstract
The intersection problem is one of the major task in Computer Aided Geometric
Design (CAGD). In order to deal with this topic, we choose a model of approxi-
mation for the parameterized surfaces that are given by evaluations (the so called
procedural surfaces). Many authors use triangular meshes but in this thesis, we use
more complex shape primitives. More precisely it is the polynomial parameterized
surfaces of small degree. The quality of the resulted approximation is better than
the usual mesh method especially for the computed intersection locus. But if we
want to use this kind of representation, we have to intersect efficiently such two
polynomial parameterized surfaces. So, as a preprocessing, a detection of suitable
intersection configurations between patches is given. Then, several intersection me-
thods for the polynomial parameterized surfaces are exposed in details. Finally, the
elaborated algorithms are implemented in an algebraic geometric modeleur.
Keywords : CAGD, geometric modeling, curves and surfaces, approxi-
mation, interpolation, algorithms and efficient programming.
