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Résumé
Cette thèse présente deux tests d’invariance de Lorentz, réalisés dans le cadre de
l’Extension du Modèle Standard (SME). Le premier a pour objectif une recherche de
violation dans le secteur SME de la matière, grâce aux données d’une horloge à atomes
froids de 133Cs. La recherche de variations de la fréquence de transition hyperfine de cet
atome a permis de contraindre plusieurs coefficients SME liés aux protons et aux neu-
trons, avec une sensibilité améliorant jusqu’à 12 ordres de grandeur les limites actuelles
sur ces derniers. Le second test a été réalisé grâce aux données de la mission spatiale
MICROSCOPE, en vol depuis le 25 avril 2016, qui a pour but de tester le Principe
d’Équivalence faible avec une précision de l’ordre de 10−15 sur le paramètre d’Eötvös.
Nous avons utilisé les mesures MICROSCOPE pour contraindre des violations d’inva-
riance de Lorentz dues à un couplage entre matière et gravitation, en recherchant des
variations de l’accélération relative de deux masses d’épreuve selon l’orientation de l’axe
sensible de l’instrument, un double accéléromètre électrostatique. Les premiers résultats,
obtenus grâce à l’analyse de cinq sessions de mesures, ont déjà démontré une améliora-
tion jusqu’à 4 ordres de grandeur des contraintes sur deux coefficients du secteur SME
de la matière couplée à la gravitation.
Mots-clefs : Symétrie de Lorentz, Extension du Modèle Standard, Analyse de données,
Tests de gravitation, Horloge atomique, Mission MICROSCOPE, Physique fondamentale
Abstract
This thesis presents two Lorentz invariance tests, performed within the Standard
Model Extension framework (SME). The first one is a search for a violation in the mat-
ter sector of the SME, using data from a cold atom clock. The search for variations in
the hyperfine transition frequency of 133Cs allowed us to constrain several SME coeffi-
cients related to protons and neutrons, with a sensitivity improving by up to 12 orders
of magnitude the current best laboratory limits on these coefficients. The second test
was carried out using the data from the MICROSCOPE space mission, in flight since
April 2016, which is intended to test the Weak Equivalence Principle (WEP) with an
accuracy of 10−15 on the Eötvös parameter. In this experiment, a coupling between mat-
ter and gravitation could lead to Lorentz violation signals and therefore to variations
in relative acceleration of two test masses depending on the satellite orientation. The
relative acceleration is measured by a differential electrostatic accelerometer. The first
results, obtained through the analysis of five sessions, have already demonstrated an
improvement of up to 4 orders of magnitude of the constraints on two coefficients of the
SME sector of matter-gravity couplings.
Keywords : Lorentz Symmetry, Standard Model Extension, Data Analysis, Tests of
Gravitation, Atomic Clock, MICROSCOPE Mission, Fundamental Physics
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1
2 CHAPITRE 1. Introduction
La physique telle nous l’appréhendons aujourd’hui repose sur quatre interactions
fondamentales qui gouvernent la structure et l’évolution de la matière et de l’Univers.
Ces interactions sont actuellement décrites par deux théories distinctes : d’une part la
Relativité Générale, une théorie de champ classique, décrivant l’interaction gravitation-
nelle comme l’effet géométrique d’une déformation de l’espace-temps, et d’autre part
le Modèle Standard des particules, une théorie quantique des champs qui s’appuie sur
des groupes de symétries pour décrire les particules et les trois interactions régissant la
physique à l’échelle de celles-ci : l’interaction électromagnétique, l’interaction faible et
l’interaction forte.
1.1 Relativité Générale et Modèle Standard
1.1.1 La Relativité Générale : succès et limitations
De la Relativité Restreinte au principe de covariance généralisé
Avant d’introduire la théorie de la Relativité Générale[1], Einstein formule la Relati-
vité Restreinte qui repose sur le postulat d’invariance de la vitesse de la lumière, vérifié
par Michelson et Morley en 1881[2], ainsi que sur le principe de relativité[3, 4], énoncé
ci-après.
"Les lois de la physique (sauf la gravitation) sont identiques dans tous les référentiels
inertiels."
Avec la Relativité Restreinte, les concepts de temps et de distance spatiale, auparavant
absolus, deviennent relatifs. Le temps devient une variable dynamique dans un espace à
quatre dimensions : l’espace-temps. Afin de tenir compte de ces nouveaux concepts, les
transformations de Galilée décrivant les transformations purement spatiales entre repères
inertiels sont remplacées par les transformations de Lorentz, qui mélangent temps et
espace. Ces transformations d’espace-temps font apparaître des effets nouveaux comme
la contraction des longueurs et la dilatation du temps.
Le Relativité Restreinte attribue également à l’espace-temps plat de Minkowski, une
symétrie correspondant à celle du groupe de symétrie de Poincaré 1. Ce dernier contient
à la fois les transformations de Lorentz et les translations d’espace et de temps[3]
Par ailleurs, le théorème de Noether[5] établit que toute transformation globale laissant
1. Le groupe de Poincaré inclut quatre sous-groupes de symétrie : les translations d’espace et de temps,
les rotations d’espace, les renversements de temps et d’espace (parité), et enfin les transformations de
Lorentz
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invariant un système implique la conservation d’une quantité. Dans le cas présent, l’inva-
riance locale de la Relativité Restreinte sous les transformations du groupe de symétrie
de Poincaré implique la conservation de l’intervalle d’espace-temps 2.
L’existence d’une invariance de jauge implique également une quantité physique non
observable qui, dans le cas de la Relativité Restreinte, correspond aux points de l’espace-
temps.
Afin de pallier les insuffisances de la Relativité Restreinte, qui privilégie les référen-
tiels en mouvement uniforme, Einstein étend le principe de relativité à tous les repères,
quel que soit leur état de mouvement[1]. Il généralise donc l’invariance des lois de la
physique pour n’importe quel référentiel et n’importe quel observateur. Le principe de
relativité générale (ou de covariance généralisée) s’énonce comme :
"Tous les corps de référence, quel que soit leur état de mouvement, sont équivalents
pour la description de la nature."[6]
Cette équivalence implique que les équations découlant de ces lois sont indépendantes
du système de coordonnées considéré, et donc qu’elles sont covariantes[1, 4].
Principe de d’équivalence et symétries locales
Le principe d’équivalence d’Einstein généralise entre autre le principe d’universalité
de la chute libre de Newton (Philosophiae naturalis principia mathematica, 1687), aussi
appelé principe d’équivalence faible. Il établit également l’invariance des lois de la phy-
sique non-gravitationnelle en espace-temps courbe, en supposant que l’espace-temps est
localement équivalent à l’espace-temps plat de Minkowski.
Le principe d’équivalence peut s’exprimer de la façon suivante[7] :
(i) Principe d’équivalence faible : La trajectoire d’un corps en chute libre est indé-
pendante de sa composition et de sa structure interne.
Autrement dit, la masse inerte mi d’un corps est équivalente à sa masse gravita-
tionnelle mg 3.
(ii) Invariance locale de Lorentz : Le résultat d’une expérience locale non-gravitationnelle
est indépendante de la vitesse et de l’orientation du repère en chute libre dans
lequel est réalisée l’expérience.
2. En relativité restreinte, l’intervalle d’espace-temps est définit comme : ds2 = ηµνdX
µdXν où
ηµν est la métrique de Minkowski et les X
µ sont les coordonnées du référentiel local en chute libre. Il
correspond à la distance entre deux évènements.
3. mia = −mg ▽ Φ où a est l’accélération du corps et Φ le potentiel du champ gravitationnel.
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(iii) Invariance locale de position : Le résultat d’une expérience locale non-gravitationnelle
est indépendante de la position spatiale et temporelle du repère en chute libre
dans lequel est réalisée l’expérience.
Les points (ii) et (iii) établissent l’invariance des lois de la physique sous les transforma-
tions locales du groupe de symétrie de Poincaré, mentionné précédemment.
Du principe d’équivalence découle un fondement de la Relativité Générale : le lien
entre contenu en masse et gravitation. En effet, l’équivalence entre masse inerte et masse
gravitationnelle implique que toute énergie contribuant à la masse d’un corps (énergie
au repos, énergie de liaison...) contribue aussi à sa masse gravitationnelle et donc à sa
capacité à créer un champ gravitationnel[8].
L’équivalence entre gravitation et inertie offre également la possibilité d’effacer lo-
calement les effets des champs gravitationnels en se rapportant à un référentiel local en
chute libre où s’appliquent les lois de la Relativité Restreinte[8].
Lien entre métrique et gravitation
Puisque tous les corps, indépendamment de leur composition, suivent les même tra-
jectoires gravitationnelles, on peut décrire la gravitation comme un phénomène géomé-
trique, c’est à dire universel. En effet, si le principe d’équivalence d’Einstein est vérifié,
la théorie de la gravitation est nécessairement une théorie métrique [7].
Lorsqu’on passe d’un référentiel localement inertiel à un référentiel non inertiel, la
transformation entre les deux référentiels n’est plus une transformation linéaire (comme
l’est par exemple une transformation de Lorentz). L’intervalle d’espace-temps prend alors
une forme plus complexe :
ds2 = gµνdxµdxν (1.1)
où gµν sont les composantes du tenseur métrique, décrivant la géométrie de l’espace-
temps. Ses composantes sont définies localement. Les composantes du vecteur représen-
tant la séparation infinitésimale sont notées dxµ.
La métrique influence le déplacement des corps : dans un espace-temps plat, le chemin
le plus court suivi par un corps (géodésique) sera une ligne droite, tandis que dans un
espace-temps courbe les géodésiques seront curvilignes (voir figure 1.1). Il en découle
notamment l’effet de déflexion des rayons lumineux lors de leur passage à proximité
d’un corps massif.
Les équations gouvernant l’évolution de la métrique en fonction du contenu en ma-
tière sont les équations d’Einstein[9].
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Figure 1.1 – Géodésique en espace-temps plat et en espace-temps courbe.
Source : https ://www.youtube.com/watch ?v=6JLgWX9iqgo
Vérification expérimentales
À ce jour, toutes les expériences visant à tester la Relativité Générale ont été en
accord avec ses prédictions.
En 1915, Einstein démontre que le taux de précession du périhélie de Mercure de
42.7 secondes d’arc par siècle, phénomène inexpliqué par la théorie newtonienne, pouvait
s’expliquer naturellement dans le cadre de la Relativité Générale[10].
La seconde vérification de la Relativité Générale est l’observation de la déflexion de
la lumière lors d’une éclipse totale en 1919. Cette expérience a permis de mettre en
évidence la courbure des rayons lumineux à proximité du Soleil[11].
Le décalage gravitationnel des fréquences, qui prédit un décalage de fréquence d’un
photon lorsque l’émetteur et l’observateur sont immergés dans des champs gravitation-
nels différents, a été mis en évidence pour la première fois en 1959 par l’expérience de
Pound et Rebka[12]. Une autre conséquence de cet effet est le décalage relatif des hor-
loges au sol et dans l’espace, observé notamment grâce aux systèmes de positionnement
(GPS, GLONASS,...).
L’effet Shapiro, ou retard gravitationnel de la lumière, représente le retard du temps
d’arrivée d’un signal lumineux lorsque ce dernier se propage dans un espace-temps courbé
par la matière environnante. Prédit en 1915, il a été observé pour la première fois en
1964 par I. Shapiro[13].
L’effet Lense-Thirring, prédit en 1918[14], et qui correspond à un effet d’entraîne-
ment de l’espace-temps à proximité d’un corps massif en rotation, a été détecté pour la
première fois en 2011 par la sonde Gravity Probe B [15].
La dernière vérification expérimentale de la Relativité Générale est la découverte des
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ondes gravitationnelles, d’abord par des observations indirectes [16, 17], puis par des
observations directes en 2016 grâce au détecteur LIGO[18].
Limitations
Bien qu’elle n’ait jamais été mise en défaut, un des problèmes majeurs rencontré par
la Relativité Générale est qu’elle n’est pas conciliable avec le Modèle Standard décrivant
les particules et leurs interactions (voir partir 1.2.1).
D’autre part, la Relativité Générale permet d’expliquer avec succès l’expansion de
l’Univers, mais elle ne permet pas de comprendre pourquoi cette expansion s’effectue
de manière accélérée. Par défaut, ce phénomène a été attribué à une énergie sombre,
exerçant une pression négative sur la matière[19, 20].
La Relativité Générale peine également à expliquer les courbes de rotation des ga-
laxies [21, 22], ces dernières tournant trop vite par rapport à leur masse observée. Cette
anomalie peut s’expliquer par l’existence d’une grande quantité de matière, de nature
inconnue, n’émettant aucun rayonnement mais interagissant par interaction gravitation-
nelle avec la matière ordinaire. Cette matière, appelée matière noire, est supposée re-
présenter 26.8% du contenu en matière de l’Univers, et sa compréhension est l’un des
grands défis de la physique contemporaine.
1.1.2 Le Modèle Standard : succès et limitations
Le Modèle Standard est une théorie décrivant la physique à l’échelle subatomique. Il
repose sur trois groupes de symétries dont chacun est associé à l’une des trois interactions
dominantes à l’échelle des particules - et prises en compte dans le Modèle Standard :
les interactions forte, faible et électromagnétique. Il décrit la matière ordinaire et ses
interactions grâce à 25 particules (voir figure 1.2) qui peuvent être classées en deux
grandes catégories :
⋄ Les constituants de la matière ordinaire sont appelés fermions (spin 1/2 entier).
Ils se composent de 6 quarks (up, down, charm, strange, top et bottom) et de 6
leptons (électron, muon, tau et leurs neutrinos associés). À chaque fermion est
associé une anti-particule possédant les mêmes propriétés excepté sa charge, qui
est de signe opposée. Les plus abondants sont les quarks u et d - qui constituent
les protons et les neutrons -, l’électron et le neutrino électronique. Les autres sont
dits de deuxième et troisième génération, ils sont plus massifs et également plus
rares.
⋄ Les médiateurs d’interaction - 12 bosons de jauge de spin 1 - qui agissent comme
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intervenir un potentiel vecteur ~A(~x, t), aussi appelé un champ de jauge. Ce terme d’inter-
action décrit le mouvement d’un électron dans un champ électromagnétique, tandis que
le champ de jauge décrit le médiateur de l’interaction électromagnétique, une particule
sans masse : le photon.
Le lagrangien résultant de cette invariance de jauge est celui de l’électrodynamique quan-
tique, décrivant l’interaction électromagnétique [23].
On peut appliquer le même raisonnement géométrique à chaque interaction. Par
ailleurs, le nombre de bosons de jauge associé à chaque interaction dépendra directement
de la géométrie de cette dernière, car il correspondra à la dimension de la matrice ou du
scalaire représentant la transformation locale laissant le système invariant.
⋄ L’interaction électromagnétique - groupe de symétrie U(1) - est la force agissant
sur les objets ayant une charge électrique, elle assure la cohésion des atomes en
liant les électrons et le noyau.
Lors de l’interaction entre une particule chargée et un champ électromagnétique,
un photon - jouant le rôle de médiateur - modifie la fonction d’onde de la particule.
⋄ L’interaction faible, associée au groupe de symétrie SU(2) représenté par une
matrice 2 × 2, est notamment responsable de la radioactivité β et est associée à
trois bosons, appelés W +, W −, Z0.
⋄ L’interaction forte agit sur les quarks et les hadrons 4. Cette interaction assure la
stabilité des noyaux. Elle est associée au groupe de symétrie SU(3), représenté par
une matrice 3 × 3 comportant 8 composantes indépendantes qui correspondent
aux 8 gluons jouant le rôle de médiateur de l’interaction forte.
Symétries d’espace-temps
Le modèle standard décrit les particules comme immergées dans un espace-temps plat
de Minkowski. Cet espace-temps est passif vis-à-vis des interactions entre particules, mais
ajoute ses propres symétries à celles énoncées plus haut.
Ces symétries d’espace-temps peuvent être continues ou discrètes :
⋄ symétries continues du groupe de Poincaré, détaillées plus haut.
⋄ symétrie discrète CPT : symétries discrètes du groupe de Poincaré (PT), i.e.
invariance sous inversion d’espace (P) et de temps (T), auxquelles s’ajoute la
symétrie par inversion de charge (C).
4. Particule composite, e.g. proton, neutron
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Vérifications expérimentales
Le Modèle Standard a été finalisé en 1970, peu après la découverte des premiers
quarks [25]. Toutes les particules prédites par ce modèle ont été observées, bien que
certaines particules comme l’électron [26] aient été connues avant son élaboration.
La dernière particule de matière découverte fut le neutrino τ en 2000[27]. Quant aux
bosons médiateurs d’interactions, le premier à avoir été découvert sur les prédictions du
modèle standard était le boson Z0 [28] en 1974. Le dernier boson à avoir été découvert
est le boson de Higgs, en 2012 [29]. À ce jour, le modèle Standard a été testé avec succès
jusqu’à une énergie de 13 TeV au LHC.
Limitations
Le Modèle Standard ne décrit pas l’interaction gravitationnelle, bien qu’une particule
ait été postulée pour servir de médiateur d’interaction à la gravitation : le graviton, une
particule de spin égal à 2. Cette particule n’a jamais été observée.
Par ailleurs, le Modèle Standard ne contient aucune particule pouvant servir de
candidat pour expliquer la matière noire, pas plus qu’il ne permet d’expliquer l’expansion
accélérée de l’Univers. Les tentatives pour expliquer l’énergie sombre responsable de
cette expansion par des termes d’énergie du vide sont restées infructueuses, car elles ont
aboutie à des écarts de quelques 120 ordres de grandeurs par rapport à l’énergie sombre
observée [30].
Enfin, il n’explique pas pour le moment la hiérarchie de masse observée entre les
différents fermions.
1.2 Recherche d’une nouvelle théorie de la gravitation
1.2.1 La nécessité d’une nouvelle théorie
La physique actuelle ne nous permet pas de disposer d’une théorie permettant de
décrire de manière unifiée les quatre interactions fondamentales à l’œuvre dans la nature.
En effet, la Relativité Générale et le Modèle Standard ne sont pas conciliables pour
plusieurs raisons :
• Leur manière de considérer l’espace-temps est différente. Dans le cas du Modèle
Standard, il s’agit d’un cadre extérieur découplé de celui, abstrait, dans lequel
sont décrites les interactions entre particules. Dans le cas de la relativité, l’espace-
temps joue, quant à lui, un rôle actif en contrôlant notamment la dynamique au
travers de sa géométrie [23].
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• Aux échelles d’énergie ou de distance auxquelles les quatre interactions sont sup-
poser influencer conjointement les systèmes physiques, des effets quantiques appa-
raissent et sont incompatibles avec la nature classique de la Relativité Générale.
Contrairement au Modèle Standard, qui fait intervenir des champs quantiques
correspondant à des particules élémentaires, la Relativité Générale n’implique
que des champs classiques et leur quantification fait apparaître des quantités in-
finies, impossibles à renormaliser par des procédures utilisées habituellement en
physique des particules.
1.2.2 Quelques pistes
Théories de la Grande Unification et théorie du tout On suppose que le Mo-
dèle Standard est une théorie effective basse énergie ne reflétant qu’une partie d’une
symétrie plus large, existant à très haute énergie et brisée spontanément à des échelles
intermédiaires. Au-delà de l’énergie à laquelle se produit cette brisure, les trois interac-
tions de la physique des particules sont supposées être unifiées, la brisure de symétrie
ayant pour effet de les séparer. Cela suppose donc que l’intensité des interactions dépend
de l’énergie.
La Grande Unification ne peut pas être obtenue dans le cadre du Modèle Standard,
mais avec une de ses extensions - le Modèle Standard Supersymétrique [31]- qui inclut
une symétrie supplémentaire reliant les bosons et les fermions. Cette théorie prédit que
les 3 interactions - forte, faible et électromagnétique - pourraient s’unifier à une échelle
d’énergie de 1016 GeV. Pour le moment, les plus grands collisionneurs atteignent des
énergies de quelques 104 GeV.
Les théories du tout prédisent quant à elles que la gravitation et les trois autres in-
teractions pourraient s’unifier à des échelles d’énergies encore plus élevées, probablement
de l’ordre de l’énergie de Planck (1019 GeV).
Dimensions supplémentaires Proposé pour la première fois par Kaluza et Klein
[32, 33], l’ajout de dimensions supplémentaires permet de résoudre le problème de hiérar-
chie entre les échelles du Modèle Standard et l’échelle de Planck - à laquelle est supposée
se produire l’unification des quatre interactions. Dans ce type de théorie, l’Univers à
très haute énergie possède n dimensions supplémentaires qui se replient sur elles-mêmes
lorsque l’énergie décroît, permettant ainsi d’aboutir à un univers basse énergie à 4 di-
mensions.
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Théorie des cordes Comme mentionné plus haut, la quantification de la gravitation
fait intervenir des quantités infinies liées à la nature ponctuelle des particules décrites
dans le cadre du Modèle Standard. La théorie des cordes permet de résoudre ce problème
de renormalisabilité de la gravitation quantique, en attribuant une dimension supplémen-
taire à chaque particule. Ces dernières deviennent des objets étendus, de dimension 1,
appelés des "cordes", dont les particules ponctuelles sont des modes de vibration [34].
Cette théorie est en cours de développement et n’a pas pour le moment donné lieu à des
validations expérimentales.
5ème force Dans un Univers doté de dimensions supplémentaires, perceptibles seule-
ment aux petites échelles spatiales ou à très haute énergie, la compactification de ces
dimensions pourrait produire des effets d’intensité comparable à ceux de la gravitation,
mais à des échelles de distances plus petites.
C’est dans ce contexte que s’insèrent les théories de 5ème force, suggérées pour la
première fois par Fischbach en 1986 [35]. Cette force, équivalente à une force de gravi-
tation à courte distance, pourrait théoriquement entraîner une déviation de la loi en 1
r2
de Newton. Les distances caractéristiques d’interaction de cette cinquième force varient
suivant les nombreux modèles de compactification existants. On suppose donc généra-
lement que cette force est dotée d’un potentiel de type Yukawa, associé à une distance
caractéristique d’interaction variable. Pour le moment, les tests ont permis d’exclure
l’existence d’une telle force - avec une amplitude comparable ou supérieure à celle de la
gravitation - pour des échelles de distance entre 10−5 et 1016m.
Le formalisme PPN (Parametrized Post-Newtonian) La Relativité Générale
étant fortement non linéaire, la plupart des problèmes n’ont pas de solution exacte. Le
formalisme Post-Newtonien est une approximation de la Relativité Générale consistant
à réaliser, au voisinage de l’approximation newtonienne, un développement en puissance
dépendant de termes en vc ou
U
c2
, avec U le potentiel Newtonien. Cela revient à supposer
que la métrique du problème est proche de la métrique de Minkowski :
gµν = ηµν + hµν (1.2)
où |hµν | ∼ v
2
c2
∼ U
c2
<< 1. Les termes correctifs ajoutés aux prédictions de la méca-
nique newtonienne sont ajoutés par ordre croissant de puissance de vc , selon la précision
souhaitée.
À partir de ce formalisme, un cadre théorique appelé formalisme post-newtonien
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paramétré, a été développé par Nordvedt et Will [36, 37, 38], de manière à permettre la
comparaison entre différentes théories alternatives à la gravitation et également tester
les prédictions de la Relativité Générale elle-même.
Le PPN paramétrise des termes résultant du développement de hµν au moyen de 10
paramètres [7], bien que les paramètres γ et β soient les plus largement utilisés. Dans le
cadre de la Relativité Générale, ces paramètres valent 1. On peut étudier les déviations
à la Relativité Générale en évaluant par exemple les quantités γ − 1 et β − 1 dans le
cadre de différentes théories métriques alternatives [8].
La recherche d’une théorie quantique de la gravitation s’est heurtée aux deux pro-
blèmes énoncés dans la partie 1.2.1. Des théories prometteuses comme la théorie des
cordes ont permis des avancées théoriques et conceptuelles importantes, mais n’ont pas
débouché sur des tests expérimentaux concrets. Le besoin de disposer d’un cadre théo-
rique, permettant de tester d’une manière exhaustive un large espace de théories au-delà
du Modèle Standard, a conduit dans les années 90 au développement de l’Extension du
Modèle Standard (SME) [39, 40, 41, 42]. C’est dans ce cadre que s’inscrivent les tests
réalisés dans cette thèse, c’est pourquoi il fait l’objet d’une description plus exhaustive
que les théories et formalismes alternatifs décrits jusqu’ici.
1.3 L’Extension du Modèle Standard (SME)
1.3.1 Contexte et construction
Un certain nombre de théories, dépassant le cadre du Modèle Standard et de la
Relativité Générale, impliquent des phénomènes nouveaux, mais à des échelles d’énergie
inaccessibles par l’expérience, typiquement de l’ordre de l’échelle de Planck (1019 GeV) 5.
Parmi ces phénomènes nouveaux, on trouve notamment des violations d’invariance de
Lorentz locale, admises par des théories des cordes [39], mais aussi des théories de type
branes, multivers, gravité quantique à boucles etc...
Le SME est une théorie effective permettant de rechercher, à des énergies accessibles
par l’expérience, des signatures résultants de ces phénomènes ayant lieu à très haute
énergie et pouvant indiquer l’existence d’une nouvelle physique au travers d’une violation
d’invariance de Lorentz.
Bien que ces violations sont supposées advenir à très haute énergie, le SME suppose
que des signatures à basse énergie, fortement atténuées, pourraient être observables grâce
5. Les collisionneurs atteignent pour le moment des énergies de l’ordre de 104 GeV
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à nos expériences actuelles. L’échelle naturelle des phénomènes liés à la gravitation quan-
tique étant l’échelle de Planck Ep, les signatures recherchées pourraient être atténuées,
par exemple par un facteur en puissance de EEFEp ≃ 10
−17, où EEF représente l’échelle
d’énergie électrofaible, de l’ordre de 102 GeV, qui est l’énergie d’unification des interac-
tions électromagnétique et faible.Même si le SME avait à l’origine pour but de tester la
théorie des cordes, en proposant des observables basse énergie permettant de rechercher
des violations d’invariance de Lorentz et de symétrie CPT, il s’agit d’un cadre général
qui s’affranchit d’une théorie particulière. Cette généralité du SME offre la possibilité de
rechercher des violations d’invariance de Lorentz grâce à une large gamme d’expériences
et pour un large éventail de secteurs (matière, bosons, gravitation...).
1.3.2 Propriétés
Le SME est une théorie effective, constituant une approximation basse énergie d’une
théorie fondamentale covariante sous des transformations de Lorentz passives,
i.e. indépendante du système de coordonnées. L’invariance sous les transformations pas-
sives de Lorentz est fondamentale, car elle garantit que la physique ne dépend pas du
choix de l’observateur.
Le SME inclut cependant des violations d’invariance de Lorentz sous des
transformations actives. Autrement dit, dans un même système de coordonnées, toute
transformation du système - e.g. des champs liés aux particules ou aux interactions -
peut dépendre de l’orientation ou de la vitesse du repère local [43]. Le fait que la théo-
rie possède une symétrie globale, mais que cette dernière soit localement brisée par ses
solutions, peut s’expliquer naturellement si cette brisure de symétrie est spontanée.
Prenons l’exemple d’une barre verticale déformable, soumise à une force de compres-
sion : la barre possède une symétrie de révolution, mais un paramètre externe, ici une
force de compression, vient déformer cette barre. Elle peut alors fléchir dans toutes les
directions du plan normal à la force appliquée. Chacune des possibilités de déforma-
tion est identique en terme d’énergie et elles sont des images les unes des autres par la
symétrie de révolution. La barre déformée est par conséquent un état dégénéré [23].
Chaque état possible de la barre déformée brise la symétrie de révolution, mais prises
dans leur ensemble, les solutions la respectent. Cet exemple illustre le fait qu’un système
possédant une symétrie peut présenter des solutions particulières qui ne la respectent
pas, ce qui constitue une brisure spontanée de symétrie.
Une autre caractéristique du SME est qu’il ne fait pas intervenir de champs ou de
particules exotiques. Les termes de violations sont obtenus en contractant des champs
14 CHAPITRE 1. Introduction
Figure 1.3 – Illustration d’une brisure spontanée de symétrie : flexion d’une barre
verticale. Schéma provenant de [23].
usuels du Modèle Standard avec des tenseurs, dont les composantes sont appelées "coef-
ficients SME", et dont la dimension est ajustée de manière à maintenir la covariance du
Lagrangien. Cette approche permet d’étudier l’impact effectif d’une brisure de symétrie
dans les observations, sans avoir besoin de connaître ou de faire des hypothèses sur les
mécanismes à l’origine de la brisure spontanée de symétrie.
En l’absence de connaissances sur les processus sous-jacents à la brisure de symétrie,
il est impossible d’inférer leur capacité à se propager à basse énergie. Le SME n’est
donc pas prédictif en ce qui concerne les énergies et les amplitudes des si-
gnaux pouvant potentiellement être observées grâce aux expériences basse-énergie. Le
fait qu’aucune violation d’invariance de Lorentz n’ait été observée à ce jour indique que
si de tels signaux existaient, ils seraient fortement atténués [40]. Le SME est en revanche
prédictif en ce qui concerne la "forme" de ces signaux et leur phénoménolo-
gie. Il permet donc de guider les expériences vers des configurations optimales pour la
recherche de ces signaux, et de les comparer entre elles.
Parmi les autres propriétés du SME, on trouve la conservation du tenseur énergie-
impulsion des particules, via la persistance de l’invariance sous les transformations du
sous-groupe des translations inclus dans le groupe de Poincaré. Par ailleurs, le SME
préserve les symétries interne du Modèle Standard, et inclut une brisure de la symétrie
CPT, qui implique directement une brisure de symétrie de Lorentz.
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1.3.3 Structure
Le SME est construit à partir de l’action du Modèle Standard et de la Relativité Géné-
rale auxquels s’ajoute une partie contenant des termes violant la symétrie de Lorentz[44] :
SSME = SSM + SRG + δS (1.3)
où les actions SSM et SRG contiennent les termes respectant l’invariance de Lorentz,
en accord avec le Modèle Standard (SM) et la Relativité Générale (RG). L’action δS
contient des termes qui dépendent de coefficients SME quantifiant les violations d’in-
variance de Lorentz. Certains de ces coefficients sont autorisés à prendre des valeurs
différentes selon la particule considérée. L’ensemble des contraintes expérimentales sur
les coefficients SME sont présentées dans des tables qui sont actualisées chaque année
[45].
Le SME a tout d’abord été développé dans le secteur de la matière en considérant un
espace-temps plat de Minkowski, puis a été étendu à partir de 2004 au secteur gravita-
tionnel, afin de prendre en compte les couplages entre matière et gravité en espace-temps
courbe 6 [46, 47].
Pour chaque expérience considérée, on peut adapter l’action au secteur d’intérêt, et
ainsi la réduire aux termes utiles à la description du système. Si on étudie le compor-
tement des fermions, l’action sera obtenue à partir du lagrangien du Modèle Standard
tenant compte des champs et des interactions décrivant le comportement des fermions
[48]. Il sera le plus souvent inutile de prendre en compte des contributions du secteur
gravitationnel.
Comme mentionné plus haut, le SME est construit à partir des champs usuels de
physique des particules et de la Relativité Générale. Les termes de violations sont obtenus
en contractant des opérateurs apparaissant dans les actions de ces théories avec des
tenseurs SME, dont les coefficients paramétrisent l’amplitude des violations. Le SME
s’apparente donc à un développement en série de l’action incorporant des termes qui
dépendent de contractions d’opérateurs de dimensions de plus en plus élevées. Lorsque
tous les coefficients SME sont nuls, on retrouve l’action du Modèle Standard et de la
Relativité Générale.
6. via la prise en compte d’un tenseur de courbure. Ce dernier apparaît dans l’action de Einstein-
Hilbert qui représente l’action du champ gravitationnel
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1.3.4 SME minimal et non minimal
Le SME minimal est une approximation obtenue en limitant le développement en
série de l’action à des opérateurs de dimension d ≤ 4, i.e. leur dimension de masse est au
maximum de [GeV4]. Le fait de limiter les termes du développement à des opérateurs de
dimension inférieure ou égale à la dimension de l’espace-temps (la densité lagrangienne
étant également en [GeV4]) facilite la renormalisation des termes du développement [44].
Les observables SME peuvent également contenir des termes d’ordres plus élevés,
faisant intervenir des opérateurs d’ordre d ≥ 5, mais dans ce cas la procédure de renor-
malisation peut s’avérer plus compliquée. Le secteur minimal du SME a été largement
étudié, mais l’exploration du secteur non-minimal offre de nouvelles perspectives de re-
cherche de violation d’invariance de Lorentz [46, 49].
1.3.5 Convention : coefficients SME et Référentiel Héliocentrique Non-
Tournant (RHNT)
Vernal equinox
Earth
Sun
X
Y
Z
Sun Centered Frame (SCF)
Y
Geocentric celestial 
reference frame (GCRF)Z
Figure 1.4 – Schéma du repère héliocentrique non-tournant (noté SCF sur le schéma)
et du repère géocentrique (GCRF).
Les coefficients SME sont des champs de fond, fixes et dotés d’une orientation pri-
vilégiée. Ils sont de plus supposés constant aux échelles de temps durant lesquelles les
expériences SME sont réalisées. Lorsque l’on réalise une expérience, ces coefficients sont
définis par rapport à un repère local. Si ce repère n’est pas inertiel, e.g. lié à un satellite
en mouvement autour de la Terre, les composantes des coefficients SME du repère du
laboratoire vont changer dans le temps.
Afin de pouvoir comparer les résultats de diverses expériences, les contraintes SME
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sont définies par rapport à un repère inertiel de référence. Dans le SME, ce repère de
référence est, par convention, le référentiel héliocentrique non-tournant (RHNT) [50].
L’origine des temps est assimilée au passage de la Terre au point vernal (équinoxe de
printemps) de l’an 2000. À T=0, l’axe X pointe vers le point vernal et Z est parallèle à
l’axe de rotation de la Terre ; l’axe Y complète le repère, comme présenté à la figure 1.4.
1.4 Recherche de violation d’invariance de Lorentz dans le
cadre du SME : forme des signaux attendus
On recherche une variation du résultat de mesure d’une expérience non-gravitationnelle,
en fonction des changements d’orientation et de vitesse du dispositif expérimental. Ces
variations sont dues au couplage avec des champs de fond - des tenseurs de violation SME
- dotés d’une orientation privilégiée. Des couplages avec ces champs peuvent entraîner
une violation locale d’invariance de Lorentz.
(a) Sans violation (b) Avec violation
Figure 1.5 – Impact du couplage avec un champ de fond SME (en rouge) sur le com-
portement des atomes, en présence d’un champ magnétique ~B.
Afin de comprendre les signatures de violation attendues, on peut prendre comme
exemple une horloge atomique placée dans un satellite (voir figure 1.5). Dans cette
horloge, des atomes sont soumis à un champ magnétique uniforme ~B, forçant l’orientation
de leurs spins suivant une direction commune. Le champ magnétique définit l’un des
axes du repère lié à l’expérience et une direction privilégiée suivant laquelle il convient
de sonder les déviations des lois de la physique.
On suppose maintenant qu’il existe un champ de fond, doté d’une orientation privilé-
giée, matérialisée par des flèches rouges sur la figure 1.5. Le couplage des atomes avec ce
champ de fond peut notamment entraîner une dépendance de la fréquence de transition
atomique selon l’orientation relative des spins - fixée par le champ magnétique - et du
champ de fond.
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En considérant que ce champ est fixe par rapport au référentiel inertiel lié au Soleil
(RHNT), on observera des variations harmoniques de la fréquence de transition ato-
mique. Selon l’échelle de temps durant laquelle on répète l’expérience - ici la mesure de
fréquence - on pourra observer des variations dont la périodicité sera liée à différentes
composantes du mouvement du satellite par rapport au Soleil. Des mesures de courte
durée (quelques jours) permettront de rechercher des variations de la fréquence atomique
à mesure que le satellite se déplace le long de son orbite, tandis que des mesures répétées
sur plusieurs mois permettront de rechercher également des modulations de fréquence
liées au mouvement de révolution de la Terre autour du Soleil.
Nous recherchons, d’une manière générale, des signaux périodiques indiquant une
variation du résultat expérimental au fil des déplacements de l’instrument par rapport
à des champs de fond, correspondant aux tenseurs SME, qui définissent une orienta-
tion privilégiée de l’espace-temps. Afin d’extraire un maximum d’informations sur ces
variations, nous avons besoin d’expériences très précises et stables sur plusieurs mois.
1.5 Travail effectué durant la thèse
Le but de ma thèse était de réaliser deux tests d’invariance de Lorentz dans le cadre
du SME. Ces deux tests m’ont permis d’explorer différents secteurs : le premier, réalisé
grâce à une horloge atomique, m’a permis de rechercher des violations d’invariance de
Lorentz dans le secteur SME de la matière, tandis que le second, utilisant les données
de la mission spatiale MICROSCOPE, visait à rechercher des violations dans le secteur
de la matière couplée à la gravitation.
1.5.1 Réalisation d’un test d’invariance de Lorentz en laboratoire, avec
les données d’une fontaine à atomes froids
Le premier test, réalisé durant ma première année de thèse, avait pour but de
contraindre des violations d’invariance de Lorentz ayant pour origine les nucléons. Pour
ce test, j’ai pu analyser des données de fréquence, obtenues en 2006 grâce à une horloge
à atomes froids de césium 133. Le couplage des protons avec certains coefficients SME
étant susceptible d’occasionner des variations de la fréquence de transition hyperfine
des atomes, j’ai recherché des composantes périodiques dans des mesures de fréquence
réalisées à environ six mois d’intervalle.
Ces données avaient déjà donné lieu à une première analyse en 2006 [51]. Dans le
cadre de ma thèse, j’ai amélioré le modéle pour y inclure la contribution de nouveaux
1.5. Travail effectué durant la thèse 19
coefficients SME, ainsi que la prise en compte de variations annuelles de la fréquence
de transition atomique. J’ai également initié une collaboration avec des membres de
l’Institut de Physique Nucléaire (IPN) d’Orsay, ce qui nous a permis d’utiliser un modèle
nucléaire très poussé et d’étendre la portée de notre test aux contributions du couplage
entre neutrons et coefficients SME.
Les résultats obtenus - jusqu’à 12 ordres de grandeur d’amélioration sur des contraintes
dans le secteur SME de la matière - ont fait l’objet de deux publications, toutes deux
présentées en annexe de cette thèse.
1.5.2 Réalisation d’un test d’invariance de Lorentz grâce aux données
de la mission spatiale MICROSCOPE
La seconde partie de ma thèse a porté sur la mise en place d’outils d’analyse pour
l’étude des données de la mission spatiale MICROSCOPE, dans le cadre d’un test d’in-
variance de Lorentz.
Le but de la mission MICROSCOPE est de comparer l’accélération relative de masses
d’épreuve de composition différente, afin de tester l’universalité de la chute libre. Dans
notre cas, nous recherchons une variation périodique de cette accélération relative suivant
l’orientation de l’axe sensible de l’instrument.
Dans un premier temps, j’ai développé un modèle semi-analytique, basé sur les me-
sures effectuées en vol, qui permet de relier les mesures d’accélération relative à des coef-
ficients SME. Ce travail a fait l’objet d’une collaboration avec des spécialistes du SME,
Q. Bailey (ERAU, Arizona) et J. Tasson (Carleton College, Minnesota). J’ai ensuite mis
en place un logiciel d’analyse permettant de rechercher, dans le domaine temporel, des
signaux périodiques pouvant correspondre à des signaux de violation. Pour cette analyse,
j’ai employé une méthode de type moindres-carrés Monte-Carlo (LSMC) avec simulation
d’échantillons de bruit synthétiques, ce qui m’a permis de tenir compte des propriétés du
bruit de mesure pour estimer de manière conservative les incertitudes sur nos paramètres
de violation. J’ai également disposé de données de température pour estimer l’amplitude
des principaux effets systématiques, d’origine thermique.
Grâce aux équipes de l’ONERA et de l’OCA, impliquées dans le déroulement de la
mission MICROSCOPE, j’ai pu analyser cinq sessions de mesure, qui m’ont permis de
contraindre des coefficients SME du secteur de la matière couplée à la gravitation à un
niveau de sensibilité supérieur de 4 ordres de grandeur à celui de l’état de l’art.
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Ce chapitre présente un test d’invariance de Lorentz réalisé dans le cadre de l’Ex-
tension du Modèle Standard, décrite dans la partie 1.3. Ce test est réalisé à l’aide de
données de fréquence, obtenues grâce à une fontaine atomique permettant de mesu-
rer les fréquences de transition entre différents niveaux hyperfins de l’atome de césium
133. L’analyse de ces données a permis d’améliorer de plusieurs ordres de grandeur les
contraintes actuelles sur des violations d’invariance de Lorentz dans le secteur de la ma-
tière au travers de la recherche de variations périodiques de la fréquence de transition
hyperfine.
2.1 Principe du test
Ce test a pour but de rechercher une dépendance de la fréquence de transition hyper-
fine d’atomes de 133Cs en fonction de l’orientation de leur spin. Une fontaine atomique
est utilisée pour mesurer différentes fréquences de transition entre sous-niveaux Zeeman
hyperfins de l’état fondamental du césium.
Pour cette expérience, on impose une orientation fixe aux spins correspondant à
l’axe vertical de la fontaine. À mesure que la Terre tourne sur elle-même, l’orientation
des spins suit le mouvement de la fontaine par rapport au centre de la terre et décrit
un mouvement de précession. En répétant la mesure de fréquence au fils des jours et
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des mois, on mesure les fréquences de transition hyperfine pour différentes orientations
des atomes dans l’espace. Si une violation d’invariance de Lorentz était détectable, elle
se traduirait par une variation harmonique de la fréquence de transition hyperfine avec,
notamment, des composantes journalières et annuelles liées au mouvement de la Terre
dans le Système Solaire.
2.2 Fonctionnement et opération de la fontaine atomique
2.2.1 Introduction
La découverte de l’effet piézoélectrique en 1880 [52], puis de son effet inverse en 1881,
[53, 54] ont conduit au développement des premiers oscillateurs à quartz [55] permettant
de générer des signaux électriques de fréquence extrêmement stable, à la base des horloges
modernes. Les quartz sont des cristaux, naturels ou synthétiques, qui ont la particularité
de se polariser électriquement lorsqu’une contrainte mécanique leur est appliquée (effet
piézoélectrique direct), et inversement de se déformer quand on les soumet à un champ
électrique (effet piézoélectrique inverse).
Le principe de fonctionnement de l’oscillateur à quartz repose sur ces deux effets : on
applique un courant alternatif à un quartz et ce dernier se déforme par effet piézoélec-
trique inverse. Lorsque la fréquence du courant alternatif devient proche de la fréquence
propre du cristal, l’amplitude de la déformation devient maximale et induit un cou-
rant sinusoïdal (effet piézoélectrique direct) dont la fréquence correspond à la fréquence
propre du cristal. Par rétroaction, on peut entretenir cette oscillation résonnante et ainsi
générer un signal électrique stable.
La fréquence de résonance du cristal et la largeur naturelle de celle-ci sont liées à
sa géométrie et conditionnent le facteur de qualité 1 du cristal, qui caractérise ses per-
formances, notamment en terme de stabilité en fréquence. D’autres facteurs peuvent
également avoir un impact sur la stabilité de l’oscillateur, comme son environnement
(thermique, magnétique, radiatif) ou encore les phénomènes de vieillissement 2 cristal-
lin qui peuvent occasionner des dérives de fréquence. Il est apparu que les horloges à
quartz [57], utilisant la fréquence délivrée par le cristal comme étalon de mesure du
temps, atteindraient rapidement leur performances maximales : dès les années 1950, les
meilleurs oscillateurs à quartz ont atteint une exactitude 3 de 1× 10−10, soit une erreur
1. Rapport entre la fréquence d’oscillation et la largeur de la résonance.
2. Ce vieillissement est multifactoriel, mais la contamination par des polluants lors de la fabrication,
ainsi que la présence d’impuretés dans le cristal ont un rôle important dans ce processus [56]
3. La fréquence délivrée par l’horloge peut s’écrire comme : ν = ν0 [1 + ǫ + y(t)] où ν0 est la fréquence
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de 10 µs/jour, exactitude qui n’a pas été dépassée à ce jour[58]. Outre le vieillissement
progressif du cristal, qui limite l’exactitude de l’horloge, il est impossible d’usiner deux
cristaux parfaitement identiques, et donc de créer des références de fréquences iden-
tiques : les horloges à quartz ne "tiquent" pas à la même vitesse.
Les premières horloges atomiques ont vu le jour dans les années 1940. Les toutes
premières étaient basées sur la transition à 27.8 GHz de la molécule d’amoniac [59],
mais elle n’ont pas permis de surpasser les performances des horloges à quartz 4.Pour
cela il a fallu attendre les années 50 et le développement des horloges à césium [61]
utilisant la transition hyperfine à 9.2 GHz (domaine micro-onde). À l’origine, les atomes
étaient interrogés grâce à une méthode de résonance magnétique mise au point par Rabi
[62], qui consiste à exciter les atomes par interaction avec un champ micro-onde. Cette
méthode a rapidement été perfectionnée par Ramsey [63] et sa méthode des "champs
oscillants séparés" 5.
En 1967, les horloges atomiques prennent une nouvelle importance lors de la redéfi-
nition de la seconde. Cette dernière, auparavant astronomique, devient atomique :
"La durée de 9 192 631 770 périodes de radiation correspondant à la transition entre les
deux niveaux hyperfins de l’état fondamental de l’atome de césium 133"
Résolution 1 de la 13ème Conférence Générale des Poids et Mesures (CGPM), 1967.
Cette nouvelle définition remplace celle de 1956, basée sur l’année tropique 1900 dont la
seconde représentait une fraction de 1/31,556,925.9747 [64].
Actuellement, les horloges à césium les plus performantes sont les fontaines à atomes
froids (voir partie 2.2.2). La première fontaine de ce type à servir de standard de temps a
été construite et mise en fonctionnement au SYRTE en 1995. D’autres développements
ont contribué à l’amélioration des performances de ces horloges, notamment la mise
au point d’oscillateurs cryogéniques dont la stabilité est dix fois supérieure à celle des
quartz. On pense que les horloges micro-onde ont quasiment atteint leur performances
maximales avec une exactitude de 10−16 et une stabilité à 1s 6 de 10−14. Les nouveaux
développements se situent désormais dans le domaine des fréquences optiques pour les-
quelles les facteurs de qualité des résonances sont bien meilleurs et promettent une nette
amélioration aussi bien en terme de stabilité que d’exactitude.
de résonance idéale, ǫ un biais de fréquence dû à des effets systématiques et y(t) l’instabilité due à un
bruit de fréquence. On définit l’exactitude comme l’incertitude sur la connaissance de ǫ et la stabilité
comme la fluctuation relative de fréquence de y(t). Elle est généralement caractérisée par la variance
d’Allan de ces fluctuations.
4. L’exactitude maximale de ces horloges était de 2 × 10−8 [60]
5. Pour plus de détails voir partie 2.2.2
6. i.e. l’écart-type d’Allan pour un temps d’intégration de 1s.
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Figure 2.1 – Représentation schématique de l’ensemble d’horloges atomiques du LNE-
SYRTE, schéma provenant de [65].
Le laboratoire SYRTE dispose d’un ensemble d’horloges atomiques mesurant la fré-
quence d’une même référence (voir Fig.2.1), un oscillateur cryogénique à résonateur
saphir [66, 67]. Cet oscillateur possède une stabilité à une seconde de 10−15. Cet en-
semble est constitué de trois fontaines micro-onde utilisant des atomes de césium ou de
rubidium, une représentation secondaire de la seconde. Le laboratoire développe égale-
ment des horloges optiques à atomes de mercure et de strontium. Ces horloges optiques
ont démontré une stabilité à 1s de 10−15, dépassant celle des fontaines à atomes froids
(la fontaine double à atomes froids de rubidium et de césium (F02) possède une stabilité
maximale à 1s de 1.6× 10−14). Elles ont également une exactitude de l’ordre de 10−18,
supérieure de deux ordres de grandeur à celle obtenue avec les fontaines à atomes froids.
2.2.2 Principe de fonctionnement de la FO2
Le principe de fonctionnement de la fontaine atomique repose sur l’excitation d’un
ensemble d’atomes préparés dans un état initial |i〉. Cette excitation se fait grâce à une
onde électromagnétique (ici dans le domaine micro-onde) générée par un oscillateur.
D’après la loi de Planck, si la fréquence de cette onde est proportionnelle à l’écart en
énergie entre l’état initial et l’état excité |e〉 (Eq. 2.1), cela induit une transition des
atomes vers l’état excité :
h · νOEM = E|e〉 − E|i〉 (2.1)
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où h est la constante de Planck, νOEM le fréquence de l’onde excitatrice, E|e〉 l’énergie
de l’état excité et E|i〉 celle de l’état initial.
La réponse des atomes à cette excitation, i.e. le nombre d’atomes excités, dépend du
désaccord entre la fréquence excitatrice et la fréquence de transition atomique. On peut
définir une probabilité de transition P comme le rapport :
P =
N|e〉
N|i〉 + N|e〉
(2.2)
où N|e〉 et N|i〉 sont respectivement le nombre d’atomes excités et le nombre d’atomes
restant dans l’état initial.
Plus la fréquence de l’onde excitatrice est proche de celle de la transition, plus la pro-
babilité de transition tend vers 1. En ajustant la fréquence de l’oscillateur de manière à
maximiser P, on peut l’asservir en fréquence.
La fontaine interroge la transition hyperfine entre les sous-niveaux |F = 3〉 et |F = 4〉,
où F = I + S représente le moment cinétique total de l’atome avec I le spin du noyau et
S le spin de l’électron 7. Un champ magnétique statique uniforme orienté suivant l’axe z 8
est appliqué aux atomes. L’interaction des moments magnétiques de l’atome et du champ
magnétique entraîne une perturbation des niveaux hyperfins et lève la dégénérescence des
sous-niveaux, caractérisés par la valeur mF de la projection du moment cinétique total
sur l’axe de quantification, ici l’axe vertical z. La structure des niveaux et sous-niveaux
hyperfins de l’état fondamental du 133Cs est représentée sur la figure 2.2.
Figure 2.2 – Structure hyperfine de l’état fondamental de l’atome 133Cs.
Intéressons nous désormais au fonctionnement de la fontaine double FO2 qui peut
fonctionner de façon simultanée avec des atomes de 87Rb et 133Cs, mais qui dans le
7. Dans le cas du césium 133 : I = 7
2
et S = 1
2
car cet atome ne possède qu’un électron de valence
situé dans un état L = 0. Les deux états hyperfins permis sont F = 7
2
+ 1
2
et F = 7
2
− 1
2
.
8. ⊥ à la surface de la Terre
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cas de notre expérience a été utilisée dans un mode de fonctionnement utilisant uni-
quement des atomes de 133Cs. Dans ce dispositif (voir Fig. 2.3), les atomes de 133Cs
et 87Rb s’échappant de la source à des vitesses initiales de l’ordre de 100 m.s−1, sont
freinés jusqu’à atteindre quelques cm.s−1 par refroidissement laser : trois paires de lasers
contra-propageants disposées suivant les 3 dimensions de l’espace interagissent avec les
atomes. Leur fréquence est réglée légèrement en dessous (∼ 10 MHz) de la fréquence de
résonance atomique entre les niveaux 6S1/2(F = 3) et 6P3/2(F = 5) [68], afin que les
fréquences soient aussi proches que possible dans le référentiel de l’atome en mouvement.
Cet ajustement de la fréquence laser permet de maximiser l’absorption des photons du
laser lorsque l’atome se dirige vers lui. Ce dernier se désexcite ensuite par émission spon-
tanée, perdant ainsi une partie de son énergie. Grâce à la pression de radiation exercée
dans toutes les directions par les lasers, le nuage d’atomes est progressivement ralenti et
immobilisé pour finir par former (en 100 ms dans le cas du 133Cs) une mélasse optique
contenant quelques 109 atomes à une température inférieure à 1µK [69].
Les atomes sont ensuite lancés verticalement grâce à une technique de "mélasse mou-
vante" [70, 71]. Au niveau de la cavité de sélection, une impulsion micro-onde produit une
inversion totale de population entre les niveaux hyperfins |F = 4, mF 〉 −→ |F = 3, mF 〉,
permettant ainsi de peupler au maximum l’état choisi |F = 3, mF 〉. Un laser pousseur
permet d’éliminer les atomes restés dans l’état hyperfin F = 4.
Les atomes sélectionnés rentrent ensuite dans la zone d’interrogation, où ils effectuent
un vol balistique durant lequel ils subissent une séquence d’interrogation Ramsey : ils
traversent une cavité micro-onde, dans laquelle - une première fois à la montée et une
seconde fois à la descente - ils interagissent avec une onde générée par un oscillateur
cryogénique qui excite partiellement les atomes.
En sortie de la cavité, on mesure la probabilité de transition des atomes en estimant la
population d’atomes dans l’état excité par une technique de fluorescence induite par laser
[68]. Cette probabilité de transition constitue le signal d’horloge. Enfin, par rétroaction,
on s’assure que cette probabilité de transition reste toujours maximale en ajustant la
fréquence de l’oscillateur micro-onde de sorte qu’elle soit aussi proche que possible de la
fréquence de transition atomique.
La probabilité de transition se présente sous la forme d’une figure d’interférence. En
effet, les atomes excités à l’issue de la première impulsion micro-onde accumulent une
phase proportionnelle au désaccord de fréquence entre l’oscillateur et la résonance au
cours de la phase d’évolution libre. Suite à la seconde impulsion, ils interfèrent en phase
avec les atomes nouvellement excités.
La séquence d’interrogation consiste à mesurer la probabilité de transition de chaque
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Figure 2.3 – Représentation simplifiée du fonctionnement de la fontaine atomique F02.
côté de la frange centrale. On estime ainsi le désaccord entre la fréquence de l’oscillateur
local et la résonance atomique. Interroger les atomes à des fréquences correspondant
à la demi-hauteur de la frange centrale, i.e. une zone où la pente de la probabilité de
transition est maximale, permet d’être très sensible aux variations de la fréquence du
signal micro-onde [68].
Stabilité et exactitude Les mesures sont affectées d’un bruit blanc de fréquence
caractérisé par un écart-type d’Allan en τ−1/2, où τ est le pas d’échantillonnage. Ce
bruit correspond au bruit de projection quantique - limite ultime des horloges atomiques
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Effets systématiques Amplitude (×1016)
Effet Zeeman quadratique 1927.3± 0.3
Rayonnement du corps noir −168.2± 2.5
Collisions et entraînement de fréquence par la cavité −357.5± 2.0
Impuretés du spectre micro-onde 0.0± 4.3
Tableau 2.1 – Liste et amplitude des principaux effets systématique affectant les me-
sures de l’horloge atomique F02 (Cs) [69]. Les valeurs indiquées dans ce tableaux sont
exprimées en terme de décalage relatif de fréquence ∆ν/ν.
- qui est lié au caractère probabiliste de la mesure de l’état final d’un système formé
d’une superposition de deux états (ici |i〉 et |e〉) [72]. Il est caractérisé par une évolution
en 1/
√
N , où N est le nombre total d’atomes interrogés durant un intervalle de temps
τ sur lequel les données sont moyennées. À chaque cycle, de durée Tcycle, Ncycle atomes
sont lancés dans le dispositif. Le nombre total d’atomes interrogés durant l’intervalle de
temps τ est N = Ncycle ∗τ/Tcycle. Le bruit de projection quantique évolue donc en 1/
√
τ .
Les principaux effets limitant l’exactitude sont résumés dans la table 2.1 (pour plus
de détails, voir [69]). L’effet Zeeman quadratique occasionne un déplacement relatif des
niveaux hyperfins, proportionnel au carré du champ magnétique. Le rayonnement du
corps noir induit quant à lui un déplacement de fréquence dépendant de la température
du milieu environnant les atomes. Le déplacement collisionnel a pour origine les inter-
actions entre atomes froids dans la zone d’interrogation, et les effets d’entraînement de
fréquence par la cavité proviennent du désaccord du champ résonnant dû à la présence
de ces mêmes atomes dans la cavité. Le système est également sensible aux imperfections
du champ micro-onde (impuretés du spectre micro-onde), ainsi qu’aux fuites micro-onde
qui sont causées par des interactions entre les atomes et des champs micro-onde parasites
hors de la cavité.
2.2.3 Utilisation pour des tests de physique fondamentale
Grâce à sa stabilité, son exactitude et sa capacité d’opération sur le long terme,
l’horloge F02 est un instrument tout à fait adapté à la réalisation de tests de physique
fondamentale. Elle a notamment pu être utilisée en 2006 pour un premier test d’inva-
riance de Lorentz dont les données sont ré-analysées dans le cadre de cette thèse [51].
L’analyse des mesures de fréquence de la fontaine a également permis de rechercher
- sur quatorze années - des variations de la constante de structure fine α, de réaliser
un test de redshift gravitationnel, ainsi que de contraindre une possible variation de la
masse des quarks [65].
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Plus récemment, six années de données ont été analysées pour les besoins d’un autre
test visant cette fois à rechercher un champs scalaire massif, candidat potentiel pour
expliquer la matière noire présente dans l’Univers, au travers de la recherche de variation
harmonique de la constante de structure fine, ainsi que de la masse des quarks[73].
2.3 Description des données
Afin de rechercher une variation de la fréquence de transition hyperfine en fonction
de l’orientation des spins atomiques, on mesure un ensemble de transitions entre sous-
niveaux Zeeman hyperfins du 133Cs. Ces niveaux sont magnétisés (mF 6= 0), contraire-
ment aux niveaux utilisés dans la configuration de mesure habituelle de l’horloge utilisant
la transition hyperfine |F = 3, mF = 0〉 → |F = 4, mF = 0〉.
2.3.1 Données de fréquence
Nous disposons de deux jeux de données de fréquence, respectivement 21 jours en
avril 2005 et 14 jours en septembre 2005. Pour les besoins du test, ces données n’ont pas
été prises dans le mode de fonctionnement habituel de l’horloge F02, mais en mesurant
la fréquence de transition entre sous-niveaux hyperfins magnétisés (mF 6= 0). Du fait
de l’utilisation de ces niveaux mF 6= 0, l’expérience devient extrêmement sensible aux
variations de champ magnétique. Dans l’expression de la fréquence de transition (Eq.
2.3), le premier terme correspond à l’effet Zeeman premier ordre dû à l’interaction entre
les différents moments de l’atome et un champ magnétique extérieur statique et uniforme
de faible intensité. La perturbation résultant de cette interaction provoque la levée de
dégénérescence de sous-niveaux hyperfins dont le décalage en énergie est proportionnel
au champ magnétique B.
∆ν = mF K
(1)
Z B +
(
1− m
2
F
16
)
K
(2)
Z B
2 (2.3)
Le cas de l’horloge correspondant à un régime de champ magnétique intermédiaire, il
faut inclure une correction du second ordre dans le décalage relatif des niveaux [74]. Cet
effet Zeeman quadratique entraîne un décalage relatif constant des sous-niveaux de -2
mHz qui est retiré en amont de l’ajustement des données.
Afin de s’affranchir au maximum des dépendances linéaires au champ magnétique,
ce dernier variant légèrement au cours du temps 9, il a été décidé en 2005 [51, 68] de
9. Essentiellement à cause de la proximité avec le RER B.
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Figure 2.4 – Mesures de fréquence (Hz) et écart-type d’Allan associé.
mesurer de manière quasi simultanée un ensemble de transitions formant une observable
combinée. Cette dernière, notée νc, correspond à la combinaison de trois transitions avec
mF = 0,±3 :
νc = ν+3 + ν−3 − 2ν0 (2.4)
La combinaison de deux transitions avec des projections de moment cinétique opposées
permet d’annuler l’effet Zeeman premier ordre, la mesure de la transition d’horloge ν0
permet quant à elle de recalibrer la fréquence de la référence locale. La séquence d’in-
terrogation dure un peu plus de 400 secondes [51] et se décompose de la façon suivante :
A- Mesure des probabilités de transition entre sous-niveaux Zeeman magnétisés avec
mF 6= 0 - durée 4.18 s :
1- Transition pour la résonance |3,−3〉 ↔ |4,−3〉 avant la résonance.
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2- Transition pour la résonance |3, +3〉 ↔ |4, +3〉 avant la résonance.
3- Transition pour la résonance |3,−3〉 ↔ |4,−3〉 après la résonance.
4- Transition pour la résonance |3, +3〉 ↔ |4, +3〉 après la résonance.
La combinaison de A-1 et A-3 donne les valeurs de ν−3 et la combinaison de A-2
et A-4 donne les valeurs de ν+3.
B- Étape A répétée 100 fois
C- Toutes les 400 s environ, mesure de la transition d’horloge ν0 pendant une durée
10 s.
Chaque point de donnée représente la moyenne de 432 s de mesure de l’observable
combinée.
Les deux jeux de données et leurs écart-types d’Allan sont représentés à la figure 2.4.
Ils présentent tous deux un bruit blanc caractérisé par une déviation standard d’environ
3 mHz.
Figure 2.5 – Représentation des niveaux hyperfins utilisés pour construire l’observable
combinée νc.
2.3.2 Mesure de temps de vol
Les trajectoires suivies par les atomes situés dans des état ±mF sont légèrement
différentes. En présence d’inhomogénéités de champ magnétique, le champ vu par les
atomes dépend de leur état, ce qui conduit à une annulation imparfaite de l’effet Zee-
man premier ordre qui constitue la source principale d’effets systématiques pour notre
expérience. Si, par ailleurs, les trajectoires de lancement des atomes varient légèrement
dans le temps, on peut potentiellement observer des variations de fréquences pouvant se
confondre avec une violation d’invariance de Lorentz. Afin d’évaluer l’impact de cet effet
sur notre test, nous utilisons des mesures de temps de vol des atomes dans la fontaine
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pour rechercher des variations de trajectoires relatives des atomes situés dans les états
mF = ±3.
Pour obtenir ces données, on mesure l’évolution du signal de fluorescence et on en
déduit le flux total et la distribution en vitesse des atomes [68]. En répétant l’opération
pour les atomes dans l’état mF = −3 et mF = +3, on constate une différence systéma-
tique de 158 µs entre les temps de vol des deux états. Cette différence traduit une vitesse
verticale différente selon l’état et donc des hauteurs de trajectoires différentes dans la
zone d’interrogation.
Cette différence, en présence d’un gradient de champ magnétique, provoque l’appari-
tion d’un décalage global des mesures de νc. Grâce à des mesures de gradient vertical et
horizontal [68] intégrées dans une simulation Monte-Carlo du comportement des atomes
dans l’horloge, le décalage de 158 µs visible dans les temps de vol a été associé à un dé-
calage maximal de la fréquence mesurée νc de 0±25 mHz. Cette valeur est utilisée pour
étalonner les temps de vol dont les variations seront traduites en terme de variations de
fréquence pour les harmoniques inclues dans notre modèle.
2.4 Modèle SME pour la transition hyperfine des alcalins
2.4.1 Modèle SME dans le référentiel du laboratoire
Le premier modèle reliant la fréquence de transition hyperfine des alcalins à des
coefficients SME a été publié dans [48]. Dans ce modèle, une violation d’invariance de
Lorentz induit un décalage relatif des sous-niveaux hyperfins et donc une modification
de la fréquence de transition hyperfine. La perturbation en énergie d’une transition
hyperfine |F, mF 〉 ←→ |F ′, m′F 〉 due à une violation d’invariance de Lorentz s’écrit :
∆E = δE(F, mF )− δE(F ′, m′F ) (2.5)
Les décalages individuels de chaque sous-niveau peuvent s’exprimer sous la forme d’une
fonction de coefficients SME :
δE(F, mF ) = m̂F
∑
w=p,n,e
(
βw b̃
w
3 + δwd̃
w
3 + κwg̃
w
d
)
+ m̃F
∑
w=p,n,e
(
γw c̃
w
q + λwg̃
w
q
)
(2.6)
où m̂F et m̃F sont des ratios de coefficients de Clebsch-Gordan, formant des fonc-
tions linéaire en mF pour m̂F et quadratique pour m̃F . Ils sont définis à l’annexe A. Les
paramètres βw, δw, κw, γw, λw correspondent quant à eux à des valeurs moyennes de com-
binaisons d’opérateurs de spin ou de moments mesurés dans l’état extrémal |F, mF = F 〉.
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Les coefficients SME du secteur de la matière apparaissant dans l’observable sont notés
b̃w3 , d̃
w
3 , g̃
w
d , c̃
w
q et g̃
w
q . Les tildes qui apparaissent au dessus de ces coefficients indiquent
qu’il s’agit de combinaisons d’autres paramètres SME. Les combinaisons apparaissant
dans l’observable finale seront explicitées par la suite.
Le décalage total de fréquence dû à une violation d’invariance de Lorentz est obtenu
en sommant les décalages individuels induits par chaque type de particule (proton, élec-
tron, neutron). Dans l’annexe A.1, on montre que la perturbation de fréquence pour une
transition hyperfine |F = 3, mF 〉 ←→ |F = 4, mF 〉, est donnée par :
∆ν =
mF
2h
(
βeb̃
e
3 + δed̃
e
3 + κeg̃
e
d
)
− mF
14h
∑
w=p,n
(
βw b̃
w
3 + δwd̃
w
3 + κwg̃
w
d
)
(2.7)
− m
2
F
14h
∑
w=p,n
(
γw c̃
w
q + λwg̃
w
q
)
À partir cette expression, on détermine la formulation de l’observable combinée νc =
ν+3 + ν−3 − 2ν0, en considérant que le paramètre λw est nul 10 [48] (voir Eq. 2.8). Cette
dernière ne dépend alors plus que des termes quadratiques en mF et d’un seul coefficient
SME, le tout exprimé dans le référentiel du laboratoire.
νc = −
9
7h
∑
w=p,n
γw c̃
w
q (2.8)
Le paramètre γw est proportionnel au moment quadripolaire de la distribution des par-
ticules, ici des nucléons, dans l’espace des impulsions Mw02 [75] :
Mw02 =
Nw
∑
N=1
〈F, F | 2p2z − p2x − p2y |F, F 〉 (2.9)
On note w le type de particule considérée, ici proton(p) et neutron (n), dont la masse
est mw. D’après [48], le paramètre γw est définit comme :
γw =
Mw02
6m2wc2
(2.10)
2.4.2 Interprétation physique de l’observable
Le paramètre γw est un facteur d’échelle adimensionné, prenant une valeur par-
ticulière pour chaque type de particule considéré. Il détermine ainsi la sensibilité de
l’observable aux contributions des protons et des neutrons. Ce paramètre est lié aux
10. cette hypothèse est discutée dans la section 2.9
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éléments de matrices de l’opérateur de moment quadripolaire nucléaire [48]. Un moment
quadripolaire non nul est lié à une anisotropie de la distribution de densité et de vitesse
des nucléons composant le noyau, le paramètre γw dépend donc entièrement du modèle
utilisé pour représenter la structure du noyau.
Le coefficient SME c̃wq est une combinaison des trois composantes purement spatiales
du tenseur cµν - un tenseur de rang 2 et de trace nulle - qui intervient comme une
modification de terme cinétique du lagrangien usuel utilisé pour décrire une particule
de spin 1/2 [48]. D’un point de vue physique, la conséquence de ce changement est une
modification de la relation de dispersion de la particule, qui devient dépendante de la
direction et du référentiel considéré et entraîne une modification de la vitesse maximale
autorisée pour les différentes particules.
Dans le cas du modèle SME pour les transitions hyperfines des alcalins, les com-
posantes du tenseur cµν quantifient l’amplitude d’une contribution anormale d’origine
quadripolaire à la fréquence de transition. Cette contribution implique une dépendance
de la fréquence de transition au moment quadripolaire de la distribution des charges
au sein du noyau et donc une variation de la fréquence de transition en fonction de
l’orientation de cette distribution dans l’espace.
2.4.3 Modèle SME dans le Référentiel Héliocentrique Non Tournant
Les composantes du tenseur cµν ne sont pas définies de manière unique et dépendent
du système de coordonnées utilisé. Afin que toutes les études réalisées dans le cadre du
SME soient cohérentes entre elles, on exprime les coefficients SME dans un référentiel
conventionnel, le Référentiel Héliocentrique Non Tournant (RHNT) 11, inertiel sur une
échelle de temps de plusieurs millénaires.
Cette étape implique une reformulation du modèle au travers d’un changement de
référentiel faisant intervenir une transformation de Lorentz à l’ordre n, qui permet d’ex-
primer les coefficients SME non plus dans le référentiel du laboratoire, mais dans le
RHNT. Elle fait également apparaître dans le modèle des harmoniques liées à la ro-
tation de la Terre et à sa révolution autour du Soleil. L’expression générale pour une
transformation de Lorentz dans une direction quelconque est donnée par :
{
ct′ = γ (ct− βn · r)
r′ = r + (γ − 1) (r · n) n− γβt
(2.11)
On note n la direction du mouvement relatif de vitesse v = vn. La vitesse réduite β
11. Défini dans la partie 1.3.5
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associée au mouvement est définie comme β = vc . La vitesse de la lumière est notée c et
γ = 1/
√
1− β2 est le facteur de Lorentz.
À partir de cette définition, on peut définir une matrice de transformation de Lorentz
- sans rotation spatiale - Λ :
Λ =
(
γ γβnT
γβn I3 + (γ − 1) n · nT
)
(2.12)
En faisant un développement de Taylor à l’ordre n du facteur de Lorentz, on obtient une
matrice de transformation d’ordre n. Appliqué k fois pour un tenseur d’ordre k, cette
transformation permet d’obtenir l’expression du modèle à l’ordre O (βn).
D’après [50], la matrice de transformation entre le référentiel du laboratoire et le
RHNT est donnée par le produit de la matrice Λ et d’une matrice R définissant la
rotation entre les axes du référentiel instantané non tournant du laboratoire et ceux du
RHNT :
T =







1 0 0 0
0
0 R
0







· Λ (2.13)
La matrice de transformation totale est définie en supposant que la Terre décrit un mou-
vement circulaire autour du Soleil, les contributions de l’excentricité étant négligeables
[50]. Le détail des matrices de transformation est donné dans l’Annexe B.
Cette transformation nous permet d’exprimer les paramètres SME du laboratoire,
notés cwij , comme des fonctions de coefficients du référentiel héliocentrique, notés c
w
IJ :
cwij = T.c
w
IJ .T
T (2.14)
Chaque paramètre du laboratoire est maintenant une fonction de coefficients exprimés
dans le RHNT et d’harmoniques du mouvement :
cwij =
∑
n
Cωn cos (ωnt) + Sωn sin (ωnt) (2.15)
avec ωn = 0, Ω, 2Ω, ω, ω ± Ω, ω ± 2Ω, 2ω, 2ω ± Ω, 2ω ± 2Ω, 3ω ± Ω les fréquences du
modèle. On note ω la fréquence de rotation de la Terre et Ω sa fréquence de révolution.
Le temps écoulé depuis l’équinoxe de printemps le plus récent est noté t. Les amplitudes
Cωn et Sωn sont des fonctions linéaires de coefficients SME du RHNT.
Les composantes du tenseur cµν peuvent s’exprimer, dans le RHNT, sous la forme
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de neuf combinaisons qui sont multipliées par l’énergie au repos de la particule. Nous
suivons ici la définition donnée dans [45] de ces combinaisons :
c̃wQ = mwc
2(cwXX + c
w
YY − 2cwZZ)
c̃w− = mwc
2(cwXX − cwYY) (2.16)
c̃wJ = mwc
2(cwKL + c
w
LK)
c̃wTJ = mwc
2(cwTJ + c
w
JT)
c̃wTT = mwc
2cwTT
où les indices J, K, L correspondent aux coordonnées spatiales (X, Y, Z) dans le RHNT,
l’indice T correspond à la composante temporelle et l’exposant w à la nature de la
particule considérée (p pour proton et n pour neutron). L’expression fait intervenir les
masses des particules, notées mw. Les coefficients SME ont la dimension d’une énergie
et sont, par convention, exprimés en GeV.
2.5 Extension du modèle
2.5.1 Représentation du noyau : méthode des Champs Moyens Auto-
Cohérents Relativistes (SCRMF)
Tous les calculs relatifs au modèle SCRMF ont été réalisés par R.-D. Lasseri, J.-P.
Ebran et E. Khan de l’Institut de Physique Nucléaire d’Orsay.
Le SME s’appuie généralement sur le modèle nucléaire de Schmidt pour les calculs ayant
trait aux contributions des nucléons. Ce modèle, développé dans les années 1930 [76, 77],
décrit le noyau comme un ensemble de N particules indépendantes, en mouvement dans
un potentiel moyen sphérique. Il postule également que les paires de nucléons semblables
annulent leur spin et leur parité mutuelles, formant ainsi un cœur sphérique inerte sur-
plombé par un unique nucléon de valence qui est la source du spin total et du moment
magnétique du noyau. Ce modèle, contrairement au modèle collectif de la goutte li-
quide 12 [78], permet de reproduire les déviations à la symétrie sphérique observées pour
certains noyaux [79]. Ce modèle permet d’obtenir de bonnes estimations pour le moment
magnétique du noyau, mais a plus de difficulté à reproduire les mesures expérimentales
du moment quadripolaire.
12. Ce modèle considère le noyau comme un ensemble de nucléons confinés dans un volume fini et
animés de mouvements collectifs.
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Dans le référentiel intrinsèque du noyau, le moment quadripolaire dans l’espace des
positions s’exprime comme :
Q̃w20 = 〈I, I|
(
3z2 − r2
)
|I, I〉 (2.17)
On peut également l’exprimer dans l’espace des impulsions :
M̃w20 = 〈I, I|
(
3p2z − ~p · ~p
)
|I, I〉 (2.18)
où I est le spin du noyau.
Afin de comparer les valeurs théoriques aux valeurs expérimentales, mesurées par spec-
troscopie, il est nécessaire de projeter le moment quadripolaire dans le référentiel du
laboratoire (Qw20) :
Qw20 =
3K2 − I(I + 1)
(I + 1)(2I + 3)
Q̃w20 (2.19)
K étant la projection du spin nucléaire total sur l’axe de symétrie du noyau déformé.
Dans le cadre du modèle de Schmidt, le moment quadripolaire du proton - respecti-
vement dans l’espace des positions (Qw20) et des impulsions (M
w
20) - s’écrit [86, 87] :
Qw20 = −ew
j − 12
j + 1
<
r2
2
> (2.20)
Mw20 = −ew
j − 12
j + 1
<
p2
2mp
> (2.21)
La charge du nucléon est notée ew et j est le moment cinétique total associé à son
orbitale. Le rayon orbital moyen du proton est estimé dans le cadre du modèle de la
goutte liquide [78] < r >= 35r
2
o
A2
3 où ro = 1.2 fm et A est le nombre de masse. L’énergie
cinétique moyenne du proton de valence vaut environ < p
2
2m2pc
2 >∼ 10−2 [48].
Dans le cas du noyau de 133Cs (Z=55), les valeurs de Q20 obtenues pour le proton,
dans le cadre des modèles de Schmidt et du champ moyen auto-cohérent relativiste
(SCRMF), sont résumées dans la table 2.2. On peut noter que les prédictions pour le
moment quadripolaire dérivant du modèle de Schmidt diffèrent d’un facteur 40 de la
valeur expérimentale, tandis que la valeur obtenue avec le modèle SCRMF est du même
ordre de grandeur.
Revenons à présent au paramètre γw. Ce dernier est proportionnel au moment qua-
13. Le référentiel intrinsèque est un référentiel dont les axes sont fixes par rapport au noyau.
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Modèle nucléaire Qp20 (fm
2)
Schmidt -15.112
SCRMF -0.354
Expérimental [88] -0.343
Tableau 2.2 – Valeurs théoriques et expérimentale du moment quadripolaire pour le
133Cs dans l’espace des positions. Les valeurs sont exprimées en fm2.
dripolaire dans l’espace des impulsions Mw02.
γw =
Mw20
6m2wc2
(2.22)
La comparaison des valeurs de γw, calculées avec le modèle de Schmidt et avec le modèle
SCRMF, est présentée dans la table 2.3. Pour le proton, les valeurs de γp sont du même
ordre de grandeur pour les deux modèles - bien que de signes opposés. Pour les neutrons
en revanche, le modèle SCRMF aboutit a une estimation de γn non nulle qui permet
d’accéder aux contraintes sur les paramètres SME du neutron. Cette valeur étant environ
dix fois plus petite que celle calculée pour le proton, la sensibilité aux paramètres du
neutron est plus faible, mais permet tout de même une amélioration potentielle de l’état
de l’art actuel sur les contraintes SME.
Modèle nucléaire γp γn
Schmidt −1.1× 10−3 0
SCRMF 8.32× 10−4 1.76× 10−5
Tableau 2.3 – Valeurs du paramètre γw [-] pour les neutrons (n) et les protons (p)
obtenues avec le modèle nucléaire de Schmidt et le modèle SCRMF.
La recherche de modèles nucléaires alternatifs au modèle de Schmidt est un champ de
recherche en plein essor dans le domaine des tests SME d’invariance de Lorentz. Plusieurs
études relatives au calcul des éléments de matrice du moment quadripolaire nucléaire
ont été publiées au cours des deux dernières années. Dans [84], on compare notamment
les résultats obtenus avec la méthode SCRMF à ceux publiés dans [87] et [75]. Dans le
cas de l’étude réalisée dans [87], les valeurs obtenues pour les Mp02 sont en accord avec
celles calculées par la méthode SCRMF, tandis que les valeurs de Mn02 obtenues pour le
neutron diffèrent d’un facteur 60. Cela est dû au fait que la méthode utilisée dans [87] est
ajustée de manière à reproduire les valeurs expérimentales du moment quadripolaire du
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proton, Qp20, et donne de fait des résultats approximatifs pour le moment quadripolaire
du neutron. R.-D. Lasseri, J.-P. Ebran et E. Khan ont également réalisé des calculs
d’éléments de matrice du moment quadripolaire pour les noyaux de 21Ne, 131Xe et 201Hg,
afin de comparer les résultats de la méthode SCRMF à ceux obtenus dans [75]. Dans
leur approche, ils imposent la valeur du spin et la parité de l’état fondamental du noyau,
puis comparent les prédictions obtenues pour l’énergie du niveau fondamental - selon la
fonctionnelle de densité d’énergie utilisée - avec les valeurs expérimentales pour valider
cette approche[89]. Par rapport à [75], les résultats sont extrêmement proches pour le
noyau de 21Ne et restent du même ordre de grandeur pour les noyaux de 131Xe et 201Hg.
Les différences observées résultent des méthodes de calculs propres à chaque étude.
D’autres études, comme celle de V. V. Flambaum et M. V. Romalis parue en 2017
[90], cherchent à réaliser des calculs nucléaires dans le cadre de modèles plus complexes
que le modèle en couche dans le but d’améliorer, entre autres, les observables SME. La
variété des modèles et des méthodes de calculs en physique nucléaire rend complexe la
comparaison de ces différents modèles. Néanmoins, les différentes pistes explorées jusqu’à
présent ont donné des résultats très intéressants, faisant de cette thématique une voie
prometteuse pour l’amélioration des modèles décrivant la physique au-delà du modèle
standard.
2.5.2 Transformation de Lorentz à l’ordre 2 vers le RHNT
Les modèles SME sont généralement développés avec une transformation à l’ordre
1. Comme expliqué dans le section 2.4.3, ces modèles sont associés à une matrice de
transformation de Lorentz développée à l’ordre 1 en vitesse réduite β (Eq. 2.23).
Λ(1) =
(
1 βnT
βn I3
)
(2.23)
Pour cette seconde analyse, on utilise une transformation d’ordre 2 :
Λ(2) =
(
1 + 12β
2 βnT
βn I3 + 12β
2n · nT
)
(2.24)
Le but de cette opération est de faire apparaître la 9ème composante du tenseur cµν -
notée cT T - dans l’observable SME. Pour plus de détails sur cette transformation et sur
la composition détaillée du modèle O
(
β2
)
, voir Annexe B.
L’observable d’ordre 1 contient les 8 premières composantes de ce tenseur, chaque
terme étant multiplié par un facteur β = vc de l’ordre de β⊕ ∼ 10−4 pour la vitesse réduite
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de la Terre et de βl ∼ 10−6 pour celle du laboratoire autour du centre de la Terre. Pour ces
8 coefficients SME, l’apport du modèle d’ordre 2 est négligeable, les nouveaux termes
étant multipliés par un facteur β2 ≤ 10−8. Les termes additionnels seront d’ailleurs
ignorés dans le modèle O
(
β2
)
utilisé pour l’analyse. En revanche, la transformation à
l’ordre 2 permet de contraindre le coefficient cT T à un niveau compétitif par rapport à
l’état de l’art, malgré l’amplitude réduite des termes dont il dépend (uniquement en β2).
Le développement du modèle O
(
β2
)
a fait l’objet d’une collaboration avec Quentin
Bailey du département de physique et d’astronomie de l’université aéronautique Embry-
Riddle (Arizona, USA).
2.5.3 Prise en compte des variations annuelles
Figure 2.8 – Harmoniques apparaissant dans le modèle SME pour la transition hyperfine
du césium 133. Les fréquences inclues dans le modèle O
(
β1
)
de 2006 sont en bleu, les
fréquences additionnelles ajoutées par le modèle O
(
β2
)
sont en rouge. La fréquence de
rotation de la Terre est notée ω et sa fréquence de révolution Ω.
La durée de nos jeux de données - de l’ordre d’une dizaine de jours - nous permet
de rechercher des variations journalières de la fréquence de transition hyperfine. Par
ailleurs, le fait que ces jeux de données soient espacés de six mois environ nous autorise
également à y rechercher des modulations annuelles liées au déplacement de la Terre
autour du Soleil au cours de la demi-révolution écoulée.
Lors de l’analyse réalisée en 2006 [51], les variations annuelles étaient négligées. Le
modèle était alors constitué d’un terme constant et de deux termes liés à la variation
journalière de l’observable : 0, ω, 2ω (en bleu sur le schéma 2.8). À chaque composante
de fréquence ωn étaient associées deux composantes de phase, en quadratures (sin (ωnt)
et cos (ωnt)).
Grâce à l’inclusion des termes annuels, nous disposons à présent de 12 harmoniques
supplémentaires (indiquées en rouge sur le schéma 2.8), soit au total 29 composantes.
Augmenter le nombre de fréquences sur lesquelles on décompose le signal permet d’aug-
menter la diversité des combinaisons de coefficients apparaissant dans le modèle et
conduit à une meilleure décorrélation des paramètres SME.
44 CHAPITRE 2. Analyse des données F02
2.5.4 Résumé des améliorations et de leur impact sur la portée du test
Dans le cadre de cette thèse, le modèle précédemment utilisé [51] a été amélioré sur
deux points :
- l’inclusion des variations annuelles - plus réaliste compte tenu de l’espacement
temporel des données - qui permettent de mieux décorréler les contributions des
différents paramètres SME à l’observable.
- l’utilisation d’une transformation de Lorentz à l’ordre 2 permettant d’accéder à
un 9ème coefficient, absent du modèle O
(
β1
)
L’autre élément apporté à ce test est l’emploi d’un modèle nucléaire plus poussé que
le modèle de Schmidt, permettant d’obtenir une sensibilité non nulle aux contributions
des neutrons au signal de violation. Cette amélioration a été obtenue grâce à une colla-
boration avec trois membres de l’IPN d’Orsay : R.-D. Lasseri, J.-P. Ebran et E. Khan,
qui ont réalisé les calculs nécessaires à l’estimation du paramètre γn dans le cadre d’un
modèle de type champ moyen autocohérent relativiste.
Nous disposons à présent d’un modèle de signal de violation comprenant 29 compo-
santes et permettant de contraindre 18 coefficients SME, au lieu de 5 composantes et
8 paramètres SME pour le modèle utilisé précédemment [51]. Les compositions de ces
deux modèles - en terme de fréquence, phase, suppression et paramètres SME - sont
détaillées dans les tables 2.4 et 2.5, respectivement pour le modèle O
(
β1
)
utilisé dans
[51] et pour notre modèle O
(
β2
)
.
Frequence c̃pQ c̃
p
− c̃
p
X c̃
p
Y c̃
p
Z c̃
p
TX c̃
p
TY c̃
p
TZ
0 0 1 β⊕ β⊕ β⊕
ω
cos 1 β⊕ β⊕
sin 1 β⊕ β⊕
2ω
cos 1 β⊕ β⊕
sin 1 β⊕ β⊕
Tableau 2.4 – Composition du modèle O
(
β1
)
utilisé pour la première analyse [51]. Le
signal associé à chaque coefficient RHNT est détaillé en terme de fréquence, phase et
facteur de suppression en βn (n≤1). La fréquence angulaire associée à la rotation de la
Terre sur elle-même est notée ω et la vitesse réduite associée à la vitesse de déplacement
de la Terre autour du Soleil est notée β⊕.
2.6 Méthode d’analyse des données
Les données sont analysées par la méthode des moindres carrés, soit en ajustant
des amplitudes associées à des signaux de violation (de fréquence ωn), soit en ajustant
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Frequence c̃p,nQ c̃
p,n
− c̃
p,n
X c̃
p,n
Y c̃
p,n
Z c̃
p,n
TX c̃
p,n
TY c̃
p,n
TZ c̃
p,n
TT
0
0
1 β2⊕ β
2
⊕ β
2
⊕
β2⊕ β
2
l
β2l
Ω
cos β⊕βl β⊕βl β⊕ β⊕ β⊕
sin β⊕βl β⊕βl β⊕ β⊕ β⊕
2Ω
cos β2⊕ β
2
⊕ β
2
⊕ β
2
⊕ β
2
⊕ β
2
⊕
sin β2⊕ β
2
⊕ β
2
⊕ β
2
⊕ β
2
⊕ β
2
⊕
ω
−2Ω cos β
2
⊕ β
2
⊕ β
2
⊕ β
2
⊕ β
2
⊕ β
2
⊕
sin β2⊕ β
2
⊕ β
2
⊕ β
2
⊕ β
2
⊕ β
2
⊕
−Ω cos β⊕βl β⊕βl β⊕βl β⊕βl β⊕βl β⊕ β⊕ β⊕ β⊕βl
sin β⊕βl β⊕βl β⊕βl β⊕βl β⊕βl β⊕ β⊕ β⊕ β⊕βl
0
cos 1 β2⊕ βl
β2⊕
sin β2⊕ β
2
⊕ 1 βl β
2
⊕
β2⊕
+Ω
cos β⊕βl β⊕βl β⊕βl β⊕βl β⊕βl β⊕ β⊕ β⊕ β⊕βl
sin β⊕βl β⊕βl β⊕βl β⊕βl β⊕βl β⊕ β⊕ β⊕ β⊕βl
+2Ω
cos β2⊕ β
2
⊕ β
2
⊕ β
2
⊕ β
2
⊕ β
2
⊕
sin β2⊕ β
2
⊕ β
2
⊕ β
2
⊕ β
2
⊕ β
2
⊕
2ω
−2Ω cos β
2
⊕ β
2
⊕ β
2
⊕ β
2
⊕ β
2
⊕ β
2
⊕
sin β2⊕ β
2
⊕ β
2
⊕ β
2
⊕ β
2
⊕ β
2
⊕
−Ω cos β⊕βl β⊕βl β⊕βl β⊕βl β⊕ β⊕
sin β⊕βl β⊕βl β⊕βl β⊕βl β⊕ β⊕
0
cos β2⊕ 1 β
2
⊕ β
2
⊕
β2⊕
β2l
sin β2⊕ 1
β2⊕
β2l
+Ω
cos β⊕βl β⊕βl β⊕βl β⊕βl β⊕ β⊕
sin β⊕βl β⊕βl β⊕βl β⊕βl β⊕ β⊕
+2Ω
cos β2⊕ β
2
⊕ β
2
⊕ β
2
⊕ β
2
⊕ β
2
⊕
sin β2⊕ β
2
⊕ β
2
⊕ β
2
⊕ β
2
⊕ β
2
⊕
3ω
−Ω cos β⊕βl β⊕βl
sin β⊕βl β⊕βl
+Ω
cos β⊕βl β⊕βl
sin β⊕βl β⊕βl
Tableau 2.5 – Composition du modèle O
(
β2
)
. Le signal associé à chaque coefficient
RHNT est détaillé en terme de fréquence, phase et facteur de suppression en βn (n≤2).
On note respectivement ω et Ω les fréquences angulaires associées à la rotation de la Terre
sur elle-même et autour du Soleil. La vitesse de déplacement de la Terre autour du Soleil
est notée β⊕ et celle du laboratoire par rapport au centre de la Terre est notée βl. La
première colonne indique l’harmonique principale du signal, la seconde colonne précise
la fréquence des bandes latérales. Les composantes du modèle incluses à l’analyse finale
sont indiquées en gras. Elles représentent les termes dominants pour chaque coefficient,
les autres - négligeables pour l’analyse - ont été ignorés.
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un ensemble de paramètres SME. Dans le cas des données de fréquence, on retire en
premier lieu la contribution de l’effet Zeeman quadratique, évaluée à -2mHz [51], aucun
autre prétraitement n’est appliqué. Pour l’ajustement des temps de vol, on utilise la
calibration réalisée dans [51], afin d’exprimer les variations relatives de temps de vol
pour les atomes mF = ±3 en terme de variations de fréquence. Les données de fréquence
nous permettent d’estimer des valeurs et des incertitudes statistiques pour chacun de nos
paramètres SME. Nous appliquons exactement la même analyse aux données de temps
de vol atomiques, obtenant ainsi une estimation de paramètres SME fictifs. Ces derniers
représentent une estimation de l’amplitude et de l’incertitude des effets systématiques
pour chaque paramètre de notre modèle.
2.6.1 Ajustement par la méthode des moindres carrés
Dans cette partie, on rappelle brièvement le principe de la méthode des moindres
carrés (pour plus de détails, voir [91, 92]).
Soit un ensemble de N observations, noté y = (y1, ..., yN ). On suppose que chaque ob-
servation peut être modélisée comme la somme d’une fonction déterministe ỹ(θ) dépen-
dante de k paramètres à ajuster, notés θ = (θ1, ..., θk) et d’un bruit, noté ǫ = (ǫ1, ..., ǫN ) :
yi = ỹi(θ) + ǫi i = 1, ..., N (2.25)
Le bruit ǫ est un ensemble de variables aléatoires non corrélées suivant une distri-
bution normale caractérisée par E{ǫ} = 0 et E{ǫǫT } = σ2ǫIn, où σǫ est l’écart-type du
bruit estimé, à posteriori, comme l’écart-type des résidus de l’ajustement.
Le modèle ỹ peut s’écrire comme une combinaison linéaire des k paramètres à ajuster,
notés θj :
ỹi =
k
∑
j=1
xij
σi
θj i = 1, ..., N (2.26)
ou sous forme matricielle :
ỹ = Xθ (2.27)
Ici, on considère que l’erreur de mesure σ affectant les données est constante et égale
à l’écart-type du bruit σǫ. On note X la matrice (N × k), appelée "matrice modèle",
contenant les valeurs échantillonnées des fonctions de base fj(t) pour chaque pas de
temps :
xij = fj(ti) (2.28)
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Les fonctions fj - correspondant aux colonnes de la matrice X - forment une base sur
laquelle on décompose le signal ỹ.
La méthode des moindres carrés a pour but de déterminer l’estimation θ̂ des pa-
ramètres θ qui permettent de reproduire au mieux les données. Cette estimation est
obtenue lorsque le maximum de la fonction de vraisemblance de y est atteint et, de
manière équivalente, lorsqu’on se situe au minimum de la fonction S(θ) :
S(θ) =
N
∑
i=1
(
yi − ỹi(θ)
)
2
σ2
(2.29)
en notation matricielle :
S(θ) = (y−Xθ)T (y−Xθ) (2.30)
Cette fonction correspond à la norme des résidus, et la minimiser revient à minimiser la
distance entre observations et modèle. Lorsque le bruit est normal, la fonction S(θ) suit
une loi du χ2 à n− k degrés de liberté.
En minimisant cette fonction, on obtient un système d’équations, dites "normales" :
XT Xθ = XT y (2.31)
À partir de ces équations, on peut définir l’estimation θ̂ des paramètres θ et la matrice
de variance-covariance Vθ̂ associée :
θ̂ =
(
XT X
)−1
XT y (2.32)
Vθ̂ =
(
XT X
)−1
(2.33)
La matrice de variance-covariance contient les variances (termes diagonaux) et les co-
variances (termes non-diagonaux) des paramètres du modèle. Elle permet de définir les
incertitudes (Eq. 2.34) sur les paramètres et leurs coefficients de corrélation (Eq. 2.35).
σ2j = Vjj i = 1, ..., k (2.34)
ci,j =
Vij
√
ViiVjj
j = 1, ..., k (2.35)
Dans notre cas, les paramètres θ correspondent aux amplitudes des couples de com-
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posantes de phase associés aux fréquences ωn, sur lesquelles on décompose le signal.
ỹi =
k/2
∑
j=1
θj cos (ωnti) + θj+k/2 sin (ωnti) (2.36)
On souhaite également pouvoir contraindre un jeu de paramètres SME, notés βj avec
j = 1, ..., s. Ces derniers sont liés aux paramètres θ par un ensemble de fonctions, pouvant
s’exprimer sous la forme d’une matrice P , de dimension k × s, telle que :
θi =
s
∑
j=1
pijβj i = 1, ..., k (2.37)
On peut alors redéfinir la matrice de modèle associée à l’ajustement des paramètres β
comme :
Xβ = X ·P (2.38)
L’estimation β̂ des paramètres β et leur matrice de variance-covariance Vβ̂ s’écrivent :
β̂ =
(
XβT Xβ
)−1
XβT y (2.39)
Vβ̂ =
(
XβT Xβ
)−1
(2.40)
En appliquant cette analyse d’une part aux données de fréquence, et d’autre part
aux données de temps de vol, on obtient une estimation des valeurs et des incertitudes
statistiques et systématiques pour chaque coefficient SME.
2.6.2 Estimation de la matrice de covariance totale de l’ajustement
Matrice de covariance liée aux effets systématiques
Nous construisons ici une estimation "pessimiste" de la matrice de covariance des
effets systématiques. En effet, dans le cas où une variation significative à une fréquence
ωn est détectée dans les temps de vol - ou de manière équivalente lorsqu’une valeur
significative est affectée à un paramètre SME "fictif" -, on redéfinit l’incertitude sur
l’amplitude de cette variation (ou ce paramètre) comme la somme quadratique de la
valeur θ̂ et de l’incertitude σθ̂ obtenues par l’ajustement de temps de vol atomiques :
σ2
θ̂,systématique
= σ2
θ̂
+ β̂2 (2.41)
La matrice de covariance résultante est notée Vsystématique.
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Matrice de covariance totale
La matrice de covariance totale de l’ajustement est obtenue en sommant les matrices
de covariances statistique et systématique. La matrice de covariance statistique est la
matrice issue de l’ajustement des données de fréquences, elle est notée Vstatistique. La
matrice de covariance V totale est donc :
V = Vstatistique + Vsystématique (2.42)
2.6.3 Intervalles de confiance analytiques
On cherche à présent à déterminer des régions de confiance pour chaque couple de
paramètres apparaissant dans notre modèle. Pour cela, on utilise la matrice de covariance
totale de l’ajustement [93, 91]. Ces régions de confiance représentent une autre forme de
visualisation de la matrice de variance covariance.
On rappelle que l’accroissement ∆S
σ2
de la fonction S (θ) est lié à l’accroissement ∆θ
de l’écart entre les paramètres et leurs valeurs estimées. Cette fonction suit une loi du
χ2 à k degrés de liberté. Il est alors possible de définir, autour de la solution θ̂, une zone
de l’espace des paramètres associée à une probabilité γ de contenir la vraie valeur des
paramètres θ. Cette zone est un hyper-ellipsoïde d’équation :
k2γ =
1
σ2
(
θ − θ̂
)T
XT X
(
θ − θ̂
)
(2.43)
La taille de la zone de confiance est ajustée par la valeur k2γ de ∆S, qui dépend du
nombre k de paramètres susceptibles de varier et de la probabilité γ souhaitée.
Cet hyper-ellipsoïde est contenu dans un hyper-rectangle de côté σii, appelé hyper-
rectangle de "dispersion". Les variances et corrélations des paramètres sont d’autant
plus grandes que les colonnes de X sont proches d’une dépendance linéaire. Plus les
paramètres du modèle seront corrélés, plus le volume de cet hyper-rectangle - dans
l’espace des paramètres - sera grand.
On souhaite maintenant construire des régions de confiance associées à des paires de
paramètres. Pour cela, on se ramène à un sous espace à deux dimensions en fixant k− 2
paramètres à leur valeurs optimale θ̂j . L’accroissement de S suit maintenant une loi du
χ2 à deux paramètres et les valeurs de k2γ associées aux probabilités 68.3%, 90% et 95.4%
sont respectivement k2γ = 2.3, 4.61 et 6.17.
D’un point de vue pratique, on souhaite reconstruire l’ellipse de confiance à partir des
variances et des covariances des paramètres. Pour cela, il faut établir les relations liant le
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Figure 2.9 – Schéma d’une ellipse de confiance 2D. Le repère (u,v) est le repère propre
de l’ellipse, tandis que le repère (x,y) est celui des paramètres du modèle.
demi-grand et le demi-petit axe de l’ellipse, ainsi que son inclinaison, aux composantes
de la matrice de covariance.
Si on considère une matrice de covariance à deux paramètres, notée V , l’ellipse asso-
ciée à cette matrice aura pour axe les vecteurs propres de la matrice de covariance et les
demi longueur des axes correspondront aux valeurs propres de la matrice de covariance
diagonalisée Λ, multipliées par un facteur k2γ en fonction de la probabilité représentée
par l’ellipse.
La figure 2.9 illustre le lien entre le repère (x,y) lié à la matrice de covariance non
diagonalisée et le repère propre de l’ellipse (matrice de covariance diagonalisée). La
transformation entre ces deux repères fait intervenir une matrice U :
U =
(
cos α − sin α
sin α cos α
)
(2.44)
telle que :
(
u
v
)
= U
(
x
y
)
(2.45)
La matrice Λ est obtenue par diagonalisation de V par U et contient sur sa diagonale
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les valeurs propres de V , notées λ21 et λ
2
2 :
Λ =
(
λ21 0
0 λ22
)
= UV UT (2.46)
La matrice V étant définie comme :
V =
(
σ21 c1,2σ1σ2
c1,2σ1σ2 σ22
)
(2.47)
où σ1 et σ2 sont les écart-types des deux paramètres considérés et c1,2 leur coefficient de
corrélation.
L’égalité décrite à l’équation 2.46 permet d’écrire les expressions des longueurs du
demi-grand axe, λ2, et du demi-petit axe, λ1, de l’ellipse de confiance comme :
λ21 = σ
2
1 cos
2 (α) + σ22 sin
2 (α)− 2c1,2σ1σ2 cos (α) sin (α) (2.48)
λ22 = σ
2
1 sin
2 (α) + σ22 cos
2 (α) + 2c1,2σ1σ2 cos (α) sin (α) (2.49)
L’angle d’inclinaison de l’ellipse α, équivaut quant à lui à :
tan (2α) =
2c12σ1σ2
σ22 − σ21
(2.50)
Grâce à ces paramètres, on peut ensuite tracer les contours de l’ellipse de confiance
associée à la probabilité γ.
2.6.4 Décomposition en valeurs singulières (DVS)
La dernière étape de notre analyse est la détermination de limites "optimales" sur
des combinaisons de paramètres du modèle. Pour cela, nous réalisons une décomposi-
tion en valeurs singulières de la matrice de covariance, afin de déterminer un ensemble de
combinaisons linéaires indépendantes de coefficients SME. La DVS n’apporte pas d’infor-
mation supplémentaire par rapport aux limites à 1σ et aux matrices de corrélation, mais
elle permet de visualiser l’impact des corrélations sur les incertitudes et aussi d’avoir un
aperçu des limites que nous pourrions atteindre si ces corrélations étaient négligeables.
Cette décomposition équivaut à une diagonalisation de la matrice de covariance V ob-
tenue à l’issue de l’analyse moindres carrés et permet de se ramener à un hyper-rectangle
de dispersion dont le volume est minimal dans l’espace des paramètres (voir figure 2.10).
De cette manière, on obtient, sur des combinaisons non corrélées de paramètres, des
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Figure 2.10 – Schéma d’une ellipse de confiance 2D de volume optimal obtenue par
DVS.
limites "optimales" en terme de variance.
La décomposition en valeurs singulières de V s’écrit :
V = U · S · UT (2.51)
où U est une matrice carrée M×M contenant les vecteurs propres de V et S une matrice
diagonale contenant ses valeurs propres.
Les vecteurs propres V Tj forment une base orthonormale permettant de définir un
ensemble de combinaisons non-corrélées de paramètres libres du modèle. Les M combi-
naisons linéaires indépendantes de coefficients SME c et leurs incertitudes associées σci
sont :
c = V T · θ̂ (2.52)
σci =
√
Sii (2.53)
où θ̂ est le vecteur de paramètres ajusté par l’analyse moindres carrés.
2.7 Comparaisons avec [51] des résultats obtenus pour le
modèle O (β1) et le modèle de Schmidt
Dans cette partie, nous présentons les résultats obtenus avec un modèle O
(
β1
)
et
nous effectuons une comparaison avec les résultats obtenus lors de la première analyse
des données de la fontaine atomique [51]. Nous illustrons notamment les apports de
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l’analyse simultanée de l’ensemble des paramètres du modèle par rapport à l’analyse par
sous-ensemble de paramètres fréquemment utilisée dans ce genre de tests [51, 94].
En 2005, l’analyse se faisait en trois étapes :
1- Ajustement des amplitudes du signal pour les cinq composantes correspondant
aux fréquences ωn = 0, ω, 2ω
2- Estimation des incertitudes systématiques pour chaque fréquence par ajustement
des temps de vol atomiques.
3- Estimation des 8 coefficients SME à partir des cinq amplitudes obtenues à l’étape
(1) et de leurs incertitudes totales. Le problème étant sous-déterminé, l’ajuste-
ment est réalisé par sous-ensembles de paramètres :
3a. Ajustement du sous-ensemble A1 = {c̃Q, c̃−, c̃X , c̃Y , c̃Z}
3b. Ajustement du sous-ensemble A2 = {c̃T X , c̃T Y , c̃T Z}
Les résultats obtenus avec cette méthode sont présentés dans la seconde colonne de la
Table 2.7. Cette étude n’avait détecté aucune violation d’invariance de Lorentz et avait
abouti, à l’époque, à une amélioration de 11 à 13 ordres de grandeur des limites sur
quatre coefficients SME du proton.
Afin de valider notre méthode d’analyse en nous comparant à [51], nous ajustons
dans un premier temps les amplitudes de violations pour les 5 composantes du signal
intégrées au modèle O
(
β1
)
utilisé en 2006, puis nous réalisons ensuite un ajustement
d’un modèle SME O
(
β1
)
avec variations annuelles, comprenant 8 paramètres (c̃T T non
inclus).
2.7.1 Analyse harmonique
Fréquence
Valeurs et incertitudes (mHz)
Cette analyse Analyse de 2006 [51]
A -3.3±25.1(0.04) -3.3±25.0(0.04)
Cω 0.06±0.3(0.06) 0.1 ±0.07(0.06)
Sω 0.1 ±0.23(0.06) -0.03 ±0.07(0.06)
C2ω -0.03 ±0.28(0.06) 0.04 ±0.07(0.06)
S2ω -0.5 ±0.3(0.06) 0.03 ±0.07(0.06)
Tableau 2.6 – Tableau comparatif des résultats de l’analyse harmonique pour le modèle
O
(
β2
)
utilisé en 2006. On résume ici les valeurs et incertitudes totales, pour notre analyse
et pour l’analyse de 2006. Les incertitudes statistiques sont précisées entre parenthèses.
Les résultats de l’analyse harmonique pour les amplitudes associées aux fréquences
du modèle O
(
β1
)
de 2006 sont résumés dans la table 2.6. Nous ne trouvons aucune
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Tableau 2.7 – Comparaison entre analyse par sous-ensembles de paramètres (Se) et
analyse simultanée de tous les paramètres, dite "complète" (C) pour le modèle O
(
β1
)
utilisé dans [51]. Le facteur de sous-estimation des incertitudes lié à l’utilisation de
l’analyse par sous-ensemble est noté C/Se.
Coefficient Incertitude (GeV) (Se) [51] Incertitude (GeV) (C) C/Se
c̃pQ 2.2 10−22 2.1 10−22 0.95
c̃p− 2.8 10
−25 5.2 10−24 19
c̃pX 1.2 10−25 1.2 10−24 10
c̃pY 1.2 10−25 7.5 10−25 6.3
c̃pZ 2.8 10−25 2.8 10−24 10
c̃pTX 3.0 10−21 2.3 10−20 7.7
c̃pTY 3.0 10−21 5.9 10−20 20
c̃pTZ 2.0 10−21 3.3 10−20 16.5
amplitude significative pour les harmoniques auxquelles nous recherchons une violation
d’invariance de Lorentz. Par rapport à l’analyse de 2006, nous trouvons des incertitudes
sur les amplitudes identiques pour la partie statistique, mais plus élevées en ce qui
concerne la contribution des effets systématiques. Cela est dû au fait que nous ajustons
les amplitudes et incertitudes systématiques en utilisant les deux jeux de temps de vol
dont nous disposons - seul le second était utilisé en 2006 - et que l’écart-type des données
du premier jeu est environ neuf fois plus grand que celui des données du second jeu.
2.7.2 Analyse SME
Nous utilisons à présent le modèle O
(
β1
)
à 8 coefficients SME du proton pour réali-
ser un ajustement simultané de l’ensemble des coefficients SME. Les effets systématiques
sont estimés de la même façon, par ajustement du modèle sur les temps de vol atomiques.
Les deux modifications apportées au modèle concernent d’une part les variations an-
nuelles - négligées en 2006 - qui sont désormais incluses dans le modèle, et d’autre part
l’ajout des termes dépendant de la vitesse réduite du laboratoire par rapport au centre
de la terre, également négligés dans [51].
En comparant les résultats de ces deux analyses (voir Table 2.7), on constate qu’à
l’exception du coefficients c̃Q, dont l’incertitude est dominée par les effets systématiques,
les incertitudes individuelles que nous obtenons sont dégradées d’un facteur 1 à 20 par
rapport aux résultats de [51] (voir quatrième colonne de la Table 2.7). Cette différence
vient du fait que la solution estimée dans [51] a été obtenue sur deux sous-espaces de
l’espace des paramètres Pk et, dans le cas présent, cette solution ne correspond pas à
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Figure 2.11 – Représentation graphique des matrices de corrélation statistique, sys-
tématique et totale pour le modèle O
(
β1
)
. (a) Matrice de corrélation statistique, (b)
Matrice de corrélation systématique, (c) Matrice de corrélation totale des paramètres
SME.
la solution optimale du problème. En d’autres termes, le fait de négliger les corrélations
entre paramètres et de se ramener à un sous-espace de Pk, occasionne une réduction
artificielle du volume de l’hyper-rectangle de dispersion et des incertitudes associées.
Contrairement à l’analyse par sous-ensembles, nous prenons en compte l’ensemble des
corrélations existant entre les paramètres, et de fait, nous obtenons des incertitudes plus
grandes, mais également plus robustes.
On présente également, Figure 2.11, les matrices de corrélation - statistique, systé-
matique et totale - résultant de l’analyse simultanée du modèle O
(
β1
)
développé dans
cette thèse (voir Section 2.5). Ces figures illustrent l’importance des corrélations existant
entre les paramètres SME.
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2.8 Résultats obtenus pour le modèle O (β2)
Cette partie présente les résultats obtenus avec le modèle O
(
β2
)
développé dans le
cadre de cette thèse (voir Section 2.5 et Annexe B). L’analyse harmonique n’apportant
pas de résultat concret en terme de test d’invariance de Lorentz, nous exprimons ces
résultats uniquement sous la forme de limites sur des coefficients SME. Nous présentons
séparément les résultats obtenus dans le cadre du modèle de Schmidt, afin d’obtenir
des limites directement comparables à l’état de l’art des limites SME [45], puis dans le
cadre du modèle SCRMF, ce dernier reposant sur des hypothèses différentes en terme
de structure et d’interaction entre nucléons.
2.8.1 Modèle nucléaire de Schmidt
Les contraintes SME obtenues avec le modèle O
(
β2
)
, dans le cadre du modèle nu-
cléaire de Schmidt, sont présentées à la Table 2.8. Tout comme dans la précédente analyse
[51], aucun des coefficients ne présente de valeur significative. La seule amélioration ap-
portée par le modèle O
(
β2
)
concerne le coefficient c̃T T , que nous contraignons avec une
précision supérieure de 5 ordres de grandeur à l’état de l’art des contraintes obtenues en
laboratoire. Il existe également des limites sur le coefficient c̃T T , obtenues par l’analyse
de données astrophysiques (e.g. [95, 96]) et leur interprétation dans le cadre du secteur
SME non-minimal des protons, atteignant une sensibilité de 10−22 GeV [45]. Ce type
d’analyse implique d’autres hypothèses liées à la nature des modèles astrophysiques,
c’est pourquoi nous comparons nos résultats préférentiellement avec ceux des autres
expériences réalisées en laboratoire.
2.8.2 Modèle nucléaire SCRMF
Cette partie présente les résultats obtenus avec le modèle SME O
(
β2
)
couplé au
modèle nucléaire SCRMF introduit dans la section 2.5.1. Grâce à ce modèle, l’expérience
devient sensible à une combinaison de coefficients SME du proton et du neutron. Par
rapport aux coefficients contraints dans le cadre du modèle de Schmidt, on remplace les
coefficients du proton c̃pµν par une combinaison de coefficients du proton et du neutron,
notée c̃SCRMFµν = c̃
p
µν +
γn
γp
c̃nµν , en tenant compte du changement de valeur de γp.
À partir des valeurs de γw calculées pour le modèle SCRMF (voir section 2.5.1), on
définit la combinaison de paramètres ajustés comme :
c̃SCRMFµν = c̃
p
µν + 0.021c̃
n
µν (2.54)
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Tableau 2.8 – Limites à 1σ sur les coefficients SME c̃pµν pour le proton, obtenues
avec le modèle O
(
β2
)
dans le cadre du modèle nucléaire de Schmidt. Les valeurs et
les incertitudes sont données dans la deuxième colonne et sont exprimées en GeV. On
précise également, entre parenthèses, les incertitudes statistiques, puis systématiques.
Les contraintes sont comparées à l’état de l’art 2016 (quatrième colonne). Les exposants
apparaissant entre parenthèses correspondent au nombre d’ordres de grandeur d’amélio-
ration par rapport à l’état de l’art.
Coefficient Valeur et incertitude Unité (GeV) Précédentes limites (GeV) Ref.
c̃pQ −0.3± 2.1 (10−2)(2.1) 10−22 2.2 10−22 [51]
c̃p− 1.4± 9.0 (0.7)(8.9) 10−24 2.8 10−25 [51]
c̃pX −1.5± 5.3 (0.7)(5.2) 10−24 1.2 10−25 [51]
c̃pY 0.8± 1.6 (0.3)(1.6) 10−24 1.2 10−25 [51]
c̃pZ 1.0± 3.9 (0.8)(3.9) 10−24 2.8 10−25 [51]
c̃pTX −1.5± 5.7 (0.6)(5.7) 10−20 3.0 10−21 [51]
c̃pTY 1.4± 5.9 (0.3)(5.9) 10−20 3.0 10−21 [51]
c̃pTZ −1.1± 3.5 (0.2)(3.5) 10−20 2.0 10−21 [51]
c̃pTT 1.6± 6.9 (0.9)(6.9) 10−16(5) < 10−11 [47]
Les limites obtenues sur cette combinaison sont résumées dans les trois premières co-
Tableau 2.9 – Limites à 1σ sur la combinaison de coefficients SME, notés c̃SCRMFµν , re-
présentant l’amplitude des violations d’invariance de Lorentz pour les protons et les
neutrons. Ces coefficients sont exprimés en GeV. Les deux dernières colonnes corres-
pondent aux sensibilités maximales pour chaque type de particule, définies dans [45],
et correspondent à un arrondi du logarithme de l’incertitude à 2σ. Les valeurs en gras
représentent les améliorations par rapport à l’état de l’art en 2016, publié dans [45], avec
un exposant entre parenthèses précisant le nombre d’ordres de grandeur d’amélioration.
Coefficient Valeur et incertitude Unité (GeV) c̃pmax(GeV) c̃
n
max(GeV)
c̃SCRMF
Q
0.4± 2.8 10−22 10−21 10−20(7)
c̃SCRMF− −0.2± 1.2 10−23 10−23 10−21
c̃SCRMF
X
2.0± 7.0 10−24 10−23 10−21
c̃SCRMF
Y
−1.1± 2.2 10−24 10−23 10−22
c̃SCRMF
Z
−1.3± 5.2 10−24 10−23 10−21
c̃SCRMF
TX
2.0± 7.6 10−20 10−19 10−17(12)
c̃SCRMF
TY
−1.8± 7.8 10−20 10−19 10−17(12)
c̃SCRMF
TZ
1.4± 4.6 10−21 10−19 10−17(12)
c̃SCRMF
TT
−2.2± 9.1 10−16 10−15(4) 10−13(2)
lonnes de la Table 2.9. Bien qu’on ne puisse pas séparer les contributions individuelles
des protons et des neutrons, on peut définir des "sensibilités maximales", introduites
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dans [45]. Les valeurs apparaissant en gras sont les limites améliorant l’état de l’art,
le nombre d’ordres de grandeur d’amélioration est précisé dans l’exposant entre paren-
thèses. Avec ce modèle nucléaire, nous améliorons les contraintes sur les paramètres du
neutron : jusqu’à 12 ordres de grandeur pour les coefficients c̃TJ et 2 ordres de grandeur
sur le coefficient c̃TT , dont les précédentes contraintes (respectivement de l’ordre de 10−5
GeV pour les c̃TJ et 10−11 GeV pour c̃TT) ont été déterminées par l’interprétation des
résultats d’expériences basées sur des pendules de torsion [47]. Nous gagnons également
7 ordres de grandeur de sensibilité sur les limites du coefficient c̃Q du neutron, récemment
contraint grâce à des ondes acoustiques se propageant dans un quartz à un niveau de
sensibilité de 10−13 GeV [97]. Les coefficients c̃− et c̃JK pour le neutron sont quant à eux
contraints avec une sensibilité de l’ordre de 10−29 GeV grâce à des co-magnétomètres
réalisant des mesures spectroscopiques de résonance magnétique nucléaire sur des atomes
de rubidium et de potassium [98]. Le nombre d’atomes interrogés dans ce dispositif est 3
à 5 ordres de grandeur plus grand que celui dont nous disposons avec la fontaire, ce qui
explique notamment la très grande sensibilité de cette expérience. La réinterprétation
de ces résultats dans le cadre d’un modèle nucléaire alternatif, développé dans [90], a
également permis de contraindre à un niveau de 10−29 les limites sur les coefficients c̃−
et c̃JK du proton. Toutes ces contraintes sont compatibles avec une absence de violation
d’invariance de Lorentz.
La matrice de corrélation des paramètres SME et les régions de confiance associées
sont présentées respectivement Figures 2.12 et 2.13. On constate que la matrice de corré-
lation contient un nombre non négligeable de coefficients de corrélation de l’ordre de 0.7
à 0.9. Ces corrélations offrent toutefois une perspective d’amélioration de nos résultats
qui sera évoquée dans la Section 2.9.
2.8.3 Contraintes optimales obtenues par DVS dans le cadre du modèle
SCRMF
On établit à présent des contraintes optimales, non plus sur des coefficients indivi-
duels, mais sur des combinaisons linéaires de coefficients SME. Pour cela, on effectue une
décomposition en valeurs singulières de la matrice de covariance, comme décrit dans la
Section 2.6.
La composition détaillée des combinaisons en terme de coefficients SME est décrite à
la Table 2.10. Les valeurs et incertitudes ajustées pour chaque combinaison sont, quant
à elles, présentées Table 2.11.
Les combinaisons obtenues représentent une décomposition unique des paramètres
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Figure 2.12 – Représentation graphique des matrices de corrélation statistique, sys-
tématique et totale pour le modèle θ
(
β2
)
. (a) Matrice de corrélation statistique, (b)
Matrice de corrélation systématique, (c) Matrice de corrélation totale des paramètres
SME. Ces corrélations sont indépendantes du modèle nucléaire utilisé, elles sont valables
aussi bien dans le cadre du modèle de Schmidt que dans le cadre du modèle SCRMF.
Tableau 2.10 – Composition des combinaisons linéaires indépendantes de coefficients
SME c̃µν obtenues par DVS de la matrice de covariance. Les chiffres en gras indiquent les
contributions dominantes aux différentes combinaisons. Ces valeurs sont indépendantes
de la combinaison ac̃pµν + bc̃
n
µν considérée.
c̃Q c̃− c̃X c̃Y c̃Z c̃TX c̃TY c̃TZ c̃TT
c1 1.0 10−4 10−5 10−6 10−6 10−5 10−4 10−5 10−9
c2 10−4 0.99 −0.01 0.02 0.05 10−4 10−4 10−5 10−9
c3 10−5 -0.11 -0.8 0.06 0.59 10−4 10−5 10−5 10−8
c4 10−6 0.02 −0.09 -0.99 −0.02 10−5 10−7 10−6 10−10
c5 10−5 −0.02 -0.57 0.06 -0.81 10−6 10−5 10−6 10−10
c6 10−4 10−4 10−4 10−5 10−5 -0.96 0.11 -0.26 10−4
c7 10−4 10−4 10−5 10−6 10−5 -0.22 -0.86 0.47 10−5
c8 10−4 10−5 10−6 10−6 10−5 -0.17 0.51 0.84 10−6
c9 10−9 10−8 10−9 10−9 10−9 10−4 10−5 10−5 1.0
sur la base des vecteurs propres de la matrice de covariance. Ces combinaisons sont
indépendantes les unes des autres, indépendance illustrée à la Figure 2.14 montrant
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Figure 2.13 – Intervalles de confiance reconstruits pour l’association du modèle O
(
β2
)
et du modèle nucléaire SCRMF. Les ellipses rouge, bleue et verte sont associées aux
probabilités : 68.3%, 90% and 95.4%. Le carré violet situé au centre de chaque ellipse
correspond à la valeur du coefficient, ajustée par la méthode des moindres carrés. Les
traits bleus indiquent la position du zéro pour chaque coefficient et permettent ainsi de
visualiser le degré de significativité de la valeur ajustée. Les valeurs indiquées sur les
axes du graphique représentent les limites à 95.4% pour chaque coefficient, ces valeurs
sont données en GeV.
les régions de confiance associées aux paires de combinaisons obtenues par DVS. On
constate que ces régions ne présentent aucune déformation le long de leur diagonale, ce
qui correspond à une matrice de covariance diagonale.
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Tableau 2.11 – Limites sur les combinaisons linéaires indépendantes de coefficients SME
de violation d’invariance de Lorentz, obtenues par décomposition en valeur singulière de
la matrice de covariance du modèle O
(
β2
)
. Ces valeurs sont exprimées en GeV. Chacun
des coefficients de ces combinaisons est une combinaison de coefficients du proton et du
neutron (modèle nucléaire SCRMF).
Combinaison linéaire Valeur et incertitude (GeV)
c1 (0.3± 2.7) 10−22
c2 (2.6± 4.7) 10−24
c3 (−0.8± 2.1) 10−24
c4 (5.3± 9.2) 10−25
c5 (0.5± 1.7) 10−24
c6 (−0.9± 3.1) 10−20
c7 (2.3± 9.0) 10−20
c8 (−0.1± 1.8) 10−20
c9 (−2.2± 9.1) 10−16
2.9 Perspectives
Troisième jeu de données Les données dont nous disposons actuellement sont espa-
cées d’environ six mois, ce qui n’est pas optimal pour décorréler les différentes compo-
santes du signal et les coefficients SME associés. En plus de permettre une réduction des
incertitudes statistiques (en 1/
√
N du nombre de points de données), un troisième jeu
de données simulé - de 14 jours - avec les mêmes caractéristiques de bruit que les jeux
existants, et pris à un moment approprié de l’année, permettrait d’optimiser la réduction
des corrélations entre paramètres SME et d’améliorer d’environ un ordre de grandeur
certaines contraintes sur ces paramètres. À partir de simulations réalisées avec un jeu
de bruit blanc, nous avons déterminé que le meilleur moment de l’année pour réaliser
ces mesures serait la première quinzaine de juillet et la première quinzaine de janvier. Si
on regarde la distribution des données à l’échelle d’une année (Figure 2.15), les bandes
grises correspondent aux périodes couvertes par les données dont nous disposons actuel-
lement. Les bandes bleu représentent, quant à elles, les périodes les plus favorables à la
prise de données, car elles maximisent l’espacement des jeux et donc l’exploration des
modulations annuelles.
Estimation du paramètre λw dans le cadre du modèle SCRMF Dans la section
2.4.1, on néglige la dépendance de l’observable vis à vis du coefficient SME noté g̃wq , dont
la sensibilité est déterminée par le paramètre λw. D’après [50] et [48], ce paramètre est nul
dans le cas du noyau de 133Cs, cependant dans la Table II présentée dans le papier [50],
λp est associé à une valeur nulle, indiquée entre crochets. Cela indique que cette valeur
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Figure 2.14 – Intervalles de confiance reconstruit associés aux combinaisons linéaires
indépendantes de coefficients SME obtenues par DVS de la matrice de covariance. Les
ellipses rouge, bleue et verte sont associées aux probabilités : 68.3%, 90% and 95.4%. Le
carré violet situé au centre de chaque ellipse correspond à la valeur du coefficient ajustée
par la méthode des moindres carrés. Les traits bleus indiquent la position du zéro pour
chaque coefficient et permettent ainsi de visualiser de degré de significativité de la valeur
ajustée. Les valeurs indiquées sur les axes du graphique représentent les limites à 95.4%
pour chaque coefficient, ces valeurs sont données en GeV.
dépend du modèle nucléaire utilisé et, par conséquent, qu’elle pourrait potentiellement
prendre une valeur non nulle dans le cadre d’un autre modèle nucléaire. Nous pourrions
donc envisager une poursuite de collaboration avec les membres de l’IPN, afin de calculer
les valeurs du paramètre λ pour le proton et pour le neutron.
Le coefficient g̃wλµν est associé à 14 combinaisons. Sur les 28 combinaisons associées
aux protons et aux neutrons, seules 7 ont été contraintes par des comparaisons de ma-
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Figure 2.15 – Distribution temporelle des jeux de données à l’échelle d’une année. Les
zones grisées correspondent aux données dont nous disposons actuellement, les zones
bleu à celles envisagées pour un troisième jeu de données. On représente également les
sinus et cosinus associés à la variation annuelle afin de représenter graphiquement les
parties des sinusoïdes couvertes par les données.
gnétomètres fonctionnant avec des atomes de Cs et Hg [99, 100]. Si nous étions capables
de contraindre le coefficient g̃wλµν , nous pourrions potentiellement améliorer les limites
sur ces combinaisons et contraindre des combinaisons non contraintes à ce jour.
Réalisation d’un test similaire avec la mission ACES-PHARAO Le modèle
SME développé dans ce chapitre pourra être adapté afin de réaliser un test équivalent
avec les données de la mission ACES-PHARAO. Ce module, comprenant une horloge
à atomes froids de 133Cs, pourrait être arrimé à la station spatiale internationale en
2020. L’horloge PHARAO permet également d’interroger des transitions entre niveaux
hyperfins magnétisés et présente un bruit de mesure similaire à celui de la fontaine double
F02. Sa trajectoire en orbite permettrait de rechercher des modulations des fréquences
de transition beaucoup plus rapides que ne le permettent les expériences au sol. On
s’attend donc à une meilleure décorrélation des paramètres SME de notre observable et
à un gain de sensibilité probable de l’ordre d’un ordre de grandeur sur ces paramètres.
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2.10 Résumé et conclusion
Ce chapitre présente un test d’invariance de Lorentz réalisé grâce à des données
de fréquence provenant d’une fontaine double à atomes froids de 133Cs et 87Rb, F02,
hébergée au SYRTE (voir Section 2.2.2).
Dans cette expérience, on recherche des variations temporelles de la fréquence de
transition hyperfine entre niveaux |F = 3, mF 〉 −→ |F = 4, mF 〉 de l’atome de 133Cs.
Dans le cas où une violation d’invariance de Lorentz serait observée, on mesurerait une
variation de la fréquence de transition en fonction des changements d’orientation et de
vitesse du dispositif expérimental. Le mouvement de la fontaine étant lié à celui de la
terre, les variations recherchées ont une périodicité liée à la période de rotation et de
révolution de la Terre.
Les violations d’invariance de Lorentz sont quantifiées en terme de limites sur des co-
efficients d’une théorie effective, appelée Extension du Modèle Standard (SME), incluant
des phénomènes physiques dépassant le cadre de la Relativité Générale et du Modèle
Standard. Nous nous intéressons plus particulièrement à un coefficient, appelé c̃µν , qui
traduit une anisotropie de la relation de dispersion des particules étudiées, ici les protons
et les neutrons.
Les données dont nous disposons ont déjà permis de rechercher des variations tem-
porelles de la fréquence de transition hyperfine de l’atome de 133Cs lors d’une première
analyse réalisée en 2006 [51], analyse qui a permis de fixer les meilleurs contraintes de
l’époque sur 8 coefficients SME du secteur des protons (voir section 2.4.1). Dans cette
seconde analyse, nous introduisons un nouveau modèle SME pour la transition hyperfine
du 133Cs (voir section 2.5), qui permet d’étendre la portée du test à 9 coefficients du
secteur des protons, ainsi que du secteur des neutrons. Une autre amélioration porte sur
la méthode de traitement des données présentée dans le section 2.6.
Cette analyse a permis d’améliorer jusqu’à 12 ordres de grandeur les limites actuelles
sur plusieurs coefficients du secteur de la matière. Bien que le SME ne prédise pas à partir
de quelles énergies-seuils on peut s’attendre à détecter des violations d’invariance de
Lorentz - ces énergies étant propres à chaque théorie alternative et difficiles à estimer -, on
considère généralement que cette échelle correspond au rapport de l’énergie électrofaible
et de l’énergie de Planck EEFEP . En terme de limites sur les coefficients SME du proton et
du neutron, cela revient à des précisions de 10−19 GeV environ. Notre analyse a permis
d’atteindre et même de descendre en dessous du seuil fixé par cette énergie limite pour
les six composantes les moins contraintes du coefficient c̃µν . Elle a débouché sur une
publication dans la revue Physical Review D [84] et une contribution invitée à la revue
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IEEE Transactions on Ultrasonics, Ferroelectrics, and Frequency Control [89].
Plusieurs perspectives sont envisagées pour ce travail, notamment l’ajout d’un troi-
sième jeux de données qui, pris à un moment opportun de l’année, devrait permettre de
mieux décorréler nos coefficients SME et ainsi gagner une ordre de grandeur de préci-
sion sur nos limites actuelles. La mission ACES-PHARAO, dont le lancement est prévu
dans le prochains mois, offre également une perspective d’amélioration de ces limites.
En effet, compte tenu de la trajectoire de la station spatiale internationale sur laquelle
doit être arrimé le module de la mission, la modulation de la fréquence de transition
que nous recherchons sera beaucoup plus rapide que la modulation liée au mouvement
du laboratoire situé au sol. Nous attendons donc une meilleure décorrélation des para-
mètres SME et, potentiellement, une amélioration de l’ordre d’un ordre de grandeur des
contraintes obtenues dans le cadre de cette étude. Enfin, une poursuite de collaboration
avec l’équipe théorie de l’IPN pourrait être envisagée afin d’estimer un nouveau para-
mètre lié aux propriétés du noyau qui, s’il s’avérait non nul, nous donnerait accès à un
nouveau coefficient SME, peu contraint à ce jour.
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Ce chapitre présente un test d’invariance de Lorentz réalisé avec les données de la
mission MICROSCOPE. Le travail présenté ici est avant tout prospectif, il vise à mettre
en place une première chaîne de traitement qui servira de base à une analyse plus com-
plète et dont l’optimisation dépasse le cadre de cette thèse. Une première analyse, basée
sur cinq jeux de données, a cependant permis d’obtenir un résultat très encourageant :
l’amélioration jusqu’à 4 ordres de grandeur des contraintes sur des coefficients SME du
secteur de la matière, couplée à la gravité.
Ce travail a été réalisé en collaboration avec Gilles Métris de l’OCA, ainsi que Manuel
Rodrigues et Joël Bergé de l’ONERA, qui nous ont fourni les informations et les conseils
nécessaires à la compréhension et à l’utilisation des données MICROSCOPE. La partie
modélisation a, quant à elle, fait l’objet d’une collaboration avec Jay Tasson et Geoffrey
Mo du département de physique et d’astronomie du Carleton College (Minnesota, USA),
qui ont déterminé analytiquement les fréquences des signaux de violation recherchés
dans le cadre du test d’invariance de Lorentz. Cette collaboration implique également
Quentin Bailey du département de physique et d’astronomie de l’université aéronautique
Embry-Riddle (Arizona, USA), qui a estimé la sensibilité du test aux contributions des
diverses particules élémentaires (proton, électron et neutron) intervenant au travers des
combinaisons de coefficients SME que nous contraignons.
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3.1 La mission MICROSCOPE et le Principe d’Équiva-
lence
3.1.1 But de la mission
Le but de la mission MICROSCOPE est de réaliser un test du Principe d’Équivalence
d’Einstein avec une sensibilité de 10−15 au paramètre d’Eötvös, soit 100 fois mieux que
les expériences actuellement réalisées sur Terre [101, 102, 103].
Figure 3.1 – Historique des tests du Principe d’Équivalence. Crédit G. Métris.
Le Principe d’Équivalence est un postulat de la relativité générale qui traduit l’uni-
versalité de l’action de la gravitation sur les corps, quelle que soit leur structure interne
ou leur composition [7]. Il implique l’équivalence entre la masse inertielle min, qui re-
présente la résistance d’un corps à toute modification de son mouvement, et la masse
gravitationnelle mg, qui représente quant à elle la sensibilité d’un corps à une force
d’attraction gravitationnelle :
mina = −mg∇U (3.1)
où U est le potentiel du champ gravitationnel.
Le paramètre d’Eötvös η quantifie la différence entre masse inertielle et masse gravi-
tationnelle de deux corps en chute libre à proximité d’une même source gravitationnelle :
η = 2
(a1 − a2)
(a1 + a2)
≈ mg,1
min,1
− mg,2
min,2
(3.2)
Dans le cas où cette différence serait perceptible, on mesurerait une accélération relative
non nulle des deux objets. Dans l’équation 3.2, l’accélération de chaque corps est notée
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spinné, avec une fréquence de rotation optimisée à fspin = 352 forb = 2.9432×10−3 Hz, où
forb = 1.6818× 10−4 Hz. Le fréquence du signal de violation du Principe d’Équivalence
est donc fep = 3.1113× 10−3 Hz.
3.1.2 Description du satellite et de la charge utile
Le micro-satellite est une plateforme de la filière Myriade pesant environ 300 kg pour
un volume de 1.5 m3. Il est placé depuis le 25 avril 2016 en orbite circulaire héliosynchrone
à 710 km d’altitude. La durée prévue pour la mission était de deux ans, le satellite est
actuellement engagé dans un processus de désorbitation.
Contrairement aux autres projets ayant bénéficié des satellites de la filière Myriade, la
nécessité d’isoler l’instrument des perturbations extérieures susceptibles de perturber son
mouvement de chute libre ont nécessité certains ajustements. La charge utile est placée
au cœur du satellite, qui forme un cocon protecteur permettant d’isoler les instruments
des perturbations magnétiques et thermiques. Il est également doté d’un Système de
Contrôle d’Attitude et d’Accélération (SCAA), grâce à des micro-propulseurs à gaz froid
disposés sur le blindage du satellite. Le SCAA permet une compensation de la traînée 1
et un contrôle précis du mouvement angulaire du satellite. Ce système s’est avéré 100
fois plus performant que ce que ses spécifications laissaient envisager, avec un contrôle de
l’accélération du satellite atteignant des performances de 10−12m.s−2.Hz−
1
2 à la fréquence
test fEP [106].
CNES ONERA ONERA
Figure 3.3 – Instrument T-SAGE. De gauche à droite, schéma de l’instrument sur sa
plateforme, photographie de l’instrument et des masses d’épreuve.
L’instrument au cœur de l’expérience est un double accéléromètre différentiel élec-
trostatique, appelé T-SAGE (voir figure 3.3), conçu et fabriqué par l’ONERA et dont le
fonctionnement dérive de celui des accéléromètres embarqués pour les missions GRACE
1. compense en continu une grande partie des accélérations d’origine non gravitationnelle, e.g. frot-
tements atmosphériques, pression de radiation solaire etc...
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(NASA) et GOCE (ESA) [107]. Il est constitué de deux senseurs inertiels, chacun étant
formé d’une paire de masses d’épreuve cylindriques intriquées, fabriquées par le PTB.
L’un des senseurs contient deux masses d’épreuve de composition différente, l’une faite
d’un alliage de platine et rhodium et l’autre d’un alliage de titane. Cet accéléromètre
est dédié au test du Principe d’Équivalence, on l’appelle EP. Le second est, quant à
lui, constitué de deux masses d’épreuve en platine et rhodium et sert de référence pour
détecter d’éventuels biais de mesure.
3.1.3 Principe de la mesure
Chaque masse d’épreuve est placée au centre d’une cage en silice cylindrique pourvue
de paires d’électrodes, dans laquelle elle est maintenue "immobile" grâce à des forces
électrostatiques. L’asservissement des masses est réalisé par l’intermédiaire de tensions
appliquées aux couples d’électrodes : la masse d’épreuve polarisée est maintenue en
lévitation électrostatique, ce qui permet d’ajuster sa position et son orientation suivant
ses six degrés de liberté (voir figure 3.4).
Les forces électrostatiques appliquées aux masses d’épreuve pour les maintenir sur
la même orbite sont proportionnelles, au premier ordre, à la tension appliquée aux élec-
trodes. La mesure relative de ces forces correspond à une mesure indirecte de l’accéléra-
tion relative des masses : dans le cas où la mesure serait nulle, les deux masses tombant
naturellement selon la même trajectoire, on ne constaterait pas de violation du Principe
d’Équivalence. Dans le cas où on observerait au contraire une accélération relative non
nulle des masses d’épreuve, et donc une différence entre les forces électrostatiques appli-
quées à chacune des masses de l’instrument EP, on pourrait conclure à une violation du
Principe d’Équivalence.
L’expérience repose sur la mesure capacitive et le contrôle de la position des masses
d’épreuve, les deux étant réalisées via les même électrodes. Dans ce dispositif, la masse
d’épreuve est polarisée grâce à un courant continu délivrant une tension Vp. Chaque
électrode i est, quant à elle, soumise à une tension Vi. L’ensemble constitué d’une masse
d’épreuve et d’un couple d’électrodes peut être vu comme un double condensateur plan,
dont les éléments sont notés C1 et C2. La capacité de ces condensateurs dépend de
plusieurs paramètres : leur surface S et la largeur au repos du trou entre la masse
d’épreuve et la cage en silice, noté e (voir schéma 3.5).
Lorsque la masse d’épreuve est dans sa position d’équilibre, ces deux condensateurs
ont la même capacité C0. Inversement, tout mouvement de la masse d’épreuve induit
une différence de capacité ∆C = C2 − C1, qui dépend de :
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Figure 3.4 – Configuration des électrodes autour d’une masse d’épreuve. Schéma tiré
de [108].
(a) la taille du trou entre l’électrode et la masse d’épreuve e
(b) la surface d’électrode surplombant la masse d’épreuve S
Cette double dépendance est utilisée pour mesurer la différence de capacité dans deux
configurations, schématisées à la figure 3.5. En mesurant la variation du trou électrode-
masse d’épreuve, on peut mesurer et contrôler le mouvement radial (suivant les axes Y
et Z) de la masse. Si on mesure de variation de la surface d’électrode surplombant la
masse, on contrôle son mouvement axial (X).
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Figure 3.5 – Représentation schématique des deux méthodes de détection : (a) variation
de la taille du trou entre électrode et masse d’épreuve et (b) variation de la surface de
couverture des électrodes surplombant la masse.
Le shéma (a) de la figure 3.5, illustre la méthode reposant sur la détection de la
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variation de la taille du trou. Dans ce cas, la différence de capacité est liée au déplacement
de la masse suivant l’axe Y par la relation [109] :
∆C ∼= 2ǫ0Ay
e2
(3.3)
où A est la surface des électrodes, ǫ0 la permittivité du vide et y l’amplitude du dé-
placement de la masse suivant l’axe y. Le shéma (b) de la figure 3.5, illustre quant à
lui la méthode reposant sur la détection de la surface d’électrode surplombant la masse
d’épreuve. Dans notre exemple, la différence de capacité dépend de la surface de couver-
ture S = 2πr × (l ± x) des électrodes et au déplacement x de la masse suivant l’axe X,
par la relation [109] :
∆C = −4ǫ0πrx
e
(3.4)
Le courant de détection est proportionnel à la différence de capacité, elle-même linéaire-
ment liée - au premier ordre - au déplacement des masses d’épreuve. Cela permet à la fois
de mesurer précisément leur position et, par rétroaction, de contrôler leur position en
appliquant aux électrodes d’une même paire des tensions d’intensité égale, mais de signes
opposés. L’instrument joue par ailleurs un double rôle de senseur : l’accélération relative
(demi-différence) des masses est utilisée pour le test du Principe d’Équivalence, tandis
que l’accélération commune (demi-somme) fournit les données de position et d’orienta-
tion de l’instrument, nécessaires à un asservissement précis du SCAA.
3.1.4 Équation de mesure pour le test du Principe d’Équivalence
On souhaite décrire le mouvement du centre de masse Oi d’une masse d’épreuve i.
Pour cela, on se place dans un référentiel inertiel de référence, appelé Rin correspon-
dant au repère géocentrique J2000 2. On applique ensuite le Principe Fondamental de la
Dynamique à la masse d’épreuve i :
miγ(Oi)|Rin = Fg,i + Fel,i + FNG,i (3.5)
Dans cette équation, mi représente la masse du corps i et γ(Oi)|Rin l’accélération de son
centre de masse dans Rin.
• La force Fg,i est l’attraction gravitationnelle totale s’exerçant sur la masse d’épreuve
2. Ce repère est centré sur le centre de masse de la Terre. L’axe z et l’axe x définissent respectivement
la direction normale au plan équatorial et la position du point vernal à l’époque J2000, i.e. le 1er janvier
2000 à 12h. Plus de détails sur ce repère seront donnés dans la section 3.4.1.
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i.
Fg,i = mig (3.6)
L’accélération gravitationnelle g = g⊕ + gsat est la somme de l’accélération exercée par
la Terre et par le satellite sur la masse d’épreuve. La force exercée par le satellite sur la
masse d’épreuve est maintenue, par construction, à un niveau négligeable [110].
En ne considérant que l’attraction exercée par la Terre, l’accélération gravitationnelle
g exercée par la Terre sur la masse d’épreuve s’écrit :
g = −∇U + [T ] ·GsOi (3.7)
où U est le potentiel gravitationnel de la Terre, Gs le centre de masse du satellite et
[T ] = ∇2U le gradient de gravité entre le centre de masse du satellite et le centre de
la masse d’épreuve i. Le gradient de gravité est représenté par une matrice symétrique
3× 3.
Dans le cas du test de violation du Principe d’Équivalence, la force gravitationnelle
Fg,i inclut un terme de violation dépendant du paramètre δi =
min,i
mg,i
− 1 dont dérive le
paramètre d’Eötvös. Ce dernier agit comme une modification isotrope de l’accélération
gravitationnelle, dont l’amplitude dépend de la composition du corps i :
1
mi
Fg,i ≈ (δi + 1) · g + [T ] ·GsOi (3.8)
Les termes résiduels dépendant de δi[T ] ont été négligés, car leur contribution - pour
une distance d’environ 1m et δ < 10−12 - est inférieure à 10−18m.s−2, soit 1000 fois plus
faibles que les variations recherchées [111].
• La force électrostatique appliquée à la masse d’épreuve i est notée Fel,i. Elle est
liée à l’accélération γapp,i appliquée aux masses, par la relation :
γapp,i =
Fel,i
mi
(3.9)
• Les forces non-gravitationnelles FNG,i (traînée résiduelle, pression de radiation
solaire etc...) sont à l’origine d’accélérations parasites. Une partie de ces effets sont ab-
sorbés par un terme de biais bi. Le restant constitue le bruit de mesure ni, dont les
caractéristiques seront détaillées dans la section 3.3.
Jusqu’à maintenant nous avons négligé la rotation du satellite dans Rin et le fait
que le centre de masse de la masse d’épreuve ne coïncide pas avec celui du satellite.
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L’accélération de la masse d’épreuve dans Rin comporte donc des termes d’inertie dus
à la rotation de la masse d’épreuve dans Rsat. Ici, on appelle Rsat le repère fixe associé
à la plateforme du satellite, supportant la masse d’épreuve. Ce dernier est donc en
rotation par rapport à Rin , avec une vitesse angulaire Ω. D’après les lois de composition
d’accélération, l’accélération de la masse d’épreuve i exprimée dans le référentiel Rin
s’écrit :
γ(Oi)|Rin = γ(Gs)|Rin + Ω ∧ (Ω ∧GsOi) + Ω̇ ∧GsOi + ¨GsOi + 2Ω ∧ ˙GsOi (3.10)
où Gs est le centre de masse du satellite.
Les trois premiers termes dépendant de Ω sont des termes d’entraînement, le dernier
est l’accélération de Coriolis. On peut réécrire l’équation 3.10 sous forme matricielle en
introduisant les matrices de vitesse angulaire [Ω] et d’accélération angulaire [Ω̇] :
[Ω] ≡




0 −Ωz Ωy
Ωz 0 −Ωx
−Ωy Ωx 0




(3.11)
[
Ω̇
]
≡




0 −Ω̇z Ω̇y
Ω̇z 0 −Ω̇x
−Ω̇y Ω̇x 0




(3.12)
L’équation 3.10 devient alors :
γ(Oi)|Rin = γ(Gs)|Rin + [In]GsOi + 2[Ω] ˙GsOi + ¨GsOi (3.13)
Avec [In] = [Ω2] + [Ω̇] la matrice de gradient d’inertie.
En combinant les équations 3.5 et 3.13, on obtient la relation suivante :
γ(Gs)|Rin +[In]GsOi+2[Ω] ˙GsOi+ ¨GsOi = (δi + 1)·g+[T ]·GsO+γapp,i+bi+ni (3.14)
En introduisant quelques notations supplémentaires, on peut exprimer l’accélération
relative mesurée γ(d)app =
γapp,1 − γapp,2
2
, comme :
2γ(d)app = δg + ([T ]− [In]) ∆− 2[Ω]∆̇− ∆̈ + b + n (3.15)
On note :
• ∆ = O1O2 la position relative des masses (leur décentrage).
• δ = δ2 − δ1 le paramètre de violation équivalent au paramètre d’Eötvös η2,1.
• b un biais global
• n représente le bruit
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Plus de détails sur la formulation de l’équation de mesure MICROSCOPE peuvent être
trouvés dans les références [111] et [110].
3.2 Pourquoi tester l’invariance de Lorentz avec la mission
MICROSCOPE ?
Ce test fait intervenir des coefficients du secteur SME de la matière couplée à la
gravité, i.e. qui interviennent comme une modification de l’action des corps [47, 73], tant
au niveau de la métrique que de la dynamique. Pour un corps quelconque, noté B, cette
action prend alors la forme suivante :
S ≡
∫
dλ
(
−mB
√
−
(
gµν + 2 (cB)µν
)
uµuν − (aBeff)µuµ
)
(3.16)
où mB est la masse du corps B, uµ son quadri-vecteur vitesse et où λ paramétrise la ligne
d’Univers suivie par B. Les autres éléments intervenant dans l’action sont la métrique
de l’espace-temps, notée gµν et les coefficients SME cµν et (aeff) µ.
Le coefficient (aeff)µ est une combinaison de deux coefficients du secteur de la gravi-
tation aµ et eµ et s’écrivant [47] : (aeff)
w
µ = a
w
µ −mwewµ , où w désigne le type de particule
à l’origine de la violation (proton, électron ou neutron). Par la suite, le coefficient (aeff)µ
sera affecté d’un pré facteur α qui caractérise les couplages dans la théorie (non connue)
décrivant le processus de brisure de symétrie spontanée [112].
Le coefficient cµν , qui introduit une modification de la métrique, est extrêmement bien
contraint par d’autres expériences (voir chapitre 2). Nous négligeons donc sa contribution
au signal de violation pour nous concentrer sur les composantes du vecteur aµ. Ce dernier
aura des conséquences sur la dynamique des corps en introduisant des modifications de
leurs équations du mouvement, dépendantes de leur composition. La conséquence est
non seulement une brisure de la symétrie de Lorentz, mais également une violation du
Principe d’Équivalence d’Einstein. Cela implique que la détection de ces signaux peut
être envisagée avec une expérience dédiée à un test de Principe d’Équivalence, comme
c’est le cas pour la mission MICROSCOPE.
Bien que nous cherchions également une accélération relative non nulle des masses, il
y a quelques nuances : la phénoménologie sous-jacente est différente pour ces deux tests.
Le coefficient SME de violation d’invariance de Lorentz aµ introduit notamment une
dépendance directionnelle de l’accélération relative des masses d’épreuve. Les signaux
de violation d’invariance de Lorentz sont attendus à des fréquences et pour des confi-
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gurations de l’instrument différentes de celle du test du principe d’Équivalence, comme
illustré sur les schémas 3.6 et 3.7.
 
x
Lorentz-violating 
background 
elds
x
Figure 3.6 – Sensibilité à une violation de principe d’équivalence faible (WEP) et à une
violation d’invariance de Lorentz due à un couplage avec des champs de fond SME, pour
une mesure d’accélération suivant l’axe sensible X et pour différentes orientations de cet
axe par rapport à l’accélération gravitationnelle, notée ~g.
La figure 3.7 présente les fréquences de violation obtenues pour un modèle idéal,
où le satellite suit une orbite théorique parfaitement héliosynchrone et circulaire, tout
en tournant sur lui-même de manière parfaitement régulière. La réalité étant plus com-
plexe, le spectre des fréquences de violation n’est pas harmonique. Afin de s’affranchir
des contraintes imposées par la description analytique du mouvement du satellite, nous
exprimons le modèle SME en fonction de paramètres de vols pour lesquels nous disposons
de mesures.
3.3 Données et sources de bruit
Pour cette analyse, nous utilisons deux types de données : des données d’accélération
relative des masses d’épreuve mesurée par l’instrument EP, et des données de tempé-
rature provenant d’une sonde thermique située au niveau de l’instrument. Les mesures
de température nous permettent d’estimer l’amplitude des effets systématiques d’origine
thermique potentiellement observables dans les données d’accélération.
Chacun de ces types de données possède un spectre de bruit caractéristique dont
nous tenterons par la suite de reproduire un certain nombre de propriétés.
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Figure 3.7 – Fréquences de violation obtenues pour un modèle idéal. Ce schéma est
réalisé sur la base des calculs menés par J. Tasson et G. Mo. On note ωs la fréquence de
rotation du satellite et ωo la fréquence associée à son mouvement orbital. Les fréquences
ωs, ωs + ωo et ωs + 2ωo valent respectivement : 2.94 mHz, 3.11 mHz et 3.28 mHz. Les
bandes latérales dues aux modulations annuelles Ωsun sont situées à ±3.17 × 10−8 Hz
des harmoniques principales.
Données d’accélération
Dans le cas des données d’accélération, on distingue deux tendances de bruits :
• un bruit basse fréquence dont la densité spectrale de puissance du bruit 3 (DSP)
présente une pente en f−1. Ce bruit est le bruit d’amortissement du fil d’or
reliant la masse d’épreuve à la cage en silice. Ce fil exerce sur la masse d’épreuve
une force dépendant de sa rigidité, or cette dernière varie avec la température
ambiante. Les fluctuations thermiques font donc varier la force exercée par le fil
sur la masse, engendrant un bruit de position dont la dérivée seconde est un bruit
d’accélération en f−1.
• On observe également un bruit haute fréquence, présentant une DSP de pente
f4. Ce bruit correspond à la dérivée seconde d’un bruit blanc de position corres-
pondant au bruit du détecteur capacitif.
Nous modéliserons par la suite le bruit d’accélération relative par une somme des deux
bruits mentionnés plus haut. Sa DSP unilatérale Su sera donc une fonction de la forme :
Su = α−1f−1 + α+4f4 (3.17)
3. décrit comment la puissance d’un signal est répartie sur l’ensemble de la gamme des fréquences.
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En pratique, le modèle de bruit doit prendre en compte la fonction de transfert H(f) de la
boucle de rétroaction contrôlant la position des masses, ainsi qu’un filtre anti-repliement
[106]. La DSP réelle des données est donc plutôt :
Su =
(
α−1f
−1 + α+4f4
)
|H(f)|2 (3.18)
N’ayant pas d’information sur la fonction de transfert de la boucle de rétroaction, nous ne
pouvons pas reproduire fidèlement son effet sur la DSP des données. Quant au filtre anti-
repliement, il s’agit d’un filtre passe-bas de Butterworth 4 dont la fréquence de coupure
vaut 1 Hz [110]. Nous avons représenté l’effet de ce filtre sur la DSP des données à la
figure 3.8, en comparant la DSP filtrée à la DSP non filtrée décrite par l’équation 3.17.
En comparant cette DSP filtrée à celle présentée dans [106], on constate que l’ajout du
filtre de Butterworth est insuffisant pour reproduire l’allure du spectre haute fréquence
des données d’accélération relative.
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Figure 3.8 – Modèle de densité spectrale de bruit : (a) modèle sans filtre (b) modèle
avec filtre. Le filtre utilisé est un filtre passe-bas de Butterworth, d’ordre 5, dont la
fréquence de coupure est fc = 1 Hz.
Pour cette première analyse, nous n’avons pas reproduit cette partie du spectre.
L’amplitude du bruit haute fréquence que nous simulons est donc plus élevée que dans
les données, mais dans la mesure où cette zone est très éloignée (fréquence supérieure à
10−1 Hz) des fréquences de violations prédites par notre modèle (∼ 3± 0.3 mHz), cette
surestimation du bruit haute fréquence n’a, à priori, pas d’impact sur notre analyse.
4. Ce filtre linéaire possède un gain de la forme : G2n(ω) = |Hn(jω)|
2 = G20/
√
1 +
(
jω
jωc
)2n
où n est
l’ordre du filtre, ωc est la fréquence de coupure et G0 est le gain à la fréquence nulle.
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L’inclusion d’un filtre passe-bas pourra néanmoins constituer un point d’amélioration
possible pour les analyses qui seront réalisées dans le futur.
Données de température
Le spectre en fréquence des données de température présente également deux ten-
dances :
• un bruit basse fréquence de marche aléatoire dont la DSP est caractérisée par
une pente en f−2. Ce bruit peut être assimilé à un bruit blanc de dérive de
température, et correspond à une variation thermique dont l’amplitude augmente
dans le temps.
• un bruit blanc haute fréquence correspondant au bruit de mesure de la sonde
thermique. Plusieurs de ces sondes sont réparties au niveau de l’instrument et du
boîtier électronique, et permettent de mesurer les variations thermique au cours
du temps.
Le modèle théorique de la DSP (voir figure 3.9) associée à la somme de ces deux bruits
est de la forme :
Su = α−2f−2 + α0f0 (3.19)
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Figure 3.9 – DSP théorique du bruit de température.
3.4 Modèle SME pour la mission MICROSCOPE
Cette section présente le développement du modèle SME utilisé pour ce test d’inva-
riance de Lorentz. La dernière partie de cette section (la partie 3.4.5) fait le lien entre
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l’accélération relative due à une violation d’invariance de Lorentz et l’équation de mesure
MICROSCOPE décrite à la section 3.1.4.
Le modèle SME développé dans le cadre de cette thèse dérive d’un modèle présenté
dans [47], qui décrit de manière purement analytique la violation d’invariance de Lo-
rentz pouvant être recherchée dans le cas d’une expérience satellisée. Nous présentons ici
un modèle semi-analytique qui utilise les paramètres de vol du satellite et permet une
représentation plus directe et plus fine du problème.
3.4.1 Description des repères utilisés
Les variables intervenant dans le modèle peuvent être liées à quatre repères :
• le repère instrument idéal ISO [113], un repère idéal lié aux axes et au centre de
masse de l’instrument EP (voir figure 3.10).
• le repère satellite [113], un repère lié au centre de masse du satellite dont les axes
sont définis sur la figure 3.10.
• le GCRF 5 [114] à l’époque J2000. Ce repère est centré sur le centre de masse
de la Terre. L’axe z et l’axe x définissent respectivement la direction normale au
plan équatorial et la position du point vernal à l’époque J2000, i.e. le 1er janvier
2000 à 12h00. Le schéma détaillé du GCRF est présenté sur la figure 3.11.
• l’ICRF 6 à l’époque J2000 [114, 50]. Ce repère est centré sur le barycentre du
système solaire 7 et ses axes coïncident avec ceux du GCRF, qui sont aussi ceux
du RHNT 8 (voir figure 3.11). Pour la suite, nous considérerons qu’il est équivalent
au RHNT, bien que celui-ci soit centré sur le centre de masse du Soleil et non
celui du Système Solaire.
Ces repères sont liés par trois transformations, de la forme : xA = PA→BxB
Passage du repère instrument ISO vers repère satellite
PISO→SAT =




0 0 −1
1 0 0
0 −1 0




(3.20)
5. Geocentric Celestial Reference Frame
6. International Celestial Reference frame
7. Situé à proximité de la surface du Soleil
8. Référentiel Héliocentrique Non-Tournant. Pour plus de détails, voir partie 1.3.5.
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EP REF Soleil
Ysat
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Figure 3.10 – Orientation des repères liés à l’instrument EP et au satellite. Schéma
inspiré de [115]. Le repère lié à l’instrument EP est représenté en rouge, tandis celui lié
au satellite est en noir.
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Figure 3.11 – Orientation des axes du GCRF (a) et de l’ICRF (b).
Passage du repère satellite vers le GCRF
Cette matrice fait intervenir un quaternion de rotation qui décrit l’attitude du satel-
lite dans le GCRF à un instant donné. Un quaternion est composé de quatre variables
(q0, q1, q2, q3), qui permettent de décrire les rotations autour de chaque axe du GCRF.
Ces quaternions sont des nombres complexes de la forme : q = q0 + iq1 + jq2 + kq3, où i,
j et k sont des nombres imaginaires. Ils ont également la particularité d’être normalisés :
‖q‖ =
√
q20 + q
2
1 + q
2
2 + q
2
3 = 1.
Les quaternions constituent une représentation complexe des rotations, permettant
un parcours complet de l’hypersphère des rotations, sans point singulier ni perte de
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degré de liberté. Ils sont utilisés dans divers domaines, et notamment pour la navigation
spatiale.
PSAT →GCRF =




2(q20 + q
2
1)− 1 2(q1q2 + q0q3) 2(q1q3 − q0q2)
2(q1q2 − q0q3) 2(q20 + q22)− 1 2(q2q3 + q0q1)
2(q1q3 + q0q2) 2(q2q3 − q0q1) 2(q20 + q23)− 1




(3.21)
Pour notre analyse, nous disposons - pour chaque session - d’un fichier contenant des
valeurs de quaternion de rotation en fonction du temps.
Passage du GCRF vers le RHNT
La transformation entre le repère lié à la Terre et le RHNT fait intervenir une trans-
formation de Lorentz d’ordre 1 en vitesse, sans rotation dans la mesure où les axes des
repères sont identiques. On note βj les composantes du vecteur β =
v
c
, où v est la vitesse
de la Terre par rapport au Soleil et c la vitesse de la lumière.
PGCRF →RHNT =







1 βX βY βZ
βX 1 0 0
βY 0 1 0
βZ 0 0 1







(3.22)
3.4.2 Lagrangien du modèle
Notation Paramètre
mS Masse du corps source
mB Masse de la masse d’épreuve
xµ̃ = (t̃, x̃, ỹ, z̃) Coordonnées dans le référentiel céleste géocentrique (GCRF)
xµ̂ = (t̂, x̂, ŷ, ẑ) Coordonnées dans le référentiel intrument
xΞ = (T, X, Y, Z) Coordonnées dans le référentiel héliocentrique (RHNT)
xorb
j̃
= (x̃orb, ỹorb, z̃orb) Position du satellite dans le GCRF
r =
√
xorbj x
orb
j Distance du satellite au centre de la Terre
ωk = (0, 0, ωz) Vecteur rotation de la Terre
G Constante gravitationnelle
R⊕ Rayon terrestre
c Vitesse de la lumière
Tableau 3.1 – Notations
Le lagrangien de départ (Eq. 3.23) provient de [47]. Il décrit une violation d’invariance
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de Lorentz générée par le coefficient α
(
aBeff
)
ν
9, exprimée dans le GCRF, dans le cadre
d’une approximation PNO(2). Les notations utilisées par la suite sont précisées dans la
table 3.1.
Ici, on considère que la masse source - la Terre - est une sphère homogène dont le
moment d’inertie est IS = 25m
SR2⊕, d’après [47], le lagrangien est donc :
L =
1
2
mBẋk̃ẋk̃ +
GmS
r
(mB + 2α(aBeff)t̃) + 2R
2
⊕
GmS
5cr3
· ǫj̃k̃l̃ α(aBeff)̃j ωk̃ xl̃ (3.23)
Le coefficient SME α
(
aBeff
)
ν
ne contribue pas à la partie cinétique du lagrangien. Il ap-
paraît comme une modification - isotrope et dépendante de la composition de la masse
d’épreuve B - du potentiel gravitationnel de la Terre. Dans cette expression, la compo-
sante α
(
aBeff
)
T
est donc équivalente au paramètre d’Eötvös.
Les composantes spatiales du coefficient α
(
aBeff
)
ν
interviennent quant à elles dans un
terme analogue à une contribution gravito-magnétique. L’effet gravito-magnétique (ou
effet Lense-Thirring) décrit la perturbation du mouvement d’un corps à proximité d’un
objet massif en rotation. Ce mouvement de rotation engendre un effet d’entraînement de
l’espace-temps, qui tend à faire précesser les corps suivant le même sens que celui de la
rotation de la Terre. Le terme apparaissant dans le lagrangien décrit donc un effet d’en-
traînement exercé par la Terre en rotation sur le corps B, mais dont l’intensité dépend
de l’orientation dans l’espace de ce dernier. L’amplitude de ce terme est évidemment très
faible en comparaison du terme dépendant du géopotentiel, leur rapport est de l’ordre
de 10−6.
Ce lagrangien ne prend en compte que la première harmonique du potentiel gravi-
tationnel Newtonien de la masse source. Cependant, dans le cas de MICROSCOPE, les
harmoniques supérieures du potentiel de la Terre ne peuvent pas être négligées, nous
remplaçons donc Gm
S
r par l’expression générique du potentiel gravitationnel −U(r) dans
le second terme de l’équation Eq. 3.23. Cette reformulation aboutit au lagrangien ci-
dessous :
L =
1
2
mBẋk̃ẋk̃ − U(xk̃) (mB + 2α(aBeff)t̃) + 2R2⊕
GmS
5cr3
· ǫj̃k̃l̃ α(aBeff)̃j ωk̃ xl̃ (3.24)
9. Comme expliqué dans la section 3.2, le coefficient SME
(
aBeff
)
ν
apparaît toujours avec un facteur
multiplicatif α. Ce dernier est un paramètre dépendant de la théorie considérée pour expliquer la brisure
de symétrie à l’origine de la violation d’invariance de Lorentz [47].
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3.4.3 Accelération dans le GCRF
À partir des équations d’Euler-Lagrange, on obtient les équations du mouvement de
la masse d’épreuve dans le GCRF :
mBẍĩ = gĩ (m
B + 2α(aBeff)t̃)−
6GmSR2⊕x
orb
ĩ
5cr5
·ǫj̃k̃l̃ α(aBeff)̃j ωk x
orb
l̃
+
2GmSR2⊕
5cr3
·ǫj̃k̃ĩα(aBeff)̃jωk̃
(3.25)
On introduit ici l’accélération gravitationnelle gĩ :
− ∂U(xĩ)
∂xĩ
= gĩ (3.26)
Le second terme de l’équation 3.25 a été obtenu en faisant l’approximation suivante pour
la position de la masse d’épreuve xĩ dans le GCRF :
xĩ = x
orb
ĩ
(
1 +
Rĩk̂ xk̂
xorbi
)
≈ xorb
ĩ
(3.27)
La matrice R est la matrice de rotation entre le repère instrument et le GCRF, elle sera
explicitée par la suite.
On s’intéresse à présent à l’accélération relative de deux masses d’épreuve B1 et B2
que l’on peut définir comme :
ẍ(d) =
(ẍB1 − ẍB2)
2
(3.28)
ainsi qu’à la combinaison de coefficients SME associée à cette différence :
(
a
(d)
eff
)
µ̃
=
(
aB1eff
)
µ̃
mB1
−
(
aB2eff
)
µ̃
mB2
(3.29)
En se basant sur l’équation 3.25, on peut écrire l’accélération relative des masses dans
le GCRF, comme :
2ẍ(d)
ĩ
= 2gĩα(a
(d)
eff )t̃ −
6GmSR2⊕x
orb
ĩ
5cr5
· ǫj̃k̃l̃ α(a
(d)
eff )̃j ωk x
orb
l̃
+
2GmSR2⊕
5cr3
· ǫj̃k̃ĩα(a
(d)
eff )̃jωk̃
(3.30)
3.4.4 Accélération dans le repère instrument
Nous devons maintenant exprimer le modèle en terme de quantités mesurables dans
le repère de l’instrument. Seuls les coefficients SME restent exprimés dans le GCRF en
attendant leur transformation dans le RHNT.
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La transformation du référentiel instrument vers le GCRF s’écrit :
xk̂ = Rk̂ ĩ
(
xĩ − xorbĩ
)
(3.31)
Elle implique une matrice de rotation R, produit de la matrice de rotation liant les axes
du repère satellite à ceux du GCRF et de la matrice de passage entre le repère satellite
et le repère instrument. Cette matrice ne dépend que des composantes du quaternion de
rotation instantanée, introduit dans la partie 3.4.1 :
R =




−2(q1q3 + q0q2) −2(q2q3 − q0q1) 1− 2(q20 + q23)
2(q20 + q
2
1)− 1 2(q1q2 + q0q3) 2(q1q3 − q0q2)
−2(q1q2 − q0q3) 1− 2(q20 + q22) −2(q2q3 + q0q1)




(3.32)
En appliquant cette transformation aux quantités exprimées dans le GCRF - sauf
coefficients SME - de l’équation 3.30, on obtient :
2Rk̂ ĩẍ
(d)
k̂
= 2Rk̂ ĩgĩα(a
(d)
eff )t̃−
6GmSR2⊕x
orb
ĩ
5cr5
·ǫj̃k̃l̃ α(a
(d)
eff )̃j ωk x
orb
l̃
+
2GmSR2⊕
5cr3
·ǫj̃k̃ĩα(a
(d)
eff )̃jωk̃
(3.33)
La multiplication de Eq.3.33 par la matrice transposée Rĩ ĵ nous permet d’obtenir l’accé-
lération relative des masses d’épreuve dans le référentiel instrument, avec les coefficients
SME exprimés dans le GCRF.
2ẍ(d)
ĵ
= 2gĵ2α(a
(d)
eff )t̃−
6GmSR2⊕ Rĵ ĩ x
orb
ĩ
5cr5
·ǫj̃k̃l̃ α(a
(d)
eff )̃j ωk x
orb
l̃
+
2GmSR2⊕
5cr3
·Rĵ ĩ ǫj̃k̃ĩ α(a
(d)
eff )̃jωk̃
(3.34)
L’expression finale de l’accélération relative doit faire intervenir des coefficients SME
exprimés dans le SCF. Il est donc nécessaire de leur appliquer la transformation suivante,
comme décrit dans [50] :
aµ̃ = T Ξµ̃ aΞ (3.35)
Ici, la matrice de transformation est une transformation de Lorentz sans rotation T Ξµ̃ ,
correspondant à la matrice de transformation définie à l’équation 3.22.
Les termes dépendant de β sont environ 104 fois plus petits que les autres termes.
Nous négligeons donc leur contribution aux termes gravito-magnétiques, eux-mêmes en-
viron 106 fois plus petits que les termes principaux dépendant de l’accélération gravita-
tionnelle.
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L’expression finale de l’accélération relative des masses d’épreuve, suivant chaque axe
du repère instrument, est donc :
2¨̂x(d) = gx̂
[
2α(a(d)eff )T + βX2α(a
(d)
eff )X + βY2α(a
(d)
eff )Y + βZ2α(a
(d)
eff )Z
]
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Rŷx̃x̃
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) (
x̃orb2α(a(d)eff )Y − ỹorb2α(a
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3.4.5 Équation de mesure MICROSCOPE pour le test d’invariance de
Lorentz
Dans cette partie, on combine les équations 3.15 et 3.36-3.38, afin de réécrire l’ac-
célération relative - suivant l’axe sensible x, sur lequel on se concentre lors de cette
analyse - en fonction des paramètres SME, des paramètres physiques (e.g. décentrages
des masses), ainsi que des paramètres de vol.
En remplaçant, dans l’équation de mesure pour la mission MICROSCOPE (eq. 3.15),
le terme de violation du Principe d’Équivalence par l’accélération d’origine SME (dé-
taillée dans les équations 3.36 à 3.38), on obtient :
2γ(d)app = 2γ
(d)
SME + ([T ]− [In]) ∆− 2[Ω]∆̇− ∆̈ (3.39)
Le terme [T ] − [In] peut se réécrire sous une forme plus compacte en introduisant les
matrices S et U , représentant respectivement les parties symétrique et antisymétrique
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de [T ]− [In] = [S] + [U ] :
[S] = [T ]− [Ω]2 (3.40)
[U ] = −[Ω̇] (3.41)
Les effets des dérives et des gradients de dérives étant négligeables, l’équation de
mesure MICROSCOPE pour le test d’invariance de Lorentz est :
2γ(d)app,x̂ = Sx̂x̂∆x̂ +
(
Sx̂ŷ + Ω̇z
)
∆ŷ +
(
Sx̂ẑ − Ω̇y
)
∆ẑ (3.42)
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Dans cette expression, les données issues de la mission correspondent aux symboles
bleus, les paramètres en rouge sont obtenus grâce aux éphémérides INPOP et les para-
mètres en gras sont les paramètres ajustés lors de l’analyse. Le décentrage en y apparaît
en gris, car il a été estimé lors d’une session de calibration dont les résultats, publiés
dans [106], sont utilisés pour l’ensemble de l’analyse.
Les décentrages sont traités comme des paramètres du modèle à part entière, afin
d’étudier les corrélations potentielles qui pourraient exister entre ces décentrages et nos
paramètres SME. Le cas échéant, nous pourrions être amenés à contraindre une combi-
naison de décentrages et de coefficients SME.
Chacune des masses d’épreuve contribue à la combinaison α(a(d)eff )µ, définie à l’équa-
tion 3.53, selon sa composition en terme de protons, d’électrons et de neutrons. Le
coefficient α(a(d)B )µ associé à chaque masse d’épreuve B peut donc s’écrire sous la forme
d’une combinaison de coefficients :
α(a(B)eff )µ = A
B · α(aeff)nµ + CB · α(aeff)(e + p)µ (3.43)
où α(a(e+p)eff )µ = α(aeff)
e
µ + α(aeff)
p
µ est le coefficient traduisant la violation liée à la fois
aux protons et aux électrons, ces derniers étant présents en nombres égal. Dans cette
expression, AB et CB sont en GeV−1.
La combinaison de coefficients α(a(e+p)eff )µ et α(a
(n)
eff )µ associée au coefficient α(a
(d)
eff )µ
a été déterminée par Q. Bailey, à partir des informations sur les alliages composant les
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masses d’épreuve [116] :
• la masse externe (B2) est faite dans un alliage de titane (90%), d’aluminium (6%)
et de vanadium (4%)
• la masse interne (B1) est quant à elle constitué d’un alliage de platine (90%) et
de rhodium (10%)
En tenant compte de ces différents constituants et de leurs abondances respectives, le
coefficient α(a(d)eff )µ peut s’exprimer comme :
α(a(d)eff )µ = A · α(aeff)nµ + C · α(aeff)(e + p)µ (3.44)
où A et C valent respectivement :
A = 0.048 GeV−1 (3.45)
C = −0.068 GeV−1 (3.46)
La méthode de calcul de ces coefficients est détaillée dans l’annexe ??.
3.5 Description des données utilisées
L’exploitation scientifique de la mission MICROSCOPE a débuté en décembre 2016
et a pris fin en février 2018. Il y a donc un peu plus d’une année de données, disponibles
partiellement pour le moment. Ces données sont divisées en sessions de longueurs va-
riables, généralement de l’ordre d’une centaine d’orbites. Certaines de ces sessions sont
dédiées au test du principe d’Équivalence, d’autres sont focalisées sur la calibration des
décentrages et de divers effets systématiques [106]. Nous n’avons pas exploité les données
issues des sessions de calibrations, les paramètres nécessaires à notre analyse - décentrage
suivant l’axe Y et facteur de sensibilité thermique - ont été tirés de [106].
Pour cette première analyse, nous avons utilisé cinq sessions scientifiques, réparties
entre février et décembre 2017 (voir figure 3.13), correspondant à 480 orbites de 6000
secondes soit un peu plus de 30 jours de données cumulées (voir table 3.2). Ces cinq
sessions ont été prises dans le mode spinné avec une fréquence de rotation propre du
satellite fspin = 2.9432× 10−3 Hz (voir figure 3.12).
Nous avons exploité les données d’accélération relative mesurées par l’instrument EP,
suivant l’axe sensible X. Nous avons également utilisé des données secondaires, qui sont
listées dans la table 3.3, et notamment des données de température provenant d’une
sonde thermique (la sonde T4) située à la jonction entre le cylindre contenant les masses
3.5. Description des données utilisées 91
Yinst
Xinst
Zinst
spin
Figure 3.12 – Illustration du mouvement du satellite par rapport à la Terre. Le repère
lié à l’instrument EP est indiqué en rouge et le mouvement de rotation du satellite sur
lui-même est matérialisé par une flèche blanche.
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Figure 3.13 – Répartition temporelle des sessions analysées. Les sinusoïdes noire et grise
indiquent les variations annuelles, associées à la pulsation Ω. La variable temporelle T a
pour origine l’équinoxe du 20 mars 2017.
d’épreuve et le boîtier électronique (voir figure 3.14). Les principaux effets systématiques
étant d’origine thermique, ces données nous permettent d’estimer leur amplitude.
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n◦ session
Durée Date de début Pourcentage
en nombre d’orbites et de fin de données manquantes
210 50 2017/02/14 - 2017/02/18 7.6× 10−4
218 119 2017/02/28 - 2017/03/08 2.8× 10−4
326 101 2017/09/27 - 2017/10/04 3.7× 10−4
358 91 2017/10/14 - 2017/10/21 5.2× 10−4
404 119 2017/12/07 - 2017/12/15 4.9× 10−4
Tableau 3.2 – Récapitulatif des sessions EP analysées, en terme de nombre d’orbites,
de date de mesure et de pourcentage de trous.
Données interpolées Échantillonnage
Accélération relative des masses d’épreuve 0.25 s
Orbitographie 1 min
Attitude 0.25 s
Accélération de gravité 0.25 s
Gradients de gravité 0.25 s
Vitesse angulaire 0.25 s
Accélération angulaire 0.25 s
Température - sonde n◦4 1 s
Tableau 3.3 – Récapitulatif des fichiers de données utilisés pour l’analyse et de leur
échantillonnage.
Figure 3.14 – Position des sondes thermiques pour l’instrument EP. Crédit : Manuel
Rodrigues.
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3.6 Méthode et chaîne de traitement pour l’analyse statis-
tique
Cette partie présente les différentes étapes du prétraitement et de l’analyse des don-
nées. Les graphes présentés correspondent aux étapes d’analyse d’une même session
(identifiée comme la session 404 de la mission) d’une durée de 120 orbites. Les détails
concernant les différentes sessions analysées, leur durée et leur répartition dans l’année
sont détaillés dans la partie 3.5. Le schéma global d’analyse est donné dans la partie
3.6.5, à la figure 3.24.
3.6.1 Prétraitements
Interpolation
Nous disposons de plusieurs types de données, les principales étant les mesures d’ac-
célération relative des masses d’épreuve. Ces dernières ont un échantillonnage de 0.25
seconde. Les autres données sont : l’orbitographie, l’attitude, la vitesse et l’accélération
angulaire du satellite et enfin l’accélération et les gradients de gravité. Hormis l’orbito-
graphie, qui comporte un point par minute, toutes ces données ont un échantillonnage
de 0.25 seconde.
Afin de s’assurer de la concordance des points, nous interpolons l’ensemble des don-
nées secondaires à partir des dates des données d’accélération relative des masses. Cette
interpolation 10 est basée sur un ajustement polynomial dont le degré est adapté en fonc-
tion de l’allure de chaque type de données : plus les données sont irrégulières, plus le
degré du polynôme utilisé pour l’interpolation doit être grand. La table 3.4 précise le
degré du polynôme pour chaque type de données interpolées.
Données interpolées Ordre du polynôme Échantillonnage
Orbitographie 3 1 min
Attitude 3 0.25 s
Accélération de gravité 5 0.25 s
Gradients de gravité 5 0.25 s
Vitesse angulaire 5 0.25 s
Accélération angulaire 5 0.25 s
Tableau 3.4 – Récapitulatif des données interpolées. On précise l’ordre du polynôme
utilisé et l’échantillonnage des données.
10. Interpolation réalisée à partir d’une routine fournie par Frédéric Meynadier, anciennement ingé-
nieur d’étude dans l’équipe théorie du SYRTE.
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Les données de température ne sont pas interpolées, faute de fichier contenant les
dates correspondant à ces données. Nous avons donc supposé que le premier point des
données de température coïncidait avec celui des données d’accélération relative, et nous
avons conservé l’échantillonnage de 1s lors de l’analyse de ces données.
Inclusion des trous
Les données MICROSCOPE présentent des trous pouvant être classés selon deux
catégories :
• les phénomènes transitoires (fissuration du revêtement du satellite ou des réser-
voirs de gaz froid, impact de micro-météorite) occasionnant une saturation des
instruments pendant une durée inférieure à 1s.
• les pertes de télémétrie qui entraînent une interruption du flux de données pendant
une période de plusieurs secondes.
Les sessions utilisées pour cette analyse ne comportent que des trous d’une durée in-
férieure à 1 seconde et dont le nombre représente environ 0.0008% du nombre total de
points par session. Leur impact en terme de repliement spectral est donc largement né-
gligeable.
Dans les données brutes, ces trous sont masqués. Ce masque wi(t) est défini comme :
wi(t) =
{
0 ∀t en cas de trou
1 sinon
Les données masquées sont dominées par le bruit blanc lié aux masquage de ces n trous,
distribués de manière aléatoire - leur utilisation en l’état n’a pas de sens physique. Dans
la mesure où nous réalisons une analyse dans le domaine temporel, nous nous contentons
d’ignorer les trous, qui, compte-tenu de leur faible nombre, ont peu ou pas d’impact sur
notre analyse. La DSP des données brutes avec masque et sans masque (avec trous)
sont présentées à la figure 3.15. On observe bien la différence entre la DSP des données
masquées (en gris), dominées par le masquage des trous, et la DSP des données avec
trous (en bleu) dont le bruit est nettement plus bas aux fréquences qui nous intéressent.
Retrait des dérives long terme
On observe dans les données d’accélération relative une forte dérive long terme, qui
se traduit par dérive linéaire basse fréquence de la DSP des données, comme illustré
à la figure 3.15. Ces dérives long terme ont une origine déterministe, probablement
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Figure 3.17 – Données d’accélération relative pour la session 404, avant retrait des
contributions des paramètres déterministes (en gris) et après leur retrait (en bleu). La
DSP tracée en bleu correspond à la DSP du bruit.
Ajustement des amplitudes du bruit
On réalise ensuite un ajustement moindres carrés du modèle de bruit à deux pentes
(voir partie 3.3) sur la DSP du bruit. Cette méthode permet d’estimer de manière simple
les caractéristiques du bruit statistique des données et ainsi d’obtenir des paramètres
d’entrée pour le simulateur de bruit. Cette méthode d’estimation du modèle de bruit
pourrait évidemment être optimisée, par exemple en prenant un modèle de bruit à pentes,
de manière à obtenir un ajustement plus fin des amplitudes de bruits. L’ajustement du
modèle de bruit, pour la session 404, est présenté figure 3.18. Les détails de l’ajustement
du modèle de bruit sont présentés dans l’annexe D.3.
Simulateur de bruit
On utilise des fonctions de l’outil Python3 Allan tools pour simuler N échantillons
de bruits, où N est typiquement de l’ordre de 10 000. Cette simulation Monte-Carlo est
parallélisée via des méthodes de multi-processing en Python3.
Le bruit en f4 est obtenu en différenciant à deux reprises un bruit blanc constitué de


100 CHAPITRE 3. Analyse des données de la mission MICROSCOPE
relative sont significatives ou non.
On suppose donc que chaque paramètre θ est une variable aléatoire à laquelle est
associée une variance inconnue, notée σ2θ . On appelle θ̂i une valeur de θ estimée pour
une réalisation de bruit, notée ǫi. Chaque estimation de θ est une fonction du bruit ǫ
pouvant s’écrire :
θ̂i = f(ǫi) (3.48)
La fonction f est liée à la méthode d’inversion utilisée pour obtenir θ̂.
D’après la loi des grands nombres, la valeur moyenne des θ̂i pour N ajustements sur
des échantillons de bruit simulés, converge vers la valeur moyenne de θ :
θ̄N =
1
N
N
∑
i=1
θ̂i =
1
N
N
∑
i=1
f(ǫi) −→ E[θ] (3.49)
Nous ajustons des échantillons de bruit purs, sans y rajouter de signaux physiques.
Nous avons cependant vérifié que l’ajout signaux liés aux décentrages n’a pas d’effet sur
l’analyse LSMC, dans la mesure où les variances et les covariances sont dominées par la
corrélation du bruit et non par les corrélations intrinsèques au modèle. La distribution
des paramètres estimés θ̂i est utilisée pour estimer la variance σ2θ du paramètre θ, tandis
que leur valeur θ̂obs est assimilée à celle estimée à partir des observations.
La variance de θ ne peut pas être déterminée avec une certitude absolue, mais on
peut en obtenir une bonne estimation Ŝθ̂ à partir de la distribution des θ̂i :
Ŝ2
θ̂,N
=
1
N − 1
N
∑
i=1
(
θ̂i − θ̄N
)2
(3.50)
Une illustration de la convergence de la méthode LSMC, en terme de moyenne cumu-
lative des paramètres et des incertitudes en fonction du nombre d’échantillon de bruit
utilisés, est présentée dans l’annexe D.4 à la figure D.4.
Cet estimateur n’est pas optimal, mais il a l’avantage d’être facile à implémenter.
L’idéal serait évidement un estimateur moindres carrés généralisés (GLS), mais il né-
cessite l’estimation soit de la matrice de covariance du bruit de taille NxN, où N est le
nombre de points de données, soit d’une DSP du bruit pour des sessions combinées. Ces
deux approches sont utilisées respectivement dans [117], où des processus auto-régressifs
sont utilisés pour estimer la matrice de covariance du bruit dans la perspective de traiter
les données de MICROSCOPE, et dans [118] qui utilise une méthode itérative de type
Bayésien Monte-Carlo pour estimer la PSD du bruit des données de LISA Pathfinder.
Afin de comparer les performances de notre méthode d’analyse par rapport à celles
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Figure 3.20 – Schéma de fonctionnement de l’analyse statistique
d’un estimateur optimal GLS, nous comparons les résultats de l’ajustement LSMC
et GLS pour un modèle à trois paramètres pour le test du Principe d’Équivalence
(δ, ∆x, ∆z). L’estimateur GLS est basé sur une matrice de covariance du bruit, esti-
mée numériquement à partir d’un ensemble de N échantillons de bruits de longueur
restreinte à 1000 points. Pour ce faire, nous construisons tout d’abord une matrice mo-
dèle A, de dimension NxM, où N est le nombre d’échantillons simulés - ici 20 000 - et M
leur longueur. La matrice de covariance V du bruit est obtenue en inversant la matrice
AT A.
Les résultats en terme d’incertitudes sur les paramètres, présentés dans la table 3.5,
traduisent l’équivalence des deux méthodes pour un bruit blanc, ainsi que le biais in-
troduit par un bruit non blanc. Grâce à ce test on peut estimer que, par rapport à
un estimateur optimal, notre méthode LSMC est conservative, car elle surestime d’un
facteur 2 environ les incertitudes sur le paramètre d’Eötvös. Cette estimation des perfor-
mances de la méthode LSMC sera étayée par la comparaison des résultats obtenus pour
l’ajustement du paramètre d’Eötvös avec ceux publiés [106] pour la session 218. Cette
comparaison sera présentée partie 3.7.1.
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Méthode
Type de bruit
Blanc MICROSCOPE
σGLS 1.46× 10−13 3.42× 10−12
σMC 1.51× 10−13 4.73× 10−12
σMC/σGLS 1.03 1.38
Tableau 3.5 – Estimation des performances de la méthode LSMC. Comparaison des ré-
sultats obtenus avec ceux d’une méthode GLS pour l’ajustement du paramètres d’Eötvös.
Cette comparaison a été effectuée pour une session test avec un bruit proche du bruit
d’accélération en vol. Les chiffres présentés dans ce tableau ont été obtenus pour 20 000
échantillons de bruit d’une longueur de 1000 points.
3.6.4 Méthode d’estimations des effets systématiques
Descriptions des effets systématiques
Le principal effet systématique affectant l’analyse des données de la mission MICRO-
SCOPE est lié à des phénomènes d’origine thermique. Afin de quantifier les variations
thermiques affectant l’instrument, des sessions de calibrations ont été réalisées en faisant
varier la température en plusieurs endroits de la plateforme et en mesurant en parallèle
les variations d’accélération et de température. Cependant, les variations créées par le
chauffage en plusieurs points de la plateforme sont inhomogènes et entraînent vraisem-
blablement une surestimation de la sensibilité de l’instrument aux variations thermiques.
Le facteur de sensibilité thermique donné dans [106] constitue donc une estimation pes-
simiste de la réponse de l’instrument aux variations thermiques rencontrées en vol. C’est
cette estimation "prudente" de la sensibilité thermique que nous avons utilisé pour esti-
mer les effets systématiques d’origine thermique.
La ré-expression de ces effets systématiques en terme d’accélération suivant l’axe
sensible x, se base sur le coefficient de sensibilité cSU∆T = 4.3× 10−9m.s−2.K−1 [106] :
2γtherm.x ≈ cSU∆T ∆TSU (3.51)
où γtherm.x =
γtherm.x,1 − γtherm.x,2
2
Ce coefficient de sensibilité dépend de la fréquence consi-
dérée et la valeur donnée dans [106] correspond à la fréquence fep. Cependant les fré-
quences de notre modèle sont suffisamment proches de la fréquence fep pour que ce
facteur de sensibilité constitue une bonne approximation de la sensibilité thermique
réelle de l’instrument à ces fréquences.
3.6. Méthode et chaîne de traitement pour l’analyse statistique 103
Méthode de traitement des données de température
La même chaîne de prétraitement est appliquée aux données de température, les seuls
différences concernent le modèle de bruit utilisé et le degré du polynôme ajusté pour le
retrait des dérives long-terme, de degré 3 dans le cas des données de température. Le
bruit en f−2, correspondant au bruit basse fréquence des données de température, est
simulé avec l’outil Allan Tools comme l’intégrale d’un bruit blanc.
L’analyse statistique des données de température est également identique à celle
des données d’accélération relative. Elle permet d’ajuster des paramètres fictifs et leurs
incertitudes, qui correspondent à l’amplitude (et à l’incertitude associée) des variations
thermiques pour chaque coefficient SME ou paramètre physique du modèle.
L’incertitude totale de chaque paramètre correspond à la somme quadratique de
l’incertitude statistique - issue de l’analyse des données d’accélération - et de l’incertitude
systématique obtenue en convertissant en accélération l’incertitude sur les variations
thermiques. Dans le cas où un paramètre fictif présenterait une valeur significative, cette
valeur serait également ajoutée à l’incertitude systématique, suivant la méthode décrite
dans le chapitre 2, partie 2.6.2.
Les figures associées au retrait des dérives, l’ajustement du modèle de bruit et la
simulation de bruit pour les données de températures sont présentées respectivement
aux figures 3.21, 3.22 et 3.23.
3.6.5 Architecture du code d’analyse
La figure 3.24 présente le schéma global d’analyse, par session individuelle et pour une
combinaison de sessions. Dans le cas de l’analyse combinée, on concatène les données
d’accélération relative de chaque session et on fait de même pour les bruits qui leur
sont associés. Lorsque les sessions présentent des trous longs (de plusieurs secondes),
elles sont découpées en sous-sessions pour lesquelles on applique les mêmes traitements
qu’aux autres sessions.
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DATA SETS
INPUTS READER
INDIVIDUAL SESSIONS COMBINED SESSIONS
INTERPOLATION
CUT SESSION
IN SUB-SESSIONS
Y OFFCENTERING 
REMOVAL
NOISE SIMULATION
SESSIONS/SUB-SESSIONS 
CONCATENATION
LEAST-SQUARES ANALYSIS
MONTE-CARLO ANALYSIS
PRE-PROCESSING
GAPS TREATMENT
DRIFTS REMOVAL
Y OFFCENTERING 
REMOVAL
CHECK 
PRE-PROCESSING
Figure 3.24 – Architecture de la chaîne de traitement pour l’analyse des données MI-
CROSCOPE.
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paramètres
Valeurs et incertitudes statistiques pour la session 218
unité
Cette analyse Étude [106]
δ (−1.3± 2.2± 2.2)× 10−14 (−0.1± 0.9± 0.9)× 10−14 −
∆x (20.1± 0.1)× 10−6 (20.1± 0.1)× 10−6 m
∆z (−5.8± 0.1)× 10−6 (−5.6± 0.1)× 10−6 m
C (−0.3± 1.0)× 10−8 − m.s−2
Tableau 3.6 – Résultat de l’ajustement du paramètre d’Eötvös et des paramètres ins-
trumentaux pour la session 218. Les incertitudes sont uniquement statistiques, sauf pour
le paramètre δ, pour lequel on précise également l’incertitude systématique.
Session Valeurs et incertitudes pour le paramètre d’Eötvös(×1014)
210 −2.4± 3.9 (2.1)(3.3)
218 −1.3± 3.1 (2.2)(2.2)
326 0.1± 9.7 (3.1)(9.2)
358 1.9± 2.3 (1.6)(1.7)
404 0.1± 1.5 (1.0)(1.1)
Tableau 3.7 – Résultats de l’ajustement du paramètre d’Eötvös pour les cinq sessions
EP. Les incertitudes statistiques et systématiques sont précisées entre parenthèses.
Dans cette analyse, nous ajustons un paramètre de violation δ unique, et pour chaque
session deux décentrages et une constante. Les matrices de corrélation statistique et
systématique des paramètres sont données à la figure 3.25, elles ne contiennent que des
coefficients de corrélation faibles. Si on compare cette estimation de δ à celle présentée
dans [106], i.e. (−0.1± 0.9± 0.9)× 10−14, on obtient une incertitude statistique équiva-
lente et une incertitude systématique plus grande d’un facteur 1.5.
3.7.2 Résultats du test d’invariance de Lorentz
Dans cette partie, nous utilisons le modèle présenté dans la partie 3.4.5, afin de
contraindre les quatre composantes du tenseur SME α(a(d)eff )µ, associées aux quatre di-
mensions de l’espace-temps (T,X,Y,Z). Comme expliqué dans la partie 3.4, ces coeffi-
cients sont exprimés dans le RHNT.
Analyse individuelle des sessions
Nous présentons tout d’abord les contraintes obtenues en analysant individuellement
chacune des cinq sessions. Le modèle ajusté inclut les mêmes paramètres physiques que
le précédent modèle pour le test du Principe d’Équivalence (deux décentrages en x et z
et une constante), dont les estimations sont présentées dans l’annexe D.5.
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Paramètres SME
Sessions
210 218
α(a(d)eff )T (0.3± 2.1) (1.6)(1.4)× 10−11 (−0.2± 1.6) (1.1)(1.2)× 10−11
α(a(d)eff )X (0.1± 1.1) (0.9)(0.6)× 10−7 (−0.5± 4.5) (3.1)(3.3)× 10−8
α(a(d)eff )Y (0.4± 1.6) (1.3)(0.9)× 10−7 (0.6± 1.6) (1.0)(1.2)× 10−7
α(a(d)eff )Z (−0.2± 4.0) (1.2)(3.8)× 10−7 (−1.9± 4.4) (1.9)(4.0)× 10−7
Paramètres SME
Sessions
326 358
α(a(d)eff )T (3.4± 8.7) (2.2)(8.5)× 10−11 (0.9± 1.4) (1.1)(0.9)× 10−11
α(a(d)eff )X (5.0± 7.0) (3.0)(6.4)× 10−8 (3.8± 5.7) (4.4)(3.7)× 10−8
α(a(d)eff )Y (−1.8± 3.1) (1.9)(2.5)× 10−7 (−0.4± 1.3) (0.9)(0.9)× 10−7
α(a(d)eff )Z (−0.4± 2.4) (0.5)(2.3)× 10−6 (−1.1± 1.6) (1.1)(1.2)× 10−7
Paramètres SME
Sessions
404
α(a(d)eff )T (0.5± 3.1) (0.5)(3.1)× 10−11
α(a(d)eff )X (0.5± 3.0) (0.5)(3.0)× 10−7
α(a(d)eff )Y (−0.7± 4.8) (1.4)(4.6)× 10−8
α(a(d)eff )Z (−0.03± 1.4) (0.3)(1.3)× 10−7
Tableau 3.8 – Résultats de l’ajustement des paramètres de violation SME pour chacune
des cinq sessions analysées. Les valeurs indiquées en gras correspondent aux meilleures
estimations de chaque paramètre obtenue par l’analyse individuelle de ces cinq sessions.
Analyse globale pondérée
La pondération est établie à partir de la table 3.7, en assignant à chaque session un
poids correspondant à la variance totale obtenue pour le paramètre d’Eötvös. Comme
dans le cas de l’analyse combinée pour le test du Principe d’Équivalence, nous ajustons
- en plus des paramètres de violation - deux décentrages et une constante pour chaque
session.
La table 3.9 présente les résultats de l’analyse pondérée des cinq sessions. Nos résul-
tats n’indiquent aucune violation d’invariance de Lorentz. Les matrices de corrélation
statistique et systématique des coefficients SME associées à cet ajustement sont données
à la figure 3.27. Les coefficients α(a(d)eff )Y et α(a
(d)
eff )Z sont toujours complètement cor-
rélés, de même que les coefficients α(a(d)eff )T et α(a
(d)
eff )X . On remarque néanmoins que
les corrélations entre les couples α(a(d)eff )T /α(a
(d)
eff )X et α(a
(d)
eff )Y /α(a
(d)
eff )Z ont nettement
diminué par rapport à l’ajustement individuel de la session 218.
Pour comprendre qualitativement ces corrélations, on trace l’évolution temporelle de
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Figure 3.29 – Représentation graphique des régions de confiance pour les coefficients
α(a(d)eff )µ, obtenues par l’analyse des échantillons de bruit d’accélération relative. Les
point bleu indique la position de la solution ajustée par moindres carrés grâce aux don-
nées d’accélération relative.
masses de composition différente sont disposées aux extrémités d’une barre, elle-même
suspendue par un fil. Si une source gravitationnelle agit différemment sur les masses,
la différence d’accélération provoquera une rotation du dispositif. Les contraintes SME
correspondantes ont permis d’atteindre une précision de 10−11 GeV sur le coefficient
α(a(d)eff )T .
Nous améliorons par ailleurs de 2 à 3 ordres de grandeur les contraintes actuelles
sur les coefficients αaX et αeX . Nous obtenons également 1 à 2 ordres de grandeur
d’amélioration sur les contraintes du coefficient αaY et 1 ordre de grandeur sur celles du
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Figure 3.30 – Représentation graphique des régions de confiance pour les coefficients
α(a(d)eff )µ, obtenues par l’analyse des échantillons de bruit de température. Ici, les valeurs
de températures sont converties en accélération grâce au coefficient de sensibilité donnée
à l’équation 3.51. Les point bleu indique la position de la solution ajustée par moindres
carrés grâce aux données de température.
coefficient αaZ . Pour ce qui est des coefficients αeY et αeZ , nous améliorons d’un ordre
de grandeur l’ensemble des contraintes, exceptée celle liée à l’électron pour le coefficient
αeZ . Les précédentes contraintes sur les composantes X, Y et Z du coefficient α(a
(d)
eff )µ
ont été obtenues par l’analyse de données gravimétriques [119]. Dans cette expérience, un
gravimètre supra-conducteur permet de mesurer les variations de pesanteur rencontrées
par une masse d’épreuve maintenue en lévitation magnétique. Cette étude a permis
de porter les contraintes sur ces coefficients à une sensibilité de 10−5 GeV environ. Ces
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coefficients ont également été contraints dans [122], grâce à la combinaison d’observation
TLR 12, de mesures gravimétriques et d’éphémérides planétaires.
Paramètres SME
Sensibilités maximales
Unité
e p n
αaT 10−12(1) 10−12(1) 10−12(1) GeV
αaX 10−8(2) 10−8(2) 10−8(3) GeV
αaY 10−6(1) 10−7(2) 10−6(1) GeV
αaZ 10−6(1) 10−6(1) 10−6(1) GeV
αeT 10−9(1) 10−12(1) 10−12(1) -
αeX 10−5(2) 10−8(2) 10−8(3) -
αeY 10−3(1) 10−6(1) 10−6(1) -
αeZ 10−2 10−6(1) 10−6(1) -
Tableau 3.10 – Sensibilités maximales aux paramètres SME pour l’analyse complète
à cinq jeux, avec pondération. Les exposants entre parenthèses indiquent le nombre
d’ordres de grandeur d’amélioration obtenus par rapport aux sensibilités maximales pré-
sentées dans la version 2018 de [45].
Recherche d’effets systématiques non modélisés Nous cherchons à déterminer si
notre analyse est susceptible d’être biaisée du fait d’effets systématiques non modélisés
ayant potentiellement variés dans le temps. Un manière de vérifier que nos sessions de
données sont bien affectées par les mêmes effets systématiques est de réaliser une analyse
par sous-ensemble de sessions. Pour cela, nous réalisons une série d’analyses combinées
en retirant à chaque fois une session différente, et nous représentons l’évolution des para-
mètres SME estimés, en fonction de la session retirée (voir figure 3.31). Les paramètres
SME sont supposés être des constantes, leur valeurs doivent donc être compatibles entre
elles pour tous les sous-ensembles analysés.
On remarque que les intervalles de confiance des coefficients ajustés pour chaque sous-
ensemble se recouvrent, il n’y a donc pas lieu de penser que notre ajustement global est
biaisé.
3.8 Perspectives
Analyse de nouvelles sessions Ce travail étant une première analyse, les perspec-
tives en terme d’analyse sont extrêmement riches. La principale étant bien évidemment
12. Télémétrie Laser sur la Lune
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Figure 3.31 – Recherche de biais : sensibilité de l’analyse par sous-ensemble en fonction
du jeu retiré, pour les coefficients α(a(d)eff )T , α(a
(d)
eff )X , α(a
(d)
eff )Y et α(a
(d)
eff )Z . Pour chaque
coefficient, les valeurs et incertitudes ajustées pour chaque sous-ensemble de sessions
sont indiquées en bleu. La ligne rouge matérialise la position du zéro et les zones grises
la période de l’année correspondant au jeu retiré.
l’utilisation de nouvelles sessions de données qui devrait permettre de diminuer nos esti-
mations des incertitudes statistiques et systématiques. Par ailleurs, si ces données sont
assez distantes dans le temps par rapport à des sessions déjà analysées, par exemple si
elles sont prises au mois mai, elles devraient permettre de mieux décorréler les paramètres
α(a(d)eff )T et α(a
(d)
eff )X , et potentiellement améliorer nos limites sur ces coefficients.
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Amélioration de la méthode d’analyse statistique Plusieurs points d’améliora-
tion sont envisageables. Les plus immédiats étant l’optimisation de la pondération des
données et l’implémentation d’une méthode GLS pour l’analyse des données de tempéra-
ture. Pour le premier point, nous utilisons pour le moment les variances obtenues sur le
paramètres d’Eötvös par l’analyse individuelle des sessions EP. Une autre pondération,
par exemple basée sur les variances des coefficients SME, pourrait être utilisée. Quant
au second point, les deux composantes du bruit de température peuvent être modélisées
par des matrices de corrélation analytiques, qui pourraient permettre d’implémenter un
estimateur GLS.
Étude des effets systématiques avec instrument REF Lors de cette analyse,
nous avons analysé exclusivement des données de l’instrument EP. Il serait néanmoins
souhaitable d’analyser également des données provenant de l’instrument REF. Ce dernier
contient deux masses d’épreuve identiques, leur accélération relative doit donc rester
nulle tout au long de l’expérience. En appliquant aux données d’accélération relative de
l’instrument REF la même analyse que celle réalisée dans ce chapitre pour les données de
l’instrument EP, nous pourrions estimer de manière indépendante les effets systématiques
affectant le test de violation d’invariance de Lorentz.
Optimisation des prétraitements et de l’ajustement du modèle de bruit Une
autre amélioration, en terme de méthode d’analyse, serait l’optimisation de la chaîne
de traitement, notamment en améliorant l’estimation et la représentation du bruit des
données d’accélération relative. Le modèle de bruit utilisé pour cette analyse est un
modèle de DSP à deux pentes, mais il ne rend pas bien compte du bruit très basse
fréquence observé, pas plus qu’il ne tient compte du filtre passe-bas appliqué aux données.
Analyse tri-dimensionnelle Dans ce chapitre, seule l’accélération suivant l’axe sen-
sible x a été analysée. Bien que l’instrument soit moins sensible suivant les axes y et z,
l’analyse de l’accélération relative suivant l’ensemble des axes permettrait de contraindre
de nouvelles combinaisons de coefficients SME, et peut-être d’améliorer certaines de nos
contraintes actuelles, particulièrement pour le coefficient α(a(d)eff )Y et α(a
(d)
eff )Z (voir les
équations 3.36, 3.37 et 3.38).
Invariance de Lorentz et matière noire La matière noire représenterait environ
27% de la masse de notre Univers, mais on ignore pour le moment s’il s’agit de ma-
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tière ordinaire, de matière exotique (e.g. WIMPs 13) ou encore la manifestation d’effets
gravitationnels non décrits par la Relativité Générale.
Certains modèles de matière noire envisagent que cette dernière pourrait se coupler de
manière non universelle à la matière ordinaire, c’est notamment le cas pour des modèles
de type matière noire ultra-légère comme celui dérit dans [123].
Dans le cas de MICROSCOPE, la conséquence serait une dépendance de l’accélé-
ration relative des masses d’épreuve en fonction de l’orientation de l’instrument par
rapport à des zones à forte concentration de matière noire, comme par exemple le centre
de la galaxie.
3.9 Résumé et conclusion
Ce chapitre présente un test d’invariance de Lorentz réalisé à l’aide des données de
la mission MICROSCOPE. Cette mission a pour but principal d’effectuer un test du
Principe d’Équivalence en recherchant une variation de l’accélération relative de masses
d’épreuve en chute libre autour de la Terre.
Dans le cadre du test d’invariance de Lorentz, nous recherchons des variations de l’ac-
célération relative des masses en fonction de l’orientation de l’instrument dans l’espace,
et plus particulièrement par rapport au référentiel héliocentrique non-tournant (RHNT).
Cela nécessite des données dispersées dans le temps afin de couvrir l’intégralité d’une
révolution de la Terre autour du Soleil.
Les contraintes en terme de violations d’invariance de Lorentz sont exprimées sous la
forme de contraintes sur des coefficients d’une théorie alternative, appelée SME (Exten-
sion du Modèle Standard), qui cherche à quantifier des phénomènes physiques allant au
delà du Modèle Standard et de la Relativité Générale. Pour ce test, nous contraignons des
coefficients qui représentent une modification de la dynamique des corps, dont l’intensité
dépend de leur composition chimique. Ces coefficients - des vecteurs appelés αaµ et αeµ
- quantifient cette violation suivant chaque dimension de l’espace-temps (T,X,Y,Z).
L’analyse combinée de cinq sessions MICROSCOPE réparties entre février et dé-
cembre 2017, n’a pas mis en évidence de violation d’invariance de Lorentz, mais a permis
d’améliorer jusqu’à 3 ordres de grandeur les contraintes de 8 coefficients du secteur de
la matière couplée à la gravitation. Les résultats de cette analyse feront l’objet d’une
publication dans les mois qui viennent.
Le but de cette première analyse était avant tout prospective. L’analyse complète des
données de la mission MICROSCOPE nécessitera des optimisations du logiciel d’ana-
13. Weakly Interacting Massives Particles
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lyse, notamment en terme de de méthode d’analyse statistique et de modélisation du
bruit. L’analyse des données de l’instrument EP devra également être complétée par
l’analyse des données de l’instrument REF. Ces données permettront d’étudier les effets
systématiques de manière indépendante et complémentaire de l’analyse réalisée grâce
aux données de température. L’analyse de l’accélération relative pourra également être
étendue aux axes y et z de l’instrument, ce qui devrait permettre de contraindre de
nouvelles combinaisons de coefficients SME et potentiellement d’améliorer les limites
établies dans le cadre de cette étude. Par ailleurs, des tests alternatifs pourront être im-
plémentés, notamment la recherche de violation d’invariance de Lorentz due à la matière
noire présente dans notre galaxie, en étudiant la dépendance de l’accélération relative
des masses d’épreuve en fonction de l’orientation relative de l’instrument et des zones à
forte concentration de matière noire, comme le centre galactique.
4
Conclusion
L’Extension du Modèle Standard (SME) est un cadre théorique permettant la re-
cherche expérimentale de violations d’invariance de Lorentz. Il répond ainsi à un besoin
de tests expérimentaux de théories allant au-delà du Modèle Standard et de la Rela-
tivité Générale. Ces dernières sont en effet le plus souvent incapables de prédire des
observables.
Des violations d’invariance de Lorentz se caractériseraient par des résultats expéri-
mentaux dépendant de l’orientation et de la vitesse du dispositif expérimental. Cet effet
peut s’expliquer par des couplages avec des champs de fond définissant une orientation
privilégiée de l’espace-temps, comme c’est le cas dans le SME. Pour des expériences
au sol ou satellisées, animées d’un mouvement régulier (mouvement orbital du satellite,
rotation du laboratoire par rapport au centre de la Terre, révolution de la Terre au-
tour du Soleil, etc...), on recherche donc des signaux périodiques qui indiqueraient une
dépendance des lois de la physique non-gravitationnelle en fonction du mouvement du
laboratoire dans l’espace.
Dans le cadre de ce travail, nous avons recherché des violations d’invariance de Lo-
rentz dans deux secteurs du SME : celui de la matière et celui de la matière couplée à
la gravitation. Ces deux analyses ont été menées séparément grâce à deux expériences
extrêmement différentes.
Le test d’invariance de Lorentz dans le secteur SME de la matière a été réalisé grâce
à des données de fréquence provenant d’une horloge à atomes froids de 133Cs et de 87Rb,
en opération au SYRTE et contribuant habituellement à l’élaboration des échelles de
temps nationales et internationales.
Cette expérience consiste à rechercher des variations temporelles de la fréquence de
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transition hyperfine entre niveaux magnétisés |F = 3, mF 〉 −→ |F = 4, mF 〉 de l’atome
de 133Cs. Cela revient à forcer l’orientation des spins atomiques suivant une direction
fixe, ici celle d’un champ magnétique uniforme, et à rechercher une direction privilégiée
au travers des variations de fréquence de transition hyperfine selon l’orientation de ces
spins dans l’espace.
Pour cette expérience, nous avons disposé de deux jeux de données pris à environ 6
mois d’intervalle, qui permettent de contraindre des violations d’invariance de Lorentz
liées au mouvement du laboratoire, aussi bien à l’échelle de la journée que de l’année.
Ces violations sont liées à un coefficient SME du secteur de la matière, appelé c̃µν .
Les valeurs prises par ce coefficient peuvent dépendre de la particule à l’origine de la
violation d’invariance de Lorentz. Dans notre cas, il traduit une anisotropie de la relation
de dispersion des particules constituant le noyau atomique (protons et neutrons).
La première analyse de ces données, réalisée en 2006, avait permis de contraindre 8
des 9 composantes du tenseur c̃µν pour le proton. Ces contraintes avaient été estimées
uniquement à partir des variations journalières de la fréquence de transition hyperfine
et en considérant un modèle qui dépendait au premier ordre de la vitesse du laboratoire
par rapport au Soleil. Nous avons pu étendre la portée de ce test grâce à des efforts
de modélisation, incluant la prise en compte des termes annuels, de termes de second
ordre en vitesse - en collaboration avec Q. Bailey (ERAU, Arizona) -, et l’utilisation d’un
modèle nucléaire avancé. Cette dernière amélioration a été permise grâce une collabora-
tion - initiée dans le cadre de cette thèse - avec des membres de l’Institut de Physique
Nucléaire (IPN) d’Orsay.
Le résultat de cette seconde analyse est l’amélioration jusqu’à 12 ordres de grandeur
des limites sur les 9 composantes du tenseur c̃µν pour le neutron et de 4 ordres de
grandeur sur la neuvième composante du coefficient c̃µν liée au proton, ces coefficients
n’apparaissant pas dans la première analyse.
Plusieurs perspectives sont envisageables, notamment de nouvelles mesures qui per-
mettront de mieux contraindre les variations annuelles de la fréquence de transition
hyperfine et les coefficients SME dépendants de ces termes. Par ailleurs, d’autres co-
efficients SME pourraient être contraints grâce à un modèle nucléaire adapté, il serait
donc intéressant d’envisager une poursuite de la collaboration avec l’IPN. Une autre
perspective importante de ce travail est la mission ACES-PHARAO, dont le lancement
est prévu en 2020, et qui pourrait permettre de réaliser un test équivalent, avec un gain
probable d’un ordre de grandeur sur les composantes du coefficient c̃µν .
Le second test réalisé dans le cadre de cette thèse est un test spatial, utilisant les don-
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nées de la mission MICROSCOPE pour rechercher des violations d’invariance de Lorentz
dans le secteur de la matière couplée à la gravitation. Cette mission a pour but princi-
pal la réalisation d’un test d’universalité de la chute libre, en comparant l’accélération
relative de deux masses d’épreuve de composition différente.
Le test d’invariance de Lorentz consiste ici à rechercher une variation de l’accélération
relative des masses selon l’orientation de l’axe sensible de l’instrument dans l’espace. On
recherche donc des modulations de l’accélération relative dont la fréquence est liée à la
fréquence orbitale du satellite et à sa fréquence de rotation propre.
Les données sont divisées en sessions d’une centaine d’orbites environ et couvrent
un peu plus d’une année. Toutes ces données ne sont pas accessibles pour le moment,
mais nous avons pu analyser cinq sessions prises entre février et décembre 2017. Ces
données nous permettent de rechercher une large gamme de modulations et notamment
des modulations annuelles. Compte tenu du degré de corrélation du bruit et de la forte
dispersion dans le temps de ces sessions de données, nous avons opté pour une analyse
temporelle de type moindres-carrés Monte-Carlo (LSMC), qui nous a permis de réaliser
une analyse combinée de nos cinq sessions. Ce travail s’intègre dans le cadre de deux
collaborations, l’une avec les équipes de l’ONERA et de l’OCA impliquées dans le dérou-
lement de la mission MICROSCOPE, et l’autre avec des spécialistes du SME, Q. Bailey
(ERAU, Arizona) et J. Tasson (Carleton College, Minnesota).
Bien que notre méthode surestime d’environ un facteur 2 les incertitudes sur les
paramètres de nos modèles, nous obtenons des résultats très encourageants en ce qui
concerne les contraintes sur les coefficients SME. Nous améliorons en effet de 1 à 4 ordres
de grandeur les contraintes sur 8 coefficients SME, appelés αaµ et αeµ. Ces derniers
affectent la dynamique des corps en fonction de leur composition.
Ce travail prospectif avait pour objectif initial le développement d’un modèle SME et
la mise en place d’outils d’analyse adaptés à la mission MICROSCOPE. Les perspectives
sont extrêmement riches, notamment en terme de perfectionnement de la méthode d’ana-
lyse des données. De plus, de nouvelles données seront disponibles dans les prochains
mois et permettront d’améliorer les résultats obtenus dans le cadre de cette thèse. Il
serait également intéressant de tester d’autres théories alternatives, par exemple en im-
plémentant des modèles permettant de contraindre des paramètres de la matière noire.
Ces deux analyses n’ont pas mis en évidence de signatures pouvant d’écouler d’une
violation d’invariance de Lorentz, mais elle ont permis d’améliorer de plusieurs ordres
de grandeurs les contraintes sur 36 coefficients SME, aussi bien dans le secteur de la
matière que dans celui de la matière couplée à la gravitation. Dans le cas des limites
124 CHAPITRE 4. Conclusion
obtenues dans le secteur de la matière, notre analyse a permis - pour les six composantes
les moins contraintes du coefficient c̃µν - d’atteindre et même de descendre en dessous
du seuil de 10−19 GeV, correspondant à la sensibilité à partir de laquelle on estime qu’il
serait possible d’observer des violations d’invariance de Lorentz. Nous avons également
amélioré de 2 à 4 ordres de grandeur la totalité des composantes de deux coefficients
SME du secteur gravitationnel : αaµ et αeµ. Ces deux tests illustrent par ailleurs la
grande variété du SME et la diversité des expériences permettant d’explorer la physique
au-delà du Modèle Standard et de la Relativité Générale.
A
Dérivation du modèle SME initial pour la transition entre les
sous-niveaux hyperfins |F = 3, mF〉 et |F’ = 4, mF〉 du 133Cs
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A.1 Dérivation du modèle dans le référentiel du labora-
toire
Le décalage en énergie des sous niveaux hyperfins |F, mF 〉 dû à une particule de type
w dans le cas d’une violation d’invariance de Lorentz peut s’exprimer comme :
δE1,w = 〈F, mF | δh1,w |F, mF 〉 (A.1)
où δh1,w est l’hamiltonien représentant la perturbation des niveaux crée par une particule
de type w.
On rappelle que, dans son état fondamental, l’atome de 133Cs possède un moment
cinétique total F = I + S 1 avec I le spin du noyau et S = 1/2 le spin de l’électron de
valence, et que sa projection sur l’axe de quantification (vertical) est mF~.
La contribution totale des N particules (électrons, protons, neutrons) constituant
l’atome s’obtient en sommant l’ensemble des contributions individuelles de chaque par-
ticule (Eq. A.2).
δEN = 〈F, mF | δhN |F, mF 〉 (A.2)
avec :
δhN =
∑
w
N
∑
i=1
δhi,w (A.3)
1. Dans l”état fondamental du 133Cs, l’unique électron de valence est situé sur une orbital associée à
un moment cinétique orbital nul.
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Le décalage en énergie des niveaux hyperfins peut être exprimé en terme de valeurs
moyennes d’opérateurs tensoriels sphériques T (k)q de rang k et de composante q. Ces
derniers sont associés, par définition, aux différents moments de l’expansion multipolaire
du décalage en énergie : un moment d’ordre k sera associé à un tenseur de même rang
[48]. Dans notre cas, ce décalage est majoritairement dû à des contributions d’origine
dipolaire (k=1) et quadripolaire (k=2), respectivement associées aux tenseurs D(1)0 et
Q
(2)
0 [48] :
〈F, mF | δhN |F, mF 〉 = 〈F, mF |D(1)0 |F, mF 〉+ 〈F, mF |Q
(2)
0 |F, mF 〉 (A.4)
On peut exprimer l’équation A.4 en fonction de l’état extremal |F, F 〉 grâce au théo-
rème de Wigner-Eckart [124] qui établit que les éléments de matrice d’un opérateur
tensoriel de rang k noté T (k)q , q étant la q-ième composante de l’opérateur, estimés dans
l’état |F, mF 〉 sont reliés à leur estimation dans l’état |F, F 〉 par la relation :
〈F, mF |T (k)q |F, mF 〉 = α〈F, k; mF , q|F, mF 〉 (A.5)
avec α est une constante et 〈F, K; mF , q|F, mF 〉 un coefficient de Clebsch-Gordan.
Les contributions dipolaires et quadripolaires peuvent alors s’écrire comme :
〈F, mF |D(1)0 |F, mF 〉 = m̂F 〈F, F |D
(1)
0 |F, F 〉 (A.6)
〈F, mF |Q(2)0 |F, mF 〉 = m̃F 〈F, F |Q
(2)
0 |F, F 〉 (A.7)
Les préfacteurs m̂F et m̃F sont des ratios de coefficients de Clebsch-Gordan :
m̂F =
〈F, 1; mF , 0|F, mF 〉
〈F, 1; F, 0|F, F 〉 =
mF
F
(A.8)
m̃F =
〈F, 2; mF , 0|F, mF 〉
〈F, 2; F, 0|F, F 〉 = −
F (F + 1)− 3m2F
F (2F − 1) (A.9)
On veut maintenant exprimer les décalages dipolaire et quadripolaire en fonction
des états électroniques et nucléaires afin de calculer les contributions respectives des
électrons et des nucléons au décalage total en énergie des sous-niveaux |F, mF 〉.
On suppose que les opérateurs moment dipolaire et quadripolaire agissent de manière
indépendante sur les états électroniques et nucléaires, ce qui permet de calculer indé-
pendamment les contributions de chaque type de particule. Cela revient à écrire pour
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un état correspondant à un moment angulaire total F = I + S 2 :
〈F, F |D(1)0 |F, F 〉 = 〈I, S, mI = I, mS = S|D
(1)
0 |I, S, mI = I, mS = S〉
(A.10)
= 〈I, I|D(1)0 nucl. |I, I〉 〈S, S|S, S〉+ 〈S, S|D
(1)
0 elect. |S, S〉 〈I, I|I, I〉
Ces différentes contributions peuvent être associées à des combinaisons linéaires de co-
efficients SME, comme décrit dans [48] et [50], qui sont explicitées pour chaque type de
particule (électrons, protons et neutrons) dans les équations A.11, A.12 et A.13.
〈S, S|D(1)0 |S, S〉e = βeb̃e3 + δed̃e3 + κeg̃ed (A.11)
〈I, I|D(1)0 |I, I〉p,n =
∑
w=p,n
(
βw b̃
w
3 + δwd̃
w
3 + κwg̃
w
d
)
(A.12)
〈I, I|Q(2)0 |I, I〉p,n =
∑
w=p,n
(
γw c̃
w
q + λwg̃
w
q
)
(A.13)
Les électrons ne contribuent pas au moment quadripolaire, car le seul électron de valence
de l’atome se trouve sur une orbitale L = 0 à symétrie sphérique.
Dans notre cas, nous nous intéressons à la transition |F = 3, mF 〉 ←→ |F ′ = 4, mF 〉
de l’état fondamental du 133Cs, i.e. la transition entre un niveau F = I−S et un niveau
F ′ = I + S.
Dans le cas où F ′ = I + S avec mI = I et mS = S, le décalage en énergie du niveau
correspond à :
〈F ′, F ′| δhN |F ′, F ′〉 = m̂F ′
(
〈I, I|D(1)0 |I, I〉+ 〈S, S|D
(1)
0 |S, S〉
)
+ m̃F ′ 〈I, I|Q(2)0 |I, I〉
(A.14)
Le second cas, où F = I − S, implique deux couples de valeurs pour mI et mS : {mI =
I, mS = −S} et {mI = I − 1, mS = S}. L’état |F, F 〉 est donc une combinaison linéaire
de ces deux états |I, S, mI , mS〉 :
|F, F 〉 = c1 |I, S, I,−S〉+ c2 |I, S, I − 1, S〉 (A.15)
Les constantes c1 = 〈I = 72 , S = 12 , mI = 72 , mS = −12 |F = 3, mF = 3〉 et c2 = 〈I =
7
2 , S =
1
2 , mI =
5
2 , mS =
1
2 |F = 3, mF = 3〉 sont des coefficients de Clebsch-Gordan
valant respectivement
√
7
8 et −
√
1
8 .
En appliquant de nouveau le théorème de Wigner-Eckart, on peut calculer des ratios
de coefficients de Clebsch-Gordan m̂I et m̃I analogues à ceux déterminés aux équations
2. On rappelle que I désigne le moment cinétique de spin du noyau et S celui de l’unique électron de
valence de l’état fondamental du 133Cs.
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Préfacteur Valeur
m̂F ′ − m̂F
(
c21 + m̂Ic
2
2
)
−mF14
m̂F ′ − m̂F
(
m̂Sc
2
1 + c
2
2
) mF
2
m̃F ′ − m̃F
(
c21 + m̃Ic
2
2
)
−m
2
F
14
Tableau A.1 – Calcul des préfacteurs du modèle pour la transition |F = 3, mF 〉 ←→
|F ′ = 4, mF 〉
A.8 et A.9, et ainsi exprimer le décalage en énergie du niveau F = I − S comme :
〈F, F | δhN |F, F 〉 = m̂F
[(
c21 + m̂Ic
2
2
)
〈I, I|D(1)0 |I, I〉+
(
m̂sc
2
1 + c
2
2
)
〈S, S|D(1)0 |S, S〉
]
+ m̃F
(
c21 + m̃Ic
2
2
)
〈I, I|Q(2)0 |I, I〉 (A.16)
avec :
m̃I = −
I(I + 1)− 3(I − 1)2
I(2I − 1) (A.17)
m̂I =
I − 1
I
(A.18)
m̂S = −1 (A.19)
En décalage relatif des niveaux hyperfins résultant d’une violation d’invariance de
Lorentz pour une transition |F = I − S, mF 〉 ←→ |F ′ = I + S, mF 〉 est donc donné par :
∆E = δE′ − δE
=
[
m̂F ′ − m̂F
(
c21 + m̂Ic
2
2
)]
〈I, I|D(1)0 |I, I〉
+
[
m̂F ′ − m̂F
(
m̂Sc
2
1 + c
2
2
)]
〈S, S|D(1)0 |S, S〉 (A.20)
+
[
m̃F ′ − m̃F
(
c21 + m̃Ic
2
2
)]
〈I, I|Q(2)0 |I, I〉
En calculant A.20 pour I = 72 et S =
1
2 , on obtient le décalage total en fréquence des
sous-niveaux hyperfins :
∆ν =
mF
2h
(
βeb̃
e
3 + δed̃
e
3 + κeg̃
e
d
)
− mF
14h
∑
w=p,n
(
βw b̃
w
3 + δwd̃
w
3 + κwg̃
w
d
)
(A.21)
− m
2
F
14h
∑
w=p,n
(
γw c̃
w
q + λwg̃
w
q
)
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Cette annexe présente la composition détaillée du modèle SME utilisé pour l’analyse,
ainsi que la transformation entre référentiel du laboratoire et référentiel héliocentrique
non tournant (RHNT). Le modèle est exprimé en fonction des coefficients liés au ré-
férentiel héliocentrique et inclut des termes en βn, avec n ≤ 2. Les autres paramètres
intervenant dans le modèle sont résumés Table B.1.
B.1 Transformation entre référentiel du laboratoire et RHNT
Comme expliqué Section 2.4.3, on effectue une transformation entre le référentiel
du laboratoire et le RHNT. La matrice associée à cette transformation, notée T, est le
produit d’une matrice de transformation de Lorentz en vitesse, notée Λ, et d’une matrice
de rotation, notée R. Nous donnons ici les éléments de matrice de Λ(2) et R, les matrices
permettant d’établir la transformation pour le modèle O
(
β2
)
.
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Notation Paramètre Valeur
vl
Vitesse moyenne du laboratoire par rapport
464 m.s−1
au centre de la Terre
v⊕ Vitesse orbitale moyenne de la Terre 29885 m.s−1
βl Vitesse réduite du laboratoire 1.5 10−6
β⊕ Vitesse réduite de la Terre 9.9 10−5
χ Colatitude du laboratoire dans le référentiel géocentrique 41.2◦
η Inclinaison de l’axe de rotation de la Terre 23.2◦
ω⊕ Fréquence de rotation de la Terre 7.3 10−5 rad.s−1
Ω⊕ Fréquence de révolution de la Terre 2.0 10−8 rad.s−1
T
Temps écoulé depuis l’équinoxe local de Paris, i.e depuis
s
le 30 Mars 2005 11 :29 UTC
T0
Écart de temps entre l’équinoxe du 20 Mars 2005
859559 sà 12 :33 UTC et l’équinoxe local de Paris du 30 Mars
à 2005 11 :29 UTC
Tableau B.1 – Notations
B.1.1 Matrice de transformation de Lorentz en vitesse (d’ordre 2)
Pour chaque élément Λ(2)[i, j], i désigne le numéro de ligne et j le numéro de colonne
de l’élément de matrice.
Λ(2)[0, 0] =
β2⊕
2
− β⊕ cos(η)βl sin(χ) cos (T⊕ω⊕) cos ([T⊕ + T0] Ω⊕) (B.1)
− β⊕βl sin(χ) sin (T⊕ω⊕) sin ([T⊕ + T0] Ω⊕) +
1
2
β2l sin
2(χ) + 1
Λ(2)[1, 0] = β⊕ sin ([T⊕ + T0] Ω⊕)− βl sin(χ) sin (T⊕ω⊕) (B.2)
Λ(2)[2, 0] = βl sin(χ) cos (T⊕ω⊕)− β⊕ cos(η) cos ([T⊕ + T0] Ω⊕) (B.3)
Λ(2)[3, 0] = β⊕ sin(η) (− cos ([T⊕ + T0] Ω⊕)) (B.4)
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Λ(2)[0, 1] = β⊕ sin ([T⊕ + T0] Ω⊕)− βl sin(χ) sin (T⊕ω⊕) (B.5)
Λ(2)[1, 1] = −β⊕βl sin(χ) sin (T⊕ω⊕) sin ([T⊕ + T0] Ω⊕) (B.6)
+
1
2
β2⊕ sin
2 ([T⊕ + T0] Ω⊕)
+
1
2
β2l sin
2(χ) sin2 (T⊕ω⊕) + 1
Λ(2)[2, 1] =
1
2
β⊕ cos(η)βl sin(χ) sin (T⊕ω⊕) cos ([T⊕ + T0] Ω⊕) (B.7)
+
1
2
β⊕βl sin(χ) cos (T⊕ω⊕) sin ([T⊕ + T0] Ω⊕)
− 1
2
β2⊕ cos(η) sin ([T⊕ + T0] Ω⊕) cos ([T⊕ + T0] Ω⊕)
− 1
2
β2l sin
2(χ) sin (T⊕ω⊕) cos (T⊕ω⊕)
Λ(2)[3, 1] =
1
2
β⊕ sin(η)βl sin(χ) sin (T⊕ω⊕) cos ([T⊕ + T0] Ω⊕) (B.8)
− 1
2
β2⊕ sin(η) sin ([T⊕ + T0] Ω⊕) cos ([T⊕ + T0] Ω⊕)
Λ(2)[0, 2] = βl sin(χ) cos (T⊕ω⊕)− β⊕ cos(η) cos ([T⊕ + T0] Ω⊕) (B.9)
Λ(2)[1, 2] =
1
2
β⊕ cos(η)βl sin(χ) sin (T⊕ω⊕) cos ([T⊕ + T0] Ω⊕) (B.10)
+
1
2
β⊕βl sin(χ) cos (T⊕ω⊕) sin ([T⊕ + T0] Ω⊕)
− 1
2
β2⊕ cos(η) sin ([T⊕ + T0] Ω⊕) cos ([T⊕ + T0] Ω⊕)
− 1
2
β2l sin
2(χ) sin (T⊕ω⊕) cos (T⊕ω⊕)
Λ(2)[2, 2] = −β⊕ cos(η)βl sin(χ) cos (T⊕ω⊕) cos ([T⊕ + T0] Ω⊕) (B.11)
+
1
2
β2⊕ cos
2(η) cos2 ([T⊕ + T0] Ω⊕)
+
1
2
β2l sin
2(χ) cos2 (T⊕ω⊕) + 1
Λ(2)[3, 2] =
1
2
β2⊕ sin(η) cos(η) cos
2 ([T⊕ + T0] Ω⊕) (B.12)
− 1
2
β⊕ sin(η)βl sin(χ) cos (T⊕ω⊕) cos ([T⊕ + T0] Ω⊕)
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Λ(2)[0, 3] = β⊕ sin(η) (− cos ([T⊕ + T0] Ω⊕)) (B.13)
Λ(2)[1, 3] =
1
2
β⊕ sin(η)βl sin(χ) sin (T⊕ω⊕) cos ([T⊕ + T0] Ω⊕) (B.14)
− 1
2
β2⊕ sin(η) sin ([T⊕ + T0] Ω⊕) cos ([T⊕ + T0] Ω⊕)
Λ(2)[2, 3] =
1
2
β2⊕ sin(η) cos(η) cos
2 ([T⊕ + T0] Ω⊕) (B.15)
− 1
2
β⊕ sin(η)βl sin(χ) cos (T⊕ω⊕) cos ([T⊕ + T0] Ω⊕)
Λ(2)[3, 3] =
1
2
β2⊕ sin
2(η) cos2 ([T⊕ + T0] Ω⊕) + 1 (B.16)
B.1.2 Matrice de rotation
R =



cos(χ) cos (T⊕ω⊕) cos(χ) sin (T⊕ω⊕) − sin(χ)
− sin (T⊕ω⊕) cos (T⊕ω⊕) 0
sin(χ) cos (T⊕ω⊕) sin(χ) sin (T⊕ω⊕) cos(χ)



(B.17)
B.2 Amplitudes SME détaillées pour chaque fréquence du
modèle O (β2)
Les équations qui suivent correspondent à l’expression de l’amplitude des signaux de
violations en fonctions des différents paramètres SME du modèle O
(
β2
)
. L’observable
νc s’exprime de la manière suivante :
νc = −
1
7h
∑
w=p,n
γw
(
A +
∑
n
Cωn cos (ωnT ) + Sωn sin (ωnT )
)
(B.18)
avec ωn = Ω, 2Ω, ω, ω ± Ω, ω ± 2Ω, 2ω, 2ω ± Ω, 2ω ± 2Ω, 3ω ± Ω. On note également A
l’amplitude associée à la constante apparaissant dans le modèle, ainsi que Cωn et Sωn
les amplitudes des quadratures associées à la fréquence ωn.
A =
1
16
(1 + 3 cos (2χ)) sin (η)2 β2⊕c̃− −
1
32
(1 + 3 cos (2χ)) sin (2η) β2⊕c̃X (B.19)
+
(
4
3
sin (χ)2 β2l +
1
12
(1 + 3 cos (2η)) (1 + 3 cos (2χ)) β2⊕
)
c̃TT
+
(
1
4
(1 + 3 cos (2χ)) +
1
6
sin (η)2 β2l −
1
96
(3 cos (2η)− 7) (1 + 3 cos (2χ)) β2⊕
)
c̃Q
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CΩ = −
3
4
cos (η) cos (χ) sin (χ)2 cos (T0) β⊕βlc̃Y −
3
4
cos (χ) sin (T0) sin (χ)
2
β⊕βlc̃X
−1
4
cos (η) (1 + 3 cos (2χ)) cos (T0) β⊕c̃TY +
1
2
(1 + 3 cos (2χ)) cos (T0) sin (η) β⊕c̃TZ
+
1
4
(1 + 3 cos ((2χ)) sin (T0) β⊕c̃TX (B.20)
SΩ = −
3
4
cos (χ) sin (χ)2 cos (T0) β⊕βlc̃Y +
3
4
cos (η) cos (χ) sin (T0) sin (χ)
2
β⊕βlc̃X
+
1
4
(1 + 3 cos (2χ)) cos (T0) β⊕c̃TX +
1
4
(1 + 3 cos (2χ)) cos (η) sin (T0) β⊕c̃TY
−1
2
(1 + 3 cos (2χ)) sin (η) sin (T0) β⊕c̃TZ (B.21)
C2Ω =
1
16
(1 + 3 cos (2χ)) sin (2T0) sin (η) β2⊕c̃Y −
1
8
cos (η) (1 + 3 cos (2χ)) sin (2T0) β2⊕c̃Z
(B.22)
+
1
16
(1 + 3 cos (2χ)) cos (2T0) sin (η)
2
β2⊕c̃Q −
1
32
(3 + cos (2η)) (1 + 3 cos (2χ)) cos (2T0) β2⊕c̃−
− 1
16
cos (η) (1 + 3 cos (2χ)) cos (2T0) sin (η) β2⊕c̃X −
1
2
(1 + 3 cos (2χ)) cos (2T0) sin (η)
2
β2⊕c̃TT
S2Ω =
1
16
(1 + 3 cos (2χ)) cos (2T0) sin (η) β2⊕c̃Y −
1
16
(1 + 3 cos (2χ)) sin (2T0) sin (η)
2
β2⊕c̃Q
(B.23)
+
1
32
(3 + cos (2η)) (1 + 3 cos (2χ)) sin (2T0) β2⊕c̃− −
1
8
cos (η) (1 + 3 cos (2χ)) cos (2T0) β2⊕c̃Z
+
1
16
cos (η) (1 + 3 cos (2χ)) sin (2T0) sin (η) β2⊕c̃X +
1
2
(1 + 3 cos (2χ)) sin (2T0) sin (η)
2
β2⊕c̃TT
Cω−2Ω = +
3
8
cos
(η
2
)2
sin (2χ) sin (2T0) β2⊕c̃X +
3
4
cos
(η
2
)
sin
(η
2
)3
sin (2χ) sin (2T0) β2⊕c̃−
(B.24)
3
8
cos
(η
2
)2
cos (η) sin (2χ) cos (2T0) β2⊕c̃Y +
3
4
cos
(η
2
)
sin
(η
2
)3
sin (2χ) cos (2T0) β2⊕c̃Z
−1
8
cos
(η
2
)2
sin (η) sin (2χ) sin (2T0) c̃Q + 2 cos
(η
2
)2
sin (η) sin (2χ) sin (2T0) c̃TT
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Cω−Ω = −
1
6
(1 + cos (η)) sin (χ) cos (T0) β⊕βlc̃Q +
1
8
(3 cos (2χ)− 1) sin (χ) sin (η) cos (T0) β⊕βlc̃X
+
1
16
(cos (η)− 1) (5 + 3 cos (2χ)) sin (χ) cos (T0) β⊕βlc̃−
+
1
8
(3 cos (2χ)− 1) sin (χ) sin (η) sin (T0) β⊕βlc̃Y
+
1
16
(1− cos (η)) (5 + 3 cos (2χ)) sin (χ) sin (T0) β⊕βlc̃Z (B.25)
Cω =
[
3
16
(cos (2η)− 3) sin (2χ) β2⊕ − 3 cos (χ) sin (χ)
]
c̃Y + sin (χ) βlc̃TY −
3
16
sin (2η) sin (2χ) β2⊕c̃Z
(B.26)
Cω+Ω =
1
8
cos
(η
2
)2
(5 + 3 cos (2χ)) cos (T0) sin (χ) βlβ⊕c̃− +
3
4
sin (η) sin (2χ) sin (T0) β⊕c̃TY
+
1
6
(1− cos (η)) cos (T0) sin (χ) βlβ⊕c̃Q +
1
8
(3 cos (2χ)− 1) cos (T0) sin (η) sin (χ) β⊕βlc̃X
+
1
8
(5 + 3 cos (2χ)) cos
(η
2
)2
sin (χ) sin (T0) βlβ⊕c̃Z −
4
3
(cos (η)− 1) cos (T0) sin (χ) βlβ⊕c̃TT
+
3
4
sin (η) sin (2χ) cos (T0) β⊕c̃TX +
3
4
(cos (η)− 1) sin (2χ) sin (T0) β⊕c̃TZ
+
1
4
(1− 3 cos (2χ)) cos
(η
2
)
sin
(η
2
)
sin (χ) sin (T0) βlβ⊕c̃Y (B.27)
Cω+2Ω =
3
4
cos
(η
2
)3
sin
(η
2
)
sin (2χ) sin (2T0) β2⊕c̃− −
3
8
sin
(η
2
)2
sin (2χ) sin (2T0) β2⊕c̃X
−1
8
sin
(η
2
)2
sin (η) sin (2χ) sin (2T0) β2⊕c̃Q + 2 sin
(η
2
)2
sin (η) sin (2χ) sin (2T0) β2⊕c̃TT
+
3
16
cos (2T0) sin
(η
2
)
(
sin
(η
2
)
− sin
(
3η
2
))
sin (2χ) β2⊕c̃Y
−3
4
cos
(η
2
)3
sin
(η
2
)
cos (2T0) sin (2χ) β2⊕c̃Z (B.28)
Sω−2Ω = −
3
8
cos
(η
2
)2
sin (2χ) cos (2T0) β2⊕c̃X −
3
4
cos
(η
2
)
sin
(η
2
)3
sin (2χ) cos (2T0) β2⊕c̃−
+
1
8
cos
(η
2
)2
sin (η) sin (2χ) cos (2T0) β2⊕c̃Q +
3
4
cos
(η
2
)
sin
(η
2
)3
sin (2χ) cos (2T0) β2⊕c̃Z
+
3
16
cos
(η
2
)
[
cos
(η
2
)
+ cos
(
3η
2
)]
sin (2χ) sin (2T0) β2⊕c̃Y
−2 cos
(η
2
)
cos (2T0) sin (η) sin (2χ) β2⊕c̃TT (B.29)
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Sω−Ω = −
1
16
sin (η) (3 sin (3χ)− 5 sin (χ)) cos (T0) βlβ⊕c̃Y +
3
4
sin (η) sin (2χ) cos (T0) β⊕c̃TY
− 1
16
sin
(η
2
)2
[3 sin (3χ) + 7 sin (χ)] cos (T0) βlβ⊕c̃Z +
3
4
sin (η) sin (2χ) sin (T0) β⊕c̃TX
−1
6
(1 + cos (η)) sin (χ) sin (T0) βlβ⊕c̃Q −
1
16
sin (η) (5 sin (χ)− 3 sin (3χ)) sin (T0) βlβ⊕c̃X
− 1
16
sin
(η
2
)2
(3 sin (3χ) + 7 sin (χ)) sin (T0) βlβ⊕c̃− +
3
4
(1 + cos (η)) sin (2χ) cos (T0) β⊕c̃TZ
−4
3
(1 + cos (η)) sin (χ) sin (T0) βlβ⊕c̃TT (B.30)
Sω = − sin (χ) βlc̃TX −
3
4
cos (χ) sin (χ)
[
4 + β2⊕
]
c̃X +
3
4
cos (η) sin (η) cos (χ) sin (χ) β2⊕c̃−
+
1
4
cos (η) sin (η) cos (χ) sin (χ) β2⊕c̃Q − 4 cos (η) sin (η) cos (χ) sin (χ) β2⊕c̃TT (B.31)
Sω+Ω =
1
8
cos
(η
2
)2
[5 + 3 cos (2χ)] sin (χ) cos (T0) βlβ⊕c̃Z +
3
4
[cos (η)− 1] sin (2χ) cos (T0) β⊕c̃TZ
−1
8
cos
(η
2
)2
[5 + 3 cos (2χ)] sin χ) sin (T0) βlβ⊕c̃− +
1
6
[cos (η)− 1] sin (χ) sin (T0) βlβ⊕c̃Q
+
1
8
[1− 3 cos (2χ)] sin (η) sin (χ) sin (T0) βlβ⊕c̃X −
3
4
sin (η) sin (2χ) sin (T0) β⊕c̃TX
+
4
3
[cos (η)− 1] sin (χ) sin (T0) βlβ⊕c̃TT +
3
4
sin (η) sin (2χ) cos (T0) β⊕c̃TY
+
1
4
[1− 3 cos (2χ)] cos
(η
2
)
sin
(η
2
)
sin (χ) cos (T0) βlβ⊕c̃Y (B.32)
Sω+2Ω =
3
4
cos
(η
2
)3
sin
(η
2
)
sin (2χ) cos (2T0) β2⊕c̃− −
3
8
sin
(η
2
)2
sin (2χ) cos (2T0) β2⊕c̃X
−1
8
sin
(η
2
)2
sin (η) sin (2χ) cos (2T0) β2⊕c̃Q +
3
4
cos
(η
2
)3
sin
(η
2
)
sin (2χ) sin (2T0) β2⊕c̃Z
+
3
16
sin
(η
2
)
[
sin
(
3η
2
)
− sin
(η
2
)
]
sin (2χ) sin (2T0) β2⊕c̃Y
+2 sin
(η
2
)2
sin (η) sin (2χ) cos (2T0) β2⊕c̃TT (B.33)
C2ω−2Ω = +
3
8
cos
(η
2
)2
sin (η) sin (χ)2 cos (2T0) β2⊕c̃X +
3
4
cos
(η
2
)3
sin
(η
2
)
sin (χ)2 sin (2T0) β2⊕c̃Y
−3
8
[cos (η)− 1] cos
(η
2
)2
sin (χ)2 cos (2T0) β2⊕c̃− −
3
4
cos
(η
2
)3
sin
(η
2
)2
sin (χ)2 sin (2T0) β2⊕c̃Z
+ [1 + cos (η)] cos
(η
2
)2
sin (χ)2 cos (2T0) β2⊕c̃TT
+
1
8
cos
(η
2
)2
[1 + cos (η)] sin (χ)2 cos (2T0) β2⊕c̃Q (B.34)
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C2ω−Ω = −
3
4
cos
(η
2
)2
cos (χ) sin (χ)2 sin (T0) βlβ⊕c̃X −
3
2
cos
(η
2
)2
sin (χ)2 cos (T0) β⊕c̃TY
(B.35)
+
3
2
cos
(η
2
)
sin
(η
2
)
cos (χ) sin (χ)2 sin (T0) βlβ⊕c̃− −
3
2
cos
(η
2
)2
sin (χ)2 sin (T0) β⊕c̃TX
+
3
4
cos
(η
2
)2
cos (χ) sin (χ)2 cos (T0) βlβ⊕c̃Y +
3
2
cos
(η
2
)
sin
(η
2
)
cos (χ) sin (χ)2 cos (T0) βlβ⊕c̃Z
C2ω = +
3
8
cos (η) sin (η)) sin (χ)2 β2⊕c̃X −
1
8
sin
(
η)2
)
sin (χ)2 β2⊕c̃Q − sin
(
η)2
)
sin (χ)2 β2⊕c̃TT
−
[
1
2
sin (χ)2
(
3 + β2l
)
+
3
16
(3 + cos (2η)) β2⊕
]
sin (χ)2 c̃− (B.36)
C2ω+Ω =
3
2
cos
(η
2
)
sin
(η
2
)
cos (χ) sin (χ)2 cos (T0) βlβ⊕c̃Z +
3
2
sin
(η
2
)2
sin (χ)2 cos (T0) β⊕c̃TY
−3
4
sin
(
η
2
2
)
cos (χ) sin (χ)2 cos (T0) βlβ⊕c̃Y −
3
4
sin
(η
2
)2
cos (χ) sin (χ)2 sin (T0) βlβ⊕c̃X
−3
2
cos
(η
2
)
sin
(η
2
)
cos (χ) sin (χ)2 sin (T0) βlβ⊕c̃− −
3
2
sin
(η
2
)2
sin (χ)2 sin (T0) β⊕c̃TX
(B.37)
C2ω+2Ω =
3
8
[1 + cos (η)] sin
(η
2
)2
sin (χ)2 cos (2T0) β2⊕c̃− +
1
8
[1− cos (η)] sin
(η
2
)2
sin (χ)2 cos (2T0) β2⊕c̃Q
−3
8
sin
(η
2
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sin
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2
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sin (χ)2 cos (2T0) β2⊕c̃X +
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4
cos
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2
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sin
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2
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sin (χ)2 sin (2T0) β2⊕c̃Z
+
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4
cos
(η
2
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sin
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2
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sin (χ)2 sin (2T0) β2⊕c̃Y + [1− cos (η)] sin
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sin (χ)2 cos (2T0) β2⊕c̃Z −
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(η
2
)
cos
(η
2
)
cos (χ) sin (χ)2 cos (T0) βlβ⊕c̃− +
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S2ω = −
3
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sin (2η) sin (χ)2 β2⊕c̃Y −
1
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[
33 + 3 cos (2η) + 8β2l
]
sin (χ)2 c̃Z (B.39)
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−3
4
sin
(η
2
)2
cos (χ) sin (χ)2 cos (T0) βlβ⊕c̃X +
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(η
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+
3
8
sin
(η
2
)2
sin (η) sin (χ)2 cos (2T0) β2⊕c̃X − [1− cos (η)] sin
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C3ω−Ω =
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2
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sin (χ)3 cos (T0) βlβ⊕c̃− −
3
4
cos
(η
2
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sin (χ)3 sin (T0) βlβ⊕c̃Z (B.42)
C3ω+Ω = −
3
4
sin
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2
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3
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(η
2
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S3ω−Ω =
3
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2
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3
4
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2
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S3ω+Ω = −
3
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2
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3
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2
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We introduce an improved model that links the frequency shift of the 133Cs hyperfine Zeeman transitions
jF ¼ 3; mFi↔ jF ¼ 4; mFi to the Lorentz-violating Standard Model extension (SME) coefficients of the
proton and neutron. The new model uses Lorentz transformations developed to second order in boost and
additionally takes the nuclear structure into account, beyond the simple Schmidt model used previously in
Standard Model extension analyses, thereby providing access to both proton and neutron SME coefficients
including the isotropic coefficient ~cTT . Using this new model in a second analysis of the data delivered by
the FO2 dual Cs/Rb fountain at Paris Observatory and previously analyzed in [1], we improve by up to 13
orders of magnitude the present maximum sensitivities for laboratory tests [2] on the ~cQ, ~cTJ , and ~cTT
coefficients for the neutron and on the ~cQ coefficient for the proton, reaching respectively 10−20, 10−17,
10−13, and 10−15 GeV.
DOI: 10.1103/PhysRevD.95.075026
I. INTRODUCTION
Our best current fundamental theories, General
Relativity and the Standard Model of particle physics,
are not expected to be valid at the Planck scale, where
presumably a theory of quantum gravity holds. This,
among other motivations, has given rise to the study of
unified theories such as string theory or theories of
quantum gravity such as loop quantum gravity. The
Planck-scale energy EP is on the order of 1019 GeV,
and the highest-energy experiments or observations are
well below this scale (ultrahigh-energy cosmic rays have
energy lower than 1011 GeV). So testing these theories has
been displaced to low-energy scales, where suppressed
relics from Planck-scale physics may be observable,
resulting in deviations from known physics.
There has been widespread interest in the last two
decades in searching for such deviations, particularly
among the so-called quantum gravity phenomenology
[3–7]. Of the possible deviations from known physics, a
central one is the breaking of the continuous space-time
symmetries: Lorentz symmetry, which is the invariance
under three rotations and three boosts (shown to be also
associated with the discrete charge, parity, time-reversal
(CPT) symmetry in Refs. [8–10]). Observable spontaneous
breaking of these two symmetries could for example arise
in string field theory, as was suggested nearly three decades
ago [11,12].
A widely used effective field theory describing Lorentz
invariance violations (LIVs) and CPT violations is the
Standard Model extension (SME) [2,13–15]. Under the
conservative physical assumptions of energy-momentum
conservation and observer Lorentz invariance, the SME
introduces all possible Lorentz- and CPT-violating tensor
operators in the Lagrange densities of the Standard Model
(and General Relativity), parametrized by coefficients.
These coefficients can be seen as background tensor fields
that are constant in space-time on the scale of solar system
experiments and lead to a fundamentally different LIV
approach than, e.g., space- or time-varying scalar field
approaches [16–19]. They are allowed to be species
dependent and vanish in the case of perfect Lorentz and
CPT symmetry. As a test framework, the SME does not
predict values of the coefficients. However, they are
generally expected to be suppressed by a power of
E=EP increasing with the dimension of the associated
LIVoperator, where E is a cutoff energy. In Ref. [20], E has
been taken as the electroweak energy (Eew ∼ 102 GeV),
leading to suppressions by a power of 10−17.
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We focus here on the matter sector (electron, proton, and
neutron) of the minimal SME (mSME) which includes
Lorentz-violating operators of mass dimensions 3 and 4 in
the Lagrange density.1 Many of the coefficients are already
constrained at or below their expected suppression [2].
Among still poorly constrained coefficients in this sector
are, however, several components of the CPT-even, trace-
less, and symmetric c̄μν tensor, namely ~cTT for the proton
and neutron (10−11 GeV for laboratory experiments), ~cTJ
for the neutron (10−5 GeV), and ~cQ for the neutron
(10−14 GeV), where indices ðT; X; Y; ZÞ refer to the coor-
dinates in the Sun centered celestial equatorial frame
(SCF). In this study, reanalyzing with a more complete
model the data taken in Ref. [1] on spin-polarized tran-
sitions in a 133Cs fountain clock, we bring the bounds for
all these coefficients below or near one Planck-scale
suppression (i.e., 10−17 GeV), thereby improving them
by up to 13 orders of magnitude. We constrain for the
first time independently all c̄μν components simultaneously.
We find no evidence for Lorentz violation, which chal-
lenges suppressions generally expected from quantum
gravity phenomenology or helps set limits on the cutoff
energy E ([23–26]).
II. METHODS SUMMARY
Our generic approach is the following. LIV is manifested
in our experiment as an anisotropy of the nucleons
dispersion relation. Two states with a different nuclear
momentum quadrupole moment undergo a different LIV
energy shift, giving rise to a boost- and orientation-
dependent shift of the transition frequency. We measure
directly this frequency shift by interferometry on atomic
wave functions, using the usual clock Ramsey interrogation
sequence but applied on spin-polarized states.
A Lorentz transformation allows us to express this lab
LIV frequency shift in terms of the c̄μν coefficients in an
inertial frame (usually taken for Solar System experiments
as the SCF, i.e., the Solar System rest frame). It combines a
rotation, which gives sensitivity to c̄JK coefficients, and
boosts, giving sensitivity to c̄TJ (suppressed by one order in
boost) and to the isotropic c̄TT coefficient (suppressed by
two orders in boost). The latter corresponds to an overall
rescaling of energies, which gives rise to time variations at
sidereal frequency and annual sidebands in the case of the
lab frame. It can also be constrained using fast-moving
particles; in that case, the observability of c̄TT depends on
the velocity of the particles themselves. However, in
laboratory experiments, the velocity of the particles can
be neglected in comparison with the lab boost. LIV
observables being usually expressed only to order 1 in
boost, this coefficient has mostly been dismissed so far in
this type of test and is consequently among the less
constrained coefficients of the c̄μν tensor. Its current best
limits are set by its gravitational effects; for nucleons,
torsion balance experiments bring a constraint on a linear
combination involving this coefficient, at the 10−11 GeV
level [2]. This gravitational LIV shift is negligible for
hyperfine transitions, so without loss of generality, the
clock observable is derived here in flat space-time.
We use a setup usually operated as a Cs fountain clock
contributing to Temps Atomique International (TAI) in
nonmagnetic (mF ¼ 0) states. For testing the SME, it has
been operated on magnetized (mF ≠ 0) states to allow LIV
tests during two periods respectively of 21 and 14 days at
half a year interval. The two data sets were already
analyzed in Ref. [1] and led to five new independent
constraints on eight components of the proton c̄μν tensor.
In this second analysis, our advanced mSME model allows
us to disentangle the nine components and provides new
limits on the isotropic component c̄TT which was not
included in the previous analysis.
We also introduce an alternative calculation of the
nuclear quadrupole moment, also investigated in
Refs. [27] and [28], to address the shortcomings of the
usual Schmidt shell model considered so far in the
derivation of SME clock observables, which only takes
into account a single nucleon contribution [29] and there-
fore does not provide a realistic description of the nucleus
for most atoms. The calculations are performed with self-
consistent relativistic mean field (SCRMF) theory, which
allows us to go beyond the single nucleon model and to
calculate both the neutron and proton contributions to the
nuclear quadrupole moment involved in the SME LIV shift.
In Sec. III, we recall the main features of the description
of alkali hyperfine transitions in the SME and our exper-
imental setup. This section is kept brief as details are known
in the literature and can be found in the cited references. We
then describe in Sec. IV the transformation to the Sun
centred frame including the second order boost and the
resulting model for our experiment, with some of the details
relegated to an Appendix. After a description of our data
analysis in Sec. V, we first present in Sec. VI our results
using the Schmidt nuclear model, as is usual in SME
analyses, in order to facilitate comparison with previous
results from this and other experiments. We then briefly
describe the SCRMF nuclear calculations (Sec. VII) and
provide in Sec. VIII our constraints based on this nuclear
model. Section IX is devoted to a general discussion with
conclusions and perspectives in Sec. X.
III. SME FREQUENCY SHIFT IN THE LAB FRAME
FOR ALKALI HYPERFINE TRANSITIONS
AND EXPERIMENTAL SETUP
Treating in all generality the SME shift on an atomic
transition includes curved space-time, eight mSME tensors,
and summing over all electrons and nucleons. As shown
1A detailed discussion of the questions of locality, causality,
and stability can be found in Ref. [21].
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previously (Refs. [29–31]), treated as a perturbation to
usual hyperfine energy levels in alkali, LIV gives rise to a
dipolar shift (parametrized in the SME by the b̄μ, d̄μν, and
ḡλμν tensors) and a quadrupolar shift (parametrized by the
c̄μν tensor). The dipolar SME shift of a jF;mFi state is
proportional to mF. In the specific linear combination of
transition frequencies used as the observable, following the
approach of Ref. [1], the linear dependence in mF of our
observable is nullified in order to reduce systematic shifts
from magnetic fields. Our test is thus sensitive only to the
quadrupolar shift, which we detail hereunder.
As shown previously (Refs. [29–31]), hyperfine states of
alkali atoms are affected by a LIV quadrupolar energy shift
given in curved space-time by the expectation value of the
operator
P
wδĤw with w ¼ p, n, e for the proton, neutron,
and electron, where for each particle
δĤ ¼
2U
3c2
c̄tt
p̂2
2m
−
1
6m
C
ð2Þ
0
P̂
ð2Þ
0
: ð1Þ
Here, we omitted the w index for the sake of simplicity. The
Cartesian coordinate components are labeled with indices
ðt; x; y; zÞ and relate to the space-time lab frame; the
direction z is taken along the quantization axis. U is the
Newtonian gravitational potential, and p̂ and m are respec-
tively the momentum operator and the mass of the particle.
The spherical tensor component T ðrÞq associated with a
tensor T μν is used here for a compact formulation, with r its
rank and q ∈ ð−r; ::rÞ the index of its spherical compo-
nents. The T ð2Þ
0
component appearing here is linked to the
Cartesian coordinates via T ð2Þ
0
¼ T jj − 3T zz with the
convention of summation over like indices. This notation
is used both for tensors Cij ¼ c̄ij and P̂ij ¼ p̂ip̂j:
C
ð2Þ
0
¼ c̄jj − 3c̄zz ð2Þ
P̂
ð2Þ
0
¼ p̂2 − 3p̂2z : ð3Þ
The first term of the quadrupolar LIVoperator in Eq. (1)
leads to an anomalous gravitational redshift [31]. It has
been used in the analysis of the spectroscopy of an
electronic transition in dysprosium to provide a gravita-
tional constraint on the electron c̄TT coefficient [32]. This
anomalous redshift scales as the differential internal kinetic
energy between two states; therefore, it is relevant for
electronic transitions, but it is negligible for transitions
between hyperfine states, which differ essentially via the
relative orientation of the nuclear and electronic spin. So
this contribution plays a negligible role and will be ignored
in the following.
The second term scales with the quadrupole moment
operator of the momentum and can be regarded as an
anisotropy of each particle’s kinetic energy. It is governed
by the quadrupole moment of the c̄μν tensor, which is
usually, in the mSME, expressed in terms of energy for
each particle by
~cq ¼ mc
2C
ð2Þ
0
: ð4Þ
In an atomic hyperfine state jF;mFi, the perturbative
energy shift contribution from each particle is therefore
proportional to the expectation value of the momentum
quadrupole moment operator hF;mFjP̂
ð2Þ
0
jF;mFi, which
using the Wigner-Eckart theorem can be expressed as a
function of the expectation value in the extremal mF ¼ F
state hF;FjP̂ð2Þ
0
jF;Fi with a prefactor emF (following the
notation of Ref. [29]):
emF ¼
hF;mFjF̂
ð2Þ
0
jF;mFi
hF;FjF̂
ð2Þ
0
jF;Fi
ð5Þ
¼
FðF þ 1Þ − 3m2F
FðF þ 1Þ − 3F2
: ð6Þ
This is a Clebsch-Gordan coefficient involving the quadru-
pole moment operator F̂ ð2Þ
0
¼ F̂2 − 3F̂2z of the tensor F̂iF̂j
with F the total magnetic moment of the atomic state; it
does not depend on the considered particle within the atom.
Summing from Eq. (1) over all particles, the total LIV
perturbative energy shift of a state jF;mFi can therefore be
expressed as
δE ¼ emF
X
w
γw ~cwq ð7Þ
with particle-dependent dimensionless scaling factors
γw ¼
Mw
20
6m2wc
2
ð8Þ
which are proportional to the total momentum quadrupole
moment from the Nw particles of type w:
Mw
20
¼ −
XNw
N¼1
hF;FjP̂
ð2Þ
0;w;NjF;Fi: ð9Þ
The analysis is performed using the data obtained from
the 133Cs and 87Rb dual fountain FO2 (see Fig. 1),
operating at the Paris Observatory, already used in Ref.
[1]. An atomic gas is laser cooled and launched upward on
a ballistic trajectory. The desired jF;mFi initial state is
prepared in the selection cavity, and remaining atoms in
other states are pushed away by a push beam. A microwave
cavity allows us to perform a Ramsey interferometry
sequence as the atoms pass through its mode successively
during their upward and downward passages. For further
experimental details, we refer the reader to an abundant
body of literature (e.g., Refs. [33,34]).
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Our data consist of two measurement sets of 21 and
14 days duration, taken respectively in April and
September 2005. During the experiment, the fountain
was run in Cs mode, which interrogates transitions between
the F ¼ 3 and F ¼ 4 hyperfine levels of the ground state
62S1=2, with a magnetic field oscillating at 9.2 GHz. It was
interrogated alternatively on three j3; mFi↔ j4; mFi tran-
sitions with mF ¼ þ3, −3, and 0, of respective frequencies
νþ3, ν−3, and ν0.
The quantization magnetic field is vertical. The rota-
tional and orbital motion of the Earth then provides a
change of the orientation of this axis, as well as of the
laboratory boost, with respect to the Sun centered frame
(see Sec. IV). In the presence of LIV, this would result in a
time variation of the particles kinetic energy anisotropy and
therefore in a time-varying quadrupole shift of the atomic
level energies described by Eq. (7).
From Eq. (7), the frequency shift of a jF ¼ 3; mFi↔
jF ¼ 4; mFi transition can be calculated through the differ-
ential energy shift between the two levels [30]. We use a
combination of hyperfine transition frequencies, νc ¼
νþ3 þ ν−3 − 2ν0 already used in Ref. [1], which preserves
the sensitivity to the quadrupolar LIV shift while canceling
magnetic perturbations from the first order Zeeman effect.
From Eq. (7), it can be shown that the LIV frequency shift
of this observable is [30]
δνc ¼ −
9
7h
½γp ~cpq þ γn ~cnq; ð10Þ
with an overall scaling 9=7h ¼ 3.1 × 1023 Hz=GeV for
SME coefficients expressed in GeV. Here γw is defined as in
Eq. (8) but with the momentum quadrupole moment
expectation value Mw
20
in Eq. (9) taken in the jI; Ii state.
It is not sensitive to the electron SME coefficients. Indeed,
closed shells do not contribute [29], and the symmetry of the
orbital of the valence electron is spherical since its orbital
angular momentum in the state 62S1=2 is L ¼ 0; this leads a
zero value of the momentum quadrupole moment in Eq. (9).
Our experiment thus offers a test of LIV sensitive only to
nucleons, allowing us to give constraints decorrelated from
the electron LIV coefficients. The frequency shift is related
to each nucleon SME coefficient through a dimensionless
factor γw via the nucleon momentum quadrupole moment
Mw
20
[Eq. (8)] obtained from the nuclear model [Eq. (9)]. The
explicit dependence for each nucleon thus requires the
choice of a nuclear model, for which there is no simple
description for heavy nuclei such as 133Cs. We address this
question further in Secs. VI and VII. In the rest of the paper,
all references to notations γw,Mw
20
, and to Eqs. (8) and (9) are
meant, as in Eq. (10), with the momentum quadrupole
moment expectation value Mw
20
taken in the jI; Ii state.
IV. TIME VARIATION IN THE SUN CENTERED
FRAME WITH SECOND ORDER BOOST
As the lab frame rotates and moves around Earth and
Sun, periodic modulations of the clock frequency appear
when each lab frame SME coefficient ~cwq in Eq. (10) is
expressed in terms of the SCF SME coefficients. The latter
are supposed constant at the time scale of our experiment,
since the SCF has a rectilinear uniform motion with respect
to a cosmological frame like the one given by the cosmic
microwave background. The SCF celestial frame, defined
in Ref. [36], is conventionally used to report SME results
and to compare them. If T is the Lorentz transformation
from the SCF to the lab frame for a covector, the tensor
component c̄ij in the lab frame is the following combina-
tion of the tensor components in the SCF,
c̄ij ¼ Ti
ΠTj
Γc̄ΠΓ; ð11Þ
where Π, Γ are indices spanning the SCF coordinates
ðT; X; Y; ZÞ. As described in Ref. [30],T is the composition
of a Lorentz boost Λ followed by a rotation R. The Lorentz
boost Λ involves the Earth’s orbital boost which varies with
annual frequency Ω and the lab boost due to the Earth’s
rotation varying at sidereal frequency ω, with respective
magnitude β⊕ ∼ 10−4 and βl ∼ 10−6 (ratio of velocity to
speed of light). The rotation is due to Earth’s rotation, at
sidereal frequency. The generic expressions of Λ and T are
given respectively in Eqs. (A1) and (A4) in Appendix A.
In the previous analysis [1] (as well as in most of the
previous literature, e.g., Refs. [29,30]), the boost matrix Λ
was approximated at first order of its Taylor expansion in β
and included only the dependence in the Earth’s orbital
boost β⊕. This OðβÞ model led to stringent constraints
on eight of the nine independent components of c̄μν
of the proton, improving state-of-the-art constraints by
up to 13 orders of magnitude. The ninth one, the isotropic
FIG. 1. Schematic view of an atomic fountain, from Ref. [35].
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coefficient c̄TT , is suppressed by a factor β2 and thus did not
appear in this first order model.
The main motivation of the present analysis is that
the high improvement demonstrated by these first results,
based on the intrinsic high sensitivity of cold atom clocks,
can also benefit the more suppressed c̄TT terms. Since the
suppression arises from the pure timelike nature of the c̄TT
coefficient, the constraint is expected to be less stringent,
but this coefficient is the less constrained from other non-
gravitational experiments as well. In this analysis, we
developed an improved SME model of our observable,
which, using a second order boost expression of Eq. (10) in
the SCF, includes the c̄TT coefficient. This approach has also
been used previously in spectroscopy in Ref. [32] to
constrain electron c̄μν coefficients. Initially, our model
contained all the terms up to Oðβ2Þ for the nine independent
components of c̄μν, but as they do not provide any valuable
contribution to the analysis, they are neglected, except for the
c̄TT coefficient. More details on this derivation and a
summarized version of the model can be found in
Appendix A (Table V).
The Lorentz-violating signal with this Oðβ2Þ model
includes sinusoidal variations at base frequencies
f0;ω; 2ωg associated with sidebands at annual frequency
Ω as for the first order model and new sidebands at 2Ω. It
exhibits in total 13 frequency components (25 quadratures),
instead of 3 frequency components (5 quadratures) for
the previous analysis which did not include the annual
frequency nor the second order terms.
SCF c̄μν components appear as nine observable combi-
nations, which as usually in the SME are given rescaled by
the rest mass energy of the particle and will be referred to in
the following as [2]
~cQ ¼ mc
2ðc̄XX þ c̄YY − 2c̄zzÞ
~c− ¼ mc
2ðc̄XX − c̄YYÞ
~cJ ¼ mc
2ðc̄KL þ c̄LKÞ
~cTJ ¼ mc
2ðc̄TJ þ c̄JTÞ
~cTT ¼ mc
2c̄TT ð12Þ
where J, K, L are indices spanning spatial SCF coordinates
ðX; Y; ZÞ. The index w referring to the flavor of the particle
(proton or neutron) has been omitted here for the mass m
and the tensor components.
V. DATA ANALYSIS
The data processing is performed using a weighted least-
squares adjustment2 of the data used in Ref. [1] to the
Oðβ2Þmodel. In our observable in Eq. (10), c̄wq is expressed
in terms of the SCF SME coefficients as described in
Sec. IV, and the flavor-dependent scaling factor γw value is
set from the considered nucleus model, as will be described
in Secs. VI and VII. From our measurements of νc, we then
adjust directly all nine independent SCF combinations
given in Eq. (12), without intermediate steps as, e.g., on
the Fourier basis. As the data show white noise behavior
(see Ref. [1]), the least-squares method provides robust
limits on SME coefficients. Our 3 mHz data standard
deviation averages over the two data sets down to a
resolution of 60 μHz on the amplitude of a sinusoidal
deviation, which sets the bottom limit of statistical sensi-
tivity of our test as in Ref. [1].
The main systematic effects which are not already
corrected in the clock data, as detailed in Ref. [33], are
the Zeeman frequency shifts. For the frequency combina-
tion in Eq. (10), the second order Zeeman effect, propor-
tional to B2 with B the magnetic field, adds up to an overall
shift of −2 mHz for our data. The variations of this term
due to magnetic field fluctuations lie well below our
frequency resolution; as in Ref. [1], this shift is therefore
considered as constant, and the measured value of νc is
corrected for this constant offset prior to the SME model
adjustment.
The first order Zeeman shift, proportional to B, is
theoretically rejected in the combined observable νc.
However, atoms with mF ¼ þ3 and mF ¼ −3 follow
slightly different trajectories, which in the presence of
magnetic field inhomogeneities results in the incomplete
cancellation of the first order Zeeman shift in νc. The
residual shift can be estimated using the time of flight
(TOF) of the atoms in the fountain, measured periodically
during the clock operation for each data set. As described in
Ref. [1], the TOF data exhibit a systematic difference of
158 μs between themF ¼ þ3 andmF ¼ −3 atomic clouds;
a Monte Carlo simulation allows us to constrain the
corresponding residual first order Zeeman shift of νc to
a conservative estimate of 0 25 mHz [1].
As this dominant systematic effect is susceptible to
varying with temperature at daily and annual frequency,
it could mimic nonzero SME coefficients. To assess this
systematic bias, we use the upper limit of the above
calibration to convert TOF data to worst-case frequency
shift data, which we adjust with the Oðβ2Þ model by
weighted least squares. We obtain an amplitude for each
SME coefficient (noted XiTOF) with a statistical uncertainty
σiTOF. The obtained amplitude is an upper bound in absolute
value; we therefore estimate the systematic bias at zero and
the systematic variance at ðXiTOFÞ
2 þ ðσiTOFÞ
2.3
To obtain the total variance-covariance matrix of the
estimated SME coefficients, we sum the statistical (clock
2Because the data are dominated by white noise (see Ref. [1]),
ordinary least-squares fitting is well adapted for our analysis.
3For simplicity, we neglect the cross term 2XiTOFσ
i
TOF since the
systematics fit results show only either highly significant values
or highly nonsignificant values.
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data) and systematic (TOF data) matrix elements, in which
the systematic variances are defined as above. The values
and uncertainties for SME coefficients depend on the
nucleus model considered and will be presented for the
Schmidt nuclear model in Sec. VI and using a more realistic
nuclear model in Sec. VIII. The detailed discussion is
in Sec. IX.
VI. RESULTS BASED ON THE SCHMIDT
NUCLEAR MODEL
From the sensitivity in frequency variation of our data set
(Sec. V), the corresponding sensitivity on SME coefficients
depends on the value of the scaling factors γp;n [Eq. (10)]
which are proportional to the momentum quadrupole
moment of the nucleons in the extremal state jI; Ii from
Eq. (8) and Eq. (9). As an exact calculation is typically not
feasible, different simplification levels can be used. A
simplified description of the nucleus is given by the
Schmidt model, which has so far been used in many cases
when reporting SME constraints from atomic spectroscopy.
It relies on a shell description of the nucleus. With an odd
number of protons (55) and an even number of neutrons
(78) in the nucleus of 133Cs atoms, a shell model leads to
closed neutron shells and to a single valence proton. In the
Schmidt description, this nucleon carries the entire mag-
netic moment of the nucleus which is involved in the
hyperfine splitting. The expectation values in Eq. (9),
which in principle have to be summed over all nucleons,
reduce in this description to the expectation value for this
single proton and to an overall zero value from the neutrons
[29]: γn ¼ 0. With this nucleus model, the only constraints
we can extract from our data are thus on proton coefficients.
In the SME article on clocks [30] and in the first data
analysis [1], the approximated value of γp has been taken as
γp ¼ −1.1 × 10−3, leading to an expected maximum res-
olution on ~cpQ of approximately 2 × 10
−25 GeV using the
frequency resolution given in Sec. V and the conversion
factor expressed in Sec. III.
Using these γp;n values, our analysis provides the bounds
on the ~cpμν components presented in Table I. They are all
consistent with Lorentz symmetry. The uncertainties show
an improvement by 5 orders of magnitude on the ~cpTT
coefficient compared to the state-of-the-art laboratory
constraints (Refs. [1,31]), reaching the 10−16 GeV scale.
The correlation matrix is displayed on Fig. 2. It contains
high values, except for the ~cpQ coefficient which is almost
decorrelated at this sensitivity level. This indicates that the
uncertainties contained in Table I are marginalized uncer-
tainties dominated by those correlations and could thus be
significantly improved with additional data spread over
one year.
In addition to the correlation matrix, we provide con-
fidence intervals on Fig. 3, which allow a synthetic view
over significance levels, orders of magnitude, and corre-
lations. We employ an analytical method developed in
Ref. [37], which uses the covariance matrix to build
confidence ellipses of which the semimajor axes are scaled
by a given value of
ffiffiffiffiffiffiffiffi
Δχ2
p
depending on the required
probability.4 Some of the ellipses show a strongly diagonal
orientation, indicating the presence of correlations between
the SME coefficients that are in agreement with the
correlations visible in Fig. 2.
In Appendix C, we provide an alternative, but entirely
equivalent, description of the results under the form of
FIG. 2. Correlation matrix of the ~cpμν components. The matrix
includes the statistic correlations (least-squares fitting of the data)
and the systematic correlations (TOF), as described in Sec. V.
TABLE I. Limits on SME Lorentz-violating parameters ~cpμν for
the proton, in GeV, when using the Schmidt model. The measured
values and total uncertainties are shown together with the
statistical (first bracket) and systematic (second bracket) uncer-
tainties. These limits are obtained using a complete least-squares
adjustment of the Oðβ2Þ model to the Cs fountain data. Con-
straints improved compared to state-of-the-art laboratory limits
are displayed in bold, with the improvement factor in orders of
magnitude in brackets. Note that previous constraints from
Ref. [1] did not determine all coefficients independently (cf.
Sec. IX B).
Coefficient
Value and
uncertainty
Unit
(GeV)
Previous
bound (GeV) Ref.
~cpQ −0.3 2.1 ð10
−2Þ ð2.1Þ 10−22 22 10−22 [1]
~cp− 1.4 9.0 (0.7) (8.9) 10−24 2.8 10−25 [1]
~cpX −1.5 5.3 (0.7) (5.2) 10
−24
1.2 10−25 [1]
~cpY 0.8 1.6 (0.3) (1.6) 10
−24
1.2 10−25 [1]
~cpZ 1.0 3.9 (0.8) (3.9) 10
−24
2.8 10−25 [1]
~cpTX −1.5 5.7 (0.6) (5.7) 10
−20 3.0 10−21 [1]
~cpTY 1.4 5.9 (0.3) (5.9) 10
−20 3.0 10−21 [1]
~cpTZ −1.1 3.5 (0.2) (3.5) 10
−20 2.0 10−21 [1]
~cpTT 1.6 6.9 (0.9) (6.9) 10
−16ð5Þ < 10−11 [31]
4Here, Δχ2 is the difference between the χ2 value at a given
point in the parameter plane and the one of the best fit solution.
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independently constrained linear combinations of coeffi-
cients. These combinations are obtained from the singular
value decomposition (SVD) of the covariance matrix,
meaning that they are the set of orthonormal vectors (in
the Euclidean sense) that diagonalize the covariance matrix.
Having no correlation between these combinations implies
that the uncertainty is not degraded and thus reaches a
lower value as can be seen in Table VI, typically decreased
by a factor of 2. The linear combinations given in Table VII
have dominant coefficients; the corresponding constraints
can thus be regarded as the “maximal sensitivity” on this
coefficient from our data, in the sense commonly used
when reporting SME constraints [2].
VII. SCRMF NUCLEAR MODEL
A. Relativistic mean field formalism
Recent developments in nuclear physics have attracted a
renewed interest in the effects of Lorentz violation in
atomic and nuclear physics [27,28]. Following this trend,
we compute the nuclear matrix elements in the jI; Ii state,
in particular the ones required for the determination of γw
[Eqs. (7), (8) and (10)], in a fully microscopic way using a
state-of-the-art nuclear structure approach. This allows us
to go beyond the single nucleon model and to calculate both
the neutron and proton contributions to the nuclear matrix
elements. The theoretical framework used here is the
relativistic energy density functional which is particularly
suited to describe nuclear structure properties in great depth
[38]. In this approach, the nucleus is described in terms of
nucleons considered as pointlike Dirac particles, while the
interaction among them is described by an exchange of
mesons. Thus, one may construct in a fully covariant way a
phenomenological Lagrangian density which conserves the
symmetries of the nuclear interaction:
L ¼ ψ̄

iγμ∂μ −m − gσσ − gωγμω
μ − gργμ~ρ · ~τμ
− gπγ5γμ∂
μ~π · ~τ − eγμAμ

1 − τ3
2

ψ
þ
1
2
ð∂μσ∂
μσ −m2σσ
2Þ −
1
2
ðΩμνΩ
μν −m2ωωμω
μÞ
−
1
4
~Rμν ~R
μν
þ
1
2
m2ρ~ρμ · ~ρμ þ
1
4
∂μ~π∂
μ~π þ
1
2
m2π~π
2
−
1
4
FμνFμν: ð13Þ
In this section, we use natural units (i.e., c ¼ 1 and ℏ ¼ 1)
for compactness of the notation. The arrows symbolize
vectors of the isospin SU(2) space. ψ is a Dirac 4-spinor
describing a nucleon of mass m, while γμ denotes the usual
Dirac matrices, and τi denotes the isospin Pauli matrices. In
Eq. (13), the nucleons interact by the exchange of fσ; ρ;ω
and πg mesons, while the Coulombian interaction is taken
into account by the 4-potential Aμ. The self-interaction of
each mesonic field is expressed using the field strength
tensors Ωμν and ~Rμν, while Fμν is the usual electromagnetic
field tensor associated with the photon. The coupling
constants of (13) are then fitted in order to accurately
reproduce the binding energies of a set of benchmarking
nuclei [39].
Performing a Legendre transform of (13) yields the
Hamiltonian of the problem
H ¼
Z
d3x ψ̄ ½i∇þmψ þ
1
2
Z
d3x ψ̄

gσσ þ gωγμω
μ
þ gργμ~ρ · ~τμ þ gπγ5γμ∂μ~π · ~τ þ eγμAμ

1 − τ3
2

ψ :
ð14Þ
The relativistic energy density functional is computed
by taking the expectation value of (14) on the vacuum
state jΦ0i,
E½ρ ¼ hΦ0jHjΦ0i; ð15Þ
while the density operator of the system is defined as
FIG. 3. Confidence ellipses of the ~cpμν components, when using
the Schmidt model. The red, blue, and green confidence ellipses
correspond respectively to the 68.3%, 90%, and 95.4% confi-
dence regions. The purple square is the position of the least-
squares solution. Axis labels give the 95.4% confidence intervals
in GeV, the respective orders of magnitude of which are given in
the upper right box. Horizontal and vertical blue lines at zero
value allow us to visualize the absence of significance in the
results.
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ρij ¼
hΦ0jc
†
jcijΦ0i
hΦ0jΦ0i
ð16Þ
with c†i =ci being the nucleonic creation/annihilation
operators. To compute the ground state energy, the varia-
tional principle is applied to (15). Neglecting the Fock
exchange term leads to the relativistic Hartree-Bogoliubov
(RHB) equations, solved in a self-consistent way in an
axially deformed harmonic oscillator basis [39]. For a given
nucleus, this model allows us to obtain its nuclear density in
the nucleus intrinsic frame, as pictured on Fig. 4 for 133Cs.
B. Nuclear quadrupole moments
The solutions of the RHB equations give access to the
density of the system. The moments of the multipolar
expansion of the density describe the shape of the nucleus.
For instance a non-null quadrupole moment in configura-
tion space excludes spherical symmetry but may conserve
an axial symmetry. The quadrupole moment in momentum
space Mw
20
can be directly related to the γw parameters
by Eq. (8).
In the intrinsic frame of the nucleus, the usual quad-
rupolar distribution is expressed in configuration space as
~Qw20 ¼ hΦ0jð3z
2 − r2ÞjΦ0i ¼ Tr½ρð3z2 − r2Þ; ð17Þ
while in momentum space
~Mw20 ¼ hΦ0jð3p
2
z − ~p · ~pÞjΦ0i: ð18Þ
In a final step, we project the quadrupole moments into
the laboratory frame using
Qw
20
¼
3K2 − IðI þ 1Þ
ðI þ 1Þð2I þ 3Þ
~Qw20; ð19Þ
where I is the nuclear spin of the considered nucleus and K
is its projection onto the quantization axis. Note that (19)
gives only an approximate value in the laboratory frame.
For better accuracy, the complete projection of the RHB
solutions on the correct total angular momentum needs to be
performed, in the laboratory frame. This is out of the scope of
the present paper but will be investigated in upcoming work
using the generator coordinate method [40].
When comparing our results to the recently published
ones in Ref. [28], which use a self-consistent mean field
technique (SCMF), we note a good agreement (within a
factor ∼1.3) for Mp
20
but very large discrepancies (up to a
factor ∼60) for Qn
20
andMn
20
. We ascribe this to the method
used in Ref. [28] which is tailored for the proton con-
tribution as it is based on the experimental value ofQp
20
and
is thus likely to be only very approximate for the neutron
quadrupole moments.
When carrying out our calculations for the atoms also
studied in Ref. [27], we find a very good agreement for 21Ne
(for the protonsQpSCRMF ¼ 9.5 fm
2whenQpSCMF ¼ 9.7 fm
2,
while the results are the same for neutron contribution) and
results of the same order of magnitude for 131Xe and 201Hg.
The remaining differences are mainly due to the different
methods used to constrain the computations.
In the case of 133Cs, the number of protons (Z ¼ 55) is
odd; thus, the spin parity of the ground state is given
by the valence proton. In the framework of the energy
density functional, we use the usual half-filling approxi-
mation [41], enforcing the correct spin parity of the state,
here I ¼ Kπ ¼ 7
2
þ. The comparison of the experimental
energy of the ground state (Eexp ¼ −1118.5 MeV) to the
RHB predictions is given in Table II, showing the good
accuracy of the present approach. The quadrupolar
moments in the laboratory frame for 133Cs are given in
Table II for two different parametrizations of the relativistic
functional (15): DD-PC1 is a point-coupling interaction,
while DD-ME2 takes into account the full finite range
meson exchange and is more realistic.
A more detailed presentation and discussion of these
calculations for different nuclei as well as comparisons
between different methods will be the subject of a future
publication.
VIII. RESULTS BASED ON THE
SCRMF NUCLEAR MODEL
From the two nucleon interaction models considered
in Sec. VII, we use the results of the DD-ME2 func-
tional which are expected to be more realistic. From
Eq. (8) and Table II, we obtain γp ¼ 8.32 × 10−4 and
FIG. 4. Nucleonic density of 133Cs in fm−3, in the intrinsic
frame. Left: 3D representation. Right: 2D projection.
TABLE II. Quadrupolar moments in configuration ðfm2Þ and
momentum representation ðℏ=fmÞ2 for 133Cs.
Functional Qn
20 Q
p
20
Mn
20 M
p
20
E (MeV)
DD-PC1 −2.6576 −0.3578 0.0047 0.1135 −1118.6
DD-ME2 −2.8083 −0.3538 0.0024 0.1129 −1117.7
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γn ¼ 1.76 × 10−5. In this nuclear model, the neutron
contribution is not neglected, unlike in the Schmidt model,
so our experiment allows us to constrain also neutron LIV,
but with a sensitivity scaled by γn about 2 orders of
magnitude lower than for the proton. We cannot distinguish
the relative nucleon contributions and are sensitive to the
linear combinations ~cpμν þ 0.021~cnμν. The limits on these
SME coefficients combinations, given in Table III, are
obtained by a straightforward rescaling of Table I from the
Schmidt model, and consequently the correlation matrix
stays the same as in Fig. 2 with the proton coefficients
replaced by the above combinations. Since the individual
constraints from proton and neutron cannot be disen-
tangled, results for each nucleon can be expressed in terms
of maximal sensitivity as defined in Ref. [2]. As shown in
Table III, improvements on proton coefficients are equiv-
alent to the ones presented for the Schmidt model. For the
neutron coefficients, our results improve by 12 to 13 orders
of magnitude over state of the art for the ~cTJ coefficients, 7
orders of magnitude for the ~cQ coefficient, and 2 orders of
magnitude for the ~cTT coefficient, respectively down to
10−17, 10−20, and 10−13 GeV.
IX. DISCUSSION
A. Comparison to previous works
Our results show large improvements on the isotropic
coefficient ~cTT for the proton with both nuclear models, as
well as for several neutron coefficients for the relativistic
nuclear model. With this model, by improving on the
previous weakest limits, our analysis brings all ~cμν con-
straints for the proton and neutron below or much nearer to
(for ~cTT) Planck-scale suppression. All results presented in
this paper are still consistent with Lorentz symmetry.
For the proton, results are equivalent with both consid-
ered nuclear models. Our improved LIV model including
annual modulations and terms at orderOðβ2Þ in boost leads
to a high sensitivity to ~cTT that was not constrained by the
previous analysis of our data.
The improvement on neutron coefficients comes from
our new nuclear model that, unlike the Schmidt model,
accounts for the sensitivity of our measurement to the
neutron SME coefficients. The resulting limits on neutron
coefficients are much less stringent than the ones from
comagnetometers [42]. However, comagnetometer limits
so far do not address the boost-dependent parts ~cTJ and ~cTT
nor the spatial part ~cQ, and this is where we provide large
improvements. The previous ~cQ limit was set recently from
acoustic waves in quartz [22].
In Secs. VI and VIII, we compared our results on ~cTT
with those obtained through the SME Weak Equivalence
Principle (WEP) test interpretation of torsion balance experi-
ments [31]. This analysis, however, did not disentangle the
isotropic component ~cTT from the spatial component ~cQ;
disentanglement has been done in Ref. [31] and weakens this
upper bound by 3 orders of magnitude. So in this respect, the
improvement factors of 104 and 102 displayed in Table III
are conservative, since when comparing to this disentangled
limit we rather improve by 7 orders of magnitude the
constraint on ~cTT for the proton and by 5 orders of
magnitude that for the neutron.
The bounds for the proton and neutron shown in
Secs. VI and VIII are compared with the best existing
laboratory limits, despite the existence of stronger astro-
physical constraints (Refs. [43–45]). The latter bring in
particular a better double sided limit on ~cpTT than the one
obtained with our analysis. However, these bounds involve
model-dependent assumptions about distant astrophysical
processes.
B. Role of the complete vs piecemeal analysis
In our approach (which we refer to hereafter as the
“complete” analysis), the nine ~cμν coefficients are fitted
simultaneously. Fitting over a data set with sufficient
resolution for a sidereal period combined with a spread
over half a year can enable us to discriminate all coef-
ficients in a single fit, thanks to their contrasted spectral
signatures. The uncertainty related to annual variation
could, however, be strongly degraded by uncontrolled
systematics. In our case, the robustness of the long term
behavior of clocks, which are built to provide absolute
frequency references, gives us access to annual variation
with controlled systematic uncertainty.
This simultaneous fit is in contrast to the most common
approach, referred to hereafter as a “piecemeal” analysis. In
this approach, used, e.g., in Refs. [1] and [32], the SME
model adjustment is made successively on separate subsets
TABLE III. Limits (1 sigma) on SME Lorentz-violating param-
eters ~cwμν for the proton and neutron, in GeV, when using the
SCRMF nuclear model. The last two columns show the corre-
sponding maximal sensitivities on each nucleon as defined in
Ref. [2] (2 sigma limits logarithmically rounded). In bold are the
values which improve over the state-of-the-art laboratory limits
published in the 2017 version of Ref. [2] and obtained with other
experiments, with the improvement in orders of magnitude in
brackets.
Coefficient
Value and
uncertainty
Unit
(GeV) ~cpmax ðGeVÞ ~cnmax ðGeVÞ
~cpQ þ 0.021~c
n
Q 0.4 2.8 10
−22 10−21 10−20ð7Þ
~cp− þ 0.021~cn− −0.2 1.2 10−23 10−23 10−21
~cpX þ 0.021~c
n
X 2.0 7.0 10
−24 10−23 10−21
~cpY þ 0.021~c
n
Y −1.1 2.2 10
−24 10−23 10−22
~cpZ þ 0.021~c
n
Z −1.3 5.2 10
−24 10−23 10−21
~cpTX þ 0.021~c
n
TX 2.0 7.6 10
−20 10−19 10−17ð12Þ
~cpTY þ 0.021~c
n
TY −1.8 7.8 10
−20 10−19 10−17ð12Þ
~cpTZ þ 0.021~c
n
TZ 1.4 4.6 10
−21 10−19 10−18ð13Þ
~cpTT þ 0.021~c
n
TT −2.2 9.1 10
−16
10−15ð4Þ 10−13ð2Þ
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of parameters, assuming that they are independent and
assigning in turn a zero expectation value for those not
fitted. The drawbacks of this method are that it requires
assumptions on the expectation values and that, by neglect-
ing the correlation between parameters belonging to different
subsets, it leads to an artificial decrease in the marginalized
uncertainties and thereby to an underestimation of the
individual parameter uncertainties. To illustrate this limit
of the piecemeal analysis, we compared the results shown in
Ref. [1], obtained using such an analysis with two subsets of
parameters, and the results obtained with a complete and
direct fitting of the same first order OðβÞ model to the data.
For both, the Schmidt model was used.
The results presented in Table IV show that, except for
the ~cpQ coefficient of which the sensitivity is dominated by
the systematics, the piecemeal analysis led to an under-
estimation of the uncertainties by a factor 6 to 20 in the
previous analysis. That is why the constraints on the ~cpμν
coefficients presented in Table I show degraded uncertain-
ties in comparison with Ref. [1], except for ~cpQ, the
uncertainty of which remains the same, and for ~cpTT, which
was not constrained in Ref. [1].
In Table IV, we have used the Schmidt nuclear model to
allow easier comparison with previous work. But our
conclusions are general; in particular, the factors C/P are
independent of the nuclear model used.
C. Discussion of the improved nuclear model
Recently, new nuclear models beyond the Schmidt
model were published for several atoms used in LIV
experiments [27,28]. We present here a different model
of the nucleus, as described in Sec. VII. The model
presently used is a state-of-the art application of the density
functional theory, known for a successful description of
various nuclear states over the nuclear chart. As such, the
degrees of freedom of this model are the physical nucleons,
treated in the most general way. The present model is
therefore more universal than the Schmidt model and more
relevant than Ref. [28] to take into account nuclear structure
effects. As discussed in Sec. VII, the results of our
calculation significantly differ from the results for 133Cs
presented in Ref. [28]. It should be noted that results of the
present method on several nuclei are in agreement with the
nonrelativistic energy density functional calculations of
Ref. [27]. In the case of the 133Cs atom, the present results
are in qualitative agreement with those of the Schmidt
model, given that γn remains a factor 45 smaller than γp,
meaning that sensitivity to proton coefficients is much
larger than to neutron ones, as expected.
Our results with the SCRMF nuclear model (Table III)
set limits on the linear combinations ~cpμν þ 0.021~cnμν of
SME coefficients. For other atoms, e.g., those used in
comagnetometers [42], the corresponding linear combina-
tions are different. This opens the possibility of combining
different results in order to derive independent constraints
on proton and neutron parameters in global analyses. This
will be addressed in more detail in future work.
X. CONCLUSION AND PERSPECTIVES
We have presented new constraints on coefficients
parametrizing Lorentz violations for nucleons in the min-
imal Standard Model extension, by monitoring the fre-
quency shifts of hyperfine transitions in a cold atom
fountain on Earth. Within the fermion sector, our observ-
able is by construction only sensitive to the c̄μν coefficients
(Sec. III). This test relies on the anisotropy of the kinetic
energy in the wave functions of the nucleons, characterized
by their nonzero momentum quadrupole moment of which
the value is highly nuclear model dependent. We first use
the Schmidt model, which has so far been mostly used
(Sec. VI), and extend the analysis to a more advanced
SCRMF nuclear model (Secs. VII and VIII).
We have reanalysed data taken by the dual cold atom
fountain FO2 at Paris Observatory in the 133Cs spin-
polarized mode on the j3; mFi↔ j4; mFi hyperfine
transitions, as first reported in Ref. [1]. Our analysis
features the use of a new SME model that includes terms
of order Oðβ2Þ (Sec. IV). This allows us access to the
isotropic coefficient ~cTT , not constrained by the previous
analysis. Using a direct and simultaneous fitting of all
parameters, we provide a complete analysis including
individual limits on all ~cμν coefficients, the associated
correlation matrix, and confidence intervals (Sec. V). We
also present a description of the results in terms of
independently constrained linear combinations, obtained
through a singular value decomposition of the covariance
matrix (Appendix C).
To allow for direct comparisons with previous works, we
have presented both results, based respectively on the
Schmidt nuclear model (Table I) and on our advanced
TABLE IV. Comparison between piecemeal (P) and complete
(C) analysis for the OðβÞ model used in Ref. [1]. In the complete
analysis, we fit directly for the SME coefficient values. For the
piecemeal results, we report the results obtained in Ref. [1] using
as subsets the ~cpTJ on the one hand and all the purely spatial
combinations on the other hand. The underestimation factor of
the uncertainty in the piecemeal analysis is denoted C/P.
Coefficient
Uncertainty
(GeV) (P) [1]
Uncertainty
(GeV) (C) C/P
~cpQ 2.2 10
−22 2.1 10−22 0.95
~cp− 2.8 10−25 5.2 10−24 19
~cpX 1.2 10
−25 1.2 10−24 10
~cpY 1.2 10
−25 7.5 10−25 6.3
~cpZ 2.8 10
−25 2.8 10−24 10
~cpTX 3.0 10
−21 2.3 10−20 7.7
~cpTY 3.0 10
−21 5.9 10−20 20
~cpTZ 2.0 10
−21 3.3 10−20 16.5
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nuclear model (Table III). The present best limit on
the ~cpTT coefficient is improved by 5 orders of magnitude
with respect to previous laboratory limits, down to the
10−16 GeV scale (Sec. VI). The advanced nuclear model
allows us to place limits on a linear combination of proton
and neutron coefficients, in contrast to the Schmidt model
used in Ref. [1], which accounts only for the proton sector
sensitivity. This leads to improvements on the limits of the
~cnQ, ~c
n
TJ, and ~c
n
TT neutron coefficients, by up to 13 orders of
magnitude.
All our results are compatible with the absence of
Lorentz violation. As mentioned in the Introduction, if
the relevant scale unit for suppressions is the electroweak-
to-Planck energy ratio (Eew=EP ∼ 10−17), it is particularly
interesting to constrain the dimensionless LIV tensors
~cμν=ðmc
2Þ below this Planck suppressed scale. With this
study, we bring the limits at or below that level for the first
time for all proton and neutron coefficients (with mc2 ∼
1 GeV for protons and neutrons), except for c̄nTT and c̄
p
TT of
which the limits are respectively weaker by 3 and 1 orders
of magnitude. Nonetheless, our results give an experimen-
tal benchmark indicating that the minimal suppression
compatible with our data for the operators associated with
c̄μν is at least one Planck scale. These dimension-4 Lorentz-
violating terms could be expected to be of order 1 from
quantum field theory, and the experimental observations
thus require that an additional suppression mechanism
comes into play, such as that proposed in Refs. [5,25,46].
Our ~cμν coefficients estimations are still significantly
correlated (see Fig. 2), mostly because our two data sets do
not span a sufficient portion of the year to allow their full
decorrelation from the annual sidebands (Appendix A).
Thus, we expect that an additional data set would reduce
the marginalized uncertainties and lead to an improvement
by one extra order of magnitude of all limits, in particular
bringing the limit on ~cpTT down to 10
−17 GeV. Based on
synthetic data simulations, the best period for a third data
set would be July or January.
The 133Cs fountain data could also be analyzed in an
extended framework: the nonminimal SME framework,
which takes into account higher order Lorentz-violating
operators. A nonminimal model, up to order 5 or 6, would
contain additional sidereal harmonics, allowing for addi-
tional parameters to be determined and possibly for better
decorrelation of the minimal ones (Ref. [47]).
Previous experiments realized with other setups and
atoms could be reanalyzed with our new nuclear model.
Analyzing SME spectroscopy experiments with more
accurate models of the nucleus is a current effort of several
groups (Refs. [27,28]) and will be the subject of future
work centered on the nuclear calculation method used here
and its application to other atoms and SME tests.
In conclusion, our work brings significant improvement
in constraining possible low-energy signatures of new
high-energy physics, using a set of improved models and
analysis that could also benefit to other experimental tests.
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APPENDIX A: SECOND ORDER MODEL
The direction and amplitude of the lab velocity with
respect to the SCF are respectively denotedn and β ¼ vc. The
Lorentz boost matrix Λ of the lab with respect to SCF is
Λ ¼

γ γβnT
γβn I3 þ ðγ − 1Þn · nT

: ðA1Þ
Expanding γ ¼ 1=ð
ffiffiffiffiffiffiffiffiffiffiffiffi
1 − β2
p
Þ to the second order in β gives
Λ ¼

1þ 1
2
β2 βnT
βn I3 þ
1
2
β2n · nT

ðA2Þ
¼

1 βnT
βn I3

|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
Λ
ð1Þ
þ
 1
2
β2 0
0
1
2
β2n · nT

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Λ
ð2Þ
; ðA3Þ
where Λð1Þ is the first order boost and Λð2Þ is the second
order boost.
Following Ref. [30], the transformation matrix T from
the SCF to the lab frame is given by the product
T ¼
0
BBB@
1 0 0 0
0
0 R
0
1
CCCA · Λ; ðA4Þ
where R is the rotation matrix describing the orientation of
the lab frame’s axes directions in the SCF.
The total boost is the sum of the orbital boost of Earth
and the boost of the lab relative to the Earth, with
amplitudes β⊕ and βl respectively. As eccentricity of
Earth’s orbit gives rise to a maximal deviation of 2% of
its mean value, it leads to subleading order corrections in
our model and can be neglected as shown in Ref. [30].
Earth’s orbit is thus taken as circular.
As already mentioned, the second order boost is only
necessary for terms involving ~cTT , as all other components
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TABLE V. Composition of the complete Oðβ2Þ model applied to ~cq in Eq. (10). The expression of the signal
associated to each SCF coefficient is detailed in terms of frequency, phase, and boost suppression. The only
information not reported here is prefactors of order 1 from two angles, the lab colatitude, and the inclination of the
Earth’s orbit. ω (respectively Ω) denotes the angular frequency of the Earth’s rotation (respectively of the Earth’s
orbit). The column on the left is the main harmonic, and the column next to it is the sideband frequency. The spectral
components included in the shortened model fitted to the data are in bold type.
Frequency ~cQ ~c− ~cX ~cY ~cZ ~cTX ~cTY ~cTZ ~cTT
0
0
1 β2⊕ β
2
⊕ β
2
⊕
β2⊕ β
2
l
β2l
Ω
cos β⊕βl β⊕βl β⊕ β⊕ β⊕
sin β⊕βl β⊕βl β⊕ β⊕ β⊕
2Ω
cos β2⊕ β
2
⊕ β
2
⊕ β
2
⊕ β
2
⊕ β
2
⊕
sin β2⊕ β
2
⊕ β
2
⊕ β
2
⊕ β
2
⊕ β
2
⊕
ω
−2Ω
cos β2⊕ β
2
⊕ β
2
⊕ β
2
⊕ β
2
⊕ β
2
⊕
sin β2⊕ β
2
⊕ β
2
⊕ β
2
⊕ β
2
⊕ β
2
⊕
−Ω
cos β⊕βl β⊕βl β⊕βl β⊕βl β⊕βl β⊕ β⊕ β⊕ β⊕βl
sin β⊕βl β⊕βl β⊕βl β⊕βl β⊕βl β⊕ β⊕ β⊕ β⊕βl
0
cos 1 β2⊕ βl
β2⊕
sin β2⊕ β
2
⊕ 1 βl β2⊕
β2⊕
þΩ
cos β⊕βl β⊕βl β⊕βl β⊕βl β⊕βl β⊕ β⊕ β⊕ β⊕βl
sin β⊕βl β⊕βl β⊕βl β⊕βl β⊕βl β⊕ β⊕ β⊕ β⊕βl
þ2Ω
cos β2⊕ β
2
⊕ β
2
⊕ β
2
⊕ β
2
⊕ β
2
⊕
sin β2⊕ β
2
⊕ β
2
⊕ β
2
⊕ β
2
⊕ β
2
⊕
2ω
−2Ω
cos β2⊕ β
2
⊕ β
2
⊕ β
2
⊕ β
2
⊕ β
2
⊕
sin β2⊕ β
2
⊕ β
2
⊕ β
2
⊕ β
2
⊕ β
2
⊕
−Ω
cos β⊕βl β⊕βl β⊕βl β⊕βl β⊕ β⊕
sin β⊕βl β⊕βl β⊕βl β⊕βl β⊕ β⊕
0
cos β2⊕ 1 β
2
⊕ β
2
⊕
β2⊕
β2l
sin β2⊕ 1
β2⊕
β2l
þΩ
cos β⊕βl β⊕βl β⊕βl β⊕βl β⊕ β⊕
sin β⊕βl β⊕βl β⊕βl β⊕βl β⊕ β⊕
þ2Ω
cos β2⊕ β
2
⊕ β
2
⊕ β
2
⊕ β
2
⊕ β
2
⊕
sin β2⊕ β
2
⊕ β
2
⊕ β
2
⊕ β
2
⊕ β
2
⊕
3ω
−Ω
cos β⊕βl β⊕βl
sin β⊕βl β⊕βl
þΩ
cos β⊕βl β⊕βl
sin β⊕βl β⊕βl
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of ~cμν are dominated by zero or first order terms in β.
However, it turns out (see Appendix B) that for the ~cTT
component all Oðβ2Þ terms are obtained from solely the
first part of (A3), the second part giving rise to only Oðβ4Þ
terms. Note also that consequently any other second order
effects (e.g., geodetic precession [48]) can be neglected.
The transformation matrix T we obtain is then used in
(11) to relate the lab frame parameters to the SCF ones.
Applying it to ~cq of Eq. (10) leads to a time-varying signal
in case any of the SCF ~cμν coefficients is different from
zero. The full explicit model is not given here because of its
length, but it is available on request. We summarize its
spectral structure in Table V with associated boost sup-
pression factors for each SME coefficient. Restricting to the
relevant terms used in the final adjustment, the shortened
model is composed of an offset plus 12 frequency compo-
nents, which amounts to a total of 25 quadratures.
APPENDIX B: LAB FRAME c̄q IN TERMS
OF c̄TT TO SECOND ORDER IN BOOST
The (instantaneous) Lorentz transformation of covector
components from the SCF to the laboratory frame is written
uμ ¼ T
Ξ
μuΞ; ðB1Þ
where capital greek letters denote components with respect
to the SCF. For the c̄μν coefficients in the lab frame, the
transformation is
c̄μν ¼ T
Ξ
μT
Π
νc̄ΞΠ: ðB2Þ
We now adopt the special case of isotropic SCF coef-
ficients c̄ΞΠ, in matrix form (recall that c̄ΞΠ is traceless),
0
BBBBB@
c̄TT 0 0 0
0
1
3
c̄TT 0 0
0 0
1
3
c̄TT 0
0 0 0
1
3
c̄TT
1
CCCCCA
; ðB3Þ
and we focus on the quadrupole set of coefficients in the lab
frame c̄q ¼ c̄xx þ c̄yy − 2czz. Using the Lorentz transfor-
mation and Eq. (B3), the lab frame coefficients can be
written as
c̄q ¼ ½T
T
xT
T
x þT
T
yT
T
y
− 2TTzT
T
zc̄TT þ ½T
J
xT
J
x
þTJyT
J
y − 2T
J
zT
J
z
1
3
c̄TT : ðB4Þ
Thus, wewould need to know the spatial part of the Lorentz
transformation to second order in the boost velocity to get
the desired expression. However, there is a quicker method.
We use the defining property of Lorentz transformations
and the flat space-time metric:
ημν ¼ T
Ξ
μT
Π
vηΞΠ: ðB5Þ
From this equation, we can reexpress the terms involving
TJj using only the TTj terms. For instance, if we pick
μ ¼ ν ¼ x, then we have from (B5),
1 ¼ TΞxT
Π
xηΞΠ
¼ −TTxT
T
x þT
J
xT
J
x; ðB6Þ
thus implying
TJxT
J
x ¼ 1þ ½T
T
x
2 ðB7Þ
with similar identities holding for the other terms in the last
line of (B4). Using identities like (B7), in Eq. (B4), we
arrive at the expression
c̄q ¼
4
3
c̄TT ½T
T
xT
T
x þT
T
yT
T
y − 2T
T
zT
T
z; ðB8Þ
from which it should be clear that only the first order boost
in Λ is needed to find the time dependence of c̄q in terms of
c̄TT . A similar method was used in Ref. [49].
APPENDIX C: INDEPENDENT BOUNDS
ON LINEAR COMBINATIONS OF SME
COEFFICIENTS USING SINGULAR
VALUE DECOMPOSITION
One can use a singular value decomposition of the
covariance matrix [50] to set constraints on linear combi-
nations of SME coefficients. This decomposition is equiv-
alent to a diagonalization of the covariance matrix C, which
allows the determination of independently constrained
linear combinations of parameters. These combinations
are orthonormal to each other in the Euclidean sense. We
write the covariance matrix C as
C ¼ V · S · VT ; ðC1Þ
TABLE VI. Limits on linear combinations of SME Lorentz-
violating parameters ~cpμν for the proton using the Schmidt model,
in GeV. These combinations have been obtained using a singular
value decomposition of the total covariance matrix.
Linear combination Value and uncertainty Unit (GeV)
c1 ð−0.2 2.1Þ 10−22
c2 ð−2.0 3.6Þ 10−24
c3 ð0.6 1.6Þ 10−24
c4 ð−4.0 7.0Þ 10−25
c5 ð−0.3 1.3Þ 10−24
c6 ð0.7 2.4Þ 10−20
c7 ð−1.7 6.8Þ 10−20
c8 ð0.1 1.4Þ 10−20
c9 ð1.6 6.9Þ 10−16
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where the matrix V contains the eigenvectors of C and the
diagonal S matrix contains its eigenvalues. These two
matrices and the parameter vector a are then used to define
the linear-independent combinations vector, denoted c, and
their associated uncertainties σci :
c ¼ VT · a ðC2Þ
σci ¼
ffiffiffiffiffi
Sii
p
: ðC3Þ
The detailed composition of those combinations is pre-
sented in Table VII, and their values and uncertainties are
shown in Table VI. We also provide the analytical con-
fidence ellipses of these linear combinations in Fig. 5. As
expected, the ellipses are not tilted, meaning that the linear
combinations have a diagonal covariance matrix. The
results have been given for the Schmidt model. For the
alternative nuclear model used here, results in Table VI
and Fig. 5 would be rescaled as was done in Sec. VIII for
Table III, and in their composition given in Table VII,
proton coefficients would be replaced by ~cpμν þ 0.021~cnμν.
APPENDIX D: EXPECTATION VALUE
OF THE NONLOCAL p2 OPERATOR
Considering a generic one-body operator
Ô ¼
X
i;j
hijOjjic†i cj; ðD1Þ
one can show using the Wick theorem that the expectation
value on an Hartree-Fock-Bogoliubov vacuum of this
squared operator can be written
hΦ0jÔ
2jΦ0i
hΦ0jΦ0i
¼ ½TrðOρÞ2 þ TrðO2ρÞ
− TrðOρOρÞ − Tr½OκðOκÞ; ðD2Þ
with the normal density defined as
ρij ¼
hΦ0jc
†
jcijΦ0i
hΦ0jΦ0
E ðD3Þ
and the pairing tensor
κij ¼
hΦ0jcjcijΦ0i
hΦ0jΦ0i
: ðD4Þ
In the case of (18), the matrix elements of the momentum
operator can be expressed in the deformed harmonic-
oscillator basis as
hij~pjji ¼ −iℏ
Z
d3rid
3rjϕ

i ð~rÞ
~∇ϕjð~rÞ: ðD5Þ
Thus, one may directly use (D2) to compute (18).
TABLE VII. Composition of the linear combinations of ~cpμν coefficients obtained using a SVD of the covariance matrix. Boldface
numbers indicate the leading terms, for better visibility.
~cpQ ~c
p
− ~c
p
X ~c
p
Y ~c
p
Z ~c
p
TX ~c
p
TY ~c
p
TZ ~c
p
TT
c1 1.0 −5.3 10−5 3.5 10−5 −4.9 10−6 −7.7 10−6 −4.6 10−5 1.3 10−4 −1.7 10−5 2.8 10−9
c2 5.7 10−5 0.99 −0.01 0.02 0.05 9.9 10−5 −8.1 10−5 4.2 10−5 −3.2 10−9
c3 2.7 10−5 −0.11 −0.8 0.06 0.59 7.1 10−5 2.3 10−5 6.1 10−6 −1.7 10−9
c4 −1.2 10−6 0.02 −0.09 −0.99 −0.02 −1.7 10−5 6.4 10−8 −1.4 10−6 1.1 10−10
c5 1.3 10−5 −0.02 −0.57 0.06 −0.81 4.0 10−6 −1.8 10−5 3.7 10−6 −4.2 10−10
c6 −6.3 10−5 1.1 10−4 −6.7 10−5 2.3 10−5 3.9 10−5 −0.96 0.11 −0.26 −7.1 10−5
c7 1.1 10−4 −7.0 10−5 −9.8 10−6 2.2 10−6 2.9 10−5 −0.22 −0.86 0.47 −2.1 10−5
c8 −6.1 10−5 2.3 10−5 −2.3 10−6 2.5 10−6 −7.0 10−6 −0.17 0.51 0.84 8.6 10−7
c9 −4.8 10−9 9.0 10−9 −6.8 10−9 2.0 10−9 4.2 10−9 −7.2 10−5 −1.1 10−5 −9.3 10−6 1.0
FIG. 5. Confidence ellipses of the linear combinations (SVD).
The red, blue, and green confidence ellipses correspond respec-
tively to the 68.3%, 90%, and 95.4% confidence regions. The
purple square is the position of the least-squares solution. Axis
labels give the 95.4% confidence intervals in GeV, the respective
orders of magnitude of which are given in the upper right box.
Horizontal and vertical blue lines at zero value allow us to
visualize the absence of significance in the results.
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Lorentz-Symmetry Test at Planck-Scale Suppression
With a Spin-Polarized 133Cs Cold Atom Clock
H. Pihan-Le Bars , C. Guerlin, R.-D. Lasseri, J.-P. Ebran, Q. G. Bailey, S. Bize, E. Khan, and P. Wolf
Abstract— We present the results of a local Lorentz invari-
ance (LLI) test performed with the 133Cs cold atom clock FO2,
hosted at SYRTE. Such a test, relating the frequency shift
between 133Cs hyperfine Zeeman substates with the Lorentz
violating coefficients of the standard model extension (SME), has
already been realized by Wolf et al. and led to state-of-the-art
constraints on several SME proton coefficients. In this second
analysis, we used an improved model, based on a second-order
Lorentz transformation and a self-consistent relativistic mean
field nuclear model, which enables us to extend the scope of
the analysis from purely proton to both proton and neutron
coefficients. We have also become sensitive to the isotropic
coefficient c̃TT, another SME coefficient that was not constrained
by Wolf et al. The resulting limits on SME coefficients improve
by up to 13 orders of magnitude the present maximal sensitivities
for laboratory tests and reach the generally expected suppression
scales at which signatures of Lorentz violation could appear.
Index Terms— Atomic clock, Lorentz invariance, standard
model extension (SME).
I. INTRODUCTION
THE Lorentz invariance principle is a cornerstone of twomajor theories describing the modern physics: general
relativity (GR) and standard model (SM). Despite their respec-
tive success, they fail to give a unified description of all
the known physical interactions. In order to address this
issue, several alternative theories of unification have been
developed over the last decades. Some of them, such as loop
quantum gravity, include the possibility of Lorentz invariance
violation (LIV) at high-energy scale [4]–[8]. Although such
energies far exceed our technological capacities, residual sig-
natures of this Lorentz violation may appear at low-energy
scale.
In the purpose of testing the limits of actual theories on
one hand and alternative theories on the other hand, a large
range of experimental setups have been used to search for these
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Fig. 1. Schematic of an atomic fountain from [9].
weak signatures on Earth. As the Lorentz violation has not
yet been observed, one needs to search at lower energy scale,
which requires experiments with high precision and long-term
stability, such as atomic clocks.
In this paper, we use the data obtained from the 133Cs
and 87Rb dual fountain FO2 (see Fig. 1), operated at the
Paris Observatory, and previously analyzed in [2] to per-
form the local Lorentz invariance (LLI) test in the standard
model extension (SME) framework. The latter is a general
framework built to address the issue of low-energy effects
of new physics that could appear at Planck scale in both
GR and SM, and particularly spontaneous Lorentz symmetry
breaking [10]. The SME is an effective theory, built from the
combination of the usual SM fields [see example given in (1)].
The resulting additional Lorentz violating terms appearing in
the Lagrangian are parameterized by the SME background
coefficients (scalars, vectors, or tensors), which quantify the
amplitude of the deviation to the symmetry in a large variety
of sectors (e.g., photon, matter, and gravity). Most of these
coefficients are species dependent, meaning that they lead
to different deviations to known physics depending on the
considered body or particle.
Here, we constrain the traceless rank-2 tensor c̃µν , which
is responsible for an anisotropy of the particle energy–
momentum or dispersion relation. Indeed, the c̃µν tensor
appears as a modification of the kinetic terms of the relativistic
Lagrangian of a given particle, as illustrated in (1) in the case
of a spin-1/2 Dirac fermion of mass m
Lψ =
1
2
i ψ̄(γµ + c̃µνγ
ν)∂µψ − ψ̄mψ (1)
0885-3010 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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Fig. 2. Schematic of the trajectory of an Earth-based lab frame with respect to
the SCF. The vector field āµ is an arbitrary SME background coefficient. The
Earth’s orbital and sidereal frequencies are denoted as  and ω, respectively.
where ψ is the fermion field and γ ν are usual Dirac matri-
ces. This equation focuses on the deviation to LLI due to
c̃µν tensor, the full expression involving a larger range of
SME coefficients can be found in [11]. The components of
the c̃µν coefficients have been constrained by several other
experiments, among others [12]–[16].
By improving the SME model used in [2] to set constraints
on eight proton coefficients from the matter sector, we extend
the scope of the analysis to nine coefficients for both proton
and neutron, and we improve by up to 13 orders of magnitude
the present constraints on several coefficients compared with
the state-of-the-art laboratory limits [16], [17].
II. SME OBSERVABLES
As the SME intends to be independent of any given theory
involving LLI violations, it just considers the consequences of
a spontaneous symmetry breaking (SSB), which is supposed
to have occurred in the early Universe. As a consequence,
the SME is a general framework enabling the derivation
of many observables that can be applied to a wide range
of experiments. However, the lack of assumptions on this
underlying SSB mechanism makes the SME unable to predict
the amplitude of the Lorentz violation signals that can be
expected with any of these experiments.
The SME obeys conventional observer symmetry and the
Lorentz violating coefficients are tensors. This in turn implies
their frame dependence and so the time dependence of the
signal. In other words, the frame dependence of the SME
coefficients imply that SME coefficients expressed in a lab
frame, e.g., a ground based laboratory, are time dependent
due to the relative motion of the lab with respect to the sun
centered frame (SCF) in which the coefficients are conven-
tionally reported [18]. Indeed, the SCF can be considered
as an inertial frame over the decades during which SME
experiments are performed. In order to express the observable
in terms of constant SCF coefficients and not time-varying
lab frame coefficients, one needs to apply a transformation,
involving rotations and boost [19], to the lab frame coeffi-
cients. This transformation—a Lorentz transformation—leads
to a harmonic dependence of the final SCF observable whose
frequency components are related to the orbital motion of the
lab frame with respect to the SCF (see Fig. 2).
III. EXPERIMENTAL SETUP: FREQUENCY
SHIFT MEASUREMENT
The data sets used for the purpose of this LIV test have been
obtained in 2005, using the 133Cs and 87Rb double fountain,
Fig. 3. Frequency measurements taken with F02. The x-axis corresponds to
the time expressed in modified Julian date.
run in Cs mode (more details on the experimental setup can
be found in [20] and [21]).
This experiment is particularly interesting for such test as it
combines long-term stability and high-resolution spectroscopy
measurement on the hyperfine transition |F = 3, mF i ←→
|F = 4, mF i of the
133Cs ground state 62S1/2. These char-
acteristics have been valuable for several other tests. Among
others, a test of local position invariance [22] by looking for
an oscillation of fundamental constants and the search of an
oscillating massive field as a dark matter candidate [23], both
using the comparison of ground state hyperfine frequencies
of 133Cs and 87Rb. In our case, the effect of the Lorentz
violation on this type of measurement would be a relative
shift of the hyperfine levels and thus a periodic variation of the
transition frequency depending on the orientation of the quan-
tization axis (vertically oriented) with respect to some Lorentz
violating background field defining a preferred orientation of
space-time.
Our data consist of two sets, 21 days measurements in
April 2005 and 14 days measurements in September 2005,
respectively, taken on a combination of |F = 3, mF >←→
|F = 4, mF > hyperfine transitions (see fig. 3). The use of
magnetized transitions instead of the usual clock transition
|F = 3, mF = 0 >←→ |F = 4, mF = 0 > is needed as the
Lorentz violating part of the observable vanish for mF = 0, but
it has the counterpart of being sensitive to first-order Zeeman
shift.
In order to overcome this linear dependence on the magnetic
field, a combined observable νc is built by measuring quasi-
simultaneously the transition frequency for mF = +3, −3,
and 0 [2]. This combined observable is related to the Lorentz
violating cµν tensor through
νc = −
9
7h
∑
w=p,n
γw c̃
w
q −
9
8
K (2)z B
2 (2)
which corresponds to the minimal SME lab frame model for
alkali hyperfine transitions ([2], [11], [19]). In (2), the mag-
netic field is denoted as B and K
(2)
z = 427.45 × 10
8 Hz T−2
is the second-order Zeeman coefficient [24].
The observable depends on a species-dependent lab frame
parameter c̃wq (with w, respectively, p for proton and n for
neutron), which contains the c̃µν tensor components. The
second term in (2) corresponds to the second-order Zeeman
correction.
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Fig. 4. Three-dimensional representation of nucleonic density of 133Cs in
fm−3 calculated using SCRMF model in the intrinsic frame.
The sensitivity to proton and neutron coefficients is con-
trolled by the particle-dependent prefactor γw, whose values
depend on the nuclear model considered.
IV. NUCLEAR MODEL DEPENDENCE OF
THE SME OBSERVABLE
The γw factor can be related to the matrix elements of the
nuclear quadrupole moment operator, as described in [11].
As these matrix elements are entirely dependent of the nuclear
model used for their computation, we used the state-of-the-art
nuclear calculations to estimate their expectation values.
The 133Cs nucleus quadrupole moment arises from an
anisotropic distribution of the nucleonic density, which can
be easily seen by representing the nucleonic density in the
intrinsic frame (see Fig. 4).
In the SME, the γw factor and more generally the parame-
ters related to the nucleus are determined with the Schmidt
nuclear model. In this shell model, the magnetic moment
of the nucleus is set by the last unpaired nucleon, which
means that in the case of an odd-proton nucleus, such as
the 133Cs, the entire nuclear quadrupole moment is carried
by a single valence proton. In addition, the predictions of
this model concerning the value of the nuclear quadrupole
moment (Qschmidt = −151.12 mb) are very inaccurate com-
pared with the experimental value (Qexp = −3.43 mb [25])
with Qschmidt ∼ 40 Qexp. This experimental value has been
obtained through hyperfine spectroscopic measurements on
CsF molecule. The experimental value thus corresponds to the
so-called spectroscopic quadrupole moment [26].
Recently, alternative nuclear models beyond the Schmidt
model have been used to describe several atoms used in LIV
experiments ([27], [28]). Here, we used the self-consistent
relativistic mean field (SCRMF) theory, which allows us to
take into account the multiple contribution of the nucleons to
the nuclear quadrupole moment in a fully microscopic way
and thus to estimate both the neutron and proton contributions
to the SME LIV shift [3]. The contribution of protons to
the nuclear quadrupole moment obtained with the SCRMF
model is Q p, SCRMF = −3.54 mb, which is in good agreement
with the experimental value. The values obtained for γ w with
the Schmidt model and the SCRMF theory are summarized
in Table I. We can see that the results are not much different
particularly for the proton parameter γ p . However, one can
TABLE I
VALUES OF THE γ w [-] PARAMETER FOR PROTON (p) AND NEUTRON (n)
OBTAINED FROM THE SCHMIDT AND THE SCRMF MODEL
Fig. 5. Frequency components of the second-order model. Blue line:
frequencies included in the previous analysis [2]. Red lines: frequencies
appearing exclusively in the second-order model. The daily frequency is
denoted ω and the annual one .
note the nonzero value obtained for the neutron parameter in
case of the SCRMF model. Although this value is 45 times
smaller than the one obtained for γ p , it makes our experiment
sensitive to the neutron SME coefficients, which was not
possible with the Schmidt model.
V. SECOND-ORDER BOOST MODEL FOR TIME VARIATION
WITH RESPECT TO SCF COEFFICIENTS
In order to search for a periodic modulation of the clock
frequency, the results must be expressed in terms of constant
SCF coefficients as explained in Section II. The transformation
from lab frame to SCF coefficients usually involves first-
order terms in boost O(β) ([2], [11], [19]) and can be
written [see (3)] as a composition of a rotation (R) and a
boost (3[O(βn)]) matrix, β being the Earth’s boost and n the
maximal order of boost terms included in the matrix
T =
⎛
⎜
⎜
⎝
1 0 0 0
0
0 R
0
⎞
⎟
⎟
⎠
· 3[O(βn)]. (3)
The O(β) matrix is usually enough to constrain the SME
coefficients, as the information added by the higher order terms
is almost negligible for the analysis. But it appears that the
isotropic coefficient c̃TT only appears in terms that are at least
in second order in boost. That is the reason why this analysis
uses an improved model based on a second-order boost matrix.
Given our data span (two sets distant of six months), we are
able to take into account the orbital motion of Earth and
thus to include annual modulations of SME signatures in our
model. This is an another improvement compared with the
previous analysis where annual modulations were neglected.
The model now exhibits a total of 13 frequency compo-
nents (25 quadratures), instead of three frequency components
(five quadratures) in [2] (see Fig. 5).
The inclusion of additional frequencies is particularly suit-
able for the decorrelation of the SME coefficients. Indeed,
the amplitude of each frequency is associated with a given
linear combination of physical parameters and of at least
one SME coefficient. This combination is different for each
frequency. Using many frequency components, we gain ability
to distinguish the contribution of each SME coefficient to
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TABLE II
LIMITS ON THE SME LORENTZ VIOLATING PARAMETERS c̃wµν FOR THE
PROTON AND NEUTRON, IN GeV, WHEN USING THE SCRMF NUCLEAR
MODEL. THE LAST TWO COLUMNS SHOW THE MAXIMAL
SENSITIVITIES ON EACH NUCLEON AS DEFINED
IN [17]. BOLDFACE INDICATES THE VALUES
WHICH IMPROVE OVER THE STATE-OF-THE-ART
LABORATORY LIMITS PUBLISHED IN [17]
AND MORE RECENTLY IN [16], VALUES
IN PARENTHESES INDICATE THE
IMPROVEMENT IN ORDERS
OF MAGNITUDE
Fig. 6. Correlation matrix of the c̃
p
µν components. The matrix includes
the statistic correlations (least-squares fitting of the data) and the systematic
correlations (least-squares fitting of the TOF of the atoms in the cavity).
the overall signal and we improve their individual estima-
tion. In other terms, with more frequencies, we improve the
decorrelation of the coefficients and reduce their individual
marginalized uncertainties.
VI. DATA ANALYSIS AND RESULTS
We perform a least-squares fitting of the complete O(β2)
model to the fountain data. This approach is sufficient con-
sidering the white noise affecting the data (see [2]). The nine
SME coefficients are adjusted simultaneously in order to take
into account the correlations existing between them, and thus
avoid the underestimation of the uncertainties.
The dominant systematic effects included in the analysis
are related to the second-order Zeeman shift, corresponding
to an overall shift of the data, and a residual first-order
Zeeman effect, in which amplitude can vary with temperature
at daily and annual frequency and thus mimic nonzero SME
coefficients. This residual effect is due to the slightly differ-
ent trajectories followed by the population of each Zeeman
substate, which leads to an incomplete cancellation of the
first-order Zeeman shift in νc in the presence of magnetic
field inhomogeneities. We estimate its amplitude for each SME
coefficient using the time of flight (TOF) of the atoms in the
fountain. Full details of the analysis and results can be found
in [3].
The bounds on c̃µν components obtained using our
improved model based on the SCRMF nuclear model and
the O(β2) transformation matrix, respectively, introduced in
Sections IV and V are presented in Table II. These bounds are
compatible with no LIV.
The correlation matrix, shown in Fig. 6, still contains high
values for several coefficients. It means that the uncertainties
contained in Table II are marginalized uncertainties dominated
by these correlations and could be significantly improved by
having additional data sets spread over one year.
VII. CONCLUSION
We found no evidences for the Lorentz violation, but we
improved the present bounds on c̃µν coefficients by four
orders of magnitude for the proton coefficient c̃
p
TT and by
up to 13 orders of magnitude for several neutron coefficients
compared to the state-of-the-art [17]. These improvements
were made possible through the use of an improved model
based on a second-order boost Lorentz transformation from
lab to SCF coefficients and the SCRMF modeling of the
133Cs nucleus. This brings the bounds for all proton and
neutron c̃µν coefficients below or near one Planck-scale sup-
pression, i.e., 10−17 GeV, challenging the generally expected
suppression.
REFERENCES
[1] H. Pihan-Le Bars et al., “Lorentz-symmetry test at Planck-scale sup-
pression with a spin-polarized 133Cs cold atom clock,” presented at the
EFTF-IFCS, Jul. 2017, pp. 106–107.
[2] P. Wolf, F. Chapelet, S. Bize, and A. Clairon, “Cold atom clock test
of Lorentz invariance in the matter sector,” Phys. Rev. Lett., vol. 96,
p. 060801, Feb. 2006.
[3] H. Pihan-Le Bars et al., “Lorentz-symmetry test at Planck-scale sup-
pression with nucleons in a spin-polarized 133Cs cold atom clock,”
Phys. Rev. D, Part. Fields, vol. 95, p. 075026, Apr. 2017.
[4] R. C. Myers and M. Pospelov, “Ultraviolet modifications of dispersion
relations in effective field theory,” Phys. Rev. Lett., vol. 90, p. 211601,
May 2003.
[5] D. Mattingly, “Modern tests of Lorentz invariance,” Living Rev.
Relativity, vol. 8, p. 5, Dec. 2005.
[6] G. Amelino-Camelia, “Quantum-spacetime phenomenology,” Living
Rev. Relativity, vol. 16, p. 5, Dec. 2013.
[7] S. Liberati, “Tests of Lorentz invariance: A 2013 update,” Classical
Quantum Gravity, vol. 30, no. 13, p. 133001, 2013.
[8] C. M. Will, “The confrontation between general relativity and experi-
ment,” Living Rev. Relativity, vol. 17, p. 4, Dec. 2014.
[9] S. Bize et al., “Cold atom clocks and applications,” J. Phys. B, At. Mol.
Opt. Phys., vol. 38, no. 9, p. S449, 2005.
[10] D. Colladay and V. A. Kostelecký, “Lorentz-violating extension of
the standard model,” Phys. Rev. D, Part. Fields, vol. 58, p. 116002,
Oct. 1998.
[11] V. A. Kostelecký and C. D. Lane, “Constraints on Lorentz violation
from clock-comparison experiments,” Phys. Rev. D, Part. Fields, vol. 60,
p. 116010, Nov. 1999.
[12] V. A. Kostelecký and J. D. Tasson, “Matter-gravity couplings and
Lorentz violation,” Phys. Rev. D, Part. Fields, vol. 83, p. 016013,
Jan. 2011.
[13] M. Smiciklas, J. M. Brown, L. W. Cheuk, S. J. Smullin, and
M. V. Romalis, “New test of local Lorentz invariance using a
21Ne–Rb–K comagnetometer,” Phys. Rev. Lett., vol. 107, p. 171604,
Oct. 2011.
PIHAN-LE BARS et al.: LORENTZ-SYMMETRY TEST AT PLANCK-SCALE SUPPRESSION 949
[14] V. A. Dzuba and V. V. Flambaum, “Limits on gravitational Einstein
equivalence principle violation from monitoring atomic clock frequen-
cies during a year,” Phys. Rev. D, Part. Fields, vol. 95, p. 015019,
Jan. 2017.
[15] A. Lo et al., “Acoustic tests of Lorentz symmetry using quartz oscilla-
tors,” Phys. Rev. X, vol. 6, p. 011018, Feb. 2016.
[16] V. V. Flambaum and M. V. Romalis, “Limits on Lorentz invariance
violation from coulomb interactions in nuclei and atoms,” Phys. Rev.
Lett., vol. 118, p. 142501, Apr. 2017.
[17] V. A. Kostelecký and N. Russell, “Data tables for Lorentz and C PT
violation,” Rev. Mod. Phys., vol. 83, no. 1, p. 11, 2011. [Online].
Available: ht.tps://arxiv.org/abs/0801.0287v10
[18] V. A. Kostelecký and M. Mewes, “Signals for Lorentz violation in
electrodynamics,” Phys. Rev. D, Part. Fields, vol. 66, p. 056005,
Sep. 2002.
[19] R. Bluhm, V. A. Kostelecký, C. D. Lane, and N. Russell, “Probing
Lorentz and CPT violation with space-based experiments,” Phys. Rev. D,
Part. Fields, vol. 68, p. 125008, Dec. 2003.
[20] J. Guéna et al., “Progress in atomic fountains at LNE-SYRTE,” IEEE
Trans. Ultrason., Ferroelect., Freq. Control, vol. 59, no. 3, pp. 391–409,
Mar. 2012.
[21] J. Guéna, M. Abgrall, A. Clairon, and S. Bize, “Contributing to TAI
with a secondary representation of the SI second,” Metrologia, vol. 51,
no. 1, p. 108, 2014.
[22] J. Guéna et al., “Improved tests of local position invariance using 87Rb
and 133Cs fountains,” Phys. Rev. Lett., vol. 109, p. 080801, Aug. 2012.
[23] A. Hees, J. Guéna, M. Abgrall, S. Bize, and P. Wolf, “Searching for an
oscillating massive scalar field as a dark matter candidate using atomic
hyperfine frequency comparisons,” Phys. Rev. Lett., vol. 117, p. 061301,
Aug. 2016.
[24] J. Vanier and C. Audoin, The Quantum Physics of Atomic Frequency
Standards. London, U.K.: Hilger, 1989.
[25] P. Pyykkö, “Year-2008 nuclear quadrupole moments,” Mol. Phys.,
vol. 106, pp. 1965–1974, Aug. 2008.
[26] G. Neyens, “Nuclear magnetic and quadrupole moments for nuclear
structure research on exotic nuclei,” Rep. Prog. Phys., vol. 66, no. 7,
p. 633, 2003.
[27] V. V. Flambaum, “Enhancing the effect of Lorentz invariance and
Einstein’s equivalence principle violation in nuclei and atoms,” Phys.
Rev. Lett., vol. 117, p. 072501, Aug. 2016.
[28] B. A. Brown, G. F. Bertsch, L. M. Robledo, M. V. Romalis, and
V. Zelevinsky. (2016). “Nuclear matrix elements for tests of local
Lorentz invariance violation.” [Online]. Available: ht.tps://arxiv.org/
abs/1604.08187
[29] B. G. C. Lackenby and V. V. Flambaum. (2017). “Weak quadrupole
moment, quadrupole distribution of neutrons and Lorentz invariance
violation in deformed nuclei.” [Online]. Available: ht.tps://arxiv.org/
abs/1705.02642v1
Authors’ photographs and biographies not available at the time of publication.
160 Publications en lien avec l’analyse des données de la fontaine F02
D
Résultats complémentaires
Table des matières
D.1 Ajustement des dérives long-terme 161
D.2 Ajustement du paramètre d’Eötvös et des paramètres ins-
trumentaux 161
D.3 Ajustement du modèle de bruit d’accélération 163
D.4 Convergence en moyenne cumulées de la méthode LSMC 163
D.5 Ajustement des décentrages pour l’ajustement du modèle
SME 164
D.1 Ajustement des dérives long-terme
Le modèle ajusté pour les dérivés s’écrit :
γ
(d)
dérive = d0 + d1t + d2t
2 + d3t3 + d4t4 + d5t5 (D.1)
La table D.1 présente les valeurs de dérives ajustées par moindres carrés et la figure D.1
leurs corrélations.
D.2 Ajustement du paramètre d’Eötvös et des paramètres
instrumentaux
Les paramètres physiques (décentrages et biais) sont ajustés en même temps que le
paramètre du Principe d’Équivalence. Leurs valeurs et incertitudes pour chaque session
sont résumées dans la table D.2. On présente également, à la figure D.2, les matrices de
corrélations statistique et systématique pour la session 404.
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Paramètre Valeur et incertitude Unité
d0 (2.86± 0.01)× 10−4 m.s−2
d1 (−9.65± 0.12)× 10−14 m.s−3
d2 (−6.03± 0.02)× 10−22 m.s−4
d3 (−1.95± 0.01)× 10−30 m.s−5
d4 (7.83± 0.16)× 10−40 m.s−6
d5 (4.05± 0.02)× 10−50 m.s−7
Tableau D.1 – Résultats de l’ajustement des dérives long-terme pour la session 404.
Figure D.1 – Matrice de corrélation de l’ajustement des dérives long-termes pour la
session 404.
Les valeurs issues de l’ajustement des données d’accélérations relatives sont sous-
traites au données avant l’ajustement du modèle de bruit.
paramètres
session
unité
210 218 326
∆x 20.2(0.1)(0.05)× 10−6 20.1(0.1)(0.1)× 10−6 20.0(0.1)(0.2)× 10−6 m
∆z −5.7(0.1)(0.05)× 10−6 −5.8(0.1)(0.1)× 10−6 −5.9(0.1)(0.6)× 10−6 m
C −4.9(0.7)(1.6)× 10−8 −0.3(1.0)(0.1)× 10−8 1.3(1.4)(0.4)× 10−8 m.s−2
paramètres
session
unité
358 404
∆x 19.9(0.1)(0.1)× 10−6 20.2(3 10−2)(0.04)× 10−6 m
∆z −5.8(0.1)(0.1)× 10−6 −5.7(0.1)(0.1)× 10−6 m
C −8.3(6.9)(2.9)× 10−9 1.5(0.5)(0.1)× 10−8 m.s−2
Tableau D.2 – Modèle WEP : résultats par session de l’ajustement des décentrages
suivant les axes x et z ∆x et ∆z, ainsi que d’une constante, notée C, correspondant à un
biais.
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Figure D.4 – Illustration de la convergence de la méthode LSMC au travers de l’évo-
lution des valeurs et des incertitudes des paramètres en terme de moyenne cumulée en
fonction du nombre d’échantillons de bruit ajustés.
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Résumé
Cette thèse présente deux tests d’in-
variance de Lorentz, réalisés dans le
cadre de l’Extension du Modèle Stan-
dard (SME). Le premier a pour ob-
jectif une recherche de violation dans
le secteur SME de la matière, grâce
aux données d’une horloge à atomes
froids de 133Cs. La recherche de va-
riations de la fréquence de transi-
tion hyperfine de cet atome a per-
mis de contraindre plusieurs coeffi-
cients SME liés aux protons et aux
neutrons, avec une sensibilité amé-
liorant jusqu’à 12 ordres de grandeur
les limites actuelles sur ces derniers.
Le second test a été réalisé grâce
aux données de la mission spatiale
MICROSCOPE, en vol depuis le 25
avril 2016, qui a pour but de tester
le Principe d’Équivalence faible avec
une précision de l’ordre de 10−15 sur
le paramètre d’Eötvös. Nous avons
utilisé les mesures MICROSCOPE
pour contraindre des violations d’in-
variance de Lorentz dues à un cou-
plage entre matière et gravitation, en
recherchant des variations de l’ac-
célération relative de deux masses
d’épreuve selon l’orientation de l’axe
sensible de l’instrument, un double
accéléromètre électrostatique. Les
premiers résultats, obtenus grâce à
l’analyse de cinq sessions de me-
sures, ont déjà démontré une amé-
lioration jusqu’à 4 ordres de grandeur
des contraintes sur deux coefficients
du secteur SME de la matière cou-
plée à la gravitation.
Mots Clés
Symétrie de Lorentz, Extension du
Modèle Standard, Analyse de don-
nées, Tests de gravitation, Horloge
atomique, Mission MICROSCOPE,
Physique fondamentale
Abstract
This thesis presents two Lorentz in-
variance tests, performed within the
Standard Model Extension frame-
work (SME). The first one is a search
for a violation in the matter sector
of the SME, using data from a cold
atom clock. The search for variations
in the hyperfine transition frequency
of 133Cs allowed us to constrain se-
veral SME coefficients related to pro-
tons and neutrons, with a sensitivity
improving by up to 12 orders of ma-
gnitude the current best laboratory li-
mits on these coefficients. The se-
cond test was carried out using the
data from the MICROSCOPE space
mission, in flight since April 2016,
which is intended to test the Weak
Equivalence Principle (WEP) with an
accuracy of 10−15 on the Eötvös pa-
rameter. In this experiment, a cou-
pling between matter and gravitation
could lead to Lorentz violation signals
and therefore to variations in rela-
tive acceleration of two test masses
depending on the satellite orienta-
tion. The relative acceleration is mea-
sured by a differential electrostatic
accelerometer. The first results, ob-
tained through the analysis of five
sessions, have already demonstrated
an improvement of up to 4 orders
of magnitude of the constraints on
two coefficients of the SME sector of
matter-gravity couplings.From atomic
clocks to the MICROSCOPE space
mission: search for spacetime aniso-
tropy
Keywords
Lorentz Symmetry, Standard Model
Extension, Data Analysis, Tests of
Gravitation, Atomic Clock, MICRO-
SCOPE Mission, Fundamental Phy-
sics
