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a b s t r a c t
In order to more effectively cope with the real-world problems of vagueness, imprecise-
ness, and subjectivity, fuzzy discrete event systems (FDESs) were proposed recently. In
this paper, we deal with the analysis and control of fuzzy discrete event systems by using
bisimulation equivalence. In practice, we design a supervisor such that the controlled sys-
tem is bisimilar to the specification. Also, a model theorem showing that a supervisor ex-
ists over a certain finite fuzzy state space is obtained. Furthermore, the notion of fuzzy state
controllability is introduced as part of a necessary and sufficient condition for the existence
of a supervisor.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Discrete event systems (DESs) are discrete-state, event-driven dynamical systems in which the state space is described
by a discrete set, and states evolve along with asynchronous occurrences of discrete events over time. Such systems have
been successfully applied to provide a formal treatment of many man-made systems such as communication systems,
network systems, manufacturing systems and automated traffic systems [2,9,11–14]. Although it seems to be sufficient
for many application areas, DESs are not adequate for some important fields. This is especially true when we consider
biomedical applications inwhich the state and state transition of a system are always somehow uncertain and vague even in
a deterministic sense (cf. [8,9]). It iswell known that themethodology of fuzzy sets is a good tool for dealingwith imprecision,
uncertainty and vagueness. Later many other useful methods have been provided to cope with real-time systems–involving
such representation and vagueness and lots of their applications appeared (cf. [8,9,12,13,15,16], and references therein).
As was known, the main task of supervisory control is to find a supervisor that restricts the plant behavior modeled by a
machine in order to comply with a specification behavior. The behavior of a DES, usually modeled as a plant denoted by G, or
called automaton, is represented by the language of the automaton L(G) [3,4,10,13]. The behavior of the DES is characterized
by the language L(G) generated by G, but the behavior is not satisfactory, that is, L(G) contains strings that are not allowed.
Thus our objective is to consider the sub-languages of L(G) that stand for the legal or admissible behavior of the controlled
system. For example, if K ⊆ L(G) is a legal sub-language of L(G), then we attempt to design a supervisor, denoted by S, such
that S interacting Gwill result in the behavior desired. In general, S has the capability of disabling some feasible events of G,
and the set of feasible events is termed as controllable events. If S exists, then K is called to be controllable. Most prior works
on supervisory control of DESs are for achieving deterministic specification, expressed as formal languages. A controller, or
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supervisor, modeled as another automaton, exercises control by operating in synchrony with the system under control. The
control of nondeterministic plant subject to language specification is studied in [7,14], where the plant is modeled using the
trajectory model, and the objective is to ensure that the language of the controlled system is working as desired (see [5,6]).
Supervisory control for achieving nondeterministic specifications in classical theory had been studied, as nondetermin-
istic specifications are meaningful when the system to be controlled has a nondeterministic model due to the lack of in-
formation [5,7,17]. In real-life situations, there are also a large number of problems with vagueness, impreciseness, and
subjectivity that can be reasonably described by the use of words instead of numbers, where words mean the possibility
distributions suggested by Zadeh and Kacprzyk [16], that is, fuzzy subsets. For example, words like ‘‘young’’, ‘‘old’’, ‘‘small’’,
‘‘large’’, ‘‘good’’ or ‘‘fair’’, etc., can be viewed as fuzzy sets that are possibility distributions. These words may conform more
to human perception when describing the real world. With a desire to solve problems not capable of being satisfactorily
treated by conventional DESs, recently, Lin and Ying [8,9] initiated the study of fuzzy DESs (FDESs) by combining fuzzy set
theory with DESs. In [8], the authors formalized a fuzzy DES as a fuzzy finite automaton, and the parallel composition of
fuzzy finite automata was discussed as well. They dealt with observability and state estimation of FDESs. Furthermore, they
investigated some optimal control problems.
Inspired by the work of [17], and with a desire to provide further applications of fuzzy automaton theory, in this paper
we analyze the supervisory control for achieving nondeterministic specifications in FDES. More specifically, we study the
supervisory control subject to the requirement of bisimulation equivalence with respect to a specification in FDES. Firstly,
we denote the form of FDES by a fuzzy automaton. Then, for the given plant (automaton) and its specification, we design a
supervisor so that the controlled system is bisimilar to the specification system. As is known, bisimulation notion is based
on the idea that if two states are bisimilar then their transition probabilities to bisimulation equivalence classes should
match [1]. Our main result is a small model theorem showing that a supervisor for enforcing bisimulation equivalence
between the specification and the controlled system exists if and only if it exists over a certain finite state space, namely the
power set of Cartesian product of the plant and the specification state spaces. Also, a stronger notion of controllability, called
state-controllability, is introduced as part of the necessary and sufficient condition for the existence of such a supervisor.
State-controllability is stronger than the ‘‘language-controllability’’, where the latter is a property of language models, and
the former is a property of the automaton models.
The rest of this paper is organized as follows: Section 2 introduces notions about FDES, controlled FDES, and supervised
FDES. Simulation notions in FDES are also proposed in this part. In Section 3, theory of bisimulation equivalence and the
model theorem are developed. Corresponding to the previous theorem, an example in Section 4 is offered to depict the
construction process of a supervisor. Concluding remarks are summarized in Section 5.
2. Notations and preliminaries
In this section, we give an example to illustrate some of the issues that are prevalent when controlling a nondeter-
ministic system after introducing discrete event systems as fuzzy automata (Definition 2.1) together with a conclusion
(Proposition 2.1, which comes from [13]). Then, we study some properties and characteristics of this machine relating to
supervisory control problems.
Definition 2.1. A fuzzy automaton G˜ is written as a tuple:
G˜ = (Q˜ , Σ˜, δ˜, q˜0, Q˜m),
where Q˜ , Σ˜, δ˜, q˜0 and Q˜m are all fuzzy extensions of their corresponding classical sets Q ,Σ, δ, q0, and Qm, respectively.
Formally, Q˜ is a set of some possible distributions (fuzzy states ) over Q . For example, q˜ ∈ Q˜ is represented by a vector
[a1 a2 . . . an], where ai ∈ [0, 1] represents the possibility of the current state being qi, and n stands for the number of
all possible states in Q ; Σ˜ is a set of fuzzy events σ˜ , where σ˜ is represented by a matrix [aij]n×n, here aij ∈ [0, 1], which
means the possibility for the system to transit from current state qi to state qj when event σ˜ occurs; q˜0 is an initial fuzzy
state; Q˜m(⊂ Q˜ ), a set of final fuzzy states, and transition function δ˜ (later written as δ for concise), from Q˜ × Σ˜ to Q˜ , is
defined as: δ(p˜, σ˜ ) = p˜ ◦ σ˜ , here p˜ ∈ Q˜ and σ˜ ∈ Σ˜ , and ◦ stands for max–min (or max-product) operations in fuzzy set
theory: for n × m matrix A = [aij] and m × k matrix B = [bij], then elements in n × k matrix C , C = (cij) = A ◦ B are
as cij = maxml=1 min{ail, blj} (or cij = maxml=1 ail × blj), and a fuzzy finite automaton defined in terms of max–min (or max-
product) operation for its transition function is called a max–min (or max-product) automaton. Here we mainly discuss the
case of max–min automaton.
Transition function δ in G˜ can also be extended to δ∗ : Q˜ × Σ˜∗ → Q˜ as follows:
δ∗(p˜, ω˜) = δ∗(p˜, σ˜1σ˜2 · · · σ˜k) = p˜ ◦ σ˜1 ◦ σ˜2 ◦ · · · ◦ σ˜k,
for any ω˜ = σ˜1σ˜2 · · · σ˜k ∈ Σ˜∗, where σ˜i ∈ Σ˜, i = 1, 2, . . . , k.
Notably, we also describe the transition function as δ : Q˜ × Σ˜ × Q˜ → [0, 1] (or δ∗ : Q˜ × Σ˜∗ × Q˜ → [0, 1]), and
the possibility or membership grade to which the automaton in state p˜with the occurrence of event σ˜ may enter state q˜, is
represented by δ(p˜, σ˜ , q˜), computed as
δ(p˜, σ˜ , q˜) = δ(p˜, σ˜ ) ◦ q˜T ,
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where q˜T is the transpose of q˜, and analogously, δ∗(p˜, ω˜)◦ q˜T represents the degree of the string ω˜ of fuzzy events σ˜1σ˜2 · · · σ˜k
being the transition possibility starting in p˜ ending at q˜. We have of course that: for any s˜ ∈ Σ˜∗ and σ˜ ∈ Σ˜,
δ∗(p˜, s˜σ˜ ) ◦ q˜T ≤ δ∗(p˜, s˜) ◦ q˜T ,
whichmeans that the transition possibility of a string of fuzzy events is not bigger than that of its any substring from the same
state to another. Here |ω˜| used to indicate the length of fuzzy event string ω˜: for ω˜ = σ˜1σ˜2 · · · σ˜k, |ω˜| = k. Fuzzy languages
marked by G˜ are defined as a function L(G˜) from Σ˜∗ to [0, 1] as: for any σ˜1σ˜2 · · · σ˜k ∈ Σ˜∗, where σ˜i ∈ Σ˜, i = 1, 2, . . . k,
L(G˜)(σ˜1σ˜2 · · · σ˜k) = max
q˜∈Q˜m
q˜0 ◦ σ˜1 ◦ σ˜2 ◦ · · · ◦ σ˜k ◦ q˜T .
For example, an FDES modeled by a max–min automaton G˜ = (Q˜ , Σ˜, δ˜, q˜0, Q˜m). If the current state is p˜ = [0.3 0.6 0.2]
∈ Q˜ , fuzzy event σ˜1 ∈ Σ˜ is defined by:
σ˜1 =
0.3 0.7 0.4
0.2 0.5 0.6
0.1 0 0.1,

then the next state estimate after σ˜1 may be calculated as
p˜ ◦ σ˜1 = [0.3 0.6 0.2] ◦
0.3 0.7 0.4
0.2 0.5 0.6
0.1 0 0.1

= [0.3 0.5 0.6],
and, for a specific q˜ = [0.4 0.5 0.3], we will get the transition possibility
δ(p˜, σ˜1, q˜) = δ(p˜, σ˜1) ◦ q˜T = p˜ ◦ σ˜1 ◦ q˜T = [0.3 0.5 0.6] ◦ [0.4 0.5 0.3]T = 0.5.
The system evolves through the triggering of events at discrete points in time, forming a sequence, or string of events.
Through this process, the system can be observed by the sensors available to the system.
Proposition 2.1 ([13]). Let a FDES be modeled by G˜ = (Q˜ , Σ˜, δ˜, q˜0, Q˜m). Suppose fuzzy uncontrollable subset Σuc ∈ F (Σ˜),
and fuzzy legal subset K ∈ Σ˜∗ that satisfies: K ⊆ L(G˜), and K(ϵ) = 1. Then there exists supervisor S˜ : Σ˜∗ → F (Σ˜), such that
S˜ satisfies the fuzzy admissibility condition
min{Σuc(σ ), L(G˜)(sσ)} ≤ S˜(s)(σ )
and L(S˜/G˜) = pr(K) if and only if for any s ∈ Σ˜∗ and any σ ∈ Σ˜ ,
min{pr(K)(s),Σuc(σ ), L(G˜)(sσ)} ≤ pr(K)(sσ),
where in the sense of FDESs, notations concerning prefix-closed property are as follows: for any string s ∈ Σ˜∗, pr(s) = {t ∈ Σ˜∗ :
∃r ∈ Σ˜∗, tr = s}, and for any fuzzy language L over Σ˜∗, its prefix-closure pr(L) : Σ˜∗ → [0, 1] is as,
pr(L)(s) = sup
s∈pr(t)
L(t).
So pr(L)(s) denotes the possibility of string s belonging to the prefix-closure of L.
Fuzzy control and fuzzy systems in biomedical engineering have been significantly studied, in which fuzzy drug delivery
system for real-time control of mean arterial pressure (MAP), cardiac output (CO), and mean pulmonary arterial pressure
(MPAP) in patients is one of the main concerns. The heart patient’s status may be represented via the degrees of the three
hemodynamic variables, i.e., MAP, CO, and MPAP, and they may be low, high, or normal. These drugs such as dopamine
(DPM), sodium nitroprusside (SNP), nitroglycerin (NTG), and phenylephrine (PNP) are appropriately used to regulate the
degrees of MAP, CO, and MPAP. It may be logically modeled via FDESs with supervisory control, in which the uses of the
dosages of DPM, SNP, NTG, and PNP may be thought of as some fuzzy events. For example, we consider the patient’s
condition roughly to be four cases, i.e., ‘‘poor’’, ‘‘fair’’, ‘‘good’’ and ‘‘excellent’’, and, as a first step, apply the above results
regarding supervised control of FDESs to control the three states. We describe the following example that may be viewed
as an applicable background in FDESs.
Example. Let us use G = (Q ,Σ, δ, q0,Qm) initialized at q0, to model a patient’s non-classical bacterial infect, where
Q = {q0, q1, q2, q3}, Σ = {u1, u2, u3, v1, v2, v3},
and is visualized below, by Fig. 1.
Here q0, q1, q2 and q3 represent ‘‘poor’’, ‘‘fair’’, ‘‘good’’, and ‘‘excellent’’, respectively. A patient’s initial condition may
be ‘‘poor’’ and should become ‘‘fair’’, or ‘‘good’’, even ‘‘excellent’’ after certain treatment. When a patient’s health becomes
‘‘fair’’, we naturally hope it to be better and better, say ‘‘excellent’’, instead of deteriorating, Analogously, if the patient’s
condition has been ‘‘excellent’’, it is desired to keep the good health and thus a supervisor is necessary to disable the events
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Fig. 2. GK modeling specifications.
v1, v2, v3 in case they are controllable. Let us assume Σuc = {u1, u2, u3}, Σc = {v1, v2, v3} and the given desired set of
specifications K = {u2, u1u2, u1u3, u2u3}. Actually, K is marked by GK = (Q ,Σuc, δK , q0,Qm), initialized at q0 and marked
at Qm = {q2, q3}, depicted by Fig. 2. Clearly, pr(K) = {ϵ, u2, u1u2, u1u3, u1u2u3} is generated by GK .
In terms of the method described in [13] for checking the controllability condition, and it is readily seen that K is
controllable with respect to L(G) andΣuc , that is, pr(K)Σuc ∩L(G) ⊆ pr(K) holds, so by virtue of controllable theorem, there
is a supervisor S from Σ∗ to Σ , such that L(S/G) = pr(K), where S is defined as: For any s ∈ pr(K), S(s) = ΓK (δK (q0, s)).
Symbol ΓK (q) denotes the set of active events in the current state q.
In a real-life situation, a patient’s condition can belong to ‘‘excellent’’, ‘‘good’’, ‘‘fair’’, and even ‘‘poor’’ simultaneously
with respective memberships; also, an event occurring, i.e., a treatment, may lead a state to multi-states with respective
degrees. Therefore, a patient’s conditions and their changes after certain treatments should bemodeled by a fuzzy automaton
G˜ = (Q˜ , Σ˜, δ˜, q˜0, Q˜m),where Q˜ = {q˜ = (a1, a2, a3, a4)}, and ai (i = 1, . . . , 4) represents the possibility distribution of the
condition over states qi, i = 0, 1, 2, 3, respectively.
Assume G˜ initialized at q0 = [0.7 0.1 0.1, 0.1], and fuzzy event in Σ˜ = F (Σ), denoted simply as one symbol such as
α, may be represented as a 4× 4 transition matrixM , i.e.,
α = M = (ajk)4×4,
where ajk = δ(qj, u, qk), represent the transition possibility of G˜ from state qj to qk after the event u such as ui or vi
(i = 1, 2, 3) taken place. i.e., We use α to denote both an event and the matrix representing the event transition.
Firstly, let us assumeΣuc = {α1, α2, α3},Σc = {β1, β2, β3},where αi = M(ui), βi = M(vi), (i = 1, 2, 3).
Fuzzy events αi, βi (i = 1, 2, 3) may be evaluated by means of some diagnosis together with medical theory and
experience, say, as follows:
α1 = M(u1) =
0.2 0.8 0.2 0.20.2 0.2 0.2 0.20 0.2 0.2 0.2
0 0 0.2 0.2
 ,
α2 = M(u2) =
0 0.2 0.8 0.20 0.2 0.2 0.20 0 0.2 0.2
0 0 0.2 0.2
 ,
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α3 = M(u3) =
0 0.2 0.2 0.20 0.2 0.2 0.80 0 0.2 0.2
0 0 0.2 0.2
 ,
β1 = M(v1) =
0.3 0 0 00.3 0.3 0 00.8 0.3 0.3 0
0.3 0.3 0.3 0
 ,
β2 = M(v2) =
0.3 0 0 00.3 0.8 0 00.3 0.3 0 0
0.3 0.3 0.3 0
 ,
β3 = M(v3) =
0.3 0 0 00.3 0.3 0 00.3 0.8 0.3 0
0.3 0.3 0.3 0
 ;
By means of the computing method (here we use the max–min operation) described above, we have:
q0 ◦M(u1) = q0 ◦ α1 = (0.2 0.7 0.1 0.2),
q0 ◦M(u2) = q0 ◦ α2 = (0 0.2 0.7 0.1),
q0 ◦M(u3) = q0 ◦ α3 = (0 0.2 0.2 0.2),
q0 ◦M(v1) = q0 ◦ β1 = (0.3 0.1 0.1 0),
q0 ◦M(v2) = q0 ◦ β2 = (0.3 0.1 0.1 0),
q0 ◦M(v3) = q0 ◦ β3 = (0.3 0.1 0.1 0).
From these we may get some information about what treatment should be acted. For example, doctors pose on getting
the patient off ‘‘poor’’ state (state q1) as soon as possible, they may wish the distribution result on state q0 the lower the
better after first step. Under this, the best choice must be α2. That is to use u2; when the patient want to be treated more
reliably and safely, the choice may be α1, i.e., using u1 since the membership distribution on ‘‘fair’’ state q2 is the biggest
after this treatment.
Theoretically, we specify a fuzzy set of control specifications, still denoted as K ∈ Σ˜∗, that is desired, and show whether
there exists a supervisor that can disable some fuzzy events with respective degrees such that the restricted behavior of
the supervised fuzzy system satisfies those given specifications. In practice, the degree of each fuzzy event being controlled
by the supervisor is specified, and the therapeutic process is then implemented under the control of the supervisor, which
results in the desired specification pr(K).
The supervised fuzzy discrete-event system (SFDES) can be modeled as another automaton operating in synchronous
composition, and the composition of two fuzzy automata is expressed as follows (see [8,13]).
Definition 2.2. Suppose G˜i = (Q˜i, Σ˜, δi, Q˜0i, Q˜mi) (i = 1, 2) are two fuzzy automata . For i = 1, 2, Q˜i is the set of some
possibility distributions (fuzzy states) over state set Qi, Q˜0i ∈ Q˜i is the initial fuzzy state; Q˜mi ⊆ Q˜i is also a set of fuzzy states
(matrices), standing for the marking states; δi : Q˜i × Σ˜ × Q˜i → [0, 1] is a transition defined by δi(q˜i, σ˜ , q˜j) ∈ [0, 1] for
q˜i, q˜j ∈ Q˜i, where σ˜ is also some fuzzy distributions onΣ . The synchronous composition of two fuzzy automata G˜1 and G˜2 is
G˜1∥G˜2 = (Q˜1 × Q˜2, Σ˜, δ1∥δ2, Q˜01 × Q˜02, Q˜m1 × Q˜m2)
where Q˜1 × Q˜2 = {(q˜1, q˜2) : q˜i ∈ Q˜i, i = 1, 2},, i.e., state in Q˜1 × Q˜2 is represented as a Cartesian product, and, for any
(q˜1, q˜2) ∈ Q˜1 × Q˜2 and any σ˜ ∈ Σ˜,
(δ1∥δ2)(q˜1 × q˜2, σ˜ , q˜′1, q˜′2) = min(δ1(q˜1, σ˜ , q˜′1), δ2(q˜2, σ˜ , q˜′2)).
Thuswe get the SFDES G˜∥S˜ = A(Q˜× X˜, Σ˜, δ∥α, Q˜0× X˜0, Q˜M× X˜m), where G˜ = (Q˜ , Σ˜, δ, Q˜0, Q˜m), S˜ = (X˜, Σ˜, α, X˜0, X˜m).
The partial specification GK , shown in Fig. 2, is given in order to restrict the plant to exhibit only an acceptable behavior. If
we use language equivalence as a notion of behavioral equivalence, as mentioned previously, G can exhibit some behavior
that is not acceptable, in case it is controlled . We develop a theory in this paper that lets us design a supervisor S such that
G∥S is bisimilar to GK .
Definitions proposed below deal with simulation problems.
Definition 2.3. Given G˜i = (Q˜i, Σ˜, δi, Q˜0i, Q˜mi)(i = 1, 2), as in Definition 2.2. A fuzzy simulation relation is a binary relation
Φ˜ ⊆ Q˜1 × Q˜2 ⊆ (Q˜1 ∪ Q˜2)2 satisfying for q˜1 ∈ Q˜1, q˜2 ∈ Q˜2, (q˜1, q˜2) ∈ Φ˜ implies
(i) ∀σ˜ ∈ Σ˜ ∪ ϵ, q˜′1 ∈ Q˜1, ∃q˜′2 ∈ Q˜2 such that δ∗1(q˜1, σ˜ , q˜′1) ≤ δ∗2(q˜2, σ˜ , q˜′2);
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(ii) Q˜m1(q˜1) ≤ Q˜m2(q˜2).
Wewrite q˜1 ⊑Φ˜ q˜2, sometimes simply as q˜1 ⊑ q˜2, to represent that there exists a simulation relation Φ˜with (q˜1, q˜2) ∈ Φ˜ .
Definition 2.4. Given G˜i = (Q˜i, Σ˜, δi, Q˜0i, Q˜mi), (i = 1, 2) as in Definition 2.2. A bisimulation relation is a binary relation
Φ˜ ⊆ Q˜1 × Q˜2 ⊆ (Q˜1 ∪ Q˜2)2 satisfying for q˜1 ∈ Q˜1, q˜2 ∈ Q˜2, (q˜1, q˜2) ∈ Φ˜ implies
(i) ∀σ˜ ∈ Σ˜ ∪ ϵ and ∀q˜′1 ∈ Q˜1, ∃q˜′2 ∈ Q˜2, such that δ∗1(q˜1, σ˜ , q˜′1) ≤ δ∗2(q˜2, σ˜ , q˜′2), and (q˜′1, q˜′2) ∈ Φ˜;
(ii) ∀σ˜ ∈ Σ˜ ∪ ϵ and ∀q˜′2 ∈ Q˜2, ∃q˜′1 ∈ Q˜1 such that δ∗2(q˜2, σ˜ , q˜′2) ≤ δ∗1(q˜1, σ˜ , q˜′1), and (q˜′1, q˜′2) ∈ Φ˜;
(iii) Q˜m1(q˜1) = Q˜m2(q˜2).
We write q˜1 ≈Φ˜ q˜2 to denote that there exists a bisimulation relation Φ˜ with (q˜1, q˜2) ∈ Φ˜ , read as q˜1 is bisimilar to q˜2.
Definition 2.5. Given G˜i = (Q˜i, Σ˜, δi, Q˜0i, Q˜mi), (i = 1, 2) as previously, G˜1 is simulated by G˜2 , denoted as G˜1 ⊑Φ˜ G˜2,
if there exists a simulation relation Φ˜ ⊆ Q˜1 × Q˜2 ⊆ (Q˜1 ∪ Q˜2)2 such that Q˜01(q˜01) ≤ Q˜02(q˜02) and (q˜01, q˜02) ∈ Φ˜ , i.e.,
Q˜01 ⊑Φ˜ Q˜02. Further, G˜1 and G˜2 are said to be bisimilar, denoted G˜1 ≈Φ˜ G˜2 if Φ˜ is symmetric and, Q˜01 ≈Φ˜ Q˜02.
Definition 2.6. We use G¯⟨q,q′⟩ = (Q¯ , Σ˜, δ¯, Q¯0, Q¯m) to denote G˜ = (Q˜ , Σ˜, δ, Q˜0, Q˜m) in which two states q˜, q˜′ ∈ Q˜ are
merged, and use ⟨q˜, q˜′⟩ to denote the merger of two states q˜ and q˜′. Then Q¯ = (Q˜ − {q˜, q˜′}) ∪ {⟨q˜, q˜′⟩}, and for all
p˜1, p˜2 ∈ Q˜ − {q˜, q˜′}, σ˜ ∈ Σ˜
δ(p˜1, σ˜ , q˜) ≤ δ¯(p˜1, σ˜ , ⟨q˜, q˜′⟩);
δ(p˜2, σ˜ , q˜′) ≤ δ¯(p˜2, σ˜ , ⟨q˜, q˜′⟩);
δ(q˜, σ˜ , p˜1) ≤ δ¯(⟨q˜, q˜′⟩, σ˜ , p˜1);
δ(q˜′, σ˜ , p˜2) ≤ δ¯(⟨q˜, q˜′⟩, σ˜ , p˜2);
δ(p˜1, σ˜ , p˜2) ≤ δ¯(p˜1, σ˜ , p˜2);
δ(q˜′, σ˜ , q˜) ≤ δ¯(⟨q˜, q˜′⟩, σ˜ , ⟨q˜, q˜′⟩);
δ(q˜, σ˜ , q˜′) ≤ δ¯(⟨q˜, q˜′⟩, σ˜ , ⟨q˜, q˜′⟩).
Following theorem indicates the conclusion that the merger of bisimilar states in an automaton yields a bisimilar
automaton.
Theorem 2.7. Given an automaton G˜ = (Q˜ , Σ˜, δ, Q˜0, Q˜m), if q˜, q˜′ ∈ Q˜ are such that q˜ ≈ q˜′, then G˜ ≈ G¯⟨q˜,q˜′⟩.
Proof. From Definition 2.5, it suffices to show there exists symmetric Φ˜ ⊆ Q˜1 × Q˜2 ⊆ (Q˜ ∪ Q¯ )2 such that Q˜01 ≈ Q˜02.
Since q˜ ≈ q˜′, then from Definition 2.4, there exists bisimulation Φ˜ ⊆ (Q˜ ∪ Q¯ )2 such that (q˜, q˜′) ∈ Φ˜ satisfying
(i) ∀σ˜ ∈ Σ˜, p˜ ∈ Q˜ , ∃p˜′ ∈ Q¯ such that δ∗(q˜, σ˜ , p˜′) ≤ δ¯∗(q˜′, σ˜ , p˜′), and thus we get δ∗(q˜, σ˜ , p˜′) ≤ δ¯∗(⟨q˜, q˜′⟩, σ˜ , p˜′);
(ii) ∀σ˜ ∈ Σ˜, p˜′ ∈ Q¯ , ∃p˜ ∈ Q˜ such that δ¯∗(q˜′, σ˜ , p˜′) ≤ δ∗(q˜, σ˜ , p˜), thus we have δ∗(q˜′, σ˜ , p˜′) = δ¯∗(⟨q˜, q˜′⟩, σ˜ , p˜′) ≤
δ∗(q˜, σ˜ , p˜);
(iii) Q˜m(q˜) = Q¯m(q˜′), therefore we have Q˜m(q˜) = Q¯m(⟨q˜, q˜′⟩), i.e., (q˜, ⟨q˜, q˜′⟩) ∈ Φ˜ . Similarly, (q˜′, ⟨q˜, q˜′⟩) ∈ Φ˜.
If q˜ ∈ Q˜0, then from Definition 2.6 we have ⟨q˜, q˜′⟩ ∈ Q¯ , and if q˜ /∈ Q˜0, then ⟨q˜, q˜′⟩ /∈ Q¯0. Thus Q˜01 ≈ Q˜02. 
3. Supervisory control theorem using bisimulation equivalence
In this section, we study the control of a nondeterministic plant to ensure bisimilarity of the controlled plant and the
given specification.
Definition 3.1. A fuzzy supervisor S˜ is said to be Σ˜u-compatible if each uncontrollable fuzzy event is defined at each state
of S˜, here Σ˜u denotes uncontrollable fuzzy events (events that the supervisory controller cannot disable). Later, we denote
G˜ = (Q˜ , Σ˜, δ, Q˜0, Q˜m) as a fuzzy automaton, R˜ = (X˜, Σ˜, α, X˜0, X˜m), and S˜ = (Y˜ , Σ˜, β, Y˜0, Y˜m), as a fuzzy specification and
a fuzzy supervisor, respectively.
The controlled system is denoted by G˜∥S˜ = (Q˜ × Y˜ , Σ˜, δ∥β, Q˜0 × Y˜0, Q˜m × Y˜m).
Given fuzzy automaton G˜ and specification R˜ with L(R˜) ⊆ L(G˜), we say R˜ is state-controllable with respect to G˜ and Σ˜u,
if ∀s˜ ∈ L(R˜), σ˜ ∈ Σ˜u,
L(G˜)(s˜σ˜ ) ≤ min
δ(q˜,σ˜ ,q˜′)>0
{δ∗(X˜0, s˜, q˜)}.
The following lemma establishes a type of equivalence between Σ˜u-compatibility and state-controllability.
Lemma 3.2. Suppose R˜ = (X˜, Σ˜, α, X˜0, X˜m) is state controlled with respect to G˜ = (Q˜ , Σ˜, δ, Q˜0, Q˜m) and Σ˜u. Define R˜′ as R˜
augmented with self-loops at each state on undefined uncontrollable event at the state. Then R˜′ is Σ˜u-compatible and G˜∥S˜ ≈ G˜∥R˜′.
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Proof. Since R˜ is state-controllable, for any (x˜, y˜) of G˜∥R˜ such that x˜ has uncontrollable events defined, R˜ also has those
events defined at y˜. Therefore, adding self-loops at each state on undefined uncontrollable events in R˜ does not change the
result of synchronous composition. It follows that G˜∥R˜ ≈ G˜∥R˜′. 
Before we give the main theorem of this section, we need some more preliminary results.
Lemma 3.3. For G˜ = (Q˜ , Σ˜, δ, Q˜0, Q˜m), S˜ = (Y˜ , Σ˜, β, Y˜0, Y˜m) and R˜ = (X˜, Σ˜, α, X˜0, X˜m) as before. Consider x˜ ∈ X˜, y˜ ∈
Y˜ , q˜ ∈ Q˜ . We get the following results.
(1) if q˜ ⊑Φ˜ (x˜, y˜), then q˜ ⊑Φ˜1 x˜ and q˜ ⊑Φ˜2 y˜;
(2) if q˜ ⊑Φ˜1 x˜ and q˜ ⊑Φ˜2 y˜, then q˜ ⊑Φ˜ (x˜, y˜).
Proof. (1) From q˜ ⊑Φ˜ (x˜, y˜), there exists Φ˜ such that (q˜, (x˜, y˜)) ∈ Φ˜ . According to Definition 2.3: ∀(q˜, (x˜, y˜)) ∈ Φ˜ , we have:
∀u ∈ Σ˜ ∪ {ϵ} and q˜u ∈ Q˜ , δ˜∗(q˜, u, q˜u) > 0, ∃(x˜u, y˜u) ∈ X × Y˜ satisfying
δ˜∗(q˜, u, q˜u) ≤ (α∥β)((x˜, y˜), u, (x˜u, y˜u)) = min(α(x˜, u, x˜u), β(y˜, u, y˜u)),
and (q˜u, (x˜u, y˜u)) ∈ Φ˜, Q˜m(q˜) ≤ (X˜m × Y˜m)(x˜, y˜). Let Φ˜1 = {(q˜, x˜)|(q˜, (x˜, y˜)) ∈ Φ˜}, then for (q˜, x˜) ∈ Φ˜1, there exists
(q˜, (x˜, y˜)) ∈ Φ˜ : ∀u ∈ Σ˜ ∪ {ϵ}, q˜u ∈ Q˜ , δ∗(q˜, u, q˜u) > 0 ∃x˜u ∈ X˜, y˜u ∈ Y˜ , such that (q˜u, (x˜u, y˜u)) ∈ Φ˜ , i.e., (q˜u, x˜u) ∈ Φ˜1;
since Q˜m(q˜) ≤ min(X˜(x˜), Y˜ (y˜)), then Q˜m(q˜) ≤ X˜(x˜). According to Definition 2.3, Φ˜1 is a simulation relation. Similarly, we
will get a simulation relationΦ2, and q˜ ⊑Φ˜2 y˜;
(2) From q˜ ⊑Φ˜1 x˜, we know that there exists a simulation relation Φ˜1, (q˜, x˜) ∈ Φ˜1. Now for any (q˜, x˜) ∈ Φ˜1,∀u ∈
Σ˜ ∪ {ϵ}, q˜u ∈ Q˜ , δ∗(q˜, u, q˜u) > 0, ∃x˜u ∈ X˜, δ∗(q˜, u, q˜u) ≤ α∗(x˜, u, x˜u),
(q˜u˜, x˜u˜) ∈ Φ˜1 and Q˜m(q˜) ≤ X˜m(x˜). Similarly, q˜ ⊑Φ˜2 y implies that there exists a simulation relation Φ˜2, (q˜, y˜) ∈ Φ˜2. Then, for
any (q˜, y˜) ∈ Φ˜2,∀u ∈ Σ˜ ∪{ϵ}, q˜u ∈ Q˜ , δ∗(q˜, u, q˜u) > 0, we will get some y˜u ∈ Y˜ , δ∗(q˜, u, q˜u) ≤ β∗(y˜, u, y˜u), (q˜u, y˜u) ∈ Φ˜2
and, Q˜m(q˜) ≤ Y˜m(y˜).
Let Φ˜ = {(q˜, (x˜, y˜))|(q˜, x˜) ∈ Φ˜1, (q˜, y˜) ∈ Φ˜2}, then (q˜, (x˜, y˜)) ∈ Φ˜ implies ∀u ∈ Σ˜ ∪ {ϵ}, q˜u ∈ Q˜ , δ∗(q˜, u, q˜u) > 0,
∃(x˜u, y˜u) ∈ X˜ × Y˜ , such that (q˜u, (x˜u, y˜u)) ∈ Φ˜ , and δ∗(q˜, u, q˜u) ≤ α∗((x˜, u, x˜u), δ∗(q˜, u, q˜u) ≤ β∗(y˜, u, y˜u). Then
δ∗(q˜, u, q˜u) ≤ (α∥β)∗((x˜, y˜), u, (x˜u, y˜u));
again from Q˜m(q˜) ≤ X˜m(x˜), Q˜m(q˜) ≤ Y˜m(y˜), we have Q˜m(q˜) ≤ (X˜m× Y˜m)(x˜, y˜). Therefore, it follows from Definition 2.3 that
q˜ ⊑Φ˜ (x˜, y˜). Thus the proof is completed. 
The following corollary follows from Lemma 3.3 and serves as a necessary condition for the existence of a supervisor for
enforcing bisimulation equivalence.
Corollary 3.4. Given G˜ = (Q˜ , Σ˜, δ, Q˜0, Q˜m), S˜ = (X˜, Σ˜, α, X˜0, X˜m), and
R˜ = (Y˜ , Σ˜, β, Y˜0, Y˜m), if G˜∥S˜ ≈ R˜, then R˜ ⊑ G˜.
Proof. G˜∥S˜ ≈ R˜ implies R˜ ⊑ G˜∥S˜. By Definition 2.4, Y˜0 ⊑ (Q˜0, X˜0). From Lemma 3.3, Y˜0 ⊑ Q˜0. Then by Definition 2.4,
R˜ ⊑ G˜. 
The following theorem stands for the main result on the existence of a fuzzy supervisor S˜ for plant G˜ such that G˜∥S˜ is
bisimilar to the specification R˜.
Theorem 3.5. Given fuzzy automaton G˜ = (Q˜ , Σ˜, δ, Q˜0, Q˜m) and specification R˜ = (Y˜ , Σ˜, β, Y˜0, Y˜m), there exists a Σ˜u-
compatible supervisor S˜ such that G˜∥S˜ ≈ R˜ if and only if there exists a fuzzy state-controllable automaton T˜ with state space
2X˜×Q˜ such that G˜∥T˜ ≈ R˜.
Proof. ‘‘⇒’’: Given G˜ = (Q˜ , Σ˜, δ, Q˜0, Q˜m) and R˜ = (Y˜ , Σ˜, β, Y˜0, Y˜m), supposing there exists a Σ˜u-compatible supervisor
S˜ such that G˜∥S˜ ≈ R˜, we construct a Σ˜u-compatible T˜ such that G˜∥T˜ ≈ R˜ and the state space of T˜ is 2X˜×Q˜ . We assume
S˜ = (X˜, Σ˜, α, X˜0, X˜m), satisfying G˜∥S˜ ≈ R˜, without loss of generality that all transitions of S˜ participate in the composition
with G˜, that is G˜∥S˜. If a transition of S˜ never participates in G˜∥S˜, thenwe can remove this transition from S˜, and call the result
as ⟨S˜⟩. Then G˜∥⟨S˜⟩ = G˜∥S˜, and every transition of ⟨S˜⟩ participate in the composed automaton G˜∥⟨S˜⟩. We compute T˜ from
G˜, R˜ and S˜ as follows.
(1) For x˜ ∈ X˜ , we define Q˜syn(x˜) = {q˜ ∈ Q˜ |∃σ˜ ∈ Σ˜∗,min(δ∗(Q˜0, σ˜ , q˜), α∗(X˜0, σ˜ , x˜)) > 0} to be the states in G˜ that are
reachable by a same trace as is the state x˜ in S˜. In other words, q˜ ∈ Q˜syn(x˜) if and only if (q˜, x˜) is a reachable state in G˜∥S˜.
Since G˜∥S˜ ≈ R˜, each such state (q˜, x˜) is bisimilar to some state y˜ ∈ Y˜ in R˜. Collection of all such states is denoted as Y˜sim(x˜),
i.e.,
Y˜sim(x˜) = {y˜ ∈ Y˜ |∃q˜ ∈ Q˜syn(x˜), (q˜, x˜) ≈ y˜}.
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(2) Label each state x˜ of S˜ by lbl(x˜) ⊆ Q˜ × Y˜ , such that (q˜, y˜) ∈ lbl(x˜) if and only if q˜ ∈ Q˜syn(x˜), y˜ ∈ Y˜sim(x˜) and (q˜, x˜) ≈ y˜.
(3) Define [S˜]0 = S˜. For k ≥ 0, [S˜k+1] is obtained by merging two states of [S˜k] carrying the same label, stop when
[S˜k] = [S˜k+1], write this as [S˜k] = [S˜k+1] = [S˜].
Define T˜ to be [S˜]. Then each state of T˜ carries a unique label that is an element of 2Q˜×Y˜ , and so the state space of T˜ can
be thought of as 2Q˜×Y˜ . Next, we prove that G˜∥[S˜] ≈ R˜ by induction on the number of mergers.
Base case: [S˜]0 = S˜, so G˜∥[S˜]0 = G˜∥[S˜] ≈ R˜;
Induction: Suppose at step k, G˜∥[S˜]k ≈ R˜. Denote the state of [S˜]k as x˜(k) with label lbl(x˜(k)). At step k + 1 of merging,
suppose we merge x˜(k), x˜′(k), where lbl(x˜(k)) = lbl(x˜′(k)). Now we prove G˜∥[S˜]k+1 ≈ G˜∥[S˜]k. For all q˜ ∈ Q˜syn(x˜(k)), merging
x˜(k), x˜′(k) causes the merger of (q˜, x˜(k)) and (q˜, x˜′(k)) in G˜∥[S˜]k. Define automata A˜1, A˜2, . . . , A˜|Q˜syn(x˜(k))| as follows:
(i) while n = 0, A˜n = G˜∥[S˜]k, Q˜n = Q˜syn(x˜(k));
(ii) If Q˜syn(x˜(k)) ≠ ∅, then A˜n+1 = (A˜n)⟨(q˜,x˜(k)),(q˜,x˜′(k))⟩, where q˜ ∈ Q˜n, Q˜n+1 = Q˜n − {q˜}, n = n + 1; else stop, and
G˜∥[S˜]k+1 = A˜n.
As lbl(x˜(k)) = lbl(x˜′(k)), it follows that both (q˜, x˜(k)) and (q˜, x˜′(k)) are bisimilar to same state of Y˜ , i.e., (q˜, x˜(k)) ≈ (q˜, x˜′(k)).
From the repeated application of Theorem 2.7, it follows that G˜∥[S˜]k = A˜0 ≈ A˜1 ≈ A˜2 ≈ · · · ≈ A˜n = G˜∥[S˜]k+1.
It remains to show that [S˜] is Σ˜u-compatible, and since Σ˜u-compatible is preserved under state mergers, [S˜] = T˜ is
Σ˜u-compatible. Since Σ˜u-compatibility implies state controllability, T˜ is state-controllable.
‘‘⇐’’: Define S˜ as T˜ augmented with self-loops at each state on all undefined uncontrollable events at the state. Then S˜ is
Σ˜u-compatible and the result follows from Lemma 3.2. 
Remark. Since there may exist more systematic ways of searching for a desired S˜, here Theorem 3.5 can be taken as one
way to determine the existence of a supervisor S˜ over the state space 2Q˜×Y˜ , the tightness of the upper bound complexity
remains open.
4. Example for the construction of model theorem
Wegive an example in this section to show the construction procedure of [S˜], or T˜ in corresponding to that in Theorem3.5.
Consider G˜ = (Q˜ , Σ˜, δ, Q˜0, Q˜m), S˜ = (X˜, Σ˜, α, X˜0, X˜m), where
Σ = {a, b, c, d, e, f , r1, r2, s1, s2}, and
Q˜ = {q˜0, q˜1, q˜2, q˜3, q˜4, q˜5, q˜6, q˜7, q˜8}, Q˜0 = {q˜0}, Q˜m = {q˜8},
X˜ = {x˜0, x˜1, x˜2, x˜3, x˜4, x˜5}, X˜0 = {x˜0}, X˜m = {x˜5},
transition relations of G˜ and S˜ are described in Chart 1 and Chart 2, respectively.
The combination of G˜ and S˜, i.e., controlled system G˜∥S˜, and specification R˜ = (Y˜ , Σ˜, β, Y˜0, Y˜m) are displayed in Chart 3
and Chart 4, respectively. For simplicity, here qixj denotes (qi, xj).
From above, we can easily see that G˜∥S˜ ≈ R˜. By step (1) in the process of proving Theorem 3.5, and
Q˜syn(x˜) = {q˜ ∈ Q˜ |∃σ˜ ∈ Σ˜∗, (δ∗(Q˜0, σ˜ , q˜) > 0) ∧ (α∗(X˜0, σ˜ , x˜) > 0)}.
Thus Q˜syn(x˜i) can be computed as follows:
Q˜syn(x˜0) = {q˜0}, Q˜syn(x˜1) = {q˜2, q˜3}, Q˜syn(x˜2) = {q˜3, q˜4},
Q˜syn(x˜3) = {q˜1, q˜6}, Q˜syn(x˜4) = {q˜5, q˜7}, Q˜syn(x˜5) = {q˜8};
Since
(q˜0, x˜0) ≈ y˜0, (q˜2, x˜1) ≈ y˜2, (q˜3, x˜1) ≈ y˜3, (q˜3, x˜2) ≈ y˜3,
(q˜4, x˜2) ≈ y˜2, q˜1, x˜3) ≈ y˜1, (q˜6, x˜3) ≈ y˜5, (q˜8, x˜5) ≈ y˜5,
(q˜4, x˜4) ≈ y˜4, (q˜7, x˜4) ≈ y˜5.
Then from Y˜sim(x˜) = {y˜ ∈ Y˜ |∃q˜ ∈ Q˜syn(x˜), (q˜, x˜) ≈ y˜}, we have:
Y˜sim(x˜0) = {y˜0}, Y˜sim(x˜1) = {y˜2, y˜3}, Y˜sim(x˜2) = {y˜2, y˜3},
Y˜sim(x˜3) = {y˜1, y˜5}, Y˜sim(x˜4) = {y˜5}, Y˜sim(x˜5) = {y˜4, y˜5}.
Similarly, from the proving step (2) in Theorem 3.5, each label of x˜i, i.e., lbl(x˜i), is given by:
lbl(x˜0) = {(q˜0, y˜0)}, lbl(x˜1) = {(q˜2, y˜2), (q˜3, y˜3)}, lbl(x˜2) = {(q˜3, y˜3), (q˜4, y˜2)},
lbl(x˜3) = {(q˜1, y˜1), (q˜6, y˜5)}, lbl(x˜4) = {(q˜5, y˜4), (q˜7, y˜5)}, lbl(x˜5) = {(q˜5, y˜4), (q˜7, y˜5)}.
No states can be merged since no states have the same label, so, following step (3) of the proof in Theorem 3.5, it yields
T˜ = [S˜].
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Chart 1: Transition Relations of Fuzzy Automaton G˜.
✲ ♠x˜0
♠x˜1
♠x˜2
♠x˜3
♠x˜4
♠x˜5✟✟
✟✟
✟✟
✟✟✯
❍❍❍❍❍❍❍❍❥
✟✟
✟✟
✟✟
✟✟
✟✟✯
❍❍❍❍❍❍❍❍❍❍❥
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗s
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑✑✸
❥
✯
❥
✯
❘
✒
a/0.9
b/0.8
c/0.9
d/0.8
e/0.7
f /0.8
f /0.8
e/0.7
s1/0.8
s2/0.7
r1/0.8
r2/0.7
Chart 2: Transition Relations of Supervisor S˜.
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Chart 3: Controlled System G˜∥S˜.
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Chart 4: Specification R˜.
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There is a need to know: if we label each state x˜ of S˜ by Y˜sim(x˜), and merge two states having the same label, then, for
example, we can merge x˜1, x˜2 since Y˜sim(x˜1) = Y˜sim(x˜2). The resulting synchronous composition state machine G˜∥[S˜] is
shown in Chart 5, and [S˜] is shown in Chart 6.
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✟✟✯
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Chart 5: Synchronous Composition Machine G˜∥[S˜].
✲ ♠x˜0 ✖✕
✗✔⟨x˜1, x˜2⟩
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a/0.7
❥
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c/0.6
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✂
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✂
✂
✂
✂
✂✂✍
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✲
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✯
◗
◗
◗
◗
◗
◗
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◗
◗
◗
◗
◗
◗
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✑
✑
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✑
✑
✑
✑
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Chart 6: State-controllable automaton [S˜] = T˜ .
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We obtain that G˜∥[S˜] and R have no bisimilar relation, since the states (q2, ⟨x1, x2⟩), (q4, ⟨x1, x2⟩) in G˜∥[S˜] are bisimilar
to no state of R˜.
5. Concluding remarks
The main purpose of this paper is to discuss the supervisor control in fuzzy discrete event systems. Combining fuzzy
set theory, we model FDES as fuzzy automata and describe security policy as action rules. A more general bisimulation
equivalence control problem is introduced, in which both the plant and the specification are modeled by nondeterministic
automata. Given a nondeterministic automaton and its specification, we design a supervisor such that the controlled
system is bisimilar to the specification system. Our main result is a model theorem showing that a supervisor for enforcing
bisimulation equivalence between the specification and the controlled system exists if and only if it exists over a certain
finite fuzzy state space. Also, the notion of state-controllability is introduced as part of a necessary and sufficient condition
for the existence of a supervisor.
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