Abstract. If the finitely presented group G splits over the finitely presented subgroup C, then classes are constructed in H 2 (∞) (G) which reflect the splitting and which serve as lower bounds for isoperimetric functions for G. It is proved that H 2 (∞) (G) = 0 for all word hyperbolic groups G. A converse is obtained for the combination theorem for hyperbolic groups of Bestvina-Feighn. The Mayer-Vietoris exact sequence for ℓ ∞ -cohomology associated to a splitting of a group is established. Metabolic groups are introduced as finitely presented groups G such that H 2 (∞) (G, A) = 0 for all normed abelian coefficient groups A and such groups G are shown to be characterized by possessing "thin" combings.
for every group G, but H 1 (∞) (G) is at least as large as the character group Hom(G, Z) and usually much larger; its dimension is the cardinality of the continuum if G = Z [13] . One way of understanding the difference is that an n-cell for defining either bounded cohomology or Eilenberg-MacLane cohomology is an arbitrary (n + 1)-tuple of elements of G, whereas these elements must be the vertices of the lift of an n-cell of X under the covering map X → X in the ℓ ∞ -case. Thus the diameter of an n-cell in the latter case is bounded in the word metric of the 1-skeleton X (1) if X (n) is finite.
In §3 I give the main construction. If C is a finitely generated group equipped with a finite set of generators, then a choice of vertex v 0 of the Cayley graph Γ determines a 1-cocycle f ∈ Z (G) . In particular this applies to the cocycle f associated to the word metric on C and base point v 0 and produces the 2-cocyle Σf ∈ Z 2 (∞) (G). If a van Kampen diagram D in G, lifted to the universal cover X, contains precisely one corridor c mapping to the edge e of T , then for suitable choice of base point v 0 we shall see that the evaluation Σf, c 2 (D) gives a useful lower bound for the area of the corridor c and hence a lower bound for the area of D itself; here c 2 (D) is the 2-chain determined by D in C 2 ( X). The construction can be applied to any number of edges of T simultaneously, and this gives useful lower bounds for the area of a van Kampen diagram.
In §4 I examine the vanishing of the class of Σf in a suitable neighborhood of the edge e. Precisely, X contains the subcomplex N e =: K(G ∂ 0 e )∪K(G e )×I ∪K(G ∂ 1 e ), where K(A) is the universal cover of an appropriate Eilenberg-MacLane space of type K(A, 1) for the group A. If the restriction of the class of Σf to N e vanishes, then the diagonal imbedding G e → G ∂ 0 e × G ∂ 1 e is a quasi-isometric imbedding of groups. I prove in §5 that H 2 (∞) (G) = 0 if G is a word hyperbolic group in the sense of Gromov [18] . The argument is an adaptation of the method introduced in [21] , where it was established that the map H 2 b (G) → H 2 (G) is surjective if G is hyperbolic. Although the methods of proof are similar, the statements of the results are very different. By way of contrast, the bounded cohomology for nonelementary hyperbolic groups tends to be very large (see [6] , [8] ). My result on H 2 (∞) (G) can be regarded as a cohomological analog of the linear isoperimetric inequality, which characterizes hyperbolic groups among finitely presented groups. What I actually demonstrate is the stronger result (Theorem 5.8) that there is a natural short exact sequence 0 − → H 
G) which is a bounded map for these normed abelian groups. A feature of this is that the splitting is not necessarily additive, even when considered modulo B 1 (∞) (G). I call the existence of this bounded nonadditive splitting the "strong vanishing" of H 2 (∞) (G) for the hyperbolic group G. In §6 I present some partial results toward a converse to the preceding result. I do not know any example of a finitely presented group G with H 2 (∞) (G) = 0 which is not hyperbolic. 3 What I prove here is that if the coboundary δ : C 1 (∞) (G) → Z 2 (∞) (G) admits a (nonadditive) splitting σ which is a bounded map for these normed abelian groups (so σ(z) ≤ C z ∞ for constant C and all z ∈ Z appropriate norms on these groups), then all essential hallways, in the sense of [3] , satisfy a linear isoperimetric inequality with the same isoperimetric constant. Making use of results of [3] , I prove the combination theorem (Theorem 6.4) that states that if the group G acts cocompactly on the simplicial tree T without inverting edges so that the vertex and edge stabilizers are hyperbolic and if the edge stabilizers are quasi-isometrically imbedded in the vertex stabilizers, then G is hyperbolic iff H 2 (∞) (G) vanishes strongly. It follows that under the assumption of quasi-isometric imbeddings of edge stabilizers in hyperbolic vertex stabilizers, the annular flare condition of [3] , the strong vanishing of H 2 (∞) (G), the linear isoperimetric inequality for essential hallways, and the hyperbolicity of G are all equivalent (Corollary 6.7).
In §7 I give some examples of nonvanishing theorems for ℓ ∞ -cohomology. I prove that if the torsion-free group G acts properly discontinuously and cocompactly by simplicial isometries on the CAT(0) simplicial complex X and if X is not hyperbolic as a metric space, then H 2 (∞) (G) = 0. Also, if H is a quasi-convex subgroup of the hyperbolic group G, I prove that the restriction map H In §8 I show by example that H 2 (∞) (Z 2 ) is a very large group. In §9 I prove a Mayer-Vietoris theorem for ℓ ∞ -cohomology. One reason for including this section is to give an interpretation of the suspension operation Σ of §3 as the coboundary (up to sign) in the Mayer-Vietoris sequence. In §10 I give cohomological interpretations for word metrics not to be distorted in including a subgroup in the ambient group. The main result is Corollary 10.3 which states that a finitely generated subgroup H of the hyperbolic group G is quasi-convex iff the restriction homomorphism H 1 (∞) (G) → H 1 (∞) (H) is surjective. In §11 I prove that the fundamental group G of a finite aspherical 2-complex is hyperbolic iff H 2 (∞) (G) vanishes strongly. In §12 I introduce the universal ℓ ∞ 2-cocycle of a finitely presented group G and prove that its vanishing in ℓ ∞ -cohomology is sufficient for G to be hyperbolic. I call a finitely presented group G metabolic if H 2 (∞) (G, A) = 0 for all normed abelian groups A (trivial G-action is understood here). I show that metabolic groups are hyperbolic, but I have been unable to prove the converse except in special cases.
In §13 I prove that metabolic groups satisfy the linear isoperimetric inequality for cycles in all dimensions and that all ℓ ∞ -cohomology groups for all coefficients in degrees at least 2 vanish; the corresponding assertions for general hyperbolic groups are open questions.
Appendix A shows that hyperbolic groups can be characterized by linear bounds on fillings of 1-cycles (rather than by linear bounds on areas of van Kampen diagrams, the usual definition). Appendix B shows that thin combings on surface groups have some surprising properties. Appendix C contains the relevant definitions of normed abelian groups, and makes deductions from the long exact coefficient sequence for ℓ ∞ -cohomology associated to a proper short exact sequence of normed abelian groups. Appendix D updates this paper to May 1997. §2. Review of ℓ ∞ -cohomology.
Let G be a group and assume that X is an Eilenberg-MacLane space of type K(G, 1) with finite n-skeleton X (n) . Let X be the universal cover of X and let C i (∞) ( X, Z) (resp. C i (∞) ( X, R)) ) be the subgroup of cellular i-cochains h such that there is a number M h > 0 with |h(σ)| ≤ M h for all i-cells σ. One checks that the coboundary δh is in C We quote below known results. A quasi-isometry (f, f ′ ) of finitely generated groups G, G ′ is a pair of maps f : G → G ′ , f ′ : G ′ → G such that there are positive constants λ, ǫ with d ′ (f (x), f (y)) ≤ λd(x, y) + ǫ for all x, y ∈ G, d(f
′ (x ′ , y ′ ) + ǫ for all x ′ , y ′ ∈ G ′ , and such that the compositions f • f ′ and f ′ • f are within ǫ of the relevant identity maps. Here d, d
′ denote the word metrics for given finite sets of generators of G, G ′ .
[2][19]
Let (f, f ′ ) be a quasi-isometry of finitely generated groups G, G ′ . If G has a K(G, 1) with finite n-skeleton, then G ′ also has a K(G ′ , 1) with finite n-skeleton.
[13] If (f, f
′ ) is a quasi-isometry of finitely generated groups G, G ′ and if X, X ′ are Eilenberg-MacLane spaces of type K(G, 1), K(G ′ , 1) with finite n-skeletons, then there are induced inverse isomorphisms f As a consequence, the groups H 
[13] There are canonical homomorphisms H
, that is to say that z is invariant under the action of the covering group G. If i ≤ n, then X (n) is finite, so there are only finitely many orbits on i-cells of X under the action of G. It follows that z takes a finite, hence bounded, set of values on these orbits and hence z ∈ Z i (∞) ( X, R).
In general the map
However there are two situations where something further can be said.
[13] The map H
is injective for every finitely generated group G.
[13]
If G is an amenable group, then the natural maps H
are injective when defined.
We shall consider mainly the case n = 2 in this article, that is, the case of finitely presented groups. Thus if G is a finitely presented group, then H are defined for i ≤ 2 and are independent of choice of a finite presentation of G. Our interest in them arises from the connection with isoperimetric functions. Fix a finite presentation P for G. Then the 2-complex X P canonically associated to P is the 2-skeleton of an Eilenberg-MacLane space X of type K(G, 1), and X (2) = X P is a finite complex.
If w is an edge-circuit in X (1) then w can be filled by a singular disc diagram D → X (2) . The area Area(D) of D is the number of 2-cells in the domain in D and Area(w) is the minimum area of all such diagrams D filling w.
The function f : N → N is an isoperimetric function for P if f (n) ≥ Area(w) for all circuits w of length ℓ(w) ≤ n. The minimal isoperimetric function of P is called the Dehn function. The effect of changing presentations is given by the following result.
2.6. [10] If P, P ′ are two finite presentations for the finitely presented group G and if f is an isoperimetric function for P, then there are positive constants A, B, C, D, and E such that f ′ is an isoperimetric function for P ′ , where
If one defines a relation f 2.7. [13] Let X be an Eilenberg-MacLane space of type K(G, 1) with X (2) finite and let z ∈ Z 2 (∞) ( X). Let w be an edge-circuit in X (1) and let k : D → X be a singular disc diagram filling of w.
is the cellular 2-chain associated with D and z ∞ is the sup norm of the values of z as a function on 2-cells of X.
Let us indicate the proof of this important fact. Note first that the left hand side z, k ⋆ c 2 (D) is independent of the filling D since z is a cocycle. Thus we can choose the filling D to be of minimal area, and for this choce we have
, completing the proof.
2.8. [13] If z = δh where h ∈ C 1 (∞) ( X) then for every edge-circuit w in X (1) and
Here is the proof. We calculate z,
where c 1 (w) is the 1-chain associated to w. But clearly | h, c 1 (w) | ≤ h ∞ ℓ(w) and the result follows.
Thus we see that cocycles in Z 2 (∞) (G) give lower bounds for the Dehn function of a finite presentation and this lower bound is linear for ℓ ∞ -coboundaries. In the next section we shall see how a splititing of G over a finitely presented subgroup produces cocycles in Z 2 (∞) (G). §3. Splittings and ℓ ∞ -cocycles.
We begin by constructing cocycles in Z 1 (∞) (C) for the finitely generated group C. Suppose that S = S −1 is a finite set of generators for C and that Γ is the corresponding Cayley graph. We assume Γ is the 1-skeleton of the universal cover X P 0 of the 2-complex X P 0 canonically associated to the presentation P 0 of C (so we take a set of defining relations among the generators S for C). Recall that the set of vertices V (Γ) is identified with G as a left G-set and that an edge of Γ is a triple (c, s, c ′ ) where c, c ′ ∈ G, s ∈ S, and cs = c ′ . We see then that Z 1 ( X P 0 ) consists of 1-cochains on Γ which vanish on 1-cycles of Γ and Z 1 (∞) (C) = Z 1 (∞) ( X P 0 ) consists of those 1-cocycles whose values are bounded.
Fix a vertex c 0 of Γ as base point and define the function f on edges of Γ by f (c, s, c
, where d denotes the word metric. This function is clearly a 1-cocycle on X P 0 since the sum of its values around an edge-circuit is 0, and f ∈ Z 1 (∞) with f ∞ = 1. Furthermore if γ is a geodesic edge-path starting from c 0 and ending at the vertex c, we have f, γ = d(c 0 , c) = ℓ(γ), the length of the path γ; here we have denoted the cellular 1-chain determined by γ by the same symbol.
Suppose now that the finitely presented group G splits over the finitely presented subgroup C. This means either G is an amalgam A⋆ C B or an HNN extension A⋆ C . It this case one can verify that A and B are finitely presented groups. In this case we take the presentation P 0 for C to be finite.
We give the details of the construction that follows for the HNN case G = A⋆ C , and remark that the amalgam case involves only notational changes. Choose a finite presentation P for A so that P 0 is a subpresentation of P, and extend the 2-complex X P canonically associated to P to an Eilenberg-MacLane space X, so X (2) = X P . We are given the subgroup C < A and an isomorphism φ of C with a subgroup φ(C) < A. We form the presentation Q with generators are those of A together with one additional generator t and whose relations are those of P together with the additional relations tst −1 = φ ⋆ (s), where s ∈ S. Here φ ⋆ (s) is a word in the generators of A representing the group element φ(s). Thus X and X Q both contain X P so we can take their union X ∪ X Q and extend it to an EilenbergMacLane space Y of type K(G, 1) by adding cells of dimension 3 and higher. It is the universal cover Y of Y that shall interest us, and we proceed to unravel its geometry.
The given splitting of G over C is equivalent to the action of G on a simplicial tree T without edge inversions and with one orbit of edges under the G-action. The edge stabilizers are all the conjugate subgroups of C in G. The tree T can be imbedded in Y so that T is a retract of Y (see [23] ); denote this retraction by ρ : Y → T . We fix the edge e of T with stabilizer subgroup G e = C. Then ρ −1 (∂ 0 e) is a copy of X and the preimage of the edge e itself contains a copy of Γ ×I, with Γ the Cayley graph of C. In fact, every 2-cell of Y which maps by ρ onto e is necessarily contained in this copy of Γ ×I. In particular, corresponding to the oriented edge η = (c, s, c ′ ) of Γ is the oriented 2-cell η ′ of Γ × I ⊂ Y with attaching map labelled by the word tst
We can now define the map Σ :
(∞) (C) and η, η ′ are as above, we define Σf (η ′ ) = f (η) for each such oriented 1-cell η of Γ, and we demand that Σf vanish on all open 2-cells of Y not contained in ρ −1 (e). Thus the 2-cochain Σf is supported on ρ −1 (e).
Proof. In order to show that Σf is a cocycle, it suffices to prove that Σf vanishes on all 2-boundaries of
). By the Hurewicz theorem, which applies since
) is generated additively by classes of spherical diagrams, that is, by combinatorial maps of cellulations of S 2 into Y (2) . Suppose then that h : S 2 → Y (2) is a spherical diagram and consider the composition ρ • h : S 2 → T . Choose an interior point p in the edge e of T and let U be the preimage of e under ρ • h. By transversality, it follows that U is a 1-manifold properly imbedded in S 2 , hence U is the disjoint union of a finite number of circle components. Let U 0 be one of these connected components and let A be the union of all 1-and 2-cells of S 2 which meet U 0 ; A is topologically an annulus.
We have from the definition of Σf the identity Σf, h ⋆ c 2 (A) = f, h ⋆ ∂ 0 A , where ∂ 0 A is the 1-cycle in S 2 composed of edges of the closure of A which map by ρ • h to the vertex ∂ 0 e of T and where c 2 (A) is the cellular 2-chain determined by A. On the other hand, f is a 1-cocycle of X P 0 and h ⋆ ∂ 0 A is a 1-cycle on Γ, so f, h ⋆ ∂ 0 A = 0. Since this holds for every connected component of U , and since Σf is supported on ρ −1 (e) (2) , it follows that Σf, h ⋆ c 2 (S 2 ) = 0. Thus Σf vanishes on boundaries, and it follows that Σf is a 2-cocycle.
To complete the proof, it suffices to show that Σf is an ℓ ∞ -cocycle. But
, and the proof is complete. 
Proof. It suffices to prove that Σ(B
Suppose then that h is a bounded function on C = V (Γ). We define a 1-cochain Σh on Y as follows. Given the vertex c ∈ Γ, there is a unique oriented edge η c of Y with ∂ 0 η c = c and such that ρ(η c ) = e. We set Σh(η c ) = h(c) and define Σh to be zero otherwise. One checks then that δ(Σh) = Σ(δh). Since Σh ∞ = h ∞ , it follows that Σh ∈ C 1 (∞) ( Y ) and the proof is complete.
Suppose now that h : D → Y is a van Kampen diagram; for simplicity we assume that D is a topological disc, so h is a combinatorial map of the cellulated disc D to Y . Composing with the retraction ρ : Y → T , we get the map ρ • h : D → T . If p is an interior point of the edge e of T , then its preimage U = (ρ • h) −1 (p) under ρ • h is a 1-manifold properly imbedded D. Thus U consists of the disjoint union of a finite number of arcs properly imbedded in D and a finite number of circles in the interior of D. Choose one of these arc components U 0 and take the union of all 1-and 2-cells of D which meet U 0 . This union c was called a corridor in [4] , and c is topologically I ×I. What we want to do is to obtain a cohomological estimate for Area(c), the number of 2-cells of c, and hence get a lower bound for Area (D) .
Suppose that the corridor c meets the boundary ∂D in the two edges e 1 and e 2 , so ρ • h(e 1 ) = ρ • h(e 2 ) = e and ρ • h(∂ 0 e 1 ) = ρ • h(∂ 0 e 2 ) = ∂ 0 e. Then either of the two arcs on ∂D joining ∂ 0 e 1 to ∂ 0 e 2 is labelled by an element of C = G e (that is, the composition of the labels of images of edges under h in Y in G is an element of C). Furthermore, h(∂ 0 e i ) = c i ∈ Γ ⊂ Y and the arc label above is just c
, where e is an edge of the tree T . Then there is a 2-cocycle z ∈ Z c 2 ) , with c 1 , c 2 as above, and such that z is supported on ρ −1 (e).
Proof of Proposition 3.3. We take the vertex c 1 as the base point for Γ and define
and since C is the unique corridor in (ρ • h) −1 (e) (the contributions from the circle components of U are all zero).
, where ∂ 0 c is the 1-chain on the boundary of c mapped under ρ • h to ∂ 0 e; the last equality follows from the discussion in the second paragraph of §3. Since z ∞ = f ∞ = 1, this completes the proof.
Remark. It follows from this result and 2.7 above that Area(D) ≥ d Γ (c 1 , c 2 ). In general, if there is more than one corridor in (ρ • h) −1 (e), then there can be cancellation in their contributions and the lower bound is compromised. There is one situation where one can combine contributions from different edges of T to get better lower bounds, which we now formulate. Example. The essential hallways considered in [3] are diagrams of immersive type. Proof. Sinceh is an immersion of trees, it follows that to each edge e of T is associated at most one corridor c e of D (take c e to be empty if there is no corridor mapped to e by ρ • h). Let z e ∈ Z 2 (∞) ( Y ) be the 2-cocycle supported in ρ −1 (e) which was produced in Proposition 3.3, so we have z e , c 2 (D) = ±d(c e ). Up to possibly changing the sign of z e , we may assume the plus sign holds for all edges e. If there is no corridor associated to the edge e, we take z e = 0. Since the supports of the cocycles z e are disjoint, it follows that the collection {z e } determines a 2-cocycle z ∈ Z 2 (∞) ( Y ) with z ∞ = 1 so that the restriction of z to ρ −1 (e) is z e for all edges e of T and so that z is supported on ∪ e ρ −1 (e). For this cocycle we have z, h ⋆ c 2 (D) = c d(c), and the proof is complete.
Example. A well-known example where this last result applies is the BaumslagSolitar group G given by the presentation t, x | txt −1 = x 2 . We view this in the usual way as an HNN extension Z⋆ Z with stable letter t. The tree T is an infinite trivalent directed tree, with one edge directed in and two edges directed out of each vertex. Consider the word w n = [t n xt −n , x] which is a loop in the Cayley graph Γ. It is easy to see that w n is filled by a van Kampen diagram D n of immersive type.
The corresponding maph : ∆ → T is such that ∆ is a interval of length 2n of R subdivided at integral points, and the immersionh moves n units inwards then n units outwards in terms of the orientation of the directed tree T . The lower bound given in Theorem 3.4 is in fact equal to Area(D n ) = 2(2 n − 1), confirming that the Dehn function grows exponentially [7] [10]. §4. Local vanishing of cohomology classes.
We preserve the notations of the last section, so the finitely presented group G splits over the finitely presented subgroup C, Y is a space of type K(G, 1) and ρ : Y → T is the retraction to the simplicial tree T acted on by G, constructed from the given splitting of G. We fix an oriented edge e of T stabilized by C, so ρ −1 (e) (2) = Γ ×I, where Γ is the Cayley graph of C for given generators S. We have here Γ ⊂ ρ −1 (∂ 0 e), where ρ −1 (∂ 0 e) is the universal cover of a space of type K(G ∂ 0 e , 1). Similarly, ρ −1 (∂ 1 e) is the universal cover of a space of type K(G ∂ 0 e , 1). We shall call N e =: ρ −1 (e ∪ ∂ 0 e ∪ ∂ 1 e) the environment of e in Y . If f ∈ Z 1 (∞) (C) the 1-cocycle constructed from the word metric on Γ in the second paragraph of §3, we are interested in interpreting what it means for the restriction to N e of 2-cocycle Σf to vanish in cohomology, that is, when there is an ℓ ∞ -1-cochain h ∈ C 1 (∞) (N e ) so that δh = Σf on N e . The question is of interest since it gives a necessary condition for the class of Σf to vanish in H 2 (∞) ( Y ). Let A = G ∂ 0 e and let B = G ∂ 1 e , so we have inclusions C = G e < A and C < B (in the HNN case, B is conjugate to A in G and the second inclusion is the composition of the first inclusion C < A with the conjugation A ∼ = B inside G). It follows that there is a canonical injective homomorphism C → A × B such composition with the two projections of the product give the give two inclusion homomorphisms.
Theorem 4.1. With the notations as above, assume that the restriction of the 2-cocycle Σf to the environment N e of e is zero in H 2 (∞) (N e ); here f is a 1-cocycle in Z 1 (∞) (C) constructed from the word metric. Then the canonical inclusion C → A×B is a quasi-isometric imbedding of groups.
Proof. Recall the definition of f . In the Cayley graph Γ for C we choose the vertex c 0 as base point and let f (c, s, c
The assumption on Σf in the theorem means there is a 1-cocycle h ∈ Z Let γ be a geodesic path in Γ beginning at c 0 and ending at the vertex c 1 , and let α be a geodesic path in ρ −1 (∂ 0 e) (1) connecting the same end points. There are unique edges τ 0 , τ 1 of ρ −1 (e) beginning at c 0 , c 1 respectively and mapped by ρ to e. Let β be a geodesic path in ρ −1 (∂ 1 e) (1) connecting these endpoints. Consider the edge-circuit w = ατ 1 β
of N e . This can be filled in N e by a van Kampen diagram D containing a single corridor c. Namely, across from γ in the Cayley graph of the isomorphic copy of C in B is the path γ ′ . Then αγ −1 can be filled in A, γ ′ β −1 can be filled in B, and
is the boundary circuit of the corridor c. These three fillings combine to give a filling k : D → N e of the circuit w. Observe that d(c) = ℓ(γ) in the notation of §3. We now apply Proposition 3.3 and the inequality of the preceding paragraph to obtain ℓ(γ) = d(c) ≤ M (ℓ(α)+ℓ(β)+2). But this means that |c| C ≤ M (|c| A + |c| B + 2) for all c ∈ C, where |c| C = d Γ (1, c) is the word metric in C, and similarly, |c| A and |c| B are the word metrics in A and B respectively. Since C injects in both A and B, none of these numbers is 0 unless c = 1, so we can increase the constant M if necessary to obtain the inequality |c| C ≤ M ′ (|c| A + |c| B ) for all c ∈ C and constant M ′ . But this means that the inclusion C < A × B is a quasi-isometric imbedding, and the proof is complete. Remark. Quasi-isometric imbeddings of groups can be very complicated. An example is given in [16] of a finitely presented subgroup H of an automatic group G where the imbedding H < G is quasi-isometric but where the area is distorted. In the example H has an exponential Dehn function.
There is a partial converse for Theorem 4.1 which we shall now discuss. We preserve the notations of the beginning of this section, so N e is the environment of the edge e of the tree T . We have G e < G ∂ 0 e × G ∂ 1 e =: P given by the diagonal imbedding determined by the two inclusion homomorphisms. It will be convenient to assume that the given finite set of generators for G e is contained as a subset of each of the finite sets of generators for
If S 0 , S 1 are the given finite generating sets of G ∂ 0 e , G ∂ 1 e respectively, then these determine generators S 0 × {1} ∪ {1} × S 1 for P , and the corresponding word metric on P determines a left invariant metric d on G e < P . It is important to note that the metric d is distorted from any word metric on the subgroup G e , so this metric bears no relation to its word metric in general. Denote the word metrics for the given generators
Next choose a vertex c 0 as a base point for Γ and define the 1-cocycle
for each oriented edge η of Γ. As before we have its suspension Σf which we consider as restricted to the environment of e, so Σf ∈ Z Proof. We shall define a cochain h ∈ C 1 (∞) (N e ) and prove that δh = Σf . Using the base point c 0 ∈ Γ ∼ = Γ × {i} ⊂K(G ∂ i e , 1), we define 1-cocycles f i onK(G ∂ i e , 1) using the word word metrics d i there, as at the beginning of §3 above. The cochain h is defined to be −f 0 onK(G ∂ 0 e , 1) and f 1 onK(G ∂ 1 e , 1). On all other edges of N e we set h equal to zero; these remaining edges are of the form {c} × I, where c is a vertex of Γ. Clearly we have h ∞ = 1.
We claim that δh = Σf . Note that δh vanishes on 2-cells ofK(G ∂ i e , 1), i = 0, 1, since f i is a 1-cocycle there. It remains to compute δh on a product 2-cell η × I. We have
Since Σf is supported on product 2-cells, the last equation shows that δh = Σf , and the proof is complete. §5. Vanishing theorem.
The goal of this section is to prove that
The method of proof is an adaptation of the technique of maximizing paths of [21] , which the authors cite as being inspired by work of Epstein and Fujiwara [8] . Let G be a hyperbolic group with finite set S = S −1 of generators. For a finite set of defining relators in these generators, let P be the corresponding finite presentation for G. Imbed the 2-complex X P canonically associated with P as the 2-skeleton of the Eilenberg-MacLane space X of type K(G, 1). Let Γ = X (1) be the Cayley graph. Recall that the linear isoperimetric inequality means there is a constant K > 0 so that Area(w) ≤ Kℓ(w) for all edge-circuits w of Γ.
Let z be a cellular 2-cocycle on X (Z coefficients are understood here) so that z ∞ = M < ∞. Since X is contractible, H 2 ( X, Z) = 0, and hence z = δh for some h ∈ C 1 ( X). Note that h ∞ may be infinite. Let g, g ′ be vertices of Γ and let w, γ be two edge-paths, both beginning at g and both ending at g ′ . Let D be a minimal area filling of the circuit γ −1 w. Note that z, D = δh, D = h, w − h, γ , where we abuse the notation by denoting by the symbol D the 2-chain determined by the filling given by the same letter, and where we similarly write w for the 1-chain determined by the edge-path denoted by this letter. It follows that h,
Now let C = 2KM and note that if we fix γ, then for all edge-paths w from g to g ′ we have h, w − C ℓ(w) ≤ h, γ + KM ℓ(γ). This means that the left hand side of this inequality is bounded above as w varies, so the maximum value is achieved at some path w(g, g ′ ). 5 We call w(g, g ′ ) a maximizing path from g to g ′ . Thus for all paths γ from g to g
). Solving the last inequality and recalling C = 2KM , we get
Lemma 5.3. Every subpath β of a maximizing path w(g, g ′ ) is also maximizing for paths connecting the end points of β.
Proof. Write w = w(g, g ′ ) = αβγ and let β start at the vertex g 1 and end at the vertex g 2 . We must show that h, β
If not, then there is a path β ′ from g 1 to g 2 with h,
, contradicting the fact that w is a maximizing path. This establishes the lemma.
As a consequence of the lemma and (5.2), it follows that every subpath β of a maximizing path satisfies ℓ(β) ≤ 3d Γ (∂ 0 β, ∂ 1 β). This means that every maximizing path is a (3, 0)-quasi-geodesic, where we recall that the edge-path γ is a (λ, ǫ)-quasi- [17] . For completeness, we record the following result.
′ are two vertices of Γ, then there are only finitely many maximizing paths from g to g ′ .
Proof. A fundamental result of hyperbolic groups states that given any constants (λ, ǫ) there is a constant C = C(λ, ǫ) such that every (λ, ǫ)-quasi-geodesic γ stays with a C-hausdorff neighborhood N of a geodesic connecting the endpoints of γ [17] . Since the number of vertices in N is bounded, it follow that the number of such quasi-geodesic paths is also bounded. Hence there are only finitely many maximizing paths between two vertices.
We define now w(g) = w(1, g), so w(g) is a maximizing path from the vertex 1 to the vertex g of Γ. In general, if γ is an edge-path in Γ we define ν(γ) = h, γ − C ℓ(γ). Note that ν(w(g)) is the maximum of ν(γ) among all paths γ from 1 to g. Note that ν is not a 1-cochain; in general ν(γ) = −ν(γ −1 ). The key result is the following Lemma 5.5. For all g ∈ G and s ∈ S we have 0 ≤ ν(w(gs)) − ν(w(g))(g, s, gs)) ≤ 2C.
Proof. Since w(g)(g, s, gs) and w(gs) are both paths from 1 to gs and w(gs) is maximizing, we have ν(w(g))(g, s, gs))+H 1 = ν(w(gs)), where H 1 ≥ 0. In addition, w(g) and w(gs)(g, s, gs) −1 are both paths from 1 to g and w(g) is maximizing, so ν(w(gs))(g, s, gs)
where H 2 ≥ 0. After evaluating the expressions involving ν's, we obtain from these two equalities the equation −C + H 1 = C −H 2 . This equality, together with the fact that H 1 and H 2 are nonnegative, gives the inequalities 0 ≤ H 1 , H 2 ≤ 2C, completing the proof.
We next define a 1-cochain k on X by the rule
Note that k, unlike ν, is a 1-cochain, essentially because h is a 1-cochain (i.e. h(e −1 ) = −h(e) for the oriented edge e).
Proposition 5.7. We have δk = −z and in addition k ∞ ≤ C = 2M K.
Proof. Note first that k(g, s, gs)
It follows from the preceding Lemma that |k(g, s, gs)| ≤ C for all g ∈ G, s ∈ S. This shows that k ∞ ≤ C.
Next we compute δk. Suppose that r is a circuit in Γ, say r = e 1 e 2 . . . e m where e i is an oriented edge. Suppose that D is a filling for r. Then δk, D = k, ∂D = m i=1 k, e i . But from (5.6), the first, third, fourth and fifth terms in a sum around a circuit add up to zero, since the sum of the first (resp. fourth) equals the sum of the third (resp. fifth) terms. It follows that
This holds in particular if D is the characteristic map of a 2-cell of X, and it follows that δk = −z. This completes the proof.
Theorem 5.8. If G is a hyperbolic group, then H 2 (∞) (G) = 0. Furthermore, if P is a finite presentation for G and X is a space of type K(G, 1) with X (2) = X P , the 2-complex canonically associated with P, then there is a short exact sequence
here K is the isoperimetric constant of the presentation P.
Remark. The norm on the quotient group C
Proof of Theorem 5.8. The first assertion follows immediately from Proposition 5.7. As for the second assertion, note that it follows from the same proposition that,
. This completes the proof. §6. Some consequences of strong vanishing of H 2 (∞) . Definition 6.1. Let P be a finite presentation for the group G and let X P be the 2-complex canonically associated with P. Imbed X P as the 2-skeleton X (2) of the space X of type K(G, 1). We say that H 2 (∞) ( X) vanishes strongly if the coboundary map δ :
is a surjection with a section σ which is a bounded nonadditive map, so σ(z) ∞ ≤ C z ∞ for constant C and for all z ∈ Z 2 (∞) ( X). Theorem 5.8 states that H 2 (∞) (G) vanishes strongly if G is a hyperbolic group. We shall examine some consequences of strong vanishing in this section.
We preserve the notation from §4, so the finitely presented group G splits over the finitely presented subgroup C, Y is a complex of type K(G, 1) with Y (2) finite which was constructed to reflect the splitting, and Y retracts equivariantly onto the simplicial G-tree T associated to the splitting. 
, where the sum is over all corridors of D ′ . Here we have followed the abuse of notation of §5 by denoting the cellular 2-chain determined by D ′ by the same letter. Now one has z = δk, where k ∈ C Note
Since the vertex stabilizers are assumed hyperbolic, it follows that i Area(
Putting these inequalities together, we obtain Area(D) ≤ constant · ℓ(w). It follows that Area(w) ≤ K 1 ℓ(w) for suitable constant K 1 , and the proof is complete.
Remark. Nowhere in the argument above was it used that the edge stabilizers were hyperbolic. Note however that Corollary 4.2 does put restrictions on the edge stabilizers G e , so that the inclusions G e < G ∂ 0 e × G ∂ 1 e given by the diagonal maps are quasi-isometric imbeddings. Note that in an essential annulus each of u top and u bot factors to give a map [−m, m + 1] → T and these maps are necessarily immersions. In each case, the preimage of a vertex i is a word which represents an element of a vertex stabilizer G v i . The diagram D is said to be ρ-thin if lengths of the group elements determined by each of these words (which we can and will assume geodesic in the Cayley graphs of the vertex groups) in the word metrics of the appropriate vertex stabilizer groups are bounded above by ρ > 0. The length of the diagram D is the number 2m. The girth is d(c 0 ). If λ > 1, then the hallway D is said to be λ-hyperbolic if
The annular flare condition is said to be satisfied if there are numbers λ > 1 and m ≥ 1 and a positive valued function H(ρ) so that every ρ-thin essential annulus of length 2m and girth at least H(ρ) is λ-hyperbolic.
The main result of [3] states that if the group G acts cocompactly without inverting edges on the simplicial tree T and if the annular flare condition holds and if every inclusion of edge stabilizer in a vertex stabilizer is a quasi-isometric imbedding, then hyperbolicity of the vertex stabilizers implies hyperbolicity of G. 6 We can now state the main result of this section.
Theorem 6.4 (Combination Theorem). Suppose that the group G acts cocompactly without inverting edges on the simplicial tree T so that all vertex and edge stabilizers are hyperbolic. Suppose also that every inclusion of an edge stabilizer subgroup in a vertex stabilizer is a quasi-isometric imbedding. Then G is hyperbolic iff H 
Note that this can be rewritten as
where we define
We need two subsidiary results. 
Proof. This is a consequence of the edge stabilizers being quasi-isometrically imbedded in the vertex stabilizers. Thus when either side path of a corridor is viewed in the adjacent vertex stabilizer, the distance between its end points changes by at most a bounded factor from the distance measured in the edge stabilizer. So if we make d 0 very large, where "large" depends on ρ and on m, we can assure that each of the d Proof. One has
, and in general one shows by induction µ r ≥ µ 0 β(1 + β) r−1 for r ≤ m.
We can now complete the proof of Theorem 6.4. Setting β = 1/K, we let the integer m be so large that λ > 1, where 3λ = β(1+β)
′ determined from Lemma 6.5, and get from the conclusion of Lemma 6.6 the inequality d
. Thus the annular flare condition is satisfied, and it follows from [3] that G is hyperbolic, completing the proof of Theorem 6.4.
Remark. Note that the only place in the argument above where strong vanishing of H 2 (∞) (G) was used was to guarantee the conclusion of Proposition 6.2 holds, that is, the linear isoperimetric inequality holds for essential hallways. So we can state the next result as a corollary of the proof.
Corollary 6.7. Suppose that the group G acts cocompactly without inverting edges on the simplicial tree T so that all vertex and edge stabilizers are hyperbolic. Suppose also that every inclusion of an edge stabilizer subgroup in a vertex stabilizer is a quasi-isometric imbedding. Then the following assertionsare equivalent.
(1) The annular flare condition is satisfied.
(2) The linear isoperimetric inequality holds for essential hallways (with one isoperimetric constant). (1)⇒(4). This is the main result of [3] .
Remark. I am not reproving the combination theorem of [3] here. Rather, I showed that, assuming the quasi-isometric imbedding of edge stabilizers in vertex stabilizers and asssuming the vertex stabilizers are hyperbolic, the group G is hyperbolic iff the annular flare condition is satisfied. In effect then Corollary 6.7 amounts to a converse for their combination theorem. Questions from readers who were not clear on this point prompted this remark. I pose as a challange deducing the combination theorem of [3] Proof. This follows from the previous result and the remark that if a group is hyperbolic, then every virtually cyclic subgroup is quasi-isometrically imbedded.
Corollary 6.9. Let G = H o φ Z where H and G are hyperbolic and where φ ∈ Aut(H). Choose a finite set of generators for H and let |h|, h ∈ H denote the word metric for these generators. Then there exist m ≥ 1, λ > 1 and M > 0 so that for for all h ∈ H with |h| ≥ M we have
Proof. We can construct a finite presentation for G as an HNN extension of H with stable letter t, so that conjugation by t represents a lift of φ to an endomorphism of the free group on the generators of H. Then we can construct a van Kampen diagram D m for the relation t 2m φ −m (h)t −2m = φ m (h) as an essential hallway of length 2m and thickness 0. Since G and H are assumed hyperbolic and since every imbedding of edge stabilizer in vertex stabilizer is an isomorphism, it follows from Corollary 6.7 that the annular flare condition is satisfied. That is, there exist m ≥ 1, λ > 1 and M = H(m, 0) > 0 so that for all h ∈ H with |h| ≥ M we have
Remark. If the inequality (6.10) is satisfied for all h ∈ H (for fixed m ≥ 1 and fixed λ > 1) then the automorphism φ of H is called hyperbolic. One of the main results of [3] is that the mapping torus of a hyperbolic automorphism of a hyperbolic group is itself hyperbolic. The preceding corollary is a partial converse for this result, so that if H and G are both hyperbolic, then (6.10) holds provided one ignores a finite number of elements of H. §7. Nonvanishing theorems.
Theorem 7.1. Let the torsion-free group G act properly discontinuously and cocompactly by simplicial isometries on the CAT(0)-simplicial complex X, where we assume that X is not hyperbolic as a metric space. Then H 2 (∞) (G) = 0.
Proof. By the theorem of Bridson-Gromov [25] X contains a flat plane P so that⋆ (∞) (X m ) since G acts simplicially by covering transformations on X m , so that the quotient is a finite complex of type K(G, 1). Now the orientation class in H 2 (A\P ) = H 2 (A\T ) lifts to a class η in H 2 (∞) (T ), so η is the class of the 2-cocycle z ∈ Z 2 (∞) (T ) which assigns the value 1 to every oriented 2-simplex of T ). We claim that ρ ′ ⋆ (η) = 0 in H 2 (∞) (X m ), which will prove the theorem.
Arguing by contradiction we assume to the contrary that ρ ′ ⋆ (η) = 0. Consider a fundamental parallelogram p 1 for the action of A on P and the result p n of scaling p 1 by the number n. The boundary circuit ∂p n of p n is ǫ-close to an edge-circuit (1) the real rank of G is 1, (2) G is hyperbolic, and
is a split surjection. In addition, there exists an additive section which is bounded in the sense of maps of normed abelian groups.
Proof. We choose a finite generating set S = S −1 for G to contain a set of generators for H, so the Cayley graph Γ for G with these generators contains the corresponding Cayley graph ∆ of H as a subgraph. We may choose Eilenberg-MacLane spaces X, Y for G, H respectively with Y a subcomplex of X so that Γ = X (1) and ∆ = Y (1) . Let d G , d H denote the corresponding word metrics on Γ, ∆. Let ρ : G → H be a nearest point projection of G onto H, so for every
It is a consequence of the quasi-convexity of H in G and the hyperbolicity of G that there exists ǫ > 0 so that for all g, g
Given an edge (g, s, g ′ ) of Γ, so g, g ′ ∈ G and s ∈ S, we choose a geodesic path p(g, g ′ ) in ∆ from ρ(g) to ρ(g ′ ) and define σ(f ) by σ(f ), (g, s, g
. This is well defined and independent of choice of p(g, g ′ ) (fixing the endpoints) since f is a cocycle. For the same reason σ(f ) is a 1-cocycle on X. Note that σ(f ) agrees with f on edges of ∆.
To see
Since σ is clearly additive in f , the last inequality shows that σ is bounded in norm, and the proof is complete.
Remark. All that is used about the pair (G, H) in the preceding argument is that there is a function ρ : G → H satisfying (1) ρ(h) = h for all h ∈ H, and (2) there is a constant M > 0 so that for all g, g
Corollary 7.4. If G is an infinite hyperbolic group, then there is a split surjection
Proof. Since G is infinite and hyperbolic, it follows that G contains an element x of infinite order (see e.g., [28] Prop. 2.1). Letting H = x ∼ = Z, we note that H is a quasi-convex subgroup of G [17] . It follows from the theorem that H . The yoga of these ℓ ∞ -cohomology groups appears to be that they are either very large or zero. The canonical map
is injective, as follows from (2.5) above, so the latter group is not zero. We shall show here that it is very large; in fact, it contains a continuum of linearly independent elements. So we shall produce a continuum of elements of H 
Proof. This follows since | δh,
GERSTEN
It follows that α(f ) depends only on the class of f in H 2 (∞) ( X). We shall show that the function α takes on all values in the closed interval [1, 2] . It is clear that 1 = α(0) and 2 = α(1), where 0,1 indicate the constant functions at these values.
Suppose now that 0 < r < 1 and consider the region R in the first quadrant in R 2 bounded by the positive x-axis and the graph W of the function y = x r . We define f r to be the 2-cochain supported in the first quadrant and such that for the 2-cell c (2) , f r (c (2) ) = 1 if the closure of c (2) meets R and f r (c (2) ) = 0 otherwise. Lemma 8.3. We have α(f r ) = r + 1.
Proof. The number of 2-cells of D n meeting the graph W is O(n) as n → ∞, as follows from the fact that dy/dx for the curve y = x r is bounded by 1 for large x, 0 < r < 1. It follows that f r , D n and the integral n 0
by O(n). From these observations it follows that α(f r ) = r + 1.
Lemma 8.4. The functions f r , 0 < r < 1, represent linearly independent elements
Proof. Suppose that one has δh = m i=1 a i f r i where a i ∈ R, r 1 < r 2 < · · · < r m , and where h ∈ C Remark. It is easy to see that the functions |x| r for 0 < r < 1 represent linearly independent elements of H 1 (∞) (Z, R), where we take the Cayley graph to be R subdivided at integral points. Here we are using the canonical identification
where F is the set of functions f : Z → R whose first difference ∆f is bounded (∆f (n) = f (n) − f (n − 1), n ∈ Z) and F 0 is the set of bounded functions [13] . It follows from this and from Corollary 7.4 that H 1 (∞) (G, R) is a real vector space with dimension the cardinality of the continuum whenever G is an infinite hyperbolic group. §9. Mayer-Vietoris exact sequence.
In this section we shall establish the Mayer-Vietoris exact sequence for ℓ ∞ -cohomology associated with a splitting of groups satisfying appropriate finiteness conditions. We recall that a group G is said to satisfy the finiteness condition F n if there is an Eilenberg-MacLane space X of type K(G, 1) with finite n-skeleton X (n) . Thus F 1 and F 2 mean that G is finitely generated and finitely presented, respectively. Recall also that condition F n was what was needed for H i (∞) (G) to be defined for i ≤ n.
Suppose now that X is a CW-complex. Following [13] §10, we say that X has bounded geometry in dimensions ≤ n if there is a bound M j on the ℓ 1 -norms of the chains ∂e (j) where e (j) is j-cell of X, for all j ≤ n. Here the chain group C j (X) is equipped with the canonical basis of j-cells and we recall that the ℓ 1 -norm of an j-chain is the sum of the absolute values of the coefficients when written in this basis. We understand Z coefficients here, although the same construction works over R.
A family X i , i ∈ I, of complexes is said to have uniformly bounded geometry in dimensions ≤ n if the bound M j on the ℓ 1 -norms above can be chosen independent of i.
In case X has bounded geometry in dimensions ≤ n, the group of ℓ ∞ -cochains C j (∞) (X) ⊆ C j (X) consists of all j-cochains f for which there exists M f > 0 such that |f (e (j) )| ≤ M f for all j-cells e (j) . In this case one checks that δ(C j−1
If X is acted on properly discontinuously and freely by a group G of cellular homeomorphisms such that (G\X) (n) is a finite complex, then X has bounded geometry in dimensions ≤ n. In particular, if G has an Eilenberg-MacLane space Y of type K(G, 1) such that Y (n) is finite, then the universal cover Y has bounded geometry in dimensions ≤ n.
Let f : X → Y is a cellular map where X, Y both have bounded geometry in dimensions ≤ n. Then f induces maps C Next we suppose that W is a CW-complex such that W = X ∪ Y , where X and Y are subcomplexes. We assume that W has bounded geometry in dimensions ≤ n, whence X, Y , and Z = X ∩ Y have bounded geometry in dimensions ≤ n. Theorem 9.1. Under these circumstances we have the exact Mayer-Vietoris sequence
[n](W ) denote the cochain complex which is equal to C Suppose now that ∆ is a finite Serre graph, so ∆ consists of two disjoint finite sets V, E, where E is equipped with a fixed point free involution e →ē, and where we are given two functions ∂ i : E → V , i = 0, 1 so that ∂ i (ē) = ∂ i+1 e (subscripts taken (mod 2)). It will also be convenient to choose an orientation O on E, so |O ∩ {e,ē}| = 1 for all e ∈ E.
We assume we are given a graph of connected CW-complexes K e , K v modeled on the finite graph ∆, so Kē = K e for all e ∈ E, and we are given cellular maps p e,i : K e → K ∂ i e such that pē ,i = p e,i+1 . We assume that all the maps p e,i induce injective homomorphisms of the fundamental groups of these spaces. We form the total space K ′ associated to this graph of spaces by taking the disjoint union of the complexes K v , v ∈ V , and K e ×I, e ∈ O, I = [0, 1] ⊂ R, and making identifications (x, i) ∼ p e,i (x) ∈ K ∂ i e for all x ∈ K e , e ∈ O, i = 0, 1. It is known that the fundamental group G of K ′ is the fundamental group of the associated graph of fundamental groups of these spaces [23] . Furthermore, if each space K e , K v is an Eilenberg-MacLane space, then K ′ is an Eilenberg-MacLane space of type K(G, 1). This follows from the van Kampen theorem and the Mayer-Vietoris theorem for the homology of the universal cover of K ′ . Furthermore, the universal cover W ′ of K ′ retracts to the tree T dual to the decomposition of W ′ by the subspaces K v , so that G acts on T and the retraction ρ : K ′ → T is G-equivariant. In addition, there is a map p : T → S 1 = Z (mod 1) which maps all vertices of T to 0 and maps each open edge of T homeomorphically onto the image of the open unit interval; we can avoid choices here by demanding that each oriented edge of T (where the orientation is induced by pulling back the orientation O on E) map in an orientation preserving manner onto the unit interval.
It will be convenient to take a slightly different cell structure for K ′ , so we view the interval I as subdivided into 3 intervals as [0,
, 1], and the spaces K e × I are correspondingly subdivided. Thus K e × {t} is a subcomplex of this subdivision for t = . After making the identifications, this gives the new cell structure K as a subdivision of K ′ . The universal cover K acquires a cell structure by pulling back this subdivision and in this cell structure (p•ρ) −1 (t) = ∪ e∈E K e ×{t} is a subcomplex for t = . Corollary 9.2. Suppose that each of the complexes K e , K v in the finite graph ∆ of spaces is an Eilenberg-MacLane space with a finite n-skeleton. Then we have the exact Mayer-Vietoris sequence for ℓ ∞ -cohomology
). We want now to evaluate the terms in the exact sequence of Corollary 9.2. This involves evaluating the ℓ ∞ -cohomology of a disjoint union of complexes. We now develop the algebraic machinery to carry out this calculation.
Definition.
A norm on an abelian group A is a function A → R, denoted a → a , satisfying the triangle inequality and such that − a = a and a ≥ 0 for all a ∈ A with a = 0 iff a = 0.
Given a family {A i ; i ∈ I} of normed abelian groups, where we denote the norms indescriminately by , the ℓ ∞ product (∞),i∈I
A i is the set of functions f : I → ∪ i∈I A i satisfying f (i) ∈ A i for all indices i and such that f ∞ =: sup i∈I f (i) < ∞. Thus Let the CW complex X be the disjoint union subcomplexes X i , i ∈ I, and assume that X has bounded geometry in dimensions ≤ n. Then the family {X i , i ∈ I} has uniformly bounded geometry in dimensions ≤ n and in addition C
for j ≤ n. However the situation with B j (∞) (X) = δ(C j−1 (∞) (X)) is more complicated. We certainly have δ(C j−1 To remedy this situation, we introduce on the coboundaries B j (∞) (X i ) the inf norm of representative ℓ ∞ -(j − 1)-cochains under the coboundary map δ :
Without further mention, this will always be the norm understood on the abelian group B j (∞) (X i ). The phenomenon explained at the end of the preceding paragraph may be rephrased by saying that the inclusion B j (∞) (X i ) ⊆ Z j (∞) (X i ) is in general distorted with respect to the norms given. Lemma 9.3. In this situation we have
where the coboundaries are normed as above.
In one situation we can get more information. Proposition 9.4. Suppose that each of the complexes X i , i ∈ I, is of the form X i = Y i , the universal cover of a complex Y i of type K (G i , 1) , where each G i is a hyperbolic group and where Y (2) i is a finite complex. Suppose the isoperimetric constants for the spaces X i are uniformly bounded by K > 0. If the disjoint union X of the spaces X i has bounded geometry in dimensions ≤ 2, then H 
It follows from this uniform lack of distortion of the two norms on the ℓ ∞ -cycles that B
We return to the situation of Corollary 9.2 and note that the space
is the disjoint union ∪ e K e , where the indices "e" range over an orientation of the edges of the tree T . We have
), and by Lemma 9.3,
In particular we can fix one oriented edge e of T and consider vectors in the numerator of the right hand side of 9.5 all of whose components are zero except possibly the e th component. This gives a canonical homomorphism H
. Proposition 9.6. In the situation of Corollary 9.2, suppose n = 2, so all the groups G, G e , G v are finitely presented. Then for each oriented edge e of the tree T , the composition of the canonical homomorphism
is equal up to sign to the suspension homomorphism Σ of §3.
The proof is a matter of checking definitions. If the edge e of T is in the orientation chosen for T above, then the correct sign is −1, according to the definition we gave for Σ. §10. Relation of ℓ ∞ -cohomology with length distortion.
Definition. Let d, d
′ be two left invariant metrics on the group G. We say that d and d
′ are coarsely equivalent if there are constants λ ≥ 1, ǫ ≥ 0, so that
It is the same thing to say that the identity map is a quasi-isometry between the metric spaces (G, d) and (G, d ′ ). All word metrics on a finitely generated group are bilipschitz equivalent, and hence a fortiori coarsely equivalent. If H is a finitely generated subgroup of the finitely generated group G, then the inclusion H < G is a quasi-isometric imbedding iff the restriction of the word metric on G is coarsely equivalent to the word metric on H.
Suppose now that H is a finitely generated subgroup of the finitely generated group G. We choose a finite generating set S = S −1 for G containing a subset S ′ of generators for H, and let Γ H ⊂ Γ G be the corresponding Cayley graphs. There are Eilenberg-MacLane spaces X ⊂ Y of type K(H, 1) and K(G, 1) respectively with Γ H = X (1) and Γ G = Y (1) . If i : X → Y is the inclusion map defined by choosing base points in the universal covers, then we have defined the restriction homomorphism res = i
The inclusion homomorphism H < G of finitely generated groups is a quasi-isometric imbedding iff there is a left invariant metric d
′ on H coarsely equivalent to the word metric such that the class of the 1-cocycle f in H 
, is in the image of homomorphism res :
′ be a left invariant metric on H which is coarsely equivalent to the word metric d H such that the the class [f ] ∈ H 1 (∞) ( X) is in the image of res :
Now let h ∈ H and let γ, γ ′ be geodesics in Γ G , Γ H respectively from h 0 to h. We have
The first equality follows since F is a 1-cocycle and the fourth since f, γ
and for all h, h
′ ∈ H. Thus the inclusion H < G is a quasi-isometric imbedding. Conversely, if the inclusion H < G is a quasi-isometric imbedding, then the restriction d ′ of the word metric d G to H satisfies the conclusion of the Theorem. Recall that a finitely generated subgroup H of a hyperbolic group G is quasiconvex iff H is quasi-isometrically imbedded in G. Combining Corollary 7.3 with Corollary 10.2 we obtain the following homological characterization of quasi-convex subgroups of hyperbolic groups.
Corollary 10.3. The following three conditions are equivalent on a finitely generated subgroup H of the hyperbolic group G:
(1) H is quasi-isometrically imbedded in G.
(2) H is a quasi-convex subgroup of G.
(3) The restriction map res :
. Aspherical 2-complexes. In this section we shall prove that the fundamental group G of a finite aspherical 2-complex is hyperbolic iff H 2 (∞) (G) vanishes strongly. We begin by reviewing the notion of "weak area" introduced in [15] . Let X be a finite connected 2-complex and let w be an edge-circuit in X (1) . A van Kampen diagram D in X filling w determines a cellular 2-chain c 2 (D) ∈ C 2 ( X). The minimum value of the ℓ 1 -norm |c 2 (D)| 1 over all such fillings D is called the weak area w-Area(w). A geometric interpretation of w-Area(w) is the minimum area of an oriented surface diagram S filling the circuit w ( [15] Prop. 3.2).
Theorem 11.1. Let X be a finite aspherical 2-complex,
Proof. We establish the sufficiency of the condition. Since H 2 (∞) (G) = H 2 (∞) ( X), the strong vanishing means that there is a constant K > 0 so that given z ∈ Z 2 (∞) ( X) there is a chain c ∈ C 1 (∞) ( X) with δc = z and |c| ∞ ≤ K|z| ∞ . Suppose now that w is an edge-circuit in X and S is a minimal area orientable surface diagram in X filling w. Then the 2-chain c 2 (S) ∈ C 2 ( X) determined by S is given by c 2 ( Now we have z = δc for some c ∈ C 1 (∞) ( X) where |c| ∞ ≤ K|z| ∞ = K. We calculate w-Area(w) = z, S = δc, S = c, ∂S = c, w ≤ Kℓ(w). In the terminology of [15] this means that the weak linear isoperimetric inequality is satisfied by X. But this implies the linear isoperimetric inequality by [15] Theorem 3.1. It follows that G = π 1 (X) is hyperbolic, and the proof is complete.
Proof. By assumption G is the group of the presentation P = x 1 , x 2 , . . . , x n | R , where R is a nontrivial cyclically reduced word in the free group on the generators. Let X P be the 2-complex canonically associated to the presentation P. There are 2 cases to consider, depending on whether R is a proper power in the free group (this happens iff G has nontrivial torsion) or the contrary case when R is not a proper power.
In the first case, G is hyperbolic by the spelling theorem of B. B. Newman [32] p. 205. In the second case X P is aspherical by Lyndon's identity theorem [32] , and the result follows from the Theorem. This completes the proof. §12. Universal ℓ ∞ 2-cocycle.
Let Y be a CW complex with bounded geometry in dimension ≤ n and let A be a normed abelian group (see Appendix C for the definition). Then the ℓ ∞ -cochains
, and H i (∞) in analogy with §2 above for i ≤ n. Let G be a finitely presented group and let X be a space of type K(G, 1) with
where A is a normed abelian group. We take A = C 2 ( X)/Z 2 ( X), where the norm a is defined for a ∈ A by a = inf c∈a c 1 ; here c 1 is the ℓ 1 -norm in the based free abelian group C 2 ( X) (Z coefficients are understood here) for the canonical basis of 2-cells of X. The universal cochain u ∈ C 2 ( X, C 2 ( X)/Z 2 ( X)) is defined by the rule that the value u, e on the oriented 2-cell e of X is given by the coset of the 2-chain determined by e itself, considered as an element of the quotient group C 2 ( X)/Z 2 ( X). Observe that u, e ≤ 1 for every 2-cell e, since the ℓ 1 -norm of the chain e is 1. It follows that u ∈ C 2 (∞) ( X, C 2 ( X)/Z 2 ( X)). Moreover the following holds.
, so the universal cochain is a cocycle.
Proof. Let e 3 be a 3-cell of X. But δu, e 3 = u, ∂e 3 , and this is the coset in C 2 ( X)/Z 2 ( X) of ∂e 3 , which is zero.
To explain the term "universal cochain" we have
where B is a normed abelian group. Then there exists a unique homomorphismF :
Proof. We define F : C 2 ( X) → B by F (e) = f (e) for all 2-cells e of X and extend linearly. It is clear that F (c) ≤ f ∞ c 1 for all c ∈ C 2 ( X). One must check that F (Z 2 ( X)) = 0, but this follows since δf = 0. Thus F passes to the quotient to determine the homomorphismF :
satisfiesF ⋆ (u) = f and thatF ⋆ is determined by this equation.
The reason for introducing the universal cocycle u is given by the next result, which amounts to a sufficient condition for a finitely presented group to be hyperbolic. Suppose now that the class
) with δf = u. Let D be a filling of the edgecircuit w achieving the minimum above, so w-Area(w) = |c(D)| 1 . We calculate u, D = δf, D = f, ∂D , so c(D) 1 ≤ f ∞ ℓ(w). It follows that w-Area(w) ≤ Kℓ(w) for K = f ∞ , so G satisfies the "weak linear isoperimetric inequality", in the terminology of [15] . But this implies the linear isoperimetric inequality, by [15] 
Proof. This is immediate from the universal property for u, Lemma 12.2, and from naturality.
Question. If G is a hyperbolic group, then is H 2 (∞) ( X, A) = 0 for all normed abelian groups A and all Eilenberg-MacLane spaces X of type K(G, 1) with X (2) finite?
Observe that the answer is affirmative if A = Z or R, as was established in §5
above. Taken in conjunction with Theorem 12.3, an affirmative answer in general would give a homological characterization of hyperbolic groups, as those finitely presented groups G for which H These considerations motivate the following definition.
Definition. The finitely presented group G is called metabolic 7 if there is a finite presentation P for G and space X of type K(G, 1) with X (2) = X P , the 2-complex canonically associated to P, such that H 2 (∞) ( X, A) = 0 for all normed abelian groups A. Such a group G is necessarily hyperbolic; it is an open question whether the converse is true.
There is the question of independence of this definition on the presentation P and Eilenberg-MacLane space X for G. We next explain why this is the case. We recall from [15] the standard norm |z| s on z ∈ Z 1 ( X) ∼ = C 2 ( X)/Z 2 ( X) is given by minimizing the ℓ 1 -norm on 2-chains (for the canonical basis of 2-cells of X) in a coset of C 2 ( X)/Z 2 ( X). There is also the norm on Z 1 ( X) induced from the ℓ 1 -norm | | 1 on C 1 ( X). It was established in [15] that the finitely presented group G is hyperbolic iff there exists a constant C > 0 such that |w| s ≤ C ℓ(w) for all edge-circuits w of X. Briefly, the reason for this is that if w is an edge-circuit in X (1) , then |w| s is equal to the weak area of w, so the inequality translates into the weak linear isoperimetric inequality; this is equivalent to the linear isoperimetric inequality by results of [15] . Compare this with the next result, which gives a criterion for G to be metabolic. 7 A possibility is to call such groups superhyperbolic, which seems redundant. The prefix meta means 'beyond', which strikes me as appropriate, if this notion turns out to be different from hyperbolic.
Proposition 12.5. The group G is metabolic iff for some X as above there is a retraction ρ : C 1 ( X) → Z 1 ( X) of abelian groups and a constant M > 0 such that |ρ(c)| s ≤ M |c| 1 for all c ∈ C 1 ( X).
Remark. A retraction of C 1 ( X) onto its subgroup Z 1 ( X) always exists since the homology of X is free abelian concentrated in degree 0.
Proof of Proposition. Metabolicity is equivalent to the vanishing of the universal ℓ ∞ 2-cocycle u in H 2 (∞) ( X, C 2 ( X)/Z 2 ( X)), which amounts to u = δc for some c ∈ C 1 (∞) ( X, C 2 ( X)/Z 2 ( X)). Thus c is given by a homomorphism of abelian groups ρ :
whose values on the edges of X have bounded standard norms. The equation u = δc translates equivalently into the statement that this homomorphism ρ : C 1 ( X) → Z 1 ( X) is a retraction for the inclusion Z 1 ( X) ⊂ C 1 ( X), and the statement about boundedness of standard norms translates into the inequality |ρ(e)| s ≤ M for constant M and for all edges e of X. This yields immediately the inequality |ρ(c)| s ≤ M |c| 1 for all chains c ∈ C 1 ( X). Since all of the above steps are reversible, the proposition is established.
Corollary 12.6. The criterion that the finitely presented group G be metabolic is independent of the finite presentation P for G and space X of type K(G, 1) with
Proof. Independence of X follows immediately from the preceding Proposition, since the criterion is expressed in terms of the 1-skeleton X (1) . To see independence of P, one can use Tietze transformations of types I and II [32] (and their inverses) to move between two finite presentations for G and check that the criterion is invariant under these transformations.
To state the next corollary, we need to recall the definition of a combing of G. This is simply an assignment ω of an edge-path ω(g) of the Cayley graph Γ = X from the vertex 1 to the vertex g, identifying vertices of Γ with elements of the group G.
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Corollary 12.7. The finitely presented group G is metabolic if there is a combing ω of the Cayley graph Γ (for finite set of generators S) for G so that the areas of the edge-circuits ω(g) · s · ω(gs) −1 are uniformly bounded for all g ∈ G, s ∈ S.
Proof. Let e = (g, s, gs) be an edge of Γ. We define the map ρ :
(where X is as in Proposition 12.5) by the rule ρ(e) is the 1-cycle associated to the edge-circuit ω(g) · s · ω(gs)
, and we extend by linearity. Then |ρ(e)| s ≤ M , where M is the bound on the areas of all these edge-ciruits, from which it follows that |ρ(c)| s ≤ M |c| 1 for all c ∈ C 1 ( X).
It remains to prove that that ρ(z) = z for all z ∈ Z 1 ( X). Consider first a simple edge-circuit u = e 1 e 2 . . . e n in Γ. We can cone u from the base point 1 using the combing ω. It follows that in Z 1 ( X) we have the identity u = n i=1 ρ(e i ) (where u on the left denotes the cycle represented by the circuit of the same name), since the edges introduced in the combing cancel in pairs in the sum on the right. On the other hand, the right hand side of this identity is by definition ρ(u). It follows that u = ρ(u) for all simple edge-circuits. But the general 1-cycle can be written as a linear combination of (cycles determined by) simple edge-circuits, whence z = ρ(z) for all z ∈ Z 1 ( X). This completes the proof.
There is in fact a converse for Corollary 12.7 involving "weak areas", which we now discuss.
Theorem 12.8. Let P be a finite presentation for the group G, let X P be the 2-complex canonically associated to P, and let Γ = X (1) P be the Cayley graph. If G is metabolic, then there exists a combing {ω(g), g ∈ G} of Γ and constant M > 0 so that the weak areas of the edge-circuits π(e) =: ω(∂ 0 e) · e · ω(∂ 1 e) −1 are uniformly bounded by M for all edges e of Γ.
Proof. Let X be a space of type K(G, 1) with X (2) = X P and let u be the universal 2-cocycle,
Now X is contractible, so u = δh for some h ∈ C 1 ( X, Z 1 ( X)). Let g ∈ G considered as a vertex of Γ, and let γ, ω be two edge-paths of Γ from the vertex 1 to g. Let the circuit ωγ
, and this is the cycle ∂D in the isometric abelian group Z 1 ( X). In addition, ∂D = ω − γ when considered in the group C 1 ( X). The result is that h, ω − h, γ = ω − γ when considered in C 1 ( X). Hence ω − h, ω = γ − h, γ in C 1 ( X) for all edge-paths ω, γ joining 1 to g, so this 1-chain is independent of edge-path joining 1 to g. Now choose an edge-path ω(g) from 1 to g whose 1-chain is this common value ω − h, ω . In particular, setting ω = ω(g) we obtain h, ω(g) = 0. This gives a combing {ω(g), g ∈ G} of Γ, whose properties we shall investigate. Note first that if we set π(e) = ω(∂ 0 e) · e · ω(∂ 1 e) −1 for edge e of Γ, then h, π(e) = h, e . Now suppose that G is metabolic, so u respresents 0 in H 2 (∞) ( X, Z 1 ( X)). Then one can choose h ∈ C 1 (∞) ( X, Z 1 ( X)) with δh = u. Then there is a constant M > 0 so that | h, e | s ≤ M for all edges e of Γ. Hence by the preceding paragraph we have | h, π(e) | s ≤ M for all edges e. But one now uses δh = u to show that | h, π(e) | s is the weak area of the edge-circuit π(e), and the proof is complete.
Remark. It follows from the preceding two results that a finitely presented group G is metabolic iff some Cayley graph (and hence all Cayley graphs) for G has a combing satisfying the weak area criterion of Theorem 12.8.
Remark.
A basic question is to give a homological characterization of hyperbolic groups in the class of finitely presented groups. What I succeeded in doing here is giving a necessary condition and a sufficient condition. If G is hyperbolic, then H 2 (∞) (G, Z) = 0. If H 2 (∞) (G, A) = 0 for all normed abelian groups A, then G is hyperbolic. It is evident that there is a distance between these, which is unfilled at the time of writing.
For reference we can summarize the characterizations of metabolic groups proved in this section in the following result.
Theorem 12.9. The following are equivalent for a space X of type K(G, 1) with X (2) finite.
(1) G is metabolic. 
of normed abelian groups, where Z 1 ( X) is equipped with the standard norm. (6) There exists a thin combing ω of X (1) from the base vertex v 0 in the sense that the weak areas of the edge-circuits π(e) =: ω(∂ 0 e) · e · ω(∂ 1 e) −1 are uniformly bounded as e ranges over the oriented edges of X. (7) There exists a bounded additive splitting for the boundary map ∂ :
, where B 0 ( X) is given the standard norm from the map ∂.
Proof. The equivalence of (1)- (6) is contained in the various previous results of this section. As for (7), consider the exact sequence
where i is the inclusion. If ρ : C 1 ( X) → Z 1 ( X) is a bounded retraction for i, then the bounded endomorphism 1 − i • ρ of C 1 ( X) kills Z 1 ( X), so factorizes to give a bounded section s : B 0 ( X) → C 1 ( X) for ∂. Conversely, if s is a bounded section for ∂, then 1 − s • ∂ is a bounded endomorphism of C 1 ( X) which factorizes through Z 1 ( X) to give the desired bounded retraction ρ for the inclusion i :
This completes the proof.
In view of Theorem 12.9 (7), it is of interest to see how little information is needed to produce a bounded additive section for the boundary map ∂ : C 1 ( X) → B 0 ( X), and thereby ensure metabolicity. We denote by d(v, v ′ ) the word metric on Γ = X Theorem 12.10. Let X be a space of type K(G, 1) with X (2) finite. Then G is metabolic iff there exists an assignment to each pair of vertices v, v ′ of X of an edge-path p(v, v ′ ) starting at v and ending at v ′ such that conditions (1) and (2) below are satisfied:
Proof. Note that condition (2) guarantees that the 1-chain associated to p(v, v) is 0, and this fact together with (1) imply that at the level of 1-chains we have
If G is metabolic, then there exists a bounded additive section s :
, so we set p(v, v ′ ) to be any edge path of X whose associated 1-chain is s(v ′ − v). It is readily checked that this assignment has the desired properties (1) and (2), where K in (2) is a bound for the section s.
Conversely, suppose that the assignment p(v, v ′ ) exists with properties (1) 
To see that this is independent of w, let w ′ be another vertex. Then we have
It is now an easy matter to check that s is additive and a section for the boundary map ∂.
To prove that s is bounded, let b ∈ B 0 ( X) and let c ∈ C 1 ( X) be such that ∂c = b and |c| 1 = |b| s . Write c = ℓ i=1 e i , where e i are oriented edges of X and ℓ = |c| 1 
and it follows that the section s is bounded. This completes the proof.
Remark. Although it follows that
for the edge-paths p(v, v ′ ) in 12.10, it is not the case that these paths can be chosen to be quasi-geodesics. The typical situation is that the 1-chain determined by p(v, v ′ ) has several connected components and that the diameters of the supports of these chains are unbounded (cf. Proposition B5 in Appendix B below).
In the case of finite aspherical 2-complexes, we can highlight the formal distinction between metabolic and hyperbolic groups (bearing in mind that there as yet is no verified example distinguishing the two notions) as follows.
Definition. If S is a set we let ℓ 1 (S) denote the set of functions of finite support from S to Z equipped with the ℓ 1 -norm |f | 1 = s∈S |f (s)|. Let ℓ ∞ (S) be the set of bounded functions f : S → Z with the sup norm |f | ∞ = sup s∈S |f (s)|.
Proposition 12.11. Let X be a finite aspherical 2-complex with fundamental group G.
(1) G is metabolic iff H Proof. Note that C 2 ( X) is of the form ℓ 1 (S 0 ) where S 0 is the set of oriented 2-cells of X. Since X is an aspherical 2-complex, C 2 ( X) = Z 1 ( X) as normed abelian groups, where the latter group is equipped with the standard norm. Thus the first conclusion of the Proposition follows from the equivalence of (1)- (3) in Theorem 12.9.
Passing to the second statement, assume first that G is hyperbolic. Note that an ℓ ∞ 2-cocycle z on X with values in ℓ ∞ (S) is the same as a collection of ℓ ∞ 2-cocycles z(s) with values in Z indexed s ∈ S together with a common bound on their norms. The cocycle z cobounds from C One proceeds now exactly as in the proof of Theorem 11.1 to show that X satisfies the weak linear isoperimetric inequality with isoperimetric constant K. It follows that G satisfies the linear isoperimetric inequality, and hence G is hyperbolic. This completes the proof.
Remark. The argument above shows that if G is hyperbolic then H 
Proof. Let p(g, g ′ ) be as in Proposition 12.10, where g, g ′ range over the vertices G of Γ, so we can consider the edge-path p(g, g ′ ) as an element of C 1 (Γ, R). It follows from (1) and (2) of 12.10 that there is a constant
10 (1), and the inequality 12.12.1 follows.
n i e i , where n i ∈ Z and e i are distinct oriented edges. Hence one has ( |n i |) Remark. It follows from 12.12.1 that a metabolic group admits a bilipschitz imbedding in the Banach space ℓ 1 and from 12.12.2 that it admits a "uniform" lipschitz imbedding in the Hilbert space ℓ 2 , in the terminology of [36] , where in fact the metric is at most quadratically distorted.
Example. A quasi-convex subgroup H of a metabolic group G is metabolic. To see this, one considers a nearest point projection ρ : G → H as in the proof of Theorem 7.3 to produce a right inverse for the restriction homomorphism res : Example (suggested by M. Kapovich). Let X be a K(G, 1) with X (2) finite and let T be a maximal tree of X. Associated to T is a natural projection ρ T :
T denotes the geodesic in T joining the vertices v, v ′ , and the same symbol has been used for the circuit and the cycle it determines.
It is natural to ask when ρ T satisfies the criterion of Proposition 12.5, i.e. to ask when |ρ T (c)| s ≤ M |c| 1 for constant M and all c ∈ C 1 ( X). But |ρ T (c)| 1 ≤ C|ρ T (c)| s for a constant C and all c ∈ C 1 ( X) since the map from quotient norm to ℓ 1 -norm is continuous, so the two inequalities together imply |ρ T (e)| 1 is bounded, where e ranges over edges of X. But this implies that the distances d T (∂ 0 e, ∂ 1 e) are bounded, and the boundedness of these distances is equivalent to the assertion that the inclusion T ⊂ X (1) is a quasi-isometry. But this last statement implies that the Cayley graph of G is quasi-isometric to the tree T , whence G is virtually free [17] .
Hence we see that if the projection ρ T satisfies the criterion of Proposition 12.5, then the group G is virtually free. It follows that, except for virtually free groups, combings satisfying the criterion of Proposition 12.5 cannot arise from maximal trees in the Cayley graph. §13. Higher dimensional isoperimetric inequalities.
Definition. Let X be a space of type K(G, 1) with X (i) finite for i ≤ n + 1. We say that X satisfies the linear isoperimetric inequality for n-cycles if there exists M > 0 so that for all z ∈ Z n ( X) there exists c ∈ C n+1 ( X) such that ∂c = z and |c| 1 ≤ M |z| 1 . Here the norms are the ℓ 1 -norms for the chain groups C n+1 ( X), C n ( X).
One can show that the linear isoperimetric inequality for n-cycles is a geometric property of groups, so we can speak of G satisfying the linear isoperimetric inequality for n-cycles.
This notion can be reformulated in terms of the "standard norm" |z| s = inf{|c| 1 | c ∈ C n+1 ( X), ∂c = z} as follows.
Lemma 13.1. X satisfies the linear isoperimetric inequality for n-cycles iff the standard norm on n-cycles is equivalent to the restriction of the ℓ 1 norm on C n ( X) to Z n ( X).
Proof. The existence of a constant M > 0 so that |z| 1 ≤ M |z| s , z ∈ Z n ( X), follows since the map from quotient (i.e. filling) norm to ℓ 1 -norm is continuous. The existence of M > 0 so that 1 M |z| s ≤ |z| 1 is equivalent to the linear isoperimetric inequality for n-cycles, which therefore holds iff the two norms are equivalent.
Remark. We show in Appendix A that a finitely presented group is hyperbolic iff it satisfies the linear isoperimetric inequality for 2-chains filling 1-cycles.
Problem. Do hyperbolic groups satisfy the linear isoperimetric inequality for ncycles for all n ≥ 1?
It may come as a surprise that this is an open question. In fact, the case n = 2 was only recently settled as a consequence of results of [35] . Otherwise all that is known is that, since hyperbolic groups are automatic and automatic groups satisfy the isoperimetric inequalities of Euclidean space [7] , hyperbolic groups satisfy these latter isoperimetric inequalities. The main result of this section is Theorem 13.2. Metabolic groups satisfy the linear isoperimetric inequality for n-cycles for all n ≥ 1.
Proof. Let G be a metabolic group. Since G is hyperbolic, there exists a space X of type K(G, 1) is X (n) finite for all n by Rips's theorem [17] . Thus C n ( X) is a finitely generated ZG-module for all n.
We shall establish by induction on i that
is a retract by a bounded homomorphism of C i ( X), and (2) the standard norm on Z i ( X) is equivalent to the ℓ 1 -norm. The induction starts with i = 1, where (1) holds by Theorem 12.9 and (2) holds by the result of Appendix A.
Suppose then in the inductive step that (1) and (2) hold for i = n − 1 ≥ 1. We establish them for i = n. Consider the exact sequence
, the ball of radius M K centered at the base point v 0 of X. But there are only finitely many n-cycles of ℓ 1 -norm at most M supported in B M K (v 0 ). Writing each of these as the boundary of an (n + 1)-chain, we see that there is maximum norm M ′ for a filling of z i which is independent of i and of e. Thus ρ n (e) is the boundary of an (n + 1)-chain s n (e) of ℓ 1 -norm at most kM ′ ≤ M M ′ , where M, M ′ are constants independent of the n-cell e. Now define s n : C n ( X) → C n+1 ( X) as the linear extension of the map e → s n (e), so ∂ n+1 • s n (e) = ρ n (e) for all n-cells e. Then the composition of the inclusion Z n ( X) ⊂ C n ( X) with s n is a bounded homomorphism with norm at most M M
′ |z| 1 , whence the two norms on Z n ( X) are equivalent, and (2) is established. This completes the proof.
Corollary 13.4. Let X be a space of type K(G, 1) where X (n) is finite for all n. If G is metabolic, then H n (∞) ( X, A) = 0 for all normed abelian groups A and all n ≥ 2.
Then z is the same thing as a bounded homomorphism ζ : Z n−1 ( X) → A, where Z n−1 ( X) is given the standard norm. But this is equivalent to the restriction of the ℓ 1 -norm from C n−1 by the theorem, so composing ζ with ρ n−1 : C n−1 ( X) → Z n−1 ( X) gives a bounded homomorphism ζ • ρ n−1 : C n−1 ( X) → A. Now this latter map is the same thing as a cochain c ∈ C n−1 (∞) ( X, A) with δc = z, and it follows that H n (∞) ( X, A) = 0.
Theorem 13.5. Let X be a space of type K(G, 1) with X (n) finite for all n. A necessary and sufficient condition that G be metabolic is that there exist homomorphisms s n : C n ( X) → C n+1 ( X), n ≥ 0, where s n is bounded for the ℓ 1 -norms on the chain groups of X for n ≥ 1, so that 1 = ∂ n+1 s n + s n−1 ∂ n for all n ≥ 1.
Proof. Suppose first that the bounded homomorphisms s n exist, n ≥ 1, satisfying the conclusion. Define ρ 1 :
This map is clearly bounded for the ℓ 1 -norm on C 1 ( X) and takes values in Z 1 ( X). If z ∈ Z 1 ( X), then ρ 1 (z) = ∂ 2 s 1 (z) = (∂ 2 s 1 + s 0 ∂ 1 )(z) = z, and it follows that ρ 1 gives a bounded retraction of C 1 ( X) to Z 1 ( X). Thus G is metabolic.
Conversely, if G is metabolic, then a bounded retraction ρ 1 : C 1 ( X) → Z 1 ( X) exists. The construction of the proof of Theorem 13.2 produced bounded homomorphisms s n : C n ( X) → C n+1 for n ≥ 1 so that 1 = ∂ n+1 s n + s n−1 ∂ n for all n ≥ 2, and such that ρ 1 = ∂ 2 s 1 . To complete the proof we need only define a homomorphism s 0 : C 0 ( X) → C 1 ( X) so that 1 = ∂ 2 s 1 + s 0 ∂ 1 . For this we refer to Theorem 12.9 (7), which produced a bounded splitting s for the boundary map ∂ 1 : C 1 ( X) → B 0 ( X). We recall that s was constructed by observing that the endomorphism 1 − i • ρ 1 of C 1 ( X) (where i : Z 1 ( X) → C 1 ( X) is the inclusion) kills Z 1 ( X) and hence factorizes to give a bounded section s :
Pick a vertex v 0 as base point for X and define s 0 : C 0 ( X) → C 1 ( X) as the linear extension of the map v → s(v − v 0 ). One checks that 1 − ∂ 2 s 1 = 1 − i • ρ 1 = s 0 ∂ 1 , and the proof is complete.
Remark. The meaning of Theorem 13.5 is that the chain complex C ⋆ ( X) admits a contracting homotopy {s n , n ≥ 0} so that s n is a bounded homomorphism for n ≥ 1. The homomorphism s 0 is not bounded for the ℓ 1 -norm on C 0 ( X) although its restriction s = s 0 | B 0 ( X) : B 0 ( X) → C 1 ( X) is bounded for the standard norm on B 0 ( X).
Corollary 13.6. With X, G as in Theorem 13.5 and G metabolic, one has that the inclusion A) is undistorted for all normed abelian groups A and all i ≥ 2. X, A) , and we get a linear bound on the norm of h in terms of that of f . This shows that the inclusion in the statement of the Corollary is undistorted.
Here is an application of the preceding result.
Proposition 13.7. Let G be the fundamental group of a finite graph of metabolic groups. Then H n (∞) (G, A) = 0 for all normed abelian groups A and all n ≥ 3. Remark. There is no assumption here of quasi-convexity on the inclusion of edge groups in vertex groups in the graph of groups.
Proof of Proposition. We apply the analog of the Mayer-Vietoris exact sequence of §9 (where the results were stated for Z-coefficients) to general normed coefficient groups A. The term H n (∞) (G, A) occurs between a term involving an ℓ ∞ product involving (n − 1)-dimensional cycles and boundaries for the edge groups and a term involving an ℓ ∞ product invvolving n-dimensional cycles and boundaries for vertex groups. Using Proposition 13.6 one deduces that both of these terms surrounding H n (∞) (G, A) vanish provided n ≥ 3.
Remark. An example of a nonvanishing H 3 (∞) is given by H 3 (∞) (G, Z) where G is any lattice in a 3-dimensional solvable Lie group [13] . A) is distorted in general. This can be seen from the fact that the inclusion B 0 ( X) ⊂ C 0 ( X) is in general distorted, where B 0 ( X) is equipped with the standard norm from the surjection C 1 ( X) ∂ − → B 0 ( X) and where C 0 ( X) is equipped with the ℓ 1 -norm for the basis of 0-cells.
We return now to the Mayer-Vietoris exact sequence considered in §9, Corollary 9.2, but in the situation of arbitrary normed abelian coefficient group A, where we observe that the theory works in the same way for A as for coefficents Z, the case considered in §9. The terms in the exact sequence 9.2 are in general difficult to compute, as we observed in Lemma 9.3, because the coboundaries B There is one case however where there is no distortion for j = 1, occurring in the next result.
by ρ(e) = π(e), where π(e) on the right side denotes, by abuse of notation, the cycle determined by the circuit of that name. We have already seen in §13 that ρ is a bounded retraction of normed abelian groups (the norm on Z 1 ( X) is unambiguous since X is a hyperbolic surface, by Appendix A above), and hence ρ determines an ℓ ∞ 1-cochain c ∈ C 1 (∞) ( X, Z 1 ( X)) by the rule c(e) = ρ(e). So far the situation is as in §13, and we have δc = u, where u ∈ Z 2 (∞) ( X, Z 1 ( X)) is the universal ℓ ∞ 2-cocycle. Now X can be identified with the hyperbolic plane (up to coarse quasi-isometry), for which we use the Poincaré disc model. Choose our base vertex to be the origin and consider the open ball B(M + r) of radius M + r centered at the origin. The complement is homotopy equivalent to a circle, so we can find a simple edge-circuit w in X − B(M + r) which represents a generator of its fundamental group. Let D be the disc bounded by w in X, which we view as a van Kampen diagram imbedded in X. Now X is contractible, so we have C 2 ( X) ∂ ∼ = B 1 ( X) = Z 1 ( X). Let D denote the chain it determines in these groups by an abuse of notation; this is harmless since the 3 groups are canonically identified and have equivalent norms. We then have D = u, D = δc, D = c, ∂D .
Now the support of the right hand side of this equation is contained in the Mneighborhood of the boundary cycle ∂D = w, so this is disjoint from B(r). On the other hand, B(r) is contained in the support of the left hand side. For positive r this is a contradiction. It follows that the numbers M (e) are unbounded, and the proof is complete.
There is also the question of equivariance properties of thin combings, which we can now dispose of in the negative.
Corollary B2. Let X be a closed hyperbolic surface and let p : B 0 ( X) → C 1 ( X) be a bounded additive section for the boundary map ∂ : C 1 ( X) → B 0 ( X). Then p cannot be chosen equivariantly for the left action of G.
Proof. We argue by contradiction, assuming to the contrary that p is G-equivariant. Let p(v, v ′ ) be an edge-path of X chosen equivariantly so that p(v ′ − v) = p(v, v ′ ), where we use the same symbol p(v, v ′ ) for the the 1-chain it determines in C 1 ( X). Choose a vertex v 0 as base point. Let K be a bound on |p(v, v ′ )| 1 where v, v ′ are at distance 1 (see Theorem 12.10 (2)).
We claim that the paths p(v 0 , v) give a thin combing of X. To see this, let e be an oriented edge of X joining the vertex v to the vertex v ′ , and let π(e) = p(v 0 , v) · e · p(v 0 , v ′ ) −1 . Then |π(e)| 1 = |p(v 0 , v) + e − p(v 0 , v ′ )| 1 = |p(v ′ , v) + e| 1 ≤ K + 1, and it follows that this combing is thin.
But there are only finitely many orbits of such edges e under the G-action, so there are only finitely many orbits of 1-chains π(e) = p(v ′ , v) + e. This implies that the union of S(e) and e has uniformly bounded diameter, where S(e) is the support of the chain π(e) and where e ranges over the edges of X. But this contradicts Proposition B1, and the result follows.
I want now to point out another feature of thin combings which shows just how strange they really are. Proposition B1 shows that for a thin combing of a hyperbolic surface group the supports of the 1-chains associated to the edge-circuits π(e) cannot be localized to a uniform diameter neighborhood of the edge e. In fact this lack of locality is even more extreme, as is the content of Proposition B3. Let M be a closed triangulated hyperbolic surface and let ω be a thin combing of M (1) from the base point. Then for every 2-cell α of X, there are infinitely many oriented edges e of X so that α appears with nonvanishing coefficient in the 2-chain associated to every filling of the edge-circuit π(e) = ω(∂ 0 e)· e · ω(∂ 1 e) −1 .
Proof. Note that M is quasi-isometric to the hyperbolic plane, hence M is a contractible 2-complex. Thus the 2-chain associated to a filling of an edge-circuit of M (1) is independent of the filling. It is equivalent to say that the cellular boundary map C 2 ( M )
is an isomorphism, and hence B 1 ( M ) is isomorphic as normed abelian group with the standard norm to C 2 ( M ) with the ℓ 1 -norm for basis of an oriented set of 2-cells.
We recall from §13 how a thin combing ω arises from a bounded retraction ρ : C 1 ( M ) → B 1 ( M ) for the inclusion homomorphism B 1 ( M ) ⊂ C 1 ( M ). One chooses a vertex v 0 as base point and one selects any edge path p v from v 0 to the vertex v. Then the 1-chain of the edge-path ω(v) from v 0 to v is given by p v − ρ(p v ) (so ω(v) itself is not determined but only its 1-chain in C 1 ( M )). One checks that the 1-chain ω(v) is independent of the choice of path p v . Then one has π(e) = ρ(e) as 1-chains. We proceed now by contradition and assume that there is a 2-cell α of M such that α occurs in fillings of only finitely many π(e), say, π(e 1 ), π(e 2 ), . . . , π(e n ), and note from the preceding paragraph that π(e i ) = ρ(e i ) for each i. Let F the integer valued function on 2-cells given by F (α) = 1 and F (β) = 0 if β = ±α. Then F ∈ Z 2 f ( M , Z), where the subscript 'f ' indicates compact supports. We recall in this context that H 2 f ( M , Z) = Z and that the class of F is a generator. Consider now the 1-cochain F •ρ. Since α occurs only in fillings of the π(e i ) = ρ(e i ), it follows that F •ρ is supported on the 1-cells e i , 1 ≤ i ≤ n, and hence that F •ρ ∈ C 1 f ( M , Z).
In addition we have δ(F • ρ) = F • ρ • ∂ 1 = F (we are using here the identification of B 1 ( M ) with C 2 ( M ) via the isomorphism ∂ 1 ). But this means that H |a| ≤ |a| ′ ≤ K|a| for all a ∈ A. We say that the normed abelian group A is bounded if there exists M > 0 such that |a| ≤ M for all a ∈ A. For example, any abelian group A can be equipped with the bounded norm given by |a| = 1 if a = 0 and |0| = 0.
A homomorphism f : A → B of normed abelian groups is said to be bounded if there exists M > 0 so that |f (a)| ≤ M |a| for all a ∈ A. It is said to be undistorted if it is injective and bounded and if in addition there exists K > 0 so that |a| ≤ K|f (a)| for all a ∈ A. Note that the bounded injective homomorphism f is undistorted iff the norm a → |f (a)| and the given norm on A are equivalent.
If f : A → B is a surjective homomorphism of abelian groups and if A is equipped with the norm a → |a|, then the quotient pseudonorm on B is determined by the rule |b| = inf{|a| | a ∈ A, f (a) = b}, b ∈ B.
A short exact sequence
of normed abelian groups is said to be proper if i is undistorted and if the given norm on A ′′ is equivalent to the quotient pseudonorm determined by the norm on A and the surjective homomorphism j.
Let X ′ be a K(G, 1) complex with finite n-skeleton and let X be its universal cover. Then the ℓ ∞ cohomology groups H for which the ℓ ∞ -cohomology is defined.
Proof. We have the proper short exact sequence of normed abelian groups (C.2.1)
where A is the quotient group equipped with the quotient norm. Observe that A is bounded, since every real valued function is at most distance which induces in the usual way the long exact sequence of ℓ ∞ -cohomology groups when these are defined. We apply the long exact sequence to (C.2.1) and use Lemma C.1 to give vanishing of every third term, and the conclusion of Proposition C.2 follows. hyperbolic groups, then it appears to follow that all hyperbolic groups are metabolic. There are several people working on this, but the outcome is still in doubt. I omitted the construction of thin combings from the final version because my contribution overlapped with the result of [38] Appendix.
In the meantime I proposed a weaker notion of R-metabolicity which has proved to be useful and easier to establish in examples; the finitely presented group G is said to be R-metabolic if H D. Toledo and I showed that the fundamental group of a closed Riemannian manifold of strictly negative sectional curvature is R-metabolic 12 , and I. Mineyev has shown that if G is the fundamental group of a finite piecewise hyperbolic simplicial complex (so all simplices are geodesic simplices in hyperbolic space and all gluings along faces are done by isometries) of nonpositive curvature (so all links satisfy the CAT(1)-condition), then G is R-metabolic. 13 However the issue of the geodesic flow turns out, the connection between (R-)metabolicity and negative curvature is firmly established.
