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Abstract. In this short paper we introduce the notions of backbones
and backdoors in the context of qualitative constraint networks. As mo-
tivation for the study of those structures, we argue that they can be used
to define collaborative approaches among SAT, CP, and native tools, in-
spire novel decomposition and parallelization techniques, and lead to the
development of adaptive constraint propagators with a better insight into
the particularities of real-world datasets than what is possible today.
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1 Introduction
Qualitative Spatial and Temporal Reasoning (QSTR) is a Symbolic AI approach
that deals with the fundamental cognitive concepts of space and time in a qual-
itative, human-like, manner [12,7]. For instance, in natural language one uses
expressions such as inside, before, and north of to spatially or temporally relate
one object with another object or oneself, without resorting to providing quanti-
tative information about these entities. QSTR provides a concise framework that
allows for rather inexpensive reasoning about entities located in space or time
and, hence, further boosts research and applications to a plethora of areas such
as dynamic GIS [4], cognitive robotics [8], and deep learning [11,1]. Qualitative
spatial or temporal information can be typically captured by a qualitative con-
straint network (QCN), i.e., a network of constraints corresponding to qualitative
spatial or temporal relations between the respective kinds of variables.
Here, we introduce the notions of backbones and backdoors [21] in the con-
text of QSTR, in order to facilitate the integration of QCNs into more generic
paradigms such as SAT and CP on the one hand, but also motivate the fur-
ther study of QCNs themselves in an effort to obtain a better understanding of
their computational characteristics on the other hand. In short, a backbone in
a given QCN represents the part of it that can only map to a single qualitative
configuration (e.g., the relationship between two regions can only be such that
one is contained inside the other), and a backdoor in a given QCN represents its
intractable part for some local consistency (i.e., utilizing that consistency alone
does not allow one to decide the satisfiability of the QCN). We argue that these
notions can drive both theoretical and practical future research (see Section 4).
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(b) A solution σ of N
Fig. 1: Figurative examples of QCN terminology using Interval Algebra; symbols p, e,
m, o, d, s, and f correspond to the atoms precedes, equals, meets, overlaps, during,
starts, and finishes respectively, with ·i denoting the converse of · (note that ei = e)
2 Preliminaries
A binary qualitative constraint language is based on a finite set B of jointly
exhaustive and pairwise disjoint relations, called the set of base relations [13],
that is defined over an infinite domain D. These base relations represent definite
knowledge between two entities with respect to the level of granularity provided
by the domain D; indefinite knowledge can be specified by a union of possible base
relations, and is represented by the set containing them. The set B contains the
identity relation Id, and is closed under the converse operation (−1). The total set
of relations 2B is equipped with the usual set-theoretic operations of union and
intersection, the converse operation, and the weak composition operation denoted
by  [13]. For all r ∈ 2B, r−1 = ⋃{b−1 | b ∈ r}. The weak composition () of
two base relations b, b′ ∈ B is defined as the smallest (i.e., strongest) relation
r ∈ 2B that includes b ◦ b′, or, formally, b  b′={b′′ ∈ B | b′′∩(b ◦ b′) 6= ∅}, where
b ◦ b′={(x, y) ∈ D × D | ∃z ∈ D such that (x, z) ∈ b ∧ (z, y) ∈ b′} is the (true)
composition of b and b′. For all r, r′ ∈ 2B, r  r′ = ⋃{b  b′ | b ∈ r, b′ ∈ r′}.
As an illustration, consider the well-known qualitative temporal constraint
language of Interval Algebra (IA), introduced by Allen in [2]. IA considers time
intervals (as temporal entities) and the set of base relations B = {e, p, pi, m,
mi, o, oi, s, si, d, di, f , fi} to encode knowledge about the temporal relations
between intervals on the timeline; the symbols are explained in the caption of
Figure 1. Specifically, each base relation represents a particular ordering of the
four endpoints of two intervals on the timeline, and e is the identity relation Id.
The problem of representing and reasoning about qualitative information can
be modeled as a qualitative constraint network, defined in the following manner:
Definition 1. A qualitative constraint network (QCN) is a tuple (V,C) where:
– V = {v1, . . . , vn} is a non-empty finite set of variables, each representing
an entity of an infinite domain D;
– and C is a mapping C : V × V → 2B such that C(v, v) = {Id} for all v ∈ V
and C(v, v′) = (C(v′, v))−1 for all v, v′ ∈ V .
An example of a QCN of IA is shown in Figure 1a; for clarity, converse rela-
tions as well as Id loops are not mentioned or shown in the figure.
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Definition 2. Let N = (V,C) be a QCN, then:
– a solution of N is a mapping σ : V → D such that, ∀(u, v) ∈ V × V ,
∃b ∈ C(u, v) such that (σ(u), σ(v)) ∈ b (see Figure 1b);
– the constraint graph of N is the graph (V,E) with {u, v} ∈ E iff C(u, v) 6= B;
– given a subset S ⊆ V × V , a refinement NS of N with respect to S is a
QCN (V,C ′) such that ∀(u, v) ∈ S we have C ′(u, v) ⊆ C(u, v); if in addition
|C ′(u, v)| = 1 ∀(u, v) ∈ S, then the refinement NS is called atomic.
Let us further introduce the following operation that substitutes C(v, v′)
with r ∈ 2B in a given QCN: given a QCN N = (V,C) and v, v′ ∈ V , we have
that N[v,v′]/r with r ∈ 2B yields the QCN N ′ = (V,C ′) defined by C ′(v, v′) = r,
C ′(v′, v) = r−1 and ∀(u, u′) ∈ (V × V ) \ {(v, v′), (v′, v)}, C ′(u, u′) = C(u, u′).
3 Backbones and Backdoors in QCNs
In this section we introduce the notions of backbones and backdoors in QCNs.
In essence, these notions mirror the respective ones defined in [21] for classical
(finite-domain) constraint programming; however, in our context the definitions
that we provide are quite different from a technical point of view, in that they
involve the constraints of QCNs rather than their variables, and the backdoors
particularly are tied to local consistencies instead of sub-solvers (cf. [21]).
Given a QCN, a set of constraints (which we simply represent by the set of
pairs of variables they constrain) is called a backbone in that QCN, if there is a
unique atomic refinement with respect to the constrained pairs of variables such
that the QCN is satisfiable. Formally, a backbone is defined as follows:
Definition 3. Given a QCN N = (V,C), a subset S ⊆ V × V is a backbone in
N iff there exists a unique atomic refinement NS of N such that NS is satisfiable.
Clearly, if a QCNN = (V,C) has only one solution, then the entire set V ×V is
a backbone in and of itself. In addition, every QCN has a unique largest backbone
(if any at all). A backbone should be contrasted with a set of frozen constraints,
in the sense defined in [6]; in particular, a frozen constraint is a kind of a hard
constraint that pertains to the background knowledge of a given problem. For
example, a program may need to be compiled before its execution, which would
pose a frozen, fixed, constraint that would not be subject to revision.
Next, we introduce the notion of backdoors. As opposed to backbones, back-
doors are defined with respect to some (local) consistency; when a backdoor set
of constraints in a given QCN is properly instantiated, the consistency can be
utilized to decide the satisfiability of that QCN. We view a consistency φG, where
φ is some operation (such as the weak composition operation) and G a graph, as
a predicate on QCNs, i.e., a function that receives an input QCN and returns true
or false depending on whether φG holds on that QCN or not respectively. Given
a consistency φG, a subset R ⊆ 2B is said to be tractable for φG if φG is complete
for deciding the satisfiability of any QCN defined over R with respect to some
graph G. We require that a consistency is well-behaving (cf. [5]), as the notion
of a backdoor would be overly complicated to define (and utilize) otherwise.
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Definition 4. A consistency φG is well-behaving iff for any QCN N = (V,C)
and any graph G = (V,E) the following properties hold:
– there exists a unique ⊆-maximal φG-consistent sub-QCN of N , denoted by
φ
G(N ) and referred to as the φG-closure of N with respect to G (Dominance);
– φG(N ) is equivalent to N (Equivalence).
Now we are ready to formally define a backdoor, and a stronger variant of it
called a strong backdoor as well.
Definition 5. Given a QCN N = (V,C), a subset S ⊆ V × V is a backdoor
(resp. strong backdoor) in N for a well-behaving consistency φG iff for some
(resp. every) atomic refinement NS of N we have that φG(NS) is defined over a
tractable subset of relations R ⊆ 2B for φG.
Additionally, we can identify the notion of a minimal (strong) backdoor,
defined as follows:
Definition 6. Given a QCN N = (V,C), a backdoor (resp. strong backdoor) S
in N for a well-behaving consistency φG is minimal iff there exists no backdoor
(resp. strong backdoor) S′ in N for φG such that S′ ⊂ S.
Fundamentally, a backdoor in a given instance for some consistency consti-
tutes the hard part of that instance with respect to that consistency, in the
sense that, once that part is dealt with, simply enforcing the consistency in the
instance allows deciding its satisfiability.
Example. We present here a detailed example that illustrates the aforemen-
tioned notions of backbones and backdoors.
First, we recall the definition of G-consistency, which is a fundamental and
widely used well-behaving local consistency for reasoning with QCNs (cf. [17])
that entails consistency for all triples of variables in a given QCN N that corre-
spond to three-vertex cycles (triangles) in an accompanying graph G.
Definition 7. Given a QCN N = (V,C) and a graph G = (V,E), N is said
to be G-consistent iff ∀{vi, vj}, {vi, vk}, {vk, vj} ∈ E we have that C(vi, vj) ⊆
C(vi, vk)  C(vk, vj).
IfG is the complete graph on the variables of a given QCN, then G-consistency
becomes identical to -consistency [17], and, hence, -consistency can be seen as
a special case of G-consistency.
Next, we recall the definition of ◆∪G -consistency, which is a well-behaving local
consistency that is strictly stronger than any of the known practical consistencies
and is based on the idea of partitioning a constraint into singleton relations [20].
Definition 8. Given a QCN N = (V,C) and a graph G = (V,E), N is said to
be ◆∪G -consistent iff ∀{v, v′} ∈ E, ∀b ∈ C(v, v′), and ∀{u, u′} ∈ E we have that
∃b′ ∈ C(u, u′) such that b ∈ C ′(v, v′), where (V,C ′) = G(N[u,u′]/{b′}).
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Fig. 2: A QCN N of Interval Algebra where the underlined base relations are not
present in G(N ), and the double-underlined base relations are additionally not present
in ◆∪G (N ); G is the constraint graph of N , i.e., the graph that results by removing edge
{x2, x5} from the complete graph on {x1, x2, x3, x4, x5}, and is chordal
Given either of the above consistencies, the subset HIA of the relations of
Interval Algebra is tractable for those consistencies; that subset contains exactly
those relations that are transformed to propositional Horn formulas when using
the propositional encoding of Interval Algebra [16]. Further, that tractability
property is maintained with respect to any chordal supergraph of the constraint
graph of a given QCN [3].
We proceed with the description of our detailed example. Consider the QCN
N of Interval Algebra shown in Figure 2, along with its accompanying graph G
described in the caption. Initially, it can be verified that every constraint that
corresponds to some edge in G is defined by a relation that does not belong
to the tractable subset of relations HIA of Interval Algebra; there are 9 such
constraints. After the application of G-consistency on N , the relations corre-
sponding to constraints C(x1, x2) and C(x2, x4) are refined to {p, si} and {d}
respectively, with the latter now belonging to HIA. At this point we can recognize
the set {(x1, x2), (x1, x3), (x1, x4), (x1, x5), (x2, x3), (x3, x4), (x3, x5), (x4, x5)} as
a strong backdoor in N for G-consistency, since any atomic refinement of the
corresponding relations will result in G(N ) being defined over HIA. Upon closer
inspection we can identify the set {(x1, x2), (x4, x5)} as a minimal strong back-
door in N for G-consistency; indeed, any atomic refinement of the corresponding
relations will result in G(N ) being defined over HIA. The singleton {(x4, x5)} is a
backdoor, since there exists an atomic refinement such that G-consistency can be
used to detect the unsatisfiability of the refined QCN, namely, that of C(x4, x5) to
{fi}. After the application of ◆∪G -consistency on N , the relations corresponding
to constraints C(x1, x2), C(x1, x3), C(x1, x4), C(x1, x5), C(x2, x3), C(x3, x4),
C(x3, x5), and C(x4, x5) are refined to {si}, {m}, {f}, {pi, oi}, {p}, {mi}, {pi},
and {pi, di}, respectively, with all relations except the one corresponding to con-
traint C(x4, x5) now belonging to HIA. In fact, at this point we can recognize the
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set {(x1, x2), (x1, x3), (x1, x4), (x2, x3), (x2, x4), (x3, x4), (x3, x5)} as a backbone
in N . Regarding strong backdoors in N for ◆∪G -consistency, the only choice is
the singleton {(x4, x5)}, which is minimal.
In the aforementioned example the use of ◆∪G -consistency made identifying
the largest backbone and a minimal strong backdoor in N for ◆∪G -consistency
effortless; however, it is not expected that this will generally be the case.
4 Discussion
In this section we discuss some of the ways in which the notions of backbones
and backdoors can be exploited and gain impact in the field of QSTR.
Satisfiability Modulo Theories (SMT). Over the past years SAT encodings
of QCNs have been proposed that are very successful in tackling the hardest of
instances, see for example the work in [10]. However, a disadvantage of such en-
condings is that they generally do not scale well compared to native QSTR tools
because they are proportional (to some extent) to the number of variable triples
in a given QCN, see for instance the experimental analysis in [10, Section 6.4]
and [9, Section 5]. The identification of a backdoor in a given QCN for some con-
sistency and parts of a potential backbone, could inspire SMT approaches where
the partial backbone along with the rest of the tractable part of the QCN would
be dealt with by use of a native QSTR tool, and the hard part, the backdoor,
would be treated by an off-the-shelf SAT solver. Further, such combination of
theories could occur lazily by allowing each of the involved decision procedures
to act as a referee upon the other one at each step of the reasoning process.
Decomposition and Parallelization Techniques. A potential backbone in
a QCN can allow for partitioning its constraint graph into simpler to solve in-
stances, perhaps even independently of one another, in parallel; for example, we
can imagine the case where a QCN can be viewed as two overlapping instances
whose common constraints form a local backbone. In the same vein, exposing a
(strong) backdoor in a given QCN with respect to some local consistency, allows
for defining search space splitting approaches, i.e., approaches based on dividing
the search space of the QCN into disjoint subspaces to be explored in parallel [15].
Adaptive Constraint Propagators. Real-world spatio-temporal datasets that
have been studied in the literature tend to be different from synthetic ones, in
that they are usually large-scale and composed of a substantial tractable part
for even the weakest of local consistencies [18,14,19]; thus, it would be perfectly
appropriate to coin the phrase “one consistency does not fit all”. The use of
backbones and backdoors could help us to understand and quantify in a bet-
ter manner the (hidden) structural differences between real-world and synthetic
datasets, and lead to the definition and implementation of generic algorithms
that would adapt themselves to the diverse computational characteristics of the
given instance. Furthermore, such notions could be used for establishing heuris-
tics that would guide search in backtracking algorithms more fruitfully.
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