This paper settles the computational complexity of model checking of several extensions of the monadic second order (MSO) logic on two classes of graphs: graphs of bounded treewidth and graphs of bounded neighborhood diversity. A classical theorem of Courcelle states that any graph property definable in MSO is decidable in linear time on graphs of bounded treewidth. Algorithmic metatheorems like Courcelle's serve to generalize known positive results on various graph classes. We explore and extend three previously studied MSO extensions: global and local cardinality constraints (CardMSO and MSO-LCC) and optimizing a fair objective function (fairMSO). First, we show how these fragments relate to each other in expressive power and highlight their (non)linearity. On the side of neighborhood diversity, we show that combining the linear variants of local and global cardinality constraints is possible while keeping the linear runtime but removing linearity of either makes this impossible, and we provide a polynomial time algorithm for the hard case. Furthemore, we show that even the combination of the two most powerful fragments is solvable in polynomial time on graphs of bounded treewidth.
Introduction
It has been known since the '80s that various NP-hard problems are solvable in polynomial time by dynamic programming on trees and "tree-like" graphs. This was famously captured by Courcelle [6] in his theorem stating that any property definable in Monadic Second Order (MSO) logic is decidable in linear time on graphs of bounded treewidth. Subsequently, extensions to stronger logics and optimization versions were devised [2, 8] while still keeping linear runtime.
However, several interesting problems do not admit an MSO description and are unlikely to be solvable in linear time on graphs of bounded treewidth due to hardness results. In the language of parameterized complexity, Courcelle's theorem runs in fixed-parameter tractable (FPT) time f (|ϕ|, τ )n O(1) , where n is the number of vertices of the input graph, τ its treewidth, ϕ is an MSO formula in prenex form, |ϕ| is the size of the formula, and f is a computable function. On the other hand, the "hard" (specifically, W[1]-hard) problems have algorithms running at best in XP time n g(|ϕ|,τ ) , for some computable function g ∈ ω(1). This lead to several extensions of MSO which, for the price of an XP runtime, allow larger expressive power.
Another research direction was to improve the computational complexity of Courcelle's theorem, since the function f grows as an exponential tower in the quantifier depth of the MSO formula. However, Frick and Grohe [14] proved that this is unavoidable unless P = NP which raises a question: is there a (simpler) graph class where MSO model checking can be done in single-exponential time? This was answered in the affirmative by Lampis [24] , who introduced graphs of bounded neighborhood diversity. These two classes are incomparable: for example, paths have unbounded neighborhood diversity but bounded treewidth, and vice versa for cliques. Bounded treewidth has become a standard parameter with many practical applications (cf. a survey [3] ); bounded neighborhood diversity is of theoretical interest [1, 12, 17, 15, 28] because it can be viewed as representing the simplest of dense graphs.
Courcelle's theorem proliferated into many fields. Originating among automata theorists, it has since been reinterpreted in terms of finite model theory [27] , database programming [18] , game theory [20] and linear programming [22] .
Related work
For a recent survey of algorithmic metatheorems see Langer et al. [26] . Objective functions. A linear optimization version of Courcelle's theorem was given by Arnborg, Lagergren and Seese [2] . An extension to further objectives was given by Courcelle and Mosbah [8] . Kolman, Lidický and Sereni [23] introduce MSO with a fair objective function (fairMSO) which, for a given MSO formula ϕ(F ) with a free edge variable F , minimizes the maximum degree in the subgraph given by F , and present an XP algorithm. This is justified by the problem being W[1]-hard, as was later shown by Masařík and Toufar [28] , who additionally give an FPT algorithm on graphs of bounded neighborhood diversity for MSO 1 and an FPT algorithm on graph of bounded vertex cover for MSO 2 . Extended logics. Along with MSO, Courcelle also considered counting MSO (cMSO) where predicates of the form "|X| ≡ p mod q" are allowed, with the largest modulus q constant. Szeider [31] introduced MSO with local cardinality constraints (MSO-LCC) and gave an XP algorithm deciding it on graphs of bounded treewidth. MSO-LCC can express various problems, such as General Factor, Equitable r-Coloring or Minimum Maximum Outdegree, which are known to be W[1]-hard on graphs of bounded treewidth. Ganian and Obdržálek [16] study CardMSO, which is incomparable with MSO-LCC in its expressive power; they give an FPT algorithm on graphs of bounded neighborhood diversity.
Our contribution
The contribution of the paper is twofold. First, we survey and enrich the so far studied extensions of MSO logic -fairMSO, CardMSO, and MSO-LCC. We do this in Section 2.1. Second, we study the parameterized complexity of the associated model checking problem for various combinations of these MSO extensions. We completely settle the parameterized complexity landscape for the model checking problems with respect to the parameters treewidth and neighborhood diversity; for an overview of the complexity landscape refer to Figure 1 . We postpone formal definitions of logic extensions and corresponding model checking to Subsection 2.1.
While both MSO-LCC and CardMSO express certain cardinality constraints, the constraints of CardMSO are inherently global and linear, yet the constraints of MSO-LCC are local and non-linear. This leads us to introduce two more fragments and rename the aforementioned ones: CardMSO becomes MSO G lin , MSO-LCC becomes MSO L and we additionally have MSO G and MSO L lin . By this we give a complete landscape for all possible combinations of global/local and linear/nonlinear.
For graphs of bounded treewidth we give an XP algorithm for the logic MSO GL , which is a composition MSO G and MSO L and thus represents the most expressive fragment under our consideration.
Theorem 1. There is an algorithm that solves the MSO GL Model Checking problem in time n f (|ϕ|,τ ) , where τ = tw (G) and f is a computable function.
This result is also significant in its proof technique. We connect the recent result of Kolman, Koutecký and Tiwary [22] about the polytope of satisfying assignments of an MSO formula ϕ in G with an old result of Freuder [13] about the solvability of constraint satisfaction problem (CSP) of bounded treewidth. This allows us to view algorithms for extensions of MSO as extending a certain CSP instance with further constraints. This is complemented from the negative side by the following hardness result. 
Preliminaries
Let n be a non-negative integer; by [n] we denote the set {1, . . . , n}. For two
For a vertex v ∈ V of a graph G = (V, E), we denote by N G (v) the set of neighbors of v in G, that is, N G (v) = {u ∈ V | {u, v} ∈ E}; the subscript G is omitted when clear from the context. For a graph G = (V, E) a set U ⊆ V is a vertex cover of G if for every edge e ∈ E it holds that e ∩ U = ∅. For more notation in graph theory consult the book [29] .
MSO and its Extensions
The monadic second order logic MSO extends first order logic using so called monadic variables, which are variables for sets of vertices in MSO 1 and in addition variables for sets of edges in MSO 2 .
Regarding MSO 1 and MSO 2 Despite the fact that MSO 2 is strictly stronger than MSO 1 (hamiltonicity is expressible in MSO 2 but not in MSO 1 [27] ), it is known [21] that on graphs with bounded treewidth their power is equal; hence, we disregard MSO 2 on graphs of bounded treewidth. The argument is as follows.
We use standard notation for relational structures (cf. Libkin [27] ): a σstructure is a tuple A = A, {c i }, {P i } , where the set A is the universe, {c i } are constant symbols (c i ∈ A) and {P i } are finitely many relations, each of arity r i (P i ⊆ A ri ). Then, a graph G = (V, E) is typically modeled as a structure V, ∅, {E} . We use an equivalent structure A = V ∪ E, ∅, {I, L V , L E } , where I = {{v, e} | v ∈ e, e ∈ E} is a binary relation representing incidence in G, and L V and L E are unary predicates distinguishing vertices and edges. The crucial observation is that the treewidth of the structure A is equal to the original graph structure [21] .
On bounded neighborhood diversity, MSO 2 is strictly more powerful than MSO 1 ; however model checking of an MSO 2 formula is not even in XP unless E = NE [7, 25] . Thus, here too we restrict our attention to MSO 1 and use MSO as a shortcut for MSO 1 from now on.
We consider two orthogonal ways to extend MSO logic. In what follows ϕ is a formula with ℓ free set-variables.
Global cardinality constraints. We introduce a new type of atomic formulae called global cardinality constraints (global constraints for short). An MSO formula with c global cardinality constraints contains ℓ-ary predicates R 1 , . . . , R c where each predicate takes as argument only the free variables of ϕ. The input to the model checking problem is a graph G = (V, E) on n vertices and a tuple
To define the semantics of the extension, it is enough to define the truth of newly introduced atomic formulae. A formula R i (X 1 , . . . , X ℓ ) is true under an assignment µ : {X 1 , . . . , X ℓ } → 2 V if and only if (|µ(X 1 )|, . . . , |µ(X ℓ )|) ∈ R G i . Note that we do not explicitly state how are the relations represented.
For example, suppose we want to satisfy a formula ϕ(X 1 , X 2 ) with two sets for which |X 1 | ≥ |X 2 | 2 holds. Then, we solve the MSO G Model Checking problem with a formula ϕ ′ := ϕ ∧ [|X 1 | ≥ |X 2 | 2 ], that is, we write the relation as a part of the formula, as this is a more convenient way to think of the problem. However, formally the relation is a part of the input.
Local cardinality constraints. In contrast to global cardinality constraints, local cardinality constraints are not new symbols in the formula, but additional requirements that every variable assignment has to satisfy. Specifically, we want to control the size of µ(X) ∩ N (v) for every v; we define a shorthand S(v) = S ∩ N (v) for a subset S ⊆ V and vertex v. Local cardinality constraints for a graph G = (V, E) on n vertices and a formula ϕ with ℓ free variables are mappings α 1 , . . . , α ℓ , where each α i is a mapping from V to 2 [n] .
We say that an assignment µ obeys local cardinality constraints α i , . . . , α ℓ if for every i ∈ [ℓ] and every v ∈ V it holds that |µ(
The logic that incorporates both of these extensions is denoted as MSO GL . Let ϕ be an MSO GL formula with c global cardinality constraints. Then the MSO GL Model Checking problem has input:
The task is to find an assignment µ that obeys local cardinality constraints and such that ϕ is true under µ by the semantics defined above.
The MSO GL logic is very powerful and as we later show, it does not admit an FPT model checking algorithm neither for the parameterization by neighborhood diversity, nor for the parameterization by treewidth. It is therefore relevant to consider the following weakenings of the MSO GL logic:
MSO G Only global cardinality constraints are allowed. MSO L (originally MSO-LCC [31] ) Only local cardinality constraints are allowed. MSO G lin (originally CardMSO [15] ) The cardinality constraints can only be linear; that is, we allow constraints in the form [e 1 ≥ e 2 ], where e i is linear combination of |X 1 |, . . . |X ℓ |. MSO L lin Only local cardinality constraints are allowed; furthermore every local cardinality constraint α i must be of the form
. Those constraints are referred to as linear local cardinality constraints. The model checking problem for the considered fragments is defined in a natural way analogously to MSO GL model checking. By saying that ϕ is an MSO * formula, we mean that ϕ is a formula from any of the extensions defined above.
Pre-evaluations. Many techniques used for designing MSO model checking algorithms fail when applied to MSO extensions. A common workaround is first transforming the given MSO * formula into an MSO formula by fixing values of all global constraints to either true or false. Once we determine which variable assignments satisfy the transformed MSO formula, we can by other means (e.g, integer linear programming or constraint satisfaction) ensure that they obey the constraints imposed by fixing the values to true or false. This approach was first used for CardMSO by Ganian and Obdržálek [16] . We formally describe this technique as pre-evaluations:
Definition 1. Let ϕ be an MSO * formula. Denote by C(ϕ) the list of all global constraints. A mapping β : C(ϕ) → {true, false} is called a pre-evaluation function on ϕ. The MSO formula obtained by replacing each global constraint c i ∈ C(ϕ) by β(c i ) is denoted by β(ϕ) and is referred to as a pre-evaluation of ϕ.
Definition 2.
A variable assignment µ of an MSO * formula ϕ complies with a pre-evaluation function β if every global constraint c i ∈ C(ϕ) evaluates to β(c i ) under the assignment µ.
Treewidth and Neighborhood Diversity
Treewidth. For notions related to the treewidth of a graph and nice tree decomposition, in most cases we stick to the standard terminology as given by Kloks [19] ; the only deviation is in the leaf nodes of the nice tree decomposition where we assume that the bags are empty.
We call the vertices of the tree nodes and the sets B(a) we call bags.
The treewidth tw((T, B)) of a tree decomposition (T, B) is the size of the largest bag of (T, B) minus one. A graph G has treewidth τ (tw(G) = τ ) if its minimum tree decomposition has size τ .
Definition 4 (Nice tree decomposition). A nice tree decomposition is a tree decomposition with T rooted and binary, where the root is denoted r and each node is one of the following types:
For a vertex v ∈ V , we denote by top(v) the topmost node of a nice tree decomposition that contains v in its bag. For any graph G on n vertices, a nice tree decomposition of G with at most 8n nodes can be computed in time O(n) [4, 19] . Given a graph G = (V, E) and a subset of vertices
Given a tree decomposition (T, B) and a node a ∈ V (T ), we denote by T a the subtree of T rooted in a, and by G a the subgraph of G induced by all vertices in bags of T a , that is,
Neighborhood diversity. We say that two (distinct) vertices u, v are of the same neighborhood type if they share their respective neighborhoods, that is when
We call a partition of vertices T = {T 1 , . . . , T ν } a neighborhood decomposition if, for every i ∈ [ν], all vertices of T i are of one neighborhood type.
Definition 5 (Neighborhood diversity [24] ). A graph G = (V, E) has neighborhood diversity ν (nd(G) = ν) if its unique minimal neighborhood decomposition is of size ν. Moreover, this decomposition can be computed in linear time.
We call the sets T 1 , . . . , T ν types. Note that every type induces either a clique or an independent set in G and two types are either joined by a complete bipartite graph or no edge between vertices of the two types is present in G. Thus, we introduce the notion of a type graph T T (G). The vertices of T T (G) are the types T 1 , . . . , T ν and two types T i , T j are joined by an edge if T i and T j are joined by a complete bipartite graph in G. If the decomposition T is clear from the context, we omit the subscript T .
Graphs of Bounded Neighborhood Diversity
For graphs of bounded neighborhood diversity we prove two negative results (Theorems 2 and 5) and two positive results (Theorems 3 and 4).
Theorems 5 and 2: W[1]-hardness of MSO L and MSO G
We begin with a definition of an auxiliary problem:
Obviously LCC Subset is equivalent to MSO L with an empty formula ϕ. We call an LCC Subset instance uniform if, on G with nd(G) = k, the demand function f can be written as f : [k] → 2 [n] , such that vertices of the same type have the same demand set. We show that already uniform LCC Subset is W[1]-hard by a reduction from the W[1]-hard k-Multicolored Clique problem [9] .
Task: Find a clique of size k.
We refer to a set V a as to a colorclass of G. Our proof is actually a simplified proof of W[1]-hardness for the Target Set Selection problem [10] . Proof. Denote G = (V 1 ∪ · · · ∪ V k , E) the instance graph for k-Multicolored Clique. We naturally split the set of edges E into sets E {a,b} by which we denote the edges between colorslasses V a and V b . We may assume that all colorclasses are of the same size which we denote n, and similarly for the number of edges between any two colorclasses which we denote m. Fix N > n, say N = n 2 and distinct a, b ∈ [k].
Description of the reduction. We numerate vertices in each color class V a for a ∈ [k] using numbers in [n] and denote the numeration of vertex v as n a v . We also numerate the edges between color classes a and b by numbers in [m] and denote the numeration of edge e as m {a,b} e . The set
We build the graph using the following groups of vertices (refer to Figure 2 ): -an independent set S a of size n for each color class V a and set Suppose there is a solution U respecting demands in H. First note that none of vertices Mult {a,b} , Inc ab is selected as their neighborhood demands are set to 0. Denote s a = |U ∩ S a | and t {a,b} = |T {a,b} ∩ U |. Now observe that because the demand of vertex Mult {a,b} is fulfilled, then there are t {a,b} = tN vertices with 0 ≤ t < m. We denote by e ab the edge with numeration m e {a,b} = t. As the demand of vertex Inc ab is fulfilled the vertex v a with n va = s a as well as for the vertex Inc ba and vertex v b . This implies that both v a and v b are incident to edge e {a,b} .
⊓ ⊔
Recently, Bredereck et al. [5] showed important applications of the Weighted Set Multicover problem when the size of the universe is a parameter. The hardness result above allows us to show a hardness result for two other variants of the Set Cover problem, in contrast with the positive results of [5] : Let C ⊆ V be the vertex cover in G. Note that it follows from the proof of Theorem 6 that we may assume that the independent set V \ C is divided into O(k) groups, where each group shares the neighborhood in C. Observe further that in fact the graph G is bipartite (i.e., the set C is also an independent set), in particular, the largest clique subgraph of G is of size 2. By Theorem 6 we know that it is
Our goal now is to build an MSO G formula expressing exactly this.
First we take G and construct a graph G ′ by, for each v ∈ C, attaching a K 2+η(v) to N (v), where η : C → [k] is a bijective mapping. We will call the clique K 2+η(v) a marker because it will allow us to recognize exactly the vertices of N (v). Note that markers are the only cliques present in G ′ of size at least 3. Note further that by this we have added O(k) cliques of size O(k) and thus the resulting graph has vertex cover of size O(k 2 ).
Let us describe some auxiliary formulae which we then use to define the desired formula ϕ. We reserve X for the set that will represent the set X from the LCC Subset problem.
-is Z a clique: clique(Z) := (∀x, y ∈ Z)(x = y =⇒ xy ∈ E) -u and v are of the same neighborhood type:
Theorem 3:
FPT algorithm for MSO GL lin on neighborhood diversity Essentially, we are modifying the algorithm of Ganian and Obdržálek [16] for MSO G lin model checking so that it can deal with the additional constraints introduced by MSO L lin .
Definition 6. Let ϕ be a MSO G lin formula with free set variables X 1 , . . . , X ℓ , let G = (V, E) be a graph with nd(G) = ν with types T 1 , . . . , T ν , and let µ :
Clearly, if we have two variable assignments µ, µ ′ with the same signature, then G, µ |= ϕ if and only if G, µ ′ |= ϕ.
However, for the MSO formulae and graph of bounded neighborhood diversity, much more is true. Informally speaking, the formula cannot distinguish between two cardinalities if both of them are large. This is formally stated in next lemma, which is a direct consequence of [24, Lemma 5]:
Lemma 1. Let ϕ be a MSO formula with free set variables X 1 , . . . , X ℓ that has q S set quantifiers and q e element quantifiers. Let G be a graph with nd(G) = ν. Denote by t the number 2 qS · q e . Suppose that µ, µ ′ are two variable assignments such that for every
The last lemma leads to the following definition.
Definition 7. Let ϕ, G and t be as before. A shape of a variable assignment µ is a mapping sh µ :
Since t depends only on the formula ϕ, the number of shapes can be bounded by some function of |ϕ| and nd(G). Note that there are mappings from [ν] × 2 [ℓ] to [0, t] ∪ {↑} that do not correspond to shape of any variable assignment µ for a particular graph G. For example, if sh(j, I) = ↑ for some j and I but |T j | < t, clearly there is no assignment of shape sh. However, Lemma 1 cannot be used directly, as the global linear constraints allow us to distinguish small differences in cardinalities, even if the cardinalities are large; consider the constraint [|X 1 | = |X 2 | + 1]. We use the approach outlined in Subsection 2.1, Pre-evaluations. This approach relies upon Definitions 1 and 2. We simply guess all possible outcomes of the cardinality constraints (there number of such outcomes is clearly bounded by 2 |ϕ| ) and later, we ensure that our assignment obeys those constraints by an Integer Linear Program.
Moreover, the following definition is required for the proof.
Definition 8. The shape sh is admissible with respect to pre-evaluation β, if for any variable assignment µ of shape sh we have G, µ |= β(ϕ).
Theorem 7.
There exists an algorithm that given an MSO G lin formula ϕ with free set variables X 1 , . . . , X ℓ , graph G = (V, E) with ν = nd(G) and local linear constraints α i (v) outputs an assignment µ such that G, µ |= ϕ such that for every v ∈ V and every i ∈ [ℓ] we have |µ(X i )(v)| ∈ α i (v). The algorithm terminates in time f (|ϕ|, ν)n O(1) for some computable function f . Proof. Denote by T 1 , . . . , T ν the types of graph G. Note that the types can be computed in polynomial time.
The algorithm runs as follows. For every pre-evaluation function β and every mapping sh µ : [ν] × 2 [ℓ] → [0, t] ∪ {↑}, we test whether sh is admissible. This can be done by picking arbitrary variable assignment µ of shape sh (if there exists such an assignment) and testing whether G, µ |= β(ϕ) by an FPT model checking algorithm for MSO formulae [24] .
If the shape sh is admissible with respect to β, we need to find a variable assignment µ such that µ complies with β, -µ has shape sh, and µ satisfies the local linear constraints. This is done by following integer linear program.
for every for every I ⊆ [ℓ], j ∈ [ν], we introduce an integer variable x j I (these correspond to S µ (j, I) of the variable assignment µ we are trying to find), -for every i ∈ [ℓ], j ∈ [ν], we introduce an auxiliary variable y j i corresponding to |µ(X i ) ∩ T j | .
for every i ∈ [ℓ], we add an auxiliary variable z i corresponding to |µ(X i )| (technically variables y j i and z i are not needed, but will simplify the presentation) To ensure that µ has required properties, we add these constraints: 
The constraints (0) ensure that variables x j I encode a variable assignment on a graph G. The constraints (a1) and (a2) set auxiliary variables y j i and z i to the desired values. The constraints (sh1) and (sh2) guarantee that µ has the shape sh.
Local linear cardinality constraints. What remains are the local linear cardinality constraints.
For a graph G and its neighborhood diversity decomposition T we define ν α (T ) as the number of nonuniform types in T with respect to α. Observe that if T ′ is a refinement of T , then ν α (T ′ ) ≤ ν α (T ). A type T ∈ T is said to be nonuniform with respect to local linear cardinality constraints α if there exist vertices u, v ∈ T with α(u) = α(v). 
This yields at most 4 possibilities for α ′ (v). We can refine T into at most 4 subtypes such that all the vertices of a subtype of T have the same α ′ (v). As all newly introduced types are uniform we have replaced a nonuniform type T with at most 4 uniform types. We have proven 1. and 2.; in order to prove 3. we use the following claim.
Claim. Let p ∈ [n], let ℓ be defined as above. If there exists v ∈ T such that p ∈ α(v) and p ≤ ℓ − 2. For each X satisfying α it holds that p = |X(v)|.
Proof. This easily follows as for each X satisfying the local cardinality constraints α one has a z = z(X, T ) and by Proposition 1 each w ∈ T must have z or z + 1 in α(w). Suppose for contradiction that |X(v)| = p and let s be a vertex with α(s) ⊆ {ℓ, . . .} (such s exists from the definition of ℓ). As p ≤ ℓ − 2 it follows that X cannot satisfy α(s). There are two possible options {p − 1, p} and {p, p + 1} from Proposition 1. Observe that {p − 1, p, p + 1} ∩ α(s) = ∅ holds. This finishes the proof of the claim.
⊓ ⊔ Let X ⊆ V satisfy α otherwise there is nothing to prove. By the above claim and its symmetric version for p ≥ u + 2 it follows that ℓ − 1 ≤ X(v) ≤ u + 1. By the definition of α ′ it follows that X satisfies α ′ . ⊓ ⊔ Lemma 3. Given a graph G = (V, E) with nd(G) = ν and with local linear cardinality constraints α i for each i ∈ [ℓ], there exist a neighborhood decomposition T of G of size at most ν4 ℓ and local linear cardinality constraints α ′ i for each i ∈ [ℓ] such that:
the constraints α ′ i , for all i ∈ [ℓ], are uniform with respect to T , and,
. Proof. The proof goes by repeatedly applying Lemma 2. We start with the neighborhood decomposition T of size ν that is guaranteed by nd(G) = ν, and with the local linear cardinality constraints α i .
First let i = 1, and go sequentially over the types T 1 , . . . , T ν . Apply Lemma 2 to the presently processed type T j and the local linear cardinality constraint α ′ 1 and decomposition T ′ resulting from the previous application of the lemma, using α 1 and T in the beginning. Clearly after we are done we have a neighborhood decomposition T ′ of size at most 4ν and local linear cardinality constraints α ′ 1 which are uniform with respect to T ′ .
Then, continuing with i ∈ [2, ℓ], we do the same, finally resulting in a decomposition T ′′ of size ν4 ℓ and local linear cardinality constraints α ′′ 1 , . . . , α ′′ ℓ which are uniform with respect to T ′′ , as desired.
⊓ ⊔ By the previous lemma, we can without loss of generality assume that each type has uniform constraints, i.e. for every i ∈ [ℓ], j ∈ [ν], and v, w ∈ T j we have α i (v) = α i (w). We for convenience denote this unique integer interval by α i,j and furthermore set lb i j := min α i,j and ub i j := max α i,j . If T j is an independent type, we need to ensure that for every v ∈ T j we have |µ(X i )(v)| ∈ α i,j (v). It is easy to see that the quantity |µ(X i )(v)| is the same for every v ∈ T j and it can be expressed as
By the definition of auxiliary variables y j I , we have |µ(X i ) ∩ T j ′ | = y j ′ i , so the local linear condition for the variable X i can be rewritten as
If T j is a clique type, we have to be slightly more careful. The quantity |µ(X i )(v)| depends on whether v lies in µ(X i ) or not; the set N (v) does not
Similarly as before, we have equations
This means that we need to add the constraint
if |µ(X i ) ∩ T j | ≥ 1 and add the constraint
Fortunately, we can deduce whether the conditions |µ(X i ) ∩ T j | ≥ 1 or |T j \ µ(X i )| ≥ 1 hold from the shape sh. If we have I:i∈I sh(I, j) > 0,
then µ(X i ) necessarily intersect T j , if we have
then there exists vertex in T j \ X i . This means that the local linear constraints for type T j and variable X i can be enforced by adding constraint (llc1) if (sh1) holds, and by adding constraint (llc2) if (sh2) holds.
Let us turn our attention to the analysis of the running time of the algorithm. There are (t + 2) ν·8 ℓ different shapes (after the refinement) and 2 |C(ϕ)| pre-evaluation functions. Since t depends only on the number of quantifiers in the formula ϕ, both numbers can be bounded by a function of |ϕ| and ν. For each such function, we construct an ILP with ν · 8 ℓ integer variables, and O(ν) constraints, so this ILP can be solved in time FPT time with respect to |ϕ| and ν. ⊓ ⊔
Theorem 4: XP algorithm for MSO GL
We first describe the idea for the formula ϕ with only one free variable X, later we show how can be this approach generalized for formula with free variables X 1 , . . . , X ℓ . Let G = (V, E) be a graph on n vertices with ν = nd(G) with types T 1 , . . . , T ν and let α(v) ⊆ [0, |V |] be a set of integers for every vertex v ∈ V . We want to find a subset X of vertices of G such that ϕ(X) is true and for each v ∈ G, |X(v)| ∈ α(v). We give an algorithm for finding such X running in time n O(ν) .
We fix integers x 1 , . . . , x ν such that x 1 + · · · + x ν ≤ n, our aim is to find a set X with |X ∩ T j | = x j . Note that there are n O(ν) choices of such x i . Then we test if a set X with |X ∩ T j | = x j satisfies G |= ϕ(X). We want to pick x j vertices in each T j in such a way that the local cardinality constraints are satisfied.
Note that if we have two sets X, X ′ that have same number of elements and they differ only on some type T j , then every local cardinality constraint of v / ∈ T j is satisfied for X if and only if it is satisfied for X ′ . This means that changes of X in one type cannot influence the validity of local cardinality constraints in other types. This allows us to pick x i vertices in T i in each type separately.
Let us now focus on type T j . We set
If T j is an independent type, then every vertex v ∈ T j have exactly c j neighbors in X. Therefore, every vertex v ∈ T j must satisfy c j ∈ α(v), otherwise there is no solution with |X ∩T j | = x j . If T j is a clique type, every vertex in v ∈ T j ∩X have c j − 1 neighbors in X, while every vertex v ∈ T j \ X have c j neighbors in X. Let us partition the type T j into following sets:
From the previous, it follows that any v ∈ T 0 j cannot lie in T j ∩ X because
By similar reasoning, we see that every vertex in T 1 j must be outside X and every vertex in T 2 j must be in X. Combining these observations, we see that we can satisfy local cardinality constraints in T j if and only if -T 0 j is empty, and -|T 2 j | ≤ x j ≤ |T 2 j | + |T 3 j |. We now describe how to extend the idea when we have formula with ℓ free variables.
It is enough to determine whether there is a satisfying assignment with a fixed signature that obeys local constraints; as there are at most n 2 ℓ k signatures, we can simply try all of them.
Given a signature S, we check whether there is a satisfying assignment in the same manner as in the case of one free variable.
Let us set
S(I, j), and
Those are analogous to x j and c j in the case of formula with one free variable.
The value x i j denotes the |µ(X i ) ∩ T j |. As before, if T j is an independent type then every vertex v ∈ T j has exactly c i j neighbors in X i . We immediately see that if T j is an independent type and there is a vertex v for which c i j / ∈ α i (v) then we cannot fulfill local cardinality constraint of v given the signature S.
For the case of clique type we refine the approach with sets T 0 j , . . . , T 3 j . We define an auxiliary notion of the kind of a vertex with respect to X i ; we say that
. Finally, the kind of a vertex v is an ℓ-tuple (k 1 , . . . , k ℓ ), where k i is the kind of v with respect to X i .
The kinds correspond to sets T 0 j , . . . , T 3 j set in the previous case. By the same reasoning, we see that a vertex of kind 0 is a witness that we cannot satisfy local cardinality constraints, a vertex of kind 1 with respect to X i must be outside µ(X i ), and a vertex kind 2 with respect to X i must lie outside µ(X i ). We assume that there is no vertex of kind 0 with respect to any X i , as no solution exist in such case.
We subdivide each type T j according do kinds. For a kind K = (k 1 , . . . , k ℓ ) we denote by T K j the set of all vertices of T j of kind K. We now describe a linear program that finds a satisfying assignment. For every j ∈ [ν], I ⊆ [ℓ], and K ∈ [3] ℓ , we introduce a variable z K I,j . The purpose of the variable z K I,j is to represent the value
Here we consider a natural optimization version of MSO GL :
Weighted MSO GL Input: An MSO GL model checking instance, weights w 1 , . . . , w l ∈ Z n Task: Find an assignment X 1 , . . . , X ℓ satisfying the MSO GL Model Checking instance and minimizing 
For a vector z = (z 1 , . . . , z n ) and a set U = {i 1 , . . . , i k } ⊆ V with i 1 < · · · < i k , we define the projection of z on U as z| U = (z i1 , . . . , z i k ). A vector z ∈ Z n satisfies the hard constraint C U ∈ H if and only if z| U ∈ C U . We say that a vector z ⋆ = (z ⋆ 1 , . . . , z ⋆ n ) is a feasible assignment for I if z ⋆ ∈ D 1 × . . . × D n and z ⋆ satisfies every hard constraint C ∈ H. 
The treewidth of a CSP instance I tw(I) is defined as tw(G(I)). We use D to denote the maximal size of all domains, that is, D = max u∈V |D u |. When we talk about G(I) we use the terms "variable" and "vertex" interchangeably. Viewing ILP as CSP. By a j we denote the j-th row of a matrix A and by supp(a j ) the support of a j , that is, the set of its nonzero indices. Let us connect ILP and CSP: Proof. First, let V = {x 1 , . . . , x n }. Then, for every i ∈ [n], let D i = [ℓ i , u i ] and D = {D i | i ∈ [n]}. Observe that max i |D i | = u − ℓ ∞ = D. Regarding hard constraints H, observe that every row a j of A contains at most t non-zeros. Let U j = supp(a j ) = {i 1 , . . . , i k }, where k ≤ t, and let x c = 0 for all c ∈ U j . Let C Uj be the set of assignments from D i1 × · · · × D i k to x i1 , . . . , x i k that satisfy a j x ≤ b j ; obviously |C Uj | ≤ D k and it can be constructed in time O(D k ). Then, H = {C Uj | j = 1, . . . , m}. It is easy to verify that the feasible assignments of I correspond to integer solutions of Ax ≤ b and that G(A) = G(I).
Stage 3: Extending CSP
As before, we first note that there are at most 2 |ϕ| different pre-evaluations β(ϕ) of ϕ, so we can try each and choose the best result. Let a pre-evaluation β(ϕ) be fixed from now on. Then, we apply Theorem 8 to obtain an ILP Ay + Dz + Cw = d, and use Proposition 2 to get an equivalent CSP instance I. Let (T, B) be a nice tree decomposition of G and (T, B * ) be the tree decomposition of G(A D C) (and thus G(I)) as described in Theorem 8, part (3). Now we will extend I in two ways to assure that each feasible solution complies with the pre-evaluation β(ϕ) and that the local cardinality constraints are satisfied. Our main goal is to show that I can be extended in a way which does not increase the treewidth by much.
Global cardinality constraints. In addition to the original y, z, w variables of I, we introduce, for each node a ∈ T and each j ∈ [ℓ], a variable s j a . The meaning of this variable is s j a = |X j ∩ V (G a )|. Thus, in the root node r, s j r is exactly |X j |. Let [v ∈ X j ] a := t∈C z t a · η(t, a, v, j) and observe that it equals 1 exactly when v ∈ X j in the solution. To enforce the desired meaning of the variables s, we add the following hard constraints:
To enforce the cardinality constraints themselves, we add:
A lemma will help us see that the treewidth remains bounded: 
. Then there is a tree decomposition (T, B ′ ) of H of width at most k + 2k ′ . Let B ′ be obtained from B by, for every edge ab ∈ F , adding W a to the bags B(a) and B(b). We will verify that (T, B ′ ) is a tree decomposition of H of width at most k + 2k ′ ; we shall denote by B ′ the bags of (T, B ′ ). The conditions of a tree decomposition obviously hold for all vertices and edges of G, so we only check it for new vertices and edges.
Edge condition. Let uv ∈ Y ab be an edge in H \ G with u ∈ W a . Either v ∈ B(a) and then {u, v} ⊆ B(a) ∪ W a ⊆ B ′ (a), or v ∈ X b and then {u, v} ⊆ B(b) ∪ W a ⊆ B ′ (b).
Connectedness condition. Let v ∈ W a and let a have children b, b ′ , with possibly b = b ′ . Notice that v does not appear in the bag of any node above a and any node below b and b ′ . Since we have added W a to all of a, b and b ′ , the connectedness condition holds.
We have added to each node b (except the root) two sets W a , W b where a is the parent of b, and because |W a | + |W b | ≤ 2k ′ , tw((T, B ′ )) ≤ k + 2k ′ .
⊓ ⊔ Denote the new instance I G and observe how its constraint graph G(I G ) relates to G(I). Since I G is obtained by adding new variables and constraints, this corresponds to G(I G ) being a supergraph of G(I). The vertices X = V (G(I G )) \ V (G(I)) can be partitioned into sets W a for every node a ∈ I with |W a | ≤ ℓ. Moreover, the new edges Y = E(G(I G )) \ E(G(I)) can also be partitioned into sets Y ab for each ab ∈ F , such that for each uv ∈ Y ab we have {u, v} ⊆ (W a ∪W b ), because, for each node a ∈ I, the new hard constraints only contain variables associated with node a and its children. Part (3) Now the Loc constraints themselves are enforced by setting:
Denote this new instance I GL and observe G(I GL ). For every node a ∈ T we have created ℓ(τ + 1) new vertices, and the new constraints induce edges only between new variables regarding a and its children. As before, by Lemma 4 we increase the treewidth by at most O(m(τ + 1)). Thus, tw(I GL ) ≤ |F | + O(ℓ(τ + 1)) =: τ ′ . Moreover, the maximum domain size D is n and the number of hard constraints |H| is O(n).
Objective function. In order to express the objective function we add soft constraints S = {C {y j v } | v ∈ V, j ∈ [ℓ]} where C {y j v } = w j v if y j v = 1 and is 0 otherwise; thus |S| ∈ O(n). Applying Theorem 9 to I GL solves it in time O(n τ ′ ), finishing the proof of Theorem 1.
Conclusions
Other logics and metatheorems. We have defined extensions of MSO and extended positive and negative results for them. However, we have not explored other logics, as for example the modal logic considered by Pilipczuk [30] . Also, one merit of algorithmic metatheorems is in generalizing existing results. However, many problems [15, 12] are FPT on bounded neighborhood diversity which are not expressible in any of the studied logics. So we ask for a metatheorem generalizing as many such positive results as possible.
Complementary Parameters and Problems. Unlike for treewidth, taking the complement of a graph preserves its neighborhood diversity. Thus our results apply also in the complementary setting, where, given a graph G and a parameter p(G), we are interested in the complexity (with respect to p(G)) of deciding a problem P on the complement of G. While the complexity stays the same when parameterizing by neighborhood diversity, it is unclear for sparse graph parameters such as treewidth. It was shown very recently [11] that the Hamiltonian Path problem admits an FPT algorithm with respect to the treewidth of the complement of the graph. This suggest that at least sometimes this is the case and some extension of Courcelle's theorem deciding properties of the complement may hold.
