On the controllability of Partial Differential Equations involving non-local terms and singular potentials by Biccari, U.
On the controllability of Partial
Differential Equations involving











On the controllability of Partial Differential Equations
involving non-local terms and singular potentials
TESIS DOCTORAL
Sobre la controlabilidad de Ecuaciones en Derivadas Parciales
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matique) of Toulouse, France
Acknowledgements
Firstly, I would like to express my most sincere gratitude to my advisor, Enrique Zuazua, for
his continuous support during the years of my Ph.D. studies, for his patience and motivation.
I am truly pleased to have been his student. His guidance has been a precious help in all the
time of research and writing of this thesis. Eskerrik asko!
I am deeply grateful to Mahamadi Warma, who has been a great host during my two months
stay in Puerto Rico. His availability, kindness and permanent interest in my research have sig-
nificantly contributed to the development of the results that I present.
Thank you to Sylvain Ervedoza, for having kindly accepted to be a reporter of this thesis.
His valuable comments have been fundamental for the improvement and the correction of sev-
eral parts of this work. Thank you also to Piermarco Cannarsa, for having been him too a
reporter of my work and for being part of the thesis committee. Besides, I would like to thank
the rest of the committee, Jean-Bernard Bru and Ireneo Peral, as well as my UPV/EHU tutor,
Miguel Escobedo.
I thank CIMI and its staff for the hospitality during my two months visit in Toulouse. In
particular, thank you to Jean-Pierre Raymond, Sylvain Ervedoza and also to Isabelle Guichard,
for her precious help in all the administrative issues related to my visit.
Thank you to all the professors and researcher that I met during these years of PhD, and
that contributed to my work with many hours of interesting discussions. Among them, Car-
los Castro, Cristian Cazacu, Felipe Chaves, Denys Dutykh, Genni Fragnelli, Mamadou Gueye,
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di due mesi a Toulouse. In particolare, grazie a Jean-Pierre Raymond, e Sylvain Ervedoza e
anche a Isabelle Guichard, per il suo aiuto in tutte le questioni amministrative relazionate al
mio soggiorno.
Grazie a tutti i professori e ricercatori che ho incontrato durante questi anni di dottorato,
e che hanno contribuito al mio lavoro con lunghe ore di interessanti discussioni. Tra questi,
Carlos Castro, Cristian Cazacu, Felipe Chaves, Denys Dutykh, Genni Fragnelli, Mamadou Gu-
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Abstract
In this thesis, we investigate controllability and observability properties of Partial Differential
Equations describing various phenomena appearing in several fields of the applied sciences
such as elasticity theory, ecology, anomalous transport and diffusion, material science, porous
media flow and quantum mechanics. In particular, we focus on evolution Partial Differential
Equations with non-local and singular terms.
Concerning non-local problems, we analyse the interior controllability of a Schrödinger and a
wave-type equation in which the Laplace operator is replaced by the fractional Laplacian (−∆)s.
Under appropriate assumptions on the order s of the fractional Laplace operator involved, we
prove the exact null controllability of both equations, employing a L2 control supported in a
neighbourhood ω of the boundary of a bounded C1,1 domain Ω ⊂ RN . More precisely, we show
that both the Schrödinger and the wave equation are null-controllable, for s ≥ 1/2 and for s ≥ 1
respectively. Furthermore, these exponents are sharp and controllability fails for s < 1/2 (resp.
s < 1) for the Schrödinger (resp. wave) equation. Our proof is based on multiplier techniques
and the very classical Hilbert Uniqueness Method.
For models involving singular terms, we firstly address the boundary controllability problem
for a one-dimensional heat equation with the singular inverse-square potential V (x) := µ/x2,
whose singularity is localised at one extreme of the space interval (0, 1) in which the PDE is
defined. For all 0 < µ < 1/4, we obtain the null controllability of the equation, acting with
a L2 control located at x = 0, which is both a boundary point and the pole of the potential.
This result follows from analogous ones presented in [76] for parabolic equations with variable
degenerate coefficients.
Finally, we study the interior controllability of a heat equation with the singular inverse-
square potential Λ(x) := µ/δ2, involving the distance δ to the boundary of a bounded and
C2 domain Ω ⊂ RN , N ≥ 3. For all µ ≤ 1/4 (the critical Hardy constant associated to the
potential Λ), we obtain the null controllability employing a L2 control supported in an open
subset ω ⊂ Ω. Moreover, we show that the upper bound µ = 1/4 is sharp. Our proof relies
on a new Carleman estimate, obtained employing a weight properly designed for compensating
the singularities of the potential.

Resumen
En esta tesis analizamos la controlabilidad y observabilidad de ciertos tipos de Ecuaciones en
Derivadas Parciales que describen varios fenómenos que se presentan en muchos campos de las
ciencias aplicadas, como por ejemplo la teoŕıa de la elasticidad, ecoloǵıa, transporte y difusión
anómalos, ciencia de los materiales, filtración en medios porosos y mecánica cuántica. En par-
ticular, nos centramos en EDPs de evolución con términos no-locales o singulares.
Con respecto a los problemas no-locales, analizamos la controlabilidad interior de ecuaciones
de tipo Schrödinger y ondas, donde el operador de Laplace es sustituido por el Laplaciano frac-
cionario (−∆)s. Bajo hipótesis adecuadas sobre el orden s del operador de Laplace fraccionario
involucrado, probamos la controlabilidad exacta a cero de ambas ecuaciones, a través de un
control de clase L2 que actúa desde un conjunto ω de la frontera de un dominio Ω ⊂ RN ,
acotado y de clase C1,1. Con más detalles, mostramos que tanto la ecuación de Scrödinger
como la de ondas se pueden controlar a cero, para s ≥ 1/2 y para s ≥ 1 respectivamente. En
cambio, probamos que, fuera de este rango de valores para el exponente s, las ecuaciones no
son controlables. Nuestros resultados se basan en el técnicas de multiplicadores y en el famoso
Método de Unicidad de Hilbert.
Para modelos que involucran a términos singulares, en primer lugar tratamos el problema
de la controlabilidad de frontera para una ecuación del calor unidimensional con el potencial
singular cuadrático-inverso V (x) := µ/x2, cuya singularidad surge en uno de los extremos del in-
tervalo (0, 1) donde está definida la EDP. Para todo 0 < µ < 1/4, obtenemos la controlabilidad
a cero de la ecuación, empleando un control de clase L2 posicionado en x = 0, que es a la vez un
punto de frontera y el polo del potencial singular. Este resultado es consecuencia de resultados
análogos presentados en [76] para ecuaciones parabólicas con coeficientes degenerados.
Por último, nos interesamos en la controlabilidad interior de una ecuación del calor con el
potencial singular cuadrático-inverso Λ(x) := µ/δ2, donde δ2 es la distancia desde el borde de
un dominio Ω ⊂ RN , N ≥ 3, acotado y de clase C2. Para cada µ ≤ 1/4 (el valor cŕıtico de
la constante de Hardy asociada al potencial Λ), obtenemos la controlabilidad exacta a cero
de la ecuación estudiada, por medio de un control de clase L2 con soporte en un subconjunto
abierto ω ⊂ Ω. Además, mostramos que el valor µ = 1/4 es óptimo para la controlabilidad.
Nuestros resultados se basan sobre una nueva estimación de Carleman, obtenida empleando un




List of Figures v
1 Introduction 1
1.1 Main topics and motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.1.1 Partial Differential Equations involving non-local terms . . . . . . . . . 2
1.1.2 Partial Differential Equations involving inverse-square potentials . . . . 3
1.2 Contents of the Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2.1 Chapter 3: Internal control for non-local Schrödinger and wave equations
involving the fractional Laplace operator . . . . . . . . . . . . . . . . . . 6
1.2.2 Chapter 4: Boundary controllability for a one-dimensional heat equation
with a singular inverse-square potential . . . . . . . . . . . . . . . . . . 10
1.2.3 Chapter 5: Null controllability for a heat equation with a singular inverse-
square potential involving the distance to the boundary . . . . . . . . . 12
1 Introducción 15
1.1 Temas principales y motivación . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
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6.3 Extensión de los resultados del Caṕıtulo 4 . . . . . . . . . . . . . . . . . . . . . 152
6.4 Controlabilidad de frontera para la ecuación del calor con potencial singular
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Control theory is the branch of mathematics that studies the possibility of modifying the be-
haviour of a dynamical system employing one or more controls applied through actuators.
Very early examples of controlled systems can be traced back, for instance, to the ancient
Romans, who developed smart devices of regulating valves for keeping the water level in their
aqueducts constant. Furthermore, according to some scholars, we can find even earlier appli-
cations of control theory in the irrigation systems employed in the ancient Mesopotamia, more
than 2000 years B.C.
Nevertheless, for having a first mathematical approach to control theory we have to wait
until the 19th century, during the industrial revolution. In particular, we can mention the work
of the British astronomer G. Airy (1801-1892), who analysed mathematically the operating
principles regulating the well-known steam engine invented by J. Watt (1736-1819). Finally,
the first definitive mathematical description of control theory is dated 1868, and it is due to J.C.
Maxwell (1831-1879), who encountered some erratic behaviours in Watt’s device and proposed
some control mechanisms to correct them.
Since its origin, control theory has captured the interest of many mathematicians and engi-
neers, who contributed to its extensive development. Nowadays, this is a very prosperous field,
with many different practical applications in areas such as engineering, biology, economics and
medicine. For more details see, for instance, [61] and the rich references therein.
Mathematically speaking, a very general and abstract way of writing a control problem is






= A(y, u), t > 0, y ∈ Y, u ∈ Uad
y(0) = y0
(1.0.1)
in which y represents the state that we want to control, y0 is the initial state and u is the
control function. Y and Uad are the state space and the set of admissible controls, respectively.
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Given a control system in the form (1.0.1), the main purpose is to find u such that the
corresponding state y behaves in an appropriate manner in a given final time. This is the
so-called controllability problem.
It is possible to identify several notions of controllability, depending on whether it is possible
or not to achieve the objective described above. We say that the system is exactly controllable
if any initial state y0 can be driven to any desired final state yT in a finite time T . If, in
addition, it is possible to reach the zero state (i.e. y(T ) = 0), then the system is said to be
null-controllable. On the other hand, if we can only reach a state arbitrarily close (in some
topology) to the target yT , then we speak of approximate controllability. Finally, if one can
show that there is no way to find a function u allowing to drive the solution of (1.0.1) to the
desired state (or arbitrarily close to it), then this means that the system is not controllable.
In this thesis, we are interested in the analysis of exact controllability properties for some
given type of PDEs, describing several physical phenomena. We devote the next sections to a
complete description of the kind of problems treated in this work, providing a general overview
of the existing literature and briefly introducing the main results that we achieved.
1.1 Main topics and motivation
This thesis is concerned with the analysis of controllability properties for some complex PDE
problems, whose study is motivated by many real world applications. In particular, we focus
on two very general families of models, that have largely interested the applied mathematical
research in the last decades: non-local PDEs and PDEs involving singular inverse-square po-
tentials.
The problems that we are going to treat are, in our opinion, very fascinating and challenging.
Due to their difficulties, in many cases they require the development of new mathematical tech-
niques and, also when classical results can be applied, their adaptation to the systems under
consideration is not trivial.
We devote this section to a very general presentation of the motivations on the basis of the
growing interest in the PDEs models subject of our work, with particular attention to their
employment to several fields of applied sciences, engineering and finance.
For the sake of a more clear and neat presentation, and for providing a better understanding,
we are going to consider separately the two main categories of equations that we analyse.
1.1.1 Partial Differential Equations involving non-local terms
A non-local PDE is a particular type of differential equation in which either some or all the
components involve non-local terms. As the name suggests, the first and main difference with
respect to classical PDEs is that, in order to check whether a non-local equation holds at a
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point, it is necessary to have information also about the values of the function far away from
that point; most often, this is because the equation involves integral terms. For this reason, in
the literature these problems are often referred as integro-differential or pseudo-differential.
The analysis of non-local operators and non-local PDEs is a topic in continuous development.
In the last decades, many researchers have started devoting their attention to this branch of
the mathematics, motivated in particular by a large number of possible applications in the
modelling of several complex phenomena for which a local approach turns up to be inappropriate
or limiting.
Indeed, there is an ample spectrum of situations in which a non-local equation gives a
significantly better description than a PDE of the problem one wants to analyse.
In elasticity, for instance, many models involve non-local terms; an important example is cer-
tainly the Peierls-Nabarro equation, which arises in the description of phenomena of dislocation
dynamics in crystals ([49, 101]).
Further, in material sciences non-local models take into account that in many materials the
stress at a point depends on the strains in a region near that point ([85]).
Integro-differential equations also appear in ecology. For instance, in population dynamics,
non-local reaction-diffusion equations arise in models for ecosystems structure that analyse the
interplay between food-dependent growth and size-dependent mortality in certain predator-prey
systems ([46]).
In finance, the prices of assets can have frequent and unexpected changes. Therefore, models
involving jump processes turn out to be particularly appropriate for describing, for instance,
the pricing of American options ([96, 112]).
Finally, other examples in which integro-differential equations appear are models for tur-
bulence ([3]), anomalous transport and diffusion ([14, 105]), porous media flow ([15]), image
processing ([71]), wave propagation in heterogeneous high contrast media ([146]).
1.1.2 Partial Differential Equations involving inverse-square potentials
The second part of this thesis is devoted to the study of evolution PDEs containing singular
inverse-square potentials. In this framework, for the analysis of these equations a fundamental
tool is the very famous Hardy inequality, which takes its name from the British mathematician
G.H. Hardy (1877-1947). In 1925, he proved in [77] that for any u ∈ H10 (0,+∞), it holds
∫ +∞
0









This inequality was the conclusion of twenty years of investigation, starting from a closely
related result obtained by D. Hilbert in 1904 ([79]). For its development, we need to remind
the fundamental contributions of many famous mathematicians, other than Hardy, such as E.
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Landau, G. Pólya, M. Riesz and I. Schur. The interested reader may refer to [90] and to the
bibliography therein for a complete survey of the history of (1.1.1).
Nine years after the 1925 paper by Hardy, inequality (1.1.1) was used in [95] for the study
of the existence of regular solutions for the viscous Navier’s equation.
Later on, it was again Hardy, in collaboration with J.E. Littlewood and G. Pólya, who
generalised (1.1.1) to the multi-dimensional case and, in [78], it was firstly introduced the
Hardy inequality in its more classical and known version. Namely, the authors proved that,
for any open domain Ω ⊂ RN , N ≥ 3, containing the origin, and for any u ∈ H10 (Ω), then
u/|x| ∈ L2(Ω) and the following estimate holds:
∫
Ω







The constant (N − 2)2/4 in (1.1.2) is optimal and it is not attained in H10 (Ω), meaning that
the continuous embedding H10 (Ω) →֒ L2(Ω, |x|−2) is not compact.
The study of the Hardy inequality and of related integral-differential inequalities is moti-
vated by applications in several fields.
In Quantum Physics, for instance, there are close relations between (1.1.2) and the Uncer-
tainty Principle of Heisenberg (see e.g. [59]), while in Quantum Mechanics, (1.1.2) is funda-
mental when studying the non-relativistic Schrödinger equation for a single particle moving in
an electric field ([58]).
In the theory of ordinary differential equations, Hardy type inequalities are applied to the
study of oscillations of solutions ([82, 109]) or in approximation problems ([86]).
Furthermore, from a mathematical perspective, we can mention several applications also in
Sturm-Liouville problems ([8, 116]), in the theory of Fourier series ([38]), in the spectral analysis
of differential operators ([56, 114]), in differential geometry ([65, 134]), in functional analysis,
for obtaining embedding theorems for weighted Sobolev spaces ([87, 88]), and in complex func-
tions theory ([110]).
In the theory of singular PDEs, the Hardy inequality has a crucial role in the analysis
of qualitative properties of (generalised) Schrödinger operators of the form −∆ − V (x), with
inverse-square potentials. This kind of operators arises, for instance, in quantum cosmological
models, as emphasized by the Wheeler-de-Witt equation ([9]), or in electron capture problems
([72]), but also in the linearisation of non-linear reaction-diffusion problems involving the heat
equation with supercritical reaction terms, with application in thermodynamics ([39]) and in
combustion theory ([69, 70]).
There is nowadays a well established literature on the Hardy inequality and on many dif-
ferent extensions of this important result. The interested reader may refer, for instance, to the
following papers and to the references therein: [5, 21, 24, 44, 62, 63, 64, 69, 84, 125, 133, 141].
Furthermore, it is also worth to cite the articles [16, 60], regarding inequalities with multipolar
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singularities. Finally, for some of the results presented in this thesis we mention the works
[21, 22], that concern singular potentials involving the distance to the boundary.
1.2 Contents of the Thesis
In this work, we are mainly interested in obtaining control properties for the two classes of
problems that we mentioned in the previous section. We are therefore considering some explicit
examples of evolution PDEs involving non-local terms or singular potentials and, for each of
them, we are going to study the possibility of obtaining controllability results, both from the
interior and from the boundary of the domains in which we define our equations.
In more detail, the main body of this thesis is composed of the following Chapters:
• Chapter 3: Internal control for non-local Schrödinger and wave equations
involving the fractional Laplace operator. In this Chapter, we study a non-local
version of the classical Schrödinger equation, where the Laplace operator is replaced by
the fractional Laplacian (−∆)s. We show that for s ∈ [1/2, 1) null controllability holds,
acting from a neighbourhood ω of the boundary of a bounded domain Ω ∈ C1,1. On the
other hand, we also show that this result is sharp, i.e. it is not achievable for exponents
s < 1/2. In our analysis, we use multiplier techniques ([83]) and the Pohozaev identity
for the fractional Laplacian ([119]) for obtaining the observability inequality that we
need for applying the Hilbert Uniqueness Method ([97, 98]). As a consequence of the
controllability for the fractional Schrödinger equation, an analogous property for a non-
local wave equation with fractional Laplacian is obtained. The results of this Chapter are
contained in the research article [11].
• Chapter 4: Boundary controllability for a one-dimensional heat equation with
a singular inverse-square potential. This Chapter is concerned with the analysis
of the parabolic problem for the generalised one-dimensional Schrödinger operator A =





For any time T > 0, we assume the domain of definition for our equation to be the set
Q := {(x, t) ∈ (0, 1)× (0, T )}; this means that the singularity of the potential V arises at
a boundary point. For all 0 < µ < 1/4, we prove the null controllability acting from the
point x = 0 as a consequence of analogous results presented in [76].
• Chapter 5: Null controllability for a heat equation with a singular inverse-
square potential involving the distance to the boundary function. In this Chap-
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where δ(x) := dist(x, ∂Ω) is the distance between a point x and the boundary of a bounded
C2 domain Ω ⊂ RN . The coefficient µ is assumed to be lower or equal to µ∗ = 1/4, which
is the critical value for the generalised Hardy inequality involving the function δ ([21]). As
a consequence of a new Carleman estimate, we obtain the null controllability acting from a
subset ω of our domain of definition. Moreover, we show that in the supercritical case, i.e.
for µ > 1/4, there is no way of preventing the solutions of the equation from blowing-up,
obtaining thus the impossibility of controlling the system. These properties are obtained
adapting analogous proofs in [35, 53]. The results of this Chapter are contained in the
research article [12], in collaboration with E. Zuazua.
• Chapter 6: Open problems. In this Chapter, we present some open problems related
to the results obtained in the thesis, discussing their motivation and interest and briefly
introducing the difficulties that they hide.
We give now a preliminary survey of the contents of each chapter, introducing the main
results that we obtained with more details.
1.2.1 Chapter 3: Internal control for non-local Schrödinger and wave equa-
tions involving the fractional Laplace operator
In this Chapter, we are concerned with the null controllability problem for the following




iut + (−∆)su = hχ{ω×(0,T )}, (x, t) ∈ Ω× (0, T )
u ≡ 0, (x, t) ∈ Ωc × (0, T ),
u(x, 0) = u0(x), x ∈ Ω,
(1.2.1)
defined on a bounded and C1,1 domain Ω ⊂ RN . In (1.2.1), the control region ω is a neighbour-
hood of the boundary of Ω.
The study of evolution equations involving the fractional Laplacian is a quite new topic and
at the moment there is not a very extended literature. To the best of our knowledge, the results
that we are going to present are among the first available in control theory for non-local PDEs.
In fact, the main result that we are going to employ ([119]) has been obtained very recently.
We are going to show that in the range of exponents s ∈ [1/2, 1), there exists a L2-control
function h, supported in ω, such that the unique solution u of (1.2.1) satisfies
u(x, T ) = 0. (1.2.2)
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Besides, we will also show that the lower bound s = 1/2 is sharp, meaning that, whenever
s < 1/2, there is no possibility of controlling the equation. Therefore, the main result of Chapter
3 will be the following:
Theorem 1.2.1. Let Ω ⊂ RN be a bounded C1,1 domain and let s ∈ [1/2, 1). Moreover, let
us define Γ0 := {x ∈ ∂Ω | (x · ν) > 0}, where ν is the unit normal vector to ∂Ω at x pointing
towards the exterior of Ω, and ω = Oε ∩Ω, where Oε is a neighbourhood of Γ0 in RN .
(i) If s ∈ (1/2, 1), for any T > 0 and for any u0 ∈ L2(Ω) there exists a control function
h ∈ L2(ω × [0, T ]) such that the solution u of (1.2.1) satisfies u(x, T ) = 0;
(ii) if s = 1/2, there exists a minimal time T0 > 0 such that the same controllability result as
in (i) holds for any T > T0.
Besides, in both cases there exists a positive constant CT such that
‖h‖L2(ω×[0,T ]) ≤ CT ‖u0‖L2(Ω).
Theorem 1.2.1 will be obtained applying the classical technique that combines multiplier
methods and the Hilbert Uniqueness Method ([83, 97]), and it will be a consequence of an




ivt + (−∆)sv = 0, (x, t) ∈ Ω× (0, T )
v ≡ 0, (x, t) ∈ Ωc × (0, T ),
v(x, 0) = v0(x), x ∈ Ω,
(1.2.3)
In particular, employing the regularity theory for fractional elliptic problems developed in
[117, 118], and by means of a new Pohozaev identity for the fractional Laplacian ([119]), we
are going to prove that, under the conditions on the time T imposed in Theorem (1.2.1), there





this immediately implies (1.2.2) by means of a duality argument.
Regarding the impossibility of controlling the equation for s < 1/2, this fact will be justified




iut + (−d 2x )su = gχ{ω×(0,T )}, (x, t) ∈ (−1, 1) × (0, T )
u ≡ 0, (x, t) ∈ (−1, 1)c × (0, T ),
u(x, 0) = u0(x), x ∈ (−1, 1),
(1.2.5)
where ω ⊂ (−1, 1) is the subset of the domain from which we aim to control.
Our analysis for (1.2.5) will be based on some results presented in [91, 92] on the asymptotic
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behaviour of the spectrum of the one-dimensional fractional Laplacian on the interval (−1, 1).
In particular, in [92] it is shown that for the eigenvalues associated to the problem
{
(−d 2x )sφk(x) = λkφk(x), x ∈ (−1, 1)















, as k → +∞. (1.2.7)







































Figure 1.1: First 10 eigenvalues of the fractional Laplacian (−d 2x )
β on (−1, 1) for β = 0.1, 0.2, 0.3, 0.4, 0.5 (left)
and for β = 0.6, 0.7, 0.8, 0.9, 1 (right).
Employing (1.2.7) it is possible to show that, for s < 1/2, the asymptotic gap between the
eigenvalues goes to zero with k, i.e. that (see also Figure 1.2 below)
lim inf
k→+∞
(λk+1 − λk) = 0. (1.2.8)
Referring to Ingham theory ([107]), (1.2.8) implies that, in this case, the observability in-
equality fails, which means that equation (1.2.1) fails to be controllable.
Finally, it is worth to spend some additional words on the controllability Theorem 1.2.1, in
particular on the introduction of a minimal time T0 > 0 when s = 1/2. As it will be explained
in details in Section 3.3, this minimal time will appear naturally during the proof of our result.
It will be needed for obtaining the observability of (1.2.3) due to the fact that, when s = 1/2,
we will encounter terms which are not compact with respect to the quantity that we want to
observe and that will need a time T large enough in order to be absorbed.
In addition, we point out that the introduction of T0 has not only technical motivations but,
in our opinion, it is really related to the structure of our problem. Indeed, when s = 1/2, the
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Figure 1.2: Gap between the first 10 eigenvalues of the fractional Laplacian (−d 2x )
β on (−1, 1) for β =
0.1, 0.2, 0.3, 0.4, 0.5 (left) and for β = 0.6, 0.7, 0.8, 0.9, 1 (right). At any index k corresponds the gap λk+1 − λk.
solutions of our equation have a uniform velocity of propagation and this implies that we need
a time interval sufficiently large in order to observe them. A justification to this fact is pro-
vided by formula (1.2.7) for the behaviour of the eigenvalues of the one-dimensional fractional
Laplacian that, in this limit case, gives us a constant gap (see also Figure 1.2)
λk+1 − λk =
π
2
, for all k > 0.
Referring again to Ingham theory ([107]), this last condition automatically yields to the
introduction of T0, since we know that this is the case when we have a uniform asymptotic gap.
On the other hand, when the asymptotic gap is γ∞ = ∞, as in the case s > 1/2, observation is
expected for all time T > 0.




utt + (−∆)2su = hχ{ω×(0,T )}, (x, t) ∈ Ω× (0, T ),
u ≡ (−∆)su ≡ 0, (x, t) ∈ Ωc × (0, T ),
u(x, 0) = u0(x), ut(x, 0) = u1(x), x ∈ Ω,
(1.2.9)
where the higher order fractional Laplace operator (−∆)2s is defined simply as the square of
the fractional Laplacian (−∆)s, as follows






∣ (−∆)su|Ωc ≡ 0, (−∆)2su ∈ L2(Ω)
}
.
Notice that (−∆)2s is symmetric, positive and self-adjoint, since it is the double composition
of the symmetric, positive and self-adjoint operator (−∆)s
10 Chapter 1. Introduction
As a consequence of Theorem 1.2.1, and applying an abstract machinery presented in [135],




vtt + (−∆)2sv = 0, (x, t) ∈ Ω× (0, T ),
v ≡ (−∆)sv ≡ 0, (x, t) ∈ Ωc × (0, T ),
v(x, 0) = v0(x), vt(x, 0) = v1(x), x ∈ Ω.
(1.2.10)
In more detail, let T0 be the observation time introduced in Theorem 1.2.1. Then, applying
[135, Proposition 6.8.2], from (1.2.4) we will obtain that, for s ∈ [1/2, 1) and for any T > T0,
there exists a positive constant C such that it holds




From (1.2.11), we will deduce that also equation (1.2.9) is null-controllable with a L2-control
h distributed in a neighbourhood ω of the boundary of the domain.
1.2.2 Chapter 4: Boundary controllability for a one-dimensional heat equa-
tion with a singular inverse-square potential





ut − uxx −
µ
x2





= f(t), u(1, t) = 0, t ∈ (0, T )
u(x, 0) = u0(x), x ∈ (0, 1).
(1.2.12)
Once again, we will focus on the study of controllability properties. In particular, we are
interested in solving the following problem.
Problem 1.2.1. Given u0 in an appropriate functional space X on (0, 1), find f in a functional
space Y on (0, T ), such that the corresponding solution u of (1.2.12) satisfies u(x, T ) = 0 for
all T > 0.
The strategy that we will apply for obtaining this result consists in showing that, by means
of the change of variables
u(x, t) := x
α










2 + 8µ − 2√1− 4µ
3 + 4µ
,
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we can transform our original equation (1.2.12) in the following one with variable degenerate
coefficients
ψt − (ξαψξ)ξ = 0, (1.2.13)
for which there are already results of boundary controllability (see [76]).
Evolution equations with singular inverse-square potentials have already attracted the inter-
est of the control community in the past years. Among other works, we recall here [35, 53, 137],
regarding the heat equation, and [34, 138], for the wave equation; in all these papers, the au-
thors are able to obtain controllability properties, acting from the interior of the domain where
the equation is defined.
However, to the best of our knowledge, the issue of boundary controllability for these equa-
tions was not addressed before. Moreover, another main novelty of our research is that, for the
first time, we are able to control from a point where the singularity arises.
In the analysis of our problem, a first important aspect that we want to underline is the fact
that, due to the presence of the singularity at x = 0, it turns out that in (1.2.12) we cannot


















This issue will be carefully justified throughout the Chapter.
As usual, by means of the classical Hilbert Uniqueness Method, Problem 1.2.1 will be equiva-





vt + vxx +
µ
x2
v = 0, (x, t) ∈ (0, 1) × (0, T )
v(0, t) = v(1, t) = 0, t ∈ (0, T )
v(x, T ) = vT (x), x ∈ (0, 1).
(1.2.14)
This estimate, in turn, will be obtained from the corresponding inequality presented in [76]
for equation (1.2.13), passing through the change of variables mentioned above.
Nevertheless, this approach provides limitations on the values that can be assumed by the
coefficient µ. Indeed, while by means of transposition techniques ([99]) equation (1.2.14) turns
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out to be well-posed for all µ ≤ 1/4, our proof of its observability will be valid only for
0 < µ < 1/4. We will present more details on this fundamental issue throughout the Chapter.
Finally, we want to stress the fact that in the adjoint system (1.2.14) we are imposing
classical Dirichlet boundary conditions, that is, without introducing any weight. Indeed, in
equation (1.2.12) the weight at x = 0 is needed if we want to detect a non-zero boundary
data; on the contrary, when considering a problem with homogeneous boundary conditions the
polynomial behaviour of the solution ensures the well-posedness in the classical framework.
1.2.3 Chapter 5: Null controllability for a heat equation with a singular
inverse-square potential involving the distance to the boundary







u = f, (x, t) ∈ Ω× (0, T )
u = 0, (x, t) ∈ ∂Ω× (0, T )
u(x, 0) = u0(x), x ∈ Ω,
(1.2.15)
defined on a bounded and C2 domain Ω ⊂ RN , where δ(x) := dist(x, ∂Ω) is the distance to the
boundary function. Again, we aim to obtain controllability results.
Also in this case, we will show that (1.2.15) is null-controllable with a L2(ω)-control f
distributed in an open subset ω ⊂ Ω. In particular, the main result of this Chapter will be the
following:
Theorem 1.2.2. Let Ω ⊂ RN be a bounded C2 domain and assume µ ≤ 1/4. Given any
non-empty open set ω ⊂ Ω, for any time T > 0 and any initial datum u0 ∈ L2(Ω) there exists
a control function f ∈ L2(ω × (0, T )) such that the solution of (1.2.15) satisfies u(x, T ) = 0.
The upper bound for the coefficient µ plays a fundamental role in our analysis and it is











Problems of the type of (1.2.15) have been widely studied in the last decades; in [25], for
instance, it is shown that the value µ = 1/4 is critical for the well-posedness of (1.2.15), meaning
that for µ > 1/4 the equation admits no positive weak solution for any u0 positive and f = 0.
Moreover, there is instantaneous and complete blow-up of approximate solutions.
Again by means of Hilbert Uniqueness Method ([97]), Theorem 1.2.2 will be a consequence
1.2. Contents of the Thesis 13







v = 0, (x, t) ∈ Q
v = 0, (x, t) ∈ Γ× (0, T )
v(x, T ) = vT (x), x ∈ Ω.
(1.2.16)
More precisely, for any µ ≤ 1/4 we are going to prove that, for any time T > 0, there exists
a positive constant CT such that, for all vT ∈ L2(Ω), the solution of (1.2.16) satisfies
∫
Ω
v(x, 0)2 dx ≤ CT
∫
ω×(0,T )
v(x, t)2 dxdt. (1.2.17)
The inequality above, in turn, will be obtained as a consequence of a new Carleman estimate
for the solution of (1.2.16), where the weight employed is chosen in such a way to permit us to
deal with the blowing-up of the potential on the boundary. We remark that this Carleman esti-
mate cannot be trivially derived from the ones already available in the literature for equations
with singular inverse-square potentials ([35, 53]), since in our case the singularity considered is
of a different nature.
Finally, adapting the argument presented in [53] we will show that the bound µ ≤ 1/4 is




La teoŕıa del control es la rama de las matemáticas que estudia la posibilidad de modificar
el comportamiento de un sistema dinámico utilizando uno o más controles aplicados a través
de activadores.
Ejemplos precoces de sistemas controlados se pueden encontrar ya en la época de los Ro-
manos, que supieron desarrollar mecanismos de válvulas para mantener constante el nivel del
agua en sus acueductos. Además, según algunos investigadores, es posible encontrar aplica-
ciones de la teoŕıa del control aún más antiguas en los sistemas de irrigación empleados en
Mesopotamia, que datan aproximadamente del 2000 A.C.
Sin embargo, no es hasta el siglo XIX, durante la revolución industrial, cuando se aborda la
teoŕıa del control desde un punto de vista matemático. En particular, merece especial mención
el trabajo del astrónomo inglés G. Airy (1801-1892), que analizó matemáticamente los princip-
ios que regulaban el funcionamiento de la máquina de vapor inventada por J. Watt (1736-1819).
Por último, la primera descripción matemática completa de la teoŕıa del control data de 1868
y se debe a J.C. Maxwell (1831-1879), quien encontró algunos comportamientos erráticos en el
aparato de Watt y propuso mecanismos de control para corregirlos.
Desde su origen, la teoŕıa del control ha captado el interés de un gran número de matemáticos
e ingenieros, que contribuyeron a su vasto desarrollo. Hoy en d́ıa, este es un campo muy
próspero, con una gran cantidad de aplicaciones prácticas en áreas como la ingenieŕıa, la bi-
oloǵıa, la economı́a y la medicina. Más detalles se pueden encontrar, por ejemplo, en [61] y en
la amplia bibliograf́ıa alĺı contenida.
En lenguage matemático, una manera general y abstracta para escribir un problema de






= A(y, u), t > 0, y ∈ Y, u ∈ Uad
y(0) = y0
(1.0.1)
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en el cual y representa el estado que queremos controlar, y0 es el estado inicial y u es el control.
Y y Uad son el espacio de los estados y el conjunto de los controles admisibles, respectivamente.
Dato un sistema de control en la forma (1.0.1), el objetivo principal es buscar u tal que el
estado correspondiente y se comporte de una manera establecida en un tiempo final fijado.
Se pueden definir varias nociones de controlabilidad, dependiendo de si es posible o no
conseguir el propósito descrito antes. Decimos que el sistema es exactamente controlable si
cualquier estado inicial y0 puede ser conducido en un tiempo T finito a cualquier estado final
yT , previamente elegido. Si, además, es posible llegar al estado cero (es decir y(T ) = 0), entonces
el sistema se dice controlable a cero. Por otra parte, si solo es posible acercarse arbitrariamente
(en alguna topoloǵıa) al objetivo yT , entonces se habla de controlabilidad aproximada. Por
último, si se puede mostrar que no hay manera alguna de encontrar una función u que permita
conducir la solución de (1.0.1) al estado deseado (o arbitrariamente cerca de él), eso significa
que el sistema no es controlable.
En esta tesis, estamos interesados en el análisis de las propiedades de controlabilidad para
determinados tipos de EDP que describen varios fenómenos f́ısicos. Dedicamos las secciones
siguientes a una descripción mas detallada de las clases de problemas que trataremos en este
trabajo, dando un resumen general de la literatura existente y presentando brevemente los
resultados logrados.
1.1 Temas principales y motivación
En esta tesis se desarrolla al análisis de propiedades de controlabilidad para algunos problemas
de EDP, cuyo estudio está motivado por muchas aplicaciones en el mundo real. En particular,
el trabajo se centra en dos familias de modelos muy generales, que han interesado ampliamente
la investigación en matemática aplicada en las últimas décadas: EDPs no-locales y EDPs con
potenciales singulares cuadráticos-inversos.
Los problemas que vamos a tratar son, en nuestra opinión, muy interesantes y desafiantes.
Debido a sus dificultades, muchas veces requieren el desarrollo de nuevas técnicas matemáticas e,
incluso en los casos en que se pueden aplicar resultados clásicos, su adaptación para enfrentarse
a las particulares caracteŕısticas de los sistemas que nos proponemos investigar no suele ser
elemental.
Dedicamos esta sección a presentar de manera muy general las razones de la base del creciente
interés en los modelos de EDPs objeto en el presente trabajo. Pondremos especial atención en
sus empleo en distintos campos de las ciencias aplicadas, de la ingenieŕıa y de las finanzas. A
fin de dar una presentación lo más clara posible, y para favorecer una mayor comprensión,
consideraremos las dos categoŕıas de ecuaciones por separado.
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1.1.1 EDPs con términos no-locales
Una EDP no-local es un tipo particular de ecuación diferencial donde una o todas las compo-
nentes involucran a términos no-locales. Como sugiere el nombre, la primera y mayor diferencia
respecto a una EDP clásica es que, para comprobar si una ecuación no-local se satisface en un
punto, se necesita información también de los valores de la función lejos de éste punto. En la
mayoŕıa de los casos, esto ocurre debido a que la ecuación contiene términos integrales. Esta
es también la razón por la cual, en la literatura, se pueden encontrar las denominaciones de
ecuaciones integro-diferenciales o pseudo-diferenciales en referencia a estos problemas.
El análisis de operadores y EDP no-locales es un tema en continuo desarrollo. En las
últimas décadas, muchos investigadores empezaron a dedicarse a esta rama de las matemáticas,
motivados en particular por el gran número de posibles aplicaciones en modelos para varios
fenómenos complejos, para los que un enfoque local resulta ser inadecuado o restrictivo.
De hecho, hay un amplio espectro de situaciones en las cuales una ecuación no-local da
una descripción considerablemente mejor, con respecto a una EDP, del problema que se quiere
analizar.
En elasticidad, por ejemplo, hay muchos modelos que involucran a términos no-locales; uno
muy importante es sin duda la ecuación de Peierls-Nabarro, que describe fenómenos de dinámica
de dislocación en cristales ([49, 101]).
Por otro lado, en la ciencia de los materiales modelos no-locales tienen en cuenta la propiedad
de que en muchos materiales el estrés en un punto depende del esfuerzo en una región al rededor
del mismo ([85]).
Ecuaciones no-locales se pueden encontrar también en ecoloǵıa. Por ejemplo, en dinámica
de poblaciones surgen ecuaciones de reacción-difusión no-locales en modelos para estructuras
de ecosistemas, a la hora de analizar la dependencia del crecimiento respecto al alimento y de
la mortalidad respecto al tamaño en ciertos sistemas predador-presa ([46]).
En finanzas, los precios de las acciones pueden tener cambios frecuentes e imprevistos. Por
tanto, modelos que involucran a procesos de salto resultan ser particularmente adecuados para
describir, por ejemplo, la tarificación de las opciones americanas ([96, 112]).
Por último, otros ejemplos donde aparecen ecuaciones integro-diferenciales son modelos para
turbulencias ([3]), transporte y difusión anómalos ([14, 105]), filtración en medios porosos ([15]),
proceso de imágenes ([71]), propagación de ondas en medios heterogéneos de alto contraste
([146]).
1.1.2 EDPs con potenciales cuadráticos-inversos
La segunda parte de esta tesis se dedica al estudio de EDPs de evolución que contienen poten-
ciales singulares cuadráticos-inversos. En este ámbito, por el análisis de estas ecuaciones será
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fundamental la famosa desigualdad de Hardy, que toma su nombre del matemático británico
G.H. Hardy (1877-1947).
En 1925, este demostró en [77] que para cada u ∈ H10 (0,+∞), se verifica
∫ +∞
0









Esta desigualdad fue el fruto de veinte años de investigación, a partir de un resultado rela-
cionado estrechamente y obtenido por D. Hilbert en 1904 ([79]); en su desarrollo, hay que
recordar las contribuciones fundamentales de muchos insignes matemáticos, además de Hardy,
como E. Landau, G. Pólya, M. Riesz and I. Schur. El lector interesado puede consultar [90] y
las referencias alĺı incluidas para una panorámica completa sobre la historia de (1.1.1).
Nueve años después del art́ıculo de Hardy de 1925, la desigualdad (1.1.1) aparece en [95],
para el estudio de la existencia de soluciones regulares para la ecuación de Navier viscosa.
Posteriormente, fue otra vez Hardy, en colaboración con J.E. Littlewood y G. Pólya, quien
generalizó (1.1.1) al caso multi-dimensional y, en [78], se introdujo por primera vez la desigual-
dad de Hardy en su forma más clásica y conocida; concretamente, los autores demostraron que,
para cualquier dominio abierto Ω ⊂ RN , N ≥ 3, que contenga al origen, y para cada u ∈ H10 (Ω),
u/|x| ∈ L2(Ω) y se verifica:
∫
Ω







La constante (N −2)2/4 en (1.1.2) es óptima y no se puede alcanzar en H10 (Ω), en el sentido
de que la inmersión continua H10 (Ω) →֒ L2(Ω, |x|−2) no es compacta.
El estudio de la desigualdad de Hardy y de otras desigualdades integro-diferenciales rela-
cionadas está motivado por aplicaciones en varios campos.
En f́ısica cuántica, por ejemplo, hay relaciones estrechas entre (1.1.2) y el principio de incer-
tidumbre de Heisenberg (véase, por ejemplo, [59]), mientras que en mecánica cuántica, (1.1.2) es
fundamental para el estudio de la ecuación de Schrödinger no-relativista de una única part́ıcula
que se mueve en un campo eléctrico ([58]).
En la teoŕıa de ecuaciones diferenciales ordinarias, desigualdades de tipo Hardy pueden en-
contrarse aplicadas al estudio de las oscilaciones de las soluciones ([82, 109]) o en problemas de
aproximación ([86]).
Además, desde el punto de vista matemático, se pueden mencionar varias aplicaciones en
problemas de Sturm-Liouville ([8, 116]), en la teoŕıa de series de Fourier ([38]), en el análisis
espectral para operadores diferenciales ([56, 114]), en la geometŕıa diferencial ([65, 134]), en
el análisis funcional, para obtener teoremas de inmersión para espacios de Sobolev con pesos
([87, 88]), y en la teoŕıa de las funciones de variable compleja ([110]).
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En la teoŕıa de las EDPs singulares, la desigualdad de Hardy tiene un rol crucial en el
análisis de propiedades cualitativas de operadores de Schrödinger (generalizados) en la forma
−∆−V (x), con potenciales singulares cuadráticos-inversos. Este tipo de operadores se encuen-
tra, por ejemplo, en modelos cosmológicos cuánticos, como está enfatizado por la ecuación de
Wheeler-de-Witt ([9]), en problemas de captura de electrones ([72]), o incluso en la linearización
de problemas de reacción-difusión no-lineal que involucran a la ecuación del calor con términos
de reacción supercŕıticos, que tienen aplicaciones en termodinámica ([39]) y en la teoŕıa de la
combustión ([69, 70]).
Hoy en d́ıa existe una literatura muy consolidada sobre la desigualdad de Hardy y sobre varias
extensiones de este resultado. El lector interesado puede consultar, por ejemplo, los art́ıculos
siguientes y las referencias alĺı contenidas: [5, 21, 24, 44, 62, 63, 64, 69, 84, 125, 133, 141].
Además, merece la pena mencionar los art́ıculos [16, 60] sobre desigualdades con singularidades
multipolares. Por último, para algunos de los resultados presentados en esta tesis, recordamos
los trabajos [21, 22] relativos a potenciales singulares que involucran a la función distancia al
borde.
1.2 Contenidos de la tesis
En este trabajo estamos interesados en el análisis de las propiedades de control de las dos clases
de problemas presentados en la Sección anterior. Por lo tanto, consideraremos algunos ejemplos
expĺıcitos de EDPs de evolución con términos no-locales o potenciales singulares y, para cada
una de ellas, estudiaremos la posibilidad de obtener resultados de controlabilidad, tanto desde
el interior como desde el borde de los dominios donde dichas ecuaciones serán definidas.
Más detalladamente, el cuerpo principal de esta tesis está compuesto por los Caṕıtulos
siguientes:
• Caṕıtulo 3: Control interno de ecuaciones de Schrödinger y ondas no-locales
que involucran al operador de Laplace fraccionario. En este Caṕıtulo estudiamos
una versión no-local de la ecuación de Schrödinger clásica, donde al operador de Laplace
se sustituye el Laplaciano fraccionario (−∆)s. Mostramos que para cada s ∈ [1/2, 1) es
posible obtener la controlabilidad a cero actuando desde un conjunto ω de la frontera de
un dominio acotado Ω ∈ C1,1. Por otro lado, también probamos que no se puede lograr
este resultado en el caso de exponentes s < 1/2. En nuestro análisis, utilizamos técnicas de
multiplicadores ([83]) y la identidad de Pohozaev para el Laplaciano fraccionario ([119]), a
fin de obtener la desigualdad de observabilidad que necesitamos para aplicar el Método de
Unicidad de Hilbert ([97, 98]). Como consecuencia de la controlabilidad para la ecuación
de Schrödinger fraccionaria, obtenemos una propiedad análoga para una ecuación de ondas
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con Laplaciano fraccionario. Los resultados de este Caṕıtulo están contenidos en el art́ıculo
cient́ıfico [11].
• Caṕıtulo 4: Controlabilidad al borde de una ecuación del calor unidimensional
con un potenciales singular cuadrático-inverso. En este Caṕıtulo se investiga el
problema parabólico para el operador de Schrödinger unidimensional A = −d2xx − V (x)





Para cada tiempo T > 0, asumimos que el dominio de definición de nuestra ecuación sea
el conjunto Q := {(x, t) ∈ (0, 1)×(0, T )}; esto significa que la singularidad del potencial V
surge en un punto de frontera. Para cualquier 0 < µ < 1/4, obtenemos la controlabilidad
a cero actuando desde el punto x = 0, como consecuencia de resultados análogos obtenidos
en [76].
• Caṕıtulo 5: Controlabilidad a cero de una ecuación del calor con un potencial
singular cuadrático-inverso que involucra a la función distancia. En este Caṕıtulo





donde δ(x) := dist(x, ∂Ω) es la distancia entre un punto x y el borde de un dominio
Ω ⊂ RN acotado y de clase C2. El coeficiente µ se asume menor o igual que µ∗ = 1/4,
siendo éste el valor cŕıtico para la desigualdad de Hardy generalizada que involucra a la
función δ ([21]). Como consecuencia de una nueva estimación de Carleman, obtenemos
la controlabilidad a cero actuando desde un conjunto ω de nuestro dominio de definición.
Además, demostraremos que en el caso supercŕıtico, es decir para µ > 1/4, no hay manera
alguna de prevenir que las soluciones de la ecuación exploten, obteniendo aśı la imposibili-
dad de controlar el sistema. Estas propiedades se encuentran adaptando pruebas análogas
presentadas en [35, 53]. Los resultados de este Caṕıtulo están contenidos en el art́ıculo
cient́ıfico [12], en colaboración con E. Zuazua.
• Caṕıtulo 6: Problemas abiertos. En este Caṕıtulo presentamos algunos problemas
abiertos relacionados con los resultados obtenidos en la tesis, motivando las razones por las
que encontramos estas cuestiones interesantes y discutiendo brevemente las dificultades
que esconden.
Damos ahora un resumen preliminar de los contenidos de cada caṕıtulo, introduciendo con
más detalles los resultados principales que obtenemos.
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1.2.1 Caṕıtulo 3: Control interno de ecuaciones de Schrödinger y ondas
no-locales que involucran al operador de Laplace fraccionario
En este Caṕıtulo tratamos el problema de controlabilidad a cero para la ecuación de tipo




iut + (−∆)su = hχ{ω×(0,T )}, (x, t) ∈ Ω× (0, T )
u ≡ 0, (x, t) ∈ Ωc × (0, T ),
u(x, 0) = u0(x), x ∈ Ω,
(1.2.1)
definida en un dominio Ω ⊂ RN , acotado y de clase C1,1. En (1.2.1), la región de control ω es
un conjunto de la frontera de Ω.
El estudio de ecuaciones de evolución que involucran al Laplaciano fraccionario es un tema
bastante nuevo y, desde el punto de vista de la investigación en las matemáticas puras, actual-
mente no existe una literatura muy extendida. Hasta donde llega nuestro conocimiento, los
resultados que vamos a presentar están entre los primeros disponibles en la teoŕıa del control
para EDPs no-locales. De hecho, el resultado principal que utilizaremos ([119]) se ha obtenido
muy recientemente.
Enseñaremos que, por valores de s ∈ [1/2, 1), existe una función de control h de clase L2 y
con soporte en ω, tal que la única solución u de (1.2.1) satisface
u(x, T ) = 0. (1.2.2)
Además, mostraremos también que el ĺımite inferior s = 1/2 es óptimo en el sentido de que,
cuando s < 1/2, no hay posibilidad alguna de controlar la ecuación. Por lo tanto, el resultado
principal del Caṕıtulo 3 será el siguiente:
Teorema 1.2.1. Sea Ω ⊂ RN un dominio acotado y de clase C1,1, y sea s ∈ [1/2, 1). Definimos
también Γ0 := {x ∈ ∂Ω | (x·ν) > 0}, donde ν es el vector normal unitario en x ∈ ∂Ω que apunta
hacia el exterior de Ω, y ω = Oε ∩ Ω, donde Oε es un conjunto de Γ0 en RN .
(i) Si s ∈ (1/2, 1), para todos T > 0 y para cada u0 ∈ L2(Ω) existe una función de control
h ∈ L2(ω × [0, T ]) tal que la solución u de (1.2.1) satisface u(x, T ) = 0;
(ii) si s = 1/2, existe un tiempo mı́nimo T0 > 0 tal que el mismo resultado de controlabilidad
que en (i) vale para cada T > T0.
Además, en ambos casos existe una constante positiva CT tal que
‖h‖L2(ω×[0,T ]) ≤ CT ‖u0‖L2(Ω).
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El Teorema 1.2.1 se obtendrá aplicando la técnica clásica que combina el método de los
multiplicadores y el Método de Unicidad de Hilbert ([83, 97]), y será consecuencia de una




ivt + (−∆)sv = 0, (x, t) ∈ Ω× (0, T )
v ≡ 0, (x, t) ∈ Ωc × (0, T ),
v(x, 0) = v0(x), x ∈ Ω.
(1.2.3)
En particular, utilizando la teoŕıa de regularidad para el problema eĺıptico fraccionario de-
sarrollada en [117, 118], y gracias a una nueva identidad de Pohozaev para el Laplaciano
fraccionario ([119]), enseñaremos que, bajo las condiciones sobre el tiempo T impuestas en el





esto implica inmediatamente (1.2.2), por medio de un argumento de dualidad.
La imposibilidad de controlar la ecuación cuando s < 1/2 será justificada a través de un




iut + (−d 2x )su = gχ{ω×(0,T )}, (x, t) ∈ (−1, 1) × (0, T )
u(−1, t) = u(1, t) = 0, (x, t) ∈ (−1, 1)c × (0, T ),
u(x, 0) = u0(x), x ∈ (−1, 1),
(1.2.5)
donde ω ⊂ (−1, 1) es el subconjunto del dominio desde el cual queremos controlar.
Nuestro análisis para (1.2.5) se basará en unos resultados presentados en [91, 92] sobre
el comportamiento asintótico del espectro del Laplaciano fraccionario en dimensión uno en el
intervalo (−1, 1). En particular, en [92] se muestra que los valores propios asociados al problema
{
(−d 2x )sφk(x) = λkφk(x), x ∈ (−1, 1)















, cuando k → +∞. (1.2.7)
Por medio de (1.2.7), se puede mostrar que, para cada s < 1/2, el salto asintótico entre los
valores propios se acerca a cero cuando k tiende a infinito, es decir
lim inf
k→+∞
(λk+1 − λk) = 0. (1.2.8)
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Figure 1.1: Primeros 10 valores propios del Laplaciano fraccionario (−d 2x )
β en (−1, 1) para β =
0.1, 0.2, 0.3, 0.4, 0.5 (izquierda) y para β = 0.6, 0.7, 0.8, 0.9, 1 (derecha).


































Figure 1.2: Salto asintótico entre los 10 primeros valores propios del Laplaciano fraccionario (−d 2x )
β en (−1, 1)
para β = 0.1, 0.2, 0.3, 0.4, 0.5 (izquierda) y para β = 0.1, 0.2, 0.3, 0.4, 0.5 (derecha). A cada ı́ndice k le corresponde
el salto λk+1 − λk.
Haciendo referencia a la teoŕıa de Ingham ([107]), (1.2.8) implica que, en este caso, la de-
sigualdad de observabilidad falla, por lo que no conseguimos probar la controlabilidad a cero
de la ecuación (1.2.1).
Por último, merece la pena dedicar algunas palabras más al Teorema 1.2.1 sobre la contro-
labilidad de nuestra ecuación, en particular respecto a la introducción de un tiempo mı́nimo
T0 > 0 cuando s = 1/2. Como se explicará en detalles en la Sección 3.3, este tiempo mı́nimo
aparece de manera natural a lo largo de la prueba de nuestro resultado. Será necesario para
obtener la observabilidad de (1.2.3), debido al hecho que, para s = 1/2, vamos a encontrar
algunos términos que no son compactos respecto a la cantidad que queremos observar y que
van a necesitar un tiempo T suficientemente largo para poder ser absorbidos.
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Además, remarcamos que la introducción de T0 no tiene sólo motivaciones técnicas sino que,
en nuestra opinión, está relacionada estrictamente con la estructura de nuestro problema. De
hecho, cuando s = 1/2, las soluciones de nuestra ecuación tienen una velocidad de propagación
uniforme, y esto implica que vamos a necesitar un intervalo de tiempo suficientemente grande
para poder observarlas. Una justificación de este hecho está en la formula (1.2.7) para el com-
portamiento asintótico de los valores propios del Laplaciano fraccionario en dimensión uno que,
en este caso ĺımite, nos da un salto constante (véase también la Imagen 1.2)
λk+1 − λk =
π
2
, para todo k > 0.
Haciendo otra vez referencia a la teoŕıa de Ingham ([107]), esta última condición nos lleva
automáticamente a la introducción de T0, pues sabemos que ésto es lo que pasa en el caso de un
salto uniforme. Por otro lado, cuando el salto asintótico es γ∞ = ∞, como en el caso s > 1/2,
se espera la observabilidad para cualquier tiempo T > 0.




utt + (−∆)2su = hχ{ω×(0,T )}, (x, t) ∈ Ω× (0, T ),
u ≡ 0, (x, t) ∈ Ωc × (0, T ),
u(x, 0) = u0(x), ut(x, 0) = u1(x), x ∈ Ω,
(1.2.9)
donde el operador de Laplace de orden mayor (−∆)2s se define simplemente como el cuadrado
del Laplaciano fraccionario clásico (−∆)s, como sigue






∣ (−∆)su|Ωc ≡ 0, (−∆)2su ∈ L2(Ω)
}
.
Remarcamos que, (−∆)2s es un operador simétrico, positivo y auto-adjunto, siendo definido
como la doble composición del operador simétrico, positivo y auto-adjunto (−∆)s.
Como consecuencia del Teorema 1.2.1, y aplicando un argumento general presentado en





vtt + (−∆)2sv = 0, (x, t) ∈ Ω× (0, T ),
v ≡ 0, (x, t) ∈ Ωc × (0, T ),
v(x, 0) = v0(x), vt(x, 0) = v1(x), x ∈ Ω.
(1.2.10)
Con más detalles, sea T0 el tiempo de observación introducido en el Teorema 1.2.1. Aplicando
[135, Proposición 6.8.2] obtenemos que, para todos s ∈ [1/2, 1) y para cada T > T0, existe una
1.2. Contenidos de la tesis 25







Desde (1.2.11), deducimos que la ecuación (1.2.9) es controlable a cero, a través de un control
h de clase L2, con soporte en un subconjunto ω de la frontera del dominio.
1.2.2 Caṕıtulo 4: Controlabilidad de frontera para una ecuación del calor
unidimensional con un potencial singular cuadrático-inverso





ut − uxx −
µ
x2





= f(t), u(1, t) = 0, t ∈ (0, T )
u(x, 0) = u0(x), x ∈ (0, 1).
(1.2.12)
Otra vez, nos centraremos en particular en el estudio de las propiedades de controlabilidad.
En concreto, estamos interesados en resolver el siguiente problema.
Problema 1.2.1. Dado u0 en un espacio funcional X sobre (0, 1), buscar f en un espacio
funcional Y sobre (0, T ) tal que la solución correspondiente u de (1.2.12) satisface u(x, T ) = 0
para todo T > 0.
La estrategia que vamos a aplicar consiste en mostrar que, por medio del cambio de variables
u(x, t) := x
α










2 + 8µ− 2√1− 4µ
3 + 4µ
,
podemos trasformar nuestra ecuación original (1.2.12) en la siguiente ecuación con coeficientes
degenerados
ψt − (ξαψξ)ξ = 0, (1.2.13)
que ya sabemos que es controlable a cero desde la frontera (véase [76]).
En los últimos años, la comunidad del control ya se ha interesado en EDPs de evolución con
potenciales singulares. Entre otros trabajos, recordamos aqúı [35, 53, 137], sobre la ecuación del
calor, y [34, 138], para la ecuación de ondas; en todos estos art́ıculos, los autores son capaces de
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controlar la ecuación que estudian, actuando desde el interior del dominio donde está definida.
Sin embargo, hasta donde alcanza nuestro conocimiento, la controlabilidad de frontera para
estas ecuaciones es una cuestión que nadie ha tratado anteriormente. Además, una novedad
importante de nuestra investigación es que, por primera vez, somos capaces de controlar desde
el punto donde surge la singularidad.
En el análisis de nuestro problema, un primer aspecto que queremos enfatizar es el hecho que,
debido a la presencia de la singularidad en x = 0, resulta que en (1.2.12) no podemos imponer
una condición de frontera del tipo u(0, t) = f(t) 6= 0; en cambio, tenemos que introducir la

















Este hecho se justificará en detalles a lo largo del Caṕıtulo.
Como es habitual, gracias al clásico Método de Unicidad de Hilbert el Problema 1.2.1 será





vt + vxx +
µ
x2
v = 0, (x, t) ∈ (0, 1) × (0, T )
v(0, t) = v(1, t) = 0, t ∈ (0, T )
v(x, T ) = vT (x), x ∈ (0, 1).
(1.2.14)
Esta desigualdad, en cambio, será obtenida desde la desigualdad correspondiente presentada
en [76] para la ecuación (1.2.13), aplicando el cambio de variables mencionado anteriormente.
Sin embargo, este método genera limitaciones para los valores del coeficiente µ. Desde
luego, mientras que a través de técnicas de transposición ([99]) la ecuación (1.2.12) resulta
estar bien definida para todo µ ≤ 1/4, nuestra prueba de su observabilidad será valida solo
para 0 < µ < 1/4. Daremos más detalles sobre este hecho fundamental a lo largo del Caṕıtulo.
Por último, remarcamos que en el sistema adjunto (1.2.14) estamos imponiendo condiciones
de contorno de Dirichlet clásicas, es decir sin introducir pesos. De hecho, en la ecuación (1.2.12)
el peso en x = 0 es necesario si queremos detectar un dato de borde que no es cero; sin embargo,
cuando consideramos un problema con condiciones de contorno homogéneas, el comportamiento
polinomial de las soluciones garantiza la buena definición en el sentido clásico.
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1.2.3 Caṕıtulo 5: Controlabilidad a cero para una ecuación del calor con
un potencial singular cuadrático-inverso que involucra a la función
distancia







u = f, (x, t) ∈ Ω× (0, T )
u = 0, (x, t) ∈ ∂Ω× (0, T )
u(x, 0) = u0(x), x ∈ Ω,
(1.2.15)
definida en un dominio Ω ⊂ RN acotado y de clase C2, donde δ(x) := dist(x, ∂Ω) es la función
distancia al borde. De nuevo, nuestro objetivo es obtener resultados de controlabilidad.
También en este caso, enseñaremos que (1.2.15) es exactamente controlable a cero a través
de una función de control f de clase L2 y localizada en un subconjunto abierto ω ⊂ Ω. En
particular, el resultado principal de este Caṕıtulo será el Teorema siguiente:
Teorema 1.2.2. Sea Ω ⊂ RN un dominio acotado y de clase C2 y sea µ ≤ 1/4. Para cada
subconjunto ω ⊂ Ω, abierto y no vaćıo, para cada tiempo T > 0 y para cada dato inicial
u0 ∈ L2(Ω), existe una función de control f ∈ L2(ω × (0, T )) tal que la solución de (1.2.15)
satisface u(x, T ) = 0.
La acotación superior para el coeficiente µ juega un rol fundamental en nuestro análisis y
está relacionada con la siguiente desigualdad de Hardy generalizada, que involucra al potencial
µ/δ2, presentada en [21]
∫
Ω







Problemas del tipo de (1.2.15) han sido estudiados con intensidad en las últimas décadas;
en [25], por ejemplo, se muestra que el valor µ = 1/4 es cŕıtico para que el problema (1.2.15)
esté bien definido, en el sentido que para cada µ > 1/4 la ecuación no admite ninguna solución
débil positiva para todos u0 > 0 y f = 0. Además, hay una explosión instantánea y completa
de las soluciones aproximadas.
Otra vez más, por medio del Método de Unicidad de Hilbert ([97]), el Teorema 1.2.2 será








v = 0, (x, t) ∈ Q
v = 0, (x, t) ∈ Γ× (0, T )
v(x, T ) = vT (x), x ∈ Ω.
(1.2.16)
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Con más detalles, para cada µ ≤ 1/4 y cada T > 0 probaremos la existencia de una constante
positiva CT tal que, para cada vT ∈ L2(Ω), la solución de (1.2.16) satisface
∫
Ω
v(x, 0)2 dx ≤ CT
∫
ω×(0,T )
v(x, t)2 dxdt. (1.2.17)
La desigualdad anterior, sin embargo, será obtenida a través de una nueva estimación de
Carleman para la solución de (1.2.16), donde el peso utilizado está elegido de manera que nos
permita compensar la explosión del potencial en la frontera. Remarcamos que esta desigualdad
de Carleman no puede deducirse de manera trivial desde las que ya están disponibles en la
literatura para ecuaciones con potenciales singulares cuadráticos-inversos ([35, 53]), pues en
nuestro caso la singularidad del potencial es de natura diferente.
Por último, adaptando el argumento presentado en [53] demostraremos que la acotación
µ ≤ 1/4 es óptima para nuestro resultado de controlabilidad.
Chapter 2
Preliminaries
2.1 Controllability and observability
The notions introduced in this section rely on the presentations given in [42, 107, 120, 135].
As we were mentioning in Chapter 1, roughly speaking the exact controllability problem may
be formulated as follows. Consider an evolution system (either described in terms of Partial or
Ordinary Differential Equations). Starting from a given initial state at time t = 0, we want to
act on the trajectories of the system through a suitable control in order to match a desired final
state in a finite time T > 0. Most of the time, but not always, this control is the right-hand
side of the system or a boundary condition.
This is a very classical problem in control theory and there is by now an extended literature
on the topic. Research in this field has been very intensive in the last decades and it touches
nowadays a huge spectrum of PDEs models. To present a complete survey of the progress
achieved in this area of mathematics would be, of course, impossible and is not in the interest
of this thesis; the interested reader can refer to some of the titles included in the references
([97, 107, 123, 135, 148])
When treating control problems, there is a first very general classification which has to
be done: one has to distinguish between finite-dimensional systems (modelled by ODEs) and
infinite-dimensional distributed systems (described by PDEs). This distinction is necessary
since finite-dimensional and infinite-dimensional systems have, in general, quite different prop-
erties from the point of view of control ([147]).
For linear finite-dimensional systems, there is by now a completely developed theory based
on the famous Kalman rank condition ([94, 130]). Moreover, also in the case of non-linear
finite-dimensional systems the problem is quite well understood, and there are nowadays many
powerful tools for investigating local and global controllability ([42]).
For PDEs the situation is a bit more delicate, even in the linear framework, one main reason
30 Chapter 2. Preliminaries
being the fact that a linear PDE may be of many different types such as:
• hyperbolic type (wave equation, Maxwell equations);
• parabolic type (heat or Stokes equation);
• dispersive type (Schrödinger, Korteweg-de Vries or Boussinesq equation).
Each one of these equations is characterised by very specific properties on the flow. For
instance, it is classical that parabolic equations are time irreversible and that they have a strong
smoothing effect. For these reasons, it is well known that one cannot expect an exact control-
lability result to hold with a control localised in some small part of the domain, meaning that
one cannot reach an arbitrary final state; therefore, it is instead natural to look at the prop-
erties of approximate or null controllability. On the other hand, for hyperbolic equations we
have the Huygens principle and the property of propagation of singularities with finite velocity;
moreover, these problems are time reversible and this makes natural to seek for the property
of exact controllability.
Let us now go into more details, describing a general mathematical framework for con-
trollability. We will follow here the presentation given in [40].
Consider two (real or complex) Hilbert spaces (H, 〈·, ·〉H ) and (U, 〈·, ·〉U ), a time T > 0,
an initial datum y0 ∈ H and a closed unbounded operator A : D(A) → H which generates







= Ay +Bu, t ∈ [0, T ]
y(0) = y0
(2.1.1)
where B ∈ L(U ;D(A)) is the operator describing the way the control u acts on the system.
Moreover, for the operator B we assume to hold the following admissibility condition
∀T > 0, ∃CT > 0 such that
∫ T
0
‖B∗S(t)∗z‖U dt ≤ CT ‖z‖2H , ∀z ∈ D(A∗), (2.1.2)
where B∗, S(t)∗ and A∗ are the adjoint operators of B, S(t) and A, respectively.
First of all, it is possible to show that, under the admissibility condition (2.1.2), the Cauchy
problem (2.1.1) is well-posed in the sense of Hadarmad, i.e. that, for every y0 ∈ H and
u ∈ L2(0, T ;U) there exists a unique y ∈ C([0, T ];H) satisfying (2.1.1). Moreover,
‖y‖C([0,T ];H) ≤ C
(
‖y0‖H + ‖u‖L2(0,T ;U)
)
, (2.1.3)
for a positive constant C depending on T , A and B. Let us now introduce a first notion of
controllability
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Definition 2.1.1. System (2.1.1) is exactly controllable at time T if, for any y0, yT ∈ H,
there exists u ∈ L2(0, T ;U) such that the solution y of (2.1.1) fulfills y(T ) = yT .
As we said at the very beginning, according to this definition the aim of the control process
consists in driving the solution y of (2.1.1) from the initial state y0 to the final one yT in time
T by acting on the system through the control u.
Remark 2.1.1 ([107], Remark 1.1). In the view of the linearity of the system, without any loss






= Az, t ∈ [0, T ]
z(T ) = yT






= Aw +Bu, t ∈ [0, T ]
w(0) = y0 − z(0)
(2.1.4)
Notice that y(T ) = yT if and only if w(T ) = 0. Hence, driving the solution y of (2.1.1) from
y0 to yT is equivalent to leading the solution w of (2.1.4) from the initial data w0 = y0 − z(0)
to the zero state.
It is therefore justified the following definition of null controllability
Definition 2.1.2. System (2.1.1) is exactly null-controllable at time T if, for any y0 ∈ H,
there exists u ∈ L2(0, T ;U) such that the solution y of (2.1.1) fulfills y(T ) = 0.
Moreover, according to Remark 2.1.1, the properties of exact and null controllability are
equivalent for finite-dimensional linear systems. However, this is not necessarily true in the
case nonlinear systems or of systems with a strongly time irreversibility. For instance, the heat
equation is a well known example of null-controllable system that is not exactly controllable.
For the sake of completeness, we present here also the notion of approximate controllability
Definition 2.1.3. System (2.1.1) is approximately controllable at time T if, for any
y0, yT ∈ H and any ε > 0, there exists u ∈ L2(0, T ;U) such that the solution y of (2.1.1)
fulfills ‖y(T )− yT‖H < ε .
It is well known that in the linear finite dimensional case (i.e., for A ∈ RN×N , B ∈ RN×M ,
N,M ∈ N), the three definitions we gave above are all equivalent to a purely algebraic condition,
the so-called Kalman condition:
rank(B,AB,A2B, . . . , AN−1B) = N. (2.1.5)
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As a consequence, for finite dimensional systems, controllability at a time T0 > 0 implies
controllability at any time T > 0. This may no longer be true in the context of PDEs. A
typical example here is the wave equation, that is a model in which propagation occurs with
finite velocity; due to this fact, for controllability properties to hold, the control time needs to
be large enough so that the effect of the control may spread everywhere.
As noticed by D. Russell in [122], and then formalised by J. L. Lions in the famous Hilbert
Uniqueness Method (HUM, [97, 98]), the properties of controllability for system (2.1.1) are
equivalent to certain measurements (observabilities) of its adjoint (dual problem). Indeed, let






= A∗z, t ∈ [0, T ]
z(T ) = zT ∈ H.
(2.1.6)
The following results hold.
Theorem 2.1.1. System (2.1.1) is exactly controllable at time T if and only if there exists a
constant C > 0 such that
‖zT ‖2H ≤ C
∫ T
0
‖B∗z(t)‖2U dt, for all zt ∈ H. (2.1.7)
Inequality (2.1.7) is the so-called strong observability inequality. Roughly speaking, it per-
mits to recover a complete information about the initial state zT simply from a measurement
on [0, T ] of the output B∗z(t).
Theorem 2.1.2. System (2.1.1) is null-controllable at time T if and only if there exists a




‖B∗z(t)‖2U dt, for all zt ∈ H. (2.1.8)
Inequality (2.1.8), instead, is called weak observability inequality. In this case, only z(0) is
recovered; notice, however, that when system (2.1.1) is reversible then null and exact control-
lability are equivalent, which is not the case if the system is not reversible.
Besides, we point out that the proof of an observability inequality is not straightforward and
it requires tools adapted to the PDE under investigation; e.g. multiplier methods, Carleman
inequalities, Ingham inequalities or microlocal analysis ([6, 42, 68, 83, 97, 107, 135]).
We remark that a control driving an initial state y0 to a final state yT is not necessary
unique. However, for the exact and null controllability problem, it is possible to identify in a
natural way a distinguished control, the one of L2(0, T ;U) minimal norm. This issue is related
to the concept of the cost of controllability
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Let us assume that (2.1.1) is exactly controllable at time T . Then, for every yT ∈ H, the
set
UT (yT ) :=
{
u ∈ L2(0, T ;U) such that [yt = Ay +Bu, y(0) = 0] ⇒ y(T ) = yT
}
is a nonempty close and affine subspace of L2(0, T ;U). Let us now indicate with UT (yT ) the
elements of UT (yT ) of smallest L
2(0, T ;U)-norm. It immediately follows that the map
UT (yT ) : H −→ L2(0, T ;U)
yT 7−→ UT (yT )
is linear. Moreover, through the closed graph theorem, it can be shown that this map is also
continuous. The norm of UT (yT ), that we will denote by C
E
opt(T ), is called the cost of the exact
controllability of system (2.1.1). Moreover, the following result holds.
Proposition 2.1.1. CEopt(T ) is the infimum of the constants C > 0 for which the strong











‖zT ‖2H ≤ C
∫ T
0
‖B∗z(t)‖2U dt, ∀zT ∈ H
}
Therefore, Proposition 2.1.1 tells us that the cost of the exact controllability of (2.1.1) is the
optimal constant for which the strong observability for the adjoint system (2.1.6) holds.
Furthermore, if system (2.1.1) is exactly controllable we can describe a constructive way to
build the controls UT (yT ) of L
2(0, T ;U) minimal norm. For any y0 ∈ H, by duality between
(2.1.1) and (2.1.6) we obtain
〈y(T ), zT 〉H =
∫ T
0
〈u(t), B∗z(t)〉U dt+ 〈y0, z(0)〉H .






‖B∗z(t)‖2U dt+ 〈y0, z(0)〉H − 〈yT , zT 〉H . (2.1.9)
If J has a minimum ẑT , then one can easily show that the solution y of (2.1.1) with control
û = B∗ẑ, where ẑ is the solution of (2.1.6) associated to ẑT , satisfies y(T ) = yT .
Indeed, the functional J is clearly strictly convex, while the admissibility condition (2.1.2)
ensures its continuity. Finally, the strong observability inequality (2.1.7) easily implies also the
coercivity, telling us that J has a unique minimizer ẑT and that the control û = B
∗ẑ is the one
of L2(0, T ;U) minimal norm. Moreover, the following estimate holds:
‖û‖L2(0,T ;U) ≤ CEopt(T )‖yT‖H .
A similar argument can be repeated also in the case where (2.1.1) is null controllable at
time T , leading to the concept of the cost of the null controllability CNopt(T ). Moreover, in this
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case, one obtains the control ûN of L
2(0, T ;U) minimal norm as the minimiser of the following
functional





‖B∗z(t)‖2U dt+ 〈y0, z(0)〉H .
While JN is clearly strictly convex and continuous, its coercivity is not straightforward as
in the exact controllability case. Nevertheless, it can be shown that JN is coercive in the space








Therefore, the control ûN obtained as the minimizer of JN satisfies
‖ûN‖L2(0,T ;U) ≤ CEopt(T )‖y0‖H .
We conclude this section pointing out that, in this thesis, the analysis of the cost of the
controllability for the PDE problems that we study is not approached; however, we retained
that this was a concept worth to be mentioned for giving a complete survey on controllability
theory.
2.2 State of the art
We exhibit here a very general survey of what we believe are the most relevant theoretical
results available in the literature for the two main topics addressed in this thesis, namely non-
local PDEs and PDEs with singular potentials.
As we already did in Chapter 1, for the sake of a more clear and neat presentation we are
going to consider separately these two classes of problems.
2.2.1 Partial Differential Equations involving the fractional Laplace operator
In the wide family of non-local operators, a relevant role is surely taken by the fractional
Laplacian; its analysis, with significant applications in many kinds of different models, is a
topic relatively new, that has been particularly developed in the last years.
From a mathematical perspective, there is nowadays a well established and rich literature
on the fractional Laplacian, concerning both the study of the properties of this operator and its
applications in PDEs models. Among many others contributions, we remind here some works
of L. Caffarelli and L. Sylvestre ([27], [28]), of R. Servadei and E. Valdinoci ([126], [127]), of
J-L. Vázquez ([139]) and of X. Ros-Oton and J. Serra ([117], [119]).
Let us now recall the definition of the fractional Laplacian. For any function u sufficiently
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regular and for any s ∈ (0, 1), the s-th power of the Laplace operator is given by ([117], [119],
[124])










provided that the limit exists. We notice that, for 0 < s < 1/2 and u sufficiently smooth, for
instance Lipschitz continuous, then the integral in (2.2.1) is not really singular near x (see e.g.
[48, Remark 3.1]).







πn/2Γ(1− s) , (2.2.2)
where Γ is the classical Euler Gamma Function; this constant is in fact chosen so that the
fractional Laplacian is a pseudo-differential operator with symbol |ξ|2s ([48]). Moreover, the
terminology ‘‘fractional Laplacian’’ is justified by the observation that, in the limit s → 1, it
is possible to recover the standard Laplace operator −∆ ([17, 48, 104, 140]).
The fractional Laplacian (−∆)s can also be defined through the method of bilinear Dirichlet







(u(x)− u(y)) (v(x)− v(y))
|x− y|N+2s dxdy, u, v ∈ H
s(RN ),
in the sense that
D((−∆)s) =
{
u ∈ Hs(RN )
∣






v(−∆)su dx, for all u ∈ D((−∆)s), v ∈ Hs(RN ).
We remark that on RN the three definitions we gave for the fractional Laplacian (as a singular
integral, through the Fourier transform or through the a bilinear form) are all equivalent; this,
however, is not true anymore when working on open subsets of RN , the main reason being the
non-locality of the operator.
Therefore, for using this operator on domains, one has to proceed as follows ([143, 144]). Let












(1 + |x|)N+2s dx ≤ ∞
}
.
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|x− y|N+2s dy, x ∈ Ω, (2.2.3)
provided that the limit exists. As for the operator defined on the whole RN , for s < 1/2 and
u sufficiently smooth the integral in (2.2.3) is not really singular near x and it is not necessary
to consider it in principal value.
In the literature, the operator AsΩ is usually called regional fractional Laplacian ([73, 74, 75]).

















(−∆)su(x) = AsΩu(x) + VΩ(x)u(x), for all u ∈ D(Ω),





|x− y|N+2s , x ∈ Ω.
With this construction in mind, in [143, 144] it is defined a realisation of the operator AsΩ, i.e.
it is given a sense to the elliptic problem, with Dirichlet, Neumann and Robin-type boundary
conditions. In particular, it is shown that, in the Dirichlet case, (−∆)s and AsΩ coincide from
the point of view of elliptic theory.
Finally, we have to mention that it is possible to characterise the fractional Laplacian also
employing the heat semi-group in the following way: for any function u sufficiently smooth and










where v := et∆u is the solution of the following heat equation on RN
vt −∆v = 0, v(0) = u.
This characterisation is equivalent to the definition given in (2.2.1) (see, e.g., [131, Section
2.1]); sometimes, it permits to obtain regularity properties whose proof is far from being trivial
when considering the operator defined through a singular integral.
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We have to remark that in the literature it is possible to find also a different notion of
the fractional Laplacian, apart for the one defined as in (2.2.1), which is usually known as
spectral fractional Laplacian([18, 128]) and which is sometimes denoted by As. This operator
consists in the s-th power of the Laplacian −∆, obtained by using its spectral decomposition.
Namely, let Ω be a smooth bounded domain of RN , and let λk and φk, k ∈ N, be the
eigenvalues and the corresponding eigenfunctions of the Laplace operator −∆ in Ω with zero
Dirichlet boundary data, that is
{
−∆φk = λkφk, x ∈ Ω
φk = 0, x ∈ ∂Ω.
Moreover, without loss of generality let us assume that the functions φk are normalized in
such a way that they form an orthonormal basis of L2(Ω), i.e. 〈φk, φℓ〉L2(Ω) = δk,ℓ. For any












It is important to note that these two fractional operators, the integral one and the spectral
one, are different. For instance, the spectral operator As depends on the domain Ω consid-
ered, while the integral one (−∆)s is independent on the domain in which the equation is set.
Furthermore, while it is easily seen that the eigenvalues and the eigenfunctions of As are re-
spectively λsk and φk, that is the s-power of the eigenvalues of the Laplacian and the very same
eigenfunctions, the spectrum of (−∆)s may be less explicit to describe. More details on this
specific topic can be found in [128].
One of the main difficulties when treating problems involving the fractional Laplacian is
the non-locality of the operator. For dealing with this inconvenience, a well celebrate result of
L. Caffarelli and L. Silvestre ([27]) introduces a localisation procedure, showing that any power
of the fractional Laplacian in RN can be realised as an operator that maps a Dirichlet boundary
condition to a Neumann-type condition via an extension problem on the upper half-space RN+1.
For a bounded domain , the result by Caffarelli and Silvestre has been adapted in [18] and [33],
where it is shown that this extension argument gives an alternative definition of the spectral
fractional Laplacian.
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The main ideas of this extension procedure are the following: given x ∈ RN and a function






= 0, (x, y) ∈ RN+1
u(x, 0) = f(x);
(2.2.5)
in (2.2.5), y is the extended variable. Then, we have
ds(−∆)sf(x) = − lim
y→0+
yα∂yu, (2.2.6)
with ds a positive normalization constant which depends only on s. The parameters α and s are
linked by the relation α = 1 − 2s; we notice that, for s ∈ (0, 1), we have α ∈ (−1, 1). Finally,
the limit in (2.2.6) must be understood in the distributional sense; see [18, 26, 27] for more
details.
Paying the price of increasing by one the dimension of the problem analysed, this extension
procedure has instead the advantage of allowing to work in a local framework; since its first
introduction, it has been employed for several different applications, such as the proof of Car-
leman estimates for the fractional Laplacian ([121]), or for the built of algorithms for the finite
element discretisation of PDEs problems involving this operator ([41], [111]).
The results presented in this thesis, however, are not based on the extension of Caffarelli
and Sylvestre; this because, as we mentioned above, when working on bounded domains this
extension gives the spectral fractional Laplacian instead of the integral operator (2.2.1).
Instead, we will rely mostly on some recent paper of X. Ros-Oton and J. Serra ([117, 118,
119]). In these articles, the authors study the elliptic problem for the fractional Laplacian on a
bounded C1,1 domain Ω
{
(−∆)su = f, x ∈ Ω
u = 0, x ∈ Ωc,
(2.2.7)
analysing the well-posedness and the regularity of the solutions up to ∂Ω. Furthermore, the
main novelty of [119] is the following Pohozaev identity
Proposition 2.2.1. Let Ω be a bounded C1,1 domain of RN and s ∈ (0, 1); moreover, for any
x ∈ Ω let δ(x) = dist(x, ∂Ω) be the distance of x from ∂Ω. Let u ∈ Hs(RN ) be a function
vanishing in Ωc and satisfying the following:
(i) u ∈ Cs(RN ) and, for every β ∈ [s, 1 + 2s), u is of class Cβ(Ω) and
[u]Cβ({x∈Ω|δ(x)≥ρ}) ≤ Cρs−β for all ρ ∈ (0, 1);
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(ii) The function u/δs|Ω can be continuously extended to Ω. Moreover, there exists γ ∈ (0, 1)
such that u/δs ∈ Cγ(Ω). In addition, for all β ∈ [γ, s + γ] it holds the estimate
[u/δs]Cβ({x∈Ω|δ(x)≥ρ}) ≤ Cργ−β for all ρ ∈ (0, 1);
(iii) (−∆)su is pointwise bounded in Ω.
Then, the following identity holds
∫
Ω












(x · ν) dσ (2.2.8)
where ν is the unit outward normal to ∂Ω at x and Γ is the Gamma function.
In the proposition above, following the notation introduced in [117, 119], Cβ(Ω) with β > 0
indicates the space Ck,β
′
(Ω), where k is the greatest integer such that k < β and β′ = β − k.
Identity (2.2.8) extends to the non-local case the by now well known result proved by S.I.
Pohozaev for the classical Dirichlet Laplacian ([113]). In it, u/δs|∂Ω plays the role that the
normal derivative ∂νu plays in the classical Pohozaev identity. Moreover, we want to remark
here that the boundary term u/δs is completely local. As also the authors underline in [119],
this is a very surprising fact, since the original problem is non-local; it means that, although the
function u has to be defined in all RN for computing its fractional Laplacian at a given point,








In addition, we notice that, setting s = 1 in (2.2.8), one trivially recovers the classical identity
since u/δ|∂Ω = ∂u/∂ν and Γ(2) = 1.
Finally, we recall that, as in the classical local theory, (2.2.8) has many consequences, such
as the non-existence of non-trivial bounded solutions to (2.2.7) for supercritical non-linearities
f , but also monotonicity formulas, energy estimates or unique continuation properties.
2.2.2 Hardy-type inequalities and Partial Differential Equations involving
inverse-square potentials
The singular potential V (x) = |x|−2, with its homogeneity equal to −2, is critical both from
the mathematical and the physical point of view. Mainly motivated by the analysis of PDEs
models involving this potential, in the recent past many researchers approached the subject of
Hardy inequalities, obtaining many interesting improved version of the classical result proved
by Hardy, Littlewood an Pólya that we mentioned in Chapter 1.
In [24], for instance, it is shown that for a bounded domain Ω ⊂ RN and for any function
u ∈ C∞0 (Ω) it holds
∫
Ω
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where ωN indicates the measure of the unit sphere in R
N and Λ2 is the square of the first zero
of the Bessel function J0.
Hardy inequalities with multi-polar singularities were introduced e.g. in [60], where the
authors proved that, under the condition
∑k












holds for any function u ∈ D1,2(RN ), where the space u ∈ D1,2(RN ) is defined as the closure of
C∞0 (R









This result was later improved by R. Bosi, J. Dolbeault and M.J. Esteban ([16]) who showed
that, for any µ ∈ (0, (N − 2)2/4], and for any (a1, a2, . . . , aN ) ∈ RN , N ≥ 2, there exists a















dx, ∀u ∈ C∞0 (RN ),
where ρ := min i 6=j |ai − aj |/2.
Further extensions of (1.1.2) involving the distance function δ have been obtained, for in-













valid for any function u ∈ H10 (Ω), with Ω a bounded and smooth domain.
We remind that in the literature can be found also examples of Hardy-type inequalities for











dx, ∀u ∈ C0(Ω),























is optimal. Here B is the Euler beta function, while C0(Ω) is the space of the continuous
functions with compact support contained in Ω. Finally, a stronger version of this inequality is
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for all u ∈ C0(x0, x1).
A first immediate application of Hardy inequalities is in the analysis of the well-posedness
of certain types of PDEs. For better contextualise this fact, let us consider the following semi-
linear elliptic equation
{
−∆u = λf(u), x ∈ Ω
u = 0, x ∈ ∂Ω
(2.2.9)
where Ω ⊂ RN , N ≥ 3 is an open bounded domain. The nonlinearity f is assumed to be a
continuous, positive, increasing and convex function, satisfying





In [20, 23], it has been shown the existence a positive number
λ∗ = λ∗(Ω) < +∞,
called the extremal value, that defines whether (2.2.9) is well or ill-posed. Indeed, for any
0 ≤ λ < λ∗ the problem admits a classical solution uλ ∈ C2(Ω) which has the further property
of being minimal among all possible solutions; on the other hand, if λ > λ∗, (2.2.9) has no
weak solutions. Moreover, H. Brezis and J.L. Vázquez proved in [24] some sort of ‘‘continuous





and that u∗ ∈ L1(Ω) is a weak solution of problem (2.2.9); u∗ is the so-called extremal solution
corresponding to λ∗. Furthermore, in this work the authors gave a characterization of the
unbounded extremal solutions u∗ (in the space H10 (Ω)) and of the extremal value λ
∗. Indeed, in
[24] it was shown that u∗ ∈ H10 (Ω) is an unbounded extremal solution for (2.2.9) corresponding
to λ = λ∗ if and only if the first eigenvalue of the linearised operator −∆ − λ∗f ′(u∗) is non-
negative; recalling the definition through a Rayleigh quotient, this means that
∫
Ω
|∇u|2 dx ≥ λ∗
∫
Ω
f ′(u∗)u2 dx, for all u ∈ H10 (Ω).
Just for giving an example, if f(u) = eu and Ω = B1(0) is the unit ball in R
N , for any
N ≥ 10 we can explicitly compute the extremal value and the extremal solution of (2.2.9), that
are given by (λ∗, u∗) = (2(N − 2),−2 log(|x|)), while if N ≤ 9 it was shown in [24] that there
are not extremal solutions ([70]); this because the inequality
∫
Ω
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is true for N ≥ 10, due to the Hardy inequality (1.1.2).
Hardy inequalities have a fundamental role also when dealing with evolution equations in-
volving the Schrödinger operator A = −∆− µ/|x|2I.
In their pioneering paper [4], P. Baras and J.A. Goldstein considered a heat equation with
potential −µ/|x|2, defined in a bounded domain Ω ⊂ RN , N ≥ 3. Assuming positive initial
data, they proved that the Cauchy problem is well-posed in the case µ ≤ µ∗ := (N − 2)2/4,
while if µ > µ∗ the solution presents an instantaneous blow-up.
Later on, this result has been improved by X. Cabre and Y. Martel ([25]) and by J. L.
Vazquez and E. Zuazua ([141]); in particular, in [141] the authors were able to drop the hypoth-
esis of positivity for the initial data and, for the first time, they gave a complete description of
the functional framework in which the singular heat equation that they analysed is well-posed.
Finally, there are already several results in the literature on control theory for evolution
equations with singular potentials.
In [138], the authors obtained the null controllability of the wave equation with inverse-
square potential and, for this result, a fundamental tool is a new sharp Hardy-type inequality
∫
Ω













u2 dx, ∀u ∈ H10 (Ω),
where µ∗ := (N − 2)2/4 and RΩ := max x∈Ω |x|.
Concerning heat-type equations, instead, in [137] it has been obtained the null controllability
by means of a L2 control distributed in an annular set surrounding the singularity. This result
has later been generalised in [53], where any geometrical constraint of the control region was
removed. Finally, [35] addresses the case of boundary singularities; in particular, for obtaining
the null controllability the author has to rely also on some new weighted Hardy inequalities





Figure 2.1: In [137], the control region is an annular set around the singularity.










Figure 2.3: In [35], the singularity is on the boundary of Ω.

Chapter 3
Internal control for non-local Schrödinger
and wave equations involving the fractional
Laplace operator
Abstract.
We analyse the interior controllability problem for a non-local Schrödinger equation
involving the fractional Laplace operator (−∆)s, s ∈ (0, 1), on a bounded C1,1
domain Ω ⊂ RN . The controllability from a neighbourhood of the boundary of the
domain is obtained for exponents s in the interval [1/2, 1), while for s < 1/2 the
equation is shown to be not controllable. As a consequence of that, we obtain the
controllability for a non-local wave equation involving the higher order fractional
Laplace operator (−∆)2s = (−∆)s(−∆)s, s ∈ [1/2, 1). The results follow from a new
Pohozaev-type identity for the fractional laplacian recently proved by X. Ros-Oton
and J. Serra and from an explicit computation of the spectrum of the operator in
the one-dimensional case. The results obtained in this Chapter are presented in the
research article [11].
3.1 Introduction and main results
This Chapter is devoted to the analysis of a non-local Schrödinger equation, involving the frac-
tional Laplace operator, defined on a bounded C1,1 domain Ω of the Euclidean space RN . Our
main purpose will be to address the interior controllability problem with a single control located
in a neighbourhood of the boundary of the domain.
In the last years many attention has been given to the analysis of non-local operators and
many interesting results have been proved. Indeed, concerning practical applications, these
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operators have shown to be particularly appropriate for the study of a huge spectrum of phe-
nomena, arising in several areas of geophysics, physics, finance, biology, and many others, such
as dislocation dynamics in crystals ([49]), anomalous transport and diffusion ([105]), market
fluctuations ([106]), population dynamics ([142]), wave propagation in heterogeneous high con-
trast media ([146]).





iut + (−∆)su = hχ{ω×[0,T ]}, (x, t) ∈ Ω× [0, T ] := Q,
u ≡ 0, (x, t) ∈ Ωc × [0, T ],
u(x, 0) = u0(x), x ∈ Ω, .
(3.1.1)
In (3.1.1), ω is a neighbourhood of the boundary of the domain Ω, h ∈ L2(ω × [0, T ]) is the





|x− y|N+2s dy, s ∈ (0, 1), (3.1.2)








where Γ is the Gamma function.
A first important aspect that we want to underline is the particular formulation for the
boundary conditions which, due to the non-local nature of the operator, are imposed not only
on the boundary but everywhere outside of the domain Ω; moreover, we are imposing boundary
conditions of Dirichlet type, meaning that we are asking the solution u to vanish everywhere
in Ωc.
Let us now formulate precisely the interior controllability problem for the fractional evolution
equation that we are considering. Let Ω be a bounded C1,1 domain of RN ; we introduce a
partition (Γ0,Γ1) of ∂Ω given by
Γ0 = {x ∈ ∂Ω | (x · ν) > 0}, Γ1 = {x ∈ ∂Ω | (x · ν) ≤ 0}, (3.1.3)
where ν is the unit normal vector to ∂Ω at x pointing towards the exterior of Ω. Moreover, for




B(x, ε), ω := Oε ∩ Ω. (3.1.4)
The main result of this work will be
Theorem 3.1.1. Let Ω ⊂ RN be a bounded C1,1 domain and s ∈ [1/2, 1). Moreover, let ω ⊂ Ω
be a neighbourhood of Γ0, defined as in (3.1.4).
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(i) If s ∈ (1/2, 1), for any T > 0 and for any u0 ∈ L2(Ω) there exists a control function
h ∈ L2(ω × [0, T ]) such that the solution u of (3.1.1) satisfies u(x, T ) = 0;
(ii) if s = 1/2, there exists a minimal time T0 > 0 such that the same controllability result as
in (i) holds for any T > T0.
Besides, in both cases there exists a positive constant CT such that
‖h‖L2(ω×[0,T ]) ≤ CT ‖u0‖L2(Ω).
The range of the exponent of the fractional Laplace operator is fundamental for the positivity
of the controllability result; indeed, although the fractional Laplacian is well defined for any s
in the interval (0, 1), we can show that the sharp power when dealing with the control problem
for our fractional Schrödinger equation is s = 1/2, meaning that below this critical value the
equation becomes non-controllable. This fact is proved in one space dimension by developing a
Fourier analysis for our equation based on the results contained in [91, 92], where the authors
compute an explicit approximation of the eigenvalues of the fractional Laplacian with Dirichlet
boundary conditions on the half-line (0,+∞) and on the interval (−1, 1).
For proving the controllability Theorem 3.1.1, we are going to apply the very classical
technique combining the multiplier method ([83]) and the Hilbert Uniqueness Method (HUM,
[42, 97]). Thus, we are reduced to derive an observability inequality for the adjoint problem
associated to (3.1.1), and then argue by duality. In particular, we are going to prove that any




ivt + (−∆)sv = 0, (x, t) ∈ Q,
v ≡ 0, (x, t) ∈ Ωc × [0, T ],







This inequality will be, in turn, a consequence of a Pohozaev-type identity for the solution of
the equation considered, obtained applying the multiplier method and a new Pohozaev identity
for the fractional Laplacian, which has been recently proved by Ros-Oton and Serra in [119] and
which extends to the fractional case the by now well-known identity presented by Pohozaev in
[113].
However, the identity by Ros-Oton and Serra holds under very strict regularity assumptions
for the functions involved (see [119, Proposition 1.6]), which are not automatically guaranteed
for the solution of our fractional Schrödinger equation. Therefore, for bypassing this regularity
issue, we are going to divide the proof of this result into two steps: firstly we will prove the
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identity for solutions of (3.1.5) involving a finite number of eigenfunctions of the fractional
Laplacian on Ω with Dirichlet boundary conditions; then, we are going to recover the result for
general finite energy solutions by employing a density argument.
We are allowed to follow this path because the fractional Laplacian, being a positive and
self-adjoint operator, possesses a basis of eigenfunctions which forms a dense subspace of L2(Ω);
moreover, as we are going to show in the appendix to this work, these eigenfunctions are bounded
on Ω, and this is enough to recover the regularity that we need, according to [119, Theorem 1.4].
The Chapter is organised as follows. Section 3.2 is devoted to the presentation of the
functional setting in which we will work; moreover, we will recall some very classical results
([48]) related to the fractional Laplace operator, as well as the recent ones of Ros-Oton and Serra
concerning the regularity of the fractional Dirichlet problem and the Pohozaev-type identity
([117, 119]). In Section 3.3, we analyse the fractional Schrödinger equation (3.1.1). We first
check its well-posedness applying Hille-Yosida theorem. Then, we derive the Pohozaev identity
and we apply it for proving the observability inequality (3.1.6). Our main result, Theorem
3.1.1, will then be a consequence of this inequality. In Section 3.4, we present a spectral analy-
sis for our equation, which will allow us to identify the sharp exponent needed for the fractional
Laplace operator in order to get a positive control result. In Section 3.5, we briefly present
an abstract argument, due to Tucsnak and Weiss ([135]), which will permit us to employ the
observability results for our fractional Schrödinger equation in order to obtain the observabil-
ity for a fractional wave equation involving the higher order operator (−∆)2s := (−∆)s(−∆)s.
Section 3.6 is devoted to the proof of the L∞ regularity of the eigenfunctions of the fractional
Laplacian with Dirichlet boundary conditions, following a bootstrap argument presented in
[36]. Finally, in Section 3.7 we present a technical Lemma, which is needed in the proof of the
observability inequality.
3.2 Fractional Laplacian: definition, Dirichlet problem and Po-
hozaev-type identity
We present here some preliminary results about the fractional Laplacian, which we are going
to use throughout this Chapter.
We start by introducing the fractional order Sobolev space Hs(Ω). Since we are dealing
with smooth domains, say of class C1,1, we introduce this space by assuming that our open set














|x− y|N+2s dx <∞
}
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Moreover, referring to [127] let us introduce the space
Hs0(Ω) :=
{
u ∈ Hs(RN )
∣
∣ u = 0 on Ωc
}
; (3.2.1)
since Ω is supposed to be smooth, then we have that D(Ω) (the space of the test functions)
is dense in Hs0(Ω). Finally, we mention that H
s
0(Ω) is a Hilbert space, endowed with a norm
equivalent to the Hs(Ω)-norm (see [127, Lemmas 6, 7]), and we denote its dual by H−s(Ω).
Let u ∈ Hs(RN ), s ∈ (0, 1), and let us consider the fractional Laplace operator (−∆)s
as defined in (3.1.2). The following result, (see e.g. [48, Proposition 3.3]), tells us that the
fractional Laplacian is, in fact, the pseudo-differential operator associated to the symbol |ξ|2s.
Proposition 3.2.1. Let s ∈ (0, 1) and let (−∆)s be the fractional Laplace operator defined in
(3.1.2). Then, for any u ∈ Hs(RN )
(−∆)su = F−1(|ξ|2sFu) ∀ξ ∈ RN .
Proposition 3.2.1 can be used, joint with the Plancherel theorem, to prove many other results
such as the following.











Our work principally uses the results by Ros-Oton and Serra contained in [117, 118, 119];
we present here the most important ones. Let us consider the Dirichlet problem associated to
the fractional Laplace operator
{
(−∆)su = g, x ∈ Ω,
u ≡ 0, x ∈ Ωc.
(3.2.3)
In [117, Proposition 1.1] and in [119, Proposition 1.6] respectively, the following results have
been proved.
Proposition 3.2.3. Let Ω be a bounded C1,1 domain of RN and s ∈ (0, 1). For every g ∈
L∞(Ω), let u ∈ Hs(RN ) satisfy (3.2.3). Then u ∈ Cs(RN ) and ‖u‖Cs(RN ) ≤ C(s,Ω)‖g‖L∞(Ω),
where C is a constant depending only on Ω and s.
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Proposition 3.2.4. Let Ω be a bounded C1,1 domain of RN , s ∈ (0, 1) and δ(x) = dist(x, ∂Ω),
with x ∈ Ω, be the distance of a point x from ∂Ω. Let u ∈ Hs0(Ω) satisfy the following:
(i) u ∈ Cs(RN ) and, for every β ∈ [s, 1 + 2s), u is of class Cβ(Ω) and
[u]Cβ({x∈Ω|δ(x)≥ρ}) ≤ Cρs−β, for all ρ ∈ (0, 1);
(ii) The function u/δs|Ω can be continuously extended to Ω. Moreover, there exists γ ∈ (0, 1)
such that u/δs ∈ Cγ(Ω). In addition, for all β ∈ [γ, s+ γ] it holds the estimate
[u/δs]Cβ({x∈Ω|δ(x)≥ρ}) ≤ Cργ−β for all ρ ∈ (0, 1);
(iii) (−∆)su is pointwise bounded in Ω.
Then, the following identity holds
∫
Ω












(x · ν) dσ, (3.2.4)
where ν is the unit outward normal to ∂Ω at x and Γ is the Gamma function.
In the two propositions above, following the notation introduced by Ros-Oton and Serra in
[117, 119], Cβ(Ω) with β > 0 indicates the space Ck,β
′
(Ω), where k is the greatest integer such
that k < β and β′ = β − k.
Identity (3.2.4) is the Pohozaev identity for the fractional Laplacian and it will be the
starting point for our control problem. In it, u/δs|∂Ω plays the role that the normal derivative
∂νu plays in the classical Pohozaev identity. Moreover, we want to remark here that the
boundary term u/δs is completely local. As also the authors underline in [119], this is a very
surprising fact, since the original problem is non-local; it means that, although the function u
has to be defined in all RN for computing its fractional Laplacian at a given point, knowing u








3.3 Fractional Schrödinger equation
We analyse here the fractional Schrödinger equation (3.1.1). As already written before, our
principal aim will be to show that the problem is exactly controllable from a neighbourhood of
the boundary of the domain. However, the first issue we have to deal with is, of course, the
one of the well-posedness.
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3.3.1 Well-posedness





iut + (−∆)su = f, (x, t) ∈ Q,
u ≡ 0, (x, t) ∈ Ωc × [0, T ],
u(x, 0) = u0(x), x ∈ Ω.
(3.3.1)








, Au := −(−∆)su.
It is straightforward to check, using (3.2.2), that the operator A is self-adjoint and negative.
Therefore, thanks to the classical Stone’s theorem ([145, Chapter XI, Section 13, Theorem 1]),
iA is the generator of a one parameter C0 group of unitary operators and we have the following
well-posedness result (see,e.g., [37, Chapter 4])


















In this Section, we introduce one of the main tools that we need in order to obtain the control-
lability Theorem 3.1.1, a Pohozaev-type identity for the solution of our fractional Schrödinger
equation. In particular, we are going to prove the following result.
Proposition 3.3.1. Let Ω be a bounded C1,1 domain of RN , s ∈ [1/2, 1) and δ(x) be the
distance of a point x from ∂Ω. For any f ∈ C([0, T ];L2(Ω)) and for any initial datum u0 ∈



































Nū+ 2x · ∇ū
)
dxdt, (3.3.2)
where ν is the unit outward normal to ∂Ω at x, Γ is the Gamma function and Σ := ∂Ω× [0, T ].
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For proving Proposition 3.3.1, we are going to apply the classical method of multipliers
([83]), joint with the Pohozaev identity proved by Ros-Oton and Serra in [119].
However, as we were mentioning in the introduction to this Chapter, the identity by Ros-
Oton and Serra holds under some very strict regularity assumptions, which are not necessarily
satisfied by the solution u of (3.3.1). Therefore, we are going to bypass this regularity issue,
proving our result in two steps: firstly, we are going to derive the identity for solutions of the
equation corresponding to an initial datum uk,0 given as a linear combination of a finite number
of eigenfunctions of the fractional Laplacian on Ω, taken with Dirichlet boundary conditions;
then, we will recover the result for any finite energy solution u by applying a density argument.
We are allowed to follow this path since in Section 3.6 we will show that these eigenfunctions
are bounded on Ω, and we know from [117, Theorem 1.4] that this is enough to guarantee the
regularity we need to apply (3.2.4).
Proof of Proposition 3.3.1.
Step 1: Let us consider an initial datum uk,0 ∈ span(φ1, . . . , φk), where φ1, . . . , φk are the first
k eigenfunctions of the fractional Laplacian on Ω with Dirichlet boundary conditions, and let
uk be the corresponding solution of (3.3.1).
Since, as we are going to show in Section 3.6, the eigenfunctions of the fractional Laplacian
with Dirichlet boundary conditions are bounded, by means of [117, Theorem 1.4] this implies
that we have enough regularity in order to apply the result of Ros-Oton and Serra. Indeed,





as the solution of (3.3.1) with f = 0, where, for every j = 1 . . . k, aj(t) := e
iλjt while βj and λj
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Thus,






































(−∆)sφl(x · ∇φj) dx.
Since in the previous equality we have to deal also with cross terms, appearing each time
that j 6= l, we use the identity
∫
Ω
(−∆)sφl(x · ∇φj) dx+
∫
Ω


















(x · ν) dσ,
which follows from [119, Lemma 5.1, 5.2] and holds for functions satisfying the same hypothesis
















(x · ν) dσ −
∫
Ω


















and from here we finally recover the Pohozaev identity for the fractional Laplacian (3.2.4)
applied to the function uk. Coming back to the non-homogeneous case, we can now use this
identity in order to prove (3.3.2).
At this purpose, we multiply our equation by x · ∇ūk + (n/2)ūk, we take the real part and
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(x · ν) dσdt






















(x · ν) dσdt,












































(x · ν) dσdt.












i(uk)t (ūk∆ψ + 2∇ψ · ∇ūk) dxdt = −ℑ
∫
Q
























































































Nūk + 2x · ∇ūk
)
dxdt. (3.3.5)
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Step 2: Since the constants appearing in (3.3.5) do not depend on the frequency k, we
can now take the limit as k → +∞ for recovering (3.3.2) for any u finite energy solution of
(3.3.1).
3.3.3 Boundary observability
We now use (3.3.2) applied to the solution v of the adjoint equation (3.1.5), to obtain upper
and lower estimates for the Hs(Ω) norm of the initial datum v0 with respect to the boundary
term appearing in the identity. In order to do that, we will firstly need the following result.
Proposition 3.3.2. Let Ω ⊂ RN be a bounded domain. For all g ∈ Hs0(Ω) and h ∈ H10 (Ω), let
us define
T (g, h) :=
∫
Ω
ḡ(x · ∇h) dx. (3.3.6)
Then, for all s ∈ [1/2, 1) there exist two positive constants N1 and N2, depending only on N , s
and Ω, such that
|T (g, h)| ≤ N1‖g‖H1−s0 (Ω)‖h‖Hs0(Ω) (3.3.7)
and
|T (g, h)| ≤ N2‖g‖Hs0 (Ω)‖h‖Hs0(Ω). (3.3.8)
Proof. Let us consider a sequence of test functions {gk}k∈N ⊂ D(Ω) such that gk → g in Hs0(Ω)












≤ d(Ω)‖h‖H10 (Ω)‖gk‖L2(Ω), (3.3.9)


































where P is the Poincaré constant associated to the domain Ω.
Now, since the constants in (3.3.9) and in (3.3.10) do not depend on k, we can take the limit

























≤ (d(Ω) + PN)‖g‖H10 (Ω)‖h‖L2(Ω). (3.3.12)
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From (3.3.11) we have that T ∈ L(L2(Ω),H10 (Ω)); on the other hand, (3.3.12) implies
T ∈ L(H10 (Ω), L2(Ω)). Therefore, applying [99, Theorem 5.1] we have T ∈ L(Hs0(Ω),H1−s0 (Ω))
and, consequently,
|T (g, h)| ≤ N1‖h‖Hs0 (Ω)‖g‖H1−s0 (Ω),
with N1 = N1(N, s,Ω). Finally, the second inequality
N1‖h‖Hs0(Ω)‖g‖H1−s0 (Ω) ≤ N2‖h‖Hs0 (Ω)‖g‖Hs0 (Ω),
is trivial since, for s ≥ 1/2, we have Hs0(Ω) →֒ H1−s0 (Ω) with continuous injection ([48]).
We now have all we need in order to prove the following result.
Proposition 3.3.3. There exist two positive constants A1 and A2, depending only on s, T , N
and Ω, such that







(x · ν) dσdt ≤ A2‖v0‖2Hs0(Ω); (3.3.13)
(ii) if s = 1/2, there exists a minimal time T0 > 0 such that (3.3.13) holds for any T > T0.
Proof. First of all, without loss of generality, we will assume that the function v is smooth
enough for our computations; as we did before, this fact can be justified passing through the
decomposition of v in the basis of the eigenfunctions φk and then arguing by density.
Moreover, since i(−∆)s is a skew-adjoint operator, for all t ∈ [0, T ] it holds
‖v(x, t)‖L2(Ω) = ‖v0‖L2(Ω), ‖v(x, t)‖Hs0 (Ω) = ‖v0‖Hs0 (Ω). (3.3.14)
Furthermore, by the regularity obtained in the well-posedness Theorem 3.3.1, we have that
(−∆)sv = −vt ∈ L2(Ω) and this fact immediately implies v ∈ H2s0 (Ω), due to the elliptic
regularity results contained in [118]. In particular, since s ≥ 1/2 we also have v ∈ H10 (Ω).
































For proving our result, we will apply Proposition 3.3.2 to the last term of the identity above,
















Therefore, it will be necessary to distinguish the two cases s > 1/2 and s = 1/2. Indeed, for
s > 1/2, since the H1−s0 terms are lower order with respect to the H
s
0 ones, we can deal with
them by applying a compactness-uniqueness argument. However for s = 1/2, since of course
H1−s0 and H
s
0 coincide, we have to proceed in a different way.
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(x · ν) dσdt ≤ 4(T + 2N2)
π
‖v0‖2H1/2(Ω).







(x · ν) dσdt ≤ A2‖v0‖2H1/2(Ω)
holds with A1, A2 > 0. Moreover, this minimal time T0 is the optimal one we can obtain
following the path we chose for our proof.































for some positive constant ̟.

















Thus, choosing ε < 2sT/N1, we get that







(x · ν) dσdt+ N1
4ε
‖v0‖2H1−s0 (Ω). (3.3.16)
We conclude now by observing that, thanks to a compactness-uniqueness argument we can







(x · ν) dσdt. (3.3.17)
Indeed, let us assume that the previous inequality does not hold; then, there exists a sequence






= 1, for all j ∈ N (3.3.18)









(x · ν) dσdt = 0. (3.3.19)
From (3.3.18) we deduce that {vj(0)}j∈N is bounded in Hs0(Ω) and then, from (3.1.5) and
(3.3.14), {vj}j∈N is bounded in L∞(0, T ;Hs0(Ω))∩W 1,∞(0, T,H−s(Ω)). Therefore, by extracting
a subsequence, that we will still note by {vj}, we have
{
vj ⇀ v in L∞(0, T ;Hs0(Ω)),
∂tv
j ⇀ ∂tv in L
∞(0, T ;H−s(Ω)).
The function v ∈ L∞(0, T ;Hs0(Ω)) ∩W 1,∞(0, T,H−s(Ω)) is a solution of the equation and,
from the compactness of the embedding (see [129])
L∞(0, T ;Hs0(Ω)) ∩W 1,∞(0, T,H−s(Ω)) →֒ C(0, T ;H1−s0 (Ω))
and (3.3.18) we deduce that ‖v0‖H1−s0 (Ω) = 1; on the other hand, (3.3.19) implies |v|/δ
s = 0 on
Σ. We now claim that it holds the following result, which proof will be given later at the end
of this section.
Lemma 3.3.1. Let v ∈ L∞(0, T ;Hs0(Ω)) ∩ W 1,∞(0, T,H−s(Ω)) be a solution of the adjoint
equation (3.1.5) such that
|v|
δs
= 0 on Σ.
Then, v ≡ 0.
Applying the Lemma just stated, we immediately have v ≡ 0 and this, of course, is a
contradiction. Hence (3.3.17) holds and the proof for s > 1/2 is concluded.
Proof of Lemma 3.3.1. For simplicity of notation, let us define
X := L∞(0, T ;Hs0(Ω)) ∩W 1,∞(0, T,H−s(Ω))








v solves (3.1.5) and
|u|
δs
= 0 on Σ
}
⊂ X, (3.3.20)
equipped with the norm endowed by X. Clearly it is enough to prove that V = {0}.
We are going to proceed in two steps.
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Step 1: We firstly show that dim(V) <∞. At this purpose, let us define
z := ivt.
With the same argument as the one employed in the proof of [97, Appendix I, Lemma 2.1],
we can immediately show that z ∈ X; moreover, it is straightforward to check that z is also a
solution (3.1.5) and that the condition |z|/δs = 0 on Σ is satisfied. Therefore, z ∈ V and, using
the results of [129], we have that the injection
{
v ∈ V ; ivt ∈ V
}
→֒ V
is continuous and compact. This, in particular, implies that the dimension of V is finite.
Step 2: We argue now by contradiction, assuming that V 6= {0}. Since the map Φ : V → V
introduced before is antisymmetric, there exists λ ∈ C and ψ ∈ V \ {0} such that
iψt = λψ. (3.3.21)
First of all, we observe that we can assume λ 6= 0. Indeed, if λ = 0 we have ψt = 0 and,
since by definition ψ is a solution of (3.1.5), this implies that it solves also
{
(−∆)sψ = 0, x ∈ Ω
ψ ≡ 0, x ∈ Ωc,
i.e. ψ ≡ 0, which is contradictory.















































However, since |ψ|/δs = 0, from the computations above we immediately have that also in
this case ψ ≡ 0. This concludes the proof.
3.3.4 Observability from a neighbourhood of the boundary and controllabi-
lity
This section is dedicated to the proof of the observability inequality (3.1.6) and of the main
result of this Chapter, Theorem 3.1.1.
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Theorem 3.3.2. Let s ∈ [1/2, 1) and let Ω and ω be as in the statement of Theorem 3.1.1.
For any v0 ∈ L2(Ω), let v = v(x, t) be the corresponding solution of (3.1.5).
(i) If s ∈ (1/2, 1), then for every T > 0 there exists a positive constant C, depending only on





(ii) If s = 1/2, then (3.3.22) holds for any T > T0, where T0 is the minimal time introduced
in Proposition 3.3.3.
Proof. First of all, we notice that in the statement of the Theorem, as we already did in Propo-
sition 3.3.3, we are distinguishing two cases: s = 1/2 and s ∈ (1/2, 1). The main difference
between this two cases is the need of a minimal time for the observability when s = 1/2, this
fact being a consequence of the employing of (3.3.13) when deriving the observability inequal-
ity.
On the other hand, the procedure for proving (3.3.22) follows essentially the same path, both
for s > 1/2 and for s = 1/2; therefore, we are going to present here only the first case, s > 1/2,
leaving to the reader the proof for s = 1/2.
Thus, until the end of this Section let us assume s > 1/2. Moreover, we proceed in several
steps passing through some preliminary Lemmas.
Step 1: We firstly establish the Hs version of (3.3.22).
Lemma 3.3.2. Let us assume that the hypothesis of Theorem 3.3.2 hold. Then, for any T > 0
there exists a positive constant C1, depending only on s, T , N Ω and ω, such that for all v





Proof. Without loss of generality, we will assume that the function v is smooth enough for our
computations; as we did before, this fact can be justified passing through the decomposition of
v in the basis of the eigenfunctions φk and then arguing by density.
Moreover, we point out that 3.3.23 will be a consequence of our previous result of boundary
observability, Proposition 3.3.3.
First of all, let us recall the definition of the neighbourhood of the boundary ω that we
introduced in (3.1.4), which is
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η(x) ≡ 1, x ∈ ω̂,
0 ≤ η(x) ≤ 1, x ∈ ω \ ω̂,
η(x) ≡ 0, x ∈ Ω \ ω,
(3.3.24)
where ω̂ := Ω ∩ Oε1 , with ε1 < ε, is another neighbourhood of the boundary, thinner than ω
(see Figure 3.1 below).
Figure 3.1: Example of the domain Ω with the partition of the boundary (Γ0,Γ1) and the two neighbourhood
of the boundary ω̂ and ω.
Moreover, let us define w(x, t) := η(x)v(x, t). It can be easily checked through the definition
(see, e.g., [119, Section 3]) that the fractional Laplacian of w is given by
(−∆)sw = (−∆)s(ηv) = η(−∆)sv +R (3.3.25)




iwt + (−∆)sw = R, (x, t) ∈ Q
w ≡ 0, (x, t) ∈ Ωc × [0, T ]
w(x, 0) = w0, x ∈ Ω.








































Nw̄ + 2x · ∇w̄
)
dxdt.
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The proof of (3.3.28) is quite technical and it will be given later, in Section 3.7. As a
consequence, through a compactness-uniqueness argument it is easy to show that there exist














Moreover, we notice that the last term on the right hand side of (3.3.30) is lower order,
and it can be absorbed again by compactness-uniqueness. Therefore, by means of this last
observation, and applying (3.3.13), we finally get (3.3.23).
Step 2: In what follows, we will need the following result.
Lemma 3.3.3. Let Ω ⊂ Rn be a bounded regular domain, f ∈ H−s(Ω) and let v ∈ Hs0(Ω) be
the solution of
{
(−∆)sv = f, x ∈ Ω,
v ≡ 0, x ∈ Ωc.








Proof. Let us consider again the function η(x) defined in (3.3.24) and let w(x, t) = η(x)v(x, t).
Thus, w satisfies
{
(−∆)sw = ηf +R := g, x ∈ ω,
w ∈ Hs0(ω),
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where R is the reminder term introduced in (3.3.25).
We already proved before that the reminder term R := v(−∆)sη − Is(η, v) is L2 regular;
therefore, since η is a smooth function, we have that g ∈ H−s(ω). Thus, by classical elliptic
regularity we can conclude that w ∈ Hs(ω) and
‖w‖2Hs(ω) ≤ γ‖g‖2H−s(ω),
for some positive constant γ independent of g.
Expanding this last expression we easily obtain the existence of another positive constant,












we finally obtain the estimate (3.3.31).
We now establish
Lemma 3.3.4. For any T > 0 there exists a positive constant C2, depending only on s, T , N












(−∆)sΘ = −iv0, x ∈ Ω,
Θ ∈ Hs0(Ω).






which, by elliptic regularity, and using (3.3.31), becomes
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We observe that ψt = v and that the last term on the right hand side of (3.3.33) is lower






Step 3: From (3.3.23) and (3.3.32) we have
‖v0‖2Hs0 (Ω) ≤ C1
∫ T
0






‖v(t)‖2H−s(ω) dt = C2‖v‖
2
L2(0,T ;H−s(ω)). (3.3.36)
We are finally going to prove (3.3.22) by interpolation. Let us consider the linear operator













‖Λv0‖L2(0,T ;H−s(ω)) ≤ c1‖v0‖H−s(Ω).
Furthermore, from (3.3.36) it follows that
‖Λv0‖L2(0,T ;H−s(ω)) ≥ c2‖v0‖H−s(Ω).
Therefore, we can consider the closed subspace X0 := Λ(H
−s(Ω)) of L2(0, T ;H−s(ω)) and
the linear operator Π := Λ−1 (since Λ is an isomorphism between H−s(Ω) and X0). Thus,
Π ∈ L(X0, Y0), (3.3.37)
with Y0 := H
−s(Ω). If now we set X1 := X0 ∩ L2(0, T ;Hs(ω)), it follows from (3.3.35) that
Π ∈ L(X1, Y1), (3.3.38)
with Y1 := H
s(Ω). From (3.3.37), (3.3.38) and [99, Theorem 5.1], we have
Π ∈ L([X0,X1]1/2, [Y0, Y1]1/2).
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Moreover, from [99, Lemma 12.1] we have [Y0, Y1]1/2 = L
2(Ω) and from [10, Theorem 5.1.2]
we have that
[L2(0, T ;Hs(ω)), L2(0, T ;H−s(ω))]1/2 = L
2(0, T ; [Hs(ω);H−s(ω)]1/2) = L
2(0, T ;L2(ω)).
Hence, since X0 and X1 are closed subspaces of L
2(0, T ;H−s(ω)) and L2(0, T ;Hs(ω)) re-
spectively, using [99, Theorem 15.1] we can verify that the norm of the space [X0,X1]1/2 is
equivalent to the norm of L2(0, T ;L2(ω)) and, since Π ∈ L([X0,X1]1/2;L2(Ω)), we finally have
3.3.22.
Having proved the observability of the problem that we are considering from a neighbour-
hood of the boundary of the domain, our controllability theorem is now a direct consequence
of a duality argument.
Proof of Theorem 3.1.1. Let us introduce the linear continuous operator Φ : L2(Ω) → L2(Ω)
defined as
Φv0 = −iu(0),




iut + (−∆)su = vχω, (x, t) ∈ Q,
u ≡ 0, (x, t) ∈ Ωc × [0, T ],
u(x, T ) = 0, x ∈ Ω,
(3.3.39)
and v is the solution of (3.1.5) with initial datum v0 ∈ L2(Ω).
By multiplying (3.3.39) by v̄, taking the real part and integrating overQ, it is straightforward





By combining it with the observability inequality (3.3.22), we deduce that Φ is an isomor-
phism from L2(Ω) to L2(Ω). Therefore, given u0 ∈ L2(Ω), in (3.1.1) we can choose the control
h = v, with v the solution of (3.1.5) corresponding to the initial datum v0 = Φ
−1(−iu0) and
our proof is concluded.
3.4 Fourier analysis for the one dimensional problem
We show here that, if we want to prove a positive control result, we need to consider a
Schrödinger equation with a fractional Laplacian of order s ≥ 1/2. At this purpose, we analyse
our evolution problem in one space dimension and we show that, when the exponent of the
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fractional Laplace operator is below the critical value written above, we are not able to prove
the observability inequality. In this way, we immediately obtain the sharpness of the exponents
s = 1/2. Thus, the main result of this section will be the following Theorem.
Theorem 3.4.1. Let us consider the following one-dimensional problem for the fractional




iut + (−d 2x )βu = gχ{ω×[0,T ]}, (x, t) ∈ (−1, 1) × [0, T ],
u ≡ 0, (x, t) ∈ (−1, 1)c × [0, T ],
u(x, 0) = u0(x), x ∈ (−1, 1).
(3.4.1)
with β ∈ (0, 1) and ω ⊂ (−1, 1). Then, (3.4.1) is controllable if and only if β ≥ 1/2.
For the proof Theorem 3.4.1, we will use the results contained in [91, 92]. In this two works,
the authors have studied the eigenvalue problem for the fractional Laplacian both on the half
line (0,+∞) and on the interval (−1, 1). In particular, [91] is devoted only to the analysis of
the square root of the Laplacian. The main result we will apply is the following, taken from
[92, Theorem 1].
Theorem 3.4.2. Let β ∈ (0, 1). For the eigenvalues associated to the problem
{
(−d 2x )βφk(x) = λkφk(x), x ∈ (−1, 1),














as k → +∞. (3.4.2)







































Figure 3.2: First 10 eigenvalues of (−d 2x )
β on (−1, 1) for β = 0.1, 0.2, 0.3, 0.4, 0.5 (left) and β = 0.6, 0.7, 0.8, 0.9, 1
(right).
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Proof of Theorem 3.4.1. We are interested in getting a control result by applying HUM. This




ivt + (−d 2x )βv = 0, (x, t) ∈ (−1, 1) × [0, T ],
v ≡ 0, (x, t) ∈ (−1, 1)c × [0, T ],
v(x, 0) = v0(x), x ∈ (−1, 1).
(3.4.3)
Following the same path as in Section 3.3 before, a preliminary step for obtaining this
inequality will be a boundary observation as in (3.3.13). In our case, s = β and N = 1, the
boundary integral in (3.3.13) simply reduces to computing the value of the integrand in the















Moreover, since (3.4.4) involves the Hβ0 norm of the initial datum, the natural space in
which to analyse the problem is Hβ0 (−1, 1); we remind that this is an Hilbert space, naturally
endowed with the inner product






(−d 2x )β/2v1(−d 2x )β/2v2 dx. (3.4.5)
The solution of (3.4.3) will be given spectrally, i.e in terms of the eigenvalues and eigenfunc-
tions of the operator (−d 2x )β with Dirichlet boundary conditions, which are the solutions of the
problem
{
(−d 2x )βφk = λkφk, x ∈ (−1, 1),
φk ≡ 0, x ∈ (−1, 1)c.
Now, it is classical that the eigenfunctions φk form an orthonormal basis of L
2(−1, 1), i.e.
〈φk, φj〉L2(−1,1) = δkj.
If, instead, we compute 〈φk, φj〉Hβ0 (−1,1) we have






(−d 2x )β/2φk(x)(−d 2x )β/2φj(x) dx
= 〈φk, φj〉L2(−1,1) +
∫ 1
−1




λjφk(x)φj(x) dx = δkj + λj〈φk, φj〉L2(−1,1) = (1 + λj)δkj.
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we get an orthonormal basis for the space Hβ(−1, 1); this is the basis that we are going to
use for the representation of the solution of the problem; we remark here that for the {θk}k≥1
clearly holds
(−d 2x )βθk(x) = λkθk(x).






where ak are the Fourier coefficients of the function v0(x) with respect to the basis of the
eigenfunctions and are the ones which guarantee that the solution v satisfies the initial condition.


















































As we already stated before, and as it is proved in [117], the function θk(x)/(1 − |x|)β is
continuous up to the boundary. In our case, this means that, in the limit for x → ±1, even


























Now, thanks to a very classical result due to A.E. Ingham (see [107, Section 4] and the




(λk+1 − λk) = γ∞ > 0. (3.4.9)
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Moreover, in this case the observability result will hold in a time T > 2/γ∞.
Since we know from (3.4.2) the behaviour of the eigenvalues of (−d 2x )β, we can immediately
check that (3.4.9) holds only for β ≥ 1/2 while for β < 1/2 we have
lim inf
k→+∞
(λk+1 − λk) = 0.


































Figure 3.3: Gap between the first 10 eigenvalues of (−d 2x )
β on (−1, 1) for β = 0.1, 0.2, 0.3, 0.4, 0.5 (left) and
β = 0.6, 0.7, 0.8, 0.9, 1 (right). At any index k corresponds the gap λk+1 − λk.
This means that we are able to prove the observability inequality, i.e. we can control the
equation (3.4.1), only for β ≥ 1/2.
Remark 3.4.1. As a final remark, we would like to stress the fact that, in the limit case
s = 1/2, formula (3.4.2) for the behaviour of the eigenvalues of the one-dimensional fractional
Laplacian gives us a constant gap (see also Figure 3.3)
λk+1 − λk =
π
2
, for all k > 0.
Referring again to Ingham theory ([107]), this condition justifies the introduction of the minimal
time T0 needed for obtain the observability of our equation. On the other hand, when the
asymptotic gap is γ∞ = ∞, as in the case s > 1/2, observation is expected for all time T > 0.
3.5 Application to the observability of a fractional wave equa-
tion
As an immediate consequence of the null controllability result obtained in Section 3.3 for the
fractional Schrödinger equation (3.1.1), we derive here the null controllability for the following





utt + (−∆)2su = hχ{ω×[0,T ]}, (x, t) ∈ Q,
u ≡ (−∆)su ≡ 0, (x, t) ∈ Ωc × [0, T ],
u(x, 0) = u0(x)
ut(x, 0) = u1(x)
x ∈ Ω.
(3.5.1)
In (3.5.1), the operator (−∆)2s is an higher order fractional Laplacian, which is defined by
composition between two lower order operators as follows.






∣ (−∆)su|Ωc ≡ 0, (−∆)2su ∈ L2(Ω)
}
. (3.5.3)
The reason why we are introducing it is that, with an analysis similar to the one presented in
Section 3.4, we can show that a wave equation involving the fractional Laplacian is controllable
if and only if we consider an operator of order s ≥ 1; otherwise, we are not able to prove any
observability inequality. Moreover, we are defining the operator as in (3.5.2) because this choice
allows us to preserve the regularity properties that (−∆)s possesses. In particular, (−∆)2s is
symmetric, positive and self-adjoint on the domain Ω, simply because it is defined applying
twice the same symmetric, positive and self-adjoint operator. Of course, we can admit other
definition of an higher order fractional Laplacian on a regular domain by composition, but we
do not always obtain a suitable operator; for instance




|x− y|N+2s dy, s ∈ (0, 1)
is a well defined higher order fractional Laplacian, meaning that we can identify its domain and
the way it operates but, in this case, it is easy to see through the definition that the operator
is not self-adjoint.
Finally, we notice that in the boundary condition in (3.5.1) we are imposing that both the
function u and its fractional Laplacian (−∆)su have to vanish outside the domain Ω. This
assumption, which is of course related to the definition given for the operator (−∆)2s (in
particular to its domain), is needed for the well-posedness of the problem according to the
classical semi-group theory. Therefore, we remark that, in the limit s → 1/2, (3.5.1) does not
coincide with the usual wave equation.
The null controllability for (3.5.1) will be obtained, again, applying the Hilbert Uniqueness
Method. Therefore, we need an observability inequality for the solution of the adjoint equation
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vtt + (−∆)2sv = 0, (x, t) ∈ Q,
v ≡ (−∆)sv ≡ 0, (x, t) ∈ Ωc × [0, T ],
v(x, 0) = v0(x)
vt(x, 0) = v1(x)
x ∈ Ω.
(3.5.4)
For obtaining this inequality, we are going to apply an abstract argument introduced by
M. Tucsnak and G. Weiss in [135]. Let A0 be a linear, self-adjoint operator such that A
−1
0 is
compact, H be an Hilbert space and H1 := D(A0); moreover, let us denote X := H1×H, which






































Now, let Y be another Hilbert space and let C0 ∈ L(H1, Y ) be such that the pair (iA0, C0)
is exactly observable in some time T0. From [135, Proposition 6.8.2] we have that, if the
eigenvalues of the operator A0 satisfy
∑
k∈N
λ−dk < +∞ (3.5.5)
for some d ∈ N, then the pair (A, C), with C ∈ L(D(A), Y ) given by C = [0 C0], is exactly
observable in any time T > T0.


















moreover, the eigenvalues condition (3.5.5) is satisfied with d = N (see e.g. [13, 67]).
Thus, we can apply [135, Proposition 6.8.2] and, from the observability of the fractional
Schrödinger equation we immediately get the following inequality for the the fractional wave
equation (3.5.4)
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φtt + (−∆)2sφ = 0, (x, t) ∈ Q,
φ ≡ (−∆)sφ ≡ 0, (x, t) ∈ Ωc × [0, T ],
φ(x, 0) = −Θ(x)
φt(x, 0) = u0(x)
x ∈ Ω.
By applying (3.5.6) to the solution of this last equation, we finally obtain




Therefore, employing (3.5.7) with a duality argument analogous to the one that we developed
for the proof of Theorem 3.1.1, for all T > T0 we obtain the existence of a control function
h ∈ L2(ω × [0, T ]) such that the solution u of (3.5.1) satisfies u(x, T ) = ut(x, T ) = 0.
3.6 L∞-regularity of the eigenfunctions of the fractional Lapla-
cian
In order to bypass the regularity issue for the solution of our fractional Schrödinger equation,
and to be allowed to apply the Pohozaev identity for the fractional Laplacian in the proof of
Proposition 3.3.1, we firstly dealt with solutions given as a linear combination of a finite number
of eigenfunctions and, in a second moment, we recovered the result we needed for general finite
energy solutions by density. To justify this procedure, we show here that the eigenfunctions of
the fractional Laplacian on a bounded, regular domain Ω possess the regularity required in the
hypothesis of Proposition 3.2.4. We are going to proceed in two steps. First of all, we show
Lp regularity for the eigenfunctions for any p ∈ [2,+∞); then, we show that we can reach L∞
regularity and, according to [119, Theorem 1.4], this will imply enough regularity to apply the
Pohozaev identity.
3.6.1 Step 1: Lp-regularity of the eigenfunctions
Let us consider the eigenvalues problem for the fractional Laplacian
{
(−∆)su = λu, x ∈ Ω,
u ≡ 0, x ∈ Ωc.
We multiply the equation for φ := |u|p+1sgn(u) and we integrate over Ω. First of all, we
notice that the function φ vanishes outside the domain, thus we can consider the integrals over
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∀α, β ∈ R, ∀p ≥ 2






































































Since N/(N − 2s) > 1, this argument allows us to gain regularity for the function u as follows
p+ 2 7→ (p+ 2) N
N − 2s .
Coming back now to our original problem, since u is an eigenfunction for the fractional
Laplacian, we know that it is, at least, L2 regular. Thus, by applying the procedure above for
p = 0 we can increase its regularity up to L
2N
N−2s .
If now we iterate the same argument we see that, in a finite number of steps, we can get Lp
regularity for any p ∈ [2,+∞).
3.6.2 Step 2: L∞-regularity of the eigenfunctions
We prove here the L∞-regularity for the eigenfunctions of the fractional Laplacian, as an im-
mediate consequence of the following result.
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Theorem 3.6.1. Let u ∈ Hs0(Ω) be the solution of
{
(−∆)su− λu = f, x ∈ Ω,
u ≡ 0, x ∈ Ωc.
(3.6.1)
If f ∈ Lp(Ω) + L∞(Ω) for some p > 1, p > N/2s, i.e. f = f1 + f2 with f1 ∈ Lp(Ω) and
f2 ∈ L∞(Ω), then u ∈ L∞(Ω).
Proof. This proof is an adaptation of an analogous result from [36].
First of all we observe that, since −u solves the same equation as u with f replaced by its




u, if u > 0,
0, if u ≤ 0.
At this purpose, set T := ‖u+‖L∞(Ω) ∈ [0,+∞]; without loss of generality, we can assume
T > 0, since T = 0 only for u = 0, in which case the Theorem is trivially satisfied. Now, for
any t ∈ (0, T ), set v(t) := (u− t)+ and define
α(t) :=
∣
∣ {x ∈ Ω|u(x) > t }
∣
∣
for all t > 0 (note that α(t) is always finite).
Since v(t) ∈ L2(Ω) is supported in the set {x ∈ Ω|u(x) > t }, we have v(t) ∈ L1(Ω). There-











so that β ∈W 1,1loc (0,+∞) and β′(t) = −α(t) for a.e. t > 0. Now, from (3.6.1) we obtain
∫
RN

























(f + λt)v dx.
From this last identity and from the fact that u vanishes outside Ω, if follows immediately
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We now observe that, thanks to the Hölder inequality,
∫
Ω







≤ ‖f1‖Lp(Ω)‖v‖L pp−1 (Ω) + ‖f2‖L∞(Ω)‖v‖L1(Ω) ≤ C1‖v‖L pp−1 (Ω) + C2‖v‖L1(Ω)
and we deduce from (3.6.2) that









Fix now ρ > 2p/(p− 1) such that ρ < 2N/(N − 2s). From the embedding theorems for the















Thus, we deduce from (3.6.3) that











Since β(t) = ‖v‖L1(Ω) ≤ α(t)
1− 1
ρ ‖v‖Lρ(Ω), we obtain










which can be written as
β(t) ≤ C3(1 + t)F (α(t)),













Setting now z(t) = β(t)/C3(1 + t), and remembering that β
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ρ as s ↓ 0 and 2− 1/p− 2/ρ > 1, so that 1/ψ is integrable near
zero. Since, instead, the function 1/(1 + σ) is not integrable at +∞, this finally implies that
T = ‖u+‖L∞(Ω) < +∞.
Since, of course, the theorem we just proved can be applied to the function f ≡ 0, this
automatically implies the L∞-regularity for the eigenfunctions of the fractional Laplacian. Now,
this is enough to allow us to apply the Pohozaev identity for the fractional Laplacian to the
solution u of our fractional Schrödinger equation. Indeed, [119, Theorem 1.4] states that any
bounded solution of
{
(−∆)su = f(x, u), x ∈ Ω,
u ≡ 0, x ∈ Ωc.
(3.6.4)
with f ∈ C0,1loc (Ω × R), i.e. Lipschitz, satisfies the hypothesis (i) and (ii) of Proposition 3.2.4.
But this is exactly our case, since, by definition any eigenfunction of the fractional Laplacian
satisfies the problem
{
(−∆)sφk = λkφk, x ∈ Ω,
φk ≡ 0, x ∈ Ωc.
which is in the form of (3.6.4) with f clearly Lipschitz, and since we just showed that all the
eigenfunctions are bounded. Moreover, we can conclude by observing that, always from the
definition of eigenfunction, also hypothesis (iii) is clearly satisfied.
3.7 A technical Lemma
One of the main ingredients for obtaining the observability inequality (3.3.22), is the estimate
(3.3.28), which is needed for controlling some reminder terms arising during our computations.
Being quite long and technical, the proof of this estimate had been postponed, in order not to
extend excessively the proof of Lemma 3.3.2.
Instead, we are going to present this proof in the present Section. In particular, (3.3.28) will
be a trivial consequence of the following more general result.
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Lemma 3.7.1. Let 1/2 < s < 1 and ψ ∈ Hs0(Ω). Moreover, let η be the cut-off function
introduced in (3.3.24) and let R be the reminder term in the expression
(−∆)s(ηψ) = η(−∆)sψ +R.
Then, there exists a constant C > 0, not depending on ψ, such that
















where Γ is the Euler Gamma function.
We remark that this characterisation is equivalent to the one given through a singular
integral (see, e.g., [131, Section 2.1]). Moreover, for simplicity of notation let us define
̺ := et∆(ηψ). (3.7.3)
Then, by definition we have that ̺ satisfies the following heat equation on RN
̺t −∆̺ = 0, ̺(0) = ηψ. (3.7.4)
Furthermore, the solution of (3.7.4) can be written in the form ̺ = φη + z with
φt −∆φ = 0, φ(0) = ψ (3.7.5)
and
zt −∆z = 2∇φ · ∇η + φ∆η, z(0) = 0. (3.7.6)
Finally, it is simply a matter of computations to show that, from (3.7.2) we obtain the









Therefore, for estimating the L2-norm of R it will be enough to obtain suitable bounds of the






G(x− y, t− τ)h(y, τ) dydτ =
∫ t
0
[G(·, t− τ) ∗ h(·, τ)](x) dτ, (3.7.8)
where G is the Gaussian kernel
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:= A1 +A2. (3.7.9)
We proceed now estimating the terms A1 and A2 separately.
Step 1. Preliminary estimates.
First of all, we observe that by classical energy estimates for the heat equation we have
d
dt
‖φ(x, t)‖2L2(RN ) = −2‖∇φ(x, t)‖2L2(RN ) ≤ 0 ⇒ ‖φ(x, t)‖L2(RN ) ≤ ‖ψ‖L2(Ω),
d
dt
‖∇φ(x, t)‖2L2(RN ) = −2‖∆φ(x, t)‖
2
L2(RN ) ≤ 0 ⇒ ‖φ(x, t)‖H1(RN ) ≤ ‖ψ‖H1(Ω). (3.7.10)
These inequalities are trivial, multiplying (3.7.5) by φ and ∆φ respectively and integrating
by parts. In particular, from (3.7.10) it follows by interpolation
‖φ(x, t)‖Hs(RN ) ≤ ‖ψ‖Hs(Ω), for all s ∈ (0, 1). (3.7.11)
In our proof, we will also need the following classical property of the convolution ([66,
Proposition 8.9])
‖ϕ1 ∗ ϕ2‖Lr(RN ) ≤ ‖ϕ1‖Lp(RN )‖ϕ2‖Lq(RN ), (3.7.12)
which is a straightforward consequence of Young inequality and holds for all ϕ1 ∈ Lp(RN ),
ϕ2 ∈ Lq(RN ) and for all p, q and r satisfying









Finally, we recall that for all 1 < p ≤ q < +∞ and k ≥ 0 the function G satisfies the



































Here, k = (k1, k2 . . . , kN ) is a multi-index with modulus |k| = k1+k2+ · · ·+kN and we used





2 · · · ∂xkNN
.
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In particular
‖G(x, t)‖L2(RN ) ≤ β1t−
N









Step 2. Upper bound of A2.
First of all, from now on, for keeping the notation lighter we will omit the dependence on the
space variables in the functions involved in our computations. Moreover, we observe that
∇φ(τ) · ∇η = div(φ(τ)∇η) − φ(τ)∆η;




G(t− τ) ∗ div(φ(τ)∇η) dτ −
∫ t
0
G(t− τ) ∗ (φ(τ)∆η) dτ := z1(t)− z2(t), (3.7.16)












(t− τ)− 12 ‖φ(τ)∇η‖L2(RN ) dτ ≤ γ2t
1
2‖ψ‖L2(Ω).
The estimate for z2(t) is more delicate and we need to distinguish three cases: N = 1, N = 2
and N ≥ 3.




(t− τ)− 12 ‖φ(τ)∆η‖L1(R2) dτ ≤ γ4 t
1
2 ‖ψ‖L2(Ω).
Therefore, since s > 1/2, from the definition of A2 we obtain the estimate








Let us now assume N ≥ 3; in this case, we are going to use (3.7.12) with
p =
N − 1
N − 2 , q =
2N − 2
N + 1
and r = 2; (3.7.18)
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it is straightforward to check that this choice of the parameters p, q and r satisfies (3.7.13).















































since both s and N/(2N − 2) are greater than 1/2.
Therefore, it only remains to analyse the case N = 1. First of all, since ψ ∈ L2(Ω) and Ω is








Let us now rewrite ψ = (ψ − mδ0) + mδ0, where δ0 is the Dirac delta at x = 0. With
this splitting in mind, we have that the function φ solution of (3.7.5) can be seen as the sum
φ = p+mG, with p solving





G(t− τ) ∗ (p(τ)ηxx) dτ +
∫ t
0
G(t− τ) ∗ (mG(τ)ηxx) dτ := z2,p(t) + z2,G(t).




G(t− τ) ∗ (G(τ)ηxx) dτ = m
∫ t
0









‖G(t− τ) ∗ (Gx(τ)ηx)‖L2(R) dτ = J1 + J2.
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Now, since ψ is compactly supported in Ω, using Cauchy-Schwarz inequality we have m ≤
‖ψ‖L1(Ω) ≤
√




‖Gx(t− τ) ∗ (G(τ)ηx)‖L2(R) dτ ≤ ρ1‖ψ‖L2(Ω)
∫ t
0










(t− τ)− 14‖Gx(τ)ηx‖L1(R) dτ ≤ ρ5‖ψ‖L2(Ω)
∫ t
0

















Finally, let us consider the term z2,p. First of all, we notice that p = qx with
qt − qxx = 0, q(0) =
∫ x
−∞










‖G(t− τ) ∗ (qx(τ)ηxx)‖L2(R) dτ ≤
∫ t
0
(t− τ)− 14‖qx(τ)ηxx‖L1(R) dτ.
Moreover, we have
‖qx(t)ηxx‖L1(R) = ‖qx(t)ηxx‖L1(Ω) ≤ σ1‖qx(t)‖L1(Ω) ≤ σ2 ‖q(0)‖L1(Ω) t−
1
2 ≤ σ3‖ψ‖L2(Ω) t−
1
2 ,
where the last inequality is justified by the fact that the initial datum q(0) is well defined as a
L1 function compactly supported in Ω and there exists a constant M > 0, such that
‖q(0)‖L1(Ω) ≤M‖ψ‖L2(Ω).
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dt ≤ (ρ7 + σ6)‖ψ‖L2(Ω).
Therefore, by definition of A2 we get
A2 ≤ (γ2 + ρ7 + σ6)‖ψ‖L2(Ω). (3.7.22)
Summarising, from (3.7.17), (3.7.19) and (3.7.22) we can conclude that, for all N ≥ 1 there
exists a constant P > 0 such that
A2 ≤ P‖ψ‖L2(Ω). (3.7.23)
Step 3. Upper bound of A1.
Let us now analyse the term A1. At this purpose, we recall that
‖z(t)‖L2(RN ) ≤ ‖z1(t)‖L2(RN ) + ‖z2(t)‖L2(RN ),

















(t− τ)− 1−s2 ‖φ(τ)∇η‖Hs(RN ) dτ ≤ ̺3‖ψ‖Hs(Ω)
∫ t
0




In the previous computations, we indicated with Ds the differential operator with Fourier
symbol |ξ|s, that is F(Dsζ)(ξ) = |ξ|sFζ(ξ) for all functions ζ sufficiently smooth. Concerning








‖φ(τ)∆η‖L2(RN ) dτ ≤ ̺6‖ψ‖L2(Ω)
∫ t
0
dτ = ̺6‖ψ‖L2(Ω) t.













≤ ̺7‖ψ‖Hs(Ω) + ̺8‖ψ‖L2(Ω). (3.7.24)
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Summarising, we can conclude that there exist two constants C1, C2 > 0, not depending on
















≤ C1‖ψ‖Hs(Ω) + C2‖ψ‖L2(Ω)
and, by definition of the HS(Ω)-norm, we have
‖R‖L2(RN ) ≤ C3‖ψ‖Hs(Ω). (3.7.25)
Step 4. Conclusion.
Let us now conclude our proof, deriving (3.7.1) from (3.7.25). First of all, we have
‖R‖L2(RN ) ≤ C3‖ψ‖Hs(Ω) = ‖φ(0)‖Hs(Ω) ≤ sup
t∈[0,T ]
‖φ(t)‖Hs(Ω);
moreover, we know that the function φ solution of (3.7.5) is given by
φ(x, t) = [G(·, t) ∗ ψ(·)] (x) =
∫
RN




G(x− y, t)ψ(y) dy +
∫
ωc
G(x− y, t)ψ(y) dy := φI(x, t) + φE(x, t).
Since we are interested in obtaining an estimate involving the norm of v in a neighbourhood
of the boundary of Ω, let us assume form now on that x ∈ ω̂. Moreover, it is straightforward
that we can see the integral defining φE as computed on the whole R




G(x− y, t)ψ(y)χωc(y) dy,
where χωc is the characteristic function of the set ω
c.
Now, since x ∈ ω̂ while y ∈ ωc due to the presence of the function χωc in the integrand,





|ψ(y)χωc(y)|2 dy = P1‖ψ‖2L2(ωc).
Therefore,
‖φE‖Hs(Ω) ≤ P2‖ψ‖L2(ωc).
Hence, it only remains to treat the component φI(x, t); at this purpose, let us rewrite the
function ψ as
ψ = ηψ + (1− η)ψ := ψ1 + ψ2,
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G(x− y, t)ψ1(y) dy +
∫
ω\ω̂
G(x− y, t)ψ2(y) dy
since, by definition, supp(ψ1) = ω and supp(ψ2) = R




DsG(x− y, t)ψ(y)η(y) dy −
∫
ω\ω̂




G(x− y, t)Ds(ψ(y)η(y)) dy −
∫
ω\ω̂
DsG(x− y, t)ψ(y)η(y) dy.
In particular,
|DsφI(x, t)|2 ≤ P3
∫
RN




≤ P5‖ψ‖2Hs(ω) + P4‖ψ‖
2
L2(ω\ω̂),
and this gives us the estimate
‖φI‖Hs(Ω) ≤ P6‖ψ‖Hs(ω) + P7‖ψ‖L2(ω̃\ω) ≤ P6‖ψ‖Hs(ω) + P7‖ψ‖L2(ω) ≤ P8‖ψ‖Hs(ω).
Therefore, recollecting all the contributes we obtained, we can finally conclude that there
exists a constant C, not depending on v, such that






Boundary controllability for a
one-dimensional heat equation with a
singular inverse-square potential
Abstract.
This Chapter is devoted to the analysis of the boundary controllability for a one-
dimensional heat equation, defined on the domain (x, t) ∈ (0, 1) × (0, T ), involving
the singular inverse-square potential µ/x2, whose singularity arises at the boundary
of the domain. For any 0 < µ < 1/4, we show that we can lead the system
to the zero state using a control f ∈ L2(0, T ) located at x = 0. The result is
obtained through an appropriate change of variables that transforms our problem
in a parabolic equation with variable degenerate coefficients, for which boundary
controllability properties are already known to hold ([76]).
4.1 Introduction and main results
Let T > 0 and set Q := (0, 1) × (0, T ). We are interested in proving boundary controllability
for a one-dimensional heat equation on the domain Q, presenting a singular inverse-square
potential with singularity located on the boundary that is, given the operator





I, µ ≤ 1/4, (4.1.1)
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ut − uxx −
µ
x2





= f(t), u(1, t) = 0, t ∈ (0, T )
u(x, 0) = u0(x), x ∈ (0, 1),
(4.1.2)
with the intent of proving that it is possible to choose the control function f in an appropriate
functional space Y such that the corresponding solution of (4.1.2) satisfies
u(x, T ) = 0, for all x ∈ (0, 1). (4.1.3)
Moreover, we recall that 1/4 is the critical value for the constant in the one-dimensional
Hardy inequality, guaranteeing that for any function z ∈ H10 (0, 1) we have z/x ∈ L2(0, 1) and











A first important aspect that we want to underline is the non standard formulation of the
boundary conditions in (4.1.2). Indeed, due to the presence of the singularity at x = 0 it turns
out that it is not possible to impose a boundary condition of the type u(0, t) = f(t) 6= 0; instead,

















This fact is justified by the observation that the general solution of the second order elliptic
equation uxx + (µ/x


















u(0) = 0, for µ > 0,
u(0) = ±∞, for µ < 0,
(4.1.8)
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We remark that in (4.1.8) we are not considering the case µ = 0; this case, indeed, cor-
responds simply to a one-dimensional Laplace equation for which, of course, we do not need
any further analysis. Moreover, we notice that for µ = 0 we have also λ = 0; therefore, the
boundary condition (4.1.5) becomes u(0, t) = f(t), which is consistent with the classical theory.
Finally, it is evident from the argument above that x−λ is the sharp weight for defining a
non-homogeneous boundary condition at x = 0. As we shall see with more details later, the
parameter λ has a fundamental role in our analysis.
As we are going to show in Section 4.2 by means of transposition techniques ([99]), equation
(4.1.2) is well posed for all µ ≤ 1/4.
Concerning instead control properties, in this Chapter we are interested in solving the fol-
lowing problem.
Problem 4.1.1. Given u0 in an appropriate functional space X on (0, 1), find f in a functional
space Y on (0, T ), such that the corresponding solution u of (4.1.2) satisfies (4.1.3).
Due to technical reasons that we will underline later, for obtaining the controllability of
(4.1.2) we will need to impose further restrictions on the values that can be assumed by the co-
efficient µ; in particular, we have to assume µ to be positive and non-critical (i.e. 0 < µ < 1/4).
This restriction will be justified with more details in Section 4.4.
Moreover, at this stage we do not specify the functional setting in which the controllability
result will hold, since it is not the standard one. Its detailed description will instead be post-
poned to Section 4.3.
As it is by now classical, for proving Theorem 4.4.1 we will apply the Hilbert Uniqueness
Method (HUM, [42, 97]); hence the controllability property will be equivalent to the observabil-




vt + vxx +
µ
x2
v = 0, (x, t) ∈ Q
v(0, t) = v(1, t) = 0, t ∈ (0, T )
v(x, T ) = vT (x), x ∈ (0, 1).
(4.1.9)
Finally, we want to stress the fact that in the adjoint system (4.1.9) we are imposing classi-
cal Dirichlet boundary conditions, that is, without any weight. Indeed, in equation (4.1.2) the
weight at x = 0 is needed since we want to detect a non-zero boundary data; on the contrary,
when considering a problem with homogeneous boundary conditions the polynomial behaviour
of the solution (see (4.1.7)) ensures the well-posedness in the classical framework.
Singular inverse-square potentials arise in quantum cosmology ([9]), in electron capture
problems ([72]), but also in the linearisation of reaction-diffusion problems involving the heat
equation with supercritical reaction term ([69]); also for these reasons, starting from the pioneer-
ing work [4] evolution problems involving this kind of potentials have been intensively studied
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in the last decades.
Moreover, it is by now well known that equations of the type of (4.1.2) are closely related,
through an appropriate change of variables (see, for instance, [103, Chapter 4]), to another class
of PDE problems with variable degenerate coefficients, i.e. in the form
ut − (a(x)ux)x = 0, α ∈ (0, 1), (x, t) ∈ Q, (4.1.10)
utt − (a(x)ux)x = 0, α ∈ (0, 1), (x, t) ∈ Q, (4.1.11)
with a coefficient a(x) that vanishes at a certain x0 ∈ (0, 1).
In the recent past, it has been given many attention to this kind of equations; in particular,
they have been obtained several controllability results.
In [29, 30, 103], the authors obtained the null-controllability for (4.1.10) by means of a dis-
tributed control supported in a non-empty subset ω ⊂ (0, 1). Furthermore, an analogous result
has been recently proved in [1] for a wave equation of the type of (4.1.11), with coefficient a(x)
vanishing at x = 0 and control at x = 1.
In [32], instead, the authors considered the equation (4.1.10) in the case a(x) = xα, α ∈ (0, 1)
and they proved approximate controllability from x = 0.
In all the works mentioned above, the main tool for obtaining the controllability results
presented is an appropriate Carleman estimate.
Finally, in [76] it is considered again the case a(x) = xα, α ∈ (0, 1), and it is proved the
null controllability both for (4.1.11) and (4.1.10), again from x = 0. In this case, the result is
obtained implementing a spectral analysis of the equation under consideration.
Also for evolution equations with singular inverse-square potentials the controllability prob-
lem has already been addressed in the past; among other works, we recall here [34, 35, 53, 137,
138].
In all these articles, the authors analysed heat and wave equations involving a potential of
the type µ/|x|2 on a bounded regular domain Ω ⊂ RN , N ≥ 3, and proved null controllability
choosing a control region inside of the domain, away from the singularity point x = 0.
However, to the best of our knowledge, there are no results on boundary controllability, or
of controllability acting from the singularity point. The analysis of problem (4.1.2) that we
are presenting is a first step in this direction, in which the two issues mentioned above appear
together. Indeed, we are going to prove that it is possible to control the equation from the
boundary, and in particular from the extrema where the singularity of the potential arises.
For doing that, it will be fundamental to understand the level of degeneracy of the solution
of the equation at the singularity point, in order to be able to compensate it properly. We
believe that this is one of the main novelties of our work.
The strategy that we will follow for obtaining our result consists in showing that, applying
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the following change of variables
v(x, t) := x
α










2 + 8µ− 2√1− 4µ
3 + 4µ
, (4.1.12)
we can transform our original adjoint equation (4.1.9) in the following one with variable degen-
erate coefficients
ψt + (ξ
αψξ)ξ = 0. (4.1.13)
In [76] it is proved that, for 0 < α < 1, (4.1.13) is null-controllable with a control f ∈ L2(0, T )
located at x = 0. This result is obtained as a consequence of an observability inequality for the
adjoint equation associated. From this inequality, applying the inverse change of variable we
can recover the observability of (4.1.9). The controllability of (4.1.2) will then be consequence
of a duality argument.
Nevertheless, this approach provides limitations on the values that can be assumed by the
coefficient µ. In particular, our proof will be valid only for 0 < µ < 1/4, which corresponds to
imposing that α defined as in (4.4.2) satisfies 0 < α < 1. We will present more details on this
issue in the following Sections.
This Chapter is organized as follows. In Section 4.2, we analyse the existence and uniqueness
of solutions for (4.1.2), applying classical semi-group theory and transposition techniques ([99]);
moreover, passing through the decomposition of the solution of the equation in the basis of
the eigenfunctions of the corresponding elliptic operator (that can be computed explicitly), we
derive the sharp weight needed for compensating the singularity of the normal derivative ap-
proaching the boundary. In Section 4.3, we introduce some existing results obtained in [76] for
parabolic equations with degenerate coefficients. In particular, we will present the functional
setting in which the results of [76] are stated, as well as the observability inequality employed
for obtaining the boundary controllability of (4.1.13). Finally, Section 4.4 is devoted to the
proof of the observability inequality and of the controllability of equation (4.1.2) acting from
x = 0.
4.2 Well-posedness and reguality
We analyse here existence and uniqueness of solutions of the heat equation (4.1.2). As it is
classical, the question of the well-posedness of this non-homogeneous boundary problem will be
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treated employing transposition techniques ([99]); at this purpose, we firstly need to state the







w = h, (x, t) ∈ Q
w(0, t) = w(1, t) = 0, t ∈ (0, T )
w(x, 0) = w0(x), x ∈ (0, 1).
(4.2.1)
Therefore, let us introduce the Hilbert space H defined as the closure of C∞0 (0, 1) with
respect to the norm













It is simply a matter of computations to show that, for all µ ≤ 1/4, there exist two positive














Therefore, it is evident that, in the sub-critical case µ < 1/4, from (4.2.2) it follows the iden-
tification H = H10 (0, 1) with equivalent norms. On the contrary, for µ = 1/4 this identification
does not hold anymore and the space H is slightly (but strictly) larger than H10 (0, 1). For a
complete and sharp description of the space H in this case, we refer to [141].
Let us now consider the unbounded operator A : D(A) ⊂ L2(0, 1) → L2(0, 1), defined for all









w ∈ L2(0, 1)
}
,





whose norm is given by
‖w‖
A
= ‖w‖L2(0,1) + ‖Aw‖L2(0,1).
With the definitions we just gave, by standard semi-group theory we have that for any
µ ≤ 1/4 the operator (4.2.3) generates an analytic semi-group in the pivot space L2(0, 1) for
the equation (4.2.1).
Therefore, referring to [136, Theorem II.1], we immediately have the following well-posedness
result
Theorem 4.2.1. Let µ ≤ 1/4. Given w0 ∈ L2(0, 1) and h ∈ L2(0, T ;L2(0, 1)), the problem
(4.2.1) admits a unique weak solution
w ∈ L2(0, T ;D(A)) ∩H1(0, T ;L2(0, 1))
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satisfying the following estimate
‖w‖L2(0,T ;D(A)) + ‖w‖H1(0,T ;L2(0,1)) ≤ C
(
‖h‖L2(0,T ;L2(0,1)) + ‖w0‖L2(0,1)
)
.
Finally, coming back to the non-homogeneous boundary value problem (4.1.2), we can now
introduce the notion of a weak solution defined by transposition in the spirit of [99].
Definition 4.2.1. Let T > 0 and µ ≤ 1/4. For any u0 ∈ L2(0, 1) and f ∈ L2(0, T ), u ∈





















φt + φxx +
µ
x2
φ = −h, (x, t) ∈ Q
φ(0, t) = φ(1, t) = 0, t ∈ (0, T )
φ(x, T ) = 0, x ∈ (0, 1).
(4.2.5)
Theorem 4.2.2. Let T > 0 and µ ≤ 1/4. Given u0 ∈ L2(0, 1) and f ∈ L2(0, T ), the problem
(4.1.2) admits a unique weak solution u ∈ L2(0, T ;L2(0, 1)) defined by transposition in the sense
of Definition 4.2.1. Moreover, there exists a constant C independent of u0 and f such that
‖u‖L2(0,T ;L2(0,1)) ≤ C
(
‖u0‖L2(0,1) + ‖f‖L2(0,T )
)
. (4.2.6)
For proving Theorem 4.2.2, we will need the following result on the regularity of the normal
derivative approaching the singularity point.
Lemma 4.2.1. Let µ ≤ 1/4. For any h ∈ L2(0, T ;L2(0, 1)), let φ be the corresponding solution

















dt ≤ B‖h‖2L2(0,T ;L2(0,1)), (4.2.7)
where λ is the constant introduced in (4.1.6).
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Proof. First of all we notice that, reversing the time in the adjoint equation (4.2.5), we obtain
an equation of the type of (4.2.1); in more details, applying the change of variables t 7→ T − t




φt − φxx −
µ
x2
φ = h, (x, t) ∈ Q
φ(0, t) = φ(1, t) = 0, t ∈ (0, T )
φ(x, 0) = 0, x ∈ (0, 1).
(4.2.9)
Therefore, we are going to proof the Lemma for the solution of (4.2.9), instead of for the
one of (4.2.5).
The solution of (4.2.9) can be expressed in terms of the eigenfunctions of the operator












̺k(x) = λk̺k(x), x ∈ (0, 1)
̺k(0) = ̺k(1) = 0.
(4.2.11)
We notice that (4.2.11) is a Bessel equation, therefore its solution can be computed explicitly;
in particular, we have
̺k(x) = x
1







where Jν is the Bessel function of first kind of order ν and jν,k are the zeros of Jν .
Moreover, using classical properties of the Bessel’s functions ([93, Chapter 5, Section 3]), we













Let us now calculate the coefficients φk(t); plugging (4.2.10) in (4.2.9), for any k ≥ 0 we
obtain the following equation
{
φk,t + λkφk = hk, t ∈ (0, T )
φk(0) = 0,
(4.2.12)
where hk = hk(t) = 〈h, ̺k〉L2(0,1) is the Fourier coefficient of h corresponding to the eigenfunc-
tion ̺k.
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Also the solution of (4.2.12) can be computed explicitly, using the variation of constants

































First of all we have that, due to the presence of the exponential factor with negative argu-





is convergent applying classical summation criteria (see, for instance, [89, Theorem 1.5]); on














−j2ν,kt = g ∈ L2loc(0, T ). (4.2.14)




































dt ≤ B‖h‖2L2(0,T ;L2(0,1)).
Proof of Theorem 4.2.2. Let h ∈ L2(0, T ;L2(0, 1)). Then, applying Theorem 4.2.1, there exists
a unique solution φ ∈ L2(0, T ;D(A)) ∩H1(0, T ;L2(0, 1)) of (4.2.5); moreover,
‖φ‖L2(0,T ;D(A)) + ‖φ‖H1(0,T ;L2(0,1)) ≤ C‖h‖L2(0,T ;L2(0,1)). (4.2.15)
Therefore, thanks also to Lemma 4.2.1 the transposition identity (4.2.4) makes sense for all
f ∈ L2(0, T ) and it uniquely determines u ∈ L2(0, T ;L2(0, 1)) satisfying (4.2.6).
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Remark 4.2.1. We point out that the results presented in this Section are valid for all µ ≤ 1/4.
Indeed, for obtaining them we are only employing the classical Hardy inequality and the spectral
decomposition of the operator involved in our equation, and this can be done for all the values
of µ below the critical Hardy constant.
Therefore, we stress the fact that the further limitation 0 < µ < 1/4 is not required at the
level of the well-posedness and regularity analysis. As we will justify in details in Section 4.4,
this condition will therefore appear when dealing with the problem of boundary controllability,
and it is strictly related with the change of variables that we will employ.
4.3 Existing results for parabolic equations with degenerate co-
efficients
As we mentioned in the introduction, our approach for obtaining the boundary controllability
of (4.1.2) will rely on an analogous result that has been recently proved for a one-dimensional
parabolic equation with degenerate coefficients.
In particular, we will apply the results of [76], where the author has analysed the one-
dimensional heat equation
ut − (xαux)x = 0, α ∈ (0, 1), (4.3.1)
obtaining the null controllability from x = 0 by means of a L2 control.
Before going into more details, let us introduce the particular functional setting in which it
is developed the analysis of [76]; in what follows, we will always assume α ∈ [0, 1). First of all,
let us define the space
H1α(0, 1) :=
{
f ∈ L2(0, 1)
∣
∣
∣xα/2f ′ ∈ L2(0, 1)
}
(4.3.2)





fg + xαf ′g′
)
dx, for all f, g ∈ H1α(0, 1). (4.3.3)
Besides, H1α(0, 1) is continuously embedded in C([0, 1]) (see, for instance, [30]), which means
that the functions in this space have a trace both at x = 0 and at x = 1. Thus, we can define
H1α,0(0, 1) :=
{
f ∈ H1α(0, 1)
∣
∣
∣f(0) = f(1) = 0
}
. (4.3.4)
Moreover, again in [30] it is presented the following Hardy-Poincaré inequality, that plays
a similar role as the classical Poincaré inequality for standard Sobolev spaces:
∀ f ∈ H1α,0(0, 1),
∫ 1
0
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defines a norm on H1α,0(0, 1) which is equivalent to the one induced by (4.3.3).
LetH−1α (0, 1) be the dual space ofH
1
α,0(0, 1) with respect to the pivot space L
2(0, 1), endowed




〈f, g〉H−1α ,H1α,0 . (4.3.7)






u ∈ H1α,0(0, 1)
∣
∣ xαux ∈ H1(0, 1)
}
,
∀u ∈ D(A), Au := −(xαux)x
(4.3.8)
It is not difficult to see that A is a self-adjoint, positive operator, with compact resolvent.
Thus, there exists a Hilbertian basis (Φn)n∈N∗ of L2(0, 1) and a sequence (λn)n∈N∗ of real,
positive numbers, with λn → ∞, such that
AΦn = λnΦn, for all n ∈ N∗.
This enables us to introduce the following weighted space
























H2α(0, 1) = D(A), H
1
α(0, 1) = H
1
α,0(0, 1) and H
−1
α (0, 1) = H
−1
α (0, 1).
This weighted spaces just defined are the ones in which it is possible to prove boundary
controllability for the degenerate parabolic equation (4.3.1); in particular, one of the main
results of [76] is the following.









wt − (xαwx)x = 0, (x, t) ∈ Q
w(0, t) = ̺(t), w(1, t) = 0, t ∈ (0, T )
w(x, 0) = w0(x), x ∈ (0, 1)
(4.3.10)
satisfies u(x, T ) ≡ 0. Moreover, there exists a constant C (independent of w0) such that
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Theorem 4.3.1, in turn, is a consequence of the following observability result for the adjoint
system associated to (4.3.10)










αzx)x = 0, (x, t) ∈ Q
z(0, t) = z(1, t) = 0, t ∈ (0, T )
z(x, T ) = zT (x), x ∈ (0, 1).
(4.3.12)






















We are going to show that, through an appropriate change of variables, it is possible to
reduce our equation (4.1.2) with singular potential in the form of a degenerate problem and
that from (4.3.13) we can prove the observability for the adjoint system (4.1.9); as a consequence
of that, we will have our controllability result.
4.4 Boundary controllability
Now that we have defined in details the functional setting in which we will work, we can present
the main result of this Chapter.
Theorem 4.4.1. Let 0 < µ < 1/4, T > 0 and u0 ∈ Hλα, with λ and α as in (4.1.6) and (4.1.12),
respectively. Then, there exists a control function f ∈ L2(0, T ) such that the solution of (4.1.2)
satisfies (4.1.3).
Applying HUM, Theorem 4.4.1 will be a consequence of the following observability inequality
for the solution of the adjoint system (4.1.9).
Theorem 4.4.2. Let 0 < µ < 1/4, T > 0 and vT ∈ H−λα , with λ and α as in (4.1.6) and
(4.1.12), respectively. Then, there exist two constants C0 and C1, independent of vT and T ,
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Proof. We are going to obtain (4.4.1) as a consequence of the results presented in [76] for
equations with variable degenerate coefficients. In particular, we will mostly rely on Theorem
4.3.2. At this purpose, let us introduce the following change of variables
v(x, t) := x
α










2 + 8µ− 2√1− 4µ
3 + 4µ
. (4.4.2)





αψξ)ξ = 0, (x, t) ∈ Q
ψ(0, t) = ψ(ξ0, t) = 0, t ∈ (0, T )










We remind that Theorem 4.3.2 holds for values of the parameter α satisfying 0 < α < 1. By
means of (4.4.2), this give us the condition 0 < µ < 1/4.
Therefore, for values of the parameter µ in this interval, we can apply Theorem 4.3.2,





















where, we remind, β = (1− α)/(2 − α).






























































and, from (4.4.5) we finally recover (4.4.1).
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Proof of Theorem 4.4.1. Once the observability inequality (4.4.1) is known to hold, we can
immediately obtain the controllability of our original equation through a L2(0, T ) control f .












dt+ 〈v(·, 0), u0〉H−λα ,Hλα (4.4.6)

































Now, observe that J is convex and, according to (4.4.1), it is also continuous in H; on the
other hand, again (4.4.1) gives us also the coercivity of J . Therefore, there exists v∗ ∈ H




















This F will be our control function; we observe that, by definition F ∈ L2(0, T ). Now,
considering equation (4.1.2) with f = F , multiplying it by v and integrating by parts, we get









F (t) dt+ 〈v(·, 0), u0〉H−λα ,Hλα
for any vT ∈ H−λα . Hence, using (4.4.8) we immediately conclude u(x, T ) = 0.
Remark 4.4.1. We conclude this Chapter pointing out that our main result, Theorem 4.4.1,
is only partial, in the sense that it is not valid for all the values of the parameter µ for which
equation (4.1.2) is well posed. This fact is due to the technique that we used in the proof of the
observability inequality, that required us to impose the restriction 0 < µ < 1/4. On the other
hand, we do not exclude that it is possible to obtain the null controllability of the equation also
for negative or critical values of µ.
A good approach to this problem would certainly be the proof of an appropriate Carleman
estimate for the solution of the adjoint equation, which is one of the most classical techniques in
control theory for parabolic equations. However, as we are going to present with more details
in the last Section of this thesis, to obtain such an inequality is a very tricky issue, this being
mostly related with the fact that we aim to control from the singularity point and with the non-
standard behaviour of the normal derivative of the solution of our equation when approaching
x = 0.
Chapter 5
Null controllability for a heat equation with
a singular inverse-square potential involving
the distance to the boundary
Abstract.
This Chapter is devoted to the analysis of control properties for a heat equation
with a singular potential µ/δ2, defined on a bounded C2 domain Ω ⊂ RN , where
δ is the distance to the boundary function. More precisely, we show that for any
µ ≤ 1/4 the system is exactly null controllable using a distributed control located in
any open subset of Ω, while for µ > 1/4 there is no way of preventing the solutions
of the equation from blowing-up. The main tool that we employ is a new Carleman
estimate, which is able to deal with the specificity of the singularity that we are
considering. The results obtained in this Chapter are presented in the research
article [12], in collaboration with E. Zuazua.
5.1 Introduction and main results
Let Ω ⊂ RN , N ≥ 3, be a bounded and C2 domain such that 0 ∈ Ω and with boundary Γ := ∂Ω.
For any T > 0, set Q := Ω×(0, T ) and Σ := Γ×(0, T ). Moreover, let δ(x) := dist(x, ∂Ω) be the
distance to the boundary function. We are interested in proving the exact null controllability
for a heat equation with singular inverse-square potential of the type −µ/δ2, that is, given the
generalised Schrödinger operator
A = A(µ) := −∆− µ
δ2
I, µ ∈ R, (5.1.1)
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u = f, (x, t) ∈ Q,
u = 0, (x, t) ∈ Σ,
u(x, 0) = u0(x), x ∈ Ω,
(5.1.2)
with the intent of proving that it is possible to choose the control function f in an appropriate
functional space X such that the corresponding solution of (5.1.2) satisfies
u(x, T ) = 0, for all x ∈ Ω. (5.1.3)
In particular, the main result of this paper will be the following.
Theorem 5.1.1. Let Ω ⊂ RN be a bounded and C2 domain and assume µ ≤ 1/4. Given any
non-empty open set ω ⊂ Ω, for any time T > 0 and any initial datum u0 ∈ L2(Ω), there exists
a control function f ∈ L2(ω × (0, T )) such that the solution of (5.1.2) satisfies (5.1.3).
The upper bound for the coefficient µ, which is related to a Hardy-Poincaré inequality in-
volving the potential µ/δ2 presented in [21], plays a fundamental role in our analysis. Indeed,
in [25] is shown that, for µ > 1/4, (5.1.2) admits no positive weak solution for any u0 positive
and f = 0. Moreover, there is instantaneous and complete blow-up of approximate solutions.
As it is by now classical, for proving Theorem 5.1.1 we will apply the Hilbert Uniqueness
Method (HUM, [97]); hence the controllability property will be equivalent to the observability







v = 0, (x, t) ∈ Q,
v = 0, (x, t) ∈ Σ,
v(x, T ) = vT (x), x ∈ Ω.
(5.1.4)
In more details, for any µ ≤ 1/4 we are going to prove that there exists a positive constant
CT such that, for all vT ∈ L2(Ω), the solution of (5.1.4) satisfies
∫
Ω
v(x, 0)2 dx ≤ CT
∫
ω×(0,T )
v(x, t)2 dxdt. (5.1.5)
The inequality above, in turn, will be obtained as a consequence of a Carleman estimate for
the solution of (5.1.4), which is derived taking inspiration from the works [35, 53].
Finally, adapting an argument developed in [53] we will also show that the bound µ ≤ 1/4
is sharp for controllability, meaning that this result cannot be achieved for µ > 1/4.
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As we extensively debated in Chapter 2, singular inverse-square potentials arise in several
areas of pure and applied mathematics, being this one of the main reasons justifying the growing
interest of the recent years for this class of PDEs.
Regarding controllability problems for evolution equations involving singular inverse-square
potentials, among other works it is worth to mention the ones by S. Ervedoza ([53]), J. Van-
costenoble and E. Zuazua ([137, 138]) and C. Cazacu ([34, 35]).
Both in [34] and in [138] it is analysed the case of a wave and a Schrödinger equation with
potential µ/|x|2 and it is proved exact boundary controllability for sub-critical and critical val-
ues of the coefficient µ.
Regarding instead heat-type equations, in [137] the null controllability is obtained choosing
a control region containing an annular set around the singularity and using appropriate cut-off
functions in order to split the problem in two:
• in a region of the domain away from the singularity, in which it is possible to employ
classical Carleman estimates;
• in the remaining part of the domain, a ball centred in the singularity, in which the authors
can apply polar coordinates and reduce themselves to a one-dimensional equation, which
is easier to handle.
This result was then generalised in [53], where the author was able to remove any geomet-
rical constraint on the control region and proved exact controllability from any open subset of
Ω that does not contains the singularity.
Finally, in [35] is treated the case of a potential with singularity located on the boundary
of the domain and is proved again null controllability with an internal control. Moreover, the
author shows that the presence of the singularity on the boundary of the domain allows to
slightly enlarge the critical value for the constant µ, up to µ∗ := N2/4.
In our work we consider the more general case of a heat equation with a potential whose
singularity is distributed all over the boundary of the domain. To the best of our knowledge,
this is a problem that has never been treated in precedence, although it is a natural extension
of the results achieved in the articles presented above.
This Chapter is organized as follows: in Section 5.2 we present a generalisation of the
classical Hardy-Poincaré inequality, introduced by H. Brezis and M. Marcus in [21], which will
then be applied for obtaining well-posedness of the equation that we consider; we also give
some extensions of this inequality, needed for obtaining the Carleman estimate. In Section 5.3
we present the Carleman estimate, showing what are the main differences between our result
and the ones obtained in previous papers. In Section 5.4 we derive the observability inequality
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(5.1.5) and we apply it in the proof of Theorem 5.1.1. In Section 5.5 we prove that the bound
1/4 for the Hardy constant µ is sharp for control, showing the impossibility of preventing the
solutions of the equation from blowing-up in the case of supercritical potentials. The Carle-
man estimates is proved in Section 5.6. Finally, Section 5.7 is dedicated to the proof of the
Hardy-Poincaré inequalities of Section 5.2 and of other technical Lemmas.
5.2 Hardy-Poincaré inequalities and well-posedness
When dealing with equations involving singular inverse-square potentials, it is by now classical
that of great importance is an Hardy-type inequality. This kind of inequalities has been proved
to hold also in the more general case of the potential µ/δ2 (see, for instance [21, 102]); in
particular, we have
Proposition 5.2.1. Let Ω ⊂ RN be a bounded C2 domain; then, for any u ∈ H10 (Ω), and for










Inequality (5.2.1) will be applied for obtaining the well-posedness of (5.1.2), as well as the
observability inequality (5.1.5). For obtaining the Carleman estimate, instead, we are going to
need the following Propositions.
Proposition 5.2.2. Let Ω ⊂ RN be a bounded C2 domain. For any µ ≤ 1/4 and any γ ∈ (0, 2)
there exist two positive constants A1 and A2, depending on γ and Ω, such that for all u ∈ H10 (Ω)


















Proposition 5.2.3. Let Ω ⊂ RN be a bounded C2 domain. For any µ ≤ 1/4 and any γ ∈ (0, 2)
















Proposition 5.2.4. Let Ω ⊂ RN be a bounded C2 domain. For any µ ≤ 1/4 and any γ ∈
(0, 2) there exist two positive constants A4 and A5 depending on γ, µ and Ω, such that for all




















where A1 is the positive constant introduced in Proposition 5.2.2.
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The proofs of Propositions 5.2.2, 5.2.3 and 5.2.4 will be presented in Section 5.7.
We conclude this Section analysing existence and uniqueness of solutions of the heat equa-
tion (5.1.2), applying classical semi-group theory. At this purpose, for any fixed γ ∈ [0, 2) let

























We remind here that µ∗ is the critical Hardy constant and that in our case we have µ∗ = 1/4.
Moreover, the set (5.2.5) is clearly non empty since it contains the constant A2 in the inequality

















we remark that this functional is positive for any test function, due to (5.2.2) and to the
particular choice of the constant Aγ0 .
Next, let us define the Hilbert space Hγµ as the closure of C∞0 (Ω) with respect to the norm





























where µ+ := max{0, µ} and µ− := max{0,−µ}.
From the norm equivalence (5.2.7), in the sub-critical case µ < µ∗ it follows the identification
Hγµ = H10 (Ω); in the critical case µ = µ
∗, instead, this identification does not hold anymore and
the space Hγµ is slightly larger than H10 (Ω). For more details on the characterisation of these
kind of spaces, we refer to [141].
Let us now consider the unbounded operator Bγµ : D(B
γ
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With the definitions we just gave, by standard semi-group theory we have that for any
µ ≤ µ∗ the operator (Bγµ,D(Bγµ)) generates an analytic semi-group in the pivot space L2(Ω)
for the equation (5.1.2). For more details we refer to the Hille-Yosida theory, presented in [19,
Chapter 7], which can be adapted in the context of the space Hγµ introduced above.
Therefore, from the construction we just presented we immediately have the following well-
posedness result
Theorem 5.2.1. Given u0 ∈ L2(Ω) and f ∈ C([0, T ];L2(Ω)), for any µ ≤ 1/4 the problem
(5.1.2) admits a unique weak solution
u ∈ C0([0, T ];L2(Ω)) ∩ L2((0, T );Hγµ).
5.3 Carleman estimate
The observability inequality (5.1.5) will be proved, as it is classical in controllability problems
for parabolic equations, applying a Carleman estimate.
First of all, throughout the Chapter, for a given function f we apply the formal notations




∂2xixjfξiξj , ∀ξ ∈ R











Moreover, for a given open set ω0 ⊂ ω, whose closure is contained in ω, and for any β0 > 0,
we denote
Ωβ0 := {x ∈ Ω | δ(x) < β0}, Σβ0 := {x ∈ Ω | δ(x) = β0},




, Õ := Ω \ Ωβ0 .
(5.3.2)
As in Theorem 5.1.1, ω ⊂ Ω is the non-empty open subset where the control is implemented.




ψ1(x) = δ(x), x ∈ Ωβ0 ,
ψ1(x) > β0, x ∈ Ω \ Ωβ0 ,
ψ1(x) = β0, x ∈ Σβ0 ,
|∇ψ1(x)| ≥ ρ0 > 0, x ∈ Ω \ ω0,
(5.3.3)
for a given ρ0 > 0.
We remark that such a function ψ1 exists, but its construction is not trivial. See [35, Section
2.1.1] for more details.
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Now, the main problem when designing a Carleman estimate is the choice of a proper weight
function σ(x, t). In general, σ has to be smooth, positive and has to blow up as t goes to 0 and
T ; in our case, this weight σ will be an adaptation of the one used in [35], that we conveniently
modify in order to deal with the presence of the singularities distributed all over the boundary.
In particular, the weight that we propose is the following
σ(x, t) = θ(t)
(















Here, Cλ is a positive constant large enough as to ensure the positivity of σ, λ is a positive
parameter aimed to be large, while r0 is another positive parameter aimed to be small. Besides,
ψ is a bounded regular function defined as
ψ = ρ(ψ1 + 1), (5.3.6)
where ρ is a positive constant such that ρ > 2CΩ/ρ0. Referring to [35, Section 2], CΩ is a
positive constant for which it holds |x · ν(x)| ≤ CΩ|x|2 for any point x ∈ Γ, with ν(x) the
outward unit normal vector at x; this estimate is valid due to the C2 regularity of Ω. In




ψ(x) = 1 ∀x ∈ Γ,
ψ(x) > 1 ∀x ∈ Ω,
|∇ψ(x)| ≥ 2CΩ ∀x ∈ Ω \ ω0.
(5.3.7)























where RΩ is the diameter of the domain Ω, while Dψ1 is a positive constant that will be
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where γ is the parameter appearing in the Hardy inequalities presented in Section 5.2, with the
particular choice γ ∈ (1, 2), while M2, D3 and D4 are positive constant, not depending on r0,
that will be introduced in (5.7.40) and in Proposition 5.7.4, respectively.
Remark 5.3.1. In the previous construction the set ω0 is not allowed to be reduced to a single
point. When doing that the weight function would develop a singularity and, on the other hand,
the problem under consideration would then be that of pointwise controllability, i. e. the control
would only be acting effectively in a single point.
Pointwise control is a delicate topic. Even in the one-dimensional case (see, for instance,
[50, 81]) the quality of the control results one may get by means of pointwise control depends on
irrationality and diophantine properties of the point where the control is supported with respect
to the extremes of the interval.
This is an evidence of the fact that the Carleman approach cannot be pushed to handle the
pointwise control problem.
Motivation for the choice of σ
The weigh σ that we propose for our Carleman estimates is not the standard one; we had to
modify it in order to deal with some critical terms that emerge in our computations due to the
presence of the singular potential. We justify here our choice, highlighting the reasons why
the weights presented in previous works ([35, 53, 68]) are not suitable for the problem that we
consider.
In general, the weight used to obtain Carleman estimates for parabolic equations is assumed
to be positive and to blow-up at the extrema of the time interval; besides, this weight has to




σ(x, t) = θ(t)p(x), (x, t) ∈ Q,
σ(x, t) > 0, (x, t) ∈ Q,
lim
t→0+
σ(x, t) = lim
t→T−










for k ≥ 1, and this choice in particular ensures the validity of (5.3.10c); in our case we assume
k = 3 which, as we will remark later, is the minimum value for obtaining some important
estimates that we need in the proof of the Carleman inequality.
While the choice of θ is standard, the main difficulty when building a proper σ is to identify
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a suitable p(x) which is able to deal with the specificity of the equation that we are analysing.
In [68], A.V. Fursikov and O.Y. Imanuvilov obtained the controllability of the standard heat










ψ(x) > 0, x ∈ Ω,
ψ(x) = 0, x ∈ ∂Ω,
|∇ψ(x)| > 0, x ∈ Ω \ ω0.
An example of a ψ with this behaviour is shown in Figure 5.1 below; in particular, we notice
that this function is required to be always strictly monotone outside of the control region.
Figure 5.1: Function ψ of Fursikov and Imanuvilov in one space dimension on the interval (a, b)
This standard weight was later modified by S. Ervedoza in [53], for dealing with problems













ψ(x) = ln(|x|), x ∈ B(0, 1),
ψ(x) = 0, x ∈ ∂Ω,
ψ(x) > 0, x ∈ Ω \B(0, 1),
|∇ψ(x)| ≥ γ > 0, x ∈ Ω \ ω0.






Figure 5.2: Function ψ of Ervedoza in one space dimension on the interval (a, b)
This choice of the weight is motivated by the observation that, near the singularity, when









which is the weight employed by J. Vancostenoble and E. Zuazua in [138] for their proof of the
controllability of the hat equation with a singular potential; on the other hand, away from the
origin σ2 maintains the behaviour of the classical weight σ1. The modification near the origin is
motivated by some critical terms which must be absorbed outside ω in the Carleman estimate
(see [53, Equation 2.7]). In particular, in order to take advantage of the Hardy inequality, the
author needed to get rid of singular terms in the form (x · ∇σ)/|x|4, imposing the degeneracy
∇σ ∼ x as x→ 0.
A further modification is proposed by C. Cazacu in [35], in the case of an equation with
boundary singularity. In this case, indeed, the weight employed by Ervedoza is not suitable
anymore since the move of the singularity up to the boundary produces a loss of regularity for
σ2 that, in particular, does not allow to absorb some boundary terms in a neighbourhood of the
origin. Hence, the author proposes the weight
σ3 = θ(t)
(







where the function ψ is chosen as in (5.3.6), with the fundamental property of being constant
and non-zero on the boundary (see Figure 5.3 below).
Finally, when dealing as in our case with a singularity distributed all over the boundary the
weights presented above do not allow anymore to manage properly the terms containing the
singularities, since they now have a different nature. Therefore, we need to introduce further
modifications in the weight that we want to employ, designing it in a way that could com-
pensate this kind of degeneracies. At this purpose, it is sufficient to modify the weight σ3 of







Figure 5.3: Function ψ of Cazacu in one space dimension on the interval (0, a)
Cazacu replacing the terms of the form |x| with the distance function δ; being still in the case
of boundary singularities the function ψ introduced in [35] (see (5.3.6) above) turns out to be
a suitable one also in our case.
We now have all we need for introducing the Carleman estimate.
Theorem 5.3.1. Let σ be the weight defined in (5.3.4). There exist two positive constants λ0
and M such that for any λ ≥ λ0 there exists R0 = R0(λ) such that for any R ≥ R0 and for any


























































The proof of Theorem 5.3.1 is very technical and will be presented in Section 5.6. It relies
on several technical Lemmas that we are going to prove in Section 5.7.
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5.4 Proof of the observability inequality and of the controlla-
bility Theorem
We now apply the Carleman estimate that we just obtained for proving the observability in-
equality (5.1.5). This inequality will then be employed in the proof of our main result, the
controllability Theorem 5.1.1.
Prooof of the observability inequality (5.1.5). Let us fix λ ≥ λ0 and R ≥ R0(λ) such that



















Now, it is straightforward to check that there exist four positive constants P1, P2, P3 and
P4 such that
θe−2Rσ 1δγ ≥ P1e−P2/t
3








θ3φ3e−2Rσ ≤ P3, (x, t) ∈ ω0 × (0, T ),
θφe−2Rσ ≤ P4e−Rσ , (x, t) ∈ ω0 × (0, T ).









































Hence, the function t 7→ ‖v(·, t)‖L2(Ω) is increasing, that is
∫
Ω

















Thus, we obtain the inequality
∫
Ω



















Therefore to conclude the proof of (5.1.5), it is sufficient to apply the following Lemma.
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Lemma 5.4.1 (Cacciopoli’s inequality). Let σ̄ : (0, T ) × ω0 → R∗+ be a smooth non-negative
function such that
σ̄(x, t) → +∞, as t→ 0+ and as t→ T−,








Lemma 5.4.1 is a trivial adaptation of an analogous result, [137, Lemma 3.3], and its proof is













that clearly implies (5.1.5), due to the definition of ω0.
Proof of Theorem (5.1.1). Once the observability inequality (5.1.5) is known to hold, we can
immediately obtain the controllability of our equation through a control f ∈ L2(ω× (0, T )). To









v(x, 0)u0(x) dx, (5.4.2)









the solution v of (5.1.4) satisfies
∫
ω×(0,T )
v2 dxdt ≤ +∞
}
. (5.4.3)








Observe that J is convex and, according to (5.1.5), it is also continuous on H; on the other
hand, again (5.1.5) gives us also the coercivity of J . Therefore, there exists v∗ ∈ H minimizing
J . The corresponding Euler-Lagrange equation is
∫
ω×(0,T )
v(x, t)F (x, t) dxdt +
∫
Ω
u0(x)v(x, 0) dx = 0, (5.4.4)
where F (x, t) := v∗(x, t)χω. F will be our control function; we observe that, by definition
F ∈ L2(ω × (0, T )). Now, considering equation (5.1.2) with f = F , multiplying it by v and
integrating by parts, we get
∫
Ω
u(x, T )vT (x) dx =
∫
ω×(0,T )




for any vT ∈ L2(Ω). Hence, from (5.4.4) we immediately conclude u(x, T ) = 0.
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5.5 Non existence of a control in the supercritical case
As we mentioned before, in [25] is proved that in the super-critical case, i.e. for µ > 1/4, the
Cauchy problem for our singular heat equation is severely ill-posed. However, a priori this fact
does not exclude that, given u0 ∈ L2(Ω), it is possible to find a control f ∈ L2((0, T );L2(Ω))
localised in ω such that there exists a solution of (5.1.2). If this fact occurs, it would mean that
we can prevent blow-up phenomena by acting on a subset of the domain.
However, as we are going to show in this Section, this control function f turns out to be
impossible to find for µ > 1/4 and, in this case, we cannot prevent the system from blowing up.
Therefore, the upper bound 1/4 for the Hardy constant µ shows up to be sharp for control.
The proof of this fact will rely on an analogous result presented in [53]. Following the ideas
of optimal control, for any u0 ∈ L2(Ω) we consider the functional










defined on the set
C(u0) :=
{





We say that it is possible to stabilise system (5.1.2) if we can find a constant A such that
inf
(u,f )∈C(u0)
Ju0(u, f ) ≤ A‖u0‖2L2(Ω).







u = f, (x, t) ∈ Q
u = 0, (x, t) ∈ Γ× (0, T )
u(x, 0) = u0(x), x ∈ Ω,
(5.5.1)












where f ∈ L2((0, T );L2(Ω)) is localised in ω and u is the corresponding solution of (5.5.1). We
are going to prove the following.
Theorem 5.5.1. Assume that µ > 1/4. There is no constant A such that, for all ε > 0 and
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We are going to prove Theorem 5.5.1 in two steps: firstly, we give some basic estimates on
the spectrum of the operator
L
ε := −∆− µ
δ2 + ε2
I (5.5.2)
on Ω with Dirichlet boundary conditions; secondly, we will apply these estimates for proving
the main result of this Section, Theorem 5.5.1.
Spectral estimates
Since the function 1/(δ2 + ε2) is smooth and bounded in Ω for any ε > 0, the spectrum of Lε is
given by a sequence of real eigenvalues λε0 ≤ λε1 ≤ . . . ≤ λεk ≤ . . ., with λεk → +∞ as k → +∞,
with corresponding eigenfunctions φεk that form an orthonormal basis of L
2(Ω).
Proposition 5.5.1. Assume µ > 1/4 and let Ωβ be as in (5.3.2). Then we have
lim
ε→0+
λε0 = −∞ (5.5.3)
and, for all β > 0,
lim
ε→0+
‖φε0‖H1(Ω\Ωβ) = 0. (5.5.4)
Proof. We argue by contradiction and we assume that λε0 is bounded from below by some













for all ε > 0 and any u ∈ H10 (Ω). Taking now u ∈ D(Ω), we pass to the limit as ε→ 0+ in the













that holds for any u ∈ H10 (Ω) by a density argument. Therefore, we should have µ ≤ 1/4, since
this is the Hardy-Poincaré inequality in the set Ωβ1 ([21]); then, we have a contradiction.







in Ω. Observe that, since the potential is smooth in Ω, also the function φε0 is smooth by
classical elliptic regularity.
Set β > 0 and let ξβ be a non-negative smooth function, vanishing in Ωβ/2 and equals to 1
in RN \ Ωβ, with ‖ξβ‖∞ ≤ 1. Multiplying 5.5.6 by ξβφε0 and integrating by parts we obtain
∫
Ω
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Therefore, since φε0 is of unit L

















2 dx = 0. (5.5.8)















Hence, the proof of (5.5.4) is completed by using (5.5.8) for β/2.
Proof of Theorem 5.5.1. Fix ε > 0 and choose uε0 = φ
ε
0, that by definition is of unit L
2-norm.





At this purpose, let f ∈ L2((0, T );L2(Ω)) and consider the corresponding solution u of (5.1.2)






u(x, t)φε0(x) dx, and ζ(t) = 〈f(t), φε0〉L2(Ω);
then, h(t) satisfies the first order differential equation
{
h′(t) + λε0 h(t) = ζ(t),
h(0) = 1.
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This last bound blows up as ε → 0+, due to the estimates (5.5.3) and (5.5.4). Indeed, by
definition of ω, we can find β > 0 such that ω ⊂ Ω \Ωβ and therefore
‖φε0‖L2(ω) ≤ ‖φε0‖L2(Ω\Ωβ) ≤ ‖φ
ε
0‖H1(Ω\Ωβ) → 0,
as ε→ 0+. This concludes the proof.
5.6 Proof of the Carleman estimate
Before giving the proof of the Carleman estimate (5.3.11), it is important to remark that, in
principle, the solutions of (5.1.4) do not have enough regularity to justify the computations; in
particular, the H2 regularity in the space variable that would be required for applying standard
integration by parts may not be guaranteed. For this reason, we need to add some regularisation
argument.
In our case, this can be done by regularising the potential, i.e. by considering, instead of
the operator A defined in (5.1.1), the following
Anv := ∆v +
µ1
(δ + 1/n)2
v, n > 0. (5.6.1)
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The domain of this new operator is D(An) = D(−∆) = H10 (Ω) ∩ H2(Ω), due to the fact
that now our potential is bounded on Ω, and the solution vn of the corresponding parabolic
equation possess all the regularity needed to justify the computations. Passing to the limit as
n→ +∞, we can then recover our result for the solution v of (5.1.4).
In order to simplify our presentation, we will skip this regularisation process and we will
write directly the formal computations for the solution of (5.1.4). Moreover, we are going to
present here the main ideas of the proof of the inequality, using some technical Lemmas which
will be proved in Section 5.7.
Step 1. Notation and rewriting of the problem
For any solution v of the adjoint problem (5.1.4), and for any R > 0, we define
z(x, t) := v(x, t)e−Rσ(x,t) , (5.6.2)
which satisfies
z(x, 0) = z(x, T ) = 0 (5.6.3)
in H10 (Ω), due to the definition of σ. The positive parameter R is meant to be large. Plugging









= 0, (x, t) ∈ Ω× (0, T ) (5.6.4)
with boundary conditions
z(x, t) = 0, (x, t) ∈ Γ× (0, T ). (5.6.5)
Next, we define a smooth positive function α(x) such that
α(x) =
{
0, x ∈ Ωr0/2
1, x ∈ Ω \Ωr0
(5.6.6)
where Ωr0 has been introduced in (5.3.2). Setting









Az := zt + 2R∇z · ∇σ +Rz∆σ(1 + α),
Pz := −Rαz∆σ,
one easily deduce from (5.6.4) that
Sz +Az + Pz = 0, ‖Sz‖2L2(Q) + ‖Az‖
2
L2(Q) + 2〈Sz,Az〉L2(Q) = ‖Pz‖
2
L2(Q).
In particular, we obtain that the quantity
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Step 2. Computation of the scalar product






























































The proof of Lemma 5.6.1 will be presented in Section 5.7. Moreover, in what follows we





Secondly, we define Il as the sum of the integrals linear in σ which do not involve any time
derivative

































∆2σ(1 + α)z2 dxdt. (5.6.10)
Then, we consider the sum of the integrals involving non-linear terms in σ and without any





























Step 3. Bounds for the quantities Ibd, Il, Inl and It
We now estimates the four quantities (5.6.9), (5.6.10), (5.6.11) and (5.6.12) separately.
Lemma 5.6.2. It holds that Ibd > 0 for any λ > 0
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where B1, B2 and B3 are positive constants independent on R and λ, and Bλ is a positive
constant independent on R.
Lemma 5.6.4. There exists λ0 such that for any λ ≥ λ0 there exists R0 = R0(λ) such that for

























for some positive constants B5 and B6 uniform in R and λ.
Taking into account the negative terms in the expression of Il that we want to get rid of,
we define




Lemma 5.6.5. There exists λ0 such that for any λ ≥ λ0 there exists R0 = R0(λ) such that for




























where B1 and B5 are the positive constants introduced in Lemmas 5.6.3 and 5.6.4, respectively.
The proofs of Lemmas 5.6.2, 5.6.3, 5.6.4 and 5.6.5 will be presented again in Section 5.7.
Step 4. Conclusion
From the Lemmas above, we obtain the Carleman estimates in the variable z as follows
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Theorem 5.6.1. There exist two positive constants λ0 and L such that for any λ ≥ λ0 there

































































Coming back from the variable z to the solution v of (5.1.4), we finally obtain Theorem 5.3.1.
Remark 5.6.1. We observe that the distance function δ is only C1,0 and, in principle, a
weight defined as in (5.3.4) does not have enough regularity for proving the Carleman estimate
(5.3.11). On the other hand, during our computations this lack of regularity will be compensated
by means of the cut-off function α and of the Hardy inequality (5.2.1). This will therefore justify
our proof.
5.7 Proof of technical Lemmas
We present now the proof of the technical Lemmas 5.6.1 to 5.6.5, introduced in Section 5.6. At
this purpose, we remind that the distance function δ satisfies the following classical properties
δ ∈ C 0,1(Ω),
|∇u| = 1, a.e. in Ω,




Furthermore, we are going to need the following result
Lemma 5.7.1. Assume that ψ is the function defined in (5.3.6) by means of ψ1 and ρ. Then,
there exists a constant Dψ1 > 0, which depends only on ψ1, such that
|∇δ · ∇ψ(x)− ρψ1(x)| ≤ ρDψ1δ, for all x ∈ O. (5.7.2)
Proof. By definition of ψ and Cauchy-Scwarz inequality, using (5.7.1b) and since ψ1 is bounded,
we immediately have
|∇δ · ∇ψ(x)− ρψ1(x)| = ρ|∇δ · ∇ψ1(x)− ψ1(x)| ≤ ρ|∇ψ1 − ψ1| ≤ ρD̂ψ1 ≤ ρDψ1δ.
Furthermore, we emphasise that the constant Dψ1 does not depend on r0.
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Now, for σ as in (5.3.4) we introduce the notations





φ, τ = τδ + τφ,
so that σ(x, t) = Cλθ(t) + σδ(x, t) + σφ(x, t). Next, we deduce some formulas for τδ and τφ
that we are going to use later in our computations. More precisely, for all x, ξ ∈ RN and any
i, j ∈ {1, . . . , N} we have
∂xiτδ = 2ψδδxi + δ
2ψxi , (5.7.3)
∂2xixjτδ = 2ψδxiδxj + 2δ(ψxj δxi + ψδxixj) + 2δψxiδxj + δ
2ψxixj (5.7.4)
and
∆τδ = 2ψ + 4δ(∇δ · ∇ψ) + 2δψ∆δ + δ2∆ψ, (5.7.5)
D2τδ(ξ, ξ) = 2ψ(ξ · ∇δ)2 + 2δψD2δ(ξ, ξ) + 4δ(ξ · ∇δ)(ξ · ∇ψ) + δ2D2ψ(ξ, ξ). (5.7.6)


























λ(λ− 1)δλ−2(ξ · ∇δ)2 + λδλ−1D2δ(ξ, ξ) + 2λ2δλ−1(ξ · ∇δ)(ξ · ∇ψ)
+ λδλD2ψ(ξ, ξ) + λ2δλ(ξ · ∇ψ)2
)
. (5.7.10)
Upper and lower bounds for ∆τδ, ∆τφ, D
2τδ(ξ, ξ) and D
2τφ(ξ, ξ)
Proposition 5.7.1. For r0 as in (5.3.9) we have
∆τδ ≥ 0,D2τδ(ξ, ξ) ≥ 0, ∀x ∈ Ωr0 , ∀ξ ∈ RN , (5.7.11)
|D2τδ(ξ, ξ)| ≤ C1|ξ|2, ∀x ∈ Ω, ∀ξ ∈ RN , (5.7.12)
|∆τδ| ≤ C2, ∀x ∈ Ωr0 , (5.7.13)
where C1 and C2 are constants depending on Ω and ψ.
5.7. Proof of technical Lemmas 121




















φ|ξ|2, ∀x ∈ Ω, ∀ξ ∈ RN , (5.7.16)
for λ large enough, where C3 is a constant depending on Ω, r0 and ψ.
Proof of Proposition 5.7.1. Observe that the proofs of (5.7.12) and (5.7.13) are trivial. To
prove (5.7.11), instead, it is enough to show that D2τδ(ξ, ξ) ≥ 0 in Ωr0 since this also implies
that ∆τδ ≥ 0 in Ωr0 , simply choosing ξ = ei for all i ∈ {1, . . . , N}. Now, we have that, for
x ∈ Ωr0
δ(x) = |x− pr(x)| (5.7.17)
where pr(x) is the projection of x on Γ. Hence (5.7.6) becomes






(ξ · ∇ψ) + δ2D2ψ(ξ, ξ), ∀ξ ∈ RN .
Now, using Cauchy-Scwarz inequality, and since ψ > 1, we obtain
D2τδ(ξ, ξ) ≥ (2ψ − 4δ|Dψ|∞ − δ2|D2ψ|∞)|ξ|2 ≥ (2− r0(4|Dψ|∞ + |D2ψ|∞))|ξ|2 ≥ 0,
since r0 satisfies (5.3.9).
Proof of Proposition 5.7.2. Let us rewrite (5.7.10) as D2τφ(ξ, ξ) = φ(1/r0)
λ Sφ, where
Sφ = λ(λ− 1)δλ−2(ξ · ∇δ)2 + λδλ−1D2δ(ξ, ξ) + 2λ2δλ−1(ξ · ∇δ)(ξ · ∇ψ) + λδλD2ψ(ξ, ξ)
+ λ2δλ(ξ · ∇ψ)2. (5.7.18)
Next, we have
|2λ2δλ−1(ξ · ∇δ)(ξ · ∇ψ)| ≤ aλ2δλ−2(ξ · ∇δ)2 + λ
2
a
δλ(ξ · ∇ψ)2, ∀a > 0,
which combined with (5.7.18) leads to







Choosing now a such that λ2(1− a)− λ = 0, i.e. a = (λ− 1)/λ, we have
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for r0 as in (5.3.9). This immediately yields the proof of (5.7.14).
Let us now prove (5.7.15). According to Lemma 5.7.1, to the definition of ψ and to (5.7.1c)

































for all x ∈ O, if we take ρ as in (5.3.8) and λ > 1.










−1(ξ · ∇δ) + δ λ2 (ξ · ∇ψ)
)2
+ λδλ−1D2δ(ξ, ξ) + λδλD2ψ(ξ, ξ)





























which gives us the validity of (5.7.16) for C3 =
(
|D2δ|∞ +R2Ω|D2ψ|∞ + 1
)
/r20.
Bounds for 2D2τ(∇τ,∇τ)− α∆τ |∇τ |2
We provide here pointwise estimates for the quantity 2D2τ(∇τ,∇τ)−α∆τ |∇τ |2, which appears
in the identity in Lemma 5.6.1. First of all, we have
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and, in consequence,









D2τ(∇τ,∇τ) = 2ψ(∇τ · ∇δ)2 + 2δψD2δ(∇τ,∇τ) + 4δ(∇τ · ∇δ)(∇τ · ∇ψ)
+ δ2D2ψ(∇τ,∇τ) + φ
rλ0
(
λ(λ− 1)δλ−2(∇τ · ∇δ)2 + λδλ−1D2δ(∇τ,∇τ)




Using the expressions above we obtain the following useful formulas
(∇δ · ∇τ)2 = |∇τ |2 +
(









(∇δ · ∇τ)(∇ψ · ∇τ) = |∇τ |2(∇δ · ∇ψ)
+
(














(∇ψ · ∇τ)2 = |∇ψ|2|∇τ |2 +
(









and we finally conclude
2D2τ(∇τ,∇τ)− α∆τ |∇τ |2 = T1 + T2 + T3,
where
T1 = 2ψ(2 − α)|∇τ |2 + 4δψD2δ(∇τ,∇τ) + 2δ2D2ψ(∇τ,∇τ) + 4(2 − α)δ(∇δ · ∇ψ)|∇τ |2
− 2δψα∆δ|∇τ |2 − δ2α∆ψ|∇τ |2, (5.7.22)
T2 = 4
(

































|∇ψ|2 − (∇δ · ∇ψ)2
) (







(λ2(2− α)− λ(2− α+ αδ∆δ))δλ−2 + 2λ2δλ−1(2− α)(∇δ · ∇ψ)
+ λ2δλ(2− α)|∇ψ|2 − λαδλ∆ψ
]
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Proposition 5.7.3. For r0 as in (5.3.9), there exist two positive constants D1 and D2 depend-
ing on Ω and ψ such that the term T1 in (5.7.22) satisfies
T1 ≥ |∇τ |2, ∀x ∈ Ωr0 , (5.7.25)
T1 ≥ −D1|∇τ |2, ∀x ∈ O, (5.7.26)
|T1| ≤ D2|∇τ |2, ∀x ∈ ω0. (5.7.27)
Proposition 5.7.4. There exists λ0 large enough such that, for any λ ≥ λ0 and r0 as in (5.3.9),










δλ+2, ∀x ∈ Ωr0 , (5.7.28)
T2 ≥ 0, ∀x ∈ Õ, (5.7.29)
for some positive constants D3 and D4 not depending on r0.
Proposition 5.7.5. There exists λ0 large enough such that, for any λ ≥ λ0 and ρ and r0 as
















δλ−2|∇τ |2, ∀x ∈ Ω, (5.7.31)
for some positive constant D5, not depending on λ.
Proposition 5.7.6. For any r0 and ρ as in (5.3.9) and (5.3.8) it holds
|∇τ |2 ≥ δ2, ∀x ∈ Ωr0 , (5.7.32)





φ2, ∀x ∈ O, (5.7.33)





φ2, ∀x ∈ ω0, (5.7.34)
where D6 is a positive constant depending only on Ω and ψ.
Proof of Proposition 5.7.3. The inequalities (5.7.26) and (5.7.27) are obvious. Hence, we only
need to prove (5.7.25). Due to the definition of α, to the properties of ψ and to Lemma 5.7.1,
and using (5.7.17), we have (see also [35, Proposition 3.4])
T1 ≥
(











|∇τ |2 ≥ |∇τ |2,
in Ωr0 , for r0 as in (5.3.9).
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Proof of Proposition 5.7.4. Due to Cuachy-Scwarz inequality, the term |∇ψ|2 − (∇δ · ∇ψ)2 in
(5.7.23) is positive; hence
4
(

























for λ large enough. From this (5.7.28) follows trivially.
Concerning (5.7.29), it is straightforward to check that the inequality holds for λ large
enough, since the term in λ3 is positive and it dominates all the other terms far away from the
boundary.
Proof of Proposition 5.7.5. For x ∈ Ωr0 , due to (5.7.17), the proof is analogous to the one of
[35, Proposition 3.6] and we omit it here. Therefore, let us assume now x ∈ Õ. Due to the
definition of α, for λ large enough we have
λ2(2− α)− λ(2− α− αδ∆δ) ≥ λ2.





























|∇τ |2 ≥ λ2 φ
rλ0
δλ−2|∇τ |2 + λ2 φ
rλ0
δλ|∇τ |2,
for λ large enough and ρ as in (5.3.8). Concerning (5.7.31), once again the proof is trivial and
we omit it here.
Proof of Proposition 5.7.6. We have





δ2λ−2 + δ2λ|∇ψ|2 + 2δ2λ−1(∇δ · ∇ψ)
)





2δ2+λ|∇ψ|2 + 4δλψ + 2(1 + 2ψ)δ1+λ(∇δ · ∇ψ)
)
. (5.7.35)
Now we observe that, for r0 as in (5.3.9), and since ψ > 1, we have
3δ2ψ2 + 4δ3(∇δ · ∇ψ) ≥ δ2(3ψ2 − 4δ|∇ψ|) ≥ δ2(3− 4r0|∇ψ|) ≥ 0,
2δ2+λ|∇ψ|2 + 4δλψ + 2(1 + 2ψ)δ1+λ(∇δ · ∇ψ) ≥ 2δλ
(






|∇ψ|2 + (1 + 2ψ)|∇ψ|
))
≥ 0,
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and
δ2λ−2 + δ2λ|∇ψ|2 + 2δ2λ−1(∇δ · ∇ψ) = δ2λ−2
(













Therefore, (5.7.32) immediately follows.
Let us now prove (5.7.33). Firstly, we observe that, thanks to Lemma 5.7.1 and to the
properties of ψ, we get
















for all x ∈ Õ and for ρ as in (5.3.8). Moreover,
2δ2+λ|∇ψ|2 + 4δλψ + 2(1 + 2ψ)δ1+λ(∇δ · ∇ψ) ≥ −2(1 + 2ψ)ρDψ1δλ+1;
hence

















































































for ρ as in (5.3.8). Therefore we can conclude








which implies (5.7.34), again for ρ as in (5.3.8).
5.7.1 Proof of the Lemmas of Section 5.6
Proof of Lemma 5.6.1. To simplify the presentation, we define









A1 := zt, A2 := 2R∇σ · ∇z, A3 := R∆σ(1 + α)z,
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and we denote by Ii,j, i, j = 1, 2, 3, the scalar product 〈Si,Aj〉L2(Q). We compute each term
separately. Moreover, the computations for I1,j and I3,j, j = 1, 2, 3, are the same as in [53,
Lemma 2.4] and we will omit them here.






























































Identity (5.6.8) follows immediately.
Proof of Lemma 5.6.2. It is sufficient to prove that ∇σ · n = 0 for all (x, t) ∈ Γ × (0, T ) and
λ > 1. First of all, we have
∇σ = θ
(








Moreover, because of the assumptions that we made on the function ψ, for any x ∈ Γ we
have ∇ψ · n = −|∇ψ|; furthermore, it is a classical property of the distance function that
∇δ · n = −1. Therefore,
∇σ · n = θ
(
−2δψ(∇δ · n) + δ2|∇ψ| − λ
rλ0
(















It is thus evident that, for any λ > 1, ∇σ · n = 0 on Γ× (0, T ).























∆2σ(1 + α)z2 dxdt+R
∫
Q
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where M1 =M1(µ,ψ,Ω) is a positive constant.
Next, we estimate the first term in the expression above applying the Hardy-Poincaré in-
equality (5.2.4). First of all, by integration by parts we obtain the identities
∫
Ω















δ1−γ(∇δ · ∇ψ) dx.
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Secondly, we apply (5.2.4) for u := z
√





















































θδ1−γ(∇δ · ∇ψ)z2 dxdt,









































































R2−γΩ |Dψ|2∞ + 2R
2−γ















































, ∀x ∈ Ωr0 ; (5.7.40)





















where B1 := M2/2.
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Estimates for I1l,φ: In order to get rid of the gradient terms with negative signs in (5.7.41),
we introduce the quantity



























and we need to estimate it from below. At this purpose we notice that, according to Propositions
5.7.1 and 5.7.2 we remark that





φ|∇z|2, ∀x ∈ Ωr0 ,
∣







φ|∇z|2, ∀x ∈ ω0,





φ|∇z|2, ∀x ∈ O,
for λ large enough and for some positive constants M2 and M3 not depending on λ. On the









































































































5.7. Proof of technical Lemmas 131
Estimates for I2l : Using the fact that the support of α is located away from the origin, we
























, |∆α∆τδ|, |∆α∆τφ|, |∇(∆τδ) · ∇α|, |∇(∆τφ) · ∇α|, |∆2τφ(1 + α)| ≤ Aλ.
Moreover, there exists another positive constant Υ such that
|∆2τδ(1 + α)| ≤
2Υ
δ2









and, for λ large enough, we finally have (5.6.13) with Bλ := Aλ+A6+M5λ supx∈Ω{(δ/r0)λ−4φ}.
Proof of Lemma 5.6.4. We split Inl = Inl,1 + Inl,2, where Inl,1 indicates the integrals in Inl
restricted to Ωr0 , while Inl,2 are the terms in Inl restricted to Õ. Moreover, if we put σ = −θτ ,














Computations for Inl,1: From (5.7.28), (5.7.30) and (5.7.32), for any x ∈ Ωr0 we have






















































for r0 as in (5.3.9). Hence, using (5.7.25) and (5.7.32) we conclude











Moreover, since α is supported away from the boundary we also have
α2|∆τ |2 ≤ A′λδ2, ∀x ∈ Ωr0 ;
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Computations for Inl,2: According to Propositions 5.7.3, 5.7.4 and 5.7.5 and to (5.7.33), for
all x ∈ O we have











In addition, it holds





φ2, ∀x ∈ Õ,
∣












φ3, ∀x ∈ ω0.
The previous inequalities follows from (5.7.20), (5.7.21) and (5.7.34); the constants G1, G2,





























Joining now the two expressions we get for Inl.1 and Inl,2, we finally obtain that there exists

























where G5 := G1/2 and G6 := G2/2 +G4.
Proof of Lemma 5.6.5. According to the expression of θ, there exists a constant ς > 0 such
that
|θθt| ≤ ςθ 3, |θtt| ≤ ςθ 5/3;
on the other hand, from the definition of σ we obtain















φ2 ∀x ∈ Õ, (5.7.44)
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for some positive constant Eλ large enough.




























































where Bλ is the same introduced in Lemma 5.6.3. It is straightforward that there exists a





Next, for 1 < q, q′ <∞ such that 1/q + 1/q′ = 1 and ℓ > 0 we can write
∫
Q



















choosing q = 3 and q′ = 3/2 in the previous expression, and using Young’s inequality, we obtain
∫
Q





























































for some new constant Gλ > 0. Take now ℓ such that Gλ/ℓ
3/2 = B1/2; then there exists
R0 = R0(λ) such that for any R ≥ R0 (5.6.16) holds.
We conclude pointing out that, if we choose an exponent k < 3 for the function θ in the
definition of our weight σ (see Section 5.3), it is straightforward to check that some of the
passages in the computations above are not true anymore and there are terms in the expression
Ir that we are not able to handle. Therefore, the value k = 3 turns out to be sharp for obtaining
our Carleman inequality.
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5.7.2 Proof of the Propositions of Section 5.2
Proof of Proposition 5.2.3. We split the proof in two parts: firstly, we derive (5.2.3) in Ωr0
and, in a second moment, we extend the result to the whole Ω.
Step 1. inequality on Ωr0: Let us consider a smooth function φ > 0 that satisfies
−∆φ ≥ µ φ
δ2
+ φp, ∀p ∈
[
1,
N − k + 2
N − k − 2
)
, (5.7.45)















has this property. Hence, for any x ∈ Ωr0 with r0 ≤ 1 we define v := φz for z ∈ C∞0 (Ωr0); in
particular, v ∈ C∞0 (Ωr0) and
|∇v|2 = φ2|∇z|2 + z2|∇φ|2 + 1
2
∇(φ2) · ∇(z2).


































The two identities above implies
∫
Ωr0
δ2−γφ2|∇z|2 dx ≤ R2−γΩ
∫
Ωr0
























δ2−γ |∇v|2 dx =
∫
Ωr0










































































































































































plugging this expression in the inequality above we immediately get
∫
Ωr0
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Now, using another time integration by parts, and since log δ < δ3/2, we finally obtain
∫
Ωr0




























Step 2. inequality on Ω: We apply a cut-off argument to recover the validity of the
inequality on the whole Ω. More in details, we consider a function ψ ∈ C∞0 (RN ) such that
ψ(x) =
{
1, ∀x ∈ Ωr0/2,
0, ∀x ∈ Ω \ Ωr0 ,
and we split v ∈ C∞0 (Ω) as v = ψv + (1− ψ)v := v1 + v2. Thus, we get
∫
Ω






δ2−γ |∇v2|2 dx+ 2
∫
Ωr0\Ωr0/2
δ2−γ(∇v1 · ∇v2) dx.
Applying (5.2.3) to the previous identity we obtain
∫
Ω






















As shown in [34, Lemma 5.1], for a smooth function q : C∞(Ω) → R which is bounded and
non-negative, there exists a constant C > 0 depending on Ω and q such that it holds
∫
Ω













































Plugging this last inequality in (5.7.48), we finally obtain (5.2.3).
Chapter 6
Conclusions and open problems
In this thesis, we have treated the following problems:
• In Chapter 3, we analysed the interior controllability problem for non-local Schrödinger
and wave equations in which the classical Laplace operator has been substituted by the
fractional Laplacian (−∆)s. We employed a L2 control supported in a neighbourhood ω
of the boundary of a bounded and C1,1 domain Ω ⊂ RN and, using the Hilbert Uniqueness
Method we obtained the following results:
• null controllability of the Schrödinger equation, for s ≥ 1/2;
• null controllability of the wave equation, for s ≥ 1.
• In Chapter 4, we addressed the boundary controllability for a one-dimensional heat equa-
tion involving a singular inverse-square potential, defined on the space interval (0, 1).
Applying analogous results obtained in [76] for parabolic equations with variable degen-
erate coefficients, we obtained the null controllability of the equation by means of a L2
control acting from the boundary point x = 0, which is also one of the singularity points
for the potential.
• In Chapter 5, we treated the interior controllability for a heat equation with a singular
inverse-square potential involving the distance to the boundary function. By means of a
new Carleman inequality for the problem under analysis, we obtained the null controlla-
bility employing a L2 control supported in a generic open subset ω of a bounded and C2
domain Ω ⊂ RN .
Related with the topics addressed in this thesis and with the results obtained, in what follows
we present in a systematic way several open problems that, in our opinion, are of great interest.
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6.1 Equations involving the fractional Laplacian with non-ho-
mogeneous boundary conditions
In Chapter 3, we considered evolution equations involving the fractional Laplacian with ho-
mogeneous boundary conditions. The main reason of this choice was that, for obtaining the
controllability properties that we were seeking, we relied mostly on the theory developed by X.
Ros-Oton and J. Serra ([117, 118, 119]), whose results hold for functions vanishing outside the
domain of definition of the problems analysed. Moreover, we have to mention that, when we
first started approaching this topic, the Pohozaev identity obtained in [119] was a very recent
result and also the only one of this type available for non-local operators.
As we mentioned in Chapter 2, in a couple of very recent works ([143, 144]) M. Warma
started analysing the elliptic problem for the regional fractional Laplacian on a bounded C1,1
domain Ω ⊂ RN , with Neumann and Robin boundary conditions, developing a theory of ex-
istence and regularity of solutions. Moreover, he obtained a new Pohozaev identity which
generalises the one of Ros-Oton and Serra.
In more detail, he proved that for functions u sufficiently smooth it holds the identity
∫
Ω































where BN,s is an explicit constant depending only on N and s while N
2−2s is a fractional version
of the classical normal derivative defined as
N




t2−2s, z ∈ ∂Ω,
whenever this limit exists.
It would be therefore natural to apply these results for analysing, for instance, controllability
properties for fractional Schrödinger and wave equations of the type of the ones presented in
Chapter 3, but this time with non-homogeneous boundary conditions; in particular, the study
of boundary controllability would be a very interesting problem.
6.2 Asymptotic analysis for the solutions of evolution equations
with the fractional Laplacian
Geometric Optics expansion for the solutions of an evolution PDE is a very powerful tool that,
if well developed, can provide relevant informations on propagation and dispersion properties
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and on the way in which these solutions interact with the boundaries of the domains one can
consider, or with eventual interfaces (see, e.g. [55, 115]).
With the intent of better justifying the impossibility of controlling the fractional wave equa-
tion analysed in Chapter 3 when s < 1, with M. Warma we started approaching the problem
from the point of view of asymptotic analysis, taking inspiration from the results presented in
[115] for the local case.
Just for giving a preliminary clue of how this machinery works, let us consider the following
one-dimensional wave equation involving the fractional Laplacian on R
 s u = utt + (−d 2x )su = 0, (6.2.1)
and let us look for approximate solutions with an ansatz of the type
u ε(x, t) = ei[(ξ/ε)x+(ξ




with ξ ∈ R and where the functions φj have to be determined.
Therefore, we need to compute  s u ε, identifying the order, with respect to ε, of each one
of the terms that we obtain. First of all, we can easily show that, for any α ∈ R, we have
(−d 2x )seiαx = α2seiαx; (6.2.3)
indeed, by definition of fractional Laplacian










Now, applying the change of variables z = α(y − x), and using the definition of principal
value and the expression for the constant c1,s given in [48, Section 3], we get






































2s eiαxc−11,s = α
2s eiαx.
140 CHAPTER 6: Conclusions and open problems
Further, employing the formula (3.3.25) that we derived in Chapter 3 for the fractional
Laplacian of the product of two functions, we can derive the following useful expressions
1.) (−d 2x )s(fg) = (−d 2x )
s
2 (−d 2x )
s








= f(−d 2x )
s
2 (−d 2x )
s
2 g + (−d 2x )
s
2R1 +R2 = f(−d 2x )sg + (−d 2x )
s
2R1 +R2








= (−d 2x )
s
2 f(−d 2x )
s
2 g + (−d 2x )
s
2R1 +R3








= g(−d 2x )sf + (−d 2x )
s
2R4 +R5. (6.2.4)
Summing the first an the third expression in (6.2.4) and subtracting from the result the
second one we get
(−d 2x )s(fg) = f(−d 2x )sg + g(−d 2x )sf − (−d 2x )
s
2 f(−d 2x )
s
2 g + (−d 2x )
s
2R4 + (R2 −R3 +R5).
(6.2.5)
Now, using (6.2.5) with f = φ ε and g = u := ei(ξx/ε+ξ
st/εs), and thanks to (6.2.3), we find
(−d 2x )su ε =
ξ2s
ε2s





2φ ε + (−d 2x )
s
2R4 + (R2 −R3 +R5).
Hence











+ (−d 2x )
s











+ (−d 2x )
s
2R4 + (R2 −R3 +R5). (6.2.6)
The idea would now be to identify the order of each term appearing in (6.2.6), to find which
are the equations satisfied by the ones of leading order and to properly compensate the lower
order components. In that way, from (6.2.2) one can build quasi-solutions localised along rays,
and employ them for studying, for instance, propagation and reflection properties.
6.3 Extension of the results of Chapter 4
In Chapter 4, we have been able to obtain the null controllability from x = 0 for the following
one-dimensional heat equation
ut − uxx −
µ
x2
u = 0, (x, t) ∈ (0, 1) × (0, T ),
which involves a singular inverse-square potential whose singularity arises exactly at the bound-
ary point in which the control is located.
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However, the controllability result that we presented is not complete, in the sense that we
were able to achieve it only for coefficients µ satisfying the condition 0 ≤ µ < 1/4, while the
equation is well posed for all µ ≤ 1/4.
The reason of this incompleteness is in the technique that we employed for obtaining the
observability inequality for the adjoint system associated to our equation, that is essentially
based on a observability result recently obtained in [76] for parabolic equations with variable
degenerate coefficients of the following type
ut − (xαux)x = 0 (x, t) ∈ (0, 1) × (0, T ), α ∈ (0, 1).
Therefore, a first extension of the results presented in Chapter 4 would be the obtaining
of the boundary controllability for the equation considered also in the two cases µ < 0 and
µ = 1/4.
An approach that can be successful would be to derive an appropriate Carleman estimate
for the adjoint problem associated. Of course, since our intention would be to obtain boundary
controllability, this estimate would need to take into account the degeneracy of the normal
derivative of the solution of the equation approaching the point x = 0.
However, this is not an easy problem. Since we showed that the first derivative of the
function v solution of (4.1.9) has the following behaviour
v2x(x, t) ∼ x−2λ, as x→ 0+,
with λ as in (4.1.6), we believe that the weight to employ for obtaining the Carleman estimate
should be in the form σ(x, t) = θ(t)p(x), with a function p involving the term x2λ+1.
Nevertheless, this choice appears not to be a suitable one, since the quantity 2λ+1 becomes
negative for µ < −3/4, hence producing a weight σ which is not bounded approaching the
boundary. On the other hand, to understand which function could allow to obtain the right
boundary term in the inequality, without generating singularities, is not an elementary issue.
Finally, we remark that throughout the Chapter we had to work with initial data belonging
to specific fractional Sobolev spaces, even if for the controllability of our equation we can em-
ploy a L2 control. Once again, this fact is due to the technique that we used in our proof, which
strongly depends on the results of [76]. On the other hand, it has been recently brought to
our attention an interesting new work ([31]) in which the same problem as in [76] is addressed,
obtaining new improved results. In particular, the authors managed to deal with L2 initial data
and to construct H1 controls. Therefore, it would be worth to adapt our analysis to these new
contribution, trying to extend our result to the more natural case of an initial data in L2.
The problem treated in Chapter 4, apart from being interesting by itself, is also a pre-
liminary step for the analysis of a more general issue, the one of the boundary controllability
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of the following heat equation




(1− x)2u = 0, (x, t) ∈ (0, 1) × (0, T ), (6.3.1)
involving a singular inverse-square potential whose singularities arise all over the boundary of
the space domain (0, 1).
Our main interest for equations like (6.3.1) originates from the fact that this is a one-
dimensional version of equations with a potential that blows-up all over the boundary of the
domain of definition, whose analysis has been addressed in Chapter 5 in the case of interior
controllability.
First of all, we have to point out that the homogeneous Dirichlet boundary problem for an


















(1− x)2 dx, (6.3.2)
that can be proved starting from (4.1.4) and applying a C∞ partition of the unity defined as




φ1 ≡ 0, x ∈ (0, 1/2]
φ1 ∈ (0, 1), x ∈ (1/2, 3/4]





φ2 ≡ 1, x ∈ (0, 1/4]
φ2 ∈ (0, 1), x ∈ (1/4, 1/2]
φ2 ≡ 0, x ∈ (1/2, 1)
, φ3 := 1− φ1 − φ2,









Figure 6.1: Graph of the partition of the unity employed for the proof of (6.3.2).
For more details see, for instance, [16].
The boundary controllability of (6.3.1), instead, is a very tricky issue, which is not trivial
to address directly through a Carleman approach. Therefore, a good strategy would be to split
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the problem into two more simple ones.
At this purpose, we believe that all the analysis developed in the Chapter 4 can be adapted
to the case of an equation with singular inverse-square potential arising at x = 1. In more




ut − uxx −
µ
(1− x)2u = 0, (x, t) ∈ Q




= f(t), t ∈ (0, T )
u(x, 0) = u0(x), x ∈ (0, 1),
(6.3.3)
we retain that, with the same kind of arguments employed for studying the equation (4.1.2),

















where the space Hβα is defined as in (4.3.9), with α and β to be determined, and v is the solution




vt + vxx +
µ
(1− x)2 v = 0, (x, t) ∈ Q
v(0, t) = v(1, t) = 0, t ∈ (0, T )
u(x, T ) = vT (x), x ∈ (0, 1).
As a consequence, one would have the following boundary controllability result
Theorem 6.3.1. Let 0 ≤ µ < 1/4. For any T > 0 and any initial datum u0 ∈ L2(0, 1), there
exists a control function f ∈ L2(0, T ) such that the solution of (6.3.3) satisfies u(x, T ) = 0.
Finally, knowing that both (4.1.2) and (6.3.3) are null controllable acting from the boundary,
the boundary controllability of (6.3.1) could then be obtained employing a splitting argument,
as the one presented in the proof of [137, Lemma 3.2].
6.4 Boundary controllability for the heat equation with singu-
lar inverse-square potential involving the distance to the
boundary




u = 0, (x, t) ∈ Ω× (0, T ), (6.4.1)
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obtaining null controllability with a distributed control located in an open set ω ⊂ Ω.
An immediate and interesting extension, would be to investigate boundary controllability
properties. In this framework, the problem addressed in Chapter 4 can be seen as a first ap-
proach, in one space dimension, to this challenging issue. As it is explained in that Chapter,
one of the main difficulties when aiming to obtain boundary controllability for equations with
singular potentials, whose singularities are located precisely on the boundary, is to understand
the degeneracy of the normal derivative of the solution when approaching the set of the singu-
larities. Then, this degeneracy would need to be properly compensated, in order to build the
control for our equation.
For the case of equation (6.4.1), in analogy with what we obtained for the one-dimensional
case, we believe that we need to introduce a weighted normal derivative in the form δα∂νu,
with a coefficient α which has to be identified.
This claim is justified by a very simple analysis of the problem on the unit sphere. Indeed,







u = 0, (x, t) ∈ BN (1)× (0, T ) := Q
u = f, (x, t) ∈ ∂BN (1)× (0, T ) := Σ
u(x, 0) = u0(x), x ∈ BN(1).
(6.4.2)
Our main goal is to obtain a boundary controllability result for (6.4.2); therefore, we need







v = 0, (x, t) ∈ BN (1)× (0, T ) := Q
v = 0, (x, t) ∈ ∂BN (1)× (0, T ) := Σ
v(x, T ) = vT (x), x ∈ BN (1).
(6.4.3)
We notice now that it is possible to simplify our problem, decomposing (6.4.3) in spherical
coordinates. Indeed, let us introduce the change of variables
Φ : RN \ {0} −→ (0,+∞)× SN−1

















(1− r)2w = 0, (r, φ, t) ∈ (0, 1) × S
N−1 × (0, T )
w(1, φ, t) = 0, (φ, t) ∈ SN−1 × (0, T )
w(r, φ, T ) = wT (r, φ), (r, φ) ∈ (0, 1) × SN−1,
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We recall that the eigenvalues of ∆φ associated to Dirichlet boundary conditions are given
by (see [43, Chapter 8, Section 8.1.4] for the case N = 3 or [7, 132] for the general case)
λk = k(N + k − 2), k ≥ 0,
and that the Hilbert space L2
(
S








with Λk the eigenspaces associated to λk.









1≤ℓ≤ℓk, k≥0, such that
{
−∆σfkℓ = λkfkℓ, x ∈ BN(1),
fkℓ = 0, x ∈ ∂BN (1).
Therefore, if we decompose w with respect to this basis as follows



















kℓ = 0, (r, t) ∈ (0, 1) × (0, T ),
ψkℓ(1, t) = 0, t ∈ (0, T )
ψkℓ(r, T ) = ψkℓT (r), r ∈ (0, 1).
Moreover, we can get rid of the first order term in the equation above by introducing a last
change of variables
φkℓ(r, t) = r
N−1
2 ψkℓ(r, t),












kℓ = 0, (r, t) ∈ (0, 1) × (0, T )
φkℓ(0, t) = φkℓ(1, t) = 0, t ∈ (0, T )
φkℓ(r, T ) = φkℓT (r), r ∈ (0, 1).
(6.4.4)






Finally, by definition of λk, it is straightforward to check that for any N ≥ 1 we have
λkN ≤ 1/4. Therefore, we obtain the same one-dimensional problem that we introduced at
the end of the previous Section. In particular, to prove boundary controllability for (6.4.2)
would be equivalent to obtain controllability from r = 1 for (6.4.4). At this purpose, we would






Applying the inverse change of variables, we would get an observability inequality for the
original problem involving the term δ α(∂v/∂ν).
With the intent of recovering this weighted normal derivative, the weight σ that we employed
















with the same function ψ that we introduced before.
The main difficulty would then be to show that, with this choice of the weight, it is possible
to obtain suitable bounds for the distributed terms that shall lead to the inequality that we
seek.
6.5 Control properties for wave equations with singular poten-
tials
It would be interesting to investigate controllability properties for wave equations with singular
inverse-square potentials of the type µ/δ2 since, in our knowledge, at the present time this is a
problem which has not been addressed yet.
Concerning the more classical case of problems involving potentials like µ/|x|2, there exist
already results in the literature concerning internal controllability (see, for instance [34, 138]).
Regarding boundary controllability, instead, we can refer to [76], where this issue is analysed
for a one-dimensional wave equation with variable degenerate coefficients in the form
utt − (xαux)x = 0, (x, t) ∈ (0, 1) × (0, T ), (6.5.1)
remembering that (6.5.1) is equivalent, through a change of variables, to a wave equation with
one singular potential arising at x = 0.
To extend these results to the case of a potential involving the distance function is a very
challenging issue; indeed, already in the one dimensional case, the presence of the singularity
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all over the boundary makes the multiplier approach extremely tricky, in the sense that is very
difficult to identify, if possible, the correct multiplier for obtaining a Pohozaev identity.
For better justifying this fact, we can for instance consider the following one-dimensional
wave equation with two singular inverse-square potentials arising at the boundary points of the








(1− x)2u = 0, (x, t) ∈ (0, 1) × (0, T ),
u(0, t) = u(1, t) = 0, t ∈ (0, T ),
u(x, 0) = u0(x), ut(x, 0) = u1(x), x ∈ (0, 1).
(6.5.2)

























































(1− x)3 dxdt = 0.
(6.5.3)
Now, we have to choose properly the function f in the multiplier, in order to recover from
(6.5.3) an identity which could be suitable for deriving an observability inequality. In this
process, there are two main aspects that need to be taken into account:
• the function f has to compensate the super-critical singularities x−3 and (1− x)−3 in the
last two terms of (6.5.3);
• the first derivative of f has to be positive in the interval (0, 1), guaranteeing the positivity
of the first term of (6.5.3), that can be correlated with the energy associated to (6.5.2).
However, this two conditions are incompatibles; indeed, the first one would require the
function f to vanish both at x = 0 and x = 1, and this is, of course, impossible without
allowing a change of monotonicity, i.e. a change of sign for the first derivative.
Therefore, multiplier techniques do not seem to be a proper way to address the problem.
An alternative approach that is, instead, worth to try, is to derive also in this case a Carleman
estimate in the spirit of what we did in Chapter 5 for the heat equation.
6.6 Optimality of the results of Chapter 5
The main result of Chapter 5 has been obtained as a consequence of a specific Carleman estimate
for the problem under consideration. For obtaining this estimate we employed a weight σ(x, t),
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that we chose in the classical form in separated variables






In our particular case, we consider an exponent k = 3 for the function θ, the motivation of
this choice being the fact that in our computations appears some terms that we are not able to
bound for lower exponents. However, this choice has consequences on the cost of the control as
the time tends to zero (see, for instance, [54, 108]), which is not of the order of exp(C/T ), as
expected for the heat equation, but rather of exp(C/T 3). Therefore, it would be interesting to
reduce the exponent in the definition of θ up to k = 1 and try to obtain a Carleman estimate
with this new choice for the weight.
Capı́tulo 6
Conclusiones y problemas abiertos
En esta tesis, se han tratado los siguientes problemas:
• En el Caṕıtulo 3, ha sido analizado el problema de la controlabilidad interior para ecua-
ciones de tipo Schrödinger y ondas no-locales, en que al operador de Laplace clásico ha
sido sustituido el Laplaciano fraccionario (−∆)s. Hemos empleado un control h de clase
L2 con soporte en un conjunto ω de la frontera de un dominio Ω ⊂ RN , acotado y de
clase C1,1 y, a través del Método de Unicidad de Hilbert, hemos obtenido los resultado
siguientes:
• controlabilidad a cero de la ecuación de Schrödinger, para cualquier s ∈ [1/2, 1);
• controlabilidad a cero de la ecuación de ondas, para cualquier s ∈ (1, 2).
• En el Caṕıtulo 4, hemos tratado la controlabilidad de frontera para una ecuación del calor
unidimensional, definida sobre el intervalo x ∈ (0, 1), que involucra a un potencial singular
cuadrático-inverso. Aplicando resultados análogos contenidos en [76] para ecuaciones
parabólicas con coeficientes degenerados, hemos obtenido la controlabilidad exacta a cero
de la ecuación, a través de un control f de clase L2 localizado en x = 0, que es a la vez
un punto de frontera y un polo de singularidad para el potencial.
• En el Caṕıtulo 5, hemos estudiado la controlabilidad interior para una ecuación del calor
con un potencial singular cuadrático inverso que involucra a la función distancia al borde.
Por medio de una nueva estimación de Carleman, hemos obtenido la controlabilidad
exacta a cero gracias a un control f de clase L2, localizado en un conjunto abierto ω de
un dominio Ω ⊂ RN acotado y de clase C2.
Relacionados con los temas abordados en esta tesis y con los resultados que se han obtenido,
presentamos ahora de manera sistemática distintos problemas abiertos que, en nuestra opinión,
pueden ser de gran interés.
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6.1 Ecuaciones que involucran al Laplaciano fraccionario con
condiciones de contorno no homogéneas
En el Caṕıtulo 3 hemos considerado ecuaciones de evolución que involucran al Laplaciano frac-
cionario con condiciones de borde homogéneas. La razón principal de esta elección ha sido
que, para obtener la propiedad de controlabilidad que estábamos buscando, nos hemos basado
principalmente en la teoŕıa desarrollada por X. Ros-Oton y J. Serra ([117, 118, 119]), cuyos
resultados se satisfacen para funciones que se anulan fuera del dominio de definición de los
problemas analizados. Además, es necesario mencionar que, cuando nos acercamos por primera
vez a este tema, la identidad de Pohozoaev obtenida en [119] era un resultado muy reciente y,
al mismo tiempo, el único disponible para operadores no-locales.
Como hemos mencionado en el Caṕıtulo 2, en dos trabajos muy recientes ([144, 143]) M.
Warma ha empezado el análisis del problema eĺıptico para el Laplaciano fraccionario regional
en un dominio Ω ⊂ RN acotado y de clase C1,1, con condiciones de borde de tipo Neumann o
Robin, desarrollando una teoŕıa de existencia y regularidad de soluciones. Además, ha obtenido
una nueva identidad de Pohozaev, que generaliza el resultado de Ros-Oton y Serra.



































donde BN,s es una constante expĺıcita dependiente exclusivamente de N y s, mientras que
N 2−2s es una versión fraccionaria de la clásica derivada normal, y está definida como
N




t2−2s, z ∈ ∂Ω,
cuando este ĺımite existe.
Seŕıa entonces natural aplicar estos resultados para analizar, por ejemplo, propiedades de
controlabilidad para ecuaciones de Schrödinger y de ondas fraccionarias del tipo de las presen-
tadas en el Caṕıtulo 3, pero esta vez con condiciones de borde no homogéneas; en particular, el
estudio de la controlabilidad de borde seŕıa un problema muy interesante.
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6.2 Análisis asintótico para las soluciones de ecuaciones de evo-
lución con el Laplaciano fraccionario
La expansión en geometŕıa óptica de las soluciones de una EDP de evolución es una técnica
muy eficaz que, cuando se desarrolla correctamente, puede facilitar información relevante so-
bre propiedades de propagación y de dispersión, y sobre cómo se comportan estas soluciones
al encontrarse con la frontera del dominio donde la ecuación está definida o en presencia de
eventuales interfases ([55, 115]).
Con la intención de justificar de manera más rigurosa la imposibilidad de controlar la
ecuación de ondas fraccionaria analizada en el Caṕıtulo 3 para s < 1, con M. Warma hemos
empezado a estudiar el problema del punto de vista del análisis asintótico, tomando como in-
spiración los resultados presentados en [115] para el caso local.
Simplemente para dar una idea preliminar de como se desarrolla esta técnica, consideramos
la siguiente ecuación de ondas unidimensional, que involucra al Laplaciano fraccionario en R
 su = utt + (−d 2x )su = 0, (6.2.1)
y buscamos soluciones aproximadas con un ansatz del tipo
u ε(x, t) = ei[(ξ/ε)x+(ξ




con ξ ∈ R y donde las funciones φj serán determinadas en una segunda fase.
Por lo tanto, necesitamos calcular  su ε, determinando el orden de todos los términos que
obtenemos con respecto al parámetro ε.
En primer lugar, es muy sencillo mostrar que, para todo α ∈ R, tenemos
(−d 2x )seiαx = α2seiαx; (6.2.3)
en efecto, de la definición que dimos del Laplaciano fraccionario se deduce que










Aplicando ahora el cambio de variable z = α(y − x), y utilizando la definición de valor
principal y la expresión de la constante c1,s presentada en [48, Sección 3], obtenemos






































2s eiαxc−11,s = α
2s eiαx.
152 CAPÍTULO 6: Conclusiones y problemas abiertos
Además, por medio del la formula (3.3.25) que obtuvimos en el Caṕıtulo 3 para el Laplaciano
fraccionario del producto de dos funciones, se pueden derivar las siguientes expresiónes
1.) (−d 2x )s(fg) = (−d 2x )
s
2 (−d 2x )
s








= f(−d 2x )
s
2 (−d 2x )
s
2 g + (−d 2x )
s
2R1 +R2 = f(−d 2x )sg + (−d 2x )
s
2R1 +R2








= (−d 2x )
s
2 f(−d 2x )
s
2 g + (−d 2x )
s
2R1 +R3








= g(−d 2x )sf + (−d 2x )
s
2R4 +R5. (6.2.4)
Sumando la primera expresión en (6.2.4) con la tercera y sustrayendo al resultado la segunda
expresión, obtenemos
(−d 2x )s(fg) = f(−d 2x )sg + g(−d 2x )sf − (−d 2x )
s
2 f(−d 2x )
s
2 g + (−d 2x )
s
2R4 + (R2 −R3 +R5).
(6.2.5)
Utilizando (6.2.5) con f = φ ε y g = u := ei(ξx/ε+ξ
st/εs), y gracias a (6.2.3), encontramos
(−d 2x )su ε =
ξ2s
ε2s





2φ ε + (−d 2x )
s
2R4 + (R2 −R3 +R5).
Por lo tanto











+ (−d 2x )
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+ (−d 2x )
s
2R4 + (R2 −R3 +R5). (6.2.6)
El problema se reduciŕıa entonces a identificar el orden de cada término que aparece en
(6.2.6), encontrar cuáles son las ecuaciones que se satisfacen para los de orden principal y
estimar de una manera adecuada las componentes de orden menor. En esta manera, desde
(6.2.2) se podŕıan construir casi-soluciones localizadas sobre rayos, y emplearlas en el estudio,
por ejemplo, de propiedades de propagación y reflexión.
6.3 Extensión de los resultados del Caṕıtulo 4
En el Caṕıtulo 4, hemos conseguido obtener la controlabilidad a cero desde x = 0 para la
siguiente ecuación del calor unidimensional
ut − uxx −
µ
x2
u = 0, (x, t) ∈ (0, 1) × (0, T ),
que involucra a un potencial singular cuadrático-inverso cuya singularidad surge exactamente
en el punto de la frontera donde está localizado el control.
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Sin embrago, el resultado de controlabilidad que presentamos no está completo, en el sentido
de que logramos probarlo solo para coeficientes µ que satisfacen la condición 0 ≤ µ < 1/4,
mientras que la ecuación tiene solución para todo µ ≤ 1/4.
La razón de esta inconclusión está en la técnica que empleamos para obtener la desigualdad
de observabilidad para la solución del sistema adjunto asociado a nuestra ecuación, que se basa
esencialmente en un resultado de observabilidad obtenido en [76] para ecuaciones parabólicas
con coeficientes degenerados del tipo
ut − (xαux)x = 0 (x, t) ∈ (0, 1) × (0, T ), α ∈ (0, 1).
Por lo tanto, una primera extensión del resultado presentado en el Caṕıtulo 4 seŕıa obtener la
controlabilidad de frontera para la ecuación considerada, también en los casos µ < 0 y µ = 1/4.
Una manera de tratar la cuestión que podŕıa resultar exitosa seŕıa probar una desigualdad
de Carleman para el problem adjunto. Por supuesto, puesto que nuestra intención es obtener
controlabilidad de frontera, ésta estimación necesitaŕıa tener en cuenta la degeneración de la
derivada normal de la solución de la ecuación acercándose al punto x = 0.
Desde luego, este problema no es elemental. Habiendo mostrado que la derivada de la
función v solución de (4.1.9) tiene el siguiente comportamiento
v2x(x, t) ∼ x−2λ, cuando x→ 0+,
con λ como en (4.1.6), creemos que el peso que se debe emplear para obtener la desigualdad
de Carleman tendŕıa que ser de la forma σ(x, t) = θ(t)p(x), con una función p que contenga el
término x2λ+1.
Por otro lado, esta elección no parece ser apropiada, pues la cantidad 2λ + 1 se convierte
en negativa para µ < −3/4, generando aśı un peso σ que no está acotado en la frontera. Sin
embargo, entender qué función podŕıa permitirnos obtener el término de borde correcto, sin
introducir singularidades, no es trivial.
Por último, remarcamos que a lo largo del Caṕıtulo hemos tenido que trabajar con datos ini-
ciales en ciertos espacios particulares de Sobolev fraccionarios, aunque para la controllabilidad
de nuestra ecuación podemos utilizar un control de clase L2. Otra vez, este hecho es conse-
cuencia de la técnica que empleamos en nuestra demostración, que se basa ampliamente en los
resultados de [76]. Por otro lado, se nos ha dado a conocer recientemente un trabajo nuevo muy
interesante ([31]), donde está tratado el mismo problema que [76] y se han obtenidos nuevos y
mejores resultados. En particular, los autores consiguen abordar el caso de datos iniciales en
L2, construyendo controles en H1. Por lo tanto, mereceŕıa la pena adaptar nuestro análisis a
estas nuevas contribuciones, intentando extender nuestros resultados al caso (más natural) de
datos iniciales de clase L2.
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El problema tratado en el Caṕıtulo 4, además de ser interesante por śı mismo, es también un
primer paso hacia el análisis de una cuestión más general, la de la controlabilidad de frontera
de la ecuación del calor siguiente




(1− x)2u = 0, (x, t) ∈ (0, 1) × (0, T ), (6.3.1)
que involucra a un potencial singular cuadrático-inverso cuyas singularidades aparecen en toda
la frontera del dominio espacial (0, 1).
Nuestro interés en ecuaciones como (6.3.1) se origina principalmente en el hecho de que esta
es una versión unidimensional de problemas con potenciales que explotan en toda la frontera
del dominio de definición, cuyo análisis ha sido abordado en el Caṕıtulo 5, en el caso de contro-
labilidad interior.
En primer lugar, remarcamos que el problema de Dirichlet homogéneo para una ecuación


















(1− x)2 dx, (6.3.2)
que se puede probar a través de (4.1.4) empleando una partición de la unidad de clase C∞,




φ1 ≡ 0, x ∈ (0, 1/2]
φ1 ∈ (0, 1), x ∈ (1/2, 3/4]





φ2 ≡ 1, x ∈ (0, 1/4]
φ2 ∈ (0, 1), x ∈ (1/4, 1/2]
φ2 ≡ 0, x ∈ (1/2, 1)
, φ3 := 1− φ1 − φ2,









Imagen 6.1: Gráfico de la partición de la unidad empleada en la prueba de (6.3.2).
Más detalles se pueden encontrar, por ejemplo, en [16].
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Por otro lado, la controlabilidad de frontera de (6.3.1) es una cuestión muy delicada, y no
es trivial abordarla directamente con una estimación de Carleman. Por lo tanto, una buena
estrategia seŕıa dividir el problema en dos más sencillos.
Desde luego, creemos que todo el análisis desarrollado en el Caṕıtulo 4 se puede adaptar al
caso de una ecuación con un potencial singular cuadrático-inverso localizado en x = 1. Más




ut − uxx −
µ
(1− x)2u = 0, (x, t) ∈ Q




= f(t), t ∈ (0, T )
u(x, 0) = u0(x), x ∈ (0, 1),
(6.3.3)
creemos que con los mismos argumentos empleados para estudiar la ecuación (4.1.2), para todo

















en que el espacio Hβα está definido como en (4.3.9), con α and β por determinar, y v es la




vt + vxx +
µ
(1− x)2 v = 0, (x, t) ∈ Q
v(0, t) = v(1, t) = 0, t ∈ (0, T )
u(x, T ) = vT (x), x ∈ (0, 1).
Como consecuencia, obtendŕıamos el siguiente resultado de controlabilidad de frontera
Teorema 6.3.1. Sea 0 ≤ µ < 1/4. Para cada T > 0 y cada dato inicial u0 ∈ L2(0, 1), existe
una función de control f ∈ L2(0, T ) tal que la solución de (6.3.3) satisface u(x, T ) = 0.
Por último, sabiendo que tanto (4.1.2) como (6.3.3) son controlables a cero desde la frontera,
se podŕıa probar la controlabilidad de frontera de (6.3.1) empleando un argumento análogo al
que se utiliza en la prueba de [137, Lemma 3.2].
6.4 Controlabilidad de frontera para la ecuación del calor con
potencial singular cuadrático-inverso que involucra a la fun-
ción distancia al borde




u = 0, (x, t) ∈ Ω× (0, T ), (6.4.1)
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obteniendo la controlabilidad exacta a cero con un control localizado en un conjunto abierto
ω ⊂ Ω. Una extensión inmediata y seguramente muy interesante de este resultato, seŕıa la
investigación de propiedades de controlabilidad de borde.
En este contexto, el problema abordado en el Caṕıtulo 4 puede ser interpretado como un
primer intento de responder a la cuestión en dimensión uno. Como se explica en ese Caṕıtulo,
cuando queremos estudiar la controlabilidad de borde de ecuaciones con potenciales singulares,
cuyas singularidades surgen exactamente en la frontera, una de las mayores dificultades está en
entender la degeneración de la derivada normal de la solución al acercarse al conjunto de las
singularidades. Una vez entendida esta degeneración, es necesario compensarla adecuadamente,
de modo que se pueda construir el control para la ecuación.
En el caso de (6.4.1), análogamente a lo que se obtuvo para el caso unidimensional, creemos
que se requiere la introducción de una derivada normal pesada, en la forma δα∂νu, con un
coeficiente α que se debe identificar.
Este hecho está justificado por un análisis muy sencillo del problema en la esfera unitaria.







u = 0, (x, t) ∈ BN (1)× (0, T ) := Q
u = f, (x, t) ∈ ∂BN (1)× (0, T ) := Σ
u(x, 0) = u0(x)
(6.4.2)
Nuestro objetivo principal es probar un resultado de controlabilidad de borde para (6.4.2);







v = 0, (x, t) ∈ BN (1)× (0, T ) := Q
v = 0, (x, t) ∈ ∂BN (1)× (0, T ) := Σ
v(x, T ) = vT (x)
(6.4.3)
Nótese que nuestro problema puede ser simplificado, descomponiéndolo en armónicas esféricas.
Entonces, introducimos al cambio de variables
Φ : RN \ {0} −→ (0,+∞)× SN−1

















(1− r)2w = 0, (r, φ, t) ∈ (0, 1) × S
N−1 × (0, T )
w(1, φ, t) = 0, (φ, t) ∈ SN−1 × (0, T )
w(r, φ, T ) = wT (r, φ), (r, φ) ∈ (0, 1) × SN−1,
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Recordemos que los valores propios de ∆φ asociados con condiciones de borde de Dirichlet
son (véase [43, Chapter 8, Section 8.1.4] para el caso N = 3 o [7, 132] para el caso general)
λk = k(N + k − 2), k ≥ 0
y que el espacio de Hilbert L2
(
S








con Λk espacios propios asociados con λk.









1≤ℓ≤ℓk, k≥0, tal que
{
−∆σfkℓ = λkfkℓ, x ∈ BN(1),
fkℓ = 0, x ∈ ∂BN (1).
Entonces, si volvemos a escribir w en esta base, es decir



















kℓ = 0, (r, t) ∈ (0, 1) × (0, T ),
ψkℓ(1, , t) = 0,
ψkℓ(r, T ) = ψkℓT (r).
Por último, podemos eliminar el término de orden uno en la ecuación anterior introduciendo
otro cambio de variables















kℓ = 0, (r, t) ∈ (0, 1) × (0, T )
φkℓ(0, t) = φkℓ(1, t) = 0
φkℓ(r, T ) = φkℓT (r)
(6.4.4)






Gracias a la definición de λk, es ahora elemental comprobar que, para cada N ≥ 1, λkN ≤
1/4. Entonces, llegamos al mismo problema unidimensional que introdujimos al final de la
Sección anterior. En particular, probar la controlabilidad de frontera para (6.4.2) seŕıa equiv-
alente a obtener controlabilidad desde r = 1 para (6.4.4). Por esto, necesitaŕıamos una






Aplicando el cambio de variable inverso, se obtendŕıa aśı una desigualdad de observabilidad
para el problema original en la que aparece el término δα(∂v/∂ν).
Con la intención final de recuperar esta derivada normal pesada, el peso σ que empleamos
















con la misma función ψ que introducimos anteriormente.
Esta nueva función σ̃ nos permitiŕıa de obtener la derivada normal pesada que hemos men-
cionado antes en el término de borde de la desigualdad de Carleman. La dificultad mayor
entonces seŕıa demostrar que, con la elección de este peso, se pueden obtener acotaciones apropi-
adas para los términos distribuidos, que tendŕıan que llevarnos a la estimación que buscamos.
6.5 Propiedades de controlabilidad para ecuaciones de ondas
con potenciales singulares
Seŕıa interesante investigar propiedades de controlabilidad para ecuaciones de ondas con po-
tenciales singulares cuadráticos-inversos del tipo µ/δ2, puesto que, hasta donde llega nuestro
conocimiento, por el momento este es un problema que nadie ha tratado todav́ıa.
Con respecto al caso más clásico de problemas que involucran al potencial µ/|x|2, en la liter-
atura ya existen resultados de control interior ([34, 138]). Por el contrario, por lo que concierne
a la controlabilidad de borde podemos hacer referencia a [76], donde se ha analizado este tema
para ecuaciones de ondas unidimensionales con coeficientes variables y degenerados, en la forma
utt − (xαux)x = 0, (x, t) ∈ (0, 1) × (0, T ), (6.5.1)
teniendo en cuenta que (6.5.1) es equivalente, a través de un cambio de variables, a una ecuación
de ondas con un potencial singular que surge en x = 0.
Extender estos resultados al caso de un potencial que involucre a la función distancia al
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borde no es una cuestión sencilla; de hecho, ya en el caso unidimensional, la presencia de la
singularidad en toda la frontera hace que la técnica de los multiplicadores sea extremamente
complicada, en el sentido de que es muy dif́ıcil identificar, si es posible, el multiplicador correcto
para obtener una identidad de Pohozaev.
Para justificar este hecho con más precisión, podemos considerar, por ejemplo, la siguiente
ecuación de ondas unidimensional con dos potenciales singulares cuadráticos-inversos que surgen








(1− x)2u = 0, (x, t) ∈ (0, 1) × (0, T ),
u(0, t) = u(1, t) = 0, t ∈ (0, T ),
u(x, 0) = u0(x), ut(x, 0) = u1(x), x ∈ (0, 1).
(6.5.2)

























































(1− x)3 dxdt = 0.
(6.5.3)
Ahora tenemos que elegir la función f en el multiplicador de una manera adecuada, para
que de (6.5.3) se pueda recuperar una identidad que sea apta para obtener una desigualdad de
observabilidad. En el proceso, hay dos aspectos principales a tener en cuenta:
• la función f tiene que compensar las singularidades supercŕıticas x−3 y (1 − x)−3 en los
últimos dos términos de (6.5.3);
• la derivada primera de f tiene que ser positiva en el intervalo (0, 1), asegurando la posi-
tividad del primer término de (6.5.3), que puede estar relacionado con la enerǵıa asociada
a (6.5.2).
Sin embargo, estas dos condiciones son incompatibles; de hecho, la primera requeriŕıa que
la función f se anulara tanto en x = 0 como en x = 1, y esto no puede ser posible sin un cambio
de monotońıa, es decir sin que la derivada primera cambie de signo.
En consecuencia, la técnica de los multiplicadores parece no ser una manera apropiada para
enfrentarse con el problema. Por el contrario, una opción alternativa que merece la pena
intentar es obtener, también en este caso, una desigualdad de Carleman, siguiendo el esṕıritu
de lo que hicimos en el Caṕıtulo 5 para la ecuación del calor.
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6.6 Optimalidad de los resultados del Caṕıtulo 5
El resultado principal del Caṕıtulo 5 ha sido obtenido como consecuencia de una desigualdad de
Carleman espećıfica para el problema que estábamos considerando. Para probar esta desigual-
dad, empleamos un peso σ(x, t) que ha sido elegido en la forma clásica en variables separadas






En nuestro caso, consideramos un exponente k = 3 para la función θ, estando esta elección
motivada por el hecho que, a lo largo de nuestros cálculos, aparecen términos que no sabemos
acotar si tomamos exponentes menores. Sin embargo, esta elección tiene consecuencias en el
coste del control cuando el tiempo tiende a cero (véase, por ejemplo, [54, 108]), que no va a ser
del orden de exp(C/T ), como nos esperaŕıamos para la ecuación del calor, si no de exp(C/T 3).
Por lo tanto, seŕıa interesante reducir el exponente en la definición de θ a k = 1 e intentar
obtener una desigualdad de Carleman con esta nueva elección del peso.
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