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RE´SUME´
L’industrie forestie`re est un secteur extreˆmement important pour plusieurs pays dont
le Canada. En 2007, ce secteur offrait de l’emploi a` environ 1 million de personnes
(directement et indirectement) a` travers le pays et a contribue´ par $23.4 milliards
a` la balance commerciale nationale. Plusieurs proble`mes lie´s a` cette industrie sont
de nature d’aide a` la de´cision. Ils se divisent ge´ne´ralement en trois cate´gories : stra-
te´gique, tactique et ope´rationnelle. Tout au long de cette the`se, nous nous sommes
inte´resse´ a` cette dernie`re cate´gorie et plus pre´cise´ment au proble`me du transport
forestier avec horaire. Dans la litte´rature du domaine, cette question a fait l’objet de
plusieurs travaux. De notre part, nous avons adapte´ le proble`me au contexte cana-
dien en prenant en compte les contraintes de synchronisation entre les chargeuses et
les camions. Ces contraintes de synchronisation traduisent le fait que les chargeuses
en foreˆt ne peuvent pas supporter d’autres ope´rations en ces lieux, a` part le charge-
ment, vu la grande superficie des sites forestiers canadiens. Ainsi, il e´tait primordial
de minimiser les attentes des chargeuses et des camions, pour re´duire les couˆts de
transport.
Dans le premier article de ce travail, nous avons traite´ le proble`me journalier ou` nous
avons suppose´ que les requeˆtes de transport sont connues a` l’avance. Une me´thode
hybride mettant en oeuvre la programmation par contraintes et la programmation
line´aire en nombres entiers a e´te´ adopte´e, de sorte que cette dernie`re mode´lise la
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circulation des camions comme un proble`me de flot a` couˆt minimum dans un re´seau,
alors que programmation par contraintes s’occupe de l’ordonnancement des taˆches,
une fois la circulation est e´tablie. La communication entre les deux mode`les se fait
via des contraintes globales de cardinalite´, permettant ainsi au mode`le de la pro-
grammation par contraintes de profiter des algorithmes efficaces de filtrage de ces
dernie`res.
Dans le deuxie`me article, nous avons aborde´ le proble`me hebdomadaire ou` nous avons
pris en conside´ration la politique de livraison en flux tire´s juste a` temps adopte´e par
les usines pour ame´liorer leurs gestions de stocks. Pour re´pondre a` ce besoin, nous
avons de´veloppe´ une me´thode en deux phases. La premie`re de´termine les voyages
pleins et les sites forestiers ouverts durant les jours de la semaine, en minimisant
les couˆts associe´s a` ces deux activite´s. A` la sortie de cette premie`re phase, sept
proble`mes de transport journaliers sont ge´ne´re´s, constituant la deuxie`me phase. Dans
le but de re´soudre les proble`mes journaliers, un mode`le de recherche locale base´e
sur les contraintes a e´te´ de´veloppe´ et re´solu par l’interme´diaire d’un algorithme de
recherche locale ite´re´e. Ce dernier est base´ d’une part sur cinq voisinages classiques en
tourne´es de ve´hicules permettant l’optimisation de la partie routage, d’autre part sur
un algorithme glouton de´veloppe´ spe´cialement pour effectuer l’ordonnancement des
taˆches, en tenant compte des contraintes de synchronisation. Dans certains cas, nous
avons remarque´ que l’algorithme glouton peut conduire a` des couˆts d’attente assez
e´leve´s. C’est pourquoi nous avons utilise´ le mode`le de programmation par contraintes
de l’article pre´ce´dent, donnant ainsi lieu a` l’hybridation entre la recherche locale base´e
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sur les contraintes et la programmation par contraintes graˆce a` COMET1.1.
Finalement, le troisie`me article a traite´, lui aussi, du proble`me hebdomadaire, mais
en enrichissant le mode`le journalier par d’autres contraintes pratiques. Nous avons
donc conside´re´ que les camions e´taient affecte´s a` des bases re´gionales a` partir des-
quelles ils commenc¸aient et finissaient leurs journe´es de travail et nous avons permis
a` chaque camionneur d’avoir une pause dˆıner entre 11h et 15h, chaque jour, dans
n’importe quelle usine. Nous avons e´labore´ une me´thode en deux phases dont la pre-
mie`re est identique a` celle de l’article pre´ce´dent. Quant a` la deuxie`me, un mode`le de
programmation line´aire en nombres entiers a e´te´ e´tabli pour re´soudre les proble`mes
journaliers. Il pre´sente l’avantage d’avoir une structure tre`s proche d’un proble`me de
flot a` couˆt minimum. L’autre avantage, c’est qu’il a permis d’obtenir des garanties
sur la qualite´ de la meilleure solution entie`re obtenue.
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ABSTRACT
The forest industry is an important economic sector for several countries including
Canada. In 2007, this industry employed about 1 million people (directly and in-
directly), and contributed $23.4 billion to Canada’s trade balance. The operations
research problems related to this sector are divided into three categories: strategic,
tactical and operational. In this thesis, we are interested in the later category and
more precisely in the log-truck scheduling problem. Many papers in the literature
have addressed this issue, and our contribution has been to address the problem to
the Canadian context, taking into account the synchronization constraints between
loarders and trucks. These constraints reflect the fact that forest-loaders cannot
support other operations in forests except loading, since in Canada, we have large
areas.
In the first article of this thesis, we presented the daily problem where we have as-
sumed that requests are known in advance. We proposed a hybrid approach involving
a linear model to deal with the routing part of the problem and a constraint pro-
gramming model to deal the scheduling part. Both of these models are combined
through the exchange of global cardinality constraints.
In the second article, we discussed the weekly problem where inventories at wood
mills are taken into consideration in order to allow wood mills to work in a just in
xtime mode. For this purpose, we have developed a two-phase method. The first one
determines the loaded trips and opened forest areas during each day of the week.
This phase yields seven daily problem, forming the second phase, where a constraint-
based local search model have been developed. We solved these daily problems using
an iterated local search algorithm based on five classical neighborhoods of the vehicle
routing problem to deal with the routing part, whereas a greedy algorithm has been
used to schedule activities (loading and unloading). In some cases, we notice that
the greedy algorithm can lead to costly waiting time solutions. In this context, we
adopted a hybrid method combining the constraint-based local search model and the
previous constraint programming model of the first article.
Finally, the last paper addressed the weekly problem of the previous article with ad-
ditional new practical constraints. We considered that trucks are affected to regional
bases, so that each truck starts and ends its day at its related base, and we assured
that each truck can have a break lunch between 11h and 15h each day at any wood
mill. We developed a two-phase approach, the first one is identical to that of the
preceding paper and the second phase is based on an integer linear model that is
very close to a flow based model. The main advantage of this approach lies in the
fact that it measures the quality of the best integer solution.
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1CHAPITRE 1 : INTRODUCTION
1.1 Ge´ne´ralite´s
Tout au long de l’histoire humaine, les foreˆts ont repre´sente´ une source de vie, d’ali-
mentation et d’e´nergie. De nos jours, l’industrie forestie`re, occupe une place impor-
tante dans plusieurs pays du monde tels le Chili, le Canada, la Sue`de, la Finlande, la
Nouvelle-Ze´lande et l’Autriche, entre autres. Le Canada posse`de 417 millions d’hec-
tares de foreˆts (voir Ressources Naturelles Canada [2005]) et dispose d’une industrie
forestie`re tre`s importante offrant a` peu pre`s 1 million d’emplois dont 255000 directs
et 763000 indirects. En 2007, la contribution de cette activite´ e´conomique a` la balance
commerciale du Canada est de 23,4 milliards de dollars. En Sue`de, par exemple, 60%
du territoire est couvert par des foreˆts et, selon le National Board of Forestry (Skog-
sstyrelsen), l’industrie forestie`re repre´sente 20% du total des recettes d’exportation
en 2003.
Actuellement, les demandes des clients sont devenues de plus en plus varie´es en terme
de la qualite´, de la taille et des types de bois sollicite´s. Le temps est devenu un facteur
tre`s important dans les livraisons, surtout quand il s’agit de bois de haute qualite´,
dont il faut garder la fraˆıcheur et e´viter les ruptures de stocks ou de bois a` paˆte qui
perd rapidement sa fraˆıcheur, ne´cessitant par la` meˆme un stockage minimal. Outre les
2contraintes lie´es aux exigences dicte´es par les clients, la pre´servation de ces espaces
boise´s, de la faune et des espe`ces animales et ve´ge´tales s’impose en tant que contrainte
e´cologique visant la protection de la foreˆt considere´e comme poumons de la terre et
filtre absorbant le dioxyde de carbone a` l’e´chelle de la plane`te.
L’industrie forestie`re de´pend dans plusieurs pays, et en particulier au Canada, des
marche´s d’exportation. Ainsi, la plus grande partie de la production canadienne est
vendue a` l’exte´rieur. Ces exportations sont principalement achemine´es vers les E´tats-
Unis, l’Union europe´enne et le Japon. Dans un contexte commercial international ou`
la concurrence bat son plein, la position de l’industrie forestie`re Canadienne n’est
pas a` l’abri d’un pe´ril qu’elle doit e´viter. Pour toutes ces raisons (place de l’indus-
trie forestie`re dans l’e´conomie, roˆle e´cologique des foreˆts, contraintes et restrictions
relatives aux clients), les compagnies forestie`res qui aspirent a` la re´ussite n’auront
d’autre choix que de se mettre au diapason des exigences du marche´ et des impe´ratifs
e´cologiques, en se dotant d’une gestion plus efficiente. Aussi l’e´troite collaboration
avec les chercheurs en recherche ope´rationnelle (RO) s’ave`re-t-elle cruciale eu e´gard
a` cette industrie, dans la perspective de lui fournir des outils d’aide a` la de´cision qui
lui permettront d’augmenter la valeur de son offre et de diminuer ses couˆts, tout en
ayant une vision strate´gique a` long terme respectant les restrictions e´cologiques et
offrant une exploitation durable dans le temps. Nous de´crirons par la suite certains
proble`mes classiques inhe´rents a` cette industrie et, en particulier, la de´marche de
planification des activite´s d’une compagnie forestie`re.
31.2 Outils d’aide a` la de´cision et planification en
foresterie
Les outils de recherche ope´rationnelle sont largement utilise´s dans plusieurs secteurs
et applications forestie`res depuis une trentaine d’anne´es environ. Or, plusieurs pro-
ble`mes lie´s a` l’industrie forestie`re ont e´te´ traite´s graˆce a` la RO. De ce fait, des prix
tels celui d’Edelmann (voir Epstein et al. [1999]), reconnaissent le roˆle et l’impact
de la RO en foresterie. On pre´sentera par la suite une liste non exhaustive de ces
proble`mes que nous classons ci-apre`s en trois cate´gories :
– Proble`mes lie´s aux foreˆts uniquement
– Proble`mes associe´s aux usines uniquement
– Proble`mes associe´s a` la fois aux foreˆts et aux usines
La premie`re classification inclut une liste tre`s large de proble`mes (construction et
conception de routes, gestion des incendies (voir Martell [1982] et Martell et al.
[1998]), gestion des surfaces boise´es a` exploiter (voir Epstein et al. [2007])). La
deuxie`me classification comporte des proble`mes classiques, comme celui de la de´-
coupe de rouleaux en usines a` paˆtes de papiers dans le but de minimiser les pertes
(voir Chauhan et al. [2008]), celui de l’optimisation du processus de controˆle de la
production, d’ouverture ou de fermeture d’usines, .... La dernie`re classification repre´-
sente tous les proble`mes liant les foreˆts et les usines, par exemple le choix des moyens
et technologies de transport (camions, remorques, trains, etc), la planification des
4routes et de l’horaire de camions, .... Dans cette the`se, nous nous inte´ressons a` cette
dernie`re cate´gorie de proble`mes, spe´cialement le transport entre foreˆts et usines. Les
paragraphes suivants de´crivent les trois parties de la planification en foresterie ; stra-
te´gique, tactique et ope´rationnelle.
La planification strate´gique en foresterie consiste a` prendre des de´cisions aux ni-
veaux de la gestion des surfaces boise´es a` exploiter, de la construction des routes,
de l’ouverture ou de la fermeture d’usines, des processus d’investissements (choix de
machines, moyen de transport, etc...) et finalement au niveau du choix de la politique
de gestion de production (“make-to-stock”, “make-to-order”, “cut-to-order”). Ces po-
litiques peuvent affecter d’autres de´cisions d’investissements, comme par exemple les
capacite´s de stockage et les types d’e´quipements aux usines qui, pour supporter une
politique make-to-stock, diffe`rent de ceux de la politique make-to-order. En ge´ne´-
ral, la planification strate´gique s’e´tend sur de longues pe´riodes e´tale´es sur plusieurs
anne´es.
La planification tactique s’e´tend sur des horizons moyennement longs allant selon le
type de proble`me traite´, de 1 a` 5 ans. Parmi ces proble`mes, on trouve essentiellement
l’allocation de ressources dans les diffe´rentes parties de la chaˆıne logistique en foreˆt,
l’e´valuation et l’estimation des budgets annuels. Les de´cisions tactiques repre´sentent
un pont de liaison reliant les de´cisions strate´giques et ope´rationnelles de manie`re a` ce
que ces dernie`res contribuent efficacement a` la re´alisation des directives strate´giques.
5La planification ope´rationnelle est la dernie`re e´tape de controˆle dans la planification
de la chaˆıne logistique en foresterie. Elle couvre de tre`s courtes dure´es variant de
quelques heures a` quelques jours. Dans cette cate´gorie, on rencontre des proble`mes
tre`s varie´s tels le de´coupage de bois, l’ordonnancement de la chaˆıne de production en
temps re´el, le transport et la re´partition du bois entre les foreˆts et les usines, entre
autres. A` ce niveau de la planification, l’application pratique doit comporter le plus
possible de de´tails pour que les de´cisions soient utilisables sans modification.
1.3 FPInnovations
FPInnovations a e´te´ cre´e´ en avril 2007, a` partir de la fusion de FERIC, Forintek,
Paprican et du Centre canadien sur la fibre de bois. Il constitue le plus important
institut au monde a` but non lucratif oeuvrant en foresterie avec plus de 600 employe´s
re´partis a` travers le Canada.
FERIC (Institut canadien de recherches en ge´nie forestier) a e´te´ cre´e´ en 1975 dans le
but d’ame´liorer et d’optimiser les ope´rations forestie`res canadiennes au profit de ses
diffe´rents partenaires qui, eux, financent ses recherches en partenariat a` la fois avec
le gouvernement fe´de´ral et avec les gouvernements provinciaux. Aujourd’hui, FERIC
re´unit un effectif de plus de 100 employe´s en service essentiellement dans les bureaux
de Montre´al, Que´bec et Vancouver. En conformite´ avec la vocation de ces centres, la
de´finition des proble`mes et les donne´es associe´es a` cette the`se ont e´te´ fournies par le
bureau du FERIC a` Montre´al.
6Forintek (Institut national de recherche sur les produits du bois au Canada) a e´te´
cre´e´ en 1915 dans le but de soutenir l’industrie forestie`re en matie`re d’optimisation
des proce´de´s de fabrication et d’extraction de valeur de la matie`re premie`re, graˆce au
financement de ses membres et des gouvernements provinciaux. Actuellement, l’ins-
titut compte environ 170 professionnels reconnus a` l’e´chelle internationale pour leurs
re´alisations.
Paprican (Institut canadien de recherches sur les paˆtes et papiers) a e´te´ cre´e´ il y a
plus de 80 ans. Ses programmes de recherche sont axe´s sur l’industrie des paˆtes et
papiers, lui offrant des technologies de grande valeur qui re´pondent aux besoins de
ses membres et de ses partenaires.
Enfin, pour terminer, vient le centre canadien sur la fibre de bois (CCFB) regroupe
des chercheurs oeuvrant dans le secteur forestier, s’inte´ressant pre´cise´ment a` la fibre
ligneuse. L’objectif de ces chercheurs consiste en la production de connaissances in-
novatrices aidant l’industrie du bois a` tirer profit des fibres ligneuses.
1.4 Pre´sentation du proble`me
Plusieurs motivations poussent l’industrie forestie`re a` ame´liorer sa productivite´ et a`
minimiser ses couˆts. A` ce sujet, la pression exerce´e par la concurrence mondiale, les
re´glementations environnementales concernant l’e´mission de gaz a` effet de serre et
les exigences de plus en plus prononce´es des clients en termes de services sont les
principaux de´clencheurs d’une politique efficace de gestion et de planification.
7Au Que´bec, au sein du processus inte´gral de fabrication d’un produit en bois, le
transport repre´sente un peu plus de 30% des couˆts d’approvisionnement en bois. Ces
couˆts semblent eˆtre compressibles, surtout lorsqu’on constate que 50% des couˆts de
carburants sont lie´s au transport sans charge utile. Le transport du bois au Canada se
de´roule en deux e´tapes se´pare´es. La premie`re est dite transport primaire. Elle consiste
a` acheminer le bois de la foreˆt vers le bord du chemin a` l’aide de de´bardeurs, porteurs
ou autres machines forestie`res, tandis que la deuxie`me phase effectue le transport de
bois des bords des chemins vers les usines a` l’aide de camions remorques, semi-
remorques, trains et autres. Actuellement, la planification du transport forestier au
Canada est assure´e manuellement par des experts dans la matie`re (contre-maˆıtres).
Cependant, l’augmentation des volumes de bois a` transporter et la complexite´ des
contraintes propres au proble`me rendent la re´solution manuelle difficile et longue.
Certains pays ont e´te´ leaders en matie`re de de´veloppement d’outils ou de logiciels
d’aide a` la de´cision destine´s a` re´soudre la proble´matique du transport (journalier
ou hebdomadaire) entre les foreˆts et les usines. Le Chili et la Finlande ont mis en
oeuvre des outils appelle´s respectivement ASICAM et EPO de`s le de´but des anne´es
90 (voir Weintraub et al. [1996] et Linnainmaa et al. [1995]). Dans la meˆme pe´riode,
Ro¨nnqvist et Ryan [1995] ont e´labore´ un outil de re´partitionnement en temps re´el
adapte´ a` l’industrie forestie`re en Nouvelle-Ze´lande. Par la suite, la Sue`de a de´veloppe´
des programmes de gestion du transport jounalier en foreˆt par le biais des travaux de
Palmgren et al. [2003], Palmgren et al. [2004] et Palmgren [2005] et un peu plus tard
graˆce aux travaux de Flisberg et al. [2009] et Andersson et al. [2008]. Au Canada,
8l’utilisation des outils d’aide a` la de´cision en transport forestier est tre`s limite´e pour
ne pas dire inexistante, mis a` part le projet VTM re´alise´ graˆce a` la collaboration
de FORAC et FERIC. Ceci nous a motive´ a` travailler sur la deuxie`me phase du
transport entre les bords des chemins forestiers et les usines. Par conse´quent, dans
cette the`se, nous nous sommes inte´resse´s en premier lieu au proble`me journalier.
Ensuite, nous avons e´tendu l’horizon de planification a` une semaine, en prenant en
compte la politique de livraison juste a` temps souhaite´e par les usines, pour re´pondre
a` leurs besoins jounaliers, sans trop les de´passer, pour une meilleure gestion des
stocks.
Pour mieux saisir l’importance du proble`me type canadien de´fini par FPInnova-
tions (FERIC) sur lequel nous nous sommes appuye´s dans notre the`se, il s’ave`re
utile d’e´voquer tout d’abord le proble`me connu dans la litte´rature sous le terme
“Log-Truck Scheduling Problem” (LTSP). Celui-ci consiste a` planifier l’horaire des
camions en avance, pour satisfaire la demande, tout en minimisant les couˆts associe´s.
Une deuxie`me alternative s’offre pour re´soudre le proble`me journalier. Elle se propose
de planifier l’horaire des camions de fac¸on continue en temps re´el, tout au long de la
journe´e. L’avantage de cette approche se traduit par le fait de pouvoir ge´rer l’impact
des variations brusques qui surviennent au cours du plan a` cause des pannes, du
climat, des coupures de routes et d’autres facteurs du meˆme ordre. Le LTSP pre´sente
beaucoup de similitude avec certains proble`mes e´tudie´s dans la litte´rature, en l’oc-
currence, le “Vehicle Routing Problem” (VRP) et le “Pick-up and Delivery Problem
with Time Windows” (PDPTW). Cependant, un LTSP classique est caracte´rise´ par
9plusieurs contraintes et facteurs, tel le fait que les camions ont leurs propres bases
a` partir desquelles ils commencent et finissent leurs journe´es. Chaque camion a sa
propre capacite´ de chargement et son horaire de travail spe´cifique. En ge´ne´ral, deux
types de camions sont conside´re´s, ceux avec et ceux sans chargeuse. Les repos ou
changements de chauffeurs sont pris en compte lorsqu’une route exce`de la limite de
temps de conduite pour un chauffeur. La quantite´ de bois disponible aux bords des
chemins des foreˆts ou celle exprime´e comme demandes aux usines n’est pas force´ment
un multiple de chargement total d’un camion. Les couˆts du transport a` vide et plein
sont pris en compte, alors que les chargeuses en foreˆt ont un quart de travail fixe
pendant la journe´e.
Dans notre e´tude, plusieurs hypothe`ses ont e´te´ conside´re´es. Certaines hypothe`ses ont
facilite´ le proble`me par rapport a` un LTSP standard, d’autres l’ont complique´ un
peu. Mise a` part la contrainte de repos ou de changement de chauffeurs qui n’a pas
e´te´ traite´e au cours de ce projet de recherche, toutes les autres contraintes reposent
sur la re´alite´ de terrain du contexte forestier canadien. Ainsi, les descriptions qu’on a
rec¸ues de FPInnovations (FERIC) indiquent que les camions sont homoge`nes, d’une
capacite´ de 32 tonnes chacun et sans auto-chargeuse. Les camions n’ont pas for-
ce´ment de bases dans la majorite´ des cas e´tudie´s, puisqu’ils peuvent effectuer les
changements de chauffeurs, commencer et finir leurs journe´es dans n’importe quelle
usine. La structure des couˆts associe´e aux camions est constitue´e de trois compo-
santes : les couˆts des voyages a` vide, les couˆts des voyages pleins et finalement ceux
des attentes. Dans la pratique, les demandes aux usines et la quantite´ de bois en
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foreˆts sont ge´ne´ralement exprime´es en unite´ de chargement plein (32 tonnes dans
notre cas). Ceci est duˆ au fait que les surfaces boise´es exploite´es au Canada sont tre`s
larges et engendrent de grands volumes de bois facilement convertissables en unite´
de chargement plein. Les erreurs dans l’estimation de la demande sont amorties par
la capacite´ de stockage jounalier dans les usines. Par rapport a` l’utilisation des ve´-
hicules, un voyage de camion est compose´ d’un aller-retour (voir figure 1.1) usine
de de´part- foreˆt de chargement- usine de destination. Par conse´quent, le chargement
total du camion (32 tonnes) s’effectue a` la foreˆt associe´e au voyage. Les chargeuses
en foreˆts n’ont pas de quarts de travail fixes, leurs horaires sont inte´gre´s a` la proble´-
matique de manie`re a` minimiser leurs couˆts d’attentes. Ceci est diffe´rent d’un LTSP
classique dans lequel les chargeuses travaillent des quarts de travail fixes, car elles
sont suppose´es supporter d’autres ope´rations dans les foreˆts pendant leurs temps
d’attentes. Dans le contexte canadien, les chargeuses ne peuvent pas contribuer a`
d’autres ope´rations (rangement de piles de bois, etc), du fait que, comme explique´
auparavant, les surfaces boise´es sont tre`s e´tendues et que chaque de´placement de la
chargeuse entre les piles de bois peut de´passer les temps se´parant l’arrive´e de deux
camions qui se succe`dent. En effet, minimiser les couˆts d’attentes des camions et
des chargeuses permet d’augmenter leurs taux d’utilisation et, en conse´quence, la
rentabilite´ de la compagnie. A` notre connaissance, a` part le travail de Bredstro¨m
and Ro¨nnqvist [2008] ou` la synchronisation entre les camions et les chargeuses a e´te´
prise en compte, cette the`se contribue a` ce niveau, en inte´grant syste´matiquement
l’horaire des chargeuses a` celui des camions pour un horizon journalier en premier
lieu, hebdomadaire en second lieu. Tout cela en tenant compte des couˆts d’attentes
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des deux ressources (camions et chargeuses). Nous verrons par la suite les diffe´rentes
approches de´veloppe´es pour re´soudre le proble`me.
Figure 1.1 – Exemple d’un voyage de camion
1.5 Approches de re´solution
Trois mode`les diffe´rents sont propose´s dans cette the`se pour re´soudre ce qu’on a
appelle´ le “Synchronized Log-Truck Scheduling Problem”(SLTSP), ou` on synchronise
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les camions avec les chargeuses, pour minimiser la somme de leurs couˆts d’attentes.
Un premier mode`le de type de programmation par constraintes (PPC) a e´te´ e´labore´
pour traiter le proble`me journalier. La PPC se divise en deux parties : premie`rement,
la mode´lisation qui est dite de´clarative et qui se compose essentiellement de variables
de de´cision appartenant a` des domaines finis lie´s par des contraintes mathe´matiques
ou symboliques ; deuxie`ment, la re´solution qui se de´roule en deux phases : propaga-
tion de contraintes et strate´gies de recherche. La propagation de contraintes est un
me´canisme d’infe´rence visant a` re´duire les configurations incompatibles. En ge´ne´ral,
elle est incomple`te, puisque les valeurs qui restent dans les domaines des variables
peuvent eˆtre incompatibles d’un point de vue global. Ainsi, la recherche est ne´ces-
saire pour explorer le reste de l’arbre. Ces deux phases de la re´solution (propagation
de contraintes et recherche) sont combine´es, puisqu’apre`s chaque de´cision de bran-
chement, la propagation est a` nouveau de´clenche´e. L’avantage crucial que pre´sente
la PPC re´side dans la facilite´ de mode´lisation qu’elle offre aux chercheurs et dans
la richesse des librairies de contraintes des diffe´rents solveurs (voir Baptiste et al.
[2001] et Milano [2004]).
Le deuxie`me mode`le est de type recherche locale base´e sur les contraintes (RLBC).
Cette nouvelle programmation est supporte´e par le solveur COMET et combine une
mode´lisation he´rite´e de la PPC avec des heuristiques de recherche locale. Le roˆle de
la RLBC consiste a` la fois a` mode´liser les proble`mes de fac¸on de´clarative et a` guider
la recherche locale en se basant sur les contraintes et l’objectif. Plusieurs aspects du
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SLTSP ont e´te´ mode´lise´s par ce qu’on appelle des invariants (variables incre´mentales).
Ces invariants sont maintenus automatiquement par COMET.
Le troisie`me et dernier mode`le est un programme line´aire en nombres entiers (PLNE)
qui posse`de une structure tre`s proche d’un proble`me de flot a` couˆt minimum dans
un re´seau. L’avantage crucial de ce mode`le re´side dans le fait que le nombre de
contraintes est inde´pendant du nombre des lots a` transporter, puisque la gestion des
chargeuses est assure´e par la structure de flot et les capacite´s associe´es aux arcs de
chargements et de´chargements du mode`le.
1.5.1 L’approche hybride programmation line´aire en nombres
entiers et PPC
La premie`re me´thode de´veloppe´e dans cette the`se traite uniquement du proble`me
journalier. Cette approche propose une hybridation naturelle entre la PLNE et la
PPC, sachant que la premie`re s’occupe de la partie tourne´e des camions, alors que la
PPC se charge de l’ordonnancement des taˆches. Trois avantages essentiels de´coulent
de cette me´thode : premie`rement, la synchronisation des camions avec les chargeuses
se fait syste´matiquement par le biais du mode`le de´claratif PPC propose´ ; deuxie`-
mement, le mode`le PLNE conside´re´ est un simple proble`me de flot a` couˆt minimum
dans un re´seau qu’on re´sout avec Cplex. Finalement, la communication entre les deux
mode`les se fait via l’introduction des contraintes globales de cardinalite´s (GCC). Ces
dernie`res transmettent au mode`le PPC la tourne´e optimale des camions tout en ayant
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des algorithmes efficaces de propagation (voir figure 1.2)
Figure 1.2 – Premie`re approche
1.5.2 L’approche hybride recherche locale et PPC
Dans cette deuxie`me me´thode, on s’inte´resse au proble`me hebdomadaire dans lequel
les usines adoptent une politique de livraison en flux tire´s juste a` temps. En effet, les
usines essaient de ne pas trop de´passer leurs demandes jounalie`res de manie`re a` avoir
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une bonne gestion des stocks. Cette approche se de´compose en deux phases se´quen-
tielles. La premie`re, qu’on a appele´e phase tactique, permet de satisfaire la demande
des usines, en respectant les contraintes de capacite´ des chargeuses, les contraintes
de stocks interme´diaires et finalement les contraintes qui assurent un fonctionnement
minimal de chaque chargeuse une fois celle-ci en marche. Cette phase a e´te´ re´solue
approximativement par un algorithme tabou code´ en COMET. Entre de´cembre et
fe´vrier, la production s’intensifie en foreˆt en pre´vision de l’arreˆt de printemps duˆ au
de´gel. Entre mars et mai, il y a une pe´riode d’environ quatre a` six semaines du-
rant laquelle aucun travail n’est possible en foreˆt puisque le sol est trop mou. Les
usines doivent avoir entrepose´ assez de bois pour travailler pendant ces semaines.
Ce qui arrive en de´cembre, c’est que les usines gardent la meˆme politique de livrai-
sons (“just-in-time mode”), alors que les foreˆts ont de´ja` accentue´ leurs productions.
Pour cette raison, nous ne tenons pas compte de la contrainte de production en foreˆt
dans notre mode`le de la phase tactique durant la pe´riode de de´cembre. Une autre
fac¸on d’appliquer notre mode`le tactique (sans contraintes de production) consiste a`
planifier l’entreposage de bois dans les zones de stockage (entre de´cembre et fe´vrier)
pour subvenir aux besoins d’usines pendant la pe´riode de de´gel ; mais a` ce moment,
il faudrait ignorer la politique du “just-in-time”.
La deuxie`me phase repre´sente sept SLSPS journaliers couvrant toute la semaine : du
lundi au dimanche. Nous les re´solvons se´quentiellement dans l’ordre de la semaine.
Deux mode`les ont e´te´ de´veloppe´s pour traiter le SLTSP journalier. Le premier est
un mode`le PPC identique a` celui pre´sente´ dans le chapitre 2, a` quelques de´tails pre`s.
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Le second est un mode`le RLBC base´ sur une majorite´ de variables incre´mentales, a`
part le temps du de´but de chargement, le temps du de´but de de´chargement et les
variables ordonnant les lots par camion. La partie tourne´e de camions est re´solue par
une recherche locale base´e sur cinq structures de voisinage diffe´rentes, alors que la
partie ordonnancement a e´te´ re´solue par deux modules de´pendant du type de mode`le.
Ainsi, un algorithme glouton ordonnant les taˆches au plus toˆt possible est utilise´ pour
la partie RLBC, alors que dans l’autre partie, le solveur PPC de COMET s’occupe de
l’ordonnancement. La PPC s’ave`re parfois eˆtre une tre`s longue me´thode, surtout si
on la compare a` l’algorithme glouton dans notre cas. Certes, la qualite´ des solutions
trouve´es par la PPC est relativement meilleure, compare´e a` celle de l’algorithme
glouton. Cependant, le crite`re du temps global alloue´ a` chaque proble`me journalier
est tre`s contraignant. C’est pour cette raison que, le mode`le PPC a e´te´ hybride´
avec celui de la RLBC dans des situations diffe´rentes bien pre´cises qui nous semblent
potentiellement prometteuses et qui ont e´te´ teste´es inde´pendemment (voir figure 1.3).
1.5.3 Troisie`me approche mode`le PLNE
Dans cette partie, nous avons affaire a` la meˆme strate´gie tactique adopte´e dans la
deuxie`me contribution, avec une petite modification : nous conside`rons les contraintes
de stocks de bois en foreˆts. Cependant, comme auparavant, la deuxie`me phase est
constitue´e de sept SLTSPS journaliers. Nous proposons un mode`le en nombres entiers
adapte´ au proble`me journalier et enrichi par rapport a` ceux des deux premie`res
contributions, en ajoutant une contrainte de pause repas par camion aux usines entre
17
Figure 1.3 – Deuxie`me approche
11h et 15h. Le mode`le PLNE propose´ a une structure tre`s proche d’un proble`me de
flot dans un re´seau. Pour cette raison, nous obtenons assez rapidement des re´sultats
de bonne qualite´ comparativement a` ceux des autres mode`les, tout en ayant des
garanties d’optimalite´ tre`s satisfaisantes. En outre, l’avantage crucial que pre´sente ce
mode`le par rapport aux autres consiste dans le fait que le nombre de contraintes est
inde´pendant du nombre des lots a` transporter.
18
1.6 Organisation de la the`se
Cette the`se est organise´e en six chapitres. Le premier pre´sente le contexte forestier
canadien, l’utilite´ de l’emploi des me´thodes de la RO en foresterie, une pre´sentation
ge´ne´rale du centre de recherche partenaire de notre e´quipe, la proble´matique e´tudie´e
ainsi que les diffe´rentes approches de´veloppe´es dans le cadre de ce travail. Le deuxie`me
porte sur une revue de la litte´rature traitant des diffe´rentes me´thodes e´labore´es dans
le cadre du LTSP et ses variantes. Le troisie`me se consacre a` la pre´sentation de notre
premie`re contribution qui s’applique a` re´soudre le proble`me journalier en hybridant
la PLNE avec la PPC. Le quatrie`me traite du proble`me hebdomadaire en prenant
en conside´ration la livraison en flux tire´s juste a` temps adopte´e par les usines. Nous
y de´veloppons une me´thode heuristique pour re´soudre ce proble`me. Cette dernie`re
combine la RLBC et la PPC de manie`re a` tirer profit de la rapidite´ des heuristiques
et de l’efficacite´ de la PPC dans les proble`mes d’ordonnancement. Le cinquie`me cha-
pitre se concentre sur la description d’une nouvelle approche destine´e a` re´soudre une
version enrichie du proble`me hebdomadaire permettant de conside´rer la contrainte
de la production en foreˆt et les pauses attribue´es aux camions en usines entre 11h et
15h, chaque jour. En effet, une nouvelle mode´lisation en nombres entiers du SLTSP
tre`s proche de la structure d’un proble`me de flot dans un re´seau permet d’avoir
des solutions de meilleure qualite´ comparativement a` ceux du chapitre 4. En outre,
cette nouvelle mode´lisation assure l’inde´pendance entre le nombre de contraintes et
le nombre de lots a` transporter. Le sixie`me et dernier chapitre donne lieu a` un bilan
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qui reprend les phases importantes du projet de recherche et souligne les diffe´rentes
contributions et les limites de celles-ci, en concluant sur les pistes et avenues de
recherches souleve´es par ce travail.
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CHAPITRE 2 : REVUE DE LITTE´RATURE
On pre´sentera essentiellement dans ce chapitre, une revue de litte´rature des diffe´rentes
approches e´labore´es en gestion du transport forestier. On abordera, en premier lieu,
des proble`mes classiques de transport, comme celui des tourne´es de ve´hicules avec
ou sans feneˆtre de temps (PTVFT, PTV) ou celui de chargement/de´chargement avec
feneˆtre de temps (PCDFT). Le but de cette introduction ge´ne´rale aux proble`mes
standards de transport est d’e´tablir les liens et points de ressemblance et de diffe´rence
entre ces proble`mes et le proble`me de transport en contexte forestier (PTCF). En
deuxie`me lieu, on s’inte´ressera a` plusieurs approches adapte´es au PTCF depuis la fin
des anne´es 80. On se focalisera spe´cialement sur les proble`mes inte´grant la composante
du temps (LTSP) et, partant, on de´crira plusieurs me´thodes de planification des
horaires de camions de´veloppe´es dans diffe´rents pays. Par la suite et dans la meˆme
direction, on abordera les principales approches de planification d’horaire de camions
en temps re´el.
La contribution principale de cette the`se consiste a` re´soudre le SLTSP en construi-
sant a` la fois l’horaire des camions et celui des chargeuses en foreˆts et usines, en
synchronisant ces deux ressources (camions et chargeuses) pour re´duire au maximum
les couˆts d’attentes sans pour autant oublier les couˆts de transport. Par conse´quent,
une partie de cette recension des e´crits portera sur les proble`mes et applications ou` la
synchronisation joue un roˆle fondamental comme la planification d’horaire d’autobus
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et de chauffeurs, la planification des visites des e´quipes de soins de sante´ a` domicile,
entre autres.
2.1 Proble`me de tourne´es de ve´hicules
Le PTV est l’un des proble`mes classiques du transport qui de´rive du proble`me du
voyageur de commerce, avec en plus la possibilite´ de visiter l’ensemble des villes
par plusieurs ve´hicules, dont on doit tenir compte de la capacite´ de chacun (voir
figure 2.1). Ce proble`me a e´te´ introduit pour la premie`re fois par Dantzig and
Ramser [1959] dans le cadre d’une e´tude de distribution d’essence. Plusieurs mode`les
et formulations de la litte´rature ont traite´ le PTV. On de´crira dans la suite deux
formulations, la premie`re (P) est dite base´e sur les contraintes de partitionnement ou
mode`le ge´ne´ration de colonnes, la deuxie`me (C) est compacte de type PLNE propose´e
par Golden et al. [1997].
P = Min
∑
j∈Ω
cjxj
sujet a` :
∑
j∈Ω
aijxj = 1, ∀i ∈ V . (2.1)
∑
j∈Ω
xj ≤ n, . (2.2)
xj ∈ {0, 1} , ∀j ∈ Ω. (2.3)
xj est une variable binaire repre´sentant une colonne qui correspond a` une route
possible d’un ve´hicule, de sorte que si la colonne est selectionne´e xj vaut 1, sinon 0.
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aij est une constante de valeur 1 si la colonne (route) j visite la ville i appartenant
a` l’ensemble des villes V . Ω est l’ensemble des routes (colonnes) re´alisables (ve´rifiant
que
∑
i∈V aijdi ≤ q), di e´tant la demande associe´e a` la ville i et q la capacite´ d’un
ve´hicule quelconque des (n nombre de camions) disponibles. cj est le couˆt associe´ a`
la route j. Au cours du processus de re´solution, l’ensemble Ω est ge´ne´re´ au fur et a`
mesure a` l’aide d’un sous-proble`me de manie`re que, a` chaque ite´ration, uniquement
les colonnes susceptibles de diminuer le couˆt total sont ajoute´es a` Ω. La contrainte
2.1 traduit le fait que chaque ville est visite´e par un seul ve´hicule et la contrainte 2.2
montre qu’on respecte le nombre de ve´hicules disponibles.
dépôt
v3
v4
v5
v1
v2
Figure 2.1 – Exemple de tourne´es de deux ve´hicules
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C = Min
m∑
i=0
m∑
j=0
n∑
v=1
cijx
v
ij
sujet a` :
m∑
i=0
n∑
v=1
xvij = 1, (j = 1..m) (2.4)
m∑
j=0
n∑
v=1
xvij = 1, (i = 1..m) (2.5)
m∑
i=0
xvip −
m∑
j=0
xvpj = 0, (v = 1..n, p = 1..m) (2.6)
m∑
i=1
di(
m∑
j=0
xvij) ≤ Kv, (v = 1..n) (2.7)
m∑
i=1
tvi
m∑
j=0
xvij +
m∑
j=0
m∑
j=0
tvijx
v
ij ≤ Tv, (v = 1..n) (2.8)
m∑
j=1
xv0j ≤ 1, (v = 1..n) (2.9)
m∑
i=1
xvi0 ≤ 1, (v = 1..n) (2.10)
n∑
v=1
∑
i∈R
∑
j∈R
xvij ≤ |R| − 1, ∀R ⊆ {1, .., m} (2.11)
xvij ∈ {0, 1} , ∀i, ∀j, ∀v (2.12)
Apre`s avoir pre´sente´ le mode`le ge´ne´ration de colonnes, il s’ave`re important d’exa-
miner un autre type de formulation. On note que m est le nombre de villes, n le
nombre de ve´hicules disponibles, tvi repre´sente le temps de service associe´ a` la ville
i et le ve´hicule v, tvij est le temps de de´placement associe´ au ve´hicule v entre les
villes i et j, et finalement, Kv et Tv de´signent respectivement la capacite´ et le temps
maximum alloue´ a` une tourne´e du ve´hicule v. xvij est une ve´ritable binaire qui vaut
1 si le ve´hicule v sert la ville i et j dans cet ordre (le de´poˆt 0 est conside´re´ comme
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une ville), sinon 0.
Les contraintes 2.4, 2.5 et 2.6 expriment le fait que chaque ville est desservie par
exactement un ve´hicule, tout en imposant que le ve´hicule entrant a` chaque ville soit
celui sortant. Les contraintes 2.7 et 2.8 permettent de respecter respectivement la
capacite´ et le temps maximal alloue´ a` la tourne´e d’un ve´hicule. Les autres contraintes
2.9 et 2.10 garantissent qu’on ne de´passe pas le nombre de ve´hicules disponibles et,
finalement, les contraintes 2.11 e´liminent les sous-tours non connecte´s au de´poˆt.
Cette dernie`re formulation reste tre`s peu utilise´e pour les grandes instances, puisque
le nombre de variabes xvij et le nombre de contraintes augmentent exponentiellement
avec la taille du proble`me. Meˆme si les contraintes 2.11 sont relaxe´es et ajoute´es dy-
namiquement, on a quand meˆme un nombres de contraintes de Θ(mn) et un nombre
de variables Θ(nm2). Dans des cas pareils, une approche ge´ne´ration de colonnes,
comme pre´sente´e dans le premier mode`le, est ge´ne´ralement meilleure. Les variables
(colonnes) ne sont pas toutes ge´ne´re´es, de telle sorte que le nombre de variables reste
raisonnable. En outre, les contraintes difficiles sont manipule´es en ge´ne´ral au niveau
du sous-proble`me qui peut eˆtre re´solu de manie`re exacte ou heuristique.
Certains travaux, comme ceux de Solomon [1987] et Solomon and Desrosiers [1988],
ont introduit le proble`me de tourne´es de ve´hicules avec feneˆtres de temps (PTVFT).
Ce dernier de´rive directement du PTV, en spe´cifiant que chaque visite de client
(ville) doit respecter un intervalle de temps associe´ au client. Ainsi, si le client i est
disponible uniquement pendant l’intervalle de temps [ai, bi], alors sa visite doit eˆtre
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planifie´e au plus toˆt au de´but de l’intervalle (ai) et au plus tard a` la fin de l’intervalle
(bi).
Le proble`me de chargement et de´chargement avec feneˆtres de temps (PCDFT) est
une ge´ne´ralisation du proble`me du voyageur de commerce avec feneˆtres de temps
(PVCFT) ou le PTVFT de´pendamment du nombre de ve´hicules disponibles. Cette
ge´ne´ralisation consiste a` spe´cifier que chaque demande (requeˆte) est associe´e a` la
fois a` un chargement et a` un de´chargement respectivement effectue´s dans un point
de chargement et de´chargement (voir Dumas et al. [2001], et Savelsbergh et Sol
[1995]). En plus des contraintes usuelles qui de´finissent un PTVFT, le PCDFT doit
respecter les contraintes de pre´ce´dence permettant a` chaque chargement de pre´ce´der
son de´chargement associe´, tout en assurant que ces ope´rations soient effectue´es par
le meˆme ve´hicule. Le PTVFT et le PCDFT se mode´lisent avec le mode`le de parti-
tionnement et se re´solvent par ge´ne´ration de colonnes. Le premier met en oeuvre des
sous proble`mes de plus court chemin avec feneˆtre de temps re´solus par la program-
mation dynamique, alors que les sous proble`mes du second ne´cessitent l’inte´gration
des contraintes de pre´ce´dence.
2.2 Transport en milieu forestier
Le proble`me du transport en contexte forestier (PTCF) pre´sente des ressemblances
avec certains proble`mes de tourne´es de ve´hicules riches, notamment avec ceux du
26
PTV avec collecte et livraison. C’est que, dans le contexte forestier, les ve´hicules
(camions) peuvent visiter plus d’une fois les points de chargement/de´chargement
(foreˆts/usines), e´tant donne´ que les demandes, en ge´ne´ral, exce`dent la capacite´ totale
d’un camion. En plus, outre le fait que l’ordre est une de´cision importante dans une
tourne´e de ve´hicule que ce soit pour le PTV ou le PTCF, la quantite´ de bois charge´e
a` partir d’une foreˆt vers une usine est une variable de de´cision que nous rencontrons
aussi bien dans le PTCF qu’au niveau du proble`me de transport avec collecte et
livraison. Enfin, les deux proble`mes conside´re´s ont en commum la caracte´ristique
consistant a` avoir plusieurs points de chargement a` partir desquels les livraisons sont
assure´es (foreˆts et de´poˆts).
Cette section portera essentiellement sur les principales contributions en transport
forestier, en l’occurrence le transport des billes entre les sites de re´coltes (foreˆts) et
les usines. On passera en de´tails les diffe´rentes me´thodes de´veloppe´es dans le cadre de
la planification de l’horaire de camions (proble`me d’horaire, LTSP) transportant les
billes de bois. On verra plus pre´cise´ment des approches de planification d’horaire de
camions conc¸ues en avance et d’autres en temps re´el pendant le transport, e´labore´es
au fur et a` mesure qu’on avance dans le temps jusqu’a` la fin des taˆches assigne´es.
Pour clore, on abordera le concept de la synchronisation dans diffe´rents secteurs et
contextes tels que les soins de sante´ a` domicile, l’exploitation forestie`re et l’horaire
d’e´quipages.
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2.2.1 Planification tactique du transport de bois
Williamson et Nieuwenhuis [1993] ont propose´ l’un des premiers travaux en optimisa-
tion du transport de bois. Ils ont mis en oeuvre un mode`le mathe´matique permettant
l’allocation optimale du bois entre les foreˆts et les usines. Leur approche s’inspire du
travail de Papadimitriou et Steiglitz [1982] en de´terminant le plus court chemin entre
tous les points d’offre et de demande et en effectuant par la suite l’allocation des
produits, suivant un ordre pre´de´fini. Carlsson et Ro¨nnqvist [1998] et Palander et
al. [2003] ont inte´gre´ dans leurs travaux l’allocation de flots de bois et les tourne´es
des camions. Ces contributions ont permis essentiellement de concevoir de nouveaux
tours dits complexes, au lieu de se contenter uniquement des tours simples (voir fi-
gure 2.2). Ces tours complexes sont constitue´s a` partir de la fusion de tours simples.
En pratique, seuls ceux forme´s en fusionnant deux tours simples ont e´te´ conside´-
re´s. La conception d’un tour complexe re´pond a` deux crite`res : premie`rement, la
distance parcourue a` vide doit eˆtre plus petite que celle parcourue en tours simples ;
deuxie`ment, la distance totale du tour doit eˆtre infe´rieure a` la distance maximale pou-
vant eˆtre effectue´e par un camion durant un quart de travail. Au Canada, Gingras et
al. [2007] ont de´veloppe´ une heuristique appelle´e MaxTour base´e sur la me´thode des
gains de Clarke and Wright [1964]. A` partir des demandes de transport e´tablies au
pre´alable par l’entreprise, l’heuristique propose des tourne´es combinant des voyages
de manie`re a` minimiser le temps parcouru a` vide par les camions. Par conse´quent,
MaxTour permet une meilleure gestion, en re´duisant les heures de travail improduc-
tives des camionneurs.
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Figure 2.2 – Tours simples et complexes
2.2.2 Proble`me d’horaire du transport des billes de bois (LTSP)
La planification ope´rationnelle du transport forestier est divise´e en deux e´tapes. La
premie`re est dite transport primaire. Elle consiste a` transporter le bois abattu vers
les bords des chemins. Au premier abord, l’abatteuse met des piles de bois a` diffe´rents
endroits de la zone de re´colte. Ensuite, le de´bardeur collecte ces piles en formant a`
chaque voyage un chargement total en destination des bords des chemins. Re´cem-
ment, Flisberg et Ro¨nnqvist [2007] ont propose´ un syste`me supportant le transport
primaire, re´alisant jusqu’a` 10% d’ame´lioration en gestion des routes des de´bardeurs
et permettant une meilleure localisation du bois en foreˆts. La deuxie`me e´tape du
transport est dite secondaire. Elle repre´sente le transport du bois a` partir des bords
des chemins vers les usines ou les zones de stockage. Les camions remorques sont
le moyen de transport le plus utilise´ par rapport aux trains et aux bateaux. Tradi-
tionnelement, ce sont les contremaˆıtres (des spe´cialistes avec beaucoup d’expe´rience)
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qui de´veloppent manuellement l’horaire et les routes des camionneurs. Ces dernie`res
doivent respecter certaines contraintes, comme les quarts de travail des chauffeurs,
les temps d’ouverture des usines et des foreˆts. On pre´sente par la suite deux mode`les
classiques adapte´s au LTSP qui diffe`rent des mode`les de´veloppe´s dans cette the`se. A`
la fin, il sera question, a` partir de Palmgren [2005], de deux mode`les classiques du
LTSP dont on pre´cisera avantages et inconve´nients.
Mode`le non-line´aire de programmation en nombres entiers
Ce mode`le est base´ sur une formulation re´seau qui contient trois types de variables
(flot, temps et chargement). Le re´seau associe´ repose sur deux ensembles principaux,
l’un repre´sentant les foreˆts (F ), l’autre les usines (U). D’autres ensembles sont de´finis
comme suite :
BD : l’ensemble des noeuds associe´s aux bases de de´part des ve´hicules
BR : l’ensemble des noeuds associe´s aux bases de retour des ve´hicules allant
de n+1 a` n+nbV , n e´tant le nombre de noeuds du re´seau sans compter
ceux de BR ; nbV repre´sente le nombre de ve´hicules disponibles
Fi : l’ensemble des copies du noeud i associe´ a` la foreˆt i ∈ F
AF : l’ensemble de tous les noeuds associe´s a` une foreˆt = ∪Fi
Ui : l’ensemble des copies du noeud i associe´ a` l’usine i ∈ U
AU : l’ensemble de tous les noeuds associe´s a` une usine = ∪Ui
N : l’ensemble forme´ a` partir de tous les noeuds du re´seau
Les arcs du re´seau respectent certaines re`gles, ainsi tous les noeuds de BD sont
connecte´s a` AF . Les noeuds de AF repre´sentant un produit en foreˆts sont relie´s a`
d’autres noeuds de AF ayant le meˆme produit en e´liminant les arcs liant deux copies
d’une meˆme foreˆt ; tout cela est dans le but de former des tourne´es de chargement
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total d’un meˆme produit. Tous les noeuds de AF associe´s a` un produit sont relie´s a`
tous les noeuds de AU associe´s au meˆme produit. Les noeuds de AU sont connecte´s
a` tous les noeuds de AF et tous les noeuds de BR. Finalement, pour permettre a` un
camion quelconque de rester dans sa base, on connecte son noeud associe´ de BD a`
son noeud associe´ de BR. Dans la suite, l’ensemble des arcs du re´seau est note´ par
A. Les variables et notations suivantes sont utiles pour la suite du mode`le.
xijk : variable qui vaut 1, si le ve´hicule k utilise l’arc (i, j), sinon 0
yik : variable qui de´signe la quantite´ charge´e par le ve´hicule k au
noeud i ∈ AF
qijk : variable qui de´signe la charge du ve´hicule k en traversant l’arc
(i, j)
sik : variable repre´sentant le temps d’arrive´e du ve´hicule k au
noeud i ∈ N
V : l’ensemble de ve´hicules disponibles
tij : le temps ne´cessaire pour traverser l’arc (i, j)
cijk(xijk, qijk, sik) : le couˆt associe´ au ve´hicule k pour traverser l’arc (i, j)
[ai, bi] : feneˆtre de temps associe´e au noeud i ∈ N
pk : la capacite´ du ve´hicule k ∈ V
di : la demande requise au noeud i ∈ U
ri : la quantite´ de bois disponible au noeud i ∈ F
Plusieurs contraintes sont implicitement ge´re´es au niveau de la conception du re´seau,
comme le fait d’assurer que les produits sont correctement achemine´s vers les usines
et que chaque camion ne peut transporter qu’un seul type de produits par voyage,
de fac¸on a` ce que, dans chaque voyage, une foreˆt, au moins, soit visite´e. Les autres
contraintes sont explicitement pre´sentes dans le mode`le :
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Min
∑
(i,j)∈A
∑
k∈V
cijk(xijk, qijk, sik)
sujet a` :
∑
j:(i,j)∈A
xijk = 1, ∀i ∈ B
D, ∀k ∈ V : i = k (2.13)
∑
j:(i,j)∈A
xijk = 0, ∀i ∈ B
D, ∀k ∈ V : i 6= k (2.14)
∑
l:(l,i)∈A
xlik −
∑
j:(i,j)∈A
xijk = 0, ∀i ∈ (N − B
R), ∀k ∈ V (2.15)
∑
l:(l,i)∈A
xlik = 1, ∀i ∈ B
R, ∀k ∈ V : k = i− n (2.16)
∑
l:(l,i)∈A
xlik = 0, ∀i ∈ B
R, ∀k ∈ V : k = i 6= n (2.17)
qijk = 0, ∀k ∈ V, ∀(i, j) ∈ A : i ∈ B
D (2.18)
qijk = 0, ∀k ∈ V, ∀(i, j) ∈ A : j ∈ B
R (2.19)
∑
j:(i,j)∈A
qijk = 0, ∀i ∈ A
U , ∀k ∈ V (2.20)
xijk(
∑
l:(l,i)∈A
qlik + yik) = qijk, ∀j ∈ N, ∀i ∈ A
F , ∀k ∈ V (2.21)
qijk ≤ pkxijk, ∀k ∈ V, ∀(i, j) ∈ A (2.22)
∑
(i,j)∈A:j∈Um
∑
k∈V
qijk ≥ dm, ∀m ∈ U (2.23)
∑
i∈Fj
∑
k∈V
yik ≤ rj , ∀j ∈ F (2.24)
sik = ak, ∀i ∈ B
D, ∀k ∈ V : i = k (2.25)
xijk(sik + tij) ≤ sjk, ∀(i, j) ∈ A, ∀k ∈ V (2.26)
sik ∈ [ai, bi] , ∀i ∈ N, ∀k ∈ V (2.27)
sik, yik ≥ 0, ∀i ∈ N, ∀k ∈ V (2.28)
qijk ≥ 0, ∀(i, j) ∈ A, ∀k ∈ V (2.29)
xijk ∈ {0, 1} , ∀(i, j) ∈ A, ∀k ∈ V (2.30)
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Les contraintes 2.13 et 2.14 expriment le fait qu’un seul arc est utilise´ pour le de´part
de chaque ve´hicule du noeud source. La contrainte 2.15 figure la conservation de flot
a` chaque noeud (sauf ceux de BR) et pour chaque ve´hicule. Les contraintes 2.16 et
2.17 traduisent le fait qu’un seul arc est utilise´ pour le retour de chaque ve´hicule au
noeud puit. Les contraintes 2.18 et 2.19 indiquent que chaque ve´hicule commence
et finit vide a` sa base. La contrainte 2.20 renvoie au fait que chaque ve´hicule n’a
pas de chargement a` faire en usine. La contrainte 2.21 permet de calculer la charge
totale de chaque ve´hicule apre`s chaque visite en foreˆt. La contrainte 2.22 montre
qu’on respecte la capacite´ de chaque ve´hicule. Les contraintes 2.23 et 2.24 permettent
d’assurer respectivement les demandes en usines et les stocks en foreˆts. Finalement,
les trois contraintes restantes 2.25, 2.26 et 2.27 renvoient respectivement a` l’heure
de de´part de chaque ve´hicule, a` l’heure de visite de chaque noeud et aux feneˆtres
de temps associe´es aux foreˆts et aux usines. Ce mode`le comporte un certain nombre
d’inconve´nients dont il faut signaler, en premier lieu, la fonction objectif et certaines
contraintes qui sont non-line´aires ; ce qui complique la proce´dure de re´solution et
limite le choix des solveurs a` utiliser. Le nombre de contraintes, de variables, de
noeuds et d’arcs est non seulement lie´ au nombre de foreˆts et d’usines, mais aussi a`
la quantite´ de bois disponibles en foreˆts, a` la quantite´ de bois demande´e en usines et
au nombre de ve´hicules disponibles. La structure du re´seau est sensible a` plusieurs
re`gles qui diffe`rent d’un contexte a` l’autre et d’une compagnie a` l’autre. Dans ce
qui suit, on abordera un second mode`le dont les variables repre´sentent des routes
re´alisables pour un ve´hicule.
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Mode`le de partitionnement avec contraintes additionnelles
Ce mode`le implique principalement des variables binaires repre´sentant les routes des
ve´hicules, de sorte que chacune des routes respecte les contraintes de pre´ce´dence, de
capacite´, de type de produits, de feneˆtres de temps, . . . . Avant de de´crire le mode`le,
on pre´sentera les de´finitions ne´cessaires des variables et les notations utilise´es.
n : le nombre de ve´hicules disponibles
mi : le nombre de routes re´alisables associe´es au ve´hicule i
nf : le nombre de foreˆts
nu : le nombre d’usines
sf : la quantite´ de bois disponible a` la foreˆt f
du : la demande associe´e a` l’usine u
aijk : la quantite´ de bois charge´e a` partir de la foreˆt k par le ve´hicule i suivant
la route j
bijp : la quantite´ de bois de´livre´e a` l’usine p par le ve´hicule i suivant la route j
cij : le couˆt de la route j associe´ au ve´hicule i
pk : la pe´nalite´ associe´e au bois restant a` la foreˆt k
gp : la pe´nalite´ associe´e a` la demande non assure´e de l’usine p
g
′
p : la pe´nalite´ associe´e au de´passement de la demande de l’usine p
xij : variable binaire qui vaut 1 si le ve´hicule i suit la route j
yk : variable associe´e a` la quantite´ de bois en surplus a` la foreˆt k
up : variable associe´e au de´ficit en demande de l’usine p
u
′
p : variable associe´e au surplus par rapport a` la demande de l’usine p
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Min
n∑
i=1
mi∑
j=1
cijxij +
nf∑
k=1
pkyk +
nu∑
p=1
gpup +
nu∑
p=1
g
′
pu
′
p
sujet a` :
mi∑
j=1
xij = 1, ∀i = 1, 2, ..., n (2.31)
n∑
i=1
mi∑
j=1
aijkxij + yk = sk, ∀k = 1, 2, .., nf (2.32)
n∑
i=1
mi∑
j=1
bijpxij + up − u
′
p = dp, ∀p = 1, 2, ..., nu (2.33)
xijk ∈ {0, 1} , ∀i, j (2.34)
yk, up, u
′
p ≥ 0, ∀k, p (2.35)
La contrainte 2.31 indique qu’on choisit, parmi toutes les routes re´alisables, une seule
route pour chaque ve´hicule. La contrainte 2.32 montre qu’on respecte le stock en fo-
reˆt. Enfin, la contrainte 2.33 formalise la demande en usine. Le mode`le en question
permet de ge´rer la non re´alisabilite´ du proble`me, lorsque le bois disponible en foreˆts
ne suffit pas a` couvrir toute la demande. Ce qui est extreˆmement important ; car
il est toujours utile d’avoir une solution partielle malgre´ le fait qu’il est impossible
de satisfaire les demandes. Ce mode`le de partitionnement avec contraintes addition-
nelles a un avantage crucial en comparaison avec le mode`le pre´ce´dent (non-line´aire),
puisqu’il est inde´pendant des contraintes dues au contexte et aux re`gles des compa-
gnies. Ces dernie`res sont ge´re´es avec d’autres (pre´ce´dence, capacite´, etc) au niveau
de la ge´ne´ration des routes. C’est ce qui donne beaucoup de fle´xibilite´ au mode`le de
partitionnement avec contraintes additionnelles.
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Approches re´solvant le LTSP
Dans la litte´rature, les premiers a` montrer un inte´reˆt pour le LTSP furent Shen et
Sessions [1989] qui ont de´veloppe´ un mode`le de flux dans un re´seau, minimisant les
couˆts de transport, tout en re´pondant a` la demande et respectant les feneˆtres de
temps associe´es aux usines. Ce mode`le a e´te´ re´solu en utilisant l’algorithme «out-of-
kilter» de Fulkerson [1961]. Dans leur travail, Weintraub et al. [1996] ont propose´
un syste`me informatise´ appelle´ ASICAM, adapte´ au contexte chilien. Ce processus
heuristique est base´ sur quatre e´tapes que voici.
– Initialisation du temps t0 a` 0.
– Evaluation de tous les voyages possibles entre t0 et t0 + 60min.
– Assignation des voyages planifie´s jusqu’a` t0 + 15min.
– S’il reste encore des clients (usines) ouverts, incre´menter t0 par 15min puis revenir
a` l’e´tape 2, sinon arreˆter.
L’e´valuation des voyages est base´e sur des re`gles heuristiques, et l’attribution des
couˆts aux voyages prend en conside´ration la congestion au niveau des foreˆts. L’e´tape
d’assignation de voyages repose sur des facteurs de priorite´s, comme une demande
urgente faite par une usine, une demande en retard, .... ASICAM a permis une
re´duction de 32% en nombre de ve´hicules, de 13% en heures de travail et de couˆt,
avec une augmentation de 31% en heures de productivite´ chez les compagnies.
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Linnainmaa et al. [1995] ont mis au point le logiciel EPO utilise´ largement par plu-
sieurs compagnies finlandaises. Ce syste`me traite les trois niveaux de planification,
du strate´gique a` l’ope´rationnel, en se basant sur une approche combinant des me´-
thodes heuristiques et exactes. Le niveau strate´gique s’emploie a` ge´rer les surfaces
boise´es a` de´couper en prenant en compte les pre´visions des demandes a` satisfaire.
Le niveau tactique traite du proble`me de l’allocation du bois, en ade´quation avec
les requeˆtes des usines. Le troisie`me niveau lui, se focalise sur la partie tourne´e des
ve´hicules dont l’importance consiste a` trouver des routes hebdomadaires optimales
en terme de distance totale parcourue. Ce dernier niveau comprend trois phases. La
premie`re est re´serve´e a` la de´termination des lots en partance vers les usines. La se-
conde est consacre´e a` l’e´laboration de propositions relativement aux routes et aux
horaires des camions. La troisie`me et dernie`re phase repre´sente une post-proce´dure
semi-manuelle ou` les conflits entre le plan de´coulant de la deuxie`me phase et les sug-
gestions des contremaˆıtres se trouvent re´solus. D’autres variantes du LTSP ont e´te´
traite´es, au cours des dernie`res anne´es, comme le cas spe´cial e´tudie´ par Jorgensen
[1999] ou` chaque usine a un nombre limite´ de foreˆts a` partir desquelles elle peut eˆtre
approvisionne´e. D’autres travaux, tel celui de Gronalt and Hirsch [2007], ont cate´go-
riquement conside´re´ que les requeˆtes de transport sont connues a` l’avance. Gronalt
and Hirsch [2007] ont applique´ une version modifie´e de l’algorithme tabou unifie´ dont
la taille des voisinages varie selon un mode oscillant.
Ro¨nnqvist et Ryan [1995] ont propose´ une me´thodologie de re´solution en temps re´el
en se basant sur le mode`le de partitionnement avec contraintes additionnelles. Leur
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approche se de´compose en trois phases, les deux premie`res sont heuristiques, alors
que la dernie`re repre´sente une me´thode exacte. L’e´tape heuristique initiale consiste
a` choisir les ve´hicules dans l’ordre ou` ils finiront leurs voyages en cours. Ensuite,
de fac¸on gloutonne, le meilleur prochain voyage de chaque ve´hicule est choisi. Une
fois l’e´tape conside´re´e termine´e, ces voyages sont ajoute´s a` la liste utilise´e par les
planificateurs. De manie`re similaire, la deuxie`me e´tape heuristique est applique´e de
fac¸on se´quentielle et gloutonne. Au lieu de se limiter a` fixer le prochain voyage d’un
ve´hicule, cette e´tape consiste a` de´terminer sa route entie`re. Le premier voyage de
chaque route retenue est ajoute´ a` la liste des planificateurs. Dans un contexte de
ge´ne´ration de colonnes, ces routes trouve´es constituent une base initiale pour re´soudre
un proble`me relaxe´ line´aire (PL). Une fois le PL re´solu, la troisie`me e´tape, qui est une
proce´dure de «branch and bound», est entame´e, dans le but de trouver des solutions
entie`res, en favorisant en premier lieu les ve´hicules prioritaires. La re´partition de
ve´hicules a e´te´ aussi utilise´e par Ro¨nnqvist et al. [1998] qui adopte`rent une approche
en trois phases. La premie`re e´nume`re simplement tous les voyages ayant certaines
caracte´ristiques. La deuxie`me permet de calculer le couˆt associe´ a` chaque voyage. La
troisie`me assigne les voyages aux ve´hicules disponibles, un par un, et ainsi de suite,
en re´pe´tant la proce´dure jusqu’a` la fin.
Palmgren et al. [2003] ont propose´ une me´thode base´e sur le mode`le ge´ne´rique. Leur
approche ge´ne`re a priori un ensemble de colonnes re´alisables a` partir de la solution
optimale d’un proble`me de transport. Cet ensemble est ensuite utilise´ pour re´soudre
la relaxation line´aire du proble`me maˆıtre (variables binaires conside´re´es comme va-
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riables continues non ne´gatives), en appliquant le «pricing algorithm» qui consiste
principalement a` tarifier l’ensemble Ω des colonnes ge´ne´re´es a priori et a` mainte-
nir au fur et a` mesure, parmi elles, un groupe de´termine´ comme actif. Pour obtenir
des solutions entie`res, une approche «branch and price» permet a` de nouvelles co-
lonnes d’acce´der a` Ω associe´ au proble`me restreint, suivie par la suite de la proce´dure
«branch and bound». Dans le travail de Palmgren et al. [2004], les routes sont ge´ne´-
re´es en re´solvant un proble`me de k-plus courts chemins a` chaque ite´ration. La meˆme
proce´dure que celle de Palmgren et al. [2003] a e´te´ adopte´e pour obtenir la meilleure
solution entie`re possible. Finalement, dans sa the`se, Palmgren [2005] a de´crit une
me´thode qui consiste a` re´pe´ter plusieurs fois la phase de ge´ne´ration des routes a
priori utilise´e par Palmgren et al. [2003], avant de passer a` la phase de recherche de
la solution entie`re optimale.
Flisberg et al. [2009] et Andersson et al. [2008] ont mis en oeuvre une me´thode de
deux phases pouvant re´soudre des instances re´elles de tre`s grandes tailles. La phase
de de´but correspond a` un proble`me de circulation recherchant les flux entre foreˆts
et usines. C’est un simple proble`me de flot dans un re´seau qui peut eˆtre formule´
comme un LP. Une fois ce proble`me re´solu, la construction des noeuds de transport
est entame´e en identifiant les ensembles possibles de chargement formant une charge
totale de camion et en cre´ant des noeuds de transport mode´lisant les changements
de chauffeurs. En se basant sur ces noeuds de transport, un PTV est formule´ dans le
but de former les routes optimales des ve´hicules. La phase finale consiste a` re´soudre
ce PTV via une extension de l’algorithme tabou unifie´ (voir Cordeau et al. [2001]).
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2.3 Synchronisation
De nos jours, plusieurs applications exigent certaines formes de synchronisation. On
cite, par exemple, les syste`mes de distribution ou` les ve´hicules ne peuvent pas char-
ger certains produits avant que d’autres ve´hicules ne les livrent. C’est ce qui arrive
en foreˆts lorsque les camions doivent attendre le bois livre´ par les de´bardeurs pour
le transporter des bords de chemin vers les usines. Dans les syste`mes de transport
en commun, les changements de chauffeurs de bus sont autorise´s a` des endroits bien
pre´cis. L’arrive´e des bus a` ces points suit un horaire pre´de´fini assurant implicite-
ment la synchronisation d’arrive´e des bus a` ces endroits (voir Haase et al. [2001]
et Freling et al. [2003]). Bredstro¨m and Ro¨nnqvist [2008] proposent un mode`le
mathe´matique combinant la tourne´e et l’horaire de ve´hicules avec contraintes tem-
porelles additionnelles, comme les contraintes de pre´ce´dence ou de synchronisation.
Pour illustrer l’importance de ces contraintes temporelles, les auteurs ont applique´
leur approche a` diffe´rents domaines allant de la foresterie et de l’industrie ae´rienne
aux soins de sante´ a` domicile. Hane et al. [1997] de´crivent une application lie´e a` l’in-
dustrie ae´rienne qui consiste a` affecter les types d’avions aux vols planifie´s a` l’avance,
de sorte que les capacite´s associe´es aux types d’avions adhe`rent aux pre´visions de
la demande. Ioachim et al. [1999] ont e´tudie´ une version modifie´e de ce proble`me
d’affectation, en assignant les avions aux vols suivant une base journalie`re sur un
horizon hebdomadaire, tout en tole´rant une flexibilite´ dans les horaires des de´parts.
Ainsi, les contraintes de synchronisation indiquent que le meˆme vol devrait de´buter
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a` la meˆme heure, chaque jour. Everborn et al. [2006] et Everborn et al. [2009] ont
pre´sente´ un proble`me d’horaire des e´quipes de travail en soins de sante´ a` domicile ou`
certaines visites chez les clients (patients) doivent suivre un ordre pre´de´fini ou eˆtre
simultane´ment re´alise´es de´pendamment de la situation et des taˆches attribue´es aux
e´quipes.
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CHAPITRE 3 : A HYBRID CONSTRAINT
PROGRAMMING APPROACH TO THE
LOG-TRUCK SCHEDULING PROBLEM
La programmation par contraintes englobe a` la fois la mode´lisation et la re´solution.
Elle a e´te´ utilise´e avec succe`s pour re´soudre un grand nombre de proble`mes combi-
natoires. Sa popularite´ est due principalement a` son efficacite´ dans la re´solution des
proble`mes d’ordonnancement et sa facilite´ a` capturer certaines sous-structures glo-
bales des proble`mes, contrairement a` la programmation line´aire en nombres entiers
ou` la mode´lisation des sous-structures d’un proble`me quelconque ne´cessite un effort
supple´mentaire.
Dans la litte´rature, plusieurs articles ont traite´ le proble`me de transport forestier avec
horaire. Dans cet article, nous nous sommes inte´resse´ particulie`rement au proble`me
journalier en tirant profit des avantages de la PPC et la PLNE. Ainsi, nous avons
propose´ une me´thode hybride combinant la PLNE et la PPC de manie`re a` ce que la
PLNE mode´lise la circulation des camions par un mode`le de flot a` couˆt minimum.
Cette solution optimale en termes de tourne´e de camion est communique´e par la suite
a` la PPC qui s’occupe de l’ordonnancement des activite´s associe´es au chargement et
de´chargement en tenant compte de contraintes de synchronisation entre les chargeuses
et les camions pour minimiser les couˆts d’attentes (graˆce a` la PPC ces couˆts d’attentes
sont facilement capturables). Outre la synchronisation, la contribution majeure de cet
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article re´side dans le fait que nous avons utilise´ des contraintes globales de cardinalite´s
dans la communication entre les deux mode`les PLNE et PPC. A` notre connaissance,
ceci constitue une nouveaute´ dans les me´thodes hybrides mettant en oeuvre la PPC
et la PLNE. Par la suite, nous avons remarque´ que la structure des routes que nous
imposons a` travers le mode`le PLNE peut entraˆıner d’importants couˆts d’attentes.
Pour reme´dier a` ce proble`me, nous avons introduit de la perturbation dans le mode`le
PLNE afin de diversifier les routes transmises au mode`le PPC, dans le but d’avoir
des routes quasi-optimales qui n’engendreront pas des couˆts tre`s e´leve´s en temps
d’attentes.
Une premie`re partie de cet article a e´te´ publie´e dans le compte-rendu de la confe´-
rence internationale CPAIOR 2008 organise´e a` Paris. L’inte´gralite´ de l’article est en
re´vision pour publication dans la revue internationale Annals of Operations Research
en octobre 2009.
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Abstract
Scheduling problems in the forest industry have received significant attention in the
recent years and have contributed many challenging applications for optimization
technologies. This paper proposes a solution method based on constraint program-
ming and mathematical programming for a log-truck scheduling problem. The pro-
blem consists in scheduling the transportation of logs between forest areas and wood
mills, as well as routing the fleet of vehicles to satisfy these transportation requests.
The objective is to minimize the total cost of the non-productive activities such as
the waiting time of trucks and forest log-loaders and the empty driven distance of
vehicles. We propose a constraint programming model to address the combined sche-
duling and routing problem and an integer programming model to deal with the
optimization of deadheads. Both of these models are combined through the exchange
of global constraints. Finally the whole approach is validated on real industrial data.
Keywords : Forestry, transportation, routing, scheduling, constraint program-
ming, hybrid method.
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3.1 Introduction
The forest industry occupies an important place in the economy of several coun-
tries such as Chile, Canada, Sweden, Finland and New Zealand. Planning problems
in forestry cover a wide scope of activities ranging from planting and harvesting to
road building and transportation. Furthermore, in most problems, it is critical to pay
attention to important environmental issues, as well as to company-specific goals and
operating rules.
In Quebec, transportation represents more than 30% of the cost of provisioning
for wood transformation mills, i.e., approximately $15 per cubic meter of roundwood.
Since the average distance between forest areas where wood is collected and mills to
which this wood is transported is around 150 km, more than 50% of the fuel required
per cubic meter of collected wood is consumed by the forest trucks traveling, half of
the time empty, between forest areas and mills. It thus follows that transport activities
between forest areas and mills should be organized as effectively as possible, both for
economic and environmental reasons.
3.1.1 The Log-Truck Scheduling Problem
The Log-Truck Scheduling Problem (LTSP) is closely related to some routing
problems encountered in other industries, in particular, so-called “pick-up and de-
livery problems” (see, for instance, Ropke et al. [2007]). In our case, we consider a
pick-up and delivery problem in which for each request exactly one truckload of wood
has to be transported from its pick-up location (forest area) to its delivery location
(wood mill). A truck visits only one forest area and one mill on any given trip, i.e.,
requests are served individually by trucks. After unloading at a mill from its pre-
vious trip, a truck is usually sent back empty to its next forest destination, since all
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requests are also assumed to be known in advance.
It must be noted that the problem as described above differs in several ways from
the LTSPs addressed by some other authors. These differences stem from specific
characteristics of Canadian forestry operations. Among others, in Canada, cut areas
and log volumes are generally quite large. It is therefore customary when dealing
with higher value products, such as hard wood, to assemble full truckloads prior
to transportation by merging similar logs that are going to same destination. As a
result, there is no need to explicitly take into account the several products (about 3
products in our case), since they are implictly included in the full truckloads. While
quantities are generally expressed in cubic meters, these can be easily converted into
truckloads.
In this paper, we assume that we have predetermined destinations (a set of
fixed transportation requests) as in Gronalt and Hirsch [2007]. In our case, the daily
transportation requests are derived from decisions made at the weekly planning level.
In several variants of the LTSP, each truck must begin and end its route at its
given home base, which often corresponds to the truck operator’s home or yard. In
our application, the bases of all trucks are the mills and we are allowed to reallocate
trucks among the mills to obtain more efficient solutions. Driver changes are normally
performed at mills when a route exceeds the maximum allowed driving time for a
driver. In this paper, issues related to driving time, rests or changeovers are not taken
into account ; these will be the subject of future work.
Furthermore, in each mill and each forest location, there is a single log loader
that ensures the loading and unloading of all trucks. When a truck arrives at a
location, if the loader is busy, then the truck has to wait until the loader becomes
available. These waiting times can severely delay trucks and thus increase the cost
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of transportation ; they should therefore be avoided as much as possible.
3.1.2 Literature Review
Since the mid-1990s, several companies in the forestry sector have initiated ma-
jor projects aimed at improving the transportation portion of their activities, in
particular, the control and quality of truck scheduling.
Weintraub et al. [1996] describe a heuristic-based model (ASICAM) that pro-
duces a daily plan for each truck by assigning loads and trips, while satisfying supply
and demand constraints. The application of ASICAM in Chile has led to a 32% re-
duction in truck fleet size, a 13% reduction in average working hours and operational
costs, and a 31% increase in productive hours for one company.
Another system called EPO developed by Linnainmaa et al. [1995] has been
used in Finland. EPO is a system that deals with all stages from strategic to opera-
tive planning. The input data is collected on-line directly from the forest areas and
the main output is a weekly schedule for each truck. A main goal of EPO is the
minimization of truck driving as whole.
Palmgren et al. [2004] describe a near-exact method for solving the LTSP. This
approach is based on column generation and pseudo-branch-and-price, where each co-
lumn represents one feasible route for one truck. An initial set of routes is generated
at the beginning. Then, the subproblem, which is a constrained shortest path pro-
blem, is solved by applying a k-shortest path algorithm. The columns whose reduced
cost is negative will be communicated to the master problem.
Gronalt and Hirsch [2007] apply a modified version of the Unified Tabu Search
heuristic to solve the LTSP where they vary the size of the neighborhoods in an
oscillating fashion.
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Flisberg et al. [2009] and Andersson et al. [2008] propose a two-phase solution
approach that transforms the LTSP into a standard vehicle routing problem with
time windows. The first phase determines the flow of wood from supply points to
demand points, while the second phase combines transport nodes into routes. The
dispatching procedure that continuously updates the trucks routes during the day is
based on the previous work of Ro¨nnqvist et Ryan [1995] and Ro¨nnqvist et al. [1998].
With respect to numerical experiments, Murphy [2003] presents a case study
with on average 9 trucks and 35 transport tasks per day, while Palmgren et al. [2003]
have solve two case studies for Sweden : one with 6 trucks and 39 transport tasks, and
one with 28 trucks and approximately 85 transport tasks. Gronalt and Hirsch [2007]
solve random problems with 30 transport tasks and 10 trucks. Finally, Flisberg et al.
[2009] and Andersson et al. [2008] have solved substantially larger instances ranging
from 188 transport tasks to about 2, 500 full truckloads with 15 to 110 trucks.
For a more detailed description of optimization problems in the forest sector, we
refer the reader to Ro¨nnqvist [2003].
There are many applications in which vehicles must be synchronized. This occurs
in distribution systems when a vehicle cannot pick up a load until another vehicle has
first delivered it, or in urban mass transit systems when drivers have to changebuses
at so-called relief points (see Freling et al. [2003] and Haase et al. [2001]). Bredstro¨m
and Ro¨nnqvist [2008] present a mathematical programming model for the combined
vehicle routing and scheduling problem with additional precedence and synchroniza-
tion constraints. To illustrate the practical significance of the temporal precedence
and synchronization constraints, the authors test their approach with the homecare
staff scheduling problem and discuss the importance of synchronizaton constraints in
the airline industry. They also discuss the need of coordination between harvesters
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and forwarders in the forestry context. Since forwarding can only be done once the
harvesting has been performed. With respect to the LTSP, the authors discuss the
requirement to synchronize trucks (without crane) and loaders, since these loaders
often serve several stands and move between these in order to load trucks.
3.1.3 A Constraint Programming Approach
Constraint Programming (CP) is a versatile paradigm for modeling and sol-
ving various practical combinatorial optimization problems. Over the last years,
constraint-based scheduling has become an important tool for modeling and sol-
ving scheduling problems (see Baptiste et al. [1995, 2001] ; Van Hentenryck [1989] ;
Zweben and Fox [1994]). In the context of the LTSP, it is a particularly attractive
approach, because it can easily model both the synchronization of trucks and log
loaders, and the optimization of the waiting costs.
Combining constraint programming and linear or mixed integer programming
(MIP) has received a lot of attention since the late 1990’s. One of the simplest ap-
proach consists in defining a subproblem that can be optimized through linear pro-
gramming (LP) or MIP solver and whose optimal solution can be used by a CP master
model (Sakkout et al. [2000]). Other forms of hybridization have been proposed for
the Dantzig-Wolfe decomposition (Fahle and Sellmann [2000] ; Sellmann et al. [2002] ;
Rousseau et al. [2002]) ; these take advantage of the flexibility of constraint program-
ming to generate columns (decision variables) in a branch-and-price framework in the
context of vehicle routing and crew rostering applications. Benders decomposition has
been investigated by Hooker [2005] who combines MIP and CP to solve planning and
scheduling problems : the MIP allocates tasks to facilities, while the scheduling is
performed by CP ; the two are linked via logic-based Benders decomposition.
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In a context similar to forest transportation (food industry transportation), Si-
monis et al. [2000] developed the TACT program whose solution approach consist of
three steps : the first one determines the number of trips between farms and factories
and the different truck types by solving an IP model ; the second step takes these
trips and schedules them in time ; finally, the third step assigns individual resources
to all activities. For more details about decomposition methods involving CP, we
refer the reader to Milano [2004].
This paper presents a CP model for the LTSP based on an integer programming
(IP) subproblem that first minimizes the total distance of deadhead trips. The so-
lution of this IP is then used to generate global cardinality constraints for the CP
scheduling model. To our knowledge this is the first time that the problem of syn-
chronizing of trucks and log loaders is explicitly modeled and solved. Moreover, the
contribution of this paper also lies in the communication between IP and CP through
the use of structured global constraints, which we believe is novel.
The paper is organized as follows. Sections 3.2 and 3.3 present respectively the
basic CP model and the solution approaches that we developed for solving the LTSP.
The experimental setting is described in Section 3.4, where computational results are
also reported. Section 3.5 concludes the paper.
3.2 Problem Description and Model
We now describe a CP model for the LTSP. CP presents many advantages in
this context, such as allowing to easily express the difficult constraints (alternative
assignment, routing) and to synchronize the trucks and the log loaders. The model
is based on the scheduling language introduced by Van Hentenryck [1999] where
problems are stated in terms of activities and ressources. Note that a unary resource is
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a resource that cannot be shared by two activities (i.e., as soon as an activity requires
the resource, no other activities can use of that resource). Alternative resources are
sets of unary resources that are equivalent from the activity standpoint.
3.2.1 Parameters
D[m, f ] : distance between mill m and forest area f (= D[f,m]),
nbR : number of (real) transportation requests,
nbV : number of vehicles,
R : set of real transportation requests,
I : R augmented with dummy nodes representing the original
locations of trucks,
O : R augmented with dummy nodes reprensenting the final des-
tinations of trucks,
F : set of forest areas,
Fr : forest origin of request r,
M : set of wood mills,
Mr : wood mill destination of request r,
V : set of vehicles defined as alternative unary resources,
Lm : log loader at mill m defined as a unary resource,
Lf : log loader at forest area f defined as a unary resource,
T : deadline for transporting all requests,
W : domain of waiting time variables (0..T),
ct : cost of waiting one hour for a truck,
cl : cost of waiting one hour for a log-loader,
cd : hourly cost of driving an empty truck.
3.2.2 Variables and domains
The decision variables of the problem are based on the ILOG Scheduler com-
ponent of OPL Studio 3.7 (see Van Hentenryck [1999]). For each activity A, two
finite domain variables are created, As and Ae, which are associated respectively
with the beginning and the end of the activity.
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H : activity of duration 0 that proceeds after all other
activities, it constitutes the time horizon of the
plan ;
Cr, ∀r ∈ R : combined activity of loading, traveling and unloa-
ding request r ;
Pr, ∀r ∈ R : pick-up activity of duration d
p associated with re-
quest r ;
Dr, ∀r ∈ R : delivery activity of duration d
d associated with re-
quest r ;
Vr ∈ V, ∀r ∈ R : vehicle assigned to request r ;
Sr ∈ O, ∀r ∈ I : successor of request r on the same vehicle ;
Of , ∀f ∈ F : activity representing the opening time of forest
area f ;
W fr ∈W, ∀r ∈ R : waiting time of a truck at the forest area of request
r ;
Wmr ∈W, ∀r ∈ R : waiting time of a truck at the wood mill of request
r ;
W fl ∈W, ∀f ∈ F : waiting time of the log-loader in the forest area f .
3.2.3 Constraints and Objective Function
Since we consider fixed transportation requests, several quantities are indepen-
dant of the solution and can thus be removed from the objective function : these are
the costs related to the loaded transportation distance as well as to the loading and
unloading activities. Therefore it is sufficient to minimize the cost of non-productive
activities, i.e. the waiting time of trucks and forest log-loaders and the empty dri-
ven distance of vehicles. Several reasons motivate this choice such as reducing the
greenhouse gas emission and increasing the trucks productivity. In some variants of
the LTSP studied in the literature, loaders work a fixed shift, and it is assumed that
they support harvesting between truck loading operations. In our application, loaders
cannot effectively support harvesting operations between successive trucks. as forest
sites are too large. It is thus critical to maximise their usage.
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Minimize
∑
r∈R
ct(W
m
r +W
f
r ) +
∑
f∈F
clW
f
l + cd
∑
r∈R
D[Mr, FSr ]
subject to
Cr ⇋ V, ∀r ∈ R (3.2.1)
Pr ⇋ L
Fr , ∀r ∈ R (3.2.2)
Dr ⇋ L
Mr , ∀r ∈ R (3.2.3)
Csr = P
s
r , ∀r ∈ R (3.2.4)
Cer = D
e
r , ∀r ∈ R (3.2.5)
Sr 6= r, ∀r ∈ R (3.2.6)
Sr1 = r2 ⇒ D
e
r1
+D[Mr1 , Fr2] ≤ P
s
r2
, ∀r1 ∈ I, r2 ∈ O (3.2.7)
VSr = Vr, ∀r ∈ I (3.2.8)
alldifferent(S) (3.2.9)
AHSR(Cr, V, v) ⇔ Vr = v, ∀r ∈ I, ∀v ∈ V (3.2.10)
P er +D[Fr,Mr] = W
m
r +D
s
r, ∀r ∈ R (3.2.11)
Sr1 = r2 ⇒ W
f
r2
= P sr2 −D
e
r1
−D[Mr1 , Fr2], ∀r1, r2 ∈ R(3.2.12)
Oef = max(P
e
r |r ∈ R : Fr = f), ∀f ∈ F (3.2.13)
Osf = min(P
s
r |r ∈ R : Fr = f), ∀f ∈ F (3.2.14)
W fl = O
e
f −O
s
f −
∑
r∈R:Fr=f
dp, ∀f ∈ F (3.2.15)
Cr ≺ H, ∀r ∈ R (3.2.16)
He ≤ T (3.2.17)
Constraint (3.2.1) expresses the fact that each request requires (⇋) a truck for
its execution. Constraints (3.2.2) and (3.2.3) express the fact that loading and unloa-
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ding require a log loader for their execution. Constraints (3.2.4) and (3.2.5) mean that
the beginning time of a request must coincide with the beginning of its associated
loading and that the ending time of a request coincides with the end of its associated
unloading. Constraint (3.2.6) specifies that the successor of a request cannot be the
request itself. Constraint (3.2.7) ensures that a truck that carries out two successive
requests (including the dummy departures and ending requests) has enough time to
do so. Constraint (3.2.8) expresses the fact that a request and its successor are served
by the same truck. Constraint (3.2.9) ensures that all successors are given a different
value (this, combined with the fact that a successor variable can only have one va-
lue, is equivalent to a flow conservation constraint). Constraint (3.2.10) is an OPL
constraint (ActivityHasSelectedResource) that connects the transportation and sche-
duling component of the CP model (constraint ActivityHasSelectedResource(a, S, u)
holds if activity a has selected resource u in the set of alternative resources S).
Constraints (3.2.12), (3.2.11) and (3.2.15) compute the waiting time of trucks at fo-
rest areas, wood mills and the forest log-loaders waiting time. Constraints (3.2.13)
and (3.2.14) ensure that the activity Of has a duration equal to the opening time of
forest area f . Constraint (3.2.16) specifies that each request must be executed before
the makespan dummy task (H) (it precedes it (≺)). The constraint (3.2.17) ensures
that we respect the deadline to transport all the requests.
3.3 Solving the LTSP
We solved the proposed model using the Ilog OPL-Studio suite based on Schedu-
ler, a specialized constraint programming library for modeling scheduling problem.
The search strategy consists of two steps. In the first step, we route the vehicles
with the procedure generate of OPL Studio 3.7, which identifies a value for each
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successor variable Sr, ∀r ∈ I,. This instruction recursively identifies the variable
which has the smallest domain and tries to assign it values in a lexicographic order.
Since the values are ordered so that requests on any given forest site have consecutive
numbers, this search strategy sends all trucks to the first site until all the requests
have been serviced, which tends to minimize the opening time of a forest site and thus
the unproductive time of its loader. We have implemented several other approaches,
which aimed at reducing the deadheads or the waiting time of the trucks, but the
solutions they produced showed an unacceptably low usage of forest loaders. In the
second step, once the successor variables are fixed, we schedule each request as soon as
possible by employing the built-in scheduling algorithms of Ilog Scheduler (setTimes
and rankGlobal).
Finally, we explore the solution space using a dichotomic search procedure on the
total cost and a depth-first search strategy (DFS) on all branching decisions (both
for the routing and scheduling part). For a more detailed description of strategies,
we refer the reader to Van Hentenryck et al. [2000].
3.3.1 Decomposing the LTSP
Since the cost of transportation is mainly based on distance, it is crucial to
minimize the unproductive distance driven by empty vehicles. However, since the
chosen search strategy does not attempt to reduce the traveled distance, we propose
a decomposition approach where this criterion is explicitly addressed. We model the
circulation of trucks between the mills and the forest areas as a network flow problem
with some additional constraints that can be easily solved as an integer program (IP).
This model yields an optimal solution with respect to the deadhead component of
the objective function, but it is, however, not able to schedule the trucks and the log-
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loaders. To link the IP and CP models, we have considered three different approaches :
1) Solve the IP, keep the optimal objective value, and use it as a constraint on the
deadhead component of the objective function in the CP model ; 2) Solve the IP,
keep the optimal solution, and use it to fix successor variables in the CP model ; 3)
Solve the IP, look at the structure of the optimal solution, and impose it in the CP
model through the introduction of global constraints on successor variables.
Since the objective function of the CP model is basically a large sum of small
elements, it unfortunately does not allow for good back propagation (bounding the
objective does not really trigger propagation and domain reduction). For that reason,
method 1 would not be very useful in our context. On the other hand, since the IP
model completely ignores the important scheduling aspects of the problem, fixing the
sequence of all requests in the CP model would overly constrain the scheduler. Once
the complete sequence is given, there is not enough flexibility left to avoid important
waiting times. The challenge is thus to identify a good solution to the deadhead
problem, while still giving the CP model enough flexibility to minimize waiting times
in the final schedule.
For this reason we chose to migrate from the IP model only the minimal infor-
mation that would allow achieving the minimal deadhead value. Since all full loads
must be transported from their destination, we observed that the optimal value is
completely determined by the arcs representing empty trips in the solution. It is thus
not the global sequence that is important, but rather the number of empty trips
performed between each mill and forest site.
These numbers can be extracted from the IP optimal solution and imposed in
the CP model through the introduction of Global Cardinality Constraints (GCC,
see Re´gin [1996]). We thus constrain the CP model to use the correct number of
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deadhead trips between each mill-forest pair. Imposing this structure considerably
reduces the search space and speeds up the resolution.
3.3.2 IP Model, variables, parameters and constraints
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Figure 3.1 – Graph associated with the empty driving
In the Figure 3.1, s and t are two dummy nodes. The nodes on the left- and
right-hand side represent respectively wood mills and forest areas. For each mill, we
associate a demand that must be fulfilled, and each forest area provides a supply
sufficient to meet the requests.
xij : number of empty trucks driving from woodmill i
to forest area j,
si : number of trucks that start at wood mill i,
ei : number of trucks that end up at wood mill i,
di : number of requests associated with wood mill i,
pj : number of loads associated with forest area j.
The objective function of this IP model consists in minimizing the deadhead.
Minimize
∑
i∈M
∑
j∈F D[i, j]xij (3.3.1)
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s.t.
∑
j∈F
xij + ei = si + di , ∀i ∈ M (3.3.2)
∑
i∈M
xij = pj , ∀j ∈ F (3.3.3)
∑
i∈M
si = |V | (3.3.4)
∑
i∈M
ei = |V | (3.3.5)
xij ≥ 0 , ∀i ∈M, ∀j ∈ F (3.3.6)
Let us (x∗ij) be the optimal solution of the IP model. We define x
∗
i as the vector
composed of the |F | entries of x∗ij . To introduce the GCC constraints, we need to
define a new variable J ir which specifies which forest area will be visited just after
unloading request r at mill i. The added variables and constraints are thus :
J ir = FSr , ∀i ∈M, ∀r ∈ I :Mr = i, (3.3.7)
GCC(x∗i , F, J
i
r), ∀i ∈M. (3.3.8)
The starting and finishing wood mills associated to each truck are determined by
the IP model, it is possible that a truck begins its day at a wood mill m and finishes
it at an another one. For simplicity reasons, we use the linear programming solver
(CPLEX) imbedded in OPL to solve the IP model.
3.3.3 Exploring other IP solutions
In some cases, it is possible that the flow structure of the IP optimal solution
generates additional waiting time for trucks and forest log-loaders. It is thus inter-
esting to explore other structurally different solutions of the IP model, which can
be communicated to the CP model. These solutions could generate less trucks and
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log-loaders waiting time than the optimal solution without deteriorating too much
its value.
To generate new solutions, we perturb the objective function by introducing a
penalty term on the value of the maximum flow in the IP solution. The model that
we propose will no longer decrease the deadhead distance as the penalty coefficient
increases (see Theorem 1). Basically, this means that we can increase the penalty
coefficient until we consider that the empty driven distance is sufficiently deteriorated.
The objective function of this IP model is to minimize the deadhead plus penalty
term which corresponds to the weighted value of the maximum flow. To present this
model we need to define some new parameters and variables.
c : penalty coefficient.
v : the maximum number of empty trucks driving
from a wood mill to a forest area,
Pc : the perturbed IP model associated with penalty
coefficient c,
X∗ : a vector composed of the |F ||M | entries x∗ij ,
(X∗c , v
∗
c ) : the optimal solution of Pc,
W (X∗c ) : the empty driving distance of the optimal solution
of Pc.
Minimize
∑
i∈M
∑
j∈F D[i, j]xij + cv (3.3.9)
s.t.
∑
j∈F
xij + ei = bi + di , ∀i ∈M (3.3.10)
∑
i∈M
xij = pj , ∀j ∈ F (3.3.11)
∑
i∈M
bi = |V | (3.3.12)
∑
i∈M
ei = |V | (3.3.13)
xij ≤ v ∀i ∈M, ∀j ∈ F (3.3.14)
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xij , v ≥ 0 ∀i ∈M, ∀j ∈ F (3.3.15)
Theorem 1 : Let c, c′ be two integers such that c < c′, then W (X∗c ) ≤ W (X
∗
c′).
Proof
Assume for the moment that v∗c < v
∗
c′ .
Since (X∗c′,v
∗
c′) is the optimal solution associated with Pc′, we know that
W (X∗c′) + c
′v∗c′ ≤ W (X
∗
c ) + c
′v∗c . (3.3.16)
We have assumed that v∗c < v
∗
c′ and we have c < c
′, therefore :
(c− c′)v∗c′ < (c− c
′)v∗c (3.3.17)
(3.3.16) + (3.3.17) ⇒ W (X∗c′) + cv
∗
c′ < W (X
∗
c ) + cv
∗
c , (3.3.18)
which is impossible, since (X∗c ,v
∗
c ) is the optimal solution associated with Pc. It follows
that
v∗c ≥ v
∗
c′ . (3.3.19)
The fact that (X∗c ,v
∗
c ) is the optimal solution of Pc implies that
W (X∗c ) + cv
∗
c ≤ W (X
∗
c′) + cv
∗
c′. (3.3.20)
(3.3.20)− c(3.3.19) ⇒ W (X∗c ) ≤W (X
∗
c′) (3.3.21)
As previously noted, the results of the Pc problem are communicated to the CP
model by introducing new global cardinality constraints GCC.
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3.4 Experimental Results
In this section we compare the three methods presented previously and evaluate
their respective performance on two different case studies. These cases where provi-
ded by the Forest Engineering Research Institute of Canada (FPInnovations1). The
instances2 come from two large timber companies. The first case involves six forest
locations and five wood mills and the average cycle time to transport a load is 5.3
hours. The second case has five forest locations, five wood mills and an average cycle
time of 4.7 hours. In both cases, loading and unloading times take around 20 mi-
nutes, with loading taking somewhat more time. With problem data discretized in
five-minute units, the loading and unloading times of the first case are respectively
20 and 15. For the second case study the average loading time of 21 minutes and an
average unloading of 18.5 minutes, have been both approximated to the nearest mul-
tiple of 5 minutes which is 20 minutes.The data of these case studies will be available
on the web.
We ran several scenarios for each instance, varying the time horizon and amount
of logs that needed to be transported (about 10-15 loads are carried every 6 hours).
In the first set of experiments (reported in Tables 3.1 and 3.2), the number of vehicle
varies between 14, 16 and 18 in order to ensure at least three and at most four trips
per truck for each scenario. Each scenario was run for exactly 60 minutes using either
the basic or the decomposition approach. The value of each solution is presented in
1The Forest Engineering Research Institute of Canada is a private, not-for-profit research and
development organization whose goal is to improve Canadian forestry operations related to the
harvesting and transportation of wood, and the growing of trees, within a framework of sustainable
development.
2Instances are available at www.crt.umontreal.ca/∼louism
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terms of unproductive costs. We report (in dollars) the deadhead costs, the waiting
cost of trucks queueing to get loaded or unloaded, the waiting cost of log-loaders
waiting for a truck to arrive, and finally the total cost of all these activities.
Table 3.1 – Results of the first case study
|V | |R| deadhead($) truck($) log-loaders($) total($)
Basic Approach
14 45 5600 40 2675 8315
16 55 6907 80 2125 9112
18 70 8680 1935 2442 13057
Decomposition Approach
14 45 5512 125 3633 9270
16 55 6801 250 3675 10726
18 70 8569 190 5608 14367
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Table 3.2 – Results of the second case study
|V | |R| deadhead($) truck($) log-loaders($) total($)
Basic Approach
14 45 6399 95 5325 11819
16 55 7845 170 5991 14006
18 70 9800 325 6092 16217
Decomposition Approach
14 45 3202 145 4983 8330
16 55 3914 25 5825 9764
18 70 4982 45 8066 13093
Analyzing the results of Tables 3.1 and 3.2, we note that the cost of the unpro-
ductive activities increases proportionally with the size of the instances.
For the first case study, it seems that the decomposition could not improve the
best solution of the straightforward method, as even a slight reduction of deadheads
can significanlty increase the waiting costs of the truck and the loaders. However, in
the second case study, the decomposition method generally provides a better overall
solution than the straightforward approach. As anticipated, for the larger instances,
the log loader waiting time considerably increases as a result of the network structure
that is imposed in the scheduling problem through the cardinality constraints.
When we look at the convergence of the two approaches (basic in Table 3.3
and decomposition in Table 3.4), we first notice that in almost half of the scenarios
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the best solutions did not change after thirty minutes of computation time. We also
can note that the decomposition approach converges more rapidly than the basic
approach (half of the scenarios converged in 10 minutes by using the decomposition
approach, whereas all the scenarios using the basic approach continued to be improved
after 10 minutes). However, even when the decomposition approach continued to
improve the solution after 10 minutes, the relative savings were not very important
(less than 1% of the best solution). This behaviour is naturally explained by the fact
that the solution space of the decomposed model is considerably smaller due to the
added GCC constraints.
In order to improve the decomposition approach, we proposed the perturbed
model (see subsection 3.3.3) that attempts to explore other circulations of trucks that
have less impact on the log-loaders scheduling, but still have a very low deadhead
cost. The result of this approach demonstrates that the structure imposed by the
chosen vehicle circulation can have a significant impact on the objective function.
Admitting the fact that the decomposition approach converges quickly, and that
the possible benefit after 2 minutes of computational time is not considerable, we
propose to vary the penalty coefficient as much as possible while respecting the total
computational time. We limit the penalty coefficient to thirty (c ≤ 30), and for
each value of penalty, we fix the computational time to 2 minutes. Thus the total
computational time remains 60 minutes.
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Table 3.3 – Results of the first case study for six different computation
times
|V | |R| 2min 5min 10min 15min 30min 60min
Basic Approach
14 45 8488 8432 8432 8378 8315 8315
16 55 9298 9194 9152 9152 9112 9112
18 70 13182 13174 13165 13157 13132 13057
Decomposition Approach
14 45 9304 9304 9270 9270 9270 9270
16 55 10760 10760 10726 10726 10726 10726
18 70 14434 14434 14421 14421 14407 14367
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Table 3.4 – Results of the second case study for six different computation
times
|V | |R| 2min 5min 10min 15min 30min 60min
Basic Approach
14 45 12146 12129 12054 11972 11972 11819
16 55 14127 14118 14084 14068 14038 14006
18 70 16251 16244 16225 16217 16217 16217
Decomposition Approach
14 45 8402 8402 8345 8345 8345 8330
16 55 9782 9782 9774 9774 9774 9764
18 70 13098 13098 13093 13093 13093 13093
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Table 3.5 – Decomposition Approach with perturbation c ≤ 30
|V | |R| deadhead($) truck($) log-loaders($) total($)
the first case study
14 45 5518 120 2350 7988
16 55 6860 90 2483 9401
18 70 8645 835 2217 11697
the second case study
14 45 3202 135 4700 8037
16 55 3914 50 5750 9482
18 70 4982 50 8066 13098
Looking at Tables 3.5, 3.1 and 3.2, we notice that in five of the six scenarios
the perturbed decomposition provides a better or equivalent solution to the straight-
forward approach. Furthermore, on all our experiments, this later approach could
always find its best solutions within 10 minutes of CPU time.
Interestingly, as we see in Figures 3.2 and 3.3, the main weakness of the decom-
position approach with perturbation is that the perturbed IP model generates the
same optimal solution for several penalty coefficients and we thus do not generate
enough structurally different truck circulations to communicate to the CP model.
Finding a technique to generate truck circulations that are significantly different is
thus the subject of future research.
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Figure 3.3 – Results of the second scenario of the second case study
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3.5 Conclusion
We have presented a Log-Truck Scheduling Problem with synchronization constraint
between the trucks and the log-loaders. To address this problem we proposed a de-
composition approach based on Constraint Programming and Integer Programming
models, which are combined through the communication of global constraints.
To avoid local minima, a perturbation technique was introduced in the IP model
to explore different solutions that can be provided to the CP model. The whole
process was then implemented through a multi-start strategy where we limit the
CPU time in order to explore solutions generated with various values of the penalty
term.
We believe that if we were able to generate and communicate structurally dif-
ferent optimal solutions of the IP to the CP model, we would be able improve the
final result. Other research directions involve solving larger instances with a weekly
long horizon and inventory constraints at the mill. These kinds of problems are of
great interest to an industry who tries to adopt just-in-time delivery policies.
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CHAPITRE 4 : A HEURISTIC TO SOLVE THE
SYNCHRONIZED LOG-TRUCK SCHEDULING
PROBLEM
Si, comparativement aux autres me´thodes (l’approache basique et l’approache
de´compose´e), la de´composition avec perturbation nous a permis, au chapitre pre´ce´-
dent, de trouver les meilleures solutions, elle a bien constitue´ notre source d’inspira-
tion pour le pre´sent chapitre quant a` la ge´ne´ration de plusieurs circulation possibles,
graˆce a` la recherche locale et a` l’utilisation d’un algorithme glouton rapide qui nous
a servi a` e´laborer les horaires de camions pour diffe´rents circuits.
La recherche locale base´e sur les contraintes telle qu’elle est pre´sente´e par Van
Hentenryck et Michel [2001] est un univers couplant les contraintes et la recherche
locale. Ainsi, les contraintes sont utilise´es pour guider la recherche vers les voisinages
inte´ressants et deviennent partie prenante de la fonction objectif en e´valuant le degre´
de la violation associe´ a` chacune.
Dans cet article, nous proposons une heuristique pour re´soudre un proble`me
inte´gre´ de routage et ordonnancement avec contraintes de synchronisation relevant
du domaine forestier. Nous nous sommes focalise´ plus pre´cise´ment sur le proble`me
hebdomadaire de transport forestier avec horaire, en adoptant une politique de li-
vraison en flux tire´s juste a` temps, permettant aux usines de recevoir leurs demandes
journalie`res sans avoir a` ge´rer des quantite´s tre`s importantes en stocks. Nous avons
de´veloppe´ une heuristique en deux phases. La premie`re utilise un algorithme tabou
dans le but de de´couper le proble`me en sept proble`mes journaliers, de manie`re a`
minimiser le nombre de sites forestiers ouverts durant les jours de la semaine et les
couˆts de transport plein. La deuxie`me phase repre´sente sept proble`mes journaliers
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de transport forestier avec horaire couvrant toutes la semaine. Nous avons propose´
un mode`le RLBC inte´grant la tourne´e et l’ordonnancement des camions, en tenant
compte des contraintes de synchronisation entre les camions et les chargeuses, afin
de minimiser les couˆts d’attentes. Une recherche locale base´e sur cinq structures dif-
fe´rentes de voisinages ge`re la partie tourne´e, alors qu’un algorithme glouton s’occupe
de l’ordonnancement a` chaque ite´ration apre`s une modification des routes ; le tout est
incorpore´ dans une structure d’algorithme appelle´e recherche locale ite´rative. Finale-
ment, une deuxie`me approche est conside´re´e dans cette seconde phase en introduisant
un mode`le PPC permettant une hybridation entre la RLBC et la PPC graˆce a` CO-
MET1.1. Le roˆle de cette hybridation est d’ame´liorer les re´sultats de l’algorithme
glouton, surtout lorsque ce dernier prend de mauvaises de´cisions heuristiques.
Des parties de cet article sont publie´es a` la confe´rence internationale MIC09 or-
ganise´e a` Hamburg en juillet 2009 et a` IESM09 organise´e a` Montre´al en mai 2009.
L’inte´gralite´ de l’article est soumis a` la revue internationale Computers and Opera-
tions Research en octobre 2009.
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Abstract
We present in this article a synchronized routing and scheduling problem that arises
in the forest industry, as a variation of the log-truck scheduling problem. It combines
routing and scheduling of trucks with specific constraints related to the Canadian
forestry context. This problem includes aspects such as pick-up and delivery, multiple
products, inventory stock, multiple supply points and multiple demand points. We
developed a decomposed approach to solve the weekly problem in two phases. In
the first phase we use a tabu search algorithm to determine the destinations of full
truckloads from forest areas to wood mills. At the second phase, we make use of two
different methods to route and schedule the daily transportation of logs, the first
one consists in using a constraint-based local search approach while the second one
represents a hybrid approach involving a constraint programming based model and a
constraint-based local search model. These approaches have been implemented using
COMET1.1 which imbeddes a local solver, a MIP solver and a CP solver. We tested
our method on a set of industrial cases from forest companies in Canada.
Keywords : Synchronized routing, scheduling, forestry, local search, constraint-
based local search and constraint programming.
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4.1 Introduction
Forestry represents a major economic sector in Canada and account for a large
proportion of its exports. Planning problems in forestry cover a wide scope of ac-
tivities ranging from planting and harvesting to road building and transportation.
Furthermore, in many of these activities, it is critical to pay attention to important
environmental issues, as well as to company-specific goals and operations rules, and
government restrictions.
In Quebec, transportation represents more than 30% of the cost of provisioning
for wood transformation mills, i.e., approximately $15 per cubic meter of roundwood.
The average distance between forest areas where wood is collected and mills to which
this wood is transported is around 150 km, and about 50% of the fuel required per
cubic meter of collected wood is consumed by the forest trucks traveling, half of the
time empty, between forest areas and mills. Transport activities between forest areas
and mills should therefore be organized as effectively as possible. If in recent years,
signifiant attention has been devoted to transportation-related scheduling problems,
mainly for economic and environmental reasons, in most Canadien forest companies,
truck schedules are derived manually by an expert planner.
The main contributions of this paper are to synchronize trucks and log-loaders
and to extend the LTSP to the weekly horizon, where inventories at wood mills are
taken into consideration in the order to allow wood mills to work in a just in time
mode. Furthermore, our approach is generally applicable to problems with a need to
synchronize routing and scheduling.
The paper is organized as follows. Sections 4.2, 4.3, 4.4, 4.5 and 4.6 present
respectively the literature review, the problem description, the solution approach,
the tactical model, the daily Synchronized LTSP and the proposed algorithms. The
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experimental setting is described in Section 4.7, where computational results are also
reported. Section 4.8 concludes the paper.
4.2 Literature review
The log-truck scheduling problem (LTSP) is closely related to some routing pro-
blems encountered in other industries, in particular, so-called “pick-up and delivery
problem.”For general surveys of the vehicle routing problem (VRP) and pick-up and
delivery problem with time windows (PDPTW), we refer the reader to Cordeau et
al. [2002] , Gendreau et al. [2002], Savelsbergh et Sol [1995], Dumas et al. [2001]
and Toth and Vigo [2001]. In our case, we consider a pick-up and delivery problem
in which for each request exactly one load of wood has to be transported from its
pick-up location (forest area) to its delivery location (wood mill). A truck visits only
one forest area and one mill on any given trip, i.e., requests are served individually
by trucks. After unloading at a mill from its previous trip, a truck is usually sent
back empty to its next forest destination.
Several models and methods have been developed in the literature to solve the
LTSP. Among these, the heuristic-based approach of Weintraub et al. [1996] (ASI-
CAM) has been used successfully since 1990 to produce daily plans for trucks in Chile.
The application of ASICAM in Chile has led to a 32% reduction in truck fleet size,
a 13% reduction in average working hours and operational costs, and a 31% increase
in productive hours for one company. Linnainmaa et al. [1995] propose a knowledge-
based system called EPO that deals with all stages from strategic to operational
planning. The input data is collected on-line directly from the forest areas and the
main output is a weekly schedule for each truck. One main goal of EPO is the minimi-
zation of truck driving as whole. Palmgren et al. [2004] have proposed more recently
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a pseudo column-based model, which is solved using a branch-and-price procedure,
where each column represents one feasible route for one truck. An initial set of routes
is generated at the beginning. Then, the subproblem, which is a constrained shortest
path problem, is solved by applying a k-shortest path algorithm. The columns whose
reduced costs are negative are communicated to the master problem. Flisberg et
al. [2009] and Andersson et al. [2008] proposed a two-phase solution approach, in
which the LTSP is transformed into a standard vehicle routing problem with time
windows. In the first phase, flows are determined from supply points to destinations,
thus yielding a number of transportation “tasks” that are combined into routes in
the second phase. The dispatching procedure that continuously updates the trucks
routes during the day is based on the previous work of Ro¨nnqvist et Ryan [1995] and
Ro¨nnqvist et al. [1998]. Gronalt and Hirsch [2007] applied a tabu search algorithm
to solve a restricted variant of the LTSP in which the number of trips between each
forest area and each mill is given. The same assumption is used by El Hachemi et
al. [2008] who develop a hybrid method combining Integer Programming(IP) and
Constraint Programming(CP) : the IP model generates optimal routes in term of
deadheading, while CP deals with the scheduling part. For a more detailed descrip-
tion of optimization problems in the forest sector, we refer the reader to Ro¨nnqvist
[2003].
With respect to numerical experiments, Murphy [2003] presents a case study
with on average 9 trucks and 35 transport tasks per day, while Palmgren et al. [2003]
have solved two case studies for Sweden : one with 6 trucks and 39 transport tasks,
and one with 28 trucks and approximately 85 transport tasks. Gronalt and Hirsch
[2007] solved random problems with 30 transport tasks and 10 trucks, El Hachemi
et al. [2008] deal with daily problems having up to 18 trucks and 70 transport tasks.
Finally, Flisberg et al. [2009] and Andersson et al. [2008] have solved substantially
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larger instances ranging from 188 transport tasks to about 2.500 full truck loads with
15 to 110 trucks.
Synchronizing vehicles with others tasks arises in many real-world applications.
The synchronization constraints occur in the well known dial-a-ride problem (see
Rousseau et al. [2003]), in which some disabled persons require assistance in order
to prepare for transportation. This assistance can vary from dressing to providing a
wheelchair and is not usually required at all time or by all customers. More details
concerning the homecare staff scheduling are given by Everborn et al. [2006] and
Everborn et al. [2009]. There are many other applications in which vehicles must be
synchronized, like the urban mass transit systems, which combines vehicle and crew
scheduling problems. The drivers are allowed to change bus in so called relief points.
As described in Haase et al. [2001] and Freling et al. [2003], the synchronized arrival
of bus to the relief points is implicitly guaranted, since it is defined by a timetable. In
the airline industry, synchronization constraints have been introduced by Ioachim et
al. [1999]. In fact, the classical fleet assignment problem studied by Hane et al. [1997]
states that, given a fixed flight the timetable, there is a need to decide which aircraft
to use for each flight on a daily basis. Of course, the capacity of each aircraft type must
match with the expected demand of passengers on all flights. However, Ioachim et
al. [1999] studied the case where timetable is not fixed and departure times of flights
are given on a daily basis for an entire week are within time windows. To obtain a
more robust schedule, synchronization constraints are introduced to guarantee that
every flight will have the same departure time on each day. In the forest industry,
harvesting operations are performed by harvesters and forwarders. The coordination
between them specifies that forwarding can only be done once harvesting has been
performed (see Karlsson et al. [2004]). In the same context, and related to the
LTSP, there is a need to synchronize trucks those that have not an onboard crane
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and loaders, since these loaders often serve several stands and move between them
in order to load trucks. For more details about the importance of synchronization
constraints in the real-world situations, we advise the reader to see Bredstro¨m and
Ro¨nnqvist [2008].
4.3 Problem description
It must be noted that the problem as considered in this paper differs in several
ways from LTSPs adressed by other authors. These differences stem from specific
characteristics of Canadian forestry operations. Among others, in Canada, cut areas
and log volumes are generally quite large. It is therefore customary when dealing
with higher value products, such as hard wood, to assemble full truckloads prior to
transportation by merging similar logs that are going to same destination. While
quantities are generally expressed in cubic meters, these can be easily converted into
truckloads. In several variants of the LTSP, each truck must begin and end its route
at its given home base, which often corresponds to the truck operator’s home or yard.
In our application, the bases of all trucks are mills and we are allowed to reallocate
trucks among mills to obtain more efficient solutions. Driver changes are normally
performed at mills when a route exceeds the maximum allowed driving time for a
driver. In this paper, issues related to driving time, rests or changeovers are not taken
into account. Demands at wood mills are given on a daily basis, whereas routes and
schedules of trucks are determined on a weekly basis. Since the stock of products at
wood mills are constrained, this requires integrating transportation schedules over
several days.
We assume that at each mill and each forest location, there is a single log loader
that ensures the loading and unloading of all trucks. When a truck arrives at a loca-
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tion, if the loader is busy, the truck has to wait until the loader becomes available.
These waiting times can severely delay trucks and thus increase the cost of trans-
portation ; they should therefore be avoided as much as possible. In some variants
of the LTSP studied in the literature, loaders work a fixed shift during the day, and
it is assumed that they support harvesting between truck loading operations. In our
application, loaders cannot effectively support harvesting operations between succes-
sive trucks as forest sites are too large. It is thus critical to maximize their usage. To
reduce the greehouse gas emission and increase the trucks productivity, loaded and
unloaded travel distance cost have been taken into account in our approach.
4.4 Solution Approach
This paper presents novel two-phase methods for a variant of the weekly LTSP in-
tegrating synchronization constraints between trucks and loaders. We propose a MIP
model called “tactical model” to decompose the weekly problem in seven daily pro-
blems that minimizes the number of forest areas operating days of the week combined
with the loaded travel cost. To address the daily LTSP and deal with synchronization
constraints, we first develop a straightforward approach based on constraint-based
local search (CBLS) and the COMET1.1 programming language. A second approach
follows directly from the first one by hybridizing the CBLS model with a previously
CP model proposed for LTSP (see El Hachemi et al. [2008]) in some specific situa-
tions.
CBLS consists in using constraints and objective function to describe and control
the local search. The invariants (incremental variables), or one-way constraints pro-
vide declarative specifications of incremental algorithms, they have been introduced
by Michel and Van Hentenryck [1997] and Michel and Van Hentenryck [2000]. More
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precisely, they specify what to maintain incrementally. They are useful for maintai-
ning various neighborhoods incrementally and evaluate the impact of complex moves
on differentiable objects (objective function). The project COMET was initiated in
2001 to explore the CBLS potentiality and how it could be supported in high-level
programming languages (see Van Hentenryck et Michel [2001]). Actually, COMET
supports both modeling and search abstractions in the spirit of constraint program-
ming and includes CP, CBLS and linear solvers.
CP is a versatile paradigm for modeling and solving various practical combina-
torial optimization problems. Over the last years, constraint-based scheduling has
become an important tool for modeling and solving scheduling problems (see Bap-
tiste et al. [1995], Baptiste et al. [2001], Van Hentenryck [1989] and Zweben and
Fox [1994]). In the context of the synchronized LTSP, it is a particularly attractive
approach, because it can easily model the synchronization of trucks and log-loaders
and the optimization of the waiting costs. CP represents loading and unloading times
as domain variables and by propagating the synchronization constraints only when
needed, it allows an efficient implementation of those constraints.
4.5 The Tactical Model
We present in this section our tactical planning model and its associated tabu
search solution procedure. In this model, we must take into consideration the fact
that different wood products must be shipped, because logs are sorted into different
assortments. The assortment type depends on species, usage, quality, and dimension.
Many wood mills order logs in specific lengths and diameters to produce given final
products.
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4.5.1 Parameters
F : The set of forest areas.
W : The set of wood mills.
P : The set of forest products.
J : The set of days of the week.
Smaxp : The daily maximum number of full truckloads of product p
that can be stocked at a wood mill.
U : The daily upper bound on the number of full truckloads that
can be transported from any supply point.
L : The daily lower bound on the number of full truckloads that
must be transported from any supply point if it is opened.
Djwp : The demand of product p at wood mill w on day j.
C∗ : The fixed cost of opening any forest area for a day.
cfw : The travelling cost between forest area f and wood mill w.
4.5.2 Variables of the Model
openjf : A binary variable equal to 1 if forest area f is opened day j.
tripjfwp : An integer variable representing the number of full truckloads
of product p from supply point f to wood mill w on day j.
stockjwp : An integer variable representing the number of full truckloads
of product p stocked at wood mill w on day j.
4.5.3 Constraints and Objective
Minimize
∑
j∈J
∑
f∈F
C∗openjf +
∑
j∈J
∑
f∈F
∑
w∈W
∑
(p ∈ P )cfwtrip
j
fwp
subject to
stockjwp ≤ S
max
p , ∀w ∈W, ∀p ∈ P, ∀j ∈ J (4.5.1)
stockj−1wp +
∑
f∈F
tripjfwp = D
j
wp + stock
j
wp, ∀w ∈W, ∀p ∈ P, ∀j ∈ J (4.5.2)
∑
w∈W
∑
p∈P
tripjfwp ≤ U.open
j
f , ∀f ∈ F, ∀j ∈ J (4.5.3)
∑
w∈W
∑
p∈P
tripjfwp ≥ L.open
j
f , ∀f ∈ F, ∀j ∈ J (4.5.4)
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In this phase, the objective function is to minimize the sum of opened sites cost and
the loaded travel cost. We decided to set C∗ >> cfw. This choice is motivated by the
fact that the optimizer will then seek to minimize the number of sites in operation
during the week. This will induce global control over log-loaders waiting time cost
on each day, since no costs are attributed in this model to inactive loader during the
whole day.
Constraint (4.5.1) ensures that the daily stock of any product at any wood mill
respects the maximum limit fixed. Constraint (4.5.2) specifies that demand and stock
conservation is satisfied over the whole week. Constraint (4.5.3) expresses the fact
that each loader has a finite capacity to load logs (a loader cannot exceed a number
of loads per day). Finally, constraint (4.5.4) indicates that if a loader is operating
during one day, it must serve a minimum number of trips.
4.5.4 Solution Method
We have developed a local improvement algorithm with a tabu component to
solve the tactical model. This algorithm is divided into two stages executed sequen-
tially.
First, we generate an initial solution by assuming that all forest areas are opened
all week [see figure 4.1 representing the network associated with two forest areas and
two wood mills and only one product type], and applying a feasible flow algorithm.
This is possible because the tactical problem becomes a simple minimum cost flow
problem once the binary variables openjf are fixed. We apply a feasible flow algorithm
instead of a minimum cost flow algorithm because the objective of this first stage is
simply to find a feasible solution with the minimum number of forest areas opened.
We denote by s a solution of the tactical model. We can represent s only by its
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binary variables openjf , s =< open
1
1, ..., open
|J |
|F | >. The neighborhood used during the
first part is simple : it consist in changing the status of any opened forest area on
any day to the closed status. N1(s) =
{
flip(s, openjf) | open
j
f = true
}
. We have two
one-dimentional array tabu list, one associated with the forest areas and the other
with the days. If the binary variable openjf is related to a move s
∗ → s, we impose
that forest area f and day j be tabu for a few iterations thus preventing during that
period the closure of forest area f on any other day, as well as the closure of any
other forest area on day j.
After the completion of the first part (see figure 4.2), the second part is executed
with the goal of minimizing the loaded travel cost. During this step, the number of
forest areas opened during the week remains constant. This is enforced by the struc-
ture of neighborhood used, N2. This neighbourhood includes for every day j all pairs
of forest areas with different values.
Formally, N2(s) =
{
flip(s, openjf1 , open
j
f2
) | openjf1 6= open
j
f2
}
. Besides the neighbo-
rhoods, the second part differs from the first one in four important ways : 1) We
accept moves to solutions that deteriorate the objective function ; 2) We use a mini-
mum cost flow algorithm instead of a feasible flow algorithm to determine the flows
associated with a solution s ; 3) The objective function now represents the loaded
travel cost ; 4) Tabus are now stored in a matrix format and prohibit changing again
the status of a forest area on a given day for some iterations. However, we keep
the one-dimensional array tabu list associated with the days to guide local search
throught various days in consecutive iterations (see figure 4.3). We fixed a limit ǫ to
the deterioration (δ) of the objective function, this limit can be changed dynamically
during this stage.
Finally, at the output of this step, seven input data associated with each day of
the week representing the requests to transport from forest areas to wood mills will
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stock of w1 day 0
stock of w1 day 1
stock of w2 day 1
stock of w2 day 0
demand of w1 of day 1
 demand of w2 of day 1
f1
f2
source
sink
w1
w2
f1
f2
w1
w2
sink1
sink2
source1 source2
Day 1 Day2
Figure 4.1 – Network example of tactical model
be communicated to the different daily log-truck scheduling problems.
It should be noted that we tried to solve the tactical model using the COMET
MIP Solver (lp solve5.5), but failed to obtain any feasible solution within an hour of
computation. A possible cause for this failure might be that the parameters of this
MIP Solver cannot be adjusted for the time being (COMET MIP Solver is used as a
black box).
4.6 The Daily Synchronized Log-Truck Schedu-
ling Problem
To deal with the daily synchronized LTSP, we developed two approches. The
first one involves a CBLS model solved with an iterated local search algorithm (ILS)
integrating a vehicle routing algorithm based on various neighborhoods and a greedy
algorithm to schedule the transportation of logs once routes are fixed. The second
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Initial solution
Stop condition
 
If a solution exist ?
Perturbing the current solution
Yes
No
Ls based on N1
Apply a feasible Flow Algorithm 
Figure 4.2 – First part of the tactical problem algorithm
Initial solution
Stop condition
 
  
 
    exist with an acceptable
      derioration ?
  If a solution 
       Accept the solution
No
Yes
Apply a Min Cost Flow Algorithm 
2Ls based on N
Figure 4.3 – Second part of the tactical problem algorithm
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approach consists in hybridizing the previous CBLS model with a CP model. In this
approach we keep the same routing algorithm, however, for the scheduling part, we
use the greedy algorithm for the CBLS model and the COMET CP solver when
dealing with the CP model. Since CP can be relatively time consuming, we use it
only occasionally. The best solution identified during the execution of the algorithm
is then used as an upper bound in the CP model, forcing it to improve the quality
of the best solution found so far.
4.6.1 A Constraint-Based Local Search Model
We now describe all components of our ILS algorithm. Thus we will present the
CBLS model, the routing algorithm and its initial solution, and finally the greedy
algorithm.
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4.6.1.1 Parameters
D[m, f ] : The travel time between a mill m and a forest area f .
nbR : The number of real transportation requests.
nbV : The number of vehicles.
R : The set of real transportation requests [1..nbR].
Fr : The forest origin of request r.
Mr : The wood mill destination of request r.
I : R added with departures from initiale locations [(1 −
nbV )..nbR].
O : R added with empty returns to final locations [1..(nbR+nbV )].
T : The deadline to tranport all requests.
ct : The cost of waiting time of a truck per unit of time.
cl : The cost of waiting time of a log-loader per unit of time.
cd : The cost of an empty driving per unit of time.
dp : The duration of a pick-up activity at a forest area.
dd : The duration of a delivery activity at a wood mill.
Lf : A log-loader assigned to forest area f defined as a unary re-
source.
Lm : A log-loader assigned to wood mill m defined as a unary re-
source.
W : The domain of waiting time variables [0..T ].
4.6.1.2 CBLS Model Variables
StartPr : The beginning time of the pick-up activity related to request
r.
StartDr : The beginning time of the delivery activity related to request
r.
Precr : The request preceding the request r on their associated truck
route.
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4.6.1.3 CBLS Model Invariants
EndPr : The ending time of the pick-up activity related to request r.
EndDr : The ending time of the delivery activity related to request r.
WaitMr : The waiting time of a truck at a wood mill related to resquest
r.
WaitFr : The waiting time of a truck at a forest area related to resquest
r.
StartFf : The starting time of work of the log-loader associated with
forest area f .
EndFf : The ending time of work of the log-loader associated with
forest area f .
4.6.1.4 CBLS Model and Formulation of the Synchronized LTSP
We describe our log-truck scheduling model with the objective function to mini-
mize the cost of unproductive activities.
Min
∑
r∈R
cdD[MPrecr, Fr] +
∑
r∈R
ct(WaitMr +WaitFr) +
∑
f∈F
cl(EndFf − StartFf )
subject to
WaitMr ← StartDr −D[Mr, Fr]−EndPr , ∀r ∈ R (4.6.1)
WaitFr ← StartPr −D[MPrecr, Fr]− EndDPrecr , ∀r ∈ R(4.6.2)
EndPr ← StartPr + dp, ∀r ∈ R (4.6.3)
EndDr ← StartDr + dd, ∀r ∈ R (4.6.4)
∣∣StartPr1 − StartPr2
∣∣ ≥ dp, ∀r1, r2 ∈ R : Fr1 = Fr2 (4.6.5)
∣∣StartDr1 − StartDr2
∣∣ ≥ dd, ∀r1, r2 ∈ R :Mr1 =Mr2 (4.6.6)
EndDr ≤ T, ∀r ∈ R (4.6.7)
StartFf ← min(StartPr), ∀r ∈ R : Fr = f (4.6.8)
EndFf ← max(EndPr), ∀r ∈ R : Fr = f (4.6.9)
89
alldifferent(Prec) (4.6.10)
Precr 6= r, ∀r ∈ R (4.6.11)
WaitMr ≥ 0, ∀r ∈ R (4.6.12)
WaitFr ≥ 0, ∀r ∈ R (4.6.13)
Constraints (4.6.12) and (4.6.13) express the fact that at wood mills and forest areas
waiting times of trucks are non negative. Constraints (4.6.1) and (4.6.2) express
the invariants (←) related to waiting time of trucks at wood mills and forest areas
respectively. Combining (4.6.12) and (4.6.1) ensures that a truck transporting request
r has enough time to do it. Combining (4.6.13) and (4.6.2) ensures that a truck that
carries out two successive requests (including the dummy departure) has enough
time to do so. Constraints (4.6.3) and (4.6.4) represent the invariants related to the
end of time of the pick-up and the delivery activity respectively. Constraints (4.6.5)
and (4.6.6) ensure that the log-loaders at forest areas and wood mills have enough
time to load and unload any request. Constraints (4.6.8) and (4.6.9) express the
invariants computing the starting time of the first pick-up activity and the end of
time of the last pick-up activity associated with any forest area. Constraint (4.6.7)
specifies that we respect the deadline to transport all requests. Constraint (4.6.10)
specifies that all predecessors are given a different value (this combined with the
fact that a predecessor variable can only have one value, is equivalent to a flow
conservation constraint). Finally, constraint (4.6.11) expresses that a predecessor of
a request cannot be the request itself.
4.6.1.5 The Routing Operator
The routing algorithm proposed in this paper and incorported in the ILS proce-
dure is based on a local search (LS) operator to find a good set of routes, where each
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neighborhood represents a set of solutions obtainable from a solution by applying
some specified operations. The search space is the set of all order assignments of re-
quests to trucks. The initial solution of the first call of LS is (Precr = r−nbV, ∀r ∈ O)
that satisfies constraints (4.6.10) and (4.6.11).
We use some classical neighborhoods of the VRP in our LS (see Ibaraki et al.
[2008]) and limit their size by using parameters ; thus five different neighborhoods
structures have been implemented in our LS.
– i-opt neighborhood : The i-opt neighborhood (see Bra¨ysy [2003] and Ibaraki
et al. [2008]) is used for the travelling salesman problem (TSP) (a variant of
the VRP with only one vehicle). It consists in choosing a path (a sequence
of some consecutive requests served by the same truck) of at most Lioptpath (a
parameter) logs, and removing it from its position to an other one belonging
to the same truck route. We have preserved the same order during the insertion.
– 2-opt neighborhood : The 2-opt neighborhood is a standard neighborhood of
the TSP. It consists in choosing a path and inserting it into its current position
with the reversed order. In our case, we select two different requests belonging
to the same truck route. The 2-opt performs on the path having these two
requests as extremities.
– 2-opt* neighborhood : 2-opt* is a classical neighborhood of the VRP, it was
introduced by Potvin et al. [1996] and consists in selecting two different truck
routes dividing each into two parts, and exchanging the second parts of the
two routes.
– path insertion neighborhood : It consists in removing a path of at most Lpins
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(a parameter) requests belonging to a route σk, and inserts it into an other
route σ∗k. We have preserved the same order during the insertion.
– cross-exchange neighborhood : Originally proposed by Taillard et al. [1997], it
consists in exchanging two different paths of at most Lcross (a parameter) logs
belonging to two different truck routes. We have preserved the same order of
requests during the insertion.
Among the neighborhoods considered, the last three deal with two different trucks
routes, σk and σ
∗
k. In order to reduce the computational time, we decide to choose σk
among the 25% of truck routes that have the largest truck waiting times.
4.6.1.6 A Greedy Scheduling Algorithm
The greedy algorithm performs the scheduling of activities (loading and unloa-
ding) taking into account the synchronization constraints. The algorithm is described
as follows :
– Step 1 : Schedule all activities as soon as possible without considering the fact
that loaders are unary ressources, and put all loading activities in a list. Go
to step 2.
– Step 2 : Select the earliest loading activity belonging to the list, and if there is
any conflict at its related loader, repair it and propagate the correction in the
route of the associated truck. Finally, remove this loading activity from the list.
– Step 3 : Select the unloading activity associated with the loading activity of
step 2. If there is any conflict at its related loader, repair it and propagate the
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correction in the route of the associated truck. Go to step 4.
– Step 4 : If the list of loading activities is not empty, return to step 2.
4.6.1.7 The ILS algorithm
We adopted the ILS based on our LS (see Johnson [1990]), which is one of the
basic metaheuristics. In the ILS, the LS is called iteratively. Except the first call
of the LS where the initial solution is constructed, other initial solutions related to
each call of the LS are generated by slightly perturbing good solutions found so far.
Perturbing the current best solution associated with the current iteration of the ILS
consists in a random cross exchange operation, which randomly chooses two paths
from different routes and exchanges them. In order to generate a new initial solution,
we choose r randomly from {1, 2, 3, 4}, and apply random cross exchange operations
r times consecutively to the best solution found so far. We use the objective function
as the evaluation function, and we move to the best solution related to the current
neighborhood if it improves the current best solution associated with the current
iteration of the ILS.
During the LS processus, neighborhoods are visited consecutively in the order
presented before. Once ILS find a better solution in a neighborhood, we return to
the i-opt neighborhood.
4.6.2 A Hybrid Approach
The decision variables of the CP model are based on the COMET1.1 CP Solver.
For each activity A, two finite domain variables are created, As and Ae, which are
associated respectively to the beginning and the end of the activity.
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4.6.2.1 CP Variables and Domains
Pr, ∀r ∈ O : A pickup activity of duration dp if r ∈ R, and of duration 0 if
r ∈ (O − R).
Dr, ∀r ∈ I : A delivery activity of duration dd if r ∈ R, and of duration 0
if r ∈ (I −R).
Of , ∀f ∈ F : An activity of duration equal to the opening time of forest
area f .
H : A dummy task activity of duration 0 that proceeds after all
other activities.
Wmr ∈ W, ∀r ∈ R : The waiting time of the truck transporting the request r at
its related wood mill.
W fr ∈W, ∀r ∈ R : The waiting time of the truck transporting the request r at
its related forest area.
4.6.2.2 CP Formulation of the Log-Truck Scheduling Problem
Min
∑
r∈R
cdD[MPrecr , Fr] +
∑
r∈R
ct(W
f
r +W
m
r ) +
∑
f∈F
cl(O
e
f − O
s
f)
Pr ⇋ L
Fr , ∀r ∈ R (4.6.14)
Dr ⇋ L
Mr , ∀r ∈ R (4.6.15)
Osf = min(r ∈ R : Fr = f)P
s
r , ∀f ∈ F (4.6.16)
Oef = max(r ∈ R : Fr = f)P
e
r , ∀f ∈ F (4.6.17)
Precr2 = r1 ⇒ D
e
r1
+D[Mr1 , Fr2] ≤ P
s
r2
, ∀r1 ∈ I, ∀r2 ∈ O (4.6.18)
Precr2 = r1 ⇒ W
f
r2
= P sr2 −D
e
r1
−D[Mr1 , Fr2], ∀r1 ∈ R ∀r2 ∈ R (4.6.19)
P er +D[Mr, Fr] ≤ D
s
r , ∀r ∈ R (4.6.20)
Wmr = D
s
r − P
e
r −D[Mr, Fr], ∀r ∈ R (4.6.21)
alldifferent(Prec) (4.6.22)
Precr 6= r, ∀r ∈ R (4.6.23)
Dr ≺ H, ∀r ∈ R (4.6.24)
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He ≤ T, (4.6.25)
All constraints of the CP model have been expressed in the same way as in the CBLS
model except constraints (4.6.14) and (4.6.15) that express that loading and unloa-
ding require a log-loader for their execution, and constraint (4.6.24) that represents
the fact that all requests are served before the dummy task (H).
4.6.2.3 CP Search Strategy
The search strategy consists in scheduling the unloading activities as soon as
possible by using the procedure setTimes, then generating appropriate values for the
truck waiting time variables using the procedure label. The search space is explored
using a depth-first strategy (DFS), which allows to find feasible solutions quickly
compared to other strategies. This is important, since the hybridization imposes the
best solution found so far as an upper bound in the CP model. Thus, any feasible
solution of the CP part outperforms the best CBLS solution. We limited the global
computational time allocated to CP and imposed a restarting strategy after a fixed
amount of time by using the procedure (restartOnTimeLimit). All these procedures
are embedded in the COMET1.1 CP Solver.
4.6.2.4 The Hybrid Algorithm
We propose a hybrid ILS/CP algorithm to solve the daily SLTSP. The idea
behind using CP is to measure the efficiency of the greedy algorithm compared to
the COMET CP solver, and to improve the solution quality of the greedy algorithm
if possible. Since CP consumes more time than the greedy algorithm, we have limited
its use in five possible situations, which have been tested independently.
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– Call the CP model when the CBLS operator (LS + greedy scheduling algo-
rithm) is unable to improve the best solution found so far.
– Call the CP model when the current ILS move improves the routing and sche-
duling part of the best solution found so far.
– Use the CP model when the current ILS move improves only the routing part
of the best solution.
– Use the CP model only when the scheduling part of the best solution has been
improved by the current ILS move.
– Perform the hybridization when the current ILS move deteriorates the routing
and scheduling part of the best solution found so far
An ILS move represents a combination of a LS move and a greedy schedule. We note
that for all these cases the best solution found so far has been imposed as an upper
bound of the objective function in the CP model.
In practice, combining the initial assignment (Precr = r− nbV, ∀r ∈ O) and the
neighborhood strutures {N1, N2, N3, N4, N5} allow to remove the constraints (4.6.10),
(4.6.11), (4.6.22) and (4.6.23) from the CBLS and CP models respectively. For more
details about the ILS and ILS/CP see figure (4.4).
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Figure 4.4 – The second phase hybrid algorithm
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4.7 Experimental Results
We have tested our algorithmic approach on two different industrial case studies
provided by the FERIC division1 of FPInnovations, both of them involving six forest
areas and five wood mills. For the first case study, the average cycle time to transport
a load is about 4 hours and there are approximatively 400 loads per week, while the
second case has an average cycle time of 5.5 hours and approximatively 700 loads
per week. In both cases, there are three differents products to transport from forest
areas to woodmills, and we used the following costs : $60 per hour for the waiting
time of trucks, $70 per hour for truck travel, and $100 per hour for the waiting time
of log-loaders. For both cases, loading and unloading take about 20 minutes, which
motivated our choice to discretize the data in 20 minute-increments, although the
loading takes slightly more time. Several tests have been performed by varying the
number of trucks, the time allocated to the CP procedure and, finally, the global time
allocated to solve the daily Synchronized LTSP. We ran each scenario thirty times
and according to our preliminary tests, the first approach, which integrates CBLS
and CP when the CBLS operator (LS + greedy scheduling algorithm) is unable to
improve the best solution found so far, outperforms all other hybrid approaches. We
thus chose to compare the pure ILS algorithm (without hybridization) with this first
hybrid approach. We have run the hybrid algorithm allowing the CP procedure to
run for 20, 40 or 60 seconds. A comparaison of the results obtained indicated that the
best value to use was 40 seconds for all scenarios. In the following, we only consider
1The Forest Engineering Research Institute of Canada is a private, not-for-profit research and
development organization whose goal is to improve Canadian forestry operations related tothe
harvesting and transportation of wood, and the growing of trees, within a framework of sustainable
development.
98
the results obtained for this value.
We report in Tables 4.1 and 4.2 the average total cost, the average routing cost,
the average waiting time cost and the worst waiting time cost obtained in 30 runs.
Even if CP is time consuming, since it takes 40 seconds at each non-profitable global
iteration of the hybrid algorithm, we note that in the second case study ILS/CP
outperforms ILS by about 0.5% in terms of the average total cost in all instances
except one, by about 0.5% to 2.5% in terms of the average waiting time cost in two
thirds of instances, and finally, by about 0.1% to 1.5% in terms of the average routing
cost. This reduction in terms of the average waiting is due to the contribution of CP,
which was especially adapted to deal with the synchronization constraints, while the
reduction reported in terms of the average routing cost is explained by the use of CP
as an intensification tool for the local search, which leads the search into regions of the
solution space that have not been visited by the ILS. Looking at the first case study
(see Table 4.1), we observe that neither of the algorithms (ILS/CP, ILS) is dominant
in terms of the average total cost, the average routing cost and the average waiting
times cost. Both have a similar behavior. However, for both case studies (see Tables
4.1 and 4.2), the results show that ILS obtains more worst cases in terms of waiting
time cost than ILS/CP (more than two thirds of worst cases are associated with the
ILS). Futhermore, the introduction of CP (ILS/CP) allows us to obtain more stable
results, in the sense of having less variance in the total cost and the waiting time
cost (see Table 4.4). Finally, we deduce from the results that both algorithms have a
similar behavior in terms of the best solution obtained during the 30 runs (see Table
4.3).
We believe that all these advantages (improvement of average total cost, impro-
vement of the variance and reduction of the worst scenarios) are the result of the
combination of ILS and CP. Even if for the first case study, both algorithms have a
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similar behavior, the fact that ILS/CP obtains less worst waiting times encourages
us to use it, since this part of the solution is directly perceived by the drivers. In all
cases where we reported a reduction in the average total cost, we remark that it was
not significant (less than 1%). This is explained by the fact that the waiting time
cost represents less than 7% of the total cost. Therefore, the CP contribution has an
impact on only a small fraction of the overall objective function.
Table 4.1 – Results of case 1
Cost nbV Global time 10 min Global time 15 min Global time 20 min
ILS ILS/CP ILS ILS/CP ILS ILS/CP
Average total
14 61370 61223 60910 61333 60940 61096
15 61107 61130 60770 60906 60780 60843
16 60604 60253 60484 60320 60436 60253
Average routing
14 57306 57037 56840 57223 56897 56946
15 57241 57324 56846 57070 56954 56970
16 57054 56883 56940 57010 56900 56950
Average waiting
14 4064 4186 4070 4110 4043 4150
15 3866 3806 3924 3836 3826 3873
16 3550 3370 3544 3310 3536 3303
Worst waiting
14 5274 5293 5120 5346 5214 5080
15 4647 4726 4534 4486 4634 4393
16 4007 3813 4007 3926 4240 3686
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Table 4.2 – Results of case 2
Cost nbV Global time 10 min Global time 15 min Global time 20 min
ILS ILS/CP ILS ILS/CP ILS ILS/CP
Average total
30 161517 161473 160050 159626 158664 158316
31 162007 159523 160760 160023 159080 159203
32 160840 160400 160504 160153 160163 159726
Average routing
30 153920 153693 152530 152280 151428 151143
31 154697 152247 153573 152883 152090 152067
32 153787 153284 153524 153213 153243 152846
Average waiting
30 7597 7780 7520 7346 7236 7173
31 7310 7276 7187 7140 6990 7136
32 7053 7116 6980 6940 6920 6880
Worst waiting
30 8394 8673 8993 8533 8367 8806
31 9554 8580 9007 8480 8927 8200
32 8400 8160 8100 7866 8014 7680
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Table 4.3 – The best total cost results
Case nbV Global time 10 min Global time 15 min Global time 20 min
ILS ILS/CP ILS ILS/CP ILS ILS/CP
Case1
14 59477 59734 58837 59363 58540 59160
15 59747 59576 58710 59260 58727 59370
16 59157 58710 57383 57853 58430 58043
Case2
30 154494 152730 149474 151076 150223 149803
31 153587 152190 153294 149033 147990 149373
32 153644 155130 153050 153656 152147 149056
Table 4.4 – The variance results
Time(min) Average total cost variance (%) Average waiting time cost variance (%)
ILS ILS/CP ILS ILS/CP
case1 case2 case1 case2 case1 case2 case1 case2
10 10.2 7.9 9.5 6.7 1.5 3.7 1.3 2.6
15 10.5 8.1 9.9 6.9 1.3 3.4 1.3 2.9
20 9.7 7.4 9.3 7.5 1.1 2.6 1.1 2.3
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4.8 Conclusion
We have presented the weekly log-truck scheduling problem in which one seeks to
minimize the sum of transportation and unproductive time costs. To address this pro-
blem, we decomposed it into two phases. The first phase determines the destination
of full truck loads (from forest areas to wood mills) by minimizing transportation
and opened forest area costs. This phase yields seven daily problems covering the
whole week, which are then solved sequentially. The objective of the second phase is
to schedule the daily transportation of logs by minimizing the cost of unproductive
time.
Future research directions involve solving both phases using integer programming
software and dealing with additional constraints such as supply constraints, the home
bases of trucks and the scheduling of daily lunch breaks.
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CHAPITRE 5 : AN IMPLICIT INTEGER
LINEAR PROGRAM TO SOLVE THE WEEKLY
LOG-TRUCK SCHEDULING PROBLEM
Dans le chapitre pre´ce´dent, nous avons pre´sente´ une me´thode en deux phases
pour traiter le SLTSP hebdomadaire. Nous avons remarque´ que le nombre de contraintes
du mode`le est proportionnel au nombre de chargements a` effectuer durant la semaine,
ce qui nous a motive´ pour investiguer d’autres pistes de mode´lisation ou` le nombre
de contraintes est inde´pendant des chargements a` faire. Nous nous pencherons aussi
dans le pre´sent chapitre, sur la question des contraintes de me´tier (bases de camions
et pauses de repas) pour s’approcher davantage de la re´alite´ du terrain.
Cet article propose une nouvelle me´thode en deux phases pour traiter le SLTSP
hebdomadaire. Outre la politique de la livraison en flux tire´s juste a` temps per-
mettant l’ame´lioration de la gestion de stocks des usines deja` prise en compte dans
l’article pre´ce´dent, nous avons pu conside´rer que les camions sont affecte´s a` des bases
re´gionales a` partir desquelles ils commencent leurs journe´es, et nous avons permis
aux camions d’avoir des pauses dˆıner entre 11h et 15h dans n’importe quelle usine.
La premie`re phase est identique a` celle de l’article pre´ce´dent. Elle consiste a` mi-
nimiser le nombre de sites forestiers durant les jours de la semaine et les couˆts de
transport plein. Contrairement a` ce qui a e´te´ fait pre´ce´demment, nous avons re´solu
cette premie`re phase exactement avec Cplex 11. La deuxie`me phase pre´sente sept
proble`mes journaliers du lundi au dimanche, mode´lise´s graˆce a` la programmation
line´aire en nombres entiers. Cette mode´lisation a l’avantage d’avoir une structure
proche de celle d’un proble`me de flot a` couˆt minimum. Elle a permis d’avoir une
garantie (Gap) sur la qualite´ de la solution entie`re obtenue et, dans certains cas, elle
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a prouve´ l’optimalite´ de la solution de nombre de proble`mes journaliers.
Cet article a e´te´ pre´sente´ a` la rencontre internationale CORS-INFORMS2009 te-
nue a` Toronto en juin 2009 et sera dans peu de temps soumis a` la revue internationale
European Journal of Operations Research.
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Abstract
We present in this paper the weekly log-truck scheduling problem (LTSP) integrating
routing and scheduling of trucks when all transports are full truckloads. This problem
includes aspects such as pick-up and delivery, multiple products, inventory stock, and
lunch breaks for trucks. The objective is to minimize the overall cost including waiting
times, loaded travel and empty driven distance. Our solution approach is based on
two phases. The first one presents an integer linear program that determines the
destinations of full truckloads. The second one is an implicit integer linear program
based on an arc formulation model, that ensures routing and scheduling of trucks at
a minimum cost. Experiments have been implemented using Cplex 11, and almost
all instances were solved whitin thirty minutes with a reasonable gap.
Keywords : Forestry, transportation, routing, scheduling and mixte-integer pro-
gramming.
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5.1 Introduction
Forest industry manufactures goods from the timber grown in the forests. It
provides a large set of products such as paper, wrappings, building materials and
furniture. At the same time, many services were developed around this industry
(recreation, preservation of wildlife, species and vegetation). The forest industry oc-
cupies an important place in the economy of several countries such as Chile, Canada,
Sweden, Finland, New Zealand and Austria. In Canada, this indutry employs about
1 million of peoples (255.000 directly and 763.000 indirectly), in 2007 it was worth
$78.3 billion and contributed $23.4 billion to Canada’s trade balance. With respect
to the Austrian economy, forest based industry is in the second place in terms of ex-
porting goods and services. Forests cover a large part of Sweden and Finland, which
allowed these countries to develop a powerful forest industry that contributes for
instance,to about 15.4% in Finland’s P.I.B and thus occupies the second place after
the electronic sector.
Planning problems in forestry cover a wide scope of activities ranging from plan-
ting and harvesting to road building and transportation. In Quebec, transporta-
tion represents more than 30% of the cost of provisioning for wood transformation
mills,i.e., approximatively $15 per cubic meter of roundwood. The average distance
between forest areas where wood is collected and mills to which this wood is trans-
ported is around 150 km, and more than 50% of the fuel required per cubic meter
of collected wood is consumed by the forest trucks traveling, half of the time empty,
between forest areas and mills. It thus follows that transport activities between forest
areas and mills should be organized as effectively as possible, both for economic and
environmental reasons.
The paper is organized as follows. Sections 5.2, 5.3 and 5.4 present respectively
the log-truck scheduling problem, the literature review and the solution approach.
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The experimental setting is described in Section 5.5, where computational results are
also reported. Section 5.6 concludes the paper.
5.2 Log-Truck Scheduling Problem
The log-truck scheduling problem (LTSP) is very closely related to some routing
problems encountered in other industries, in particular, so called “Vehicle routing
problem” (VRP) and “Pick-up and delivery problems with time windows” (PDPTW)
(see Ropke et al. [2007], Savelsbergh et Sol [1995], Cordeau et al. [2002], Gendreau
et al. [2002] and the book edited by Toth and Vigo where variants of problem and
different algorithms are discussed). In our case, we consider a pick-up and delivery
problem such as for each request, exactly one truckload of wood has to be transported
from its pick-up location (forest area) to its delivery location (wood mill). A truck
visits only one forest area and one wood mill on any given trip, i.e., requests are
served individually by trucks. After unloading at a wood mill from its previous trip,
a truck is usually sent back empty to its next destination (see Figure 5.1).
It must be noted that the problem as described above differs in several ways from
the LTSPs addressed by some other authors. These differences stem from specific
characteristics of Canadian forestry operations. Among others, in Canada, cut area
and logs volumes are generally quite large. Thus, it is a common practice to express
the quantities of wood to be transported in cubic meters which can be easily converted
in truckloads. Less than truckload transportation mode is seldomly used in practice.
Such as cases arise in Canada when forest industries deal with high value product
such as hard wood. Such as case, the expert planners merge similar logs that are
going to same destination to assemble full truckloads.
In this paper, we consider a set of wood mills with a number of demands given
on a daily basis. A demand is defined by a certain assortment type and the daily
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amount required at each wood mill. Similarly, we consider a set of forest areas with
a number of supplies where each supply is defined by an assortment type and a
weekly available amount. Futhermore, in each wood mill and each forest location,
there is a single log-loader that ensures the loading at each forest area and a single
one that ensures unloading at each wood mill. When a truck arrives at a location,
if the loader is busy, then the truck has to wait until the loader becomes available.
When a loader finishes serving a truck, if there is no truck in the line, then the loader
has to wait untill the arrival of the next truck. These waiting times can severely
delay trucks and decrease the usability of the loaders and thus increase the cost of
transportation ; they should be avoided as much as possible. In our case, the LTSP
consists in routing and scheduling trucks integrated with scheduling loaders on a
weekly basis. The objective is to minimize unproductive activities (waiting times +
deadheads) and full truckloads costs by satisfying some specific constraints :
– Satisfy daily demands ;
– Satisfy daily stock constraints ;
– Deliver correct assortment to the wood mills ;
– The amount picked up at the supply points should not exceed the total supply ;
– Precedence constraints : each truck has to pick-up before delivery
In our application, we considered that we have a set of regional bases. Each base
is associated with a set of trucks, so that each truck must begin and end at its base
in each day. In the case studies, we have considered one and three bases.
5.3 Literature Review
Since the mid-1990s, several companies in the forestry sector have initiated major
projects aimed at improving the transportation portion of their activities, in parti-
cular, the control and quality of truck scheduling. Weintraub et al. [1996] describe a
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Figure 5.1 – Example of a route for a logging truck
heuristic-based model (ASICAM), developed for Chilean forest companies and used
also by some South African forest companies. ASICAM produces a daily plan for each
truck by assigning loads and trips, while satisfying supply and demand constraints.
The application of ASICAM in Chile has led to a 32% reduction in truck fleet size, a
13% reduction in average working hours and operational costs, and 31% increase in
productive hours for one company. Another system called EPO developed by Lin-
nainmaa et al. [1995] has been used in Finland. EPO covers all the operations of the
wood procurement from strategic planning to actual deliveries to the wood mills. The
most challenging part of the system is called EPO2, it determines optimal weekly
routes for the trucks, knowing the availability of timber and transportation vehicles.
One of the main goal of EPO is the minimization of truck driving as whole. Palm-
gren et al. [2004] propose a solution method for the LTSP, which is a generalisation
of the pick-up and delivery problem with time windows. Their approach is based on
column generation and pseudo branch and price, where each column represents one
feasible route for one truck. An initial set of routes is generated at the beginning
by using the heuristic described in Palmgren et al. [2003]. Then, the subproblem,
which is a constrained shortest path problem, is solved by applying a k-shortest path
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algorithm. Gronalt and Hirsch [2007] applied a modified version of the Unified Tabu
Search heuristic to solve a restricted variant of the LTSP in which the number of
trips between each forest area and each wood mill is given. The same assumption is
used by El Hachemi et al. [2008] who develop a hybrid method combining Integer
programming (IP) and Constraint Programming (CP) where the IP model generates
optimal routes in term of deadheading, while CP deals with the scheduling part
and takes into account the synchronization constraints between trucks and loaders.
Flisberg et al. [2009] and Andersson et al. [2008] proposed a two-phase solution
approach that transforms the LTSP into a standard vehicle routing problem with
time windows. The first phase determines the flow of wood from supply points to
demand points, while the second phase combines transport nodes into routes. The
dispatching procedure that continuously updates the trucks routes during the day is
based on the previous work of Ro¨nnqvist et Ryan [1995] and Ro¨nnqvist et al. [1998]
that generates one trip at a time.
With respect to numerical experiments, Murphy [2003] presents a case study
with an average 9 trucks and 35 transport tasks per day, while Palmgren et al.
[2003] have solve two case studies for Sweden forest industry : one with 6 trucks and
39 transport tasks, and another one with 28 trucks and approximately 85 transport
tasks. Gronalt and Hirsch [2007] solved random problems with 30 transport tasks
and 10 trucks. El Hachemi et al. [2008] deal with daily problems having up to 18
trucks and 70 transport tasks. Finally, Flisberg et al. [2009] and Andersson et al.
[2008] have solved substanstially larger instances ranging from 188 transport tasks
to about 2.500 full truckloads with 15 to 110 trucks. In this paper we solve weekly
problems having up to ≈ 700 transport tasks. For a more detailed description of
optimization problems in the forest sector, we refer the reader to Ro¨nnqvist [2003]
and D’Amours et al. [2008] .
There are many applications in which vehicles must be synchronized. This occurs
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in distribution systems when a vehicle cannot pick-up a load until another vehicle
has first delivered it, or in urban mass transit systems when drivers have to change
buses at so-called relief points (see Freling et al. [2003] and Haase et al. [2001]).
Bredstro¨m and Ro¨nnqvist [2008] present a mathematical programming model for the
combined vehicle routing and scheduling problem with additional precedence and
synchronization constraints. To illustrate the practical significance of the temporal
precedence and synchronization constraints, the authors test their approach with the
homecare staff scheduling problem (see Everborn et al. [2006] and Everborn et al.
[2009]) where, in some customer visits, it requires that two staff members occurs
simultaneously or in given order. They discuss the importance of synchronization
constraints in the airline industry, for example in a modified version of the fleet
assignment problem, there is a need to state that the same flight must departure
on the same time on each day to get a robust schedule. They also discuss the need
of coordination between harvesters and forwarders in the forestry context. Since
forwarding can only be done once harvesting has been performed. With respect to
the LTSP, the authors discuss the requirement to synchronize trucks (without crane)
and loaders, since these loaders often serve several stands and move between these
in order to load trucks.
5.4 Solution Approach
In this paper, we focus on developing a solution method to solve a modified
version of the weekly LTSP allowing the wood mills to operate in just in time mode.
El Hachemi et al. [2009] propose a hybrid local search (LS)/CP method to deal with
this problem. However, new challenges as lunch breaks, supply constraints and home
bases of trucks motivated us to search a new model adapted to the daily problem,
and representing as much as possible the reality, and being faster than the LS/CP
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approach.
A two phase approach has been used in this paper. The first one which we call
“tactical problem” consists in solving an IP formulation taking into account demand,
supply and stock constraints. In this step, restrictions are on time availability of
trucks. This phase yields seven daily LTSP (from Monday to Sunday). For each daily
problem, there is a fixed set of transportation requests to perform. The implicit mo-
dels have proven their effectiveness in solving multiple variants of the shift scheduling
problem (see Aykin [1996], Bechtolds and Jacobs [1990], and Rekik et al. [2004]),
this has motivated our research in this direction. We propose an implicit flow based
IP model to address these issues, where each component of a truck trip has been
represented in the network as an arc. We used Cplex 11 to solve the two phases.
5.4.1 The Tactical Problem
In this part, we present our tactical planning model where we take into conside-
ration the fact that different wood products must be shipped to wood mills. These
multi-products demand constraints rise from the fact that many wood mills order
logs in specific lenghts and diameters to produce given final products and the fact
that the properties of wood are strongly related to the particilar tree that yields it,
i.e., for example, softwood in general is preferred over hardwood when wood is used
to manufacture lumber, plywood and other wood-based panels. Thus, the logs are
sorted into different assortments that depend on species, usage, quality and dimen-
sion. Each supply points consists of a given assortment group (up to 3 products in
our case) and each demand point present a requirement of a given assortment group.
In general, the inventory is known at the beginning of the week since it is the stock
associated with the last day of the previous week. In some cases, when the demands
at wood mills and supplies at forest areas remain constant during a long period co-
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vering many weeks, it is judicious to generate a weekly solution that can be repeated
in the whole period. To achieve this goal, we impose that inventory of the first day
is equal to the inventory of the last day of the week.
5.4.1.1 Parameters
F : the set of forest areas.
M : the set of wood mills.
P : the set of forest products.
J : the set of days of the week.
Slp : the daily maximum number of full truckloads of product p
that can be stocked per wood mill.
U : the daily upper bound on the number of full truckloads that
can be transported from any forest area.
L : the daily lower bound on the number of full truckloads that
must be transported from any forest area if it is opened.
Djmp : the demand of product p at wood mill m, in day j.
Sfp : the supply of product p at forest area f in the week.
cfm : the travelling cost between forest area f and wood mill m.
C∗ : the daily fixed cost of opening any forest area.
5.4.1.2 Variables
Ojf : A binary variable equal to 1 if forest area f is opened day j.
T jfmp : An integer variable representing the number of full truckloads
of product p from supply point f to wood mill m on day j.
Kjmp : An integer variable representing the number of full truckloads
of product p stocked at wood mill m on day j.
5.4.1.3 The tactical model
The IP formulation of the tactical problem is as follows :
Min
∑
j∈J
∑
f∈F
C∗Ojf +
∑
j∈J
∑
f∈F
∑
m∈M
cfmT
j
fmp
subject to
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Kjmp ≤ S
l
p, ∀m ∈M, ∀p ∈ P, ∀j ∈ J (5.4.1)
Kj−1mp +
∑
f∈F
T jfmp = D
j
mp +K
j
mp, ∀m ∈M, ∀p ∈ P, ∀j ∈ J (5.4.2)
∑
j∈J
∑
m∈M
T jfmp ≤ Sfp, ∀f ∈ F, ∀p ∈ P (5.4.3)
∑
m∈M
∑
p∈P
T jfmp ≤ U ·O
j
f , ∀f ∈ F, ∀j ∈ J (5.4.4)
∑
m∈M
∑
p∈P
T jfmp ≥ L ·O
j
f , ∀f ∈ F, ∀j ∈ J (5.4.5)
In this part, the objective function is to minimize the sum of the opening cost
of forest areas and the full truckloads cost and finally. We decide to set C∗ >> cfm,
so that the optimizer seeks to minimize the number of sites in operation during the
week. This will induce global control over daily log-loaders waiting times, since no
costs are attributed in this model to inactive loader during the whole day.
Constraint (5.4.1) ensures that the daily stock of any product at any wood mill
respects the maximum limit fixed. Constraint (5.4.2) specifies that demand is satisfied
over the whole week. Constraint (5.4.3) expresses the fact that we respect the amount
of supply available of each product at each forest area. Constraint (5.4.4) represents
the fact that each loader has a finite capacity to load logs (a loader cannot exceed
a number of loads per day). Constraint (5.4.5) indicates that if a loader is operating
during one day, it must work at least for some minimum time.
5.4.2 Phase 2 : The Daily Synchronized Log-Truck Schedu-
ling Problem
We present an implicit IP model to deal with the daily synchronized log-truck
scheduling problem (SLTSP) that is very close to a network flow formulation. Each
component (activity) of a truck trip (deadhead, loading, loaded travel, unloading) is
116
modeled as an arc in a network, as well as truck waiting times (see Figure 5.2). We
decide to represent waiting arcs only at wood mills in order to avoid symmetry, since
we have less wood mills than forest areas. For each regional base, we assume that we
have a homogeneous fleet of trucks.
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5.4.2.1 Parameters
B : the set of all bases.
cl : the cost of waiting time of a log-loader per unit of time.
ca : the cost associated with arc a (empty driven arcs and trucks
waiting times).
tl : the loading time of one shipment.
tu : the unloading time of one shipment.
H : the optimization horizon.
T sa : the starting time associated with arc a.
T ea : the ending time associated with arc a.
tripfm : the number of full truckloads to perform between forest area
f and wood mill m.
Lb(f,m) : the set of loaded trip arcs linking forest area f and wood mill
m and associated with base b.
Lb : ∪f∈F ∪m∈M L
b
(f,m) the set of loaded trip arcs associated with
base b.
A+(sb) : the set of exiting arcs from the source node sb associated with
base b.
A−(tb) : the set of entering arcs into the sink node tb associated with
base b.
A+(i) : the set of exiting arcs from the node i.
A−(i) : the set of entering arcs into the node i.
ATf,b : the set of loading arcs (ab) loading at forest area f and associa-
ted with base b, such that their starting times T sab ∈ [T, T + tl[.
T ≤ H .
ATm,b : the set of unloading arcs (ab) unloading at wood mill m and
associated with base b, such that their starting times T sab ∈
[T, T + tu[. T ≤ H .
Cbf : the set of loading arcs associated with forest area f and base
b.
Cb : ∪f∈FC
b
f the set of loading arcs associated with base b.
Db : the set of unloading arcs associated with base b.
Eb : the set of empty driven arcs associated with base b.
W b : the set of truck waiting arcs associated with base b.
N b : the set of nodes associated with base b.
nbV b : the number of trucks of base b.
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5.4.2.2 Variables
xab : A binary variable if arc ab ∈ ∪b∈BC
b ∪ Db ∪ Eb ∪ Lb and an
integer variable bounded by nbV b if ab ∈W
b.
tminf : the starting time of log-loader associated with forest area f .
tmaxf : the ending time of log-loader associated with forest area f .
5.4.2.3 Flow based model
Min
∑
b∈B
∑
ab∈Eb∪W b
cabxab +
∑
f∈F
cl(t
max
f − t
min
f )
∑
ab∈A+(sb)
xab = nbV
b, ∀b ∈ B (5.4.6)
∑
ab∈A+(sb)
xab =
∑
ab∈A−(tb)
xab , ∀b ∈ B (5.4.7)
∑
ab∈A+(ib)
xab =
∑
ab∈A−(ib)
xab , ∀b ∈ B, ∀ib ∈ Nb − {sb, tb} (5.4.8)
∑
b∈B
∑
ab∈A
T
f,b
xab ≤ 1, ∀f ∈ F, ∀T ≤ H (5.4.9)
∑
b∈B
∑
ab∈A
T
m,b
xab ≤ 1, ∀m ∈M, ∀T ≤ H (5.4.10)
(H − T sab)xab ≤ H − t
min
f , ∀b ∈ B, ∀f ∈ F, ∀ab ∈ C
b
f (5.4.11)
T eabxab ≤ t
max
f , ∀b ∈ B, ∀f ∈ F, ∀ab ∈ C
b
f (5.4.12)
∑
b∈B
∑
ab∈L
b
(f,m)
xab = tripfm, ∀f ∈ F, ∀m ∈M (5.4.13)
xab ∈ {0, 1} , ∀b ∈ B, ∀ab ∈ C
b ∪Db ∪Eb ∪ Lb (5.4.14)
xab ∈
{
0, 1, 2, ..., nbV b
}
, ∀b ∈ B, ∀ab ∈W
b (5.4.15)
The objective function is to minimize the daily deadheads and waiting time cost
of trucks and the forest log-loaders. Constraint (5.4.6) allows to respect the available
fleet of vehicles related to each regional base. Constraints (5.4.7) and (5.4.8) are
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Figure 5.2 – Network Arcs Formulation Model
flow conservation constraints related to each base. Constraints (5.4.9) and (5.4.10)
ensure that each loader is serving one truck at once. Constraints (5.4.11) and (5.4.12)
compute the starting time and ending time of each forest log-loader. Constraints
(5.4.13) indicate the daily number of requests to perform. Finally, constraints (5.4.14)
and (5.4.15) express the fact that except waiting time arcs all the others have a
capacity of 1.
The forest companies express the need to ensure for each truck a break of one
hour between 11h and 15h at any wood mill, where drivers can take their lunches
and trucks can be refueled. To satisfy this new constraint, we divide the network in
two parts at wood mills nodes, one before the break and one after. The arcs linking
both of parts represent break activities of trucks and have a duration of one hour as
specified by the forest companies (See Figure 5.3).
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Figure 5.3 – Enriched Network Model
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5.4.2.4 Discretization
The discretization step is one of the basic and important parameter of the model,
since the precision of solution is strongly related to it. But one of the major interests
of our study is that we can exploit the fact that loading and unloading times are
approximatively equal (around 20 minutes, even if, in practice, loading takes a little
bit more time than unloading). This property allows us to choose the discretization
step equal to the loading time, thus it leads to simplify or even remove constraints
(5.4.9) and (5.4.10) from the model, especially, in the case where we have only one
regional base, making sure that each log-loader can not serve two different trucks or
more at the same time is automatically enforced by the flow conservation constraints,
and the unit capacity on the loading arc.
5.4.2.5 Branching strategy
We developed a branching strategy that we called a “Start as Late End as Early”
(SLEE) based on reducing forest loaders waiting time cost in order to minimize the
waiting time cost component of the objective function. We focused on forest loaders
waiting time since one hour log-loader waiting time costs approximately the double
compared to a truck. To address this issue, we put forward selecting two loading arcs
(variables) belonging to the same forest area in two directions (see Figure 5.4), so that
we favor branching alternatively on the earliest and the later fractional loading arcs
(variables). This strategy leads to reduce the working time for each forest log-loader,
and since the daily requests in the second phase are known in advance (a result of
phase 1), this will induce the minimization of forest log-loaders waiting times.
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Figure 5.4 – Branching Strategy
5.5 Experimental Results
We received two different case studies provided by Fpinnovations (FERIC1 divi-
sion). Both of them involve six forest areas and five wood mills. The first case study
counts approximately 400 shipments (logs) per week, and has an average cycle time
of about 4 hours to transport a shipment, while the second case counts approximately
700 shipments per week with an average cycle time of about 5, 5 hours to transport
a shipment. Both cases count three different products to transport. We receive from
Fpinnovation an approximation of costs adapted to the case studies. In these test
1The Forest Engineering Research Institute of Canada is a private, not-for-profit research and
development organization whose goal is to improve Canadian forestry operations related to the
harvesting and transportation of wood, and the growing of trees, within a framework of sustainable
development.
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cases each truck costs $60 per hour if it is waiting and $70 if it is travelling. However,
each loader costs more than a truck : $100 for one hour when it is waiting. Each
case has three different fleet sizes (from 14 to 16 trucks for the first case and from 30
to 32 for the second one). For each of these scenarios, we performed three tests, the
first one with only one regional base, the second one with three regional bases and
the last one with a home base associated with each truck. For each instance, we used
two step-sizes (10 minutes and 20 minutes). Finally, all daily SLTSPs have been run
exactly for 3 minutes initially and then 10 minutes. In the first phase, we fixed the
computational time to 5 minutes, and we report that the first case study has been
solved optimally within less than 1 minute and half, while for the second case we
obtain a solution presenting 4.5% of gap.
We compare the default Cplex 11 branching strategy with the SLEE strategy re-
lated to the proposed previous model (arc formulation model). Looking at all tables,
and by considering that one strategy is better than the other if its total cost is at least
0.1% less than the other one, we notice that globally in 55% of instances the SLEE
strategy outperforms Cplex 11 default branching strategy, whereas the opposite is
true only for 14% of instances. Looking at the results step-size by step-size, and based
on Tables 5.1 and 5.3 and Tables 5.2 and 5.4, we remark that the SLEE strategy is
clearly better than the Cplex 11 default branching strategy with 10 minutes step-
size, while this superiority is not clearly perceived with 20 minutes step-size since
both methods are equivalent for 44% of related instances. Although, for the same
number of cases (44% of instances) we obtained that the SLEE strategy outperforms
the default one. To explain this, we believe that the fact of choosing 20 minutes as
a step-size simplifies the problem in the sense that we have fewer arcs (variables)
and especially, fewer constraints. Thus, the simplicity in the model allows the two
methods to be quasi equivalent (particularly for a large computational time 10 mi-
nutes) with a slight advantage for the SLEE strategy. The last observation leads us
124
to consider the comparison between the two methods with respect to the computa-
tional time. Looking at tables 5.1, 5.2, 5.3 and 5.4, we notice that for 3 minutes of
computational time for each daily problem, the SLEE strategy is absolutely better
than the default one (in 70% of cases). However, once again the difference between
the two methods is balanced when we have 10 minutes of computation time. Thus,
we can state that the SLEE strategy leads quickly to good quality solution. But,
with enough computational time, this strategy can become aggressive in the sense
of reducing working time of each forest loader, and this will leads to a deterioration
of the routing part. We believe it is that what happens in the instances where the
default strategy outperforms the SLEE one. To conclude the comparison between
the two branching methods, we remark that the SLEE strategy has led in almost all
tests to the solution with the lowest cost in terms of waiting time, this is clearly the
consequence of promoting branching reducing the forest-loaders waiting times.
Theoretically, the optimal solution associated with 10 minutes step-size must be
better than the optimal solution with 20 minutes, such as the case of the results of
the second case study with one regional base where the best solution found with the
first step-size (10 minutes) outperforms the second one. However, in other scenarios,
the opposite happened, this is explained by the fact that the solutions found with
10 minutes step-size are a little far from the optimum compared to those of the 20
minutes step-size, (the gap clearly confirms this deduction, see tables 5.1, 5.2, 5.3
and 5.4). This difference in the solution quality between the two step-sizes is not
surprising, since the 10 minutes step-size model counts more variables (arcs) and
constraints. Hence, for these reasons the linear relaxation of the 10 minutes discre-
tization takes more time to solve and consequently, we explore less branching nodes
within the time limit with the first step of discretization. Looking at the behavior
of the gap, we find that it increases when the number of bases increases, which is
normal since the problem size (constraints and variables) also increases. We observed
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that the average gap decreases in the big instances (cas study 2) compared to small
instances (cas study 1) (see tables 5.1, 5.2, 5.3 and 5.4). Bramel and Simchi-Levi
[1997] have discussed for the set covering formulations for the vehicle routing problem
with time windows the impact of the size of instances on the gap. They demonstrate
that the relative gap between fractional and integer solutions of the problem becomes
arbitrarily small as the number of customers increases.
As said at the beginning, our tests are divided in three categories, the first one is
associated with a single regional base, the second one associated with three regional
bases and the last one associated with a base for each truck. Concerning this last
family, we report that we were unable to find any feasible solution for all instances,
except the scenarios with 10 minutes of computational time and 20 minutes step-
size of the first case study. We believe that with the constraints imposing that each
truck must have its related base, the arc flow formulation becomes too large and the
model is no longer implicit. We believe that it would be better to consider a column
generation approach in this case to take advantage from the problem structure and
especially, the block diagonal matrix structure.
The main weakness of our approach consists in the fact that the more we re-
fine the discretization of data, the more the model size increases (since both num-
ber of arcs and constraints increase). Finding a technique to generate less arcs and
constraints when we refine the discretization of data is thus the subject of future
research.
5.6 Conclusion
In this paper, we described a two phase method to solve the weekly Log-Truck
Scheduling Problem, that includes the just-in-time delivery policy, which is of great
interest to the industry.
126
Table 5.1 – Results with one base and 20 minutes step discretization
Case nbV Time(min) Default branching strategy SLEE strategy
Gap % Waiting $ Total $ Gap % Waiting $ Total $
Case1
14
3 5.9 3833 66316 4.7 2766 65300
10 4.5 2700 65323 4.4 2533 65113
15
3 4.4 2733 66066 4.1 2700 65863
10 3.2 2100 65310 3.4 1966 65270
16
3 3.2 2166 66190 3.1 1866 66010
10 2.2 1667 65623 2.7 1633 65776
Case2
30
3 1.3 4060 162320 1.3 4033 162330
10 1.2 4060 162303 1.3 4000 162326
31
3 1.1 3387 163130 1.1 3306 163106
10 0.8 3220 162934 1 3206 163006
32
3 0.8 3386 164063 0.9 2986 164036
10 0.7 3286 163960 0.8 2920 163970
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Table 5.2 – Results with one base and 10 minutes step discretization
Case nbV Time(min) Default branching strategy SLEE strategy
Gap % Waiting $ Total $ Gap % Waiting $ Total $
Case1
14
3 9.8 7210 69306 9.1 6710 68933
10 8.1 5633 67990 7.8 5666 67920
15
3 7.8 5266 68616 7.2 5253 68270
10 5.6 3033 66653 6.1 4400 67353
16
3 7.2 5150 68973 5.1 3533 67333
10 5.7 3783 67720 4.5 3133 66880
Case2
30
3 2 4043 162140 2 4016 162206
10 1.8 3826 161923 1.9 3816 162006
31
3 1.8 3750 162833 1.6 3263 162433
10 1.6 3616 162643 1.6 3246 162416
32
3 1.7 3840 163830 1.4 3276 163343
10 1.4 3473 163406 1.4 3176 163243
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Table 5.3 – Results with three bases and 20 minutes step discretization
Case nbV Time(min) Default branching strategy SLEE strategy
Gap % Waiting $ Total $ Gap % Waiting $ Total $
Case1
14
3 9.6 6946 69233 9 6233 68710
10 7.6 5146 67573 7.6 5133 67560
15
3 8.1 6073 69016 7.8 5666 68880
10 6.8 4933 67880 7.2 5366 68336
16
3 7.1 5566 69173 6.7 5000 68746
10 5 3633 67356 5.1 3633 67356
Case2
30
3 2.4 4480 163013 2.2 4246 162663
10 2 4133 162430 1.9 3600 162146
31
3 2 4226 163486 1.7 3606 162973
10 1.7 3833 162913 1.7 3753 162913
32
3 1.7 3920 164046 1.6 4000 163933
10 1.5 3500 163780 1.5 3280 163750
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Table 5.4 – Results with three bases and 10 minutes step discretization
Case nbV Time(min) Default branching strategy SLEE strategy
Gap % Waiting $ Total $ Gap % Waiting $ Total $
Case1
14
3 12.6 9643 71810 13.7 10340 72560
10 10.6 7733 69960 11.2 8286 70333
15
3 10.9 8226 71173 10.9 8093 71016
10 9.6 7363 70296 9.6 7153 70106
16
3 9.3 7066 70873 9.3 7133 70743
10 7.8 5876 69560 7.7 5710 69356
Case2
30
3 4.5 8136 166333 3.6 6270 164603
10 2.7 5063 163033 2.6 4953 162980
31
3 3.8 6883 166086 3.9 7070 166136
10 2.4 4653 163656 2.1 4213 163100
32
3 3.2 5706 166143 2.9 5650 165706
10 1.8 3676 163723 2.1 4280 164326
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Table 5.5 – Results with a base for each truck and 20 minutes step discre-
tization
Case nbV Time(min) Default branching strategy SLEE strategy
Gap % Waiting $ Total $ Gap % Waiting $ Total $
Case1
14
3 – – – – – –
10 11 8266 70583 10.8 7686 70363
15
3 – – – – – –
10 9.3 7167 70126 9.3 7100 69956
16
3 – – – – – –
10 7.4 5833 69416 7.5 6000 69536
The first phase determines the optimal full truckloads destinations (from forests
area to wood mills) by minimizing the loaded transportation and opening forest areas
costs and solved by the Cplex 11 default branching strategy. This phase yields to
seven daily SLTSPs. To deal with this, we developed a model called “arcs formulation
model” and a branching strategy called “SLEE”. In order to increase accuracy of the
data, we reduce the discretization step. Consequently, we increase the complexity of
the linear relaxation of the model. Computational experiments show that the SLEE
strategy provides higher quality of solutions rapidly compared to the Cplex 11 default
strategy.
Other research directions involve solving the problem in one step, using the
lagrangian relaxation approach by relaxing all constraints that link two successive
days. We are planning to produce robust solutions by including stochasticity in dis-
placements times, loading and unloading times. We orient our research to deal with
additional constraints as the drivers rests or changeovers and a home base of each
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truck, we believe that column generation approach may be benificial in this context.
Finally, we will try to solve the daily problem continuously during the day in a real
time approach.
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CHAPITRE 6 : CONCLUSION
Dans cette the`se, nous nous sommes inte´resse´ au proble`me de construction d’ho-
raire de camions et chargeuses en contexte forestier SLTSP applique´ a` l’industrie
forestie`re canadienne. Il s’agit d’un proble`me de transport inte´grant la tourne´e et
l’horaire de camions avec celle des chargeuses en tenant compte des contraintes de
synchronisation (entre camions et chargeuses) pour re´duire les couˆts d’attentes des
camions et des chargeuses en foreˆts. C’est l’apport pre´dominant de notre recherche.
Nous avons e´tabli trois mode`les diffe´rents associe´s au SLTSP, un mode`le PPC,
un autre RLBC et finalement un mode`le en nombres entiers. Les deux premie`res
contributions de cette the`se se sont focalise´es sur la PPC, puisque celle-ci s’est ave´-
re´e efficace pour traiter les proble`mes d’ordonnancement durant les deux dernie`res
de´cennies.
Au chapitre 3, nous avons pre´sente´ une de´composition naturelle du SLTSP jour-
nalier se´parant la partie tourne´e de celle d’horaire. Ainsi, nous avons de´veloppe´ un
mode`le en nombres entiers, base´ sur un flot a` couˆt minimum dans un re´seau, per-
mettant de ge´rer la partie tourne´e des camions en minimisant les couˆts des voyages
a` vide, sachant que, dans la re´alite´, les camions commencent et finissent leur journe´e
dans une base re´gionale. Nous avons relaxe´ cette contrainte de fac¸on a` ce que les
ve´hicules puissent commencer et finir leur travail journalier a` n’importe quelle usine.
Le mode`le PPC de´crit dans ce meˆme chapitre assure l’horaire des camions et char-
geuses en tenant compte des contraintes de synchronisation. Pre´cisons que, au niveau
du proble`me journalier, nous avons veille´ a relaxe´ les contraintes de changements de
chauffeurs effectue´s apre´s 12 heures de conduite et celles relatives aux pauses repas
en usines. La communication (hybridation) entre les deux mode`les est e´tablie via
des contraintes de cardinalite´ dites globales (GCC). A` notre connaissance, c’est la
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premie`re fois qu’une telle hybridation est re´alise´e, ce qui constitue notre contribution
majeure dans cette premie`re partie. Il s’est ave´re´ parfois que la structure de tourne´e
qu’on impose peut induire beaucoup d’attente. Pour e´viter ces cas, nous avons in-
troduit de la perturbation via un coefficient de pe´nalite´ dans le mode`le en nombres
entiers, tout en pre´servant sa structure de flot a` couˆt minimum et en gardant les
meˆmes me´canismes de communication entre les deux mode`les.
Dans le chapitre 4, nous avons re´solu la version hebdomadaire du SLTSP en
deux phases. La premie`re permet d’e´tablir les voyages pleins de la semaine en ayant
comme objectif principal la minimisation du nombre de sites ouverts et le couˆt des
voyages pleins. A` la sortie de cette phase, sept SLTSPs journaliers sont ge´ne´re´s du
lundi au dimanche. Dans la phase deux, nous avons mode´lise´ le SLTSP journalier
de deux manie`res : la premie`re me´thode reprend exactement le mode`le PPC de la
premie`re contribution et la deuxie`me me´thode s’appuie sur les concepts de la RLBC.
En effet, plusieurs variables de de´cision peuvent eˆtre conside´re´es comme des variables
incre´mentales, ce qui a amplement simplifie´ la recherche locale. Encore une fois,
la strate´gie de re´solution a consiste´ a` se´parer la partie de la tourne´e et celle de
l’ordonnancement (horaire des camions et chargeuses). Ainsi, la tourne´e des camions
est controˆle´ par cinq voisinages classiques largement utilise´s dans les proble`mes de
tourne´es de ve´hicules. L’horaire des camions et des chargeuses est assure´ par un
algorithme glouton au niveau du mode`le RLBC et occasionellement par le solveur
PPC de COMET1.1. Enfin, il est a` noter que les contraintes relaxe´es dans ce chapitre
sont les meˆmes que celles relaˆche´es auparavant au chapitre 3.
Dans le chapitre 5, nous avons pre´sente´ le SLTSP hebdomadaire qui consiste a`
de´terminer les tourne´es des camions et a` construire leurs horaires, en tenant compte
de la synchronisation avec les chargeuses en foreˆts. Typiquement, les instances les
plus larges que nous avons traite´es comptent environ 700 demandes par semaine, une
flotte de 32 camions, 5 usines et 6 sites forestiers. La dernie`re contribution dont fait
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e´tat le chapitre 5 reprend a` quelques de´tails pre`s la premie`re phase de la me´thode
de´crite au chapitre 4. La seule diffe´rence est que nous avons ge´re´ au niveau de cette
dernie`re contribution les contraintes de stocks en foreˆts. Dans la deuxie`me phase qui
repre´sente les SLTSPs journaliers, nous avons inte´gre´ deux nouvelles contraintes :
chaque route de camion commence et finit a` la base associe´e au camion en question et
garantit au chauffeur du camion d’avoir une pause de´jeuner ente 11h et 15h, dans une
usine. Un mode`le en nombres entiers inte´grant a` la fois la partie tourne´e et horaire des
camions et chargeuses a permis l’obtention d’excellents re´sultats. Trois explications
sont derrie`re les performances de ce mode`le. La premie`re re´side dans la structure tre`s
proche d’un proble`me de flot a` couˆt minimum dans un re´seau, la seconde repose sur
le fait que la gestion des chargeuses est automatiquement assure´e par les contraintes
de conservation de flots et de capacite´s combine´es au choix de discre´tisation, ce
qui entraˆıne que le nombre de contraintes est inde´pendant des lots a` transporter et
la troisie`me consiste dans le fait que les camions sont ge´re´s implicitement dans le
mode`le, ce qui a permis une forte re´duction de la syme´trie. Une comparaison ente les
deux me´thodes, celles du chapitre 4 et 5 a mene´ a` la conclusion qu’avec le dernier
mode`le nous obtenons de meilleurs re´sultats sur des instances identiques. De plus,
nous avons une garantie (gap) qui mesure la qualite´ de la solution entie`re par rapport
a` une borne infe´rieure donne´e par la relaxation line´aire.
6.1 Limites et difficulte´s de l’e´tude
Il faut dire qu’une partie importante de ce projet s’est focalise´e sur la de´finition
des contraintes de me´tiers associe´es au contexte canadien. A` ce niveau, nous avons
affronte´ plusieurs difficulte´s a` statuer correctement toutes les contraintes et les couˆts
du proble`me. Il n’e´tait pas tre`s clair s’il fallait associer une base a` chaque camion,
puisque les camions sont la proprie´te´ de transporteurs inde´pendants. Toutefois, nous
avons pris en conside´ration cette contrainte dans la dernie`re contribution, en spe´ci-
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fiant que chaque camion est affecte´ a` sa base re´gionale.
L’acce`s aux donne´es fut parfois difficile, surtout au niveau de l’information exacte
du nombre de chargeuses disponibles a` chaque site. Par de´faut, nous avons conside´re´
que dans chaque site et chaque usine une chargeuse est disponible. Cette hypothe`se
adopte´e dans le premier article ne repre´sente pas toujours la re´alite´. En effet, cer-
taines foreˆts posse`dent plus d’une chargeuse, alors que parfois plusieurs foreˆts n’en
disposent que d’une seule. Les temps de parcours archive´s par les contremaˆıtres in-
cluent les pauses et les temps d’attentes. Il e´tait complique´ de pouvoir extraire les
vraies donne´es concernant les distances, les temps d’attentes, les temps de chargement
et de de´chargement.
Durant tout le projet, nous avons conside´re´ que le chargement total s’effectuait
dans un seul point de chargement. Cela est vrai pour la plupart des types de bois
transporte´s au Canada. Cependant, pour le bois de grande valeur, il n’y a pas toujours
assez de quantite´ dans un seul site pour former un chargement total. Les approches
de´veloppe´es au cours de cette the`se ne sont pas en mesure de traiter ce genre de
proble`me. Nous n’avons pas, non plus, inte´gre´ a` notre e´tude les contraintes lie´es aux
changements et aux repos des chauffeurs. Ce qui, compte tenu des re´glementations
qui organisent le secteur de transport forestier, constitue un handicap.
Malheureusement, nous e´tions incapable d’extraire les vrais couˆts des solutions
manuelles fournies par FPInnovations, pour la meˆme raison cite´e auparavant, a` sa-
voir l’impossibilite´ de distinguer les temps de parcours des temps d’attentes et des
pauses. Il faut signaler e´galement que les contraintes supple´mentaires respecte´es par
les planificateurs des compagnies forestie`res (changements de chauffeurs, camions au-
tochargeur, remplissage de carburants) ne sont pas ge´re´es par nos approches, ce qui
peut biaiser toute forme de comparaison entre nos solutions et celles de FPInno-
vations. Finalement, les difficulte´s financie`res de l’industrie forestie`re ont oblige´ de
leur part le partenaire avec qui nous devions effectuer la validation technique de nos
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re´sultats a` suspendre ses ope´rations.
6.2 Directions de recherches
Ce travail de recherche forme un plan de gestion du transport forestier journalier
et hebdomadaire. Cependant, il serait inte´ressant d’inte´grer les contraintes de chan-
gements de chauffeurs quand la route de´passe la limite maximale qu’un camionneur
peut parcourir. Naturellement, nous pourrons nous inspirer des travaux de Flisberg
et al. [2009] et de ceux d’ Andersson et al. [2008] qui ont cre´e´ des noeuds de transport
mode´lisant les changements de chauffeurs dans un re´seau adapte´ au LTSP.
Il serait aussi pertinent de tester la relaxation lagrangienne pour re´soudre le
proble`me hebdomadaire. En effet, les contraintes de stocks et de demandes repre´-
sentent les contraintes liantes de notre mode`le SLTSP hebdomadaire. En relaˆchant
ces contraintes dans l’objectif, nous obtenons un proble`me facile (flot a` couˆt mini-
mum). Nous pensons qu’une bonne strate´gie ge´rant la mise a` jour des multiplicateurs
de Lagrange me`nera fort probablement a` des solutions entie`res re´alisables de tre`s
bonne qualite´.
En conclusion, FPInnovations a souleve´ l’inte´reˆt des compagnies forestie`res pour
le de´veloppement d’algorithmes et logiciels permettant de re´soudre le proble`me du
transport forestier avec horaire en temps re´el. Nous pre´voyons utiliser la dernie`re
approche de cette the`se comme plan global ge´rant le transport forestier journalier
et hebdomadaire. Par la suite, on espe`re e´laborer des algorithmes rapides qui vien-
dront corriger toutes les variations et impre´vus susceptibles d’apparaˆıtre durant le
de´roulement du plan.
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ANNEXE A : MODE`LES EN COMET ET
IMPLEMENTATION
Dans cet annexe, nous reprenons, en premier lieu, les mode`les du chapitre 4, non pas
tels quels, mais conforme´memt au logiciel COMET. Le premier mode`le planifie les
voyages pleins de la semaine, alors que le deuxie`me construit la tourne´e et l’horaire
des camions.
Mode`le tactique
Solver<LS> m() ;
var {bool} openjf (m) ∀j ∈ J, ∀f ∈ F
var {int} stockjwp(m, 0..S
max) ∀j ∈ J, ∀w ∈W, ∀p ∈ P
var {int} tripjfwp(m, 0..T
max) ∀j ∈ J, ∀f ∈ F, ∀w ∈W, ∀p ∈ P
FunctionSum<LS> OS(m) ;
OS.post(C∗openjf ) ∀j ∈ J ∀f ∈ F
+OS.post(cfwtrip
j
fwp) ∀j ∈ J, ∀f ∈ F, ∀w ∈W, ∀p ∈ P
ConstraintSystem<LS> Sys(m) ;
Sys.post(stockjwp ≤ S
max
p ) ∀j ∈ J, ∀w ∈W, ∀p ∈ P
149
Sys.post(stockj−1wp +
∑
f∈F
tripjfwp = D
j
wp + stock
j
wp) ∀j ∈ J, ∀w ∈W, ∀p ∈ P
Sys.post(
∑
w∈W
∑
p∈P
tripjfwp ≤ U.open
j
f ) ∀j ∈ J, ∀f ∈ F
Sys.post(
∑
w∈W
∑
p∈P
tripjfwp ≥ L.open
j
f ) ∀j ∈ J, ∀f ∈ F
m.close() ;
Mode`le jounalier
Solver<LS> m() ;
var {int}StartPr(m, 0..T ) ∀r ∈ R
var {int}StartDr(m, 0..T ) ∀r ∈ R
var {int}Precr(m, I) ∀r ∈ O
var {int}EndPr(m, 0..T )← StartPr + dp ∀r ∈ R
var {int}EndDr(m, 0..T )← StartDr + dd ∀r ∈ R
var {int}WaitMr(m, 0..T )← StartDr −D[Mr, Fr]−EndPr ∀r ∈ R
var {int}WaitFr(m, 0..T )← StartPr −D[MPrecr , Fr]−EndDPrecr ∀r ∈ R
var {int}StartFf (m, 0..T )← min(StartPr), ∀r ∈ R : Fr = f
var {int}EndFf (m, 0..T )← max(EndPr), ∀r ∈ R : Fr = f
FunctionSum<LS> OS(m) ;
OS.post(cdD[MPrecr , Fr] + ct(WaitMr +WaitFr)) ∀r ∈ R
+OS.post(cl(EndFf − StartFf )) ∀f ∈ F
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ConstraintSystem<LS> Sys(m) ;
Sys.post(
∣∣StartPr1 − StartPr2
∣∣ ≥ dp), ∀r1, r2 ∈ R : Fr1 = Fr2
Sys.post(
∣∣StartDr1 − StartDr2
∣∣ ≥ dd), ∀r1, r2 ∈ R :Mr1 =Mr2
Sys.post(EndDr ≤ T ) ∀r ∈ R
Sys.post(alldifferent(Prec))
Sys.post(Precr 6= r), ∀r ∈ R
Sys.post(WaitMr ≥ 0), ∀r ∈ R
Sys.post(WaitFr ≥ 0), ∀r ∈ R
m.close() ;
En second lieu, nous pre´sentons le code, en COMET, de certaines fonctions tels
l’algorithme glouton, la fonction qui retrouve le plus court chemin entre deux noeuds,
etc.
Fonction plus court chemin entre deux noeuds
function int[] Dijk(int noeud_depart, int[,] dist, int noeud_arrive)
{
int test = 1;
int dim = dist.sz(0);
range vy = 0..(dim-1);
set{int} S[1..1];
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forall(i in vy: i != noeud_depart)
{
S[1].insert(i);
\\ Tous les noeuds du graphe mise a` part
le noeud de de´part choisi sont
inse´re´s dans l’ensemble S
}
range VY = 0..dim;
int chemin[vy,vy] = -1;
forall(i in vy)
{
chemin[i,0] = noeud_depart;
}
int pi[vy] = 0;
forall(x in vy: x != noeud_depart)
{
pi[x] = dist[noeud_depart,x];
\\ Calcul la distance entre le noeud
de de´part choisi et n’importe quel
autre noeud du graphe
}
while(test > 0)
{
if(S[1].getSize() > 0)
{
selectMin(x in S[1])(pi[x])
\\ On se´lectionne le noeud le
plus proche du noeud de de´part
appartenant a` S (on utilise selectMin de COMET)
{
S[1].delete(x); \\ On le retire de l’ensemble S
int position = 0;
while(chemin[x,position] != -1)
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{
position++;
}
chemin[x,position] = x;
forall(y in S[1])
{
if(pi[y] > pi[x] + dist[x,y])
{
pi[y] = pi[x] + dist[x,y];
\\ Pour chaque noeud y,
on met a` jour la plus petite
distance le se´parant du noeud de de´part
forall(k in vy)
{
chemin[y,k] = chemin[x,k];
\\ Retrace le plus court
chemin a` date entre le
noeud de de´part et le noeud y
}
}
}
}
}
else
{
test = 0;
}
}
int theway[VY] = 0;
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\\ On initialise le plus court
chemin entre le noeud de de´part et celui d’arrive´e
forall(k in vy)
{
theway[k] = chemin[noeud_arrive,k];
\\ Le plus court chemin entre le noeud de de´part
et le noeud d’arrive´e
}
theway[dim] = pi[noeud_arrive];
\\ A` la fin du plus court chemin, on met la valeur de la
de la distance se´parant les deux noeuds
return theway;
}
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Heuristique gloutonne d’horaire de camions
function int[,] greedy_schedule(int[,] lot, int[] Si, int[] Us,
int nv, int nbT, int _nbS, int _nbU, int[,] Dt,
int[] Udepart, int time_c, int time_d)
{
int NBT = nbT;
int nbS = _nbS;
int nbU = _nbU;
range sites = 0..(nbS-1);
range usines = 0..(nbU-1);
range S = 0..nbS;
range U = 0..nbU;
range veh = 0..(nv-1);
range VEH = 0..(2*nv-1);
range activites = 0..(NBT-1);
\\ On initialise tous les parame`tres dont on a besoin
int St_C[veh,activites] = -1;
int St_D[veh,activites] = -1;
\\ On initialise le de´but des activite´s de chargement
et de´chargement associe´es aux camions
int schedule[VEH,activites] = 0;
\\ On initialise l’horaire que retourne cette fonction
int ctr[veh] = 0;
\\ Un compteur par camion permettant de traiter dans
l’ordre les reque^tes de chaque camion
int dly[veh] = 0;
\\ Un de´lai par camion permettant de retarder
l’horaire de chaque activite´ (chargement ou
de´chargement) lorsque la chargeuse associe´e
n’est pas disponible
int nbact = 1;
int horizon = 1000;
range Horizon = 0..horizon;
\\ L’horizon de l’horaire
int Sbusy[S,Horizon] = 0;
int Ubusy[U,Horizon] = 0;
\\ Deux matrices retournant l’e´tat (disponible ou occupe´e)
de chaque chargeuse en fore^t ou usine
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forall(i in veh)
{
int k = 0;
while(lot[i,k] >= 1 && lot[i,k] <= nbT)
{
if(k >=1)
{
St_C[i,k] = Dt[Us[lot[i,k-1]],Si[lot[i,k]]]+St_D[i,k-1]+time_d;
St_D[i,k] = St_C[i,k] + time_c + Dt[Us[lot[i,k]],Si[lot[i,k]]];
k++;
}
\\ On initialise le de´but de chaque chargement
et de´chargement sans tenir compte des chargeuses
else
{
St_C[i,k] = Dt[Usdepart[i],Si[lot[i,k]]];
St_D[i,k] = St_C[i,k]+time_c+Dt[Us[lot[i,k]],Si[lot[i,k]]];
k++;
}
}
}
while(nbact <= NBT)
{
selectMin(i in veh: St_C[i,ctr[i]] >= 0 )(St_C[i,ctr[i]] + dly[i])
{
\\ On se´lectionne le camion ayant le plus petit temps de de´but
de chargement non encore traite´
while(Sbusy[Si[lot[i,ctr[i]]],St_C[i,ctr[i]] + dly[i]] == 1)
{
dly[i] = dly[i] + 1;
}
\\ On retarde le de´but de chaque chargement si
la chargeuse associe´e est occupe´e
Sbusy[Si[lot[i,ctr[i]]],St_C[i,ctr[i]] + dly[i]] = 1;
St_C[i,ctr[i]] = St_C[i,ctr[i]] + dly[i];
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while(Ubusy[Us[lot[i,ctr[i]]],St_D[i,ctr[i]] + dly[i]] == 1)
{
dly[i] = dly[i] + 1;
}
\\ On retarde le de´but de chaque de´chargement si
la chargeuse associe´e est occupe´e
Ubusy[Us[lot[i,ctr[i]]],St_D[i,ctr[i]] + dly[i]] = 1;
St_D[i,ctr[i]] = St_D[i,ctr[i]] + dly[i];
ctr[i] = ctr[i] + 1;
}
nbact++;
}
forall(i in veh)
{
forall(k in activites)
{
schedule[i,k] = St_C[i,k];
schedule[i+nv,k] = St_D[i,k];
}
}
\\ On retourne l’horaire de manie`re a` ce que les premie`res (nv)
lignes repre´sentent le temps de de´but des chargements,
alors que les dernie`res (nv) lignes repre´sentent le temps
de de´but des de´chargements
return schedule;
}
