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Abstract. We construct a family of PBWD (Poincaré-Birkhoff-Witt-Drinfeld) bases for
the quantum loop algebras Uv(Lsln), Uv1,v2(Lsln), Uv(Lsl(m|n)) in the new Drinfeld realiza-
tions. This proves conjectures of [HRZ, Z1] and generalizes the corresponding result of [Ne].
The key ingredient in our proofs is the interplay between these quantum affine algebras and
the corresponding shuffle algebras, which are trigonometric counterparts of the elliptic shuffle
algebras of [FO1]–[FO3]. Our approach is similar to that of [E] in the formal setting, but the
key novelty is an explicit shuffle algebra realization of the corresponding algebras, which is of
independent interest. We use the latter to introduce certain integral forms of these quantum
affine algebras and construct PBWD bases for them, which is crucially used in [FT2] to study
integral forms of type A shifted quantum affine algebras. The rational counterparts provide
shuffle algebra realizations of the type A (super) Yangians. Finally, we also establish the
shuffle algebra realizations of the integral forms of [Gr, CP].
1. Introduction
1.1. Summary.
The quantum loop algebras Uv(Lg) (aka quantum affine algebras with trivial central charge)
admit two well-known presentations: the standard Drinfeld-Jimbo and the new Drinfeld real-
izations. The PBW property for the former has been established 25 years ago in the works
of J. Beck, see [B1, B2]. In the latter case of the new Drinfeld realization, such results seem
to be missing in the literature to our surprise. The only case we found addressed is the type
A quantum loop algebras and their two-parameter generalizations, see [HRZ, Theorem 3.11].
However, the proof of that theorem is missing in loc.cit. This gap has been also noticed in
[Z1, Z2], where a much weaker version has been established for the quantum loop superalgebra
Uv(Lsl(m|n)) of [Y] by straightforward tedious arguments.
The goal of this paper is to fill in this gap by constructing a family of PBWD bases for
the aforementioned quantum algebras and their integral forms. This is accomplished by es-
tablishing the shuffle realization of their positive halves (following the ideas of [FO1]–[FO3]),
which constitutes another main result of the paper. We note that the corresponding shuffle
realization of U>v (Lsln) can be implicitly deduced from [Ne], but we provide an alternative
simpler proof which also works for the other two cases of U>v1,v2(Lsln), U
>
v (Lsl(m|n)) as well
as for the integral forms U>v (Lsln),U>v1,v2(Lsln),U
>
v (Lsl(m|n)).
Let us point out right away both the similarities and the differences between the current
work and a much older paper [E] of B. Enriquez. In [E], the author has established similar
results for the quantum affine algebras in the formal setting, that is, when working over C[[~]]
rather than over C(v). In particular, the PBW theorem has been proved in [E, Theorem 1.3],
using an embedding of U>~ (Lg) into the corresponding type g shuffle algebra S
(g) [E, Corol-
lary 1.4], with the image S¯(g) ⊂ S(g) being the subalgebra generated by degree 1 components.
In type A, this coincides with our Proposition 3.4. However, the heart of our shuffle algebra
1
ar
X
iv
:1
80
8.
09
53
6v
3 
 [m
ath
.R
T]
  2
0 M
ay
 20
19
2 ALEXANDER TSYMBALIUK
isomorphism is the proof of the equality S¯(g) = S(g), at least, for g = sln (and similarly for
g = sl(m|n)). This proves the (corrected) conjectural description of S¯(g) of [E, Remark 3.16].
We expect that similar arguments should provide PBWD bases of Uv(Lg) as well as establish
their shuffle realizations, at least, for simply-laced simple g, which shall be discussed elsewhere.
In contrast, the PBWD theorem for the Yangian Y (g) of any semisimple Lie algebra g has
been established long time ago in [Le].
A particular PBWD basis of the integral form Uv(Lsln) (closely related to the RTT integral
form of Uv(Lgln)) is used in [FT2] to define an integral form of type A shifted quantum affine
algebras of [FT1], see Remarks 2.12, 2.24. An important family of elements of that integral
form, which is crucially used in [FT2], appear manifestly via their shuffle realizations (3.39).
As another particular case, viewing Uv(Lsln) as a “vertical” subalgebra of the quantum
toroidal algebra Uv,v¯(g¨ln), we recover the PBWD basis of Uv(Lsln) from [Ne], see Remark 3.24.
Finally, let us make a few general comments about the PBWD bases constructed in this
paper. As was pointed out to us by P. Etingof, the linear independence of the ordered mono-
mials of (2.14) which is established in Section 3.2.2 can be immediately deduced by using the
PBW property of U(sln[t, t−1]) as well as flatness of the deformation, cf. [E, Theorem 1.3].
However, we provide technical details as they are needed both for Section 3.2.3 and for the
generalizations to the two-parameter and super-cases. At that point, we should note that while
the two-parameter quantum affine algebras have been extensively studied since the original
work [HRZ], see [JL, JZ1, JZ2] for a partial list of references (see also [Ta, BW1, BW2, JMY]
for the case of two-parameter quantum finite groups), not many results have been estab-
lished for them. In particular, it is still an open question whether these are flat deformations
of the corresponding universal enveloping algebras. In [JZ2], an isomorphism between the
Drinfeld-Jimbo and the new Drinfeld realizations of these algebras has been established (gen-
eralizing [HRZ, Theorem 3.12] for type A), see Remark 4.8, but it is not known how the
construction of the PBW basis of [B1, B2] can be generalized to the former realization.
1.2. Outline of the paper.
• In Section 2.1, we recall the new Drinfeld realization of the quantum loop algebra Uv(Lsln)
and the triangular decomposition for it, see Proposition 2.9.
In Section 2.2, we introduce the PBWD basis elements eβ(r), fβ(r) of (2.11) and use them
to construct the ordered PBWD monomials eh, fh of (2.14). We construct the PBWD bases
for U<v (Lsln), U>v (Lsln) and Uv(Lsln) in Theorems 2.15 and 2.17.
In Section 2.3, we introduce integral forms U>v (Lsln),U<v (Lsln) as the C[v,v−1]-subalgebras
generated by e˜β(r), f˜β(r) of (2.18). We construct the PBWD bases for U<v (Lsln),U>v (Lsln)
as well as prove their independence of any choices in Theorem 2.19. Following Remark 2.24,
the integral form Uv(Lsln) of the entire Uv(Lsln) introduced in Definition 2.20 is identified
with the RTT integral form Urttv (Lsln), which is used in [FT2] to establish Theorem 2.22. The
latter implies the triangular decomposition for Urttv (Lsln) of Corollary 2.23.
• In Section 3.1, we introduce the shuffle algebra S(n), which may be viewed as a trigono-
metric degeneration of the elliptic shuffle algebra of Feigin-Odesskii, see [FO1]–[FO3]. An
embedding Ψ: U>v (Lsln) ↪→ S(n) of Proposition 3.4 is a “simple version” of the shuffle real-
ization of U>v (Lsln) (which was used in [E] in the formal setting). The “hard version” of the
shuffle realization, Theorem 3.5, establishes that Ψ is an algebra isomorphism.
In Section 3.2, we prove simultaneously Theorems 2.15 and 3.5. The key tool is the family
of the specialization maps φd of (3.12), while the main technical computations using φd and
the combinatorics of the shuffle algebra are presented in Lemmas 3.14, 3.15, 3.19.
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In Section 3.3, we introduce a certain integral form S(n) of the shuffle algebra S(n), see
Definition 3.31. While that construction looks rather cumbersome, it exactly matches the
integral form U>v (Lsln) under the isomorphism Ψ, see Theorem 3.34. In Proposition 3.36, we
summarize the two key properties of S(n) which play the crucial role in [FT2].
In Section 3.4, we prove simultaneously Theorems 2.19 and 3.34 following the arguments of
Section 3.2. The proofs essentially boil down to the n = 2 case, see Lemmas 3.40, 3.41.
• In Section 4, we generalize the key results of Sections 2, 3 to the two-parameter quantum
loop algebras U>v1,v2(Lsln) of [HRZ]. We construct the PBWD bases for U
>
v1,v2(Lsln) in
Theorem 4.3, thus, proving the conjecture of [HRZ], see Remark 4.4. We construct the PBWD
bases for the integral form U>v1,v2(Lsln) in Theorem 4.7. Finally, we also establish the shuffle
realization of U>v1,v2(Lsln) in Theorem 4.10.• In Section 5, we generalize the key results of Sections 2, 3 to the quantum loop superalgebra
U>v (Lsl(m|n)) of [Y]. We construct the PBWD bases for U>v (Lsl(m|n)) in Theorem 5.6, thus,
proving the conjecture of [Z1], see Remark 5.7. We construct the PBWD bases for the integral
form U>v (Lsl(m|n)) in Theorem 5.10.
In Section 5.4, we introduce the corresponding shuffle algebra S(m|n) and establish the
isomorphism U>v (Lsl(m|n)) ∼−→S(m|n) in Theorem 5.17. The key new features of S(m|n) are:
–its elements are now symmetric and skew-symmetric in different families of variables,
–additional wheel conditions appear.
• In Section 6.1, we recall the Yangian Y >~ (sln) and its Drinfeld-Gavarini subalgebra
Y>~ (sln), as well as the PBWD bases for those, see Theorems 6.5, 6.8.
In Section 6.2, we introduce a rational counterpart W¯ (n) of the shuffle algebra S(n), equipped
with an embedding Ψ: Y >~ (sln) ↪→ W¯ (n). However, it is no longer an isomorphism, and we
establish explicit descriptions of the images of Y >~ (sln),Y
>
~ (sln) in Theorems 6.20, 6.27, see
also Definitions 6.17, 6.25.
• In Section 7.1, we recall the super Yangian Y >~ (sl(m|n)) and its Drinfeld-Gavarini subal-
gebra Y>~ (sl(m|n)), as well as the PBWD bases for those, see Theorems 7.7, 7.8.
In Section 7.2, we introduce the rational counterpart W¯ (m|n) of the shuffle algebra S(m|n),
equipped with an embedding Y >~ (sl(m|n)) ↪→ W¯ (m|n). The latter is not an isomorphism,
and we establish explicit descriptions of the images of Y >~ (sl(m|n)),Y>~ (sl(m|n)) in Theo-
rems 7.15, 7.16, see also Definition 7.14.
• In Section 8.1, we recall another integral form U>v (Lsln) of [Gr] and establish the PBWD
basis for it as well as a shuffle realization, see Theorems 8.5, 8.8. We also recall the integral
form Uv(Lsln) of [CP] and establish the PBWD property for it.
In Section 8.2, we discuss the generalizations of Sections 5, 7 to the case of nonisomorphic
Dynkin diagrams of the Lie superalgebras A(m,n). That shall be discussed further in [Ts].
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2. Quantum loop algebra Uv(Lsln) and its integral form Uv(Lsln)
2.1. Quantum loop algebra Uv(Lsln).
Let I = {1, . . . , n − 1}, (cij)i,j∈I be the Cartan matrix of sln, and v be a formal variable.
Following [D1], define the quantum loop algebra of sln (in the new Drinfeld presentation),
denoted by Uv(Lsln), to be the associative C(v)-algebra generated by {ei,r, fi,r, ψ±i,±s}r∈Z,s∈Ni∈I
with the following defining relations:
[ψi (z), ψ
′
j (w)] = 0, ψ
±
i,0 · ψ∓i,0 = 1, (2.1)
(z − vcijw)ei(z)ej(w) = (vcijz − w)ej(w)ei(z), (2.2)
(vcijz − w)fi(z)fj(w) = (z − vcijw)fj(w)fi(z), (2.3)
(z − vcijw)ψi (z)ej(w) = (vcijz − w)ej(w)ψi (z), (2.4)
(vcijz − w)ψi (z)fj(w) = (z − vcijw)fj(w)ψi (z), (2.5)
[ei(z), fj(w)] =
δij
v − v−1 δ
( z
w
) (
ψ+i (z)− ψ−i (z)
)
, (2.6)
ei(z)ej(w) = ej(w)ei(z) if cij = 0,
[ei(z1), [ei(z2), ej(w)]v−1 ]v + [ei(z2), [ei(z1), ej(w)]v−1 ]v = 0 if cij = −1,
(2.7)
fi(z)fj(w) = fj(w)fi(z) if cij = 0,
[fi(z1), [fi(z2), fj(w)]v−1 ]v + [fi(z2), [fi(z1), fj(w)]v−1 ]v = 0 if cij = −1,
(2.8)
where [a, b]x := ab− x · ba and the generating series are defined as follows:
ei(z) :=
∑
r∈Z
ei,rz
−r, fi(z) :=
∑
r∈Z
fi,rz
−r, ψ±i (z) :=
∑
s≥0
ψ±i,±sz
∓s, δ(z) :=
∑
r∈Z
zr.
Let U<v (Lsln), U>v (Lsln), and U0v(Lsln) be the C(v)-subalgebras of Uv(Lsln) generated by
{fi,r}r∈Zi∈I , {ei,r}r∈Zi∈I , and {ψ±i,±s}s∈Ni∈I , respectively. The following is standard:
Proposition 2.9 ([He]). (a) (Triangular decomposition of Uv(Lsln)) The multiplication map
m : U<v (Lsln)⊗C(v) U0v(Lsln)⊗C(v) U>v (Lsln) −→ Uv(Lsln)
is an isomorphism of C(v)-vector spaces.
(b) The algebra U>v (Lsln) (resp. U<v (Lsln) and U0v(Lsln)) is isomorphic to the C(v)-algebra
generated by {ei,r}r∈Zi∈I (resp. {fi,r}r∈Zi∈I and {ψ±i,±s}s∈Ni∈I ) with the defining relations (2.2, 2.7)
(resp. (2.3, 2.8) and (2.1)).
2.2. PBWD bases of Uv(Lsln).
Let {αi}n−1i=1 be the standard simple positive roots of sln, and ∆+ denote the set of positive
roots: ∆+ = {αj + αj+1 + . . .+ αi}1≤j≤i≤n−1. Consider the following total ordering on ∆+:
αj + αj+1 + . . .+ αi ≤ αj′ + αj′+1 + . . .+ αi′ iff j < j′ or j = j′, i ≤ i′. (2.10)
For every β ∈ ∆+, pick a total ordering β on Z. This gives rise to the total ordering on
∆+ × Z: (β, r) ≤ (β′, r′) iff β < β′ or β = β′, r β r′.
For every pair (β, k) ∈ ∆+ × Z, we make the following three choices:
(1) a decomposition β = αi1 + . . .+ αip such that [· · · [eαi1 , eαi2 ], · · · , eαip ] is a non-zero root
vector eβ of sln (here eαi denotes the standard Chevalley generator of sln);
(2) a decomposition r = r1 + . . .+ rp with ri ∈ Z;
(3) a sequence (λ1, . . . , λp−1) ∈ {v,v−1}p−1.
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We define the PBWD basis elements eβ(r) ∈ U>v (Lsln) and fβ(r) ∈ U<v (Lsln) via
eβ(r) := [· · · [[ei1,r1 , ei2,r2 ]λ1 , ei3,r3 ]λ2 , · · · , eip,rp ]λp−1 ,
fβ(r) := [· · · [[fi1,r1 , fi2,r2 ]λ1 , fi3,r3 ]λ2 , · · · , fip,rp ]λp−1 .
(2.11)
In particular, eαi(r) = ei,r and fαi(r) = fi,r. Note that eβ(r) and fβ(r) degenerate to the
corresponding root generators eβ ⊗ tr and fβ ⊗ tr of sln[t, t−1] = sln ⊗C C[t, t−1] as v → 1,
hence, the terminology.
Remark 2.12. The following particular choice features manifestly in [FT2] (cf. Remark 4.4):
eαj+αj+1+...+αi(r) := [· · · [[ej,r, ej+1,0]v, ej+2,0]v, · · · , ei,0]v,
fαj+αj+1+...+αi(r) := [· · · [[fj,r, fj+1,0]v, fj+2,0]v, · · · , fi,0]v.
(2.13)
Let H denote the set of all functions h : ∆+ × Z→ N with finite support. The monomials
of the form
eh :=
→∏
(β,r)∈∆+×Z
eβ(r)
h(β,r) and fh :=
←∏
(β,r)∈∆+×Z
fβ(r)
h(β,r) with h ∈ H (2.14)
will be called the ordered PBWD monomials of U>v (Lsln) and U<v (Lsln), respectively.
Our first main result establishes the PBWD property of U>v (Lsln) and U<v (Lsln) (cf. [Le]):
Theorem 2.15. (a) The ordered PBWD monomials {eh}h∈H form a C(v)-basis of U>v (Lsln).
(b) The ordered PBWD monomials {fh}h∈H form a C(v)-basis of U<v (Lsln).
The proof of Theorem 2.15 is presented in Section 3.2 and is based on the shuffle approach.
Let us relabel the Cartan generators via ψi,r :=
{
ψ+i,r, if r ≥ 0
ψ−i,r, if r < 0
, so that (ψi,0)−1 = ψ−i,0,
and pick a total ordering on {ψi,r}r∈Zi∈I . Let H0 denote the set of all functions g : I × Z → Z
with finite support and such that g(i, r) ≥ 0 for r 6= 0. The monomials of the form
ψg :=
→∏
(i,r)∈I×Z
ψ
g(i,r)
i,r with g ∈ H0 (2.16)
will be called the ordered PBWD monomials of U0v(Lsln).
According to Proposition 2.9(b), the ordered PBWDmonomials {ψg}g∈H0 form a C(v)-basis
of U0v(Lsln). Combining this with Theorem 2.15 and Proposition 2.9(a), we finally get:
Theorem 2.17. The elements{
fh− · ψh0 · eh+ | h−, h+ ∈ H,h0 ∈ H0
}
form a C(v)-basis of the quantum loop algebra Uv(Lsln).
2.3. Integral form Uv(Lsln) and its PBWD bases.
Following the above notations, define e˜β(r) ∈ U>v (Lsln) and f˜β(r) ∈ U<v (Lsln) via
e˜β(r) := (v − v−1)eβ(r), f˜β(r) := (v − v−1)fβ(r). (2.18)
We also define e˜h, f˜h via the formula (2.14) but using e˜β(r), f˜β(r) instead of eβ(r), fβ(r).
Define integral forms U>v (Lsln) and U<v (Lsln) as the C[v,v−1]-subalgebras of U>v (Lsln) and
U<v (Lsln) generated by {e˜β(r)}r∈Zβ∈∆+ and {f˜β(r)}r∈Zβ∈∆+ , respectively.
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The above definition of integral forms U>v (Lsln),U<v (Lsln) depends on all the choices (1)–(3)
made when defining eβ(r), fβ(r) in (2.11). Our next result establishes that they are actually
independent of these choices and posses PBWD bases analogous to those of Theorem 2.15.
Theorem 2.19. (a) The subalgebras U>v (Lsln),U<v (Lsln) are independent of all our choices.
(b) The ordered PBWD monomials {e˜h}h∈H form a basis of a free C[v,v−1]-module U>v (Lsln).
(c) The ordered PBWD monomials {f˜h}h∈H form a basis of a free C[v,v−1]-module U<v (Lsln).
The proof of Theorem 2.19 is presented in Section 3.4 and is based on the shuffle approach.
Let U0v(Lsln) be the C[v,v−1]-subalgebra of U0v(Lsln) generated by {ψ±i,±s}s∈Ni∈I . Due to
Proposition 2.9(b), the ordered PBWD monomials {ψg}g∈H0 of (2.16) form a basis of a free
C[v,v−1]-module U0v(Lsln).
Definition 2.20. Define the integral form Uv(Lsln) as the C[v,v−1]-subalgebra of Uv(Lsln)
generated by {e˜β(r), f˜β(r)}r∈Zβ∈∆+ ∪ {ψ±i,±s}s∈Ni∈I .
Remark 2.21. Due to Theorem 2.19(a), the definition of Uv(Lsln) is independent of any choices.
The following result is proved in [FT2, Theorem 3.54] (cf. Theorem 2.17):
Theorem 2.22 ([FT2]). The elements{
f˜h− · ψh0 · e˜h+ | h−, h+ ∈ H,h0 ∈ H0
}
form a basis of a free C[v,v−1]-module Uv(Lsln).
In view of Theorem 2.19, this gives rise to the triangular decomposition of Uv(Lsln):
Corollary 2.23. The multiplication map
m : U<v (Lsln)⊗C[v,v−1] U0v(Lsln)⊗C[v,v−1] U>v (Lsln) −→ Uv(Lsln)
is an isomorphism of C[v,v−1]-modules.
We conclude this section with the remark regarding the gln-counterpart:
Remark 2.24. (a) It is often more convenient to work with the quantum loop algebra of gln,
denoted by Uv(Lgln), which is roughly speaking obtained by adding one more Cartan current.
Its integral form Uv(Lgln) is defined analogously to Uv(Lsln) of Definition 2.20, and also admits
a triangular decomposition Uv(Lgln) ' U<v (Lgln)⊗C[v,v−1] U0v(Lgln)⊗C[v,v−1] U>v (Lgln). Here
U<v (Lgln) ' U<v (Lsln),U>v (Lgln) ' U>v (Lsln),U0v(Lgln) ⊃ U0v(Lsln).
(b) The proof of Theorem 2.22 presented in [FT2] crucially utilizes the identification of
Uv(Lgln) and the RTT integral form Urttv (Lgln) of [FRT] (see [FT2, 3(ii), Proposition 3.42])
under the C(v)-algebra isomorphism Uv(Lgln) ' Urttv (Lgln)⊗C[v,v−1] C(v) of [DF].
(c) Let us point out that the integral form Uv(Lgln) provides a quantization of the thick slice†W0 of [FT1, 4(viii)], see [FT2, Remark 3.61]. More precisely, we have
Uv(Lgln)/(v − 1) ' C
[
t±ji[±r]
]r≥0
1≤j,i≤n
/
(
〈t+ij [0], t−ji[0], t±kk[0]t∓kk[0]− 1〉1≤k≤n1≤j<i≤n
)
. (2.25)
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3. Shuffle algebra realizations of U>v (Lsln) and U>v (Lsln)
In this section, we establish the shuffle algebra realizations of U>v (Lsln) and U>v (Lsln)
(hence, the independence of the latter of all choices made, Theorem 2.19(a)), and use those
to prove Theorems 2.15(a), 2.19(b). As the assignment ei,r 7→ fi,r (i ∈ I, r ∈ Z) gives rise to
a C(v)-algebra antiisomorphism U>v (Lsln)→ U<v (Lsln) (resp. a C[v,v−1]-algebra antiisomor-
phism U>v (Lsln) → U<v (Lsln)) mapping ordered PBWD monomials of the source to non-zero
multiples of ordered PBWD monomials of the target, Theorems 2.15(b), 2.19(c) follow as well.
3.1. Shuffle algebra S(n).
We follow the notations of [FT1, Appendix I(ii)] (cf. [Ne]).1 Let Σk denote the symmetric
group in k elements, and set Σ(k1,...,kn−1) := Σk1 × · · · ×Σkn−1 for k1, . . . , kn−1 ∈ N. Consider
an NI -graded C(v)-vector space S(n) =
⊕
k=(k1,...,kn−1)∈NI
S(n)k , where S
(n)
(k1,...,kn−1) consists of Σk-
symmetric rational functions in the variables {xi,r}1≤r≤kii∈I . We fix an I × I matrix of rational
functions (ζi,j(z))i,j∈I ∈ MatI×I(C(v)(z)) via ζi,j(z) := z−v
−cij
z−1 . Let us now introduce the
bilinear shuffle product ? on S(n): given F ∈ S(n)k and G ∈ S(n)l , define F ? G ∈ S(n)k+l via
(F ? G)(x1,1, . . . , x1,k1+l1 ; . . . ;xn−1,1, . . . , xn−1,kn−1+ln−1) := k! · l!×
SymΣk+l
F ({xi,r}1≤r≤kii∈I )G({xi′,r′}ki′<r′≤ki′+li′i′∈I ) · i′∈I∏
i∈I
r′>ki′∏
r≤ki
ζi,i′(xi,r/xi′,r′)
 . (3.1)
Here k! :=
∏
i∈I ki!, while for f ∈ C({xi,1, . . . , xi,mi}i∈I) we define its symmetrization via
SymΣm(f)({xi,1, . . . , xi,mi}i∈I) :=
1
m!
·
∑
(σ1,...,σn−1)∈Σm
f
({xi,σi(1), . . . , xi,σi(mi)}i∈I) .
This endows S(n) with a structure of an associative unital algebra with the unit 1 ∈ S(n)(0,...,0).
We will be interested only in the subspace of S(n) defined by the pole and wheel conditions:
• We say that F ∈ S(n)k satisfies the pole conditions if
F =
f(x1,1, . . . , xn−1,kn−1)∏n−2
i=1
∏r′≤ki+1
r≤ki (xi,r − xi+1,r′)
, where f ∈ (C(v)[{x±1i,r }1≤r≤kii∈I ])Σk . (3.2)
• We say that F ∈ S(n)k satisfies the wheel conditions2 if
F ({xi,r}) = 0 once xi,r1 = vxi+,s = v2xi,r2 for some , i, r1, r2, s, (3.3)
where  ∈ {±1}, i, i+  ∈ I, 1 ≤ r1, r2 ≤ ki, 1 ≤ s ≤ ki+.
Let S(n)k ⊂ S(n)k denote the subspace of all elements F satisfying these two conditions and
set S(n) :=
⊕
k∈NI
S
(n)
k . It is straightforward to check that the subspace S
(n) ⊂ S(n) is ?-closed.
The shuffle algebra
(
S(n), ?
)
is related to U>v (Lsln) via the following construction:
3
1These are trigonometric counterparts of the elliptic shuffle algebras of Feigin-Odesskii [FO1]–[FO3].
2Following [FO1]–[FO3], the role of wheel conditions is exactly to replace rather complicated Serre relations.
3In the formal setting (when working over C[[~]] rather than over C(v)) this goes back to [E, Corollary 1.4].
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Proposition 3.4. The assignment ei,r 7→ xri,1 (i ∈ I, r ∈ Z) gives rise to an injective C(v)-
algebra homomorphism Ψ: U>v (Lsln)→ S(n).
Proof. The assignment ei,r 7→ xri,1 is compatible with relations (2.2, 2.7), hence, it gives rise
to a C(v)-algebra homomorphism Ψ: U>v (Lsln)→ S(n), due to Proposition 2.9(b).
The injectivity of Ψ follows from the general arguments based on the existence of a non-
degenerate pairing on the source and a pairing on the target compatible with the former one
via Ψ. This is explained in details in [Ne, Lemma 2.20, Proposition 2.30, Proposition 3.8]. 
The following result follows from its much harder counterpart [Ne, Theorem 1.1], but we will
derive an alternative simpler proof as a corollary of our proof of Theorem 2.15, see Remark 3.23:
Theorem 3.5. Ψ: U>v (Lsln)
∼−→S(n) is a C(v)-algebra isomorphism.
One of the benefits of our proof of Theorem 3.5 is that it will be directly generalized to
establish the isomorphisms of Theorems 4.10 and 5.17 below, for which we cannot refer to [Ne].
3.2. Proof of Theorem 2.15(a).
Our proof of Theorem 2.15(a) will proceed in two steps: first, we shall establish the linear
independence4 of the ordered PBWD monomials in Section 3.2.2, and then we will verify that
they linearly span the entire algebra in Section 3.2.3 (note that usually the order of these two
steps is opposite in the proof of PBW-type theorems). But before proceeding to the general
case, we will first establish the result for n = 2 in Section 3.2.1.
3.2.1. Proof of Theorem 2.15(a) for n = 2.
For k ∈ N, set [k]v := vk−v−kv−v−1 and [k]v! := [1]v · · · [k]v. We start from the following simple
computation in the shuffle algebra S(2) (we shall denote variables x1,r simply by xr):
Lemma 3.6. For any k ≥ 1 and r ∈ Z, the k-th power of xr ∈ S(2)1 equals
xr ? · · · ? xr = v−k(k−1)/2[k]v!/k! · (x1 · · ·xk)r. (3.7)
Proof. The proof is by induction in k. The case k = 1 is obvious. Applying the induction
assumption to the (k − 1)-st power of xr, the proof of (3.7) boils down to the verification of
k∑
i=1
j 6=i∏
1≤j≤k
xj − v−2xi
xj − xi = 1 + v
−2 + v−4 + . . .+ v−2(k−1). (3.8)
The left-hand side is a rational function in {xi}ki=1 of degree 0 and without poles, hence, a
constant. To evaluate this constant, let xk → ∞: the last term tends to v−2(k−1), while the
sum of the first k − 1 terms tends to 1 + v−2 + . . . + v−2(k−2) by the induction assumption,
which results in the total constant 1 + v−2 + v−4 + . . .+ v−2(k−1) = v1−k[k]v. 
Theorem 2.15(a) for n = 2 is equivalent to the following result:
Lemma 3.9. For any total ordering  on Z, the ordered monomials {er1er2 · · · erk}r1···rkk∈N
form a C(v)-basis of U>v (Lsl2).
4As pointed out in the introduction, the linear independence can be deduced from the general arguments
based on the flatness of the deformation and the PBW property of U(sln[t, t−1]). However, the specialization
maps of Section 3.2.2 and formulas (3.16, 3.17) are needed to prove that {eh}h∈H span U>v (Lsln). We will use
the same approach for two-parameter quantum loop algebra, for which the general argument does not apply.
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Proof. For r1 = · · · = rk1 ≺ rk1+1 = · · · = rk1+k2 ≺ · · · ≺ rk1+...+kl−1+1 = · · · = rk1+...+kl , set
k := k1+. . .+kl and choose σ ∈ Σk so that rσ(1) ≤ · · · ≤ rσ(k). Then xr1 ?· · ·?xrk is a symmet-
ric Laurent polynomial of the form νrm(rσ(1),...,rσ(k))(x1, . . . , xk) +
∑
νr′mr′(x1, . . . , xk). Here
m•(•) are the monomial symmetric polynomials, the sum is over r′ = (r′1 ≤ · · · ≤ r′k) satisfying
rσ(1) ≤ r′1 ≤ r′k ≤ rσ(k), νr′ ∈ C[v,v−1], and νr is given by νr = 1k!
∏l
i=1(v
−ki(ki−1)/2[ki]v!), due
to Lemma 3.6. Recall that {m(s1,...,sk)(x1, . . . , xk)}s1≤···≤sk form a C(v)-basis of C[{x±1i }ki=1]Σk .
Since S(2)k ' C[{x±1i }ki=1]Σk as vector spaces, this implies that {xr1 ? xr2 ? · · · ? xrk}r1···rkk∈N
form a C(v)-basis of S(2). Combining this with the injectivity of Ψ, we get the result. 
3.2.2. Linear independence of eh.
For an ordered PBWD monomial eh of (2.14), define its degree deg(eh) = deg(h) ∈ N
n(n−1)
2
as a collection of dβ :=
∑
r∈Z h(β, r) ∈ N (β ∈ ∆+) ordered with respect to the total order-
ing (2.10) on ∆+. We consider the lexicographical ordering on N
n(n−1)
2 :
{dβ}β∈∆+ < {d′β}β∈∆+ iff there is γ ∈ ∆+ such that dγ > d′γ and dβ = d′β for all β < γ.
Define the degree of a linear combination
∑
h∈H cheh (with only finitely many coefficients
ch ∈ C being non-zero) as max{deg(eh)|ch 6= 0}.
Assuming that {eh}h∈H are not linearly independent, pick a nontrivial linear combination∑
h∈H cheh which is zero and is of the minimal possible degree, denoted d = {dβ}β∈∆+ .
Applying Ψ of Proposition 3.4, we get
∑
h∈H chΨ(eh) = 0. Note that each element Ψ(eh)
is homogeneous with respect to the NI -grading. Hence, without loss of generality, we may
assume that all elements {Ψ(eh)|ch 6= 0} are of the same NI -degree, denoted k.
In what follows, we shall need an explicit formula for Ψ(eβ(r)):
Lemma 3.10. For 1 ≤ j < i < n and r ∈ Z, we have
Ψ(eαj+αj+1+...+αi(r)) = (1− v2)i−j
p(xj,1, . . . , xi,1)
(xj,1 − xj+1,1) · · · (xi−1,1 − xi,1) ,
where p(xj,1, . . . , xi,1) is a degree r+ i− j monomial, up to a sign and an integer power of v.
Proof. Straightforward computation. 
Example 3.11. We have p(xj,1, . . . , xi,1) = xr+1j,1 xj+1,1 · · ·xi−1,1 for the choice of (2.13).
For β = αj + αj+1 + . . . + αi, define j(β) := j, i(β) := i. We will use [β] to denote the
integer interval [j(β); i(β)], while the length of [β] is defined as i(β) − j(β) + 1. Consider a
collection of the intervals {[β]}β∈∆+ each taken with a multiplicity dβ ∈ N and ordered with
respect to the total ordering (2.10) on ∆+ (the order inside each group is irrelevant), denoted
by ∪β∈∆+ [β]dβ . Define l ∈ NI via l :=
∑
β∈∆+ dβ[β]. Let us now define the specialization map
φd : S
(n)
l −→ C(v)[{y±1β,s}
1≤s≤dβ
β∈∆+ ]. (3.12)
Split the variables {xi,r}1≤r≤lii∈I into
∑
β dβ groups corresponding to the above intervals, and
specialize those in the s-th copy of [β] to v−j(β) ·yβ,s, . . . ,v−i(β) ·yβ,s in the natural order (the
variable xk,• gets specialized to v−kyβ,s). For F =
f(x1,1,...,xn−1,ln−1 )∏n−2
i=1
∏1≤r′≤ki+1
1≤r≤ki (xi,r−xi+1,r′ )
∈ S(n)l , define
φd(F ) as the corresponding specialization of f . Note that φd(F ) is independent of our splitting
of the variables {xi,r}1≤r≤lii∈I into groups and is symmetric in {yβ,s}
dβ
s=1 for any β ∈ ∆+.
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Example 3.13. Let l = (1, 1, 1, 0, . . . , 0) ∈ NI and F = x
a
1,1x
b
2,1x
c
3,1
(x1,1−x2,1)(x2,1−x3,1) ∈ S
(n)
l . Let us
compute the images of F under all possible specialization maps:
(a) If the specialization corresponds to a single positive root β = α1 + α2 + α3, then φd(F ) is
a function of a single variable yβ,1 and equals (v−1yβ,1)a(v−2yβ,1)b(v−3yβ,1)c.
(b) If the specialization corresponds to two positive roots β1 = α1, β2 = α2 + α3, then φd(F )
is a function of two variables yβ1,1, yβ2,1 and equals (v−1yβ1,1)a(v−2yβ2,1)b(v−3yβ2,1)c.
(c) If the specialization corresponds to two positive roots β1 = α1 + α2, β2 = α3, then φd(F )
is a function of two variables yβ1,1, yβ2,1 and equals (v−1yβ1,1)a(v−2yβ1,1)b(v−3yβ2,1)c.
(d) If the specialization corresponds to β1 = α1, β2 = α2, β3 = α3, then φd(F ) is a function of
three variables yβ1,1, yβ2,1, yβ3,1 and equals (v−1yβ1,1)a(v−2yβ2,1)b(v−3yβ3,1)c.
The key properties of the specialization maps φd are summarized in the next two lemmas.
Lemma 3.14. If deg(h) < d, then φd(Ψ(eh)) = 0.
Proof. The above condition guarantees that φd-specialization of any summand of the sym-
metrization appearing in Ψ(eh) contains among all the ζ-factors at least one factor of the
form ζi,i+1(v) = 0, hence, it is zero. The result follows. 
Lemma 3.15. The specializations {φd(Ψ(eh))}deg(h)=dh∈H are linearly independent over C(v).
Proof. Consider the image of eh =
→∏
(β,r)∈∆+×Z
eβ(r)
h(β,r) under Ψ. It is a sum of (
∑
β∈∆+ dβ)!
terms, and as in the proof of Lemma 3.14 most of them specialize to zero under φd, d := deg(h).
The summands which do not specialize to zero are parametrized by Σd :=
∏
β∈∆+ Σdβ . More
precisely, given (σβ)β∈∆+ ∈ Σd, the associated summand corresponds to the case when for all
β ∈ ∆+ and 1 ≤ s ≤ dβ , the (
∑
β′<β dβ′ + s)-th factor of the corresponding term of Ψ(eh)
is evaluated at v−j(β)yβ,σβ(s), . . . ,v
−i(β)yβ,σβ(s). The image of this summand under φd equals∏
β<β′ Gβ,β′ ·
∏
β Gβ ·
∏
β G
(σβ)
β (up to a sign and an integer power of v), where
Gβ,β′ =
1≤s′≤dβ′∏
1≤s≤dβ
 j=j′∏
j∈[β],j′∈[β′]
(yβ,s − v−2yβ′,s′) ·
j=j′+1∏
j∈[β],j′∈[β′]
(yβ,s − v2yβ′,s′)
×
1≤s′≤dβ′∏
1≤s≤dβ
(yβ,s − yβ′,s′)δj(β′)>j(β)δi(β)+1∈[β′] ,
Gβ = (1− v2)dβ(i(β)−j(β)) ·
∏
1≤s 6=s′≤dβ
(yβ,s − v2yβ,s′)i(β)−j(β) ·
∏
1≤s≤dβ
y
i(β)−j(β)
β,s ,
G
(σβ)
β =
dβ∏
s=1
y
rβ(h,s)
β,σβ(s)
·
∏
s<s′
yβ,σβ(s) − v−2yβ,σβ(s′)
yβ,σβ(s) − yβ,σβ(s′)
.
(3.16)
Here the collection {rβ(h, 1), . . . , rβ(h, dβ)} is obtained by listing every r ∈ Z with multiplicity
h(β, r) > 0 with respect to the total ordering β on Z, see Section 2.2. We also use the
standard delta function notation: δcondition =
{
1, if condition holds
0, if condition fails
.
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Note that the factors {Gβ,β′}β<β′ ∪ {Gβ}β in (3.16) are independent of (σβ)β∈∆+ ∈ Σd.
Therefore, the specialization φd(Ψ(eh)) has the following form:
φd(Ψ(eh)) = c ·
β<β′∏
β,β′∈∆+
Gβ,β′ ·
∏
β∈∆+
Gβ ·
∏
β∈∆+
 ∑
σβ∈Σdβ
G
(σβ)
β
 , c ∈ C× · vZ. (3.17)
For β ∈ ∆+, we note that the sum∑σβ∈Σdβ G(σβ)β coincides (up to a non-zero factor of C×)
with the value of the shuffle element xrβ(h,1) ? · · ·?xrβ(h,dβ) ∈ S(2)dβ (in the shuffle algebra S(2)!)
evaluated at {yβ,s}dβs=1. The latter elements are linearly independent, due to Lemma 3.9.
Thus, (3.17) together with the above observation completes our proof of Lemma 3.15. 
Assuming the linear dependence of {eh}h∈H , we have picked a nontrivial linear combination∑
h∈H cheh which is zero, and whose degree is d = {dβ}β∈∆+ . Applying the specialization map
φd, we get
∑deg(h)=d
h∈H chφd(Ψ(eh)) = 0 by Lemma 3.14. Furthermore, we get ch = 0 for all
h ∈ H of degree deg(h) = d, due to Lemma 3.15. This contradicts the definition of d.
This completes our proof of the linear independence of the ordered PBWD monomials eh.
Remark 3.18. The machinery of the specialization maps φd that was used in the above proof
is of its own interest (cf. [FHHSY, (1.4)] and [Ne, (4.24)]).
3.2.3. Spanning property of eh.
We will actually show that any shuffle element F ∈ S(n)k belongs to the subspace M ∩S(n)k ,
where M ⊂ S(n) denotes the C(v)-subspace spanned by {Ψ(eh)}h∈H . Let Tk denote a finite
set consisting of all degree vectors d = {dβ}β∈∆+ ∈ N
n(n−1)
2 such that
∑
β∈∆+ dβ[β] = k. We
order Tk with respect to the lexicographical ordering on N
n(n−1)
2 . In particular, the minimal
element dmin = {dβ}β∈∆+ ∈ Tk is characterized by dβ = 0 for all non-simple roots β ∈ ∆+.
Lemma 3.19. If φd′(F ) = 0 for all d
′ ∈ Tk such that d′ > d, then there exists an element
Fd ∈M such that φd(F ) = φd(Fd) and φd′(Fd) = 0 for all d′ > d.
Proof. Consider the following total ordering on the set {(β, s)}1≤s≤dβ
β∈∆+ :
(β, s) ≤ (β′, s′) iff β < β′ or β = β′, s ≤ s′. (3.20)
First, we note that the wheel conditions (3.3) for F guarantee that φd(F ) (which is a Laurent
polynomial in {yβ,s}) vanishes up to appropriate orders under the following specializations:
(i) yβ,s = v−2yβ′,s′ for (β, s) < (β′, s′),
(ii) yβ,s = v2yβ′,s′ for (β, s) < (β′, s′).
The orders of vanishing are computed similarly to [FHHSY, Ne]. Explicitly, let us view the
specialization appearing in the definition of φd as a step-by-step specialization in each interval
[β], ordered first in the non-increasing length order, while the intervals of the same length are
ordered in the non-decreasing order of j(β). As we specialize the variables in the s-th interval
(1 ≤ s ≤∑β∈∆+ dβ), we count only those wheel conditions that arise from the non-specialized
yet variables. A straightforward case-by-case verification5 shows that the corresponding orders
5This can be checked by treating each of the following cases separately: j = j′ = i = i′, j = j′ = i < i′,
j = j′ < i = i′, j = j′ < i < i′, j < j′ ≤ i′ < i, j < j′ < i′ = i, j < j′ < i < i′, j = i < j′ = i′, j = i < j′ < i′,
j < j′ = i = i′, j < j′ = i < i′, j < i < j′ ≤ i′, where we set j := j(β), j′ := j(β′), i := i(β), i′ := i(β′).
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of vanishing under the specializations (i) and (ii) equal #{(j, j′) ∈ [β] × [β′]|j = j′} − δβ=β′
and #{(j, j′) ∈ [β]× [β′]|j = j′ + 1}, respectively.
Second, we claim that φd(F ) vanishes under the following specializations:
(iii) yβ,s = yβ′,s′ for (β, s) < (β′, s′) such that j(β) < j(β′) and i(β) + 1 ∈ [β′].
Indeed, if j(β) < j(β′) and i(β) + 1 ∈ [β′], there are positive roots γ, γ′ ∈ ∆+ such that
j(γ) = j(β), i(γ) = i(β′), j(γ′) = j(β′), i(γ′) = i(β). Consider the degree vector d′ ∈ Tk given
by d′α = dα + δα,γ + δα,γ′ − δα,β − δα,β′ . Then, d′ > d and thus φd′(F ) = 0. The result follows.
Combining the above vanishing conditions for φd(F ), we see that it is divisible by the
product
∏
β<β′ Gβ,β′ ·
∏
β Gβ of (3.16). Therefore, we have
φd(F ) =
β<β′∏
β,β′∈∆+
Gβ,β′ ·
∏
β∈∆+
Gβ ·G (3.21)
for some Laurent polynomial
G ∈ C(v)[{y±1β,s}
1≤s≤dβ
β∈∆+ ]
Σd '
⊗
β∈∆+
C(v)[{y±1β,s}
dβ
s=1]
Σdβ . (3.22)
Combining this observation with formula (3.17) and the discussion after it, we see that there
is a linear combination Fd =
∑deg(h)=d
h∈H cheh such that φd(F ) = φd(Fd), due to Lemma 3.9.
The equality φd′(Fd) = 0 for d
′ > d is due to Lemma 3.14.
This completes our proof of Lemma 3.19. 
Let dmax and dmin denote the maximal and the minimal elements of Tk, respectively. The
condition of Lemma 3.19 is vacuous for d = dmax. Therefore, Lemma 3.19 applies. Applying
it iteratively, we will eventually find an element F˜ ∈ M such that φd(F ) = φd(F˜ ) for all
d ∈ Tk. In the particular case of d = dmin, this yields F = F˜ (as the specialization map φdmin
essentially does not change the function, see Example 3.13(d)). Hence, F ∈M .
This completes our proof of Theorem 2.15(a). As explained in the beginning of Section 3,
the result of Theorem 2.15(b) follows as well.
Remark 3.23. The above argument actually implies the surjectivity of Ψ. Together with its
injectivity established in Proposition 3.4, we obtain a new proof of Theorem 3.5.
Remark 3.24. In [Ne], the shuffle realization of the quantum toroidal algebra Uv,v¯(g¨ln) (which
is an associative C(v, v¯)-algebra with v, v¯ being two independent formal variables) was es-
tablished by crucially studying the slope ≤ µ subalgebras. In particular, combining the proofs
of Proposition 3.9 and Lemma 3.14 of loc.cit., one obtains the PBWD basis of Uv,v¯(g¨ln)
with the PBWD basis elements given explicitly in the shuffle realization, see elements Eµ[j;i)
of [Ne, (3.46)]. This gives rise to the PBWD basis of Uv(Lsln) by viewing the latter as a
“vertical” subalgebra of Uv,v¯(g¨ln). The corresponding PBWD basis elements are given by
Ψ−1((1 − v2)i−j p(xj,1,...,xi,1)(xj,1−xj+1,1)···(xi−1,1−xi,1)), where p(xj,1, . . . , xi,1) =
∏i
a=j x
bµ(a−j+1)c−bµ(a−j)c
a,1
with µ ∈ 1i−j+1Z. Note that as µ varies over 1i−j+1Z, the degree of p varies over Z multiplicity-
free. Comparing this to Lemma 3.10, it is easy to see that the corresponding PBWD basis of
U>v (Lsln) is a particular case of our general construction from Theorem 2.15(a).
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3.3. Integral form S(n).
For k ∈ NI , set |k| := ∑n−1i=1 ki. Consider a C[v,v−1]-submodule S˜(n)k ⊂ S(n)k consisting of
F ∈ S(n)k of the form (3.2) with f ∈ (v − v−1)|k|(C[v,v−1][{x±1i,r }1≤r≤ki1≤i<n ])Σk . Then S˜(n) :=⊕
k∈NI
S˜
(n)
k is a C[v,v
−1]-subalgebra of S(n). Due to Lemma 3.10, we have Ψ(U>v (Lsln)) ⊂ S˜(n).
Describing the image of that embedding occupies the rest of this section.
Remark 3.25. For r ∈ Z, set F (x1, x2) := (v − v−1)2(x1x2)r ∈ S˜(2)2 . Following our proof of
Lemma 3.9, it is easy to see that [2]v ·F ∈ Ψ(U>v (Lsl2)) but F /∈ Ψ(U>v (Lsl2)), cf. Lemma 3.40.
Pick F ∈ S˜(n)k . For any degree vector d = {dβ}β∈∆+ ∈ N
n(n−1)
2 such that
∑
β∈∆+ dβ[β] = k,
consider φd(F ) ∈ C[v,v−1][{y±1β,s}
1≤s≤dβ
β∈∆+ ] of (3.12). First, we note that φd(F ) is divisible by
A := (v − v−1)|k|. (3.26)
Second, following the first part of the proof of Lemma 3.19, φd(F ) is also divisible by
B :=
∏
(β,s)<(β′,s′)
(yβ,s−v−2yβ′,s′)#{(j,j′)∈[β]×[β′]|j=j′}−δβ=β′ (yβ,s−v−2yβ′,s′)#{(j,j′)∈[β]×[β′]|j=j′+1}
(3.27)
due to wheel conditions (3.3), where we use the total ordering (3.20) on the set {(β, s)}1≤s≤dβ
β∈∆+ .
Combining these observations, define the reduced specialization map
ϕd : S˜
(n)
k −→ C[v,v−1][{y±1β,s}
1≤s≤dβ
β∈∆+ ]
Σd via ϕd(F ) := φd(F )/(AB). (3.28)
Let us now introduce another type of specialization maps. Consider a collection of positive
integers t = {tβ,i}1≤i≤lββ∈∆+ (with all lβ ∈ N). Define a degree vector d = {dβ}β∈∆+ ∈ N
n(n−1)
2 via
dβ :=
∑lβ
i=1 tβ,i. Let us define the specialization map
$t : C[v,v−1][{y±1β,s}
1≤s≤dβ
β∈∆+ ]
Σd −→ C[v,v−1][{z±1β,i}
1≤i≤lβ
β∈∆+ ]. (3.29)
For each β ∈ ∆+, split the variables {yβ,s}dβs=1 into lβ groups of size tβ,i (1 ≤ i ≤ lβ) each
and specialize the variables in the i-th group to v−2zβ,i,v−4zβ,i,v−6zβ,i . . . ,v−2tβ,izβ,i. For
K ∈ C[v,v−1][{y±1β,s}
1≤s≤dβ
β∈∆+ ]
Σd , define $t(K) as the corresponding specialization of K. Note
that $t(K) is independent of our splitting of the variables {yβ,s}dβs=1 into groups.
Finally, for any d = {dβ}β∈∆+ ∈ N
n(n−1)
2 such that
∑
β∈∆+ dβ[β] = k and any collection of
positive integers t = {tβ,i}1≤i≤lββ∈∆+ such that dβ =
∑lβ
i=1 tβ,i, define the cross specialization map
Υd,t : S˜
(n)
k −→ C[v,v−1][{z±1β,i}
1≤i≤lβ
β∈∆+ ] via Υd,t(F ) := $t(ϕd(F )). (3.30)
Definition 3.31. F ∈ S(n)k is integral if F ∈ S˜(n)k and Υd,t(F ) is divisible by
∏1≤i≤lβ
β∈∆+ [tβ,i]v!
(the product of v-factorials) for all possible d and t.
Example 3.32. In the simplest case n = 2, the symmetric Laurent polynomial F ∈ S(2)k is
integral iff it can be written in the form F = (v − v−1)k · F¯ with F¯ ∈ C[v,v−1][{x±1i }ki=1]Σk
satisfying the following divisibility condition (for any splitting k = k1 + . . .+ kl with ki ≥ 1):
F¯ (v−2z1,v−4z1, . . . ,v−2k1z1, . . . ,v−2zl, . . . ,v−2klzl) is divisible by [k1]v! · · · [kl]v! (3.33)
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Set S(n) :=
⊕
k∈NI
S
(n)
k , where S
(n)
k ⊂ S˜(n)k denotes the C[v,v−1]-submodule of all integral
elements. The following is the key result of this section:
Theorem 3.34. The C(v)-algebra isomorphism Ψ: U>v (Lsln) ∼−→S(n) of Theorem 3.5 gives
rise to a C[v,v−1]-algebra isomorphism Ψ: U>v (Lsln) ∼−→S(n).
The proof of Theorem 3.34 is presented in Section 3.4.
Corollary 3.35. (a) S(n) is a C[v,v−1]-subalgebra of S(n).
(b) Theorem 2.19(a) holds, that is, the subalgebra U>v (Lsln) is independent of all choices.
In [FT2], we crucially use the following two properties of the integral form S(n):
Proposition 3.36. (a) For any 1 ≤ l < n, consider the linear map ι′l : S(n) → S(n) given by
ι′l(F )({xi,r}1≤r≤kii∈I ) :=
kl∏
r=1
(1− x−1l,r ) · F ({xi,r}1≤r≤kii∈I ) for F ∈ S(n)k , k ∈ NI . (3.37)
Then
F ∈ S(n) ⇐⇒ ι′l(F ) ∈ S(n). (3.38)
(b) For any k ∈ NI and a collection gi({xi,r}kir=1) ∈ C[v,v−1][{x±1i,r }kir=1]Σki (i ∈ I), define
F := (v − v−1)|k| ·
∏n−1
i=1
∏
1≤r 6=r′≤ki(xi,r − v−2xi,r′) ·
∏n−1
i=1 gi({xi,r}kir=1)∏n−2
i=1
∏1≤r′≤ki+1
1≤r≤ki (xi,r − xi+1,r′)
. (3.39)
Then F ∈ S(n)k .
Proof. (a) Obvious from the above definition of the integral form S(n).
(b) The presence of the factor
∏n−1
i=1
∏
1≤r 6=r′≤ki(xi,r − v−2xi,r′) in F guarantees that for
any degree vector d = {dβ}β∈∆+ satisfying
∑
β∈∆+ dβ[β] = k, the reduced specialization
ϕd(F ) is still divisible by
∏
β∈∆+
∏
1≤s 6=s′≤dβ (yβ,s − v−2yβ,s′). Thus, if at least one element
in the collection t = {tβ,i} is larger than 1, the further specialization Υd,t(F ) = $t(ϕd(F ))
vanishes. Meanwhile, the divisibility condition of Definition 3.31 is vacuous if all tβ,i = 1.
Thus F ∈ S(n)k . 
3.4. Proofs of Theorem 2.19(b) and Theorem 3.34.
The results of Theorem 2.19(b) and Theorem 3.34 follow from the following two statements:
(I) For any k ≥ 1, {βi}ki=1 ⊂ ∆+, {ri}ki=1 ⊂ Z, we have Ψ(e˜β1(r1) · · · e˜βk(rk)) ∈ S(n).
(II) Any element F ∈ S(n) may be written as a C[v,v−1]-linear combination of {Ψ(e˜h)}h∈H .
The first result (I) follows easily from our definition of S(n), while the proof of (II) will closely
follow our proof of Lemma 3.19 as well as the validity of (II) for n = 2, see Lemma 3.41.
We start by establishing both (I) and (II) for n = 2.
3.4.1. n = 2 case.
For n = 2, the description of the integral formS(n) ⊂ S(n) is the simplest, see Example 3.32.
Set e˜r := (v − v−1)er ∈ U>v (Lsl2). The following result establishes (I) for n = 2:
Lemma 3.40. For any k ≥ 1 and r1, . . . , rk ∈ Z, we have Ψ(e˜r1 · · · e˜rk) ∈ S(2)k .
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Proof. Pick any splitting k = k1 + . . . + kl with all ki ≥ 1. We claim that as we specialize
the variables x1, . . . , xk to {v−2rzi}1≤r≤ki1≤i≤l , the image of any summand of the symmetrization
appearing in Ψ(er1 · · · erk) ∈ S(2)k is divisible by the product
∏l
i=1[ki]v! of v-factorials.
To prove the latter, we fix 1 ≤ i ≤ l and consider the relative position of the vari-
ables v−2zi,v−4zi, . . . ,v−2kizi. If there is an index 1 ≤ r < ki such that v−2(r+1)zi is
placed to the left of v−2rzi, then the specialization of the corresponding ζ-factor equals
v−2(r+1)zi−v−2·v−2rzi
v−2(r+1)zi−v−2rzi = 0. However, if each v
−2rzi is placed to the left of v−2(r+1)zi, then
the total contribution of the specializations of the corresponding ζ-factors equals∏
1≤r<r′≤ki
v−2rzi − v−2 · v−2r′zi
v−2rzi − v−2r′zi = v
−ki(ki−1)/2[ki]v!
Combining this over all 1 ≤ i ≤ l, we see that∏li=1[ki]v! indeed divides the above specialization
of Ψ(er1 · · · erk). This completes our proof of Lemma 3.40. 
For simplicity of the exposition, we will assume that the order  on Z is the usual one ≤.
The following result implies (II) for n = 2:
Lemma 3.41. Any symmetric Laurent polynomial F¯ ∈ C[v,v−1][{x±1i }ki=1]Σk satisfying the
divisibility condition (3.33) may be written as a C[v,v−1]-linear combination of {Ψ(eh)}h∈H .
Proof. We may assume that F¯ is homogeneous of the total degree N . Let VN denote the set of
all ordered k-tuples of integers r = (r1, r2, . . . , rk), r1 ≤ · · · ≤ rk, such that r1 + . . .+ rk = N .
This set is totally ordered with respect to the lexicographical ordering:
r ≺ r′ iff there is 1 ≤ i ≤ k such that ri < r′i and rj = r′j for all j > i.
Let us present F¯ as a linear combination of the monomial symmetric polynomials:
F¯ (x1, . . . , xk) =
∑
r∈VN
µrmr(x1, . . . , xk) with µr ∈ C[v,v−1].
Pick the maximal element rmax = (r1, . . . , rk) of the finite set VN (F¯ ) := {r ∈ VN |µr 6= 0} and
consider a splitting k = k1 + . . .+ kl such that
r1 = · · · = rk1 < rk1+1 = · · · = rk1+k2 < · · · < rk1+...+kl−1+1 = · · · = rk.
Evaluating F¯ at the corresponding specialization {v−2rzi}1≤r≤ki1≤i≤l , we see that the coefficient
of the lexicographically largest monomial in the variables {zi}li=1 equals µrmax . Therefore, the
divisibility condition (3.33) implies that
∏l
i=1[ki]v! divides µrmax , that is,
µrmax∏l
i=1[ki]v !
∈ C[v,v−1].
Set F¯ (0) := F¯ and define F¯ (1) ∈ C[v,v−1][{x±1i }ki=1]Σk via
F¯ (1) := F¯ (0) − k!v
∑
i ki(ki−1)/2 µrmax∏
1≤i≤l[ki]v!
Ψ(er1 · · · erk). (3.42)
Due to Lemma 3.40, F¯ (1) also satisfies the divisibility condition (3.33). Applying the same
argument again to F¯ (1), we obtain the element F¯ (2) also satisfying (3.33). Proceeding further,
we thus construct a sequence of symmetric Laurent polynomials {F¯ (s)}s∈N satisfying (3.33).
According to our proof of Lemma 3.9 (see the formula for νr), the sequence r
(i)
max ∈ VN of
the maximal elements of VN (F¯ (i)) strictly decreases. Meanwhile, the sequence of the minimal
powers of any variable in F¯ (s) is a non-decreasing sequence. Hence, F¯ (s) = 0 for some s ∈ N.
This completes our proof of Lemma 3.41. 
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3.4.2. General case.
Let us now generalize the arguments of Section 3.4.1 to prove (I) and (II) for any n > 2.
The proof of the former is quite similar (though is more elaborate) to that of Lemma 3.40:
Lemma 3.43. Ψ(e˜β1(r1) · · · e˜βl(rl)) ∈ S(n) for any l ≥ 1, {βi}li=1 ⊂ ∆+, {ri}li=1 ⊂ Z.
Proof. Define k ∈ NI via k := ∑li=1[βi], so that F := Ψ(e˜β1(r1) · · · e˜βl(rl)) belongs to S(n)k .
First, we note that F is divisible by (v − v−1)|k|, due to Lemma 3.10. Thus F ∈ S˜(n)k .
It remains to show that Υd,t(F ) also satisfies the divisibility condition of Definition 3.31 for
any degree vector d = {dβ}β∈∆+ ∈ N
n(n−1)
2 and a collection of positive integers t = {tβ,i}1≤i≤lββ∈∆+
such that k =
∑
β∈∆+ dβ[β], dβ =
∑lβ
i=1 tβ,i. Recall that Υd,t(F ) is computed in three steps:
– first, we specialize x·,·-variables into v?-multiples of y·,·-variables as in (3.12);
– second, we divide that specialization by the product of appropriate powers of (v − v−1)
and linear terms in y·,·-variables arising via the wheel conditions, see (3.26, 3.27) and (3.28);
– finally we specialize y·,·-variables into v?-multiples of z·,·-variables as in (3.29).
Fix β ∈ ∆+ and 1 ≤ i ≤ lβ , and consider those x·,· that got eventually specialized to v?zβ,i.
Without loss of generality, we may assume those are {xl,r}1≤r≤tβ,ij(β)≤l≤i(β). We may also assume that
xl,r was specialized to v−lyβ,r under the first specialization (3.12), while yβ,r was specialized
to v−2rzβ,i under the second specialization (3.29), for any j(β) ≤ l ≤ i(β), 1 ≤ r ≤ tβ,i.
For j(β) ≤ l < i(β) and 1 ≤ r 6= r′ ≤ tβ,i, consider the relative position of the variables
xl,r, xl,r′ , xl+1,r′ . As xl,r, xl,r′ cannot enter the same function Ψ(e˜•(•)), xl,r is placed either to
the left of xl,r′ or to the right. In the former case, we gain the factor ζl,l(xl,r/xl,r′), which
upon the specialization φd contributes a factor (yβ,r − v−2yβ,r′). Likewise, if xl+1,r′ is placed
to the left of xl,r, we gain the factor ζl+1,l(xl+1,r′/xl,r), which upon the specialization φd
contributes a factor (yβ,r − v−2yβ,r′) as well. In the remaining case when xl,r′ is to the left of
xl,r while xl+1,r′ is not, we gain the factor ζl,l+1(xl,r′/xl+1,r′), which upon the specialization φd
specializes to 0. As l ranges from j(β) up to i(β)− 1, we thus gain the (i(β)− j(β))-th power
of (yβ,r−v−2yβ,r′). Note that this power exactly coincides with the power of (yβ,r−v−2yβ,r′)
in B of (3.27), by which we divide φd(F ) to define the reduced specialization ϕd(F ) of (3.28).
However, we have not used above ζ-factors ζi(β),i(β)(xi(β),r/xi(β),r′) for xi(β),r placed to the
left of xi(β),r′ . If there is 1 ≤ r < tβ,i such that xi(β),r+1 is placed to the left of xi(β),r, then
ζi(β),i(β)(xi(β),r+1/xi(β),r) specializes to zero upon (3.29). In the remaining case when each
xi(β),r is placed to the left of xi(β),r+1, the total contribution of the specializations of the
corresponding ζ-factors equals v−tβ,i(tβ,i−1)/2[tβ,i]v! as in the above proof of Lemma 3.40.
This completes our proof of Lemma 3.43. 
Let M˜ ⊂ S(n) denote the C[v,v−1]-submodule spanned by {Ψ(e˜h)}h∈H . Recalling our proof
of Theorem 3.5 in Section 3.2.3, it suffices to establish the following result (cf. Lemma 3.19):
Lemma 3.44. Let F ∈ S(n)k . If φd′(F ) = 0 for all d′ ∈ Tk such that d′ > d, then there exists
an element Fd ∈ M˜ such that φd(F ) = φd(Fd) and φd′(Fd) = 0 for all d′ > d.
Proof. The proof follows from the formulas (3.21, 3.22) from our proof of Lemma 3.19, for-
mula (3.17) together with the discussion after it, and finally Lemma 3.41. 
This completes our proofs of Theorem 3.34 and Theorem 2.19(b). As explained in the
beginning of Section 3, the result of Theorem 2.19(c) follows as well.
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4. Generalizations to Uv1,v2(Lsln)
The two-parameter quantum loop algebra Uv1,v2(Lsln) was introduced in [HRZ]
6 as a gener-
alization of Uv(Lsln) (one recovers the latter from the former by setting v1 = v,v2 = v−1 and
identifying some Cartan elements, see [HRZ, Remark 3.3(4)]). The key two results of [HRZ]:
1) The Drinfeld-Jimbo type realization of Uv1,v2(Lsln), see [HRZ, Theorem 3.12];
2) The PBW basis of its subalgebras U>v1,v2(Lsln), U
<
v1,v2(Lsln), see [HRZ, Theorem 3.11].
However, the latter result ([HRZ, Theorem 3.11]) is stated without any glimpse of a proof.
The primary goal of this section is to generalize Theorem 2.15 to the case of U>v1,v2(Lsln),
thus proving [HRZ, Theorem 3.11]. At the same time, we also generalize Theorem 3.5 to estab-
lish the shuffle realization of U>v1,v2(Lsln), which is of independent interest. The latter is used
to establish the PBWD bases of the integral form of U>v1,v2(Lsln), generalizing Theorem 2.19.
4.1. Two-parameter quantum loop algebra U>v1,v2(Lsln).
For the purpose of this section, it suffices to work only with the subalgebra U>v1,v2(Lsln)
of Uv1,v2(Lsln). Let v1,v2 be two independent formal variables and set K := C(v
1/2
1 ,v
1/2
2 ).
Following [HRZ, Definition 3.1], define U>v1,v2(Lsln) to be the associative K-algebra generated
by {ei,r}r∈Zi∈I with the following defining relations:
(z − (〈j, i〉〈i, j〉)1/2w)ei(z)ej(w) = (〈j, i〉z − (〈j, i〉〈i, j〉−1)1/2w)ej(w)ei(z), (4.1)
ei(z)ej(w) = ej(w)ei(z) if cij = 0,
[ei(z1), [ei(z2), ei+1(w)]v2 ]v1 + [ei(z2), [ei(z1), ei+1(w)]v2 ]v1 = 0,
[ei(z1), [ei(z2), ei−1(w)]v−12 ]v−11 + [ei(z2), [ei(z1), ei−1(w)]v−12 ]v−11 = 0,
(4.2)
where we set 〈i, j〉 := vδij−δi+1,j1 vδi,j+1−δij2 and ei(z) =
∑
r∈Z ei,rz
−r as before.
4.2. PBWD bases of U>v1,v2(Lsln).
We shall follow the notations of Section 2.2, except that now (λ1, . . . , λp−1) ∈ {v1,v2}p−1.
Similarly to (2.11), define the PBWD basis elements eβ(r) ∈ U>v1,v2(Lsln) via
eβ(r) := [· · · [[ei1,r1 , ei2,r2 ]λ1 , ei3,r3 ]λ2 , · · · , eip,rp ]λp−1 .
The monomials eh :=
→∏
(β,r)∈∆+×Z
eβ(r)
h(β,r) (h ∈ H) will be called the ordered PBWD mono-
mials of U>v1,v2(Lsln).
Our first main result establishes the PBWD property of U>v1,v2(Lsln):
Theorem 4.3. The ordered PBWD monomials {eh}h∈H form a K-basis of U>v1,v2(Lsln).
The proof of Theorem 4.3 is outlined in Section 4.5 and is based on the shuffle approach.
Remark 4.4. In [HRZ, (3.14)], the PBWD basis elements are chosen as follows:
eαj+αj+1+...+αi(r) := [· · · [[ej,r, ej+1,0]v1 , ej+2,0]v1 , · · · , ei,0]v1 . (4.5)
In this particular case, Theorem 4.3 recovers the conjectured result [HRZ, Theorem 3.11].
Remark 4.6. The entire two-parameter quantum loop algebra Uv1,v2(Lsln) admits a trian-
gular decomposition as in Proposition 2.9. Hence, an analogue of Theorem 2.17 holds for
Uv1,v2(Lsln) as well, providing PBWD K-bases of Uv1,v2(Lsln).
6To be more precise, this recovers the algebra of loc.cit. with the trivial central charges.
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4.3. Integral form U>v1,v2(Lsln) and its PBWD bases.
Following (2.18), define e˜β(r) ∈ U>v1,v2(Lsln) via e˜β(r) := (v
1/2
1 v
−1/2
2 −v−1/21 v1/22 )eβ(r). We
also define e˜h via (2.14) but using e˜β(r) instead of eβ(r). Define an integral form U>v1,v2(Lsln)
as the C[v1/21 ,v
1/2
2 ,v
−1/2
1 ,v
−1/2
2 ]-subalgebra of U
>
v1,v2(Lsln) generated by {e˜β(r)}r∈Zβ∈∆+ .
The following counterpart of Theorem 2.19 provides a much stronger version of Theorem 4.3:
Theorem 4.7. (a) The subalgebra U>v1,v2(Lsln) is independent of all our choices.
(a) Elements {e˜h}h∈H form a basis of a free C[v1/21 ,v1/22 ,v−1/21 ,v−1/22 ]-module U>v1,v2(Lsln).
The proof of Theorem 4.7 follows easily from the one of Theorem 4.3 presented below in the
same way as we deduced the proof of Theorem 2.19 in Section 3.4 from that of Theorem 2.15.
Remark 4.8. Similarly to Remark 2.24(a), it is often more convenient to work with the
two-parameter quantum loop algebra of gln, denoted by Uv1,v2(Lgln). Its integral form
Uv1,v2(Lgln) is defined analogously to Uv(Lgln). Then, the argument of [FT2, Proposi-
tion 3.42], cf. Remark 2.24(b), identifies Uv1,v2(Lgln) with the RTT integral form Urttv1,v2(Lgln)
under the K-algebra isomorphism Uv1,v2(Lgln) ' Urttv1,v2(Lgln)⊗C[v1/21 ,v1/22 ,v−1/21 ,v−1/22 ]K of [JL].
The analogue of [FT2, Theorem 3.54] provides PBWD bases of Uv1,v2(Lgln), cf. Theorem 2.22.
4.4. Shuffle algebra S˜(n).
Define the shuffle algebra (S˜(n), ?) analogously to (S(n), ?) with the following modifications:
(1) All vector spaces are defined over K;
(2) The choice of (ζi,j(z))i,j∈I ∈ MatI×I(K(z)) is modified as follows:
ζi,j(z) =
(
z − v1/21 v−1/22
z − 1
)δj,i−1 (
z − v−11 v2
z − 1
)δji (
v
1/2
1 v
1/2
2 ·
z − v1/21 v−1/22
z − 1
)δj,i+1
;
(3) The wheel conditions (3.3) for F are modified as follows:
F ({xi,r}) = 0 once xi,r1 = v1/21 v−1/22 xi+,s = v1v−12 xi,r2 for some  ∈ {±1}, i, r1, r2, s.
Note that this recovers the shuffle algebra S(n) for v1 = v−12 = v.
The following result is completely analogous to Proposition 3.4:
Proposition 4.9. The assignment ei,r 7→ xri,1 (i ∈ I, r ∈ Z) gives rise to an injective K-algebra
homomorphism Ψ: U>v1,v2(Lsln)→ S˜(n).
Our proof of Theorem 4.3 also implies the counterpart of Theorem 3.5 (see Remark 4.11):
Theorem 4.10. Ψ: U>v1,v2(Lsln)
∼−→ S˜(n) is a K-algebra isomorphism.
4.5. Proof of Theorem 4.3.
The proof of Theorem 4.3 is completely analogous to our proof of Theorem 2.15(a) and is
based on the embedding into the shuffle algebra S˜(n) of Proposition 4.9. Indeed, the linear
independence of {eh}h∈H is deduced as in Section 3.2.2 with the only modification of the
specialization maps φd : S˜
(n)
l → K[{y±1β,s}
1≤s≤dβ
β∈∆+ ], where v
−k is replaced by (v1/21 v
−1/2
2 )
−k.
Then, the results of Lemmas 3.14 and 3.15 still hold, thus proving the linear independence of
{eh}h∈H . The proof of the fact that {eh}h∈H span U>v1,v2(Lsln) follows as in Section 3.2.3.
To be more precise, Lemma 3.19 still holds and its iterative application immediately implies
that any shuffle element F ∈ S˜(n) belongs to the K-subspace spanned by {Ψ(eh)}h∈H .
Remark 4.11. The last statement together with Proposition 4.9 implies Theorem 4.10.
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5. Generalizations to Uv(Lsl(m|n))
The quantum loop superalgebra Uv(Lsl(m|n)) was introduced in [Y], both in the Drinfeld-
Jimbo and the new Drinfeld realizations, see [Y, Theorem 8.5.1] for an identification of those.
The representation theory of these algebras was partially studied in [Z1] crucially using a weak
version of the PBW theorem for U>v (Lsl(m|n)), see [Z1, Theorem 3.12]. Motivated by [HRZ],
the author also conjectured the PBW theorem for U>v (Lsl(m|n)), see [Z1, Remark 3.13(2)].
The primary goal of this section is to generalize Theorem 2.15 to the case of U>v (Lsl(m|n)),
thus proving the conjecture of [Z1]. Simultaneously, we also generalize Theorem 3.5 to establish
the shuffle realization of U>v (Lsl(m|n)), which is of independent interest. The latter is used to
establish the PBWD bases of the integral form of U>v (Lsl(m|n)), generalizing Theorem 2.19.
The shuffle algebras associated to quantum loop superalgebras involve both symmetric and
skew-symmetric functions (“bosons” and “fermions”) and seem to be new in the literature.
5.1. Quantum loop superalgebra U>v (Lsl(m|n)).
For the purpose of this section, it suffices to work only with the subalgebra U>v (Lsl(m|n))
of Uv(Lsl(m|n)). Let I = {1, . . . ,m+n−1} from now on. Consider a free Z-module ⊕m+ni=1 Zi
with the bilinear form (·, ·) determined by (i, j) = (−1)δi>mδij . Let v be a formal variable
and define {vi}i∈I ⊂ {v,v−1} via vi := v(i,i). For i, j ∈ I, set c¯ij := (i − i+1, j − j+1).
Following [Y] (cf. [Z1, Theorem 3.3]), define U>v (Lsl(m|n)) to be the associative C(v)-
superalgebra generated by {ei,r}r∈Zi∈I , with the Z2-grading [em,r] = 1¯, [ei,r] = 0¯ (i 6= m, r ∈ Z),
and with the following defining relations:
(z − vc¯ijw)ei(z)ej(w) = (vc¯ijz − w)ej(w)ei(z) if c¯ij 6= 0, (5.1)
[ei(z), ej(w)] = 0 if c¯ij = 0,
[ei(z1), [ei(z2), ej(w)]v−1 ]v + [ei(z2), [ei(z1), ej(w)]v−1 ]v = 0 if c¯ij = ±1, i 6= m,
(5.2)
[[[em−1(w), em(z1)]v−1 , em+1(u)]v, em(z2)] + [[[em−1(w), em(z2)]v−1 , em+1(u)]v, em(z1)] = 0,
(5.3)
where ei(z) =
∑
r∈Z ei,rz
−r as before, and we use the super-bracket notations:
[a, b] := [a, b]1, [a, b]x := ab− (−1)|a||b|x · ba for homogeneous a, b
(we set |a| = 0 if [a] = 0¯, and |a| = 1 if [a] = 1¯).
5.2. PBWD bases of U>v (Lsl(m|n)).
Let ∆+ = {αj + αj+1 + . . .+ αi}1≤j≤i≤m+n−1. For β ∈ ∆+, define its parity p(β) ∈ Z2 via
p(β) =
{
1¯, if m ∈ [β]
0¯, if m /∈ [β] . (5.4)
We shall follow the notations of Section 2.2. In particular, define the PBWD basis elements
eβ(r) ∈ U>v (Lsl(m|n)) via (2.11).
Let H¯ denote the set of all functions h : ∆+ × Z → N with finite support and such that
h(β, r) ≤ 1 if p(β) = 1¯. The monomials of the form
eh :=
→∏
(β,r)∈∆+×Z
eβ(r)
h(β,r) with h ∈ H¯ (5.5)
will be called the ordered PBWD monomials of U>v (Lsl(m|n)).
Our first main result establishes the PBWD property of U>v (Lsl(m|n)):
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Theorem 5.6. The ordered PBWD monomials {eh}h∈H¯ form a C(v)-basis of U>v (Lsl(m|n)).
The proof of Theorem 5.6 is presented in Section 5.5 and is based on the shuffle approach.
Remark 5.7. In [Z1, (3.12)], the PBWD basis elements are chosen as follows:
eαj+αj+1+...+αi(r) := [· · · [[ej,r, ej+1,0]vj+1 , ej+2,0]vj+2 , · · · , ei,0]vi . (5.8)
In this particular case, Theorem 5.6 recovers the conjecture of [Z1, Remark 3.13(2)].
Remark 5.9. The entire quantum loop superalgebra Uv(Lsl(m|n)) admits a triangular decom-
position as in Proposition 2.9, see [Z1, Theorem 3.3]. Hence, an analogue of Theorem 2.17
holds for Uv(Lsl(m|n)) as well, providing PBWD C(v)-bases of Uv(Lsl(m|n)).
5.3. Integral form U>v (Lsl(m|n)) and its PBWD bases.
Following (2.18), define e˜β(r) ∈ U>v (Lsl(m|n)) via e˜β(r) := (v − v−1)eβ(r). We also define
e˜h via (2.14) but using e˜β(r) instead of eβ(r). Define an integral form U>v (Lsl(m|n)) as the
C[v,v−1]-subalgebra of U>v (Lsl(m|n)) generated by {e˜β(r)}r∈Zβ∈∆+ .
The following counterpart of Theorem 2.19 provides a much stronger version of Theorem 5.6:
Theorem 5.10. (a) The subalgebra U>v (Lsl(m|n)) is independent of all our choices.
(b) Elements {e˜h}h∈H¯ form a basis of a free C[v,v−1]-module U>v (Lsl(m|n)).
The proof of Theorem 5.10 follows easily from the one of Theorem 5.6 presented below in the
same way as we deduced the proof of Theorem 2.19 in Section 3.4 from that of Theorem 2.15.
Remark 5.11. Similarly to Remark 2.24(a), it is often more convenient to work with the quan-
tum loop superalgebra Uv(Lgl(m|n)). Its integral form Uv(Lgl(m|n)) is defined analogously
to Uv(Lgln). Then, the argument of [FT2, Proposition 3.42], cf. Remark 2.24(b), identifies
Uv(Lgl(m|n)) with the RTT integral form Urttv (Lgl(m|n)) (see [Z3, Definition 3.1]) under the
C(v)-algebra isomorphism Uv(Lgl(m|n)) ' Urttv (Lgl(m|n)) ⊗C[v,v−1] C(v), cf. [DF]. Hence,
the analogue of [FT2, Theorem 3.54] provides PBWD bases of Uv1,v2(Lgln), cf. Theorem 2.22.
5.4. Shuffle algebra S(m|n).
Consider an NI -graded C(v)-vector space S(m|n) =
⊕
k∈NI
S(m|n)k , where S
(m|n)
(k1,...,km+n−1) consists
of rational functions in the variables {xi,r}1≤r≤kii∈I , which are:
1) symmetric in {xi,r}kir=1 for every i 6= m;
2) skew-symmetric in {xm,r}kmr=1.
We fix an I × I matrix of rational functions (ζi,j(z))i,j∈I ∈ MatI×I(C(v)(z)) defined via
ζi,j(z) =

(
z−v−2
z−1
)δi<m ( z−v2
z−1
)δi>m
, if j = i(
z−v
z−1
)δi<m ( z−v−1
z−1
)δi≥m
, if j = i+ 1(
z−v
z−1
)δi≤m ( z−v−1
z−1
)δi>m
, if j = i− 1
1, otherwise
. (5.12)
This allows us to endow S(m|n) with a structure of an associative unital algebra with the
shuffle product defined via (3.1), where a symmetrization along the variables {xm,•} is replaced
by an anti-symmetrization. As before, we will be interested only in the subspace of S(m|n)
defined by the pole and wheel conditions (but now there are two kinds of the latter one):
PBWD BASES AND SHUFFLE REALIZATIONS 21
• We say that F ∈ S(m|n)k satisfies the pole conditions if
F =
f(x1,1, . . . , xm+n−1,km+n−1)∏m+n−2
i=1
∏r′≤ki+1
r≤ki (xi,r − xi+1,r′)
, (5.13)
where f ∈ (C(v)[{x±1i,r }1≤r≤kii∈I ]) is a Laurent polynomial which is symmetric in {xi,r}kir=1 for
every i 6= m and is skew-symmetric in {xm,r}kmr=1.
• We say that F ∈ S(m|n)k satisfies the first kind wheel conditions if
F ({xi,r}) = 0 once xi,r1 = vixi+,s = v2ixi,r2 for some , i 6= m, r1, r2, s, (5.14)
where  ∈ {±1}, i ∈ I\{m}, i+  ∈ I, 1 ≤ r1, r2 ≤ ki, 1 ≤ s ≤ ki+.
• We say that F ∈ S(m|n)k satisfies the second kind wheel conditions if
F ({xi,r}) = 0 once xm−1,s = vxm,r1 = xm+1,s′ = v−1xm,r2 for some r1, r2, s, s′, (5.15)
where 1 ≤ r1, r2 ≤ km, 1 ≤ s ≤ km−1, 1 ≤ s′ ≤ km+1.
Let S(m|n)k ⊂ S(m|n)k denote the subspace of all elements F satisfying these three conditions
and set S(m|n) :=
⊕
k∈NI
S
(m|n)
k . It is straightforward to check that S
(m|n) ⊂ S(m|n) is ?-closed.
Similar to Proposition 3.4, the shuffle algebra
(
S(m|n), ?
)
is related to U>v (Lsl(m|n)) via:
Proposition 5.16. The assignment ei,r 7→ xri,1 (i ∈ I, r ∈ Z) gives rise to an injective C(v)-
algebra homomorphism Ψ: U>v (Lsl(m|n))→ S(m|n).
Our proof of Theorem 5.6 also implies the counterpart of Theorem 3.5 (see Remark 5.25):
Theorem 5.17. Ψ: U>v (Lsl(m|n)) ∼−→S(m|n) is a C(v)-algebra isomorphism.
5.5. Proof of Theorem 5.6.
The proof of Theorem 5.6 is similar to our proof of Theorem 2.15(a) and is based on the
embedding into the shuffle algebra S(m|n) of Proposition 5.16. Therefore, we outline the proof,
highlighting the key changes.
But before proceeding to the general case, let us first establish the result in the simplest
case m = n = 1:
Lemma 5.18. For any total ordering  on Z, the ordered monomials {er1er2 · · · erk}r1≺···≺rkk∈N
form a C(v)-basis of U>v (Lsl(1|1)).
Proof. This immediately follows from the C(v)-algebra isomorphism S(1|1) ' ⊕k Λk, where
Λk denotes the vector space of skew-symmetric Laurent polynomials in k variables, while
the algebra structure on the direct sum arises via the standard skew-symmetrization maps
Λk ⊗ Λl → Λk+l. 
Following Section 3.2.2, for any degree vector d = {dβ}β∈∆+ , define the specialization map
φd : S
(m|n)
l → C(v)[{y±1β,s}
1≤s≤dβ
β∈∆+ ] (here l =
∑
β∈∆+ dβ[β] ∈ NI) via (3.12) with the only change
that the variable xk,• of the s-th copy of the interval [β] gets specialized to v−kyβ,s if k ≤ m
and to vk−2myβ,s if k > m. Note that any element in the image of φd is a Laurent polynomial
which is symmetric in {yβ,s}dβs=1 if p(β) = 0¯ and is skew-symmetric in {yβ,s}dβs=1 if p(β) = 1¯.
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The resulting specialization maps φd still satisfy Lemmas 3.14 and 3.15 (H should be re-
placed by H¯ in the formulation of the latter). Moreover, for any h ∈ H¯ with deg(h) = d, we
have the following generalization of the key formulas (3.16, 3.17):
φd(Ψ(eh)) = c ·
β<β′∏
β,β′∈∆+
G¯β,β′ ·
∏
β∈∆+
G¯β ·
∏
β∈∆+
 ∑
σβ∈Σdβ
G¯
(σβ)
β
 , c ∈ C× · vZ, (5.19)
where
G¯β,β′ =
1≤s′≤dβ′∏
1≤s≤dβ
(yβ,s − v−2yβ′,s′)ν−(β,β′) · (yβ,s − v2yβ′,s′)ν+(β,β′)×
1≤s′≤dβ′∏
1≤s≤dβ
(yβ,s − yβ′,s′)δj(β′)>j(β)δi(β)+1∈[β′]+δm∈[β]δm∈[β′] ,
G¯β = (1− v2)dβ(i(β)−j(β)) ·
∏
1≤s 6=s′≤dβ
(yβ,s − v2yβ,s′)i(β)−j(β) ·
∏
1≤s≤dβ
y
i(β)−j(β)
β,s ,
G¯
(σβ)
β =
dβ∏
s=1
y
rβ(h,s)
β,σβ(s)
·

∏
s<s′
yβ,σβ(s)−v−2yβ,σβ(s′)
yβ,σβ(s)−yβ,σβ(s′)
, if m > i(β)∏
s<s′
yβ,σβ(s)−v2yβ,σβ(s′)
yβ,σβ(s)−yβ,σβ(s′)
, if m < j(β)
(−1)σβ , if m ∈ [β]
.
(5.20)
Here the collection {rβ(h, 1), . . . , rβ(h, dβ)} is defined as after (3.16) (that is, listing every
r ∈ Z with multiplicity h(β, r) > 0 with respect to the total ordering β on Z), while the
powers ν±(β, β′) are given by the following explicit formulas:
ν−(β, β′) = #{(j, j′) ∈ [β]× [β′]|j = j′ < m}+ #{(j, j′) ∈ [β]× [β′]|j = j′ + 1 > m}, (5.21)
ν+(β, β′) = #{(j, j′) ∈ [β]× [β′]|j = j′ > m}+ #{(j, j′) ∈ [β]× [β′]|j = j′ + 1 ≤ m}. (5.22)
For β ∈ ∆+, we note that the sum∑σβ∈Σdβ G¯(σβ)β coincides (up to a non-zero factor of C×)
with the value of the shuffle element xrβ(h,1) ? · · · ? xrβ(h,dβ) viewed either as
1) an element of S(2|0) if m > i(β),
2) an element of S(0|2) if m < j(β),
3) an element of S(1|1) if m ∈ [β],
evaluated at {yβ,s}dβs=1. The latter elements are linearly independent, due to Lemmas 3.9, 5.18.
Combining this with (5.19), we get the linear independence of {eh}h∈H¯ as in Section 3.2.2.
Remark 5.23. This reduction to the rank 1 cases together with Lemma 5.18 explains why H
had to be replaced by H¯ in the current setting.
The fact that the ordered PBWD monomials {eh}h∈H¯ span U>v (Lsl(m|n)) follows from the
validity of Lemma 3.19 in the current setting. Let us now prove the latter using the same
ideas and notations as before.
First, we note that the wheel conditions (5.14, 5.15) for F guarantee that φd(F ) (which
is a Laurent polynomial in {yβ,s}) vanishes up to appropriate orders under the following
specializations:
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(i) yβ,s = v−2yβ′,s′ for (β, s) < (β′, s′),
(ii) yβ,s = v2yβ′,s′ for (β, s) < (β′, s′).
A straightforward case-by-case verification shows that these orders of vanishing equal the
corresponding powers of yβ,s − v−2yβ′,s′ and yβ,s − v2yβ′,s′ appearing in G¯β,β′ (if β < β′) or
G¯β (if β = β′) of (5.20). In the former case, those are explicitly given by (5.21, 5.22).
Remark 5.24. We should point out right away that the computation of the corresponding
orders requires an extra argument in the case β = β′,m ∈ [β]. Recall that the way we counted
these orders in the proof of Lemma 3.19 was by realizing the specialization φd as a step-by-step
specialization in each interval in the specified order. A priori, we can choose another order
of the intervals or even another way to perform this specialization. Let us now illustrate how
our argument should be modified in the particular case β = β′,m ∈ [β]. Note that if we
first specialize the variables in the interval [β] to the corresponding v-multiples of yβ,s, then
the wheel conditions contribute i(β) − j(β) to the order of vanishing at yβ,s = v2yβ,s′ and
i(β) − j(β) − 1 to the order of vanishing at yβ,s = v−2yβ,s′ . If instead we first specialize the
variables in the interval [β] to the corresponding v-multiples of yβ,s′ , then the wheel conditions
contribute i(β) − j(β) − 1 to the order of vanishing at yβ,s = v2yβ,s′ and i(β) − j(β) to the
order of vanishing at yβ,s = v−2yβ,s′ . Thus, none of these two specializations provides the
desired orders of vanishing simultaneously for yβ,s = v2yβ,s′ and yβ,s = v−2yβ,s′ . However,
picking the maximal of the orders separately for yβ,s = v2yβ,s′ and yβ,s = v−2yβ,s′ , we recover
i(β)− j(β) for both of them, so that they equal the corresponding powers of yβ,s−v2yβ,s′ and
yβ,s − v−2yβ,s′ appearing in G¯β of (5.20).
Second, we claim that φd(F ) vanishes under the following specializations:
(iii) yβ,s = yβ′,s′ for (β, s) < (β′, s′) such that j(β) < j(β′) and i(β) + 1 ∈ [β′].
Indeed, if j(β) < j(β′) and i(β) + 1 ∈ [β′], there are positive roots γ, γ′ ∈ ∆+ such that
j(γ) = j(β), i(γ) = i(β′), j(γ′) = j(β′), i(γ′) = i(β). Consider the degree vector d′ ∈ Tk given
by d′α = dα + δα,γ + δα,γ′ − δα,β − δα,β′ . Then, d′ > d and thus φd′(F ) = 0. The result follows.
Finally, we also note that the skew-symmetry of the elements of S(m|n) with respect to the
variables {xm,•} implies that φd(F ) vanishes under the following specializations:
(iv) yβ,s = yβ′,s′ for all β < β′ (and any s, s′) such that [β] 3 m ∈ [β′].
Combining the above vanishing conditions for φd(F ), we see that it is divisible by the
product
∏
β<β′ G¯β,β′ ·
∏
β G¯β of (5.20). Therefore, we have
φd(F ) =
β<β′∏
β,β′∈∆+
G¯β,β′ ·
∏
β∈∆+
G¯β · G¯,
where G¯ is a Laurent polynomial in {yβ,s}1≤s≤dββ∈∆+ which is symmetric in {yβ,s}
dβ
s=1 if p(β) = 0¯
and is skew-symmetric in {yβ,s}dβs=1 if p(β) = 1¯.
Combining this observation with Lemmas 3.9, 5.18 and formulas (5.19, 5.20) implies the
validity of Lemma 3.19 in the current setting. Hence, {Ψ(eh)}h∈H¯ linearly span S(m|n).
This completes our proof of Theorem 5.6.
Remark 5.25. The last statement together with Proposition 5.16 implies Theorem 5.17.
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6. Generalizations to the Yangian Y~(sln)
The PBWD bases for the Yangian Y~(g) of any semisimple Lie algebra g has been con-
structed 25 years ago in [Le]7. While the Yangian deforms the universal enveloping of the
loop algebra g[t], that is Y~(g)/(~) ' U(g[t]), there is a canonical construction of the Drinfeld-
Gavarini dual (Hopf) subalgebra Y ′~(g) ⊂ Y~(g) such that Y ′~(g)/(~) is a commutative C-
algebra, see [FT2, Appendix A] and the original references [D2, Ga]. Following [Ga], we have
established the PBWD bases for the Drinfeld-Gavarini dual Y ′~(g) in [FT2, Theorem A.21].
As just mentioned, the PBWD results (cf. Theorems 2.15, 2.17, 2.19, 2.22) are known both
for Y~(g) and Y ′~(g) for an arbitrary semisimple g. Thus the main goal of this section is to es-
tablish the shuffle realizations of Y~(sln) and Y ′~(sln) similar to those of Theorems 3.5, 3.34. For
the latter purpose, it suffices to consider only the subalgebras Y >~ (sln), Y
′
~
>(sln) ' Y>~ (sln).
6.1. Algebras Y >~ (sln) and Y
>
~ (sln).
Let I = {1, . . . , n − 1} and (cij)i,j∈I be as in Section 2.1, and let ~ be a formal variable.
Following [D1], define Y >~ (sln) to be the associative C[~]-algebra generated by {ei,r}r∈Ni∈I with
the following defining relations:
[ei,r+1, ej,s]− [ei,r, ej,s+1] = cij~
2
(ei,rej,s + ej,sei,r) , (6.1)
[ei,r, ej,s] = 0 if cij = 0,
[ei,r1 , [ei,r2 , ej,s]] + [ei,r2 , [ei,r1 , ej,s]] = 0 if cij = −1.
(6.2)
Let {αi}n−1i=1 ,∆+ be as in Section 2.2. For every (β, r) ∈ ∆+×N, make the following choices:
(1) a decomposition β = αi1 + . . .+ αip such that [· · · [eαi1 , eαi2 ], · · · , eαip ] is a non-zero root
vector eβ of sln (here eαi denotes the standard Chevalley generator of sln);
(2) a decomposition r = r1 + . . .+ rp with ri ∈ N.
We define the PBWD basis elements eβ(r) ∈ Y >~ (sln) via
eβ(r) := [· · · [[ei1,r1 , ei2,r2 ], ei3,r3 ], · · · , eip,rp ]. (6.3)
Let H+ denote the set of all functions h : ∆+ × N→ N with finite support. The monomials
eh :=
→∏
(β,r)∈∆+×N
eβ(r)
h(β,r) with h ∈ H+ (6.4)
will be called the ordered PBWD monomials of Y >~ (sln).
The following is due to [Le] (cf. [FT2, Theorem B.10]):
Theorem 6.5 ([Le]). Elements {eh}h∈H+ form a basis of a free C[~]-module Y >~ (sln).
Remark 6.6. According to [Le], this result holds for any total ordering on ∆+×N used in (6.4).
Define e˜β(r) ∈ Y >~ (sln) via
e˜β(r) := ~ · eβ(r). (6.7)
We also define e˜h via the formula (6.4) but using e˜β(r) instead of eβ(r). Define an integral
form Y>~ (sln) as the C[~]-subalgebra of Y
>
~ (sln) generated by {e˜β(r)}r∈Nβ∈∆+ .
The following result is proved in [FT2, Theorem A.21]:
Theorem 6.8 ([FT2]). (a) The subalgebra Y>~ (sln) is independent of all our choices.
(b) The ordered PBWD monomials {e˜h}h∈H+ form a basis of a free C[~]-module Y>~ (sln).
7See [FT2, Appendix B] for a correction of a gap in the proof of [Le].
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6.2. Rational shuffle algebra W (n) and its integral form W(n).
Define the shuffle algebra (W¯ (n), ?) analogously to the shuffle algebra (S(n), ?) of Section 3.1
with the following modifications:
(1) All rational functions F ∈ W¯ (n) are defined over C[~];
(2) The matrix (ζi,j(z))i,j∈I ∈ MatI×I(C[~](z)) is defined via ζi,j(z) = z+
cij~
2
z−1 ;
(3) The pole conditions (3.2) for F ∈ W¯ (n)k are modified as follows:
F =
f(x1,1, . . . , xn−1,kn−1)∏n−2
i=1
∏r′≤ki+1
r≤ki (xi,r − xi+1,r′)
, where f ∈ (C[~][{xi,r}1≤r≤kii∈I ])Σk ; (6.9)
(4) The wheel conditions (3.3) for F ∈ W¯ (n) are modified as follows:
F ({xi,r}) = 0 once xi,r1 = xi+,s +
~
2
= xi,r2 + ~ for some  ∈ {±1}, i, r1, r2, s. (6.10)
The shuffle algebra
(
W¯ (n), ?
)
is related to Y >~ (sln) via the following construction:
Proposition 6.11. The assignment ei,r 7→ xri,1 (i ∈ I, r ∈ N) gives rise to a C[~]-algebra
homomorphism Ψ: Y >~ (sln)→ W¯ (n).
The following is the Yangian counterpart of Lemma 3.10:
Lemma 6.12. For 1 ≤ j < i < n and r ∈ N, we have
Ψ(eαj+αj+1+...+αi(r)) = ~
i−j p(xj,1, . . . , xi,1)
(xj,1 − xj+1,1) · · · (xi−1,1 − xi,1) ,
where p(xj,1, . . . , xi,1) ∈ C[~][xj,1, . . . , xi,1] is a degree r monomial, up to a sign.
Example 6.13. For the particular choice eαj+αj+1+...+αi(r) = [· · · [ej,r, ej+1,0], · · · , ei,0] (used
in [FT2, Section 2]), we have p(xj,1, . . . , xi,1) = (−1)i−jxrj,1 .
For d = {dβ}β∈∆+ ∈ N
n(n−1)
2 and l =
∑
β∈∆+ dβ[β] ∈ NI , define the specialization map
φd : W¯
(n)
l −→ C[~][{yβ,s}
1≤s≤dβ
β∈∆+ ]
Σd (6.14)
as in (3.12) with the only change that the variable xk,• of the s-th copy of the interval [β] gets
specialized to yβ,s − k~2 . Then, arguing exactly as in Section 3.2.2, we get:
Proposition 6.15. The elements {Ψ(eh)}h∈H+ are linearly independent.
Combining this with Theorem 6.5, we obtain:
Proposition 6.16. Ψ: Y >~ (sln)→ W¯ (n) is an injective C[~]-algebra homomorphism.
In contrast to Theorem 3.5, the embedding Ψ: Y >~ (sln) ↪→ W¯ (n) is not an isomorphism.
The description of the image is similar to Theorem 3.34, but is significantly simpler.
Definition 6.17. F ∈ W¯ (n)k is good if φd(F ) is divisible by ~
∑
β∈∆+ dβ(i(β)−j(β)) for any degree
vector d = {dβ}β∈∆+ such that k =
∑
β∈∆+ dβ[β].
Example 6.18. In the simplest case n = 2, any element F ∈ W¯ (n)k (k ∈ NI) is good.
SetW (n) :=
⊕
k∈NI
W
(n)
k withW
(n)
k ⊂ W¯ (n)k denoting the C[~]-submodule of all good elements.
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Lemma 6.19. Ψ(Y >~ (sln)) ⊆W (n).
Proof. Let F = Ψ(ei1,r1 · · · eiN ,rN ) ∈ W¯ (n)k and k =
∑
β∈∆+ dβ[β]. For β ∈ ∆+, 1 ≤ s ≤ dβ ,
consider ζ-factors between pairs of x·,·-variables that are specialized to (yβ,s− l~2 , yβ,s− (l+1)~2 )
with j(β) ≤ l ≤ i(β)−1. Each of them contributes a multiple of ~ into φd(Ψ(F )). Since there
are exactly
∑
β∈∆+ dβ(i(β)− j(β)) of such pairs, we get F ∈W (n)k . 
The following is the key result of this section:
Theorem 6.20. The C[~]-algebra embedding Ψ: Y >~ (sln) ↪→ W¯ (n) of Proposition 6.16 gives
rise to a C[~]-algebra isomorphism Ψ: Y >~ (sln)
∼−→W (n).
In view of Example 6.18, Theorem 6.20 for n = 2 is equivalent to the following result:
Lemma 6.21. Any symmetric polynomial F ∈ C[~][{xi}ki=1]Σk may be written as a C[~]-linear
combination of {Ψ(eh)}h∈H+.
The proof of Lemma 6.21 is completely analogous to that of Lemma 3.41, and relies on the
following simple computation (cf. Lemma 3.6):
Lemma 6.22. For any k ≥ 1 and r ∈ N, the k-th power of xr ∈ W¯ (2)1 equals
xr ? · · · ? xr = k · (x1 · · ·xk)r. (6.23)
Proof. The proof is by induction in k and boils down to the verification of
k∑
i=1
j 6=i∏
1≤j≤k
xj − xi + ~
xj − xi = k, (6.24)
which is proved similarly to (3.8). 
The proof of Theorem 6.20 for n > 2 is completely analogous to those of Theorems 2.15, 2.19
and crucially utilizes the n = 2 case of Lemma 6.21. We leave details to the interested reader.
Definition 6.25. F ∈ W¯ (n)k is integral if F is divisible by ~|k|.
Remark 6.26. Any integral F ∈ W¯ (n)k is good as |
∑
β∈∆+ dβ[β]| =
∑
β∈∆+ dβ(i(β)− j(β) + 1).
Set W(n) :=
⊕
k∈NI
W
(n)
k , where W
(n)
k ⊂ W (n)k denotes the C[~]-submodule of all integral
elements. The following is our second key result of this section:
Theorem 6.27. The C[~]-algebra isomorphism Ψ: Y >~ (sln)
∼−→W (n) of Theorem 6.20 gives
rise to a C[~]-algebra isomorphism Ψ: Y>~ (sln)
∼−→W(n).
The proof of Theorem 6.27 is completely analogous to that of Theorem 3.34, but is much
simpler. In particular, adapting Lemma 3.43 to the current setting, the key combinatorial
computation from its proof is not needed, while Lemma 3.44 is adapted without any changes.
Remark 6.28. Let us note right away that the key simplification in the proof of Theorem 6.27
(comparing to that of Theorem 3.34) as well as in the definition of integral elements of Defini-
tion 6.25 (comparing to those of Definition 3.31) is due to the following rank 1 computations:
(1) ~k(x1 · · ·xk)r ∈ Ψ(Y>~ (sl2)) for any k, r ∈ N, due to Lemma 6.22;
(2) (v − v−1)k[k]v!(x1 · · ·xk)r ∈ Ψ(U>v (Lsl2)) for any k ∈ N, r ∈ Z, due to Lemma 3.6;
(3) (v − v−1)k(x1 · · ·xk)r /∈ Ψ(U>v (Lsl2)) for any k > 1, r ∈ Z, due to Lemma 3.40.
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7. Generalizations to the super Yangian Y~(sl(m|n))
The super Yangian Y~(gl(m|n)) was first introduced in [Na], following the RTT formalism
of [FRT]. Its finite-dimensional representations were classified in [Z4]. Around the same time,
the super Yangians Y~(A(m,n)) of Lie superalgebras of type A(m,n) were introduced in [S] in
the new Drinfeld presentation, where it was shown that basic general results from the theory
of usual Yangians (including PBW bases) still hold. The explicit relation between these two
super Yangians was established in [Go].
The primary goal of this section is to generalize Theorem 6.20 to the case of Y >~ (sl(m|n))
(we note that Y >~ (sl(m|n)) ' Y >~ (gl(m|n)) ' Y >~ (A(m,n))). The resulting shuffle algebra
W (m|n) is a mixture of the shuffle algebra S(m|n) from Section 5.4 and the rational shuffle
algebra W (n) from Section 6.2. We also generalize Theorem 6.27 to the case of Y>~ (sl(m|n)).
7.1. Algebras Y >~ (sl(m|n)) and Y>~ (sl(m|n)).
Let I = {1, . . . ,m+n−1} and (c¯ij)i,j∈I be as in Section 5.1, and let ~ be a formal variable.
Following [S, Go] (see Remark 7.4 for a correction of the defining relations in [S, Definition 2]),
define Y >~ (sl(m|n)) to be the associative C[~]-superalgebra generated by {ei,r}r∈Ni∈I , with the
Z2-grading [em,r] = 1¯, [ei,r] = 0¯ (i 6= m, r ∈ N), and with the following defining relations:
[ei,r+1, ej,s]− [ei,r, ej,s+1] = c¯ij~
2
(ei,rej,s + ej,sei,r) if c¯ij 6= 0, (7.1)
[ei,r, ej,s] = 0 if c¯ij = 0,
[ei,r1 , [ei,r2 , ej,s]] + [ei,r2 , [ei,r1 , ej,s]] = 0 if c¯ij = ±1, i 6= m,
(7.2)
[[em−1,s, em,0], [em+1,s′ , em,0]] = 0, (7.3)
where as before [a, b] = ab− (−1)|a||b| · ba.
Remark 7.4. (a) The first relation of (7.2) implies the validity of the second one for i = m =
j ± 1, which is also listed among the defining relations of [S, Definition 2].
(b) Given relations (7.1, 7.2), the relation (7.3) is equivalent to:
[[em−1,s, em,r1 ], [em+1,s′ , em,r2 ]] + [[em−1,s, em,r2 ], [em+1,s′ , em,r1 ]] = 0. (7.5)
The latter should be used instead of a wrong relation [[em−1,s, em,r1 ], [em+1,s′ , em,r2 ]] = 0 in [S].
Let {αi}m+n−1i=1 ,∆+ be as in Section 5.2, and define the parity p(β) ∈ Z2 (β ∈ ∆+) via (5.4).
Define the PBWD basis elements eβ(r) ∈ Y >~ (sl(m|n)) via (6.3). Let H¯+ denote the set of
all functions h : ∆+ × N → N with finite support and such that h(β, r) ≤ 1 if p(β) = 1¯. The
monomials of the form
eh :=
→∏
(β,r)∈∆+×N
eβ(r)
h(β,r) with h ∈ H¯+ (7.6)
will be called the ordered PBWD monomials of Y >~ (sl(m|n)). Analogously to [Le], we have:
Theorem 7.7 ([S]). Elements {eh}h∈H¯+ form a basis of a free C[~]-module Y >~ (sl(m|n)).
Define e˜β(r) ∈ Y >~ (sl(m|n)) via e˜β(r) := ~ · eβ(r). We also define {e˜h}h∈H¯+ via (7.6) but
using e˜β(r) instead of eβ(r). Define an integral form Y>~ (sl(m|n)) as the C[~]-subalgebra of
Y >~ (sl(m|n)) generated by {e˜β(r)}r∈Nβ∈∆+ . The following is analogous to [FT2, Theorem A.21]:
Theorem 7.8 ([FT2]). (a) The subalgebra Y>~ (sl(m|n)) is independent of all our choices.
(b) The ordered PBWD monomials {e˜h}h∈H¯+ form a basis of a free C[~]-module Y>~ (sl(m|n)).
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7.2. Rational shuffle algebra W (m|n) and its integral form W(m|n).
Define the shuffle algebra (W¯ (m|n), ?) analogously to the shuffle algebra (S(m|n), ?) of Sec-
tion 5.4 with the following modifications:
(1) All rational functions F ∈ W¯ (m|n) are defined over C[~];
(2) The matrix (ζi,j(z))i,j∈I ∈ MatI×I(C[~](z)) is defined via
ζi,j(z) =

(
z+~
z−1
)δi<m ( z−~
z−1
)δi>m
, if j = i(
z−~/2
z−1
)δi<m ( z+~/2
z−1
)δi≥m
, if j = i+ 1(
z−~/2
z−1
)δi≤m ( z+~/2
z−1
)δi>m
, if j = i− 1
1, otherwise
; (7.9)
(3) The pole conditions (5.13) for F ∈ W¯ (m|n)k are modified as follows:
F =
f(x1,1, . . . , xn−1,kn−1)∏n−2
i=1
∏r′≤ki+1
r≤ki (xi,r − xi+1,r′)
, f ∈ C[~][{xi,r}1≤r≤kii∈I ], (7.10)
where polynomial f is symmetric in {xi,r}kir=1 for i 6= m and skew-symmetric in {xm,r}kmr=1;
(4) The first kind wheel conditions (5.14) are modified as follows:
F ({xi,r}) = 0 once xi,r1 = xi+,s + ~/2 = xi,r2 + ~ for some  ∈ {±1}, i 6= m, r1, r2, s; (7.11)
(5) The second kind wheel conditions (5.15) are modified as follows:
F ({xi,r}) = 0 once xm−1,s = xm,r1 +~/2 = xm+1,s′ = xm,r2−~/2 for some r1, r2, s, s′. (7.12)
In view of Theorem 7.7, the shuffle algebra
(
W¯ (m|n), ?
)
is related to Y >~ (sl(m|n)) via the
following construction (cf. Propositions 6.11, 6.16):
Proposition 7.13. The assignment ei,r 7→ xri,1 (i ∈ I, r ∈ N) gives rise to a C[~]-algebra
embedding Ψ: Y >~ (sl(m|n)) ↪→ W¯ (m|n).
For d = {dβ}β∈∆+ , l =
∑
β∈∆+ dβ[β], define φd : W¯
(m|n)
l → C[~][{yβ,s}
1≤s≤dβ
β∈∆+ ] via (6.14),
but specializing xk,• of the s-th copy of [β] to yβ,s− k~2 if k ≤ m and to yβ,s+ (k−2m)~2 if k > m.
Definition 7.14. (a) F ∈ W¯ (m|n)k is good if φd(F ) is divisible by ~
∑
β∈∆+ dβ(i(β)−j(β)) for any
degree vector d = {dβ}β∈∆+ such that k =
∑
β∈∆+ dβ[β].
(b) F ∈ W¯ (m|n)k is integral if F is divisible by ~|k|.
Set W (m|n) :=
⊕
k∈NI
W
(m|n)
k and W
(m|n) :=
⊕
k∈NI
W
(m|n)
k , where W
(m|n)
k ⊂ W¯ (m|n)k (resp.
W
(m|n)
k ⊂ W¯ (m|n)k ) denotes the C[~]-submodule of all good (resp. integral) elements.
The following are the key results of this section:
Theorem 7.15. The C[~]-algebra embedding Ψ: Y >~ (sl(m|n)) ↪→ W¯ (m|n) of Proposition 7.13
gives rise to a C[~]-algebra isomorphism Ψ: Y >~ (sl(m|n)) ∼−→W (m|n).
Theorem 7.16. The C[~]-algebra isomorphism Ψ: Y >~ (sl(m|n)) ∼−→W (m|n) of Theorem 7.15
gives rise to a C[~]-algebra isomorphism Ψ: Y>~ (sl(m|n)) ∼−→W(m|n).
Both Theorems 7.15, 7.16 are proved completely analogously to Theorems 5.17, 6.20, 6.27.
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8. Further directions
In this section, we briefly outline some of the related results that will be addressed elsewhere.
8.1. Integral forms of Grojnowski and Chari-Pressley and their PBWD bases.
We follow the notations of Section 2. For i ∈ I, r ∈ Z, k ∈ N, define the divided power
e
(k)
i,r := e
k
i,r/[k]v! (8.1)
Following [Gr, Section 7.8], define theGrojnowski integral form U>v (Lsln) as the C[v,v−1]-
subalgebra of U>v (Lsln) generated by all the divided powers {e(k)i,r }r∈Z,k∈Ni∈I .
Following Remark 2.12, consider the following choice of PBWD basis elements {eβ(r)}r∈Zβ∈∆+ :
eαj+αj+1+...+αi(r) := [· · · [[ej,r, ej+1,0]v, ej+2,0]v, · · · , ei,0]v. (8.2)
Set eβ(r)(k) := eβ(r)k/[k]v! Due to the computation of [Lu, Section 5.5], we have:
Lemma 8.3. eβ(r)(k) ∈ U>v (Lsln) for any β ∈ ∆+, r ∈ Z, k ∈ N.
The monomials of the form
eh :=
→∏
(β,r)∈∆+×Z
eβ(r)
(h(β,r)) with h ∈ H (8.4)
will be called the ordered PBWD monomials of U>v (Lsln). Our first key result is:
Theorem 8.5. {eh}h∈H form a basis of a free C[v,v−1]-module U>v (Lsln).
The proof of Theorem 8.5 is completely analogous to those of Theorems 2.15, 2.19 and is
based on the shuffle realization of Uv(Lsln) of Theorem 8.8. Following Definition 6.17, define:
Definition 8.6. F ∈ S(n)k is good if it is of the form (3.2) with f ∈ C[v,v−1][{x±1i,r }1≤r≤kii∈I ],
and φd(F ) is divisible by (v − v−1)
∑
β∈∆+ dβ(i(β)−j(β)) for any degree vector d = {dβ}β∈∆+
such that k =
∑
β∈∆+ dβ[β].
Set S(n) :=
⊕
k∈NI
S
(n)
k with S
(n)
k ⊂ S(n)k denoting the C[v,v−1]-submodule of all good elements.
Lemma 8.7. Ψ(U>v (Lsln)) ⊆ S(n).
Proof. This follows from Lemma 3.6 and our proof of Lemma 6.19. 
The following is the second key result of this section:
Theorem 8.8. The C(v)-algebra isomorphism Ψ: U>v (Lsln) ∼−→S(n) of Theorem 3.5 gives
rise to a C[v,v−1]-algebra isomorphism Ψ: U>v (Lsln) ∼−→ S(n).
Let U<v (Lsln) be the C[v,v−1]-subalgebra of U<v (Lsln) generated by all divided powers
f
(k)
i,r := f
k
i,r/[k]v! Define the C[v,v−1]-subalgebra U0v(Lsln) of U0v(Lsln) as in [CP, Section 3].
The Chari-Pressley integral form Uv(Lsln) is the C[v,v−1]-subalgebra of Uv(Lsln) gen-
erated by U<v (Lsln),U0v(Lsln),U>v (Lsln). Due to [CP, Proposition 6.1], we have:
Theorem 8.9 ([CP]). The multiplication map induces an isomorphism of C[v,v−1]-modules
m : U<v (Lsln)⊗C[v,v−1] U0v(Lsln)⊗C[v,v−1] U>v (Lsln) ∼−→Uv(Lsln).
Thus, Theorem 8.5 yields the PBWD property of Uv(Lsln) and its freeness over C[v,v−1].
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8.2. Generalizations to all Dynkin diagrams associated with sl(m|n).
As Kac-Moody superalgebras admit many nonisomorphic Dynkin diagrams (in contrast to
the ordinary Kac-Moody algebras), it is natural to study presentations of quantum groups
associated to any of those. While the entire algebras are pairwise isomorphic (that is, they
do not depend on the choice of Dynkin diagrams), this is no longer true for their positive
subalgebras (denoted in this paper with the superscript >) generated by the e·,·-generators. In
the forthcoming note [Ts], the author will generalize the results of Sections 5, 7 to the positive
subalgebras of the quantum affine superalgebra and super Yangian associated with the Lie
superalgebra A(m,n). This features more general type A boson-fermion shuffle algebras.
More precisely, starting from a superspace V = V0¯ ⊕ V1¯ endowed with a C-basis v1, . . . , vn
such that each vi is either even (vi ∈ V0¯) or odd (vi ∈ V1¯), one may define the quantum affine
superalgebras Uv(Lgl(V )), Uv(Lsl(V )) as well as the super Yangians Y~(gl(V )), Y~(Lsl(V ))
(we note that for m = n, the notation sl(V ) is misleading and should be replaced by the
associated Dynkin diagram of the Lie superalgebra A(n, n)). We note that the definitions
for gl(V ) are based on the RTT approach of [FRT], while the definitions for sl(V ) are based
on the new Drinfeld presentation of [D1]. Applying the approach of [DF], we shall relate
the above definitions arising via the RTT and new Drinfeld presentations. The resulting
positive subalgebras U>v (Lsl(V )) ' U>v (Lgl(V )) and Y >~ (sl(V )) ' Y >~ (gl(V )) are generated
by {ei,r}r∈Zi∈I and {ei,r}r∈Ni∈I , respectively. Here I,∆+, {αi}n−1i=1 are defined as in Section 2, but
the parity p(β) ∈ Z2 is defined via p(αj +αj+1 + . . .+αi) = p(αj) +p(αj+1) + . . .+p(αi) with
p(αi) =
{
0¯, if vi and vi+1 have the same parity
1¯, otherwise
.
The construction of the PBWD bases for U>v (Lsl(V )), Y
>
~ (sl(V )) and their integral forms
U>v (Lsl(V )),Y
>
~ (sl(V )) is similar to Theorems 5.6, 5.10, 7.7, 7.8. The corresponding ordered
PBWD monomials are defined analogously to (5.5, 7.6) with the indexing sets H¯, H¯+ defined
via the same conditions (but resulting in different sets, due to a new choice of p : ∆+ → Z2).
The associated shuffle algebras S(V ),W (V ) and their integral forms S(V ),W(V ) are defined
similar to S(m|n),W (m|n),S(m|n),W(m|n). Their elements are symmetric in the variables {xi,·}
if p(αi) = 0¯ and skew-symmetric if p(αi) = 1¯, hence, the name boson-fermion shuffle algebras.
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Phys. 156 (1993), no. 2, 277–300.
[E] B. Enriquez, PBW and duality theorems for quantum groups and quantum current algebras, J. Lie Theory
13 (2003), no. 1, 21–64.
PBWD BASES AND SHUFFLE REALIZATIONS 31
[FHHSY] B. Feigin, K. Hashizume, A. Hoshino, J. Shiraishi, S. Yanagida, A commutative algebra on degenerate
CP1 and Macdonald polynomials, J. Math. Phys. 50 (2009), no. 9, 095215.
[FO1] B. Feigin, A. Odesskii, Sklyanin’s elliptic algebras, (Russian) Funktsional. Anal. i Prilozhen. 23 (1989),
no. 3, 45–54; translation in Funct. Anal. Appl. 23 (1989), no. 3, 207–214.
[FO2] B. Feigin, A. Odesskii, Elliptic deformations of current algebras and their representations by difference
operators, (Russian) Funktsional. Anal. i Prilozhen. 31 (1997), no. 3, 57–70; translation in Funct. Anal.
Appl. 31 (1997), no. 3, 193–203.
[FO3] B. Feigin, A. Odesskii, Quantized moduli spaces of the bundles on the elliptic curve and their applications,
Integrable structures of exactly solvable two-dimensional models of quantum field theory (Kiev, 2000),
123–137; NATO Sci. Ser. II Math. Phys. Chem., 35, Kluwer Acad. Publ., Dordrecht (2001).
[FRT] L. Faddeev, N. Reshetikhin, L. Takhtadzhyan, Quantization of Lie groups and Lie algebras, (Russian)
Algebra i Analiz 1 (1989), no. 1, 178–206; translation in Leningrad Math. J. 1 (1990), no. 1, 193–225.
[FT1] M. Finkelberg, A. Tsymbaliuk, Multiplicative slices, relativistic Toda and shifted quantum affine algebras,
accepted by Progress in Math.; preprint, arXiv:1708.01795.
[FT2] M. Finkelberg, A. Tsymbaliuk, Shifted quantum affine algebras: integral forms in type A, accepted by
Arnold Mathematical Journal; preprint, arXiv:1811.12137.
[Ga] F. Gavarini, The quantum duality principle, Ann. Inst. Fourier (Grenoble) 52 (2002), no. 3, 809–834.
[Go] L. Gow, Gauss decomposition of the Yangian Y (glm|n), Comm. Math. Phys. 276 (2007), no. 3, 799–825.
[Gr] I. Grojnowski, Affinizing quantum algebras: from D-modules to K-theory, unpublished manuscript of
November 11, 1994, available at https://www.dpmms.cam.ac.uk/∼groj/char.ps.
[He] D. Hernandez, Representations of quantum affinizations and fusion product, Transform. Groups 10 (2005),
no. 2, 163–200.
[HRZ] N. Hu, M. Rosso, H. Zhang, Two-parameter quantum affine algebra Ur,s(ŝln), Drinfel’d realization and
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