Forbidden configurations and repeated induction  by Anstee, R.P. & Meehan, C.G.W.
Discrete Mathematics 311 (2011) 2187–2197
Contents lists available at SciVerse ScienceDirect
Discrete Mathematics
journal homepage: www.elsevier.com/locate/disc
Forbidden configurations and repeated induction
R.P. Anstee ∗, C.G.W. Meehan
Mathematics Department, The University of British Columbia, Vancouver, B.C., Canada V6T 1Z2
a r t i c l e i n f o
Article history:
Received 5 November 2010
Received in revised form 4 July 2011
Accepted 5 July 2011
Available online 31 July 2011
Keywords:
Extremal set theory
Shattered sets
VC-dimension
Forbidden configurations
Trace
a b s t r a c t
For a given k × ℓmatrix F , we say a matrix A has no configuration F if no k × ℓ submatrix
of A is a row and column permutation of F . We say a matrix is simple if it is a (0,1)-matrix
with no repeated columns. We define forb(m, F) as the maximum number of columns in
an m-rowed simple matrix which has no configuration F . A fundamental result of Sauer,
Perles and Shelah, and Vapnik and Chervonenkis determines forb(m, Kk) exactly, where Kk
denotes the k × 2k simple matrix. We extend this in several ways. For two matrices G,H
on the same number of rows, let [G | H] denote the concatenation of G and H . Our first two
sets of results are exact bounds that find some matrices B, C where forb(m, [Kk | B]) =
forb(m, Kk) and forb(m, [Kk | Kk | C]) = forb(m, [Kk | Kk]). Our final result provides
asymptotic boundary cases; namely matrices F for which forb(m, F) is O(mp) yet for any
choice of column α not in F , we have forb(m, [F | α]) is Ω(mp+1). This is evidence for a
conjecture of Anstee and Sali. The proof techniques in this paper are dominated by repeated
use of the standard induction employed in forbidden configurations. Analysis of base cases
tends to dominate the arguments. For a k-rowed (0,1)-matrix F , we also consider a function
req(m, F) which is the minimum number of columns in an m-rowed simple matrix for
which each k-set of rows contains F as a configuration.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
We are considering a problem in extremal set theory. We find it convenient to use the language of matrix theory and
of sets. Let [m] = {1, 2, . . . ,m}. We define a simple matrix as a (0, 1)-matrix with no repeated columns. An m × n simple
matrix A can be thought of as a family A of n subsets S1, S2, . . . , Sn of [m] where i ∈ Sj if and only if the i, j entry of A is 1.
For a subset S ⊆ [m] of rows, let A|S denote the submatrix of A given by rows S.
We are interested in the property of forbidding the combinatorial equivalent of a submatrix. Assumewe are given a k×ℓ
(0, 1)-matrix F . We say that matrix A has no F as a configuration (sometimes called trace) if no k× ℓ submatrix of A is a row
and column permutation of F . A configuration is like an induced object; the 1’s are as important as the 0’s unlike in the study
of patterns [17].
Sometimes we are able to obtain structural results about a simple matrix A with no F but our goal in this paper is to
consider the extremal problemof howmany columns anm-rowed simplematrixA can have under this property. Remarkably
we are often able to obtain exact results. Let |A| denote the number of columns of a matrix A. We define
forb(m, F) = max
A
{|A| : A ism-rowed simple with no configuration F}.
Alternatively forb(m, F) is the smallest value so that if A is anm× (forb(m, F)+ 1) simple matrix then Amust contain the
configuration F . Note that we do not require F to be simple in the definition; most forbidden configurations in this paper
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are non-simple. A survey of results is in [1]. We also define
ext(m, F) = {A : A is anm× forb(m, F) simple matrix with no F} .
Our main interest is in forbidding a single configuration, but we sometimes need to extend to a set of configurations
F = {F1, F2, . . . , Ft} and define forb(m,F ) as the maximum number of columns in an m-rowed simple matrix that has
no configurations F ∈ F .
The following are useful notations. For a set S ⊆ [m] and an integer k, let
2S = {B ⊆ [m] : B ⊆ S},

S
k

= {B ⊆ [m] : B ⊆ S and |B| = k}.
Let Kk be the k × 2k simple matrix corresponding to 2[k] and let K ℓk be the k ×

k
ℓ

simple matrix corresponding to

[k]
ℓ

.
Let [A|B] denote the concatenation of two matrices A, B on the same number of rows. For an integer q > 0, we define q · A
to be the concatenation of q copies of A so that for example 2 · A = [A|A]. Let 1k0ℓ denote the column of k 1’s on top of ℓ 0’s.
Given anm1 × n1 matrix A and anm2 × n2 matrix B, let A× B be the (m1 +m2)× n1n2 matrix whose columns are obtained
from placing every column of A on top of every column of B. This 2-fold product extends to 3-fold products A × B × C etc.
Note that for any choice 1 ≤ i ≤ k − 1, Kk = Ki × Kk−i and Kk is the k-fold product [01] × [01] × · · · × [01]. We assume
precedence of · over× and precedence of× over | so that [2 ·A|B×C] is [A|A|(B×C)]. The following is a fundamental result
leading to concepts such as VC-dimension and which has been used in Applied Probability.
Theorem 1.1 (Sauer [14], Perles and Shelah [15], Vapnik and Chervonenkis [18]). Assume k is given. Then
forb(m, Kk) =

m
k− 1

+

m
k− 2

+ · · · +
m
0

.  (1)
We are able to obtain the same exact bound of this result for larger matrices (which contain Kk as a submatrix). Exact
bounds are always the hardest to obtain and show a greater understanding of the extremal problem.
Theorem 1.2. Let k ≥ 4 be a given integer. Let p be given with 2 ≤ p ≤ k− 2. For m ≥ k+ 1,
forb(m, [Kk|1p0k−p]) = forb(m, Kk). 
There are constructions to show that forb(m, [Kk|α]) > forb(m, Kk) for a k× 1 (0, 1) vector α which has column sum 0,
1, k− 1 or k. We can add more than one column.
Theorem 1.3. Let m, k be given. For 4 ≤ k ≤ 14 and m ≥ k + 1, forb(m, [Kk|1202 × Kk−4]) = forb(m, Kk). Let p, q be given
with p, q ≥ 2 and k > p+ q. Assume

p+q
p

≥ k+ 2. Then for m ≥ k+ 1, forb(m, [Kk|1p0q × Kk−p−q]) = forb(m, Kk).
We expect that the result holds for more choices of p, q and our proof for the case p = q = 2 indicates some of the
arguments that may help to show this. A somewhat weaker conclusion is available in general for the following extension to
Theorem 1.2.
Theorem 1.4. Let q ≥ 2 be a given integer. Then there are integers cq,m0 so that for m ≥ m0,
forb(m, [K4|q · 1202]) ≤ forb(m, K4)+ cq =
m
3

+
m
2

+
m
1

+
m
0

+ cq.
Furthermore, let k ≥ 5 be a given integer and let p be given with 2 ≤ p ≤ k − 2. Then there exists a m1 and a function fk(m)
which is O(mk−4) so that for m ≥ m1,
forb(m, [Kk|q · 1p0k−p]) ≤ forb(m, Kk)+ fk(m) =

m
k− 1

+

m
k− 2

+ · · · +
m
0

+ fk(m). (2)
We expect that for largem that we may take cq = 0 and fk(m) ≡ 0. Theorems 1.2–1.4 are proven in Section 3.
We are able to find matrices B such that forb(m, [2 · Kk|B]) = forb(m, 2 · Kk). We first give forb(m, 2 · Kk).
Theorem 1.5 (Gronau [10]).We have forb(m, 2 · Kk) = forb(m, Kk+1). 
Theorem 1.6 ([2]). There exists an m0 so that for m > m0, forb(m, [2 · K2 | q · 1101]) = forb(m, 2 · K2).
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We generalize Theorem 1.6 substantially, at least for q = 1. Define F1 as follows:
F1 =
1 0 1 0
0 1 1 1
0 0 0 1

. (3)
Note that 1101 × Kk−2 is a configuration in F1 × Kk−3 when we compare the following result to Theorem 1.3.
Theorem 1.7. Let k,m be given with k ≥ 3. For k = 3, we have forb(m, [2 · K3|F1]) = forb(m, 2 · K3). For k ≥ 4, we have
forb(m, [2 · Kk|F1 × Kk−3]) = forb(m, 2 · Kk).
Theorem 1.7 is proven in Section 4. We do not expect much success considering t · Kk in general since exact bounds for
forb(m, t ·Kk) are hard to come by. Our exact bounds for F with repeated columns extend results in [6]. Our proof techniques
also give the following, proven in Section 5. Define Tk to be the k× k simple matrix with a 1 in position i, j if and only if i ≤ j.
Let
E1(k) = [0k | Ik], E2(k) = [0k | Tk], E3(k) = [1k | Ick ]. (4)
Note that the roworder of E2(k) is important. For a set S2 of row indices, letmax S2 (respectivelymin S2) denote themaximum
(resp. minimum) entry of S2 so that {max S2} is a set of size 1. We say an r-rowed configuration F is a boundary case if there
is an integer t so that for any r-rowed column α not in F , we have forb(m, [F | α]) beingΩ(mt+1)while forb(m, F) is O(mt).
A conjecture of Anstee and Sali [7] predicts the boundary cases and so the following theorem is further evidence for the
conjecture.
Theorem 1.8. Let p, k be given. Let S1, S2, S3 be three k-subsets of [p] and let F be the p-rowed simple matrix of all possible
columnsα satisfying α|Si contained in Ei(k) for i ∈ [3]. Then forb(m, F) is O(mp−k). If in addition S1∩S3 = ∅, S1∩S2 ⊆ {max S2}
and S2∩S3 ⊆ {min S2} then F is a boundary case, namely for any p-rowed columnα not in F , then forb(m, [F | α]) isΩ(mp−k+1).
We finish the paper by introducing the following function and giving some results which were useful for our forbidden
configuration problems. This work is preliminary (sufficient for our purposes) but may prove to be an interesting problem
on its own.
req(m, F) = min
A

|A| : A ism-rowed and simple; for all S ∈
 [m]
k

A|S has F

. (5)
2. Induction
The induction technique that is the focus of this paper uses standard decomposition as follows. LetA be anm-rowedmatrix,
not necessarily simple. Let Ar denote thematrix obtained from A by deleting row r . Of course Ar may have repeated columns.
Let Cr(A) denote the largest (m−1)-rowed submatrix of Ar such that we have the following decomposition (after a row and
column permutation)
A = row r
[
0 · · · 0 0 · · · 0 1 · · · 1 1 · · · 1
Br(A) Cr(A) Cr(A) Dr(A)
]
. (6)
If A is simple, then Cr(A) and [Br(A)Cr(A)Dr(A)] are (m−1)-rowed simple matrices. Now letFk be a set of k-rowedmatrices.
Let
F ′k−1 = {[Bs(F)Cs(F)Ds(F)] : F ∈ Fk, s ∈ [k]}. (7)
In this context we allow repeated columns in our configurations. A typical application of this induction is as follows. If A is an
m-rowed simple matrix with no configuration F ∈ Fk then [Br(A)Cr(A)Dr(A)] avoids all F ∈ Fk and Cr avoids all F ′ ∈ F ′k−1
yielding the inequality
forb(m,Fk) ≤ forb(m− 1,Fk)+ forb(m− 1,F ′k−1). (8)
We consider both exact and asymptotic bounds using this induction repeatedly.
3. Exact bounds extending Kk
The following lemmas are used in the proof of Theorem 1.2.
Lemma 3.1. For m ≥ 3,
forb(m, {[K2|12], [K2|1101], [K2|02]}) = forb(m, K2) = m+ 1.
Proof. Let F2 = {[K2|12], [K2|1101], [K2|02]}. The equality holds by a simple pigeonhole argument. Suppose A is a
simple matrix that avoids K2. Then it necessarily avoids each element of F2, and so forb(m,F2) ≥ forb(m, K2). Suppose
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forb(m,F2) > forb(m, K2) and let G ∈ ext(m,F2). Then |G| > forb(m, K2) = m + 1 and on some pair of rows, G contains
a copy of K2. But since we require m ≥ 3, then |G| > 4 and so there is at least one column not in the copy of K2. Since on
a pair of rows, all possible 2 × 1 configurations are {12, 1101, 02},G must also then contain an element of F2, creating a
contradiction. Thus, we have forb(m,F2) = forb(m, K2), as desired. 
The following easy remark is useful.
Remark 3.2. Let A be a (t+1)×n simplematrix with a copy of Kt in rows [t]. Then if we form amatrix A′ from A by deleting
row t + 1 and the 2t columns containing the copy of Kt , then A′ is a simple matrix.
Proof. Given that A is simple, there are at most two columns α, β of A such that α|[t] = β|[t], say with α|{t+1} = 0 and
β|{t+1} = 1. Since one of the two columns must be in the copy of Kt , we deduce that A′ is simple. 
Lemma 3.3. For m ≥ 4,
forb(m, {[K3|1201], [K3|1102]}) = forb(m, K3) =
m
2

+
m
1

+
m
0

.
Proof. Let F3 = {[K3|1201], [K3|1102]}. We use induction on m. Consider first the base case m = 4. For similar reasons to
those of Lemma 3.1, we have forb(m,F3) ≥ forb(m, K3). Suppose forb(4,F3) > forb(4, K3) and let G ∈ ext(4,F3). Then
|G| > forb(4, K3) = 11 and so G contains a copy of K3, say on rows [3]. Appealing to Remark 3.2 with t = 3, A = G,
apart from the eight columns containing the copy of K3, there are at least four 3-rowed columns of G|[3], all of which are
different. Only 13 and 03 do not create an element of F3, and so G will contain an element of F3; a contradiction. Thus
forb(4,F3) = forb(4, K3).
Consider A ∈ ext(m,F3). We can decompose A using the standard decomposition (6). Note that [B1C1D1] is a simple
(m − 1)-rowed matrix that avoids all the configurations in F3 and C1 is a simple (m − 1)-rowed matrix that avoids all
of F2, else A contains one of F3 as a configuration. By Lemma 3.1, |C1| ≤ forb(m − 1, K2) = (m − 1) + 1. By induction,
|[B1C1D1]| ≤ forb(m− 1, K3). We compute forb(m,F3) = |A| = |[B1C1D1]| + |C1| ≤
m
2
+ m1 + m0  by Pascal’s identity.
Since we have already noted that forb(m,F3)must be at least this large, we have equality, and in conjunction with the base
case, this shows that forb(m,F3) = forb(m, K3) for allm ≥ 4. 
In general, for a configuration F with α being a column of F and β being any column, the relation of forb(m, F) to the
bounds forb(m, F \α) and forb(m, [F | β]) is unpredictable. Here we define F \α as the matrix obtained from F by deleting
column α. The following is an easy observation.
Lemma 3.4. Let F have ith column αi, namely F = [α1α2 · · ·αℓ]. Then
forb(m, {F \ αi : i ∈ [ℓ]}) < forb(m, F).
Proof. Let F be given with forb(m, {F \ αi : i ∈ [ℓ]}) = forb(m, F). Consider a matrix A ∈ ext(m, {F \ αi : i ∈ [ℓ]}). Then for
any column γ ∉ A, [A | γ ] contains F . But then for some i ∈ [ℓ], A contains in the same rows F \ αi, a contradiction. 
Proof of Theorem 1.2. We use induction on both m and k. First we show that the equality holds in the case k = 4 for all
m ≥ k+ 1 = 5. In this case p = 2 and the extra column is 1202.
In the base case m = 5, suppose forb(5, [K4|1202]) > forb(5, K4) and let G1 ∈ ext(5, [K4|1202]). Then |G1| >
forb(5, K4) = 26 and G1 contains a copy of K4, say on rows [4]. Appealing to Remark 3.2 with t = 4 and A = G1, apart
from the sixteen columns containing the copy of K4, there are at least eleven other 4-rowed columns of G1|[4] all of which
are different. In order to avoid creating [K4|1202], none of the six row permutations of 1202 can be used leaving only 10
4-rowed columns, a contradiction. Therefore forb(5, [K4|1202]) = forb(5, K4).
Perform the standard decomposition (6) on A ∈ ext(m, [K4|1202]). Note now that [B1C1D1] is a simple (m − 1)-rowed
matrix that avoids [K4|1202] and C1 is a simple (m − 1)-rowed matrix that avoids both [K3|1201] and [K3|1102], else A
contains [K4|1202] as a configuration. Noting that C1 avoids the set F3 from Lemma 3.3, it follows that forb(m, [K4|1202]) =
|[B1C1D1]|+|C1| ≤ forb(m−1, [K4|1202])+ forb(m−1,F3) =
m
3
+m2 +m1 +m0 , if we use the induction assumption
that forb(m − 1, [K4|1202]) =

m−1
3

+

m−1
2

+

m−1
1

+

m−1
0

. In conjunction with the base case, this shows that
forb(m, [K4|1202]) = forb(m, K4) for allm ≥ 5.
We now consider the casem = k+ 1 for all k ≥ 4. A relatively simple argument shows that forb(k+ 1, [Kk|1p0k−p]) =
forb(k + 1, Kk) = 2k+1 − (k + 1) − 1. Again, let G2 ∈ ext(k + 1, [Kk|1p0k−p]) and suppose for sake of contradiction that
forb(k + 1, [Kk|1p0k−p]) > forb(k + 1, Kk). Then |G2| > 2k+1 − k − 2 and contains Kk, say on rows [k]. Appealing to
Remark 3.2 with t = k and A = G2, apart from the 2k columns containing the copy of Kk, there are at least 2k − k − 1
other k-rowed columns of G2|[k] all of which are different. There at most 2k −

k
p

such columns in addition to Kk else
we create a copy of [Kk|1p0k−p] as a configuration in G2. Now

k
p

is minimized when p = 2 or p = k − 2. Thus there
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are most 2k −

k
2

such columns. Since 2k −

k
2

< 2k − k − 1 for k ≥ 4, we obtain a contradiction. So we have
forb(k+ 1, [Kk|1p0k−p]) = forb(k+ 1, Kk) for all k ≥ 4.
In general, we can use the standard decomposition (6) on A ∈ ext(m, [Kk|1p0k−p]) to create an induction argument that
works with the previously established cases. Assumewithout loss of generality that p > k−p. In this situation, [B1C1D1] is a
simple (m− 1)-rowed matrix that avoids [Kk|1p0k−p] and C1 is a simple (m− 1)-rowed matrix that avoids [Kk−1|1p−10k−p],
where 2 ≤ p − 1 ≤ (k − 1) − 2. Thus, forb(m, [Kk|1p0k−p]) = |[B1C1D1]| + |C1| ≤ forb(m − 1, [Kk|1p0k−p]) + forb(m −
1, [Kk−1|1p−10k−p]) = forb(m− 1, Kk)+ forb(m− 1, Kk−1) =
 m
k−1
+  mk−2 + · · · + m0 , and so the equality holds for all
suitable values ofm and k. 
Lemma 3.5. Let q ≥ 2 be a given integer. For m ≥ 4q− 1,
forb(m, {[K2|q · 12], [K2|q · 1101], [K2|q · 02]}) = forb(m, K2) = m+ 1.
Proof. Note that the case q = 1 is handled by Lemma 3.1. Let F q2 = {[K2|q · 12], [K2|q · 1101], [K2|q · 02]}. The equality is
again the result of a simple pigeonhole argument. We note forb(m,F q2 ) ≥ forb(m, K2), since each element of F q2 contains
K2. Suppose forb(m,F
q
2 ) > forb(m, K2) and let G ∈ ext(m,F q2 ). Then |G| > forb(m, K2) = m+1 and, on some pair of rows,
G contains a copy of K2. But since we require m ≥ 4q− 1, |G| > 4q, and so there are at least 4q− 3 columns added beside
K2. We can add q − 1 copies each of 12, 1101 and its complement, and 02, but upon adding the final column, we create an
element of F q2 , creating a contradiction. Thus, we have forb(m,F
q
2 ) = forb(m, K2), as desired. 
It is perhaps noteworthy to show that this equality does not hold for 2 ≤ m ≤ 4q−2.We can construct the (4q−2)×4q
matrix[
K2 (q− 1) · K2
0 I4q−4
]
,
which is simple and has no element of F q2 . A counterexample to Lemma 3.5 for smallerm can be generated by deleting the
last t rows and last t columns. The following lemma helps in the proof of Theorem 1.4.
Lemma 3.6. Let q ≥ 1 be a given integer. Then there exists an integer m0 so that for m ≥ m0,
forb(m, {[K3|q · 1201], [K3|q · 1102]}) = forb(m, K3) =
m
2

+
m
1

+
m
0

.
Proof. We will show m0 = 6q is sufficient. Let F q3 = {[K3|q · 1201], [K3|q · 1102]}. Then forb(m,F q3 ) ≥ forb(m, K3) since
each member of F q3 contains K3. Suppose that for somem, forb(m,F
q
3 ) > forb(m, K3) and let A ∈ ext(m,F q3 ). Then Amust
contain K3 as a configuration and so takes on the following structure upon properly permuting the rows and columns:
A =

≤q  
1 1
0 · · · 0
0 0
≤q  
0 0
1 · · · 1
0 0
≤q  
0 0
0 · · · 0
1 1
≤q  
1 1
1 · · · 1
0 0
≤q  
1 1
0 · · · 0
1 1
≤q  
0 0
1 · · · 1
1 1
A1

s  
0 0
0 · · · 0
0 0
t  
1 1
1 · · · 1
1 1
A2
 , (9)
where s, t are arbitrary. If we consider the deletion of the first two rows and all the columns containing part of A1, then the
resulting matrix
A′ =
[
00 · · · 00 11 · · · 11
A2
]
is simple and also does not contain either member of F q3 . Therefore, |A′| ≤ forb(m − 2,F q3 ) and we may observe that in
this case |A| = forb(m,F q3 ) so
forb(m,F q3 ) ≤ 6q+ forb(m− 2,F q3 ) for forb(m,F q3 ) > forb(m, K3). (10)
We compute forb(m + 2, K3) − forb(m, K3) = 2m + 3. Assume there is an m′ ≥ 3q − 1 satisfying forb(m′,F q3 ) =
forb(m′, K3). Assume forb(m′+2,F q3 ) > forb(m′+2, K3). Then forb(m′+2,F q3 ) ≤ 6q+forb(m′,F q3 ) = 6q+forb(m′, K3) <
forb(m′ + 2, K3) for 2m′ + 3 > 6q which yields the contradiction forb(m′ + 2,F q3 ) < forb(m′ + 2, K3). Thus we conclude
forb(m′ + 2,F q3 ) = forb(m′ + 2, K3). Repeating this argument we deduce that forb(m,F q3 ) = forb(m, K3) for all m ≥ m′
withm ≡ m′(mod 2).
We now establish that forb(6q,F q3 ) = forb(6q, K3). Assume the contrary that forb(6q,F q3 ) > forb(6q, K3) and let
m′ be the largest integer m′ < 6q with 6q ≡ m′(mod 2) that has forb(m′,F q3 ) = forb(m′, K3). Such an m′ exists since
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forb(2,F q3 ) = forb(2, K3). Ifm′ ≥ 3q− 1, then, as we have established above, forb(6q,F q3 ) = forb(6q, K3), a contradiction.
So we may assumem′ ≤ 3q− 1. Using (10) repeatedly, we obtain
forb(6q,F q3 ) ≤
6q−m′
2
· 6q+ forb(m′, K3) = (6q−m′)3q+

m′
2

+

m′
1

+

m′
0

.
We may verify that (6q − m′)3q +

m′
2

+

m′
1

+

m′
0

<

6q
2

+

6q
1

+

6q
0

by noting that

m′
2

+

m′
1

+

m′
0

<
3qm′ + 3q + 1 for m′ ≤ 3q − 1. But the inequality yields the contradiction forb(6q,F q3 ) < forb(6q, K3) and so
forb(6q,F q3 ) = forb(6q, K3).
Given that forb(6q,F q3 ) = forb(6q, K3), our argument above establishes forb(m,F q3 ) = forb(m, K3) for m > 6q and
m ≡ 6q(mod 2). It is straightforward to repeat the above calculation for odd m starting with 6q − 1 or one could use
induction and Lemma 3.5 starting from forb(6q,F q3 ) = forb(6q, K3). 
Remark 3.7. Let q ≥ 1 and k ≥ 3 be given integers. Let Ck represent the family of all k × 1 (0, 1)-columns. Let F qk be the
family of k × (2k + q) (0, 1)-matrices defined as F qk = {F : F = [Kk|q · α], α ∈ Ck \ {1k, 0k}}. Then there exists an integer
m1 so that form ≥ m1,
forb(m,F qk ) = forb(m, Kk) =

m
k− 1

+

m
k− 2

+ · · · +
m
0

.
Proof. This result follows with little effort from a generalized argument of the proof in Lemma 3.6. In particular, if for some
m, forb(m,F qk ) > forb(m, Kk), then we can delete k − 1 rows and at most (2k − 2)q columns and see that forb(m,F qk ) ≤
(2k− 2)q+ forb(m− k+ 1,F qk ), i.e. that the bound grows linearly withm instead of beingΩ(mk−1), as expected. For some
sufficiently largem1, then, one can find by inductive calculation that forb(m1,F
q
k ) ≤ 2
k−2
k−1 qm1 + cq ≤ forb(m1, Kk), and so
form ≥ m1, this contradiction allows us to conclude the equality. 
Proof of Theorem 1.4. In proving this, we refer to the same m0 = 6q computed in Lemma 3.6. Initially we consider
k = 4 and show the inequality involving K4 holds, beginning with the base case m = m0. If it is indeed the case
that forb(m0, [K4|q · 1202]) > forb(m0, K4), then G ∈ ext(m0, [K4|q · 1202]) contains K4 on some 4-tuple of rows.
On these four rows, there are at most q copies of all 6 permutations of 1202, and at most 2m0−4 copies of each of the
other ten 4-rowed columns, and so forb(m0, [K4|q · 1202]) ≤ 6q + 10(2m0−4) = forb(m0, K4) + cq where we define
cq = 6q+ 10(2m0−4)−
m0
3
+ m02 + m01 + m00 .
For general m > m0, begin with the inductive assumption that forb(m − 1, [K4|1202]) ≤

m−1
3

+

m−1
2

+

m−1
1

+
m−1
0

+ cq. Perform the standard decomposition (6) on A ∈ ext(m, [K4|q · 1202]). Now [B1C1D1] is a simple (m − 1)-
rowed matrix that avoids [K4|q · 1202] and hence by induction |[B1C1D1]| ≤ forb(m − 1, K4). Also C1 is a simple (m − 1)-
rowed matrix that must avoid both [K3|q · 1201] and [K3|q · 1102] i.e. F q3 from Lemma 3.6. Hence with m > m0, we have
|C | ≤ forb(m− 1,F q3 ) = forb(m− 1, K3) by Lemma 3.6. Thus, it follows that forb(m, [K4|q · 1202]) = |[B1C1D1]| + |C1| ≤
forb(m− 1, [K4|q · 1202])+ forb(m− 1, K3) =
m
3
+ m2 + m1 + m0 + cq, with cq as above. In conjunction with the base
case, this shows that forb(m, [K4|1202]) ≤ forb(m, K4)+ cq for allm ≥ m0.
For the larger cases k ≥ 5, we let m1 = max{m0, k − 4}. We will establish that fk(m) = 2m1
 m
k−4

suffices. Trivially,
forb(m1, [Kk|q · 1p0k−p]) ≤ 2m1 ≤ 2m1
 m1
k−4

. Let m > m1. Our inductive hypothesis is that forb(m − 1, [Kk|q · 1p0k−p]) ≤
forb(m − 1, Kk) + 2m1

m−1
k−4

. We have established this for k = 4 (with a smaller constant cq in place of 2m1 ) and for all
m ≥ m1. We proceed by induction on k,mwith k > 4 andm > m1. Assumewithout loss of generality that p > k−p. We can
again use the standard decomposition (6) on A ∈ ext(m, [Kk|q · 1p0k−p]), yielding that [B1C1D1] is a simple (m− 1)-rowed
matrix that avoids [Kk|q·1p0k−p] and C1 is a simple (m−1)-rowedmatrix that avoids [Kk−1|q·1p−10k−p].We use the inductive
hypotheses that forb(m−1, [Kk|q ·1p0k−p]) ≤ forb(m−1, Kk)+2m1

m−1
k−4

and forb(m−1, [Kk−1|q ·1p−10k−p]) ≤ forb(m−
1, Kk−1)+ 2m1

m−1
k−5

. Now 2m1

m−1
k−4

+ 2m1

m−1
k−5

= 2m1  mk−4  and forb(m− 1, Kk)+ forb(m− 1, Kk−1) = forb(m, Kk).
Thus, forb(m, [Kk|q · 1p0k−p]) = |[B1C1D1]| + |C1| ≤ forb(m − 1, [Kk|q · 1p0k−p]) + forb(m − 1, [Kk−1|q · 1p−10k−p]) ≤
forb(m, Kk)+ 2m1
 m
k−4

. Thus we have established (2). Note that 2m1
 m
k−4

is O(mk−4), as desired. 
Proof of Theorem 1.3. We use induction on both m and k. By Theorem 1.2, we have that forb(m, [Kp+q|1p0q]) =
forb(m, Kp+q) for allm ≥ p+ q+ 1 when p, q ≥ 2.
Wenow consider the casem = k+1 for all k ≥ p+q. If we assume forb(k+1, [Kk|1p0q×Kk−(p+q)]) > forb(k+1, Kk), then
on some k-set of rows, G ∈ ext(k + 1, [Kk|1p0q × Kk−(p+q)]) contains a copy of Kk, say in rows S. Appealing to Remark 3.2
with t = k, A = G and A′ = G′, we note that G′ has no configuration 1p0q × Kk−(p+q). We can derive a contradiction
by showing that forb(k, 1p0q × Kk−(p+q)) ≤ 2k − k − 2 since then |A| ≤ 2k + 2k − k − 2 = forb(k + 1, Kk). By
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Lemma 6.1, forb(k, 1p0q × Kk−(p+q)) = 2k − req(k, K pp+q). By Lemma 6.4, req(k, K pp+q) ≥ |K pp+q| =

p+q
p

. Thus, provided
p+q
p

≥ k + 2, we have forb(k, 1p0q × Kk−(p+q)) ≤ 2k −

p+q
p

≤ 2k − k − 2, our required contradiction, and so
forb(k + 1, [Kk|1p0q × Kk−(p+q)]) = forb(k + 1, Kk) for all p + q ≤ k ≤

p+q
p

− 2. We would be able to extend the
results by obtaining improved values for req(k, K pp+q).
In general, we can use the standard decomposition (6) on A ∈ ext(m, [Kk|1p0q × Kk−(p+q)]) to create an induction
argument that works with the previously established cases. In this situation, [B1C1D1] is a simple (m − 1)-rowed matrix
that avoids [Kk|1p0q × Kk−(p+q)] and C1 is a simple (m − 1)-rowed matrix that avoids [Kk−1|1p0q × Kk−(p+q)−1]. Thus,
forb(m, [Kk|1p0q × Kk−(p+q)]) = |[B1C1D1]| + |C1| ≤ forb(m − 1, [Kk|1p0q × Kk−(p+q)]) + forb(m − 1, [Kk−1|1p0q ×
Kk−(p+q)−1]) =
 m
k−1
+  mk−2 + · · · + m0 , and so the equality holds for all suitable values ofm and k.
In the special case p = q = 2, we know that req(k, K 24 ) ≥ k + 2 for 4 ≤ k ≤ 16 by Lemma 6.6, and so
forb(k, 1202 × Kk−4) ≤ 2k − k − 2 for these values of k. (Note that our condition

p+q
p

≥ k + 2 is not satisfied for
p = q = 2, k ≥ 5 and thus we need a better result than Lemma 6.4.) Thus, using the same induction as above, we have
forb(m, [Kk|1202 × Kk−4]) = forb(m, Kk) for k between 4 and 16. 
4. Exact bounds extending 2 ·Kk
In dealing with 2 ·Kk, one should note from Theorem 1.5 that forb(m, 2 ·Kk) = forb(m−1, 2 ·Kk)+ forb(m−1, 2 ·Kk−1).
The following lemmas assist in the proof of Theorem 1.7.
Lemma 4.1. Let k ≥ 2 be a given integer and G be a k-rowed matrix. Let Gi = [Bi(G)Ci(G)Di(G)] be the (k − 1)-rowed matrix
from the standard decomposition (6) of G, and define FG = {[2 · Kk−1|Gi] : i ∈ [k]}. Suppose that we know the following two
things:
(i) forb(k+ 1,G) ≤ 2k+1 − k− 3.
(ii) For m ≥ k+ 2, forb(m,FG) = forb(m, 2 · Kk−1).
Then for m ≥ k+ 2, forb(m, [2 · Kk|G]) = forb(m, 2 · Kk).
Proof. We use induction on m. In the base case m = k + 2, suppose forb(k + 2, [2 · Kk|G]) > forb(k + 2, 2 · Kk) and let
H ∈ ext(k+ 2, [2 · Kk|G]). Then |H| > forb(k+ 2, 2 · Kk) = forb(k+ 2, Kk+1) = 2k+2 − k− 3 and on some (k+ 1)-set of
rows, H contains a copy of Kk+1, and so there are at least 2k+1 − k− 2 columns added beside Kk+1. But since every k-set of
these rows contains 2 · Kk, we must forbid G on the (k+ 1)-set, and since by hypothesis (i) forb(k+ 1,G) ≤ 2k+1 − k− 3,
such a matrix cannot be constructed. Thus we have forb(k+ 2, [2 · Kk|G]) = forb(k+ 2, 2 · Kk).
Performing the standard decomposition (6) on A ∈ ext(m, [2 · Kk|G]), we see that C1 is simple and avoids FG. Thus
by hypothesis (ii), we have forb(m, [2 · Kk|G]) = |[B1C1D1]| + |C1| ≤ forb(m − 1, [2 · Kk|G]) + forb(m − 1,FG) =m
k
 +  mk−1  + · · · + m0  by hypothesis on m. Since [2 · Kk|G] contains 2 · Kk, we have that |A| ≥ forb(m, 2 · Kk), and
so the equality follows. 
We use the notation Ei = Ei(2) from (4).
Lemma 4.2. Assume m ≥ 4. Then forb(m, {[2 · K2|E1], [2 · K2|E2], [2 · K2|E3]}) = forb(m, 2 · K2).
Proof. Note that forb(m, {E1, E2, E3}) = 2 [3]. For m = 4, let A be a 4-rowed matrix with more than forb(4, 2 · K2) = 11
columns. Then A has a copy of K3, say in rows [3]. Appealing to Remark 3.2 with t = 3, then A|[3], apart from the 8 columns
containing the copy of K3, has at least four other columns which are all different. But then using forb(m, {E1, E2, E3}) = 2,
we deduce there will be a copy of Ei for some i ∈ {1, 2, 3} in the remaining 4 columns in some pair of rows of [3]. Now K3
has 2 · K2 in any pair of rows and so we deduce that A has [2 · K2|Ei]. This establishes our bound form = 4.
Now use induction on m for m ≥ 5. Let A be an m-rowed matrix with more than forb(m, 2 · K2) columns and hence A
has 2 · K2 on two rows i, j. Then one of the following pairs of conditions is true in order that A does not have any of the
configurations [2 · K2|E1], [2 · K2|E2], [2 · K2|E3]. After possibly interchanging row i and row jwe have
[ ≤2
i 0
j 0
] [ ≤2
i 1
j 0
]
or
[ ≤2
i 0
j 0
] [ ≤2
i 1
j 1
]
or
[ ≤2
i 0
j 1
] [ ≤2
i 1
j 1
]
.
We can now delete from A row j (we ordered the cases so this was true) and the up to 4 columns with restricted entries and
the resulting (m− 1)-rowed matrix is simple and we may apply induction to obtain the desired bound. 
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Proof of Theorem 1.7. We will use Lemma 4.1 with G = F1 × Kk−3. We first prove hypothesis (i) of Lemma 4.1 for all k. In
the case k = 3, we note [5] that forb(m, F1) = 2m and so forb(4, F1) = 8 < 10 = 24 − 3 − 3. For k > 3, we may induct
on k and note via the standard decomposition that forb(k + 1, F1 × Kk−3) ≤ forb(k, F1 × Kk−3) + forb(k, F1 × Kk−4) ≤
(2k − 1)+ (2k − (k− 1)− 3) = 2k+1 − k− 3.
For hypothesis (ii) and k = 3, we note that FG = {[2 · K2|E1], [2 · K2|E2], [2 · K2|E3]} and so may appeal to Lemma 4.2.
For larger k, we may apply induction on k, noting that we have using (7)
[Bk([2 · Kk|F1 × Kk−3])Ck([2 · Kk|F1 × Kk−3])Dk([2 · Kk|F1 × Kk−3])] = [2 · Kk−1|F1 × Kk−4].
In other words, with G = F1 × Kk−3, we note that [2 · Kk−1|F1 × Kk−4] ∈ FG and so we may use induction on k to deduce
that forb(m,FG) = forb(m, [2 · Kk−1|F1 × Kk−4]) = forb(m, 2 · Kk−1) establishing (ii). 
5. Some new boundary cases for the conjecture
We have conjectured in [7] that a product construction determines the asymptotically best constructions avoiding a
configuration F . Let Ik denote the k × k identity matrix, Ick denote the (0, 1)-complement of Ik, and Tk denote the triangular
(0, 1)-matrix (tij)where tij = 1 if and only if i ≤ j. The p-fold product P1 × P2 × · · · × Pp has (m/p)p columns, when each Pi
is of sizem/p×m/p, which isΘ(mp) columns for fixed p.
Conjecture 5.1 ([7]). Let F be given. Let p be the largest value for which there is a p-fold product of matrices not containing the
configuration F where the matrices in the product are restricted to 3 choices: I, Ic, T . Then forb(m, F) isΘ(mp).
We view a simple configuration F as a boundary case if forb(m, F) is Θ(mp) and if we add a column α not already in F ,
then forb(m, [F |α]) isΩ(mp+1). This is quite different from results in Sections 3 and 4 which consider adding columns to Kk
and 2 · Kk respectively and still having the same exact bound. In [3,4] the maximal k-rowed simple F with forb(m, F) being
O(mk−2)were completely determined.
Theorem 5.2 (Balogh and Bollobás [8]). Given k ≥ 2, there is a constant ck with forb(m, {E1(k), E2(k), E3(k)}) = ck.
In fact c2 = 2 and was established and used in [5] for finding forb(m, F1) (for F1 as in (3)). In [3] we determined the
column maximal k-rowed simple F for which forb(m, F) is Θ(mk−2) (and hence less than the bound in Theorem 1.1) and
the minimal k-rowed simple F for which forb(m, F) is Θ(mk−1). Theorem 1.8 identifies some new simple boundary cases.
The matrices are predicted by the conjecture, so the result can be viewed as further evidence for the conjecture.
Lemma 5.3. Let k be given with k ≥ 2 and let p be given with p ≥ k. Let H1,H2,H3 be p-rowed simple matrices (matrices not
required to be distinct) with the property that there exists k rows S1 ⊆ [p] so that all columns H1|S1 are in E1(k) and there exists k
rows S2 ⊆ [p] so that all columns H2|S2 are in E2(k), and there exists k rows S3 ⊆ [p] so that all columns H3|S3 are in E3(k). Then
forb(m, {H1,H2,H3}) is O(mp−k).
Proof. Our proof uses induction onm and p. We wish to show that there exist constants c ′p so that forb(m, {H1,H2,H3}) ≤
c ′pmp−k. For p = k, we may assume without loss of generality that H1 = E1(k),H2 = E2(k) and H3 = E3(k). Then we may
appeal to Theorem 5.2 to deduce that forb(m, {H1,H2,H3}) ≤ ck which is O(mk−k).
For p > k, we apply the induction of Section 2 on k and induction on m ≥ k. We note that forb(p, {H1,H2,H3}) ≤ 2p.
Let c ′p = max{cp, 2p} using cp of Theorem 5.2 from [8]. Let Fk = {H1,H2,H3}. Let A be a matrix with m rows and no
configurations in Fk. We note [B1C1D1] is a simple (m − 1)-rowed matrix with no configuration in Fk and, by induction
on m, [B1C1D1] has at most c ′p(m − 1)p−k columns. For b ∈ [3], let H ′b be obtained from Hb using (6) by deleting a row
r ∈ [p] \ Sb and then deleting any repeated columns so that H ′b = [Br(Hb)Cr(Hb)Dr(Hb)] is a simple (k − 1)-rowed matrix
contained in F ′k−1 where the columns of H
′
b|Sb are in Eb(k) (we have interpreted Sb as the same rows in H ′b as in Hb, but
given the row deletion, they might have to be relabeled). We deduce that C1(A) is a (m − 1)-rowed simple matrix with no
configurations H ′1,H
′
2,H
′
3. We verify that H
′
1,H
′
2,H
′
3 have the desired properties (with p replaced by p − 1) so that we can
apply induction (on p) to deduce that C1(A) has at most c ′p−1(m− 1)p−1−k columns. Hence the number of columns in A is at
most c ′p(m− 1)p−k + c ′p−1(m− 1)p−1−k ≤ c ′pmp−k as claimed. 
Proof of Theorem 1.8. Recall our definition of F via S1, S2, S3 with the columns of F |Si contained in Ei(k). By Lemma 5.3,
forb(m, F) is O(mp−k).
Now assume S1 ∩ S3 = ∅, S1 ∩ S2 ⊆ {max S2} and S2 ∩ S3 ⊆ {min S2}. We may assume the rows indexed by S3 to lie
above the rows of S2 (except where equal, of course) and assume the rows indexed by S2 to lie above the rows of S1 (except
where equal). Let α be any p-rowed column not in F and let F ′ = [F | α]. We need to identify a (p − k + 1)-fold product
that avoids F ′.
Using |Si ∩ Sj| ≤ 1 for 1 ≤ i < j ≤ 3 we have that F |Sb consists of columns of Eb, typically repeated many times. Then for
some b ∈ {1, 2, 3} we have that F ′|Sb has one additional column not in Eb(k). We will show that F ′ is not contained in the
(p− k+ 1)-fold product Eb(m)× Eb(m)× · · · × Eb(m).
R.P. Anstee, C.G.W. Meehan / Discrete Mathematics 311 (2011) 2187–2197 2195
Note that F = F |{S1∪S2∪S3}×Kp−|{S1∪S2∪S3}|. We check that for any row ℓ ∈ [p], that F |{ℓ} contains [01]. Thus for any pair of
rows i, j ∈ [p]with i ∈ [p] \ {S1 ∪ S2 ∪ S3}we deduce F |{i,j} contains K2. Let G1 be the graph on the rows [p] obtained from F
by joining i, j if F |{i,j} contains 12. Since K2 contains 12, our observation above yields edges i, j for any i ∈ [p] \ {S1 ∪ S2 ∪ S3}
and j ∈ [p]. We claim G1 consists of a clique on [p] \ S1 plus edges from each vertex of S1 to each vertex of [p] \ S1. The |S1|
columns of F that will show this are the columns that are 1’s on all of [p] \ S1 and are 0’s on rows of S1 apart from a single
row of S1 containing a 1. For S1 ∩ S2 = ∅, this is clear. For S1 ∩ S2 = r = {max S2} we proceed more carefully. We would
have a column with 0’s on rows S1 \ r and 1 on row r and all other rows. But we also need |S1| − 1 columns with a 1 on a
row s ≠ r with s ∈ S1 and 0’s on remaining rows of S1 and hence a 0 on row r = {max S2} but also have 1’s on the remaining
rows of S2 (and all other rows). But a column with a 0 on row r and 1’s on remaining rows of S2 is one of the columns of
E2(k) = [0k|Tk]. It is at this point (and the corresponding point for G3) that we need to worry about the nature of the overlap
S1 ∩ S2 and how it relates to the ordering of the rows of S2 (the order of row indices in S2 is the same as the row order used
by E2(k)).
Similarly let G3 be the graph on the rows [p] obtained from F by joining i, j if F |{i,j} contains 02. We verify as above that
G3 consists of a clique on [p] \ S3 plus edges from each vertex of S3 to each vertex of [p] \ S3.
Now let G2 be the graph on the rows [p] obtained from F by joining i, j if F |i,j contains the 2× 2 configuration I2. Since K2
contains I2, we have edges i, j for any i ∈ [p] \ {S1∪S2∪S3} and j ∈ [p]. We claim G2 consists of a clique on [p] \S2 plus edges
from each vertex of S2 to each vertex of [p] \ S2. We verify F |(S3∪S1)\S2 consists of the columns of E3(|S3 \ S2|)× E1(|S1 \ S2|)
since we are able to fill in the columns on the rows of S2 using the column 110|S2|−1 which is a column of E2(k) and so obtain
columns of F even when S3 ∩ S2 = {min S2} and/or S2 ∩ S1 = {max S2}. We need edges i, j in G2 when i ∈ S3 \ S2, j ∈ S2 and
also edges i, jwhen i ∈ S1 \ S2, j ∈ S2. We only verify the latter. There is a column in F with all 1’s on rows S2 and all 0’s on
rows S1 \ S2. For this we need that if S1 ∩ S2 = {r}, then the columnwith 0’s on all rows of S1 with the exception of a single 1
on row r is in E1(k). Then for each i ∈ S1 \ S2, there are columns in F with all 0’s on rows S2 and then all 0’s on rows S1 with
the exception of a single 1 on a row i. Again we check that in the case S1 ∩ S2 = {r}, the columns on rows S1 are in E1(k).
These columns verify that G2 has the desired edges.
We have noted above that for some b ∈ {1, 2, 3}we have that F ′|Sb has one additional column not in Eb(k) and hence if G′b
is the graph associated with F ′ in the sameway that Gb is associated with F , we deduce that G′b consists of a clique on [p] \ Sb
plus edges from each vertex of Sb to each vertex of [p] \ Sb plus (at least) one additional edge joining two rows i, j ∈ Sb. Note
that then χ(G′b) ≥ p−k+2. Now an assignment of rows of F ′ to the various p−k+1 products Eb(m) in the (p−k+1)-fold
product Eb(m)× Eb(m)× · · · × Eb(m) can be interpreted as a vertex colouring of G′b, where a vertex r of G′b is given colour
s if row r of F ′ is assigned to the sth matrix Eb(m). This must be a legal colouring contradicting χ(G′b) ≥ p − k + 2. Thus
F ′ = [F | α] is not a configuration in the (p− k+ 1)-fold product and so forb(m, F ′) isΩ(mp−k+1). 
This only yields 4 different boundary cases but it has proven to be difficult to establish boundary cases. A conjecturewhich
indicates how to find boundary cases is in [7] and the boundary cases for 3-rowed forbidden configurations are proven.
6. All k-sets of rows having a configuration
Recall our definition of the req function (5). When forbidding a configuration F on m rows, a pertinent question is
what columns must be deleted from Km such that the remaining matrix avoids F . A rather interesting example arises for
F = 1p0q× Kk−(p+q). Given two simple matrices C,D, we define C \D to denote the matrix obtained from C by deleting any
columns that are in D.
Lemma 6.1. Let k, p, q be givenwith p+q ≤ k. Let A be a k-rowed simplematrixwith no configuration F = 1p0q×Kk−(p+q). Then
every (p+q)-set of rows of the matrix Kk \A contains the configuration K pp+q. Thus forb(k, 1p0q×Kk−(p+q)) = 2k− req(k, K pp+q).
Proof. Let D = Kk \ A. Now A = Kk \ D avoids F if and only if D contains the configuration K pp+q on every (p + q)-set of
rows. Else if K pp+q is missing in D on some (p+ q)-set of rows S, then some (p+ q)× 1 column α of p 1’s and q 0’s is missing
(as a submatrix) in D|S and hence all 2k−(p+q) completions of α on S to k rows is missing in D. Thus A has a copy of F . The
inequality now follows since |D| ≥ req(k, K pp+q). 
This property of D exhibits a stark contrast to the forbidden configuration property in that now, given a k-rowed F , we
wish to have all k-sets of rows in our matrix contain F as opposed to all k-sets avoiding F . In the spirit of this polarity, we
defined req(m, F) in (5). In this context, we refer to F as the required configuration. This can be viewed as an interesting
concept in its own right and we summarize some results. Lemmas 6.4 and 6.6 contain results for F = 1p0q × Kk−(p+q) that
we use in the proof of Theorem 1.7.
We first note that a binary covering array of strength t (see [12]) can be defined as a simple m-rowed matrix A such
that every k-set S of rows has A|S contain Kk. Hence bounds on how many columns A must have is exactly req(m, Kt). The
simplicity is implicit since repeated columns make no contribution. The problem is older than this and a paper of Kleitman
and Spencer consider the same idea (which they call families of t-independent sets) and the following general bound follows.
For this one encodes a family ofm subsets of [n] as anm× n incidence matrix A. While this does not explicitly require A to
be simple (instead one is requiring there to be no repeated rows!), it is straightforward to see that repeated columns can be
deleted.
2196 R.P. Anstee, C.G.W. Meehan / Discrete Mathematics 311 (2011) 2187–2197
Theorem 6.2 (Kleitman and Spencer [11]). Let k be given. Then req(m, Kk) = Θ(log2 m).
In addition Erdős et al. [9] considered families of subsets for which no set in the family is contained in the union of r other
sets, namely for each r + 1 sets S1, S2, . . . , Sr+1 in the family, we have the property that Sr+1 ⊈ S1 ∪ S2 ∪ · · · ∪ Sr . Hence
there is an element of Sr+1 not in any of the other r sets. This is true for any ordering of the sets. Thus in the subset-element
incidencematrix of the family we have the configuration Ir+1 on every r+1-set of rows. They obtain results for cases where
all the sets were of the same size and also when r growswithm but the followingwould be themain result for our purposes.
Theorem 6.3 (Erdős et al. [9]). Let m, k be given with k ≤ m <

k+1
2

, then req(m, Ik) = m.
Proof. Let AT denote the transpose of A. Define
fr(n) = max

m : A ism× nwith AT simple, A|S has Ir+1 for all S ∈
 [m]
r + 1

.
Wewill set r + 1 = k. They show fr(n) = n for n <

r+2
2

(Proposition 3.4 in [9]). Now taking A = Im form ≥ k, we deduce
that req(m, Ik) ≤ m. If we assume req(m, Ik) < m andm <

k+1
2

, then there is anm× n simple matrix Awith n < m and
A|S has Ir+1 for S ∈

[m]
k

. We easily deduce that AT is simple. But this yields fk−1(n) ≥ m > n, a contradiction. We conclude
that req(m, Ik) = m. 
Anm×n simplematrix that contains the configuration I2 on every pair of rows has the property that its rows, interpreted
as sets, must form an antichain in the Boolean poset on 2[n] and hence by Sperner’s Theorem [16], m ≤

n
⌊n/2⌋

. Thus
req(m, I2) = x, where x satisfies

x−1
⌊(x−1)/2⌋

< m ≤

x
⌊x/2⌋

. This is noted in [9] and is also noted for req(m, K2) in [11].
A book by Rényi [13] has an earlier reference.
For simple k-rowed F , req(k, F) = |F |. In addition, by taking the (0, 1)-complement of the minimal matrix, we see that
req(m, F) = req(m, F c). For simple G, req(m,G) also has the pleasant property of being monotonic inm; namely, for allm,
req(m,G) ≥ req(m − 1,G). This is because we can perform the standard decomposition (6) on an m × req(m,G) simple
matrix A containing G on every k-set.
Lemma 6.4. We have that req(m, F) ≥ |F |. Given positive integers k, s, and t, we have
req(m, [s · 0k|t · 1k]) isΘ(1)
and for any F containing 1101 as a configuration
req(m, F) = Ω(log2 m).
Proof. The observation req(m, F) ≥ |F | is easy.
Form ≥ max{s, t} + k− 1, we can construct a matrix Awith a column of 0’s, a column of 1’s, s+ k− 1 columns of sum
1, and t + k− 1 columns of summ− 1. This matrix contains [s · 0k|t · 1k] on every k-set S of rows, since A|S contains at most
2k columns of sum 1 or sum k− 1. Thus, for sufficiently largem, req(m, [s · 0k|t · 1k]) ≤ 2k+ s+ t and so isΘ(1).
For any F containing1101 as a configuration,wenote that a columncontaining1101 canbe reorderedby rowpermutations
to 1p0q with p, q ≥ 1. A matrix A containing F as a configuration on every (p + q)-set of rows cannot have p + q rows be
identical, else this (p + q)-set does not contain 1p0q. On n columns, there are at most (p + q − 1)2n rows that satisfy this
requirement. So req(m, F) ≥

log2

m
p+q−1

. 
Combined with Theorem 6.2, the asymptotics of req(m, F) are eitherΘ(1) orΘ(log2(m)).
Lemma 6.5. We have req(m, 1101) = ⌈log2 m⌉.
Proof. If we require 1101 to exist as a configuration on every pair of rows, we simply require each row to be different.
Therefore n columns allow us to construct such a matrix up to a maximum of 2n rows. Thus, req(m, 1101) = ⌈log2 m⌉. 
For non-simple k-rowed F with maximum column multiplicity p, we note that F ∈ Kk+⌈log2 p⌉ and in fact F is found as
a configuration on every k-set of Kk+⌈log2 p⌉. Thus by Theorem 6.2, req(m, F) is O

(logm)k+⌈log2 p⌉−1

, though better bounds
almost certainly exist. The following careful bound is needed for Theorem 1.3.
Lemma 6.6. For 4 ≤ m ≤ 14, req(m, K 24 ) ≥ m+ 2.
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Proof. We can decompose a simplem×req(m, K 24 )matrix that contains K 24 on every 4-set of rows in a similar fashion to the
standard decomposition (6). Under the 1’s in the first row, we must find I3 on every triple of rows, and we must find Ic3 on
every triple of rows below the 0’s. Thus, a lower bound is req(m, K 24 ) ≥ req(m− 1, I3)+ req(m− 1, Ic3) = 2 · req(m− 1, I3).
Theorem 6.3 yields req(m, I3) = m for 3 ≤ m ≤ 5. Thus req(3, I3) = 3 and I3 is the unique minimal matrix. For all
m ≥ 3, we see that Im contains I3 on every triple of rows, and so req(m, I3) ≤ m. Suppose that there exists a number of rows
m such that Im is not a unique minimal matrix. Call the smallest such numberm0. Then the solution has exactlym0 columns
and contains columns of sum at least 2. This is because Im0−1 is a unique minimal matrix; we cannot add an additional row
to this and have I3 on every triple, so our matrix must havem0 columns. If it were to contain a column of sum 1, them0 − 1
rows with 0’s in this column would receive no columns of I3 in triples amongst themselves from this column of sum 1, and
so the remainingm0− 1 rows would have to contain all such triples; the only way of doing this would be to use Im0−1 again.
It follows that every row requires at least three 1’s. For a row r requires at least one 1 to construct the ordered column
1102 on every triple {r, r1, r2}, and such a column will also contain at least one more 1 (since it must have sum at least 2)
in a row i. So another column must be constructed with a 1 in row r and a 0 in row i to create 1102 on triples {r, i, r2}. But
this second columnmust also contain another 1 in some row j, and thus a third column with a 1 in row r is required. So our
m0 × m0 matrix must have at least 3m0 1’s in it. If we want to avoid columns of sum at least 4, every column must have
sum 3, and we cannot have the configuration 2 · 12, else those rows will require at least four 1’s and column sums 3 will
be insufficient. The minimum number of rows at which this is possible is 7, and in fact an example exists in the form of the
incidence matrix of the Fano plane.
If we permit columns of sum greater than 3, we consider that beside the 1’s in this column, we must have 2 · I2 in every
pair of rows for reasons stated above. Since req(4, 2 · I2) = 7 (which is not difficult to check), no other minimal matrices
exist on 7 (or fewer) rows. In addition, it is not difficult to check that no extra row can be added to I7 or the incidence matrix
of the Fano plane such that the resulting 8× 7 matrix has I3 on all row triples, and so req(8, I3) = 8 and we have the result
req(m, I3) = m for 3 ≤ m ≤ 8. This yields req(m, K 24 ) ≥ 2req(m− 1, I3) = 2m− 2 ≥ m+ 2 for 4 ≤ m ≤ 9. In addition, for
10 ≤ m ≤ 14, we have req(m, K 24 ) ≥ req(9, K 24 ) ≥ 16 ≥ m+ 2. 
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