Modeling and simulation are commonly used in all stages of the design process. This is particularly vital to the success of systems engineering projects where the system under consideration is complex and involves interactions between many interdisciplinary subsystems. In the refining stages of the design process (after concept selection), models and simulations can be used to refine and optimize a system with respect to the decision maker's objectives. In this paper, a dynamic model of a hydraulic backhoe serves as a test-bed for a large-scale sensitivity analysis and subsequent optimization of the most significant design parameters. The model is optimized under uncertainty with respect to a multi-attribute utility function that includes fuel consumption, cost of the key components, and machine performance. Since such an optimization can be costly in terms of time and computational resources, the objective of this paper is to provide a useful, costeffective methodology for this type of problem. To perform the optimization, a parallel computing cluster is used in conjunction with a kriging surrogate model to reduce computation time.
INTRODUCTION
Modeling and simulation have become increasingly important to the success of many system design endeavors. Although no model can ever perfectly emulate a physical system, models can be useful in design space exploration and subsequent design decisions, even in the presence of uncertainty.
The greatest challenges arise in the context of systems engineering where the interactions between several subsystems yield complex system dynamics [1, 2] . It has been shown that it is preferable to optimize the composite system, and not to decouple the system into individual subsystems and optimize each system sequentially [3] . This is so because one parameter in, for example, a hydraulic subsystem is dependent upon parameters in the mechanical or electrical system with which it is coupled.
Modeling such a complex architecture of interacting subsystems often requires a relatively high fidelity model and large systems of linear and nonlinear equations. Even with a fast processor, simulating these models can be computationally expensive. Since the simulation must be run many times per iteration during the optimization and sampling processes, the complexity of the model and the number of design variables are constrained by the cost of computational resources.
In addition to the cost of simulating complex systems, it is often costly to formulate an objective function. In the presence of many competing objectives and system interactions, eliciting an objective function is non-trivial and the process is often overly simplified to conserve resources. If the design objectives are ambiguous or poorly defined, an optimization is likely to result in a solution that does not reflect the decision maker's preferences.
In this paper, we present a methodology for eliciting an objective function and recommendations for reducing the computation time of the optimization process.
In particular, multi-attribute utility theory is used to elicit preferences in the presence of competing design objectives, and the optimization is performed using a parallel computing cluster in conjunction with a kriging surrogate model [4] . The kriging model is an interpolation method which generates a polynomial surface in the design space so that during the optimization process, the simulation does not have to be run at every point in the design space.
This methodology is demonstrated on a hydraulic backhoe model. We first elicit our preferences and formalize them in an appropriate multi-attribute utility function. We then run a sensitivity analysis over a large number of model parameters and then select a few of the most significant parameters as design variables and uncertain variables.
Finally, an optimization is performed on the model with the use of uncertain variables.
The remainder of this paper is organized in the following manner. In the next section, the problem background is surveyed, and then the overall approach to the problem is formulated. The approach includes setting up the problem, extracting the relevant modeling concepts prior to the modeling stage, and optimizing design parameters using an energy-based system model. This approach is demonstrated on a hydraulic backhoe model. Creation of the backhoe model is not the focus of this paper, though some of the assumptions and modeling tools for the hydraulic backhoe are delineated during the demonstration. Finally, the results are discussed, along with contributions and future work.
BACKGROUND
The engineering design process involves the transformation of design requirements and objectives into a solution structure that is iteratively refined [5] . In systems engineering, there are several distinct stages to this process and many iterations. During conceptual design, system architectures are abstracted in terms of subunits and their interactions. The mere act of developing a basic solution structure is non-trivial, as the interactions of the various subsystems are vital to the success of the final design. There are several design strategies that address design concept selection in a systems engineering context, but these are not the focus of this paper. In this paper, we assume that the physical architecture of the solution structure is known, and that we are in the refinement stage of the design process.
Once the overall system architecture is known, modeling and simulation are invaluable aids in making the final parameter selections. Selection of the best parameter values completely depends on the decision maker's preferences. While these preferences may vary based on corporate or consumer objectives and differing use cases, maximizing the overall utility of the final product requires understanding the tradeoffs that are being made.
This paper is written from a Decision-Based Design (DBD) perspective [6] [7] [8] , in that we assume decisions are best made using mathematically sound methods derived from decision theory. In particular, we employ Multi-attribute utility theory (MAUT) [9] , which is an extension of von Neumann and Morgenstern's utility theory [10] . MAUT allows for several competing design objectives to be taken into account.
The decision problem in utility theory is modeled as ( )
where is the set of feasible decision alternatives, is a specific alternative, is the most preferred alternative, is a random vector of attributes for alternative having distribution function a
F , is a suitably defined utility function, and
In this context, an attribute measures the degree to which an alternative meets a decision objective [9] . Since utility theory may seem complex on the surface, in this paper, we apply it in a simple scenario and attempt to demystify the process of eliciting such a function.
It is important to identify the sources of uncertainty that are relevant to the attributes and objectives under consideration. There are several methods for taking uncertainty into account in the modeling and optimization processes [11] [12] [13] . Uncertainty can be epistemic (knowledge-based) or aleatory (random or chance based), and depending on the model's limitations, it may be possible to account for both types of uncertainty during the optimization.
With each uncertain variable comes additional complexity and the need for computational resources, but it is possible to pare down the number of uncertain parameters by performing a sensitivity analysis.
DESIGN OBJECTIVES AND TRADEOFFS

OBJECTIVES HIERARCHY
The first step in making any design decision is to identify the objectives. The highest level objectives are called the fundamental objectives [9] , and they reflect the overall goal of making this decision. The fundamental objectives can also set the scope of the design problem. For example, fundamental objectives might be to 'Maximize Safety' or 'Maximize This Quarter's Profits'. To move down the hierarchy, we provide more detailed definitions of what is implied at the echelon above. It is important to note that the tree does not provide the means to achieve these objectives. In addition, every objective at every level in the tree is considered fundamental in that no justification is required on the part of the decision maker. A generic objectives tree is shown in Figure 1 . The objectives tree can grow quite large, particularly if the fundamental objectives selected reflect lofty goals, many of which exceed the domain of the available models. For example, if fundamental objective is to 'Maximize Profit', but the decision maker is an engineer seeking to improve a manufacturing process for a widget produced by his company, it is logical to prune the tree down to a sub-hierarchy containing the objectives that are within the authority of the decision maker. Chance events (e.g. weather, component reliability, user skill) also affect many parameters that impact the utility. Some of these should be included in the model or optimization while others can be ignored if they have little impact on the objective. Regardless, the influence diagram helps the decision maker to represent the problem pictorially and to make sure the model he is using encompasses all of the relevant information but omits extraneous details. 
UTILITY FUNCTION ELICITATION
The elicitation process starts with the fundamental objectives hierarchy and an influence diagram which aid in identifying the relevant attributes. A multi-attribute utility function must contain at least two attributes, otherwise tradeoffs are not encountered.
In the influence diagram in Figure 2 , the selected attributes for the utility function would be computation outcomes X, Y, and Z, the entities that feed directly into the objective block.
Before using a multiplicative utility function, mutual utility independence must be verified [9] . An attribute is utility independent of another attribute if the risk attitude for one attribute does not change as a function of the other attribute. That is, the certainty equivalent for a gamble on one attribute is the same for all values of the other attribute.
For mutually utility independent attributes, the multiattribute utility function takes on a simple, multiplicative form, as shown for three variables in equation (2) [9, 15] .
where , , 0.
In general, for attributes, the multiplicative multiattribute utility function is the following:
where is the single attribute utility function for attribute , and is the overall utility of attribute set
To begin the weight elicitation process, it is necessary to establish a scale for each attribute. During this step, we assign a utility between 0 (worst case) and 1 (best case) to a set of values for the attribute. It is best to be realistic during this step; if the range between the worst and best cases is chosen too broadly then it is difficult to elicit preferences precisely in the range of values of interest. If, on the other hand, the range is too narrow, one may not find the optimum or one may extrapolate beyond the range of elicitation.
Once a scale for each attribute is established, we elicit points of indifference. We first select a fixed reference point (using utilities and associated values for each attribute under consideration), and then select a point composed of different utilities/values where the decision maker's preference for either design scenario is equivalent. This process must be repeated multiple times until there are more equations than unknown weights.
The tradeoffs established during the elicitation process are used to setup an over-determined system of equations. To obtain the weights for the multi-attribute utility function, we solve an over-determined system of equations using a least squares algorithm. For example, if we have weights and equations we arrive at the following set of over-determined equations:
By imposing the constraint that the coefficients must add up to one, we can reduce the size of K by one row and solve for K numerically using a least squares fit for the over-determined system of equations:
Once the weights have been determined, we substitute them into our utility function. The final step prior to performing the optimization under uncertainty is to do a sensitivity analysis to determine the most significant uncertain parameters.
SENSITIVITY ANALYSIS -METHOD OF MORRIS
System design optimization problems often involve a large number of design variables and uncertain parameters that affect the measurable attributes used to calculate the utility. Optimizing all of these variables at once is often computationally expensive and inefficient because often a number of these variables do not have a significant impact on the results. We use the Method of Morris screening test [16] to determine which factors have a significant impact on the utility. The optimization is then performed using only these significant variables.
The Method of Morris (MoM) is a one-factor-at-a-time (OAT) method that takes into account the entire range of a variable rather than a local neighborhood around a particular point. It also allows us to identify interaction effects between the variables. The MoM is more applicable to engineering design problems than many other screening methods [17] . It is more attractive than fractional factorial or central composite designs because the number of samples needed is only on the order of the number of input variables [16] .
The MoM is used to estimate the mean and variance of elementary effects. One sample of the elementary effect for the input factor is defined as:
where x is a -dimensional vector of model inputs, and is often chosen as:
where is the number of grid levels in the region of experimentation. The finite distribution of elementary effects associated with the input factor, obtained by randomly sampling different p th i x 's, is denoted by i F . We take the mean, μ , and the standard deviation, σ , of i F to be informative sensitivity measures. Input factors with large μ are likely to have an overall important influence on the output, while input factors with large σ may have interaction with other factors or may have non-linear effects.
To create a MoM design, sampling matrices denoted are constructed using the following:
x is a randomly chosen base value of x , is a k -dimensional diagonal matrix in which each element is either 1 or -1 with equal probability, and is a by random permutation matrix. One sampling matrix, , is needed for every sample of a main effect. If one desires n main effect samples, then function evaluations are needed.
OPTIMIZATION UNDER UNCERTAINTY
OPTIMIZATION APPROACH
When solving a decision problem using utility theory, one must maximize the expected value of the utility (from equation (1)). We use Latin hypercube sampling (LHS) to estimate the expected value of the utility. This process requires numerous evaluations of the deterministic model and is often computationally expensive. The computational expense is compounded by the fact that the optimization algorithm requires several evaluations of the objective function per iteration and many iterations to find the maximum. To reduce the optimization computation time, we use an adaptive kriging interpolation model to predict the results of the underlying deterministic model. If the adaptive kriging model is not sufficiently accurate, the algorithm evaluates the underlying model. A diagram representing this overall approach is shown in Figure 3 . 
We use LHS to estimate the expected value of the utility function. First presented by McKay et al [18] , LHS is a stratified sampling technique that ensures representation of all portions of the design space. LHS divides each design variable k X into strata of equal marginal probability N 1 N and then selects one sample point from each stratum. The selected sample points for the various k X 's are matched at random to create the sampling plan. The LHS prediction converges to the expected value of the utility function at a rate proportional to 1 N , so the deterministic model is often sampled several thousand times at each point where the expected value is estimated.
Because LHS is a random sampling method, the estimated expected value is itself a random variable. This causes problems if the optimization algorithm relies on finite differences to determine the gradient. To overcome this problem, we use the same sampling plan throughout the optimization. This of course introduces a bias, but the bias can be arbitrarily small by increasing the sample size.
CLASSIC KRIGING MODELS
A kriging surrogate model is an interpolation model based on a Gaussian stochastic process. Kriging models have their origins in geo-statistical applications that involve spatially and temporally correlated data [19] . Because a kriging model is an interpolation model, it fits all given data points exactly.
Kriging models have several advantages over other interpolation methods, such as radial basis [20] or splines [21] :
The value of the correlation parameters are determined automatically using maximum likelihood estimation. An estimation of the prediction error is available. Kriging models can fit surfaces that are nonlinear as well as surfaces with a large number of input factors. Usages up to 50 input factors have been reported [22] .
A kriging model combines a global approximation with local adjustments to predict a desired function:
where is the function of interest, ( ) y x ( ) f x is the global approximation, and ( ) Z x is a stochastic process that characterizes the local deviation from the global model. The process ( ) Z x has mean zero and covariance given by:
where 2 σ is the process variance, θ is a vector of unknown correlation parameters with elements where is the number of input factor, and n n ( , , ) R x w θ is the correlation function between sampled data points x and . The shape of the correlation is specified by the user and should be chosen based on the underlying phenomenon being modeled. In this paper, a Gaussian correlation function is chosen of the form: 
The kriging predictor for the response of is given by: ( )
where R is a m m × matrix whose entry is ( , ) i j
To find the maximum likelihood estimate of the coefficients θ , the following unbounded optimization problem is solved:
The resulting θ corresponds to the maximum likelihood estimate. There are numerous approaches for solving this optimization problem but we use the method presented in [4] . The mean squared error of the predictor is then:
where u is given by:
ADAPTIVE KRIGING
A classic kriging model may be expensive to create when the number of data sites is large. Typically a kriging model is generated once based on a dataset obtained from a space-filling design of experiments (DOE) such as a full factorial or other stratified sample.
In an adaptive kriging approach, additional samples (i.e., design sites) are added whenever the prediction error (equation (18)) exceeds a user-defined threshold. However, fitting a kriging model to a large number of design sites could be expensive because the computational complexity of creating a kriging model is where is number of input factors and is the number of design sites. When using an adaptive kriging model this expense would be incurred every time a new design site is added.
To avoid this large computational expense, we use an approach which fits a smaller model to the neighborhood around a requested point x . The neighborhood around x consists of the closest points based on the N following distance measure after each dimension has been normalized:
Once this neighborhood is found and the corresponding kriging model is constructed, we predict the accuracy of the resulting kriging model by computing the error estimate given in equation (18) . This estimate is then compared to the desired accuracy. If the error estimate is too large, the underlying model is evaluated at x in order to add an additional design site. If the error estimate is small, the predictor is used to interpolate the response.
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We expect the adaptive kriging model to have similar accuracy to a classic kriging model fit to all the data because the correlation between a requested point and a point in the dataset decreases with distance; therefore, points far from the sample site should have little impact on the predicted response. Also, keeping the kriging model has the additional advantage of reducing the computational cost of adding additional design sites.
From a computational complexity perspective, the adaptive algorithm described above makes a tradeoff between the computational expense of fitting a single kriging model and the number of models that one must fit through the course of an optimization problem. If the number of design sites, , is large then the kriging model only needs to be regenerated a few times, but the cost of each creation is large. If is small then the cost of creation is small, but the number of modes is large and the accuracy of the model may suffer. Based on our experimentation we found =200 to provide a good balance.
N N N
We use Rosenbrock's function [23] to test the performance of the adaptive kriging model; it is formulated as: Rosenbrock's function is chosen because it is a classic benchmark for optimization. Also, it is a difficult function to approximate with a surrogate model because the global minimum is found inside a very narrow and long valley, and it is computationally inexpensive to evaluate.
We minimize Rosenbrock's function using the optimization under uncertainty approach shown in Figure  3 to test the effect of the adaptive kriging model on the number of function evaluations needed during the optimization. We assume a normally distributed uncertainty on x and . We vary the number of LHS samples used to calculate the expected value of the objective function as well as the desired accuracy of the kriging model. The results are shown in Table 1 . We also test the effect of changing the number of design sites, , to which the adaptive kriging model is fit and the time it takes to generate a new model, . Although the time depends on the hardware used to perform the experiments, the overall trend is not affected. The results are shown in N t Figure 4 . A power regression curve is fit to the data: 
DEMONSTRATION: HYDRAULIC BACKHOE
The system being considered for this simulation-based design study is a hydraulic backhoe. The backhoe is a four degree-of-freedom mechanical system that is powered by load-sensing hydraulic circuitry. It used to relocate soil, often for the purpose of digging trenches or preparing a landscape for commercial development. In this study, the dig cycle, a subunit of a trenching cycle, will be the focus. Although the backhoe has many possible use cases, design decisions will be made exclusively with respect to performance factors relating to the dig cycle.
The specific design decision under consideration involves the selection of certain continuously variable parameters related to the hydraulic cylinders and pump in order to maximize efficiency and productivity during the dig cycle while minimizing the cost of manufacturing. Manufacturing costs are determined by the cost of individual cylinders and pumps. Efficiency is quantified by the amount of fuel consumed over two dig cycles. For this study, the trajectory followed by the backhoe during the dig cycles will be specified, so the productivity metric will be the ability of the backhoe to track the given signal.
DETERMINATION OF FUNDAMENTAL OBJECTIVES
The fundamental objectives hierarchy is shown in Figure 5 .
From the perspective of a backhoe manufacturer, we take utility to be a function of cost and performance attributes. The cost attribute is further defined as both component costs in the manufacturing stage and fuel costs under normal usage cases.
INFLUENCE DIAGRAM
Having delineated the fundamental objectives, we now construct an influence diagram (Figure 6 ), depicting the mapping between the design variables and utility. Our design variables are selected to be the cylinder geometries and the pump attributes. 
UTILITY FUNCTION ELICITATION
Because of the structure of our fundamental objectives tree ( Figure 5 ), we have a unique structure to our three attribute multiplicative utility function. The performance attribute is on a different level from the two cost attributes, so we can actually perform a two-attribute elicitation for the two cost metrics, and use a multiplicative weight for the performance metric. This way, the tracking capability of the backhoe is more of a hard constraint. That is, if the backhoe doesn't track the signals within a certain margin of error, it is useless from a utility standpoint. Conversely, there is not much value in reducing the error below a certain threshold. We select a cutoff value through experimentation and create a utility function for performance that approximates a step. This results in a multi-attribute utility function of the following form:
where is the performance metric, is the capital cost associated with purchasing hydraulic components with a particular set of attributes, and is the fuel cost associated with a fixed number of dig cycles.
We perform the standard elicitation process for two attributes, and we get: We expect an additive utility function ( 12 0 k ≈ ) because 1 and 2 are both cost metrics. Since 12 is within the accuracy bounds of the elicitation, we accept this result.
Having identified the key modeling issues using the fundamental objectives tree and the influence diagram, we create an energy based model of the important subsystems of the backhoe using the Modelica modeling language [24] [25] [26] in the Dymola software package [27] .
We choose to focus on the backhoe manipulator, while neglecting the motion of the cab and the front loader mechanism. The manipulator is an articulated arm consisting of three links with four degrees of freedom: three rotational joints on the linkage, and a mounting bracket which is capable of swiveling along a vertical axis.
The linkage and component definitions are depicted in Figure 7 .
8 Figure 7 : Backhoe Articulated Arm Linkage [28] Several assumptions are made regarding the dig cycle:
The carriage dynamics and the front loader are neglected. A professional operator is approximated using a feedback control scheme in conjunction with a specified trajectory from an actual trenching cycle. Efficiency is evaluated under various design circumstances by studying the fuel consumed during one dig cycle. Thermal aspects of the hydraulic system are neglected.
MECHANICAL SUBSYSTEM
The mechanical subsystem is modeled using the MultiBody Mechanics library, which is part of the Modelica standard library. The main links are connected using actuated revolute joints. Mass and inertia properties are included for each significant component, and each joint is subject to Coulomb friction. We apply a force on the bucket when it is in contact with the ground. This force is a function of the dig depth, soil density, soil cohesion, and bucket width [29] . The complete mechanical assembly for the backhoe manipulator is shown in Figure 8 . The main components (boom, arm, bucket, and bracket) were modeled as CAD files in Pro/ENGINEER [30] and were used to extract reasonable inertia tensors for each component. The assembled manipulator using CAD models for the main links is depicted in Figure 9 . The hydraulic subsystem is modeled using an open source fluid power library [31] . The backhoe arm has three hydraulic cylinders which actuate the crowd, bucket, and boom. There are two more cylinders which control the swing of the mounting bracket. There are four-way three-position valves controlling the actuators. All of the actuators are powered by a variable displacement pump, which is controlled by a pressure compensating load sensing (PCLS) circuit. Under the PCLS paradigm, the pump generates the highest output pressure as required by the valves. The pump is powered by a diesel engine.
Additional assumptions for the hydraulic system were made:
The diesel engine is approximated using a constant speed source. Thermal aspects of the system are neglected. The variable displacement pump's control system is approximated using a pressure sensor and a PID controller.
The hydraulics detail model is shown in Figure 10 . The composite system depicting the connections between the various subsystems and source signals is shown in Figure 12 . 
RESULTS
SENSITIVITY ANALYSIS
We perform a MoM experiment using ModelCenter [32] from Phoenix Integration. We use 92 input variables of our backhoe model, and the responses considered are the fuel consumed during the dig cycle and the mean squared error of the dig. We take 40 random observations for each input variable which requires 3720 model executions. To speed up the process, we distribute the runs over a computer cluster allowing the simulations to run on 15 parallel processors, thus significantly reducing the time needed to perform the experiment.
The results of the MoM experiment for the error of the dig are shown in Figure 13 . The points that lie within the dashed "V" have an effective mean for that particular factor that is not statistically significant from zero. The results suggest that the majority of the considered inputs do not have a significant effect on the dig error.
Inputs that have large means and are therefore likely to have overall important influence include the following:
• boom cylinder bore diameter (#5)
• arm cylinder bore diameter (#8) 
DISCUSSION & CONCLUSIONS
• bucket cylinder bore and rod diameters (#11, 12) We conclude that the use of a kriging predictor model increases the practicality of performing optimizations under uncertainty for system level design problems. The kriging model is a logical selection for this type of problem because it is well suited to interpolate nonlinear functions as well as functions with a large number of parameters (~50). Use of the kriging model also reduces the correlation between the number of LHS samples used during the optimization and the number of underlying model evaluations needed.
• gains of the controller (#85,87,89)
Some of these inputs also have large standard deviations, and would therefore also have possible interaction or nonlinear effects.
Inputs that have a large standard deviation and therefore are likely to be interaction effects include the following:
• pump pressure margin (#21)
• pump maximum displacement (#20)
• soil cohesion (#23) The concept of an adaptive kriging model is important to the success of our methodology since we believe using additional resources to predict the response of the entire design space is inefficient. In future work, further investigation is warranted on the effect of the number of design sites used by the adaptive kriging model on its performance and the performance of the optimizer.
• boom cylinder rod diameter (#6)
From this sensitivity analysis, we choose the cylinder bore diameters, the pump pressure margin, and maximum displacement of the pump as design variables for our optimization while including the controller gains and soil cohesion as uncertain variables.
The method presented still requires a large number of model evaluations to compute the gradient of the expected value used by the optimizer. We suspect more computational expense can be saved by computing the expected values of the gradient of the kriging model value instead of computing the gradient of the expected value. A kriging model is continuously differentiable and it should be inexpensive to compute the gradient. Also, since the expectation operator is linear, the expectation of the gradient should equal the gradient of the expectation,
OPTIMIZATION RESULTS
Several optimizations of the design variables are performed to estimate the maximum expected utility. Each optimization is performed under uncertainty with a varying number of LHS samples. The optimizations are performed within ModelCenter. The kriging predictor model is initially seeded with a dataset of 3000 design sites generated by stratified sampling of the backhoe model. We distribute the 3000 samples over 15 CPUs because generating the dataset is easily parallelized to reduce the computational time. The results of the optimizations are displayed in Table 2 .
The time to run each optimization is approximately 2 hours plus approximately 12 hours to create the initial seeding dataset. In comparison, not using the kriging model requires about a week to evaluate a single LHS with 10,000 samples. Also, as previously mentioned, generating a kriging model using 3000 design sites requires more time than the time required to execute the entire optimization with using the adaptive kriging model.
Currently, the number of LHS executions per optimizer iteration is proportional to the dimensionality of the optimization problem. Using the gradient of the kriging model would require only a single LHS execution per optimizer iteration.
From the backhoe example, we see that the use of an adaptive kriging model makes solving a systems level design problem very feasible. In this case study, we use only five design variables and four uncertain parameters, but in future work we would like to see larger problems solved using this methodology. 
