their optical and electrical properties. A common optical-based approach to estimate bandgaps of direct-gap semiconductors is to employ absorption spectroscopy. In this approach, one captures absorption spectra of materials and obtains absorption thresholds from Tauc plots. [3] The Tauc analysis provides a consistent way to compare among materials. However, as mentioned by Green et al., [4] these thresholds represent optical bandgaps, not electronic bandgaps, as the Tauc analysis underestimates the presence of excitonic transitions and broadening factors such as temperatures, defect densities, and material disorders. [4, 5] Alternatively, one can capture the so-called band-to-band luminescence spectra from materials, which are results of radiative recombination between free electrons and holes in the conduction and valence bands, respectively. The peak wavelengths (or energies) of the luminescence spectra have been reported to be close to the absorption thresholds at room temperature by numerous authors [6] [7] [8] [9] [10] (also see Figure S1 , Supporting Information). Thus, the two optical methods can be used to estimate the material optical bandgap although they often underestimate the true electronic bandgap. However, both of these approaches measure the spatially average optical bandgap over a certain area. Therefore, capturing spatially resolved optical bandgaps of the entire sample area requires point-by-point mapping in both X and Y directions, and thus it is time consuming and impractical for large-area device imaging or high-throughput production-line environments.
Introduction
Performance of organic-inorganic metal halide perovskite solar cells (PSCs) has dramatically improved over the past decade. Following the first PSCs reported in 2009 with a photon-toelectricity power conversion efficiency of ≈4%, [1] optimization of material compositions and device structures has boosted their efficiency to more than 23%. [2] This new technology has attracted significant attention from researchers and is regarded as one of the most promising candidates for the next-generation photovoltaics (PV).
As one of the most fundamental and critical parameters of perovskite materials, the bandgap energy can affect many of stability of PSCs. [25] [26] [27] Given such a wide range of applications, EL and PL-based imaging could soon become dominant characterization techniques for this promising PV technology due to the rapid progress to scale up PSCs for commercialization purposes. [28] [29] [30] Therefore, any more capability added into a standard imaging tool, without sacrificing its advantages, is highly desirable.
Current EL/PL imaging tools typically capture an aggregate luminescence signal from an entire device and disregard the rich information contained in its spectra. Hyperspectral imaging is an alternative approach which compromises between luminescence imaging and spectroscopy. The technique utilizes one physical dimension of a camera chip (X or Y) as a physical dimension on the sample surface (X or Y), and the other physical dimension of the chip as a spectral dimension to provide a luminescence spectrum for each pixel on a sample. [31] [32] [33] [34] Thus, one, in principle, can extract an optical bandgap image, which is an image of peak locations of band-to-band luminescence spectra, from the sample using hyperspectral imaging tools. However, to image the whole device, one has to scan the camera (or a sample stage) along one direction of the device. Thus, it requires a much longer measurement time than a standard imaging tool. For example, with a 1024 × 1024 pixel camera chip, hyperspectral imaging would require 1024 images to have the same spatial resolution as standard luminescence imaging, as one physical dimension of the chip needs to be sacrificed to resolve the spectral information. Another disadvantage of the hyperspectral imaging technique is that, the tool needs to incorporate a spectrograph and a scanning stage and thus it is much more complex than a standard imaging system.
In this work, we develop a camera-based method to image the optical bandgap of an entire PSC with high spatial resolution in a fast and nondestructive manner. First, we explain the underlying principle of our technique. After that, we demonstrate it on various PSCs (negligible hysteresis). The newly developed technique enables us to resolve variations in optical bandgaps across various devices and optical bandgap nonuniformities of the perovskite film within the same device due to cell degradation and impurities. Our results are confirmed with micro-photoluminescence spectroscopy (µ-PLS) measurements, a well-accepted method to quantify optical bandgaps of direct-gap PV materials. [35] [36] [37] 
Method Description
First, we explain the underlying physics of our imaging concept. Highly efficient metal halide PSCs have been reported to yield relatively symmetrical band-to-band luminescence spectra at room temperature without any sub-bandgap signal. [24, 34, [38] [39] [40] In order to verify this, we capture luminescence spectra from various perovskite films with different compositions and plot them in Figure 1 . We observe that these spectra can be reasonably fitted with Gaussian distributions in which the peak location (λ 0 ) and full-width at half-maximum (FWHM) are two fitting parameters. These peak locations (λ 0 ) match the absorption edges from Tauc plots ( Figure S1 , Supporting Information). Also, the PL spectral shapes are not significantly affected by the glass substrates, in particular the peak locations ( Figure S2 , Supporting Information). Thus, they can be considered as the optical bandgaps of perovskite materials. We see that λ 0 for the multiple cation perovskite film is at a shorter wavelength (or higher photon energy), consistent with increased transparency to short-wavelength light as desired for tandem applications. [37] In addition, the functional form of the emission spectra (i.e., approximately Gaussian) does not change depending on the peak wavelength of emission. Instead, the spectra are distinguished by the λ 0 and FWHM fit parameters, a fact we will exploit to extract the optical bandgap from the intensity of spectrally filtered intensity images.
In luminescence images, emitted photons pass through various optical components before reaching a detector. The detected intensity in each pixel is a wavelength-dependent integration of the product of the emitted spectrum and optical responses of system components located along the pathway between a sample and the detector. Generally, we have the following relationship between the detected intensity I and the emitted spectrum from each pixel on the sample
where A is an intensity scaling factor, R det is the spectral response of the detector, T objective is the transmission response of the objective lens used to image the sample, and T filters is the combined transmission response of all optical filters. The latter three parameters (R det , T objective, T filters ) are all wavelength 
will be fixed for a given imaging system with a certain combination of {λ 0 , FWHM}. The intensity scaling factor (A) is also cancelled out. Thus, we can simulate these two ratios for a range of {λ 0 , FWHM} and prestore the data. They serve as a look-up table to extract peak wavelengths (considered to be optical bandgaps) of perovskite materials by experimentally capturing three intensity luminescence images using the three optical filters. We note that this Gaussian fitting procedure does not necessarily describe all physical properties which contribute to luminescence signals. A luminescence spectrum is a complex combination of many physical phenomena inside materials and devices such as surface morphologies, device structures, material disorders, and densities of states, to name a few. [41, 42] The main purpose of this technique is to quickly extract peak locations of band-to-band luminescence spectra, and thus optical bandgaps of the material.
In fact, the imaging concept mentioned above can be generalized for other semiconductor materials and devices to extract various spectral parameters, given that no defect luminescence is present. A band-to-band luminescence spectrum emitted from a semiconductor can be described in the form of I (λ) = A × f(u 1 ,u 2 ,…, u N ) where {u 1 , u 2 …, u N } are N unknowns and f is an arbitrary function operator describing the spectral shape. Equation (1) 
Therefore, it is possible to extract all unknowns {u 1 , u 2 …, u N } from the intensity I with enough equations. In this way, it is analogous to solving N unknowns using N equations. A simple way to achieve this is to capture luminescence intensity images with various optical filters having different transmissivities. Figure 2 shows an example of two simulated luminescence intensity ratios with three different optical filters. Figure 2a is the ratio between 750 nm long-pass (LP) and 775 nm LP filters, and Figure 2b is between 750 nm LP and 775 nm short-pass (SP) filters. One very important point in these figures is that the ratios are much more sensitive to peak wavelengths λ 0 than to FWHMs. With a fixed FWHM, the ratios vary significantly with various λ 0 (illustrated by a vertical dashed line in Figure 2b ). However, with a fixed λ 0 , various FWHMs may give the same ratio (illustrated by a horizontal dashed line in Figure 2b ). This is due to the symmetrical shape of the Gaussian distribution and valid for a variety of filter combinations (see Figure S3 , Supporting Information). They could be impurities incorporated during the solution preparation or unreacted PbI 2 causing I-rich regions. [39, 43] In order to verify these results, we use a µ-PLS system to perform X-Y mapping of the luminescence spectra across the regions indicated by the dashed lines in Figure 3a .2,b.2 (see the Experimental Section). This µ-PLS technique provides an entire spectrum for every pixel in the X-Y map, allowing an extraction of an optical bandgap map (i.e., peak position of the spectrum) with micrometer-scale spatial resolution. The optical bandgap maps (Figure 3a the optical bandgap shifts from ≈1.63 to 1.57 eV. Many authors have demonstrated that small changes in the precursor composition and preparation conditions (e.g., molar ratios, deposition methods, and annealing) can all have dramatic impacts on the properties of the perovskite films, as well as the performance and stability of cells made from the films. [44] [45] [46] Therefore, the observed optical bandgap shifts, possibly due to unintentional process inconsistencies, could potentially affect the device performance significantly. Although equivalent information can be obtained from a localized luminescence spectrum measurement, our imaging-based approach can verify that the optical bandgap is uniformly different across the entire cell. The corresponding µ-PLS optical bandgap maps are given in Figure S4 (Supporting Information). By comparison, a localized measurement may be misled by a localized region of optical bandgap variation, as shown in Figure 3a . Therefore, it is clear that beyond inhomogeneity in morphology, the composition variation is a significant factor to consider to further improve the reproducibility of PSCs.
Results

Bandgap Images of Various PSCs
Next, we apply our technique to investigate the implications of PSC instability on the optical bandgap by measuring a PSC degraded after a long period of storage in a nitrogen environment without humidity control (>2 months). Figure 4a ,b shows EL intensity and extracted optical bandgap images of this solar cell, respectively. As can be clearly seen, the edge region is severely degraded and the perovskite optical bandgap energy decreases around the cell edges. The bandgap nonuniformity is confirmed by the µ-PLS map in Figure 4c . A combination of two images (Figure 4a,b) allows us to relate the material optical bandgaps to EL intensities, as shown in Figure 4d . The degraded signal is strongly correlated with the optical bandgap shift. However, this optical bandgap shift is not obvious until the cell is severely degraded (more than one order of magnitude reduction in EL intensities). This storage-induced optical bandgap shift is consistent with a recent report [47] where the authors also observed a redshift in PL spectra after they had stored their samples in a humidity-controlled environment for several weeks. They attributed the shift to the incorporation of H 2 O molecules in the crystal lattice. [47] In this analysis, we do not aim to investigate the physical and chemical origins of the localized regions of impurity and degradation, nor how to overcome them. Here, our primary purpose is to demonstrate the high value of our newly developed technique to quickly capture the variation in the optical bandgap, one of the most important parameters of the entire PSC, with very high spatial resolution using a standard luminescence imaging tool. A key concern, however, when considering degraded or nonuniform regions of the cell is whether the luminescence spectra still maintain their quasi-Gaussian shape, which is necessary to ensure an accurate extraction of λ 0 using our method. Using µ-PLS measurements, we confirmed Figure S5 , Supporting Information). Furthermore, we also did not find any evidence of sub-bandgap luminescence at room temperature. Thus, our method to extract their optical bandgaps is still applicable.
Our method can also provide information on the mechanisms of degradation taking place under various conditions (temperature, voltage, light, storage, etc.) across a broad type of samples, from large-area PSCs to cell precursors. For example, the optical bandgap variation should relate to a change in material composition. However, in Figure 4d , the EL intensity reduction does not necessarily correlate to the optical bandgap variation unless the sample is severely degraded. As EL emission can be strongly affected by the current injection (and extraction) efficiency, the initial degradation suggests that the interface between the perovskite layer and the transport layer and/or the transport layers themselves is likely to be degraded before the absorber during the storage. Therefore, combining both luminescence intensity and optical bandgap images could be useful for the study of how the degradation happens (e.g., in the absorber or at interfacial layers).
Impacts of Filters
In this work, we have used a specific selection of short-and long-pass filters. The position of the transmission band edge of these filters was motivated by the sensitivity of our optical bandgap imaging technique to the transmission spectra of the filters. In particular, the fraction of the transmitted spectrum made up of the tail-ends of the emitted luminescence spectrum was found to have a significant impact on the accuracy of the optical bandgap energy. As can be seen across all spectra in Figures 1 and 5 , the two tails of each spectrum are poorly fit by the Gaussian function (shaded regions of Figure 5 ). In particular, the long-wavelength tail (i.e., low-energy) is always much broader than the Gaussian fit. As mentioned above, a Gaussian function is a relatively simple way to present a spectrum and underestimates various complex phenomena inside the material. Thus, if the filter is not appropriately chosen, the detected spectral part can be dominated by the tails, leading to a significant error in our results.
In order to illustrate the possible extent of the error from improper filter selection, we illustrate the calculated optical bandgap energy using two combinations of three filters, as required by our method. In Figure 5a , we plot the transmission spectra of 750 nm LP and 775 nm LP filters. The shaded region at the long-tail of the emission spectra, which represents the total error of the fit, represents ≈2 and ≈3% of the total integrated signal detected through these filters. In Figure 5b , we plot the transmission spectra of two possible choices for the third filter. In the first case, we use a suitable 775 nm SP filter, for which the total error of the detected signal is ≈2%. However, if we were to choose an 800 nm LP filter, the underestimated region of our fit would represent roughly 50% of the transmitted signal. To illustrate the impact of this high-error choice of filter, Figure 6a The image with the 800 nm LP filter (Figure 6b) shows both an unrealistic variation in, and a large error in the absolute magnitude of, the optical bandgap across the sample. Our µ-PLS results confirm that the optical bandgap is uniform (≈775 nm) and matches with the image in Figure 6a . The key practical implication of this demonstration is that the expected optical bandgap of the material should inform the choice of suitable LP and SP filters. For unknown samples, one needs to use established techniques such as absorption or luminescence spectroscopy to estimate the average optical bandgap first. Indeed, these requirements are the major drawbacks of our technique. In our study, one filter is always either a LP or SP filter having a cut-off wavelength far from the expected optical bandgap. The other two filters are a LP and a SP filter having cut-off wavelengths around the expected optical bandgap. As the FWHMs of perovskite luminescence spectra are ≈44 nm (≈90 meV), the combination of the three filters should allow resolving optical bandgap variations of ±22 nm (±45 meV) within the expected value, in principle.
Discussion
A critical assumption in the preceding analysis is that the intensity of the luminescence emission is unchanged between each luminescence image captured with the optical filters. This is because the intensity ratio of the three (or more) images are the key parameters in determining the position of the luminescence spectra peak, λ 0 . It is, of course, well understood that perovskites can be inherently unstable materials, subject to reversible or irreversible changes (e.g., through ion migration or material degradation). In the experimental configuration applied in this work, the filters were manually swapped, which introduced a delay of at least 10 s between each measurement. Even a reversible change in luminescence emission (i.e., via ion migration) would introduce significant error to the calculations. Therefore, it was essential that we determined that the cell had reached a sufficiently stable operating point before the measurements were taken.
The PSCs measured here had very low current-voltage hysteresis when measured using a continuous forward to reverse to forward sweep at 50 mV s −1 following an opencircuit prebias of 30 s (see Figure S6 , Supporting Information). However, despite low current-voltage hysteresis the photoluminescence emission intensity under opencircuit (Figure 7b) took ≈20 s to stabilize. This indicates that the excess carrier density reduces with time following illumination, possibly the result of ion migration influencing recombination rates within the device. [48] [49] [50] The PL spectra measured during stabilization and beyond (Figure 7a) show no change in peak position (λ 0 = 773 nm). This indicates that the presumed ion migration has no meaningful impact on the location of the optical bandgap, or consequently the perovskite composition.
In addition, one can use either EL or PL imaging to extract optical bandgap images, as both PL and EL emission spectra will be equivalent [34] (Figure S7 , Supporting Information). PL imaging has the advantage of being contactless, and can be applied to uncontacted perovskite films, or, for example, films encapsulated with a poly(methyl methacrylate) (PMMA) layer which is known to prevent the film degradation. [10, 51, 52] EL imaging, on the other hand, requires electrical contact to inject charge carriers into the perovskite layer. We note however, that for the cells investigated, the injected current also changes over time, indicating a change in recombination rates or series resistance (e.g., via contact delamination [25] ) during measurements (Figure 7c ). However, for our purposes, EL imaging provided a direct gauge of the cell stability by allowing us to monitor the injected current over time, and the optical bandgap measurement was performed once the injected current had stabilized, as indicated in Figure 7c .
The need for cell stabilization clearly increases the measurement time. However, in industrial applications, a threecamera configuration can capture each image simultaneously, rendering the transient response of the cell irrelevant to the measurement accuracy. This assumes that the luminescence spectrum itself is unchanged during stabilization, which we have verified for the cells investigated here, as shown in Figure 7a . Furthermore, increases in cell efficiency and reductions in J-V hysteresis have been correlated with improved stabilization rates, [40, 53] and we can expect that as PSC performance improves, so too will the stabilization speeds.
Conclusion
We have developed a fast, nondestructive, camera-based luminescence method to capture optical bandgap images of perovskite solar cells with high spatial resolution. This new technique utilizes well-defined and relatively symmetrical band-to-band luminescence spectra emitted from perovskite materials, whose spectral peak locations represent their optical bandgaps. We have applied the technique to capture optical bandgap variations across various hysteresis-free perovskite solar cells, and optical bandgap nonuniformities within the same device due to material degradation and impurities. Finally, we have verified our results with micro-photoluminescence spectroscopy scans. The agreement between the two techniques open exciting opportunities for this imaging concept to be a quantified, high spatially resolved, large-area characterization tool of perovskite materials and devices. This could be significant for the study of various degradation mechanisms, morphology homogeneity, and reproducibility improvements, or process monitoring on large-area cells and precursors.
Experimental Section
Bare Perovskite Film Preparation: MAPbI 3 precursor solution contains 1 m equimolar of methylammonium iodide (MAI) and PbI 2 in the mixture of N,N-dimethylformamide (DMF) and dimethyl sulfoxide (DMSO) (7/3, v/v). The solution was spin-coated on the substrate at 5000 rpm, and chlorobenzene was dropped on the substrate for fast crystallization 10 s after the spin-coating commenced. The substrate was then annealed at 100 °C for 10 min. The deposition process for each perovskite is the same using two-step spin-coating program: first at 2000 rpm with a ramp of 400 rpm s −1 for 10 s, and then at 4000 rpm with a ramp of 1000 rpm s −1 for 25 s. During the second step, ≈100 µL chlorobenzene was poured on the spinning substrates 5 s prior to the end of the program. Substrates were then annealed at 100 °C for 30 min.
Perovskite Device Fabrication: First, ≈70 nm In-TiO x compact layers and ≈100 nm mesoporous TiO 2 (30 NRD, Dyesol) layers were sequentially deposited on the precleaned FTO (7 Ω ◻ −1 , Dyesol) substrates according to ref. [53] . Second, for the ultrathin PMMA:PCBM [53] passivation layer deposition, 30 µL PMMA:PCBM precursor solution was dropped on the top of the FTO/c-In-TiO x /m-TiO 2 substrates and separately deposited by spin-coating at 5000 rpm with a ramp of 5000 rpm s −1 for 30 s, then annealed at 100 °C for 10 min. Then, Cs 0.07 Rb 0.03 FA 0.765 MA 0.135 PbI 2.55 Br 0.45 [40] thin film was deposited by a two-step spin-coating program: first at 2000 rpm with a ramp of 200 rpm s −1 for 10 s, and then at 4000 rpm with a ramp of 1000 rpm s ramp of 3000 rpm s −1 for 30 s. Finally, ≈100 nm gold was deposited through a shadow mask (cell's effective area, 0.16 cm 2 ). Note that all depositions were conducted in a nitrogen-filled glovebox.
Micro-Photoluminescence Spectroscopy: The µ-PLS system employed in this study was a Horiba LabRAM system equipped with confocal optics, a silicon charge-couple-device (CCD) detector, and an automatic X-Y mapping stage. The excitation source was a diode-pumped solid-state (DPSS) 532 nm laser. The excitation light was focused into the sample surface using a 50× objective lens with a numerical aperture of 0.55. The on-sample illumination spot size was ≈1 µm and the on-sample power was kept constant at ≈20 µW. The spectral response of the entire system was determined with a calibrated halogen-tungsten light source. All measurements were performed in a nitrogen gas environment.
Electroluminescence Imaging: The solar cells were biased with a supplied voltage of 1.2 V and the current was monitored with a Metrohm Autolab PGSTAT128N potentiostat. Images were captured using a Princeton Instruments Pixis 1024 camera with a Peltier-cooled (−70 °C) silicon CCD detector. The pixel resolution is 14.6 ± 0.1 µm. The cells were kept in a nitrogen gas chamber during the measurements. Transmission responses of all optical filters and objective lenses involved in the measurements were measured using a Perkin Elmer spectrophotometer.
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