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Abstract
Videos uploaded on social media are often accompanied with
textual descriptions. In building automatic speech recognition
(ASR) systems for videos, we can exploit the contextual infor-
mation provided by such video metadata. In this paper, we ex-
plore ASR lattice rescoring by selectively attending to the video
descriptions. We first use an attention based method to ex-
tract contextual vector representations of video metadata, and
use these representations as part of the inputs to a neural lan-
guage model during lattice rescoring. Secondly, we propose
a hybrid pointer network approach to explicitly interpolate the
word probabilities of the word occurrences in metadata. We per-
form experimental evaluations on both language modeling and
ASR tasks, and demonstrate that both proposed methods pro-
vide performance improvements by selectively leveraging the
video metadata.
Index Terms: speech recognition, pointer network, video meta-
data, lattice rescoring
1. Introduction
Personalized or contextual automatic speech recognition, which
aims to improve accuracy by leveraging additional information
or external knowledge, has been an important research topic
[1, 2, 3, 4, 5]. These prior works usually assume that a set of
word-level biasing phrases are known ahead of time, e.g. a users
personal contact list, which are used to nudge the ASR model
towards outputting these particular phrases. In the conventional
hybrid ASR framework, bias phrases can be compiled into a
weighted finite state transducer (WFST), with vocabulary in-
jection, and on-the-fly language model biasing techniques [1, 2]
have shown significant performance gains. Similarly, for end-
to-end ASR architectures like Listen, Attend and Spell (LAS)
[6], the WFST representation of context n-grams is traversed
along with the outputs from the LAS network, and the beam
search decoding is biased either in first pass decoding [5] or
rescoring [3]. Alternatively, each context n-gram can also be
embedded into a fixed dimensional representation, and such
contextual information is summarized by an attention mecha-
nism and further fed as an additional input to the decoder [4, 7].
One main distinction in our work is that rather than using a
list of named entities, such as user’s contact lists or song names
as in many prior approaches, here we aim to exploit contextual
information from word sequences or paragraphs, as illustrated
in Figure 1. Henceforth, we refer to such textual content as
video metadata. Utilizing the video metadata effectively can be
challenging, since it not only contains potentially relevant in-
formation, but also irrelevant text. To address this challenge,
our neural LM training is explicitly conditioned on the video
† Work was done when Da-Rong was an intern at Facebook.
Figure 1: Video metadata: Social media videos are often asso-
ciated with surrounding text, descriptions or titles, as denoted
in the red box.
metadata, and selectively attends to the metadata via an atten-
tion mechanism. The resulting contextual neural LM is used
to rescore the lattices generated from the first-pass hybrid ASR
decoding.
Therefore, our proposed methods are similar to [4] with
three important distinctions. First, we produce the ASR lat-
tice via a conventional WFST-based hybrid ASR model, and
contextual biasing is performed by jointly rescoring the lattice
and attending to the metadata. Second, rather than tying the
contextual biasing with the end-to-end LAS training, we build
the contextual LM separately from the acoustic model training,
which effectively allows for modular evaluation and improve-
ments of the contextual LM component. In common with ear-
lier generations of technology, language model changes can be
made independently of the acoustic model. Third, based on [4]
that utilized contextual information by an attention mechanism,
we further propose the hybrid pointer network (which will be
introduced in Section 2.2).
While conventional sequence-to-sequence (seq2seq) mod-
els typically generate tokens from a predefined vocabulary
[8, 9], pointer networks [10] can be used to explicitly select
and output tokens from the input (source) sequence. Recently,
hybrid pointer-generator networks (PGN), combining seq2seq
models with pointer networks, have been proposed and used in
summarization tasks [11]. In such models, an additional scalar
variable is generated at each time step and serves as a soft switch
to choose between generating the token from a predefined vo-
cabulary or selecting from the input sequence. This has been
shown to be particularly effective in generating rare words that
have very few occurrences in training data [11].
Our main contributions can be summarized into three cate-
gories:
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Figure 2: Contextual Language Model Overview: In this fig-
ure, video metadata is set to “I intern in NY” and the se-
quence to evaluate probability is set to ”NY is cold”. At time-
step one, the target of model is predicting P(“NY”). (a) The
encoder, which encodes the video metadata into a sequence
of hidden vectors hi. (b) The decoder. (c) The attention
mechanism, which generates the attention distribution over en-
coder hidden vectors, and summarizes them into a context vec-
tor. (d) The context vector and the decoder hidden state are
used to generate the vocabulary distribution. (e) We can fur-
ther interpolate the vocabulary distribution with attention dis-
tribution to boost the probability of rare word. In general,
(a)+(b)+(c)+(d) form the attention model depicted in Section
2.1, and (a)+(b)+(c)+(d)+(e) form the hybrid pointer network
depicted in Section 2.2.
• We build a contextual language model that conditions
on the video metadata. We compare various alternatives
for such a language model and demonstrate that a hybrid
pointer network substantially outperforms all competing
baselines in perplexities.
• We then use this language model to rescore the lattice
generated from the first pass ASR decoding. We em-
ployed the pruned lattice rescoring algorithm [12], and
show that after rescoring, our contextual LM performs
better than all other baseline LMs in word error rate
(WER).
• We further perform analysis on how the quality of the
video metadata affects the ASR performance.
2. Contextual Language Model
A language model (LM) represents a probability distribution
over sequences of N tokens Y = (y1, y2, ..., yN ). Given
such a sequence, a LM assigns a probability to the sequence
by modeling the probability of token yk conditioned on its his-
tory {y1, y2, ..., yk−1}. The probability of the whole sequence
can be decomposed as:
P (y1, y2, ..., yN ) =
N∏
k=1
P (yk|y1, y2, ..., yk−1) (1)
In this paper, our language model can be conditioning on the
video metadata X = {x1, x2, ..., xM}, where M is the meta-
data sequence length. Then, the conditional probability can be
represented and decomposed as:
P (y1, y2, ..., yN |X) =
N∏
k=1
P (yk|y1, y2, ..., yk−1, X) (2)
This is trained by minimizing the negative log-likelihood:
N∑
k=1
−logP (yk|y1, y2, ..., yk−1, X; θmodel) (3)
where θmodel is the set of trainable parameters. For modeling
P (yk|y1, y2, ..., yk−1, X), we first describe the attention model
in Section 2.1, and then we will show how to adapt the attention
model to the hybrid pointer network in Section 2.2.
2.1. Attention Model
The attention model, which is depicted as a component of the
hybrid pointer network in Figure 2, is similar to the attention
model proposed in [13] with only one difference. The model
proposed in [13] is targeted to the translation task, which will
auto-regressively generate words at the decoder. The auto-
regressive generation means we will generate one word at one
time-step, and feed the word as input to the next time-step.
However, as our model is a language model, the input to the
decoder is the word sequence of which we evaluate the prob-
abilities. In this work, these word sequences will be the ASR
hypotheses from the lattice. We describe the detail formulation
below.
The tokens of the metadata xi are fed one-by-one into the
encoder (multi-layer LSTM), producing a sequence of hidden
states hi. At each time step t, the inputs to the decoder are
the word embedding of yt and the previous hidden state zt−1,
generating the current hidden state zt. The attention distribution
is computed as:
αˆit = (Wzzt + bz)
Thi (4)
αt = softmax(αˆt) (5)
Next, the attention distribution is used to produce a weighted
sum of the encoder hidden states, known as the context vector:
ct =
∑
i
αith
i (6)
The context vector can be viewed as the summary of the encoder
information, which is then concatenated with decoder hidden
state zt and passed through two linear layers to determine the
probability of the next word yt+1:
Pvocab(w) = softmax(W
′(W [zt; ct] + b) + b
′) (7)
P (yt+1|y1, y2, ..., yt, X)
= P (yt+1|zt, ct) = Pvocab(yt+1) (8)
where W , W ′, b, b′ are learnable parameters. Pvocab is the
distribution over the whole vocabulary.
2.2. Hybrid pointer network
In the attention model, we have incorporated video metadata
information while predicting the probabilities. However, it will
be difficult for the model to predict words of rare occurrences
in the training data. Take Figure 2 as an example. We assume
the word “NY” is rare in training data and the attention model
is perfect in predicting p(NY ), which means:
α41 = 1
α11 = α
2
1 = α
3
1 = 0
In this way, we can get c1 = h4. Because “NY” is rare in
training data, there will be two consequences. First, the word
Table 1: Dataset sizes in hours
Train Valid Test
clean noisy extreme
English 14k (hrs) 9.7 20.2 18.6 49.1
Spanish 7.5k 9.9 17.2 19.5 46.1
embedding of “NY”, i.e. h4, may not be well trained. Sec-
ond, even if h4 does contain the information of the word “NY”,
according to equation (8):
P (NY ) = P (NY |z1, c1) = P (NY |z1, h4) (9)
it can be difficult for the model to map h4 back to “NY”, be-
cause again it is rare in training data.
To address this problem, we propose to use a hybrid pointer
network similar to [11]. In a hybrid pointer network, another
random variable P gent ∈ (0, 1) is introduced:
P gent = σ(W
gen[ct; zt; yt] + b) (10)
This P gent is used as a soft switch to select between the dis-
tribution Pvocab generated in equation (7) or sample from the
attention distribution αˆt:
P ptrvocab(w) = p
gen
t Pvocab(w) + (1− pgent )
∑
i:wi=w
αit (11)
When pgent is close to one, it means the language model has
high confidence to directly generate the distribution. In contrast,
if pgent is close to zero, it means the model has low confidence,
and turns to utilizing the information from metadata. Finally,
the probability of the next word yt+1 will be:
P (yt+1|y1, y2, ..., yt, X) = P ptrvocab(yt+1) (12)
3. Evaluation
We evaluate the effectiveness of our proposed approaches on
our in-house English (EN) and Spanish (ES) video datasets,
which are sampled from public social media videos and de-
identified before transcription. These videos contain a diverse
range of speakers, accents, topics, and acoustic conditions mak-
ing automatic recognition difficult. Each data instance con-
sists of the audio, reference transcription and the correspond-
ing video metadata text. The test sets for each language are
composed of clean, noisy and extreme categories, with
extreme being more acoustically challenging than clean
and noisy. The dataset sizes are shown in Table 1.
We first evaluate the language model perplexities in Section
3.1. Five different language models are compared:
• 5-gram: the language model with Kneser-Ney smooth-
ing and used in the first-pass ASR decoding.
• LSTM: a multi-layer LSTM.
• cache-LSTM: this is a simple way for the LSTM LM
to leverage video metadata. We interpolate the output
distribution of LSTM LM with the unigram probability
distribution of video metadata. The interpolation weight
is a tunable hyperparameter.
• attention model: the model described in Section 2.1
• hybrid pointer network: the model described in Section
2.2
Table 2: Perplexities of each language model on the test sets.
The values in the parenthesis for (c) and (d) denote the interpo-
lation weights.
English
clean noisy extreme
(a) 5-gram 129.9 150.1 150.4
(b) LSTM 109.6 114.9 119.6
(c) cache-LSTM (0.1) 105.1 115.35 119.8
(d) cache-LSTM (0.2) 113.0 125.7 130.8
(e) attention model 99.1 106.2 110.2
(f) hybrid pointer network 76.9 91.0 95.2
Spanish
clean noisy extreme
(a) 5-gram 176.4 194.0 209.6
(b) LSTM 119.0 130.3 151.6
(c) cache-LSTM (0.1) 118.0 137.2 160.4
(d) cache-LSTM (0.2) 127.6 151.7 177.8
(e) attention model 107.4 118.9 139.7
(f) hybrid pointer network 84.4 101.4 121.2
Specifically, the 5-gram and LSTM LMs do not use the infor-
mation from the video metadata, while the remaining do. A
two-layer LSTM with 512 hidden units and 0.1 dropout are used
as the recurrent part of all recurrent models. Adaptive softmax
[14] is used for efficient training. We implement all our recur-
rent LMs based on the fairseq toolkit [15]. Kaldi decoder [16] is
used to produce ASR lattices. All language models, except the
5-gram model, are then used to perform lattice rescoring. The
WER comparisons are shown in Section 3.2.
3.1. Language Modeling
We first evaluate the effectiveness of each LM in terms of per-
plexity. LMs are trained using both transcriptions and video
metadata from the train set. We build our vocabulary as all
words seen in the training data, while leaving remaining words
as OOVs. We use cosine learning rate (LR) scheduler [17] and
NAG optimizer with initial LR 0.001. The results are shown in
Table 2.
We can see there are significant improvements from the 5-
gram LM to each of the recurrent neural LMs, i.e., (a) vs (b),
(c), (d), (e), and (f). Comparing the cache-LSTM with the
LSTM ((b) vs (c), (d)), we see that even though the cache-
LSTM does leverage the video metadata, it does not perform
better than the LSTM trained only on transcripts. This indi-
cates that naively interpolating with the unigram distribution of
the metadata may not be helpful. The attention model performs
better than LSTM and cache-LSTM ((e) vs (b), (c), (d)), be-
cause in attention LSTM, the model automatically learns how
to leverage the video metadata. Finally, the hybrid pointer net-
work performs best, as it can overcome the shortcomings of the
attention model as described in Section 2.2.
3.2. ASR performance
We now evaluate the effectiveness of the proposed method on
the ASR task. We first produce lattices via first-pass decoding
with a graphemic hybrid ASR system [18]. For acoustic mod-
eling, we utilize a hybrid ASR model with a graphemic lexicon
trained with the lattice-free MMI criterion [19]. In the first-
pass decoding, we use Kaldi decoder with 5-gram LM (from
Table2 (a)) to generate lattices, with lattice beam 8. The lattices
Figure 3: Analysis: in this figure, we report the WERR as the number of co-occurring words between video metadata and transcription
varies. WERR denotes the relative WER reduction compared to the WER of first-pass decoding. We only report the number if the
remaining test data size is more than half an hour, since there could be too much variance if the remaining test data size is too small.
are then rescored with the neural LMs by the pruned lattice al-
gorithm [12]. A 5-gram approximation is adopted [12, 20] to
reduce the search space, i.e., we merge search paths containing
the same last 5 history words.
The results are shown in Table 3. As expected, neural lat-
tice rescoring improves the first-pass decoding results ((a) vs
(b)). The cache-LSTM does marginally better than LSTM ((b)
vs (c)), but the improvement is small and unstable. While atten-
tion model can further boost the performance, the hybrid pointer
network achieves the best performance.
Table 3: ASR results in WER. In rescoring with neural LMs, we
interpolate the neural LM and n-gram LM scores as in [12].
The weight is tuned on valid set, and is shown in parenthesis
for each language.
English (0.6)
clean noisy extreme
(a) first-pass 15.3 22.0 28.3
(b) LSTM 14.81 21.47 27.8
(c) cache-LSTM (0.1) 14.7 21.4 27.8
(d) attention model 14.7 21.4 27.7
(e) hybrid pointer network 14.5 21.3 27.6
Spanish (0.7)
clean noisy extreme
(a) first-pass 13.6 15.5 21.9
(b) LSTM 12.8 14.7 21.1
(c) cache-LSTM (0.1) 12.8 14.7 21.1
(d) attention model 12.7 14.7 21.0
(e) hybrid pointer network 12.6 14.5 20.8
Table 4: The proportion of test data that has none of video meta-
data in each test category.
clean noisy extreme
English 78 / 1203 296 / 903 3214 / 7092
Spanish 53 / 732 452 / 821 971 / 2026
3.3. Analysis
Although we have shown the feasibility of hybrid pointer net-
work in Section 3.2, we can see that the relative WER reduction
(WERR) from LSTM to pointer LSTM is stable, but up to 2%
(Table 3 (b) vs (e)). The improvements can be correlated with
the video metadata quality. Table 4 shows there is a large por-
tion of dataset where the video metadata is absent. While the
video metadata text could be irrelevant to the video transcrip-
tions, being null will certainly limit its effectiveness. To under-
stand the importance of the available metadata size, Figure 3
shows the results as the number of co-occurring words in both
metadata and reference transcription varies. In our analysis, we
select the test data instances with 1, 2, 3 or 4 co-occurring words
between transcription and video metadata. The 3000 most fre-
quent words are not counted as co-occurring words, because
hypothetically a co-occurring high frequency word, like ‘the’,
may not indicate the video metadata quality.
The results are shown in Figure 3. As the number of co-
occurring words increases, we first observe that, the WERR
given by hybrid pointer network is more significant than the
gain seen in the overall test set. Although cache-LSTM and
attention-LSTM also utilize the video metadata information, the
WERR is not as substantial as in the pointer network. Also,
comparing the pointer network and the LSTM models, the gap
between the WERR curves increase in most cases as the num-
ber of co-occurring words grows, which indicates the effective-
ness of our proposed method given a reasonable video metadata
quality.
4. Conclusions
In this work, we propose the use of a hybrid pointer network
LM for lattice rescoring, thus making use of text metadata ac-
companying social media videos. We analyze the conditions of
its effectiveness, and demonstrate that it can provide improve-
ments in both LM perplexity and ASR WER. Also, in the hybrid
pointer network framework, we can replace the recurrent com-
ponents of multi-layer LSTM with other neural models, such as
neural transformers [21].
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