Abstract: This paper examines the determinants of creditor recoveries from defaulted debt instruments, an important yet under-studied area in investment and risk management. First, we argue that to properly measure a debt instrument's relative position in a firm's debt structure, debt pari passu to the instrument must be taken into account. We propose a new measure of seniority and find that it is the most important determinant of recovery rates, explaining more recovery variations than the combination of all commonly used instrument-level variables, including seniority class, collateral type, and percentage above. Second, we find that firm-level variables, especially the trailing 12-month stock returns, are more critical than industry-or macroeconomic-level variables, although the latter can also help, for private firms because stock price information is not available for such firms. In contrast with earlier studies, we find that the relative contribution of the industry and macroeconomic variables varies with the sample, model specification, and especially the modeling technique used.
I. Introduction
Although there are numerous studies on default prediction models, studies on recovery rate, or one minus loss given default (LGD), are very limited. Despite the importance of recovery rate in many aspects of investment and risk management, such as loss forecasting, loan pricing, portfolio valuation, and capital planning, most academic studies and industry models use either constant or random recovery rates. This study intends to advance understanding of recovery rates by addressing two central questions: What are the most important determinants of recovery rates? What are the relative contributions of variables at the instrument, firm, industry, and economy level?
We argue that the existing measures of relative debt seniority, such as the percentage of debt above, cannot fully capture firms' debt structure, because firms have the tendency to issue disproportionately more of one class of debt than other classes (Bris, Ravid, and Sverdlove [2009]; and Colla, Ippolito, and Li [2011] ). 1 We therefore propose a new variable, called seniority index, to incorporate the percentage of debt both more senior than and pari passu (that is, at the same rank) to the instrument under consideration. This variable has not been previously investigated in academic literature or industry practice. We find that it is very important to account for debt pari passu, as this new seniority index turns out to be the most crucial determinant of recovery rates. Its explanatory power tops the combined explanatory power from all commonly used instrument-level variables that are covered in this study, including seniority class, collateral type, and percentage above.
We find that after seniority index, firm conditions, measured by trailing stock returns, is the second most important determinant of recovery risks. For private firms, where such stock 1 Further discussion on debt structure and recovery rate is provided in section II. return information is not available, industry-and macro-level variables can help. Unlike Acharya, Bharath, and Srinivasan (2007) , however, we find that the relative contribution of the industry and macroeconomic variables varies with the sample, model specification, and, most importantly, the modeling technique used.
Our findings have several important implications. First, the seniority index variable we propose is different from the percentage above variable used in Moody's LossCalc to measure the percentage of debt that is more senior than the instrument under consideration. Our results show that seniority index is a better measure of an instrument's seniority than the existing seniority measures, such as seniority class indicators, percentage above, or debt cushion (that is, percentage below). Our findings suggest a way to substantially improve the accuracy of pricing and ratings of debt instruments.
Second, the common practice of assuming a constant recovery rate for instruments of the same seniority class might not be appropriate, as the seniority index of the same seniority class could vary widely, due to different debt issuance behavior across firms. Many studies assume a constant recovery rate for each credit rating group.
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This may not be appropriate, either, as the seniority index has not been used by the rating agencies to date and it could vary significantly within each credit rating group.
Third, because collecting recovery data (including LGD risk factors) are one of the most daunting challenges faced by almost all financial institutions undergoing Basel II implementation, resources should be devoted to collecting data that allow the calculation and 2 Studies that evaluate default predictions from credit models usually use a single default recovery rate for a group of relatively homogeneous bonds. For example, Elton, Gruber, Agrawal, and Mann (2001) use the average recovery rate for each rating group. Huang and Huang (2002) use the recovery rates from Moody's and assume the rates to be the same for bonds of the same seniority and credit rating. Eom, Helwege, and Huang (2004) restrict their sample to firms with fewer than five types of debt, the majority of which is of investment grade. They use 51.31 percent as the recovery rate and conduct robustness testing using 100 percent for the recovery rate. Longstaff, Mithal, and Neis (2005) use a constant recovery rate of 50 percent.
tracking of seniority index, the most important determining factor of LGD. Data vendors should consider doing the same.
Finally, our findings also shed light on the debate over the joint modeling of probability of default (PD) and recovery rate. 3 In the original Merton model (1974) , PD and recovery rate are inversely associated, but later extensions of the structural models usually assume recovery rates to be exogenous and independent of PD. Reduced-form models mostly assume recovery rates independent of PD, and the same assumption is made in some vendor credit portfolio value at-risk models. 4 Recent empirical studies find a negative relationship between default and recovery rates. It is not clear, however, what is driving the relationship-a single systematic risk factor, industry conditions, or firms' idiosyncratic risk. 5 Our finding that recovery rates are driven more by firm-level variables than by industry-or macro-level variables suggests that recovery rates have a large idiosyncratic component. Earlier studies, such as Duffie, Eckner, Horel, and Saita (2009), Tang and Yan (2010) , and Qi, Zhang, and Zhao (2009) , find that defaults are mainly driven by firm-level risk factors. Together, these findings suggest that the joint distribution of default and recovery is more likely due to idiosyncratic risk than to systematic risk.
In the next section, we discuss and develop a more proper measure of debt seniority. In section III, we describe the sample. Section IV reports the empirical results, and section V summarizes several robustness checks that we performed. The final section states our conclusions.
II. Measure of Debt Seniority
The most common measure of debt seniority in literature and in banking practice is instrument type (or seniority class, such as bank loans, senior secured bonds, senior unsecured bonds, senior subordinated bonds, subordinated bonds, and junior bonds). 6 We argue that these simple indicators do not show relative position of a debt instrument in a firm's debt structure. Rauh and Sufi (2010) find that different types of firms tend to have different debt structurefirms with high credit quality mainly rely on senior unsecured debt, whereas firms with lower credit quality usually use multiple tiers of debt, including bank loans, secured, senior unsecured, and subordinated debts. As a result, unsecured debts from different firms may not be directly comparable, and recovery from unsecured debts may not necessarily be lower than secured debts.
7
More importantly, we argue that some of the more sophisticated measures of relative seniority that have been used up to now, such as percentage of debt above or debt cushion below, cannot always properly capture a debt instrument's position in a firm's debt structure, either. This is because both Bris, Ravid, and Sverdlove (2009) and Colla, Ippolito, and Li (2011) find that firms show a tendency to issue disproportionately more of one particular type of debt than other types, rendering the percentage of debt above (debt cushion) less informative of the firm's debt structure, especially for the most senior (junior) class of debt instrument. This point can be illustrated via two simple examples. In the first example, firm A and firm B, are in similar financial conditions and have outstanding senior secured and junior bonds, but firm A has more senior secured bonds, while firm B has more junior bonds. In this example, the proportion of senior secured bonds is 80 percent for firm A and 20 percent for firm B. Even though the senior secured bonds of both firms have zero percent above, the recovery rate of the senior secured bonds is likely to be higher for firm B than for firm A. A similar argument can be made for the junior debt. The recovery rate of the junior bonds is expected to be higher for firm B than for firm A, even though the junior bonds of both firms have zero debt cushion.
In the second example, consider a firm that is valued at $22 million in assets with $20 million of debt. Upon default, the asset value will drop to $14 million. The firm has two types of debt outstanding: $10 million in senior secured bonds and $10 million in senior unsecured bonds. If the firm defaults, the recovery rate will be 100 percent for the senior secured bonds and 40 percent for the senior unsecured bonds. Suppose the senior unsecured bonds mature and the firm replaces them with a new issue, with 60 percent in senior secured bonds and 40 percent in senior unsecured bonds.
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With this change in debt structure, the percentage of the firm's senior secured bonds increases from 50 percent to 80 percent, and consequently, the recovery rate of the firm's senior secured bonds drops from 100 percent to 87.5 percent, even though the senior secured bonds still have no debt above it. Recovery from the senior unsecured bonds also change from 40 percent to zero as a result of the new issue, even though its debt cushion remains zero before and after the new issue.
Both examples clearly show that percentage above or debt cushion cannot always properly measure debt seniority. An appropriate measure of relative seniority should account for not only the percentage of debt above or below but also the percentage of debt pari passu. As such, we create a new instrument-level variable "seniority index," which is defined as one minus percentage above minus one-half percentage pari passu. Because the choice of one-half of percentage pari passu in the definition of seniority index is rather arbitrary, we also define two alternatives, incorporating one-third and two-thirds of percentage pari passu, respectively.
Everything else being equal, the lower the percentage pari passu, the higher the relative seniority of a debt instrument in a firm's debt structure, the larger share of the pie the creditor of that debt instrument can claim in the event of default, and the higher the recovery should be.
How much additional explanatory power is added by factoring in percentage pari passu, however, is an empirical question, which we will address in sections III and IV.
The most common LGD drivers in practice are collateral types. It is very likely, however, that a proper measure of relative seniority can outweigh collateral types in recovery rate models.
The conventional wisdom that recovery varies across collateral types assumes that upon default, creditors take possession of collaterals and sell them. Because collaterals such as inventory and accounts receivable are easier to liquidate, defaulted debts with these collaterals are believed to have higher recoveries. Default resolutions, however, often do not involve collateral sale. The most frequent resolution type in our sample is Chapter 11 reorganization, in which creditors cannot take possession of collaterals due to the automatic stay provision, except when the debt is secured by aircraft equipment and vessels, or when the case is dismissed or converted to liquidation under Chapter 7 if the reorganization plan cannot be confirmed.
Other resolution approaches commonly used by banks are out-of-court settlement and sale of defaulted instruments in the market for distressed debts, which do not involve collateral sale either. Although collateral types might affect the outcome of these resolution types, many other factors such as banks' workout strategy and expertise, difficulty of reaching agreement among various creditors, price and liquidity in the distressed debt market, etc., can be influential as well. Therefore, there may not be a strong link between collateral types and recovery in these resolution types.
Even in the case of collateral sale, the impact of collateral types may not be prominent for two reasons. First, firms in financial distress might devote few resources to resolving customer complaints, maintaining equipment, and safeguarding fixed investments, resulting in uncertainty in values of collaterals, such as accounts receivable, autos, and real estate. Second, even though some collateral types, such as accounts receivable and cash, may be relatively safe, recovery rate of defaulted debts secured by these collateral types can still be low if collateral coverage is low (that is, loan-to-value ratio is high). Because of the usual lack of accurately updated collateral coverage information, 9 it is hard to determine whether and to what extent differences in recoveries across collateral types are due to differences in collateral coverage. Lastly, a debt instrument can be secured by multiple collateral types. It may not be practical to accurately estimate a separate recovery rate for each collateral type.
III. Sample
Our sample is from Moody's Ultimate Recovery Database (URD). The data cover U.S. corporate default events with more than $50 million in debt at the time of default. Three approaches to calculating recovery rates, namely, the settlement method, the trading price method, and the liquidity event method, show the outcomes of three different workout strategies.
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The database also shows the preferred method, which reflects the best valuation of a given default based on the knowledge and experience of Moody's analysts. We thus use the 9 Ideally, collateral coverage ratio should be considered and updated as needed. This variable is rarely available or used by banks, however, due to the cost and the lack of accurate methods of updating some of the collateral values. 10 The settlement method uses the earliest available trading prices of the instruments received in a settlement. The trading price method uses the trading prices of pre-petition instruments at the time of emergence. The liquidity event method uses the value of illiquid assets, such as subsequent acquisitions, at liquidation. recovery rates from the preferred method. To obtain discounted ultimate recoveries, URD discounts each nominal recovery back to the last time when interest was paid using the instrument's pre-petition coupon rate. We also require firm-level information (in particular, Senior unsecured bonds constitute the largest proportion, followed by revolvers, senior secured bonds, and term loans. Junior bonds constitute the smallest share of the sample. The recovery rate declines monotonically from revolvers to junior bonds, consistent with the expectation following the absolute priority rule that more senior and secured instruments do better. 11 The majority of the defaults in our samples are bankruptcy (85.37 percent), followed by distressed exchange (13.53 percent). 12 The data used in Acharya, Bharath, and Srinivasan (2007) are from Portfolio Management Data (PMD). Moody's bought PMD and expanded the recovery data coverage. Therefore, the Moody's URD data we use in this study are more comprehensive and up to date. 13 We use the category most assets if the collateral type in URD is most assets (all assets excluding inventory and account receivables), all assets, PP&E (property, plant, and equipment), and all noncurrent assets. We separate out equipment because the recovery of this collateral type is much lower than all the types in most assets. We group oil and gas properties and real estate into other assets because of the low number of observations in these two collateral types and the minimal difference in their recovery rates. We retain the collateral types guarantees and intercompany debt despite their low number of observations, because these types are quite unusual and the recovery rates are different from other types. We classify cash in the same group as inventory and receivables because they are all liquid assets and have similar recovery rates. On the other hand, capital stock, with which cash is often grouped, has a much lower recovery rate in this sample.
Slightly more than half of the debt instruments in our sample are unsecured, and the recovery rates from these instruments are quite low. Guarantee means that a separately rated entity guaranteed the company (e.g., Motorola for Iridium). This collateral type is rare for large public companies, and it provides the highest recovery rate. Inventory, receivables, and cash also provide good collateral values with high recovery rates. Capital stock has a lower recovery rate than inventory, receivables, and cash. This is not surprising, because a large proportion of this type of collateral is the company's own stock, which is not worth much at time of default.
Recoveries from most assets and other assets are also quite high. Recovery rates from equipment are quite low. A possible explanation for this is that equipment is industry-or firm-specific, and thus may not command a high value in a fire sale. The recovery rates of second liens and third liens are comparable to or higher than those of unsecured. These numbers suggest that secondand third-lien holders may not be in the worst shape at time of default.
We also observe a wide variation in recovery rates within each instrument and collateral type.
14 In almost every instrument or collateral type, the minimum recovery rate is 0 percent, the maximum recovery rate is 100 percent, and the recovery rates show a bimodal distribution, indicating that creditors often lose almost nothing or almost everything at default. 14 We do not report these statistics because of space limitations. They are available upon request. 15 We winsorize 1 percent of the observations at both tails to reduce the effect of possibly spurious outliers. 16 Monthly volatility is estimated as the volatility of daily returns during the month. We use Compustat quarterly leverage data. We would like to thank Shumway for providing the SAS codes.
industry default rates and to compute other aggregate or industry-level variables using the entire CRSP/Compustat data. The NYSE-NASDAQ-AMEX value-weighted index is used as the market return, and its mean is very low at 0.03 percent. This can be explained by the fact that many of our observations are from the 2001-2002 recession.
We use the Fama-French 12-industry group definition. The mean (median) industry distance-to-default is 14.81 (12.77). These numbers are lower than those of the aggregate distance-to-default. Further, the trailing 12-month default rate is higher at the industry level than at the aggregate level. Neither finding is surprising because defaulted firms are likely from distressed industries. In addition, firms in this sample appear to be from industries with little or no profitability-mean and median industry return on assets (ROA) are both negative.
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Further, firm-level characteristics indicate that these firms are the worst performers in the troubled industries: Compared to those at the industry level, the firm ROA is even lower, firm distances to-default is much smaller, and firm leverage is much higher.
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The variable percentage above measures the percentage of obligations that are more senior than the debt instrument in the debt structure of each defaulted firm. So the larger this variable is, the more junior (or less senior) the instrument is. This variable is included among the explanatory variables in Moody's LossCalc. Seniority index is the new instrument-level variable as discussed in section II to properly measure debt seniority, and seniority indices 2 and 3 incorporate one-third and two-thirds instead of one-half of percentage pari passu as in seniority index. Not surprisingly, seniority index 2 has a higher mean than seniority index, whereas seniority index 3 has a lower mean than seniority index.
Panel B of table 2 shows the correlations between these variables and the recovery rate.
The recovery rate has the lowest correlation in absolute values with the variable percentage above and the highest correlation with seniority index. These results provide the first piece of evidence that it is important to account for debt pari passu when investigating recovery risk. Due to space limitations, we report only results using the seniority index throughout the rest of the paper. Results using seniority indices 2 and 3 are not materially different.
IV. Empirical Results
To establish robustness, we report the results from two modeling methods: nonparametric regression tree and parametric fractional response regression.
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The most appealing feature of the regression tree for our study is its ability to handle many explanatory variables (some are highly correlated) at the same time and to split by the most important explanatory variables before splitting by the less important ones. Although over-fitting can be a serious problem, Qi and Zhao (2011) found that the regression tree method's predictive performance on recovery rates is quite stable when cross-validation is used to control for model complexity. Fractional response regression was proposed by Papke and Wooldridge (1996) to model a continuous variable ranging between 0 and 1. Qi and Zhao (2011) found that this method produces a better model fit than other parametric methods, including ordinary least squares (OLS) for LGD modeling.
Results From the Regression Tree
We include in the regression tree all instrument-level variables indicating instrument type and collateral type, as well as seniority index and percentage above. We also include five firmlevel variables (ROA, leverage, tangibility, distance-to-default, and trailing 12-month stock return), six industry-level variables (industry distance-to-default, trailing 12-month industry default rate, industry tangibility, industry leverage, trailing 12-month industry stock return, and industry ROA) and four macro-level variables (trailing 12-month aggregate default rate, trailing 12-month stock market return, aggregate distance-to-default, and the three-month T-bill rate).
Following the literature (Acharya, Bharath, and Srinivasan [2007] ; Altman and Kishore [1996] ), a utility industry dummy variable is also included because the utility industry has a significantly higher recovery rate than other industries in our sample. Figure 1 presents results from such a regression tree, and we report the in-sample and 5 fold cross-validation R-squared and sum of squared error (SSE) from each step in panel A of table 3. The first split is by seniority index-327 observations that are above the 70.58 percent cutoff value have a mean recovery rate of 90.78 percent, whereas the 1,122 observations with a seniority index below the 70.58 percent cutoff value have an average recovery rate of 46.30 percent, consistent with the expectation that the higher the seniority index of an instrument, the higher the recovery rate. With these two averages as the predicted recovery rates, the split yields an R-squared of 0.231 and an SSE of 166.4 (from panel A of table 3). The second split is along the trailing 12-month stock return. Among the 1,122 observations with seniority index below 70.58 percent, those with a lower stock return have a lower average recovery rate, again as expected. This second step yields an R-squared of 0.385 and an SSE of 133.27.
We require each leaf to have a minimum of 100 observations, so there are only nine splits for the 1,449 observations. After the ninth split, we have an R-squared of 0.540 and an SSE of 99.62. The splits are along six distinctive variables: seniority index, trailing 12-month stock return, percentage above, aggregate distance-to-default, industry leverage, and firm tangibility.
Most industry condition variables (such as industry distance-to-default, trailing 12-month industry default rate, industry stock return, and industry ROA) are not picked up by this regression tree. In contrast, the tree does pick up aggregate distance-to-default, which is a measure of macroeconomic conditions. None of the instrument-type or collateral-type variables is picked up by the tree. The utility industry dummy, whose explanatory power is likely absorbed by the six variables included in the tree, also is not picked up by the tree. Further, the five-fold cross-validation results in panel A of table 3 show that the performance of the tree is quite stable. Firm trailing 12-month stock return is the second most important variable. Combining the impact from stock return and firm tangibility, we conclude 20 We refrain from saying that seniority index is the most important among all potential factors determining the recovery rate, however, as the URD data used in this study do not have information on collateral coverage or loan to-value ratio (LTV). LTV may carry substantial explanatory power of the recovery rate, especially for secured debt instruments. Such information, however, is often missing in public data as well as banks' internal data. Additional research can be carried out when such data become available.
that the firm-level variables contribute to roughly 30 percent of the explained variations. Industry and macro-level variables contribute to about 6 percent of the total explained variation. To better understand the contribution of the seniority index and percentage above in explaining the recovery risk, we exclude these two variables from the regression tree one at a time. Figure 3 reports the variable contribution when percentage above is excluded from the tree.
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We find that this tree has 11 splits, leading to an R-squared of 0.568. Therefore, the explanatory power of this tree without percentage above is slightly higher than the tree in figures 1 and 2. Seniority index thus appears to have the ability to absorb the information imbedded in percentage above. With percentage above excluded from the regression tree, more explanatory power is concentrated in seniority index, which accounts for 54 percent of the total explained variation in recovery rates-an increase of 9 percentage points over the corresponding number in figure 2.
By contrast, when we exclude seniority index from the tree, model fits shows a decline:
Total variation explained drops from 117 to 113 and the R-squared of the tree declines from 0.54 in table 3 to 0.52 in figure 4 . With the absence of seniority index, percentage above picks up some explanatory power; however, a large proportion of the explanatory power shifts to firmlevel variables. As a result, the explanatory power of percentage above is outweighed by that of 21 We find that the regression tree built only on instrument-level and firm-level variables on this sample has an R-squared of 0.547 (we do not report these results due to space limitations). This result again shows that, based on this technique, industry and macro variables may have a minor effect on recovery rate. 22 For the rest of this paper, we report only the variable contributions, but not the trees, due to space limitations. The resulting regression tree is shown in figure 6 . This tree yields nine splits along eight variables, with industry distance-to-default being the second most important factor after the instrument type revolver. In contrast, the combined contribution from other firm-level variables (that is, firm distance-to-default, leverage, ROA, and tangibility) is less than half that of industry distance-to default. The contribution from macro-level variables is also minimal. These results are consistent with Acharya, Bharath, and Srinivasan (2007) : Industry variables play a very significant role in default recovery and the impact of the macro variables is marginal. Therefore, their conclusions on industry conditions hold only if the firm's trailing stock returns is not included in the model or for private firms that do not have stock prices. 26 Further, the model fit produced by this tree is substantially lower than that from figure 5, highlighting the importance of the information content embedded in firm stock returns. 24 We do not include median industry Q, the ratio of market value to book value of the firm -a proxy for asset growth prospect, in the regression tree. We find that the relation between recovery rate and industry Q in our sample is different from that documented in Acharya, Bharath, and Srinivasan (2007) probably due to sample difference. Further, inclusion of industry Q does not change our conclusions. 25 We do not include seniority index and percentage above in figure 6 to make the results more comparable to Acharya, Bharath, and Srinivasan (2007) . Including either of these variables or both does not change our conclusion here. 26 We will later show that such a finding is also sensitive to different modeling techniques. Table 4 shows results from the fractional response regression. All R-squared reported for fractional response regressions are adjusted R-squared. We show results using instrument types and collateral types in panel A. The base case for instrument types is subordinated bonds, and the base case for collateral types is most assets. Model 1 includes the instrument-type and the utility industry dummy variables. Revolvers, term loans, senior secured bonds, senior unsecured bonds, and senior subordinated bonds all have significantly higher recovery rates than subordinated bonds, and junior bonds have significantly lower recovery rates than subordinated bonds.
Fractional Response Regression
Further, recovery rates are significantly higher in the utility industry. Combined, these variables explain 26 percent of the recovery rate variations, with an SSE of 160.27.
In model 2, we include the collateral-type and utility industry dummy variables.
Compared with the base collateral type of most assets, capital stocks, equipment, unsecured, and third lien have significantly lower recovery rates, while inventory, receivables, and cash have significantly higher recovery rates. The non-significant results on guarantees and inter-company debt are primarily due to small number of observations. There is no significant difference in recovery rates between debt backed by most assets and debt backed by other assets, or second liens at the 5 percent significance level. These results are consistent with the descriptive statistics in table 1. The coefficient for the utility industry dummy is again significantly positive.
Combined, these variables explain 22.5 percent of the variation in the recovery risk, with an SSE of 166.71. The model fit is slightly better when instrument types are included.
Model 3 includes all instrument-type and collateral-type variables, as well as the utility dummy. Conclusions on the coefficient estimates in this column do not differ much from models 1 and 2 except that third lien is no longer significant. All combined, these variables explain about 29 percent of the recovery rate variation.
Contribution of Seniority Index, Percentage Above, and Other Instrument-Level Variables
In panel B of table 4, we report the results of six models. Model 4 has only two explanatory variables: the seniority index and the utility industry dummy, both of which have a significant positive association with recovery, as expected. These two variables explain 33 percent of the variation in recovery rates, higher than those of models 1-3.
To compare the explanatory power of the seniority index and percentage above, we include in model 5 percentage above and the utility industry dummy. Percentage above has a significant negative association with recovery, which is intuitive. The adjusted R-squared of model 5, however, is only 23 percent, which is lower than that of model 4, suggesting that percentage above has much lower explanatory power than seniority index. Furthermore, the adjusted R-squared of model 5 is even lower than those of models 1 and 3, indicating that in a fractional response regression LGD model, percentage above does not enjoy much advantage over the use of instrument-type and collateral-type variables. Since it is more difficult to collect and update percentage above than the conventional instrument types and collateral types, this finding may explain the prevalent use of collateral types and sometimes instrument types, but not percentage above, in predicting LGD in the banking practice.
In model 6, we include both seniority index and percentage above. We find that seniority index is still significant with the right sign, while the sign of percentage above flips. This evidence suggests that seniority index dominates percentage above. Since models 4 and 5 are nested models of model 6, we also test the significance of seniority index and percentage above.
We find that percentage above is not significant, while seniority index is. This finding further confirms the importance of seniority index.
In model 7 we add seniority index to model 3, which boosts the adjusted R-squared from 0.288 to 0.365. SSE drops drastically. This is a substantial improvement in goodness-of-fit. The addition of the seniority index also affects the coefficient estimates of some instrument types and collateral types. In particular, the coefficient estimates for senior subordinated bonds and junior bonds are not significant any more, and those of unsecured, second lien, and third lien become positive.
We then replace seniority index with percentage above and run model 8. We find that this model yields an adjusted R-squared of 0.323, which is lower than that of model 4. Therefore, seniority index alone has more explanatory power than the combination of all other variables at the instrument level, which is a quite striking finding.
In model 9, we include all variables at the instrument level. Again, we find that percentage above has the wrong sign, while seniority index is still a strong recovery predictor.
This model yields an adjusted R-squared of 0.367, which is only slightly higher than that of model 7, indicating that percentage above contributes almost nothing in recovery prediction beyond those variables already included in model 7.
Contribution of Firm-Level Variables
Panel C of table 4 shows the impact of the firm-level variables. In all models in panels C and D, we include the instrument-type, collateral-type, and the utility industry dummy variables.
We do not report the coefficient estimates on these dummy variables to save space.
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The first model in panel C is model 7 from panel B, which serves as the basis for comparison of all 27 Results on these dummy variables are very similar to model 7 of panel B. models in panel C. In models 10-13, we add the firm-level variables one at a time. We find that firm distance-to-default, when used alone, is positively related to recovery; this result makes intuitive sense. The coefficient signs of firm ROA, tangibility, and trailing 12-month stock return are all intuitive and statistically significant. Further, it is clear that stock return makes the largest contribution to model fit, as it boosts the R-squared and reduces the SSE the most from model 7.
Model 14 shows that when all four firm-level variables are used, the coefficient of firm distance to-default becomes negative, which is most likely driven by multi-collinearity. Further, we find that firm distance-to-default in model 14 does not add significant explanatory power in shows that the macro variables are also effective in enhancing the model fit, boosting the R-squared from 0.498 to 0.557. When all industry-level and macro-level variables are included, the R-squared further increases to 0.582. These results suggest that both of these variables can help improve recovery prediction, and their impact here is much stronger in fractional response regression than in regression tree models. These results imply that the importance of industrylevel and macro-level variables may vary with the choice of modeling methodology.
In models 19 and 20, the firm-level variables are excluded. We find that a combination of instrument-level, the utility dummy, and industry-level variables yields an R-squared of 0.454, whereas a combination of instrument-level, utility dummy, and macroeconomic variables leads to an R-squared of 0.448. Both numbers are lower than that of model 15, suggesting that firmlevel variables are more important recovery determinants than either industry or macro variables.
Further, model 13 has higher adjusted R-squared than models 19 and 20, implying that, among the firm-level variables, firm trailing 12-month stock return alone is more important than industry conditions or macroeconomic variables. In addition, when trailing 12-month firm stock returns is dropped from model 14, the adjusted R-squared drops to 0.427 (which is lower than those for models 19 and 20) . 28 This evidence suggests that without firm trailing stock returns, industry-or macro-level variables would outweigh firm-level variables in driving recovery risk.
Therefore, firm trailing stock return is a crucial driver of the recovery rate. These findings are consistent with those from the regression tree.
The finding that recovery rates are driven more by firm-level variables than by industryor macro-level variables suggests that recovery rates have a large idiosyncratic component.
Earlier studies, such as Duffie, Eckner, Horel, and Saita (2009); Tang and Yan (2010); and Qi, Zhang, and Zhao (2009) , find that defaults are mainly driven by firm-level risk factors. A combination of these findings suggests that the joint distribution of default and recovery is more likely due to idiosyncratic risk than to systematic risk. This finding has important implications for the joint modeling of default and recovery.
In another finding, models including industry and macro variables (models 16-18) have higher adjusted R-squared than those without (models 10-15), suggesting that banks should include industry and macro information in their LGD modeling, especially when a bank's portfolio contains private firms, for which stock return information is not available.
Further, a comparison of models 16 and 17, as well as a comparison of models 19 and 20, shows that industry and macro variables may be of similar importance in driving recovery rates in the fractional response regression framework. When firm-level variables are included in the models, macro conditions seem to be slightly more important, and vice versa when firm-level variables are excluded. In addition, we compare the nested models 16 and 17 against model 18 and find that both industry and macro variables add significant explanatory power. These results do not support the findings from figures 2-5, implying that the relative contributions of industry and macroeconomic conditions vary with modeling techniques.
V. Robustness Checks
In this section, we report findings from three sets of sensitivity analyses we performed to investigate whether our conclusions are robust. The empirical analyses discussed in this section are not included due to space limitations and are available upon request.
Contribution of Industry and Macro Variables From OLS
Our findings differ from those of Acharya, Bharath, and Srinivasan (2007) in two aspects: (1) industry conditions do not play an important role when firm trailing stock returns are included among the explanatory variables, and (2) the relative importance of industry and macroeconomic variables is not conclusive. Are these results due to the use of different modeling techniques here? To address this concern, we also run OLS with the same model specifications as in table 4. We find variable significance very similar to those reported here, despite slightly worse model fit from OLS when continuous explanatory variables are included in the model. Even under OLS, firm trailing stock returns outweigh industry conditions in determining recovery, and industry variables do not dominate macroeconomic variables in driving recovery. Therefore, the different results between this study and Acharya, Bharath, and Srinivasan (2007) are due to sample difference instead of methodology difference. We argue that results here should be more reliable, as our data are much more comprehensive and up to date.
Results From Alternative Seniority Indices
Further, we conduct analysis using different seniority variables. We replace seniority index with seniority index 3 and find very similar results: Seniority index 3 outweighs all other variables in explaining the default recovery. Results using seniority index 2 show that its role is weaker than either seniority index or seniority index 3, although it is still more important than macro-, industry-and firm-level variables, or other instrument-level variables.
Results From the Subsample of Revolvers and Term Loans and the Subsample of Bonds
We also conduct the same analysis on the subsample of only revolvers and term loans and on the subsample of only bonds to check if our conclusion on the seniority index may be driven by the large difference in this variable across bank loans and public bonds. The former subsample is more important to banks and the latter is more important to bond investors. Our main conclusions hold in both subsamples.
VI. Conclusion
In this study we examine the determinants of the outcomes of the default recovery process. A good understanding of what drives default recovery is important for all players in the financial markets, including investors, banks, rating agencies, and regulators, as well as academics. To more properly measure the relative seniority of an instrument in the debt structure of each defaulted firm, we propose a new instrument-level variable, called seniority index, that captures both the percentage of debt above and the percentage of debt pari passu. We find that seniority index is the most important determinant of recovery rates, explaining more recovery rate variations than the combination of all the commonly used instrument-level variables that are investigated in this study, including seniority class, collateral type, and percentage above. We therefore conclude that, when modeling recovery risk, it is critical to properly measure the relative position of a debt instrument in the debt structure of the firm following the absolute priority rule and to factor in both debt above and, more importantly, debt pari passu to the instrument under consideration.
Further, firm conditions, measured by the firm's trailing stock return, is the second most important determinant of recovery rates. For private firms, where market information is not available, industry and macro conditions can help. Unlike earlier studies, however, we do not find a dominant role for industry conditions and their relative contribution varies with the sample, model specification, and, most importantly, the choice of modeling technique. (Breiman, Friedman, Olshen, and Stone, 1984) . We include in the regression tree all instrument-level variables indicating instrument type and collateral type, as well as seniority index and percentage above. We have five firm-level variables (ROA, leverage, tangibility, distance-to default, and trailing 12-month stock return), six industry-level variables (industry distance-to-default, trailing 12 month industry default rate, industry tangibility, industry leverage, trailing 12-month industry stock return, and industry ROA), four macro-level variables (trailing 12-month aggregate default rate, trailing 12-month stock market return, aggregate distance-to-default, and the three-month T-bill rate), and a utility industry dummy. In panel A, we require a minimum of 100 observations in each leaf, and we report results from each step. In panel B, we report variable contributions using different minimum size requirement at each leaf.
Panel A: A Minimum of 100 Observations in Each Leaf With All Variables
Step 
Figure 1. Results From Regression Tree Model 1
This figure presents results from the regression tree method (Breiman, Friedman, Olshen, and Stone, 1984) . We include in the regression tree all instrument-level variables indicating instrument type and collateral type, as well as seniority index and percentage above. We have five firm-level variables (ROA, leverage, tangibility, distance-to-default, and trailing 12-month stock return), six industry-level variables (industry distance-to-default, trailing 12-month industry default rate, industry tangibility, industry leverage, trailing 12-month industry stock return, and industry ROA), four macro-level variables (trailing 12-month aggregate default rate, trailing 12-month stock market return, aggregate distance-to-default, and the three-month T-bill rate), and a utility industry dummy. We require a minimum of 100 observations in each leaf. Model fit from each step is reported in panel A of The difference between this regression tree and the tree in figure 1 is that we lock out percentage above from this tree. The tree itself is not reported to save space. The difference between this regression tree and the tree in figure 1 is that we lock out both seniority index and percentage above from this tree. The tree itself is not reported to save space. The difference between this regression tree and the tree in figure 1 is that we lock out seniority index, percentage above and firm stock return from this tree. The tree itself is not reported to save space.
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