Abstract. This paper considers minimax regret 1-sink location problems in dynamic path networks. A dynamic path network consists of an undirected path with positive edge lengths and constant edge capacity and the vertex supply which is nonnegative value, called weight, is unknown but only the interval of weight is known. A particular assignment of weight to each vertex is called a scenario. Under any scenario, the cost of a sink is defined as the minimum time to complete evacuation for all weights (evacuees), and the regret of a sink location x is defined as the cost of x minus the cost of an optimal sink. Then, the problem is to find a point as a sink such that the maximum regret for all possible scenarios is minimized. We present an O(n log 2 n) time algorithm for minimax regret 1-sink location problems in dynamic path networks, where n is the number of vertices in the network.
Introduction
The Tohoku-Pacific Ocean Earthquake happened in Japan on March 11, 2011 , and many people failed to evacuate and lost their lives due to severe attack by tsunamis. From the viewpoint of disaster prevention from city planning and evacuation planning, it has now become extremely important to establish effective evacuation planning systems against large scale disasters. In particular, arrangements of tsunami evacuation buildings in large Japanese cities near the coast has become an urgent issue. To determine appropriate tsunami evacuation buildings, we need to consider where evacuation buildings are assigned and how to partition a large area into small regions so that one evacuation building is designated in each region. This produces several theoretical issues to be considered. Among them, this paper focuses on the location problem of the evacuation building assuming that we fix the region such that all evacuees in the region are planned to evacuate to this building. In this paper, we consider the simplest case for which the region consists of a single road.
The evaluation criterion of the building location is the time required to complete the evacuation. This is a kind of facility location problem which has been studied by Mamada et al [11] in which the region is modeled as a tree network such that a nonnegative weight that represents the number of evacuees at each vertex is known, and an O(n log 2 n) time algorithm was proposed to find an optimal location of a sink (the location of an evacuation building). However, the vertex weight (the number of evacuees at a vertex) varies depending on the time (e.g., in an office area in a big city there are many people during the daytime on weekdays while there are much less people on weekends or during the night time). So, in order to take into account the uncertainty of the vertex weights, we consider a minimax regret criterion assuming that for each vertex, we only know the interval of the vertex weight. We will treat such uncertainty in this paper by formulating the problem as the minimax regret 1-sink location problem in dynamic path networks. A particular realization (assignment of a weight to each vertex) is called a scenario. The problem can be understood as a 2-person Stackelberg game as follows. The first player picks a location x of a sink and the second player chooses a scenario s that maximizes the regret which is defined as the cost of x (the minimum time to complete evacuation) minus the cost of an optimal sink under the scenario s. The objective of the first player is to choose x that minimizes the regret.
Recently several researchers studied the minimax regret 1-median problem and efficient algorithms have been proposed [2, 3, 5, 14] . See also [1, 4-7, 10, 13] for related minimax regret location problems.
In this paper, we propose an O(n log 2 n) time algorithm for the minimax regret 1-sink location problem on a path assuming that a path is considered as a network consisting of a vertex set and an edge set in which an interval of the vertex weight is associated with each vertex, and the travel time and the capacity are associated with each edge that represent the time required to traverse the edge and the upper bound on the number of evacuees that can enter the edge per unit time, respectively.
Preliminaries

Definition
Let P = (V, E) be a path where V = {v 0 , v 1 , ..., v n } and E = {e 1 , e 2 , ..., e n } such that v i−1 and v i are endpoints of e i for 1 ≤ i ≤ n. Let N = (P, l, W, c, τ ) be a dynamic flow network with the underlying undirected graph being a path P , where l is a function that associates each edge e j with positive length l(e j ), W is also a function that associates each vertex v i ∈ V with an interval of weight (the number of the evacuees) W (v i ) = [w i , w i ] with 0 < w i ≤ w i , c is a constant representing the capacity of each edge: the least upper bound for the number of the evacuees passing a point in an edge per unit time, and τ is also a constant representing the time required for traversing the unit distance of each evacuee. We call such networks with path structures dynamic path networks. Let S denote the Cartesian product of all W (v i ) for 1 ≤ i ≤ n (i.e., a set of scenarios):
When a scenario s ∈ S is given, we use the notation w i (s) to denote the weight of each vertex v i ∈ V under the scenario s.
In the following, suppose that a path P is embedded on a real line and each vertex v i ∈ V is associated with the line coordinate x i such that
We also use a notation P to denote the set of all points x such that x 0 ≤ x ≤ x n . For a point x ∈ P , we also use a notation x to denote the line coordinate of the point, and the left side of x (resp. the right side of x) to denote the part of P consisting of all points t ∈ P such that t < x (resp. t > x). Suppose that a sink (evacuation center) is located at a point s) ) denote the minimum time required for all evacuees on the left side (resp. the right side ) of x to complete evacuation to x under a scenario s ∈ S. Note that we assume that the capacity of the entrance of an evacuation building is infinite, and thus, if we place a sink in a vertex v i , all evacuees of v i can finish their evacuation in no time. Then, by [9] , Θ L (x, s) and Θ R (x, s) are expressed as follows:
For the ease of exposition, we assume that c = 1 (the case of c > 1 can be treated in essentially the same manner), and also omit the constant part (i.e., −1) from these equations in the following discussion. Thus, we redefine Θ L (x, s) and
Additionally, we regard Θ L (x 0 , s) and Θ R (x n , s) as 0 in the subsequent discussion. Now, under s ∈ S, the minimum time required for the evacuation to x ∈ P of all evacuees is defined by 
and for 1 ≤ i ≤ n,
Then, Θ L (t, s) and Θ R (t, s) are expressed as follows:
The function f Thus Θ L (t, s) is the upper envelope of these n half lines, and so Θ L (t, s) is a strictly monotone increasing function of t. Symmetrically, Θ R (t, s) is a strictly monotone decreasing function of t. Therefore, Θ(t, s) is a unimodal function, so there is a unique point in P which minimizes Θ(t, s) (see Fig. 3 ). In the following, let x opt (s) denote such a point in P : x opt (s) = argmin x0≤t≤xn Θ(t, s). We have the following propositions.
We define the regret for x under s as
Moreover, we also define the maximum regret for x as
If R max (x) = R(x, s * ) for a scenario s * , we call s * the worst case scenario for x. The goal is to find a point x * ∈ P , called the minimax regret sink, which minimizes R max (x) over x ∈ P , i.e., the objective is
Properties
For a scenario s ∈ S and an integer p such that 0 ≤ p ≤ n, let s
Moreover, by these facts and (7), we also have
Generally we have the following claim.
Claim 1. For a scenario s ∈ S, a point x ∈ P and an integer p such that
From Claim 1, we obtain the following lemma.
Lemma 1. For a scenario s ∈ S and an integer
Proof. We will prove Lemma 1(i) by contradiction: suppose that x opt (s
Note that by x opt (s) < x mid and the assumption of x p ≤ x opt (s), we have x p < x mid . Thus, by (8), we also have
Thus, by (12) and (13), we obtain
Other cases can be similarly treated.
Corollary 1. For a scenario s ∈ S and an integer
, and by applying Lemma 1(ii) with s replaced by s
The other case can also be proved in the same manner.
Lemma 2. For a scenario s ∈ S, a point x ∈ P and an integer p such that
Proof. We only prove (i). Suppose otherwise, i.e., x q > x r . Then by the maximality of r and f
holds. Also by the maximality of f
holds. Thus by (14) and (15), we have f
A scenario s ∈ S is said to be left-dominant (resp. right-dominant) if for some i with 0 ≤ i ≤ n, w j (s) = w j for 0 ≤ j < i and w j (s) = w j for i ≤ j ≤ n hold (resp. w j (s) = w j for 0 ≤ j < i and w j (s) = w j for i ≤ j ≤ n hold). Let S L (resp. S R ) denote the set of all left-dominant (resp. right-dominant) scenarios. S L consists of the following n + 1 scenarios: (w 0 , . . . , w i , w i+1 , . . . , w n ) for i = 0, 1, . .
and S R consists of the following n + 1 scenarios:
The following is a key theorem. 
We now show that 
. By these facts and (18), we have
By applying Claim 1(ii) with x replaced by x opt (s), we have
Fig. 4. Illustration of Case 1(I)
holds. Also, by the optimality of x opt (s
holds. Therefore, by (19), (20) and (21), we obtain Θ(x, s
s). (II)
We will show that (19), (20) and (21) also hold in this subcase. Because of 
Algorithm
We will show an O(n log 2 n) time algorithm that computes x * which minimizes a function R max (t). By Theorem 1, we have
Thus, we consider 2n + 2 left and right-dominant scenarios.
We now show how to efficiently compute R max (x i ) for i = 0, 1, . . . , n, and then how to compute R max (x * ). In order to evaluate R(x i , s) for s ∈ S L ∪ S R , we need to compute Θ(x opt (s), s) in advance. We then explain how we efficiently evaluate R(x i , s) for all dominant scenarios s and obtain R max (x i ).
First, we show how to compute
can be done similarly, and thus omitted. In order to compute 0, 1, . . . , n. We now consider constructing partial persistent priority search trees [8] T L and T R for all left-dominant scenarios. In the following, we show only how to construct T L , however, T R can be constructed similarly. T L consists of a priority search tree T 
and the corresponding index of the leaf that attains the maximum. Note that for a leaf 
Note that the value of (23) 
We have the following claim.
Claim 2. For all left-dominant scenarios, partial persistent priority search trees
T L and T R can be constructed in O(n log n) time and O(n log n) space. 
holds. We continue to do this computation and to take the maximum value among those retrieved, which takes O(log n) time. [1,k] [1,k] (w j −w j ) holds. We continue to do this computation and to take the maximum value among those retrieved before encountering the node on P k L , and after that, we do the same computation as in Case 1, which takes O(log n) time.
Similarly, we can also compute Θ R (x i , s k L ) in O(log n) time once we have constructed T R . We have the following claim.
Claim 3. For any integers
By Claim 3, we have the following lemma. 
Lemma 3. For any integer
is not defined at t = x i for any i, nevertheless in the proof of Lemma 3, we use the notation f
. By Lemma 3, we obtain the following lemma and corollary.
Proof. By Claim 2, we can construct T L and T R in O(n log n) time. By this and Lemma 3, we can compute
for k = 0, 1, . . . , n in O(n log n + n log 2 n) = O(n log 2 n) time. Now we turn to the problem of how to compute R max (x * ). For a given integer i ∈ [0, n], since we need to compute for k = 0, 1, . . . , n. By this and Lemma 4,T L andT R for all left-dominant scenarios are constructed in O(n log 2 n) total time, and the same thing can be said for all right-dominant scenarios. Using these data structures, we can compute max s∈SL R(x i , s) and max s∈SR R(x i , s) in O(n log n), respectively. Thus, we can also compute R max (x i ) in O(n log n). By (22), R max (t) is an upper envelope of 2n + 2 functions of R(t, s k L ) and R(t, s k R ) for k = 0, 1, . . . , n. Since Θ(t, s) and R(t, s) are unimodal in t by (9) , R max (t) is clearly unimodal. Therefore, we can compute x * which minimizes R max (t) in O(n log 2 n) time.
Theorem 2.
The minimax regret sink x * can be computed in O(n log 2 n) time and O(n log n) space.
