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D. Gale, in 1957 and H.J. Ryser, in 1963, independently proved the
famousGale–Ryser theoremon theexistenceof (0,1)-matriceswith
prescribed row and column sums. Around the same time, in 1968,
Mirsky solved the more general problem of ﬁnding conditions for
the existence of a nonnegative integralmatrixwith entries less than
or equal top andprescribed rowand columnsums.Using the results
of Mirsky, Brualdi shows that a modiﬁed version of the domination
condition of Gale–Ryser is still necessary and sufﬁcient for the exis-
tence of a matrix under the same constraints.
In this article we prove another extension of Gale–Ryser’s domi-
nation condition. Furthermore we present a method to build non-
negative integral matrices with entries less than or equal to p and
prescribed row and column sums.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Let λ be an (integer) partition. We denote by (λ) the length of λ. For each positive integer i, let λi
be deﬁned as follows:
λi =
{
the ith part of λ, if i (λ),
0, otherwise.
The sumof theparts ofλ is denotedby‖λ‖. The conjugatepartitionofλ is denotedbyλ∗, i.e.,λ∗i = |{j :
λj  i}|, for each positive integer i. We associate to each nonnegative integral vector R = (R1, . . . , Rm)
the partition R̂ obtained from R by reordering decreasingly its coordinates.

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Let λ and μ be partitions of the same integer. We say that λ dominates μ, denoted λ  μ, if∑k
j=1 λj 
∑k
j=1 μj , for each positive integer k.
Let A = [aij] be anm by n real matrix. Let Ri and Sj be the sums
Ri =
n∑
j=1
aij , i = 1, . . . ,m; Sj =
m∑
i=1
aij , j = 1, . . . , n.
The row sum vector of A is them-tuple
σR(A) = (R1, . . . , Rm)
and the column sum vector of A is the n-tuple
σC(A) = (S1, . . . , Sn).
Gale [3] and Ryser [6] independently proved thewell-knownGale–Ryser theorem for the existence
of (0,1)-matrices with prescribed row and column sums.
Theorem 1 (Gale–Ryser). Let R = (R1, . . . , Rm) and S = (S1, . . . , Sn) be partitions of the same integer.
There exists an m by n (0, 1)–matrix A such that σR(A) = R and σC(A) = S if and only if R∗  S.
In the next result, R is identiﬁed with the column matrix [R1, . . . , Rm]T and S with the row matrix[S1, . . . , Sn].
Fact 1. If P and Q are permutation matrices of orders m and n, respectively, and A is a (0, 1)-matrix
(respectively, a nonnegative integral matrix with entries less than or equal to p) of size m by n, then
PAQ is a (0, 1)-matrix (respectively, a nonnegative integral matrix with entries less than or equal to p).
Furthermore, σR(A) = R and σC(A) = S if and only if σR(PAQ) = PR and σC(PAQ) = SQ .
From Fact 1 we obtain an equivalent version of Gale–Ryser theorem.
Theorem 2 (Gale–Ryser). Let R = (R1, . . . , Rm) and S = (S1, . . . , Sn) be nonnegative integral vectors
satisfying
R1 + · · · + Rm = S1 + · · · + Sn.
There exists a (0, 1)-matrixA,of sizembyn, such thatσR(A) = RandσC(A) = S if andonly if (̂R)∗  Ŝ.
Let p be a positive integer. Mirsky [4,5] solved the more general problem of ﬁnding conditions for
the existence of a nonnegative integral matrix with entries less than or equal to p and prescribed row
and column sums. The following theorem, as presented in [2, p. 13], states these conditions:
Theorem 3 (Mirsky). Let R = (R1, . . . , Rm) and S = (S1, . . . , Sn) be partitions of the same integer. There
exists an m by n nonnegative integral matrix A = [aij], with entries less than or equal to p, such that
σR(A) = R and σC(A) = S if and only if
pkl +
m∑
i=k+1
Ri −
l∑
j=1
Sj  0, k = 0, 1, . . . ,m; l = 0, 1, . . . , n.
Brualdi shows [1, p. 175] that a modiﬁed version of Gale–Ryser’s domination condition, is still
necessary and sufﬁcient for the existence of a matrix with the constraints presented above.
Theorem4 (Brualdi). Let R = (R1, . . . , Rm) and S = (S1, . . . , Sn) be nonnegative integral vectors. Assume
thatR1 + · · · + Rm = S1 + · · · + Sn andS1  · · · Sn.There exists anmbynnonnegative integralmatrix
A with entries less than or equal to p, such that σR(A) = R and σC(A) = S if and only if
k∑
j=1
Sj 
m∑
i=1
min{Ri, pk}, k = 1, . . . , n. (1.1)
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In Section 3 we get another necessary and sufﬁcient condition for this problem. As in Brualdi’s
theorem, this condition extends Gale–Ryser’s domination statement. In Section 4we present amethod
for the construction of an m by n nonnegative integral matrix, with entries bounded by a ﬁxed p and
with prescribed row and column sums satisfying the above mentioned condition. We also present an
illustrative example. The correctness of the construction method follows from Theorem 6, which is
proved in Section 5.
2. Notation
Let λ be a partition of the positive integer a. We use several notations for λ. We denote λ as
a ﬁnite sequence, λ = (λ1, . . . , λl), and as a multiset, λ = 1l12l2 · · · blb · · ·, where l1, . . . , lb, . . . are
nonnegative integers. For the sake of clarity, we use, in addition, the following variant of the multiset
notation. Let {a1, . . . , a} (a1 > · · · > a) be the set of parts of λ. For i = 1, . . . , , let ni  1 be the
number of parts of λ equal to ai. The partition λ is also represented by the -tuple
λ = (an11 , . . . , an ).
Whenever it makes sense we use the coordinate-wise scalar product by rational numbers to rep-
resent partitions, for example if λ = (9, 6, 6, 3) then (1/3)λ = (3, 2, 2, 1) and 2λ = (18, 12, 12, 6).
We use abbreviated notation to represent vectors obtained by juxtaposition of other vectors. So, if
Wt = (wt,1, . . . ,wt,nt ), for t = 1, . . . , p, the vector obtainedby juxtapositionof the vectorsW1, . . . ,Wp
is
(W1, . . . ,Wp) = (w1,1, . . . ,w1,n1 ,w2,1, . . . ,w2,n2 , . . . ,wp,1, . . . ,wp,np).
We use also the exponential notation to denote integral vectors obtained by juxtaposition of p copies
of a ﬁxed vector. LetW = (w1, . . . ,wm). We denote byWp the vector
Wp = (W ,W , . . . ,W︸ ︷︷ ︸
p times
).
Let λ = 1l12l2 · · · blb · · · andμ = 1m12m2 · · · bmb · · · be partitions. The union of λ andμ, λ ∪ μ, is
the partition, λ ∪ μ = 1l1+m12l2+m2 · · · blb+mb · · ·. The union of p copies of λ will be denoted ⋃p λ.
The sum of λ and μ, λ + μ, is the partition deﬁned by (λ + μ)i = λi + μi, i ∈ N.
Notice that
‖λ ∪ μ‖ = ‖λ + μ‖ = ‖λ‖ + ‖μ‖. (2.1)
It can be easily seen that
(λ ∪ μ)∗ = λ∗ + μ∗. (2.2)
Let A = [aij] be an m by n matrix. The submatrix of A contained in rows i1, . . . , ir (i1 < · · · < ir)
and in columns j1, . . . , js (j1 < · · · < js) is denoted A[i1, . . . , ir |j1, . . . , js].
3. An extension of the Gale–Ryser theorem
Theorem 5. Let R = (R1, . . . , Rm) and S = (S1, . . . , Sn) be partitions of the same integer. There exists
an m by n nonnegative integral matrix A with entries less than or equal to p, satisfying σR(A) = R and
σC(A) = S, if and only if( p⋃
R
)∗

p⋃
S. (3.1)
Proof. “only if” part. Let N = [nij] be anm by nmatrix, with nonnegative integral entries less than or
equal to p, satisfyingσR(N) = R = (R1, . . . , Rm) andσC(N) = S = (S1, . . . , Sn). For each t = 1, . . . , p,
let Nt = [n(t)ij ] be the (0, 1)–matrix of sizem by n deﬁned by
n
(t)
ij =
{
0 if t > nij ,
1 if t  nij.
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We have
N =
p∑
t=1
Nt .
Let τ = (1 · · · p) be the complete cycle of length p. LetH be the p × p block partitionedmatrixwhose
(i, j)th block is Nτ i−1(j), i.e.,
H =
⎡⎢⎢⎢⎣
N1 N2 · · · Np
N2 N3 · · · N1
...
...
. . .
...
Np N1 · · · Np−1
⎤⎥⎥⎥⎦ .
For each i = 1, . . . , p, the sum of the blocks of the ith row of H is
p∑
j=1
Nτ i−1(j) =
p∑
t=1
Nt = N.
Thus
σR(H) = (R1, . . . , Rm, R1, . . . , Rm, . . . , R1, . . . , Rm) = Rp.
The partition obtained by reordering σR(H) decreasingly is
⋃p R. Similarly it can be shown that⋃p S
is the partition obtained reordering σC(H) decreasingly. By the Gale–Ryser theorem,( p⋃
R
)∗

p⋃
S.
“if” part. Assume that R = (R1, . . . , Rm) and S = (S1, . . . , Sn) are partitions of the same integer satis-
fying (
⋃p R)∗  ⋃p S. Let λ = (⋃p R)∗ = pR∗ and⋃p S = (Sp1, . . . , Spn). Then, for every k = 1, . . . , n,
p
⎛⎝ k∑
j=1
Sj
⎞⎠ = pk∑
j=1
( p⋃
S
)
j

pk∑
j=1
λj = p
⎛⎝ pk∑
j=1
R∗j
⎞⎠ .
Hence, for every k = 1, . . . , n,
k∑
j=1
Sj 
pk∑
j=1
R∗j =
m∑
i=1
min{Ri, pk}.
The existence of A now follows from Theorem 4. 
The next corollary is an easy consequence of Theorems 4 and 5.
Corollary 1. Let R = (R1, . . . , Rm) and S = (S1, . . . , Sn) be partitions of the same integer. Then( p⋃
R
)∗

p⋃
S
if and only if
k∑
j=1
Sj 
m∑
i=1
min{Ri, pk}, k = 1, . . . , n.
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4. The construction method and related topics
Let p be a positive integer. For each nonnegative integer s let
rs = s −
⌊
s
p
⌋
p,
s+ =
⌈
s
p
⌉
p
and
s− =
⌊
s
p
⌋
p.
Let D = (sp) = (s, . . . , s︸ ︷︷ ︸
p times
). We denote by D(+,−) the partition
D(+,−) = ((s+)rs , (s−)p−rs).
Remark that all parts of D(+,−) are multiple of p. Moreover, D and D(+,−) are partitions of the same
integer.
Let S = (S1, . . . , Sn) be a partition. The union of p copies of S is denoted by S. Let D(i) = (Spi ), i =
1, . . . , n. Then,
S =
p⋃
S =
n⋃
i=1
D(i).
We use S(+,−) to denote the partition
S(+,−) =
n⋃
i=1
D(i)(+,−).
Let
E(j) = (D(1)(+,−)j ,D(2)(+,−)j , . . . ,D(n)(+,−)j ), j = 1, . . . , p. (4.1)
Several algorithms to construct (0, 1)-matrices with row sum vector R and column sum vector S,
whenR∗  S, have beendescribed [2]. Nextwepresent amethod for the construction of anmbynnon-
negative integralmatrixAwith entries less than or equal to p, row sumvector R and column sumvector
S, when (
⋃p R)∗  ⋃p S. This method assumes an algorithm for the construction of (0, 1)-matrices
with prescribed row and column sums.
Constructionmethod. Let R = (R1, . . . , Rm) and S = (S1, . . . , Sn) be partitions of the same integer
satisfying (
⋃p R)∗  ⋃p S.
(1) Compute D(i) = (Spi ) and D(i)(+,−), for i = 1, . . . , n;
(2) Compute E(j) =
(
D(1)
(+,−)
j ,D(2)
(+,−)
j , . . . ,D(n)
(+,−)
j
)
, for j = 1, . . . , p;
(3) Construct a (0, 1)–matrix of size m by (pn), B = [bij], satisfying σR(B) = R and σC(B) =
1
p
(E(1), . . . , E(p));
(4) For t = 1, . . . , p, ﬁnd the submatrices of B
Mt =
[
m
(t)
ij
]
= B[1, . . . ,m|(t − 1)n + 1, . . . , (t − 1)n + n].
(5) Compute A = M1 + · · · + Mp.
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Theorem 6. Let R=(R1, . . . , Rm) and S=(S1, . . . , Sn) be partitions of the same integer satisfying(⋃p R)∗ ⋃p S. Then the construction method above can be carried out to give an m by n nonnegative integral
matrix A with entries less than or equal to p, satisfying σR(A) = R and σC(A) = S.
Example 1. Assumep = 3, R = (7, 7, 6, 5) and S = (6, 5, 5, 5, 4). The condition
(⋃3 R)∗  ⋃3 S is sat-
isﬁed.
(1) D(1) = (63), D(2) = D(3) = D(4) = (53), D(5) = (43),D(1)(+,−) = (63), D(2)(+,−) =
D(3)(+,−) = D(4)(+,−) = (62, 3), D(5)(+,−) = (6, 32);
(2) E(1) = (6, 6, 6, 6, 6), E(2) = (6, 6, 6, 6, 3), E(3) = (6, 3, 3, 3, 3).
(3) Applying Ryser’s algorithm [2, p. 46] to construct a matrix B′ such that σR(B′) = (7, 7, 6, 5) and
σC(B′) = (210, 15) we get
B′ =
⎡⎢⎢⎣
1 0 1 0 1 0 1 0 1 0 1 0 0 1 0
1 0 1 0 1 0 1 0 1 0 0 1 0 0 1
0 1 0 1 0 1 0 1 0 1 0 0 1 0 0
0 1 0 1 0 1 0 1 0 1 0 0 0 0 0
⎤⎥⎥⎦ .
Therefore,
B =
⎡⎢⎢⎣
1 0 1 0 1 0 1 0 1 1 0 0 0 1 0
1 0 1 0 1 0 1 0 1 0 0 1 0 0 1
0 1 0 1 0 1 0 1 0 0 1 0 1 0 0
0 1 0 1 0 1 0 1 0 0 1 0 0 0 0
⎤⎥⎥⎦
satisﬁes σR(B) = (7, 7, 6, 5) and σC(B) = (2, 2, 2, 2, 2, 2, 2, 2, 2, 1, 2, 1, 1, 1, 1).
(4) M1 =
⎡⎢⎢⎣
1 0 1 0 1
1 0 1 0 1
0 1 0 1 0
0 1 0 1 0
⎤⎥⎥⎦; M2 =
⎡⎢⎢⎣
0 1 0 1 1
0 1 0 1 0
1 0 1 0 0
1 0 1 0 0
⎤⎥⎥⎦; M3 =
⎡⎢⎢⎣
0 0 0 1 0
0 1 0 0 1
1 0 1 0 0
1 0 0 0 0
⎤⎥⎥⎦.
(5) A =
⎡⎢⎢⎣
1 1 1 2 2
1 2 1 1 2
2 1 2 1 0
2 1 1 1 0
⎤⎥⎥⎦.
5. Proofs
Let λ and μ be partitions of the same integer. Let k(λ,μ) be deﬁned as
k(λ,μ) =
k∑
j=1
λj −
k∑
j=1
μj
and assume the convention 0(λ,μ) = 0. Then λ  μ if and only if k(λ,μ) 0, for every positive
integer k.
It is useful to consider the “local behavior” of partitions, i.e., to emphasize the parts indexed by
integral intervals. For c, e ∈ N and c < e, we deﬁne the interval
]c, e] = {j ∈ N : c < j e}
and the subfamily of λ,
λ]c,e] = (λc+1, . . . , λe).
Let p be a positive integer. Let μ = (μ1, . . . ,μn) be a partition. The quotient values of μ are the
integers d1, . . . , dt (d1 > · · · > dt) such that{⌊
μj
p
⌋
: j = 1, . . . , n
}
= {d1, . . . , dt}.
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For l = 1, . . . , t, let hl be the cardinality of the set of the parts of μ with quotient dl , in the integer
division by p, i.e.,
hl =
∣∣∣∣∣
{
j :
⌊
μj
p
⌋
= dl
}∣∣∣∣∣ .
Deﬁne θl = h1 + · · · + hl , 1 l t, and set θ0 = 0. Bearing in mind that, in the euclidean division by
p, the quotient is an increasing map, i.e.,
⌊
e
p
⌋

⌊
f
p
⌋
, whenever e, f ∈ N and e > f , we can see that the
subfamily of parts of μ with quotient dl in the integer division by p is indexed by ]θl−1, θl], i.e.,
]θl−1, θl] =
{
j :
⌊
μj
p
⌋
= dl
}
, l = 1, . . . , t. (5.1)
The integers θ1, . . . , θt are called the separation points of μ.
Let S = (S1, . . . , Sn) be a partition. Let D(i) = (Spi ), i = 1, . . . , n. It follows easily from the defini-
tions that if i j, then D(i)u D(j)v, for all u, v ∈ {1, . . . , p}. On the other hand, if
⌊
Si
p
⌋
>
⌊
Sj
p
⌋
, then
D(i)
(+,−)
u 
(⌊
Sj
p
⌋
+ 1
)
pD(j)(+,−)v , for all u, v ∈ {1, . . . , p}. From these inequalities we get,
S]θl−1p,θlp] =
⋃
i∈]θl−1,θl]
D(i) and S
(+,−)
]θl−1p,θlp] =
⋃
i∈]θl−1,θl]
D(i)(+,−), (5.2)
where θ1, . . . , θt are the separation points of S. Similar arguments also enable us to conclude that
E(j) = (D(1)(+,−)j ,D(2)(+,−)j , . . . ,D(n)(+,−)j ) is a partition, for every j = 1, . . . , p. It is obvious that
p⋃
j=1
E(j) =
n⋃
i=1
D(i)(+,−) = S(+,−). (5.3)
Example 2. Let p = 3 and S = (6, 5, 5, 5, 4).
D(1) = (63), D(2) = D(3) = D(4) = (53), D(5) = (43),
D(1)(+,−) = (63), D(2)(+,−) = D(3)(+,−) = D(4)(+,−) = (62, 3), D(5)(+,−) = (6, 32).
Therefore
S = (63, 59, 43) and S(+,−) = (610, 35).
The quotient values of S are{⌊
Sj
p
⌋
: j = 1, . . . , 5
}
= {2, 1},
and so t = 2, d1 = 2 e d2 = 1. Since{
j :
⌊
Sj
p
⌋
= d1
}
= {1} and
{
j :
⌊
Sj
p
⌋
= d2
}
= {2, 3, 4, 5},
we obtain h1 = 1 and h2 = 4. The separation points of S are θ1 = 1, θ2 = 5. So, we get
S]θ0p,θ1p] = S]0,3] =
⋃
i∈]θ0,θ1]
D(i) = D(1) = (63),
S]θ1p,θ2p] = S]3,15] =
⋃
i∈]θ1,θ2]
D(i) = D(2) ∪ D(3) ∪ D(4) ∪ D(5) = (59, 43),
S
(+,−)
]θ0p,θ1p] = S(+,−)]0,3] =
⋃
i∈]θ0,θ1]
D(i)(+,−) = D(1)(+,−) = (63),
S
(+,−)
]θ1p,θ2p] = S(+,−)]3,15] =
⋃
i∈]θ1,θ2]
D(i)(+,−) = (67, 35).
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Lemma 1. Let S = (S1, . . . , Sn) be a partition and let θ1, . . . , θt be the separation points of S. For each
l ∈ {1, . . . , t} the following equality holds:∑
j∈]θl−1p,θlp]
(
Sj − S(+,−)j
)
= 0.
Proof. Using the definitions and the equalities (5.2), we obtain∑
j∈]θl−1p,θlp]
(Sj − S(+,−)j ) =
∑
i∈]θl−1,θl]
‖D(i)‖ − ∑
i∈]θl−1,θl]
‖D(i)(+,−)‖
= ∑
i∈]θl−1,θl]
(‖D(i)‖ − ‖D(i)(+,−)‖)
= 0. 
Lemma 2. Let S = (S1, . . . , Sn) be a partition and let θ1, . . . , θt be the separation points of S. If λ  S
then, for each q ∈ {0, . . . , t},
θqp(λ,S
(+,−)) 0.
Proof. If q = 0, θq = 0, and
θqp(λ,S
(+,−)) = 0(λ,S(+,−)) = 0.
Assume q 1. By Lemma 1,
θqp(λ,S
(+,−)) = θqp(λ,S) + θqp(S,S(+,−))
= θqp(λ,S) +
q∑
l=1
∑
j∈]θl−1p,θlp]
(
Sj − S(+,−)j
)
= θqp(λ,S) 0. 
We now prove a lemma that extends Corollary 1.
Lemma 3. Let p be a positive integer. Let λ = (λ1, . . . , λm) and μ = (μ1, . . . ,μn) be partitions of the
same integer. Let θ1, . . . , θt be the separation points of μ. If each part of λ is a multiple of p, then the
following conditions are equivalent:
(i) λ  μ.
(ii)
∑q
j=1 λj 
∑q
j=1 μj , q ∈ {θ1, . . . , θt}.
Proof. It is clear that (i) implies (ii).
Now assume (ii). Let d1, . . . , dt be the quotient values of μ. Let k∈{1, . . . , n}. Let =max{j: θj−1
< k}. Hence θ−1 < k θ.
Suppose that λk > μk . Since each part of λ is a multiple of p,
λj  λk (dp + p)μj , j ∈]θ−1, k].
Therefore∑
j∈]θ−1,k]
λj 
∑
j∈]θ−1,k]
μj.
Then, using (ii), we obtain
k∑
j=1
λj =
θ−1∑
j=1
λj +
∑
j∈]θ−1,k]
λj 
θ−1∑
j=1
μj +
∑
j∈]θ−1,k]
μj =
k∑
j=1
μj.
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Assume now that λk μk . If k = θ, we get, from (ii),
k∑
j=1
λj 
k∑
j=1
μj.
If k < θ, then, as each part of λ is a multiple of p,
λj  λk  dpμj ,
for j = k + 1, . . . , θ. Thus∑
j∈]k,θ]
λj 
∑
j∈]k,θ]
μj.
But, from (ii),
θ∑
j=1
λj 
θ∑
j=1
μj.
Then
k∑
j=1
λj 
k∑
j=1
μj.
Summing up the cases λk > μk and λk μk we obtain, for each positive integer k,
k∑
j=1
λj 
k∑
j=1
μj.
Therefore λ  μ. 
Lemma 4. If S = (S1, . . . , Sn) is a partition, then S(+,−)  S.
Proof. Let θ1, . . . , θt be the separation points of S. From Lemma 1 we obtain,
θlp∑
j=1
Sj =
θlp∑
j=1
S
(+,−)
j , l ∈ {1, . . . , t}.
The integers θ1p, . . . , θtp are the separation points of S and the parts of S
(+,−) are multiple of p.
Therefore, in view of Lemma 3,
S(+,−)  S. 
Lemma 5. Let p be a positive integer. Let λ and S = (S1, . . . , Sn) be partitions. Assume that λ and S are
partitions of the same integer and each part of λ is a multiple of p. Then, λ  S if and only if λ  S(+,−).
Proof. The “if” part is a straightforward consequence of Lemma 4. We shall prove the “only if” part.
Let d1, . . . , dt be the quotient values of S and θ1, . . . , θt be the separation points of S. Consider k ∈{1, . . . , np} and let  = max{j : θj−1p < k}. By Lemma 1,
k(λ,S
(+,−)) = θ−1p(λ,S(+,−)) +
∑
j∈]θ−1p,k]
(λj − S(+,−)j ). (5.4)
If λk > Sk then, since the parts of λ are multiples of p, using (5.2) we get for each j ∈]θ−1p, k],
λj  λk (d + 1)pS(+,−)j .
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Therefore∑
j∈]θ−1p,k]
(λj − S(+,−)j ) 0. (5.5)
Using equality (5.4) and Lemma 2, we obtain
k(λ,S
(+,−)) 0.
Assume now that λk Sk . For k = θp, we get, by Lemma 2,
k(λ,S
(+,−)) = θp(λ,S(+,−)) 0.
For k < θp, then, since the parts of λ are multiples of p, using (5.2) we get
λj  λk  dpS
(+,−)
j , j = k + 1, . . . , θp.
By Lemma 2,
0θp(λ,S
(+,−)) = k(λ,S(+,−)) +
∑
j∈]k,θp]
(λj − S(+,−)j ).
So,
0
∑
j∈]k,θp]
(
S
(+,−)
j − λj
)
k(λ,S(+,−)).
Therefore λ  S(+,−). 
Proof of Theorem 6: Let λ = (⋃p R)∗ and S = ⋃p S. Bearing in mind equality (2.2), we have
λ =
( p⋃
R
)∗
= pR∗.
So the parts of λ are multiples of p. Since λ  S, it follows by Lemma 5 that λ  S(+,−). As the parts
of S(+,−) are multiple of p, the sequence 1
p
S(+,−) is a partition and(
1
p
S(+,−)
)
i
= 1
p
S
(+,−)
i .
For every positive integer k,
0k(λ,S(+,−)) = pk
(
R∗, 1
p
S(+,−)
)
.
Then, for every k,
k
(
R∗, 1
p
S(+,−)
)
 0,
i.e.,
R∗  1
p
S(+,−).
From the equality
S(+,−) =
p⋃
j=1
E(j),
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(recall (5.3)), we get
R∗  1
p
⎛⎝ p⋃
j=1
E(j)
⎞⎠ .
By Gale–Ryser’s theorem, there exists a (0, 1)–matrix of sizem by pn, B = [bij], satisfying σR(B) = R
and
σC(B) = 1
p
(E(1), . . . , E(p)).
For t = 1, . . . , p, letMt be the (0, 1)–matrix of sizem by n,
Mt = [m(t)ij ] = B[1, . . . ,m|(t − 1)n + 1, . . . , (t − 1)n + n].
Let
A = M1 + · · · + Mp.
A is a nonnegative integralmatrix, of sizem by n andwith entries less than or equal to p. Nextwe prove
that σR(A) = R and σC(A) = S. For 1 im,
n∑
j=1
aij =
p∑
t=1
n∑
j=1
bi,(t−1)n+j
= Ri.
Similarly, for 1 j n,
m∑
i=1
aij =
p∑
t=1
1
p
E(t)j
= 1
p
( p∑
t=1
D(j)
(+,−)
t
)
= 1
p
‖D(j)(+,−)‖
= 1
p
‖D(j)‖
= Sj. 
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