This paper proposes a nonparametric test of the non-convexity o f a smooth regression function based on least squares or hybrid splines. By a simple formulation of the convexity h ypothesis in the class of all polynomial cubic splines, we build a test which has an asymptotic size equal to the nominal level. It is shown that the test is consistent and is robust to nonnormality. The behavior of the test under the local alternatives is studied.
INTRODUCTION
This paper proposes a test of non-convexity o f a n u n k n o wn regression function in a nonparametric regression model. Interest in this problem which h a s b e e n addressed for example in Schlee(1980) and Yatchew(1992) , arises in particular from econometric models. Economic theory predicts the convexity of functions like for example cost functions, production functions, Engel curves... Such tests provide a way of confronting theory with real data sets.
We consider the following regression model where we are given n realizations y ij of real randoms variables y ij = f(x i ) + " ij i= 1 ::: r j= 1 ::: n i with x i 2 (0 1) i= 1 : : : r :
At e a c h deterministic design point x i (i = 1 ::: r) n i measurements are taken.The probability measure assigning mass i = n i =n to the point x i ( P i = 1) is referred to as the design and will be denoted by n : We assume that the random errors " ij are uncorrelated and identically distributed with mean zero. Their variance 2 will be assumed known. Finally f is an unknown smooth regression function.
We use a cubic spline function to approximate the function f, not only because of the common use of cubic splines in approximation problems, but also because they allow to formulate these convexity h ypothesis in a very simple way. Indeed, if g is a cubic spline then, its second derivative is a linear function between any pair of adjacent k n o t s i and i+1 and it follows that g is a convex function in the interval i x i+1 if and only if g 00 ( i ) and g 00 ( i+1 ) are both non negative. This property w as used by Dierckx (1980) to de ne a convex estimator. After some preliminaries, we rapidly sketch in the next section, the cubic spline estimator. In section 3, we describe our test of non-convexity of the regression function and the rest of the section is devoted to a discussion and demonstration of its properties. Section 4 presents an application to a real data set.
NOTATIONS AND PRELIMINARIES

The Cubic Spline Estimator
Let p be a positive c o n tinuous density on (0,1). We assume that A basis for this linear space is provided by the B-splines(see Schumaker (1981) In what follows, we shall only work with the class of cubic splines: S(k,4). A cubic spline on the interval (0,1) is said to be a natural cubic spline if its second and third derivatives are zero at 0 and 1. They imply that a natural cubic spline is linear on the two extreme intervals ( Let D( n ) b e t h e r r diagonal matrix with diagonal elements 1 ::: r then, basic least squares arguments prove that: On the other hand, Beatson (1982) shows that for a smooth and convex function f 2 C m (0 1)(0 m 3), the uniform distance between f and the set S (k,4) of convex functions of S(k,4) tends to zero when the mesh size k tends to zero (see lemma 6 below). ( n )C l ) 1=2 q for all l = 0 : : : k :
Asymptotic Properties
To derive asymptotic properties of (T) and (T'), we assume next that n converges to a design measure where is an absolutely continuous measure. We denote by H n and H the cumulative distribution function of n and respectively. The number of knots and the smoothing parameter will be functions of the sample size k = k n and = n : The critical regions of (T) and (T') are respectively: ( n )C l ) 1=2 q for all l = 0 ::: k n g: In the following theorems, we give a result about the size and the power of (T) and we approximate the distribution of the statistic by a gaussian distribution with mean which c o n verges to in nity. A measure of the distance between two distributions is given by the following modi cation of the Mallows distance (This measure was used by Hardle and Mammen (1993) 
Convergence in this metric is equivalent t o w eak convergence (see Hardle and Mammen (1993) ( ) where I is the (k + 4 ) (k + 4 ) i d e n tity m a t r i x a n d a U n matrix such t h a t jj U n jj= (1): Hence jj M( n ) jj jj M( ) jjjj I ; U n jj : Now, since M( ) = O( kn ) n;! +1 we h a ve the result. 2
The following important result will be used in the proof of theorems 4 to 6. 
and since the sequence of knots is quasi-uniforme, we obtain sup Indeed, if for all x 2 I f 00 (x) < 0 then using (3.2) we see that for n su ciently large, there exists an interval J Isuch that for all x 2 J S 00 (x) 0 a n d w e c a n take ln and ln+1 2 J: Now, if for all x 2 I f 00 (x) = 0 then, using formula 6.44 of theorem 6.20 in Schumaker (1981) Now, (3.11) follows from (3.13), (3.14) and assumption (iv') of theorem 4. 2 
APPLICATION TO A REAL DATA S E T
We h a ve experimented our method on a real data set obtained from the investigation \Formation Quali cation Professionnelle" realized by INSEE in 1993. Simioni (1995) used this data set in a nonparametric regression model to estimate the logarithm of wage as a function of a set of characteristic variables such as age in the rm, experience, ... Human capital theory predicts the concavity of the logarithm of wage as a function of the experience (see Berndt (1991) ). In this data set, this curve displays however a low c u r v ature and it is therefore interesting to test its concavity. The sample size i.e the number of wage-earners is very large n = 7 9 4 8 : The deterministic points x i i= 1 ::: r are represented by the experience ( the number of year since the rst job). Table (4.1) from Simioni (1995) gives some characteristics on the empirical distribution of the variables wage and experience.
A least squares and a hybrid cubic splines estimators are tted to the data with k n equidistant knots, n = 0 corresponds to the least squares estimator. The number k n takes the values 3, 9, 15, 21, 27 and k gcv n n where k gcv n n is the number of knots selected by cross-validation (when k n varies in f3 4 ::: 27g) for xed n : Computations were done for a smoothing parameter n equal to 0 5:10 : Figure (1) shows the data set with the estimate corresponding to n = 5 :10 ;4 and k n = k gcv n n = 4 : To compute tests statistics (T) and (T'), we used respectively consistent estimates b n and e n n of as in section 3.3. The results of this table show that the test con rms economic theory for choices of the smoothing parameters k n and n corresponding to smooth estimates(i.e. for n small enough and k n not too large). This is not surprising since rough estimates will produce arti cial changes in curvature.Therefore a good choice of these parameters is essential. In practice, one could choose simultaneously the two parameters k n and n :
CONCLUSION
A small simulation study in Diack (1996) shows that the nite sample behavior of the test is quite satisfactory. It also reinforces our belief that the hybrid spline test is more reliable.
A test of non-monotonicity can be readily constructed paralleling the above nonconvexity test with quadratic splines instead of cubic splines. Indeed, Beatson (1982) also shows that for a monotone function f 2 C m (0 1)(1 m 2), the uniform distance between f and the set S (k,3) of monotones functions of S(k, 3) tends to zero when the mesh size kn tends to zero.
It would be nice to extend this framework to multivariate regression models. It seems, however, that some new techniques should be used since there are important di erences between the one-and higher-dimensional case. For example, the extension of piecewise nonparametric modeling to higher dimensions is dicult in practice. This additional step is still under study. Table 4 .2 n k n = 3k n = 9k n = 1 5k n = 2 1k n = 2 7k gcv Hybrid cubic spline estimator.
