We present a framework for TCTL-preserving translations between timedependent modelling formalisms. The framework guarantees that once the original and the translated system are in one-by-many correspondence relation (a notion of behavioural equivalence between timed transition systems) then TCTL properties of the original system can be transformed too while preserving the verification answers. We demonstrate the usability of the technique on two reductions from bounded timed-arc Petri nets to networks for timed automata, providing unified proofs of the translations implemented in the verification tool TAPAAL. We evaluate the efficiency of the approach on a number of experiments: alternating bit protocol, Fischer's protocol, Lynch-Shavit protocol, MPEG-2 encoder, engine workshop and medical workflow. The results are encouraging and confirm the practical applicability of the approach.
Introduction
Formal verification of embedded and hybrid systems is an active research area. Recently, a lot of attention has been devoted to the analysis of systems with quantitative attributes like timing, cost and probability. In particular, several different time-dependent models have been developed over the two last decades or so. These models are often introduced as time extensions of well-studied untimed formalisms and include, among others, networks of timed automata [5, 6] and different time extensions of the Petri net model [42] . These formalisms are nowadays supported by a number of tools [8, 16, 17, 32, 23, 25, 11, 27 ] and applied in model-driven system design methodologies.
We shall focus on the Petri net model extended with continuous time. The timing aspects can be associated with different parts of the model in the various time-extended Petri net formalisms. For example, timed transitions Petri nets where transitions are annotated with their durations were proposed in [43] . A model in which time parameters are associated with places is called timed places Petri nets and it was introduced in [44] . Time Petri nets of Merlin and Faber [35, 36] were introduced in 1976 and associate time intervals to each transition. The intervals define the earliest and latest firing time of the transition since it became enabled. Yet another model of timed-arc Petri nets (TAPN) was first studied around 1990 by Bolognesi, Lucidi, Trigila and Hanisch [12, 26] . Here time information is attached to the tokens in the net representing their relative age while arcs from places to transitions contain time intervals that restrict the enabledness of the transitions (see [29] for a recent introduction to TAPNs). For an overview of the different extensions consult e.g. [15, 51, 40, 47] . The TAPN model is particularly suitable for modelling of manufacturing systems, workflow management and similar applications [4, 2, 38, 49, 50, 39] and a recently developed tool TAPAAL [19, 23] enables automatic verification of bounded TAPNs extended with transport/inhibitor arcs and age invariants.
One way to verify formal models is via a translation to another formalism with a well-established tool support and indeed, several such translations have already been developed (see e.g. [47] for an overview). Many of the translations utilize similar tricks that allow for the simulation of one system by another. Typically, a single step in one formalism is simulated by a sequence of steps in the other one. Inspired by the translations presented in the literature [21, 14, 24, 30, 9] we identify a general class of model transformations that preserve the satisfiability of Timed Computation Tree Logic (TCTL) [41] , a logic suitable for a practical specification of many useful temporal properties. The main goal of this article is to provide a general proof framework directly applicable to the kinds of translations often implemented by the tool developers, and to demonstrate its applicability by presenting two concrete translations from timed-arc Petri nets to networks of timed automata that proved to be the most efficient and are implemented in the tool TAPAAL.
Unlike much work on TCTL where only infinite alternating runs are considered [41] or the details of the semantics are not fully discussed [21, 13] , we consider also finite maximal runs that appear in the presence of stuck computations or time invariants (strict or nonstrict) and treat the semantics in its full generality as necessary for the correct semantics of the models used in many tools including e.g. Uppaal [8] . This is particularly important for liveness properties. While some translations in the literature (not necessarily only between timed-arc Petri nets and timed automata) preserve some variant of timed bisimilarity [21, 14, 24, 30] , other translations preserve only reachability or trace equivalence [9, 18] . Our framework allows us to argue that several such translations preserve the full TCTL or at least its safety fragment.
Further we propose two novel TCTL-preserving translations from timed-arc
Petri nets extended with all the additional features implemented in TAPAAL to
Uppaal networks of timed automata. Earlier translations either caused exponential blow-up in the size [45, 46, 14] , or where not suitable for implementation in tools due to an inefficient use of clocks and communication primitives [46] . One of the translations from TAPN to Uppaal timed automata presented in this article is the first one to run in polynomial time while preserving the full TCTL. It uses the idea of a controller (like for example in [21] where it was employed for a translation from time Petri nets to timed automata) that is guiding the firing of transitions. We implemented both translations in the tool TAPAAL and the experiments that we shall present confirm their efficiency also in practice. One of the important contributions of this article is the fact that we treat the TAPN models in their full generality, including transport and inhibitor arcs and age invariants, exactly as implemented in the tool TAPAAL. This provides the evidence that the theory behind the translations in the tool is sound.
The work we present here is based on several conference papers [18, 28, 29, 46] where the initial translations and the theory were originally published. This journal article, as presented at ICTAC'11 in a half-day tutorial, unifies the different proofs into a common framework and considerably simplifies the correctness arguments. In Section 2 we present the proof framework for arguing about TCTL-preservation of the translations. We give a formal syntax and semantics of timed-arc Petri nets in Section 3 and of networks of timed automata in Section 4. In Section 5 and Section 6 we present two translations from TAPN to NTA, and prove their correctness using the proof framework from Section 2. Section 7 presents a selection of experiments where we compare the performance of the implemented translations. Finally, Section 8 gives a short conclusion.
Proof Framework
In this section, we shall present a general framework for arguing when a simulation of one time dependent system by another one preserves the satisfiability of TCTL formulae. We define the notion of one-by-many correspondence, a relation between two TTSs A and B. If A is in one-by-many correspondence with B then every transition in A can be simulated by a sequence of transitions in B. Further, every TCTL formula ϕ can be algorithmically translated into a formula tr(ϕ) such that A |= ϕ iff B |= tr(ϕ). Before we can describe the framework, we need to introduce some preliminary definitions.
Preliminaries
We let Z, N, N 0 , R and R ≥0 denote the sets of integers, natural numbers, non-negative integers, real numbers and non-negative real numbers, respectively.
Definition 1. A timed transition system (TTS) is a tuple T = (S, −→, AP, µ)
where S is a set of states (or processes), −→ ⊆ (S × S) ∪ (S × R ≥0 × S) is a transition relation, AP is a set of atomic propositions, and µ : S −→ 2 AP is a function assigning sets of true atomic propositions to states. 
Timed Computation Tree Logic
We shall now introduce the syntax and semantics of Timed Computation Tree Logic (TCTL) where temporal operators are indexed by intervals (see e.g. [41] ).
Definition 3. Let AP be a set of atomic propositions. The set of TCTL formulae Φ(AP) over AP is given by
where ℘ ∈ AP and I ∈ I. Formulae without any occurrence of the operators A(ϕ 1 U I ϕ 2 ) and E(ϕ 1 R I ϕ 2 ) form the safety fragment of TCTL.
In the syntax the symbol E stands for the existential and A for the universal path quantification and the intuition of the until (U ) and release (R) operators (formalized later on) is as follows: E(ϕ 1 U I ϕ 2 ) is true if there exists a run such that ϕ 2 eventually holds within the interval I, and until it does, ϕ 1 continuously holds; E(ϕ 1 R I ϕ 2 ) is true if there exists a maximal run such that ϕ 2 holds within the interval I unless it was released by ϕ 1 satisfied earlier in the run.
As we aim to apply our framework to concrete case studies with possible tool support, we need to handle maximal runs in their full generality. There are two types of maximal runs. Either the infinite ones or the ones that are "stuck". In the second case, we annotate the last transition of such a run with one of the three special ending symbols (denoted by δ in the definition below).
Definition 4.
A maximal run ρ is either (i) an infinite alternating sequence of the form ρ = s 0
(ii) a finite alternating sequence of the form ρ = s 0
By MaxRuns(T, s) we denote the set of maximal runs in a TTS T starting at s.
Intuitively, the three conditions in case (ii) describe all possible ways in which a finite run can terminate. First, a run can end in a state where time diverges. The other two cases define a run which ends in a state from which no discrete transition is allowed after some time delay, but time cannot diverge either (typically caused by the presence of invariants in the model). These cases differ in whether the bound on the maximal time delay can be reached or not.
Let us now introduce some notation for a given maximal run ρ = s 0 
. . and three points (marked with ×). Note that discrete transitions have zero durations and there is no special meaning as to whether the arrow for discrete transitions goes up or down, this is simply to keep the figure small. Even though time delays appear identical in the figure, they can be of different length (even zero). Let us now give some example of the application of the valid ρ (i, d, I) function. We see that valid ρ (1, d, I 
. . .
Next, for a given maximal run ρ, we define a partial function history ρ :
for all values of i and d that are relevant to consider for the given run ρ.
Definition 5. We define the satisfaction relation s |= ϕ for a state s ∈ S in a TTS T = (S, −→, AP, µ) and a TCTL formula ϕ as follows.
The operators A(ϕ 1 U I ϕ 2 ) and A(ϕ 1 R I ϕ 2 ) are defined analogously by replacing the quantification ∃ρ ∈ MaxRuns(T, s) with ∀ρ ∈ MaxRuns(T, s). Figure 2 illustrates the satisfaction of an until formula and Figure 3 illustrates the satisfaction of a release formula. In particular, notice that in Figure 3 there are four possible ways for a release formula to be satisfied. First, ϕ 1 may have occurred in the past (outside the interval), which releases ϕ 2 , effectively ensuring that ϕ 2 need not hold in the interval I at all. Second, ϕ 2 may not be released, which means that it must hold continuously within the entire interval I. Third, ϕ 2 can hold continuously in the interval I, until some point in the interval where ϕ 1 ∧ ϕ 2 holds, thereby releasing ϕ 2 . Finally, ϕ 2 can hold in the interval I until the run stops and cannot be extended any further.
As expected, the until and release operators are dual.
Proof. Straightforward by applying the duality of the logical operators and the existential and universal quantifiers.
One-By-Many Correspondence
We are now ready to define the notion of one-by-many correspondence that relates two TTSs A and B whenever every transition in A can be simulated by a sequence of transitions in B. The relation is defined in a way that a given TCTL formula ϕ can be algorithmically translated into a formula tr(ϕ) such that A |= ϕ iff B |= tr(ϕ). In the rest of this section, we shall use A and B to refer to the original and the translated system, respectively.
As the system B is simulating a single transition of A by a sequence of transitions, the systems A and B are comparable only in the states before and after this sequence was performed. This is a similar idea as in the notion of stuttering bisimulation [37] . We say that B is stable in such states and introduce a fresh atomic proposition called stable to explicitly identify this situation. States not satisfying the proposition stable are called intermediate or unstable. The point is that that once a sequence of transitions through intermediate states reaches a stable one, this corresponds to a single computation step in the system A.
We now define three conditions that B should possess in order to apply to our framework. The third condition is optional and necessary only for the preservation of liveness TCTL properties. A TTS (S, →, AP, µ) such that stable ∈ AP is called
• delay-implies-stable if, for any s ∈ S, whenever s d −→ for some d > 0 then s |= stable,
• delay-preserves-stable if, for any s ∈ S such that s |= stable, whenever • eventually-stable if for any s 0 ∈ S such that s 0 |= stable and for any infinite sequence of discrete transitions ρ = s 0 −→ s 1 −→ s 2 −→ s 3 −→ s 4 −→ . . . or any finite nonempty sequence of discrete transitions ρ = s 0 −→ s 1 −→ · · · −→ s n −→ there exists an index i ≥ 1 such that s i |= stable. We call such a sequence a maximal discrete sequence.
We write s s if there is an alternating sequence s 
t then s −→ s and (s , t ) ∈ R, and
If B is moreover an eventually-stable TTS, then we say that R is a complete one-by-many correspondence. We write s → = t (resp. s → = c t) if there exists a relation R which is a one-by-many correspondence (resp. a complete one-bymany correspondence) such that (s, t) ∈ R.
Example 9. Consider the TTSs A, B and C in Figure 4 where the sets of propositions for A, B and C are AP A = {p, q} and
} is a complete one-by-many correspondence which implies that s 0
} is a one-by-many correspondence which implies that s 0 → = u 0 . Notice that the system C is not eventually-stable since the two maximal discrete sequences u 1 −→ u 5 −→ u 6 −→ u 6 −→ u 6 −→ u 6 −→ · · · and u 1 −→ u 2 −→ u 3 do not contain any stable states except for u 1 .
We shall now describe how to translate TCTL formulae used for property specification in the system A into equivalent formulae for the system B. Referring again to Figure 4 , we can see that the maximal run ρ = s 0 [3, 5] q) as q holds in the whole interval [3, 5] . The formula can translated into an equivalent one E((¬p ∧ stable) R [3, 5] (q ∨ ¬stable)) for the system B, requiring that q has to hold unless we are in an unstable state, and it can be released by ¬p while being in a stable state. Indeed, the maximal run ρ = t 0
A general translation of TCTL formulae follows. Let AP A and AP B be sets of atomic propositions such that stable ∈ AP B and let tr p : AP A −→ AP B be a function translating atomic propositions. We define tr : Φ(AP A ) → Φ(AP B ), depending on tr p , as follows:
We are now ready to state our main result. From now on we fix two TTS A = (S, → A , AP A , µ A ) and B = (T, → B , AP B , µ B ) such that stable ∈ AP B and B has the properties delay-implies-stable and delay-preserves-stable.
Theorem 10. Let s 0 ∈ S and t 0 ∈ T .
• If s 0 → = t 0 then for any formula ϕ from the safety fragment of TCTL, s 0 |= ϕ if and only if t 0 |= tr(ϕ).
• If s 0 → = c t 0 then for any TCTL formula ϕ, s 0 |= ϕ if and only if t 0 |= tr(ϕ).
The rest of this section is devoted to the proof of this theorem. Before that we need to introduce some notation and preliminary observations. Definition 11. Given two finite alternating runs ρ in A and ρ in B of the form
we write ρ
Lemma 12. Let s 0 ∈ S and t 0 ∈ T be such that s 0
There is a finite run
in A if and only if there is a finite run
Proof. Using Conditions 3 and 4 of Definition 8 we can for any finite run ρ in A construct a run ρ in B such that ρ → = ρ . Similarly, Conditions 5 and 6 allow us to construct a corresponding finite run ρ in A for every finite run ρ in B.
Lemma 12 is sufficient for proving the first part (safety fragment) of Theorem 10. For the second result of Theorem 10 we need some careful considerations about the maximal runs.
Definition 13. Given two maximal runs ρ in A and ρ in B we write ρ
ρ is an infinite maximal run
. . . ,
• ρ is a finite maximal run of the form
ρ is a finite maximal run of the form 
We will show how to construct a finite maximal run in B of the form
Using Lemma 12 it follows that from the prefix of ρ up to and including s n we can construct the prefix of ρ up to and including t n such that these two prefixes are related as desired and in particular s n → = c t n . Hence we have to discuss only the last transition of the runs. Conditions 4 and 6 of Definition 8 imply, for all
we still have that the same sets of delay transitions are possible from s n and t n . As B is eventually-stable we have that
The last case where δ = d < n is similar. (⇐): First, assume that there is an infinite maximal run in B of the form
where intermediate states are also indexed. Let j 1 < j 2 < j 3 < . . . be all the indices such that t ji |= stable for all i > 0. Since B is an eventually-stable TTS, there are infinitely many stable states in ρ . Moreover, since B is a delayimplies-stable and delay-preserves-stable TTS, we can write ρ in the form
Now, using Definition 8, we can easily construct an infinite maximal run ρ ∈ MaxRuns(A, s 0 ) such that ρ → = c ρ . Second, assume that there exists a finite maximal run in B of the form
where intermediate states are also indexed and δ = {∞, d
. . < j k be, as before, all the indices such that t ji |= stable for all 0 < i ≤ k. Since B is an eventually-stable TTS, we know that j k = n. Further, because B is a delay-implies-stable and delay-preserves-stable TTS, we can write ρ in the form
Following a similar strategy as in the other implication, we can construct a finite maximal run ρ ∈ MaxRuns(A, s 0 ) that ends with
We are now ready to prove Theorem 10.
Proof (of Theorem 10). We shall prove this theorem by structural induction on ϕ. By Lemma 6 it is sufficient to handle the operators ℘, ¬ϕ, ϕ 1 ∧ ϕ 2 , E(ϕ 1 U I ϕ 2 ) and E(ϕ 1 R I ϕ 2 ). We start by arguing about the second part of the theorem assuming that s 0 → = c t 0 .
• Case ϕ = ℘ is trivial and cases ϕ = ¬ϕ 1 and ϕ = ϕ 1 ∧ ϕ 2 follow immediately from the induction hypothesis.
• Case ϕ = E(ϕ 1 U I ϕ 2 ):
. Thus there exists a maximal run ρ ∈ MaxRuns(A, s 0 ) that witnesses ϕ, meaning that there exists a prefix of ρ of the form
By Lemma 12 there is a run ρ prefix in B of the form
such that ρ prefix → = ρ prefix and because B is eventually-stable then also
We want to show that 
. By the induction hypothesis and the fact that
Thus any maximal run ρ ∈ MaxRuns(B, t 0 ) that extends ρ prefix witnesses tr(ϕ), meaning that
. Thus there exists a maximal run ρ in B that witnesses tr(ϕ). By the fact that B is a delay-implies-stable and delay-preserves-stable TTS there exists a prefix of ρ of the form
where j is the index corresponding to the occurrence of t n in the alternating sequence which unfolds the steps as before.
By Lemma 12 there exists a run ρ prefix in A of the form
such that ρ prefix → = ρ prefix and hence also ρ prefix
We want to show that
Since time delays are equivalent in the two runs, it follows that valid ρ (n, d, I). Further, for any pair
By the induction hypothesis, it follows that
It then follows that any maximal run ρ ∈ MaxRuns(A, s 0 ) starting with ρ prefix witnesses ϕ, thus s 0 |= A E(ϕ 1 U I ϕ 2 ).
. By assumption, there exists a maximal run (infinite or finite)
By Lemma 14 it follows that there exists a maximal run
) is true then either 
From the construction of ρ it follows that there exists a pair
. By the induction hypothesis, it follows that
This in turn means that t 0 |= B E((tr(ϕ 1 ) ∧ stable) R I (tr(ϕ 2 ) ∨ ¬stable)).
(⇐) : Assume that t 0 |= B E((tr(ϕ 1 )∧stable) R I (tr(ϕ 2 )∨¬stable)). Hence there exists a maximal run (infinite or finite) in B that witnesses tr(ϕ) and since B is a delay-implies-stable, delay-preserves-stable and eventuallystable TTS, the run has the following form:
This in turn means that s 0 |= A E(ϕ 1 R I ϕ 2 ).
Observe that for the case of E(ϕ 1 U I ϕ 2 ) we used Lemma 12 which requires only a one-by-many correspondence. On the other hand, to prove the case of E(ϕ 1 R I ϕ 2 ) we used the eventually-stable property and Lemma 14, which requires a complete one-by-many correspondence. Hence, if the relation is only a one-by-many correspondence then the theorem still works for the safety fragment of TCTL as claimed in the first part of the theorem.
Example 15. The reason we need a complete one-by-many correspondence to preserve the full TCTL can be illustrated by considering systems A and C in Figure 4 where {(s 0 , u 0 ), (s 1 , u 1 ), (s 2 , u 4 ), (s 3 , u 7 )} is a one-by-many correspondence between states in A and C. In this particular example, s 0 |= A A(p U [3, 5] q) but u 0 |= B tr(A(p U [3, 5] q)) = A((p ∨ ¬stable) U [3, 5] (q ∧ stable)). Both of the following maximal runs
in C are counter examples to tr(A(p U [3, 5] q)).
Overall Methodology
We finish this section by recalling the steps needed in order to apply the framework to a particular translation between two time-dependent systems. Assume that we designed an algorithm that for a given system A constructs a system B together with the notion of stable states in the system B. In order to apply our framework, we need to perform the following steps.
1. Show that B is a delay-implies-stable and delay-preserves-stable TTS (and optionally an eventually-stable TTS).
Define a proposition translation function tr
3. Define a relation R and show that it fulfills Conditions 1-6 of Definition 8.
Theorem 10 now allows us to conclude that the translation preserves the full TCTL (or its safety fragment if R is only a one-by-many correspondence).
The framework generalizes earlier translations presented in [18] and [21] that dealt with concrete cases. Apart from these, the framework covers some other concrete results as those in [14, 24, 30, 46] .
In what follows, we shall demonstrate an application of this general method to proving the correctness of two translation from timed-arc Petri nets to networks of timed automata.
Timed-Arc Petri Net
We shall now define the model of Timed-Arc Petri nets (TAPN) where time features are associated to tokens in the net and arcs contain time intervals restricting the ages of tokens available for transition firing. We define the model in its full generality as implemented in TAPAAL, including age invariants and transport/inhibitor arcs. We start by an informal description of the model. Figure 5 shows a graphical representation of a simple TAPN. The net contains five places drawn as circles, and one transition drawn as a rectangle. In the places p0 and p1 there is one token of age 0, and in the place p3 there is one token of age 2. The tokens' age and their placement in the net constitute a marking. The net contains three types of arcs: normal arcs drawn with an arrow tip, transport arcs drawn with a diamond tip, and inhibitor arcs drawn with a circle tip. Arcs pointing from a place to a transition are called input arcs and arcs from transitions to places are called output arcs. The places p2 and p5 moreover contains age invariants written below the places. Note that the transport arcs always come in pairs of an input and an output arc and the annotation :1 after the interval and on the output arc denotes the pairing of the two arcs (if there was another pair of transport arcs associated with the transition t it would have the annotation :2 and so on).
The behaviour of the net is described through evolution of markings. A marking can evolve either through a time-delay where all tokens in the net simultaneously become older, or trough transition firing where tokens are moved between places. A time-delay increases the age of all tokens with the same value as long as no tokens break the age invariants in their locations. In the example of Figure 5 we can delay e.g. 1.7 units of time but we can not make a time-delay of 6.1 as this would break the age invariant in place p2. A transition can fire only if all its normal and transport input arcs have at least one token in their input places such that the ages of these tokens satisfy the time intervals on the corresponding arcs. On the contrary, an inhibitor arc inhibits the firing of a transition if there is a token within the time-interval on the inhibitor arc. When we fire a transition we remove a token from each input place and create a new token in each of the output places. For normal arcs we produce new tokens of age 0; for transport arcs we carry the age of the consumed token to the target place. Moreover, a transition can only be fired if the tokens transmitted by the transport arcs do not violate any age invariants.
Syntax
We define the set of invariant intervals I inv as a subset of time intervals I that contain the value zero, i.e., I inv = {I ∈ I | 0 ∈ I}. Let also Type be a set of arc types such that Type = {Normal , Inhib} ∪ {Transport i | i ∈ N} where the transport arc types have an index as we need to pair exactly one input and output arc in order to form a pair of transport arcs.
Definition 16 (Timed-Arc Petri Net). A timed-arc Petri net (TAPN) is a 7-tuple N = (P, T, IA, OA, c, Type, Inv ) where
• P is a finite set of places,
• T is a finite set of transitions such that P ∩ T = ∅,
• IA ⊆ P × T is a finite set of input arcs,
• OA ⊆ T × P is a finite set of output arcs,
• c : IA → I is a time constraint function assigning intervals to all input arcs,
• Type : IA ∪ OA → Type is a type function assigning a type to all arcs such that
-if Type((p, t)) = Transport i for some (p, t) ∈ IA then there is exactly one (t, p ) ∈ OA such that Type((t, p )) = Transport i , and
• Inv : P → I inv is a function assigning age invariants to places.
The preset of input places of a transition t ∈ T is defined as
Similarly, the postset of output places of t is defined as t
Let the inhibitor preset be defined as
• |) denote the largest in or out degree of the transition t.
Semantics
We will now introduce the semantics of TAPN. Given a set X, we define the set of finite multisets on X, B(X), as the set of functions B : X → N 0 such that |{x ∈ X | B(x) > 0}| < ∞. We say that x ∈ B iff B(x) > 0 and use the standard set notation and operations for manipulating with multisets. Now we define the markings of a TAPN considering finite multisets of nonnegative real numbers in B(R ≥0 ). These real numbers represent the ages of tokens in each place and of course they have to respect the corresponding age invariants.
Definition 17 (Marking). Let N = (P, T, IA, OA, c, Type, Inv ) be a TAPN. A marking M on N is a function M : P −→ B(R ≥0 ) where for every place p ∈ P and every (age of a) token x ∈ M (p) we have x ∈ Inv (p). The set of all markings over N is denoted by M(N ).
We will use the notation (p, x) to refer to a token in the place p of age x ∈ R ≥0 . Likewise, we will write M = {(p 1 , x 1 ), (p 2 , x 2 ), . . . , (p n , x n )} for a multiset representing a marking M with n tokens. A marked TAPN is a pair (N, M 0 ) where N is a TAPN and M 0 is an initial marking on N where all tokens have the age 0.
Definition 18 (Enabledness). Let N = (P, T, IA, OA, c, Type, Inv ) be a TAPN. We say that a transition t ∈ T is enabled in a marking M by the sets of tokens
• for all input arcs except the inhibitor arcs there is a token in the input place with an age satisfying the age guard of the arc, i.e.
∀p ∈ • t. x p ∈ c((p, t))
• for all inhibitor arcs there is no token in the input place of the arc with an age satisfying the age guard of the arcs respectively, i.e.
• for any pair of transport arcs, the age of the transported token must satisfy the invariant of the target place, i.e.
Definition 19 (Behaviour). Let N = (P, T, IA, OA, c, Type, Inv ) be a TAPN, M a marking on N and t ∈ T a transition.
• Let t be enabled in the marking M by the set
Then t can fire and produce a marking M defined as
where \ and ∪ are operations on multisets.
•
and all x ∈ M (p), i.e., by delaying d time units no token violates any of the age invariants. By delaying d time units in M we reach a marking M defined as For notational convenience, we shall sometimes annotate discrete transitions with the names of the transitions that were fired. Observe that due to age invariants there may be markings from which no firing nor time delay transitions are possible.
The atomic propositions are defined as
The interpretation is that a proposition (p n) is true in a marking M iff the number of tokens in the place p satisfies the proposition in question with respect to n, formally µ(M )
We made the choice of observing only the number of tokens in the places of the net, not their ages. This will simplify our exposition but it is still possible to ask about the presence of a token of a given
Networks of Timed Automata
Now we introduce the model of Networks of Timed Automata (NTA) with integer variables, handshake synchronization and broadcast synchronization.
Preliminaries
Let C = {c 1 , c 2 , . . .} be a finite set of real-valued clocks. A clock guard is a boolean expression defined by the abstract syntax:
where c 1 , c 2 ∈ C, n ∈ N 0 and ∈ {<, ≤, =, ≥, >}. The set of all clock guards over the set of clocks C is denoted by G(C). Invariants are defined as guards with the restriction that ∈ {≤, <}. We denote the set of all clock invariants over the set of clocks C as G Inv (C).
A clock valuation of C is a function v : C → R ≥0 . Let v be a valuation and d ∈ R ≥0 . We define the valuation v + d, where all clocks are delayed by
, where all clocks in R are reset to zero, by
The satisfaction relation v |= g (i.e. when a valuation satisfies a guard or an invariant g) is defined in the natural way.
Let X be a finite set of integer variables. Arithmetic variable expressions over X are defined by the abstract syntax:
where m ∈ Z and x ∈ X. We denote the set of all arithmetic variable expressions over the set of variables X by VE (X).
A variable guard over X is a boolean expression defined by the following abstract syntax
where expr 1 , expr 2 ∈ VE (X) and ∈ {<, ≤, =, ≥, >}. We denote the set of all variable guards over the set of variables X by VG(X).
Variable assignments over X are expressions of the form x := expr where x ∈ X and expr ∈ VE (X). We denote the set of all variable assignments over X by VA(X). A set of non-conflicting variable assignments A is a finite subset of VA(X) where for every x ∈ X whenever (x := expr 1 ) ∈ A and (x := expr 2 ) ∈ A then expr 1 = expr 2 .
A variable valuation is a function z : X −→ Z and it is in the natural way extended to arithmetic variable expressions. A variable valuation z satisfies a variable guard φ ∈ VG(X) (written as z |= φ) if the variable guard evaluates to true under the valuation z.
Given a set of non-conflicting variable assignments A and a variable valuation z, by z[A] we denote the variable valuation such that
Syntax
We can now define the model of timed automata.
Definition 20 (Timed Automaton
• L is a finite set of locations,
• Act is a finite set of actions,
• C is a finite set of clocks,
• X is a finite set of integer variables,
× L is a finite set of edges where for any ( , g, φ, a, R, A, ) ∈−→ we require that A is a finite non-conflicting set of variable assignments,
is a function assigning clock invariants to locations,
is a function assigning variable invariants to locations,
• 0 is the initial location.
We write g,φ,a,R,A −−−−−−→ instead of ( , g, φ, a, R, A, ) ∈−→ and say that is the source location, g is the tested clock guard and φ the variable guard, a is the executed action, R is the set of clocks to be reset, A is the set of non-conflicting variable assignments to make and is the target location. For notational convenience, we shall sometimes conjunct clock and variable invariants when drawing the automata.
A network of timed automata (NTA) is a parallel composition of a finite number of timed automata. We adopt the handshake synchronization and broadcast synchronization as supported by Uppaal.
Let Chan be a finite set of channels for handshake synchronization and let Broad be a finite set of channels for broadcast synchronization such that Chan ∩ Broad = ∅. Let τ be an internal action such that τ ∈ Chan ∪ Broad . We then define
The intuition is that c! makes a handshake synchronization request on the channel c and c? is used to indicate that an automaton is prepared to receive the handshake signal. Furthermore, a ! indicates broadcasting on the channel a and a ? means that an automaton is prepared to receive a broadcast signal on the channel a.
Definition 21 (Network of Timed Automata). Let n ∈ N and let
0 ), for all 1 ≤ i ≤ n, be timed automata over a fixed set of actions Act, clocks C and integer variables X. A Network of Timed Automata (NTA) is a parallel composition of A 1 , A 2 , . . . , A n denoted by A = A 1 A 2 . . . A n .
Semantics
The semantics of a network of timed automata is given in terms of a TTS. The technical details, in particular of the broadcast synchronization, may look complicated but this is a necessary step as our aim is to argue about (and implement) translations producing UPPAAL timed automata and then use the model checker UPPAAL. The semantics below reflects the semantical choices made in the tool.
A configuration of an NTA is a tuple ( 1 , 2 , . . . , n , z, v) where i ∈ L i for all 1 ≤ i ≤ n, z is a variable valuation over X and v is a clock valuation over C such that for every i, 1 ≤ i ≤ n, we have z |= I i X ( i ) and v |= I i C ( i ). We will denote the set of all configurations of a given NTA A by Conf (A).
An
• the transition relation −→ consists of ( 1 , . . . , i , . . . , j , . . . , n , z, v) −→ ( 1 , . . . , i , . . . , j , . . . , n , z , v 
( 1 , . . . , n , z, v) −→ ( 1 , . . . , n , z , v ) if there exists an a ∈ Broad such that * there exists an i, 1 ≤ i ≤ n, such that there is an edge 
The set of atomic propositions used in the tool UPPAAL is more general; we defined only those that are needed for the purpose of our translations. Also note that for handshake and broadcast synchronizations, variable assignments are always evaluated in a specific order. First any assignments on the edge of the sender are evaluated and after that the assignments of any receivers are evaluated in the order from A 1 to A n . This follows the semantics of UP-PAAL timed automata and it will become important in the liveness-preserving translation. Finally, observe that transitions cannot be taken if the resulting configuration breaks some of the clock or variable invariants.
Safety-Preserving Translation
In this section we describe a safety-preserving reduction from timed-arc Petri nets to networks of timed automata so that we can use the model checker Uppaal to verify TAPN properties. As the reachability problem for TAPN is in general undecidable [48] , we restrict ourselves to bounded nets. A TAPN is k-bounded if the total number of tokens in any of its reachable markings is no more than k. A net is called bounded if it is k-bounded for some k.
Remark 23. In the actual implementation, we ask the user to provide a suggestion for k before we run the verification. If the net is k-bounded, and this is a decidable problem, then we provide conclusive answers. If not, then we still explore the state-space up to k tokens and report possibly discovered error traces but the answer can be also inconclusive. In this case the user is invited to increase k and try again.
In our first reduction we do not consider inhibitor arcs. This will allow us to develop an efficient safety-preserving translation for nets that do not use inhibitor arcs. In the section to follow, we will describe a different translation approach supporting inhibitor arcs and preserving also liveness properties.
In the presentation of the safety-preserving translation, we shall first describe a reduction from bounded TAPNs without inhibitor arcs to TAPNs of degree 2 where every transition has exactly two input and two output arcs. This reduction is followed by a translation from TAPNs of degree 2 to networks of timed automata using a handshake synchronization.
From k-Bounded TAPN to TAPN of Degree 2
To translate a given k-bounded TAPN with transitions that have more than two input or output places into a TAPN of degree 2 we have to simulate a single transition firing in the original net by a series of transitions in the net of degree 2. The problem is that when firing a given transition in a number of steps, other transition firings may interleave and thus some extra behaviour can be introduced. To prevent this from happening, we introduce a new mutex-like place called p stable such that it contains a token that is consumed before the sequence of transition firings begins and the token is returned back after the simulation of the selected transition is ended.
The translation is demonstrated in Figure 6 , where a simple 3-bounded TAPN is translated into a TAPN of degree 2. The idea is that the token in the place p stable will travel through the intermediate places that because of the invariants on the intermediate places, time cannot elapse during such a series of transition firing and so the age of the token in p 1 , that is moved via the two transport arcs into p 2 , is preserved. Notice that the use of the holding places p h (t 1 ) and p h (t 2 ) is essential as without them a token from p 0 can be consumed by t 1 in while creating a new token in p 1 . This may allow to fire t 2 in even if there were no tokens in p 1 in the original net. Also notice that by this construction we may introduce extra deadlocks (e.g. if there is no token present in p 1 after the transition t 1 in was fired). This relaxes the eventually-stable property but it is sufficient for preservation of safety properties.
Let us introduce some notation for each transition t ∈ T . The intuition is that the set Pairing(t) defined below fixes the paths from input to output places on which the tokens travel when firing the transition t, and it also remembers the associated time intervals and the type of the path (tarc for transport arcs and normal for the standard arcs that reset the ages of produced tokens). There may be more than one pairing that satisfies the definition. It is important (for the use in the algorithms) to fix one such pairing.
For the net in Figure 6 where max(t) = 3 a possible pairing is
The special capacity place simply ensures that the number of tokens in the net is constant.
Moreover, by p I −→ t −→ p we shall abbreviate the presence of an arc from p to t with the time interval I and an arc from t to p ; the type of the arcs (normal or transport) will be clear from the context. The complete translation is now given in Algorithm 1 and it clearly terminates as the body of the whileloop decreases the size of the set pairing. Notice that the algorithm causes only a modest growth in the size of the net. More precisely, the number of places P in the constructed net is bounded by |P | + 2 + 3|T |(D − 1) and the number of transitions T is bounded by 2|T |D where D is the maximum degree of any transition in the net, in other words the maximum of max(t) over all transitions t ∈ T .
We shall now argue about the correctness of the translation by using the methodology described in Section 2.4. Given a k-bounded TAPN (N, M 0 ), let (N , M 0 ) be the corresponding net of degree 2 constructed by Algorithm 1. We define the proposition stable as (p stable = 1) meaning that stable markings contain a token in the place p stable . The proposition translation function tr p is defined as the identity function. We define the correspondence relation R between markings of N = (P, T, IA, OA, c, Type, Inv ) and N = (P , T , IA , OA , c , Type , Inv ) so that (M, M ) ∈ R if and only if
for some x, x 1 , . . . , x k−|M | ∈ R
≥0
As mentioned before, the place p capacity contains all unused tokens in the kbounded TAPN N . Hence it contains k − |M | tokens. The whole net can contain either k + 1 or k tokens, depending on whether there is a token in the place p stable or not.
Lemma 24. The relation R is one-by-many correspondence.
Algorithm 1: Translation from k-bounded TAPN to TAPN of degree 2
Input: A k-bounded TAPN N = (P, T, IA, OA, c, Type, Inv ) with marking M 0 . Output: A TAPN N = (P , T , IA , OA , c , Type , Inv ) of degree 2 and marking M 0 . begin 
Proof. We will first notice that the transition system generated by (N , M 0 ) is a delay-implies-stable and delay-preserves-stable TTS. The first property follows from the construction by noticing that invariants on the intermediate places prevent time elapsing whenever the place p stable is empty. The second property is immediate as time delays do not change the distribution of tokens. We shall now argue that the relation R satisfies the remaining six conditions of Definition 8.
1. M |= (p stable = 1) follows from the definition of R. 2. M |= ℘ iff M |= tr p (℘) again follows directly from the definition of R.
3. Assume that M t −→ M 1 by firing some transition t. As (M, M ) ∈ R, the tokens consumed when t is fired in the marking M are present also in M in identically named places and with the same age. From the construction of the net N we can see that firing the series of transitions t 
From TAPN of Degree 2 to Networks of Timed Automata
We can now assume a given net of degree 2 (with no inhibitor arcs) and we will continue with a construction of a network of timed automata. The idea of the translation is to represent each token in the net by a single timed automaton with one local clock, and to simulate a transition firing by a handshake synchronization on a channel named after the transition.
The intuition is described on an example in Figure 7 . We can see that every place in the net gives rise to an identically named location in the parallel component corresponding to a given token, while all invariants are carried over. 
normal arcs. In fact, the timed automata for all tokens in the net are identical, except for their initial locations that are determined by the placement of tokens in the initial marking and the names of their local clocks. For clarity reasons, we draw in the illustrations also clearly unreachable parts of the timed automata; in the actual implementation any unreachable states can be omitted.
In the general construction, as presented in Algorithm 2, we create for a k-bounded TAPN of degree 2 a network of k parallel components, each of them of a linear size w.r.t. the size of the input net (with the number of locations corresponding to the number of places and with twice as many edges as the Petri net transitions).
We are not using any integer variables in this translation, so the variable guards and assignments are left out; we also use expressions like c ∈ I for lock guards/invariants on the transitions and implicitly assume that they are converted to the correct timed automata syntax (a straightforward conjunction of two guard constraints).
For the proof of correctness, we will again apply the methodology from Section 2.4. In this case every configuration of the NTA is stable, thus we set the proposition stable everywhere to true. The proposition translation function tr p will translate atomic Petri net propositions of the form (p n) into NTA propositions (#p n), meaning that the number of components in the location p determines the number of tokens in the place p.
Let M be a marking of a k-bounded TAPN of degree 2 and let s = ( 1 , · · · , k , v) be a configuration of the constructed NTA (variable valuation is omitted as it is not used). Then we define (M, s) ∈ R if and only if we can enumerate the elements of M as
Lemma 25. The relation R is a complete one-by-many correspondence.
Proof. We need to prove that R satisfies all requirements of Definition 8. As every configuration of the constructed NTA satisfies the proposition stable, we immediately get that the generated transition system is a delay-implies-stable, delay-preserves-stable and eventually-stable TTS. Let M ∈ M(N, M 0 ) and let s be a reachable configuration of P TA constructed by the algorithm such that (M, s) ∈ R. We shall prove that R satisfies Conditions 1-6 of Definition 8.
1.,2. These two conditions are immediate from the definition of R and the proposition translation function.
3. Assume that M t −→ M . Because t has exactly two input places, say p 0 and p 1 , that contain tokens with ages satisfying the invariants on arcs and (M, s) ∈ R, we can find two parallel components A j and A k in P TA such that their current locations in s are p 0 and p 1 , and their local clocks c j and c k correspond to the ages of the two tokens in p 0 and p 1 consumed when firing t. Because these components share the same time constraints as the time intervals on the arcs in the Petri net, they can synchronize on the channel t and produce a state s where clearly (M , s ) ∈ R. 4.,6. By construction of the timed automata network where all invariants are simply overtaken, any time delay allowed in M are also allowed in s and vice versa. 5. Let s t −→ s via a synchronization of two parallel components A j and A k on a channel t. Due to the construction we can see that this can happen only if the transition t can be fired in M . Now let M t −→ M such that the firing of t involves tokens in
• t that correspond to the parallel components A j and A k . Clearly, (M , s ) ∈ R.
Summary
We have now proved that the first step of the translation preserves the safety fragment of TCTL and the second preserves the full TCTL. This means that the combined translation from k-bounded TAPN into NTA (via Algorithm 1 followed by Algorithm 2) will preserve the safety fragment of TCTL.
Theorem 26. Any k-bounded TAPN without inhibitor arcs can be translated into a network of timed automata while preserving the safety fragment of TCTL.
Clearly, if the input k-bounded net has at most two input and at most two output arcs for each transition, it can be easily turned into a degree 2 net by adding the p capacity place together with the missing input or output arcs. We can now apply directly the second translation, hence preserving also the liveness properties. Moreover, in the actual implementation in the tool TAPAAL, we exploit the possibility of a direct handshake synchronization for transitions of degree 2 presented in Figure 7 and use the full construction depicted in Figure 6 only for transitions with more than two input or output arcs. 
Token automata template repeated four times for 1 ≤ i ≤ 4: 
Liveness-Preserving Translation
We will now present another translation from k-bounded TAPN to NTA, this time considering also inhibitor arcs. As in the previous translation, there will be one TA with a local clock for each token in the net. Because there may not always be exactly k tokens present during the execution of the net, we add a new location capacity in order to represent currently unused tokens. In addition to the automata modelling tokens, we create a single control automaton. Its purpose is to simulate the firing of transitions and to move tokens around via broadcast communication. The control automaton has a location stable and it moves out of this location once the simulation of a transition begins and returns back once the simulation of the transition ends. Moreover, each time the automaton is in stable , the token automata in the composed NTA correspond to a marking in the TAPN. The whole point of this construction is to ensure that we do not introduce any new deadlocks as it was the case in the previous translation. We will first show how the translation works on two examples.
Example 27. Figure 8 shows a simple TAPN with a single transition, no inhibitor arcs, and four tokens of different ages. The translated NTA consists of five automata, one control automaton (topmost automaton) and four token automata, one for each token. Notice that in this example we have refrained from drawing the p capacity location as it is not used.
The translated NTA first tests using the broadcast communication whether a transition can be fired at all and then executes the firing. Concretely, the control automaton first broadcasts on the channel t test . Any token automaton with its clock in the interval [0, 4] is forced to participate in the broadcast; in our case three token automata will participate. We use integer variables to count the number of token automata that took part in the broadcast. Because the preset of t has size one, we only need one counter variable count 1 . Once the token automata synchronized in the broadcast, they move to the intermediate locations (t p0 p1 ) and during the update each increments count 1 by one 2 ; in our case the value of count 1 will become three. This means that the invariant on (t) in the control automaton is satisfied. In other words, we know that there are enough tokens with appropriate ages in the input places for t to fire. Notice that if there were not enough tokens in some of the input places, then the invariant on (t) was not satisfied and the broadcast could not take place at all. This is one of the crucial aspects to realize in order to see why this translation preserves liveness properties.
Now the value of count 1 is three and the control automaton may not broadcast on the t fire channel yet since the guard ensures that this is only possible when exactly one token automaton remains in its intermediate place. Therefore, we are forced to move two of the token automata back to p 0 via the τ -transitions. This is possible only as long as count 1 is strictly greater than one. Hence exactly one token automaton has to remain in its intermediate place before the control automaton can broadcast on the t fire channel and finalize the simulation of firing t. Note that due to the invariant c ≤ 0 in the control automaton, no time delay is possible during the simulation of the transition.
After demonstrating the basic idea of the broadcast translation, let us discuss a slightly more elaborate example using all of the features of the TAPN model. Example 28. Consider the TAPN model in Figure 9 that uses transport arcs (the pair of arcs with diamond tips from p 1 to p 4 ) for moving tokens while preserving their ages, an inhibitor arc (the arc with the circle tip) and an invariant in place p 4 . The NTA created by our algorithm is below the net. As before, the template is repeated three times, once for each token, the only difference being the initial location (p 1 , p 2 and p 3 , respectively) and the name of the clock (c 1 , c 2 and c 3 , respectively).
We see that the control automaton has a test-fire loop for every transition in the TAPN model. There are some special constructions worth mentioning. First of all, consider the inhibitor arc from p 3 to t. This arc is encoded using a selfloop participating in the t test broadcast transition. We use a counter variable to count the number of automata that take this edge. We simply encode the requirement that there is no token in the interval [0, 2] by adding the invariant count 3 = 0 on the location (t). inv:
Token automata template repeated three times for 1 ≤ i ≤ 3:
tt e s t The second observation is related to the guard on the edge from p 1 to (t p1 p4 ). It is evident that this does not match the interval [1, 5] located on the arc from p 1 to t in the TAPN model. The guard 1 ≤ c i ≤ 3 is in fact the intersection of the interval [1, 5] and the invariant ≤ 3 representing the interval [0, 3] on the place p 4 . This is because the age of the token consumed in p 1 will be preserved once moved to p 4 and by intersecting the intervals we avoid possible deadlocks. One may think that it is enough to add the invariant [0, 3] on the intermediate place, however, this may result in incorrect behavior. If there were two tokens in p 1 with ages 4 and 2, the broadcast on t test would be blocked. This is because invariants block the entire broadcast transition even if only a single automaton with a satisfied guard cannot participate due to the violation of the invariant in its target location.
For our specific example, we need at least one token of age [1, 3] in p 1 , at least one token of age [0, 4] in p 2 and zero tokens of age [0, 2] in p 3 in order for t to be enabled, which is precisely what is encoded in the invariant on (t). The reader may also notice that different transitions share counter variables. The variable count 1 is used in the simulation of both t and t but they are used in a non-conflicting way, in the sense that we are never simulating t and t at the same time. We also see that during the simulation of t we do not take the invariant of the target location into account since the arc from t to p 4 is a normal arc and produces a token of age zero which always satisfies any invariant.
The complete translation is given in Algorithm 3 where the function P airing is the one used also in the previous translation and where NumVars(N ) def = max t∈T (|Pairing(t)| + |{(p, t) | (p, t) ∈ IA, Type((p, t)) = Inhib}|) denotes the maximum number of integer variables needed in the translation since we need a counter for each pair in Pairing(t) plus a counter for each inhibitor place of t. As explained, these counters can be reused for different transitions. As before, we shall also use the expressions like c ∈ I in guards and invariants of the timed automata, meaning the obvious conjunction of two constraints on the clock c.
Observe that the algorithm clearly terminates as the only while-loop always removes one element from Pairing(t) and finishes once the set is empty. To prove the correctness of the translation, we will follow the methodology described in Section 2.4. We let (N, M 0 ) be a marked k-bounded TAPN and let P TA be the NTA constructed by Algorithm 3 with the initial configuration s 0 . We define the stable proposition as (# stable = 1). Observe that the proposition (# stable = 1) is true whenever the control TA is in the stable location. The proposition translation function tr p translates a TAPN proposition (p n) into (#p n), hence the number of tokens in p corresponds to the number of token automata that are currently in their location p. Now we define a correspondence relation R between markings of N and configurations of the constructed P TA . Let M = {(p 1 , r 1 ), (p 2 , r 2 ), . . . , (p n , r n )} be a reachable marking of N and let s = ( , 1 , 2 , . . . , k , z, v) be a reachable configuration of
• count i = 0 for all 1 ≤ i ≤ NumVars(N ), and
• there is an injection h : {1, 2, . . . , n} −→ {1, 2, . . . , k} such that -h(i) = p i and v(c h(i) ) = r i for all i where 1 ≤ i ≤ n, -j = p capacity for all j ∈ {1, 2, . . . , k} \ range(h).
Algorithm 3:
Translation from k-bounded TAPN to NTA.
Input: A k-bounded TAPN N = (P, T, IA, OA, c, Type, Inv ) with a marking M 0 Output:
j := 0; varInv t := true; varGuardt := true forall the (p, I, p , type) ∈ Pairing(t) do j := j + 1;
forall the p ∈ P where (p, t) ∈ IA and Type((p, t)) = Inhib do j := j + 1; 
Intuitively, if (M, s) ∈ R then for every token in M there is a TA where its location and clock valuation matches the token data and vice versa.
We shall now prove that R is a complete one-by-many correspondence.
Lemma 29. The relation R is a complete one-by-many correspondence.
Proof. We will first show that P TA possesses the three properties required by complete one-by-many correspondence. The transition system generated by P TA is clearly a delay-implies-stable TTS since all locations in the control automaton except for stable have the invariant c ≤ 0 and delay is hence possible only if the control automaton is in the location stable . It is also easy to see that it is delay-preserves-stable TTS as time delays do not change the current locations of any automata, so if the control automaton is in the location stable it will be there also after any time delay. Finally we should argue that the transition system of P TA is also eventually-stable TTS. This follows from the construction. The control automaton moves out of the stable location after broadcasting on some channel t test . The automaton can broadcast only if for every input place of t there is at least one corresponding token automaton that will participate in the broadcast, otherwise the invariant in (t) would break. Now we are in an unstable situation and we can fire only the τ transitions returning some of the token automata into their initial locations, while decreasing the value of the corresponding variable count. This will happen only finitely many times as we eventually reach the situation when the guard in the control automaton broadcasting on the channel t fire will be satisfied and the only remaining action is to return to a stable configuration.
We shall now prove that R satisfies Conditions 1-6 of Definition 8. Let (M, s) ∈ R.
1.,2. These two conditions follow immediately from the definitions.
3. Assume that M t −→ M . We must show that s s such that (M , s ) ∈ R. We first notice that t test is enabled in s. Since t test is a broadcast channel, the first requirement is that the t test sender has to be enabled. There are no guards in the control automaton, so only the invariant on (t) may block the broadcast. The second requirement is that every possible receiver (i.e. any receiver whose guard is satisfied) must participate in the broadcast synchronization. Due to the construction of P TA , there are no invariants on the intermediate places (t p p ). Thus, any receiver with a satisfied guard can participate in the broadcast synchronization. By the fact that (M, s) ∈ R it follows that enough TA will participate in the broadcast synchronization to satisfy the invariant on (t). By returning the token automata representing tokens that do not take part in firing t into their previous locations and issuing the broadcast on t fire we get
−→ s n = s and hence s s while clearly (M , s ) ∈ R. 4.,6. Time delays can only be restricted by invariants. By the fact that the invariant on each place p in N is carried over to the corresponding locations p in the network, we have that it is always possible to do the same time delays in M and s. 5. Assume that s s . By the construction of P TA , we get that this sequence must be of the form (leaving out 0 delays) s
−→ s 1 we know that the invariant on (t) is satisfied. By the construction, this in turn means that there are enough token automata that can synchronize on t test in such a way that for each input place p ∈
• t there is at least one automaton whose current location is p and the clocks of these automata satisfy the guards on the t test ? transitions. Further, for each place p such that there is an inhibitor arc from p to t, there is no automaton in location p with a clock satisfying the respective guard. Finally, the token automata that moved to their intermediate locations and represent a token moving along a pair of transport arcs are guaranteed to satisfy the invariants in their target locations due to the fact that the guards were intersected with the invariants. This is exactly what is needed to fire t from M and we get M t −→ M such that (M , s ) ∈ R.
Summary
We have now showed that any bounded TAPN with age invariants and transport/inhibitor arcs can be translated into a network of timed automata with (a very restricted use of) integer variables and with broadcast communication like used in the tool Uppaal. As the original and the translated models are related using a complete one-by-many correspondence relation, we know that the whole logic TCTL is preserved.
Theorem 30. Any k-bounded TAPN can be translated into a network of timed automata while preserving the full TCTL.
As discussed in the previous translation, if a transition in a concrete kbounded net has at most two input and two output arcs, the whole construction presented in this section can be replaced by a simple handshake synchronization (still preserving liveness properties). Such an optimization has been implemented in the tool TAPAAL.
Experiments
During the development of the tool TAPAAL we have tested several variants of possible translations and concluded that the two presented in this article are the most efficient ones. The translations are available in the current distribution of the tool and we shall document their efficiency by presenting a selection of experimental results and comparing the performance of our translations with native Uppaal models. We present six selected experiments; all models are available from the download section at www.tapaal.net.
• Alternating Bit Protocol [34, 7] is a network protocol for communication between a sender and a receiver over a lossy communication channel. We verify a safety property that guarantees that the sender and the receiver never get out of synchrony; the property is satisfied.
• Fischer's Protocol [31] is a time based mutual exclusion protocol and it is a standard example for testing the performance of tools. The TAPN model was presented in [4] and it is available as a TAPAAL example net; timed automata model is a part of the standard Uppaal distribution. We verify a safety property ensuring that at most one process can be in the critical section at any time; the property is satisfied.
• Lynch and Shavit Protocol [33] is another, more complex, timed-based mutual exclusion algorithm. Both TAPAAL and Uppaal models are taken from [3] . We verify a safety property as in the previous case study; it is also satisfied.
• MPEG-2 Video Encoder [1] is a model of the MPEG-2 encoding algorithm for analyzing its performance on a group of frames on a multiprocessor architecture; we scale the model by varying the number of B frames. The TAPN model was taken directly from [38] . We recreated the Uppaal model from the descriptions in [20] since their original Uppaal model was not available anymore. We verify a reachability query asking whether all frames can be produced within a given deadline and the deadline is set so that the query is unsatisfied and the whole state-space is searched.
• Engine Workshop is a time based model of a small workshop with several workers that maintain a number of running engines with different maintenance deadlines and requirements. We verify a liveness property asking, for a given number of engines, whether 15 workers can keep them running indefinitely; the query is satisfied and the reported times correspond to the effort needed to find a feasible maintenance schedule.
• Medical Workflow is a simplified model of a workflow with time requirements, inspired by [22] , with three types of roles: patient, nurse and doctor. The case study is scaled by the number of patients. We verify a liveness query asking, for a given number of patients arriving in regular intervals, if in any execution scenario all patients are checked out before missing the deadlines. The query is satisfied and the whole state-space is searched.
The experiments where performed on a quad-core Intel Core I7 620 2.67 GHz with 4GB of RAM running Ubuntu 11.04, using the 64-bit Uppaal 4.1.7 verification engine and TAPAAL 2.0.0. Symmetry reduction was enabled in the Uppaal engine for all safety queries and disabled for the liveness ones as the Uppaal engine does not support trace generation in this case. We used standard engine settings with the BFS search strategy. Running times are given in seconds, experiments that did not finish within 5 minutes (300 seconds) are marked with and experiments that run out of memory are marked with OOM. For the translations, the reported time includes both the translation time to NTA (often negligible) plus the actual verification. Table 1 provides a summary of the experiments where we tested safety properties. For the first three experiments, both the safety and liveness translations show similar execution times. The reason is that in these models most of the transitions have no more than two input and two output arcs and the handshake optimization technique creates a similarly performing Uppaal models.
Processes Safety Translation Liveness Translation
Uppaal It is also noticeable that in case of Fischer's and Lynch-Shavit's protocols, the translated timed automata models verify considerably faster than the native Uppaal models do. The reason seems to be that even though these translated models are more complex than the native Uppaal ones and the number of symbolic states is larger, the DBM operations use less CPU time. This performance seems to be most visible in case of a large number of similarly behaving processes.
In case of the MPEG-2 encoder where there are transitions with a large indegree, we can see a weakness of the liveness translation as during the verification the number of explored token combinations in which a transition can be fired explodes, causing the Uppaal verification engine quickly run out of memory.
On the other hand, the liveness reduction can handle also inhibitor arcs and verify liveness properties, as documented on the engine maintenance workshop and the medical workflow case studies in Table 2 . The performance is slower, though comparable with that of the Uppaal engine verifying native timed automata models.
Conclusion
We have presented a general framework for translating one time-dependent model into another one while preserving the satisfaction of TCTL properties. We further demonstrated the usefulness of the framework on two concrete translations from bounded timed-arc Petri nets to networks of timed automata, giving us more direct and simpler ways to argue about their correctness. Even though similar ideas were used in other translations, though without an explicit generalization of the techniques, we see as the strong point of our approach the fact that we handle the full generality of timed transitions systems that are generated by many time-dependent models used in nowadays tools like Uppaal. Hence our framework is close to the tool developers and can facilitate more direct and simpler arguments about the correctness of the approach by simply defining a one-by-many correspondence and proving a few properties that are required. All the tedious technical details about the preservation of TCTL formulae are now hidden in the proof of the framework correctness and do not have to be repeated for each single instance of our approach. Moreover, the technique is independent of the actual underlying formal model and many translations between other time-dependent models, including e.g. Time Petri Nets of Merlin and Faber [35, 36] , share the same characteristics and for several of them our technique is directly applicable, including [21, 14, 24, 30, 46] .
As another contribution of this work, we now have a complete and unified proof of the translations implemented in the tool TAPAAL, one of them preserving the whole TCTL for the fully featured TAPAAL models and one preserving only the safety fragment for models without inhibitor arcs, though in some cases providing a significantly better performance than the liveness preserving translation. It is remarkable that even though the translated models are verified using the Uppaal engine and they are significantly larger than the native Uppaal models, in several cases we noticed a speedup in the verification times. This, perhaps a surprising, fact should be better understood and exploited as a possible pre-processing phase in verification of timed automata models before they are passed to the verification engine.
