Dissipation induced quantum transport on a finite one-dimensional
  lattice by Caballar, Roland Cristopher F. et al.
Dissipation induced quantum transport on a finite one-dimensional lattice
Roland Cristopher F. Caballar,1, ∗ Bienvenido M.Butanas Jr.,1, 2
Vladimir P. Villegas,1 and Mary Aileen Ann C. Estrella1, 3
1National Institute of Physics, College of Science,
University of the Philippines, Diliman, 1101 Quezon City
2Department of Physics, Central Mindanao University,
University Town, Musuan, Maramag, Bukidnon, 8710 Philippines
3Manila Business Consulting Inc., Unit 703 Loyola Heights Condominium, Loyola Heights, Quezon City
(Dated: September 19, 2018)
We construct a dissipation induced quantum transport scheme by coupling a finite lattice of N
two-level systems to an environment with a discrete number of energy levels. With the environment
acting as a reservoir of energy excitations, we show that the coupling between the system and the
environment gives rise to a mechanism for excited states of the system to be efficiently transported
from one end of the lattice to another. We also show that we can adjust the efficiency of the quantum
transport scheme by varying the spacing between energy levels of the system, by decreasing the
ground state energy level of the environment, and by weakening the coupling between the system
and the environment. A possible realization of this quantum transport scheme using ultracold atoms
in a lattice coupled to a reservoir of energy excitations is briefly discussed at the end of this paper.
I. INTRODUCTION
Dissipation in quantum mechanics has, in recent times,
attracted an increasing amount of interest. This is pri-
marily due to its role in inducing decoherence in a quan-
tum system which is coupled to an environment [1, 2]. In
this context, dissipation can be viewed as a bane in quan-
tum mechanics, and efforts have been made to reduce
dissipative effects due to correlation between a quantum
system and the surrounding environment [1, 3].
However, recent work has shown that dissipation can
be used as a resource in quantum mechanics, wherein
it drives the evolution of a quantum system towards a
unique steady state [1]. In particular, if a system is cou-
pled to an environment in the manner of an open quan-
tum system, then with the proper choice of environment,
and by adjusting the strength of coupling between the
system and the environment, the resulting time evolu-
tion equation for the system will have a unique steady
state. The existence of this unique steady state can then
be attributed to dissipative effects due to the coupling
between the system and the environment. As such, one
can then use dissipation as a resource in quantum compu-
tation and quantum state preparation, as shown in Refs.
[4–8].
Aside from quantum computation and quantum state
preparation, dissipation can also be used as a resource
in quantum state transport. An illustration of how this
can be done was carried out by Rebentrost et. al. [9],
wherein they considered an interacting N -body system
in the presence of a single excitation. They were able
to show that by coupling this system with a fluctuating
environment, the quantum transport of excited energy
states can be enhanced, with the efficiency of the pro-
∗Electronic address: rfcaballar@up.edu.ph
cess dependent on the energy mismatch between states
and the hopping terms in the system Hamiltonian. This
quantum transport scheme has been applied to the anal-
ysis of electronic energy transfer in photosynthetic struc-
tures [10–15], in non-Markovian open quantum systems
[16, 17], as well as in the analysis of quantum transport
in various systems [18–21].
Another possible mechanism for efficient dissipation-
assisted quantum transport was provided in Refs. [22–
24], which makes use of open quantum random walks.
In this mechanism, a system with internal and spatial
degrees of freedom is coupled to an environment, with
the coupling between the system and the environment
causing the system to undergo a quantum random walk.
Open quantum random walks have been shown to obey a
central limit theorem [25, 26], which implies that quan-
tum systems undergoing open quantum random walks
will evolve towards a unique steady state.
Having shown that dissipation can be treated as a re-
source in quantum mechanics, and that it can be used to
enhance and create efficient quantum transport mecha-
nisms, we then ask if it is possible to create other dissi-
pation induced quantum transport mechanisms. In this
paper, we show that it is possible by considering a sys-
tem comprised of a lattice of two-level systems coupled
to an environment with a discrete number of energy lev-
els. We show that if the system and the environment are
weakly coupled to each other, it is possible to create an
efficient dissipation induced quantum transport scheme
for excited states of the system from one end of the lat-
tice to the other. Maximum efficiency can be achieved if
the number of energy levels present in the environment
is roughly of the same order of magnitude as the sys-
tem’s, if the spacing between energy levels of the system
is relatively large and if the ground state energy of the
environment is much less than that of the system’s.
The rest of the paper is divided into the following sec-
tions. Section 2 gives a general description of the system
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2and environment in terms of their respective Hamiltoni-
ans, and specifies as well the form of the Hamiltonian de-
scribing their interactions. Section 3 outlines the deriva-
tion of the master equation describing the dynamics of
the system, while Section 4 provides a description of the
dynamics of the system by examining the properties of
the numerical solution of the master equation of the sys-
tem. We summarize our results in Section 6.
II. A LATTICE OF TWO-LEVEL SYSTEMS
COUPLED TO AN ENVIRONMENT
The system S considered in this paper consists of a
one-dimensional lattice of two-level systems. The Hilbert
space corresponding to this system is given as HS =
HS,int ⊗ HS,pos, where HS,int and HS,pos are the sub-
spaces of the system’s Hilbert space corresponding to
the system’s energy and position, respectively. In this
Hilbert space, the system’s Hamiltonian has the follow-
ing form:
HS =
2∑
n=1
N∑
j=1
εnaˆ
†
naˆn ⊗ |j〉〈j|, (1)
where |j〉 is a basis vector in HS,pos corresponding to
node j in the lattice, which is finite, 1-dimensional and
has a total of N nodes. Also, the operator aˆn is the
annihilation operator defined in the Hilbert space HS,int
corresponding to the energy level εn for the system’s in-
ternal degrees of freedom.
Let the system S be coupled to an environment B,
which has a Hamiltonian HB whose explicit form is de-
fined in a Hilbert space HB as
HB =
M∑
k=1
Ek bˆ
†
k bˆk, (2)
where bˆk is the annihilation operator, defined in HB , cor-
responding to the energy level Ek of the environment B.
To describe the interaction between the system and the
environment, we assume that the coupling between the
system and the environment is linear in system operators
defined in HS and HB . Furthermore, we let those system
operators be aˆn ⊗ |j〉〈j| and bˆ†k which are defined in HS
and HB respectively. Then the interaction between the
system and environment is described by the following
Hamiltonian [1]:
HSB =
∑
k
2∑
n=1
N∑
j=1
gnkj aˆn ⊗ |j + 1〉〈j| ⊗ bˆ†k
+ g∗nkj aˆ
†
n ⊗ |j〉〈j + 1| ⊗ bˆk, (3)
where gnkj is the coupling constant describing the
strength of coupling between the system S and the en-
vironment B. We evolve the coupling Hamiltonian over
time, making use of the evolution equation
HSB(t) = exp
(
− i
~
(HS + HB)t
)
HSBexp
(
i
~
(HS + HB)t
)
.
In doing so, we obtain the following expression:
HSB(t) =
∑
n,k
N∑
j=1
e−
i
~ (εn−Ek)tgnkj aˆn ⊗ |j + 1〉〈j| ⊗ bˆ†k
+ e
i
~ (εn−Ek)tg∗nkj aˆ
†
n ⊗ |j〉〈j + 1| ⊗ bˆk.
(4)
From the form of HSB , we can then see that the cou-
pling between the system and the environment induces
a form of quantum transport of excitations in the sys-
tem from one lattice site to another, and in doing so
either raises or lowers the energy of the environment.
This quantum transport process of excitations can be de-
scribed more explicitly using a quantum master equation
for the system, which will be derived in the next section.
III. MASTER EQUATION FOR THE LATTICE
OF TWO-LEVEL SYSTEMS COUPLED TO AN
ENVIRONMENT
Allowing the system to interact with the environment
means that it is now an open quantum system, whose dy-
namics are described by a master equation which specifies
the time evolution of the density matrix describing the
system. This master equation can be obtained by mak-
ing use of the integral form of the von Neumann master
equation in the interaction picture, and by making use of
the Born approximation as well as the assumption that
the initial state is a product state [1]. In doing so, we will
then obtain the Redfield equation, whose general form is
given by
d
dt
ρS(t) = −
∫ t
0
ds [HSB(t), [HSB(s), ρS(t)⊗ ρB ]] . (5)
Here, ρS(t) is the density matrix describing the sys-
tem S. We make use of the Redfield equation rather
than the Born-Markov equation to describe the dynam-
ics of the open quantum system because we are interested
in determining the dynamics of the system over interme-
diate timescales, rather than over long timescales. Such
timescales are more realistic and experimentally realiz-
able, which implies that the resulting master equation
will be of greater use in experimental investigations of
the open quantum system. In deriving this equation, we
make use of the Born approximation, which states that
the total density matrix of the system coupled to the
environment has the form
3ρ(t) =
N∑
j=1
ρS(t)⊗ |j〉〈j| ⊗ ρB , (6)
where ρS(t) and ρB are the density matrices, defined in
the Hilbert spaces HS,int and HB , respectively, describ-
ing the state of the internal degrees of freedom of the
system and of the environment at node j of the lattice
and at the instant of time t.
Now for a system undergoing a quantum walk, the den-
sity matrix ρS(t) describing the system at time t can be
written as
ρS(t) =
∑
n,j
ρn,j(t), (7)
where ρn,j(t) describes the state of the system at en-
ergy level n and node j in the lattice. Inserting equations
4 and 6 into equation 5, we then obtain the following ex-
pression:
∑
j,n
d
dt
ρn,j(t)⊗ |j〉〈j| =
N∑
j=1
∑
n
(−iΓnj(t) [aˆnaˆ†n, ρS,j(t)]⊗ |j〉〈j|
+γnj(t)
(
2aˆnρn,j+1(t)aˆ
†
n −
{
aˆ†naˆn, ρn,j(t)
}))⊗ |j〉〈j|.
(8)
Details about the derivation of this master equation are
given in the appendix of this paper. Here, the coefficients
Γnj(t) and γnj(t) have the following form:
Γnj(t) =
∑
k
~
n − Ek |gkn|
2
(
1− cos
(
n − Ek
~
t
))
,
γnj(t) =
∑
k
~
n − Ek |gkn|
2 sin
(
n − Ek
~
t
)
. (9)
The resulting master equation is block diagonal in the
system Hilbert space HS = HS,int ⊗HS,pos just like the
density matrix of the system. However, the Lindblad
operator of the master equation, given by
Ln,k,j(ρS,j(t))
= −γnkj
(
2aˆ†nρS,j+1(t)aˆn −
{
aˆnaˆ
†
n, ρS,j(t)
})
, (10)
involves two internal states of the system, namely the in-
ternal state of the system at lattice site j + 1 and the
internal state of the system at lattice site j. This, to-
gether with the time dependence of the coefficients γn of
the Lindblad operator, signifies that Ln,j is not in Lind-
blad form, which implies that the time evolution of the
internal states of the system is non-Markovian. We will
explore the consequences of this non-Markovian behavior
of the system in the next section as we examine the dy-
namics of the system by numerically solving the master
equation.
IV. DYNAMICS OF THE SYSTEM
Having derived the master equation describing the dy-
namics of the system, we now solve it numerically to
enable us to analyze the dynamical behavior of the sys-
tem. In doing so, we will also be able to examine the
quantum transport mechanism described by the system-
environment interaction Hamiltonian given in section 2,
and determine the efficiency of such a process. In our
analysis, we make use of natural units.
For the initial state, we assume that it is localized at
node j = 1, and is then given as ρ(0) = ρS(0)⊗|1〉〈1|⊗ρB ,
where ρS(0) is the density matrix describing the initial
internal state of the system. Furthermore, we assume
that the system and the environment are weakly coupled
to each other, i. e. γnk << 1 and Γnk << 1. In all
computations, we assume that the initial internal state
ρS(0) of the system localized at node j = 1 is the ground
energy state of the system. To analyze the dynamics of
the system, we then compute for the probability that a
node |j〉 is occupied at time t as follows:
Pj(t) = |Tr (〈j|ρS(t)|j〉)| , (11)
where the trace is taken over the internal state ρ(t) oc-
cupying node j at time t.
By computing the occupation probability Pj(t) for var-
ious nodes, we find that an optimal quantum transport
scheme will result from the coupling of the two-level
system to the environment if the spacing between en-
ergy levels in the system and the environment are large
(∆E = Ee−Eg >> Eg), if the number of energy levels in
the environment is small, and if the ground state energy
of the environment is much smaller than the ground state
energy of the system (Eg,B << Eg,S). This is shown in
Fig. 1, which is a plot of the occupation probability Pj(t)
taken over all nodes at each time t. The plot shows that
initially, the state is localized at the origin, but as it
evolves, the probability that it will be found at the end
node increases while the probability that it is found at
any other node decreases. Eventually, the state is local-
ized at the end node of the lattice at an instant of time
t < N , where N is the number of nodes in the lattice.
Hence, if we define the speed of transport of the state as
vN = tmax,N/N, (12)
where tmax,N is the instant of time when the occupation
probability at the end node of the lattice reaches its max-
imum value, then for quantum transport of a state from
one end of a lattice to another to be efficient, vN < 1,
which is exactly what is observed for the quantum trans-
port scheme due to the coupling between the system and
the environment considered in this paper, for the condi-
tions specified above.
The effect of decreasing the spacing between the
ground and excited energy levels of the system is shown
4FIG. 1: Plot of the occupation probability Pj(t) of each node
in the lattice from j = 1 to j = 100 from t = 0 to t = 60,
with time step ∆t = 0.01, for a 2-level system with a large
gap between its ground and excited energy levels coupled to
an environment with 5 energy levels, a ground energy level
lower than the system’s, and large gaps between each of its
energy levels.
in Fig. 2. In particular, we see that for a relatively large
energy gap between the ground state and excited state
of the system, the coupling between the system and the
environment will drive the system towards a steady state
which occupies the end node of the system beginning at
an instant of time less than the number of nodes in the
lattice. This signifies that the transport process due to
the coupling between the system and the environment is
efficient, since the amount of time it takes for the end
node of the lattice to be occupied is less than the total
number of nodes in the lattice. On the other hand, the
smaller the energy gap between the ground state and ex-
cited state of the system, the smaller is the maximum
value of the probability that the end node of the lattice
is occupied.
Furthermore, as Fig. 2 shows, as the energy gap be-
tween the ground and excited states of the system de-
creases, the more likely that the steady state of the sys-
tem will not be one that occupies the end node of the lat-
tice. This implies that decreasing the energy gap between
the system’s energy levels also decreases the efficiency of
the quantum transport process due to the coupling be-
tween the system and the environment.
As for the effect of increasing the number of energy
levels available in the environment, Fig. 3 shows that
increasing the number of energy levels decreases the ef-
ficiency of the quantum transport process due to the
coupling between the system and the environment. In
particular, as the number of energy levels in the envi-
ronment increases, the instant when the probability that
the endpoint of the lattice is occupied is at its maximum
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FIG. 2: Plot of the probability that the end node of a 100-
node 1-D lattice is occupied as a function of time, for varying
energy gaps between the ground and excited states of the
system as indicated in the plot.
occurs at an earlier time. However, the maximum value
of this probability will also decrease. This then implies a
decrease in the efficiency of the quantum transport pro-
cess, since there is a nonzero probability that other nodes
in the lattice other than the endpoint are occupied.
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FIG. 3: Plot of the probability that the end node of a 100-
node 1-D lattice is occupied as a function of time, for varying
number of energy levels in the environment, as indicated in
the plot.
While the number of energy levels present in the en-
vironment has an effect on the efficiency of the quan-
tum transport scheme, the spacing between energy levels
in the environment apparently has no effect whatsoever.
Therefore, an environment with a small number of dis-
5crete energy levels of arbitrary spacing from each other,
coupled to a lattice of two-level systems, will create an
efficient quantum transport scheme from one end of the
lattice to the other.
Finally, there is the question of what exactly is the
state that is transported to the end node of the lattice.
To determine what state is transported to the end of the
lattice, we compute for the trace distance between the
state at the end of the lattice, as given by the density
matrix ρN (t) = ρ(t) ⊗ |N〉〈N |, and a desired final state
given by ρN,f = ρf ⊗ |N〉〈N |. The trace distance is
defined as
T (ρN (t), ρN,f ) =
1
2
Tr
(√
(ρN (t)− ρN,f )2
)
=
1
2
∑
j
|λj | ,
(13)
where λj are the absolute values of the eigenvalues of
the Hermitian matrix ρN (t)− ρN,f . As shown in Fig. 4,
the trace distance drops off to zero if ρN,f is an excited
energy state of the system, while it rises to one if ρN,f is
a ground energy state of the system. This signifies that if
the initial state of the system is the ground energy state,
then the state transported to the end of the lattice is
the excited energy state of the system. This is further
illustrated in Fig. 5, wherein the occupation probability
at the end of the lattice reaches its maximum value at
the same instant that the trace distance between ρN (t)
and ρN,f equals zero, signifying that the state that is
transported at the end of the lattice is indeed an excited
energy state of the system.
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FIG. 4: Plot of the trace distance between the time-evolved
state given by the density matrix ρN (t) at the end of a 100-
node 1-D lattice and a target final state ρN,f . The target final
states at the end of the lattice are either the ground state ρg
or excited state ρe of the system.
We note that the calculations and results obtained up
to this point in this section depend on the initial state of
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FIG. 5: Plot of the occupation probability (solid line) and
the trace distance between the time-evolved state given by
the density matrix ρN (t) (dashed line) at the end of a 100-
node 1-D lattice and a target final state ρN,f . The target final
state at the end of the lattice is the excited state ρe of the
system.
the system being in the ground energy state. If, however,
the initial state is not the ground state, then the efficiency
of the quantum transport scheme will be greatly affected.
In particular, as shown in Fig. 6, the probability that the
endpoint of the lattice will be occupied decreases if the
initial state localized at the beginning of the lattice has
the form
ρS(0) = αρg + βρe, (14)
where ρg and ρe are the density matrices corresponding
to the ground and excited states of the system. In fact,
the maximum value of PN will be equal to the coefficient
α in the expression for the initial state ρS(0) as given by
Eq. 14.
V. COMPARISON OF DYNAMICS OF THE
SYSTEM WITH THAT OF A SIMILAR
MARKOVIAN SYSTEM
Having analyzed the dynamics of the open quantum
system, we now compare it to the dynamics of a sim-
ilar system whose master equation was obtained using
the Born-Markov equation. In this approximation, the
timescale over which the system varies is much smaller
than the timescale over which the environment varies.
The system, environment and interaction Hamiltonians
of this open quantum system are given by Eqs. 1, 2
and 3 respectively, and the derivation of its master equa-
tion will follow lines similar to those given in the Ap-
pendix. However, the point of departure in deriving the
open quantum system’s master equation comes after Eq.
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FIG. 6: Plot of the occupation probability at the end of a
100-node 1-D lattice, for varying initial states of the form
ρ(0) = αρg + βρe.
A2. This is because the double commutator is integrated
over a semi-infinite time interval [0,∞) instead of over
a finite time interval [0, t]. In doing so, we obtain the
following form of the master equation for this system:
∑
j,n
d
dt
ρn,j(t)⊗ |j〉〈j| =
N∑
j=1
∑
n
(−iΓnj [aˆnaˆ†n, ρS,j(t)]⊗ |j〉〈j|
+γnj
(
2aˆnρn,j+1(t)aˆ
†
n −
{
aˆ†naˆn, ρn,j(t)
}))⊗ |j〉〈j|.
(15)
Here, the coefficients Γnj and γnj are time-
independent, and have the explicit form
Γnj =
∑
k
|gkn|2
∫ ∞
0
ds sin
(
n − Ek
~
s
)
,
γnj =
∑
k
|gkn|2
∫ ∞
0
ds cos
(
n − Ek
~
t
)
. (16)
We note that unlike in the master equation given by Eq.
8, the coefficients of the master equation given by Eq.
15 are time-independent. As we have done in the previ-
ous section, to analyze the dynamics of the system de-
scribed by Eq. 15, we compute for the probability that,
if the system’s initial state is an excited energy state lo-
calized at node |1〉, which is the starting point of the one-
dimensional lattice in which the system moves, the node
|j〉 is occupied in this system at time t, with this probabil-
ity given by Eq. 11. We then compare this to the proba-
bility that the same node is occupied in an open quantum
system which is described by Eq. 8 and whose initial
state is also an excited energy state localized at node
|1〉. Our results are summarized in Fig. 7. The figure
shows that for both the system described by Eq. 8 and
the system described by Eq. 15, the probability that the
node |N〉, which is the endpoint of the one-dimensional
lattice in which these systems are evolving, will attain
maximal values at instants of time t < N , with these
maximal values implying that both systems can be used
for efficient quantum transport of excited states from one
end of a one-dimensional lattice to another. However, we
also find that the instant when the open quantum sys-
tem described by Eq. 15 attains a maximal value for
Eq. 11 at |N〉 occurs much earlier than the instant when
the open quantum system described by Eq. 8 attains a
maximal value for Eq. 11 at |N〉. This suggests that if
one makes use of the Born-Markov approximation to ob-
tain the master equation describing the dynamics of the
open quantum system considered in this paper, then that
system can be used for dissipation-assisted efficient quan-
tum transport of an excited state from one end of a one-
dimensional lattice to another, and that such a quantum
state transport scheme will be much more efficient than
one which makes use of the same system but which does
not make use of the Born-Markov approximation. How-
ever, we note that the Redfield equation is much more
general than the Born-Markov approximation, since the
former does not make any requirements regarding the
timescales over which the system and the environment
vary. As such, the use of the Born-Markov approxima-
tion will be able to provide a qualitiative description of
the efficiency of the dissipation induced quantum trans-
port scheme considered in this paper, but the use of the
Redfield equation will allow us to consider more systems
that can be used to physically realize this quantum trans-
port mechanism.
VI. ANALYSIS AND DISCUSSION
From the previous section, we found that it is possi-
ble to construct a dissipation induced quantum transport
mechanism for excited states of a two-level system in a
lattice by weakly coupling it to an environment with a
small number of discrete energy levels. The resulting
quantum transport mechanism will be efficient, in that
the amount of time it will take to transport the excited
energy state of the system from one end of the lattice to
the other will be less than the number of nodes in the
lattice.
Such a quantum transport mechanism has the ad-
vantage of eliminating active control over the system
throughout the process. Rather, it is the interaction be-
tween the system and the environment that allows the
quantum transport scheme to be carried out. All that is
necessary to allow the quantum transport scheme to be
carried out is to prepare and localize the initial state at
one end of the lattice.
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FIG. 7: Plot of the probability that the end node of a 100-
node 1-D lattice is occupied as a function of time, for an
open quantum system described by Eq. 8 (solid line) and 15
(dashed line) respectively.
We note that the quantum transport scheme for the
system described in this paper is optimized for transport-
ing excited states from one end of the lattice to another,
with the initial state being the ground state for the sys-
tem. However, the state that is transported to the other
end is orthogonal to the initial state of the system local-
ized in one end. There is no other mechanism present in
the system other than its coupling with the environment
to explain why the initial state localized in one end of
the lattice is different from the state transported to the
other end. As such, not only does the coupling between
the system and the environment induce transportation of
excited states from one end of the lattice to another, it
also excites the initial state of the system from the ground
to the excited energy level. Hence, a full description of
the dissipation induced quantum transport scheme due
to the coupling between the system and the environment
described in this paper can be given as follows: if the
initial state of the system is in the ground state and is
localized at one end of the lattice, the interaction be-
tween the system and the environment will first raise the
energy of the initial state to the excited level, then will
cause the excited state to be transported to the other end
of the lattice at an instant of time less than the number
of nodes in the lattice.
The results obtained in the previous section also imply
that even if the initial state of the system is not entirely
in the ground state, but rather is a superposition of the
system’s ground and excited states, coupling the system
to the environment described in this paper will still cause
an excited state of the system to be transported from one
end of the lattice to the other. However, the efficiency
of this quantum transport scheme in transporting the
system’s excited state from one end of the lattice to the
other will be reduced, since the probability that the state
transported to the end of the lattice is an excited state
will be less than one. Instead, what is transported to the
other end of the lattice is the ground state of the system.
Nevertheless, the coupling between the system and the
environment still results in a dissipative quantum trans-
port scheme for either ground or excited energy states
of the system, which first changes the energy of the ini-
tial state before transporting the resulting excited or de-
excited energy state of the system from one end of the
lattice to the other end.
Finally, we note that the qualitative behavior of this
dissipative quantum transport mechanism can be ob-
tained using a master equation obtained using the Born-
Markov approximation. Such an approximation will give
us a much simpler form of the master equation, since
its coefficients will be time-independent. However, it im-
poses more constraints onto the system, in particular re-
quiring that the environment varies much more slowly
over time than the system, a requirement which may
limit the types of systems that can realize this quantum
transport mechanism. Nevertheless, the use of the Born-
Markov approximation to describe this quantum trans-
port scheme is still useful, due to the simplicity of the
resulting master equation that allows for quicker and eas-
ier analysis of the dynamical behavior of the mechanism,
as well as the qualitative similarity of the dynamical be-
havior described by this equation with that described by
the Redfield equation for this same quantum transport
scheme.
However, there are still issues that need to be resolved
with this quantum transport scheme, foremost of which
is its physical realizability. In particular, there is the
question of what the explicit form of the system and the
environment that can be used to realize this quantum
transport scheme. One possible physical realization of
this quantum transport scheme can be accomplished by
taking an ensemble of two-level ultracold atoms confined
to a lattice as our system, and weakly coupling these
two-level atoms in the lattice to a Bose-Einstein Con-
densate (BEC), whose ground state energy is much less
than the ground state of the two-level atoms in the lat-
tice. We note that BECs have been proposed as environ-
ments coupled to particular systems before, in particular
in Refs. [4–6, 8]. They are able to absorb and emit excita-
tions from and into the system to which they are coupled,
in effect serving as energy reservoirs. In doing so, they
can be used to realize dissipative quantum preparation
and transport schemes for a variety of states. As such,
this makes them a natural choice as the environment for
the dissipation induced quantum transport scheme de-
scribed in this paper. We leave the issue of the physical
realization of this quantum transport scheme, as well as
other possible issues arising from the formulation of the
scheme, for future work.
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Appendix A: Derivation of the Master Equation
To obtain Eq. 8, we first evaluate the double commuta-
tor
[
HSB(t),
[
HSB(s),
∑
j ρS(t)⊗ |j〉〈j| ⊗ ρB
]]
. Substi-
tuting equations 4 and 6 into this expression, we obtain
the following:
HSB(t),
HSB(s),∑
j
ρS(t)⊗ |j〉〈j| ⊗ ρB
 =
N∑
j=1
∑
n,n′
∑
k,k′
e
i
~ (εn′−Ek′ )te−
i
~ (εn−Ek)sg∗n′k′gkn
×
(
aˆ†n′ aˆnρn,j(t)⊗ |j〉〈j| ⊗ bˆk′ bˆ†kρB
−aˆnρn,j(t)aˆ†n′ ⊗ |j + 1〉〈j + 1| ⊗ bˆ†kρB bˆk′
−aˆ†n′ρn,j(t)aˆn ⊗ |j〉〈j| ⊗ bˆk′ρB bˆ†k
+ρn,j(t)aˆnaˆ
†
n′ ⊗ |j + 1〉〈j + 1| ⊗ ρB bˆ†k bˆk′
)
+
N∑
j=1
∑
n,n′
∑
k,k′
e−
i
~ (εn′−Ek′ )te
i
~ (εn−Ek)sg∗n′k′gkn
×
(
aˆn′ aˆ
†
nρn,j(t)⊗ |j + 1〉〈j + 1| ⊗ bˆ†k′ bˆ†kρB
−aˆ†nρn,j(t)aˆn′ ⊗ |j〉〈j| ⊗ bˆkρB bˆ†k′
−aˆn′ρn,j(t)aˆ†n ⊗ |j + 1〉〈j + 1| ⊗ bˆ†k′ρB bˆk
+ρn,j(t)aˆ
†
naˆn′ ⊗ |j〉〈j| ⊗ ρB bˆk bˆ†k′
)
.
(A1)
We then take the trace of Eq. A1 over the envi-
ronment variables, noting that Tr
(
bˆ†k′ bˆkρB
)
= 0 and
Tr
(
bˆk′ bˆ
†
kρB
)
= δk′,k. Thus, we obtain the following ex-
pression:
TrB
HSB(t),
HSB(s),∑
n,j
ρn,j(t)⊗ |j〉〈j| ⊗ ρB
 =
N∑
j=1
∑
n,n′
∑
k
e
i
~ (εn′−Ek)te−
i
~ (εn−Ek)sg∗n′kgkn
× (−aˆn′ρn,j(t)aˆ†n ⊗ |j〉〈j|+ ρn,j(t)aˆ†naˆn′ ⊗ |j + 1〉〈j + 1|)
+
N∑
j=1
∑
n,n′
∑
k
e−
i
~ (εn′−Ek)te
i
~ (εn−Ek)sg∗n′kgkn
×
(
aˆ†n′ aˆnρn,j(t)⊗ |j + 1〉〈j + 1| − aˆnρn,j(t)aˆ†n′ ⊗ |j〉〈j|
)
.
(A2)
We then make use of the boundary condition |N + 1〉 =
|1〉, and in doing so we can factor out the position ma-
trices |j〉〈j| in the double commutator. Next, we inte-
grate the double commutator over the time variable s,
and simplify the resulting expression. This results in the
following expression:
∫ t
0
ds TrB
HSB(t),
HSB(s),∑
j
ρS(t)⊗ |j〉〈j| ⊗ ρB
 =
N∑
j=1
∑
n,n′
∑
k
i~
εn − Ek
(
e−
i
~ (εn−Ek)t − 1
)
e
i
~ (εn′−Ek)tg∗n′kgkn
× (−aˆn′ρn,j+1(t)aˆ†n + ρn,j(t)aˆ†naˆn′)⊗ |j〉〈j|
−
N∑
j=1
∑
n,n′
∑
k
i~
εn − Ek
(
e
i
~ (εn−Ek)t − 1
)
e−
i
~ (εn′−Ek)tg∗n′kgkn
×
(
aˆ†n′ aˆnρn,j(t)− aˆnρn,j+1(t)aˆ†n′
)
⊗ |j〉〈j|.
(A3)
Next, we apply a rotating wave approximation to Eq.
A3, wherein we set εn′ ≈ εn, and in doing so diagonalize
the expression in n. In doing so, we can simplify Eq. A3,
giving us the following equation:
∫ t
0
ds TrB
HSB(t),
HSB(s),∑
j
ρS(t)⊗ |j〉〈j| ⊗ ρB
 =
N∑
j=1
∑
n
∑
k
i~
εn − Ek
(
1− e i~ (εn−Ek)t
)
|gkn|2
× (−aˆnρn,j+1(t)aˆ†n + ρn,j(t)aˆ†naˆn)⊗ |j〉〈j|
−
N∑
j=1
∑
n,n′
∑
k
i~
εn − Ek
(
1− e− i~ (εn−Ek)t
)
|gkn|2
× (aˆnaˆnρn,j(t)− aˆ†nρn,j+1(t)aˆ†n)⊗ |j〉〈j|.
(A4)
9Finally, adding up both sums in Eq. A4, we obtain the
master equation given by Eq. 8 with the coefficients de-
fined as in Eq. 9.
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