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Abstract
A model for synchronization of coupled Nakano’s chaotic circuits is
studied. The Nakano circuit consists of a simple RLC circuit with a switch
voltage-depending reset rule which generates a discontinuous dynamics. Thus,
the model that we study is a network of identical spiking oscillators with
integrate-and-fire dynamics. The coupling between oscillators is linear, but
the network is subject to a common regime of reset depending on the global
state of the oscillator population. This constitutes the simplest way of build
pulse-coupled networks with arbitrary topology for this type of oscillators,
and it allows the emergence of synchronous states and different reset regimes.
The main result is that under certain hypothesis over the weight matrix
(that represents the network topology) the different reset regimes match and
the formalism of the master stability function can be generalized in order to
study the stability of the synchronous state and the discontinuous dynamic
of the network. Also, the low dimensionality of the Nakano’s circuit al-
lows to implement the saltation-matrix method and numerical simulations
can be performed in order to analyze the role of the coupling mode in the
synchronization regime of the network and the influence of the voltage-type
variables.
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1 Introduction
The integrate-and-fire models (IFMs) are known to be one of the simplest neuronal
models, which in turn replicate a large number of present behaviors in biological
neurons, such as spikes, bursting, mode-locked states, etc. [9, 4]. At the same
time, using the IFMs, a specific type of networks called pulse-coupled networks
can be constructed. The analysis of the synchrony of these networks is important
not only as basic nonlinear problems but also as an approach to many biological
systems as pacemaker cells of the heart [20], flashing of fireflies populations [14],
segregation of insulin in the pancreas [22], etc.
On the other hand, consideration of electric circuit versions of integrate-and-
fire systems is important in view of obtaining more realistic and plausible systems
of experimental implementations. Also the synchronous phenomenon in pulse-
coupled network of these oscillators has been studied due to its relation with
models of voltage-coupled cells [13, 3] and some engineering applications, for
example chaos-based communications systems [1] and artificial neural networks
[8].
This paper concerns the emergence of synchrony in a specific pulse-coupled
network. Our work was inspired by the Nakano’s chaotic circuit [16], which con-
sists of a simple RL C circuit with a self-regulating switch. Despite its simplic-
ity, the circuit presents complex behaviors as bursting states and chaotic oscilla-
tions. In turn, the system that describes the temporal evolution of the circuit is
one of the simplest two-dimensional chaotic discontinuous systems. In the past,
the Nakano’s oscillator was studied as an isolated node or coupled in the limited
cases of a master-slave configuration of two nodes or in ring configurations. In
this work, we generalize that type of coupling by considering networks that have
arbitrary number of nodes and any desired topology. This network model guaran-
tees the existence of a synchrony solution and allows to raise the problem of its
stability.
In recent years, the application of the master stability function (MSF) [18, 19]
to the study of synchronization in discontinuous oscillator networks has begun
to be of interest, and its adaptation has been carried out for a wide family of
neural integrate-and-fire models [5, 6, 12]. At the same time, problems such as
the appearance of different reset regimes in the nodes and their influence on the
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variational equation [17, 21] or the prediction of synchronization clusters have
required expanding the used formalism.
The main goal of this work is the construction of a network model that presents
the necessary conditions to expand the classic MSF in this new context. The fea-
tures of the Nakano’s model allow the construction of a network whose structure
guarantees conditions to control the different reset regimes of its variational equa-
tion. In this way it is possible to consider the formalism of the MSF for networks
that have a matrix of weights satisfying a specific condition (that we have called
“doubly balanced”). In turn, the low dimensionality of the Nakano’s model al-
lows the implementation of the saltation-matrix method [15, 7, 11] to evaluate
the exponents of Lyapunov required by the MSF. Finally, the numerical stability
of these evaluations makes it possible to compare the influence of the coupling
regime (and in particular those that involve the voltage-type variables) through its
MSF corresponding to the symmetric networks.
In Section 2 we show the Nakano circuit and the impact system that describes
its temporal evolution. We also introduce the dummy coupling and its generaliza-
tion for arbitrary topologies. In Section 3 we introduce the hybrid networks of an
arbitrary number of nodes subject to a common restart, and show the existence
of a synchrony solution and show how the approach of the variational equation
gives rise to different reset regimes. Also, we define a condition that guarantees
the control of such regimes. In Section 4 we use the mentioned hypotheses and
expand the MSF for this new type of network. In 5, through the saltation matrix
method, we give a method to evaluate the exponents of Lyapunov and the MSF
of the Nakano oscillator. Finally, in Section 6, through the numerical simulations
implemented with the methods of the previous sections, we investigate the influ-
ence of the different types of coupling, and exhibiting the stabilizing effect that
the couplings through the variable voltage-type possess.
2 The Nakano-Saito model
We consider the following integrate-and-fire model introduced by Nakano and
Saito in [16], it consists of a RL C circuit with a switched regime given by a
3
-R
L
i
S
E
C
−
+
VT
MM
COMP
+
v
-
Figure 1: Model of Nakano-Saito circuit given by the system (1). In the figure,
−R, COMP and MM denote a linear negative resistor, a comparator and a monos-
table multivibrator, respectively. If the capacitor voltage reaches the thresholdVT ,
the COMP triggers the MM to output a signal that closes the switch S and v is
reset to base voltage E .
condition on the voltage variable:

C
dv
dt
= i
L
di
dt
=−v+Ri
v(t−) = VT → (v(t
+), i(t+)) = (E , i(t−)).
(1)
v, i are the voltage and current variables, R, L , C are the constants corresponding
to the resistance, the inductance and the capacitor respectively. VT and E are the
threshold and base voltage for the switch condition. In Figure 2 the circuit model
is showed.
Suppose that (1) has unstable complex characteristic root ρω + iω
ω2 =
1
L C
−
(
R
2L
)2
> 0, ρ =
R
2ωL
> 0. (2)
4
−1.5 −1.0 −0.5 0.0 0.5 1.0 1.5
x1
−1.5
−1.0
−0.5
0.0
0.5
1.0
1.5
2.0
x
2
vR
vth
0 50 100 150 200 250
Time
−1.5
−1.0
−0.5
0.0
0.5
1.0
1.5
x
1
Figure 2: Nakano-Saito chaotic oscillator (parameters: ρ = 0.1, vR = 0).
Now, we use the following dimensionless variables and parameters:
τ = ωt
vR =
E
VT
x1 =
v
VT
x2 =−
ρ
VT
v+
1
ωC VT
i.
(3)
For brevity we write x± = limε→0± x(t + ε). The derivatives are with respect to
τ . So, the system (1) is transformed into{
x˙= Ax
x−1 = 1→ x
+ = Rx−+ I,
(4)
where
x=
(
x1
x2
)
, A =
(
ρ 1
−1 ρ
)
, R =
(
0 0
0 1
)
, I =
(
vR
ρ(1− vR)
)
.
System (4) has an unstable equilibrium of focus type in 0, and exhibits bursting
states. In particular, the divergent vibration and the firing switch acts as stretching
5
and folding mechanisms, respectively, which are fundamental for chaos genera-
tion. In [16] the chaotic behavior of system (4) was proved, and the synchrony
of two coupled systems in a master-slave configuration was investigated too, see
Figure 2. In addition, as is usual in integrate-and-fire systems, the variable that is
selected for the reset condition is called the voltage-type variable [3]. In this case
it is variable x1, which is proportional to the variable that measures the voltage in
system (1).
We are interested in the collective behavior that emerges from a particular
coupling way, called dummy slave. Consider a master node x= (x1,x2) given by
system (4), and a slave node y = (y1,y2) coupled as follow:{
y˙ = Ay+Ex
x−1 = 1→ y
+ = Ry−+ I,
(5)
where E ∈ R2×2. The previous system is the simplest way to couple these oscil-
lators and is used as a first approach to study other more intricate couplings (see
again [16]). So, as approach to general case, we consider networks of arbitrary
number of nodes mutually coupled in that way. This way of coupling, we will see,
allows a simpler reset regime.
Our generalization of the dummy-slave coupling allows us to obtain a network
with a single reset regime. In turn, this allows us to study how certain inputs that
measure the global state of nodes influence the stability of synchrony solution.
The key to our model is to take a measure of the global behavior of the network
(in our case it is the average of the voltage-type variables). The value of this
measure is received by an external comparator that evaluates its magnitude. When
a certain value is reached, the comparator issues the network reset order. For
simplicity, we maintained an affine linear function as reset rule. See Figure 2.
As we will see, this global feedback allows the appearance of different synchrony
regimes.
3 Hybrid Recurrent Networks
We consider the next hybrid network (we use such name because the system is
hybrid in the nomenclature of [7]) of n linear oscillators xi ∈ R
2, with A ∈ R2×2,
L = (li j) ∈R
n×n a laplacian matrix (that is, the sum over each row is zero, i.e. the
network is balanced) and the matrix E ∈ R2×2, which captures the way in which
information among nodes is being exchanged by identifying what states a node
6
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n ∑i F.xi
]
[x+ = Rx−+ I]
Reset order
Figure 3: Symbolized diagram of the network model with a global feedback. The
system of coupled nodes send a measure of the global activity and it is analyzed
by the COMP element. If certain condition is fulfilled (to reach certain threshold
for example), so COMP sends a reset order to the nodes.
transmits to its neighbors:

x˙i = Axi +
n
∑
j=1
li jEx j
1
n
n
∑
k=1
F.x−k = 1→ x
+
j = Rx
−
j + I,
(6)
also F ∈ R2, R ∈ R2×2 is the reset matrix and the vector I ∈ R2 is called input.
Suppose now that there is a synchronous state (or synchrony solution) s(t) =
x1(t) = ... = xn(t). Because the sum of each row of the L matrix is zero, such
solution is given by the system{
s˙= As
F.s− = 1→ s+ = Rs−+ I.
(7)
Note that if we replace the values of matrices A, E, I with those given in the
previous section and take F = (1,0), then the synchrony solution is solution of
Nakano’s system.
Now consider the average variable u =: 1
n ∑ixi, and write the variational
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equation around s(t): consider the variation δxi = xi−s. Using that
n
∑
j=1
li j(Exi−Es) =
n
∑
j=1
li jEδx j,
and s+ = Rs−+ I, we have the next variational system (I2 is the identity matrix
of dimension 2):

δ x˙i = Aδxi +
n
∑
j=1
li j(Exi−Es) = Aδxi +
n
∑
j=1
li jEδx j
F.s− = 1→ δx+i = δx
−
i +(I2−R)s
−− I
F.u− = 1→ δx+i = Rδx
−
i − (I2−R)s
−+ I.
(8)
We observe that there are two conditions (or regimes) for resetting the systems,
and each condition has its own reset rule.
Similar scenarios can be found in [17]. There, the problem of different regimes
is approached by considering sums of mass-point functions for the instants of reset
and re-writing the system to introduce them. Here, we consider an alternative
approach.
We introduce an additional condition on the network topology: we will ask
that the sum along each column of the weights matrix L is also zero (we say
that the matrix is doubly balanced in this case). This condition contemplates the
traditional case of non-directed graphs (in this case, the matrix L is symmetric).
Assuming the network is doubly balanced, we have the following:
u˙=
1
n
n
∑
i=1
x˙i =Au+
1
n
n
∑
i=1
n
∑
j=1
li jEx j
= Au+
1
n
n
∑
j=1
(
n
∑
i=1
li j
)
Ex j
= Au.
(9)
In addition the reset rule is transformed into the following expression:
1
n
n
∑
j=1
F.x−j = F.u
− = 1→ u+ = Ru−+ I. (10)
Finally, we obtain that the average solution obeys the system{
u˙= Au
F.u− = 1→ u+ = Ru−+ I.
(11)
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But observing that the systems (7) and (11) are the same, we get that for a doubly
balanced network its synchrony solution matches with the averages of nodes. So,
we conclude that the structure of the network (represented through the matrix L)
produces the coincidence of the reset regimes.
4 Extension of MSF
If u = s, then the variables xi and s reset at the same time by the same rule. so
we will have that system (8) becomes in

δ x˙i = Aδxi +
n
∑
j=1
li j(Exi−Es) = Aδxi +
n
∑
j=1
li jEδx j
F.s− = 1→ δx+i = Rδx
−
i .
(12)
Note that the previous system is an hybrid system whose reset condition is
independent of the state of the nodes and only depends on the frequency of s(t).
That is, the evolution of variation and resetting are “decoupled”.
Now we write everything with the usual Kronecker product. Let be δx =
(δxi, ...,δxn). We obtain{
δ x˙= (In⊗A)δx+(L⊗E)δx
F.s− = 1→ δx+ = (In⊗R)δx
−
.
(13)
Let P ∈ Rn×n be such that L = PΛP−1, where Λ is diagonal, and make the
change of variables (P⊗ I2)ξ = δx.
So, we have
(P⊗ I2)ξ˙ = (In⊗A)(P⊗ I2)ξ+(PΛP
−1⊗E)(P⊗ I2)ξ. (14)
Using properties of the Kronecker product we finally get
ξ˙ = (In⊗A)ξ+(Λ⊗E)ξ. (15)
For the reset conditions we have
F.s− = 1→ ξ+ = (P⊗ I2)
−1(In⊗R)(P⊗ I2)ξ
−
= (P−1⊗ I2)(P⊗R)ξ
−
= (In⊗R)ξ
−
.
(16)
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Finally, knowing that the matrix Λ is diagonal, we can decouple the different
normal modes in the usual way. Let be λi = α + iβ and ξi = η, we have that each
block obeys the equation: {
η˙ = Aη+(α + iβ )Eη
F.s− = 1→ η+ = Rη−,
(17)
where the orbit s is given by the system (7).
In this way, we can use the system (17) to define the MSF in the usual way as
the maximum Lyapunov exponent for given λ = α + iβ , and thus we can analyze
the stability of the synchronous state.
5 Evaluating the MSF
For evaluating the MSF, we join the previous system (17) with (7):

s˙= As
η˙ = Aη+(α + iβ )Eη
Fs− = 1→
s+ = Rs−+ I
η+ = Rη−
(18)
We take system (18) and use a more compact notation, where λ = α + iβ :
A¯ =
(
A 0
0 A+λE
)
, R¯ =
(
R 0
0 R
)
, I¯ =
(
I
0
)
, F¯ =
(
F
0
)
,
where 0 represents null-matrices with adequate size.
Now we define the variable η¯ = (s,η)T . In this way, we write the system (18)
in a more compact way: {
˙¯η = A¯η¯
F¯.η¯− = 1→ η+ = R¯η−+ I¯.
(19)
Let tk,k ∈N be the instants where there is a reset of variable η¯, and let Q(t) be
the saltation matrix of the system (19) (see Chapter 2 of [7]). Write G(t)= exp A¯t,
so we have the next approximation to the variation δ η¯:
δ η¯(tn) = Q(tn)G(tn− tn−1)...Q(t1)G(t1− t0)δ η¯(t0). (20)
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But since we want to evaluate the maximal Lyapunov coefficient of (17), we
consider only initial variations of the form
δ η¯(0) =


0
...
0
δη1(0)
...
δηm(0)


(21)
and use the formula (20) to approximate the limit
Λmax = lim
k→∞
1
tk
log
(
‖δ η¯(tk)‖
‖δ η¯(0)‖
)
. (22)
5.1 The saltation matrix
Let’s write [A,B] = AB−BA, where A,B are square matrices with the same size.
Also, write η¯∗ = (s∗,η∗) the cut points in which the variable η¯ is reset. Then,
according to the given formula for the saltation matrix Q of (19) (see the Section
2.5 of [7]), we have:
Q(η¯∗) = R¯+
(
A¯R¯η¯∗+ A¯I¯− R¯A¯η¯∗
)
F¯⊤
F¯⊤A¯η¯∗
=
(
R 0
0 R
)
+
1
F⊤As∗
(
[A,R]s∗F
⊤+ IF⊤ 0
[A+λE,R]η∗F
⊤ 0
)
.
(23)
We only conserve the fourth block of the matrix (23) because we use the for-
mula (20) with an initial variation (21):
Q
′ = R, (24)
Let be G′(t) = exp(A+λE)t, now we can use equation (22). It will be enough to
evaluate the quotient
1
tk
log
(
‖Q′(tk)G
′(tk− tk−1)...Q
′(t1)G
′(t1)δη(0)‖
‖δη(0)‖
)
, (25)
for a large enough k ∈ N.
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6 Application to Nakano-Saito oscillator
Now we consider hybrid networks of oscillators which have the form x˙ = Ax.
These networks generalize the dummy slave exposed in the first section. We study
the case of nodes coupled in different ways given by a matrix E.
First we consider the classical coupling used as canonical test for evaluations
of MSF. After we consider another coupling which if of interest in the design of
electronic circuits.
In addition, we will take advantage of the stability of the simulations in order
to investigate in detail different types of couplings, and we will see how those
that privilege the voltage variable are fundamental in the generation of stability
regimes.
In the simulations make with formula (25), we take k = 50 for obtaining the
MSF map showed in the figures.
6.1 The canonical case
We study the hybrid network of oscillators only coupled in the first variable by a
laplacian double-balanced matrix L . Consider
E = E11 =
(
1 0
0 0
)
, F =
(
1
0
)
, I =
(
vR
ρ(1− vR)
)
. (26)
Considering a network like (6) with the parameters mentioned above, we obtain
an hybrid network whose synchronization solution s(t) is a Nakano-Saito oscil-
lator given by (4). As we can see in Figure 4, synchronous and non-synchronous
behaviors are possible in these networks.
Applying the formalism of previous section, we can evaluate the MSF of the
hybrid network (6) for this oscillator. We can see in Figure 5 that the stability
of the synchronous state is guaranteed for eigenvalues λ with negative real part
sufficiently far from zero. In addition, as is common in these maps, we can observe
a well region (the dark blue region) where the synchrony is more robust.
6.2 Coupling by the current variable
Often systems like (1) are coupled by the current variables:
L
dik
dt
=−vk +Rik +∑
j
wk j(vk− v j). (27)
12
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Figure 4: Synchronous and non-synchronous behavior of the variable x1, of net-
works with a structure of complete non-directed graph (nine nodes), and random
values of couplings. In black, the synchrony solution is plotted (parameters:ρ =
0.1, vR = 0).
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Figure 5: MSF of the hybrid network with Nakano-Saito oscillator as synchronous
state coupled by the matrix E11 (parameters:ρ = 0.1, vR = 0).
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Figure 6: MSF of the hybrid network with Nakano-Saito oscillator as synchronous
state coupled by the matrix E21 (parameters:ρ = 0.1, vR = 0).
If we use the aforementioned dimensionless variables, we obtain an hybrid net-
work like (6) coupled by the matrix
E = E21 =
(
0 0
1 0
)
. (28)
This is one of the most interesting couplings, as we will see in the next section.
In Figure 6 we can observe a more complicated region of synchrony than
in the previous example, with zones of the left half-plane where synchrony is
not possible. Then we can conclude that the synchrony is more sensitive to the
topology of the network for this type of couplings (since new regions of non-
synchronization appear). Although again we see a well region (the dark blue
region) where the synchrony is more robust.
Numerical simulations of hybrid networks with E21 coupling are shown in
Figure 7. Temporal standard deviation of the first variables of nodes has been
15
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Figure 7: Temporal evolution of the standard deviation of the first variable for
different network structures, with connection E21 (parameters:ρ = 0.1, vR = 0).
The value of the standard deviation is close to zero near the synchronization state.
The top image corresponds to the complete graph, and the L matrix is its adjacency
matrix, for the second image a symmetric matrix with random entries was used
(the entries are in the interval (−1,1) and the values of the diagonal entries are
equal to the sum of the remaining entries of the row). The abrupt change to the
synchrony regime with the complete graph is striking. Finally, the bottom image
corresponds to a matrix balanced by both rows and columns, with random entries
in (−1,1) and null diagonal. In the pictorial representation of the matrices, the
dark green shades correspond to values close to 1 and the light green shades to -1.
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Figure 8: The distribution of their eigenvalues is plotted in the figure, and it can be
seen how the inside/outside position of the respective eigenvalues coincide with
the synchrony simulations shown in the previous figures. The dark blue areas
correspond to the synchrony regions of the network.
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taken as synchrony indicator, thus the case σ = 0 corresponds to the synchrony
state. The network is simulated for three different configurations (case of com-
plete network, symmetric random network and other random directed network).
Figure 8 shows the distribution of the eigenvalues of the simulated network con-
figurations together with the MSF. It can be appreciated the coincidence between
the predicted behavior of the network and the simulated one.
6.3 Other couplings
We will concentrate only on networks with non-directed connections, to study the
impact of the E matrix that selects the coupling mode. In this case, the matrix L
is symmetric, and all its eigenvalues are real. Thus, the evaluation of the MSF is
simplified to case λ ∈ R.
We will consider different couplings: the family of the Ei j matrices (which
possess the i j-entry equal to 1 and zero the others entries), the identity coupling
E = I2, and the coupling through the following matrix
G =
(
0 1
1 0
)
. (29)
The simulations of the MSF corresponding to the couplings E11,E21,E22 and
I2 were performed using the formula (25) with K = 50. In all these cases, near
zero there is a change in stability the synchronization solution from right to left
along the real axis. The horizontal part of the curve corresponding to the coupling
I2 is due that in the numerical implementation the value of ‖δηk‖ was lower than
the allowed tolerance ε = 10−100. So, that value was taken as an estimate. In this
way, the constant part of the curve does not match the correct value ofΛmax (in fact
its value is much smaller) but it does guarantee its negative sign. The plot of the
MSF corresponding to that couplings can be seen in Figure 9. Finally, we compare
the curves and obtain that the coupling E21, unlike the others, presents disjoint
intervals of stability, which allows to infer a richer behavior of the networks that
use it.
On the other hand, the MSF of the couplings E12 and G could not be estimated
in the same range as the previous ones due to the numerical instability they pre-
sented. However, the calculation could be performed in a smaller neighborhood
of λ = 0 with the same precision as the previous ones. The direction of stability
changes in these two couplings unlike the previous couplings. In Figure 10 we can
see how the instability region ends to the right of the value λ = 0 and the stability
region continues as the parameter grows.
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Figure 9: Sectional cut of the MSF (ℑ(λ ) = 0) for the couplings E11,E21,E22 and
I2. The right graph shows how the stability region begins just before the zero
value. We can also identify in each curve some well region, as is usual in these
diagrams. Finally we see that in the case of the coupling E21 there are others
stability zone to the right of λ = 0.
We conjecture that such a change of direction is due to the influence of the
variablex2 onx1 because the growth of the variablex2, unlikex1, is not restricted
by any threshold and the reset does not change its magnitude. Thus, their influence
on x1 tends to increase the frequency with which resets occur, destabilizing the
network (we can see that the slope in the changes of the stable regions is much
greater than in the previous couplings).
Conclusions
In this work the appearance of synchronous behaviors in a particular type of pulsed
coupled networks with global feedback was studied. Like classic synchronization
works, our network consists of coupled identical nodes. Each node of network
represents a Nakano type circuit, and they are linearly coupled. However, the
action of a common reset to the entire network (given by the average of the voltage
variables) produces a discontinuous dynamics of integrate-and-fire type.
Due to certain characteristics of this network, several of the usual formalism
(mainly the MSF and the saltation matrix) could be generalized and expressed
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Figure 10: Sectional cut of the MSF (ℑ(λ ) = 0) for the couplings E12 and G. We
can see how in the coupling E12, the appearance of the stability region occurs as
the value λ increases, while in the case of G there is a ”gap” of stability between
the values (−1,1). In turn, we observe that stability changes are muchmore abrupt
than in the other couplings considered.
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through closed forms.
In this way it was possible to investigate how a global reset rule generates syn-
chrony states and how the reset regimes can be canceled under certain hypotheses
about the topology of network. Also different coupling modes can be compared.
On this last point, it should be noted that after comparisons of different coupling
modes, those involving the voltage variables acting on the current ones stand out.
This type of coupling exhibits a more robust synchrony and the appearance of dif-
ferent stability gaps. This variety of behaviors makes this coupling the candidate
to develop control mechanisms for this type of networks.
However, it is still pending to explain the nature of these behaviors, as well as
to expand these formalism to more complex and higher dimensional systems than
the Nakano circuit. On the other hand, although taking the average of the variables
as restart, allowed us to study in detail the synchrony, in future works the rule of
restart must be replaced by more realistic ones. Some of the possible couplings
are random choices of nodes, connections with delay [10] or linear functions such
like those used in [2].
Finally, all these studies will also involve sophisticated numerical tools. Al-
though the MSF is a tool that provides invaluable information on network dynam-
ics, in future studies we will incorporate new approaches such as phase curve re-
sponse or mean-field quantities, which allow us to account for different behaviors
such as the transition between synchrony states and asynchrony [18], anticipated
synchrony [23], or traveling waves through the network connections [9].
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