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Einleitung
In vielen Wissenschaften fu¨hrt die Modellbildung auf partielle Differentialgleichungen. So
werden vor allem in der Physik (Schwingungen, Wa¨rmeleitung, Wellenausbreitung, Diffu-
sion, Schro¨dinger-Gleichung), aber auch in vielen anderen Disziplinen wie der O¨konomie
(Black-Scholes-Modell zur Bewertung von Finanzoptionen), der Biologie (Populationsdy-
namik) und der Medizin (Zellwachstum) die Lo¨sungen partieller Differentialgleichungen
beno¨tigt. Durch eine schnelle Lo¨sung von partiellen Differentialgleichungen bietet sich
die Mo¨glichkeit der Simulation und Optimierung der modellierten Prozesse am Rechner.
Dabei lassen sich optimale Lo¨sungen am Computermodell einfacher finden als in einem
Versuch mit Prototypen.
Im Gegensatz zu gewo¨hnlichen Differentialgleichungen existiert selbst fu¨r lineare parti-
elle Differentialgleichungen mit konstanten Koeffizienten keine allgemeine Lo¨sungstheo-
rie. Analytische Lo¨sungen partieller Differentialgleichungen sind nur auf einfachen Ge-
bieten bekannt. Daher muss die Lo¨sung numerisch bestimmt werden.
Nichtlineare partielle Differentialgleichungen ko¨nnen mit Hilfe des Newton-Verfahrens
gelo¨st werden. Dazu muss in jedem Schritt des Newton-Verfahrens die Lo¨sung einer
linearen partiellen Differentialgleichung berechnet werden. Deshalb beschra¨nken wir uns
auf die Behandlung linearer partieller Differentialgleichungen.
Zur praktischen Berechnung von Lo¨sungen werden partielle Differentialgleichungen
diskretisiert. Die dabei entstehenden linearen Gleichungssysteme sind umso gro¨ßer, je
feiner diskretisiert wird. Die linearen Gleichungssysteme besitzen pro Zeile und Spalte
nur wenige von Null verschiedene Eintra¨ge und sind schlecht konditioniert. Zur Lo¨sung
dieser Systeme werden immer ha¨ufiger iterative Verfahren in Verbindung mit Vorkondi-
tionierern eingesetzt. Mit der Technik der hierarchischen Matrizen lassen sich effiziente
Vorkonditionierer konstruieren, die eine schnelle Konvergenz iterativer Verfahren sichern.
Hierarchische Matrizen basieren auf einer Partition der Matrix in Blo¨cke und der
Niedrigrang-Approximation der dafu¨r zula¨ssigen Blo¨cke. Dabei ist eine gu¨nstige Parti-
tion fu¨r die Laufzeit der arithmetischen Operationen mit hierarchischen Matrizen be-
sonders wichtig. Bisher wird die Partition der Matrix auf geometrischen Informationen
vorgenommen.
In dieser Arbeit wird ein Verfahren zur Partitionierung vorgestellt, das eine Partition
ohne geometrische Informationen, d.h. rein algebraisch, konstruiert. In diesem neuen
Ansatz werden die Matrixeigenschaften zur Partitionierung ausgenutzt. Dies erleichtert
auch die Integration einer Implementierung des Verfahrens in externe Software, weil nur
auf eine kleine Schnittstelle zugegriffen werden muss.
Das erste Kapitel entha¨lt eine Einteilung partieller Differentialgleichungen. Im weite-
ren Verlauf wird die Diskretisierung elliptischer partieller Differentialgleichungen mit der
Finiten-Elemente-Methode skizziert. Die Lo¨sung des aus der Diskretisierung resultieren-
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den linearen Gleichungssystems bildet den Hauptaspekt dieser Arbeit.
Da viele der in der Arbeit auftretenden algorithmischen Probleme auf Graphen zu-
ru¨ckgefu¨hrt werden ko¨nnen, behandelt das zweite Kapitel die beno¨tigten graphentheore-
tischen Begriffe und fu¨hrt zwei Algorithmen zur Bestimmung von Absta¨nden in Graphen
ein. Dies sind die Breitensuche zur Bestimmung von Absta¨nden in ungewichteten Gra-
phen sowie der Algorithmus von Dijkstra zur Bestimmung von Absta¨nden in gewichteten
Graphen.
Zur Lo¨sung der aus der Finite-Elemente-Methode resultierenden Gleichungssysteme
werden in der Praxis direkte Verfahren, Mehrgitter-Verfahren oder iterative Methoden
eingesetzt. Diese werden im Kapitel 3 vorgestellt. Daneben befassen wir uns in diesem
Kapitel mit Vorkonditionierern, weil sie die von der Kondition der Matrix abha¨ngige
Konvergenz iterativer Verfahren verbessern ko¨nnen. Die Vorkonditionierung dient nicht
nur zur Steigerung der Effizienz iterativer Lo¨ser, sondern auch zur Verbesserung der Ro-
bustheit. Die Technik der hierarchischen Matrizen ist zur Vorkonditionierung besonders
geeignet, da sich der Vorkonditionierer in linear-logarithmischer Komplexita¨t erstellen
und anwenden la¨sst.
Im vierten Kapitel werden hierarchische Matrizen vorgestellt. Die Technik der hier-
archische Matrizen basiert auf einer Partitionierung der Matrix in Blo¨cke, die entwe-
der klein sind oder sich zur Niedrigrang-Approximation eignen. Mit Hilfe der hierarchi-
schen Matrizen kann eine approximierte Inverse bzw. eine approximierte LU -Zerlegung
in linear-logarithmischer Zeit berechnet werden. Bisherige Ansa¨tze verwenden zur Ma-
trixpartitionierung die Geometrie.
Auf Grund der zunehmenden geometrischen Komplexita¨t der zu modellierenden Bau-
teile oder adaptiver Verfeinerungen werden versta¨rkt rein algebraische Verfahren einge-
setzt. Die im fu¨nften Kapitel eingefu¨hrte algebraische Konstruktion hierarchischer Ma-
trizen folgt dieser aktuellen Entwicklung. Dazu wird zuna¨chst eine algebraische Zula¨ssig-
keitsbedingung vorgestellt. Auf deren Basis wird die Existenz der Faktoren L und U der
LU -Zerlegung im hierarchischen Format nachgewiesen. Zudem geben wir eine konkrete
algorithmische Realisierung der Partition an. Diese nutzt lediglich die Besetzungstruk-
tur der Matrix aus. Die neue Methode ermo¨glicht somit die Behandlung von Problemen,
ohne auf die Kenntnis der Geometrie angewiesen zu sein.
Im sechsten Kapitel werden hierarchische Matrizen, basierend auf geometrischer bzw.
algebraischer Matrixpartition, verglichen. Es zeigt sich, dass bei a¨hnlicher Wirkung des
Vorkonditionierers die algebraische Konstruktion sowohl bzgl. der Zeit als auch der
Speicherbelegung effizienter ist.
Zudem werden die Laufzeit sowie der Speicherverbrauch der neuen Methode mit denen
eines direkten Verfahrens (PARDISO) und denen eines mit Algebraischen Mehrgitter-
Verfahren (AMG) vorkonditionierten CG-Verfahrens bzgl. der Asymptotik und der Ro-
bustheit verglichen. Hierarchische Vorkonditionierer erweisen sich dabei als die spei-
chereffizienteste Methode. Das AMG-Verfahren ist asymptotisch fu¨r ein zu lo¨sendes li-
neares System das schnellste Verfahren. Sind jedoch mehrere rechte Seiten - in den nume-
rischen Experimenten weniger als zehn - zu lo¨sen, lohnt sich auf Grund der Wiederver-
wendbarkeit der Einsatz hierarchischer Vorkonditionierer. Zudem ist das CG-Verfahren
mit hierarchischer Vorkonditionierung deutlich robuster als das AMG vorkonditionierte
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CG-Verfahren.
Die numerischen Experimente zur Parallelisierbarkeit der Konstruktion des hierar-
chischen Vorkonditionierers zeigen fu¨r kleine Prozessoranzahlen eine sehr gute parallele
Effizienz. Diese sinkt fu¨r 12 Prozessoren auf ca. 50% ab.
Der Vergleich von AMG-vorkonditioniertem und hierarchisch vorkonditioniertem CG-
Verfahren innerhalb des Newton-Verfahrens ergibt fu¨r die Gesamt-Rechenzeiten der Ex-
perimente Vorteile fu¨r das hierarchisch vorkonditionierte CG-Verfahren.
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1 Partielle Differentialgleichungen
Ha¨ufig fu¨hrt die Modellbildung in Naturwissenschaften auf partielle Differentialgleichun-
gen (PDEs), d.h. auf Gleichungen der Form
F (x1, x2, . . . , xd, u, ux1 , ux2 , . . . , uxd , ux1x1 , ux1x2 , . . . , ux1xd , . . . ) = 0. (1.1)
Gesucht wird eine Funktion u, die (1.1) erfu¨llt. Im Gegensatz zu gewo¨hnlichen Differenti-
algleichungen existiert selbst fu¨r lineare PDEs mit konstanten Koeffizienten keine allge-
meine Lo¨sungstheorie. Analytische Lo¨sungen von (1.1) sind nur auf einfachen Gebieten
bekannt und mu¨ssen daher numerisch bestimmt werden. Zur Lo¨sung nichtlinearer parti-
eller Differentialgleichungen wird oft das Newton-Verfahren eingesetzt. In jeder Iteration
des Newton-Verfahrens ist eine lineare Differentialgleichung zu lo¨sen. Dazu werden die li-
nearen Differentialgleichungen zuna¨chst diskretisiert. Aus der Diskretisierung resultieren
sehr große Gleichungssysteme. Die Lo¨sung einer linearen partiellen Differentialgleichung
wird also auf die Lo¨sung eines algebraischen Gleichungssystems reduziert.
Es gibt verschiedene Diskretisierungsverfahren, zum Beispiel das Differenzenverfahren
oder die Finite-Elemente-Methode. Da die Methode der Finite-Elemente fu¨r komplizier-
tere Geometrien besser geeignet ist, wird diese in diesem Kapitel kurz skizziert.
Parallel zur zunehmenden Rechenleistung und Speichermenge sollen gro¨ßere Glei-
chungssysteme gelo¨st werden. Wu¨nschenswert wa¨re es, bei verdoppelter Rechenleistung
auch ein Gleichungssystem doppelter Gro¨ße lo¨sen zu ko¨nnen. Dies setzt aber eine lineare
Komplexita¨t des Lo¨sungsalgorithmus voraus.
1.1 Einteilung partieller Differentialgleichungen
Man nennt (1.1) linear, wenn die gesuchte Funktion u und deren partielle Ableitungen
nur linear auftreten. Eine partielle Differentialgleichung bezeichnet man als homogen,
wenn kein Summand auftritt, der nicht mit u oder einer partiellen Ableitung von u
multipliziert ist. Die Gleichung (1.1) ist von i-ter Ordnung, wenn die ho¨chsten auftreten-
den Ableitungen i-ter Ordnung sind. Partielle Differentialgleichungen ko¨nnen nach ihrer
Ordnung oder nach den modellierten Prozessen eingeteilt werden.
Wir betrachten die partielle Differentialgleichung zweiter Ordnung
−
d∑
j,k=1
cjk(x)
∂2
∂xj∂xk
u(x) +
d∑
i=1
bi(x)
∂
∂xi
u(x) + d(x)u(x) = f(x), x ∈ Ω. (1.2)
Die zugeordnete d× d Matrix C(x) := (cjk(x)) kann als symmetrisch angenommen wer-
den, da fu¨r zweimal stetig differenzierbare Funktionen uxjxk = uxkxj gilt. Die Eigenwerte
von C(x) sind reell.
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Man bezeichnet (1.2) als elliptisch, falls alle Eigenwerte λC von C fu¨r alle x im Gebiet
Ω positiv sind. Verschwindet fu¨r alle x ∈ Ω ein Eigenwert von C(x) und sind die weiteren
Eigenwerte von gleichem Vorzeichen, nennt man (1.2) parabolisch. Nimmt ein Eigenwert
von C(x) das entgegengesetzte Vorzeichen der u¨brigen Eigenwerte fu¨r alle x ∈ Ω an,
heißt (1.2) hyperbolisch.
Elliptische partielle Differentialgleichungen beschreiben stationa¨re Zusta¨nde, Gleichun-
gen des parabolischen Typs modellieren Diffusionsprozesse und hyperbolische Gleichun-
gen stammen von Transportproblemen.
Wir bezeichnen
L := −
d∑
j,k=1
cjk(x)
∂2
∂xj∂xk
als Hauptteil von (1.2) und die Darstellung
L = −
d∑
j,k=1
∂
∂xj
(
cjk(x)
∂
∂xk
)
(1.3)
als Divergenzform.
Ebenso wie bei gewo¨hnlichen Differentialgleichungen ist die Angabe von zusa¨tzlichen
Bedingungen fu¨r die Existenz einer eindeutigen Lo¨sung notwendig. Werden die Werte
auf dem Rand vorgegeben, dann spricht man von Dirichlet-Randbedingungen
u(x) = g(x), x ∈ ∂Ω. (1.4)
Die Vorgabe von Ableitungen auf dem Rand bezeichnet man als Neumann-Randbedingungen
∂
∂ν
u(x) = g(x), x ∈ ∂Ω,
wobei ν die Normale auf dem Rand ist. Bei zeitabha¨ngigen Problemen besteht die Mo¨g-
lichkeit, Anfangswerte vorzugeben.
Man bezeichnet das Problem als sachgema¨ß gestellt, falls die eindeutige Lo¨sung stetig
von den vorgegebenen Daten abha¨ngt.
1.2 Diskretisierung elliptischer Differentialgleichungen - FEM
Zur Diskretisierung elliptischer Differentialgleichungen stehen die Differenzenmethode
[16, Kapitel 1 §3] oder die Finite-Elemente-Methode (FEM) [16, 37] zur Verfu¨gung.
Fu¨r das numerische Lo¨sen muss die stetige Abha¨ngigkeit der Lo¨sung von den Rand-
werten und der rechten Seite vorausgesetzt werden. Diese Voraussetzungen sind Konse-
quenzen aus dem Maximumprinzip.
Satz 1.1 (Maximumprinzip). Sei L ein elliptischer Operator der Form (1.3). Fu¨r u ∈
C2(Ω) ∩ C0(∂Ω) sei
Lu(x) = f(x) ≤ 0, x ∈ Ω.
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Dann nimmt u auf ∂Ω sein Maximum an, d.h.
u(x) ≤ sup
x∈∂Ω
u(x).
Wenn daru¨ber hinaus u sein Maximum an einem inneren Punkt von Ω annimmt und Ω
zusammenha¨ngend ist, ist u auf Ω konstant.
Beweis. siehe [16]
Liegt L in Divergenzform vor, so ist eine Transformation des Problems (1.2) in die
Variationsformulierung,
finde ein u ∈ V mit a(u, v) = 〈f |v〉 , ∀v ∈ V, (1.5)
mo¨glich. Typischerweise wa¨hlt man fu¨r V den u¨ber L2(Ω) aufgebauten Sobolev-Raum
H10 (Ω) = {u ∈ L2(Ω) : u besitzt eine schwache Ableitung}.
In H10 (Ω) werden das Skalarprodukt
〈u|v〉1 :=
∑
|α|≤1
〈∂αu|∂αv〉L2
und die Norm
||u||1 :=
√
〈u|u〉1
definiert.
Fu¨r homogene Dirichlet-Randbedingungen erkla¨rt man die Bilinearform
a(u, v) :=
∫
Ω
 d∑
j,k=1
ajk∂ju∂kv + duv
dx (1.6)
und die Linearform
〈f |v〉 :=
∫
Ω
fv dx. (1.7)
Voraussetzung fu¨r die Transformation der partiellen Differentialgleichung in die Variati-
onsformulierung ist, dass die Funktion v auf dem Rand verschwindet, quadratisch inte-
grierbar ist und der Gradient existiert. In [37, Kapitel 7] wird die Existenz einer Lo¨sung
von (1.5) gezeigt, welche als schwache Lo¨sung bezeichnet wird. Zudem ist die Variati-
onsformulierung Grundlage fu¨r eine Diskretisierung des Problems.
Beim Ritz-Galerkin-Verfahren wird eine Basis ϕ1, . . . , ϕn eines endlich-dimensionalen
Unterraums Sh ⊂ V gewa¨hlt, wobei h ein Diskretisierungsparameter ist. Im Allgemeinen
wird gefordert, dass sich nur wenige Tra¨ger u¨berschneiden, d.h.
csparse := max
i∈I
|{j ∈ I : int suppϕi ∩ int suppϕj 6= ∅}|
9
Abb. 1.1: Basisfunktion auf einem Teil der Gebietszerlegung
ist unabha¨ngig von n klein. Ist das Gebiet zwei-dimensional, kann man Dreiecke als
Grundelemente verwenden, wie in Abbildung 1.1 skizziert. Bei drei-dimensionalen Ge-
bieten werden beispielsweise Tetraeder als Grundelemente verwendet. Aus Gleichung
(1.5) ergeben sich die Forderungen
a(uh, ϕk) = 〈f |ϕk〉 , k = 1, . . . , n.
Zudem la¨sst sich die Lo¨sung uh in Sh als Linearkombination darstellen:
uh =
n∑
i=1
ziϕi. (1.8)
Wir setzen uh in die Variationsformulierung ein und erhalten
n∑
i=1
a(ϕi, ϕk)zi = 〈`|ϕk〉 k = 1, . . . , n. (1.9)
In Matrix-Vektor-Schreibweise ergibt sich
Az = b (1.10)
mit aki = a(ϕi, ϕk). Fu¨r die Matrix A werden die Bezeichnungen FE-Matrix (Finite-
Elemente-Matrix), Steifigkeitsmatrix oder Systemmatrix verwendet. Ist die Bilinearform
H10 -elliptisch, d.h. es gilt a(v, v) ≥ α ||v||21 , v ∈ H10 (Ω) mit einer Konstanten α > 0, so ist
A symmetrisch und positiv definit, da
zTAz =
n∑
i,k=1
zi a(ϕi, ϕk)zk = a
(
n∑
i=1
ziϕi,
n∑
k=1
zkϕk
)
= a(uh, uh)
≥ α ||uh||21 = α 〈uh|uh〉 = α
〈
n∑
i=1
ziϕi|
n∑
i=1
ziϕi
〉
= α
n∑
i=1
z2i 〈ϕi|ϕi〉 .
Die Qualita¨t der Lo¨sung ha¨ngt von der Wahl des Raums Sh ab.
Die in (1.10) definierte n×n-Matrix ist von großer Dimension, besitzt jedoch nur weni-
ge von Null verschiedene Eintra¨ge. Die praktische Behandlung solcher Systeme wird erst
durch den Verzicht auf die Speicherung von Nulleintra¨gen und die Definition arithmeti-
scher Operationen, die lediglich die Nicht-Null-Eintra¨ge beru¨cksichtigen, mo¨glich. In den
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Speicherformaten CRS (compressed row storage) und CCS (compressed column stora-
ge) [58] werden nur die Positionen der Nicht-Null-Eintra¨ge und die Nicht-Null-Eintra¨ge
selbst gespeichert.
Wie wir im folgenden Abschnitt sehen werden, setzt man zur Lo¨sung dieser Systeme
zunehmend iterative Verfahren ein. Die Konvergenzrate iterativer Verfahren wird durch
die Kondition der Matrix bestimmt. Die Kondition Finiter-Elemente-Matrizen steigt mit
feiner werdender Diskretisierung. Deshalb mu¨ssen diese Gleichungssysteme vorkonditio-
niert werden. Wir stellen eine effiziente Methode zur Berechnung eines Vorkonditionierers
vor, der eine effiziente numerische Behandlung der durch die Diskretisierung elliptischer
Probleme zweiter Ordnung entstehenden Gleichungssysteme ermo¨glicht.
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2 Graphen und Graphalgorithmen
2.1 Definitionen
Ziel dieses Kapitels ist die Einfu¨hrung der beno¨tigten graphentheoretischen Begriffe.
Zudem werden die Algorithmen zur Breitensuche sowie zur Bestimmung eines ku¨rzesten
Weges (Dijkstras1 Algorithmus) skizziert.
Wir nennen G = (V,E) einen (endlichen) Graph, wobei V die nichtleere (endliche)
Knotenmenge und E ⊂ V × V die (mo¨glicherweise leere) Kantenmenge seien. Zwei
Knoten vi,vj ∈ V werden benachbart (oder adjazent) genannt, falls sie durch eine Kante
verbunden sind, d.h. e = (vi,vj) ∈ E existiert. Die Menge aller Nachbarn eines Knotens
v bezeichnen wir mit N(v) oder Adj [v], d.h.
N(v) = Adj [v] := {u ∈ V : (v,u) ∈ E}.
Wenn die Knoten vi und vj die Endknoten der Kante e sind, dann wird e inzident mit
vi bzw. vj genannt. Zwei Kanten sind benachbart, falls die Kanten einen Endknoten
gemeinsam haben.
Stimmen die beiden Endknoten einer Kante e u¨berein, so heißt e Schlinge. Ein einfa-
cher Graph ist schlingenfrei. Im Folgenden werden nur einfache, ungerichtete Graphen
betrachtet. Da in ungerichteten Graphen die Reihenfolge der Knoten vi, vj im Tupel
e = (vi,vj) ∈ E beliebig ist, identifizieren wir eine Kante meist mit der Menge {vi,vj}.
Man nennt e1, e2, . . . , ek ∈ E, mit ei = {vi−1,vi}, i = 1, 2, . . . , k − 1, Kantenfolge
von v0 nach vk der La¨nge k. Dabei wird v0 als Anfangspunkt, vk als Endpunkt bezeich-
net. Sind die Kanten paarweise verschieden heißt (e1, e2, . . . , ek) Kantenzug. Sind im
Kantenzug sogar alle Knoten verschieden, d.h.
ei ∩ ej ∩ e` = ∅, ∀i 6= j 6= `,
so spricht man von einem Weg oder Pfad und schreibt p(v0,vk).
Sei p(v0,vk−1) ein Weg in G, k > 2 und (vk−1,v0) ∈ E. Dann ist der Graph C,
bestehend aus den Knoten des Weges und der Vereinigung der Kanten des Weges mit
der Kante (vk−1,v0), ein Kreis oder Zyklus. Entha¨lt ein Graph keinen Kreis, so nennt
man ihn kreisfrei.
Man nennt zwei Knoten u,v ∈ G zusammenha¨ngend, falls ein Weg p(u,v) existiert.
Die so erkla¨rte Beziehung definiert auf der Menge der Knoten eine A¨quivalenzrelation.
Den von einer A¨quivalenzklasse induzierten Teilgraphen bezeichnen wir als Zusammen-
hangskomponente oder Komponente von G. Die Anzahl der Komponenten wird durch
κ(G) gegeben. Der Graph heißt zusammenha¨ngend, falls κ(G) = 1.
1Edsger Wybe Dijkstra, 11. Mai 1930 – 06. August 2002, niederla¨ndischer Informatiker
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Sei G = (V,E) ein zusammenha¨ngender Graph.
(a) Man nennt eine Teilmenge C ⊂ E Kantenschnitt, falls der Graph G′ = (V,E\C}
in Komponenten zerfa¨llt.
(b) Die Menge S ⊂ V bezeichnet man als Separator von G, falls G′ = (V \S,E′) nicht
mehr zusammenha¨ngend ist, wobei E′ aus E durch das Entfernen aller mit der
Knotenmenge S inzidenter Kanten entsteht.
Der Graph G′ = (V ′, E′) heißt Teilgraph von G = (V,E), falls V ′ ⊆ V und E′ ho¨chstens
aus den Kanten e′ ∈ E besteht, deren Endknoten in V ′ liegen. Der Abstand d : V ×V →
R+ zwischen zwei Knoten u,v ist die La¨nge des ku¨rzesten Weges p(u,v).
d(u,v) := min |p(u,v)| (2.1)
Lemma 2.1. Der durch (2.1) definierte Abstand ist in einem einfachen, ungerichteten,
zusammenha¨ngenden Graphen eine Metrik.
Beweis. Die Nichtnegativita¨t und Symmetrie folgen unmittelbar aus der Definition. Sei
pmin(u,v) ein Weg minimaler La¨nge. Angenommen die Dreiecksungleichung wird durch
(2.1) nicht erfu¨llt. Dann existiert ein w ∈ V , wobei keine Kante des Weges pmin(u,v)
mit dem Knoten w inzident ist, so dass
d(u,v)︸ ︷︷ ︸
|pmin(u,v)|
> d(u,w)︸ ︷︷ ︸
|pmin(u,w)|
+ d(w,v)︸ ︷︷ ︸
|pmin(w,v)|
.
Folglich ist der Weg von u nach v u¨ber w ku¨rzer und pmin(u,v) kann nicht der Weg mit
minimaler La¨nge sein. Daher muss die Annahme falsch sein.
Der Durchmesser eines Graphen ist der maximale Abstand zwischen zwei Knoten des
Graphen,
diam(G) := max
vi,vj∈V
d(vi,vj). (2.2)
Der Radius eines Graphen ist der minimale Abstand unter allen maximalen Absta¨nden,
r(G) := min
vj∈V
max
vi∈V
d(vi,vj). (2.3)
Fu¨r die in Abschnitt 4.2.1 erkla¨rte Zula¨ssigkeitsbedingung wird der Abstand zwischen
zwei Knotenmengen V1, V2 beno¨tigt. Dieser ist durch das Minimum der Absta¨nde zwi-
schen Knoten u ∈ V1 und v ∈ V2 gegeben, d.h.
dist(V1, V2) := min
u∈V1,v∈V2
d(u,v). (2.4)
Der Knotengrad deg(v) eines Knotens v ist die Anzahl der mit ihm inzidenten Kanten,
deg(v) := |{e : v ∈ e}| .
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Als Paarung oder Matching M von G wird eine Teilmenge der Kanten bezeichnet, wobei
mi,mj ∈ M in G paarweise nicht benachbart sind. Kann keine weitere Kante zu M
hinzugefu¨gt werden, ohne dass je zwei Kanten benachbart werden, so ist M maximal.
Gibt es kein Matching mit einer gro¨ßeren Anzahl an Kanten, so nennen wir M gro¨ßtes
Matching. Eine Knotenu¨berdeckung eines Graphen ist eine Teilmenge der Knoten, wobei
jede Kante des Graphen mit einem Knoten der Teilmenge inzidiert, d.h.
U ⊂ V Knotenu¨berdeckung ⇔ ∀e ∈ E ∃u ∈ U : u ∈ e.
Eng verbunden mit Paarungen ist die minimale Knotenu¨berdeckung, bei der die Menge
U minimal wird.
Ein Graph heißt bipartit, falls eine Partition V = A∪B existiert, so dass Knoten aus A
nur mit Knoten aus B benachbart sind. In bipartiten Graphen kann ein maximales Mat-
ching mit technisch geringerem Aufwand als in allgemeinen Graphen berechnet werden,
siehe [45].
Das Tupel (G,w) wird als (Kanten-)gewichteter Graph bezeichnet, wobei w : E → R+
eine Gewichtsfunktion ist. Wird jeder Kante das Gewicht Eins zugeteilt, erhalten wir den
oben definierten Graph.
Die La¨nge eines Weges pw(v0,vk) ist dann
|pw(v0,vk)| =
k∑
`=1
w ((v`−1,v`)) .
Fu¨r Berechnungen von Absta¨nden, Paarungen usw. ist eine Repra¨sentation eines Gra-
phen im Rechner no¨tig. Ein Graph kann durch eine Inzidenzmatrix, eine Adjazenzmatrix
oder durch Adjazenzlisten dargestellt werden. Zur Implementierung der Algorithmen
nutzen wir die Darstellung als Adjazenzmatrix im CRS-Format.
Die |V | × |V |-Matrix A(G) = (aij) mit Eintra¨gen
aij =
{
w(e), falls e = (vi,vj) ∈ E,
0, sonst,
bezeichnet man als Adjazenzmatrix des Graphen G.
Beispiel 2.2. Die zum Graphen aus Abb. 2.1 geho¨rige Adjanzenzmatrix (im vollen Ma-
trixformat) ist 
0 1 1 0 0
1 0 1 1 1
1 1 0 0 1
0 1 0 0 1
0 1 1 1 0
 .
Lemma 2.3. Die Adjazenzmatrix eines ungerichteten Graphen ist symmetrisch.
Beweis. Seien A(G) die Adjazenzmatrix des Graphen G und aij 6= 0. Dies ist genau dann
der Fall, wenn im Graphen eine Kante existiert, die den Knoten vi mit dem Knoten vj
verbindet. In einem ungerichteten Graphen ist dies a¨quivalent zur Aussage: vj ist mit vi
verbunden, d.h. aji 6= 0.
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Abb. 2.1: Beispielgraph
Seien I eine Indexmenge und A eine I × I-Matrix. Dann ist
GA := (I, {(i, j) ∈ I × I : i 6= j und aij 6= 0 oder aji 6= 0}) (2.5)
der zu A geho¨rige (symmetrisierte) Matrixgraph.
2.2 Ba¨ume
Ein Baum T ist ein kreisfreier und zusammenha¨ngender Graph. Ist ein Teilgraph von T
wieder ein Baum, wird er als Teilbaum bezeichnet. Ist ein Knoten r ∈ V (T ) als Wurzel
markiert, so heißt T auch Wurzelbaum. Im Folgenden betrachten wir, falls nichts anderes
gesagt wird, ausschließlich Wurzelba¨ume.
Ein Knoten v befindet sich in der Tiefe `, wenn lev (`) := d(r,v) gleich ` ist. Die
Knoten der Tiefe ` bilden die `-te Ebene oder Stufe T (`), d.h.
T (`) = {v ∈ T : lev (v) = `}. (2.6)
Den gro¨ßten Abstand zwischen Wurzel und einem Knoten v bezeichnet man als Ho¨he
oder Tiefe des Baums, d.h.
L(T ) = max
v∈T
d(r,v).
Die mit v ∈ T (`) benachbarten Knoten v1, . . . ,vk ∈ T (`+1) heißen So¨hne und v ist Vater
der Knoten v1, · · · ,vk. Die Knoten ohne So¨hne heißen Bla¨tter,
L(T ) := {v : v hat keine So¨hne}.
Typische Operationen auf Ba¨umen sind das Einfu¨gen neuer Knoten, das Entfernen
von Knoten, die Suche nach bestimmten Knoten sowie die Traversierung.
Ba¨ume dienen u.a. als tempora¨re Datenstrukturen zur effizienten Verwaltung von Sta-
tusinformationen in Algorithmen. Beispielsweise kann die Laufzeit des Algorithmus von
Dijkstra durch die Verwendung partiell geordneter Ba¨ume, sogenannter Heaps [18], im
Vergleich zur Implementierung mit Listen wesentlich beschleunigt werden.
Im Abschnitt 4.2 werden Wurzelba¨ume zur Verwaltung von Partitionen einer Index-
menge verwendet.
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2.3 Abstandsbestimmung in ungewichteten Graphen:
Breitensuche
2.3.1 Algorithmus und Analyse
Ausgehend von einem Startknoten s bestimmt die Breitensuche (breadth first search,
BFS) in einem ungerichteten Graphen G einen ku¨rzesten Weg wahlweise zu einem be-
stimmten Zielknoten t oder zu allen anderen Knoten des Graphen. Existiert zu allen
Knoten des Graphen ein Weg, so ist G zusammenha¨ngend. Sei ` der maximale Abstand
zwischen s zu einem Knoten des Graphen. Es gilt
1
2
diam(G) ≤ r(G) ≤ ` ≤ diam(G). (2.7)
Daher wird ` als Na¨herung fu¨r den Durchmesser von G genutzt.
Die erste Phase des Algorithmus umfasst die Initialisierung des ku¨rzesten Wege-Baums
pi, des Feldes d sowie der Mengen N a und N n. In d werden fu¨r alle v ∈ V die Absta¨nde
zu s abgelegt. Der Startknoten wird in die Menge der aktiven Knoten N a eingefu¨gt. Die
Menge N n ist zu Beginn leer und nimmt in der iterativen Phase des Algorithmus die in
der na¨chsten Iteration aktiv werdenden Knoten auf. In V befinden sich die unbesuchten
Knoten.
Wa¨hrend der iterativen Phase werden die Knoten des Graphen schichtweise besucht,
siehe Abb. 2.2a bis 2.2d. Die im k-ten Schleifendurchlauf besuchten Knoten haben den
Abstand k zum Startknoten.
Ist V 6= ∅, so werden fu¨r jeden aktiven Knoten u ∈ N a seine bisher unbesuchten
Nachbarn v in den ku¨rzesten Wege-Baum eingefu¨gt sowie der entsprechende Abstand
gesetzt. Der Knoten v gilt nun als besucht und wird in der na¨chsten Iteration aktiver
Knoten (N n := N n ∪ {v}). Der Algorithmus terminiert, falls eine der beiden Mengen
N a oder V leer ist. Gilt V = ∅, so ist der Graph zusammenha¨ngend.
Algorithmus 1 BFS (G, s, pi)
1: for all v ∈ V do
2: pi[v] := NULL, d[v] :=∞
3: pi[s] := s, d[s] := 0, k := 0
4: V := V − s, N a := s, N n := ∅
5: while V 6= ∅ und N a 6= ∅ do
6: k := k + 1
7: for all u ∈ N a do
8: for all v ∈ Adj [u] und v ∈ V do
9: pi[v] := u, d[v] := k
10: V := V − v, N n := N n ∪ v
11: N a := N n, N n := ∅
Die Felder pi und d beno¨tigen O (|V |) Speichereinheiten. Die Verwaltung der beiden
Mengen N a, N n nimmt ho¨chstens O (|V |) Speichereinheiten in Anspruch. Insgesamt ist
der Speicherverbrauch linear in der Anzahl der Knoten.
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Zu Beginn der Breitensuche sind alle Knoten bis auf den Startknoten unbesucht. Wa¨h-
rend der iterativen Phase (Zeile 5 bis Zeile 11) werden einmal besuchte Knoten aus der
Knotenmenge V entfernt, d.h. es werden O (|V |) Operationen beno¨tigt. Im ungu¨nstigs-
ten Fall mu¨ssen alle von u ausgehenden Kanten u¨berpru¨ft werden, was einem Aufwand
von O (|E|) Operationen entspricht. Die Anzahl der Operationen zur Breitensuche ist
daher O (|V |+ |E|).
Fu¨r die spa¨ter betrachteten Matrixgraphen schwach besetzter Matrizen gilt |E| =
O (|V |). Sowohl der Speicherverbrauch als auch die Laufzeit der Breitensuche sind fu¨r
Matrixgraphen schwach besetzter Matrizen linear in der Anzahl der Knoten.
2.3.2 Beispiel
Im Graphen der Abb. 2.2a ist der Startknoten o markiert. Im ersten Schleifendurchlauf
ist N a = {o}, und es werden alle Nachbarn von o in die Menge N n aufgenommen, d.h.
in Zeile 11 des Alg. 1 ist N n = {c, e,k,n,p}, siehe Abb. 2.2b. In der zweiten Iteration
besteht N a aus der im vorhergehenden Schritt berechneten Menge N n. Alle unbesuchten
Nachbarn dieser Knoten werden im Schritt zwei besucht und sind in Abb. 2.2c durch
grauen Hintergrund ohne schwarzen Rand gekennzeichnet. Im dritten Schleifendurchlauf
ist N a = {a, b,d,f , i, j, `, t,w}, und alle noch nicht besuchten Knoten sind Nachbarn
eines Knotens aus N a, siehe Abb. 2.2d. Die schrittweise Konstruktion eines ku¨rzesten
Wege-Baums wird durch die in den Abb. 2.2a bis 2.2d schwarz gezeichneten Kanten
verdeutlicht.
2.4 Abstandsbestimmung in gewichteten Graphen:
Algorithmus von Dijkstra
2.4.1 Algorithmus und Analyse
Der Algorithmus von Dijkstra dient der Berechnung von Wegen bzw. Absta¨nden in ge-
wichteten Graphen. Wa¨hrend der Ausfu¨hrung des Algorithmus wird ein Ku¨rzester-Wege-
Baum konstruiert. An diesem sind wir hier nicht interessiert und lassen entsprechende
Anweisungen im Algorithmus aus.
Gegeben sei ein Startknoten s und ein Feld d, in dem die Werte fu¨r den Abstand
gespeichert werden. Zu Beginn des Algorithmus wird das Feld d initialisiert (Zeilen 1 bis
3 des Alg. 2). In der Datenstruktur Q werden die bisher noch nicht markierten Knoten
verwaltet. Sie wird in Zeile 4 initialisert. In der iterativen Phase wird pro Schleifendurch-
lauf der unmarkierte Knoten u mit minimalem Abstand aus Q entfernt (Zeile 6) und u
gilt somit als markiert. Sind die Wege von s zu den Nachbarknoten v u¨ber u ku¨rzer als
ihr bisher berechneter Abstand, werden die Abstandswerte in Zeile 9 angepasst.
Der Algorithmus terminiert, sobald alle Elemente aus der Menge Q entfernt sind.
Entha¨lt Q noch Elemente, aber u besitzt keine Nachbarn, so bricht der Algorithmus ab.
In diesem Fall ist der Graph nicht zusammenha¨ngend.
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(d) iterative Phase: Schritt 3
Abb. 2.2: Breitensuche in einem Graphen
Algorithmus 2 DijkstrasAlgorithmus (G, s)
1: for all v ∈ V do
2: d[v] :=∞
3: d[s] := 0
4: Q← V
5: while Q 6= ∅ do
6: u := ExtractMin(Q)
7: for all v ∈ Adj [u] do
8: if d[v] > d[u] + w(u, v) then
9: DecreaseKey(v, d[u] + w(u, v))
In Zeile 4 werden |V | Elemente in Q eingefu¨gt, d.h. wir beno¨tigen O (|V | · Winsert)
Operationen, wobei Winsert den Aufwand fu¨r das Einfu¨gen eines Knotens in die Daten-
struktur Q bezeichnet. Wa¨hrend eines Schleifendurchlaufs (Zeile 5 bis 9) wird genau ein
Knoten entfernt. Daher wird ExtractMin |V |-mal aufgerufen. Die Anzahl der pro Aufruf
von ExtractMin beno¨tigten Operationen bezeichnen wir mit WExtractMin. Zudem wird
fu¨r jede der |E| Kanten die Operation DecreaseKey ho¨chstens einmal aufgerufen, was
pro Ausfu¨hrung von DecreaseKey mit WDecreaseKey Operationen verbunden ist.
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Der gesamte Aufwand des Algorithmus von Dijkstra ist
WDijkstra = O (|V | (Winsert +WExtractMin) + |E|WDecreaseKey) .
In Listen sind sowohl das Einfu¨gen eines Element als auch die Operation DecreaseKey in
O (1) mo¨glich, aber ExtractMin beno¨tigt lineare Zeit in |V |. Die Laufzeit des Algorithmus
von Dijkstra ist O (|V |2 + |E|).
Es existieren Datenstrukturen, die ExtractMin in weniger als O (|V |) Operationen
ausfu¨hren. Der Algorithmus von Dijkstra beno¨tigt bei Nutzung sogenannter Heaps [18]
nur O (|V | log |V |+ |E| log |V |) Operationen.
2.4.2 Beispiel
Die Knoten des Graphen aus Abb. 2.3 sollen 8 Sta¨dte2 symbolisieren. Die Gewichte der
Kanten zwischen den Knoten geben die La¨nge der Orthodrome in Kilometern an. Wir
wollen einen ku¨rzesten Weg zwischen Hamburg und Dortmund bestimmen.
Zu Beginn der iterativen Phase ist der Startknoten Hamburg der Knoten mit minima-
lem Abstand. Wa¨hrend des ersten Schleifendurchlaufs werden die Absta¨nde zu Berlin,
Bremen und Hannover berechnet. In Abb. 2.3a ist Hamburg grau markiert und die ak-
tuellen Abstandswerte sind neben den Knoten notiert.
Im zweiten Schritt wird ausgehend vom aktuellen Minimum (Bremen) die Distanz zu
Dortmund modifiziert. Da der direkte Weg von Hamburg nach Hannover ku¨rzer ist als
der Weg u¨ber Bremen nach Hannover, darf der Abstand von Hannover nicht gea¨ndert
werden, siehe Abb. 2.3b.
Zu Beginn der dritten Iteration liefert extractMin Hannover als Knoten mit dem ge-
ringsten Abstand zu Hamburg. Da der direkte Weg zwischen Hamburg und Berlin ku¨rzer
ist als der Weg u¨ber Hannover muss die Distanz fu¨r Berlin nicht angepasst werden. Der
Weg von Hamburg nach Dortmund u¨ber Bremen ist ku¨rzer als der u¨ber Hannover und
der Abstand fu¨r Dortmund muss ebenfalls nicht aktualisiert werden. Deshalb werden die
Distanzen nur fu¨r die Sta¨dte Frankfurt und Leipzig aktualisiert, siehe Abb. 2.3c.
Im vierten Schritt (Abb. 2.3d) sind vom aktuellen Minimum (Berlin) Leipzig und
Dresden erreichbar. Der Weg von Hamburg nach Leipzig u¨ber Hannover ist ku¨rzer als
u¨ber Berlin und deshalb wird die Entfernung von Leipzig nicht modifiziert. Dresdens
Entfernung von Hamburg berechnet sich aus der Entfernung von Hamburg zu Berlin
und der Distanz zwischen Berlin und Dresden.
In der fu¨nften Iteration liefert extractMin Dortmund als neues Minimum. Da der Wert
des Abstands zwischen Hamburg und Dortmund nun nicht mehr kleiner werden kann,
wird der Algorithmus beendet.
2Legende:
B Berlin HH Hamburg F Frankfurt DO Dortmund
HB Bremen H Hannover L Leipzig DD Dresden
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(b) Schritt 2
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(c) Schritt 3
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(d) Schritt 4
Abb. 2.3: Algorithmus von Dijkstra
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3 U¨berblick u¨ber Lo¨ser fu¨r schwach
besetzte Gleichungssysteme
Sei A eine m× n-Matrix. Wir bezeichnen die Menge
range(A) := {y : y = Ax}
als Bild von A. Der Rang von A ist definiert als die Dimension des Bildes.
r := rankA = dim range(A)
Es gilt
rankA ≤ min{m,n}.
Eine n× n-Matrix A heißt schwach besetzt, falls sie eine von n unabha¨ngig beschra¨nkte
Anzahl von Nicht-Null-Eintra¨gen pro Zeile bzw. Spalte besitzt. Wie wir anhand von
Modellproblemen (3.1) sehen, wird diese Eigenschaft bei den Lo¨sungsmethoden be-
ru¨cksichtigt. Die Effizienz der im Abschnitt 3.2 vorgestellten direkten Verfahren kann
durch die Umordnung der Zeilen und Spalten gesteigert werden. Die iterativen Verfah-
ren der Abschnitte 3.3 und 3.5 nutzen die effiziente Implementierung der Matrix-Vektor-
Multiplikation. Um die effiziente Lo¨sung sehr großdimensionaler Gleichungssysteme zu
ermo¨glichen, wird das Problem mit Mehrgitter-Verfahren (Abschnitt 3.4) hierarchisch
gelo¨st. Auf jeder Hierarchieebene werden dabei stationa¨re iterative Verfahren eingesetzt.
Sei x˜ eine Na¨herung fu¨r die Lo¨sung x des Gleichungssystems
Ax = b, (3.1)
wobei wir A als regula¨r voraussetzen. Wir bezeichnen im Folgenden mit e = x − x˜ als
Fehler bzw. Fehlervektor und r = b−Ax˜ = Ae als Residuum. Neben der Spektralnorm
||v||2 =
√
〈v|v〉
wird auch die Energienorm
||v||A =
√
〈Av|v〉
verwendet. Hierbei ist 〈·|·〉 das euklidische Skalarprodukt.
3.1 Modellprobleme
Die von der Kondition der Matrix abha¨ngige Konvergenz iterativer Verfahren la¨sst
sich fu¨r die ein-dimensionale Poissongleichung leicht analysieren, da die Kondition des
Poisson-Problems analytisch bestimmt werden kann.
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Gesucht sei eine Funktion u : [0, 1]→ R, die die Differentialgleichung
− u′′(x) = f(x) fu¨r alle x ∈ [0, 1] sowie u(0) = g0, u(1) = g1 (3.2)
erfu¨llt. Dazu diskretisieren wir das Intervall a¨quidistant mit der Schrittweite h = 1n+1 ,
d.h.
[0, 1]→ Ωh = {xi = i · h : i = 0, . . . , n+ 1} (3.3)
und definieren die abku¨rzende Schreibweise ui := u(xi) = u(i · h). Zur Approximation
der zweiten Ableitung betrachten wir die Taylorreihen-Entwicklungen an den Punkten
x+ h und x− h:
u(x+ h) = u(x) + hu′(x) +
h2
2
u′′(x) +
h3
3!
u′′′(x) +O (h4) ,
u(x− h) = u(x)− hu′(x) + h
2
2
u′′(x)− h
3
3!
u′′′(x) +O (h4) .
Summieren und Umstellen ergibt
u′′(x) =
−u(x+ h) + 2u(x)− u(x− h)
h2
+O (h2)
bzw. auf dem Gitter
u′′i =
−ui+1 + 2ui − ui−1
h2
+O (h2) .
Aus (3.2) wird das Gleichungssystem
1
h2
(−ui+1 + 2ui − ui−1) = fi, i = 1, . . . , n,
und u0 = g0 sowie un+1 = g1, wobei ui := u(xi) bzw. fi = f(xi) den Funktionswert
an den in (3.3) definierten Gitterpunkten symbolisiert. Man erha¨lt in Matrix-Vektor-
Schreibweise
Lhuh = yh (3.4)
mit
Lh =
1
h2

2 −1
−1 . . . . . .
. . . . . . −1
−1 2
 (3.5)
und yh(1) = f1 + h−2g0, yh(n) = fn + h−2g1 und yh(i) = fi, i = 2, . . . , n− 1.
Direkte Lo¨ser (Abschnitt 3.2) lo¨sen das Problem (3.4) sehr effizient. Zur Illustration des
Laufzeitverhaltens fu¨r ho¨here Dimensionen (d ≥ 2) betrachten wir die zwei-dimensionale
Poissongleichung
−∆u = −uxx − uyy = f in Ω und u = g auf ∂Ω (3.6)
auf dem Gebiet Ω = [0, 1]2 mit dem Rand ∂Ω = Ω\(0, 1)2.
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Durch die Diskretisierung entsteht bei lexikografischer Sortierung die n× n-Matrix
Ah =

T −IN−1
−IN−1 . . . . . .
. . . . . . −IN−1
−IN−1 T
 , wobei T =

4 −1
−1 . . . . . .
. . . . . . −1
−1 4
 (3.7)
und n = (N − 1) · (N − 1). Wir erkennen, dass sich im Abstand N von der Diagonalen
von Null verschiedene Eintra¨ge befinden.
3.2 Direkte Verfahren
Es sei A eine Dreiecksmatrix. Dann la¨sst sich die Lo¨sung von (3.1) im Fall einer unteren
Dreiecksmatrix, d.h. aij = 0 fu¨r i < j, durch Vorwa¨rtssubstitution und im Fall einer
oberen Dreiecksmatrix, d.h. aij = 0 fu¨r i > j, durch Ru¨ckwa¨rtssubstitution berechnen.
Da A im Allgemeinen keine Dreiecksgestalt hat, wurden die sogenannten direkten Ver-
fahren zur (multiplikativen) Zerlegung in Dreiecksmatrizen entwickelt. Sei A = LU eine
Zerlegung, wobei L eine untere und U eine obere Dreiecksmatrix sind. Die Lo¨sung von
(3.1) bzw. LUx = b ergibt sich durch Lo¨sen der beiden linearen Gleichungssysteme
Lz = b, (3.8a)
Ux = z. (3.8b)
Ein Verfahren zur Berechnung einer Dreieckszerlegung fu¨r vollbesetzte und unstruk-
turierte Matrizen ist die Gauß-Elimination. Ist die Matrix symmetrisch positiv definit,
kann die Cholesky-Zerlegung angewendet werden. Die asymptotische Laufzeit direkter
Verfahren ist O (n3).
Fu¨r schwach besetzte, großdimensionale Matrizen A ∈ Rn×n existieren spezielle Ver-
sionen der LU -Zerlegung, in der lediglich die Nicht-Nulleintra¨ge in A und die Besetzungs-
struktur Beru¨cksichtigung finden. Ha¨ufig treten sogenannte Bandmatrizen auf, d.h. fu¨r
Konstanten p, q ∈ N\{0} verschwinden die Matrixeintra¨ge aij , falls i < p+j oder j < i+q
gilt. Man nennt p die untere Bandbreite, q die obere Bandbreite und p+q+1 die Bandbrei-
te der Matrix. Die Komplexita¨t der Gauß-Elimination ist fu¨r allgemeine Bandmatrizen
O (npq).
Die Matrix (3.7) der Diskretisierung des zwei-dimensionalen Modellproblems (3.6)
besitzt die minimale Bandbreite N =
√
n. Allgemein ist die minimale Bandbreite fu¨r die
schwach besetzten FE-Matrizen n1−
1
d , wobei d die ra¨umliche Dimension des Problems
ist.
Wa¨hrend der LU -Faktorisierung werden innerhalb der unteren Bandbreite in L und
innerhalb der oberen Bandbreite in U neue Nicht-Null-Eintra¨ge generiert, was als fill-
in bezeichnet wird. Die Beobachtung, dass die Permutation von Zeilen und Spalten
die Anzahl der Operationen zur LU -Zerlegung reduzieren kann, fu¨hrte zur Entwicklung
verschiedener Permutations-Strategien, welche das Auffu¨llen der Faktoren reduzieren.
Dies fu¨hrt dann zu einer effizienteren LU -Faktorisierung.
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Der Ansatz von Cuthill und McKee [19] zielt auf eine Reduktion der Bandbreite und
folglich des fill-ins ab. Eine Verbesserung des Ansatzes ist das Reverse Cuthill-McKee-
Verfahren [29].
Die Idee, der von Rose [56] vorgeschlagenen Minimum-Degree-Methode, basiert auf
dem Matrixgraph. Die Zeilen und Spalten werden dabei so umgeordnet, dass die Knoten
mit kleinem Knotengrad im Eliminationsprozess fru¨her eliminiert werden als Knoten mit
großem Knotengrad. Heuristisch wird dadurch das Auffu¨llen reduziert. Zur Steigerung
der Effizienz existieren verschiedene Beschleunigungstechniken, siehe [31]. Da die sukzes-
sive Anpassung der Knotengrade noch nicht eliminierter Knoten aufwa¨ndig ist, wurde
von Amestoy et al. [1, 2] ein Verfahren zur approximativen Berechnung der Knotengrade
entwickelt.
Eine weitere Strategie zur Reduktion des fill-ins ist die Nested-Dissection-Methode
[30]. Diese zielt nicht auf die Reduktion der Bandbreite, sondern direkt auf die Reduk-
tion des fill-ins ab. Effiziente Implementierungen nutzen Multilevel Graphzerlegungsme-
thoden, deren Phasen in Abschnitt 5.3 na¨her beschrieben werden.
Karypis kommt in [47] beim Vergleich der Umordnungen von Minimum-Degree und
von Multilevel-Nested-Dissection bzgl. der Reduktion des fill-ins zu dem Ergebnis, dass
die Umordnung nach Multilevel-Nested-Dissection einen substantiell geringeren fill-in
hat.
Trotz verschiedener Techniken zur Reduktion des fill-ins bleiben die direkten Verfahren
zur Lo¨sung von Gleichungssystemen mit großdimensionalen Bandmatrizen und d > 2
unpraktisch. Fu¨r FE-Matrizen d-dimensionaler Probleme ist die Komplexita¨t der LU -
Faktorisierung mit Nested-Dissection Umordnung O
(
n3−
3
d
)
, siehe [52]. Im Fall d = 3
wa¨chst die Anzahl der Operationen zur Zerlegung folglich quadratisch.
Im Abschnitt 6.3 werden wir eines der schnellsten direkten Verfahren, PARDISO
[59, 60], bzgl. der Laufzeit und des Speicherverbrauchs mit dem vorkonditionierten Ver-
fahren konjugierter Gradienten vergleichen. Dabei kommt der in dieser Arbeit entwickelte
Vorkonditionierer zum Einsatz.
3.3 Stationa¨re iterative Verfahren
Sei M eine regula¨re n × n-Matrix. Wird die Zerlegung A = M + (A −M) in das Glei-
chungssystem (3.1) eingesetzt, so erhalten wir die Fixpunktgleichung
x = M−1b︸ ︷︷ ︸
=:c
+ (I −M−1A)︸ ︷︷ ︸
=:T
x,
aus welcher das Iterationsverfahren
x(k+1) = Tx(k) + c (3.9)
konstruiert wird. Nach dem Banachschen Fixpunktsatz ist (3.9) konvergent, falls T eine
Kontraktion ist, denn es gilt∣∣∣∣∣∣x(k+1) − x(k)∣∣∣∣∣∣ = ∣∣∣∣∣∣Tx(k) − Tx(k−1)∣∣∣∣∣∣ ≤ ||T || · ∣∣∣∣∣∣x(k) − x(k−1)∣∣∣∣∣∣ .
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Ist also ||T || < 1, dann konvergiert das Iterationsverfahren fu¨r beliebiges x(0) gegen A−1b.
In algorithmischer Schreibweise gilt fu¨r die Na¨herungslo¨sung x˜→ T x˜+ c und fu¨r die
exakte Lo¨sung x = Tx + c. Subtrahiert man den ersten Ausdruck vom zweiten, erha¨lt
man:
e→ Te,
mit e = x − x˜. Die rechte Seite b beeinflusst nur den initialen Fehler e(0) = A−1b −
x˜(0). Aus theoretischer Sicht macht es daher keinen Unterschied, das homogene lineare
Gleichungssystem Ax = 0 mit beliebiger Startlo¨sung x˜(0) oder das inhomogene lineare
Gleichungssystem Ax = b zu analysieren. Die Kenntnis der Lo¨sung des homogenen
Systems kann die Analyse jedoch vereinfachen.
Zur Definition konkreter stationa¨rer iterativer Verfahren wird die Matrix oft zerlegt.
Sei A = AL + AD + AR, wobei AD der Diagonalanteil, AL der strikte untere Anteil
und AR der strikte obere Anteil von A seien. Fu¨r die Wahl M = AD ergibt sich das
Gesamtschritt-Verfahren (Jacobi-Verfahren).
3.3.1 Konvergenz des Jacobi-Verfahrens fu¨r das Modellproblem
Die Matrix des eindimensionalen Modellproblems (3.4) besitzt die Struktur einer tridia-
gonalen Matrix. Die Eigenwerte der tridiagonalen Matrix A = tridiag(b, a, b) ∈ Rn×n
sind
λ` = a+ 2b cos
(
pi`
n+ 1
)
, ` = 1, . . . , n,
und die zugeho¨rigen Eigenvektoren lauten
(s(`))j = sin
(
pij`
n+ 1
)
, j = 1, . . . , n. (3.10)
Wenden wir das Jacobi-Verfahren auf (3.4) an, so ist M = diag(Lh) und die Inverse
M−1 = h2 diag(12) kann leicht gebildet werden.
Allgemein lautet der Fehler im k-ten Iterationsschritt
e(k) = x− x(k) = x−M−1b− (I −M−1A)x(k−1)
= x− x(k−1) −M−1Ax+M−1Ax(k−1) = (I −M−1A)e(k−1)
und fu¨r das Jacobi-Verfahren angewendet auf (3.4) gilt
e(k) =
(
I − h
2
2
Lh
)
e(k−1).
Wir stellen den Fehler in der durch die (orthogonalen) Eigenvektoren (3.10) gebildeten
Basis dar:
e(k) =
n∑
`=1
α
(k)
` s
(`) =
(
I − h
2
2
Lh
)
e(k−1) =
n∑
`=1
α
(k−1)
`
(
s(`) − h
2
2
Lhs
(`)
)
=
n∑
`=1
α
(k−1)
`
(
s(`) − h
2
2
λ`s
(`)
)
=
n∑
`=1
α
(k−1)
`
(
1− h
2
2
λ`
)
s(`).
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Aus der Eindeutigkeit der Darstellung folgt mit λ` = 1h2
(
2− 2 cos pi`n+1
)
α
(k)
` = α
(k−1)
`
(
1− h
2
2
λ`
)
= α(k−1)` cos
(
pi`
n+ 1
)
.
D.h. der Beitrag des `-ten Eigenvektors zum Fehler wird mit dem Faktor cos pi`n+1 ge-
da¨mpft. Da die Kosinusfunktion bei pi2 eine Nullstelle besitzt, werden die Fehleranteile
mit Frequenzen in der Na¨he der Frequenz 2` ≈ n + 1 stark geda¨mpft. Außerhalb des
mittleren Frequenzbereichs findet nur schwache Da¨mpfung statt.
Besteht der Startvektor aus nieder- und hochfrequenten Anteilen, wie in Abb. 3.1a
dargestellt, so wird die Amplitude der hochfrequenten Schwingung nach 64 Iterationen
zwar deutlich reduziert, la¨sst sich aber noch klar erkennen, siehe Abb. 3.1c. Man sieht
auch, dass der niederfrequente Fehleranteil nur ungenu¨gend behandelt wird.
In der Abb. 3.1b ist der Startvektor fu¨r das Jacobi-Verfahren zur Lo¨sung des Mo-
dellproblems aus einer nieder- und mittelfrequenten Schwingung zusammengesetzt. Der
mittelfrequente Anteil des Fehler ist nach 64 Iterationen fast nicht mehr erkennbar, wa¨h-
rend der niederfrequente Anteil sich nicht merklich reduziert hat, siehe Abb. 3.1d.
Weil das Jacobi-Verfahren nicht global konvergiert, kann es als eigensta¨ndiges Verfah-
ren nur eingeschra¨nkt genutzt werden.
3.3.2 Relaxiertes Jacobi-Verfahren fu¨r das Modellproblem
Durch die Wahl einfacher, von einem Parameter ω abha¨ngiger, Matrizen M(ω) sollen
die Konvergenzeigenschaften vera¨ndert werden. Setzen wir
M(ω) =
1
ω
AD, (3.11)
erhalten wir ein relaxiertes Jacobi-Verfahren
x
(k+1)
i = (1− ω)x(k)i +
ω
aii
bi −∑
i 6=j
aijxj(k)
 , i = 1, . . . , n.
Fu¨r das Modellproblem (3.4) werden wir sehen, dass der Frequenzbereich in dem
Da¨mpfung auftritt, durch die Wahl von ω beeinflusst werden kann. Jedoch wird die
Da¨mpfung nicht fu¨r alle Fehleranteile gleichzeitig gelingen.
M(ω) =
1
h2ω
diag(2) ⇔ M(ω)−1 = ωh
2
2
I
Im relaxierten Jacobi-Verfahren lautet der Fehler im k-ten Iterationsschritt
e(k) =
(
I − ωh
2
2
Lh
)
e(k−1).
Wie im vorigen Abschnitt ergibt sich
e(k) =
n∑
`=1
α
(k)
` s
(`) =
n∑
`=1
α
(k−1)
`
(
1− ωh
2
2
λ`
)
s(`)
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(d) Entwicklung des Fehlers aus Abb. 3.1b nach 64
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Abb. 3.1: Da¨mpfung des Jacobi-Verfahrens
bzw.
α
(k)
` = α
(k−1)
`
(
1− ω + ω cos
(
pi`
n+ 1
))
.
Wir wollen versuchen, ω so zu bestimmen, dass
max
`∈{1,...,n}
∣∣∣∣1− ω + ω cos( pi`n+ 1
)∣∣∣∣→ min
gilt. Wa¨hlen wir ω = 23 , werden ho¨here Frequenzen geda¨mpft (siehe Abb. 3.3). Im Ver-
gleich zum Jacobi-Verfahren werden ho¨here Frequenzen besser geda¨mpft, siehe Abb. 3.2a
bzw. 3.1c. Die Elimination mittlerer Frequenzen gelingt mit dem Relaxationsverfahren
im Vergleich zum unrelaxierten Jacobi-Verfahren dagegen nicht so gut, siehe Abb. 3.2b
bzw. 3.1d. Den beobachteten Effekt bezeichnet man als Gla¨ttung, da hochfrequente Feh-
leranteile verschwinden (siehe Abb. 3.2).
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Abb. 3.2: Da¨mpfung der Jacobi-Relaxation fu¨r ω = 23
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Abb. 3.3: ho¨here Frequenzen werden geda¨mpft
Weitere stationa¨re Iterationsverfahren mit Gla¨ttungseigenschaften sind zum Beispiel
das Gauss-Seidel-Verfahren, das SOR-Verfahren, SSOR-Verfahren oder das Richardson-
Verfahren, siehe [36].
3.4 Geometrische und algebraische Mehrgitterverfahren
Mit wachsender Problemgro¨ße n werden (iterative) Verfahren beno¨tigt, deren Konver-
genzrate unabha¨ngig von n ist. Fedorenko [25, 26] wandte in den 1960er Jahren ein
Mehrgitterverfahren auf die durch das Finite-Differenzen-Verfahren diskretisierte Pois-
songleichung an. Bakhvalov [5] verallgemeinerte die Idee auf elliptische Operatoren mit
variablen Koeffizienten. Die Arbeiten von Brandt [17] und Hackbusch [35] steigerten die
Bekanntheit der Mehrgitterverfahren, die eine große Klasse von Problemen mit linearem
Aufwand lo¨sen.
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3.4.1 Komponenten der Mehrgitterverfahren
Mehrgitterverfahren nutzen nicht nur eine Diskretisierung des Problems, sondern eine
Hierarchie von Diskretisierungen, um die Gla¨ttungseigenschaften von Relaxationsver-
fahren besonders gut ausnutzen zu ko¨nnen. Basiert die Hierarchie auf geometrischen
Informationen, so nennt man die Methode auch geometrisches Mehrgitterverfahren.
Wir erla¨utern die grundlegenden Ideen von Mehrgitterverfahren anhand eines (geome-
trischen) Zweigitterverfahrens. Dazu betrachten wir zwei Diskretisierungen Ωh, ΩH des
Gebietes Ω des Modellproblems der Art (3.3) mit Schrittweiten h < H. Wir bezeichnen
Ωh als feines Gitter und ΩH als grobes Gitter.
Wie wir in Abschnitt 3.3 am Modellproblem gesehen haben, ko¨nnen stationa¨re iterati-
ve Verfahren als Gla¨tter wirken. Die auf Ωh nur ungenu¨gend reduzierten niederfrequenten
Fehleranteile lassen sich auf dem groben Gitter gut approximieren und entsprechen auf
ΩH vergleichsweise hohen Frequenzen. Diese ko¨nnen durch die Anwendung eines Rela-
xationsverfahrens effektiv behandelt werden.
Der Gla¨tter Sh wird ν1-mal auf das Gleichungssystem
Ahv
h = bh (3.12)
angewendet, wobei wir einen Startvektor uh wa¨hlen. Daraus resultiert das Residuum
rh = bh −Ahvh. (3.13)
Um das Residuum zu korrigieren, wird (3.13) zuna¨chst auf das grobe Gitter u¨bertragen,
was man als Restriktion IHh : Ωh → ΩH bezeichnet. Offensichtlich reduziert sich dabei
die Anzahl der Unbekannten. Das dem groben Gitter zugeordnete Gleichungssystem
AHe
H = rH := IHh r
h (3.14)
kann mit geringerem Aufwand als das urspru¨ngliche System gelo¨st werden.
Durch die sogenannte Prolongation bzw. Interpolation IhH : ΩH → Ωh wird die Lo¨sung
eH von (3.14) zuru¨ck auf das feine Gitter u¨bertragen, eh := IhHe
H . Eine bessere Na¨herung
an die Lo¨sung von (3.12) ergibt sich durch die Korrektur vh + eh. Um die bei der
Interpolation im Allgemeinen auftretenden oszillierenden Fehler zu eliminieren, wird ein
Gla¨tter Sh ν2-mal auf die korrigierte Gleichung angewendet. Alg. 3 fasst das Verfahren
zusammen.
Algorithmus 3 Zweigitter-Schema
1: wende Relaxationsverfahren ν1-mal auf Ahvh = bh an (uh Startvektor)
2: restringiere das Residuum rh = bh −Ahvh auf das grobe Gitter: rH = IHh rh
3: lo¨se AHeH = rH
4: prolongiere den Fehler eH : eh = IhHe
H
5: korrigiere die Feingitterapproximation: vh + eh → vh
6: wende Relaxationsverfahren ν2-mal auf Ahuh = bh an (vh Startvektor)
Aus dem Zweigitter-Schema wird ein Mehrgitteralgorithmus, falls die Lo¨sung von
AHe
H = rH durch rekursive Anwendung des Alg. 3 gewonnen wird.
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Zur vollsta¨ndigen Spezifikation des Algorithmus mu¨ssen die Restriktion und Prolonga-
tion definiert werden, die bei geometrischen Mehrgitterverfahren aus der Gitterhierarchie
abgeleitet werden.
Das geometrische Mehrgitterverfahren ist bei entsprechender Anpassung an das jewei-
lige Problem sehr effizient. Ein Nachteil besteht im relativ hohen Implementierungsauf-
wand fu¨r nicht triviale Geometrien, denn es mu¨ssen die geometrischen Informationen
verwaltet und entsprechend die Restriktionen und Prolongationen definiert werden. Un-
stetige Koeffizienten im Differentialoperator oder Anisotropien mu¨ssen ebenfalls bei der
Definition der Interpolation bzw. Restriktion beachtet werden.
3.4.2 Algebraische Mehrgitterverfahren
Die Abha¨ngigkeit der geometrischen Mehrgitterverfahren von der Geometrie soll durch
die Einfu¨hrung algebraischer Mehrgitterverfahren (algebraic multigrid, AMG) beseitigt
werden. Eine grundlegende Arbeit zu AMG stammt von Ruge und Stu¨ben [57]. Das
dort vorgestellte Verfahren wird auch klassisches AMG genannt. Unsere numerischen
Ergebnisse werden wir mit BoomerAMG [44], einer effizienten Implementierung vom
AMG, vergleichen.
Einen Ersatz fu¨r geometrische Gitter bietet der (gewichtete) Matrixgraph GAh . In
Analogie zu klassischen Mehrgitterverfahren werden die Knoten des Matrixgraphen als
Punkte bezeichnet. Die Punkte und Kanten bilden dann eine Art Gitter. Im Gegensatz
zu geometrischen Mehrgitterverfahren, bei denen die Restriktion und Prolongation von
vornherein festgelegt und die Gla¨tter entsprechend gewa¨hlt werden, ist die Gla¨ttung bei
algebraischen Mehrgitterverfahren fest und Restriktion sowie Prolongation werden durch
das Ausnutzen der Glattheitseigenschaften des Fehlers gewonnen.
Im klassischen algebraischen Mehrgitterverfahren besteht die Berechnung der Restrik-
tion bzw. Interpolation aus drei Schritten:
1. der Wahl einer Zerlegung der Punkte des Matrixgraphen in Grobgitterpunkte Ch
und Feingitterpunkte F h, wobei ΩH := Ch,
2. der Definition von Interpolationsgewichten whik zur Interpolation
(IhHe
H)i =
∑
k∈Ch
wike
H
k (i ∈ Ωh) mit wik = δik falls i ∈ Ch (3.15)
und
3. der Berechnung der Restriktion IHh =
(
IhH
)T sowie der Grobgittermatrix AH =
IHh AhI
h
H .
In (3.15) werden lediglich die Interpolationsgewichte fu¨r die Grobgitterpunkte beschrie-
ben. Eine mo¨gliche Spezifikation der Gewichte fu¨r die Feingitterpunkte erfolgt weiter
unten.
Zur Auswahl der Ch- und F h-Punkte existieren zahlreiche Heuristiken, wie Multi-
Coloring und Umordnung bzgl. unabha¨ngiger Mengen. Wird bei der Auswahl der Ch- und
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F h-Punkte die physikalische Bedeutung beru¨cksichtigt, spricht man von einem unknown
based approach [57].
Die Matrix AH und die rechte Seite rH des groben Gitters in Zeile 3 des Alg. 3 ko¨nnen
folgendermassen erzeugt werden:
AH = IHh AhI
h
H , r
H = IHh r
h. (3.16)
Konvergenz. Ein Fehler eh wird algebraisch glatt genannt, falls eh durch den Gla¨tter
nicht effizient behandelt werden kann, d.h.
∣∣∣∣Sheh∣∣∣∣Ah ≈ ∣∣∣∣eh∣∣∣∣Ah . Die Restriktion muss
dann so definiert werden, dass die durch die Grobgitterkorrektur effizient reduzierbaren
Fehleranteile auch auf das grobe Gitter u¨bertragen werden.
Fu¨r das Gauss-Seidel-Verfahren und das Jacobi-Verfahren gilt nach [57] die Gla¨ttungs-
eigenschaft ∣∣∣∣∣∣Sheh∣∣∣∣∣∣2
Ah
≤
∣∣∣∣∣∣eh∣∣∣∣∣∣2
Ah
− α
∣∣∣∣∣∣Aheh∣∣∣∣∣∣2
D−1
∀eh ∈ Ωh, (3.17)
fu¨r ein α > 0 und D = diagAh.
Zur Analyse des Alg. 3 setzen wir bh = 0. Dann kann Alg. 3 als ein Iterationsprozess
der Form (3.9) interpretiert werden
uhneu = S
ν2
h
[
Sν1h u
h
0 + I
h
HA
−1
H I
H
h
(
−AhSν1h uh0
)]
.
Fu¨r die Iterationsmatrix T aus (3.9) ergibt sich der Ausdruck
T = Sν2h
[
I − IhHA−1H IHh Ah
]
Sν1h ,
wobei der Teil
THh = I − IhHA−1H IHh Ah (3.18)
als Grobgitterkorrektur bezeichnet wird. Wichtige Eigenschaften von (3.18) fasst das
folgende Lemma zusammen.
Lemma 3.1. Wenn die Grobgittermatrix durch (3.16) definiert wird, dann ist die Grob-
gitterkorrektur (3.18) eine Projektion bzgl. des Ah-Skalarprodukts. Der Bildraum von THh
ist Ah-orthogonal zum Bildraum von IHh .
Beweis. siehe [58, Lemma 13.1]
Im Folgenden betrachten wir nur den Fall der Nachgla¨ttung. Setzen wir die Beziehung∣∣∣∣∣∣Sheh∣∣∣∣∣∣
Ah
=
√
1− ε
∣∣∣∣∣∣eh∣∣∣∣∣∣
Ah
, 0 < ε 1,
fu¨r algebraisch glatte Fehler in die Gla¨ttungseigenschaft (3.17) ein, so ergibt sich durch
Umstellen ∣∣∣∣∣∣rh∣∣∣∣∣∣2
D−1
≤ ε
α
∣∣∣∣∣∣eh∣∣∣∣∣∣2
Ah
. (3.19)
D.h. die Fehlergla¨ttung ist ineffizient, falls die Norm des Residuums
∣∣∣∣rh∣∣∣∣
D−1 klein gegen-
u¨ber der Norm des Fehlers
∣∣∣∣eh∣∣∣∣
Ah
wird. Folglich sollte die Grobgitterkorrektur THh die
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Norm
∣∣∣∣rh∣∣∣∣
D−1 relativ zur Norm
∣∣∣∣eh∣∣∣∣
Ah
erho¨hen. Wir beno¨tigen also eine Ungleichung
der folgenden Form ∣∣∣∣∣∣THh eh∣∣∣∣∣∣2
Ah
≤ β
∣∣∣∣∣∣AhTHh eh∣∣∣∣∣∣2
D−1
, β > 0 (3.20)
mit eh ∈ range(THh ). Die Bedingung (3.20) la¨sst sich aus der Bedingung
min
eH∈ΩH
∣∣∣∣∣∣eh − IhHeH ∣∣∣∣∣∣2
D
≤ β
∣∣∣∣∣∣eh∣∣∣∣∣∣2
Ah
, β > 0, (3.21)
ableiten.
Lemma 3.2. Sei Ah symmetrisch positiv definit, der Prolongationsoperator IhH habe vol-
len Rang und der Restriktionsoperator sei IHh = (I
h
H)
T . Außerdem soll die Gla¨ttungsei-
genschaft (3.17) mit α > 0 und die Approximationseigenschaft (3.21) erfu¨llt sein. Dann
konvergiert das Zweigitter-Verfahren fu¨r α ≤ β und der Zweigitter-Konvergenzfaktor
∣∣∣∣ShTHh ∣∣∣∣Ah ≤
√
1− α
β
ist beschra¨nkt.
Beweis. siehe [57, Theorem 5.2]
Bemerkung 3.3. Man kann die Konvergenz durch eine große Anzahl an Grobgitterpunk-
ten erzwingen. Der Aufwand pro Gitterebene ist dabei aber sehr hoch.
Praktische Umsetzung. Konkrete algebraische Mehrgitter-Algorithmen bestehen meist
aus zwei Phasen:
1. Der Setup-Phase, die die Definition des groben Gitters sowie der zugeho¨rigen Re-
striktion bzw. Prolongation und die Definition des Grobgitterkorrekturoperators
umfasst.
2. Der Lo¨sungsphase, in der die in der ersten Phase berechneten Komponenten in
Alg. 3 eingesetzt und das lineare System gelo¨st werden.
Algorithmus 4 Setup-Phase
1: m = 1
2: while Am noch nicht leicht invertierbar do
3: paritioniere Ωm = Cm ∪ Fm und definiere Interpolation Imm+1, Ωm+1 = Cm
4: Im+1m =
(
Imm+1
)T , Am+1 = Im+1m AmImm+1
5: m = m+ 1
6: q = m− 1
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Um den noch nicht genau spezifizierten U¨bergang vom feinen auf das grobe Gitter zu
definieren, wird das Gleichungssystem
Amum = bm
betrachtet. Zur einfacheren Erkla¨rung nehmen wir an, dass A1 eine symmetrische M-
Matrix1 ist. Im Algorithmus selbst wird dies nicht vorausgesetzt.
Aus (3.19) folgt fu¨r algebraisch glatte Fehler im Mittel
amii e
m
i ≈ −
∑
j∈Nm(i)
amij e
m
j , i ∈ Ωm, (3.22)
wobei Nm(i) die Nachbarn im Matrixgraphen GAm sind.
Wir nehmen an, dass der Interpolationsoperator wie in (3.15) konstruiert wird. Dann
gilt
(Imm+1e
m+1)i =
{
em+1i falls i ∈ Cm,∑
k∈Cm(i)wike
m+1
k falls i ∈ Fm,
wobei Cm(i) eine kleine Teilmenge der Grobgitterpunkte sei (um die Interpolation lokal
zu halten).
Wa¨hlt man beispielweise Cm und Fm so, dass die Nachbarn fu¨r alle i ∈ Fm in Cm
liegen, d.h. Nm(i) ⊂ Cm und Cm(i) = Nm(i) dann kann (3.22) direkt zur Bestimmung
der Interpolationsgewichte genutzt werden,
wmik = −
amik
amii
, i ∈ Fm, k ∈ Cm.
Wie in Bemerkung 3.3 dargelegt, ist dies meist unpraktisch.
Zur Reduktion des Aufwands soll der Wert fu¨r i ∈ Fm aus mo¨glichst wenig Punkten
Cm(i) interpoliert werden. Dann muss fu¨r alle j ∈ Fm(i) = Nm(i)\Cm(i) der Term emj
in der Interpolationsformel (3.22) durch Terme von emk , k ∈ Cm(i) approximiert werden.
In (3.22) wird emi wesentlich durch die e
m
j bestimmt, fu¨r die |aij | groß ist. Dies mo-
tiviert die Definition der starken Verbindungen. Ein Punkt i ist mit dem Punkt j stark
verbunden, falls
−aij ≥ Θ max
`6=i
{−ai`}, 0 < Θ ≤ 1
ist. U¨blicherweise wird Θ = 0.25 gewa¨hlt. Wir setzen
Sm(i) := {j : i ist stark verbunden mit j} und Cm(i) = Cm ∩ Sm(i).
Zudem seien Fms (i) := F
m(i) ∩ S(i) und Fmw (i) = Fm(i)\Fms (i). Die Formel (3.22) la¨sst
sich mit diesen Bezeichnungen schreiben:
amii e
m
i ≈ −
∑
j∈Cm(i)
amij e
m
j −
∑
j∈Fms (i)
amij e
m
j −
∑
j∈Fmw (i)
amij e
m
j .
1Eine Matrix A = sI−B, mit bij ≥ 0 fu¨r alle i, j und s > 0, fu¨r die s ≥ ρ(B) gilt, nennt man M-Matrix,
siehe [62].
33
Anstatt die Summe der Terme fu¨r j ∈ Fmw (i) wegzulassen, kann diese zum Diagonalanteil
addiert werden2:amii + ∑
j∈Fmw (i)
amij
 emi ≈ − ∑
j∈Cm(i)
amij e
m
j −
∑
j∈Fms (i)
amij e
m
j .
Punkte j ∈ Fms (i) ko¨nnen nicht einfach zur Diagonalen addiert werden. Die Komponen-
ten emj werden jedoch mit (3.22) ebenso durch den Fehlervektor e
m interpoliert wie emi .
Die Komponenten emj , j ∈ Fms (i) werden durch
emj ≈
∑
`∈Cm(i) a
m
j`e
m
`∑
`∈Cm(i) a
m
j`
(3.23)
approximiert. Einsetzen in (3.22) liefert dannamii + ∑
j∈Fmw (i)
amij
 emi ≈ − ∑
j∈Cm(i)
amij e
m
j −
∑
j∈Fms (i)
amij
(∑
`∈Cm(i) a
m
j`e
m
`∑
`∈Cm(i) a
m
j`
)
.
Setzt man δj =
∑
`∈Cm(i) a
m
j`, so ergibt sich der interpolierte Wert an der Stelle i aus
emi =
∑
k∈Cm(i)
wmike
m+1
k wobei w
m
ik = −
amik +
∑
j∈Fms (i)
amija
m
jk
δj
amii +
∑
j∈Fmw (i) a
m
ik
.
Je mehr starke Verbindungen die j-te Komponente von em in die Menge Cm(i) besitzt,
desto besser ist die Approximation (3.23). Aus der Beobachtung, dass in der Praxis
bereits eine starke Verbindung ausreichend ist, wird in [57] ein Kriterium zur Wahl der
Grobgitterpunkte abgeleitet.
Kriterium 1 Fu¨r jedes i ∈ Fm sollte jeder Punkt j ∈ S(i) entweder in Cm liegen oder
mit zumindest einem Punkt in Cm(i) = Cm ∩ S(i) stark verbunden sein.
Die Mehrgitterkomponenten werden mit Blick auf einen effizienten Lo¨sungsprozess de-
finiert. Die Effizienz wird einerseits durch den Konvergenzfaktor bestimmt, andererseits
durch den Aufwand zur Berechnung der Lo¨sung auf den einzelnen Gittern. Das bedeu-
ted: Je kleiner die Mengen Cm und daher die Gitter auf den Stufen m = 1, . . . , q werden,
desto weniger Aufwand zur Lo¨sung fa¨llt an. Deshalb wird ein weiteres Kriterium zur
Berechnung der Interpolation eingefu¨hrt.
Kriterium 2 Die Menge Cm soll eine maximale Teilmenge von Ωm sein, so dass keine
zwei Grobgitterpunkte stark verbunden sind.
AMG ist sehr effizient zur Lo¨sung von (3.1) fu¨r (genau) eine rechte Seite. A¨ndert
sich die rechte Seite b in (3.1), mu¨ssen die Stufen neu berechnet werden, da b in die
Konstruktion der Stufen involviert ist.
2Kompensationsstrategie wird auch bei ILU -Verfahren eingesetzt
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3.5 Das Konjugierte-Gradienten-Verfahren
Krylov-Raum-Verfahren geho¨ren aktuell zu den wichtigsten iterativen Verfahren zur
Lo¨sung großdimensionaler, schwach besetzter, linearer Gleichungssysteme. Das Konju-
gierte-Gradienten-Verfahren (englisch conjugate gradient method, kurz CG-Verfahren)
ist ein Krylov-Raum-Verfahren fu¨r symmetrisch positiv definite Gleichungssysteme.
Im Gegensatz zu stationa¨ren Iterationsverfahren werden die Iterierten nicht kompo-
nentenweise aktualisiert. Daher werden im Alg. 5 die i-te Iterierte jetzt mit xi, das Re-
siduum bzw. der Fehler im i-ten Schritt mit ri bzw. ei bezeichnet. Die i-te Suchrichtung
bezeichnen wir mit di.
Algorithmus 5 CG-Verfahren
1: i = 0
2: di = ri = b−Axi, %i = 〈ri|ri〉
3: while ||ri|| > ε und i < imax do
4: wi = Adi
5: αi =
%i
〈di|wi〉
6: xi+1 = xi + αidi
7: ri+1 = ri − αiwi
8: %i+1 = 〈ri+1|ri+1〉
9: βi+1 =
%i+1
%i
10: di+1 = ri+1 + βi+1di
11: i = i+ 1
3.5.1 Konvergenz des Konjugierte-Gradienten-Verfahrens
Die Konvergenzgeschwindigkeit des CG-Verfahrens ha¨ngt vom Spektrum bzw. der Kon-
dition der Matrix ab.
Satz 3.4. Fu¨r eine symmetrisch positiv definite Matrix A konvergiert das CG-Verfahren
mit der Konvergenzabscha¨tzung
||xi+1 − x||A ≤
2qi
1 + q2i
||e0||A (3.24)
und
q =
√
κ2(A)− 1√
κ2(A) + 1
, κ2(A) = ||A||2
∣∣∣∣A−1∣∣∣∣
2
=
λmax(A)
λmin(A)
.
Beweis. siehe [61]
Ist die spektrale Kondition der Matrix A groß, d.h. das Problem ist schlecht konditio-
niert, so liegt q in der Na¨he von Eins und das CG-Verfahren konvergiert nur langsam.
Im Abschnitt 3.6 werden Verfahren zur Verbesserung der Konvergenzrate skizziert.
Weitere Konvergenzaussagen mit Beweisen sind beispielsweise in [32, 36, 58].
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3.6 Vorkonditionierer
”Finding a good preconditioner to solve a given sparse linear system is often viewed as
a combination of art and science.“ (Yousef Saad, [58, Kapitel 10])
Im Abschnitt 3.3 wurde anhand des Modellproblems deutlich, dass die Konvergenz
stationa¨rer iterativer Verfahren vom Spektrum der Matrix abha¨ngt. Obwohl das CG-
Verfahren aus Abschnitt 3.5 in exakter Arithmetik nach endlich vielen Iterationen das
exakte Ergebnis liefert, ist die Anzahl der Schritte bis zur Konvergenz fu¨r großdimensio-
nale Probleme im Allgemeinen groß. Deshalb sind Vorkonditionierer fu¨r den erfolgreichen
Einsatz iterativer Methoden wichtig. Wie der Name bereits andeutet, wird eine Trans-
formation angewendet, welche die Kondition des urspru¨nglichen Systems vera¨ndert. Ziel
der Transformation ist es, die Effizienz und Robustheit iterativer Verfahren zu erho¨hen.
Aus der linearen Algebra ist bekannt, dass die Multiplikation eines Gleichungssystems
(3.1) mit einer regula¨ren Matrix C zwar die Kondition, aber nicht die Lo¨sung des Pro-
blems a¨ndert. Aus praktischer Sicht werden gewo¨hnlich zwei Forderungen an die Matrix
C gestellt:
1. das Gleichungssystem Cx˜ = x soll leicht zu lo¨sen sein und
2. durch die Multiplikation mit C soll die Kondition des Problems so vera¨ndert wer-
den, dass das Lo¨sungsverfahren schnell konvergiert.
Sei C eine Matrix, die den beiden Forderungen genu¨gt. Die Multiplikation von A aus
(3.1) mit C von rechts fu¨hrt auf
ACx˜ = b, Cx˜ = x. (3.25)
Man bezeichnet C als rechten Vorkonditionierer. Wendet man C von links auf (3.1) an,
CAx = Cb, (3.26)
so wird C als linker Vorkonditionierer bezeichnet. Eine dritte Mo¨glichkeit zur Vorkondi-
tionierung eines Gleichungssystems besteht in einem Vorkonditionierer in Produktform,
C = CLCR, (3.27)
wobei CL, CR typischerweise Dreiecksmatrizen sind. Die Anwendung fu¨hrt auf
CLACRx˜ = CLb, CRx˜ = x.
Offensichtlich ist C = A−1 ein idealer Vorkonditionierer. Jedoch ist die Berechnung der
Inversen in der Regel aufwa¨ndiger als die Lo¨sung von (3.1). Zudem ist die Inverse einer
schwach besetzten Matrix im Allgemeinen nicht mehr schwach besetzt, d.h. die Beset-
zungsstruktur der Inversen entha¨lt wesentlich mehr Eintra¨ge als die Besetzungsstruktur
von A (fill-in). Dies fu¨hrte zur Entwicklung von Verfahren, welche eine Na¨herung an die
Inverse berechnen und die Besetzungsstruktur von A nahezu erhalten, den sogenannten
SPAI (sparse approximate inverses) [15].
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Die Multiplikation mit der Inversen kann durch die LU -Faktorisierung mit anschlie-
ßendem Vorwa¨rts-/Ru¨ckwa¨rtslo¨sen simuliert werden:
A = LU, x = A−1b ⇔ Lz = b und Ux = z.
Da die LU -Faktorisierung aufwa¨ndig ist und wa¨hrend des Gaußschen Eliminationspro-
zesses im Allgemeinen sukzessive neue Nicht-Null-Eintra¨ge im Besetzungsmuster gene-
riert werden, sind Verfahren zur approximativen Berechnung der Faktoren L und U
entwickelt worden, die die Besetzungsstruktur teilweise erhalten, die sogenannten un-
vollsta¨ndigen Dreieckszerlegungen [58, 36]. Neben diesen ko¨nnen auch die Algebraischen
Mehrgitterverfahren zur Konstruktion von Vorkonditionierern eingesetzt werden [3, 4].
Eine U¨bersicht u¨ber Vorkonditionierungstechniken gibt Benzi in [14].
In dieser Arbeit wird eine neue Mo¨glichkeit zur approximativen Berechnung der Fak-
toren L und U pra¨sentiert, welche die Technik der hierarchischer Matrizen auf rein
algebraische Weise nutzt.
3.7 Das vorkonditionierte Konjugierte-Gradienten-Verfahren
Sei A eine symmetrisch positiv definite Matrix und M ≈ A eine Na¨herung, die sym-
metrisch positiv definit ist. Nutzen wir in (3.25) oder (3.26) den Vorkonditionierer
C = M−1, so sind die Matrizen AC bzw. CA im Allgemeinen nicht symmetrisch positiv
definit. Somit ist Alg. 5 nicht anwendbar.
Die Matrix AC ist selbstadjungiert bzgl. des C-Skalarprodukts
〈x|y〉C := 〈Cx|y〉 = 〈x|Cy〉 ,
da
〈ACx|y〉C = 〈CACx|y〉 = 〈ACx|Cy〉 = 〈Cx|ACy〉 = 〈x|ACy〉C
gilt.
Algorithmus 6 PCG-Verfahren mit rechtem Vorkonditionierer
1: i = 0
2: ri = b−Axi, di = vi = Cri, %i = 〈vi|ri〉
3: while ||ri|| > ε und i < imax do
4: wi = Adi
5: αi =
%i
〈di|wi〉
6: xi+1 = xi + αidi
7: ri+1 = ri − αiwi
8: vi+1 = Cri+1
9: %i+1 = 〈vi+1|ri+1〉
10: βi+1 =
%i+1
%i
11: di+1 = vi+1 + βi+1di
12: i = i+ 1
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Satz 3.5. Das PCG-Verfahren konvergiert mit der Konvergenzabscha¨tzung
||xi+1 − x||A ≤
2qi
1 + q2i
||x0 − x||A , q =
√
κ2(AC)− 1√
κ2(AC) + 1
. (3.28)
Wird A durch eine approximative Cholesky-Zerlegung faktorisiert so ist L−1AL−T
positiv definit. Im PCG-Verfahren fu¨r den Vorkonditionierer (3.27) kann das euklidi-
sche Skalarprodukt, anstatt dem C-Skalarprodukt wie im obigen Algorithmus, genutzt
werden. Lediglich bei der Berechnung des Residuums bzw. der Suchrichtung mu¨ssen die
Matrizen L−1 bzw. L−T beru¨cksichtigt werden.
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4 Hierarchische Matrizen
Hierarchische Matrizen (H-Matrizen) wurden von Hackbusch [38], Hackbusch und Kho-
romskij [41, 40] eingefu¨hrt. Mit Hilfe dieser hierarchischen Technik kann eine Na¨herung
einer vollbesetzten Matrix datenschwach1 berechnet werden. Jedoch la¨sst sich nicht jede
beliebige Matrix als H-Matrix darstellen. Schwach besetzte Matrizen ko¨nnen exakt in
das hierarchische Format u¨berfu¨hrt werden. Die Inverse einer schwach besetzten Matrix
ist im Allgemeinen nicht mehr schwach besetzt. In [11, 6, 7] wird die Existenz einer
Approximation an die Inverse einer FE-Matrix im hierarchischen Format bewiesen. Die
H-Inverse ist dann in linear-logarithmischer Komplexita¨t berechenbar und eignet sich
daher als Vorkonditionierer. Die Wirkung der Inversen kann durch die LU -Zerlegung
mit Vorwa¨rts-/Ru¨ckwa¨rtssubstitution simuliert werden. Zudem ist die H-LU -Zerlegung
in der gleichen Zeitkomplexita¨t wie die H-Inverse berechenbar. Der Vergleich zwischen
der Implementierung beider Operationen ergibt in der Praxis einen Vorteil der hierar-
chischen LU -Zerlegung. In [8] wird nachgewiesen, dass die Faktoren der LU -Zerlegung
einer FE-Matrix ebenfalls im hierarchischen Format darstellbar sind. Neben der Effizi-
enz sequentieller Verfahren bietet sich zur Beschleunigung das Verteilen der Arbeit auf
mehrere Prozessoren an. Dazu wurde in [49, 50] die Parallelisierbarkeit der Algorithmen
untersucht.
Seien I, J Indexmengen und A eine I × J-Matrix. Die Konstruktion hierarchischer
Matrizen basiert auf zwei Grundbausteinen:
1. auf der Approximation von Unterblo¨cken A|t1×t2 durch die im Abschnitt 4.1 ein-
gefu¨hrten Niedrigrang-Matrizen, wobei t1 × t2 ⊂ I × J ist und
2. einer im Abschnitt 4.2 behandelten Partitionierung der Indexmenge I × J .
Im dritten Abschnitt des Kapitels wird die H-Matrix-Arithmetik kurz skizziert, der
Speicherverbrauch hierarchischer Matrizen analysiert und die Komplexita¨t wichtiger Ma-
trixoperationen angegeben.
4.1 Niedrigrang-Matrizen
4.1.1 Speicheraufwand
Setzen wir keine strukturellen Eigenschaften fu¨r die Matrixeintra¨ge voraus, so wird die
Matrix elementweise im Speicher abgelegt. Wir bezeichnen dieses Format als volles For-
1Eine n × n-Matrix heißt datenschwach, falls die Matrixeintra¨ge mit weniger als n2 Informationen
beschrieben werden ko¨nnen.
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mat. Eine alternative Darstellung ist die Form
A = UV H , (4.1)
wobei U eine m × r-Matrix und V eine n × r-Matrix sind und die Matrizen jeweils
elementweise gespeichert werden. Seien ui, i = 1, . . . , r, die Spaltenvektoren der Matrix
U und entsprechend vj , j = 1, . . . , r, die Spaltenvektoren der Matrix V . Dann ko¨nnen
wir A in der Form
A =
r∑
i=1
uiv
H
i
schreiben.
Wa¨hrend das volle Format m ·n Speichereinheiten beno¨tigt, mu¨ssen in der Darstellung
(4.1) m · r + n · r = (m+ n) · r Speichereinheiten zur Verfu¨gung gestellt werden.
4.1.2 Matrix-Vektor-Multiplikation
Das Produkt einer m × n-Matrix A im vollen Format mit einem Vektor x der La¨nge n
kann mit Alg. 7 berechnet werden. Dazu sind m · (2n − 1) arithmetische Operationen
notwendig.
Algorithmus 7 MVM (m, n, A, x, y)
1: for i = 0 : m− 1 do
2: y(i) = A(0, i) · x(0)
3: for j = 1 : n− 1 do
4: y(i) = y(i) +A(i, j) · x(j)
Liegt A im Format (4.1) vor, kann die MVM wie in Alg. 8 in zwei Teilaufgaben zerlegt
werden. Dieser Algorithmus beno¨tigt r · (2n − 1) + m · (2r − 1) = 2r(m + n) − r −m
Operationen.
Algorithmus 8 MVM fu¨r Format (4.1) (m, n, r, U , V H , x, y)
1: MVM (r, n, V H , x, z)
2: MVM (m, r, U , z, y)
4.1.3 Definition Niedrigrang-Matrix
Es sei vorausgesetzt, dass der Rang r der m× n-Matrix A die Bedingung
r · (m+ n) < m · n (4.2)
erfu¨llt und die Matrix im Format (4.1) vorliegt. Im Vergleich zum vollen Format ist
dann sowohl der Speicherverbrauch als auch der Aufwand der MVM geringer. Dies ist
Motivation fu¨r die Definition der Menge der Niedrigrang-Matrizen
Cm×nr := {A ∈ Cm×n : rankA ≤ r}.
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4.1.4 Addition und Multiplikation von Niedrigrang-Matrizen
4.1.4.1 Addition
Seien A = UAV HA ∈ Cm×nrA und B = UBV HB ∈ Cm×nrB gegeben. Die Summe
A+B = UAV HA + UBV
H
B =
[
UA UB
] · [V HA
V HB
]
la¨sst sich ohne arithmetische Operationen nur durch Umorganisation des Speichers rea-
lisieren. Allerdings gilt
rank(A+B) ≤ rank(A) + rank(B) =: rA+B,
d.h. der Rang der Summe kann auf rA+B = rA+rB anwachsen. Die Menge der Niedrigrang-
Matrizen ist nicht abgeschlossen bzgl. der Addition. Im Abschnitt 4.1.6 wird eine appro-
ximative Addition vorgestellt, die den Rang durch Approximation erha¨lt.
4.1.4.2 Multiplikation
Seien A = UAV HA ∈ Cm×prA und B = UBV HB ∈ Cp×nrB gegeben, wobei UA ∈ Cm×rA , VA ∈
Cp×rA und UB ∈ Cp×rB , VB ∈ Cn×rB . Fu¨r das Produkt AB = UAV HA · UBV HB = UV H
gibt es zwei Mo¨glichkeiten der Berechnung:
U = UAV HA UB, V = VB, (4.3a)
U = UA, V = VB(UHB VA). (4.3b)
Wa¨hrend der Algorithmus (4.3a) rArB(2p−1)+mrB(2rA−1) Operationen beno¨tigt, sind
fu¨r Algorithmus (4.3b) rAn(2rB − 1) + rArB(2p− 1) Operationen notwendig. In Abha¨n-
gigkeit der Dimensionen der Eingabematrizen kann der Algorithmus mit der geringeren
Anzahl von Operationen ausgewa¨hlt werden.
4.1.5 Approximation durch Niedrigrang-Matrizen, Normen
Fu¨r den Rang r einer m × n-Matrix A gilt: r ≤ min{m,n}. Im Allgemeinen ist r ∼
min{m,n}. In diesem Abschnitt soll mit Hilfe der Singula¨rwertzerlegung eine Na¨herung
A˜ an A mit kleinerem Rang berechnet und gleichzeitig der Approximationsfehler angeben
werden.
4.1.5.1 Singula¨rwertzerlegung
Satz 4.1. Sei A ∈ Rm×n, m ≥ n. Dann existieren orthogonale Matrizen
U =
[
u1, . . . ,un
] ∈ Rm×n und V = [v1, . . . ,vn] ∈ Rn×n,
so dass
UTAV = Σ bzw. A = UΣV T mit Σ = diag(σ1, . . . , σn),
wobei fu¨r die Singula¨rwerte σ1 ≥ · · · ≥ σn gilt.
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Beweis. siehe [32, Seite 70]
Die Zerlegung der Matrix A = UΣV T nennt man Singula¨rwertzerlegung (engl. singular
value decomposition - SVD). Die SVD ist in etwa 21mn2 Operationen zu berechnen, siehe
[32, Abschnitt 5.4.5]. Daher wird die SVD im Allgemeinen nur auf relativ kleine Matrizen
angewendet.
Bei der na¨herungsweisen Darstellung der Matrix A durch
A˜ := UΣrV H , Σr := diag(σ1, . . . , σr, 0, . . . , 0)
entsteht ein Fehler. Der Abstand zwischen A und A˜, also die Approximationsqualita¨t,
wird durch eine Norm gemessen.
4.1.5.2 Die Frobeniusnorm
Die Frobeniusnorm einer m× n-Matrix A ist wie folgt definiert
‖A‖F :=
 m∑
i=1
n∑
j=1
|aij |2
 12 = √trace(AHA). (4.4)
Bei elementweiser Speicherung von A betra¨gt der Aufwand zur Berechnung der Frobe-
niusnorm n ·m Operationen. Im Format (4.1) ergibt sich die Berechnungsmo¨glichkeit
‖UV H‖2F =
r∑
k,`=1
(
uHk u`
) (
vkv
H
`
)
(4.5)
mit einem Aufwand von 2r2(m + n). Die Darstellung (4.1) ist nur vorteilhaft, solange
die im Vergleich zu (4.2) scha¨rfere Bedingung r2(m+ n) < m · n gilt.
4.1.5.3 Die Spektralnorm
Die Spektralnorm einer m× n-Matrix A ist
‖A‖2 := max‖x‖2=1 ‖Ax‖2 =
√
λmax(AHA).
Die Menge aller Eigenwerte einer n× n-Matrix M bezeichnet man als Spektrum:
σ(M) = {λ1, . . . , λn}.
Wegen σ(AB)\{0} = σ(BA)\{0} folgt mit A = V und B = UHUV H die Gleichung
‖A‖2 =
√
λmax
(
(UV H)H (UV H)
)
=
√
λmax ((UHU) (V HV )).
Der Aufwand zur Berechnung der Spektralnorm von A reduziert sich auf den Aufwand
fu¨r die Berechnung des gro¨ßten Eigenwerts der r × r-Matrix UHUV HV .
42
Satz 4.2. Sei die SVD von A = UΣV T gegeben, wobei A ∈ Rm×n. Dann gilt
min
A˜∈Cm×nr
‖A− A˜‖2 = ‖Σ− Σr‖2,
wobei Σr = diag(σ1, . . . , σr, 0, . . . , 0) und A˜ = Ar = UΣrV T .
Der in der Spektralnorm gemessene Approximationsfehler ist
||A−Ar||2 = ||Σ− Σr||2 = σr+1. (4.6)
Beweis. siehe [53]
In der Frobeniusnorm ergibt sich der Approximationsfehler
||A−Ar||F =
√√√√ n∑
`=r+1
σ2` , (4.7)
vorausgesetzt m ≥ n.
Zu vorgegebener Genauigkeit ε kann entsprechend der Rang r berechnet werden. Um-
gekehrt kann bei vorgegebenen Rang der Approximationsfehler durch (4.6) oder (4.7) an-
gegeben werden. Wie wir in den folgenden Abschnitten sehen werden, approximieren wir
nicht nur Matrizen mit nahezu vollem Rang, sondern wenden die SVD auf Niedrigrang-
Matrizen an. Der Aufwand wird durch Alg. 9 im Vergleich zur SVD, angewendet auf das
volle Matrixformat, erheblich reduziert.
Algorithmus 9 SVD fu¨r die Niedrigrang-Matrixrepra¨sentation (4.1)
1: berechne die QR-Zerlegungen: U = QURU und V = QVRV
2: berechne die r × r-Matrix T = RURHV
3: berechne die SVD der r × r-Matrix T = Uˆ ΣˆVˆ H
4: berechne QU Uˆ und (QV Vˆ )H → A = (QU Uˆ) Σˆ (QV Vˆ )H
Fu¨r die mit dem Algorithmus von Householder realisierten QR-Zerlegungen im Schritt
Eins werden 2r2(m + n) Operationen beno¨tigt, wobei statt QU bzw. QR jeweils nur
die Householder-Reflektoren gespeichert werden. Die Matrix-Matrix-Multiplikation im
Schritt Zwei la¨sst sich unter Ausnutzung der Struktur der Eintra¨ge in RU und RV in
der Komplexita¨t 23r
3 + 13r berechnen. Die SVD der r × r-Matrix RURHV ist in einem
Aufwand von 21r3 durchzufu¨hren. Zur Berechnung der unita¨ren MatrizenQU Uˆ undQV Vˆ
im letzten Schritt mu¨ssen die im ersten Schritt berechneten Householder-Reflektoren auf
die Matrizen Uˆ und Vˆ angewendet werden. Dazu beno¨tigt man 4r2m+4r2n = 4r2(m+n)
Operationen. Die Gesamtzahl der Operationen ist WAlg. 9 = 653 r3 + 6r2(m+ n).
4.1.6 Approximative Addition von Niedrigrang-Matrizen
Der anwachsende Rang bei der (exakten) Addition fu¨hrt zu einer gro¨ßeren Speicherbele-
gung und la¨ngeren Laufzeiten der numerischen Algorithmen. Deshalb ist die Definition
einer na¨herungsweisen Addition wu¨nschenswert, deren Ergebnis wieder in Cm×nr liegt.
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Die Anwendung des Alg. 9 auf U =
[
UA UB
]
und V =
[
VA VB
]
liefert eine Approxi-
mation an das exakte Ergebnis. Man bezeichnet diese Operation als gerundete Addition.
Satz 4.3. Seien ||·|| eine unita¨r invariante Norm, A ∈ Cm×nrA und B ∈ Cm×nrB . Man kann
die Matrix S ∈ Cm×nr , r ≤ rA + rB, mit
‖A+B − S‖ = inf
M∈Cm×nr
‖A+B −M‖ (4.8)
in O (653 (rA + rB)3 + 6(rA + rB)2(m+ n)) Operationen berechnen.
Beweis. Die Existenz einer (4.8) erfu¨llenden Matrix S folgt aus Satz 4.2. Mit Alg. 9 la¨sst
sich S in der angegebenen Anzahl von Operationen berechnen.
4.1.7 Agglomeration von Niedrigrang-Matrizen
Das Ziel der Agglomeration von Niedrigrang-Matrix-Blo¨cken zu einem neuen Niedrigrang-
Matrix-Block besteht in der Reduktion des Speicherverbrauchs. Sei
A =
[
A11 A12
A21 A22
]
=
[
A11
]
+
[
A12
]
+
[
A21
]
+
[
A22
]
(4.9)
wobei A11 eine m1 × n1, A12 eine m1 × n2, A21 eine m2 × n1 und A22 eine m2 × n2
Matrizen sind. Fasst man die Blo¨cke durch die im Abschnitt 4.1.6 definierte gerundete
Addition zusammenfassen, dann erfordert die Berechnung der Faktoren U und V fu¨r die
Form (4.1) mit Alg. 9 einen Aufwand von
O
(
65
3
(r11 + r12 + r21 + r22)
3 + 6 (r11 + r12 + r21 + r22)
2 (m+ n)
)
bzw. mit r := max{r11, r12, r21, r22} den Aufwand O
(
1387r3 + 96r2(m+ n)
)
.
Der folgenden Algorithmus nutzt die spezielle Struktur der Terme auf der rechten Seite
von (4.9) aus. Sei
[
A11 A12
A21 A22
]
=
[
U11V
H
11 U12V
H
12
U21V
H
21 U22V
H
22
]
=
[
U11 U12
U21 U22
]
·

V H11
V H12
V H21
V H22

mit U11 ∈ Rm1×r, V11 ∈ Rn1×r, U12 ∈ Rm1×r, V12 ∈ Rn2×r, U21 ∈ Rm2×r, V21 ∈ Rn1×r
und U22 ∈ Rm2×r, V22 ∈ Rn2×r. Im ersten Schritt werden die vier QR-Zerlegungen
[U11, U12] = QU11U12RU11U12 , [U21, U22] = QU21U22RU21U22 ,
[V11, V21] = QV11V21RV11V21 , [V12, V22] = QV12V22RV12V22
durchgefu¨hrt, wobei nur die Householder-Reflektoren gespeichert und die unita¨ren Q
nicht explizit gebildet werden. Symbolisch ergibt sich[
A11 A12
A21 A22
]
=
[
QU11U12
QU21U22
] [
RU11U12
RU21U22
] [
RHV11V21
RHV12V22
] [
QHV11V21
QHV12V22
]
.
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vier QR-Zerlegungen 2(2r)2(m+ n) = 8r2(m+ n)
zwei Matrix-Matrix-Multiplikationen 2 · [23(2r)3 + 13(2r)] = 323 r3 + 43r
zwei SVDs 2 · [21(2r)3] = 336r3
Anwendung der Householder-Reflektoren 4(2r)2(m+ n) = 16r2(m+ n)
Multiplikation der Diagonalmatrix Σ¯ rmin{m,n}
≈ 24r2(m+ n) + 347r3
Tabelle 4.1: Anzahl der Operationen fu¨r die Agglomeration
Zur Bildung der Blockdiagonalmatrix
T =
[
T11 0
0 T22
]
=
[
RU11U12
RU21U22
] [
RHV11V21
RHV12V22
]
werden zwei Matrix-Matrix-Multiplikationen der Dimension (2r) × (2r) beno¨tigt. Die
Berechnung der SVD der (4r)× (4r)-Matrix T = U¯ Σ¯V¯ H liefert die unita¨ren Faktoren
U¯ =
[
U¯11
U¯22
]
und V¯ =
[
V¯ H11
V¯ H22
]
in Block-Diagonalform, und es ist[
A11 A12
A21 A22
]
=
[
QU11U12
QU21U22
]
︸ ︷︷ ︸
QU
[
U¯11
U¯22
] [
Σ¯11
Σ¯22
] [
V¯ H11
V¯ H22
][
QV H11 V H21
QV H12 V H22
]
︸ ︷︷ ︸
QV
.
Die Householder-Reflektoren QU11U12 , QU21U22 , Q
H
V11V22
sowie QHV21V22 ko¨nnen blockweise
auf U¯11, U¯22, V¯ H11 sowie V¯
H
22 angewendet werden. Durch die Multiplikation der Diagonal-
matrix Σ¯ entweder mit der Block-Diagonalmatrix QU U¯ oder der Block-Diagonalmatrix
V¯ HQV erha¨lt man die Faktoren der Niedrigrang-Darstellung der Matrix A.
In der Tabelle 4.1 werden die Kosten pro Schritt aufgeschlu¨sselt. Zusammengefasst
werden zur Agglomeration O (24r2(m+ n) + 347r3) Operationen no¨tig.
4.2 Partitionierung der Matrix in Blo¨cke
Da nicht jede Matrix A ∈ RI×J direkt als Niedrigrang-Matrix darstellbar bzw. als
Niedrigrang-Matrix approximierbar ist, suchen wir nach einer Partitionierung der Matrix
in Blo¨cke, welche als Niedrigrang-Matrix approximierbar oder klein sind. Es ist sowohl
fu¨r die Speichereffizienz als auch fu¨r die angestrebte linear-logarithmische Komplexita¨t
wichtiger Matrix-Operationen entscheidend, eine geeignete Partition der Indexmenge
I × J in linear-logarithmischer Zeit zu finden.
Definition 4.4. Seien I, J endliche Indexmengen. Eine Teilmenge P der Potenzmenge
P(I × J) nennt man Matrixpartition (Partition), wenn
I × J =
⋃
b∈P
b und bi ∩ bj = ∅, i 6= j,
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gilt. Ein Element b ∈ P bezeichnet man dann als Indexblock (Block).
Um mo¨glichst wenig Speicherplatz zu belegen, sollte eine geeignete Partition wenige
Blo¨cke haben. Andererseits ist es wu¨nschenswert, dass die Partition ausreichend viele
Blo¨cke entha¨lt, um jeden Block mit niedrigem Rang zu repra¨sentieren, d.h. der Rang
des Blocks genu¨gt der Bedingung (4.2). Diese beiden Anforderungen an eine geeignete
Partition sind diametral, so dass eine Gewichtung der Anforderungen vorgenommen
werden muss. Eine dritte Bedingung ist an die Anordnung der Blo¨cke zu stellen – die
Blockstruktur soll effiziente Matrixoperationen erlauben.
Die Anzahl mo¨glicher Permutationen von Zeilen und Spalten betra¨gt |I|! · |J |!. Eine
einfache Suche durch alle Partitionen ist daher zu aufwa¨ndig. Tensorpartitionen besitzen
eine mehr als linear-logarithmische Komplexita¨t bzgl. des Speicherverbrauchs, die Ma-
trixoperationen sind ebenfalls nicht in linear-logarithmischer Zeit durchzufu¨hren, siehe
[9].
Zur Suche geeigneter Partitionen hat sich ein hierarchischer Zugang bewa¨hrt. Dazu
wird zuna¨chst ein Clusterbaum berechnet, der die hierarchische Partition der Indexmenge
I speichert. Auf dem Clusterbaum basierend wird ein sogenannter Block-Clusterbaum
konstruiert, dessen Bla¨tter eine zula¨ssige Partition enthalten.
In Abschnitt 4.2.1 wird eine fu¨r Finite-Elemente-Anwendungen typische Bedingung
eingefu¨hrt, die ein zula¨ssiger Block erfu¨llen muss. Unter Beru¨cksichtigung dieser Zula¨s-
sigkeitsbedingung werden in Abschnitt 4.2.2 Konstruktionen des Clusterbaums angege-
ben.
Auf Basis des Clusterbaums wird in Abschnitt 4.2.3 der Aufbau des Block-Cluster-
baums erkla¨rt, wofu¨r eine effiziente Auswertung der Zula¨ssigkeitsbedingung beno¨tigt
wird. Die gesuchte Matrixpartition ist in den Bla¨ttern des Block-Clusterbaums enthalten.
4.2.1 Zula¨ssigkeitskriterium
Das Zula¨ssigkeitskriterium soll folgende Eigenschaften haben.
1. Ist b ∈ P zula¨ssig, dann fallen die Singula¨rwerte von A|b exponentiell ab.
2. Ist b ∈ P zula¨ssig, dann sind die Unterblo¨cke b′ ⊂ b ebenfalls zula¨ssig.
3. Das Kriterium kann fu¨r einen Block b = t × s ⊂ I × J mit einem numerischen
Aufwand von O (|t|+ |s|) u¨berpru¨ft werden.
Definition 4.5. Eine Partition P heißt zula¨ssig, wenn die Blo¨cke b = t1× t2 ∈ P zula¨ssig
oder klein sind. Ein Block wird als klein bezeichnet, wenn |t1| ≤ nmin und |t2| ≤ nmin
gilt.
Die Konstante nmin wird abha¨ngig von der Rechnerarchitektur und insbesondere der
Cache-Gro¨ße gewa¨hlt.
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4.2.1.1 Geometrisches Zula¨ssigkeitskriterium fu¨r FE-Matrizen
Der zu (1.3) inverse Differentialoperator kann als Integraloperator
(L−1 ϕ)(x) =
∫
Ω
G(x, y)ϕ(y)dy (4.10)
dargestellt werden. Seien Xi = suppϕi und Xt1 =
⋃
i∈t1
Xi bzw. Xt2 =
⋃
i∈t2
Xi disjunk-
te Teilgebiete von Ω. Die Greensche Funktion G(x, y) ist fu¨r x = y singula¨r. Unter
der Bedingung, dass die Teilgebiete Xt1 , Xt2 genu¨gend großen Abstand haben, kann
fu¨r Differentialoperatoren mit hinreichend glatten Koeffizienten und hinreichend glatten
Rand ∂Ω gezeigt werden, dass G(x, y) auf Xt1 ×Xt2 , durch eine separable Entwicklung
darstellbar ist, d.h.
G(x, y) =
r∑
`=1
p`(x)q`(y) +Rr(x, y), x ∈ Xt1 , y ∈ Xt2 , (4.11)
wobei p` bzw. q` hier Polynome in x bzw. y sind. Der Zahl r der Summanden in∑r
`=1 p`(x)q`(y) heißt Separationsrang. Eine separable Entwicklung heißt exponentiell
konvergent, falls Konstanten c1, c2, α ≥ 0 existieren, so dass
||Rr|| ≤ c1 exp(−c2rα)
ist. Unter den obigen Voraussetzungen ist die separable Entwicklung (4.11) exponentiell
konvergent. Die Anwendung der Galerkin-Diskretisierung mit den FE-Basisfunktionen
ϕi fu¨hrt auf die Matrix B mit Eintra¨gen
bνµ :=
∫
Ω
∫
Ω
ϕν(x)G(x, y)ϕµ(y)dxdy. (4.12)
Seien IXt1 = {ν : suppϕν ⊂ Xt1} und IXt2 = {µ : suppϕµ ⊂ Xt2}. Setzen wir G(x, y) ≈∑r
`=1 p`(x)q`(y) in (4.12) ein, so erhalten wir
bνµ ≈ b˜νµ :=
r∑
`=1
∫
Ω
ϕν(x)p`(x)dx ·
∫
Ω
ϕµ(y)q`(y)dy.
Der Block B|Xt1×Xt2 hat daher ho¨chstens Rang r. Dies motiviert eine geometrische
Zula¨ssigkeitbedingung
min{diamXt1 , diamXt2} ≤ η dist(Xt1 , Xt2). (4.13)
Bemerkung 4.6. 1. Die Existenz einer Approximation an die Inverse der FE-Matrix
elliptischer Operatoren kann sogar fu¨r L∞-Koeffizienten gezeigt werden [11].
2. Das Hauptaugenmerk dieser Arbeit soll auf die Vorkonditionierung iterativer Lo¨-
ser fu¨r schwach besetzte Gleichungssysteme, wie etwa FE-Systeme, gerichtet sein.
Da die Finite-Elemente-Matrizen in unseren Anwendungsfa¨llen quadratisch sind,
werden wir uns auf die Partition von I × I statt auf I × J konzentrieren.
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4.2.2 Clusterbaum
Definition 4.7. Man nennt den Graphen TI = (VTI , ETI ) mit den Knoten VTI und den
Kanten ETI Clusterbaum zur Indexmenge I, falls
1. die Indexmenge I die Wurzel des Baumes bildet,
2. falls die Sohnknoten paarweise disjunkte Indexmengen enthalten, d.h. t = ∪t′∈SI(t)t′
(fu¨r alle t ∈ VTI\L(TI)) und fu¨r t′, t′′ ∈ SI(t) : t′ ∩ t′′ = ∅ und
3. alle Knoten, mit Ausnahme der Bla¨tter, mindestens zwei So¨hne besitzen.
Der Clusterbaum entha¨lt in jeder Stufe eine Partition der Indexmenge. Mit zuneh-
mender Tiefe wird die Partition immer feiner.
Lemma 4.8. Der so definierte Clusterbaum hat eine in |I| lineare Anzahl von Knoten.
Beweis. siehe [9]
Um eine linear-logarithmische Laufzeit zur Berechnung des Vorkonditionierers nicht
zu u¨berschreiten, wird sich herausstellen, dass der Clusterbaum eine Tiefe logarithmisch
in |I| haben sollte.
Definition 4.9. Ein Clusterbaum TI ist balanciert, falls eine von |I| unabha¨ngige Kon-
stante c existiert, so dass
min
t∈TI\L(TI)
{ |t1|
|t2| : t1, t2 ∈ S(t)
}
≤ c
gilt.
Lemma 4.10. Die Tiefe L(TI) eines balancierten Clusterbaums ist logarithmisch in |I|.
Beweis. siehe [9]
Bei der FE-Methode sollen durch die Anwendung der Sohnabbildung SI auf die Clus-
ter t1, t2 die Durchmesser von t′1, t′′1 ⊂ t1 sowie t′2, t′′2 ⊂ t2 mo¨glichst minimiert werden.
Dann werden die Unterblo¨cke t′1× t′2, t′1× t′′2, t′′1 × t′2 und t′′1 × t′′2 die zur Clusterung pas-
sende Zula¨ssigkeitsbedingungen (4.13) bereits nach wenigen Teilungsschritten erfu¨llen,
und die Partition wird nicht zu fein. Bisher wird der Clusterbaum unter Nutzung der
geometrischen Informationen erstellt. Zur geometrischen Clusterung werden beispiels-
weise die Bounding-Box-Methode oder die Hauptkomponentenanalyse eingesetzt, die im
Folgenden kurz erkla¨rt werden. Fu¨r schwach besetzte Matrizen bieten sich weitere Ar-
ten der Clusterung an. Diese beno¨tigen keine geometrischen Informationen mehr, da der
Matrixgraph die Grundlage der Partitionierung bildet (siehe Kapitel 5).
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4.2.2.1 Clusterung in regelma¨ßige Teilquader
Bei der auch Bounding-Box-Clusterung genannten Methode wird ein minimaler achsen-
paralleler Quader Q =
d∏
k=1
[ak, bk] berechnet, der das gesamte Gebiet Ω bzw. dessen Dis-
kretisierung XI = ∪i∈IXi umfasst, wobei Xi = suppϕi der in Abschnitt 1.2 eingefu¨hrte
Tra¨ger zur i-ten Basisfunktion ist. Durch die rekursive Teilung, senkrecht zur Richtung
der jeweils gro¨ßten Ausdehnung, entstehen Untergebiete halber Gro¨ße. Die zugeho¨rigen
ξi ∈ Xi ko¨nnen nun entweder dem Sohn t1 oder t2 zugeordnet werden.
Algorithmus 10 BoundingBox-Clusterung (Qt, t)
1: bestimme j so dass max
1≤j≤d
bj − aj
2: Qt1 :=
j−1∏
k=1
[ak, bk]× [aj , 12(bj + aj)]×
d∏
k=j−1
[ak, bk]
3: Qt2 :=
j−1∏
k=1
[ak, bk]× [12(bj + aj), bj ]×
d∏
k=j−1
[ak, bk]
4: for all i ∈ t do
5: if (ξi)j ≤ 12(bj + aj) then
6: t1 := t1 ∪ i
7: else
8: t2 := t2 ∪ i
9: if |t1| > nmin then
10: BoundingBox-Clusterung (Qt1 , t1)
11: if |t2| > nmin then
12: BoundingBox-Clusterung (Qt2 , t2)
Mit Alg. 10 kann ein geometrisch balancierter Clusterbaum erstellt werden. Der Algo-
rithmus beru¨cksichtigt aber komplexe Geometrien ungenu¨gend, was auf die Kardinalita¨t
bezogen zu einem unbalancierte Clusterbaum fu¨hren kann.
Beispiel 4.11. Die Clusterung in regelma¨ßige Teilquader einer regelma¨ßigen Diskreti-
sierung der in Abb. 4.1 dargestellten Geometrie fu¨hrt zu dem in Abb. 4.2 skizzierten
unbalancierten Clusterbaum.
Abb. 4.1: Tetraeder
4.2.2.2 Hauptkomponenten-Clusterung
Die Clusterung nach Hauptkomponenten oder Hauptkomponentenanalyse (engl. princi-
ple component analysis, kurz PCA) wird in der Statistik zur Klassifizierung von Ele-
menten einer Stichprobe angewendet. Die durch die Hauptrichtung und das Zentrum
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[0, 56) [56, 152)
[152, 1303)
[152, 303)
[152, 215) [215, 303)
[303, 1303)
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[303, 357) [357, 423)
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Abb. 4.2: 4 Stufen des durch Zerlegung in regelma¨ßigen Teilquader generierten Cluster-
baums fu¨r Abb. 4.1
Hauptrichtung
Abb. 4.3: PCA
einer Stichprobe definierte Hyperebene dient als Diskriminanzfunktion. Interpretieren
wir die Mittelpunkte ξi ∈ Xi, i ∈ t, als Stichprobe und definieren durch st = 1|t|
∑
i∈t ξi
das Zentrum des Clusters t, so ist die Hauptrichtung der zum maximalen Eigenwert der
symmetrisch, positiv definiten Kovarianzmatrix
Ct =
∑
i∈t
(ξi − st)(ξi − st)T
geho¨rige Eigenvektor ut. Die Teilung des Clusters t kann anhand des Vorzeichens des
Skalarprodukts von ut mit ξi − st bestimmt werden, etwa durch
t1 := {i ∈ t : ut(ξi − st) < 0} und t2 = t\t1.
Eine zweite Variante besteht in der Umordnung der Indizes anhand der Gro¨ße der Pro-
jektion auf ut, d.h. der Vektor (ut (ξ1 − st) , . . . ,ut (ξn − st)) wird sortiert. Sei pi eine
entsprechende Permutation, dann ergibt sich t1 := {pi(1), . . . , pi(|t|/2)} und t2 := t\t1.
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Die zweite Variante fu¨hrt auf kardinalita¨tsbalancierte Clusterba¨ume. Der gro¨ßte Eigen-
wert und der zugeho¨rige Eigenvektor der d×d-Matrix ko¨nnen durch die Potenzmethode
(auch von-Mises-Verfahren) bestimmt werden.
Beispiel 4.12. Die Diskretisierung der in Abb. 4.1 dargestellten Geometrie fu¨hrt bei
Clusterung mit der zweiten Variante zu dem in Abb. 4.4 skizzierten Clusterbaum. Die
Knoten der dritten Ebene enthalten bereits unterschiedlich viele Inidzes, was bei einer
weiteren Partitionierung auf einen unbalancierten Clusterbaum fu¨hrt. Insgesamt liefert
die PCA-Methode einen nicht so stark unbalancierten Clusterbaum wie Alg. 10.
[0, 1303)
[0, 380)
[0, 169)
[0, 81) [81, 169)
[169, 380)
[169, 268) [268, 380)
[380, 1303)
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[380, 508) [508, 713)
[713, 1303)
[713, 973) [973, 1303)
Abb. 4.4: 3 Stufen des durch Zerlegung nach der Hauptkomponentenmethode generierten
Clusterbaums fu¨r Abb. 4.1
4.2.3 Block-Clusterbaum
4.2.3.1 Definitionen und Theorie
Definition 4.13. Wir nennen einen Graphen TI×J Block-Clusterbaum, wenn
1. I × J die Wurzel ist,
2. t1 × t2 =
⋃
t′1×t′2∈SI×J (t1×t2)
t′1 × t′2 und (t′1 × t′2) ∩ (t′′1 × t′′2) = ∅ fu¨r t′1 × t′2 6= t′′1 × t′′2,
3. |SI×J(t1 × t2)| ≥ 2 falls SI×J(t1 × t2) nicht leer ist.
Die Sohnabbildung SI×J ist definiert durch
SI×J(t1 × t2) :=
{
∅, falls t1 × t2 zula¨ssig,
SI(t1)× SJ(t2), sonst.
(4.14)
Der Block-Clusterbaum TI×J wird durch die rekursive Anwendung von SI×J auf I×J
konstruiert.
Mit einem Block-Clusterbaum kann die in [33] eingefu¨hrte Konstante csp verknu¨pft
werden. Diese stellt ein Maß fu¨r die Komplexita¨t einer Partition dar, und wird in Ab-
scha¨tzungen fu¨r Speichernutzung und Laufzeitanalyse von Algorithmen in Abschnitt 4.3
ha¨ufig benutzt.
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I × I
t1 × t1
t3 × t3t3 × t4t4 × t3t4 × t4
t1 × t2
t3 × t5t3 × t6t4 × t5t4 × t6
t2 × t1
t5 × t3t5 × t4t6 × t3t6 × t4
t2 × t2
t5 × t5t5 × t6t6 × t5t6 × t6
Abb. 4.5: Block-Clusterbaum zu bina¨rem Clusterbaum
Definition 4.14. Seien TI und TJ Clusterba¨ume zu den Indexmengen I und J und TI×J
der Block-Clusterbaum fu¨r I × J . Man bezeichnet fu¨r ein Cluster t1 ∈ TI die maximale
Anzahl von Blo¨cken in t1 × t2 ∈ TI×J mit
c(r)sp (TI×J , t1) := |{t2 ∈ TJ : t1 × t2 ∈ TI×J}|
und fu¨r ein Cluster t2 ∈ TJ die maximale Anzahl von Blo¨cken in t1 × t2 ∈ TI×J mit
c(c)sp (TI×J , t2) := |{t1 ∈ TI : t1 × t2 ∈ TI×J}| .
Das Maximum aus diesen beiden Konstanten ist
csp(TI×J) := max{max
t1∈TI
c(r)sp (TI×J , t1), max
t2∈TJ
c(c)sp (TI×J , t2)}. (4.15)
Fu¨r finite Elemente auf regula¨ren Gittern ist csp unabha¨ngig von |I| beschra¨nkt [9].
Die Komplexita¨t einer Partition ergibt sich aus der Summe der Kosten pro Block. Im
Allgemeinen ha¨ngen die Kosten pro Block von dessen Gro¨ße ab.
Lemma 4.15. Unter der Annahme, dass die Kosten des Blocks t1 × t2 im Format (4.1)
r ·(|t1|+ |t2|) und im vollen Format |t1| · |t2| betragen, ist die Komplexita¨t einer zula¨ssigen
Partition beschra¨nkt durch
max{nmin, r} csp (L(TI)|I|+ L(TJ)|J |) . (4.16)
Beweis. Blo¨cke t1× t2 der Form (4.1) haben die Komplexita¨t r(|t1|+ |t2|). Liegen Blo¨cke
t1 × t2 im vollen Format vor, so sind diese nach den Anforderungen an eine zula¨ssige
Partition klein, d.h. min{|t1|, |t2|} ≤ nmin. Zudem gilt
|t1| · |t2| = min{|t1|, |t2|}max{|t1|, |t2|} ≤ nmin(|t1|+ |t2|). (4.17)
Deswegen sind die maximalen Kosten pro Block max{nmin, r}(|t1| + |t2|). Mit c =
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max{nmin, r} ergibt sich fu¨r die Gesamtkomplexita¨t einer zula¨ssigen Partition:
W ≤
∑
t1×t2∈TI×J
c(|t1|+ |t2|) = c
 ∑
t1×t2∈TI×J
|t1|+
∑
t1×t2∈TI×J
|t2|

= c
∑
t1∈TI
∑
{t2∈TI :t1×t2∈TI×J}
|t1|+
∑
t2∈TJ
∑
{t1∈TI :t1×t2∈TI×J}
|t2|

≤ c
∑
t1∈TI
crsp|t1|+
∑
t2∈TJ
ccsp|t2|
 ≤ c csp · (L(TI)|I|+ L(TJ)|J |) .
Damit ist die Abscha¨tzung (4.16) bewiesen.
4.2.3.2 Geometrische Konstruktion von T geoI×I
Zur Konstruktion von T geoI×I muss nach (4.14) die Zula¨ssigkeitsbedingung (4.13) ausgewer-
tet werden. Dazu mu¨ssen Durchmesser und Absta¨nde berechnet werden. Zur Berechnung
des Durchmessers eines Clusters t sind O (|t|2) Abstandsbestimmungen notwendig. Der
Abstand zwischen zwei Clustern t1 und t2 kann geometrisch mit einem Aufwand von
O (|t1| · |t2|) berechnet werden. Um den Aufwand zu reduzieren werden statt der ex-
akten Werte fu¨r die Durchmesser von t1 bzw t2 und den Abstand zwischen t1 und t2
Na¨herungen berechnet.
Erfolgt die Clusterung in regelma¨ßige Teilquader, dann lassen sich die Durchmesser
von t1 bzw. t2 durch die Durchmesser der entsprechenden Teilquader approximieren.
Analog wird der Abstand zwischen t1 und t2 durch den Abstand der Teilquader um t1
bzw. t2 approximiert.
Im Fall der Clusterung mit Hilfe der Hauptkomponenten wird der Abstand der Cluster
unter Beru¨cksichtigung der Radien der Cluster approximiert.
4.3 Hierarchische Matrizen: Operationen und Analyse
In diesem Abschnitt wollen wir neben der Definition der hierarchischen Matrizen die
arithmetischen Operationen Matrix-Vektor-Multiplikation (MVM), Matrix-Addition so-
wie die Matrix-Multiplikation von H-Matrizen skizzieren und deren asymptotische Kom-
plexita¨t ermitteln. Die beiden letztgenannten Operationen werden zur Berechnung der
H-Inversen und zur Berechnung der H-LU -Zerlegung verwendet.
4.3.1 Die Menge der hierarchischen Matrizen
Definition 4.16. Die Menge der hierarchischen Matrizen auf dem Block-Clusterbaum
TI×J mit der zula¨ssigen Partition P = L(TI×J) und blockweisem Maximalrang r werden
definiert als
H(TI×J , r) := {A ∈ CI×J : rankAb ≤ r, fu¨r alle zula¨ssigen b = t× s ∈ P}.
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Lemma 4.17. Sei A ∈ H(TI×J , r). Dann gilt fu¨r den Speicherbedarf
NSpeicher (A) ≤ csp max{r, nmin} (L(TI)|I|+ L(TJ)|J |) .
Beweis. Da die Voraussetzungen von Lemma 4.15 erfu¨llt sind, folgt die Aussage aus dem
Lemma.
4.3.2 Matrix-Vektor-Multiplikation
Sei A ∈ H(TI×J , r). Die MVM wird blockweise realisiert, Ax =
∑
t1×t2∈L(TI×J )
At1×t2xt2 .
Liegt der Block t1× t2 im vollen Format vor, dann wird die elementweise MVM (Alg. 7)
eingesetzt. Mit (4.17) beno¨tigt die MVM
|t1|(2|t2| − 1) ≤ 2nmin(|t1|+ |t2|)− |t1|
Operationen. Liegt der Block t1× t2 im Format (4.1) vor, dann wird Alg. 8 angewendet.
Die MVM beno¨tigt dann 2r(|t1| + |t2|) − r − |t1| Operationen. Der maximale Aufwand
zur MVM eines Blocks mit einem Subvektor ist daher 2 ·max{r, nmin}(|t1|+ |t2|). Eine
Abscha¨tzung fu¨r den Gesamtaufwand ergibt sich analog zum Beweis von Lemma 4.15
durch Summation u¨ber alle blockweisen Matrix-Vektor-Multiplikationen:
WMVM ≤ 2 csp max{r, nmin} (L(TI)|I|+ L(TJ)|J |) .
Im Gegensatz zur Addition und Multiplikation von H-Matrizen und darauf aufbauenden
Operationen ist die MVM exakt bis auf Maschinengenauigkeit. Eine Parallelisierung der
MVM wird in [13] beschrieben.
Algorithmus 11 H-Matrix-Vektor-Multiplikation (TI×J , A, x, y)
1: if t1 × t2 ∈ L(TI×J) then
2: if At1×t2 hat Form (4.1) then
3: MVM fu¨r Format (4.1) (|t1|, |t2|, r, U , V H , xt2 , yt1)
4: else
5: MVM (|t1|, |t2|, At1×t2 , xt2 , yt1)
6: else
7: for all t′1 ∈ S(t1) do
8: for all t′2 ∈ S(t2) do
9: H-Matrix-Vektor-Multiplikation (Tt′1×t′2 , A, x)
4.3.3 Blockweise und globale Normen
Liegt A als H-Matrix vor, so gilt
||A||F =
 ∑
b∈L(TI×J )
||Ab||2F
 12 .
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Lemma 4.18. Zur Berechnung der Frobeniusnorm von A ∈ H(TI×J , r) werden ho¨chstens
W||·||F ≤ csp min{nmin, 2r2} (L(TI)|I|+ L(TJ)|J |)
Operationen beno¨tigt.
Beweis. Der Beweis kann analog zum Beweis des Lemmas 4.15 gefu¨hrt werden. Lediglich
die Konstante muss ersetzt werden.
Die Spektralnorm einer H-Matrix ist dagegen vergleichsweise schwierig zu berechnen.
In [33] wird die na¨herungsweise Berechnung durch ein iteratives Verfahren vorgeschla-
gen. Dabei ist die Wahl des Startvektors problematisch. Zudem ist die Angabe eines
geeigneten Abbruchkriteriums schwierig. Wir beschra¨nken uns auf die Angabe von Ab-
scha¨tzungen.
Lemma 4.19. Gegeben sei die m× n-Blockmatrix
A =
A11 . . . A1`... ...
A`1 . . . A``
 ,
wobei Aij ∈ Cmi×nj und
∑`
i=1mi = m sowie
∑`
j=1 nj = n. Dann gilt
max
1≤i,j≤`
‖Aij‖2 ≤ ‖A‖2 ≤
max
1≤i≤`
∑`
j=1
‖Aij‖22
 12 ·(max
1≤j≤`
∑`
i=1
‖Aij‖22
) 1
2
. (4.18)
Satz 4.20. Sei P = L(TI×J) eine zula¨ssige Partitionierung der Matrix A. Dann gilt
max
b∈L(TI×J )
||Ab||2 ≤ ||A||2 ≤ csp L(TI×J) max
b∈L(TI×J )
||Ab||2 . (4.19)
Beweis. Die Beziehung max
b∈L(TI×J )
||Ab||2 ≤ ||A||2 folgt aus dem ersten Teil der Abscha¨tzung
(4.18). Zum Beweis der Abscha¨tzung ||A||2 ≤ cspL(TI×J) maxb∈L(TI×J ) ||Ab||2 sei A` der
Teil der Matrix, dessen Blo¨cke Bla¨tter der `-ten Ebene des Block-Clusterbaums sind,
d.h.
(A`)b =
{
Ab falls b ∈ L(T (`)I×J),
0 sonst.
DaA` pro Zeile bzw. Spalte ho¨chstens csp Blo¨cke besitzt, gilt ||A`||2 ≤ csp maxb∈L(T (`)I×J ) ||Ab||2.
||A||2 ≤
L(TI×J )∑
`=1
||A`||2 ≤
L(TI×J )∑
`=1
csp max
b∈L(T (`)I×J )
||Ab||2
Teil 2 von (4.18)
≤ cspL(TI×J) max
b∈L(TI×J )
||Ab||2 .
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4.3.4 Addition
Die Addition zweier hierarchischer Matrizen AH ∈ H(TI×J , rA) und BH ∈ H(TI×J , rB)
ist blockweise definiert. Vollbesetzte Blo¨cke werden elementweise addiert. Da die Addi-
tion von Niedrigrang-Blo¨cken nicht abgeschlossen ist, liegt das exakte Ergebnis in der
Menge H(TI×J , rA + rB). Benutzt man zur Addition der Niedrigrang-Blo¨cke die in Ab-
schnitt 4.1.6 definierte approximative Addition, die im Folgenden mit ⊕rmax bezeichnet
wird, und setzt r = rA = rB, so liegt das Ergebnis der Addition in H(TI×J , r). Die
Analyse von Alg. 12 zeigt, dass der Aufwand O (r2 (|I| log |I|+ |J | log |J |)) ist.
Algorithmus 12 H-Matrix-Add (TI×J , A, B, C, rmax)
1: if t1 × t2 ∈ L(TI×J) then
2: if At1×t2 und Bt1×t2 haben Form (4.1) then
3: Ct1×t2 = At1×t2 ⊕rmax Bt1×t2
4: else
5: Ct1×t2 = At1×t2 +Bt1×t2
6: else
7: for all t′1 ∈ S(t1) do
8: for all t′2 ∈ S(t2) do
9: H-Matrix-Add (Tt′1×t′2 , A, B, C, rmax)
Um den Gesamtaufwand abzuscha¨tzen, betrachten wir die auftretenden Blocktypen.
Sei b = t1 × t2 ein Block im Block-Clusterbaum TI×J . Fu¨r die Addition zweier Voll-
Format-Blo¨cke werden nach (4.17) nmin(|t1| + |t2|) Operationen beno¨tigt. Mit der Ab-
scha¨tzung rA|b+rB|b ≤ 2rmax erha¨lt man fu¨r die Kosten der Addition zweier Niedrigrang-
Blo¨cke nach Satz 4.3 den Ausdruck 17313r
3
max + 24r
2
max(|t1|+ |t2|).
Der Gesamtaufwand einer Matrix-Matrix-Addition im hierarchischen Format ist daher
WAH +BH =
∑
t1×t2∈TI×J
WA|t1×t2 +B|t1×t2
≤
∑
t1×t2∈TI×J
[
173
1
3
r3max + max{24r2max, nmin} (|t1|+ |t2|)
]
= 173
1
3
r3maxcsp min{|TI |, |TJ |}+ max{24r2max, nmin}csp (L(TI)|I|+ L(TJ)|J |) .
Der durch die approximative Addition entstehende Fehler kann zum Verlust wichti-
ger Matrixeigenschaften wie der positiven Definitheit fu¨hren. Kleine Eigenwerte ko¨nnen
durch die Rundung verschwinden und die Matrix wird indefinit. Mit der in [12] vor-
gestellten Methode kann die positive Definitheit des Resultats der H-Matrix-Addition
garantiert werden.
4.3.5 Multiplikation von H-Matrizen
In der Definition der Matrix-Matrix-Multiplikation A ·B fu¨r zwei vollbesetzte Matrizen
A, B wird vorausgesetzt, dass die Anzahl der Spalten von A mit der Anzahl der Zeilen
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von B identisch ist. Daher wird fu¨r die Definition der hierarchischen Matrix-Matrix-
Multiplikation vorausgesetzt, dass A ∈ H(TI×J , rA) und B ∈ H(TJ×K , rB).
Das exakte Produkt zweier H-Matrizen ist aber im Allgemeinen nicht in der Blockpar-
tition L(TI×K) darstellbar. Im folgenden Abschnitt wird der Produkt-Block-Clusterbaum
definiert, welcher das exakte Produkt aufnehmen kann.
4.3.5.1 Produkt-Block-Clusterbaum
Definition 4.21. Der Produkt-Block-Clusterbaum TIJK von TI×J und TJ×K ist induktiv
definiert durch
1. I ×K ist die Wurzel von TIJK und
2. die Menge der So¨hne des Blocks t1 × t2 ∈ TIJK der `-ten Ebene von TIJK ist
SIJK(t1 × t2) := {t′1 × t′2 : ∃r ∈ T (`)J , r′ ∈ T (`+1)J :
t′1 × r′ ∈ SI×J(t1 × r) und r′ × t′2 ∈ SJ×K(r × t2)}.
(4.20)
Im Abschnitt 4.2.3, in Definition 4.14, wird die Konstante csp(TIJK) definiert, die fu¨r
Komplexita¨tsabscha¨tzungen nu¨tzlich ist. Die maximale Anzahl von Blo¨cken pro Zeile
oder Spalte kann sich im Produkt erho¨hen, d.h. eine feinere Partition kann no¨tig werden.
Lemma 4.22. Der Produkt-Block-Clusterbaum ist ein Block-Clusterbaum zu den Cluster-
ba¨umen TI und TK . Zudem gilt
L(TIJK) ≤ min{L(TI×J), L(TJ×K)}
und
csp(TIJK) ≤ csp(TI×J) · csp(TJ×K).
Beweis. Zur vollsta¨ndigen Darstellung geben wir den Beweis aus [9] wieder.
Die Sohnabbildung (4.20) basiert auf den Sohnabbildungen SI×J und SJ×K . Bilden
SI×J oder SJ×K auf die leere Menge ab, dann bildet auch SIJK auf die leere Menge ab.
Daher gilt L(TI×K) ≤ min{L(TI×J), L(TJ×K)}.
Wegen der Definition 4.14 gilt
c(r)sp (TIJK , t1) = |{t2 ∈ TK : t1 × t2 ∈ TIJK}| ,
c(c)sp (TIJK , t2) = |{t1 ∈ TI : t1 × t2 ∈ TIJK}| ,
csp(TIJK) = max{max
t1∈TI
c(r)sp (TIJK , t1), max
t2∈TK
c(c)sp (TIJK , t2)}.
Aus der Defintion von TIJK folgt
{t2 ∈ TK : t1 × t2 ∈ TIJK} ⊂ {t2 ∈ TK : ∃r ∈ TJ : t1 × r ∈ TI×J und r × t2 ∈ TJ×K}.
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Weiterhin gilt
|{t2 ∈ TK : t1 × t2 ∈ TIJK}| ≤ |{t2 ∈ TK : ∃r ∈ TJ : t1 × r ∈ TI×J und r × t2 ∈ TJ×K}|
=
∑
r∈TJ ,t1×r∈TI×J
|{t2 ∈ TK : r × t2 ∈ TJ×K}|
≤ csp(TI×J) csp(TJ×K).
Sei t1×t2 ein Blatt der `-ten Stufe des Produkt-Block-Clusterbaums. Es gilt (AB)t1×t2 =
At1×J BJ×t2 . Im Folgenden wird gezeigt, wie sich die Eintra¨ge des Blocks aus der Summe
von Produkten von Matrixblo¨cken ergibt.
Dazu bezeichnen wir den Vorga¨nger eines Clusters t1 ∈ T (`)I in der j-ten Stufe mit
F (j)(t1) und analog den Vorga¨nger eines Clusters t2 ∈ T (`)K in der j-ten Stufe mit F (j)(t2)
und definieren die Menge
U (j)(t1 × t2) := {r ∈ T (j)J :F (j)(t1)× r ∈ TI×J und r × F (j)(t2) ∈ L(TJ×K)
oder F (j)(t1)× r ∈ L(TI×J) und r × F (j)(t2) ∈ TJ×K}.
(4.21)
Das folgende Lemma zeigt, dass die gesamte Indexmenge J zur Multiplikation beru¨ck-
sichtigt wird.
Lemma 4.23. Es gilt ⋃`
j=0
⋃
r∈U(j)(t1×t2)
r = J, (4.22)
wobei die Vereinigung paarweise disjunkt ist. Zudem gilt
|U (j)(t1 × t2)| ≤ min{csp(TI×J), csp(TJ×K)}, 0 ≤ j ≤ `. (4.23)
Beweis. Zur vollsta¨ndigen Darstellung fu¨hren wir den Beweis aus [9] aus.
Sei r′ ∈ TJ . Es gilt b(0)I×J = F (0)(t1) × J ∈ TI×J und b(0)J×K = J × F (0)(t2) ∈ TJ×K .
Sind weder b(0)I×J noch b
(0)
J×K Bla¨tter in TIJK , dann existiert ein Cluster r
(1) ∈ TJ , so
dass r′ ⊂ r(1) und b(1)I×J = F (1)(t1) × r(1) ∈ TI×J und b(1)J×K = r(1) × F (1)(t2) ∈ TJ×K
gilt. Wir steigen solange in den Block-Clusterba¨umen TI×J und TJ×K ab, bis b
(j)
I×J =
F (j)(t1) × r(j) ∈ L(TI×J) oder b(j)J×K = r(j) × F (j)(t2) ∈ L(TJ×K) gilt, wobei r′ ⊂ r(j).
Daher ist r′ ⊂ r(j) ∈ U (j). Da t1 × t2 ∈ L(TIJK) folgt j ≤ `.
Da U (j)(t1 × t2) aus der j-ten Ebene von TJ konstruiert wird, sind die Elemente von
U (j)(t1×t2) paarweise verschieden. Seien r ∈ U (j)(t1×t2) und r∗ ∈ U (j∗)(t1×t2), j ≤ j∗,
und r ∩ r∗ 6= ∅. Da r, r∗ ∈ TJ folgt r∗ ⊂ r. Daher ist
F (j
∗)(t1)× r∗ ⊂ F (j)(t1)× r und r∗ × F (j∗)(t2) ⊂ r × F (j)(t2). (4.24)
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Aus der Definition von U (j)(t1 × t2) ergibt sich, dass F (j)(t1) × r∗ ∈ L(TI×J) oder
r∗×F (j)(t2) ∈ L(TJ×K) ist. Daher ist eine der Inklusionen (4.24) eine Gleichheit. Daraus
folgt r = r∗. Aus
|U (j)(t1 × t2)| ≤ |{r ∈ T (j)J : F (j)(t1)× r ∈ TI×J}| ≤ csp(TI×J)
und
|U (j)(t1 × t2)| ≤ |{r ∈ T (j)J : r × F (j)(t2) ∈ TJ×K}| ≤ csp(TJ×K)
folgt
|U (j)(t1 × t2)| ≤ min{csp(TI×J), csp(TJ×K)}.
Fu¨r das Produkt AB, eingeschra¨nkt auf den Block t1 × t2, gilt
(AB)t1×t2 :=
∑`
j=0
∑
r∈Uj(t1×t2)
At1×rBr×t2 . (4.25)
Satz 4.24. Seien A ∈ H(TI×J , rA) und B ∈ H(TJ×K , rB). Dann ist das Produkt AB ∈
H(TIJK , r), wobei
r ≤ L(TIJK) min{csp(TI×J), csp(TJ×K)}max{rA, rB, nmin}.
Zur Berechnung des Produkts beno¨tigt man ho¨chstens
csp(TIJK)L(TIJK) max{r′AWMVM(A), r′BWMVM(B)}
Operationen, wobei r′A = max{rA, nmin} und r′B = max{rB, nmin} und WMVM der Auf-
wand der Matrix-Vektor-Multiplikation ist.
Beweis. Der Beweis stammt aus [9] und wird der vollsta¨ndigen Darstellung wegen wieder
gegeben.
Sei t1× t2 ∈ L(TIJK) ein Block in der `-ten Stufe von TIJK . Mit der Gleichung (4.25)
wird (AB)t1×t2 als Summe u¨ber L(TIJK) ·maxj=0,...,` |U (j)(t1× t2)| Matrixprodukte aus-
gedru¨ckt. Aus (4.21) folgt, dass einer der Faktoren ein Blatt ist. Der Rang des Produkts
ist daher ho¨chstens max{rA, rB, nmin}. Daher folgt
r ≤ L(TIJK) max
j=0,...,`
∣∣∣U (j)(t1 × t2)∣∣∣ max{rA, rB, nmin},
und mit Lemma 4.23 gilt:
r ≤ L(TIJK) min{csp(TI×J), csp(TJ×K)} max{rA, rB, nmin}.
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Das Produkt At1×rBr×t2 kann durch Matrix-Vektor-Multiplikationen berechnet wer-
den. Die Kosten dafu¨r sind max{r′AWMVM(At1×r), r′BWMVM(Br×t2)}. Durch Summation
ergibt sich:
WMMM(A,B) ≤
∑
t1×t2∈L(TIJK)
L(TIJK)∑
j=0
∑
r∈U(j)(t1×t2)
max{r′AWMVM(At1×r), r′BWMVM(Br×t2)}
≤
∑
t1×t2∈L(TIJK)
max{r′AWMVM(At1×J), r′BWMVM(BJ×t2)}
≤
L(TIJK)∑
i=0
∑
t1×t2∈L(TIJK)∩T (i)IJK
max{r′AWMVM(At1×J), r′BWMVM(BJ×t2)}
≤ csp(TIJK) L(TIJK) max{r′AWMVM(At1×J), r′BWMVM(BJ×t2)}.
4.3.5.2 Erhalten der Blockstruktur
Definition 4.25. Sei TI×I der aus dem Clusterbaum TI konstruierte Block-Clusterbaum.
Die Idempotenzkonstante cid ist definiert als
cid(b) := |{t′1 × t′2 ∈ TI×I : t′1 × t′2 ⊂ b und ∃r′ ∈ TI mit t′1 × r′, r′ × t′2 ∈ TI×I}|
fu¨r b ∈ L(TI×I) und
cid := max
b∈L(TI×I)
cid(b). (4.26)
Falls TIII nicht feiner als TI×I ist, so ist cid = 1.
Satz 4.26. Seien TI×I ein Block-Clusterbaum der Tiefe L(TI×I) und A,B ∈ H(TI×I , r).
Dann ist das Produkt AB ∈ H(TI×I , rˆ) mit
rˆ ≤ cid csp L(TI×I) max{r, nmin}.
Beweis. Nach Satz 4.24 ist AB ∈ H(TIII , r∗) mit r∗ ≤ L(TIII) csp(TI×I) max{r, nmin}.
Ist ein Blatt von TI×I in einem Blatt von TIII enthalten, so wird der Rang durch die
Beschra¨nkung auf das Blatt von TI×I nicht erho¨ht. Entha¨lt ein Blatt von TI×I Bla¨tter
von TIII , dann ist deren Anzahl durch cid beschra¨nkt. Daher ist in diesem Fall der Rang
durch r∗ cid beschra¨nkt.
Daher sollte cid unabha¨ngig von der Problemgro¨ße beschra¨nkt sein. Fu¨r regula¨re
Finite-Elemente-Gitter und daraus konstruierte Partitionen ist cid ≤ (cgcGcΩ)2(2 + η)d
beschra¨nkt, wobei die Konstanten cg, cG und cΩ durch die Geometrie bzw. das Gitter
bestimmt sind und d die ra¨umliche Dimension bezeichnet. Die Konstante η stammt aus
der Zula¨ssigkeitsbedingung (4.13). Einen Beweis entha¨lt [9].
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4.3.5.3 Gerundete Multiplikation
Da die Komplexita¨t der Matrixoperationen vom Rang abha¨ngt, der Rang aber bei der
MMM anwa¨chst, nimmt die Zeit zur Ausfu¨hrung nachfolgender Operationen zu. Falls
das Produkt AB ∈ H(TI×I , r) durch eine Matrix aus H(TI×I , r′), r′ < r, approximiert
werden soll, kann der Rang durch den Einsatz der in Abschnitt 4.1.6 eingefu¨hrten ge-
rundeten Addition in (4.25) reduziert werden.
Der folgende Teile-und-Herrsche Ansatz ist schneller als obige Methode. Die Idee be-
ruht auf der blockweisen MMM. Zu Begin des Verfahrens ist C ∈ H(TI×K , r′) die Nullma-
trix. Die Aktualisierung geschieht blockweise durch C = C+AB. Seien A ∈ H(TI×J , rA),
B ∈ H(TJ×K , rB). Diese besitzen, entsprechend ihren Block-Clusterba¨umen, die Blockstruk-
tur
A =
[
A11 A12
A21 A22
]
und B =
[
B11 B12
B21 B22
]
.
Das Produkt AB hat dann die Blockstruktur[
A11B11 +A12B21 A11B21 +A12B22
A21B11 +A22B21 A21B21 +A22B22
]
.
Die einzelnen Produkte AikBkj , i, j, k = 1, 2, bestehen dabei nur aus halb sovielen Zei-
len bzw. Spalten als die Ausgangsmatrix und ko¨nnen daher mit geringerem Aufwand
berechnet werden. Besitzt die Zielmatrix C So¨hne in TI×K , dann ergibt sich
Cij = Cij +Ai1B1j +Ai2B2j , i, j = 1, 2.
Ist Cij ein Blatt in TI×K , dann wird die Summe Ai1B1j+Ai2B2j zu einer Rang-r′-Matrix
Rij , i, j = 1, 2, gerundet. Der Block [
R11 R12
R21 R22
]
wird durch Agglomeration (siehe Abschnitt 4.1.7) zu einer Rang-r′-Matrix zusammen ge-
fasst, bevor er durch gerundete Addition zu Cij addiert wird. Die Matrix-Multiplikation
wird durch Alg. 13 lediglich schematisch dargestellt. Zur vollsta¨ndigen Spezifikation
werden die Implementierungen fu¨r die Funktionen MMMH×H→M , MMMH×M→H sowie
MMMM×H→H beno¨tigt. Die verschiedenen MMM sind selbst wieder rekursive Funk-
tionen. Die Matrix-Matrix-Multiplikationen MMMH×M→H sowie MMMM×H→H enthal-
ten zudem Fallunterscheidungen bzgl. des Formats (volles Format oder Format (4.1))
des u¨bergebenen Matrixblocks. Die technischen Details ko¨nnen in der Implementierung2
eingesehen werden.
Eine alternative algorithmische Umsetzung der MMM findet man in [39]. Die Kom-
plexita¨tsanalyse in [40] zeigt, dass die MMM mit O (r2 L2(TI) |I|+ r3|I|) Operationen
durchgefu¨hrt werden kann. Eine parallele Variante der hierarchischen MMM wird in [50]
eingefu¨hrt.
2http://bebendorf.ins.uni-bonn.de/AHMED.html
61
Algorithmus 13 H-MMM (t1 × t2, C, t1 × q, A, q × t2, B)
1: if t1 × t2 ∈ L(TI×K) then
2: MMMH×H→M (t1 × t2, C, t1 × q, A, q × t2, B)
3: else
4: if t1 × q /∈ L(TI×J) and q × t2 /∈ L(TJ×K) then
5: for all t′1 ∈ SI(t1) do
6: for all t′2 ∈ SK(t2) do
7: for all q′ ∈ SJ(q) do
8: H-MMM (t′1 × t′2, C, t′1 × q′, A, q′ × t′2, B)
9: else
10: if t1 × q ∈ L(TI×J) then
11: MMMM×H→H (t1 × t2, C, t1 × q, A, q × t2, B)
12: else
13: MMMH×M→H (t1 × t2, C, t1 × q, A, q × t2, B)
4.3.6 Die H-Inverse
La¨sst sich eine Matrix A oder eine Approximation von A als H-Matrix darstellen, so
muss dies fu¨r die Inverse A−1 nicht zutreffen. Die Existenz der approximativen Inversen
der FE-Matrix im hierarchischen Format wird in [11] bewiesen, fu¨r weitere Verallgemei-
nerungen des Beweises siehe [6, 7].
4.3.6.1 Iteratives Verfahren
Sei Cˆ die Inverse zu A. Dann gilt A − Cˆ−1 = 0. Daraus la¨sst sich eine Funktion F :
Rn×n → Rn×n, F (C) := A − C−1 konstruieren, die bei Cˆ = A−1 eine Nullstelle hat.
Diese kann mit dem Newton-Verfahren3
D
(
F
(
C(k)
))
(C(k+1) − C(k)) = −F (C(k))
bestimmt werden. Dazu wird die Ableitung des oben definierten F an der Stelle C in
Richtung V berechnet, D(F (C))(V ) = C−1V C−1. Wegen C−1(k)
(
C(k+1) − C(k)
)
C−1(k) =
C−1(k) −A ergibt sich das Iterationsverfahren
C(k+1) = C(k)
(
2I −AC(k)
)
.
Pro Iteration werden zwei Matrix-Matrix-Multiplikationen beno¨tigt. Die Anzahl der Ite-
rationen ha¨ngt von der Wahl des Startwerts C(0) ab.
Unter der Annahme, dass die Inverse im hierarchischen Format darstellbar und der
Startwert gut gewa¨hlt ist, konvergiert das Newton-Verfahren (mit H-Arithmetik) qua-
dratisch, siehe Lemma 4.20 bzw. Lemma 4.22 in [33].
3in diesem Fall auch als Schulze-Verfahren bezeichnet
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4.3.6.2 Rekursives Verfahren
Im Allgemeinen ist das folgende rekursive Verfahren effizienter als das iterative Verfah-
ren.
Die Inverse der Matrix
A =
[
At1t1 At1t2
At2t1 At2t2
]
ist
C := A−1 =
[
A−1t1t1 +A
−1
t1t1
At1t2S
−1At2t1A
−1
t1t1
−A−1t1t1At1t2S−1
−S−1At2t1A−1t1t1 S−1
]
wobei S := At2t2 −At2t1A−1t1t1At1t2 das Schur-Komplement von At1t1 bzgl. At2t1 in A ist.
Zur Berechnung von A−1 werden die Inversen von At1t1 und S beno¨tigt. Liegen At1t1 oder
S wieder in entsprechender Blockstruktur vor, ko¨nnen die Inversen rekursiv berechnet
werden.
Algorithmus 14 BlockInvertiere (t, A, C)
1: if t ∈ L(TI) then
2: Ctt = A−1tt
3: else
4: BlockInvertiere (t1, A, C)
5: Tt1t2 := Tt1t2 − Ct1t1At1t2
6: Tt2t1 := Tt2t1 −At2t1Ct1t1
7: At2t2 := At2t2 +At2t1Tt1t2
8: BlockInvertiere (t2, A, C)
9: Ct1t2 := Ct1t2 + Tt1t2Ct2t2
10: Ct2t1 := Ct2t1 + Ct2t2Tt2t1
11: Ct1t1 := Ct1t1 + Tt1t2Ct2t1
Die im Alg. 14 aufwa¨ndigste Operation ist die Matrix-Matrix-Multiplikation. Die Ge-
samtlaufzeit wird daher durch diese bestimmt. Werden im Algorithmus die Operationen
durch ihre hierarchischen Ausfu¨hrungen ersetzt, so wird die approximierte Inverse in
H-Format berechnet. Das folgende Lemma gilt unter der Annahme, dass das Ergeb-
nis einer MMM im Algorithmus auf den Rang r gerundet werden kann, ohne das der
Rundungsfehler stark anwa¨chst.
Lemma 4.27. Die Berechnung der hierarchischen Inversen C ∈ H(TI×I , r) von A ∈
H(TI×I , r) mit Alg. 14 beno¨tigt O
(
r2|I| log2 |I|) Operationen.
Beweis. siehe [33, Satz 5.29]
4.3.6.3 Aktualisierung der Inversen
Die Lo¨sung einer nichtlinearen partiellen Differentialgleichung mit dem Newton-Verfahren
fu¨hrt auf eine Folge von großdimensionalen linearen Gleichungssystemen. Wegen ihrer
Gro¨ße werden diese meist iterativ gelo¨st. Jedoch konvergieren die iterativen Lo¨ser bei
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schlechter Kondition des Gleichungssystems nur langsam. Deshalb muss in der Regel in
jeder Iteration des Newton-Verfahrens ein Vorkonditionierer zur Konvergenzbeschleuni-
gung konstruiert werden. A¨ndert sich die Matrix des zu lo¨senden linearen Gleichungssys-
tems nur wenig, so ist eine Aktualisierung der Inversen aus dem vorhergehenden Schritt
mit Hilfe der Shermann-Woodbury-Formel mo¨glich. Sei A˜ = A + abT und A−1 bereits
berechnet. Aus dem Ansatz fu¨r die Inverse
A˜−1 = A−1 + αA−1abTA−1,
α ∈ R, ergibt sich wegen
I = A˜A˜−1 =
(
A+ abT
) (
A−1 + αA−1abTA−1
)
= I + αabTA−1I + abTA−1I + abTαA−1abTA−1I
0 =
(
I + α
(
I + abTA−1
))
abTA−1
α = − 1
1 + bTA−1a
die aktualisierte Inverse
A˜−1 = A−1 − A
−1abTA−1
1 + bTA−1a
,
wobei bTA−1a 6= −1 vorausgesetzt wird.
Die Inverse A˜−1 ergibt sich also aus einer Rang-1-Modifikation von A−1. Liegt A−1 im
hierarchischen Format vor, so kann die Rang-1-Modifikation durch die im Abschnitt 4.3.4
vorgestellte approximierte Addition erfolgen.
4.3.7 Die H-LU -Zerlegung
Vorausgesetzt, dass der blockweise Rang bei den zur Invertierung beno¨tigten Matrix-
Matrix-Multiplikationen nur gering anwa¨chst, hat die Inversion nahezu lineare Komple-
xita¨t. Es zeigt sich [9], dass die H-LU -Zerlegung in der gleichen asymptotischen Kom-
plexita¨t berechnet werden kann wie die H-Inverse. In numerischen Experimenten hat
sich jedoch heraus gestellt, dass die H-LU -Zerlegung mit geringerem Aufwand als die
H-Inverse berechnet werden kann. Daher wird zur Vorkonditionierung meist die H-LU -
Zerlegung anstatt der H-Inversen angewendet. Zur Simulation der H-Inversen werden
hierarchische Versionen der Vorwa¨rts- und Ru¨ckwa¨rtssubstitution ((3.8a) bzw. (3.8b))
genutzt.
Aus der Blockstruktur
At1t1 At1t2 . . . At1tN
At2t1 At2t2 . . . At2tN
...
...
. . .
...
AtN t1 AtN t2 . . . AtN tN
 =

Lt1t1 0 . . . 0
Lt2t1 Lt2t2
. . .
...
...
...
. . . 0
LtN t1 LtN t2 . . . LtN tN
×

Ut1t1 Ut1t2 . . . Ut1tN
0 Ut2t2 . . . Ut2tN
...
. . . . . .
...
0 . . . 0 UtN tN

ergibt sich der Alg. 15 zur Block-LU -Zerlegung durch blockweise Auswertung obiger
Gleichung. Werden im Algorithmus die Additionen/Subtraktionen und Multiplikatio-
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Algorithmus 15 Block-Gauß-Elimination (t, A, L, U)
1: if t× t ∈ L(TI×I) then
2: berechne die LU -Zerlegung fu¨r das volle Format fu¨r den Block t×t: Att = LttUtt
3: else
4: N = |SI(t)|
5: for i = 0 : N − 1 do
6: for k = 0 : i do
7: Atiti := Atiti − LtitkUtkti // Diagonalblo¨cke von Att aktualisieren
8: Block-Gauß-Elimination (ti, A, L, U)
9: for j = i+ 1 : N − 1 do
10: for k = 0 : i do
11: Atitj := Atitj − LtitkUtktj // Blo¨cke von Atitj aktualisieren (Utitj )
12: Vorwa¨rtssubstitution: LtitiUtitj = Atitj
13: for k = 0 : i do
14: Atjti := Atjti − LtjtkUtkti // Blo¨cke von Atjti aktualisieren (Ltjti)
15: Ru¨ckwa¨rtssubstitution: LtjtiUtiti = Atjti
nen sowie die Vorwa¨rts- bzw. Ru¨ckwa¨rtssubstitution durch entsprechende hierarchische
Operationen ersetzt, erhalten wir einen Algorithmus zur H-LU -Zerlegung. Um eine gute
Approximation zu garantieren, wird angenommen, dass der blockweise Rang nicht stark
ansteigt. Fu¨r FE-Matrizen wird die Existenz der Faktoren L und U in [8] nachgewiesen.
Block-Gauß-Eliminations-Algorithmen fu¨r bina¨re Clusterba¨ume, wie sie u¨blicherweise
durch geometrische Methoden erzeugt werden, sind in [9, 49] zu finden.
Im Fall symmetrisch positiv definiter Matrizen kann die Dreieckszerlegung verein-
facht werden. Die vereinfachte Dreieckszerlegung bezeichnet man als Cholesky-Zerlegung.
Durch Ausnutzen der Symmetrie kann bei der Cholesky-Zerlegung etwa die Ha¨lfte des
Rechenaufwands gespart werden. Die (hierarchische) Block-Cholesky-Zerlegung kann aus
der blockweisen Auswertung von
At1t1 At1t2 . . . At1tN
At2t1 At2t2 . . . At2tN
...
...
. . .
...
AtN t1 AtN t2 . . . AtN tN
 =

Lt1t1 0 . . . 0
Lt2t1 Lt2t2
. . .
...
...
...
. . . 0
LtN t1 LtN t2 . . . LtN tN
×

Lt1t1 Lt2t1 . . . LtN t1
0 Lt2t2 . . . LtN t2
...
. . . . . .
...
0 . . . 0 LtN tN

hergeleitet werden.
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5 Algebraische Matrixpartition
Die Laufzeit der arithmetischen Operationen mit H-Matrizen ha¨ngt entscheidend von
der Matrixpartition ab. Eine geeignete Matrixpartition basiert oft auf einem bzgl. der
Kardinalita¨t balancierten Clusterbaum.
Die bisher fu¨r die Zerlegung der Indexmenge eingesetzten Partitionierungsalgorithmen
liefern fu¨r komplexe Geometrien oder adaptive Verfeinerungen einen bzgl. der Anzahl
der Freiheitsgrade unbalancierten Clusterbaum und folglich eine stark verbesserbare Ma-
trixpartition.
Deshalb wird in diesem Kapitel eine von der Geometrie des Problems unabha¨ngige
Partitionierung der Indexmenge vorgestellt. Im Gegensatz zu Abschnitt 4.2.3 beruht
die Konstruktion des Block-Clusterbaums (Abschnitt 5.4) nicht auf Approximationen
von geometrischen Absta¨nden bzw. Durchmessern, sondern wertet das in Abschnitt 5.1
eingefu¨hrte, rein algebraische, Zula¨ssigkeitskriterium approximativ aus. Teile des Inhalts
dieses Kapitels bildeten die Grundlage fu¨r den Artikel [10].
5.1 Existenz der H-Inversen auf Grundlage einer algebraischen
Matrixpartition
Seien I eine Indexmenge, A eine I × I-Matrix sowie GA der in (2.5) definierte Matrix-
graph. Der Abstand zwischen den Teilmengen t1, t2 ⊂ I ist analog zu (2.2) definiert. Der
Durchmesser einer Teilmenge t ⊂ I ist analog zu (2.4) erkla¨rt. Zudem existieren fu¨r eine
schwach besetzte Matrix A Konstanten cv, d > 0, so dass die Bedingung
|Uρ(i)| ≤ cvρd fu¨r ρ > 0 (5.1)
erfu¨llt ist, wobei Uρ(i) = {j ∈ I : d(i, j) ≤ ρ} ist.
Sei A eine schwach besetzte, nicht singula¨re Matrix. Die Inverse A−1 ist im Allgemeinen
nicht schwach besetzt. Zur Darstellung der Inversen wollen wir die Neumannsche Reihe
verwenden. Zuna¨chst soll der Rang einzelner Blo¨cke der Inversen abgescha¨tzt werden.
In dem folgenden Lemma wird analysiert, wie sich die Potenzierung auf die Besetzungs-
struktur der Matrix auswirkt.
Lemma 5.1. Sei ` ∈ N. Dann gilt
1. (A`)ij = 0 fu¨r i, j ∈ I mit d(i, j) > ` und
2. [(AHA)`]ij = 0 fu¨r i, j ∈ I mit d(i, j) > 2`.
Beweis. Fu¨r ` = 0, 1 ist die Aussage offenbar erfu¨llt. Sei ` > 1 und
(
A`−1
)
ik
= 0 fu¨r
d(i, k) > `− 1. Sei nun der Abstand zweier Knoten i, j im Matrixgraphen gro¨ßer als `.
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Da d eine Metrik ist, gilt ` < d(i, j) ≤ d(i, k) + d(k, j). Folglich ist d(i, k) > ` − 1 oder
d(k, j) > 1 und daher
(
A`−1
)
ik
= 0 oder (A)kj = 0. Deswegen gilt(
A`
)
ij
=
n∑
k=0
(
A`−1
)
ik
(A)kj = 0. (5.2)
Die zweite Aussage ergibt sich analog.
Seien t1, t2 ⊂ I. Wir definieren den Rand von t2 bzgl. t1 als
∂t1t2 := {ν ∈ t2 : ∃i ∈ t1 so dass d(i, ν) = min
j∈t2
d(i, j)},
siehe Abb. 5.1.
t2
t1
Abb. 5.1: Cluster t1, t2 im Matrixgraphen, quadratische Knoten geho¨ren zum Rand
Lemma 5.2. Seien t1, t2 zwei Teilmengen der Indexmenge, die die Bedingung
diam ∂t1t2 ≤ η dist(t1, t2) fu¨r ein η > 0 (5.3)
erfu¨llen. Dann gilt fu¨r ein Polynom p ∈ Πr vom Grad r, dass
1. rank[p(A)]t1t2 ≤ cv(1 + η)drd und
2. rank[p(AHA)]t1t2 ≤ cv(1 + η)d(2r + 1)d.
Beweis. Sei ` < r. Wir betrachten ein i ∈ Lm := {i ∈ t1 : dist(i, ∂t1t2) = m} fu¨r m > `.
Dann ist fu¨r j ∈ t2 nach Lemma 5.1 (A`)ij = 0. Die Mengen Lm sind fu¨r m < dist(t1, t2)
leer. Folglich besitzen nur die den Elementen der Menge
N` =
⋃`
m=dist(t1,t2)
Lm = {i ∈ t1 : dist(i, ∂t1t2) ≤ `}
entsprechenden Zeilen Nicht-Null-Eintra¨ge. Es gilt N` ⊂ Nr. Da fu¨r r < dist(t1, t2) die
Menge Nr leer ist, setzen wir r ≥ dist(t1, t2) voraus.
|Nr|
(5.1)
≤ cv(r + diam(∂t1t2))d
(5.3)
≤ cv(r + η dist(t1, t2))d ≤ cv(1 + η)drd
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Der Rand ∂t1t2 la¨sst sich technisch schwierig berechnen. Eine Abscha¨tzung fu¨r den
Durchmesser eines Clusters kann mit geringerem Aufwand berechnet werden. Deshalb
werden wir im Folgenden die im Vergleich zu (5.3) etwas sta¨rkere algebraische Zula¨ssig-
keitsbedingung
min{diam t1,diam t2} ≤ η dist(t1, t2), (5.4)
verwenden. Die Bedingung (5.3) ist aber aus theoretischer Sicht interessant.
Mit (5.4) ist es mo¨glich, die zur Niedrigrang-Approximation geeigneten Blo¨cke der
Inversen auf rein algebraische Art zu identifizieren. Der Rang eines geeigneten Blocks
[p(A)]t1t2 kann durch den Grad des Polynoms p abgescha¨tzt werden.
Unter der Voraussetzung, dass die Matrix gut konditioniert ist, liefert der Satz 5.3 im
allgemeinen Fall und der Satz 5.4 fu¨r positiv definite Matrizen die Existenz der Inver-
sen im hierarchischen Format. Die numerischen Ergebnisse im Kapitel 6 zeigen jedoch,
dass sich die mit der algebraischen Zula¨ssigkeitsbedingung konstruierte Partition zur
Berechnung der Faktoren der LU -Zerlegung im hierarchischen Format auch fu¨r schlecht
konditionierte Matrizen eignet. Sei Palg eine nach Definition 4.5 zula¨ssige Partition, d.h.
die Blo¨cke sind klein oder erfu¨llen die Zula¨ssigkeitsbedingung (5.4).
Satz 5.3. Sei A eine nicht singula¨re Matrix die (5.1) erfu¨llt. Dann existiert eine Matrix
CH ∈ H(Palg, r) mit r ∼
( | log ε|
| log λ|
)d
, so dass∣∣∣∣A−1 − CH∣∣∣∣2 ≤ cond2(A) ε ∣∣∣∣A−1∣∣∣∣2 ,
wobei
λ := 1− 1
cond22(A)
.
Beweis. Da A nicht singula¨r ist, ist B := AHA symmetrisch und besitzt nur reelle
Eigenwerte. Wegen
〈Bx|x〉 = 〈AHAx|x〉 = 〈Ax|Ax〉 = ||Ax||22 ≥ 0
fu¨r x ∈ Rn\{0} hat B nur positive Eigenwerte. Um die Neumannsche Reihe
(I − F )−1 =
∞∑
j=0
F j , ||F ||2 < 1 (5.5)
anwenden zu ko¨nnen, skalieren wir mit β := 1/λmax(B), und es gilt dann fu¨r den Spek-
tralradius ρ(I − βB) = 1− λmin(B)λmax(B) < 1. Setzen wir F = I − βB, so folgt
B−1 = β
∞∑
j=0
(I − βB)j .
Mit
pr(B) := β
r−1∑
j=0
(I − βB)j ,
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erhalten wir∣∣∣∣B−1 − pr(B)∣∣∣∣2 ≤ β ∞∑
j=r
ρj(I − βB) ≤ βρ
r(I − βB)
1− ρ(I − βB) =
(
1− λmin(B)
λmax(B)
)r ∣∣∣∣B−1∣∣∣∣
2
und daher∣∣∣∣A−1 − pr(B)AH ∣∣∣∣2 = ∣∣∣∣(B−1 − pr(B))AH ∣∣∣∣2 ≤ ∣∣∣∣B−1 − pr(B)∣∣∣∣2 ||A||2
≤
(
1− λmin(B)
λmax(B)
)r ∣∣∣∣B−1∣∣∣∣
2
||A||2
= cond2(A)
(
1− 1
cond22(A)
)r ∣∣∣∣A−1∣∣∣∣
2
.
Mit Lemma 5.2 folgt fu¨r einen Block b ∈ Palg der Matrix CH := pr(B)AH , dass der Rang
ho¨chstens cv(1 + η)d(2r + 1)d ist.
Fu¨r symmetrisch positiv definite Matrizen gestaltet sich die Abscha¨tzung etwas gu¨ns-
tiger.
Satz 5.4. Sei A eine symmetrisch positiv definite Matrix, die (5.1) erfu¨llt. Dann existiert
eine Matrix CH ∈ H(Palg, r) mit r ∼
( | log ε|
| log λ|
)d
so dass∣∣∣∣A−1 − CH∣∣∣∣2 ≤ ε ∣∣∣∣A−1∣∣∣∣2 ,
wobei
λ :=
√
cond2(A)− 1√
cond2(A) + 1
.
Beweis. Da A symmetrisch positiv definit ist, gilt∣∣∣∣A−1 − p(A)∣∣∣∣
2
= ρ(A−1 − p(A)) = max
x∈σ(A)
|x−1 − p(x)|,
wobei σ(A) das Spektrum von A bezeichnet. Nach Tschebyscheff (siehe [51, Seite 33])
existiert ein Polynom pr vom Grad r, so dass∣∣x−1 − pr(x)∣∣∞,[a,b] ≤ c λr+1
mit c = (1+
√
q)2
2aq ≤ 2a , λ =
√
q−1√
q+1 , q =
b
a . Seien a =
∣∣∣∣A−1∣∣∣∣−1
2
und b = ||A||2. Da A positiv
definit ist, gilt σ(A) ⊂ [a, b] und a > 0. Nach Lemma 5.2 hat jeder Block b ∈ Palg von
CH := pr(A) ho¨chstens den Rang cv (1 + η)d rd.
Zum Beweis der Sa¨tze wird das Lemma 5.2 genutzt. Im Beweis des Lemmas wird die
algebraische Zula¨ssigkeitsbedingung (5.3) verwendet. Folglich ist die sta¨rkere algebrai-
sche Zula¨ssigkeitsbedingung (5.4) zum Beweis der Sa¨tze ausreichend. Fu¨r die H-Inverse
genu¨gt daher ein bzgl. der Kardinalita¨t balancierter Clusterbaum.
Bemerkung 5.5. Das Hauptaugenmerk dieser Arbeit soll auf die Vorkonditionierung ite-
rativer Lo¨ser fu¨r schwach besetzte Gleichungssysteme mit quadratischer Systemmatrix
gerichtet sein. Wir werden uns daher auf die Partitionierung von I × I statt auf I × J
konzentrieren.
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5.2 H-LU -Zerlegung fu¨r die algebraische Matrixpartition
In [8] wird die Existenz der Faktoren der H-LU -Zerlegung fu¨r FE-Matrizen unter Be-
ru¨cksichtigung einer geometrischen Matrixpartition gezeigt. Im Artikel wird zuna¨chst die
Existenz des Schur-Komplements fu¨r Blo¨cke b ∈ Pgeo im hierarchischen Format nach-
gewiesen. Dazu wird die Existenz der hierarchischen Inversen, siehe [11], ausgenutzt.
Sowohl fu¨r die Existenz des hierarchischen Schur-Komplements als auch fu¨r die Existenz
der hierarchischen Inversen von FE-Matrizen werden geometrische Argumente verwen-
det. Auf die Existenz des hierarchischen Schur-Komplements aufbauend wird mit rein
algebraischen Argumenten die Existenz der Faktoren der LU -Zerlegung im hierarchi-
schen Format bewiesen.
Nach Abschnitt 5.1 ist es mo¨glich, den Beweis fu¨r die Existenz der H-LU -Zerlegung
rein algebraisch durchzufu¨hren.
5.2.1 Schur-Komplement
Die Matrix A ∈ RI×I habe die folgende Blockstruktur
A =
[
Att Att′
At′t At′t′
]
, (5.6)
mit t ⊂ I und t′ := I\t.
Wir werden sehen, dass jeder Block b = t1 × t2 des Schur-Komplements
S := At′t′ −At′tA−1tt Att′ ,
der die algebraische Zula¨ssigkeitsbedingung (5.4) erfu¨llt, durch einen Matrixblock vom
Rang r approximiert werden kann. Dabei ha¨ngt der Rang nur logarithmisch sowohl von
der Approximationsgenauigkeit ε als auch von |I| ab.
Sei t ∈ TI . Wir bezeichnen
N(t) = {i ∈ I : dist(i, t) ≤ 1} und Fη(t) = {i ∈ I : η dist(i, t) ≥ diam(t)} (5.7)
als Nachbarschaft bzw. Fernfeld von t.
Das folgende Lemma besagt, dass die Nachbarschaft von t1 im Fernfeld der Nachbar-
schaft von t2 ist, falls sich t1 im Fernfeld von t2 befindet.
Lemma 5.6. Seien η > 0 und diam(t2) ≥ 4(1 + η). Gilt t1 ⊂ Fη(t2), dann folgt N(t1) ⊂
F2η(N(t2)).
Beweis. Wegen diam(N(t2)) ≤ diam(t2) + 2 folgt
η dist(N(t1), N(t2)) ≥ η dist(t1, t2)− 2η ≥ diam(t2)− 2η
≥ diam(N(t2))− 2− 2η =
(
1− 2
diam(N(t2))
(1 + η)
)
diam(N(t2))
≥ 1
2
diam(N(t2)).
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Mit dem Lemma und unter der Annahme, dass eine Konstante c > 0 existiert, so dass∣∣∣∣(Att)−1∣∣∣∣2 ≤ c ∣∣∣∣A−1∣∣∣∣2 (5.8)
fu¨r alle t ∈ TI gilt, kann nachgewiesen werden, dass das Schur-Komplement S fu¨r jeden
Block der Matrix A approximiert werden kann.
Auf Grund der Existenz der Inversen im hierarchischen Format (Sa¨tze 5.3 und 5.4)
nehmen wir an, dass fu¨r jeden zula¨ssigen Block t1 × t2, t1, t2 ⊂ t, Matrizen U ∈ Rt1×r,
V ∈ Rt2×r, mit r ∼ | log ε|d, existieren, so dass∣∣∣∣(A−1tt )t1t2 − UV T ∣∣∣∣2 ≤ ε ∣∣∣∣A−1tt ∣∣∣∣2 (5.9)
gilt.
Satz 5.7. Besitze A ∈ RI×I die Blockstruktur (5.6). Dann existiert fu¨r das Schur-
Komplement
S = At′t′ −At′tA−1tt Att′
von Att in A und jedes ε > 0 eine hierarchische Matrix SH ∈ H(Palg, rS), mit Rang
rS ∼ | log ε|d, so dass
||S − SH||2 < (log |I|) cond2(A) ε ||A||2
gilt.
Beweis. Fu¨r eine lu¨ckenlose Darstellung wird hier der Beweis aus [10] wieder gegeben.
Ziel des Beweises ist es, zu jedem zula¨ssigen (Unter-)Block t1 × t2 ∈ Palg des Blocks
At′t′ und zur vorgegebenen Genauigkeit ε > 0 eine Approximation fu¨r den Schur-
Komplement-Block St1t2 zu finden.
Falls dist(t1, t2) ≤ 1 ist, dann ist min{diam(t),diam(s)} ≤ η. Daher ist die Anzahl
der Zeilen- bzw. Spalteneintra¨ge im Block St1t2 beschra¨nkt. In diesem Fall hat der Block
St1t2 beschra¨nkten Rang.
Ist andererseits der Abstand gro¨ßer Eins, dist(t1, t2) > 1, dann ist wegen Lemma 5.2
(At′t′)t1t2 = 0. Daher ist
St1t2 = −At1tA−1tt Att2 = −
∑
i,j∈t
At1i(A
−1
tt )ijAjt2 .
Liegt i nicht in der in (5.7) definierten Nachbarschaft von t1, dann ist At1i = 0. Falls
j 6∈ N(t2), dann gilt Ajt2 = 0.
Mit der Bezeichnung N∩(t`) := N(t`) ∩ t gilt
St1t2 = −
∑
i∈N∩(t1), j∈N∩(t2)
At1i(A
−1
tt )ijAjt2 .
Da t1 × t2 zula¨ssig ist, gilt t1 ⊂ Fη(t2) oder t2 ⊂ Fη(t1). Aus dem Lemma 5.6 folgt
dann N(t1) ⊂ F2η(N(t2)) oder N(t2) ⊂ F2η(N(t1)). Wegen (5.9) (wobei η durch 2η
ersetzt wird) gibt es U ∈ RN∩(t1)×r und V ∈ RN∩(t2)×r mit r ∼ | log ε|d, so dass∣∣∣∣(A−1tt )N∩(t1)N∩(t2) − UV T ∣∣∣∣2 < ε ∣∣∣∣A−1tt ∣∣∣∣2 . (∗)
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Die Erga¨nzung von Nullzeilen bzw. -spalten in U und V fu¨hrt auf Uˆ ∈ Rt×r und Vˆ ∈
Rt×r. Mit dieser Notation gilt:
At1tUˆ Vˆ
TAtt2 =
∑
i∈N∩(t1), j∈N∩(t2)
r∑
`=1
At1iUi`Vj`Ajt2
=
r∑
`=1
 ∑
i∈N∩(t1)
At1iUi`
 ∑
j∈N∩(t2)
Vj`Ajt2
 = XY T ,
wobei X ∈ Rt1×r, Y ∈ Rt2×r Matrizen mit den Spalten
Xt1` :=
∑
i∈N∩(t1)
At1iUi` und Yt2` :=
∑
j∈N∩(t2)
Vj`Ajt2 , ` = 1, . . . , r
sind.
Sei B ∈ Rt×t eine Matrix mit den Eintra¨gen
bij =
{
(A−1tt )ij , falls i ∈ N∩(t1) und j ∈ N∩(t2),
0, sonst.
Unter der Annahme (5.8) gilt∣∣∣∣Sb −XY T ∣∣∣∣2 = ∣∣∣∣∣∣At1t(B − Uˆ Vˆ T )Att2∣∣∣∣∣∣2 ≤ ||At1t||2 ∣∣∣∣(A−1tt )N∩(t1)N∩(t2) − UV T ∣∣∣∣2 ||Att2 ||2
(∗)
< ε ||At1t||2
∣∣∣∣A−1tt ∣∣∣∣2 ||Att2 ||2 (5.8), Lemma 4.19≤ c ε cond2(A) ||A||2 .
(∗∗)
Die Aussage des Satzes folgt mit Satz 4.20.
5.2.2 H-LU -Zerlegung
Ausgehend von der Blockstruktur[
A11 A12
A21 A22
]
+
[
E11 E12
E21 E22
]
=
[
L˜11 0
L˜21 L˜22
] [
U˜11 U˜12
0 U˜22
]
sind folgende Probleme zu lo¨sen:
L˜11U˜11 = A11 + E11 (5.10a)
L˜11U˜12 = A12 + E12 (5.10b)
L˜21U˜11 = A21 + E21 (5.10c)
L˜22U˜22 = A22 + E22 − L˜21U˜12. (5.10d)
Das Problem (5.10a) besitzt die gleiche Blockstruktur und kann rekursiv gelo¨st wer-
den. Da die Vorwa¨rtssubstitution (5.10b) und die Ru¨ckwa¨rtssubstitution (5.10c) auf
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Niedrigrang-Matrizen arbeiten, treten dabei die Fehler E12 und E21 auf. In der rekusi-
ven Berechnung des approximativen Schur-Komplements (5.10d) ist daher nicht nur der
Fehler E22 enthalten, sondern in (5.10d) wirken sich auch die Fehler E12 und E21 aus.
Folglich sind im approximativen Schur-Komplement alle durch die Rekursion entstanden
Approximationen enthalten, und eine Fehleranalyse nach [21] ist nicht mo¨glich.
Daher wird im Folgenden zuna¨chst eine rekursive Beziehung zwischen dem Schur-
Komplement eines Blocks b und den Schur-Komplementen seiner Unterblo¨cke abgeleitet.
5.2.2.1 Eine Hierarchie von Schur-Komplementen
Seien A ∈ RI×I , t′, t′′ ⊂ I und tˆ′ = {i ∈ I : i ≤ max t′} sowie tˆ′′ = {i ∈ I : i ≤ max t′′}.
Das Schur-Komplement des Blocks t′ × t′′ ist
S(t′, t′′) = At′t′′ −At′uA−1uuAut′′ ,
wobei u := {i ∈ I : i ≤ min t′ ∪ t′′} 6= ∅, siehe Abb. 5.2a. Fu¨r t′ = t′′ ist S(t′, t′′)
Auuu
u
t′
tˆ′
t′′
tˆ′′
At′t′′
(a) beliebiger Block
Au¯u¯u¯
u¯
t′
t′
t′1
t′1
t′2
t′2
(b) Diagonalblock
Abb. 5.2: Blockstruktur Schur-Komplement
das bekannte Schur-Komplement. Das folgende Lemma liefert eine Beziehung zwischen
dem Schur-Komplement eines Diagonalblocks t′×t′ und den Schur-Komplementen seiner
Unterblo¨cke.
Lemma 5.8. Seien t′ ein Cluster des Clusterbaums TI und t′1, t′2 seine So¨hne. Das Schur-
Komplement des Blocks t′ × t′ ist
S(t′, t′) =
[
S(t′1, t′1) S(t′1, t′2)
S(t′2, t′1) S(t′2, t′2) + S(t′2t′1)S(t′1, t′1)−1S(t′1, t′2)
]
.
Beweis. Fu¨r eine geschlossene Darstellung der Theorie wird der Beweis aus [8] angege-
ben.
Das Schur-Komplement S(t′, t′) habe die Blockstruktur
S(t′, t′) =
[
S11 S12
S21 S22
]
.
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Fu¨r die Blo¨cke t′1 × t′1, t′1 × t′2 und t′2 × t′1 ist die Indexmenge u wie oben definiert. Die
Schur-Komplemente dieser Blo¨cke sind
S(t′1, t
′
1) = At′1t′1 −At′1uA−1uuAut′1 , S(t′1, t′2) = At′1t′2 −At′1uA−1uuAut′2 ,
S(t′2, t
′
1) = At′2t′1 −At′2uA−1uuAut′1 .
Fu¨r den Block t′2 × t′2 definieren wir u¯ = {i ∈ I : i ≤ min t′}, siehe Abb. 5.2b. Es gilt
S(t′2, t
′
2) = At′2t′2 −
[
At′2u¯ At′2t′1
] [Au¯u¯ Au¯t′1
At′1u¯ At′1t′1
]−1 [
Au¯t′2
At′1t′2
]
.
Wegen [
Au¯u¯ Au¯t′1
At′1u¯ At′1t′1
]−1
=
[
A−1u¯u¯ +A
−1
u¯u¯Au¯t′1S
−1
11 At′1u¯A
−1
u¯u¯ −A−1u¯u¯Au¯t′1S−111
−S−111 At′1u¯A−1u¯u¯ S−111
]
=
[
A−1u¯u¯ −A−1u¯u¯Au¯t′1S−111
0 S−111
] [
I 0
−At′1u¯A−1u¯u¯ I
]
ist
S(t′2, t
′
2) = At′2t′2 −
[
At′2u¯A
−1
u¯u¯ −At′2u¯A−1u¯u¯Au¯t′1S−111 +At′2t′1S−111
] [ Au¯t′2
S(t′1, t′2)
]
= At′2t′2 −
[
At′2u¯A
−1
u¯u¯ S(t′2, t′1)S
−1
11
] [Au¯t′2
S12
]
= At′2t′2 −At′2u¯A−1u¯u¯Au¯t′2 − S21S−111 S12 = S22 − S21S−111 S12.
Jeder Block aus dem oberen Dreiecksteil der Matrix ist in einem Diagonalblock ent-
halten, siehe Abb. 5.3a. Aus dem Lemma 5.8 folgt
S(t′, t′′) =
[
S(t′1, t′′1) S(t′1, t′′2)
S(t′2, t′′1) + S(t′2, t′1)S(t′1, t′1)−1S(t′1, t′′1) S(t′2, t′′2) + S(t′2, t′1)S(t′1, t′1)−1S(t′1, t′′2)
]
.
Befindet sich der Block t′× t′′ im unteren Dreiecksanteil der Matrix, siehe Abb. 5.3b, so
erha¨lt man mit dem Lemma 5.8 die folgende Beziehung:
S(t′, t′′) =
[
S(t′1, t′′1) S(t′1, t′′2) + S(t′1, t′′1)S(t′′1, t′′1)−1S(t′′1, t′′2)
S(t′2, t′′1) S(t′2, t′′2) + S(t′2, t′′1)S(t′′1, t′′1)−1S(t′′1, t′′2)
]
.
5.2.2.2 Die Konstruktion der Faktoren LH und UH
Zur Definition der symbolischen LU -Zerlegung sei das Schur-Komplement in der Blockstruk-
tur des Lemmas 5.8 gegeben:[
L11 0
L21 L22
] [
U11 U12
0 U22
]
=
[
S(t1, t1) S(t1, t2)
S(t2, t1) S(t2, t2) + S(t2t1)S(t1, t1)−1S(t1, t2)
]
.
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Auuu
u
t′
t′ t′′
(a) Block im oberen Dreiecksanteil
Auuu
u
t′′
t′′
t′
(b) Block im unteren Dreiecksanteil
Abb. 5.3: Schur-Komplement II
Mit L11 := L(t1) und U11 := U(t1) ergibt sich fu¨r die Außerdiagonalblo¨cke
L(t1)U12 = S(t1, t2) ⇒ U12 = L(t1)−1S(t1, t2),
L21U(t1) = S(t2, t1) ⇒ L21 = S(t2, t1)U(t1)−1.
Definiert man L(t2) := L22 und U22 := U(t2), dann gilt
S(t, t) =
[
L(t1) 0
S(t2, t1)U(t1)−1 L(t2)
] [
U(t1) L(t1)−1S(t1, t2)
0 U(t2)
]
.
Nachdem wir nun die Blockstruktur der beteiligten Matrizen kennen, muss noch der
Nachweis erbracht werden, dass die einzelnen Blo¨cke als hierarchische Matrix dargestellt
werden ko¨nnen. Wir nutzen dazu die in den Abschnitten 5.1 und 5.2.1 angegebenen
Voraussetzungen zur Darstellung des Schur-Komplements im hierarchischen Format.
Lemma 5.9. Seien X und Y die Lo¨sungen der Gleichungssysteme L(t1)X = S(t1, t2) so-
wie Y U(t1) = S(t2, t1), wobei max t1 ≤ min t2. Dann existieren fu¨r X und Y Na¨herungen
X˜ ∈ H(Tt1×t2 , rS) sowie Y˜ ∈ H(Tt2×t1 , rS), so dass∣∣∣∣∣∣X − X˜∣∣∣∣∣∣
2
≤ c cond2(A) log |I| ||U(t1)||2 und
∣∣∣∣∣∣Y − Y˜ ∣∣∣∣∣∣
2
≤ c cond2(A) log |I| ||L(t1)||2
mit dem in Satz 5.7 definierten blockweisen Rang rS.
Beweis. Fu¨r die vollsta¨ndige Darstellung geben wir den Beweis aus [8] an.
Wir zeigen zuna¨chst, das ein X˜ ∈ H(Tt1×t2 , rs) zu X existiert, so dass auf jedem
zula¨ssigen Block ∣∣∣∣∣∣Xt′1×t′2 − X˜t′1×t′2∣∣∣∣∣∣2 ≤ c cond2(A) ε ∣∣∣∣U(t′1)∣∣∣∣2 (∗)
gilt.
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Sei t1 × t2 ∈ TI×I ein zula¨ssiges Blatt. Nach Satz 5.7 kann das Schur-Komplement
S(t1, t2) durch eine Matrix S˜(t1, t2) ∈ Rt1×t2 mit Rang ho¨chstens rS approximiert wer-
den. Folglich kann der Rang von X˜ := L(t1)−1S˜(t1, t2) nicht gro¨ßer als rS sein und es
gilt ∣∣∣∣∣∣X − X˜∣∣∣∣∣∣
2
=
∣∣∣∣∣∣L(t1)−1 [S(t1, t2)− S˜(t1, t2)]∣∣∣∣∣∣
2
=
∣∣∣∣∣∣U(t1)S(t1, t1)−1 [S(t1, t2)− S˜(t1, t2)]∣∣∣∣∣∣
2
≤ ||U(t1)||2
∣∣∣∣S(t1, t1)−1∣∣∣∣2 ∣∣∣∣∣∣S(t1, t2)− S˜(t1, t2)∣∣∣∣∣∣2
Wegen (∗∗) im Beweis des Satzes 5.7 gilt:
≤ ε ∣∣∣∣S(t1, t1)−1∣∣∣∣2 ||A||2 ||U(t1)||2
Lemma 4.19≤ ε ∣∣∣∣A−1t1t1∣∣∣∣2 ||A||2 ||U(t1)||2
(5.8)
≤ c ε ∣∣∣∣A−1∣∣∣∣
2
||A||2 ||U(t1)||2 ≤ c ε cond2(A) ||U(t1)||2 .
Ist t1 × t2 ∈ TI×I kein Blatt, dann hat t1 die So¨hne t′1, t′′1 und t2 die So¨hne t′2, t′′2. Seien
X11 ∈ Rt′1×t′2 , X12 ∈ Rt′1×t′′2 , X21 ∈ Rt′′1×t′2 und X22 ∈ Rt′′1×t′′2 durch
L(t′1)X11 = S(t
′
1, t
′
2), L(t
′
1)X12 = S(t
′
1, t
′′
2)
L(t′′1)X21 = S(t
′′
1, t
′
2), L(t
′′
1)X22 = S(t
′′
1, t
′′
2)
definiert.
Per Induktion folgt, dass X11, X12, X21 und X22 durch H-Matrizen X˜11, X˜12, X˜21 und
X˜22, basierend auf den Unterba¨umen von TI×I mit den Wurzeln t′1 × t′2, t′1 × t′′2, t′′1 × t′2
und t′′1 × t′′2, approximiert werden ko¨nnen. Folglich erfu¨llt
X =
[
X11 X12
X21 X22
]
die Gleichung
L(t1)X =
[
L(t′1) 0
S(t′′1, t′1)U(t′1)−1 L(t′′1)
] [
X11 X12
X21 X22
]
=
[
S(t′1, t2)
S(t′′1, t2) + S(t′′1, t′1)S(t′1, t′1)−1S(t′1, t2)
]
= S(t1, t2)
und X˜ erfu¨llt die Forderung (∗).
Aus der Anwendung des Satzes 4.20 folgt die Aussage des Lemmas. Der Beweis fu¨r Y
erfolgt analog.
Der auf den Vorarbeiten der Abschnitte 5.1 und 5.2.1 und dieses Abschnitts aufbau-
ende Satz liefert die Existenz der LU -Zerlegung.
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Satz 5.10. Sei P eine Partition von I × I. Angenommen jedes Schur-Komplement S(b),
b ∈ P , einer Matrix A kann durch eine Matrix von Rang rS ∼ (log |I|)α| log ε|β, mit
einem Approximationsfehler ε und Konstanten α, β > 0 dargestellt werden.
Dann existieren eine untere und eine obere Dreiecksmatrix LH, UH ∈ H(P, rS) und
c > 0, so dass
||A− LHUH||2 ≤ c (log |I|) cond2(A)ε ||L||2 ||U ||2 ,
wobei L und U die Faktoren der normalisierten LU -Zerlegung sind.
Beweis. Fu¨r die vollsta¨ndige Darstellung geben wir den Beweis aus [8] an.
Es gilt A = S(I, I) = L(I)U(I). Aufgrund der Eindeutigkeit der normalisierten LU -
Zerlegung ist L(I) = L und U(I) = U . Nach Lemma 5.9 gibt es hierarchische Matrizen
LH, UH ∈ H(P, rS), so dass
||L− LH||2 ≤ c ε cond2(A) log(|I|) ||L||2 und ||U − UH||2 ≤ c ε cond2(A) log(|I|) ||U ||2
gilt. Daher folgt
||A− LHUH||2 ≤ ||(L− LH)U ||2 + ||L(U − UH)||2 + ||(L− LH)(U − UH)||2
≤ ||L− LH||2 ||U ||2 + ||L||2 ||U − UH||2 + ||L− LH||2 ||U − UH||2
≤
(
2 c ε cond2(A) log(|I|) + c2 ε2 cond2(A)2 (log(|I|))2
)
||L||2 ||U ||2 .
5.3 Algebraische Konstruktion des Clusterbaums
Im Abschnitt 4.2.2 wurde der Clusterbaum unter Nutzung der geometrischen Informa-
tionen erstellt. Anstelle der Geometrie bildet nun der in (2.5) definierte Matrixgraph die
Grundlage der Partitionierung.
DieH-Inverse ist in der gleichen Zeitkomplexita¨t zu berechnen wie dieH-LU -Zerlegung.
Jedoch hat sich in der Praxis herausgestellt, dass die H-LU -Zerlegung mit weniger
Aufwand berechnet werden kann. Die H-Inverse ist daher nur von theoretischem In-
teresse. Wir konzentrieren uns auf die Generierung eines Clusterbaums bzw. Block-
Clusterbaums, der das Auffu¨llen der Faktoren L und U mo¨glichst vermeidet.
Die im Abschnitt 3.2 u¨ber direkte Verfahren angefu¨hrten Umordnungsmethoden von
Zeilen und Spalten, Cuthill-McKee, Reverse-Cuthill-McKee sowie Nested-Dissection, die-
nen der Reduktion des Auffu¨llens der Faktoren wa¨hrend der Dreieckszerlegung. In [47]
werden Umordnungen bzgl. des minimalen Knotengrads mit Umordnungen durch Multilevel-
Nested-Dissection im Hinblick auf die Qualita¨t der Umordnungen, gemessen in der An-
zahl der FLOPS1 zur Faktorisierung, verglichen. Zum Vergleich nutzten die Autoren
von [47] das Softwarepaket METIS2, in welchem die Multilevel-Ideen von Hendrickson
und Rothberg [43] eingesetzt werden. Dabei schneiden die Nested-Dissection-Ansa¨tze im
1floating point operations
2http://glaros.dtc.umn.edu/gkhome/metis/metis/overview
77
Durchschnitt besser ab. Daher nutzen wir zur Konstruktion des Clusterbaums die von
George vorgestellte Teile-und-Herrsche Strategie des Nested-Dissection [30].
Die Idee von Nested-Dissection besteht in der Zerlegung der Indexmenge I in die drei
Teile t1, s und t2, wobei s die Mengen t1 und t2 separiert, und deshalb Separator genannt
wird, siehe Abb. 5.4. Dabei soll die Zerlegung mit Nested-Dissection die Bedingungen
0
1
2
3
4
5
6
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8
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12
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15
16
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18
19
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21
22
Abb. 5.4: Partitionierter Graph, s = {0, 13, 4, 3, 18}, t1 = {16, 6, 1, 8, 12, 11, 7, 5, 17} und
t2 = {22, 21, 9, 10, 2, 14, 19, 15, 20}
|t1| ≈ |t2|, (5.11a)
|s|  |t1| (5.11b)
erfu¨llen. Im Folgenden werden Index- bzw. Knotenmengen, welche Separatoren sind,
meist s genannt. Ist die Index- bzw. Knotenmenge kein Separator oder ist es fu¨r den
Zusammenhang nicht entscheidend, ob die Knotenmenge separiert, dann verwenden wir
den Buchstaben t. Im Folgenden werden Cluster, welche keine Separatoren sind, auch
als reine Cluster bezeichnet.
Nach Umordnung der Matrixeintra¨ge ergibt sich die MatrixstrukturAt1t1 0 At1s0 At2t2 At2s
Ast1 Ast2 Ass
 .
Wa¨hrend der LU -Zerlegung bleiben die Nullblo¨cke At1t2 und At2t1 erhalten, in den Blo¨-
cken At1s, At2s, Ast1 , Ast2 und Ass werden jedoch neue Eintra¨ge generiert. Dies wird
als fill-in bezeichnet. Zur Reduktion des fill-ins muss folglich der (Knoten-) Separator s
mo¨glichst klein sein, siehe Bedingung (5.11b).
In [46] wird die Dreiteilung mit Hilfe der geometrischen Information vorgenommen.
Die im Folgenden vorgestellten Methoden nutzen nur die Matrix.
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Die Zerlegung von I in t1, s und t2 wird in zwei Schritten realisiert. Im ersten Schritt
wird der Matrixgraph in zwei etwa gleich große Teile t′1, t′2 zerlegt. Dabei entsteht der
Kantenseparator C := {(i, j) : i ∈ t′1, j ∈ t′2} ⊂ E. Im zweiten Schritt wird in dem
bipartiten Graphen B = (∂t′1, ∂t′2, C), wobei ∂t′1 := {i ∈ t′1 : (i, j) ∈ C} und ∂t′2 :=
{i ∈ t′2 : (i, j) ∈ C} ein gro¨ßtes Matching berechnet [45], um einen mo¨glichst kleinen
(Knoten-) Separator s zu erhalten. Zudem ist t1 := t′1\s sowie t2 := t′2\s.
Solange die Mengen t1 und t2 noch nicht zu klein sind, werden die durch die Partitio-
nierung der Knotenmenge erzeugten Teilgraphen G1 = (t1, E(t1)) und G2 = (t2, E(t2)),
E(tk) := {(i, j) ∈ E : i, j ∈ tk}, k = 1, 2, entsprechend rekursiv geteilt. Durch Anwen-
dung des Alg. 16 entsteht der in Abb. 5.5 dargestellte Clusterbaum.
I
t1
t3 s1 t4
s0 t2
t5 s2 t6
Abb. 5.5: Clusterbaum erzeugt mit Nested-Dissection-Methode
Algorithmus 16 Nested-Dissection (G = (I, E))
1: teile I in die disjunkten Knotenmengen t′1, t′2 unter der Bedingung |t′1| ≈ |t′2|
2: berechne minimale Knotenu¨berdeckung des bipartiten Graphen B = (∂t′1, ∂t′2, C)
3: passe die Mengen t′1 und t′2 entsprechend an → t1, s, t2
4: if |t1| > nmin then
5: Nested-Dissection (G1 = (t1, E1))
6: if |t2| > nmin then
7: Nested-Dissection (G2 = (t2, E2))
Der erste Teil des Alg. 16 (Zeile 1) wird im Weiteren als Bisektion bezeichnet.
Aufgrund der rein algebraischen Clusterung ko¨nnen allgemeinere Gitter behandelt wer-
den als mit der geometrischen Methode. Aus der Clusterung mit der Nested-Dissection
Methode resultieren kardinalita¨tsbalancierte Clusterba¨ume, es existieren also Konstan-
ten cb, Cb > 0, so dass
cb2−`|I| ≤ |t| ≤ Cb2−`|I| (5.12)
fu¨r Cluster t ∈ T (`)I gilt. Fu¨r FE-Gitter ist der Separator s eine Menge von niedrigerer
Ordnung, d.h. es existieren Konstanten c′, C ′ > 0, so dass
c′|t1|1−1/d ≤ |s| ≤ C ′|t1|1−1/d (5.13)
gilt, siehe [52]. Wir setzen die A¨quivalenz von Durchmesser und Kardinalita¨t voraus,
d.h. es existieren Konstanten c1, c2 > 0, so dass
c1|t| ≤ (diam(t))d ≤ c2|t| (5.14)
79
fu¨r alle t ∈ TI gilt. Die Cluster besitzen also ein ”Volumen“.
Nach (5.12) gilt zum einen fu¨r t ∈ T (`)I : 1cb|I| |t|2` ≤
Cb
cb
, zum anderen fu¨r t′ ∈ T (`′)I :
cb|I| ≤ |t′|2`′ . Daraus folgt
|t|
|t′| ≤ 2
`′−`Cb
cb
.
Wegen (5.14) ist 1c2 (diam(t))
d ≤ |t| und |t′| ≤ 1c1 (diam(t′))d. Insgesamt gilt daher
(diam(t))d ≤ cu2`′−`(diam(t′))d, cu := Cbc2
cbc1
. (5.15)
5.3.1 Spectral-Nested-Dissection
Das Spectral-Nested-Dissection Verfahren basiert auf den Spektraleigenschaften des Ma-
trixgraphen G. Pothen et al. [55] nutzen eine von Fiedler [27, 28] stammende Idee zur
Teilung von G. Fiedler untersuchte die Beziehung zwischen dem zweitkleinsten Eigen-
wert der Laplace-Matrix und dem Kantenzusammenhang bzw. Knotenzusammenhang
eines Graphen. Sei M(G) die Adjazenzmatrix von G und
L(G) := diag(deg v1, . . . ,deg vn)−M(G) (5.16)
seine Laplace-Matrix. Ausgehend von dem folgenden Satz betrachtete Fiedler die Bezie-
hung zwischen dem Zusammenhang von Graphen und Eigenwerten bzw. Eigenvektoren
der Laplace-Matrix.
Satz 5.11 (Fiedler, 1975). Seien G = (I, E) ein einfacher, ungerichteter und endlicher
Graph bestehend aus n Knoten, I = t′1 ∪ t′2 eine Partition der Menge I sowie x der
Vektor mit den Komponenten
xi =
{
1, falls i ∈ t′1,
−1, falls i ∈ t′2.
Dann ist die Gro¨ße des Kantenschnitts C ⊂ E zwischen t′1 und t′2 gegeben durch
|C| = 1
4
xT L(G)x. (5.17)
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Beweis.
xT L(G)x =
n∑
i,j=1
`ijxixj =
n∑
i=1
`iix
2
i +
n∑
i 6=j
`ijxixj
=
n∑
i=1
`ii +
∑
(i,j)∈E
i,j∈t′1,i 6=j
`ijxixj +
∑
(i,j)∈E
i,j∈t′2,i6=j
`ijxixj +
∑
(i,j)∈E
i∈t′1,j∈t′2
`ijxixj
=
n∑
i=1
deg vi −
∑
(i,j)∈E
i,j∈t′1,i 6=j
1
︸ ︷︷ ︸
Kanten in t′1
−
∑
(i,j)∈E
i,j∈t′2,i 6=j
1
︸ ︷︷ ︸
Kanten in t′2
+
∑
(i,j)∈E
i∈t′1,j∈t′2
1
︸ ︷︷ ︸
Kanten zwischen t′1 und t
′
2
= 2 · |E| − 2 · ∣∣E(t′1)∣∣− 2 · ∣∣E(t′2)∣∣+ 2 · |C| = 4 · |C|
Um den fill-in wa¨hrend der LU -Faktorisierung zu reduzieren, soll der (Knoten-) Se-
parator mo¨glichst klein sein (siehe Bedingung (5.11b)). Weil dieser auf der Basis des
Kantenseparators berechnet wird, soll |C| mo¨glichst klein sein. Daher wird (5.17) als ein
diskretes Optimierungsproblem mit den Nebenbedingungen
xTx = n, xi ∈ {−1, 1} sowie
xT1 = 0, 1 = (1, . . . , 1)T (entspricht Forderung (5.11b))
aufgefasst. Dieses Optimierungsproblem ist NP-vollsta¨ndig, siehe [63]. Ein Ausweg be-
steht in der Lo¨sung des kontinuierlichen Optimierungsproblems
f(z) = zT L(G)z → min (5.18)
mit den Nebenbedingungen
zTz = n, z ∈ Rn und zT1 = 0.
Wegen L(G) · 1 = 0 ist der Vektor mit konstanten Eintra¨gen ein Eigenvektor zum
Eigenwert λ1 = 0. Außerdem ist die Laplace-Matrix von G symmetrisch und positiv
semidefinit. Sie besitzt daher nur reelle Eigenwerte und eine Basis u1, . . . ,un ∈ Rn aus
orthonormalen Eigenvektoren. Die Darstellung von z ∈ Rn in dieser Basis ist
z =
n∑
`=1
c`u`
mit Koeffizienten c` ∈ R. Wegen
0 = zT1 = 〈u1|z〉 =
n∑
`=1
c` 〈u1|u`〉
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ist c1 = 0. Setzen wir z, dargestellt in der Eigenvektorbasis, in (5.18) ein und nutzen
aus, dass
n = zTz = 〈z|z〉 =
n∑
`,k=1
c`ck 〈u`|uk〉 =
n∑
`=2
c2` ,
so erhalten wir
zT L(G)z =
(
n∑
`=2
c`u`
)T ( n∑
`=2
c`λ`u`
)
=
n∑
`=2
c2`λ` ≥ λ2
n∑
`=2
c2` = λ2n.
Die Partitionierung anhand des zu λ2 geho¨rigen Eigenvektors u2 liefert (heuristisch) den
minimalen Kantenseparator. Dieser besteht nach (5.17) aus mindestens 14λ2n Kanten.
Algorithmus 17 Spectral-Bisection
1: berechne den zweitkleinsten Eigenwert λ2 von L(G)
2: bestimme Median m des zu λ2 geho¨renden Eigenvektors u2
3: teile die Knotenmenge gema¨ß t′1 := {i ∈ I : u2(i) ≤ m}, t′2 := I\t′1
Da die Berechnung von Eigenwerten großer Matrizen numerisch sehr aufwa¨ndig ist,
wird Spectral-Bisection in Kombination mit Multilevel-Methoden eingesetzt.
5.3.2 Nested-Dissection basierend auf Multilevel-Zugang
Die Partitionierung der Knoten des Matrixgraphen (2.5) in t1, s und t2 umfasst im Alg. 16
zwei Schritte. Der erste Schritt besteht aus einer Bisektion der Knotenmenge. Im vorigen
Abschnitt wurde die Zerlegung auf Basis der numerisch aufwa¨ndigen Berechnung des
zweitkleinsten Eigenwerts/Eigenvektors vorgestellt. Die spektrale Bisektion wird durch
die Bisektion aus METIS ersetzt, siehe Abb. 5.6.
Phase 1: Schrittweises Vergro¨bern des Graphen. Sei G = G(0). Wir vergro¨bern G(0),
indem wir ein maximales Matching M (0) in G(0) berechnen und die Endknoten einer
Kante m = (im, jm) ∈ M (0) zu einem neuen Knoten zm zusammenfassen. Die mit den
Knoten im und jm in G(0) inzidenten Kanten werden mit dem Knoten zm inzident. Wir
erhalten einen bzgl. der Kardinalita¨t der Knotenmenge kleineren Graphen G(1). Der eben
beschriebene Algorithmus wird solange wiederholt angewendet, bis der Graph nur noch
wenige Knoten entha¨lt. Es ergibt sich eine Sequenz von Graphen G(0), G(1), . . . , G(m)
mit |V (0)| ≥ |V (1)| ≥ · · · ≥ |V (m)|. In [47] werden verschiedene Matching-Strategien
untersucht. Wir nutzen das sogenannte heavy edge matching (HEM), da dabei die Kno-
ten, welche durch Kanten mit besonders großem Gewicht verbunden sind, ausgewa¨hlt
werden. Folglich wird das Gesamtkantengewicht des Graphen reduziert. Dies fu¨hrt meist
zu einem kleinen Kantenseparator.
Phase 2: Bisektion des gro¨bsten Graphen. Da nur ein relativ kleiner Graph geteilt
werden muss, ko¨nnen sowohl kombinatorische Methoden, wie beispielsweise der KL-
Algorithmus [48], als auch spektrale Bisektion eingesetzt werden. Der Aufwand fu¨r die
Teilung von G(m) ist relativ gering, verglichen mit dem Aufwand G(0) zu teilen.
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G(1) G(1)
G(2) G(2)
G(m)
Abb. 5.6: Multilevel Graphbisektion
Phase 3: Schrittweises Verfeinern des Graphen. Die Partitionierung von G(m) wird auf
den Graphen G(m−1) u¨bertragen, die Partitionierung von G(m−1) auf G(m−2) usw. Wir
erhalten schließlich eine Zweiteilung von G.
Sowohl bei der spektralen Bisektion als auch bei der Multilevel Bisektion wird sicher
gestellt, dass |t′1| ≈ |t′2|.
5.3.3 Erweiterter Nested-Dissection-Clusterbaum
Fu¨r unsere Konstruktion des Block-Clusterbaums ist es wichtig, dass jede Ebene des
Clusterbaums eine vollsta¨ndige Partition von I entha¨lt und dass die (Teil-)Indexmengen
in einer Stufe etwa die gleiche Gro¨ße besitzen. Unter Beru¨cksichtigung von (5.12) wird
daher s in die na¨chste Ebene kopiert, solange die Bedingung
cb2−`
′ |I| ≤ |s| ≤ Cb2−`′ |I| (5.19)
noch nicht erfu¨llt ist. Wir erhalten eine Sequenz s(1), . . . , s(`
′−`) von Separatoren, die
die gleiche Indexmenge enthalten, jedoch zu unterschiedlichen Ebenen des Clusterbaums
geho¨ren. Wir bezeichnen diese Knoten als virtuelle Knoten. Virtuelle Knoten entstehen
also nicht unmittelbar aus der Teilung eines Clusters. Ist (5.19) erfu¨llt, wird s rekursiv in
zwei Teile partitioniert, siehe Abb. 5.7. Um eine linear-logarithmische Komplexita¨t der
Matrixoperationen zu erhalten, darf der Clusterbaum nur aus einer in |I| linearen Anzahl
von Knoten bestehen. Fu¨r den in Definition 4.7 erkla¨rten Clusterbaum gilt Lemma 4.8.
Außerdem gilt:
Lemma 5.12. Der erweiterte Nested-Dissection-Clusterbaum Algorithmus fu¨gt O (|I|)
(virtuelle) Knoten in TI ein. Damit ist eine lineare Gesamtanzahl von Knoten in TI
bzgl. |I| garantiert.
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tt1
t3 s1 t4
s(1)
s(`
′−`)
s′ s′′
t2
t5 s2 t6
Level
`− 1
`
...
`′
Abb. 5.7: erweiterter Clusterbaum erzeugt mit Nested-Dissection-Methode
Beweis. Sei s ∈ T (`)I ein Separator. Die Indexmenge s wird in die na¨chste Ebene kopiert,
solange die Bedingung (5.19) noch nicht erfu¨llt ist. Sei `′ die Ebene, in welcher |s| die
Bedingung (5.19) erfu¨llt, siehe Abb. 5.7. Mit (5.13), (5.12) und (5.19) folgt, dass
c′
(
cb|I|2−`
)1−1/d ≤ |s| < Cb|I|2−`′ =⇒ `′ − ` < 1
d
(log2 |I| − `) + k1,
gilt, wobei k1 := log2
Cb
c′c1−1/db
.
Falls ` ≥ `max := d(k1 − 1) + log2 |I| ist, dann ist der Ebenenunterschied `′ − ` kleiner
als Eins, und aus dem Separator entstehen keine virtuellen Knoten. Daher mu¨ssen nur
die Ebenen ` ≤ `max betrachtet werden.
Die Anzahl der virtuellen Knoten in TI ergibt sich aus der Summation u¨ber alle Ebenen
` = 1, . . . , `max in TI . In der `-ten Ebene von TI gibt es ho¨chstens 2`−1 Separatoren.
Jeder Separator ist Startpunkt eines Pfads, bestehend aus virtuellen Knoten, ho¨chstens
der La¨nge 1d (log2 |I| − `) + k1 = 1d (`max + d− `). Die Anzahl der virtuellen Knoten ist
daher beschra¨nkt durch
`max∑
`=1
2`−1
d
(`max + d− `) = 1
d
(
(`max + d)
`max∑
`=1
2`−1 −
`max∑
`=1
`2`−1
)
=
1
d
(
(`max + d)
(
2`max − 1
)
−
`max∑
`=1
`2`−1
)
=
1
d
(
(`max + d+ 1)
(
2`max − 1
)
− `max2`max
)
≤
(
1 +
1
d
)
2`max =
(
1 +
1
d
)
2d(k1−1)|I|,
wobei wir die Beziehung
n∑
k=1
k2k−1 = 1 + (n− 1)2n.
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verwendet haben.
Beispiel 5.13. Die Anwendung des Multilevel-Nested-Dissection Algorithmus auf die in
Abb. 4.1 dargestellte Geometrie fu¨hrt zu dem in Abb. 5.8 skizzierten Clusterbaum. Im
Gegensatz zu den mit geometrischen Methoden erzeugten Clusterba¨umen aus Abb. 4.2
bzw. Abb. 4.4 ist dieser balanciert.
[0, 1303)
[0, 645)
[0, 323) [638, 645) [323, 638)
[1266, 1303)
[1266, 1303)
[645, 1266)
[645, 927) [1220, 1266) [927, 1220)
Abb. 5.8: Drei Stufen des durch Zerlegung mit der Multilevel-Nested-Dissection Methode
generierten Clusterbaums fu¨r Abb. 4.1
5.3.4 Numerische Ergebnisse
Die spektrale Clusterung wird anhand des folgenden Testbeispiels mit der Multilevel-
Clusterung verglichen.
Beispiel 5.14. Gegeben sei die partielle Differentialgleichung Lu = f mit dem in (1.3)
definierten Operator L auf dem drei-dimensionalen Gebiet der Abb. 5.9. Auf dem Rand
seien Null-Randbedingungen vorgegeben. Die Koeffizienten der Matrix C(x), x ∈ Ω, wer-
Abb. 5.9: Berechnungsgebiet
den zufa¨llig aus dem Intervall [0, 1000] so gewa¨hlt, dass die Matrix C positiv definit ist.
Zur Diskretisierung werden lineare finite Elemente genutzt. Die resultierenden linearen
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Gleichungssysteme ergeben sich aus unterschiedlich feinen FE-Gittern. Die FE-Gitter
wurden mit dem Programm NETGEN3 erzeugt und sind zu den Lo¨chern hin adaptiv
verfeinert. NETGEN bietet fu¨nf Stufen zur Erzeugung von Gittern: very coarse, coarse,
moderate, fine und very fine. Die generierten Gitter ko¨nnen jeweils uniform verfeinert
werden. Die im Folgenden verwendeten Matrizen sind in Tab. 5.1 beschrieben.
ID Ausgangsgitter Verfeinerungs- Matrixgro¨ße Nicht-Null-Eintra¨ge nnz
n
schritte n nnz
F fine 0 101 296 1 368 594 13.51
M1 moderate 1 297 927 4 134 255 13.88
VF very fine 0 658 609 9 294 721 14.11
C2 coarse 2 906 882 12 854 824 14.17
M2 moderate 2 2 539 954 36 768 808 14.48
VF1 very fine 1 5 413 520 78 935 174 14.58
Tabelle 5.1: Testmatrizen
Die Anzahl der Cluster eines mit Spectral-Nested-Dissection konstruierten Cluster-
baums unterscheidet sich nicht wesentlich von der Anzahl eines mit Multilevel-Nested-
Dissection berechneten Clusterbaums. Wie die Werte in Tab. 5.2 zeigen, ist der Multilevel-
Algorithmus jedoch wesentlich schneller als die spektrale Clusterung. Daher wird im
Folgenden die Multilevel-Clusterung eingesetzt.
ID Spectral-Nested-Dissection Multilevel-Nested-Dissection
Anzahl der Cluster Zeit in s Anzahl der Cluster Zeit in s
F 4 455 5.93 4 446 1.76
M1 9 093 22.32 8 989 5.71
VF 28 108 71.15 27 821 14.30
C2 36 993 90.51 36 581 21.62
M2 115 091 350.84 113 125 69.38
VF1 233 087 991.96 230 813 168.10
Tabelle 5.2: Spektrale und Multilevel-Clusterung fu¨r minimale Blockgro¨ße nmin = 50
5.4 Algebraische Konstruktion des Block-Clusterbaums
Sei der Cluster t ∈ T (`)I in t1, s und t2 durch den in Abschnitt 5.3 beschriebenen al-
gebraischen Algorithmus zerlegt. Die (Knoten- bzw. Index-)Menge s separiert dann die
Mengen t1 und t2, d.h. es existiert keine Kante zwischen einem i ∈ t1 und j ∈ t2, siehe
Abb. 5.4. Daher gilt nach Definition des Matrixgraphen, dass aij = 0 und aji = 0. Die
Matrix besitzt demnach die (Block-)StrukturAt1t1 0 At1s0 At2t2 At2s
Ast1 Ast2 Ass
 . (5.20)
3http://www.hpfem.jku.at/netgen/ bzw. http://sourceforge.net/projects/netgen-mesher/
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Abb. 5.10: Matrix Struktur nach zwei Nested-Dissection Schritten
Die rekursive Anwendung des Partitionierungsalgorithmus ergibt die in Abb. 5.10 dar-
gestellte Struktur der Matrixeintra¨ge. Daher wird die Sohnabbildung (4.14) modifiziert,
d.h.
SI×I(t1 × t2) :=

∅, falls SI(t1) = ∅ oder SI(t2) = ∅,
∅, falls t1 6= t2 und weder t1 noch t2 Separator,
∅, falls t1 × t2 zula¨ssig,
SI(t1)× SI(t2), sonst.
(5.21)
Fu¨r die Komplexita¨tsangaben des Abschnitts 4.3 wird die Beschra¨nktheit von csp unab-
ha¨ngig von |I| benutzt. Diese Bedingung muss auch durch die algebraische Matrixparti-
tion erfu¨llt werden.
Lemma 5.15. Der Block-Clusterbaum sei unter Beachtung der algebraischen Zula¨ssig-
keitsbedingung (5.4) konstruiert. Unter der Annahme, dass (5.1), (5.12) und (5.14) er-
fu¨llt sind, gilt
csp ≤ 2cvc2Cb
cb
(
2 +
1
η
)d
.
Beweis. Seien t1 ein Cluster aus der `-ten Ebene des Clusterbaums, i0 ∈ t1 und
Nρ := {t2 ∈ T (`)I : maxj∈t2 d(i0, j) ≤ ρ}
die Nachbarschaft, ρ > 0. Wegen
|Nρ| cb |I| 2−`
(5.12)
≤
∑
t2∈Nρ
|t2|
(5.1)
≤ cv ρd, (5.22)
entha¨lt Nρ von t1 ho¨chstens cvcb ρ
d 2`
|I| Cluster t2 der gleichen Ebene des Clusterbaums.
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Wir wa¨hlen ein t2 ∈ TI derart, dass t1 × t2 ∈ TI×I . Seien t∗1 und t∗2 Va¨ter von t1 und
t2. Angenommen es gilt maxj∈t2 d(i0, j) ≥ ρ0, wobei
ρ0 :=
1
η
min{diam(t∗1),diam(t∗2)}+diam(t∗1)+diam(t∗2)
(5.14)
≤ (c2Cb|I|2−(`−1))1/d
(
2 +
1
η
)
ist. Dann folgt aus
dist(t∗1, t
∗
2) ≥ max
j∈t2
d(i0, j)− diam(t∗1)− diam(t∗2) ≥
1
η
min{diam(t∗1), diam(t∗2)},
dass t∗1×t∗2 zula¨ssig ist. Daher kann t1×t2 nicht in TI×I sein. Folglich muss die Annahme
falsch gewesen sein, und es gilt
max
j∈t2
d(i0, j) < ρ0 ≤ (c2Cb|I|2−(`−1))1/d
(
2 +
1
η
)
.
Wegen {t2 ∈ TI : t1 × t2 ∈ TI×I} ⊂ Nρ0 erhalten wir aus (5.22):
max
t1∈TI
|{t2 ∈ TI : t1 × t2 ∈ TI×I}| ≤ 2cvc2Cb
cb
(
2 +
1
η
)d
.
Die Rollen von t1 und t2 ko¨nnen o.B.d.A. vertauscht werden, und man erha¨lt eine Ab-
scha¨tzung fu¨r maxt2∈TI |{t1 ∈ TI : t1 × t2 ∈ TI×I}| in analoger Weise.
Die im Abschnitt 4.3.5.2 eingefu¨hrte Gro¨ße cid wird fu¨r Abscha¨tzungen des Rangs
wa¨hrend der Multiplikation benutzt. Auch fu¨r die algebraische Partitionierung muss cid
unabha¨ngig von der Problemgro¨ße beschra¨nkt sein.
Lemma 5.16. Unter der Annahme, dass Durchmesser und Gro¨ße eines Clusters die Be-
dingung (5.14) erfu¨llen, gilt
cid ≤
[
c1/du (2 + η)
]3d
.
Beweis. Sei b ∈ L(TI×I) aus der `-ten Ebene des Block-Clusterbaums. Ist b ein nicht
zula¨ssiges Blatt, dann ist cid(b) = 1. Fu¨r zula¨ssige Bla¨tter b = t1 × t2 definieren wir
q := d log2 cu(2 + η).
Wir werden zeigen, dass fu¨r Cluster t′1, r′, t′2 ∈ TI , t′1×t′2 ⊂ b = t1×t2, die t′1×r′, r′×t′2 ∈
T
(`+q)
I×I erfu¨llen, folgt, dass t
′
1 × r′ oder r′ × t′2 Bla¨tter im Block-Clusterbaum TI×I sind.
Das folgt aus
diam(r′) = (1 + η/2) diam(r′)− η/2 diam(r′)
(5.15)
≤ (1 + η/2)c1/du 2−q/d min{diam(t1),diam(t2)} − η/2 diam(r′)
≤ 1
2
min{diam(t1),diam(t2)} − η/2 diam(r′)
≤ η
2
(dist(t1, t2)− diam(r′))
≤ η max{dist(t′1, r′),dist(r′, t′2)}.
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Daher ist entweder t′1 × r′ oder r′ × t′2 zula¨ssig. Einer der beiden Blo¨cke hat folglich
keine Nachfolger in TI×I . Deshalb ist die Anzahl der im Block b enthaltenen Subblo¨cke
beschra¨nkt durch cid ≤ 7q ≤ [c1/du (2 + η)]3d.
Zur Auswertung der Zula¨ssigkeitsbedingung sind der Abstand zwischen den Index-
mengen t1 und t2 sowie der jeweilige Durchmesser zu bestimmen. Fu¨r dist(t1, t2) sind
O (|t1| · |t2|) Abstandsberechnungen durchzufu¨hren. Hinzu kommen fu¨r diam(t1) etwa
|t1|2 Abstandsberechnungen innerhalb von t1 bzw. fu¨r diam(t2) etwa |t2|2 Abstandsbe-
rechnungen innerhalb von t2.
Obwohl im geometrischen Fall Absta¨nde zwischen zwei Punkten in O (1) berechnet
werden ko¨nnen, mu¨ssen bei der Auswertung der geometrischen Zula¨ssigkeitsbedingung
(4.13) die Absta¨nde zwischen Clustern approximativ bestimmt werden, um eine linear-
logarithmische Laufzeit zur Konstruktion des Block-Clusterbaums zu erreichen.
Im algebraischen Fall wird der Abstand zwischen zwei Knoten durch Breitensuche im
MatrixgraphenG = (I, E) mitO (|I|) Operationen berechnet. Falls die linear-logarithmische
Gesamtkomplexita¨t nicht u¨berschritten werden soll, ko¨nnen Absta¨nde bzw. Durchmesser
von Clustern nicht exakt bestimmt werden,
Fu¨r den Durchmesser wird in Abschnitt 5.5 eine Approximation vorgestellt. Das Ab-
standsproblem wird in Abschnitt 5.6 behandelt.
5.5 Durchmesserapproximation
Eine Na¨herung fu¨r den Durchmesser eines Clusters t bzw. seines zugeordneten Graphen
G kann mit der Breitensuche wa¨hrend der Clusterung bestimmt werden. Dazu wird Alg. 1
modifiziert, indem zusa¨tzlich ein Knoten mit maximalem Abstand zuru¨ck geliefert wird.
Eine erste Na¨herung fu¨r den Durchmesser ist der maximale Abstand zwischen einem
(gewa¨hlten) Startknoten i und einem Knoten j, der j = maxν∈V (G) d(i, ν) erfu¨llt. Diese
Na¨herung kann durch k-fache Anwendung der Breitensuche verbessert werden, k ∈ N
klein, siehe Alg. 18.
Algorithmus 18 Berechnung des Durchmessers: d˜iam (G)
1: wa¨hle Startpunkt i ∈ V (G)
2: dmax := 0
3: for ` = 0, . . . , k do
4: j := BFS (G, i)
5: if dmax < d(i, j) then
6: dmax := d(i, j)
7: i := j
Fu¨r die Approximation von d˜iam(t) gilt
r(t) ≤ d˜iam(t) ≤ diam(t) ≤ 2r(t), (5.23)
wobei r(t) der im Kapitel 2 erkla¨rte Radius des Graphen t ist.
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Die bei der Clusterung der Indexmenge der Testmatrix mit 101 296 Zeilen bzw. Spal-
ten aus Tab. 5.1 berechneten approximativen Durchmesser werden mit den exakten
Durchmessern verglichen. Tab. 5.3 listet die prozentuale Verteilung der Verha¨ltnisse
d˜iam / diam auf die Intervalle auf. Die Zahlen belegen, dass mit der approximativen
Variante der Durchmesserberechnung im Durchschnitt sehr gute Ergebnisse erzielt wer-
den.
Intervall Anteil in Prozent
[0.65, 0.70) 0.11
[0.70, 0.75) 0.16
[0.75, 0.80) 0.89
[0.80, 0.85) 1.18
[0.85, 0.90) 1.14
[0.90, 0.95) 0.16
[0.95, 1.00] 95.67
Tabelle 5.3: prozentuale Verteilung der Verha¨ltnisse d˜iam / diam fu¨r k = 3
5.6 Abstandsberechnung
5.6.1 Mengenschnitt
Es sei
Fη(t1) := {t ∈ T (`)I : diam(t1) ≤ η dist(t1, t)}
das Fernfeld von t1 ∈ T (`)I und Nη(t1) := {t ∈ T (`)I : t /∈ Fη(t1)} das Nahfeld von t1. Mit
diesen Begriffen la¨sst sich die Zula¨ssigkeitsbedingung (5.4) umformulieren: Ein Block
t1 × t2 ist genau dann nicht zula¨ssig, wenn t2 ∈ Nη(t1) und t1 ∈ Nη(t2).
Die in [34] vorgeschlagene Methode zur approximativen Auswertung basiert auf dieser
alternativen Formulierung. Fu¨r die Bestimmung der Zula¨ssigkeit eines Blocks ist nicht
der genaue Wert des Abstands zwischen t1 und t2 wichtig, sondern ob t2 ∈ Nη(t1) oder
t1 ∈ Nη(t2) sind. Zum Test der Bedingung t1 ∈ Nη(t2) werden die ρ-Umgebungen
Uρ(t2) := {j ∈ V (G) : i ∈ t2 : d(i, j) ≤ ρ},
ρ = 1, . . . , d 1η min{diam t1,diam t2}e, schrittweise konstruiert. Nach jedem Vergro¨ße-
rungsschritt wird der Schnitt von t1 und der Umgebung Uρ(t2) gebildet. Ist der Schnitt
fu¨r ρ < d 1η min{diam t1,diam t2}e nicht leer, dann ist der Abstand der Cluster kleiner als
fu¨r die Zula¨ssigkeit beno¨tigt. Bleibt der Schnitt fu¨r ρ = d 1η min{diam t1, diam t2}e leer,
so ist t1 × t2 zula¨ssig.
Fu¨r einen Zula¨ssigkeitstest werden O (dd max{|t1|, |t2|}) Operationen beno¨tigt, siehe
[34].
Die mit der Mengenschnitt-Methode konstruierte Partition wird im Weiteren als Mengen-
schnitt-Partition bezeichnet.
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5.6.2 Konstruktion eines Clustergraphen
Wir werden im Folgenden eine Methode zur approximativen Abstandsberechnung vor-
stellen, die eine von der Gro¨ße der Cluster unabha¨ngige Anzahl von Operationen beno¨-
tigt.
Definition 5.17. Die (disjunkten) Indexmengen t1, t2 ⊂ I heißen benachbart, falls im
Matrixgraphen eine Kante von t1 nach t2 existiert. D.h. t1 ist benachbart zu t2, falls
∃i ∈ t1, ∃j ∈ t2 : (i, j) ∈ E.
Die Nachbarschaften ko¨nnen wa¨hrend der Konstruktion des Clusterbaums berechnet
werden. Da benachbarte Cluster den Abstand Eins haben, kann die Zula¨ssigkeit eines
Blocks unmittelbar durch die Abfrage der Durchmesser angegeben werden. Sind t1, t2 ∈
T
(`)
I benachbart und diam(t1) ≤ η oder diam(t2) ≤ η, dann ist t1 × t2 zula¨ssig, weil
min{diam(t1), diam(t2)} ≤ η · 1 = η dist(t1, t2)
gilt.
Aus der Partitionierung von t mit Nested-Dissection in t1, s und t2 folgt, dass t1 mit
s und t2 mit s benachbart sind. Da zwischen t1 und t2 keine Kante existiert, sind t1
und t2 nicht benachbart. Wie auch aus der Blockstruktur der Matrix (5.20) erkennbar
ist, besteht der Block t1 × t2 folglich nur aus Nullen. Deshalb ist eine Berechnung des
Abstands zwischen t1 und t2 unno¨tig.
Die Bedingung (5.4) muss daher nur dann ausgewertet werden, falls die Cluster nicht
benachbart sind und einer der beiden Cluster ein Separator ist.
Seien t1, t2 ∈ T (`)I zwei nicht benachbarte Cluster. Zur Approximation des Abstands
wird ein sogenannter Clustergraph GD konstruiert, dessen Knotenmenge aus Clustern
besteht, und dessen Kantenmenge durch die Nachbarschaft der Cluster induziert wird.
Im Clusterbaum existieren benachbarte Cluster t∗1 und t∗2, wobei t1 ⊆ t∗1, t2 ⊆ t∗2 und
t∗1, t∗2 unter allen benachbarten Clustern, welche t1 oder t2 enthalten, maximale Tiefe
haben. Die Knotenmenge von GD besteht aus den Clustern der `-ten Ebene, deren
Weg zur Wurzel u¨ber t∗1 oder t∗2 fu¨hrt. Zwischen zwei Knoten existiert eine Kante, falls
die den Knoten zugeordneten Indexmengen benachbart sind. Alg. 19 fasst die Schritte
zusammen.
Algorithmus 19 Konstruiere GD (t1, t2)
1: bestimme t∗1, t∗2 ∈ TI
2: bestimme V (GD) = {tˆ ∈ T (`)I : tˆ ⊆ t∗1 oder tˆ ⊆ t∗2}
3: bestimme E(GD) = {(tˆ, tˇ) : tˆ, tˇ ∈ V (GD), tˆ, tˇ benachbart}
Beispiel 5.18. In Abb. 5.11 sind die sich aus der Konstruktion des Clusterbaums er-
gebenden Nachbarschaften durch gestrichelte Linien gekennzeichnet. Die berechneten
Nachbarschaften werden durch gepunktete Linien angedeutet. Es soll der na¨herungswei-
se Abstand zwischen t7 und s′′0 berechnet werden. Aus t∗1 = t3 und t∗2 = s′0 ergibt sich die
Knotenmenge {t7, s3, t8, s′′0}. In Abb. 5.12 wird der zugeho¨rige Graph GD dargestellt.
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Abb. 5.11: Teil eines Clusterbaums mit durch gestrichelte (a priori bekannt) oder ge-
punktete (mu¨ssen berechnet werden) Linien symbolisierten Nachbarschaften
t7 s3 t8 s′′0
Abb. 5.12: GD zur Berechnung einer Na¨herung fu¨r dist(t7, s′′0).
Beispiel 5.19. Sei der Block t7 × s′′0 nicht zula¨ssig. Dann muss u. a. die Zula¨ssigkeit des
Blocks t15 × s′′′0 untersucht werden (Abb. 5.11). Wegen t∗1 = t3 und t∗2 = s′0 ergibt sich
die Knotenmenge {t15, s7, t16, s′3, t17, s8, t18, s′′′0 } fu¨r GD. Insgesamt ergibt sich der Graph
aus Abb. 5.13.
t16
s7
t15
s′3
t18
s8
t17
s′′′0
Abb. 5.13: GD zur Berechnung einer Na¨herung fu¨r dist(t15, s′′′0 ).
Um die linear-logarithmische Komplexita¨t zur Konstruktion einer H-Matrix nicht zu
u¨berschreiten, ist eine mo¨glichst effiziente Auswertung der Zula¨ssigkeitsbedingung not-
wendig. D.h. die Konstruktion darf ho¨chstens O (|I|) Operationen beno¨tigen. Das fol-
gende Lemma zeigt, dass GD in der Gro¨ße beschra¨nkt ist, und daher Absta¨nde in einer
von |I| unabha¨ngigen Komplexita¨t berechnet werden ko¨nnen.
Da zwischen nicht benachbarten Clustern w1, w2 ∈ T (`)I mindestens ein Cluster der
gleichen Stufe liegt, wird die Bedingung (5.24) im folgenden Lemma vorausgesetzt.
Lemma 5.20. Seien t1 × t2 ∈ T (`)I×I , wobei t1, t2 nicht benachbart sind. Wir nehmen an,
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dass eine Konstante c > 0 existiert, so dass fu¨r jedes Paar von nicht benachbarten
Clustern w1, w2 der gleichen Stufe in TI gilt
dist(w1, w2) ≥ c min{diam(w1), diam(w2)}. (5.24)
Ist (5.14) erfu¨llt, dann ist die Kardinalita¨t der Knotenmenge von GD durch eine Kon-
stante beschra¨nkt.
Beweis. Seien p1, p2 ∈ T (`
∗)
I die benachbarten Vorfahren von t1, t2 mit maximaler Tiefe
im Clusterbaum.
Seien q1 und q2 die nicht benachbarten So¨hne von p1 und p2, wobei t1 ⊂ q1 und t2 ⊂ q2
und seien f1, f2 die Va¨ter von t1 und t2. Da f1, f2 Nachfolger von q1, q2 sind, gilt
dist(f1, f2) ≥ dist(q1, q2) ≥ c min{diam(q1),diam(q2)}
(5.14)
≥ c c1/d1 min{|q1|1/d, |q2|1/d} = c c1/d1 |I|1/d2−
`∗+1
d .
Da f1×f2 als nicht zula¨ssig vorausgesetzt wird (denn sonst wu¨rde der Block t1× t2 nicht
existieren), gilt
η c c
1/d
1 |I|1/d2−
`∗+1
d ≤ η dist(f1, f2) < min{diam(f1),diam(f2)}
(5.14)
≤ c1/d2 |I|1/d2−(`−1)/d,
was zu der Beziehung
1
4
c1
c2
(cη)d < 2−(`−`
∗) ⇐⇒ `− `∗ < 2 + log2
c2
c1
(cη)−d
fu¨hrt.
Daher besteht der Graph GD, welcher zur approximierten Abstandsberechnung zwi-
schen den Clustern t1 und t2 konstruiert wird, aus einer durch 2·3`−`∗ begrenzten Anzahl
von Knoten.
Sei t ein Cluster im Matrixgraphen und p ein ku¨rzester Weg zwischen t1 und t2 der
durch t fu¨hrt. Der in t verlaufende Anteil des Weges wird mit p|t bezeichnet, seine La¨nge
durch |p|t| symbolisiert.
Bemerkung 5.21. Jeder Knoten in GD repra¨sentiert einen Teilgraphen des Matrixgra-
phen GA. Es sei pGD(t1, t2) = (t1 = u0, u1, . . . , uk = t2) ein mit Breitensuche bestimmter
ku¨rzester Weg der La¨nge k in GD. Dabei treten die folgenden beiden Probleme auf:
1. Es muss kein ku¨rzester Weg zwischen t1 und t2 in GA (vollsta¨ndig) innerhalb der
Teilgraphen uj , j = 1, . . . , k, liegen.
2. Pro Knoten uj ∈ V (GD), j = 1, . . . , k, u¨ber den der Weg von t1 nach t2 fu¨hrt, wird
die Wegla¨nge genau um Eins erho¨ht. Ein ku¨rzester Weg in GA ko¨nnte genau einen
Knoten des Teilgraphen uj oder aber wesentlich mehr als einen Knoten enthalten,
genauer gilt 1 ≤ |p|uj | ≤ diam(uj). Der Wegverlauf innerhalb der Teilgraphen wird
im obigen Algorithmus nicht beru¨cksichtigt.
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Abb. 5.14: Konstruktion von GD aus dem Matrixgraphen
Beispiel 5.22. Auf der linken Seite von Abb. 5.14 ist ein Ausschnitt eines Matrixgraphen
skizziert, rechts daneben der Graph GD, wie er etwa bei der Zula¨ssigkeitsabfrage der
Cluster s′′′0 und t16 entsteht. Ein ku¨rzester Weg von s′′′0 nach t16 hat im Matrixgraphen die
La¨nge neun und fu¨hrt durch die Cluster t18 und s′3. In GD ist pGD(s
′′′
0 , t16) = (s
′′′
0 , s
′′
1, t16),
d.h. es ergibt sich eine Wegla¨nge von zwei.
Wie das Beispiel verdeutlicht, ko¨nnen große Diskrepanzen zwischen exaktem und ap-
proximiertem Abstand entstehen. Ungenaue Abstandsapproximationen ko¨nnen in zu fei-
nen oder zu groben Partitionen resultieren. Wird die Partition zu fein, d.h. es werden
mehr Blo¨cke generiert als no¨tig, erho¨hen sich die Laufzeit der Algorithmen und der
Speicherbedarf. Eine zu feine Partition kann durch die im Abschnitt 4.1.7 beschriebene
Zusammenfassung von Blo¨cken vergro¨bert werden. Andererseits muss in einer zu groben
Partition der blockweise Rang erho¨ht werden, um die Genauigkeit zu garantieren.
In einer Analyse der Berechnung der Zula¨ssigkeitsbedingungen muss beachtet werden,
dass eine Diskrepanz zwischen exaktem und approximiertem Abstand nicht immer eine
falsche Zula¨ssigkeitsentscheidung liefert. In der folgenden Bemerkung sind die verschie-
denen Fa¨lle aufgeschlu¨sselt.
Bemerkung 5.23. 1 Der Block t1×t2 ist zula¨ssig, d.h. es gilt 1η min{diam(t1),diam(t2)} ≤
dist(t1, t2).
1.1 Ist dist(t1, t2) ≤ d˜ist(t1, t2), wird der Block korrekt als zula¨ssig erkannt.
1.2 Ist dist(t1, t2) > d˜ist(t1, t2), wird der Block
1.2.1 im Fall von 1η min{diam(t1),diam(t2)} ≤ d˜ist(t1, t2) < dist(t1, t2) kor-
rekt als zula¨ssig erkannt.
1.2.2 im Fall von d˜ist(t1, t2) < 1η min{diam(t1), diam(t2)} ≤ dist(t1, t2) un-
no¨tigerweise verfeinert.
2 Der Block t1 × t2 ist unzula¨ssig, d.h. es gilt dist(t1, t2) < 1η min{diam(t1),diam(t2)}.
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2.1 Ist dist(t1, t2) < d˜ist(t1, t2), wird der Block
2.1.1 im Fall von d˜ist(t1, t2) < dist(t1, t2) < 1η min{diam(t1),diam(t2)} kor-
rekt als unzula¨ssig erkannt.
2.1.2 im Fall von dist(t1, t2) < 1η min{diam(t1),diam(t2)} ≤ d˜ist(t1, t2) zu
groß und hat einen zu großen Rang.
2.2 Ist dist(t1, t2) ≥ d˜ist(t1, t2), wird der Block korrekt als unzula¨ssig erkannt.
Da die Zula¨ssigkeit eines Blocks t1× t2 durch das Verha¨ltnis zwischen dem minimalen
Durchmesser und Abstand gegeben ist, wird der Quotient
q(t1, t2) =
d˜ist(t1, t2)
dist(t1, t2)
(5.25)
betrachtet. Im Idealfall ist fu¨r jeden Block q(t1, t2) = 1. In der Praxis liegen die Quoti-
enten im Intervall [qmin, qmax].
Entsprechend der Fallunterscheidung der Bemerkung 5.23 wird die Partition
[qmin, qmax] = [qmin,
1
µ
) ∪ [ 1
µ
, µ) ∪ [µ, qmax] (5.26)
gewa¨hlt. Das Intervall [qmin, 1µ) soll dabei dem Fall 1.2.2 entsprechen, das Intervall [
1
µ , µ)
die Fa¨lle 1.1, 1.2.1, 2.1.1 und 2.2 beinhalten und das Intervall [µ, qmax] den Fall 2.1.2
abdecken.
Lediglich im Fall 2.1.2 muss der Rang erho¨ht werden, um die geforderte blockweise
Genauigkeit zu garantieren. Im Beweis der Aussage rank[p(A)t1t2 ] ≤ cv(1 + η)dkd (erster
Teil des Lemmas 5.2) wird ohne Einschra¨nkung k ≥ dist(t1, t2) angenommen. Dann gilt
k ≥ dist(t1, t2) = d˜ist(t1, t2)
q(t1, t2)
,
und es folgt r′(q) ∼ qdr. Die Kosten eines Blocks t1 × t2 sind dann proportional zu
min{r′(q(t1, t2))(|t1|+ |t2|), |t1| · |t2|}.
Um die linear-logarithmische Komplexita¨t in |I| zu garantieren, darf der Abstand nur
fu¨r wenige, kleine Blo¨cke u¨berscha¨tzt werden. In dem Ausdruck
α(q) =

∑
q(t1,t2)∈[q,q+1)
min{qdr(|t1|+ |t2|), |t1| · |t2|}, q > 1,∑
q(t1,t2)∈
h
1
q+1
, 1
q
” r(|t1|+ |t2|), q ≤ 1, (5.27)
gehen sowohl das Verha¨ltnis (5.25) als auch die Blockgro¨ße ein. Der Ausdruck muss fu¨r
q →∞ exponentiell abfallen. In den numerischen Experimenten stellt sich heraus, dass
q beschra¨nkt ist.
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Zur Verbesserung der Abstandsapproximation werden im Folgenden verschiedene Me-
thoden vorgestellt. Da wir fu¨r die Abstandsapproximation keine zu (5.23) a¨hnliche Ab-
scha¨tzung haben, wird die Annahme
d˜ist(t1, t2) ≈ dist(t1, t2), (5.28)
wobei d˜ist(t1, t2) durch eines der im Folgenden vorgestellten Verfahren gegeben ist, nu-
merisch u¨berpru¨ft.
5.6.2.1 Kantengewichte per Gro¨ße der Nachbarschaft
Das zweite in der Bemerkung 5.21 beschriebene Problem soll durch die Wahl von Kan-
tengewichten abgemindert werden. Unter der Annahme |p|t| ∼ diam t wird der Abstand
i.A. zu groß, unter der Annahme |p|t| = 1 meist zu klein.
Es sei N(t1, t2) := {i ∈ t1 : (i, j) ∈ E(GA), j ∈ t2} die Nachbarschaft von t1 mit
t2, |N(t1, t2)| sei die Gro¨ße der Nachbarschaft. Ist N(t1, t2) groß, so existieren im Ma-
trixgraphen viele Kanten zwischen den Clustern t1 und t2. Folglich gibt es auch viele
verschiedene Wege von t1 in t2 bzw. umgekehrt, welche u¨ber die Nachbarschaft fu¨hren.
Die La¨nge des Anteils des Weges durch den Cluster ist daher mo¨glicherweise ku¨rzer als
dessen Durchmesser. Daher wird der Kante (t1, t2) ∈ E(GD) durch die Gewichtsfunktion
w(t1, t2) =
min{d˜iam t1, d˜iam t2}
|N(t1, t2)|
ein geringes Gewicht zugeordnet. Gibt es wenige Kanten zwischen t1 und t2 im Matrix-
graphen, dann wird der Kante (t1, t2) ein großes Gewicht zugeordnet. Der Clustergraph
mit dieser Gewichtung wird mit GND bezeichnet.
Beispielsweise entsteht aus der in Abb. 5.14 angedeuteten Clusterung des Matrix-
graphen der Graph der Abb. 5.15. Da GND ein gewichteter Graph ist, wird statt der
Breitensuche der Algorithmus von Dijkstra zur Abstandsbestimmung eingesetzt.
Um die Asymptotik zu untersuchen, wird zu jeder FE-Matrix aus Tab. 5.1 ein Block-
Clusterbaum mittels der beschriebenen Abstandsapproximation erstellt. Fu¨r alle nach
der approximativen Zula¨ssigkeitsbedingung zula¨ssigen Blo¨cke t1× t2 wird zusa¨tzlich der
exakte Abstand zwischen t1 und t2 berechnet und der Quotient (5.25) gebildet. Fu¨r
Matrix- |{q ∈ [qmin, 0.5)}| |{q ∈ [0.5, 2.0)}| |{q ∈ [2.0, qmax]}|
gro¨ße in % in % in %
101 296 0.50 37.13 62.37
297 927 1.37 48.74 49.89
658 609 2.97 49.74 47.29
906 882 2.74 48.24 49.03
2 539 954 4.54 54.65 40.80
5 413 520 4.78 53.47 41.75
Tabelle 5.4: Anteil der Quotienten in den Intervallen [qmin, 0.5), [0.5, 2.0] sowie [2.0, qmax]
fu¨r die Abstandsberechnung in GND
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Abb. 5.15: GD mit Kantengewichten nach Gro¨ße der Nachbarschaft
die Resultate in der Tab. 5.4 wird die Intervallpartition (5.26) betrachtet, wobei µ = 2
gewa¨hlt wurde. Die Werte in der zweiten Spalte sind im Vergleich zur dritten und vierten
Spalte klein. Die Partition ist daher nur in wenigen Blo¨cken zu fein. Aus der letzten
Spalte erkennt man, dass die Methode meist zu große Werte fu¨r den Abstand liefert und
die Partition folglich zu grob wird. Um die Genauigkeit in den zu großen Blo¨cken zu
garantieren, muss der Rang in diesen erho¨ht werden. Die grobe Partition spiegelt sich
auch in den Funktionsverla¨ufen der Funktion (5.27) in den Abb. 5.16a bis Abb. 5.16f
wider. In den Abbildungen ist insbesondere das Intervall [µ, qmax] detaillierter als in der
Tab. 5.4 aufgeschlu¨sselt. Die Funktion α(q) fa¨llt tendenziell fu¨r gro¨ßer werdendes q. Das
Verha¨ltnis zwischen approximiertem Abstand und exaktem Abstand scheint beschra¨nkt
zu sein. In der Praxis wird der Block fu¨r große q aber im vollen Format gespeichert und
damit der Technik der hierarchischen Matrizen eine wesentliche Basis entzogen. Diese
Wahl der Gewichte wird daher verworfen.
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Abb. 5.16: Histogramme fu¨r die Abstandsberechnung in GND
5.6.2.2 Kantengewichte nach virtueller Tiefe
Die Gro¨ße des Durchmessers eines Clusters ha¨ngt von der Ebene des Clusterbaums ab,
in welcher dieser durch Teilung erzeugt wurde. Der Clustergraph GD entha¨lt nur Knoten
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der `-ten Ebene des Clusterbaums. Die Knoten werden aber in verschiedenen Ebenen
generiert. Wa¨hrend die Durchmesser von Clustern, die aus der Teilung in der (`−1)-sten
Ebene hervorgehen, a¨hnlich groß sind, sind die Durchmesser virtueller Knoten gro¨ßer als
die der nicht virtuellen Knoten.
Fu¨hrt der Weg u¨ber einen virtuellen Knoten v, ist die Unsicherheit bzgl. |p|v| besonders
groß. Deshalb wird ein ku¨rzester Weg, der virtuelle Knoten entha¨lt, durch die Wahl von
entsprechenden Kantengewichten verla¨ngert. Dazu wird die Gewichtsfunktion
w(t1, t2) = max{lev (t1)− levvirt(t1) , lev (t2)− levvirt(t2) , 1}
fu¨r Kanten eingefu¨hrt, wobei lev (t) die aktuelle (`-te) Ebene des Clusterbaums ist und
levvirt(t) die Ebene des Clusterbaums ist, in der der Cluster t durch Teilung erzeugt
wurde. Der mit diesen Kantengewichten versehene Graph wird mit GVD bezeichnet. In G
V
D
wird zur Berechnung des ku¨rzesten Weges zwischen zwei Knoten anstatt der Breitensuche
der Algorithmus von Dijkstra genutzt.
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Abb. 5.17: GD Kantengewichte nach virtueller Tiefe
Im Folgenden wird die Methode anhand der FE-Matrizen des Beispiels 5.14 (Tab. 5.1)
getestet. Zur Konstruktion des Block-Clusterbaums wird das oben beschriebene Verfah-
ren zur approximativen Abstandsbestimmung eingesetzt. Zusa¨tzlich zum approximati-
ven Abstand wird der exakte Abstand fu¨r jeden Block bestimmt und der Quotient (5.25)
gebildet. In der Tab. 5.5 sind die prozentualen Anzahlen in den Intervallen der Inter-
vallpartition (5.26) fu¨r µ = 2 dargestellt. In dem Maße wie die Werte in der zweiten
Spalte zunehmen, nehmen die Werte in der dritten Spalte ab. In der Asymptotik wird
die Partition eher zu fein. Wie aus der letzten Spalte ersichtlich wird, nimmt der Anteil
der Blo¨cke, fu¨r die das Verha¨ltnis zwischen Abstandsna¨herung und exaktem Abstand
gro¨ßer als 2.0 ist, tendenziell fu¨r gro¨ßer werdende Matrizen ab.
Da einige Quotienten q sta¨rker von Eins abweichen, muss zur genaueren Abscha¨tzung
des Aufwands der Berechnung der Matrixpartition die Blockgro¨ße beru¨cksichtigt werden.
Hierzu wird die Funktion (5.27) genutzt. Der Verlauf der Funktion α(q) ist fu¨r die Test-
beispiele aus Tab. 5.1 in den Abb. 5.18a bis 5.18f dargestellt. In jeder der Abbildungen
ist ein Abfall der Kosten bei steigendem q zu beobachten. Daher gibt es fu¨r großes q
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Matrix- |{q ∈ [qmin, 0.5)}| |{q ∈ [0.5, 2.0)}| |{q ∈ [2.0, qmax]}|
gro¨ße in % in % in %
101 296 28.02 67.61 4.37
297 927 29.79 67.66 2.55
658 609 31.86 65.95 2.20
906 882 34.52 62.89 2.60
2 539 954 43.67 55.32 1.01
5 413 520 40.00 58.88 1.12
Tabelle 5.5: Prozentualer Anteil der Quotienten in den Intervallen [qmin, 0.5), [0.5, 2.0)
sowie [2.0, qmax] falls der Abstand in GVD bestimmt wird.
1. nur wenige Blo¨cke und
2. sind diese Blo¨cke relativ klein.
Folglich muss der Rang nur fu¨r wenige und relativ kleine Blo¨cke um den Faktor qd
erho¨ht werden. Zudem lassen die Abbildungen vermuten, dass q durch eine Schranke von
moderater Gro¨ße beschra¨nkt ist. Des Weiteren a¨hnelt der Funktionsverlauf der gro¨ßeren
Beispiele einem exponentiellen Abfall.
Im Abschnitt 6.2.2 wird die gesamte Setup-Phase zur Erstellung eines Vorkonditio-
nierers auf Basis der hierarchischen LU -Zerlegung zeitlich aufgeschlu¨sselt. Es zeigt sich,
dass die Zeit zur Konstruktion des Block-Clusterbaums nur einen kleinen Teil der gesam-
ten Setup-Zeit ausmacht. Zudem kann der Vorkonditionierer auf Basis der algebraischen
Partition die Anzahl der Iterationen des CG-Verfahrens deutlich reduzieren.
5.6.2.3 Verfeinerungsmethode
Die folgende Methode basiert nicht, wie die in den Abschnitten 5.6.2.1 und 5.6.2.2 be-
schriebenen Methoden, auf der Wahl von Gewichten fu¨r die Kanten in GD, sondern auf
der rekursiven Verfeinerung von in GD berechneten Wegen.
Seien t1, t2 zwei Cluster der `-ten Ebene des Clusterbaums zwischen denen der Ab-
stand gesucht ist. Um das erste Problem der Bemerkung 5.21 abzumindern, werden m
verschiedene Wege p1(t1, t2), . . . , pm(t1, t2) mit der Breitensuche in GD berechnet. Das
Problem zwei der Bemerkung 5.21 soll durch eine Verfeinerung der Wege abgemildert
werden. Im folgenden betrachten wir o.B.d.A. den Fall m = 1.
Der Algorithmus zur Breitensuche wird so modifziert, dass auch die Knoten des Weges
gespeichert werden. Zur Verbesserung der Abstandsberechnung wird ausgenutzt, dass die
Knoten eines Weges p(t1, t2) = (u0, . . . , ui) in GD im Allgemeinen wieder aus Teilgraphen
des Matrixgraphen bzw. Clustern bestehen. Zu p(t1, t2) wird ein Graph G
p(t1,t2),`refine
D
konstruiert, dessen Knotenmenge aus den Knoten der Ebene `refine der Teilba¨ume mit den
Wurzeln u0, . . . , ui besteht. Die Kantenmenge wird durch die Nachbarschaften induziert.
Ist die `-te Ebene nahe den Bla¨ttern oder die Blattebene selbst, d.h. `+`refine ≥ L(TI),
so ist die eben beschriebene Methode der Verfeinerung nicht anwendbar. Allerdings sind
Cluster t1, t2 ∈ L(TI) relativ klein und der entsprechende Ausschnitt des Matrixgraphen
kann direkt betrachtet werden.
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Abb. 5.18: Histogramme fu¨r die Abstandsberechnung in GVD - verschiedene Diskretisie-
rungen
Wir berechnen einen ku¨rzesten Weg innerhalb des Graphen Gp(t1,t2),`refineD , nachdem
entsprechende Start- und Zielknoten tsrc ∈ t1 und ttarget ∈ t2 bestimmt wurden, siehe
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Alg. 20. Der Algorithmus kann fu¨r den Fall m > 1 durch eine entsprechende Schlei-
Algorithmus 20 approxDist (t1, t2)
1: Konstruiere GD (t1, t2)
2: berechne p(t1, t2) = (u0, , . . . , ui)
3: if |p(t1, t2)| < η · c then
4: ∆` = L(TI)− lev (t1)
5: if ∆` < `refine then
6: V (Gp(t1,t2),∆`D ) = {v ∈ V (GA) : v ∈ V (uj), j = 0, . . . , i}
7: E(Gp(t1,t2),∆`D ) = {(v, v′) ∈ E(GA) : v, v′ ∈ V (Gp(t1,t2),∆`D )}
8: else
9: V (Gp(t1,t2),`refineD ) =
⋃i
j=0{v ∈ T (`refine)uj }
10: E(Gp(t1,t2),`refineD ) = {(v′, v′′) : v′, v′′ ∈ V (Gp(t1,t2),`refineD ), v′, v′′ benachbart}
11: return |p
G
p(t1,t2),`refine
D
(tsrc, ttarget)|
12: else
13: return |p(t1, t2)|
fe erga¨nzt werden. Die neue Abstandsapproximation ist dann das Minimum aus den
m Rechnungen. Zudem kann der Algorithmus mit geringer Modifikation rekursiv ange-
wendet werden. Dazu wird in Zeile 11 nicht der Abstand zuru¨ck gegeben, sondern der
Algorithmus wird erneut aufgerufen.
Beispiel 5.24. Angenommen die Approximation des in Beispiel 5.19 berechneten Ab-
stands zwischen t15 und s′′′0 soll verbessert werden. Zur Verfeinerung des Weges p(t15, s′′′0 )
fu¨r `refine = 2 werden die in Abb. 5.19 skizzierten Teil-Clusterba¨ume verwendet. Es ent-
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s15
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t32
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Abb. 5.19: Teil-Clusterba¨ume
steht der verfeinerte Graph in Abb. 5.20. Eine neue Approximation fu¨r den Abstand
zwischen t15 und s′′′0 wird beispielsweise durch den Abstand zwischen t64 und s01 gewon-
nen.
Wie im vorhergehenden Abschnitt liegt der Tab. 5.6 die Intervallpartition (5.26) des
Intervalls [qmin, qmax] fu¨r µ = 2 zu Grunde. Die Werte der zweiten Spalte sind im Ver-
gleich zur dritten und vierten Spalte klein. Die Partition ist folglich nur in sehr wenigen
Blo¨cken zu fein. Die Werte der vierten Spalte sind deutlich gro¨ßer als die Werte der
vierten Spalte der Tab. 5.5. Die Partition wird daher teilweise zu grob.
Zur detaillierteren Untersuchung der Folgen der U¨berabscha¨tzung des Abstands wird
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Abb. 5.20: Verfeinerter Graph
Matrix- |{q ∈ [qmin, 0.5)}| |{q ∈ [0.5, 2.0)}| |{q ∈ [2.0, qmax]}|
gro¨ße in % in % in %
101 296 0.70 77.87 21.44
297 927 0.89 66.24 32.86
658 609 0.61 68.88 30.51
906 882 0.65 69.53 29.82
2 539 954 0.60 62.60 36.80
5 413 520 0.49 65.72 33.79
Tabelle 5.6: Verfeinerungsmethode, Anteil der Quotienten in den Intervallen [qmin, 0.5),
[0, 5, 2.0) sowie [2.0, qmax]
die Funktion (5.27) eingesetzt. Der Verlauf der Funktion α(q) ist fu¨r die Testbeispiele
aus Tab. 5.1 in den Abb. 5.21a bis 5.21f dargestellt. Im Gegensatz zur Methode des
Abschnitts 5.6.2.1 spiegelt sich die grobe Partition in den Abbildungen nicht wider. Die
rechte Grenze des Intervalls, qmax, ist deutlich kleiner als in den Abb. 5.16. Die Funktion
α(q) erreicht in einem kleinen Intervall um 2 ihre maximalen Werte. Danach nimmt α(q)
eher ab.
5.6.3 Abgeschwa¨chte Zula¨ssigkeit
Das Ziel der in [42, Abschnitt 2.5] eingefu¨hrten schwachen Zula¨ssigkeitsbedingung besteht
in einer Vergro¨berung der Partition, so dass die in den asymptotischen Komplexita¨ts-
abscha¨tzungen enthaltenen Konstanten verkleinert werden. Nach dieser Zula¨ssigkeitsbe-
dingung ist ein Block t1 × t2 zula¨ssig, falls t1 6= t2 ist oder der Block t1 × t2 klein ist.
Diese Bedingung kann in O (1) u¨berpru¨ft werden. Der zitierte Artikel beschra¨nkt sich
auf die Behandlung des ein-dimensionalen Falls. Zudem wird der Block-Clusterbaum auf
geometrischer Basis erstellt.
Numerische Experimente fu¨r den mehrdimensionalen Fall und algebraischer Matrix-
partitionierung zeigen, dass diese einfache Bedingung nicht ohne weiteres u¨bertragen
werden kann. Zwar kann die Partition im Vergleich zu den anderen hier vorgestellten
Verfahren sehr schnell berechnet werden, aber der Vorkonditionierer auf Basis dieser
Matrixpartition ist nicht so effizient wie die Vorkonditionierer auf Basis der bereits vor-
gestellten Matrixpartitionen.
Die im Artikel [42] vorgeschlagene Bedingung schra¨nkt die Matrixpartition zu sehr ein.
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Abb. 5.21: Histogramme fu¨r approximative Abstandsberechnung mittels Refinement-
Strategie fu¨r verschiedene Diskretisierungen
Ein Mittelweg zwischen der schwachen Zula¨ssigkeitsbedingung und der Bedingung (5.4)
ist die abgeschwa¨chte Zula¨ssigkeit. Nach dieser ist ein Block t1× t2, t1 6= t2, zula¨ssig, falls
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die Indexmengen t1 und t2 nicht benachbart sind. Es mu¨ssen keine Absta¨nde berechnet
werden. In Kapitel 6.2.4 werden wir sehen, dass mit dieser Bedingung eine Partition
generiert wird, mit welcher in den meisten Fa¨llen die Berechnung eines effizienten Vor-
konditionierers mo¨glich ist. In der Tab. 6.7 ist ein Beispiel angegeben, bei dem nicht auf
eine approximative Abstandsberechnung verzichtet werden kann.
5.7 Berechnung der H-LU -Zerlegung
Die aus der Nested-Dissection Umordnung resultierende Blockstruktur von A bzw. der
Faktoren L und U erlaubt eine effiziente Parallelisierung der Zerlegung. In einem ersten
Schritt ko¨nnen die Blo¨cke At1t1 und At2t2 unabha¨ngig voneinander faktorisiert werden:
At1t1 = Lt1t1Ut1t1 , At2t2 = Lt2t2Ut2t2 .
Sind die Blo¨cke Atiti , i = 1, 2, noch ausreichend groß, dann wird die LU -Zerlegung dieser
Blo¨cke rekursiv (und parallel) berechnet.
Im zweiten Schritt werden die Blo¨cke Ut1s, Ut2s durch H-Vorwa¨rtssubstitution und
die Blo¨cke Lst1 , Lst2 durch H-Ru¨ckwa¨rtssubstitution bestimmt. Da die Berechnungen
unabha¨ngig von einander sind, ko¨nnen die Eintra¨ge der Blo¨cke parallel ermittelt werden.
Im letzten Schritt mu¨ssen die Blo¨cke Lss und Uss berechnet werden:
LssUss = Ass − Lt1sUst1 − Lt2sUst2 .
Da dieser Schritt nicht parallel ausgefu¨hrt wird, ist es besonders wichtig, einen kleinen
Separator zu finden, um den seriellen Anteil des Algorithmus zu reduzieren.
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6 Numerische Experimente
Zur algebraischen Partitionierung werden weniger Informationen beno¨tigt als zur geo-
metrischen Partitionierung. Deshalb kann man erwarten, dass der mit geometrischen
Informationen konstruierte Vorkonditionierer effizienter ist. Andererseits werden bei der
algebraischen Partitionierung die Matrixeigenschaften besser ausgenutzt. Ein Vergleich
von Vorkonditionierern basierend auf geometrischer und algebraischer Partitionierung
wird im Abschnitt 6.1 vorgenommen.
Die numerischen Experimente im Abschnitt 6.2 sollen Aussagen zum asymptotischen
Laufzeitverhalten der im vorigen Kapitel entwickelten Algorithmen liefern. Dazu werden
die linearen Probleme des Beispiels 5.14 (Tab. 5.1) gelo¨st.
Die Robustheit der hierarchischen Matrizen wird im Abschnitt 6.3 anhand der Lo¨sung
von Problemen mit schlechter Kondition belegt.
Die auf der Nested-Dissection-Clusterung basierende Partition erlaubt eine Paralleli-
sierung der Teilaufgaben. Ergebnisse fu¨r mit der parallelisierten H-Cholesky-Zerlegung
gerechnete Beispiele entha¨lt Abschnitt 6.5.
Im Rahmen der Lo¨sung nichtlinearer Probleme mit Hilfe des Newton-Verfahrens ist ei-
ne Folge von linearen Gleichungssystemen zu lo¨sen. Ist die (hierarchische) LU -Zerlegung
bzw. die (hierarchische) Cholesky-Zerlegung berechnet, kann diese zur Lo¨sung mehrerer
rechter Seiten genutzt werden. Diese Eigenschaft wird in einem vereinfachten Newton-
Verfahren ausgenutzt. Die Ergebnisse befinden sich im Abschnitt 6.6.
Falls die Testumgebung nicht explizit beschrieben wird, wird in den folgenden Ab-
schnitten fu¨r jede FE-Matrix ein Vorkonditionierer berechnet und das Gleichungssystem
mit Hilfe des vorkonditionierten CG-Verfahrens gelo¨st. Das CG-Verfahren wird beendet,
sobald die Spektralnorm des Residuums die Bedingung ||r||2 ≤ 10−5 ||b||2 erfu¨llt.
Fu¨r die Rechnungen wurde ein Intel Xeon mit acht Prozessorkernen (3.2 GHz, 6 MB
Cache pro Kern) und 64 GB Hauptspeicher eingesetzt.
6.1 Vergleich von geometrischer und algebraischer
Matrixpartition
Im Folgenden wird der auf einer rein algebraisch konstruierten Matrixpartition basieren-
de Vorkonditionierer algebraischer Vorkonditionierer genannt. Liegt dem Vorkonditio-
nierer ein auf Basis von geometrischen Informationen konstruierter Block-Clusterbaum
zu Grunde, so wird dieser im Weiteren als geometrischer Vorkonditionierer bezeichnet.
Zum Vergleich des geometrischen und des algebraischen Vorkonditionierers werden die
folgenden Kriterien herangezogen:
1. die Zeit zur Konstruktion des Vorkonditionierers,
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2. der Speicherverbrauch des Vorkonditionierers sowie
3. die Wirkung des Vorkonditionierers in einem iterativen Verfahren.
Als Testbeispiele dienen die Matrizen aus Tab. 5.1. Zur geometrischen Partitionierung
H-Cholesky-Zerlegung und PCG-Verfahren
Pgeo basiert Palg basiert
Setup PCG Setup PCG CG
Matrix- Speicher Zeit #it Zeit Speicher Zeit #it Zeit #it
gro¨ße [MB] [s] [s] [MB] [s] [s]
F 128 68.44 8 2.16 49 5.48 10 0.97 84
M1 364 371.87 11 11.59 183 20.37 12 4.02 131
VF 1 358 1 176.04 13 36.02 443 47.91 14 11.21 164
C2 1 993 1 797.05 16 64.70 551 76.96 18 20.66 241
M2 6 704 6 945.23 20 262.04 1 841 253.78 23 85.48 313
VF1 16 897 18 943.10 26 833.71 4 148 611.64 30 250.43 415
Tabelle 6.1: Vergleich von geometrischer mit algebraischer Partitionierung
wurde das PCA-Verfahren eingesetzt. Die Werte in Tab. 6.1 dokumentieren sowohl den
geringeren Speicherverbrauch als auch eine geringere Konstruktionszeit des algebraischen
Vorkonditionierers. Trotz der leicht ho¨heren Anzahl an Iterationen des algebraisch vor-
konditionierten CG-Verfahrens (achte vs. vierte Spalte) wird zur Lo¨sung weniger Zeit
(Spalte neun) beno¨tigt als mit dem geometrisch vorkonditionierten CG-Verfahren (Spal-
te fu¨nf). Auf Grund der gro¨ßeren Speicherbelegung des geometrischen Vorkonditionierers
ist dessen Anwendung aufwa¨ndiger.
Zur Beurteilung der Reduktion der Iterationszahl des CG-Verfahrens sind in der letz-
ten Spalte der Tabelle die Anzahl der Iterationen des CG-Verfahrens ohne Vorkonditio-
nierer angegeben.
Ein weiterer Vorteil fu¨r den algebraischen Vorkonditionierer ist die gute Parallelisier-
barkeit der H-LU -Zerlegung, siehe Abschnitt 6.5.
6.2 Vergleich der algebraischen Matrixpartitionen
In diesem Abschnitt werden Ergebnisse zur Asymptotik des Setups der auf den verschie-
denen algebraischen Matrixpartitionen beruhenden Vorkonditionierer pra¨sentiert sowie
Tests zur Wirkung des jeweiligen Vorkonditionierers durchgefu¨hrt.
Die rekursive Clusterung wird gestoppt, sobald der Cluster die Gro¨ße nmin = 50 un-
terschreitet. Die blockweise Genauigkeit wird auf δ = 0.1 gesetzt.
6.2.1 Mengenschnitt
Die Mengenschnitt-Partition wird nach dem in Abschnitt 5.6.1 beschriebenen Verfahren
konstruiert. Den auf Basis dieser Partition berechneten Vorkonditionierer nennen wir
Mengenschnitt-Vorkonditionierer.
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Im Vergleich zu den nachfolgenden Abstandsapproximationen wird der Wert fu¨r η in
der Zula¨ssigkeitsbedingung (5.4) relativ klein gewa¨hlt. Werden a¨hnlich große Werte fu¨r
η wie in den Abschnitten 6.2.2 und 6.2.3 eingesetzt, so wird die Partition zu fein.
Nach [34] ist der Aufwand fu¨r einen Zula¨ssigkeitstest O (dd max{|t1|, |t2|}). Dies zeigt
sich auch in den Zeiten der fu¨nften Spalte in der Tab. 6.2. Im Vergleich zu den an-
deren Bestandteilen des Setups ist der Aufbau von TI×I die aufwa¨ndigste Operation.
Der Vorkonditionierer reduziert die Anzahl der Iterationen in gleichem Maße wie die
in den Abschnitten 6.2.2 und 6.2.3 untersuchten Vorkonditionierer. Die zum Aufbau
dieser Vorkonditionierer verwendeten Block-Clusterba¨ume ko¨nnen jedoch in wesentlich
ku¨rzerer Zeit konstruiert werden.
Matrix Cluster Block-Cluster Transformation H-Cholesky PCG
# t in s # t in s t in s MB t in s MB #it t in s
101 296 4 446 1.44 24 286 1.59 1.07 41 2.68 48 10 0.95
297 927 8 989 4.90 59 011 8.63 3.88 156 10.04 182 12 3.88
658 609 27 821 12.56 128 208 27.92 9.70 376 23.01 440 14 10.88
906 882 36 581 18.68 238 842 50.98 10.32 437 39.78 550 18 18.93
2 539 954 113 125 62.28 589 708 293.04 34.74 1 494 122.70 1 847 23 75.45
5 413 520 230 813 152.76 1 307 949 651.66 81.87 3 347 283.40 4 141 29 211.27
Tabelle 6.2: Auswertung Zula¨ssigkeit mit Mengenschnitt, δ = 0.1, nmin = 50, η = 0.5
6.2.2 Kantengewichte nach virtueller Tiefe
Gegenstand der Untersuchung dieses Abschnitts ist die Gewichtswahl nach virtueller
Tiefe im Clustergraphen. Die in der Tab. 6.3 angegebenen Daten schlu¨sseln die einzel-
nen Bestandteile der Konstruktion des Vorkonditionierers auf. Zudem entha¨lt die Tabelle
die Anzahl der Iterationen bis zur Konvergenz des CG-Verfahrens und dessen Laufzeit.
In der Zula¨ssigkeitsbedingung (5.4) wird η = 16 gesetzt. Die numerischen Experimente
des Abschnitts 5.6.2.2 ergeben, dass die Abstandsapproximation eher zu einer feinen
Partition fu¨hrt. Tatsa¨chlich ist die Anzahl der Blo¨cke in der Partition (vierte Spal-
te der Tab. 6.3) im Vergleich zur Anzahl der in Tab. 6.2 angegebenen Blo¨cke gro¨ßer.
Zur Konstruktion der Blockpartition wird jedoch wesentlich weniger Zeit beno¨tigt als
zur Mengenschnitt-Partition. Die weiteren Teile der Berechnung des Vorkonditionierers
weisen a¨hnliche Laufzeiten wie die des Mengenschnitt-Vorkonditionierers auf. Auch die
Wirkung des Vorkonditionierers ist zum Mengenschnitt-Vorkonditionierer analog. Ver-
gleicht man die Gesamt-Rechenzeiten beider Methoden dann ergibt sich eine signifikante
Einsparung fu¨r die auf der Wahl der Kantengewichte nach virtueller Tiefe basierenden
Methode.
6.2.3 Verfeinerungsmethode
Fu¨r die numerischen Tests der Verfeinerungsmethode des Abschnitts 5.6.2.3 werden drei
verschiedene Pfade (m = 3) berechnet. Diese werden zweimal rekursiv verfeinert. Seien
t1, t2 zwei Cluster der `-ten Ebene des Clusterbaums. Zur ersten Verfeinerung wird
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Matrix Cluster Blockcluster Transformation H-Cholesky PCG
# t in s # t in s t in s MB t in s MB #it t in s
101 296 4 446 1.77 24 773 0.04 1.07 41 2.66 48 10 0.96
297 927 8 989 5.64 62 318 0.20 3.88 156 10.07 182 12 3.92
658 609 27 821 14.17 134 918 0.45 9.70 376 23.18 439 14 11.04
906 882 36 581 21.67 254 866 1.82 10.35 437 40.49 549 18 19.23
2 539 954 113 125 69.11 658 607 18.16 34.77 1 495 126.38 1 843 23 77.17
5 413 520 230 813 167.21 1 437 235 41.00 82.17 3 350 294.60 4 135 29 215.81
Tabelle 6.3: Kantengewichte per virtueller Tiefe: δ = 0.1, nmin = 50, η = 16
ein Clustergraph aus Clustern der Ebene ` + 3 aufgebaut, d.h. `refine = 3. Zur zweiten
Verfeinerung eines Weges in Gp(t1,t2),3D wird der entsprechende Clustergraph in der Ebene
`+ 6 berechnet.
In der Tab. 6.4 sind neben den Phasen der Konstruktion des Vorkonditionierers die
Anzahl der Iterationen sowie die Laufzeit des CG-Verfahrens dargestellt. Die numeri-
schen Tests des Abschnitts 5.6.2.3 zeigen, dass die berechnete Partition eher zu grob ist.
Die zu grobe Partition spiegelt sich jedoch nicht in den Resultaten der Tab. 6.4 wider. In
den Testbeispielen der Tabelle werden zwar deutlich weniger Blo¨cke berechnet (Spalte
vier) als mit dem vorhergehenden Verfahren (vgl. Tab. 6.3), aber sowohl die Laufzeit zur
Transformation der Matrixeintra¨ge in die entsprechenden Blo¨cke als auch die Zeit zur
hierarchischen Cholesky-Zerlegung sind denen der vorhergehenden Methoden a¨hnlich.
Da die mittels der Verfeinerungsmethode berechnete Matrixpartition von allen bisher
betrachteten Methoden die geringste Laufzeit beno¨tigt, sollte diese in praktischen An-
wendungen verwendet werden.
Matrix Cluster Blockcluster Transformation H-Cholesky PCG
# t in s # t in s t in s MB t in s MB #it t in s
101 296 4 446 1.70 24 315 0.11 1.07 41 2.69 48 10 0.97
297 927 8 989 5.76 59 177 0.30 3.89 156 10.10 182 12 3.94
658 609 27 821 14.22 128 437 0.83 9.74 376 23.09 440 14 11.10
906 882 36 581 21.35 239 361 1.50 10.39 437 39.98 549 18 19.28
2 539 954 113 125 69.40 591 836 4.58 34.91 1 494 122.73 1 842 23 76.91
5 413 520 230 813 168.25 1 311 478 10.12 82.34 3 347 284.39 4 128 29 215.26
Tabelle 6.4: Verfeinerungsmethode: δ = 0.1, nmin = 50, η = 16, m = 3, `refine = 3,
zweifache Rekursion
Die deutliche Reduktion der Anzahl der Iterationen des CG-Verfahrens im Vergleich
zum nicht vorkonditionierten CG-Verfahren (siehe letzte Spalte der Tab. 6.1) belegt die
Effizienz des Vorkonditionierers.
6.2.4 Schwache und abgeschwa¨chte Zula¨ssigkeit
Fu¨r die folgenden Experimente wird die Partition anhand der in [42, Abschnitt 2.5] einge-
fu¨hrten schwachen Zula¨ssigkeitsbedingung konstruiert. Wie die Resultate in der Tab. 6.5
zeigen, kann der auf dieser Partition berechnete Vorkonditionierer zwar in sehr kurzer
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Zeit und mit sehr geringem Speicherbedarf berechnet werden, reduziert aber die Anzahl
der Iterationen im Vergleich zu den bisherigen Methoden nur ungenu¨gend. Schwa¨cht man
Matrix Cluster Blockcluster Transformation H-Cholesky PCG
# t in s # t in s t in s MB t in s MB #it t in s
101 296 4 446 1.53 5 412 0.00 0.03 11 0.09 11 49 1.20
297 927 8 989 5.25 11 184 0.00 0.09 45 0.39 45 61 6.09
658 609 27 821 13.65 23 183 0.01 0.20 107 0.94 107 71 17.17
906 882 36 581 20.12 44 254 0.01 0.28 106 0.88 106 96 27.08
2 539 954 113 125 67.68 92 988 0.03 0.79 386 3.37 386 125 114.53
5 413 520 230 813 166.88 191 541 0.07 1.73 865 7.66 865 157 317.30
Tabelle 6.5: schwache Zula¨ssigkeit: δ = 0.1, nmin = 50
die Zula¨ssigkeitsbedingung nicht ganz so rigoros ab, sondern berechnet die Partition un-
ter Beru¨cksichtigung der Nachbarschaften (siehe Abschnitt 5.6.3), so bleibt der Vorkon-
ditionierer meist so effizient wie bei den vorangegangenen Methoden, siehe Tab. 6.6. Die
Matrix Cluster Blockcluster Transformation H-Cholesky PCG
# t in s # t in s t in s MB t in s MB #it t in s
101 296 4 446 1.44 24 286 0.00 1.07 41 2.67 48 10 0.95
297 927 8 989 4.94 59 011 0.01 3.88 156 10.05 182 12 3.88
658 609 27 821 12.65 128 208 0.03 9.69 376 23.00 440 14 10.89
906 882 36 581 18.76 238 842 0.05 10.32 437 39.73 550 18 18.91
2 539 954 113 125 62.43 589 708 0.17 34.68 1 494 122.05 1 847 23 75.44
5 413 520 230 813 153.42 1 307 949 0.37 81.89 3 347 283.36 4 141 29 211.36
Tabelle 6.6: abgeschwa¨chte Zula¨ssigkeit: δ = 0.1, nmin = 50
vierte Spalte der Tabelle zeigt, dass die Konstruktion des Block-Clusterbaums selbst fu¨r
das Beispiel mit feinster Diskretisierung weniger als eine Sekunde beno¨tigt. Die Block-
Clusterung hat folglich nur noch einen sehr geringen Anteil an der Konstruktionszeit des
Vorkonditionierers.
In dem folgenden numerischen Experiment wird die H-Cholesky-Zerlegung der Matrix
boneS01 aus der Matrixgruppe Oberwolfach (id 1454) der Matrixsammlung der Universi-
ta¨t Florida (University of Florida Sparse Matrix Collection1) verwendet. In der Tab. 6.7
wird die Partition basierend auf der abgeschwa¨chten Zula¨ssigkeit berechnet. Die Resulta-
te der Tab. 6.8 wurden durch Anwendung der im Abschnitt 5.6.2.2 vorgestellten Methode
zur Partitionierung gewonnen. Die nach der Methode Kantengewichten per virtueller
Tiefe berechnete Partition ist fu¨r dieses Beispiel robuster als die mit der abgeschwa¨chten
Zula¨ssigkeit berechnete Partition.
Bemerkung 6.1. Bis auf die Partition, welche auf der schwachen Zula¨ssigkeitsbedingung
basiert, eignen sich alle untersuchten Partitionen zur Konstruktion eines effizienten Vor-
konditionierers. Im Abschnitt 5.1 ist
diam ∂t1t2 ≤ η dist(t1, t2) fu¨r ein η > 0
1http://www.cise.ufl.edu/research/sparse/matrices
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Matrix δ Cluster Blockcluster Transformation H-Cholesky PCG
# t in s # t in s t in s MB t in s MB #it t in s
127 224 5 · 10−1 4 495 5.42 26 645 0.01 2.48 75 2.88 63 666 89.81
127 224 1 · 10−1 4 495 5.37 26 645 0.01 2.48 75 – – – –
127 224 5 · 10−2 4 495 5.37 26 645 0.00 2.49 75 – – – –
127 224 1 · 10−2 4 495 5.42 26 645 0.01 2.49 75 18.15 134 40 8.93
127 224 5 · 10−3 4 495 5.42 26 645 0.01 2.49 75 – – – –
127 224 1 · 10−3 4 495 5.38 26 645 0.00 2.51 75 – – – –
127 224 5 · 10−4 4 495 5.37 26 645 0.01 2.51 75 – – – –
127 224 1 · 10−4 4 495 5.37 26 645 0.00 2.54 75 49.89 196 5 1.49
Tabelle 6.7: abgeschwa¨chte Zula¨ssigkeit: nmin = 50
Matrix δ Cluster Blockcluster Transformation H-Cholesky PCG
# t in s # t in s t in s MB t in s MB #it t in s
127 224 5 · 10−1 4 495 5.38 52 059 39.05 2.51 76 3.56 64 665 97.66
127 224 1 · 10−1 4 495 5.33 52 059 39.00 2.52 76 – – – –
127 224 5 · 10−2 4 495 5.33 52 059 39.17 2.52 76 – – – –
127 224 1 · 10−2 4 495 5.33 52 059 39.04 2.53 76 19.85 129 35 8.19
127 224 5 · 10−3 4 495 5.33 52 059 39.00 2.52 76 24.74 139 22 5.44
127 224 1 · 10−3 4 495 5.33 52 059 39.12 2.54 76 36.50 159 11 3.01
127 224 5 · 10−4 4 495 5.33 52 059 39.02 2.54 76 41.65 167 8 2.28
127 224 1 · 10−4 4 495 5.33 52 059 39.12 2.57 76 52.02 183 5 1.53
Tabelle 6.8: Kantengewichte per virtueller Tiefe: nmin = 50, η = 4
eine fu¨r den Beweis des Lemmas 5.2 ausreichende Voraussetzung. In den vorgestellten
Algorithmen wird der approximierte Abstand in Relation zum minimalen Durchmesser
der Indexmengen gesetzt. Wegen min{diam ∂t1t2,diam ∂t1t2} < min{diam t1, diam t2}
wird daher vermutlich generell eine zu feine Partition berechnet. Approximationen fu¨r
den Durchmesser sind technisch jedoch wesentlich leichter zu bestimmen als die Werte
diam ∂t1t2 bzw. diam ∂t1t2.
6.3 Vergleich von linearen Lo¨sern: PARDISO, AMG-PCG und
H-PCG
Die Verfahren zur Lo¨sung der bei der FE-Methode entstehenden schwach besetzten li-
nearen Gleichungssysteme lassen sich grob in direkte und iterative Verfahren einteilen.
PARDISO2 [59, 60] ist nach [54] einer der aktuell schnellsten direkten Lo¨ser. Bei itera-
tiven Verfahren wird zur Konvergenzbeschleunigung meist ein Vorkonditionierer einge-
setzt. Als Vorkonditionierer wird in den numerischen Tests einerseits das Algebraische
Mehrgitter-Verfahren des Softwarepakets hypre3 benutzt, andererseits die im vorange-
gangenen Kapitel eingefu¨hrte hierarchische LU - bzw. Cholesky-Zerlegung.
Fu¨r asymptotische Aussagen werden die bereits im Kapitel 5 verwendeten Testmatri-
zen aus Tab. 5.1 des Beispiels 5.14 verwendet. Die Ergebnisse sind in Tab. 6.9 aufgefu¨hrt.
2aus Intel Math Kernel Library 10.2.2.025
3https://computation.llnl.gov/casc/hypre/software.html, Version 2.0.4b
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In U¨bereinstimmung mit der Theorie wa¨chst die Laufzeit direkter Verfahren fu¨r schwach
Matrix- PARDISO BoomerAMG H-Cholesky
gro¨ße Faktorisierung Lo¨ser Setup Lo¨ser Setup Lo¨ser
Mem Zeit Zeit Mem Zeit #it Zeit Mem Zeit #it Zeit
[MB] [s] [s] [MB] [s] [s] [MB] [s] [s]
101 296 257 9.64 0.30 136 1.52 6 1.08 48 5.19 10 0.95
297 927 955 48.36 1.87 447 5.09 6 3.51 182 18.88 12 3.88
658 609 2 937 251.66 2.93 1 136 13.96 7 10.25 440 45.37 14 10.89
906 882 4 420 438.08 3.45 1 831 21.34 8 18.45 550 68.86 18 18.91
2 539 954 17 128 3 374.42 13.06 5 644 69.17 8 55.79 1 847 219.33 23 75.44
5 413 520 49 556 18 574.60 35.93 10 925 142.50 9 122.79 4 141 519.04 29 211.36
Tabelle 6.9: Vergleich verschiedener Verfahren bzgl. Asymptotik
besetzte FE-Matrizen (dritten Spalte der Tabelle) quadratisch. Fu¨r M-Matrizen ist die
Laufzeit des AMG-Verfahrens linear. Aus der Setup-Zeit des AMG-Verfahrens, welche
sich in der sechsten Spalte der Tabelle befindet, la¨sst sich das lineare Verhalten able-
sen. Die Zeit zur Konstruktion des hierarchischen Vorkonditionierers ist im Vergleich zur
Setup-Zeit des AMG-Verfahrens ho¨her. Im Gegensatz zum AMG-Verfahren muss aber
der hierarchische Vorkonditionierer zur Lo¨sung mehrerer rechter Seiten nicht jedesmal
neu berechnet werden. Der Einsatz des hierarchischen Vorkonditionierers lohnt sich in
den Testbeispielen bereits fu¨r wenige rechte Seiten (≤ 10).
Die Speicherbelegung des direkten Lo¨sers wa¨chst im Vergleich zu den beiden anderen
Methoden sehr schnell an. AMG beno¨tigt jedoch immer noch mehr als doppelt so viel
Speicher wie die H-Cholesky-Zerlegung.
Um die Leistungsfa¨higkeit der neuen Methode unter Beweis zu stellen, werden Pro-
bleme verschiedener numerischer Schwierigkeit aus der Matrixsammlung der Universita¨t
von Florida (University of Florida Sparse Matrix Collection) ausgewa¨hlt. Zur Lo¨sung
mit dem CG-Verfahren wird die Anzahl der maximalen Iterationen auf 1000 und die Ge-
nauigkeit auf 10−5 gesetzt. BoomerAMG wird mit den Standardeinstellungen benutzt.
Matrix PARDISO BoomerAMG H-Cholesky
Faktorisierung Lo¨ser Setup Lo¨ser Setup Lo¨ser
Mem Zeit Zeit Mem Zeit #it Zeit Mem Zeit #it Zeit
[MB] [s] [s] [MB] [s] [s] [MB] [s] [s]
Crystm03 43 2.40 0.16 – – – – 15 1.87 5 0.12
Ct20stif 127 3.78 0.13 – – – – 69 16.90 25 2.66
Crank seq1 376 12.56 0.25 – – – – 120 45.45 46 9.31
Crank seq2 489 15.42 0.52 – – – – 170 72.15 30 8.41
Tabelle 6.10: Vergleich verschiedener Verfahren bzgl. Robustheit
Wa¨hrend PARDISO alle Aufgaben der Tab. 6.10 bewa¨ltigt, kann das mit AMG (in der
Standardkonfiguration) vorkonditionierte CG-Verfahren keines der ausgewa¨hlten Proble-
me lo¨sen. Zur Konvergenz des hierarchisch vorkonditionierten CG-Verfahrens muss zum
Teil die blockweise Genauigkeit erho¨ht werden.
Mit einer linear-logarithmischen Zeit- und Speicherkomplexita¨t und der in Tab. 6.10
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belegten Robustheit sind die hierarchischen Matrizen fu¨r ein großes Spektrum an Auf-
gaben geeignet.
6.4 H-LU -Zerlegung
In den ersten Abschnitten dieses Kapitels wurden die Algorithmen an symmetrisch posi-
tiv definiten Problemen getestet. Dazu wurde die H-Cholesky-Zerlegung eingesetzt. Bei
dieser wird die Symmetrie und die positive Definitheit ausgenutzt. Bei unsymmetrischen
Matrizen muss die Matrix statt in die Faktoren L und LT in die Matrixfaktoren L und
U zerlegt werden.
Zur Lo¨sung von unsymmetrischen Problemen wird im Folgendem die H-LU -Zerlegung
als Vorkonditionierer des GMRes-Verfahrens [58] mit Restart (GMRes (m)) eingesetzt.
Zum Test derH-LU -Zerlegung soll auf dem Berechnungsgebiet der Abb. 6.1 die Strom-
Abb. 6.1: Teil eines ABB-Gera¨ts
erhaltung bei Gleichstrom simuliert werden.
Der Zusammenhang zwischen elektrischen und magnetischen Feldern sowie deren Er-
zeugung durch Ladungen und Stro¨me wird durch partielle Differentialgleichungen, die
Maxwellschen Gleichungen, beschrieben.
An den drei Kontakten des Gera¨ts der Abb. 6.1 liegen Dirichlet-Randbedingungen
vor, am Rand des restlichen Gebietes Neumann-Randbedingungen. Zur Diskretisierung
der Maxwellschen Gleichungen wurden FEM-Ansatz-Funktionen zweiter Ordnung ver-
wendet.
Wird das GMRes(m)-Verfahren ohne Vorkonditionierer mit m = 30 auf die aus der
Diskretisierung resultierenden Modellmatrizen angewandt, so konvergiert es nicht.
In der Tab. 6.11 sind die Ergebnisse fu¨r das H-LU -vorkonditionierte GMRes(30)-
Verfahren angegeben. Der Zeit- und Speicheraufwand zur Konstruktion des Vorkonditio-
nierers ist verglichen mit den in den Abschnitten 6.2.2 bis 6.2.4 angegebenen Werten fu¨r
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Matrix- Cluster Blockcluster Transformation H-LU vork. GMRes
gro¨ße # t in s # t in s t in s MB t in s MB #it t in s
66 598 2 067 1.33 12 053 0.00 2.05 65 3.28 76 9 0.62
152 308 6 675 3.53 40 450 0.01 5.07 168 17.02 222 11 2.20
301 995 13 615 8.66 103 868 0.03 12.50 392 77.32 604 15 7.82
412 800 17 357 12.91 187 704 0.03 16.62 522 143.24 907 17 13.60
525 012 18 070 16.75 209 550 0.03 22.02 689 171.87 1 148 20 20.31
603 595 28 427 21.22 285 483 0.06 28.51 900 290.38 1 664 17 24.11
650 743 28 651 23.40 293 120 0.06 31.51 993 312.78 1 824 16 24.50
793 092 32 431 29.56 384 644 0.08 37.66 1 200 401.06 2 238 17 32.28
1 058 565 37 621 41.84 573 920 0.09 47.68 1 500 598.77 2 977 18 46.53
Tabelle 6.11: H-LU -Zerlegung, nmin = 50
vergleichbar große Testmatrizen relativ hoch. Der berechnete H-LU -Vorkonditionierer
ist aber sehr effizient, denn das GMRes(30)-Verfahren konvergiert nach wenigen Itera-
tionen.
6.5 Parallele H-Cholesky-Zerlegung
Um die Laufzeit der H-LU -Zerlegung zu reduzieren, ko¨nnen einerseits schnellere Prozes-
soren eingesetzt werden. Andererseits kann die Arbeit auf mehrere Prozessoren verteilt
werden. Bei der zweiten Variante unterscheidet man grob zwischen Systemen, bei denen
die Prozessoren den Speicher gemeinsam nutzen (shared memory), und den Systemen,
bei denen jeder Prozessor seinen eigenen Speicher besitzt (distributed memory).
Distributed-memory-Systeme ko¨nnen durch die Vernetzung von Standard-Personal-
computern aufgebaut werden. Zur Kommunikation zwischen den Rechnern hat sich MPI
(message parsing interface) als Standardschnittstelle etabliert, die auch bei der parallelen
H-LU -Zerlegung zum Einsatz kommt.
Zur Bewertung paralleler Algorithmen nutzt man die Begriffe Beschleunigung und
Effizienz. Sei tp die Laufzeit eines parallelen Algorithmus auf p Prozessoren. Die Be-
schleunigung (engl. speedup) wird durch
S(p) =
t1
tp
definiert, die Effizienz durch
E(p) =
S(p)
p
beschrieben.
Um Aussagen zur Skalierung und zur Asymptotik zu erhalten, werden numerische
Tests mit den Matrizen aus Tab. 5.1 des Beispiels 5.14 auf einem Cluster, bestehend aus
zwei Rechnern mit jeweils acht Intel Xeon Prozessorkernen (3.2 GHz, 6 MB Cache pro
Kern), durchgefu¨hrt.
Kriemann untersucht in seiner Dissertation [49] die Parallelisierung der H-Matrix-
Operationen. Die numerischen Resultate in [49] werden allerdings anhand der H-LU -
114
Matrix- p = 1 p = 2 p = 4 p = 8 p = 12
gro¨ße t in [s] t in [s] E t in [s] E t in [s] E t in [s] E
101 296 2.67 1.47 0.91 0.84 0.79 0.51 0.65 0.54 0.41
297 927 10.02 5.39 0.93 2.90 0.86 1.64 0.76 1.74 0.48
658 609 23.00 12.84 0.90 7.19 0.80 3.93 0.73 4.25 0.45
906 882 39.73 20.84 0.95 11.20 0.89 10.33 0.48 6.56 0.50
2 539 954 122.05 63.03 0.97 34.27 0.89 18.74 0.81 19.85 0.51
5 413 520 283.36 151.22 0.94 79.04 0.90 42.50 0.83 45.52 0.52
Tabelle 6.12: parallele H-Cholesky-Zerlegung, δ = 0.1
Zerlegung fu¨r BEM-Matrizen gewonnen. Trotzdem a¨hneln der Speedup und die Skalie-
rung der parallelen H-Cholesky-Zerlegung den in Kapitel sechs der Dissertation ange-
gebenen Resultaten. In der Tab. 6.12 sieht man die fallende parallele Effizienz fu¨r die
zunehmende Anzahl von Prozessoren. Mit zunehmender Problemgro¨ße steigt die paral-
lele Effizienz leicht an.
6.6 Einsatz von AMG- und H-Vorkonditionierern bei der
Lo¨sung von nichtlinearen FEM-Problemen
Bei der numerischen Lo¨sung einer nichtlinearen partiellen Differentialgleichung entsteht
eine nichtlineare Gleichung
F (x) = 0, (6.1)
mit F : D ⊂ Rn → Rn.
Sei F mindestens einmal stetig differenzierbar und die Jacobi-Matrix fu¨r x ∈ D inver-
tierbar. Dann fu¨hrt die sukzessive angewandte Linearisierung von F (durch das Taylor-
Polynom vom Grad 1) auf das Newton-Verfahren
F ′(xν)sν = −F (xν) (6.2a)
xν+1 = xν + sν , ν = 0, 1, . . . . (6.2b)
Der Term sν wird als Newton-Korrektur bezeichnet. Die Lo¨sung des nichtlinearen Pro-
blems (6.1) wird auf die Lo¨sung einer Folge von linearen Problemen zuru¨ckgefu¨hrt. Unter
der Voraussetzung, dass ein Startwert x0 ausreichend nahe an der exakten Lo¨sung x∗
liegt, konvergiert das Newton-Verfahren quadratisch.
In jeder Iteration des Newton-Verfahrens wird die Jacobi-Matrix F ′(xν) beno¨tigt. Da
die Assemblierung von F ′(xν) meist aufwa¨ndig ist, wird diese in Quasi-Newton-Verfahren
durch eine Approximation Bν ersetzt:
Bν s¯ν = −F (xν)
xν+1 = xν + s¯ν , ν = 0, 1, . . . .
Die Konvergenzgeschwindigkeit von Quasi-Newton-Verfahren ist superlinear, siehe [22].
Das vereinfachte Newton-Verfahren ist ein Quasi-Newton-Verfahren, in dem die initiale
Jacobi-Matrix F ′(x0) wa¨hrend des gesamten Newton-Verfahrens verwendet wird. Die
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Einsparung an Kosten zur Berechnung von F ′(xν), ν > 0, fu¨hrt aber zu einer geringeren
Konvergenzgeschwindigkeit.
Die Lo¨sung des linearen Systems (6.2a) mit direkten Methoden ist fu¨r großdimensio-
nale Jacobi-Matrizen mit hohen Kosten verbunden. Mit iterativen Lo¨sern berechnet man
im Allgemeinen nicht die exakte Lo¨sung, spart dadurch aber Rechenzeit pro Newton-
Iteration:
F ′(xν)s˜ν = −F (xν) + rν (6.3)
xν+1 = xν + s˜ν , ν = 0, 1, . . . .
Dabei ist rν ∈ Rn das Residuum der approximierten Lo¨sung s˜ν . Da (6.2a) nur inexakt
gelo¨st wird, werden die Verfahren als inexakte Newton-Verfahren bezeichnet. Die von
nichtlinearen partiellen Differentialgleichungen stammenden linearen Probleme sind oft
schlecht konditioniert. Daher muss die Konvergenz der iterativen Verfahren durch die
Vorkonditionierung verbessert werden.
Zur Unterscheidung der Iterationen des Newton-Verfahrens und der Iterationen des
linearen Lo¨sers spricht man von a¨ußeren und inneren Iterationen. Wird die Genauigkeit
zur Lo¨sung der linearen Systeme an die Genauigkeit der a¨ußeren Iteration angepasst, so
spricht man auch von truncated Newton methods. Die Anpassung sollte dabei das Kon-
vergenzmuster des Newton-Verfahrens nicht wesentlich vera¨ndern, siehe [23, Abschnitt
1.3]. Unter der Voraussetzung
||rν ||
||F (xν)|| ≤ ην ,
wobei die Folge {ην} uniform kleiner als Eins ist, sind die inexakten Newton-Verfahren
superlinear konvergent, siehe [20]. Mit der Frage, wie genau die linearen Systeme (6.3)
gelo¨st werden mu¨ssen, bescha¨ftigt sich der Artikel [24].
Zur Konvergenz obiger Newton-Verfahren wird vorausgesetzt, dass sich die Startlo¨sung
x0 ausreichend nahe an der Lo¨sung x∗ befindet. In der Praxis ist diese Voraussetzung
nicht immer erfu¨llt. Mit dem Verfahren des steilsten Abstiegs oder Da¨mpfungsverfahren
/ Trust Region Methoden kann das Newton-Verfahren global konvergent gemacht wer-
den. Kapitel drei von [23] behandelt verschiedene Globalisierungsstrategien fu¨r Newton-
Verfahren.
Im Schwerpunktprojekt 1146 ”Modellierung inkrementeller Umformverfahren“ der Deut-
schen Forschungsgemeinschaft werden die Prozesse in der Umformzone untersucht. Un-
ter einem inkrementellen Umformverfahren versteht man ein Verfahren, bei dem ein
Werkzeug wiederholt auf das Werkstu¨ck einwirkt. Die in der Umformzone auftretenden
elasto-plastischen Prozesse werden durch nichtlineare partielle Differentialgleichungen
beschrieben. Diese werden durch ein (inexaktes) Newton-Verfahren gelo¨st. Dabei a¨n-
dern sich die Jacobi-Matrizen bis zur vollsta¨ndigen Kontaktetablierung stark. Treten
keine A¨nderungen des Kontakts zwischen Werkstu¨ck und Werkzeug auf, u¨berwiegen die
Nichtlinearita¨ten des Werkstoffs, d.h. die elasto-plastischen Eigenschaften. Die Jacobi-
Matrizen a¨ndern sich nicht mehr so stark.
Die Eigenschaften des vorliegenden Problems ko¨nnen zur effizienten Lo¨sung ausgenutzt
werden. Dazu wird im CG-Verfahren ein schnell berechenbarer Vorkonditionierer bei
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sich stark a¨ndernden Jacobi-Matrizen eingesetzt. Unterliegen die Jacobi-Matrizen keinen
großen A¨nderungen mehr, dann kann ein qualitativ hochwertiger, wiederverwendbarer
Vorkonditionierer fu¨r die inneren Iterationen des Newton-Verfahrens genutzt werden.
Auf Grund der geringen Setup-Zeit des algebraischen Mehrgitter-Verfahrens (AMG)
setzen wir dieses in den ersten Newton-Iterationen als Vorkonditionierer ein. Im Ge-
gensatz zum hierarchischen Vorkonditionierer (H-Vorkonditionierer) kann der AMG-
Vorkonditionierer jedoch nicht wieder verwendet werden. Dafu¨r ist die Konstruktion der
H-LU -Zerlegung vergleichsweise aufwa¨ndig, aber die Lo¨sung kann sehr schnell berechnet
werden.
Das heisst, das vereinfachte Newton-Verfahren wird mit einem inexakten Newton-
Verfahren kombiniert, siehe Alg. 21. Als Testumgebung dient das im SPP 1146 ver-
Algorithmus 21 linear Solve in Newton step nNewton
1: if tangent matrix changed significantly then
2: compute AMG preconditioner
3: solve Newton step using CG with AMG as preconditioner
4: else
5: if nrenew demands update then
6: compute / renew H-LU decomposition
7: solve Newton step using CG with H-LU decomposition as precond.
wendete FEM-Programm LARSTRAN/shape. Da fu¨r das eingesetzte AMG-Verfahren
lediglich eine Lizenz fu¨r einen Pentium 4 (3 GHz) mit 2 GB Hauptspeicher zur Verfu¨gung
stand, wurden die Tests auf einem System durchgefu¨hrt, das nicht mehr dem Stand der
aktuellen Rechentechnik entspricht.
Wir ersetzen den Aufruf des LARSTRAN-eigenen linearen Lo¨sers innerhalb des Newton-
Verfahrens durch den Alg. 21. Die in LARSTRAN voreingestellte Genauigkeit fu¨r das
Newton-Verfahren betra¨gt 10−3.
Zum Test des Algorithmus simulieren wir einen Reckschmiedeprozess. In der Abb. 6.2
ist eine Skizze des Modells dargestellt. Ein starres Werkzeug wirkt auf einen Stahlblock
der Dimension 90 × 20 × 20 ein. Das Werkzeug ist neun Einheiten breit und hat einen
Kantenradius von drei. Der Vorschub in y-Richtung betra¨gt 2.5 Einheiten und wird in
20 Inkrementen u¨ber die Prozessdauer von 1 s aufgebracht.
Das Modell wird in zwei Diskretisierungsstufen genutzt. Die Gro¨ße der resultierenden
FE-Matrizen ist 16 362 bzw. 65 912. Fu¨r asymptotische Aussagen wa¨ren weitere, feinere
Diskretisierungen wu¨nschenswert. Jedoch konnte aus technischen Gru¨nden keine feinere
Diskretisierung gerechnet werden. Die Abbildungen 6.3 und 6.4 geben die Rechenzeiten
fu¨r verschiedene Parameterkombinationen wieder. Zum einen wurde der Umschaltzeit-
punkt (nNewton) von AMG-Vorkonditionierer auf H-Vorkonditionierer variiert, d.h. ab
dem Newton-Schritt nNewton wird die H-LU Zerlegung genutzt. Zum anderen wurden
die Anzahl der Newton-Iterationen mit dem gleichen H-Vorkonditionierer modifiziert
(Achse nrenew). Wird im gesamten Newton-Verfahren das AMG-Verfahren zur Vorkon-
ditionierung eingesetzt, so ist der Umschaltzeitpunkt ∞.
Um die Parameterkombination mit minimaler Rechenzeit besser darstellen zu ko¨nnen,
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Abb. 6.2: Reckschmieden (kleine Diskretisierung)
sind die Beschriftungen der nNewton-Achsen in der Abb. 6.3 gegenu¨ber den Beschriftungen
der Abb. 6.4 vera¨ndert.
Die geringsten Rechenzeiten fu¨r das kleine Modell erha¨lt man mit den Parameterkom-
binationen (nNewton, nrenew) = (3, 15), (nNewton, nrenew) = (3, 10), (nNewton, nrenew) =
(2, 10) und (nNewton, nrenew) = (2, 15). Der AMG-Vorkonditionierer wird bei diesen Pa-
rameterkombinationen fu¨r maximal zwei Newton-Schritte verwendet. Dann wird auf den
H-Vorkonditionierer umgeschaltet.
Fu¨r das große Modell erha¨lt man die geringste Rechenzeit mit der Parameterkom-
bination (nNewton, nrenew) = (1, 20), d.h. es wird lediglich der hierarchische Vorkondi-
tionier eingesetzt. Aus den Abbildungen erkennt man, dass sich ein mo¨glichst fru¨hes
Umschalten auf den hierarchischen Vorkonditionierer lohnt. Die zwei Beispiele belegen,
dass hierarchische Vorkonditionierer in Kombination mit AMG-Vorkonditionierern im
Newton-Verfahren effizient eingesetzt werden ko¨nnen.
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Abb. 6.3: Rechenzeiten Reckschmieden - kleines Modell
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Abb. 6.4: Rechenzeiten Reckschmieden - großes Modell
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7 Fazit und Ausblick
In dieser Arbeit wird eine approximative LU -Zerlegung zur schnellen Berechnung eines
effizienten Vorkonditionierers fu¨r Finite-Elemente-Matrizen entwickelt und analysiert.
Die Faktoren L und U werden im hierarchischen Format berechnet. Dazu wird die Ma-
trix zuna¨chst in Blo¨cke partitioniert und die Matrixeintra¨ge entsprechend der Partition
transformiert. Von der entstandenen H-Matrix wird die H-LU -Zerlegung berechnet. Da-
bei ist eine gute Partitionierung wichtig fu¨r die Laufzeit der arithmetischen Operationen.
Die theoretischen Ergebnisse in Kapitel 4 zeigen, dass der Vorkonditionierer in linear-
logarithmischer Zeit generiert werden kann. Sowohl zum Beweis der Sa¨tze als auch zur
Konstruktion der Partition wurden bisher geometrische Informationen genutzt.
In dem im Kapitel 5 vorgestellten Verfahren wird nur die Matrix bzw. der Matrixgraph
zur Konstruktion der H-Matrix verwendet. Die Existenz der Faktoren L und U im hier-
archischen Format konnte fu¨r gut konditionierte Matrizen bewiesen werden. Dazu wird
eine algebraische Zula¨ssigkeitsbedingung (5.4) eingefu¨hrt. Die numerischen Experimente
zeigen, dass nicht nur gut konditionierte Probleme gelo¨st werden ko¨nnen.
Algorithmen zur effizienten Berechnung der Zula¨ssigkeitsbedingung werden ebenfalls
in Kapitel 5 angegeben. Es zeigt sich, dass die Algorithmen zur Abstandsbestimmung nur
grobe Na¨herungen berechnen. Wie die numerischen Ergebnisse in Kapitel 6 zeigen, rei-
chen diese Na¨herungen zur Konstruktion der H-Matrizen und einem darauf basierenden
effizienten Vorkonditionierers aus. Daher liegt die Vermutung nahe, dass die schwa¨chere
Zula¨ssigkeitsbedingung (5.3) zur Berechnung eines Vorkonditionierers ausreicht.
Diese Lu¨cke zwischen praktischem Verhalten und theoretischen Aussagen kann even-
tuell durch eine andere Herangehensweise zum Beweis der Darstellbarkeit der Faktoren
L und U im hierarchischen Format geschlossen werden.
Trotz der fu¨r die Clusterung bzw. Block-Clusterung anspruchsvollen Geometrie aus
Abb. 5.9 skalieren Zeit und beno¨tigter Speicherplatz zur Berechnung der algebraischen
Partition nahezu linear mit der Anzahl der Unbekannten.
Anhand des Beispiels in Abschnitt 6.1 haben wir gesehen, dass die algebraische Parti-
tionierung gegenu¨ber der geometrischen Partitionierung Vorteile sowohl im Speicherver-
brauch als auch in der Rechenzeit hat. Dabei wirken die Vorkonditionierer etwa gleich
effizient. Im Vergleich zu einem der effizientesten direkten Lo¨ser sowie einem AMG-
Verfahren (Abschnitt 6.3) wird das asymptotische Verhalten der unterschiedlichen Lo¨ser
deutlich. Die asymptotisch geringste Laufzeit des AMG-Verfahrens geht einher mit man-
gelnder Robustheit des Verfahrens. Zudem kann der AMG-Vorkonditionierer nur fu¨r eine
rechte Seite eingesetzt werden. Im Gegensatz dazu erho¨ht sich die Robustheit des CG-
Verfahrens mit hierarchischem Vorkonditionierer.
Methoden zur besseren Approximation der kleinen Eigenwerte werden derzeit in der
Arbeitsgruppe Bebendorf an der Universita¨t Bonn entwickelt. Die genauere Approxima-
121
tion der kleinen Eigenwerte stellt einen vielversprechenden Ansatz dar, um den Vorkon-
ditionierer weiter zu verbessern.
Die Ergebnisse der Experimente zur Lo¨sung nichtlinearer FEM-Probleme veranschau-
lichen, dass der Einsatz von H-Vorkonditionierern im linearen Lo¨ser des Newton-Ver-
fahrens zu geringen Rechenzeiten fu¨hrt. Auf Grund der Wiederverwendbarkeit des H-
Vorkonditionierers ergeben sich im Vergleich zum ausschließlich AMG-vorkonditionierten
linearen Lo¨ser im Newton-Verfahren ku¨rzere Rechenzeiten. Die Experimente wurden im
FEM-Programm LARSTRAN/shape auf einem Pentium 4 Prozessor (3 GHz) durchge-
fu¨hrt. Mit aktueller Rechentechnik wa¨re der Test feinerer Diskretisierungen und eine
breitere Variation der Parameter mo¨glich.
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