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ABSTRACT
MATHEMATICAL ASPECTS OF TWISTOR THEORY: NULL
DECOMPOSITION OF CONFORMAL ALGEBRAS AND SELF-DUAL
METRICS ON INTERSECTIONS OF QUADRICS
Daniela Mihai, PhD
University of Pittsburgh, 2006
The conformal algebra of an n-dimensional a¢ ne space with a metric of arbitrary signature
(p; q) with p + q = n is considered. The case of broken conformal invariance is studied, by
considering the subalgebra of the enveloping algebra of the conformal algebra that commutes
with the squared-mass operator. This algebra, denoted R, is generated by the generators of
the Poincaré Lie algebra and an additional vector operator R which preserves the relevant
information when the conformal invariance is broken. Due to the nonlinearity of the algebra,
nding the Casimir invariants becomes extremely di¢ cult.
The R-algebra is constructed for arbitrary dimensions, but the Casimir invariants are
only determined for n  5.
The second part of this thesis describes the geometric properties of metrics on the twistor
space on intersections of quadrics. Consider a generic pencil of quadrics in a complex projec-
tive space CP5. The base locus of this pencil is considered as a three-dimensional projective
twistor space, such that each point of the associated space-time is a projective two-plane ly-
ing inside one quadric of the pencil. The time coordinate can be described as a hyperelliptic
curve of genus two, over which the space time is bered. The metrics arising on the associ-
ated twistor space of the completely null two-planes are studied. It emerges that for pencils
generated by simultaneously diagonalizable quadrics, these metrics are always self-dual and,
in certain cases, conformal to vacuum.
vii
1.0 INTRODUCTION
Twistor theory was developed by Sir Roger Penrose in 1967 as a new way of describing the
geometry of space-time [25], [26]. It is one of the most elegant and profound theories present
these days, combining methods of algebraic, complex and di¤erential geometry with physical
theories such as general relativity, and quantum physics.
Space-time and matter have been viewed as interconnected since Einstein developed his
General Relativity Theory, by means of the equation:
G = kT :
G is called the Einstein tensor and it depends entirely on the geometry of the space-time;
T is known as the energy-matter tensor, and is purely material. As a consequence, the
matter will inuence the geometry of the space-time, and the geometry will inuence how
the matter moves. One would expect that the same fundamental structure can be used to
describe both sides of this equation.
It is well-established that matter has a discrete structure. For a long time the stan-
dard description of the space-time was continuous, with points being considered the building
blocks of the space-time. Although simple and intuitive, the continuous approach has not
been most forthcoming with the attempts of quantizing the gravity. The four known fun-
damental interactions in nature, based on local invariance principles, are: electromagnetic,
(nuclear) weak, (nuclear) strong and gravity. The rst three are believed to be manifesta-
tions of a unied interaction, described by the Standard Model. The carriers for these three
types of interactions are the photons, the W and Z bosons, and the gluons, respectively [30],
[41]. One has yet to exhibit a particle carrier (graviton) for the fourth interaction.
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The goal of quantum gravity is to unify all four interactions into a single one. One of
the main problems arising in this endeavour is that the theory presents singularities, due in
part to the lack of dimensionality of the space-time points.
String theory avoids this problem by introducing the concept of string, an elementary
geometric object of nonzero length. The frequencies of vibration of the strings give rise to
all elementary particles. Strings can split and combine, this being interpreted as interactions
between particles. Some aspects of string theory make it seem contrived: for example, a
consequence of this theory is that the space-time is 10, 11 or 26 dimensional, depending on
the approach (e.g., bosonic theories are 26-dimensional), with the extra dimensions being
explained away by compactication. Additionally, there is no freedom in choosing any of the
parameters of the theory, meaning that there is a unique string theory [30].
Twistor theory o¤ers another alternative to the space-time continuum, considering that
the basic objects describing the geometry of the space-time are four-dimensional complex
vectors, called twistors [25]. In this approach the points are obtained from intersections of
twistors, becoming secondary objects. Twistor theory attempts to reformulate basic physics
in twistor language. Similar to strings, twistors are basic objects with a dual character.
They are used to replace the points as the basic geometric objects, but can also be used
to describe elementary particles. Interactions between particles are explained by means of
twistor diagrams [27]. One of the many advantages of twistor theory is that it has a natural
complex character, which is needed in working with quantum mechanics.
Recently, there have been many developments that establish connections between twistor
theory and other fundamental theories. In 2003, Witten showed that perturbative scattering
amplitudes in Yang-Mills theory can be Fourier transformed frommomentum space to twistor
space. This observation was the starting point of what is known today as twistor string theory
[38]. Another connection was made with the Quantum Hall E¤ect in four-dimensions, which
was introduced by S.C. Zhang and J. Hu in 2001 [40]. G. Sparling noticed that the quantum
liquid dened in [40] seems to nd a natural place in twistor space, being interpreted as
"more primitive than space-time itself" [23], [32], [33], [34].
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The structure of this thesis is as follows: chapter 2 introduces the basic concepts and
techniques used in spinor and twistor theory. This is necessary in order to understand why
we are interested in the topics discussed in this thesis.
Section 2.1 presents some basic spinor theory, focusing on the properties used here.
One of the main features of twistor theory is that it is conformal. In section 2.2 we see
how the conformal group arises naturally in the spinorial setting.
This chapter ends with the presentation in section 2.3 of some important concepts and
results in twistor theory, ending with the representation of points as intersections of twistors.
The rst original results are presented in chapter 3. We study the null decomposition of
the conformal algebras of the Lie algebras of SO(p+ 1; q + 1), and their Casimir invariants.
These invariants are generators of the centers of the universal enveloping algebras of the
algebras considered, and can be used to label irreducible representations of Lie algebras, as
well as decomposing generic representations into irreducible ones [1], [6]. (The enveloping
algebra of a Lie algebra g is an associative algebra U which contains g as a subspace, such
that the commutator on this subspace, inherited from U, reproduces the Lie bracket in g.)
The study of invariants is of great interest in many areas in mathematics and physics,
in particular in situations involving symmetry breaking. In this process, the invariants of
the whole symmetry group can be related to the invariants of the subgroup preserving the
original symmetry [3]. The type of symmetry breaking we study here is that of the conformal
invariance when the mass of the system acted on is xed. The Poincaré group (a subgroup
of the conformal group to be described in chapter 2) is known to commute with the operator
representing the square of the mass. It seems natural then to study the subalgebra of the
enveloping algebra of the conformal algebra that commutes with the mass.
In chapter 3 we consider the conformal algebra of an n-dimensional a¢ ne space with a
metric of arbitrary signature (p; q), with p + q = n. The algebra of this space is the Lie
algebra of SO(p + 1; q + 1). We obtain that the corresponding subalgebra, denoted R, in
addition to the generators of the Poincaré Lie algebra, will depend on a vector operator Ra
which is shown to commute with the mass of the system and with the translations pa.
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The operator Ra preserves the relevant information when the conformal invariance is
broken. The generators of the conformal group are the translations pa, the Lorentz trans-
formations Mab, the dilation operator D and the special conformal transformations qa. The
operator Ra will be built from all the generators of the conformal group, but in the process
of symmetry breaking the dilation operator D is removed. To obtain again the full confor-
mal algebra, one only needs to add back the generator D with appropriate commutation
relations.
We should remark here that the R-algebra, although nitely generated, is not a nite-
dimensional Lie-algebra, as the commutator of the vector operator Ra with itself is non-linear
(cubic) in the generators [22], [31].
In chapter 3 we construct the R-algebras and their Casimir invariants for spaces of
various dimensions. The four-dimensional case has been thoroughly studied in [31] for the
case of SO(2; 4); its origins lie in the study of the twistor model of hadrons in which a hadron
is described by using systems of three twistors [11], [29]. These types of representations (for
n = 4) have also been used in the AdS/CFT correspondence (a relationship between string
theory and the n = 4 supersymmetric Yang-Mills theory) [15], [16], [18].
The R-algebra we construct here is valid in all dimensions, but a complete description
of the Casimir invariants has only been obtained in low dimensions, by exploiting the char-
acteristics of each dimensionality.
In section 3.1 we present the basic commutation relations that accompany the null de-
composition of the conformal algebra of an n-dimensional a¢ ne space equipped with a metric
of signature (p; q).
In section 3.2 we generalize the four-dimensional theory developed in [31] to arbitrarily
many dimensions and signatures. The R-algebra is completely determined, but due to the
complexity of the expressions involved, only one of the Casimir operators is obtained.
In section 3.3, we use the general case to construct the ve-dimensional conformal algebra
and its Casimir operators. The R-algebra follows directly from 3.2; in order to determine
all the Casimir operators, we used a spinorial approach. Results have been written in tensor
form as well [21].
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Section 3.4 gives a brief outlook of the four-dimensional case studied in [31], including
the statement of the main theorem and the expressions of the Casimir invariants. This case
uses the Pauli-Lubanski spin-vector which can be dened only in four-dimensions.
In section 3.5 we independently develop the three-dimensional theory and verify the
consistency of the results with the general theory from section 3.2. This section uses the
properties of the completely skew three-dimensional tensor "abc and the properties of the
cross product.
Chapter 3 ends with the two-dimensional case, where any skew tensor with two indices
can be written as a multiple of the completely skew two-dimensional tensor "ab.
There are many intermediate formulas that were necessary to determine the commutation
relations of the R-algebra and the Casimir operators. Due to the fact that calculations are
extremely lengthy, we listed most of the intermediate formulas used in the appendices.
This theory a priori only applies to the (non-compact) pseudo-orthogonal groups. Many
other (non-compact) Lie groups such as the pseudo-unitary groups are subgroups of the
pseudo-orthogonal group in a natural way. As a consequence, with appropriate modications,
this theory can be applied to these groups also.
As a particular example, note that the de Sitter algebra of n-dimensional de-Sitter space,
SO(1; n), and the anti-de-Sitter algebra of n-dimensional anti-de-Sitter space, SO(2; n  1),
both fall within the scope of our theory [18].
The second part of this thesis deals with the construction of a class of metrics on the
twistor space on intersections of quadrics.
The standard arena for twistors is the complexied compactied Minkowski space. In
chapter 4 we describe how the Minkowski space can be regarded as a four-dimensional quadric
embedded in CP5, via the Klein representation. We consider here a linear pencil of quadrics
Q+ R = 0;
with (; ) 2 C2 n (0; 0). This pair of coe¢ cients can be represented by a CP1 and is
interpreted as the time coordinate. The quadrics Q and R intersect in a three-dimensional
projective space CP3, which corresponds to the projective twistor space.
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If at least one of the quadrics is not singular, then the pencil is not singular. In this case
the determinant of the pencil of quadrics, det (Q+ R), is a polynomial of degree six.
There are two distinct situations to be considered: when the quadrics are simultaneously
diagonalizable, and when they have nontrivial Jordan Canonical Form. We studied some
geometric properties of these metrics in the simultaneously diagonalizable case: atness,
Ricci atness, conformal atness, conformal to vacuum, and self- (or anti-self-) duality.
In section 4.1 we present the Klein representation which regards the Minkowski space-
time as a quadric embedded in CP5.
Section 4.2 presents some important results on quadrics and pencils of quadrics.
Section 4.3 describes the construction of the metrics on the intersection of the quadrics
of a linear pencil generated by two simultaneously diagonalizable quadrics, and the tensors
and equations we will use to characterize these metrics.
Section 4.4 describes the geometric properties we are interested in studying.
Section 4.5 presents the results obtained: it emerges that these metrics are self dual
and in most cases conformal to vacuum. The twistor space is compact, but the metrics
are not dened everywhere: they are singular at the zeros of det (Q+ R). It has yet
to be determined, in general, whether the singularities are genuine or they are coordinate
singularities.
Section 4.6 presents some detailed aspects of the geometric properties for two nontrivial
cases.
In the generic case, the "time" coordinate is not described by a CP1 anymore, but by a
hyperelliptic curve of genus two. Studying this case will make the object of future research.
Future plans also involve studying the case when the quadrics are not simultaneously diag-
onalizable, in which case the matrices involved are made of Jordan blocks of various sizes.
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2.0 SPINOR TECHNIQUES AND TWISTOR THEORY
The most common approach to the study of space-time is by using a four-dimensional real
continuum, with the points as basic constituents. This approach presents many problems
due to the lack of dimensionality of points, in particular in the attempts of obtaining a
unied theory of quantum physics and gravity. Physical laws break down at scales lower
than the Planck length (lP = 10 33 cm), losing their power of prediction.
Twistor theory o¤ers an alternate approach to the use of space-time continuum, where
twistors are the main objects, whereas space-time points are considered to be derived objects,
hence of secondary importance. A twistor can be thought of as a pair of spinors related
by means of a di¤erential equation (called "twistor equation"). Points in space-time are
interpreted as intersections of twistors.
In the case of a four-dimensional Lorentzian metric, spinor calculus can be viewed as an
alternative to the more popular (world)tensor calculus. The advantage of the latter lies in
the fact that it can be used in arbitrary dimensions, but it can become very cumbersome due
to the possibly large number of indices involved. On the other hand, spinors, which are two-
complex-dimensional vectors, can be used only in a four-dimensional setting. The advantage
of using spinors is that calculations become simpler due to working in two dimensions;
moreover, one can make use of the properties of complex geometry.
In section 3.3, spinor calculus will be used to facilitate calculations in the case of a
ve-dimensional conformal algebra.
In chapter 4, we will describe the space-time as a four-dimensional quadric embedded in
CP5, which will then become the arena for the study of metrics on the twistor space arising
on intersections of quadrics.
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2.1 BACKGROUND ON SPINORS
One of the simplest presentations of spinors and their properties can be found in [12], and
this section will follow it fairly closely. For a more comprehensive description, see [28].
As mentioned earlier, our world can be described as a smooth, at four-dimensional
space, endowed with a bilinear symmetric nondegenerate pseudometric, called Minkowski
space-time.
2.1.1 Minkowski Space-Time and Lorentz Transformations
A Minkowski space-time M is a four-dimensional real manifold R4 with line element given
by the following expression:
ds2 = abdx
adxb = (dx0)2   (dx1)2   (dx2)2   (dx3)2; (2.1)
where ab = diag(+1; 1; 1; 1) is the Minkowski metric. Here x0 = ct denotes the
temporal coordinate, with c the speed of light; the remaining coordinates (x1; x2; x3) repre-
sent spatial coordinates. The indices a; b assume the values 0; 1; 2; and 3 in this formula.
Throughout this thesis, we will use Einsteins convention where summation is assumed on
repeated indices.
Each point in Minkowski space-time can be characterized by four coordinates with respect
to an arbitrary origin, (x0; x1; x2; x3). Such a point is called an event in space-time.
To each event we can associate a corresponding light-cone given by the vanishing of the
form ds2 in (2.1). This surface determines three regions of interest in space-time:
 the interior of the cone, characterized by ds2 > 0. This inequality implies that the
interior of the cone is causal, since the speed of propagation is less than c. Vectors
joining the event E with points in the interior of the light-cone are called time-like
vectors. The upper half of the cone is called future light-cone, and the lower half is
called past light-cone.
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 the surface of the cone, characterized by ds2 = 0, where the speed of propagation is
equal to c. Vectors joining the event E with points on the surface of the cone are called
null vectors, of length equal to zero.
 the exterior of the cone, characterized by ds2 < 0: This inequality implies that the
exterior of the cone is acausal, due to the speed of propagation being greater than c.
Vectors joining E with points outside of the cone are called space-like vectors.
Figure 2.1: The light-cone associated to an
event E in Minkowski space-time.
We should mention that the meaning of the inequalities dening these regions depends
on the signature chosen. Here we will work with a signature (+     ). In a signature
( +++), space-like vectors are characterized by ds2 > 0.
Next, we introduce the Lorentz transformations. A Lorentz transformation ab is a linear
transformation of M that preserves the metric ab:
ac
b
dab = cd; (2.2)
or, in matrix notation:
T = : (2.3)
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The Lorentz group L = O(1; 3) is the group of all such linear transformations. Note that
from (2.3) we have (det )2 = 1 or det = 1.
The Lorentz group is not connected, having four components. We are particularly inter-
ested in the one that contains the identity and preserves the time orientation, denoted L"+:
Here + denotes the sign of the determinant preserving the overall orientation, and " means
that 00 > 0, which preserves the time orientation. L
"
+ is doubly covered by SO(1; 3).
2.1.2 The Spin Space
In the Minkowski space M, consider a vector V a = (V 0; V 1; V 2; V 3) (in some orthonormal
frame). We use here the abstract index notation introduced by Penrose [28], where the index
a merely indicates the type of quantity (vector, form, etc.) rather than assuming numerical
values.
To each such vector one can associate by a one-to-one correspondence a Hermitian matrix
as follows [12]:
f :M!M2 (C) ;
f (V a) = V AA
0
=
1p
2
0@ V 0 + V 3 V 1 + iV 2
V 1   iV 2 V 0   V 3
1A ; (2.4)
where the matrix V AA
0
can be written also as:
V AA
0
=
0@ V 000 V 010
V 10
0
V 11
0
1A : (2.5)
The spinor indices A; A0 take the values 0; 1, and 00; 10 respectively, and the prime stands
for complex conjugation.
The determinant of the matrix f (V a) is half the length of the vector V a:
det f (V a) =
1
2
h 
V 0
2    V 12    V 22    V 32i = 1
2
abV
aV b: (2.6)
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Let MAB be an element of SL(2;C); and M
A0
B0 its Hermitian conjugate. We can dene a
linear transformation of the vector V a by
V a 7 ! V AA0 7 !MABV BB
0
M
A0
B0.
Note that the result is another Hermitian matrix with the same determinant. This is in fact
a Lorentz transformation.
If the vector V a is null and future-pointing, the rank of f (V a) becomes equal to one. In
this case, V AA
0
can be factored as [12]:
V AA
0
= AA
0
; (2.7)
where A is a complex two-dimensional vector, and A
0
is its complex conjugate:
A =
24 0
1
35 ; and A0 = h00 ; 10i : (2.8)
The vectors A determine a complex two-dimensional vector space S on which SL(2;C)
acts, called spin space. The following spaces can also be dened:
 S = S 0: the complex conjugate spin space with elements A0 ;
 S: the dual spin space with elements A;
 S 0: the dual of the complex conjugate spin space, with elements A0.
The next section will present some spinor properties which will be used in this thesis.
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2.1.3 Spinor Properties
1. Note that the spinors in (2.8) have valence one. Higher valence spinors can be obtained
by considering tensor products of the spin spaces dened above, S, S 0, S and S 0:

A:::B| {z }
k1
A0:::C 0| {z }
k2
E:::F| {z }
k3
E 0:::F 0| {z }
k4
2



k1
S






k2
S 0






k3
S






k4
S 0

; (2.9)
where we used the notation 

k1
S to mean S 
 :::
 S| {z }
k1
.
2. In our discussion of the ve-dimensional conformal algebra we will use the concepts and
properties of symmetric and antisymmetric spinors. For a spinor S of valence n we have:
S(A:::B) =
1
n!
X

S(A):::(B); (2.10)
and
S[A:::B] =
1
n!
X

sign()S(A):::(B); (2.11)
where the sum is on all permutations  and sign() = 1, depending on whether  is an
odd or an even permutation. These results hold for both primed and unprimed indices.
3. Symmetric spinors factorize into outer products of spinors of valence one:
S(A:::B) = A:::B: (2.12)
The spinors A; :::; B are called the principal null directions of the spinor S (p.n.d.s.)
This is a signicant simplication of spinor calculus. We will see shortly that antisym-
metric spinors simplify as well.
4. In a two-dimensional space, any completely skew quantity with more than two indices is
identically equal to zero. There is thus a unique completely skew two index-spinor (up
to complex multiples), denoted AB. This spinor is preserved by SL(2;C), much in the
way the metric ab is preserved by the Lorentz transformations in (2.2):
M BA M
D
C BD = AC ; (2.13)
for any M BA 2 SL(2;C). It follows that each spin space has such a spinor attached, and
whether we mention it explicitly or not, by S we will generally mean the pair (S; AB).
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5. The spaces (S; AB) and (S 0; A0B0) are related by an anti-isomorphism called complex
conjugation. It is usually denoted by an overbar:
A 2 S =) A = A0 2 S 0; (2.14)
A
0 2 S 0 =) A0 = A 2 S:
This extends to higher valence spinors as well, for example:
ABC0D = A
0B0CD0 : (2.15)
6. We should remark here that if AB is chosen such that 01 = 1 in some basis of S, we can
write:
AB = 
AB =
0@ 0 1
 1 0
1A = A0B0 = A0B0 : (2.16)
7. By convention, primed and unprimed indices can be commuted:
TA0B0C = TCA0B0 = TA0CB0 : (2.17)
In general, the order among primed (unprimed) indices matters:
TA0B0C 6= TB0A0C : (2.18)
8. Similar to the use of the metric ab to raise and lower indices in Minkowski space, the
spinor AB provides an isomorphism between the spin-space S and its dual S by raising
and lowering indices of spinors. Since AB is skew, one must be very careful when
performing these operations; the adjacent indices must be descending to the right in
order to avoid introducing a sign change. For example:
ABB = 
A; (2.19)
BAB =  BBA =  A:
Likewise, A0B0 and A
0B0 raise and lower indices in the complex conjugate space S 0 and
its dual S 0:
A
0B0B0 = 
A0 2 S 0; (2.20)
B
0
A0B0 =  B0B0A0 =  A0 2 S 0:
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9. Some important identities satised by the AB spinor are:
ABCB = 
A
C and AB
CB = CA; (2.21)
where CA is the spinor Kronecker delta, satisfying:
BA = 
B
A =  BA: (2.22)
We also have:
A[BCD] = 0; (2.23)
and
AB
CD =  CA 
D
B    DA  CB : (2.24)
These relations lead to
 AA = 2: (2.25)
10. All spinors A are null with respect to AB, in the sense that
AB
AB = B
B = 0: (2.26)
The complex conjugate relation holds as well.
11. A Hermitian spinor is a spinor with equal number of primed and unprimed indices such
that the spinor and its complex conjugate are the same:
ABC0D0 = A0B0CD = A0B0CD: (2.27)
Note that the skew spinor AB is Hermitian. The Hermitian spinor ABA0B0 corresponds
in fact to the metric ab:
ab = ABA0B0 : (2.28)
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12. The correspondence between Hermitian spinors and tensors can be made rigorous by
means of the Infeld-van der Waerden symbols, which establish a one-to-one correspon-
dence between Hermitian spinors with n primed and n unprimed indices, and tensors of
valence n; in this process each tensor index a is replaced by a pair of spinor indices AA0.
For example, the correspondence between a vector V a and a spinor V AA
0
is given by
V AA
0  V a AA0a ; (2.29)
V a  V AA0aAA0 :
For more properties of the mixed spinor-tensor symbols  AA
0
a see [5], [28]. For simplicity,
we will omit writing these symbols for the remaining of this thesis.
13. We mentioned in property (3) that antisymmetric spinors simplify. They do so with the
help of the skew tensor AB, as follows: a skew pair of indices can be removed as an 
spinor with a contraction on the removed indices:
S:::[AB]::: =
1
2
ABS:::C
C
::: (2.30)
From this point of view, any spinor can be reduced to a combination of  spinors and
symmetric spinors. The same property holds for complex conjugate spinors as well. This,
together with property (3), and the fact that spinor indices only take two values, shows
that spinor calculus is much simpler than tensor calculus.
14. An example of interest that will be used in section 3.3 is a valence two skew tensor, Sab.
Such a tensor can be written as:
Sab = SAA0BB0 = SABA0B0 = SABA0B0 + SA0B0AB; (2.31)
where SAB and SA0B0 are symmetric spinors, called the anti-self-dual (a.s.d.) and self-dual
(s.d.) parts of Sab, respectively, satisfying [12]:
Tab =  iTab, if Tab = SABA0B0 ; (2.32)
and
Tab = iTab, if Tab = SA0B0AB: (2.33)
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In a Lorentzian space-time, SAB and SA0B0 are related by the complex conjugation anti-
isomorphism. In general, a complex space-time and a four complex-dimensional Rie-
mannian manifold cannot be distinguished, which allows the following property to be
valid in both types of spaces.
The arena for twistors, as it will be shown soon, is a complexied compactied Minkowski
space-time. One can dene an operation of complex conjugation in complexied space-
times, but this map is not invariant under general holomorphic coordinate transforma-
tions in a complex space [28]. In this case, a real quantity is replaced by its complex
conjugate, but a pair of complex conjugate quantities (; ) is replaced by independent
complex quantities (;e).
15. The dual of a skew two-tensor Sab is given by:
Sab =
1
2
" cdab Scd; (2.34)
where "abcd is a completely skew four-tensor. The spinor version of "abcd is:
"abcd = AA0BB0CC0DD0 = ABCDA0B0C0D0 ; (2.35)
which can be simplied by using property (13) as:
"abcd = i (ACBDA0D0B0C0   ADBCA0C0B0D0) : (2.36)
Raising the last two indices, we obtain:
" cdab = i

 CA 
D
B 
D0
A0 
C0
B0    DA  CB  C
0
A0 
D0
B0

; (2.37)
which, used in (2.34), leads to:
Sab =  iSABA0B0 + iSA0B0AB: (2.38)
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16. We end this section by introducing a brief description of the spinor connection. A spinor
eld A denes a null a.s.d. skew vector (with a sign ambiguity) [12]:
Fab = FABA0B0 + FA0B0AB; (2.39)
where FAB; and FA0B0 are symmetric. By using property (3) we can factorize both spinors
and write:
Fab = ABA0B0 + A0B0AB: (2.40)
The Levi-Civita connection ra of the Minkowski spaceM extends uniquely for null a.s.d.
skew two-vectors to dene a connection rAA0 on the spin bundles, provided:
rAA0BC = 0 = rAA0B0C0 : (2.41)
All these properties seem to point to the fact that spinor calculus is indeed much simpler
than tensor calculus. Nonetheless, in section 3.3 we will want to write our nal results
in tensor language, for which physical intuition is much better developed.
2.2 THE CONFORMAL GROUP C(1; 3)
One of the main features of twistor theory is that it is a conformal theory. This section shows
that the conformal character arises naturally in spinor calculus, and consequently, becomes
a natural part of twistor theory.
We shall dene rst what is meant by a conformal map: a map of the Minkowski space-
time M to itself which preserves its conformal structure, that is sends the metric gab to
egab = 
2gab (2.42)
for some nowhere zero smooth function 
:
We should mention here that (M; gab) and (M; egab) have identical causal structures if and
only if gab and egab are related by a conformal transformation [35]. The conformal structure
of a space-time is in fact the null cone structure of that space-time.
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In addition to all the spinor quantities dened in the previous section, one natural step
in constructing the spinor calculus is to nd the analogue of the Lie derivative from tensor
calculus, that is to nd an expression for the Lie derivative of a spinor A in the direction
of a vector eld Xa:
It can be shown that this is possible only for conformal Killing vectors X which satisfy:
LXgab = kgab; (2.43)
for constant k, and indices a; b = 0; 1; 2; 3: Here LX denotes the Lie derivative in the direction
of the vector X.
(2.43) can be written as [12]:
r(aXb) = 1
2
kgab; (2.44)
with general solution of the form:
Xa = pa  Mabxb +Dxa + [2(q  x)xa   qa(x  x)]; (2.45)
where pa; Mab =  Mba, D and qa are constants of integration.
The Killing vectors generate the conformal group C(1; 3). From (2.45) we can see that
C(1; 3) is fteen-dimensional, depending on the following parameters:
 ten of them, pa and Mab, generate the Poincaré group which is given by the semidirect
sum of the translations pa and the Lorentz transformations Mab:
xa 7 !Mbaxb + pa =  Mabxb + pa: (2.46)
As seen in section 2.2, the Lorentz transformations preserve the metric gab; the transla-
tions pa act on xa as:
xa 7 ! xa + a,
where a is a constant. The commutation relations of the generators of the Poincaré
group will be presented in detail in Chapter 3. As the full symmetry group of relativistic
eld theories, the representations of the Poincaré group describe all elementary particles
and is therefore of major importance.
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 D denes a dilation, sending
xa 7! xa; (2.47)
for  > 0;
 four of them, qa, dene the special conformal transformations.
If the meaning of pa; Mab andD is obvious, that is not the case with the special conformal
transformations. To determine their signicance, set all the parameters equal to zero, except
qa, in (2.45). We obtain the equation:
Xa =
@xa
@s
= 2(q  x)xa   qa(x  x); (2.48)
with solutions [12]:
xa(s) =
xa(0)  sqa(0)
1  2s(q  x(0)) + s2(q  q)(0) ; (2.49)
where  = xaxa = x  x.
Note that we obtain innite values of Xa at the zeroes of the quadratic denominator.
This suggests introducing some points at innity in Minkowski space, thus compactifying
it. The role of the special conformal transformations is to interchange the points at innity
with nite points of M.
To describe the points at innity, one considers rst a six-dimensional real manifold with
a at metric of signature (2; 4) which in coordinates (t; v; w; x; y; z) has the form:
ds2 = dt2 + dv2   dw2   dx2   dy2   dz2: (2.50)
The O(2; 4) null cone is then given by:
t2 + v2   w2   x2   y2   z2 = 0: (2.51)
The group O(2; 4) preserves the form (2.50) and is 2-1 isomorphic to the conformal group
C(1; 3):
The compactied Minkowski space Mc consists of M with a null cone at innity, and the
special conformal transformations interchange this cone with the null cone of the origin [12].
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Figure 2.2: The null cones of the
origin and innity.
Although we started this section with the apparent goal of dening a spinor Lie derivative,
the real purpose was to show that the conformal group arises naturally in spinor theory. Like
the Lorentz group, the conformal group is not connected either. The component of interest
is the one that contains the identity, denoted by C"+(1; 3), doubly covered by SO(2; 4).
2.3 ELEMENTS OF TWISTOR THEORY
The programme of twistor theory is to provide a complete non-local description of the geom-
etry of space-time by using twistors rather than points, and be able to recreate basic physics
in this new language [27]. Twistor theory seems to be a perfect t in this context, as it
naturally brings in complex numbers required by quantum physics.
The spinor algebra presented in section 2.1 could not accomplish this goal by itself,
twistor algebra needed to be introduced.
It is not entirely clear how one should proceed to describe the concept of a twistor, for
there are many ways to do so [11]:
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 Geometrically, a (null) twistor can be described as an entire light ray (the "life" of a
photon: its past, present, and future). A space-time event E will then be thought of as
the family of light rays that pass through E, with an S2 topology. This family of light
rays is called a celestial sphere.
 Twistors can also be dened in terms of physical quantities characterizing the classical
system of zero-rest-mass, such as (null) momentum pa, and angular momentum Mab.
In this approach, twistors transform in a natural way under the group SU(2; 2), and in
particular under the Poincaré group. Twistors can also be dened as elements of the
natural representation space C4 for SU(2; 2), via the following covering maps:
SU(2; 2) 2:1 ! SO(2; 4) 2:1 ! C"+(1; 3): (2.52)
 Twistors can be viewed as solutions to a di¤erential equation, called twistor equation.
 From another geometric point of view, the locations of twistors can be described in
terms of the geometry of a three-dimensional complex projective space, as totally null
2-surfaces, called -planes:
2.3.1 Complexied Minkowski Space-Time
For a complete description of twistors we will need an upgrade of the Minkowski space
time, namely the complexied compactied Minkowski space, CMc. We discussed briey the
compactication of M, denoted Mc, in section (2.2).
CM is a four-dimensional complex manifold, C4, endowed with a non-degenerate complex
bilinear form , such that:
 (z; w)  z0w0   z1w1   z2w2   z3w3 = zawa; (2.53)
where z = (z0; z1; z2; z3) and w = (w0; w1; w2; w3) are arbitrary four-complex dimensional
vectors.
As in the real case, to each vector za in C4 we can attach a matrix zAA0:
za 7 ! zAA0 = 1p
2
0@ z0 + z3 z1 + iz2
z1   iz2 z0   z3
1A ;
but this matrix is not Hermitian any longer.
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2.3.2 The Twistor Equation
One way in which twistors arise naturally in CM is as solutions of a di¤erential equation,
called twistor equation:
rA0(AB) = 0: (2.54)
Here rA0A denotes the spinor covariant derivative from equation (2.41).
Twistor theory is a conformal theory. This is derived from the fact that (2.54) is invariant
under a conformal rescaling of the metric tensor, and of the epsilon spinor [12]:
egab = 
2gab and eAB = 
AB:
The general solution of (2.54), depending on the point x 2 CM, has the form:
A (x) = !A   ixAA0A0 ; (2.55)
where !A is a constant of integration, and A0 is a constant associated with this specic
solution. xAA
0
is the spinor version of the position vector xa with respect to some origin.
Note that the solutions A are completely determined by the four complex components
of !A and A0 in a spin-frame at the origin.
The pair of spinor elds (!A; A0) is called a twistor and is usually denoted by Z, with
Z = (Z0; Z1; Z2; Z3) = (!0; !1; 00 ; 10): (2.56)
The collection of all twistors determines a four-dimensional complex vector space, called
twistor space, and denoted by T.
The four complex components of Z completely determine the solutions A (x). A is
called the spinor eld associated with the twistor Z.
We can think of a twistor as a pair of spinors related by a di¤erential equation, or as a
nonzero four-dimensional complex vector.
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Geometrically, the location of the twistor Z is given by the vanishing of the associated
spinor A. This gives the equation:
A (x) = 0 =) !A = ixAA0A0 : (2.57)
Since in spinor theory each equation is accompanied by its complex conjugate, we can
also dene a complex conjugate twistor equation:
rA(A0'B0) = 0; (2.58)
with solution
'A
0
(x) = &A
0   ixA0AA: (2.59)
In this case, the pair of spinors (A; &A
0
) determines a dual twistor,W, and the collection
of all dual twistors is called the dual twistor space, T.
2.3.3 Twistor Pseudonorm
The twistor algebra has many interesting properties, but here we will only focus on aspects
that will be used in this work. One such aspect is related to dening the norm of a twistor:
ZZ = !
AA + A0!
A0 = !00 + !
11 + 00!
00 + 10!
10 ; (2.60)
where we used that the conjugate of Z = (!A; A0) is given by Z =
 
A; !
A0

:
By introducing new variables (w; x; y; z) 2 C4 via the relations [11]:
!0 = w + y; !1 = x+ z; 00 = w   y; 10 = x  z; (2.61)
(2.60) becomes:
1
2
ZZ = ww + xx  yy   zz: (2.62)
ZZ is called the (pseudo)norm of the twistor Z.
The following quantity is called the helicity of the twistor Z:
 =
1
2
ZZ: (2.63)
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It can be shown that the twistor pseudonorm is conformal invariant and is a point
independent property of the twistor space [28].
From (2.62), the helicity can be seen to be a quadratic Hermitian form of signature
(2; 2), and so it is preserved by the group U(2; 2). There is another group of interest, in
fact a subgroup of U(2; 2), which, in addition to preserving the helicity , also preserves the
twistor epsilon tensor : This subgroup is SU(2; 2), and for U 2 SU(2; 2) we have :
UU

U

U


 = : (2.64)
This condition is equivalent to det(U) = 1. As mentioned in (2.52), SU(2; 2) is very
important as it is locally isomorphic with the conformal group C(1; 3), and 4-1 homomorphic
with C"+(1; 3). It turns out that twistors form a 4-1 representation space for C
"
+(1; 3) :
Based on the sign of the helicity, twistors can be classied as:
 null, if  = 0. This denes the space of null twistors, N:
 right-handed, if  > 0. This denes the top half T+ of the twistor space T:
 left-handed, if  < 0. This denes the bottom half T  of T.
The case when the helicity is equal to zero is of particular interest. For a xed twistor,
!A and A0 are constant spinors; equation (2.57) can then be regarded as an equation for
xAA
0
: The solution of this equation is in general complex, and is given by
Z : x
AA0 = xAA
0
(0) + AA
0
; (2.65)
where A is an arbitrary spinor and xAA
0
(0) is a particular solution. Since the Minkowski
space is an a¢ ne space, we can adjust the origin such that the particular solution is in fact
the solution at the origin.
If real solutions exist, then xAA
0
= xAA
0
, and we obtain that:
ZZ = !
AA + A0!
A0 = ixAA
0
A0A   ixA0AAA0 = 0: (2.66)
We see that real points can only exist in the region of the twistor space of zero helicity.
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It can be shown that if (2.66) holds and A0 6= 0, the solution space of (2.57) in M is a
null geodesic for real values of r [12]:
xAA
0
= xAA
0
(0) + rAA
0
: (2.67)
If A0 = 0, the twistor (!A; 0) can be regarded as a twistor at innity, lying in the
compactication of the Minkowski space. This twistor is denoted by I and is represented
by the matrix [28]:
I =
0@ 0 0
0 A
0B0
1A : (2.68)
Its dual (and twistor complex conjugate) is:
I =
0@ AB 0
0 0
1A (2.69)
This is one other way of obtaining the compactication of the complexied Minkowski space,
by adding a twistor at innity.
The innity twistors are objects which break the conformal invariance: the conformal
group SU(2; 2) acts on the twistor space T  C4 n f0g, but only the Poincaré group (which
is a subspace of SU(2; 2)) preserves I [13].
2.3.4 -planes and -planes
The locus of a twistor Z in CM is given by the region in which its associated spinor eld
A vanishes [11], leading to the equation:
!A = ixAA
0
A0 :
The solution of this equation is described in (2.65). Since A varies, we obtain a family
of vectors xAA
0
passing through xAA
0
(0). Their endpoints determine a complex two-plane
with tangent vectors of the form
va = AA
0
; (2.70)
for xed A
0
and varying A.
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One can easily show that these vectors are null:
vav
a =
 
AA
 
A
0
A0

= 0;
and mutually orthogonal:
vawa = (
AA)(
A0A0) = 0:
This last relation also tells us that the metric  this complex two-plane inherits from the
Minkowski space is null, since:
 (v; w) = abv
awb = v
awa = 0. (2.71)
It follows that the locus of the twistor Z is a null two-plane in complexied Minkowski
space. Such a plane consists of all the endpoints of the complex vectors AA
0
originating
from the point xAA
0
(0), and is called an -plane. -planes are totally null two-planes that
are self-dual, in the sense that the two form that can be associated to any two vectors in the
plane satises (2.34) [28].
xAA’(0)
?-plane
Figure 2.3: The -plane is determined by the
endpoints of the vectors corresponding to the
solutions of the null twistor equation.
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Similarly, the location of a dual twistor W in CM is a null two-plane, called a -plane,
which has the property of being anti-self-dual. By setting 'A
0
(x) equal to zero, we obtain
the following equation for xA
0A:
&A
0
= ixA
0AA; (2.72)
with solution
xA
0A = xA
0A
0 + 
A0A; (2.73)
where A
0
varies and A is xed.
It is very important to note that in complex Minkowski space, there are two distinct
families of totally null two-planes: the -planes corresponding to Z twistors, and the -
planes corresponding to dual twistors W. This will be of interest when we discuss the
interpretation of the twistor space as a quadric in CP5.
In the case when A0 = 0, there is no nite locus of the twistor Z. If, additionally, !A is
nonzero, then the locus of the twistor Z can be interpreted as a generator of the null cone
at innity [28].
2.3.5 Projective Twistor Space
We saw from equation (2.65) that a twistor Z = (!A; A0) determines an -plane; it is
obvious that a multiple of Z will determine the same -plane. Viceversa, an -plane
determines a twistor, but not uniquely, only up to a scale factor :
(!A; A0)  (!A; A0); (2.74)
for  2 C n f0g. This freedom is not a shortcoming of twistor theory, in fact it is of interest
when one brings in quantum physics.
Equation (2.74) states that an -plane is an equivalence class of twistors [Z], called
projective twistor. The set of all such equivalence classes (-planes) determine the projective
twistor space, PT, in which the -planes are represented by points.
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The extra information contained in the twistor space T compared to PT is the choice of
scale for the spinor A0 associated to a particular -plane.
Since the twistors Z are dened in C4 and obey the equivalence relation (2.74), it follows
that the projective twistor space PT can be represented by a three-dimensional complex
projective space.
In general, we will use the notation Z even if we refer to the equivalence class [Z], but
in that case the components of Z in (2.56) will be written between square brackets and
referred to as "homogeneous coordinates" of the corresponding point in PT.
Similarly, -planes correspond to points in a dual projective twistor space, denoted PT,
also represented by a CP3.
In the projective twistor space, the norm of a twistor is not well-dened any longer, but
the sign of the norm can still be used to divide the projective twistor space into three regions,
PT+, PN, and PT , corresponding to  > 0;  = 0, and  < 0, respectively.
2.3.6 Geometric Correspondences
We saw that points in PT correspond to -planes, and from (2.67) we have that points in
PN correspond to null geodesics. If an -plane contains a real point, then it will contain the
whole null geodesic given in (2.67).
Figure 2.4 describes some of the geometric correspondences mentioned in this section:
for X and Y null twistors, their corresponding null geodesics, X and Y , meet at the point
p. The points p and q are said to be null separated if there is a null geodesic  joining them.
Each point will be represented in PT by a projective line (Lp and Lq), and the null geodesic 
joining p and q in CM, becomes the intersection point of Lp and Lq in PT. Each null twistor
is represented by a point in PN, and the point at the intersection of the null geodesics X
and Y is represented by a line passing through the points corresponding to the two null
twistors X and Y .
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p q
?X ?Y
PT PN
?
Lp Lq
?
X
Y
Lp
Figure 2.4: Geometric correspondences in the complexied Minkowski
space, PT and PN.
Other geometric correspondences can be made as follows: if we interpret (2.57) as an
equation with xAA
0
xed and solve for (!A; A0), we obtain that
!A = ixAA
0
A0 ;
with A0 arbitrary, which denes a complex two-plane.
Factorization by the equivalence relation (2.74) leads to a CP1, with the two-sphere
topology. The xed space-time point x determines a Riemann sphere in PT. If x is real, this
sphere lies entirely in PN.
We obtain that a complex space-time point corresponds to a sphere in PT, and a real
space-time point corresponds to a sphere in PN.
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2.3.7 Space-Time Points as Intersection of Twistors
Consider two null twistors Z1 and Z

2 with their respective null geodesics, Z1 and Z2
dened as in (2.67). Since Z1 and Z

2 are null, they satisfy
Z1 Z1 = 0 = Z

2 Z2: (2.75)
The condition for these geodesics to meet at a point P 2M is [12]:
Z1 Z2 = 0: (2.76)
This is called incidence of twistors condition.
Since real points can only exist in N, we may dene a point in the real Minkowski space
M by the intersection of two null geodesics. From (2.75) and (2.76) it follows that any
nontrivial linear combination of the null twistors Z1 and Z

2 :
Z = Z1 + Z

1 ; (2.77)
for (; ) 2 C2 n (0; 0) ; will also be null and will dene a null geodesic, Z , which intersects
the other two geodesics at the same intersection point, P 2M. Since  and  are arbitrary,
(2.77) denes a family of null geodesics intersecting at P , that is it denes the null cone of
the point P .
P
Figure 2.5: Points are
represented by intersections
of null twistors.
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This null cone is a two-dimensional subspace of the twistor space T, lying entirely in N,
or can be thought of as a projective line LP lying in PN.
The family of null geodesics corresponding to the null twistor Z in (2.77), intersecting
at the point P , can be interpreted as actually representing the point P .
In general, any two-dimensional subspace of T can be interpreted as a point in Minkowski
space, but the point is not real unless Z1 and Z

2 are null and orthogonal [28].
Consider now the lines in PT which do not lie entirely in PN. An arbitrary line passing
through the two points Z1 and Z

2 is given by:
P = Z1 Z

2   Z2 Z1 : (2.78)
The point P corresponds thus (up to proportionality) to a simple skew 2-index twistor
P, satisfying:
P = P [], and P [P ] = 0: (2.79)
Finally, for P to represent a nite point of M, it is also required that
PI 6= 0, (2.80)
where I is one of the innity twistors dened in (2.68).
It has been shown thus that twistor geometry can be used to replace entirely the pointwise
approach to the structure of space-time [28].
This concludes our presentation of the basic properties of spinors and twistors.
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3.0 NULL DECOMPOSITION OF CONFORMAL ALGEBRAS
In chapter two we focused on a more mathematical description of twistors. In order to
provide a better understanding of the motivation for studying conformal algebras, we start
by describing how a twistor can be represented in terms of physical quantities as a classical
zero-rest-mass (z.r.m.) system. Such a system is described by the total momentum pa, which
is a future pointing null vector eld, and by the skew angular momentumMab =  M ba with
respect to some choice of origin in CM.
The following proposition establishes the connection between twistor quantities and the
physical quantities pa and Mab [26].
Proposition 1. A pair fpa;Mabg represents a z.r.m. system if and only if there exists a
pair of spinors (!A; A0) such that
pa = AA0 ; (3.1)
and
Mab = i!(AB)A
0B0   i!(A0B0)AB; (3.2)
where A is the complex conjugate of A0, and !A0 is the complex conjugate of !A.
The position dependence of these tensors with respect to some origin is described by [28]:
pa = pa(0); (3.3)
Mab = Mab(0)  xapb + xbpa:
Same quantities appeared as the generators of the conformal group, where we interpreted pa
as the translations, and Mab as the Lorentz transformations.
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Single twistors can be used to construct massive systems; in [11], [29], a twistor model
of hadrons has been developed. It becomes clear that twistors can be viewed to be more
primordial than points and particles; they represent dual objects which can be used to
describe both matter and the geometry of space-time.
In addition to the operators associated to the momentum pa and angular momentumMab,
there is one other natural operator which arises in twistor theory, namely the squared-mass
operator, p2 [11].
We saw in chapter two that twistor theory is a conformal theory. The action of the
conformal group as a whole on a quantum mechanical system changes the mass of that
system, but its Poincaré subgroup commutes with the squared-mass operator. This seems
to suggest that we should be interested in the Poincaré subalgebra of the system, instead of
the full conformal one.
In 1939 [39], Wigner constructed a maximal subgroup of the Lorentz group whose trans-
formations leave the four-momentum of a particle invariant. This subgroup is calledWigners
little group.
Wigner used the little groups of the Poincaré group to discuss space-time symmetries of
relativistic particles, and established connections between particle theory and representations
of Lie groups and Lie algebras. The mass m =
p
p2 is a Casimir invariant of the Poincaré
group; irreducible representations of the Poincaré Lie algebra can then be classied according
to whether the mass is zero or positive. The disadvantage of the Poincaré group is that it is
not semisimple, and many techniques are developed for semisimple algebras.
An extension of the Poincaré group, the conformal group, is semisimple, but, unfortu-
nately, it changes the mass of the quantum system it acts on.
The study of the null decomposition of conformal algebras is done in the context of
broken conformal invariance, by xing the squared-mass operator p2. We consider here the
enveloping algebra of the conformal algebra of SO(p+1; q+1) of an n-dimensional space-time
with p + q = n. The associative property of the enveloping algebra is used in working with
quantum operators.
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To this enveloping algebra, we adjoin the element p 2, and then extract the subalgebra
which commutes with p2. This subalgebra, denoted R, in addition to the generators of the
Poincaré Lie algebra, will depend on a vector operator Ra, which is shown to commute with
the mass of the system and with the translations pa.
The operator Ra preserves the relevant information when the conformal invariance is
broken; it is constructed from the generators of the conformal group (the translations pa,
the Lorentz transformations Mab, the dilation operator D, and the special conformal trans-
formations qa), but in the process of symmetry breaking the operator D is removed.
The construction of the Ra allows reducing the analysis of the representations of the
conformal algebras to a discussion of the representations of a "little algebra" in analogy to
Wigners little group. The di¤erence is that the algebra obtained is not a nite-dimensional
Lie algebra, as the commutator of the Ra operator with itself contains a cubic term.
One other important aspect of this chapter is the construction of the Casimir invariants
of these conformal algebras. These operators generate the center of the universal enveloping
algebra, commuting with all the generators of the algebra. Constructing them for various
dimensionalities has proved to be a challenging process. In the general case, due to the
complexity of the expressions involved, we could construct only one of them [22]; for ve
dimensions and lower, we had to exploit the particularities of each dimension to obtain all
the Casimir invariants, as follows:
 In ve dimensions, we use spinor properties and techniques, described in Section 2.1 of
this thesis [21].
 In four dimensions [31] the Pauli-Lubanski tensor has been used; at this moment we
anticipate that the same spinorial approach from the ve-dimensional case can be used
here as well, but this will make the object of future research.
 In three dimensions we use a standard quantum mechanical model, and the properties
of the three-dimensional completely antisymmetric tensor "abc:
 In two dimensions we use the fact that any skew tensor can be written as a multiple of
the skew tensor "ab.
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3.1 BASIC COMMUTATION RELATIONS
We start by considering the general case of the conformal algebra of an n-dimensional a¢ ne
space equipped with a metric of signature (p; q), where p and q are non-negative integers
such that p + q = n. The algebra of this space is the Lie algebra of SO(p + 1; q + 1), with
generators satisfying the commutation relation [11]:
[MAB;MCD] = gACMBD   gBCMAD   gADMBC + gBDMAC : (3.4)
Here MAB are skew, and the upper case Latin indices run from 0 to n + 1. The metric
gAB = gBA is a real symmetric metric of signature (p+ 1; q + 1).
We use a null decomposition of the metric gAB, describing it by the (n + 2)  (n + 2)
symmetric matrix:
gAB =
0BBB@
0 0 1
0 gab 0
1 0 0
1CCCA : (3.5)
Throughout this chapter, the lower case Latin indices run from 1 to n. Explicitly, the entries
of the matrix of the metric are given by:
g00 = gn+1n+1 = 0; g0a = ga0 = gn+1a = gan+1 = 0; g0n+1 = gn+10 = 1: (3.6)
The n  n-symmetric matrix gab = gba is the metric of the n-dimensional space time, of
signature (p; q).
By requiring that
M0a = pa; Mn+1a = qa; M0n+1 = D; and Mab =  Mba; (3.7)
the tensor MAB =  MBA can be described by an (n+ 2) (n+ 2) skew matrix:
MAB =
0BBB@
0 pa D
 pb Mab  qb
 D qa 0
1CCCA : (3.8)
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Mab is itself an nn skew matrix and represents the analogue of the angular momentum
in n dimensions, pa represents the translations, qa the special conformal transformations,
and D is the dilation operator.
The generators of the full conformal algebra are thus: pa, qa, Mab and D.
Remark 2. By a notation and language abuse we will refer to the conformal algebra described
by the (n+ 2) (n+ 2) skew matrix of the generators MAB as an n-dimensional conformal
algebra. In this approach it is the dimensionality of the space-time to which we associate this
conformal algebra that is relevant, and for the general case the space-time is n-dimensional.
From equations (3.4)-(3.8), we obtain the following basic commutation relations of the
conformal algebra as:
[pa; pb] = 0; [qa; qb] = 0; [pa; qb] =Mab + gabD; (3.9)
[Mab; pc] = gacpb   gbcpa; [Mab; qc] = gacqb   gbcqa;
[Mab;Mcd] = gacMbd   gbcMad   gadMbc + gbdMac;
[D; pa] =  pa; [D; qa] = qa; [D;Mab] = 0:
We are interested in the following subalgebras, satisfying the commutation relations (3.9):
 the full conformal algebra C, spanned by the operators pa; Mab; D; and qa, of real
dimension (n+ 1)(n+ 2)=2;
 the subalgebra D of C, spanned by pa; Mab; and D, of real dimension (n2 + n + 2)=2;
this is called the Weyl algebra;
 the subalgebra P of C, spanned by pa and Mab, of real dimension n(n + 1)=2; this is
called the Poincaré algebra, or the Euclidean algebra, depending on the signature of the
metric ((1; 3) for the Poincaré algebra, and (4; 0) for the Euclidean case).
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Following the notation introduced in [31], we denote by Ce; De; Pe their corresponding
enveloping algebras.
pa
MabDqa
Figure 3.1: The conformal algebra,
Weyl algebra, and Poincare algebra.
Throughout this chapter we will use p2 or p  p to denote papa, and also p 2 = (p2) 1 =
(p  p) 1 = (papa) 1. Adjoin to each of the above algebras the element p 2 and its powers
(p 2)r, where r is a positive integer, such that:
p 2p2 = p2p 2 = 1; (3.10)
and
[p 2; X] =  p 2[p2; X]p 2; (3.11)
for any X in Ce. Note that p 2 is the inverse of p2, where p2 is the squared-mass operator
of the system. The resulting algebras will be denoted by Ce (p 2) ; De (p 2) ; Pe (p 2), so
implicitly the representations that this work applies to are those of non-zero mass only. As
mentioned earlier, the squared-mass operator p2 is a Casimir invariant for Pe.
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3.2 THE N-DIMENSIONAL CASE
3.2.1 The R-algebra
Recall that one of the main goals is to construct the operator Ra that will commute with
the operator p2.
Note that the commutation relation of p with the special conformal transformations q is
determined by the full conformal algebra in (3.9), and this relation leads to the commutator:
[p2; qa] = pa(2D   1)  (Mabpb + pbMab): (3.12)
We want to construct an operator Q, built from the subalgebra De (p 2), that will obey
the same commutation relation with p as q does:
[pa; Qb] =Mab + gabD:
This implies that the commutation relation with p2 will also be the same:
[p2; Qa] = pa(2D   1)  (Mabpb + pbMab) = [p2; qa]:
Then by taking the di¤erence qa   Qa we should obtain the vector operator Ra which will
commute with p2, as desired.
The construction of the operator Qa requires a few steps, described in the following. The
rst step consists in the introduction of a Hermitian operator constructed in Pe (p 2) that
behaves like a position operator:
2p2xa =Mabp
b + pbMab = 2xap
2; (3.13)
satisfying the relation:
x  p = n  1
2
: (3.14)
From this relation we can see that xa is not a full position operator.
Introduce the notation:
k =
n  1
2
: (3.15)
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By using the commutation relations (3.9), we can also write xa as:
p2xa =Mabp
b + kpa: (3.16)
The operators xa and p2 commute since xa lies in Pe (p 2).
By using (3.13) in (3.12) we obtain a new expression for the commutator of p2 with qa:
[p2; qa] = pa(2D   1)  2p2xa: (3.17)
Dene also the analogue of the orbital angular momentum in n dimensions:
Lab = xapb   xbpa =  Lba; (3.18)
and the intrinsic spin:
Sab =Mab   Lab =  Sba: (3.19)
It is now straightforward to verify that Sab is orthogonal to pa:
Sabp
b = pbSab = 0: (3.20)
Finally, dene a projected metric tensor:
hab = gab   p 2papb: (3.21)
Note that pahab = habpa = 0 and h aa = n  1. The commutation relations satised by these
new operators can be found in appendix A.
The algebra Pe(p 2) can be written now in terms of the operators xa; pa; Sab (with
n  1; n, and (n  1)(n  2)=2 degrees of freedom, respectively) as follows:
[pa; pb] = 0; [xa; pb] = hab; (3.22)
p2[xa; xb] =  Sab   xapb + xbpa;
[Sab; pc] = 0; [p
2; Sab] = 0;
p2[Sab; xc] = Sacpb   Sbcpa;
[Sab; Scd] = hacSbd   hbcSad   hadSbc + hbdSac:
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The next step is to pass to the Weyl algebra De(p 2), which allows us to dene a full
position operator:
p2ya = p
2xa   pa(D   l); (3.23)
such that [ya; pb] = gab: Here l is a pure number to be determined, and D is the dilation
operator with commutation relations described in (3.9).
This new operator, ya, can be regarded as unconstrained if we think of D as being dened
in terms of ya by means of the relations y  p = 1 D+ k+ l (see equations (3.27) and (3.28)
below). Then ya obeys the commutation relations:
[p2; ya] =  2pa; p2[ya; yb] =  Sab: (3.24)
(Additional commutation relations can be found in the appendix A.)
Finally, consider the full conformal algebra Ce(p 2). We are ready to dene the operator
Qa, from De(p 2), as follows:
Qa = y
bSab +  (y  y) pa +  (y  p) ya: (3.25)
We see that this new operator is made from Mab; D and pa only, with  and  constants.
When commuted with the p operator, we obtain that:
[pa; Qb] = Sab   2yapb   ybpa + gab(1  y  p): (3.26)
Requiring that this commutation relation is the same as [pa; qb], we obtain the following
values for the constants ;  and l:
 =  1
2
;  = 1; l =  k: (3.27)
In addition to these, we also have:
y  p = 1 D: (3.28)
Written in terms of the operator xa, we have now that:
Qa = x
bSab   1
2
(x  x) pa   xaD + 1
2
p 2pa
 
D2 +D   k2 : (3.29)
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The newly dened operator Q satises:
[pa; Qb] = Mab +Dgab; (3.30)
[p2; Qa] = pa(2D   1)  2p2xa;
2p2[Qa; Qb] =  (n  3)(n  2)Sab + 2Sc[aScdSb]d:
Note that (3.30ii) is the same as (3.17), as desired.
The nal step is to dene the operator Ra in Ce(p 2) to be:
Ra = qa  Qa; (3.31)
with the key commutation relations
[pa; Rb] = 0, and [p2; Ra] = 0:
This is the operator that preserves the information about the system when the conformal
invariance is broken.
We obtain in this way the algebra which we will call the R-algebra. It is generated by
the operators Ra; pa, and Sab, satisfying the commutation relations:
[pa; pb] = 0; [Ra; pb] = 0; [Sab; pc] = 0; (3.32)
p2[Sab; Rc] = p
2hacRb   p2hbcRa   gac(R  p)pb + gbc(R  p)pa;
[Sab; Scd] = hacSbd   hbcSad   hadSbc + hbdSac;
2p2[Ra; Rb] = [(n  3) (n  2)  4 (R  p)]Sab   2Sc[aScdSb]d
+(RcSac + SacR
c) pb   (RcSbc + SbcRc) pa:
The last relation is derived by a very lengthy calculation. In fact, most formulas in
this chapter require signicant work, and wherever the details of their derivation were not
particularly important, we chose to present only nal formulas.
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The following theorem summarizes the results obtained in this section in the style of [31].
Theorem 3. Dene in Ce(p 2) the operator Ra by the formula:
p2Ra = p
2qa   p2xbSab + 1
2
p2 (x  x) pa + p2xaD   1
2
pa
 
D2 +D   k2 :
Then Ra is translationally invariant:
[Ra; pb] = 0:
Also, p4(Ra   qa) 2 De, and Ra has the following commutation relations:
8>>>>>>><>>>>>>>:
[D;Ra] = Ra;
p2[Sab; Rc] = p
2hacRb   p2hbcRa   gac(R  p)pb + gbc(R  p)pa;
2p2[Ra; Rb] = [(n  3) (n  2)  4 (R  p)]Sab   2Sc[aScdSb]d
+(RcSac + SacR
c) pb   (RcSbc + SbcRc) pa:
(3.33)
The freedom in choosing Ra 2 Ce(p 2), obeying
[p2; Ra] = 0; p
4(Ra   qa) 2 De;
is Ra ! Ra + p4ga where ga 2 Pe, and [D; ga] = 5ga.
Also, Ce(p 2) is generated by D and the R-algebra.
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3.2.2 Casimir Invariants
Now that we constructed the R-algebra, we will focus on nding its Casimir invariants.
Recall that these are operators which commute with the generators of the algebra, hence
with all the elements of the algebra. As shown in the previous section, the R-algebra is
generated by the operators Ra; pa, and Sab, such that all these generators commute with
the squared-mass operator. In order to simplify the expressions, we can introduce two new
operators:
Sa = Rbh
b
a; (3.34)
with hab as in (3.21), and
S = R  p = Rapa: (3.35)
Note that paSa = Sapa = 0 and paSab = Sabpa = 0: From now on, the vector operator Ra
will be replaced by Sa, and the projected metric tensor hab will be used to raise and lower
the indices of this new operator.
Although we replaced the operator Ra by Sa, we will still refer to the algebra constructed
as theR-algebra, since it satises the conditions we required, namely that all of its generators
commute with p2.
The commutation relations become:
[Sab; S] = 0; 2[Sa; S] = 2S
bSab   (n  2)Sa; (3.36)
[Sab; Sc] = hacSb   hbcSa;
[Sab; Scd] = hacSbd   hbcSad   hadSbc + hbdSac;
p2[Sa; Sb] = KSab   Sc[aScdSb]d;
where in the last relation we used the notation:
K =
(n  3) (n  2)
2
  2S: (3.37)
Note that by introducing these operators, Sa transforms like a vector with respect to the
intrinsic spin Sab, and the commutation relations are signicantly simpler. The generators
of the R-algebra are now the operators pa, Sab; Sa; and S.
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The following corollaries summarize our only general results on the Casimir invariants.
Corollary 4. The operator:
C1 = S +
1
4
SabS
ab; (3.38)
is a Casimir invariant of the algebra Ce(p 2):
Corollary 5. C1 and p2 are Casimir invariants for the R-algebra.
C1 can be used to reduce the number of generators just to the operators pa; Sa and Sab,
together with C1 itself.
It is known that SO(p+ 1; q+ 1) with p+ q = n has rank 1 + [n
2
], this being the number
of Casimir invariants as well [1], [6]. In principle, these invariants are given by the scalar
operators formed from products of MAB with itself, but in practice this observation is not
very helpful in nding the other Casimir invariants, due to the complexity of the expressions
obtained. Our attempts involved introducing yet another operator:
U = SaS
a: (3.39)
The commutation relations involving the operator U are:
[U; Sab] = 0; [U; S] = 0; (3.40)
and
p2[U; Sa] =
 
 ba + S
b
a + S
c
a S
b
c + S
d
a S
c
d S
c
b

Sb; (3.41)
where
 = (n  2)  n  1 + 2C1   12SabSab ;
 = n (n  1) + 4C1   SabSab;
 = 3n  4;
 = 2:
(3.42)
From (3.40) we see that U is a scalar with respect to Sab and S, in the sense that it
commutes with them. It is expected that U will be part of a Casimir invariant.
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To produce such an invariant, the building blocks must be combinations of the operators
U , C1, and generators of the general form SaFab(Scd)S
b and G (Scd). Here Fab(Scd) is a
function of Scd with a and b free indices (for example SadS dc S
c
e S
e
b ), and G (Scd) is a scalar
function of Scd (for example S ac S
c
b S
b
e S
e
a ).
If necessary, one can assume that Fab(Scd) is symmetric in the indices a and b, since the
skew part allows SaFabSb to be replaced by a commutator, which then can be assimilated
into the G term. However, except for nite dimensions n = p + q  5, we have not yet
been able to construct the remaining Casimirs. The basic problem is the complexity of the
relation (3.41).
3.3 THE 5-DIMENSIONAL CASE
We start by noting that the R-algebra depending on the generators Sab; Sa; S and pa is
valid in all dimensions. The one Casimir invariant we obtained for the general case can be
used to eliminate S.
For n = 5, the Lie algebra of SO(p + 1; q + 1) has rank 3. This algebra will have three
Casimir invariants, C1 being one of them. In order to nd the remaining ones we use the
special characteristics of the dimension n = 5. This case is relevant for the groups SO(1; 6),
SO(2; 5), and SO(3; 4).
The space-time is ve-dimensional, but since both Sa and Sab are orthogonal to pa, the
problem is e¤ectively reduced to a four-dimensional one. The representation of the space-
time in this case is SO(4).
It is known that the Lie algebra of SO(4) can be written as:
so(4)  su(2) su(2),
and the irreducible representations of su(2) are easy to describe by using spinors.
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3.3.1 Commutation Relations
We start by rewriting all commutation relations from the previous section in terms of spinors.
Recall that property (14) of spinors states that any skew tensor Sab can be written as:
Sab = ABSA0B0 + A0B0SAB; (3.43)
where SAB and SA0B0 are in this case independent symmetric spinors satisfying
[SAB; SA0B0 ] = 0: (3.44)
We also have:
Sa = SAA0 : (3.45)
These two formulas provide the spinor version of the generators of the R-algebra. C1 will
be thought of abstractly, as neither tensor nor spinor, with the only relevant property that
it commutes with all the elements of the algebra. p2 can be thought of as either papa or
pAA0p
AA0.
From (3.43) we have:
SA0B0 =
1
2
ABSab and SAB =
1
2
A
0B0Sab: (3.46)
Equations (3.46) and (3.36iii) yield now:
[SAB; SCD] = 2(A(CSD)B) and [SA0B0 ; SC0D0 ] = 2(A0(C0SD0)B0): (3.47)
Likewise, (3.46) and (3.36ii) give:
[SAB; SCC0 ] =  C(ASB)C0 and [SA0B0 ; SCC0 ] =  C0(A0SB0)C : (3.48)
It is assumed that if a relation holds, then its primed analogue holds as well. For brevity,
we will not keep repeating the primed analogues of unprimed equations.
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Since S has been eliminated, there is one more commutation relation to be translated
in spinor language, namely (3.36iv). The commutator p2[Sa; Sb] is skew in a and b, hence it
can be written as:
p2[Sa; Sb] = AByA0B0 + A0B0yAB; (3.49)
with yAB; yA0B0 symmetric spinors.
From (3.36iv) we have:
p2[Sa; Sb] = KSab + S[bjdjScdSa]c; (3.50)
with K = (n 3)(n 2)
2
  2S: For n = 5, we obtain K = 3  2S.
By analogy with (3.46):
yA0B0 =
1
2
ABp2[Sa; Sb] (3.51)
=
1
2
AB(KSab + SbdS
cdSac) = KSA0B0 +
1
2
ABSbdS
cdSac;
where we dropped the antisymmetrization on a; b since yA0B0 is symmetric.
The following notation is one of the many we will introduce in this section for the purpose
of simplication; let
SBDS
CD =  CB + S
C
B , (3.52)
where  and  are scalars. By choosing B = C in (3.52), and using that S AA = 0 we obtain
2 = SCDS
CD: (3.53)
Remark 6. Raising and lowering one dummy index in spinor language introduces a negative
sign SCDSCD =  S DC SCD.
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With these notations and by substituting (3.43) into (3.51), we obtain after simplication
the following expression for yA0B0:
yA0B0 =
 
3  2S + 0 + 3  02SA0B0 : (3.54)
We eliminate now S in favor of the Casimir operator C1 obtained in (3.38):
S = C1   1
4
SabS
ab: (3.55)
By using the notations (3.53) we can write:
SabS
ab = 4(+ 0); (3.56)
and so
S = C1   (+ 0): (3.57)
Equation (3.54) becomes now:
yA0B0 =
 
3  2C1 + 30 + 5  02

SA0B0 : (3.58)
We can in fact determine the value of the scalar  by expanding equation (3.47ii):
2 [SA0B0 ; SC0D0 ] = A0C0SB0D0 + A0D0SB0C0 + B0C0SA0D0 + B0D0SA0C0 ; (3.59)
which becomes:
2
h
SA0D0 ; S
D0
C0
i
= 4SA0C0 : (3.60)
By using (3.52ii), the above equation can be written as:h
SA0D0 ; S
D0
C0
i
= 0A0C0 + 
0SA0C0 + 0C0A0 + 
0SC0A0 = 2SA0C0 ; (3.61)
which nally leads to:
0 =  = 1: (3.62)
With the help of (3.57) and (3.62), equation (3.54) becomes:
yA0B0 = (2  2C1 + 30 + 5)SA0B0 ; (3.63)
and we can nally write the last commutation relation as:
p2[SAA0 ; SBB0 ] = ABSA0B0 + 
0A0B0SAB; (3.64)
where we used the notations:
 = 2  2C1 + 30 + 5, 0 = 2  2C1 + 3+ 50: (3.65)
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3.3.2 Casimir Invariants
We construct here the Casimir invariants of the ve-dimensional conformal algebra. Recall
that one of the Casimirs is valid in all dimensions:
C1 = S +
1
4
SabS
ab: (3.66)
To nd the remaining invariants, consider scalars that can be formed by using the operators
Sa, Sab and U ; additionally, we can use other scalars introduced here, such as  and 0.
3.3.2.1 Second Casimir Invariant We start by considering the following operator:
T = U + SAA
0
SABSA0B0S
BB0 : (3.67)
Choose  of the form a+ a00, with a and a0 constants.
As a candidate for a Casimir operator, T will be required to commute with the generators
Sa and Sab given in (3.43) and (3.45).
For now, we will only consider the commutation relation with Sa; once we obtain a nal
expression for our potential Casimir, we will show that it commutes with Sab as well.
The rst step is to calculate the commutator [T; Sa]. According to (3.67):
p2[T; Sa] = p
2[U; Sa] + p
2[; Sa]U + [S
CC0SBCSB0C0S
BB0 ; SAA0 ]: (3.68)
From (3.41) and (3.42) with n = 5, we obtain after fairly lengthy calculations:
p2[U; Sa] = Sa

 12  6C1 + 3
2
SbcS
bc

+ SbSab
 
20 + 4C1   ScdScd

(3.69)
+11SbS
bcSac   2SbSbdScdSac; (3.70)
or, in terms of spinor quantities:
p2[U; SAA0 ] = SAA0

21
2
  6C1 + 15 (+ 0)

+ 2S BA0 SAB
0 (3.71)
+2S B
0
A SA0B0  10SABSA0B0SBB
0
;
where  and 0 are as in (3.65).
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For consistency, we will write formulas such that ; 0 and U are to the right. In order
to do so, we will need some more commutation relations:
[; SAA0 ] =  3
4
SAA0   S BA0 SAB; (3.72)
and
[; SAA0 ] =  6SAA0   5S BA0 SAB   3S B
0
A SA0B0 : (3.73)
The primed analogues of these two relations hold as well.
Note that there are four distinct terms appearing in all these expressions: SAA0, S BA0 SAB,
S B
0
A SA0B0 and SABSA0B0S
BB0. Since these terms will be present throughout all calculations
needed in nding the Casimir invariants, we will need the commutators of U; ; 0 (and
hence of ; 0) with S BA0 ; S
B0
A , and S
BB0, respectively.
Before we nd these commutators though, note that from (3.53) and by means of equation
(3.44), we have:
[; SA0B0 ] = 0 = [
0; SAB] : (3.74)
Also,
[+ 0; SAB] =

1
4
ScdS
cd;
1
2
A
0B0Sab

= 0; (3.75)
where we used (A.58). We now have:
[; SAB] = [+ 
0; SAB]  [0; SAB] = 0: (3.76)
Its primed analogue is given by:
[0; SA0B0 ] = 0: (3.77)
One other important relation follows from (3.40ii):
[U; SAB] = 0 = [U; SA0B0 ]: (3.78)
The commutators of U; ; 0; ; 0 with S BA0 ; S
B0
A , and S
BB0can be obtained from
(3.71) - (3.73) by noticing that we can write:
S BA0 = 
BASAA0 ; S
B0
A = 
B0A0SAA0 ; S
BB0 = BAB
0A0SAA0 : (3.79)
50
These commutators will be listed in appendix B, but their expressions are not su¢ ciently
enlightening to be presented here. We must mention that due to their length it is impossi-
ble to present all the calculations leading to the formulas listed in the appendix or to the
intermediate commutators, without adding tens of pages to the present work.
One other simplication that we use is by introducing the following notations. Dene:
SA0BS
B
B0 = uA0B0 + UA0B0, (3.80)
with UA0B0 symmetric. As before, we have:
u =
1
2
A
0B0SA0BS
B
B0 =
1
2
U; (3.81)
and so
SA0BS
B
B0 =
1
2
UA0B0 + UA0B0 : (3.82)
We also have from (3.64) that
p2[SAA0 ; SBB0 ] = ABSA0B0 + 
0A0B0SAB; (3.83)
and by contracting over the A and B indices, we obtain:
p2UA0B0 = SA0B0 ; (3.84)
therefore
p2SA0BS
B
B0 = SA0B0 +
1
2
p2UA0B0 ; (3.85)
and
p2SAB0S
B0
B = 
0SAB +
1
2
p2UAB: (3.86)
We are now ready to check if T is a good choice for a Casimir invariant. Recall that we
want to obtain an operator whose commutator with SAA0 vanishes. We will try to make all
the terms in the commutator p2[T; SAA0 ] vanish, either by choosing constants appropriately,
or by adding more terms to it.
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In order to eliminate the U terms in p2[T; SAA0 ], one needs to choose the following values
for the constants a and a0:
a = a0 =
1
2
: (3.87)
With this, we obtain:
p2[T; SAA0 ] = SAA0

471
8
  15C1

+

235
4
  C1

(+ 0) +
9
2
 
2 + 02
  50
+S BA0 SAB[(26  11C1) + 

43
2
  2C1

+ 0

85
2
+ 2C1

 02 + 32   20] + p:a: (3.88)
+SABSA0B0S
BB0

 87
2
  2C1

+ 2 (+ 0)

:
Here p.a. stands for the primed analogue of the second term, S BA0 SAB and its coe¢ cient.
Note that although it is not zero and is not particularly simple, this commutator does
not contain a U term anymore. In order to compensate for the remaining terms, we claim
that the second Casimir operator will have the form:
C2 = p
2T + f (; 0; C1) ; (3.89)
where f (; 0; C1) must be of order three in  and 0. Let
f (; 0; C1) = B (+ 0) +G
 
2 + 02

+H0 + E
 
3 + 03

+F
 
20 + 02

: (3.90)
Remark 7. Although the commutator [f (; 0; C1) ; SAA0 ] has initially been calculated by
hand, we soon noticed that we can automatize the process by writing a computer program
(using Maple) which can nd most of the commutators needed. The main idea is described
in the following paragraphs.
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In order to simplify calculations, note that when computing various commutators, we
will need to move certain quantities past SAA0, S BA0 ; S
B0
A , and S
BB0. For example, if we
want to write the terms of the commutator:

2; SAA0

= [; SAA0 ] =  [; SAA0 ] + [; SAA0 ]
= 

 3
4
SAA0   S BA0 SAB

+

 3
4
SAA0   S BA0 SAB

;
such that  and 0 are to the right, it is necessary that we move  past SAA0 and S BA0 .
In general, we will need to move an arbitrary expression f1 past the basic terms SAA0,
S BA0 SAB, S
B0
A SA0B0, and SABSA0B0S
BB0. We want thus a general formula for
f1

SAA0v1 + S
B
A0 SABv2 + S
B0
A SA0B0v3 + SABSA0B0S
BB0v4

; (3.91)
knowing the commutator of f1 with SAA0:
[f1; SAA0 ] = SAA0w1 + S
B
A0 SABw2 + S
B0
A SA0B0w3 + SABSA0B0S
BB0w4: (3.92)
This last equation implies that
f1SAA0 = SAA0(f1 + w1) + S
B
A0 SABw2 + S
B0
A SA0B0w3 + SABSA0B0S
BB0w4; (3.93)
and so we have
f1

SAA0v1 + S
B
A0 SABv2 + S
B0
A SA0B0v3 + SABSA0B0S
BB0v4

(3.94)
= (f1SAA0) v1 +
 
f1S
B
A0

SABv2 +

f1S
B0
A

SA0B0v3 + SABSA0B0

f1S
BB0

v4:
Knowing what f1SAA0 looks like, we can obtain the remaining terms by using:
f1S
B
A0 = 
BA (f1SAA0) ; (3.95)
f1S
B0
A = 
B0A0 (f1SAA0) ; (3.96)
and
f1S
BB0 = BAB
0A0 (f1SAA0) : (3.97)
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After reordering terms accordingly, we obtain:
f1

SAA0v1 + S
B
A0 SABv2 + S
B0
A SA0B0v3 + SABSA0B0S
BB0v4

= SAA0G1 + S
B
A0 SABG2 + S
B0
A SA0B0G3 + SABSA0B0S
BB0G4; (3.98)
where:
G1 = (f1 + w1) v1   (w2v2 + 0w3v3)  9
4
(w3v2 + w2v3) (3.99)
 3
2

3
4
+ 

(w4v2 + w2v4) +

3
4
+ 0

(w4v3 + w3v4)

+

 63
16
  9
4
(+ 0) + 0

w4v4;
G2 = w2v1 + (f1 + w1) v2   w2v2   3
2
(w3v2 + w2v3) (3.100)
 

3
4
+ 0

(w4v3 + w3v4 + 2w4v4) ;
G3 = w3v1 + (f1 + w1) v3   w3v3   3
2
(w3v2 + w2v3) (3.101)
 

3
4
+ 

(w4v2 + w2v4 + 2w4v4) ;
G4 = w4v1 + (f1 + w1) v4 + (w3v2 + w2v3) +
1
2
w4 (v2 + v3) (3.102)
+

1
2
(w2 + w3) + 4w4

v4:
By using these formulas, and requiring that [C2; SAA0 ] = 0, from (3.90) we obtain that
B =  1
2
  13C1;
G =
51
4
  C1;
H =
85
2
+ 2C1; (3.103)
E = 1;
F =  1:
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Our candidate for the second Casimir invariant is thus given by:
C2 =
1
2
p2 (+ 0)U + p2SAA
0
SABSA0B0S
BB0  

1
2
+ 13C1

(+ 0)
+

51
4
  C1
 
2 + 02

+

85
2
+ 2C1

0 +
 
3 + 03

(3.104)
   20 + 02 ;
satisfying
[C2; SAA0 ] = [C2; Sa] = 0: (3.105)
We stated that once we obtain this expression, we will show that it is indeed the desired
Casimir invariant by showing that its commutator with Sab is equal to zero as well. From
(3.43), it is enough to show that C2 commutes with both SAB and SA0B0. Also note that from
(3.104) it is obvious that all the terms commute with both SAB and SA0B0, except, possibly,
for the second term.
Consider now the commutator

SAA
0
SABSA0B0S
BB0 ; SCD

= SAA
0
SABSA0B0

SBB
0
; SCD

+SAA
0
[SAB; SCD]SA0B0S
BB0 + [SAA0 ; SCD]SABSA0B0S
BB0 ;
which can be shown to be equal to zero by using the commutation relations (3.47), and
(3.48). We have thus that
[C2; SAB] = 0; (3.106)
with its primed analogue
[C2; SA0B0 ] = 0: (3.107)
From (3.43), (3.106) and (3.107) we obtain
[C2; Sab] = 0; (3.108)
and so C2 in (3.104) is indeed a Casimir operator.
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3.3.2.2 Third Casimir Invariant There is one more Casimir operator to nd. Since
C2 depended on the rst power of U , we considered the possibility of a U2 dependency as
being very likely.
Consider the following operator:
C 03 = c1p
4U2 + c2p
2 (+ 0)SAA
0
SABSA0B0S
BB0 (3.109)
+p2

c3
 
2 + 02

+ c4 (+ 
0) + c50

U:
Same as before, we will rst try to obtain an operator that commutes with SAA0. The
commutators of the individual terms in (3.109) with SAA0 are listed in appendix B; most of
them have been obtained by using Maple, and due to their considerable length, we have not
presented many of the intermediate results.
By requiring that [C 03; SAA0 ] has no U terms, we obtain the following expressions for the
constants in the denition of C 03:
c1 = c1;
c2 =  12c1 + 2c3;
c3 = c3;
c4 =  4 (2C1 + 1) c1;
c5 = 8c1 + 2c3:
(3.110)
From (3.109) we have then:
C 03 = c1p
4U2 + ( 12c1 + 2c3)p2 (+ 0)SAA0SABSA0B0SBB0
+p2c3
 
2 + 02

U   4p2 (2C1 + 1) c1 (+ 0) (3.111)
+(8c1 + 2c3)p
2(0)U:
In order to cancel the remaining terms, add to C 03 a function of order four in  and 
0:
C3 = C
0
3 + k1
 
4 + 04

+ k2
 
30 + 03

+ k3
 
202

(3.112)
+k4
 
3 + 03

+ k5
 
20 + 02

+k6
 
2 + 02

+ k7 (
0) + k8 (+ 0) : (3.113)
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Requiring that [C3; SAA0 ] = 0, and redenoting c1 = A; c3 = B so that there is no confusion
between these constants and the Casimir operators, we obtain the following expressions:
k1 =  3A+ 2B;
k2 = 60A;
k3 = 2 (71A  2B) ;
k4 =  3A (4C1 + 55) +B
 
51
2
  2C1

;
k5 =  A (116C1 + 715) +B
 
221
2
+ 2C1

;
k6 = A (10 + 172C1 + 16C
2
1 ) B (1 + 26C1) ;
k7 = 2k6;
k8 = 2C2 (6A B) :
(3.114)
Substituting these expressions into (3.113), and also using (3.104) to rewrite the term
p2SAA
0
SABSA0B0S
BB0 as:
p2SAA
0
SABSA0B0S
BB0 = C2   1
2
p2 (+ 0)U +

1
2
+ 13C1

(+ 0)
 

51
4
  C1
 
2 + 02
  85
2
+ 2C1

0
   3 + 03+  20 + 02 ;
we obtain after lengthy calculations that:
C3=A = p
4U2 + 2p2

3
 
2 + 02

+ 4 (0)  2 (+ 0) (1 + 2C1)

U (3.115)
+9 (+ 0)4 + 16
 
202

+ 24 (0) (+ 0)2   12(1 + 2C1) (+ 0)3
 16 (0) (+ 0)2 (1 + 2C1) + 4(1 + 2C1)2 (+ 0)2 :
This allows us to rescale by A if A 6= 0. Substituting now  + 0 = C1   S from (3.57)
and simplifying, we nally obtain:
C3 = p
4U2 + 2p2 [4 (0)  (C1 + 3S + 2) (C1   S)]U (3.116)
+ [4 (0)  (C1 + 3S + 2) (C1   S)]2 :
It is obvious from (3.116) that C3 commutes also with SAB and SA0B0, hence with Sab, which
shows that it is a valid Casimir invariant.
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It is only after obtaining this expression that we noticed the fact that C3 in (3.116) can
be factored:
C3 =

p2U + 40   (C1 + 3S + 2) (C1   S)
2
:
We can easily check that this new expression is, in fact, the simplest Casimir invariant that
can be constructed with these terms:
C3 = p
2U + 40   (C1 + 3S + 2) (C1   S) : (3.117)
We have obtained thus all the Casimir invariants of the ve-dimensional conformal alge-
bra, which we now redenote in order of their complexity as:
C1 = S + (+ 
0);
C2 = p
2U + 40   (C1 + 3S + 2) (C1   S) ; (3.118)
C3 =
1
2
p2 (+ 0)U + p2SAA
0
SABSA0B0S
BB0  

1
2
+ 13C1

(+ 0)
+

51
4
  C1
 
2 + 02

+

85
2
+ 2C1

0 +
 
3 + 03

   20 + 02 :
3.3.3 Casimir Operators in Tensor Language
Although we have obtained all the Casimir invariants, it is of interest to write them also
in tensor language. We hope that this will be of help in future research to derive general
expressions for the Casimir invariants of the Lie algebra of SO(p + 1; q + 1) for arbitrary
values of p and q.
C1 has been originally derived in tensor notation as
C1 = S +
1
4
SabS
ab:
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3.3.3.1 Second Casimir Invariant From (3.118) we observe that the quantity 0
appears in both C2 and C3. Our rst goal will be to rewrite 0 in tensor language.
Recall that
Sab = ABSA0B0 + A0B0SAB;
and its dual is given by:
Sab = iABSA0B0   iA0B0SAB
or
Sab =
1
2
"abcdS
cd;
as in property (15) from section 2.1.3.
We can write then:
Sab(
Sab) =
1
2
"abcdS
abScd: (3.119)
Introduce the following notations:
A = SabS
ab = 4 (+ 0) ; and B = (Sab)(Sab) = 4i(0   ); (3.120)
where we used (3.43) and (2.34). From (3.120) we obtain that:
640 = A2 +B2: (3.121)
We also have:
A2 =
 
SabS
ab
  
ScdS
cd

; (3.122)
and
B2 = (Sab)(
Sab)(Scd)(Scd) =
1
4
"abcd"
pqrsSabScdSpqSrs: (3.123)
Knowing that
"abcd"
pqrs =  4! p[a  qb  rc  sd] ; (3.124)
we obtain:
640 =
 
SabS
ab
  
ScdS
cd
  6SabScdS[abScd]:
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This can be written as:
640 =
 
SabS
ab
  
ScdS
cd

(3.125)
+SabScd(SabScd   SadSbc   SbcSad   ScdSab + SacSbd + SbdSac):
After reordering terms, we nally obtain:
640 =    SabSab  ScdScd  8SabSab + 12S ba S cb S ac + 4S ba S cb S dc S ad : (3.126)
This allows us to rewrite the second Casimir invariant as:
C2 = p
2SaS
a   1
16
 
SabS
ab
  
ScdS
cd
  1
2
SabS
ab (3.127)
+
3
4
S ba S
c
b S
a
c +
1
4
S ba S
c
b S
d
c S
a
d   (C1 + 3S + 2) (C1   S) :
3.3.3.2 Third Casimir Invariant In order to write C3 in terms of tensor quantities,
we will have rst to rewrite SAA
0
SABSA0B0S
BB0. By using (3.43), we can write
2SABSA0B0 =
1
4
gabScdS
cd + Sc(aS
c
b) : (3.128)
Using now that SAA
0
= Sa and SBB
0
= Sb, and the commutation relation for n = 5:

ScdS
cd; Sb

= 4SbcS
c + 6Sb;
we obtain:
2SAA
0
SABSA0B0S
BB0 = SaSc(aS
c
b)S
b +
1
4
SagabScdS
cdSb (3.129)
= SaSc(aS
c
b)S
b +

C1   S + 3
2

U + SaSabS
b:
We can also modify some of the terms involved in C3, by writing:
 
2 + 02

= (+ 0)2   2 (0) ;
and  
3 + 03
   20 + 02 = (+ 0)2   4 (+ 0) (0) :
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Using + 0 = C1   S, and simplifying we obtain:
C3 = p
2SaS
a

C1   S + 3
4

+
1
2
p2SaSc(aS
c
b)S
b +
1
2
p2SaSabS
b (3.130)
+(17 + 4S) (0) +
1
4
(C1   S)

4S2   2  C1   4S (17 + 4C1)

:
Note that the only term still written in terms of spinors is 0 which can be gotten rid of
by using (3.126). We obtain, after many simplications, the nal expression for C3 in terms
of the other two Casimir invariants:
C3 = p
2 (C1   2S   6)SaSa + 1
2
p2SaSc(aS
c
b)S
b +
1
4
(5  2S)SabSab (3.131)
+
1
16
 
SabS
ab
  
ScdS
cd
  3S ba S cb S ac + 21 + 4S4 C2
+(C1   S)
 
5C1 + 4S
2 + 5S + 10

:
We will summarize now the results obtained as follows:
Corollary 8. The following operators are the Casimir invariants of the ve-dimensional
conformal algebra Ce(p 2):
C1 = S +
1
4
ScdS
cd;
C2 = p
2SaS
a   1
16
 
SabS
ab
  
ScdS
cd
  1
2
SabS
ab
+
3
4
S ba S
c
b S
a
c +
1
4
S ba S
c
b S
d
c S
a
d   (C1 + 3S + 2) (C1   S) ;
and
C3 = p
2 (C1   2S   6)SaSa + 1
2
p2SaSc(aS
c
b)S
b +
1
4
(5  2S)SabSab
+
1
16
 
SabS
ab
  
ScdS
cd
  3S ba S cb S ac + 21 + 4S4 C2
+(C1   S)
 
5C1 + 4S
2 + 5S + 10

:
Corollary 9. C1, C2, C3, p2 are Casimir invariants for the R-algebra in ve dimensions.
This concludes our analysis of the ve-dimensional conformal algebra.
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3.4 THE 4-DIMENSIONAL CASE
This section will only present some of the results obtained in [31] for the four-dimensional
case, this being the work from which the present research originates. The results apply to
the conformal algebra of SO(2; 4).
For a four-dimensional space-time, as discussed in section 2.3, the innitesimal generators
of the conformal group of space-time determine a fteen-dimensional algebra, C, spanned
by the translations pa, the Lorentz transformations Mab, the dilation D and the special
conformal transformations qa. These generators determine the same subalgebras as the ones
described in section 3.1. Their commutation relations given in [31] contain the factor i which
is more appropriate in discussing Hermitian operators:
[pa; pb] = 0; [qa; qb] = 0; [pa; qb] =  i}(Mab   }gabD); (3.132)
[Mab; pc] = gacpb   gbcpa; [Mab; qc] =  i}(gacqb   gbcqa);
[Mab;Mcd] =  i} (gacMbd   gbcMad   gadMbc + gbdMac) ;
[D; pa] =  ipa; [D; qa] = iqa; [D;Mab] = 0:
The following theorem summarizes the results obtained in [31] regarding the R-algebra.
Theorem 10. Dene in Ce (p 2) the operator Ra by the formula:
p2Ra  p2qa   1
4
MbcpaM
bc  M c(apbM b)c  
1
2
}
 
DpbM
b
a +M
b
a pbD

 1
2
}2Dpa + 2}2pa:
This operator satises the following commutation relations:
[Ra; pb] = 0; (3.133)
[D;Ra] = iRa;
[Mbc; Ra] = i} (gacRb   gbaRc) ;
p2 [Ra; Rb] = 2i}

RcpcMab +R
cMc[apb] + p[aMb]cR
c

:
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In order to dene the Casimir invariants for this case, one needs rst to introduce the
Pauli-Lubanski spin vector (in Pe):
Sa =M
 b
a pb =
1
2
" bcda Mbcpd: (3.134)
This operator should not be mistaken for the vector operator Sa in the ve-dimensional case.
It is merely an abuse of notation. Dene also the relativistic spin squared:
p2
 !
J 2 =  SaSa: (3.135)
Corollary 11. The conformal algebra of a four-dimensional space-time has three Casimir
operators, given by
C1 = Rap
a +
 !
J 2;
C2 = RaS
a; (3.136)
C3 = p
2RaR
a + 2}2
 !
J 2.
We expect that the spinor approach we used in the ve-dimensional case will work in
this case as well, which will provide a general description of SO(p+1; q+1) with p+ q = 4,
and not only of SO(2; 4) as in [31].
63
3.5 THE 3-DIMENSIONAL CASE
This case has been studied prior to the general n-dimensional case, and so the construction
of the R-algebra is independent of the construction in section 3.2. Nonetheless, it will follow
the same principles, and it uses the characteristics of a three-dimensional space. At the end
of this section we will establish the connection with the n-dimensional case.
This case applies to SO(1; 4) and SO(2; 3) which are the standard de Sitter and anti-de
Sitter spaces.
Consider the innitesimal generators of the conformal group of a three-dimensional space:
the translations p, the special conformal transformations q, the angular momentum J , and
the dilation operator D.
These generators form a ten-dimensional algebra and satisfy the following commutation
relations:
[D; p] =  p; [D; J ] = 0; [D; q] = q;
[J  a; p  b] =  (a b)  p;
[J  a; q  b] =  (a b)  q;
[J  a; J  b] =  (a b)  J;
[p  a; p  b] = 0; [q  a; q  b] = 0;
[p  a; q  b] = (a  b)D   (a b)  J:
(3.137)
In this section we will use the notation J  a instead of Ja and (a b) J instead of "abcJ c
in order to preserve some of the characteristics of a three-dimensional space.
The commutation relations (3.137) ensure that the Jacobi identity is satised:
0 = [p  a; [q  b; q  c]] + [q  c; [p  a; q  b]] + [q  b; [q  c; p  a]]: (3.138)
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3.5.1 Three-Dimensional Model
We can construct a model in R3 that will satisfy the commutation relation of the conformal
algebra. This model has roots in quantum mechanics, where p is the momentum operator,
x is the position operator, J is the angular momentum and D is the dilation operator:
xa = xa; pa =
@
@xa
; J = x p; D = x  p; (3.139)
with the well-known commutation relations:
[J  a; p  b] =  (a b)  p;
[J  a; x  b] =  (a b)  x;
[p  a; x  b] = ab:
(3.140)
Dene now an operator q that will satisfy the key relation of the conformal algebra,
equation (3.137vi):
q =
1
2
(x J + xD): (3.141)
Note that in this model we assumed that J = xp; D = x p, which leads to the relation
J  p = p  J = 0. This is only a particularity of the model and will not be true in general.
Once we obtain an expression for the operator q in terms of the generators of the algebra,
we will drop all assumptions on any particular model.
With these formulas, we obtain that the dening relation of the conformal algebra is
satised:
[p  a; q  b] = (a  b)D   (a b)  J; (3.142)
and we also obtain a candidate for the special conformal transformations q:
2(p  p)q = (p  J)J   p(J  J) + pD(D + 3) + 2(p J)(D + 1); (3.143)
which can be easily seen not to commute with p  p.
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Recall that the construction of the R-algebra involves dening an operator R that will
commute with p2 (or p  p in this case). The next step is to construct an operator Q that
will satisfy the same commutation relation with p as q does.
If we modify q by a p  J term, we can dene this new operator Q by:
2(p  p)Q = 2(p  J)J   p(J  J) + pD(D + 3) + 2(p J)(D + 1): (3.144)
It can be shown that this choice of the operator Q satises the desired commutation
relation:
[p  a;Q  b] = (a  b)D   (a b)  J = [p  a; q  b]; (3.145)
and
[p  p;Q] = p(2D + 1) + 2(p J) = [p  p; q]: (3.146)
The last step in constructing the conformal algebra is to dene the vector R = q   Q,
with commutators:
[p  a;R  b] = 0; (3.147)
and
[p  p;R] = 0: (3.148)
R is a vector operator, so it will satisfy the following the commutation relation:
[J  a;R  b] =  (a b) R: (3.149)
Moreover, R has the same dimension as q does, so we also have:
[D;R] = R: (3.150)
The generators of the R-algebra are now p, J and R. There is one last commutator
needed to determine the R-algebra, namely [R  a;R  b], since we already have all the other
commutators given in (3.147), (3.149), and (3.137ii, iv, v).
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Obtaining this commutator requires a few steps. We rst have:
[(p  p) (Q  a); (p  p) (Q  b)] = (p  p)2 [Q  a;Q  b]
+ (p  p) [p  p;Q  b](Q  a)  (p  p) [p  p;Q  a](Q  b);
(3.151)
and by using (3.144), (3.146) and many intermediate steps and formulas (some of these
formulas are listed in appendix C), we obtain:
(p  p)2(QQ) = 2(p  J)p; (3.152)
or, as a commutator:
(p  p)2 [Q  a;Q  b] = 2(p  J)[(a b)  p]: (3.153)
To obtain the last commutation relation of the algebra, note rst that we can write:
RR = (q  Q) (q  Q) = QQ  (q Q+Q q) (3.154)
or
(p  p)2 [R  a;R  b] = (p  p)2 [Q  a;Q  b] (3.155)
+(p  p)2 ([Q  b; q  a]  [Q  a; q  b]) ;
where we took into account that q  q = 0.
We already have the rst commutator, given in (3.153). After calculating the remaining
two commutators and simplifying, we obtain:
(p  p)2(RR) = 2(p  p)(p  J)R  (p  p)(pR)  2(p  J)p (3.156)
or
(p  p)2[R  a;R  b] = 2(p  p)(p  J)[(a b) R] (3.157)
 (p  p)(a b)  (pR)  2(p  J)[(a b)  p]:
The R-algebra is now completely determined.
67
3.5.2 Casimir Invariants
We have constructed the subalgebra with generators p; J; and R, and obtained the complete
commutation relations. As desired, the squared-mass operator is one of the Casimir operators
of the algebra.
For the remaining of this section, we are trying to construct the Casimir invariants of
the algebra. Since n = 3, there are 1 +

3
2

Casimir invariants.
The following commutation relations have been established:
[R  p; p] = 0; [R  p; J ] = 0; (3.158)
(p  p)[R  p;R] =  2(p  J)(pR) + (R  p)p  (p  p)R;
[R R; p] = 0; [R R; J ] = 0;
(p  p)2[R R;R] =  2 (p  J) (pR)  (p  p)R + (R  p)p:
We see that R  p and R R seem to be promising as parts of the Casimir invariants. To
obtain the full Casimir operators, introduce:
S = R   p
p  p; (3.159)
with  a scalar. We obtain that:
S  p = R  p  ; (3.160)
and
(p  p) (S  S) = (p  p) (R R)  2(R  p) + 2: (3.161)
By commuting it with the new generators of the algebra, namely J; S, and p, we obtain
that S  S is a Casimir operator if  = 1=2: This gives the following expression for S:
(p  p)S = (p  p)R  1
2
p: (3.162)
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With  xed at 1=2, we can show that the two Casimir operators of the algebra Ce have
the simple expressions:
C1 = S  S;
C2 = S  p+ 1pp(p  J)2:
(3.163)
The Casimir invariants of the R-algebra are C1; C2 and p  p.
3.5.3 Applying the n-d Theory to the 3-d Theory
As mentioned earlier, the two theories have been developed independently. In this section
we show that the two approaches are consistent with each other. The main test is showing
that the operators Q and R satisfy the same relations in both theories, and that the Casimir
invariant in the n-dimensional theory when applied to n = 3 matches the one derived in the
original three-dimensional theory.
We consider the following relation that will make the connection between the two cases:
Mab =  abcJ c or Jc =  1
2
"abcM
ab: (3.164)
One can show fairly easily that the commutation relations (3.137) are satised by these
expressions.
We also have:
p2x =  (p J)  p; (3.165)
p2Lab = "abc(p  J)pc   p2"abcJ c = (p  J) (a b)  p  (p  p)(a b)  J;
p2Sab =  "abc(p  J)pc =  (p  J)(a b)  p;
which yields:
SabS
ab = 2p 2(p  J)2: (3.166)
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Using these formulas in equation (3.144), we obtain the following expression for the Q
operator:
2(p  p)Q = 2(p  J)J   p(J  J) + pD(D + 3) (3.167)
+2(p J)(D + 1) + 2p  (p  p) 1(p  J)2p:
Note that the di¤erence between equations (3.144) and (3.167) is given by the last two
terms, 2p   (p  p) 1(p  J)2p; as long as they commute with p (and p2), these terms will
not change what we require from the R operator (that is to commute with p2). We should
mention that the choice of the q and Q operators (and, therefore, the R operator and the
Casimir invariants) is not unique, only up to quantities which commute with p.
In the n-dimensional case, we obtained that one of the Casimir operators was:
C = R  p+ 1
4
SabS
ab:
The corresponding Casimir operator in three-dimensions has been obtained from this
general one and has the form:
C = R  p+ 1
2
SabS
ab: (3.168)
Although these two relations seem slightly di¤erent, they can be shown to be the same.
If we prime the quantities arising from letting n = 3 in the general theory, we have that:
2p2R0 = 2p2R + p 2(p  J)2p  2p; (3.169)
and thus:
2p2(R0  p) = 2p2(R  p) + (p  J)2   2p2 (3.170)
or
R0  p = R  p+ 1
2
(p  J)2   1 (3.171)
= R  p+ 1
4
SabS
ab   1;
which means that
R0  p+ 1
4
SabS
ab = R  p+ 1
2
SabS
ab; (3.172)
(where we ignored the constant  1).
This shows that the two Casimirs operators are the same, hence the two theories agree.
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3.6 THE 2-DIMENSIONAL CASE
Consider the case, n = p + q = 2. This situation is relevant for the Lorentz group SO(1; 3)
(or SO(3; 1)) and for the ultra-hyperbolic group SO(2; 2) which is used in studying solitons
and integrable systems [19], [20]. The results are obtained by directly applying the general
theory to n = 2; as a consequence, we only describe how the quantities considered there
change and their new commutation relations.
In two dimensions, any skew quantity with two indices is a multiple of the completely
antisymmetric tensor "ab. We have thus:
Mab = J"ab: (3.173)
The "ab tensor satises the following identities:
"ab"
cd = 
 
 ca 
d
b    da  cb

;
"ac"
bc =  ba ; (3.174)
"ab"
ab = 2;
with  =  1 for (p; q) = (1; 1), and  = 1 for (p; q) = (0; 2) or (2; 0): This is the only case
where the signature of the metric a¤ects the commutation relations. We will see shortly that
although some of the commutation relations do change, the Casimir operators will be the
same in both signatures.
3.6.1 The Case  = 1
For  = 1, relations (3.174) become:
"ab"
cd =  ca 
d
b    da  cb ;
"ac"
bc =  ba ; (3.175)
"ab"
ab = 2:
The only commutation relations that will be di¤erent from (3.9) are the ones involving Mab
and the operators p and q.
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By requiring that [Mab; pc] = "ab [J; pc] = gacpb   gbcpa, we obtain:
[J; pa] = "
b
a pb:
Similarly we can show that:
[J; qa] = "
b
a qb:
The basic commutation relations for the Ce algebra are given by:
[pa; pb] = 0; [qa; qb] = 0;
[J; pa] = "
b
a pb; [J; qa] = "
b
a qb;
[D; pa] =  pa; [D; qa] = qa;
[J; J ] = 0; [D;D] = 0; [D; J ] = 0;
[pa; qb] = "abJ + gabD:
(3.176)
The new operators corresponding to (3.16), (3.18), and (3.19) are now:
p2xa = "abJp
b + 1
2
pa;
Lab = J"ab =Mab;
Sab = 0:
(3.177)
In the process of obtaining these relations we used repeatedly that:
x  p = k = n  1
2
=
1
2
; (3.178)
and
"[ajcjpb] =
1
2
"abpc: (3.179)
One also obtains:
[xa; pb] = ab   p 2papb;
and
p2 [xa; xb] =  Mab:
Note that these new expressions are in agreement with the commutation relations in (3.22).
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The operator Qa dened in (3.144) becomes in this case:
2p2Qa =  J2pa + paD2   2"abJpbD; (3.180)
which can be shown to satisfy:
[pa; Qb] = "abJ + abD = [pa; qb]; (3.181)
as desired, and
[J;Qa] = "
b
a Qb: (3.182)
We also obtain that:

p2; qa

= 2pa (D   1)  2"abJpb =

p2; Qa

: (3.183)
As in the previous cases, dene Ra = qa Qa. Relations (3.181) and (3.183) insure that
[pa; Rb] = 0 and [p2; Ra] = 0; (3.184)
and (3.176) and (3.182) readily give that:
[J;Ra] = "
b
a Rb: (3.185)
We also have:
[D;Ra] = Ra: (3.186)
There is one more commutator to be determined, namely [Ra; Rb] . We have:
[Ra; Rb] =  [Qa; Qb] + [Qb; Ra]  [Qa; Rb]: (3.187)
The rst commutator in (3.187) is given by:
p4[Qa; Qb] =

p2Qa; p
2Qb

+ 2p2 (paQb   pbQa)D (3.188)
  "acJpc  2p2Qb  "bcJpc  2p2Qa :
After fairly lengthy calculations, we obtain that:

p2Qa; p
2Qb

= p2"abJ
 
1  J2  D2 : (3.189)
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By nding the remaining commutators in (3.188), we have:
[Qa; Qb] = 0: (3.190)
Note that this relation is consistent with (3.30iii)
2p2[Qa; Qb] =  (n  3)(n  2)Sab   2S[bjdjScdSa]c;
since Sab = 0.
The second commutator in (3.187) can be written as:
2p2[Qb; Ra] =  [J2pb; Ra]  2"bc [JpcD;Ra] + pb

D2; Ra

= 2Rapb (D + 1) RbpaD + 2" ca JRcpb + "bcJRapc:
By using this expression, it follows easily from (3.187) and (3.190) that:
[Ra; Rb] = 0: (3.191)
The R-algebra will be now generated by the operators pa; Ra and J satisfying the
following commutation relations:
[Ra; pb] = 0;
[Ra; Rb] = 0;
[J;Ra] = "
b
a Rb;
[pa; pb] = 0;
[J; pa] = "
b
a pb:
(3.192)
Following the n-dimensional case, one of the Casimir operators should be
C1 = R  p; (3.193)
since in this case Sab = 0. It is easy to show that the second Casimir invariant is:
C2 = R R: (3.194)
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Corollary 12. The operators C1 = R  p and C2 = R  R are the Casimir invariants of the
Ce(p2) algebra.
Corollary 13. The Casimir invariants of the R-algebra are C1, C2 and p2.
In the language of the general n-dimensional theory,
C1 = S;
C2 = SaS
a + p 2C21 :
(3.195)
3.6.2 The Case  =  1
In this case, the identities satised by the " tensor become:
"ab"
cd =     ca  db    da  cb  ;
"ac"
bc =   ba ; (3.196)
"ab"
ab =  2:
Some of the formulas derived in the previous section are a¤ected by this change of sign. We
will only list some of the important changes, since the derivation of the results is identical.
(3.196ii) modies the way the operator J acts on vector operators:
[J; pa] =  " ba pb; and [J; qa] =  " ba qb: (3.197)
Although the position operator xa is still dened by
p2xa = "abJp
b +
1
2
pa;
we have now that:
p2 (x  x) =  J2   1
4
;
which leads to the following expression of the operator Qa:
2p2Qa = J
2pa + paD
2   2"abJpbD: (3.198)
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(3.198) still yields the same commutation relations:
[pa; Qb] = abD +Mab = [pa; qb];
and
[p2; Qa] = 2pa (D   1)  2"abJpb = [p2; qa]:
The commutator [p2Qa; p2Qb] becomes in this case:
p2Qa; p
2Qb

= p2"abJ
 
1 + J2  D2 ; (3.199)
but we still obtain:
[Qa; Qb] = 0:
One can show that the commutation relations of the R-algebra are now given by:
[Ra; pb] = 0;
[Ra; Rb] = 0;
[J;Ra] =  " ba Rb;
[pa; pb] = 0;
[J; pa] =  " ba pb:
(3.200)
The Casimir invariants are not a¤ected by the change of signature, they maintain the
same expressions as in (3.193) and (3.194).
This concludes the study of the null decomposition of conformal algebras.
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4.0 SELF-DUAL METRICS ON INTERSECTIONS OF QUADRICS
"A self-dual metric or conformal structure on a four-manifold M is a Riemannian metric g
or conformal class [g] for which the Weyl conformal curvature tensor C is self-dual" [14].
M is then called a self-dual manifold. Self-dual metrics have been constructed in various
ways, among which as solution of nonlinear equations (Yang-Mills for example), or by solving
linear equations [14], [17].
Penrose introduced the concept of nonlinear graviton [28] via the twistor correspondence,
based on the idea that self-dual conformal metrics on four-manifolds arise generally from
holomorphic families of CP1s in complex 3-manifolds.
For metrics on complex manifolds the signature of the metric is not important. For
this reason, many self-dual metrics are constructed on Riemannian manifolds. Explicitly
anti-self-dual metrics are of large interest as well [4].
When studying metric manifolds, there are some tensors that are essential. Among them,
the metric tensor gab, the Riemann curvature tensor Rabcd, the Weyl curvature tensor Cabcd,
the Ricci tensor Rab, and the scalar curvature (Ricci scalar) R.
We had mentioned earlier that twistor theory is a conformal theory. The Weyl tensor is
the part of the Riemann curvature tensor that remains invariant under conformal transfor-
mations and hence is paramount in twistor theory.
Following the example of property 14 in section 2.1, we can write the Weyl tensor in
spinor language as:
Cabcd = 	ABCDA0B0C0D0 +	A0B0C0D0ABCD; (4.1)
where 	ABCD and 	A0B0C0D0 are totally symmetric spinors. Here 	ABCD is called the anti-
self-dual part of the Weyl tensor, and 	A0B0C0D0 the self-dual part.
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Generally, 	ABCD and 	A0B0C0D0 are complex conjugates of each other. In complex
space-times, Riemannian space-times, or real space-times of Riemannian or ultra-hyperbolic
signature, the two spinors are unrelated. In this case it is possible for one of them to vanish
without a¤ecting the other. If the anti-self-dual part vanishes, the Weyl curvature tensor is
said to be self-dual. This is related to the fact that the group SO(4) is not simple.
Twistor theory can be extended to curved space-times under certain circumstances; a
natural extension exists for space-times whose Weyl tensor is either self-dual or anti-self-dual
[36], where the dual of the Weyl tensor is given by:
Cabcd =
1
2
" efab Cefcd: (4.2)
The complexied compactied Minkowski space-time CMc can be interpreted as a com-
plex four-dimensional quadric embedded in CP5, via the Klein representation. This analogy
brings with it the whole richness of methods of algebraic geometry. The twistor space on
this quadric is described by CP3, as well as the dual twistor space. On this quadric we
obtain both types of metrics, self-dual and anti-self-dual. We consider here a linear pencil
of quadrics, intersecting in a three-dimensional space which is interpreted as the projective
twistor space. We obtain a variety of metrics on this space, depending on the choice of the
parameters dening the quadrics, as it will be seen in section 4.3.
Figure 4.1: The twistor space on the
intersection of quadrics.
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4.1 THE KLEIN REPRESENTATION
In section 2.3.5 we have seen that (projective) twistors can be described in terms of the
geometry of a complex projective space CP3. As we will see shortly, the complex lines in a
CP3 will correspond to points in complex Minkowski space, that is to points on a quadric
embedded in CP5.
Recall that in section 2.2 we briey described one way of compactifying the Minkowski
space: one starts with a six-dimensional pseudo-Euclidian space, with a at metric of signa-
ture (2; 4) leading to the line element:
ds2 = dt2 + dv2   dw2   dx2   dy2   dz2. (4.3)
Manifolds of dimension six are particularly important due to the fact that twistors are
the spinors for the group O(6;C).
The null cone N of the origin of E6 is then described by:
t2 + v2   w2   x2   y2   z2 = 0: (4.4)
Recall from section 2.2 that the conformal structure of a space-time is given by the
topology of its null cones. Consider N , the space of generators of N ; these generators are
the set of points for which the ratio t : v : w : x : y : z is constant and which satisfy (4.4).
To investigate the topology of N , intersect it with a ve-dimensional sphere S5 [12]:
t2 + v2 + w2 + x2 + y2 + z2 = 2: (4.5)
It is obvious that this sphere will intersect each of the generators of N twice. From (4.4)
and (4.5) we obtain the following equations:
w2 + x2 + y2 + z2 = 1; (4.6)
t2 + v2 = 1:
This tells us that the intersection of S5 with N has the topology of S1  S3.
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Since the sphere S5 intersects each generator twice, the intersection will be in fact a
double cover of the space of generators N . In order to obtain N , we must identify antipodal
points of S1 and S3 simultaneously, which gives again a S1  S3 topology [28].
N has a conformal metric, due to the fact that any two cuts of N have metrics which are
conformally related. The group O(2; 4) preserves (4.3) and so it maps N to itself, preserving
its conformal metric.
Let xa = (t; x; y; z). Note that the map:
xa 7 !

t;
1
2
(1 ) ; 1
2
(1 + ) ; x; y; z

(4.7)
embeds the Minkowski space in the null cone N via v = 1
2
(1 ), w =  1
2
(1 + ), where
 is given by xaxa, as in 2.3.
From (4.7) we see that
v   w = 1; (4.8)
so the image of the Minkowski space via the map in (4.7) is the intersection of N with the
hyperplane in (4.8).
This relation tells us that the embedding is in fact isometric:
dv = dw =) ds2 = dt2   dx2   dy2   dz2:
All these observations lead to the graphical representation in Figure 4.2 [28]. We see
there that the Minkowski space has the form of a "paraboloid". From (4.8) we obtain that
v = w + 1 and so the equation satised by the generators of the null cone, N , becomes:
v = w + 1 =
1
2
 
t2   x2   y2   z2 :
On any generator of N with v w 6= 0 we can nd a point satisfying (4.8), hence a point
of M. (Note that the plane v w = 0 intersects the null cone at the origin of E6.) It follows
that M is identied with a subset of N , and the conformal metric on M agrees with the
conformal metric on N .
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The generators of N which lie in v w = 0 correspond to points at innity for M. Lines
through the origin in E6 correspond to points in a projective ve-space P5 determined by
the ratios t : v : w : x : y : z.
Figure 4.2: The Klein representation.
The generators ofN dene the points of a quadric in P5 whose equation is (4.4) and which
will be identied with Mc. The points of this quadric not lying in v   w = 0 correspond
precisely to the points of M, and the points which lie on v w = 0 correspond to the points
at innity, providing thus the compactication of M.
Mc has a well-dened conformal structure everywhere. As a subspace of P5, Mc has a
canonically dened conformal structure of signature (1; 3).
The pseudo-orthogonal group O(2; 4) of linear transformations in E6 that preserve (4.4),
preserves N , and so induces a transformation on P5 that sendsMc to itself. Since it preserves
linearity in E6, it sends projective straight lines in Mc to other such lines, i.e. light rays,
hence it preserves the conformal structure of Mc.
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We saw in chapter 2 that O(2; 4) is a double cover of the conformal group C(1; 3), and
the Poincaré group is a subgroup of C(1; 3), characterized now by leaving invariant the
hyperplane v   w = 1, as well as the null cone N . If we add the dilations to the Poincaré
group, then the plane v   w = 1 is not invariant, but the family of hyperplanes v   w =
constant is transformed into itself with the only invariant v   w = 0.
Twistor theory is a complex theory, so we will need to consider the complexication of
all these spaces described above. Recall that the projective twistor space PT is described
as a CP3 by means of the independent complex ratios Z0 : Z1 : Z2 : Z3 corresponding to
the twistor Z = (Z0; Z1; Z2; Z3). In twistor space T complex linear two-spaces represent
points in CM. These two-spaces can be represented as equivalence classes of proportional
(nonzero) simple skew twistors P as described in (2.78), section 2.3.6. In terms of PT,
these two-spaces are represented as complex projective lines, each by a CP1. These lines in
PT represent points of CM.
If we want to obtain a nite point of CM, we must require that its representative line
in PT does not meet the line I given by P = I, where I is the twistor at innity
from 2.3.3. This line I represents the system of twistors Z with vanishing projection part
A0. Such a line though, being represented by a simple skew twistor P, must correspond
to a point in CMc, and it corresponds in fact to the vertex of CI, the complex null cone at
innity. We have thus that the points of CMc represent the lines of PT.
It is known that any simple skew vector with two indices Fab satises the equation:
"abcdF
abF cd = 0:
It follows that the lines of PT are solutions of the equation:
P
P  = 0. (4.9)
This is the equation of a quadric in CP5.
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P, being skew-symmetric, has six independent components which can be organized in
the following skew matrix: 0BBBBBB@
0 p  q x
 p 0 z  y
q  z 0 r
 x y  r 0
1CCCCCCA :
Then the quadric in (4.9) can be written as:
x  y = 0;
with
x = (x; y; z) ; y = (p; q; r) :
Such a correspondence, in which the lines of a CP3 are represented as the points of a
quadric in CP5, is known as the Klein representation. This representation is basic to the
whole of twistor geometry and it leads to the following fundamental picture in Figure 4.3.
One important aspect is that of incidence of the various quantities considered. As seen
in section 2.3, the incidence between a twistor Z and a dual twistor W is
ZW = 0;
and in PT this translates into the point Z lying on the plane W , or in PT by the point W
lying on the plane Z:
Similarly, the incidence between a point X in CMc and the -plane Z, which can be
written as
P [Z] = 0 or PZ = 0; (4.10)
can be represented by the point Z lying on the line X in PT:
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Figure 4.3: Various geometric correspondences.
One other important result is described in the following proposition [28]:
Proposition 14. Through every null geodesic in CMc there passes a unique -plane and
a unique -plane; when an -plane and a -plane intersect, they always intersect in a null
geodesic.
Two distinct -planes meet in a unique point of CMc (two distinct points in PT can
always be joined by a unique line). Same property holds for -planes as well.
Figure 4.4: Intersections of -planes and
-planes.
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4.2 SOME BASICS ON QUADRICS
Following [8], a quadric hypersurface Q  CPn may be represented as the locus of the
quadratic form:
Q (X;X) =
nX
i;j=0
qijXiXj; (4.11)
where the (n + 1)  (n + 1) matrix Q = (qij) is symmetric. Here, by an abuse of notation
we use the letter Q to denote both the quadric and the matrix of its coe¢ cients.
The rank of the quadric Q is dened to be the rank of the matrix Q; since the only
invariant of a symmetric form over C is its rank, two quadrics Q1; Q2  CPn will be
projectively isomorphic i¤ they have the same rank.
Some useful results about quadrics are [8]:
A quadric Q  CPn is smooth if and only if it has maximal rank n+ 1.
A quadric Q  CPn of rank n  k is singular along a k-plane   Q  CPn.
The following proposition makes an important connection between twistor theory and
algebraic geometry [8], [36]:
Proposition 15. A smooth quadric Q of dimension m contains no linear subspaces of di-
mension greater than m=2; on the other hand:
a) If m = 2n + 1 is odd, then F contains an irreducible (n + 1)(n + 2)=2-dimensional
family of n-planes; while
b) If m = 2n is even, then F contains two irreducible n(n + 1)=2-dimensional families
of n-planes and moreover for any two distinct n-planes, , 0  F
dim( \ 0) 
8<: 0, if n is even1, if n is odd
if and only if  and 0 belong to the same family.
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We have seen that the Minkowski space can be interpreted as a four-dimensional quadric
embedded in CP5. If the quadric Q in the above proposition has dimension four, then
according to the second part of the proposition, Q contains two irreducible 3-dimensional
families of two-planes. These are the -planes and the -planes described in 2.3.4.
We see that if  and 0 are two -planes, the dimension of their intersection is congruent
to 2mod(2) = 0, as we know they intersect in a point; same remark hold for two -planes as
well. On the other hand, if  is an -plane and 0 is a -plane, then dim(\0) 6 nmod 2,
in fact it is equal to one, since they intersect in a line.
4.2.1 Pencil of Quadrics
In this thesis, we will consider intersection of quadrics, namely we will consider linear systems
of quadrics, called pencils of quadrics.
Let P and R be two quadrics in CP5 given by:
P =
X
PZ
Z; R =
X
RZ
Z; (4.12)
with P, R the 6 6 symmetric matrices of the coe¢ cients. In the following we will refer
to P, R as P , and R, respectively.
Consider the generic pencil L = fFtg generated by these two quadrics, where the quadrics
Ft are given by:
Ft = P + R, with (; ) 2 C2 n (0; 0) and t =  : . (4.13)
Each pair (; ) determines a quadric Ft, and since they are not both zero, they also
determine a CP1. Without loss of generality, assume  6= 0 and denote t = =. The
quadrics Ft are thus given by the locus of the following expression:
Ft = tP +R = 0: (4.14)
Let X be the intersection of the quadrics P and R:
X = P \R =
\
t2CP1
Ft: (4.15)
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Since the pencil is assumed general, the quadrics P and R will intersect transversely in X,
which is a smooth variety of degree 4 and dimension 3. We regard this intersection as a
projective twistor space represented by a CP3. In this case we have [9]:
L = fF : X  Fg : (4.16)
Proposition 16. The pencil L spanned by the quadrics P and R contains exactly six singular
elements if and only if P and R intersect transversely.
We will say that the pencil L is simple if the equivalent conditions of the proposition
above are satised. Also [9]
Lemma 17. (Normal Form for Simple Pencils) Let L be a simple pencil of quadrics in CP5.
Then there exists a set of homogeneous coordinates on CP5 in terms of which all F 2 L are
diagonal; i.e., L is generated by quadrics Q and R where:
P (X) =
6X
i=1
X2i ; (4.17)
and
R(X) =
6X
i=1
iX
2
i ; (4.18)
with all i distinct.
Ft will be singular exactly when the determinant det(tP +R) vanishes; since this deter-
minant is a sextic polynomial in t, this will occur for all t =  i, where 1  i  6: If at least
one of the quadrics generating the pencil is nonsingular, then det(tP +R) 6 0:
The ratio  :  will be interpreted as the time coordinate. By varying (; ) we obtain
di¤erent quadrics.
For the generic case, the "time" coordinate is not described by a CP1 anymore, but by
a hyperelliptic curve of genus two.
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Figure 4.5: The time coordinate as a hyperelliptic
curve in the generic case.
In this picture the bers over the time curve are represented by CP3, and the full space-
time is a CP3 over a hyperelliptic curve y2 = det(tP + R). In both cases, generic and
non-degenerate, the space-time manifold is compact, although at certain points the metric
can be singular.
We had mentioned that det(tP +R) is a polynomial of degree six, which means that over
C it will have six roots. The following possibilities arise:
 The roots are all distinct; in this case det(tP +R) factors into linear factors and the two
quadrics P and R are simultaneously diagonalizable.
 The roots are not all distinct, but the minimal polynomial of RP 1 factors into distinct
linear factors; in this case the quadrics P and R are again simultaneously diagonalizable.
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 The roots are not all distinct, and the minimal polynomial of RP 1 does not factor into
distinct linear factors. In this case P and R are not simultaneously diagonalizable any
longer, but can be written in Jordan Canonical Form.
In this chapter we study the case of simultaneously diagonalizable quadrics. The third
case can be approached by using Jordan canonical blocks for the matrices P and R, and will
make the topic of future research.
We should also mention that the present approach to the study of these metrics is mostly
computational; future plans involve supporting these results by a theoretical frame.
4.3 CONSTRUCTION OF THE METRICS
In this section we will describe the construction of the metrics on the twistor space on the
intersection of the quadrics P and R. If the matrices are simultaneously diagonalizable, then
without loss of generality we can assume that one of them is the identity matrix. Since we
work over the complex numbers C we can choose the quadrics to have the following form:
P = x2 + y2 + z2   s2   u2   v2;
R = ax2 + by2 + cz2   ps2   qu2   rv2:
(4.19)
We want to study the three-dimensional families of two-planes/subspaces inside the pencil
tP + R = 0. In order to obtain these families on the intersection of the quadrics P and R
for a xed t value, we can write:0BBB@
s
u
v
1CCCA =M
0BBB@
x
y
z
1CCCA() y =Mx; where y =
0BBB@
s
u
v
1CCCA ; x =
0BBB@
x
y
z
1CCCA : (4.20)
Equation (4.19) can be written now as:
P = xTx  yTy;
R = xTAx  yTBy:
(4.21)
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Here A and B are diagonal matrices: A = diag(a; b; c); B = diag(p; q; r). Being diagonal,
we also have AT = A, and B = BT :
From the equation of the pencil of quadrics (4.13), we obtain now:
t(xTx  yTy) + xTAx  yTBy = 0 (4.22)
or, by using y =Mx:
t
 
xTx  xTMTMx+ xTAx+ xTAx  xTMTBMx = 0 for all x: (4.23)
This can be written as:
0 = xT
 
tI   tMTM + A MTBMx (4.24)
= xT [t(I  MTM) + (A MTBM)]x for all x: (4.25)
Since xTPx = 0 for all x, this is equivalent to P = 0 (when P is symmetric). Therefore:
t(I  MTM) + (A MTBM)= 0 (4.26)
or
(tI + A) =MT (tI +B)M: (4.27)
Note that the matrices I MTM and A MTBM in (4.26) are symmetric, which allows
three degrees of freedom for M: Since we work over complex numbers, and A and B are
diagonal matrices, we can write
tI + A = C2 and tI +B = D2 (4.28)
for some diagonal matrices C and D.
With this notation, equation (4.27) becomes:
C2 =MTD2M; (4.29)
which leads to the following possibilities for the determinant of the matrix C:
(detC)2 = (detM)2(detD)2 =) detC =  detM  detD: (4.30)
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From (4.29) we also have that
CIC =MTDDM: (4.31)
By multiplying on the left and on the right by C 1, respectively:
I = (C 1MTD)(DMC 1): (4.32)
Introduce the following notation:
R = DMC 1 (4.33)
with the transpose
RT = C 1MTD; (4.34)
since C and D are diagonal matrices. (4.32) yields then:
I = RTR. (4.35)
We obtain thus that R is orthogonal, hence it generates SO(3).
4.3.1 Parameterizing the rotation group SO(3)
Note that R has three degrees of freedom. The standard way of parameterizing the rota-
tions is by using the Euler angles. Using this method though will lead to very complicated
calculations, and for this reason we will use a di¤erent method. We had mentioned earlier
that the study of these metrics is mostly computational. From this point of view, one of our
main objectives has been to work with the simplest possible expressions.
Dene R by the following formula:
R = (I  X)(I +X) 1; (4.36)
where X is a 3 3 skew matrix dened by:
X =
26664
0 z  y
 z 0 x
y  x 0
37775 : (4.37)
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By substituting X into (4.36), we obtain the following expression for the rotation matrix:
R =
1
1 + x2 + y2 + z2
266664
1 + x2   y2   z2 2 (xy   z) 2 (xz + y)
2 (xy + z) 1 + y2   x2   z2 2 (yz   x)
2 (xz   y) 2 (yz + x) 1 + z2   x2   y2
377775 : (4.38)
From (4.28) we have that
C = diag(
p
t+ a;
p
t+ b;
p
t+ c); (4.39)
and
D = diag(
p
t+ p;
p
t+ q;
p
t+ r): (4.40)
Also, from the parameterization R = DMC 1 in (4.28), we obtain:
M = D 1RC: (4.41)
D being diagonal implies that dD is also diagonal, so then we have the relation:
d(D 1) =  D 1(dD)D 1 =  D 2d(D); (4.42)
since in this case D and dD commute.
Other useful relations are:
d(C2) = 2CdC =) dC = 1
2
C 1d(C2): (4.43)
Likewise
dD =
1
2
D 1d(D2): (4.44)
By di¤erentiating (4.41) now, and using (4.42)-(4.44), we obtain that:
dM = d(D 1)RC +D 1(dR)C +D 1R(dC) (4.45)
=  D 2(dD)RC +D 1(dR)C +D 1R(dC)
=  D 21
2
D 1d(D2)RC +D 1(dR)C +D 1R
1
2
C 1d(C2):
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Multiply on the left and right by 2D3 and C, respectively:
2D3(dM)C =  d(D2)RC2 + 2D2(dR)C2 +D2R[d(C2)]: (4.46)
From here we obtain:
det(dM) =
det(2D3(dM)C)
det(2D3C)
=
1
det(2D3C)
det[ d(D2)RC2 + 2D2(dR)C2 +D2Rd(C2)];
and by denoting:
G = det(dM); (4.47)
we also have:
G =  det( d(D2)RC2 + 2D2(dR)C2 +D2R[d(C2)]); (4.48)
where  is the conformal factor
 =
1
8 det(D3C)
: (4.49)
Let now:
G0 = det( d(D2)RC + 2D2(dR)C2 +D2R[d(C2)]); (4.50)
which allows us to rewrite (4.48) as:
G = G0: (4.51)
G0 has a factor of dt, and so we will write G0 = gdt where g is the metric tensor.
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4.3.2 Simplifying the Calculations
As mentioned earlier our desire for simplicity stems from the di¢ culty of using Maple to study
the properties of the various metrics g depending on our choice of the quadrics. Calculating
all the necessary tensors by hand is nearly impossible.
One way of simplifying the use of Maple is the following: in (4.39) and (4.40) we showed
that the matrices C and D must be diagonal matrices with entries of the form
p
t+ ai where
ai are the coe¢ cients of the two quadrics P and R generating the pencil. We can redene
these matrices as follows.
From (4.27) we obtain that:
(MT ) 1(tI + A) = (tI +B)M (4.52)
or, after some simplications:
(tI +B) 1 =M(tI + A) 1MT ; (4.53)
where
(tI + A) 1 = diag

1p
t+ a
;
1p
t+ b
;
1p
t+ c

: (4.54)
This is true because tI + A is a diagonal matrix. We dene now
C = 1=
p
tI +B and D = 1=
p
tI + A: (4.55)
The results presented here have been obtained in the general case, where the six poles
take arbitrary values.
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4.4 GEOMETRIC PROPERTIES OF METRICS
The problem is reduced now to studying the properties of the metrics that arise on the
twistor space of the intersection of the quadrics P and R for various choices of the poles of
the matrices C and D, namely for various choices of the constants a, b, c, p, q and r.
In order to describe these properties, let us rst start with briey dening the relevant
tensors in the study of the properties of these metrics:
 The Riemann curvature tensor Rabcd. In terms of the metric tensor gab, the Riemann
tensor is given by the following formula:
Rabcd =
@ abd
@xc
  @ 
a
bc
@xd
+  bd 
a
c    bc ad; (4.56)
where  abc is the Christo¤el symbol of the second kind, depending on the rst derivatives
of the metric tensor in some coordinate frame:
 abc =
1
2
ga

@gc
@xb
+
@gb
@xc
  @gbc
@x

: (4.57)
Rabcd is a measure of the noncommutativity of the covariant derivative [35]:
R dabc V
c = (rarb  rbra)V d: (4.58)
 The symmetry properties of the Riemann tensor are listed below:
Rabcd = Rcdab =  Rbacd =  Rabdc; (4.59)
and
Rabcd +Radbc +Racdb = 0: (4.60)
The number of independent components of the Riemann tensor for an n-dimensional
space is
n2 (n2   1)
12
: (4.61)
If all the components of the Riemann tensor vanish, the metric is said to be at.
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 The Ricci tensor Rab: this tensor is the contraction of the Riemann tensor on its rst
and third index (or alternatively on its second and fourth index):
Rabac = Rbc. (4.62)
The Ricci tensor is symmetric:
Rab = Rba; (4.63)
and has n(n+ 1)=2 independent components in an n-dimensional space.
If the Ricci tensor has all components equal to zero, the space-time is said to be Ricci
at, and the metric gab is called the vacuum metric [36].
 The Ricci scalar R: it is obtained from the Ricci tensor by contraction on its two indices:
R = Raa: (4.64)
If R is zero, the metric is said to be scalar at.
 One other important tensor, especially in twistor theory, due to its conformal character,
is the Weyl tensor: this is the trace-free part of the Riemann tensor and is the only one
who is conformal invariant [35]:
Cabcd = Rabcd   2
n  2
 
ga[cRd]b   gb[cRd]a

+
2
(n  1) (n  2)Rga[cgd]b: (4.65)
In an n-dimensional space-time the number of independent components of the Weyl
tensor is n(n 3)(n+1)(n+2)
12
for n > 3, and 0 for n  3 [24].
The Weyl tensor is trace-free on all its indices and satises the same symmetry properties
as the Riemann tensor does. Although C dabc is the conformally invariant quantity, due to
the symmetry in the pairs of indices (ab) and (cd) we prefer working with C cdab .
If this tensor vanishes, the metric is called conformally at [36].
 In conformal vacuum, the Weyl tensor satises:
gab (ra   a)Cbcde = 0; (4.66)
where ra is the covariant derivative, and a is the gradient of the logarithm of the
conformal factor. By solving these equations, we can obtain the conformal factor :
96
 If the Ricci tensor is a multiple of the metric tensor, the space-time is called Einstein:
Rab =
R
n
gab: (4.67)
 As dened in (4.2), in a four-dimensional space, if the dual of the Weyl tensor is the
same as the original tensor, the space is called self-dual :
Cabcd =
1
2
" efab Cefcd = Cabcd: (4.68)
4.4.1 Singularities of the metric
We mentioned earlier that although this metric is compact and self-dual, it is not dened
everywhere. One way of deciding whether the singularities of the metric are removable or
not is to use the characteristic polynomial for the matrix of the Weyl tensor.
The metric g has weight two:
g  w2 =) g 1  w 2; (4.69)
and so the Weyl tensor varies like w 2:
C cdab  w 2: (4.70)
The components of the Weyl tensor can be organized in 66 matrix, with characteristic
polynomial given by:
det(C cdab    [c[a  d]b] ) = 0; (4.71)
where  = 1

. In order to have a homogeneous equation we need
  w2 =)   w 2; (4.72)
and so we can write the characteristic polynomial in (4.71) as:
6 + a 2
5 + a 4
4 + a 6
3 + a 8
2 + a 10+ a 12 = 0; (4.73)
where the various indices indicate the weight of the corresponding term of the polynomial.
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One can consider various ratios of the coe¢ cients with overall weight equal to zero. One
criterion for the singularities to be real is nite values of these ratios at the poles. Note that
a 2 = tr(C) = 0, since the Weyl tensor is trace-free. Also, the coe¢ cient of 
4 is of the form
tr(C2)=2.
4.5 RESULTS
We have studied the following properties: atness (F),Ricci atness (RF), conformal atness
(CF), Einstein (E), conformal to vacuum (CV), and self-duality (SD).
Poles g det g F RF CF E CV SD
(6; 0)  0  0            
(5; 1) 6 0  0            
(4; 2) 6 0  0            
(4; 1; 1) 6 0  0            
(3; 3) 6 0 6 no no yes no trivially trivially
(3; 2; 1) 6 0 6 no no no no yes yes
(3; 1; 1; 1) 6 0 6 no no no no yes yes
(2; 2; 2) 6 0 6 no no yes no trivially trivially
(2; 2; 1; 1) 6 0 6 no no no no ? yes
(2; 1; 1; 1; 1) 6 0 6 no no no no ? yes
(1; 1; 1; 1; 1; 1) 6 0 6 no no no no ? yes
 In the rst column, we considered all possibilities for the poles of the matrices C and D
in (4.55): for example, (6; 0) means that all six poles are identical, (3; 2; 1) means that
three poles are identical, two poles are identical but di¤erent from the rst set of three.
 Column 2 describes the results obtained on the metric tensor: if g is identically equal to
zero, then none of the subsequent calculations make sense. If it is not identically equal
to zero, but det g = 0 (singular metric), none of the relevant tensors can be dened. The
rst nontrivial case starts with less than four identical poles.
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 Column 8 determines whether the metric is conformal to vacuum; since this equation
involves the Weyl tensor as described in (4.66), for the cases when the Weyl tensor is
identically equal to zero, (4.66) is trivially satised.
Also, in these cases the metrics are trivially self-dual.
 The equations that need to be solved in order to determine if the metrics are conformal
to vacuum have increasing complexity as the poles become more distinct.
For the last three cases we could not obtain any solutions due to the limitations of Maple.
It is very likely that solutions exist, but we could not determine it at this point.
 All these metrics have singularities at the poles. It has yet to be determined if these
singularities are coordinate singularities or genuine singularities.
4.6 EXAMPLES
Since the results presented in the previous section are only summarizing the main features
of these metrics, we will present here some results regarding two specic cases. A sample of
the Maple code is presented in appendix E.
4.6.1 Case (3,2,1)
Consider here the case when a = 1, b = 2, c = 3, p = 1, q = 1, r = 2.
 The metric in this case is given by:
g =
16
(t+ 1)2 (t+ 2)
dt2   32 (t+ 1)

dx  3t+ 7
t+ 1
dz
2
  32 (t+ 3) dy2
+
256 (t+ 2) (t+ 3)
(t+ 1)
dz2:
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 By analyzing the signature of the metric at the poles  3,  2 and  1, we obtain that
there is no change in signature:
-3 -2 -1
dt2     + +
dy2 +      
dxdz + + +  
dz2   +   +
 On the other hand, if we study the characteristic polynomial of the matrix associated to
the Weyl tensor C cdab , as described in 4.4.1, we obtain:
char(A) = r6   3 (t+ 1)
2
210 (xz + y)4 (t+ 3)4
r4 +
(t+ 1)3
214 (xz + y)6 (t+ 3)6
r3
= r6   a4r4 + a6r3
 By calculating the ratios of the coe¢ cients with zero weight, we obtain only one such
ratio, given by:
(a4)
3
(a6)
2 =  
27
4
;
which can be seen to be independent of the poles of the quadrics.
 The eigenvalues of the characteristic polynomial in this case are:
0; 0; 0;  t+ 1
16 (t+ 3)2 (xz + y)2
;
t+ 1
32 (t+ 3)2 (xz + y)2
;
t+ 1
32 (t+ 3)2 (xz + y)2
:
 By solving equation (4.66),we obtain that the metric is conformal to vacuum; the con-
formal factor 
 from (2.42) is given by:

 = (xz + y) 4
p
(t+ 1) (t+ 3):
 Self-duality is checked by verifying that the following equation holds:
Cabcd = Cabcd:
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4.6.2 Case (3,1,1,1)
Consider here the case when a = 1, b = 1, c = 1, p = 2, q = 3, r = 4.
 The metric in this case is given by:
g =
6
(t+ 2) (t+ 3) (t+ 4)
dt2 +
16 (t+ 1)2
t+ 2
dx2 +
32 (t+ 1)2
t+ 3
dy2 +
48 (t+ 1)2
t+ 4
dz2:
 By analyzing the signature of the metric at the poles  4,  3,  2 and  1, we obtain
that there is a change in signature at  4 and  2:
-4 -3 -2 -1
dt2   +   + +
dx2       + +
dy2     + + +
dz2   + + + +
 If we study the characteristic polynomial of the matrix associated to the Weyl tensor
C cdab , as described in 4.4.1, we obtain:
char(A) = r6   a4r4 + a6r3;
with
a4 =  4t
6 + 60t5 + 378t4 + 1292t3 + 2553t2 + 2790t+ 1324
48 (1 + x2 + y2 + z2)4 [(t+ 1) (t+ 2) (t+ 3) (t+ 4)]2
;
and
a6 =
(4t3 + 30t2 + 75t+ 64) (2t3 + 18t2 + 57t+ 62) (t3 + 6t2 + 9t+ 1)
864 (1 + x2 + y2 + z2)6 [(t+ 1) (t+ 2) (t+ 3) (t+ 4)]3
:
 By calculating the ratios of the coe¢ cients with zero weight, we again obtain only one
such ratio, C = (a4)
3
(a6)
2 , which depends only on t. We have:
Cjt= 1 =  59319
4900
; Cjt= 2 = Cjt= 3 = Cjt= 4 =  27
4
:
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 By solving equation (4.66), we obtain that the metric is conformal to vacuum; the con-
formal factor 
 from (2.42) is given by:

 =
(1 + x2 + y2 + z2) (t+ 1)5=4
[(t+ 2) (t+ 3) (t+ 4)]1=4
:
 Self-duality is checked again by verifying that Cabcd = Cabcd holds.
4.7 SELF-DUALITY FROM A TWISTORIAL POINT OF VIEW
The result regarding the self-duality of these metrics can also be argued from a twistorial
point of view as follows. In section 4.3, we obtained that the points of the three-dimensional
space on the intersections of quadrics are described by (4.22):
t(xTx  yTy) + xTAx  yTBy = 0:
Figure 4.6: -planes and -planes
on intersections of quadrics.
Fix a point Z = [x0;y0] on all quadrics (with x0 6= 0), and consider all the planes passing
through Z. All the -planes meeting at Z determine a (projective) line in PT and all the
-planes meeting at Z determine a (projective) line in PT.
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We obtain thus that for each t there are two CP1s of planes, which determine a two-
surface in space-time.
PT
Z
PT*
Z
Figure 4.7: The two CP1s of planes determine a
two-surface in the 4-D space time.
Generically, a space-time point is given by an equation of the form:
y =Mx;
where M is xed, and x varies. If the plane corresponding to the space-time point passes
through [x0;y0], then we have:
y0 =Mx0:
As M varies, we obtain an ensemble of such space-times. For innitesimal variations of M
we have:
(dM)x0 = 0,
which implies that det(dM) = 0 since we assumed that x0 6= 0. This is the equation of the
tangent vectors to the two-surfaces.
Recall now that the metric was obtained from G = det(dM) which in this case is reduced
to zero. We obtain that the restriction of the metric on the two-surfaces is completely
null, and it is known that three parameter families of completely null surfaces are self-dual
[26]. This concludes our twistorial justication of the self-dual character of the metrics on
intersections of quadrics.
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5.0 CONCLUSIONS
In the rst part of this thesis we have given a complete description of the R-algebras in
n-dimensions and the lower-dimensional cases: n = 5; n = 3, and n = 2:
In reference [1], the R-algebra, for the case n = 4, was used to construct the family of
unitary irreducible representations that constitute the discrete series of the conformal group.
We expect that, in general, the R-algebras constructed here can be used in the same way.
Finding the Casimir operators for these theories was not a trivial task, but it proved to
be extremely di¢ cult in the general case, preventing us from obtaining a complete result.
We plan on investigating the possibility of extending these results to super-conformal
algebras [9], [10], as well as obtaining a general result for the n-dimensional case.
In the second part of this thesis we have studied a class of metrics on the twistor space
arising on the intersection of quadrics for the case when the quadrics are simultaneously
diagonalizable. We obtained that these metrics live on a compact space, they are not at
in most nontrivial cases, conformal to vacuum (except for three cases when we could not
obtain a result), and self-dual.
One interesting interpretation arises in the generic case, when the time coordinate can
be thought of as a hyperelliptic curve of genus two.
Future plans involve studying the case when the quadrics are not simultaneously diago-
nalizable, and the use of Jordan blocks is needed.
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APPENDIX A
N-DIMENSIONAL CASE
[pa; pb] = 0; [qa; qb] = 0; (A.1)
[Mab; pc] = gacpb   gbcpa; (A.2)
[Mab; qc] = gacqb   gbcqa; (A.3)
[Mab;Mcd] = gacMbd   gbcMad   gadMbc + gbdMac; (A.4)
[D; pa] =  pa; [D; qa] = qa; (A.5)
[D;D] = 0; [D;Mab] = 0; (A.6)
[pa; qb] =Mab + gabD; (A.7)
Mabp
apb = 0; (A.8)
p2xa =
1
2
 
Mabp
b + pbMab

=Mabp
b + kpa; (A.9)
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[p2; qa] = pa(2D   1)  2p2xa; (A.10)
[Mab; xc] = gacxb   gbcxa; (A.11)
p2[xa; xb] =  Mab; (A.12)
p4(x  x) = (Mabpb)(Macpc) 
(n  1)2
4
p2; (A.13)
p2[x  x; xa] = 2xbMab   2kxa; (A.14)
[x  x; pa] = 2xa; (A.15)
[p2; xa] = 0; (A.16)
[xa; pb] = gab   p 2papb := hab; (A.17)
x  p =  p  x := k = n  1
2
; (A.18)
Lab = xapb   xbpa; Labpapb = 0; (A.19)
[Mab; Lcd] = gacLbd   gbcLad   gadLbc + gbdLac; (A.20)
[Lab; pc] = gacpb   gbcpa; (A.21)
Sab =Mab   Lab; (A.22)
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[Mab; Scd] = gacSbd   gbcSad   gadSbc + gbdSac; (A.23)
[Lab; xc] = gacxb   gbcxa   p 2 (Sacpb   Sbcpa) ; (A.24)
[Sab; pc] = 0; Sabp
b = 0; [p2; Sab] = 0; (A.25)
p2[Sab; xc] = Sacpb   Sbcpa; (A.26)
[Sab; Scd] = hacSbd   hbcSad   hadSbc + hbdSac; (A.27)
[Sab; x
b] = 0; (A.28)
p2ya = p
2xa   paD; (A.29)
[p2; ya] =  2pa; p2[ya; yb] =  Sab; (A.30)
yapb   ybpa = Lab; (A.31)
[D;Mab] = 0 = [D;Sab] = [D;Lab]; (A.32)
[D; p2] =  2p2; [D; p 2] = 2p 2; (A.33)
[D2; p2] = 4p2(1 D); (A.34)
[D; p 2pa] = p 2pa; (A.35)
107
[D2; pa] = pa( 2D + 1); (A.36)
[D; ya] = ya; [D; xa] = xa; [D;Qa] = Qa; (A.37)
[D; x  x] = 2 (x  x) ; (A.38)
f(D)xa = xaf(D + 1); f(D)pa = paf(D   1); (A.39)
for any polynomial function f .
Qa = x
bSab   1
2
(x  x) pa   xaD + 1
2
p 2pa
 
D2 +D   k2 ; (A.40)
[p2; Qa] = [p
2; qa]; [pa; Qb] = [pa; qb]; (A.41)
[Ra; pb] = 0; (A.42)
[D;Ra] = 0; (A.43)
[Ra; p
2] = 0; (A.44)
[Mab; Rc] = gacRb   gbcRa; (A.45)
p2[xa; Rb] = gab(R  p) Rapb; (A.46)
p2[Sab; Rc] = p
2hacRb   p2hbcRa   gac(R  p)pb + gbc(R  p)pa; (A.47)
2p2[Ra; Rb] = ((n  3)(n  2)  4R  p)Sab   2Sc[aScdSb]d; (A.48)
+(RcSac + SacR
c) pb   (RcSbc + SbcRc) pa;
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[S ca ; Sbc] = (n  3)Sab; (A.49)
[Sab; x  x] = 2xcpbSac   2xcpaSbc   2Sab; (A.50)
R  x = x R  p 2(n  1)(R  p); (A.51)
[xa; R  p] = 0; (A.52)
[x R; pa] = Ra   p 2pa(R  p); (A.53)
[Sac; R
c] = (n  2) [p 2(R  p)pa  Ra]; (A.54)
[R  p;Ra] =  1
2
 
RbSab + SabR
b

; (A.55)
[Sab; R  p] = 0; (A.56)
[SacS
ac; Rb] = 2 (SbcR
c +RcSbc) ; (A.57)
[SabS
ab; Scd] = 0; (A.58)
Sa = Rbh
b
a; Sap
a = 0; (A.59)
S = R  p; [S; S] = 0; (A.60)
[Sab; S] = 0; [Sa; S] = S
bSab   n  2
2
Sa; (A.61)
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[Sab; Sc] = hacSb   hbcSa; (A.62)
p2[Sa; Sb] =
(n  3) (n  2)
2
Sab + S[bjdjScdSa]c   2SSab; (A.63)
U = SaS
a; (A.64)
[U; Sab] = 0 = [U; S]; (A.65)
p2[U; Sa] = 2S
d
a S
c
d S
b
c Sb +
 
n (n  1) + 4C1   ScdScd

S ba Sb (A.66)
+(3n  4)S ca S bc Sb + (n  2)

n  1 + 2C1   1
2
ScdS
cd

Sa:
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APPENDIX B
5-DIMENSIONAL CASE
The conjugates of all the relations listed below hold (where it applies).
Sab = ABSA0B0 + A0B0SAB; Sa = SAA0 ; (B.1)
[SAB; SA0B0 ] = 0; (B.2)
[SAB; SCD] =
1
2
(ACSBD + ADSBC + BCSAD + BDSAC) ; (B.3)
[SAB; SCC0 ] =
1
2
(ACSBC0 + BCSAC0) ; (B.4)
SBDS
CD =  CB + S
C
B ; (B.5)
2 = SCDS
CD; (B.6)
S = C1   (+ 0) ; (B.7)
SabS
ab = 4 (+ 0) ; (B.8)
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[; SAB] = [; SA0B0 ] = 0; (B.9)
[+ 0; SAA0 ] =  3
2
SAA0   S B0A SA0B0   S BA0 SAB; (B.10)
 = 2  2C1 + 30 + 5; (B.11)
p2[SAA0 ; SBB0 ] = ABSA0B0 + A0B0
0SAB; (B.12)
p2SA0BS
B
B0 = SA0B0 +
1
2
p2A0B0U; (B.13)
p2[U; SAA0 ] = SAA0

21
2
  6C1 + 15 (+ 0)

+ 2

S B
0
A SA0B0 + c:c:

  10SABSA0B0SBB0 ;
(B.14)
p2
h
U; S B
0
A
i
= S B
0
A

21
2
  6C1 + 15 (+ 0)

+2S C
0
A S
B0
C0+2S
CB0SAC
0  10SACS B0C0 SCC
0
;
(B.15)
p2
h
U; SBB
0
i
= SBB
0

21
2
  6C1 + 15 (+ 0)

+2SBC
0
SB
0
C0+2S
B0CSBC
0 10SBCSB
0
C0S
CC0 ;
(B.16)
h
; S B
0
A
i
=
3
4
S B
0
A   SABSBB
0
; (B.17)

; S BA0

=  3
4
S BA0 + SCA0S
CB; (B.18)
[; SAA0 ] =  3
4
SAA0   S BA0 SAB; (B.19)
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h
; SBB
0
i
=  3
4
SBB
0
+ S B
0
A S
AB; (B.20)
[; SAA0 ] =  6SAA0   5S BA0 SAB   3S B
0
A SA0B0 ; (B.21)

; S BA0

=  3
2
S BA0   3SA0B0SBB
0
+ 5SCA0S
CB; (B.22)
h
; S B
0
A
i
=
3
2
S B
0
A + 3SAC0S
C0B0   5SACSCB0 ; (B.23)
h
; SBB
0
i
=  6SBB0 + 3S BA0 SA
0B0 + 5S B
0
A S
AB; (B.24)

SAB; S
B
A0

= S BA0 SAB +
3
2
SAA0 ; (B.25)
h
SAB; S
BB0
i
=
3
2
S B
0
A ; (B.26)
h
SABSA0B0 ; S
BB0
i
=
3
2
S B
0
A SA0B0 +
3
2
S BA0 SAB +
9
4
SAA0 ; (B.27)
SABSA0B0S
B0
C S
CB =  1
2
SABSA0B0S
BB0 +
3
2
SAA0

3
4
+ 

+ S B
0
A SA0B0

3
4
+ 0

; (B.28)
SABSA0CS
CB =  1
2
S BA0 + SAA0; (B.29)
SA0CS
CBSAB = SAA0+ S
B
A0 SAB; (B.30)
SAB
h
SA0B0 ; S
BB0
i
=
3
2
S BA0 SAB +
9
4
SAA0 ; (B.31)
SBCSA0C0S
CC0SAB =  3
2
SAA0

3
4
+ 

  S B0A SA0B0

+
3
4

+
1
2
SABSA0B0S
BB0 ; (B.32)
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SACS
B0
C0 S
CC0SA0B0 =  3
2
SAA0

3
4
+ 0

  S BA0 SAB

0 +
3
4

+
1
2
SABSA0B0S
BB0 ; (B.33)
SABSA0B0S
BCSB
0C0SCC0 = SAA0

 63
16
  9
4
(+ 0) + 0

  2S BA0 SAB

0 +
3
4

 2S B0A SA0B0

+
3
4

+ 4SABSA0B0S
BB0 ; (B.34)

2; SAA0

= SAA0

 5
2
+
9
16

+ S BA0 SAB

1
2
  2

; (B.35)
[0; SAA0 ] = SAA0

 27
16
  3
4
(+ 0)

+S BA0 SAB

 0   3
4

+p:a:+SABSA0B0S
BB0 ; (B.36)
[2 + 02; SAA0 ] = SAA0

 5
2
(+ 0) +
9
8

+ S BA0 SAB

1
2
  2

+ p:a:; (B.37)
[3 + 03; SAA0 ] = SAA0

 21
4
 
2 + 02

+
47
16
(+ 0)  27
32

(B.38)
+S BA0 SAB

 32 + 5
2
  7
16

+ p:a:;
[20 + 02; SAA0 ] = SAA0

 3
4
 
2 + 02
  33
16
(+ 0)  50 + 45
32

(B.39)
+S BA0 SAB

 02   20   3
2
+
9
16

+ p:a:
+SABSA0B0S
BB0 (2 (+ 0)  1) ;
p2
h
SAA
0
SABSA0B0S
BB0 ; SCC0
i
= SAA0 [ 3
4
p2U + (+ 0)

 209
4
  4C1

+ 300
+6
 
2 + 02

+

 69 + 21
2
C1

] (B.40)
+S BA0 SAB[ 
1
2
p2U   33
2
+ 0

 87
2
  4C1

+100 + 602 + ( 30 + 9C1)] + p:a:
+SABSA0B0S
BB0 [(52 + 6C1)  15 (+ 0)] ;
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p4

U2; SAA0

= SAA0 [(+ 
0)
 
266 + 20C1   16C21

+
 
2 + 02

(87 + 4C1) (B.41)
+0 (378 + 160C1)  220
 
20 + 02
  36  3 + 03
 

351
2
+ 162C1 + 36C
2
1

+ p2U (21  12C1 + 30 (+ 0))]
+S BA0 SAB[ (156 + 48C1) + 
0 (28  48C1) + 1520   362 + 14002
+p2U (12+ 200   8C1 + 8) 
 
70 + 64C1 + 16C
2
1

] + p:a:
+SABSA0B0S
BB0 [(+ 0) ( 332  128C1) + 120
 
2 + 02

+ 2720
+
 
142 + 136C1 + 32C
2
1
  20p2U ];
p2

(+ 0)SAA
0
SABSA0B0S
BB0 ; SCC0

= SAA0 [p
2U
 
2 (+ 0) + 9
8

+(+ 0)
 
885
8
  45C1

+0
 
1201
4
+ 19C1

+ (2 + 02)
 
847
8
+ 5
2
C1
  9
2
(3 + 03)
 107
2
(20 + 02)   171
2
+ 153
4
C1 +
3
2
C2

]
+S BA0 SAB[p
2U
 
+ 0 + 1
2

+ 
 
281
4
  20C1

+ 0
 
19
4
  28C1

+2
 
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4
  C1

+ 02
 
285
4
+ 3C1

+ 0
 
245
2
+ 6C1

+3   503   1120   1702    33 + 33
2
C1 + C2

] + p:a:
+SABSA0B0S
BB0 [(+ 0)
  299
2
  10C1

+ 500
+21 (2 + 02) + (70 + 33C1)  p2U;
(B.42)
p2
 
2 + 02

U; SAA0

= SAA0 [p
2U

9
8
  5
2
(+ 0)

+ (+ 0)

 211
8
  C1

  310
+
 
2 + 02

( 7  14C1) + 35
 
20 + 02

+ 27
 
3 + 03

+

225
16
+
9
4
C1

(B.43)
+S BA0 SAB[p
2U

 2+ 1
2

+ 

 47
4
+ 2C1

+ 0

 25
4
  2C1

 140 + 2 (1  4C1) + 02 ( 11  4C1) + 1020
+602+ 63 + 1003] + p:a:
+SABSA0B0S
BB0 [(+ 0) (35 + 8C1)  240   30
 
2 + 02

 

49
4
+ 4C1

];
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p2 [(+ 0)U; SAA0 ] = SAA0 [ 3
2
p2U + (+ 0) (13  10C1) + 21
 
2 + 02

(B.44)
+500  

81
4
+ 9C1

]
+S BA0 SAB[ p2U +  (10  4C1) + 0 ( 2  4C1) + 62
+1002 + 160   (8 + 4C1)] + p:a:
+SABSA0B0S
BB0 [17  26 (+ 0) + 8C1] ;
p2 [(0)U; SAA0 ] = SAA0 [p2U

 27
16
  3
4
(+ 0)

+ (+ 0)

 291
16
  3
2
C1

  9
4
 
2 + 02

+0 ( 14  14C1) + 31
 
20 + 02

+

297
32
+
45
8
C1

] (B.45)
+S BA0 SAB[p
2U

 0   3
4

+ 

 87
8
  3C1

+ 0

 17
8
+ 3C1

+0 ( 7  4C1) + 9
2
2   19
2
02 +

15
4
+
9
4
C1

] + c:c:
+SABSA0B0S
BB0 [p2U + (+ 0)

39
2
+ 4C1

  6  2 + 02
 300  

57
8
+ 4C1

]:
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APPENDIX C
3-DIMENSIONAL CASE
[D; p] =  p; [D; J ] = 0; [D; q] = q; (C.1)
[J  a; p  b] =  (a b)  p; (C.2)
[J  a; q  b] =  (a b)  q; (C.3)
[J  a; J  b] =  (a b)  J; (C.4)
[p  a; p  b] = 0; [q  a; q  b] = 0; (C.5)
[p  a; q  b] = (a  b)D   (a b)  J; (C.6)
[p;q] := p q + q  p; (C.7)
(a b)  (J  p+ p J) =  2(a b)  p; (C.8)
[J;p] =  2p; [J;q] =  2q; (C.9)
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J  J =  J; (C.10)
[J; p  p] = 0; (C.11)
[p; J  J ] = p J   J  p = 2p J + 2p; (C.12)
[q; J  J ] = q  J   J  q = 2q  J + 2q; (C.13)
[J; J  J ] = 0; (C.14)
[p  p; q] = pD +Dp+ p J   J  p = p(2D + 1) + 2p J; (C.15)
2(p  p)Q = 2(p  J)J   p(J  J) + pD(D + 3) + 2(p J)(D + 1); (C.16)
[p  a;Q  b] = (a  b)D   (a b)  J; (C.17)
[p  p;Q] = p(2D + 1) + 2(p J) = [p  p; q]; (C.18)
J  p = p  J; J  q = q  J; (C.19)
[J  p; p] = 0; [J  p; J ] = 0; [J  p; q] = J(D   1)  q  p; (C.20)
[q;p] = [p;q] =  2J; (C.21)
(p J) J =  p J + (p  J)J   p(J  J); (C.22)
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J  (p J) =  p J   (p  J)J + p(J  J); (C.23)
p (p J) = (p  J)p  (p  p)J; (C.24)
(p J) p =  (p  J)p+ (p  p)J; (C.25)
[p  J; J  J ] = 0; (C.26)
p  (p J) = 0; (C.27)
(p J)  p =  2p2; (C.28)
(p J)  J =  p  J; (C.29)
J  (p J) =  p  J; (C.30)
(p J) (p J) = (p  p)J; (C.31)
(p J)  (p J) = (p  p)(J  J)  (p  J)2; (C.32)
[p  p; J  J ] = 0; (C.33)
xapb   xbpa = (a b)  (x p); (C.34)
[pa; (p J)b] = (a  b)(p  p)  papb; (C.35)
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[J  q; p] =  (p q)  J(D + 1); (C.36)
(p J) q = (p  q)J   (q  J)p  2(p q)  J(D + 1); (C.37)
p (q  J) = (p  J)q   (p q)  (p  q)J; (C.38)
(p q) J = (p  J)q   (q  J)p  2(p q)  J(D + 1); (C.39)
[J  q; p] =  (p q)  J(D + 1); (C.40)
(p  p)2(QQ) = 2(p  J)p; (C.41)
R = q  Q; (C.42)
[p  p;R] = 0; [p  a;R  b] = 0; (C.43)
[D;R] = R; (C.44)
[J  a;R  b] =  (a b) R; (C.45)
(p  p)2(RR) = 2(p  p)(p  J)R  (p  p)(pR)  2(p  p)(p  J)p; (C.46)
(pR) p = (p  p)R  (p R)p; (C.47)
p (pR) = (p R)p  (p  p)R; (C.48)
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[p  J;R] = pR; (C.49)
[(p  J)2; R] = 2(p  J)(pR) + (p  p)R  (R  p)p; (C.50)
(pR)R = R(p R)  (R R)p; (C.51)
R (pR) = (R R)p  (p R)R; (C.52)
[R  p; p] = 0; [R  p; J ] = 0; (C.53)
(p  p)[R  p;R] =  2(p  J)(pR) + (R  p)p  (p  p)R; (C.54)
[R R; p] = 0; [R R; J ] = 0; (C.55)
S = R  1
2
p
p  p; (C.56)
S  p = R  p  1
2
; (C.57)
(p  p)(S  S) = (p  p)(R R)  (R  p) + 1
4
: (C.58)
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APPENDIX D
2-DIMENSIONAL CASE
Mab = J"ab; (D.1)
[pa; pb] = 0; [qa; qb] = 0; (D.2)
[J; pc] = "
b
c pb; [J; qc] = "
b
c qb; (D.3)
[D; pa] =  pa; [D; qa] = qa; (D.4)
[J; J ] = 0 = [D;D] = [D; J ]; (D.5)
[pa; qb] = "abJ + gabD; (D.6)
[Mab;Mcd] = 0; (D.7)
p2xa = "abJp
b +
1
2
pa; (D.8)
x  p =  p  x = 1
2
; (D.9)
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p2(x  x) = J2   1
4
; (D.10)
[J2; pa] =  pa + 2" ba pbJ; (D.11)
Lab =Mab; Sab = 0; (D.12)
p2Qa =  1
2
J2pa +
1
2
paD
2   "abJpbD; (D.13)
[pa; Qb] = "abJ + gabD = [pa; qb]; (D.14)
p4[Qa; Qb] = 0; (D.15)
Ra = qa  Qa; (D.16)
[Ra; pb] = 0; [Ra; Rb] = 0; [Ra; J ] = 0; (D.17)
[D;Ra] = Ra; [p
2; Ra] = 0; (D.18)
[R  p; pa] = 0 = [R  p; J ] = [R  p;Ra]; (D.19)
[R R; pa] = 0 = [R R; J ] = [R R;Ra] = 0; (D.20)
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APPENDIX E
MAPLE CODE FOR THE STUDY OF METRICS ON INTERSECTIONS OF
QUADRICS
This is the Maple code for the case (3,2,1) described in more detail in sections
> restart:with(linalg): with(tensor):
Choose the poles of the quadrics to be:
> a:=1:b:=2:c:=3:p:= 1: q:= 1: r:=2:
Dene the matrix X
> X:= matrix([[0, z, -y], [-z, 0, x], [y, -x, 0]]):
and the identity matrix:
> J:= matrix([[1,0,0], [0,1, 0], [0, 0, 1]]):
Parameterize the rotation matrix
> R:= map(factor, evalm((J - X)&*(J + X)^(-1))):
Check that it is indeed a rotation:
> map(factor,evalm(R&*J&*transpose(R)-J));
Dene the two matrices C and D.
>C:= matrix([[1/sqrt(t+a),0, 0], [0,1/sqrt(t+b) , 0], [0, 0, 1/sqrt(t + c)]]):
> D:= matrix([[1/sqrt(t + p),0, 0], [0,1/sqrt(t + q) , 0], [0, 0, 1/sqrt(t + r)]]):
> map(factor, evalm(R&*J&*transpose(R))):
> GG:= evalm(D^(-1)&*R&*C):
> M1:=map(factor,map(expand,evalm((t+a)^(1/2)*(t+b)^(1/2)*(t+c)^(1/2)
*(t+p)^(1/2)*(t+q)^(1/2)*(t+r)^(1/2)*(evalm(map(di¤,evalm(GG),t)*dt
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+map(di¤,evalm(GG),x)*dx+map(di¤,evalm(GG),y)*dy
+map(di¤,evalm(GG),z)*dz))))):
M1 is the metric times a factor of dt: M1=dt x GGG, so GGG is going to be the metric.
> GGG:= collect(factor(det(evalm(M1))/(t+a)/(t+b)/(t+c)/(t + p)/(t + q)/(t + r)/dt
*8*(1 + x^2 + y^2 + z^2)^2), [dt, dx, dy, dz]);
Dene the hessian:
> H:= hessian(GGG, [dt, dx, dy, dz]);
> detH:= factor(det(H));
Dene the components of the covariant metric tensor g(i,j):
> unassign(coord):unassign(coords):unassign(g):coord:=[t, x, y,z]:
> g_compts:=array (symmetric, sparse, 1..4, 1..4):
> g_compts[1,1]:=H[1,1]: g_compts[1,2]:=H[1,2]: g_compts[1,3]:=H[1,3]:
g_compts[1,4]:=H[1,4]: g_compts[2,2]:=H[2,2]: g_compts[2,3]:=H[2,3]:
g_compts[2,4]:=H[2,4]: g_compts[3,3]:=H[3,3]: g_compts[3,4]:=H[3,4]:
g_compts[4,4]:=H[4,4]:
The contravariant metric tensor ginv:
> g := create( [-1,-1], eval(g_compts));ginv := invert( g, detg):
> factor(det(evalm(g_compts)));
Compute the rst partial derivatives of the covariant metric tensor:
> D1g:=d1metric( g, coord ):
Compute the second partial derivatives of the covariant metric tensor:
> D2g:= d2metric( D1g, coord ):
Compute the Christo¤el symbols of the rst kind:
> Cf1 := Christo¤el1 ( D1g ):
Compute the Christo¤el symbols of the second kind:
> Cf2:= Christo¤el2 (ginv, Cf1):
Cf2(ijk): i=upper, jk lower
Compute the covariant Riemann tensor:
> RMN := Riemann( ginv, D2g, Cf1 );
Compute the covariant Ricci tensor:
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> RICCI := Ricci( ginv, RMN );
Compute the Ricci scalar:
> RS:= Ricciscalar( ginv, RICCI );
Check if it is Einstein:
> RICCI[compts][1,1]/g_compts[1,1]-RICCI[compts][2,2]/g_compts[2,2]
The covariant Weyl tensor (all components down) is:
> WEYL := Weyl( g, RMN, RICCI, RS);
> AB:=raise(ginv,WEYL,4);
The matrix of the Weyl tensor with all indices down is:
W:=subs(x=1,y=2,z=0,t=1,matrix([[WEYL[compts][1,2,1,2],WEYL[compts][1,3,1,2],
WEYL[compts][1,4,1,2],WEYL[compts][2,3,1,2],WEYL[compts][2,4,1,2],
WEYL[compts][3,4,1,2]],[WEYL[compts][1,2,1,3],
WEYL[compts][1,3,1,3],WEYL[compts][1,4,1,3],WEYL[compts][2,3,1,3],
WEYL[compts][2,4,1,3],WEYL[compts][3,4,1,3]],[WEYL[compts][1,2,1,4],
WEYL[compts][1,3,1,4],WEYL[compts][1,4,1,4],
WEYL[compts][2,3,1,4],WEYL[compts][2,4,1,4],WEYL[compts][3,4,1,4]],
[WEYL[compts][1,2,2,3],WEYL[compts][1,3,2,3],WEYL[compts][1,4,2,3],
WEYL[compts][2,3,2,3],WEYL[compts][2,4,2,3],
WEYL[compts][3,4,2,3]],[WEYL[compts][1,2,2,4],WEYL[compts][1,3,2,4],
WEYL[compts][1,4,2,4],WEYL[compts][2,3,2,4],WEYL[compts][2,4,2,4],
WEYL[compts][3,4,2,4]],[WEYL[compts][1,2,3,4],
WEYL[compts][1,3,3,4],WEYL[compts][1,4,3,4],WEYL[compts][2,3,3,4],
WEYL[compts][2,4,3,4],WEYL[compts][3,4,3,4]]]));
Calculate the Weyl tensor with two indices down and two up.
> AA:=raise(ginv,WEYL,3,4):
Write the matrix of the Weyl tensor. NOTE: the 6x6 matrix of the Weyl tensor, A, is
ordered as follows: on rows: [1212,1312,1412,2312,2412,3412], [1213,1313,...], [1214,1314,...],
[1223,1323,...], [1224,1324,...],[1234,1334,...]
> A:=matrix([[AA[compts][1,2,1,2],AA[compts][1,3,1,2],AA[compts][1,4,1,2],
AA[compts][2,3,1,2],AA[compts][2,4,1,2],AA[compts][3,4,1,2]],
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[AA[compts][1,2,1,3],AA[compts][1,3,1,3],AA[compts][1,4,1,3],
AA[compts][2,3,1,3],AA[compts][2,4,1,3],AA[compts][3,4,1,3]],
[AA[compts][1,2,1,4],AA[compts][1,3,1,4],AA[compts][1,4,1,4],
AA[compts][2,3,1,4],AA[compts][2,4,1,4],AA[compts][3,4,1,4]],
[AA[compts][1,2,2,3],AA[compts][1,3,2,3],AA[compts][1,4,2,3],
AA[compts][2,3,2,3],AA[compts][2,4,2,3],AA[compts][3,4,2,3]],
[AA[compts][1,2,2,4],AA[compts][1,3,2,4],AA[compts][1,4,2,4],
AA[compts][2,3,2,4],AA[compts][2,4,2,4],AA[compts][3,4,2,4]],
[AA[compts][1,2,3,4],AA[compts][1,3,3,4],AA[compts][1,4,3,4],
AA[compts][2,3,3,4],AA[compts][2,4,3,4],AA[compts][3,4,3,4]]]):
> B:=subs(x=1,y=2,z=0,t=1,evalm(A));
Calculate the determinant of the matrix of the Weyl tensor:
> factor(det(A));
Find the characteristic polynomial of the matrix of the Weyl tensor:
> cp:=charpoly(A,m);
Calculate the ratios of the coe¢ cients with overall weight equal to zero:
> a4:=-3/1024*(t^2+2*t+1)/((z*x+y)^4*(t+3)^4);
> a6:=1/16384*(t^3+3*t^2+3*t+1)/((z*x+y)^6*(t+3)^6);
> C:=simplify(a4^3/(a6^2));
Find the eigenvalues of the characteristic polynomial:
> mm:=(solve(cp=0,m));
> factor(mm[4]);factor(mm[5]);factor(mm[6]);
Next, we are checking if it is conformal to vacuum. Solve:
g_inv[a,b](cov_di¤[a]-lambda[a])Weyl[b,c,d,e]=0,
where lambda[a] is the gradient of lambda.
The covariant derivative of the Weyl tensor:
> cd_Weyl:=cov_di¤(WEYL,coord,Cf2):
Solve for the partial derivatives of lambda
> eq1:=ginv[compts][1,1]*cd_Weyl[compts][1,2,3,4,1]+ginv[compts][1,2]
*cd_Weyl[compts][2,2,3,4,1]+ginv[compts][1,3]*cd_Weyl[compts][3,2,3,4,1]
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+ginv[compts][1,4]*cd_Weyl[compts][4,2,3,4,1]+ginv[compts][2,1]
*cd_Weyl[compts][1,2,3,4,2]+ginv[compts][2,2]*cd_Weyl[compts][2,2,3,4,2]
+ginv[compts][2,3]*cd_Weyl[compts][3,2,3,4,2]+ginv[compts][2,4]
*cd_Weyl[compts][4,2,3,4,2]+ginv[compts][3,1]*cd_Weyl[compts][1,2,3,4,3]
+ginv[compts][3,2]*cd_Weyl[compts][2,2,3,4,3]+ginv[compts][3,3]
*cd_Weyl[compts][3,2,3,4,3]+ginv[compts][3,4]*cd_Weyl[compts][4,2,3,4,3]
+ginv[compts][4,1]*cd_Weyl[compts][1,2,3,4,4]+ginv[compts][4,2]
*cd_Weyl[compts][2,2,3,4,4]+ginv[compts][4,3]*cd_Weyl[compts][3,2,3,4,4]
+ginv[compts][4,4]*cd_Weyl[compts][4,2,3,4,4]-(lambda1*(ginv[compts][1,1]
*WEYL[compts][1,2,3,4]+ginv[compts][1,2]*WEYL[compts][2,2,3,4]
+ginv[compts][1,3]*WEYL[compts][3,2,3,4]+ginv[compts][1,4]
*WEYL[compts][4,2,3,4])+lambda2*(ginv[compts][2,1]*WEYL[compts][1,2,3,4
+ginv[compts][2,2]*WEYL[compts][2,2,3,4]+ginv[compts][2,3]
*WEYL[compts][3,2,3,4]+ginv[compts][2,4]*WEYL[compts][4,2,3,4])
+lambda3*(ginv[compts][3,1]*WEYL[compts][1,2,3,4]+ginv[compts][3,2]
*WEYL[compts][2,2,3,4]+ginv[compts][3,3]*WEYL[compts][3,2,3,4]
+ginv[compts][3,4]*WEYL[compts][4,2,3,4])+lambda4*(ginv[compts][4,1]
*WEYL[compts][1,2,3,4]+ginv[compts][4,2]*WEYL[compts][2,2,3,4]
+ginv[compts][4,3]*WEYL[compts][3,2,3,4]+ginv[compts][4,4]
*WEYL[compts][4,2,3,4])):
> eq2:=ginv[compts][1,1]*cd_Weyl[compts][1,1,3,2,1]+ginv[compts][1,2]
*cd_Weyl[compts][2,1,3,2,1]+ginv[compts][1,3]*cd_Weyl[compts][3,1,3,2,1]
+ginv[compts][1,4]*cd_Weyl[compts][4,1,3,2,1]+ginv[compts][2,1]
*cd_Weyl[compts][1,1,3,2,2]+ginv[compts][2,2]*cd_Weyl[compts][2,1,3,2,2]
+ginv[compts][2,3]*cd_Weyl[compts][3,1,3,2,2]+ginv[compts][2,4]
*cd_Weyl[compts][4,1,3,2,2]+ginv[compts][3,1]*cd_Weyl[compts][1,1,3,2,3]
+ginv[compts][3,2]*cd_Weyl[compts][2,1,3,2,3]+ginv[compts][3,3]
*cd_Weyl[compts][3,1,3,2,3]+ginv[compts][3,4]*cd_Weyl[compts][4,1,3,2,3]
+ginv[compts][4,1]*cd_Weyl[compts][1,1,3,2,4]+ginv[compts][4,2]*
cd_Weyl[compts][2,1,3,2,4]+ginv[compts][4,3]*cd_Weyl[compts][3,1,3,2,4]
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+ginv[compts][4,4]*cd_Weyl[compts][4,1,3,2,4]-(lambda1*(ginv[compts][1,1]
*WEYL[compts][1,1,3,2]+ginv[compts][1,2]*WEYL[compts][2,1,3,2]
+ginv[compts][1,3]*WEYL[compts][3,1,3,2]+ginv[compts][1,4]
*WEYL[compts][4,1,3,2])+lambda2*(ginv[compts][2,1]*WEYL[compts][1,1,3,2]
+ginv[compts][2,2]*WEYL[compts][2,1,3,2]+ginv[compts][2,3]
*WEYL[compts][3,1,3,2]+ginv[compts][2,4]*WEYL[compts][4,1,3,2])
+lambda3*(ginv[compts][3,1]*WEYL[compts][1,1,3,2]+ginv[compts][3,2]
*WEYL[compts][2,1,3,2]+ginv[compts][3,3]*WEYL[compts][3,1,3,2]
+ginv[compts][3,4]*WEYL[compts][4,1,3,2])+lambda4*(ginv[compts][4,1]
*WEYL[compts][1,1,3,2]+ginv[compts][4,2]*WEYL[compts][2,1,3,2]
+ginv[compts][4,3]*WEYL[compts][3,1,3,2]+ginv[compts][4,4]
*WEYL[compts][4,1,3,2])):
> eq3:=ginv[compts][1,1]*cd_Weyl[compts][1,1,2,4,1]+ginv[compts][1,2]
*cd_Weyl[compts][2,1,2,4,1]+ginv[compts][1,3]*cd_Weyl[compts][3,1,2,4,1]
+ginv[compts][1,4]*cd_Weyl[compts][4,1,2,4,1]+ginv[compts][2,1]
*cd_Weyl[compts][1,1,2,4,2]+ginv[compts][2,2]*cd_Weyl[compts][2,1,2,4,2]
+ginv[compts][2,3]*cd_Weyl[compts][3,1,2,4,2]+ginv[compts][2,4]
*cd_Weyl[compts][4,1,2,4,2]+ginv[compts][3,1]*cd_Weyl[compts][1,1,2,4,3]
+ginv[compts][3,2]*cd_Weyl[compts][2,1,2,4,3]+ginv[compts][3,3]
*cd_Weyl[compts][3,1,2,4,3]+ginv[compts][3,4]*cd_Weyl[compts][4,1,2,4,3]
+ginv[compts][4,1]*cd_Weyl[compts][1,1,2,4,4]+ginv[compts][4,2]
*cd_Weyl[compts][2,1,2,4,4]+ginv[compts][4,3]*cd_Weyl[compts][3,1,2,4,4]
+ginv[compts][4,4]*cd_Weyl[compts][4,1,2,4,4]-(lambda1*(ginv[compts][1,1]
*WEYL[compts][1,1,2,4]+ginv[compts][1,2]*WEYL[compts][2,1,2,4]
+ginv[compts][1,3]*WEYL[compts][3,1,2,4]+ginv[compts][1,4]
*WEYL[compts][4,1,2,4])+lambda2*(ginv[compts][2,1]*WEYL[compts][1,1,2,4]
+ginv[compts][2,2]*WEYL[compts][2,1,2,4]+ginv[compts][2,3]
*WEYL[compts][3,1,2,4]+ginv[compts][2,4]*WEYL[compts][4,1,2,4])
+lambda3*(ginv[compts][3,1]*WEYL[compts][1,1,2,4]+ginv[compts][3,2]
*WEYL[compts][2,1,2,4]+ginv[compts][3,3]*WEYL[compts][3,1,2,4]
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+ginv[compts][3,4]*WEYL[compts][4,1,2,4])+lambda4*(ginv[compts][4,1]
*WEYL[compts][1,1,2,4]+ginv[compts][4,2]*WEYL[compts][2,1,2,4]
+ginv[compts][4,3]*WEYL[compts][3,1,2,4]+ginv[compts][4,4]
*WEYL[compts][4,1,2,4])):
> eq4:=ginv[compts][1,1]*cd_Weyl[compts][1,3,1,4,1]+ginv[compts][1,2]
*cd_Weyl[compts][2,3,1,4,1]+ginv[compts][1,3]*cd_Weyl[compts][3,3,1,4,1]
+ginv[compts][1,4]*cd_Weyl[compts][4,3,1,4,1]+ginv[compts][2,1]
*cd_Weyl[compts][1,3,1,4,2]+ginv[compts][2,2]*cd_Weyl[compts][2,3,1,4,2]
+ginv[compts][2,3]*cd_Weyl[compts][3,3,1,4,2]+ginv[compts][2,4]
*cd_Weyl[compts][4,3,1,4,2]+ginv[compts][3,1]*cd_Weyl[compts][1,3,1,4,3]
+ginv[compts][3,2]*cd_Weyl[compts][2,3,1,4,3]+ginv[compts][3,3]
*cd_Weyl[compts][3,3,1,4,3]+ginv[compts][3,4]*cd_Weyl[compts][4,3,1,4,3]
+ginv[compts][4,1]*cd_Weyl[compts][1,3,1,4,4]+ginv[compts][4,2]
*cd_Weyl[compts][2,3,1,4,4]+ginv[compts][4,3]*cd_Weyl[compts][3,3,1,4,4]
+ginv[compts][4,4]*cd_Weyl[compts][4,3,1,4,4]-(lambda1*(ginv[compts][1,1]
*WEYL[compts][1,3,1,4]+ginv[compts][1,2]*WEYL[compts][2,3,1,4]+
ginv[compts][1,3]*WEYL[compts][3,3,1,4]+ginv[compts][1,4]
*WEYL[compts][4,3,1,4])+lambda2*(ginv[compts][2,1]*WEYL[compts][1,3,1,4]
+ginv[compts][2,2]*WEYL[compts][2,3,1,4]+ginv[compts][2,3]
*WEYL[compts][3,3,1,4]+ginv[compts][2,4]*WEYL[compts][4,3,1,4])
+lambda3*(ginv[compts][3,1]*WEYL[compts][1,3,1,4]+ginv[compts][3,2]
*WEYL[compts][2,3,1,4]+ginv[compts][3,3]*WEYL[compts][3,3,1,4]
+ginv[compts][3,4]*WEYL[compts][4,3,1,4])+lambda4*(ginv[compts][4,1]
*WEYL[compts][1,3,1,4]+ginv[compts][4,2]*WEYL[compts][2,3,1,4]
+ginv[compts][4,3]*WEYL[compts][3,3,1,4]+ginv[compts][4,4]
*WEYL[compts][4,3,1,4])):
Next, solve for lambda[a].
> sol:=solve({eq1=0,eq2=0,eq3=0,eq4=0},{lambda1,lambda2,lambda3,lambda4});
> l4:=rhs(sol[4]);
> l2:=rhs(sol[3]);
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> l1:=rhs(sol[1]);
> l3:=rhs(sol[2]);
> int(l1,t);
> unassign(C);
> L1:=1/4*ln(4*t+t^2+3)+C(x,y,z);
> di¤(L1,x)=l2;
> C1:=int(z/(z*x+y),x);
> L2:=1/4*ln(4*t+t^2+3)+ln(z*x+y)+C2(y,z);
> di¤(L2,y)=l3;
It is conformal to vacuum, with a conformal factor given by:
> lambda:= 1/4*ln(4*t+t^2+3)+ln(z*x+y);
Next, dene the matrix of the epsilon tensor:
> E1:=subs(x=1,y=2,z=0,s12*W34+s14*W23-s13*W24+s23*W14-s24*W13
+s34*W12):
> E11:=di¤(E1,s12,t12):E12:=di¤(E1,s13,t12):E13:=di¤(E1,s14,t12):
E14:=di¤(E1,s23,t12):E15:=di¤(E1,s24,t12):E16:=di¤(E1,s34,t12):
> E21:=di¤(E1,s12,t13):E22:=di¤(E1,s13,t13):E23:=di¤(E1,s14,t13):
E24:=di¤(E1,s23,t13):E25:=di¤(E1,s24,t13):E26:=di¤(E1,s34,t13):
> E31:=di¤(E1,s12,t14):E32:=di¤(E1,s13,t14):E33:=di¤(E1,s14,t14):
E34:=di¤(E1,s23,t14):E35:=di¤(E1,s24,t14):E36:=di¤(E1,s34,t14):
> E41:=di¤(E1,s12,t23):E42:=di¤(E1,s13,t23):E43:=di¤(E1,s14,t23):
E44:=di¤(E1,s23,t23):E45:=di¤(E1,s24,t23):E46:=di¤(E1,s34,t23):
> E51:=di¤(E1,s12,t24):E52:=di¤(E1,s13,t24):E53:=di¤(E1,s14,t24):
E54:=di¤(E1,s23,t24):E55:=di¤(E1,s24,t24):E56:=di¤(E1,s34,t24):
> E61:=di¤(E1,s12,t34):E62:=di¤(E1,s13,t34):E63:=di¤(E1,s14,t34):
E64:=di¤(E1,s23,t34):E65:=di¤(E1,s24,t34):E66:=di¤(E1,s34,t34):
> E:=subs(t=1,matrix([[E11,E12,E13,E14,E15,E16],[E21,E22,E23,E24,E25,E26],
[E31,E32,E33,E34,E35,E36],[E41,E42,E43,E44,E45,E46],
[E51,E52,E53,E54,E55,E56],[E61,E62,E63,E64,E65,E66]]));
> EC:=subs(t=1,x=1,y=2,z=0,matrix([[ginv[compts][3,1]*ginv[compts][4,2]
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-ginv[compts][3,2]*ginv[compts][4,1],-ginv[compts][2,1]*ginv[compts][4,2]
+ginv[compts][2,2]*ginv[compts][4,1],ginv[compts][2,1]*ginv[compts][3,2]
-ginv[compts][2,2]*ginv[compts][3,1],ginv[compts][1,1]*ginv[compts][4,2]
-ginv[compts][1,2]*ginv[compts][4,1],-ginv[compts][1,1]*ginv[compts][3,2]
+ginv[compts][1,2]*ginv[compts][3,1],ginv[compts][1,1]*ginv[compts][2,2]
-ginv[compts][1,2]*ginv[compts][2,1]],[ginv[compts][3,1]*ginv[compts][4,3]
-ginv[compts][3,3]*ginv[compts][4,1],-ginv[compts][2,1]*ginv[compts][4,3]
+ginv[compts][2,3]*ginv[compts][4,1],ginv[compts][2,1]*ginv[compts][3,3]
-ginv[compts][2,3]*ginv[compts][3,1],ginv[compts][1,1]*ginv[compts][4,3]
-ginv[compts][1,3]*ginv[compts][4,1],-ginv[compts][1,1]*ginv[compts][3,3]
+ginv[compts][1,3]*ginv[compts][3,1],ginv[compts][1,1]*ginv[compts][2,3]
-ginv[compts][1,3]*ginv[compts][2,1]],[ginv[compts][3,1]*ginv[compts][4,4]
-ginv[compts][3,4]*ginv[compts][4,1],-ginv[compts][2,1]*ginv[compts][4,4]
+ginv[compts][2,4]*ginv[compts][4,1],ginv[compts][2,1]*ginv[compts][3,4]
-ginv[compts][2,4]*ginv[compts][3,1],ginv[compts][1,1]*ginv[compts][4,4]
-ginv[compts][1,4]*ginv[compts][4,1],-ginv[compts][1,1]*ginv[compts][3,4]
+ginv[compts][1,4]*ginv[compts][3,1],ginv[compts][1,1]*ginv[compts][2,4]
-ginv[compts][1,4]*ginv[compts][2,1]],[ginv[compts][3,2]*ginv[compts][4,3]
-ginv[compts][3,3]*ginv[compts][4,2],-ginv[compts][2,2]*ginv[compts][4,3]
+ginv[compts][2,3]*ginv[compts][4,2],ginv[compts][2,2]*ginv[compts][3,3]
-ginv[compts][2,3]*ginv[compts][3,2],ginv[compts][1,2]*ginv[compts][4,3]
-ginv[compts][1,3]*ginv[compts][4,2],-ginv[compts][1,2]*ginv[compts][3,3]
+ginv[compts][1,3]*ginv[compts][3,2],ginv[compts][1,2]*ginv[compts][2,3]
-ginv[compts][1,3]*ginv[compts][2,2]],[ginv[compts][3,2]*ginv[compts][4,4]
-ginv[compts][3,4]*ginv[compts][4,2],-ginv[compts][2,2]*ginv[compts][4,4]
+ginv[compts][2,4]*ginv[compts][4,2],ginv[compts][2,2]*ginv[compts][3,4]
-ginv[compts][2,4]*ginv[compts][3,2],ginv[compts][1,2]*ginv[compts][4,4]
-ginv[compts][1,4]*ginv[compts][4,2],-ginv[compts][1,2]*ginv[compts][3,4]
+ginv[compts][1,4]*ginv[compts][3,2],ginv[compts][1,2]*ginv[compts][2,4]
-ginv[compts][1,4]*ginv[compts][2,2]],[ginv[compts][3,3]*ginv[compts][4,4]
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-ginv[compts][3,4]*ginv[compts][4,3],-ginv[compts][2,3]*ginv[compts][4,4]
+ginv[compts][2,4]*ginv[compts][4,3],ginv[compts][2,3]*ginv[compts][3,4]
-ginv[compts][2,4]*ginv[compts][3,3],ginv[compts][1,3]*ginv[compts][4,4]
-ginv[compts][1,4]*ginv[compts][4,3],-ginv[compts][1,3]*ginv[compts][3,4]
+ginv[compts][1,4]*ginv[compts][3,3],ginv[compts][1,3]*ginv[compts][2,4]
-ginv[compts][1,4]*ginv[compts][2,3]]]));
> evalm(E-EC);
> subs(t=1,evalm(E^2));
> Id:=matrix([[1,0,0,0,0,0],[0,1,0,0,0,0],[0,0,1,0,0,0],[0,0,0,1,0,0],[0,0,0,0,1,0],
[0,0,0,0,0,1]]);
> LL:=simplify(subs(x=1,y=2,z=0,t=1,map(factor,evalm(W&*(EC/2)*detgg))));
> evalm(2*LL+W);
This shows that the metric is self-dual.
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