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RESUME
Ce memoire presente Ie systeme COP-Compile. C'est un systeme permettant 1'integration
de la programmation procedurale en C++ et de la programmation logique en Prolog. Le
noyau de ce systeme est un compilateur de Prolog base sur la machine abstraite de Warren
(WAIVE). Cette machine qui definit une organisation de la memoire, un ensemble de registres
et un jeu d'instructions adaptes a Prolog, est actuellement la reference par excellence dans
Ie domaine d'implantation de compilateurs Prolog.
Ce projet de recherche s'insere dans Ie cadre d une serie de travaux qui visent a rap-
procher la programmation procedurale et la programmation logique. L'objectif principal de
ce projet est d'augmenter la performance d'une premiere version d'un compilateur realisant
1'integration des deux styles de programmation ou Ie code Prolog etait interprete.
Le systeme COP-Compile a reussi a augmenter la performance du systeme COP original et
a ameliorer ses possibilites en diminuant son temps d'execution et en etendant les programmes
Prolog qu'il est capable de reconnaitre.
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Chapitre 1
INTRODUCTION
Ce memoire presente Ie systeme COP-Compile. C'est un systeme permettant 1'integration
de la programmation procedurale en C++ et de la programmation logique en Prolog. Le
noyau de ce systeme est un compilateur de Prolog base sur la machine abstraite de Warren
(WAM). Cette machine qui definit une organisation de la memoire, un ensemble de registres
et un jeu d'instructions adaptes a Prolog, est actuellement la reference par excellence dans
Ie domaine d'implantation de compilateurs Prolog.
1.1 Cadre du pro jet de recherche
Ce projet s'insere dans Ie cadre d'une serie de travaux de recherche au sein du departe-
ment de genie electrique et de genie informatique de 1'universite de Sherbrooke qui visent a
rapprocher la programmation procedurale et la programmation logique.
Une premiere tentative de realisation d un compilateur integrant C++ et Prolog a montre
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la validite de 1'idee de rapprochement des deux types de programmation. Ce compilateur, qui
portait Ie nom de COP (C++ Ou Prolog) [1] a servi a prouver la faisabilite et Futilite d'une
integration de C++ et de Prolog.
II ofFrait, en outre, plusieurs avantages parmi lesquels:
- permettre au programmeur de choisir Ie style de programmation qu'il desire: procedural
ou logique;
- permettre au programmeur de choisir 1'interface graphique qu'il veut utiliser;
- donner au programmeur la possibilite d'utiliser des librairies existantes;
- Ie code C++ et Ie code Prolog pouvaient etre developpes independamment 1'un de
Pautre;
Ie code final genere etait portable sur n'importe quel type de machine.
Neanmoins, cette premiere version du compilateur COP, qui sera notee COPi dans la suite
de ce memoire afin de rappeler que Ie code Prolog y etait interprete, soufFrait de certaines
limitations qui ne representaient pas une preoccupation majeure lors de la conception du
systeme. En effet, COP? ne visait pas la performance d'execution mais plutot la preuve de la
faisabilite d'une integration des styles de programmation procedural et logique.
Le pro jet de recherche presente dans ce memoire a pour objectif principal d'augmenter la
performance de COP i en remediant a ses limitations.
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1.2 Presentation de la problematique
Malgre ses nombreux avantages et originalites, COP i presentait certaines limitations au
niveau de la performance. En effet, Ie systeme COP? ne pouvait trailer que des programmes
de petite taille. De plus, sa vitesse d'execution ainsi que les programmes Prolog qu'il recon-
naissait etaient limites.
Une analyse plus detaillee du systeme COP? a montre que ses limitations ont trois causes
principales:
1. La representation interne des termes et des regles du code Prolog est peu efficace. Elle
ne permet de representer qu'un nombre limite de regles et de termes. Aussi, la taille du
code Prolog devrait-elle etre petite.
2. L'ensemble des predicats predefinis de Prolog qui peuvent etre reconnus par COP? est
minimal. Des programmes Prolog qui utilisent certains predicats predefinis usuels ne
peuvent etre compiles par COP?.
3. Le module compilateur Prolog-COP de COPz" qui sert a convertir Ie code Prolog en
code C++ est base sur un interpreteur Prolog qui reQoit du code Prolog et 1'interprete
sequentiellement. Ce mode d'implantation de Prolog, en plus d'etre devenu obsolete,
rend la vitesse d'execution de COP i tres lente.
1.3 Realisations
Le systeme COP-Compile, conQu dans Ie cadre de ce projet de recherche, permet d'ame-
liorer Fefficacite du systeme COPz. II remedie a ses principales limitations tout en respectant
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sa philosophie globale et son schema de compilation.
Le systeme COP-Compile augmente la performance du systeme COP i en diminuant son
temps d'execution et en etendant 1'ensemble des programmes Prolog qu'il peut reconnaitre.
1.3.1 Diminution du temps d'execution
L'amelioration du temps d'execution dans Ie systeme COP-Compile a ete atteinte grace
a un bon choix de la representation interne des donnees en memoire et a la compilation du
code Prolog a la place de son interpretation.
L'utilisation de la technique de representation etiquetee pour coder les termes du code
Prolog a permis de reduire Ie temps d'acces a ces donnees en memoire, reduisant ainsi Ie
temps global d'execution.
La compilation du code Prolog en convertissant les predicats Prolog en instructions de la
WAM a permis de reduire Ie temps d'execution puisque les instructions de la WAM ont ete
congues de maniere a accelerer la procedure d'unification de Prolog.
De plus, Ie module compilateur Prolog-COP a ete redefini en introduisant, notamment,
un sous-module d'optimisation du code Prolog qui va localiser Pensemble des predicats qui
doivent etre compiles parmi ceux du code entier. Ainsi, seuls les predicats pertinents seront
compiles et non pas la totalite du code Prolog.
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1.3.2 Extension des programmes Prolog reconnus
Les programmes Prolog compiles par Ie systeme COP-Compile peuvent contenir des pre-
dicats predefinis qui n'etaient pas reconnus par Ie systeme COP i. Leur taille peut depasser
la taille maximale des programmes Prolog reconnus par systeme COP i. Us peuvent en fait
etre de n'importe quelle taille.
L'ensemble des predicats predefinis de Prolog reconnus a ete etendu dans Ie systeme COP-
Compile afin d inclure les predicats arithmetiques, logiques, metalogiques et de controle. Des
programmes contenant des predicats de ces types ne pouvaient etre compiles par Ie systeme
COP?.
L'utilisation de la technique de tableaux dynamiques pour Ie stockage des termes du code
Prolog en memoire a permis au systeme COP-Compile de s'adapter a la taille du code Prolog.
1.4 Grandes lignes du travail
Ce memoire decrit en detail les etapes de conception et de realisation du systeme COP-
Compile.
Le chapitre 2 decrit brievement Ie systeme COP? en presentant les langages integres par
Ie systeme, les difFerents modules du systeme et son schema de compilation.
Le chapitre 3 relate les principales limitations du systeme COP 2. Apres un rappel du cadre
dans lequel une amelioration du systeme doit etre faite, ce chapitre explicite les ameliorations
a apporter. Le choix de la machine abstraite de Warren (WAM) pour implanter Ie compilateur
Prolog y est egalement justifie.
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Le chapitre 4 decrit en detail la machine abstraite de Warren. II presente 1'organisation
de la memoire au sein de la machine, ses registres et son jeu d'instructions.
Le chapitre 5 definit la structure du systeme COP-Compile et explicite les nouveaux
modules introduits par Ie systeme ainsi que Ie nouveau schema de compilation.
Le chapitre 6 presente les principales etapes de realisation du systeme COP-Compile. 11
met en relief les phases de compilation du code prolog en instructions de la WAM et de
1'execution de ce code WAM par un emulateur. II fournit, enfin, une validation du systeme
COP-Compile a travers les resultats des tests de sa performance.
Le chapitre 7 conclut ce memoire en rappelant les originalites du systeme COP-Compile
et en proposant des extensions futures de ce travail.
Chapitre 2
LE SYSTEME COPi
COP % est un compilateur permettant 1'integration de C++ et de Prolog en interpretant
Ie code Prolog, d'ou son nom (C++ Ou Prolog mterprete). Un programmeur peut utiliser a sa
guise C++ ou Prolog, c'est-a-dire travailler de maniere procedurale ou de maniere declarative.
Un programme de COP i est forme d'un ensemble de definitions de variables, d'objets et
de fonctions C++ ainsi que de predicats Prolog. Comme dans C++, ces definitions peuvent
apparaitre dans n'importe quel ordre dans Ie programme.
Seul Ie code C++ peut appeler du code Prolog et ceci est realise grace a des bridge goals.
Un bridge goal est un but Prolog mais qui est ecrit comme n'importe quel enonce de C++,
au milieu d'une fonction.
Apres une presentation des deux langages integres par Ie systeme COP i ainsi que les ca-
racteristiques du langage COP, ce chapitre, adapte en grande partie de [I], decrit les modules
qui forment Ie systeme COP i ainsi que son schema de compilation.
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2.1 Langages integres par COPi
2.1.1 Le langage C++
Le langage C++ est un langage procedural, fortement type et a objets. II a ete developpe
par Bjarne Stroustrup [2] et est derive du langage C [3].
La base de la programmation par ob jets est la notion de classe. Une classe definit un
nouveau type de donnees et permet de lui associer des operations. La creation d'objets, aussi
appeles instances, se fait en materialisant une classe. Les operations de la classe, appelees
aussi methodes, sont applicables a tout objet de cette classe.
L heritage permet de definir une nouvelle classe a partir d'une autre. Une hierarchie de
classes est ainsi creee et on dit que la sous-classe est derivee de sa super-classe. Le develop-
pement de la classe derivee est realise par heritage et en ajoutant au besoin des attributs
et/ou de nouvelles methodes.
La programmation en C++ definit egalement les concepts de surdefinition des operateurs
et de polymorphisme. Lorsqu'une fonction ou un operateur est redefini, on dit qu'il est sur-
defini; Ie choix de la fonction ou de 1'operateur correspondant est fait, generalement, a la
compilation grace a sa classe d'appartenance et si besoin grace a la liste des types des ar-
guments. La liaison peut etre resolue dynamiquement pendant 1'execution; 1'idee est d'avoir
un meme nom associe, dans la hierarchie des classes, a une multitude de methodes et la me-
thode effectivement utilisee est determinee a 1'execution selon Ie type efFectif de 1'objet et des
arguments de la methode. Ce mecanisme de liaison dynamique fait apparaitre la hierarchie
des classes sous plusieurs formes, a partir d un meme nom de methode; on parle alors de
polymorphisme.
CHAPITRE2. LE SYSTEME COPi 9
En ce qui concerne la mise en oeuvre du langage C++, certains compilateurs comportent
un preprocesseur produisant du code C. Ce code est par la suite transforme en code machine
par un compilateur C. Un compilateur C++ utilisant cette approche doit aussi prendre
comme entree du code C et Ie passer sans changement au compilateur C. En particulier, il
est possible de definir des fonctions C et d'appeler ces fonctions a partir de methodes ecrites
en C++.
2.1.2 Le langage Prolog
Le langage Prolog est un langage declaratif inspire de la logique et congu par Alain
Colmerauer [4]. Une bonne reference du langage Prolog est Ie livre de Clocksin et Mellish [5]
qui a popularise et standardise la syntaxe d'Edinburgh.
Un programme Prolog est forme par un ensemble de clauses de Horn ou regles de la forme:
T:- Qi, Q2, ..., Qn. ou n >. 0
On dit que T est la tete de la regle, que Qi, Qs, ..., Qn constituent Ie corps de celle-ci et
que Ie symbole ":-" se lit si. La regle se lit done comme suit: T est vrai si Qi et Qs et ... et
Qn sont vrais. La virgule entre les Q se lit done comme un et logique. Lorsque Ie corps de la
regle est vide, Ie cas ou n=0, il s'agit d'une regle unite ou d'un fait.
La tete de la regle T est de la forme:
p(Ai, A2, ..., Am) ou m ^ 0
On dit alors que p est un predicat ou foncteur et que les Ai, Aa, ..., Am sont les arguments
de la regle.
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Les Qi, Qs, ..., Qn et les Ai, A2, ..., Am sont des termes. Un terme est une constante, une
variable ou un terme compose. Un terme compose comporte un foncteur suivi d'une sequence
d'un ou plusieurs termes appeles arguments.
Un predicat est defini comme un ensemble de regles definissant une relation. Dans ce cas,
toutes ses regles doivent avoir Ie meme foncteur et la meme arite (nombre d'arguments).
L? execution d'un programme Prolog se fait selon une strategic particuliere de resolution
appelee resolution de buts [6 . Un programme Prolog est un ensemble de regles et de faits et
Pexecution est declenchee par une requete ou but. De maniere simplifiee, pour une requete et
un ensemble de regles, Prolog essaie d'attribuer des valeurs aux variables de la requete pour
qu'elle soit vraie. L'execution s'effectue en profondeur d'abord, les regles du programme sont
essayees dans Fordre ou elles apparaissent dans Ie programme et les appels aux predicats
dans Ie corps de chaque regle sont efFectues de gauche a droite.
Le langage Prolog offre quatre caracteristiques particulieres:
1. Les variables logiques. Dans Ie langage Prolog une variable est Ie nom d'une inconnue.
A Pexecution la valeur est inconnue, mais Pinstanciation permet a une variable d'avoir
une valeur. Toute variable est locale a la regle ou elle figure. Les variables peuvent etre
passees comme arguments d'un terme ou d'un terme compose.
2. Le typage dynamique. Les variables peuvent contenir des valeurs de n'importe quel
type:
- un atome (constante);
- un entier;
- une liste;
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- un terme compose.
3. L'unification. L'unification est une operation speciale cherchant a trouver 1'instance
commune la plus generate entre deux termes. Elle est utilisee pour construire et avoir
acces aux termes d'un terme compose. Elle est aussi utilisee pour lier une variable a
une autre. Lorsqu'une des variables liees est instanciee, toutes les variables qui lui sont
liees sont aussi instanciees a cette valeur.
4. Le retour en arriere. Pendant I5 execution, Prolog essaie de satisfaire les clauses dans
1'ordre d'apparition dans Ie programme, c'est-a-dire trouver des valeurs aux variables
afin que les clauses soient vraies. Si un predicat possedant plus d'une clause est appele,
Prolog se souvient qu'il y a un point de choix. Si Prolog ne peut pas rendre la clause
choisie vraie (echec a 1'unification), un retour en arriere est fait sur Ie point de choix
Ie plus recent afin de poursuivre 1'execution avec la prochaine clause du predicat. De
cette maniere Prolog peut donner toutes les solutions possibles pour un but a resoudre.
2.2 Le langage COP
Le langage COP n'est rien d'autre qu'une reunion du langage C++ et du langage Prolog.
Un programme ecrit en COP est forme de definitions de variables, d'objets et de fonctions
de C++ ainsi que de predicats de Prolog.
Le langage C++ est , cependant, Ie langage maitre puisque seul Ie code C++ d'un pro-
gramme COP peut appeler Ie code Prolog et non pas Pinverse.
Le code C++ peut done contenir des appels de buts Prolog, appeles bridge-goals. Du cote
C++, les bridge-goals ressemblent a des appels de fonctions alors que du cote Prolog c'est
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des buts Prolog.
Un fichier integrant du code C++ avec des bridge-goals et du code Prolog est appele
fichier source COP. La section A.l des annexes presente un exemple de fichier source COP.
L'instruction if (power (X,Y,Z)) contient un bridge-goal.
Une fichier source COP contient du code C++ et du code Prolog. Les types de code
source soumis au compilateur COP sont done de trois categories:
1. Type bridge: du code source C++ contenant des bridge-goals (Voir la section A.2 des
annexes).
2. Type Prolog: du code source Prolog (Voir la section A.3 des annexes).
3. Type C++: du code source C++ (Voir la section A.4 des annexes).
Le code du fichier source COP est separe en deux, d'un cote tout Ie code C++ contenant
des bridge-goals et de Pautre tout Ie code Prolog. La partie du compilateur COP realisant
cette tache de separation du code est appelee separateur COP. Le code Prolog, issu d'un
fichier de type Prolog ou genere par Ie separateur COP, doit etre converti en code compilable
par un compilateur C++, la partie du compilateur COP realisant cette transformation est
appelee compilateur Prolog-COP. Un compilateur C++ genere Ie programme executable par
la compilation de tous les fichiers de type C++, qu'ils soient du code source du programmeur
ou generes par Ie compilateur Prolog-COP.
Les bridge-goals dans Ie code C++ sont convertis par Ie convertisseur COP en des appels
de fonctions C++. Ces fonctions sont appelees des bridge-functions. Chaque bridge-goal a une
bridge-function qui lui est exclusive. Le but premier des bridge-functions est de realiser Ie pont
entre Ie code C++ et Ie code Prolog. La section A.5 presente la bridge-function power-03-00
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correspondant au 6n'^e-^oa/power (X, Y, Z).
Le langage Prolog peut generer plusieurs solutions a un appel d'un but en relangant ce
meme but plusieurs fois successives. Dans COP, ce mecanisme est realise en mettant un
bridge-goal dans un enonce de boucle (while, do ou for). Chaque iteration engendre une
solution differente, si elle existe, du but Prolog correspondant.
Les variables en parametre d'un bridge- goalpeimetient 1'echange des donnees entre Ie code
C++ et Ie code Prolog. Ces variables sont appelees des bridge-variables afin de les distinguer
des variables C++ classiques dans Ie code C++ et des variables Prolog dans Ie code Prolog.
Le programmeur dispose d'une interface permettant de manipuler les bridge-variables. C'est
la classe TBridge Variable. Les parametres X, Y et Z du bridge- goal power (X, Y, Z) sont
des bridge-variables.
2.3 Structure de COPi
Le compilateur COPi est forme de trois principaux modules:
1. Le separateur COP qui permet de separer les fichiers sources de type COP (fichiers
integrant du code C++ et du code Prolog) en deux ensembles de fichiers: un ensemble
de fichiers de type bridge et un ensemble de fichiers de type Prolog.
2. Le convertisseur COP qui a pour tache principale de convertir les fichiers de type bridge
(fichiers contenant du code C++ faisant appel au code Prolog) en fichiers de type C++.
3. Le compilateur Prolog-COP qui permet de convertir tous les fichiers de type Prolog
generes par Ie separateur COP en byte-code qui sert d'entree a un interpreteur Prolog.
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2.3.1 Le separateur COP
Le separateur COP realise deux taches:
1. Separer les fichiers de type COP en deux ensembles de fichiers: un ensemble de fichiers
de type bridge et un ensemble de fichiers de type Prolog.
2. Batir la table de symboles qui contient les foncteurs et les antes de tous les predicats
Prolog reconnus.
Separation des fichiers de type COP
La separation des deux types de fichiers se fait comme suit:
- si Ie separateur COP reconnait un predicat Prolog, ce predicat est copie dans un fichier
de type Prolog;
- sinon, Ie separateur considere que la partie de code rencontree est un enonce C++ et
Ie pro chain bloc de code C++ est copie dans Ie fichier de type C++;
- cette reconniassance est repetee jusqu'a ce que la fin du fichier COP soit atteinte.
Pour reconnaitre un predicat Prolog dans un fichier de type COP, Ie separateur COP se
base sur la grammaire de Prolog de la figure 2.1. Dans cette figure et les deux suivantes,
la grammaire est representee selon la notation de grammaire non contextuelle et les unites
lexicales respectent la notation des expressions regulieres [7].




























IDENT ( args )
IDENT
VARIABLE ( args )
VARIABLE
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IDENT ( s-args )
















IDENT [a-z][a-zA-Z-0-9-]* VARIABLE [A-Z][a-zA-Z-0-9-]*
INTEGER{0-9]+ STRING "[A"]*"
Figure 2.1 - La grammaire Prolog du separateur COP
CHAPITRE2. LE SYSTEME COPi 16
Cote C++, Ie separateur COP a seulement besoin de connaitre la syntaxe terminant un






















Figure 2.2 - La grammaire C++ du separateur COP
Construction de la table des symboles
La construction de la table des symboles se fait au fur et a mesure de la separation des
fichiers de type COP. Si une regle ou un fait est reconnu, son foncteur et son ante sont
introduits dans la table des symboles.
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2.3.2 Le convertisseur COP
Le convertisseur COP permet de generer Ie code liant Ie code C++ et Ie code Prolog. II
effectue les taches suivantes:
1. Convertir les fichiers de type bridge en fichiers de type C++.
2. Generer Ie fichier de prototypes.
3. Generer Ie fichier de fonctions bridge.
Conversion de fichiers de type bridge en fichiers de type C++
La conversion de fichiers de type bridge en fichiers de type C++ est faite en localisant
les bridge-goals, c'est a dire les buts Prolog mais ecrits au milieu de fonctions de C++, dans
les fichiers de type bridge a 1'aide de la table des symboles. Les bridge-goals sont convertis en
des appels de fonctions bridge uniques.
Les bridge-goals sont localises dans les fichiers de type bridge a Paide de la table des
symboles qui permet de connaitre Ie foncteur et Parite des appels possibles aux predicats
dans Ie code Prolog. La grammaire qui permet de reconnaitre un appel de bridge-goal dans
Ie code C++ est celle de la figure 2.3.
Une fois qu'un appel est localise, Ie foncteur et son ante sont compares a ceux dans la
table des symboles. S'il y a coincidence Ie bridge-goal est substitue par un appel de fonction
C++. C'est la fonction bridge associee a ce bridge-goal.
Pour associer une fonction bridge unique a chaque bridge-goal, Ie convertisseur COP asso-
cie un compteur, initialise a zero, a chaque couple predicat/arite dans la table des symboles.

















































Figure 2.3 - La grammaire C++ du convertisseur COP
Chaque appel de bridge-goal qui coincide avec un couple predicat/arite augmente de un la
valeur du compteur associe a ce couple. Le nom de la fonction bridge associee au bridge-goal
a convertir est compose de Punion du nom du predicat, de son arite et de la valeur courante
du compteur associe a ce couple predicat/arite.
Par exemple, pour un predicat de nom pere, ayant une ante de deux et une valeur de
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compteur de quatre, la fonction bridge aura Ie nom pere-02-04 et Ie compteur associe au
couple sera incremente a cinq.
Cette methode de compteur assure que deux bridge-goals differents faisant appel au meme
predicat Prolog auront des noms differents de fonctions bridge. L'arite dans la composition
du nom est necessaire puisqu'elle permet de faire la distinction entre deux predicats de meme
nom ayant des antes differentes mais une meme valeur de compteur.
Generation du fichier de prototypes
Afin de generer Ie fichier de prototypes, un fichier est ouvert et pour chaque predicat/arite
dans la table des symboles ayant un ou plusieurs appels de fonctions bridge generes, les
prototypes correspondants sont crees dans Ie fichier.
Le nombre de prototypes pour chaque couple predicat/arite dans la table des symboles
est indique par la valeur finale du compteur.
Par exemple, pour un predicat de nom pere, d'arite deux et d'une valeur de compteur
trois, les prototypes pour les fonctions bridge suivantes sont produits: pere-02-00, pere_02_01
et pere-02-02.
Generation du fichier des fonctions bridge
Les noms des fonctions bridge a generer sont determines de la meme fa^on que pour les
prototypes. Le corps de ces fonctions est genere a partir d'un meme squelette en C++ (Voir
la figure 6.1) puisque toutes les fonctions bridge sont identiques sauf sur deux points: Ie nom
de la fonction bridge et ses parametres.
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2.3.3 Le compilateur Prolog-COP
Ce compilateur est responsable de la conversion de tous les fichiers Prolog generes par
Ie separateur COP en byte-code. Ce byte-code est, en fait, un tableau d'entiers qui sont la
representation interne des termes et des regles du programme Prolog. Ce tableau est ecrit en
C++ et sera parcouru lors de 1'execution par Pinterpreteur Prolog. Get interpreteur est un
programme ecrit en C++ qui est inspire d'un mini interpreteur de PrologII [8].
Le compilateur Prolog-COP fonctionne en deux phases: une phase de generation et une
phase d'interpretation.
Phase de generation
Le compilateur Prolog-COP lit Ie fichier source contenant les predicats predefinis et les
predicats corpus par Ie programmeur. Les termes de ces predicats ainsi que 1'enchainement
des regles est codifie sous forme d'entiers. Un tableau rassemblant cette representation interae
est genere. C'est Ie byte-code.
Le byte-code ainsi que la table des symboles Prolog sont sauvegardes dans un fichier qui
va etre joint aux autres parties constituant Ie programme COP complet.
Phase cPinterpretion
C'est la phase d'execution du code Prolog transforme en byte-code par 1'interpreteur.
L'interface entre 1'interpreteur et Ie programme COP est realisee grace aux methodes d'une
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classe C++ specifique, TProlog:
1. La methode setupGoal permet de fournir a Pinterpreteur Ie but a resoudre ainsi que
les parametres de celui-ci.
2. La methode run execute Ie but specific par setupGoal. Elle trouve uniquement la
premiere solution et conserve ses points de choix.
3. La methode get Variables transforme les resultats obtenus par la machine Prolog dans
la representation des variables bridge.
4. La methode reset detruit tous les points de choix et s'assure que la machine Prolog
est prete a trailer un autre but.
2.4 Schema de compilation de COPi
La compilation d'un programme de COPi se fait en huit etapes:
1. Separation du programme de COP? en fichiers Prolog et fichiers bridge.
2. Generation de la table des symboles contenant les predicats Prolog et leur arite.
3. Creation des fichiers C++, avec les bridge-goals transformes en des appels de fonctions
bridge.
4. Creation d'un fichier entete bridge qui contient les prototypes des fonctions bridge.
5. Creation d'un fichier de fonctions bridge qui contient Ie code des fonctions bridge.
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6. Conversion des fichiers Prolog en byte-code qui est mis en relation avec Ie code C++
de 1'interpreteur Prolog.
7. Compilation de tous les fichiers: les fichiers C++ et les fichiers de fonctions bridge.
8. Edition de liens des fichiers ob jets et des librairies COP pour generer Ie programme
executable.
La figure 2.4 montre la structure generale des fichiers et Ie schema complet de compilation
COP. Les rectangles identifient des fichiers et les ovales des applications.






























Figure 2.4 - Flux des donnees et schema de compilation deCOPi
Chapitre 3
L'AMELIORATION DE COPi
Malgre les nombreuses qualites de COPi et notamment la preuve de la faisabilite et de
Putilite d'une integration de la programmation procedurale et de la programmation logique,
Ie compilateur presente encore quelques limitations au niveau de la representation interne
des donnees, des predicats predefinis et de Pexecution du code Prolog.
Le but de ce chapitre est de presenter ces limitations du systeme COP? ainsi que les
ameliorations qui doivent etre apportees afin d'y remedier tout en rappelant Ie cadre dans
lequel ces ameliorations devront se faire, a savoir les objectifs de conception et de realisation
fixes au debut du pro jet COP.
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3.1 Limitations de COP %
3.1.1 Representation interne des donnees
Codage des termes Prolog
L'interpreteur Prolog de COP? est inspire d'un mini interpreteur de PrologII [8]. Ce
dernier ayant ete congu pour fonctionner sur un micro-ordinateur a memoire vive de 32Ko,
il ne reservait qu un espace de 8Ko pour coder les regles et les termes Prolog. Get espace est
subdivise de maniere statique entre les difFerents types de termes.
Les termes sont codes sous forme d'entiers de 16 bits dont la valeur est comprise entre
-100 et 19999.
Le type du terme est determine par 1'intervalle d'entiers auquel appartient la representa-
tion du terme:
- Variable: Entre -100 et -1.
- Entier: Entre 0 et 9999.
- Caractere: Entre 10000 et 10255.
- Identificateur: Entre 11000 et 11999.
- Sequence: Entre 12000 et 15999.
- Fonction: Entre 16000 et 19999.
La valeur du terme code est determinee en soustrayant de la representation du terme la
borne inferieure de Pintervalle correspondant au type du terme.
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Ainsi, si un terme est represente sous forme de 1'entier 10032, alors il s'agit d'un caractere
puisque 10032 appartient a 1'intervalle [10000, 10255] et la valeur de ce caractere (son code
ASCII) est 32, i.e. 10032 - 10000.
Ce choix de codage des termes est peu efficace puisque Ie nombre d'entites pouvant etre
codees est limite. Par exemple, Ie nombre d'identificateurs dans un programme Prolog ne
doit pas depasser 1000, de meme Ie nombre de variables ne peut depasser 100. De plus,
la determination du type du terme est tres couteuse en temps puisqu'elle fait intervenir
Poperation de soustraction.
Utilisation de tableaux statiques
Le programme Prolog traite par COP i est stocke en memoire, apres codage de ses regles
et termes, sous forme de tableau statique. Un tableau statique est caracterise par sa taille
qui est specifiee lors de sa declaration avant Ie premier acces au tableau. Cette taille ne peut
etre modifiee en cours d'execution.
Du fait que les programmes Prolog traites par COP? peuvent etre de taille quelconque,
il y a reservation inutile de la memoire si Ie programme est beaucoup plus petit que la taille
allouee au tableau qui va recevoir les entites du programme, ou debordement si Ie programme
depasse la taille allouee.
3.1.2 Ensemble des predicats predefinis
L'ensemble de predicats predefinis de COP?" est tres restreint. Beaucoup des predicats
predefinis utilises par les programmes Prolog usuels n'ont pas besoin d'etre realises puisqu'ils
traitent des entrees/sorties qui, dans COPa, se font dans Ie code C++.
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Cependant, 1'absence dans COP % de certains predicats predefinis consideres standards tels
que les predicats arithmetiques, logiques, metalogiques et de controle represente un handicap
majeur du systeme.
3.1.3 Execution du code Prolog
La limitation majeure de COP i est Putilisation d'un interpreteur pour executer Ie code
Prolog. En effet, Ie code genere par Ie compilateur Prolog-COP est du byte-code qui doit etre
interprete.
Ce choix se justifie par Ie fait que COPi ne visait pas la performance d'execution du code
Prolog en premier lieu.
Neanmoins, la vitesse d'execution du compilateur COP? pourra etre amelioree si Ie code
Prolog est compile a la place d'etre interprete.
3.2 Ameliorations a apporter
3.2.1 Objectifs de conception et de realisation
L'amelioration du systeme COPz doit s'efFectuer dans Ie cadre des considerations fixees
au debut du projet COP.
Ainsi, la version amelioree de COP doit-elle respecter, d'abord, les objectifs de conception
suivants:
1. Pouvoir integrer dans un seul programme source du code C++ et du code Prolog.
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2. Respecter la syntaxe et la semantique des deux langages.
3. Pouvoir developper de faQon independante les parties C++ et Prolog d'un programme.
4. Pouvoir utiliser les bibliotheques existantes de C++ et de Prolog.
Ensuite, les objectifs de realisation suivants:
1. La portabilite: Le compilateur COP lui-meme et Ie code genere par Ie compilateur
doivent etre portables.
2. La modularite: Le code source compile par COP doit pouvoir etre modulaire afin de
permettre de developper Ie code en C++ et Ie code en Prolog de fagon independante.
Elle permet aussi au programmeur d'utiliser les bibliotheque existantes de C++ et de
Prolog.
De plus, la version amelioree de COP doit:
1. Garder Ie meme schema global de compilation de COP.
2. Garder la meme structure des fichiers de COP sauf la ou une amelioration s'impose.
3. Respecter les grammaires de Prolog et de C++ reconnues par Ie compilateur COP.
3.2.2 Representation interne des donnees
Representation etiquetee
Pour coder les termes du programme Prolog, la representation etiquetee [9] sera utilisee.
Cette technique permet de representer les termes sous forme de mots de 32 bits. Ces 32 bits
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sont subdivises en deux champs:
1. Un champ etiquette sur les 3 bits du poids Ie plus fort.
2. Un champ valeur sur les 29 bits restants.
Le champ etiquette specifie Ie type du terme. Chaque combinaison de bits correspond a
un type particulier de termes. La determination du type du terme se fait alors par une simple
operation ET logique entre Ie mot et un masque de 32 bits ou les trois premiers bits sont a 1
et les autres a 0.
Le champ valeur specific la valeur du terme. La determination de la valeur du terme se
fait alors par une simple operation ET logique entre Ie mot et un masque de 32 bits ou les
trois premiers bits sont a 0 et les autres a 1.
Une discussion detaillee de la representation de chaque terme est donnee a la page 38.
Tableaux dynamiques
Pour remedier aux problemes de debordement et de gaspillage de memoire lies aux ta-
bleaux statiques utilises pour stocker les termes du programme Prolog, la methode d'alloca-
tion dynamique de tableaux [10] sera adoptee.
Cette technique permet d'allouer de la memoire a des tableaux de taille arbitraire de sorte
que cette taille augmente lors de 1'execution du programme.
Partant d'une taille minimale pour Ie tableau Prolog, si la limite du tableau est atteinte,
sa taille est doubles par recopie dans un tableau plus grand.
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3.2.3 Ensemble des predicats predefinis
Pour etendre 1'ensemble de programmes Prolog qui peuvent etre compiles par COP, il
faudrait doter ce dernier d'un mecanisme de reconnaissance des predicats predefinis les plus
utilises.
Des predicats de type arithmetique, logique, metalogique ou de controle apparaissent dans
la plupart des programmes Prolog et COP devrait etre capable de les reconnaitre.
Partant de Pensemble des predicats predefinis de C-Prolog 11 , un sous-ensemble de
predicats qui sont devenus des standards du fait de leur utilisation par la majorite des pro-
grammes Prolog a ete retenu. Ce premier choix pourra etre facilement etendu par la suite,
puisqu'il suffit d'ajouter une entree a la table des predicats predefinis et ecrire Ie code cor-
respondant a ce predicat.
Predicats arithmetiques
Ces predicats prennent comme argument des expressions arithmetiques et les evaluent.
Au moment de 1'evaluation, chaque variable dans une expression arithmetique doit etre liee
a un nombre ou a une expression arithmetique.
Les predicats arithmetiques reconnus sont les suivants, ou X et Y sont des expressions
arithmetiques et Z un terme quelconque:
- Z is X: L'expression arithmetique X est evaluee et Ie resultat est unifie avec Z.
- X+Y: Addition de X et Y.
- X-Y: Soustraction de Y de X.
il
CHAPITRE3. L'AMELIORATION DE COPi 31
- X*Y: Multiplication de X et Y.
- X/Y: Division de X par Y.
Predicats logiques
Ces predicats evaluent leurs arguments et les comparent. Au moment de 1'evaluation,
chaque variable doit etre liee a un nombre ou a une expression arithmetique.
Les predicats logiques reconnus sont les suivants, ou X et Y sont des expressions arithme-
tiques:
- X==Y: Succes si les valeurs de X et Y sont egales.
- X\ =Y: Succes si les valeurs de X et Y ne sont pas egales.
- X<Y: Succes si la valeur de X est inferieure a celle de Y.
- X>Y: Succes si la valeur de X est superieure a celle de Y.
- X=<Y: Succes si la valeur de X est inferieure ou egale a celle de Y.
- X>=Y: Succes si la valeur de X est superieure ou egale a celle de Y.
Predicats metalogiques
Ces predicats permettent de tester la nature de leur argument.
- var(X): Teste si X est actuellement instanciee a une variable.
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- nonvar(X): Teste si X est actuellement instanciee a un terme non variable.
- atom (X): Teste si X est actuellement instanciee a un atome, c.a.d. un terme non variable
d'arite 0 qui n'est pas un nombre.
- integer(X): Teste si X est actuellement instanciee a un entier.
- atomic (X): Teste si X est actuellement instanciee a un atome ou a un nombre.
Predicats de controle
Ces predicats permettent de modifier Ie flux d'execution d'un programme Prolog.
- true: II reussit a chaque appel.
- fail:IIechoue a chaque appel.
3.2.4 Compilation de Prolog
L'amelioration principale qui doit etre apportee au systeme COP? est la compilation du
code Prolog a la place de son interperetation.
Afin de respecter Pobjectif de portabilite cite plus haut, Ie code Prolog ne devra pas etre
compile en assembleur ou en langage machine. II doit etre plutot traduit en langage C.
II existe, actuellement, deux approches pour compiler Prolog en C:
1. L'approche basee sur la continuation [12, 13];
2. L'approche basee sur la machine abstraite de Warren (WAM)[14].
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L'approche basee sur la continuation consiste a compiler chaque predicat de Prolog en une
fonction C qui possede un argument additionnel: une fonction de continuation. Si la fonction
echoue, elle effectue un retour normal. Par contre, si elle reussit, elle execute la fonction de
continuation [13]. Cette approche est tres complexe et consomme beaucoup de memoire a
cause des appels recursifs des fonctions C [15].
L'approche basee sur la WAM consiste a compiler les predicats et les requetes Prolog en
un ensemble d'instructions de la WAM. Cette machine abstraite est alors realisee en C.
L'approche basee sur la WAM sera adoptee pour compiler Ie code Prolog. Ce choix est
justifie essentiellement par les faits suivants:
1. Tous les travaux en cours dans Ie domaine de compilation de Prolog utilisent la WAM
comme cible 16].
2. On dispose d'une riche bibliographie traitant de la compilation basee sur la WAM.
3. Les meilleurs compilateurs de Prolog qui existent actuellement sont bases sur la WAM
ou sur des architectures qui en derivent [16].
4. Pouvoir profiter des resultats des recherches efFectuees separement sur les techniques
de la WAM telles que les methodes d'optimisation de code [17] ou les algorithmes de
gestion de memoire [18].
Chapitre 4
LA MACHINE ABSTRAITE DE
WARREN
En 1983, David H. D. Warren a con^u une machine virtuelle pour 1'execution de Prolog
qui definit une organisation de la memoire, un ensemble de registres et un jeu d'instructions
adaptes a Prolog. Cette machine, connue sous Ie nom de machine abstraite de Warren (WAM) ,
est devenue une solide reference en matiere d'implantation de compilateurs Prolog.
La WAM a aide de nombreux chercheurs a acquerir une meilleure comprehension de
1'execution de Prolog et a developper des systemes de programmation logique efiicaces. De
plus, la WAM s'est averee suffisamment flexible pour servir de base a diverses extensions de
la programmation logique telles que les contraintes, la concurrence, Ie parallelisme, 1'ordre
superieur, etc.
Le rapport original de Warren [14] decrivait la WAM dans un style qui rendait la com-
prehension difficile pour un lecteur moyen meme s'il a des connaissances prealables sur les
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operations de Prolog. En 1991, H. Alt Kaci a remedie a cette lacune en publiant un ouvrage
qui a rendu les concepts de la WAM plus abordables [19]. L'un des aspects positifs de ce livre
est qu'il presente 1'implantation de chaque operation de la WAM sous forme de procedure de
type Pascal.
La compilation d'un predicat, dans la WAM, consiste a transformer celui-ci en une suite
d'instructions realisant 1'indexation des clauses qui Ie ferment, ainsi que la gestion du retour-
arriere qui lui est associe, avec notamment la creation et la suppression des points de choix.
La compilation d'une clause consiste a generer les instructions realisant 1'unification de
sa tete, ainsi que 1'appel des differents buts que comporte sa partie droite [20].
Les sections suivantes, adaptees de [21], decrivent la maniere avec laquelle la memoire
est organisee dans la WAM, Ie role des difFerents registres de la WAIVE ainsi que son jeu
d'instructions.
4.1 Organisation de la memoire dans la WAM
L'espace memoire de la WAM est subdivise en quatre zones:
1. Une zone de code ou les instructions du code WAM sont stockees.
2. Une pile locale pour sauvegarder les environnements et les points de choix.
3. Une pile de restauration (trail) utilisee pour defaire les liaisons des variables lors du
retour-arnere.
4. Une pile de recopie (heap) qui contient les termes crees au cours de 1'execution.
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Pile locale (ou de controle)
Cette pile permet d'automatiser Ie parcours de 1'arbre de recherche Prolog. Elle contient
les triplets correspondants aux etats de recherche. Lorsqu'un echec survient (aucune tete de
clause ne s'unifie avec Ie litteral courant) la procedure de retour-amere depile un certain
nombre d'elements jusqu'a 1'obtention d'un triplet pour lequel il existe une alternative. En
vue de diminuer cette recherche et acceder en temps constant a 1'element susceptible de
fournir une nouvelle solution, il est possible de determiner, lors de Pavancee, si Ie noeud
courant donnera lieu a un retour-arriere et, dans ce cas, d'empiler un element particulier
appele point de choix.
Ainsi, la pile locale gere Ie controle de Prolog que 1'on peut separer en deux phases:
1. Avancee: Appels imbriques de procedure. On utilise un environnement (ou bloc d'ac-
tivation) ou sont stockees les variables (locales) de la clause et les informations de
controle utiles a la sortie du bloc courant (i.e. de la clause). Ces environnements sont
similaires a ceux necessaires lors de Fimplantation d'un langage qui gere des variables
locales, tel que C. Ainsi, une clause peut etre comparee a une fonction, et ses variables
(nouvelles instances a chaque utilisation de la clause) a des variables locales.
2. Retour-arriere (backtracking): II consiste a reprendre Ie calcul a la derniere alternative
non encore exploitee. Ainsi, un point de choix stocke les informations necessaires a la
reprise de calcul. On y trouve done la sauvegarde de la plupart des registres de base
ainsi que Padresse de la nouvelle clause a essayer.
Ces deux types de blocs de controle sont entrelaces et done chaque bloc contient un
pointeur vers Ie bloc precedent de meme type pour permettre Ie depilement.
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Deux registres de base E et B pointent respectivement sur Ie dernier environnement et
sur Ie dernier point de choix. Ainsi, la pile locale contient deux piles entrelacees avec deux
sommets de pile et la possibilite, a partir de chaque bloc, d'acceder au bloc precedent de
meme type. Lorsqu'un nouveau bloc doit etre alloue, Ie calcul de son adresse revient au
calcul du maximum entre les deux sommets de la pile.
Cette fa^on de faire simplifie la synchronisation des points de choix et des environnements.
Ainsi, lorsqu'un environnement est libere alors qu'un point de choix a ete cree au-dessus de lui
(par un de ses fils), 1'espace de cet environnement n'est pas reutilise puisqu'il sera necessaire
lors du retour-amere.
Pile de restauration (trail)
Chaque etat de 1'arbre de recherche Prolog donne lieu a un environnement ou sont stockes
les variables locales de la clause ainsi qu'un vecteur de substitution qui associe de maniere
bi-univoque un element a une variable de la clause. Neanmoins, il arrive que certaines sub-
stitutions affectent des variables n'apparaissant pas dans la clause courante. Ces liaisons
affectent alors des elements du vecteur de substitution d'un environnement anterieur a 1'en-
vironnement courant. Lors du retour-arriere, si cet environnement est egalement anterieur a
celui du dernier point de choix, il faudra defaire ces liaisons pour pouvoir relancer, avec les
memes donnees^ Ie calcul sur une autre alternative.
La solution pour remettre a 1'etat initial (non lie) de telles variables est d'utiliser une autre
pile, appelee pile de restauration (ou trail). Lorsqu'une variable anterieure au dernier point
de choix doit etre liee, sa reference est empilee. Ainsi, a condition de memoriser Ie sommet
de cette pile dans les points de choix, il suffit lors du retour-arriere de remettre a 1'etat libre
toutes les variables referencees dans la trail entre Ie sommet actuel et celui enregistre dans Ie
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dernier point de choix.
Pile globale (heap)
Cette pile permet de stocker les termes structures. Elle a une structure de pile dans la
mesure oil les nouveaux termes sont empiles sur son sommet et qu'elle est depilee lors du
retour-arriere. Elle a, egalement, une structure de tas du fait que des liaisons existent aussi
bien du bas de la pile vers Ie haut que du haut vers Ie bas.
Les termes a 1'interieur de la pile sont codes par des mots etiquetes de la forme <identifica-

















Figure 4.1 - Representation interne des termes dans Ie heap
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variable : La partie valeur est une reference vers Ie terme auquel est liee la variable. Une
variable libre est simplement representee comme une auto-reference. II faut noter que
1' affectation d'un tel mot a un registre cree un lien du registre vers la variable. On
appelle dereferenciation 1'operation consistant a suivre un chainage de variables liees
jusqu'a ce qu'une variable libre ou un terme different d'une variable soit rencontre.
constante : La partie valeur pointe dans une table de hash-code stockant toutes les constan-
tes, ramenant ainsi la comparaison de deux constantes a la comparaison de deux entiers.
entier : La partie valeur code Pentier.
liste non vide : La partie valeur pointe vers une cellule du heap contenant Ie Car (la tete
de la liste), la suivante contenant Ie Cdr (la queue de la liste).
structure : La partie valeur pointe vers une cellule du heap contenant Ie foncteur (une
adresse dans la table de hash-code des constantes) et 1'arite (nombre n de sous-termes).
Consecutivement a ce mot viennent les n mots associes aux sous-termes.
Une des principales caracteristiques de la WAM est due au choix de la representation des
termes composes (i.e. les listes et les structures) par recopie de structure. En effet, un terme
est traite difFeremment suivant qu'il est decompose (acces a une instance deja existante) ou
construit (creation d'une nouvelle instance a partir d'un modele). Pour une liaison en decom-
position, la variable sera simplement liee a 1'instance deja existante alors qu'en construction,
la variable est liee a une nouvelle copie du modele.
La WAM definit ainsi deux modes lors de 1'unification de termes structures:
READ: Correspondant a une decomposition. Dans ce cas Ie terme existe dans Ie heap et
un registre de base, nomme S, contient son adresse. L'unification des sous-termes peut avoir
lieu par rapport a S.
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WRITE: Correspondant a une construction. Dans ce cas Ie terme est construit sur Ie
sommet du heap.
Pour eviter 1 utilisation d un registre specifique pour coder Ie mode, Ie registre S est mis
a NULL en mode WRITE.
La figure 4.2 represente Ie contenu du heap dans Ie cas simple d'un programme Prolog

































Figure 4.2 - Representation du heap pour p(Z, h(Z, W), f(W)).
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4.2 Ensemble des registres de la WAM
La WAM possede plusieurs registres qui representent 1'etat de la machine a tout instant.
Us peu vent etre classes en quatre grandes categories:
1. Registres de continuation:
CP: Prochaine suite de buts a prouver;
E: Bloc local de CP;
2. Registres de retour-arriere:
B: Dernier bloc de choix;
HB: Sommet de la pile de recopie associe a B;
3. Sommets de piles:
A: Sommet de la pile locale;
H: Sommet de la pile de recopie;
TR: Sommet de la pile de restauration;
4. Registres de gestion de 1'appel du but courant:
P: Prochain but.
A[ i ]: Sauvegarde des arguments du but courant;
Les registres arguments (notes A [i]) servent d'interface pour les donnees entre 1'appelant
et 1'appele. Ces registres sont charges par 1'appelant et sont unifies a la tete de clause par
1'appele. Ceci a pour effet de charger son environnement (les variables de la clause re^oivent
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en efFet leurs valeurs grace a 1'unification). Si 1'unification reussit, la clause est utilisable;
pour chacun des predicats du corps de la clause les registres sont charges avec les arguments
appropries et Ie controle est transfere au predicat concerne. S'il est possible de detecter les
variables de sorte qu'entre leur premiere et derniere occurrence aucun appel a un predicat
ne sera fait, alors celles-ci peuvent etre gerees directement dans les registres plutot que
dans 1'environnement. De telles variables sont qualifiees de temporaires (notees X[i]) par
opposition aux variables gerees a travers 1'environnement qui sont dites permanentes (notees
Y[i]).
Une variable temporaire est done une variable n'apparaissant que dans un seul but, la
tete et Ie premier but ne comptant que pour un.
Evidemment, il n'y a aucune difference entre les registres A[i] et X[i]. Physiquement,
il s'agit du meme et unique registre. On distingue les deux notations uniquement pour bien
precise? les concepts utilises. L'avantage des variables temporaires reside dans Ie fait que
certaines instructions de chargement et de recuperation d'arguments pourront donner lieu
uniquement a des instructions de copie, par exemple charger A[l] avec Ie contenu de X[l].
La figure 4.3 montre Porganisation de la memoire dans la WAM.
4.3 Jeu d'instructions de la WAM
Du fait de 1'utilisation de registres arguments pour assurer 1'echange des donnees, un
predicat peut etre compile de maniere independante de tout contexte. Ainsi, I'unite de com-
pilation est Ie predicat. De plus, la compilation d'une des clauses du predicat ne necessite
aucune connaissance des autres clauses. Seules les instructions de gestion des points de choix
(i.e. d'indexation) necessitent une "vision globale" de toutes les clauses.























Figure 4.3 - Organisation de la memoire dans la WAM
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La principale caracteristique du jeu d'instructions de la WAM est basee sur 1'etude sta-
tique du predicat pour determiner statiquement a la compilation des situations qui, sans
cela, ne seraient detectees que dynamiquement a Pexecution. Pour chaque cas detectable une
sequence d'instructions adaptee est generee. Par exemple, la gestion des points de choix est
prise en charge par des instructions specialisees (creation du point de choix par la premiere
clause, mise a jour par les autres excepte la derniere qui se charge de sa suppression). De
meme Punification est decomposee en fonction des arguments de la clause pour eviter 1'appel
a la fonction generale d'unification entre deux termes quelconques.
Les instructions de la WA]V[ peuvent etre classees en quatre groupes:
1. Instructions de recuperation des registres.
2. Instructions de chargement des registres.
3. Instructions de controle.
4. Instructions d'indexation (gestion des points de choix).
4.3.1 Instructions de recuperation des registres
Ces instructions sont produites par la compilation de la tete d'une clause. Rappelons que
1'unification d'une tete de clause avec les arguments a deux buts distincts quoique realises
conjointement: verifier que la clause est utilisable et initialiser ses variables. En particulier,
une variable singleton (i.e. n'ayant qu'une occurrence dans la clause) ne demande aucun
traitement puisqu'elle est unifiable avec tout terme et qu'il ne sert a rien de la renseigner du
fait qu'elle n'a qu'une seule occurrence.
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Warren a decompose 1'unification pour des raisons evidentes de performance. En efFet,
lors de la compilation il est possible de distinguer les cas suivants pour chaque argument de
la tete de la clause:
- premiere occurrence d'une variable (done pas encore liee);




- liste non vide (elle contient un Car et un Cdr);
- structure.
Dans Ie cas de termes composes, 1'unification des sous-termes est egalement decomposee
grace a des instructions specifiques. Dans la presentation qui suit Ie ieme registre est note A
plutot que Ai. Quant a 1'ecriture V, elle denote une variable temporaire Xj ou permanente
YJ.
Le code WAM genere pour unifier Ie ieme registre avec Ie ieme argument de la tete depend
de ce dernier comme suit:
- premiere occurrence d'une variable V:
get-variable V, A
- autre occurrence d'une variable V:
get-value V, A







- liste non vide:
get-list A
unify-. . . (unification du Car)
unify-. . . (unification du Cdr)
- structure F:
get-structure F, A
unify-. . . (unification du premier sous-terme)
unify-. . . (unification du dernier sous-terme)
L'instruction get_variable V, A effectue une simple copie de V dans A. L'instruction
get-value V, A applique la fonction d'unification sur V et A.
L instruction get-constant C, A verifie que A est lie a la constante C ou a une variable
libre, auquel cas elle lie celle-ci a C.
L instruction get-integer N, A precede de maniere similaire.
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La recuperation d'un terme structure utilise les instructions specialisees unify-. . . . L'uni-
fication relative a un terme compose a deux comportements distincts suivant la nature de
P argument a unifier avec Ie terme:
- si c'est un terme de meme foncteur et de meme arite, alors une vraie unification doit
avoir lieu sur les sous-termes (mode READ);
- si c'est une variable libre, il y a creation du terme sur Ie heap et liaison de la variable
a celui-ci (mode WRITE).
L'instruction get_list A dereference A; si Ie mot obtenu est une variable libre elle est liee
a une liste creee sur Ie heap (les instructions unify-. . .creeront Ie Car et Ie Cdr). Si Ie mot
est une liste, les instructions unify-. . . unifieront Ie Car et Ie Cdr.
L'instruction get-structure F, A s'execute de maniere similaire.
Le code associe a la compilation d'un sous-terme depend de sa nature comme suit:
- premiere occurrence d'une variable V:
si V n'est pas une variable singleton: unify-variable V; sinon, soit K Ie nombre de
variables singletons successives: unify-void K.
- autre occurrence d'une variable V:
s'il est possible de determiner statiquement si sa premiere occurrence a conduit a une
liaison avec Ie heap i.e. si sa premiere occurrence est dans une structure, ou si elle est
temporaire, sa premiere occurrence est dans Ie corps: unify_value V; sinon:
unify-local_value V.







L'instruction unify_variable V lie V au contenu du registre S en mode READ et a
une variable empilee sur Ie heap en mode WRITE. L'instruction unify-value V unifie V au
contenu du registre S en mode READ et empile V sur Ie heap en mode WRITE. Dans ce
cas, il faut etre certain que cela n'entrainera pas de liaison du heap vers la pile locale. C'est
la raison d etre de 1'instruction unify-local_value V, qui, en mode READ, opere comme
unify_value V et, en mode WRITE, commence par dereferencer V; si Ie mot obtenu est une
variable libre permanente alors il est necessaire de la globaliser sinon 11 y a empilement de ce
mot (et non pas de V) sur Ie heap.
L'instruction unify-void K permet d'optimiser les variables singleton dans les structures.
En mode READ cette instruction ajoute K a S, en mode WRITE, elle empile K variables libres
sur Ie heap.
L'instruction unify-constant C est similaire a get-constant C, <contenu de S> en
mode READ, et en mode WRITE, elle empile la constante C sur Ie heap.
L'instruction unify-integer N procede de maniere similaire.
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4.3.2 Instructions de chargement des registres
Comme pour les instructions de recuperation, il faudra distinguer Ie type de 1'argument
a charger. II sera necessaire de prendre en compte les variables dangereuses. Un variable
dangereuse est une variable permanente dont la premiere occurrence n'est ni dans la tete de
la clause ni dans une structure. Dans la clause suivante: p(X) :- q(r(Y), Z), s(Y, Z). la
variable Z est dangereuse alors que les variables X et Y ne Ie sont pas.
Ici encore Pinstruction depend du ieme argument d'un but a charger comme suit:
- premiere occurrence d'une variable V:
put-variable V, A
- autre occurrence d'une variable V:
si V n'est pas dangereuse ou si Ie but courant n'est pas Ie dernier:







- liste non vide:
put-list A
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unify-. .. (chargement par recopie du Car)
unify-... (chargement par recopie du Cdr)
structure F:
put-structure F, A
unify-. . . (chargement par recopie du premier sous-terme)
unify-... (chargement par recopie dernier sous-terme)
L'instruction put-variable V, A initialise V et A avec une variable libre si V est perma-
nente sinon elle lie V et A a une variable libre empilee sur Ie heap.
L'instruction put-value V, A effectue une simple copie de V dans A. Dans Ie cas d'une
variable permanente du dernier but, il faut s'assurer que la copie ne liera pas A a 1'en-
vironnement courant, pour pouvoir recuperer 1'environnement de fa^on sure. L'instruction
put-unsafe-value V, A prend en charge les variables dangereuses susceptibles de creer
des references fantomes. Cette instruction dereference V et teste si Ie mot obtenu pointe
vers 1'environnement courant. Dans Paffirmative, il y a globalisation de la variable, sinon
put-unsafe-value V, A copie ce meme mot (et non pas V) dans A. Done put-unsafe-value
V, A ne se comporte jamais comme put-value V, A puisqu'elle copie Ie mot dereference
dans A alors que put-value V, A y copie V. Une variable dangereuse ayant n occurences
dans Ie dernier but necessitera n instructions put-unsafe-value V, A. La premiere effec-
tuera Peventuelle globalisation et les autres copieront Ie mot dereference.
L'instruction put-constant C, A initialise A avec la constante C et put-integer N, A
precede de maniere similaire.
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L'instruction put-list A initialise A avec <LST, H> et Ie mode a WRITE de maniere a
ce que les instructions unify- ... qui suivent recopient Ie Car et Ie Cdr sur Ie heap.
L'instruction put-structure F, A efFectue un traitement semblable.
4.3.3 Instructions de controle
Le role de ces instructions est de gerer les appels et retours de procedures ainsi que les
environnements. De par la definition des variables permanentes, les faits et les clauses dont Ie
corps est reduit a un seul but ne necessitent pas d'environnement. De plus, 1'appel du dernier
but est distingue des autres dans la mesure ou il doit se charger du retour. En fait, une
instruction de retour existe (pour les faits), et on pourrait considerer Pappel du dernier but
comme un appel quelconque suivi de 1'instruction de retour, mais ce serait mains performant.
Tout ceci conduit aux instructions de controle suivantes:
- pour un fait p (.. .). :
<recuperation des registres>
proceed
- pour une clause p(...) :- q(...).:
<recuperation des registres>
<chargement des registres pour Ie but q>
execute q
- pour une clause p(. ..) : - qi (. . .), q2 (. . .), . . . , qfc (. . .) .:
allocate
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<recuperation des registres>
<chargement des registres pour Ie but qi>
call qi
<chargement des registres pour Ie but qs>
call q2
<chargement des registres pour Ie but q^>
deallocate
execute q^
L'instruction allocate cree un environnement sur la pile. L'instruction deallocate per-
met de recuperer cet environnement.
L'instruction call p/n initialise CP a 1'adresse qui suit Ie call et donne Ie controle
au predicat p/n. L'instruction execute p/n procede pareillement sans toutefois modifier Ie
contenu de CP prealablement restaure par 1'instruction deallocate.
Le retour de procedure est assure par Pinstruction proceed qui se contente done d'afFecter
CP a PC.
4.3.4 Instructions d'indexation
Ces instructions permettent de regrouper Ie code de chaque clause d'un predicat et sont
done les instructions de plus haut niveau. Elles ont la responsabilite de gerer les points de
choix.
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L'instruction tryjae-else L a la charge de la creation d'un point de choix dans lequel
elle designe comme alternative Ie code d'adresse L. L'instruction retryjne-else L a pour
role de restaurer les registres de base et de mettre a jour Ie point de choix en precisant que
la nouvelle alternative est L. Enfin, 1'instruction trustjne restaure les registres de base et





En partant de la discussion des limitations de COP? et des ameliorations proposees dans Ie
chapitre 3, un nouveau systeme qui permet de concretiser ses ameliorations tout en respectant
les objectifs initiaux du projet est COUQU.
Ce chapitre definit la structure du systeme COP-Compile. II decrit les modules qui Ie
forment ainsi que leur repercussion sur la structure des fichiers et Ie schema de compilation
COP.
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5.1 Structure du systeme COP-Compile
La structure globale du systems COP-Compile est identique a celle de COPz. II est forme
des memes trois principaux modules:
1. Le separateur COP.
2. Le convertisseur COP.
3. Le compilateur Prolog-COP.
Les deux premiers modules, Ie separateur COP et Ie convertisseur COP, sont restes in-
changes puisqu'ils n'avaient aucun effet sur la performance de COP i. Par contre, Ie troisieme
module Ie compilateur Prolog-COP a ete entierement mis a jour.
5.1.1 Separateur COP
Le separateur COP realise deux taches essentielles:
1. Separer les fichiers de type COP en deux ensembles de fichiers: un ensemble de fichiers
de type bridge et un ensemble de fichiers de type Prolog.
2. Batir la table de symboles qui contient les foncteurs et les antes de tous les predicats
Prolog reconnus.
La section 2.3.1 decrit en detail Ie fonctionnement de ce module.
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5.1.2 Convertisseur COP
Le convertisseur COP permet de generer Ie code liant Ie code C++ et Ie code Prolog. II
effectue les taches suivantes:
1. Convertir les fichiers de type bridge en fichiers de type C++.
2. Generer Ie fichier de prototypes.
3. Generer Ie fichier de fonctions bridge.
La section 2.3.2 decrit en detail Ie fonctionnement de ce module.
5.2 Compilateur Prolog-COP
Le compilateur Prolog-COP du systeme COP-Compile permet de compiler Ie fichier source
Prolog. Cette compilation est realisee grace a une conversion du code Prolog en instructions
de la WAM. Ces instructions seront executees par un emulateur de la machine WAM.
Le compilateur Prolog-COP est forme de trois principaux modules:
1. L'optimisateur Prolog.
2. Le compilateur Prolog-WAM.
3. L'emulateur WAM.
La figure 5.1 montre la structure du compialteur Prolog-COP du systeme COP-Compile.











Figure 5.1 - Flux des donnees dans Ie compilateur Prolog-COP de COP-Compile
5.2.1 Optimisateur Prolog
Ce module du compilateur Prolog-COP est une originalite par rapport au systeme COP?.
II permet d'optimiser 1'etape de compilation du code Prolog en instructions WAM. II localise
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Pensemble des predicats qui doivent etre compiles parmi ceux du code Prolog entier. Ainsi,
seuls les predicats pertinents seront compiles et non pas la totalite du code Prolog.
L'operation d'optimisation du code Prolog se fait en deux etapes:
1. Detection des dependances entre les predicats.
2. Selection des predicats a compiler.
Detection des dependances
Lors de cette premiere etape, Ie fichier source Prolog est parcouru et son graphe de
dependances est construit au fur et a mesure en memoire.
Ce graphe de dependances refiete les liens qui existent entre les predicats. A chaque
predicat du programme Prolog on associe les predicats correspondants aux buts qu'il faut
effacer pour que Ie predicat reussisse.
Selection des predicats
Lors de cette deuxieme etape, Ie predicat requete c'est a dire celui correspondant a une
fonction bridge est determine a partir du fichier des bridge-functions.
Le graphe de dependances est parcouru pour selectionner tous les predicats qui, de maniere
recursive, sont en relation avec Ie predicat requete.
Ce sous-ensemble de predicats ainsi determine sera Ie seul a etre compile en instructions
de la WAM pour cette fonction bridge.
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5.2.2 Compilateur Prolog-WAM
La compilateur Prolog-WAM reQoit en entree Ie fichier Prolog optimise et convertit ses
predicats en instructions de la WAM.
5.2.3 Emulateur WAM
L'emulateur WAM est un programme en C++ qui represente Pimplantation de la machine
abstraite de Warren.
II regoit en entree Ie code WAM correspondant au programme Prolog et Pexecute.
Le code WAM sous forme de byte-code en C++ et Ie code de 1'emulateur de la WAM
representent ensemble Ie fichier C++ a la sortie du compilateur Prolog-COP.
5.3 Schema de compilation de COP-Compile
Le schema de compilation du systeme COP-Compile est identique a celui de COPi. Une
seule difference majeure reside au niveau de Petape de compilation du code Prolog qui se
faisait au niveau de COP? par interpretation de byte-code et qui, au niveau de COP-Compile,
passe par la conversion du code Prolog en instructions de la WAM qui vont etre executees
par un emulateur de la WAM.
La figure 5.2 montre la structure des fichiers et Ie schema de compilation de COP-Compile.
Elle ressemble a la figure 2.4 qui represente la structure de COP?. La seule difference est
que dans COP-Compile Ie fichier des bridge-functions est regu en entree du compilateur
Prolog-COP (la ligne en pointilles sur la figure) afin de permettre a 1'optimisateur Prolog de
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determine! les predicats Prolog a compiler.
L'annexe A presente un exemple complet d'un programme COP compile par COP-
Compile. On y retrouve les differents fichiers schematises a la figure 5.2.

























Ce chapitre presente les grandes lignes de realisation du systeme COP-Compile. II explique
les details des deux plus grandes taches effectuees par Ie systeme, a savoir la compilation du
code Prolog en instructions de la WAM et 1'execution de ces instructions par un emulateur
de la machine WAM. De plus, il decrit de maniere quantitative les performances du systeme
COP-Compile par rapport au systeme COP?.
6.1 Compilation de Prolog en WAM
Le module compilateur Prolog-WAM permet de generer Ie programme WAM equivalent
a un programme Prolog.
II regoit en entree un fichier forme de predicats Prolog qu'il analyse avant de produire en
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sortie un fichier forme d'instructions WAM.
Le module est ecrit en C++. II est forme d'un analyseur lexical en Lex [22] et d'un analyseur
syntaxique en Yacc [23].
L'analyseur lexical permet de detecter les unites lexicales de Prolog suivantes:
1. Les variables.
2. Les identificateurs.
3. Les chaines de caracteres.
4. Les entiers.
L'analyseur syntaxique permet de compiler Ie programme Prolog entre au fur et a mesure
qu'il verifie que Ie programme respecte la grammaire de Prolog reconnue.
6.1.1 Compilation du programme Prolog
Les instructions WAM correspondant a tous les predicats du programme Prolog sont mises
les unes a la suite des autres pour former Ie programme WAM equivalent au programme
Prolog entre.
Chaque ensemble d'instructions WAM correspondant a un predicat Prolog est precede
par une etiquette signalant Ie nom et Parite du predicat.
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6.1.2 Compilation d?un predicat du programme
Les instructions WAM resultant de la compilation de toutes les clauses d'un meme predicat
du programme Prolog sont reliees ensemble grace aux instructions d'indexation.
6.1.3 Compilation d'une clause du predicat
Une clause d'un predicat peut etre compilee independamment des autres clauses du meme
predicat.
Le code WAM correspondant a une clause est forme a partir des instructions WAM
correspondant a chaque litteral de la clause reliees par des instructions de controle.
La compilation d'une clause de Prolog vers WAM est realisee selon les etapes suivantes:
Numerotation des variables
Les variables de chaque clause du programme Prolog sont remplacees par un numero qui
correspond a leur ordre d'apparition dans la clause. Ce numero sera, par la suite, celui du
registre de la machine WAM qui va contenir la variable.
Par exemple, la clause suivante:
p(X) :- q(r(Y, W), Z), s(Y, Z) .
devient:
p(VAR(0)) :- q(r(VAR(l),VAR(2)),VAR(3)),s(VAR(l),VAR(3)).
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Generation des instructions WAM de base
Chaque terme de la tete de la clause est remplace par une instruction WAM qui correspond
a sa nature:
- une constante est remplacee par Pinstruction get-constant;
- une variable est remplacee par 1'instruction get-variable;
- une Uste est remplacee par 1'instruction get-list;
- un entier est remplace par Pinstruction get-integer;
- une structure est remplacee par 1'instruction get-structure et ses sous-termes par
Pinstruction correspondant a leur nature (unify-constant, unify-variable ou uni-
fy-integer).
Dans Pexemple precedent, La tete de la clause devient:
get_variable(0, 0)
Chaque terme dans les buts du corps de la clause est remplace par une instruction WAM
qui correspond a sa nature:
- une constante est remplacee par 1'instruction put-constant;
- une variable est remplacee par 1'instruction put-variable;
une liste est remplacee par 1'instruction put-list;
- un entier est remplace par Pinstruction put-integer;
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- une structure est remplacee par 1'instruction put_structure et ses sous-termes par
1'instruction correspondant a leur nature (unify_constant, unify-variable ou uni-
fy-integer).






Le but s du corps de la clause sera traduit en cette sequence d'instructions de base:
put_variable(l, 0)
put_variable(3, 1)
Le deuxieme parametre des instructions est Ie numero de registre auquel sera affectee la
variable. Pour chaque but du corps de la clause, ce nombre correspond a un un compteur qui
est initialise a zero et qui est incremente a chaque affectation.
Determination des variables permanentes et temporaires
Les variables permanentes de la clause sont determinees. Ce sont les variables qui appa-
raissent dans plusieurs buts de la clause, la tete et Ie premier but ne comptant que pour un.
Les variables qui ne sont pas permanentes sont des variables temporaires.
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En reprenant Pexemple precedent, on voit bien que les variables Y et Z sont permanentes
alors que les variables X et W sont temporaires.
La tete de la clause devient alors:
get_variable(0, temp, 0)





Le but s du corps de la clause devient:
put_variable(l, perm, 0)
put_variable(3, perm, 1)
Determination des variables dangereuses
Les variables dangereuses de la clause sont determinees. Ce sent les variables permanentes
dont la premiere apparition dans la clause n'a ete ni dans la tete, ni dans une structure.
En reprenant Pexemple precedent, on voit bien que la variable Z est dangereuse.
Le but q du corps de la clause devient:
put_structure(r/2, 0)




Le but s du corps de la clause devient:
put_variable(l, perm, 0)
put_variable(3, danger, 1)
Determination des variables singletons
Les variables singletons de la clause sont determinees. Ce sont les variables qui n'appa-
raissent qu'une seule fois dans la clause.
Pour Pexemple considere, la variable W est une variable singleton.





Le but s du corps de la clause devient:
put_variable(l, perm, 0)
put_variable(3, danger, 1)
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Raffinement des instructions de traitement des variables
Les instructions de base de traitement des variables (get-variable, put-variable et
unify-variable) sont remplacees par des instructions plus specifiques au contexte et a la
nature de la variable:
- L'instruction get-variable est remplacee par get_value s'il s'agit d'une autre occu-
rence de la meme variable dans la tete de la clause.
L'instruction put-variable est remplacee par put_value s'il s'agit d'une autre occu-
rence de la meme variable dans Ie corps de la clause et que cette variable n'est pas
dangereuse.
- L'instruction put-variable est remplacee par put-unsafe-value s'il s'agit d'une autre
occurence de la meme variable dans Ie corps de la clause et que cette variable est
dangereuse.
- L'instruction unify-variable est remplacee par unify-value s'il s'agit d'une autre
occurence de la meme variable.
- L'instruction unify-variable est remplacee par unify-void s'il s'agit d'une variable
singleton.
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Le but s du corps de la clause devient:
put_value(l, perm, 0)
put_unsafe_value(3, 1)
Apres 1'ajout des instructions de controle et 1'adoption de la notation standard de la
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6.2 Execution du code WAM
6.2.1 Interface entre Ie code C++ et Ie code WAM
Les bridge-goals dans Ie code C++ sont convertis par Ie compilateur COP en code C++.
Ce code correspond a un appel de fonction, la bridge-function. Chaque bridge-goal a une
bridge-function qui lui est exclusive. Le but des bridge-functions est de realiser Pinterface
entre Ie code C++ et Ie code Prolog traduit en instructions WAM.
Une bridge-function est implantee grace aux methodes de deux classes importantes: TProlog
et TBridgeVariable.
Classe TProlog
La classe TProlog permet d'echanger les informations entre Ie code C++ et Ie code Prolog,
de demander 1'execution d'un but Prolog et d'implanter la machine WAM.
La classe TProlog permet de cacher aux programmes COP les details de 1'implantation
de la machine Prolog. C'est grace a cette classe que Ie passage de COPi (ou Ie code Prolog
est interprets) a COP-Compile (ou Ie code Prolog est compile) est rendu facile puisque les
changements a faire n'ont afFecte que les methodes de cette classe.
Les methodes de la classe TProlog ne sont jamais appelees directement par Ie program-
meur sauf pour la methode reset. C'est Ie compilateur COP qui les utilise pour constituer
Ie code des bridge-functions.
L'annexe B fournit les details de 1'implantation de la classe TProlog.
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Classe TBridge Variable
La classe TBridgeVariable fournit au programmeur une interface pour manipuler les
bridge-variables. Les bridge-variables sont des instances d'une classe C++ dans Ie code C++
et des variables logiques dans Ie code Prolog.
La classe TBridgeVariable permet de creer et de manipuler les types de donnees definis
dans Prolog, a savoir: un atome, un entier, une chaine de caracteres, une liste et un terme.
Ainsi, une bridge-variable possede un type et une valeur.
La manipulation d'une bridge-variable avec des valeurs de type simple, comme entier ou
chaine de caracteres, se passe de fagon assez reguliere car ces types de donnees existent en
C++. Par centre, les listes et les termes du langage Prolog sont convertis en une structure
de liste doublement chainee.
L'annexe C fournit les details de Pimplantation de la classe TBridgeVariable.
Role d'une bridge-function
Une bridge-function realise quatres principales taches:
1. Le passage des arguments re^us et la specification du but a executer a 1'environne-
ment WAM. Les parametres de la bridge-function sont les parametres du but Prolog
a appeler. Ces parametres sont des bridge-variables done des instances de la classe
TBridgeVariable. Les bridge-variables revues en parametres sont elles-memes passees
en parametres a une methode transformant ces variables dans une representation ade-
quate pour la machine WAM.
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La methode faisant cette transformation est setupGoal qui fait partie de la classe
Tprolog. Elle permet egalement de specifier Ie but a executer par la machine WAM.
En effet, Ie nom du predicat Prolog est passe en parametre a la methode setupGoal
afin de pouvoir specifier Ie but a executer. Apres cette etape, 1'environnement WAM
possede les informations necessaires pour 1'execution du but desire: Ie nom du but et
ses parametres. La prochaine etape est d'executer ce but.
2. L'execution du but Prolog. Cette etape est realisee grace a la methode run de la classe
TProlog. Cette methode n'a pas d'arguments puisque 1'environnement WAM a toutes
les informations necessaires pour 1'execution, par contre elle a une valeur de retour
indiquant Ie succes ou 1'echec du but execute.
Lors de 1'execution d'un bridge-goal, seule la premiere solution est generee mais les
points de choix doivent etre conserves dans la machine WAM au cas ou un retour-
arriere est exige en appelant successivement cette meme bridge-function.
Ainsi, les points de choix ne sont pas detruits automatiquement a la sortie d'une bridge-
function mais seulement si une bridge-function differente de la precedente est appelee.
La machine WAM doit done pouvoir distinguer si oui ou non elle doit detruire ses points
de choix avant 1'execution du but de cette bridge-function. Apres 1'execution du but a
Paide de la methode run, il faut recuperer les resultats dans la machine WAM.
3. La recuperation des resultats. Apres 1'execution du but, si une solution est trouvee, la
bridge-function doit transferer les resultats depuis les structures internes de la machine
WAIVE vers les variables parametres de la bridge-function. La methode getVariables
de la classe TProlog permet de realiser cette tache.
L'efFet de bord sur les arguments d'une bridge-function est realise avec Ie passage des
parametres par reference. II est ainsi possible de passer des valeurs, variables en entree,
et de recuperer les resultats, variables en sortie, via les parametres des bridge-functions.
CHAPITRE6. LA REALISATION DE COP-COMPILE 75
4. Retour d'une valeur booleenne par la bridge-function. Ainsi, la fonction appelante per-
met de detecter Ie succes ou 1'echec du but Prolog execute. La valeur de retour de
la methode run est une valeur adequate pour cette tache car c'est elle qui indique Ie
resultat de 1'execution du but Prolog. Cette valeur est sauvegardee dans une variable
temporaire pour servir de valeur de retour.
La figure 6.1 montre Ie code squelette en C++ d'une bridge-function. Elle met en relief
les taches decrites precedemment.
int FONCTEUR_ARITE_COMPTE( PARAMETRES ) {
char *foncteur = "FONCTEUR_COMPTE";








Figure 6.1 - Code squelette d'une bridge-function
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6.2.2 Emulation du code WAM
Representation de la memoire
La memoire de 1'emulateur est implantee sous forme de deux tableaux dynamiques: un
premier tableau pour stocker Ie code WAM et un autre pour representer les piles de la
machine. Ce deuxieme tableau est subdivise, de bas en haut, en trois zones:
1. La pile globale (heap).
2. La pile locale.
3. La pile de restauration (trail).
Cette organisation respecte la structure originale de la memoire de la WAM telle que sche-
matisee a la figure 4.3.
Representation des donnees
Les termes sont codes dans la memoire de 1'emulateur sous forme d'entiers etiquetes de
32 bits. Les trois bits de poids fort de Pentier representent Ie champ etiquette qui permet
de distinguer entre les differents types de termes suivants:
1. Une constante.
2. Une liste vide.
3. Une liste non vide.
4. Une variable non liee.
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5. Une variable liee.
6. Une structure.
7. Un entier.
Les 29 bits restants representent Ie champ valeur du terme. Le contenu de ce champ
depend du type du terme:
- Pour une variable liee, Ie champ valeur est une reference vers Ie terme auquel est liee
la variable.
- Pour une variable libre, Ie champ valeur est une reference vers la variable elle-meme.
- Pour une constante, Ie champ valeur pointe vers une table de symboles stockant toutes
les constantes.
- Pour un entier, Ie champ valeur code 1'entier lui-meme.
- Pour une liste non vide, Ie champ valeur pointe vers la tete de la liste. La queue de la
liste venant juste apres la tete.
- Pour une liste vide, Ie champ valeur code la constante ' [] }.
- Pour une structure, Ie champ valeur pointe vers Ie foncteur de la structure. Consecuti-
vement a ce mot viennent les sous-termes de la structure.
Representation des instructions
Une instruction WAM est representee en memoire de Pemulateur sous forme d'une struc-
ture a deux champs (type_inst). Le premier champ (codeop) correspond au code operation
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Le champ donnee peut contenir difFerents types de donnees en fonction de 1'instruction
courante.
- Pour les instructions unify-nil, proceed, allocate et deallocate Ie champ donnee
est vide.
- Pour 1'instruction unify-void Ie champ donnee contient Ie nombre de variables single-
tons dans Ie sous-champ nb-void.
- Pour les instructions call, execute, tryjne-else, retry-me-else, trust_me et built_-
in Ie champ donnee contient 1'adresse du predicat a executer dans Ie sous-champ
predicat.
- Pour les instructions get-list, getjiil, put-list, put-nil, unify_variable et uni-
fy-value Ie champ donnee contient Ie numero du registre concerne dans Ie sous-champ
num-registre.
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- Pour les instructions put-unsafe-value, get_value, put-variable, put-value et get_-
variable Ie champ donnee contient Ie numero de la variable et Ie numero du registre ou





- Pour les instructions unify-constant, unify-integer, put-constant, put_integer,
put-structure, get-constant, get-integer et get_structure Ie champ donnee cont-
ient Padresse de constante dans la table de symboles ou la valeur de 1'entier lui-meme
et Ie numero du registre ou elle doit etre mise, dans Ie sous-champ r-c qui est une






L'emulateur est ecrit en C++. II fonctionne en deux phases. II charge, d'abord, les ins-
tructions WAM converties en byte-code en memoire. Ensuite, il execute ces instructions.
L'execution des instructions de la WAM par Pemulateur se fait de fagon sequentielle.
L'emulateur determine la nature de 1'instruction a partir de son code operation puis appelle
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la fonction qui implante Pinstruction en lui fournissant les parametres presents dans Ie code
de 1'instruction.
Les fonctions d'execution des instructions de la WAM reprennent les fonctionnalites de-
crites a la section 4.3. Les details d'implantation de ces fonctions sont fournis dans Ie livre
d'Ait-Kaci [19] ou 1'algorithme de chaque fonction est donne explicitement.
Si 1'execution reussit, les resultats sont passes stockes dans la bridge-variable qui a servi
a declencher Pexecution; sinon une indication d'echec est retournee.
Les points de choix sont sauvegardes en vue d'un appel successif au meme but.
6.3 Tests et validation de COP-Compile
Afin de prouver Fefficacite du systeme COP-Compile et quantifier les ameliorations qui
ont ete apportees au systeme COP?, des tests de performance ont ete appliques aux deux
systemes.
Vu que la structure generale des systemes est pratiquement identique, 1'analyse de per-
formance a porte uniquement sur 1'implantation de la machine Prolog. Elle est bases sur un
interpreteur de Prolog dans Ie systems COP? et sur un compilateur de Prolog a travers la
WAM dans Ie systeme COP-Compile.
Une serie de programmes de tests a ete adaptee des benchmarks standards utilises pour
mesurer la performance de 1'implantation des systemes Prolog [24].
Cette serie de programmes de test a servi a evaluer la vitesse avec laquelle la machine
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Prolog de chacun des deux systemes manipule les aspects majeurs du langage Prolog, a savoir:
1. Les appels.
2. Le retour-arriere.
3. La gestion des environnements.
4. L'unification.
6.3.1 Description des tests
Tous les tests ont ete realises sur une station de travail Sun SPARC 10 tournant avec Ie
systeme d'exploitation Solaris. Tous les facteurs pouvant influencer les resultats des tests,
tels que Ie nombres d'utilisateurs de la machine ou Ie nombre de processus lances, ont ete
minimises de maniere a avoir une comparaison correcte des systemes testes.
Chaque programme de test consiste en un programme COP qui est execute consecutive-
ment sur Ie systeme COP i et Ie systeme COP-Compile. II est execute 1000 fois et un temps
moyen d'execution est calcule a partir des durees obtenues a chaque execution.
Le temps d'execution est mesure a partir de 1'appel de la machine Prolog jusqu'a la sortie
de la machine. II correspond done a la duree d'execution de la partie Prolog du programme
COP.
Afin d'uniformiser les resultats des tests, les temps d'execution ont ete convertis en nombre
cTinstructions logiques par seconde (Lips) qui est une unite standard de mesure de perfor-
mance des systemes de programmation logique.
Les programmes de tests utilises sont les suivants:
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Le programme boresea
Ce programme consiste en une sequence de 200 predicats qui ne possedent pas d'argu-
ments, ni de points de choix. II permet de tester 1 effet des appels purs dans Ie systeme
Prolog. Le nombre de Lips trouve correspond a la performance maximale que peut atteindre
Ie systeme.
Le programme choice-point
Ce programme consiste en une sequence de 20 predicats qui servent a tester 1'effet des ap-
pels impliquant la creation de points de choix pour Ie retour-arriere. Le programme n'efFectue
pas de retour-amere lui-meme.
Le programme deep-back
Ce programme consiste en une sequence de 20 predicats qui servent a tester PefFet du
retour-arriere profond.
Le programme shallow-back
Ce programme consiste en une sequence de 20 predicats qui servent a tester 1'efFet du
retour-amere superficiel.
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Le programme cre-env
Ce programme consiste en une sequence de 12 predicats qui servent a tester 1'efFet de la
creation d'environnements.
Le programme general-unif
Ce programme consiste en une sequence de 3 predicats qui ser vent a tester FefFet de
Punification.
L'annexe D presente Ie code Prolog complet correspondant a chaque programme de test
ainsi que Ie code WAM genere par Ie compilateur Prolog-WAM du systeme COP-Compile.
6.3.2 Resultats des tests
Les resultats des tests decrits ci-dessus figurent au tableau 6.1. La premiere colonne fournit
Ie nombre moyen d'instructions par seconde (N1) correspondant au programme test compile
par Ie systeme COPi. La deuxieme colonne fournit Ie nombre moyen d'instructions par se-
conde (N2) correspondant au meme programme test compile par Ie systeme COP-Compile.
La troisieme colonne presente, en pourcentage, 1'amelioration du temps d'execution obtenue.
Cette amelioration est calculee grace a la formule (N2 - N1) / N1.
Une analyse profonde des resultats illustres par Ie tableau 6.1 conduit aux constatations
suivantes:
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L'execution de ce programme a pris approximativement 5 f cis moins de temps dans Ie
systeme COP-Compile que dans Ie systeme COPi Cette performance est due essentiellement
au bon choix de la representation interne des predicats dans Ie systeme COP-Compile qui
permet un parcours sequentiel plus rapide des predicats.
Le programme cre-env
L'execution de ce programme a pris 3 fois moins de temps dans Ie systeme COP-Compile
que dans Ie systeme COP i Ceci est du essentiellement a la prise en charge de la creation des
environnements par la WAM.
Le programme general-unif
L'execution de ce programme a pris 2 f cis moins de temps dans Ie systeme COP-Compile
que dans Ie systeme COP?. Ceci est du essentiellement au fait que les instructions de la WAM
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decompose la procedure d'unification de Prolog selon la nature des arguments a unifier.
Cette performance peut toujours etre amelioree en utilisant la technique d'optimisation de
Punification [25].
Les programmes choice-point, deep-back et shallow-back
L'execution de ces trois programmes qui servent a tester les mecanismes du retour-arriere
a ete acceleree de 50% a 75% Cette performance peut etre davantage amelioree en utilisant
la technique de retour-amere intelligent [26].
Les resultats de ces tests valident done Ie systeme COP-Compile. Us prouvent que Ie
premier principal objectif escompte lors de la realisation du systeme, a savoir la diminution
du temps d'execution, a ete comble avec satisfaction. Une acceleration du temps d'execution
du systeme original allant de 50% a 400%, selon la nature des programmes, a ete obtenue.
De plus, 1'atteinte du deuxieme principal objectif de realisation du systeme, a savoir
1'extension de 1'ensemble de programmes Prolog reconnus, est confirmee par la panoplie de
programmes Prolog contenant des predicats predefinis arithmetiques, logiques, metalogiques
ou de controle qui peuvent etre compiles sur Ie systeme COP-Compile sans qu'il soit meme
possible de les reconnaitre par Ie systeme COP i
6.3.3 Comparaison avec un Prolog classique
Apres avoir valide Ie systeme COP-Compile et prouve que les objectifs escomptes de sa
realisation ont ete tous atteints avec succes, on compare ses performances avec un systeme
Prolog classique.
CHAPITRE 6. LA REALISATION DE COP-COMPILE 86
Cette comparaison a pour objectif de situer Ie systeme realise par rapport aux systemes
existants et evaluer 1'effort qui reste a fournir pour ameliorer la performance du systeme
COP-Compile a son maximum.
Le tableau 6.2 presente les resultats comparatifs des tests executes sur Ie systeme COP-
Compile et sur la version 1.5 de C-Prolog qui est considere comme une reference dans Ie
domaine des systeme de programmation logique.




























On constate que C-Prolog est plus rapide que COP-Compile dans une proportion allant
de 14% a 240% selon Ie programme test. Ces resultats sont satisfaisants puisqu'ils montrent
qu'en travaillant sur 1'optimisation du fonctionnement de COP-Compile, ce dernier pourrait
facilement atteindre la performance de C-Prolog et peut etre meme la depasser.
Chapitre 7
CONCLUSION
Ce memoire a presente Ie systeme COP-Compile. C'est un systeme qui permet 1'inte-
gration des langages C++ et Prolog en utilisant la machine abstraite de Warren pour la
compilation du code Prolog en C++.
7.1 Bilan de COP-Compile
L'objectif principal du systeme COP-Compile etait d'ameliorer Fefficacite du systeme
COP i. II devait remedier aux limitations de COP? tout en respectant sa philosophie globale
et son schema de compilation.
Le systeme COP-Compile a reussi a augmenter la performance du systeme COP i et
ameliorer ses possibilites en diminuant son temps d'execution et en etendant les programmes
Prolog qu'il est capable de reconnaitre.
CHAPITRE 7. CONCLUSION 88
7.1.1 Diminution du temps cP execution de COP %
L'amelioration du temps d'execution dans Ie systeme COP-Compile a ete atteinte grace
a:
- un bon choix de la representation interne des donnees en memoire;
- la compilation du code Prolog a la place de son interpretation.
En effet, la technique de representation etiquetee a ete adoptee pour coder les termes du
code Prolog. Ceci a permis de reduire Ie temps d'acces aux donnees en memoire, reduisant
ainsi Ie temps global d'execution.
En outre, la compilation du code Prolog en convertissant les predicats Prolog en instruc-
tions de la WAM a permis de reduire Ie temps d'execution puisque les instructions de la
WAM out ete congues de maniere a accelerer la procedure d'unification de Prolog.
7.1.2 Extension des programmes Prolog reconnus par COP i
L'ensemble des predicats predefinis de Prolog reconnus a ete etendu dans Ie systeme COP-
Compile afin d'inclure les predicats arithmetiques, logiques, metalogiques et de controle.
L'utilisation de la technique de tableaux dynamiques pour Ie stockage des termes du code
Prolog en memoire a permis au systeme COP-Compile de s'adapter a la taille du code Prolog
permettant la compilation de programmes de grandeur reelle.
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7.2 Travaux futurs
Le systeme COP-Compile a ameliore quelques uns des aspects du projet COP global. Des
travaux futurs pourront raffiner davantage Ie systeme. Ces travaux peuvent se faire sur deux
principaux axes: un axe quantitatif et un autre qualitatif.
7.2.1 Ameliorations quantitatives
1. Compilation directe en code C++ des predicats Prolog au lieu de passer par un emu-
lateur de la WAM. L'adoption de cette technique contribuerait a accelerer davantage
la phase d'execution. On pourrait s'inspirer des travaux de Levy et Horspool [27, 16],
Codognet et Diaz [28, 29] et Demeon et Maris [30].
2. Adoption de differentes techniques d'optimisation de la WAM. Ces techniques qui re-
sultent de recherches effectuees separement sur la WAM permettront d'ameliorer 1'effi-
cacite de la phase de compilation du code Prolog. On pourrait opter pour des techniques
telles que:
- 1'optimisation du code [17, 31];
- la gestion de la memoire [18];
- P allocation des registres 32];
- Ie retour-arriere intelligent [26];
- Poptimisation de Punification [25].
3. Possibilite d'appeler du code C++ a partir du code Prolog dans les programmes COP.
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7.2.2 Ameliorations qualitatives
1. Integration de la partie objet de C++ dans Ie langage Prolog en permettant de passer
des objets au code Prolog, les manipuler et les retourner au code C++.
2. Remplacement du langage C++ par Ie langage Java qui represente la tendance actuelle
de la programmation procedurale; en d'autres termes, la conception d'un systeme JOP
(Java Ou Prolog).






7.2.3 Suite suggeree du pro jet
Afin de suivre la tendance actuelle dans la domaine de la programmation procedurale,
Ie langage Java devrait remplacer Ie langage C++ pour la partie procedurale de COP. Le
passage du premier lanagage au deuxieme ne devrait poser aucun probleme particulier.
Pour la partie logique de COP, il faudrait doter Ie systeme de mecanismes de la progrm-
mation par contraintes qui represente egalement la tendance actuelle dans la domaine de la
programmation logique.
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Annexe A
Exemple complet
A.l Fichier source COP
power(X,0,1).
power(X,N,V) :- N > 0,
N1 is N - 1,
power(X,Nl,Vl),





















A. 3 Fichier Prolog
power(X,0,1).
power(X,N,V) :- N > 0,
N1 is N - 1,
power(X,Nl,Vl),
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A. 7 Fichier Byte_Code WAM
struct instr_type codestore[] = {
{38, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0},
{40, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0},
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{41, -1, -1, -1, -1, -1, -1, -1, -1, -1, 0, -1},
{12, -1, -1, -1, -1, -1, -1, -1, 8388610, 0, -1},
{12, -1, -1, -1, -1, -1, -1, -1, 8388618, 1, -1},
{6, -1, -1, -1, -1, -1, 2, 2, -1, -1, -1},
{3, -1, 8, -1, -1, -1, -1, -1, -1, -1, -1},
{41, -1, -1, -1, -1, -1, -1, -1, -1, -1, 5, -1},
{34, -1, -1, -1, 13, -1, -1, -1, -1, -1, -1},
{16, -1, -1, -1, -1, -1, 0, 0, -1, -1, -1},
{21, -1, -1, -1, -1, -1, -1, -1, 8388608, 1, -1},
{21, -1, -1, -1, -1, -1, -1, -1, 8388609, 2, -1},
<4, -1, -1, -1, -1, -1, -1, -1, -1, -1, -1},
{36, -1, -1, -1, 0, -1, -1, -1, -1, -1, -1},
{0, -1, -1, -1, -1, -1, -1, -1, -1, -1, -1},
-Cis, -l, -l, -1, -1, -1, 4, 0, -1, -1, -1},
-Cis, -i, -i, -1, -1, -1, 7, 1, -1, -1, -1},
{15, -1, -1, -1, -1, -1, 2, 2, -1, -1, -1},
{7, -1, -1, -1, -1, -1, 7, 0, -1, -1, -1},
{12, -1, -1, -1, -1, -1, -1, -1, 8388608, 1, -1},
{37, -1, -1, -1, -1, -1, -1, -1, -1, -1, 14>,
{7, -1, -1, -1, -1, -1, 7, 0, -1, -1, -1},
{12, -1, -1, -1, -1, -1, -1, -1, 8388609, 1, -1},
{5, -1, -1, -1, -1, -1, 6, 2, -1, -1, -1},
{37, -1, -1, -1, -1, -1, -1, -1, -1, -1, 16},
{5, -1, -1, -1, -1, -1, 5, 0, -1, -1, -1},
{9, -1, -1, -1, -1, -1, 6, 1, -1, -1, -1},
{37, -1, -1, -1, -1, -1, -1, -1, -1, -1, 19},
{7, -1, -1, -1, -1, -1, 4, 0, -1, -1, -1},
{9, -1, -1, -1, -1, -1, 5, 1, -1, -1, -1},
{5, -1, -1, -1, -1, -1, 3, 2, -1, -1, -1},
{2, -1, 8, 4, -1, -1, -1, -1, -1, -1, -1},
{7, -1, -1, -1, -1, -1, 4, 0, -1, -1, -1},
{9, -1, -1, -1, -1, -1, 3, 1, -1, -1, -1},
{5, -1, -1, -1, -1, -1, 1, 2, -1, -1, -1},
{37, -1, -1, -1, -1, -1, -1, -1, -1, -1, 17},
{7, -1, -1, -1, -1, -1, 2, 0, -1, -1, -1},
{9, -1, -1, -1, -1, -1, 1, 1, -1, -1, -1},
{1, -1, -1, -1, -1, -1, -1, -1, -1, -1, -1},
{37, -1, -1, -1, -1, -1, -1, -1, -1, -1, 19},
ANNEXE A. EXEMPLE COMPLET 96
{4, -1, -1, -1, -1, -1, -1, -1, -1, -1, -1}
};
A.8 Resultat de Pexecution
1024
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Annexe B
Methodes de la classe TProlog
1. int setupGoal(TBridgeVariable *list[], char *fonctor)
Cette methode a deux parametres. Le premier parametre est une ii.)te de pointeurs a
des bridge-variables qui represente la liste des parametres du but a executer. La fin de
la liste est indiquee par un pointeur mil. Cette liste est batie avec les bridge-variables
passees en parametres a la bridge-function. Le deuxieme parametre est Ie nom du
predicat a executer.
2. int run()
Cette methode execute Ie but specific par setupGoal. Un appel a cette methode tente
de satisfaire Ie but et indique un echec par une valeur de retour de zero ou genere une
seule solution et a une valeur de retour differente de zero. Les points de choix, s'ils
existent, sont conserves dans la machine WAM en cas de retour arriere sur des appels
successifs de cette meme bridge-function. Par contre, les points de choix des appels
precedents sont detruits s'ils ne sont pas issus de la meme bridge-function.
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3. int getVariables0
Cette methode fait la conversion des resultats obtenus par la machine WAM dans les
variables parametres au bridge-goal. Elle transforme done les resultats dans la repre-
sentation de la machine WAM en representation des bridge-variables.
4. int reset()
Cette methode detruit tous les points de choix et s'assure que la machine WAM est
prete pour trailer un autre but. Cette methode est la seule de la classe TProlog qui peut
etre appelee par Ie programmeur. Elle peut etre necessaire au programmeur lorsqu'il
veut explicitement detruire les points de choix par necessite ou par assurance.
Toutes ces methodes ont zero comme valeur de retour en cas d'echec et une valeur de
retour difFerente de zero en cas de reussite.
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Annexe C
Methodes de la classe
TB ridge Variable
enum TBridgeType {EMPTY, FREE, ATOM, INTEGER, STRING, LIST, TERM}
1. ]V[ethodes d'ecriture de valeurs et de types
- int set(int valeur, TBridgeType type)
- int set(char *valeur, TBridgeType type)
- int set(TBridgeVariable var)
2. Methodes d'ecriture de valeurs
- int setValue(int valeur)
- int setValue(char *valeur)
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3. Methode d'ecriture de types
- int setType(int TBridgeType type)
4. Methodes de lecture de valeurs et de types
- int get(int *valeur, TBridgeType *type)
- int get(char *valeur, TBridgeType *type)
5. Methodes de lecture de valeurs
- int get Value(int *valeur)
- int getValue(char *valeur)
6. M;ethode de lecture de types
- int getType(int TBridgeType *type)
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Annexe D
Programmes de test
D.l Le programme boresea
- Code Prolog:
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D. 7 Le programme nrev
- Code Prolog:
main :- nrev([a,b,c,d,e,f,g,h,i,j], R).
nrev( [],[]_).
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