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Introduction
The basic idea of spectral methods -such as Galerkin, tau and pseudospectral methods -for solving differential equations is to expand the solution function as a finite series of very smooth basis functions, given as yðxÞ ffi y N ðxÞ ¼ X NÀ1 i¼0 a i w i ðxÞ; ð1:1Þ in which, the best choice of w i , are the eigenfunctions of a singular Sturm-Liouville problem. The main characteristic of this technique is that it reduces the given problem to those of solving a system of algebraic equations, thus greatly simplifying the problem. If the function y belongs to C 1 ½a; b, the produced error of approximation (1.1), when N tends to infinity, approaches zero with exponential rate [1] . This phenomenon is usually referred to as ''spectral accuracy'' [2] . The accuracy of derivatives obtained by direct, term by term, differentiation of such truncated expansion naturally deteriorates [1] , but for low order derivatives and sufficiently high-order truncations this deterioration is negligible. So, if solution function and coefficient functions are analytic on ½a; b, spectral methods will be very efficient and suitable. Chebyshev polynomials which are the eigenfunctions of a singular Sturm-Liouville problem have many advantages. They can be considered as a good representation of smooth functions by finite Chebyshev expansions provided that the function is infinitely differentiable. The Chebyshev expansion coefficients converge faster than any finite power of for problems with smooth solutions. The numerical differentiation and integration can be performed. Moreover, they have been applied to solve different kinds of boundary value problems [1, 3, 4] .
There are two different approaches for solving differential equations. One approach is to convert the given differential equations into integral equations through integration, approximating various signals involved in the equation by truncated orthogonal series and using the operational matrix P of integration, to eliminate the integral operations. The operational matrix of integration P can be uniquely determined on the basis of the particular orthogonal functions is given by whereC is an N Â N matrix, called the product operational matrix. Among a variety of orthogonal basis functions, considerable attention has been paid to three classes of them which are piecewise constant basis functions (e.g, Walsh, block-pulse, etc.), polynomials (e.g, Laguerre, Legendre, Chebyshev, etc.) and sine-cosine functions in Fourier series. Walsh functions by Chen and Hsiao [5] , block-pulse functions by Chen et al. [6] , Laguerre series by Hwang and Shih [7] , Legendre polynomials by Chang and Wang [8] , Chebyshev polynomials by Horng and Chou [9] and Fourier series by Razzaghi [10] were employed for solving integral equations. Paraskevopoulos et al. [11] proposed the operational matrix of integration for Bessel functions. It is worth mentioning that the shifted Legendre is computationally more effective because the defining domain is finite, the operational matrix of integration is tridiagonal and the weight function of orthogonality is unity. Furthermore, the convergence rate is rapid.
Another approach is based on using operational matrix of derivatives in order to reducing the underlying problem into solving a system of algebraic equations. The operational matrix D of derivative is given by
where Wðt 0 Þ ¼ ½w 1 ; w 2 ; . . . ; w N T and w i ; i ¼ 1; 2; . . . ; N are orthogonal basis functions on a certain interval ½a; b. There are some papers in the literature about the application of operational matrix of derivatives [12, 13] . Mathematical models of classical applications from physics, chemistry and mechanics (e.g. the Thomas-Fermi differential equation, the Ginzburg-Landau equation) take the form of singular boundary value problems of second order: the singularity typically occurring at an end of the interval of integration. ODEs with singularities appear also in numerous applications which are of interest in modern applied mathematics.
The presence of singularities causes the computed solution lose its accuracy in the vicinity of the singular points. Even for local methods, such as the finite difference or finite element methods, spurious oscillations appearing near the singularity may contaminate the solution in the whole domain. This phenomenon is even more critical for global solution methods, such as the Chebyshev method, whose accuracy depends on the regularity of the solution. For a solution with a low regularity, the ''infinite accuracy'' commonly associated to spectral methods is lost and such methods show little advantages over local approximation methods. Therefore, a suitable treatment of the singularities is mandatory for preserving, as far as possible, the high accuracy of spectral methods [14] .
In recent years, wavelets have received considerable attention by researchers in different fields of science and engineering. Wavelets permit the accurate representation of a variety of functions and operators. By several linear and nonlinear illustrative examples, it is shown that the Chebyshev wavelet Galerkin method is very efficient and suitable for solving ordinary differential equations in which, at least, one of the coefficient functions or solution function is not analytic, although spectral methods are not good to handle such problems [15, 16] .
We organize our paper as follows. In Section 2, we introduce the Chebyshev wavelets and the operational matrix of derivative for Chebyshev wavelets is derived. We obtain the product operation matrix in Section 3. In Section 4, we employ operational matrix of derivative to solve linear and nonlinear differential equations. Several numerical examples are included in Section 5 to confirm that our method is efficient and accurate. Some conclusions are drawn in Section 6.
Chebyshev wavelets and their properties

Wavelets and Chebyshev wavelets
Wavelets have been very successfully used in many scientific and engineering fields. They constitute a family of functions constructed from dilation and transformation of a single function called the mother wavelet wðxÞ, we have the following family of continuous wavelets as:
Chebyshev wavelets w n;m ¼ wðk; n; m; tÞ, have four arguments, n ¼ 0; 1; . . . ; 2 k À 1; k can assume any positive integer, m is degree of Chebyshev polynomials of the first kind and t denotes the time.
otherwise; 
ð2:4Þ
Note that in dealing with Chebyshev wavelets, the weight function wðxÞ has to be dilated and translated as follows w n;k ðxÞ ¼ wð2 kþ1 x À 2n À 1Þ; ð2:5Þ in order to get orthogonal wavelets.
Function approximation
A function f ðxÞ 2 ' we obtain the matrix D in the next section.
Operational matrix of derivative (OMD)
In this section we give the structure of OMD for Chebyshev wavelets. To illustrate the calculation procedures, we choose M ¼ 2; k ¼ 1. We have, by virtue of (2.9), 
0; otherwise;
Due to the support of W i ; i ¼ 1; . . . ; 8, it is obvious that we have matrix D in (2.10) as [17] D ¼ 
The product operation matrix (POM)
The following property of the product of two Chebyshev wavelet function vectors is also used for solving differential and integral equations: 
ð3:2Þ
As we know, the support of w n;m , the entries of vector WðxÞ, are the intervals
We also have w n;0 w n;k ¼ 2 ffiffiffi ffi p p w n;k for k ¼ 0; 1; 2;
ffiffiffi ffi p p w n;jmÀkj þ w n;mþk for m -k; m; k -0; for m þ k 6 3 and n ¼ 0; 1: For more information, please refer to [18] .
Applications of the operational matrix of derivative
In this section, we propose our method to solve both linear and nonlinear differential equations. We indeed employ Chebyshev wavelet Galerkin method for solving different type of singular boundary value problems. We give several illustrative examples which show the efficiency of the proposed method while preserving spectral accuracy. Although spectral methods using orthogonal basis functions are not applicable to handle these kind of problems, we use Maple 14. 
Linear differential equation
As in a typical tau method [1] we get 2 k ðM þ 1Þ À 2 linear equations using
Similarly, we obtain two equations from initial or boundary conditions. So we have a linear system of 2 k ðM þ 1Þ equations with the same number of unknowns which can be solved to obtain the vector C and consequently an approximation of yðxÞ.
Nonlinear differential equation
Consider the nonlinear second order differential equation 
ð4:10Þ
For the nonlinear case, we also first approximate yðxÞ; y 0 ðxÞ and y 00 ðxÞ using basis functions WðxÞ. We then collocate equation 
Numerical examples
In this study, Radau points are considered as collocation points except Example 5.5 that we use Gauss-Chebyshev points. p , which describe the equilibrium of isothermal gas sphere.
We solve this problem using Chebyshev wavelets with different values of M = 11, 12 and k = 0. As can be seen in Table 1 , only a small number of Chebyshev wavelet basis functions are needed to get the approximate solution which is full agreement with the exact solution up to 8 Digits. . We solve this problem using Chebyshev wavelets with different values of M = 10, 11 and k = 0. As can be seen in Table 2 , only a small number of Chebyshev wavelet basis functions are needed to get the approximate solution which is full agreement with the exact solution up to 8 Digits.
Example 5.4. Consider the singular initial value problem [20] which has the exact solution uðtÞ ¼ 2 ln 7 À 2 lnð8 À t 2 Þ. We solve this problem using Chebyshev wavelets with different values of M = 8, 9 and k = 0.
As can be seen in Table 3 , only a small number of Chebyshev wavelet basis functions are needed to get the approximate solution which is full agreement with the exact solution up to 8 Digits.
Example 5.5. Consider the singular boundary value problem [18] y 00 ðtÞ þ e . We solve this problem using Chebyshev wavelets with different values of M = 8, 9 and k = 0.
As can be seen in Table 4 , only a small number of Chebyshev wavelet basis functions are needed to get the approximate solution which is full agreement with the exact solution up to 8 Digits.
Example 5.7. Consider the singular boundary value problem [21] As can be seen in Table 5 , only a small number of Chebyshev wavelet basis functions are needed to get the approximate solution which is full agreement with the exact solution up to 9 Digits.
Example 5.8. Consider the Bessel differential equation of order zero [22, 23] We solve this problem using Chebyshev wavelets with value of M = 10 and k = 0.
As can be seen in Table 6 , only a small number of Chebyshev wavelet basis functions are needed to get the approximate solution which is full agreement with the exact solution up to 9 Digits while Razzaghi et al. [23] used Legendre wavelet with values of M = 3 and k = 2 and got the answer which is in full agreement with the exact solution just up to 6 Digits. . By applying the technique described in Section 3.1 with M = 1 and k = 1, we have a linear system of 4 equations. Solving this system we obtain 
Conclusion
The operational matrix and the product operation matrix of order 8 Â 8 have been derived. These matrices are used to approximate numerical solution of different type of linear and nonlinear singular boundary and initial value problems. Our approach was based on the shifted Chebyshev tau and shifted Chebyshev collocation methods. The solutions obtained using the proposed method show that this approach can solve the problems effectively. Although spectral methods such as Galerkin, tau and pseudospectral methods can not handle this kind of problems well. 
