A graph G is d-degenerate if every non-null subgraph of G has a vertex of degree at most d. We prove that every n-vertex planar graph has a 3-degenerate induced subgraph of order at least 5n/7.
Introduction
Graphs in this paper are simple, having no loops and no parallel edges. For a graph G = (V, E), the neighbourhood of x ∈ V is denoted by N(x) = N G (x), the degree of x is denoted by d(x) = d G (x), and the minimum degree of G is denoted by δ(G). Let Π = Π(G) be the set of total orderings of V . For L ∈ Π, we orient each edge vw ∈ E as (v, w) if w < L v to form a directed graph G L . We denote the out-neighbourhood, also called the back-neighbourhood, of x by N L G (x), the out-degree, or back-degree, of x by d L G (x). We write δ + (G L ) and ∆ + (G L ) to denote the minimum out-degree and the maximum out-degree, respectively, of G L . We define |G| := |V |, called an order, and G := |E|.
The degeneracy of G is min L∈Π(G) ∆ + (G L ). It is well known that the degeneracy of G is equal to max H⊆G δ(H).
We study maximum d-degenerate induced subgraphs of planar graphs. For a nonnegative integer d and a graph G, let α d (G) = max{|S| : S ⊆ V (G), G[S] is d-degenerate} and τ d = inf{α d (G)/|G| : G is a planar graph}.
Let us review known bounds for τ d . Suppose that G = (V, E) is a planar graph. For d ≥ 5, trivially we have τ d = 1 because planar graphs are 5-degenerate.
For d = 0, a 0-degenerate graph has no edges and therefore α 0 (G) is the size of a maximum independent set of G. By the Four Colour Theorem, G has an independent set I with |I| ≥ |G|/4. This bound is tight since α 0 (K 4 ) = 1. Therefore τ 0 = 1/4. For d = 1, every 1-degenerate graph is a forest. Borodin [4] proved that V can be partitioned into five classes such that the subgraph induced by the union of any two classes is a forest. Taking the two largest classes yields an induced forest of order at least 2|G|/5. So τ 1 ≥ 2/5. Since K 4 has no induced forest of order greater than 2, we have τ 1 ≤ 1/2. Albertson and Berman [1] and Akiyama and Watanabe [3] independently conjectured that τ 1 = 1/2. In other words, every planar graph has an induced forest containing at least half of its vertices. Borodin and Glebov [6] proved that this conjecture is true for planar graphs of girth at least 5. Otherwise, the conjecture is largely open. Now let us move on to the case that d = 2. As G is 5-degenerate, G has a 2degenerate induced subgraph of order at least |G|/2: greedily 2-colour G in an ordering that witnesses its degeneracy so that no vertex has three out-neighbours of the same colour, and take the larger of the two colour classes. So τ 2 ≥ 1/2. The octahedron has 6 vertices and is 4-regular, so a 2-degenerate induced subgraph has at most 4 vertices. Thus τ 2 ≤ 2/3. For d = 4, Lukotka, Mazák and Zhu [9] studied 4-degenerate induced subgraphs of planar graphs. They proved that τ 4 ≥ 8/9. The icosahedron has 12 vertices and is 5-regular, so a 4-degenerate induced subgraph has at most 11 vertices. Thus τ 4 ≤ 11/12.
In this paper, we study 3-degenerate induced subgraphs of planar graphs. Both the octahedron and the icosahedron witness that τ 3 ≤ 5/6. Here is our main theorem. Theorem 1.1. Every n-vertex planar graph has a 3-degenerate induced subgraph of order at least 5n/7.
We conjecture that the upper bounds for τ d mentioned above are tight. Conjecture 1.1. τ 2 = 2/3, τ 3 = 5/6, and τ 4 = 11/12. The problem of colouring the vertices of a planar graph G so that colour classes induce certain degenerate subgraphs has been studied in many papers. Borodin [4] proved that every planar graph G is acyclically 5-colourable, meaning that V (G) can be coloured in 5 colours so that a subgraph of G induced by each colour class is 0degenerate and a subgraph of G induced by the union of any two colour classes is 1degenerate. As a strengthening of this result, Borodin [5] conjectured that every planar graph has degenerate chromatic number at most 5, which means that the vertices of any planar graph G can be coloured in 5 colours so that for each i ∈ {1, 2, 3, 4}, a subgraph of G induced by the union of any i colour classes is (i − 1)-degenerate. This conjecture remains open, but it was proved in [8] that the list degenerate chromatic number of a graph is bounded by its 2-colouring number, and it was proved in [7] that the 2-colouring number of every planar graph is at most 8. As consequences of the above conjecture, Borodin posed two other weaker conjectures: (1) Every planar graph has a vertex partition into two sets such that one induces a 2-degenerate graph and the other induces a forest. (2) Every planar graph has a vertex partition into an independent set and a set inducing a 3-degenerate graph. Thomassen confirmed these conjectures in [11] and [12] . This paper is organized as follows. Section 2 will present a few notations used in this paper. Section 3 presents a stronger theorem that allows us to apply induction. Finding a correct induction hypothesis was very difficult because there are exceptional graphs to be handled. So Section 4 will handle these exceptional graphs carefully. Section 5 builds the initial setup of the proof, exploring simple properties of an extreme counterexample. Section 6 shows that in an extreme counterexample, the boundary cycle has no chords. Section 7 presents properties of separating cycles in an extreme counterexample. Section 8 discusses the degrees of vertices on the boundary in an extreme counterexample. Section 9 proves that the boundary cycle is a triangle in an extreme counterexample. The final proof is given in Section 10.
Notation
For sets X and Y , define
Then v, X is the number of edges incident with v and a vertex in X and X, Y = v∈X v, Y . When X and Y are disjoint, X, Y is the number of edges xy with x ∈ X and y ∈ Y . In general,
We write H ⊆ G to indicate that H is a subgraph of G. The subgraph of G induced by a vertex set A is denoted by G[A]. The path P with V (P ) = {v 1 , . . . , v n } and
Now let G be a simple connected plane graph. The boundary of the infinite face is denoted by B = B(G) and V (B(G)) is denoted by B = B(G). Then B is a subgraph of the outerplanar graph G [B] . For a cycle C in G, let int[C] denote the subgraph of G obtained by removing all exterior vertices and edges and let ext[C] be the subgraph of G obtained by removing all interior vertices and edges. Let
For L ∈ Π, the up-set of x in L is defined as U L (x) = {y ∈ V : y > L x} and the down-set of x in L is defined as D L (x) = {y ∈ V : y < L x}. Note that for each L ∈ Π, y < L x means that y ≤ L x and y = x. For two sets X and Y , we say
Main result
In this section we phrase a stronger, more technical version of Theorem 1.1 that is more amenable to induction. This is roughly analogous to the proof of the 5-Choosability Theorem by Thomassen [10] . The strengthening takes three forms.
If
, then we would like to join two 3-degenerate sets obtained from G 1 and G 2 by induction to form a 3-degenerate set of G. The problem is that vertices from A and their neighbours may be in both sets. Dealing with this motivates the following definitions.
For an induced subgraph H of G and a set Y of vertices of H, we say Y is collectable in H if the vertices of Y can be ordered as y 1 , y 2 , . . . , y k such that for each i ∈ {1, 2, . . . , k}, either y i / ∈ A and d H−{y 1 ,y 2 ,...,y i−1 } (y i ) ≤ 3 or V (H)−{y 1 , y 2 , . . . , y i−1 } ⊆ A. In order to build an A-good subset, we typically apply a sequence of operations of deleting and collecting. Deleting X ⊂ V means replacing G with G − X. An ordering witnessing that Y is collectable is called a collection order. Collecting a sequence V 1 , . . . , V s of disjoint subsets of V means first putting V 1 at the end of L in a collection order for V 1 , then putting V 2 at the end of L − V 1 in a collection order for
A path of length 0 has only 1 vertex in its vertex set.
is the empty set or the vertex set of an admissible path of G ′ . 
Proof. This is clear from the definition of an admissible path.
Using Observation 3.1, it seems reasonable to expect plane graphs with large boundaries to have large 3-degenerate induced subgraphs. We quantify this idea and present the following theorem, which implies Theorem 1.1.
There is a function ε such that all plane graphs G and usable sets A satisfy ε(G; A) ∈ {0, 1/21, 2/21} and
The function ε(G; A) will be defined in the next section. While it may seem to offer a trivial improvement, this improvement is necessary for our inductive argument.
Handling exceptional graphs
We would like to prove (1) with ε(G; A) = 2/21, but unfortunately there are small counterexamples that can be combined to form large counterexamples. For convenience, let us define
It is easy to observe that if A is a usable set in Q, Q 1 , Q 2 , Q 3 , or Q 4 in Figure 1 , then (a) ∂(Q; A) = 0,
22/21 otherwise. This is why we will define ε(G; A) and prove
which is equivalent to (1) . The following definition and lemma clarify these exceptional situations. Figure 1 : Small exceptional graphs for ∂(G; A) ≥ 2/21. A hollow vertex in Q 1 denotes a weakly fragile vertex and squares in Q 2 , Q 3 , and Q 4 denote strongly fragile vertices.
We remark that if G ∈ G 0 ∪ · G 1 is witnessed by C 1 , C 2 , . . ., C k , then we can describe the graph as follows. Figure 1 (a), Figure 1 .
• As long as B(G) = V (C 1 ) ∪ · · · · ∪ · V (C k ), there may be some edges between the cycles C 1 , . . . C k .
We say that a vertex u of a graph G ∈ G is fragile if G ∈ G 1 , u ∈ V (C k ), and u has at most 3 neighbours in int[C k ]. A fragile vertex u is called weakly fragile if int[C k ] − u has no vertex of degree at most 3 in int[C k ] − u. A fragile vertex u is strongly fragile if it is not weakly fragile, i.e., int[C k ] − u has a vertex of degree at most 3. We remark that K 1 has no fragile vertex.
Note that neither Q nor Q 1 has a strongly fragile vertex, but both Q 2 and Q 3 have exactly one strongly fragile vertex denoted by u in Figure 1 (c) and Figure 1 (d) , and Q 4 has two strongly fragile vertices denoted by u and z in Figure 1 (e). The graph Q 1 has a weakly fragile vertex u and no other graphs in Figure 1 has a weakly fragile vertex.
For a usable set A in a plane graph G, we define ε(G; A) as follows.
Note that if G = K 1 , then K 1 ∈ G 2 and therefore ε(K 1 ; A) = 1/21. Since f (K 1 ; A) = 1, we deduce that ∂(K 1 ; A) = 1/21 = ε(K 1 ; A). Lemma 4.1. Let G ∈ G witnessed by C 1 , C 2 , . . . , C k . Let H be a subgraph of G and let A be a usable set in G. If every vertex in V (H) − A has at least four neighbours in H, then for each 1 ≤ i ≤ k, H contains all vertices of int(C i ) or no vertices of int(C i ).
Proof. Suppose {a, b, c} = V (T i ) and a / ∈ V (H) for some i. By symmetry, we may assume that b has degree 4 and c has degree at most 5 in G. As a / ∈ V (H), b has at most three neighbours in H and therefore b / ∈ V (H). Then c has at most three neighbours in H and so c / ∈ V (H). Suppose that there is a vertex v in C k that is not weakly fragile and v / ∈ V (H). By checking graphs Q, Q 1 , . . ., Q 4 , we see that there is a vertex w in T k such that H − w is outerplanar. This is true even
Moreover, the following hold.
(a) if A contains all strongly fragile vertices, then
To
However, it is easy to see that none of the graphs in Figure 1 is (3,A ′ )-degenerate for any usable set A ′ that contains all strongly fragile vertices. This implies that
Therefore we conclude that f (G; A) = |G| − k and so ∂(
satisfying all of the following two conditions. If none of these conditions apply, then we choose w i arbitrary from V (C i ).
(i) If u has a neighbour x ∈ V (C i ) such that x ≤ L u, then w i is chosen as the L-minimum neighbour of u in C i . (ii) If C i has a vertex x ∈ A and u ≤ L x, then w i is chosen as such a vertex x.
Let
Let H be a counterexample. Because G has a strongly fragile vertex, it has no weakly fragile vertex. By Lemma 4.2, H contains no vertex of T i for all 1 ≤ i < k and all vertices of int[C k ]. By the assumption,
The definition of L says that u has at most two neighbours in V (G ′ ) ∩ V (H). We claim that u has no neighbours in V (G ′ ) ∩ V (H). If not, then there is i < k such that C i contains at least two neighbours of u in G ′ , one of which is w i . As G ′ is outerplanar, u has at most two neighbours in C i for each i < k. So let s be the neighbour of u other than w i in C i . By the choice of w i , we have w i ≤ L s. Since G ′ has 2 two-edge paths from w i to s via C i or u, the edge w i s of C i is not on B(G). This means that s / ∈ A because otherwise w i , s ∈ A but the edge w i s is not on B(G). It also means that s is the only vertex of H that has at least one neighbour in C k . Then x = s, because otherwise, say x = s, as s / ∈ A and s < L x, then x / ∈ A. If x is not adjacent to u, then x has at most two neighbours in H, contradicting our assumption on H, so x is a neighbour of u in H, that is to say x = s. Then in H, s has at most one neighbour in V (H) − V (int[C k ]) because w i is a neighbour of s in G ′ and s has at most two neighbours in V (int[C k ]) because H is outerplanar. So s has at most three neighbours in H, contradicting our assumption on H. This proves the claim that u has no neighbours in
However, G has a strongly fragile vertex z not in A. But z ∈ V (H) and z has degree at most 3 in H, a contradiction.
Proof. We may assume that G is connected and
If G ∈ G 1 and some strongly fragile vertex of G is not in A ′ , then ∂(G; A ′ ) ≥ 22/21 by Lemma 4.3(b) and therefore ∂(
It is enough to show that H contains a vertex of degree at most 3 not in A. By Lemma 4.1, we may assume that no vertex of 
So, we may assume that b = 0. Since ε(G + ; A) ≤ 2/21, we may also assume that ε(G; A ′ ) = 0 and so G ∈ G 0 . Then either G + is in G 2 or G + is in G 1 having no strongly fragile vertices. In both cases, ε(G + ; A) = 1/21 ≤ ∂(G + ; A).
Setup of the proof
Suppose that Theorem 3.2 is not true. Let (G; A) be a counterexample, which is a pair of a plane graph G = (V, E) and a usable set A in G such that
Among all counterexamples, we choose (G; A) such that (i) |G| is minimum, (ii) subject to (i), |A| is maximum, and (iii) subject to (i) and (ii), |E| is maximum.
We will call such a counterexample an extreme counterexample.
We shall derive a sequence of properties of (G; A) that leads to a contradiction. Trivially |V (G)| > 2. By Lemma 4.3,
The following lemma will be used many times.
Then
Thus we may assume that
A 2 ) = 0, then both G 1 and G 2 are in G 0 and so G ∈ G 0 and ε(G; A) = 0. So we may assume that ε(G 1 ; A 1 ) = 0, ε(G 2 ; A 2 ) = 1/21, and therefore G 1 ∈ G 0 and G ∈ G 1 ∪ G 2 . Then by Lemma 4.3, ∂(G; A) ≥ ε(G; A), contradicting our assumption on (G; A).
The next lemma is to deal with disconnected graphs.
Proof. First, we remark that Lemma 4.4 
|B(C)| and therefore ∂(G; A) ≥ ∂(C; ∅) + ∂(G − V (C); A) + 5/21. Now let us consider the case that C has a vertex of B(G). Then B(C), B(G − V (C)) ⊆ B(G), w(G) = w(C)+w(G−V (C)), and therefore ∂(G; A) = ∂(C; A∩V (C))+ ∂(G −V (C); A−V (C)). For the second inequality, we may assume that ε(G; A) ≥ 1/21 and ε(C; A ∩ V (C)) + ε(G − V (C); A − V (C)) ≤ 1/21. If both C and G − V (C) are in G 0 and have vertices in B(G), then G ∈ G 0 and so ε(G; A) = 0, implying the desired inequality. Thus, we may assume that ε(C;
A contains all strongly fragile vertices of G − V (C). It is easy to see that G ∈ G 2 or G ∈ G 1 and A contains all strongly fragile vertices of G and so ε(G; A) = 1/21.
Similarly if G−V (C) is in G 0 , then C / ∈ G 0 and we can deduce by the same argument that ε(G; A) = 1/21. In all cases, we deduce that ε(G;
Lemma 5.5. G is 2-connected and |A| = 2.
Proof. By Lemma 5.4, G is connected because otherwise (G; A) is an extreme counterexample and so if G is disconnected, then for each component
Note that for each i = 1, 2, A i is usable in G i .
By the assumption on (G; A), |A| ≥ 2 because otherwise we can enlarge A while keeping usability.
For 
, then x has degree at most 2 in H by Lemma 3.1. So we may assume that V (H) − (A ∪ {x}) is nonempty. By symmetry, we may assume that
By the assumption on X 1 , H 1 has a vertex v / ∈ A 1 such that v has at most three neighbours in H 1 . If v = x, then in H, v is adjacent to no vertex in V (H 2 ) − {x} and therefore the degree of v in H is still at most 3. Thus we may assume that x = v ∈ X. This means x ∈ X 1 ∩ X 2 by the construction of X. Since x is not in
This implies that x ∈ B(G 2 ) and therefore A 2 = {x}. Thus H 2 has a vertex v ′ = x of degree at most 3 in H 2 . As v ′ has no neighbour in V (H 1 ) − {x}, v ′ has degree at most 3 in H. This proves the claim that X is A-good in G and so
and so x / ∈ X 1 . This means that x / ∈ X 1 ∪ X 2 and so |X| = |X 1 | + |X 2 |, a contradiction.
In the following, set A = {a, a ′ }. By Lemma 5.5, all faces of G are bounded by cycles of G. A plane graph is a near-triangulation if all inner faces are triangles.
Lemma 5.6. G is a near-triangulation.
Proof. By Lemma 5.5, every face boundary of G is a cycle and |A| = 2.
Suppose G has an inner face F that is not a triangle. Let e be a new edge drawn in F so that, if possible, e is incident with an interior vertex and e is not parallel to an edge of G. By the Jordan curve theorem, such an edge e exists.
Let G + = G + e. As G is an extreme counterexample and G / ∈ G,
Thus T i G = 3 and so T i ⊂ G. Since vertices of C i are boundary vertices of G + and hence boundary vertices of G, e is incident with a vertex v of T i . As G + ∈ G and G / ∈ G, we have d G (v) ≤ 3, a contradiction.
The boundary is chordless
Call a vertex u deletable for a pair (G * ; A * ) if G * has a maximum A * -good set X with u / ∈ X. It is easy to observe that if u is not deletable and X is a maximum A * -good set of G * , then X − {u} is a maximum (A * − {u})-good set of G * − u. Proof. Assume B has a chord e := xy. Let P 1 , P 2 be the two paths from x to y in B such that A ⊆ V (P 1 ). Since e is a chord, both P 1 and P 2 have length at least two. We choose e such that |E(P 1 )| is minimum. We may assume that y / ∈ A by swapping x and y if necessary.
Set G 1 = int[P 1 +e] and G 2 = int[P 2 +e]. As G is a near-triangulation by Lemma 5.6, x and y have two common neighbours v 1 , v 2 such that for each i = 1, 2, xyv i x is facial and v i is in G i .
Suppose that x and y have no common neighbour in int(P 1 + e). Then v 1 ∈ V (P 1 ). By the assumption, y / ∈ A. If both vertices of A are on the path from v 1 to y in P 1 , then the chord yv 1 is a better choice than e, contradicting our choice of e. If both vertices of A are on the path from x to v 1 in P 1 , then by the same argument, xv 1 is not a chord of B. Thus A = {x, v 1 }.
Let G * = G−xv 1 and A * = A∪{y}. Then A * is useful for G * , and B(G) = B(G * ); so
We now claim that (iv) ε(G * ; A * ) = 2/21. If not, then G * ∈ G, and let us say that this is witnessed by C 1 , C 2 , . . ., C k . Since no cycle of G * contains both x and v 1 , no C i contains both x and v 1 . Thus A has exactly one vertex in V (C i ) for some i, and therefore G ∈ G, a contradiction from (2) . Thus (iv) holds. Now we deduce a contradiction:
Therefore v 1 ∈ V (int(P 1 + e)). Now let A ′ = {x, y}. Suppose that ε(G 2 ; A ′ ) ≤ 1/21. By Lemma 4.3(a), G 2 has at most one vertex that is not deletable for (G 2 ; A ′ ). (If G 2 ∈ G 0 ∪ G 1 , then all vertices of G 2 which are not weakly fragile are deletable. If G 2 ∈ G 2 with a vertex u such that G 2 − u ∈ G 0 , then all vertices of G 2 other than u are deletable.) Let z be a vertex in {x, y} that is deletable for (
As G is extreme we deduce the following inequality, contradicting our assumption:
Therefore we may assume that ε(G 2 ; A ′ ) = 2/21.
Suppose that no vertex in G 2 − V (P 2 ) is adjacent to x or y. Then x and y have a unique common neighbour v 2 ∈ V (P 2 ). Let
A 2 ), contrary to Lemma 5.3. Therefore we may assume that there are vertices u ∈ {x, y} and v ′ ∈ V (int(P 2 + e)) with u adjacent to v ′ . Let w satisfy {u, w} = {x, y}.
Suppose that ε(G 1 ; A) ≤ 1/21. Since both x and y are adjacent to v 1 , which is not in B(G 1 ), neither x nor y is weakly fragile in G 1 , and if G 1 ∈ G 2 , then neither x nor y is the vertex whose deletion makes the graph belonging to G 0 . If G 1 ∈ G 0 ∪G 1 , then by the assumption on ε(G 1 ; A), A contains all strongly fragile vertices of G 1 and therefore u is deletable for (G 1 ; A) by Lemma 4.3(a). If G 1 ∈ G 2 , then there exists a vertex u 0 ∈ B(G 1 ) such that G 1 − u 0 ∈ G 0 , and we have u 0 / ∈ {x, y}, hence u is deletable for (G 1 ; A) by Lemma 4.3(a). let X 1 be a maximum A-good set of
As G is extreme, we have a contradiction as follows. Therefore we may assume that ε(G 1 ; A) = 2/21. Let X 1 be a maximum A-good set in G 1 and X 2 be a maximum A ′ -good set in G 2 . Then X :
As ε(G 1 ; A) + ε(G 2 ; A ′ ) = 4/21, we have the contradiction as follows. 
Properties of separating cycles
In a plane graph G, a cycle C is called separating if both V (int(C)) and V (ext(C)) are nonempty. In this section we will discuss properties of separating cycles in G. The next lemma is used in this section and the last section.
and G 2 has an A-good set Y 2 with
This yields the contradiction as follows. Proof. Suppose not. Let C = xyzx be a counterexample with the minimal area. We may assume that x, V (ext(C)) ≤ 2 and y, V (ext(C)) ≤ 3. By Lemma 7.1(c), z has a neighbour w in I := int(C). If w is the only neighbour of z in I, then by Lemma 7.1(b), C ′ := xwyx is a separating triangle. However, w has only 1 neighbour in ext(C ′ ) and x has at most 3 neighbours in ext(C ′ ), contradicting the choice of C. Thus z, V (I) ≥ 2. We apply Lemma 7.2 with C, X = {z} and Y = ∅. Then 
Suppose that int(C) has a cycle. Since |B(int(C))| ≤ 3, we deduce that B(int(C)) is a triangle. By Euler's formula applied on G[V (C) ∪ B(int(C))], we have
hence B(int(C)) is a facial triangle by Lemma 7.3. Therefore, these three vertices in int(C) have degree 4, 4, 5 in G by (3) and Lemma 5.2. Let w ∈ V (C) be adjacent to a vertex of degree 4 in V (int(C)). We apply Lemma 5.1 with X = {w} and Y = V (int(C)). We deduce a contradiction because |B(G − (X ∪ Y ))| = |B| and β 1 ≥ −15 · 1 + 6 · 3 ≥ 3.
Therefore int(C) has no cycles. Then int(C) ≤ |V (int(C))| − 1, and so in (3) the equality must hold. This means int(C) is a tree and every vertex in int(C) has degree 4 in G by Lemma 5.2. If int(C) has at least 3 vertices, then let X be a set of one vertex in V (C) adjacent to some vertex in int(C) and let Y = V (int(C)). By applying Lemma 5.1 with X and Y , we deduce a contradiction because |B(G − (X ∪ Y ))| = |B| and β 1 ≥ −15 · 1 + 6 · 3 ≥ 3. Thus we deduce (b). Let u, v be vertices in B so that uxyv is a path in B. Since G is a near-triangulation, x ′ is adjacent to u and z, and y ′ is adjacent to v and z. Then ux ′ zy, xzy ′ v are paths in G. As |A| = 2, u = v. If A = {u, v}, then as G is a near-triangulation and B is chordless, G is isomorphic to Q 2 , contrary to (2) . By symmetry, we may assume v / ∈ A. This implies d(v) = 4. Then v has another neighbour in J, and by (ii) it is not z.
Degrees of boundary vertices
Thus v is adjacent to x ′ , and so x ′ is adjacent to y ′ . Thus d(z) = 4 = d(y ′ ). Then we can delete x ′ and collect z, y ′ , x, y, and all others and so V − {x ′ } is A-good, a contradiction. If y is adjacent to a ′ , then z is non-adjacent to a and so d(z) = 4 by Lemma 5.2. Then T := yza ′ y is a separating triangle, as int(T ) contains a neighbour of z. Since d(y) ≤ 5 and d(z) = 4, we have |N({y, z}) ∩ V (int(T ))| = 1, contrary to Lemma 7.1 (d) .
So y is non-adjacent to a ′ . By symmetry, z is non-adjacent to a. As |N 
The boundary is a triangle
In this section we prove that |B| = 3. (c) Since d(u) ≥ 5, we deduce x 2 = y 1 , and if x 1 = y 1 , then T := x 1 x 2 ux 1 is a separating triangle (See Figure 3 ), since d(x 2 ) ≥ 5. As x 2 , V (ext(T )) = 1 and u, V (ext(T )) = 2, this contradicts Lemma 7.3. So x 1 = y 1 . By symmetry, x 2 = y 2 . It remains to show that x 1 = y 2 . Suppose not. By (b), d(x 2 ) ≥ 5, so C := x 1 x 2 uy 1 x 1 is a separating 4-cycle (See Figure 4) . We first prove the following. If u is adjacent to x 1 , then C 1 := x 1 x 2 ux 1 and C 2 := x 1 uy 1 x 1 are both separating triangles by (b). Then |N({u, x 1 }) ∩ V (int(C i ))| ≥ 2 for each i ∈ {1, 2} by Lemma 7.1 (d) . Thus |N({u, x 1 }) ∩ V (int(C))| ≥ 4, contrary to (4) . So u is non-adjacent to x 1 .
If x 2 is adjacent to y 1 , then C 3 := ux 2 y 1 u is a separating triangle by (b). Then |N({u, x 2 }) ∩ V (int(C 3 ))| ≥ 2 by Lemma 7.1 (d) . As u, V (ext(C 3 )) = 2, Lemma 7.3 u x 2 x 1 x x * y * y y 2 y 1 Figure 5 : The situation in the proof of Lemma 9.1(d); x 1 , x 2 , u, y 1 , y 2 are all distinct. The gray region has other vertices.
implies that 4, contrary to (4) . So C has no chord.
By (b), C is a separating cycle of length 4 in G. By Corollary 7.4, either |B(int(C))| ≥ 4 or |V (int(C))| ≤ 2 and every vertex in int(C) has degree 4 in G.
By (4), d(x 2 ), d(y 1 ) ≤ 6. If |B(int(C))| ≥ 4, then deleting u, x 1 and collecting x, y, x 2 , y 1 exposes at least 4 vertices and therefore |B(G − {u, x 1 , x, y, x 2 , y 1 })| ≥ |B| + 2. By applying Lemma 5.1 with X = {u, x 1 } and Y = {x, y, x 2 , y 1 }, we have β 1 ≥ −15 · 2 + 6 · 4 + 5 · 2 = 4, a contradiction.
Therefore we may assume |V (int(C))| ≤ 2 and every vertex in int(C) has degree 4 in G. As x 2 is non-adjacent to y 1 , x 1 has at least one neighbour in int(C) and therefore after deleting x 1 , we can collect all vertices in V (int(C)) and then collect x 2 , y 1 , x, y.
Here, |B(G − {x, y, x 1 , x 2 , y 1 , u} − V (int(C)))| ≥ |B| − 2. By applying Lemma 5.1 with X = {x 1 } and Y = V (int(C)) ∪ {x 2 , y 1 , x, y, u}, we have β 1 ≥ −15 · 1 + 6 · 6 − 5 · 2 = 11, a contradiction. So (c) holds. (e) Suppose x 1 is adjacent to u. By (b) and (d) , d(x 2 ) = 5. Thus T := ux 1 x 2 u is a separating triangle. Let w 1 , w 2 be the two neighbours of x 2 other than x 1 , x, u so that x 1 w 1 w 2 u is a path in G. Such a choice exists because G is a near-triangulation by Lemma 5.6. As d(w 2 ) ≥ 4 by Lemma 5.2 and u has no neighbours in int(ux 1 w 1 w 2 u) by (d), x 1 is adjacent to w 2 . As d(w 1 ) ≥ 4, T ′ := x 1 w 1 w 2 x 1 is a separating triangle. Note that x 2 x 1 w 1 x 2 , x 2 w 1 w 2 x 2 , x 2 w 2 ux 2 , and ux 1 w 2 u are facial triangles. Thus w 1 , V (ext(T ′ )) = 1 and w 2 , V (ext(T ′ )) = 2, contrary to Lemma 7.3. So x 1 is non-adjacent to u. By symmetry, y 2 is non-adjacent to u.
Suppose that x 2 is adjacent to y 1 . Let T ′′ := ux 2 y 1 u. By (b), d(u) ≥ 5, so T ′′ is a separating triangle. By (d) , z, V (int(T ′′ )) ≤ 2 for all z ∈ V (T ′′ ). By Lemma 7.1,
and therefore z, V (int(T ′′ )) = 2 for all z ∈ V (T ′′ ). By (d) , N(u) ∩ V (int(T ′′ )) = N(x 2 ) ∩ V (int(T ′′ )) = N(y 1 ) ∩ V (int(T ′′ )). Then u, x 2 , y 1 , and their neighbours in int(T ′′ ) induce a K 5 subgraph, contradicting our assumption on G. Thus x 2 is nonadjacent to y 1 .
Suppose that x 2 is adjacent to y 2 . Since x 2 is non-adjacent to y 1 , (b) and (d) imply that d(y 1 ) = 5. Let w 1 , w 2 be the two neighbours of y 1 other than u, y, y 2 such that uw 1 w 2 y 2 is a path in G. By (d) , N • (u) − S ⊆ {w 1 , w 2 }. If u is adjacent to both w 1 and w 2 , then uw 1 w 2 u, uy 1 w 1 u, y 1 w 1 w 2 y 1 are facial triangles, implying that w 1 has degree 3, contradicting Lemma 5.2. Thus, as d(u) ≥ 5 by (b), we deduce that d(u) = 5. Since G is a near-triangulation, x 2 is adjacent to w 1 and ux 2 w 1 u, uw 1 y 1 u are facial triangles. If x 2 w 1 w 2 y 2 x 2 is a separating cycle, then deleting w 1 , w 2 and collecting y 1 , u, y, x exposes at least 4 vertices and so |B(G − {w 1 , w 2 , y 1 , u, y, x})| ≥ |B| − 2 + 4. By applying Lemma 5.1 with X = {w 1 , w 2 } and Y = {y 1 , u, y, x}, we have β 1 ≥ −15·2+6·4+5·2 = 4, a contradiction. So x 2 w 1 w 2 y 2 x 2 is not a separating cycle. By 5.2, d(w 2 ) ≥ 4 and therefore w 2 is adjacent to x 2 and d(w 1 ) = 4 = d(w 2 ). Then, deleting y 1 and collecting w 1 , w 2 , u, y, x exposes at least 3 vertices and |B(G − {y 1 , w 1 , w 2 , u, y, x})| ≥ |B| − 2 + 3. By applying Lemma 5.1 with X = {y 1 } and Y = {w 1 , w 2 , u, y, x}, we have β 1 ≥ −15 · 1 + 6 · 5 + 5 · 1 = 20, a contradiction. So x 2 is non-adjacent to y 2 . By symmetry, x 1 is non-adjacent to y 1 . (c) and (e). Let w, w ′ be the neighbours of x 2 (and also of y 1 ) such that w ′ ∈ V (int(uy 1 w ′ x 2 u)). Then w is the unique common neighbour of x 2 , u, and y 1 . By (d) Suppose u is adjacent to x * . As d(x 1 ) ≥ 4 and d(x * ) ≤ 5 by Lemmas 5.2 and 8.1, x * has a unique neighbour w ∈ V (int(x * x 1 x 2 ux * )) adjacent to both x 1 and u. By (b) and (d) , w is adjacent to x 2 . If uwx 2 u is a separating triangle, then by Lemma 7.1 (d) , |N({x 2 , u}) ∩ V (int(uwx 2 u))| ≥ 2, hence |N • ({x 2 , u}) − S| ≥ 3, contrary to (d) . So uwx 2 u is facial. As d(x * ) ≤ 5, wx * x 1 w and wx * uw are facial triangles. As d(x 2 ) ≥ 5 by (d) , T ′ := wx 1 x 2 w is a separating triangle. So x 1 , ext(T ′ ) = 2 and x 2 , ext(T ′ ) = 2, contrary to Lemma 7.3. Thus u is non-adjacent to x * . By symmetry, u is non-adjacent to y * . So (g) holds.
(h) Suppose that w 1 = y * . By (g), y * is adjacent to x 2 . Let C := y * x 2 uy 1 y 2 y * and C ′ be the cycle formed by the path from x * to y * in B(G) − x − y together with the path y * x 2 x 1 x * . Since G is a near-triangulation and d(y 2 ) ≥ 4, by (f) there is w ∈ N(y * ) ∩ N(y 2 ) ∩ V (int(C)). By Lemma 8.1, d(y * ) = 5, and therefore x 2 is adjacent to w and x 2 wy * x 2 is a facial triangle. Let y * * ∈ B be the neighbour of y * other than y. Then x 2 y * * y * x 2 is also a facial triangle in G. Because x 2 is non-adjacent to x * by (g), y * * = x * . By (f) applied to yy * , we have y * ∈ A because uy 1 y 2 wx 2 is not an induced path in G. Thus x * / ∈ A because |A| = 2. By Lemma 6.1, B(G) is chordless. Therefore by Lemma 8.2, d(x * ) = 5 and so x * , int(C ′ ) = 2. By (b), (d) , and (e), we have |N • (y 1 ) \ S| = 2. Deleting x 1 , u and collecting x, x * , y, y 1 exposes at least 6 vertices, including two neighbours of x * in int(C ′ ) and two neighbours of y 1 in int(C). So |B(G \ {x 1 , u, x, x * , y, y 1 })| ≥ |B| − 3 + 6. By applying Lemma 5.1 with X = {x 1 , u} and Y = {x, x * , y, y 1 }, we have β 1 ≥ −15 · 2 + 6 · 4 + 5 · 3 = 9, a contradiction. So w 1 = y * . By symmetry, w 1 = x * . Thus (h) holds. Proof. For an edge e = xy ∈ E(B − A), let x * , x 1 , x 2 , u, y 1 , y 2 , y * be as in Lemma 9.1. By Lemma 9.1(h), |B| ≥ 5.
We claim that N • (u) = {x 2 , y 1 }. Suppose not. By symmetry, we may assume that y * / ∈ A because |A| = 2. Then deleting u, y 2 and collecting y, x, y * exposes at least 6 vertices and so |B(G − {u, y 2 , y, x, y * })| ≥ |B| − 3 + 6. By applying Lemma 5.1 with X = {u, y 2 } and Y = {y, x, y * }, we have β 1 ≥ −15 · 2 + 6 · 3 + 5 · 3 = 3, a contradiction. So N • (u) = {x 2 , y 1 }.
Since d(u) ≥ 5 by Lemma 9.1(b), u has at least one boundary neighbour z = x, y. Let B(x, z) be the boundary path from x to z not containing y, and B(y, z) boundary path from y to z not containing x. (So B(x, z) and B(y, z) has only one vertex in common, namely z). One of B(x, z), B(y, z) whose interior is disjoint from A. We denote this path by P (e, z). We choose e = xy and z so that P (e, z) is shortest. Assume P (e, z) = B(y, z). Let e ′ = yy * . Then e ′ ∈ E(B − A) . Let u ′ be the common neighbour of y and y * and let z ′ = y, y * be a boundary neighbour of u ′ . Then P (e ′ , z ′ ) is a proper subpath of P (e, z), and hence is shorter. This is in contrary to our choice of e and z.
The final contradiction
In this section we complete the proof of Theorem 3.2. First we prove a lemma. Proof. (a) Suppose x is adjacent to z. As K 5 G, x is non-adjacent to a ′ or z is nonadjacent to a; by symmetry, assume x is non-adjacent to a ′ . Since d(y) ≥ 4, T := xyzx is a separating triangle. By Lemma 7.1, |V (int(T ))| ≥ 3. Since y, ext(T ) = 1, Lemma 7.3 implies x, ext(T ) ≥ 4, and so |N • (x) ∩ ext(T )| ≥ 2.
If d(y) ≤ 6, then deleting x, z and collecting v, y exposes at least 5 vertices from B(int(T )) and N • (x) ∩ ext(T ) and so |B(G − {x, z, v, y})| ≥ |B| − 1 + 5. By applying Lemma 5.1 with X = {x, z} and Y = {v, y}, we have β 1 ≥ −15 · 2 + 6 · 2 + 5 · 4 = 2, a contradiction. Therefore, d(y) ≥ 7. Then |N • (y) ∩ V (int(T ))| ≥ 4 and so deleting x, y and collecting v exposes at least 7 vertices, and |B(G − {x, y, v})| ≥ |B| − 1 + 7. By applying Lemma 5.1 with X = {x, y} and Y = {v}, we have β 1 ≥ −15·2+6·1+5·6 = 6, a contradiction. So (a) holds.
(b) Suppose y is adjacent to a. Then T := axya is a separating triangle, since d(x) ≥ 4 and the other triangles incident with x are facial. As d(a) ≤ 5 by Lemma 8.1, a has a unique neighbour w in int(T ). As d(w) ≥ 4, T ′ := xwyx is a separating triangle. Now w, ext(T ′ ) = 1, and x, ext(T ′ ) = 2, contrary to Lemma 7.3. Thus y is non-adjacent to a. By symmetry, y is non-adjacent to a ′ . So (b) holds.
(c) Suppose that z is adjacent to a. By (a), z is non-adjacent to x. If w is adjacent to y, then we apply Lemma 7.2 with C, X = {w}, and Y = ∅. As y is adjacent to w, A ′ := {x, y, z} is usable in G 1 := int[C] − w, and by (i-iii), By (c), z is non-adjacent to a and x is non-adjacent to a ′ and by (a), x is non-adjacent to z. So each of x and z have exactly two neighbours in int(axyza ′ a) and d(x) = d(z) = 5. Let x 1 , x 2 be those neighbours of x and z 1 , z 2 be those two neighbours of z. We may assume that x 1 x 2 yz 1 z 2 is a path in G by swapping labels of x 1 and x 2 and swapping z 1 and z 2 if necessary. By (e), we have N • (y) − {x, z} ⊆ {x 1 , x 2 , z 1 , z 2 }. As d(x 2 ) ≥ 4, y is not adjacent to x 1 because otherwise x 1 x 2 yx 1 is a separating triangle, that will make a new interior neighbour of y by Lemma 7.1(c), contrary to (e). By symmetry, y is not adjacent to z 2 . So x 2 is adjacent to z 1 as G is a triangulation. Therefore d(y) = 5.
Let C * := ax 1 x 2 z 1 z 2 z 2 a ′ a. Suppose that w ∈ N({x 1 , x 2 , z 1 , z 2 }) ∩ V (int(C * )). Then by symmetry, we may assume w is adjacent to x 1 or x 2 . Deleting x 1 , x 2 and collecting x, y, v, z exposes w, z 1 , z 2 and so |B(G − {x 1 , x 2 , x, y, v, z})| ≥ |B| − 1 + 3. By applying Lemma 5.1 with X = {x 1 , x 2 } and Y = {x, y, v, z}, we have β 1 ≥ −15·2+6·4+5·2 = 4, a contradiction. Thus N({x 1 , x 2 , z 1 , z 2 })∩V (int(C * )) = ∅ and therefore |G| = 10. Now, it is easy to see that V (G) − {x 1 , x 2 } is A-good. (See Figure 7 .) Thus f (G; A) ≥ 8 = w(G) + 3 21 ≥ w(G) + ε(G; A), a contradiction. So (f) holds. (g) Suppose there is w ′ ∈ N(x) ∩ N(z) − {v, w, y}. Let C := xyzwx. We may assume that w is chosen to maximize |V (int(C))|. So w ′ is in V (int(C)).
We claim that y is non-adjacent to w ′ . Suppose not. As d(y) ≥ 5 by (d) , xw ′ yx or zw ′ yz is a separating triangle. By symmetry, we may assume xw ′ yx is a separating triangle. Thus |N({x, y}) ∩ V (int(xw ′ yx))| ≥ 2 by Lemma 7.1 (d) . Because G is a
