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Abstract
The Lorentz-covariant quantization performed in the Hamiltonian
path-integral formalism for massless non-Abelian gauge fields has been
achieved. In this quantization, the Lorentz condition, as a constraint,
must be introduced initially and incorporated into the Yang-Mills La-
grangian by the Lagrange undetermined multiplier method. In this
way, it is found that all Lorentz components of a vector potential
have thier corresponding conjugate canonical variables. This fact al-
lows us to define Lorentz-invariant poisson brackets and carry out the
quantization in a Lorent-covariant manner.
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one knows, the massless non-Abelian gauge fields was first quantized by
the elegant Faddeev-Popov approach[1]. This approach works in the La-
grangian (or say, the second order)path-integral formalism. Subsequently,
it was shown that the gauge fields may also be quantized in the perfect
Hamiltonian (or say, the first order)path-integral formalism[2]−[5] along the
line of quantization proposed first by Dirac for constrained systems[6]. The
Hamiltonian path-integral quantization usually is performed in the coulomb
1
gauge[2]−[5]. Therefore, the quantization and quantized result are Lorentz-
non-covariant. However, the Lorentz-covariant form of the quantum theory
as obtained by the Faddeev-Popov approach is mostly used in practical ap-
plications. Whether and how the massless non-Abelian gauge field can be
Lorentz-covariantly quantized in the Hamiltonian path-integral formalism?
This just is the question we try to answer in this paper.
Let us recast the Yang-Mills Lagrangian density
L = −
1
4
F aµνF aµν (1)
in the first order form[2].
L = Eak
•
Aak +A
a
0C
a −H (2)
where Eak is defined by
Eak =
∂L
∂
•
Aak
= F ako, k = 1, 2, 3. (3)
which is the field momentum density conjugate to the coordinate Aak,
Ca = ∂kEak + gf
abcAbkEck (4)
and
H =
1
2
(Eak)
2 +
1
2
(Bak)
2 (5)
here
Bak = −
1
2
∈kij F
a
ij (6)
H is the Hamiltonian density of the field. In the above, we have used the
Greek letters to denote the four-dimensional indices and the Latin letters to
mark the three-dimensional indices. From the stationary condition of the
action given by the Lagrangian in Eq.(2), it is easy to derive the following
equations of motion[2],[3]
•
Aak −∂kA
a
0 + gf
abcAb0A
c
k + E
a
k = 0 (7)
•
Eak +∂
lF akl + gf
abcAb0E
c
k + gf
abcAblF ckl = 0 (8)
2
Ca ≡ ∂kEak + gf
abcAbkE
ck = 0 (9)
The last equation (9) is identified with a constraint condition because there
is no time-derivatives of the field variables in it. This constraint condition,
as shown in the second term in Eq.(2), has already been incorporated into
the Lagrangian by the Lagrange undetermined multiplier method so as to
make the Lagrangian written in Eq.(1) or (2) to be Lorentz-invariant. The
function Aa0 in Eq.(2) acts as a Lagrange multiplier. Since a massless gauge
field has only two polarization states, among the three pairs of canonical
variables (Aak, E
a
k) for a given group index a, only two pairs can be viewed as
the independent dynamical variables. Therefore, in addition to the constraint
in Eq.(9), it is necessary to introduce another constraint so as to eliminate
the redundant degrees of freedom appearing in the theory. There are various
choices of the constraint which are physically equivalent. Commonly, the
Coulomb gauge condition
∂kAak = 0 (10)
is preferable to be chosen[2]−[5]. The necessity of introducing an additional
constraint implies that the Yang-Mills Lagrangian in Eq.(1) itself can not
give a complete description of the massless gauge field dynamics unless the
constraint in Eq.(10) is combined with it. The constraint in Eq.(10) may
also be incorporated in the Lagrangian by the Lagrange multiplier method,
giving a term λa∂kAak in the Lagrangian. Correspondingly, Eq.(8) will be
replaced by
•
Eak +∂
lF akl + gf
abc(Ab0E
c
k + A
blF ckl)− ∂kE
a
0 = 0 (11)
where we have set Ea0 = −λ
a. Thus, the number of the equations (7),(9),(10)
and (11) is equal to the number of the variables contained in the equations,
including six canonical variables (Aak, E
a
k) and two Lagrange multipliers A
a
0
and Ea0 for a given group index a. This fact shows self-consistence of the
equations.
It is noted that in the Coulomb gauge, the canonical variables can only
be the three-dimensional vectors Aak and E
a
k because the variable A
a
0 has
no its conjugate counterpart. In this case, we can only define the Poisson
bracket through the three-dimensional vectors Aak and E
a
k and formulate the
quantization Lorentz-non-covariantly. In order to perform the quantization
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in a Lorentz-covariant manner, instead of the constraint in Eq.(10), it is
suitable to choose the Lorentz gauge condition as the constraint
ϕa ≡ ∂µAaµ = 0 (12)
Incorporating this constraint into the Lagrangian shown in Eq.(2) by the
Lagrange multiplier procedure, we have
L = Eaµ
•
Aaµ +A
a
0C
a − Ea0ϕ
a −H (13)
where
piaµ =
∂L
∂
•
Aaµ
= {
F ak0 = E
a
k , if µ = k = 1, 2, 3;
−Ea0 , if µ = 0.
(14)
are the canonical momentum conjugate to Aaµ,
Ca = ∂µEaµ + gf
abcAbkEck (15)
and H was given in Eq.(5). As we see, in the Lorentz gauge, since the third
term in Eq.(13) contains a time-derivative
•
Aa0, the Lagrange multiplier A
a
0
has its conjugate variable provided by the Lagrange multiplier −Ea0 . Thus,
we have a Lorentz vector Eaµ = (E
a
0 , E
a
k) and the first term in Eq.(13) and
the first term in Eq.(15) can be written in the Lorentz-invariant form. It is
noted that the terms Ea0
•
A
a
0, and A
a
0
•
E
a
0 appearing respectively in the first
and second terms in Eq.(13) will be cancelled with each other in the action.
Therefore, except for the third term, the sum of the other three terms in
Eq.(13) actually is identical to the Lagrangian written in Eq.(2). In addition,
we note, in order to get Lorentz-covariant results in later derivations, the
second term in Eq.(15) may also be written in a Lorentz-invariant form
Ca = ∂µEaµ + gf
abcAbµEcµ (16)
This is because the added term gfabcAb0E
c
0 gives a vanishing contribution to
the term Aa0C
a in Eq.(13) owing to the identity fabcAb0A
c
0 = 0.
Here we have necessity to discuss the equations of motion derived from
the stationary condition of the action given by the Lagrangian in Eq.(13).
These equations are
•
Aaµ (x)−
δH
δEaµ(x)
+
∫
d4x{Ab0(y)
δCb(y)
δEaµ(x)
−Eb0(y)
δϕb(y)
δEaµ(x)
} − ϕa(x)δµ0 = 0
(17)
4
•Eaµ (x) +
δH
δAaµ(x)
−
∫
d4y{Ab0(y)
δCb(y)
δAaµ(x)
− Eb0(y)
δϕb(y)
δAaµ(x)
} − Ca(x)δµ0 = 0
(18)
where the Hamiltonian is defined by [2],[5]
H =
∫
d4xH(x) (19)
with H(x) being given in Eq.(5). In accordance with the definition of the
Hamiltonian and expressions of ϕa(x) and Ca(x) as shown in Eqs.(12) and
(16), the functional derivatives in Eqs.(17) and (18) are easily calculated.
The results are
δϕa(x)
δAbµ(y)
= δab∂µxδ
4(x− y) (20)
δϕa(x)
δEbµ(y)
= 0 (21)
δCa(x)
δAbµ(y)
= gfabcEcµ(x)δ4(x− y) (22)
δCa(x)
δEbµ(y)
= [δab∂µx − gf
abcAcµ(x)]δ4(x− y) (23)
δH
δAaµ(x)
= [∂lxF
a
lk(x) + gf
abcAbl(x)F clk(x)]δ
µk (24)
δH
δEaµ(x)
= Eak(x)δ
µk (25)
By making use of the above derivatives, one may find that Eqs.(17) and (18)
will lead to the equations of motion shown in Eqs.(7) and (11) if we take
µ = k in Eqs.(17) and (18) and the constraint equations written in Eq.(12)
and in the following
Ca ≡ ∂µEaµ + gf
abcAbµEcµ = 0 (26)
if we set µ = 0 in Eqs.(17) and (18). It should be noted that in the derivation
of the equations of µ = 0, we have used the following equations
•
Aa0 (x)−
δH
δEa0 (x)
+
∫
d4y[Ab0(y)
δCb(y)
δEa0(x)
−Eb0(y)
δϕb(y)
δEa0(x)
] = 0 (27)
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•Ea0 (x) +
δH
δAa0(x)
−
∫
d4y[Ab0(y)
δCb(y)
δAa0(x)
−Eb0(y)
δϕb(y)
δAa0(x)
] = 0 (28)
which always hold and appear to be identities. It is clear that the equations
given in Eqs.(7),(11),(12) and (26) are sufficient to determine the eight canon-
ical variables for a given group index which contain four dynamical variables,
two constrained variables and two Lagrange multipliers. This indicates that
the dynamics formulated in the Lorentz gauge is complete.
The canonical structure of the Lagrangian in Eq.(13) implies that the
equations written in Eqs.(12) and (26) which are incorporated into the La-
grangian by the Lagrange multiplier method can only act as constraint con-
ditions although there are time-derivatives in them. In contrast to those
constraints given in Eqs.(9) and (10) which are stationary, these constraints
are motional. Let us examine the consistency of these constraints along the
line suggested by Dirac[6]. Taking derivatives of Eqs.(12) and (26) with re-
spect to time and employing Eqs.(17) and (18), we obtain
{ϕa(x), H}+
∫
d4yAb0(y){C
b(y), ϕa(x)} −
∫
d4yEb0(y)
×{ϕb(y), ϕa(x)} = 0 (29)
{Ca(x), H}+
∫
d4yAb0(y){C
b(y), Ca(x)} −
∫
d4yEb0(y)
×{ϕb(y), Ca(x)} = 0 (30)
where the poisson bracket is defined as[5]
{M,N} =
∫
d4x[
δM
δAaµ(x)
δN
δEaµ(x)
−
δM
δEaµ(x)
δN
δAaµ(x)
] (31)
Based on this definition and utilizing the derivatives in Eqs.(20)-(25), it is
not difficult to find
{ϕa(x), ϕb(y)} = 0 (32)
{Ca(x), Cb(y)} = gfabcCc(x)δ4(x− y) = 0 (33)
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where Eq.(26) has been considered,
{Ca(x), ϕb(y)} = ∂µx (D
ab
µ (x)δ
4(x− y)) (34)
where
Dabµ (x) = δ
ab∂xµ − gf
abcAcµ(x) (35)
{ϕa(x), H} = −∂kEak (36)
and
{Ca(x), H} = 0 (37)
It is emphasized that the nonvanishing of the Poisson bracket in Eq.(34)
implies that the equations (29) and (30) are solvable to the Lagrange multi-
pliers Aa0 and E
a
0 . Substitution of the above poisson brackets into Eqs.(29)
and (30) yields
Dabµ ∂
µEb0 = 0 (38)
and
Dabµ ∂
µAb0 = ∂
kEak (39)
These are the second order differential equations for the variables Aa0 and E
a
0 .
For later purpose, it is useful to consider solutions of the equations (12)
and (26). Noticing the decomposition Aaµ = AaµT + A
aµ
L where A
aµ
T and A
aµ
L
are respectively the transverse and longitudinal components of the vector
Aaµ and the transversality condition ∂µAaTµ = 0, Eq.(12) may be written as
∂µAaLµ = 0 (40)
Its solution, as is well-known , is
AaLµ = 0 (41)
Similarly, when the decomposition Eaµ = EaµT +E
aµ
L is inserted into Eq.(26),
noticing the transversality ∂µEaTµ = 0 and the solution in Eq.(41), Eq.(26)
will be reduced to
∂µEaLµ + gf
abcAbµT (E
c
Tµ + E
c
Lµ) = 0 (42)
Using the expression
EaLµ = ∂µQ
a (43)
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where Qa is a scalar function, we obtain from Eq.(42)
Kab(x)Qb(x) = ωa(x) (44)
where
Kab(x) = δab✷x − gf
abcAcµT (x)∂
x
µ (45)
and
ωa(x) = gfabcEbTµA
cµ
T (46)
With the aid of the Green function(the ghost particle propagator) Dab(x−y)
which satisfies the equation
Kac(x)Dcb(x− y) = δabδ4(x− y) (47)
the solution of Eq.(44) is found to be
Qa(x) =
∫
d4yDab(x− y)ωb(y) (48)
which is a function of the transverse vectors AaµT and E
aµ
T . Thus, the function
EaµL may be expressed in terms of the A
aµ
T and E
aµ
T . With the longitudinal
components of the vectors Aaµ and E
a
µ being determined by the constraint
equations, the transverse components AaµT and E
aµ
T of the vectors A
aµ and
Eaµ act as the independent canonical variables. By employing the solutions
of the constraint equations, obviously, the Hamiltonian density denoted in
Eq.(5) may be represented via the independent variables
H∗(AaTµ, E
a
Tµ) = H(A
a
µ, E
a
µ)|ϕa=0,ca=0 (49)
Now, we are in a position to formulate the quantization performed in
the Hamiltonian path-integral formalism for the massless non-Abelian gauge
field. According to the general principle of the quantization, we should at first
construct the generating functional of Green’s functions via the independent
variables
Z[J ] =
1
N
∫
D(AaTµ, E
a
Tµ) exp{i
∫
d4x[EaµT
•
AaTµ
−H∗(AaµT , E
aµ
T ) + J
aµ
T A
a
Tµ]} (50)
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In order to express the generating functional in terms of the full vectors Aaµ
and Eaµ, it is necessary to introduce the δ-functional δ[A
aµ
L ]δ[E
aµ
L −E
aµ
L (A
aµ
T , E
aµ
T )]
into the functional. It is easy to prove that[2],[5]
δ[AaµL ]δ[E
aµ
L − E
aµ
L (A
aµ
T , E
aµ
T )] = detMδ[ϕ
a]δ[Ca] (51)
where M is the matrix whose elements are
Mab(x, y) = {Ca(x), ϕb(y)} (52)
which were given in Eq.(34). Upon inserting Eq.(51) into Eq.(50) and using
the Fourier representation of the δ-functional
δ[Ca] =
∫
D(ηa/2pi)ei
∫
d4xηaca (53)
We have
Z[J ] =
1
N
∫
D(Aaµ, E
a
µ, η
a) detMδ(∂µAaµ)
× exp{i
∫
d4x[Eaµ
•
Aaµ +η
aCa −H(Aaµ, E
a
µ) + J
aµAaµ]} (54)
Noticing the expression given in Eq.(15), we see, in the above exponent, there
is a Ea0 -related term E
a
0 (∂0A
a
0 − ∂0η
a). It allows us to perform the integra-
tion over Ea0 , giving a δ-functional δ[∂0A
a
0 − ∂0η
a] = det |∂0|
−1 δ[Aa0 − η
a].
The determinant det |∂0|
−1, as a constant, may be put in the normalization
constant N. The δ-functional δ[Aa0− η
a] will disappears when the integration
over ηa is carried out. Thus, considering the expressions given in Eqs.(5),(6)
and (15), we can write
Z[J ] =
1
N
∫
D(Aaµ, E
a
k) detMδ[∂
µAaµ] exp{i
∫
d4x
×[−
1
2
(Eak)
2 + EakF
a0k −
1
2
F aklF akl + J
aµAaµ]} (55)
After calculating the Gaussian integral over Eak , we arrive at
Z[J ] =
1
N
∫
D(Aaµ) detMδ[∂
µAaµ] exp{i
∫
d4x
−
1
4
F aµνF aµν + J
aµAaµ]} (56)
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When we employ the familiar expression[1]
detM =
∫
D(C
a
, Ca)ei
∫
d4xd4yC
a
(x)Mab(x,y)Cb(y) (57)
where C
a
(x) and Ca(x) are the mutually conjugate ghost field variables and
the following limit for the Fresnel functional
δ[∂µAaµ] = limα→∞
C[α]e−
i
2α
∫
d4x(∂µAaµ)
2
(58)
where C[α] =Π
x
( i
2piα
)
1
2 and supplementing the external source terms for the
ghost fields, the generating functional will finally be written in the form
Z[J, ξ, ξ] =
1
N
∫
D(Aaµ, C
a
Ca) exp{i
∫
d4x[Leff
+JaµAaµ + ξ
a
Ca + C
a
ξa]} (59)
where
Leff = −
1
4
F aµνF aµν −
1
2α
(∂µAaµ)
2 − ∂µC
a
Dabµ C
b (60)
which is the effective Lagrangian for the system under consideration. In
Eq.(59), the limit α → 0 is implied. Nevertheless, this limit is unnecessary
if we work in general gauges where α 6= 0. In these gauges, the Lorentz
condition will be extended to
∂µAaµ − αE
a
0 = 0 (61)
For this case, it is easy to verify that the poisson bracket {Ca(x), ϕb(y)} is
still given by Eq.(34) and hence the matrix M remains unchanged. Therefore,
when the δ-functional δ[∂µAaµ] in Eq.(56) is replaced by δ[∂
µAaµ − αE
a
0 ] and
then acting on Eq.(56) with the integration operator
∫
D(Ea0 )e
− i
2α
(Ea
0
)2 , we
still obtain the generating functional given in Eqs.(59) and (60) with the α
being arbitrary. This generating functional is completely the same as given
by the Faddeev-Popov approach[1].
Up to the present, the Lorentz-covariant quantization in the Hamiltonian
path-integral formalism has been achieved by the novel procedure proposed
in this paper. The essential feature of the procedure is that the Lorentz
gauge condition, as a necessary constraint. is introduced from the begin-
ning and according to the general procedure established well in mechanics
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for constrained systems, it may be incorporated into the Yang-Mills La-
grangian by the Lagrange multiplier method. In this way, it is found that
the four-dimensional vector potential Aaµ has its four-dimensional conjugate
counterpart. These mutually conjugate canonical variables allow us to de-
fine the poisson bracket and perform the quantization in a Lorentz-covariant
manner. Obviously, the procedure presented in this paper is more general
than the ordinary one because the procedure is suitable to quantize the gauge
field in any gauge. Moreover, by this procedure, one does not need to make
the distinction between the primary constraint and the second one as well
as between the first-class constraint and the second-class one. The necessary
constraints may be chosen from the physical requirement for the constrained
system under consideration.
Acknowledgment
The author is grateful to professor Shi-Shu Wu for useful discussions.
This subject was supported in part by National Natural Science Foundation
of China.
Reference
[1] L. D. Faddeev and V. N. Popov, Phys. Lett. B25, 29 (1967).
[2] L. D. Faddeev, Theor. Math. Phys. 1, 1 (1970).
[3]E. S. Abers and B. W. Lee, Phys. Rep. C9, 1 (1973).
[4]P. Senjanovic, Ann. Phys. (N. Y.) 100, 227 (1976).
[5]L. D. Faddeev and A. A. Slavnov, Gauge fields: Introduction to Quan-
tum Theory, The Benjamin Commings Publishing Company Inc. (1980).
[6]P. A. M. Dirac, Lectures on Quantum Mechanics, Belfer Graduate
School, Yeshiva Univ. Press, New York (1964).
11
