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Abstract 
 
Studio, progettazione e realizzazione di un sistema scalabile di 
deployment per Grid. Il prototipo realizza il multicast di grandi 
quantità di dati tramite decomposizione a blocchi con fingerprinting e 
replicazione distribuita. 
Utilizza tecniche di compressione e caching per lottimizzazione della 
banda di rete, dei tempi di accesso ai dati e per riutilizzare i dati 
frutto di precedenti deployment. 
Il sistema è ottimizzato per linvio di insiemi di file a insiemi di nodi, 
tutti eventualmente disgiunti. 
La libreria progettata e realizzata è in grado di mantenere pressoché 
costante il tempo di deployment allaumentare dei nodi destinatari e 
riesce a mantenere unefficienza relativa che arriva fino al 100% 
allaumentare della quantità di dati da inviare. 
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Cap. 1  Introduzione 
 
I progetti che vengono sviluppati attualmente nei diversi settori sia 
scientifici che industriali, richiedono una sempre maggiore potenza di 
calcolo in quanto si trovano ad affrontare la risoluzione di problemi 
sempre più complessi. Esempi di questi problemi sono la raccolta di 
dati forniti da apparecchiature scientifiche sofisticate come un 
acceleratore di particelle, o un telescopio, oppure procedure di analisi 
e modellazione dellimpatto ambientale in seguito ad esperimenti 
chimici e nucleari. 
Alla risoluzione di questi tipi di problemi partecipano vari enti che 
condividono risorse di calcolo e risultati utilizzando particolari sistemi 
di computazione e memorizzazione dei dati. I sistemi di tipo Grid 
sono quelli che vengono sempre più spesso utilizzati per affrontare 
problematiche di questo genere. 
Una piattaforma di calcolo Grid [31] è composta da un insieme 
eterogeneo di nodi di elaborazione dislocati geograficamente, 
appartenenti a diversi enti (siano essi università, centri di ricerca, 
industrie, centri di calcolo) che viene messo a disposizione delle 
organizzazioni partecipanti alla realizzazione del progetto. 
I nodi di elaborazione sono utilizzati per l'esecuzione di applicazioni 
Grid e possono essere singoli pc o computer paralleli (cluster di Pc o 
workstation) ed ognuno di essi appartiene ad un'organizzazione 
(università, centro di calcolo, etc.) che ne definisce i termini di utilizzo 
e le politiche di accesso. Sono quindi necessari sofisticati meccanismi 
di autorizzazione ed autenticazione per il corretto accesso ed utilizzo 
di tutte le risorse di calcolo. 
 
Il problema e l'obiettivo della tesi 
L'esecuzione di un'applicazione su griglia può essere divisa in tre fasi: 
distribuzione dei dati di input e codice da eseguire sui nodi della Grid, 
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avvio delle elaborazioni ed infine raccolta dei risultati.  
Nella nostra tesi utilizziamo il termine job per indicare linsieme delle 
computazioni da eseguire sui nodi della griglia; con tale termine non 
intendiamo un generico workflow di tipo Globus-like. 
Il job può essere composto da uno o più task che dovranno essere 
eseguiti da uno o più nodi di elaborazione della griglia. In generale un 
job è rappresentato da un archivio composto essenzialmente da tre 
sezioni: metadati, dati e codice eseguibile per una o più architetture 
(es. Sparc, Solaris, Mac, Windows, etc.).  
Nelle attuali implementazioni delle Grid l'intero archivio viene inviato 
indistintamente a tutti i nodi di elaborazione generalmente tramite 
l'utilizzo di GridFtp [6], [7], [par. 2.5]: completata la distribuzione 
ogni host procede alla scelta dei dati e del tipo di codice che dovrà 
eseguire in base alla sua architettura e alla parte del job di sua 
competenza.  
Uno degli svantaggi di questo approccio è innanzitutto un elevato 
tempo di completamento della distribuzione dei file causato dallinvio 
agli host di tutto larchivio di input. Tale archivio infatti contiene, non 
solo i dati e codici eseguibili necessari allhost destinatario, ma anche 
quelli relativi agli altri host della griglia che verranno quindi scartati.  
Altro svantaggio è dato dalla necessità del nodo che richiede il 
deployment (che chiamiamo Committente) di inviare singolarmente i 
dati a tutti gli host; in tal modo i suoi link di comunicazione diventano 
facilmente il principale collo di bottiglia della rete, con un elevato 
spreco di banda e di tempo. 
Infine la mancanza di un sistema di deployment ad hoc richiede un 
alto grado di interazione con loperatore, che è spesso costretto ad 
inviare singolarmente gli archivi ai vari host destinatari con sessioni 
GridFTP o scp da shell, eventualmente con script realizzati ad hoc. 
Lobiettivo del nostro lavoro è stato quello di sviluppare un sistema 
distribuito flessibile ed efficiente in grado di migliorare lattività di 
deployment di dati su Grid, minimizzandone il tempo di 
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completamento. In particolare abbiamo tenuto conto dellesigenza 
reale di dover inviare diversi insiemi di file a diversi insiemi di host 
che possono essere eventualmente disgiunti. In tal modo ogni nodo 
riceve solo i file (codice, dati e metadati) di propria competenza, 
ottimizzando i tempi di completamento e lutilizzo delle risorse di rete 
e di sistema.  
Si sono inoltre progettati appositi meccanismi di caching per evitare 
di effettuare il rinvio di dati già trasmessi in rete durante precedenti 
deployment. 
 
Replicazione efficiente di archivi 
In letteratura esistono alcuni studi, come Fast Parallel File 
Replication in Data Grid (FPFR) [15], [16] e FastReplica: Efficient 
Large File Distribution within Content Delivery Networks [17], di 
algoritmi che si occupano di replicare un singolo archivio in modo 
efficiente su più host. Questi algoritmi effettuano linvio in pipeline dei 
blocchi che compongono larchivio da replicare. Rispetto a GridFTP 
questi evitano di inviare più volte gli stessi dati sui medesimi link. 
Gli stessi però, come approfondito nei capitoli 2 e 4, si rivelano 
inefficienti per il deployment su Grid, principalmente per il fatto che 
non contemplano linvio di diversi insiemi di file a diversi insiemi di 
host. 
Gli approcci di distribuzione in modalità Peer to Peer, come messo in 
evidenza nella rassegna (paragrafo 2.2), risultano inadeguati per un 
utilizzo su griglia. Infatti i protocolli Peer to Peer effettuano un grande 
numero di comunicazioni su un vasto range di porte che gli 
amministratori delle Griglie generalmente non lasciano accessibili per 
ragioni di sicurezza. 
Il problema oggetto di questa tesi è linvio asimmetrico di file in rete, 
dove diverse partizioni non disgiunte di tali file devono essere inviate 
in pipeline e in modo distribuito a diverse partizioni non disgiunte di 
host. 
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Lindividuazione dello schema ottimo di distribuzione si è rivelato 
essere un problema NP-Hard riconducibile ad un problema multiflusso 
multi-commodity, come approfondito nel capitolo 4. 
Lapproccio da noi seguito per la sua risoluzione è stato quindi 
limplementazione di uneuristica a complessità polinomiale che si è 
dimostrato in modo empirico portare a dei risultati molto vicini alla 
soluzione ottima del problema. 
Nel nostro sistema la topologia di rete presa in considerazione è 
formata da un numero di nodi N (con N<100), che sono i 
rappresentanti di altrettanti cluster, collegati tra loro da link, spesso 
geografici, ad alta banda tutti con la stessa capacità. Il nodo che ha il 
compito di inviare i file ai nodi rappresentanti viene definito 
Committente e, al contrario degli altri nodi, non è un nodo 
permanente della griglia. 
Il modello di comunicazione è di tipo client-server, dove la parte 
server è composta non da ununica entità bensì da tutti i nodi 
(Rappresentanti) della Griglia che possono comunicare tra di loro e 
col client (Committente). 
 
Caching e Delta Compression 
Nel corso del lavoro si sono studiate ed implementate anche delle 
tecniche per minimizzare la quantità di dati totali trasferiti in rete, che 
ricadono principalmente nelle due aree del Caching e della Delta 
Compression. 
I meccanismi di caching adottati consentono di evitare, quando 
possibile, trasferimenti in rete di dati che sono già noti ai nodi di 
elaborazione in seguito a precedenti deployment. Le cache sono 
divise fisicamente in Cache Memoria e Cache Disco e hanno anche la 
funzione di velocizzare gli accessi ai dati locali grazie a delle 
opportune politiche di rimpiazzamento dei blocchi. 
Tra le tecniche prese in considerazione sulla Delta Compression e 
Resemblance Detection abbiamo approfondito in particolare: 
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Application-specific Delta-encoding via Resemblance Detection [25], 
"Cluster-Based Delta Compression of a Collection of Files" [26], 
Signature extraction for overlap detection in documents [27] e altri 
discussi nella rassegna del capitolo 2. Le tecniche studiate sono state 
rielaborate per la realizzazione di varie ottimizzazioni implementate 
nel nostro sistema come ad esempio lindicizzazione SHA1 dei blocchi 
e leventuale compressione degli stessi. Dallanalisi degli studi sopra 
menzionati si è messa in evidenza anche linefficienza 
dellapplicazione su Grid di alcuni protocolli per la resemblance 
detection, a causa del numero elevato di brevi comunicazioni 
sequenziali. Su Grid queste non sono convenienti principalmente a 
causa dellelevata latenza, dovuta alla distanza tra i nodi e ai 
meccanismi di autenticazione e accesso dei protocolli utilizzati. Nel 
nostro caso si è implementato un particolare meccanismo di 
resemblance detection che consiste nella verifica di uguaglianza (e 
non somiglianza) tra blocchi. Questa tecnica è applicata a blocchi di 
dimensione fissa rappresentati da una chiave SHA1 (160bit) che 
rende trascurabile il problema delle collisioni (capitolo 3). Lutilizzo di 
tale tecnica consente inoltre di risparmiare sia tempo per i confronti 
tra blocchi che spazio su disco dato che i file vengono rappresentati 
da liste di puntatori ai blocchi che li compongono. I blocchi in comune 
a più file vengono memorizzati sul filesystem solo una volta, tecnica 
utilizzata anche da REBL Redundancy Elimination Within Large 
Collections of Files [29] e Venti: a new approach to archival 
storage [24] 
A supporto delle tecniche appena indicate e per diminuire 
ulteriormente la quantità di dati inviata in rete, vi è un ulteriore 
meccanismo di compressione dei file. Essendo la compressione 
unoperazione altamente CPU-intensive, viene utilizzata unapposita 
euristica che comprime solo file che hanno un buon indice di 
compressione. 
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Processo di deployment 
Il processo di deployment inizia dal nodo Committente che prende in 
input un file XML contenente per ogni file da inviare il mapping <file, 
nodo destinatario>. Alternativamente è possibile avviare il 
Committente in modalità interattiva e specificare da shell il mapping 
dei file ai nodi. Successivamente al parsing del file di input il 
Committente suddivide i file da inviare in blocchi di dimensione fissa, 
verifica eventualmente la loro presenza nelle cache degli altri nodi 
(lookup), ed infine calcola lo schema di deployment distribuito dei 
blocchi e procede con linvio. 
Per ottimizzare il procedimento di deployment il Committente può 
scegliere una delle tre diverse politiche di lookup disponibili: 
Politica 1: Nessuna lookup 
Politica 2: lookup nelle cache dei soli nodi destinatari del deployment 
Politica 3: lookup nelle cache di tutti i nodi della griglia 
Più sono i nodi coinvolti nella Lookup e maggiori sono le probabilità di 
trovare dei blocchi in cache e di effettuare il loro invio in modo 
maggiormente distribuito; al contempo però si ha un aumento del 
tempo necessario per effettuare loperazione stessa di Lookup. 
I parametri presi in considerazione nella valutazione della politica più 
conveniente sono molteplici; i più importanti sono il numero di blocchi 
distinti da inviare, il numero di nodi destinatari, la velocità dei link e 
la probabilità di hit in cache che viene automaticamente ricalcolata in 
base alla history dei deployment precedenti.  
Lo schema di deployment viene calcolato tramite leuristica sopra 
accennata e approfondita in dettaglio nel capitolo 4. Questa lavora su 
una struttura matriciale M di dimensioni NxN (con N il numero dei 
nodi della Griglia) dove la generica cella Mij contiene la lista dei 
blocchi che il nodo i deve ricevere dal nodo j. Tale euristica tenta di 
ottimizzare lo schema di allocazione per il deployment con una 
politica di tipo greedy, avendo come obiettivo che tutti i nodi inviino 
allincirca la stessa quantità di dati (si lavora infatti sotto lipotesi che 
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tutti i link di comunicazione abbiano la stessa capacità). Lalgoritmo 
utilizza una lista delle celle della matrice M ordinata per carico 
decrescente e la riordina ad ogni step di esecuzione in tempo 
logaritmico. Ad ogni passo seleziona il primo elemento di tale lista 
(link più carico) e tenta di spostare parte del suo carico su un link più 
scarico.  
Nel capitolo 4 si è dimostrato che lalgoritmo converge e che la 
soluzione ottima è quella in cui tutti i nodi hanno la stessa quantità di 
dati da inviare. 
Successivamente al calcolo dello schema di distribuzione, il 
Committente fornisce a tutti i nodi le informazioni per ricostruire i file 
di loro competenza, tra cui path, checksum, flag di compressione e la 
lista degli host a cui richiedere i blocchi mancanti in modo distribuito. 
 
Ottimizzazioni di progetto 
Nellimplementazione del sistema studiato si sono effettuate molte 
ottimizzazioni per il miglioramento delle performance e quindi dei 
tempi di completamento del deployment. 
Una di queste, effettuata dal Committente allavvio del  deployment, 
è quella dellinvio in pipeline dei blocchi ordinati in base al numero 
totale dei loro nodi destinatari (molteplicità). Facendo iniziare il 
processo di deployment dai blocchi con più alta molteplicità, si fa in 
modo che questi siano disponibili prima agli altri nodi della griglia 
offrendo cosi la possibilità di avere un maggior parallelismo nelle 
comunicazioni. 
Infatti i blocchi ad alta molteplicità una volta ricevuti possono essere 
ritrasmessi agli altri nodi destinatari mentre al contempo vengono 
ricevuti i restanti blocchi a molteplicità inferiore.  
A rafforzare questa tecnica vi è inoltre una restrizione sul numero 
massimo di comunicazioni in parallelo effettuabili dal Committente 
durante il deployment. Ciò consente di condividere la banda totale 
disponibile tra un minor numero di comunicazioni che possono così 
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concludersi in anticipo. Di conseguenza è possibile iniziare prima 
linvio in parallelo degli stessi blocchi ad altri nodi, aumentando cosi il 
throughput medio della griglia. 
 
Le altre ottimizzazioni sono trattate approfonditamente nei capitoli 4 
e 5 insieme alle strutture dati e agli altri meccanismi di 
funzionamento del sistema. 
 
Struttura della tesi 
La tesi è organizzata come segue:  
 
Nel capitolo 2 è presentata una rassegna degli articoli e dei progetti 
studiati in letteratura che sono serviti per una migliore comprensione 
delle problematiche affrontate nel nostro progetto. Le aree tematiche 
prese in considerazione sono: Peer to Peer, Grid, Big Data Set 
Management, Data Replication and backup, Delta Compression / 
Resemblance Detection, Protocols for High Bandwidth Links, Globus 
FTP / XIO. 
Nel capitolo 3 viene fatta la descrizione del sistema che comprende le 
ipotesi di progetto, il modello astratto e l'architettura software della 
libreria. 
Nel capitolo 4 si tratta in modo approfondito leuristica e lalgoritmo di 
ottimizzazione generale, discutendo dei fondamenti matematici e dei 
risultati ottenuti. 
Il capitolo 5 è dedicato alla parte implementativa realizzata in Java ed 
è focalizzato sulla descrizione dei metodi e delle strutture dati 
principali. 
Nel capitolo 6 sono mostrati ed analizzati i risultati dei test effettuati 
che mostrano le caratteristiche di scalabilità ed efficienza della 
libreria. 
Nel capitolo 7 sono discusse le conclusioni e vi sono alcuni spunti per 
miglioramenti e  lavori futuri. 
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Cap. 2  Rassegna 
 
In questo capitolo presentiamo la rassegna di studi e lavori della 
letteratura che abbiamo analizzato per sviluppare il sistema di 
deployment di dati oggetto della nostra tesi. Come anticipato 
nellintroduzione, nellambiente Grid è auspicabile avere un sistema 
efficiente per la distribuzione di file di grosse dimensioni su cui poi 
effettuare elaborazioni che richiedono grandi risorse di calcolo.  Dagli 
articoli analizzati si è evinto che attualmente non esiste un sistema 
flessibile ed efficiente per la distribuzione di diversi insiemi di file di 
grosse dimensioni a diversi insiemi di host facenti parte di una griglia 
ad estensione geografica. Questa fase preliminare è stata 
indispensabile per conoscere lo stato dellarte riguardo studi e 
soluzioni esistenti nelle aree di interesse analizzate. 
Le aree tematiche prese in considerazione sono: 
- Grid / Globus 
- Peer to Peer 
- Delta Compression / Resemblance Detection 
- Protocols for High Bandwidth Links 
- Grid FTP / XIO 
- Data Replication and Backup 
- Big Dataset Management 
 
Il sistema che abbiamo sviluppato è nato con lo scopo di agevolare il 
deployment degli archivi per lesecuzione di job su Grid. Pertanto 
abbiamo analizzato vari articoli [par. 2.1] per comprendere le reali 
esigenze delle applicazioni Grid e per studiare vari progetti già 
realizzati.  
Le Grid sono piattaforme di calcolo composte da un insieme 
eterogeneo di nodi di elaborazione dislocati geograficamente, 
appartenenti a diversi enti che generalmente sono università, centri 
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di ricerca, industrie, centri di calcolo. I sistemi di tipo griglia vengono 
utilizzati per lesecuzione di applicazioni che richiedono grandi 
capacità di calcolo e risorse di elaborazione.  
Da questa prima analisi abbiamo evinto la necessità di inviare file di 
grandi dimensioni (dellordine dei Gigabyte/Terabyte) a host dislocati 
geograficamente a cui è possibile accedere attraverso particolari 
politiche di sicurezza e protocolli di autenticazione. Da questo 
abbiamo fissato come prerequisiti del nostro progetto la possibilità di 
inviare dati su link ad alta banda utilizzando contemporaneamente 
protocolli multipli (es. TCP, SOAP, Globus XIO [13], [14]) e diversi 
sistemi di autenticazione (es. GSI Grid Security Infrastructure).  
Attualmente il sistema più utilizzato per lo sviluppo e 
limplementazione di applicazioni su griglia è il Globus Toolkit [12], 
[59]. Questo sistema utilizza il GridFtp [par 2.5], [6], [7], [10] come 
strumento per il trasferimento di file in rete e non offre al momento 
un meccanismo flessibile ed efficiente per linvio di diversi insiemi di 
file a diversi insiemi di host con ununica operazione.  
Oggi loperatore che deve invocare lesecuzione di un job su Grid è 
spesso costretto ad avviare manualmente una sessione GridFTP con 
ogni host e inviare singolarmente i vari file, oppure inviare tutti i file a 
tutti gli host e lasciare poi a questi la scelta di utilizzare solo quelli di 
propria competenza (con evidente spreco di banda e tempo). 
Per le applicazioni grid riteniamo quindi importante un meccanismo 
automatico, come quello da noi sviluppato, per il deployment 
efficiente di dati a partire da un preciso schema di distribuzione. 
 
Data la natura distribuita dei sistemi Grid abbiamo studiato anche i 
sistemi ed i modelli di comunicazione di tipo Peer to Peer [par. 2.2], 
[39], [49], [56] al fine di poter prendere eventuali spunti per 
implementare il deployment distribuito. 
I sistemi Peer to Peer (P2P) sono sistemi distribuiti in cui i nodi del 
sistema (detti peer) hanno generalmente stesse funzionalità: ognuna 
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delle parti può dare inizio ad una sessione di comunicazione ed è 
responsabile del passaggio dei dati agli altri peer. Grazie al modello 
P2P, i computer possono comunicare e condividere direttamente i file, 
risorse e servizi che comprendono scambio di informazioni, cicli di 
computazione e spazio su disco; il tutto senza passare attraverso un 
server centralizzato. I protocolli P2P consentono agli host di accedere 
ad una topologia di rete virtuale e dinamica senza vincoli di 
permanenza nel tempo e disponibilità di risorse messe a disposizione. 
I punti di forza dei sistemi P2P che avremmo voluto importare nel 
nostro sistema sono principalmente due: la possibilità di creare 
dinamicamente topologie virtuali di rete e la trasmissione distribuita  
di dati utilizzando le topologie menzionate. In particolare la possibilità 
di creare dinamicamente topologie virtuali di rete consente di 
sfruttare al meglio la banda disponibile in quanto i grafi di 
connessione tra i vari nodi possono variare dinamicamente in base 
alloccupazione dei link e/o di altre risorse. Da verifiche effettuate 
però abbiamo notato che lapplicazione di modelli P2P puri ad un 
sistema Grid messo a disposizione da enti, università e/o centri di 
ricerca si scontra con quelle che sono le necessità di accessi 
controllati (autenticazioni) e sicurezza (firewall). Infatti gli 
amministratori di sistema e di rete di queste organizzazioni pongono 
limiti molto restrittivi per lutilizzo delle risorse e spesso risulta molto 
difficoltoso anche instaurare comunicazioni utilizzando protocolli ben 
noti su porte standard. 
Pertanto è impossibile, sotto queste condizioni, pensare di utilizzare 
un modello di comunicazione che utilizza per sua natura un gran 
numero di connessioni in entrata e uscita su porte non standard e 
spesso senza far uso di alcun meccanismo di autenticazione. 
Riteniamo comunque che delle sinergie tra i modelli P2P e le Grid 
possano portare a notevoli progressi in entrambi i campi di ricerca, 
come discusso nel paragrafo 2.2.3 e in Toward a Synergy Between 
P2P and Grids [51]. 
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Al fine di ottimizzare il processo di deployment di file di grandi 
dimensioni abbiamo analizzato delle tecniche in grado di ottimizzare 
la quantità di dati inviata in rete. Le possibilità migliori di 
ottimizzazione si sono trovate per lo più nei campi della 
sincronizzazione di file [30] e della compressione [par. 2.3] e in 
particolare in quelli della Delta Encoding / Delta Compression [25], 
[26] e della Resemblance Detection [23], [27], [28], [29]. 
In generale le tecniche di sincronizzazione di file tramite Delta 
Encoding e Resemblance Detection hanno lo scopo di sincronizzare 
file su diversi host a partire da versioni differenti degli stessi oppure a 
partire da file che condividono delle parti in comune (es. sorgenti che 
includono le stesse librerie). La sincronizzazione avviene 
fondamentalmente cercando quali sono le parti in comune tra i gruppi 
di file memorizzati su diversi host (resemblance detection) e quindi 
trasferendo in formato compresso solo le parti mancanti (delta 
encoding) e/o dei file di patch che trasformano il file da una 
versione meno recente allultima. 
In generale questi protocolli di sincronizzazione (es. comando rsync 
su Linux/Unix) richiedono un numero elevato di comunicazioni per la 
fase di resemblance detection e quindi sono poco efficienti se applicati 
ad un ambiente di tipo Grid in cui le latenze possono essere molto 
elevate. Nel nostro lavoro abbiamo comunque implementato una 
variante di resemblance detection in cui i file sono divisi in blocchi di 
dimensione fissa ed indicizzati tramite la loro chiave SHA1 (a 160 
bit). Questa tecnica consente un confronto veloce tra blocchi in 
quanto luguaglianza tra due blocchi, anche di grandi dimensioni, 
viene verificata semplicemente e velocemente confrontando le 
rispettive chiavi lunghe solo 20 byte. Lindicizzazione dei file in blocchi 
inoltre consente anche una riduzione dello spazio occupato sul 
filesystem in quanto i blocchi comuni a più file vengono memorizzati 
solo una volta; tale tecnica è utilizzata anche da REBL: Redundancy 
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Elimination Within Large Collections of Files [29] e da  Venti: a new 
approach to archival storage [24]. 
Pertanto il nostro meccanismo di resemblance detection cerca non 
blocchi somiglianti, ma blocchi esattamente uguali, ovvero blocchi 
con la stessa chiave SHA1. La ricerca di tali blocchi avviene con una 
sola comunicazione domanda/risposta tra i due host e quindi ad un 
costo in termini di tempo e spazio relativamente basso, ma al costo di 
una minore accuratezza nella ricerca di porzioni simili di file. Questa 
operazione di ricerca è agevolata dai meccanismi di caching 
implementati con lookup veloce e distribuita delle cache a partire 
dalle chiavi SHA1. Una variante della tecnica di divisione in blocchi di 
dimensioni fisse è utilizzata anche nel protocollo Peer to Peer di Bit 
Torrent [57] che suddivide il file in porzioni di piccola dimensione per 
consentire il download distribuito da più peer sorgenti. 
 
Considerando che il sistema di deployment da sviluppare sarebbe 
stato utilizzato in un ambiente Grid con link ad alta banda abbiamo 
analizzato i problemi di comunicazione che possono presentarsi e le 
soluzioni attualmente disponibili per sfruttare queste tipologie di link 
[par 2.4].  
In Applied Techniques for High Bandwidth Data Transfers across 
Wide Area Networks [1] si sono viste le principali limitazioni del 
protocollo TCP per lutilizzo su link ad alta capacità (es. TCP Window 
Buffer di dimensione ridotta oppure tecnica di ripartenza slow start 
poco efficace) e quali sono le possibilità di ottimizzazione per 
sfruttare maggiormente link di questa tipologia. Tra le ottimizzazioni 
più efficaci vi è quella dellutilizzo in parallelo di più stream di 
comunicazione per ovviare al problema dello slow start (ripartenza 
lenta) del protocollo TCP in caso di packet loss. Da Realization of a 
stable network flow with high performance communication in high 
bandwidth-delay product network [2] si sono però analizzati gli 
effetti di una parallelizzazione eccessiva che possono portare 
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addirittura a risultati peggiori che utilizzando uno stream singolo 
(principalmente a causa dei pacchetti di ritrasmissione in seguito a 
congestioni che possono diventare una parte preponderante del 
traffico di rete). 
Nel sistema di deployment da noi sviluppato utilizziamo la tecnica 
degli stream multipli con limitazioni, in base alla quantità di dati 
inviati, sul numero massimo di comunicazioni che avvengono in 
parallelo. In tutti i casi il sistema consente di utilizzare liberamente 
anche sistemi più evoluti per la gestione del traffico di rete come ad 
esempio DPSS [1], DiskRouter [4] o Stork [5] aggiungendo 
semplicemente due primitive di comunicazione. 
Si è preso spunto per questo meccanismo di astrazione dalla libreria 
XIO di Globus [12], [13] che consente lutilizzo di diversi protocolli 
grazie al concetto di driver, disaccoppiamento delle funzionalità tra i 
moduli e ad uninterfaccia (API) [14] unica indipendente dai protocolli 
usati. I vari meccanismi di XIO sono approfonditi nel paragrafo 2.5.  
Nello stesso paragrafo vengono riportati degli articoli su GridFtp in cui 
vengono messi in evidenza i punti di forza di questo tool e da cui 
abbiamo preso spunto per alcune ottimizzazioni per la nostra libreria.  
Particolarmente utili sono stati i confronti tra diversi gradi di 
parallelismo nellinvio di dati in rete [9] che ci hanno aiutato a 
scegliere dei buoni valori di default per il numero massimo di stream 
di comunicazione da usare in parallelo. Questi valori ci hanno 
consentito anche di diminuire la probabilità di eventuali problemi di 
congestione e di sfruttare al massimo i link di comunicazione. 
 
Parte dei problemi affrontati dai meccanismi di deployment dei dati in 
rete sono in comune anche con quelli dei sistemi di Data Replication e 
Backup. Per tale ragione abbiamo analizzato vari meccanismi di 
backup e replicazione dei dati e abbiamo trovato molti punti in 
comune e varie differenze [par 2.6]. 
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In particolare tra gli studi inerenti la replicazione dei dati due articoli 
importanti sono Fast Parallel File Replication in Data Grid (FPFR) 
[15], [16] e FastReplica: Efficient Large File Distribution within 
Content Delivery Networks [17] questultimo con un approccio molto 
simile a quello da noi utilizzato. 
Gli algoritmi trattati nei due studi effettuano linvio in pipeline dei 
blocchi che compongono larchivio da replicare evitando di inviare più 
volte gli stessi blocchi sui medesimi link e creando degli schemi di 
distribuzione delle informazioni. 
Gli stessi però, come approfondito nel paragrafo 2.6 e nel capitolo  4, 
si rivelano inefficienti per i deployment su Grid principalmente per il 
fatto che non contemplano linvio di diversi insiemi di file a diversi 
insiemi di host.  
Da Worldwide Fast File Replication on Grid Datafarm [18] è emerso 
comunque che per ottenere delle alte performance su reti veloci è 
necessario anche lutilizzo di hardware dedicato ad alte prestazioni 
con ottimizzazioni (prevalentemente striping) per limitare il 
bottleneck dei dischi e delle schede di rete. 
Il problema della ricerca di porzioni di file simili in rete oltre che nella 
parte di Resemblance Detection [par 2.3] è affrontato anche in 
Pastiche: Making Backup Cheap and Easy [22] con lobiettivo di 
effettuare un backup di dati distribuito e fault tolerant ottimizzando la 
quantità di spazio utilizzato. Pastiche effettua una costosa ricerca di 
porzioni simili (definite regioni o chunk) di file utilizzando i Rabin 
Fingerprints [23] e indicizzando tali regioni tramite chiavi SHA1; 
questo approccio, visto il costo della ricerca distribuita di tali porzioni, 
si è rivelato essere efficace solo in una veloce LAN (Local Area 
Network) ed essere poco efficiente in ambienti WAN / Grid. Tra i 
sistemi di backup e archivial storage si menziona Venti: a new 
approach to archival storage [24]. Venti segue un approccio molto 
simile a quello del nostro sistema suddividendo i file in blocchi di 
dimensione prefissata che vengono poi indirizzati da un hash SHA-1. 
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Lutilizzo di tale tecnica in Venti è utilizzata principalmente per 
risparmiare spazio su disco in quanto nel caso esistano file con più 
blocchi in comune lo spazio di ogni blocco viene pagato una sola 
volta. 
 
La gestione di grandi quantità di dati [par. 2.7] da parte di un 
numero elevato di utenti richiede tecniche ad hoc per evitare colli di 
bottiglia su particolari nodi della rete o performance inadeguate per 
lutilizzo che si deve fare dei dati.  
In "Data Management and Transfer in High-Performance 
Computational Grid Environments" [60] e "The Data Grid: Towards an 
Architecture for the Distributed Management and Analysis of Large 
Scientic Datasets" [61] sono presentate varie soluzioni a questo 
problema come dati dislocati geograficamente, caching e replicazione 
on-demand. In MONARC [63] viene proposta unorganizzazione 
multilivello ad albero con al primo livello il CERN con la sua enorme 
mole di dati da condividere e ai livelli sottostanti i vari continenti, 
nazioni e centri di ricerca. Dai vari studi analizzati è emerso che 
fondamentalmente le tecniche più utilizzate per migliorare il tempo di 
accesso ai dati sono quelle che fanno in modo di avere i dati cui 
accedere dislocati geograficamente a breve distanza. 
In tal modo si minimizzano il numero di apparati di rete da 
attraversare e quindi anche i costi di accesso e le latenze; al 
contempo diminuiscono le probabilità di trovare congestioni di rete 
durante il trasferimento e si riescono ad ottenere i migliori 
throughput. 
 
Di seguito sono riportati in forma più estesa i temi trattati 
nellintroduzione di questa rassegna. 
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2.1 - Categoria  GRID/GLOBUS  
 
Il termine Grid sta emergendo come un nuovo ed importante campo 
di ricerca e di tecnologia per distinguere il semplice calcolo distribuito 
da quello ad alte prestazioni che include anche la condivisione di 
risorse su larga scala. In un primo tempo con Grid si indicava un tipo 
di calcolo distribuito che richiedeva infrastrutture particolari per 
calcoli scientifici e di ricerca. Oggi con questo termine si indica la 
condivisione di risorse di calcolo e di dati flessibile e sicura  tra varie 
organizzazioni dinamiche e multi-istituzionali che possono variare nel 
tempo e che possono interagire tra loro per la risoluzione di problemi 
molto complessi. Si tratta quindi di un sistema di calcolo ad alte 
prestazioni che è in grado di riunire risorse di calcolo geograficamente 
distribuite e una grandissima quantità di dati (anch'essi distribuiti su 
rete geografica). Questo permette quindi di far conoscere a tutti gli 
utenti della rete quali siano le risorse disponibili in ogni nodo, di 
processare le richieste provenienti da un qualunque utente della grid 
e allo stesso tempo di gestire efficientemente grandi quantità di dati e 
di replicarli nei vari centri che ne hanno bisogno: si consente in 
pratica la condivisione efficiente e sicura dei dati e delle risorse di 
calcolo. 
Con il termine condivisione si comprendono quindi condivisione del 
software, condivisione di cicli di esecuzione, e soprattutto accesso 
diretto ai computer che sono collegati alla rete.  
Ci sono sostanzialmente quattro tipi di risorse che sono ormai note 
come risorse condivise in una grid [38]: 
 
 Risorse computazionali: questo tipo di risorsa è fornita dai 
processori dei vari computer della rete: un job (applicazione grid) può 
essere eseguito interamente su un solo computer della Grid oppure 
diviso in sotto-job e ognuno di questi assegnato a processori diversi. 
 Spazio di memorizzazione: spazio presente in ogni nodo della Grid 
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che può essere usato per la memorizzazione di dati (memoria, hard 
disk e sistemi di memoria secondaria).  
 Comunicazione: il concetto di Grid è diventato sempre più 
importante con l'aumentare della capacità di comunicazione (e quindi 
della banda della rete) necessaria per trasmettere in modo efficiente 
e veloce dati e job sui vari nodi della Grid.  
 Software: le macchine non posseggono tutte gli stessi applicativi 
software, quindi lo scheduler della Grid potrà assegnare i vari job che 
hanno requisiti software particolari alle sole macchine che hanno 
questi installati. 
 
La condivisione di queste risorse richiede necessariamente uno stretto 
controllo dei loro accessi e l'autenticazione e l'autorizzazione delle 
varie entità che vogliono usufruirne.  
Queste entità vengono identificate col nome di Organizzazioni Virtuali 
[31]: vengono individuati i soggetti (centri di calcolo, università, 
industrie, centri di ricerca) che sono interessati alla condivisione di 
risorse e vengono classificati in base alle risorse a cui hanno acceso, 
a quelle che mettono a disposizione ed al tipo di autorizzazione 
posseduta. 
Queste entità sono molto diverse tra di loro, come sono diversi i tipi 
di problemi che devono risolvere, e conseguentemente la tipologia di 
risorse di cui hanno bisogno. 
Esempi di organizzazioni virtuali possono essere: 
- Un gruppo di migliaia di fisici appartenenti a centinaia di centri di 
ricerca e sviluppo che collaborano all'analisi di dati prodotti dagli 
acceleratori di particelle del CERN (il più grande laboratorio al mondo 
di fisica delle particelle). Durante questa fase di analisi gli studiosi 
condividono risorse di calcolo, risorse di memorizzazione e risorse di 
rete per creare un Data Grid in grado di analizzare petabyte di dati. 
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- Un'industria produttrice di aerei supersonici: un'azienda di questo 
tipo potrebbe necessitare di una progettazione cooperativa a 
distanza, cioè permettere la cooperazione tra case produttrici diverse 
localizzate in paesi diversi del globo per testare i propri apparecchi. I 
test vengono eseguiti utilizzando sofisticate e complesse simulazioni 
composte da parti di software sviluppate da differenti case 
produttrici. Le varie fasi del test sarebbero effettuate dai vari enti di 
competenza ed i risultati potrebbero essere elaborati insieme in un 
secondo momento grazie all'uso della grid. 
- Un'industria chimica che deve eseguire dei test congiunti volti al fine 
di analizzare limpatto ambientale dei loro esperimenti in diverse parti 
del globo. Questo potrebbe avvenire nel caso in cui i risultati degli 
esperimenti dipendano dal luogo in cui vengono effettuati: laboratori 
chimici associati in diverse parti della terra, potrebbero eseguire 
l'esperimento nella zona di loro competenza e poi far pervenire i 
risultati al laboratorio centrale o procedere con analisi/elaborazione 
dei dati tramite l'uso della grid. 
 
Altra caratteristica di queste organizzazioni virtuali è che la loro 
composizione è estremamente eterogenea e dinamica. Infatti chi 
possiede le risorse da mettere a disposizione imporrà delle condizioni 
sull'uso di quelle risorse. L'utilizzo di una determinata risorsa deve ad 
esempio essere fatto tramite un accesso sicuro: si richiede quindi 
l'autenticazione e l'autorizzazione dell'utente che la vuole usare; si 
può restringere l'uso di una risorsa in base all'organizzazione di 
appartenenza (ad esempio si impone che una data risorsa sia 
utilizzabile solo dalle università); la stessa risorsa può essere usata in 
modi diversi: ad esempio un computer può essere usato da una 
particolare organizzazione virtuale solo per eseguire un dato 
programma mentre un'altra organizzazione usufruisce liberamente 
dei suoi cicli di esecuzione. 
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Le relazioni tra le organizzazioni e l'uso delle risorse variano 
dinamicamente in quanto in ogni momento si possono aggiungere 
nuove entità e se ne possono sottrarre altre: si ha bisogno quindi di 
una tecnologia particolare (Grid Architecture) che sia in grado di 
individuare quali sono le organizzazioni virtuali che fanno parte della 
Grid, le loro relazioni, le risorse di loro interesse, l'uso che fanno di 
queste risorse e soprattutto i diritti di uso delle stesse.  
Il sistema più utilizzato per regolamentare l'uso delle risorse su Grid è 
Globus Toolkit di cui viene fatta una breve panoramica nel prossimo 
paragrafo. 
 
2.1.1 - Globus Toolkit 
Globus Toolkit è un toolkit software che si propone di risolvere i 
problemi legati allo sviluppo di servizi ed applicazioni su Grid 
[32][59]: vengono quindi messi a disposizione una serie di strumenti 
per implementare applicazioni avanzate su Grid. I servizi ed i 
protocolli sono implementati tramite API e SDK del Globus Toolkit ed 
in particolare vengono messi a disposizione diversi meccanismi per i 
seguenti servizi: 
 
- Sicurezza: vengono offerte funzioni per la creazione di infrastrutture 
di autenticazione (GSI: Grid Security Infrastucture) e speciali 
meccanismi per la richiesta di certificazione alla Certification 
Authority. 
 
- Gestione delle Risorse: Si devono garantire accessi remoti 
controllati e sicuri a risorse computazionali eterogenee e gestire 
eventuali computazioni remote. Per questo motivo Globus Toolkit 
mette a disposizione un protocollo (il GRAM: Grid Resource Allocation 
Manager) per abilitare accessi sicuri alle risorse e per gestire 
esecuzioni remote di operazioni sulle stesse. 
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- Gestione dei Dati: Globus Toolkit offre strumenti per gestire in 
modo condiviso grandi quantità di dati rispettando le politiche di 
gestione locali per schedulare efficientemente le risorse e per poterle 
catalogare. Lo strumento principale per lo scambio di dati tra i vari 
nodi della Grid è il Grid Ftp [6], [7], [8]. 
 
- Gestione delle informazioni: Globus Toolkit fornisce uninfrastruttura 
di informazioni per sapere quali risorse sono disponibili. Lo strumento 
principale messo a disposizione è MDS (Metacomputing Directory 
Service) che si basa su LDAP ( Lightweight Directory Access 
Protocol): usa un sistema di directory da utilizzare per ricevere 
informazioni riguardo lo stato delle risorse su Grid. 
 
2.1.2 - Progetti su Grid 
Le griglie hanno consentito di affrontare problemi complessi e molti 
progetti sono nati sia per la realizzazione di sistemi di tipo Grid sia 
per la risoluzione di tali problemi. 
All'interno di questo paragrafo citiamo quelli più conosciuti in 
letteratura: uno di questi è il Data Grid Project [33], [36], [46]. 
Il DataGrid Project è un progetto scientifico (completato nel marzo 
2004) finanziato dall'Unione Europea  per la creazione di una grid per 
il calcolo ad alte prestazioni e l'analisi di dati provenienti dai maggiori 
centri scientifici e di ricerca che appartengono a diverse discipline 
scientifiche come la fisica, la bio-informatica, l'astrofisica e la fisica 
delle alte energie [36], [37]. Queste discipline studiano problemi 
molto complessi che richiedono l'analisi di dati provenienti da migliaia 
di studiosi in tutto il mondo che hanno però bisogno di accedere ad 
un database comune, continuamente aggiornato dai risultati degli 
esperimenti di tutti i centri partecipanti. La griglia è stata la soluzione 
al problema di diminuire i tempi di risposta alle varie richieste, in 
quanto offre dei meccanismi per utilizzare le risorse in modo 
efficiente. Hanno partecipato a questo progetto il CERN, l'ESA, il 
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CNRS (Francia), il PPARC (Inghilterra), NIKHEF (Olanda) e l'INFN ed 
altri partner come la Repubblica Ceca, la Finlandia, l'Ungheria, la 
Spagna e la Svezia. Gli stessi partner hanno poi avviato il progetto 
DataTAG [34] che si propone di realizzare una Grid intercontinentale 
che comprende l'area nord-americana e quella pacifico-asiatica (che 
coinvolge quindi il DataGrid Project, alcuni altri progetti europei e altri 
Grid project americani). I partecipanti al DataTAG si propongono di 
creare una Grid con infrastruttura di rete avanzata (realizzazione di 
un nuovo protocollo di rete ad alte prestazioni che superi i limiti del 
protocollo TCP) che sia in grado di gestire in modo semplice, 
efficiente e sicuro grosse quantità di dati derivanti da applicazioni 
molto complesse come LCG. LCG (LHC Computing Grid) è un progetto 
che si propone di utilizzare migliaia di computer per analizzare i dati 
forniti dall'acceleratore di particelle del CERN (LHC: Large Hadron 
Collider). Nel Marzo del 2003 i partecipanti al DataTAG project hanno 
raggiunto il primato di velocità di trasferimento effettuando il 
trasferimento di dati alla velocità di circa 1 Gigabit al secondo dal 
CERN verso Chicago usando il nuovo protocollo Ipv6. 
Un altro progetto realizzato per le Grid è INFN grid [35]. Questo 
progetto ha avuto inizio nel 1999 con lobiettivo di sviluppare la prima 
Grid italiana basata su GARR, la rete italiana di ricerca entrata in 
funzione nel 2004 e che conta circa 20 nodi importanti appartenenti 
alle Università Italiane e ad alcuni centri di ricerca. In un primo 
momento questo progetto era finalizzato alla ricerca fisica ma poi si 
sono aggiunti altri campi di ricerca interessanti come la biomedica e 
l'osservazione terrestre; successivamente cè stato l'interessamento 
per il progetto anche da parte di varie industrie. Nel 2001 in 
collaborazione con il CERN ed alcuni paesi europei ed industrie, INFN 
ha promosso l'attuazione del progetto DataTAG che, come già 
spiegato, si propone di realizzare una Grid intercontinentale con il 
Nord America e l'area del Pacifico. Questo progetto servirà anche in 
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futuro per l'analisi dei dati forniti dall'acceleratore di particelle del 
CERN a partire dal 2007. 
Un altro progetto in corso d'opera è GRID.IT (Piattaforme abilitanti 
per griglie computazionali ad elevate prestazioni orientate ad 
organizzazioni virtuali scalabili) finanziato dal Ministero 
dell'Istruzione, dell'Università e della Ricerca nell'ambito del 
Programma di Finanziamento per la Ricerca di Base (FIRB) [58]. 
Partecipano e collaborano al progetto Grid.it alcune strutture italiane 
che si occupano di grid computing: il Cnr (per lHigh Performance 
Computing, piattaforme grid), lInfn (con le sue infrastrutture 
DataGrid e DataTag), lAsi (agenzia spaziale con le sue ricerche 
condotte sull'osservazione della terra) e il Cnit (telecomunicazioni, 
partecipa con il suo network ottico ad alta velocità tra i vari centri 
universitari italiani). Questo progetto ha come obiettivo la creazione 
di sistemi distribuiti ad alte prestazioni di tipo griglia che siano 
orientati allo sviluppo di applicazioni e che gli utenti possono utilizzare 
per usufruire più facilmente dell'infrastruttura di tipo grid. Si prevede 
inoltre lo sviluppo di organizzazioni virtuali in contesti caratterizzati 
da alta eterogeneità e dinamicità. 
Il progetto copre tutti i livelli di sistema: reti ad alta velocità, servizi 
di Middleware, ambienti e tool di programmazione. Tra gli obiettivi 
immediati su cui Grid.it si sta concentrando vi sono cinque ambienti 
di applicazione: chimica computazionale, astronomia, climatologia, 
osservazione della Terra, bioinformatica.  
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2.2 - Categoria Peer to Peer 
 
2.2.1 - Definizione e classificazione di alcuni sistemi P2P 
I sistemi P2P sono sistemi distribuiti in cui i nodi del sistema (detti 
peer) hanno generalmente stesse funzionalità e ognuna delle parti 
può dare inizio ad una sessione di comunicazione (diversamente dai 
sistemi client/server) [49]: ogni nodo può operare sia come server 
che come client. Grazie al modello P2P, i computer possono 
comunicare e condividere direttamente file, altre risorse e servizi che 
comprendono scambio di informazioni, cicli di computazione, spazio 
su disco, senza passare attraverso un server centralizzato. Ogni peer 
è responsabile del passaggio dei dati agli altri peer. Grazie a questo 
schema si elimina la necessità di server tradizionali e si ottiene una 
rete fault tolerant che non dipende da alcun punto di centralizzazione. 
Con il termine Peer to Peer si indicano anche le applicazioni con cui gli 
utenti si scambiano file con altri utenti tramite Internet. In particolare 
un certo gruppo di utenti, usando lo stesso programma, può 
connettersi ed accedere direttamente alle risorse condivise. Vi sono in 
letteratura numerosi software di questo tipo come ad esempio 
Napster, Gnutella, Kazaa ed altri che saranno analizzati di seguito.  
I protocolli P2P consentono agli host di accedere ad una topologia di 
rete virtuale e dinamica senza vincoli di permanenza nel tempo e 
senza vincoli di risorse messe a disposizione. I protocolli P2P possono 
essere suddivisi in tre categorie [39], [56]: i protocolli centralizzati, i 
protocolli decentralizzati ed i protocolli decentralizzati a cluster.  
 
- Le reti centralizzate adottano un cluster di server connessi tra di 
loro a cui gli utenti possono connettersi conoscendo l'indirizzo IP di 
uno o più server. La connessione ai server è necessaria sia per 
l'accesso alla rete che per l'accesso alle risorse condivise. I sistemi 
centralizzati sono efficienti dato che mantengono un indice delle 
risorse condivise dai client e non richiedono ai peer di partecipare al 
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routing dei messaggi. Tuttavia questa tipologia risulta molto rigida, 
essendo centralizzata, presenta il problema del singolo punto di 
fallimento: la caduta del cluster rappresenta la caduta della rete 
stessa. Un esempio di protocollo P2P centralizzato è Napster. 
 
- I protocolli decentralizzati non presentano alcuna gerarchia di tipo 
client/server: il generico peer deve conoscere l'indirizzo IP di un 
qualsiasi altro peer della rete. Questo tipo di topologia elimina il 
problema del singolo punto di fallimento (tipico dei sistemi 
centralizzati), ma presenta il problema della prima connessione: in 
che modo un peer conosce l'indirizzo IP di un nodo già attivo nella 
rete in modo da poter effettuare la sua prima connessione? Alcuni 
sistemi P2P come Gnutella e Freenet, adottano la tecnica di node 
caching, tecnica che si avvale della memorizzazione della lista dei 
nodi attivi, oppure di veri e propri portali di accesso alla rete. 
 
- I protocolli decentralizzati a cluster sono caratterizzati dalla 
presenza di supernodi che si occupano dell'instradamento delle 
richieste dei peer per le risorse volute. I supernodi sono host dotati di 
grande quantità di banda e file condivisi: Kazaa e Morpheus fanno 
parte di questa categoria. 
 
Nella categoria di sistemi centralizzati presentiamo tre esempi che 
sono stati particolarmente studiati in letteratura: Napster, 
Seti@Home e FightAIDS@home. Pur facendo parte della categoria 
"sistemi centralizzati", questi programmi presentano caratteristiche 
molto diverse tra loro.  
Napster è un programma nato nel gennaio del 1999 con l'obiettivo di 
far condividere file musicali in formato mp3 a tutti gli utenti che 
avrebbero installato il client Napster sui proprio Pc  [41]. Il protocollo 
è basato su un'architettura client-server dove il cluster di server 
possiede degli indici comuni in cui sono memorizzate le 
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corrispondenze file-host che li posseggono. I client, al momento della 
connessione, inviano ai server dei metadati che contengono i file da 
loro posseduti e che possono eventualmente essere condivisi. La 
generica query fatta dal client verso il server Napster sarà una 
richiesta di un determinato file; il server cercherà i risultati nei suoi 
indici ed invierà a sua volta al client richiedente dei metadati. Questi 
metadati contengono le locazioni dove si trova il file richiesto (altri 
client) ed alcune informazioni come la velocità di download del file ed 
il tipo di connessione posseduta dai vari host. A questo punto sarà il 
client richiedente a scegliere da quale host effettuare il download e 
successivamente ad aprire una connessione diretta con lui: è questa 
la vera e propria fase P2P del protocollo in quanto il server non viene 
coinvolto nella fase di scelta dell'host e del download del file.  
Un altro protocollo P2P che appartiene alla categoria dei sistemi 
centralizzati è Seti@Home, dove SETI è l'acronimo di Search of 
ExtraTerrestrial Intelligence. Si tratta di un programma che fa parte 
del progetto SETI di ricerca di vita extraterrestre finanziato dalla 
Berkeley [40] che conta milioni di computer che analizzano i dati 
forniti dal radio-telescopio di Arecibo.  Questo programma è apparso 
ufficialmente in rete il 17 maggio 1999 ed è stato il primo 
esperimento di collaborazione per fini scientifici attraverso i pc. 
Scopo del progetto Seti@Home è quello di "ascoltare" lo spazio alla 
ricerca di particolari segnali che provino l'esistenza di intelligenza 
extraterrestre in grado di generarli. Seti@Home registra 
ininterrottamente i dati del ricevitore di Arecibo su un nastro il quale 
viene inviato alla Berkeley che si occupa di elaborarne il contenuto.  
Vengono create le cosiddette work unit: i client su  cui è installato il 
programma Seti@Home scaricano questi pacchetti dai server. Il 
programma installato sul generico client elabora i dati in modalità 
screensaver (ovvero quando l'utente non utilizza il pc) o in 
background e una volta finito di analizzare la work unit, restituisce i 
risultati al server. Ogni volta che il server assegna una nuova work 
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unit ad un client, marcherà quella unità come assegnata a quel dato 
host e come in fase di elaborazione: in questo modo si monitora 
l'andamento del lavoro e si cerca di migliorarlo. Infatti se l'unità non 
viene ritornata entro un periodo di tempo stabilito, il server supporrà 
che l'utente di competenza abbia abbandonato il progetto e procederà 
con l'assegnazione di quell'unità ad un altro utente. Successivamente 
i report saranno inviati a Berkeley: a questo punto si procede con la 
ricerca del segnale fortunato. 
Seti@Home è caratterizzato da un'architettura client-server: i server 
memorizzano un'enorme quantità di dati prodotti dal radio-telescopio 
e suddividono i dati che hanno ricevuto e li distribuiscono ai client che 
li richiedono. I client devono necessariamente passare attraverso i 
server per ottenere le work unit e per restituire il loro output di 
calcolo. 
L'importanza di questo progetto è la dimostrazione che esisteva 
un'enorme potenza di calcolo "nascosta" nei personal computer nelle 
case di milioni di persone di tutto il mondo (il programma è stato 
scaricato da più di due milioni di persone in più di 200 paesi del 
mondo). 
Da quell'esperimento sono nati altri progetti che hanno utilizzato la 
stessa filosofia di Seti@Home e tra quelli vi è FightAIDS@Home. 
FightAIDS@Home è un altro sistema P2P centralizzato: si tratta di un 
progetto di calcolo distribuito di tipo biomedico che parte da Entropia 
(un'organizzazione molto attiva nella ricerca del calcolo distribuito) in 
collaborazione con Olson Laboratory allo Scripps Research Institute; 
con questo programma si è pensato di accelerare la ricerca sui 
farmaci contro l'AIDS utilizzando la potenza di calcolo dei navigatori 
[52]. Come per il Seti@Home coloro che vogliono partecipare al 
progetto, devono scaricare il software che analizza le interazioni di 
alcuni farmaci con il virus Hiv. Il programma usa i cicli idle del 
processore per collegarsi al server centrale da cui scarica i dati e per 
poterli analizzare quando il computer non è operativo. Terminata la 
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fase di analisi, i risultati vengono inviati ai server centrali che 
procederanno con l'analisi dei risultati ricevuti. 
 
Della categoria dei sistemi P2P di tipo decentralizzato abbiamo 
analizzato Freenet e Gnutella.  
Freenet è un progetto P2P completamente distribuito e anonimo per 
la condivisione di risorse che è stato realizzato nel giugno del 1999.  
Alle risorse che si vogliono condividere vengono assegnate delle 
chiavi usando l'algoritmo SHA1 e risorse con valori delle chiavi vicini 
tra loro, vengono assegnate ad host vicini nella topologia di rete. In 
questo sistema i vari host si connettono ad un sottoinsieme casuale di 
nodi Freenet e le query vengono propagate in modo completamente 
distribuito in base alla prossimità del valore della chiave che viene 
assegnata ad ogni risorsa. Questo sistema non è rapido nella 
localizzazione delle risorse, ma garantisce un alto grado di anonimità 
sia degli utenti collegati che delle risorse cercate.  
Gnutella è un'altra applicazione file sharing (del 2000) ed è molto 
simile a Freenet [42]. Come Freenet è un sistema decentralizzato e 
completamente distribuito ma a differenza di Freenet garantisce un 
grado minore di anonimità. Dal punto di vista della rete, Gnutella è 
piuttosto pesante in termini di consumo di banda in quanto le 
richieste che vengono fatte per la ricerca di un documento  vengono 
propagate tramite broadcast a tutti i nodi; ogni nodo che riceve la 
richiesta verifica la presenza del documento localmente e se la ricerca 
ha esito positivo, il nodo invia la risposta alla query lungo lo stesso 
path originato dal messaggio di richiesta. 
Nell'articolo "Improving Data Access in P2P Systems" di Karl Aberer, 
Magdalena Punceva Manfred Hauswirth and Roman Schmidt [47] 
viene presentata Gridella, una variante del sistema Gnutella e con 
esso compatibile e che è stato realizzato nel 2002. Gridella migliora 
l'infrastruttura inefficiente di Gnutella implementando la ricerca dei 
documenti in modo efficiente e riducendo il traffico sulla rete. 
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Per la categoria dei protocolli decentralizzati a cluster è possibile 
menzionare il software Kazaa, un'applicazione file sharing che utilizza 
la rete FastTrack (come fa anche Morpheus). Questo protocollo è 
strutturato su una topologia virtuale a due livelli: il primo è composto 
dai Supernodi che posseggono connessioni ad alta banda e potenti 
cpu, mentre il secondo livello è composto da tutti gli altri nodi. I 
Supernodi hanno una lista di tutti i nodi di secondo livello a cui sono 
collegati e le query vengono propagate dai Supernodi verso tutti gli 
altri nodi utilizzando questa lista. Non viene garantito un alto grado di 
anonimato in quando al momento del download le risorse vengono 
identificate da una url che viene propagata all'indietro fino a 
raggiungere l'host che ha originato la query, instaurando poi una 
connessione diretta. In letteratura vi sono molte altre applicazioni P2P 
di tipo decentralizzato a cluster che però non presentano 
caratteristiche particolari ma sono combinazioni delle applicazioni 
presentate precedentemente.  
 
Un'applicazione file sharing P2P molto studiata in letteratura per le 
innovazioni apportate rispetto alle altre applicazioni è senza dubbio 
BIT Torrent [57]. La distribuzione di un file ad un grande numero di 
client può creare in poco tempo numerosi affollamenti e grossi 
problemi di download con conseguente crescita di costi in termini di 
banda. L'idea innovativa di Bit Torrent è quella di rendere veloce la 
distribuzione del file utilizzando la capacità di upload dei client: il 
contributo di banda di upload dei client cresce con la domanda di 
download del file. 
BitTorrent divide in tanti piccoli frammenti il file originale e questi 
saranno ricomposti una volta che sarà terminato il download. Per 
poter utilizzare BitTorrent è necessario prima di tutto scaricare il 
client ed installarlo sul proprio pc e poi prelevare da un sito web 
dedicato un file di tipo xxx.torrent. Questo file è un file di tipo testo 
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che svolge le funzioni di indice e contiene la descrizione delle varie 
parti in cui è stato suddiviso il file e le chiavi crittografiche che 
garantiscono l'integrità di tutti i frammenti. Il file inoltre contiene 
sempre il link ad un server (chiamato tracker) utilizzato per avere 
informazioni sulle sorgenti che posseggono il file di interesse (oppure 
alcuni frammenti dello stesso). Questo tracker svolge funzione di 
coordinamento mettendo a disposizione le informazioni riguardo ai 
client che posseggono determinate parti del file di cui si vuole 
effettuare il download. Per ogni file xxx.torrent viene definita la lista 
dei file tracker ed alcune informazioni di carattere statistico, come ad 
esempio il numero dei trasferimenti ed il numero di nodi che hanno 
una copia parziale del file. Nel momento in cui un utente decide di 
scaricare un file cliccando su un file di tipo torrent, il programma 
interagendo con il tracker riceve informazioni sulla locazione dei vari 
frammenti e non appena un frammento viene scaricato, viene 
immediatamente reso disponibile per il download di altri utenti: 
ognuno diventa sia downloader che uploader del frammento appena 
scaricato verso altri utenti. 
Si innesca quindi un procedimento di download a cascata dove 
chiunque stia facendo il download del file diventa automaticamente 
fonte di download per gli altri per quanto riguarda i frammenti che si 
sono scaricati. BitTorrent inoltre riesce a contrastare il fenomeno dei 
freeloader (utenti che vogliono scaricare ma non essere fonte di 
download). Il client BitTorrent ha il seguente funzionamento: in 
genere un client che sta scaricando un file preferisce effettuare 
l'upload verso client che gli stanno inviando dati (questo significa fare 
l'upload di altre parti di file). Le persone che non vogliono effettuare 
l'upload vedranno funzionare i loro client ad una velocità bassissima e 
saranno quindi penalizzati rispetto agli altri. 
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2.2.2 - Valutazione di un sistema P2P - caratteristiche dei 
Peer e localizzazione delle risorse 
In generale la valutazione di un sistema P2P deve tener conto delle 
caratteristiche dei peer che intendono partecipare all'applicazione.  
Nell'articolo "A Measurement Study of Peer-to-Peer File Sharing 
Systems" di Stefan Saroiu, P. Krishna Gummadi, Steven D. Gribble 
[43], gli autori effettuano un'analisi approfondita e delle misurazioni 
accurate effettuate su Napster e su Gnutella. In particolare in questo 
articolo vengono analizzati chi sono i nodi di questa rete P2P, i 
problemi di banda che si hanno tra i vari host, quanto spesso gli host 
si connettono e si disconnettono dalla rete, quanti file vengono 
condivisi e quanti scaricati ed il grado di cooperazione tra i vari host 
della rete. Questi sistemi dipendono notevolmente dalla volontaria 
partecipazione dei peer che contribuiscono in modo diverso a mettere 
a disposizione diverse risorse e in diversa quantità. Per esempio uno 
degli obiettivi è quello di organizzare i peer tramite degli indici globali 
in modo che tutti i contenuti siano localizzati velocemente ed 
efficientemente su uno qualunque dei peer del sistema. Per questo 
motivo devono essere prese in considerazione le caratteristiche di 
tutti i peer del sistema: per esempio se in un sistema file sharing, 
qualche peer ha banda bassa oppure un'alta latenza che causano un 
collo di bottiglia in quella particolare zona della rete, si deve essere 
molto cauti nel distribuire porzioni molto usate dell'indice in quanto 
queste potrebbero essere spesso non disponibili agli altri peer. Un 
altro aspetto da tenere in considerazione è per quanto tempo in 
media il generico host rimane connesso alla rete, in quanto questo 
può aumentare o diminuire il grado di replicazione dei dati necessario 
per rendere il più possibile reperibili i dati da condividere. In pratica il 
sistema deve considerare la disponibilità di un dato peer prima di 
delegargli un certo task. Spesso c'è poca informazione riguardo ai 
peer che partecipano al file sharing e alle loro caratteristiche.  
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In questo articolo si eseguono delle misurazioni accurate prendendo 
in considerazione le caratteristiche appena descritte riguardo ai due 
più famosi algoritmi di file sharing P2P: Napster e Gnutella. Gli host 
che partecipano a questo sistema sono tipicamente pc, computer di 
uffici e comunque computer locati nelle "foglie" di Internet. Dai 
risultati delle misurazioni si può vedere che nella rete c'è un alto 
grado di eterogeneità tra i vari peer (sia in Gnutella che in Napster) in 
quanto la banda, la latenza e la disponibilità degli host varia 
addirittura da 3 a 5 ordini di grandezza (si deve quindi fare attenzione 
nella scelta dei nodi a cui delegare i job); molti peer riportano e 
comunicano informazioni errate riguardo i loro sistemi se non 
ottengono degli incentivi a comunicare la loro reale situazione. Per 
sviluppare dei sistemi più efficienti è quindi necessario attribuire dei 
benefici a chi dichiara la verità sul proprio stato e c'è quindi necessità 
di avere molte più informazioni e soprattutto molta accuratezza sulle 
caratteristiche dei vari peer.  
Abbiamo ritenuto importante riportare i risultati di questo articolo 
perchè vengono analizzate le problematiche di una realtà sempre più 
in crescita: partecipazione massiccia di personal computer ad 
applicazioni di tipo sharing. 
 
Un altro aspetto molto importante per la valutazione dei sistemi P2P è 
quello di determinare in modo efficiente e rapido dove si trova una 
data risorsa. Nell'articolo "Chord: A scalable peer-to-peer lookup 
service for Internet applications" di Ion Stoica, Robert Morris, David 
Karger, M. Frans Kaashoek, Hari Balakrishnan, gli autori presentano 
un'applicazione P2P per eseguire una lookup delle risorse disponibili 
su una rete distribuita [44]. Il sistema Chord memorizza coppie di 
valori <id nodo, valore> e si basa sul protocollo Chord, che dato un 
identificatore a m bit restituisce il nodo che ha memorizzato il valore 
corrispondente. Ogni nodo Chord è identificato da una chiave a m bit 
e memorizza gli identificatori dei nodi che hanno chiave con valore 
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vicino al suo in una tabella di routing che gli permette di eseguire una 
lookup in modo efficiente. Gli autori presentano un'estensione del 
protocollo Chord dove vengono supportati accessi concorrenti al 
sistema, situazioni in cui i nodi decidono volontariamente o 
involontariamente di disconnettersi e dimostrano che questa 
estensione è anche fault tolerant. Il sistema Chord, utilizzando la 
primitiva di lookup messa a disposizione dal protocollo, permette alle 
applicazioni di inserire e di aggiornare le coppie di valori memorizzati 
nelle tabelle di routing e di effettuare la lookup per ogni chiave 
possibile. I risultati ottenuti dagli autori dell'articolo dopo analisi 
teoriche, simulazioni ed esperimenti mostrano che il costo delle 
inserzioni e delle lookup degli identificatori associati alle risorse 
cresce logaritmicamente rispetto al numero nodi Chord. 
 
2.2.3 - Valutazione di un sistema P2P: anonimato 
Per i sistemi P2P di tipo decentralizzato (cioè senza punti di 
centralizzazione in cui siano memorizzate informazioni riguardo agli 
host) è importante la valutazione del grado di anonimato, cioè la 
mancanza di corrispondenza tra chi offre la risorsa e la risorsa stessa.  
Questa problematica viene esposta nell'articolo "An anonymous and 
scalable distributed peer-to-peer system di Sean Blanchfield [45].  
L'autore analizza il problema dell'anonimato nel caso di Gnutella e di 
Freenet e poi classifica le varie tipologie di anonimato che si possono 
presentare. 
Gnutella ad esempio non garantisce l'anonimato in quanto i peer si 
collegano direttamente tra loro per scambiarsi i dati rivelando quindi 
il loro indirizzo IP. Freenet invece garantisce l'anonimato effettuando 
lo scambio dei dati tramite una catena di peer e non si hanno 
informazioni sui peer di questa catena.  
In generale vi sono vari aspetti di anonimato che devono essere presi 
in considerazione: 
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- anonimato dell'autore: l'autore di un documento non deve essere 
legato al documento prodotto; 
- anonimato dell'utente: un utente non deve essere associato in alcun 
modo alla richiesta fatta per un dato documento; 
- anonimato del server: un server non deve essere associato ai 
documenti che ha memorizzati; 
- anonimato del documento: un server non deve poter determinare 
quale documento sta memorizzando in un dato momento; 
- anonimato delle query: un server non deve in alcun modo poter 
riconoscere i documenti inerenti alla query che sta elaborando; 
 
Le proprietà appena descritte non garantiscono comunque 
l'anonimato contro qualunque tipo di attacco: ad esempio tramite 
un'analisi dello stile di un certo documento si può risalire comunque 
all'identità del suo autore. 
 
In generale anche la topologia della rete può determinare 
caratteristiche quali performance e anonimato. In "Lattice: An 
Anonymous, Scalable Peer-to-Peer System" di Sean Blanchfield and 
Mads Haahr [47], viene presentato un sistema P2P basato su una 
topologia particolare che migliora la scalabilità in termini di numero di 
nodi e comunicazioni, pur mantenendo un alto grado di anonimato. Il 
sistema si basa su una rete P2P decentralizzata (lattice) che può 
essere rappresentata da una grid bidimensionale dove i nodi si 
trovano all'incrocio dei link e sono connessi direttamente con gli altri 
quattro nodi posti sui quattro punti cardinali. Inoltre per migliorare 
ulteriormente la connettività, i nodi che si trovano sui bordi del lattice 
vengono connessi formando quindi un toro. Grazie a questa 
particolare struttura si può ottimizzare il broadcast eliminando le 
ridondanze (un nodo non riceve mai lo stesso messaggio più di una 
volta); inoltre sempre grazie alla struttura regolare del lattice si 
riescono ad individuare in modo completamente anonimo i vari nodi.  
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Questo anonimato si ottiene identificando il generico nodo con delle 
coordinate cartesiane: si può pensare che ogni nodo sia all'origine del 
piano cartesiano e tutti gli altri nodi sono identificabili con delle 
coordinate cartesiane relative (x,y) rispetto a lui. Per quanto riguarda 
la banda, nodi con banda simile appartengono alla stessa area del 
lattice. L'inserzione di un nuovo nodo avviene in una zona dove ci 
sono altri nodi con banda simile; se non esistono allora il nuovo nodo 
viene inserito sul bordo del lattice. Si formano quindi aree con alta 
banda che arrivano poi gradualmente verso aree con banda minore. 
Questa struttura minimizza gli effetti di eventuali bottleneck dovuti a 
nodi lenti: se i nodi lenti fossero distribuiti casualmente nel lattice 
sarebbero causa di maggiori ritardi nelle comunicazioni.  
 
2.2.4 - Nuovi sistemi P2P: Gridella 
Data la grande popolarità dei sistemi P2P, sono state realizzate nel 
tempo delle versioni che miglioravano vari aspetti dei sistemi più 
conosciuti. Gridella ad esempio è un sistema basato su P-Grid (P-Grid 
è un albero virtuale binario che distribuisce informazioni replicate sui 
peer della rete e permette un'efficiente ricerca delle informazioni) che 
migliora la performance di ricerca delle risorse di Gnutella riducendo 
la richiesta di banda. In "Improving Data Access in P2P Systems" di 
Karl Aberer, Magdalena Punceva, Manfred Hauswirth, Roman Schmidt 
[48] presentano Gridella, le sue caratteristiche ed i miglioramenti 
effettuati rispetto a Gnutella. 
Gnutella non si serve di un database centrale, ma sfrutta un 
meccanismo molto complesso di comunicazioni per la ricerca di una 
risorsa. Se un peer deve effettuare una ricerca deve eseguire un 
broadcast su tutta la rete e ogni peer che riceve la richiesta effettua 
uno scan del proprio database locale per cercare probabili hit. Il peer 
che dovesse trovare quella risorsa nel proprio database invia al peer 
richiedente un messaggio di Query-Hit che viene inviato lungo il 
percorso tracciato dalla catena di peer che hanno fatto pervenire il 
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messaggio di richiesta. Successivamente il peer richiedente si 
connetterà direttamente a quello che possiede la risorsa. Gridella è 
basato su P-Grid che si avvale di un meccanismo di reperimento 
dell'informazione cooperativo e distribuito. 
 
2.2.5 - Sinergia tra P2P e Grid 
Recenti studi hanno messo in risalto il fatto che i modelli P2P e Grid 
condividono molte caratteristiche e che una sinergia tra i due campi 
di ricerca porterebbe a notevoli progressi in entrambe le direzioni.  
Sia il campo P2P che quello della Grid offrono paradigmi per 
sviluppare sistemi distribuiti efficienti e varie applicazioni. Come ben 
illustrato nell'articolo "Toward a Synergy Between P2P and Grids" di 
Domenico Talia e di Paolo Trunfio [51], P2P e grid sono modelli di 
calcolo distribuito che permettono una collaborazione decentralizzata 
di vari computer all'interno di reti in cui vengono offerti e usati dei 
servizi. La classe P2P è formata da un insieme di applicazioni e di 
sistemi autonomi che gestiscono e utilizzano risorse distribuite sui 
vari host di Internet; una griglia è una piattaforma distribuita 
geograficamente composta da un insieme di macchine eterogenee a 
cui gli utenti possono accedere tramite una singola interfaccia. In 
buona sostanza quindi le grid sono dei sistemi P2P: i nodi delle grid 
sono sempre più numerosi e nonostante vi siano ancora molte 
applicazioni basate su servizi di tipo gerarchico, queste funzionalità 
possono essere decentralizzate in modo da diminuire i bottleneck. Il 
modello P2P può essere utilizzato per garantire la scalabilità della grid 
e per implementarvi sistemi decentralizzati non gerarchici. 
Nell'articolo vengono analizzati i punti in comune e le differenze tra i 
due sistemi e vengono inoltre illustrate possibili aree che possono 
risultare dalla sinergia di questi due campi di ricerca [50], [51], [53]: 
 
- Sicurezza: questo è un tema centrale nelle Grid in quanto l'accesso 
alle varie risorse deve essere sempre controllato tramite meccanismi 
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di autenticazione, autorizzazione e di integrità. Questi meccanismi 
sono pensati per "comunità chiuse" e quindi non garantiscono 
anonimato né delle risorse né tantomeno degli utenti. 
I sistemi P2P sono pensati per "comunità aperte" dove gli scopi degli 
utenti sono molto più generici (ad esempio reperire file musicali) 
rispetto a quelli molto più specifici delle Grid (ad esempio simulazioni 
in campo fisico). Per questi motivi i meccanismi di sicurezza nel P2P 
sono molto più laschi, non vi sono sistemi di autenticazione e 
autorizzazione, e quindi in molti casi viene assicurato l'anonimato. 
- Connettività: le Grid in genere sono formate da macchine potenti 
connesse da reti ad alta banda ed il numero di nodi accessibili è 
abbastanza basso in quanto esiste un rigido sistema di accounting. Al 
contrario i sistemi P2P sono composti da comuni Pc che non sono 
connessi permanentemente alla rete ma sono accessibili per tempi 
limitati. Il numero di nodi reperibili è molto più grande rispetto a 
quello di una grid in cui è più rigido il meccanismo di aggiunta di 
nuovi nodi. Il sistema Grid potrebbe quindi beneficiare di un 
meccanismo più flessibile di connettività prendendo spunto da quelli 
usati dai sistemi P2P. 
- Accesso alle risorse: nelle Grid l'accesso remoto alle risorse o 
l'esecuzione remota di job è regolato da meccanismi rigidi che 
garantiscono la condivisione e lo spostamento sicuro delle risorse. I 
sistemi P2P non mettono a disposizione meccanismi per la 
memorizzazione delle risorse ma solo protocolli per la condivisione e 
lo scambio di dati tra i vari nodi. 
- Discovery delle risorse e della presenza dei nodi: nei sistemi Grid il 
discovery delle risorse è basato essenzialmente su  modelli gerarchici 
e centralizzati (es. Globus Toolkit). Il discovery delle risorse include in 
parte anche quello dei nodi mentre nel caso dei sistemi P2P ogni nodo 
notifica periodicamente la propria presenza nella rete.  
- Fault Tolerance: la natura dinamica delle Grid necessita di qualche 
meccanismo di fault tolerance specialmente nei casi di codice molto 
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distribuito. Per realizzare questo meccanismo si potrebbero usare 
algoritmi decentralizzati di tipo P2P in modo da evitare punti di 
centralizzazione che possono essere molto critici. 
 
Gli autori nelle conclusioni dichiarano che il modello P2P porterebbe 
dei miglioramenti ai sistemi Grid per implementare tool e servizi di 
griglia e per sviluppare applicazioni che si coordinano ed accedono a 
servizi e risorse remote. Questa tecnica potrebbe essere applicata al 
servizio di discovery MDS di Globus: attualmente la griglia è vista 
come una collezione di sottogriglie appartenenti ad organizzazioni 
diverse quindi si potrebbe pensare il Globus MDS come un servizio su 
larga scala adottando un modello di rete super-peer. Come descritto 
in "Designing a Super-Peer Network" di Beverly Yang e Hector Garcia-
Molina [54], una rete super-peer è formata da alcuni nodi (super-
peer) che hanno funzionalità di server centralizzati verso un certo 
insieme di nodi client. I nodi client inviano query ai super-peer ed 
attendono risposte sempre dagli stessi. Inoltre i super-peer sono 
connessi tra di loro e si occupano quindi dell'instradamento dei 
messaggi attraverso le loro sottoreti virtuali (quelle formate da loro 
stessi e dai loro client). I sistemi P2P puri come Gnutella hanno come 
punto debole il metodo di ricerca delle risorse che viene 
implementato tramite il flooding di messaggi nella rete e la banda 
limitata di alcuni peer che provoca dei bottleneck. Per limitare queste 
inefficienze si può sfruttare l'eterogeneità della rete assegnando 
maggiori responsabilità ai nodi più dotati (quelli che hanno ad 
esempio banda migliore). Nei sistemi P2P centralizzati la ricerca delle 
risorse è più efficiente, ma il costo della memorizzazione degli indici 
delle risorse è tutto a carico del singolo nodo server ed è quindi molto 
alto; nei sistemi ibridi come Napster la ricerca avviene tramite 
directory centralizzate mentre il download avviene in modo P2P: 
questi sistemi sono più vulnerabili verso attacchi mirati e un 
eventuale danno ad uno dei server può compromettere il 
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funzionamento di tutto il sistema. Il modello super-peer presenta 
alcuni elementi del modello puro e alcuni di quello ibrido: combina 
l'efficienza dovuta alla centralizzazione del modello client-server 
l'autonomia, il bilanciamento del carico e la robustezza per le ricerche 
del modello completamente distribuito.  
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2.3  Categoria Delta Compression/Resemblance 
Detection 
 
In questo paragrafo presentiamo vari studi inerenti la compressione 
dei dati, il trasferimento efficiente di informazioni in rete, la ricerca di 
porzioni simili di file e una parte di sincronizzazione remota di file. 
Tali documenti raccolti, insieme a quelli di Peer to Peer, sono stati 
tutti analizzati nella fase preliminare della progettazione del nostro 
lavoro al fine di conoscere lo stato dellarte sulle metodologie di 
trasferimento di dati in rete. 
Una delle prime ipotesi prese in considerazione per il nostro progetto 
è stata quella di effettuare la distribuzione dei file effettuando prima 
una verifica dei dati già presenti sugli host (resemblance detection) 
per poi effettuare linvio dei soli dati necessari a ricostruire i file a 
partire da quelli già presenti (delta compression). 
Infatti, una delle ottimizzazioni che possono essere effettuate dalla 
libreria, è quella di minimizzare la quantità di dati trasmessi dal 
Committente (nodo che invoca il deployment) ai nodi destinatari 
(Rappresentanti) della Grid; tali comunicazioni si riferiscono al 
dispatching del codice, dei dati e dei metadati che il committente 
deve effettuare verso i nodi destinatari.  
Limportanza di questa ottimizzazione è amplificata dalla necessità di 
distribuire file di grandi dimensioni su una rete geografica oltre che 
dalla possibilità di diminuire il tempo di invio. 
Considerando che potrebbero esserci file o porzioni di file comuni tra 
successive sessioni di deployment, abbiamo cercato di sviluppare un 
meccanismo che sfrutti i dati già presenti sugli host di destinazione 
per minimizzare la quantità dei nuovi dati da trasmettere. 
Situazioni frequenti in cui tale meccanismo può risultare molto 
vantaggioso sono quelle che prevedono successive esecuzioni dello 
stesso codice utilizzando diversi file di dati, oppure test consecutivi di 
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più file eseguibili sugli stessi insiemi di dati oppure ancora la 
compilazione di programmi a partire da librerie standard comuni. 
Per evitare di inviare delle informazioni che sono già state inoltrate 
nella griglia si potrebbero usare delle tecniche di individuazione di 
somiglianze tra file e l'uso di algoritmi di compressione (come il delta 
encoding) per inviare solo le differenze tra file simili tra loro senza 
ritrasmettere interamente il file. 
Questa problematica è approfondita nellarticolo Application-specific 
Delta-encoding via Resemblance Detection [25]. Il delta encoding è 
la tecnica che consente di ricostruire un file a partire da un file di 
base e quindi da una serie di delta (differenze) da applicare allo 
stesso per ricostruire il file finale. Questo è esattamente quello che 
accade con le patch che consentono, con piccoli frammenti di dati, di 
ricostruire una versione più recente di un programma a partire da una 
release più vecchia senza inviare interamente il nuovo software in 
rete. 
La prima parte dellarticolo precedentemente menzionato tratta il 
funzionamento della Resemblance Detection, ovvero la tecnica che 
consente di effettuare il delta encoding non solo tra due differenti 
versioni dello stesso file, ma tra due file diversi. Con tale tecnica si 
estraggono e si contano le parti dei file in comune (sequenza di byte 
che si sovrappongono) chiamate shingles. Se il  numero di shingles 
è superiore ad una certa soglia allora è molto probabile che ci sia una 
parte significativa di dati in comune e quindi il delta encoding è 
vantaggiosamente applicabile su questa particolare coppia di file. 
Questa tecnica dà spesso buoni risultati su una piccola parte di file di 
un dataset e su questi ha degli enormi benefici; nella media però su 
dati molto eterogenei (file dati e file di testo) i benefici sono molto 
ridotti se non nulli e spesso la sola applicazione di un semplice 
algoritmo di compressione come gzip fornisce risultati analoghi o 
migliori ad un costo computazionale inferiore.  
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Per capire se fosse possibile applicare questa tecnica di ottimizzazione 
al nostro caso abbiamo anche analizzato larticolo "Cluster-Based 
Delta Compression of a Collection of Files" [26] di Zan Ouyang. In 
questo studio si valutano i benefici che si hanno, in termini di 
dimensioni di messaggi da inviare su una rete, utilizzando il delta 
encoding su un numero elevato di file (in questo caso si tratta di 
pagine web) rispetto all'utilizzo di tar+gzip. 
Abbiamo evinto che questa tecnica non può essere applicata al nostro 
particolare caso di studio in quanto ci sono delle condizioni da 
rispettare che non la rendono applicabile. 
Innanzitutto il delta encoding deve essere applicato su coppie di file di 
cui si calcolano le differenze (i delta appunto) e questi file devono 
essere quindi entrambi "visibili" a chi calcola i delta; inoltre la 
versione base del file, a cui poi applicare i delta calcolati, deve essere 
presente sul nodo destinatario. 
Nel nostro caso specifico si dovrebbe assumere che il committente 
abbia una copia di ogni file inviato in precedenza agli altri nodi. Solo 
in questo modo infatti sarebbe in grado di calcolare le differenze con i 
file da inviare e di cui trasmettere solo i delta ai nodi destinatari. Nel 
nostro caso non è possibile però fare assunzioni sul contenuto delle 
cache del generico nodo destinatario R: in pratica il committente non 
può calcolare i delta ed essere sicuro che R sia in grado di applicarli ai 
file di base in quanto potrebbe non averli disponibili.  
Inoltre valutando i risultati presentati nell'articolo menzionato, anche 
se questa tecnica fosse applicabile, si dovrebbe comunque mettere in 
conto il costo computazionale per il calcolo delle somiglianze tra i vari 
file considerati. Lapplicazione della tecnica nel caso di studio 
dellarticolo ha portato ad un guadagno in termini di spazio di circa il 
25% rispetto alla compressione globale di tutto il set dei file 
utilizzando tar+gzip (che computazionalmente costa circa un 
decimo). Altro punto a sfavore per il nostro sistema di deployment su 
Grid, oltre alla non possibilità di prevedere il contenuto delle cache, è 
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che il miglioramento di circa il 25% sopra indicato, è riferito 
allapplicazione dellalgoritmo a grandi quantità di pagine HTML. Come 
noto queste hanno una gran quantità di elementi ripetuti (tag) e si 
prestano ottimamente ad un delta encoding. Nel caso del nostro 
sistema è poco probabile riuscire ad ottenere gli stessi benefici visto 
che i file sono costituiti da codice e dati eterogenei. Infatti da esempi 
visti nei documenti studiati i miglioramenti dellapplicazione del delta 
compression su file di dati (eseguibili, attachment, file di archivio 
compressi) sono generalmente inferiori al 2%, anzi spesso vi sono 
dei peggioramenti dovuti allo spazio occupato dal framework per 
lapplicazione della tecnica. 
Considerata la scarsa efficacia del delta compression nel nostro 
progetto, si è approfondita la tecnica del resemblance detection per 
valutare eventuali ottimizzazioni da applicare al nostro sistema di 
distribuzione di file eterogenei (con cui il delta encoding funziona 
peggio). Si è pertanto studiato larticolo Signature extraction for 
overlap detection in documents [27] dove gli autori trattano il 
problema di identificare i plagi, ovvero documenti che hanno una 
certa parte di testo in comune con altri documenti (utile per verificare 
copie di compiti in classe, di tesine e/o di altri testi). Nel documento 
si discute prevalentemente dellestrazione delle firme, ovvero 
unapprossimazione degli shingles [25] e quindi della loro 
comparazione. Un tema simile è trattato in Finding Similar Files in a 
Large File System [28] dove lautore Udi Manber studia la ricerca di 
file simili allinterno di un filesystem. Da questi abbiamo evinto che la 
resemblance detection è un processo computazionalmente molto 
costoso e che su file di dati produce risultati poco apprezzabili.  
Per tale motivo nel nostro progetto abbiamo deciso di implementare 
un meccanismo di resemblance detection basato su blocchi di 
dimensione fissa che, anziché trovare le somiglianze tra coppie di file, 
si basa sulla ricerca di  blocchi di dati in comune (par. 3.1.3). 
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Una tecnica analoga è utilizzata anche in Redundancy Elimination 
Within Large Collections of Files [29] dove vengono analizzate e 
commentate anche altre combinazioni di tecniche già viste atte a 
raggiungere lo stesso obiettivo, ma basate in particolare su grandi 
dataset dove molte tecniche di compressione non sono molto efficaci 
a causa di una finestra di compressione troppo piccola. Molto 
interessanti in questo documento sono le prove fatte e 
limplementazione della tecnica studiata dagli autori che si chiama 
REBL (acronimo di Redundancy Elimination at the Block Level).  
REBL è una combinazione di varie tecniche: eliminazione dei blocchi 
duplicati, delta-encoding e luso di super-fingerprints che trasforma 
un costo di confronto di fingerprint da O(n2) ad un costo costante di 
un accesso ad una tabella hash. Lintero documento verte sulla 
spiegazione dellimplementazione di queste tecniche e degli effetti del 
tuning dei parametri base, che influenzano molto il risultato finale. 
Tra i risultati del lavoro si mette in evidenza come lefficacia in termini 
di spazio di REBL rispetto al TGZ vari da 0.59 a 2.46 (dipende dal tipo 
di dataset) con un impatto sulle performance non altissimo. 
 
A rendere ulteriormente inefficiente lapplicazione di tecniche di delta 
encoding su reti geografiche ad alta latenza, è il fatto che per la 
determinazione dei delta tra due host sono necessari molti scambi di 
messaggi. Come si evince ad esempio anche in Improved File 
Synchronization Techniques for Maintaining Large Replicated 
Collections over Slow Networks [30] il framework per la 
sincronizzazione di due file è composto da due fasi: 1) la costruzione 
di una mappa per identificare le porzioni in comune ed evitare di 
rimandarle in rete e 2) la vera e propria fase di delta compression. 
Sebbene quindi i risultati possano essere interessanti per la 
sincronizzazione di particolari tipi di file in rete locale, non lo sono 
nella fattispecie del nostro progetto. 
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Riteniamo pertanto che la soluzione adottata della sincronizzazione a 
blocchi possa essere un buon compromesso tra costi e benefici. 
 
2.4 - Categoria  Protocols for High Bandwidth Links 
 
In Applied Techniques for High Bandwidth Data Transfers across 
Wide Area Networks [1] sono presentate varie tecniche per 
lottimizzazione di trasferimenti su WAN (Wide Area Network) ad alta 
banda. In questo articolo è anche presente la comparazione tra 
limplementazione del protocollo GridFTP e il sistema DPSS 
(Distributed Parallel Storage System). Il DPSS replica i dati su più 
dataserver con dischi paralleli ad alte prestazioni; la richiesta di 
download di un grosso file arriva ad un masterserver il quale poi 
ordina ai dataserver linvio in parallelo al client. 
Tra le tecniche principali per ottenere migliori performance nel 
throughput sono state analizzate il tuning del Buffer TCP, Flussi di 
invio in parallelo (Parallel Streams) e Striping su più dischi e server.  
Sono state affrontante anche varie problematiche che si presentano 
con sistemi ottimizzati per alti throughput, come le interazioni tra 
controller e dischi, tra cpu e schede di rete etc. 
Dallo studio degli autori si sono inoltre visti i risultati di test di DPSS e 
GridFTP nel contest SC2000 dove si sono trasferite grandi quantità di 
dati tra due server distanti e collegati da link ad alta banda OC48 (2.4 
Gbps). 
 
Da Realization of a stable network flow with high performance 
communication in high bandwidth-delay product network [2] si sono 
visti gli effetti di un parallelismo eccessivo nei trasferimenti, che in 
alcuni casi può saturare i link ed avere gravi effetti sulle performance.  
Nellarticolo viene descritto il controller di banda GNET-1 e discussi  i 
risultati di alcuni test.  
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GNET-1 è un tool di traffic shaping (trad. limitazione del traffico) 
che in sintesi effettua uno smoothing nel trasferimento, ovvero limita 
la banda massima utilizzabile da uno stream evitando linsorgere di 
picchi di banda che andandosi a sommare ad altri stream in corso 
causano dei packet loss, ovvero perdita di pacchetti. In tale 
evenienza infatti i pacchetti persi vengono ritrasmessi, contribuendo 
ad una ulteriore saturazione dei link e allaumento delle percentuali di 
ritrasmissione per altri packet loss. 
La limitazione di banda in GNET-1 [2] avviene utilizzando un IFG 
(Inter Frame Gap) ovvero un gap (una pausa) tra un frame e il 
successivo inviato, calcolato in base alla massima banda utilizzabile e 
alla grandezza del frame precedentemente inviato; il sistema 
consente quindi lutilizzo di frame di diverse dimensioni. 
Nei test GNET-1 ha consentito lo sfruttamento al 97% di una banda 
disponibile di 3.9Gps tra Giappone e Stati Uniti utilizzando 3 carrier 
intercontinentali. 
 
In A Flexible Infrastructure for High Performance Large Scale Data 
Transfers [3] e CondorWeek 2005 [4] viene presentato il 
funzionamento di DiskRouter. DiskRouter è un sistema in grado di 
ridurre il carico di rete e ottimizzare il trasferimento di grosse 
quantità di dati evitando che link lenti facciano da collo di bottiglia per 
il trasferimento.  Il sistema tenta inoltre di ovviare al problema che 
differenti link possano diventare dei bottleneck durante diversi 
momenti del trasferimento. La risoluzione avviene attraverso 
uninfrastruttura gerarchica di buffering in memoria e su disco per la 
sincronizzazione delle velocità di invio e ricezione di mittente e 
destinatario, attraverso il multicast a livello di applicazione e infine 
attraverso il tuning dinamico del protocollo di trasferimento.  
DiskRouter utilizza più stream di connessione per linvio dei dati ed è 
in grado di controllare lutilizzo del link eventualmente decelerando il 
mittente o utilizzando contemporaneamente più path ove possibile. Il 
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controllo delle velocità viene effettuato testando a intervalli di tempo 
le capacità dei buffer di ricezione e utilizzando il tool pathrate per 
lanalisi delle prestazioni di rete. Lutilizzo di buffer intermedi di 
ricezione consente di rendere il processo di deployment delle 
informazioni anche maggiormente asincrono. DiskRouter è un sistema 
che può utilizzare diversi protocolli di invio come base, eventualmente 
anche GridFTP. Da alcune prove fatte DiskRouter riesce ad ottenere 
un vantaggio sullutilizzo di banda di circa il 20/30% rispetto al solo 
GridFTP. 
 
In Reliable and Efficient Grid Data Placement using Stork and 
DiskRouter [5] viene presentato Stork, un sistema di posizionamento 
dei dati su griglia che pone unattenzione particolare al problema del 
deployment. Stork si occupa inoltre del controllo dei trasferimenti e di 
far comunicare reti eterogenee che utilizzano diversi protocolli e 
sistemi di trasferimento (es. GridFtp, FTP, HTTP, DiskRouter). Stork 
pone unenfasi particolare alla semantica dei trasferimenti ed è in 
grado, attraverso un preciso linguaggio che astrae dai protocolli, di 
utilizzare la rete in modo efficiente effettuando comunicazioni fault 
tolerant che evitino sovraccarichi. 
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2.5 - Categoria  Grid FTP / XIO 
 
In ambiente Grid è importante avere un set di strumenti in grado di 
gestire e trasferire grosse quantità di dati e al contempo degli 
strumenti in grado di semplificare lo sviluppo di nuove applicazioni 
reso altrimenti molto complesso dalla grande eterogeneità dei 
protocolli e componenti della griglia.  
Strumenti molto utilizzati sono GridFtp per il trasferimento dei dati e 
Globus Toolkit [12] per lo sviluppo di applicazioni Grid. 
GridFtp [6], [7], [10] è utilizzato per trasferire file di grandi 
dimensioni in rete e il suo largo utilizzo è dovuto alle buone 
performance unite ad una grande flessibilità di utilizzo.   
XIO [13] è una libreria di I/O per Globus Toolkit che ha gli obiettivi di 
fornire attraverso una singola API [14] la gestione di tutti i protocolli 
di I/O di Griglia e di riuscire a minimizzare il tempo di sviluppo di 
nuovi protocolli.  
 
Nellarticolo GridFTP Protocol RFC [6], GridFTP Update January 
2002 [7] sono presentate le caratteristiche peculiari di GridFtp. In 
Progetto INFN-GRID: GridFTP: stato dellarte [8] è presentato 
GridFtp come evoluzione e integrazione di altri protocolli esistenti 
come la  Grid Security Infrastructure (GSI) e Kerberos, lFTP e le 
estensioni dellFTP. Queste estensioni prevedono: trasferimenti in 
parallelo e in striping, il resume di trasferimenti parziali, la 
negoziazione automatica del buffer TCP e della window size, il riuso 
dei canali di comunicazione e il pipelining dei comandi sugli stessi, il 
controllo esterno del canale di comunicazione (third-party control of 
data transfer) e il supporto per laffidabilità e la fault tolerance. 
 
Nel documento DataGrid - monitoring of globus file transfer with 
grid-ftp and globus-rcp - wp10 Grid-aware Biology Applications [9] 
viene presentato un confronto molto interessante sullutilizzo della 
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rete con i due strumenti globus-rcp e  grid-ftp. I risultati 
dimostrano come GridFtp utilizzi meno cpu e sfrutti maggiormente i 
link di comunicazione grazie al modello multi-thread. Globus-rcp 
utilizza di base il comando di copia rcp che richiede molta cpu e disk 
I/O, dato che deve effettuare preventivamente una copia del file da 
trasferire su disco locale; inoltre non essendo multi-thread utilizza la 
rete molto meno efficientemente, in media al 50%.  
 
Nello studio GridFTP Universal Data Transfer for the Grid [10] si 
discute dellimportanza di una strategia di trasferimento file 
universale che dia la possibilità di collegare sistemi con diversi 
protocolli e che offra quindi una grande interoperabilità unita alla 
possibilità di raggiungere elevate prestazioni. Si discute poi dei 
numerosi vantaggi di questo approccio che richiede il 
disaccoppiamento tra le funzioni di storage e i metodi che invocano 
tali funzioni. Nel nostro progetto abbiamo utilizzato lo stesso principio 
disaccoppiando totalmente le funzioni di alto livello da quelle di 
comunicazione a basso livello attraverso lutilizzo di una primitiva di 
comunicazione intermedia che astrae dal supporto e dai meccanismi 
di comunicazione utilizzati (RPC, RMI, Socket, http, ftp).  
 
La gestione di dati per applicazioni ad alte performance e data-
intensive su ambienti geografici che siano sicuri, efficienti ed affidabili 
viene trattata in Secure, Efficient Data Transport and Replica 
Management for High-Performance Data-Intensive Computing [11]. 
Nello stesso articolo viene discussa anche la possibilità di registrare e 
individuare copie multiple di insiemi di dati per effettuare 
trasferimenti  selezionando la copia in base a stime di performance 
(latenza, banda, capacità). Lo studio verte sullanalisi di due 
applicazioni: la fisica di particelle ad alta energia (es. Large Hadron 
Collider del CERN) e le previsioni climatiche. Prima dellanalisi del 
protocollo GridFTP, sono presentati altri protocolli di trasferimento 
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dati su griglia come High Performance Storage System (HPSS), 
Distributed Parallel Storage System (DPSS), Distributed File System 
(DFS) e Storage Resource Broker (SRB) che però hanno lo svantaggio 
di essere incompatibili tra loro.  
Durante la discussione sulle performance di questi protocolli viene 
messo in evidenza come aumenti lutilizzo di banda allaumentare 
degli stream in parallelo (nei test che sfruttano intensamente la rete il 
numero ottimale di stream risulta essere 8). Vengono poi mostrati 
alcuni test di performance durante la Network Challenge competition 
alla conferenza di Supercomputing del 2000. Nel contest è stato 
raggiunto il transfer rate di picco di 1.55 Gbps su un intervallo di 0.1 
secondi. Su un intervallo di 5 secondi è stato raggiunto un transfer 
rate di 1.03 Gbps e su un intervallo di 60 minuti il transfer rate medio 
è stato di 512.9 Mbps, con il trasferimento di 230.8 gigabyte usando 
8 server in striping alla sorgente e 8 alla destinazione con 4 stream 
TCP per server. 
 
Successivamente allanalisi di GridFTP si passa ad una breve 
descrizione di un altro applicativo importante per la griglia: il Replica 
Management. 
Il sistema di Replica Management offre le seguenti funzionalità: 
- creazione di nuove copie, complete o parziali, di un data set 
- registrazione delle suddette copie in un Replica Catalog 
- possibilità di interrogare il Replica Catalog per cercare copie 
esistenti di un file o di insiemi di file 
- selezione della copia migliore per laccesso; la selezione è fatta 
da un servizio informativo di griglia in base ad una predizione delle 
performance delle rete e dello spazio disponibile.  
Il Replica Catalog è implementato come un servizio LDAP 
(Lightweight Directory Access Protocol) e ha fondamentalmente lo 
scopo di mappare i nomi logici di file e collezioni di file agli archivi 
fisici presenti su uno o più host.  
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Le principali caratteristiche di XIO (una libreria di I/O per Globus 
Toolkit [12]) sono presentate sul sito web ufficiale di XIO [13]. XIO 
ha gli obiettivi di fornire attraverso una singola API [14] la gestione di 
tutti i protocolli di I/O di Griglia e di riuscire a minimizzare il tempo di 
sviluppo di nuovi protocolli.  
Il primo obiettivo viene raggiunto facendo in modo che nuovi 
protocolli vengano sviluppati sotto forma di driver (caricati 
eventualmente a runtime) che vengono inseriti nella libreria Globus 
XIO, rendendo linterfaccia dellAPI verso lo sviluppatore 
completamente trasparente al supporto e protocollo utilizzato. In tal 
modo senza cambiare alcuna riga di codice è possibile passare ad 
esempio da protocolli di comunicazione su socket a pipe o message 
passing. Alcune caratteristiche particolari di XIO sono unalta 
efficienza, estendibilità attraverso driver, timeout gestiti dalla libreria 
che evitano di usare timeout personalizzati, interrupt, alarm e 
gestione di data descriptor che consentono di associare dei metadati 
ai buffer di dati da inviare che poi vengono ritornati come descrittori 
alla conclusione di operazioni asincrone.  
Larchitettura di Globus XIO è formata da due componenti principali: 
il framework e i driver. Il Framework gestisce le richieste inoltrate 
tramite lAPI [14] e le mappa alla componente driver che effettua la 
gestione vera e propria dei dati. Questa componente comprende 
driver di trasformazione e driver di trasporto. I driver di 
trasformazione sono organizzati a stack e si preoccupano di 
incapsulare e trasformare i dati per supportare caratteristiche 
peculiari dei protocolli (es. autenticazione con Kerberos piuttosto che 
con SSL, compressione dei dati); i driver di trasporto invece non 
sono organizzati a stack ma sono a livello unico e si preoccupano di 
effettuare la consegna dei dati sulla linea di comunicazione usando un 
unico e specifico algoritmo di trasporto (es. udp, tcp, blast udp, fast 
tcp). 
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2.6 - Categoria Data Replication and Backup 
 
Visto che la nostra libreria si occupa del deployment di file su più host 
abbiamo analizzato vari studi inerenti le tecniche di replicazione dei 
dati (Data Replication) al fine di cercare eventuali spunti. 
Parte di questi studi sono stati trovati dopo la progettazione del 
funzionamento di base del nostro sistema e si è potuta trovare 
conferma di alcune soluzioni adottate come ad esempio lo splitting del 
file con successiva sincronizzazione distribuita tra gli host per il 
recupero dei dati mancanti. 
 
Gli studi di questa categoria che sono risultati più attinenti al nostro 
progetto sono Fast Parallel File Replication in Data Grid (FPFR) [15], 
[16] e FastReplica: Efficient Large File Distribution within Content 
Delivery Networks [17]. 
FPFR effettua la replicazione di un archivio su più host, effettuando 
una comunicazione di tipo point-to-multipoint. Effettuare la stessa 
operazione utilizzando sessioni multiple di GridFtp risulterebbe meno 
efficiente in quanto sugli stessi link si invierebbero più volte gli stessi 
dati ed inoltre con GridFTP tutto il processo di invio diventerebbe 
fortemente vincolato dai link a bassa banda. Consideriamo ad 
esempio la situazione che vede cinque host collegati a catena in cui i 
dati presenti sul primo host devono essere replicati sugli altri. Sul 
primo link sarebbero trasmessi gli stessi pacchetti per quattro volte, 
sul secondo tre volte, sul terzo due volte e sul quarto ununica volta 
per la replicazione dei dati sullultimo host della catena.  
FPFR effettua il deployment dellarchivio creando uno o più alberi di 
copertura sugli host destinatari in base a varie politiche (gerarchica a 
2 livelli, Depth First, Breadth First o nella modalità Shortest-Wides) in 
base anche alla capacità dei link che collegano i nodi e alle risorse 
disponibili. Larchivio viene diviso in blocchi di piccola dimensione in 
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modo da effettuare trasferimenti in pipeline, analogamente a quanto 
avviene nel nostro sistema di deployment. 
Si fa notare come la modalità gerarchica a 2 livelli sia anche quella da 
noi utilizzata e quella utilizzata anche da FastReplica [17]. La 
variabilità della banda disponibile sui vari link viene gestita tramite un 
Session Manager che similmente al TCP regola il flusso di dati inviati 
in base alla velocità con la quale si ricevono gli ack dai rispettivi host 
destinatari (nel caso in cui la velocità di ricezione degli ack scenda 
sotto una certa soglia si blocca linvio di ulteriori dati per evitare la 
congestione dei link). La limitazione principale di FPFR è che gli alberi 
di copertura creati dallalgoritmo prevedono la distribuzione degli 
stessi file a tutti i nodi coinvolti. Questa restrizione pone dei forti 
limiti allusabilità di FPFR per il deployment di diversi insiemi di file a 
insiemi differenti di host come spesso richiesto per linvocazione di un 
job su griglia.  
La soluzione da noi adottata è la creazione di alberi di distribuzione a 
massimo 2 livelli (par. 3.1.3) che si adattano automaticamente 
durante il deployment in base ai blocchi da ricevere, al carico dei nodi 
e al contenuto delle cache. Tale soluzione risulta efficace per un 
utilizzo con circa un centinaio di nodi, ma analogamente a quanto 
avviene in FastReplica [17] per superare tale limite è possibile 
utilizzare in parallelo più istanze della libreria in modo gerarchico. 
 
FastReplica [17] invece usa un meccanismo di trasmissione file più 
simile a quello del nostro progetto in quanto suddivide il file da 
inviare agli n host in n blocchi e poi invia ad ogni host 1/n del totale 
dei blocchi. Successivamente gli host si sincronizzano per scambiarsi i 
blocchi mancanti in modo da poter ricostruire il file originario.  
Nellarticolo gli autori effettuano anche unanalisi delle performance di 
FastReplica. Viene effettuato il confronto sia con le tecniche che gli 
autori definiscono Multiple Unicast che con Sequential Unicast. Il 
primo consiste nel trasferire il file interamente a più host con n 
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connessioni contemporanee; il secondo invece è pressoché il concetto 
di multicast delle reti tradizionali utilizzabile su reti con router ad hoc. 
Si mette in evidenza come in condizioni ideali, ovvero dove tutti i link 
hanno capacità di banda uguali e costanti, FastReplica è più veloce di 
una replicazione Multiple Unicast di un fattore n/2 (dove n è il numero 
di host destinatari). Simulando invece delle capacità dei link casuali il 
valore di speedup mediamente si abbassa, ma rimane comunque 
importante: FastReplica risulta da 3 a 8 volte più veloce.  
Simulando invece le condizioni pessime nel raffronto con il Multiple 
Unicast si è visto che questultimo è stato circa il 10% più veloce. Le 
condizioni pessime sono quelle in cui la banda tra lhost mittente e i 
destinatari è alta e quella tra i vari host è molto bassa (nellesempio 
simulato 1/10 di quella tra mittente e ogni host). Nelle condizioni 
medie di utilizzo quindi ci si aspettano dei livelli di performance molto 
buoni rispetto al multiple unicast e paragonabili o migliori rispetto al 
Sequential Unicast.  
Limplementazione base è stata definita FastReplica in the Small in 
quanto è progettata per effettuare la replicazione di archivi fino ad un 
massimo di circa 30 nodi destinatari; cè però anche una versione 
denominata Fast Replica in the Large che non pone alcun limite 
usando una struttura induttiva sul caso base dello Small. 
Sostanzialmente crea più gruppi di k host (con k <= 30 in genere, ma 
da calcolare empiricamente in base alle capacità degli host) ed 
effettua una replicazione ricorsiva ad albero su questi gruppi. In tre 
step/iterazioni si riescono quindi a raggiungere k x k x k nodi.  Le 
prestazioni di Fast Replica in the Large non sono ancora state 
misurate empiricamente ma in teoria sono deducibili dalla versione 
base. 
Anche FastReplica come FPFR [15] si differenzia dal nostro progetto 
sia per il fatto che non utilizza cache sia per il fatto che si occupa di 
effettuare replicazione di dati e non distribuzione di insiemi di file a 
insiemi di host (di cui la replicazione è un caso speciale). E pertanto 
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possibile costruire dei test in modo da mettere in risalto i vantaggi 
delluna e dellaltra soluzione, ma occorre tenere comunque presente 
che le finalità dei progetti sono diverse e quindi non direttamente 
confrontabili. 
 
Nellarticolo Worldwide Fast File Replication on Grid Datafarm [18] 
viene analizzato il problema del data replication in ambiente grid.  
Questa tematica è molto affine a quanto discusso nella rassegna dei 
protocolli per link ad alta banda, la trattazione si distingue per il fatto 
di essere applicata allambiente Grid Datafarm e quindi con delle 
peculiarità nellimpostazione del problema (ad esempio il tipo di 
filesystem, le architetture di rete disponibili, gli obiettivi della 
sincronizzazione etc.). Lo studio molto interessante mette in evidenza 
dei test effettuati su un insieme di 7 cluster con un totale di 190 pc e 
varie prove empiriche di trasferimenti e sincronizzazioni utilizzando 
diversi backbone con diverse capacità e politiche di routing. Le prove 
hanno messo in evidenza come sia assolutamente indispensabile 
utilizzare dei dischi in striping (tipicamente ogni pc con 4 o più dischi 
in raid 0) per riuscire a raggiungere le alte capacità dei link, e come 
sia indispensabile un protocollo di trasferimento ad hoc in quanto il 
tcp ha troppe limitazioni, come visto nel paragrafo 2.4.  
Dai differenti risultati ottenuti è emerso inoltre che lavvicinamento ai 
limiti teorici dei link richieda quasi sempre un tuning molto fine 
adattato alluso dello specifico hardware utilizzato (tipologia di 
router/switch, link, pc). Difficilmente con i settaggi di default dei 
meccanismi utilizzati si riescono a raggiungere eccellenti risultati. 
 
In Parallel and Distributed Astronomical Data Analysis on Grid 
Datafarm [19] gli autori studiano un sistema in grado di offrire in 
maniera trasparente laccesso parallelo a quantità di dati nellordine 
delle decine di terabyte come quelle generate dal telescopio Subaru 
del National Astronomical Observatory of Japan.  
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Il sistema funziona in modo trasparente per lutilizzatore grazie ad un 
sistema di hooking delle syscall e ha raggiunto delle performance di 
I/O di 5.9 GB/sec in lettura e 4.0 GB/sec in scrittura usando nodi di 
30 cluster (60 cpu). Gli autori forniscono pochi dettagli sul sistema 
ma si orientano maggiormente agli aspetti più strettamente attinenti 
al settore dellastronomia, mettono comunque in evidenza alcune 
chiamate implementate tramite hooking, ovvero del codice scritto in 
un layer interposto tra le syscall e linterfaccia della libreria. 
 
Nellaffrontare lo studio dei vari modelli di data grid e policy di 
replicazione si sono trovate utili informazioni in Performance Analysis 
of Scheduling and Replication Algorithms on Grid Datafarm 
Architecture for High-Energy Physics Applications [20]. In questo 
studio vengono esaminati vari modelli di replicazione e scheduling 
applicabili a Datagrid in particolare per lanalisi dei dati 
dellacceleratore di particelle LHC (Large Hadron Collider) del Cern. Di 
questo studio è risultata molto interessante la parte Data Grid 
Architecture e Scheduling and Replication Policies for Tier Model in cui 
vengono evidenziati in particolare i modelli utilizzabili e viene 
effettuato un confronto del modello centralizzato con quello MONARC-
style a livelli gerarchici. Lidea è quella di far sì che lelaborazione sia 
effettuata da chi possiede i dati (owner computes) oppure che i dati 
siano spostati verso chi deve fare la computazione (move the data to 
the computation) piuttosto che spostare la computazione verso chi 
possiede i dati (come fa HPSS). La strategia di spostare i dati verso 
che effettua la computazione consente di ottenere migliori 
performance da applicazioni altamente dataparallel e che sfruttano 
pesantemente le risorse di calcolo piuttosto che quelle di I/O.  
Naturalmente in questo modello è fondamentale luso di ottime 
strategie di replicazione dei dati e di grandi capacità di banda per 
effettuare gli spostamenti dei dati in rete. 
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Si sono approfondite più nel dettaglio varie strategie di accesso ai 
dati in ambiente Grid con larticolo Dynamic Replication Strategies 
for a High Performance Data Grid [21] dove vengono messi in 
evidenza i vantaggi della replicazione (in particolare di quella 
dinamica a runtime) e delle differenze col caching attraverso una 
simulazione. Nellarticolo sono documentate le simulazioni di varie 
strategie di accesso ai dati: Best Client, Plain Caching, Cascading, 
Fast Spread, Cascading + Caching. Sotto alcune ipotesi e con alcune 
strategie è stato documentato un miglioramento nei tempi di risposta 
e di risparmio di banda fino al 60%. 
 
Area strettamente correlata a quella della replicazione è quella delle 
strategie di archiviazione e di backup. Abbiamo preso in 
considerazione alcune strategie di archiviazione e backup in quanto, 
anche se apparentemente non correlate, affrontano varie 
problematiche di accesso e indicizzazione dei dati affrontate anche da 
noi nello sviluppo della tesi. 
Nellarticolo Pastiche: Making Backup Cheap and Easy [22] sono 
presentate strategie di replicazione distribuita peer to peer dove ogni 
nodo minimizza loverhead per memorizzare i dati scegliendo altri 
peer con cui condividere grandi quantità di dati. Pastiche affronta, 
come per il nostro progetto, il problema di cercare in rete gruppi di 
dati simili; questa operazione in Pastiche serve per minimizzare lo 
spazio utilizzato per il backup, mentre nel nostro progetto viene 
utilizzata per localizzare i dati nelle cache degli host. Pastiche cerca 
porzioni di file simili in rete utilizzando il Content-Based Indexing.  
Attraverso questa tecnica vengono cercati porzioni di k-byte simili 
(anchors) che suddividono i file in regioni (chunks) attraverso i Rabin 
Fingerprints [23] e ogni regione viene indicizzata attraverso una 
chiave/checksum SHA-1. La nostra implementazione prevede invece 
che i chunk siano di dimensioni prefissate e quindi non esiste il 
concetto di anchor. Questo per evitare loverhead, abbastanza 
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significativo, di cercare chunk simili in posizioni random dei file tra 
host sparsi in rete e potenzialmente molto distanti. Questa tecnica 
ipotizziamo che fornisca i migliori risultati in un ambiente di lavoro in 
cui non ci siano molti file potenzialmente simili (non casi standard 
come sorgenti di pacchetti, dll, programmi e file standard delle varie 
distribuzioni,). La stessa strategia viene utilizzata anche da Venti: 
a new approach to archival storage [24] in cui blocchi di dimensione 
prefissata vengono indirizzati da un hash SHA-1. Lutilizzo di tale 
tecnica consente anche di risparmiare spazio su disco in quanto se 
esistono file con più blocchi in comune lo spazio di ogni blocco viene 
sprecato / utilizzato una sola volta. 
Il resto dello studio di Pastiche verte sulla tecnica di routing dei 
pacchetti del sistema peer to peer (routing prefix-based sullid del 
peer) e sulle problematiche della confidenzialità dei dati scambiati. 
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2.7 - Categoria big data set management 
 
La gestione di grosse quantità di dati [60], [61] è un problema tipico 
delle Grid vista la necessità di trasferire i dati da elaborare verso le 
risorse di calcolo e quindi raccogliere gli  output elaborati o 
semplicemente consentire il rapido accesso a gigabyte o terabyte di 
informazioni. 
Le Grid vengono utilizzate  per le applicazioni di tipo high-
performance e/o  "data intensive", cioè quelle applicazioni che 
lavorano su un insieme molto grande di dati (dell'ordine dei terabyte 
o petabyte) che devono essere reperiti e trasferiti in ambiente 
distribuito molto esteso (reti geografiche). Esempi di queste 
applicazioni includono analisi di esperimenti effettuati in laboratorio e 
simulazioni come ad esempio esperimenti di fisica effettuati con 
simulatori ed acceleratori, modellizzazione del clima, studio dei 
fenomeni della Terra, esperimenti nel campo dell'astronomia. A questi 
esperimenti partecipano numerosi centri di ricerca che, con migliaia di 
ricercatori sparsi in tutto il mondo, devono condividere enormi 
quantità di dati per effettuare i loro esperimenti e confrontarne i 
risultati. Le datagrid forniscono quindi un'infrastruttura per queste 
applicazioni e servizi fondamentali per la gestione delle stesse. Tra 
questi servizi uno molto importante è quello di gestione della 
replicazione dei dati. Vista l'enorme quantità di dati che si devono 
gestire con applicazioni di tipo data-intensive, uno dei modi per 
agevolarne la gestione e l'accesso è quello di effettuare delle 
replicazioni e di distribuirle su alcuni nodi della rete. Questo permette 
sia di evitare di stressare un unico punto della rete a cui tutti gli host 
dovrebbero connettersi per l'accesso ai dati, che di diminuire le 
eventuali latenze dovute al trasferimento. Tale strategia necessita 
però di operazioni di controllo e di autenticazione per garantire che i 
dati siano sempre aggiornati e che l'accesso sia consentito agli utenti 
che ne hanno i permessi. Inoltre, essendo presenti più copie dei file 
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su diversi host della rete, gli utenti devono saper localizzare le copie 
per capire se  accedere alle copie esistenti oppure effettuare la 
creazione di un'altra copia dei dati necessari alle loro applicazioni. E' 
altresì necessario un meccanismo per sincronizzare tutte le copie in 
modo che i dati su cui lavorano diversi centri siano sempre aggiornati 
e coerenti. 
In "Data Management and Transfer in High-Performance 
Computational Grid Environments" viene trattato il problema della 
gestione delle replicazioni dei dati con Globus Toolkit; sono inoltre 
presentati  esempi di applicazioni come il progetto di fisica LHC 
(Large Hadron Collider) del CERN e l'applicazione per la creazione di 
un modello del clima terrestre. L'esperimento LHC produrrà molti 
petabyte di dati allanno  e questi dati saranno di due tipi: i dati 
risultanti dagli esperimenti ed i metadati ovvero informazioni riguardo 
agli esperimenti (numero di ripetizioni, risultati delle analisi). La 
grandezza dei file varia dai 2 ai 10 gigabyte ed i metadati sono circa 
2 gigabyte. Gli utenti sono localizzati in vari centri del mondo: è 
quindi necessario per loro effettuare delle copie (totali o parziali in 
base alle loro esigenze) per minimizzare il tempo di accesso ed il 
carico  della rete. 
Il servizio di gestione delle copie dei dati deve quindi comprendere 
l'operazione di creazione di un insieme completo o parziale di file e 
quella di registrazione all'interno di un Replica Catalog: questo 
permette agli utenti di effettuare delle query e di eventualmente 
reperire tutte le copie esistenti di un certo gruppo di file. La gestione 
dei dati replicati è solo uno dei componenti dell'ambiente 
computazionale della Grid: l'architettura generale della Grid è stata 
classificata in quattro livelli [31], [60]: 
Fabric: sistemi di memorizzazione, networking e cataloghi 
Connectivity: protocolli di autenticazione e comunicazione 
Resource: meccanismi di accesso alle risorse 
Collective: meccanismi di gestione delle risorse replicate 
 70
 
Nella figura in basso (tratta da [60]) sono rappresentati alcune 
componenti di ciascun livello con attenzione particolare per quelli 
inerenti al replica management. 
 
 
Fig. 2.1 
La figura mostra una lista parziale di elementi della Data Grid Reference 
Architecture che sono rilevanti per il Replica Management 
 
I dati sono organizzati in file o gruppi di file a cui viene dato un nome 
logico (identificatore unico) che viene mappato su uno o più nomi 
fisici su un particolare spazio di memorizzazione. I cataloghi hanno la 
funzione di mappare gli identificatori unici con le locazioni fisiche in 
cui si trovano i dati. 
 
Il Grid Data Farm (Gfarm) è un esempio di progetto di tipo data-
intensive computing iniziato in Giappone che prevede la gestione di 
un insieme di dati che va dall'ordine dei Terabyte fino ai petabyte 
forniti dall'acceleratore di particelle del Cern nell'ambito del progetto 
LHC [62]. 
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Per gestire una quantità così grande di dati nel progetto è stato 
adottato un modello di computazione multilivello (Regional Center) 
studiato all'interno del progetto MONARC [63]. Questo modello 
prevede un livello 0 che corrisponde al CERN, più centri di livello 1 nei 
continenti che partecipano al progetto, decine di centri di livello 2 di 
nazioni che partecipano, e molti centri di livello 3 corrispondenti a 
centri di ricerca e università. 
L'architettura software del Gfarm ha come obiettivo l'ottimizzazione 
dell'accesso ai dati: per fare questo i programmi vengono schedulati 
sui nodi dove sono presenti i dati necessari per la computazione in 
modo da sfruttare al massimo la località e di ridurre le latenze dovute 
al trasferimento di grosse quantità di dati verso gli host. Gfarm è 
composto da Gfarm filesystem, Gfarm process scheduler e dalle 
Gfarm parallel I/O API. Il Gfarm filesystem è di tipo parallelo ed i nodi 
che appartengono al Gfarm filesystem hanno grosse capacità di 
spazio di memorizzazione (i nodi sono di tipo filesystem nodes e 
metadata servers). Un file Gfarm è un file di grosse dimensioni che 
viene diviso in frammenti e distribuito sui dischi del Gfarm filesystem 
e che saranno poi acceduti in parallelo. Ognuna di queste porzioni di 
file avrà dimensione arbitraria e potrà essere memorizzata in uno 
qualunque dei nodi (cluster di migliaia di host). I file di tipo Gfarm 
sono di tipo write-once: si assume che ogni applicazione crei sempre 
un nuovo file invece di effettuare continui update su file esistenti. 
Questo avviene perché in genere i file di grosse dimensioni sono 
aggiornati raramente e poi perché i dati possono essere recuperati 
grazie alla replicazione. I metadati sono memorizzati nel Gfarm 
database che consiste di associazioni tra nomi logici di file e nomi di 
locazioni fisiche dei nodi, lista delle copie dei file, informazioni sulla 
piattaforma (come ad esempio sistema operativo e CPU), 
informazioni sul file (dimensione, accessi e status di modifica). I 
metadati vengono di volta in volta aggiornati in base alle operazioni 
effettuate sul filesystem. 
 72
Cap. 3 - Descrizione del sistema 
 
In questo capitolo viene presentata la descrizione del sistema e dei 
moduli logici principali di cui è composto con una visione ad alto 
livello.  
Nel paragrafo 3.1 vengono illustrate le ipotesi di progetto, gli obiettivi 
che si vogliono raggiungere con la realizzazione del sistema e le 
principali scelte di realizzazione. 
Nel paragrafo 3.2 illustriamo il modello astratto del sistema 
descrivendo in particolare i moduli logici relativi all'architettura 
software del Committente (paragrafo 3.2.1) e quelli relativi 
all'architettura software dei rappresentanti (paragrafo 3.2.2). 
Nel paragrafo 3.3 presentiamo il modello delle comunicazioni, 
analizzando le modalità di scambio dei messaggi sulla griglia, e le 
principali tecniche utilizzate per massimizzare il throughput di rete e 
minimizzare il tempo di completamento del deployment. 
 
3.1 - Ipotesi di progetto, obiettivi e scelte di realizzazione 
del sistema 
 
3.1.1 - Ipotesi di Progetto 
In questo paragrafo illustriamo le principali ipotesi di progetto che 
hanno condizionato le scelte di progettazione della libreria che si è 
realizzata. 
Di seguito sono schematizzate brevemente tali ipotesi: 
 La libreria opera creando una propria topologia di rete tra il 
nodo che possiede i dati da inviare denominato Committente 
(C) e i restanti nodi della Griglia su cui avviene la computazione 
denominati Rappresentanti (R). I Rappresentanti generalmente 
fungono da gateway di accesso ad una sottorete di macchine / 
cluster generalmente non accessibili direttamente dallesterno.  
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 I Rappresentanti, al contrario del Committente, sono nodi che 
appartengono permanentemente alla Griglia e mettono a 
disposizione degli altri nodi (Committenti e Rappresentanti) le 
proprie risorse. Si ipotizza che la Griglia sia formato al più da 
circa 100 Rappresentanti. 
 Ogni nodo ha dei link di comunicazione con uguale capacità di 
banda e medesime risorse messe a disposizione della griglia.  
 Si ipotizza che tutti i link coinvolti nelle comunicazioni abbiano 
una banda disponibile di almeno 10Mbit e che le latenze di 
comunicazione siano mediamente di 1 secondo. 
 La libreria deve essere in grado di gestire trasferimenti di dati 
dellordine del Gigabyte. 
 Il Committente per effettuare il deployment prende in input un 
file XML di mapping tra i file da distribuire e i loro destinatari 
oppure raccoglie tali dati tramite una sessione interattiva con 
loperatore. 
 Ogni nodo prende le informazioni sulla topologia della Griglia da 
un file XML contenente tutti i dati di accesso ai vari 
Rappresentanti (hostname, porta di ascolto, protocollo 
utilizzato) 
 Il nodo Committente C, da cui viene invocata lesecuzione del 
deployment, ha la visibilità di tutti e soli i nodi della griglia 
denominati Rappresentanti (R). Nel nostro modello C non ha la 
possibilità di accedere direttamente agli host dei cluster 
rappresentati dagli R. E però possibile fare in modo che 
unistanza della libreria venga eseguita tra il Rappresentante e i 
nodi del cluster a cui fa da gateway. 
 Ogni nodo riceve solo i dati di cui necessita e non viene 
utilizzato come ponte per inviare ad altri nodi dati di cui non ha 
bisogno.  
 Le comunicazioni hanno generalmente unalta latenza dovuta al 
fatto che la griglia ha estensione geografica e che le stesse 
 74
avvengono generalmente utilizzando metodi crittografici (es. 
SSL) e procedure di autenticazione per una maggior sicurezza e 
riservatezza. Nel paragrafo 3.3 saranno descritti maggiori 
dettagli sul modello di comunicazione adottato. 
 I file oggetto del deployment sono per lo più dati da elaborare e 
codice eseguibile per varie architetture. Non è possibile fare 
ipotesi sul modo in cui lo scheduler crei il file di mapping preso 
in input dal Committente. Infatti esecuzioni consecutive di uno 
stesso job dal medesimo Committente potrebbero essere 
effettuate associando i file a Rappresentanti diversi. Per tale 
motivo, e per il fatto che più Committenti in contemporanea 
possono utilizzare le risorse di griglia, non è possibile fare 
ipotesi sul contenuto della cache (discusse nel paragrafo 3.1.3) 
del generico Rappresentante.  
 
3.1.2  Obiettivi 
Scopo della libreria è migliorare lefficienza del deployment su 
Grid/Globus che al momento viene effettuato manualmente con 
lutilizzo di Gridftp o scp inviando sequenzialmente lintero archivio a 
tutti gli host destinatari.  
In particolare lobiettivo primario della libreria è quello di fare in modo 
che ogni nodo riceva nel minor tempo possibile tutti i dati di cui 
necessita per anticipare quanto più possibile la successiva esecuzione 
del job. 
Gli svantaggi dellapproccio attuale di Deployment tramite lutilizzo di 
GridFtp o scp sono: 
 lentezza dovuta alla modalità non distribuita di trasmissione.  
 spreco di tempo e risorse per linvio dellintero archivio a tutti i 
nodi di computazione (indipendentemente dal fatto che il 
generico nodo utilizzi tutto o solo l1% del contenuto 
dellarchivio ricevuto). 
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 spreco di tempo e risorse per il rinvio di archivi di cui sono stati 
modificati solo alcuni file. 
 collo di bottiglia sui link in uscita del Committente per il fatto di 
dover inviare tutti gli archivi a tutti gli host. 
La libreria tenta di ovviare a tutti questi svantaggi applicando 
dinamicamente varie strategie di deployment distribuito e parallelo 
per effettuare la distribuzione dei file nel più breve tempo possibile. Si 
ha poi come obiettivo secondario la minimizzazione della quantità di 
dati totali trasferiti in rete grazie a meccanismi di caching e di 
replicazione distribuita.   
 
3.1.3 - Scelte di Realizzazione e tecniche di base 
Di seguito sono elencate le principali scelte effettuate in fase di 
progettazione ed alcune tecniche utilizzate nellimplementazione: 
 La libreria, scritta in Java per ragioni di portabilità, deve essere 
installata sul nodo Committente C e su tutti i nodi 
Rappresentanti R che appartengono alla griglia. 
 E stato implementato un semplice meccanismo di resemblance 
detection (par. 2.3) che computazionalmente ha costo molto 
basso e che in alcune circostanze fornisce ottimi risultati.   
Con il meccanismo da noi implementato, anziché trovare le 
somiglianze tra coppie di file si cercano blocchi di dati in 
comune. I file vengono suddivisi in blocchi di dimensione fissa 
su cui poi viene calcolata una chiave SHA1 utilizzata 
successivamente come mezzo veloce di confronto tra i blocchi 
presi in esame. Tale tecnica è utile per evitare di inviare in rete 
grossi blocchi di dati uguali o parzialmente uguali a quelli già 
presenti nelle cache dei nodi destinatari (es. file di log o dump 
di database di dimensioni molto grandi ma con generalmente 
alcuni nuovi dati concatenati in fondo). Inoltre usando blocchi di 
grandi dimensioni si evita di frammentare eccessivamente lo 
spazio su disco (problema che col delta encoding è messo in 
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evidenza nellarticolo Application-specific Delta-encoding via 
Resemblance Detection [25]) e si consente di utilizzare veloci 
tabelle hash per i confronti. Lutilizzo di grandi blocchi consente 
inoltre di risparmiare spazio su disco archiviando i file come 
insiemi di blocchi unici e rappresentando il singolo file come 
lista di puntatori a tali blocchi, come in parte avviene in 
Redundancy Elimination Within Large Collections of Files [29] 
e Venti: a new approach to archival storage [24]. 
 Ogni blocco può raggiungere il nodo destinatario a partire dal 
nodo fornitore passando per al più un nodo intermedio. Questa 
scelta consente di avere degli alberi di copertura della rete a 
due livelli, sufficienti per gestire le comunicazioni in una griglia 
composta da un centinaio di nodi (come da ipotesi) e al 
contempo di tenere sotto controllo la latenza nel trasferimento 
di un blocco da una sorgente ad una destinazione. 
 E' stato realizzato un meccanismo di caching dei blocchi a due 
livelli (memoria + disco) che consente di minimizzare il tempo 
di completamento dei job evitando di trasferire in rete (quando 
possibile) dati che siano già noti ai nodi R destinatari. Altro 
obiettivo della cache è quello di velocizzare laccesso ai dati 
acceduti più di frequente. 
 A partire dallo schema di deployment di input e da eventuali 
informazioni raccolte sul contenuto delle cache (lookup) 
lalgoritmo di ottimizzazione (capitolo 4) si occupa di calcolare 
lo schema di distribuzione dei blocchi. 
Lobiettivo dellalgoritmo è quello di calcolare uno schema di 
distribuzione dei blocchi grazie al quale ogni nodo scambi i dati 
in modo distribuito con gli altri nodi e al contempo per ognuno 
la quantità media di tali dati scambiati sia la stessa. 
Questo approccio permette di minimizzare il tempo di 
completamento del deployment grazie ad una replicazione 
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completamente distribuita tenendo presente lipotesi di capacità 
uniforme dei link di trasmissione. 
 Per minimizzare ulteriormente la quantità di dati trasmessi in 
rete e per ottimizzare lefficacia delle cache, i dati con alto 
grado di comprimibilità vengono preventivamente compressi. 
 Tra ogni coppia di nodi è possibile creare un canale 
bidirezionale non permanente che viene chiuso dopo ogni 
singola comunicazione di tipo domanda-risposta (come per 
HTTP 1.0). Tale scelta di realizzazione, apparentemente molto 
vincolante, permette di adattare la libreria ad utilizzare 
molteplici protocolli che a volte non consentono comunicazioni 
multiple bidirezionali. 
 La libreria è ottimizzata per lavorare al meglio sotto le ipotesi di 
progetto, ovvero con delle latenze di comunicazione dellordine 
del secondo, con delle bande medie di comunicazioni dellordine 
dei 10Mbit e con un numero di nodi R della griglia nellordine 
del centinaio. Da analisi fatte si è visto che questi sono i valori 
medi di utilizzo delle Grid e pertanto le ottimizzazioni tengono 
conto di questi parametri medi di utilizzo. La libreria è in grado 
di funzionare anche con valori diversi ma lefficienza in alcune 
situazioni ne potrebbe risentire a causa dei protocolli e delle 
strutture dati ottimizzate per i valori medi di utilizzo. 
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3.2 - Modello Astratto 
 
Il modello astratto del sistema è quello di un modello Distribuito in cui 
esiste un nodo Committente C col ruolo di dispatcher e dei nodi 
Rappresentanti R col ruolo di collector che rappresentano i cluster di 
computazione. Il modello non prevede comunicazioni tra nodi che non 
siano il Committente o i Rappresentanti; è però possibile utilizzare lo 
stesso modello in modo gerarchico tra il nodo Rappresentante R e i 
singoli host del cluster che lo stesso R rappresenta. 
Tutti i nodi possiedono una cache che permette di ottimizzare le 
comunicazioni e minimizzare la quantità di dati scambiati in rete.  
 
Graficamente il modello può essere così rappresentato: 
 
 
 
Fig. 3.1  
Rappresentazione del modello di interazione tra i nodi della Griglia 
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3.2.1 - Architettura Software del Committente 
Con il diagramma seguente si schematizzano le principali operazioni 
che coinvolgono il Committente durante il deployment: 
 
 
 
Fig. 3.2 
 Schema Funzionamento Committente (Dispatcher) 
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Di seguito descriviamo brevemente il funzionamento ad alto livello dei 
vari blocchi del diagramma di figura 3.2. 
 
Modulo 1: Committente file {F} destinatari {R} Controllo 
Correttezza input 
Questo modulo viene eseguito sul nodo committente C e si occupa di 
effettuare il controllo dei dati di input forniti dallutente che richiede il 
deployment dei file. 
In input la libreria richiede che siano specificate le seguenti 
informazioni: 
 il numero di file da distribuire 
 per ogni file da distribuire il suo percorso nel filesystem e la 
lista degli identificatori dei rappresentanti cui trasmetterlo. 
 
Queste informazioni possono essere specificate o interattivamente 
attraverso lapposita interfaccia utente oppure tramite un file XML 
avente la seguente struttura: 
 
<ARCHIVIO> 
 <NUMERO_FILE> 
  15 
 </NUMERO_FILE> 
 <ELENCO_FILE> 
 <FILE> 
  <PERCORSO_FILE> 
   /usr/var/data/xxxx.dat 
  </PERCORSO_FILE> 
  < ID_RAPPRESENTANTI> 
   1,2,3,5,10 
  </ID_RAPPRESENTANTI> 
</FILE> 
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 <FILE> 
  < PERCORSO_FILE> 
   /usr/var/data/yyyyy.dat 
  </ID_PERCORSO_FILE> 
  <RAPPRESENTANTI> 
   5,8,9,10 
  </ID_RAPPRESENTANTI> 
</FILE> 
 </ELENCO_FILE> 
</ARCHIVIO> 
 
La libreria ad alto livello effettua le comunicazioni utilizzando 
esclusivamente una funzione Send che prende come input lid del 
rappresentante e i dati da inviare e riceve poi il messaggio di 
risposta. E possibile utilizzare contemporaneamente, in modo 
trasparente per lutilizzatore, diverse modalità di comunicazione tra i 
vari nodi R in modo da adattarsi più efficacemente alle diverse 
esigenze degli amministratori di sistema che gestiscono tali nodi. 
Per tali motivi è utilizzata unaltra struttura dati che indica, per ogni 
nodo R della griglia, la modalità di comunicazione che lo stesso 
accetta (es. http su specifica porta, https, soap, ssh) lasciando 
invariata linterfaccia della funzione di invio Send. 
A rappresentare tali informazioni è utilizzata la seguente struttura 
dati XML da specificare come input in fase di setup della libreria: 
 
<RAPPRESENTANTI> 
 <NUMERO_RAPPRESENTANTI> 
  15 
 </NUMERO_RAPPRESENTANTI> 
 <RAPPRESENTANTE> 
  <ID>1</ID> 
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  <HOSTNAME>fujim2.cli.di.unipi.it</HOSTNAME> 
  <PORTA>8001</PORTA> 
  <MODALITA>TCP</MODALITA> 
 </RAPPRESENTANTE> 
.. 
 <RAPPRESENTANTE> 
  <ID>2</ID> 
  <HOSTNAME>fujii12.cli.di.unipi.it</HOSTNAME> 
  <PORTA>443</PORTA> 
  <MODALITA>HTTPS</MODALITA> 
 </RAPPRESENTANTE> 
</RAPPRESENTANTI> 
 
Il Modulo 1 si occupa di verificare che siano stati forniti correttamente 
tutti i dati e che gli stessi siano consistenti. Ad esempio il 
Committente verifica che ogni file da distribuire esista, che sia 
leggibile dal filesystem (dimensioni, permessi) e che per ogni nodo 
destinatario si abbia la specifica per poterlo contattare. 
 
Modulo 2: Creazione e Compressione dei Blocchi di {F} e Calcolo 
Chiavi SHA1. 
Le operazioni che fanno parte di questo modulo sono effettuate da un 
pool di Thread che si occupa di elaborare i file di input.  
Il numero massimo di thread che effettuano le procedure del presente 
modulo è fissato in base alle capacità della macchina. Questo allo 
scopo di non saturare le risorse di calcolo (in particolare cpu e 
memoria) con un gran numero di context switch qualora il numero di 
thread fosse troppo elevato. 
Ogni thread legge da disco il file assegnato, eventualmente lo 
comprime, lo suddivide in blocchi di dimensione fissa e per ogni 
blocco ne calcola la chiave/fingerprint SHA1 a 160bit. E stato scelto 
lalgoritmo SHA1 perché la probabilità di collisione di fingerprint 
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calcolati con tale procedimento è trascurabile; ad esempio tra 1014 
blocchi tale probabilità è minore di 10-20, cioè più bassa dellevento di 
un errore hardware. 
La compressione avviene solo dopo che è stato verificato che il file 
abbia un buon grado di comprimibilità: in questo modo si evita di 
sprecare tempo per la compressione di file poco comprimibili (alcuni 
file binari, file video/audio, etc.). 
La verifica del grado di comprimibilità avviene selezionando porzioni 
non contigue di dimensione fissa dal file per poi comprimerle e 
stimare in tal modo il rapporto di compressione per lintero file. 
Durante la suddivisione in blocchi dei file, viene calcolato anche un 
checksum che sarà utilizzato dagli host finali per identificare eventuali 
corruzioni dei dati avvenute durante il procedimento di deployment 
(verifica di integrità). 
Ogni thread durante i procedimenti sopra indicati procede con 
linserimento dei blocchi creati nella cache del Committente per 
migliorare le prestazioni di accesso durante il successivo deployment. 
La cache è gestita promiscuamente utilizzando sia spazio in memoria 
che su disco; questultimo utilizzato qualora la quantità di memoria 
prefissata sia stata sfruttata completamente. La cache del 
Committente viene riutilizzata tra distribuzioni successive in modo da 
evitare di ricomprimere i file, suddividerli nuovamente in blocchi e 
calcolarne le chiavi SHA1 se gli stessi non sono stati modificati tra i 
vari deployment. Questa verifica viene effettuata controllando 
semplicemente il timestamp di ultima modifica del file; considerando 
che tale verifica non è totalmente attendibile è possibile disabilitarla. 
Utilizzare una verifica più affidabile, ad esempio con un checksum a 
160Bit, avrebbe un costo quasi paragonabile a quello di ricalcolo delle 
chiavi, pertanto è stata scartata. 
Le chiavi SHA1 sono utilizzate per verificare la presenza dei blocchi 
già inviati nelle cache dei Rappresentanti e quindi per tentare di 
evitare successivi rinvii di dati già presenti sugli host di destinazione.  
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E possibile trovare un blocco in cache quando ad esempio si stanno 
per inviare file già inviati in precedenza (es. due esecuzioni di un job 
in cui si modifica solo una parte di codice e/o di dati) oppure quando 
si stanno per inviare file che hanno la stessa parte iniziale di altri 
inviati in precedenza. Questultima eventualità si verifica ad esempio 
quando si inviano file di log, a cui in genere si fanno degli append in 
coda. Luso dei blocchi è utile anche per sfruttare in modo più 
efficiente la capacità delle cache. Senza lutilizzo di blocchi infatti 
lexpire di un grosso file causerebbe la cancellazione di tutto il file 
dalla cache anche se lo spazio che serviva per soddisfare la nuova 
richiesta di inserimento era di pochi byte. Quindi mediamente luso di 
blocchi consente di far lavorare le cache sempre al limite della loro 
capacità in quanto ad ogni expire viene eliminato il minimo numero di 
blocchi per ospitare i nuovi dati. 
 
Modulo 3: Scelta politica di invio 
La libreria, al fine di ottimizzare il completamento dellinvio dei file nel 
minor tempo possibile, valuta qual è la migliore strategia di invio da 
utilizzare.  
 
In particolare le strategie implementate sono tre e sono le seguenti: 
 invio diretto 
 invio dopo lookup delle cache dei destinatari 
 invio dopo lookup delle cache di tutti i nodi della griglia 
 
1) Invio diretto 
Con questa politica il Committente invia direttamente ai 
Rappresentanti i blocchi che questi devono ricevere senza effettuare 
alcuna lookup per verificarne la presenza nelle cache.  
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2) Invio dopo lookup delle cache dei destinatari 
Con questa politica il Committente, prima di procedere con il 
deployment, verifica quali dei blocchi da inviare sono presenti nelle 
cache dei soli nodi destinatari.  
 
3) Invio dopo lookup delle cache di tutti i nodi della griglia 
Con questa politica, prima dellinvio dei blocchi, viene effettuata una 
lookup delle cache di tutti i nodi della griglia, anche di quelli non 
direttamente coinvolti nel deployment. 
 
Trascurando i costi di attesa per ottenere i risultati di una lookup, la 
strategia migliore sarebbe sempre la terza che in termini probabilistici 
è quella in grado di dare un maggior numero di hit di cache totali. In 
generale la politica tre consente al Committente di effettuare un 
deployment maggiormente distribuito inviando in rete il minor 
numero possibile di blocchi. In realtà i costi delle lookup condizionano 
la scelta tra le tre politiche proposte. Mentre nella prima il costo di 
lookup è nullo in quanto non viene effettuato, nelle altre due si hanno 
dei costi crescenti per effettuare la lookup rispettivamente verso i soli 
nodi destinatari e verso tutti i nodi della griglia. Per tali motivi viene 
fatta una stima preventiva dei costi/benefici per scegliere qual è la 
strategia più opportuna da utilizzare. 
La scelta della politica (paragrafo 4.3) viene effettuata in base a varie 
caratteristiche dei dati di input (es. dimensione dei blocchi, numero di 
blocchi distinti, numero di blocchi totali da inviare, etc.), in base alle 
caratteristiche della rete (latenza e banda) e alla probabilità di inviare 
blocchi già distribuiti in precedenti deployment. 
Sotto le ipotesi dutilizzo della libreria (latenza nellordine del secondo 
e banda dei singoli link di almeno 10Mbit/sec) i fattori che influenzano 
maggiormente la scelta della strategia da adottare sono la probabilità 
di hit in cache, il numero di nodi della griglia e la quantità totale dei 
dati da inviare. 
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Più aumenta la probabilità di trovare un blocco nelle cache più 
conviene utilizzare una politica di lookup accurata (e quindi costosa) 
al fine di ottenere una diminuzione del traffico in uscita dal 
Committente e una distribuzione più efficiente dei blocchi. 
La strategia di invio diretto è generalmente utilizzata nei casi in cui vi 
sono pochi dati da inviare. 
In generale, negli altri casi e quando non si hanno informazioni 
particolari sulla probabilità di hit in cache, si tende ad utilizzare un 
valore, generalmente piuttosto basso, stimato in precedenza. 
Statisticamente abbiamo evinto che la strategia più utilizzata è la 
numero 3, grazie principalmente ad un basso costo delloperazione di 
lookup su reti veloci e con bassa probabilità di packet loss. 
Valutando la probabilità di hit in cache basandosi anche sulla history 
di precedenti deployment si aumenta notevolmente lefficacia di 
utilizzo delle cache. Molto spesso accade che tra successivi 
deployment da parte del Committente cambi solo una parte dei dati 
e/o del codice eseguibile; in tal caso una parte significativa dei 
blocchi precedentemente inviati in rete rimane inalterata e 
probabilmente ancora disponibile sui nodi della Griglia. In questi casi 
la probabilità di hit in cache può essere notevolmente più alta della 
probabilità di default. La libreria consente inoltre di tenere in 
considerazione anche la probabilità che tra deployment successivi 
cambi solo una parte dei destinatari in modo da fornire la massima 
accuratezza delle previsioni. Unalta probabilità di hit in cache 
favorisce lutilizzo della strategia tre che effettuando il lookup su tutti 
i nodi della griglia limita anche gli svantaggi dovuti allo scheduler 
della Grid che può associare successive esecuzioni dei job a nodi 
diversi. 
 
Modulo 4: Lookup Cache 
La fase di lookup delle cache avviene solo se è stata scelta la 
strategia di invio due o tre (indicate nel precedente modulo). Nella 
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strategia due vengono contattati solo i destinatari del deployment, 
mentre nella strategia tre vengono contattati tutti i nodi della griglia. 
La lookup avviene inviando ad ogni nodo la lista di tutte le chiavi 
SHA1 distinte associate ai blocchi che il Committente deve inviare. Il 
generico nodo riceve richiesta di verifica anche per i blocchi non di 
sua pertinenza in modo da ottimizzare il successivo deployment 
distribuito dei blocchi. La risposta ad un messaggio di lookup 
comprende la lista delle chiavi che il nodo ha trovato nella sua cache.  
In fase di lookup i blocchi trovati in cache vengono messi in stato di 
lock per evitare che vengano eliminati tra la richiesta di lookup e 
leventuale loro utilizzo che potrebbe avvenire successivamente.  
 
Modulo 5: Esecuzione Euristica per calcolo schema di distribuzione 
blocchi. 
Questo modulo calcola con uneuristica (capitolo 4) lo schema di 
distribuzione dei blocchi sfruttando le eventuali informazioni di lookup 
e lo schema di deployment file-destinatari fornito in input. 
In tutte e tre le politiche di invio (modulo 3) la trasmissione dei 
blocchi viene effettuata sempre in modalità distribuita. In generale se 
un insieme di blocchi deve essere inviato a più destinatari si tenta di 
inviarne un sottoinsieme distinto ad ognuno di essi e successivamente 
si procede ad uno scambio distribuito dei blocchi complementari.  
Sapendo che dei blocchi sono presenti nelle cache di alcuni nodi è 
possibile migliorare ulteriormente lefficienza del deployment 
distribuito per due ragioni: 
 Si evita di inviare blocchi a destinatari che hanno già gli stessi 
in cache. 
 Nel caso in cui dei blocchi siano presenti in una o più cache i 
destinatari possono riceverli dai nodi più scarichi alleggerendo  
così notevolmente il carico del Committente (che in generale è 
il nodo più sollecitato). 
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Questo è uno dei moduli fondamentali dellintera libreria e vi è stato 
dedicato lintero capitolo 4 come approfondimento. 
 
Modulo 6: Deployment dei blocchi. 
In questo modulo il Committente si occupa dellinvio in parallelo dei 
messaggi di deployment ai vari nodi destinatari. Questi messaggi 
contengono le informazioni necessarie per la ricostruzione dei file 
(nome, percorso nel filesystem, checksum, lista delle chiavi SHA1 dei 
blocchi) e leventuale lista dei nodi da cui recuperare i blocchi non 
inviati direttamente dal Committente.  
I blocchi vengono ricevuti o direttamente dal Committente oppure da 
altri nodi; questi ultimi possono averli in cache oppure devono 
attendere di riceverli dal Committente. 
Lobiettivo primario del deployment è quello di sfruttare al massimo i 
link coinvolti nella distribuzione in modo da avere in ogni istante il 
massimo throughput di rete: per tale motivo si vuol fare in modo di 
iniziare il prima possibile le comunicazioni sui link che non 
coinvolgono il Committente.  
Dagli studi fatti (paragrafo 2.4) si è visto che per ottenere un buon 
throughput è bene avere più comunicazioni in parallelo sullo stesso 
link. Il numero di queste comunicazioni dipende molto dalla banda 
disponibile, dal tipo di protocollo utilizzato e dalla tipologia di rete: in 
generale un valore di 8 comunicazioni in parallelo è un buon 
compromesso per sfruttare al meglio tutta la capacità del link nel 
caso di comunicazioni fortemente I/O bound (senza quindi grandi 
delay dovuti alla CPU). 
In generale con la nostra libreria le comunicazioni avvengono 
contemporaneamente su più link e le stesse non sono del tutto I/O 
bound in quanto i nodi devono effettuare anche altre elaborazioni che 
richiedono lintervento di CPU e disco. 
 89
Nel nostro modello il link mediamente più sollecitato risulta essere 
quello del Committente che si occupa di inviare almeno i blocchi che 
non sono già presenti in rete (nelle Cache dei destinatari). 
Alla luce di queste considerazioni il parallelismo nellinvio dei 
messaggi di inizio deployment (da parte del Committente) viene 
limitato ad un massimo dipendente dalla quantità di dati da inviare, 
dal numero di nodi e dalla velocità della rete: in generale meno sono i 
dati da inviare per nodo e maggiore è la velocità della rete più si 
consente un parallelismo spinto per tentare di aumentare lo speed-
up. Per i dettagli vedere il metodo creaeInviaMessaggiNewJob della 
classe PoliticaInvio nel capitolo 5 dellimplementazione. 
Al contrario il limite massimo di comunicazioni in parallelo sui 
rappresentanti è molto più alto in quanto i link vengono sfruttati con 
minore intensità visto che i blocchi vengono inviati agli altri nodi che 
ne fanno richiesta man mano che vengono ricevuti. 
Di base si consentono almeno 20 comunicazioni in parallelo, che da 
test empirici hanno mostrato produrre buone performance. 
Per ottenere il massimo throughput è importante far iniziare prima le 
trasmissioni dei blocchi con più alta molteplicità (termine che indica il 
numero di destinatari che devono ricevere un determinato blocco). In 
tal modo una volta che il generico destinatario ha ricevuto il blocco b 
dal Committente, può iniziare prima la ritrasmissione dello stesso agli 
altri nodi che devono ricevere b da lui. Se invece le comunicazioni 
fossero iniziate tutte in parallelo si sarebbe dovuta attendere una 
latenza maggiore prima di poter effettuare la ritrasmissione dei 
blocchi ricevuti. In tal modo si sarebbe ottenuto un throughput medio 
inferiore in quanto sarebbero rimasti inutilizzati per maggior tempo i 
link di comunicazione che non coinvolgono il Committente. 
Il Committente calcola la priorità di ogni messaggio di inizio 
deployment, che definiamo messaggi di New Job, e fa iniziare le 
trasmissioni in base a tale priorità. Questa è calcolata semplicemente 
come somma del numero di blocchi da inviare a molteplicità maggiore 
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di uno. A rafforzare questo meccanismo di priorità, allinterno del 
generico messaggio di New Job inviato al nodo J, i blocchi inviati dal 
Committente vengono ordinati per molteplicità decrescente. Questo 
consente al nodo J di far partire prima le trasmissioni dei blocchi che 
sfruttano un maggior numero di link (la molteplicità di un blocco è 
esattamente pari al numero di link che verranno coinvolti nella sua 
trasmissione). 
Nel messaggio di NewJob i blocchi inviati dal Committente sono 
generalmente la parte preponderante di informazioni e vengono 
inseriti per ultimi nel messaggio stesso. Questo per far sì che i vari 
Rappresentanti possano avviare in parallelo in modo asincrono le 
richieste di download dei blocchi mancanti ad altri nodi mentre 
leggono i blocchi inviati dal Committente nel pacchetto di NewJob. 
Questa strategia consente di  inoltrare immediatamente i blocchi 
ricevuti senza alcun delay e sul massimo numero di link diversi.  
I blocchi devono essere ricevuti dal Committente o da altri nodi che li 
hanno in cache prima di poter essere ritrasmessi ai nodi che ne fanno 
richiesta; pertanto vi sono spesso molte richieste concorrenti in 
attesa in merito a blocchi che verranno ricevuti in tempi diversi. Altra 
ottimizzazione consiste nelleffettuare linvio dei blocchi richiesti in 
ordine di arrivo e non in ordine di richiesta; ciò avviene tenendo il 
canale di comunicazione aperto e accodando i blocchi man mano che 
vengono ricevuti dai nodi fornitori. 
Ulteriore ottimizzazione è data dalla verifica di presenza di blocchi in 
cache prima di effettuare la richiesta ad un altro nodo; può infatti 
accadere che, tra il calcolo dello schema di distribuzione e la reale 
esecuzione del deployment, alcuni blocchi si siano resi disponibili. 
Oppure può anche accadere che la stima della politica di invio da 
utilizzare abbia preferito la politica 1 anziché la 2 o la 3, ma che 
alcuni blocchi fossero però già presenti in cache. 
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3.2.2 - Architettura Software dei Rappresentanti 
Con il diagramma seguente si schematizzano le principali operazioni 
che coinvolgono il Rappresentante durante il deployment. 
 
 
  
 
Fig. 3.3  
Schema Funzionamento Rappresentante (Collector) 
 
 
 
 
 
Modulo 7: Server Multithread per raccolta Messaggi 
Questo modulo si occupa di ricevere e smistare le richieste ricevute 
dagli altri nodi della rete e dal Committente. 
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Il generico Rappresentante è in grado di gestire contemporaneamente 
più deployment da parte di diversi Committenti utilizzando ununica 
Cache. 
Per ogni modello di comunicazione o protocollo utilizzato (es. SOAP, 
SSL, XML, RPC, TCP, SSH etc.) occorre implementare un diverso 
server che, a partire dalla richiesta ricevuta, crea i due stream in 
lettura/scrittura associati al canale di comunicazione da passare poi al 
Client. Il Client è un modulo generico ad alto livello che si occupa di 
gestire i vari comandi ricevibili e di leggere/scrivere dai canali con 
delle generiche funzioni di lettura/scrittura su stream.  
Questo modello consente di disaccoppiare completamente la parte di 
comunicazione fisica da quella logica in modo da fornire una buona 
espandibilità del sistema e la possibilità di implementare nuovi 
protocolli senza dover entrare nella logica di funzionamento 
dellapplicazione. 
Nella libreria da noi sviluppata si è fornito un server di test TCP che 
accetta messaggi su porte definite dallutente; analogamente si è 
fornita la complementare primitiva di comunicazione Send basata su 
TCP.  
Come sopra indicato il server non deve far altro che accettare la 
richiesta TCP ricevuta e creare i due canali di comunicazione di lettura 
e scrittura associati al socket. Una volta fatto ciò istanzia il Client e gli 
passa i descrittori dei due canali sopra creati; dopodichè il client si 
occupa di riconoscere il tipo di messaggio ricevuto e di invocare le 
apposite procedure per la sua gestione. 
Volendo ad esempio implementare un sistema sicuro di trasmissione 
in cui ogni comunicazione è cifrata con 3DES e richiede l 
autenticazione presso un server centrale, si deve semplicemente 
creare un server ad hoc. Per ogni richiesta ricevuta tale server 
contatterà il server centrale di autenticazione e creerà due stream in 
grado di leggere/scrivere flussi cifrati con 3DES da passare al Client 
che li utilizzerà in modo del tutto trasparente. 
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Modulo 8: Gestione Messaggio Lookup 
Un messaggio di lookup è un messaggio contenente una lista di chiavi 
SHA1 di cui verificare la presenza nella cache del nodo ricevente. Tale 
messaggio contiene anche un flag che indica se fare o meno il lock 
delle chiavi trovate. Il messaggio di risposta a un messaggio di 
Lookup contiene la lista delle chiavi trovate in cache. 
 
Modulo 9: Gestione Messaggio Richiesta Blocchi 
Un messaggio di Richiesta Blocchi è un messaggio contenente una 
lista di chiavi SHA1 di cui si richiede la trasmissione dei blocchi 
corrispondenti nel messaggio di risposta. 
Tutti i blocchi richiesti vengono recuperati dalla cache del destinatario 
del messaggio che può essere un qualsiasi nodo della griglia 
(Committente o uno dei Rappresentanti). 
Il sistema prevede che il comportamento della funzione di recupero 
dei blocchi dalla cache sia bloccante con Timeout, ovvero che il 
richiedente rimane in attesa di ricevere un blocco fino allo scadere del 
Timeout. 
I blocchi richiesti nel messaggio vengono prelevati dalla cache e 
serializzati nel canale di scrittura per linvio al richiedente nel 
messaggio di risposta. Per sfruttare al massimo il link di 
comunicazione, come indicato nel modulo 6, i blocchi richiesti 
vengono inviati sul canale di comunicazione man mano che si 
rendono disponibili e non necessariamente nellordine della richiesta. 
 
Modulo 10: Gestione Messaggio New Job 
Un messaggio di New Job è un messaggio che viene inviato dal 
Committente e che contiene tutte le informazioni per la ricostruzione 
dei file che il nodo destinatario deve ricevere col deployment.  
Queste informazioni sono organizzate in quattro sezioni con: 
 i dati necessari per contattare il Committente (host, porta) 
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 le informazioni necessarie per la ricostruzione dei file: nome, 
percorso nel filesystem, checksum, lista delle chiavi SHA1 dei 
blocchi che lo compongono e flag di compressione 
 la lista di associazioni <chiave, id nodo> che indicano i nodi da 
cui recuperare i blocchi non inviati direttamente dal 
Committente 
 i blocchi inviati direttamente dal Committente 
 
I blocchi inviati direttamente dal Committente occupano di solito la 
parte più consistente del messaggio di New Job e vengono serializzati 
nella parte finale del messaggio. Questo per consentire di avviare la 
lettura dei blocchi da recuperare dagli altri nodi parallelamente alla 
lettura dei blocchi inviati dal Committente. Questo parallelismo 
consente di migliorare il throughput medio della rete in quanto si 
sfruttano contemporaneamente il massimo numero di link diversi 
possibili (per approfondimenti consultare il modulo 6). 
 
Modulo 11: Ricostruzione dei File 
Questo modulo si occupa di ricostruire i file a partire dalle 
informazioni contenute nel messaggio di New Job precedentemente 
ricevuto e dai blocchi recuperati. 
Al completamento della lettura dei blocchi ricevuti dal Committente e 
dagli altri nodi si verifica la presenza di tutti i blocchi necessari alla 
ricostruzione dei file; nel caso in cui ne manchino (a causa di errori di 
comunicazioni e/o di fault di cache) si procede con la richiesta degli 
stessi direttamente al Committente.  
Successivamente la ricostruzione dei file viene affidata ad un pool di 
Thread dove ogni thread si occupa della ricostruzione di un singolo 
file. Come per la fase creazione dei blocchi effettuata nel modulo 2 
del Committente, anche in questo caso il numero massimo di thread 
che lavorano in parallelo è fissato in base alle capacità di calcolo della 
macchina in modo da non saturare le risorse di calcolo. 
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Nella fase di ricostruzione ogni thread recupera dalla cache i blocchi 
relativi al file da ricostruire che gli è stato assegnato, eventualmente 
decomprime tali blocchi, ne verifica lintegrità tramite il checksum e 
progressivamente li salva su disco, senza lausilio di file temporanei. 
 
3.3 - Modello delle Comunicazioni 
 
La progettazione della libreria è stata preceduta da unanalisi dei vari 
tipi di utilizzo di una Grid e degli ambienti in cui generalmente questa 
si colloca. Da alcuni articoli inerenti progetti su griglia (paragrafo 
2.1.2) si è evinto che generalmente una Grid viene utilizzata da 
diversi enti, per lo più università e centri di ricerca, spesso 
fisicamente molto distanti e con grandi capacità di calcolo,  e 
solitamente collegati tramite reti ad alta banda.  
Una delle problematiche principali per lutilizzo di una griglia si è visto 
essere laccesso ai nodi che la compongono causato da politiche molto 
restrittive degli amministratori di sistema. 
Questi ultimi infatti sono molto attenti al tipo di traffico consentito in 
entrata/uscita dalle sottoreti da loro gestite ed applicano politiche 
molto severe che limitano lutilizzo di protocolli di comunicazione non 
standard. Questo è stato un punto molto importante che ha 
condizionato le scelte fondamentali per la realizzazione della libreria 
che appunto vuole evitare di essere molto performante ma nella 
pratica inutilizzabile a causa di tali limitazioni. Si è pertanto creato un 
modello di comunicazione che consente lutilizzo simultaneo di diversi 
protocolli in modo trasparente per lamministratore di rete che potrà 
scegliere quello più consono alla rete che gestisce. Il modello di 
comunicazione prevede, per le comunicazioni in entrata, lutilizzo 
della sola porta specificata dallamministratore di rete in modo da 
agevolare il flusso dei dati attraverso eventuali firewall. 
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3.4  Conclusioni 
 
In questo capitolo abbiamo presentato larchitettura software ed il 
modello astratto della libreria realizzata.  
Il sistema è ottimizzato per effettuare il deployment di grandi 
quantità di dati (ordine delle decine di Gigabyte) su griglie composte 
da un centinaio di nodi collegati tra loro da un rete ad alta banda.  
Abbiamo illustrato le ipotesi sotto cui abbiamo realizzato la libreria 
(par. 3.1.1), gli obiettivi che ci siamo prefissati (par. 3.1.2) e le 
principali scelte di realizzazione (par. 3.1.3). 
Le comunicazioni tra i nodi della griglia possono avvenire utilizzando 
contemporaneamente diversi protocolli in base alle scelte fatte dagli 
amministratori di sistema. Su ogni nodo è previsto un meccanismo di 
caching che contribuisce al raggiungimento dell'obiettivo principale 
della libreria: minimizzazione del tempo di completamento del 
deployment e della quantità di dati da trasferire in rete. 
Abbiamo poi descritto ad alto livello i moduli logici che coinvolgono il 
Committente e i Rappresentanti, illustrato il processo di deployment 
dei file sulla griglia ed il modello di comunicazione adottato ad alto 
livello.  
Nel prossimo capitolo saranno illustrati in dettaglio lalgoritmo per il 
calcolo dello schema di deployment (algoritmo di ottimizzazione), le 
politiche di invio e le varie ottimizzazioni implementate. 
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Cap. 4 - Algoritmo di Ottimizzazione 
 
In questo capitolo affrontiamo lanalisi dellalgoritmo di ottimizzazione 
il cui obiettivo è il calcolo dello schema di distribuzione dei file ai nodi 
in grado di minimizzare il tempo di completamento del deployment.  
La libreria procede al calcolo dello schema di distribuzione dopo aver 
diviso in blocchi i file di input e aver effettuato eventuali operazioni di 
lookup delle cache [par. 4.3].  
Gli insiemi dei file di input possono essere non disgiunti, così come 
anche linsieme dei nodi. Si considera come insieme totale dei nodi un 
insieme di cardinalità al più 100. 
Sarà presentato lalgoritmo che tramite uneuristica tenta di trovare la 
migliore approssimazione alla soluzione del suddetto problema che è 
risultato essere NP-Hard. 
Leuristica può eventualmente effettuare unoperazione di lookup 
delle Cache degli host della griglia per ottimizzare il successivo 
deployment dei dati ai nodi della griglia. Grazie a tale operazione il 
Committente è in grado di scoprire quali dei blocchi da inviare sono 
già presenti nelle cache dei nodi destinatari e/o degli altri nodi della 
Griglia. Successivamente può utilizzare le informazioni raccolte per 
creare uno schema di deployment più efficace grazie alla possibilità di 
avere più nodi come fornitori dei blocchi, oltre che di evitare di inviare 
parte di essi in rete. 
La strategia con cui viene effettuata leventuale operazione di lookup 
dipende dai dati che il Committente deve inviare, dal numero di nodi 
destinatari e della griglia e dalle caratteristiche della rete. In 
particolare leuristica valuta tre diverse politiche di lookup delle Cache 
e sceglie quella con cui stima di riuscire a minimizzare il tempo di 
completamento del deployment (par. 4.3) anche grazie ad un 
meccanismo di previsione di Hit in Cache (par. 4.3.2). 
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4.1  Discussione preliminare 
 
In letteratura è possibile trovare alcuni studi come Fast Parallel File 
Replication in Data Grid (FPFR)  [15], [16] [15], [16] e FastReplica: 
Efficient Large File Distribution within Content Delivery Networks 
[17][17] inerenti algoritmi che si occupano di distribuire file in modo 
efficiente a più host. 
Questi però nel caso specifico di invio di diversi insiemi di file a diversi 
insiemi di host non sono efficienti in quanto creano sbilanciamenti 
sulla rete visto che alcuni nodi si troverebbero a ricevere molti più 
dati di altri. Ciò perché le strategie di cui sopra alla base suddividono 
il file in N porzioni quanti sono gli host di destinazione e poi ad ogni 
host inviano una porzione diversa lasciando agli stessi il compito di 
richiedere le restanti N-1 porzioni agli altri host. 
Gli sbilanciamenti sono dovuti al fatto che quando si inviano diversi 
insiemi di file a diversi insiemi di host può capitare che alcuni host 
siano costretti a rinviare molto più di altri le porzioni a loro 
assegnate. Inoltre con le strategie di cui sopra non si utilizzano cache 
o comunque non si tiene conto che alcuni host potrebbero aver già 
presenti dei blocchi che faranno parte delle comunicazioni. 
 
Con la nostra strategia ogni file è diviso in più blocchi di dimensione 
massima prefissata e file diversi possono avere blocchi in comune; 
alcuni blocchi possono essere già presenti nelle cache dei nodi 
destinatari o nelle cache di altri nodi della griglia. Si assume che la 
velocità dei vari link di collegamento sia uniforme e che i blocchi siano 
mediamente tutti della stessa dimensione; pertanto si assume che il 
tempo di invio di un singolo blocco da un nodo allaltro sia costante e 
indipendente dalla distanza fisica tra i nodi e il numero di hop tra gli 
stessi sulla rete IP. 
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Il nodo che invoca il deployment e che ha la disponibilità di tutti i 
file/blocchi da inviare è definito Committente (C), i vari destinatari di 
tali file/blocchi sono detti Rappresentanti (R) in quanto sono il 
gateway di accesso ad uno o più cluster di computer non visibili alla 
rete esterna. 
Il Committente è un nodo che si collega alla griglia per il solo tempo 
necessario a fare il deployment, eseguire il job e raccogliere i 
risultati; ha la possibilità di effettuare unoperazione di lookup per 
verificare la presenza di taluni blocchi nelle cache dei Rappresentanti. 
Questi ultimi, a differenza del Committente, sono costantemente 
collegati alla griglia e hanno a disposizione tutte le informazioni per 
collegarsi gli uni agli altri.  
 
Al fine di completare linvio dei blocchi nel minor tempo possibile la 
soluzione che riteniamo essere ottimale, considerate le precedenti 
premesse, è quella in cui ogni nodo coinvolto nella comunicazione 
invii una quantità di blocchi pressoché uguale a quella degli altri nodi. 
In tale modo le comunicazioni di tutti i nodi termineranno allincirca 
contemporaneamente evitando colli di bottiglia su un nodo / link di 
comunicazione. 
 
Per raggiungere tale obiettivo è pertanto importante fare in modo che 
il generico blocco b da inviare a r Rappresentanti non sia inviato r 
volte dal Committente, ma che il suo invio venga delegato ad uno 
degli r nodi destinatari che quindi diventa il fornitore del blocco b. Il 
nodo destinatario prescelto per linvio del blocco b agli altri r-1 nodi 
destinatari riceverà il blocco b dal committente oppure lo prenderà 
dalla sua cache nel caso vi sia presente. Per evitare che il pipeline per 
il passaggio del blocco b dalla sorgente alla destinazione diventi 
troppo lungo si impone che la sua massima lunghezza sia 2. In tal 
modo si sa che un nodo che deve inviare un blocco a x destinatari 
deve attendere che tale blocco faccia al più 2 hop (in senso topologico 
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della griglia, non fisico a livello IP), limitando così la latenza 
dellinoltro. 
 
La scelta dei fornitori dei blocchi viene effettuata dal Committente in 
quanto è lunico nodo a sapere quali blocchi debbano essere inviati a 
vari Rappresentanti. 
 
4.2 - Formalizzazione astratta del problema 
 
Dati:  
N = Numero dei nodi coinvolti nella comunicazione 
B = Numero di blocchi distinti da inviare 
 
Come nomenclatura nel presente documento lindice i corrisponde 
allindice del nodo che riceve un generico blocco; lindice j 
corrisponde allindice del nodo che fornisce un generico blocco e 
lindice k corrisponde allindice del blocco. 
 
Si ha una matrice D (matrice dei dati iniziali) di dimensioni NxB 
definita nel modo seguente: 
 
 1 se i deve ricevere il blocco k 
 i{1..N}k{1..B}.Dik =   
 0 altrimenti 
 
Tale matrice viene ricavata in base allallocazione iniziale dei vari file 
(e quindi dei blocchi) ai vari nodi, essendo i=1 il Committente si ha 
che lo stesso non deve ricevere mai alcun blocco, quindi si ha che  
k{1..B}.D1k = 0. 
Si ha inoltre una matrice C (matrice delle cache) di dimensioni NxB 
definita nel modo seguente: 
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 1 se k è presente nella cache di i 
 i{1..N}k{1..B}.Cik =   
 0 altrimenti 
 
Tale matrice C viene costruita a partire da unoperazione di lookup dei 
blocchi nelle cache dei nodi della griglia. Nel caso in cui loperazione 
di lookup non venga effettuata tale matrice ha tutti elementi nulli 
tranne che per il nodo Committente (i=1) che ha sempre disponibili 
tutti i blocchi; pertanto  k{1..B}.C1k = 1. 
 
Per evitare di inviare un blocco ad un nodo che ha già presente lo 
stesso in cache si costruisce una matrice B che viene costruita a 
partire da D e C nel modo seguente: 
 
 1 se Dik=1  Cik=0 
 i{1..N}k{1..B}.Bik =   
 0 altrimenti 
 
La matrice B è quella che viene utilizzata come matrice dei blocchi da 
inviare ai vari rappresentanti. 
 
La soluzione dovrà rappresentare il modo in cui i vari blocchi vengono 
inviati ai rappresentanti, quindi il percorso che tali blocchi fanno dai 
nodi sorgenti ai nodi destinatari. 
 
Per rappresentare lo spazio delle soluzioni si utilizza una matrice 
binaria M di dimensioni NxNxB (matrice delle soluzioni) definita nel 
modo seguente: 
 
 
 1 se il nodo i deve ricevere k da j 
 i{1..N} j{1..N}k{1..B}.Mijk =   
 0 altrimenti 
 
Gli elementi sulla diagonale di M (quindi con i=j) hanno valore 0 in 
quanto nessun nodo riceve blocchi da se stesso. 
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Tale matrice M, per appartenere allo spazio delle soluzioni, deve 
soddisfare i vincoli che verranno definiti successivamente alle 
seguenti definizioni preliminari: 
 
- input(M,i) =  ∑ j{1..N}k{1..B} Mijk - numero totale di blocchi che il 
nodo i deve ricevere  
- output(M,j) =  ∑ i{1..N}k{1..B} Mijk - numero totale di blocchi che il 
nodo j deve inviare, definito anche carico del nodo j 
 
4.2.1  Vincoli 
Unicità dei fornitori dei blocchi 
i{1..N}k{1..B} ∑j{1..N} Mijk <= 1   (= 0 se il nodo i non deve ricevere il 
blocco k) [questo vincolo indica che se i deve ricevere il blocco k lo 
dovrà ricevere da un unico nodo fornitore] 
 
Vincolo per il rispetto dellallocazione dei blocchi 
i{1..N} k{1..B}. (∑j{1..N} Mijk  = Bik) [con questo vincolo si impone che 
tutti i nodi ricevano tutti e soli i blocchi di cui hanno bisogno] 
 
Vincolo di massima distanza 
Tale vincolo impone che per ogni blocco da ricevere dal generico nodo 
j la distanza massima tra j e il nodo sorgente (Committente o nodo 
che lo ha in cache) sia al più 2. Tale vincolo impone che il fornitore 
del blocco b per il nodo j sia o il committente, o un nodo i che ha tale 
blocco in cache oppure un nodo i che prende tale blocco o dal 
committente o da un nodo r che ha il blocco b in cache.  
 
In termini logici tale vincolo si può così esprimere: 
 i{1..N} j{1..N}k{1..B}. (Mijk=1)  (j=1)  (Cjk=1)  (Mj1k=1)  
[r.(Mjrk=1  Crk=1)] 
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Ovvero in termini matematici 
r{1..N}. i{1..N} j{1..N}k{1..B}. [d(j) + Cjk + Mj1k + (Mjrk * Crk)]  Mijk 
 
Dove: 
 
 1 se j=1 
d(j) =  
 0 altrimenti 
 
4.2.2 - Funzione obiettivo 
Si vuole fare in modo che ogni nodo debba inviare la stessa quantità 
di blocchi, ovvero si vuole minimizzare la differenza tra gli output di 
ogni nodo j; la  funzione obiettivo F che si vuole minimizzare può così 
essere formalizzata: 
 
F = ∑ j{1..N}output(M,j)2 
 
Tale problema, anche senza considerare il vincolo di massima 
distanza, può essere ricondotto alla famiglia dei problemi multiflusso 
multicommodity, dove ogni commodity è qui vista come il singolo 
blocco distinto.   
I problemi di flusso multicommodity sono una generalizzazione dei 
problemi di flusso single-commodity nei quali flussi di natura diversa 
coesistono in una data rete rappresentata come un grafo. 
Nel grafo che rappresenta la griglia del nostro problema i nodi sono 
Committente e Rappresentanti e gli archi sono i link di comunicazione 
tra gli stessi. Ogni Commodity ha le sue equazioni che descrivono 
relazioni tra i nodi sorgenti e destinatari. I nodi sorgenti di una 
commodity possono essere i nodi che hanno tale blocco/commodity in 
cache oppure che lhanno ricevuto da un altro nodo (eventualmente il 
committente). I diversi flussi sono in competizione per lo 
sfruttamento dei link di comunicazione (archi). Nel nostro caso quindi 
l'obiettivo è la minimizzazione delle differenze tra l'occupazione dei 
link in uscita di ogni nodo. 
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Tale famiglia di problemi appartiene alla classe dei problemi NP-Hard  
[64] e pertanto il nostro approccio alla sua risoluzione è stato 
attraverso lutilizzo di uneuristica. 
Leuristica trovata è in grado di offrire buone approssimazioni della 
soluzione ottima con una complessità polinomiale. 
 
4.2.3 - Vincoli Euristica 
I vincoli che leuristica deve rispettare sono gli stessi sopra indicati 
del problema generale e la semplificazione sta nel restringimento 
dello spazio di ricerca in quanto si parte da una soluzione ammissibile 
iniziale (ricavabile in modo banale) e poi si procede in modo greedy 
fino a trovare un minimo locale che si è verificato essere molto vicino 
al minimo assoluto. Ad ogni passo leuristica non effettua la verifica  
dei vincoli sopra citati in quanto questi sono verificati per costruzione. 
 
4.2.4 - Funzione obiettivo Euristica 
La funzione obiettivo rimane invariata rispetto a quella esposta in 
4.2.2. Leuristica però avendo un approccio di tipo Greedy, effettua la 
ricerca di ottimi locali e pertanto non è garantito che riesca ad 
esplorare lintero spazio delle soluzioni. Lapproccio usato garantisce 
che la soluzione generata allo step n+1 sia un miglioramento della 
soluzione trovata allo step n. Al primo step si parte dalla soluzione 
banale in cui il Committente invia tutti i dati a tutti i rappresentanti 
senza alcun approccio distribuito. 
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4.2.5 - Funzionamento delleuristica 
Il punto di partenza dellalgoritmo è la soluzione banale del problema 
in cui il Committente invia direttamente tutti i blocchi ai rispettivi 
destinatari. 
Come funzionamento generale leuristica tenta di delegare linvio di 
blocchi dai nodi più carichi ai nodi più scarichi. Come espresso nel 
par. 4.2 il carico di un nodo è la somma dei blocchi che lo stesso deve 
inviare agli altri nodi durante il processo di replicazione distribuita. 
Lalgoritmo sceglie un candidato cui alleggerire il carico (la quantità 
dei blocchi da inviare agli altri nodi) e cerca il nodo con carico minimo 
che deve ricevere qualcuno dei blocchi del candidato. Il primo nodo 
candidato viene scelto come il nodo che possiede il link di 
comunicazione più carico dellintera griglia.  
Per quanto sopra descritto ad ogni passo di esecuzione dellalgoritmo 
si è certi che la soluzione trovata sia migliore di quella precedente in 
quanto il valore della funzione obiettivo del par. 4.2.2 decresce in 
modo strettamente monotono. 
In termini pratici la soluzione migliora in quanto diminuendo lo 
sbilanciamento dei carichi dei nodi questi convergono verso un unico 
valore medio.  
La convergenza è assicurata in quanto il procedimento termina 
quando o non cè più sbilanciamento tra i nodi (ognuno ha lo stesso 
carico) oppure quando non è più possibile spostare blocchi da un 
nodo allaltro, in tutti e due i casi si è in un minimo locale. 
In termini matematici la convergenza è assicurata in quanto il valore 
della funzione obiettivo non può decrescere allinfinito essendo una 
somma di quadrati ed inoltre ad ogni step delleuristica il valore della 
funzione obiettivo decresce strettamente per cui non si può finire in 
un loop. 
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4.2.6 - Dettagli dellalgoritmo 
Per il funzionamento dellalgoritmo delleuristica si crea una matrice M 
di dimensione NxN dove N indica il numero di nodi coinvolti nel 
deployment (quindi N-1 Rappresentanti più il Committente). In ogni 
cella Mij della matrice vi è una particolare struttura dati 
(CellaMatriceNodi [par. 5.2.39]) contenente la lista dei blocchi che 
lelemento sulla riga (i) deve ricevere dallelemento sulla colonna (j). 
Con valore di una cella indichiamo la lunghezza della lista dei blocchi 
da ricevere contenuta nella stessa. Con carico di una riga indichiamo 
la somma dei valori delle celle sulla riga stessa e con carico di una 
colonna indichiamo la somma dei valori delle celle sulla colonna 
stessa. La definizione di carico colonna coincide con quella di carico 
nodo output(M,J) [par. 4.2]. 
Il carico della generica riga i durante tutta lelaborazione è sempre 
costante in quanto indica il numero totale di blocchi che il generico 
nodo i deve ricevere dagli altri nodi come da input iniziale. Tale carico 
riga non può variare per il vincolo di unicità dei fornitori dei blocchi 
[4.2.1]: se il nodo i riceve il blocco b da j non può riceverlo 
contemporaneamente anche da j.  
Il carico della generica colonna j durante lelaborazione può cambiare 
ad ogni step e rappresenta il numero totale di blocchi in output dal 
nodo j, ovvero il numero di blocchi che gli altri nodi chiedono a j. 
Obiettivo quindi dellalgoritmo è fare in modo che il carico di ogni 
colonna sia quanto più vicino possibile alla media dei carichi di tutte 
le colonne (e quindi di tutti i nodi), tale obiettivo viene raggiunto step 
dopo step spostando blocchi dalle colonne più cariche a quelle meno 
cariche. 
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Il punto di partenza dellalgoritmo è la situazione in cui il committente 
invia tutti i blocchi a tutti i nodi, pertanto tutte le liste nelle celle della 
matrice saranno vuote tranne quelle sulla prima colonna indicanti i 
blocchi che ogni nodi j deve ricevere da i=1 ovvero il Committente;  
 
Esempio: 
      0   6   7   8   9   1   2   3   4   5  
    ----------------------------------------- 
  0 | - | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 
    ----------------------------------------- 
  6 |76 | - | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 
    ----------------------------------------- 
  7 |76 | 0 | - | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 
    ----------------------------------------- 
  8 |76 | 0 | 0 | - | 0 | 0 | 0 | 0 | 0 | 0 | 
    ----------------------------------------- 
  9 |76 | 0 | 0 | 0 | - | 0 | 0 | 0 | 0 | 0 | 
    ----------------------------------------- 
  1 |76 | 0 | 0 | 0 | 0 | - | 0 | 0 | 0 | 0 | 
    ----------------------------------------- 
  2 |76 | 0 | 0 | 0 | 0 | 0 | - | 0 | 0 | 0 | 
    ----------------------------------------- 
  3 |76 | 0 | 0 | 0 | 0 | 0 | 0 | - | 0 | 0 | 
    ----------------------------------------- 
  4 |76 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | - | 0 | 
    ----------------------------------------- 
  5 |76 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | - | 
    ----------------------------------------- 
      ^   ^   ^   ^   ^   ^   ^   ^   ^   ^  
     684  0   0   0   0   0   0   0   0   0 
 
I numeri al lato della matrice sono gli id dei nodi e non gli indici della 
matrice.  
 
 108
Una soluzione del problema della matrice precedente è ad esempio: 
 
     0    6   7   8   9   1   2   3   4   5  
    ----------------------------------------- 
  0 | - | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 
    ----------------------------------------- 
  6 | 8 | - | 8 | 8 | 9 | 9 | 9 | 9 | 8 | 8 | 
    ----------------------------------------- 
  7 | 8 | 8 | - | 8 | 9 | 9 | 9 | 9 | 8 | 8 | 
    ----------------------------------------- 
  8 | 8 | 8 | 8 | - | 9 | 9 | 9 | 9 | 8 | 8 | 
    ----------------------------------------- 
  9 | 9 | 8 | 8 | 8 | - | 9 | 9 | 9 | 8 | 8 | 
    ----------------------------------------- 
  1 | 9 | 8 | 8 | 8 | 9 | - | 9 | 9 | 8 | 8 | 
    ----------------------------------------- 
  2 | 9 | 8 | 8 | 8 | 9 | 9 | - | 9 | 8 | 8 | 
    ----------------------------------------- 
  3 | 9 | 8 | 8 | 8 | 9 | 9 | 9 | - | 8 | 8 | 
    ----------------------------------------- 
  4 | 8 | 8 | 8 | 8 | 9 | 9 | 9 | 9 | - | 8 | 
    ----------------------------------------- 
  5 | 8 | 8 | 8 | 8 | 9 | 9 | 9 | 9 | 8 | - | 
    ----------------------------------------- 
      ^   ^   ^   ^   ^   ^   ^   ^   ^   ^  
     76  64  64  64  72  72  72  72  64  64 
 
Sono state realizzate delle ulteriori strutture dati per poter risolvere il 
problema in modo efficiente: 
 un hash (MatriceNodi.hashInfoBlocchi) in cui per ogni chiave di 
blocco da distribuire vi è associata la lista dei possibili nodi 
fornitori/sorgenti di quel blocco e la molteplicità della chiave 
(ovvero a quanti nodi va distribuita). Tra i nodi sorgenti del 
blocco vi sono anche quelli che lo hanno in cache ma che non 
dovranno poi riceverlo; inoltre non vi è il nodo Committente che 
è ritenuto implicitamente come fornitore. 
 Una lista ordinata (MatriceNodi.listaOrdinataCelle) di tutte le 
celle della matrice ordinate per valore decrescente. 
 Altre che saranno indicate in seguito 
 
Lidea di base che poi dopo varie evoluzioni ha portato allattuale 
euristica è la seguente: 
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 trovare una funzione val con bottom che valuta il carico 
globale della matrice M, 
 trovare una funzione f che applicata ad M faccia sì che val(f(M)) 
< val(M) (la disuguaglianza stretta è fondamentale per la 
terminazione). 
 
Riuscendo a trovare tali due funzioni val e f si garantisce che dopo n 
applicazioni della funzione f lalgoritmo termina in quanto si lavora 
con una catena discendente finita. 
Il primo problema è stato trovare la funzione val che garantisse 
effettivamente che se val(M1) < val(M2) la matrice M1 fosse 
migliore della matrice M2. Per migliore si intende una matrice meno 
sbilanciata. 
A tale scopo si è studiata la funzione val così definita: 
val(M) = ∑j caricoColonna(j) 2   
dove: 
caricoColonna(j) = ∑i valCella(Mij) 
valCella(Mij) = numero di blocchi che i deve ricevere da j 
 
Tale funzione val come si vede è esattamente la funzione obiettivo 
del problema, come sopra indicato. 
 
La funzione f, se applicabile, sposta un blocco da un nodo ad un altro 
decrementando il valore della cella corrispondente al primo nodo ed 
incrementando il valore della cella corrispondente al secondo nodo. In 
questo modo viene diminuito di conseguenza il valore globale della 
prima colonna e aumentato quello della seconda colonna. 
 
La funzione val fa sì che valori più grandi delle colonne (quindi più 
blocchi da inviare da un certo nodo) contino in modo amplificato nel 
valore totale di val(M). Con tale funzione val si evita che la funzione f 
porti ad una matrice non migliore della precedente in quanto le 
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seguenti operazioni non sono possibili (visto che val (M) >= val (M) 
dove M= f(M) ) 
 
 prese due colonne j e j con caricoColonna(j) = 
caricoColonna(j)  applicare f alle stesse e quindi spostare un 
blocco da una allaltra. In tal caso val(f(M)) > val (M) 
 prese due colonne j e j con caricoColonna(j) < 
caricoColonna(j)  spostare un blocco da j a j. In tal caso 
val(f(M)) > val (M) 
 prese due colonne j e j con caricoColonna(j) > 
caricoColonna(j) e caricoColonna(j) - caricoColonna(j) = 1 
spostare un blocco da j a j. In tal caso val(f(M)) = val (M) [in 
tal caso uno step produrrebbe una matrice non migliore della 
precedente] 
 
Pertanto è evidente che la funzione f va applicata a due colonne che 
differiscano di valore per più di 1 (di almeno 2 nel campo intero). 
Infatti applicando ad esempio f alla seguente sequenza di valori di 
colonne: 2,3,2,4 lunica operazione possibile è spostare un blocco 
dallultimo valore al primo o al terzo ottenendo ad esempio la 
sequenza: 2,3,3,3 
Facendo la somma dei quadrati di 2,3,2,4 si ha 33, mentre facendo la 
somma dei quadrati di 2,3,3,3 si ha 28 e che risulta essere anche il 
minimo valore ottenibile con tale sequenza di partenza. 
 
Alla luce di ciò leuristica non fa altro che verificare se la funzione f è 
applicabile su qualche coppia di colonne, quindi la applica e ripete il 
procedimento fino a quando non è più possibile applicarla (ovvero 
non esiste più alcuna trasformazione M della matrice M per cui 
val(M) < val(M)).  
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Lapplicazione della funzione f a M genera le seguenti modifiche alle 
celle candidate Mij e Mij: 
- il blocco b scelto come candidato passa dalla cella Mij alla cella 
Mij 
 il nodo j viene segnato come fornitore ufficiale del blocco b 
La funzione f da noi implementata è il metodo stepEuristica della 
classe PoliticheInvio, fare riferimento al par 5.2.32 per maggiori 
dettagli sul suo funzionamento. 
Si fa notare come i rimanga costante in virtù del fatto che si sta 
semplicemente scegliendo un nuovo nodo sorgente j al posto di j per 
il blocco b da inviare al nodo destinatario i. 
Come conseguenza diretta si ha che ad ogni step il carico di riga 
rimane costante e quindi il vincolo di unicità dei fornitori dei blocchi 
[par. 4.2.1] è verificato per costruzione. 
 
Punto cruciale delleuristica è scegliere le due celle Mij e Mij oggetto 
dello spostamento di un blocco dalluna allaltra. Tale passo è 
importante per due motivi principali: 
 Non è possibile fare backtracking: una volta che il generico 
rappresentante j è stato scelto come fornitore ufficiale del 
blocco b non si può più modificare tale assegnamento.  
 Per il motivo di cui sopra lassegnamento di un blocco influenza 
la restante parte della computazione e quindi anche la qualità 
della soluzione finale. 
 
Il modo in cui si scelgono le due celle influenza direttamente le 
prestazioni dell'algoritmo. La scelta di una cella avviene all'interno di 
un insieme di cardinalità N2; le possibili coppie di celle senza 
ripetizioni all'interno di tale insieme sono N2!/(N2-2)! cioè N2x(N2-1). 
Il costo di ricerca di questa coppia, se fatto in modo enumerativo, è 
pertanto O(N4). 
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La soluzione (è unulteriore euristica) studiata è la seguente: preso 
lelenco delle celle della matrice M ordinato per valore decrescente di 
carico, si sceglie la prima come prima cella candidata della coppia; 
nel caso in cui tale cella non sia  idonea, si seleziona la successiva e 
così via fino a trovare una cella candidata idonea o terminare.  
Da prove empiriche nel 75% dei casi non occorre scorrere la lista 
oltre il primo elemento. 
Scelta la cella candidata Mij, si valutano i blocchi che il nodo i deve 
ricevere dal nodo j e si verifica se per uno di questi esiste un altro 
nodo j' che deve ricevere lo stesso blocco e per cui valga val(Mij) < 
val (Mij). Nel caso esista si sposta il blocco candidato dalla lista dei 
blocchi da ricevere di Mij a quella dei blocchi da ricevere di Mij. 
Questa operazione implica che il nodo i non riceverà più il blocco 
prescelto dal nodo j, bensì dal nodo j. 
 
Fig 4.1 
Questa figura mostra il generico step delleuristica in cui un blocco b viene 
spostato dalla cella più carica Mij alla cella meno carica Mij dopo che la cella 
Mij è stata scelta come candidato dalla struttura dati listaOrdinataCelle 
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Nel caso in cui il blocco prescelto non abbia ancora un fornitore 
ufficiale a diventarlo è il nodo j e in seguito a questa assegnazione 
tutti i nodi che hanno bisogno del blocco b potranno prenderlo o da 
tale nodo assegnato come fornitore ufficiale, o dal Committente 
direttamente, oppure da un qualsiasi altro nodo che ha il blocco b in 
cache. La procedura di assegnazione di un fornitore ufficiale è 
indispensabile per garantire il vincolo di massima distanza uguale a 
due tra il nodo che aveva originariamente il blocco ed il destinatario 
finale. Se non esistesse tale concetto infatti potrebbe accadere che il 
nodo Xn prende il blocco b da Xn-1 il quale lo prende da Xn-2 e così 
via fino ad arrivare al Committente o ad un nodo che lo ha in cache o 
addirittura andare in loop nel caso in cui ad esempio Xn-2 lo 
chiedesse a Xn. Anche evitando il caso del loop si avrebbe che le 
latenze diventano poco controllabili e i deployment distribuiti molto 
meno efficienti con il pipeline di trasmissione dei blocchi molto più 
lungo e che potrebbe addirittura portare ad una replicazione 
sequenziale. 
 
Altra ottimizzazione fatta in questo caso è che tra tutti gli eventuali 
nodi sorgente possibili si sceglie quello con valore minore di carico 
colonna in modo da avere un valore della matrice M minimo (valore 
calcolato con la funzione val) in quanto è meglio in termini 
matematici sommare 1 ad una colonna con valore basso che ad una 
con valore più alto in quanto poi val amplifica tale differenza al 
quadrato. Tale strategia è quella che garantisce il soddisfacimento 
della funzione obiettivo per la ricerca dellottimo locale. 
Ad esempio incrementando di 1 una colonna con valore 3 la matrice 
aumenta di valore di 42-32 = 7, mentre aumentando di 1 una colonna 
con valore 1 la matrice aumenta di valore di 22-12 = 3. 
Ulteriore ottimizzazione implementata è che lelenco dei blocchi da 
ricevere presente in ogni cella è ordinato in modo crescente per il 
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valore di molteplicità (a quanti nodi va inviato) del singolo blocco. In 
tal modo si tentano di allocare prima i blocchi che vanno inviati a 
meno nodi in modo da lasciare alla fine i blocchi ad alta molteplicità 
che hanno più possibili fornitori.  
Questo approccio consente pertanto di dare alleuristica più possibilità 
di scelta nelle fasi conclusive quando scelte obbligate non buone 
causerebbero sbilanciamenti difficilmente recuperabili. 
La ricerca di tale nodo j costa al più N (ovvero scorrere i possibili nodi 
sorgenti dei blocchi da ricevere della cella candidata), il costo per 
riordinare nuovamente la lista ordinata delle celle da cui al prossimo 
step riselezionare un candidato è logN2, ovvero 2logN (grazie ad un 
rilassamento dellipotesi di ordinamento sopra descritta). La ricerca di 
tale nodo j nelle prime iterazioni costa al più N in quanto le liste dei 
nodi sorgenti dei vari blocchi contengono tutti i possibili nodi 
destinatari (quindi alcuni nodi si controllano più volte essendo 
possibile che allo stesso blocco vi siano associati più nodi sorgenti), 
ma con il proseguire delle iterazioni queste liste diventano tutte di 
lunghezza molto piccola, spesso unitaria, inoltre ricontrollare un nodo 
già controllato ha costo molto basso visto lutilizzo di hash. 
Il costo di ordinamento di un array normalmente è NlogN (nel caso 
specifico N sarebbe N2), siamo però riusciti a portare tale costo ad un 
molto inferiore logN  grazie a delle ipotesi fatte per il riordino e ad un 
rilassamento sullordinamento.  
Infatti di tutto larray di celle ordinate tutti gli elementi tranne i 2 
selezionati sono in ordine, pertanto il costo di riordino è normalmente 
dato dal semplice costo di reinserimento degli elementi selezionati. Il 
reinserimento viene effettuato cercando la nuova posizione degli 
elementi con due semplici ricerche binarie (costo log N). 
Questa tecnica però funziona solo avendo un ordinamento per cui la 
posizione di un elemento dipende solo da quelli circostanti; ordinando 
invece per carico colonna la posizione di una cella dipende dal carico 
della sua colonna e quindi da più di due elementi.  
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In tal caso il reinserimento sarebbe molto più complesso e 
dispendioso. Per tale motivo si è provato ad ordinare larray di celle 
più semplicemente per il solo carico delle stesse e non delle colonne; 
empiricamente si è visto che la qualità della soluzione è 
sostanzialmente la stessa.  
 
Tramite questa euristica siamo riusciti a portare il costo di un singolo 
step a O(NlogN) 
Il numero di step necessari affinché lalgoritmo converga dipende 
principalmente dal numero di blocchi totali che il committente deve 
inviare e dal numero dei nodi destinatari. 
 
Nel paragrafo 6.3.1 sono mostrati i test di performance delleuristica 
dove sono stati misurati i tempi di completamento per il calcolo dello 
schema di deployment con un numero variabile di nodi tra 1 e 100 e 
con 1.000, 10.000 e 100.000 blocchi. 
Il numero di step necessari per la terminazione delleuristica, per gli 
stessi test sopra menzionati, è invece mostrato nella figura seguente 
4.2: 
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Fig. 4.2 
Questo grafico mostra il numero di step necessari per il completamento 
delleuristica al variare del numero dei nodi destinatari con tre diverse 
quantità di dati da inviare (1.000, 10.000 e 100.000 blocchi). Le linee 
tratteggiate del grafico mostrano le linee di tendenza delle curve 
approssimate con un polinomio di grado 2. 
 
Dai test è emerso che il numero di step effettuati al secondo tende a 
decrescere (in genere ma non sempre) con laumentare dei nodi; ciò 
è dovuto alla crescita quadratica della matrice che modella il 
problema.  
Il numero degli step effettuati al secondo nei test variava da un 
minimo di 1.5 ad un massimo di 60, con una media tra 20 e 40. 
In tutti i casi sia i tempi che il numero di step non seguono degli 
andamenti monotoni, ma sebbene deterministici sono influenzati da 
scelte locali strettamente dipendenti dalla particolare configurazione 
del problema. 
 117
Qualitativamente si può notare come, per un numero di nodi tra 1 e 
60, il numero di step necessari per il completamento delleuristica 
cresca abbastanza linearmente con il numero di blocchi da distribuire 
e abbastanza linearmente anche con il numero di nodi destinatari. Tra 
60 e 100 nodi vi è una varianza maggiore ma la linea di tendenza 
(nella fig. 4.2 in stile tratteggiato) continua  a risultare linearmente 
crescente. 
Una precisa analisi della complessità dellEuristica è un compito 
abbastanza complesso ed esula dagli scopi di questa tesi. 
Si può fornire una stima molto grossolana della complessità 
moltiplicando il costo di un singolo step O(NlogN) per il numero di 
nodi e per il numero di blocchi, ipotizzando quindi che il numero di 
step necessari per completare lEuristica sia O(BN): 
Complessità (empirica) euristica: O(BN2logN). 
 
Sono state eseguite molte prove anche sul modo in cui viene ordinato 
larray listaOrdinataCelle per vedere come questo ordinamento 
influisce sul risultato finale. 
Si sono trovati tre ordinamenti per larray listaOrdinataCelle: 
 ordinato per valore cella (decrescente) 
 ordinato per valore cella (decrescente) e a parità di valore cella 
per carico colonna (decrescente) 
 ordinato per carico colonna (decrescente) e a parità di carico 
colonna per carico cella 
 
In termini di risultati sono quasi tutti equivalenti, gli ultimi due 
ordinamenti funzionano leggermente meglio in alcune combinazioni 
(sempre da prove empiriche) ma in tal caso il costo di riordino della 
listaOrdinataCelle non può più essere fatto in logN2 (ovvero 2logN) in 
quanto, spostando un blocco da una cella ad unaltra, cambiano tutti i 
valori non solo delle 2 celle oggetto dello step ma anche di tutte le 
restanti  2N-2 celle presenti sulle colonne delle stesse. In tal caso 
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quindi il costo per riordinare larray diventava il fattore limitante 
dellalgoritmo dovendo essere moltiplicato tutto per N (passa quindi a 
NlogN). Da prove fatte infatti i tempi con matrici di molti nodi 
diventavano molto più elevati e non giustificano il lieve miglioramento 
della soluzione. Si è provata inoltre una variante del primo 
ordinamento in cui ad ogni iterazione dellalgoritmo delleuristica si 
scambia la prima cella con una successiva di pari carico cella ma con 
carico della colonna maggiore allo scopo quindi di avere una qualità 
dellalgoritmo leggermente maggiore. Per matrici sufficientemente 
grandi si è però visto che il vantaggio in termini di qualità della 
soluzione è irrisorio rispetto ai maggiori costi di computazione. 
 
Si sono fatte altre prove per ottimizzare il traffico di ogni singolo link 
tra tutti i nodi della griglia invece che il traffico globale in uscita da 
ogni nodo. Nel primo caso si minimizza la varianza tra i carichi delle 
celle, mentre nel secondo si minimizza la varianza tra i carichi delle 
colonne. 
Da test effettuati si è rilevato che si raggiungono dei risultati migliori 
ottimizzando la banda in uscita globale di ogni nodo anziché quella 
dei singoli link. Questo risultato era abbastanza prevedibile dato che 
si valuta la qualità della soluzione trovata dalleuristica in base alla 
varianza tra i valori dei carichi delle colonne. Abbiamo però ritenuto 
importante valutare entrambi gli approcci in quanto nei due casi 
leuristica esplora due diversi spazi delle soluzioni che avrebbero 
probabilmente portato a risultati differenti.  
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4.3 - Politiche di lookup delleuristica 
 
Leuristica può applicare tre diverse politiche di lookup delle cache al 
fine di minimizzare la quantità di dati trasmessi dal Committente e di 
ottimizzare lo schema di distribuzione. 
Le tre politiche sono le seguenti: 
 deployment immediato senza lookup delle cache 
 deployment previa lookup delle cache dei nodi destinatari 
 deployment previa lookup delle cache di tutti i nodi conosciuti 
della griglia. 
Nel decidere quale politica usare, leuristica effettua unanalisi di 
convenienza tenendo conto del numero di nodi coinvolti nel 
deployment, della quantità di dati da distribuire in rete, della 
probabilità di hit in cache e di una serie di altri fattori. 
Lanalisi di convenienza verte nello stimare quale politica richiede il 
minore tempo per il completamento del deployment. 
 
Il costo in termini di tempo di ogni politica è dato dal costo di lookup 
(0 nella politica 1) più il costo di completamento del deployment che 
dipende sia dalla qualità dellalgoritmo di ottimizzazione che dalla 
possibilità di riuscire a sfruttare eventuali dati in cache. Pertanto è 
naturale attendersi che tale costo di deployment nella politica 3 sia 
minore o uguale di quello della politica 2 che a sua volta è minore o 
uguale a quello della politica 1; al contempo però il costo di lookup 
per la politica 3 è maggiore di quello della politica 2 il quale è 
maggiore sicuramente di 0 (costo politica 1). 
Quindi in base ad una molteplicità di fattori, che qui si vanno a 
stimare, occorre scegliere una delle tre politiche. 
 
Per effettuare le valutazioni di convenienza si ipotizza una 
distribuzione uniforme dei blocchi ai vari nodi, così come dei blocchi 
presenti in cache. Sebbene ciò non sia il caso di lavoro più probabile è 
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comunque una base di partenza per lalgoritmo di valutazione che 
potrà poi essere migliorato in seguito. 
 
Da test empirici effettuati si è visto che per un numero di nodi e 
blocchi sufficientemente grande il nodo committente è il nodo più 
sollecitato, con un numero di blocchi da inviare mediamente pari al 
numero totale di blocchi distinti meno quelli distinti presenti nelle 
varie cache. 
 
4.3.1 - Stima dei tempi di completamento 
In questo paragrafo illustriamo le modalità con cui leuristica sceglie 
la politica di lookup da utilizzare. Per fare questa valutazione vengono 
stimati i tempi di completamento del deployment nelle tre situazioni 
possibili e quindi viene scelta la politica di lookup più conveniente.  
Come precedentemente indicato il deployment è composto da due 
fasi principali: una eventuale fase di lookup e la successiva fase di 
distribuzione dei blocchi in rete. Nella valutazione del costo della 
lookup si stima il tempo necessario allinvio di tutti i pacchetti di 
lookup ed il tempo necessario a leggerne le risposte. In questo tempo 
si esclude il tempo necessario ad effettuare la verifica di presenza dei 
blocchi sui nodi in quanto si utilizza una struttura dati ad accesso 
veloce (hash). 
Il costo della fase di distribuzione dei blocchi si calcola sommando il 
tempo necessario al committente per inviare i messaggi di avvio 
deployment (pacchetti di NewJob) al tempo necessario ai nodi 
rappresentanti per scambiarsi in modo distribuito i blocchi non inviati 
dal committente (in quanto presenti nelle loro cache). 
 
Di seguito indichiamo alcune variabili usate successivamente 
nellanalisi di convenienza: 
- D = numero nodi destinatari 
- N = numero nodi della griglia 
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- p = probabilità di hit del generico blocco in una delle cache dei nodi, 
calcolata dinamicamente come descritto in seguito 
- P(x) = (1-p)x definita come la probabilità di non trovare un blocco in 
una delle cache di x nodi  
- M = byte totali da inviare (somma dei byte che i nodi D devono 
ricevere, compresi quelli in cache) 
- V = velocità di invio (in byte al secondo) 
- Ta = tempo autenticazione e latenza della singola comunicazione 
- B = numero blocchi distinti da inviare 
- S = dimensione in byte del singolo blocco 
 
Lo spazio occupato da una chiave SHA1 è di 20 byte (le chiavi SHA1 
sono di 160bit), la chiave viene però rappresentata da una stringa di 
esadecimali ed occupa pertanto 40 byte (questo in futuro  potrebbe 
essere ottimizzato per risparmiare spazio). 
Il pacchetto di NewJob è un pacchetto del protocollo di deployment 
della libreria che è inviato dal nodo Committente e che contiene le 
informazioni sui file da ricevere, nodi da cui prendere blocchi 
mancanti e blocchi da ricevere dal Committente. 
Il pacchetto di lookup è un pacchetto che un nodo invia ad un altro 
nodo per verificare la presenza di alcuni blocchi nella cache del nodo 
destinatario, contiene pertanto una lista di chiavi uniche e la risposta 
allo stesso sarà un pacchetto contenente la lista di chiavi inerenti i 
blocchi trovati in cache, che naturalmente è un sottoinsieme della 
lista inviata. Qui si sarebbe potuta utilizzare unottimizzazione per 
risparmiare spazio facendo in modo che il pacchetto di risposta 
contenesse non le chiavi trovate, ma una maschera di bit rispetto alla 
richiesta fatta. Si lasciano ottimizzazioni del genere a future versioni 
della libreria. 
 
Va considerato che sebbene le comunicazioni avvengano in parallelo 
queste non si concludono tutte contemporaneamente a causa di 
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piccoli ritardi casuali sulla rete (es. sporadici packet loss o 
sovraccarichi dei router) o a causa dei nodi che devono elaborare la 
risposta e che eseguono anche altre applicazioni estranee alla libreria.  
Statisticamente questi ritardi tendono ad aumentare con laumentare 
del numero di nodi da contattare e nella nostra formula di stima si è 
modellato questo ritardo ipotizzando che ogni nodo in più da 
contattare in più in parallelo causi mediamente un decimo di secondo 
di ritardo in più. 
Da ricerche fatte si è visto che un modello analitico che calcoli 
esattamente questi ritardi non esiste in quanto i pacchetti 
attraversano sottoreti eterogenee (per ampiezza di banda, latenza, 
affidabilità) e quindi fuori dal controllo di chi invia; il problema 
diventa pertanto un problema di tipo combinatorio/probabilistico la 
cui formalizzazione esula dagli scopi di questa tesi. 
 
La dimensione di un pacchetto di NewJob dipende da: 
- spazio utilizzato per indicare le chiavi dei blocchi da ricevere per 
ricostruire ogni file = M/SD * 40 
- spazio per indicare le chiavi dei blocchi unici da ricevere dagli altri 
nodi: B * (40+4) / D [4 byte per id nodo] 
- spazio occupato dai blocchi che il committente deve inviare: BS/D * 
P(x) (si ipotizza che il committente invii solo i blocchi distinti, gli altri 
verranno scambiati in modo distribuito) 
 
Il tempo di trasmissione di un pacchetto di New Job è pertanto  
1/V * [40 * M/SD + 44 * B/D + BS/D * P(x)] + 1/10 = 
1/DV * [40 * M/S + 44 * B + BS * P(x)] + 1/10 
 
Il costo della lookup verso il singolo nodo è dato dal tempo impiegato 
ad inviare il pacchetto stesso di lookup più il tempo impiegato a 
leggerne la risposta (si considera nullo il tempo di verifica di presenza 
chiavi in Cache tramite il veloce hash associativo):  
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 Spazio occupato dalle chiavi dei blocchi distinti di cui si vuole 
fare la lookup = B * 40 
 Spazio occupato dalle chiavi sopra menzionate e trovate in 
cache = B * 40 * p  
Il tempo di trasmissione di un pacchetto di lookup è pertanto =  
(40 * B) * (1 + p) / V + 1/10 
 
Nel caso delle politiche 2 e 3 va però considerato che i blocchi non 
inviati dal committente, in quanto trovati nelle cache dei nodi grazie 
alla lookup, vanno comunque scambiati tra i nodi. Pertanto al tempo 
di lookup e di invio dei messaggi di NewJob va aggiunto anche 
questo. Lo spazio occupato dalle chiavi trovate nelle cache di x nodi è 
pari a B * S * (1- P(x)) 
Questi blocchi vengono scambiati in parallelo tra gli x nodi ad una 
velocità media di x volte V, pertanto il tempo per il loro scambio 
distribuito è (va sommato anche lapporto di eventuali ritardi nel 
contattare x nodi): B * S * (1 - P(x)) * 1 / (x * V) + x / 10  
 
- Costo Politica 1 (x=0, P(0) = 1) =  
Ta + Costo pacchetti new job =  
Ta + D * 1 / DV * [40 * M/S + 44 * B + BS * P(0)] + D/10 = 
Ta + 1/V * [40 * M/S + 44 * B + BS] + D/10 
 
- Costo Politica 2 (x=D) =  
Ta + CostoLookup + Ta + Costo pacchetti new job + Costo scambio 
distribuito blocchi trovati in cache =  
Ta + D * (40 * B) * (1 + p) / V + D/10 + Ta + D * 1/DV * 
[40 * M/S + 44 * B + BS * P(D)] + D/10 + B * S * (1- P(D)) 
* 1 / (D * V) + D/10 = 
2 * Ta + D/V * (40 * B) * (1 + p) + 2*D/10 + 1/V * [40 * 
M/S + 44 * B + BS * P(D)] + B * S * (1- P(D)) * 1 / (D * V) 
+ D/10 
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- Costo Politica 3 (x=N) =  
Ta + Costo lookup + Ta + Costo pacchetti new job =  
Ta + N * (40 * B) * (1 + p) / V + N/10 + Ta + D * 1/DV * 
[40 * M/S + 44 * B + BS * P(N)] + D/10 + B * S * (1- P(N)) 
* 1 / (N * V) + N/10= 
2 * Ta + N/V * (40 * B) * (1 + p) + (N+D)/10 + 1/V * [40 * 
M/S + 44 * B + BS * P(N)] + B * S * (1- P(N)) * 1 / (N * V) 
+ N/10 
 
La scelta su quale politica utilizzare verterà quindi su quella che stima 
un tempo di completamento inferiore.  
Si sono fatte anche delle prove sperimentali per mettere in mostra i 
risultati di queste scelte in base alla quantità di dati da inviare e al 
numero di nodi destinatari e totali della griglia. 
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Fig. 4.3 
Nel grafico sono riportate le curve relative ai tempi stimati per il deployment  
con ognuna delle tre politiche di lookup al variare della quantità di dati da 
trasmettere ad ogni nodo. Il test si riferisce al deployment a 10 nodi 
destinatari (D=10) in una griglia composta da 20 rappresentanti (N=20) e 
con probabilità di hit nella cache del singolo nodo dell1%.  
 125
Tempi Politiche: D=50, N=100, Prob Hit = 1%
10
30
50
70
90
110
130
5 20 35 50 65 80 95 110 125 140
Megabyte per Nodo
Se
co
nd
i Pol. 1
Pol. 2
Pol. 3
 
Fig. 4.4 
Nel grafico sono riportate le curve relative ai tempi stimati per il deployment  
con ognuna delle tre politiche di lookup al variare della quantità di dati da 
trasmettere ad ogni nodo. Il test si riferisce al deployment a 50 nodi 
destinatari (D=50) in una griglia composta da 100 rappresentanti (N=100) 
e con probabilità di hit nella cache del singolo nodo dell1%. 
 
Come si può notare dai grafici in una prima fase iniziale con pochi dati 
da inviare è sempre più conveniente la politica numero 1 che non 
paga loverhead della lookup. Appena però i dati iniziano ad 
aumentare diventa più conveniente la politica numero 2 e 
immediatamente dopo la politica numero 3. In generale si è visto che 
le politiche statisticamente più utilizzate sono la 1 e la 3, la numero 2 
viene utilizzata solo in pochi casi dato che il tempo per fare la lookup 
è poco dipendente dal numero di nodi a cui la si fa.  Infatti le quantità 
di dati scambiati sono poche dato che vengono trasmessi in rete solo 
chiavi SHA1 e indici di nodi ed inoltre tutte le richieste di lookup 
vengono inviate in parallelo abbattendo il problema della latenza.  
Due fattori determinanti che favoriscono lutilizzo della politica 3 sulla 
1 o la 2 sono il numero di nodi totali e la probabilità di hit in cache. 
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Infatti allaumentare del numero di nodi la probabilità di non trovare 
dei blocchi nelle cache decresce in modo esponenziale: P(x) = (1-p)x 
e in generale il Committente invia solo i blocchi non presenti nelle 
Cache dei nodi. 
Infatti confrontando le figure 4.3 e 4.4 si nota come il divario dei 
tempi aumenta molto più velocemente nella figura 4.4 in quanto in 
tale test il numero dei nodi non destinatari è 50 in più dei destinatari, 
contro 10 del test di cui in figura 4.3 
 
4.3.2 - Stima della probabilità di Hit in Cache 
Nelle due figure successive è ripetuto il test della figura 4.3 ma con 
probabilità di hit in cache rispettivamente del 3% e 10% anziché 1%. 
Le due stime possono modellare efficacemente il caso in cui 
avvengano due deployment consecutivi con parte di dati in comune.  
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Fig. 4.5 
Nel grafico sono riportate le curve relative ai tempi stimati per il deployment  
con ognuna delle tre politiche di lookup al variare della quantità di dati da 
trasmettere ad ogni nodo. Il test si riferisce al deployment a 10 nodi 
destinatari (D=10) in una griglia composta da 20 rappresentanti (N=20) e 
con probabilità di hit nella cache del singolo nodo del 3%. 
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Come si noterà subito le curve divergono molto più velocemente e il 
punto quasi comune di intersezione è passato da 40 MB a 15 MB; si 
può vedere inoltre che le stime dei tempi di completamento si sono 
abbassate grazie alla possibilità di effettuare un deployment 
maggiormente distribuito e al contempo risparmiare linvio di dati in 
rete. Questo sta ad indicare che tale probabilità di Hit in cache è uno 
dei fattori in assoluto più determinanti nella scelta delle politiche e 
nella pratica anche uno dei più difficilmente predicibili. 
 
Dalla figura 4.6 si fornisce ulteriore evidenza dellamplificazione degli 
effetti sopra indicati allaumentare della probabilità di Hit in cache. Si 
fa inoltre notare come le curve della politiche 2 e 3 diventino ancora 
più piatte in quanto la distribuzione con più dati già presenti in cache 
coinvolge in parallelo un numero maggiore di nodi. 
 
Tempi Politiche: D=10, N=20, Prob Hit = 10%
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Fig. 4.6 
Nel grafico sono riportate le curve relative ai tempi stimati per il deployment  
con ognuna delle tre politiche di lookup al variare della quantità di dati da 
trasmettere ad ogni nodo. Il test si riferisce al deployment a 10 nodi 
destinatari (D=10) in una griglia composta da 20 rappresentanti (N=20) e 
con probabilità di hit nella cache del singolo nodo del 10%. 
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Vista limportanza di una buona approssimazione del reale valore 
della probabilità di hit in cache abbiamo studiato dei meccanismi di 
predizione di hit che dessero risultati migliori rispetto allutilizzo di 
una probabilità di default. 
In particolare il meccanismo implementato si basa sulla cronologia dei 
precedenti deployment effettuati. 
Il Committente mantiene una history di tutti i blocchi elaborati e ad 
ogni invio la probabilità di hit in cache viene calcolata come il 
rapporto tra il numero di blocchi da inviare e il numero di blocchi già 
inviati con la stessa chiave. Nel processo di calcolo viene inoltre 
introdotto anche un abbattimento che tiene conto del tempo trascorso 
dallultimo invio del blocco: più questo tempo aumenta, minore è la 
probabilità di ritrovare tale blocco in una della cache. Nel caso non vi 
sia una history di precedenti invii viene utilizzato un valore di default 
stimato empiricamente a priori. 
Per ulteriori dettagli fare riferimento al capitolo dellimplementazione 
[par. 5.2.32] dove è discusso il metodo scegliPoliticaLookUp della  
classe PoliticheInvio. 
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4.3.3 - Conclusioni 
In questo capitolo abbiamo presentato lo studio del problema 
dellinvio dei blocchi dal Committente ai nodi Rappresentanti sulla 
griglia (par. 4.1). La scelta di come effettuare lassociazione ottimale 
dei blocchi, ovvero il calcolo dello schema di distribuzione, è risultata 
essere un problema NP-Hard.  
Si è pertanto elaborata uneuristica (par. 4.2) che ci ha permesso di 
ottenere delle performance che durante i test si sono rivelate essere 
molto buone (vedere test del gruppo A, par. 6.3.1).  
Si sono poi analizzate le tre politiche di invio dei blocchi (par. 4.3) 
che in base ai dati di input decidono se e in che modalità interrogare 
le cache dei nodi. 
Nellultima parte del capitolo (par. 4.3.1) si è infine analizzata una 
tecnica per prevedere la probabilità di Hit in Cache grazie ad una 
history dei precedenti deployment; questa tecnica è risultata 
particolarmente utile per rendere più efficace la fase di scelta delle 
politiche di lookup. 
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Cap. 5 - Implementazione 
 
In questo capitolo presenteremo i dettagli di implementazione della 
libreria. 
Saranno descritte tutte le classi implementate, le strutture dati 
utilizzate e verranno approfondite le tecniche che ci hanno permesso 
di ottenere migliori performance. 
La libreria è stata realizzata in Java per ottenere un codice portabile e 
per poterlo eseguire in un ambiente eterogeneo come quello della 
griglia, di solito costituita di un numero molto grande di host con 
architetture diverse.  
Il fatto che Java non sia un linguaggio molto performante non è un 
fattore eccessivamente limitante per la libreria sviluppata in quanto la 
maggior parte delle operazioni sono I/O bound. Per quelle CPU bound 
si sono implementate numerose ottimizzazioni che garantiscono 
comunque delle buone performance. 
La libreria è stata implementata sulla base degli studi effettuati in 
fase di rassegna e progettazione. Questi hanno portato alla 
realizzazione delleuristica e a varie tecniche di ottimizzazione che 
sono discusse in questo capitolo. Sebbene non strettamente necessari 
si sono comunque voluti implementare anche dei moduli aggiuntivi da 
estendere eventualmente in future release. Si sono ad esempio 
sviluppati un modulo per gestire la cache (Cache.java), un modulo 
per interagire con la shell (SessioneInterattiva.java) e un modulo per 
importare con XML i dati di deployment e degli host. 
La libreria attualmente rileva le possibili situazioni di errore relative 
ad input errati e a problemi di rete sia per avvertire lutente che per 
agevolare in futuro la realizzazione di una versione maggiormente 
fault tolerant.  
Durante lo sviluppo della libreria si è posta lenfasi maggiore 
allimplementazione di un efficace algoritmo di deployment con buone 
performance piuttosto che allapprofondimento di altre problematiche 
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che potrebbero eventualmente essere oggetto di altre tesi come ad 
esempio la fault tolerance, meccanismi avanzati di sicurezza, 
accounting, etc. 
La libreria si avvale delle caratteristiche Object Oriented del 
linguaggio Java ed è stata scritta in modo da agevolare eventuali 
modifiche ed estensioni dei moduli esistenti. Ad esempio è possibile 
utilizzare più protocolli di comunicazione tra gli host, eventualmente 
eterogenei; quello da noi sviluppato è relativo al protocollo TCP. 
Limplementazione di ulteriori protocolli richiede semplicemente la 
creazione di una classe server specifica e la realizzazione del metodo 
opportuno per linvio dei dati in rete lasciando inalterato il resto dei 
moduli e delle strutture dati. 
Limplementazione della libreria ha richiesto un impegno circa pari a 
quello della progettazione teorica; sono state sviluppate 44 classi per 
un totale di circa 5.100 righe di codice (al netto di righe vuote e 
commenti). Nel paragrafo 5.2 è possibile avere un dettaglio esatto 
delle metriche del codice per ogni classe. 
La classe che ha richiesto più tempo per lo sviluppo, test e debugging 
è stata la classe PoliticheInvio in quanto implementa sia leuristica per 
il calcolo dello schema di Deployment sia le politiche di lookup. 
 
5.1  Particolari soluzioni implementate 
 
Di seguito illustriamo alcune soluzioni e scelte tecniche di particolare 
rilievo che sono state implementate nella realizzazione della libreria. 
 
- Ogni nodo Rappresentante che partecipa al processo di 
deployment è in grado di ricevere messaggi dagli altri nodi secondo le 
modalità indicate nel file di topologia della rete; in tale file sono 
indicati lid univoco allinterno della rete, il protocollo di 
comunicazione da utilizzare cosi come anche i parametri per avviare 
un eventuale server (es. indirizzo per il bind e porta di ascolto). Ogni 
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Rappresentante è un nodo permanente della griglia costantemente in 
grado di ricevere, elaborare messaggi e rispondere agli altri nodi 
(Committenti e Rappresentanti) della griglia. 
 
- Il Committente è un nodo non permanente della griglia, non ha 
un id univoco di rete e resta agganciato alla griglia per la sola durata 
della sessione di deployment. 
La libreria consente e gestisce correttamente lesecuzione in 
contemporanea di più Committenti i quali possono effettuare 
deployment in parallelo. 
 
- Ogni nodo (Committente o Rappresentante) ha una sua cache 
suddivisa in due partizioni logiche e fisiche: Cache Memory e Cache 
Disk. Ad ognuna viene assegnato un limite di utilizzo; la Cache Disk 
viene utilizzata solo se la Cache Memory è piena; nel caso in cui 
anche la Cache Disk si riempia viene lanciata uneccezione. 
Un apposito metodo si occupa di effettuare lottimizzazione della 
cache (spostando blocchi tra le due partizioni) a intervalli regolari di 
tempo quando la macchina è idle o non effettua operazioni cpu-
intensive. 
La cache rende disponibili le classiche operazioni di get, put e test per 
lavorare con i blocchi, ma fornisce anche ulteriori metodi per lavorare 
(leggere / scrivere) direttamente con blocchi su stream e per 
effettuare delle get condizionali con timeout di una serie di chiavi (es. 
metodo waitForAny).  
La cache prevede inoltre dei meccanismi di locking per una più 
efficiente gestione delle fasi del deployment. 
 
-  Ogni nodo elabora i file (per la creazione dei blocchi o per la 
loro ricostruzione) con un pool di Thread per migliorare le 
performance di tali operazioni. La gestione di tali thread avviene però 
attraverso dei particolari metodi che grazie a dei semafori non 
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consentono  lesecuzione in parallelo di un numero eccessivo (in base 
alle capacità della macchina) di Thread che penalizzerebbero le 
prestazioni. 
 
- Il modello delle comunicazioni prevede lutilizzo di una sola 
primitiva di base, la primitiva Send. Tale primitiva, implementata dal 
metodo Send della classe Nodo, consente di inviare dei messaggi di 
qualunque tipo a qualsiasi nodo e di ricevere una risposta. Tale 
primitiva accetta come parametri solo lid del nodo destinatario e il 
messaggio da inviare e ritorna un messaggio di risposta. Questa 
primitiva ad alto livello è di tipo logico e si occupa di richiamare 
lapposita primitiva di basso livello implementata per contattare il 
particolare tipo di nodo a cui viene inviato il messaggio. Tale modello 
consente lutilizzo di più protocolli in contemporanea e consente di 
dissociare la parte logica dellapplicazione da quella fisica per linvio e 
ricezione di dati in rete. Laggiunta di nuovi protocolli di 
comunicazione alla libreria richiede la scrittura di poche righe di 
codice che si preoccupano semplicemente di creare gli stream di 
lettura/scrittura dai canali di comunicazione. 
 
- Per agevolare la gestione delle comunicazioni è stata realizzata 
la classe AsyncSendManager che si occupa di gestire in modo 
asincrono più comunicazioni in parallelo. Tale classe implementa 
anche delle primitive di broadcast e consente di testare la 
terminazione di tutte o solo alcune Send in esecuzione. 
AsyncSendManager consente anche di limitare il numero massimo di 
comunicazioni in esecuzione contemporaneamente con degli appositi 
meccanismi asincroni di wait/signal. Ciò al fine di non superare le 
risorse fisiche della macchina e per ottimizzare le fasi di deployment 
gestendo e ripartendo meglio la banda disponibile. 
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- Due ottimizzazioni che hanno prodotto ottimi risultati sono state 
la possibilità di creare blocchi compressi a partire da stream non 
compressi di dati e in modo complementare creare file decompressi a 
partire da una serie di blocchi compressi, tutto ciò senza creare file 
temporanei di appoggio. Ciò è avvenuto estendendo le classi 
InputStream e OutputStream rispettivamente con BlockInputStream 
e BlockOutputStream.  
Evitare la creazione di un file temporaneo dappoggio ha consentito di 
eliminare la creazione di pesanti file di swapping della memoria e di 
risparmiare delle letture/scritture aggiuntive da disco (entrambe 
operazioni molto costose in termini di tempo e risorse). 
BlockInputStream simula uno stream continuo a partire da una serie 
di blocchi in cache, BlockOutputStream in modo complementare crea 
dei blocchi da mettere in cache a partire da uno stream. Entrambe le 
classi sono state fondamentali nei processi di compressione e 
decompressione che operano su stream per garantire delle buone 
performance.  
 
- Una classe molto importante è PoliticaInvio dove vengono  
eseguite: la procedura di previsione della probabilità di Hit in Cache, 
le fasi di lookup e leuristica per il calcolo dello schema di 
distribuzione. Tale classe si occupa poi anche di creare i messaggi di 
NewJob per lavvio del deployment. In tale classe sono state 
implementate molte ottimizzazioni per migliorare le performance in 
particolar modo delleuristica. Ad esempio larray delle celle della 
matrice è mantenuto ordinato in tempo logaritmico (anziché NlogN) 
tra ogni step delleuristica; sono utilizzati molti hash per abbattere i 
costi di ricerca di oggetti e varie altre tecniche descritte in seguito. 
 
- Unottimizzazione che ha consentito di sfruttare molto più 
efficacemente la rete è quella di aver inserito nei messaggi di NewJob 
tutte le informazioni per recuperare i blocchi dagli altri nodi allinizio 
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del messaggio e prima dei blocchi inviati dal committente (che 
occupano la parte preponderante del messaggio). Ciò consente ai 
nodi che iniziano a ricevere il messaggio di tipo MsgRequest_NewJob 
di poter avviare immediatamente, tramite lAsyncSendManager, le 
richieste dei blocchi mancanti agli altri nodi. In tal modo mentre si 
continua la lettura dei blocchi inviati dal committente nel messaggio 
di NewJob è possibile contemporaneamente in modo asincrono 
sfruttare il massimo numero possibile di link in rete ricevendo blocchi 
dagli altri nodi. Questi vengono ricevuti man mano che si rendono 
disponibili, eventualmente non nellordine della richiesta, grazie anche 
alla primitiva waitForAny di lettura dei blocchi dalla Cache. 
 
- Le classi comparatorMolteplicita e comparatorPriorita 
consentono di ottimizzare ulteriormente linvio dei dati da parte del 
Committente. 
comparatorMolteplicita consente di inviare prima i blocchi che devono 
essere ridistribuiti a più rappresentanti che quindi possono far partire 
prima in parallelo su più link un maggior numero di richieste pendenti 
in attesa. 
comparatorPriorita consente di ordinare i messaggi da inviare da 
parte del Committente secondo un priorità che favorisce i messaggi 
che contengono più blocchi ad alta molteplicità (richiesti da più nodi). 
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5.2 - Descrizione delle classi 
Nel seguente diagramma sono rappresentate le classi principali 
implementate per la realizzazione della libreria ed evidenziate le 
principali interazioni tra le stesse. 
 
 
 
 
 
Fig. 5.1- Diagramma delle classi 
In questa figura sono illustrate le classi principali della libreria e le loro 
relazioni. 
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Nella figura 5.2 sono poi rappresentate altre classi di supporto 
utilizzate nella libreria: 
 
 
 
Fig. 5.2 - Classi di Supporto 
Nella figura 5.2.sono illustrate le classi di supporto della libreria e le loro 
relazioni. 
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Metriche del Codice 
Nella tabella successiva è mostrato il numero di righe di codice per 
ogni classe della libreria: 
Nome della Classe Java 
Righe di 
Codice 
Commenti 
e righe 
vuote 
Righe 
Totali: 
AsyncSendManager 155 79 234 
BlocchiDaRicevere 26 6 32 
BlockInputStream 71 30 101 
BlockOutputStream 69 30 99 
Cache 402 227 629 
CacheElement 81 32 113 
CacheOptimizerThread 19 16 35 
CellaMatriceNodi 93 40 133 
CommInfo 143 79 222 
Committente 231 123 354 
ComparatorMolteplicita 18 7 25 
ComparatorPriorita 16 6 22 
Costanti 16 52 68 
ElaboraFile 261 135 396 
EseguiCommittente 32 46 78 
EseguiRappresentante 57 19 76 
EseguiRappresentanteLocale 43 20 63 
FileDaInviare 138 64 202 
HashtableIntVector 66 26 92 
InfoBlocco 26 11 37 
MatriceNodi 460 226 686 
MsgClientThread 59 21 80 
MsgRequest 10 6 16 
MsgRequest_BlockRequest 31 9 40 
MsgRequest_BlockUnlock 30 8 38 
MsgRequest_Command 19 8 27 
MsgRequest_NewJob 124 97 221 
MsgRequest_QueryFingerprints 29 10 39 
MsgRequest_UpdateTopologiaRete 33 21 54 
MsgResponse 7 6 13 
MsgResponseAsync 64 32 96 
MsgResponse_BlockRequest 38 21 59 
MsgResponse_Info 19 7 26 
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MsgResponse_QueryFingerprints 37 15 52 
MsgServer 30 12 42 
MsgServerTcp 66 33 99 
Nodo 260 130 390 
NodoVirtuale 35 16 51 
ParserFileInput 182 113 295 
PoliticheInvio 481 365 846 
Rappresentante 145 102 247 
Semaforo 21 26 47 
SessioneInterattiva 806 365 1171 
testPolitiche 142 102 244 
[Totale] (Numero di Classi = 44): 5091 2799 7890 
 
Procediamo con la descrizione dettagliata delle classi realizzate e del 
loro utilizzo nella libreria. 
 
5.2.1 - Classe Nodo 
La classe Nodo è la classe astratta che implementa i metodi e le 
strutture dati di base comuni a tutti i nodi della griglia, siano essi 
Committenti o Rappresentanti. E una delle classi principali della 
libreria in quanto implementa il funzionamento dei due soggetti 
primari coinvolti nel deployment. Si è riuscito a raccogliere quasi tutte 
le azioni, caratteristiche e comportamenti di Committenti e 
Rappresentanti in questunica classe agevolando moltissimo lo 
sviluppo e il debugging, nonché la logica dellapplicazione. La 
principale differenza tra Committente e Rappresentante è data dal 
fatto che il Committente è un nodo non permanente della griglia e 
che quindi si aggancia alla stessa per la sola durata della sessione di 
deployment (che può eventualmente coinvolgere più deployment 
successivi). Per tale motivo le informazioni per comunicare con il 
Committente non sono incluse nel file XML che descrive la topologia 
della griglia e per lo stesso motivo il Committente non ha alcun 
idNodo (proprio perché temporaneo).  
In ogni momento pertanto un Committente può contattare un 
qualsiasi Rappresentante, mentre il viceversa può succedere solo 
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dopo che il Rappresentante ha ricevuto un nuovo messaggio di inizio 
deployment (NewJob) con anche le informazioni per contattare il 
Committente. Alla ricezione di tale messaggio il Rappresentante 
mantiene delle strutture dati in memoria che gli consentono di 
contattare tutti i nodi coinvolti nel deployment e quindi anche il 
Committente. 
Ogni rappresentante può gestire in parallelo più deployment da parte 
di uno o più Committenti. 
 
Tra le strutture dati più importanti della classe Nodo troviamo:  
 cacheBlocchi (tipo Cache): la cache contenente i blocchi dei file 
 commInfo (tipo CommInfo): le informazioni di rete necessarie 
per essere contattati 
 msgServer (tipo MsgServer): il server di Ascolto per la ricezione 
dei messaggi dagli altri nodi 
 hashNodi: una struttura dati ad accesso veloce (Hashtable) con 
chiave idNodo contenente oggetti di tipo NodoVirtuale utilizzati 
per linvio dei messaggi al nodo associato alla chiave.  
 semaforoThread (tipo Semaforo): un semaforo utilizzato per 
limitare in base al numero di CPU dellhost il numero massimo 
di thread che elaborano file e blocchi in parallelo. 
 doingCpuIntensiveTasks: nellattuale implementazione tale 
variabile viene settata solo dal nodo Committente quando si è 
in fasi di calcolo che richiedono utilizzo intensivo della CPU 
come ad esempio quando è in esecuzione lalgoritmo di 
ottimizzazione e distribuzione dei blocchi. Viene testata 
dallalgoritmo di ottimizzazione della cache per far si che entri 
in funzione senza sottrarre risorse di calcolo più importanti per 
altri task. 
 
Tra i metodi principali della classe Nodo troviamo:  
 setup: effettua tutte le operazioni per lo start-up del nodo come 
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la creazione delle cartelle dei blocchi temporanei, lallocazione 
della cache (previa verifica della possibilità di allocare lo spazio 
richiesto in memoria), la lettura delle informazioni sugli altri 
nodi della Griglia tramite il parsing di un apposito file XML e 
infine lavvio del server di ascolto dei messaggi. 
 startMsgServer: effettua lavvio del server di ascolto dei 
messaggi. In base al protocollo utilizzato dal nodo viene avviato 
un server ad hoc che si occupa di gestire quel tipo di messaggi; 
nella libreria viene ad esempio fornita limplementazione di un 
server TCP. Laggiunta di nuovi server richiede semplicemente 
laggiunta di una riga di codice in startMsgServer e 
limplementazione del server estendendo la classe astratta 
MsgServer. 
 send: effettua linvio di un messaggio ad un nodo in modalità 
bloccante. A partire dallid del nodo si recupera da hashNodi 
loggetto di tipo NodoVirtuale ad esso associato. 
Successivamente linvio del messaggio avviene invocando il 
metodo send di tale oggetto. Al completamento della richiesta 
viene ritornato loggetto di tipo MsgResponse. 
 asyncSend: il funzionamento è come quello del metodo send 
ma in modalità non bloccante. Subito dopo aver invocato il 
metodo viene ritornato un oggetto di tipo MsgResponseAsync e 
lesecuzione della send prosegue in parallelo. In qualsiasi 
momento è possibile testare il completamento delloperazione e 
recuperare il messaggio di risposta MsgResponse o leventuale 
eccezione catturata.  
 broadcast: effettua linvio del messaggio specificato in modalità 
bloccante a tutti i nodi conosciuti della rete tramite lapposito 
metodo della classe AsyncSendManager 
 elaboraMsg: questo è un metodo astratto che richiede 
implementazioni ad hoc nelle sottoclassi Committente e 
Rappresentante. 
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 richiediThread / rilasciaThread: metodi utilizzati per richiedere 
lattivazione di un nuovo Thread (o il rilascio di quello utilizzato) 
per effettuare lelaborazione di un file limitando il numero 
massimo di Thread utilizzabili. La limitazione viene impostata 
prendendo in considerazione il numero di CPU del sistema per 
evitare in tal modo un eccessivo numero di context switch. I 
due metodi non fanno altro che fare la P e la V sul semaforo 
inizializzato al limite appena discusso. 
 setFileRimanentiDaProcessare / segnalaFineElaborazioneFile / 
attendiFineElaborazioneFiles: metodi utilizzati per effettuare in 
parallelo lelaborazione di più file e testarne poi il 
completamento. 
 elaboraComandiComuni: metodo utilizzato per la gestione dei 
messaggi di tipo Command che invocano lesecuzione di 
comandi remoti comuni sia al Committente che al 
Rappresentante. 
 elaborazioneCpuIntensiveInCorso: metodo utilizzato per 
verificare se il sistema sta sfruttando intensamente la/le CPU. 
Non esistendo un metodo portabile in Java per avere dati quali 
la percentuale di CPU utilizzata oppure il carico di sistema 
istantaneo viene utilizzato un espediente che approssima 
questo stato in base alle risorse utilizzate dai thread della 
libreria. In particolare tale metodo ritorna true se il numero di 
thread in esecuzione per lelaborazione dei file (calcolo blocchi, 
calcolo chiavi SHA1, compressione blocchi, ricostruzione file) è 
maggiore di un numero predeterminato (es. una percentuale 
del numero massimo di thread consentiti) oppure se la variabile 
doingCpuIntensiveTasks della classe Nodo ha valore true.  
Questo metodo viene utilizzato in particolare dal metodo di 
ottimizzazione della Cache che testa appunto se ci sono 
operazioni in corso che richiedono molta cpu; in tal caso evita di 
effettuare lo spostamento di blocchi da Cache Disk a Cache 
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Memory. 
 
5.2.2 - Classe Committente 
Committente è la sottoclasse della classe astratta Nodo che aggiunge 
le strutture dati e metodi necessari a quello che è il principale 
soggetto del deployment. Analizzate le differenze e punti in comune 
con il Rappresentante elenchiamo qui le strutture dati principali del 
Committente: 
 listaFile: larray dei file (oggetti di tipo FileDaInviare) schedulati 
per il deployment 
 historyBlocchiElaborati: lhash contenente lultima data di 
accesso ad ogni blocco inviato dal committente in precedenti 
deployment. E una ottimizzazione utilizzata per calcolare una 
più accurata probabilità di hit in cache nella eventuale fase di 
Lookup delle cache dei nodi. Tale probabilità di hit tiene conto 
del tempo trascorso dallultimo eventuale invio del blocco: 
maggiore è il tempo e minore sono le possibilità di continuare a 
trovare tale blocco in una cache [par. 4.3.2]. 
 
Tra i metodi più importanti della classe Committente troviamo:  
 addFileToSend: aggiunge un file alla lista dei file da inviare 
specificando i nodi destinatari ed effettuando una preventiva 
verifica per controllare che il file esista e sia leggibile e per 
verificare inoltre che le informazioni per contattare i destinatari 
siano disponibili. 
 creaBlocchi: per prima cosa ripulisce la directory dei file 
temporanei, poi per ogni file di cui fare il deployment (un 
oggetto della classe FileDaInviare) invoca la funzione 
creaBlocchi che avvia un apposito thread di calcolo. La funzione 
chiamante, tramite lapposito meccanismo col semaforo prima 
descritto, evita che vi siano in esecuzione più di un numero 
precalcolato di thread.  Dopo lelaborazione di tutti i file viene 
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restituito lesito positivo o negativo delloperazione. 
 elaboraMsg: questo metodo implementa lunico metodo astratto 
della superclasse Nodo e si occupa della gestione dei messaggi 
che il Committente può ricevere. Tali messaggi sono ricevuti dal 
server di ricezione (oggetto di tipo MsgServer) che dopo aver 
lanciato un apposito thread per la loro gestione (oggetto di tipo 
MsgClientThread) chiama la qui descritta funzione elaboraMsg.  
I tipi di messaggi ricevibili dal Committente sono: 
o MsgRequest_Command: messaggio utilizzato per il debug 
e/o future estensioni. Contiene allinterno il nome di un 
comando da eseguire sul Committente e il cui 
esito/output viene ritornato nella risposta. 
o MsgRequest_BlockRequest: messaggio di richiesta blocchi 
a partire dalla lista di chiavi specificata. Il Committente 
riceve questo tipo di messaggio solo nel caso in cui un 
Rappresentante abbia riscontrato errori nella ricezione di 
blocchi da altri Nodi. 
 deploy: si occupa di effettuare il deployment dei file ai nodi 
specificati. Innanzitutto invoca la funzione creaBlocchi sopra 
descritta; successivamente crea un oggetto di tipo 
PoliticheInvio che si  occupa di verificare se effettuare o meno 
la lookup (ed eventualmente in che modo) delle chiavi dei 
blocchi facenti parti dei file da inviare. 
Successivamente loggetto di tipo PoliticheInvio calcola uno 
schema di deployment dei file tramite leuristica (cap. 4). 
Successivamente si invia ad ogni destinatario un messaggio di 
NewJob con le informazioni per ricevere tutti i blocchi seguendo 
le specifiche dello schema calcolato. I messaggi di NewJob 
vengono inviati in base a delle priorità descritte in seguito e non 
tutti in parallelo, ma a gruppi di dimensione prefissata; 
entrambi gli espedienti servono per abbassare la latenza di 
completamento del deployment, obiettivo principale della 
 145
libreria. Dopo di ciò si attende il completamento del 
deployment, si raccolgono eventuali eccezioni lanciate dai 
Rappresentanti ed infine si effettua lunlock distribuito dei 
blocchi messi precedentemente in stato di lock. Come ultima 
operazione si aggiorna la struttura dati historyBlocchiElaborati 
che, come descritto in precedenza, è utilizzata per calcolare 
probabilità più accurate di hit in cache delle lookup. 
 
5.2.3 - Classe Rappresentante 
Rappresentante è laltra classe, oltre a Committente, che implementa 
la classe astratta Nodo. Rispetto a questultima non viene aggiunta 
alcuna ulteriore struttura dati; viene implementato solo il metodo 
astratto elaboraMsg. Tale metodo si preoccupa di gestire tutti i 
messaggi (MsgRequest) ricevuti dal server (MsgServer) e fornire il 
messaggio di risposta (MsgResponse). 
I tipi di messaggi ricevibili dal Rappresentante sono: 
 MsgRequest_NewJob: viene ricevuto quando il Committente 
invoca un deployment; il Rappresentante in tale messaggio 
riceve tutte le informazioni per ricostruire i file che dovrà 
ricevere.  
Il Rappresentante dopo aver letto gli eventuali blocchi ricevuti 
dal Committente attende il completamento delle richieste 
asincrone di blocchi fatti agli altri nodi durante la lettura da 
stream del messaggio di NewJob (per approfondimenti su tale 
messaggio leggere lapposita descrizione della classe). 
Successivamente viene verificato tramite il metodo 
getListaBlocchiMancanti la presenza (in cache) di tutti i blocchi 
necessari per la ricostruzione dei file oggetto del deployment. 
Nel caso in cui manchino dei blocchi questi vengono richiesti 
direttamente al Committente.  
Successivamente si passa alla ricostruzione dei file (metodo 
ricostruisciFile delloggetto di tipo FileDaInviare) con verifica dei 
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checksum. La ricostruzione avviene utilizzando un numero 
massimo di thread distinti in modo da non saturare le risorse 
con un numero eccessivo di context switch. La ricostruzione di 
file a partire da blocchi compressi avviene on the fly come 
descritto nella classe ad hoc BlockInputStream [par. 5.2.30] 
senza utilizzare file temporanei di appoggio. 
Lesito delle ricostruzioni di tutti i file viene poi notificato al 
Committente come risposta al messaggio di NewJob che rimane 
in attesa durante tutte le operazioni eseguite dal 
Rappresentante. 
 MsgRequest_BlockRequest: indica una richiesta di blocchi da 
parte di un altro Nodo a partire dalla lista di chiavi specificata. 
La gestione di questo messaggio è a carico del costruttore del 
messaggio di risposta (oggetto di tipo MsgResponse). 
 MsgRequest_QueryFingerprints: indica una richiesta di verifica 
di presenza blocchi in cache da parte di un altro Nodo. La 
verifica viene fatta specificando una lista di chiavi ed 
eventualmente la richiesta di fare il lock dei blocchi. Anche la 
gestione di questo messaggio è a carico del costruttore del 
messaggio di risposta (oggetto di tipo MsgResponse). 
 MsgRequest_Command: come per il Committente questo 
messaggio viene utilizzato per debug e per consentire future 
estensioni. Al momento i comandi implementati sono 
printCacheInfo, printCacheContent, exit, resetCache e ping. 
Questi forniscono al nodo che invia il messaggio informazioni 
sulla cache del destinatario (printCacheInfo e 
printCacheContent), ne invocano la terminazione (exit), 
resettano la cache (resetCache) oppure testano il tempo di 
risposta e chiedono informazioni sullo stato (ping). 
In particolare printCacheInfo fornisce informazioni generali 
sulloccupazione della cache in memoria e su disco e sulle % di 
Hit in cache su memoria e su disco, nonché il numero di accessi 
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totali. 
printCacheContent fornisce informazioni dettagliate su tutti i 
blocchi presenti in cache tra cui: 
o Chiave SHA1 
o Blocco presente su disco o in memoria 
o Numero di lock 
o Numero di hit 
o Dimensione in byte del blocco associato 
 MsgRequest_BlockUnlock: messaggio per decrementare il 
contatore dei lock dei blocchi in cache inerenti le chiavi 
specificate. Il Rappresentante riceve questo messaggio al 
termine del deployment da parte del Committente. 
 MsgRequest_UpdateTopologiaRete: utilizzato per chiedere 
laggiornamento del file XML con le informazioni indicanti la 
nuova topologia della rete e quindi la nuova lista di nodi 
permanenti della Griglia con gli ID e i dati per comunicare con 
essi. Le informazioni contenute allinterno del nuovo file di 
topologia rete saranno utilizzate solo al riavvio del 
Rappresentante. Tale operazione non viene fatta in automatico 
dopo la ricezione del messaggio per evitare di interrompere 
altre comunicazioni in corso. 
 
5.2.4 - Classe NodoVirtuale 
La classe NodoVirtuale è unastrazione di un generico nodo della 
griglia.  
Tale classe contiene nellattuale implementazione solo un oggetto di 
tipo CommInfo utilizzato per poter contattare il nodo della griglia che 
rappresenta.  
In future versioni della libreria nella classe NodoVirtuale si potranno 
integrare altre informazioni inerenti il  nodo che possono essere utili 
per il deployment come ad esempio: laffidabilità, velocità relativa del 
link, dimensioni della cache, etc. 
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5.2.5 - Classe CommInfo 
CommInfo è una struttura dati che contiene le informazioni per 
contattare un generico nodo della griglia. 
Tra queste informazioni vi sono sempre almeno le seguenti: idNodo, 
porta, hostname e protocollo. Possono essere aggiunte ulteriori 
informazioni (es. login e password per autenticazioni, percorsi per 
accedere a file di certificati) per ulteriori protocolli che verranno 
implementati in future release della libreria. 
I nodi della griglia per contattare gli altri host non utilizzano 
direttamente loggetto CommInfo ma invocano il metodo send del 
nodo stesso con due parametri: lidNodo destinatario e il messaggio 
da recapitargli. Grazie allidNodo si recupera prima loggetto di tipo 
NodoVirtuale e poi si invoca la funzione send delloggetto commInfo 
(di tipo CommInfo) passandogli come parametro il messaggio da 
recapitare.  
Implementando la vera send (quella che fisicamente invia il 
messaggio) nella classe CommInfo e non nella classe Nodo consente 
di astrarre il modello di comunicazione utilizzato ed utilizzare ununica 
interfaccia che in modo trasparente consente linvio di messaggi 
utilizzando diversi protocolli (TCP, UDP, http, SOAP, FTP, XML) 
La classe CommInfo fornisce due costruttori: uno per creare un 
oggetto di tipo CommInfo a partire dai dati di rete (idNodo, porta, 
hostname e protocollo) e uno per creare loggetto a partire da una 
sua serializzazione su stream (di tipo DataInputStream).  
 
I metodi principali della classe CommInfo sono: 
 writeToStream: effettua la serializzazione su stream (di tipo 
DataOutputStream) delloggetto CommInfo in modo che possa 
poi essere ricreato dal costruttore da stream 
 send: si occupa di trovare limplementazione fisica della send in 
base al protocollo utilizzato, inviare tramite essa il messaggio di 
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tipo MsgRequest passato tra i parametri (insieme ad un 
puntatore alla cache) e restituire un messaggio di tipo 
MsgResponse. Il puntatore alla cache è indispensabile per 
consentire linvio/ricezione di blocchi direttamente in cache 
senza utilizzare strutture temporanee di appoggio che 
causerebbero evidente spreco di memoria e degradazione delle 
performance. Nel caso in cui unimplementazione fisica della 
send per il protocollo utilizzato non venga trovata viene lanciata 
uneccezione.  
 tcpSend: è la nostra implementazione della send fisica per il 
protocollo TCP. Si occupa di creare un canale fisico di 
comunicazione con il nodo destinatario e creare quindi i due 
canali logici di lettura e scrittura dallo stesso. Questi due canali 
vengono passati al metodo send generale chiamato 
sendAltoLivello che restituisce loggetto di tipo MsgResponse poi 
restituito dalla stessa tcpSend dopo aver chiuso il canale fisico 
(nel caso di tcpSend è un Socket).  
 sendAltoLivello: effettua linvio del messaggio in modo 
indipendente dal canale fisico di comunicazione e protocollo 
utilizzati. sendAltoLivello si occupa di scrivere il MsgRequest 
sullo stream di scrittura, forzare un flush, leggere la risposta 
dallo stream di lettura e quindi chiudere i due canali logici 
ritornando loggetto di tipo MsgResponse alla send fisica che 
lha chiamata. 
 
tcpSend insieme a MsgServerTcp sono gli unici due moduli 
implementati per supportare il protocollo tcp; preoccupandosi solo di 
gestire i canali fisici sono costituiti da pochissime righe di codice a 
dimostrazione della facilità con cui si possono implementare nuovi 
protocolli. Tutta la logica dellapplicazione infatti è completamente 
indipendente dai protocolli utilizzati. 
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5.2.6 - Classe Semaforo 
La classe semaforo implementa un semaforo per consentire laccesso 
a risorse condivise ad un numero massimo prefissato di thread. Il 
semaforo viene costruito specificando il massimo numero di Thread 
che possono contemporaneamente accedere alla risorsa condivisa. 
Nella classe sono implementati i metodi P e V per chiedere 
rispettivamente lacquisizione della risorsa e il rilascio della stessa.  
Nel caso in cui si effettui una P e la risorsa è già acquisita dal 
massimo numero di thread consentiti il thread corrente viene messo 
in stato di attesa passiva (wait) e messo in coda ad eventuali altri 
thread in attesa. Ad ogni rilascio della risorsa condivisa tramite una V 
viene estratto dalla coda di attesa (signal) il primo thread in attesa e 
gli si consente automaticamente lacquisizione della risorsa. 
Viene fornito anche un costruttore di default che implementa il 
classico semaforo ad accesso esclusivo, ovvero il caso particolare 
dove il massimo numero di thread che possono contemporaneamente 
usare la risorsa è 1. 
 
5.2.7 - Classe ParserFileInput 
La classe ParserFileInput è una classe con metodi statici utilizzata per 
effettuare il parsing dei file XML della topologia di rete e dei dati di 
input necessari per il deployment nel caso in cui non si utilizzi una 
sessione interattiva. 
I metodi principali di tale classe sono: 
 parseFileTopologia: Questo metodo effettua il parsing del file 
xml che contiene le informazioni necessarie per ricostruire la 
topologia della rete e poter contattare i vari nodi. Durante il 
parsing del file crea degli oggetti di tipo NodoVirtuale che 
associa al nodo tramite il metodo addNodoVirtuale. Questo 
metodo è utilizzato sia dai Committenti che dai Rappresentanti. 
 parseFileInput: Questo metodo effettua il parsing del file di 
input che contiene le associazioni tra i file e gli id dei nodi 
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destinatari (Rappresentanti) di quei file. Per ogni file viene 
richiamata la funzione addFileToSend del Committente per 
aggiungerlo alla lista dei file da inviare (metodo descritto nella 
classe Committente). 
 
5.2.8 - Classe MsgServer 
MsgServer è la classe astratta da estendere per implementare server 
di ascolto per i vari protocolli. Tali server raccolgono i messaggi diretti 
al nodo associato e li smistano agli appositi thread di tipo 
MsgClientThread. 
Le due strutture dati utilizzate da questa classe sono: 
 nodo (di tipo Nodo): utilizzato per poter accedere alla funzione 
elaboraMsg del nodo dai client (di tipo MsgClientThread) che 
gestiscono i messaggi ricevuti. 
 listaThreadClientAttivi: la lista dei thread (di tipo 
MsgClientThread ) in esecuzione. Questa lista nellattuale 
implementazione non è utilizzata ma è stata creata per 
agevolare futuri sviluppi. 
 
La  classe MsgServer non fornisce metodi di particolare rilievo in 
quanto il metodo più importante è astratto ed è il run (la classe 
estende Thread) altro metodo astratto di rilievo è 
segnalaTerminazioneThread utilizzato dal MsgServerClient per 
segnalare al server il termine dellelaborazione; gli altri metodi sono 
solo di supporto. 
 
5.2.9 - Classe MsgServerTcp 
Questa classe estende la classe astratta MsgServer ed è stata fornita 
come esempio di implementazione di protocollo TCP. La struttura dati 
principale è serverSocket oggetto di tipo ServerSocket che 
rappresenta il socket di ascolto del server. 
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Nel costruttore della classe viene creato il server TCP e ne viene fatto 
il bind utilizzando le informazioni presenti nella struttura dati 
commInfo (di tipo CommInfo) del nodo associato. I due metodi 
principali sono le implementazioni dei metodi astratti 
segnalaTerminazioneThread e run: 
 segnalaTerminazioneThread: rimuove il thread client dalla lista 
listaThreadClientAttivi e chiude inoltre il socket tcp restituito 
dalla accept che è memorizzato in una variabile generale di tipo 
Object di MsgClientThread. Tale espediente è stato utilizzato 
per rendere più generale possibile la classe MsgClientThread e 
dissociarla completamente dal protocollo di comunicazione 
utilizzato per la ricezione e linvio dei messaggi. 
 run: in questo metodo vengono raccolti i messaggi TCP ricevuti 
dal nodo; allo scadere di un timeout viene controllato se è 
necessario uscire dal ciclo infinito per effettuare una chiusura 
pulita del thread.  
Alla ricezione di una nuova connessione TCP vengono creati i 
canali di lettura e scrittura dal socket e con questi creati un 
thread di tipo MsgClientServer. Successivamente viene avviato 
il thread e aggiunto alla lista di quelli attivi. 
Alluscita del ciclo infinito di accept sul socket del server viene 
chiuso tale socket e segnalata la terminazione dello stesso 
tramite il metodo segnalaTerminazioneServer di MsgServer. 
 
5.2.10 - Classe MsgClientThread 
La classe MsgClientThread estende la classe Thread e si preoccupa di 
leggere i messaggi dalla rete, chiederne lelaborazione al nodo 
associato al server di ascolto e inviare la risposta in rete al mittente 
originario. 
Al costruttore della classe vengono passati i canali di lettura e 
scrittura (rispettivamente di tipo DataInputStream e 
DataOutputStream), un oggetto generico associato al canale fisico e 
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infine loggetto di un sottotipo di MsgServer che ha ricevuto la 
richiesta. La soluzione di usare dei canali generici di lettura e scrittura 
consente di avere una classe generale per la gestione dei messaggi e 
che non dipende dal metodo di comunicazione utilizzato. Pertanto 
indipendentemente dal sottotipo di MsgServer in uso la classe 
MsgClientThread resta completamente invariata. 
Vi è un unico metodo per questa classe ed è il metodo run eseguito 
quando il thread viene messo in esecuzione con start dal server. In 
tale metodo si legge dal canale di lettura il messaggio che è un 
sottotipo di MsgRequest; il sottotipo viene discriminato in base al 
valore del primo elemento (di tipo int) dello stream di input. 
In base al tipo di messaggio che si sta ricevendo viene chiamato 
lapposito costruttore che provvede a creare il messaggio a partire da 
un DataInputStream (nel caso in esame il canale di lettura), 
successivamente tale messaggio viene passato per lelaborazione al 
metodo elaboraMsg del nodo il quale infine ritorna un oggetto di tipo 
MsgResponse. 
Il metodo writeToStream di tale oggetto MsgResponse consente poi la 
serializzazione della risposta sul canale di scrittura / output. 
Infine viene fatto un flush del canale di scrittura e chiuso insieme a 
quello di lettura; come ultima operazione viene segnalata la 
conclusione dellelaborazione al server. 
 
5.2.11 - Classe AsyncSendManager 
La classe AsyncSendManager è utilizzata per facilitare linvio 
asincrono (in modalità non bloccante) dei messaggi.  
AsyncSendManager consente di inviare messaggi (di tipo 
MsgRequest) in modalità asincrona con una sola istruzione, di poter 
limitare il numero massimo di messaggi inviabili in parallelo e di poter 
verificare il completamento dellinvio di singoli messaggi oppure di 
tutti. 
Le strutture dati principali di AsyncSendManager sono: 
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 listaSendAsync: contiene la lista di tutti i messaggi (di tipo 
MsgResponseAsync) di cui si è richiesto linvio asincrono. 
 listaSendAsyncToStart: la coda  (FIFO) di messaggi (di tipo 
MsgResponseAsync) di cui si è richiesto linvio asincrono ma che 
non sono stati ancora inviati in quanto è stato superato il limite 
massimo di messaggi inviabili in parallelo.  
 
I metodi principali  di AsyncSendManager sono: 
 asyncSend: questa funzione si occupa di effettuare linvio delle 
send non bloccanti attraverso lutilizzo di appositi thread di tipo 
MsgResponseAsync. Dopo la creazione di tale thread viene 
verificato che il numero di send asincrone in esecuzione non 
abbia superato il limite massimo consentito, in caso positivo 
avvia il thread, in caso negativo inserisce loggetto di tipo 
MsgResponseAsync in listaSendAsyncToStart. Il metodo ritorna 
infine lidentificativo della send asincrona utilizzabile con 
getMsgResponse per avere il messaggio di risposta a fine 
completamento 
 getNumSendInCorso: ritorna il numero di send asincrone che 
sono in corso di esecuzione. 
 getNumSendRimanenti: ritorna il numero di send asincrone che 
non sono ancora completate, ovvero la somma di quelle in 
corso e quelle ancora da eseguire a causa del superamento del 
numero massimo di send in esecuzione. 
 attendiCompletamento: attende il completamento di tutte le 
send asincrone e ritorna true se tutte sono state completate 
con successo, false in caso contrario. 
 broadcast: invia un messaggio (di tipo MsgRequest) a ogni 
nodo conosciuto e attende il completamento di tutti gli invii 
ritornandone lesito. 
 asyncSendCompleted: verifica se la send asincrona identificata 
dallid specificato è completata. 
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 getMsgResponse: a partire dallid della send asincrona ritorna il 
messaggio (di tipo MsgResponse) ricevuto in risposta. Nel caso 
in cui vi sia stato un errore o la send non sia ancora completata 
lancia uneccezione. 
 segnalaCompletamento: metodo invocato dagli oggetti di tipo 
MsgResponseAsync per segnalare il completamento alloggetto 
AsyncSendManager che li ha avviati. Linvocazione di questo 
metodo avvia la prima (garantito lordine FIFO)  send in attesa 
di esecuzione, se presente. 
 setMaxNumSendInParallelo: consente di personalizzare il 
numero massimo di send in esecuzione in parallelo. La libreria 
prevede due valori di default definiti nelle costanti: uno per gli 
invii standard ed uno per gli invii dei soli messaggi di NewJob 
(più basso di quello standard per consentire la ricezione dei 
messaggi ad alta molteplicità con una latenza più bassa).  
 
5.2.12 - Classe MsgResponseAsync 
MsgResponseAsync è una classe che estende la classe Thread di Java 
e si occupa di effettuare linvio di un messaggio (di tipo MsgRequest) 
in modo asincrono. 
  
I metodo principali di questa classe sono: 
 isCompleted: ritorna true nel caso in cui linvio del messaggio 
sia stato completato e quindi è disponibile il messaggio di 
risposta di tipo MsgResponse, false in caso contrario 
 getMsgResponse: ritorna il messaggio di risposta (di tipo 
MsgResponse) nel caso in cui linvio asincrono sia stato 
completato, null in caso contrario 
 getLastException: ritorna lultima eccezione riscontrata durante 
linvio del messaggio 
MsgResponseAsync prevede due costruttori, uno per un utilizzo 
diretto ed uno per un utilizzo da parte di un oggetto di tipo 
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AsyncSendManager. Lunica differenza è che nel secondo caso viene 
invocato il metodo segnalaCompletamento delloggetto di tipo 
AsyncSendManager quando la send è stata completata. 
 
5.2.13 - Classe MsgRequest 
La classe MsgRequest è la classe astratta di base di tutti i tipi di 
messaggio di richiesta quali: MsgRequest_BlockRequest, 
MsgRequest_BlockUnlock, MsgRequest_Command, 
MsgRequest_NewJob, MsgRequest_QueryFingerprints e 
MsgRequest_UpdateTopologiaRete. 
Lunica variabile della classe è msgType che serve per discriminare il 
tipo di messaggio durante la serializzazione. 
MsgRequest ha un unico metodo astratto writeToStream che serve 
per la serializzazione del messaggio su un DataOutputStream. 
Di seguito vengono descritte le sottoclassi di tale classe. 
In generale tutti le classi di messaggi implementate nella libreria, sia 
di tipo MsgRequest che di tipo  MsgResponse hanno due costruttori: 
uno per consentire la creazione del messaggio a chi deve inviarlo ed 
unaltro per consentire a chi lha ricevuto di ricreare il messaggio a 
partire da un messaggio dello stesso tipo serializzato su stream (nella 
fattispecie un DataInputStream). Analogamente tali classi hanno un 
metodo writeToStream, per consentire a chi crea il messaggio di 
serializzarlo su stream (nella fattispecie un DataOutputStream).  
In tutti i messaggi serializzati il primo intero scritto o letto dallo 
stream serve a discriminare il tipo di messaggio ed è proprio il valore 
della variabile msgType. Tale intero viene sempre scritto dal metodo 
writeToStream delloggetto ma viene letto non dal costruttore ma dal 
thread che riceve il messaggio. Il thread dopo aver letto 
lidentificativo del messaggio chiama il costruttore relativo al tipo di 
messaggio corretto passandogli lo stream di cui ha letto solo il primo 
intero e da cui il costruttore leggerà i dati seguenti per ricostruire 
lintero messaggio. Tutti i metodi di serializzazione da/verso stream 
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utilizzano la codifica UTF8 per le stringhe in modo da garantire una 
maggiore portabilità ed interoperabilità. 
 
5.2.14 - Classe MsgRequest_BlockRequest 
La classe MsgRequest_BlockRequest è una sottoclasse della classe 
astratta MsgRequest ed è utilizzata per fare richiesta di una serie di 
blocchi ad un nodo (Committente o Rappresentante). 
Lunica struttura della classe è listaChiavi, ovvero un array (di tipo 
String) di chiavi SHA1 indicanti i blocchi da richiedere. 
MsgRequest_BlockRequest ha due costruttori: uno per creare un 
messaggio da una lista di chiavi ed uno per creare il messaggio da 
una DataInputStream.  
Il metodo principale della classe è limplementazione del metodo 
astratto writeToStream che serializza su disco il messaggio (quindi 
msgType, il numero di chiavi e le chiavi in questione). 
 
5.2.15 - Classe MsgRequest_BlockUnlock 
Questa classe è una sottoclasse della classe astratta MsgRequest ed è 
utilizzata per decrementare il contatore dei lock delle chiavi 
specificate. MsgRequest_BlockUnlock ha due costruttori: uno per 
creare un messaggio da una lista di chiavi ed uno per creare il 
messaggio da una DataInputStream. Implementa inoltre il metodo 
astratto writeToStream usato per serializzare il messaggio su un 
DataOutputStream. 
 
5.2.16 - Classe MsgRequest_Command 
Questa classe è una sottoclasse della classe astratta MsgRequest ed è 
utilizzata per inviare comandi agli altri nodi per poi catturarne loutput 
e restituirlo nel corrispondente MsgResponse. 
MsgRequest_Command ha due costruttori: uno per creare un 
messaggio da una stringa ed uno per creare il messaggio da un 
DataInputStream. Implementa inoltre il metodo astratto 
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writeToStream usato per serializzare il messaggio su un 
DataOutputStream. 
 
5.2.17 - Classe MsgRequest_NewJob 
Questa classe è una sottoclasse della classe astratta MsgRequest ed è 
utilizzata dal Committente per avviare il deployment con i 
Rappresentanti. Un messaggio di NewJob ha una vasta serie di 
informazioni: 
 Le informazioni (oggetto di tipo CommInfo) serializzate per 
consentire al Rappresentante di contattare il Committente. Tali 
informazioni sono indispensabili in quanto non si conoscono a 
priori i dati per contattarlo essendo il Committente un nodo non 
permanente della Griglia. 
 Per ogni file oggetto del deployment la serializzazione del 
corrispondente oggetto di tipo FileDaInviare con indicati: il 
nome del file, il percorso, il checksum di integrità, la lista 
ordinata di chiavi SHA1 dei blocchi che lo compongono e il flag 
indicante la compressione o meno di tali blocchi. 
 Una serie di strutture serializzate di tipo BlocchiDaRicevere. Tali 
strutture contengono un id nodo e una lista di chiavi SHA1 e 
sono utilizzate per indicare al rappresentante quali blocchi 
richiedere agli altri nodi della griglia. Tali strutture sono 
calcolate dal Committente come output dellalgoritmo di 
ottimizzazione e allocazione dei blocchi. Tale lista può essere 
eventualmente vuota nel caso in cui il Committente si occupi di 
inviare direttamente tutti i blocchi. 
 La lista dei blocchi che il Committente invia direttamente al 
Rappresentante. Tale lista può eventualmente essere vuota nel 
caso in cui i blocchi vengano recuperati tutti in modalità 
distribuita dagli altri nodi. Questa parte è lultima sezione del 
messaggio di NewJob ed è la più voluminosa in quanto non 
contiene solo metadati ma i blocchi dei file veri e propri. 
 159
Durante la lettura da stream del messaggio di NewJob si avviano le 
richieste dei blocchi mancanti ai nodi indicati nel messaggio in 
parallelo alla lettura dei blocchi serializzati dal Committente. Questo 
per cercare di sfruttare il maggior numero possibile di link di 
comunicazione distinti in parallelo ed aumentare così il throughput di 
rete del Rappresentante rispetto ad un utilizzo sequenziale. Si fa 
notare come le richieste di blocchi vengano effettuate 
immediatamente alla ricezione del messaggio di NewJob in un 
momento in cui tali blocchi potrebbero essere ancora non disponibili 
sul nodo destinatario. Lalgoritmo di allocazione garantisce che dei 
blocchi vengano richiesti ad un nodo se e solo se questo li dovrà 
ricevere o li ha in cache (in tal caso sono stati messi in stato di Lock 
dalla precedente lookup). Pertanto escludendo errori di 
comunicazione non è possibile che vi siano attese indefinite di 
blocchi; per gestire eventuali situazioni di errore tutte le richieste 
hanno un timeout per fare in modo che i blocchi non recuperati 
possano essere poi chiesti direttamente al Committente. 
Le richieste fatte per blocchi non ancora disponibili rimangono in 
standby fino alla disponibilità degli stessi; tali richieste vengono infatti 
gestite in modalità non bloccante da appositi thread. Le richieste 
pendenti vengono evase man mano che i blocchi si rendono 
disponibili, eventualmente non nellordine della richiesta (che è 
ininfluente). 
Dopo la lettura da stream di un messaggio di NewJob restano in 
esecuzione i thread per la lettura dei blocchi da ricevere dagli altri 
nodi. Sarà cura del metodo elaboraMsg del Rappresentante 
attenderne il completamento prima di procedere alla ricostruzione del 
file (a tal proposito vedere la descrizione della classe Rappresentante 
[par. 5.2.3]). 
Come per gli altri messaggi di tipo MsgRequest anche la classe 
MsgRequest_NewJob ha due costruttori di cui uno per deserializzare il 
messaggio da uno stream ed inoltre limplementazione del metodo 
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astratto writeToStream. I blocchi letti dallo stream vengono inseriti 
direttamente in cache grazie al metodo read della classe Cache; allo 
stesso modo i blocchi serializzati su stream dalla cache vi sono 
direttamente scritti dalla stessa tramite il metodo write. 
 
5.2.18 - Classe MsgRequest_QueryFingerprints 
Questa classe è una sottoclasse della classe astratta MsgRequest ed è 
utilizzata per richiedere la verifica di presenza di blocchi in cache ed 
eventualmente richiederne anche il lock. Le strutture della classe 
sono: 
 lockBlocks (di tipo boolean): indica se effettuare o meno il lock 
dei blocchi richiesti e trovati in cache. Nellattuale 
implementazione il lock dei blocchi viene richiesto dal 
Committente nella fase di lookup precedente al deployment per 
garantire la presenza dei blocchi richiesti nella successiva fase 
di scambio distribuito degli stessi. 
 listaChiavi (di tipo String Array): lista contenente i fingerprint 
(chiavi SHA1)  dei blocchi di cui si vuole verificare la presenza 
in cache. 
MsgRequest_QueryFingerprints ha due costruttori: uno per creare un 
messaggio da una lista di chiavi e da un booleano ed uno per creare il 
messaggio da una DataInputStream.  
Lunico metodo della classe è writeToStream che serializza su disco il 
messaggio (quindi msgType, il booleano lockBlocks, il numero di 
chiavi e le chiavi in questione). 
 
5.2.19 - Classe MsgRequest_UpdateTopolgiaRete 
Questa classe è una sottoclasse della classe astratta MsgRequest ed è 
utilizzata per sincronizzare il file XML della topologia  di rete tra il 
nodo richiedente e tutti gli altri nodi della griglia.  
MsgRequest_UpdateTopologiaRete ha due costruttori: uno per creare 
il messaggio a partire dal file di topologia presente sul disco e laltro 
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per ricrearlo a partire dalla serializzazione di tale file su stream (di 
tipo DataInputStream).  
La classe implementa inoltre il metodo astratto writeToStream usato 
per serializzare il messaggio su un DataOutputStream. 
 
5.2.20 - Classe MsgResponse 
MsgResponse è la classe astratta di base di tutti i messaggi di 
risposta quali: MsgResponse_BlockRequest, MsgResponse_Info e 
MsgResponse_QueryFingerprints. 
Come per MsgRequest lunica variabile della classe è msgType che 
serve per discriminare il tipo di messaggio durante la serializzazione. 
MsgResponse ha un unico metodo astratto writeToStream che serve 
per la serializzazione del messaggio su un DataOutputStream. 
Per maggiori informazioni sul funzionamento dei metodi generali e dei 
due costruttori di base di tutti le sottoclassi di MsgResponse vedere le 
descrizione della classe MsgRequest. 
Di seguito vengono descritte le sottoclassi di tale classe. 
 
5.2.21 - Classe MsgResponse_Info 
La classe MsgResponse_Info è una sottoclasse della classe astratta 
MsgResponse ed è utilizzata per creare messaggi di risposta con 
contenuto testuale. In particolare viene utilizzata per ritornare lesito 
a messaggi di richiesta di tipo MsgRequest_NewJob, 
MsgRequest_Command, MsgRequest_BlockUnlock  e 
MsgRequest_UpdateTopologiaRete. 
Il costruttore da stream ed il metodo writeToStream sono analoghi a 
quelli delle altre classi di tipo MsgRequest già analizzate. 
 
5.2.22 - Classe MsgResponse_QueryFingerprints 
La classe MsgResponse_QueryFingerprints è una sottoclasse della 
classe astratta MsgResponse e viene utilizzata per ritornare la lista di 
chiavi presenti in cache in seguito alla ricezione di un messaggio di 
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tipo MsgRequest_QueryFingerprints. Il costruttore principale della 
classe prende in input una lista di chiavi SHA1 di cui verifica la 
presenza dei corrispondenti blocchi in cache. Qualora al costruttore 
sia indicato di effettuare il lock dei blocchi, lo stesso procederà ad 
effettuare loperazione utilizzando il metodo containsKeyAndLock 
della classe Cache anziché il metodo containsKey.  
Il costruttore da stream ed il metodo writeToStream sono analoghi a 
quelli delle altre classi di tipo MsgRequest già analizzate. 
 
5.2.23 - Classe MsgResponse_BlockRequest 
Questa classe è una sottoclasse della classe astratta MsgRequest ed è 
utilizzata per ritornare i blocchi richiesti da un precedente messaggio 
di tipo MsgRequest_BlockRequest. I costruttori hanno un 
comportamento standard mentre la logica del comando è 
implementata dal metodo writeToStream come ulteriore 
ottimizzazione. Infatti in tale metodo i blocchi richiesti vengono scritti 
direttamente sullo stream di output man mano che vengono ricevuti 
dal nodo o trovati in cache. Questa operazione viene effettuata nel 
metodo writeToStream per evitare lallocazione di strutture per la 
memorizzazione temporanea dei blocchi e per consentire linvio 
immediato dei blocchi presenti in cache senza attendere che siano 
tutti contemporaneamente disponibili; in tal modo si abbassa 
ulteriormente il tempo di completamento delloperazione di richiesta 
blocchi e si sfruttano meglio i link di comunicazione. Linvio 
immediato dei blocchi disponibili è unoperazione fondamentale in 
quanto larrivo dei messaggi di richiesta di blocchi precede 
generalmente la ricezione degli stessi dai nodi fornitori (per una 
descrizione più approfondita di questo procedimento consultare la 
classe MsgRequest [par. 5.2.13]). Questa ottimizzazione viene 
effettuata grazie alluso del metodo waitForAny implementato nella 
classe Cache (si veda la descrizione nella sezione apposita del par. 
5.2.24) e che restituisce la chiave del primo blocco disponibile tra 
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quelli passatogli in input come parametro.  Il metodo waitForAny 
prevede un meccanismo di timeout per evitare attese indefinite a 
causa di errori di rete. Nel caso di scadenza del timeout la funzione 
writeToStream termina lesecuzione serializzando quindi su stream un 
numero inferiore di blocchi rispetto a quello richiesto. Per gestire 
questo tipo di situazione abbiamo implementato un meccanismo di 
recovery per cui, dopo il completamento della ricezione dei blocchi da 
tutti i nodi, quelli mancanti vengono richiesti direttamente al 
Committente (si veda la descrizione del metodo elaboraMsg della 
classe Rappresentante). 
 
5.2.24 - Classe Cache 
La classe Cache implementa la cache presente su tutti i nodi ed è 
utilizzata per migliorare le performance della libreria. Nelle cache dei 
nodi Committenti vengono memorizzati i blocchi creati a partire dai 
file da distribuire; nelle cache nei nodi Rappresentanti vengono 
memorizzati i blocchi ricevuti durante il deployment.  
La cache è vista come ununica struttura logica; fisicamente invece è 
implementata su due diversi supporti di memorizzazione: disco e 
memoria le cui dimensioni possono essere specificate separatamente 
in fase di startup e in base alle capacità del nodo. 
E stato implementato un ottimizzatore della cache (metodo 
ottimizzaCache richiamato da un thread della classe CacheOptimizer) 
che, utilizzando una politica di gestione LRU, sposta i blocchi utilizzati 
più di recente dalla sezione disco alla sezione memoria.  
I blocchi presenti nella cache hanno dei contatori di lock che ne 
impediscono la cancellazione se sono settati (vedere la classe 
CacheElement al par. 5.2.25). 
Tutte le operazioni di manipolazione dei blocchi in cache sono 
atomiche e quindi thread-safe. 
Per il corretto funzionamento della libreria lo spazio disponibile in 
cache deve essere sempre maggiore dello spazio necessario ad 
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inserire tutti i blocchi da ricevere per un nuovo deployment. Viene 
considerato come spazio disponibile lo spazio totale allocato per la 
cache in memoria più lo spazio totale allocato per la cache su disco 
meno lo spazio utilizzato dai blocchi in stato di lock. 
 
Dallutilizzo della cache si hanno i seguenti principali vantaggi: 
 diminuzione del traffico di rete: si evita di inviare dei blocchi a 
nodi che li hanno già in cache e che quindi li hanno ricevuti in 
precedenti deployment, eventualmente anche non dallo stesso 
Committente. 
 parallelismo maggiore nel deployment: essendo un blocco 
disponibile da più sorgenti, queste in parallelo possono inviarlo 
a più Rappresentanti.  
 minor tempo di completamento grazie al maggior parallelismo e 
alla diminuzione del traffico di rete. 
 alleggerimento del carico del Committente grazie allinvio di 
blocchi da parte di altri nodi che li hanno in cache. In alcuni casi 
è possibile che il deployment avvenga senza linvio di alcun 
blocco da parte del Committente (es. esecuzione successive 
degli stessi job per test di performance). 
 riutilizzo di blocchi: i blocchi presenti nelle cache vengono 
conservati tra successivi deployment consentendone il riutilizzo. 
Quando la cache risulta essere piena vengono eliminati i blocchi 
che sono stati utilizzati meno recentemente e non in stato di 
lock (politica LRU). 
 aumento del throughput del nodo grazie ad una gestione più 
efficiente della memoria di sistema utilizzando apposite 
politiche di swapping tra cache su disco e cache in memoria. 
 
Le strutture dati principali della classe Cache sono le seguenti: 
 blocchiFile (di tipo Hashtable): contiene i blocchi dei file come 
oggetti di tipo CacheElement e con chiave dellhash la chiave 
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SHA1 del blocco. Lutilizzo di un hash consente un accesso 
rapido ai blocchi. I blocchi sono linkati tra di loro tramite un 
puntatore allelemento precedente e uno allelemento 
successivo. Lordinamento di precedenza dei puntatori è di tipo 
temporale sul tempo di accesso ed il primo elemento è quello 
acceduto più di recente. Per migliorare il tempo di inserimento e 
di cancellazione da questa lista, si mantengono dei puntatori 
alla testa ed alla coda che rispettivamente sono: 
ultimoElementoAcceduto e primoElementoAcceduto. Con 
lespediente di utilizzare un hash con gli elementi linkati tra loro 
in modo ordinato, si riesce ad avere una struttura dati ordinata 
con accesso, inserimento e cancellazione in tempo costante. 
 primoElementoAcceduto (di tipo CacheElement): puntatore 
allelemento acceduto meno recentemente (puntatore alla coda 
della lista). Sarà il primo elemento ad essere rimosso in caso di 
cache piena. 
 ultimoElementoAcceduto (di tipo CacheElement): puntatore 
allelemento acceduto più recentemente (puntatore alla testa 
della lista) utilizzato per agganciarci il successivo ultimo 
elemento acceduto.  
 dateAccessoModificate (di tipo boolean): messo a true quando 
viene modificata la data di accesso di un elemento e messo a 
false dal thread di ottimizzazione quando non ha più 
ottimizzazioni da fare. 
 
I metodi più importanti della classe Cache sono i seguenti: 
 containsKey: verifica la presenza della chiave specificata in 
cache e incrementa il contatore degli hit. 
 containsKeyAndLock: come containsKey ma 
contemporaneamente effettua anche lincremento del contatore 
dei lock. E indispensabile un contatore numerico dei lock e non 
un semplice booleano per consentire lock e unlock distribuiti in 
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parallelo. Ad esempio se viene fatto un lock di un blocco da due 
committenti il blocco deve essere rilasciato solo dopo che 
entrambi hanno fatto lunlock e tale condizione non può essere 
verificata con una semplice variabile booleana (o una variabile 
intera con valori 0|1) 
 get: ritorna lelemento (come array di byte) dalla cache 
identificato dalla chiave specificata come parametro, null nel 
caso lelemento non venga trovato. Se lelemento viene trovato 
viene anche posto in testa alla lista degli elementi acceduti più 
di recente dopo essere stato rimosso dalla sua precedente 
posizione. Tale operazione di rimozione provvede ad aggiustare 
i link agli elementi precedenti e successivi.  
 put: inserisce larray di byte contrassegnato dalla chiave 
specificata in cache. Se vi è spazio nella cache in memoria 
viene inserito in tale sezione, in caso contrario viene inserito 
nella cache su disco. Qualora sia stato esaurito anche lo spazio 
allocato su disco viene invocato il metodo liberaSpazio che 
tenta di liberare lo spazio necessario ad inserire il nuovo blocco; 
nel caso non vi riesca viene lanciata uneccezione. 
Successivamente allinserimento di un blocco in cache viene 
fatta una notifyAll per riattivare eventuali thread in attesa 
passiva (fatta con wait) di blocchi (es. thread in attesa dopo 
aver invocato il metodo waitForAny). Il metodo put consente di 
specificare se mettere il blocco in cache in stato di lock o meno. 
 remove: rimuove dalla cache il blocco contrassegnato dalla 
chiave specificata. 
 read: inserisce un blocco in cache (richiamando la funzione put) 
leggendo la serializzazione dello stesso direttamente da uno 
stream (di tipo DataInputStream) e mette tale blocco in stato di 
lock.  
 write: metodo complementare alla read che serializza su disco 
un blocco della cache. Le informazioni serializzate non 
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comprendono informazioni su hit, lock, etc. ma solo la chiave 
SHA1, il numero di byte del blocco e larray di byte. 
 getCacheContent: metodo utilizzato per ritornare informazioni 
sullo stato di tutti gli elementi della cache (numero hit, lock, 
chiavi, dimensione) 
 getCacheInfo: metodo utilizzato per ritornare informazioni 
generiche sulla cache (spazio occupato su disco, spazio 
occupato in memoria, % di hit sui due tipi di supporti) 
 liberaSpazio: questo metodo tenta di liberare dello spazio dalla 
cache. Partendo dallelemento primoElementoAcceduto tenta di 
rimuovere gli elementi non in stato di lock che sono stati 
utilizzati meno di recente fino a liberare almeno il numero di 
byte specificati in input. 
 moveBlockToDisk: metodo utilizzato per spostare un blocco da 
memoria a disco invocando il metodo moveToDisk delloggetto 
specificato (di tipo CacheElement) dopo aver verificato che vi 
sia spazio sufficiente sulla Cache disco. In caso di esito positivo 
vengono modificate le variabili della cache che indicano 
rispettivamente lo spazio occupato dai blocchi in memoria e su 
disco. 
 moveBlockToMemory: metodo complementare a 
moveBlockToDisk  e che viene utilizzato per spostare un blocco 
da disco a memoria invocando il metodo moveToMemory 
delloggetto specificato (di tipo CacheElement) dopo aver 
verificato che vi sia spazio sufficiente sulla Cache memoria. In 
caso di esito positivo vengono modificate le variabili della cache 
che indicano rispettivamente lo spazio occupato dai blocchi in 
memoria e su disco. 
 unlockAll: fa lunlock di tutti i blocchi in cache. 
 unlockBlocks: decrementa il contatore di tutti i blocchi in stato 
di lock. Usato per fare lunlock distribuito in seguito alla 
ricezione di un messaggio di tipo MsgRequest_BlockUnlock. 
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 dateAccessoModificate: metodo utilizzato per verificare se in 
seguito allultima ottimizzazione completa della cache vi sono 
state modifiche ai tempi di accesso di qualche elemento. 
 waitForAny: questo metodo ritorna la chiave, tra quelle 
specificate in input, del primo blocco disponibile in cache. Nel 
caso in cui non venga trovato alcun blocco tra quelli richiesti il 
thread si sospende con una wait e rimane in attesa fino alla 
scadere di un timeout o fino allinserimento di un nuovo blocco 
in cache (fatto con put o read da stream) che causa 
linvocazione di una notifyAll (come precedentemente 
descritto). E possibile inoltre indicare alla waitForAny se 
effettuare o meno il lock dei blocchi trovati; nei casi in cui è 
attualmente utilizzata il waitForAny è fatto sempre non in lock 
in quanto tutti i blocchi utilizzati durante il deployment sono 
messi in stato di lock o dalla precedente lookup oppure dal 
metodo read da stream. 
 ottimizzaCache: questo metodo viene invocato dal thread di 
tipo CacheOptimizerThread a intervalli regolari di tempo per 
effettuare lottimizzazione della cache. Ad ogni invocazione 
ottimizzaCache sposta in memoria il blocco utilizzato più di 
recente e che risulta essere su disco.  Nel caso non vi sia spazio 
in memoria sposta lelemento acceduto meno di recente dalla 
memoria al disco. Alla fine delle ottimizzazioni deve valere il 
vincolo che il blocco acceduto meno di recente in memoria sia 
stato acceduto piu recentemente rispetto allelemento acceduto 
piu di recente sul disco. 
Il metodo ottimizzaCache nel fare le ottimizzazioni non rimuove 
mai alcun blocco dalla cache pur di far spazio in memoria, ma si 
limita a fare degli spostamenti da disco a memoria e viceversa. 
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5.2.25 - Classe CacheElement 
Questa classe modella quello che è il concetto di blocco della cache, 
ovvero il generico elemento della struttura blocchiFile di tipo 
Hashtable della classe Cache. 
Le strutture dati principali della classe CacheElement sono: 
 chiave (di tipo String): la chiave SHA1 che rappresenta il blocco 
presente in cache. 
 Valore (di tipo array di byte): nel caso in cui il blocco è 
presente in Cache Memory contiene la sequenza di byte del 
blocco, vale null nel caso in cui il blocco sia presente su Cache 
Disk. In questultimo caso i blocchi sono memorizzati in 
unapposita directory temporanea e il nome file del blocco è la 
stringa corrispondente alla sua chiave SHA1; pertanto per avere 
il valore del blocco occorre effettuare una lettura del file del 
blocco su disco. 
 storedInMemory (di tipo boolean): indica se il blocco in oggetto 
è memorizzato in memoria o su disco. 
 numLocks (di tipo int): il numero di richieste di lock fatte sul 
blocco 
 dataLock (di tipo Date): nel caso in cui numLocks sia maggiore 
di 0 contiene la data dellultimo lock. 
 ultimoAccesso (di tipo Date): la data di ultimo accesso al 
blocco; gli accessi conteggiati sono solo quelli che avvengono 
tramite il metodo get (e il metodo write che indirettamente 
invoca la get) e il metodo containsKeyAndLock; gli accessi fatti 
attraverso altri metodi non vengono considerati 
nellaggiornamento della variabile ultimoAccesso. Aggiornando 
la data di ultimo accesso il blocco diventa quello più 
recentemente utilizzato e quindi diventa il primo candidato per 
il thread di ottimizzazione della cache (di tipo 
CacheOptimizerThread) che quindi potrebbe tentare di spostare 
il blocco in Cache Memory se fosse presente in Cache Disk. Ciò 
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è particolarmente utile nei casi in cui il Committente effettui la 
lookup prima del deployment e quindi tutti i blocchi su disco 
vengono spostati in memoria (spazio permettendo) con un 
evidente aumento di performance nellimmediato successivo 
utilizzo degli stessi nella distribuzione dei file. 
 numHits (di tipo int): il numero di hit ricevuti dal blocco; gli hit 
vengono incrementati nelle stesse situazioni in cui viene 
modificata la variabile ultimoAccesso. 
 nextElem / prevElem (di tipo CacheElement): puntatori 
rispettivamente allelemento successivo e allelemento 
precedente delloggetto corrente. Lordinamento di precedenza 
dei puntatori è tipo temporale sul tempo di accesso: nextElem 
contiene lelemento acceduto meno recentemente e prevElem 
quello acceduto più recentemente. Tramite questi due puntatori 
si riesce a mantenere un ordinamento temporale della lista dei 
blocchi a costo costante in quanto le rimozioni avvengono in 
coda (tramite lapposito puntatore primoElementoAcceduto 
delloggetto Cache), gli inserimenti in testa (tramite lapposito 
puntatore ultimoElementoAcceduto delloggetto Cache) e le 
ricerche avvengono in tempo costante grazie allutilizzo 
dellHashtable blocchiFile delloggetto Cache. 
Tutti i metodi di  CacheElement sono metodi di supporto per la classe 
Cache, come ad esempio moveToDisk e moveToMemory che spostano 
lelemento dalla cache memoria alla cache disco e viceversa. 
Al costruttore allatto della creazione delloggetto viene specificato se 
inserire loggetto in memoria o su disco e si preoccupa quindi di 
creare eventualmente il file su disco e gestire eventuali eccezioni.  
 
5.2.26 - Classe CacheOptimizerThread 
Questa classe estende la classe Thread e si preoccupa di chiamare a 
intervalli regolari di tempo il metodo ottimizzaCache della classe 
Cache. Il thread viene avviato automaticamente nel momento in cui 
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viene invocato il costruttore della classe Cache e viene messo a 
priorità minima per non utilizzare risorse CPU più preziose per altri 
task. 
Lunico metodo della classe CacheOptimizerThread è il run, che a ciclo 
infinito e a intervalli regolari di tempo, verifica se invocare il metodo 
ottimizzaCache. 
La verifica consiste nel testare se  vi sono in corso elaborazioni che 
richiedono molta CPU (tramite il metodo 
elaborazioneCpuIntensiveInCorso della classe Nodo) oppure se la 
cache è già completamente ottimizzata (metodo 
dateAccessoModificate della classe Cache). 
 
5.2.27 - Classe Costanti 
Questa classe racchiude le varie costanti (variabili con classificatore 
static final) utilizzate nella libreria. 
Sono raggruppate in costanti per la cache, per la rete, per lalgoritmo 
di ottimizzazione e generali. 
 
5.2.28 - Classe FileDaInviare 
Questa classe rappresenta il generico file che il Committente deve 
inviare ai Rappresentanti destinatari. La classe ha vari costruttori 
utilizzati per agevolare listanziamento degli oggetti a partire dal file 
su disco, dai valori delle variabili che lo compongono e da uno stream 
in rete (di tipo DataInputStream). 
 
Le variabili principali di questa classe sono: 
 strPath: il path del file come fornito al Committente 
 checksum: il checksum di integrità del file calcolato con 
lalgoritmo Adler32. Tale checksum è affidabile quasi quanto il 
CRC32 ma è calcolabile molto più velocemente. 
 compresso: un flag indicante se i blocchi creati da questo file 
sono stati compressi o meno. Tale scelta viene fatta dal metodo 
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fileBenComprimibile della classe ElaboraFile. 
 chiaviSha1: la lista ordinata di chiavi SHA1 che compongono il 
file. Tale lista rispetta lordine dei blocchi che compongono il 
file: al primo blocco del file corrisponde la prima chiave, al 
secondo blocco la seconda chiave etc.  
 listaDestinatari: la lista degli id dei nodi che devono ricevere il 
file. 
 
I metodi principali di questa classe sono: 
 creaBlocchi: richiede la disponibilità di un thread per effettuare 
la creazione dei blocchi a partire dal file. Nel caso in cui non sia 
disponibile (per aver raggiunto il massimo numero di thread 
consentiti dalla libreria) si mette in attesa. Lelaborazione viene 
effettuata mettendo in esecuzione il thread richiesto che è 
implementato nella classe ElaboraFile. 
 ricostruisciFile: come per creaBlocchi ma per ricostruire il file a 
partire dai blocchi ricevuti. Lapposito metodo della classe 
ElaboraFile che si occupa della ricostruzione recupererà i blocchi 
dalla cache a partire dalla lista di chiavi contenute nella 
variabile chiaviSha1. 
 writeToStream: serializza loggetto su uno stream (di tipo 
DataOutputStream). 
 
5.2.29 - Classe ElaboraFile 
Questa classe (che estende la classe Thread di Java) si occupa di 
creare i blocchi a partire dal file oppure di ricostruire i file a partire 
dai blocchi. 
I metodi principali di questa classe sono: 
 creazioneBlocchi: questo metodo verifica prima lopportunità o 
meno di comprimere il file richiamando il metodo 
fileBenComprimibile della stessa classe e poi procede 
alleventuale creazione di uno stream di compressione o di uno 
 173
stream standard a seconda della scelta fatta. Dallo stream 
vengono poi creati i blocchi e calcolate le chiavi sha1 degli 
stessi (tramite il metodo sha della classe); ogni blocco creato 
viene inserito in cache indicando la sua chiave. Nel caso in cui i 
blocchi vengano compressi loperazione viene eseguita senza 
appoggiarsi a file temporanei su disco grazie alla classe 
BlockOutputStream. A computazione terminata viene rilasciato 
il thread di elaborazione per consentire ad altre operazioni sui 
file in attesa di poter partire. 
 ricostruzioneFile: complementare al metodo creazioneBlocchi 
questo metodo a partire dalla lista di chiavi sha1 che 
compongono il file recupera i blocchi corrispondenti dalla cache. 
Prima della ricostruzione viene verificato se i blocchi sono 
compressi e nel caso viene effettuata la ricostruzione attraverso 
un stream di tipo BlockInputStream che verrà descritto di 
seguito. Durante la ricostruzione viene verificato anche il 
checksum e in caso di errore viene effettuato un arresto del 
thread corrente e anche di tutti gli altri in esecuzione. 
 fileBenComprimibile: metodo che verifica lopportunità o meno 
di comprimere il file secondo dei parametri specificati in fase di 
setup. Una verifica veloce è molto utile in quanto il processo di 
compressione è molto costoso per la CPU e potrebbe non valere 
la pena spendere molto tempo per risparmiare pochi punti 
percentuale di spazio (e quindi poi di banda per linvio in rete). 
Il metodo innanzitutto verifica se lestensione del file è tra 
quelle dei file da non comprimere (generalmente file già 
compressi come .zip, .tgz, .gz, .bz2) e nel caso non rientri tra 
queste si effettua un veloce test verificando il grado di 
compressione di porzioni distinte ed equidistanti del file. Se il 
grado di compressione delle parti supera quello specificato in 
fase di setup si giudica lintero file come ben comprimibile.  
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5.2.30 - Classe BlockInputStream 
Questa classe consente di creare uno stream a partire da blocchi in 
cache di cui vengono specificate le chiavi nel costruttore ed è 
utilizzata durante la ricostruzione di file a partire da blocchi 
compressi.  
Lutilizzo di BlockInputStream consente di evitare di ricomporre prima 
tutti i blocchi compressi e poi effettuare la decompressione del file 
compresso. Questa semplice ultima soluzione infatti creerebbe sia 
degli sprechi di spazio e memoria (con evidente swapping per file 
molto grandi) sia un più lento processo di scrittura/lettura a causa 
dellI/O col disco. 
La classe funziona offrendo un metodo read per leggere blocchi di 
byte compressi e trasformandoli in flussi non compressi. 
 
5.2.31 - Classe BlockOutputStream 
Questa classe implementa un OutputStream per la scrittura di blocchi 
di dati direttamente in cache con simultanea compressione ed è 
utilizzata durante la fase di creazione blocchi e chiavi SHA1 sul nodo 
Committente. 
Lutilizzo di BlockOutputStream consente di evitare di creare il file 
compresso su disco a partire dallo stream non compresso e quindi 
successivamente rileggere il file per suddividerlo in blocchi, inserire 
gli stessi in cache e creare le chiavi SHA1. 
Questa soluzione porta grandi miglioramenti in particolar modo per 
grandi file in quanto la scrittura e rilettura da disco richiedono un 
tempo generalmente di un ordine di grandezza superiore rispetto a 
quello della compressione. 
 
5.2.32 - Classe PoliticaInvio 
Questa classe è una delle classi più importanti della libreria in quanto 
si occupa di effettuare la scelta della politica di lookup delle cache, di 
effettuare (eventualmente) la lookup, di eseguire lalgoritmo di 
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ottimizzazione per il calcolo dello schema di distribuzione dei blocchi e 
infine si occupa di creare i messaggi di inizio deployment da inviare ai 
Rappresentanti. 
Le variabili principali di questa classe sono: 
 fileDaInviare: la lista dei file con la relativa lista di destinatari 
(oggetti di tipo FileDaInviare) che il Committente deve inviare. 
 hashInfoBlocchi: un hash con oggetti di tipo InfoBlocco 
utilizzato per avere velocemente informazioni su ogni blocco da 
inviare. Tra le informazioni fornite ci sono la lista dei nodi 
sorgenti (ovvero i nodi che possono fornire il blocco ad altri 
nodi) e la molteplicità, ovvero il numero di destinatari a cui va 
inviato il blocco. 
 matriceNodi: variabile di tipo MatriceNodi utilizzata per 
rappresentare lo schema di distribuzione dei blocchi. In 
particolare tale oggetto ha tra le sue variabili una matrice di 
dimensioni (N+1)x(N+1) dove N è il numero di Rappresentanti 
coinvolti nel deployment e l1 è il Committente. In base alla 
politica di lookup scelta N può essere o il numero dei soli 
destinatari dei file (politica 1 e 2) oppure il numero dei nodi 
totali della griglia (politica 3). 
In ogni cella di tale matrice (elementi di tipo CellaMatriceNodi) 
vi sono delle strutture dati che consentono lesecuzione 
dellalgoritmo di ottimizzazione; in generale la cella Mij conterrà 
la lista delle chiavi dei blocchi che il nodo i deve ricevere dal 
nodo j. 
 tipo_ordinamento_lista_celle: variabile utilizzata per scegliere le 
modalità di ordinamento della variabile listaOrdinataCelle di 
MatriceNodi. Infatti tutte le celle della matrice vengono ordinate 
in una lista in modo che lalgoritmo effettui le ottimizzazioni a 
partire dalla testa di tale lista. I tipi di ordinamento possibili 
sono stati già discussi nel capitolo 4; nella nostra 
implementazione si privilegia la velocità di esecuzione e si 
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sceglie sempre la modalità in cui lordinamento della lista è in 
base ai nodi che contengono più chiavi e che indicano quindi un 
link di comunicazione più carico. 
 risultatoLookUp: un hash contenente il risultato della lookup e 
in cui le chiavi indicano i blocchi contenuti nelle cache dei vari 
nodi (le chiavi dellhash sono la concatenazione della chiave 
SHA1 del blocco e dellid del nodo) 
 
I metodi principali della classe PoliticaInvio: 
 setupEuristica: questo metodo effettua le inizializzazioni per 
fornire tutti i dati e strutture dati allalgoritmo di ottimizzazione.  
In particolare a partire dai file da inviare crea hashInfoBlocchi 
con le informazioni di ogni blocco, chiama il metodo 
scegliPoliticaLookUp e poi eventualmente lookUpCache, 
successivamente crea loggetto di tipo MatriceNodi su cui si 
svolgerà la computazione e infine aggiorna la struttura  
hashInfoBlocchi con i risultati della eventuale lookup. 
 scegliPoliticaLookUp: questo metodo in base a quanto già 
descritto nel paragrafo 4.3 effettua la valutazione su quale 
politica di lookup delle cache utilizzare. Tale metodo 
innanzitutto ricalcola la probabilità di hit in cache in base ad 
unapposita history in cui si tiene traccia del timestamp 
dellultima elaborazione di un determinato blocco. Senza il 
timestamp sarebbe possibile calcolare solo la percentuale di 
blocchi elaborati in passato e che sono coinvolti nel deployment 
corrente; già questa percentuale sarebbe un valore più accurato 
rispetto ad una stima predefinita non basata sulla situazione 
reale. Si è però voluta migliorare tale stima aggiungendo la 
possibilità di abbassare la probabilità di hit in cache di blocchi 
che sono stati elaborati molto tempo addietro; in particolare 
viene data probabilità minima di default ai blocchi elaborati da 
più di 24 ore e poi peso via via maggiore fino al massimo 1 per 
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i blocchi elaborati più recentemente. 
Si è verificato che effettuando due deployment nel giro di pochi 
minuti la percentuale di hit in cache è molto prossima al 100%; 
ciò fa si che sia possibile scegliere con più accuratezza la 
migliore politica di lookup. 
 lookUpCache: questo metodo, in base alla politica scelta, 
effettua il lookup delle cache di tutti e soli i nodi destinatari 
oppure di tutti i nodi della griglia. Ad ogni nodo cui si invia il 
messaggio di lookup si invia la richiesta di lookup di tutte le 
chiavi dei blocchi coinvolti nel deployment e non solo quelli a lui 
relativi. Questa scelta serve per aumentare le chance di trovare 
dei blocchi nelle cache che possono poi essere inviati in modo 
distribuito da più fornitori. 
Successivamente il metodo lookUpCache crea i messaggi di tipo 
MsgRequest_QueryFingerprints e li invia ai rispettivi destinatari 
in parallelo tramite lAsyncSendManager. Dopo aver raccolto i 
risultati li inserisce nellhash risultatoLookUp. 
 eseguiEuristica: questo metodo dopo aver richiamato 
setupEuristica si occupa di eseguire lalgoritmo di ottimizzazione 
vero e proprio. Lalgoritmo è uneuristica Greedy che viene 
eseguita passo dopo passo avvicinandosi sempre più alla 
soluzione finale del problema (come dimostrato nel capitolo 4 la 
terminazione è garantita). 
eseguiEuristica seleziona una cella candidata per lo step di 
ottimizzazione, scorrendo la lista listaOrdinataCelle dalla testa.  
Nel caso in cui lo step di ottimizzazione non sia possibile con la 
cella scelta (in quanto non si migliorerebbe la soluzione del 
problema) allora si procede scegliendo la cella successiva nella 
lista. Nel caso in cui nessuna cella nella lista risulti essere 
ottimizzabile significa che si è giunti alla terminazione 
delleuristica. 
Dopo ogni esecuzione con esito positivo di stepEuristica viene 
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riordinata la lista  listaOrdinataCelle da cui al successivo step 
ripetere i passi sopra esposti per la selezione di una cella da 
ottimizzare. 
 stepEuristica: questo metodo tenta di eseguire un passo di 
ottimizzazione a partire dalla cella scelta come candidata da 
ottimizzare. La cella che gli è stata passata come parametro è 
quella che risulta essere al momento più carica, ovvero con il 
maggior numero di blocchi da ricevere da un altro nodo (nel 
75% dei casi è il primo elemento di listaOrdinataCelle). 
Indicando la cella candidata come Mij si ha che la lista dei 
blocchi da ricevere (variabile listaBlocchiDaRicevere di 
CellaMatriceNodi) sono i blocchi che il nodo i (ricevente) deve 
ricevere dal nodo j (sorgente/fornitore). 
Lo step prende il primo blocco b da listaBlocchiDaRicevere e 
verifica se esiste un altro nodo j possibile fornitore del blocco b 
e con il carico della cella Mij minore del carico della cella Mij 
(vedere fig. 4.1 al par. 4.2.6). Se tale nodo esiste allora si 
sposta il blocco b dalla lista dei blocchi da ricevere di Mij a 
quella di Mij. Nel caso in cui non si trovi tale nodo si esamina il 
blocco successivo dalla lista listaBlocchiDaRicevere della cella 
candidata, se nessun blocco risulta ottimizzabile il metodo 
ritorna esito negativo.  
stepEuristica non si limita a trovare una cella con carico minore 
alla cella candidata, ma cerca ad ogni step la cella con carico 
minimo cui poter delegare la fornitura del blocco prescelto. 
Il concetto di carico di una cella nellimplementazione fornita è il 
numero di blocchi che il nodo fornitore per quella cella deve 
distribuire (stessa definizione di caricoColonna come visto nel 
capitolo 4). Dalle costanti è anche possibile impostare come 
concetto di carico di cella il numero di blocchi presenti nella lista 
dei blocchi da ricevere di tale cella. In generale si è visto che 
con il primo metodo leuristica fornisce risultati migliori 
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ottimizzando in modo più equo il carico di ogni nodo e non il 
carico di ogni possibile link tra i vari nodi come avviene col 
secondo metodo. 
Una volta scelta la cella cui delegare la fornitura del blocco 
viene aggiornata la lista dei possibili nodi sorgenti di quel 
blocco. Dalla lista dei possibili nodi sorgenti del blocco in esame 
vanno eliminati tutti i nodi tranne quello attualmente 
selezionato come fornitore e tranne quelli che hanno in cache 
tale blocco. Nel caso in cui questa operazione non venisse 
effettuata ci sarebbe la possibilità di distribuire blocchi in 
pipeline di lunghezza elevata e con quindi una possibile 
maggiore latenza per il completamento del deployment. 
Lottimizzazione effettuata limita la lunghezza di tale pipeline a 
massimo due passaggi, ovvero ogni nodo può ricevere un 
blocco o da un nodo che ce lha in cache (eventualmente il 
Committente) oppure da un altro nodo che riceve tale blocco da 
un altro che ce lha in cache (eventualmente il Committente).  
Lalgoritmo consente che vi possa essere un solo fornitore di un 
blocco che non ha il blocco in questione in cache (informazione 
presente nellhash hashSorgentiBloccati) e un numero arbitrario 
di fornitori che possiedono il blocco in cache. Ciò viene fatto per 
fare in modo che il Committente (generalmente il nodo più 
sollecitato) invii il generico blocco al più ad un nodo (quello 
presente in hashSorgentiBloccati) il quale poi si occuperà della 
sua distribuzione agli eventuali altri nodi destinatari. 
stepEuristica prima di ritornare aggiorna le varie strutture dati 
utilizzate per ottimizzare le performance dellalgoritmo e quindi 
ritorna la posizione della cella Mij nellarray listaOrdinataCelle 
(trovata con una ricerca binaria in tempo logaritmico dal 
metodo ricercaBinariaCella di MatriceNodi). Questo valore viene 
ritornato in modo che il metodo di ordinamento smartSort di 
MatriceNodi riesca  a riordinare la lista in log N e non in NlogN.  
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 creaeInviaMessaggiNewJob: questo metodo a partire da 
MatriceNodi al termine dellesecuzione delleuristica crea tutti i 
messaggi di NewJob (di tipo MsgRequest_NewJob) da inviare ai 
Rappresentanti per lesecuzione del deployment. 
Nella creazione del messaggio i blocchi inviati dal Committente 
vengono ordinati per molteplicità, ovvero nel messaggio inviato 
vengono messi prima quelli che dovranno essere poi inviati a 
più nodi. In tal modo si ottimizza la latenza facendo in modo 
che vengano diminuite le attese per i blocchi da inviare più 
volte sfruttando inoltre maggiormente e in parallelo link di 
comunicazione diversi. 
Il metodo effettua anche linvio di tali messaggi ma nel farlo 
invia prima i messaggi ad alta priorità (calcolata dal metodo 
calcolaPriorita) ed inoltre calcola il massimo numero di 
messaggi da inviare in parallelo.  
Nelleffettuare tale calcolo tiene conto della dimensione media 
dei messaggi (mediaMB) che il Committente deve inviare e 
della velocità (speed) del link: 
num = minimo_num_Send_in_Parallelo + speed / mediaMB 
Partendo da un numero minimo di send possibili in parallelo si 
consente un parallelismo più spinto quanto maggiore è la 
velocità del link e minore la dimensione media dei messaggi. 
Il tempo di invio di messaggi piccoli è occupato in grande 
percentuale da overhead del protocollo (es. autenticazione, 
latenze etc.), lo stesso però allaumentare della dimensione dei 
dati da inviare incide in modo sempre meno significativo. 
Pertanto per sfruttare maggiormente i link di comunicazione 
una possibile soluzione consiste nellaumentare il grado di 
parallelismo. 
Questo espediente, unito a quello dellinvio dei blocchi ordinati 
per molteplicità, consente di far arrivare a destinazione nel 
minor tempo possibile i blocchi che possono essere inviati poi in 
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parallelo ad altri nodi. Nel caso venissero inviati in parallelo tutti 
i messaggi di NewJob accadrebbe infatti che linvio di ogni 
blocco richiederebbe più tempo in quanto la banda del 
Committente verrebbe suddivisa tra un maggior numero di 
comunicazioni. In tal modo la distribuzione in parallelo su altri 
link, nel frattempo scarichi, inizierebbe più tardi diminuendo 
cosi il throughput medio della rete. 
 calcolaPriorita: questo metodo per ogni messaggio da inviare ne 
calcola la priorità che nella nostra implementazione è ricavata 
semplicemente come la somma delle molteplicità (se maggiore 
di 1) dei blocchi da inviare.  
 unlockCache: questo metodo effettua linvio ai nodi di un 
messaggio di unlock dei blocchi messi in stato di lock durante la 
fase di lookup. Il metodo è richiamato al termine del 
completamento del deployment; non si attende la risposta ai 
messaggi di unlock in quanto non necessario. 
 
5.2.33 - Classe ComparatorMolteplicita 
Questa classe estende la classe java Comparator ed è utilizzata nel 
metodo creaeInviaMessaggiNewJob della classe PoliticheInvio per 
effettuare lordinamento per molteplicità decrescente dei blocchi che il 
Committente deve inviare ad ogni Rappresentante. In tal modo, come 
descritto in precedenza, si favorisce una ricezione più rapida dei 
blocchi che il nodo ricevente deve inoltrare ad altri Rappresentanti. 
 
5.2.34 - Classe ComparatorPriorita 
Questa classe estende la classe java Comparator ed è utilizzata nel 
metodo creaeInviaMessaggiNewJob della classe PoliticheInvio per 
effettuare linvio a gruppi dei messaggi di NewJob in ordine di 
priorità. Questo approccio favorisce la ricezione in minor tempo dei 
messaggi che contengono blocchi da inoltrare poi ad altri nodi. 
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5.2.35 - Classe HashtableIntVector 
Questa classe è una classe di appoggio utilizzata prevalentemente in 
PoliticheInvio e MatriceNodi per gestire hash con chiavi numeriche 
(es. gli id dei nodi) e con valori degli array (di chiavi, di blocchi da 
ricevere, di FileDaInviare). 
Appositi metodi consentono di aggiungere elementi direttamente 
negli array, eventualmente evitando di inserire duplicati e di fare 
normali test di presenza di chiavi. Altri metodi consentono di accedere 
direttamente agli elementi degli array specificando chiave dellhash e 
indice dellarray. 
 
5.2.36 - Classe BlocchiDaRicevere 
Questa classe serve per modellare le richieste di blocchi da inviare ai 
nodi; le uniche due variabili sono un array di stringhe per contenere 
la lista delle chiavi e lid del nodo destinatario. 
Oltre ad un costruttore per creare loggetto da parte di chi invia il 
messaggio di richiesta di blocchi da ricevere, cè lapposito metodo 
per serializzare loggetto su stream (un DataOutputStream) e il 
complementare costruttore per istanziare loggetto a partire da uno 
stream (un DataInputStream). 
 
5.2.37 - Classe InfoBlocco 
Questa classe è utilizzata per avere in modo veloce informazioni su 
un blocco ed è utilizzata in hashInfoBlocchi di PoliticheInvio. La classe 
ha solo due variabili che sono la molteplicità del blocco (il numero di 
nodi che dovranno riceverlo) e la lista dei nodi sorgenti dello stesso 
(ovvero i nodi che possono fornirlo ad altri nodi). 
 
5.2.38 - Classe MatriceNodi 
Questa classe modella la matrice M che virtualmente rappresenta i 
nodi della griglia coinvolti nel deployment e i link di comunicazione tra 
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di essi. La generica cella Mij di questa matrice è un oggetto di tipo 
CellaMatriceNodi e contiene la lista dei blocchi che il nodo i deve 
ricevere dal nodo j 
Le variabili principali di questa classe sono: 
 matrice[] array di tipo CellaMatriceNodi: è larray che contiene 
gli NxN elementi della matrice come vettore sequenziale. 
 listaOrdinataCelle: è un array contenente la lista delle celle 
della matrice ordinate per carico. È utilizzata per recuperare 
velocemente la prima cella da ottimizzare; utilizzando apposite 
procedure di ordinamento si riesce a tenere ordinata questa 
lista di N elementi in O(logN) anziché O(NxlogN). 
La maggior parte dei metodi della classe MatriceNodi sono semplici 
metodi per aggiungere nodi, reperire lid del nodo a partire dallindice 
della matrice e viceversa, avere il carico di celle e colonne etc. 
I metodi principali sono: 
 ricercaBinariaCella: questo metodo effettua la ricerca binaria di 
un oggetto di tipo CellaMatriceNodi allinterno del vettore 
listaOrdinataCelle. 
 smartSort: questo metodo riordina il vettore listaOrdinataCelle 
in tempo logaritmico. Le ipotesi di partenza sono che lintero 
vettore è ordinato a meno di due elementi che sono fuori posto 
in seguito allo step delleuristica: quello che ha visto 
decrementare di uno il suo carico e quello che viceversa ha 
visto aumentare di uno il suo carico. Il costo della procedura è 
logaritmico in quanto sotto le ipotesi sopra indicate il riordino 
consiste nel cercare la nuova posizione dei due elementi 
modificati con delle ricerche binarie di costo logaritmico. 
 getOttimizzazioneGlobale: questo metodo calcola lefficienza del 
deployment a partire dallo schema di distribuzione 
rappresentato dallattuale stato della matrice. Innanzitutto per 
ogni nodo viene calcolato il massimo tra il numero di blocchi da 
ricevere e da inviare in modo da avere un valore di carico reale 
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(si ipotizzano che le trasmissioni in input e output avvengano in 
pipeline e su un canale di comunicazione bidirezionale). In base 
poi a tutti questi valori ne viene calcolata la media, la varianza 
e quindi la deviazione standard (o scarto quadratico medio). Nel 
nostro caso il valore della deviazione standard indica quanto è 
variabile il carico del generico nodo rispetto alla media. Nella 
soluzione ottimale se tutti i carichi fossero uguali alla media la 
deviazione standard sarebbe nulla. Il valore di ritorno del 
metodo è invece il rapporto tra la deviazione standard e la 
media moltiplicato per cento, ovvero viene ritornato il valore del 
coefficiente di variazione che in termini assoluti più è basso e 
più il risultato è buono. 
 
5.2.39 - Classe CellaMatriceNodi 
Questa classe modella il generico elemento della matrice di 
distribuzione come indicato nella classe MatriceNodi.  
Gli oggetti di tipo CellaMatriceNodi hanno in listaBlocchiDaRicevere la 
lista dei blocchi che il nodo di origine (variabile idNodoFrom) deve 
inviare al nodo di destinazione (variabile idNodoTo). Il costruttore 
provvede ad effettuare un ordinamento di tale lista per molteplicità 
crescente dei blocchi. Questo fa in modo che poi leuristica scelga 
prima i blocchi meno ottimizzabili e solo nelle iterazioni successive, 
quando le possibilità di scelta si riducono, i blocchi ottimizzabili più 
facilmente. Questa strategia tenta di evitare che lottimizzatore 
effettui cattive scelte nelle fase iniziali della ricerca greedy della 
soluzione e influenzi negativamente e pesantemente le scelte 
successive; test empirici hanno dimostrato la validità di tale strategia. 
Lunico metodo importante di questa classe è compareTo utilizzato 
per implementare la classe Comparable. Tale metodo è utilizzato per 
dare una relazione di precedenza tra due oggetti della stessa classe 
CellaMatriceNodi. Come già discusso nel capitolo 4 sono state 
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implementate tre diverse strategie per determinare le relazioni di 
precedenza: 
1. TIPO_ORDINAMENTO_LISTA_CELLE__CARICO_CELLA 
2. TIPO_ORDINAMENTO_LISTA_CELLE__CARICO_CELLA_COLONNA 
3. TIPO_ORDINAMENTO_LISTA_CELLE__CARICO_COLONNA_CELLA  
 
5.2.40 - Classe SessioneInterattiva 
Questa classe è utilizzata per impartire dei comandi al Committente. 
La libreria consente infatti un utilizzo sia in modalità interattiva che in 
modalità batch prendendo come input il solo file XML di scheduling 
del nuovo job. Per avere una lista dei comandi con le modalità di 
utilizzo basta digitare da console il comando HELP. Tra i comandi uno 
particolarmente utile per il debug è LANCIARAPP e che consente di 
avviare dei nodi Rappresentanti sullhost locale e potervi interagire 
come se fossero in remoto. Il comando LANCIARAPPREMOTI consente 
invece di lanciare dei nodi Rappresentanti in remoto attraverso 
lutilizzo di ssh. Per evitare la richiesta della password o altre 
operazioni che richiedono uninterazione con lutente è richiesto che la 
chiave pubblica del nodo del Committente sia presente nel file 
authorized_keys2 dei Rappresentanti, così come il suo ip deve essere 
presente nel file known_hosts dei medesimi nodi. Istruzioni 
dettagliate sul setup della libreria sono presenti nel file reame.txt 
 
5.2.41 - Classe EseguiCommittente 
Questa classe è la classe main della libreria per avviare il modulo 
Committente e si occupa principalmente di raccogliere eventuali input 
dalla shell.  
 
5.2.42 - Classe EseguiRappresentante 
Questa classe è la classe main della libreria per avviare il modulo 
Rappresentante e non effettua alcuna interazione con la shell.  
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5.2.43 - Classe EseguiRappresentanteLocale 
Questa classe è utilizzata nelle sessioni interattive di debug per 
lanciare uno o più Rappresentanti sulla macchina locale. 
 
5.2.44 - Classe TestPolitiche 
Questa classe è stata utilizzata per testare leuristica dellalgoritmo di 
ottimizzazione. 
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Cap. 6  Risultati Sperimentali 
 
In questo capitolo vengono mostrati i risultati ottenuti dai test 
dellalgoritmo di ottimizzazione e i risultati di vari deployment 
effettuati con la libreria sviluppata nella tesi.  
Uno specifico gruppo di test mette in evidenza le performance della 
libreria rispetto a quelle ottenibili con strumenti tradizionali per la 
trasmissione di dati in rete. 
I test effettuati hanno lo scopo di mettere in evidenza lefficacia dei 
vari moduli sviluppati e le performance ottenibili in un ambiente di 
rete allaumentare dei dati da inviare, del numero dei nodi e di altri 
fattori che verranno mostrati in seguito. 
Nel paragrafo 6.1 si descrivono le tipologie dei test effettuati, nel 
paragrafo 6.2 l'ambiente di esecuzione al momento della realizzazione 
dei test mentre nel paragrafo 6.3 sono descritti dettagliatamente i 
diversi tipi di sperimentazioni effettuate. 
Il paragrafo 6.4 contiene infine le conclusioni tratte dai test realizzati. 
 
6.1  Tipologie di Test 
 
I test effettuati sono stati suddivisi in 6 gruppi:  
 
- Gruppo A: Test di bontà dellEuristica 
Nel paragrafo 6.3.1 vengono riportati i risultati dei test di bontà e di 
velocità dell'algoritmo di ottimizzazione (euristica) descritto nel 
capitolo 4. Lobiettivo delleuristica è fare in modo che ogni nodo 
trasmetta mediamente la stessa quantità di dati in rete, e pertanto la 
bontà è misurata in termini di coefficiente di variazione dei dati 
trasmessi.  Tale coefficiente nel nostro caso è il rapporto tra la 
deviazione standard e la media della quantità di dati che ogni nodo 
deve ricevere.  
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- Gruppo B: Test di Scalabilità allaumentare del numero dei nodi 
Nel paragrafo 6.3.2 si mostrano i risultati dei test di scalabilità della 
libreria ottenuti allaumentare del numero dei nodi di destinazione con 
file di varie dimensioni. I test vengono effettuati con file di dimensioni 
sia minori che maggiori delle cache memory ed effettuando o meno la 
compressione prima dellinvio. 
 
- Gruppo C: Test di Scalabilità allaumentare della quantità di dati 
Nel paragrafo 6.3.3 si mostrano i risultati dei test di scalabilità della 
libreria allaumentare della quantità di dati e mantenendo costante il 
numero dei destinatari del deployment. Vengono inoltre mostrati i 
costi delle varie fasi di distribuzione: creazione dei blocchi sul 
Committente, calcolo euristica, invio dati in rete e ricostruzione dei 
file sui Rappresentanti. 
 
- Gruppo D: Test di Efficacia delle Cache distribuite 
Nel paragrafo 6.3.4 si mostrano i risultati del sistema di deployment 
prendendo in esame diverse casistiche sul contenuto delle cache dei 
nodi destinatari e con probabilità di Hit nulle, del 25%, 50%, 75% e 
100%. I test vengono ripetuti allaumentare del numero di nodi 
coinvolti nel deployment con dati non comprimibili. 
  
- Gruppo E: Test di Scalabilità di deployment asimmetrici 
Nel paragrafo 6.3.5 si mostrano i risultati di invii di file di dimensioni 
diverse a partizioni disgiunte e crescenti di nodi. I test tendono a 
mettere in evidenza le situazioni più critiche per leuristica in quanto 
le trasmissioni sono molto sbilanciate. 
 
- Gruppo F: Costi delle varie fasi del deployment 
Nel paragrafo 6.3.6 si mettono in evidenza con diagrammi a torta i 
costi percentuali delle quattro fasi che compongono il deployment: 
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creazione blocchi, euristica, trasmissione blocchi e ricostruzione file. I 
test sono stati effettuati inviando  a 10 nodi file di diversa natura 
facendo la media delle percentuali dei tempi allaumentare dei dati da 
inviare.  
 
- Gruppo G: Confronto di performance per linvio dei dati con la 
libreria sviluppata e con scp 
Nel paragrafo 6.3.7 sono riportati i risultati dei test relativi allinvio di 
un file da 1 GB sia attraverso la libreria sviluppata che tramite 
lutilizzo del comando scp (Secure Copy) che viene spesso usato per il 
trasferimento dei dati in rete.  
 
Per tutti i test effettuati i vari ambienti di esecuzione vengono 
descritti nel paragrafo 6.2. 
Per i test del gruppo A i risultati saranno organizzati come segue: 
descrizione dei dati che devono essere trasmessi e informazioni sugli 
schemi di deployment, descrizione della metodologia di valutazione 
utilizzata per determinare la bontà dellalgoritmo di ottimizzazione e 
infine presentazione dei  risultati numerici. 
 
I risultati per i test dei gruppi da B a G saranno mostrati secondo il 
seguente schema: descrizione dei dati da distribuire e schema di 
deployment, esposizione dei risultati numerici prendendo 
eventualmente in esame situazioni significative costruite in modo 
sperimentale, e commento dei risultati ottenuti. 
 
6.2  Descrizione dell'ambiente di esecuzione 
 
I test sono stati effettuati utilizzando le macchine del centro di calcolo 
di Informatica: gli host della rete sono divisi per  laboratorio e sono 
macchine eterogenee (sia tra laboratori diversi che nello stesso 
laboratorio). I test dei gruppi da B a G sono stati effettuati sulle 
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macchine del laboratorio H ed M che sono interconnessi con uno 
switch ad 1Gbps. 
In particolare i test effettuati sono avvenuti in contemporanea 
all'utilizzo degli host da parte di altri utenti. La reiterazione delle 
prove non è stata fatta utilizzando sempre gli stessi nodi in quanto di 
volta in volta solo una porzione delle macchine era raggiungibile ed 
utilizzabile. 
Questa situazione rende più attinenti alla realtà i risultati ottenuti, 
anche se più aleatori, in quanto si è simulato meglio un ambiente 
Grid in cui l'applicazione non ha il controllo esclusivo dei nodi di 
elaborazione i quali possono ricevere sollecitazioni diverse in diversi 
istanti di tempo. 
Le suddette macchine hanno dei processori AMD Athlon XP 2600+ a 
2140Mhz con 512 MB di RAM (hostname fujih[1-40] e fuhim[1-40]) 
tranne fujih12, fujih14, fujim11 e fujim26 che sono Athlon XP 1900+ 
con frequenza di 1615 Mhz.  
I dischi sono di tipo EIDE con delle prestazioni mediamente basse. 
I test non sono stati effettuati su una vera griglia: possiamo però dire 
che i risultati siano comunque attendibili e paragonabili a quelli 
ottenibili su Grid. Lunica differenza principale è data dalle latenze che 
nel caso di Grid sono più alte a causa di eventuali autenticazioni e 
cifrature dei dati. In tutti i casi però considerando il protocollo 
implementato che riduce al minimo il numero di comunicazioni tra 
nodi, i tempi risultanti in ambiente Grid sarebbero più alti di pochi 
secondi (in generale tra 1 e i 10 secondi per un numero di nodi 
minore di 100).  Bisogna prendere in considerazione però che in 
ambiente grid le risorse di calcolo e di archiviazione (cpu, memoria, 
disco) sono sicuramente di gran lunga più performanti. Pertanto le 
fasi che non sono puro invio di dati in rete, e che nei test occupano 
una grande percentuale del processo di deployment, verrebbero 
svolte molto più velocemente. Lanalisi delle varie fasi che 
compongono il deployment è fatta nei test del gruppo F. 
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6.2.1 - Ambiente di esecuzione per i test del Gruppo A 
I test di efficienza e di bontà dell'euristica sono stati effettuati  
utilizzando un Pc Athlon XP 2600+ con 512Mb di RAM. Ricordiamo 
che l'euristica è calcolata dal solo nodo Committente che calcola lo 
schema di distribuzione dei blocchi in base ad un file di input che 
associa dei file ai nodi destinatari ed in base ad eventuali informazioni 
aggiuntive avute tramite unoperazione di lookup. 
 
6.2.2 - Ambiente di esecuzione per i test degli altri Gruppi 
La sperimentazione si è effettuata sulle macchine disponibili del 
laboratorio H e M. In particolare i test sono avvenuti in 
contemporanea all'utilizzo degli host da parte di altri utenti. La 
ripetizione dei test non è stata realizzata adoperando sempre gli 
stessi nodi in quanto ad ogni prova solo una parte degli host risultava 
essere raggiungibile ed utilizzabile. 
 
I risultati ottenuti in questa situazione hanno simulato perfettamente 
un ambiente di tipo Grid in cui l'applicazione non viene eseguita in 
modo esclusivo ma in contemporanea ad altre che influiscono quindi 
sul carico degli host. Allo stesso tempo però i risultati non sono del 
tutto lineari e prevedibili e vi possono essere degli scarti, 
generalmente di lieve entità, rispetto a quelli attesi. Durante le prove 
alcuni host hanno dato maggiori problemi di affidabilità e di 
performance e pertanto sono stati manualmente esclusi dalla 
computazione (es. fujim3 ed fujih33 che venivano utilizzati da altri 
studenti per test cpu-intensive). Per limitazioni dello spazio fisico 
disponibile sugli host non si è potuto effettuare deployment di file 
maggiori di 5GB, inoltre le prove sono state fatte con al più 50/60 
nodi  in quanto molti erano irraggiungibili durante i test.  
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6.3  Risultati dei Gruppi di Test 
In questo paragrafo vengono mostrati i risultati ottenuti nei diversi 
gruppi di test presentati al paragrafo precedente. 
 
6.3.1 - Gruppo A  Test di Bontà dellEuristica 
In questa sezione si mostrano i risultati ottenuti dai test di velocità e 
dai test di bontà dellalgoritmo di ottimizzazione. Si è misurato il 
tempo di esecuzione dell'euristica al variare della quantità di dati che 
si devono trasmettere in rete e la qualità delle soluzioni trovate al 
variare del numero dei nodi coinvolti. Ricordiamo che lalgoritmo di 
ottimizzazione per il calcolo dello schema di deployment viene 
eseguito dal nodo Committente nella fase che precede quella del 
deployment. Pertanto non coinvolge gli altri nodi della rete se non 
nelleventuale fase di lookup delle cache dei nodi selezionati. 
 
6.3.1.1 - Descrizione dei dati e schema di deployment 
Per valutare l'efficienza dell'euristica abbiamo misurato il suo tempo 
di esecuzione calcolando lo schema di deployment per invii di diverse 
quantità di dati (1Gb, 10Gb, 100Gb) a tutti i nodi della griglia. Tale 
quantità è la quantità totale di dati che circola sulla griglia e nel caso 
ad esempio di invio di 10Gb di dati a 50 host si ha che ogni host deve 
ricevere 200Mb di dati. I test sono stati eseguiti al variare del numero 
di host coinvolti nella distribuzione dei dati. 
L'euristica è calcolata dal solo nodo Committente che determina lo 
schema di distribuzione dei blocchi in base ad un file di input che 
associa dei file ai nodi destinatari ed in base ad eventuali informazioni 
aggiuntive avute tramite unoperazione di lookup. 
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6.3.1.2 - Metodologia per il calcolo di bontà dell'Euristica 
Per valutare la bontà dell'Euristica abbiamo calcolato il coefficiente di 
variazione dello schema di distribuzione al variare del numero dei 
nodi coinvolti nel deployment. Ricordiamo che ipotizziamo una 
velocità uniforme dei link di comunicazione tra i nodi della griglia e 
che i blocchi inviati hanno mediamente la stessa dimensione (1Mb). 
Si assume quindi che il tempo di invio di un singolo blocco sia 
costante indipendentemente dalla distanza fisica esistente tra i nodi. 
Come illustrato nel capitolo 4 l'euristica calcola uno schema di 
allocazione dei blocchi in modo da minimizzare il tempo di 
completamento del deployment. Sotto le ipotesi menzionate per 
ottenere questa minimizzazione, abbiamo convenuto che la soluzione 
richieda che ogni nodo invii una quantità di blocchi pressappoco 
uguale a quella degli altri nodi.  
Per stimare la bontà dell'euristica si è cercata una misura del grado di 
dispersione dei dati inviati da ogni nodo rispetto alla media. Per 
questa stima si usa generalmente la deviazione standard, ma 
abbiamo preferito utilizzare una misura percentuale assoluta (e non 
relativa) come il Coefficiente di Variazione: CV = ó/abs(ì)*100.  
Indichiamo con ó la deviazione standard e con ì la media del numero 
dei blocchi trasmessi per ogni nodo: CV è quindi calcolato come il 
rapporto tra la deviazione standard e il valore assoluto della media 
moltiplicato per cento. 
Tanto più il coefficiente di variazione è basso tanto più i valori si 
avvicinano alla media ottenendo quindi soluzioni prossime all'ottimo; 
un valore inferiore al 30% è indice di una buona stabilità dei valori 
rispetto alla media. Nel paragrafo dedicato ai risultati dei test la 
figura 6.4 mostra i valori calcolati del coefficiente di variazione. 
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6.3.1.3 - Risultati Numerici e Osservazioni 
Nelle figure 6.1, 6.2 e 6.3 sono riportati i grafici che mostrano i tempi 
di esecuzione dell'euristica nei casi di invio di dati per un totale di 
1Gb, di 10Gb e di 100Gb a tutti i nodi della rete. Sono stati calcolati i 
tempi al variare del numero dei nodi destinatari 
Nelle prove il numero di nodi considerati è 5, 10, 15, 20, 25, 30, 40, 
50, 60, 70, 80, 90 e 100 e i singoli blocchi hanno dimensione 
massima di 1Mb. 
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Fig. 6.1 
In questo grafico è mostrato il tempo di esecuzione della sola euristica per il 
calcolo dello schema di distribuzione di un file da 1 GB (1.000 blocchi di 
dimensione 1MB) allaumentare del numero dei nodi. 
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Fig. 6.2 
Questo grafico mostra i risultati dello stesso test mostrato in figura 6.1 ma 
con file di input da 10 Gb (10.000 blocchi) 
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Fig. 6.3 
In questa figura mostra i risultati del test descritto in figura 6.1 ma con file 
di input da 100 Gb (100.000 blocchi) 
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Dalle figure precedenti si può vedere che la curva che rappresenta il 
tempo di esecuzione dell'euristica ha un andamento di tipo 
polinomiale crescente sul numero dei nodi coinvolti e fino a 30/40 
nodi ha un andamento praticamente lineare. Osservando la figura 6.2 
si può notare che non sempre si ha questa relazione: ricordiamo però 
che si sta valutando un'euristica e non un algoritmo esatto e che 
quindi, oltre al numero dei nodi, possono influire sul numero di step 
per arrivare alla soluzione (e quindi sul tempo di computazione) 
anche particolari scelte locali fatte durante la computazione. 
In generale si può osservare come il tempo di computazione sia molto 
modesto in rapporto alla quantità totale di dati da inviare in rete, nei 
test fatti nei casi pessimi col massimo numero di nodi si ha che il 
tempo di computazione è circa 1 secondo a GB, nei casi medi con 50 
nodi scende intorno al decimo di secondo a GB. Per fare un paragone 
linvio di 1Gb di dati a 10Mbit al secondo prende circa 1000 secondi, 
quindi il calcolo delleuristica incide mediamente per circa 1/10.000 
del tempo di invio.  
Come si vedrà nei test successivi un buon schema di distribuzione dei 
blocchi può far si che il tempo di deployment dei file ad una serie 
crescente di nodi rimanga pressoché costante, contro un aumento 
lineare sul numero di nodi nellapproccio sequenziale tradizionale. 
Pertanto già da questi primi risultati si può concludere che i benefici 
di un buon schema di distribuzione siano di gran lunga maggiori del 
tempo impiegato nel suo calcolo. 
 
Nella figura 6.4 sono riportati i valori del coefficiente di variazione al 
variare del numero dei nodi coinvolti nel deployment. 
 
 197
Bontà della Soluzione Euristica (100GByte di dati) 
0%  = Ottimo - <30%  Buono
0,00%
0,50%
1,00%
1,50%
2,00%
2,50%
5 10 15 20 25 30 40 50 60 70 80 90 100
Numero Nodi
C
oe
ffi
ci
en
te
 d
i V
ar
ia
zi
on
e
 
Fig. 6.4 
Questa figura mostra la bontà della soluzione euristica calcolata nellinvio di 
100.000 blocchi totali (da 1 Mbyte ciascuno) ad un numero crescente di 
nodi. La bontà è stata espressa in termini del coefficiente di variazione 
calcolato come il rapporto tra la deviazione standard e la media del numero 
dei blocchi trasmessi da ogni nodo. 
 
Come anche evinto dalla letteratura, valori del coefficiente di 
variazione inferiori al 30% indicano valori di dispersione bassi che si 
avvicinano molto al valore della media. Anche nel nostro caso quindi 
valori inferiori a questa soglia denotano buone approssimazioni della 
soluzione ottima. Naturalmente la soluzione ottima non significa che il 
coefficiente di variazione sia 0 in quanto può essere insito nello 
schema di deployment un eventuale sbilanciamento dovuto allinvio di 
file diversi a nodi diversi. Le misure illustrate nella figura 6.4 sono il 
risultato di un deployment di uno stesso insieme di dati a tutti i nodi 
della rete, situazione in cui è più ravvisabile una soluzione ottima in 
cui ogni nodo trasmette allincirca la stessa quantità di dati. 
Nel paragrafo 6.3.5 sono esposti i risultati dei test asimmetrici 
(Gruppo E) in cui appunto sono messi in evidenza gli esiti di invii di 
partizioni disgiunte di file a partizioni disgiunte di host in modo da 
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impedire un deployment completamente distribuito tra tutti i nodi 
della griglia, ma distribuito solo tra sottogruppi della stessa. 
Come si evince dal precedente grafico l'euristica è stata in grado di 
calcolare soluzioni ottime per un numero di nodi coinvolti pari a 5, 10, 
15, 20, 25, 30, 40, 50, 70 e 80; negli altri casi i risultati sono 
comunque eccellenti, denotando una varianza bassissima in rapporto 
alla grande quantità di dati da inviare. 
 
 
6.3.2 - Gruppo B  Test di Scalabilità allaumentare del 
numero dei nodi 
In questo paragrafo si mostrano i risultati dei test della libreria con 
invio di 4 file di input campione al variare del numero dei nodi di 
destinazione. 
 
6.3.2.1 - Descrizione dei dati e schema di deployment 
Per la sperimentazione sono stati usati i seguenti file di input: 
 file A: file di testo di 200Mb comprimibile; 
 file B: file binario da 200Mb non comprimibile; 
 file C: file di testo 1Gb comprimibile; 
 file D: file binario di 1Gb non comprimibile; 
I file descritti precedentemente sono stati distribuiti a tutti i nodi della 
griglia in prove successive incrementando di volta in volta il numero 
di destinatari da 1 fino a 50 (il numero di nodi utilizzabili al momento 
dei test). I file comprimibili usati nei test hanno raggiunto un fattore 
di compressione di 1:20. 
 
6.3.2.2 - Risultati Numerici e Osservazioni 
Dai grafici mostrati si evince che la libreria scala molto bene al 
variare del numero dei nodi e il tempo di completamento rimane 
abbastanza costante indipendentemente dal numero di nodi coinvolti.  
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Nella figura 6.5 sono mostrati i tempi in secondi di tutta la fase dei 
deployment dei 4 file di test.  
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Fig. 6.5 
In questo grafico è mostrata la durata del deployment di quattro file di  cui 
due comprimibili (C) e due non comprimibili (NC) allaumentare del numero 
dei nodi destinatari. 
 
Nei tempi indicati sono inclusi i tempi necessari per leventuale 
compressione, la divisione in blocchi, il calcolo delle chiavi SHA1, 
leventuale lookup, il calcolo delleuristica, la distribuzione in rete, la 
ricostruzione dei file sui nodi Rappresentanti (con eventuale 
decompressione) e invio di messaggio fine lavori. La scelta di 
misurare il tempo di completamento dellintero deployment e non del 
solo invio dei file in rete è motivata dal fatto che gli alti throughput 
sono raggiunti solo grazie ad una fase di setup che talvolta occupa 
una parte importante dellintero processo.  
Dai grafici si nota come il tempo di completamento dei file 
comprimibili sia inferiore a quello dei file non comprimibili, ciò grazie 
ad una riduzione della quantità di dati da inviare in rete e grazie al 
minor tempo speso nel calcolo delle chiavi SHA1. 
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A tal proposito si fa notare come generalmente il processo di 
compressione sia molto più leggero di quello del calcolo delle chiavi 
SHA1, pertanto si ha un risparmio nel calcolare le chiavi dopo aver 
compresso il flusso dei dati se il fattore di compressione è 
sufficientemente buono. Il tempo per la fase di creazione dei blocchi, 
nel caso in cui non si faccia la compressione, è dato dal tempo di 
lettura dei dati dal disco più il tempo necessario a calcolare le loro 
chiavi SHA1. Nel caso in cui invece si faccia la compressione, il tempo 
necessario è dato dal tempo di lettura dei dati dal disco più il tempo 
per comprimere gli stessi più il tempo necessario per il calcolo delle 
chiavi SHA1 sui dati compressi. 
Va inoltre aggiunto che in fase di ricostruzione dei file nel caso di 
blocchi compressi questi vanno prima decompressi. 
Scrivendo una semplice disequazione si ha che la compressione per 
essere vantaggiosa deve essere tale che il suo fattore di 
compressione R sia: 
R < (1/Vs  1/Vc) x (Vs x Vd) / (Vd + Vs) 
dove Vs è la velocità del calcolo delle chiavi SHA, Vc è la velocità di 
compressione e Vd è la velocità di decompressione. 
Nelle nostre misurazioni si è visto che la velocità di compressione è 
circa 60 MB/sec, la velocità di decompressione è di circa 180 MB/sec 
e la velocità di creazione delle chiavi di circa 25 MB/sec. Pertanto in 
tal caso la fase di compressione per essere vantaggiosa deve avere 
un coefficiente di compressione minore di 0,51, ovvero un fattore di 
compressione di circa 1 a 2. 
 
Si fa inoltre notare come ad esempio linvio del file non comprimibile 
da 1 GB richieda mediamente 450 secondi, mentre linvio del file da 
200 MB richieda mediamente 50 secondi. Sebbene la differenza di 
dimensioni sia di 5 volte, la differenza dei tempi è di ben 9 volte. 
Questa non proporzionalità è dovuta alla quantità di memoria 
riservata alla Cache Memory che è di soli 250 MB (la memoria totale 
dei nodi è di 512 MB). Ciò fa si che il file da 200 MB riesca ad entrare 
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tutto in cache memory e quindi tutte le operazioni di lavorazione sui 
blocchi come calcolo chiavi, invio degli stessi in rete, ricostruzione 
etc. possano avvenire senza lintervento del ben più lento disco di 
sistema. 
Lo stesso non accade per i file da 200 MB e 1 GB che risultano 
comprimibili in quanto grazie allelevato fattore di compressione i 
blocchi compressi riescono ad entrare tutti in Cache Memory; in quel 
caso si assiste ad una perfetta proporzionalità tra i tempi di 
deployment e le dimensioni dei file da inviare. 
 
Nella fig. 6.6 è mostrato il throughput di rete prendendo in 
considerazione lintero processo di deployment. Il throughput è 
calcolato considerando la quantità totale di dati non compressi da 
inviare in rete; pertanto tale valore per i dati compressi è un valore 
virtuale. 
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Fig. 6.6 
In questo grafico sono riportate le curve del throughput virtuale di rete 
relativo allinvio di un file da 200 Mb (compresso e non compresso) e di un 
file da 1 Gb (compresso e non compresso). 
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Nelle misurazioni del tempo di completamento, come già indicato, 
vengono considerati anche i tempi morti in cui la rete non viene 
utilizzata e in cui viene effettuata la creazione dei blocchi, il calcolo 
delleuristica e la ricostruzione file. Per un raffronto del peso di ogni 
fase del deployment vedere il paragrafo 6.3.6 con i test del gruppo F. 
I tempi di completamento pressoché costanti al variare del numero di 
nodi e la crescita abbastanza lineare del throughput di rete indicano 
che la libreria non ha colli di bottiglia e centralizzazioni che ne 
pregiudicano le performance. Questa affermazione è tanto più vera 
quanto più si lavora allinterno delle ipotesi di progetto, ovvero con 
numero di nodi nellordine delle centinaia. Uscendo da tali ipotesi 
accade che il tempo di calcolo delleuristica non è più infinitesimale 
rispetto al tempo di deployment ma, crescendo le strutture dati in 
modo quadratico, si ha che il tempo di calcolo cresce secondo tale 
andamento come si evince dalla figura 6.3. 
Nella figura 6.7 viene mostrato infine lo speed-up del throughput 
raggiunto dalla libreria: throughput(N) / throughput(1).  
Anche questo grafico dimostra come gli ottimi valori di speed-up 
siano indice dellassenza di colli di bottiglia e centralizzazioni. 
Nella figura 6.8 è infine mostrata lefficienza del deployment 
allaumentare del numero di nodi destinatari dei medesimi file di 
input. Lefficienza è stata misurata come rapporto tra il tempo di 
completamento del deployment al singolo nodo rispetto al tempo di 
completamento ad N nodi. In questo grafico si può notare come 
lefficienza generalmente sia più alta per file di grandi dimensioni in 
quanto impattano in modo minore gli overhead per il setup dello 
schema di deployment. 
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Fig. 6.7 
In questa figura riportiamo i valori dello speed-up al variare del numero dei 
nodi destinatari. Lo speed-up in questo grafico è calcolato come il rapporto 
tra il throughput globale di invio ad n nodi e quello di invio al singolo nodo. 
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Fig. 6.8 
In questa figura riportiamo i valori dellefficienza relativa al variare del 
numero dei nodi destinatari. Lefficienza relativa è calcolata come rapporto 
tra il tempo di completamento del deployment ad un unico nodo ed  il 
tempo di completamento del deployment ad n nodi. 
 204
6.3.3 - Gruppo C  Test di Scalabilità allaumentare della 
quantità di dati 
In questo paragrafo si mostrano i risultati dei test della libreria al 
variare della quantità di dati da inviare; vengono mostrati i risultati 
dei test di deployment sia di file comprimibili che non comprimibili 
nellinvio a 10 nodi della griglia. Oltre che il tempo di deployment 
vengono mostrati anche i tempi delle quattro fasi che lo compongono: 
creazione dei blocchi e calcolo euristica sul Committente, tempo 
medio per la ricezione dei dati e tempo medio di ricostruzione dei file 
su ogni rappresentante. Dato che le ultime due fasi menzionate 
avvengono in parallelo su nodi diversi, a misurarne i tempi sono i 
rappresentanti stessi che poi li comunicano al Committente con il 
messaggio di conclusione del deployment. E il committente stesso 
quindi che poi raccoglie tali dati e ne calcola le medie per le 
statistiche raccolte. 
Il tempo di ricezione dati del singolo rappresentante comprende sia il 
tempo di ricezione dei dati dal Committente che il tempo per la 
ricezione distribuita dei blocchi dagli altri nodi. Tale tempo è pertanto 
misurato dallinizio della ricezione del primo blocco alla conclusione 
della ricezione dellultimo blocco. 
 
6.3.3.1 - Descrizione dei dati e schema di deployment 
Per la sperimentazione sono stati usati 2 file di input di base: 
 file A: file binario di 100Mb non comprimibile; 
 file B: file di testo di 100Mb comprimibile; 
I file descritti precedentemente sono stati distribuiti a 10 nodi della 
griglia in test consecutivi. Ad ogni iterazione del test ai file usati 
precedentemente venivano concatenati nuovamente i file A o B in 
base alla prova in un processo incrementale. A causa del limitato 
spazio disco disponibile sui nodi di test si sono potuti distribuire file di 
dimensione fino a 5Gbyte. Visto che ai file si concatenavano sempre 
gli stessi dati si è fatto in modo che non vi fosse una periodicità per 
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cui una volta suddivisi i file in blocchi parte di questi fossero uguali. 
In tal caso il meccanismo di resemblance detection sarebbe entrato in 
azione e i blocchi simili non sarebbero stati inviati più volte in rete 
risparmiando si banda e ottimizzando il deployment, ma falsando poi i 
dati dei test. 
 
6.3.3.2 - Risultati Numerici e Osservazioni 
Dalla figura 6.9 si evince che la libreria scala in modo lineare con 
laumentare della quantità di dati da inviare e lo stesso vale per le 
varie operazioni che compongono il deployment.  
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Fig. 6.9 
In questa figura riportiamo i tempi di completamento del deployment di file 
binari non comprimibili a 10 nodi al variare dei dati totali da trasmettere in 
rete. Il valore massimo sulle ascisse è 50 GB ad indicare appunto 5Gbyte da 
inviare ad ognuno dei 10 nodi. 
 
Sulle ascisse sono mostrati i GB totali inviati in rete (dimensione del 
file di input x numero nodi destinatari). Nel caso di file non (ben) 
comprimibili si può facilmente notare come la maggior parte del 
tempo del deployment sia preso dallinvio dei dati in rete, mentre la 
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durata delleuristica per il calcolo dello schema di distribuzione rimane 
irrilevante (come in tutti gli altri test). 
Nella figura 6.10 invece vengono mostrati i risultati di scalabilità del 
deployment del file comprimibile; il grafico ha un andamento analogo 
a quello della figura precedente, ma presenta una maggiore varianza 
dovuta alluso non esclusivo dei nodi destinatari (durante i test i pc 
del centro di calcolo venivano utilizzati anche da altri studenti). 
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Fig. 6.10 
In questa figura riportiamo i tempi di completamento del deployment di file 
di testo comprimibili a 10 nodi al variare dei dati totali da trasmettere in 
rete. Il valore massimo sulle ascisse è 50 GB ad indicare appunto 5Gbyte da 
inviare ad ognuno dei 10 nodi. 
 
Nella figura 6.9 la varianza è di gran lunga minore in quanto i 
processi di ricostruzione dei blocchi di file non compressi sono 
operazioni poco cpu-bound (non va fatta contestualmente anche la 
decompressione). Al contrario nel caso questa debba essere 
effettuata luso della macchina da un altro studente causa maggiori 
rallentamenti nelle fasi di decompressione cpu-intensive. Nella figura 
6.10 si può notare come la curva del tempo di deployment segua 
negli andamenti quella dei tempi medi di ricostruzione dei file ma è 
maggiormente amplificata. Questo effetto avviene perchè i tempi 
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misurati per la ricostruzione dei file sono una media e il deployment si 
ritiene terminato solo quando lultimo dei rappresentanti ha terminato 
la ricostruzione dei file.  
Dalla figura 6.10 si nota come il tempo totale di deployment sia 
inferiore con la compressione dei file di input (quando questi sono 
ben comprimibili); nel caso specifico il rapporto di compressione è 
risultato essere di circa 1:20. Si nota inoltre un cambio radicale nei 
rapporti tra le varie fasi del deployment. Per la discussione degli 
stessi vedere i risultati dei test del gruppo F (par. 6.3.6). 
Nelle figure 6.11 e 6.12 è invece visualizzata lefficienza del processo 
di deployment ai 10 host selezionati per il test allaumentare della 
quantità di dati inviata. Lefficienza viene calcolata rapportando il 
numero di nodi N per il tempo dellinvio ad un nodo con il tempo di 
invio a tutti gli N nodi: N x T(1) / T (N). 
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Fig. 6.11 
In questa figura è mostrata lefficienza relativa dei processi di deployment e 
creazione blocchi al variare della quantità di dati totali (binari non 
comprimibili) inviati in rete a 10 nodi destinatari. Lefficienza è calcolata 
come rapporto tra il tempo di completamento del deployment di 1 GB di dati 
moltiplicato per X e il tempo di completamento di X GB di dati totali. 
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Si può facilmente notare come landamento asintotico diminuisca 
molto lentamente e lefficienza sia mediamente abbastanza alta. 
Per spiegare lapparente anomalia della curva di Deployment che 
descrive lefficienza dellintero processo di deployment, nella figura 
6.11 è mostrata anche lefficienza del procedimento di creazione dei 
blocchi del file di input tramite la curva di colore viola.  
Si nota facilmente che lefficienza del Deployment è direttamente 
correlata allefficienza della fase di creazione dei blocchi e che questa 
decade inizialmente in modo molto veloce a causa della poca 
memoria disponibile per la Cache Memory.  
Durante i test per la Cache Memory sono stati allocati solamente 250 
MB di ram, ovvero circa la metà della memoria disponibile sugli host 
usati per i test (ricordiamo che gli host di test hanno 512 Mb di ram). 
Quando si riesce a sfruttare tutta la Cache Memory lefficienza è del 
100%, già quando il file passa a 300MB lefficienza scende all81%, 
con un file da 400MB a 67% e poi continua a decadere lentamente 
fino ad assestarsi intorno al 55%. Si fa notare come il sistema 
operativo riesca a mitigare loverhead dei blocchi che non rientrano in 
Cache Memory grazie al caching del disco quando vi sia memoria 
libera di sistema.  
Quando però la quantità di dati da gestire supera la quantità di 
memoria libera utilizzabile (nel caso specifico circa 400MB dei 512MB 
totali) il caching del disco effettuato dal sistema operativo diventa 
meno efficiente e si paga loverhead dello swap. 
Da questo si può ben spiegare come lefficienza del deployment dei 
dati compressi della figura 6.12 sia molto più alta e sempre superiore 
al 75% e lefficienza della fase di creazione blocchi superiore al 90%. 
Si hanno valori così alti dellefficienza perché con un rapporto di 
compressione di 1:20 un file da 5Gbyte diventa di soli 250Mb e riesce 
quindi ad andare tutto nella Cache Memory del Committente 
velocizzando enormemente tutte le successive operazioni che 
coinvolgono i blocchi (calcolo delle chiavi, distribuzione...) 
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A migliorare molto lefficienza basterebbero una maggiore quantità di 
memoria e in generale dei dischi più performanti. Nel caso specifico 
dei dischi SCSI anziché gli EIDE presenti avrebbero sicuramente 
migliorato notevolmente le performance consentendo alla CPU di 
gestire più efficacemente la fase di calcolo delle chiavi SHA1 e di 
distribuzione dei blocchi. 
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Fig. 6.12 
  In questa figura è mostrata lefficienza relativa dei processi di deployment 
e creazione blocchi al variare della quantità di dati totali (di testo 
comprimibili) inviati in rete a 10 nodi destinatari. Lefficienza è calcolata 
come rapporto tra il tempo di completamento di 1 GB di dati (100Mb ad 
ogni nodo) moltiplicato per X ed il tempo di completamento del deployment 
di X GB di dati totali. 
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Il grafico della figura 6.13 mostra la percentuale di tempo risparmiato 
nel deployment comprimendo i dati da distribuire allaumentare della 
dimensione dei file da inviare.  
Il test è stato effettuato facendo un raffronto tra dati di testo (file di 
log) che vengono quindi ben compressi e gli stessi dati inviati senza 
comprimerli. 
Dallo stesso si può notare come mediamente si risparmi circa il 75% 
del tempo di invio effettuando la compressione, indipendentemente 
dalla quantità dei dati da inviare.  
Questi risultati dipendono molto dallhardware utilizzato (velocità 
disco e memoria disponibile) e dalla comprimibilità dei file di input. 
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Fig. 6.13 
In questa figura è mostrata la percentuale di tempo risparmiato nel 
deployment di dati di testo compressi rispetto agli stessi non compressi, 
allaumentare delle loro dimensioni a 10 nodi destinatari. 
La percentuale è calcolata come: (tempo invio file non compresso  tempo 
invio file compresso) / tempo invio file non compresso tutto moltiplicato per 
100. 
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6.3.4 - Gruppo D  Test di Efficacia delle Cache distribuite 
In questo paragrafo si effettuano dei test di deployment di un file da 
200MB ad un numero crescente di nodi con diverse quantità di dati in 
cache. Tutti gli altri test della rassegna tendono a mettere in evidenza 
la pura velocità di distribuzione senza prendere appunto in 
considerazione la possibilità di utilizzare le cache. Come si vedrà dai 
risultati le cache consentono di abbattere notevolmente il tempo di 
completamento del deployment e di utilizzare la rete in modo molto 
più efficiente. 
 
6.3.4.1 - Descrizione dei dati e schema di deployment 
Per la sperimentazione è stato usato un file di input da 200 MB non 
comprimibile. 
Si è scelto un file di modeste dimensioni in modo che possa entrare 
tutto nelle cache Memory dei nodi che sono state settate a soli 
250MB, a causa della poca disponibilità di ram sugli host. Questa 
scelta consente di non falsare i test a causa dello swap con il disco 
per il recupero dei blocchi che passano da Cache Memory a Cache 
Disk. Analogamente si è scelto di utilizzare un file non comprimibile 
per evidenziare il vantaggio dellutilizzo delle cache che consentono di 
inviare minori quantità di dati in rete. Facendo i test con file 
comprimibili non si riuscirebbero a percepire i vantaggi forniti dalluna 
o altra tecnica, vantaggi che però si hanno nellutilizzo reale. 
Il file da 200MB sopra indicato è stato distribuito a tutti i nodi della 
griglia in prove successive incrementando di volta in volta il numero 
di destinatari da 1 fino a 50 (il numero di nodi utilizzabili al momento 
del test). 
 
Tutte le prove sono state effettuate in 5 condizioni delle cache dei 
nodi destinatari: 
1) Cache vuote (caso pessimo e uguale a quello delle altre prove). 
2) Cache con il 25% dei dati necessari per il deployment. 
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3) Cache con il 50% dei dati necessari per il deployment. 
4) Cache con il 75% dei dati necessari per il deployment. 
5) Cache con tutti i dati necessari per il deployment (caso migliore). 
Per le prove 2), 3) e 4) i blocchi lasciati in cache sono stati scelti 
casualmente partendo da un situazione in cui in cache cerano tutti i 
blocchi necessari alla ricostruzione del file. Per rendere le prove 
riproducibili e maggiormente confrontabili allaumentare del numero 
di nodi destinatari, per ogni nodo è stato utilizzato come seme del 
generatore di numeri casuali il suo id di rete (come specificato nel file 
XML di topologia di rete). 
 
6.3.4.2 - Risultati Numerici e Osservazioni 
Nella fig. 6.14 sono mostrate le quantità di dati teoriche da inviare in 
rete in base alle quantità di blocchi presenti in cache. 
Dati Trasferiti in Rete
0
2.000
4.000
6.000
8.000
10.000
12.000
1 6 11 16 21 26 31 36 41 46
Numero di Nodi
M
B
yt
e
Hit 0%
Hit 25%
Hit 50%
Hit 75%
Hit 100%
 
Fig. 6.14 
In questa figura sono indicate le quantità totali di dati che i nodi della rete 
devono ricevere allaumentare del numero di nodi e in rapporto a 5 diverse 
percentuali di Hit in cache 
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In questa figura sono indicati tutti i dati ricevuti dai Rappresentanti; 
ogni Rappresentante riceve parte dei dati dal Committente e parte 
dagli altri Rappresentanti. 
La quantità di dati inviata dal Committente varia in base al numero 
dei nodi e alla probabilità di Hit in cache. Infatti maggiori sono i nodi 
coinvolti nel deployment maggiore è la probabilità che il generico 
blocco sia presente in qualcuna delle cache e quindi non debba essere 
obbligatoriamente inviato dal Committente. Se p è la probabilità di Hit 
in cache ed N il numero di nodi, la probabilità che il Committente 
debba inviare il generico blocco b è pari alla probabilità che il blocco 
non sia presente in nessuna delle cache: 
P(C) = (1-p)N  
In tutti i casi il Committente partecipa allinvio di parte dei blocchi per 
alleggerire il carico di lavoro medio dei nodi, indipendentemente dal 
fatto che tutti i blocchi siano nelle cache dei nodi della rete (schema 
di distribuzione calcolato dallalgoritmo di ottimizzazione). 
 
Nella figura 6.15 è mostrata graficamente la durata del deployment in 
base alle percentuali di Hit in cache e al variare del numero dei nodi 
destinatari.  
Innanzitutto si può notare come anche nel caso in cui tutti i blocchi 
siano presenti in cache il deployment ha comunque durata non nulla 
data dal fatto che i file debbano essere divisi in blocchi, calcolate le 
chiavi SHA1 e poi i blocchi ricomposti per formare i file originari; 
lunica fase che si risparmia è quella dellinvio dei dati in rete. 
 214
Durata Deployment
0
10
20
30
40
50
60
70
1 6 11 16 21 26 31 36 41 46
Numero Nodi
Te
m
po
 (s
ec
.) Hit 0%
Hit 25%
Hit 50%
Hit 75%
Hit 100%
 
Fig. 6.15 
In questa figura sono mostrate le durate dei deployment allaumentare del 
numero di nodi coinvolti nelle 5 casistiche di probabilità di hit in cache. 
 
Nella figura 6.16 viene mostrato esclusivamente il tempo medio che 
ogni nodo impiega per ricevere tutti i dati allaumentare del numero 
di nodi destinatari del deployment. 
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Fig. 6.16 
In questa figura, allaumentare del numero di nodi, sono mostrate le durate 
medie di ricezione dei dati da parte degli stessi, nelle 5 casistiche di 
probabilità di hit in cache. 
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E evidente che il tempo medio di ricezione dei dati è pressoché 
costante e abbastanza proporzionale alla probabilità di Hit in cache. 
Infatti si nota come i tempi dei deployment con Hit in cache al 50% 
sono circa doppi di quelli con Hit in cache al 75% e la metà di quelli 
con Hit in cache dello 0%. 
Da ciò risulta evidente come la varianza delle curve della fig. 6.15 sia 
per lo più dovuta a situazioni di carico della rete e dei nodi non 
dovute alla libreria ma a cause esterne (es. altri utenti che utilizzano 
le risorse di calcolo dei nodi). Confrontando le figure 6.15 e 6.16 si 
intuisce facilmente come il trend crescente di alcune curve della 
prima figura sia per lo più dovuto alle fasi di ricostruzioni dei file. 
Infatti le prime due fasi eseguite sul Committente (creazione blocchi e 
calcolo euristica) sono poco dipendenti dal numero dei nodi coinvolti 
nel deployment e la durata media di ricezione dei blocchi è pressoché 
costante. 
 
In conclusione gli effetti delle cache sono senzaltro positivi dato che 
consentono un alleggerimento del carico della rete e un abbattimento 
dei tempi di completamento. Questi effetti sono inoltre amplificati 
dalla compressione dei file, che oltre a consentire un risparmio di 
banda, consente anche un utilizzo più efficace delle cache 
amplificandone virtualmente la capienza. 
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6.3.5 - Gruppo E  Test di Scalabilità di deployment 
asimmetrici 
In questo paragrafo si mostrano i risultati di invii di file di dimensioni 
diverse a partizioni disgiunte di nodi. Questo gruppo di test tende a 
mettere in evidenza le situazioni più critiche per lalgoritmo per il 
calcolo dello schema di deployment. 
 
6.3.5.1 - Descrizione dei dati e schema di deployment 
Per la sperimentazione sono stati usati i seguenti file di input: 
 file A: file binario di 250Mb non comprimibile; 
 file B: file binario di 500Mb non comprimibile; 
 file C: file binario di 1Gb non comprimibile; 
 
Ognuno dei file sopra citati viene distribuito a uno dei 3 gruppi 
disgiunti di nodi della griglia, in prove successive e incrementando di 
volta in volta il numero di destinatari fino a 63 (quanti erano 
disponibili al momento dei test). Ognuna delle 3 partizioni di nodi 
riceve lo stesso file e ad ogni iterazione a ciascuna partizione viene 
aggiunto un nodo. Con tale schema ad ogni step aumenta la 
sproporzione di dati che ogni partizione di nodi deve ricevere. 
Ad esempio alla seconda iterazione il file A viene inviato ai nodi 1,4 
della partizione Pa, il file B viene inviato ai nodi 2,5 della partizione 
Pb e il file C viene inviato ai nodi 3,6 della partizione Pc. 
Alla terza iterazione il file A viene inviato ai nodi 1,4,7 della partizione 
Pa, il file B viene inviato ai nodi 2,5,8 della partizione Pb e il file C 
viene inviato ai nodi 3,6,9 della partizione Pc. 
 
6.3.5.2 - Risultati Numerici e Osservazioni 
Dalla figura 6.17 si evince ancora una volta la bontà della libreria che 
mantiene unottima costanza nei tempi di deployment allaumentare 
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del numero dei nodi anche in questo caso di deployment asimmetrico. 
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Fig. 6.17 
In questa figura è mostrato il variare del tempo di completamento, nellinvio 
di 3 file da 250, 500 e 1000 MB rispettivamente a 3 partizioni distinte dei 
nodi della rete, allaumentare dei nodi in queste 3 partizioni. 
 
Nella figura 6.18 è invece mostrato landamento del throughput di 
rete allaumentare dei nodi e anche qui si evince un andamento 
lineare segno dellassenza di particolare colli di bottiglia. 
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Fig. 6.18 
In questa figura è mostrato il throughput virtuale di rete allaumentare dei 
nodi delle 3 partizioni di nodi coinvolte nel deployment.  
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Nella successiva figura 6.19 viene invece mostrato lo Speed-Up del 
throughput allaumentare dei nodi della libreria. 
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Fig. 6.19 
In questa figura sono mostrati i valori di speed-up allaumentare del numero 
dei nodi nelle 3 partizioni di nodi coinvolte nel deployment. Lo speed-up è 
calcolato come rapporto tra il throughput a N (con N multiplo di 3) nodi e il 
throughput a 3 nodi (1 per ogni partizione) 
 
E evidente come in questo caso il fattore di speed-up sia 
decisamente più basso (meno della metà) rispetto al caso di 
deployment simmetrico (vedere Fig. 6.7).  
Questo risultato è del tutto atteso in quanto gran parte della rete 
rimane inutilizzata a causa dellinvio di file di dimensioni molto 
diverse a partizioni disgiunte di nodi. Lesempio è stato costruito 
appositamente come caso di deployment più svantaggioso in quanto 
le tre partizioni di dati sono tutte disgiunte e si rende impossibile un 
invio di dati ben distribuito tra tutti i nodi. Nonostante ciò restano 
comunque evidenti i vantaggi in termini di tempo e uso di risorse di 
rete rispetto ad un approccio tradizionale con ad esempio GridFTP o 
scp. 
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In tutti i casi appare comunque evidente il vantaggio di inviare i file 
mirati solo ai rispettivi destinatari e non inviare tutto a tutti come in 
realtà viene fatto attualmente con gli archivi Assist su Grid. Infatti ad 
esempio linvio di 1800 Mb di dati non comprimibili a 10 nodi prende 
circa 800 secondi (risultati del gruppo di test C, figura 6.9), linvio 
invece di 1750 Mb a 9 nodi in modo selettivo richiede circa 500 
secondi (figura 6.17), con un evidente risparmio di tempo e di banda. 
 
6.3.6  - Gruppo F  Costi delle varie fasi del deployment 
In questo paragrafo si mettono in evidenza con due diagrammi a 
torta i costi percentuali medi delle varie fasi che compongono il 
deployment rispettivamente nel caso di file comprimibili e non. 
 
6.3.6.1  Descrizione dei dati e schema di deployment 
Per la sperimentazione sono stati usati i risultati dei test del gruppo 
C. In particolare per ottenere dei risultati maggiormente attendibili si 
sono calcolate le percentuali delle 4 fasi che compongono il 
deployment al variare della quantità di dati inviati. Alla fine per ogni 
fase si è fatta la media di tali percentuali distinguendo naturalmente i 
deployment di file comprimibili e di quelli non comprimibili. 
Cè da tenere in considerazione che tali percentuali sono fortemente 
influenzate dalla quantità totale di dati da inviare, la quantità di dati 
riservata alla Cache Memory e disponibile sul nodo e le performance 
dei dischi rigidi. Nella maggioranza dei casi il deployment è avvenuto 
per file molto più grandi della memoria disponibile e quindi le fasi di 
creazione blocchi e di ricostruzione ne hanno sofferto particolarmente 
dovendo effettuare molto swap col disco per poter accedere ai blocchi 
da elaborare. A penalizzare ulteriormente i risultati dei test ci sono 
anche i dischi rigidi EIDE molto poco performanti che sfruttano 
pesantemente la CPU per il controllo dei dati da trasferire. Dalla 
figura 6.5 dei test del gruppo B è possibile vedere lentità 
dellinfluenza della memoria disponibile sui tempi di completamento 
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dove il tempo di completamento per linvio del file non comprimibile 
da 1 GB è 9 volte maggiore (anziché 5) di quello per linvio del file 
non comprimibile da 200 MB. Lo stesso, come già visto, non accade 
per i file comprimibili in quanto successivamente alla compressione i 
blocchi di questi ultimi riescono ad entrare interamente nella Cache 
Memory. 
 
6.3.6.2  Risultati Numerici e Osservazioni 
I risultati ottenuti nei test sono esposti nei diagrammi a torta delle 
figure 6.20 e 6.21.  
In entrambe le figure si può ben notare come la percentuale di tempo 
occupata dalleuristica sia del tutto insignificante, mentre quella 
occupata dalla fase di ricostruzione dei file sia allincirca la stessa in 
entrambi i casi (circa 25%). La decompressione di file con algoritmi 
della famiglia gzip avviene ad una velocità molto più alta di quella 
della compressione, in genere circa 3,4 volte maggiore. 
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Trasmissione Blocchi Ricostruzione File
 
Fig. 6.20 
In questa figura sono mostrate le percentuali delle varie fasi del deployment 
nel caso di file non comprimibili 
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Fig. 6.21 
In questa figura sono mostrate le percentuali delle varie fasi del deployment 
nel caso di file comprimibili 
 
Il 75% circa delle torte è occupato dalle fasi di creazione blocchi e 
dallinvio degli stessi in rete. Nel caso di file ben comprimibili la parte 
preponderante è data dalla fase di creazione blocchi, al contrario per i 
file non comprimibili dalla parte di invio di un numero maggiore di 
blocchi in rete. 
Naturalmente questi tempi sono tempi medi e relativi alla durata 
totale del deployment e non direttamente confrontabili. Infatti è 
possibile che sebbene la fase di creazione blocchi occupi il 53% del 
deployment di file comprimibili, questa in termini di tempo occupi 
meno della stessa fase nel caso dei file comprimibili che in termini 
percentuali pesa il 28%, circa la metà. 
 
Da notare che di default la libreria lavora con compressione gzip a 
livello di compressione minimo (quello più veloce) in quanto su reti 
veloci fornisce i migliori risultati. Si sono cercate anche soluzioni di 
compressione più performanti sia per la fase di compressione vera e 
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propria sia per quella di decompressione ed un algoritmo molto 
interessante è risultato essere LZO [66]. 
Si lascia a futuri porting della libreria in C o altri linguaggi più 
performanti limplementazione di una tale soluzione. Java, per le sue 
intrinseche caratteristiche, non è la migliore soluzione per fasi di 
calcolo altamente cpu-bound come calcolo di chiavi, compressione e 
decompressione. In una implementazione in C/C++ tali fasi di calcolo 
diventerebbero molto probabilmente disk-bound e le prestazioni 
aumenterebbero in modo proporzionale di conseguenza. 
 
I due diagrammi a torta mettono in evidenza le percentuali delle varie 
fasi del deployment ma non il tempo totale di completamento che in 
generale per file ben comprimibili è più basso. Lentità del risparmio 
dipende molto dalle performance della CPU e dalla bontà delle 
implementazioni degli algoritmi di compressione e calcolo chiavi 
SHA1. 
Come si può notare dalla figura 6.5 il tempo di completamento nei 
nostri test per i file ben comprimibili è stato di circa 1/4 di quello dei 
file non comprimibili (es. del file da 1Gb). Tenendo conto di questo 
fattore il diagramma a torta della figura 6.21 si potrebbe trasformare 
in quella della fig. 6.22 dove una fetta pari al 75% è dato dal tempo 
risparmiato grazie alla compressione e il restante 25% è stato 
ripartito in 4 fette in modo proporzionale al peso delle 4 fasi che 
compongono i deployment di file comprimibili.  
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Fig. 6.22 
In questa è possibile confrontare direttamente i costi delle varie fasi del 
deployment compresso con quelle del deployment non compresso e 
aggiungendo unulteriore porzione della torta indicante la percentuale di 
tempo risparmiato. 
 
Prendendo in considerazione il diagramma sopra mostrato è possibile 
effettuare un raffronto di massima anche sui tempi tra le fasi di 
deployment di un file comprimibile con uno non comprimibile. 
Dalla fig. 6.22 infatti ora si evince che la fase di creazione blocchi 
passa da un 28,64% a 13,42%, circa la metà, grazie al fatto che il 
processo maggiormente cpu-bound è la fase di calcolo delle chiavi 
SHA1 e quindi il più veloce processo di compressione è in grado di 
fornire in output uno stream più breve su cui calcolare tali chiavi. 
Inoltre la fase di reale trasmissione dei blocchi in rete passa da un 
47,40% a soli 5,11%, circa un nono grazie alla compressione dei dati 
che risulta avere un fattore di compressione di 1 a 20. 
Infine la fase di ricostruzione dei file passa da un 23,88% al 6,46%, 
circa un quarto. Apparentemente sembra un controsenso il fatto che 
la ricostruzione dei blocchi compressi prenda meno tempo dei blocchi 
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non compressi ma ciò si spiega col fatto che i blocchi non compressi 
essendo in gran quantità in fase di ricezione finiscono tutti in Cache 
Disk. Pertanto in fase di riassemblaggio si paga loverhead della 
lettura da disco; al contrario i blocchi compressi riescono ad andare 
tutti in Cache Memory e la decompressione è un processo 
notevolmente più veloce della lettura da disco (lo è perfino la 
compressione che è a sua volta molto più costosa della 
decompressione). 
 
6.3.7 - Gruppo G - Confronto di performance per linvio 
dei dati con la libreria sviluppata e con scp 
In questo paragrafo sono mostrati i grafici relativi ai test di 
performance dellinvio di un file da 1 GB (prima non compresso e poi 
in modalità compressa) tramite luso della libreria sviluppata e 
tramite un approccio tradizionale con il comando scp. Le figure 
mostrano i risultati dei test allaumentare del numero dei nodi 
destinatari. Non si sono mostrati test al variare della quantità di dati 
in quanto le variazioni dei tempi di completamento sono proporzionali 
a quelle dei dati da inviare. 
Per il confronto si è utilizzato il comando scp in quanto sulla rete in 
cui sono stati effettuati i test era lunico modo per trasferire dati tra 
due nodi attraverso comandi di sistema. Si sarebbe preferito usare un 
client ftp per evitare loverhead della cifratura dei dati effettuata da 
scp, ma i server ftp non sono abilitati sulle macchine del centro di 
calcolo. Per abbattere tale overhead si è utilizzato lalgoritmo di 
cifratura blowfish che è il più veloce disponibile, anziché quello 
standard e ben più lento 3DES. Non è stato possibile usare il cifrario 
none che non effettua nessuna cifratura in quanto utilizzabile solo 
col protocollo SSH1 che sulle macchine del dipartimento è disabilitato. 
Le performance per il trasferimento di dati con scp utilizzando la 
cifratura 3DES sono circa il 45% di quelle con lutilizzo del cifrario 
none, mentre sono dell88% utilizzando il cifrario blowfish [65]. 
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Lutilizzo di sessioni multiple scp in parallelo e non in sequenziale 
consente inoltre di sfruttare più efficacemente i veloci link di 
comunicazione disponibili. 
6.3.7.1 - Descrizione dei dati e schema di deployment 
In questo paragrafo mostriamo il confronto tra le performance del 
trasferimento di un file da 1 GB (prima compresso e poi non 
compresso) usando la libreria sviluppata ed il comando scp. Lo stesso 
file è inviato a tutti i nodi. Per i dati di performance della libreria sono 
stati utilizzati quelli dei test del gruppo B inerenti i file da 1 GB. Per i 
dati di performance con lutilizzo di scp si è invece implementata 
unapplicazione multithread java che invia in parallelo il file di input a 
tutti i nodi tramite scp. Come sopra indicato è stato utilizzato il 
cifrario blowfish per rendere più equo il confronto con gli altri test in 
cui la cifratura non è stata effettuata. Sempre per rendere equo il 
confronto, al tempo di invio dei dati tramite scp è stato aggiunto 
quello impiegato per il calcolo dellMD5 dei dati trasmessi in quanto la 
libreria effettua la verifica di integrità dei dati. 
Il test con scp dei dati compressi è stato effettuato impostando 
lopzione C e impostando il livello di compressione gzip a 1 (più 
veloce) come viene fatto anche nella libreria. 
 
6.3.7.2 - Risultati Numerici e Osservazioni 
Dalla figura 6.23 si può innanzitutto notare come con un approccio di 
trasferimento tradizionale il tempo di completamento cresca 
linearmente con laumentare dei nodi. Con la libreria da noi 
sviluppata il tempo di completamento invece tende a rimanere 
costante grazie allinvio distribuito dei dati tra i nodi coinvolti. 
I deployment effettuati con la libreria sono avvenuti volutamente con 
le cache vuote; nel caso non lo fossero state le differenze di 
performance sarebbero risultate ulteriormente amplificate. 
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Fig. 6.23 
In questo grafico sono confrontati i tempi di invio di un file da 1GByte 
tramite la libreria da noi sviluppata e tramite linvio in parallelo con scp. 
Vengono effettuati test distinti con compressione abilitata (C) e non (NC) 
 
Dalla stessa figura 6.23 si può inoltre notare come nel caso di file 
compressi le performance migliorino sia con la nostra libreria che con 
luso di scp ma la nostra libreria ottiene performance migliori 
indipendentemente dal numero di nodi coinvolti. Questo non avviene 
con linvio dei file non compressi in cui linvio con la nostra libreria a 
pochi destinatari risulta essere meno rapido a causa della fase di 
setup. Nellesempio specifico ciò è dovuto in particolare alla fase di 
calcolo delle chiavi SHA1 la cui implementazione in java è poco 
performante e anche a causa della fase di creazione blocchi molto 
penalizzata dalla poca memoria disponibile sui nodi.  
Unimplementazione in C del calcolo delle chiavi (anche solo con JNI) 
e una maggiore quantità di memoria disponibile avrebbero diminuito 
notevolmente il divario di tempo nellinvio a pochi nodi.  
Nella figura 6.24 sono mostrati i tempi di invio di un file da 200MB 
per cui la memoria disponibile consente una gestione efficiente della 
Cache Memory; come si vede le performance della libreria sono 
 227
nettamente migliori anche quando i destinatari sono molto pochi, e il 
tempo di completamento nel caso specifico è sempre più basso già 
dallinvio ad un solo nodo. Addirittura nel caso in esame la libreria 
consente di inviare più velocemente il file da 200Mb anche nel caso in 
cui questa lo invii non compresso ed scp compresso, con lunica 
eccezione dellinvio ad un nodo per cui linvio compresso con scp è più 
rapido di 6 secondi. 
Come discusso altrove la quantità di memoria utilizzabile è un fattore 
importante in quanto nel caso in cui i blocchi creati non entrino in 
Cache Memory questi devono essere salvati su disco e poi allatto 
dellinvio riletti. Questo con reti veloci è un evidente collo di bottiglia, 
in particolare se lI/O col disco è poco performante e richieda 
lintervento della CPU come nel caso di dischi non SCSI. 
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Fig. 6.24 
In questo grafico sono mostrati gli stessi risultati della figura 6.23 ma 
inviando un file da 200Mb anziché da 1Gb.  
 
Nella figura 6.25 sono riportati i valori del throughput di rete 
raggiunto durante gli invii. Il throughput viene calcolato come 
rapporto tra la quantità totale di dati da trasferire ed il tempo 
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impiegato per il trasferimento. Questo throughput è da considerarsi 
virtuale in quanto nel caso di trasferimento di dati compressi tale 
rapporto prende comunque in considerazione la dimensione dei dati 
prima della compressione. 
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Fig. 6.25 
In questo grafico sono mostrati gli stessi risultati della figura 6.23 ma 
espressi in termini di velocità di trasferimento.  
 
Nel grafico 6.26 viene mostrata lefficienza raggiunta nel caso di invio 
di un file da 1 GB. Si può facilmente notare come nel caso della 
nostra libreria lefficienza rimanga sempre molto alta allaumentare 
del numero dei nodi. Al contrario con lapproccio di trasferimento 
tradizionale tramite scp che abbiamo utilizzato, lefficienza decade 
molto velocemente allaumentare del numero di destinatari. Questo 
avviene proprio perché il tempo di completamento anziché rimanere 
costante aumenta linearmente con laumentare del numero dei nodi. 
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Fig. 6.26 
In questo grafico è mostrata lefficienza della trasmissione di dati usando la 
libreria e sessioni parallele di scp. Lefficienza è misurata come il rapporto 
tra il tempo di completamento dellinvio ad un nodo ed il tempo di 
completamento per linvio a n nodi. 
 
6.4  Conclusioni 
In questo capitolo sono stati mostrati gli esiti dei test che hanno 
messo in evidenza le peculiarità principali della libreria e le 
performance che si possono ottenere nel reale utilizzo in ambiente di 
rete. 
Gli obiettivi prefissati in corso di progettazione e sviluppo sono stati 
correttamente realizzati nella fase implementativa. 
In primis (test Gruppo A) si è vista la grande efficacia dellalgoritmo 
di ottimizzazione, in grado di generare soluzioni molto vicine 
allottimo (coefficiente di variazione delle comunicazioni prossimo allo 
zero, Fig. 6.4) e in tempi trascurabili rispetto a quelli del deployment 
(generalmente nellordine di pochi secondi, Fig. 6.1, 6.2, 6.3). 
Secondo importante obiettivo raggiunto (test Gruppo B) è stato 
quello di riuscire a mantenere pressoché costante il tempo di 
deployment allaumentare del numero di nodi (Fig. 6.5); dai test è 
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emerso che il tempo per inviare dei file a un nodo è pressoché uguale 
a quello per linvio degli stessi file a N nodi. Questo sta a significare 
che il meccanismo di distribuzione è in grado di sfruttare al massimo 
tutti i link di comunicazione tra i vari nodi eliminando centralizzazioni 
sul nodo committente e consentendo un deployment completamente 
distribuito. 
Terzo obiettivo raggiunto (test Gruppo c) è quello della scalabilità 
allaumentare dei dati da inviare: in vari test si è visto che il tempo di 
deployment cresce in modo lineare con il crescere dei dati da 
distribuire (Fig. 6.13). Nei risultati di test lefficienza è risultata 
assestarsi tra il 55% e l80% a seconda che il file fosse non 
comprimibile o comprimibile. Si è visto quanto questi valori siano 
direttamente correlati alla caratteristiche hardware dei nodi (quantità 
di memoria installata e velocità dei dischi), migliori sono queste 
caratteristiche e più lefficienza si avvicina al 100%. 
Unefficienza del 100% significa che allaumentare dei dati da inviare 
il tempo per il loro invio aumenta in modo proporzionale a tali dati. 
Si è visto in più test come una maggior quantità di memoria 
disponibile consenta un gestione delle Cache Memory molto più 
efficace e permetta di diminuire le operazioni di I/O col disco.  
Infatti quando nei test effettuati la quantità di memoria disponibile 
non era sufficiente a contenere tutti i dati da inviare in rete si è più 
volte assistito anche ad un dimezzamento delle performance, causa 
anche i dischi EIDE molto lenti. 
Dai test è emerso anche quanto possa migliorare il tempo di invio dei 
file in rete quando viene effettuata la compressione dei dati e il grado 
di compressione è maggiore del 50%. Dai test effettuati sono emersi 
anche dei vantaggi in termini di risparmio di tempo fino al 75%. Con 
grado di compressione inferiore al 50% i costi delle fasi di 
compressione e decompressione possono non giustificare il risparmio 
di tempo nellinvio dei dati in rete e nel calcolo delle chiavi SHA1. In 
tutti i casi la compressione dei blocchi aiuta a gestire più 
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efficacemente le cache e quindi ad aumentare la probabilità di hit in 
cache. Nella libreria unapposita euristica effettua una valutazione del 
grado di comprimibilità di un file senza comprimerlo interamente ed 
empiricamente si è visto avere una buona affidabilità. 
Nei test del gruppo D è stata poi messa in evidenza lefficacia delle 
cache, in grado di diminuire sensibilmente il tempo di deployment e 
ottimizzare al contempo luso della rete e successivi deployment con 
dati in comune. 
Nei test del gruppo E si è visto come la libreria scali molto bene non 
solo nel caso in cui si trasmettano gli stessi file a tutti i nodi, ma 
anche nel caso in cui si effettui linvio di diversi insiemi file a partizioni 
distinte dei nodi. Questo era uno degli obiettivi più importanti posti in 
fase di studio e progettazione e che più profondamente 
contraddistingue la libreria sviluppata da alcuni altri progetti per 
linvio di dati in rete in parallelo a più host (es. FastReplica [15], [16] 
ed FPFR [17]). Tali progetti sono profondamente diversi da quello da 
noi sviluppato in quanto nascono principalmente per la replicazione 
degli stessi dati su diversi host (es. sincronizzazione di mirror), 
ovvero un caso particolare dellinvio di partizioni di dati a partizioni di 
host.  La nostra libreria nasce invece come sistema innovativo ed 
efficiente di deployment di dati su reti ad estensione geografica ed in 
particolare griglie computazionali, sfruttando anche tecniche di 
caching e compressione. 
Nei test del gruppo G si sono infine fatti dei confronti con lapproccio 
tradizionale che oggi viene utilizzato per linvio dei file su grid. Si è 
scelto di effettuare  linvio dei dati dal Committente a tutti i 
Rappresentanti con uno schema a stella con trasferimenti paralleli 
tramite scp. Si è scelto scp per la sua disponibilità sulle macchine di 
test, ma luso di altri protocolli come ftp, sftp o GridFTP avrebbe 
portato a risultati analoghi. 
Come era stato ipotizzato già in fase di ideazione del progetto, le 
differenze in termini di performance, flessibilità ed efficienza tra i due 
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approcci sono enormi. I test mostrano efficacemente come con scp 
lefficienza crolli allaumentare dei nodi coinvolti nella distribuzione dei 
dati, mentre con la libreria da noi sviluppata rimane pressoché 
costante. 
 
In definitiva i test confermano tutti i risultati attesi e lefficacia delle 
varie tecniche progettate e implementate per ottimizzare lefficienza 
del processo di deployment. 
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Cap. 7  Conclusioni 
 
Lobiettivo della tesi è stato quello di progettare e implementare un 
sistema flessibile, veloce ed efficiente di distribuzione di file di grandi 
dimensioni su Grid.  
In particolare abbiamo ottimizzato linvio di diversi insiemi di file a 
insiemi disgiunti di host al fine di rendere più efficiente la libreria 
nelle condizioni più frequenti di utilizzo. 
Si sono inoltre progettati appositi meccanismi di caching per sfruttare 
eventuali dati già presenti in rete grazie a precedenti deployment e 
per ottimizzare i tempi di accesso ai dati. 
 
La libreria è stata progettata per lavorare in un qualsiasi ambiente di 
rete e ottimizzata per le peculiarità dellambiente Grid. Lambiente di 
esecuzione è composto da un insieme di nodi definiti Rappresentanti 
che si occupano di ricevere codici e dati dai nodi che invocano la 
computazione e che definiamo Committenti. Ogni Rappresentante nel 
modello generale delle griglie funge da gateway di accesso ad un 
cluster di host di dimensioni arbitrarie cui normalmente è impossibile 
accedere dallesterno per ragioni di sicurezza, autenticazione ed 
accounting. I Rappresentanti normalmente ricevono dal nodo 
Committente sia i dati da elaborare che il codice ad hoc per le 
architetture utilizzate dai cluster di computazione. Successivamente 
allelaborazione dei dati con il codice ricevuto i cluster restituiscono i 
risultati ai Rappresentanti che a loro volta li restituiscono al nodo 
Committente. 
Nel modello da noi sviluppato i nodi Rappresentanti sono dei nodi 
permanenti della griglia in grado di comunicare tra di loro per lo 
scambio dei dati. Questo è possibile grazie ad un meccanismo 
condiviso e distribuito di identificazione e localizzazione dei nodi. Tale 
meccanismo consente inoltre di utilizzare contemporaneamente 
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diversi protocolli per il trasferimento dei dati e diversi sistemi di 
autenticazione e cifratura qualora si rendessero necessari. 
In tale modello i nodi Committenti sono invece nodi che si agganciano 
temporaneamente alla griglia per lo sfruttamento delle risorse messe 
a disposizione. La libreria consente a più Committenti in 
contemporanea di effettuare deployment di dati realizzando così una 
piattaforma di calcolo virtuale. 
 
Sia i Committenti che i Rappresentanti sono dotati di apposite cache 
per velocizzare laccesso ai dati e per sfruttare porzioni di file 
distribuite in precedenti deployment evitando cosi di ritrasmetterle in 
rete. I dati nelle cache sono memorizzati in blocchi di dimensione 
prefissata che possono o meno essere compressi e sono indicizzati 
tramite fingerprint SHA1 a 160 bit. I fingerprint fungono da chiavi di 
ricerca per la localizzazione dei blocchi in cache e per rilevare 
eventuali blocchi comuni a più file (par 2.3).  
 
Ogni nodo è dotato di  Cache per lottimizzazione delle performance 
configurabili in base alle caratteristiche del nodo. Le cache sono 
partizionate in Cache Memory e Cache Disk e una procedura di 
rimpiazzamento effettua periodicamente lo spostamento dei blocchi 
dalluna allaltra partizione. 
Nella cache possono coesistere blocchi compressi e non compressi: la 
compressione consente uno sfruttamento più efficace della Cache 
Memory e migliora le performance di accesso ai dati.  
La compressione dei dati viene effettuata dal nodo Committente in 
base allesito di una stima di comprimibilità; questa ha lobiettivo di 
verificare che gli overhead di compressione e decompressione siano 
compensati poi da una riduzione del tempo di deployment. 
 
Più Committenti possono effettuare diversi deployment in parallelo 
sulla griglia grazie ad un meccanismo di locking distribuito dei blocchi 
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in cache che consente di evitare lexpire dei dati tra le operazioni di 
lookup e quelle di deployment. 
 
La parte delle comunicazioni della libreria è stata sviluppata 
implementando un completo disaccoppiamento tra la parte ad alto 
livello della logica dellapplicazione e la parte a basso livello che si 
occupa dei trasferimenti in rete. Questa scelta progettuale consente 
di integrare molto facilmente nuovi protocolli di trasmissione dati, di 
accounting ed autenticazione facendoli coesistere ed interoperare. 
Tutte le fasi di trasmissione dati in rete avvengono tramite un modulo 
multithread che si occupa di gestire le comunicazioni in parallelo. Tale 
modulo effettua anche una limitazione sul numero massimo di 
comunicazioni in parallelo con lo scopo di: mascherare le latenze di 
comunicazione facendole sovrapporre, evitare il sovraccarico dei link 
di comunicazione ed infine di ottimizzare la ricezione dei blocchi da 
replicare (par. 3.2.1 modulo 6). 
 
Varie tecniche di ordinamento dei blocchi e dei messaggi da inviare 
hanno lobiettivo di massimizzare il numero di link diversi utilizzati 
sulla rete in modo da avere un deployment quanto più possibile 
distribuito massimizzando quindi il throughput medio della rete. 
 
Il Committente per ottimizzare lo schema di deployment può 
utilizzare tre diverse politiche di lookup per scoprire eventuali blocchi 
utili nelle cache dei nodi della griglia. Le tre politiche si distinguono 
per il numero di nodi coinvolti nelloperazione di lookup e la scelta 
della politica da utilizzare dipende da una stima di convenienza (par 
4.3.1). Tale stima si basa su una serie di fattori quali la probabilità di 
hit in cache dei blocchi da inviare, la quantità di dati da trasmettere, 
il numero di nodi destinatari ed il numero di nodi totali della griglia. 
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Essendo la probabilità di hit in cache in assoluto il fattore più 
importante si è implementato un meccanismo di predizione basato 
sulla cronologia dei deployment precedenti (par. 4.3.2). 
 
Uno dei moduli più importanti della libreria è lalgoritmo di 
ottimizzazione che a partire dal mapping dei file da distribuire e dalle 
informazioni raccolte da uneventuale fase di lookup, effettua il 
calcolo dello schema di deployment. Tale algoritmo è uneuristica 
greedy che risolve un problema di tipo multiflusso multicommodity.  
Il capitolo 4 è stato quasi interamente dedicato a tale euristica 
descrivendo la formulazione astratta del problema, i vincoli 
matematici, il funzionamento delleuristica e i dettagli dellalgoritmo. 
 
Risultati e sviluppi futuri 
In letteratura esistono già alcuni progetti per linvio di dati in rete in 
parallelo a più host e che realizzano una generica replicazione di dati 
in rete e non sono mai stati utilizzati in ambiente di griglia per il 
deployment dei dati.  
Le griglie presentano problematiche particolari per laccesso e 
condivisione delle risorse come ad esempio autenticazione degli 
accessi, cifratura dei dati, meccanismi di accounting, eterogeneità dei 
nodi oppure politiche di accesso molto restrittive imposte dagli 
amministratori di rete. Lutilizzo di protocolli standard è spesso 
pregiudicato da queste limitazioni e quindi è indispensabile 
progettare, come abbiamo fatto nella presente tesi, un modello delle 
comunicazioni ad hoc che sia flessibile e facilmente integrabile su 
diverse macchine. 
Nel nostro progetto abbiamo utilizzato delle tecniche comuni ai citati 
lavori come ad esempio parte dei meccanismi di invio distribuito dei 
file dopo averli suddivisi in blocchi. Si sono studiate varie tecniche di 
fingerprinting e alla fine si è scelto lutilizzo delle chiavi SHA1 a 160bit 
che garantiscono lidentificazione affidabile di blocchi di dati 
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sufficientemente grandi e rende trascurabile il problema delle 
collisioni (cap. 3). Luso di fingerprint SHA-1 consente di risparmiare 
sia tempo per i confronti tra blocchi, che spazio su disco. Infatti i file 
vengono rappresentati da liste di puntatori ai blocchi che li 
compongono e i blocchi in comune a più file vengono memorizzati in 
cache solo una volta. Il meccanismo di caching implementato risulta 
un elemento di innovazione rispetto ai lavori analizzati nella rassegna 
ed ha unalta efficacia in particolare nel contesto dei deployment su 
grid. Il caching consente infatti di risparmiare linvio di grosse 
quantità di dati in rete, di velocizzare laccesso ai dati e di poter avere 
un maggior numero di fornitori di dati come sorgente per le 
trasmissioni distribuite. 
 
I test effettuati mostrano che leuristica riesce a trovare velocemente 
la soluzione ottima del problema nella maggioranza dei casi e quando 
non vi riesce raggiunge una soluzione che ne è una buona 
approssimazione (par. 3.1). I risultati dei test hanno fatto anche 
emergere che il tempo per la ricerca della soluzione è sempre 
trascurabile (< 0.1%) rispetto ai tempi del deployment nelle ipotesi di 
lavoro della libreria. 
 
I test della libreria sono stati effettuati riproducendo diverse 
condizioni medie di utilizzo e con diverse quantità di nodi e dati al fine 
di testare in particolar modo lefficienza e la scalabilità. 
I test sono stati effettuati utilizzando in modo non esclusivo le 
macchine dei laboratori H ed M del centro di calcolo di Informatica. 
I risultati ottenibili su una vera griglia sono paragonabili a quelli da 
noi ottenuti in quanto il modello delle comunicazioni è stato 
progettato tenendo conto delle eventuali maggiori latenze tipiche 
delle griglie dovute ai meccanismi di autenticazione e cifratura. 
I risultati dei test hanno confermato gli obiettivi che sono stati 
prefissati nella fase preliminare di studio del problema ed è stata 
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confermata lottima scalabilità dellalgoritmo di distribuzione che 
consente di mantenere pressoché costante il tempo di deployment 
allaumentare del numero dei nodi coinvolti (par. 6.3.2). Lefficienza 
relativa è sempre molto prossima al caso ideale allaumentare del 
numero di nodi coinvolti nel deployment, in particolare quando non ci 
sono colli di bottiglia causati dallhardware utilizzato (I/O lento verso 
il disco, scarsa quantità di ram disponibile, etc.) 
La libreria scala in modo lineare anche allaumentare della quantità 
dei dati da inviare, sia per linvio di dati in modo simmetrico a tutti i 
nodi della griglia che in modo asimmetrico, inviando cioè quantità 
diverse di dati a sottoinsiemi distinti di nodi. Anche in questo caso 
lefficienza relativa misurata è stata prossima a quella ideale nei casi 
in cui lhardware utilizzato non facesse da bottleneck, tra il 50% e il 
90% negli altri casi. 
I test sulla cache hanno messo in evidenza un sensibile 
miglioramento nel tempo di accesso ai dati oltre che una diminuzione 
del tempo di deployment. Questultimo risultato viene raggiunto 
grazie allinvio di una minor quantità di dati in rete e grazie ad un 
maggior parallelismo ottenibile nella fase di distribuzione dei dati. 
E stato effettuato anche un raffronto diretto con un deployment 
parallelo tramite scp, una delle tecniche attualmente utilizzate per il 
deployment dei dati su grid. I risultati dei test hanno messo in 
evidenza una notevole superiorità in termini di performance della 
libreria utilizzata, anche senza lutilizzo delle cache che 
migliorerebbero ulteriormente le prestazioni. Si è visto come un 
deployment effettuato tramite una strategia convenzionale di 
deployment richieda un tempo proporzionale al numero di nodi 
coinvolti, mentre nella libreria da noi utilizzata tale tempo è 
pressoché costante. 
 
I test effettuati confermano i risultati attesi e lefficacia delle varie 
strategie realizzate per minimizzare i tempi di completamento dei 
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deployment su Grid di file di varie dimensioni con un numero di nodi 
tra 1 e 100. Dalla letteratura si è infatti evinto che generalmente 
nellesecuzione di applicazioni grid non si supera tale quantità. 
 
Lattuale versione della libreria è abbastanza flessibile e generica per 
poter essere applicata non solo a delle griglie ma anche ad altri tipi di 
infrastrutture che necessitano di un meccanismo di distribuzione di 
quantità di dati medio/grandi su reti veloci.  
Il proseguimento del lavoro a breve termine comprende sicuramente 
lo sviluppo di un layer per linterfacciamento agli attuali sistemi Grid. 
Questa operazione sarà abbastanza semplice considerando che la 
libreria è stata appositamente sviluppata a livelli così come è 
strutturato a livelli anche Globus XIO. La parte di interfacciamento ad 
un sistema esterno richiede limplementazione del solo modulo per lo 
scambio dei dati a livello fisico in quanto la parte logica è 
completamente separata e interna alla libreria. 
 
Nel medio periodo sarà importante sviluppare dei meccanismi per 
migliorare la robustezza dellapplicazione per gestire eventuali 
problemi della rete o dei nodi che possono causare linterruzione delle 
comunicazioni. Attualmente sono già implementati dei meccanismi di 
recovery (es. par 3.2.2 modulo 10) che possono essere senzaltro 
migliorati. 
Potrà inoltre essere studiata e implementata anche una migliore 
strategia per il rimpiazzamento dei blocchi in cache; la versione 
corrente infatti implementa una variante della politica LRU 
abbastanza semplice, implementata per poter offrire unanticipazione 
delle potenzialità del caching distribuito. 
 
Tra i lavori effettuabili nel lungo periodo potrebbe essere interessante 
effettuare il porting della libreria o di parti di essa (utilizzando ad 
esempio JNI) in C, C++ o altri linguaggi che generano codice più 
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efficiente a tempo di esecuzione. Nella versione attuale si è scelto di 
utilizzare Java principalmente per vantaggi in termini di portabilità e 
velocità di sviluppo. Il porting migliorerebbe di molto lefficienza nelle 
fasi critiche dellalgoritmo di ottimizzazione, nonché nella creazione, 
compressione e decompressione dei blocchi e nel calcolo delle chiavi 
SHA1.  
Si potrebbero poi migliorare alcune strutture dati che crescono in 
modo quadratico col numero di nodi della griglia in modo da 
migliorare lefficienza della libreria nei casi in cui il numero di nodi sia 
molto maggiore rispetto a quello delle ipotesi di progetto. 
Al momento lutilizzo efficiente della libreria con un numero di nodi 
dellordine delle centinaia/migliaia è consigliato utilizzando la stessa 
in modo gerarchico. Questo procedimento può avvenire effettuando il 
deployment a dei nodi intermedi che si occuperanno poi di effettuare 
la replicazione dei dati ai nodi destinatari con un successivo 
deployment distribuito.  
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