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AUTONOMOUS PLANNING OF 
CONSTRAINED SPACECRAFT REORIENTATION MANEUVERS 
T. Lippman,· J. M. Kaufman· and M. Karpenkot 
Planning attitude constrained spacecraft reorientation maneuvers can be done 
autonomously by constructing and solving a nonlinear optimal control problem. 
Attitude constraints, in the form of keep-out or keep-in cones are added as path 
constraints. Since the control variables do not appear in the path constraint equa-
tions, it can be difficult to obtain numerical solutions. In this paper, the con-
strained spacecraft reorientation problem is solved using guess-free pseudospec-
tral optimal control theory. The behavior of the dual variables, and in particular 
the path covectors, is studied and some connections between computation and 
the nature of the dual space is discussed. 
INTRODUCTION 
Attitude maneuver planning is a critical aspect of satellite operations. In many cases the conventional 
Eigenaxis maneuver 1 suffices. However, in some instances delicate instruments or optical sensors could be 
exposed to bright objects if an Eigenaxis maneuver is executed. Similarly, it may be necessary to ensure that 
the requirements on power generation or thermal loading are met during attitude maneuvers. Occasionally, 
performing an Eigenaxis maneuver may violate such requirements. Thus, a means for planning constrained 
attitude maneuvers may be required to support the day-to-day operation of a particular satellite mission. If 
constraint violations occur infrequently, it may be possible to develop workarounds in an ad-hoc or cut-and-
try fashion. On the other hand, when constraint violations occur frequently, an automated approach may 
become desirable. 
While a great deal of work has been done on maneuver planning in the absence of attitude constraints 
since the 1980s, the literature on maneuver planning in the presence of attitude constraints is more recent. 
A sampling of some of the early papers in this area include the work of Hablani,2 Mengali and Quarta,3 
and Kim et. al.4 In these works, the goal was to determine so-calledfeasible solutions to the constrained 
reorientation problem. The notion of feasibility implies that the maneuver solution meets all of the specified 
constraints, e.g. point-wise constraints on the attitude keep-out zones and/or attitude dynamics, but without 
specific regard to maneuver time, power, or fuel requirements. More recent work on how to find feasible 
solutions to the constrained attitude planning problem includes the work of Kjellberg and Lightsey,5•6 Biggs 
and Colley,7 and Tanygin.8 
Kjellberg and Lightsey5 employed an A• path-finding algorithm to find admissible paths between keep-out 
zones by developing a quaternion trajectory over a discretized shell of unit radius. The authors extended their 
work in [6] to handle keep-out/keep-in zones for multiple reference vectors in the satellite body frame. Biggs 
and Colley7 define analytic paths on S0(3) defined in terms of free parameters that can be adjusted to match 
boundary conditions and reshape a path in order to avoid forbidden regions. In instances where no single 
curve can be found that avoids the keep-out zone, a multi-curve (n-leg) maneuver is constructed. An ap-
proach for finding kinematically feasible n-leg maneuvers is also presented in reference [9]. In reference [8], 
• Graduate Student, Department of Mechanical and Aerospace Engineering, Naval Postgraduate School, Monterey, 
California 93943, USA. 
t Research Associate Professor and Associate Director, Control and Optimization Laboratories, Department of Me-
chanical and Aerospace Engineering, Naval Postgraduate School, Monterey, California 93943, USA 
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Tanygin constructs a grid in a special minimum-distortion projected space by discretizing the attitude sphere 
and applies enumerated and graph search algorithms to find shortest constrained paths between target grid 
points. Because the above approaches are kinematic "pathfinding" methods, it is necessary to verify that the 
proposed attitude trajectories can indeed be implemented by the spacecraft attitude control system. These a 
posteriori checks can be done by simulating the spacecraft attitude control system or by inverting the space-
craft dynamics. If the a posteriori check fails, it may be necessary to iterate the maneuver planning step. 
Attitude maneuver planning in the presence of attitude constraints can also be formulated as a nonlinear 
optimal control problem. In this framework, the spacecraft dynamical equations are considered as an integral 
part of the maneuver planning process, largely obviating the need for a posteriori checks on dynamic feasi-
bility. In addition to the usual dynamic constraints associated with the spacecraft reorientation problem ( e.g. 
the quaternion differential equations and/or Euler's equations), additional constraints on the orientation of the 




1:b g (q(t)) dt :S <1>1 (2) 
where f and g are appropriately defined functions of the attitude variables, <J.> 0 and <I> 1 are constants, and 
[ta, tb] ~ [to, t 1] with to and t f the maneuver begin and end times, respectively. 
Kim et. al.4 further differentiate the constraints given by ( 1) and (2) into a number of types. For example, 
the authors define a static attitude constraint as one in which a keep-out (or keep-in) zone is defined by a 
celestial body that is stationary with respect to an inertial frame during the time horizon of a given maneuver. 
In this case, the inertial unit vector describing the instrument/sensor boresight, b( t), varies with time due to 
the attitude motion of the satellite. The inertial unit vector to the celestial object, c, on the other hand, is fixed 
in time. Such a static constraint may be cast in terms of the following scalar inequality: b(t)Tc :S cos(0), 
where 0 is the half-angle of the keep-out cone. The inequality is reversed for a keep-in constraint. Dynamic 
avoidance constraints4 where c(t) is time-varying are also possible and can arise when the source of the 
attitude constraint is actively controlled, e.g. spacecraft in a formation. In either case, due to the dependence 
of at least b( t) on time over the horizon of the maneuver, the attitude constraints must be formulated in terms 
of path constraints in optimal control. 
Solutions for constrained spacecraft reorientation maneuvers as a nonlinear optimal control problem has 
been studied by several authors including Xiaojun et. a1 10 and Melton. 11 In references (10] and (11], pseu-
dospectral methods were utilized in a hybrid approach. A kinematically feasible path is first generated using 
search trees, particle swarms, or other evolutionary strategies. The result of the first stage is then used as a 
guess and refined by the pseudospectral optimizer. Spiller et. al 12 also developed an approach based on parti-
cle swarm optimization to obtain near-optimal solutions to the constrained maneuver planning problem. One 
aspect that is largely missing from this body of work is the analysis of the necessary conditions for optimality, 
in particular those pertaining to the path constraints. 
Solving nonlinear optimal control problems with path constraints has long been challenging. 13 For satellite 
attitude planning, in particular, a further complication arises because the control variable does not appear 
explicitly in the constraint equation. Thus, attitude constraints are state constraints of order ~ 1. That is, 
it is necessary to take at least the first-order time derivative of (I) or (2) to obtain an equation in which the 
control variables, u, appear. Because of this, it is quite possible (though not guaranteed) that the covector 
trajectories associated with the path constraints have impulsive trajectories, 13 which can be challenging to 
solve numerically. The possibility of such jump conditions were identified by Pontryagin and his co-workers 
in the development of the minimum principle. 16 Because of such challenges, solutions based on nonlinear 
optimal control theory are normally considered difficult to obtain 11 and may be dismissed as a practical 
approach for autonomous attitude maneuver planning. 
In this paper, guess-free pseudospectral optimal control theory 14 will be applied towards the autonomous 
planning of constrained attitude maneuvers. Guess-free pseudospectral optimal control solutions eliminate 
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the need for a hybrid approach wherein a rough solution must first be generated before the optimal control 
problem can be solved. In this paper, the constrained attitude maneuver planning problem is solved us-
ing DIDO, a MATLAB toolbox based on pseudospectral optimal control theory for solving optimal control 
problems. 13 DIDO implements the guess-free algorithm described in 15 and additionally provides dual vari-
ables that can be utilized to check the necessary conditions via the covector mapping theorem discussed in 14 
and the references therein. Guess-free solutions to the spacecraft reorientation problem in the absence of 
attitude constraints have already been successfully ground tested17 and flight implemented on NASA space-
craft, such as the International Space Station, 18 the Transition Region, and the Coronal Explorer. 19 Thus, it is 
logical to extend the flight proven approach to include operational scenarios that include attitude constraints. 
In this paper, control of a typical reaction wheel satellite is considered in the presence of one or more 
operational constraints on the satellite attitude. Particular attention is paid to the formulation and analysis 
of the relevant optimal control problems. The optimality of the solutions will be verified by validating the 
numerical results against the necessary conditions for optimality. Since solutions may admit impulsive path 
covectors, particular attention is paid to analyzing the nature of the path constraints obtained from the com-
putations. Results for varying degrees of model fidelity are presented, from kinematics only solutions to 
solutions which account for the dynamics of the spacecraft and reaction wheel array. It is determined, at 
least in the problem formulation studied, that no impulsive covectors are obtained for the constrained attitude 
motion. Some connections between computation and the behavior of the path covectors are discussed. 
MODELING 
Satellite Dynamics 
In this section the dynamical model for a typical reaction wheel satellite is developed. A model may be 
constructed by assembling the differential equations for the attitude kinematics and the rotational dynamics 
together with the equations describing the dynamics of the reaction wheel array. In this paper the attitude of 
the satellite is parameterized using a quaternion representation, with the following differential equation:20 
q = Q(w)q (3) 
where 
Q(w) ~ ~ r 
0 W3 -Wz 
w, 1 -w1 0 W1 Wz 
Wz -W1 0 W3 
-W1 -w2 -W3 0 
(4) 
Euler's equations for the rotational motion of the satellite are given as20 
lw = -w X (Iw + h) - T (5) 
where I is the inertia matrix of the spacecraft. Vector h is the reaction wheel angular momentum, and T the 
reaction wheel control torque vector expressed in the spacecraft body-fixed frame. 
The reaction wheel angular momenta and the reaction wheel control torques are transformed from the 




In (6) and (7), Iw is the inertia of the wheel rotor, Ow is the vector of reaction wheel angular rates, and 
Z is the column matrix of unit vectors relating the wheel spin axes to the spacecraft body-fixed frame, i.e. 
Z = [z1 lz2 I ... lzn]. In this paper, Z and I are assumed to be: 
2825 
[ 0.8192 0.8192 -0.8192 -0.8192 l 
Z = 0.4056 -0.4056 -0.4056 -0.4056 
0.4056 0.4056 0.4056 0.4056 
(8) 
I~ [ 
712.5 0 sL l 0 949.5 kgm2 0 0 (9) 
Referring to (8), the reaction wheel array is a pyramid with the apex aligned with the z-body axis. A 
diagonal inertia tensor was assumed for simplicity. 
Selecting the state vector as x = [qlwlOf, and the control vector as u = Tw, gives the following state-
space model of the spacecraft dynamics 
(10) 
Attitude Constraints 
A schematic for constructing a canonical bright-object constraint is given in Figure I. In Figure 1, unit 
vector fib denotes the orientation of the bore-sight of a light-sensitive instrument with respect to the satel-
lite body-fixed frame. Unit vector cN denotes the orientation of a bright celestial body, such as the Sun, 
referenced to an inertial frame, N. 
In order to construct an appropriate avoidance constraint, it is necessary to express fib and cN in the same 
frame. If it is desired to work in the inertial reference frame, the following transformation matrix (given in 
terms of quaternions) may be used to determine f,N (see [22]) 
2( q1 q2 - q3q4) 
-qf + q? - q§ + q~ 
2(q2q3 + q1q4) 
In (11) the notation, C{!, is taken to imply a transformation of a vector from frame b to frame N. 
(11) 
If during an attitude maneuver, it is desired to maintain the bright object outside of the bore-sight cone 
having half-angle, 0, as in Figure 1, then the following constraint must be satisfied at all times 
(12) 
An attitude maneuver that satisfies the constraint given by (12), can be developed by solving an optimal 
spacecraft reorientation problem wherein the inequality (12) is formulated as a nonlinear path constraint. An 
appropriate optimal control problem formulation is provided in the next section. 
AUTONOMOUS MANEUVER PLANNING FOR A SINGLE AVOIDANCE CONE 
In this paper, we are interested in determining time-optimal maneuvers with attitude constraints. This ob-
jective is carried out autonomously by solving an optimal control problem. In its simplest form, the minimum-
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Figure 1. Schematic of bright-object avoidance. 
Minimize J[x(•), u(•), it] = tJ 
Subject to q =Q(w)q 
w =U 
P: q(to) =qo (13) 
q(tJ) = qf 
n()LJ.2 2 2 1 t = Ul + Uz + U3 ::; U~ax 
n2(t) ~ [c,;"(q(t))bbr C ::; cos(0) 
The attitude constrained minimum-time reorientation problem can be solved numerically to determine the 
state-control function pair, t • ( q, w) that allows the satellite to be reoriented between the specified initial 
and final attitudes, q(t0) to q(tJ ), in the minimum-time without violating the bright object constraint given 
by path function n2(t). We note that q(t0) or q(t f) may be unknown if there is relative motion between the 
satellite and the target orientation. In this case, the associated end point function can be written in terms of 
pointing vector. The spherical constraint on the control variables, n1 ( t), ensures that the commanded angular 
rate vector does not exceed the approximated capability of the satellite attitude control system. Since the 
solution to (13) does not provide a spacecraft body-torque vector, it is assumed that the trajectories of the 
attitude quaternions will be tracked by the feedback law of the satellite attitude control system. 
Problem (13) will now be solved to demonstrate a typical solution to the constrained attitude maneuvering 
problem. In this example, the objective is to perform a large ( 135-deg) negative rotation about the satellite 
pitch axis, from q 0 = [O, 0, 0, 1 f to qf = [O, -0.9239, 0, O.3827f. The maximum spacecraft rate is elected 
as Wmax = 1.O-deg/sec. An attitude keep-out cone with a 3O-deg half-angle is aligned with the satellite +z-
body axis, i.e. fi = [O, 0, 1 f. The unit-vector to the bright object; e.g. Sun, Moon, or the Earth, is given by 
cN = [-1, 0, of. The geometry of the scenario is shown in Figure 2. Clearly, an Eigenaxis maneuver about 
the Euler axis e = [O, -1, of would cause the satellite +z-body axis to violate the bright object constraint 
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Figure 2. Eigenaxis maneuver violates a bright object constraint. 
Development of the Necessary Conditions 
Pontryagin's Principle is now applied to the problem formulation of (13) to develop the necessary condi-
tions for optimality. A step-by-step description of the process is given in [13]. According to Pontryagin's 
Principle, the Hamiltonian must be minimized at each instant in time. From the definition of the Hamiltonian, 
shown in ( 14 ), the Hamiltonian may be constructed, noting that in this case F = 0. The adjoint covectors are 
represented by ).. with a subscript indicative of its corresponding state. Due to the introduction of non-linear 
path constraints on the control and for bright object avoidance, the standard Karush-Kuhn-Tucker (KKT) 
conditions must be applied by developing the Lagrangian of the Hamiltonian, as in (15). The path KKT 
multipliers are represented by the symbol µ. The Lagrangian of the Hamiltonian for this problem is shown 
in (16). 
H(A, x, u, t) = F + )..T J(x, u) (14) 
- T H(µ, A, x, u, t) = H(A, x, u, t) + µ h(x, u, t) (15) 
- 1 [ H(µ, A, x, u, t) = 2 Aq1 (q4u1 - q3u2 + qzu3) + Aq2(q3u1 + q4u2 - q1u3) + .. . 
Aq3(-q2u1 + q1u2 + q4u3) + Aq4(-q1u1 - q2u2 - q3u3)] ... (16) 
+µ1(Ui + u~ + u~) + /J,2( [ct' (q(t))bbr c) 
The Lagrangian of the Hamiltonian is minimized if it is stationary with respect to the control vector and 
the multiplier-constraint pair satisfies the complementarity condition. 13 The resulting necessary conditions 
can be grouped in terms of two KKT conditions; the stationary condition and the complementarity condition, 




::; 0 if h; = n;ower 
= 0 if n;ower < h; < n?per 
~ 0 if h; = h~pper 
(17) 
(18) 
For Problem (13), there are two complementarity conditions which are defined in (19) and (20). In the 
formulation of the problem, there are technically no lower limits on the path constraints. However, based on 
h1 being calculated as a sum of squares and h2 being calculated from a dot product, the numerical values for 
the lower bounds could be expressed as O and -1, respectively. In this case, both path covectors will be a 
value of zero for all time in which the path constraint is not active and will become a positive value any time 
the path constraint is enforced. 
µ, { 
µ, { 
-:SO if h1 = 0 
= 0 if O < h1 < (1) 2 
~ 0 if ri1 = (1) 2 
-:S Oif h2 = -1 
= 0 if - 1 < h2 < cos(30) 
~ 0 if h2 = cos(30) 
The stationary condition gives the following: 
off 1 
OU1 = 2 [>.q1Q4 + Aq2Q3 - Aq3Q2 - Aq1Q1] + 2µ1111 = 0 
off 1 
;:,- = - [ - Aq1Q3 + Aq2Q4 + Aq3Q1 - Aq4q2] + 2µ1u2 = 0 
u112 2 
off 1 




From the stationary condition, control can now be represented directly as a function of states, the ad joints, 
the path covectors, and time, as shown in (22) - (24). Because µ 1 appears in the denominator of the control 
equation, it is important to point out that µ 1 = 0 at any point in time leads to an indeterminate control. From 
( 19), µ 1 is only O if the control is not at its maximum allowable value. For a minimum time solution, in which 
angular velocity is the only control, the path constraint will always be activated. Thus, for this path problem, 




Next, the adjoint equations are derived using (25). Of note, the resulting equations are complicated equa-
tions and are not useful for verification of the numerical solution. The adjoint equations are shown in (26)-
(29). It should also be noted that the path constraint on the attitude of the spacecraft (h2) had to be accounted 
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for in the adjoint equations. Recall b and c are in reference to the boresight and Sun pointing vectors de-
scribed earlier. Because each were defined along a single axis, i.e. ii = [0, 0, 1] and cN = [-1, 0, 0], many 
of the terms drop out. 
where x is representative of the state vector. 
. 1 
Aq1 = 2 [ Aq2u3 - Aq3U2 + Aq4 ui] - 2q3µ2 
. 1 
Aq2 = 2 [ - Aq1U3 + Aq3U1 + Aq4u2] - 2q4µ2 
. 1 
Aq3 = 2 [>-q1 u2 - Aq2u1 + Aq4u3] - 2q1µ2 
. 1 






Finally, the terminal transversality conditions are evaluated by constructing the endpoint Lagrangian. The 
equations are given in (30) - (32), where E is endpoint cost (defined in the cost function) and e are the 
endpoint functions for desired end states. 
In (32), vis the endpoint covector and superscript f denotes the final desired values. Because the v values 
are unknown in this case, these variables are not useful for verification of the numerical solution. 
The minimum-time maneuver plan determined by solving (13) was obtained using DIDO. The results are 
shown in Figure 3 and Table I. Prior to declaring the results of Figure 3 as a valid extremal solution, however, 
it is important to verify the feasibility and optimality of the candidate solution. 
Feasibility Check 
Table 1. Desired and achieved quaternion values. 
q1(t1) 
q2( t f) 
q3 ( t f) 
q4 ( t f) 
Desired Actual 
0 3.39 X 10-
-0.9239 -0.9239 
0 1.35 X 10-14 
0.3827 0.3827 
To test the feasibility of the time optimal solution, the optimal control trajectories were used to drive plant 
dynamics, as described in [13). The optimal solution and actual propagated system response for the given 
optimal control input were plotted on the same graph to facilitate a visual check. This test ensures that the 
state solution obtained from solving the optimal control problem matches the state trajectory that is obtained 
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Figure 3. Candidate solution to a minimum time constrained reorientation problem 
for a 135-deg pitch: (a) quaternions; (b) angular velocity; (c) boresight to Sun angle; 
(d) angular velocity magnitude. 
from one another, it would indicate that the optimal control solution does not contain sufficient resolution to 
properly drive the system and is therefore infeasible for implementation. The result of the feasibility check 
is shown in Figure 4. It was determined that the candidate solution of Figure 3 passed the feasibility check, 
since the numerical optimal solution ( discrete points) lays on the same path as the actual system response. 
The terminal errors were on the order of 1 x 10-4 . 
Optimality Checks 
The optimality of the candidate solution may be tested by examining the time histories of the Hamiltonian 
and of the complementarity conditions. As previously noted, for a time-optimal solution, the Hamiltonian 
should be a nominally constant value of -1. 13 The Hamiltonian time history is shown in Figure 5a. In order 
to characterize H(t), the mean value and deviation over the maneuver were calculated as µH = -0.8252 
and CTH = 0.1197. Clearly, the Hamiltonian deviates somewhat from the expected value of -1. In order to 
explore the reason for this discrepancy, the other dual variables can be checked. To this end, Figure 5 also 
shows the time histories of the quaternion costates, path constraints, and the associated path covectors. 
The path constraints were plotted against their corresponding path covectors in Figure 5. The comple-
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Figure 4. Feasibility verification for the optimal time maneuver. 
angular velocity was always at its upper limit, which is logical given that this is a minimum time problem. 
Per the KKT conditions, µ 1 ~ 0 is expected and was obtained in the numerical results. The path constraint 
on the Sun angle, however, does not pass the optimality check. This can be seen by examining Figure 5d and 
observing that µ 2 took on a value greater than O prior to the activation of the path constraint, thereby violating 
(20). The large magnitude values of Aq2 and Aq4 compared to their corresponding state ranges of -1 to 1 is 
also a concern because it may indicate poor numerical conditioning. Given the results of Figure 5, it appears 
that the solutions of Figure 3 may not solve the intended problem. 
It may be noted from Figures 5b and 5d that an order of magnitude difference exists between the path 
constraints and their associated covectors. Specifically, there are 6 orders of magnitude difference between 
h 1 and µ 1 . Although this large difference did not seem to impact obtaining a dynamically feasible solution, 
further analysis was carried out to determine if scaling and balancing the optimal control problem could 
improve matters. 
Scaling and Balancing the Path Constraints 
The first path constraint was scaled in an effort to ameliorate the magnitude difference between the h1 and 
µ 1 . The selected scaling units are shown in (33), where n denotes the scaled path constraint. It should be 
noted that based on the previous results q2 and q4 could have also been scaled in an attempt to change the 
magnitude of the corresponding adjoints, which displayed a wide range of values (depicted in Figure 5c). 
This being said, the overwhelming difference in magnitude between the h1 and µ 1 led to the decision to 
initially scale this path constraint and then follow up with any further scaling changes to Qi and Ai if still 
required. Due to the inverse relationship between the primal and dual space,23 choosing HiU < I would 
reduce the magnitude difference between h1 and µ 1 . 
In this case, selecting H 1 U = 0. l results in the factor between h 1 and µ 1 dropping to about 55 thousand. 
Therefore,scaling was modified to H 1 U = 0.01 to further drive them together, resulting in a factor of between 
h1 and µ 1 of 550. Because the balancing was getting much better, the third and final revision was as shown 
in (33). 
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Figure 5. Optimization validation checks for candidate solution: (a) Hamiltonian; (b) 






It was observed that the magnitude difference between h1 and µ 1 could be reduced by over 4 orders of 
magnitude from 3.4 million to about 130 by scaling the path constraint. The time history of µ 1 is now 
smoother, indicating that scaling the path constraint allowed for a better conditioned numerical problem. It 
is also observed that the magnitude of the adjoint variables has been reduced. It is possible to reduce their 
magnitude even further with additional scaling of quaternions. Notwithstanding, the candidate solution also 
passed the feasibility check, the results are omitted for brevity. 
The necessary conditions for optimality are now analyzed. It was observed that the mean and standard 
deviation of the Hamiltonian (see Figure 6a) is nearly identical to the theoretical values of -1 and 0, respec-
tively, with a µH = -1.003 and a standard deviation of a-H = 0.0056. The complementarity conditions are 
now analyzed (see Figure 6b and 6d). Covector µ 1 ~ 0 throughout the entire maneuver because the spacecraft 
is at the maximum allowable angular velocity, and covector µ 2 takes on positive non-zero values only when 
the cone keep-out limit is binding. The solution can now be verified as extremal. The boresight trajectory 
is shown in Figure 7. As can be seen, the minimum-time maneuver satisfied the bright object constraint by 
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Figure 6. Necessary condition checks for numerical solution with scaled path con-
straint: (a) Hamiltonian; (b) scaled path constraint 1; (c) costates; (d) path constraint 
2. 
Using DIDO, a numerical solution is obtained at discrete points in time (pseudospectral grid). The dis-
crete time slices are referred to as nodes. Typically, it is advantageous to use the smallest number of nodes 
to reduce computation time. Solving the scaled problem required only 15 nodes while the unscaled prob-
lem required at least 20 nodes. Increasing the number of nodes of the unscaled problem slightly (e.g. 25) 
caused predetermined feasibility and optimality tests to fail-another indication of having a poorly conditioned 
problem. Indeed, poor numerical conditioning could be one of the reasons for the perceived need to use a 
predetermined guess. 
This example shows that proper scaling of the optimal control problem (in this case the path constraints 
in particular) may prevent one from obtaining a solution to the constrained re-orientation problem. On the 
other hand, by properly scaling the problem, it was seen that the number of required nodes and execution 
time for the solution could be reduced while the accuracy of the solution was simultaneously enhanced. The 
next example introduces a more complicated scenario with additional bright object constraints to further 
emphasize the importance of scaling. 
A MORE CHALLENGING PROBLEM 
The reorientation problem of the last section is reconsidered, but with the addition of two more boresights 
and two more bright objects. As mentioned earlier, these additional bright objects could represent the Sun-
reflection off the Moon or Earth for certain sensors. For this scenario, there is a total of ten path constraints-
the first as a result of the spherical angular velocity constraint and the additional nine as a result of the all 








Figure 7. Boresight path for single cone avoidance problem. 
In addition to the boresight and bright object from the previous example, now referred to as hi = [O, 0, 1 ]T 
and cf = [-1, 0, OJI' respectively, two attitude keep-out cones with a 15-deg half-angle were defined to lie 
nominally in the xy and yz planes. The unit-vectors to the additional bright objects are given by cf = 
[0.4082, 0.4082, 0.8165JI' and c{t = [0.6963, 0.6963, -0.1741]r. These unit vectors were chosen arbitrarily 
but are reasonable to represent a situation with a practical system. 
Initial Unscaled Solution 
The problem with the additional path constraints was coded by using Problem (13) as a template. Then, 
a candidate solution was obtained using DIDO. The maneuver time for the candidate solution was 157.2 
seconds. The solution was examined and it was determined that the keep-out constraints were not violated. A 
three dimensional visualization of the maneuver is shown in Figure 8. The solution also passed the feasibility 
check. 
The optimal solution activated four of the ten path constraints; the magnitude constraint on angular ve-
locity and one constraint for each of the keep-out cones. In this case, b1 to c1, b2 to c2 , and b3 to c3 path 
constraints were activated over a portion of the trajectory. Referring to Figure 9a, the necessary condition on 
the Hamiltonian value is satisfied, with µH = -0.9995 and standard deviation of rJH = 0.0048. The costate 
trajectories are reasonable considering the associated quaternion value range of -1 to 1. It was also observed 
that keep-out cone path constraints were well behaved. A representative keep-out cone path constraint (path 
constraint 2) is shown in Figure 9d. The angular velocity constraint, however, had a multiple of over 4.5 
million between h 1 and µ 1 . With the exception of Figure 9b, every other piece of data would seem to indicate 
that the solution achieved is in fact extremal. In fact, if this solution was implemented, it would undoubtedly 
meet the goal of observing all the path constraints. As far as being a valid minimum time solution, though, the 
dual variables for any state, costate, or path constraint should take on reasonable values when compared to the 
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Figure 8. Boresight path for a multi-cone avoidance problem. 
The same problem formulation displayed in the previous section was solved, with the exception that the 
angular velocity path constraint was scaled in accordance with (33). The initial scaling was attempted based 
on the previous scaled solution results and was implemented because the unscaled µ 1 values for the single 
and three cone problem formulations were reasonably close in value. After scaling, a new solution with 
t f = 149.8 seconds was obtained. The new transfer time was 7.4 seconds less than the previously obtained 
solution. In this case, the shape of the trajectory also completely changed, as shown in Figure 10. 
The scaled solution passed the feasibility check and the necessary conditions were evaluated (see Figure 
11). The Hamiltonian value condition again passed, with µH = -0.9995 and a-H = 0.0013. The magnitude 
difference between h 1 and µ 1 was reduced from over 4.5 million to 135. Both of these are indications that 
the solution is extremal. 
We note that in the absence of an evaluation of the dual space, the initial unscaled solution would have 
likely been incorrectly accepted as the minimum time solution. However, once it was identified that there was 
an 'unreasonable' magnitude discrepancy between a path constraint and its multiplier, scaling the problem 
could be done to obtain the correct solution. Clearly, analysis of the dual space is mandatory for solving and 
verifying an optimal control problem. 
SOLUTION FOR A HIGHER FIDELITY MODEL 
So far, a low fidelity dynamics model has been used to illustrate the steps required to autonomously solve 
the constrained re-orientation problem using optimal control. In practice, such a low fidelity solution could 
be used as an input to an inner loop attitude control system to replicate the desired trajectory as closely as 
possible. In such a situation, it is highly desirable that a higher fidelity model be used to better represent the 
spacecraft dynamics in order to reduce the load on the inner loop. An appropriate problem formulation to 
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Figure 9. Necessary condition checks for unscaled multi-cone problem: (a) Hamilto-
nian; (b) path constraint 1; (c) costates; (d) path constraint 2. 
Minimize J[x(-), u(-), t1] = t1 
Subject to q =Q(w)q 
hrw = Trw 
w = U1 
'Trw = U2 
H: x(to) = [qo,h~wf 
x(t1) = [qf,h~wJT 
-0.16 S Trw S 0.16 
-14.45 S hrw S 14.45 
fl1 (t) ~ lw + Zhrw =0 
1:, [ N 'b]T • n;+1(t) = cb (q(t))bi cj S cos(0i) 
:r~ 
(34) 
In the formulation of Problem H, the quaternion and angular momentum of the each reaction wheel form 
the state and the spacecraft angular velocity and torque of each reach wheel form the control. Although 
this may seem counter-intuitive in that making the angular velocity a control would imply the spacecraft 
has infinite acceleration, adherence to the dynamics is obtained by implementing the first path constraint 












Figure 10. Boresight path for scaled multi-cone avoidance problem. 
and the reaction wheel array for a zero net-bias maneuver. A version of (34) has also been studied for 
momentum biased conditions, as presented in reference [24]. By setting up the path constraint in this way, 
the angular velocity is directly tied to the reaction wheel momentum state, and therefore implicitly to the 
reaction wheel torques. Similarly, the angular velocity could have been implemented as a state and n1 (t) 
could have been eliminated by inserting Euler's equations as part of the dynamics. The nine keep-out zone 
constraints (h;+i, i = 1, 2, • • •, 9) used in the low fidelity 3 cone avoidance problem were also replicated in 
this problem. 
Rest-to-rest boundary conditions allow the satellite the opportunity to start and stop at rest, which is more 
reasonable for practical maneuvers. In the low fidelity solutions, a rest-to-rest maneuver is not achievable. 
In this section, the same 135-deg pitch maneuver will be solved but the spacecraft will start and stop at rest. 
The magnitude of the angular velocity path constraint used in the low fidelity models was an estimate of 
the ACS to replicate the limit capabilities over the sphere. The actual capabilities of reaction wheels are an 
angular momentum capability of 14.45 Nms and a torque limitation of ±0.16 Nm. To ensure the rest-to-rest 
conditions are met, the initial and final angular momentum states of the reaction wheels were selected to be 
zero (h~w = h{.w = 0 Nms). 
High Fidelity Solution 
The minimum-time maneuver plan determined by solving (34) was obtained autonomously by solving the 
optimal control problem on (34) without a guess. The solution gave t1 = 209.1 seconds. The additional 
constraint to start and stop at rest added about 60 seconds to the low fidelity minimum time solution which 
illustrates the discrepancy arising by assuming a kinematics only solution. The optimal high fidelity trajectory 
is shown in Figure 12. The state and control solutions are shown in Figure 13. 
Using the lessons learned on scaling, a solution was obtained that passed feasibility and optimality checks. 
It can been seen from Figure 13 that the spacecraft achieved the desired initial and final orientation while 
starting and stopping at rest. The magnitude of the angular velocity reached a value slightly higher than 
1-deg/s, indicative of how the spherical angular velocity constraint used previously is a conservative estimate 
of the available momentum space associated with the reaction wheels. As expected, the utilization of a 
better model of the spacecraft dynamics has impacted the solution. Namely, the inclusion of the rest-to-rest 
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Figure 11. Necessary condition checks for scaled multi-cone avoidance problem: (a) 





















-15 c___ _ c____~L_ __ c___ _ ~_ 










-1.5 ~--~--~--~--~- -0.2 
0 0 50 100 150 200 250 50 100 150 200 
Time (s) Time (s) 
(b) (d) 
Figure 13. High fidelity solution for multi-cone avoidance: (a) quaternion; (b) angu-
lar velocity 1; (c) reaction wheel angular momentum; (d) reaction wheel torque. 
250 
could not be asserted). Moreover, the correlation between the numerical solution of Figure 13 and a practical 
implementation of the maneuver will be improved by using the high fidelity model. 
Referring to Figure 14a, the necessary condition on the Hamiltonian value is satisfied, with µH = -0.9954 
and standard deviation of aH = 0.0422. Sample solutions of the time history plots of control, path constraint, 
and state variables versus their respective dual variables are displayed in Figure 14b, 14c, and 14d. As can be 
seen, the solution was well balanced overall. Although the necessary conditions for the high fidelity problem 
are not presented here, it is worth while to point out that the high fidelity problem formulation also includes 
path constrains in the control torques and reaction wheel momentum. Referring to Figure 14b and 14d, it is 
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Figure 14. Necessary condition checks for high fidelity multi-cone avoidance: (a) 
Hamiltonian; (b) control/KKT pair; (c) path constraint 2/KKT pair; (d) angular mo-
mentum/costate pair. 
CONCLUSION 
This paper has shown that practical solutions to the attitude constrained spacecraft reorientation problem 
can be obtained by formulating and solving an optimal control problem. Both low and high fidelity models 
were considered. Solving the problem may be considered as challenging due to the presence of path con-
strains which may not depend explicitly on the control. In this work, pseudospectral optimal control theory, 
as implemented in DIDO, was used to obtain solutions autonomously and without the need for a guess. A 
prerequisite is a properly scaled and balanced numerical problem. In particular, scaling the problem path 
constraints was found to play a key role in determining solution quality and reducing overall computation 
time. It was also observed that creating a seemingly more 'complicated' problem by adding numerous path 
constraints (especially those that are a function of the state) creates a simpler problem to solve by reducing 
the admissible region of the state space. The results of this paper could prove extremely useful for automating 
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