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ABSTRACT
Theories that are designed to reason about processes and the information they exchange usually also include a
construction to quantify over this information. We mention the input prex mechanism of, e.g., the -calculus
and the operation
P
for alternative quantication over data of CRL. These constructions are implemented
as binders, and hence imply a relatively complicated notion of substitution that takes the binding of these
operations into account. As a consequence, the dening axioms of such constructions are not suitable for
purely equational reasoning, or, to put it dierently, proof systems for process theories that contain binders are
not algebraic.
In this paper, we shall dene the variety of cylindric process algebras with conditionals, and we prove that,
for data with built-in equality and built-in Skolem functions, it is an algebraic semantics of a subsystem of
CRL. Thus we obtain a proof system for a class of process algebras with data and alternative quantication
from which the complicated notion of substitution is eliminated.
1991 Mathematics Subject Classication: 03G15; 08A70; 68Q70
1991 Computing Reviews Classication System: F.1.1; F.3.3; F.4.1
Keywords and Phrases: Process Algebra, Cylindric Algebra, Algebraic Logic, Alternative Quantication, Input
Prexing.
Note: Research supported by the Netherlands Organization for Scientic Research (NWO) under contract SION
612-33-008. Work carried out under project SEN 2.1 Process Specication and Analysis.
1. Introduction
Motivated by remarks of Milner (1983), Bergstra and Klop (1984) put forward a purely algebraic
approach to concurrency theory. They dened a class of varieties of algebras with operations for
alternative (+), sequential () and parallel (k) composition by means of a parametrised set ACP of
equational axioms. To reason formally about the interaction of processes with the data that they
communicate, Groote and Ponse (1994b) introduced the specication formalism CRL, an extension
of ACP. It features actions of the form a(t) that are parametrised with a sequence of data expressions
t, a conditional construct p¢ b¤ q that chooses between two alternatives p and q depending on some
boolean expression b over data, and an operation
P
that we would like to call alternative quantication
over data.
This latter operation has our particular interest. It is dened in CRL as a binder. For instance,
if v is a variable that ranges over some data type D = fd0; d1; d2; : : : g, then
P
v p(v) stands for the
(possibly innite) summation
p(d0) + p(d1) + p(d2) +    :
The main use of alternative quantication is to model the action that inputs an arbitrary data element.
For instance, the term
P
v read(v)  p(v) refers to the process that inputs an arbitrary element of D
and proceeds as the particular instantiation of p(v) with this element.
2In the style of ACP, Groote and Ponse (1994a) gave equational axioms also for the binder
P
. For
instance, one of the axioms that appears in their paper, is
(Sum1)
P
v x  x:
Obviously, one should not be able to conclude from this axiom that
P
v p = p, for all processes p, so
this axiom is not sound in combination with equational logic as such. An instance of this axiom with
a process p for the variable x is correct if, and only if, the variable v does not occur freely in p.
Groote and Ponse (1994a) account for this by a redenition of substitution such that free variables
never become bound by substitution and bound variables are never substituted for. Their proof system
resembles the system of natural deduction for classical predicate logic with identity, but without rules
for universal and existential quantication.
Groote and Luttik (1998) presented a proof system for pCRL, a subsystem of CRL that includes
alternative quantication, that stays closer to equational logic. It is based on generalised equational
logic, as they call it. This is equational logic, extended with a congruence rule for binders and an
appropriately redened notion of substitution. The authors prove that their system is complete for
strong bisimulation provided that the data has built-in equality and Skolem functions. Completeness
must be understood in the following sense: the equation p  q (with p and q possibly containing free
data variables) is provable in the system if, and only if, the processes denoted by p and q are strongly
bisimilar for every instantiation of the variables with data elements.
It seems a rather severe restriction that the data must have built-in Skolem functions; it means
that the rst-order theory of the data has quantier elimination, and hence is decidable. However,
another result in the same paper is that strong bisimulation with arbitrary computable data is at
least 04-hard, which provides strong evidence that a more general completeness theorem is not easy
to achieve.
Reasoning by purely equational means is considered simple and intuitive, but in a setting with
binders it becomes relatively complicated. The notion of a variable occurring free in a term, and the
notion of substitution that takes bound variables into account are notoriously hard to dene and to
work with. Tarski (1965) was able to eliminate these notions from the formalisation of rst-order
predicate logic with identity by observing that if the variable v does not occur (at all) in t, then the
formula
’[v := t]$ 9v(v  t ^ ’)
is a tautology. Intuitively, the notion of substitution is already implicit in rst-order logic.
With respect to pCRL we can make a similar observation if the data has built-in equality and Skolem
functions: if v is a variable that does not occur in a data term t, then
p[v := t] Pv p¢ eq(v; t) ¤ :
This underlies the present paper. We shall employ it to nd an algebraic semantics (see Blok and
Pigozzi (1989)) for pCRL: a variety of algebras that satisfy the identities of pCRL such that the algebra
of pCRL-terms modulo derivability is a member of this variety.
An algebraic semantics of rst-order logic is the variety of cylindric algebras (see Henkin et al.
(1971, 1985)). These are boolean algebras that are extended with operations that reflect existential
quantication and equality. Existential quantication is represented in cylindric algebras by an innite
supply of unary operations c, one for each variable v in the enumeration of all variables v0; v1; v2; : : : ;
these operations are called cylindrications. The expression c’ refer to the formula 9v’. Equality
is represented by means of an innite supply of constants d; these constants are called diagonal
elements. The constant d corresponds to the atomic formula v  v.
We shall introduce in this paper the variety of cylindric process algebras. Roughly, these are two-
sorted algebras consisting of a cylindric algebra and a process algebra extended with operations for
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alternative quantication and conditionals. The cylindric algebra replaces the boolean algebra of
pCRL. We justify this by the assumption that the data has built-in equality and built-in Skolem
functions; diagonal elements and cylindrications are denable in the boolean algebra if this is the
case. Alternative quantication is represented by means of an innite supply of unary operations s
that we call cylindric summations ; the expression sp corresponds to the process
P
v
p.
This paper is organised as follows. In x2 we shall dene cylindric algebras and explain their con-
nection with rst-order predicate logic; in x3 we explain how data specications with built-in equality
and Skolem functions can be interpreted as cylindric algebras. In x4 we introduce the proof system
pCRL of Groote and Luttik (1998), and we show that without losing expressive or demonstrative power
we can restrict the set of pCRL-terms. In x5 we introduce the variety of cylindric process algebras
with conditionals, and we prove that the algebra of pCRL-terms is isomorphic with a cylindric process
algebra with conditionals that is free in a particular subvariety of cylindric process algebras with
conditionals.
2. Cylindric Algebras
We assume that the reader has some basic knowledge of universal algebra and equational logic. For
thorough treatments of these subject we refer to McKenzie et al. (1987) and Burris and Sankappanavar
(1981), and for the generalisation to the many-sorted case to Meinke and Tucker (1992). We keep our
notation consistent with McKenzie et al. (1987). In particular, if K is a variety of similar algebras,
then we use FK(X) to denote a free algebra in K with free generating set X (such an algebra is unique
up to isomorphism).
Referring to Birkho’s HSP Theorem, we make no distinction between equational specications and
the varieties that they induce. Suppose that S is an equational specication, Then we write FS(X) to
denote a free algebra in the variety induced by S with free generating set X . If  is the signature of
S, then we obtain, using Birkho’s Completeness Theorem for Equational Logic, a concrete example
of such a free algebra by constructing the algebra T(X) of -terms over X and taking the quotient
T(X)=EqTh(S) of T(X) over the equational theory EqTh(S) of S, which is a congruence on T(X).
In the sequel, we shall often treat FS(X) as if it were constructed in this way, and view its elements
as equivalence classes of terms; if t is a -term over X , then we denote the element of FS(X) that
contains t by t.
A cylindric algebra of dimension ! (CA!) is an algebraic structure
C = hC;_;^;:;?;>; c; di;<!
such that for every x; y 2 C and ; ;  < !
(Ca0) the structure hC;_;^;:;?;>i is a boolean algebra (see Table 1);
(Ca1) c?  ?;
(Ca2) x _ cx  cx;
(Ca3) c(x ^ cy)  cx ^ cy;
(Ca4) ccx  ccx;
(Ca5) d  >;
(Ca6) if  6= ; , then d  c(d ^ d);
(Ca7) if  6= , then c(d ^ x) ^ c(d ^ :x)  ?.
The operations c are called cylindrications and the constants d are called diagonal elements.
The theory of cylindric algebras was introduced by Tarski and his students to give a purely algebraic
treatment of rst-order predicate logic. In the remainder of this section we shall discuss those parts
of this connection that are of relevance to the present paper; for a detailed account we refer to Henkin
et al. (1985).
4(Ba1) x ^ y  y ^ x x _ y  y _ x
(Ba2) x ^ (y ^ z)  (x ^ y) ^ z x _ (y _ z)  (x _ y) _ z
(Ba3) x ^ x  x x _ x  x
(Ba4) x ^ (x _ y)  x x _ (x ^ y)  x
(Ba5) (x ^ y) _ (x ^ z)  x ^ (y _ z) (x _ y) ^ (x _ z)  x _ (y ^ z)
(Ba6) x ^ ?  ? x _ >  >
(Ba7) x ^ :x  ? x _ :x  >
Table 1: The axioms for boolean algebras.
We x a countably innite sequence V = hv j  < !i of variables. Let  be a rst-order language
without operation symbols; we assume that  is given by a pair hR; i, where R is a set of relation
symbols and  is a function from R to ! that associates with every r 2 R an arity. We denote by F
the set of rst-order -formulae in variables from V . If Γ  F and ’ 2 F, then we write Γ ‘ ’ if ’
is derivable from Γ in some proof system that is complete for rst-order predicate logic with identity
(see e.g. Shoeneld (1967)). Consider the algebraic structure
Fm = hF;_;^;:;?;>; 9v; v  vi;<!
that is naturally induced on the set of rst-order -formulae by the logical connectives. This algebra is
similar to CA!’s via the interpretation of (9v) as the unary operation c, and v  v as the constant
d. For each Γ  F, the relation
Γ = fh’; i j Γ ‘ ’$  g
is a congruence on this algebra, and the quotient is a cylindric algebra of dimension ! (cf. Henkin
et al. (1985)). We shall refer to it by FmΓ , i.e.,
FmΓ = Fm
=Γ.
The key observation now is that if u and v are distinct variables, and ’[u := v] is the rst-order
-formula that is obtained by substituting v for u in ’, then the formula
’[u := v]$ (9u)(u  v ^ ’)
is a tautology. We can use this to associate with every rst-order -formula ’ a logically equivalent
restricted formula ’r; this is a formula that is constructed with the boolean connectives and quantiers
from atomic formulae v  v and r(v0; : : : ; v(r)−1), with ;  < ! and r 2 R. For instance, if r is a
relation symbol of arity 2, and u and w are variables dierent from the rst two elements v0 and v1
of V , then the rst-order formula
r(u;w)$ 9v09v1(v0  u ^ v1  w ^ r(v0; v1))
is a tautology, and the righthand side of the bi-implication is restricted.
Since, in a restricted formula, each relation symbol r is always followed by the xed list of variables
v0; : : : ; v(r)−1, the mapping g dened by
g(r(v0; : : : ; v(r)−1)) = r g(:’) = :g(’)
g(v  v) = d g(’ _  ) = g(’) _ g( )
g(9v’) = cg(’) g(’ ^  ) = g(’) ^ g( )
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gives a one-to-one correspondence between the restricted formulae and the CA!-terms over R. We
extend g to a mapping from the set of all rst-order -formulae by dening g(’) = g(’r).
Let FCA! (R) be the cylindric algebra that is freely generated by R. We dene FCA! as the quotient
of FCA!(R) over the congruence that is induced by the identities
(Ca8) cr  r; for all r 2 R and (r)   < !.
Clearly, this algebra is isomorphic to the quotient algebra formed by the algebra of CA!-terms over R
and the congruence generated by Ca0{Ca8. Hence, we may view the elements of FCA! as equivalence
classes of terms; we denote the element of FCA! that contains the term t by t. Although variables do
not occur in CA!-terms over R, the statement v 62 FV(’) has a cylindric counterpart.
Proposition 2.1 If v 62 FV(’), then CA!+Ca8 ‘ cg(’)  g(’).
Proof. By induction on the length of ’r. 
By a lter of a CA! C we mean a subset F of the universe of C such that
1. > 2 F;
2. if x;:x _ y 2 F, then y 2 F; and
3. if x 2 F and  < !, then :c:x 2 F.
Every lter of C determines a congruence of C and we denote the quotient of C over this congruence
by C=F. Moreover, there is a one to one correspondence between the lters of FCA! and the rst-order
-theories. For Γ  F, let FΓ be the lter of FCA! that is generated by the set
fg(’) j ’ 2 Γg
(i.e., the smallest lter in which this set is contained). We then have that
Theorem 2.2 FmΓ and F

CA!
=FΓ are isomorphic via the mapping ’=Γ 7! g(’):
Proof. See Theorems 4.3.6, 4.3.25 and 4.3.27 of Henkin et al. (1985). 
So far, we have restricted our discussion to rst-order languages without operation symbols. Now,
suppose that  is a rst-order language with operation symbols, and let Γ be a set of rst-order
-formulae; one can show that FmΓ is a cylindric algebra. We shall now describe how to associate
with  and Γ a free cylindric algebra and a lter such that FmΓ is isomorphic to the quotient (cf. also
Monk (1965)).
Let 0 be the rst-order language without operation symbols that consists of the relation symbols of
, and additionally contains for every n-ary operation symbol f in  an n+1-ary relation symbol rf .
We inductively associate with every -term t and every variable u in V a 0-formula ’u;t as follows:
1. if t is a variable, then ’u;t is the atomic formula u  t; and
2. if t is of the form f(t0; : : : ; tn−1), where f is an n-ary operation symbol and the t0; : : : ; tn−1 are
terms, then ’u;t is the formula
(8u0)    (8un−1)(’u0;t0 ^    ^ ’un−1;tn−1 ! rf (u0; : : : ; un−1; u));
where u0; : : : ; un−1 is the initial segment of the list of variables in V that do not occur in t or u.
We can now dene a mapping h from atomic -formulae to atomic 0-formulae by
t0  t1 7! (8u0)(8u1)(’u0;t0 ^ ’u1;t1 ! u0  u1)
r(t0; : : : ; tn−1) 7! (8u0)    (8un−1)(’u0;t0 ^ : : : ’un−1;tn−1 ! r(u0; : : : ; un−1));
and extend it to a mapping from -formulae to 0-formulae in the usual way. Notice that h is dened
in such a way that
6Proposition 2.3 FV(’) = FV(h(’)).
We denote by Ω the least set of 0-formulae that contains for every n-ary operation symbol f in 
the formulae
(8x0) : : : (8xn−1)(9xn)rf (x0; : : : ; xn); and
(8x0) : : : (8xn−1)(8y)(8z)(rf (x0; : : : ; xn−1; y) ^ rf (x1; : : : ; xn−1; z)! y  z):
Then there exists for every 0-formula  a -formula ’ such that Ω ‘  $ h(’), and Γ ‘ ’ if, and
only if, h(Γ) [ Ω ‘ h(’); hence FmΓ = Fm
0
h(Γ)[Ω .
We dene FCA! as the quotient of F
0
CA!
over the congruence that is induced by the identities
(Ca9) :c0    cn−1:cnrf  >; and
(Ca10) :c0    cn+1:(rf ^ :dnn+1 ^ cn(rf ^ dnn+1))  >;
for every n-ary operation symbol f in . By Theorem 2.2 the algebras Fm
0
Ω and F

CA!
are isomorphic.
Let FΓ be the lter of FCA! that is generated by the set
fg(h(’)) j ’ 2 Γg:
By Theorems 4.3.6, 4.3.25, and 4.3.27 of Henkin et al. (1985), the algebras FCA!=FΓ and Fm
0
h(Γ)[Ω
are isomorphic, and we have the following
Theorem 2.4 FmΓ and FCA!=FΓ are isomorphic via the mapping ’=Γ 7! g(h(’)).
3. Data specications
In the theory pCRL, the data must be given by means of a many-sorted equational specication
D = h;Ei that contains the axioms of boolean algebra (see Table 1); such an equational specication
is called a data specication. For easier explanation of our ideas we shall focuss on a certain kind of
data specications that have a nice correspondence with theories of rst-order predicate logic.1
We assume that our data specications have a two-sorted signature; they contain a sort b for
booleans and a sort d of data elements. Apart from the connectives _, ^, :, ? and > of boolean
algebras, the function declarations that involve the sort b have the form
r:dn ! b for n 2 !;
the remaining function declarations are of the form
f :dn ! d for n 2 !.
We shall occasionally refer to the function declarations of the rst kind as relations, and to those of
the second kind as functions. Let us x a data specication D = h;Ei of this kind; we denote by E
b
the set of axioms of sort b (it contains the axioms in Table 1), and by E
d
the set of axioms of sort d.
We may regard  as the rst-order language that has the relations of  as relation symbols and
the functions of  as operation symbols. We associate with E a set Efol of rst-order -formula in
the following way:
Efol = fb1 $ b2 j (b1  b2) 2 Ebg [ Ed.
1We think that it is quite straightforward to generalise our approach to arbitrary data specications, although this
requires a connection between many-sorted rst-order logic and cylindric algebras.
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Let FD(V) denote the free algebra that is generated by the set V of variables of sort d. The element
b of FD(V) that contains the boolean term b is a subset of the element b=Efol of FmEfol . Also, if b1
and b2 are rst-order -formulae not containing quantiers and Efol ‘ b1 $ b2, then there exists a
derivation of b1 $ b2 without applications of axioms and rules that involve quantiers. Hence, the
mapping dened by
b 7! b=Efol (3.1)
is an embedding of the boolean reduct of FD(V) into the boolean part of FmEfol .
We shall now nd sucient conditions on D that allow us to dene diagonal elements and cylindri-
cations in FD(V). Diagonal elements are denable if there exists a predicate that is logically equivalent
to the identity predicate of rst-order logic.
Definition 3.1 We say that D has built-in equality if there exists a boolean -term eq(u; v) in
variables u and v of sort d such that for all -terms t1 and t2 of sort d
Efol ‘ eq(t1; t2)$ t1  t2.
To dene cylindrications, we use a notion from model theory (cf. Chang and Keisler (1990)).
Definition 3.2 Let ’ be a rst-order -formula and let v be a variable of sort d. We call a -term
t’v (u1; : : : ; un) of sort d a Skolem function for ’ and v if, and only if,
Efol ‘ (9v)’(v; u1; : : : ; un)! ’(t’v (u1; : : : ; un); u1; : : : ; un).
If there exists a Skolem function tbv for every boolean term b and for every variable v of sort d, then
we say that D has built-in Skolem functions.
If D has both built-in equality and built-in Skolem functions, then we dene, for ;  < !,
d = eq(v; v);
cb = b[v := tbv ]; where t
b
v is the Skolem function for b and v.
Adding these operations to the boolean reduct of FD(V) yields an algebraic structure that is similar
to cylindric algebras; we shall refer to it as the cylindric part of FD(V).
Theorem 3.3 If D has built-in equality and built-in Skolem functions, then the cylindric part of
FD(V) is isomorphic with FmEfol via the mapping b 7! b=Efol.
Proof. If t’v (u1; : : : ; un) is the Skolem function for ’ and v, then
Efol ‘ (9v)’(v; u1; : : : ; un)$ ’(t(u1; : : : ; un); u1; : : : ; un)
(the implication from left to right is from Denition 3.2, and the other implication is a tautology),
so every rst-order -formula is logically equivalent to one without quantiers. Also, since D has
built-in equality we can replace every atomic formula of the form t1  t2 by the logically equivalent
boolean -term eq(t1; t2). Hence, for every rst-order -formula ’ there exists a boolean -term
b such that Efol ‘ ’$ b; so the mapping dened in (3.1) is the required isomorphism. 
With every rst-order -theory Γ we can associate a lter FΓ of the cylindric algebra FCA! such
that FmΓ = FCA!=FΓ. We dene FD as the lter associated to Efol and combine Theorems 2.2 and
3.3 into the following result
Corollary 3.4 If D has built-in equality and built-in Skolem functions, then the cylindric part of
FD(V) is isomorphic with FCA!=FD via the mapping b 7! g(h(b)).
8(A1) x+ y  y + x
(A2) x+ (y + z)  (x+ y) + z
(A3) x+ x  x
(A4) (x + y)  z  x  z + y  z
(A5) x  (y  z)  (x  y)  z
(A6) x+   x
(A7)   x  
Table 2: The axioms for process algebras with deadlock.
4. The deductive system pCRL
We shall now dene the deductive system pCRL that was presented in Groote and Luttik (1998) to
reason about processes with data. We show that one can make similar observations about pCRL as we
made about rst-order predicate logic in x2: without decreasing expressive and demonstrative power
we can restrict the set of terms of our language.
Let us x a two-sorted data specication D = h;Ei with built-in equality and built-in Skolem
functions, and a sort symbol p that refers to a set of processes. An n-ary action declaration for  is
a function declaration of the form
a:dn ! p.
We x a nonempty set A of action declarations for . Let  be the signature that is the extension of
 with the sort p, the action declarations in A, and
1. a constant  of sort p;
2. binary function declarations ( + ):pp! p and (  ):pp! p;
3. a ternary function declaration ( ¢ ¤ ):pbp! p; and
4. a binder declaration
P
:p.
We shall call  a pCRL-signature. The constant  and the binary operations + and  are from
the theory ACP (Bergstra and Klop (1984)); + stands for alternative composition, and  stands for
sequential composition. In Table 2 we have listed the axioms of ACP that concern these operations.
The conditional ( ¢ ¤ ) (read p¢ c¤ q as \if c then p else q") and the binder
P
to quantify over
data stem from CRL (Groote and Ponse (1994b)), an extension of ACP that allows reasoning about
the combination of processes and data. Terms over  will be considered modulo -conversion.
In Table 3 we have listed the axioms for the conditional and alternative quantication over data.
The schemes Sum3 and Sum4 dene an axiom for every instantiation of p and q with -terms of sort p
in variables from V . The scheme Sum1 denes an axiom for every instantiation of p with a pCRL-term
in which the variable v does not occur freely; similar remarks can be made about the schemes Sum5
and Sum12. The scheme Ae denes an axiom for every action declaration in A; if a is an n-ary action
declaration, then u refers to a list of n variables u0; : : : ; un−1, and similarly for w; by eq(u; w) we have
abbreviated the boolean term eq(u0; w0) ^    ^ eq(un−1; wn−1).
We would like to reason equationally with these axioms. However, the presence of alternative
quantication complicates matters, since equational logic has no facility for binders. We need to
incorporate a congruence rule for each binder in the signature; in our particular setting this rule takes
the form
p  qP
v p 
P
v q
.
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(Cond1) x¢>¤ y  x
(Cond2) x¢?¤ y  y
(Cond3) x¢ b¤ y  x¢ b¤  + y ¢ :b¤ 
(Cond4) (x¢ b1 ¤ ) ¢ b2 ¤   x¢ b1 ^ b2 ¤ 
(Cond5) (x¢ b1 ¤ ) + (x¢ b2 ¤ )  x¢ b1 _ b2 ¤ 
(Cond6) (x¢ b¤ )y  xy ¢ b¤ 
(Cond7) (x + y) ¢ b¤   x¢ b¤  + y ¢ b¤ 
(Sca) (x¢ b¤ )(y ¢ b¤ )  (xy ¢ b¤ )
(Ae) a(u) ¢ eq(u; w) ¤   a( w) ¢ eq(u; w) ¤ 
(Sum1)
P
v p  p if v 62 FV(p)
(Sum3)
P
v p 
P
v p+ p
(Sum4)
P
v(p+ q) 
P
v p+
P
v q
(Sum5) (
P
v p)q 
P
v pq if v 62 FV(q)
(Sum12) (
P
v p) ¢ c¤  
P
v p¢ c¤  if v 62 FV(c)
Table 3: The axioms of pCRL for conditionals and alternative quantication over data.
Moreover, we need to redene substitution in such a way that free variables do not become bound by
substitution, and bound variables are never substituted for. The resulting system is called generalised
equational logic by Groote and Luttik (1998).
Let t1 and t2 be -terms of the same sort. We write pCRL(D;A) ‘ t1  t2 if the equation t1  t2
is derivable from the axioms of D, those in Table 2, and those in Table 3, by means of generalised
equational logic. We give an example of a proof in pCRL(D;A).
Proposition 4.1 pCRL(D;A) ‘PuPv p PvPu p.
Proof. We have the following derivation:P
u
P
v p 
P
v
P
u
P
u
P
v p (by Sum1)
PvPuPuPv p+PvPu p (by Sum3 and Sum4)
PuPv p+PvPu p (by Sum1);
so pCRL(D;A) ‘PuPv p PuPv p+PvPu p PvPu p. 
Let T
b
[V ] and T
p
[V ] be the sets of -terms of sorts b and p, and consider the algebra2
hT
b
[V ];T
p
[V ];_;^;:;?;>;+; ; ; ( ¢ ¤ );Pvi<!
The relation fht1; t2i j pCRL(D;A)‘ t1  t2 & t1; t2 2 Tb[V ] or t1; t2 2 Tp[V ]g is a congruence on this
algebra. Since D has built-in equality and built-in Skolem functions, we can dene diagonal elements
and cylindrications in the quotient; we refer to the resulting algebra as Pcrl(D;A). The fact that D
has built-in Skolem functions also has another important consequence: if
P
v only binds variables in
the boolean argument of a conditional, then it can be eliminated.
Proposition 4.2 If v 62 FV(p), and tbv is a Skolem function for b and v, then
pCRL(D;A) ‘Pv p¢ b¤   p¢ b[v := tbv] ¤ .
2For reasons that will become clear later on, we dene on this algebra a binary conditional ( ¢ ¤ ) instead of the
ternary ( ¢ ¤ ).
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Proof. Since tbv is a Skolem function for b and v,
D ‘ b[v := tbv]  b[v := tbv] _ b; (*)
so we can make the following derivation
p¢ b[v := tbv] ¤  
P
v p¢ b[v := t
b
v] _ b¤  (by Sum1 and *)
Pv(p¢ b[v := tbv] ¤  + p¢ b¤ ) (by Cond5)
Pv p¢ b[v := tbv] ¤  +Pv p¢ b¤  (by Sum4)
 p¢ b[v := tbv] ¤  +
P
v p¢ b¤  (by Sum1).
On the other hand, the identity
P
v p ¢ b¤  
P
v p¢ b¤  + p¢ b[v := t
b
v] ¤  is an instance of
Sum3, so with A1P
v p¢ b¤  
P
v p¢ b¤  + p¢ b[v := t
b
v] ¤   p¢ b[v := tbv] ¤ . 
Substitution is denable in pCRL.
Proposition 4.3 If D has built-in equality and Skolem functions, and v and w are distinct variables,
then pCRL(D;A) ‘ p[v := w] Pv p¢ eq(v; w) ¤ , for all process terms p.
Proof. If v and w are distinct variables, then v 62 FV(p[v := w]), and w is a Skolem function for
eq(v; w) and v, since eq(w;w)  > by Theorem 3.3, so
p[v := w]  p[v := w] ¢ eq(w;w) ¤  (by Cond1)
Pv p[v := w] ¢ eq(v; w) ¤  (by Proposition 4.2).
It remains to prove that pCRL(D;A) ‘ p¢ eq(v; w) ¤   p[v := w] ¢ eq(v; w) ¤ . We proceed by
induction on the structure of p. If p is , then p = p[v := w]. If t is a sequence of data terms, then
eq(v; w)  eq(v; w) ^ eq(t[v := w]; t) by Theorem 3.3; so if p is of the form a(t), then we have the
following derivation
a(t) ¢ eq(v; w) ¤   a(t) ¢ eq(v; w) ^ eq(t[v := w]; t) ¤ 
 a(t)[v := w] ¢ eq(v; w) ^ eq(t[v := w]; t) ¤  (by Ae)
 a(t)[v := w] ¢ eq(v; w) ¤ :
The cases where p is of the form p1 + p2, p1  p2, or p1 ¢ b¤ p2 follow from the induction hypothesis
and Cond7, Sca, Cond3 and Cond4. If p is of the form
P
u p
0, then by -conversion we may
assume that u 6= v; w, so the result follows from the induction hypothesis and Sum12. 
Corollary 4.4 Suppose that D has built-in equality and built-in Skolem functions. If v 62 FV(p),
then
pCRL(D;A) ‘Pv(Pw p¢ eq(v; w) ¤ ) ¢ eq(v; w) ¤   p:
Proof. If v = w, then the corollary follows from Cond1 and Sum1; if v 6= w, then the corollary
follows from Proposition 4.3. 
We call a pCRL-term of sort p restricted if every n-ary action declaration that occurs in it is imme-
diately followed by the xed initial segment v0; : : : ; vn−1 of V and each occurrence of the conditional
has  as its rightmost argument.
Lemma 4.5 If D has built-in equality and built-in Skolem functions, then for every pCRL-term p of
sort p there exists a restricted pCRL-term pr such that pCRL(D;A) ‘ p  pr.
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Proof. By axiom Cond3 we can replace every occurrence of a conditional p ¢ c¤ q with q 6= 
by its equivalent p¢ c¤  + q ¢ :c¤ . Then it remains to prove the lemma for terms of the form
a(t), with a an n-ary action declaration, and t a sequence of terms of the appropriate length that
is not the initial segment v = v0; : : : ; vn−1 of V .
Let w = w0; : : : ; wn−1 be the initial segment of the list that is obtained by removing from V the
variables that occur in v and in t. We abbreviate by
P
v the sequence
P
v0
  Pvn−1 and by P w
the sequence
P
w0
  Pwn−1 . With Proposition 4.1 and axiom Sum12 we get from Corollary 4.4
that
pCRL(D;A) ‘P w(Pv a(v) ¢ eq(v; w) ¤ ) ¢ eq(v; w) ¤   a(v);
so we obtain
P
w(
P
v a(v) ¢ eq(v; w) ¤ ) ¢ eq(t; w) ¤   a(t) as a substitution instance, and the
lefthand side of this equation is restricted. 
If we consider only the restricted terms of sort p, then we can replace the axioms Cond1 and Cond2
by
(Cond1r) x¢>¤   x and
(Cond2r) x¢?¤   .
Let us dene a proof system pCRLr(D;A) on the set of restricted pCRL-terms by replacing Cond1 and
Cond2 by Cond1r and Cond2r, deleting Cond3 and the instances of Ae, and adding as axioms the
restricted instances of Corollary 4.4. The previous lemma showed that pCRL(D;A) and pCRLr(D;A)
have the same expressive power; we now show that they also have the same demonstrative power.
Lemma 4.6 If pCRL(D;A) ‘ p  q, and p0 and q0 are restricted pCRL-terms such that pCRL(D;A) ‘
p  p0; q  q0, then pCRLr(D;A) ‘ p0  q0.
Proof. We associate with every pCRL-term p of sort p the particular restricted pCRL-term pr of
the proof of Lemma 4.5; this association is surjective, for if p is restricted, then p = pr. Hence, it
suces to show that if pCRL(D;A) ‘ p  q, then pCRLr(D;A) ‘ pr  qr.
We shall rst deal with the special case that p  q is a substitution instance of an axiom of
pCRL(D;A). If it is an instance of Cond1, then we derive pr ¢>¤ + qr ¢?¤   pr +   pr by
Cond1r, Cond2r and A6. For instances of Cond2 we have a similar derivation in pCRLr(D;A).
The only nontrivial instances of Cond3 are those with y = ; we derive
pr ¢ b¤  +  ¢ :b¤ 
 pr ¢ b¤  +  ¢ :b¤  +  ¢>¤  (by A6 and Cond1)
 pr ¢ b¤  +  ¢>¤  (by Cond5)
 pr ¢ b¤  (by Cond1 and A6).
If p  q is an instance of Ae, then we nd pCRLr(D;A)‘ pr  qr as an instance of Corollary 4.4, or
with axioms Sum12 and Cond4. If p  q is an instance of some other axiom of pCRL(D;A), then
the verication that pCRLr(D;A) ‘ pr  qr is straightforward.
The general case now follows by induction on a shortest derivation of p  q. 
We denote by T
p
[V ]r the set of restricted -terms of sort p, and consider the algebra
hT
b
[V ];T
p
[V ]r;_;^;:;?;>;+; ; ; ( ¢ ¤ );Pvi<!
The deductive system pCRLr(D;A) induces a congruence on this algebra, and cylindrications and
diagonal elements are denable in the quotient; we refer to the resulting algebra as Pcrlr(D;A). The
following result is an immediate consequence of Lemmas 4.5 and 4.6.
Theorem 4.7 Pcrl(D;A) = Pcrlr(D;A).
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5. Cylindric Process Algebras with Conditionals
In the previous section we introduced the deductive system pCRL(D;A) to reason about processes
with data. However, this deductive system is not algebraic: it is not a pure extension of equational
logic. Namely, the presence of the binder
P
required that we redened the notion of substitution.
We shall now show that pCRL(D;A) is algebraizable in the sense of Blok and Pigozzi (1989): there
exists a variety of algebras that satisfy the identities that are derivable in pCRL(D;A) and the algebra
Pcrl(D;A) is a member of this variety. Such a variety is called an algebraic semantics of pCRL(D;A).
Let us rst consider the extension of process algebras with unary operations s.
Definition 5.1 A cylindric process algebra of dimension ! (CPA!) is a structure
hP;+; ; ; si<!
that satises for every x; y 2 P and ;  < !
(Cs0) the structure hP;+; ; i is a process algebra with deadlock (see Table 2);
(Cs1) ssx  ssx
(Cs2) ssx  sx
(Cs3) x+ sx  sx
(Cs4) s(x + y)  sx+ sy
(Cs5) s(x  sy)  sx  sy
(Cs6) s  
The operations s we call cylindric summations.
If we interpret
P
v
as the unary operation s, then the p-reduct of Pcrl(D;A) is an algebra similar
to CPA!’s.
Theorem 5.2 The p-reduct of Pcrl(D;A) is a cylindric process algebra of dimension !.
Proof. It is clear that it is a process algebra, and the axioms Cs3 and Cs4 hold by Sum3 and
Sum12. From Proposition 4.1 we know that Cs1 holds in the p-reduct of Pcrl(D;A), and since
v 62 FV(
P
v
p), the validity of axioms Cs2 and Cs5 follow from Sum1 and Sum5. Finally, since
v 62 FV(), the validity of Cs6 follows from Sum1. 
Definition 5.3 A CPA! with conditionals is a two-sorted algebra that consists of
a CA! hC;_;^;:;?;>; c; di;<!,
a CPA! hP;+; ; ; si<!, and
an operation :! : C P ! P
such that for every b; c 2 C, x; y 2 P, and  < !
(Gc1) >:!x  x
(Gc2) ?:!x  
(Gc3) b:!(x+ y)  b:!x+ b:! y
(Gc4) (b _ c):!x  b:!x+ c:!x
(Gc5) b:!(c:!x)  (b ^ c):!x
(Gc6) b:!(x  y)  (b:!x)  y
(Gc7) b:!(x  y)  (b:!x)  (b:! y)
(Cs7) s(b:! sx)  cb:! sx
(Cs8) s(cb:!x)  cb:! sx
(Cs9) s d:! s d:! sx  x
The axioms Gc1{6 originate from Baeten and Bergstra (1992), but we adopt the numbering of Bergstra
et al. (1994a).
If we interpret ( ¢ ¤ ) as the binary operation :! , then the algebra Pcrl(D;A) is similar to
CPA!’s.
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Theorem 5.4 If D has built-in equality and Skolem functions, then Pcrl(D;A) is a CPA! with con-
ditionals.
Proof. In view of Theorem 5.2 it suces to show that the axioms Gc1{Gc7 and Cs7{Cs9 hold in
Pcrl(D;A). The axioms Gc1 and Gc2 are instances of Cond1 and Cond2, and the axioms Gc3{7
correspond to Cond7, Cond5, Cond4, Cond6 and Sca (in that order). Since v 62 FV(
P
v
p),
the validity of Cs7 and Cs9 follows from Proposition 4.2 and Corollary 4.4, and if tbv is the Skolem
function for b and v, then v 62 FV(b[x := tbv ]), so the validity of Cs8 is by axiom Sum12. 
The cylindric counterpart of a rst-order language is a set of relation symbols R together with a
set of axioms (generated by the scheme Ca8) that species the arity of these symbols. We shall now
dene the cylindric counterpart of a set of action declarations. Let A be a set of action symbols and
let  be a mapping into the set ! that associates with every a 2 A an arity (a). We specify the arity
of each action symbol by means of the identities
(Cs10) sa  a; for all (a)   < !.
Let  = hR;A; i, where R and A are disjoint sets of relation symbols and action symbols, and  is
a mapping from R [ A to ! that assigns to every relation symbol and every action symbol an arity.
Now, consider the free CPA! with conditionals FCPA!(R;A) that is generated by the sets R and A
(obviously, we use R to generate the cylindric algebra and A to generate the process algebra). We
dene the algebra FCPA! as the quotient of FCPA!(R;A) over the congruence induced on it by the
schemes Ca8 and Cs10. We regard the elements of FCPA! as equivalence classes of CPA!-terms overR and A.
Obviously, we can associate with every pCRL-signature  a triple  = hR;A; i such that the data
signature  and the set of action declarations A on which  is based can be reconstructed from
the pairs hR; i and hA; i; we shall write FCPA! to denote FCPA! . Notice that FCA! is the cylindric
algebra of FCPA! , and recall that we associated with every data specication D with built-in equality
and Skolem functions a lter FD of the algebra FCA! . We dene FCPA!=FD as the quotient of FCPA!
over the smallest congruence that contains the congruence generated by FD on FCA! . It is, of course,
our aim to show that FCPA!=FD is isomorphic with Pcrl(D;A).
Let g and h be the mappings dened in x2, and dene f = g  h; f maps each boolean -term to a
CA!-term over R. We extend f to a mapping from restricted pCRL-terms to CPA!-terms over R and
A as follows:
f(a(v0; : : : ; v(r)−1)) = a for all a 2 A
f(p¢ c¤ ) = f(c):! f(p) f(p  q) = f(p)  f(q)
f(p+ q) = f(p) + f(q) f(
P
v
)p = sf(p)
We shall prove that the mapping f gives rise to an isomorphism from Pcrlr(D;A) to FCPA!=FD. We
need the following analogue of Proposition 2.1.
Proposition 5.5 If v 62 FV(p), then CPA!+Ca8+Cs10 ‘ sf(p)  f(p).
Proof. By induction on the length of p, using Propositions 2.1 and 2.3. 
Theorem 5.6 Pcrlr(D;A) and FCPA!=FD are isomorphic.
Proof. By Corollary 3.4, the data parts of Pcrlr(D;A) and FCPA!=FD are isomorphic via the
mapping b 7! f(b), so it remains to show that f also gives rise to an isomorphism from the process
part of Pcrlr(D;A) to the process part of FCPA!=FD that respects the operation :! .
It is immediate from Sum1 that Cs10 holds in Pcrlr(D;A), so with Theorem 5.4 we conclude that
if f(p) = f(q), then pCRLr(D;A) ‘ p  q. We shall now establish that the converse also holds by
proving that the axioms of pCRLr(D;A) hold in FCPA!=FD.
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The axioms Cond1r, Cond2r, Cond4{Cond7 and Sca correspond to the axioms Gc1, Gc2, Gc5,
Gc4, Gc6, Gc3 and Gc7 (in that order). The validity of axiom Sum1 follows from Proposition 5.5,
and the axioms Sum3 and Sum4 correspond to Cs3 and Cs4. For Sum5 we have the following
derivation
sf(p)  f(q)  sf(p)  sf(q) (Proposition 5.5)
 s(f(p)  sf(q)) (Cs5)
 s(f(p)  f(q)) (Proposition 5.5).
The instances of Corollary 4.4 are derivable in a similar fashion with Cs9, and Sum12 can be derived
with Cs5 and Propositions 2.1 and 2.3.
Hence, pCRLr(D;A)‘p  q if, and only if, f(p) = f(q), and since f is a bijection between restricted
pCRL-terms and CPA!-terms over R and A, the association p 7! f(p) is an isomorphism between
the process parts of Pcrlr(D;A) and FCPA!=FD. 
Corollary 5.7 The algebras Pcrl(D;A) and FCPA!=FD are isomorphic.
Proof. By Theorem 4.7. 
6. Conclusions
Usually, theories that are designed to reason formally about processes and the information that they
exchange include a construction to quantify over this information. For instance, the -calculus of
Milner et al. (1992) and the message-passing process algebras of Hennessy (1991) involve input prexes;
these are action prexes ‘a(v);’ that bind the variable v in their argument; a(v); p is the process that
inputs an arbirary datum d along channel a and continue as the particular instantiation of p with d
substituted for v.
The presence of binders in such theories implies an awkward notion of substitution. Bergstra
et al. (1994b) show that this can be circumvented by importing the equational theory of combinatory
logic, using the fundamental combinators I, K and S to express substitution equationally. In this
paper we proved that in the case of pCRL it is not necessary to include another calculus to deal with
substitution, provided that the data has built-in equality and Skolem functions. We did this by nding
an algebraic semantics for pCRL in the form of cylindric process algebras with conditionals. Having
such an algebraic semantics enables us to reason about processes and data in a purely equational way,
and we now have the theory of universal algebra at our disposal to nd new results about process
algebras with data.
Our algebraic semantics of pCRL is based on the observation that we can use the process termP
v p¢ eq(v; t) ¤  to denote the result of substituting the data term t for all free occurrences of the
variable v in process term p. Notice that we make use of a special feature of pCRL: the conditional
restricts the set of data over which
P
v quanties to only those elements that are equal to t. This
feature cannot be expressed if quantication is combined with action prexing. Hence, our method
does not directly apply to languages with input prexing, such as the -calculus. In this respect, we
mention the fusion calculus of Parrow and Victor (1998), an extension of the -calculus in which action
prexing is separated from quantication. We conjecture that it can be provided with an algebraic
semantics in a similar fashion.
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