A photoplethysmography (PPG) signal provides very useful information about a subject's hemodynamic status in a hospital or ubiquitous environment. However, PPG is very vulnerable to motion artifacts, which can significantly distort the information belonging to the PPG signal itself. Thus, the reduction of the effects of motion artifacts is an important issue when monitoring the cardiovascular system by PPG. There have been many adaptive techniques to reduce motion artifacts from PPG signals. In the present study, we compared a method based on the fixed-interval Kalman smoother with the usual adaptive filtering algorithms, e.g. the normalized least mean squares, recursive least squares and the conventional Kalman filter. We found that the fixed-interval Kalman smoother reduced motion artifacts from the PPG signal most effectively. Therefore, the use of the fixed-interval Kalman smoother can reduce motion artifacts in PPG, thus providing the most reliable information that can be deduced from the reconstructed PPG signals.
Introduction
A photoplethysmography (PPG) signal provides useful cardiovascular and respiratory information, like arterial oxygen saturation, heart rate and respiratory rate (Shelley 2007) . Recently, the PPG signal was used instead of electrocardiography (ECG) to estimate heart rate variability (HRV) (Lu et al 2008) . In addition, the PPG signal can be used to measure pulse arrival time (PAT), combined with ECG, to estimate blood pressure (Baek et al 2010) . PPG recording is a very convenient tool for continuous and ubiquitous monitoring of the hemodynamic status of healthy individuals or patients. It can measure pulse signals noninvasively and can also be developed as a portable device in order to monitor physiologic condition during daily activities (Asada et al 2003) .
However, the PPG signal is easily corrupted by motion artifact both in bed-side patientmonitoring and in continuous mobile monitoring using portable devices (Hayes and Smith 1998) . Motion artifacts distort the information contained in the PPG signals, such that the removal of motion artifact is important for the exact estimation of physiological variables and assessment of cardiovascular status, including heart rate, HRV and oxygen saturation.
To date, a number of methods have been suggested for the removal of a motion artifact from PPG signals. Kim et al proposed independent component analysis exploiting the quasiperiodicity of PPG signals (Kim and Yoo 2006) . In addition, wavelet-based methods (Foo 2006) or non-linear methods (Hayes and Smith 1998) have also been suggested. There have also been many attempts to utilize adaptive filtering techniques for the on-line reduction of motion artifacts. Foo (2006) used the least mean squares (LMS) iterative algorithm and Gibbs et al (2005) used the recursive least-squares (RLS) adaptive noise cancellation technique to obtain clean filtered PPG signals from those corrupted by motion artifacts. In addition, it was reported that the normalized least mean squares (NLMS) algorithm (Han et al 2007) and the adaptive formula based on the Kalman filter (Seyedtabaii and Seyedtabaii 2008) successfully reduced the motion artifacts from the corrupted PPG signals. Similarly, adaptive filtering based on the Kalman formulation was used in ballistocardiogram artifact removal from electroencephalographies (EEGs) acquired during magnetic resonance image (MRI) scanning , Bonmassar et al 2002 .
In this study, we propose a fixed-interval Kalman smoother technique for the purpose of improving the elimination of motion artifact from PPG signals. We compare our proposed method with other adaptive filtering techniques, such as the NLMS filter, RLS filter and conventional Kalman filter, by applying the algorithms to simulations and to real experimental data. The organization of this paper is as follows. In section 2, the algorithms to be compared are formulated to be suitable for the adaptive reduction scheme of motion artifacts. Next, section 3 shows the results from simulation and actual experiments processed by the algorithms presented in section 2. In the last section, we consider and discuss some points on the results for each of the presented methods as they were applied to simulation and experimental data.
Algorithms
In this section, the following algorithms were formulated according to the adaptive noise cancellation scheme: NLMS, RLS, conventional Kalman filter and fixed-lag Kalman smoother. Detailed comparisons of their performances in the elimination of motion artifacts from the PPG signal are described in later sections. 
Adaptive filters
Adaptive recursive filters have been widely used for real-time removal of motion artifacts in many biomedical applications, including ECG and PPG signals, because the transfer function from motion to artifacts in a physiological system cannot be easily described by a definite physical model. In this study, we constructed several algorithms of adaptive noise cancellation having finite impulse response (FIR) structures. The structure of the system can be described by the multiple regression model, as in (1), and the basic idea is represented schematically in figure 1:
where w is an unknown parameter vector corresponding to filter tap coefficients with order M, and d(k), e(k) and u(k) are the desired response, measurement error and filter tap input vector at time k, respectively (Haykin 2002) . The superscript T stands for the transpose of the matrix or vector. In the present study, d(k) represents the measured PPG signals that are distorted by motion artifacts. According to the specific procedures for the adaptation of filter tap weights, there are several algorithms, such as the LMS and RLS methods. For example, in the LMS algorithm, the filter weights are adapted according to the Widrow-Hoff learning rule, as follows:
whereŵ(k) is the estimate of filter weights and u(k) is an input vector provided by an accelerometer signal at time k and e(k) is the estimation error at time k obtained by
from which the PPG signal with reduced motion artifacts can be estimated, such asŝ(k) = e(k) , Hayes 1996 .
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The adjustment proportional to the tap-input vector u(k) causes a gradient noise amplification problem in the LMS method when u(k) is large. Therefore, by using normalization during the processes of tap-weight adaptation with the squared Euclidean norm of the tap-input vector u(k), the above-mentioned problem can be avoided. Thus, the algorithm is named as normalized LMS (NLMS) and the filter tap-weights can be adjusted according tô
where 0 < μ < 2 and a small positive number (δ) is added in the denominator for normalization, to cope with the case of a u(k) that is too small (Hayes 1996) . In this study, the NLMS algorithm was compared with other algorithms, such as the RLS and Kalman recursion-based methods in the later sections.
Conventional Kalman filter
The aforementioned multiple regression model can be described as the state-space formulation from which Kalman recursion algorithms can be derived. In addition, LMS and RLS adaptive filters can be generalized to the Kalman filter representations (Tarvainen et al 2004) . Statespace representation can be expressed by the following equations (Simon 2006 ):
in which (5) is a state equation and (6) is an observation equation. x k is the state vector of the system, A k is the transition matrix, C k is the observation matrix and y k is the observation data. n k is the system noise vector and e k is the observation noise, which are both assumed to be zeromean white Gaussian noise processes, respectively, e.g. n k ∼ N(0, Q k ) and e k ∼ N 0, σ 2 k , and to be independent of each other. Q k is the state noise covariance matrix and σ 2 k is the measurement noise variance. In this study, the state vector can be expressed as the random walk model, which makes the state transition matrix A k the identity matrix:
From (5 ) and (6), the following Kalman recursion equations can be obtained as (Simon 2006 ) 
μ 2 I KF = Kalman filter; RLS = recursive least-squares method; NLMS = normalized least mean squares method. a Considering (4), μ 1 corresponds to μ and μ 2 corresponds to 1/δ.
which can also represent the state-space formulation of the RLS adaptive filter if σ 2 k is replaced by λ(0.9 λ 1) in (9 ), along with (Tarvainen et al 2004 , Haykin 2002 . The formulations of the algorithms (NLMS, RLS and Kalman filter) can be compared with respect to state-space perspective, and the relationships between them are summarized in table 1 (Georgiadis et al 2005) .
Usually, the state noise covariance matrix (Q k ) can be simplified as Q k = σ 2 kf I and the measurement noise variance σ 2 k can be set to 1 σ 2 k = σ 2 = 1 since it is known that only the ratio σ 2 σ 2 kf influences the estimates (Tarvainen et al 2006 , Georgiadis et al 2005 . Additionally, the optimal parameters of algorithms were selected specific to each data to obtain the best estimates (μ max for NLMS, λ max for RLS and σ 2 kf, max for the Kalman filter) (Tarvainen et al 2004) .
Fixed-interval Kalman smoother
If an immediate update of the state estimate is not necessary and we can have a little time lag from the time points of observations, the future observations can be used for the estimation of the state. Such estimators are called smoothers. If we have observations for a fixed time interval (after getting all the data points), the state estimate at the interior time point k(k = 1, . . . , T ) of the time interval can be obtained given the observations y 1 , . . . , y T and the estimator is called the fixed-interval smoother (Tarvainen et al 2004) . In this study, we implemented the RTS (Rauch-Tung-Striebel) smoother, which is more difficult to understand but is computationally more efficient than the forward-backward approach (Simon 2006 ).
In the implementation of the fixed-interval Kalman smoother, the standard forward Kalman filter must be executed initially and, thereafter, the backward RTS smoothing can be processed from k = T to k = 1 iteratively. The additional procedures are as follows:
where the smoother gain matrix K k of the RTS method includes the error covariances obtained during the forward processes, and the RTS estimatex k also requires the state estimates resulting from the forward Kalman filtering, including the initial condition ofx T =x + T . Like other algorithms, the optimal parameters were selected for each data to obtain the best estimates (σ 2 ks, max for the Kalman smoother) (Tarvainen et al 2004) . To follow the above dynamic scheme of adaptive filtering, (12) and (13) can be reformulated as follows:
where P k corresponds to P − k+1 ,ŵ(k + 1) corresponds tox − k+1 and P + k must be stored in advance during the forward Kalman process as well as P k andŵ(k).
Relationship between algorithms
The Kalman filter provides an optimal estimate in the mean-square sense and can be formulated as a state-space model. RLS can also be described by a state-space model (Chun et al 1998) and can be recognized as a special case of the Kalman filter (Sayed 2008, Sayed and Kailath 1994) . The RLS method and Kalman filter showed comparable performances in several applications (Barnawi et al 2007 , Chun et al 1998 , Lanzi et al 2006 . In addition, RLS is known to be more robust and to converge faster than NLMS (Haykin 2002) . On the other hand, optimal smoothers estimate the state of a system at a given time point using more measurements made before and after that time point and therefore the accuracy of a smoother is generally superior to that of a filter. Optimal smoothers can be derived from the Kalman filter formulation (Grewal and Andrews 2008 ). In addition, using the Kalman smoother can avoid the lag error present in adaptive filters such as the Kalman filter, RLS or NLMS (Tarvainen et al 2006) . From the point of computation and memory demand, NLMS has an order of complexity O(M) per iteration while RLS and Kalman filter have an order of O(M 2 ) per iteration (Lanzi et al 2006, Sayed and Kailath 1994) . A fixed-interval Kalman smoother is computationally heaviest among the algorithms, needs a large memory capacity and can only be used in off-line processing unlike others (Grewal and Andrews 2008) .
Simulations and real experiments
In this section, the algorithms will be applied to the simulation data and then the real experimental data. The performance results for the algorithms were compared with each other. Tests for the algorithms were performed in the MATLAB (MathWorks Inc., USA) environment.
Simulations

Preparation of simulated PPG signals.
To construct the simulation dataset, the motion artifacts were modeled by sine functions with 1, 2 or 3 Hz because the finger and hand motions in daily activity are low-frequency movements (Kunesch et al 1989, Xiong and Quek 2006) . These artificial signals of motion artifact and white Gaussian noise were merged with the real PPG signals, which were obtained at resting state using a commercial PPG sensor and customized acquisition device. We prepared two simulation datasets using 1 Hz and 2 Hz resting PPG signals together with different SNRs (signal-to-noise ratios) and tested each algorithm using these same datasets with six different filter tap orders. The first dataset (simulation 1) was constructed by merging a resting PPG having about 2 Hz (about 120 bpm) cycle and 45 s duration (see figure 2(a)) with artificial motion artifacts made from 1 Hz, 2 Hz, 3 Hz sinusoids, as well as mixed sinusoids with 1 and 2 Hz, with 1 and 3 Hz, and with 2 and 3 Hz components. The second dataset (simulation 2) was constructed by merging a resting PPG having about 1 Hz (about 60 bpm) cycle and 66 s duration (see figure 2(b)) with artificial motion artifacts made from 1 Hz, 2 Hz, 3 Hz sinusoids, as well as mixed sinusoids with 1 and 2 Hz, with 1 and 3 Hz, and with 2 and 3 Hz components. In addition, the artificial motion artifacts were mingled to the real PPG signal with different SNRs of −12.5, −10, −7.5, −5 and −2.5 dB. One example of an artificial PPG signal mixed with a 2 Hz motion artifact (MA) having a SNR of −7.5 dB of simulation dataset 1 is displayed in figure 2(a). In figure 2(a), the uppermost plot of the left column overlays the original real PPG signal (dotted line) and artificially motion artifact-corrupted PPG signal (thin solid line), and the lower plots of the left column represent the signals reconstructed by each algorithm (thick solid lines), i.e. NLMS, RLS, Kalman filter and fixed-interval Kalman smoother, which are overlaid over the original and simulated PPG signals. In the right column of figure 2(a), the selection procedures for the optimal parameters of each method are displayed, such that the reconstructed signals represent the maximal cross correlation with the original PPG signal. Another example of the artificial PPG signal mixed with 1 Hz MA having a SNR of −5 dB of simulation dataset 2 is displayed in figure 2(b) in a similar way to figure 1(a).
Results of simulation data.
Four algorithms were applied to the two simulation datasets, which respectively comprise six artificial motion artifacts (1 Hz, 2 Hz, 3 Hz, 1 and 2 Hz, 1 and 3 Hz, and 2 and 3 Hz MA) with five different SNR levels (−12.5 ∼−2.5 dB). All results are summarized in figures 3 (simulation dataset 1) and 4 (simulation dataset 2) for all of the combinations of datasets with six different FIR filter tap orders (8, 16, 24, 32, 40 and 48) , and, for each situation, the optimal parameters of each algorithm (μ max for NLMS, λ max for RLS, σ , table 2 shows the optimal values of parameters for each method in order to obtain the maximal cross correlation between the reconstructed PPG signals and the original PPG signal.
For all the combinations of the two datasets with different SNR levels and different filter tap orders, the results of the fixed-interval Kalman smoother represented PPG signals which were most correlated with the original PPG signal. The results of a conventional Kalman filter and RLS generally showed similar results, but the Kalman filter represented a more stable and accurate reconstruction than RLS because the results of the RLS filter showed much lower values than those for the Kalman filter in several cases of simulation data (the cases of 1 and 2 Hz MA with −12.5, −10 and −7.5 dBs in simulation 1 and all cases of 1 and 2 Hz MA in simulation 2 above the tap order of 24, see figures 3 and 4). According to our simulation results, the NLMS method showed the lowest levels of cross correlation between the filtered PPG signals and the original PPG signal among the algorithms in most cases (but not in all the cases). As SNR increases, the results of the Kalman filter, RLS and NLMS tended to converge each other. However, the fixed-interval Kalman smoother showed the best results out of the four algorithms in all the simulated PPG signals and filter tap orders to the limit of our simulation tests. Four algorithms were applied to the simulation dataset 1 which comprise six different MAs with five different SNR levels (−12.5 to −2.5 dB). The maximal cross correlations were acquired for all the combinations of datasets with six different FIR filter tap orders (8, 16, 24, 32, 40 and 48) . For all the situations, the maximal cross correlations as well as the corresponding optimal parameters were searched with regard to each algorithm and the values are displayed with the y-axis in each plot. Y-axes represent the values of cross correlation between the filtered PPG signal and the original PPG signal. KS = fixed-interval Kalman smoother, KF = conventional Kalman filter, RLS = recursive least-squares method, NLMS = normalized least mean squares method, SNR = signal-to-noise ratio, MA = motion artifact. Four algorithms were applied to the simulation dataset 2 which comprise six different MAs with five different SNR levels (−12.5 to −2.5 dB). The maximal cross correlations were acquired for all the combinations of datasets with six different FIR filter tap orders (8, 16, 24, 32, 40 and 48) . For all the situations, the maximal cross correlations as well as the corresponding optimal parameters were searched with regard to each algorithm and the values are displayed with the y-axis in each plot. Y-axes represent the values of cross correlation between the filtered PPG signal and the original PPG signal. KS = fixed-interval Kalman smoother, KF = conventional Kalman filter, RLS = recursive least-squares method, NLMS = normalized least mean squares method, SNR = signal-to-noise ratio, MA = motion artifact. Table 2 . Cross correlations between the original PPG signal and the reconstructed PPG signals by four algorithms with regard to eight representative simulation data. CC MA is the cross correction between the original PPG signal and the simulated PPG distorted by artificial motion artifacts, CC KS is the cross correlation between the original PPG signal and the PPG reconstructed by fixed-interval Kalman smoother, CC KF is the cross correlation between the original PPG signal and the PPG reconstructed by the conventional Kalman filter, CC RLS is the cross correlation between the original PPG signal and the PPG reconstructed by the RLS filter, and CC NLMS is the cross correlation between the original PPG signal and the PPG reconstructed by the NLMS filter. Values of optimal parameters for each algorithm are listed in the parentheses next to the values of cross correlation. MA = motion artifact, SNR = signal-to-noise ratio. 
), and the three-axis accelerometer (MMA7260Q) was attached to the finger sensor module to detect the movement of fingers (see figure 5 ). The data were acquired with a sampling rate of 128 Hz using our in-house potable device composed of a 12-bit AD converter, 32 MB flash memory and USB connection with a computer. For the analog part of the developed device, the detected signal is processed by a high-pass filter with a 0.5 Hz cutoff at first, then amplified with a 25-time gain, and lastly processed using a low-pass filter with 10 Hz cutoff. Out of the three-dimensional data of the accelerometer, only the one-dimensional signal which was maximally correlated with the PPG signal was used for the adaptive removal of motion artifact. The PPG signals affected by motion artifacts were collected on the right index finger during finger or arm movement and the reference PPG signals were also measured on the left index finger which was in a fixed position. Data were collected in motions, such as finger bending and arm swing, which are expected to take place during hospital monitoring or daily-life monitoring. To compare the performances of the algorithms, we collected PPG data during two well-defined motions to induce motion artifacts as in a real situation from four volunteers: finger bending and arm swing. We instructed each subject to bend their index fingers continuously with a frequency between 1 and 2 Hz along one direction and then swing their arms continuously with a frequency between 1 and 2 Hz along one direction, with their fingers inserted in the ring of PPG sensors. 20 trials of about 24 s durations were collected to obtain the measures such as mean and standard deviation for the purpose of the statistically meaningful comparison of the algorithms. All the PPG signals were acquired using a reflected-type ring-shaped sensor. Two examples of real PPG signals acquired during finger bending and arm swing for one subject are displayed in figure 6 in a similar manner to those of the simulation examples in figure 2.
Results of real experiments.
Four algorithms were applied to the each experimental data. All results are summarized in figure 7 and table 4 with eight different FIR filter tap orders (8, 16, 24, 32, 40, 48, 56 and 64) . Eight examples of analysis on the representative trials for finger bending and arm swing belonging to each subject are arranged in table 3, which gives the specific numerical values for the cross correlations between the reference signal and the signals of PPG with motion artifacts, and between the reference signal and reconstructed PPG signals acquired after processing using the four algorithms, respectively. In addition, table 3 shows the optimal values of parameters for the maximal cross correlation between the reconstructed PPG signals and the reference PPG signal (μ max for NLMS, λ max for RLS, σ 2 kf, max for the Kalman filter and σ 2 ks, max for the Kalman smoother). Unlike the analyses of the simulation data, the cross correlations were calculated between the signals with the first and last 2 s data omitted, to reduce the distorted portions. Figure 7 plots the mean values of the cross correlation between the reference PPG signal and the filtered PPG signal for 20 trials of finger bending and arm swing obtained from four subjects and table 4 shows the numerical values of the mean and standard deviation of cross correlations obtained using 20 trials of two motions for each subject.
For the analyses of all the experimental dataset with different filter tap orders, the fixedinterval Kalman smoother reconstructed PPG signals that were most correlated with the reference PPG signal on average in most situations. The results of the conventional Kalman filter and RLS were generally comparable to each other although in some cases there were slight differences between the results of the Kalman filter and those of the RLS filter. According to our experimental data, the NLMS method showed lower cross correlations than other algorithms generally. As the filter tap order increases, the cross correlations for each algorithm usually tended to increase and saturate above a certain limit of tap order which is 24 in most our data. In conclusion, the fixed-interval Kalman smoother produced the best outcomes out of the four algorithms in most combinations of the experimental PPG signals and filter tap orders especially after reaching the saturated values along the increasing tap order.
Discussion
In this study, we implemented algorithms to eliminate the motion artifacts from the acquired PPG signals because motion artifacts distort PPG signals, making it impossible to extract accurate information of cardiovascular parameters, such as heart rate, HRV and oxygen saturation (Hayes and Smith 1998) . Until now, many adaptive algorithms were used to remove motion artifacts from PPG signals. We propose an algorithm based on the fixed-interval Kalman smoother and we found that our proposed method generally showed superior performance to that of other adaptive filtering algorithms, like NLMS, RLS and the conventional Kalman filter, as evidenced by our analyses of simulation (figures 3 and 4, and table 2) and real experimental (figure 7 and tables 3 and 4) data. When considering the results on simulation data, we observed that the conventional Kalman filter and RLS algorithm usually show similar performances that were superior to that of the NLMS filter in most cases. However, the Kalman filter algorithm represents more stable estimates than RLS, since in some combination of simulation data with several filter tap orders, RLS reconstructed signals had much lower cross correlations with the original PPG signal than Kalman filtering (see figures 3 and 4). The real experimental data showed a similar trend to simulation data, despite showing more complexity than the simulation cases (figure 7). In the analyses of experimental data, the proposed method usually represents the superior results in comparison to the other algorithms by statistical sense. In addition, the Kalman filter and RLS filter generally show similar performances, which were superior to those of NLMS, although in some cases there were slight differences between the results of the Kalman filter and those of the RLS filter. In a few simulation and experimental cases, NLMS showed slight better performances than the Kalman and RLS algorithms (see figures 3 and 7). Interestingly, correlations of simulation results tended to decrease as the filter tap order increased. On the other hand, correlations of experimental data usually tended to increase as the filter tap order increased. This result may be because the simulation data are so simple that, if processed with many tap orders, they can be distorted more severely than when filtered with less order. However, since real data may represent a more complex situation than simulation data, more filter tap orders produce better results in most cases, which are saturated above a limit of order (roughly 24 in this study).
According to the previous studies, the RLS method and the Kalman filter showed comparable performances in other applications (Barnawi et al 2007 , Chun et al 1998 , Lanzi et al 2006 . In addition, RLS can be described by a state-space model (Chun et al 1998) and it can be also recognized as a special case of Kalman filter (Sayed 2008) . Lanzi et al (2006) reported that RLS represented better performances than NLMS from their results, which reflect the fact that RLS is usually more robust and converge faster than NLMS. Our study led to similar outcomes to previous reports. However, we found in some simulation cases that the Kalman filter produced better performances that the RLS method (the cases of 1 and 2 Hz MA with −12.5, −10 and −7.5 dBs in simulation 1 and all cases of 1 and 2 Hz MA in simulation 2 above the tap order of 24, see figures 3 and 4), and such situations are mainly the cases in which the frequencies (1 Hz or 2 Hz) of the original PPG were overlapped with those of motion artifact signals as well as added by another frequency component different from those of the original PPG. That is, the Kalman filter seems to produce more reliable results in complex and intractable situations. In this context, a study reported that the Kalman filter responded more quickly to the model changes in a simulation test than the RLS algorithm (Arnold et al 1998) . However, this phenomenon did not appear prominently in the results of real experiment. Taken together, more tests and theoretical assessments will be necessary to identify definite evidences about the characteristics of these methods.
Traditional adaptive filtering methods, like NLMS, RLS and conventional Kalman filter, can be used for the real-time elimination of motion artifacts from PPG signals (on-line Table 3 . Cross correlations between the reference PPG signal and the reconstructed PPG signals by four algorithms with regard to eight representative experimental data. CC MA is the cross correction between the reference PPG signal and the measured PPG distorted with real motion artifacts, CC KS is the cross correlation between the reference PPG signal and the PPG reconstructed by the fixed-interval Kalman smoother, CC KF is the cross correlation between the reference PPG signal and the PPG reconstructed by the conventional Kalman filter, CC RLS is the cross correlation between the reference PPG signal and the PPG reconstructed by the RLS filter, and CC NLMS is the cross correlation between the reference PPG signal and the PPG reconstructed by the NLMS filter. Values of optimal parameters for each algorithm are listed in the parentheses next to the values of cross correlation. MA = motion artifact. processing). Out of these methods, the method based on the Kalman formula usually gave more stable and accurate results from the present study. The fixed-interval Kalman smoother mostly showed the best performances among the algorithms analyzed, but this method can be used only after data acquisition is complete (off-line processing). If the fixed-lag Kalman smoother is used in motion artifact elimination, the real-time processing will be possible in spite of the considerable computational cost (Simon 2006 , Vauhkonen et al 2001 . Therefore, our proposed method and other real-time algorithms can be used in a complementary way.
To the limit of the present study, our proposed method based on the fixed-interval Kalman smoother generally showed superior performance to other algorithms, but additional studies will be necessary to guarantee its proper evaluation. In future work, we will investigate using two or more directional information of an accelerometer and more effective algorithms with less computational burden.
