Abstract. We consider a generalization of the classical game of N IM called hypergraph N IM . Given a hypergraph H on the ground set V = {1, . . . , n} of n piles of stones, two players alternate in choosing a hyperedge H ∈ H and strictly decreasing all piles i ∈ H. The player who makes the last move is the winner. Recently it was shown that for many classes of hypergraphs the Sprague-Grundy function of the corresponding game is given by the formula introduced originally by Jenkyns and Mayberry (1980) . In this paper we characterize symmetric hypergraphs for which the Sprague-Grundy function is described by the same formula.
Introduction
In the classical game of NIM there are n piles of stones and two players move alternating. A move consists of choosing a nonempty pile and taking some positive number of stones from it. The player who cannot move is the looser. Bouton [7] analyzed this game and described the winning strategy for it.
In this paper we consider the following generalization of NIM. Given a hypergraph H ⊆ 2 V , where V = {1, . . . , n}, two players alternate in choosing a hyperedge H ∈ H and strictly decreasing all piles i ∈ H. We assume in this paper that H = ∅, ∅ ∈ H, and |V | = n for all considered hypergraphs H ⊆ 2 V . In other words, every move strictly decreases some of the piles. Similarly to NIM, the player who cannot move is loosing. This game is denoted by NIM H . Such games were introduced in [4, 5, 6] and called hypergraph NIM.
Hypergraph NIM games are impartial. In this paper we do not need to immerse in the theory of impartial games. We will need to recall only a few basic facts to explain and motivate our research. We refer the reader to [1, 2] for more details.
It is known that the set of positions of an impartial game can uniquely be partitioned into sets of winning and loosing positions. Every move from a loosing position goes to a winning one, while from a winning position there always exists a move to a loosing one. This partition shows how to win the game, whenever possible. The so-called Sprague-Grundy (SG) function G Γ of an impartial game Γ is a refinement of the above partition, see Section 2 for the precise definition. Namely, G Γ (x) = 0 if and only if x is a loosing position. The notion of the SG function for impartial games was introduced by Sprague and Grundy [12, 13, 8] and it plays a fundamental role in determining the winning-loosing partition of disjunctive sums of impartial games.
Finding a formula for the SG function of an impartial game remains a challenge. Closed form descriptions are known only for some special classes of impartial games. We recall below some known results. The purpose of our research is to extend these results and to describe classes of hypergraphs for which we can provide a closed formula for the SG function of NIM H .
The game NIM H is a common generalization of several families of impartial games considered in the literature. For a subset S ⊆ V and integer 1 ≤ k ≤ |S| we denote by
V k , where k < n, was considered by Moore [11] . He characterized for these games the set of loosing positions, that is those with SG value 0. Jenkyns and Mayberry [10] described also the set of positions in which the SG value is 1 and provided an explicit formula for the SG function in case of k = n − 1. This result was extended in [3] . In [4] the game NIM H was considered in the case of H = V k and the corresponding SG function was determined when 2k ≥ n. Further examples for hypergraph NIM such as matroid and graph NIM were given in [6] . Surprisingly, for many of these examples the SG function is described by the same formula, special case of which was introduced by Jenkyns and Mayberry [10] . In honor of their contribution, this formula and the hypergraphs for which it describes the SG function were called JM in [6] .
In this paper we characterize symmetric JM hypergraphs. A hypergraph H ⊆ 2 V is called symmetric if H ∈ H implies that all subsets of V of size |H| are also hyperedges of H. Note that many of the above cited examples are symmetric hypergraphs.
To state our main result formally we need to introduce some additional notation. We denote by Z + the set of nonnegative integers and use x ∈ Z V + to describe a position, where coordinate x i denotes the number of stones in pile i ∈ V . Given a hypergraph H and position x ∈ Z V + , we denote by G H (x) the SG value of x in NIM H . The Tetris value T H (x) was defined in [4] as the maximum number of consecutive moves that the players can make in NIM H starting from position x.
To a position x ∈ Z V + of NIM H let us associate the following quantities:
where e is the n-vector of full ones. Finally, we define
The expression (2a)-(2b) is the JM formula mentioned earlier. Given a hypergraph H ⊆ 2 V and a subset S ⊆ V , we denote by H S the induced subhypergraph, defined as 
The sequence λ is called the spectrum of the symmetric hypergraph H(λ). All symmetric hypergraphs have a spectrum and arise in this way (recall that a hypergraph considered in this paper is not ∅ and does not contain ∅).
The following two theorems summarize our main results.
Theorem 1. A symmetric hypergraph is JM if and only if it is minimal transversal-free and
n ≥ 3.
Theorem 2. A symmetric hypergraph H(λ) defined by (3) is minimal transversal-free if and only if its spectrum satisfies the following relations:
Theorems 1 and 2 extend two previous results stating that
are JM hypergraphs [4, 10] .
Let us also add that by Theorem 1 in [6] we can derive numerous non-symmetric JM hypergraphs from the above family of symmetric ones.
We finally remark that it is not easy to describe the closed form of the SG function of symmetric hypergraph NIM games, in general. For example, the case
for n = 4 seems to be difficult. In this case at least the loosing positions are know, due to [11] . For the case of
for n = 5 we are not even aware of a useful characterization of the set of loosing positions. In contrast,
is a symmetric JM hypergraph by our theorems above. The structure of the paper is as follows. In Section 2, we fix our notation and define basic concepts. We also provide several properties of JM hypergraphs that are needed for our proofs later. In Subsections 3.2 and 3.1 we prove Theorems 1 and 2, respectively.
Basic Concepts and Notation
In this section we introduce the basic notation and definitions. We prove some of the basic properties of NIM H games, the Tetris functions and the JM formula.
2.1. Hypergraph NIM Games. We need to recall first the precise definition of impartial games and the SG function.
To a subset S ⊆ Z + of nonnegative integers let us associate its minimal excludant mex(S) = min{i ∈ Z + | i ∈ S}, that is, the smallest nonnegative integer that is not included in S. Note that mex(∅) = 0.
An impartial game Γ is played by two players over a (possibly infinite) set X of positions. They take turns to move, and the one who cannot move is the looser. For a position x ∈ X let us denote by N + (x) ⊆ X the set of positions y ∈ N + (x) that are reachable from x by a single move. For y ∈ N + (x) we denote by x → y such a move. We assume that the same set of moves are available for both players from every position. We also assume that no matter how the players play and which position they start, the game ends in a finite number of moves. The SG function G Γ of the game is a mapping G Γ : X → Z + that associates a nonnegative integer to every position, defined by the following recursive formula:
In our proofs we shall use the following, more combinatorial characterization of SG functions that can be derived easily from the above definition. Assume that Γ is an impartial game over the set of positions X, and g : X → Z + is a given function. Then, g is the SG function of Γ if and only if the following two conditions hold:
• For all positions x ∈ X and moves x → y in Γ we have g(x) = g(y).
• For all positions x ∈ X and integers 0 ≤ z < g(x) there exists a move x → y in Γ such that g(y) = z.
It is easy now to verify that for a hypergraph H ⊆ 2 V the game NIM H is indeed an impartial game over the infinite set X = Z V + of positions. Let us note that all quantities used in (1a)-(2b), namely m(x), y H (x), v H (x), T H (x) as well as U H are well defined for an arbitrary hypergraph H. Let us also note that the values m(x) and y H (x) determine completely the value of v H (x).
To simplify our language and notation in the sequel, let us call a position
Let us first recall from [6] some essential necessary and sufficient conditions for a hypergraph to be JM.
Lemma 1 ([6]). If H is a JM hypergraph, then it is minimal transversal-free.

Lemma 2 ([6]). A hypergraph H ⊆ 2
V is JM if the following four conditions hold: 
We shall also need to state some properties of the Tetris function, in particular of the Tetris function of symmetric hypergraphs.
According to the rules of NIM H , if x → x ′ is a move then for the set H = {i | i ∈ V, x i > x ′ i } we must have H ∈ H. We call such a move an H-move. For a subset S ⊆ V let us denote by χ(S) the characteristic vector of S, that is, χ(S) j = 1 if j ∈ S and χ(S) j = 0 if j ∈ S. We denote for a position x ∈ Z V + and hyperedge H ∈ H by x s(H) the vector x − χ(H). Thus, x → x s(H) is an H-move in NIM H . We call such a move also a slow move, since we have x ′ ≤ x s(H) for all H-moves x → x ′ . Note that in the definition of the Tetris function, it is enough to consider slow moves using only inclusion-wise minimal hyperedges.
Let us first recall a few basic properties of Tetris functions of hypergraph NIM games. The proof is simple and follows by the definition of the Tetris function, see [6] .
Lemma 3. For an arbitrary hypergraph H ⊆ 2
V and positions
Furthermore, if for a position x ∈ Z V + we have both x → x ′ and x → x ′′ as H-moves for some H ∈ H, then all moves x → y for x ′′ ≤ y ≤ x ′ are H-moves.
Let us next show some additional properties that of Tetris functions of more special hypergraphs.
Let us next recall a lemma from [3] Lemma 4. Let H(λ) be a symmetric hypergraph as defined in (3) . Then for any position
Lemma 5. Given a symmetric hypergraph H = H(λ) ⊆ 2 V and a position x ∈ Z V + such that x 1 ≥ x 2 ≥ · · · ≥ x n > 0, let us consider the following two hyperedges of size λ 1 each:
Proof. Let us first consider an arbitrary hyperedge H ∈ H of size λ 1 such that T H (x s(H) ) = T H (x) − 1. By the definition of the Tetris function such a hyperedge exists since T H (x) > 0. Then we can apply Lemma 4 repeatedly and conclude that T H (x s(
Let us now consider a longest sequence of consecutive slow moves with hyperedges
and thus we can apply Lemma 4 and conclude that
also forms a longest sequence of consecutive slow moves, proving our claim.
Proof of the Main Results
Proof of Theorem 2. Let us assume first that H = H(λ) is minimal transversal-free.
If there is an index i such that λ i+1 − λ i > λ 1 , then let us consider a proper subset S ⊆ V of size |S| = λ i+1 − 1 < n. The induced subhypergraph H S has no transversal hyperedge, contradicting our assumption. Thus we must have λ i+1 − λ i ≤ λ 1 for all indices i = 1, . . . , k − 1.
If λ 1 + λ k < n, then consider a subset S ⊆ V of size |S| = n − 1. It is easy to see again that H S has no transversal hyperedge, leading to a contradiction, as above. Finally, if λ 1 + λ k > n, then H has a transversal hyperedge, contradicting our assumption. Thus, we must have λ 1 + λ k = n.
Assume next that conditions (i) and (ii) of Theorem 2 hold. Then condition (ii) implies that H has no transversal hyperedge. Let us consider an arbitrary proper subset ∅ = S V . If |S| < λ 1 , then H S is an empty hypergraph. If λ i ≤ |S| < λ i+1 for some index 1 ≤ i ≤ k (assuming λ k+1 = n), then any hyperedge of size λ i inside S is a transversal of H S . Therefore conditions (i) and (ii) imply that H = H(λ) is minimal transversal-free.
Proof of Theorem 1.
It is easy to verify that if n ≤ 2, then there exist no JM hypergraphs. Thus, we can assume in the sequel that n ≥ 3.
Observe next that by Lemma 1 a JM hypergraph must be minimal transversal-free. For the reverse direction we consider a symmetric minimal transversal-free hypergraph H(λ). If λ 1 = 1 then by Theorem 2 we have λ = (1, 2, . . . , n − 1). Consequently the hypergraph H(λ) coincides with the one considered in [10] , and thus their result implies our claim.
For the remaining cases, when λ 1 > 1, we show that the sufficient conditions of Lemma 2 hold. We break this proof into three technical lemmas, and start with the simplest one. For
Lemma 6. If H = H(λ) is a symmetric hypergraph such that its spectrum λ satisfies conditions (i) and (ii) of Theorem 2, then condition (C2) holds.
Proof. Let us consider a position x ∈ Z V + such that x 1 ≥ x 2 ≥ · · · ≥ x n and y H (x) > 1. Let us define ℓ = max{j | x λ j > m(x)}. By the assumption y H (x) > 1 it is well defined.
Next we define λ 0 = 0 and positions a i , b i for i = 1, . . . , ℓ as follows.
Note first that for all indices i = 1, . . . , ℓ we have a i ≥ b i , and there exists a hyperedge 
Furthermore we can apply Lemma 3 to the pairs (a i , b i ), i = 1, . . . , ℓ and obtain Proof. Let us consider a position x ∈ Z V + such that x 1 ≥ x 2 ≥ · · · ≥ x n and y H (x) > 1. Next we define positions a i , b i for i = 0, . . . , k as follows.
Note that m(a 1 ) = µ because we assumed λ 1 > 1. For i = 2, . . . , k we set
Note first that for all indices i = 0, . . . , k we have a i ≥ b i , and there exists a hyperedge H i ∈ H such that both x → a i and x → b i are H i -moves. Let us note next that due to the definition of y H , condition (i) of Theorem 2, and Lemma
i ] because we assumed λ 1 > 1. Furthermore we can apply Lemma 3 to the pairs (a i , b i ), i = 0, . . . , k and obtain 
