Abstract-Misunderstanding of driver correction behaviors is the primary reason for false warnings of lane-departure-prediction systems. We proposed a learning-based approach to predict unintended lane-departure behaviors and chances of drivers to bring vehicles back to the lane. First, a personalized driver model for lanedeparture and lane-keeping behavior is established by combining the Gaussian mixture model and the hidden Markov model. Second, based on this model, we developed an online model-based prediction algorithm to predict the forthcoming vehicle trajectory and judge whether the driver will act a lane departure behavior or correction behavior. We also develop a warning strategy based on the model-based prediction algorithm that allows the lane-departure warning system to be acceptable for drivers according to the predicted trajectory. In addition, the naturalistic driving data of ten drivers were collected to train the personalized driver model and validate this approach. We compared the proposed method with a basic time-to-lane-crossing (TLC) method and a TLC-directional sequence of piecewise lateral slopes (TLC-DSPLS) method. Experimental results show that the proposed approach can reduce the false-warning rate to 3.13% on average at 1-s prediction time.
I. INTRODUCTION

A. Motivations
L
ANE departure is an unintentional drifting towards the boundary of the driving lane, which usually occurs when the driver is drowsy or fatigued [1] , which makes it the leading scenario in causing fatalities [2] in the United States. Lane-departure warning (LDW) systems aim to alert the driver when lane departure begins and has great potential for vehicle safety [3] . LDW systems can detect or predict lane-departure events and give a warning in an auditory, haptic, or visual form [4] - [10] . The challenge to design a successful LDW is to reduce the false alarm rate (FAR) which occurs when drivers are aware of the lane departure and plan to correct the maneuvers in the next moment [7] . A high-rate of false alarms may reduce drivers' trust in the LDW system or cause the driver to become annoyed. As shown in Fig. 1 , the LDW system needs to accurately predict the driver's intention and provides warnings only when needed. A successful LDW design needs to understand driving style of a specific person and offer a personalized assistance.
B. Literature Review
Most LDW systems use time to lane crossing (TLC) to determine whether to activate the warning. However, the TLC-based method has been criticized for having a high FAR [7] , [11] because of its inability to predict the driver's intention. Yet drivers can usually keep the vehicle close to the lane boundary and then bring the vehicle back to the center of the lane without the warning in the second step, as the solid blue line shows in Fig. 1 , which illustrates driver correction behavior. A warning given when the driver can presumably keep the vehicle in the lane is likely to cause annoyance. Therefore, it is crucial to infer the driver's upcoming behavior and judge whether the driver could bring the vehicle back to the lane center and then decide when the warning should be given to the driver, thus reducing the annoyance level of excessive false warning and avoiding crashes.
Several approaches have been proposed to reduce the FAR using driver model. Angkitrakul et al. [7] proposed a stochastic driver model to predict the vehicle trajectory. Experiment results showed that the approach had a 17% FAR in detecting an intentional correction in the next 0.5 s. When the prediction time was lengthened to 1.5 s, the FAR exceeds 100%. Another indicator of whether a warning will be given is based on driver's 0018-9545 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications standards/publications/rights/index.html for more information.
upcoming actions. If the driver plans to bring the vehicle back with some minor departure (i.e., the solid blue line in Fig. 1 ), it is not necessary to send a warning to the driver; if the driver is unaware of the situation and the departure may exceed a certain threshold (i.e., the dashed blue line in Fig. 1 ), a warning should be sent to the driver to avoid a crash. Saito et al. [9] applied the idea in Fig. 1 with a dual control scheme in driver drowsiness. In [9] , the steering angle was used to estimate the driver's state and then decide whether an assist control should be implemented. Though this approach can improve safety by identifying driver drowsiness, it can not predict the future trajectory of the vehicle and the driver's future operations. A well-designed LDW system should be favored by different drivers. The conventional LDW systems could not always characterize individual's driving features and predict the trajectory of the vehicle with respect to the lane boundary because of diversity in driver's physical and psychological characteristics [12] , [13] . Developing a personalized driver model that can characterize individual driver behavior [14] , [15] and predict driver's upcoming maneuvers will enable a LDW system to adapt individual's characteristics [16] . Personalized driver model has been widely used to driving style analysis, energy consumption, driving assistance system [17] - [19] and autonomous driving control [20] . For instance, to provide a personalized driving assistance for a lane keeping system and an adaptive cruise control system, Lefèvre et al. [18] developed a personalized driver model to identify maneuvers performed by drivers on the highway and predict the future driver inputs. Butakov and Ioannou [19] proposed a personalized lane change model considering a particular driver's style and surrounding traffic in longitudinal and lateral behaviors. In all of the aforementioned articles, nonetheless, the personalized lane departure driver model that can predict individual driver correction behaviors and unintended lane-departure behaviors has not been developed yet.
Many models have been developed to detect relative distance between vehicle position and road boundaries and predict the driver's operational states of lane-keeping or lane departure [21] . For example, support vector machines (SVM) [11] , [22] were introduced to predict unintentional lane departure based on the labeled data by treating lane-keeping state prediction as a binary classification. Gaikwad and Lokhande [8] applied a linear piecewise stretching function of detecting lane edges with a distance-based measure to recognize the lanekeeping or lane departure state. Sandstrom et al. [23] deployed a transfer function between vehicle lateral position and steering angle using the Laplace transforms to infer the vehicle's forthcoming positions given the current steering angle. Though these aforementioned methods could obtain satisfied prediction performance, they could not adapt to individual's driving characteristics. To overcome this problem, Tan et al. [24] applied deep Fourier neural networks (DFNN) to predict the maximum lateral deviations at a fixed forthcoming distance for adaptive LDW systems, but it is infeasible to semantically interpret the internal state of DFNN. In addition, human driver behavior is both dynamic as well as stochastic in nature [25] and a model comprising these two features is indispensable to adaptively recognize driver's forthcoming operations to improve prediction performance. Towards this end, the hidden Markov model (HMM) has been widely used to describe the transition process of driving states. For example, Li et al. [26] manually labeled driver behavior data into three groups (i.e., lane-keeping, right lane change, and left lane change) to train a triple-state HMM for driver behavior prediction. Instead of subjectively define the hidden states in HMM, Lefèvre et al. [18] introduced a Gaussian mixture regression (GMR) model and a predefined triple-state HMM to infer the most likely current driver state and how much steering angle the driver would input to the steering systems, thus providing additional information to design personalized driver assistance controllers. The developed approach in [18] can infer the current driver state, but it could not predict, for a future period of time, whether the driver can steer vehicle back on the current lane when departure maneuvers are occurring.
C. Contributions
In this paper, we proposed an online model-based prediction algorithm of vehicle lateral trajectory to prevent false warnings by inferring whether the driver's forthcoming behavior can bring the vehicle back to the driving lane or cross the lane boundary and potentially cause a crash. The main idea is to employ the personalized driver model that can capture individual's driving characteristics to infer the upcoming lateral trajectory of a vehicle by using a model-based prediction algorithm. This work presents the following contributions:
1) We applied a personalized lane departure driver model to describe the driver's lane-keeping behavior and lanedeparture behavior based on GMM-HMM, i.e., a combination of GMM and HMM, where the number of hidden states in HMM is automatically learned from data, instead of subjectively setting in [18] , [26] . 2) We developed an online model-based prediction algorithm to predict the vehicle's forthcoming lateral displacement, allowing to predict the future trajectory of the vehicle and judge whether the driver will cross the lane boundary and then bring the vehicle back, thereby keeping the vehicle in the current driving lane. 3) We correspondingly proposed a LDW strategy to determine whether a warning should be delivered to the driver based on the personalized lane departure prediction model.
D. Paper Organization
This paper is organized as follows. Section II describes the key concept of the lane departure predictions and warnings. Section III presents the structure of the proposed approach and model-based prediction algorithm. Section IV shows the experiments and data collection. Section V demonstrates the model fidelity and the proposed LDW strategy. Section VI makes a further analysis and discusses the experimental results.
II. LANE DEPARTURE PREDICTION
Lane departure prediction aims to estimate whether a vehicle will depart from the lane, thus, allowing a longer time for a driver to take effective action and avoid a crash. The lane departure prediction algorithms in the literature usually applied TLC-based prediction [7] .
A. Time to Lane Crossing (TLC)
The TLC-based algorithm estimate the lane states [8] , [27] and vehicle states based on vision-based equipment, and then calculate the TLC online using different algorithms [28] . When the TLC reaches a threshold, the LDW sends alerts to the driver. A common method of calculating the TLC is to predict the lane boundary and the vehicle trajectory and then calculate the time when they intersect. When road curvature is small (i.e., ρ < 10 −4 m, close to a straight road) and the front wheels steering angle is very small, the TLC can be computed as the ratio of lateral distance to lateral velocity [28] :
for right side departure
for left side departure (1) where Δy is the lateral distance from a vehicle's center of gravity (CoG) to the line that would be crossed, ψ (positive to the left-side) is the relative yaw angle between the longitudinal coordinate of the vehicle and the road direction as shown in Fig. 2 , v is the vehicle speed, D is the width of vehicle, and l f is the distance between the front axle and the CoG of the vehicle.
B. Excessive False Warning
Many studies have observed that the TLC-based methods tend to have a higher FAR when the ego vehicle drives close to the lane boundary [7] , [11] , [28] . This is primarily due to using an oversimplified model to reduce the computation complexity. Another reason for the high FAR is that some drivers will control the vehicle back to the center of the lane without the help of a warning with driver's correction behavior. Fig. 3 shows two cases consisting of the unintentional lane departure behavior and the intentional correction behavior. In Fig. 3(b) , an LDW is not desired, because the driver can guide the vehicle back after being close to the lane boundary. This kind of false warning is difficult to reduce by improving the accuracy of sensor data or TLC-based calculation method. Therefore, to reduce this kind of false warning, we need to estimate the driver's forthcoming behavior by asking, "Will the driver bring the vehicle back to the center of the driving lane in a short span of time?" or "Does the driver correctly understand the driving situation?" 
C. Lane Departure Feature Selection
For the lane departure prediction, we focus on the driver's lateral control behaviors. We describe drivers' lane-keeping or lane-departure behaviors using the following variables:
r Vehicle Speed (v): Speed selection has a great influence on drivers' lateral control [29] and drivers' risk perception [30] . Drivers will usually compensate for steering errors by adjusting the vehicle speed [31] , keeping the TLC constant. Also, according to Mammar [28] , the speed is one key to influencing the TLC. With the same relative yaw angle of ψ = 0, higher speed leads to a smaller TLC.
r Relative Yaw Angle (ψ): According to [1] , the TLC is also influenced by the relative yaw angle (Fig. 2) . For example, a larger relative yaw angle generates a shorter TLC and has a greater potential for crashes. Therefore, the relative yaw angle is selected as one variable for modeling driver behaviors.
r Road Curvature (ρ): In general, to simplify the model and reduce computation cost, road curvature is assumed to be constant or affine varying [28] over a short span of time. The means of computing TLC differ with respect to a straight road and a curved road. In this paper, we mainly consider the scenarios where the road has a small curvature ρ ≤ 10 −4 m −1 on highways.
r Lateral Displacement (Δy): Drivers differ in terms of their preferences for maintaining a vehicle's lateral position with respect to the lane boundary, related to many factors such as the driver's ability to perceive risk [30] and driver states [32] . Drivers can laterally displace the vehicle according to their own physical and psychological preferences.
r Relative Yaw Rate (ψ): For lateral control, the relative yaw rate can indirectly show a driver's intentions [33] . For example, when the vehicle is approaching the lane boundary, an inverse relative yaw rate can slow down the approaching speed towards the lane boundary. In sum, five variables are employed to capture driver's lane-keeping and lane-departure characteristics. We can describe driving behavior using a data sequence,
T is the data point at time t and n is the length of data sequence. For lateral motion, the relative yaw rate is usually chosen to predict vehicle parameters such as lateral position [33] . Therefore, the main goal of this paper is to predict the future lateral position with respect to lane boundary by indirectly estimating the future relative yaw rate sequence,ψ t:t+t p , using the history of driving observations ζ 1:t , where
III. METHODS
Driver behavior in nature is a dynamic and stochastic process when driving [25] and previous basic work has also demonstrated that during control process, human deals with uncertain situations via probabilistic weighted mixture models [34] , [35] with stochastic processes [36] . Based on the aforementioned supports, the HMM has been widely used to describe various driver behaviors and obtains a satisfied performance, with two appealing features:
r it does not require a priori assumptions about the statistical distribution of the data to be analyzed; r it can encode a high degree of sequential structure. Therefore, in this paper, we select the HMM combined with a GMM to capture the dynamic and stochastic processes of driver's lane departure and lane-keeping behaviors. Fig. 4 illustrates the method we used in this paper. We assume that human driver behavior is a Markov process and modeled as a hidden Markov model (HMM). In the HMM, we apply the components of GMM to represent the hidden modes, which makes it easier to determine the Markov chain modes. In what follows, we describe the proposed method to predict driver's upcoming behaviors. Based on the trained GMM-HMM, we use the observable states to infer the unobservable states, and then design a model-based algorithm to iteratively predict driver's forthcoming behaviors.
A. GMM 1) Structure of GMM:
GMM is used to establish the interdependent relationships among the five variables in ξ. The joint probability density function of ξ is in a form of the multivariate Gaussian distribution function's weighted sum:
where
are the parameters of model (2) ; N (ξ t ; μ k , Σ k ) is the multivariate Gaussian distribution, with the mean center μ k ∈ R d×1 and covariance matrix
is the weight of the kth Gaussian component and
K is the number of GMM components, which can be determined using Bayesian information criterion (BIC) or Akaike information criterion (AIC) [37] . Despite various subtle theoretical differences in BIC and AIC, their only difference in practice is the size of the penalty: BIC penalizes model complexity more heavily and hence will lead to simpler models than AIC. Here, we prefer to develop an efficient and simple model and hence finally select BIC.
2) Parameter Identification: Given a data sequence ξ 1:n and model configuration (2), the model parameters (θ) can be estimated using the maximum-likelihood method whose goal is to find the parameter θ that maximizes the likelihood of the GMM function:
An iterative version of the expectation-maximization (EM) algorithm is employed, which can guarantee a monotonic increase in the likelihood value of model (2) at each step of the iteration with the objective of searching an optimal parameter.
To achieve this, we denote the EM estimate of θ at step l be θ l .
The iteration from θ l to θ l+1 is achieved by follows: 1) E-Step: For each iteration, we compute the posterior probability for each component k by using GMM parameter from the previous iteration θ
2) M-Step: Then, update the model parameters by
At the end of each iteration, we compute and update the log-
Repeat the iteration (5)- (7) until the following condition is
The model parameters are initialized using a k-means method (with 20 consecutive random clusters initialization) redefined through a similar process to that used for the EM algorithm.
B. HMM
Based on the trained GMM consisting of K multivariate Gaussians, we can obtain a corresponding mode m t ∈ M = {1, 2, . . . , K} given an observed data ξ t at time t. Thus, a continuous HMM representation of driver lane-keeping and lane departure behaviors was built with hidden modes having values m t , as shown in Fig. 4 , where each component of GMM is treated as a hidden mode in the HMM. Since our goal is to predict the vehicle forthcoming lateral position by indirectly inferring the future relative yaw rate based on the driving situations, we define the following variables for HMM: 
K ×K is the transition matrix, where α i,j is the transition probabilities from the ith to jth hidden modes and i, j ∈ M [38] . In the training phase of HMM, the observation ξ t = [ζ t ,ψ t ] ∈ R 5×1 consists of the observable states and unobservable states. The joint distribution between the hidden modes and the observations is presented by
Thus, we obtain an multivariate Gaussian distribution, p(ξ i |m i ) with mode m i and observations ξ i . The parameters of the HMM are thus defined by {K, p(m 0 ), T , θ} and learned using the EM algorithm [39] as shown above, where p(m 0 ) is the initial distribution [20] , and θ are the emission parameters.
In the phase of inferring the unobservable states, we estimate the unobservable states (i.e., relative yaw rate) at time t from the consecutive values of the driving situation using GMM-HMM, i.e., ψ is estimated as the conditional expectation ofψ given the 
7:
Update speed and curvature value at time t + (i + 1)Δt
8: Assign Δ y t+(i+1)Δt ⇐ Δy t+(i+1)Δt 9: end while 10: Return Δ y t+(q +1)Δt at time t + (q + 1)Δt. sequence ζ 1:t [18] :
and β k,t is the mixing weight for mode k at time t, computed as the probability of being in mode k and observing the sequence ζ 1:t . The computation of β k,t is given by
C. Iterative Algorithm for Lateral Position Prediction
The proposed method must provide an ability to predict the future trajectory based on the history information ζ 1:t . This prediction is computed by iteratively applying the driver model defined in (9) and propagating the driving situation based on assumptions:
1) Over a short period of time (3 seconds), vehicle-speed changes are small and can be treated as a constant for the lane-departure behavior. 2) Road curvature is continuous and can be differentiated.
It changes slowly during the iteration process of prediction [14] . We consider driving scenarios on a road with a small curvature (ρ < 10 −4 m −1 ) and road curvature can be treated as a constant during prediction. To predict the forthcoming lateral position of vehicle for individual drivers, we can employ her/his personalized model as the corresponding virtual driver to operate the vehicle model in parallel. Given the current observations ζ t , we can then estimate the current relative yaw rate ψ t by (9), which is directly used to compute the relative yaw angle ψ t+Δt at next time step t + Δt by
with (9), we can obtain the relative yaw rate at the next time step ψ t+Δt . Repetitively performing both estimation and prediction procedures until the time step is large than a predefined time distance, we then obtain the predicted lateral distance sequence. The prediction algorithm for q-step prediction is shown in Algorithm 1 with q ∈ N + .
IV. EXPERIMENTS FOR DATA COLLECTION
A. Data Collection
All the data came from naturalistic driving and were collected from the Safety Pilot Model Deployment (SPMD) program [40] . We used customized vehicles (Fig. 5(a) ) to run the experiment and collect the naturalistic driving data. The vehicles were pre-equipped with sensors, consisting of Mobileye systems (Fig. 5(b) ), a data acquisition system (DAS) [40] (Fig. 5(c) ), cameras, and released CAN-Bus. The DAS consisted of the DAS module, a cabin camera and microphone, forward ranging system, 16 forward scene camera, two rear scene cameras, and a dual GPS/cellular antenna. The vehicle-based variables such as speed, yaw-rate, throttle/brake position, steer angle, wiper, and turn-signal state were obtained from the CAN-Bus, and the road-based variables such as lane width and road curvature were collected from the Mobileye systems and cameras. All driving data were collected with a sample frequency of 10 Hz. Ten drivers participated in our experiments.
Drivers had an opportunity to become accustomed to the equipped vehicles. They performed casual daily trips for several months without any restrictions for their trips, the duration of the trips, or their driving style. The data process and recording equipment were hidden from the drivers, thus avoiding the influence of recorded data on driver behavior.
B. Data Preprocessing
To extract the training data sets from the entire data, the following rules are considered to determine the beginning points and endpoints for each event: (1) Detect the event data points in which the vehicle lateral position are close to the lane boundary with Δy ≤ 0.5 m or crossing the lane boundary [9] ; (2) According to [14] , [41] , we know that the duration of lane departure behavior is usually less than 10 s. Therefore, the data points that were behind the event data points with 15 s and before the event data point with 15 s were extracted, consisting of both the lane keeping and lane departure data; (3) The data points with road curvature ρ > 10 −4 m −1 were deleted; and (4) we deleted the event with turning lights on, avoiding the lane change behaviors. This can avoid some lane change behaviors without turning lights on. Fig. 6 shows trajectories of all lane departure events in the SPMD database. In total, the number of events ranges from 331 Table I .
V. MODEL FIDELITY VALIDATION AND LDW STRATEGY
Before we apply the personalized driver model to predict individual's upcoming behavior, the fidelity of the learned model is validated first as follows.
A. Driver Modeling Performance Validation
The personalized driver model in Section III is evaluated based on the ability of the learned driver model to capture the different driving characteristics from different drivers, similarly to [20] . The dataset collected from each driver will be referred to the same driver's ID as this person.
1) Models Comparison:
Each driver is assessed using two driver models: a personalized driver model and an average driver model.
r Personalized driver models are learned from the data collected from the specific driver. For instance, the personalized model of driver #1 is learned using the driving data collected from driver #1.
r Average driver models are learned using the data collected from other nine drivers. The personalized and average driver model are employed to evaluate whether a model learned using the data from a specific driver is able to capture this person's driving characteristics, compared with the average driver model.
2) Evaluation Data:
We applied the simulation to evaluate how the different driver models would react when confronted with the real-life driving scenarios as recorded in the real-life collected dataset. Therefore, it is possible to assess the similarity between a human driver and a driver model, by comparing the human driver behavior in a real driving scenarios with the behavior of the driver model in the corresponding driving scenarios. For instance, the similarity can be evaluated by comparing behaviors between the real human driver #1 and the personalized/averaged model of driver #1 when encountering with the same real-life driving scenarios. The procedure used to reproduce the behaviors using driver model from a real driving sequence is shown in Fig. 7 . At each time step, the driving sequences, ζ t , are captured from the real-life driving sequence and replayed in a simulation environment using driver model (13) . By repeating this until the end of real driving sequences ζ 1:n , we obtain the behavior sequence,ψ 1:n , of the driver model experiencing with the same driving sequences as what the human driver encountered in the real-life scenarios.
3) Evaluation Metrics: Human driving behavior, in nature, is both a dynamic as well as stochastic process. For such a stochastic process, a static error criterion such as root mean square error, based on the difference between the measured real driving sequence,ψ 1:n , and the simulated output driving sequence,ψ 1:n , at each time step is inadequate and inappropriate to assess the similarity between a human driver and a driver model. In this paper, we used the Kolmogorov-Smirnov (KS) distance to measure the similarity in stochastic attributes between the real-life driving sequence,ψ 1:n , and the simulated driving sequence,ψ 1:n , similarly to [20] . A smaller KS distance indicates a higher likeness between a human driver and a driver model. The KS distance betweenψ 1:n andψ 1:n is computed by
where F r (ψ) and F s (ψ) are the empirical distribution functions of the real-life and simulated sequences, respectively. For each driver, we compared real-life driving sequences with simulated driving sequence from both the personalized model and the average model.
4) Training Procedure:
Since the data used for training should be disjoint from the data used for test, in this paper, a cross-validation method was selected to train the personalized driver model. When learning personalized models, driving data for each driver was evenly divided into ten folds. Nine folds were used to train the driver model and one fold was used to test. We then obtained 10 different personalized models capable of capturing the unique driving features of all drivers. We used BIC to determine the number of GMM components. Fig. 8 gives the experiment results of BIC with different numbers of GMM component for all drivers. We found that when K is larger than 10, the BIC value is divergent to constant, and thus, we select K = 10. Fig. 9 demonstrates the KS results between the real-life driving sequences and the simulated driving sequences from personalized and average driver models for each driver. It is obvious that the personalized driver models consistently outperform the average driver models for all drivers to capture individual driver's driving styles. The KS distance of personalized models decreases about 29.15% on average, compared with the averaged model. Therefore, the experiment results show that the proposed method is able to learn from drivers and reproduce their personal driving styles.
5) Model Validation Results:
B. TLC-Based LDP With Personalized Driver Model
Based on the proposed model, we developed a corresponding LDW algorithm, named as TLC-PDM, since it is based on the personalized driver model (PDM) and the basic TLC. To reduce the FAR, we designed a model-based warning strategy using the predicted vehicle trajectory. Assuming that we can estimate the relative lateral position of a vehicle at the upcoming time t + qΔt by Algorithm 1, we also can know whether drivers will bring the vehicle back from lane boundaries for the upcoming behaviors, keeping vehicles in the driving lane. Only when the TLC reaches a predefined criterion, is a warning sent, i.e., , the driver will not cross the lane boundary a lot) or the future position Δ y t+3 −ỹ t+3 is larger than 0.1 m (i.e., the driver will bring the vehicle back to the center of driving lane), a warning will not be sent. Conditions (18b) and (18c) give drivers more time to bring the vehicle back and keep the vehicle in the driving lane, instead of giving them a warning and being a nuisance. Parameter τ = 1.0 s is a threshold value of TLC [9] .
C. Comparison With Other Approaches
We compare the TLC-PDM approach with two recent methods that have proven good performance in LDW applications. One is the basic TLC-based method, considers no human factors or features of vehicle dynamics. The second one is the directional sequence of piecewise lateral slopes (DSPLS) method [7] , called TLC-DSPLS.
1) Basic TLC: An alarm signal is given to drivers when the following condition (19) is valid.
where τ has the same threshold as in (14) .
2) TLC-DSPLS:
In the TLC-DSPLS method [7] , the trajectory of driving signals is described by the DSPLS and then infers drivers' upcoming episodes of vehicle trajectory. The Bayes rule is used to compute the probabilities of p(Lane departure behavior|state) and p(Driver correction behavior|state). The decision of the occurrence of lane departure behavior is given by p(Driver correction behavior|state) p(Lane departure behavior|state) < γ 0 (20) where γ 0 = 1 as defined in [7] , state includes the steering angle and relative yaw angle. Here, we just reproduce and re-examine this method as was done in [7] to assess the ability of our proposed method.
VI. RESULTS AND ANALYSIS
A. Prediction of Lateral Positions
Being able to predict the performance of the vehicle's upcoming trajectories is crucial for designing a personalized LDW system and reducing the FAR. The performance is evaluated using the errors of predicted and experimental vehicle trajectory: Fig. 10 gives an example of predicted lateral position with respect to different prediction steps. We notice that the predication errors in lateral position of vehicle with respect to lane boundaries are linearly increasing when prediction step increases, this is because for each iteration in Algorithm 1, the estimated error in current iteration step will be linearly accumulated and delivered to next estimation step. The peak signal at t = 110 s is the noise generated from the road detection sensor when detecting the lane boundaries according to our recorded videos. Though a sharp change exists in the real measures, the predicted relative lateral position does not change as drastically as the real measured signal, which implies that the proposed algorithm is capable of handling with signal noise. Fig. 11 presents the statistical results, 5% and 95% confidence intervals, of prediction error of the lateral position for different prediction steps. It can be seen that the proposed method can predict the vehicle lateral trajectory precisely across different prediction steps. For q = 5 (i.e., prediction time length qΔt = 0.5 s), the prediction error ranges from 0.063 (driver #8) to 0.1696 (driver #9). For q = 30 (i.e., prediction time length qΔt = 3.0 s), the prediction error ranges from 0.2090 (driver #8) to 0.5138 (driver #9).
B. Performances for LDW System 1) Evaluation Metrics:
We assess the performance of LDW system using an FAR and a correct alarm rate (CAR). The FAR, defined as in [7] , is measured in this paper based on the ratio of Here, when prediction time is qΔt, the false warning event is recorded 1) if a warning is triggered at time t and the driver correction behavior will happen during [t, t + qΔt], or 2) if a warning is not triggered at time t but the driver will act lane cross behavior during [t, t + qΔt]. The true warning event is recorded if a warning is triggered when the lane cross behavior does occur. For the TLC-DSPLS method, the driver correction behavior is defined by the slope of a piecewise lateral displacement. See [7] . For the TLC-PDM method, the driver correction behavior is determined by parameter γ 2 .
To further show the benefits of the TLC-PDM method, we defined that the driver correction behavior occurs when the future lateral displacement of vehicle's left/right front tires Δy t+q Δ t −ỹ t+q Δ t is larger than 0.1 m. Fig. 12 shows the experiment results of FAR and CAR using three different methods for driver #10, where γ 0 = 1.0, γ 1 = −0.05, γ 2 = 0.1. The mean and standard deviations of FAR and CAR for ten crossvalidation runs are recorded. Top plot of Fig. 12 indicates that the FAR was from 18.8% and 492.2% using the basic TLC method, was from 6.44% and 198.1% using the TLC-DSPLS method, and was between 1.13% and 74.51% using the proposed TLC-PDM method. For the TLC-DSPLS method, the FAR nearly reaches 100% when the prediction time is 2.0 s because the average error of lane departure behavior and driver correction behavior classification increases fast with the increase in prediction time [7] . For the TLC-PDM method, the largest FAR is about 75%, as the proposed prediction algorithm can predict the future lateral trajectory and its tendency. From bottom plot of Fig. 12 , we notice that the CARs for all three methods consistently decrease when increasing prediction time. When prediction time is short, i.e., qΔt = 0.5 s, the basic TLC method and TLC-PDM method can achieve a larger CAR (93.81% and 96.13%, respectively) than the TLC-DSPLS method (84.44%). But the basic TLC method has the largest decreasing rate of CAR, compared with TLC-DSPLS and TLC-PDM methods. This is because the basic TLC method could not exactly predict the driver's upcoming maneuvers, but the TLC-DSPLS and TLC-PDM methods could. When the prediction time is long, i.e. qΔt = 3.0 s, the CAR of using the proposed TLC-PDM method (69.88%) outperforms using the basic TLC method (46.20%) and the TLC-DSPLS method (55.11%). Compared the top with the bottom of Fig. 12 , it indicates that, for all methods, the FAR fast increases but the CAR slightly decreases when lengthening the prediction time. Fig. 13 presents an example of the LDW systems using the basic TLC method and the TLC-PDM method for driver #10. We notice that the basic TLC method is unable to predict or infer whether the driver will bring the vehicle back to the center of the driving lane. Thus, the LDW system will send a warning once condition (18a) is satisfied, even if the driver intends to bring the vehicle back before or after the warning, as the red circle marked. Furthermore, we can note that a larger critical value (τ ) of TLC leads to a higher FAR, which tends to annoy drivers. For the TLC-PDM method, regions A and B in Fig. 13 demonstrate that the driver does not receive a warning, even though the vehicle is laterally crossing the boundary a little (i.e., less than 0.05 m), because the TLC-PDM method can predict that the driver can steer the vehicle back to the center of the driving lane by him/herself in a short time. Green cross symbols in Fig. 13 indicate that the TLC-PDM criteria (18a)-(18c) are valid and a warning is triggered, because the Algorithm 1 can predict the vehicle lateral trajectory in the upcoming 1 s and estimate that (1) the vehicle will obviously cross the lane boundary (i.e., min{Δ y t:t+q Δ t −ỹ t:t+q Δ t } < γ 1 ), and (2) the driver will not be able to bring the vehicle back to the current lane in a short future time (i.e., Δ y t+q Δ t −ỹ t+q Δ t < γ 2 ). The TLC-PDM method considers drivers' upcoming behaviors and makes a more acceptable decision of warning. Table II shows the statistical results of ten cross-validation runs regarding the FAR and CAR for 10 drivers using different methods. Note that the proposed TLC-PDM method consistently performs a lower FAR and a higher CAR than the basic TLC method as well as the TLC-DSPLS method for the same prediction time.
2) Computational Performance: In order to evaluate the conservativeness of the algorithm and its applicability to realtime applications, its computational costs when implemented on a standard laptop computer are presented and a comparison with other counterparts is given. The evaluations are carried out for a prediction time length of 1 s. For the basic TLC approach, it does not need model training and can not predict driver's upcoming behaviors. Table III presents the average computation time required to train, estimate, and predict for different approaches on a standard laptop computer with an Intel Core i7 running at 2.5 GHz, with 16 GB of RAM. The algorithm was compiled with Matlab R2014b and was run as a single thread application. The average computation time to train models was recorded and evaluated through training process from feeding data into model to estimating model parameters. The average computation time to estimate was evaluated through computing each single sample, that is, the ratio of total estimation time and the number of input data samples. The average computation time to predict was evaluated through computing the states over the predefined prediction time length. Table III illustrates that the basic TCL method is the fastest way to estimate the time to lane crossing, but without predictive ability, and thus leads to the highest false warning rate (Table II) . Our proposed TLC-PDM method only takes 8.07 × 10 −4 s to estimate a given data sample and 9.43 × 10 −3 s to predict 1-second ahead vehicle trajectories, which is acceptable for real vehicle tests.
C. Further Discussion
1) Influences of Parameters
In terms of the TLC-PDM method, from (18a)-(18c), we notice that thresholds of parameters q, γ 1 , and γ 2 play a major role in determining when the LDW system will send a warning. We preliminary apply the CAR to show the influences of parameters q, γ 1 , and γ 2 on the warning performance. A larger value of λ C AR indicates the corresponding thresholds achieve a better performance. From Figs. 12 and 14 , we can notice that a larger threshold γ 1 or γ 2 will result in a higher CAR, but a larger FAR. Because a larger γ 1 or γ 2 indicates that when drivers slightly approaches the lane boundary, a warning will be sent, according to (18) , and such resulting in a false alarm.
In this research, the parameters (γ 1 , γ 2 , and q) in the warning strategy were predefined by the researchers and these thresholds were also not optimal. We should note that these parameters can be tuned and set according to different design requirements. For example, if the designers wish to pay more attention to the safety level than to the FAR, they can set a larger value of γ 1 or/and γ 2 . Furthermore, driving styles and driving skills are highly related to warning performance. The proposed LDW strategy in (18) , here, can not adapt its parameters to individual driver. In future work, individual driver characteristics will be accounted into the TLC-PDM method to design a more driver-friendly LDW system.
2) Influence of Vehicle Dynamics: The iterative prediction algorithm (Algorithm 1) for the upcoming lateral position, in this paper, uses a kinematic point mass model for the vehicle and assumes constant speed and road curvature during lane departure behavior. Driver's operations such as releasing or hitting the accelerator pedal will slightly change the vehicle velocity, which can impact the prediction performance. In addition, the kinematic point mass model we used does not account the nonlinearity of vehicle dynamics. In the future, a more complex vehicle model and driver's acceleration/deceleration behavior would be considered to improve the prediction performance.
3) Influence of Road Curvature: Experimental results demonstrate that our proposed personalized driver model-based LDW approach performs satisfied outcomes when driving on the roads with a very small curvature (ρ < 10 −4 m); however, the prediction performance could be influenced by road curvature since the Algorithm 1 is derived under two assumptions (i.e., small road curvature and small changes of speed) listed in Section III-C, which limits our algorithms to reach the case of high curvature roads. For example, human drivers could change vehicle speed significantly on curvy road as its curvature may not always be constant.
4) Influence of Driver State:
When training the personalized driver model in Algorithm 1, the driver's physiological state states (e.g., distraction, fatigue) and physical states (e.g., secondary tasks) were not considered. If the driver state could be exactly measured and correctly evaluated, our proposed method is flexible to reach various cases of concerning human driver's driving states. For our developed LDW strategy in (18a)-(18b), the driver's physiological state was not considered in our collected data and an abnormal driver state would impact the warning performance. Therefore, detecting driver states and considering them into our prediction algorithm will be one potential way to make our proposed method generalizable and applicable, which is one of our future work.
VII. CONCLUSION
In this paper, a TLC-PDM method for reducing the falsewarning rate of lane-departure warning systems is proposed. First, we model driver behaviors using five variables, including vehicle speed, relative yaw angle, the change rate of relative yaw angle, road curvature, and relative lateral displacement. Then a personalized driver model is established by combining the Gaussian mixture model and hidden Markov model. Based on the personalized driver model, a model-based prediction algorithm for predicting the upcoming lateral vehicle trajectory is proposed and validated. Second, based on the personalized driver model and the proposed prediction algorithm, a warning strategy is also developed. We also discussed the influences of different parameters of warning strategy on the warning performance. Last, to show the advantages of the TLC-PDM method, we compare it with the basic TLC method and the TLC-DSPLS method. The experiment results show that the TLC-PDM method can predict the upcoming lateral trajectory of a vehicle and obtain a false-warning rate of about 3% at 1 s prediction time.
