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Distributed canonical correlation analysis in
wireless sensor networks with application to
distributed blind source separation
Alexander Bertrand, Member, IEEE, and Marc Moonen, Fellow, IEEE
Abstract—Canonical correlation analysis (CCA) is a widely-
used data analysis tool that allows to assess the correlation
between two distinct sets of signals. It computes optimal linear
combinations of the signals in both sets such that the resulting
signals are maximally correlated. The weight vectors defining
these optimal linear combinations are referred to as ‘principal
CCA directions’. In addition to this particular type of data anal-
ysis, CCA is also often used as a blind source separation (BSS)
technique, i.e., under certain assumptions, the principal CCA
directions have certain demixing properties. In this paper, we
propose a distributed CCA (DCCA) algorithm that can operate in
wireless sensor networks (WSNs) with a fully-connected or a tree
topology. The algorithm estimates theQ principal CCA directions
from the sensor signal observations collected by the different
nodes in the WSN, and extracts the corresponding sources.
These network-wide principal CCA directions are estimated
in a time-recursive fashion without explicitly constructing the
corresponding network-wide correlation matrices, i.e., without
the need for data centralization. Instead, each node locally
computes smaller CCA problems, and only transmits compressed
sensor signal observations (of dimension Q), which significantly
reduces the bit rate over the wireless links of the WSN. We
prove convergence and optimality of the DCCA algorithm, and we
demonstrate its performance by means of numerical simulations
in a blind source separation scenario.
EDICS: SAM-MCHA Multichannel processing, SEN Signal
Processing for Sensor Networks
Index Terms—Wireless sensor networks (WSNs), canonical cor-
relation analysis, distributed estimation, blind source separation
I. INTRODUCTION
Canonical correlation analysis (CCA) is a widely-used data
analysis tool to assess the correlation between two distinct sets
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of data or signals [1], [2]. Basically, it looks for directions in
the data with maximal cross-correlation, i.e., it computes op-
timal linear combinations of the signals in both sets such that
the resulting signals are maximally correlated. It is strongly
related to partial least squares (PLS) [3], which searches
for directions with maximal covariance instead of maximal
correlation. Both techniques can be viewed as extensions
of principal component analysis (PCA) towards a two-set
framework. Further extensions of CCA towards more than two
data sets (multi-set CCA or M-CCA), have also been proposed
[4], [5], but these are beyond the scope of this paper.
The CCA concept has become a widely-used signal pro-
cessing (SP) tool, in particular in biomedical signal processing
[5]–[13], but also in array processing [14], radar anti-jamming
[15], speaker identification [16], SIMO and MIMO equaliza-
tion [17], [18], and even for analyzing financial data [19]. It is
noted that, due to its multi-set framework, CCA is often used
for multi-modal signal analysis [7]–[9], [12], [16].
One important SP application of CCA is blind source
separation (BSS) [5], [20]–[23]. This CCA-based BSS ap-
proach assumes that the hidden sources have a different
autocorrelation structure, which is a valid assumption in many
applications. For example, CCA-based BSS has been used to
remove ocular artifacts [12], muscle artifacts [10], and ballis-
tocardiographic artifacts [7] in electroencephalography (EEG)
data. The technique fits in the family of second-order statistics
(SOS) BSS techniques [24]–[26], and has a significantly lower
computational complexity compared to higher-order statistics
BSS techniques, such as independent component analysis [27]
and fast implementations thereof [20].
In this paper, we consider the use of CCA to analyze
data that is collected by a wireless sensor networks (WSNs),
possibly in (slowly-varying) dynamic scenarios where the
CCA directions may change over time (e.g. for adaptive BSS).
Computing the network-wide CCA requires two matrix inver-
sions and a (generalized) eigenvalue decomposition involving
three network-wide correlation matrices that together capture
the correlation between every possible sensor signal pair in
the WSN. In principle, this would require to forward all the
raw sensor signal observations to a fusion center (FC) where
the network-wide correlation matrices can then be estimated.
However, this usually results in a high bit rate over the wireless
links, and it requires a high routing efficiency (in the case
of partially-connected networks), and an FC with a large
computational power.
To address these practical problems, we propose a dis-
tributed CCA (DCCA) algorithm, which avoids data cen-
tralization, i.e., it estimates the Q principal CCA directions
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without explicitly constructing the network-wide correlation
matrices. Instead, each node only transmits Q-dimensional
compressed observations of its sensor signals. The nodes
then solve local CCA problems based on these compressed
observations, i.e., based on correlation matrices with a much
smaller dimension than in the centralized CCA. Hence, both
the communication and computation cost are significantly
reduced, be it at the cost of a slower tracking due to the
iterative time-recursive nature of the DCCA algorithm.
For illustration purposes, and to make the generic problem
statement more tangible, we will also briefly address how the
DCCA algorithm can be used for distributed BSS in a WSN.
The latter can be used, e.g., to remove artifacts in the signals
recorded by wireless body area networks [28] or wireless EEG
sensor networks [29]–[31], using the techniques in [7], [10],
[12].
For the sake of an easy exposition, we will first describe
the DCCA algorithm in fully-connected WSNs, i.e., where a
signal broadcast by a node is collected by all other nodes in the
network. Assuming that Q is smaller than the dimension of
the per-node sensor observations, then the DCCA algorithm
can provide a substantial reduction in processing and com-
munication cost, although the per-node power consumption
still depends on the total number of nodes in the network.
We will then briefly explain how the DCCA algorithm can
be generalized to partially-connected networks, using similar
strategies as in [32], [33], where we assume that the network
has been pruned to a tree topology to avoid feedback loops.
The latter results in a fully scalable1 DCCA algorithm with in-
network data fusion, where the per-node processing cost and
communication cost is independent of the number of nodes in
the network.
The outline of the paper is as follows. In Section II, we
briefly review CCA, and in Section III, we define the problem
statement when applying CCA in WSNs. In Section IV, we
derive the DCCA algorithm for fully-connected WSNs, and
we prove its convergence to the centralized CCA solution. In
Section V, we illustrate how this DCCA algorithm can be
used as a distributed BSS algorithm. In section VI, we define
the DCCA in WSNs with a tree topology. In Section VII,
we demonstrate the performance of the DCCA algorithm by
means of numerical simulations in a BSS scenario. Finally,
conclusions are drawn in Section VIII.
II. REVIEW OF CCA
Consider an M -dimensional2 stochastic signal x and an
N -dimensional stochastic signal y, each defining a (short-
term) stationary and ergodic stochastic process. We define
x[t] and y[t] as the t-th observation of x and y, respectively,
i.e., t denotes the sample index. Without loss of generality
1When making scalability claims, we refer to the amount of data (in number
of bits/s) that a node has to transmit to its direct neighbors, i.e., we make
abstraction of possible increasing interference when the number of nodes
increases.
2We use the term ‘M -dimensional signal’ to denote an M -variate stochastic
process, e.g., corresponding to a multi-channel signal consisting of M
channels. This means that each observation (or sample) of the signal is an
M -dimensional vector.
(w.l.o.g.), we assume that x and y are zero-mean, possibly
requiring a mean subtraction pre-processing step on the set of
observations.
In [1], CCA was introduced as a statistical method to find
directions in the M - and N -dimensional space in which x
and y are maximally correlated. To be more precise, CCA first
identifies the M -dimensional vector vˆ1 and the N -dimensional
vector wˆ1 such that the 1-dimensional stochastic signals xv1 =
vˆT1 x and yw1 = wˆ
T
1 y have maximum cross-correlation, i.e.,
(vˆ1, wˆ1) = arg max
(v1,w1)
E{vT1 x · yTw1}√
E{vT1 x · xTv1}E{wT1 y · yTw1}
(1)
where E{·} denotes the expectation operator, superscript T
denotes the transpose operator, and the notation (· , ·) denotes
an ordered pair of variables. In the sequel, we write Rxx,
Ryy, and Rxy to denote E{xxT }, E{yyT }, and E{xyT },
respectively, such that (1) can be written as
(vˆ1, wˆ1) = arg max
(v1,w1)
vT1 Rxyw1√
vT1 Rxxv1 ·wT1 Ryyw1
. (2)
Next, CCA identifies vˆ2 and wˆ2 such that the cross-correlation
between xv2 = vˆ
T
2 x and yw2 = wˆ
T
2 y is maximized while
xv2 is uncorrelated with xv1 (E{xv1xv2} = 0) and yw2 is
uncorrelated with yw1 (E{yw1yw2} = 0), i.e.,
(vˆ2, wˆ2) = arg max
(v2,w2)
vT2 Rxyw2√
vT2 Rxxv2 ·wT2 Ryyw2
(3)
s.t. vT1 Rxxv2 = 0 (4)
wT1 Ryyw2 = 0 . (5)
Subsequent vectors vˆj , wˆj for j ≤ min(M,N) are defined
similarly, with additional constraints such that vˆTi Rxxvˆj = 0
and wˆTi Ryywˆj = 0, ∀ i ∈ {1, . . . , j − 1}. The (canonical)
correlation coefficients ρj for j ≤ min(M,N) are defined as
the corresponding maximized correlation coefficients, i.e.,
ρj =
vˆTj Rxywˆj√
vˆTj Rxxvˆj · wˆTj Ryywˆj
. (6)
Let Vˆ denote the M × Q matrix that contains the first
Q CCA directions vˆ1, . . . , vˆQ in its columns and let Wˆ be
defined similarly for wˆ1, . . . , wˆQ. Note that VˆTRxxVˆ and
WˆTRyyWˆ are then diagonal Q × Q matrices. We assume
in the sequel that both Rxx and Ryy are invertible and well-
conditioned3. It can then be shown that Vˆ and Wˆ should
satisfy the eigenvalue problems [2]
R−1xxRxyR
−1
yy RyxVˆ = VˆΣ
2 (7)
R−1yy RyxR
−1
xxRxyWˆ = WˆΣ
2 (8)
where Σ = Diag{ρ1, . . . , ρQ}. Note that the columns of Vˆ
and Wˆ contain the eigenvectors, for which the corresponding
eigenvalues are the squared canonical correlation coefficients
in Σ2.
3Ill-conditioned CCA problems have also been investigated [34]–[36] and
can be solved using the pseudo-inverse or proper regularization, but these
methods are beyond the scope of this paper.
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Fig. 1. A clustered WSN in which the cluster heads together form a fully-
connected network.
Instead of computing the above eigenvalue decompositions
(EVDs), it is seen from (7) and (8) that Vˆ and Wˆ can
also be computed from the generalized eigenvalue decom-
positions (GEVDs) [37] of the symmetric matrix pencils
(RxyR
−1
yy Ryx,Rxx) and (RyxR
−1
xxRxy,Ryy), which is pre-
ferred from a numerical point of view. Furthermore, note that
only one (G)EVD needs to be computed, since the solutions
are related by [2]
Rxywˆj = ρjλj,xRxxvˆj (9)
Ryxvˆj = ρjλj,yRyywˆj (10)
where
λj,x = λ
−1
j,y =
√
wˆTj Ryywˆj
vˆTj Rxxvˆj
. (11)
W.l.o.g., we will assume in the sequel that the columns of
Vˆ and Wˆ are scaled such that VˆTRxxVˆ = WˆTRyyWˆ =
IQ, where IQ denotes the Q ×Q identity matrix. Under this
assumption, we find that λj,x = λj,y = 1.
III. PROBLEM STATEMENT
We consider a WSN with a set of sensor nodes K =
{1, . . . ,K} (we do not make any assumptions on the net-
work topology yet). Node k collects observations of the Mk-
dimensional sensor signal xk and the Nk-dimensional sensor
signal yk. Note that it is possible that either Mk = 0 or
Nk = 0 at certain nodes. We assume that the stacked versions
of all xk’s and yk’s yield the M -dimensional x and the N -
dimensional y, as defined in Subsection II, respectively, where
M =
∑
k∈KMk and N =
∑
k∈KNk.
Scenarios where Mk > 1 or Nk > 1 usually correspond
to WSN architectures where the sensor nodes have multiple
sensors, or where the WSN consists of a set of K cluster
heads (included in K), which collect raw sensor data from
nearby sensor nodes (not included in K). For example, Fig. 1
visualizes a clustered WSN architecture with K = 3 cluster
heads. Cluster head k collects raw sensor observations from
Mk nearby sensor nodes resulting in an Mk-channel signal
xk. Similarly, node k also collects an Nk-channel signal yk
from another (or the same) set of nearby nodes.
Let X denote an M ×L observation matrix (with LM )
containing L observations of x in its columns. Then ergodicity
of x implies that Rxx can be approximated by the sample
covariance matrix, i.e.,
Rxx ≈ 1
L
XXT (12)
and equality holds in the case of an infinite observations win-
dow, i.e., Rxx = limL→∞ 1LXX
T . Similarly, Ryy ≈ 1LYYT
and Rxy ≈ 1LXYT , where Y contains L observations of y
in its columns. Note that node k only has access to Mk rows
of X, and Nk rows of Y.
To estimate the Q dominant CCA directions Vˆ and Wˆ, all
nodes may transmit their observations to an FC, such that the
network-wide correlation matrices Rxx, Ryy, and Rxy can be
estimated and updated at regular time intervals (e.g., using the
L most recent observations as in (12)), followed by solving
the centralized CCA problem. However, transmitting the raw
sensor signal observations results in a high bit rate over the
wireless links, and solving a CCA problem for large M and/or
N requires significant computational power at the FC.
In the DCCA algorithm presented in this paper, each node
is responsible for estimating and updating a specific part
of Vˆ and Wˆ, while avoiding a centralized computation of
the network-wide correlation matrices Rxx, Ryy , and Rxy .
To this end, the DCCA algorithm performs in-network data
fusion. For example, in Fig. 1, the cluster heads will fuse
their Mk-channel and Nk-channel signals xk and yk, into Q-
channel signals xk and yk, respectively, and only exchange
Q-dimensional observations of these signals with each other.
This means that the amount of data that is transferred over
the long-distance links will be independent of the number of
nodes in each cluster.
IV. DISTRIBUTED CCA IN FULLY-CONNECTED WSNS
A. Algorithm derivation
The DCCA algorithm iteratively updates an M ×Q matrix
Vi and an N × Q matrix Wi, where i is the iteration
index, with the goal of obtaining limi→∞Vi = Vˆ and
limi→∞Wi = Wˆ. In each iteration, L new sensor signal
observations will be used to update Vi and Wi into improved
estimates Vi+1 and Wi+1. We define the partitionings
Vi ,
 V
i
1
...
ViK
 (13)
Wi ,
 W
i
1
...
WiK
 (14)
where Vik is the part of V
i that corresponds to node k (i.e., to
xk), such that Vi Tx =
∑
k∈KV
i T
k xk (and similarly for W
i
k
and y). Based on these partitionings, node k is responsible for
updating the submatrices Vik and W
i
k.
To derive the distributed algorithm to update Vi and Wi,
we start with the observation that the CCA problem can be
posed as a constrained optimization problem, i.e., it can be
shown that Vˆ and Wˆ are a solution of [3]
max
(V,W)
f (V,W) (15)
s.t. · VTRxxV = IQ (16)
· WTRyyW = IQ (17)
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with
f (V,W) , Tr
{
VTRxyW
}
(18)
where Tr {·} denotes the trace operator. The DCCA algorithm
is then based on an alternating optimization (AO) procedure
that iteratively solves (15)-(17), by applying some additional
constraints in each iteration (we will motivate this afterwards):
1) Set i← 0, q ← 1
2) Initialize V0 and W0 as a random M ×Q matrix and
a random N ×Q matrix, respectively.
3) Choose
(
Vi+1,Wi+1
)
as a solution of:
max
(V,W)
f (V,W) (19)
s.t. · VTRxxV = IQ (20)
· WTRyyW = IQ (21)
· ∀ k ∈ K\{q} :
Range{Vk} = Range{Vik} (22)
Range{Wk} = Range{Wik} (23)
where Vk and Wk are the k-th submatrices of V
and W, respectively (similar to (13)-(14)), and where
Range{T} denotes the subspace spanned by the columns
of T.
4) i← i+ 1 and q ← (q mod K) + 1.
5) Return to step 2.
It is noted that this iterative AO procedure increases f (V,W)
in a monotonic fashion. Indeed, in each iteration, the AO pro-
cedure can update one particular submatrix in V and W freely
(i.e., Vq and Wq), while constraining the other submatrix
updates such that the current column space is preserved for
each submatrix. Note that this is similar to a block coordinate
ascent method, in which a different subset of the optimization
variables are fixed in each iteration, resulting in optimization
problems with a smaller number of optimization variables. In
this case, however, none of the optimization variables are fixed,
but many of them are constrained to a certain subspace instead.
Despite the fact that this AO procedure is a centralized
procedure requiring the network-wide matrices Rxx, Ryy, and
Rxy , the particular form of (22)-(23) allows to execute it in a
distributed fashion, as explained next.
First, it is noted that the constraints (22)-(23) are equivalent
to
∀ k ∈ K\{q}, ∃Gk ∈ RQ×Q : Vk = VikGk (24)
∀ k ∈ K\{q}, ∃Hk ∈ RQ×Q : Wk = WikHk . (25)
This allows us to parameterize the optimization variables V
and W as
V =

Vi1G1
...
Viq−1Gq−1
Vq
Viq+1Gq+1
...
ViKGK

, W =

Wi1H1
...
Wiq−1Hq−1
Wq
Wiq+1Hq+1
...
WiKHK

. (26)
To write (26) more compactly, we define the matrix
Vik ,
 O V
i
k O
IMk O O
O O Vik
 (27)
with O denoting an all-zero matrix of appropriate dimension,
and where
Vik , Blkdiag
(
Vi1, . . . ,V
i
k−1
)
(28)
Vik , Blkdiag
(
Vik+1, . . . ,V
i
K
)
(29)
with Blkdiag(·) denoting the operator that generates a block-
diagonal matrix with the matrices in its argument as the
diagonal blocks4. Similarly, we define
Wik ,
 O W
i
k O
IMk O O
O O Wik
 (30)
where
Wik , Blkdiag
(
Wi1, . . . ,W
i
k−1
)
(31)
Wik , Blkdiag
(
Wik+1, . . . ,W
i
K
)
. (32)
The parameterization (26) can then be written compactly as
V = ViqV˜q (33)
W =WiqW˜q (34)
where
V˜q , [VTq |GT1 | . . . |GTq−1|GTq+1| . . . |GTK ]T (35)
W˜q , [WTq |HT1 | . . . |HTq−1|HTq+1| . . . |HTK ]T (36)
define the new optimization variables. Since this parame-
terization allows to eliminate the constraints (22)-(23), it is
found that solving (19)-(23) is then equivalent to selecting(
V˜i+1q ,W˜
i+1
q
)
as a solution of
max
(V˜q,W˜q)
Tr
{
V˜Tq Vi Tq RxyWiqW˜q
}
(37)
s.t. · V˜Tq Vi Tq RxxViqV˜q = IQ (38)
· W˜TqWi Tq RyyWiqW˜q = IQ (39)
and setting Vi+1 = ViqV˜i+1q and Wi+1 =WiqW˜i+1q .
It is noted that, if Vik andWik would be used as compression
matrices on the signals x and y, respectively, then we would
obtain the compressed signals
x˜ik , Vi Tk x (40)
y˜ik ,Wi Tk y (41)
with corresponding (cross)-correlation matrices
Rix˜ky˜k = E{x˜iky˜ik} = Vi Tk RxyWik (42)
Rix˜kx˜k = E{x˜ikx˜ik} = Vi Tk RxxVik (43)
Riy˜ky˜k = E{y˜iky˜ik} =Wi Tk RyyWik . (44)
4It is noted that this is with a slight abuse of notation, since the arguments
are not square matrices.
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Fig. 2. A block diagram of the DCCA algorithm in a fully-connected
network.
This allows us to rewrite (37)-(39) as
max
(V˜q,W˜q)
Tr
{
V˜Tq R
i
x˜q y˜qW˜q
}
(45)
s.t. · V˜Tq Rix˜qx˜qV˜q = IQ (46)
· W˜Tq Riy˜q y˜qW˜q = IQ (47)
Note that this optimization problem is again in the form of
(15)-(17), and therefore corresponds to a smaller CCA problem
based on the (compressed) signals x˜iq and y˜
i
q .
The DCCA algorithm will exploit the compression of x and
y based on (40)-(41), by letting each node k ∈ K compress
its local sensor signals xk and yk into the Q-channel signals
xik , Vi Tk xk (48)
yik , Wi Tk yk . (49)
This is illustrated in Fig. 2, which shows a block diagram of
the DCCA algorithm in a fully-connected network. In between
iteration i and iteration i + 1, each node compresses its L
most recent observations of xk and yk into xik and y
i
k and
broadcasts these compressed observations to the other nodes.
For the sake of an easy exposition, we assume that Q < Mk
and Q < Nk, ∀ k ∈ K. However, note that this is not a
strict assumption, i.e., it is merely made for the sake of an
easy notation/description of the DCCA algorithm. Indeed, if
there exists a k for which Q ≥ Mk, node k can merely
broadcast uncompressed observations of xk (and similarly for
yk when Q ≥ Nk). Another node can then treat these raw
sensor observations as part of its own sensor observations,
i.e., the signals from two different nodes can be merged and
together treated as the sensor signals of a single node.
Since the network is assumed to be fully connected, each
node k collects observations of
x˜ik =
[
xk
xi−k
]
(58)
y˜ik =
[
yk
yi−k
]
(59)
TABLE I
THE DCCA ALGORITHM IN A FULLY-CONNECTED WSN
1) Set i ← 0, q ← 1, and initialize all V0k and W0k , ∀ k ∈ K,
with random entries.
2) Each node k ∈ K broadcasts L compressed observations
xik[j] = V
i T
k xk[iL + j] and y
i
k[j] = W
i T
k yk[iL + j]
(where j = 1 . . . L).
3) At node q:
• Estimate Rix˜q x˜q , R
i
y˜q y˜q
and Rix˜q y˜q based on the L
new observations of the signals x˜iq and y˜
i
q as defined in
(58)-(59).
• Compute the columns of V˜i+1q and W˜i+1q as the Q
principal CCA directions between x˜iq and y˜
i
q .
• Define P = Q(K − 1) and partition V˜i+1q and W˜i+1q
as
Vi+1q =
[
IMq OMq×P
]
V˜i+1q (50)
G−q =
[
OP×Mq IP
]
V˜i+1q (51)
Wi+1q =
[
INq ONq×P
]
W˜i+1q (52)
H−q =
[
OP×Nq IP
]
W˜i+1q (53)
and broadcast G−q and H−q to all other nodes.
4) Each node k ∈ K\{q} updates
Vi+1k = V
i
kGk (54)
Wi+1k =W
i
kHk (55)
where
G−q =
[
GT1 . . . G
T
q−1 G
T
q+1 . . . G
T
K
]T
(56)
H−q =
[
HT1 . . . H
T
q−1 H
T
q+1 . . . H
T
K
]T
. (57)
5) i← i+ 1 and q ← (q mod K) + 1.
6) Return to step 2.
where xi−k , [xi T1 . . . xi Tk−1 xi Tk+1 . . . xi TK ]T and yi−k ,
[yi T1 . . . y
i T
k−1 y
i T
k+1 . . . y
i T
K ]
T . Note that (58)-(59) is indeed
consistent with the earlier definition (40)-(41).
Similar to (12), Rix˜qx˜q , R
i
y˜q y˜q
, and Rix˜q y˜q can be estimated
at node q as it has access to observations of x˜iq and y˜
i
q , hence
the corresponding smaller CCA problem (45)-(47) can indeed
be solved locally. The DCCA algorithm exactly performs these
operations, and is described in detail in Table I. In each
iteration of the DCCA algorithm, one particular node q solves
a local CCA problem defined by (45)-(47), thereby freely
choosing its local parameters Vq and Wq and effectively
transforming the columns of the Vk’s and Wk’s at the other
nodes k ∈ K\{q} with Q×Q transformation matrices.
As the DCCA algorithm corresponds to the original AO
procedure, and since the latter has a monotonic increase of
f(V,W) under the constraints (16)-(17), we readily obtain
the following result:
Result IV.1. The objective function f
(
Vi,Wi
)
increases
monotonically in each iteration of the DCCA algorithm, i.e.,
f
(
Vi+1,Wi+1
) ≥ f (Vi,Wi), ∀ i ∈ N0. Furthermore, all
matrices Vi and Wi, ∀ i ∈ N0, satisfy Vi TRxxVi = IQ and
Wi TRyyW
i = IQ, respectively.
It is noted that the above statement does not necessarily
hold for i = 0 because the DCCA algorithm can be initialized
with random matrices, which are possibly not normalized, i.e,
V0 TRxxV
0 6= IQ and/or W0 TRyyW0 6= IQ.
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Untuitively, since Vˆ and Wˆ maximize f(V,W) under
(16)-(17), it is expected that the DCCA algorithm converges
to the optimal CCA solution due to the monotonic increase of
f
(
Vi,Wi
)
. A formal convergence proof is given in the next
section. It is noted that, if (Vi,Wi) → (Vˆ,Wˆ), then also
the Q largest canonical correlation coefficients of the local
CCA problems at the different nodes converge to the Q largest
canonical correlation coefficients (ρ1, . . . , ρQ) of the network-
wide CCA problem.
Remark IV.1. The DCCA algorithm is assumed to operate in
an adaptive (time-recursive) context, and therefore all nodes
collect and broadcast different sensor signal observations in
each iteration. The number of observations L that are collected
and transmitted in between the iterations (step 2) should
allow for a sufficiently accurate estimate of Rix˜qx˜q , R
i
y˜q y˜q
,
and Rix˜q y˜q in step 3. The transmission of G−q and H−q
is therefore negligible compared to the transmission of L
observations of xik and y
i
k in each iteration. In principle,
the transmission of G−q and H−q and the updates (54)-(55)
can even be omitted, as they do not have any influence on
the convergence of the algorithm (the convergence proof in
Subsection IV-B can easily be modified to this case). However,
note that this introduces a sign ambiguity within the different
subblocks of Vi, i.e., it can then be shown that
i→∞ : G−q = [±IQ . . . ± IQ]T (60)
(and similarly for H−q). Furthermore, the concatenation of the
Vik’s and the W
i
k’s will not satisfy the constraints (20)-(21)
anymore, until the algorithm has converged.
Remark IV.2. Assuming that the different iterations of the
DCCA algorithm are spread over different sample blocks, the
DCCA algorithm provides a significant reduction in commu-
nication cost at each node k ∈ K (assuming 2QMk+Nk),
i.e., node k broadcasts observations of two Q-dimensional
signals (xk and yk) instead of the observations of Mk- and
Nk-dimensional signals (xk and yk). This results in a com-
munication load of O(2Q) per node. Furthermore, a simple
scaling argument shows that the DCCA algorithm also has a
reduced computational complexity compared to a centralized
CCA algorithm. This is due to the reduced dimension of the
local CCA problem that is solved in each iteration. However,
this comes at a cost of a slower tracking performance when
applied in an adaptive context, due to the iterative nature of
the algorithm.
Remark IV.3. It is noted that we have implicitely made two
pragmatic assumptions5 to guarantee that V˜i+1q and W˜
i+1
q are
well-defined (up to a sign ambiguity) in each iteration of the
DCCA algorithm:
• The matrices Rix˜qx˜q and R
i
y˜q y˜q
have full rank, ∀ i ∈ N.
• The Q+1 largest canonical correlation coefficients of x˜iq
5It is noted that similar assumptions would appear in a centralized CCA
implementation to extract Q principal CCA directions. This is not surprising,
given the fact that step 3 in the DCCA algorithm basically solves a (local)
CCA problem.
and y˜iq are unique in each iteration,i.e.,
∃ > 0, ∀i ∈ N, ∀n ∈ {1, . . . , Q} : ρ˜in−ρ˜in+1 >  (61)
where ρ˜in denotes the n-th largest canonical correlation
coefficient between x˜iq and y˜
i
q , and where node q is the
updating node in iteration i.
It is noted that these assumptions are merely made for the sake
of mathematical tractability. Although they are mostly satisfied
in practice, we briefly describe in Appendix C how the DCCA
algorithm can be modified if these assumptions are violated.
These modifications will also resolve the sign ambiguity in
the columns of Vi+1 and Wi+1 (see also Subsection IV-B).
Remark IV.4. An additional trade-off between computational
complexity and convergence speed can be achieved by re-
ducing the dimensions of x˜iq and y˜
i
q at node q. This can
be done by, e.g., summing the received observations, rather
then incorporating the received observations of each (xik,y
i
k),
∀ k ∈ K\{q}, separately. In this case, (58) is redefined as
x˜ik =
[
xk∑
q∈K\{k} x
i
q
]
(62)
and several other variables have to be redefined accordingly
(details omitted). This indeed reduces the computational com-
plexity at node q, but it also reduces the degrees of freedom
per updating step, yielding a slower convergence and hence
slower adaptation in time-varying scenarios. This is also the
reason why the DCCA algorithm applied in a tree topology
(see Section VI) converges slower than when it is applied in
a fully-connected network topology.
B. Convergence analysis
In this subsection, we provide two results that together
prove convergence and optimality of the DCCA algorithm.
It is noted that the CCA solution always has a sign ambiguity,
which we will pragmatically ignore to not overcomplicate the
convergence statements and proofs. With a slight abuse of
notation, we write Vi = V∗ and limi→∞Vi = V∗ to denote
equality/convergence up to a per-column sign ambiguity. It is
noted that the sign ambiguity may indeed hamper convergence
due to arbitrary sign changes over the different iterations.
However, these can be easily avoided if in each iteration proper
signs are selected such that ‖Vi+1−Vi‖F is minimized (see
also Appendix C).
An equilibrium point of the DCCA algorithm is defined as
a point (V∗,W∗) such that, if
(
Vi,Wi
)
= (V∗,W∗) at
iteration i = i∗, then
(
Vj+1,Wj+1
)
=
(
Vj ,Wj
)
, ∀ j ≥ i∗.
An equilibrium point is assumed to be unstable under the
DCCA algorithm update rules if a small perturbation on the
equilibrium point may cause the DCCA algorithm to diverge
away from the equilibrium point. The following statement
addresses the equilibrium point(s) of the DCCA algorithm and
their stability.
Result IV.2. Let E denote the set of all equilibrium points
of the DCCA algorithm and let (V∗,W∗) ∈ E . Then the
columns of V∗ and W∗ can only contain CCA directions for
x and y. Furthermore, E always contains (Vˆ,Wˆ), which has
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the Q principal CCA directions, and this is the only stable
equilibrium point under the DCCA update rules.
Proof: See Appendix A.
Basically, Result IV.2 says that (Vˆ,Wˆ) is a stable equi-
librium point of the DCCA algorithm, but that other CCA
directions may also form equilibrium points. However, it is
highly unlikely that such additional equilibrium points exist,
since this would imply that there exists a CCA direction that
is a maximum of the objective function f(V,W) over K
different constraint sets defined by (20)-(23), ∀ q ∈ K. This
usually only holds for the principal CCA directions (Vˆ,Wˆ).
Moreover, even in the rare cases where E is not a singleton,
the suboptimal equilibrium points will be unstable.
Finally, convergence of the DCCA algorithm is established:
Result IV.3. For any initialization of the DCCA algorithm,
the limit limi→∞(Vi,Wi) exists, i.e., the DCCA algorithm
converges.
Proof: See Appendix B.
Due to inevitable estimation errors and numerical noise, we
can safely assume that -in practice- the DCCA algorithm will
diverge away from possible unstable equilibrium points (in
the rare cases where these indeed exist). Since (Vˆ,Wˆ) is the
only stable equilibrium point (see Result IV.2), we conclude
from Result IV.3 that the DCCA algorithm converges to the Q
principal CCA directions, i.e., limi→∞(Vi,Wi) = (Vˆ,Wˆ).
V. DISTRIBUTED BLIND SOURCE SEPARATION
In this section, we briefly demonstrate how DCCA can be
used for distributed BSS in a WSN.
A. CCA-based BSS
We consider the following data model that generates obser-
vations of the M -dimensional signal x:
x[t] = As[t] + n[t] (63)
where s = [s1 . . . sJ ]T is a J-dimensional signal containing J
mutually uncorrelated source signals, A is an M × J mixing
matrix, and n is a noise term. The goal of BSS is to compute
a demixing matrix V such that VTx is approximately equal
to the original source signals s up to an unknown scaling
and permutation. For mathematical tractability6, we make the
following assumptions:
• We consider the noiseless case, i.e., n[t] = 0, ∀ t ∈ N.
This is a good approximation if x is observed at a high
signal-to-noise ratio (SNR). If the influence of the noise is
too high, then the noise covariance matrix must be known
(or estimated online) such that it can be subtracted from
the covariance matrices defined in the sequel. In [22],
an alternative CCA-based approach is proposed for noisy
BSS.
• We assume that the mixing matrix A is fixed, i.e., it
does not change over time. However, adaptive CCA-based
6Although some of these assumptions may appear to be very restrictive,
it has been demonstrated that CCA-based BSS often works well, even when
some of these assumptions are not entirely satisfied [7], [10], [12].
approaches have also been described in the literature
[21]–[23]. It is noted that the proposed DCCA algorithm
can also track slow changes in A, i.e., if A changes
slower than the actual convergence time of the DCCA
algorithm.
• We assume that the source signals in s are stationary, i.e.,
their autocorrelation is independent of t.
• The sources of interest all have a different autocorrelation
structure (see below).
The last assumption is the most crucial, since it is explicitely
exploited by CCA-based BSS algorithms, as explained next.
If it is not satisfied, other BSS methods should be used.
The basic operation is a CCA between x as defined in (63)
and y which is a delayed version of x with time lag d, i.e.,
y[t] , x[t− d] . (64)
Let
rsi [τ ] ,
E{si[t]si[t− τ ]}
E{si[t]2} (65)
denote the τ -lag autocorrelation of the i-th source signal in s,
then the basic requirement is that there exists a time lag d and
a source index i ∈ {1, . . . , J} such that
∀ j ∈ {1, . . . , J}\{i} : rsi [d] > rsj [d] . (66)
If this holds, then a CCA based on x and y can be used to
extract source si from the mixture (63) up to an unknown
scaling. This can be explained by the fact that, for any time
lag d, the autocorrelation of a sum of signals is always
smaller than or equal to the autocorrelation of the signal with
maximum autocorrelation, i.e.,
rsi+sj [τ ] ≤ max(rsi [τ ], rsj [τ ]) . (67)
Therefore, a CCA will provide the directions vˆ1 and wˆ1
such that the source with highest autocorrelation at time
lag d is extracted, as this will yield a higher correlation
coefficient between vˆT1 x and wˆ
T
1 y. Indeed, (67) implies that
the first canonical correlation coefficient ρ1 is maximized if
vˆT1 A contains only one non-zero element, i.e., at the position
corresponding to the source with highest autocorrelation at
time lag d, i.e., si. It therefore holds that si[t] = vˆT1 x[t].
Based on a similar reasoning, it can be shown that Q source
signals si1 , . . . , siQ can be extracted, if
∀ j ∈ {1, . . . , J}\{i1, . . . , iQ} :
rsi1 [d] > rsi2 [d] > . . . > rsiQ [d] > rsj [d] . (68)
We then have that  si1 [t]...
siQ [t]
 = VˆTx[t] (69)
where the columns of Vˆ are the Q principal CCA directions.
In case the actual auto-correlation structure of the hidden
sources is unknown, it is often useful to consider multiple time
lags. In [20], it is proposed to define y as a stacked version
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of D different time lags of x, i.e.,
y[t] ,
[
x[t− 1]T . . . x[t−D]T ]T . (70)
A CCA between the M -dimensional signal x and the (MD)-
dimensional signal y is then computed.
B. DCCA-based BSS
The CCA-based BSS approach described in Subsection V-A
can straightforwardly be applied in a distributed context using
the proposed DCCA algorithm. Consider a WSN where node
k ∈ K collects observations of Mk different sensor signals
stacked in xk. Let x, as defined in (63), denote the stacked
version of all xk’s, ∀ k ∈ K. Define yk as the stacked vector
of D different time-delayed versions of xk, e.g., such that the
stacked vector of all yk’s, ∀ k ∈ K, is equal to (70).
Applying the DCCA algorithm to extract Q sources from
the sensor signals in x requires each node k ∈ K to broadcast
observations of two Q-dimensional (compressed) signals, i.e.,
xik and y
i
k, as defined in (48). After convergence of the DCCA
algorithm, the Q source signals are found as
s , lim
i→∞
∑
k∈K
xik (71)
where s contains the Q signals from s with the largest
autocorrelation over D time lags. Since each node has access
to the observations of all the xik’s, ∀ k ∈ K, each node can
reconstruct observations of the Q source signals.
Remark V.1. It is noted that the required bit rate over the
wireless links is independent of the number of time lags D
that are taken into account, i.e., each node k ∈ K broadcasts
observations of xik and y
i
k, where the dimension of y
i
k is Q,
independent of the dimension of y. In the case where D = 1,
i.e., only a single time lag is considered, the required bit rate
can even be reduced by a factor of two. This can be explained
as follows. First, it is noted that the matrix Rxy becomes a
symmetric matrix, i.e.,
Rxy = AE{s[t]s[t− 1]}AT (72)
where E{s[t]s[t − 1]} is a diagonal matrix. Furthermore, we
find that Rxx = Ryy . In this case, (7) and (8) become
equivalent, and therefore Vˆ = Wˆ. This also holds for the
local CCA problems at the individual nodes, and therefore
yik[t] = x
i
k[t− 1] (73)
hence the observations of yik do not have to be broadcast, as
they are merely delayed versions of the observations of xik.
VI. THE DCCA ALGORITHM IN NETWORKS WITH A TREE
TOPOLOGY
In this section, we explain how the DCCA algorithm can be
modified to operate in a partially-connected network, where it
is assumed that the network has been pruned to a tree topology
(this will be motivated in Section VI-B). Before describing the
algorithm, we first explain how the data flow is organized in
such networks. For the sake of an easy exposition, we first
focus on the data flow in a star topology network and we then
extend this result to general tree topologies.
In the sequel, we define Nk as the set of neighbors of node
k, i.e., nodes that are connected to node k (by definition k /∈
Nk). The nodes with a single neighbor are referred to as leaf
nodes.
A. Data flow in star topology networks
We first assume that the network has a star topology, where
all the nodes are leaf nodes, except for a central node c
for which Nc = K\{c}. We assume that the central node
c transmits (broadcasts) the same data to all the leaf nodes.
We redefine the signal of which observations are broadcast by
the central node c to all the leaf nodes as
xic , Vi Tc xc +
∑
l∈Nc
xilc (74)
yic , Wi Tc yc +
∑
l∈Nc
yilc (75)
where xilc , Vi Tl xl and yilc , Wi Tl yl denotes the signals of
which observations are transmitted from a leaf node l ∈ Nc
to the central node c. This definition also implies a causal
relationship in the data exchange between the nodes, i.e., the
leaf nodes first transmit observations of their respective xilc’s
and yilc’s (l 6= c) to node c, after which node c computes the
corresponding observations of xic and y
i
c and broadcasts these
to the leaf nodes.
It is important to note that the observations of xic that are
received at a leaf node l also contain a contribution from
node l’s own observations of xilc (See (74)). This introduces a
feedback path which affects the algorithm dynamics, as well
as the equilibrium set (see also [32], [33]). This feedback
phenomenon in fact eliminates the monotonic increase of
f
(
Vi,Wi
)
and results in convergence problems.
Two different solutions have been described in [32], [33] to
tackle a similar feedback problem. The first solution is referred
to as transmitter feedback cancellation (TFC) and matches well
with point-to-point communication protocols, in which each
connected node pair has a reserved communication link. In
this case, the center node c can send different data to each of
the leaf nodes. Let xick denote the signal of which node c sends
observations to node k, then the feedback path is removed by
setting (compare with (74))
xick , Vi Tc xc +
∑
l∈Nc\{k}
xilc . (76)
The second solution is referred to as receiver feedback
cancellation (RFC) [33], where the central node still broadcasts
the same data to all the leaf nodes. In this case, the leaf nodes
remove their own contribution from the observations of xic,
i.e., node k effectively uses the feedback-corrected input signal
xic,−k , xic − xikc . (77)
The RFC approach is clearly much more efficient in terms of
communication, because the signal xic can be broadcast to all
the leaf nodes at once.
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It is noted that xic,−k = x
i
ck, i.e., the DCCA algorithm
behaves exactly the same, whether we apply TFC or RFC.
Therefore, we do not have to distinguish between both cases
in the sequel, i.e., we will only focus on TFC for the sake of
an easier exposition. Finally, it is noted that a similar TFC or
RFC approach is applied to define yick and y
i
c,−k.
B. Data flow in tree topology networks
Let xikq and y
i
kq denote the signals of which observations
are transmitted from node k to node q. The definition of the
xikq and y
i
kq signals within a tree topology, as well as the
corresponding data flow, are similarly defined as in (76), here
repeated for convenience:
xikq , Vi Tk xk +
∑
l∈Nk\{q}
xilk (78)
yikq , Wi Tk yk +
∑
l∈Nk\{q}
yilk . (79)
It is noted that, due to the fusion of the local sensor signals
(xk and yk) with the signals that are transmitted by the
neighboring nodes (xilk and y
i
lk), a significant compression
is obtained7, even if Q is larger than the local sensor signal
dimensions, i.e., even if Q > Mk and/or Q > Nk.
The motivation for pruning the network to a tree topology,
is based on the observations in Section VI-A, and can be
summarized as follows:
1) Tree topologies have no cycles, and therefore all feed-
back paths are eliminated (if RFC or TFC is applied).
2) In a tree topology, there is a natural order to compute the
observations of the different xikq’s and y
i
kq’s as defined
in (78)-(79), i.e., all the dependencies are easily resolved
(see also below). This is not the case in network graphs
with loops, where deadlock situations may arise.
In a tree topology, the computation of the xikq’s and the
corresponding data flow can be completely data-driven without
any central coordination: a node k computes and transmits L
observations of xikq as soon as it has received L observations
of xilk from its neighbors l ∈ Nk\{q}. Since any leaf node k
only has one neighbor (say, q), xikq = V
i T
k xk, which does not
rely on observations from any other node, and therefore the
leaf nodes will initiate the computation of (78). This data-
driven approach will naturally result in a so-called ‘fusion
flow’ from the leaf nodes to the root node(s), followed by
a so-called ‘diffusion flow’ from the root node(s) to the leaf
nodes (see [33]).
Again, it is noted that a similar reasoning can be followed
for the compressed signals corresponding to the yk’s.
C. The DCCA algorithm in tree topology networks
The vector x˜ik, which contains all the signals of which
observations are available to node k, is redefined as (compare
with (58))
x˜ik ,
[
xk
xi→k
]
(86)
7This should be compared to the relay case, i.e., where all the raw sensor
observations are individually relayed throughout the network.
TABLE II
THE DCCA ALGORITHM IN A WSN WITH A TREE TOPOLOGY.
1) Set i ← 0, q ← 1, and initialize all V0k and W0k , ∀ k ∈ K,
with random entries.
2) Each node k ∈ K transmits L observations of the fused
signals xikl and y
i
kl to node l, ∀ l ∈ Nk , based on (78)-
(79). The order in which these are computed and forwarded
by the different nodes is dictated by (78)-(79) (which initiates
at the leaf nodes).
3) At node q:
• Estimate Rix˜q x˜q , R
i
y˜q y˜q
and Rix˜q y˜q based on the L
new observations of the signals x˜iq and y˜
i
q as defined in
(86)-(87).
• Compute the columns of V˜i+1q and W˜i+1q as the Q
principal CCA directions between x˜iq and y˜
i
q .
• Define P = Q|Nq | (with | · | denoting cardinality) and
partition V˜i+1q and W˜
i+1
q as
Vi+1q =
[
IMq OMq×P
]
V˜i+1q (80)
G→q =
[
OP×Mq IP
]
V˜i+1q (81)
Wi+1q =
[
INq ONq×P
]
W˜i+1q (82)
H→q =
[
OP×Nq IP
]
W˜i+1q . (83)
4) Define the partitioning G→q =
[
GTl1 . . . G
T
lnq
]T
and
H→q =
[
HTl1 . . . H
T
lnq
]T
where each Glk and Hlk is
a Q×Q matrix and where {l1, . . . , lnq} = Nq . Disseminate
Gl and Hl over the tree branch Blq , ∀ l ∈ Nq . Each node
k ∈ Blq then updates
Vi+1k = V
i
kGl (84)
Wi+1k =W
i
kHl . (85)
5) i← i+ 1 and q ← (q mod K) + 1.
6) Return to step 2.
where xi→k is the stacked version of all the signals x
i
qk for
q ∈ Nk, where the xiqk’s are ordered such that xmk is above
xlk if m < l. In the sequel, we will always use the same
order whenever we stack variables that relate to the different
neighbors of node k. We similarly define y˜ik as
y˜ik ,
[
yk
yi→k
]
. (87)
We also define Bkq as the set of nodes in the tree branch
that would be disconnected from the rest of the tree if the link
between nodes k and q is cut, and where k ∈ Bkq and q /∈ Bkq .
It is noted that, by resolving the dependencies between the
xikq’s in (78), we find that
xikq =
∑
l∈Bkq
Vi Tl x
i
l (88)
and similarly,
yikq =
∑
l∈Bkq
Wi Tl y
i
l . (89)
Example: Consider the network graph depicted in Fig.
3, and consider nodes 3 and 4 in particular. It holds that
B34 = {1, 2, 3} and B43 = {4, 5, 6, 7, 8, 9}. The fused
observations that node 3 transmits to node 4 correspond
to (see (78))
xi34 = V
i T
3 x3 + x
i
13 + x
i
23 .
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Fig. 3. Example of a network graph with tree topology with 9 sensor nodes.
The fused signals that node 4 receives from all its
neighbors in N4 are stacked in
xi→4 =

xi34
xi64
xi84
xi94
 .
It is also noted that (see (88))
xi34 =
3∑
j=1
Vi Tj xj , and x
i
43 =
9∑
j=4
Vi Tj xj .
The description of the DCCA algorithm for tree topology
networks is given in Table II. Similar to the DCCA algorithm
in fully-connected networks, the transmission of the G and H
parameters is assumed to be negligible compared to the trans-
mission of the signal observations between nodes, assuming
L  Q2 (see also Remark IV.1). We also re-iterate that the
communication efficiency can be significantly improved by
using local broadcasts and RFC signals instead of the TFC
signals defined in (78).
The convergence analysis of the DCCA algorithm for fully-
connected networks in Section IV-B can be generalized to the
case of tree topology networks, although this will require some
modification in the proofs and in the notation (details omitted).
Remark VI.1. It is noted that, in a context of BSS, a node
k can reconstruct the Q source signals extracted by the Q
principal CCA directions by computing (compare with (71))
s = lim
i→∞
xik + ∑
q∈Nk
xiqk
 . (90)
Remark VI.2. The DCCA algorithm typically converges
slower in a WSN with a tree topology compared to a fully-
connected WSN. This is due to the smaller number of degrees
of freedom with which a node can update the different
submatrices in Vi and Wi, i.e., P is smaller in Table II
compared to Table I.
VII. NUMERICAL SIMULATIONS
In this section, we provide Monte-Carlo (MC) simulations
of the DCCA algorithm in a BSS scenario.
A. Generation of sensor signal observations
All plots in this section show the averaged results over
300 MC runs (unless stated otherwise). In each MC run, a
new scenario is created with K nodes (we run simulations
for different network sizes K), each collecting observations
of a different Mk-dimensional stochastic vector xk, where
Mk = 6, ∀ k ∈ K, unless stated otherwise. The observations
of the stacked vector x are generated as
x[t] = As[t] + n[t] (91)
where A is a deterministic 6K × 10 mixing matrix (inde-
pendent of t), s is a vector containing 10 source signals, and
n models spatially uncorrelated noise. In each MC run, the
entries of A are randomly drawn from a uniform distribution
over the interval [−0.5; 0.5]. The noise term n is generated
by a temporally white stochastic process that is uniformly dis-
tributed over the interval [−√0.25/2;√0.25/2]. The 10 source
signals in s are created as filtered versions of a temporally
white stochastic process that is uniformly distributed over the
interval [−0.5; 0.5]. The first source is convolved with the filter
vector 120, where 1J denotes a J-dimensional all-ones vector.
The second source is convolved with 118, the third with 116,
and so on. This guarantees that each source has a different
autocorrelation structure, which is one of the requirements for
CCA-based BSS. Finally, all sources are scaled to unity power.
B. Simulation results
We apply CCA-based BSS using three time lags, i.e.,
D = 3 in (64). In this case Vˆ serves as a demixing matrix
for the first Q sources of s, which can be extracted by
computing s[t] = VˆTx[t]. In the case of DCCA, the demixing
matrix Vi changes in each iteration, and therefore we write
si[t] = Vi Tx[t]. To assess the performance of the DCCA
algorithm, we use the signal-to-error power ratio (SER) (in
dB) for the extraction of the first source (after compensating
for the scaling ambiguity8), i.e.,
SERi = 10 log10
E{s21}
E{(si1 − s1)2}
. (92)
Note that the higher the SER, the better the performance of the
source extraction. We also assess the performance by means
of the mean squared error (MSE) between the coefficients
of the obtained demixing matrix and those of the demixing
matrix of the centralized CCA algorithm (after resolving the
sign ambiguity), i.e.,
MSEi =
1
MQ
‖Vi − Vˆ‖2F . (93)
The upper plot in Fig. 4 shows the SER for 50 iterations of
the DCCA algorithm in a network of K = 10 sensor nodes, for
different values of Q, i.e., Q = 1, Q = 2, and Q = 3. The plot
demonstrates the convergence of the DCCA algorithm to the
optimal SER, i.e., the SER obtained by the centralized CCA
algorithm. The bottom plot shows the median (and the 25%
and 75% percentiles) of the MSE over the different MC runs,
demonstrating that the entries of Vi converge to the entries of
Vˆ. It is observed that the convergence improves when a larger
Q is used, which is due to the extra degrees of freedom in each
updating step (at the cost of a larger bit rate over the wireless
links). It is noted that the MSE will theoretically decrease to
0, i.e., to the machine precision in practice.
8The scaling ambiguity is resolved by computing the optimal scaling factor
between the two signals si1 and s1 under a least squares criterion.
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Fig. 4. Convergence properties of the DCCA algorithm in a fully-connected
WSN with K = 10 nodes, for different values of Q.
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Fig. 5. Convergence properties of the DCCA algorithm in a fully-connected
WSN with K = 10 nodes, for different values of Mk (Q = 3).
Fig. 5 demonstrates how the convergence speed is influ-
enced by the number of sensors per node or per cluster, i.e.,
for different values of Mk (fixing Q = 3, K = 10). Although
the SER measure is not heavily influenced by the value of
Mk, the MSE plot shows an increased convergence speed for
lower values of Mk.
Fig. 6 shows the first 800 observations of the original source
signals sj , j = 1, . . . , Q, and the estimated source signals sij ,
j = 1, . . . , Q, after i = 50 iterations of the DCCA algorithm
(for Q = 3) and the centralized CCA algorithm (for a single
MC run). The residual mismatch between the estimated source
signals and the original source signals is due to the noise
component n in (91), which is not incorporated in the signal
model of CCA-based BSS.
Fig. 7, shows the convergence results for Q = 1 and for
different network sizes, i.e., K = 10, K = 20 and K = 40. It
is observed that the network size does not have a major impact
on the convergence of the DCCA algorithm.
Fig. 8 shows the convergence results of the DCCA algo-
rithm when applied in a tree topology for different values
of K (the MMSE curve for K = 20 has been omitted for
intelligibility purposes). In each MC run, a different random
tree is generated. It is again observed that the DCCA algorithm
converges to the centralized solution, albeit slower than in a
fully-connected network (see also Remark VI.2).
Finally, we study the convergence properties in a finite-
window simulation, where the theoretical convergence analysis
is only approximately satisfied due to the appearance of
estimation errors in the correlation matrices9. In Fig. 9, we
9In the other simulations, the second-order statistics were estimated over
the full signal length (both in the distributed and centralized case).
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Fig. 6. The first Q = 3 source signals and the corresponding reconstructed
signals using the DCCA-based demixing matrix Vi after i = 50 iterations.
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Fig. 7. Convergence properties of the DCCA algorithm with Q = 1 in
fully-connected WSNs with different network size K.
show the performance of the centralized and distributed CCA
algorithm where the second order statistics are estimated over
a window of L samples, which shifts over time in each
iteration (see Remark IV.1). Although both algorithms show a
drop in performance depending on the window size L, we see
that the discrepancy between the centralized and distributed
algorithm is negligible.
VIII. CONCLUSIONS
We have proposed a time-recursive distributed CCA
(DCCA) algorithm, which allows to estimate and track Q
principal CCA directions from the sensor signal observa-
tions collected by the different nodes in a wireless sen-
sor network with a fully-connected or a tree topology. The
DCCA algorithm is able to iteratively estimate these network-
wide principal CCA directions without explicitly constructing
the corresponding network-wide correlation matrices. Instead,
each node broadcasts Q-dimensional compressed observations
of its sensor signals, and solves local CCA problems with a
smaller dimension. This significantly reduces the bit rate over
the wireless links as well as the computational load compared
to the centralized implementation (at the cost of a slower track-
ing). We have proven convergence of the DCCA algorithm to
the network-wide CCA directions, and we have demonstrated
its performance by means of numerical simulations in a blind
source separation scenario.
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APPENDIX
A. Proof of Result IV.2
From (9)-(10), we find that Vˆ and Wˆ can also be jointly
computed from a larger GEVD[
O Rxy
Ryx O
] [
Vˆ
Wˆ
]
=
[
Rxx O
O Ryy
] [
Vˆ
Wˆ
]
Σ .
(94)
We will use this expression as a necessary and sufficient
condition for the Q principal CCA directions at a later stage
in this proof.
Assume w.l.o.g. that node q is the updating node at iteration
i of the DCCA algorithm. Since V˜i+1q and W˜
i+1
q , as defined in
Table I, contain the Q principal CCA directions corresponding
to x˜iq and y˜
i
q , we have that (see (9)-(10))
Rix˜q y˜qW˜
i+1
q = R
i
x˜qx˜qV˜
i+1
q Σ˜
i
q (95)
and
Riy˜qx˜qV˜
i+1
q = R
i
y˜q y˜qW˜
i+1
q Σ˜
i
q (96)
where Σ˜
i
q is a diagonal matrix containing the Q largest
canonical correlation coefficients between x˜iq and y˜
i
q . We now
only proceed with (95), but note that a similar strategy can
be followed for (96). With (42)-(44), we find that (95) can be
written as
Vi Tq RxyWiqW˜i+1q = Vi Tq RxxViqV˜i+1q Σ˜
i
q . (97)
We now assume that (Vi,Wi) ∈ E , i.e., (Vi,Wi) is an equi-
librium point. This means that (Vi+1,Wi+1) = (Vi,Wi),
and from (50)-(57) it follows that V˜i+1q =
[
Vi Tq IQ . . . IQ
]T
and W˜i+1q =
[
Wi Tq IQ . . . IQ
]T
. Therefore, and using the
notation (27)-(29), in an equilibrium point we have that
Vi Tq RxyWi = Vi Tq RxxViΣ˜
i
q . (98)
Selecting the first Mq rows in (98), and relying on (27), yields
UqRxyW
i = UqRxxV
iΣ˜
i
q (99)
where
Uq ,
[
OMq×Mq IMq OMq×Mq
]
(100)
with Mq ,
∑q−1
j=1Mj , and Mq ,
∑K
j=q+1Mj . Furthermore,
after left-multiplying (98) with the matrix
[
Vi Tq IQ . . . IQ
]
,
and relying on the fact that Vi TRxxVi = IQ, ∀ i ∈ N0 (see
Result IV.1), we obtain
Vi TRxyW
i = Σ˜
i
q . (101)
In case of an equilibrium point, Vi+1 = Vi for all updating
nodes q ∈ K, hence the same reasoning can be performed for
all q ∈ K. Using this result, and by stacking the K matrix
equations as defined in (99), ∀ q ∈ K, we obtain
RxyW
i =

U1RxxV
iΣ˜
i
1
...
UKRxxV
iΣ˜
i
K
 . (102)
Furthermore, since the lefthand side of (101) is independent
of q, this shows that Σ˜
i
q = Σ˜
i
k = Σ˜
i
, ∀ k, q ∈ K. Therefore,
(102) is equal to
RxyW
i = RxxV
iΣ˜
i
. (103)
Starting from (96), and using a similar reasoning, we also
find that
RyxV
i = RyyW
iΣ˜
i
. (104)
Remember that Σ˜
i
is a diagonal matrix, and therefore (103)-
(104) shows that (Vi,Wi) is a solution of the GEVD (94),
and hence the columns of Vi and Wi must correspond
to CCA directions of x and y (although not necessarily
the Q principal directions). Therefore, and since we have
assumed that (Vi,Wi) is an arbitrary equilibrium point in
E , we conclude that any equilibrium point can only contain
CCA directions of x and y. Note that (103)-(104) defines a
necessary condition for (Vi,Wi) to be an equilibrium point,
but not a sufficient condition.
The fact that (Vˆ,Wˆ) ∈ E follows straightforwardly from
the fact that (Vˆ,Wˆ) maximizes (15)-(17), and the fact that the
DCCA algorithm results in a monotonic increase of f(V,W)
under the constraints (16)-(17) (Result IV.1). Note that (61)
also assures that (15)-(17) has a unique maximum10.
Finally, we have to prove that (Vˆ,Wˆ) is the only stable
equilibrium point. An equilibrium point (V∗,W∗) is stable
under the DCCA update rules if and only if any infinitesimal
perturbation that does not result in a violation of the constraints
10Even if (Vˆ,Wˆ) is not unique, the fix in Appendix C will ensure that
(Vˆ,Wˆ) ∈ E , i.e., (Vˆ,Wˆ) does not change under the DCCA updates.
14 PUBLISHED IN TRANSACTIONS ON SIGNAL PROCESSING
(16)-(17) does not increase f (V∗,W∗), i.e.,
∃ δ > 0, ∀ (∆V,∆W) ∈ U :
‖∆V‖F + ‖∆W‖F ≤ δ ⇒
f (V∗ + ∆V,W∗ + ∆W) ≤ f (V∗,W∗) (105)
where U is the set of possible perturbations such that the
constraints (16)-(17) are not violated when V = V∗ + ∆V
and W = W∗ + ∆W. Indeed, since f is monotonically
increasing under the DCCA updates (Result IV.1), equilib-
rium points (V∗,W∗) that do not satisfy (105) are unstable
under the DCCA update rules since a small perturbation may
cause f (V∗ + ∆V,W∗ + ∆W) ≥ f (V∗,W∗), and since
f
(
Vi+1,Wi+1
) ≥ f (Vi,Wi) for all subsequent iterations
i ∈ N , the DCCA algorithm cannot return to the original
equilibrium point (V∗,W∗). If (V∗,W∗) contains CCA
directions that are not in (Vˆ,Wˆ), it does not satisfy (105),
since perturbations in the direction of the principal CCA
components will increase the objective function f(V,W).
Therefore, (Vˆ,Wˆ) is the only point that both satisfies the
equilibrium conditions (103)-(104) and the stability condition
(105), and hence it is the only stable equilibrium point.
B. Proof of Result IV.3
Since f(Vi,Wi) increases monotonically (Result IV.1),
and since it has an upper bound, we have that
lim
i→∞
(
f(Vi+1,Wi+1)− f(Vi,Wi)) = 0 . (106)
Because (V˜i+1,W˜i+1) defines the Q principal CCA direc-
tions for x˜iq and y˜
i
q , it is also the global maximum of (45)-
(47). Because of (61), we know that this global maximum
is unique. Therefore, and due to the continuity of (45)-(47)
and its equivalence with the constrained optimization problem
(19)-(23), we know that
∀ δ > 0,∃ µ > 0, ∀V,W ∈ C :
|f(Vi+1,Wi+1)− f(V,W)| < µ⇒
‖Vi+1 −V‖F + ‖Wi+1 −W‖F < δ (107)
where C denotes the constraint set of the optimization problem
(19)-(23). Together with (106), this implies that
lim
i→∞
(‖Vi+1 −Vi‖F + ‖Wi+1 −Wi‖F ) = 0 . (108)
We now use this result to prove convergence of the DCCA
algorithm.
The proof of Result IV.2 relies on the fact that (Vi,Wi) ∈
E , which is used to obtain (98) from (97). However, if
(Vi,Wi) /∈ E , then (Vi+1,Wi+1) 6= (Vi,Wi) and therefore
an error term Eiq should be added in (98), i.e.,
Vi Tq RxyWi = Vi Tq RxxViΣ˜
i
q + E
i
q . (109)
Therefore, an error term then also appears in (101) and (102),
which are derived from (98), i.e.,
RxyW
i + ∆i =

U1RxxV
iΣ˜
i
1
...
UKRxxV
iΣ˜
i
K
 . (110)
and
Vi TRxyW
i + ∆iq = Σ˜
i
q (111)
where ∆i and ∆iq , ∀ q ∈ K, are error terms. However, from
(108), it follows that the error Eiq vanishes in (109) if i→∞,
and therefore
lim
i→∞
‖Vi TRxyWi − Σ˜
i
k‖F = 0 , ∀ k ∈ K (112)
lim
i→∞
‖RxyWi −RxxViΣ˜
i‖F = 0 (113)
where
Σ˜
i
= Vi TRxyW
i . (114)
Using a similar strategy, we also find from (104) that
lim
i→∞
‖RyxVi −RyyWiΣ˜
i‖F = 0 . (115)
Since Σ˜
i
k, ∀k ∈ K, are diagonal matrices (by construction), it
follows from (112) and (114) that limi→∞ Σ˜
i
is also diagonal.
This fact, together with (113) and (115) shows that (Vi,Wi)
converges to CCA directions of x and y when i → ∞.
Furthermore, it follows from (108) that the columns of Vi
and Wi cannot switch between different CCA directions over
the different iterations if i→∞, which proves the result.
C. Algorithm fixes for special cases
1) Rank deficient Rix˜qx˜q and/or R
i
y˜q y˜q
: In the rare case
where Rix˜qx˜q and/or R
i
y˜q y˜q
is rank deficient, then the local
CCA solution in iteration i at node q is ill-defined. Rank
deficiency of these matrices occurs when there is a node k for
which Vik and/or W
i
k has linearly dependent columns. This
problem can be circumvented by letting node k replace the
linearly dependent column in Vik or W
i
k by random entries,
yielding a new xik or y
i
k in which all channels are linearly
independent. Note that a linearly dependent column is always
redundant, and hence its removal and/or replacement can not
counteract the monotonic increase of f(Vik,W
i
k).
2) Degenerated canonical correlation coefficients: In the
rare case where the n-th largest canonical correlation coef-
ficient of x˜ik and y˜
i
k is degenerate, i.e. ρ˜
i
n = ρ˜
i
n+1 (with
n ≤ Q), then V˜i+1q and W˜i+1q become ill-defined in their
n-th and (n + 1)-th column, as there are multiple solutions.
One pragmatic fix is to skip node q in the current update
round, assuming that the problem will disappear in the next
update round. If the problem persists, to ensure convergence
one should select the solution of the degenerate CCA problem
that is closest to the solution from the previous iteration.
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