Abstract-We consider ultra light-weight constructions of message authentication in hardware applications like RFID. We propose a new type of constructions that will be less costly to implement in hardware, compared to any previous construction. These constructions are based on the framework of universal hash functions, Toeplitz matrices and -biased sample spaces. Some new theoretical results in this area are derived. The hardware-attractive new constructions come at the price of not being able to prove the exact substitution probability. The expected probability is examined both through theoretical methods as well as through simulation.
I. INTRODUCTION
Message Authentication Codes (MAC:s) [7] is a class of keyed functions used in many different areas to ensure that a message has been sent by the true sender and received without having been altered during transmission. The sender produces a tag = ( MAC , ) for a message using a key MAC and attaches it to the message. The receiver, who shares the key MAC , can produce the tag for the received message and immediately decide whether the message can be regarded as authentic.
An active adversary tries to modify a transmitted message and its tag and hopes to get this accepted at the receiver side. We would like the probability that the attacker succeeds to be some very small value.
There are many ways to provide message authentication, e.g., using certain block cipher modes of operation, using a keyed hash function, or using constructions based on universal hashing [23] , [21] . This paper focuses on the last approach, which is the usual choice when we assume that encryption is done through a stream cipher (unless there is some dedicated authentication inside the stream cipher). Typical examples would be the GCM mode and the UIA2 found in UMTS and LTE.
One major new application area in cryptology is lightweight cryptology. Many recent applications put very strong demands on parameters of cryptographic algorithms. In particular, we have in mind passive RFID applications, where the total gate count must be kept very low. No acceptable solutions using symmetric algorithms have yet been demonstrated in practice. Recently, a new RFID authentication protocol based on a stream cipher has been presented [3] . Motivated by this, we consider ultra lightweight constructions of message authentication in hardware applications like RFID.
We examine several known constructions and evaluate details around their hardware implementations. More specifically, we try to assess the cost of a simple implementation which uses no lookup tables or advanced techniques. We quantify the cost in terms of registers and gates.
We then propose a new type of constructions that will be less costly to implement in hardware, compared to any previous construction. This class is very promising with respect to security, practical implementation and performance.
Our constructions are based on the framework of universal hash functions, Toeplitz matrices and -biased sample spaces. Some new theoretical results in this area are derived. In particular, some results by Krawczyk [14] are corrected and extended.
The hardware-attractive new constructions come at the price of not being able to prove the exact substitution probability. Instead, the expected probability is examined both through theoretical methods as well as through simulation. The arguments point at a sufficiently low substitution probability for the proposed constructions.
The paper is organized as follows. In Section II we give the general setup for the problem we study as well as some basic definitions. Section III outlines a hardware evaluation of existing constructions. Section IV then derives the theoretical background for the new constructions, correcting and generalizing some previous results related to the use of Toeplitz matrices for authentication. In Section V we then give a new class of constructions and discuss various properties of this class. Section VI studies a specific instance, while in Section VII we conclude the paper.
II. PRELIMINARIES
We are interested in a mechanism combining encryption and authentication in some packet-based communication system, or similar. We assume that the encryption is done Figure 1 . The setting we consider in this paper. The first output bits from a stream cipher, initialized with a key and IV, form MAC which is used to initialize the authentication mechanism. The rest of the stream cipher bits are used to encrypt the message bits , = 0, 1, . . .. The end result is a sequence of ciphertext bits and the authentication tag .
through a modern stream cipher, using a secret key and a public initial value (IV). The stream cipher would either be a dedicated one, or a suitable mode of operation for a block cipher. The key MAC used to produce the MAC is derived from by using keystream before encryption starts.
To appreciate why this is done, consider a first approach that, after initializing the stream cipher, extracts whatever randomness the MAC construction needs to get started. Then, encrypts the message as usual and feeds the encrypted data into the authentication box. Finally, once the entire message has been processed, extracts some additional randomness from the keystream to finalize the authentication tag, e.g., by XOR-ing it with a one-time pad. However, using bits from the "end" of the keystream in this manner is not a very good idea if the message can have variable size -with a slightly shorter message, the key material previously used for encryption, would now be used for authentication. The security implications would be disastrous -it is crucial that the sender and receiver use the same one-time pad.
The solution is to extract all the key bits in MAC needed for the authentication before starting the encryption process. This either means that we need to store some of these key bits somewhere until we need them; or we use a construction that solves this in another way, e.g., putting them in a processing state. The message is processed bit by bit and does not need to be stored. Summarizing this, we present an overview of this approach in Figure 1 . This is an adopted and standard approach, used in GCM, GSM, UMTS, etc. The remainder of this paper will focus on the dashed rectangle in Figure 1 which inputs a key and a message and outputs a tag. (One might also authenticate the cipherbits instead of message bits .) When we study known constructions, we ignore the process of creating key bits MAC . We consider the hardware cost for the MAC generation part, as marked in Figure 1 . When assessing the costs for certain hardware primitives (gates), we have used cost figures found in several other papers, e.g., [11] ; Flip flop 8, NAND2 1, XOR2 2.5, MUX2 4, MUX3 5, DEMUX3 5.
A. MAC:s and Universal Hash Functions
We need some definitions and standard results when constructing MAC:s from universal hash functions (or equivalently authentication codes [20] ).
A Message Authentication Code is a family of functions which map messages to tags using keys. Some common MAC:s are HMAC [2] , which iterates a hash function, and UMAC [4] , which uses a family of universal hash functions. In fact, it is quite common to use universal hash functions in MAC constructions (GCM, UIA2), since they are proven secure in a very intuitive sense and are surprisingly often well-adapted for hardware implementations. Denote a family (set) of hash functions mapping from set to set by ( , , ). We will now give some basic definitions.
When constructing a MAC using an -AXU family, one part of the key is used to select a function ℎ ∈ and the output of this function is XOR-ed with a second part of the key, used as a one-time pad, chosen randomly from . The following definition will turn out to be related [18] , [14] . 
where ∈ 2 , and ⋅ = ∑ −1
=0
.
• is an -biased distribution if it passes all linear tests ∕ = 0 with bias . We usually consider as a set of -bit vectors, each one taken with the same probability 1/| |.
∈ is a random variable and so is ⋅ ∈ 2 for any . If all such binary random variables are deviating at most from the uniform binary distribution, we refer to as an -biased distribution. Clearly, selecting as all 2 binary vectors would give us a 0-biased distribution. The idea is to make smaller but still keep small. Traditionally, two attack success probabilities are of interest: that of insertion (impersonation) attacks and that of substitution attacks. It has been shown that the substitution attack is always the more powerful attack [12] . The attacker tries to replace a legitimate message-tag pair ( , ) with another pair ( ′ , ′ ) of his or her choice and succeed with probability . Relating this to our previous definitions; split the key as MAC = ( , ), where has the tag size. Assume that = {ℎ } is -almost XOR universal. Then if the tag is generated as = ℎ ( ) ⊕ , we have ≤ . Obviously, this works only for one message, and for the next one we assume that the key has received a new value.
B. Discrete Fourier Transforms of Boolean Functions
We define the basis vectors ( ) = (−1) ⋅ for , ∈ 2 and, for a function : 2 → 2 , the transform
The coefficients describe uniquely, and the inverse is
The interested reader will find a more detailed introduction in e.g., [15] . We end by defining
III. A HARDWARE EVALUATION OF EXISTING CONSTRUCTIONS
We have started by revisiting some known hardwareefficient constructions. Due to space limitations, this part is to be found in the full version of this paper. We investigate the MAC generation in GCM; the UIA2 algorithm in UMTS; the WH construction (a hardware-oriented version of UMAC); Krawczyk's CRC construction; the LH and UH constructions by Sarkar; and the LFSR based Toeplitz construction.
The conclusion of this investigation is that the constructions need at least 4 but often 5 buffers (registers) of tag size . Lesser number of buffers would require a costly multiplication in 2 , where can be the tag size . The exception is Krawczyk's CRC construction which is very implementation efficient. But here the key bits need to select an irreducible polynomial, and this is very costly to implement. In the full version of this paper we show that it is not possible to modify this construction in a simple way. . . .
IV. THE GENERALIZED TOEPLITZ CONSTRUCTION -
An algorithmic interpretation is that we initialize ← 0. Introduce a window of size to form
For each bit , if it is zero we do nothing and if it is one we update ← ⊕
. Note how we can use a register to maintain a state which we shift and accumulate into the tag . We call this the register-accumulator design. It is a simple step to show that = 2 − .
The Toeplitz matrix above uses + − 1 truly random key bits − , . . . , −2 , which is much too costly. The next step is to remove the requirement for genuine randomness and instead use some bitstream generator (decreasing the key size). We then have the following theorem.
Theorem 1: A family of hash functions defined by a Toeplitz construction as above, where the bits − . . . −2 determine the Toeplitz matrix, is (2 − + 2 )-almost XOR universal over equal-length strings if the distribution of the bit sequences is -biased. The original formulation [14] of this theorem, inspired by [1] , [18] , [13] , was stated incorrectly as it lacked the factor 2 that goes with .
1 See Section IV-A for a discussion on the proof of this theorem.
One might want to extend the security to messages of variable length:
Theorem 2: Let = 2 and let
The crucial property of is that appending zeros to the message does not change the tag. This property also allows ℎ ′ to be calculated without invoking ℎ on the zero-padded message.
All in all, if we assume the constructed keystream to be -biased, we can construct the MAC by using the above Toeplitz construction, on the message and a trailing 1, and XOR-ing with keystream bits, getting ≤ 2 − + 2 .
A. The Proofs of Theorem 1 and [14, Lemmas 11 and 12]
We need to give a proof of Theorem 1, and begin with some background. The idea of this proof, as carried out in [14] , is that the success probability of replacing an − + 1-bit message and -bit tag ( , ) with ( ⊕ , ⊕ ) is precisely the probability that ⋅ = with ∈ taken from the -biased distribution and letting the matrix of size × be constructed by letting row = 1, 2, . . . , be = 0 − 0 −1 , i.e., the rows in are zero-padded shifted versions of . Note that is of maximal rank ( ) as long as ∕ = 0, which is true by definition in the attack scenario.
The proof uses Fourier analysis and an indicator function
A lemma then claims that L 1 ( , ) = 1 for all -bit vectors and bits . The proof of this result is not included in [14] , but is stated to be quite straightforward. Nonetheless, it is based upon an incorrectly stated property of Fourier coefficients. It can be shown that the result is not correct and needs to be adjusted to requiring ∕ = 0. See the full version of this paper for the details.
More interestingly, we can change [14, Lemma 12] from an inequality to an equality. That is, we can study the matrix-vector version,
We then have Lemma 1: L 1 ( , ) = 1 for all of full rank. The proof uses some valuable information on the Fourier coefficients, and since we will use these insights later, we formalize them.
Lemma 2:ˆ, ( ) = ±2 − for the 2 values of that are linear combinations of rows in the full-rank matrix and zero for all other . The sign is positive precisely when the corresponding sum of bits in is zero. We prove these lemmas in the full version of the paper. Theorem 1 now follows by the arguments in [14] , but we continue towards a modified proof here for completeness and some further insights.
First, let ( ) be the distribution of sequences of length and assume that there are 2 distinct sequences, each occurring with probability 2 − . Define as the bias for the linear test , but with the sign kept. That is,
We get
− for all ∕ = 0 (see also [15, pages 14-15] 
We might think that we have realized how to find the best attack probability and the best attack: For each ∕ = 0, find . Then chooseˆnonzero for the 2 values of that have the largest absolute values for . By also matching signs, we can get all productsˆ( ) ≥ 0 (or ≤) and arrive at
Having selectedˆ, we can invert and acquire . But is it a realizable attack? Probably not. There are
Thus, it is highly unlikely that we have found a transform that can be inverted into , on our form, giving , . This means that we need to use other sets of , e.g., many large values and some close to zero (where we can then allowˆ, to have any sign). This lowers the final sum, and thus also the success probability of the best attack.
We conclude: the bias gives a bound, but in order to have a realizable attack we need to use a collection of (most of which are likely lower than ) and sum them in a sub-optimal way. That is, we cannot expect to be able to find | ∑ˆ, ( )| = .
In Section VI, we will study a specific design and show how to turn a linear test with a large bias into an attack and a bound on the success probability.
V. A NEW CLASS OF CONSTRUCTIONS
From the analysis of existing authentication mechanisms, provided in the full version of this paper, we bring some experiences: either, 1) they are too keystream consuming, or 2) their hardware implementation is fairly resource consuming, or 3) we need "special randomness", i.e., random irreducible polynomials. We have also noted several properties which we would like to keep in mind when constructing new algorithms. First of all, the register-accumulator design is very promising. However, until now, it has always had at least one of the three deficiencies listed above. Secondly, we prefer not to halt the tag generation every now and then to load a batch of message and/or key material.
With our ultra light-weight setting in mind, we have investigated several new constructions, all of which use the register-accumulator paradigm. This allows the final onetime pad to be added before the actual accumulating, i.e., before we process the message. This is a very desirable property from a hardware and security perspective, since it allows us to use fewer registers without sacrificing the security of the tag.
A. A New Class of Accumulator-Register Constructions
Any state-machine generating a sequence that is internally stored in a shift register is suitable to be used with the register-accumulator paradigm. One could, for example, use the keystream from the stream cipher TRIVIUM [5] . The keystream is not directly stored internally, but quite close, as the output is formed as the XOR of a few internal bits. To ensure parallelism in TRIVIUM, such a stored bit never changes value within 64 register shifts after having been calculated. Since the keystream is generated through a simple XOR of six bits, this means that XOR-ing six 64-bit sections of the internal state, one has a logical register which can be accumulated as previously into a 64-bit tag. Theorem 1 then relates the security of this construction to the bias of TRIVIUM's keystream. Finding any large bias would mean a strong distinguishing attack on TRIVIUM, so we can be satisfied from a security point of view. However, we consider it overkill to use a mechanism as strong and expensive as TRIVIUM. 2 We want a more hardware-efficient construction where the keystream might not be cryptographically secure, but still it generates anbiased distribution, where is low. This is sufficient for a good protection against a substitution attack.
We propose the following construction idea and note the similarities with the stream cipher Grain [11] , [10] .
As before, we use an accumulator that is updated (XOR-ed) precisely when the bit-to-authenticate is 1. The keystream that we use to update the accumulator comes from a nonlinear finite state machine (FSM). The FSM consists of a nonlinear shift register (NFSR) serving as a filter, and a linear feedback shift register (LFSR) to feed the NFSR. An implementation is outlined in Figure 2 .
Formalizing this construction, we denote by , = 0, 1, . . . the keystream used in the Toeplitz construction. This keystream is the output of the NFSR, and the initial state of the NFSR is ( 0 , . . . , −1 ). The LFSR has initial state ( 0 , . . . , −1 ) and generates an LFSR sequence = ∑ =1 − , for ≥ . Finally, the NFSR sequence is obtained as
for ≥ , where is some nonlinear function. We only allow the construction to authenticate messages of at most bits, where the security parameter will be studied later. Let us briefly examine the hardware cost of this construction. Assume that both registers are of size , i.e., the initial states are determined by 2 bits. An implementation as outlined in Figure 2 requires three registers of length and some minor combinatorics. An approximate gate count for = 64 gives around 1800. This corresponds to 3 flip flops, XOR:s, 3 /2 AND:s (for a specific choice of f) and a small number of multiplexers, where the feedback functions have been estimated at XOR:s and /2 AND:s. This is much cheaper than any previous construction. 3 In order to quantify the security of this construction, we turn to Theorem 1 and consider the keystream sequence leaving the NFSR. If this sequence is random-looking enough in our sense, i.e., is low, the construction is secure enough. Thus, it is irrelevant whether the construction could be used as a stream cipher (it can't, since observing just + bits leaving the NFSR, we can trivially reconstruct the entire initial state), or whether it suits any other cryptographic applications. We intend to use it as a MAC, and all that matters is that it is a very efficient construction which is secure in this very application.
B. On the Problem of Finding the Bias
In order to use Theorem 1, we need to find (a bound on) the bias . Finding the actual value of the bias is difficult, but we can at least argue around it. If there is a linear approximation ′ of the function with bias ′ , i.e.,
we can use a linear test , chosen by keeping the taps of the LFSR in mind, to achieve = 2 −1 ( ′ ) [16] , where − 1 is the number of taps in the LFSR or, equivalently, is the weight of the LFSR polynomial. This means that if we have the bias ′ for the best linear approximation of , and can rewrite the LFSR into an up-to--degree, weightthree multiple of the feedback polynomial [17] , [19] , [8] , [22] , there is a linear test with a bias of 2 2 ( ′ ) 3 . With ≤ 2 /2 , we should expect there to be no weight-3 multiple of the LFSR polynomial of degree or less [8] .
However, there might be a (catastrophically) higher bias. In order to make ′ very small, we could try to use a bent function that uses as many 's as possible, e.g.,
. We note that this structure allows a very efficient choice of in Definition 2, which leads to a very large bias. For example, with = = 32, as above and the low-weight linear feedback chosen as = −32 ⊕ −31 ⊕ −29 ⊕ −1 , there is a 2 + 3-bit for which the distribution on the sequences 0 , 1 , . . . , 2 +2 passes the linear test with bias precisely 2 −6 (see Section VI). Changing the linear feedback function to one that contains more nonzero coefficients that are uniformly distributed, e.g.,
, the selected in a similar way gives a bias of 2 −19 , but multiples of this LFSR polynomial might have a lower weight, making it possible to find a better linear test. In Section VI, we will see that creating an attack from these linear tests will not necessarily lead to attack success probabilities on the order of the biases.
One might want to avoid such highly structured feedback functions where two NFSR-states close in time give rise to similar expressions for the feedback bit. One could e.g., place the bits used nonlinearly at distances that determine a full positive difference set.
C. The Bias From Another Point of View
Denote the entire initial state by
Each bit , ≥ 0 can be described as a function of the initial state: = (s). If the feedback function is highly irregular, we would expect the expressions for the different functions to be highly different. Finding a linear combination of 's with a high bias seems difficult if not impossible. We can use coding theory tools to formulate the problem in another direction. For each possible initial state, output bits from the generator. Let the sequences form the columns of a matrix. We have now constructed the generator matrix of a code and the problem of finding the bias has been transferred into that of finding a codeword (i.e., a linear combination of rows) with a very high or low weight (high bias). By adding an all-one row to the matrix, this problem reduces to that of finding a low-weight codeword.
We argue that computing this characteristic of the code is generally difficult, which suggests that so is finding a linear test with high bias in this case. A general version of this problem is known to be NP complete.
The best practical algorithm for finding minimum-weight codewords in a linear code without using its structure is due to Canteaut and Chabaud [6] . This algorithm can be used on smaller instances, but will not be successful in finding minimum-weight codewords if the initial state is too large.
D. Numerical Results on Smaller Instances
As exhaustively searching for the bias is out of the question for any practical tag size, we have instead carried out experiments on smaller instances of our construction. We have done as follows. For each sequence length ∈ {1, 2, . . . , max } we have studied each ∕ = 0 consisting of bits. For each in turn, we have loaded each key and generated the sequence . Then, we have simply calculated the bias as in Definition 2. Naturally, with larger values of there is a tendency for growing bias. See Figure 3 for the results.
We have used = and tags of two different sizes: 4 and 6 bits. The linear feedback polynomials have been chosen primitive. The nonlinear feedbacks have been created by functions with high nonlinearity, and are not repeated here. With the tags of size four, the construction gave rise to a cycle set that contains some smaller cycles.
To judge the quality of the obtained biases, we have compared with the LFSR-based Toeplitz construction [13] , which is featured in more detail in the full version of this paper. Briefly put, it uses the register-accumulator approach in (2) Figure 3 .
We can e.g., note that the bias of our proposed construction is below that of the LFSR construction on equal-length strings. Do keep in mind that we allow the LFSR construction to use slightly larger registers in order to compare for a fixed amount of randomness. The gate count is thus a factor 14.9
12 ≈ 25% larger than in our construction. (This completely ignores the issue of creating and/or verifying the special randomness needed -irreducible polynomials.)
As an additional comparison, we have derived the bias for a random number generator 4 (using the key as seed). We have tested several nonlinear feedback functions and can conclude that the higher the nonlinearity, the better the behaviour, bias-wise. We do not repeat all results here as the figure would appear quite busy. This intuitive relation between nonlinearity and bias gives crucial help in designing larger constructions.
E. Key Reuse
To make things clear: no security promises can be made if we reuse the key (or the key and IV that we initialize the stream cipher with).
For one thing, the zero-message reveals the one time pad. Knowing the one time pad, the message (1, 0, 0, . . .) reveals the initial state of the NFSR. Finally, the message corresponding to the value 2 allows us to trivially reconstruct the initial LFSR state. Thus, three chosen messages are enough to get a full key recovery (or, for the stream cipher, the first 2 + bits in the keystream).
The fact that this attack is outside the security model does not, as Handschuh and Preneel point out [9] , make it uninteresting. On the contrary, it highlights the necessity of always using fresh keys for the authentication -i.e., a fresh IV for the stream cipher. is zero. By cancelling common terms and using common factors to reduce the number of multiplications, we get
VI. AN EXAMPLE OF
as a relation between the keystream bits. There are five bit multiplications, and by replacing e.g., 4 5 by 5 , we get a sum of bits with a bias of 2 −6 ! There are some choices to make, but one can e.g., try to choose cancelling bits and obtain a linear sum of bits 0, 1, 34, 37, 64, 65, 66.
We construct an attack from a 67-bit vector which is 1 precisely in these bits. The details of Theorem 1, as analyzed in Section IV-A, suggest that we choose to replace by ⊕ and with ⊕ , where we still need to select . Why would e.g., the last term -the linear combination of all shifts of -have a bias even remotely close to 2 −6 ? Following this thought, we have used a computer to bound the biases for these linear combinations, not by summing the shifted approximations, but by summing the shifted exact expressions (3) and then approximating, for each sum getting the optimal approximation. In this way, we are able to bound the success probability of our attack to approximately < 2 −32 + 2 −27 . Indeed, running the attack on a large number of random keys suggests that the success probability is slightly less than this value.
To say something about the behaviour for longer messages, we might use the results from Section V-D to heuristically bound the bias by 2 32 and get ≤ 2 −32 + 2 31 .
There might be other values of that give a higher success probability (for some ), but considering that we have found a linear test that exploits the structure of the construction, and that we have then derived an attack using insights gained from an expression that gives the exact success probability, it is hard to imagine how the success probability of another attack could be drastically better than the one presented here.
VII. CONCLUSIONS
We have proposed a new type of MAC construction, significantly cheaper in hardware compared to any known construction. The substitution probability is expected to be low, as it is bounded by the bias of the output stream and we demonstrate how this bound can be expected to be far from tight.
This class of constructions appears very promising and it would be interesting to find hardware-efficient designs where we can derive the bias explicitly, so that we can get a better understanding of the substitution probability.
