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Abstract. In the field of credit risk management, the calculation of the probability of 
default of companies plays a key role. For that reason, bankruptcy prediction of companies has 
generated extensive research in the past decades. This paper applies one of the most popular 
techniques, the logistic regression. This technique is extensively used both by professionals 
and academics and is employed in many studies as a benchmark. Here we will apply it on 
a vast data base of the Spanish companies and a statistical analysis of the robustness of the 
model will be undertaken, with very satisfactory results.
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Introduction
Credit risk analysis is one of the most important tasks to be undertaken by finan-
cial institutions. The lack of a correct methodology to calculate the probability of default 
of the clients may lead to high losses in the banks, create systemic risk, and affect the 
whole economy of a country. An example of such an event can be seen in the Spanish 
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case, where the economy is suffering because of the high default rates of the credits 
and the huge losses of the credit institutions from 2010. It has become obvious that the 
credit risk management undertaken by the Spanish banks in the previous decade has 
been inadequate.
Forecasting bankruptcy risk of enterprises is one of the first uses given to financial 
accounting information. In fact, the study of the firms’ probability of default and the 
development of credit ratings had already gained relevance in 1909, when the US rating 
agencies started analysing the financial situation of the railway companies. Nevertheless, 
the origin of the bankruptcy prediction models lies in the 1960’s decade. Beaver (1966) 
showed using 30 accounting ratios that the value of some of those ratios varied signifi-
cantly between distressed and non-distressed companies. Furthermore, Altman (1968) 
applied discriminant analysis on several financial ratios in a multivariate context and 
generated a model to predict business failure. That was the starting point of a field of 
research that has become increasingly important, where new, more accurate, prediction 
models with new methodologies and bigger data bases are still developed.  
Many techniques have been used after the studies by Beaver (1966) and Altman 
(1968) to predict corporate financial distress employing the economic and financial in-
formation from the accounting system.
Following Ravi Kumar and Ravi (2007), the methods used to analyse corporate cre-
dit risk can be divided into two big groups: statistical methods and artificial intelligence 
techniques. The quantity of studies undertaken in this field is enormous, which is a proof 
of how important it actually is in the present times to manage credit risk appropriately, 
and the interest showed by academics and practitioners.  
Without being exhaustive, we can refer to the following methodologies and tech-
niques: some of the most widespread statistical methods are discriminant analysis (Yim 
and Mitchell, 2004); the probit model (Ginoglou and Agorastos, 2002) and the logistic 
regression (Ohlson, 1980), which is the one to be applied in this study. Therefore, we 
will comment on it later. Within the artificial intelligence techniques we can count neu-
ronal networks (Ravi and Pramodh, 2008), decision trees (Korol, 2013), rough sets (Tay 
and Shen, 2002; McKee, 2003), data envelopment analyses (Cielen et al., 2004), support 
vector machines (Kim and Sohn, 2010) and genetic algorithms (Etemadi et al., 2009), 
and goal programming (García et al. 2013) are the most common ones and some recent 
works.  
Although many new techniques have been applied in the last years to predict com-
panies’ distress, the logit model is still widely accepted among researchers and practi-
tioners. Some of the most prestigious rating agencies use logit models to generate their 
company classifications. And many recent academic researches apply the logistic regres-
sion to predict corporate default (Joo-Ha and Taehong, 2000; Kolari et al., 2002; Lin 
and Piesse, 2004; Jones and Hensher, 2004; Canbas et al., 2005; Chen and Zhang, 2006; 
Altman and Sabato, 2007; Pang-Tien et al. 2008; Psillaki et al., 2010; Hernández and 
Wilson, 2013; Zaghdoudi, 2013) or as a benchmark to compare the new credit risk pre-
diction methods (Min and Jeong, 2009; Kim and Sohn, 2010; Su and Huang, 2010; Chen, 
2011; Li et al., 2011; Chaudhuri, 2013). One of the biggest challenges faced by researchers 
when applying the logistic regression is to benefit from a large and comprehensive data 
335Default Prediction of Spanish Companies. a Logistic Analysis
base with high quality accounting information that guarantees for the robustness of the 
model obtained and the accuracy of the predictions (Bartual et al., 2012a).
However, one must be aware of certain robustness problems that may arise when 
using logit, especially in relation to the composition of the sample used to estimate the 
model. Researchers should pay close attention to three factors: the choice of variables 
to be used in the model, the influence of the sample on the model results and the cutoff 
point.
Whatever the variables used, the logit model finally obtained will depend on the 
sample on which the model is based. This means that only some of the preselected varia-
bles will actually be used in the model, since both the selection and the weighting of the 
variables will depend on the sample of companies.
Furthermore, whatever the chosen cutoff point, even though it will not modify 
neither the selected variables nor their weights, this cutoff point will affect the discrimi-
nation process and thus also the percentage of correct and incorrect predictions.
The aim of the present study is to obtain a model to predict corporate default for the 
Spanish manufacturing companies applying the logistic regression model. The goal is to 
help solving an important issue in the Spanish economy, immersed as it is in a profound 
economic and financial crisis. Not only financial institutions, but also clients, suppliers, 
the public administration and other economic agents are in the need to know the pro-
bability of default of the companies with which they interact. In order to construct the 
model, a database has been created with the accounting information from more than 
2,000 companies for the year 2010. At that year, the effects of the financial crisis emerged 
and many firms were negatively affected. It is a large database, much bigger than the 
ones used in similar works, which makes it possible to obtain a robust model capable of 
accurate predictions.
The remainder of the paper is structured as follows. Section 2 describes the data-
base and the selected explanatory variables. Section 3 presents the main results and the 
sensitivity analyses. Finally, section 4 is devoted to the conclusions.
1. Description of the Database and the Selected Explanatory Variables
In this section, the database employed is presented. The selection of the group of 
companies to analyse and the quality and veracity of the financial information employed 
are critical steps towards obtaining a robust model. Furthermore, in order to implement 
the sensibility analysis it is necessary to count with a high number of data. Finally, it is 
important to include in the database an elevate amount of defaulted companies. In fact, 
if the number of distressed companies in the subsamples were too low, a solution stating 
that all companies are solvent would be very difficult to beat.  
After taking all of these factors into consideration, the database SABI-Informa was 
consulted. This database has got accounting and financial information of almost all non-
financial firms in Spain, supplied by the companies themselves. In order to guarantee the 
veracity and accuracy of the information and to work with a homogeneous sample of 
companies, only firms with accounting information of 2010 were considered. This year 
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was chosen because it was the first one in which the Spanish economy felt the impact of 
the financial crisis, increasing the number of defaulted companies. It is noteworthy to 
mention that in the precedent years the bankrupt firms within the selected sample were 
almost inexistent, making any corporate distress prediction analysis virtually impossible. 
Out of the 2,783 selected companies, 736 were identified as insolvent (26.5% of the 
sample). A firm is classified as being in financial distress when its net worth is negative 
or has formally defaulted on its obligations, that is, when its legal status is defined as 
suspended or in liquidation. Among the 736 companies that failed, 251 had a negative 
equity value and the remaining 485 companies had formally defaulted.
The variables employed in the solvency analysis were obtained from the balance 
sheets and the income statements of the companies: total assets, current assets, cash, 
equity, current liabilities, total sales, cost of raw materials, labour costs, operating in-
come, financial income and pre-tax profits. Using these 11 accounting inputs, several 
financial ratios were calculated:
1. ET: Equity / Total assets
2. CL: Cash / Current liabilities
3. LS: Labour costs / Sales
4. OS: Operating income / Sales
5. OT: Operating income / Total assets
Altogether, 16 explanatory variables were used to obtain the corporate default pre-
diction model. The selection of the variables was undertaken following Bartual et al., 2012 b.
Summary statistics of explanatory financial and ratio variables can be found in Table 1.
Table 1. Descriptive statistics
Variable Minimum Maximum Mean Median Standard deviation
Total assets 11 3,065,534 6,339.8 687 76,298.0
Current assets 2 1,749,916 3,205.0 391 36,195.9
Cash 0 33,991 183.9 28 1,021.2
Equity -26,264 873,721 2,186.4 150 24,734.9
Current liabilities 1 392,810 2,095.2 288 13,422.2
Total sales 5 1,476,753 4,922.0 640 40,729.6
Cost of raw materials 0 873,897 2,954.2 286 25,195.9
Labor costs 0 125,211 814.2 210 4,122.3
Operating income -26,019 285,172 153.1 6 6,394.7
Financial income -42,043 22,769 -43.3 -6 1,033.8
Pre-tax profits -18,244 873,897 2,954.2 286 5,161.0
ET -16.657 0.998 0.231 0.266 0.659
CL 0.000 105.000 0.511 0.087 3.020
LS 0.000 15.571 0.404 0.331 0.641
OS -37.000 33.862 -0.131 0.013 1.323
OT -39.363 0.956 -0.077 0.013 0.807
Note: Balance sheet and income accounts are expressed in thousands of euros.
Source: The authors.
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The proposed logit model makes it possible to estimate the likelihood of a firm to 
belong to the group of solvent companies (if the obtained value is 1) or to the group of 
insolvent companies (if the value is 0) using the 16 independent variables introduced 
above. In order to identify the most significant and robust model, the stepwise method 
has been applied and optimised by the Akaike index (AIC). The selected model is pre-
sented in Table 2.
Table 2. Result of the stepwise logistic regression
Estimate Std. Error z value Pr(>|z|)
(Intercept) 3.837e-01 8.698e-02 4.411 1.03e-05 ***
Current assets -1.842e-04 5.047e-05 -3.649 0.000263 ***
Equity 1.577e-04 5.179e-05 3.046 0.002320 **
Current liabilities 1.764e-04 4.920e-05 3.585 0.000337 ***
Financial income      1.648e-03 4.108e-04 4.011 6.06e-05 ***
Pre-tax profits 8.911e-04 1.832e-04 4.864 1.15e-06 ***
Equity / Total assets 5.281e+00 3.222e-01 16.391 < 2e-16 ***
Cash / Current liabilities 8.275e-01 2.184e-01 3.790 0.000151 ***
Operating income / Total assets 5.910e+00 5.226e-01 11.309 < 2e-16 ***
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
(Dispersion parameter for binomial family taken to be 1)
Null deviance: 3219.4  on 2782  degrees of freedom
Residual deviance: 1632.7  on 2774  degrees of freedom
AIC: 1650.7
Number of Fisher Scoring iterations: 9
Source: The authors.
The process has converged after 9 iterations and the coefficients of following expla-
natory variables are significant with a level of confidence of 99%: Current assets, equity, 
current liabilities, financial result, pre-tax profits, equity / total assets, cash / current liabi-
lities, y operating income / total assets. The value obtained by the Akaike index is 1,650.7.
It is possible to draw some interesting conclusions by simply looking at the sign of 
the coefficients. The coefficient with the highest z-value is the one for the ratio equity / 
total assets, with a positive sign. This is due to the importance of having an elevate equity 
value compared with the liabilities, that is, having a reduced financial leverage, in order 
to avoid bankruptcy. The second coefficient with the highest z-value, having a positive 
sign as well, is the ratio operating income / total assets. This underlines the necessity of 
having high benefits compared with the size of the firm to guarantee the survival of any 
company. The ratio cash / current liabilities is remarkable as well. Its positive sign shows 
that it is imperative for the companies to have enough cash to pay the money back to 
creditors and settle the debts. If this condition is not met, the company will be threatened 
with insolvency. The remaining variables have the coefficients that share a similar econo-
mic interpretation as the variables commented above.
When the model is applied on the total database, the results shown on Table 3 
are obtained. Out of the 738 defaulted corporations, the model correctly predicts the 
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situation of 573 (77.6%). The rest (22.4%) is incorrectly assigned to the group of solvent 
companies. In the case of the solvent companies, out of the 2,045 firms, 1,880 are cor-
rectly defined as solvent (91.9%), whereas only 165 (8.1%) are wrongly predicted to be 
in bankruptcy.
If the total number of companies in the sample is to be considered regardless their 
solvency / insolvency state, the model can correctly assess the credit risk in 88.1% of the 
cases. A naïve model would predict that all the firms are solvent1, obtaining a success rate 
of 73.5%; equal to the percentage of solvent firms in the sample. Therefore we can con-
firm that our model beats by almost 15% the results obtained by the naïve model. This 
performance of our model can be considered as a good result.
Table 3. Solvency state prediction applying the logistic regression model
Observed solvency Predicted solvency0 1 Row Total
0
573 165 738
727.386 262.499
0.776 0.224 0.265
0.776 0.081
0.206 0.059
1
165 1880 2045
262.499 94.731
0.081 0.919 0.735
0.224 0.919
0.059 0.676
Column Total 738 2045 27830.265 0.735
Source: The authors.
2. Results and Sensitivity Analyses
The results offered in the previous section clearly indicate the kind of accounting 
variables that can be included in a model for the prediction of corporate insolvency in 
Spain. They also show the success rate of the model for each of the groups into which 
the sample was divided: solvent and insolvent firms. The average success rate is 88.1%. 
Nevertheless, the analysis might be biased as the same sample has been employed for the 
estimation of the model and for the prediction of the dependent variable. 
In order to avoid this kind of bias, the complete simple has been divided into two 
subsamples, the first one including 80% of the companies and the second one the remai-
ning 20%. The first, bigger subsample has been employed as training set to estimate the 
1 A naive model considers all the firms to be solvent. So, if there are 90% of solvent firms in the 
sample, the naïve model would make correct predictions in 90% of the cases. But all insolvent 
firms would be wrongly assigned to the group of solvent companies.
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prediction model. The second sample is the test set. The model obtained using the big 
subsample is applied on the test set and the rate of success is calculated.
Furthermore, this process has been simulated 1,000 times by randomly selecting 
the companies to be assigned to the training set and to the test set. Doing this, the model 
obtained in each simulation is slightly different, and so was the rate of success. 
Figure 1 represents the histogram of the variable “success rate”. This variable shows 
the percentage of companies belonging to the set test for which their solvency / insolven-
cy estate was correctly predicted. We can observe that the distribution of this variable is 
similar to the normal distribution, with a mean value of 87.96% and a standard devia-
tion of 0.01479. Clearly, the success rate obtained for the complete sample of companies 
(88.1%) can be considered to be within the range obtained for the mean success rate with 
a confidence level of 99%.
In conclusion, once the simulation process is undertaken, it becomes obvious that 
the logit model is a robust methodology to predict corporate default and that a high 
success rate might be expected (88.1%) for the case of the Spanish manufacturing com-
panies when using the standard accounting variables. 
Figure 1. Histogram of the variable “success rate”
Source: The authors.
Conclusion
The present work shows the application of a multivariate statistical model, the logit 
model, to predict corporate distress. As predictive variables, commonly-used accoun-
ting information has been used from a database including 2,783 Spanish manufacturing 
firms.
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In our sample, 73.5% of the firms are solvent, while 26.5% have been defined as 
defaulted. The logit model obtained combines information obtained from the balance 
sheet and from the income statement of the companies, which has been used in order to 
calculate several economic and financial ratios. When the model is applied on the com-
plete sample, we obtain a correct prediction of the solvency/insolvency of the companies 
in 88.1% of the cases. Therefore, we can state that the logit model beats the result that 
would be obtained by a naïve model, which would be a success rate of only 73.5%. 
With the aim of avoiding the bias that can appear when the same simple is used 
to generate the model and to calculate the rate of success, 1,000 simulations have been 
calculated. In the simulations, 80% of the companies of the sample were randomly as-
signed to the training set and the remaining 20% of the companies to the test set. The 
results make evident that the logit model is a robust methodology to explain and predict 
corporate bankruptcy. 
For future lines of research we can propose the use of other techniques from the 
artificial intelligence field to be compared with the logit model, which is the traditional 
benchmark for credit risk evaluation. Such techniques include neuronal networks, and 
support vector machines. The comparison of the logit model applied in the present study 
and these alternative methodologies will probably reveal interesting differences regar-
ding the number of independent variables in the models and the rate of success.
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ISPAnIJOS KOMPAnIJų įSIPAREIgOJIMų nEįVyKDyMO nuMATyMAS. 
LOgISTInė AnALIzė
Santrauka. Straipsnyje nagrinėjamas kredito rizikos valdymas bei pateikiami kompanijų įsi-
pareigojimų neįvykdymo tikimybiniai skaičiavimai, kurie labai svarbūs rizikos valdymui. Dėl šios 
priežasties pastaraisiais dešimtmečiais kompanijų bankroto prognozėms buvo skirta daug moksli-
nių tyrimų. Šiame straipsnyje pasitelkta populiariausia metodika ‒ logistinė regresija. Ši metodika 
populiari tiek tarp profesionalų, tiek tarp akademinės bendruomenės atstovų ir taikoma kaip stan-
dartinė procedūra daugelyje studijų. Šiame straipsnyje logistinė analizė, pritaikyta didelei ispanų 
kompanijų duomenų bazei, bei atlikta  modelio patikimumo statistinė analizė davė labai gerus re-
zultatus.
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