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Resumo 
A atividade solar possui um grande impacto técnico, científico e financeiro 
em atividades como exploração espacial, aviação civil e comunicação. Um dos 
fenômenos que ocorrem durante o período de atividade solar são as explosões solares, 
liberações explosivas de energia que ocorrem nos arcos magnéticos da atmosfera solar. 
A previsão destas explosões solares permite um melhor planejamento da realização de 
comunicações de rádio de alta frequência. A previsão de explosões solares também 
auxilia a planejar rotas de aviação que evitem interferências nos sistemas de 
comunicação do avião, pois ela permite realizar voos em períodos com uma menor 
atividade solar. Existem diferentes métodos para realizar a previsão de explosões solares 
e o erro de classificação destes métodos, ou seja, a classificação incorreta de uma saída 
como explosão ou não, varia. A proposta deste trabalho é utilizar duas ferramentas de 
aprendizagem de máquina: redes neurais e ensemble de redes neurais, para prever a 
ocorrência de fenômenos de explosões solares. O trabalho utiliza como entrada dados 
do número de manchas solares, área das manchas solares, classificação magnética das 
manchas solares e ocorrência (ou não) de uma explosão solar de classe M ou X em dias 
anteriores a cada registro. A saída inclui a previsão da ocorrência (ou não) de uma 
explosão solar de classe M ou X no dia seguinte. Neste trabalho, além da pesquisa 
bibliográfica, foi desenvolvida uma ferramenta que cria redes neurais e um ensemble de 
redes neurais e compara seus erros de classificação na previsão de explosões solares 
para verificar qual deles obteve o resultado com o menor erro de classificação. Foram 
também analisados diferentes atributos de entrada e métodos de treinamento para a rede 
neural e para o ensemble de redes neurais, buscando verificar quais deles estavam 
associados a um erro menor de classificação das explosões solares. As previsões 
realizadas tinham o objetivo de prever a ocorrência de explosões solares e a pertinência 
das explosões à classe M ou X. Concluiu-se que o ensemble de redes neurais pode 
realizar uma classificação mais eficiente do que uma rede neural, com um erro de 
classificação até 3,6% menor, desde que ele utilize uma configuração adequada.  
Palavras-Chave: Explosões solares, redes neurais, ensembles 
 
 
 
		
	
Abstract 
The solar activity has a big technical, scientific and financial impact on 
activities like space exploration, civil aviation and communication. A phenomenon that 
occurs during the period of solar activity are the solar flares, explosive liberations of 
energy that occur on the magnetic arches of the solar atmosphere. The forecast of these 
solar flares allows a better planning of the realization of high-frequency radio 
communication. The forecast of solar flares also helps planning plane routes that avoid 
interferences on the airplane communication systems because it allows operating flights 
when there is less solar activity. There are different methods to forecast solar flares and 
the error of classification of such methods or, in other words, the incorrect classification 
of an output as a solar flare or not, varies. The proposal of this work is to use two 
machine learning tools: neural networks and ensemble of neural networks to forecast 
the occurrence of solar flares. This work uses input data such as: number of solar spots, 
area of solar spots, magnetic classification of sunspots and the occurrence (or not) of a 
M-class or X-class solar flare in the previous days of every register. The output includes 
the forecast of the occurrence (or not) of a M-class or X-class solar flare in the next day. 
In this work, besides the bibliographic research, a tool was developed that creates neural 
networks and an ensemble of neural networks and compares their classification error on 
solar flare prediction to verify which of them has the result with the lowest 
classification error. Different input attributes were also analyzed as well as training 
methods for the neural network and for the ensemble of neural networks, with the 
intention of verifying which of them were related to a lower classification error of solar 
flares. The objective of the predictions was to predict the occurrence of solar flares and 
their M or X classification. It was verified that the ensemble of neural networks can 
make a more efficient forecast than the neural network, with an improvement of 3.6% 
on the classification error, as long as it uses an adequate configuration.  
Keywords: Solar flares, neural networks, ensembles 
 
		
	
Lista de Ilustrações 
Figura 1 Emissão de raios-x moles, duros e gama durante uma explosão solar ... 13 
Figura 2 Aplicação da tarefa de classificação para selecionar clientes que devem  
receber um empréstimo ............................................................................ 21 
Figura 3 Arquitetura da MLP demonstrando as camadas e número de neurônios 23 
Figura 4 Funcionamento do algoritmo backpropagation ................................ 24 
Figura 5 Processo de treinamento utilizando K-Fold cross validation ............... 25 
Figura 6 Arquitetura do ensemble de redes neurais ........................................ 27 
Figura 7 Estímulo de diversidade para os componentes do ensemble através do 
treinamento com diferentes conjuntos de dados ............................................ 28 
Figura 8 Ciclos solares 22, 23 e 24 ............................................................. 31 
Figura 9 Dados de entrada e saída utilizados pela MLP e pelo ensemble de  
MLPs .................................................................................................... 43 
Figura 10 Amostra de dados do SWPC com todos os seus respectivos atributos . 47 
Figura 11 Amostra de dados do SWPC com os respectivos atributos relevantes  
para o presente trabalho ............................................................................ 48 
Figura 12 Exemplo de arquivo lido com dados de configuração magnética das  
manchas solares do dia 27/09/1997 ............................................................. 49 
Figura 13 Tela inicial da ferramenta ........................................................... 52 
Figura 14 Tela inicial após a realização da previsão das explosões ................... 52 
Figura 15 Tela de configurações ................................................................ 53 
Figura 16 Diagrama de classes ................................................................... 55 
Figura 17 Diagrama de caso de uso da MLP ................................................ 56 
Figura 18 Diagrama de sequência do usuário e da MLP ................................. 56 
Figura 19 Diagrama de caso de uso do ensemble de MLPs ............................. 57 
Figura 20 Diagrama de sequência do usuário e do ensemble de MLPs .............. 58 
Figura 21 Erro de classificação durante o treinamento da MLP no  
Experimento 4.1 ...................................................................................... 62 
  
		
	
Lista de Tabelas 
Tabela 1 Descrição do atributo de ocorrência de explosão de classe M ou X ..... 42 
Tabela 2 Mapeamento das classes de fluxo de raio-x integrado para valores  
contínuos ............................................................................................... 48 
Tabela 3 Parâmetros do experimento 1 ........................................................ 60 
Tabela 4 Exemplo de matriz de confusão. .................................................... 61 
Tabela 5 Erros de classificação da execução da MLP com diferentes  
configurações .......................................................................................... 63 
Tabela 6 Valor U obtido com a aplicação do teste estatístico Mann-Whitney nos 
resultados do experimento 1 ...................................................................... 64 
Tabela 7 Número de neurônios da camada intermediária e o número de camadas 
intermediárias ......................................................................................... 66 
Tabela 8 Erros de classificação de execuções da MLP com diferentes números de 
neurônios na camada intermediária ............................................................. 67 
Tabela 9 Valor U obtido com a aplicação do teste estatístico Mann-Whitney nos 
resultados do experimento 2 ...................................................................... 68 
Tabela 10 Erros de classificação da execução da MLP com uma janela de tempo  
de 1, 5 e 10 dias ....................................................................................... 71 
Tabela 11 Valor U obtido com a aplicação do teste estatístico Mann-Whitney nos 
resultados do experimento 3 ...................................................................... 71 
Tabela 12 Técnicas de aprendizagem de máquina, estratégias de treinamento,  
número de membros do ensemble e conjuntos de dados de treinamento ............ 74 
Tabela 13 Comparação dos erros de classificação da execução da MLP com  
diferentes configurações do ensemble ......................................................... 75 
Tabela 14 Valor U obtido com a aplicação do teste estatístico Mann-Whitney nos 
resultados do experimento 4 ...................................................................... 76 
Tabela 15 Técnicas de aprendizagem de máquina e atributos de saída utilizados  
no Experimento 5 .................................................................................... 78 
Tabela 16 Erros de classificação e Medida-F da execução da MLP e do ensemble  
de MLPs com diferentes configurações para a previsão de classes das  
explosões solares ..................................................................................... 81 
Tabela 17 Valor U obtido com a aplicação do teste estatístico Mann-Whitney nos 
resultados do experimento 5 ...................................................................... 82 
		
	
Tabela 18 Dias com valores inválidos da base do SWPC para o fluxo de raio-x 
integrado ................................................................................................ 95 
Tabela 19 Dias com dados de configuração magnética não disponíveis ............ 96 
Tabela 20 Exemplo de dados relevantes normalizados ................................... 97 
  
		
	
Sumário 
1. Introdução ........................................................................................ 12 
2. Referencial Teórico ......................................................................... 18 
      2.1. Ciclos solares .......................................................................... 18 
      2.2. Explosões solares ................................................................... 19 
      2.3. Mineração de dados ................................................................ 20 
      2.4. Aprendizado supervisionado .................................................. 22 
      2.5. Redes neurais .......................................................................... 22 
      2.6. Ensembles de redes neurais .................................................... 26 
      2.7. Teste estatístico ...................................................................... 28 
3. Levantamento bibliográfico ............................................................ 30 
      3.1. Ciclos solares .......................................................................... 30 
      3.2. Explosões solares ................................................................... 32 
      3.3. Ensembles de redes neurais .................................................... 36 
4. Metodologia .................................................................................... 38 
      4.1. Fonte dos dados ...................................................................... 39 
      4.2. Dados de entrada e saída ........................................................ 40 
      4.3. MLP ........................................................................................ 43 
      4.4. Ensemble ................................................................................ 45 
      4.5. Divisão e treinamento dos dados ............................................ 46 
      4.6. Formato e tratamento dos dados de entrada da MLP  
e ensemble ........................................................................................... 47 
5. Ferramenta ....................................................................................... 51 
6. Resultados ....................................................................................... 59 
 
		
	
      6.1. Experimento para escolha de atributos de entrada e algoritmos  
de treinamento ..................................................................................... 59 
      6.2. Experimento para análise de configuração das camadas 
intermediárias da MLP ........................................................................ 65 
      6.3. Experimentos de análise da melhor janela de tempo para  
a MLP .................................................................................................. 69 
      6.4. Experimentos para análise da melhor arquitetura de  
ensembles ............................................................................................ 72 
      6.5. Experimento para comparação de previsões de categorias de 
explosões solares ................................................................................. 77 
7. Conclusão ........................................................................................ 85 
Referências .......................................................................................... 87 
Apêndice A – Dados não utilizados no treinamento da MLP e do  
ensemble de MLPs e exemplo de dados normalizados utilizados ...... 95 
 
 
 
 
  
		
																																																																																																																																																																					12	
																																																																																																																																																																					
	1. Introdução 
 A atividade solar é composta por ciclos solares que ocorrem em intervalos de 
aproximadamente 11 anos. Ela está relacionada ao número de manchas solares presentes no 
Sol e durante estes 11 anos o clima na Terra é afetado por mudanças na estrutura de campos 
magnéticos do Sol (LOSKUTOV et al., 2001). Durante os ciclos solares ocorrem explosões 
solares, que são liberações repentinas de energia, de curta duração, na superfície solar. A 
previsão e análise de explosões solares é um importante tópico por estar relacionado com 
áreas de atividades espaciais e operações de satélites orbitando a Terra, linhas de transmissão 
de energia elétrica, aplicações geofísicas e comunicações de rádio de alta frequência. Além 
disso, as radiações eletromagnéticas ejetadas a partir destas explosões solares atingem a Terra 
após cerca de 8 minutos e partículas energéticas podem levar de poucas dezenas de minutos a 
algumas horas para atingir a Terra (NASA SCIENCE, 2016).  
  A intensidade das atividades solares durante o ciclo solar altera a densidade de 
elétrons e a composição da ionosfera terrestre, que é uma das camada da atmosfera terrestre e 
que contém cargas elétricas (íons e elétrons) (DAL POZ & CAMARGO, 2006). A ionosfera 
terrestre é ionizada por raios-x e raios UV extremos, que são raios ultravioleta com 
comprimento de onda de 1 a 31 nanômetros. A ionização na ionosfera varia de acordo com a 
quantidade de radiação recebida do Sol. Quando uma explosão solar ocorre, estruturas 
magnéticas localizadas na coroa solar, a camada mais externa, tênue e quente do Sol, são 
forçadas por movimentos que conduzem eletricidade na fotosfera, que é a superfície visível 
do Sol. Isto gera um aumento da corrente elétrica no plasma localizado na coroa solar. Outra 
consequência da explosão solar é o aumento da instabilidade no plasma da ionosfera terrestre, 
que leva a “alterações de condições físicas de locais vizinhos, também podendo ficar 
instáveis” (BÉLANGER et al., 2007, p. 2), o que aumenta o impacto do fenômeno. 
 Atividades solares também podem afetar sistemas de comunicação sem fio, 
interrompendo comunicações devido às rajadas de rádio. Emissões de ondas solares geram 
estas rajadas de ondas de rádio (QAHWAJI & COLAK, 2007), que podem diminuir a vida 
útil de satélites. Essa diminuição na vida útil de satélites é causada pela emissão de partículas 
de alta-energia (AJABSHIRIZADEH et al., 2011). Falhas em rádio de curta-frequência 
podem ser causadas por uma ionização maior na atmosfera devido a grandes explosões solares 
(WHEATLAND, 2005). 
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	 Explosões solares possuem três fases que liberam quantidades distintas de 
energia. Nestas fases ocorre a emissão de raios-x moles, que são raios-x com fótons de 
energia abaixo ou igual a 10 keV (quilo elétron-volts) e raios-x duros, que são raios-x com 
fótons de energia acima de 10 keV (quilo elétron-volts). A primeira fase é a pré-explosão, 
onde a emissão de raios-x moles aumenta lentamente. Após esta fase ocorre a fase impulsiva, 
onde a maior parte da energia é liberada, com muitos picos de emissão de raios-x duros e 
raios-x gama e também há um grande aumento na emissão de raios-x moles. A última fase é a 
gradual, onde a emissão de raios-x duros e raios-x gama diminui e o fluxo de raios-x moles 
aumenta gradualmente até atingir um pico e depois cai exponencialmente (NASA 
GODDARD SPACE FLIGHT CENTER, 2016). Esta fase pode durar de dezenas de minutos 
até poucas horas. A Figura 1 (NASA GODDARD SPACE FLIGHT CENTER, 2016) mostra, 
como exemplo, no dia 6 de março de 1989, a emissão de raios-x moles, duros e gama durante 
uma explosão solar. Esta liberação de energia nas explosões solares é um exemplo de 
atividade solar que pode afetar sistemas de comunicação sem fio, o que mostra a necessidade 
da previsão de explosões solares para minimizar o impacto nestes sistemas. 
 
Figura 1 Emissão de raios-x moles, duros e gama durante uma explosão solar (adaptado 
de NASA GODDARD SPACE FLIGHT CENTER, 2016). 
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	 É importante também destacar outra atividade solar: as ejeções de massa coronal, 
que são grandes erupções de gás ionizado (provenientes da coroa solar) em alta temperatura. 
Este gás constitui parte do vento solar e pode causar tempestades geomagnéticas ao atingir o 
campo magnético terrestre. As ejeções de massa coronal estão associadas às explosões solares 
(AMERICAN PHYSICAL SOCIETY, 2016) e costumam ocorrer em regiões ativas da 
atmosfera solar, que são definidas assim por serem regiões com um campo magnético forte. 
Tanto as explosões solares quanto a ejeção de massa coronal são causadas pela reconexão 
magnética, um fenômeno relacionado ao rearranjamento das linhas de campo, que são linhas 
que representam um campo magnético, quando dois campos magnéticos são orientados de 
modo que um está oposto ao outro. Na reconexão magnética, linhas de campos magnéticos 
opostos são quebradas e reconectadas em um plasma. Com isso, a energia do campo 
magnético é convertida em energia térmica, que é a energia interna presente em um sistema 
baseado em sua temperatura, e em energia cinética, que é a energia relacionada ao estado de 
movimento de um corpo (MAGNETIC RECONNECTION EXPERIMENT, 2016). 
Sello (2007) descreve que a previsão de ciclos solares é uma tarefa muito difícil 
devido ao conteúdo de alta frequência da radiação solar, a falta de um modelo teórico 
quantitativo do ciclo magnético do Sol, ao ruído na obtenção dos dados e a alta variabilidade 
na fase e amplitude dos ciclos. Apesar destas dificuldades, este trabalho busca encontrar uma 
nova forma de prever explosões solares, descrita no final deste capítulo. A complexidade de 
previsão de ciclos solares dificulta a análise dos eventos para a realização das previsões de 
explosões solares. Para minimizar estes problemas, técnicas de mineração de dados (do inglês 
data mining) podem ser utilizadas para identificar padrões (elementos que se repetem de 
maneira previsível) em séries temporais de ocorrência de explosões solares e melhorar a 
previsão da ocorrência das próximas (NÚÑEZ et al., 2005). 
Mineração de dados é um processo de exploração de dados com o objetivo de 
detectar padrões existentes, indicando uma relação entre os dados, de forma a descobrir novos 
conhecimentos. A mineração de dados busca descobrir estes padrões e conhecimento a partir 
de grandes conjuntos de dados. As fontes de dados podem incluir a Internet, bancos de dados, 
armazém de dados (data warehouses) e outros repositórios de informação (HAN et al., 2012). 
Dentre as abordagens de mineração de dados, descritas em mais detalhes na Seção 
2.3, podem ser aplicadas técnicas de ensembles de redes neurais, que são estruturas treinadas 
por algoritmos de aprendizado supervisionado designadas para aprender a relação funcional 
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	de um conjunto de padrões. Neste trabalho esta técnica realiza a tarefa de mineração de dados 
conhecida como classificação. Na técnica de ensembles de redes neurais, as redes neurais são, 
na maioria das vezes, treinadas independentemente. Após o treinamento o resultado final é 
obtido a partir da combinação dos resultados intermediários (RASHID, 2009). Com 
ensembles é possível ocorrer a diversidade de erro quando os componentes apresentam 
padrões de erros diferentes, que combinados podem ser compensados, o que é uma vantagem 
em relação à utilização de uma rede neural individual. A diversidade de erro pode ser obtida 
de diversas formas. Uma delas é a utilização de um treinamento independente, onde cada 
membro é treinado com um algoritmo de treinamento diferente. 
Um exemplo de trabalho onde ensembles de redes neurais obtiveram resultados 
melhores do que uma única rede neural é o de West et al. (2005), realizando previsões com 
erro de classificação baixo em decisões financeiras como predição de falência e cálculo de 
créditos. No trabalho, as estratégias de ensemble tiveram um erro 4,44% menor nas predições 
de crédito na Alemanha, 3,26% menor nas predições de crédito da Austrália e 3,88% menor 
nos dados de falência do que a utilização de apenas uma única rede neural. O trabalho de 
Giacinto et al. (2000) comparou o desempenho da previsão de diferentes configurações de 
uma rede neural com ensembles de redes neurais para a classificação de imagens. Nos 
experimentos, o melhor resultado da rede neural obteve um erro de classificação de 12,75%, 
enquanto o ensemble de redes neurais obteve um erro de classificação de 10%. O trabalho de 
Maqsood e Khan (2004) é um outro exemplo onde ensembles de redes neurais obtiveram 
resultados melhores do que uma rede neural. O trabalho analisou o desempenho de diferentes 
classificadores para fazer a previsão do clima no sul do Canadá. Na previsão da temperatura, 
velocidade do vento e umidade durante a primavera, a rede neural teve um erro de 
classificação de 2% em todos os casos. O ensemble de redes neurais teve um erro de 
classificação de 1,98% na previsão da temperatura, de 1,83% na previsão da velocidade do 
vento e de 1,43% na previsão da umidade para o mesmo período. O trabalho concluiu que a 
previsão do ensemble obteve melhores resultados do que a rede neural e que ensembles de 
redes neurais podem, sem aumentar a complexidade dos cálculos, facilmente realizar a 
classificação de múltiplas classes.  
O uso de redes neurais foi escolhido devido às suas vantagens em relação a outras 
técnicas, sendo mais fácil de representar relacionamentos não lineares entre entradas e saídas 
do que com a utilização de técnicas estatísticas. Esta característica das redes neurais é 
importante pois este trabalho busca avaliar relacionamentos entre os atributos de entrada e os 
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	atributos de saída, descritos em mais detalhes no Capítulo 4, buscando verificar quais 
atributos de entrada estão relacionados com melhores classificações. Redes neurais também 
podem analisar dados incompletos e são um método computacional rápido (CHEBROLUA et 
al., 2005). Mesmo após realizar buscas nas bases bibliográficas IEEE1, ACM2 e 
ScienceDirect3, nenhum trabalho foi encontrado que utilizasse a técnica de ensemble de redes 
neurais para a previsão de explosões solares. Desta forma, a técnica de ensemble foi escolhida 
devido ao seu potencial de obter melhores resultados, por abordar o problema de previsão de 
explosões solares de uma forma diferente daquelas já adotadas em trabalhos anteriores. Além 
de abordar o problema com uma nova visão, isto possibilita uma inovação, considerando que 
existe a possibilidade de ensembles de redes neurais realizarem previsões mais precisas da 
ocorrência de explosões solares do que os métodos utilizados atualmente, que utilizam redes 
neurais artificiais de forma isolada, como no trabalho de Singh e Mishra (2015) e support 
vector machines (SVMs) no trabalho de Bobra e Couvidat (2015). 
Este trabalho realizou a análise de execução de um ensemble com diferentes tipos 
de dados (explicados detalhadamente no Capítulo 4) para previsão das explosões. Até o 
momento, outros trabalhos utilizaram métodos diferentes para a previsão de explosões solares, 
como processamento de imagens combinado com a técnica de reconhecimento de padrões 
como SVMs (FU, 2007) ou redes neurais de correlação-cascata (QAHWAJI & COLAK, 
2007). Os trabalhos que utilizaram um ensemble de rede neural para realizar previsões mais 
próximas do problema analisado são os que previram outros fenômenos da natureza, como a 
quantidade de chuva em um determinado período (MONIRA et al., 2011) ou condições 
climáticas (TAYLOR & BUIZZA, 2002).  
Este trabalho possui um objetivo geral que pode ser dividido em quatro objetivos 
específicos. O objetivo geral é o de utilizar um ensemble de redes neurais a fim de analisar 
dados solares históricos (descritos em detalhes no Capítulo 4), realizar previsões da 
ocorrência de explosões solares e de suas classes (M ou X) e verificar se o erro de 
classificação é menor utilizando o ensemble do que com a utilização de uma rede neural. 
																																								 																				
1 IEEE Xplore. Disponível em: http://ieeexplore.ieee.org/Xplore/home.jsp. Acesso em: 31 jan. 2016. 
2 ACM Digital Library. Disponível em: http://dl.acm.org/ Acesso em: 31 jan. 2016 
2 ACM Digital Library. Disponível em: http://dl.acm.org/ Acesso em: 31 jan. 2016 
3 ScienceDirect. Disponível em: http://www.sciencedirect.com/. Acesso em: 31 jan. 2016.	
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	 O primeiro objetivo específico é o de analisar as principais arquiteturas de redes 
neurais e ensembles de redes neurais, apresentando as principais características existentes 
para cada uma delas, e selecionar aquelas que podem auxiliar na previsão de explosões 
solares. 
O segundo objetivo específico é o de desenvolver e utilizar uma ferramenta para 
realizar a previsão da ocorrência de explosões solares com as técnicas de redes neurais e de 
ensembles de redes neurais.  
O terceiro objetivo específico é o de realizar experimentos para prever a 
ocorrência de explosões solares utilizando uma rede neural e um ensemble de redes neurais. 
Estes experimentos incluem também a previsão das classes das explosões mais fortes, que 
podem ser do tipo M ou do tipo X. 
O quarto objetivo específico é o de realizar testes para comparar os resultados 
obtidos nas previsões utilizando uma rede neural e um ensemble de redes neurais e verificar 
se houve melhoria de desempenho com o ensemble em relação ao número de acerto nas 
previsões.		
Este trabalho está dividido em 7 capítulos. O Capítulo 2 descreve o referencial 
teórico analisado e o Capítulo 3 descreve o levantamento bibliográfico realizado. O Capítulo 
4 descreve os dados de entrada e saída utilizados e a metodologia usada na pesquisa. O 
Capítulo 5 descreve a ferramenta desenvolvida para as previsões e o Capítulo 6 aborda os 
resultados obtidos com a realização destas previsões. A conclusão do trabalho é descrita no 
Capítulo 7.  
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	2. Referencial Teórico 
Neste capítulo é descrito o referencial teórico relacionado aos conceitos que dão 
apoio a este trabalho: ciclos solares, explosões solares, mineração de dados, aprendizado 
supervisionado, redes neurais e ensemble de redes neurais. 
2.1. Ciclos solares 
Como descrito anteriormente, o número de manchas solares visíveis no Sol está 
relacionado à atividade solar (LOSKUTOV et al., 2001). Este número de manchas varia 
durante o ciclo solar, que ocorre em um período médio de 11 anos. A variação no número 
pode ser entre menos de dez manchas em períodos de baixa atividade solar e próximo de 
duzentas manchas em períodos de maior atividade. Catástrofes naturais estão provavelmente 
relacionadas com alterações no clima espacial, que é afetado por mudanças na estrutura de 
campos magnéticos do Sol. Todas as áreas da vida humana, incluindo atividade histórico-
social, são influenciadas pela radiação solar (LOSKUTOV et al., 2001), isto é, a energia 
radiante emitida pelo Sol como luz visível na parte de frequência mais alta do espectro 
eletromagnético ou como radiação ultravioleta. Como destaca Loskutov et al. (2001, p. 1), 
“em vista da grande significância da atividade magnética do Sol, sua predição é um objeto de 
muito interesse atualmente”. 
O número de manchas solares, que é um dos dados usados neste trabalho, 
identifica etapas diferentes do ciclo solar, com diferentes números de manchas durante 
diferentes etapas do ciclo. O número de manchas solares é calculado pela quantidade de 
manchas solares Wolf (ou Zurich), também conhecido como Rz, descrito pela Equação 1. 
R = k (10g + s)      (1) 
sendo k um fator escalável variável (normalmente de valor menor do que 1) que indica os 
efeitos combinados de condições de observações, telescópio e tendências dos observadores 
solares, g é o número de grupos solares (regiões) e s é o número total de manchas individuais 
em todos estes grupos. A quantidade de manchas solares Wolf é largamente usada em física 
solar e solar-terrestre como um medidor do estado geral da atividade solar. Como as médias 
diárias estão mais frequentemente disponíveis após o ano 1850, os valores disponíveis de Rz 
são mais confiáveis após este ano (HOYT & SCHATTEN, 1998). Antes de 1850, como 
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	poucas médias diárias estavam disponíveis, números aproximados eram utilizados, tornando o 
cálculo do número de manchas solares menos preciso. 
Quando o ciclo solar está em sua fase máxima ocorrem consequências 
importantes na Terra, como um aumento na emissão solar de fluxos ultravioletas e da radiação 
solar total, que podem ter efeitos no clima terrestre (HOYT & SCHATTEN, 1997), além do 
aumento da ocorrência de ejeção de massa coronal (WEBB & HOWARD, 2012). Também há 
uma grande probabilidade de ocorrência de explosões solares, com partículas energéticas 
associadas, causando fenômenos como distúrbios em comunicações (SISCOE, 2000). A força 
destes eventos depende do tamanho da atividade do ciclo solar, que é extremamente variável. 
Estes fatos justificam a importância científica e prática de prever a força de ciclos solares 
através de tarefas de mineração de dados, descritas na Seção 2.3. 
2.2. Explosões solares 
Explosões solares são explosões de energia repentinas que ocorrem nas regiões 
ativas da atmosfera solar, podendo demorar de minutos até horas. Elas são muitas vezes, mas 
não sempre, seguidas por uma ejeção de massa coronal. Explosões solares ocorrem quando 
partículas carregadas aceleradas (geradas pela reconexão magnética), principalmente elétrons, 
interagem com o meio de plasma. A reconexão magnética pode ocorrer em loops de linhas 
magnéticas de força próximas que podem deixar campos hélicos magnéticos desconectados, 
cujo material pode expandir violentamente para fora. Esta expansão forma uma ejeção de 
massa coronal (HOLMAN, 2006). 
     A explosão solar ejeta nuvens de elétrons, íons e átomos através da coroa do sol 
para o espaço. Pesquisas sobre explosões solares como a de Liu et al. (2005), Fu (2007) e 
Naseer et al. (2014) demonstraram que as explosões estão na maioria das vezes relacionadas 
com manchas solares em regiões ativas do sol. 
    Explosões solares podem ser classificadas de acordo com a quantidade de brilho, 
também conhecida como radiação, de seu raio-x na faixa entre 1 e 8 Angstroms (SPACE 
WEATHER, 2016). As principais categorias de classificação são C, M e X. A relação entre a 
emissão de raio-x e a classificação de uma explosão solar está descrita na Seção 4.6. 
Explosões do tipo C têm poucas consequências visíveis na Terra e são pequenas. Explosões 
do tipo M são explosões de tamanho médio. Elas podem causar tempestades magnéticas e 
geralmente afetam as regiões polares da Terra, interrompendo as comunicações por rádio. 
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	Explosões do tipo X podem causar tempestades de radiação de longa duração. Elas também 
podem afetar todo o planeta, gerando interrupções nas comunicações por rádio (SPACE 
WEATHER, 2016). 
2.3. Mineração de dados 
A mineração de dados, um dos passos da descoberta de conhecimento em banco 
de dados, ou KDD (do inglês, Knowledge Discovery in Databases), é a extração automática 
de padrões implícitos a partir de grandes coleções de dados. A mineração de dados utiliza-se 
de algoritmos de aprendizado de máquina, além de outros algoritmos para a realização de 
detecção de padrões, associação, classificação ou agrupamento de objetos. Dentre estes 
algoritmos estão os baseados em redes neurais artificiais e estatística, que podem explorar 
grandes conjuntos de dados (MOURA & ANDRADE, 2005). 
 Com a mineração de dados é possível encontrar padrões que não seriam 
comumente vistos em análises mais simples. Os métodos utilizados estão na intersecção de 
áreas como inteligência artificial, aprendizado de máquinas, estatística e banco de dados 
(FAYYAD et al., 1996). O objetivo principal da mineração de dados é extrair informações de 
um conjunto de dados e transformá-las em uma estrutura que pode ser futuramente utilizada. 
O processo de mineração é realizado através de estratégias automatizadas por meio de tarefas, 
descritas a seguir. 
 Para cada tipo de problema, uma ou mais tarefas podem ser aplicadas. As tarefas 
mais utilizadas na mineração de dados são (FRANK et al., 2011): 
• Associação – Descobrir combinações de itens ou valores de atributos que ocorrem com 
frequência significativa em uma base de dados.  
• Descoberta de Padrões Sequenciais – Descobrir sequências de eventos diferentes. É 
similar à tarefa de associação, mas leva em consideração a ordem ou a data de ocorrência dos 
eventos. Nesta tarefa é utilizada uma janela de tempo, que se refere ao período de tempo 
analisado para a descoberta dos padrões. 
• Agrupamento – Dividir automaticamente um conjunto de objetos em grupos (clusters) de 
acordo com algum tipo de relacionamento ou similaridade existente. 
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	• Classificação – A tarefa de classificação, utilizada neste trabalho, baseia-se em um conjunto 
de dados com objetos pré-classificados (cada objeto possui uma classe). Visa construir um 
modelo que classifica automaticamente novos elementos (objetos cujas classes não são 
conhecidas), baseado em suas características (FRANK et al., 2011). 
Outras aplicações da tarefa de classificação incluem a identificação de objetos de 
interesse em grandes bancos de dados de imagens (FAYYAD et al., 1996) e a classificação de 
tendências nos mercados financeiros (APTE & HONG, 1996). 
A Figura 2 (FAYYAD et al., 1996) mostra o resultado da utilização da tarefa de 
classificação para verificar quais clientes de um banco devem ou não receber um empréstimo 
baseado em suas rendas, no eixo horizontal, e dívidas, no eixo vertical. Os dados com X 
representam clientes que não pagaram dívidas anteriormente, e os dados com O representam 
clientes que sempre pagaram suas dívidas. A área mais escura da Figura 2 indica clientes que 
não devem receber um empréstimo. 
 
Figura 2 Aplicação da tarefa de classificação para selecionar clientes que devem receber 
um empréstimo (adaptado de FAYYAD et al., 1996). 
Na Figura 2 é possível ver que os dados dos clientes foram particionados em duas 
classes: clientes que devem receber um empréstimo e clientes que não devem receber um 
empréstimo. Estas regiões podem ser utilizadas pelo banco para decidir quais clientes devem 
receber empréstimos (FAYYAD et al., 1996). 
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	2.4. Aprendizado supervisionado 
Aprendizado supervisionado é um tipo de aprendizado de máquina que infere uma 
função baseado em dados de treinamento rotulados. Os dados de treinamento possuem 
conjuntos de exemplos de treinamento contendo valores de entrada e valores desejados de 
saída. É possível, assim, determinar se o aprendizado está correto ou incorreto comparando as 
previsões realizadas com estes valores desejados (DIETTERICH, 1998). 
No aprendizado supervisionado um algoritmo de treinamento ajusta os parâmetros 
de um modelo, que depois de ajustado produz uma função inferida, que pode ser usada para 
mapear novos exemplos. O algoritmo, em um cenário ótimo, consegue determinar 
corretamente rótulos de classes para instâncias ainda não vistas. Isto requer que o modelo 
ajustado generalize, ou seja, entenda o relacionamento entre atributos dos dados de entrada e 
suas saídas de forma replicável, a partir dos dados de entrada para situações ainda não vistas 
de uma forma “razoável” (MOHRI et al., 2012), buscando acertar as previsões na maior parte 
possível dos casos.  
2.5. Redes neurais 
Redes neurais são modelos computacionais utilizados para aprendizagem e 
reconhecimento de padrões. Dentre os tipos mais comuns de redes neurais estão os multilayer 
perceptrons (MLPs), as redes de função de base radial (radial basis function, ou RBF) e os 
mapas auto-organizáveis (self-organizing maps, ou SOM). As MLPs são geralmente 
apresentadas como um sistema de neurônios interconectados que computam entradas e geram 
saídas. RBFs são redes neurais com apenas uma camada intermediária e que usam funções de 
ativação de base radial em seus neurônios ocultos (HAYKIN, 1994). Redes SOM são 
designadas para aprendizado não-supervisionado e têm o objetivo de transformar um “padrão 
de sinal de dimensão arbitrária em um mapa discreto de uma ou duas dimensões” (HAYKIN, 
2009, p. 428).  
 Este trabalho utiliza uma rede neural do tipo MLP. A Figura 3 mostra a 
arquitetura de uma MLP, com uma camada de entrada, uma camada intermediária e uma 
camada de saída. Ela possui cinco neurônios na camada de entrada, três neurônios na camada 
intermediária e dois neurônios na camada de saída.  
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	 Rede neural MLP 
 
Figura 3 Arquitetura da MLP demonstrando as camadas e número de neurônios. 
Na Figura 3, cada nó representa um neurônio e cada aresta representa uma ligação 
entre os neurônios, onde a saída de um neurônio à esquerda é utilizada como entrada para o 
neurônio à direita. A escolha do número de neurônios da camada intermediária da MLP é 
importante porque ela permite melhores aproximações dos resultados das previsões 
(CABRERA et al., 1997). 
Neurônios utilizam pesos para multiplicar o sinal de entrada, e um combinador 
linear, que soma todas as entradas ponderadas pelos pesos sinápticos. Os pesos sinápticos 
minimizam o erro gerado pela rede neural ao realizar o mapeamento dos dados de entrada nos 
dados de saída desejados. O ajuste destes pesos, realizado através do treinamento da rede 
neural, auxilia a minimizar o erro do mapeamento. 
Um método eficiente para a definição do número de neurônios da camada 
intermediária é o pruning incremental, onde são criadas diferentes MLPs e realizados 
treinamentos com diferentes quantidades de neurônios na camada intermediária de cada rede. 
Após os treinamentos, a configuração da rede neural com o melhor resultado é selecionada. 
Para um treinamento mais eficiente de uma MLP, com o ajuste dos pesos das 
conexões dos neurônios de acordo com os padrões apresentados, os dados devem ser 
divididos em três conjuntos: de treinamento, validação e teste. O conjunto de dados de 
treinamento é usado para ajustar os pesos da MLP. O conjunto de dados de validação é 
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	utilizado para minimizar o “overfitting” (causado quando a MLP memoriza os padrões de 
treinamento mas não é capaz de generalizar para novas situações), verificando que aumentos 
de precisão nas previsões sobre os dados de treinamento também ocorrem sobre dados em que 
não foram utilizados no treinamento. O conjunto de dados de teste é usado apenas para testar 
a solução final e confirmar o poder de previsão da MLP (KARTAM et al., 1996). 
Um dos algoritmos mais utilizados para o treinamento de MLPs é o algoritmo de 
backpropagation, por ser um algoritmo de treinamento que adapta as atualizações de pesos de 
uma MLP de acordo com o comportamento da função de erro. A Figura 4 ilustra este 
processo. 
 
Figura 4 Funcionamento do algoritmo backpropagation. 
Também é possível combinar técnicas de treinamento para melhorar a qualidade 
de uma MLP treinada. Um exemplo é a combinação da técnica backpropagation com a 
técnica simulated annealing. O simulated annealing é uma meta-heurística probabilística 
genérica utilizada para problemas de otimização globais e que buscam localizar uma boa 
aproximação ao máximo global de uma dada função em um espaço de busca 
(KIRKPATRICK et al., 1983). Esta combinação de técnicas de treinamento é chamada de 
estratégia híbrida, onde um algoritmo secundário é utilizado a partir do momento em que um 
algoritmo primário não está melhorando seus resultados. O simulated annealing é útil para 
uma estratégia secundária quando combinado com métodos de propagação (como o 
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	backpropagation). Isto ocorre porque esta combinação auxilia o método de propagação a 
escapar de mínimos locais, obtendo assim melhores resultados (HEATON RESEARCH, 
2016).  
Um método de validação que pode ser utilizado no treinamento é o K-Fold cross 
validation, onde cada iteração realiza o treinamento K – 1 vezes, onde K é o número de 
subconjuntos definido. Cada uma destas sub-iterações treina a MLP utilizando todos os dados 
menos um subconjunto específico, que é usado como um conjunto de validação. O 
subconjunto de validação é alternado a cada iteração. A Figura 5 ilustra este processo. 
 
Figura 5 Processo de treinamento utilizando K-Fold cross validation. 
O K-Fold cross validation permite obter “um resultado de erro melhor baseado 
em como a rede irá agir em dados não-treinados” (HEATON RESEARCH, 2016), já que com 
a validação é possível verificar se as previsões possuem uma baixa taxa de erro e, caso não 
possuam, sejam treinadas novamente. 
MLPs utilizam funções de ativação, que definem a saída de um neurônio baseado 
em uma entrada ou conjunto de entradas. Os dois tipos básicos de função de ativação são a 
função de limiar e a função sigmóide (HAYKIN, 2009). A função de ativação limiar define 
um valor limite para o qual seu resultado é 0 ou 1. A função de ativação sigmóide tangente 
hiperbólica varia seu intervalo entre -1 e 1, enquanto a função de ativação sigmóide logística 
varia seu intervalo entre 0 e 1. Funções de ativação sigmóide são as funções mais comumente 
utilizadas em redes neurais devido à simplicidade computacional de sua derivada e à sua não-
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	linearidade (HAN & MORAGA, 1995). A Equação 2 descreve a função sigmóide logística, 
que é a função utilizada neste trabalho. 
! ! = 11+ !!!" 
  
(2) 
para todo x real 
 
 
2.6. Ensembles de redes neurais 
Com a técnica de aprendizado de máquina ensembles é possível combinar 
preditores e classificadores de diferentes tipos. A técnica de ensembles de redes neurais 
utilizada neste trabalho pode ser definida como uma composição de diversas redes neurais, 
onde cada rede é treinada independentemente e suas saídas são combinadas para se obter uma 
saída final. Esta combinação é vantajosa porque “componentes diferentes podem 
implicitamente representar aspectos distintos e, ao mesmo tempo, relevantes para a solução de 
um dado problema” (COELHO, 2006, p. 9). Normalmente, as saídas de uma rede 
independente são menos precisas do que a saída de um ensemble de redes neurais (RASHID, 
2009), como descrito nos trabalhos de West et al. (2005), Giacinto et al. (2000) e Maqsood e 
Khan (2004). 
A Figura 6 (PIRDASHTI et al., 2013) mostra a arquitetura de um ensemble, 
utilizando dados de entrada e três redes neurais para a geração de saídas, que serão 
combinadas e se transformarão na saída do ensemble. Esta combinação de saídas pode ser 
feita baseada na média dos resultados intermediários ou através de um voto majoritário, que 
define um resultado final baseado na maior frequência de resultados intermediários. 
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	 Ensemble 
 
Figura 6 Arquitetura do ensemble de redes neurais (adaptado de PIRDASHTI et al., 
2013). 
Os ensembles de redes neurais têm sido usados cada vez mais em aplicações com 
o objetivo de melhorar a generalização de diferentes classificadores (LIU & YAO, 1999) e 
podem ser homogêneos ou heterogêneos. Os ensembles homogêneos obtêm a saída final a 
partir de estruturas de preditores independentes do mesmo tipo, enquanto ensembles 
heterogêneos obtêm a saída final a partir de estruturas de preditores independentes diferentes. 
De acordo com Coelho (2006, p. 10):  
A construção de um ensemble geralmente é feita em três etapas: (i) geração de um 
conjunto de elementos candidatos a fazerem parte do ensemble; (ii) seleção dos 
candidatos que realmente são necessários e que contribuem de alguma forma ao 
serem inseridos no ensemble; e (iii) combinação das saídas geradas por esses 
elementos selecionados (componentes) em uma única saída, que corresponderá ao 
resultado final do ensemble. 
Ao criar ensembles é possível utilizar estratégias de treinamento como o 
crossvalidation, bagging e boosting que têm como finalidade obter um resultado de erro 
melhor baseado em como o ensemble irá agir em dados não utilizados no treinamento. No 
crossvalidation cada iteração realiza o treinamento K – 1 vezes, onde K é o número de 
subconjuntos definido. Cada uma destas sub-iterações treina cada componente do ensemble 
utilizando todos os dados menos um subconjunto específico, que é usado como um conjunto 
de validação. A estratégia de bagging utiliza amostragem com reposição sobre uma 
distribuição dos dados originais para criar um conjunto único de treinamento para cada 
membro do ensemble, criando conjuntos de dados onde algumas observações são perdidas e 
outras são replicadas (WEST et al., 2005). A estratégia de boosting também utiliza conjuntos 
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	únicos de treinamento para cada membro do ensemble, “com uma distribuição de 
probabilidade que é dependente da taxa de erro de classificação para cada observação” 
(WEST et al., 2005, p. 2544). As estratégias de bagging e boosting geram conjuntos de 
treinamento distintos para os membros do ensemble, aumentando a diversidade de seus 
componentes, como ilustrado na Figura 7. 
 
Figura 7 Estímulo de diversidade para os componentes do ensemble através do 
treinamento com diferentes conjuntos de dados. 
2.7. Teste estatístico 
Para verificar se os resultados deste trabalho foram estatisticamente relevantes foi 
utilizado o teste estatístico Mann-Whitney, um método para comparação de dois grupos 
independentes (Mann & Whitney, 1947). Para realizá-lo, primeiro os valores são ordenados 
em conjunto de forma crescente. Cada valor é substituído pela sua posição e são calculadas as 
somas das posições do primeiro conjunto de testes (T1) e do segundo conjunto de testes (T2). 
O maior valor entre T1 e T2 (T3) é escolhido para o cálculo do valor U, que é utilizado para 
verificar se um teste foi estatisticamente significativo ou não. A Equação 3 descreve o cálculo 
do valor U, onde n1 é o número de amostras do primeiro conjunto e n2 é o número de 
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	amostras do segundo conjunto:  
! = !1 × !2 + !1 × !1 + 12 − !3  
(3) 
O valor U é comparado a um valor crítico para validar ou rejeitar a hipótese de 
que a previsão das explosões solares melhorou com a execução do ensemble. Este valor 
crítico é definido com base em uma tabela para valores críticos (UMASS BOSTON OCW, 
2016). Quanto menor o valor U, mais estatisticamente relevante é o teste. 
Outro teste existente, que pode ser utilizado em trabalhos futuros por comparar 
mais de dois experimentos simultaneamente, é o teste de Friedman, um teste estatístico não-
paramétrico usado para detectar diferenças em múltiplos experimentos (FRIEDMAN, 1937).  
Considerando este referencial teórico, este trabalho se concentra na tarefa de 
mineração de dados de classificação. Os dados são classificados em existência ou não 
existência de explosões solares e em classe M ou X de explosão, utilizando dados da atividade 
solar para obtenção de informações sobre as explosões. 
Para a realização desta classificação este trabalho utiliza a tarefa de aprendizado 
supervisionado com uma rede neural do tipo MLP para os experimentos. Os dados de entrada 
dos experimentos representam características de áreas do sol e manchas solares, e têm como 
saída a previsão da ocorrência de explosões solares e suas classes. O treinamento utiliza dados 
rotulados contendo a ocorrência de explosões e a função inferida a partir destes dados é 
utilizada para prever futuras ocorrências. Os dados de entrada e saída do treinamento estão 
detalhados no Capítulo 4. 
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	3. Levantamento bibliográfico 
Neste capítulo é descrito o levantamento bibliográfico feito a partir de trabalhos 
relacionados a ciclos solares, explosões solares e ensemble de redes neurais. Foram buscados 
trabalhos que realizassem previsões de atividades solares com diferentes métodos para 
verificar quais seriam os métodos que obteriam o menor erro de classificação neste trabalho. 
Foram pesquisados também trabalhos para confirmar a importância de se pesquisar atividades 
solares, como as explosões solares.  
O levantamento bibliográfico dos trabalhos de explosões solares buscou trabalhos 
que obtiveram um erro baixo de classificação (baseado nos melhores resultados verificados na 
literatura, um erro de classificação abaixo de 17% foi considerado baixo), como o de Colak e 
Qahwaji (2007), visando identificar as melhores bases de dados e os melhores dados de 
entrada para serem utilizados na MLP e no ensemble de MLPs. Foram analisados também 
trabalhos que realizaram previsões de atividades solares com diferentes técnicas, como o de 
Higgins (2012), que utilizou análise de imagens e o de Zavvari et al. (2015), que fez previsões 
utilizando MLPs, SVMs e Naive Bayes. Estes trabalhos foram a base para a escolha do tipo de 
rede neural utilizada neste trabalho, a MLP. 
O levantamento bibliográfico dos trabalhos de ensemble de redes neurais buscou 
identificar as melhores estratégias de treinamento dos ensembles para serem utilizadas no 
ensemble de MLPs. 
3.1. Ciclos solares 
No trabalho de Echer et al. (2004), pesquisadores fizeram uso da técnica de 
análise de regressão iterativa para analisar o número de manchas solares durante o período de 
1933 a 1996 (relacionado aos ciclos solares 17 até o 22) e prever a força dos ciclos solares 23 
e 24. A Figura 8 ilustra os anos dos ciclos solares mais recentes (22, 23 e 24) e o número de 
manchas solares ao longo dos anos (incluindo uma previsão para o ciclo solar 24).  
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Figura 8 Ciclos solares 22, 23 e 24 (adaptado de NASA SOLAR PHYSICS GROUP, 
2016). 
Um trabalho semelhante foi proposto por Rangarajan (1998), que utilizou a 
metodologia de análise de espectro singular para analisar a média anual do número de 
manchas solares entre 1749 e 1996 e prever o ciclo solar 23. Para a realização da previsão 
foram analisados os componentes espectrais individuais das manchas e foi feita uma 
modelagem auto-regressiva destes componentes, ou seja, uma representação de um processo 
aleatório que especifica que a variável de saída depende linearmente de seus valores 
anteriores. Estes trabalhos foram importantes por identificar formas de se prever manchas 
solares, que foram utilizadas como atributos de entrada nos experimentos deste trabalho. 
O trabalho de Petrovay (2011) fez previsões da amplitude do ciclo solar 24 no 
período em que as atividades solares têm maior intensidade, o solar máximo. O trabalho 
também fez uma revisão sobre três diferentes métodos de previsão de ciclos solares: métodos 
precursores, que se baseiam no magnetismo em um período específico ou no valor de uma 
medida de atividade solar; métodos de extrapolação, que são baseados na “premissa de que o 
processo físico que dá origem ao número de manchas solares é estatisticamente homogêneo” 
(PETROVAY, 2011, p. 1); e métodos de previsão que usam modelos dínamo fisicamente 
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	consistentes e que propõem um mecanismo pelo qual um corpo celeste gera um campo 
magnético para prever atividades solares. O trabalho de Petrovay (2011) foi importante por 
descrever diferentes métodos de previsão de atividades solares. O trabalho utiliza um dos 
métodos descritos, o método precursor por se basear em medidas de atividade solar de um 
período específico. 
Devido ao grande interesse pela previsão de ciclos solares, diversas previsões são 
realizadas por pesquisadores, que analisam diferentes características do ciclo, como o número 
de manchas solares, a ocorrência de explosões solares e a amplitude de períodos de atividade 
do ciclo solar. Pesnell (2008) realizou uma análise de mais de 50 previsões da amplitude, ou 
seja, a faixa de valores do número mínimo de manchas solares ao número máximo de 
manchas solares, do ciclo solar 24. O trabalho verificou que modelos dínamo não são 
eficientes para a realização de previsões e que, “mesmo quando o nível de atividade solar 
pode ser previsto com uma precisão razoável, a previsão de eventos excepcionais sempre trará 
desafios para os pesquisadores” (PESNELL, 2008, p. 218). O trabalho de Pesnell (2008) 
confirmou a dificuldade da realização de previsões de eventos excepcionais relacionados às 
atividades solares, justificando a necessidade da descoberta de novas formas de realizar 
previsões, que é um dos objetivos deste trabalho. 
3.2. Explosões solares 
O trabalho de Colak e Qahwaji (2007) utilizou um sistema baseado em redes 
neurais para prever explosões solares. Esta explosões foram previstas a partir de manchas 
solares associadas a regiões onde as explosões ocorreram. Também foi utilizada uma 
simulação de ciclo solar nas previsões. Para a previsão da ocorrência de explosões foram 
utilizados dados do National Geophysical Data Center. Baseando-se em dados como o 
tamanho, forma e densidade das manchas solares relevantes foi feita a previsão da ocorrência 
ou não de explosões e seu tipo (M ou X).  
Para aumentar a precisão das previsões, Colak e Qahwaji (2007) também 
implementaram um modelo matemático para simular o período de ocorrência de explosões e a 
atividade solar. O modelo se baseou na Equação 4: 
!(!) = ! ! − !0 !/{exp [(! − !0)!/!!] −  !}  
(4) 
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	onde a representa a amplitude, medida pela diferença entre o maior valor (solar máximo) e 
menor valor (solar mínimo) de manchas solares no ciclo solar; t é o período inicial; b é o 
tempo em meses do solar mínimo ao solar máximo e c é a assimetria do ciclo. 
A entrada da rede neural, que utiliza o método de treinamento backpropagation 
em cascata, foi composta pela atividade simulada e as manchas solares classificadas, após 
terem sido convertidas em formatos numéricos. Nesta rede neural os pesos das conexões dos 
neurônios são ajustados de acordo com os padrões apresentados. 
No trabalho de Colak e Qahwaji (2007), dados da ocorrência de explosões e de 
grupos de manchas solares entre o período de 01/01/1992 e 31/12/2005 foram usados para o 
treinamento das redes neurais. Foram utilizados a região e horário das ocorrências das 
explosões solares para estabelecer o relacionamento entre as explosões e as manchas solares, 
baseado na quantidade e distribuição das manchas em regiões do Sol nos momentos em que 
ocorreram (ou não) explosões solares. Das 2882 amostras de manchas solares, 1457 manchas 
existiram em dias sem a ocorrência de explosões, enquanto as outras 1425 representavam 
manchas que produziram explosões. Para cada registro de treinamento foram utilizados seis 
elementos. A entrada consistia de quatro valores: a classificação McIntosh de manchas 
solares, que categoriza um grupo de manchas solares em 60 classes e se baseia em três 
componentes: classe de Zurich modificada, penumbra da mancha principal e distribuição das 
manchas dentro do grupo (SOLAR INFLUENCES DATA ANALYSIS CENTER, 2016), e do 
número simulado da média mensal de manchas solares (COLAK & QAHWAJI, 2007). A 
saída consistia de dois valores, o primeiro para prever se a mancha solar geraria uma explosão 
ou não, e o segundo para prever se a explosão produzida seria da classe M ou X. 
O treinamento e teste se basearam na técnica estatística de Jackknife (COLAK & 
QAHWAJI, 2007). Esta técnica divide o número total de amostras em um conjunto de 
treinamento e um conjunto de teste baseado em um gerador de números aleatórios. O 
experimento mostrou que a melhor configuração da rede neural utiliza nove neurônios ocultos 
(localizados na camada intermediária da rede neural). 
O trabalho concluiu que há uma relação não-linear entre a ocorrência de explosões 
e os dados de manchas solares e fez previsões corretas para estas ocorrências em média em 
91,7 % dos casos. As previsões para a classe das explosões (M ou X) estavam corretas em 
média em 88,3 % dos casos. 
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	 Na tese de Higgins (2012) foi utilizado um sistema para verificar imagens do Sol 
e a evolução de grupos de manchas solares ao longo do tempo. Foram analisados dados da 
ocorrência de explosões e características das manchas solares nos períodos de ocorrência 
destas explosões na base de dados do National Geophysical Data Center (NGDC). Além 
destes dados, também foram processadas imagens da fotosfera de magnetogramas combinadas 
com dados de números de grupos de manchas solares e suas localizações no catálogo do 
National Oceanic and Atmospheric Association (NOAA). O sistema SMART (Solar Monitor 
Active Region Tracker) processou as imagens dos magnetogramas para analisar características 
do campo fotosférico e associá-las com a ocorrência de explosões (HIGGINS, 2012).  
Para caracterizar as manchas solares foram utilizados o algoritmo de rastreamento 
e reconhecimento de manchas solares (STARA), que processa imagens para detectar 
características abaixo de uma determinada intensidade e com escala acima de um determinado 
tamanho, e o algoritmo de predição de atividade solar automatizado (ASAP), que usa o 
aprendizado de máquinas para agrupar manchas solares a partir da detecção de regiões 
(HIGGINS, 2012). 
A tese de Higgins concluiu que grupos de manchas solares exibindo fortes linhas 
de separação de polaridade estão correlacionadas com atividades de explosões. Também foi 
mostrado que um bom indicador de que ocorrerá uma explosão é a existência de fortes 
gradientes entre campos magnéticos que estão orientados de forma oposta (HIGGINS, 2012). 
Baseado nestas descobertas foram incluídos como atributos de entrada da MLP e do ensemble 
de MLPs utilizados neste trabalho a área das machas solares e suas classificações magnéticas. 
O trabalho de Liu et al. (2005) analisou imagens de regiões onde ocorreram seis 
explosões solares de classe X e uma explosão solar de classe M. O trabalho utilizou dados 
como a região ativa do Sol, classe da explosão solar, fluxo de raio-x e classificação 
magnética. Foi observado que a emissão dos raios-x duros muda antes, durante e após a 
ocorrência de uma explosão solar e que após a ocorrência de uma grande explosão solar as 
manchas solares associadas parecem diminuir de tamanho e se tornar mais escuras. Este 
trabalho foi importante por demostrar que o fluxo de raio-x está relacionado com a ocorrência 
de explosões solares. 
O trabalho de Zavvari et al. (2015) fez uma comparação de previsões de explosões 
solares de classe M utilizando técnicas de MLP, SVM e de Naive Bayes. Foram analisados 16 
anos de dados, entre 1998 e 2013, coletados na base do SWPC (Space Weather Prediction 
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	Center). Os dados de entrada utilizados foram o número diário e classe das manchas solares. 
Os erros de classificação no conjunto de teste foram de 17% para a MLP, 17% para a SVM e 
de 18% para a técnica de Naive Bayes. O trabalho mostrou que as três técnicas podem realizar 
previsões com um baixo erro de classificação e que as técnicas de MLP e SVM podem obter 
melhores resultados de previsão do que a técnica de Naive Bayes. O trabalho de Zavvari et al. 
(2015) foi importante por demonstrar que a técnica de MLP pode realizar previsões de 
explosões solares com um baixo erro de classificação (17%). 
Outros trabalhos que motivaram a utilização da classificação magnética, que é a 
classificação de grupos de manchas solares baseado em suas polaridades e complexidade de 
estruturas magnéticas (SPACE WEATHER LIVE, 2016), como atributo de entrada da MLP e 
do ensemble de MLPs, foram o de Sammis et al. (2000) e o de Schmieder et al. (1994). O 
trabalho de Sammis et al. (2000) analisou dados do NOAA entre os anos 1989 e 1997 de 
regiões solares ativas para analisar a relação entre manchas solares e grandes explosões 
solares. Os dados de entrada utilizados foram a ocorrência de explosão solar, a região onde 
ocorreu a explosão e a área, posição e classificação magnética das manchas solares. O 
trabalho concluiu que regiões magneticamente complexas com, por exemplo, a classificação 
magnética de Beta-Gamma-Delta, produzem mais frequentemente explosões solares de classe 
X do que outras regiões. Também concluiu que regiões solares maiores normalmente 
produzem grandes explosões mas que a classificação magnética das manchas solares tem uma 
relação mais direta com a ocorrência destas explosões (SAMMIS et al., 2000).  
O trabalho de Schmieder et al. (1994) fez um estudo do relacionamento entre a 
evolução de campos magnéticos e a ocorrência de explosões solares na região ativa4 do Sol 
6659 em junho de 1991. O trabalho analisou a ocorrência de quatro grandes explosões solares, 
de classe X, a classificação magnética, tamanho e número de manchas solares da região e 
verificou que existe uma relação entre a ocorrência de explosões solares de classe X e a rápida 
emergência de novos fluxos magnéticos. 
Dentre os trabalhos estudados, o que obteve a taxa de erro de classificação mais 
baixa na previsão de explosões solares foi o de Colak e Qahwaji (2007), com 8,3%. Outros 
																																								 																				
4	Uma região ativa do Sol é uma área com campo magnético intenso. A agência NOAA numera 
sequencialmente cada uma das regiões ativas observadas no Sol com quatro dígitos. A partir de 14 de 
junho de 2002, quando a contagem superou 9999 manchas, a contagem continuou a partir de 0000.	
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	trabalhos, como os de Qahwaji e Colak (2006) e Naseer et al. (2014), tiveram uma taxa de 
erro de 15% e 17%, respectivamente. 
3.3. Ensembles de redes neurais 
Ensembles podem ser aplicados em diversas áreas, como no trabalho de 
Krasnopolsky e Lin (2012) que utilizou uma técnica de ensemble de redes neurais multi-
camadas não-linear para realizar previsões de precipitações em períodos de 24 horas nos 
Estados Unidos. A abordagem não-linear desenvolvida produziu previsões ótimas com uma 
média não-linear de ensembles de redes neurais. O trabalho de Krasnopolsky e Lin (2012) foi 
importante por demonstrar que ensembles de redes neurais podem ter bons resultados para a 
realização de previsões de eventos climáticos. 
West et al. (2005) utilizaram três estratégias ensemble (crossvalidation, bagging e 
boosting) e uma MLP como um classificador base para identificar o melhor modelo para 
previsão de falências e avaliações de crédito em sistemas de suporte à decisão em domínios 
financeiros. No trabalho foram analisados modelos paramétricos e não-paramétricos, 
incluindo modelos de reconhecimento de padrões. Foi visto que para três aplicações de 
decisões financeiras do mundo real a generalização de ensembles de redes neurais é superior 
aos outros modelos analisados. Como descrito anteriormente, as previsões utilizando o 
ensemble tiveram uma taxa de erro 4,44% menor nas predições de crédito na Alemanha, 
3,26% menor nas predições de crédito da Austrália e 3,88% menor nos dados de falência do 
que a utilização de apenas uma única rede neural. Baseado nos resultados do trabalho de West 
et al. (2005), o presente trabalho utilizou as estratégias de crossvalidation e bagging nos 
experimentos (descritos no Capítulo 6). 
Liu e Yao (1999) definiram um sistema de aprendizado de ensemble cooperativo 
para ensembles de redes neurais. No sistema proposto, para que o ensemble pudesse aprender 
o conjunto total de treinamento de forma mais rápida, diferentes redes individuais em um 
ensemble aprenderam diferentes partes dos dados de treinamento. As redes individuais foram 
treinadas simultaneamente para que pudessem interagir entre si. O sistema foi testado no 
problema de predição das séries temporais Mackey-Glass, que se baseia em uma equação 
diferencial não-linear que pode ter diferentes comportamentos e cujo valor a qualquer 
momento depende de toda sua história anterior, e no problema de análise de cartões de crédito 
australianos. Foi verificado que redes neurais com uma boa habilidade de generalização 
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	podem ser produzidas utilizando o sistema de aprendizado de ensemble cooperativo. O 
trabalho de Liu e Yao (1999) foi importante por mostrar que ensembles de redes neurais 
podem ter uma boa habilidade de generalização e por descrever a técnica de divisão dos dados 
de treinamento entre os membros do ensemble, que foi utilizada nos experimentos (descritos 
no Capítulo 6) deste trabalho. 
No trabalho de Coelho (2006) foram utilizados ensembles formados por 
componentes de redes neurais artificiais do tipo MLP para propor uma metodologia de criação 
de ensembles para a realização da tarefa de classificação. O algoritmo opt-aiNet foi utilizado 
para gerar candidatos a comporem o ensemble utilizando critérios como desempenho e 
diversidade. Este algoritmo é caracterizado por preservar ótimos locais ao longo da busca, 
definir automaticamente a quantidade de indivíduos na população a cada iteração e gerar 
redes neurais com um bom desempenho individual e diversidade entre seus erros. O trabalho 
de Coelho (2006) mostrou a importância da utilização de diversidade nos componentes de um 
ensemble, o que também foi feito nos experimentos deste trabalho. 
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	4. Metodologia 
Neste trabalho foi desenvolvida uma pesquisa bibliográfica acompanhada de uma 
pesquisa experimental. 
Na fase da pesquisa bibliográfica foram pesquisados e examinados trabalhos que 
envolvem uso de mineração de dados e redes neurais para descoberta de conhecimento e 
realização de previsões de explosões solares e trabalhos que envolvem aplicações de técnicas 
de ensemble. Nesta fase, os trabalhos pesquisados foram essencialmente artigos científicos e 
livros da área, entre outros documentos. As palavras-chave utilizadas na pesquisa foram 
explosões solares, previsões, redes neurais e ensemble. 
Na fase da pesquisa experimental foram analisados dados diários de séries 
temporais do período de 1997 até 2013 da base de dados do SWPC5 e entendidos e 
selecionados os dados mais relevantes. O motivo da escolha dos dados está descrito na Seção 
4.2. Nesta fase também foi feito o processo de seleção, pré-processamento e transformação 
dos dados da base de dados. Por fim, foi desenvolvida uma ferramenta que recebe como 
entrada uma série temporal com dados de explosões solares e possui duas opções: utilizar uma 
MLP ou um ensemble de MLPs para realizar a previsão. A arquitetura e métodos da MLP e 
do ensemble de MLPs serão explicados nas Seções 4.3 e 4.4. Após selecionada a opção, os 
dados (com exceção dos dados binários) são normalizados, a MLP ou ensemble é treinada 
com dados de treinamento, e tem como saída dados que descreverão se ocorrerá ou não uma 
explosão solar no(s) dia(s) analisados e a classe (M ou X) da explosão. É possível ocorrer 
explosões de classe M e X no mesmo dia e apenas explosões solares mais fortes (de classe M 
ou X) são consideradas. Explosões de classe A, B ou C não são utilizadas como dados de 
entrada ou previstas pela ferramenta por terem um impacto menor no planeta Terra do que as 
explosões M e X (NASA, 2016). A previsão da ocorrência (ou não) de explosões e suas 
classes são comparadas com dados já existentes da ocorrência de explosões nestes dias para 
verificar o desempenho da ferramenta, baseado no número de previsões corretas e incorretas. 
Para verificar se os resultados foram estatisticamente relevantes foi utilizado o 
teste estatístico Mann-Whitney, descrito na Seção 2.7. Este teste foi selecionado por ser 
																																								 																				
5	SWPC – Space Weather Prediction Center. Disponível em: ftp://ftp.swpc.noaa.gov/pub/indices/. 
Acesso em: 31 jan. 2016.	
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	comumente utilizado na literatura para verificar a relevância estatística de experimentos. O 
valor crítico U, também descrito na Seção 2.7, foi definido considerando um nível de 
significância de 0,05 para 10 registros, que são o número de execuções utilizadas neste 
trabalho (as 10 execuções com a MLP em comparação com as 10 execuções com o 
ensemble). Com base nestes parâmetros o valor crítico foi definido como 23, de acordo com a 
tabela de valores críticos (UMASS BOSTON OCW, 2016). Desta forma, aplicando o teste 
estatístico de Mann-Whitney aos resultados da previsão, ele deve gerar um resultado final para 
U menor do que 23 para garantir a relevância estatística da comparação. Quanto menor o 
valor de U, maior a relevância estatística.  
4.1. Fonte dos dados 
Neste trabalho foram utilizados dados da base de dados pública do Space Weather 
Prediction Center (SWPC), que faz parte do National Oceanic and Atmospheric 
Administration (NOAA), uma agência federal americana focada na condição dos oceanos e da 
atmosfera.  
O NOAA provê dados diários relacionados ao monitoramento do clima, utilizando 
pesquisas para informar estes dados aos cidadãos, gerentes de emergências e tomadores de 
decisão6. 
O SWPC é um dos nove centros nacionais para predição de ambiente dos Estados 
Unidos. Ele é a fonte oficial dos Estados Unidos de alertas do espaço climático. O SWPC 
provê monitoramento em tempo real e previsão de eventos solares e geoespaciais que 
impactam navegação, comunicações, satélites e muitos outros sistemas tecnológicos. O 
SWPC também é o centro de aviso primário para a ISES (International Space Environment 
Service) e trabalha com parceiros nacionais e internacionais compartilhando produtos, 
serviços e dados7. 
 
 
																																								 																				
6 NOAA – National Oceanic and Atmospheric Administration. Disponível em: http://www.noaa.gov/. 
Acesso em: 31 jan. 2016. 
7 SWPC – Space Weather Prediction Center. Disponível em: http://www.swpc.noaa.gov/. Acesso em: 
31 jan. 2016. 
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	4.2. Dados de entrada e saída 
Os dados de entrada na MLP e no ensemble de MLPs que foram utilizados neste 
trabalho são séries temporais e estão descritos a seguir: 
• Fluxo de rádio: O fluxo de rádio completo (do Sol inteiro) reportado no dia, com 
frequência de 10,7 cm de comprimento de onda (2800 MHz). Este dado é utilizado como 
entrada por ser um bom indicador da atividade global do Sol (PETROVAY, 2011). 
• Número de manchas solares: O número de manchas solares no dia analisado. Este 
número é computado de acordo com o Número de Mancha Solar Wolf, descrito no 
Capítulo 2. O número de manchas solares foi usado como dado de entrada em diversos 
trabalhos de previsão de explosões solares, como os de Liu et al. (2005), Colak e Qahwaji 
(2007) e Higgins (2012), que verificaram que explosões solares muitas vezes estão 
relacionadas com as manchas. 
• Área das manchas solares: A soma da área de todas as manchas solares observadas no 
dia, em unidades de milionésimos do hemisfério solar. Assim como o número de manchas 
solares, a área total das manchas está relacionada com regiões solares ativas (HIGGINS, 
2012) e pode auxiliar nas previsões de explosões solares. 
• Fluxo de raio-x integrado: A média diária do fluxo de raio-x integrado, que é o raio-x do 
ciclo solar medido pelo satélite GOES (Geostationary Operational Environmental 
Satellite) do SWPC. A seleção deste dado se baseou no fato de ele estar relacionado com a 
ocorrência de explosões solares (MESSEROTTI et al., 2009). O algoritmo utilizado para o 
cálculo da média é o seguinte: 
1- Os 24 valores registrados durante o dia (cada um relacionado a 1 hora), são 
divididos em 3 seções de 8 horas. 
2- É determinado o valor mínimo de cada uma destas seções de 8 horas, chamados 
de min1, min2, min3. 
3- É calculada a média do mínimo da primeira e terceira seção de 8 horas:  
min_avg = ½ (min1 + min3) 
4- O valor final registrado é o menor valor entre min2 e min_avg: 
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	 X-Ray_integrado = valor mínimo entre (min2, min_avg) 
• Classificação magnética das manchas solares: Classificação de grupos de manchas 
solares baseada em suas polaridades e complexidade de estruturas magnéticas (SPACE 
WEATHER LIVE, 2016). Existem oito classificações possíveis (SPACE WEATHER 
LIVE, 2016): 
o α – Alpha: Grupo de manchas solares unipolar.  
o β – Beta: Grupo de manchas solares que tem uma polaridade positiva e uma 
polaridade negativa (ou bipolar) com uma divisão simples entre as polaridades. 
o γ – Gamma: Região complexa onde as polaridades positivas e negativas são tão 
irregularmente distribuídas que não podem ser classificadas como um grupo de 
manchas solares bipolar. 
o β-γ – Beta-Gamma: Grupo de manchas solares bipolar mas complexo o 
suficiente de forma que nenhuma linha pode ser desenhada entre manchas de 
polaridades opostas. 
o δ – Delta: Sombra de polaridade oposta em uma única penumbra. 
o β-δ – Beta-Delta: Grupo de manchas solares com uma configuração magnética 
beta mas que contém uma (ou mais) manchas solares delta. 
o β-γ-δ – Beta-Gamma-Delta: Grupo de manchas solares com uma configuração 
magnética beta-gamma mas que contém uma (ou mais) manchas solares delta. 
o γ-δ – Gamma-Delta: Grupo de manchas solares com uma configuração 
magnética gamma mas que contém uma (ou mais) manchas solares delta. 
• Ocorrência (ou não) de uma explosão: Atributo que define se ocorreu uma explosão de 
classe M ou X no dia ou não. Este dado de entrada será utilizado apenas no conjunto de 
dados de treinamento para que a MLP aprenda a relação entre os dados com a ocorrência 
ou não de explosões solares. Possui dois valores possíveis, descritos na Tabela 1.  
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	Tabela 1 Descrição do atributo de ocorrência de explosão de classe M ou X. 
Ocorrência de explosão Valor 
0 Não ocorreu 
1 Ocorreu 
O dado de ocorrência (ou não) de uma explosão no dia será o dado de saída no 
conjunto de dados de teste e possuirá os mesmos valores possíveis que os valores descritos na 
Tabela 1. Este atributo é utilizado como medida confirmatória da ocorrência de uma explosão 
solar. A previsão é feita para o dia seguinte. 
• Ocorrência (ou não) de uma explosão de classe M: Define se ocorrerá uma explosão de 
classe M no dia seguinte ou não. Possui dois valores possíveis, descritos na Tabela 1. 
• Ocorrência (ou não) de uma explosão de classe X: Define se ocorrerá uma explosão de 
classe X no dia seguinte ou não. Possui dois valores possíveis, descritos na Tabela 1. 
Os dados de ocorrência (ou não) de uma explosão solar, de uma explosão solar de 
classe M, ou de uma explosão solar de classe X no dia são tanto dados de entrada quanto 
dados de saída. Eles são dados de entrada da série histórica e também dados de saída no 
conjunto de dados de teste para a realização das previsões. 
As possíveis combinações de saída da rede incluem: 
1- Não ocorrência de uma explosão solar, não ocorrência de uma explosão solar 
de classe M e não ocorrência de uma explosão solar de classe X. 
2- Ocorrência de uma explosão solar, ocorrência de uma explosão solar de classe 
M e não ocorrência de uma explosão solar de classe X. 
3- Ocorrência de uma explosão solar, não ocorrência de uma explosão solar de 
classe M e ocorrência de uma explosão solar de classe X. 
4- Ocorrência de uma explosão solar, ocorrência de uma explosão solar de classe 
M e ocorrência de uma explosão solar de classe X. 
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	 Os dados de fluxo de rádio, número de manchas solares, área das manchas solares 
e fluxo de raio-x integrado foram normalizados no intervalo de 0 a 1 nos experimentos, como 
está descrito na Seção 4.3. Os outros dados não foram normalizados por serem dados binários. 
O período de dados analisado foi de 1997 até 2013 porque os dados na base do 
SWPC estavam disponíveis apenas após o ano de 1997. Foram utilizados dados de dias 
anteriores para a previsão. A Seção 6.3 descreve como foi decidido este número para a janela 
de tempo. A Figura 9 ilustra a rede neural com todos os dados de entrada possíveis e dados de 
saída utilizados. O valor dos três neurônios de saída resulta nas quatro combinações de saída 
mencionadas anteriormente. A utilização (ou não utilização) dos atributos de fluxo de rádio e 
fluxo de raio-X integrado é decidido de acordo com o resultado dos experimentos na Seção 
6.1. 
 
Figura 9 Dados de entrada e saída utilizados pela MLP e pelo ensemble de MLPs. 
4.3. MLP 
A construção da MLP e do ensemble e suas utilizações para a previsão de 
explosões solares foram feitas utilizando como base o Encog Machine Learning Framework 
(HEATON RESEARCH, 2016), uma biblioteca de código aberto que possui a implementação 
de uma variedade de tipos de redes neurais e algoritmos para treiná-las utilizando diferentes 
threads. 
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	 Neste trabalho foi utilizada uma MLP com uma camada de entrada, que faz a 
leitura dos atributos de entrada, e com uma camada de saída para a geração das saídas finais. 
O número de camadas intermediárias, assim como o número de neurônios em cada camada 
intermediária, foi definido de acordo com os experimentos na Seção 6.2. 
A camada de entrada possui, inicialmente, 13 neurônios, que correspondem aos 
dados de entrada descritos na Seção 4.2: número de manchas solares, área das manchas 
solares, oito entradas binárias com os tipos de configuração magnética, ocorrência (ou não) de 
uma explosão de classe M ou X, ocorrência (ou não) de uma explosão de classe M e 
ocorrência (ou não) de uma explosão de classe X. A adição (ou não adição) de duas outras 
entradas referentes ao fluxo de rádio e ao fluxo de raio-x integrado, totalizando 15 entradas 
para a rede MLP, depende do resultado dos experimentos descritos na Seção 6.1. 
A camada de saída possui 3 neurônios, que indicam a ocorrência ou não de uma 
explosão solar de classe M ou X, a ocorrência ou não de uma explosão da classe M e a 
ocorrência ou não de uma explosão da classe X. 
Para a decisão do algoritmo de treinamento da MLP individual e dos membros do 
ensemble foram testados o algoritmo backpropagation, por ser um algoritmo simples para o 
cálculo do gradiente em uma MLP, e o algoritmo resilient propagation, que oferece 
convergência rápida e acurácia no treinamento. Para reduzir o tempo do treinamento e escapar 
de mínimos locais, como descrito na Seção 2.5, também foram feitos experimentos com a 
técnica resilient propagation em combinação com a técnica simulated annealing. 
A função de ativação utilizada para as camadas de entrada, intermediárias e de 
saída foi a função sigmóide logística, por variar seus limites entre 0 e 1 (em vez de -1 a 1, 
como ocorre em algumas outras funções de ativação). Este intervalo de 0 e 1 é também o 
intervalo utilizado na normalização dos dados contínuos de entrada, mantendo um padrão de 
intervalos na ferramenta utilizada. O intervalo é importante para o domínio do problema 
porque as saídas esperadas (ocorrência ou não de uma explosão solar, classe M ou classe X) 
esperam um valor entre 0 e 1, onde 0 significa a não ocorrência de uma explosão e 1 significa 
a ocorrência de uma explosão. Valores de saída intermediários são arredondados pela 
ferramenta, onde um valor igual ou maior que 0,5 é arredondado para 1 e um valor menor que 
0,5 é arredondado para 0. 
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	 Por utilizar uma função de ativação que tem uma saída entre 0 e 1 foi preciso 
normalizar os dados de entrada para valores entre 0 e 1 para que fossem lidos pela MLP. 
Normalizar os dados de entrada também permite realizar o treinamento mais rápido (SOLA & 
SEVILLA, 1997). A ferramenta utilizada neste trabalho realiza esta normalização 
automaticamente após a leitura do arquivo de dados descrito na Seção 4.4.2. Esta 
normalização consiste em distribuir todos os valores de um atributo em uma faixa de 0 a 1. O 
menor valor é normalizado para o valor 0, o maior valor é normalizado para o valor 1 e todos 
os outros valores recebem valores intermediários, mantendo a ordem dos valores, de acordo 
com a Equação 5:  
Xnorm = (X – mínimo) / (máximo – mínimo) 
 
(5) 
onde Xnorm é o valor normalizado, X é o valor do dado, mínimo é o valor mínimo da série de 
valores e máximo é o valor máximo da série de valores. Estes valores mínimo e máximo são 
obtidos da série de treinamento e caso alguma nova amostra tenha um valor fora deste 
intervalo, o valor é arredondado para o valor que esteja mais próximo ao intervalo. 
4.4. Ensemble 
O ensemble utilizado é composto por membros de redes MLPs com diferentes 
configurações. Este número de membros foi definido de acordo com os experimentos 
descritos na Seção 6.4. Os membros utilizam uma função de ativação sigmóide logística 
(descrita na Seção 2.5) e tiveram seu número de neurônios da camada intermediária calculado 
de acordo com os experimentos na Seção 6.2. O agregador utilizado foi o de voto majoritário, 
que define um resultado final baseado na maior frequência de resultados intermediários para 
gerar uma saída com um menor erro de classificação. Desta forma, se dois membros do 
ensemble previrem que ocorrerá uma explosão e um membro prever que não ocorrerá, o 
resultado final será a sinalização de ocorrência de uma explosão. 
Os atributos de entrada são os mesmos atributos descritos na Seção 4.2: número 
de manchas solares, área das manchas solares, oito tipos de configuração magnética e 
ocorrência (ou não) de uma explosão de classe M ou X, ocorrência (ou não) de uma explosão 
de classe M e ocorrência (ou não) de uma explosão de classe X. Assim como nos atributos de 
entrada da MLP, descritos na Seção 4.3, a adição do fluxo de rádio e do fluxo de raio-x 
integrado depende do resultado dos experimentos descritos na Seção 6.1. 
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	 Foram realizados experimentos na Seção 6.4 para adicionar diversidade aos 
membros do ensemble, com cada membro sendo treinado com um conjunto de dados 
diferente, para verificar se ocorre uma melhoria no erro de classificação. Nestes experimentos 
cada um dos conjuntos de dados representa um terço do total de registros, de forma sequencial 
baseado nas datas dos registros, ou utilizando a técnica de bagging, descrita na Seção 2.6. 
Além disso, foram realizados experimentos com o mesmo algoritmo de treinamento (baseado 
nos resultados dos experimentos realizados na Seção 6.1) para cada membro e com algoritmos 
de treinamento diferentes, adicionando diversidade aos membros do ensemble. 
4.5. Divisão e treinamento dos dados 
Como a maior parte dos dados (acima de 80%) representavam dias em que não 
havia ocorrido uma explosão solar, foi necessário utilizar uma sub-amostragem para a 
obtenção de  quantidades mais balanceadas de dias onde havia ocorrido uma explosão solar e 
onde não havia ocorrido. Após a leitura do arquivo de dados, a ferramenta (descrita no 
Capítulo 5) agrupou todos os dados em conjuntos de 5 dias. Apenas os grupos com pelo 
menos dois dias com ocorrência de explosão solar foram selecionados. Com isto foi possível 
ter uma distribuição de dados com pelo menos 40% de ocorrência de explosões e menos de 
60% de não-ocorrência. 
Os dados foram inicialmente divididos em dois conjuntos, dados de treinamento e 
dados de teste. Dos 6180 casos analisados, 1440 foram selecionados após a sub-amostragem, 
com 1171 (81%) sendo utilizados no conjunto de treinamento e 269 (19%) no conjunto de 
teste, pois, de acordo com os trabalhos analisados, como os de Colak e Qahwaji (2007) e 
Ajabshirizadeh et al. (2011), a distribuição dos dados costuma ser próxima da faixa de 70% a 
80% para treinamento e validação e o restante para teste. O particionamento das amostras 
entre o conjunto de treinamento e o conjunto de testes foi feito cronologicamente. O 
treinamento foi feito com K-Fold cross validation, descrito na Seção 2.5. Dos 1440 casos, 574 
representavam não explosões, 821 representavam explosões de classe M, 123 representavam 
explosões de classe X e 78 representavam explosões de classe M e explosões de classe X 
(ocorrências dos dois tipos no mesmo dia). 
Ao utilizar o ensemble, os dados dos conjuntos de treinamento e teste foram 
novamente divididos em conjuntos para a realização dos experimentos na Seção 6.4. O 
ensemble possui membros do tipo MLP que, como descrito nos experimentos da Seção 6.4, 
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	são treinados utilizando todo o conjunto de dados ou com cada um utilizando um destes 
conjuntos. Após estes treinamentos, ao realizar a previsão da ocorrência de explosões solares, 
suas saídas são combinadas baseado na técnica de voto majoritário, descrita na Seção 4.4. 
O treinamento não se baseia em um número específico de épocas, ele se baseia na 
taxa de erro de classificação, continuando o treinamento até que a taxa de erro nas previsões 
seja menor ou igual à taxa de erro alvo definida. A taxa de erro de classificação alvo (descrita 
na Seção 2.5) para o treinamento é de 17%, ou seja, o treinamento ocorre até que o erro de 
classificação do conjunto de dados de treinamento chegue a este valor. Este valor foi definido 
como 17% porque, mesmo após um longo tempo de treinamento (acima de 10 horas), a taxa 
de erros diminui muito pouco (apenas 0,00001 ou, em alguns casos, 0) após este valor. 
4.6. Formato e tratamento dos dados de entrada da MLP e ensemble 
Os dados utilizados neste trabalho estão disponíveis na base de dados do SWPC, 
descrita na Seção 4.1, no formato ASCII (American Standard Code for Information 
Interchange), utilizando um espaço em branco para separar e delimitar campos diferentes. 
Após copiar os dados (mostrados na Figura 10) da base de dados foi necessário 
remover os campos que não foram utilizados na análise, resultando em apenas campos com o 
ano, mês e dia analisados e dados relevantes para o treinamento e teste da MLP (mostrados na 
Figura 11).  
 
Figura 10 Amostra de dados do SWPC com todos os seus respectivos atributos. 
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Figura 11 Amostra de dados do SWPC com os respectivos atributos relevantes para o 
presente trabalho. 
O motivo da escolha destes dados está detalhado na Seção 4.2. A arquitetura da 
MLP foi apresentada na Seção 4.3. 
Os registros que apresentavam valores inválidos (descritos no Apêndice A) para o 
fluxo de raio-x integrado foram removidos. Para que o fluxo de raio-x integrado pudesse ser 
lido pelas MLPs foi feito um mapeamento de suas classes para valores contínuos. A Tabela 2 
mostra esse mapeamento. 
Tabela 2 Mapeamento das classes de fluxo de raio-x integrado para valores contínuos. I 
representa o valor do fluxo de raio-x integrado. 
Classe Valor 
A I < 10-7 
B 10-7 < = I < 10-6 
C 10-6 < = I < 10-5 
M 10-5 < = I < 10-4 
X I >= 10-4 
Após este passo foi preciso converter o arquivo para o formato .csv (comma-
separated values), separando os diferentes campos por vírgula, para que ele pudesse ser lido 
como entrada na MLP e no ensemble de MLPs.  
Os três primeiros dados do arquivo representam o ano, mês e dia dos registros 
analisados. Estes dados não foram utilizados como entrada para a MLP. Eles foram utilizados 
		
																																																																																																																																																																					49	
																																																																																																																																																																					
	apenas para ordenar os registros da série temporal para que a MLP também pudesse 
considerar a ocorrência (ou não) de explosões solares de classe M ou X em dias anteriores 
como entrada de dados. O dado de ocorrência de uma explosão foi lido pelas MLPs para 
verificar se houve ou não a ocorrência de explosões de classe M ou X no dia. 
O próximo passo necessário foi combinar os dados lidos com os dados de 
configuração magnética das manchas. Foi desenvolvido um algoritmo para ler todos os dados 
de configuração magnética dos grupos de manchas observados no dia pela base do SWPC. O 
algoritmo leu todos os diretórios disponíveis e, para cada diretório, leu todos os arquivos. A 
Figura 12 ilustra um dos arquivos lidos, referente ao dia 27/09/1997. 
 
Figura 12 Exemplo de arquivo lido com dados de configuração magnética das manchas 
solares do dia 27/09/1997. 
A cada arquivo lido, o algoritmo leu a segunda linha encontrada para identificar o 
dia referente ao arquivo. A segunda linha estava no formato “:Issued: 1997 Jan 01 0030 
UTC”, sendo preciso quebrar as palavras utilizando o delimitador de espaço e armazenar o 
segundo, terceiro e quarto elementos (referentes ao ano, mês e dia, respectivamente). Também 
foi necessário fazer um mapeamento do mês em formato escrito (Jan) para seu número 
correspondente (no caso de janeiro, o número 1), para que pudesse ser lido pela MLP e 
ensemble. 
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	 Após identificar a data, todo o conteúdo do arquivo foi salvo em um objeto String 
e foi feita uma busca dentro deste objeto procurando por textos que correspondessem a cada 
configuração magnética observada. Nem todos os dias possuíam dados de configuração 
magnética disponíveis (estes dias estão descritos no Apêndice A). Neste caso, eles não foram 
utilizados como dados de entrada para a MLP e para o ensemble. Os arquivos com os dias 
27/10/2007 e 13/05/2010 necessitaram ser alterados porque suas datas estavam incorretas, 
com o valor de 26/10/2007 e 12/05/2010, respectivamente. Este erro foi detectado porque dois 
arquivos tinham a data de 26/10/2007 e outros dois arquivos tinham a data de 12/05/2010, 
mas não havia arquivos com a data de 27/10/2007 ou 13/05/2010. 
Por fim, a cada arquivo lido e pesquisado, foi escrito uma linha em um arquivo de 
saída para armazenar os dados. Os dados (ano, mês, dia, ocorrência de explosão solar de 
classe M ou X, ocorrência de explosão solar de classe M, ocorrência de explosão solar de 
classe X e os oito tipos de configurações magnéticas) foram separados por uma vírgula para 
facilitar a separação dos dados em uma planilha no formato Microsoft Excel. Os dados desta 
planilha foram integrados com os dados do arquivo .csv gerado anteriormente. Estes dados 
foram, então, normalizados por uma faixa de valores (descrita na Seção 4.3).  
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	5. Ferramenta 
A ferramenta foi desenvolvida utilizando a linguagem de programação Java 
Standard Edition, na versão 7. Ela possui duas telas principais: uma para a realização de 
previsão da ocorrência de explosões e visualização de seus resultados; e outra para a 
configuração de parâmetros do sistema. 
Na primeira tela (Figura 13) é possível selecionar a opção “Prever Explosões com 
Ensemble”, que internamente cria um ensemble de MLPs, lê os dados de entrada, normaliza 
os dados para que possam ser lidos pelo ensemble e os utiliza para treinar o ensemble de 
MLPs. Após o treinamento, são feitas predições da ocorrência ou não de explosões e da 
ocorrência de explosões da classe M e da classe X.  
Após a previsão (Figura 14), são exibidos na tela os dados de entrada e de saída, 
com destaque para as previsões de ocorrência de explosões e da ocorrência de explosões da 
classe M e da classe X. Nesta tela também é possível selecionar a opção “Prever Explosões 
com MLP”, que internamente cria uma MLP, lê os dados de entrada, normaliza os dados para 
que possam ser lidos pela rede e os utiliza para o treinamento e para a realização de predições 
da ocorrência ou não de explosões. Para estas duas opções é mostrada a taxa de erro das 
classificações, onde é possível comparar o desempenho da MLP com o desempenho do 
ensemble de MLPs. 
 
 
		
																																																																																																																																																																					52	
																																																																																																																																																																					
	
 
Figura 13 Tela inicial da ferramenta. 
 
Figura 14 Tela inicial após a realização da previsão das explosões. 
Selecionando a opção “Configurações” (Figura 15) é possível alterar a taxa de 
erro de classificação alvo utilizada no treinamento para que ele ocorra até pelo menos a taxa 
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	de erro definida, alterar o caminho do arquivo de dados de entrada que será lido pela MLP e 
pelo ensemble de MLPs e restaurar as configurações padrão. 
 
 
Figura 15 Tela de configurações. 
 
A Figura 16 apresenta o diagrama de classes da ferramenta, descrevendo as 
principais classes utilizadas. No diagrama de classes a classe Bagging pertence ao Encog 
(HEATON RESEARCH, 2016) e as outras foram implementadas neste trabalho. A classe 
Bagging implementada pelo Encog possui métodos para criar membros do ensemble e para 
treinar estes membros com a estratégia de Bagging, descrita na seção 2.6. 
A classe BaggingExtended é uma subclasse da classe Bagging e é utilizada para 
realizar o treinamento de cada membro do ensemble baseado apenas em seu conjunto de 
dados de treinamento (ao invés de utilizar o conjunto de todos os membros) e utilizar logs 
mais detalhados.  
O pacote Controller possui as classes Predictor, EnsembleFlarePredictor e 
MLPFlarePredictor. A classe Predictor possui métodos para receber os dados de teste, 
realizar a previsão de explosões solares e suas classes e mostrar os resultados. Ela possui duas 
subclasses. A primeira subclasse é a classe EnsembleFlarePredictor, responsável por criar o 
ensemble, criar seus membros utilizando a técnica de prunning, receber o conjunto de dados 
de treinamento e teste, treinar os membros e fazer a previsão da ocorrência de explosões 
solares e suas classes. A segunda subclasse é a classe MLPFlarePredictor, que cria uma MLP 
utilizando a técnica de prunning, recebe os conjuntos de dados de treinamento e teste, treina a 
MLP e faz a previsão da ocorrência de explosões solares e suas classes. 
No pacote UI estão as classes responsáveis pela interface gráfica da ferramenta. A 
classe MainScreen apresenta a tela principal, vista na Figura 13, onde são feitas as previsões 
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	dentro de uma nova thread. A classe SettingsScreen apresenta a tela de configurações, vista na 
Figura 14. 
O pacote Util possui classes para utilidades da ferramenta. A classe 
NormalizeUtilities possui métodos para normalizar os dados de entrada no formato .csv 
(descrito na Seção 4.6) e transformá-los em dados normalizados, que são lidos pela MLP ou 
pelos membros do ensemble de redes neurais. A classe PropertyUtilities controla um arquivo 
de propriedades da ferramenta. Nele se encontra os valores da taxa de erro alvo para o 
treinamento da MLP e dos membros do ensemble de redes neurais e o caminho para o arquivo 
com os dados de entrada. Estes valores podem ser modificados na tela de configurações 
(mostrada na Figura 14). O botão “Restaurar Configurações Padrão” da tela de configurações 
chama o método restoreDefaultProperties que altera estes dois valores para seus valores 
padrão, 0.17 para a taxa de erro alvo e “files/input_data.csv” para o caminho do arquivo de 
dados de entrada. A classe FileUtilities realiza a escrita e deleção de arquivos e é utilizada 
para ler os dados de configuração magnética e combinar estes dados com os outros 
parâmetros de entrada, como descrito na Seção 4.6. A classe PredictionEnum possui três 
diferentes valores para previsão, que correspondem à previsão da ocorrência de explosões 
solares e à previsão da classe M ou da classe X de explosões solares. Ela é utilizada apenas 
para se referir a estas previsões de forma mais clara no código da ferramenta. A classe Config 
possui as constantes utilizadas na ferramenta, como o número de atributos de entrada e saída 
da MLP e dos membros do ensemble, o número de membros do ensemble e o local onde o 
arquivo com os dados normalizados é salvo. 
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Figura 16 Diagrama de classes. 
 
O diagrama de caso de uso mostrado na Figura 17 descreve as funcionalidades da 
ferramenta relacionadas à MLP e o diagrama de sequência mostrado na Figura 18 descreve a 
sequência de eventos durante a realização de uma previsão utilizando uma MLP. Após o 
usuário selecionar a opção “Prever Explosões Solares com MLP” no sistema, os dados de 
treinamento são lidos e normalizados. Após a normalização dos dados, é criada a MLP e é 
feito o seu treinamento. Com a MLP treinada, o último passo é a realização da previsão e a 
exibição dos resultados desta previsão no sistema, para que o usuário possa verificar os 
valores. 
		
																																																																																																																																																																					56	
																																																																																																																																																																					
	
 
Figura 17 Diagrama de caso de uso da MLP. 
 
 
Figura 18 Diagrama de sequência do usuário e da MLP. 
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	 O diagrama de caso de uso mostrado na Figura 19 descreve as funcionalidades da 
ferramenta relacionadas ao ensemble de MLPs e o diagrama de sequência mostrado na Figura 
20 descreve a sequência de eventos para a realização de uma previsão utilizando o ensemble 
de MLPs. O usuário seleciona a opção “Prever Explosões Solares com Ensemble” no sistema, 
o ensemble é criado e são lidos e normalizados os dados de treinamento. Depois são criados 
os membros do ensemble e eles são adicionados ao ensemble. Por fim, o ensemble e seus 
membros são treinados e cada membro faz uma previsão. Estas previsões individuais de cada 
membro são combinadas para gerar a previsão final do ensemble. Este valor é retornado para 
o sistema e para o usuário. 
 
Figura 19 Diagrama de caso de uso do ensemble de MLPs. 
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Figura 20 Diagrama de sequência do usuário e do ensemble de MLPs. 
 
Também foi adicionada a funcionalidade para realizar testes para prever a 
ocorrência de explosões solares com a MLP e com o ensemble repetidas vezes e comparar 
seus resultados. Através de um parâmetro de configuração foi definido que seriam feitas dez 
execuções com a MLP e dez execuções com o ensemble de MLPs, alterando apenas a 
inicialização das MLPs. No final, seus desempenhos foram comparados para verificar qual 
deles obteve os melhores resultados. 
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6. Resultados 
Este capítulo apresenta os resultados desta pesquisa obtidos nos cinco conjuntos 
de experimentos descritos a seguir. Todos os experimentos foram executados utilizando um 
computador MacBook Pro com um processador 2.3 GHz Intel Core i7 e memória RAM de 16 
GB, sistema operacional OS X Yosemite versão 10.10.5. São apresentados em cada 
experimento: seu objetivo principal, arquitetura da rede e resultados obtidos. Os atributos da 
arquitetura da rede que diferem de um experimento para outro na mesma seção estão 
destacados em negrito. Após a realização dos experimentos foi aplicado o teste estatístico 
Mann-Whitney (MANN & WHITNEY, 1947), descrito na Seção 2.7, para verificar se os 
resultados foram estatisticamente relevantes. 
6.1. Experimento para escolha de atributos de entrada e algoritmos de treinamento 
O primeiro conjunto de experimentos buscou verificar se a utilização dos atributos 
de fluxo de rádio e fluxo de raio-X têm um bom resultado na classificação de ocorrência de 
explosões solares e quais algoritmos de treinamento deveriam ser utilizados para a MLP. Para 
a realização dos experimentos a MLP treinada neste trabalho foi comparada com a MLP 
utilizada no trabalho de Colak e Qahwaji (2006), que obteve 15% no erro de classificação da 
ocorrência de explosões solares. A escolha de atributos deste experimento também foi 
baseada no trabalho de Colak e Qahwaji (2006), mas analisando o período de 1997 a 2010, ao 
invés de 1992 a 2005, pois apenas dados a partir de 1997 estavam disponíveis na base do 
SWPC8. O período de 1992 a 2005, utilizado por de Colak e Qahwaji (2006), inclui parte do 
ciclo solar 22, que foi um ciclo solar com uma grande incidência de explosões solares de 
classe X, o que pode ter influência nos resultados obtidos. O número de neurônios na camada 
intermediária foi 31 para os quatro experimentos, pois foi a configuração utilizada no trabalho 
de Colak e Qahwaji (2006). A função de ativação utilizada foi a sigmoide logística para os 
quatro experimentos. Os parâmetros que variaram foram os atributos de entrada da rede e o 
método de treinamento. A Tabela 3 apresenta como esses dois parâmetros variaram nos 
quatro experimentos. No Experimento 1.2 o atributo de fluxo de rádio foi adicionado como 
entrada por ser um bom indicador da atividade global do sol (PETROVAY, 2011). O atributo 
																																								 																				
8	SWPC – Space Weather Prediction Center. Disponível em: ftp://ftp.swpc.noaa.gov/pub/indices/. 
Acesso em: 31 jan. 2016.	
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	de raio-X integrado foi adicionado por estar relacionado com a ocorrência de explosões 
solares e por possibilitar previsões mais precisas, podendo modelar eventos eruptivos e efeitos 
de longa duração (MESSEROTTI et al., 2009). 
Tabela 3 Parâmetros do experimento 1. 
 Atributos de entrada da rede Estratégia de 
Treinamento 
Exp. 1.1 classe de Zurich modificada; tipo da maior mancha solar; 
distribuição das manchas solares; classificação Mt. 
Wilson; tamanho do grupo de manchas solares; área; 
latitude e longitude das manchas solares 
Backpropagation 
Exp. 1.2 classe de Zurich modificada; tipo da maior mancha solar; 
distribuição das manchas solares; classificação Mt. 
Wilson; tamanho do grupo de manchas solares; área; 
latitude e longitude das manchas solares; fluxo de rádio, 
fluxo de raio-X integrado 
Backpropagation 
Exp. 1.3 classe de Zurich modificada; tipo da maior mancha solar; 
distribuição das manchas solares; classificação Mt. 
Wilson; tamanho do grupo de manchas solares; área; 
latitude e longitude das manchas solares 
Resilient 
propagation e 
Simulated 
annealing 
Exp. 1.4 classe de Zurich modificada; tipo da maior mancha solar; 
distribuição das manchas solares; classificação Mt. 
Wilson; tamanho do grupo de manchas solares; área; 
latitude e longitude das manchas solares; fluxo de rádio, 
fluxo de raio-X integrado 
Resilient 
propagation e 
Simulated 
annealing 
 
No Experimento 1.3, o resilient propagation foi escolhido por ter uma velocidade 
de convergência, acurácia e robustez em relação aos parâmetros de treinamento melhor do 
que o algoritmo de backpropagation (CHEN & LIN, 2011). Para melhorar a eficiência do 
treinamento, a técnica resilient propagation foi combinada com a técnica simulated 
annealing. O simulated annealing foi escolhido para estratégia secundária porque utilizá-lo 
em combinação com métodos de propagação (como o resilient propagation) é, muitas vezes, 
uma combinação muito eficiente por auxiliar o método de propagação a escapar de mínimos 
locais (HEATON RESEARCH, 2016). 
Após a realização das previsões da MLP foi gerada uma matriz de confusão, que 
descreve a quantidade de resultados verdadeiros positivos (eventos que foram previstos que 
		
																																																																																																																																																																					61	
																																																																																																																																																																					
	iriam ocorrer e ocorreram), verdadeiros negativos (eventos que foram previstos que não iriam 
ocorrer e não ocorreram), falsos positivos (eventos que foram previstos que iriam ocorrer e 
não ocorreram) e falsos negativos (eventos que foram previstos que não iriam ocorrer e 
ocorreram). A Tabela 4 mostra um exemplo de uma matriz de confusão, com os resultados de 
uma das previsões da MLP no Experimento 4.1. 
Tabela 4 Exemplo de matriz de confusão. 
  Previsão 
  Explosão  Não Explosão 
Valor  
real 
Explosão 68 15 
Não Explosão 63 123 
 
Baseado no exemplo da Tabela 4, ocorreram 68 verdadeiros positivos, 63 falsos 
positivos, 15 falsos negativos e 123 falsos positivos. O erro de classificação é dado pela 
Equação 6. 
EC = FN / (TP + FN) 
 
(6) 
onde FN é o número de falsos negativos e TP o número de verdadeiros positivos. 
Para verificar se a MLP estava generalizando corretamente, foi avaliado este erro 
de classificação durante seu treinamento. Durante o treinamento o erro de classificação do 
conjunto de dados de treinamento caiu de 19% para valores próximos a 17,2%, como mostra a 
Figura 21, utilizando a MLP com a arquitetura descrita no Experimento 4.1.  
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Figura 21 Erro de classificação durante o treinamento da MLP no Experimento 4.1 
A Tabela 5 descreve os erros de classificação obtidos com dez execuções da MLP 
utilizando diferentes configurações. 
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	Tabela 5 Erros de classificação da execução da MLP com diferentes configurações. 
Execução Exp. 1.1  Exp. 1.2 Exp. 1.3  Exp. 1.4 
1 23,1 19 16,36 16,1 
2 16,37 16,1 16 14,6 
3 20,4 20,3 20,2 19,1 
4 18,11 17,11 17,23 17,3 
5 13,22 14,2 13,1 12,5 
6 18,21 18,1 17,5 18 
7 13,32 13,3 13,5 12,3 
8 21,4 20,1 20 16,2 
9 16,92 16,9 14,24 14 
10 15,43 15,1 15,23 13,2 
Média 17,6% 17,2% 16,3% 15,3% 
Desvio 
Padrão 
3,2% 2,4% 2,4% 2,3% 
A Tabela 6 mostra a aplicação do teste estatístico Mann-Whitney nos resultados 
do Experimento 1 para verificar quais testes foram estatisticamente relevantes. O teste 
estatístico Mann-Whitney tem como resultado os valores U, que são valores críticos usados 
para validar ou rejeitar a hipótese sendo avaliada. Como descrito no Capítulo 4, este valor 
crítico foi definido com base em uma tabela para valores críticos (UMASS BOSTON OCW, 
2016), considerando um nível de significância de 0,05 para 10 registros, que são as 10 
execuções feitas com a MLP. Com base nestes parâmetros o valor crítico foi definido como 
23. Os valores U estão destacados em negrito nos testes relevantes. Para verificar a relevância 
dos testes, o valor U obtido e o valor crítico 23 são comparados. Caso o valor U obtido seja 
menor que 23, o teste é estatisticamente relevante. 
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	Tabela 6 Valor U obtido com a aplicação do teste estatístico Mann-Whitney nos 
resultados do experimento 1. 
 Exp. 1.1  Exp. 1.2  Exp. 1.3  Exp. 1.4  
Exp. 1.1 - 44 36 27 
Exp. 1.2 44 - 42 30,5 
Exp. 1.3 36 42 - 39 
Exp. 1.4 27 30,5 39 - 
No primeiro conjunto de experimentos não foram encontrados testes 
estatisticamente significativos. Isto pode ter ocorrido porque os valores das médias dos erros 
de classificação dos experimentos foram próximos, já que, apesar de ter ocorrido uma redução 
no erro de classificação, ela não foi uma grande redução (em alguns casos, com uma melhoria 
de menos de 1%). Desta forma, não é possível afirmar a significância estatística dos testes 
com o nível de significância considerado (0,05). 
O Experimento 1.4, com a utilização dos atributos de fluxo de rádio e fluxo de 
raio-x integrado e a utilização de uma estratégia híbrida de treinamento com resilient 
propagation e simulated annealing, obteve o menor erro de classificação com média 15,3% e 
desvio padrão 2,3%. Mas, como não foi possível afirmar a significância estatística dos testes, 
não foi possível confirmar que o fluxo de rádio, como analisado no trabalho de Petrovay 
(2011), e o atributo de raio-X integrado, como descrito no trabalho de Messerotti et al. (2009), 
podem melhorar as previsões de explosões solares.  
A utilização da estratégia híbrida de treinamento com resilient propagation e 
simulated annealing obteve uma redução de 0,9% da média do erro de classificação em 
relação à utilização da estratégia de treinamento backpropagation. Esta melhora no resultado 
pode ter acontecido devido à combinação do simulated annealing com métodos de 
propagação, que pode auxiliar o método de propagação a escapar de mínimos locais, como 
descrito em Heaton Research (2016).  
Durante a revisão bibliográfica não foram encontrados trabalhos que utilizem as 
configurações das redes neurais descritas nos experimentos 1.2, 1.3 e 1.4. Uma sugestão de 
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	trabalho futuro seria a realização de mais testes com estas configurações, com o objetivo de 
prever explosões solares em um período de horas ao invés de um período diário. 
6.2. Experimento para análise de configuração das camadas intermediárias da MLP 
 O segundo conjunto de experimentos buscou analisar a melhor configuração para 
a camada intermediária da MLP. A escolha do número de neurônios da camada intermediária 
da MLP é importante, como descrito na Seção 2.5, por permitir melhores aproximações dos 
resultados das previsões (CABRERA et al., 1997). Para todo o conjunto desses experimentos 
foram utilizados os parâmetros a seguir: 
• Atributos de entrada da MLP (15 neurônios): número de manchas solares no dia, 
área total das manchas solares, fluxo de rádio, fluxo de raio-x integrado, 
classificação magnética das manchas solares, ocorrência (ou não) de uma explosão 
solar de classe M ou X no dia anterior, ocorrência (ou não) de uma explosão solar 
de classe M no dia anterior e ocorrência (ou não) de uma explosão solar de classe 
X no dia anterior. 
• Função de ativação: sigmoide logística. 
• Estratégia de treinamento da rede: híbrida de resilient propagation e simulated 
annealing. 
• Atributo de saída: previsão da ocorrência (ou não) de uma explosão solar de classe 
M ou X. 
 A variação foi testada com o número de neurônios da camada intermediária. A 
Tabela 7 indica o número de neurônios da camada intermediária e o número de camadas 
intermediárias de cada experimento. 
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	Tabela 7 Número de neurônios da camada intermediária e o número de camadas 
intermediárias. 
 Neurônios da camada intermediária Número de 
camadas 
Exp. 2.1 Pruning entre 15 e 30 neurônios 1 
Exp. 2.2 Mesmo número da camada de entrada (15 neurônios) 1 
Exp. 2.3 Dobro da camada de entrada mais 1 (31 neurônios) 1 
Exp. 2.4 1a: 22 neurônios; 2a: 22 neurônios 2 
Exp. 2.5 1a: 22 neurônios; 2a: 7 neurônios 2 
Exp. 2.6 1a: 22 neurônios; 2a: Dobro da camada de saída (2 
neurônios) 
2 
A escolha do número de neurônios das camadas intermediárias para os 
experimentos está descrita a seguir. 
Durante o Experimento 2.1, ao utilizar o método de pruning incremental foi 
verificado que o número ideal de neurônios selecionado para a camada intermediária é 
normalmente 22. Por este motivo, os experimentos 2.4, 2.5 e 2.6 utilizaram 22 neurônios na 
primeira camada intermediária. Como o número selecionado de neurônios da camada 
intermediária nem sempre é o mesmo (pois os pesos aleatórios iniciais são criados de forma 
diferente), para o Experimento 2.1 foi utilizado um pruning com o valor mínimo de 15 e 
máximo de 30 neurônios para as execuções da MLP. Para o Experimento 2.2, o número de 
neurônios da camada intermediária foi o mesmo da camada de entrada, ou seja, 15 neurônios. 
Para o Experimento 2.3, utilizou-se o método do dobro de neurônios da camada de entrada 
mais um (UEM apud HECHT & NIELSEN, 2016), ou seja, 31 neurônios. Para o Experimento 
2.4, foram utilizadas duas camadas intermediárias (UEM apud CYBENKO, 2016), com o 
mesmo número de neurônios, 22, em cada camada. Para o Experimento 2.5, foram utilizadas 
duas camadas intermediárias, sendo a segunda com um terço do número de neurônios da 
primeira (UEM apud KUDRICKY, 2016), ou seja, 22 neurônios na primeira camada e 7 
neurônios na segunda camada intermediária. Para o Experimento 2.6, foram utilizadas duas 
camadas intermediárias, sendo a primeira com 22 neurônios e a segunda com o dobro de 
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	neurônios em relação à camada de saída (UEM apud LIPPMANN, 2016), ou seja, 2 
neurônios. 
A Tabela 8 descreve os erros de classificação obtidos com a execução de dez 
previsões de explosões solares utilizando a MLP com diferentes números de neurônios na 
camada intermediária. 
Tabela 8 Erros de classificação de execuções da MLP com diferentes números de 
neurônios na camada intermediária. 
Execução Exp. 2.1 Exp. 2.2 Exp. 2.3  Exp. 2.4 Exp. 2.5 Exp. 2.6 
1 20,4 24,85 33,67 22,33 23,66 21,89 
2 14,6 13,01 28,86 15,3 15,38 20 
3 15,6 26,3 16,23 16,5 20,11 18,7 
4 17,9 21,3 23,89 21,2 16,56 20,8 
5 16,8 18,41 35,4 24,6 19,3 15,9 
6 17,5 21,3 15,23 19,49 20,66 18,45 
7 15,9 18,34 27,77 17,69 15,97 16,2 
8 18 18,21 30,21 20,55 18,93 21,6 
9 14,9 26,62 19,9 13,56 15,65 19,52 
10 11,4 12,42 28,9 11,2 14,2 17,15 
Média 16,3% 20 26% 18,2% 18% 19% 
Desvio 
Padrão 
2,4% 5% 6,9% 4,1% 2,9% 2,1% 
A Tabela 9 mostra a aplicação do teste estatístico Mann-Whitney nos resultados 
do Experimento 2 para verificar quais testes foram estatisticamente relevantes. Ela descreve 
os valores U calculados pelo teste, destacando em negrito os testes relevantes.  
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	Tabela 9 Valor U obtido com a aplicação do teste estatístico Mann-Whitney nos 
resultados do experimento 2. 
 Exp. 2.1  Exp. 2.2  Exp. 2.3  Exp. 2.4  Exp. 2.5  Exp. 2.6  
Exp. 2.1 - 21 13 35 35 18.5 
Exp. 2.2 21 - 24 37 37 45 
Exp. 2.3 13 24 - 20 18 22 
Exp. 2.4 35 37 20 - 47 45 
Exp. 2.5 35 37 18 47 - 37 
Exp. 2.6 18.5 45 22 45 37 - 
Verificou-se que o experimento 2.1, com a utilização do método de pruning 
incremental com o valor mínimo de 15 e máximo de 30 neurônios para a camada 
intermediária obteve os melhores resultados com média 16,3% e desvio padrão 2,4%. 
Estes resultados contradizem o que foi visto na literatura. As configurações 
utilizadas no Experimento 2.3, baseada em UEM apud Hecht & Nielsen (2016), no 
Experimento 2.4, baseada em UEM apud Cybenko (2016), no Experimento 2.5, baseada em 
UEM apud Kudricky (2016) e no Experimento 2.6, baseada em UEM apud Lippmann (2016) 
tiveram resultados piores que o Experimento 2.1. Um possível motivo é que o pruning 
incremental realiza treinamentos com diferentes quantidades de neurônios na camada 
intermediária de cada rede e seleciona a rede neural com o melhor resultado. No Experimento 
2.1 esta abordagem selecionou 22 neurônios. Este pode ser também um dos motivos pelos 
quais trabalhos como os de Castellano et al. (1997), Karin (1990) e Omlin & Giles (1994) 
utilizam o pruning incremental para melhoria de performance de previsões de redes neurais. 
Como o Experimento 2.1 obteve os melhores resultados, ele foi comparado com 
os outros experimentos para verificar a relevância das comparações. No segundo conjunto de 
experimentos as comparações do Experimento 2.1 com os experimentos 2.2, 2.3 e 2.6 foram 
estatisticamente significativas. Por outro lado, as comparações do Experimento 2.1 com os 
experimentos 2.4 e 2.5, que obtiveram valores U acima do valor crítico (23), não foram 
estatisticamente significativas.  
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	 Isto pode ter ocorrido porque nos experimentos 2.2, 2.3 e 2.6 foi utilizado um 
grande número de neurônios na camada intermediária, ao contrário do pruning feito no 
primeiro experimento (que varia entre 15 e 30). Com isto, foi possível verificar mais 
claramente a diferença na eficiência entre as previsões. Já os experimentos 2.4 e 2.5 
utilizaram MLPs com configurações semelhantes, com duas camadas intermediárias, 22 
neurônios na primeira camada e com um diferente número de neurônios apenas na segunda 
camada. O Experimento 2.1 também, normalmente, utilizou 22 neurônios em sua camada 
intermediária. Essa diferença pequena no número de neurônios entre os experimentos pode ser 
a causa dos testes não serem estatisticamente significativos, já que eles obtiveram médias 
semelhantes dos erros de classificação. 
6.3. Experimentos de análise da melhor janela de tempo para a MLP 
 O terceiro conjunto de experimentos buscou analisar a melhor janela de tempo 
para a MLP, ou seja, o número de dias que seriam transformados em entradas da rede. Esta 
configuração é importante por definir o contexto utilizado pela MLP durante a previsão 
(COCOCCIONI et al., 2011). Foram realizados três experimentos com os seguintes 
parâmetros em comum: 
• Atributos de entrada da MLP (15 neurônios): número de manchas solares no dia, 
área total das manchas solares, fluxo de rádio, fluxo de raio-x integrado, 
classificação magnética das manchas solares, ocorrência (ou não) de uma explosão 
solar de classe M ou X no dia anterior, ocorrência (ou não) de uma explosão solar 
de classe M no dia anterior e ocorrência (ou não) de uma explosão solar de classe X 
no dia anterior.  
• Número de neurônios na camada intermediária: baseado na utilização de um 
pruning incremental com o valor mínimo de 15 e máximo de 30 neurônios para as 
execuções da MLP.  
• Função de ativação: sigmóide logística.  
• Estratégia de treinamento: estratégia híbrida com resilient propagation e simulated 
annealing.  
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	 • Atributo de saída: previsão da ocorrência (ou não) de uma explosão solar de classe 
M ou X. 
 Para os experimentos 3.1, 3.2 e 3.3 foram utilizados uma janela de tempo com, 
respectivamente, 1, 5 e 10 dias. O número de neurônios na camada de entrada das MLPs varia 
com o número de dias da janela de tempo, de acordo com a Equação 7.  
NCE = ND x A 
 
(7) 
onde NCE é o número de neurônios na camada de entrada, ND é o número de dados 
utilizados como entrada e A é o número de dias da janela de tempo. 
 Assim, nos experimentos a seguir temos 15 neurônios de entrada no Experimento 
3.1, 75 neurônios de entrada no Experimento 3.2 e 150 neurônios de entrada no Experimento 
3.3, com cada grupo de 15 neurônios correspondendo a um dia. 
A Tabela 10 mostra os erros de classificação da execução de dez previsões com a 
MLP utilizando essas diferentes configurações de dias da janela de tempo. 
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	Tabela 10 Erros de classificação da execução da MLP com uma janela de tempo de 1, 5 e 
10 dias 
Execução Experimento 3.1 Experimento 3.2 Experimento 3.3 
1 24,46 20,4 16,46 
2 30,4 14,6 28,19 
3 23,78 15,6 19,54 
4 38,74 17,9 31,54 
5 40,21 16,8 22,21 
6 27,6 17,5 18,3 
7 33,9 15,9 22,37 
8 26,7 18 16,64 
9 44,6 14,9 30,21 
10 29,8 11,4 15,26 
Média 32% 16,3% 22% 
Desvio Padrão 7,1% 2,4% 5,9% 
A Tabela 11 mostra a aplicação do teste estatístico Mann-Whitney nos resultados 
do Experimento 3 para verificar quais testes foram estatisticamente relevantes. Ela descreve 
os valores U calculados pelo teste, destacando em negrito os testes relevantes. 
Tabela 11 Valor U obtido com a aplicação do teste estatístico Mann-Whitney nos 
resultados do experimento 3. 
 Exp. 3.1  Exp. 3.2  Exp. 3.3  
Exp. 3.1 - 0 15 
Exp. 3.2 0 - 19 
Exp. 3.3 15 19 - 
Após a realização dos testes foi verificado que o Experimento 3.2, com cinco dias 
da janela de tempo, obteve os melhores resultados com média 16,3% e desvio padrão 2,4%. 
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	 Este resultado pode ter ocorrido porque cinco dias é uma janela de dados 
intermediária entre um dia e dez dias, possivelmente possibilitando a MLP obter uma 
quantidade suficiente de dados para realizar boas previsões. Apenas um dia pode ser um 
período muito curto para a MLP realizar uma análise da série temporal e dez dias é 
possivelmente um período com muitos dados para que a MLP consiga realizar seu 
treinamento eficientemente.  
Não foi possível comparar tais resultados com a literatura porque os trabalhos 
analisados não descreveram este parâmetro da configuração nas redes neurais utilizadas.  
Trabalhos futuros podem analisar a eficiência da utilização de modelos de redes 
neurais que trabalham com atrasos e contexto aplicados a séries temporais como o TDNN 
(Time Delay Neural Network) (WAIBEL et al., 1989), FIR Filter (Finite Impulse Response 
FIlter) (OPPENHEIM et al., 1983), NARX (Nonlinear AutoRegressive model with eXogenous 
inputs) (BILLINGS, 2013) e redes recorrentes de Jordan (CRUSE, 2006). 
No terceiro conjunto de experimentos, todas as comparações foram 
estatisticamente significativas. Isto pode ter ocorrido, como descrito anteriormente, porque 
cinco dias pode ter possibilitado a MLP ter tido dados suficientes para entender o contexto da 
série temporal, ao contrário de um dia (poucos dados) e dez dias (mais dados do que o 
necessário). 
6.4. Experimentos para análise da melhor arquitetura de ensembles 
 O quarto conjunto de experimentos buscou verificar qual a melhor arquitetura 
para o ensemble de redes neurais. Para isto foram realizados testes com diversas 
configurações do ensemble em comparação com o resultado da previsão da MLP. Para todo o 
conjunto desses experimentos foram utilizados os parâmetros a seguir: 
• Atributos de entrada da MLP (15 neurônios): número de manchas solares no dia, 
área total das manchas solares, fluxo de rádio, fluxo de raio-x integrado, 
classificação magnética das manchas solares, ocorrência (ou não) de uma explosão 
solar de classe M ou X no dia anterior, ocorrência (ou não) de uma explosão solar 
de classe M no dia anterior e ocorrência (ou não) de uma explosão solar de classe X 
no dia anterior.  
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	 • Número de neurônios na camada intermediária: baseado na utilização de um 
pruning incremental com o valor mínimo de 15 e máximo de 30 neurônios para as 
execuções da MLP.  
• Função de ativação: sigmóide logística.  
• Número de dias da janela de tempo: 5. Desta forma, são utilizados 75 neurônios na 
camada de entrada, como descrito na Equação 7. 
• Atributo de saída: previsão da ocorrência (ou não) de uma explosão solar de classe 
M ou X. 
 A variação foi testada com a técnica de aprendizagem de máquina (MLP ou 
ensemble), a estratégia de treinamento, número de membros do ensemble e o conjunto de 
dados de treinamento. A Tabela 12 indica as técnicas de aprendizagem de máquina, as 
estratégias de treinamento, o número de membros do ensemble e os conjuntos de dados de 
treinamento utilizados em cada experimento. 
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	Tabela 12 Técnicas de aprendizagem de máquina, estratégias de treinamento, número 
de membros do ensemble e conjuntos de dados de treinamento. 
 Técnica de 
aprendizagem 
Estratégia de 
treinamento 
Número de 
membros 
Conjunto de dados 
de treinamento 
Exp. 4.1 MLP Resilient 
propagation e 
Simulated 
annealing 
- Todos os dados lidos 
pela rede 
Exp. 4.2 Ensemble de 
MLPs 
Resilient 
propagation e 
Simulated 
annealing 
3 Todos os dados lidos 
por todos os 
membros 
Exp. 4.3 Ensemble de 
MLPs 
Resilient 
propagation e 
Simulated 
annealing 
5 Todos os dados lidos 
por todos os 
membros 
Exp. 4.4 Ensemble de 
MLPs 
Resilient 
propagation e 
Simulated 
annealing 
3 Bagging 
Exp. 4.5 Ensemble de 
MLPs 
Resilient 
propagation e 
Simulated 
annealing 
3 Três conjuntos 
distintos de mesmo 
tamanho. Cada 
membro treinado 
por um conjunto 
diferente. 
Exp. 4.6 Ensemble de 
MLPs 
Cada membro 
foi treinado 
com uma 
estratégia 
diferente 
3 Três conjuntos 
distintos de mesmo 
tamanho. Cada 
membro treinado por 
um conjunto 
diferente. 
No Experimento 4.4 foi utilizada a estratégia de bagging (descrita na Seção 2.6) 
para a seleção dos dados de treinamento, com o conjunto de dados distribuído aleatoriamente 
entre os três membros. 
No Experimento 4.6 cada membro foi treinado com uma estratégia diferente: o 
primeiro membro foi treinado com resilient propagation, o segundo membro com uma 
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	estratégia híbrida de treinamento com resilient propagation e simulated annealing e o terceiro 
membro com uma estratégia híbrida de treinamento com scaled conjugate gradient e 
simulated annealing. A escolha da estratégia de treinamento resilient propagation e da 
estratégia híbrida resilient propagation e simulated annealing foi feita baseado nos resultados 
positivos obtidos no conjunto de Experimentos 1 com a MLP. A estratégia híbrida scaled 
conjugate gradient e simulated annealing no terceiro membro foi utilizada para prover 
diversidade de treinamento aos membros do ensemble. 
A Tabela 13 descreve os erros de classificação obtidos com dez execuções da 
MLP e com diferentes arquiteturas do ensemble de MLPs. 
Tabela 13 Comparação dos erros de classificação da execução da MLP com diferentes 
configurações do ensemble. 
Execução Experi-
mento 
4.1 
Experi-
mento 
4.2 
Experi-
mento 
4.3 
Experi- 
mento     
4.4 
Experi- 
mento     
4.5 
Experi-
mento    
4.6 
1 20,4 20,6 28,2 20,78 21,21 20,1 
2 14,6 16,7 18,6 16,32 17,88 15,3 
3 15,6 18,5 24,2 18,79 16,01 14,67 
4 17,9 21,9 19,2 18,1 16,7 15,12 
5 16,8 17,6 18,4 14,77 13,1 10,99 
6 17,5 14,7 27,3 19,37 14,12 13,17 
7 15,9 18,4 22,3 20,78 14,98 14,66 
8 18 22 27,6 18,66 18,32 18,34 
9 14,9 15,7 20,5 20,78 15,18 14,7 
10 11,4 17,9 17,5 19,37 14,1 10,22 
Média 16,3% 18,4% 22,3% 18,7% 16,1% 14,7% 
Desvio 
Padrão 
2,4% 2,4% 4,1% 1,9% 2,4% 2,9% 
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	 A Tabela 14 mostra a aplicação do teste estatístico Mann-Whitney nos resultados 
do Experimento 4 para verificar quais testes foram estatisticamente relevantes. Ela descreve 
os valores U calculados pelo teste, destacando em negrito os testes relevantes.  
Tabela 14 Valor U obtido com a aplicação do teste estatístico Mann-Whitney nos 
resultados do experimento 4. 
 Exp. 4.1  Exp. 4.2  Exp. 4.3  Exp. 4.4  Exp. 4.5  Exp. 4.6  
Exp. 4.1 - 26,5 6,5 18 45 31 
Exp. 4.2 26,5 - 20,5 40 23,5 14,5 
Exp. 4.3 6,5 20,5 - 30 7 5 
Exp. 4.4 18 40 30 - 20 12 
Exp. 4.5 45 23,5 7 20 - 37 
Exp. 4.6 31 14,5 5 12 37 - 
A menor média de erro de classificação foi obtida com o Experimento 4.6, 
utilizando um ensemble com três membros, cada um sendo treinado com um conjunto 
diferente de dados e com algoritmos de treinamento diferentes. O Experimento 4.6 obteve 
uma média de erro de classificação de 14,7% e desvio padrão de 2,9%. 
Os experimentos 4.3 e 4.4 obtiveram uma média de classificação pior do que o 
Experimento 4.1, exemplificando casos em que uma MLP individual pode ter um erro de 
classificação menor do que um ensemble de redes neurais. Após estes experimentos a 
configuração do ensemble de redes neurais foi modificada novamente, buscando melhorar sua 
performance no Experimento 4.5, com cada membro do ensemble sendo treinado com um 
conjunto diferente de dados. Após esta modificação o ensemble obteve um erro de 
classificação menor do que a MLP. Com isto, foi visto que um ensemble de redes neurais 
pode realizar uma classificação com um erro menor do que uma MLP, desde que ele utilize 
uma configuração adequada. Apesar do erro de classificação mais baixo, não é possível 
afirmar que há significância estatística com o nível considerado (0,05). 
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	 O Experimento 4.2 obteve um erro de classificação menor do que o Experimento 
4.3 (18,4% contra 22,3%). Com isto, foi verificado que um ensemble com três membros pode 
realizar classificações com melhores resultados que um ensemble com cinco membros.  
Contradizendo o que foi visto na literatura no trabalho de West et al. (2005), o 
Experimento 4.5 (com cada membro de ensemble sendo treinado com um conjunto distinto de 
dados), obteve um resultado melhor de classificação (com uma média de 16,1%) do que o 
Experimento 4.4, que utilizou a estratégia de bagging (descrita na Seção 2.6), e que obteve 
uma média de 18,7%. Isto pode ter ocorrido porque com conjuntos de dados em sequência 
existe a garantia que todos os dados serão utilizados no treinamento, ao contrário da utilização 
da estratégia de bagging, onde amostras podem ser replicadas ou não utilizadas (WEST et al., 
2005). 
Por fim, o Experimento 4.6, com uma média de erro de classificação de 14,7% 
obteve um resultado melhor do que o Experimento 4.1, com uma média de erro de 
classificação de 16,3%. Este resultado está de acordo com o que foi visto na literatura, de que 
um ensemble de redes neurais pode ter um erro de classificação menor do que uma MLP 
individual, descrito em trabalhos como o de West et al. (2005). O Experimento 4.6 também 
mostra a importância do uso de diversidade no treinamento dos membros do ensemble, 
descrito na literatura como um importante componente (COELHO, 2006), através de dados e 
métodos de treinamentos distintos, por ter obtido resultados melhores que os experimentos 
4.2, 4.3 e 4.4.  
6.5. Experimento para comparação de previsões de categorias de explosões solares 
 Com as arquiteturas da MLP e do ensemble de redes neurais definidas, o quinto 
conjunto de experimentos buscou utilizá-las para realizar previsões de classes (M ou X) de 
explosões solares. Para todo o conjunto desses experimentos foram utilizados os parâmetros a 
seguir: 
• Atributos de entrada da MLP (15 neurônios): número de manchas solares no dia, 
área total das manchas solares, fluxo de rádio, fluxo de raio-x integrado, 
classificação magnética das manchas solares, ocorrência (ou não) de uma explosão 
solar de classe M ou X no dia anterior, ocorrência (ou não) de uma explosão solar 
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	 de classe M no dia anterior e ocorrência (ou não) de uma explosão solar de classe X 
no dia anterior.  
• Número de neurônios na camada intermediária: baseado na utilização de um 
pruning incremental com o valor mínimo de 15 e máximo de 30 neurônios para as 
execuções da MLP. O número médio de neurônios retornado utilizando esta técnica 
é 22. 
• Função de ativação: sigmóide logística.  
• Número de dias da janela de tempo: 5. Desta forma, são utilizados 75 neurônios na 
camada de entrada, como descrito na Equação 7. 
• Atributo de saída nos experimentos 5.1 e 5.3: previsão da ocorrência (ou não) de 
uma explosão solar de classe M. 
• Atributo de saída nos experimentos 5.2 e 5.4: previsão da ocorrência (ou não) de 
uma explosão solar de classe X.  
 A Tabela 15 resume as técnicas de aprendizagem de máquina e atributos de saída 
utilizados no Experimento 5. 
Tabela 15 Técnicas de aprendizagem de máquina e atributos de saída utilizados no 
Experimento 5. 
 Técnica de aprendizagem Atributo de saída 
Exp. 5.1 MLP Ocorrência (ou não) de uma explosão solar 
de classe M 
Exp. 5.2 MLP Ocorrência (ou não) de uma explosão solar 
de classe X 
Exp. 5.3 Ensemble de MLPs Ocorrência (ou não) de uma explosão solar 
de classe M 
Exp. 5.4 Ensemble de MLPs Ocorrência (ou não) de uma explosão solar 
de classe X 
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	  No Experimento 5.1 foi feita a previsão da ocorrência de explosões solares de 
classe M utilizando uma MLP. No Experimento 5.2 foi feita a previsão da ocorrência de 
explosões solares de classe X utilizando uma MLP. Para ambos os casos, ao detectar que uma 
explosão iria ocorrer, a MLP também classificou a explosão com o tipo M ou tipo X. A 
classificação de uma explosão como tipo M ou tipo X faz parte das saídas da MLP e do 
ensemble de MLPs, como descrito na Seção 4.2. 
No Experimento 5.3 foi feita a previsão da ocorrência de explosões solares de 
classe M utilizando um ensemble de redes neurais. No Experimento 5.4 foi feita a previsão da 
ocorrência de explosões solares de classe X utilizando um ensemble de redes neurais. Em 
ambos os experimentos 5.3 e 5.4 o ensemble foi configurado com 3 membros e, assim como 
nos experimentos 4.5 e 4.6, os dados de treinamento foram divididos em três conjuntos 
distintos de mesmo tamanho e cada membro do ensemble foi treinado com um conjunto 
diferente. Cada membro foi treinado com uma estratégia diferente: o primeiro membro foi 
treinado com resilient propagation, o segundo membro com uma estratégia híbrida de 
treinamento com resilient propagation e simulated annealing e o terceiro membro com uma 
estratégia híbrida de treinamento com scaled conjugate gradient e simulated annealing. 
Devido à baixa frequência de ocorrência de explosões solares de classe X, neste 
trabalho foi utilizada a Medida-F (F-Measure), uma medida para verificar e validar estratégias 
de teste (CHEN et al., 2004), para comparar os resultados entre a MLP e o ensemble de 
MLPs. A Medida-F se baseia nos valores de precisão (precision) e de abrangência (recall). A 
precisão é a proporção de casos previstos como positivos que são correlacionados com casos 
verdadeiros positivos, e a abrangência é a proporção de casos verdadeiros positivos que são 
corretamente previstos como positivos (POWERS, 2007). O valor da Medida-F representa a 
média ponderada da precisão e da abrangência, com 0% sendo o pior valor e 100% sendo o 
melhor valor.  
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	 A Equação 8 descreve a fórmula para o cálculo do valor de precisão, abrangência 
e da Medida-F. 
Precisão = TP / (TP + FP) 
Abrangência = TP / (TP + FN) 
Medida-F = 2 x Precisão x Abrangência / (Precisão + Abrangência) 
 
 
 
(8) 
onde TP é o número verdadeiros positivos, FP é o número de falsos positivos e FN é o 
número de falsos negativos. 
A Tabela 16 compara os resultados de dez previsões de classes (M ou X) de 
explosões solares utilizando a MLP com a utilização do ensemble de redes neurais.  
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	Tabela 16 Erros de classificação e Medida-F da execução da MLP e do ensemble de 
MLPs com diferentes configurações para a previsão de classes das explosões solares. 
 
Execução Experimento 
5.1 
Experimento 5.2 Experimento 
5.3 
Experimento 5.4 
Erro de 
classificação 
Erro de 
classifi-
cação 
Medida-
F 
Erro de 
classificação 
Erro de 
classifi-
cação 
Medida-
F 
1 12,8 94,11 6,62 9,67 96,8 4,6 
2 10,1 95,45 5,92 10,31 84,21 13,04 
3 15,7 76,47 25,4 11,69 78,77 28,9 
4 14,2 90,9 10,11 15,7 86,36 17,06 
5 9,8 94,7 5,81 11,48 95,45 6,98 
6 18,13 86,36 15,49 9 89,9 11,52 
7 21,19 68,42 14,63 12,69 90 13,62 
8 13,9 95,45 5,47 8,87 86,5 17,43 
9 16,9 75 17,52 13,28 73,68 24,24 
10 20,3 68,18 26,17 15,07 81,81 21,67 
Média 15,3% 84,5% 13,31% 11,7% 86,3% 15,9% 
Desvio 
Padrão 
3,9% 11,3% 7,91% 2,4% 7,1% 7,57% 
A Tabela 17 mostra a aplicação do teste estatístico Mann-Whitney nos resultados 
do erro de classificação do Experimento 5 para verificar quais testes foram estatisticamente 
relevantes. Ela descreve os valores U calculados pelo teste, destacando em negrito os testes 
relevantes. As comparações foram feitas apenas entre previsões diferenciadas por uma 
variável, ou seja, entre os experimentos que fizeram a previsão da classe M das explosões 
solares (5.1 e 5.3) e entre os experimentos que fizeram a previsão da classe X das explosões 
solares (5.2 e 5.4). 
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	Tabela 17 Valor U obtido com a aplicação do teste estatístico Mann-Whitney nos 
resultados do experimento 5. 
 Exp. 5.1  Exp. 5.2  Exp. 5.3  Exp. 5.4  
Exp. 5.1 - - 21,5 - 
Exp. 5.2 - - - 47,5 
Exp. 5.3 21,5 - - - 
Exp. 5.4 - 47,5 - - 
O ensemble de redes neurais obteve o melhor resultado para a previsão da classe 
M das explosões solares (Experimento 5.3) com um erro de classificação de 11,7% contra um 
erro de classificação de 15,3% da MLP (Experimento 5.1). A MLP obteve o melhor resultado 
para a previsão da classe X das explosões solares com um erro de classificação de 84,5% 
(Experimento 5.2) contra um erro de classificação de 86,3% do ensemble de redes neurais 
(Experimento 5.4). As previsões de explosões solares de classe X possuem um erro alto 
devido à baixa ocorrência destes fenômenos, pois com menos exemplos de ocorrência de 
explosões solares de classe X e, consequentemente, menos parâmetros relacionados a estas 
ocorrências, a descoberta de padrões pela MLP e pelo ensemble de MLPs é dificultada.  
Os resultados de previsão da classe M estão de acordo com o que foi visto na 
literatura sobre a eficiência do ensemble em relação a uma MLP (WEST et al., 2005) e no 
quarto conjunto de experimentos. Estes resultados mostram que o ensemble pode ter um erro 
de classificação menor do que uma MLP não apenas para previsão de explosões solares, mas 
também de suas classes. No entanto, apesar do ensemble ter bons resultados para a previsão 
de classes de explosões solares, uma MLP pode obter um erro de classificação menor em 
alguns casos, como ocorreu com os resultados de previsão da classe X. Como mencionado 
anteriormente, houve uma baixa ocorrência de explosões solares de classe X, o que pode ter 
afetado a precisão dos resultados. Trabalhos futuros poderiam pesquisar mais profundamente 
o erro de classificação de ensembles de redes neurais em comparação com uma rede neural na 
previsão de fenômenos que ocorrem com uma baixa frequência utilizando técnicas de 
reamostragem.  
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	 Apesar do menor erro de classificação da MLP para explosões solares de classe X, 
o ensemble obteve uma precisão de previsão e uma abrangência de previsão maiores, como 
calculado pela Medida-F, com uma média de 15,9% para o ensemble e 13,31% para a MLP. 
Esta maior precisão de previsão indica que houve um maior número de previsões de 
ocorrência de explosões solares de classe X pelo ensemble que realmente eram explosões 
solares de classe X do que pela MLP. A maior abrangência indica que o ensemble conseguiu 
identificar mais explosões solares de classe X em suas previsões do que a MLP. Este exemplo 
demonstra a importância da utilização da Medida-F para a obtenção de um entendimento mais 
aprofundado dos resultados e de uma melhor comparação entre as previsões do ensemble e da 
MLP ao prever eventos com uma baixa frequência de ocorrência. 
No quinto conjunto de experimentos a comparação do Experimento 5.1 com o 
Experimento 5.3 foi estatisticamente significativa e a comparação do Experimento 5.2 com o 
Experimento 5.4 não foi estatisticamente relevante. Uma possível explicação para isto é que o 
desvio padrão das previsões da classe X foi alto, o que dificulta a realização de uma 
comparação precisa.  
O trabalho de Naseer et al. (2014) obteve um resultado melhor para a previsão da 
classe M das explosões solares (com um erro de classificação de 9,2%) do que a MLP e o 
ensemble. Por outro lado, obteve um resultado pior para a previsão da classe X das explosões 
solares (com um erro de classificação de 87,5%) do que a MLP e o ensemble. O trabalho de 
Naseer et al. (2014) não descreve algumas características da MLP utilizada, o que dificulta a 
comparação dos erros de classificação das previsões. O trabalho, apesar de descrever o 
número de camadas da MLP e os dados lidos, não descreve a função de ativação usada pela 
rede ou o número total, média e desvio padrão das execuções. 
Os resultados descritos neste capítulo mostram que diversos parâmetros na 
configuração de uma MLP e em um ensemble de redes neurais podem ter grandes impactos 
em seus erros de classificação. Atributos de entrada, métodos de treinamento, número de 
neurônios na camada intermediária, número de dias da janela de tempo e diversidade dos 
membros do ensemble são fatores importantes para a realização de previsões com um baixo 
erro de classificação. Os resultados mostram também que ensembles de redes neurais podem 
ter erros de classificação menores do que uma MLP para a previsão de explosões solares, com 
uma média de acerto de 85,3%, e desvio padrão de 2,9%, contra uma média de 83,7% e 
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	desvio padrão de 2,4% da MLP, e para a previsão da classe M de explosões solares, com uma 
média de acerto de 88,3%, e desvio padrão de 2,4%, contra uma média de 84,7% e desvio 
padrão de 3,9% da MLP. A MLP pode ter um erro de classificação menor do que o ensemble 
caso o objetivo seja prever fenômenos com uma baixa ocorrência, como explosões solares de 
classe X, onde ela obteve uma média de acerto de 15,5% e desvio padrão de 11,3%, contra 
uma média de acertos de 13,7% e desvio padrão de 7,1% do ensemble de redes neurais.
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	7. Conclusão 
Esta dissertação de mestrado teve como objetivo aplicar as técnicas de MLP e de 
ensembles de MLPs para realizar previsões da ocorrência de explosões solares e de suas 
classes (M ou X) e comparar estes resultados. 
Para tal, inicialmente foi feita uma revisão bibliográfica para identificar as 
principais arquiteturas de redes neurais e ensembles de redes neurais existentes, e verificar 
quais seriam úteis para a previsão de explosões solares e de suas classes. Foi possível concluir 
que a arquitetura mais eficiente de uma MLP para a previsão de explosões solares e suas 
classes utiliza pruning incremental para a definição do número de neurônios da camada 
intermediária, função de ativação sigmóide logística e um algoritmo de treinamento híbrido de 
resilient propagation com simulated annealing.  
Foi possível concluir também que a arquitetura mais eficiente de um ensemble de 
MLPs para a previsão de explosões solares e suas classes utiliza, além da arquitetura das 
MLPs mencionada anteriormente, três membros com diversidade através de um treinamento 
com conjuntos de dados diferentes e com algoritmos de treinamento diferentes. Verificou-se 
que a combinação de algoritmos de treinamento mais eficientes para cada membro é: um 
membro com o algoritmo de treinamento resilient propagation, outro membro com uma 
estratégia híbrida combinando o algoritmo de treinamento resilient propagation com o 
algoritmo de treinamento simulated annealing e o membro restante com uma estratégia 
híbrida combinando o algoritmo de treinamento scaled conjugated gradient com o algoritmo 
de treinamento simulated annealing.  
Outra conclusão é a de que os dados de entrada para a MLP e para o ensemble de 
MLPs, que podem ser utilizados para a realização de uma classificação com um erro abaixo 
de 17%, são o fluxo de rádio, o número de manchas solares, a área das manchas solares, o 
fluxo de raio-x, os oito tipos de configuração magnética possíveis e a ocorrência (ou não) de 
uma explosão solar de classe M ou X em dias anteriores, com uma janela de tempo de 5 dias.  
Foi implementada uma ferramenta, descrita no Capítulo 5, que utiliza todos os 
parâmetros e dados identificados como úteis durante a elaboração deste trabalho, para a 
realização dos experimentos. Com os experimentos realizados foi possível concluir que MLPs 
podem ter um erro de classificação menor ao realizar previsões de fenômenos que ocorrem 
pouco frequentemente, como explosões solares de classe X mas que ensembles de redes 
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	neurais podem obter uma precisão de previsão e abrangência de previsão maiores destes 
fenômenos. Foi possível concluir também que ensembles de redes neurais podem ser mais 
eficientes do que uma MLP para a previsão de explosões solares e para previsão de explosões 
solares de classe M, atingindo, desta forma, o objetivo proposto pelo trabalho.  
Como perspectivas futuras, extensões deste trabalho podem analisar o erro de 
classificação utilizando diferentes classificadores como, por exemplo, um ensemble de SVMs 
ou modelos de redes neurais que trabalham com atrasos e contexto aplicados a séries 
temporais como o TDNN, FIR Filter, NARX e redes recorrentes de Jordan. Extensões 
também podem realizar uma análise de explosões solares utilizando ensembles de MLPs com 
as arquiteturas descritas nos experimentos 1.2, 1.3 e 1.4. Outras extensões sugeridas são a 
previsão de explosões solares em período mais curto, considerando horas, ou mesmo minutos, 
ao invés da utilização de um período diário e a utilização do teste estatístico de Friedman, 
descrito na Seção 2.7, para verificar a relevância estatística dos resultados.  
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	Apêndice A – Dados não utilizados no treinamento da MLP e do ensemble 
de MLPs e exemplo de dados normalizados utilizados 
  Este apêndice apresenta dados que não foram utilizados no treinamento da MLP e 
do ensemble de MLPs por terem valores inválidos ou por não estarem disponíveis. Também é 
apresentado um exemplo de dados normalizados utilizados pela MLP e pelo ensemble de 
MLPs. Estes dados são descritos na Seção 4.6 mas, para maior legibilidade, não foram 
incluídas as tabelas apresentadas neste apêndice. 
A Tabela 18 descreve os dias na base do SWPC que possuíam valores inválidos 
para o fluxo de raio-x. Ao invés de ter um valor com a classe do fluxo de raio-x como, por 
exemplo, B2.3, estes arquivos tinham um valor com o caractere *. Por isto, os dados destes 
dias não foram utilizados como entrada para a MLP e para o ensemble. 
Tabela 18 Dias com valores inválidos da base do SWPC para o fluxo de raio-x integrado. 
18/10/1997 19/10/1997 20/10/1997 
03/03/1998 15/01/2002 16/01/2002 
01/10/2002 02/10/2002 03/10/2002 
04/10/2002 05/10/2002 06/10/2002 
07/10/2002 08/10/2002 09/10/2002 
10/10/2002 11/10/2002 12/10/2002 
13/10/2002 14/10/2002 15/10/2002 
16/10/2002 17/10/2002 18/10/2002 
19/10/2002 20/10/2002 21/10/2002 
22/03/2012 17/12/2013  
Para a utilização dos dados de configuração magnética das manchas como entrada 
para a MLP e para o ensemble, foi desenvolvido um algoritmo para ler todos os dados de 
configuração magnética dos grupos de manchas observados no dia pela base do SWPC. A 
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	Tabela 19 descreve os dias que não possuíam dados de configuração magnética disponíveis. 
Nestes casos, não foi possível utilizar os dados destes dias como dados de entrada para a MLP 
e para o ensemble. 
Tabela 19 Dias com dados de configuração magnética não disponíveis. 
27/01/1997 21/03/1997 27/03/1997 
28/03/1997 11/04/1997 17/04/1997 
18/04/1997 28/04/1997 06/05/1997 
22/05/1997 29/05/1997 25/07/1997 
30/07/1997 23/11/1997 09/08/1998 
28/08/2001 22/09/2004 01/01/2012 
Por outro lado, os dados relevantes, que puderam ser lidos pela MLP e pelo 
ensemble, foram normalizados. Após a leitura dos dados de entrada, a ferramenta, descrita no 
Capítulo 5, escreve uma linha em um arquivo de saída para cada registro.  
Os três primeiros valores se referem ao ano, mês e dia do registro (que não 
necessitam ser normalizados por não serem utilizados como entrada das redes neurais), o 
quarto, quinto, sexto e sétimo valores correspondem ao fluxo de rádio, número de manchas 
solares, área das manchas solares e fluxo de raio-x de integrado, respectivamente. O oitavo 
valor corresponde à ocorrência (ou não) de uma explosão solar de classe M ou X, o nono 
valor corresponde a ocorrência (ou não) de uma explosão solar de classe M e o décimo valor 
corresponde à ocorrência (ou não) de uma explosão solar de classe X. O décimo primeiro ao 
décimo terceiro valor são cópias dos valores oito, nove e dez, por também serem atributos 
utilizados como saída para a realização das previsões. Eles são requeridos pelo Encog para a 
geração da série temporal. O décimo quarto ao vigésimo primeiro valor representam as oito 
diferentes configurações magnéticas das manchas solares. Estes dados serão lidos pela MLP e 
pelo ensemble de MLPs para a realização do treinamento e previsão de explosões solares. O 
conjunto total dos dados utilizados como entrada pelas MLPs está publicado no site 
https://figshare.com/articles/Flare_Prediction_Normalized_Dataset/2069097. A Tabela 20 
descreve estes dados referente ao dia 04/11/1997.  
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	Tabela 20 Exemplo de dados relevantes normalizados. 
Campo Significado Valor 
1 Ano (utilizado apenas para ordenação dos 
registros) 
1997 
2 Mês (utilizado apenas para ordenação dos 
registros) 
11 
3 Dia (utilizado apenas para ordenação dos 
registros) 
4 
4 Fluxo de rádio 0.22746781115879827 
5 Número de manchas solares 0.16957605985037408 
6 Área das manchas solares 0.18101933216168717 
7 Fluxo de raio-x integrado 0.075 
8 Ocorrência de explosão de classe M ou X 1 – Ocorrência 
9 Ocorrência de explosão de classe M 1 – Ocorrência 
10 Ocorrência de explosão de classe X 1 – Ocorrência 
11 Ocorrência de explosão de classe M ou X (saída) 1 – Ocorrência 
12 Ocorrência de explosão de classe M (saída) 1 – Ocorrência 
13 Ocorrência de explosão de classe X (saída) 1 – Ocorrência 
14 Configuração magnética Alpha 1 
15 Configuração magnética Beta 1 
16 Configuração magnética Gamma 1 
17 Configuração magnética Beta-Gamma 1 
18 Configuração magnética Delta 1 
19 Configuração magnética Beta-Delta 1 
20 Configuração magnética Beta-Gamma-Delta 0 
21 Configuração magnética Gamma-Delta 0 
 
