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Abstract
This paper is concerned with the study of the number of critical periods of perturbed isochronous centers.
More concretely, if X0 is a vector field having an isochronous center of period T0 at the point p and X is
an analytic perturbation of X0 such that the point p is a center for X then, for a suitable parameterization ξ
of the periodic orbits surrounding p, their periods can be written as T (ξ, ) = T0 +T1(ξ) +T2(ξ)2 +· · · .
Firstly we give formulas for the first functions Tl(ξ) that can be used for quite general vector fields. Af-
terwards we apply them to study how many critical periods appear when we perturb the rigid quadratic
isochronous center x˙ = −y + xy, y˙ = x + y2 inside the class of centers of the quadratic systems or of
polynomial vector fields of a fixed degree.
© 2007 Elsevier Masson SAS. All rights reserved.
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1. Introduction
Consider a planar autonomous vector field X having a center p. Let V be the period annulus
of p, i.e. the neighborhood of p foliated by the periodic orbits of X around it. The set of periodic
orbits in V can be parameterized by an analytic curve Γ := {γ (ξ) ∈ V | 0 < ξ ∈ I, γ (0) = p},
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A. Gasull, Y. Zhao / Bull. Sci. math. 132 (2008) 292–312 293transversal to them. We can define a function T :Γ → R+ called the period function of the center
and its value at ξ is the minimal positive period of the periodic trajectory passing through γ (ξ).
A center is called isochronous if T (ξ) does not depend on ξ . A critical period of the period
function is a value ξ∗ such that T ′(ξ∗) = 0. It is possible to prove that this definition does not
depend neither on Γ nor on the choice of its parameterization γ (ξ).
Many authors have studied the period function for planar polynomial vector fields and in
particular for quadratic ones. Recall that there are four families of quadratic centers: Hamiltonian
(QH3 ), reversible (QR3 ), codimension four (Q4) and generalized Lotka–Volterra (QLV3 ), see [25].
Coppel and Gavrilov [10], Zhao [23] proved that systems QH3 and Q4 have a monotonic period
function respectively. Chicone [3] conjectured that the reversible centers have at most two critical
periods. The authors of [18,22] studied the monotonicity of period function for the reversible
system QR3 . More results about the period function for polynomial systems can be found in [1,2,
4,6,11,21,24] and the references therein.
Let
x˙ = P0(x, y), y˙ = Q0(x, y), (1.1)
be a polynomial vector field with an isochronous center of period T0 at the origin. The bifurcation
problem that we consider in this paper is to determine the number of critical points of the period
function that bifurcate from the periodic orbits of (1.1), when we consider the one parametric
family of vector fields
x˙ = P0(x, y) +
∞∑
l=1
lPl(x, y), y˙ = Q0(x, y) +
∞∑
l=1
lQl(x, y), (1.2)
with Pl(x, y),Ql(x, y), l = 1,2, . . . , being polynomials of degree n and keeping the origin of
system (1.2) as a center for any  small enough.
Several authors tried in the past to find an integral expression similar to the Melnikov function
for the dominant terms in  of the period function of system (1.2). A nice recursive procedure
has been obtained in [12,13] for Hamiltonian isochronous systems, i.e. system (1.1) is a Hamil-
tonian vector field. The above mentioned paper focus on the particular example H = 12 (x2 +y2),
and the method relies on the decomposition of 1-form associated to the relative cohomology of
the perturbed Hamiltonian. By exploiting the Lie symmetries of a planar vector field having an
isochronous center, a formula for the first coefficient in  for the expansion of T (ξ, ) at  = 0, is
derived in [14]. This last result is extended in [16]. In the recent preprint [7], the authors studied
the critical periods for system (1.2), provided that (P0(x, y),Q0(x, y)) = (−y, x).
Firstly, in this article we give an explicit formula of T (ξ, ) for some planar integrable (Hamil-
tonian or non-Hamiltonian) vector fields of the form (1.2). To do this, we take the transformation
to polar coordinates x = r cos θ, y = r sin θ, and in these coordinates system (1.2) writes as,
dr
dt
= A0(r, θ) +
∞∑
l=1
lAl(r, θ),
dθ
dt
= B0(r, θ) +
∞∑
l=1
lBl(r, θ). (1.3)
Assuming that the periodic orbits belonging to the period annulus of the origin of the unperturbed
system do not cut the curve dθ/dt = 0, system (1.3) can be written as
dr = A0(r, θ) +
∑∞
l=1 lAl(r, θ)∑∞ l . (1.4)dθ B0(r, θ) + l=1  Bl(r, θ)
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r(θ, , ξ) =
∞∑
l=0
rl(θ, ξ)
l =
∞∑
l=0
rl(θ)
l, r(0, , ξ) = ξ, ξ ∈ I, (1.5)
be the solution of the differential equation (1.4) with initial condition r(0, , ξ) = ξ , and let
T (ξ, ) = T0 +
∞∑
l=1
Tl(ξ)
l, (1.6)
be the period of the closed orbit of system (1.2) with this initial condition. We remark that some-
times, and for the sake of shortness, we omit the dependence of rl(θ, ξ) with respect to ξ .
Definition. Given a system of the form (1.2), write its period function as in (1.6) and assume
that T1(ξ) ≡ T2(ξ) ≡ · · · ≡ Tl−1(ξ) ≡ 0 and Tl(ξ) ≡ 0. When the equation T ′l (ξ ) = 0 for ξ ∈ I
has exactly k zeros, all of them being simple, we will say that for system (1.2), k critical periods
bifurcate, up to l-th order in , from the periodic orbits of the isochronous center.
The above definition has sense because, from the Implicit function theorem, the equation
∂T (ξ, )/∂ξ = 0 has exactly k solutions ξ = ξi(), i = 1,2, . . . , k, tending to these simple zeros
when  goes to zero. Moreover these solutions correspond with critical periods of system (1.2).
Inspired by the ideas of [7], in Section 2 we prove the following result which provides a
recursive way for obtaining the functions Tl(ξ).
Proposition A. Assume that for any small , system (1.2) has a center at the origin and that the
periodic orbits of (1.2)=0 surrounding the origin never cut the set {(r, θ) | B0(r, θ) = 0}. Let
T (ξ, ) be the period of the closed orbit of system (1.2) with the initial condition r(0, , ξ) = ξ
and write it as in (1.6). Then
T0 =
2π∫
0
dθ
B0(r0(θ), θ)
,
T1(ξ) =
2π∫
0
1
B20 (r0(θ), θ)
(
−r1(θ)∂B0
∂r
(
r0(θ), θ
)− B1(r0(θ), θ))dθ,
T2(ξ) =
2π∫
0
(
∂2
∂r2
(
1
B0
)
r21 (θ)
2
+ ∂
∂r
(
r2(θ)
2B0
− B1
B20
r1(θ)
)
+ B
2
1 − B0B2
B30
)∣∣∣∣
r=r0(θ)
dθ,
...,
where rl(θ), l = 1,2, . . . , satisfy
r ′0(θ) =
A0(r0(θ), θ)
B0(r0(θ), θ)
, r0(0) = r0(2π) = ξ,
r ′1(θ) =
(
r1(θ)
∂
∂r
(
A0
B
)
+ 1
B2
(A1B0 − A0B1)
)∣∣∣∣ , r1(0) = r1(2π) = 0,0 0 r=r0(θ)
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(
r21 (θ)
2
∂2
∂r2
(
A0
B0
)
+ r2(θ)
2
∂
∂r
(
A0
B0
)
+ r1(θ) ∂
∂r
(
1
B20
(A1B0 − A0B1)
)
+ 1
B30
(
(A2B0 − A0B2)B0 − (A1B0 − A0B1)B1
))∣∣∣∣
r=r0(θ)
,
r2(0) = r2(2π) = 0,
...,
and for the sake of shortness, we have omitted in the above functions the dependence with respect
to r, θ and ξ .
Remark. The property that the periodic orbits of (1.2)=0 surrounding the origin never cut the
set {(r, θ) | B0(r, θ) = 0} holds for instance when this vector field is the sum of a linear plus
a homogeneous vector field, see for instance [8]. Hence, in particular our result can be applied
to the perturbations of all quadratic isochronous centers or all cubic isochronous systems with
homogeneous non-linearities. These cubic systems are classified in [20].
The following corollary follows directly from Proposition A. It is important for our analysis
in the last two sections.
Corollary B. Assume that for any small , system (1.2) has a center at the origin. If B0(r, θ) ≡ 1,
then T0 = 2π and
T1(ξ) = −
2π∫
0
B1
(
r0(θ), θ
)
dθ, T2(ξ) =
2π∫
0
(
−∂B1
∂r
r1(θ) + B21 − B2
)∣∣∣∣
r=r0(θ)
dθ,
where r0(0) = ξ , r1(0) = r1(2π) = 0, and
r ′0(θ) = A0
(
r0(θ), θ
)
, r ′1(θ) =
(
r1(θ)
∂A0
∂r
+ (A1 − A0B1)
)∣∣∣∣
r=r0(θ)
.
In Sections 3 and 4, we specialize our discussions to the perturbation of a quadratic isochro-
nous center. To formulate our results, we recall that any quadratic system with an isochronous
center can be transformed by a linear change of coordinates into the dehomogenized Loud’s
system [5,17],
x˙ = −y + xy, y˙ = x + Dx2 + Fy2, (1.7)
where the pair (D,F ) is given by (0,1), (−1/2,2), (0,1/4) or (−1/2,1/2). For quadratic
isochronous centers under quadratic perturbations, we recall that Chicone and Jacobs in [5] stud-
ied the local bifurcation of critical points of period function at the origin, and that a formula for
T1(ξ) has been obtained in [16] for some particular perturbations.
In this paper, we focus on the quadratic isochronous system (1.7) with (D,F ) = (0,1), i.e.,
x˙ = −y + xy, y˙ = x + y2, (1.8)
which has an unique isochronous center at the origin and satisfies θ˙ = B0(r, θ) ≡ 1. The planar
systems satisfying θ˙ ≡ 1 are called rigid systems and have been studied in the literature, see for
instance [9,15].
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The periodic solution through the point (ξ,0) for 0 < ξ < 1/2 is
x(t) = ξ cos t
ξ cos t + 1 − ξ , y(t) =
ξ sin t
ξ cos t + 1 − ξ . (1.9)
One of the main results of this paper is the following:
Theorem C.
(i) Assume that for any small , the origin of the quadratic system
x˙ = −y + xy +
∑
m+k=2
αmk()x
myk, y˙ = x + y2 +
∑
m+k=2
βmk()x
myk, (1.10)
is a center, where αmk() and βmk() are analytic functions vanishing at  = 0. Then, up to
orders 1, 2 and 3 in , at most one critical period bifurcates from the periodic orbits of the
unperturbed system. Moreover, in the three cases this upper bound can be reached.
(ii) Assume that instead of the general quadratic perturbation given in (1.10) we consider the
family of reversible centers
x˙ = −y + xy + α11()xy, y˙ = x + y2 + β20()x2 + β02()y2,
where α11(), β20() and β02() are analytic functions vanishing at  = 0. Then, up to any
order in , at most one critical period bifurcates from the periodic orbits of the unperturbed
system and this upper bound is sharp.
Notice that the above results reinforce Chicone’s Conjecture and the bifurcation diagram given
in [19] around the point (D,F ) = (0,1). This is because our results imply that near these para-
meters, and over any analytic curve in the (D,F )-plane, parameterized by , at most one critical
period bifurcates from the periodic orbits of the unperturbed rigid isochronous center. Result (ii)
but only until first order in  was already proved in [14,16].
Finally, in Section 4, we consider a similar problem that in the above theorem but under
perturbations of degree n. We prove
Theorem D. Assume that for any  small enough, the origin of
x˙ = −y + xy + p(x, y), y˙ = x + y2 + q(x, y), (1.11)
is a center, where p(x, y), q(x, y) are polynomials of degree n of the form:
p(x, y) =
n∑
l+m=2
almx
lym, q(x, y) =
n∑
l+m=2
blmx
lym. (1.12)
Write the period function as T (ξ, ) = 2π + T1(ξ) + O(2). Then
(i) If n = 2, up to first order in , at most one critical period bifurcates from the periodic
orbits of the unperturbed system and this bound is sharp. Moreover, if T1(ξ) ≡ 0, then
(0,0) is an isochronous center and system (1.11) can be reduced to (1.8) by linear changes
of coordinates.
(ii) If n = 3, up to first order in , at most two critical periods bifurcate from the periodic orbits
of the unperturbed system and this bound is sharp.
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orbits of the unperturbed system, where [x] denotes the integral part of the real number x.
Remark. (i) It is clear that the set of systems under the hypotheses of Theorem D is not empty.
For instance it suffices to take al,2k = 0, bl,2k+1 = 0, k = 0,1, . . . , and then the origin is a
reversible center.
(ii) We think that the upper bound given in (iii) of Theorem D is not sharp. Nevertheless our
approach does not allow us to improve it, see the remark at the end of the paper.
2. Proof of Proposition A
In this section, we prove Proposition A. It follows from (1.4) and the hypotheses of the theo-
rem that
dr
dθ
= A0(r, θ)
B0(r, θ)
+ (A1 −
A0B1
B0
) + (A2 − A0B2B0 )2 + · · ·
B0(r, θ) + B1(r, θ) + B2(r, θ)2 + · · ·
= A0(r, θ)
B0(r, θ)
+ 1
B20
(A1B0 − A0B1)
+ 1
B30
(
(A2B0 − A0B2)B0 − (A1B0 − A0B1)B1
)
2 + · · · .
Substituting (1.5) into the above equation, we have
r ′0(θ) + r ′1(θ) + r ′2(θ)2 + · · ·
= A0(r0(θ), θ)
B0(r0(θ), θ)
+ 
(
r1(θ)
∂
∂r
(
A0
B0
)
+ 1
B20
(A1B0 − A0B1)
)∣∣∣∣
r=r0(θ)
+ 2
(
r21 (θ)
2
∂2
∂r2
(
A0
B0
)
+ r2(θ)
2
∂
∂r
(
A0
B0
)
+ r1(θ) ∂
∂r
(
1
B20
(A1B0 − A0B1)
)
+ 1
B30
(
(A2B0 − A0B2)B0 − (A1B0 − A0B1)B1
))∣∣∣∣
r=r0(θ)
+ · · · ,
which gives the differential equations satisfied by rl(θ), l = 1,2,3, . . . . Since
T (ξ, ) =
2π∫
0
dθ
θ˙
=
2π∫
0
dθ
B0(r, θ) + B1(r, θ) + B2(r, θ)2 + · · ·
=
2π∫
0
dθ
B0(r, θ)
− 
2π∫
0
B1(r, θ)
B20 (r, θ)
dθ + 2
2π∫
0
B21 (r, θ) − B0(r, θ)B2(r, θ)
B30 (r, θ)
dθ
+ O(3)
=
2π∫
dθ
B0(r0(θ), θ)
+ 
2π∫ 1
B20
(
−r1(θ)∂B0
∂r
− B1
)∣∣∣∣∣
r=r (θ)
dθ0 0 0
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2π∫
0
(
∂2
∂r2
(
1
B0
)
r21 (θ)
2
+ ∂
∂r
(
r2(θ)
2B0
− B1
B20
r1(θ)
)
+ B
2
1 − B0B2
B30
)∣∣∣∣
r=r0(θ)
dθ
+ · · · ,
the formula of Tl(ξ), l = 0,1,2, . . . , follows. Hence the proof of Proposition A is finished.
3. Proof of Theorem C
In this section, we consider the period function for system (1.10). To prove Theorem C, we
start giving some preliminary results.
Lemma 3.1.
(i) If l,m, k are integer numbers and k  0, then for 0 < ξ < 1/2,
2π∫
0
cosl θ sin2k+1 θ
(ξ cos θ + 1 − ξ)m dθ = 0. (3.1)
(ii) For l and k integer numbers, define
Il,k :=
2π∫
0
sin2k θ
(cos θ − (ω2 + 1)/(ω2 − 1))l+2k−2 dθ, 0 < ω < 1. (3.2)
Then
I−1,2 = −π(ω − 1)(ω
2 + 4ω + 1)
(ω + 1)3 , I0,2 =
3π(ω − 1)2
(ω + 1)2 ,
I1,1 = −2π(ω − 1)
ω + 1 , I2,1 =
π(ω − 1)2
ω
, I3,0 = −π(ω
2 − 1)
ω
,
I4,0 = π(ω − 1)
2(ω + 1)2(ω2 + 1)
4ω3
.
Proof. (i) Since the integrand is an odd function of θ the result follows.
(ii) Let z = eiθ , i = √−1. Then, sin θ = (z− z−1)/2i, cos θ = (z+ z−1)/2, dθ = dz/(iz) and
Il,k = 2l−2(−1)k+1i
∫
|z|=1
zl−3(z2 − 1)2k
((z − z1)(z − z2))l+2k−2 dz (3.3)
where
z1 = ω − 1
ω + 1 , z2 =
1
z1
= ω + 1
ω − 1 , 0 < ω < 1. (3.4)
By (3.4), we know that −1 < z1 < 0, −∞ < z2 < −1.
The integrals (3.3) can be computed by Residue Theorem. For instance,
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∫
|z|=1
(z2 − 1)4
z4(z − z1)(z − z2) dz
= π
4
(
Res
(
(z2 − 1)4
z4(z − z1)(z − z2) ,0
)
+ Res
(
(z2 − 1)4
z4(z − z1)(z − z2) , z1
))
= π
4
(
−4(ω
2 + 1)(1 − 10ω2 + ω4)
(ω2 − 1)3 −
64ω3
(ω2 − 1)3
)
= −π(ω − 1)(ω
2 + 4ω + 1)
(ω + 1)3 ,
where Res(f (z), z˜) is the residue of f (z) at z = z˜. 
Lemma 3.2. Let λ,μ be real constants. If λ2 + μ2 = 0, then the function
(ω) = (ω − 1)
2(λ + μω + λω2)
ω(ω + 1)2 (3.5)
has at most one critical point in the interval (0,1) and it exists if and only if λ(μ + 2λ) < 0.
Proof. By direct computation,
′(ω) = (ω − 1)1(ω)
ω2(ω + 1)3 , (3.6)
where
1(ω) = λ + 4λω + 2(2μ − λ)ω2 + 4λω3 + λω4.
If λ = 0, then 1(ω) = 0 for ω ∈ (0,1). Assume λ = 0. The sequence of the coefficients of 1(ω)
is
λ,4λ,2(2μ − λ),4λ,λ.
Therefore, this ordered list of coefficients change their signs at most twice. By Descartes rule,
1(ω) has at most two positive zeros, taking into account their multiplicities. On the other hand,
we note that if λ = 0 and ω is a non-zero root of 1(ω), then so is 1/ω. Indeed this is not a
casuality, see Lemma 4.4. This implies that 1(ω) has at most one zero in the open unit interval
and that when it exists it is simple.
Since 1(0) = λ,1(1) = 4(μ + 2λ), 1(ω) has an unique zero in (0,1) if and only if
λ(μ + 2λ) < 0 as we wanted to show. 
From now on, we prove Theorem C. Let
αmk() =
∞∑
l=1
αlmk
l, βmk() =
∞∑
l=1
βlmk
l, (3.7)
being αlmk and β
l
mk real constants. In polar coordinates, system (1.10) writes as (1.3) with
A0(r, θ) = r2 sin θ, B0(r, θ) ≡ 1, Al(r, θ) = 1
r
Fl(r cos θ, r sin θ),
Bl(r, θ) = 1 Gl(r cos θ, r sin θ), l = 1,2, . . . , (3.8)
r2
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Fl(x, y) =
∑
m+k=2
(
αlmkx
m+1yk + βlmkxmyk+1
)
,
Gl(x, y) =
∑
m+k=2
(
βlm,kx
m+1yk − αlmkxmyk+1
)
.
It follows from
r ′0(θ) = r20 (θ) sin θ, r0(0) = ξ,
that
r0(θ) = ξ
ξ cos θ + 1 − ξ . (3.9)
We note that ξ cos θ + 1 − ξ > 0 if ξ ∈ (0,1/2).
Proposition 3.3.
(i) Let T (ξ, ) as in (1.6) the period function of system (1.10). Then
T0 = 2π, T1(ξ) = T1(ω) = π(ω − 1)
2
ω(ω + 1)2
(
β120 +
(
β120 + β102 − α111
)
ω + β120ω2
)
,
where
ω =√1 − 2ξ, ω ∈ (0,1). (3.10)
(ii) The function T ′1(ξ) has at most one (simple) zero in (0,1/2).
Proof. Since B0(r, θ) ≡ 1, Corollary B implies T0 = 2π . It follows from Corollary B and
Lemma 3.1
T1(ξ) = −
2π∫
0
1
r20 (θ)
(
β120x
3 + (β102 − α111)xy2)∣∣∣
x=r0 cos θ, y=r0 sin θ
dθ
= −ξ
2π∫
0
β120 cos
3 θ + (β102 − α111) cos θ sin2 θ
ξ cos θ + 1 − ξ dθ
= −
2π∫
0
ξ cos θ(β120 + (β102 − α111 − β120) sin2 θ)
ξ cos θ + 1 − ξ dθ
= −
2π∫
0
(
β120 +
(
β102 − α111 − β120
)
sin2 θ
)
dθ
− ξ − 1
ξ
(
β120I3,0 +
(
β102 − α111 − β120
)
I1,1
)
= π(ω − 1)
2
2
(
β120 +
(
β120 + β102 − α111
)
ω + β120ω2
)
.ω(ω + 1)
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T ′1(ξ) = T ′1 (ω)
dω
dξ
= −T
′
1 (ω)
ω
,
one gets the result (ii). 
To compute T2(ξ), we first give the following lemma.
Lemma 3.4. Under the notations of Proposition 3.3, if T1(ξ) ≡ 0 and system (1.10) has a center,
then β102 − α111 = β120 = 0, α120 − β111 = α102 = 0, and
r1(θ) = ξ
2
(ξ cos θ + 1 − ξ)2
(
α120 sin θ − α111 cos θ + α111
)
. (3.11)
Proof. Proposition 3.3 shows that T1(ξ) ≡ 0 if and only if β120 = 0, β102 = α111. It follows from
Corollary B and (3.8) that r1(θ) satisfies the following first order linear differential equation
r ′1(θ) =
2ξr1(θ) sin θ
ξ cos θ + 1 − ξ + (A1 − A0B1)
∣∣
r=r0(θ), r1(0) = r1(2π) = 0, (3.12)
where A1(r0(θ), θ) − A0(r0(θ), θ)B1(r0(θ), θ) is given by
1
r0(θ)
(
α120x
3 + α11x2y +
(
α102 + β111
)
xy2 + α111y3 +
(
α120 − β111
)
x2y2 + α102y4
)
,
evaluated at x = r0(θ) cos θ, y = r0(θ) sin θ .
Hence, r1(θ) has the form
r1(θ) = C(θ)
(ξ cos θ + 1 − ξ)2 , C(0) = C(2π) = 0. (3.13)
Substituting (3.13) into (3.12), one gets
C′(θ) = (ξ cos θ + 1 − ξ)2(A1(r0, θ) − A0(r0, θ)B1(r0, θ))
= ξ2
(
α111 sin θ + α120 cos3 θ +
(
α102 + β111
)
cos θ sin2 θ
+ (α
1
20 − β111)ξ cos2 θ sin2 θ
ξ cos θ + 1 − ξ +
α102ξ sin
4 θ
ξ cos θ + 1 − ξ
)
.
By direct computations,
r1(2π) = C(2π) =
2π∫
0
C′(θ) dθ
= ξ2
((
α120 − β111
) 2π∫
0
ξ cos2 θ sin2 θ
ξ cos θ + 1 − ξ dθ + α
1
02
2π∫
0
ξ sin4 θ
ξ cos θ + 1 − ξ
)
= (1 − ω
2)2
4
((
α120 − β111
) 2π∫ (1 − sin2 θ) sin2 θ
cos θ − (ω2 + 1)/(ω2 − 1) dθ + α
1
02I−1,2
)
0
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2)2
4
((
α120 − β111
)
(I1,1 − I−1,2) + α102I−1,2
)
= −π(ω − 1)
3(α120 + α102 − β111 + 4α102ω + (α120 + α102 − β111)ω2)
4(ω + 1) .
Since r1(2π) = 0, we have α120 − β111 = α102 = 0. This yields
C′(θ) = ξ2(α120 cos θ + α111 sin θ),
which implies
r1(θ) =
∫ θ
0 C
′(θ) dθ
(ξ cos θ + 1 − ξ)2 =
ξ2
(ξ cos θ + 1 − ξ)2
(
α120 sin θ − α111 cos θ + α111
)
. 
Lemma 3.5. Under the notations of Proposition 3.3, if T1(ξ) ≡ 0, then
T2(ξ) = −
2π∫
0
B2
(
r0(θ), θ
)
dθ, T3(ξ) = −
2π∫
0
(
∂B2(r0, θ)
∂r
r1(θ) + B3(r0, θ)
)
dθ.
Proof. If T1(ξ) ≡ 0, then it follows from Lemma 3.4 that
G1(x, y) = β120x3 +
(
β111 − α120
)
x2y + (β102 − α111)xy2 − α102y3 ≡ 0,
which implies B1(r, θ) = G1(r cos θ, r sin θ)/r2 ≡ 0. Therefore,
T (ξ, ) =
2π∫
0
dθ
1 + B2(r, θ)2 + B3(r, θ)3 + B4(r, θ)4 + · · ·
= 2π − 2
2π∫
0
B2(r, θ) dθ − 3
2π∫
0
B3(r, θ) dθ + O
(
4
)
,
which gives T2(ξ) and T3(ξ). 
Proposition 3.6. Under the notations of Proposition 3.3, the following assertions hold:
(i) If T1(ξ) ≡ 0, T2(ξ) ≡ 0, then T ′2(ξ) has at most one simple zero in (0,1/2). Moreover,
T1(ξ) = T2(ξ) ≡ 0 if and only if βk20 = βk02 − αk11 = 0, k = 1,2.
(ii) If T1(ξ) ≡ T2(ξ) ≡ 0 and T3(ξ) ≡ 0 then T ′3(ξ) has at most one (simple) zero in the interval
(0,1/2).
Proof. The result (i) can be obtained from Lemma 3.5 by the same arguments that in the proof
of Proposition 3.3. If T1(ξ) ≡ T2(ξ) ≡ 0, then it follows from (3.8) and (i) that
B2(r, θ) = r
((
β211 − α220
)
cos2 θ sin θ − α202 sin3 θ
)
.
Therefore,
∂B2(r, θ) = (β211 − α220) cos2 θ sin θ − α202 sin3 θ.∂r
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∂r
(cos θ − 1) is a odd function of θ , we have
2π∫
0
∂B2(r, θ)
∂r
(cos θ − 1) dθ =
π∫
−π
∂B2(r, θ)
∂r
(cos θ − 1) dθ = 0.
It follows from Lemmas 3.5 and 3.4 that
T3(ξ) = −α120ξ2
2π∫
0
(β211 − α220) cos2 θ sin2 θ − α202 sin4 θ
(ξ cos θ + 1 − ξ)2 dθ −
2π∫
0
B3(r0, θ) dθ
= −α120ξ2
2π∫
0
(β211 − α220) sin2 θ − (α202 + β211 − α220) sin4 θ
(ξ cos θ + 1 − ξ)2 dθ −
2π∫
0
B3(r0, θ) dθ
= −α120
((
β211 − α220
)
I2,1 −
(
α202 + β211 − α220
)
I0,2
)− 2π∫
0
B3(r0, θ) dθ
= πα
1
20(ω − 1)2(α220 − β211 + (3α202 − α220 + β211)ω + (α220 − β211)ω2)
ω(ω + 1)2
+ π(ω − 1)
2
ω(ω + 1)2
(
β320 +
(
β320 + β302 − α311
)
ω + β320ω2
)
= π(ω − 1)
2
ω(ω + 1)2
(
α120
(
α220 − β211
)+ β320 + (α120(3α202 − α220 + β211)+ β320
+ β302 − α311
)
ω + (α120(α220 − β211)+ β320)ω2).
Using again Lemma 3.2 the result follows. 
Proposition 3.7. Consider the family of reversible centers
x˙ = −y + xy +
∞∑
l=1
αl11
lxy, y˙ = x + y2 +
∞∑
l=1
(
βl20x
2 + βl02y2
)
l.
Let T (ξ, ) be its associated period function and let Tl(ξ) be the first non-vanishing coefficient
of its Taylor expansion in , i.e. T (ξ, ) = 2π + lTl(ξ)+· · · . Then T ′l (ξ ) has at most one simple
zero in (0,1/2).
Proof. We will prove by induction that:
T1(ξ) = T2(ξ) = · · · = Tk−1(ξ) ≡ 0 if and only if βm20 = βm02 − αm11 = 0, m = 1,2, . . . , k − 1,
and
Tk(ξ) = Tk(ω) = π(ω − 1)
2
ω(ω + 1)2
(
βk20 +
(
βk20 + βk02 − αk11
)
ω + βk20ω2
)
. (3.14)
For k = 1,2 the result follows from Proposition 3.3 and the proof of Proposition 3.6.
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and thus βm20 = βm02 − αm11 = 0, m = 1,2, . . . , l − 1. By expression (3.8) we get that B1(r, θ) ≡
B2(r, θ) ≡ · · · ≡ Bl−1(r, θ) ≡ 0. This yields
T (ξ, ) =
2π∫
0
1
1 + Bl(r, θ)l + · · · dθ = 2π − 
l
2π∫
0
Bl
(
r0(θ), θ
)
dθ + O(l+1).
Therefore,
Tl(ξ) = −
2π∫
0
Bl
(
r0(θ), θ
)
dθ.
One obtains (3.14) and the proof of the proposition by the same arguments that in the proof
Proposition 3.3. 
Proof of Theorem C. Theorem C follows from Propositions 3.3, 3.6 and 3.7. 
4. Proof of Theorem D
In this section, we study the period function for system (1.11). Recall that for this system
T0 = 2π .
Proof of Theorem D(i). If n = 2 and T1(ξ) ≡ 0, then T ′1(ξ) has at most one (simple) zero in
(0,1/2). Suppose T1(ξ) ≡ 0. Then Lemma 3.4 implies that a02 = b20 = 0, b02 = a11, b11 = a20,
which gives B1(r, θ) ≡ 0. Hence,
T (ξ, ) =
2π∫
0
dθ
1 + B1(r, θ) dθ = 2π,
i.e. system (0,0) is an isochronous center of (1.11). In this case it writes as
x˙ = −y + a20x2 + (1 + a11)xy, y˙ = x + a20xy + (1 + a11)y2, (4.1)
and we prove in the sequel that it can be reduced to (1.8) by linear changes of coordinates. The
substitution
x¯ = a20x + (1 + a11)y√
(a20)2 + (1 + a11)2
, y¯ = −(1 + a11)x + a20y√
(a20)2 + (1 + a11)2
transforms system (4.1) into the following Bautin’s form
˙¯x = −y¯ +
√
(a20)2 + (1 + a11)2 x¯2, ˙¯y = x¯ +
√
(a20)2 + (1 + a11)2 x¯y¯. (4.2)
By applying the change of variables
u = −
√
(a20)2 + (1 + a11)2 y¯, v =
√
(a20)2 + (1 + a11)2 x¯,
and replacing (u, v) with (x, y), system (4.2) is converted into (1.8). 
Proof of Theorem D(ii). If n = 3, then by Corollary B and Lemma 3.1,
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2π∫
0
1
r20 (θ)
G1
(
r0(θ) cos θ, r0(θ) sin θ
)
dθ
= −
2π∫
0
ξ(b20 cos3 θ + (b02 − a11) cos θ sin2 θ)
ξ cos θ + 1 − ξ dθ
−
2π∫
0
ξ2(b30 cos4 θ + (b12 − a21) cos2 θ sin2 θ) − a03 sin4 θ
(ξ cos θ + 1 − ξ)2 dθ
= π(ω − 1)
2
ω(ω + 1)2
(
b20 + (b20 + b02 − a11)ω + b20ω2
)
−
2π∫
0
ξ2(b30 + (−2b30 + b12 − a21) sin2 θ + (b30 − b12 + a21 − a03) sin4 θ
(ξ cos θ + 1 − ξ)2 dθ
= π(ω − 1)
2
ω(ω + 1)2
(
b20 + (b20 + b02 − a11)ω + b20ω2
)
− (b30I4,0 + (−2b30 + b12 − a21)I2,1 + (b30 − b12 + a21 − a03)I0,2)
= π(ω − 1)
2
4ω3(ω + 1)2
(−b30 − 4b30ω + (4a21 − 4b12 + 4b20 + b30)ω2
+ 4(3a03 − a11 − a21 + b02 + b12 + b20 − b30)ω3
+ (4a21 − 4b12 + 4b20 + b30)ω4 − 4b30ω5 − b30ω6
)
= T1(ω).
By direct computations
T ′1(ξ) = −
T ′1 (ω)
ω
= π(ω − 1)2(ω)
4ω5(ω + 1)3 ,
where
2(ω) = 3b30 + 12b30ω − 4(a21 − b12 + b20 − 3b30)ω2
− 4(4a21 − 4b12 + 4b20 + 3b30)ω3 − 2(24a03 − 8a11 − 12a21 + 8b02
+ 12b12 + 4b20 − 9b03)ω4 − 4(4a21 − 4b12 + 4b20 + 3b30)ω5
− 4(a21 − b12 + b20 − 3b30)ω6 + 12b20ω7 + 3b30ω8. (4.3)
If b30 = 0, then it follows from (4.3) that 2(ω) has at most 4 positive zeros, taking into account
their multiplicities. If b30 = 0, we suppose b30 = 1 without loss of generality. We consider the
sequence of the coefficients of 2(ω) as follows:
3, 12, −4(a21 − b12 + b20 − 3), −4(4a21 − 4b12 + 4b20 + 3),
−2(24a03 − 8a11 − 12a21 + 8b02 + 12b12 + 4b20 − 9), −4(4a21 − 4b12 + 4b20 + 3),
−4(a21 − b12 + b20 − 3), 12, 3.
If −4(a21 − b12 + b20 − 3) < 0, then −4(4a21 − 4b12 + 4b20 + 3) < −60. Thus the ordered coef-
ficients change their signs at most 4 times. If −4(a21 − b12 + b20 − 3) 0, then the coefficients
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positive zeros, taking into account their multiplicities. On the other hand, we note that if ω is
a non-zero root of 2(ω) = 0, then so is 1/ω, see also Lemma 4.4. This yields that 2(ω) has
at most two (simple) zeros in (0,1), that is to say, T1(ξ) has at most two (simple) zeros in the
interval (0,1/2), as we wanted to prove.
Consider the system
x˙ = −y + xy − 132325
8496
y3, y˙ = x + y2 + 
(
40619
2832
x2 + x3
)
. (4.4)
By symmetry, we know that the origin is a center. A direct computation shows
2(ω) = 1708 (ω − 3)(ω − 2)(2ω − 1)(3ω − 1)
× (354 + 3481ω + 11294ω2 + 3481ω3 + 354ω4),
which implies T ′1 (x) has two zeros at ω = 1/2 and ω = 1/3 in the interval (0,1). Hence, the pe-
riod function of system (4.4) has two critical points for small , and our upper bound is sharp. 
Form now on, we suppose n  4 in system (1.11). To prove Theorem D(iii), we have to
compute T1(ξ), i.e. the integral defined in Corollary B. Let
xq(x, y) − yp(x, y) = G(x,y) + G¯(x, y)
with G(x,y) = G(x,−y), G¯(x,−y) = −G¯(x, y). This gives
G(x,y) =
n∑
l=2
bl,0x
l+1 +
[ n2 ]∑
k=1
n−2k∑
l=0
bl,2kx
l+1y2k −
n−1∑
l=1
al1x
ly2
−
[ n+12 ]∑
k=2
(
n−2k+1∑
l=0
al,2k−1xl
)
y2k.
For convenience, rewrite G(x,y) in the form
G(x,y) = −
[ n+12 ]∑
k=0
(
n−2k+1∑
l=0
cl,2k(x − 1)l
)
y2k (4.5)
with
n+1∑
l=0
cl,0(−1)l = 0,
n+1∑
l=1
lcl,0(−1)l−1 = 0,
n+1∑
l=2
l(l − 1)cl,0(−1)l−2 = 0,
n−1∑
l=0
cl,2(−1)l = 0. (4.6)
It follows from Lemma 3.1 that
2π∫
G¯(r0(θ) cos θ, r0(θ) sin θ)
r20 (θ)
dθ ≡ 0.
0
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T1(ξ) = −
2π∫
0
B1
(
r0(θ), θ
)
dθ =
2π∫
0
G(r0(θ) cos θ, r0(θ) sin θ)
r20 (θ)
dθ
=
[ n+12 ]∑
k=0
n−2k+1∑
l=0
cl,2k
2π∫
0
1
r20
(
r0(θ) cos θ − 1
)l(
r0(θ) sin θ
)2k
dθ
=
[ n+12 ]∑
k=0
n−2k+1∑
l=0
cl,2k(ξ − 1)lξ2k−2
2π∫
0
sin2k θ
(ξ cos θ + 1 − ξ)l+2k−2 dθ.
Lemma 4.1. Let T (ξ, ) = 2π + T1(ξ) + O(2) be the period function of system (1.11). Then
T1(0) = 0.
Proof. It follows from (4.6) and L’Hôpital’s rule that
T1(0) = lim
ξ→0
(∑n+1
l=0 cl,0(ξ − 1)l
ξ2
2π∫
0
dθ +
n−1∑
l=0
cl,2(ξ − 1)l
2π∫
0
sin2 θ dθ
)
= lim
ξ→0
(
2π
∑n+1
l=0 cl,0(ξ − 1)l
ξ2
+ π
n−1∑
l=0
cl,2(ξ − 1)l
)
= lim
ξ→0
(2π∑n+1l=0 lcl,0(ξ − 1)l−1
2ξ
)
+ π
n−1∑
l=0
cl,2(−1)l
= lim
ξ→0
(
π
n+1∑
l=0
l(l − 1)cl,0(ξ − 1)l−1
)
= 0. 
Taking the change (3.10) in T1(ξ), we get
T1(ξ) = T1(ω) =
[ n+12 ]∑
k=0
n−2k+1∑
l=0
cl,2k
(
ω2 + 1
ω2 − 1
)l
Il,k, ω ∈ (0,1), (4.7)
where Il,k is defined in (3.2).
In this section we will denote by K all the constants that we do not need to determine. Notice
that its value can vary from one expression to another.
Lemma 4.2. The following equalities hold:
I0,0 = π(3ω
4 + 2ω2 + 3)
(ω2 − 1)2 , I1,0 = −
2π(ω2 + 1)
ω2 − 1 , I2,0 = 2π, I0,1 = π. (4.8)
If l  4, k = 0, then
Il,0 =
l−3∑
K
(ω − 1)3l−2m−8(ω + 1)l−2
ω2l−m−5
; (4.9)m=0
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I0,k = P0,k,8k+2(ω)
ω4k−1(ω2 − 1)2 , I1,k =
P1,k,8k−2(ω)
ω4k−3(ω2 − 1)2 , I2,k =
P2,k,8k−2(ω)
ω4k−1
; (4.10)
If l  3, k  1, then
Il,k = 1
ω2l+4k−5
2k∑
s=0
l+2k−3∑
m=0
K(ω − 1)3l+4k+2s−2m−8(ω + 1)l+4k−2s−2ωm, (4.11)
where Pl,k,m denotes a polynomial of degree m.
Proof. I0,0, I1,0, I2,0 and I0,1 are obtained by direct computation as in Lemma 3.1. Let
ϕl,s,k(z) = z
l+2s−3
(z − z2)l+2k−2 , Jl,s,k =
∫
|z|=1
ϕl,s,k(z)
(z − z1)l+2k−2 dz,
where z1 and z2 are given in expression (3.4). It follows from (3.3) that
Il,k = 2l−2(−1)k+1i
2k∑
s=0
(−1)2k−s
(
2k
s
)
Jl,s,k, k  1, (4.12)
and
Il,0 = −2l−2iJl,0,0. (4.13)
The integrand of Jl,s,k has a pole of order l + 2k − 2 at z = z1 in |z| < 1 if l + 2k  3. Another
pole of order 3 − l − 2s appears at z = 0 if l + 2s  2.
First of all, we compute Jl,0,0. If l  4, then
ϕ
(l−3)
l,0,0 (z1) =
(
l−3∑
m=0
(
l − 3
m
)(
zl−3
)(m)(
(z − z2)−l+2
)(l−3−m))∣∣∣∣
z=z1
=
l−3∑
m=0
(
l − 3
m
)
(l − 3)(l − 4) · · · (l − m − 2)
(
ω − 1
ω + 1
)l−m−3
× (−l + 2)(−l + 1) · · · (−2l + m + 6)
( −4ω
ω2 − 1
)−2l+m+5
=
l−3∑
m=0
K
(ω − 1)3l−2m−8(ω + 1)l−2
ω2l−m−5
.
We get by Residue Theorem that
Jl,0,0 = 2πi Res
(
ϕl,0,0(z)
(z − z1)l−2 , z1
)
= 2πi
(l − 3)!ϕ
(l−3)
l,0,0 (z1).
Then (4.9) follows from (4.13) and the above formula.
If l + 2k  2, then (l, k) = (0,0), (0,1), (1,0), (2,0). We have obtained Il,k for these cases in
(4.8).
If l + 2k  3, l + 2s  3, then
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(l+2k−3)
l,s,k (z1) =
(
l+2k−3∑
m=0
(
l + 2k − 3
m
)(
zl+2s−3
)(m)(
(z − z2)−l−2k+2
)(l+2k−3−m))∣∣∣∣
z=z1
=
l+2k−3∑
m=0
Al,s,k,mz
2s+l−m−3
1 (z1 − z2)−2l−4k+m+5
=
l+2k−3∑
m=0
Al,s,k,m
(ω − 1)3l+4k+2s−2m−8(ω + 1)l+4k−2s−2
ω2l+4k−m−5
,
where Al,s,k,m is a real constant and Al,s,k,m ≡ 0, if s < k, l + 2s − 2  m  l + 2k − 3. This
gives that if l  2, l + 2k  3, l + 2s  3, then
Jl,s,k = 2πi Res
(
ϕl,s,k(z)
(z − z1)l+2k−2 , z1
)
= 2πi ϕ
(l+2k−3)
l,s,k (z1)
(l + 2k − 3)!
= 2πi
l+2k−3∑
m=0
Al,s,k,m
(l + 2k − 3)!
(ω − 1)3l+4k+2s−2m−8(ω + 1)l+4k−2s−2
ω2l+4k−m−5
;
If l = 0,1, l + 2k  3 and l + 2s  3, then
Jl,s,k = 2πi
(ω + 1)2
l+2k−3∑
m=0
Al,s,k,m
(l + 2k − 3)!
(ω − 1)3l+4k+2s−2m−8(ω + 1)l+4k−2s
ω2l+4k−m−5
.
The exponents of (ω − 1), (ω + 1) and ω are non-negative in the numerator and denominator
of Jl,s,k .
If l+2s  2, then (l, s) = (0,0), (0,1), (1,0), (2,0). We also suppose l+2k  3. This means
k  2 for l = 0 and k  1 for l = 1,2 respectively. In this case, the integrand of Jl,s,k has two
poles at z = z1 and z = 0 respectively. By using again Residue Theorem, one gets
J0,0,k = 2πi
(
2(k − 1)(−3 + 4k + (8k − 2)ω2 + (4k − 3)ω4)
(ω − 1)2(ω + 1)2
+ 1
(ω − 1)2(ω + 1)2
2k−3∑
m=0
K
(ω + 1)4k(ω − 1)4k−2m−6
ω4k−m−5
)
,
J1,0,k = 2πi
(
2(2k − 1)(ω2 + 1)
(ω − 1)2(ω + 1)2 +
1
(ω2 − 1)
2k−2∑
m=0
K
(ω + 1)4k(ω − 1)4k−2m−4
ω4k−m−3
)
,
J2,0,k = J0,1,k = 2πi
(
1 +
2k−1∑
m=0
K
(ω + 1)4k(ω − 1)4k−2m−2
ω4k−m−1
)
.
All exponents of (ω− 1), (ω+ 1) and ω are also non-negative in the numerator and denominator
of J0,0,k, J0,1,k and J2,0,k .
We note that l + 2k  3 if k  2, and l + 2s  3 if l = 0, s  2, respectively. It follows from
(4.12) that if k  2, then
I0,k = 2−2(−1)k+1i
(
J0,0,k − 2kJ0,1,k +
2k∑
(−1)2k−s
(
2k
s
)
J0,s,k
)
s=2
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ω4k−1(ω2 − 1)2
(
2ω4k−1(k − 1)(−3 + 4k + (8k − 2)ω2 + (4k − 3)ω4)
×
2k−3∑
m=0
ωm+4(ω + 1)4k(ω − 1)4k−2m−6 − 2kω4k−1(ω2 − 1)2
+
2k−2∑
m=0
Kωm(ω + 1)4k+2(ω − 1)4k−2m
+
2k∑
s=2
2k−3∑
m=0
Kωm+4(ω − 1)4k+2s−2m−6(ω + 1)4k−2s
)
= P0,k,8k+2(ω)
ω4k−1(ω2 − 1)2 .
By the same arguments, one gets I1,k and I2,k .
If l  3, k  1, then l + 2s  3, l + 2k  3. The equality (4.11) follows from (4.12) and the
formula Jl,s,k for l  3. 
Proposition 4.3. The function T1(ω), given in (4.7), can be expressed as
T1(ω) = (ω − 1)P8[(n+1)/2](ω)
ω4[(n+1)/2]−1(ω + 1)3 , (4.14)
where Pk(ω) denotes a polynomial of degree k.
Proof. It follows from (4.7), Lemmas 4.2 and 3.1 that
T1(ω) =
n+1∑
l=0
cl,0
(
ω2 + 1
ω2 − 1
)l
Il,0 +
[ n+12 ]∑
k=1
c0,2kI0,k +
[ n+12 ]∑
k=1
2∑
l=1
cl,2k
(
ω2 + 1
ω2 − 1
)l
Il,k
+
[ n+12 ]∑
k=1
n−2k+1∑
l=3
cl,2k
(
ω2 + 1
ω2 − 1
)l
Il,k
= P
1
4n−2(ω)
ω2n−3(ω2 − 1)2 +
P28[(n+1)/2]+2(ω)
ω4[(n+1)/2]−1(ω2 − 1)2 +
P38[(n+1)/2]+2(ω)
ω4[(n+1)/2]−1(ω2 − 1)3
+ P
4
4n−2(ω)
ω2n−3(ω2 − 1)2
= P
∗
8[(n+1)/2]+4(ω)
ω4[(n+1)/2]−1(ω2 − 1)3 .
Lemma 4.1 implies T1(1) = 0, which shows that P∗8[(n+1)/2]+4(ω) can be written as
P∗8[(n+1)/2]+4(ω) = (ω − 1)4P8[(n+1)/2](ω).
Hence the desired result follows. 
Lemma 4.4. Let T (ξ, ) = 2π + T1(ξ) + O(2) the period function of system (1.11). Then the
function T1(ξ) defined for ξ ∈ [0,1/2) can be analytically extended to ξ ∈ (−∞,1/2) satisfying
A. Gasull, Y. Zhao / Bull. Sci. math. 132 (2008) 292–312 311T1(ξ) = T1(ξ/(2ξ − 1)). Moreover if we define T1(ω) = T1(ξ), being ω = √1 − 2ξ as in (4.7),
then T1(ω) = T1(1/w).
Proof. By using Corollary B we know that T1(ξ) = −
∫ 2π
0 B1(r0(θ, ξ), θ) dθ . On the other hand
by using the expression (3.9) of r = r0(θ, ξ) notice that{
r = r0(θ, ξ) | θ ∈ [0,2π]
}= {r = r0(θ, ξ/(2ξ − 1)) | θ ∈ [0,2π]}
because this periodic orbit of the unperturbed system cuts the OX-axis at the points (ξ,0) and
(ξ/(2ξ − 1)). Then the function T1 is analytic in (−∞,1/2) and T1(ξ) = T1(ξ/(2ξ − 1)) as we
wanted to see. Indeed notice that the map ψ(ξ) = ξ/(2ξ − 1) is an involution. From the above
property of T1 is clear that T1(ω) = T1(1/ω). 
Proof of Theorem D(iii). It follows from Proposition 4.3 that
T ′1 (ω) =
P˜8[(n+1)/2]+2(ω)
ω4[(n+1)/2](ω + 1)4 ,
which implies that T ′1 (ω) has at most 8[(n+ 1)/2] + 2 zeros. Since by Lemma 4.4 we know that
T1(ω) = T1(1/ω) for each zero of the derivative in (0,1) there is another one in (1,∞). Hence,
since we are only interested in the zeros contained in (0,1), the assertion of Theorem D(iii)
follows. 
Remark. Notice that to get an optimal bound for the number of zeros of the derivative of
the function T1(w) given above we have to control how many of the zeros of the polynomial
P˜8[(n+1)/2]+2(ω) are inside of the interval (0,1). Indeed the proof of the Theorem D(iii) shows
that at most 4[(n + 1)/2] + 1 are inside it, but we do not know how the control the number of
complex roots that it can have. As we can see in the example (4.4), these complex roots some-
times exist. Hence this is the main problem to be overcome to improve the upper bound for the
number of critical periods that we give in Theorem D(iii).
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