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ABSTRACT 
For the past three decades, newly discovered carbon nanostructures such as 
fullerenes, graphene and carbon nanotubes (CNTs) have revolutionized the field of 
nanoscience, introducing many practical and potential applications pertaining to their 
exceptional structural, mechanical, thermal, and optoelectronic properties. Raman 
spectroscopy has been an instrumental technique for characterizing these materials due to 
its non-destructive nature and high sensitivity to the material responses. While Raman 
spectroscopy is broadly used for identifying specific material types and quality, it has 
also been increasingly useful as a tool for probing the electronic and excitonic properties, 
as well as their interplay with the vibrational properties in the aforementioned carbon 
nanomaterials. In this dissertation, we present our Raman-related research on carbon 
nanotubes and a new member of the nano-carbon family − carbon nanohoops 
(cycloparaphenylenes, or CPPs).  
We discuss our new findings on the resonance Raman spectroscopy (RRS) of various 
semiconducting CNTs, with the focus on the Raman excitation profiles (REPs) for the 
  vii
G-band. The asymmetric lineshapes observed in the G-band REPs for the second 
excitonic (E22) transition of these CNTs contradict a long-held approximation, the 
Franck-Condon principle, for the vibronic properties of the carbon nanotubes. In addition, 
the G-band REPs from the closely spaced E33 and E44 transitions are investigated, and we 
demonstrate that these excitonic levels exhibit significant quantum interference effects 
between each other. 
We also present the first comprehensive study of Raman spectroscopy of CPPs. 
Analogously to CNTs, we show that Raman spectroscopy can be used to identify CPPs of 
different sizes. A plethora of Raman modes are observed in these spectra, including 
modes that are comparable to those of CNTs, such as the G-band, as well as Raman peaks 
that are unique for CPPs. Calculated Raman spectra using density functional theory (DFT) 
are compared with the experimental results for the assignment of different modes. 
Furthermore, we refine our knowledge of the CPP Raman modes by concentrating on the 
even-numbered CPPs. By taking advantage of the symmetry arguments in the even 
[n]CPPs, we are able to utilize group theory and accurately identify the size dependences 
of different Raman-active modes. 
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CHAPTER 1 
INTRODUCTION 
 
Carbon nanotubes (CNTs) are important family members of the carbon allotropes, 
alongside other materials such as diamond, graphite, fullerenes, etc. As the name implies, 
CNTs are cylindrical and tubular nanostructures composed of carbon atoms. Ever since 
their first experimental discovery by Iijima1 in 1991, CNTs have been the focus of 
intense exploration and research. The exceptional properties of CNTs include, but are not 
limited to, larger tensile strength than stainless steel and Kevlar, higher electrical 
conductivity than copper, and even greater hardness and higher thermal conductivity than 
diamond. Although current commercial applications are largely based on the superior 
structural and mechanical properties of multi-walled CNT ensembles, their enormous 
potential in electrical, electronic and optical applications cannot be ignored and is still the 
center of many active scientific and engineering researches. Recently, digital circuits 
based on CNT transistors have been fabricated and are expected to outperform silicon-
based electronics2, marking possible breakthrough against the speed limits of today’s 
processors.  
Previous synthetic methods could only produce CNT bundles with heterogeneous 
chiralities, that is, samples with mixed structural and electronic properties, which were 
unfavorable for many fundamental studies and technological applications of CNTs. The 
advent of post-production separation approaches such as density gradient-based 
separations3, 4 facilitated separation of CNT species by their diameters and metallicities. 
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In 2009, a more advanced method that allowed chromatographic purification of single-
chirality nanotubes by utilizing certain DNA sequences was introduced by Tu et al.5, 
enabling both specific fundamental studies and enhanced functionalities of CNTs. With 
the aid of such chirality-enriched CNT samples, we are able to probe some novel 
electronic behaviors with high chirality dependences that had been inaccessible in the 
impure CNT bundles6. For example, we have obtained the first G-band Raman excitation 
profiles (REPs) from various enriched CNT samples and used the results to successfully 
reveal and interpret the underlying vibronic properties that have been misunderstood for 
decades7. 
One extreme case of the carbon nanotubes − the carbon nanohoops, namely 
cycloparaphenylenes (CPPs), represent the shortest subunits of armchair CNTs. The 
concept of CPPs was conceived by Parekh and Guha8 during the 1930’s, but it was not 
until 2008 that Jasti and Bertozzi reported the first successful synthesis of these curved 
aromatic structures9. The challenging task of synthesizing CPPs soon attracted enough 
attention from different groups, and various approaches and sizes had been reported 
during the following years10-15. In addition to their intriguing structural properties, CPPs 
have also drawn lots of attention recently as novel materials due to their propensity to 
form guest-host complexes16, ability to perform in electron-transfer applications17, 18, as 
well as their unique size-dependent optoelectronic properties19. Furthermore, as CPPs 
resemble the smallest fragments of armchair CNTs, there is great potential for the rational 
“bottom-up” synthesis of one-dimensional (1D) nanotubes by using these 0D structures 
as templates20-22.  
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Because of the close relationship between CPPs and the well-known CNTs, it comes 
as a natural choice for us to probe the CPPs by Raman spectroscopy, which has been so 
instrumental in characterizing CNTs due to its non-destructive nature and the ability of 
investigating the electronic, vibrational, and electron-phonon coupling properties23-28 
through resonance Raman scattering (RRS). Moreover, using the same characterization 
technique for both materials also allows for studying the evolution of physical properties 
from nanotubes to nanohoops, and therefore bridging the gap between these materials. 
This dissertation is organized as follows: Chapter 2 gives a brief introduction to the 
structural and electronic properties of CNTs and CPPs, covering the basics that are 
necessary for understanding the following chapters. Chapter 3 discusses our published 
results for the new findings on the RRS of various semiconducting CNTs, with the focus 
on the REPs of the second excitonic (E22) transition for the G-band. In Chapter 4, we 
further investigate the G-band REPs from the closely spaced E33 and E44 transitions and 
demonstrate that there are significant quantum interference effects between the relevant 
excitonic and vibrational levels. Chapter 5 presents our newly published results on the 
first comprehensive study of the Raman spectroscopy of both even-numbered and odd-
numbered CPPs. In Chapter 6, we concentrate on the even-numbered CPPs, and take 
advantage of group theory to accurately identify the size dependences of different 
Raman-active modes for even [n]CPPs. Chapter 7 concludes with outlook on possible 
future theoretical and experimental studies to further explore the Raman modes of CPPs, 
as well as the connections between the Raman features of CPPs and CNTs. 
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CHAPTER 2 
CARBON NANOTUBE AND CARBON NANOHOOP BASICS 
 
2.1 Overview 
In this chapter, the basics of the structural and optoelectronic properties of CNTs and 
CPPs will be reviewed. Note that the purpose of the chapter is not for giving a 
comprehensive introduction to all aspects of these materials, so only the fundamental 
properties that are relevant for later chapters will be presented, and the reader is directed 
to the books and literature in the references for in-depth discussions of certain topics. We 
start by introducing the band structure of the 2D graphene, which serves as the basis for 
the following extension to the dispersion relation and density of states (DOS) of CNTs. 
We then make the transition to the excitonic picture and molecular energy level model of 
CNTs by imposing the constraints of interacting electrons and electron-hole pairs, laying 
the critical foundation for the development of our important four-level model in Chapter 
3. We end the chapter by giving a simple review of some basic theoretical and 
experimental facts about the structural and optical properties of CPPs. 
 
2.2 Carbon Nanotube Basics 
2.2.1 Graphene Band Structure 
A single-walled carbon nanotube can conceptually be viewed as a rolled-up sheet of 
graphene, with its electronic and optical properties determined by the specific roll-up 
vector. Figure 2.1 shows the structure of graphene in both (a) real space and (b) 
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reciprocal space. The dashed and shaded rhombus in Figure 2.1(a) is the unit cell in 
graphene crystal structure, and the dashed and shaded hexagon in 2.1(b) shows the first 
Brillouin zone (BZ) in graphene reciprocal lattice. ai and bi (i=1, 2) represent unit vectors 
in real and reciprocal spaces, respectively. 
 
Figure 2.1: Graphene lattice structure and band structure. (a) Crystal structure in 
real space, where the dashed rhombus indicates the unit cell encompassing two 
carbon atoms A and B, and a1 and a2 are unit vectors; (b) 2D Brillouin zone, 
where the dashed hexagon shows the first BZ, with Γ, K, M denoting the high 
symmetry points, and b1 and b2 are reciprocal lattice vectors. (c) The band 
structure of graphene in the first Brillouin zone. 
 
 
The real unit vectors a1 and a2 can be written in (x, y) coordinates as: 
�� = �
√3�
2
,
�
2
� , �� = �
√3�
2
, �
�
2
�      (2.1) 
where a is the lattice constant, and if we assume the nearest-neighbor carbon-carbon bond 
length is ac-c=1.42Å, then a=|ai|= ac-c×√3=2.46Å. Similarly, the reciprocal unit vector b1 
and b2 can be expressed in (kx, ky) coordinates as: 
�� = �
2�
√3�
,
2�
�
� , �� = �
2�
√3�
, �
2�
�
�      (2.2) 
(a) (b) (c) 
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The points Γ, K and M in Figure 2.1(b) are the three high symmetry points in the first BZ 
of graphene. 
A certain carbon atom in graphene forms three tight in-plane σ bonds with the three 
nearest-neighbor carbon atoms through sp2 hybridization (i.e., linear combinations of 2s 
orbital with 2px and 2py orbitals), while the 2pz orbitals of all carbon atoms, which are 
perpendicular to the graphene plane, give rise to the π covalent bonds. Since the σ bonds 
are formed deeper in energy and it is the π bands that cross the Fermi level, the π 
electrons are the most important in terms of contribution to the electronic transport 
properties in graphene. The dispersion relation for the π bands of graphene can be 
calculated using the nearest-neighbor tight binding (TB) model as29: 
�±(�) =
��� ± � ∙ �(�)
1 ± � ∙ �(�)
     (2.3) 
where 
�(�) = �1 + 4 cos �
√3���
2
� ��� �
���
2
� + 4���� �
���
2
�      (2.4) 
The parameters t and s in equation (2.3) are respectively the transfer integral and overlap 
integral from TB theory, and ϵ2p is the 2p orbital energy, or on-site integral. The + and − 
signs in E± of equation (2.3) denote the π (bonding) band and the π* (anti-bonding) band, 
respectively. Semi-empirical values ϵ2p=0, t=−3.033 eV, and s=0.129 were used by Saito 
et al.29 to reproduce the dispersion relation from the first-principle calculation, and the 
result is reproduced in Figure 2.1(c). The valence band and conduction band touch at the 
K points where Fermi level passes, giving rise to a zero-bandgap semiconductor. The 
energy dispersion becomes linear in momentum near the K point, resulting in zero 
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electron effective mass, and forms a Dirac cone at energies where optical transitions 
generally occur. Hence all optical interactions with graphene band structure can be 
reduced to the Dirac cones at the equivalent K and K’ points in the BZ. 
 
2.2.2 Structure of the Single-walled Carbon Nanotube Unit Cell 
As mentioned earlier, one may describe the single-walled CNT by rolling up the 
graphene sheet into a cylindrical structure. Figure 2.2 illustrates the naming convention of 
CNTs using the (n, m) indices. 
 
Figure 2.2: Naming scheme of single-walled carbon nanotube. (a) For an (n, m) 
CNT, The chiral vector Ch =na1+ma2 defines the circumference of the nanotube, 
and the translational vector T= t1a1+t2a2 defines the length of the shortest 
nanotube unit cell along the tube axis. Thus, the rectangle A1A2A4A3 rolled up 
in the Ch direction makes the unit cell for a CNT. The chiral angle θ (0≤θ≤30°) 
describes the angle between Ch and the graphene unit vector a1. (b) An armchair 
CNT is for n=m and θ=30° and (c) a zigzag CNT is for n≠m=0 and θ=0. (d) 
CNTs other than these two types are called chiral nanotubes. Figure 2.2(a) is a 
(3, 2) CNT, exemplifying a chiral tube. 
(a) 
(b) 
(c) 
(d) 
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The chiral vector is defined as: 
�� = ��� + ���      (2.5) 
where 0≤m≤n, and |Ch| equals the circumference of the nanotube. As a result, the 
nanotube in Figure 2.2(a) is a (3, 2) CNT. The diameter of a CNT can be written as: 
� =
|��|
�
=
�√�� + �� + ��
�
      (2.6) 
The angle θ between the vectors Ch and a1 is called the chiral angle, and can be calculated 
to be 
� = ���� �
�� ∙ ��
|��| ∙ |��|
� =
2� + �
2√�� + �� + ��
      (2.7) 
In this manner, a certain CNT can be specified in either of the two representations: 
(n, m) or (d, θ). When n=m, i.e., θ=30°, the carbon atoms look like a circle of armchairs 
along the roll-up direction, thus the name armchair CNTs (Figure 2.2(b)). When m=0 and 
n≠m, i.e., θ=0, the carbon atoms zigzag along the circumferential direction, thus the 
name zigzag CNTs (Figure 2.2(c)). Both armchair and zigzag CNTs have high symmetry 
and are named achiral CNTs, while all other nanotubes are chiral CNTs (n>m≠0, Figure 
2.2(d)). To define the unit cell of a CNT, one needs another vector named the 
translational vector T, starting from the same lattice site A1 as Ch, orthogonal to Ch and 
parallel to the tube axis. The length of the translational vector is determined as its end 
reaches the first atom site A3 that is equivalent to A1. After some algebra, one can obtain 
� = ���� + ����     (2.8) 
where 
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�� =
� + 2�
���
, �� = −
2� + �
���
      (2.9) 
and GCD is the greatest common divisor (gcd) of n+2m and 2n+m. It can also be 
simplified as 
��� = �
gcd (�, �), �� ���(� − �, 3) ≠ 0
3gcd (�, �), �� ���(� − �, 3) = 0
      (2.10) 
The vectors Ch and T define a rectangle A1A2A4A3 that can be rolled up in the Ch 
direction to form the unit cell of (n, m) CNT. The number of hexagons in this rolled-up 
unit cell is given by: 
� =
2(�� + �� + ��)
���
      (2.11) 
Thus, 2N is the number of carbon atoms in the unit cell of the single-walled CNT 
(considering there are two carbon atoms, A and B, in the graphene unit cell, as shown in 
Figure 2.1(a)).  
 
2.2.3 Dispersion Relation and Density of States of Carbon Nanotubes 
Now that the graphene is rolled up, the k vector becomes quantized in the 
circumferential direction of the CNT due to the periodic boundary condition. The wave 
vector in the tube axis direction is not restricted, assuming infinite tube length. Indeed, 
this can be a reasonable assumption in practice because the length of the CNT is 
generally much longer than its diameter. However, if the tube has a finite length L, then 
the k vector in the tube axis direction is also quantized with a spacing of 2π/L. Since the 
real lattice vectors of CNT are Ch and T, using the orthonormal relations one may obtain 
the unit vectors in reciprocal space: 
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�� =
−���� + ����
�
, �∥ =
��� − ���
�
      (2.12) 
As shown in Figure 2.3, the quantization of the wave vector in the circumferential 
direction of the tube gives rise to the blue cutting lines, which comprise the first Brillouin 
zone of the CNT. There are N wave vectors in total, μK⊥ (μ=0, 1, 2, …, N−1), and the 
spacing between the adjacent parallel cutting lines is |K⊥|. The length of each cutting line 
is |K∥|=2π/T, which is also the length of the 1D first BZ. 
 
 
Figure 2.3: Brillouin zone of carbon nanotube. The vectors K⊥ (along the 
circumferential direction) and K∥ (along the tube axis) are the reciprocal unit 
vectors of the CNT unit cell. The wave vector is quantized in the K⊥ direction 
due to periodic boundary condition along the CNT circumference. There are N 
cutting lines, thus N discrete k vectors μK⊥ (μ=0, 1, 2, …, N-1), along the 
circumferential direction. The spacing between two nearest cutting lines is |K⊥|, 
and the length of a cutting line is |K∥|=2π/T, which is also the length of the 1D 
first BZ. 
 
 
To a first order approximation, one can deduce the electronic band structure of CNT 
from that of the graphene, by translating the cutting lines in the Brillouin zone to cutting 
slices in the graphene band structure, as shown in Figure 2.4. Figure 2.4(a) shows that the 
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cutting lines in (4, 4) (armchair), (7, 0) (zigzag) and (4, 2) (chiral) CNTs’ Brillouin zones 
correspond to the conduction (π*) and valence (π) bands “sliced” from the graphene band 
structure. Since there are N cutting lines along the tube circumference, if we draw all the 
cutting slices on the graphene band structure, we may obtain N pairs of conduction and 
valence bands. 
 
 
Figure 2.4: Electronic structures of carbon nanotubes. The examples shown here 
are (4, 4), (7, 0), and (4, 2) CNTs, which are armchair, zigzag, and chiral 
nanotubes, respectively. (a) Cutting lines in the Brillouin zone translate into 
cutting slices in the electronic band structure of graphene, giving rise to N pairs 
of conduction and valence bands. (b) Zone folding scheme and density of states 
(DOS) for the electronic structures of the CNTs. The extrema in the DOS are 
called van Hove singularities (VHSs), resulting in CNT electronic structures 
comparable, to some extent, to the energy levels of a molecular system. The 
momentum (k) axes are scaled for the three chiralities to denote the relative 
lengths of their cutting lines, since T(4,2) > T(7,0) > T(4,4). 
 
 
Here we apply the “zone folding scheme”, i.e., constructing the 1D electronic energy 
subbands by cutting the 2D electronic dispersion relation. We project all the energy 
(a) 
(b) 
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subbands into the CNT first BZ, as shown in the E-k plots in Figure 2.4(b), and so the 1D 
band structure of the CNT is obtained. The momentum (k) axes are scaled for the three 
CNTs to denote the relative lengths of their cutting lines (|K∥|=2π/T), as the T value 
differs in the three cases. Also shown in Figure 2.4(b) are the density of states (DOS) 
plots for all three CNTs. The sharp peaks in the DOS are the well-known van Hove 
singularities (VHSs) in 1D materials, implying a large number of electronic states at 
certain energies. This unique property is largely responsible for the strong absorption or 
scattering processes in the quasi-1D CNTs, especially when the incident photon is in 
resonance with the transition energy between certain valence and conduction bands, 
which will be discussed later. When one of the cutting lines crosses the K point, i.e., 
when the cutting slice passes through the K point, one pair of the subbands touch at the 
Dirac point, rendering the CNT metallic; otherwise, the CNT is semiconducting. In this 
regard, CNTs can be classified into three types, depending on the value of mod(n-m, 3): if 
mod(n-m, 3)=0, then the tube is metallic; if mod(n-m, 3)=1 or 2, the tube is 
semiconducting. Therefore, for the three CNTs in Figure 2.4, the armchair (4, 4) CNT 
(mod0) is metallic, whereas the zigzag (7, 0) CNT (mod1) and the chiral (4, 2) CNT 
(mod2) are both semiconducting. 
Nonetheless, it is important to note that the conclusions we have drawn so far are all 
based on the low order approximation that CNT band structures can be deduced from the 
graphene band structure using the tight binding model and the zone folding scheme. In 
reality, the curvature effect that scales inversely with the nanotube diameter cannot be 
ignored for small tubes. This is because the curvature effect leads to the mixing of σ 
  13 
  
bonds and π bonds, which is not considered in the simple π-band nearest-neighbor tight-
binding model. For example, (5, 0) CNT, which is supposed to be semiconducting based 
on the mod(n-m, 3) criteria, is predicted to be actually metallic by ab initio calculations30. 
As a matter of fact, only armchair CNTs are truly metallic, while all the other mod(n-m, 
3)=0 CNTs “miss” the K point by a small amount due to the curvature effect, and exhibit 
small band gaps (~meV). However, the band gap opening is generally lower than kBT at 
room temperature, and it does not affect the conducting properties of the CNTs except at 
low temperatures. On the contrary, the band gaps of semiconducting tubes are much 
larger than the thermal energy, and are good semiconductors at room temperature. 
Because the cutting lines near the K points give the lowest band gaps, where most 
important optical processes occur, we will confine our discussion to this region from now 
on. Since the overlap integral s in equation (2.3) is usually small, it is neglected for 
simplicity, and this is a reasonable approximation especially for the region near the K 
point. Thus, equation (2.3) can be simplified as: 
�± = ±��1 + 4 cos �
√3���
2
� ��� �
���
2
� + 4���� �
���
2
�      (2.13) 
where, again, the + and – signs represent the bonding band and anti-bonding band, 
respectively. For a point close to K, k=K+q, where K is the wave vector for the K point 
and | q |<<| K |, one can expand equation (2.13) about the K point and take the first order 
approximation31: 
�±(�) = ±
3��
2
|�|      (2.14) 
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This relation shows, as has been stated above, that the dispersion relation becomes linear 
around the K point. The linear dispersion can be easily seen if we zoom in near the K 
point in Figure 2.1(c), as shown in Figure 2.5(a). Figure 2.5(b) and 2.5(c) are adapted 
from Saito et al.32. Figure 2.5(b) shows how the cutting line crosses the K point for a 
metallic CNT. Figure 2.5(c) shows the portion of the density of states near the K point. 
The VHSs occur at the solid dots in Figure 2.5(b), with the energy extrema ��
(�) and ��
(�), 
where i denotes the ith nearest cutting line to the K point (excluding the one that passes 
the K point), and v and c distinguish the valence and conduction bands. These quasi-
discrete energy levels give rise to strong transition activities, and the fundamental 
bandgap transitions are designated as Eii transitions. For instance, E11 and E22 transitions 
are shown as red arrows in Figure 2.5(c). 
 
 
Figure 2.5: Graphene and carbon nanotube energy dispersion and density of 
states near the K point. (a) Magnification of the region near the K point in the 
graphene band structure. (b) Cutting lines near the K point. (c) DOS near the K 
point. 
 
 
Note that inter-subband transitions such as Ei, i±1 are also possible. While Eii 
transitions take place between valence and conduction bands on the same cutting line, i, 
(a) (b) (c) 
E11 E22 
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with no angular momentum difference, Ei, i±1 transitions happen between adjacent cutting 
lines and require a change in the angular momentum. Hence, Eii transitions are strongest 
for incident light polarized parallel to the tube axis, and Ei, i±1 transitions can only take 
place when the incident light has component polarized perpendicular to the tube axis that 
can provide sufficient energy and momentum for the inter-subband transitions33. 
However, due to the strong depolarization effect34, which states that the CNTs respond 
strongly for light component polarized along the tube axis and weakly to light component 
polarized in the perpendicular direction, Eii transitions are always optically favored than 
Ei, i±1 transitions. In consequence, Eii transitions are of major interest to us for most of the 
optical processes in CNTs. 
 
2.2.4 The Two-level Model of Carbon Nanotubes Derived from the Excitonic Picture 
Up until now, we have been treating the carriers, i.e., electrons and/or holes, as free 
single particles and ignoring the electron-electron and electron-hole interactions. This 
treatment mostly works well for 3D bulk materials because35 (1) the probability of 
electron-hole displacement P(r) includes a phase factor of r2, favoring larger electron-hole 
separations and (2) the screening effect from the other electrons minimize the Coulomb 
interaction energies. These two factors result in the exciton binding energies to the order 
of a few meV, versus the band gaps of several eV. However, for a quasi-1D system such 
as CNT, the phase space distribution no longer involves the factor r2, and the 1D nature 
of the tube confines the carriers to the axial direction where the dielectric screening is 
decreased. Hence, the electron-electron and electron-hole interactions in CNTs are too 
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significant to be ignored. As a matter of fact, it has been shown experimentally and 
theoretically35-39 that both the self-energy (Σ) and the exciton-binding energy (Ebinding), to 
the order of 1 eV, correspond to a large fraction of the band gap energy, and clearly 
cannot be ignored. Thus, the optical transitions in CNTs should be reevaluated in an 
excitonic picture, and the single-particle transition energy Eii discussed above must be 
modified with the self-energy and the exciton-binding energy as Eexciton=Eii+ Σ−Ebinding, 
though the notation Eii is retained to denote the excitonic transitions related to v
i→ci. 
 
Figure 2.6: Two-level model for carbon nanotubes. (a) The single-particle 
picture and (b) the exciton picture for Eii transition, and (c) the two-level model 
in an energy-level diagram for a CNT system. The momentum conservation 
requires the vertical electronic transitions from the valence band v to the 
conduction band c (kc=kv) in the single-particle picture. In the excitonic picture, 
this momentum conservation constraint translates into the zero center-of-mass 
momentum for the bound electron-hole pair (i.e., KCM=0), which behaves like a 
transition between two discrete molecular energy levels, as shown in (c). 
 
 
The evolution from the electronic picture to the excitonic picture not only addresses 
more accurately the origin of optical resonances in CNTs, but also brings about a simpler 
and more intuitive model in terms of the energy level diagram. For optical transitions 
corresponding to CNT band gaps, such as the Eii transition shown in Figure 2.6, the 
(a) (b) (c) 
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momentum of the incident photon is negligible, so the conservation of momentum 
requires that the photo-excited electron and the hole it leaves behind have almost the 
same magnitude of momentum (kc≈kv), but with opposite signs. As a result, the center-of-
mass momentum for the electron-hole pair is KCM=(kc−kv)/2≈0. In fact, if the k vector of 
the incident photon is perpendicular to the nanotube axis, which is a generally assumed 
experimental condition, the KCM should be exactly zero. In this case, the optical 
transitions in the single-particle picture correspond to the vertical transitions as shown in 
Figure 2.6(a), with the kc=kv=0 transition being the most favorable due to the VHS. 
Consequently, in an excitonic picture shown in Figure 2.6(b), the excited electrons and 
holes form bound electron-hole pairs with center-of-mass momentum KCM=0. Note that 
only zone center transitions at KCM=0 are allowed due to the momentum conservation. 
This case is similar to transitions between only two discrete energy states (the ground 
state GS and the excited state ES), thus the two-level model, which is shown in Figure 
2.6(c). To this end, the CNT can also be treated as a molecular system concerning the 
optical transitions. 
While excitons with KCM≠0 also exist (e.g., incoherent excitons that have gained 
kinetic energy from the thermal bath), such electron-hole pairs cannot recombine directly 
to emit a photon and are therefore called dark excitons. In addition, for the excitonic 
picture shown in Figure 2.6(b), we have used a simplified illustration because the 
excitonic states associated with the Eii transition are manifold, with only one of them 
being bright, and this bright exciton is the one of interest for our purpose. The dark 
excitons are important for explaining other physical properties of CNTs such as quantum 
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efficiency and nonradiative decay rate, etc.40, 41. For a more comprehensive knowledge of 
the exciton photophysics in carbon nanotubes, the reader is directed to some excellent 
review papers42, 43. 
 
Figure 2.7: The calculated Kataura plot. The excitonic transition energies have 
been calculated up to E33 for metallic nanotubes and E66 for semiconducting 
nanotubes. The blue, red and black symbols denote mod1, mod2, and metallic 
CNTs, respectively. The small “branches” indicate the constant-(2n+m) family 
patterns. The marked data points on the vertical red dotted line highlight the E11, 
E22, and E33 transition energies for (7, 5) CNT. The transition energy crossover 
effect is observable in the green rectangle, where for certain nanotubes the E33 
energies are higher than their E44 energies. 
 
 
Finally, we want to briefly mention the famous Kataura plot − a plot relating the 
transition energies in CNTs with their diameters or inverse diameters, which was first 
introduced by Hiromichi Kataura et al.44. The major use of the Kataura plot is the 
chirality assignments for various CNT species45, 46. An example of a calculated Kataura 
plot is shown in Figure 2.7 (adapted from Sato et al.47), from which a large amount of 
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information can be extracted. The excitonic transition energies have been calculated up to 
E33 for metallic nanotubes and E66 for semiconducting nanotubes. The blue, red and black 
symbols denote mod1, mod2, and metallic CNTs, respectively. One may observe the 
noticeable family pattern, connected with solid lines, where “family” refers to a branch of 
nanotubes with the same value of 2n+m. The marked data points on the vertical red 
dotted line highlight the E11, E22, and E33 transition energies for a specific nanotube ((7, 
5) CNT in this case). An interesting phenomenon, namely the transition energy crossover 
effect, is shown in the green rectangle, where for certain mod2 semiconducting nanotubes 
their higher transition (such as E33 and E44) branches are so close in energy, and even 
cross over for small tubes (i.e., E33 > E44). 
A simple explanation for the transition energy crossover effect is illustrated in Figure 
2.8, a 2D dispersion relation of graphene around the K point calculated using equation 
(2.13). We use different colors to profile the equi-energy contour lines for relative 
transition energies, with the K point being the lowest. The white dots indicate the extrema 
positions on the E22, E33, and E44 cutting lines, respectively, of a (9, 1) CNT. Although 
the contours are approximately circular close to the K point, it is obvious that they are 
distorted into a more triangular shape along the K-M directions away from the K point, 
causing the trigonal warping of the band structure. In consequence, even though the E44 
cutting line of (9, 1) CNT is further away from the K point, the E44 transition energy lies 
at a lower contour than the E33 transition. 
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Figure 2.8: A simple illustration of the transition energy crossover effect. The 
E22, E33, and E44 transition energies of (9, 1) CNT, calculated using equation 
(2.13), are labeled on the 2D dispersion relation of graphene around the K point. 
The trigonal warping of the equi-energy contours away from the K point leads to 
higher E33 than E44 energy, even though the E44 cutting line is apparently further 
away from the K point. 
 
 
The excitonic picture and the two-level energy model introduced in this section will 
be the cornerstone for developing the four-level model in Chapter 3, because instead of 
using the traditional band structures, we can treat the energy states as discrete molecular 
levels for optical processes in CNTs. Moreover, if a single-particle picture is considered 
in Figure 2.8, then the E33 and E44 transitions should be independent of each other as they 
lie on opposite sides of the K point with a large momentum difference in between; on the 
other hand, if there are strong excitonic effects for the E33 and E44 transitions, then, again, 
one needs to think in the excitonic picture, where the bright excitons regarding both 
transitions are at the K point. In this regard, significant interference effects should be 
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expected if E33 and E44 are closely spaced in energy. This possible quantum interference 
effects between the E33 and E44 transitions in semiconducting CNTs will be discussed in 
Chapter 4. 
 
2.3 Carbon Nanohoop Basics 
The cycloparaphenylene molecules9, which are sometimes called the carbon 
nanohoops, are the shortest possible subunits of the corresponding armchair CNTs. A 
CPP is usually labeled with an integer n representing the number of benzene units in the 
hoop. For example, the [6]CPP shown in Figure 2.9 can be viewed as a single segment 
cut out from (6,6) CNT, with the dangling bonds saturated by hydrogen atoms (not shown 
in the figure). 
 
Figure 2.9: Illustration of the structural relationship between [6]CPP and (6, 6) 
armchair CNT. [6]CPP is the shortest subunit of the (6, 6) CNT. Hydrogen 
atoms in [6]CPP are not shown. 
 
 
The substantial strain energy of the distorted aromatic rings posed the most 
significant challenge for synthesizing these π-conjugated macrocycles, and this had been 
the main reason for the seventy-year time span between the first conceptualization and 
attempt8 of CPP synthesis and the first successful synthesis9. For details in various 
synthetic approaches of different CPPs, the reader is directed to the related literature9-15. 
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Theoretical calculations revealed that the strain energy increases with decreasing hoop 
size, and the smallest CPP synthesized to date was [5]CPP, as reported independently by 
the Jasti group48 and the Yamago group49. 
 
2.3.1 Ground-state Geometry and Symmetry of Carbon Nanohoops 
We calculate the ground-state geometries for suspended [n]CPP molecules in 
vacuum50, following some earlier density functional theory (DFT) calculations51, 52, 
shown in Figure 2.10. For even n, the [n]CPP molecules have D(n/2)d point group 
symmetry. The benzene units in an even-numbered CPP are alternately canted, with a 
constant dihedral angle between adjacent units. It can also be viewed as a hoop with n/2 
repetitions of a double-benzene alternating unit. When n is odd, the symmetry is broken 
and there is a 3-benzene helical unit in the hoop, while the other benzene units alternate 
with varying dihedral angles, thus rendering a molecule with C1 symmetry. 
We use [12]CPP in Figure 2.10(a) as an example, and it is composed of six double-
benzene alternating units; For the [11]CPP molecule shown in Figure 2.10(b), a 3-
benzene unit is embedded in the nanohoop and the other benzene units are alternately 
canted with varying dihedral angles. Table 2.1 displays the calculated values for the 
dihedral angles of [4]- to [20]CPPs. Since for an odd-numbered CPP the dihedral angle 
varies across the nanohoop, the θ values for odd [n]CPPs are averaged over the 
corresponding nanohoop. The inset in Figure 2.10 (bottom left) shows the size 
dependence of the dihedral angles, where the vertical bars for odd n values indicate the 
range of the angle distribution. In general, the dihedral angle increases with the hoop size 
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and converges to a constant (35.8o, the red line) representing the dihedral angle for an 
infinite linear poly-paraphenylene (PPP), approximated by the calculation of a PPP with 
20 benzene units. 
 
 
 
 
 
 
 
 
 
2.3.2 Unique Optical Properties of Carbon Nanohoops 
Besides their interesting structures, the carbon nanohoops were also reported9, 52, 53 to 
exhibit unique optical properties, as shown in Figure 2.11 (from Iwamoto et al.52).  
Figure 2.10: Ground-state geometries of [n]CPP 
molecules. (a) An even-numbered CPP has a point 
group symmetry of D(n/2)d. (b) An odd-numbered CPP is 
asymmetrical (C1). The inset shows the size dependence 
of the dihedral angle. The dihedral angle θ, as denoted 
for the four connected carbon atoms 1-4, is the angle 
between the plane defined by atoms (1, 2, 3) and that 
defined by atoms (2, 3, 4). When n is even, the dihedral 
angle is constant across the hoop; when n is odd, the 
dihedral angle varies, therefore the circle indicates the 
average value of θ and the error bar indicates the 
minimum and maximum values. The red line (35.8o) 
indicates the dihedral angle of a long poly-
paraphenylene (PPP) molecule and is an approximation 
of the dihedral angle for [n]CPP when n → ∞. 
Table 2.1:  
Dihedral angles between 
adjacent benzene units in 
[n]CPPs. 
 
*Since the dihedral 
angles for odd-numbered 
CPPs are not constant 
across the hoop, the θ 
values for odd n’s are 
averaged over the whole 
hoop. 
(a) (b) 
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Figure 2.11: Unique optical and electronic properties of CPPs. (a) The UV-vis 
(solid lines) and FL (dashed lines) spectra of [8]- to [13]CPPs. The absorption 
maxima around 340 nm are insensitive to the sizes of the CPPs, while the FL 
spectra are blue-shifted with increasing size. (b) The molecular orbital levels for 
[4]- to [20]CPPs by DFT calculations. The HOMO-LUMO gap increases with n, 
which is in sharp contrast to the “particle in a box” model and to what is 
observed for the HOMO-LUMO gap in the linear PPP molecules. However, the 
trends for other higher and lower MOs (i.e., decreasing energy gaps with 
increasing size) agree with our common sense and the PPPs. 
 
 
Figure 2.11(a) shows the UV-vis (solid lines) and fluorescence (FL, dashed lines) 
spectra for [8]- to [13]CPPs, where it is clear that the absorption maxima of all CPPs are 
around 340 nm and are independent of the hoop size, while the FL spectra are blue-
(a) 
(b) 
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shifted as n increases. Figure 2.11(b) is the DFT calculation for the molecular orbital 
energies of [4]- to [20]CPPs, where LUMO and HOMO stand for the lowest unoccupied 
molecular orbital and the highest occupied molecular orbital, respectively. LUMO+1 and 
LUMO+2 orbitals are completely or nearly degenerate for all CPPs, so do HOMO−1 and 
HOMO−2. It may seem counterintuitive at first sight that the HOMO-LUMO gap 
decreases with decreasing n, which is opposite to the case of PPP and remarkably 
contradicts the “particle in a box” model where energy should increase with decreasing 
box size. Segawa and coworkers53 ascribed this seemingly surprising trend to the 
“bending effect” and the “torsion effect”, because their computations showed that the 
combined effect of the decreasing bond bending and the increasing dihedral angle with 
increasing n gave rise to the HOMO-LUMO gap opening. In addition, their time-
dependent density functional theory (TDDFT) calculations showed that the oscillator 
strengths for the HOMO→LUMO transitions of all CPPs were either zero or negligible, 
therefore the transitions from HOMO to LUMO were optically forbidden, and the 
maximum absorption peaks were in fact the sum of HOMO−1/HOMO−2→LUMO and 
HOMO→LUMO+1/LUMO+2 transitions, which were almost constant as shown in 
Figure 2.11(b), thus giving a nearly constant absorption maximum. Additionally, there 
seemed to be very weak absorptions near 400 nm for some CPPs, and these were 
attributed to the negligible HOMO→LUMO transitions.  
In another work54, the multiple peak features observed in the FL spectra of CPPs 
were attributed to the vibronic effect and the proposition that the strong exciton-phonon 
coupling allowed the radiative HOMO-LUMO recombination. Both computational and 
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experimental evidences were shown to support their idea, with the conclusion that the 
blue-shifting of the FL spectra with increasing n were related to the increasing HOMO-
LUMO gap. 
We have also carried out more detailed TDDFT calculations (Adamska et al., 
201455) in order to capture the essential features of the experimental absorption and 
emission spectra. The electronic structure calculations are performed using Gaussian 09 
program56 with 6-31G* basis set and the Coulomb-attenuated hybrid B3LYP (CAM-
B3LYP) functional, with the effect of the experimental solvent (CH2Cl2) included. Figure 
2.12 shows one of our central results.  
 
Figure 2.12: Transition densities and transition dipoles for S1, S2, S3, and S1’ in 
[6]-, [9]- and [12]-CPPs. (a) Orbital distributions of transition density. Blue and 
red colors represent positive and negative density values, respectively. (b) 
Schematic of transition dipoles for S1, S2, S3, and S1’ transitions in [12]CPP. 
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Figure 2.12(a) displays the orbital distributions of transition density for the S1, S2, S3 
and S1’ transitions in [6]-, [9]- and [12]CPPs (Note: If S0 is used to denote the ground 
singlet state, then S1, S2 and S3 label the first three lowest excited states that are used for 
absorption related calculations, and S1’ labels the optimal lowest excited state geometry 
that is used for fluorescence related calculations). The transition density depicts the 
changes in electronic density along the nanohoop during an excitation, with blue and red 
colors representing positive and negative density values, respectively, which directly 
determine the values of the transition dipole moments, as is shown for [12]CPP in Figure 
2.12(b). 
The highly symmetric and circular geometries of the transition densities for S1 of the 
even-numbered CPPs in Figure 2.12(a) give rise to vanishing transition dipoles (thus, 
zero oscillator strengths), which are exemplified by d1 for [12]CPP at the bottom of 
Figure 2.12(b). The asymmetric geometries of odd-numbered CPPs, such as [9]CPP in 
Figure 2.12(a), lead to small perturbations in the electronic wave functions, resulting in 
nonzero but still small oscillator strengths. As a result, the lowest absorption S1 (similar 
to the HOMO-LUMO transition in Figure 2.11) is always weak in experiments. In 
contrast, the degenerate (or quasi-degenerate) S2 and S3 states for even- (or odd-) 
numbered CPPs are found to yield constructive superposition of elementary transition 
dipole moments (see d2 and d3 in Figure 2.12(b)), resulting in large transition dipoles and 
strong absorption. In addition, the calculations show that these absorptions are almost 
independent of the hoop size, similar to the HOMO−1/HOMO−2→LUMO and 
HOMO→LUMO+1/LUMO+2 transitions in Figure 2.11(b), which provide insights on 
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the constant absorption maxima around 340 nm observed in experiments. Our 
calculations also reproduce the red-shit of emission wavelength with decreasing n, and 
this is ascribed to the increasing π-conjugation and “through-space” orbital interactions in 
smaller CPPs55.  
We also find significant self-trapping, i.e., spatial localization, of excitons on certain 
portion of large CPPs in the excited state geometry due to vibronic coupling effect (e.g., 
S1’ for [9]- and [12]CPP in Figure 2.12(a)), which results in large transition dipoles and 
makes them excellent fluorescent chromophores (e.g., S1’ for [12]CPP in Figure 2.12(b)). 
Small CPPs like [6]- (S1’ for [6]CPP in Figure 2.12(a)) and [7]CPPs, however, do not 
exhibit such exciton self-trapping effect, because their wavefunctions remain delocalized 
across the molecules due to significant bending and strain. These calculated results agree 
well with the experimental observations of high fluorescence quantum yields from large 
CPPs and low yields from small CPPs9, 14, 22, 52-54, 57, 58. 
 
2.4 Summary 
We have discussed the basic structural and electronic properties of CNTs and CPPs. 
While we make the connection by stating that a CPP molecule can be viewed as the 
shortest CNT of a certain species, we also want to reemphasize that they are very 
different structures in their own right. While an ideal CNT can be treated as an extended 
1D solid state structure, a CPP is a molecular system that lacks periodicity in the tube 
axis direction. Furthermore, due to the higher degrees of freedom in CPPs, they exhibit 
some unique properties that are nonexistent in CNTs. Even though the interesting 
  29 
  
electronic and optical properties of CNTs and CPPs may have direct potential for many 
optoelectronic applications, their vibrational properties also deserve in-depth examination 
due to the electron-phonon coupling effects in these materials. In the following chapters, 
we will focus on the Raman spectroscopies of CNTs and CPPs respectively, and discuss 
some similarities and differences between the Raman modes of these two materials. 
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CHAPTER 3 
THE RAMAN EXCITATION PROFILES OF CARBON NANOTUBES 
 
3.1 Overview 
In this chapter, we will present our primary findings on the Raman excitation profiles of 
the semiconducting CNTs. We first review the concepts of resonance Raman scattering 
and the basic knowledge of CNT Raman spectroscopy, followed by discussing our 
experimental results on the E22 REPs for CNTs of various chiralities. The observed REPs 
contradict a long-held approximation in the carbon nanotube community, namely the 
Franck-Condon principle, which predicts equal intensities for the two peaks in the CNT 
REPs. We will use our analytical model to address this discrepancy.  
 
3.2 A Brief Introduction to the Raman Spectroscopy of Carbon Nanotubes 
3.2.1 Raman Scattering 
Raman scattering is named after Sir C. V. Raman, an Indian scientist and the well-
known Nobel Prize laureate for physics in 1930 for his first observation of the inelastic 
scattering of light59. In the Raman scattering process, the scattered photon has energy that 
differs from the incident photon by phonon emission (or creation, Figure 3.1(a)) or 
phonon absorption (or annihilation, Figure 3.1(b)), and the corresponding scattering 
process is called Stokes Raman scattering or anti-Stokes Raman scattering, respectively. 
At room temperature, the probability/intensity for the Stokes Raman scattering is 
generally larger than that of the anti-Stokes Raman scattering. This is because for an anti-
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Stokes process the phonon must be present in the first place in order to be annihilated 
(i.e., the initial system should be at a certain vibrational states such as the one in Figure 
3.1(b)); but for a Stokes process where a phonon is to be emitted (i.e., the system starts 
from the ground state and ends at an vibrational state, as shown in Figure 3.1(a)), the 
creation process can always be carried out.  
 
 
Figure 3.1: Raman scattering processes. (a) Stokes Raman scattering. The 
scattered photon has less energy than the incident photon, and a phonon is 
created; (b) Anti-Stokes Raman scattering. The scattered photon gains more 
energy than the incident photon by absorbing a photon. The solid lines indicate 
the real states, and the dashed lines indicate the virtual states. 
 
 
In general, Raman scattering is a very weak process in that only one out of 106-1012 
incident photons contribute to the Raman signal, especially when the “upper energy 
levels” associated with the Raman process are virtual states, as indicated in Figure 3.1. 
However, Raman peaks from CNTs are strong enough to be observed even at the 
individual tube level, thanks to the molecular nature of the CNTs, as has been discussed 
(a) (b) 
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in Chapter 2. Furthermore, if the excited state associated with the Raman scattering 
process is a real electronic or excitonic state, resonance Raman scattering with enhanced 
intensities will be observed. RRS for CNTs will be discussed in detail in later sections. 
A Raman spectroscopy shows the symmetry allowed interactions of the incident light 
with the material’s vibrational levels, and is therefore a “fingerprint” of the material, 
similar to IR spectroscopy. Since it shows the energy difference between the incident (EL) 
and scattered (ES) lights, Raman spectrum is displayed with incident laser energy EL=0 
and in unit of cm−1 (called Raman frequency, Raman shift, or wavenumber). The 
Rayleigh signal resides at the origin with zero energy shift, and the absolute values of the 
Stokes and anti-Stokes Raman shifts correspond to the phonon energies. The Stokes 
frequencies (EL−ES) and the anti-Stokes frequencies (ES−EL) are symmetric on the two 
sides of the Rayleigh peak. In this work, we will focus on the Stokes Raman process 
only, and the term “Raman” encountered in the rest of the dissertation will simply refer to 
the Stokes Raman scattering unless otherwise noted. 
 
3.2.2 Raman Spectrum of Carbon Nanotubes 
Raman spectroscopy has been an excellent characterization technique for the CNTs 
due to its non-contact and non-destructive nature, its high degree of accuracy and 
sensitivity, and the convenience for measurements in an ambient environment. Figure 
3.2, adapted from Dresselhaus et al.60, shows the Raman spectrum from a CNT bundle 
samples. In a typical single-walled CNT Raman spectrum for the region of 0~1600 cm−1, 
there are two dominant features respectively at the low-frequency end and the high-
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frequency end: the radial breathing mode (RBM, 100~300 cm−1) and the G-band (~1590 
cm−1). The G-band, denoting “graphitic”, is a Raman feature that is common to all sp2 
carbon forms, including graphene and CNTs. The RBM, featuring the breathing motions 
of the tube in the radial direction, is unique to CNTs and is a “signature” mode that is 
usually used for identifying the CNT chiralities. Other weak features in the Raman 
spectrum include the D-band (1200~1400 cm−1, induced by defects), the G’ (2D)-band 
and the M mode (both are overtone modes), and the intermediate frequency modes61 
(IFMs, 600~1100 cm−1, combination modes that are not extensively studied), etc. 
 
 
Figure 3.2: Raman spectrum from single-walled CNT bundles. The RBM and 
the G-band are the most prominent features in a single-walled CNT Raman 
spectrum. Some weaker features are also shown, such as the defect-induced D-
band and the overtone M mode, as well as the intermediate frequency modes 
(IFMs, magnified by 30× in the figure). 
 
 
3.2.2.1 The G-band 
The G-band is the primary mode in graphite and graphene, originating from the in-
plane vibration of the carbon atoms. The G-band in graphene is a doubly degenerate 
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phonon mode (iTO phonon and LO phonon)62 at the BZ center around 1582 cm−1. 
Corresponding phonon band in the CNT Raman spectrum adopts the name G-band from 
graphene, but is composed of multiple peaks due to the circumferential confinement and 
the curvature-induced symmetry breaking effect. The two major components in the CNT 
G-band are the G+ mode (~1590 cm−1) and the G− mode (~1570 cm−1), as shown in 
Figure 3.3 (from Duque et al., 20106).  
 
Figure 3.3: Representative G-band spectra and vibrational modes for (a) 
semiconducting CNTs and (b) metallic CNTs. The two main components of the 
G-band in CNT are the higher frequency G+ peak (~1590 cm−1) and the lower 
frequency G− peak (~1570 cm−1). For semiconducting CNTs, the G+ peak 
originates from the LO phonon and the G− peak from the TO phonon, while for 
metallic CNTs the assignments are reversed. 
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For Semiconducting CNTs, the higher-energy G+ peak corresponds to vibrations of 
the carbon atoms along the axis direction (longitudinal optical phonon, or LO), whereas 
the lower-energy G− peak corresponds to vibrations of the carbon atoms in the 
circumferential direction (transverse optical phonon, or TO); for metallic CNTs, 
however, the G+ and G− assignments are reversed (i.e., G+ for TO and G− for LO as 
shown in Figure 3.3(b)) due to the LO phonon softening and broadening caused by the 
Kohn anomaly (KA) in metallic nanotubes63-65. Controversies exist in the G− peak (LO 
mode) behavior of the armchair nanotubes in that while some theories suggest significant 
G− peak intensity66 in these true metallic CNTs, experimental results at both the 
individual tube level (e.g. for (15,15) CNT64 and (10,10) CNT67) and the enriched 
armchair nanotube-bundle level6 support the absence of the LO mode. 
 
Figure 3.4: Diameter dependence of the G-band frequencies. ���~1591 cm
−1 is 
independent of the diameters of the CNTs, while ��� = 1591 −
�
��
, with 
CS=47.7 cm−1∙nm2 and CM=79.5 cm−1∙nm2 for semiconducting and metallic 
CNTs, respectively.  
 
 
Another interesting behavior from the G-band of the CNTs is the diameter 
dependence effect which is shown in Figure 3.468: The G+ peak (constant ~1591 cm−1) is 
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independent of the tube diameter, whereas the G− phonon softens with decreasing 
diameter of the nanotube, and can be approximated with the relation: 
��
� = 1591 −
�
��
      (3.1) 
where d is the CNT diameter, and the constant C differs between semiconducting and 
metallic tubes with CS=47.7 cm−1∙nm2 and CM=79.5 cm−1∙nm2. 
 
3.2.2.2 The Radial Breathing Mode 
The RBM, which is nonexistent in graphite, features the coherent expansion-
contraction of the CNT diameter, and is unique to CNTs thanks to their tubular geometry. 
The RBM frequencies, generally in the region of 100~300 cm−1, is dependent on the size 
of the nanotube and can be described by69: 
���� =
227
�
�1 + �� ∙ ��      (3.2) 
where d is the CNT diameter, and Ce represents the environmental effects on the RBM. 
Hence, for a pristine CNT, where Ce=0, the theoretical RBM frequency should be: 
���� =
227
�
      (3.3) 
Because of the significant size dependence of the RBM, it is extensively used to 
estimate the radius of the single-walled CNT, and, together with its narrow resonance 
window, can be used for the accurate assigning the CNT chiralities (at least for small 
nanotubes with d<1.5 nm) and probing their optical transition energies70. 
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3.2.2.3 Overview of Other Raman Spectral Features in Carbon Nanotubes 
The G-band and the RBM represent the most popular Raman modes for CNTs, but 
there are also other modes that can provide lots of important information on the 
vibrational and electronic properties of CNTs. Here we briefly introduce some Raman 
features that have been well studied. The D-band, with ��  around 1200~1400 cm
−1, 
originates from the disorder-induced mode and inherits its name from the similar mode in 
graphite71, with the vibrational motion featuring the breathing of the six-member carbon 
rings, as shown in Figure 3.5. The G’-band, with the frequency ~2��, is the overtone of 
the D-band. Both D-band and G’-band are sensitive to the nanotube diameter and 
chirality, and are dispersive against the excitation laser energy. 
 
Figure 3.5: Illustration of the vibrational motion of carbon atoms for a graphene 
or CNT D-band, which features the breathing of the six-member carbon rings. 
 
 
Other nanotube Raman modes, such as the combination IFMs between the 
intermediate regime 600~1100 cm−1, the overtone M feature near 1750 cm−1, the even 
higher frequency combination mode around 1850~2000 cm−1 (iTOLA combination 
mode)72, are not so comprehensively investigated and are not of interest for the purpose 
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of this dissertation. Interested reader is directed to the highly acclaimed review papers on 
the Raman spectroscopy of graphene and carbon nanotubes listed in the references32, 60. 
 
3.3 The Raman Excitation Profile for Carbon Nanotubes 
3.3.1 Resonance Raman Scattering 
The Raman scattering process we have mentioned so far are all non-resonance 
Raman scattering (nRRS), where the virtual states in Figure 3.1 are far away from a real 
excited state. However, in the case where the incident or the scattered photon energy 
corresponds to certain optical transition energy, the Raman signal will be significantly 
enhanced, and this is called the resonance Raman scattering process. RRS has been a very 
important technique in the Raman studies of CNTs as it provides us a wealth of 
information about the electronic and vibrational properties of the nanotubes73-75. 
 
Figure 3.6: The resonance Raman scattering processes. When the energy of the 
incident or scattered light corresponds to the energy gap for a certain electronic 
or excitonic transition, enhanced Raman scattering is observed. (a) When the 
incident laser energy EL coincides with the transition energy gap, the incoming 
RRS occurs. (b) When the scattered photon energy ES coincides with the 
transition energy gap, the outgoing RRS occurs. g denotes the initial ground 
electronic state,  f denotes the final state, and e and e’ denote the excited states. 
(a) (b) 
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Figure 3.6 is a simplified illustration of the RRS processes. Four energy levels are 
considered: the ground states and the excited states, both with 0 phonon and 1 phonon, 
where g denotes the initial ground state, f denotes the final state, and e denotes the excited 
states. Unlike Figure 3.1, the upper state in Figure 3.6 is a real excited state and indicated 
by the solid line. When the incident laser energy EL coincides with the optical transition 
energy between the ground electronic state and the excited electronic state, RRS can be 
observed and this is called the incoming resonance (Figure 3.6(a)). If the laser energy is 
tuned further to the extent that the scattered photon energy ES coincides with the 
transition energy, another RRS, termed the outgoing resonance (Figure 3.6(b)), occurs. In 
this sense, RRS serves not only as a technique that probes the vibrational features, but 
also a valuable tool for exploring the electronic and excitonic structures, as well as their 
interplay with the vibrational modes, of a material. 
 
Why Figure 3.6 is misleading: A side note on the energy level diagram 
While Figure 3.6 is a traditional diagram that most authors or instructors would put 
in their introductory books or lecture notes for the illustration of resonance Raman 
scattering process, we have to point out that it is flawed and misleading. The arrows in 
diagrams like Figure 3.6 normally signify transitions between energy levels. However, 
there is no transition, i.e., no population change between different states, involved in the 
Raman process, and the up and down arrows in Figure 3.6 simply denote interactions 
between the light and the system. In fact, exactly the same diagram can be used to 
illustrate a resonance fluorescence process, which pertains to actual transitions between 
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different levels. Hence, Figure 3.6 can be a confusing diagram for describing these 
optical processes. A more accurate representation of such processes is the wave-mixing 
energy level (WMEL) diagram that is used to describe the time evolution of a system at 
the amplitude level, where the up and down arrows denote the interactions between 
electrical fields and the system, developing either coherence or population changes. For 
detailed applications of the WMEL diagram, the reader is directed to the work of Lee and 
Albrecht76, 77, and the excellent PhD dissertation of Walsh78. For the purpose of this 
dissertation, however, Figure 3.6 suffices for demonstrating the energy requirements on 
the resonance Raman scattering, so we will use it as a simplified scheme to develop our 
four-level model in later sections, but the reader should keep in mind that the arrows in 
such diagrams for Raman processes have nothing to do with actual transitions. 
 
3.3.2 Raman Excitation Profile 
As mentioned earlier, enhanced Raman signal can be observed if the energy of either 
the incident or scattered light matches the optical transition energy of the material. In 
addition, if we consider the discrete two-level model derived from the excitonic picture of 
CNTs in Chapter 3, we can expect strong RRS in the CNT Raman spectra when the laser 
energy is close to the excitonic transition energy. Indeed, with a tunable laser, we are able 
to obtain strong resonance Raman effects when the incident laser is tuned across the 
optical transition energies of CNTs79-81.  
Assuming a four-level model, one can theoretically observe two resonances 
respectively in the incoming resonance condition and the outgoing resonance condition, 
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with the distance between them being the phonon energy, as shown in Figure 3.7(a). The 
lineshape that shows the Raman intensity vs. the laser energy is called the Raman 
excitation profile, which is shown in Figure 3.7(b). Apparently, the phonon energy Eph 
determines the interval between the income and outgoing resonance peaks, and has very 
practical significance in studying the lineshapes of the REPs and in exploring the 
underlying mechanisms that contribute to such lineshapes, as we shall introduce next. 
 
Figure 3.7: Resonance Raman excitation profiles in CNTs. (a) When the energy 
of the incident or scattered light corresponds to the energy gap for a certain Eii 
transition, enhanced Raman scattering is observed. (b) The lineshape that shows 
the Raman intensity vs. the laser energy is called the Raman excitation profile. 
 
 
Past experiments mainly concentrated on the REPs of the RBMs for different CNT 
species. The special importance of the RBM for the resonance Raman study hereof is 
twofold: (1) the strong size dependence of the RBM, and (2) the narrow resonance 
window as a result of the low Raman frequency. For the first point, though the prevalent 
(a)                                                               (b) 
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CNT samples used in experiments are nanotube bundles with mixed chiralities, the strong 
size dependence of the RBM frequencies and transition energies makes the RBM peaks, 
and thus the RBM REPs, of different CNT species easily distinguishable. For the second 
point, due to the low energy of the RBM (generally 0.012~0.037 eV), the RBM REPs 
have very narrow gap between the incoming and outgoing resonances, resulting in such a 
small resonance window that the REPs from different Eii transitions will have very little 
overlap between each other. Due to these two characteristics, nice and sharp REP peaks 
were observed for the RBM REPs from the E22 transitions of various CNTs, as show in 
Figure 3.8 (by Satishkumar et al.82).  
 
Figure 3.8: E22 REPs for the RBM of various CNTs: (a) (12, 1); (b) (10, 5); (c) 
(9, 7); (d) (10, 2); (e) (9, 4); (f) (8, 6). One observes only one peak in the RBM 
REP because the energy interval, i.e., the phonon energy, between the incoming 
and outgoing resonances is small. 
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Nearly all previous literature on the RRS of CNTs resorted to two models, namely 
the band-to-band electronic model79, 83 and, the more frequently used, exciton model25, 26, 
84-86, both stemming from the Kramers-Heisenberg-Dirac (KHD) description of Raman 
scattering. For the band-to-band (or free electron-hole) model, the sum-over-states terms 
in KHD description are replaced by integration considering the DOS of CNTs, giving the 
result: 
���� ∝ ��
1
��(�� − ���) + �
−
1
����� − ��� − ���� + �
��
�
      (3.4) 
The exciton model was derived by incorporating the Coulomb interactions and including 
only the lowest bright exciton that dominates the optical transition process, which yields: 
���� ∝ �
1
�(�� − ���) + �
∙
1
���� − ��� − ���� + �
�
�
      (3.5) 
In both equations, EL stands for the excitation laser energy, Eii is the optical transition 
energy (Note: Eii in equation (3.4) represents the valence to conduction band gap, while 
Eii in equation (3.5) represents the excitonic energy), and Eph is the phonon energy of 
interest. Γ represents a phenomenological damping factor and i is the imaginary unit. 
These models worked well with the RBM REPs. For example, the experimental data in 
Figure 3.8 were fit with the exciton model. 
However, an implicit assumption in both equations (3.4) and (3.5) is that the two 
resonance peaks should be equal in intensity, which can hardly be tested with RBM REPs 
because the small gap between the incoming and outgoing resonances prevents the 
resolution of the two peaks. In fact, former members of our group have observed slightly 
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skewed lineshapes in some of the REPs from their RBM data87, indicating possible 
asymmetry in the incoming and outgoing resonance Raman intensities. While the famous 
G-band has Eph that is theoretically large enough for the purpose of resolving the 
incoming and outgoing resonance peaks, it used to be the last choice for CNT REP 
studies because of (1) its weak dependence on nanotube chiralities and (2) its wide 
resonance window − the two traits that make it almost impossible to isolate the pure G-
band REP behavior of a specific CNT from a mixed sample.  
Fortunately, with the advent of the advanced post-production separation approach 
invented by our collaborators, Tu and coworkers, highly enriched single-chirality 
semiconducting CNTs become attainable using ion-exchange chromatography with the 
aid of specific DNA sequences5. We are therefore able to obtain for the first time the G-
band REPs for various chiralities of carbon nanotubes. 
All the data, figures, and conclusions shown in the rest of this chapter and Chapter 4 
are adapted from our work6, 7, 88 in collaboration with the National Institute of Standards 
and Technology (NIST) and the Los Alamos National Laboratory (LANL), unless 
otherwise stated. The results from these measurements and analyses provide us with more 
insights in the electron-phonon coupling effects of CNTs, such as the breakdown of the 
long held Franck-Condon approximation, as will be discussed below, and the quantum 
interference effects between closely spaced energy levels, which will be discussed in 
Chapter 4. 
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3.4 The First G-band REPs of Carbon Nanotubes 
3.4.1 Sample Purity 
The premise for the success of this work is to assure that separate CNT samples are 
enriched in single chiralities, and this can be done by examining the absorbance spectra 
or the RBM peaks in the Raman spectra. The ten semiconducting nanotube samples 
studied include (9, 1), (8, 3), (7, 5), (7, 6), (8, 7), (9, 5), (10, 5), (10, 2), (9, 4), and (8, 6) 
CNTs, which are provided by our collaborators from NIST5. The enriched samples are 
first obtained by ion-exchange chromatographic isolation of the HiPco-produced CNT 
samples using specific DNA sequences, and these isolated samples are then dialyzed into 
1% deoxycholate (DOC) solutions. 
 
 
Figure 3.9: Absorbance spectra of the CNT samples examined. The two 
strongest peaks in each spectrum are the E11 (peak between 900~1300 nm) and 
E22 (peak between 650~800 nm) transitions of the indicated chirality, indicating 
high purity level. 
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Figure 3.9 shows the absorbance spectra for nine of the ten enriched samples, with 
the (8, 3) CNT missing due to insufficient volume and concentration. The two major 
peaks in each spectrum correspond to the E11 (peak between 900~1300 nm) and E22 (peak 
between 650~800 nm) transitions of the indicated chirality. All structures show purity 
level > 95%, except for the (9, 1) and (9, 5). Further examination using the RBM features 
(not shown here) confirms the finding in the absorbance spectra. For instance, the (9, 1) 
sample shows relatively higher impurity levels of (10, 2) and (6, 5) CNTs in the E22 
resonance window, and these impurities may contaminate the REPs of the interested 
chirality, as will be shown later. 
 
3.4.2 The G-band REPs for E22 Transition 
Raman measurements on the prepared samples are conducted by our collaborators at 
LANL with laser excitation ranging from 850 to 565 nm (1.46~2.19 eV). To correct for 
instrument response to the varying laser wavelength, the intensities from the enriched 
CNT samples are normalized with the intensities from a nonresonant reference material 
(benzonitrile) at exactly the same experimental conditions. I have performed most of the 
processing, analysis, modeling and simulations of the Raman spectra and REPs.  
As an example, the G-band REPs for (7, 6) CNT near the E22 transition are shown in 
Figure 3.10. Raman spectra at different excitation energies are shown as the 3D plot in 
green. The incoming and outgoing resonances are indicated. Two plots above the 3D 
figure are displayed for the G+ and G− REPs, respectively, and it is obvious from the plots 
  47 
  
that the two resonances for a certain Raman mode are not of equal intensity, contradicting 
the long-held assumption and models discussed in section 3.3.2. 
 
Figure 3.10: Raman excitation profiles for the G-band (G+ and G− peaks) of (7, 
6) CNT near the E22 transition. The 3D plot in green shows Raman spectra at 
different excitation energies. REPs for G+ and G− are extracted from the 3D 
spectra, both exhibiting distinct intensities between the incoming and outgoing 
resonances.  
 
 
Here we first present our new model, named the four-level model, for the Raman 
excitation profiles in carbon nanotubes, with the derivation to be discussed in later 
sections: 
���� ∝ �
��
�(�� − ���) + �
+
��
���� − ��� − ���� + �
�
�
      (3.6) 
The definition for E’s and Γ are identical to equation (3.5), and M1 and M2 represent 
the matrix elements for the incoming and outgoing resonances, respectively. When fitting 
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the experimental Raman intensities against the laser energies EL with the four-level 
model, we fix the phonon energy Eph at the corresponding Raman frequency, i.e., 
��
� ~1591 cm−1 → Eph=0.197 eV, ��� ~1551 cm
−1→ Eph=0.192 eV, and let the other 
parameters M1, M2, Eii and Γ float. The fit results are shown in Figure 3.11 and Figure 
3.12 respectively for the G+ peak and G− peak of various CNTs.  
 
Figure 3.11: G+ REPs for various CNTs around their E22 transitions. The red 
circles are experimental data points, and the black curves are fit using the four-
level model. The data points circled with blue dashed lines indicate the 
contamination from the impurities in the (9, 1) and (9, 5) samples, as discussed 
in section 3.4.1. 
 
 
Note that we have assumed identical Γ values for the incoming and outgoing 
resonances in equation (3.6); therefore, the excellent fits indicate that the asymmetry of 
the two resonance peaks lies in different magnitudes of the matrix elements, rather than 
the line-broadening effects. The data points circled with the blue dashed lines in Figure 
  49 
  
3.11 (d) and (h) highlight the influence from the impurity species in the (9, 1) and (9, 4) 
samples mentioned before. In order to minimize the contamination from these impurities, 
we excluded the circled data points in the fitting process, but added them to the final plot. 
 
Figure 3.12: G− REPs for various CNTs around their E22 transitions. The blue 
dots are experimental data points, and the black curves are fit using the four-
level model. 
 
 
3.4.3 The Non-Condon Effect and the Four-level Model 
Before the formal derivation of the four-level model, we are going to briefly 
introduce an important approximation that has significant implication in the electron-
phonon interactions of CNTs and thus in their RRS process: the Franck-Condon 
principle. In its simplest form, the Franck-Condon principle states that the electronic 
transition is so fast compared to the nuclear motions that the electronic transition dipole is 
independent of the nuclear positions. As a result of this approximation, transition between 
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the ground- and excited-electronic states occur “vertically”, in the vibronic energy 
diagram, between vibrational states (of the ground- and excited-electronic states, 
respectively) with the largest overlap of wavefunctions. The overlap integral between 
these two vibrational states is termed the Franck-Condon factor.  
In a simple mathematical term, one may express the Franck-Condon approximation 
as: 
��
��
= 0      (3.7) 
where �  is the transition dipole moment between the initial and final states, and Q 
represents a vibrational coordinate. This approximation was successfully applied to many 
solid state systems and was an implicit assumption in the extensively used models for the 
RRS in CNTs mentioned above. However, we will show that only the breakdown of the 
Franck-Condon approximation, equation (3.7), leads to the asymmetric lineshape 
observed in the G-band REPs.  
Starting from the KHD description, the polarizability components (���, where ρ and 
σ are the Cartesian components of the transition dipole moment operator �) of a system 
can be expressed as76: 
��� = � �
����̂������|�̂�|��
�� − �� − �� − �Γ
+
��|�̂�|������̂����
�� − �� − �� − �Γ
�
�
      (3.8) 
where |�〉 and Eg are the initial ground state and its energy, |�〉 and Ef are the final state 
and its energy, �|�〉� and ���� are the sets of intermediate states and their energies. The 
second term in the parentheses of equation (3.8) is a nonresonant term when the laser 
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energy is near the transition energy, and can be neglected compared to the resonant first 
term. As a result, the above equation can be approximated as: 
��� = � �
����̂������|�̂�|��
�� − �� − �� − �Γ
�
�
      (3.9) 
The resonance Raman intensity equals: 
���� ∝ ������
�
��
= � � �
����̂������|�̂�|��
�� − �� − �� − �Γ
�
�
�
�
��
      (3.10) 
We note that there are some pre-factors for the full expression of IRRS, but since we 
normalize the intensity with the nonresonant reference material as we mentioned in 
section 3.4.2, these pre-factors can be safely ignored here for our purpose. Another 
simplification one can make to equation (3.10) is that the vector operator �  can be 
reduced to a real and scalar operator since the optical transitions are polarized along the 
tube axis due to the quasi-1D nature of the nanotube. Hence, only one of the Cartesian 
components is nonzero and the subscript of �̂ in equation (3.10) can be dropped. Also, 
due to the discrete nature of the bright exciton states of CNTs, and the fact that E22 
transition is far away from other lower and higher transitions, the only intermediate states 
�|�〉� we need to consider are the vibrational levels of the E22 bright exciton state. It can 
be proved by calculations (for the calculation details, the reader is directed to Appendix 
A of this dissertation or the supporting information for Duque et al., 20117) that only the 
one-phonon levels are important, while contributions from higher vibrational levels are 
comparatively small and negligible, justifying the use of the four-level energy diagram in 
Figure 3.6, which is reproduced below as Figure 3.13 for E22. 
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Figure 3.13: Four-level energy diagram for the four-level model of the RRS in 
CNTs, where only the one-phonon states are of significance for the REPs of E22 
transition. g denotes the initial ground state, f denotes the final state, and e 
denotes the excited states. The energy difference between |�〉  and |�〉 
corresponds to the E22 transition gap.  
 
 
With all the above simplifications for E22 transition, equation (3.10) can be written 
as: 
                  ���� ∝ �
��|�̂|����|�̂|��
�� − �� − �� − �Γ
+
��|�̂|�′���′|�̂|��
��� − �� − �� − �Γ
�
�
= �
�̂���̂��
�(�� − ���) − Γ
+
�̂����̂���
���� − ��� − ���� − Γ
�
�
      (3.11) 
where ��� = ��|�̂|��. If we let �� = �̂���̂�� and �� = �̂����̂���, then equation (3.6) is 
reproduced. The reader may have noticed the sign difference between the denominators 
in equation (3.6) and (3.11), which only leads to a phase different for the complex terms 
inside the |∙|� and will be eliminated if both equations are written in their real forms. 
To assess the validity of the Franck-Condon approximation, let us take one step back 
and expand the transition dipole moment operator �̂  in a Taylor series about the 
equilibrium geometry of the nuclear coordinate (Q=0): 
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�̂ = �̂� + �
��̂
��
�
���
� ∙ � + ⋯ = �̂� + �̂�
� � + ⋯      (3.12) 
with higher order terms neglected. Thus, equation (3.11) can be expanded into: 
 ���� ∝ �
��|�̂|����|�̂|��
�(�� − ���) − Γ
+
��|�̂|������|�̂|��
���� − ��� − ���� − Γ
�
�
 
                   = ��̂�
� �
��|����|��
�(�� − ���) − Γ
+
��|������|��
���� − ��� − ���� − Γ
� 
                           +�̂��̂�
� �
��|����|�|��
�(�� − ���) − Γ
+
��|������|�|��
���� − ��� − ���� − Γ
 
                                                        +
��|�|����|��
�(�� − ���) − Γ
+
��|�|������|��
���� − ��� − ���� − Γ
��
�
      (3.13) 
For the two big terms inside the |∙|�, the first one is defined as the Albrecht A-term 
(Condon-term), and the second as the Albrecht B-term (non-Condon-term), i.e., 
 ���� ∝ |� + �|
�      (3.14) 
where 
� = �̂�
� �
��|����|��
�(�� − ���) − Γ
+
��|������|��
���� − ��� − ���� − Γ
�      (3.15) 
and 
� = �̂��̂�
� �
��|����|�|��
�(�� − ���) − Γ
+
��|������|�|��
���� − ��� − ���� − Γ
+
��|�|����|��
�(�� − ���) − Γ
+
��|�|������|��
���� − ��� − ���� − Γ
�      (3.16) 
Defining a quantity S, the Huang-Rhys factor � = ∆�/2 , where Δ denotes the 
displacement in the equilibrium nuclear positions between the ground state and the 
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excited state (GS-ES displacement). Δ is directly proportional to the electron-phonon 
coupling, thus the weak coupling in carbon nanotubes gives S<<1. Using second 
quantization technique with the approximation of small S7 (see Appendix A), one can 
calculate the A- and B-terms as  
� ≈ √� ∙ ��� ∙ �̂�
�
�
1
�(�� − ���) − Γ
−
1
���� − ��� − ���� − Γ
�      (3.17) 
and 
� ≈
���
√2
∙ �̂��̂�
� �
1
�(�� − ���) − Γ
+
1
���� − ��� − ���� − Γ
�      (3.18) 
In sum, we can write the RRS intensity for E22 as: 
   ���� ∝ |�̂�|
� ∙ |�| ∙ ���� �
1 + �
�(�� − ���) − �
−
1 − �
���� − ��� − ���� − �
�
�
 
∝ �
1 + �
�(�� − ���) − �
−
1 − �
���� − ��� − ���� − �
�
�
                    
= �
1 + �
�(�� − ���) + �
−
1 − �
���� − ��� − ���� + �
�
�
      (3.19) 
where 
� =
1
√2�
∙
�̂�
�
�̂�
=
1
∆
∙
�̂�
�
�̂�
     (3.20) 
is defined as the non-Condon parameter. Equation (3.19) is equivalent to equation (3.6) 
given M2/M1=−(1−C)/(1+C). Apparently, if the Franck-Condon approximation (3.7) is 
invoked, C=0 and equation (3.19) will yield equal intensity for the incoming and 
outgoing resonances, which cannot explain our observation in the G-band REPs of CNTs. 
Resultantly, we may draw the conclusion that the experimental REP asymmetries 
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observed in our G-band data indicate the violation of the long-held Franck-Condon 
approximation in semiconducting CNTs. 
 
3.4.4 Chirality Dependence of the Non-Condon Effect in Semiconducting Carbon 
Nanotubes 
M2/M1 C 
(n,m) E22 (eV) Γ (eV) G+ G− G+ G− 
(9, 1) 1.755 0.038 -0.69 0.18 
(8, 3) 1.846 0.033 -0.81 0.1 
(7, 5) 1.903 0.034 -0.79 -0.71 0.12 0.17 
(7, 6) 1.899 0.037 -0.68 -0.59 0.19 0.26 
(10, 2) 1.674 0.026 -0.76 -0.65 0.14 0.21 
(9, 4) 1.711 0.029 -0.42 -0.37 0.41 0.46 
(8, 6) 1.719 0.031 -0.38 -0.32 0.45 0.51 
(9, 5) 1.829 0.043 -0.68 0.19 
(8, 7) 1.685 0.038 -0.64 0.22 
(10, 5) 1.554 0.028 -0.69 -0.53 0.18 0.31 
 
Table 3.1: Fit values for the four-level model of G-band REPs for E22 transition. 
The E22, Γ, and M2/M1 values are fit using equation (3.6), while the C values are 
calculated from the relation M2/M1=−(1−C)/(1+C). 
 
 
Table 3.1 shows the fit values for E22, Γ, and M2/M1 using the four-level model in 
equation (3.6), and the derived values for the non-Condon parameters, generally in the 
range of 0.1~0.5. It should be noted that the phonon energy in the four-level model is 
more accurately described as the excited-state phonon energy. Ideally, if we relax the 
constraint on Eph and fit it as a free parameter in equation (3.6), we are able to obtain the 
excited-state phonon frequency. Nevertheless, it turns out that in most cases this 
adjustment generates phonon frequencies with unreasonable variability from the 
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measured ground-state phonon frequencies for as high as 100 cm−1, without significant 
improvement in the fits. Consequently, we use the ground-state values for Eph as a fixed 
parameter in the four-level model fits. 
We show in Table 3.2 the comparison between the E22 transition energies obtained 
from the G-band REP data and the absorbance spectra in section 3.4.1. The values agree 
with each other well, and the small shifts in some chiralities are attributed to the bundling 
effects and the impurities. 
(n,m) E22 (REP,eV) E22 (Abs,eV) 
(7, 5) 1.903 1.908 
(9, 1) 1.755 1.776 
(7, 6) 1.899 1.902 
(8, 7) 1.685 1.687 
(9, 5) 1.829 1.831 
(10, 5) 1.554 1.562 
(10, 2) 1.674 1.676 
(9, 4) 1.711 1.710 
(8, 6) 1.719 1.717 
 
Table 3.2: E22 transition energies obtained from the G-band REPs and the 
absorbance spectra. 
 
 
Quantum chemical calculations (Find details in listed references89-91 and the 
supporting information for Duque et al., 20117) are also carried out by our collaborators 
in LANL to interpret the correlation between the transition dipole moment and the GS-ES 
displacement along the G+ mode vibrational coordinate (Δ), which gives a theoretical 
approach for calculating the non-Condon parameters. The results are shown in Figure 
3.14. The slope of each line in Figure 3.14 is 2(�̂�� /�̂�). Using these values together with 
the calculated values for Δ, we obtain the calculated C values for (7, 6) and (9, 4) as 
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0.067 and 0.17, respectively, compared to the fit experimental values of 0.19 and 0.41, as 
shown in Table 3.3. 
 
Figure 3.14: GS-ES coordinate displacement (Δ) dependence of the transition 
dipole moment, for the E11 and E22 transitions of (7, 6) and (9, 4) CNTs. 
Calculated C values are displayed in Table 3.3. Different magnitudes and signs 
between the C values for E11 and E22 transitions suggest a significant Eii 
dependence of the non-Condon effect. 
 
Exp. C (E22) Calc. C (E22) 
(9, 4) 0.41 0.17 
(7, 6) 0.19 0.067 
Ratio 2.2 2.5 
 
Table 3.3: Comparison of experimental and calculated C values for the E22 
transition of (9, 4) and (7, 6) CNTs. The discrepancies between the experimental 
and calculated C values are attributed to overestimation of the Δ values. On the 
other hand, the C(9, 4)/C(7, 6) ratios for the experiments and calculations are 2.2 
and 2.5, respectively. 
 
 
The discrepancies between the experimental and calculated C values are attributed to 
overestimation of the Δ values. However, the C(9, 4) /C(7, 6) ratios are 2.2 and 2.5 
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respectively for the experiments and calculations, and this confirms the coordinate 
dependence of the transition dipole moment to certain extent. Additionally, the different 
magnitudes and signs between the C values for E11 and E22 transitions further suggest a 
significant Eii dependence of the non-Condon effect. 
 
 
Figure 3.15: Chirality dependence of the non-Condon effect. (a) Experimental 
G+ mode non-Condon parameter dependence on the CNT diameter. Different 
symbols and colors denote different 2n+m families. Family braches (calculated 
values) for all the studied chiralities are shown in the inset below. (b) Equi-
energy contour plots near the K point of the graphene BZ, with the positions of 
E22 band minima for various chiralities indicated by the white dots. 
 
 
The experimental C values for the G+ mode of various CNT chiralities are plotted 
against their diameters in Figure 3.15 (a), with different symbols and colors denoting 
different 2n+m families. The calculated family patterns of all the chiralities are shown in 
the inset below. As can be observed in Figure 3.15 (a), C value mostly increases with the 
chiral angle θ and the diameter within a certain family. The anomaly of (9, 1) CNT, 
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however, may result from the presence of the impurity species, as reflected in the large 
error bar. We shall try to interpret the chirality dependence of the non-Condon parameter 
from equation (3.20), i.e., from the quantities S and (��̂/��)�/�̂�: 
First, the dependence of the Huang-Rhys factor S on chirality is found to be weak92. 
Nonetheless, the exciton-phonon coupling strength, which is related to S, is suggested to 
be anticorrelated with the diameter and chiral angles27, 84, and this is further confirmed by 
the larger C values for G− than G+ in our results (Table 3.1), with G− having significantly 
weaker coupling than G+. Therefore, the chirality dependence of C on S is still not 
specific. 
 Second, �̂� is also shown to decrease with increasing tube diameter
92, thus equation 
(3.20) yields increasing C for increasing diameter, agreeing with Figure 3.15(a) in 
general. 
Third, ��/�� may be affected by the trigonal warping effect (also discussed in 
Chapter 2) as shown in Figure 3.15(b), which shows the equi-energy contours near the K 
point of the graphene BZ, with the positions of E22 band minima for various chiralities 
indicated by the white dots. The E22 transitions for the mod(n-m, 3)=1 class scatter in a 
large region of the BZ and are close to the K-M line where the curvature effect is largest, 
justifying their wider C value spread. In contrast, the three mod(n-m, 3)=2 CNTs are 
distributed in a smaller region with smaller curvature, concurring with the small spread in 
their C values. Moreover, Figure 3.14 suggests that the difference between the C values 
for the E11 transitions of mod1 and mod2 classes are smaller than that for the E22 
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transitions. This can be explained by the smaller curvature of the E11 transitions, which 
are closer to the K point than the E22 transitions.  
In summary, the chirality and Eii dependence of the non-Condon effects in CNTs is 
likely to be a complex function of S, ��, and ��/��, among other possible factors. 
 
3.5 Summary 
We have studied the G-band REPs for the E22 transition of the pure-chirality 
semiconducting CNTs, in which the observed strong asymmetry in the incoming and 
outgoing resonances phenomenally violates the long-held approximation of equal 
incoming and outgoing resonance intensities following the Franck-Condon principle. It is 
clear that, during the RRS process in CNTs, the transition dipole moment is dependent on 
the nuclear coordinates. Hence, we have demonstrated the breakdown of the Franck-
Condon approximation in CNTs. While the Franck-Condon approximation is almost 
always valid in solid state systems, it is usually violated in molecular systems. Thus, 
violation of the Franck-Condon approximation in CNTs is another indication of the 
molecular nature of CNTs for the optical processes, and we expect our finding to be a 
calling for reevaluating the existing theories on the exciton-photon and exciton-phonon 
coupling in the nanotubes. 
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CHAPTER 4  
QUANTUM INTERFERENCE EFFECTS IN THE RAMAN EXCITATION 
PROFILE OF CARBON NANOTUBES 
 
4.1 Overview 
In Chapter 3, we introduced the important non-Condon effect that helps explain the 
strong asymmetry in intensities for resonances with incident and scattered photons. We 
also presented our four-level analytical model which excellently fitted the experimental 
G-band REP data for the E22 transition. We considered the E22 transition as a stand-alone 
system in that case. Nevertheless, as has been discussed in Chapter 2, due to the excitonic 
effects in CNTs, possible interference may exist between closely spaced higher transition 
energy levels at the zone center. Will our model fail to explain the experimental data if 
we take into consideration the interaction of transitions between different energy levels? 
To answer this question, we will explore the model further by accounting for the possible 
quantum interference effects in the resonance Raman process. We start by briefly 
discussing the simulated self-interference between the incoming and outgoing resonances 
for a certain transition, and then we will present our research on the observed interference 
in the resonance excitation of the third (E33) and fourth (E44) excitonic levels. 
 
4.2 Interference Effects within the Four-level Model 
Simulations in Figure 4.1 illustrate the differences between three models − the free e-
h model, the exciton model, and the four-level model discussed in Chapter 3, with the 
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most pronounced difference being the flexibility of the four-level model in describing the 
asymmetric intensities for the incoming and outgoing resonances. If the Franck-Condon 
approximation is invoked and C is set to be 0, a symmetric lineshape is also achievable 
via the four-level model. 
 
 
Figure 4.1: Comparison of the free electron-hole model, the exciton model and 
the four-level model for simulated G+ REPs. The assumed values are Eii=1.5 eV, 
Eph=0.197 eV, Γ=30 meV, and M2/M1=−0.7 for the asymmetric four-level 
model. 
 
 
Figure 4.2 demonstrates the possible non-Condon interference effects within the 
four-level model. It can be seen from equations (3.6) and (3.19) that the differences in the 
relative phasing and magnitude of the Condon and non-Condon contributions are 
responsible for the weaker outgoing resonance signal. The non-Condon contribution, or 
nonequivalent matrix elements M1 and M2, leads to a self-interference effect that 
produces the asymmetric REP. Figure 4.2(a) shows the simulated interference effects in 
the REP when the absolute ratio of M1/M2 is 0.4/0.3 and Figure 4.2(b) shows the 
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interference effect when the absolute ratio of M1/M2 is 0.4/0.1. Destructive interference is 
obtained when M1 and M2 are of the same sign, and constructive interference results from 
M1 and M2 with different signs. 
 
 
��� ���� − ����� �����: ���� ∝ �
��
�(�� − ���) + �
+
��
���� − ��� − ���� + �
�
�
 
 
Figure 4.2: Illustration of non-Condon interference effects. Simulations of G-
band REPs using Eii=1.7 eV, Eph=0.197 eV, Γ=25 meV for (a) |M1/M2|=0.4/0.3 
and (b) |M1/M2|=0.4/0.1. 
 
 
4.3 The E33 and E44 REPs in Semiconducting Carbon Nanotubes and the Quantum 
Interference Effects 
Resonances corresponding to the E33 and E44 transitions in some of the CNT samples 
are also observed when the excitation energy is tuned higher. Figure 4.3 shows the G-
band Raman spectra taken, by our collaborators at LANL, for the (8, 6), (9, 4) and (10, 5) 
samples (all belonging to the mod(n-m, 3)=2 class) with excitation laser energies between 
2.92~3.58 eV. The Raman intensities have already been normalized with responses from 
the nonresonant reference material at the same experimental conditions. 
(a) (b) 
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Figure 4.3: G-band (G+ and G− modes) Raman spectra as a function of excitation 
energy near the E33 and E44 transitions for (a) (8, 6), (b) (9, 4), and (c) (10, 5) 
CNTs. The intensities have already been normalized with the nonresonant 
reference material (benzonitrile). 
 
 
The interesting fact about small-diameter mod2 CNTs is that their E33 and E44 
energies are so close to each other that they even cross over for certain chiralities, as 
predicted by the calculations47, 93. Recall that, in Chapter 2, we also illustrated the 
crossover of E33 and E44 for (9, 1) CNT using the trigonal warping effect in the 2D 
dispersion relation of graphene (Figure 2.8). We further pointed out that if electrons and 
holes in Figure 2.8 are considered as free particles, then the E33 and E44 transitions should 
be independent since their cutting lines lie on opposite sides of the K point with a large 
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momentum difference; however, if the E33 and E44 transitions are excitonic in nature, then 
the bright excitons for both transitions are at the K point, and we expect strong quantum 
interference between these closely spaced energy levels. 
The purpose of choosing these three chiralities (i.e., (8, 6), (9, 4) and (10, 5) CNTs) 
is to include all three possible orderings that are shown in Figure 4.4(a), which exhibits 
the absorbance spectra of E22, E33 and E44 for (8, 6), (9, 4), and (10, 5) CNTs. As can be 
seen in Figure 4.4(a), the E33 and E44 transitions are well resolved for both (8, 6) (red) and 
(9, 4) (blue) CNTs, and the E33 and E44 for (9, 4) cross over. For the (10, 5) structure, 
however, the two transitions seem to largely overlap in energy and cannot be resolved. 
The RBM REPs for the three species are shown in Figure 4.4(b), where both E33 and E44 
resonances are accessible and well resolved for (8, 6), while the E33 resonance for (9, 4) 
cannot be obtained due to the excitation limit of the laser; the (10, 5) RBM REP, on the 
other hand, exhibits only a single peak due to the close spacing of the E33 and E44 
excitonic transitions, agreeing with its absorbance spectrum. 
The derivation for the four-level model in Chapter 3 can be easily extended to a 
multi-level model with more excited states by invoking the sum-over-term technique. For 
two closely spaced excitonic states E33 and E44, one may have: 
�RRS ∝ � |�̂�
��|� �
��
��
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      (4.1) 
Note that summing over all terms inside the absolute square suggests possible 
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interference effects between different states, while for a non-interference model, one 
should instead write: 
�RRS ∝ � |�̂�
��|� �
��
��
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Γ��
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To fit the RBM REPs in Figure 4.4(b) using equation (4.1), we use the experimental 
ground-state Raman frequencies (ωRBM) for the Eph as fixed values, and let the other 
parameters float. The parameters are tabulated in Table 4.1. We invoke Franck-Condon 
approximation (C=0) for the fits since the incoming and outgoing resonances for RBM 
cannot be resolved. Also, since the E33 resonance of (9, 4) CNT is not observed due to the 
laser limitation, we have to fix its E33 energy at the empirically adjusted absorbance 
value. 
(n,m) E33(eV) E44(eV) Γ33(meV) Γ44(meV) C
a ωRBM(cm
-1)b 
(8, 6) 3.303 3.492 110 181 0 242.9 
(9, 4) 3.590c 3.389 150d 170 0 256.2 
(10, 5) 3.214 3.214 124 124 0 226.9 
 
Table 4.1: Parameters by fitting the E33 and E44 RBM REPs in Figure 4.4(b). a 
C=0, assuming Franck-Condon approximation because the incoming and 
outgoing resonances of a RBM REP cannot be resolved. b Fixed parameter. c Not 
observed, but fixed at the absorbance E33 value adjusted for 10 meV, a redshift 
that is typically observed between absorbance and REP. d Estimated. 
 
 
Comparison of the E33 and E44 transition energies from the RBM REP fits and the 
absorbance spectra are listed in Table 4.2, showing good agreement between the data. 
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We then use the Eii and Γii values in Table 4.1 as fixed parameter in fitting the G-
band REPs for the CNTs. Figure 4.5(a), (b), (c), and (d) show the modeling results for (8, 
6) and (9, 4) CNTs. Three limiting cases are considered:  
(1) No interference and no non-Condon effects (Red dotted lines); 
(2) Interference but no non-Condon effects (Magenta dashed lines); 
(3) Interference and non-Condon effects (Black solid lines). 
The first case gives the worst fits, especially for the G− data. Significant improvement is 
seen in the second case where interference effects are considered. Eventually, when both 
the interference and non-Condon effects are considered, excellent fit results are obtained, 
suggesting the importance of both effects for the G-band REPs. 
 
 
 
 
 
 
Table 4.2: E33 and E44 transition 
energies from the fitted RBM REPs 
and the absorbance spectra. 
Figure 4.4:  
(a) Absorbance spectra of E22, E33, 
and E44 transitions for (8, 6) (red), (9, 
4) (blue), and (10, 5) (green) CNTs.   
 
(b) RBM REPs of E33 and E44 
transitions for (8, 6) (red triangles), 
(9, 4) (blue circles), and (10, 5) (green 
squares) CNTs. The solid lines are fit 
with equation (4.1) with the Franck-
Condon approximation. 
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Figure 4.5: (a) (b) (c) (d) G+ and G− REPs for E33 and E44 of (8, 6) and (9, 4) 
CNTs. Vertical solid lines: E33 and E44; Vertical dashed lines: E33+phonon and/or 
E44+phonon. Three limiting cases are considered: 
- No interference and no non-Condon effects (Red dotted lines); 
- Interference but no non-Condon effects (Magenta dashed lines); 
- Interference and non-Condon effects (Black solid lines). 
(e) Relative signs of the exciton-phonon coupling matrix elements. 
 
 
Figure 4.5(e) shows the relative signs for the exciton-phonon coupling matrix 
elements for G+ and G− modes. Since for both (8, 6) and (9, 4), the outgoing resonance of 
the lower transition is almost aligned with the incoming resonance of the higher 
transition, the interference will be constructive if the matrix elements for the overlapping 
resonances have the same sign, as can be seen for the G+ mode in Figure 4.5(a) near the 
energies E44 and E33+phonon for (8, 6), and in Figure 4.5(c) near the energies E44+phonon and 
E33 for (9, 4). Contrarily, the overlapping resonances for G− mode have matrix elements 
with opposite signs, giving rise to destructive interference near the overlapping 
resonances, as can be seen in Figure 4.5(b) and (d). Table 4.3 lists all the fitted C33 and 
 
 
 
 
 
Table 4.3: C33 and C44 fits for 
the G-band of (8,6) and (9,4) 
when considering both effects. 
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C44 values for the G+ and G− modes of (8, 6) and (9, 4) by considering both the 
interference and non-Condon effects. Although significant uncertainty is expected in 
these values due to incomplete mapping of the resonance window (with excitation limited 
to < 3.6 eV), the general trend for C to lie within the range 0.1~0.5 is consistent with our 
findings for the E22 transition. 
 
Figure 4.6: (8, 6) G-band spectra obtained at excitation energies of (a) 3.20 eV, 
(b) 3.35 eV, and (c) 3.46 eV; and (10,5) G-band spectra obtained at excitation 
energies of (d) 3.24 eV, (e) 3.33 eV, and (f) 3.44 eV. 
 
 
The contrasting interference behaviors also lead to anomalous G+/G− intensity ratios, 
depending on the excitation energy. Some examples of this G+/G− intensity ratio anomaly 
are shown in Figure 4.6 for the (8, 6) and (10, 5) CNTs. For instance, Figure 4.6(a)-4.6(c) 
show the G-band spectra of (8, 6) CNT obtained at 3.20 eV, 3.35 eV, and 3.46 eV, 
respectively; and Figure 4.6(d)-4.6(f) show the G-band spectra of (10, 5) CNT obtained at 
3.24 eV, 3.34 eV, and 3.44 eV, respectively. While high energy excitations are mostly 
found to give the typically expected G-band Raman spectrum (i.e., TO intensity << LO 
intensity, such as in Figure 4.6(c)), some excitations can give rise to equal (e.g., Figure 
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4.6(a)) or even anomalous LO/TO ratios (e.g., Figure 4.6 (d) and (e)). Such anomaly can 
be better interpreted by analyzing the G-band REPs for the E33 and E44 of (10, 5) CNT. 
 
Figure 4.7: G+ and G− REPs for (10, 5) CNTs. (a) Raman spectra as a function 
of excitation energy; (b) G+ REP, the background is fitted as a continuum-state 
contribution term Veiθ with V=-0.19 and θ=0.066 (almost real) ; (c) G− REP. (d) 
Relative signs of the exciton-phonon coupling matrix elements. Vertical solid 
lines: E33 and E44 (incoming resonances); Vertical dashed lines: E33+phonon and 
E44+phonon (outgoing resonances). Fit parameters are listed in Table 4.4 above. 
 
 
Fitting the G-band REPs of (10, 5) CNT (Figure 4.7) poses a bit more difficulties 
than the other two chiralities. As is shown in Figure 4.7(a)-4.7(c), the (10, 5) G+ mode 
exhibits a weak and nearly featureless REP in the resonance window and sits on a 
continuum background, while the G− REP is similar to the original four-level model fits 
observed for the E22 transitions. Furthermore, unlike in the (8, 6) and (9, 4) cases where 
the outgoing resonance of the lower-energy transition is close to the incoming resonance 
 
 
 
 
Table 4.4: Parameters from G-
band REP fits of (10,5) CNT. 
a,c,dFitted value. bFixed to RBM 
value. 
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of the higher-energy transition, the incoming resonances of the E33 and E44 transitions of 
(10,5) CNT are aligned, and so are their outgoing resonances, with the small energy 
discrepancy predicted to be around 50 meV94. Given Γ~120 meV, the E33 and E44 
transitions in the RBM REP would be visually resolved for a separation ≥50 meV. As a 
result, we expect the separation between E33 and E44 to be less than 50 meV. 
In order to explore these unique behaviors and establish an appropriate range for the 
ΔE33−44 of (10, 5), our collaborators from LANL carry out simulations on the G-band 
REPs by varying the ΔE33−44 value, which are shown in Figure 4.8. The C values are 
fixed at 0.2 for both G+ and G−, and E33 is fixed at 3.21 eV. Note that the direction of the 
excitation energy axis is reversed for G− for clarity of view. When the energy separation 
ΔE33−44 is large (green traces in Figure 4.8(a) and (b)), the interference is negligible and 
E33 and E44 behave like two non-interacting states. For both G+ and G−, when ΔE33−44 is 
close to the phonon energy (blue traces in Figure 4.8(a) and (b)), REP features similar to 
those observed for (8, 6) and (9, 4) are reproduced, confirming the interference effect and 
the relative-sign table we showed in Figure 4.5(e). Nevertheless, in order to reproduce the 
(10, 5) REPs, the energy separation have to be adjusted to as low as 10 meV (red traces in 
Figure 4.8(a) and (b)) or even smaller. To further interpret the profiles in Figure 4.7(b) 
and (c), we note that because the incoming (outgoing) resonances of E33 and E44 are 
aligned for (10, 5), and since the corresponding exciton-phonon coupling matrix elements 
for the aligned resonances have opposite signs for the G+ mode, as shown in Figure 4.5(e) 
and 4.7(d), the interference is almost fully destructive, yielding a featureless profile. On 
  72 
  
the other hand, the interference for G− is fully constructive, acting like a single four-level 
model case where the non-Condon effect dominates. 
 
Figure 4.8: Simulations of (a) G+ and (b) G− REPs as a function of ΔE33−44. E33 
is fixed at 3.21 eV, and the C value is fixed at 0.2 for both G+ and G−. Green 
traces (0.4 eV): at large energy separation, the interference is negligible and E33 
and E44 behave like two non-interacting states. Blue traces (0.193 eV): when 
ΔE33−44 is close to the phonon energy, REP features similar to those observed 
for (8, 6) and (9, 4) are reproduced. Red traces (0.01 eV): when the incoming 
resonances of E33 and E44 are aligned, nearly complete destructive interference is 
observed for G+, and strong constructive interference is observed for G−, 
explaining the G-band REPs for (10, 5). 
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After addressing the issue for the small ΔE33−44 energy separation, let us go back to 
Figure 4.7 and finish fitting the (10, 5) G-band REPs. A background, which may result 
from a combined contributions from the nonresonance and the weak resonance of the Eii 
continuum states, is observable due to the weak G+ Raman intensity. We add a constant 
complex term Veiθ inside the absolute square in equation (4.1) to account for the 
continuum-state contributions, as shown in equation (4.3): 
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For details on the continuum term, please refer to the supporting information 
material for Duque et al.88 and the related references mentioned in it. A fit to the G+ 
experimental data gives V=−0.19 and θ=0.066, which is almost real, but the fit is found 
to be relatively insensitive to the imaginary component θ. However, the actual source of 
this background observed here still remains an open question and further experimental 
and theoretical analysis is expected in order to identify it. 
The important fit parameters are listed in Table 4.4 (beside Figure 4.7). Remarkably, 
the excellent fits predict an energy separation of ΔE33−44≈1~2 meV for the (10, 5) CNT, 
and due to this almost perfect overlap, the asymmetric lineshape observed for the G− 
mode is all but solely caused by the non-Condon effects, with an accurate determination 
of C=0.22±0.02. 
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4.4 Summary 
We have thus extended the four-level model to accommodate the cases where more 
than one excitonic transition has to be considered. Our results show that both the non-
Condon effect and the interference effect between closely spaced excitonic levels have to 
be included to properly interpret the REP data. We are also able to extract the relative 
signs of the matrix elements for the corresponding resonance Raman processes, and this 
will be very useful for determining many other nonlinear optical responses and studying 
other exciton-photon and exciton-phonon coupling effects associated with the CNT 
photophysics. In addition, both the non-Condon effect and the quantum interference 
effect between the closely spaced optical transition levels serve as strong indications of 
the molecular nature of CNTs, and the results emphasize the importance of the 
availability of pure chirality samples for enabling the study of previously inaccessible 
optical behaviors in the nanotubes. 
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CHAPTER 5 
RAMAN SPECTROSCOPY OF CARBON NANOHOOPS 
 
5.1 Overview 
While the Raman spectral features of graphite and carbon nanotubes have already been 
actively and extensively studied for decades, still little is known about the Raman modes 
of the newly discovered carbon nanohoops. Here we present the first comprehensive 
Raman measurements and calculations for CPPs of various sizes. Besides the novel 
structural and optical properties introduced in Chapter 2, CPPs are also interesting 
because they fall between the solid state structure of CNTs and a molecular system like 
benzene. We will try to address the similarities and differences between these systems by 
relating the CPP Raman spectra to both the CNT and benzene Raman-active modes. We 
have had the privilege to acquire the high quality samples, fabricated at Boston 
University (BU) by Jasti’s group, a pioneer in fabrication of the CPPs. All the data, 
figures, and conclusions shown below are adapted from our work by Chen et al.50, unless 
otherwise stated. 
 
5.2 The Experimental and Calculated Raman Spectra of [n]CPPs 
5.2.1 CPP Samples and Experimental Configuration 
The original samples prepared by Jasti’s group were highly pure single species 
[n]CPPs (n=8~12) dissolved in chloroform. Purity of the samples was confirmed to be 
>90% by 1H nuclear magnetic resonance (NMR) spectroscopy14. This is in stark contrast 
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to CNTs, which normally have a large variation of species after fabrication, and post-
production sorting is necessary in order to isolate highly enriched single-chirality 
samples. 
The samples we use for Raman measurements are bulk solid [8]- to [12]CPPs 
prepared by drop drying the CPP/chloroform solutions on separate glass substrates and 
letting the chloroform evaporate completely. Raman spectra for these solid samples are 
acquired under ambient conditions using backscattering geometry on our Renishaw 
system with 100× objective lens. He-Ne laser (633 nm) is utilized with the incident 
power limited to as low as 20 μW in order to protect the samples and to minimize the 
heating effects. 
 
5.2.2 Computational Method 
As a practical tool for calculating molecular energetics and dynamics, density 
functional theory generally yields quite satisfactory results for geometries and vibrational 
frequencies95, and outperforms other popular computational methods, such as Hartree-
Fock (HF) theory and second-order Møller–Plesset perturbation (MP2) theory96, in terms 
of both accuracy and costs, specifically for molecules containing only first and second 
row atoms (e.g., C and H) 97. For the purpose of calculating vibrational properties for 
large molecular systems using DFT, computational chemists also found that the B3LYP 
hybrid functional typically performs the best when compared to other functionals like 
LSDA, BLYP and BVWN98-100. In addition, the 6-31G* basis set in these studies were 
found to give the optimal cost-to-benefit ratio. 
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As a result, we choose to carry out our DFT Raman calculations for CPPs at the 
B3LYP/6-31G* level using the Gaussian 03 and 09 programs. The DFT spectra are 
adjusted with scaling factors obtained by linear regressions of the calculated and 
experimental peak positions. Separate scaling factors are used for different regions of the 
same spectrum in order to achieve better agreements between experiments and 
calculations. 
 
5.2.3 Raman Spectra of [n]CPPs 
 
Figure 5.1: Experimental (red solid lines) and calculated (blue dashed lines) 
Raman spectra for [8]- to [12]CPPs. The insets show the magnifications of the 
lower frequency region. 
 
 
Figure 5.1 shows both the measured and calculated Raman spectra for [8]- to 
[12]CPPs. The scaled calculated results (blue dashed lines) agree with the experimental 
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results (red solid lines) in terms of the general Raman features except that the relative 
intensities for the lower frequency region (<1000cm-1) are underestimated by 
calculations. From the experimental results, one can see that the three bands near 1200, 
1275 and 1590 cm−1 stand out for all the CPP samples, and a small peak around 1500 
cm−1 accompanying the 1590 cm−1 band is also observable in all cases. Due to the 
fluorescence contamination in some of the data, we rely on the relatively favorable 
experimental data of [8]- and [10]CPP to verify the calculated results in the frequency 
range below 1100 cm−1. As can be seen in the figure, most of the significant Raman 
features present in the experimental spectrum can be identified with the help of the 
calculated results. 
 
5.3 General Categories of CPP Raman Modes 
In addition to the CPP Raman spectra, we have also calculated the Raman spectrum 
for a single benzene molecule (not shown here), which exhibits six prominent 
modes/bands: benzene ring deformation with constant bond lengths (~610 cm−1); C-H 
bending perpendicular to the benzene plane (~840 cm−1); symmetric benzene ring 
breathing with constant C-H lengths (~990 cm−1); C-H bending in the benzene plan 
(~1170 cm−1); benzene ring deformation with C-C stretching (~1590 cm−1); and C-H 
bond stretching (~3050 cm−1). Also, recall that CNTs have characteristic Raman modes 
including: tube squeezing modes (<100 cm−1); the radial breathing mode (RBM, 100-300 
cm−1); the defect-induced D-band (1200-1400 cm−1) associated with six-carbon ring 
breathing; the G-band (~1590 cm−1) associated with in-plane C-C stretching; the G' (2D) 
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mode, which is an allowed overtone of the D-band. We use these modes/bands as 
references to approximately categorize the CPP Raman modes. As it has been shown in 
Figure 5.1, we only measure the Raman spectra in the range 0~1700 cm−1, so we will 
ignore the modes above this range. Indeed, the only Raman-active modes in even higher 
frequency regime predicted by our calculated Raman spectra of CPPs are the C-H bond 
stretching modes above 3000 cm−1, similar to benzene. 
 
5.3.1 C-C Bond Stretching 
The band around 1590 cm−1 is composed of two major peaks. These modes are 
similar to the G-band in CNTs to the extent that all the carbon atoms are vibrating in the 
tangential directions of tube surface, if one considers the CPP as a segment of a longer 
armchair nanotube.  
Figure 5.2 illustrates the mechanical motions of the G-band features of (10, 10) 
armchair CNT and [10]CPP. For the (10, 10) CNT shown in Figure 5.2(a), the G+ feature 
corresponds to C-C bond stretching along the circumferential direction, i.e., the TO 
phonon mode in metallic CNTs85, 101. For the G features in CPP, the C-C bond stretching 
is mostly in the circumferential direction of the nanohoop with very small axial 
component, as is shown in Figure 5.2(b) and the inset. Recall that for nanotube species 
other than armchair (i.e., for all (n, m) CNTs where n≠m, either metallic or 
semiconducting), an LO phonon mode, which is due to the vibration of carbon atoms in 
the axial direction of the tube, is also observed besides the TO mode65, 67. In spite of the 
similarity between the G modes of CPPs and armchair CNTs, the high degrees of 
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freedom of the CPP molecules also result in resolvable multi-peak features instead of a 
single G+ (TO) peak as in the armchair nanotubes. 
 
 
Figure 5.2: (a) G+ mode in (10, 10) armchair CNT, corresponding to C-C bond 
stretching along the circumferential direction of the tube wall; and (b) G1 and G2 
modes in [10]CPP, featuring C-C bond stretching mostly in the circumferential 
direction of the nanohoop. The primary difference between G1 and G2 modes is 
that in G1 mode all the benzene units move in phase, while in G2 mode the 
benzene motions are out of phase; (c) G1 and G2 modes in [9]CPP. For G1 mode, 
all benzene units vibrate in phase, with the vibrational amplitude being highest 
for the center benzene in the 3-helical unit and gradually decreasing around the 
hoop on either side; G2 mode splits into two sub-modes with a slight energy 
difference due to the asymmetric conformation. 
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For even-numbered CPPs, the lower frequency mode (G1) corresponds to 
circumferential C-C stretching where all the individual benzene units experience the 
same motion with identical magnitudes in phase; for the higher frequency mode (G2), 
adjacent benzene units vibrate out of phase. For the odd-numbered CPPs, the cases are 
further complicated due to the asymmetry of the molecular structure: for G1 mode, all the 
benzene units vibrate in phase but with a distribution of magnitudes, and for G2 mode the 
benzene units vibrate out of phase, and also with different amplitudes. Examples are 
shown in Figure 5.2(c) for [9]CPP.  
In addition, unlike the single G2 mode in the highly symmetric [10]CPP, the G2 mode 
of [9]CPP splits into two sub-modes with a slight energy difference. The splitting of the 
G2 mode for an odd-numbered CPP is interpreted to be dependent on the distribution of 
the vibrational magnitudes of benzene units around the nanohoop due to the asymmetric 
conformations, but for even-numbered CPPs the peak is theoretically doubly degenerate 
due to their high symmetry. Similar characteristics for the odd-numbered hoops are 
observed for other modes (Table 5.1-5.3, calculated eigenfrequencies and eigenvectors 
for selected Raman modes, are appended at the end of this section. For simplicity, [8]CPP 
and [9]CPP are chosen to represent the even- and odd-numbered CPPs, respectively). 
Nonetheless, since the frequency separations are usually very small (to the order of 0.1-1 
cm−1) under normal conditions, it may not be measurable and the two modes appear as a 
single peak.  
The small peak around 1500 cm-1, as listed in Table 5.1 for the 1505 cm−1 mode of 
[8]CPP and the 1501 cm−1 mode of [9]CPP, is also caused by the C-C stretching. 
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However, unlike the G1 and G2 modes which are due to Cortho-Cortho and aryl-aryl bonds 
stretching, this mode is mostly due to the stretching of Cipso-Cortho bonds (Gio), as 
illustrated in Figure 5.3. 
 
Figure 5.3: Illustration of the Gio mode for [8]CPP around 1500 cm−1. The 
motions of the carbon atoms lead to Cipso-Cortho bond stretching (blue double 
arrows), instead of Cortho-Cortho bond and aryl-aryl bond stretching as in the G1 
and G2 modes. 
 
 
5.3.2 The CPP D-Band 
The 1275 cm−1 band corresponds to the deformation of the individual benzene units, 
such as asymmetric breathing or in-plane distortion. We relate this band to the D-band 
observed in graphenes and carbon nanotubes, based both on the frequency range and the 
benzene breathing motion. The D-band in graphenes and CNTs are only Raman allowed 
when activated by defects in the structures102. However, due to the molecular nature of 
the CPPs, the momentum conservation is relaxed. The 1262 cm−1 for [8]CPP and 1265 
cm−1 for [9]CPP in Table 5.1 are the strongest Raman-active modes in the band, which is 
related to the asymmetric breathing motions of benzene units. For [8]CPP, all the 
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benzene units experience equal in-phase stretching with aryl-aryl bonds compressed, 
keeping the radius of the molecule constant. However, for [9]CPP the magnitude of the 
stretching motion varies around the whole molecule. More sophisticated experimental 
and theoretical studies are needed to explore the connections between this band and the 
D-band in CNTs. 
 
5.3.3 C-H Bending in the Benzene Plane  
The [8]CPP 1197 cm−1 and the [9]CPP 1198 cm−1 modes shown in Table 5.1 
theoretically give rise to the most intense peaks in their respective 1200 cm−1 bands, 
which is related to the bending motions of C-H bonds in the their respective benzene 
planes. 
 
5.3.4 Benzene Breathing with Constant C-H Bond Lengths 
The mode around 1000 cm−1 in CPP spectra (Figure 5.4) is related to two peaks 
around 990 cm−1 for benzene, which include two modes: the strongest Raman mode for 
benzene that is due to the breathing of the six-member carbon ring with the six C-H bond 
lengths unchanged (left inset in Figure 5.4), and a close-by mode that is Raman inactive 
(right inset in Figure 5.4). 
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Figure 5.4: Illustration of the mode for [8]CPP around 1000 cm−1.This mode has 
its counterparts in benzene for two vibrational modes around 990 cm−1. The 
benzene vibrational mode on the left is the strongest Raman active mode for 
benzene representing the symmetric breathing of the benzene ring, while the 
benzene vibrational mode on the right has zero Raman amplitude. 
 
 
5.3.5 C-H Bending Perpendicular to the Benzene Plane 
The multi-peak band around 820 cm−1 pertains to the bending of the C-H bonds 
perpendicular to the benzene planes. At least four strong Raman peaks are observed from 
both experiments and calculations, and the distinctions among these peaks lie in the 
differences of the directions and/or phases of the C-H bond bending for separate 
benzenes. The [8]CPP 820 cm−1 mode and [9]CPP 818 cm−1 mode in Table 5.2 
demonstrate the modes for the most intense of the four peaks. 
 
5.3.6 Benzene Ring Deformation with Constant C-C Bond Lengths 
As mentioned earlier, the peak around 610 cm−1 for benzene is related to benzene 
ring squashing with the C-C lengths almost constant. Similar CPP Raman modes exist in 
this region according to our calculations, but are generally unobservable experimentally 
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due to their low intensities. The modes are shown at the end of Table 5.2 for 639 cm−1 of 
[8]CPP and 635 cm−1 of [9]CPP. 
 
5.3.7 Radial Flexing Mode 
A single peak is observed around 500 cm−1, as listed at the top of Table 5.3 and 
illustrated in Figure 5.5, where all the benzene units are synchronously "flexing" in the 
radial direction of the hoop. The radial flexing mode is distinct from the radial breathing 
mode in CNTs in that the RBM corresponds to radial contraction-expansion motion of 
the nanotube, and no such mode is observed for CNTs. 
 
Figure 5.5: The radial flexing mode is a single peak around 500 cm−1 in which 
all benzene units flex in phase. The radial flexing mode is a radial mode in that 
all atoms vibrate in the radial direction of the nanohoop. 
 
 
5.3.8 Radial Breathing Mode 
The CPP RBM resembles the CNT RBM and features a contraction-expansion 
motion of the hoop/tube in the radial direction. Examples are shown in Table 5.3 for 
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[8]CPP around 164 cm−1 and [9]CPP around 148 cm−1. However, unlike the CNTs where 
the RBM is a strong signature Raman mode used to identify the nanotube species, the 
CPP RBM is not useful for identification. The intensity of the CPP RBM is very weak 
compared to adjacent peaks, and its frequency is considerably lower than for the 
corresponding nanotube. The calculated RBM frequencies (ωRBM) follow the well-known 
ωRBM=A/d+B for carbon nanotubes, where ωRBM is in cm−1, d is in nm, and A is a constant 
in cm−1∙nm. Our fit result gives A≈177 (cm−1∙nm) and B = 0 for CPPs, compared to 
A≈227 and B = 0 for suspended nanotubes69. 
 
5.3.9 Torsional Modes 
For Raman modes below 200 cm−1, the vibrations are mostly characterized by the 
change of the torsion angles of the benzene units, as is illustrated in Figure 5.6. Typically, 
when the two upper carbon atoms in the benzene unit move away from the tube axis, the 
two lower carbon atoms will move towards the tube axis. Figure 5.6 is only a simplified 
illustration of a single benzene motion, to which various modes can be related and the 
three modes (for both [8]- and [9]CPP) in the middle of Table 5.3 are the most prominent 
among them: for [8]CPP, the 116 cm−1, 103 cm−1 and 86 cm−1 modes are distinguished by 
different tilting angles, relative magnitudes and the distributions of magnitudes, etc.; for 
[9]CPP, there are also more low-symmetry motions for individual benzene units which 
are difficult to generalize or categorize. 
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Figure 5.6: Illustration of the torsional modes of a single benzene unit below 200 
cm−1 for [8]CPP. These movements are generally characterized by the tilting and 
change of the torsion angles of the benzene units. The three modes shown are 
the most prominent among similar modes for [8]CPP. 
 
 
5.3.10 Hoop Deformation Mode 
A low-energy mode is shown at the bottom of Table 5.3 that is due to the squeezing-
stretching motion of the nanohoop, similar to the CNT deformation modes. 
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Table 5.1: Selected high-energy Raman modes of CPPs. 
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Table 5.2: Selected intermediate Raman modes of CPPs. 
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Table 5.3: Selected low-energy Raman modes of CPPs. 
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5.4 Size Dependence of the CPP Raman Modes 
 
Figure 5.7: Dependence of the calculated Raman frequencies on the size of the 
nanohoop. 
 
 
Figure 5.7 displays the dependence of selected calculated Raman modes on the size 
of the CPP. Almost all the modes appear to be size-dependent when n is small, but as n 
gets larger they converge to constant values, which is reasonable because all 
characteristics converge to those of the PPPs as n goes to infinity. Note that the 
frequencies we obtain in the original calculated spectra are in general larger than the 
experimental values. This is a common problem for DFT computations of large 
molecular systems like CPPs due to certain systematic errors, such as overestimation of 
the force constants and the effect of anharmonicity of normal vibrations103. Certain 
empirical corrections may be necessary to facilitate more direct correspondences between 
calculations and experiments. Scaling factors, either uniform scaling104 (a global scaling 
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factor for the whole spectrum) or selective scaling105 (multiple scaling factors for 
different frequencies), will help achieve this. 
The size dependence effect can also be observed in the experimental results. We 
obtain strong Raman signals and high signal/noise ratios for the region modes above 
1000 cm−1. Nevertheless, because of the strong fluorescence background in the 
experimental spectra, most of the low-intensity intermediate modes and low-energy 
modes are hardly observable for [9]-, [11]- and [12]CPPs. For the existing data, we shall 
mainly concentrate on the high-energy region (around 1200-1600 cm−1) where we can 
experimentally observe the size dependence of the Raman peaks through all five species. 
Figure 5.8 shows two spectral windows, 1140 cm−1-1340 cm−1 (left column) and 1460 
cm−1-1660 cm−1 (right column), for [8]-[12]CPPs. As mentioned before, the 1200 cm−1 
band is due to the C-H bending in the benzene plane and the 1275 cm−1 band is related to 
the distortion and deformation of the benzene units in the individual benzene planes. The 
spectra in the right column encompass the Gio, G1 and G2 modes for the five species. To 
adjust overestimated frequencies in the calculations, we have utilized several discrete 
scaling factors for different modes: for Gio modes, the factors are just the ratios of the 
fitted Gio peak positions to the original calculated Gio mode frequencies; for the 1140-
1400 cm−1 region and G1 and G2 modes, we take the averages of the 
experimental/calculated ratios in their respective regions. The average scaling factor is 
around 0.97. In addition, the scaling between experiments and calculations is in terms of 
the identifiable peak positions, whereas the relative amplitude differences are ignored. 
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Finally, the width of the original calculated peaks is set to be fixed ~12 cm−1 to maximize 
the overlay with the experimental data. 
 
Figure 5.8: High-energy regions of the Raman spectra for [8]- to [12]CPP. The 
calculations explain the Gio, G1 and G2 modes observed in experiments well, but 
there are some discrepancies between the calculated and experimental results for 
the 1200 cm−1 and 1265 cm−1 bands. 
 
 
One difficulty is the inconsistency between the experimental and calculated spectra 
of the 1200 cm−1 and 1275 cm−1 bands, which prevents us to unambiguously assign the 
observed peaks. From the experimental results we see two major peaks in the 1200 cm−1 
band for all the five CPPs. In the calculated spectra, this double-peak feature only appears 
for odd-numbered CPPs, with [9]CPP showing the best agreement between calculation 
and experiment.  
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Figure 5.9: Comparison of the modes for the two calculated peaks around 1200 
cm−1 in [9]CPP. The splitting of the 1200 cm−1 band in [9]CPP (and other odd-
numbered CPPs) can be characterized by whether the 3-helical unit is in motion 
or nearly static. 
 
 
The modes for the calculated double-peaks in [9]CPP are compared in Figure 5.9, 
indicating that the splitting of the two peaks arises from the asymmetric distribution of 
amplitudes and phase of the same type of benzene motion, which theoretically should not 
be present in the symmetric even-numbered CPPs. Thus, the experimental double-peak 
feature in the even-numbered CPPs may be due to deviations from the ideal symmetric 
geometries caused by environmental factors, such as intermolecular interactions between 
neighboring nanohoops. Similarly, the experimental findings for the 1275 cm−1 band are 
not fully predicted by the calculations, because the number of peaks and their frequencies 
are not in good agreement with the experiments, let alone the relative intensities. For odd-
numbered CPPs, large numbers of densely distributed calculated modes in this band 
cause even more ambiguity in assigning the sub-peaks in the experimental spectra. As 
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mentioned earlier, we believe this band is related to the D-band in CNTs, and more 
detailed computations and analyses are needed to verify the relation between them and 
also to identify the origin of the observed sub-peaks. On the whole, there are still many 
open questions on the two bands between 1180 and 1300 cm−1 due to the discrepancy 
between observed and computed peaks, and more specific measurements or more 
accurate modeling are necessary to solve these problems. In the following chapter, we 
will take advantage of group theory and analyze these Raman-active modes of the even-
numbered CPPs in more detail. 
Apparent size dependence is observed for the three peaks (Gio, G1 and G2) in the 
right column of Figure 5.8. While the G1 and G2 peaks blue shift as n increases, the Gio 
mode red shifts. Figure 5.10(a) summarizes the experimental size-dependence effect 
shown in Figure 5.8. When calculating the error bars for the Gio, G1 and G2 Raman shifts, 
two sources of error are considered: (1) the measurement error, which is calculated by 
taking the mean and standard deviation of multiple measurements, and (2) the error from 
the curve fitting, which is provided by the fitting program. One important implication 
here is that we are assuming the experimental features agree well with the calculated 
peaks. For instance, for the even-numbered nanohoops, the calculated spectra with highly 
symmetrical conformations predict that G1 and G2 are the only observable Raman modes 
for the G-band, therefore two Lorentzian peaks are used to fit the experimental data, 
ignoring the possibility that the experimental results could deviate from the calculations 
due to slight symmetry breaking effect in reality. In fact, we have observed signs of 
additional peaks alongside or between the two major peaks. Although the side peaks 
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seem insignificant, taking account of them in the fitting can cause differences of as much 
as 2 cm−1 in the G1 and G2 peak positions. Hence, we want to note that the error bars for 
the presented experimental Raman shifts (especially G1 and G2) are underestimated. 
 
 
Figure 5.10: Size dependence of the CPP G-band. (a) Experimental size 
dependence of the Gio, G1 and G2 modes for [8]- to [12]CPPs. The G1 and G2 
modes trend up with increasing n, while the Gio mode trends down. The error 
bars incorporate the errors from both measurement and curve fitting by software. 
The two regions in the Y (Raman shift) axis are shown in different scales. (b) 
Calculated size dependence of the Gio, G1 and G2 modes for [4]- to [20]CPPs. 
The two regions in the Y (Raman shift) axis are shown in different scales. 
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Figure 5.10(b) shows the size-dependence of calculated Gio, G1 and G2 frequencies 
for [4]- to [20]CPPs. In the range from [8]- to [12]CPPs, where experimental peak 
positions are available, the calculated trend is in good agreement with experiments. As 
the nanohoop size decreases, the Cipso-Cipso bonds have more single bond character which 
is indicated by the increasing relative bond length. The weakening of the Cipso-Cipso bonds 
due to strain is associated with a relative strengthening of the Cipso-Cortho bonds. This 
leads to a blue shift of Gio mode with decreasing n for nanohoops larger than [6]CPP. On 
the other hand, the overall destabilization of CPP as the nanohoop size decreases leads to 
the decrease of the G1 and G2 frequencies for all n's. Also, from a mechanical perspective, 
the dominating effects of the decreasing dihedral angle and increasing strain as n 
decreases both stiffen up the molecule, thus contributing to the phonon softening for the 
G1 and G2 modes, as well as for the Gio mode when n<7. 
 
5.5 Summary 
We have obtained both experimental and calculated spectra for [8]- to [12]CPPs, and 
successfully identified several key Raman features in this novel material. Some of the 
Raman modes are comparable to those of the armchair carbon nanotubes such as the G-
band and the D-band, as well as certain radial modes, but are more complex due to 
reduced symmetry. Most modes are non-existent in carbon nanotubes and can be 
attributed to the molecular nature of CPPs. Our calculations show that all the Raman-
active modes are dependent on the size of the CPPs and converge to the constant values 
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given by long PPP molecules. The size dependence is also verified by some of the 
observed experimental peaks. 
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CHAPTER 6 
RAMAN-ACTIVE MODES OF EVEN-NUMBERED CARBON NANOHOOPS 
 
6.1 Overview 
In Chapter 5, we showed the experimental Raman results for [8]- to [12]CPPs with a 633 
nm laser excitation wavelength. A significant drawback of the data, especially for the 
mid- and low-frequency regions of [9]-, [11]- and [12]CPPs, was the low signal-to-noise 
ratio caused by the strong fluorescence effect of the CPPs. Although the low-frequency 
modes of [8]- and [10]CPPs were observable, it was still challenging to fully analyze 
them because of their low intensities and some densely distributed peaks that were 
difficult to resolve. For the purpose of this chapter, we shift the laser excitation 
wavelength further away from the fluorescence window, to 785 nm, in order to obtain 
higher Raman signal-to-noise ratios and have a more comprehensive insight into the 
Raman spectroscopy of CPPs. In addition, we will concentrate only on the highly 
symmetric even-numbered CPPs, e.g. [6]-, [8]-, [10]- and [12]CPPs, and analyze their 
Raman modes in more details by taking advantage of group theory. All the experimental 
data for this project were taken by me at LANL, under the supervision of Dr. Stephen 
Doorn, and the DFT calculations were carried out by me on the Nano computer cluster 
(nano.lanl.gov) at the Center for Integrated Nanotechnologies (CINT), LANL, under the 
supervision of Dr. Sergei Tretiak. 
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6.2 Experimental and Computational Methods 
The samples are again bulk solid CPP material prepared by drop drying 
CPP/chloroform solutions on separate glass substrates. The Raman spectra for the [6]-, 
[8]-, [10]-, and [12]CPPs are acquired under ambient conditions using backscattering 
geometry with a 20× 0.4 N.A. microscope objective and a 785 nm laser with the incident 
power around 0.3 mW. These Raman results are compared to low-power (~0.01 mW) test 
results of the same samples to make sure that no heating effects are present under the 0.3 
mW laser power. 
Similar to Chapter 5, DFT Raman calculations for the [4]- to [20] (even-numbered) 
CPPs are carried out at the B3LYP/6-31G* level using the Gaussian 09 program, and the 
DFT spectra are adjusted with empirical scaling factors obtained by linear regressions of 
the calculated and experimental peak positions. 
 
6.3 Experimental and Computational Results 
6.3.1 The Raman Spectra 
Figure 6.1 displays both the experimental and calculated Raman spectra for [6]-, [8]-, 
[10]-, and [12]CPPs. The calculated Raman peaks below 1400 cm−1 are underestimated in 
amplitude for all the CPPs. The insets in Figure 6.1 show the magnified low-frequency 
regions, from which we can also see some apparent discrepancies in the relative 
intensities between the experiments and calculations − for instance, the multi-peak band 
around 800 cm−1, especially for the [10]- and [12]CPPs. Apart from the relative intensity 
issue, the corresponding experimental and theoretical results agree well with each other. 
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Figure 6.1: Experimental (red) and calculated (blue) Raman spectra for [6]-, [8]-
, [10]-, and [12]CPPs. The insets magnify the low-frequency regions in which 
the Raman amplitudes are small. Comparisons of the experimental and 
calculated spectra show high agreement between one another except for some 
apparent differences in the relative intensities. 
 
 
6.3.2 Irreducible Representations of the Raman Modes 
As mentioned in previous chapters, the ground-state geometries of the even [n]CPP 
molecules exhibit D(n/2)d point group symmetry, for which the benzene units are 
alternately canted with a certain dihedral angle between adjacent units. Table 6.1 lists the 
Raman-active modes for even [n]CPPs from our group theory calculations. Generally, for 
almost all even-numbered CPPs, there are 133 Raman modes (15A1+30E2+29En/2-1 when 
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n/2 is even, and 15A1g+29E1g+30E2g when n/2 is odd). Two exceptions are [4]- and 
[6]CPPs, the smallest possible even-numbered carbon nanohoops, where [4]CPP has 100 
Raman modes (15A1+15B1+14B2+28E) and [6]CPP has 73 (15A1g+29Eg) due to their 
lower symmetries and degrees of freedom. Our predictions of the number of the modes 
and their symmetries are in accordance with the results from the DFT computations for 
all carbon nanohoops from [4]- to [20]CPPs. See Appendix B for all the vibrational 
modes in even-numbered CPPs. 
Table 6.1: Theoretical Raman-active modes for even-numbered [n]CPPsa 
  Raman-active Modes Special Cases 
n/2 is even 15A1+30E2+29En/2-1 (133 modes) 15A1+15B1+14B2+28E (100 modes) for n=4 
n/2 is odd 15A1g+29E1g+30E2g  (133 modes)         15A1g+29Eg (73 modes) for n=6 
aA, B – single modes; E – doubly-degenerate modes 
 
 
6.4 Analysis and Discussion 
6.4.1. High-frequency Regime (~1150−1700 cm−1) 
We show in Figure 6.2 the frequency region 1450−1650 cm−1 of the experimental 
Raman spectra for the four CPPs. As we know, the three significant peaks observed are 
attributable to the C-C bond stretching. The peak around 1500 cm−1, Gio, is a doubly-
degenerate mode, with the irreducible representation Eg for [6]CPP, E2g for [10]CPP (and 
larger even-numbered [n]CPPs when n/2 is odd), and E2 for [8]- and [12]CPPs (and 
larger even-numbered [n]CPPs when n/2 is even). The peak with the highest intensity, 
G1, is a totally symmetric mode (A1 where n/2 is even, and A1g when n/2 is odd, which 
we will denote collectively as A1(g) ) for all even-numbered [n]CPPs. Similar to the Gio 
mode, G2 is a doubly-degenerate mode, with representation Eg for [6]CPP, E2g for 
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[10]CPP (and larger even-numbered [n]CPPs when n/2 is odd), and E2 for [8]- and 
[12]CPPs (and larger even-numbered [n]CPPs when n/2 is even). We shall denote E2 and 
E2g as E2(g) collectively for the following discussion. Recall that both the G1 and G2 
modes are related to the Cortho-Cortho and Cipso-Cipso bond stretching, and the Gio mode the 
Cipso-Cortho stretching. 
 
Figure 6.2: Experimental CPP Raman spectra in the high-frequency region 
1450−1650 cm−1. The Gio mode corresponds to Cipso-Cortho bond stretch, and the 
G1 and G2 modes correspond to Cipso-Cipso and Cortho-Cortho bond stretch. As n 
increases, the Gio mode decreases in frequency, whereas the G1 and G2 modes 
increase with a decreasing separation between each other. 
 
 
Figure 6.3 shows the bands around 1200 cm−1 and 1275 cm−1. Recall that these two 
bands are related to the C-H bond bending in the benzene planes and the breathing (or 
irregular deformations) of the six-carbon benzene units, respectively. Specifically, the 
peaks in the 1200 cm−1 band correspond to C-H bending motions where the intra-benzene 
H atoms move against each other, as exemplified by the strongest A1 mode (~1200 cm−1) 
in this band for [8]CPP; the peaks in the 1275 cm−1 band are related to the asymmetric 
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breathing or irregular in-plane distortions of the six-member carbon rings, with the 
strongest peak representing a totally symmetric mode (e.g. A1 around 1270 cm−1 for 
[8]CPP in Figure 6.3). In Chapter 5, we related the 1275 cm−1 band to the D-band in 
CNTs because of their similar six-carbon-ring behaviors and comparable frequency 
regions, except that the momentum conservation requirement in solid state CNTs is 
relaxed for CPPs due to their molecular structures, hence they are allowed without 
defects. As is seen in Figure 6.3, the most intense peaks in these two bands for the even-
numbered CPPs are both totally symmetric modes A1(g). 
 
Figure 6.3: Experimental CPP Raman spectra between 1150−1350 cm−1. The 
1200 cm−1 band corresponds to C-H bending motions where the intra-benzene H 
atoms move against each other. The peaks in the 1275 cm−1 band are related to 
the asymmetric breathing or irregular in-plane distortions of the six-member 
carbon rings. The most intense peaks in these two bands for the even-numbered 
CPPs are both totally symmetric modes A1 or A1g.  
 
 
Figure 6.4 shows the overlaid comparisons of the experimental and calculated 
Raman spectra for the four CPP species. We have scaled the frequencies (for typically ~ 
±5%) of the original calculated Raman spectra for each individual CPP so that the two 
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strongest modes in the scaled spectra overlap with the maxima of the experimental peaks. 
The theoretical Raman-active modes are marked as the blue matchsticks and denoted 
with their corresponding irreducible representations. The symmetries of the observed side 
peaks in these two bands cannot be determined conclusively from the calculated spectra. 
It would require polarization analysis to do so irrefutably.  
 
 
Figure 6.4: Comparisons between the experimental and calculated CPP Raman 
spectra in the region between 1150−1350 cm−1. We scaled the original 
calculated Raman spectra for each individual CPP so that the two strongest 
modes in the scaled spectra overlap with the maxima of the experimental peaks. 
The theoretical Raman-active modes are marked as the blue matchsticks and 
denoted with their corresponding irreducible representations. Side peaks in these 
two bands may arise from various doubly-degenerate modes. 
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Nevertheless, we are still able to make some general comments about these modes 
based on symmetry:  
(1) The side peaks to the left of the A1(g) mode in the 1200 cm−1 band may arise from 
doubly-degenerate modes. For [6]CPP, the only possibility is the Eg mode according to 
the DFT calculation; for other even-numbered [n]CPP with odd n/2, there can be two 
contributing modes, E1g and E2g as shown for [10]CPP in Figure 6.4; for even [n]CPP 
where n/2 is even, there are also two possible modes E2 and En/2−1, e.g. E2 and E3 for 
[8]CPP and E2 and E5 for [12]CPP. It is worth noting that even though some of the modes 
are predicted to be insignificant in intensity, they may still be visible in experiment owing 
to either symmetry breaking or overall inaccuracy in the calculated intensities103. 
(2) The side peaks around the A1(g) mode in the 1275 cm−1 band may also arise from 
the doubly-degenerate modes. For [6]CPP, there are two Eg modes on the right side of the 
A1g peak; for other even [n]CPP where n/2 is odd, starting from [10]CPP, there are two 
E1g modes and two E2g modes close to the A1g peak; similarly, for even [n]CPP where n/2 
is even, there are two E2 modes and two En/2−1 modes. 
(3) In the right tail of the 1275 cm−1 band one may observe small signals from an 
A1(g) mode and several doubly-degenerate modes. 
(4) It is also possible that the discrepancies between the calculated and observed 
peak positions, e.g. the experimental peaks to the right of the 1250 cm−1 A1g peak for 
[6]CPP, result from imprecise calculation in DFT or from symmetry breaking and the 
concomitant peak shift in the real-world measurements. 
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6.4.2 Intermediate-frequency Regime (~530-1150 cm−1) 
It can be seen from Figure 6.1 that the experimental Raman peaks below 1150 cm−1 
are generally low in intensity. The only significant peak in the frequency regime 
900~1150 cm−1 is around 1000 cm−1 from a doubly-degenerate mode E2(g) (or Eg for 
[6]CPP) as shown in Figure 6.5. As we have shown in Figure 5.4 in Chapter 5, the 
vibrational motion of the modes are composed of two benzene vibrational modes: a 
Raman-active mode and a Raman-inactive mode corresponding to two types of six-
member carbon rings breathing with constant C-H bond lengths, both around 990 cm−1 in 
the benzene Raman spectrum. 
 
Figure 6.5: Peak around 1000 cm−1 (Eg for [6]CPP; E2g for other even [n]CPPs 
with n/2 being odd; E2 for even [n]CPPs with n/2 being even) is due to the 
vibrational modes composed of two types of benzene vibrational modes. The 
mode in the left inset is an active mode in the Raman spectrum of benzene, and 
the one in the right inset inactive. Both benzene modes are around 990 cm−1. 
 
 
In Figure 6.6, the significant modes are highlighted and grouped according to their 
vibrational motions and symmetries. Using the symmetry arguments, we are able to 
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identify the size dependence of various modes in this regime. Groups (a), (b), (c) and (d) 
are all composed of doubly-degenerate modes of irregular bond bending and/or ring 
deformations. There are several closely spaced modes in group (b), related to benzene 
ring deformation with constant C-C bond lengths as described in section 5.3.6, with 
varying relative intensities for different CPPs and we are unable to assign the irreducible 
representations to each of them with confidence at the time. Representative modes for the 
four groups are laid out beside Figure 6.6. Group (e) in the trapezoidal area defines a 
special category of CPP Raman-active modes that are characterized by out-of-plane C-H 
bond bending motions, as discussed in section 5.3.5. 
 
Figure 6.6: Groups of CPP Raman peaks in the region 530~900 cm−1. Groups a, 
b, c and d are all composed of doubly-degenerate modes of irregular bond 
bending and/or ring deformations. The figures displayed on both sides are the 
representative modes for Group (a), (b), (c), and (d), respectively. Group (e) in 
the trapezoid comprises modes corresponding to the out-of-plane C-H bond 
bending illustrated in detail in Figure 6.7. 
 
 
Figure 6.7 is a magnification of the regime (780-850 cm-1) where the strongest of 
these modes reside. Although considerable discrepancies in relative intensities exist 
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between the experiments and the calculations, the comparison still provides enough 
insight in the positions of the peaks. The four most important peaks are the three A1(g) 
modes and the doubly-degenerate mode on the right tail, examples of which are taken 
from the [8]CPP calculations. 
 
Figure 6.7: Magnification of the regime where the strongest out-of-plane C-H 
bending modes reside. The four most important peaks are the A1(g) modes and 
the doubly-degenerate mode on the right tail. The vibrations for the four modes 
for [8]CPP are displayed as examples. The theoretical Raman-active modes are 
marked as the blue matchsticks and denoted with their corresponding irreducible 
representations. 
 
 
6.4.3 Low-frequency Regime (below 530 cm−1) 
The low-frequency peaks below 530 cm−1 are very weak and almost negligible 
compared to the high-energy peaks, which can be observed in both the experimental and 
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calculated spectra in Figure 6.1. We exhibit in Figure 6.8 the lowest frequency part of our 
measured Raman spectra. Signals around and below 150 cm−1 are questionable, as they 
may be polluted by signal from the laser. Theoretically, the peaks below 200 cm−1 mostly 
come from vibrations of the atoms in the radial direction of the hoop such as RBMs and 
squeezing modes which are also present in CNTs. The modes between 200 and 450 cm−1 
can be roughly characterized as vibrations with minimal intra-benzene bond length 
change. The radial flexing mode is determined to be a totally symmetric mode (A1(g)), as 
is shown in Figure 6.8 for all four species. 
 
 
Figure 6.8: Low-frequency region (<500 cm−1) for [6]-, [8]-, [10]- and 
[12]CPPs. Peaks in this region have very low intensities compared to the high-
frequency peaks. The single peak around 500 cm−1 corresponds to a totally 
symmetric mode (A1(g)) in which all of the benzene units synchronously flex in 
the radial direction of the hoop (radial flexing mode). 
 
 
  111 
  
6.5 Size Dependence of the CPP Raman Modes: Revisited 
 
Figure 6.9: Size dependence of selected calculated Raman frequencies of even-
numbered CPPs. The sample spectrum on top is the experimental Raman 
spectrum from [8]CPP. The filled circles (blue) indicate the five most significant 
modes in the high frequency regime as discussed in section 6.4.1; The empty 
circles (green) indicate the two significant modes in the intermediate regime as 
discussed in 6.4.2; The empty squares (red) indicate selected modes in the low 
frequency regime, including the radial flexing mode discussed in section 6.4.3 
and three other insignificant modes. All points are labeled with their respective 
symmetries. As n becomes large, all modes tend to converge to the limit values 
defined by the infinite PPP molecule. 
 
 
Figure 6.9 is a more informative version of Figure 5.7 in Chapter 5 (except that only 
even-numbered CPPs are shown) which displays the size dependence of selected 
calculated Raman frequencies between 0 and 1600 cm−1. Equipped with group theory, we 
are now able to categorize different modes with symmetry arguments. At the top of the 
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figure, we use the experimental Raman spectrum of [8]CPP as a sample to show the 
approximate positions of various modes. The filled circles (blue) indicate the five most 
significant modes in the high frequency regime as discussed in section 6.4.1, including 
the G modes and the strongest modes in the 1200 cm−1 band and the 1275 cm−1 band (D-
band), respectively; The empty circles (green) indicate the two significant modes in the 
intermediate regime as discussed in section 6.4.2, including the strongest mode in the 800 
cm−1 band and the 1000 cm−1 mode; The empty squares (red) indicate selected modes in 
the low frequency regime, including the radial flexing mode discussed in section 6.4.3 
and three other insignificant modes. All points are labeled with their irreducible 
representations. Note that due to the lower symmetry of [4]CPP, some of its Raman 
modes bear different representations than the larger CPPs. All modes shown in the plot 
are size dependent for n≤14, but tend to converge to certain constant values as n becomes 
large – a behavior similar to that of the size dependence of the dihedral angle shown in 
Figure 2.10 in Chapter 2. Although the theoretical Raman frequencies obtained in this 
way (e.g. Figure 6.9) may not be used as good estimators of the precise frequency values, 
they are still useful for visualizing the general trends of the size dependency. However, as 
a result of the limitations in the quantity, accuracy and/or resolution of the experimental 
data, aggravated by the less than perfect calculated results, dedicated analysis on specific 
Raman modes and bands are necessary for more in-depth understanding of the CPP 
Raman features. 
Nonetheless, it is not hard to see that group theory can be very useful for 
characterizing and categorizing different Raman-active modes of even-numbered CPPs, 
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and for describing the size dependence of a certain mode, because modes of the same 
type for different sized CPPs should have the same symmetry. In addition, the group 
theory of ground-state even-numbered CPPs may also serve as a useful baseline for 
probing any symmetry breaking effects in CPPs due to strain or vibronic coupling. 
Moreover, it will be useful in studying the evolution from the CPP Raman modes to the 
CNT Raman modes, so as to bridge the gap between the Raman spectroscopies of the 
carbon nanohoops and nanotubes. 
 
6.6 Summary 
We have analyzed the Raman spectra of [6]-, [8]-, [10]-, and [12]CPPs with the help 
of DFT calculations and group theory. The total numbers of Raman-active modes for 
even [n]CPPs with D(n/2)d symmetries are predicted by group theory and confirmed by 
comparisons with the DFT results. Key Raman-active modes of even-numbered CPPs are 
discussed in detail, and all major peaks are categorized according to their vibrational 
motions and/or point group. By taking advantage of the symmetry arguments, we are able 
to identify both experimental and calculated Raman modes of the same origin in different 
CPPs and thus to observe their size dependency. These will be useful in studying the 
evolution from the CPP Raman modes to the CNT Raman modes, so as to bridge the gap 
between the Raman spectroscopies of the carbon nanohoops and nanotubes. In addition, 
the group theory of ground-state even-numbered CPPs may also serve as a useful 
baseline for probing any symmetry breaking effects in CPPs due to strain or vibronic 
coupling. 
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CHAPTER 7 
CONCLUSION 
 
7.1 Summary of Achievements 
In this dissertation, we have presented our work on topics related to the Raman 
spectroscopy of carbon nanotubes and carbon nanohoops. The studies completely rely on 
the traditional Raman techniques, but have revealed novel electronic and vibrational 
properties in these carbon nanostructures. 
For the first time in the carbon nanotubes society, we are able to obtain the G-band 
Raman excitation profiles from highly enriched CNT samples. The observation of 
asymmetrical lineshapes in these G-band REPs for the E22 transition of assorted 
semiconducting CNTs strikingly contradicts the popular Franck-Condon approximation 
that has been extensively assumed in the opto-electronic studies of CNTs. The Franck-
Condon principle states that during an electronic transition, the transition dipole moment 
is independent of the nuclear coordinates, therefore the related change in the vibrational 
energy level will be vertical on the energy diagram, and will be more likely to happen if 
the two vibrational wave functions overlap more significantly. This approximation leads 
directly to the conclusion of equal intensities for the incoming and outgoing resonances 
of the CNT REPs, and various analytic models have been developed based on the 
assumption, as discussed in Chapter 3. However, our experimental findings suggest 
otherwise, and we are able to develop a four-level model that relaxes the Franck-Condon 
approximation, which gives satisfactory fit on our experimental data. As a result, the 
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novel vibronic behaviors observed from our experiments call for a reassessment of how 
we view the Raman process, as well as many other long-held photophysical properties, in 
CNTs. 
We also carry on the resonance Raman study on CNTs further by exploring the REPs 
for higher excitonic transitions. The closely spaced E33 and E44 excitonic transitions in 
certain semiconducting CNTs give rise to significant quantum interference effects, 
coupled with the non-Condon effects, leading to distinct experimental REP lineshapes, 
which can only be interpreted by extending the basic four-level model to account for both 
non-Condon and quantum interference effects. The information extracted from such 
modeling, e.g. the relative signs of the Raman matrix elements, can be extremely 
important for providing additional insights into the exciton-photon coupling effects that 
underlie a wide range of CNT photophysical behaviors. We cannot stress enough that all 
our findings on the G-band REPs of CNTs are facilitated by the use of highly pure 
samples enriched in single chiralities, and that all these results can only be interpreted 
with the excitonic picture and molecular nature of CNTs in mind. 
Unlike the Raman spectroscopy of carbon nanotubes, which has been one of the 
central topics since the advent of CNTs, the Raman features of carbon nanohoops are 
largely unknown. Therefore, studies on the Raman spectroscopy of CPPs are still at the 
fundamental level. We have published the first comprehensive study on the Raman-active 
modes of CPPs, both experimentally and theoretically. Due to the structural similarity 
between armchair single-walled CNTs and CPPs, they share some common Raman 
features such as the G-band, the D-band and the RBM. However, even these common 
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features show different behaviors between these two carbon nanostructures due to the 
reduced symmetry of CPPs. Furthermore, CPPs exhibit a pyramid of Raman features that 
are non-existent in the corresponding armchair CNTs, e.g. the radial flexing mode and the 
modes that are related to the vibrations of H atoms. We have also observed obvious size 
dependences of the Raman modes in experiments and from calculations. However, as a 
result of totally different point group symmetries between the even-numbered and odd-
numbered CPPs, we are unable to methodically categorize their Raman-active modes in a 
universal way; neither can we accurately identify separate size dependence of each and 
every mode in that most of the peaks are closely spaced and are almost unable to be 
resolved. Fortunately, we can take advantage of the symmetric structures of the even-
numbered CPPs and analyze their Raman-active modes with the help of group theory. 
The symmetry arguments in the even-numbered CPPs provide more in-depth insights of 
the observed Raman features, and make the identification of size dependences of 
different modes more attainable. These improvements will be useful in studying the 
evolution from the CPP Raman modes to the CNT Raman modes, so as to bridge the gap 
between the Raman spectroscopies of carbon nanohoops and nanotubes. In addition, the 
group theory of ground-state even-numbered CPPs may also serve as a useful baseline for 
probing any symmetry breaking effects in CPPs due to strain or vibronic coupling. 
 
7.2 Suggestions for Future Work 
So far, we have been focusing on the respective Raman properties of CNTs and 
CPPs, and though we tried to make the connections by comparing the common and 
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similar Raman modes in these two materials, it remains unclear to us how certain peaks 
evolve from the CPP Raman spectrum to the CNT Raman spectrum. Ideally, one can start 
from the Raman spectrum of a certain [n]CPP, and observe the evolution of all the peaks 
in the Raman spectrum by gradually increasing the length in the (n, n) CNT axis 
direction. Experimentally this may not be readily achievable at the point since it requires 
effective and precise control of the length and chirality of the sample during either the 
synthesis or the separation stage. Nevertheless, with current progress on the attempt for 
bottom-up synthesis of CNTs by using CPPs as templates20-22, we believe that such 
samples will be available for our research in the future. In the meantime, we may predict 
the evolution of Raman features from CPPs to CNTs by computation.  
Figure 7.1 displays the preliminary results on the DFT calculated Raman spectra of 
[8]CPP and (8, 8) CNTs with increasing lengths using Gaussian 09 at the B3LYP/6-31G* 
level. We increase the length of the nanotube by “stacking up” corresponding numbers of 
CPPs. For example, a 2-stacking (8, 8) CNT is composed of two stacked nanohoops and a 
3-stacking (8, 8) CNT is composed of three stacked nanohoops. The positions and 
relative intensities of Raman peaks in Figure 7.1 seem to fluctuate irregularly between 
different structures. This is an undesirable phenomenon since we expect to see consistent 
behaviors for structures with similar point group symmetry (e.g., D4d for [8]CPP, and D8h 
for the (8, 8) CNTs in the figure). Further analysis or calculations are necessary to 
interpret the results. 
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Figure 7.1: Original Calculated Raman spectra for [8]CPP and (8, 8) CNTs of 
various lengths. The (8, 8) CNTs are composed of “stacked-up” CPPs. The 
numbers to the left of the structure indicates the numbers of CPP stacking. The 
positions and relative intensities of Raman peaks seem to fluctuate between the 
structures irregularly. 
 
 
For a clearer view, Figure 7.2 shows the scaled Raman spectra for the six structures. 
The intensities are scaled by the maximum intensities in the corresponding region, and 
the wavenumbers are scaled by a scaling factor of 0.972, which is an empirical value 
obtained by regressing the experimental [8]CPP Raman peak positions against the 
original calculated [8]CPP Raman peak positions shown in Figure 7.1. Note that we 
apply this scaling factor to all the spectra for simplicity, but in reality the CNT spectra 
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may have their own scaling factors. For future studies, group theory will be useful again 
for identifying and categorizing the size dependence effects in these spectra. 
 
Figure 7.2: Scaled calculated Raman Spectra for [8]CPP and (8, 8) CNTs of 
various lengths. The intensities are scaled by the maximum intensities in the 
corresponding regions, and the wavenumbers are scaled by a scaling factor of 
0.972. 
 
 
The computational method we use here is relatively expensive for large molecular 
systems, therefore we stop at 8-stacking (8, 8) CNT as it will be inefficient to calculate 
larger structures such as 15-stacking (8, 8) CNT, and unrealistic for even longer ones. In 
addition, we expect to calculate the Raman spectrum of an ideal (i.e., infinite) (8, 8) CNT 
as an extreme case in the end, which means that we have to carry out the same DFT 
calculation for a periodic solid state system in order to make sure that a consistent 
computational approach is applied to all structures. The calculated spectra would not be 
comparable if they were obtained from different computational methods. Unfortunately, 
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Gaussian is known to be poor at calculating periodic systems and therefore we may need 
to resort to more appropriate methods or programs, such as VASP, for further study. 
Another interesting topic will be the non-Condon effect, as discussed for CNTs in 
Chapter 3 and 4, for CPPs. It has been found by our collaborators (see Chapter 2 and 
Adamska et al.55) that efficient fluorescence in large [n]CPPs results from self-trapping 
(i.e., spatial localization) of excitons on the nanohoop due to strong vibronic coupling, 
which violates the Franck-Condon approximation. Similar to the non-Condon effect in 
CNTs, this will provide valuable insights into future studies on the photophysical 
properties and optoelectronic applications of CPPs. 
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Appendix A 
Validity of the Four-level Model 
 
In Chapter 3, we introduced the four-level model for the G-band REPs of the E22 
transition in CNTs. By using the four-level model, we are assuming that only the one-
phonon vibrational levels of the ground and excited states have significant contributions 
to the incoming and outgoing resonance processes. We will show that such assumption is 
valid by computing the contributions from up to the two-phonon vibrational levels of the 
second excitonic states. For details about the assumptions and calculations, the reader is 
directed to our original work (Duque et al., 2011). 
The 1D form of equation (3.10) in Chapter 3 is: 
���� ∝ � �
��|�̂|����|�̂|��
�� − �� − �� − �Γ
�
�
�
�
     (�. 1) 
Inside the |∙|�  is a sum over all possible intermediate states �|�〉�, which, for the E22 
transition, are all the vibronic levels associated with the second excitonic states. We 
denote the series of �|�〉� as |0�〉, |1�〉, |2�〉, |3�〉, …, where 0, 1, 2 and 3 represent the 
zero-, one-, two- and three-phonon levels, respectively, and the superscript ’ indicates the 
excited state. In the same manner, the vibronic levels of the ground states are |0〉, |1〉, |2〉 
and so on. In equation (A.1), the initial ground state |�〉 = |0〉 and the final state |�〉 =
|1〉. By taking advantage of the standard creation (��) and annihilation (�) operators in 
the second quantization formalism, one can write the first-order Taylor expansion (about 
the equilibrium nuclear coordinate Q0) of the transition dipole moment as: 
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�̂ = �̂(��) + �
��̂
��
�
����
� ∙ (� − ��) + ⋯ 
= �̂� + �̂�
� (� − ��) + ⋯                       
= �̂� +
1
√2
�̂�
� (�� + �) + ⋯     (�. 2) 
The vibrational coordinate Q is taken to be harmonic and expressed in the unit of 
�ℏ/��, where m is the reduced mass and ω is the circular frequency of the vibration. 
Equation (A.1) may be rewritten as: 
���� ∝ |�̂�|
� �� �
�1�1 +
1
√2
�̂�
�
�̂�
(�� + �)��� ���1 +
1
√2
�̂�
�
�̂�
(�� + �)�0�
�� − �� − �� − �Γ
�
�
��
�
     (�. 2) 
First, one needs to calculate the Franck-Condon factors (i.e., overlap integrals) which 
will be needed for later calculations. The first few factors are listed in Table A.1 (with the 
parameter S being the Huang-Rhys factor introduced in Chapter 3 and the related 
references): 
Table A.1: Franck-Condon factors 
�0�|0� = ��
�
� �0�|1� = √����/� �0
�|2� =
1
√2
����/� 
�1�|0� = −√����/� �1�|1� = (1 − �)���/� �1�|2� =
1
√2
(2 − �)√����/� 
�2�|0� =
1
√2
����/� �2�|1� = �
1
√2
� − √2� √����/� �2�|2� = (1 − 2� +
��
2
)���/� 
�3�|0� = −�
�
6
����/� �3�|1� = ��
3
2
− �
1
6
�� ����/� �3�|2� = (−1 + � −
��
6
)√3����/� 
 
For the terms inside the |∙|� of equation (A.2), we evaluate the cases of |�〉 = |0�〉, 
|1�〉, and |2�〉, respectively: 
  123 
  
(1) |�〉 = |0�〉 
�1�1 + 1
√2 �̂���̂� (�� + �)�0�� �0��1 + 1√2 �̂���̂� (�� + �)�0�
��� − �� − �� − �Γ
 
=
�1|0���0�|0�
��� − �� − �� − �Γ
+
�1� 1
√2 �̂���̂� (�� + �)�0�� �0�|0�
��� − �� − �� − �Γ
+
�1|0�� �0�� 1
√2 �̂���̂� (�� + �)�0�
��� − �� − �� − �Γ
+
�1� 1
√2 �̂���̂� (�� + �)�0�� �0�� 1√2 �̂���̂� (�� + �)�0�
��� − �� − �� − �Γ
 
 
=
�1|0���0�|0�
��� − �� − �� − �Γ
+
1
√2 �̂���̂� �0|0���0�|0� + √2�2|0���0�|0���� − �� − �� − �Γ
+
1
√2 �̂���̂� �1|0���0�|1���� − �� − �� − �Γ + � �� 1√2 �̂���̂���� 
≈
1
��� − �� − �� − �Γ
��1|0���0�|0�
+
1
√2 �̂���̂� ��0|0���0�|0� + √2�2|0���0�|0� + �1|0���0�|1��� 
=
√����
��� − �� − �� − �Γ
�1 +
1
√2� �̂���̂� (1 + 2�)�      (�. 3) 
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(2) |�〉 = |1�〉 
�1�1 + 1
√2 �̂���̂� (�� + �)�1�� �1��1 + 1√2 �̂���̂� (�� + �)�0�
��� − �� − �� − �Γ
 
=
�1|1���1�|0�
��� − �� − �� − �Γ
+
�1� 1
√2 �̂���̂� (�� + �)�1�� �1�|0�
��� − �� − �� − �Γ
+
�1|1�� �1�� 1
√2 �̂���̂� (�� + �)�0�
��� − �� − �� − �Γ
+
�1� 1
√2 �̂���̂� (�� + �)�1�� �1�� 1√2 �̂���̂� (�� + �)�0�
��� − �� − �� − �Γ
 
 
=
�1|1���1�|0�
��� − �� − �� − �Γ
+
1
√2 �̂���̂� �0|1���1�|0� + √2�2|1���1�|0���� − �� − �� − �Γ
+
1
√2 �̂���̂� �1|1���1�|1���� − �� − �� − �Γ + � �� 1√2 �̂���̂���� 
≈
1
��� − �� − �� − �Γ
��1|1���1�|0�
+
1
√2 �̂���̂� ��0|1���1�|0� + √2�2|1���1�|0� + �1|1���1�|1��� 
=
−√����
��� − �� − �� − �Γ
�(1 − �) −
1
√2� �̂���̂� (1 − 3� + 2��)�      (�. 4) 
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(3) |�〉 = |2�〉 
�1�1 + 1
√2 �̂���̂� (�� + �)�2�� �2��1 + 1√2 �̂���̂� (�� + �)�0�
��� − �� − �� − �Γ
 
=
�1|2���2�|0�
��� − �� − �� − �Γ
+
�1� 1
√2 �̂���̂� (�� + �)�2�� �2�|0�
��� − �� − �� − �Γ
+
�1|2�� �2�� 1
√2 �̂���̂� (�� + �)�0�
��� − �� − �� − �Γ
+
�1� 1
√2 �̂���̂� (�� + �)�2�� �2�� 1√2 �̂���̂� (�� + �)�0�
��� − �� − �� − �Γ
 
 
=
�1|2���2�|0�
��� − �� − �� − �Γ
+
1
√2 �̂���̂� �0|2���2�|0� + √2�2|2���2�|0���� − �� − �� − �Γ
+
1
√2 �̂���̂� �1|2���2�|1���� − �� − �� − �Γ + � �� 1√2 �̂���̂���� 
≈
1
��� − �� − �� − �Γ
��1|2���2�|0�
+
1
√2 �̂���̂� ��0|2���2�|0� + √2�2|2���2�|0� + �1|2���2�|1��� 
=
−√����
��� − �� − �� − �Γ
��
�2 − 1� �
−
1
√2� �̂���̂� ���2 + �1 − 2� + ��2 � � + � �√2 − √2�� ���      (�. 5) 
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When S is small (Indeed, quantum calculations in Duque et al. show that S is ~0.1 or 
smaller), the results of equation (A.3) and (A.4) are comparable in magnitude, while the 
term for |�� = |2�� in equation (A.5) is smaller by a factor of S. Consequently, the four-
level model only considers the dominating |�� = |0��  and |�� = |1��  terms. By 
substituting equation (A.3) and (A.4) into equation (A.1), one is able to derive equation 
(3.19). 
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Appendix B 
Vibrational Modes of Even [n]CPPs 
 
For even-numbered CPPs with point groups D(n/2)d, we have calculated their numbers of 
total vibrational modes, Raman-active modes, and infrared vibrational modes, 
respectively. In the following equations, we employ the Mulliken Symbols to identify the 
irreducible representations of the D(n/2)d point group, i.e., A - singly degenerate state that 
is symmetric with respect to rotation around the principal rotational axis; B - singly 
degenerate state that is anti-symmetric with respect to rotation around the principal 
rotational axis; and E - doubly degenerate state. The subscript 1 denotes that the state is 
symmetric with respect to a vertical mirror plane or a C2 rotational axis perpendicular to 
the principal axis, while the subscript 2 denotes an anti-symmetric state. The subscript g 
(gerade) stands for symmetry with respect to the center of inversion (center of the 
nanohoop in this case), and the subscript u (ungerade) anti-symmetry with respect to the 
center of inversion. 
 
(1) � = 4 
Γ��� = 15A� + 14A� + 15B� + 14B� + 28E (114 modes) 
Γ����� = 15A� + 15B� + 14B� + 28E  (100 modes) 
Γ�� = 14B� + 28E                (70 modes) 
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(2) � = 6 
Γ��� = 15A�� + 14A�� + 15A�� + 14A�� + 29E� + 29��  (174 modes) 
Γ����� = 15A�� + 29E�                 (73 modes) 
Γ�� = 14A�� + 29E�                  (72 modes) 
 
(3) � ≥ 8, ��� �/2 �� ���� 
Γ��� = 15A� + 14A� + 15B� + 14B� + 29E� + 30 ∑ E�
�/���
��� + 29E�/��� 
                    (30n-6 modes) 
Γ����� = 15A� + 30E� + 29E�/���                (133 modes) 
Γ�� = 14B� + 29E�                  (72 modes) 
 
(4) � ≥ 10, ��� �/2 �� ��� 
Γ��� = 15A�� + 14A�� + 15A�� + 14A�� + 29E�� + 30 ∑ E��
(�/���)/�
��� +
29E�� + 30 ∑ E��
(�/���)/�
���                  (30n-6 modes) 
Γ����� = 15A�� + 29E�� + 30E��                 (133 modes) 
Γ�� = 14A�� + 29E��                  (72 modes) 
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