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Abstract
Let p be prime, K a field of characteristic 0. Let (x1, . . . , xn) ∈ Kn such that xi /= 0
for all i and xi/xj is not a root of unity for all i /= j . We prove that there exist integers
0 < e1 < e2 < · · · < en such that det(xp
ei
j
) /= 0. The proof uses p-adic arguments. As cor-
ollaries, we derive the linear independence of certain Witt vectors and study the result of
applying the Witt functor to a mod p representation of a finite group.
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Let B be a commutative ring, xi elements in B and fi : B → B arbitrary func-
tions, i = 1, . . . , n. The n× n matrix (fi(xj )) is called an alternant matrix, and its
determinant is called an alternant. Alternants have a long history. For basic facts
about them, see [1].
The most common alternants, which are the topic of this note, occur when the fi
are polynomial functions. Classically, one wants to evaluate alternants in terms of
simpler functions. In this paper, we are concerned instead with the non-vanishing of
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certain alternants that come up in the study of rings of Witt vectors. The application
to Witt vectors, presented in Theorem 6, will be of use (we hope) in work in progress
that compares co-homology of arithmetic groups with coefficients in Z/p and in Q.
We use bold face to denote n-dimensional vectors. For x = (x1, . . . , xn) and
m = (m1, . . . , mn), set A(x,m) = det
(
x
mi
j
)
. For example, A(x, (0, 1, . . . , n− 1))
:= V (x) =∏i>j (xi − xj ) is the Vandermonde determinant. It vanishes if and only
if two of the xi’s are equal.
What is the condition for vanishing of the alternant if the exponents are some
other sequence of non-negative integers? In particular we ask this question when the
exponents are all powers of a fixed prime p.
Our main theorem states
Theorem 1. Let p be prime. Let K be a field of characteristic 0, x = (x1, . . . , xn) ∈
Kn such that xi /= 0 for all i and xi/xj is not a root of unity for all i /= j. Then
there exist integers 0 < e1 < e2 < · · · < en such that A(x, pe) /= 0, where pe =
(pe1 , . . . , pen).
This immediately implies
Corollary 2. Let K, x and p be as in the theorem. Then each of the sets{(
x
pe
1 , . . . , x
pe
n
) ∣∣∣ e  0} and {(xpe−11 , . . . , xpe−1n
) ∣∣∣ e  0}
spans Kn over K.
The method of proof is interesting. Our first instinct may be to embed K ′ :=
Q(x1, . . . , xn) in the complex numbers and use the absolute value. If the xi’s all
have different absolute values, the conclusion to Theorem 1 becomes easy to prove,
but this approach seems to fail in general. Instead, we will embed K ′ into Cp, the
completion of an algebraic closure of Qp and use the norm there. For facts about Cp,
see [2, Chapter III], (where Cp is called ). The other main ingredient of the proof
is a formula for the alternant due to Jacobi.
After the proof of Theorem 1 we will use it to prove a linear independence result
for certain Witt vectors in Theorem 6. We conclude with an application of this to
modular representations of finite groups. Namely, the Witt functor “pulls apart” rep-
resentations and turns them into sums of induced representations. See Corollary 7
for an exact statement.
First we prove Theorem 1. It is clear that A(x,m) is divisible by V (x) and we
denote the quotient by B(x,m). It is called a bi-alternant.
For integers n  1, j  0, define h(n)j (x) to be the complete homogeneous sym-
metric function of degree j in n variables. Thus, h(n)j (x) is the sum of the
(
n+j−1
n−1
)
products of the x1, . . . , xn taken j at a time, with unrestricted repetitions of the
variables. For example, h(3)3 (x) =
∑
x3i +
∑
x2i xj + x1x2x3. Note that h(n)j (1) =(
n+j−1
n−1
)
where 1 = (1, . . . , 1).
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A theorem of Jacobi [1, p. 116] says that if 0 = m1 < m2 < · · · < mn, then
B(x,m) is equal to the determinant of the n× n matrix

1 h1m2(x1) h
1
m3(x1) h
1
m4(x1) · · ·
0 h2m2−1(x1, x2) h
2
m3−1(x1, x2) h
2
m4−1(x1, x2) · · ·
0 h3m2−2(x1, x2, x3) h
3
m3−2(x1, x2, x3) h
3
m4−2(x1, x2, x3) · · ·
...
...
...
...
...

 .
Lemma 3. Let 1 = (1, . . . , 1) ∈ Zn and m = (m1, . . . , mn) with 0 = m1 < m2 <
· · · < mn. Set k!! = 1!2! · · · k!. Assume m2  n. Then
B(1,m) = 1
(n− 1)!!m2 · · ·mnV (m2, . . . , mn) /= 0.
Proof. By Jacobi’s theorem, B(1,m) is equal to the determinant of the following
matrix:

1
(
m2
0
) (
m3
0
) · · ·
0
(
m2
1
) (
m3
1
) · · ·
0
(
m2
2
) (
m3
2
) · · ·
...
...
...
...

 ,
which in turn equals 1
(n−1)!! times the determinant of

1 1 1 · · ·
0 m2 m3 · · ·
0 m2(m2 − 1) m3(m3 − 1) · · ·
0 m2(m2 − 1)(m2 − 2) m3(m3 − 1)(m3 − 2) · · ·
...
...
...
...


.
Adding multiples of rows above to those below, we find the determinant of this last
matrix to be m2 · · ·mnV (m2, . . . , mn). 
The field Cp has a unique absolute value which extends that of Qp, normalized
so that |p| = p−1. For any non-zero element a of Cp, we write ord a = r if |a| =
p−ord a . Thus, ord(p) = 1. There are logarithm and exponential functions given by
the usual convergent power series. Namely, log : Um → Ua and exp : Ua → Um,
where Ua denotes the open disc of radius p−1/(p−1) around 0 and Um denotes the
open disc of radius p−1/(p−1) around 1. On these domains, log and exp are inverses
of each other, see [2, pp. 81, 87].
Lemma 4
(a) Let θ ∈ Cp satisfy ord(1 − θ) > 0. Then for all integers f sufficiently large,
limf→∞ θp
f = 1.
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(b) Let θ ∈ Cp satisfy ord(1 − θ) > 1/(p − 1). Then for all integers f sufficiently
large, ord(1 − θpf ) = f + ord(log θ).
Proof
(a) This follows from the binomial theorem applied to (1 + (θ − 1)) plus the fact
that ord
(
pf
k
) = f − ord k.
(b) Set λ = log θ , so that 1 − θpf = 1 − exp(pf λ). Thus,
1 − θpf = −
∑
m1
(λpf )m
m! .
If we show that the first term in the series has ord strictly smaller than that of the other
terms, then because the absolute value is an ultrametric, ord(1 − θpf ) will equal the
ord of the first term, namely f + ord λ, which is what we want.
So let m > 1. If Sm denotes the sum of the p-adic digits of m, ord(m!) = m−Smp−1 .
Then
ord
(
(λpf )m
m!
)
= m(f + ord λ)− m− Sm
p − 1 .
Suppose f is large enough so that f + ord λ > 1. Then
f + ord λ < m(f + ord λ)− m− Sm
p − 1
if and only if
m− Sm
(m− 1)(p − 1) < f + ord λ.
But this is true because Sm  1, so that
m− Sm
(m− 1)(p − 1)  1. 
We turn now to the proof of Theorem 1. Without loss of generality, we can replace
K by Q(x1, . . . , xn) and embed the latter in Cp. So we may as well assume that
K = Cp. The theorem is true in dimension 1. By induction we can assume it is true
in dimensions less than n.
We must show that there exist 0 < e1 < e2 < · · · < en such that A(x, pe) /= 0,
where pe = (pe1 , . . . , pen).
First assume that |x1| = · · · = |xn|. Since A(x, pe) is homogeneous in x, we can
replace x by cx for any c ∈ C×p . So without loss of generality, |x1| = · · · = |xn| = 1.
Then for each i, xi = ωiθi where ωi is a pfi − 1th root of unity and θi = 1 + yi
with |yi | < 1. Without loss of generality, f1 = · · · = fn = f . For future reference
note that we can always replace f by a higher multiple of f .
Set q = pf . Then for each i and m  0, ωqmi = ωi . Powers of q are also powers
of p, so it is enough to show that A(x, qk1, . . . , qkn) /= 0 for some k1, . . . , kn. In
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det(xq
ki
j ), we can factor out ωj from each column. So without loss of generality,
ωj = 1 for all j and xj = 1 + yj with |yj | < 1. The fact that xj /xk is not a root of
unity if j /= k continues to hold.
Set zj (s) = xq
s
j for each j , so z(s) depends on s, its entries are pairwise distinct
and therefore V (z(s)) /= 0. Then
A(z(s), 1, q, . . . , qn−1) = A(x, qs, qs+1, . . . , qs+n−1).
So it is enough to show that for some s, A(z(s), 1, q, . . . , qn−1) /= 0.
Now choose q = pf large enough so that q − 1  n. By Lemma 4(a), as s
increases, z(s) tends to 1. Since it is continuous in z(s), B(z(s), 0, q − 1, . . . ,
qn−1 − 1) tends to B(1, 0, q − 1, . . . , qn−1 − 1) which is non-zero by Lemma 3.
On the other hand,
A(z(s), 1, q, . . . , qn−1) =
(∏
zj (s)
)
V (z(s))B(z(s), 0, q − 1, . . . , qn−1 − 1).
Of course
∏
zj (s) /= 0, and as already noted V (z(s)) /= 0. Putting this together with
the last paragraph, we see that if s is sufficiently large, A(z(s), 1, q, . . . , qn−1) /= 0
which implies what we wanted to prove.
Before doing the general case, we need another lemma.
Lemma 5. Fix x with all |xi | = 1 and let z(s) be given by zi = xq
s
i for each i. We
assume xi/xj is not a root of unity for all i /= j and that q − 1  n. Set
φ(s) = A(z(s), 1, q, . . . , qn−1).
(a) There is a constant κ /= 0 independent of x such that
lim
s→∞
|φ(s)|
|(∏ zj (s))V (z(s))| = |κ|.
(b) If w ∈ Cp, |w| < 1, and t ∈ Q then
lim
s→∞
|wqs |
|V (z(s))|t = 0.
Proof. We have already proved (a). As for (b), we have ordw > 0 so ord(wqs ) =
qsordw grows exponentially in s.
On the other hand,
ord(V (z(s)))=
∑
j>i
ord(zj (s)− zi(s))
=
∑
j>i
ord
(
x
qs
j − xq
s
i
) =∑
j>i
ord
(
1 − ψqsij
)
,
where ψij = xi/xj . We claim that for all i, j , ord(1 − ψq
s
ij ) grows at most linearly
in s. Then (b) follows.
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To prove the claim, fix i, j and let ψ = ψij . Any element of Cp with absolute
value 1, such as ψ , can be written in the form ψ = ωθ where ω is a root of unity
and |1 − θ | < 1. Replacing ψ with ψqf for some large f , we may assume that ω has
order prime to p.
First suppose that ω /= 1. Then ord(1 − ψqs ) = ord(ω−qs − θqs ). As s goes to
infinity, ω−qs runs through a finite number of values, none of them 1, while by
Lemma 4(a), θqs → 1. Hence, ord(1 − ψqs ) is bounded.
Now suppose ω = 1. Then by hypothesis,ψ /= 1. Replacingψ withψqf for some
large f , we may assume by Lemma 4(a) that ord(1 − ψ) < 1/(p − 1). The claim
then follows from Lemma 4(b). 
Returning to the proof of Theorem 1 in general case, we assume (without loss of
generality) that
|x1| < |x2| · · · < |xa| = |xa+1| = · · · = |xn| = 1.
We take the matrix whose determinant we are estimating and write it in block form,
according to the partition n = (a − 1)+ (n− a + 1):
M =
(
A B
C D
)
.
That is, the rows of M are of the form (xp
ei
1 , . . . , x
pei
n ) for some e1 < e2 · · · < en.
By induction on n, there exist e1 < e2 · · · < ea−1 such that detA /= 0. We apply
the first part of the proof to the variables xa, . . . , xn. Choosing f sufficiently large
and q = pf and zj (s) = xq
s
j , j = a, . . . , n as in that part of the proof, we take ei =
sf qi−a for i = a, . . . , n, so that detD = A(za(s), . . . , zn(s), 1, q, . . . , qn−a).
Let v(s) = V (za(s), . . . , zn(s)) and u = −1/(n− a + 1). Denote by v(s)u an
arbitrarily chosen (n− a + 1)th root of v(s)−1. Remember that |zj (s)| = 1 for j =
a, . . . , n. From Lemma 5(a), we see that det(v(s)uD) stays bounded away from 0
for s sufficiently large.
Finally, the entries of C are of the form wqs where |w| < 1 so the entries of
v(s)uC go to 0 by Lemma 5(b). Thus, the determinant of(
A B
v(s)uC v(s)uD
)
stays bounded away from 0 for s sufficiently large. Therefore, it is non-zero for some
s and the same is true of detM . This finishes the proof of Theorem 1.
We now apply Corollary 2 to prove a linear independence result for Witt vectors.
We follow the notation of Chapter II, Section 6 of [3]. If A is an integral domain
of characteristic p, W(A) denotes the ring of Witt vectors with coefficients in A.
It is an integral domain of characteristic 0. Elements of W(A) consist of infinite
sequences of elements of A, added and multiplied according to certain universal
polynomials. There is a canonical injective multiplicative (but not additive) map r :
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A→ W(A) that takes a to (a, 0, . . . , 0, . . .). There is also a canonical ring homo-
morphism (Frobenius) F : W(A)→ W(A) given by F(a0, a1, . . .) = (ap0 , ap1 , . . .).
The map that associates W(A) to A is a functor of rings. In particular, if F is a
finite field with q = pf elements and A is an F-algebra, then W(A) is a K-alge-
bra, where K = W(F) is the ring of integers in the unramified extension of Qp of
degree f .
Theorem 6. Let R be a finite index set, and for each g ∈ R, let vg ∈ A− {0}. Sup-
pose that vg/vh is not a root of unity in the fraction field of A for any g /= h in R.
Then {r(vg) | g ∈ R} is linearly independent over K.
Proof. Suppose we have ag ∈ K such that∑g∈R agr(vg) = 0. Applying Ff (which
fixes K pointwise) e times we get
0 =
∑
g∈R
agr(vg)
qe =
∑
g∈R
agr(vg)r(vg)
qe−1
for e = 0, 1, 2, . . .
For clarity, write xg = agr(vg) and λg = r(vg). Then we have the system of equa-
tions ∑
g∈R
λ
qe−1
g xg = 0
for e = 0, 1, 2, . . .
We view the λ’s as elements in the field of fractions of W(A). Claim: if g /=
h, λg/λh is not a root of unity. Indeed, suppose λmg = λmh for some m > 0. Then
r(vmg ) = r(vmh ). Since r is injective, we get vmg = vmh contra hypothesis.
It now follows from Corollary 2 that all the xg = 0. In other words, agr(vg) = 0
for all g ∈ R. But r(vg) /= 0 and W(A) is an integral domain, so ag = 0 for all
g ∈ R. 
As an example of the use of this theorem, let J be a finite group acting on the left
faithfully and F-linearly on a finite dimensional F-vector space V . Let A be the ring
of polynomial functions on V with the natural action of J . Since W is a functor, we
get a representation of J on the K-vector space W(A), such that jr(v) = r(jv) for
j ∈ J, v ∈ V .
Let v ∈ V , P ⊂ J the stabilizer of the line through v, χ : P → F the character so
that yv = χ(y)v for all y ∈ P . Then y(r(v)) = r(χ(y))r(v) in W(A). Denote the
character y → r(χ(y)) by W(χ).
Let I denote
Ind(P, J,W(χ)) = {f : J → K | f (xy) = W(χ)(y)−1f (x), y ∈ P, x ∈ J }.
It is a left K[J ]-module by (jf )(x) = f (j−1x).
Let R be a set of coset representatives for J/P . By Frobenius reciprocity, there
is a unique equivariant map of K[J ]-modules φ : I → W(A) that sends f to
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∑
g∈R f (g)(gr(v)). It does not depend on the choice of R. The image of φ is the
cyclic submodule of W(A) generated by r(v).
Corollary 7. With notation as above, φ is an isomorphism onto its image.
Proof. It suffices to prove that the set gr(v) = r(gv) as g runs over R is linearly
independent over K . By Theorem 6, all we have to check is that gv/hv is not a
root of unity for any g /= h. Suppose (gv)m = (hv)m for some m > 0. By unique
factorization in the polynomial ring A, we get that gv and hv span the same line in
V . Hence, h−1g stabilizes the line through v, thus is in P , and so g = h. 
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