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Studying the interaction of molecular nitrogen with extreme ultraviolet (XUV) radiation is of prime
importance to understand radiation-induced processes occurring in Earth’s upper atmosphere. In particular,
photoinduced dissociation dynamics involving excited states of N2þ leads to N and Nþ atomic species that
are relevant in atmospheric photochemical processes. However, tracking the relaxation dynamics of highly
excited states of N2þ is difficult to achieve, and its theoretical modeling is notoriously complex. Here, we
report on an experimental and theoretical investigation of the dissociation dynamics of N2þ induced by
isolated attosecond XUV pulses in combination with few-optical-cycle near-infrared/visible (NIR/VIS)
pulses. The momentum distribution of the produced Nþ fragments is measured as a function of pump-probe
delay with subfemtosecond resolution using a velocity map imaging spectrometer. The time-dependent
measurements reveal the presence of NIR/VIS-induced transitions between N2þ states together with an
interference pattern that carries the signature of the potential energy curves activated by the XUV pulse. We
show that the subfemtosecond characterization of the interference pattern is essential for a semiquantitative
determination of the repulsive part of these curves.
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I. INTRODUCTION
Molecular nitrogen is the most abundant species in
Earth’s atmosphere and is one of the major constituents
of the upper atmospheres of Jupiter, Saturn, and its moon
Titan [1]. Ionized nitrogen molecules as well as ionic and
neutral nitrogen atoms have been shown to be a crucial
ingredient in the formation of prebiotic molecules (such as
HCN, CH3CN, or C2N2) found in Titan’s atmosphere
[2–4]. In Earth’s upper atmosphere the extreme ultraviolet
(XUV) spectral region of solar radiation is mostly attenu-
ated by the presence of N2 [5], which absorbs the XUV
radiation and inevitably leads to ionization and dissociation
of the molecule via adiabatic and nonadiabatic relaxation of
highly excited electronic states. Thus, the investigation of
the ultrafast dissociative mechanisms leading to the pro-
duction of N atoms and Nþ ions is of prime importance for
understanding the radiative-transfer processes. However,
the experimental study of the N2þ ultrafast relaxation
dynamics from excited states is not trivial and its theoretical
description is particularly challenging due to the important
role of electronic correlations in such excited multielectron
states. This is a common feature for most many-electron
diatomic and polyatomic molecules.
In the past few years, attosecond technology has provided
very powerful tools for studying and controlling the ultrafast
electronic processes occurring in a molecule after sudden
removal of an electron by the absorption of high-energy
photons [6–10]. As the electronic density is responsible for
bond formation and bond breaking, attosecond control of
electronic motion should ultimately open the possibility to
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control photochemical reactions. Photoionization by XUV
attosecond pulses produces a coherent superposition of
many excited states of the remaining cation, thus inducing
charge oscillations that can ultimately lead to charge
localization on a particular molecular site [11–13]. By
probing the system with a second ultrashort pulse, one
can in principle follow the inducedmolecular dynamicswith
attosecond time resolution and potentially extract informa-
tion on the potential energy surfaces involved in the process.
Because of the limited photon flux provided by
XUV sources, a typical attosecond experiment exploits
the combination of a XUV attosecond pulse (the pump)
with an intense, carrier-envelope-phase-controlled, few-
femtosecond infrared (IR) pulse (the probe). This is usually
combined with detection of charged photofragments (elec-
trons or ions) by using different techniques. In particular, ion
momentum imaging has been successfully used to measure
charge localization in H2 and D2 following photoionization
by isolated attosecond pulses [8]. After this experiment,
there have been only a few attempts to apply this technique
to more complex systems. Among them, attosecond pulse
trains in combination with IR pulses have been applied to
study an autoionization process in N2 [14], as well as the
dissociative dynamics [15] and the vibrational motion in the
binding potentials [16] of ionized O2. A similar approach
exploiting narrow band XUV radiation has been used to
investigate autoionization in O2 [17], as well as the creation
of highly excited states in N2 [18]. Dissociative ionization of
N2 was further studied in a recent work applying
femtosecond time-resolved photoelectron and photoion
spectroscopy using a tabletop XUV time-compensating
monochromator [19]. The major drawback of using atto-
second pulse trains is the reduced temporal resolution
associated with recursive excitation events. Recently, iso-
lated attosecond pulses have been used to trigger the electron
dynamics in a biologically relevant molecule, namely, the
amino acid phenylalanine, and the subsequent charge
dynamics has been probed on a few femtosecond time scale
with sub-4-fs IR pulses [10]. However, due to the complex-
ity of the system, the dynamics induced by the IR probe
could not be totally understood. Attosecond control of the
electron dynamics occurring in small molecules such as D2
[20] andCO [21] has also been achieved by usingwaveform-
controlled few-optical-cycle infrared pulses. In this case the
ionization step occurs in a nonperturbative multiphoton
regime that can be driven only at high peak intensities
(typically 1013 W=cm2), thus potentially affecting the shape
of the potential energy curves (PECs) of the unperturbed
molecular system.
For many-electron molecules, strongly correlated elec-
tronic states involving the excitation of multiple electrons
contribute to the observed molecular dynamics. Therefore,
a precise description of the potential energy curves and
couplings that includes all the electrons of the system is
required. While this is generally difficult, the simulation of
molecular dynamics initiated by attosecond pulses is
furthermore challenging because the large bandwidth of
the attosecond pulses implies that many PECs need to be
included in the time-dependent treatment. As a conse-
quence, the investigation of electronic and nuclear dynam-
ics following ionization of (even small) molecules by
attosecond pulses is only in its infancy.
In this work, we present a combined experimental and
theoretical study of dissociative ionization of molecular
nitrogen induced by isolated attosecond XUV pump pulses
in combination with few-femtosecond near-infrared/visible
(NIR/VIS) probe pulses. The attosecond temporal resolu-
tion provided by our experimental approach has allowed us
to observe (i) the depletion of a quasibound state of N2þ
occurring 8 fs after ionization by the XUV pulse, which is
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FIG. 1. Potential energy curves of the ground state of N2 (black curve) and the relevant electronic states of N2þ (gray curves): the most
relevant electronic states in the ionization process with Σg symmetry, namely, the X2Σg, the F2Σg, and the 32Σg states, are shown in
purple, red, and green lines, respectively. Left: Relative initial populations of the X2Σg, the F2Σg, and the 32Σg states. Right: Measured
XUV spectrum.
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understood in terms of a resonant single-photon transition,
and (ii) a subcycle modulation of the Nþ yield, induced by
interference between different dissociative paths. We show
that the time versus energy dependence of this oscillatory
pattern carries the signature of the PECs associated with the
N2þ excited states created by the XUV pulse, thus
providing a direct mapping of the molecular dissociation
dynamics and a crucial benchmark for theory.
II. RESULTS
Isolated attosecond pulses with a photon energy in the
range 16–50 eV and a pulse duration of 300 as are used to
ionize, through single-photon transitions, N2 molecules.
Figure 1 shows the PECs of the ground state of N2 and the
relevant electronic states of N2þ: as can be seen from this
figure, the broad bandwidth of the XUV pulse is respon-
sible for the excitation of the molecules to a manifold of
electronic states of N2þ. Among these excited states, the
most relevant ionization channels with Σg symmetry are the
X2Σg, the F2Σg, and the 32Σg states, which are reported in
the same figure in purple, red, and green, respectively (see
Sec. V for more details). We measure the angular-resolved
momentum distribution of the Nþ fragments, resulting
from the dissociative ionization by the XUV pulses, by
using a velocity map imaging spectrometer [22]. The
charge fragments are projected by a strong electric field
onto a microchannel plate followed by a phosphor screen,
and the Nþ fragments are isolated by using a time-of-flight
gated acquisition. A two-dimensional projection of the
momentum distribution of the ions is measured, and the
three-dimensional momentum distribution is retrieved by
using a Legendre-polynomials-based inverse Abel trans-
form. Figure 2(a) shows the kinetic energy spectrum of the
Nþ ions, obtained by integration of the momentum over a
narrow angular range around the laser polarization axis. A
strong peak around 1 eV and a band peaked around 2.5 eV
can be observed in the kinetic energy spectrum: the former
(hereafter called F band) can be associated with direct
dissociation from the F2Σg state [14,23], while the latter
can be assigned to dissociation from a manifold of excited
states of N2þ including the 32Σg state.
In order to probe the XUV-induced dissociation dynam-
ics, we use properly delayed 4-fs NIR/VIS probe pulses
with a peak intensity of 8 × 1012 W=cm2 (see Sec. V for
more details). The presence of the NIR/VIS pulse signifi-
cantly alters the kinetic energy spectrum, as can be seen in
the time-dependent measurement reported in Fig. 2(b). At
zero time delay between pump and probe pulses (identified
by monitoring the ponderomotive streaking in the photo-
electron spectrum [24]), a sudden increase of the kinetic
energy is visible [with respect to the XUV-only case orFIG. 2. (a) Nþ kinetic energy spectrum obtained by integrating
the retrieved 3D momentum distribution (inset) within 20° around
the laser polarization axis (white dashed line). (b) Nþ kinetic
energy spectra as a function of the delay between the XUV pump
pulse and the NIR/VIS probe pulse.
FIG. 3. (a) Time-dependent Nþ kinetic energy spectra acquired
within the pump-probe delay interval 5–16 fs. (b) Nþ yield
integrated in a 0.3-eV-wide energy band around 0.8 eV (black
curve), 1.6 eV (blue curve), 1.9 eV (red curve), and 2.2 eV (green
curve). An arbitrary offset has been added to the curves for better
visualization.
FIG. 4. Theoretical Nþ kinetic energy spectrum (black dashed
line) and the partial contributions of groups of states leading to
the different dissociation channels (in increasing order of energy
of the dissociative limit: magenta, red, green, blue). The inset
shows the time evolution of the initial wave packet ultimately
resulting in the given kinetic energy spectrum.
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negative time delays in Fig. 2(b)] due to two-color ioniza-
tion. Moreover, a clear depletion of the F band accom-
panied by the appearance of a band extending up to 2.5 eV
can be observed around 8 fs after the zero time delay.
Figure 3(a) shows a zoom of the pump-probe dynamics
in the temporal window between 5 and 16 fs. A clear
subcycle modulation of the ion yield is visible, with a
periodicity of 1.22 0.05 fs. Two important observations
are obtained from the experimental data: (i) the periodic
modulation of the ion yield is present in a temporal window
where pump and probe pulses do not overlap, and (ii) the
phase of the oscillations displays a kinetic energy depend-
ence, as clearly shown in Fig. 3(b), which results in a tilt of
the fringes (negative slope compared with vertical fringes)
as a function of the time delay. The subcycle modulation of
the Nþ ion yield is a clear signature of quantum interference
between different dissociative paths. To understand the role
of the manifold of electronic excited states in the features
observed in the pump-probe delay scan, a detailed theo-
retical analysis is required.
To this end we develop a sophisticated theoretical
modeling: the time-dependent Schrödinger equation is
solved using a basis set of 616 electronic states of N2þ
taking into account the coupling by the NIR/VIS laser
pulse. Autoionizing states are neglected in the present
calculations. The initial wave function amplitudes in the
cation are calculated using an ionization model based on
Dyson orbitals (see Sec. V for more details). Figure 4
shows the theoretical kinetic energy spectrum (black
dashed line) obtained by considering only the interaction
with the XUV pulse. As in the experimental case
[Fig. 2(a)], the theoretical kinetic energy spectrum exhibits
a very intense band between 0 and 1.5 eV and a much
weaker band between 2 and 4 eV. The intensity of the latter
band is significantly underestimated by theory, since this
band results mainly from population of highly excited
states of N2þ [19] and of dissociative channels of N22þ not
included in the present calculations. As can be observed in
this figure, there are only two groups of states that
significantly contribute to the lower band, namely, those
leading to Nð2DÞ þ Nþð3PÞ and Nð2PÞ þ Nþð3PÞ, while
practically all dissociative ionization channels included in
our calculations contribute to the upper band. The relative
dissociation ionization yields, integrated over kinetic
energy, are given in Eq. (1). As can be seen, neutral atomic
nitrogen is mainly produced in the 2D state, but there is also
a significant probability of producing neutral nitrogen in
the 2P state (14%). Similarly, Nþ is mainly produced in the
ground 3P state, but there is also a certain probability to
find it in the 1D excited state (8.5%):
N2þ⟶
8><
>:
Nð4SÞ þ Nþð3PÞ 0%
Nð2DÞ þ Nþð3PÞ 77.1%
Nð2PÞ þ Nþð3PÞ 14.0%
Nð2DÞ þ Nþð1DÞ 8.5%
: ð1Þ
The results of the calculations in the presence of the NIR/
VIS pulse are shown in Fig. 5(a): the main features
FIG. 5. (a) Time-dependent Nþ kinetic energy spectra calcu-
lated by including all states within the pump-probe delay interval
5–16 fs. (b) Nþ yield integrated over a 0.3-eV-wide energy band
around 0.8 eV (black curve), 1.6 eV (blue curve), 1.9 eV (red
curve), and 2.2 eV (green curve). An arbitrary offset has been
added to the curves for better visualization.
FIG. 6. Oscillatory pattern obtained after subtraction of a fifth-order polynomial fitting curve to filter out the slow dynamics in both the
experimental (a) and the theoretical (b) data around 0.8 eV (black curve), 1.6 eV (blue curve), 1.9 eV (red curve), and 2.2 eV (green
curve). (c) Fourier transform power spectrum of the experimental curve (red line) and the theoretical curve (black line) around 2.2 eV.
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observed in the experiment are clearly present. In particular,
we observe a depletion of the F band around 0.9 eV for time
delays between approximately 6 and 16 fs. This is accom-
panied by a quick modulation of the signal with the same tilt
present in the experimental data [Fig. 5(b)]. As previously
mentioned, our theoretical approach is not equipped to
describe the dynamics of the energy band at 2–4 eV.
For better visualization of the subcycle dynamics,
Figs. 6(a) and 6(b) report the experimental and theoretical
oscillatory patterns left after subtraction of a fifth-order
polynomial fit of the slowly varying background. As is
observed in these figures, there is a very good agreement
between theory and experiment, which is also confirmed by
the presence of a clear peak at 0.8 PHz in the Fourier
transform of the calculated oscillatory pattern around
2.2 eV, very close to the measured one at 0.82
0.1 PHz [Fig. 6(c)]. Moreover, the simulated oscillations
carry the same phase as the experimentally observed
oscillations, indicating that the tilt of the fringes is perfectly
reproduced by the numerical calculations.
III. DISCUSSION
Having obtained a fairly accurate theoretical result, we
identify a smaller subset of PECs capable of reproducing
the main structures found in the full simulation. This subset
is shown in Fig. 7 and it is composed by the two
dissociative states F2Σg and 32Σg described above, which
carry relatively high initial populations, and by the C2Σu
and 52Σu states. Figure 8(a) shows the time-dependent Nþ
kinetic energy spectra calculated within the four-state
model: from the comparison between this figure and
Fig. 5(a), one can see that there is a qualitatively good
agreement between the full calculation and the model. This
smaller subset of states has allowed us to identify a simple
physical mechanism that explains the main features
observed in the experiment. The proposed mechanism is
summarized in Fig. 7 and suggests the following inter-
pretation: the strong depletion of the F band observed
about 8 fs after zero time delay is due to two resonant
single-photon transitions that transfer population to two
different states, namely, laser-induced population transfer
from the F2Σg state to the 52Σu state and from the F2Σg
state to the C2Σu state (double-headed black arrows). The
measured delay of 8 fs represents the time required by the
nuclear wave packet (NWP) to reach the internuclear
distance at which the single-photon transition from the
F2Σg state to the C2Σu state can occur. The fringes, on
the other hand, are the result of two-photon transition from
the F2Σg state to the 32Σg state using the 52Σu state as a
virtual intermediate state (magenta single-headed arrows),
which interferes with the initial population of the 32Σg
state. In order to better visualize these physical processes,
Fig. 8(b) shows the time-dependent kinetic energy spectra
calculated for each individual state of this model after
subtraction of the kinetic energy spectrum obtained without
probe pulse. An increase and a reduction of the time-
dependent population of each state are represented in red
and blue, respectively. The bottom left-hand panel eviden-
ces the presence of a strong depletion of the F2Σg state.
Corresponding emerging populations can be observed in
the 52Σu channel (top right-hand panel) and in the C2Σu
channel (bottom right-hand panel) at ca. 11 and 8 fs,
respectively. Interference, on the other hand, occurs exclu-
sively in the 32Σg channel, which can be clearly observed as
red and blue fringes in the top left-hand panel.
In our approach, the XUV pulse leads to a coherent
superposition of different N2þ electronic states in which the
corresponding nuclear wave packets are identical (in other
words, the initial nuclear velocity distribution is the same in
all electronic states). As these NWPs evolve in different
electronic states (in this case the 32Σg state and the F2Σg
state), they follow different paths and the accumulated
phases are different. Thus, when two of these wave packets
reach an internuclear distance at which absorption of two
NIR/VIS photons from the F2Σg state to the 32Σg state is
favorable (striped area in Fig. 7), the difference in the
accumulated phases leads to interferences, which appear in
the form of fringes in the kinetic energy distribution. The
tilt of the fringes is due to the fact that NWP components
with higher kinetic energies arrive earlier to the region of
internuclear distances in which the two-photon transition
occurs, thus leading to an interference pattern shifted at
earlier times. This interpretation can be verified by artifi-
cially modifying the gradient of, e.g., the 32Σg potential
energy curve, since this will change the kinetic energy
FIG. 7. PECs with schematic depiction of initial populations
shortly after ionization. Red transparent area: Franck-Condon
region. Black striped area: region with significant population
transfer between the 32Σg and F2Σg state for time delays where
the interference is observed. The magenta single-headed arrows
depict the two-photon process populating the 32Σg state using the
52Σu state as a virtual intermediate state. The black double-
headed arrows show points of resonant single-photon transitions.
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components of the corresponding NWP. Figure 9 shows a
set of artificially constructed potentials for the 32Σg state
together with the corresponding interference patterns:
steeper gradients lead to an increase in the tilt, due to
the larger contribution of high-energy components in the
NWP, while flatter gradients lead to the opposite trend. In
both cases, extreme gradients result in a destruction of the
fringes’s pattern. Therefore, the slope of the fringes is
directly linked to the slope of the PECs of the molecular
cation that are activated by the XUV pulse.
Finally, in view of the accuracy of the theoretical model
to reproduce the observed sub-femtosecond IR-induced
dynamics, one can safely assume that the values of the
dissociative ionization yields presented in Eq. (1) are also
accurate. In existing literature, e.g., on the modeling of
nitrogen reactivity in Titan’s atmosphere [3] or on the
attenuation of XUV light in Earth’s upper atmosphere [5], it
is generally assumed that dissociation of N2þ excited states
below 35 eV leads to N and Nþ products through the
reaction N2þ → Nð2DÞ þ Nþð3PÞ. However, as Eq. (1)
FIG. 8. Time-dependent Nþ kinetic energy (KE) spectra calculated (a) within the four-state model and (b) for each individual state of
this model. To clearly show the effect of the probe pulse, the KE spectrum corresponding to a calculation without probe pulse is
subtracted from each of the panels reported in (b).
FIG. 9. (a)–(g) Time-dependent Nþ kinetic energy spectra corresponding to the set of gradients of the 32Σg state displayed in the
bottom right-hand panel [(d) corresponds to the unaltered 32Σg state]. As in Fig. 3(b), the results of a reference calculation without the
probe pulse are subtracted.
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shows, almost 23% of dissociation events lead to states not
accessible through this channel. This implies that a realistic
modeling of nitrogen chemistry in planetary atmospheres
should also incorporate the presence of nitrogen atoms or
ions in various excited states, which are likely to have a
different reactivity.
IV. CONCLUSIONS
In summary, we use attosecond time-resolved velocity
map imaging spectroscopy to access the dissociative
ionization dynamics of molecular nitrogen with extremely
high temporal resolution. We demonstrate the possibility
to control the dissociative process initiated by isolated
attosecond XUV pulses by using synchronized few-
optical-cycle NIR/VIS pulses and two key contributions
are presented. First, two channels allowing for resonant
single-photon absorption are identified and the time
required by the wave packet to reach the internuclear
distance at which the resonant transition occurs is
measured. Second, by measuring a subcycle oscillatory
pattern outside the time overlapping region between the
XUV and the NIR/VIS pulses we are able to identify an
interference mechanism between two dissociative paths.
We demonstrate that this quantum interference carries the
signature of the PECs involved in the dissociative
process. This important result indicates that our technique
can be exploited to obtain crucial information on the
repulsive part of the PECs which, in contrast to potential
wells [25], cannot be easily characterized by other
spectroscopic techniques. The high temporal resolution
provided by our experimental approach is revealed to be
essential to uniquely assign the XUV-induced dissociative
dynamics of molecular nitrogen to specific PECs and to
benchmark a complex theoretical model. Within this
model we are able to predict the production of various
excited N and Nþ atomic species in significant amounts.
This possibility has not been considered in previous
works, e.g., in the modeling of nitrogen chemistry in
planetary atmospheres; however, it should certainly con-
vey significant changes in the rates at which N and Nþ
react to form more complex molecules.
The methodology introduced in this work is expected to
be applicable to other small molecules, for which the
energy separation between the excited electronic states of
the corresponding molecular cation often matches the
energy of one or two NIR photons, thus leading to
interference patterns that will carry crucial information
on the repulsive part of the PECs. Small molecules are an
important observatory tool for understanding the photo-
chemical processes triggered by the interaction with
high-energy photons; the presented approach allows one
to obtain insightful understanding of the earliest stages
of the molecular dynamics immediately following
photoexposure.
V. METHODS
A. Experimental setup
NIR/VIS pulses with 4-fs duration, 2.5-mJ energy, and a
residual single-shot carrier-envelope-phase fluctuation of
∼200 mrad (rms) are obtained by hollow-core fiber com-
pression of 25-fs duration, 6-mJ energy, and 1-kHz
repetition rate pulses [26]. The ultrabroadband spectrum
of the NIR/VIS pulses is reported in Fig. 10(b): the
spectrum displays a strong blueshift due to ionization in
the hollow-core fiber. The NIR/VIS beam is divided into
two parts using a beam splitter with 50% reflection.
A scheme of the interferometric setup is shown in
Fig. 10(a). The transmitted beam is focused by a spherical
mirror with 1-m radius of curvature into a pulsed argon gas
jet operating at 1-kHz repetition rate to produce XUV
radiation by high-order harmonic generation. Isolated
attosecond pulses, with energy of several hundred pico-
joules, and a continuous spectrum extending up to 50 eV
are produced by employing the polarization gating tech-
nique [27]. A 100-nm-thick aluminium filter is used to filter
out the fundamental radiation and the energy region of the
spectrum below 16 eV. The frequency-resolved optical
gating technique for complete reconstruction of attosecond
bursts [28] is implemented to measure an XUV pulse
duration of 300 as. The spectrum of the XUV radiation is
characterized by using a high-resolution flat-field soft-
x-ray spectrometer consisting of a grating, followed by
microchannel plates (MCP), a phosphor screen, and a CCD
camera [29]; a typical XUV spectrum is shown in
Fig. 10(c). The remaining part of the NIR/VIS beam is
properly delayed with attosecond resolution by using a
piezoelectric translation stage and then collinearly recom-
bined with the XUV beam by using a drilled mirror. Both
beams are collinearly focused by a gold-coated toroidal
mirror into a pulsed N2 gas jet operating at 1 kHz and
integrated in the repeller electrode of a velocity map
imaging spectrometer [30]. Nþ ions resulting from the
two-color dissociation are projected by an electrostatic
lens into a two-dimensional detector consisting of a stack of
75-mm-diameter MCP and a phosphor screen. The signal is
recorded by a CCD camera (1000 × 1000 pixels) and
working in a full read-out mode with a repetition rate of
15 frames per second. The Nþ fragments are selected by
applying a 150-ns-wide gate to the MCP assembly. The
NIR/VIS intensity is adjusted in order to avoid production
of Nþ fragments in the presence of the NIR/VIS pulse only
and it is estimated to be 8 × 1012 W=cm2.
B. Theory
In order to simulate the dynamics of the N2þ molecular
ion in the presence of the IR laser pulse, the time-dependent
Schrödinger equation is solved by using a split-operator
technique [31–33] in combination with fast-Fourier tech-
niques [34]. In this methodology, the nuclear wave packet
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is discretized on a grid of internuclear distances and the
propagation of the wave packet is performed on a set of
coupled electronic states (including nonadiabatic and
dipole couplings) calculated on the same grid. These
electronic states of N2þ are modeled at ab initio level
using SA-CASSCF (state average complete active space
SCF) methodology with the cc-pVQZ basis set [35], where
the orbitals are divided into inactive (always doubly
occupied) and active ones (full CI). In the case at hand,
nine electrons are considered in an active space comprising
the 2p and 2s atomic orbitals, i.e., CAS(9,10). Since the
calculations are performed with symmetry constraints, two
separate sets of orbitals are optimized. Both sets of orbitals
are calculated using a state average of 13 states, covering
the four lowest dissociation limits. The first set includes the
Σg andΔg states, whereas the second set is composed of the
Σu and Δu states. Figure 11 shows the corresponding
adiabatic PECs. Avoided crossings between these states can
be clearly observed. In order to simulate the dynamics, it is
crucial to include an accurate description of nonadiabatic
effects between all possible electronic states. This is
unfeasible in practice when a large number of adiabatic
states exhibiting sharp avoided crossings are involved. The
other alternative, namely, obtaining a diabatic representa-
tion from a large set of states, is also difficult, since such a
procedure is often plagued by ambiguities in the couplings
[36]. To circumvent these problems, we develop the
original approach described below.
To include nonadiabatic effects, the calculated adiabatic
PECs are transformed into quasidiabatic states by creating a
complete basis set of electronic states in the CAS space. We
use, for all internuclear distances, the CI vector resulting
from the CASSCF calculations performed at the equilib-
rium geometry of the N2 molecule, where diabatic and
adiabatic states are forced to be the same. Having elimi-
nated variations in the CI vectors, the electronic structure
undergoes only small changes with changing internuclear
distance, thereby providing a nearly perfectly diabatic set of
FIG. 10. (a) Scheme of the experimental setup. In the figure, BS is used for Beam Splitter, FS wedges is used for Fused Silica wedges,
PG plates is used for Polarization Gating plates and VMIS is used for Velocity Map Imaging Spectrometer. Acquired spectrum of the
NIR/VIS (b) and XUV (c) pulses.
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PECs (insets of Fig. 11). Since none of the potential
couplings between the states can be neglected across the
grid, it is indispensable to simulate the dynamics with the
complete basis set thus obtained. This effectively limits
the utility of this method to systems whose active space is
small enough to still allow for propagation. In the case at
hand we are left with 616 electronic states (308 for each
symmetry). Finally, to obtain the dipole couplings, both
sets of orbitals are biorthonormalized. All CASSCF CI
calculations are performed using the MOLCAS 8.0 suite of
programs [37,38]. The initial nuclear wave packet is
created assuming an instantaneous ionization by the XUV
laser pulse. It has been evaluated by projecting the ground
state vibrational wave function of N2 onto the calculated
N2þ electronic states. The ionization amplitudes associated
with the latter electronic states are obtained from the first-
order perturbation theory expression,
cα;kðt ¼ 0Þ ¼ −
i
ℏ
Z
DαðrÞμˆðrÞΨelk ðrÞdr; ð2Þ
where Ψel is the wave function of the ejected electron, μ is
the dipole operator, and Dα is the k Dyson orbital between
the ground electronic state of N2 and the corresponding α
electronic state of the cation N2þ at the N2 equilibrium
internuclear distance [39,40]. The Dyson orbital is evalu-
ated using the above adiabatic electronic states previously
calculated in the cation and a similar CASSCF description
of the ground state of the neutral N2 molecule. To account
for the fact that in the experiment the ionized fragments are
recorded along the internuclear axis (z axis), the dipole
moment in Eq. (2) is considered in that direction only.
Finally, Ψel is modeled by using Coulomb functions with k
chosen so that only electrons with energy compatible with
the bandwidth of the XUV pulse are considered. For each k,
angular momenta l ¼ 1; 3; 5 with ml ¼ 0 are included.
Autoionizing states are neglected in the present calcula-
tions. The only autoionizing state that can be significantly
populated due to one-photon absorption lies at 17.58 eV
[41], that is, in between the first and the second ionization
thresholds (14.72 and 28.06 eV, respectively). Therefore, it
can only decay to the nondissociative ground state of N2þ
and thus is expected to barely contribute to the dissociative
ionization channel. Oscillator strengths for all the other
autoionizing states, which can decay to N2þ dissociative
states, are very small in comparison with those for direct
ionization.
The potential energy curves, used in the simulations, are
computed with symmetries given by the point group D2h,
the largest subgroup of the group D∞h, describing the
symmetry properties of N2, available in MOLCAS. Initial
populations are calculated as explained above for states of
symmetry Ag of D2h (corresponding to Σg and Δg of D∞h).
Specifically, after ionization by the XUV pulse, the states
X2Σg, F2Σg, and 32Σg are found to carry real relative initial
amplitudes 0.973, −0.173, and 0.106, respectively. A laser
pulse polarized along the internuclear axis couples Ag states
to B1u states (corresponding to Σu and Δu of D∞h).
Figure 11 shows the PECs of these symmetries. The states
are shown in their adiabatic as well as quasidiabatic
representations. Propagating the initial state on the qua-
siadiabatic PECs (of Fig. 11) in the absence of a probe
pulse yields the kinetic energy spectrum displayed in Fig. 4.
This propagation serves as an example as well as a
reference to investigate how a probe pulse at different time
delays affects the kinetic energy spectrum. Given the
absence of a probe pulse there can be no population
transfer between states of different symmetries. Figure 4
thus shows the kinetic energy spectra of the dissociative
channels in the Σg symmetry (colored lines) as well as their
sum (black line). Two bands are clearly visible, at approx-
imately 1 and 3 eV, respectively. The inset explicitly shows
FIG. 11. Potential energy curves of symmetries including 2Σg (left) and 2Σu (right) electronic states. The main panels show the
adiabatic states whose orbitals are optimized and the insets show the diabatic states used for propagation, including also some higher
lying states (faint lines) obtained with the method outlined in Sec. V.
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the nuclear wave packet evolving in position space during
the propagation. The dissociating parts of the wave packet
can easily be identified and assigned to the peaks in the
kinetic energy spectrum. All propagations in this work are
run on a grid of 1024 points with grid spacings of 1.66 ×
10−2 a:u: The wave function is evolved forward in time by
increments of 1 a.u. for a total of 8192 a.u. (≈200 fs). For
nuclear separations greater than 14 bohr the molecule is
considered dissociated, and thus the kinetic energy spectra
are calculated at this point. Any part of the wave function
beyond this point is removed from the system by a complex
absorber to avoid spurious reflections. In order to allow for
efficient propagations in view of the large (616) number of
potentials, a Lanczos algorithm is implemented to circum-
vent the explicit diagonalization of large matrices where
possible.
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