I. INTRODUCTION
Deterministic chaos has an intriguing characteristic that definite deterministic dynamics produces erratic and long-term unpredictable behavior [1] , [2] . Understanding of deterministic chaos has greatly progressed in the past 25 years, although the possibility of chaotic dynamics was demonstrated mathematically at least 100 years ago by Hadamard and Poincaré [3] . It is now well known that chaotic phenomena exist ubiquitously in both real-world nonlinear systems and mathematical models.
Chaotic dynamical systems have many interesting properties, such as nonperiodic and complex temporal behavior, sensitive dependence on initial conditions or the so-called butterfly effect, fractal structure, and long-term unpredictability. Moreover, chaos has many potentially useful functions. For example, Conrad discussed that chaos can be used, with respect to adaptability theory and complex biological systems, for such functions as search with Manuscript received June 14, 2001 ; revised November 14, 2001 . This work was supported in part by the Ministry of Education, Science, and Culture of Japan under Grant 08 279 103 and Grant 12 208 004.
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Publisher Item Identifier S 0018-9219(02) 05237-4. diversity generation, defense with diversity preservation, maintenance with disentrainment processes, and dissipation of disturbance [4] . Here, possible functional roles of chaos are explored, especially from the engineering standpoint.
II. CHAOS ENGINEERING IN JAPAN
Although not very popular, nonlinear dynamics has been steadily studied in the field of engineering in Japan for a fairly long time. In 1961, for example, Yoshisuke Ueda in the School of Electrical Engineering at Kyoto University found a strange attractor in the Duffing-Van der Pol mixed type equation, which he calls "the broken-egg chaotic attractor" [5] , [6] . The impact of chaos on engineering is now well recognized because the concepts of deterministic chaos are greatly influencing such basic theories of engineering as prediction, control, computation, and information [7] - [9] . "Chaos engineering," defined as the generic study of theoretical and technological foundations for possible applications of deterministic chaos, fractals, and complex systems, has a history of research in Japan [5] , [8] , [10] - [15] .
Chaos engineering has yielded many applications in various engineering fields. One very promising application is that of nonlinear time series analysis [16] - [19] to complex time series data from real-world systems. Examples of this analysis include constructing predictive models for time series data of temperatures in industrial blast furnaces [20] , of daily peak loads in utility power systems [21] , and of Japanese vowel sounds [22] - [24] , and analyzing irregular and complicated roll motion of a flooded ship [25] .
The most salient applications of chaos engineering in Japan may be found in consumer products for household appliances such as kerosene fan heaters, dishwashers, air conditioners, and microwave ovens. Chaotic fluctuations generated by chaotic dynamical systems are used for controlling the temperature of kerosene fan heaters and the direction of air flow of air conditioners, both of which provide -like fluctuations to produce a comfortable indoor environment for users [8] , [14] , [15] . Intermittent chaotic dynamics that models the temperature fluctuations of charcoal fire is also used to control power for the thawing function of microwave ovens [26] . Chaos engineering also has been successfully applied to dishwashers [8] , [15] , [27] , [28] . By changing the conventional one-link nozzle structure to a two-link one, movement of the nozzle becomes chaotic. The chaotic loci of water jet holes in the two-link dishwasher cover a wider area more evenly and produce better washing performance than periodic loci in the conventional one-link dishwasher.
These practical applications of chaos engineering are interesting, but more fundamental research in chaos engineering is vital because influences of chaos on basic engineering should be profound and essential. In this paper, the possible impact of chaos on computation is considered with respect to biological information processing in the brain and to parallel distributed processing in artificial neural networks. In particular, information processing with spatio-temporal neurochaos is explored toward realization of a new kind of brain-like analog computing system related to spatio-temporal nonlinear dynamics in the brain.
III. CHAOS IN ELECTRICAL AND ELECTRONIC CIRCUITS
Before considering chaos in neural systems, let us take a look at chaos in electrical and electronic circuits. Chaos in these circuits is an area of active research in chaos engineering because reliable, nonlinear electrical and electronic circuit elements are readily available. Fig. 1 shows a typical example of a nonlinear element, or a diode.
In 1927, Van der Pol and Van der Mark heard chaotic noise in an electrical system composed of a neon glow lamp, a resistor, a variable condenser, and dc and ac power sources [29] . Since then, chaos in many electrical and electronic circuits, such as Chua's circuit and Shinriki's circuit, has been found both experimentally and numerically (for examples, see [30] , [31] ). These studies showed that chaos can be easily and reproducibly generated in nonlinear electrical and electronic circuits, especially when forced by periodic inputs like those of ac power sources. The implication is that chaotic dynamics of mathematical models can be implemented as real-world systems by using electrical and electronic circuits. I will return to this topic in Section VIII.
IV. CHAOS IN NERVE MEMBRANES
The brain is a typical example of a complex system composed of constituent elements, the biological neurons. Neurons have been modeled theoretically as simplified processing elements for artificial neural computing. For example, the first mathematical model of a neuron by McCulloch and Pitts was a logical model with discrete 0 or 1 outputs [32] . However, the behavior of real neurons has been electrophysiologically examined and found to be much more dynamic than that of the conventional simple neuron models. Hodgkin and Huxley showed that nonlinear dynamical characteristics of nerve membranes can be understood with a model of an equivalent electrical circuit composed of nonlinear and temporally varying conductances and for sodium and potassium, respectively, as shown in Fig. 2 and that the dynamics can be mathematically described by complicated differential equations [33] . In fact, the Hodgkin-Huxley equations [33] can well represent nonlinear excitable dynamics with a threshold peculiar to nerve membranes. Moreover, such nonlinear excitable dynamics generates various attractors including strange attractors and their different bifurcations to chaos, i.e., period-doubling bifurcations, type I and III intermittency, and collapse of a two-dimensional torus corresponding to a quasi-periodic oscillation under certain conditions [34] . Rich nonlinear phenomena have been actually observed in nerve membranes both experimentally with squid giant axons [34] - [37] and other neurons [38] - [40] and numerically with the Hodgkin-Huxley equations [41] - [44] , the FitzHugh-Nagumo equations [45] , [46] , and other nerve equations [47] , [48] . An example of chaotic oscillation in the forced Hodgkin-Huxley equations is shown in Fig. 3 . Examples of periodic response and chaotic response to periodically stimulating pulses, which are experimentally observed in squid giant axons at the resting state, are shown in Figs. 4 and 5.
These experimental and theoretical studies demonstrated that biological neurons have chaotic nonlinear dynamics, which cannot be modeled by simple linear threshold neurons like the McCulloch-Pitts model. In the real brain, chaotic excitable dynamics of this type may generate various spatio-temporal nonlinear phenomena on the level of neural networks composed of mutually connected neurons. Some experimental evidence does, indeed, suggest the existence of deterministic neurochaos in neural systems [49] - [54] .
V. MODEL OF CHAOTIC NEURAL NETWORKS
Unlike the simple behavior of the conventional neuron models such as the McCulloch-Pitts model, real biological neurons operate far more dynamically. Although such dynamical behavior, including deterministic chaos electrophysiologically observed in squid giant axons, can be well de- scribed with ordinary differential nerve equations like the Hodgkin-Huxley equations [33] and the FitzHugh-Nagumo equations [45] , [46] , these nerve models of ordinary differential equations are too complicated to be used for analysis of large-scale neural networks.
To explore chaotic network dynamics with parallel distributed processing capability, a simple model of chaotic neural networks is proposed to describe spatio-temporal chaos in neural networks composed of neurons with their own chaotic dynamics such as that electrophysiologically demonstrated in squid giant axons [42] , [55] - [57] . This model is based on the Caianiello neuronic equation [58] and the Nagumo-Sato model [59] .
Caianiello's neuronic equation is given as follows [58] : (1) where, for the th constituent neuron of a neural network, is the output with discrete values of 0 and 1, is a discrete time step is the number of the constituent neurons, is the Heaviside output function (see below), represents a postsynaptic effect of a spike from the th neuron after time units, represents a memory effect like refractoriness by firing of the th neuron itself after time units, and is the threshold. The Heaviside function is a unit step function defined as follows (see Fig. 6 ):
To describe the chaotic response of a single neuron experimentally observed in squid giant axons and to construct a neural network model, we consider some physiological properties of biological neurons: relative refractoriness and its accumulation [59] , a continuous stimulus-response curve inherent in excitable dynamics of nerve membranes [43] , [45] , [60] , and spatio-temporal summation of both external inputs from neurons outside the network and feedback inputs from other constituent neurons inside the network.
On the basis of the above properties, the dynamics of the th chaotic neuron integrated in a chaotic neural network with constituent neurons is generally represented as follows (see Fig. 7 ) [42] , [55] - [57] : (3) where, for the th chaotic neuron, is the output with a continuous value between 0 and 1 at discrete time is the continuous output function which is usually assumed to be the logistic function with the steepness parameter (see Fig. 8 ); the following formulation is also valid even if is nonmonotonic or nondifferentiable, is the number of external neurons connecting to the th neuron, is the input from the th external neuron at discrete time and are synaptic weights from the th external neuron and from the th constituent neuron, respectively, , and are the decay factors for the external inputs, the feedback inputs, and the refractoriness, respectively is the refractory function usually assumed to be the identity for the sake of simplicity, and and are the refractory scaling parameter and resting threshold, respectively.
Equation (3) can be simplified to the following simultaneous equations assuming that the spatio-temporal input effects and the refractory effect decay exponentially with time in the forms of , and [42] , [55] - [57] (4) (5) (6) where , and are internal state variables for: 1) the external inputs from the neurons outside the network; 2) the feedback inputs from the constituent neurons inside the network; and 3) the refractoriness, respectively;
. The output of the th chaotic neuron is calculated with the internal states as . In a simple case where all of the decay factors , and take the same value , (4)-(6) are reduced to the following equation [56] by defining the single internal variable by :
The dynamics of a single neuron receiving temporally constant input, which corresponds to the experimental condition in which chaotic response to periodic pulses was electrophysiologically observed in squid giant axons, can be described by the following one-dimensional map [56] : (8) where is the bias including the threshold and the temporally constant input, and the output is obtained by . The shape of the chaotic neuron map, which is bimodal and similar to return plots of the experimental data of squid giant axons [43] , [61] is shown in Fig. 9 . Fig. 10(a) and (b) are examples of periodic response and chaotic response in the chaotic neuron map, respectively. Fig. 11 shows response characteristics of (a) the bifurcation diagram of the internal state , (b) the average firing rate , and (c) the Lyapunov exponent when the value of the bifurcation parameter in (8) is changed from 0 to 1. Here, the average firing rate and the Lyapunov exponent are defined as follows: (9) (10) 
VI. SPATIO-TEMPORAL DYNAMICS OF CHAOTIC NEURAL NETWORKS
The model of chaotic neural networks described by (4)-(6) can represent, by adjusting the values of the parameters, many conventional discrete-time neural networks like logical networks composed of the McCulloch-Pitts neurons [32] and multilayer neural networks composed of analog neurons that are widely used for backpropagation learning [62] , [63] . Thus, with this chaotic neural network model, chaotic dynamics can be naturally introduced into typical discrete-time neural network models to study possible computational roles of spatio-temporal chaos in artificial and biological information processing by comparing the computational characteristics of the chaotic neural networks with those of the conventional neural networks [42] , [56] . When applied to associative memory networks that have been intensively studied in the field of artificial neurocomputing [64] - [66] , for example, dynamical association with concatenation of stored patterns is realized by a chaotic neural network, whereas a conventional associative network simply converges to a static stored pattern, in the basin of which the initial state is included [57] . The dynamics of chaotic neural networks are actually complex but can be computationally functional. Spatio-temporal chaos is generated on the level of neural networks through mutual interactions with synaptic connections among chaotic neurons. It should be noted that hierarchical feedback exists between microscopic chaos on the level of single neurons and macroscopic spatio-temporal chaos on the level of the global neural network. In other words, whereas the spatio-temporal neurochaos as a whole is dynamically self-organized by interaction among chaotic neurons, the behavior of each chaotic neuron is simultaneously affected by the dynamics of the whole network due to its characteristic sensitivity on the initial conditions.
The spatio-temporal neurodynamics can produce an interesting strange attractor that the network state keeps moving around in the phase space of the network without getting stuck and stopping at fixed points. This property is in striking contrast with conventional gradient descent neurodynamics, which usually converges to local minima of a computational energy function (see Fig. 12 ) [67] . In fact, the chaotic neural network can escape from any fixed point with some firing neurons by a destabilizing effect of refractoriness because any neurons of the network cannot keep firing, due to arbitrarily large increase with time of accumulated refractoriness or self-recurrent inhibition when the decay factor in (6) is sufficiently close to 1 [57] . However, mutual interaction among neurons through feedback connections can provide a stabilizing effect, which makes a network state attracted to fixed points from some directions in the state space if synaptic connections are appropriately determined as in associative memory networks [64] - [66] . Namely, chaotic dynamics is characterized by both the stabilizing effect due to feedback inputs and the destabilizing effect due to refractoriness or self-recurrent inhibition, as illustrated in Fig. 13 . As stated already, this characteristic can be applied to dynamical association of spatio-temporal patterns, which dynamically concatenate spatial patterns stored with synaptic weights in the form of the correlation matrix in associative memory neural networks [42] , [57] . It is mathematically shown that hierarchical structure, or lattice structure among invariant subspaces, exists in the state space of the chaotic neural network with spatio-temporal associative dynamics [68] . This kind of spatio-temporal neurochaos in chaotic neural networks may be related to a nonlinear phenomenon, called chaotic itinerancy, peculiar to high-dimensional dynamical systems [69] - [72] . It should be noted that other interesting network models composed of chaotic elements have also been proposed for possible information processing [70] , [73] - [75] .
VII. CHAOTIC NEURAL NETWORKS AND COMBINATORIAL OPTIMIZATION
Combinatorial optimization problems including NP-hard problems such as traveling salesman problems (TSP) and quadratic assignment problems (QAP) are promising applications of chaotic neural networks [73] , [76] - [83] . This is because many practically important problems of combinatorial optimization exist in engineering, and chaotic neurodynamics can be an efficient heuristic method for such problems.
An example of a spatio-temporally chaotic pattern in a chaotic neural network applied to a toy problem of a ten-city TSP [67] is shown in Fig. 14 . It is theoretically proven that the nonlinear dynamics of chaotic neural networks in some parameter set has a fully developed strange attractor with globally searching capability [81] , [82] . Good optimization performance, however, is usually achieved in a boundary region of periodic dynamics and fully developed chaotic dynamics; this is similar to the concept of the "edge of chaos" [84] . The relation between global optimization rates among 100 randomly chosen initial conditions and the Lyapunov dimension on the ten-city TSP is shown in Fig. 15 . Here, the Lyapunov dimension is defined as follows: (11) where are the Lyapunov exponents, and is a natural number satisfying the following condition: (12) In practical applications of combinatorial optimization, it may be useful to combine chaotic neurodynamics with heuristic algorithm which high efficiency has already been well confirmed. To examine such possibility of improving optimization performance, chaotic neural networks have been modified specially for several NP-hard problems. For example, it is shown that combination of chaotic neurodynamics with the 2-opt algorithm, that is well known to be very effective for TSP, realizes high performance for larger size problems compared with usual chaotic neural networks [78] . Further, an extended model of a chaotic neural network is proposed to include both effects of the chaotic dynamical search and the exponential tabu search for QAP; this chaotic tabu search method exhibited better performance than the conventional and exponential tabu searches [83] .
It is possible to harness or tame a chaotic neural network to converge to a fixed point if convergence is indispensable. This may be important because fully chaotic neurodynamics escapes even from global minima in combinatorial optimization problems because of the destabilizing effect. For the purpose of harnessing chaos, a kind of deterministic simulated annealing with transient chaos, or chaotic simulated annealing, was proposed and shown to work to some extent [76] , [77] . The algorithm is derived by extending the original chaotic neural network to a transiently chaotic neural network by introducing an additional variable representing dynamical change of the refractory strength or the self-feedback connection weight [76] , [77] . A more sophisticated adaptive annealing scheme is also considered for practical applications, where the network dynamics is changed from chaotic to convergent and vice versa by adjusting some parameters [85] . In an example of adaptive annealing, we store two values on a cost function for an optimization problem: an estimated lower bound , an example of which is the Held-Karp lower bound for TSP [86] , and the best cost so far obtained. The basic state of the network is set to be fully chaotic with globally searching capability [81] , [82] . If the chaotic dynamics finds a state achieving a cost better than during chaotic searching, then the network dynamics is changed to force convergence and attain a local minimum state including the state with in its basin. The cost of such a local minimum will be adopted as a newly updated value of , and the network dynamics will be reset to behave chaotically for further searching. This procedure will be repeated until a value of comes close enough to the value of . These chaotic neural networks have been applied to several real-world problems of combinatorial optimization. One example is a maintenance scheduling problem for generators in a practical power system with 117 generators belonging to 40 power plants [76] . The problem is to level the reserve margins throughout 52 weeks where the reserve margin is defined by the rate of the generating capacity reserve to the load, while satisfying two constraint conditions that each generator should be maintained during the specified periods and that generators belonging to the same power plant should not be maintained simultaneously in the same period. The minimal reserve margin of 24.2% was obtained by a chaotic neural network with 2384 neurons [76] . Another example is a lighting design problem, which is to design an interior lighting with a required illuminance distribution by optimizing the arrangement and the types of multiple light sources with different luminous intensity distributions [87] . A chaotic neural network was constructed to minimize the difference between the illuminance values at some positions in a three-dimensional space specified by a user and those obtained by calculating both direct and indirect lighting from six, 12, and 24 light sources [87] .
VIII. ANALOG IC CHIPS OF CHAOTIC NEURAL NETWORKS
The contemporary IT society is supported by computers. Almost all computers existing in the world today are "digital" computers. The wide use of digital computers has occurred merely one-half century following development in the 1940s of the first electronic computers such as ENIAC, EDSAC, and EDVAC. The rapid progress and widespread use of digital computers are probably due to the firm mathematical principle of the Turing machine and the remarkable development of digital integrated circuit technologies. Limitations of digital computing, however, are becoming apparent. One limitation can be ascribed to the hardware architecture based on the synchronous system design that is adopted in most present digital computers. The extremely rapid advances in speed and integration of the synchronous digital hardware is beginning to make manifest the problems of delay for signal propagation in chips and consumption of electrical power, which result from the design of the synchronous very large scale integration (VLSI) systems; for settlement of the problem, development of asynchronous VLSI systems is now in progress [88] .
The existence of another fundamental problem in digital computation, that is the digital uncomputability of deterministic chaos, has also been clarified by an advance in our understanding of chaotic dynamics. Complexity inherent in deterministic chaos is generated by unstable dynamics from the complexity of real numbers in the initial condition. This complexity is read out successively with time as typically demonstrated with the symbolic dynamics of the Bernoulli shift map and the logistic map. It should be noted, however, that almost all real numbers cannot be computed exactly by digital computers, or Turing machines, because the set of algorithms and that of real numbers are countably infinite and uncountably infinite, respectively. The latter is much larger than the former. Furthermore, because conditions for pseudo-orbit tracing properties [89] , [90] are not proved in many chaotic systems, accurate numerical calculations for long-term behavior of chaotic solutions by digital computers cannot be guaranteed. These problems have motivated us to study chaotic neurodynamics and implement chaotic neural network models directly by analog circuits with potentially continuous voltage and current. In fact, real nerve membranes can be understood as chaotic analog devices, which are represented by the nonlinear analog circuit shown in Fig. 2 . The excitable analog circuit of nerve membranes dynamically produces chaotic behavior superimposed by inevitable thermal noise and channel noise. Analog hardware devices can generate deterministic chaos with noise directly by their own dynamics. This is a new kind of deterministic chaos implementation principle that is entirely different from the numerical implementation with digital computers.
It is one of the important characteristics of deterministic chaos that many simple nonlinear systems such as, for example, the logistic map with one variable and just quadratic nonlinearity, generate very complex behavior. The nonlinear properties of these chaotic systems can be easily and directly implemented by simple analog hardware. In other words, it is possible to implement deterministic chaos artificially by, e.g., analog electronic circuits according to this alternative approach to chaos, which is different from numerically algorithmic realization of chaos with digital computers. Especially, because the equations of the chaotic neural networks are also simple enough, they are easily implemented by various analog electronic circuits [91] - [97] . For example, Figs. 16 and 17 show a chaotic neuron circuit which implements the chaotic neuron model of (4)-(6) by a switched-capacitor (SC) IC technique and an analog IC chip photomicrograph with five SC chaotic neurons fabricated with the MOSIS HP 0.5 m CMOS process [98] . Figs. 18 and 19 show a chaotic neuron map and its bifurcation diagram of an analog chaos IC chip, respectively. It should be noted that there exist many other excellent works on electronic neuron circuits with chaotic dynamics such as connecting biological and electronic neurons [99] , IC implementation of chaotic piecewise-linear maps including the chaotic neuron [91] , [100] and IC implementation of Freeman's model of the olfactory system [101] .
IX. CONCLUSION
The results of our physiological experiments on the chaotic response of squid giant axons were obtained by forcing nerve membranes periodically, either in the resting state or in the self-sustained oscillatory state [34] - [37] . The important implication here is that the single neurons can respond chaotically even if the input is simply periodic. Since biological neurons receive much more complex spatio-temporal inputs in real neural networks in vivo, their behavior should be more dynamical and complicated than that in well-controlled experiments in vitro. Therefore, for more realistic modeling of biological brain dynamics, it is important to consider asynchronous rather than synchronous [as with (4)- (6)] spatio-temporal neurodynamics because generation and propagation of action potentials, which are believed to be carriers of information in the brain, are asynchronous in real neural networks. Actually, it is not difficult to extend the model of chaotic neural networks with synchronous updating presented in this paper to an asynchronous version with continuous, or analog, interspike intervals between action potentials [102] , [103] . It should also be noted that various interesting models of neural networks, which generate chaos by network dynamics rather than by connecting chaotic elements, are proposed [54] , [71] , [72] , [104] - [107] .
Asynchronous chaotic neural networks produce a variety of spatio-temporal neurodynamics with many possible functions [108] - [113] . Moreover, a new kind of chaos as spatiotemporal point-process with spatio-temporal spikes [110] has been numerically observed in asynchronous chaotic neural networks composed of coincidence detector neurons [114] , [115] .
The synchronous and asynchronous models of chaotic neural networks may provide engineering techniques for a new kind of parallel distributed processing with analog and asynchronous computations that are complementary to digital and synchronous computations of the present digital computers. Moreover, although nonlinear spatio-temporal dynamics was discussed with respect to neural network models in the brain in this paper, existence of interesting network dynamics has been also reported with respect to biological genetic systems [116] - [120] . It is an important future problem to consider nonlinear spatio-temporal dynamics in genetic systems from the engineering standpoint. 
