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 An MILP model developed for life cycle optimisation of electricity supply up to 2060.
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A multi-period mixed-integer linear programming model has been developed to help explore future
pathways for electricity supply where costs and carbon reduction are a priority. The model follows a life
cycle approach and can optimise on costs and on a number of environmental objectives. To illustrate the
application, the model has been optimised on two objectives: whole system costs and global warming
potential (GWP) using the UK as an example. Four different scenarios have been considered up to
2060, each assuming different electricity demand and carbon reduction targets. When optimising on sys-
tem costs, they range from £156.6 bn for the least carbon-constrained scenario with moderate increase in
electricity demand to £269.9 bn for the scenario with high demand and requiring 100% decarbonisation
of electricity supply by 2035. In optimisation on GWP, negative carbon emissions are achieved in all
scenarios, ranging from 0.5 to 1.28 Gt CO2 eq. over the period, owing to biomass carbon capture
and storage. Optimising on the GWP also reduces signiﬁcantly other environmental impacts at costs com-
parable to optimised costs. This research shows that meeting carbon targets will require careful planning
and consideration of objectives other than costs alone to ensure that optimal rather than suboptimal
solutions are found for a more sustainable electricity supply.
 2014 The Authors. Published by Elsevier Ltd. This is anopenaccess article under the CCBY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/3.0/).1. Introduction
With the growing global energy demand, our dependence on
fossil fuels and related climate change issues, the need to decarbo-
nise and diversify energy supply is becoming ever more pressing.
For example, over the past 10 years, global energy consumption
grew by 2.6% annually and 87% of the total (primary) energy
demand was met by fossil fuels [1]. Security of energy supply
and climate change concerns have made decarbonisation of energy
supply a priority for many countries. Achieving these goals will
require consideration of many different factors and above all,
careful planning.Energy planning models are useful tools for complex decision
making as they can help identify ‘best’ solutions that satisfy a
plethora of often disparate constraints. There are many different
methods and models that can be used for these purposes (for clas-
siﬁcation, see e.g., [2]). We focus here on optimisation methods and
in particular on mixed integer linear programming (MILP) which
has been used for planning problems in a wide range of applica-
tions. For example, MILP was employed to study transmission
expansion planning with energy generation located in Sri Lanka
[3]. The authors dealt with the criticalities in transmission net-
works to propose a least cost expansion-planning model whilst
line outage distribution factors were used to calculate directly
power ﬂows under contingency conditions. To overcome the
nonlinearities of the system, a new state enumeration was imple-
mented to allow a MILP formulation. Likewise, the generation
Nomenclature
Objective functions
Z1 total system costs over the planning horizon up to 2060
Z2,e environmental impacts
Variables
B total life cycle environmental burden
b environmental burden from a process/technology
C capacity
CC capital costs
CF capacity factor
CO2 carbon emissions
CTotal maximum total capacity
D energy demand
DC decommissioning costs
DF discount factor
DR discount rate
E electricity generated
e potency factor of an environmental burden
FC fuel costs
I imported electricity
IC imported electricity costs
LCOE levelised costs of electricity
OC operating and maintenance costs
r ratio of maximum capacity demand to average demand
RC carbon capture and storage (CCS) costs
U CCS retroﬁt capacity
x mass or energy ﬂow
y decision to build power plant or not (1, 0)
z decision to add CCS or not (1, 0)
k proportion of capacity ﬁtted with CCS
s construction time lag
f lower and upper bounds for new capacity construction
Subscripts
e environmental impact
i technology type
j fuel type
l process
m environmental burden
n lifetime of technology
p number of continuous variables
q number of integer and/or binary variables
t year
Sets
F fossil fuels
R renewables
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planning horizon was investigated [4] using monthly time steps
to minimise total discounted costs with CO2 considerations. Kolt-
saklis et al. [5] also developed a MILP model for the optimal
long-term energy planning of the Greek power generation system
where the spatial interactions of power transfer between neigh-
bouring geographical zones were considered alongside plant loca-
tion and energy transfer under carbon constraints. The latter were
also considered in MILP models of energy infrastructure problems
over a multi-year period developed by Hashim et al. [6] and Sirikit-
puttisak et al. [7]. Furthermore, a multi-period nonlinear capacity
model up to 2050 was developed for China [8]. The model sought
to identify the least costly pathway in securing electricity supply
taking into account many possible life cycle events in capacity
planning through the construction, retroﬁtting and eventual
decommissioning. Also based in China, a study by Zhu et al. [9]
applied an MILP model for planning municipal energy systems in
Beijing.
To our knowledge there are no MILP models that consider
simultaneously life cycle costs and a range of life cycle environ-
mental impacts. A recent work by Rentizelas and Georgakellos
[10], while taking a life cycle approach, did not use MILP but linear
programming, which was applied to plan generation capacity in
Greece up to 2050. Furthermore, the authors considered environ-
mental impacts related only to air pollution, assigning them a
monetary value to estimate the externalities from electricity gen-
eration. The optimisation was performed on the cost objective
function which incorporated the aggregated costs of the environ-
mental damage from air pollution. In addition to large uncertain-
ties of the estimates of externalities, which are highly dependent
on the assumptions, particularly for future periods [11], a further
disadvantage of such an approach is that the aggregation of eco-
nomic costs and environmental impacts obscures their trade-offs
– while costs may drive decision making, understanding how
cost-optimal solutions affect different environmental impacts and
vice versa can help decision makers to make more-informed and,
therefore, better decisions.Thecurrentworkgoesbeyondprevious researchbyRentizelas and
Georgakellos [10] and others in several respects. First, a MILP multi-
period model up to 2060 has been developed that can optimise elec-
tricity supply on both life cycle costs and environmental impacts,
allowing for their trade-offs to be explored. Secondly, the model
incorporates full life cycle assessment (LCA), enabling optimisation
on 12 environmental impacts. The LCA considers the whole life cycle
of electricity technologies, from construction and operation, to retro-
ﬁtting and decommissioning. Finally, theMILP is combinedwith sce-
nario analysis to help identify a range of optimum solutions and the
trade-offs between costs and environmental impacts.
The MILP model is described in the next section. Its application
is illustrated in Section 3, using the electricity supply system in the
UK as an example. This section also provides a description of four
illustrative scenarios developed for the purposes of this research
to examine the implications of different electricity demand and
carbon reduction targets. Section 3 also details the assumptions
for the following technologies considered in the study: fossil-fuel
and biomass plants with and without carbon capture and storage
(CCS), nuclear, wind, solar photovoltaics (PV), hydro and marine
plants. The results are presented and discussed in Section 4 and a
sensitivity analysis in Section 5. Finally, the conclusions of the
study are given in Section 6.2. The MILP optimisation problem
The MILP model developed in this work enables optimisation
based on either economic cost or environmental objective func-
tions. Both environmental impacts and economic costs are esti-
mated on a life cycle basis considering the life stages for each
technology as outlined in Fig. 1. Microsoft Excel premium solver
V10.5 and the linear programming engine have been used for
solving the optimisation model applying the branch and bound
method. In total, the model contains 3400 variables and 9376 con-
straints of which 1510 are binary. The model is described in more
detail below.
Fig. 1. The life cycle of electricity technologies (adapted from [12]).
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minimise f ðx; yÞ
s:t: hðx; yÞ ¼ b
gðx; yÞ 6 0
x 2 Rp
y 2 Zq
where f is an objective function; h(x, y) and g(x, y) constitute
the equality and inequality constraints, respectively; x are the pcontinuous and y the q integer and/or binary variables. The
following sections provide details on the MILP model deﬁned in
this work, starting with the objective functions and followed by
the constraints.
2.1. Objective functions
As mentioned above, two types of objectives are considered:
economic costs and environmental impacts. The economic function
Z1 is deﬁned as the total system costs arising in the life cycles of
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is deﬁned as follows:
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where CC represents the capital cost of a technology with a capacity
C. OC and FC are operating and maintenance and fuel costs, respec-
tively, related to the unit of electricity generated E. Additional RC
costs are incurred for retroﬁtting carbon capture and storage
(CCS) to gas, coal and biomass power plants with retroﬁt capacity
CRet. Decommissioning costs DC are incurred at the end of life of
each technology. The ﬁnal cost component in Eq. (1) is cost IC of
imported electricity E. The subscript i refers to technology type, j
to fuel type and t to time. Note that fuel type j in Eq. (1) and in some
other equations further below exists only for those technologies
that use fuel (coal, gas, nuclear and biomass) and these technologies
belong to set F; the others that do not require fuel (hydro, wind and
solar PV) belong to set R.
Each cost component in Eq. (1) is discounted by multiplying
with the discounting factor DF and using a 10% discount rate DR,
typically applied in energy studies [13]. The discounting factor is
estimated as follows:
DF ¼ 1ð1þ DRÞt ð2Þ
In addition to the total system costs, the levelised costs of elec-
tricity LCOE have been calculated for each technology using the
variables in Eqs. (1) and (2) as follows:
where n is the life time of the technology. Note that the same sub-
scripts for technology and fuel type apply in Eq. (3) as in Eq. (1) but
have been omitted for simplicity.LCOE ¼
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ð3ÞThe environmental objective functions Z2;e minimise the cumu-
lative life cycle environmental impacts over the entire life cycle of
electricity technologies. They are deﬁned as [14]:
Z2;e ¼
X
i
X
t
Bmiteem ð4Þ
where B is a life cycle environmental burden m of technology i in
the time period t, representing material and energy use as well as
emissions to air, water and land. The potency factor e represents
the potential of each environmental burden m to cause a certain
impact e – for example, the potency factor of nitrous oxide (N2O)
is 298 kg CO2 eq./kg N2O indicating that it has a 298 times higherpotential per unit of gas to cause climate change than carbon
dioxide.
The environmental burdens are deﬁned as [14]:
Bmit ¼
X
l
bmlxl ð5Þ
where b is the burden m from a process l and xl is the mass or
energy ﬂow related to that process.
The life cycle environmental burdens and impacts are estimated
using life cycle assessment (LCA) [15,16] following the CML 2001
impact assessment method [17]. In total, 12 impact categories
are included in the model: depletion of fossil fuels and elements,
acidiﬁcation, eutrophication, global warming, human toxicity,
health impacts from radiation, freshwater, marine and terrestrial
ecotoxicity, ozone layer depletion and photochemical smog [17].
The LCA data have been sourced from Stamford and Azapagic
[12], Kouloumpis et al. [18], the NEEDS [19] and the Ecoinvent
databases [20]. Note that for biomass CCS only the data for
global warming potential have been available. In the absence of
further data, it has been assumed that all other impacts are equiv-
alent to those of conventional biomass. This means that the envi-
ronmental impacts of this technology may be either over or
underestimated and this should be borne in mind when interpret-
ing the results.
Optimisation can be performed on each environmental objec-
tive in turn, during which other environmental impacts as well
as total life cycle costs are calculated. Similarly, when the system
is optimised on the cost objective, the environmental impacts are
calculated. As discussed in Section 4, this enables the decision-
maker to identify any trade-offs between the costs and environ-
mental impacts, helping to make more informed decisions. The
following sections give more details on the constraints.
2.2. Satisfying demand
To meet electricity demand and safeguard the security of
supply, the supply must be equal to or exceed the demand. For this,
the capacity margin (reserve capacity) needs to be adequate to
account for maintenance downtimes, capacity factors of different
technologies and peak demand during the day. To satisfy
these requirements, there must be sufﬁcient supply to match
demand Dt at time t, observing daily, seasonal and annual
ﬂuctuations:X
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t
Eit P Dt 8i;8j;8t ð6ÞIn Eq. (6), the electricity generated, E, takes into account the
capacity factor CFij for each power plant as follows:
Eijt ¼ CFijCijðtþsÞ 8i;8j;8t ð7Þ
where s is a time lag related to construction of power plants
dictating when the capacity is operational. A further constraint
accounts for the required capacity:X
i2F
X
j
X
t
Cijt þ
X
i2R
X
t
Cit P C
Total
t 8i;8j;8t ð8Þ
where CTotalt represents the maximum total capacity deﬁned as:
CTotalt ¼ Dt  r  1:2 ð9Þ
Table 1
Summary of electricity demand and carbon targets in the four scenarios.
Scenario Description Year Demand
(TWh)
Demand change
relative to 2011
(%)
Direct carbona
emissions (Mt CO2
eq./year)
Direct carbona
emissions (g CO2
eq./kWh)
Direct carbon emission
reduction relative to
1990b (%)
Reference 2011 353.4 – 145.3 –
A Limited action is taken to reduce carbon
emissions
2020 336.5 5.0 178.1 529 12.5
2035 376.7 6.2 148.0 393 27.3
2050 407.9 13.4 74.6 183 63.3
2060 431.8 18.2 59.0 137 71.0
B Carbon reductions are in line with UK
national targets, with a low electricity
demand
2020 352.3 0.3 148.8 422 26.9
2035 383.9 7.9 21.6 56 89.4
2050 535.1 34.0 0.2 0 99.9
2060 509.4 30.6 0.2 0 99.9
C Same emission targets as B but with a
much higher electricity demand
2020 409.7 13.7 142.3 347 30.1
2035 891.0 60.3 43.3 49 78.7
2050 1099.8 67.9 0.9 1 99.6
2060 1144.6 69.1 1.0 1 99.5
D Emissions reduced at the rate required to
stabilise global temperature increase at
2 C; electricity demand similar to that
of B
2020 408.8 13.6 70.7 173 65.3
2035 499.4 29.2 0.2 0 99.9
2050 455.2 22.4 0.2 0 99.9
2060 422.3 16.3 0.2 0 99.9
a Direct emissions refer to CO2 emissions at the point of electricity generation (i.e., from burning fuels to generated electricity) as opposed to life cycle emissions which
encompass the whole life cycle of electricity generation, from extraction of fuels and raw materials to the ﬁnal disposal of power plants.
b The reference year for carbon emission reductions in the UK is 1990.
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time t by the ratio r of maximum demand to the average demand
observed in previous years and the capacity margin, here assumed
to be 20%.
2.3. Carbon limits and CCS
Annual carbon targets CO2 limit set for each scenario (see Table 1)
deﬁne the carbon constraint in the model as follows:X
i2F
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j
X
t
CO2ijEijt 6 CO2 limit 8i;8j;8t ð10Þ
with CO2ij representing direct CO2 emissions (at the point of elec-
tricity generation) from technology i and fuel type j expressed per
unit of electricity E. In order to meet a carbon reduction target, a
fossil-fuel or biomass technology may require CCS for a certain
proportion of total power plant capacity. If CCS is required, the
left-hand side of Eq. (10) is expanded to give:X
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The variable k introduces nonlinearity into the MILP. Treating
the problem linearly and expanding Eq. (11) gives (see Appendix
for details):X
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X
i
X
j
X
t
Uijt P 0 8i;8j;8t ð12Þ
where Uijt is equal to kijt  Cijt and cannot be greater than the total
capacity of the plant. An additional constraint is also necessary to
specify an upper and lower capacity Cmin/max that is feasible to ﬁt
with CCS:
Cminzijt 6 Uijt 6 Cmaxzijt 8i;8j;8t ð13Þ
with the binary variable zijt representing the decision to add CCS or
not.
2.4. New build capacity
The model needs further constraints such as what is feasible to
construct in any given year and a total capacity of a particular
source of electricity that can exist on the grid. For these purposes,an upper annual capacity limit has been speciﬁed that dictates how
much of a particular technology can be constructed:
Cminyijt 6 Cijt 6 Cmaxyijt 8i;8j;8t ð14Þ
with the binary variable yijt signifying the decision to construct a
new plant or not.
To avoid over-penetration of any one technology and ensure
grid balancing while meeting the electricity demand, the
maximum penetration fmax of any new-build technology has been
set at 30% and deﬁned as follows:X
i2F
X
j
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Enewijt þ
X
i2R
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t
Enewit 6 fmax;itDt 8i;8j;8t ð15Þ
Different penetration levels are explored through a sensitivity
analysis in Section 5.3. Application of the MILP model
To illustrate the application of the MILP model described in the
previous section, four scenarios have been developed based on the
UK conditions; however, the MILP model is generic and can be
applied to any country or region with different carbon targets,
costs and environmental impact data. The scenarios are described
below, followed by the assumptions for the technologies
considered in the scenarios.
3.1. Scenarios
Scenario analysis is used to construct a framework and provide
inputs into the optimisation model. Unlike forecasting or backcast-
ing, scenario analysis does not aim to predict the future but instead
looks at different possible futures.
Four scenarios – A, B, C and D – up to 2060 have been formu-
lated assuming different electricity demands and carbon reduction
targets (see Table 1 and Fig. 2). All the scenarios are driven by the
need to reduce CO2 emissions as this is one of the main energy
policy drivers in the UK: the country has a legal obligation to
reduce its carbon emissions by 34% by 2020 and 80% by 2050 on
1990 levels [21,22]. Given that 2050 is the target year for carbon
reductions, the reduction targets in the scenarios relate to this
Table 2
Assumptions for different electricity technologies.
Technology Capacity Capacity factora (%) Efﬁciency (%) Constr. period (years) Operational lifetime (years)
Nuclearb 1 GW 60/85 37 7 60
Coal with CCSc 500 MW 66 36 4 40
Gas with/without CCSd 400 MW 66 50/59 4 45
Biomass with/without CCSe 500 MW 50 28/34 4 40
Wind (onshore) 1.6 MW 27 – 2 25
Wind (offshore) 3 MW 30 – 2 25
Hydro (run-of-river) <5 MW 37 – 5 100
Solar PVf 3 kWp 8.6 – 1 25
Marineg 7 MW 46 – 2 25
a Capacity factor: power output as a percentage of the maximum possible output.
b Current: advanced gas-cooled reactors (AGR) and pressurised water reactors (PWR). New build: European pressurised reactor (EPR) and Westinghouse AP1000. The
average capacity factor of current plants is 60% [29]; the capacity factor of future plants assumed at 85%. No nuclear fuel reprocessing is considered.
c Current: pulverised coal. New build: supercritical coal with post-combustion carbon capture and storage (CCS).
d Current and new build: combined cycle gas turbine (CCGT) with post-combustion CCS.
e Current and new build: straw-ﬁred plant with post-combustion CCS.
f Current and new build: roof-mounted, current mix of panel types, UK insolation (750 kWh/kWp year).
g No current installations. New build: Wave Dragon [30].
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Fig. 2. Electricity demand and direct carbon emissions for the scenarios up to 2060 (direct carbon emissions refer to CO2 emissions at the point of electricity generation).
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environmental implications beyond the carbon-reduction target year.
Meeting theUK carbon targetswill require a complete decarbon-
isation of the electricity system (at the point of generation) by 2050
[23]. As the present electricity mix is dominated by fossil fuels,
which contribute more than 87% to the total generation [24], this
represents a very ambitious goal and will require careful planning.
Therefore, all scenarios but one (A) consider a 100% reduction in
direct carbon emissions by 2050. Scenario D is most ambitious with
a reduction of 65% needed by 2020 and zero emissions by 2026 on
1990 levels [25]. This is in line with the IPCC’s estimates of carbon
reduction rates required to stabilise the global temperature increase
at 2 C [26]. In contrast, the least ambitious scenario A reduces emis-
sions only by 50% by 2045 and 63% by 2050. This scenario has been
chosen to explore the implications of failing to meet the carbon tar-
gets. Scenarios B and C are similar in terms of their carbon reduction
targets but C assumes a much higher electricity demand over the
years (see Fig. 2). By 2025, both scenarios achieve a 50% reduction
relative to 1990 levels and 100% by 2050.
Note the following:
 UK carbon reduction targets refer to direct emissions of green-
house gases (GHG) emitted by burning fuels at the point of
electricity generation. This is in contrast to life cycle emissions
which encompass the whole life cycle of electricity generation,
from extraction of fuels and raw materials to the ﬁnal disposal
of power plants. Therefore, the reduction targets considered in
the scenarios also refer to the direct emissions; however, the
implications of reaching these targets are estimated on a life
cycle basis for both costs and environmental impacts. The decarbonisation targets in the scenarios refer only to CO2,
as opposed to the basket of GHG included in the national carbon
reduction targets; however, direct emissions of non-CO2 GHGs
from power plants typically cause around 1% of the direct global
warming impact, so this simpliﬁcation should have a negligible
effect on the results.
3.2. Technologies
The technologies considered in the scenarios as well as in the
optimisation model are listed in Table 2. These have been chosen
because they are currently considered as the most promising
options for future UK electricity supply [27,28]. The capacities have
been selected to correspond to standard capacity sizes of current
technologies owing to data availability. Note that, while many coal
and gas plants have greater capacities than those stated in Table 2,
they are normally modular designs consisting of units of similar
capacity to those considered here so that the assumptions are still
appropriate.
The capacity factors are based on the current designs and
assumed to be constant over the time period. This is arguably a
realistic assumption for the mature technologies such as coal, gas
and nuclear power plants which will see modest technological
changes over the coming decades. This is less so for immature
technologies such as wind, solar PV and marine which will proba-
bly experience major improvements as they mature and their
uptake accelerates in the future. Future environmental improve-
ments have been considered for all the technologies within LCA,
as in Kouloumpis et al. [18] and based on the data from NEEDS
[19]. However, future cost improvements are not considered
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this study but is also inherent in most previous studies of the UK
electricity system [28,31,32]. Nevertheless, as more certain data
become available, they can easily be incorporated into the model.
The assumed construction and operational lifetimes of the
plants are also given in Table 2. For simplicity, all thermal power
technologies are assumed to have a build time of four years, except
for nuclear which is assumed to be built over a seven-year period
[44]. Hydro-power plants are given a maximum construction time
of ﬁve years and the other renewables two years, except for solar
PV which needs just one year [33,34,44]. Because the decommis-
sioning period is very difﬁcult to estimate and is not strictly
adhered to in practice, no time proﬁle was generated for this activ-
ity (but the costs and environmental impacts of decommissioning
are considered). Finally, the operational lifetime for nuclear plants
is assumed at 60 years [35], for gas 45 and for coal and biomass
40 years [33,44]. The operational lifetime of hydro-power is taken
to be 100 years with all other renewables given a 25-year opera-
tional window [33,34].
For each technology, a maximum total capacity of new plants
has been deﬁned to ensure that build rates are realistic and corre-
spond to estimated potential. For nuclear plants, a maximum build
of 2 GW per annum is assumed [36]. Up to 4 GW each of new coal
and gas plants can be built per year, inclusive of CCS capacity. No
new coal plants without CCS have been considered in accordance
with the Government energy policy [37].
Large uncertainty exists on potential biomass availability for
the UK. Some studies [38,39] estimate that by 2030, owing mainly
to the development of energy crops globally, supply could rise sub-
stantially to between a half and three-quarters of current primary
energy demand in the UK. Taking into account these studies,
annual build limits were set to equal those of coal and gas.
Assuming the higher estimates from a study by DECC [40] on
the deployment of onshore and offshore wind farms, annual build
limits were set at 1.4 GW for onshore and 3.5 GW for offshore
wind. The same study was used to set the upper annual limit for
hydro-electric plants at 100 MW and for marine at 300 MW. The
upper annual limit on solar PV was set at 1.4 GW, based on the
current (2013) build rate of 1 GW [41]. Electrical storage is not
considered as it is not commercially available and it is not known
when it might become; this also means that data are currently not
available.
The UK has a portfolio of aging coal and nuclear power plants
which contribute 19% and 40% to the electricity mix, respectively
[42]. Their age sets the timelines for their decommissioning that
are incorporated in the model and shown in Fig. 3. As can be seen,
the advanced gas-cooled reactors (AGR) are currently the domi-
nant nuclear technology with 7.6 GW assumed to be in operation
until 2027; this is ﬁve years longer than currently anticipated,
but lifetime extensions in the nuclear industry are common [43].
Only 1.2 GW of the pressurised water reactors (PWR) is currently
online and will be operating until 2034 [43]. Owing to the carbon
emission limits set by the Government [23], existing unabated coal
plants undergo aggressive decommissioning and by 2020 only
1 GW is operational with 424 MW present after 2023, before
decommissioning in 2045. On the other hand, the gas plants oper-
ate over a much longer time frame with two-thirds of the current
capacity still operational in 2035 and one-third by 2040. Gas plants
do not undergo substantial decommissioning until 2035 where a
further 8 GW is taken ofﬂine compared to only 1.5 GW in 2020.
The greatest loss of capacity of 10 GW occurs over the period
2035–2040. Approximately the same level of reduction takes place
over the following decade until 2050 by when all current gas plants
are decommissioned.
Current renewable capacity is small by comparison (11% in
2012), installed wind contributing 5% (4.85 GW) and hydro-power2% (1.7 GW) [42]. Wind is predominantly onshore with circa 3 GW
installed and with the assumed 25 years of operation (see Table 2),
current wind turbines will be decommissioned by 3035. In
contrast, 200 MW of hydro-power will be decommissioned by
2040 with a further 800 MW after 2050.
The data for the costs of the technologies have been compiled
from IEA and NEA [44]; additional data for biomass with and
without CCS have been sourced from Rhodes and Keith [45]; these
are summarised in Table 3.
Further assumptions include:
 Transmission losses of 5% (current loss is 7% [46] but it is
assumed that this will go down owing to future improvements
in the distribution network).
 To minimise dependency on electricity imports, these are lim-
ited to a maximum of 5%.
4. Results
The results discussed in this section refer to optimisation per-
formed on two objectives in turn: total life cycle costs and the global
warming potential (GWP). Although themodel allows for optimisa-
tion on any other of the environmental objectives considered in the
study, the GWP is chosen for discussion because climate change is
themain driver in UK energy policy [23]. To explore the implications
of optimising on these two objectives, the remaining impacts are
computed at their respective optimum solutions. Owing to space
restrictions, only the results for selective environmental impacts
are discussed below; the remaining impacts can be found in Supple-
mentaryMaterial. It should be noted that the results are illustrative
of possible pathways for future electricity generation system in the
UK and are not intended to provide a full strategic analysis.
4.1. Minimising costs
Fig. 4 shows the optimised annual costs for each scenario over
the entire planning period up to 2060. These have been obtained
by optimising on the cost objective function in Eq. (1) and applying
the discounting factor deﬁned in Eq. (2). The cumulative costs over
the period are given in Fig. 5, together with the contribution of dif-
ferent electricity technologies to the total for all four scenarios. As
can be seen from these two ﬁgures, scenario C is the most expen-
sive, with the total life cycle costs of £269.9 bn, corresponding to
the levelised costs of 6.69 pence/kWh (estimated using Eq. (3)).
This is because of its stringent carbon reduction targets (Table 1)
and the highest electricity demand compared to the other scenar-
ios (Fig. 2). By contrast, scenario A has more relaxed carbon targets
and the lowest electricity demand, which makes it the least expen-
sive at £156.6 bn or 6.33 pence/kWh as it relies on the established,
least expensive, technologies and does not require CCS (see Fig. 6).
However, the UK carbon targets are missed by a large margin if this
scenario is realised. The second best for total costs is scenario B
with £169.2 bn (6.48 pence/kWh), followed by D at £213.1 bn
(6.86 pence/kWh). The latter has a higher initial electricity demand
than B, requiring more capacity which ultimately leads to its
higher costs than for B. Additionally, because of tighter carbon tar-
gets, substantial coal and gas CCS capacities are needed, adding to
the higher costs (Fig. 6). Both B and D meet the carbon targets, but
D is more aggressive in that respect as the decarbonisation must be
achieved early on in the planning period (by 2035, as opposed to B
which decarbonises by 2050; Table 1). Note that the levelised costs
are lower for C than D despite the much higher energy demand in C
– this is to be expected as D has more stringent carbon targets.
A similar cost pattern is found for the different costs compo-
nents for all the scenarios, i.e., scenario C is the most expensive
for capital, operational and fuel costs and scenario A is the least
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Fig. 3. Decommissioning timeline for current power plants.
Table 3
Costs assumed for different technologies [44,45].
Overnight
capital
cost (£m/MW)
Decommissioning
cost (£m/MW)
Operational
cost (£/MWh)
Fuel cost
(£/MWh)
Nuclear 2.24 0.34 8.05 5.09
Coal 1.36 0.07 4.77 15.09
Coal CCS 3.17 0.16 8.02 11.67
Gas 0.56 0.03 2.60 33.66
Gas CCS 1.24 0.06 3.25 36.06
Biomass 1.32 0.07 7.11 38.11
Biomass CCS 2.10 0.10 9.32 46.27
Wind (onshore) 1.39 0.07 12.50 0.00
Wind (offshore) 2.56 0.13 18.26 0.00
Hydro 3.45 0.17 6.04 0.00
Solar PV 3.21 0.16 17.78 0.00
Marine 1.77 0.09 40.29 8.72
Importsa – – – 160.0
a Total cost of electricity imported from France. The LCA impacts are also for
electricity imported from France.
324 C. Barteczko-Hibbert et al. / Applied Energy 133 (2014) 317–334expensive. The greatest difference between C and A is for the cap-
ital costs, which are 2.6 times higher for the former than the latter.
The only exception are the decommissioning costs, which are high-
est for scenario D but only 6% higher than for the best option (A).
This is largely due to an early decommissioning of coal CCS to help
meet the carbon targets (this is discussed in more detail further
below); the rest of the decommissioning costs are similar across
the scenarios and dominated by the costs of nuclear and coal
power plants. Overall, the decommissioning costs contribute the
least to the total life cycle costs (less than 2%), with the fuel costs
contributing more than half in all the scenarios, followed by capital
(30%) and operational costs (12%).0
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Fig. 4. Optimised annual costs for the four scenarios up to 2060 (objective function: totWith respect to the GWP estimated at the cost optimum for
each scenario, scenario D has the lowest cumulative GWP over
the period of 190 Mt CO2 eq. – this is not surprising, given the
stringent carbon constraints. The next best is scenario B with 290
Mt CO2 eq. Scenarios A and C have similar GWP (400 and 410
Mt, respectively), despite C having 2.7 times higher electricity
demand by the end of the period (see Table 1). However, this
comes at twice the cost of scenario A.
The electricity supply by different technologies in the scenar-
ios over time is shown for each technology in Fig. 6a–d; the
aggregated results for nuclear, fossil and renewables can be
found in Fig. 7. The latter indicates that the aggregated electric-
ity mixes are quite similar across all the four scenarios owing to
constrains on grid balancing but the contributions of individual
technologies differ, as shown in Fig. 6. Gas is the most dominant
technology in all the scenarios because of its lowest costs com-
pared to the other technologies (see Table 3). Nuclear power
also plays a prominent role in all the scenarios, both because
of its relatively low costs and low carbon emissions. Biomass
too has a signiﬁcant contribution in the future electricity mix
as does wind. In all scenarios but A, gas CCS and biomass CCS
are also important to meeting the electricity demand and the
carbon targets.
On the other hand, the penetration of marine and solar PV is
negligible across the scenarios owing to their high costs and low
capacity factors (see Table 2) so that they are only used to make
up a shortfall in supply. Finally, the role of coal diminishes over
time because to its high carbon emissions and costly CCS.
As also indicated in Fig. 6, to meet the demand, all scenarios
have some dependency on electricity imports, usually in the imme-
diate future. However, because of the constraint on imports set in
the model (see Section 3.2), this never exceeds 5% of the total
demand.
The following sections provide more detail on the penetration
of different technologies into the electricity mix for each scenario
in turn.4.1.1. Scenario A
As illustrated in Fig. 6a, nuclear, gas and biomass dominate in
this scenario, driven by the comparatively low costs and electricity
demand as well as the relaxed carbon targets. The contribution of
nuclear increases gradually from 19% today to 28.5% in 2060. Over
the same period, the contribution of gas ﬁrst goes up from the cur-
rent 40% to 50% in 2030 and then decreases gradually to reach
26.5% in 2060. Gas CCS is only required from 2050 when it contrib-
utes 1%, increasing to 3.5% by 2060. Coal is phased out rapidly
and in 2020 contributes less than 2%, effectively disappearing by
2030. Gas and coal are largely displaced by biomass electricity35 2040 2045 2050 2055 2060
Scenario C Scenario D
al life cycle costs (see Eq. (1)). All costs discounted using a discounting rate of 10%).
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cycle costs (billion): (A) £156.6; (B) £169.2; (C) £269.9; and (D) £213.1. Capital costs: (A) £38.3; (B) £43.6; (C) £101.4; and (D) £61.1. Operational costs: (A) £19.8; (B) £20.9;
(C) £31.5; and (D) £25.1. Fuel costs: (A) £90.7; (B) £94.5; (C) £125.2; and (D) £106.5. Decommissioning costs: (A) £3; (B) £3; (C) £3.1; and (D) £3.2).
Fig. 6. Electricity pathways up to 2060 for different scenarios when minimising on whole system life cycle costs (objective function in Eq. (1)).
C. Barteczko-Hibbert et al. / Applied Energy 133 (2014) 317–334 325which grows from today’s 4% to 17% in 2020, peaking at 27% in
2050. A small amount of biomass CCS is also available from
2053, contributing 1% to the total mix by 2060. The only other
renewable on the grid is onshore wind which is favoured overthe offshore (owing to lower costs); it increases gradually to
contribute around 12% by 2060. In summary, by the end of the
period, nuclear contributes 29% to the total electricity mix, fossil
30% and renewables 38% (Fig. 7).
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(c) Scenario C (d) Scenario D
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Fig. 7. Electricity mix up to 2060 for the four scenarios showing percentage contribution of nuclear, fossil and renewables when optimising on the cost objective function (Eq.
(1)) (fossil sources: coal and gas with and without CCS; renewables: biomass with and without CCS, onshore and offshore wind, hydro, solar PV and marine).
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In this scenario, the most dominant technologies are nuclear,
gas and biomass, both with and without CCS, and onshore wind
(Fig. 6b). Nuclear capacity grows gradually to contribute 29.5% to
the total mix by 2060. Gas at ﬁrst goes up to 50% in 2050, but then
declines rapidly and in 2060 unabated gas contributes only 7%. At
the same time, the role of gas CCS grows to contribute 13% in 2030
and 30% in 2040. After that, it decreases to 22% to enable meeting
the 100% reduction of carbon emissions by 2050.
As in scenarioA, coal is decommissioned rapidly to1.7% contribu-
tion in2020, afterwhichall the remainingcoal is converted toCCSby
2030; its contribution remains small (0.5%) until 2040 after which
it is decommissioned. Again as inA, ahigher proportion of biomass is
built with 17% on the grid by 2020. Biomass CCS is introduced from
2032 and it contributes around 6% to the total in 2060. Finally, no
new offshore wind is built in this scenario but onshore wind grows
steadily to contribute around 11% in 2060. As shown in Fig. 7, at
the end the period, the grid comprises around 30% each of nuclear
and fossil power and 40% of renewable electricity.4.1.3. Scenario C
Being much more ambitious in terms of electricity demand and
still having to meet similar carbon targets as in B, this scenario
relies on similar technologies as B but introduces gas CCS sooner
so that by 2030 it contributes almost 30% to the total electricity
supply. Around the same time, unabated gas goes down from
50% in 2020 to 20% in 2030. Coal CCS is introduced from around
2030 to help meet the shortfall in demand but its contribution is
small (0.3%); however, this grows to 6% in 2050 and to 7.5% by
2060. The contribution from unabated biomass goes up and down
over the period, ranging from 18% in 2020 to 11% in 2060. As in B,
biomass CCS is introduced from 2030 when it contributes around
1%, increasing to 7.7% by 2060.
Both onshore and offshore wind are built early on to meet the
high demand; collectively they contribute around 10% across the
whole period. Marine electricity also makes a small contribution
in this scenario, reaching 1% by 2060. By then, nuclear power pro-
vides 29% of the demand, fossil 37% and renewables 30% (Fig. 7)
with the remaining 5% imported to help meet the growing
demand.4.1.4. Scenario D
This scenario has the most ambitious carbon reduction targets
with a complete decarbonisation of the grid by 2035. Therefore,
all coal must be phased out by 2020 and no coal CCS is built. Una-
bated gas must also come down by 2020 to 30% with the rest of the
gas capacity ﬁtted with CCS, contributing 20% to the supply by
2020. This grows to 33% in 2030 but then must decline again rap-
idly, reaching 17% by 2050, when the unabated gas contributes
only 12%. The shortfall in demand is met by nuclear, contributing
from 21% in 2020 to 30% in 2060. Both onshore and offshore wind
is built in this scenario and between them they supply around 10%
throughout the period. In 2060, 30% of electricity is from nuclear,
29% from fossil fuels and 41% from renewables.
We now turn our attention to the second objective function –
minimisation of global warming potential – to ﬁnd out how the
electricity mix and the associated costs may differ from the results
when the costs are the main priority.4.2. Minimising global warming potential
The system is optimised on the GWP objective as deﬁned by Eq.
(4). This is carried out over the whole life cycle of the electricity
technologies, from extraction of raw materials and fuels to decom-
missioning of plants (see Fig. 1). The optimal electricity mixes are
presented in Fig. 8a–d and the associated costs, estimated at the
optimum, are given in Fig. 9.
For all the scenarios, the GWP is negative at the optimum. This
is due to the signiﬁcant use of biomass CCS which removes and
stores the carbon sequestered during the biomass growth, result-
ing in negative net CO2 emissions, even after the life cycle emis-
sions of the other options have been taken into account. The
lowest cumulative GWP of 1.28 Gt CO2 eq. over the planning per-
iod is found for scenario C despite its high electricity demand
which is due to a lower contribution from fossil fuels in the med-
ium term (2030) and a higher contribution from renewables (see
Fig. 10). There is little difference between the other three scenarios,
with the GWP ranging between448 Mt CO2 eq. for A,580 Mt for
B and 585 Mt for D.
As can be observed in Fig. 8 for all the scenarios, minimising
GWP requires CCS for all existing fossil fuel capacity in the short
Fig. 8. Electricity pathways up to 2060 for different scenarios when minimising on the global warming potential (objective function in Eq. (3)).
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From the current perspective, this is unrealistic. The role of coal
CCS is small (1%) owing to high CO2 emissions; for the same rea-
son, no new unabated coal or gas is constructed over the entire
period. Instead, the demand is met by renewables which play a
more prominent role than when optimising on costs. Owing to
its net negative GWP, biomass CCS is favoured over other renew-
ables so that from 2025 onwards, 30% of electricity is supplied
by biomass CCS in all the scenarios. The rest is met by wind with
onshore wind being favoured over offshore because of the slightly
lower GWP. However, offshore wind has higher annual build rates
and therefore a greater contribution to the electricity mix in all the
scenarios. Depending on the scenario, by 2050, wind collectively
delivers between 20% and 40% of electricity. The role of solar PV
remains limited, supplying 2–5% by 2050. Similar applies to hydro
and marine which contribute at most 2% each.
The costs of the scenarios are compared in Fig. 9. Although their
ranking with respect to the costs remains the same as when
optimising on the cost objective function, all the scenarios are
more expensive than previously. Scenarios A is the cheapest at
£210.2 bn or 9.29 pence/kWh, followed by B at £232.5 bn
(9.39 pence/kWh) and D with £295.7 bn (10.45 pence/kWh).
Costing £407.7 bn, scenario C is almost twice as expensive as A;
its levelised costs are 10.70 pence/kWh. The following sections
give a brief overview of the electricity mix for each scenario.4.2.1. Scenario A
Unlike the equivalent electricitymix for the same scenario when
optimising on costs, the dominant technologies here are gas bio-
mass, both with CCS, nuclear and wind. Without any constraints
on costs, these technologies are chosen purely based on their lowGWP. As indicated in Fig. 8a, gas CCS is ramped up to 49% by 2020
decreasing to 15% by 2040 due to end-of-life decommissioning. No
new capacity is built after that, with all gas CCS being decommis-
sionedby2050. This is replacedbybiomassCCSowing to its negative
GWP; this option contributes around 27% from 2030 for the rest of
the period. Nuclear power ﬁrst goes down to 11% in 2020 and then
to 5% in 2030 due to decommissioning of current capacity but is
ramped up again after that to reach 27% in 2040, remaining constant
until 2060. The role of offshore wind increases from 10% in 2020 to
27%by2060. Onshorewind follows closelywith6% in 2020, growing
to 15% by the end of the period. The contribution of marine is small,
increasing gradually to peak at 2.2% in 2050. Similarly, hydro con-
tributes around 2% by then. In this scenario, no solar PV is present
and no electricity needs to be imported as all the demand can be
met by domestic generation. In summary, by the end of the period
the electricity demand is met by 73% of renewable (biomass CCS
and wind) and 27% of nuclear power (Fig. 10a).4.2.2. Scenario B
As indicated in Fig. 8b, this scenario follows the same pathway
as scenario A. The only exception is that the contribution of nuclear
is slightly higher: 30% instead of 27% in 2060. This increase is at the
expense of renewables which make up 68% of the total (Fig. 10b).
Another difference with A is that solar PV is built in this scenario,
contributing 2% in 2030 and 5% in 2060. A small amount of
imported electricity (2%) is also needed at the end of the period
to make up the shortfall in supply.4.2.3. Scenario C
Owing to its much higher electricity demand, scenario C follows
a slightly different pattern to the rest of the scenarios (see Fig. 8c).
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Fig. 10. Electricity mix up to 2060 for the four scenarios when optimising on GWP showing percentage contribution of nuclear, fossil and renewables (fossil sources: coal and
gas with and without CCS; renewables: biomass with and without CCS, onshore and offshore wind, hydro, solar PV and marine).
328 C. Barteczko-Hibbert et al. / Applied Energy 133 (2014) 317–334Here, fossil capacity is reduced to 22% contribution by 2030 with
the renewables contributing 63% and nuclear the rest. At the end
of the period, renewables have gone slightly down to 59% and
nuclear is at 30% (Fig. 10c). This is also the only scenario which still
has some fossil electricity by 2060 (6%) to help meet the demand,
which is further supplemented by 5% of imported electricity.4.2.4. Scenario D
The pathway for scenario D is also similar to that of A and B, the
only difference observed in the early periods (2020 and 2030)
where the contribution from fossil fuels is lower than in A (44%
compared to 50% in 2020 and 37% compared to 46% in 2030).
The lower fossil capacity is compensated by renewables which in
C. Barteczko-Hibbert et al. / Applied Energy 133 (2014) 317–334 3292030 make up 56% of the total compared to 49% in scenario A. The
contribution of solar PV is also more prominent than in the other
scenarios, contributing 6% by 2060 (Fig. 8d).4.3. Comparison of optimisation results for the cost and GWP
objectives
This section compares the results obtained when optimised on
the cost and GWP objective functions, respectively, to examine the
trade-offs. First, the trade-offs between the costs and GWP are
discussed, followed by the trade-offs between different life cycle
environmental impacts.4.3.1. Trade-offs between costs and GWP
The trade-offs between the GWP when optimising on costs
and vice versa are summarised in Fig. 11. Unsurprisingly, opti-
mising a scenario on costs results in higher cumulative emissions
of CO2 eq. than when it is optimised on the GWP and vice versa,
the costs are higher when optimising on the GWP. Thus, scenar-
ios A, B and D are 25–28% more expensive when optimised on
the GWP than on costs while C has 34% higher costs. However,
looking across the different scenarios, one surprising result
emerges: the costs for scenario A when optimising on GWP are
lower than the costs of scenario D when the latter is optimised
on costs (see Fig. 11). Furthermore, not only are the costs lower,
but so are the cumulative GHG emissions over the period:
448 Mt CO2 eq. compared to 371 Mt for the cost-optimised D.
This is equivalent to the carbon intensity of the grid of 210 g
CO2 eq./kWh in 2060 for the GWP-optimised A, compared to
40 g CO2 eq./kWh for the cost-optimised D (see Fig. 12). As dis-
cussed previously, the GHG emissions are negative because of
the use of biomass CCS. By comparison, current life cycle GHG
emissions from the grid are around 500 g CO2 eq./kWh [12].
Therefore, by optimising on the GWP it is possible to achieve
much lower GHG emissions, going well beyond UK carbon reduc-
tion targets, at costs comparable to even the most carbon-con-
strained scenario D. This illustrates the importance of
considering other objectives rather than costs alone as more sus-
tainable options may emerge which would otherwise be lost,
leading to suboptimal solutions.4.3.2. Trade-offs between environmental impacts
This section examines how the environmental impacts differ
when optimising on costs and GWP. This is illustrated for a selec-
tion of impacts in Fig. 12: GWP, depletion of elements, fossil fuels
and ozone layer, acidiﬁcation and photochemical smog (for the
other impacts, see Supplementary Material).Fig. 11. Trade-offs between costs and GWP depending on the objective function
(the left-hand side of the graph shows the total costs estimated when optimising on
GWP and the right-hand side the cumulative GWP over the period calculated when
optimising on costs).Two main observations can be made when analysing the results
for the environmental impacts. First, most impacts are lower per
unit of electricity than today across the scenarios (see Fig. 12 and
Supplementary Material). The exceptions are depletion of elements
and ozone layer as well as health impacts from radioactive radia-
tion when optimising on costs, all of which more than double by
2060 on today’s ﬁgures. For the depletion of elements, this is due
to the increased use of solar PV and wind, for ozone layer depletion
due to natural gas and for radiation because of nuclear (for more
detail on the sources of impacts for the individual technologies,
see [12]). For the same reasons, an upward trend is also noticed
for the depletion of elements and radiation when optimising on
the GWP, with the former being between 6 and 11 times higher
than today, depending on the scenario, and the latter up to two
times higher.
The second main observation is that all but one of the environ-
mental impacts are lower when optimising on the GWP than on
costs. The greatest reduction is found for the GWP which, as
discussed before, is negative for all the scenarios and ranges from
200 to 210 g CO2 eq./kWh in 2060 when optimising on the
GWP compared to the range of 21–140 g CO2 eq./kWh for the cost
objective. Further signiﬁcant differences of over 90% by 2060 are
found for depletion of fossil fuels, acidiﬁcation, eutrophication
and photochemical oxidants. Some other impacts, such as ozone
layer depletion, freshwater and marine ecotoxicity are between
50% and 80% lower. There is little difference between the radiation
effects given that both objective functions maximise the use of
nuclear power – the former because of the lower costs and the lat-
ter for the low GWP. The exception is depletion of elements which
is up to 85% higher when optimising on the GWP because of the
higher proportion of renewables such as solar PV and wind in
the mix.
Therefore, these results indicate that optimising on the GWP
not only reduces this impact but also almost all others and, as dis-
cussed in the previous section, for some of the scenarios is also
cost-competitive (see Fig. 11).5. Sensitivity analysis
One of the constraints in the model that could affect the out-
comes of optimisation, particularly for the cost objective, is the
upper limit on the penetration of new-build capacity, which was
set at 30% throughout (see Eq. (15)). Therefore, this section
explores the effect of changing this limit. For these purposes, two
sensitivity analyses have been performed: the ﬁrst considers dif-
ferent limits for the individual technologies and the second for
the technologies grouped by fuel type, i.e., fossil, nuclear and
renewables. In both, the model has been re-optimised on costs.
Scenarios B and D are considered as examples and the results are
discussed below.5.1. Penetration levels by technology type
In this part of the sensitivity analysis, the penetration levels
have been set in turn for each new-build technology at 0%, 5%,
10% and 20%. This required 28 optimisation runs for each scenario.
The results are presented in Fig. 13.
To secure supply in the immediate future, a large emphasis is
placed on renewables in the short term, in particular wind. Because
of this and owing to the fact that the demand has to be met
through a substantially larger renewable mix to meet the carbon
targets, there is no feasible solution with less than 5% of wind
electricity. For the same reason, penetration of biomass below 5%
also proves infeasible. Reducing the allowable penetration of
nuclear increases the costs owing to the additional capacity of
Fig. 12. Environmental impacts estimated when optimising on the cost (left) and GWP (right) objective functions.
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Fig. 14. Cost difference from the base case as a function of penetration by technology group for scenarios B (left) and D (right) (objective function: costs in Eq. (1)).
Fig. 13. Total cost difference from the base case as a function of individual technology penetration for scenarios B (left) and D (right) (objective function: total life cycle costs
in Eq. (1)).
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CCS is heavily utilised from 2035 onwards to near maximum
capacity. Biomass CCS penetration is increased alongside a higher
reliance on imports (kept at a maximum of 5% as in the base case).
As can be seen from Fig. 13, in all the cases the costs go up com-
pared to the base case. Scenario D shows the greatest increase in
costs if no new gas plants are built, which go up by £29 bn, from
£213.1 bn to £242 bn. For B under the same conditions, the cost
increases by £7.4 bn. This means that in the immediate term, mar-
ine, wind and solar PV must be all constructed to make up for the
capacity deﬁcit. Since all costs are discounted this has a more pro-
nounced effect when a more expensive capacity is added in the
short term.
In scenario B, the greatest cost sensitivity is found when reduc-
ing the penetration of biomass: at 5% of biomass, the cost increasesby £15.8 bn, from £169.2 bn in the base case to £182 bn (Fig. 13).
This is due to the high capital costs of the wind required to supple-
ment the supply. A similar trend for the biomass is found in sce-
nario D.
5.2. Penetration levels by technology group
For this sensitivity analysis, penetration limits were set for the
technologies grouped by fuel type rather than for the individual
technologies. As an illustration, the upper limit for nuclear and
fossil was set at 60% each and for renewables at 100%. To test the
cost sensitivity for a particular technology group, the contribution
of each group was reduced in 10% intervals holding the
contribution of the remaining two groups constant. This required
a maximum of 19 simulations for each scenario.
332 C. Barteczko-Hibbert et al. / Applied Energy 133 (2014) 317–334The results for scenarios B and D are depicted in Fig. 14. As can
be seen, the overall system costs are reduced in all but one of the
cases. The greatest reduction is found in scenario B at 50% penetra-
tion of each technology group in turn where the costs decrease by
£9.6 bn, from £169.2 bn in the base case to £159.6 bn. Similar is
found for scenario D with the costs going down by between
£6.1 bn and £6.8 bn, depending on the technology group. This is
due to a higher gas capacity built in the short term. However, for
the case where no fossil fuel power plants are constructed, the
costs increase by £13 bn to £182 bn in scenario B. This increase is
much higher in D, amounting to £35 bn, owing to a higher require-
ment placed on building the renewables which are more expen-
sive: by 2060, they supply 65% of the demand, with biomass and
wind providing the majority (52%).6. Conclusions
A multi-period MILP model has been developed to help
optimise future electricity supply considering life cycle costs and
environmental impacts. To illustrate the application of the model,
possible pathways for electricity system in the UK have been con-
sidered. The model has been optimised on two objective functions
in turn: life cycle system costs and the global warming potential.
Four different scenarios have been considered up to 2060, each
assuming different electricity demand and carbon reduction path-
ways. While the scenarios considered are only a sample of possible
electricity futures, they provide some robust conclusions and
implications for energy policy. The key ﬁndings from this work
are summarised below.
When optimising on costs, Scenario A is the least expensive, at
£156.6 bn or 6.33 pence/kWh: since it has the most relaxed carbon
targets it relies on the established, least expensive, technologies
and does not require CCS. However, the UK carbon targets are
missed by a large margin if this scenario is realised. On the other
hand, scenario C is the most expensive, with the total life cycle
costs of £269.9 bn and levelised costs of 6.69 pence/kWh, assuming
the discounting rate of 10%. This is because of its stringent carbon
reduction targets and the highest electricity demand compared to
the other scenarios. The second best for the total costs is scenario B
with £169.2 bn (6.48 pence/kWh), followed by D at £213.1 bn
(6.86 pence/kWh).
Scenario D has the lowest cumulative GWP over the period of
190 Mt CO2 eq. when the model is optimised on costs. However,
this requires all coal to be phased out by 2020 and no coal CCS
can be built. Gas CCS must also be available by 2017 to successfully
meet carbon targets; this currently looks unlikely. The next best for
the GWP is scenario B with a total of 290 Mt CO2 eq. over the plan-
ning period. Scenarios A and C have similar GWP (400 and 410 Mt
CO2 eq., respectively), despite C having 2.7 times higher electricity
demand by the end of the period. However, this comes at twice the
cost of scenario A.
Natural gas is the most dominant source of electricity in all the
scenarios optimised on costs because of its lowest costs compared
to the other technologies. Nuclear power also plays a prominent
role in all the scenarios, both because of its relatively low costs
and low carbon emissions. Biomass too has a signiﬁcant contribu-
tion in the future electricity mix as does wind. In all scenarios but
A, gas CCS and biomass CCS are important to meeting the electricity
demand and the carbon targets. On the other hand, the penetration
of marine and solar PV is negligible across the scenarios owing to
their high costs and low capacity factor so that they are only used
to make up a shortfall in supply. Finally, the role of coal diminishes
over time because of its high carbon emissions and costly CCS.
Optimisation on the GWP leads to a negative GWP in all the sce-
narios because of the signiﬁcant deployment of biomass CCS. Thelowest cumulative GWP of 1.28 Gt CO2 eq. is found for scenario
C despite its high electricity demand which is due to a lower
contribution from fossil fuels and a higher contribution from
renewables. There is little difference between the other three
scenarios, with the GWP ranging between 448 Mt CO2 eq. for A,
580 Mt for B and 585 Mt for D.
In all the scenarios, minimising GWP requires CCS for all exist-
ing fossil fuel capacity in the short term. The role of coal CCS is
small (1%) because of its high CO2 emissions; for the same reason,
no new unabated coal or gas is constructed over the entire period.
Instead, the demand is met by renewables which play a more
prominent role than when optimising on costs. Owing to its net
negative GWP, biomass CCS is favoured over other renewables;
however, wind also plays an important role. The deployment of
solar PV, hydro and marine remains limited.
Unsurprisingly, all the scenarios are more expensive when opti-
mised on the GWP than on the costs: scenarios A, B and D by 25–
28% and C by 34% for the cumulative life cycle costs and 32–37% for
the levelised costs. However, the costs of scenario A when optimis-
ing on the GWP are lower than the costs of scenario D when the
latter is optimised on costs. The cumulative GHG emissions over
the period are also lower: 448 Mt CO2 eq. compared to 371 Mt
for the cost-optimised D. This is equivalent to the carbon intensity
of the grid of 210 g CO2 eq./kWh in 2060 for the GWP-optimised
scenario A, compared to 40 g/kWh for the cost-optimised D. There-
fore, by optimising on the GWP it is possible to achieve much lower
GHG emissions, going well beyond UK carbon reduction targets, at
the costs comparable to even the most carbon-constrained scenario
D. This illustrates the importance of considering other objectives
rather than costs alone as more sustainable options may emerge
which would otherwise be lost, leading to suboptimal solutions.
The results also show that, for both objective functions, most
environmental impacts are lower per unit of electricity than today,
across the scenarios. The exceptions are elements and ozone layer
depletion as well as health impacts from radiation when optimis-
ing on costs, all of which more than double by 2060 on today’s ﬁg-
ures. For the depletion of elements, this is due to the increased use
of solar PV and wind electricity, for ozone layer depletion due to
natural gas and for radiation because of nuclear power. For the
same reasons, an upward trend is also noticed for the depletion
of elements and radiation when optimising on the GWP, with the
former being between six and 11 times higher than today, depend-
ing on the scenario, and the latter up to two times higher.
Moreover, all but one of the environmental impacts are lower
when optimising on the GWP than on costs. The greatest reduction
is found for the GWP which is negative for all the scenarios and
ranges from200 to210 g CO2 eq./kWh in 2060 when optimising
on the GWP. For the cost objective, the GWP ranges from 21 to
140 g CO2 eq./kWh. Further signiﬁcant differences between the
two objectives are found for depletion of fossil fuels, acidiﬁcation,
eutrophication and photochemical oxidants, which are over 90%
lower by 2060 when optimising on the GWP. Some other impacts,
such as ozone layer depletion, freshwater and marine ecotoxicity
are between 50% and 80% lower. There is little difference between
the radiation effects given that both objective functions maximise
the use of nuclear power because of the lower costs and the GWP,
respectively, compared to some other technologies. The exception
is depletion of elements which is up to 85% higher when optimis-
ing on the GWP because of the higher proportion of renewables
such as solar PV and wind in the mix.
Therefore, these results indicate that optimising on the GWP
not only reduces this impact but also almost all others and for
some of the scenarios this is achieved at the total costs that are
competitive with the cost-optimised scenarios.
The analysis also suggests that the carbon targets cannot be met
with less than 5% of either biomass or wind. Furthermore, if the
C. Barteczko-Hibbert et al. / Applied Energy 133 (2014) 317–334 333penetration of the dominant technologies is constrained below
30%, the total system costs increase signiﬁcantly. The greatest
increase of £29 bn is found in scenario D if no new gas plants are
built. This is because marine, wind and solar PV must be all con-
structed in the immediate term to make up for the capacity deﬁcit.
Similarly, reducing the penetration of biomass to 5% in scenario B
increases the total cost by £15.8 bn. This is due to the high capital
costs of the wind required to supplement the supply. Limiting the
penetration of nuclear below 30% also increases the costs owing to
the additional capacity of wind and coal CCS required to meet the
carbon targets.
If, on the other hand, the penetration constraint is relaxed and
instead of constraining each technology individually, the upper
limit is set for a technology group – nuclear, fossil and renewables
– the overall system costs are reduced in all but one of the cases.
The greatest reduction is found at 50% penetration of each
technology group in turn where the costs decrease by £9.6 bn in
scenario B. Similar is found in scenario D with the costs going down
by up to £6.8 bn. This is due to a higher gas capacity built in the
short term. However, for the case where no fossil fuel power plants
are constructed, the costs go up by £35 bn in D and by £13 bn in B.
The reason for this is the need for a higher penetration of the
renewables which are more expensive.
In summary, this work shows that meeting carbon targets will
require careful planning and consideration of objectives other than
costs alone to ensure ‘no regret’ decisions in the quest for more
sustainable electricity supply. As demonstrated here, much greater
reductions in the GWP as well as other life cycle environmental
impacts can be achieved if the system is optimised on the GWP,
leading to system costs comparable to those obtained in cost opti-
misation. Therefore, in exploring future solutions for the electricity
system, multi-objective optimisation should be considered by
decision and policy makers to help understand trade-offs between
different objectives and inform better the energy policy debate.
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Appendix A
This section shows the derivation of the CCS component in Eqs.
(10) and (11), Section 3.2. The CCS component is used to satisfy
carbon emissions. Let Eq. (A.1) represent the CCS component of
the partial operating cost function as:
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where k is the proportion of capacity ﬁtted with CCS, 0 6 k 6 1, and
OCRetijt is the CCS operating cost. Rearranging Eq. (A.1) yields:
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where kijtCijt signiﬁes the CCS aspect. Taking the CCS component kijt ,
the constraint central to the CCS aspect can be deduced as follows:0 6 kijt 6 1) 0 6 kijt  Cijt 6 Cijt 8i;8j;8t ðA:3Þ
Substituting Uijt for kijtCijt and introducing the CCS costs within
the objective function, the ﬁnal constraint is given as:
0 6 Uijt 6 Cijt ) Cijt  Uijt P 0 8i;8j;8t ðA:4Þ
In the same way, the carbon constraint can be speciﬁed for the
CCS capacity:
CijtCO2ij þ CORet2ij  CO2ij
 
Uijt 6 CO2;total 8i;8j;8t ðA:5Þ
Because demand has to be satisﬁed, then subject to the duality
of the capacity and supply we have:
1 kijt
 
Eijt þ kEijt 6 Demand 8i;8j;8t ðA:6Þ
Expanding this reduces simply to:
Eijt 6 Demand 8i;8j;8t ðA:7ÞAppendix B. Supplementary material
Supplementary data associated with this article can be found, in
the online version, at http://dx.doi.org/10.1016/j.apenergy.2014.
07.066.
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