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El patrón de crecimiento tumor budding (TB) es una característica histológica que, por medio de una
transición epitelio mesénquima en el frente tumoral, le confiere una alta agresividad y la gran capacidad
de invadir tejidos y de provocar metástasis, dando lugar a un mal pronóstico del cáncer. Este patrón ha
demostrado ser importante en los modelos tumorales más incidentes.
En el presente trabajo, se pretenden aplicar las técnicas de deep learning para diseñar y desarrollar
algoritmos que sean capaces de detectar automáticamente los principales patrones de crecimiento en el
cáncer de vejiga a partir una imagen histológica. Dichos patrones están ligados al grado de malignidad
del tumor, por lo tanto, el principal propósito del proyecto es proporcionar a los expertos una herramienta
que ayude a obtener un diagnóstico seguro mediante la clasificación automática del tumor.
En cuanto a la metodología empleada para la tesis, se desarrollan varias funciones para llevar a cabo
el preprocesado de la base de datos con el fin de conseguir una base de datos acondicionada para los
modelos. Posteriormente, se aplican algoritmos, tanto supervisados como no supervisados, que sean
capaces de clasificar la presencia del cáncer y, además, diagnosticar la agresividad.
Finalmente, con la totalidad de los resultados conseguidos, se evalúa su funcionalidad mediante análisis
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El patró de creixement tumor budding (TB) és una característica histològica que, per mitjà d’una transició
epiteli mesènquima en el front tumoral, li confereix una alta agressivitat i la gran capacitat d’envair tei-
xits i de provocar metàstasis, donant lloc a un mal pronòstic del càncer. Aquest patró ha demostrat ser
important en els models tumorals més incidents.
En el present treball, es pretenen aplicar les tècniques de deep learning per a dissenyar i desenvolupar
algorismes que siguen capaços de detectar automàticament els principals patrons de creixement en el
càncer de bufeta a partir una imatge histològica. Aquests patrons estan lligats al grau de malignitat
del tumor, per tant, el principal propòsit del projecte és proporcionar als experts una eina que ajude a
obtindre un diagnòstic segur mitjançant la classificació automàtica del tumor.
Quant a la metodologia emprada per a la tesi, es desenvolupen diverses funcions per a dur a terme el
preprocessat de la base de dades amb la finalitat d’aconseguir una base de dades condicionada per als
models. Posteriorment, s’apliquen algorismes, tant supervisats com no supervisats, que siguen capaços
de classificar la presència del càncer i, a més, diagnosticar l’agressivitat.
Finalment, amb la totalitat dels resultats aconseguits, s’avalua la seua funcionalitat mitjançant anàlisis
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The growth pattern of tumor budding (TB) is a histologic characteristic that, by means of a mesenchyme
epithelium transition in the tumor front, confers a higher aggressiveness and the great ability to invade
tissues and cause metastasis, leading to a poor prognosis of cancer. This pattern has been shown to be
important in the most incident tumor models.
In this paper, it is intended to apply deep learning techniques to design and develop algorithms that are
able to automatically detect the main growth patterns in bladder cancer from a histological image. These
patterns are linked to the degree of malignancy of the tumor, so the main purpose of the project is to
provide experts with a tool to help obtain a safe diagnosis by automatically classifying the tumor.
Regarding the methodology used for the thesis, several functions are developed to carry out the pre-
processing of the database in order to obtain a database conditioned for the models. Subsequently, both
supervised and unsupervised algorithms are applied that are able to classify the presence of cancer and,
in addition, diagnose aggression.
Finally, with all the results obtained, its functionality is evaluated by qualitative and quantitative analysis
of the models, and a comparison is made between the different results and models implemented.
Anna Esteve
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Diseño y desarrollo de un sistema automático basado en algoritmos de deep learning para identificar
distintos grados de tumor budding en cáncer de vejiga
1.1 Motivación y descricipción del problema
1.1.1 Cáncer, cáncer de vejiga y tumor budding
Cáncer
El cáncer, según la Organización Mundial de la Salund (OMS), es un proceso incontrolado de creci-
miento y de diseminación de células. Esta alteración tiene la capacidad de aparecer prácticamente en
cualquier lugar del cuerpo e invadir el tejido circundante o los vasos linfáticos y/o hemáticos provo-
cando el crecimiento de un tumor en puntos distantes del organismo, lo que se conoce como metástasis
[1]. Hoy en día se registran más de 200 tipos de cáncer donde se diferencian en 23 grupos según su
localización. Cada uno de ellos tiene unas propiedades distintas que los categoriza como enfermedades
independientes [2].
Existen dos tipos de factores de riesgo que han demostrado estar asociados con un mayor crecimiento
tumoral. Por un lado, están aquellos que se controlan como los malos hábitos para la salud. Y por otro
lado, están los factores inevitables como son los artefactos del ADN, es decir, las mutaciones heredita-
rias. Evitar la exposición a estos factores de riesgo, en la medida de lo posible, podría conducir a una
disminución de la incidencia y, por consiguiente, de la mortalidad [3].
Es cierto que, una vez desarrollado el cáncer, si se detecta en fases tempranas, éste podría eliminarse em-
pleando los tratamientos más comunes como la quimioterapia, la radioterapia y la cirugía. Sin embargo,
si el diagnóstico del cáncer tiene lugar en una fase avanzada, su tratamiento se complica. Este tipo de
casos se asocia a un aumento de la morbilidad y de la mortalidad, además de a una menor esperanza de
vida. Para determinar en qué fase se encuentra y poder hallar un tratamiento personalizado, es necesario
llevar a cabo un análisis detallado a nivel tisular.
Según las estadísticas recogidas por la Agencia Internacional para la Investigación del Cáncer (IARC),
se prevé que el cáncer aumente a nivel mundial más de un 60%, en términos de incidencia y mortalidad
en los próximos 20 años [4]. Esta es la razón por la que es necesaria la investigación y el desarrollo
de sistemas de ayuda al diagnóstico para identificar el cáncer en sus fases iniciales, permitiendo así un
diagnóstico precoz y, por ende, un tratamiento temprano que permita una disminución de la mortalidad.
A continuación, se muestran en la Figura 1.1 unos gráficos sobre la incidencia en el 2018.
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Figura 1.1: Estimación de los tumores más frecuentementes diagnosticados en el mundo. Estimación para el año 2018, ambos
sexos. Fuente: [5]
Como se puede observar, pese a la gran variedad de tipos de cáncer, el cáncer de vejiga es uno de los
cánceres más incidentes a nivel mundial, exactamente el undécimo carcinoma en frecuencia y se prevé
un aumento en los próximos años. Además, es el segundo tumor más frecuente del tracto urinario tras el
carcinoma de próstata.
Según la Sociedad Española de Oncología Médica (SEOM), se prevé que los cánceres más frecuente-
mentes diagnosticados para ambos sexos en España en 2020 serán los de colon y recto (44.231 nuevos
casos), próstata (35.126), mama (32.953), pulmón (29.638) y vejiga urinaria (22.350). La población
masculina en España en el 2020, los tipos de cáncer más incidentes serán el de próstata, colon y recto,
pulmón y vejiga urinaria [5].
Por ello, este trabajo pretende ayudar a los expertos en términos de coste-eficacia, ya que para ellos
supone una carga manual muy tediosa, además de subjetiva, pues cada patólogo puede diagnosticar
de manera diferente una misma muestra. Por lo tanto, se pretende crear un sistema de apoyo para los
patólogos que ayude a reducir esa carga de trabajo, por medio de algoritmos de inteligencia artificial
basados en patología digital.
Cáncer de vejiga
El tumor de vejiga, o también conocido carcinoma urotelial, es una alteración en las células de la vejiga
con una proliferación incontrolada que desarrolla el tumor. Según la Asociación Española Contra el
Cáncer (AECC), el cáncer de vejiga es el quinto en incidencia entre los hombres en países desarrollados
[6].
Inicio, crecimiento y propagación del cáncer de vejiga
La vejiga está compuesta de varias capas formadas por diferentes clases de células. El inicio más común
del tumor suele ser en la primera capa del interior de la vejiga, es decir, el urotelio. A menudo, los
cánceres de vejiga se describen basándose en el recorrido de crecimiento que toma el tumor desde la
pared de la vejiga, pudiendo ser cáncer de vejiga músculo-invasivo o no invasivo. En la tabla mostrada en
la Figura 1.2, se muestra que dependiendo del tipo de crecimiento, se determina el grado y el pronóstico
del paciente.
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Figura 1.2: Estadios del cáncer dependientes del crecimiento. Obtenida en [7]
Crecimiento músculo invasivo (CVMI): su principal característica es crecer hacia capas más
profundas partiendo de la capa interna de la vejiga, llamada revestimiento. Esta propiedad es di-
rectamente proporcional del aumento de la facultad de propagación y, por consiguiente, dificulta
el éxito al tratamiento, lo cual se traduce en un peor pronóstico del paciente. Cabe destacar que,
durante los 2-3 primeros años tras la cistectomía (extracción de la vejiga y parte de la uretra), los
pacientes suelen desarrollar metástasis a distancia, ya que cuando presentan síntomas hay una alta
probabilidad de padecer metástasis.
Aproximadamente, el 25% de los diagnósticos, se trata de un carcinoma vesical músculo-invasivo
de estadio 2 a 4. Es importante notar que la tasa de mortalidad es elevada, incluso contando con
los nuevos avances tecnológicos para el diagnóstico y tratamiento.
Crecimiento no invasivo (CVNMI): Los tumores vesicales no invasivos son aquellos que se en-
cuentran confinados en la mucosa o submucosa (pTa, pT1, o Cis) [8]. Como se observa en la Figura
1.2, estas no crecen hacia el exterior de la vejiga, sino que, crecen formando papilares, o células
planas. Este tipo de crecimiento supone el 75% de los diagnósticos de cáncer vesical.
En este trabajo se va a analizar el CVMI, por ser de peor pronóstico y por sus características de creci-
miento y propagación hacia otras vísceras. La gran mayoría de las muertes del cáncer vesical correspon-
den a este tipo. Además, hoy en día, a pesar del gran desarrollo tecnológico, el CVMI sigue siendo una
patología con mortalidad elevada [8].
En la literatura se conocen tres formas de propagación del CVMI primario:
Crecimiento local: Se produce por invasión en profundidad desde las células uroteliales, traspa-
sando la lámina propia e infiltrando la capa muscular. Puede afectar por proximidad a las vísceras
como el útero o la vagina en las mujeres y la próstata en los varones.
Diseminación linfática: Cuando el tumor afecta a la capa muscular de la vejiga, consigue afectar
fácilmente a los ganglios linfáticos adyacentes y se puede diseminar a otras partes del cuerpo. En
base a la experiencia del comportamiento del cáncer de vejiga músculo invasivo, es común que se
propague a los ganglios linfáticos distantes, huesos, pulmones o hígado.
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Diseminación hematógena: Es común la diseminación a través de los vasos sanguíneos cuando
llega a la capa muscular de la vejiga. Suele propagarse hacia el hígado, los pulmones y el hueso.
Incidencia
El cáncer de vejiga está directamente relacionado con el entorno laboral, como pueden ser las exposicio-
nes ocupacionales (agentes químicos, pinturas, cuero y caucho), y también al hábito de fumar, radiación
en la pelvis y el factor genético [9]. Es por eso que hay una diferencia considerable entre los países
desarrollados y subdesarrollados. Hasta hace unos años, se podría decir que había una gran diferencia
en la incidencia entre hombres y mujeres (Figura 1.3 y 1.4). Sin embargo, desde que la población feme-
nina consiguió incorporarse dentro del mundo laboral y se incrementó el hábito de fumar, en la Figura
1.4 se puede observar que, debido a este desarrollo social, se prevé que el cancer de vejiga aumente
considerablemente la incidencia del cáncer de vejiga en las mujeres.
Figura 1.3: Incidencia a nivel mundial del cáncer de vejiga en la población masculina. Fuente: [4]
Figura 1.4: Incidencia a nivel mundial del cáncer de vejiga en la población femenina. Fuente: [4]
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Como se ha detallado anteriormente, a nivel mundial el cáncer de vejiga supone el undécimo carcinoma
respecto a todos los tipos de cáncer y el segundo más inicidente del tracto urinario. Además, como en
muchos otros tipos de cáncer, hay grandes diferencias entre los países según su nivel de industrialización
(Figura 1.5 y 1.6). En Europa, aproximadamente se estima una incidencia de aproximadamente 118.000
casos al año [8].
Figura 1.5: Incidencia en el año 2018 a nivel mundial del cáncer de vejiga en hombres. Fuente: [4]
Figura 1.6: Incidencia en el año 2018 a nivel mundial del cáncer de vejiga en mujeres. Fuente: [4]
Según la OMS, España es uno de los países con más incidencia del cáncer de vejiga a nivel mundial,
ya que se diagnostican alrededor de unos 19.000 casos cada año. En el año 2018 se registraron el 81%
de los tumores del sexo masculino (14.793 casos) y el 19% de los femeninos (3.475 casos). La mayoría
de los casos se diagnostican entre los 65 y los 75 años, aunque se registran casos desde los 40-45 años
[10]. En los últimos años, el cáncer de vejiga ha aumentado y se prevé que en el 2040 la incidencia en
la población femenina aumentará un 30% y en la población masculina un 60% de su incidencia actual
(véase las Figuras 1.7 y 1.8).
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Figura 1.7: Estimación del número de casos de incidencia desde el 2018 a 2040 a nivel nacional, para el cancer de vejiga,
población masculina y todas las edades. Fuente: [4]
Figura 1.8: Estimación del número de casos de incidencia desde el 2018 a 2040 a nivel nacional, para el cancer de vejiga,
población femenina y todas las edades. Fuente: [4]
Mortalidad
Pese a la gran incidencia que supone el cáncer de vejiga, con las tasas de mortalidad ocurre lo contrario
gracias al avance de las nuevas tecnologías de diagnóstico precoz, al descenso del hábito de fumar, a la
prevención de los riesgos laborales y a la investigación en busca de mejores tratamientos para el cáncer
de vejiga. Como se muestra en la Figura 1.9 y 1.10, el número de casos de mortalidad en el 2018 fue
alrededor de 150.000 muertes en la población masculina y entorno a 50.000 muertes en la población
femenina. Cabe destacar que, se prevé un aumento en el 2040 del 94% en el número de los casos de
mortalidad para toda la población a nivel mundial. De acuerdo a lo expuesto en las Figuras 1.11 y 1.12,
en España, el cáncer de vejiga es la sexta causa de muerte por cáncer en los hombres, donde en el año
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2018 se registraron muertes 4.576 hombres y 1.104 mujeres. Además, en el 2040 se prevé que la tasa
de mortalidad del cáncer de vejiga aumentará un 63% para toda la población. Es importante destacar
que, aproximadamente 10-15% de los pacientes con CVMI, ya presentan metástasis a distancia en el
momento del diagnóstico [4] [8].
Figura 1.9: Estimación del número de casos de mortalidad desde el 2018 a 2040 a nivel nacional, para el cancer de vejiga,
población masculina y todas las edades. Fuente: [4]
Figura 1.10: Estimación del número de casos de mortalidad desde el 2018 a 2040 a nivel mundial, para el cancer de vejiga,
población femenina y todas las edades. Fuente: [4]
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Figura 1.11: Estimación del número de casos de mortalidad desde el 2018 a 2040 a nivel mundial, para el cancer de vejiga,
población masculina y todas las edades. Fuente: [4]
Figura 1.12: Estimación del número de casos de mortalidad desde el 2018 a 2040 a nivel nacional, para el cancer de vejiga,
población femenina y todas las edades. Fuente: [4]
Visto las estadísticas tanto a nivel mundial como nacional, es necesaria la investigación sobre esta pato-
logía, ya que, en los próximos años, se prevé un incremento del número de muertes debido al aumento y
envejecimiento de la población y al consumo del tabaco. En este contexto, se hace evidente la necesidad
de la implantación de modelos de aprendizaje atendiendo a diferentes parámetros que nos permitan con-
seguir un diagnóstico más eficaz y seguro, así como desarrollar terapias individualizadas y más efectivas.
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1.1.2 Procedimiento de diagnóstico
Generalmente, esta enfermedad es asintomática hasta que se desarrolla una fase avanzada. Una vez se
muestra cualquier signo de sospecha de cáncer de vejiga, siendo el más habitual en su primer episodio
la hematuria macroscópica, hay que realizar pruebas para el diagnóstico con el objetivo de determinar la
extensión, es decir, el estadio del cáncer, y la malignidad del tumor.
Dentro de todos los test que existen de diagnóstico del cáncer de vejiga, en este trabajo se va a explicar
el proceso de diagnóstico más común y que se aplica de manera rutinaria y fiable en la actualidad.
1. Examen físico: Se trata de un examen manual del recto, también conocido como examen digital
del recto (DRE), si es varón, o en caso de ser mujer, se realiza un examen pélvico. Si el médico
encuentra algo anormal se derivará a un urólogo para que se hagan más pruebas y tratamientos [8].
2. Citología de orina: Esta prueba determina si hay células cancerígenas o células precancerosas
en la orina. Cabe destacar que este test necesita ser valorado con otras pruebas, debido a su baja
fiabilidad por tener muchos falsos negativos. Es importante saber que, gracias a los grandes avances
de los marcadores tumorales, se pueden identificar sustancias específicas que producen las células
cancerosas de la vejiga [11].
3. Ecografía vesico-prostática y renal: Ambas técnicas son muy útiles para localizar el tumor sin
irradiar al paciente, y tener una idea de del tipo de crecimiento (CVMI o CVNMI), ya que se puede
observar si se ha propagado fuera de la vejiga. Además, se analizan los riñones [12].
4. Urograma por MRI: Es de gran utilidad para indicar si hay diseminación local y ganglionar
y analizar la parte superior del sistema urinario, puesto que en algunas ocasiones no se puede
localizar el tumor [12].
5. Cistoscopía: Si se sospecha de cáncer de vejiga, la cistoscopia es la prueba que recomiendan. Se
trata de un tubo delgado, largo y flexible que en su extremo tiene una fuente de luz y una cámara
de video [12]. Existen los siguientes tipos:
Resección transuretral de un tumor de vejiga (TURBT): Esta técnica es la más usada para
conocer las características del tumor. Consiste en extraer muestras del tejido con un aspecto
anormal de la vejiga, es decir, del tumor y también del músculo que lo rodea para determinar
si se trata de CVMI o CVNMI [12]. Este procedimiento también se conoce como resección
transuretral (TUR).
Uno de los métodos más usados para la identificación del cáncer de vejiga es la biopsia con
aguja que, sin hacer una cirugía, con una aguja larga, hueca y delgada guiada por una ecografía
se recoge una muestra pequeña.
La cistoscopía de fluorescencia: Esta técnica es menos común que la cistoscopia rutinaria,
pero pueden complementarse para ayudar al experto a encontrar con mayor precisión la lo-
calización de todas las células tumorales. Para ello, se coloca un medicamento sensible a la
luz fluorescente que es atraído por las células cancerígenas. La respuesta es la emisión de
fluorescencia de las células tumorales [12].
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Biopsia
Una vez se ha evidenciado la presencia de cáncer vesicular por las pruebas que se han explicado anterior-
mente, el diagnóstico definitivo se determina con el análisis histológico del tumor. Por lo tanto, mediante
una TURBT se extraen las áreas sospechosas y se envían al departamento de anatomía patológica para
que los expertos consigan el resultado de la biopsia a nivel celular. El diagnóstico se determina con dos
parámetros muy importantes a resolver:
Nivel de invasión del cáncer: El estadio del cáncer vesical viene establecido por la invasión en las
capas profundas de la vejiga. Se establece el estadio TNM en cada caso (Figura 1.13) [8].
Grado del cáncer: Esta variable se decide en base a la apariencia y estructura que toman las
células cancerosas. Más adelante, se explican los patrones de crecimiento en el frente tumoral que,
como se ha estudiado en la parte clínica, son un factor pronóstico muy importante que determina
el grado del tumor. Por lo general, en la literatura se pueden diferenciar en dos subgrupos:
• Bien diferenciados: Son aquellos en los que las células cancerígenas son muy similares al
tejido normal de la vejiga. También se suele llamar “cáncer de grado bajo de diferenciación”
y se relaciona con un pronóstico favorable, ya que su capacidad de crecer y diseminarse es
muy baja. [12].
• Pobremente diferenciados: Corresponde a los cánceres de alto grado, y son aquellos que me-
nos se parecen al tejido normal. Estos presentan una agresividad mucho mayor, con mucha
facilidad de crecer en la pared de ella y propagarse fuera de la vejiga. Asimismo, el pronóstico
no suele ser muy bueno, y este tipo de cáncer suele ser muy complicado de tratar [12].
Figura 1.13: Clasificación del estadio TNM de la Unión Internacional Contra el Cáncer (UICC) para el cáncer de vejiga.
Fuente: [13]
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La determinación de los parámetros T, N y M para su diagnóstico, se hace en base a las imagenes
histológicas correspondientes a la zonas elegidas de la biopsia. El diagnóstico seguro va a depender de
la estructura histológica que ha desarrollado el tumor, y por ello, se hace necesario el analisis a nivel
celular.
Imagen histológica
Para poder obtener el resultado de la biopsia, es necesario que la muestra pase por un procedimiento con
la finalidad de conseguir los portaobjetos junto al tejido. Seguidamente, una vez se consiguen las imá-
genes histológicas, los expertos deben analizar todas ellas para determinar el diagnóstico. Cabe destacar
que, establecer un diagnóstico de cada biopsia se debe estudiar con detalle todos las características del
tumor bajo el microscopio. El tiempo para efectuar esta tarea depende del tamaño del tumor, pudiendo
relantizar el diagnóstico. El presente trabajo, pretende abordar el problema del tiempo y eficiencia del
diagnóstico con un método de gradación del tumor automático que reduce considerablemente el tiempo.
El procedimiento general que se suele usar para preparar el portaobjeto es viene detallado en la Figura
1.14. En primer lugar, el patólogo toma las muestras que considera importantes del tejido procedente
de la pieza de cistectomía, que después son fijadas en formalina tamponada al 10%, a fin de preservar
los tejidos y evitar los procesos de muerte celular. Durante esta fase, el tejido es deshidratado mediante
un procesador automático que extrae el agua de los mismos, y luego se elimina el alcohol de los tejidos
provocando que se vuelvan transparentes (Figura 1.14, Fase 2). Seguidamente, se impregna la muestra
con parafina líquida que, cuando se enfría, se solidifica y crea un bloque consistente (fase de la inclusión).
Es necesario que el bloque sea resistente ya que, en la siguiente fase se realizan cortes finos de 3 micras
(µm) en un equipo de precisión llamado micrótomo y se colocan en una placa llamada portaobjetos
(Figura 1.14, Fases 4 y 5). A continuación, se realiza una tinción donde se añaden colorantes a los tejidos,
como es en nuestro caso uno de los métodos más comunes la tinción Hematoxilina-Eosina (HE), para
diferenciar sus estructuras celulares. Finalmente, una vez realizada toda la preparación, los portaobjetos
quedan listos para que lo patólogos los analicen por medio de un microscopio [8].
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Figura 1.14: Esquema de preparación de las imágenes histológicas para su análisis bajo el microscopio, a partir de una biopsia.
Elaboración propia.
Para el presente proyecto, se utilizaron las mismas imágenes histológicas que el estudio clínico [8].
Para la adquisición de las imágenes, se visualizaron primero en ×4-×10 aumentos, y tras ello, a ×40
aumentos para seleccionar entre todas las laminillas de cada caso la que mostraba, una mayor densidad
del patrón de agresividad más alto, es decir, la más representativa. Una vez escogidas todas ellas, se
aplicó la técnica de inmunohistoquímica CK AE1/3 que, cuando se produce la unión antígeno-anticuerpo
se hace visible las células cancerígenas produciendo coloración (cromógeno). Como se aprecia en la
Figura 1.15, esta tinción facilita la localización del frente tumoral.
Figura 1.15: Zona de frente tumoral invasor a pequeños aumentos (4×). (a) Tinción HE. (b) Tinción inmunohistquímica CK
AE1/3. Fuente: [8].
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Patrones morfológicos
En el año 2001, Jimenez et al. [14] describieron los patrones infiltrativos para el cáncer de vejiga. Dichos
patrones morfológicos, a pesar de no estar incorporados en la práctica como factor predictor, determinan
el grado de malignidad que tiene el tumor. En el cáncer de vejiga invasor no suele haber casos de
NUPBPM o carcinoma de bajo grado. Todos los casos son carcinomas uroteliales de alto grado (grado
II o III en la clasificación de la OMS de 1973) [15]. De acuerdo con lo expuesto en la Figura 1.17, se
identifican los siguientes patrones [8]:
Patrón nodular: Está compuesto mayoritariamente por nidos de células tumorales bien delineados
con forma circular. Se asocia a un grado II del tumor.
Patrón trabecular: El conjunto de células tumorales está dispuesto en bandas interconectadas
entre sí. La forma de las bandas son alargadas, conocidas como trabéculas. Este patrón también se
asocia al grado II del tumor.
Patrón infiltrativo: Compuesto por estrechos cordones de células tumorales y un conjunto de me-
nor a 4 células “buds” considerado grado III del tumor, también conocido como “tumor budding”.
Figura 1.16: Representación de los tres patrones de crecimiento propuestos por Jimenez et al. [14]. I) Patrón nodular; II) Patrón
trabecular; III) Patrón infiltrativo. Fuente: [8]
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Figura 1.17: Ejemplos de patrones de crecimiento de cáncer de vejiga con imágenes histológicas reales. (a) Sano, sin presencia
de cáncer. (b) Patrón nodular. (c) Patrón trabecular.(d) Patrón infiltrativo. Elaboración propia.
Tumor budding
Tumor budding (TB) es un concepto anatomopatológico que consiste en la presencia de células tumo-
rales aisladas o en pequeños grupos de hasta 4 células tumorales (“buds”) (véase la Figura 1.18), que le
confiere al tumor una alta agresividad y de peor pronóstico .
Figura 1.18: Zona de frente tumoral invasor a pequeños aumentos (4×) y zona destacada por la presencia del tumor budding a
40×. Fuente: [8].
Por primera vez, Imai [16] en el año 1954 definió que la presencia de TB se relacionaba con una alta
agresividad tumoral. En el 1986, Jeremy R. Jass [14] identificó que, para el cáncer de colon, el pronós-
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tico estaba determinado por el frente tumoral, es decir, que se trataba de un indicador muy importante
para el pronóstico. Más adelante, otros expertos indicaron que, la presencia del patrón de crecimiento
tipo infiltrativo, como es el TB, correspondía a una alta capacidad invasora y, por consiguiente, futura
metástasis [8].
Cabe destacar que, hasta hace pocos años el análisis del posible factor pronóstico de la presencia del
patrón TB en el frente tumoral para el cáncer de vejiga no había sido investigado. Actualmente, existen
pocos estudios que demuestran tener carácter pronóstico para el cáncer de vejiga. Este fenómeno está
íntimamente ligado con el inicio de la metástasis tumoral, ya que le confiere al tumor una alta capacidad
de separarse de la masa tumoral principal y migrar a los vasos linfáticos y sanguíneos a otras partes del
cuerpo.
Como se ha comentado anteriormente, se ha demostrado en varios estudios [17] [18] que, la presencia
de los “buds” en pacientes con estadios tempranos, es un indicio de micrometástasis no detectables en
la clínica. Si la situación de un paciente empeora hacia estadios más avanzados, este fenómeno tiene
como resultado una reducción de la tasa de supervivencia a cinco años y un gran aumento en la recaída
de la enfermedad una vez realizado el tratamiento [8]. De modo que, la presencia o no de este patrón
de crecimiento en el frente tumoral aporta información de la gravedad de la patología y sobre todo del
manejo terapéutico frente a estas características.
Hoy en día, sigue sin estar establecida en la práctica una técnica rutinaria, tanto clínica como compu-
tacional, relacionada con la detección del TB en el CVMI. Para este proyecto se va a desarrollar un
modelo predictivo de ayuda al diagnóstico atendiendo a los patrones de crecimiento, tanto en el frente
invasor como en el interior, que permita extraerlos, cuantificarlos y categorizarlos en los grados II y III.
1.2 Objetivos
El objetivo final de este proyecto es el diseño y desarrollo de un sistema de inteligencia artificial capaz
gradar el cáncer de vejiga. En particular, se pretende llevar a cabo un modelo predictivo basado en
algoritmos de deep learning que sirvan de ayuda al diagnóstico a fin de facilitar la tediosa tarea de los
patólogos en términos de tiempo y eficacia. Además, con este modelo también se pretende reducir el
nivel de subjetividad que existe entre diferentes patólogos cuando tienen que analizar una determinada
muestra.
Se va a desarrollar un algoritmo con el que se consiga diferenciar los grados de agresividad atendiendo
a la arquitectura morfológica celular tanto en el frente tumoral como en el interior del tumor, haciendo
gran hincapié en los patrones explicados en el Capítulo 1.1.2.
Para lograr la consecución del objetivo principal de este trabajo final de máster se proponen una serie de
objetivos más específicos que se listan a continuación:
1. Conocer el estado de arte sobre las técnicas de clasificación en imágenes histopatológicas para
cáncer de vejiga y determinar el valor pronóstico que supone la presencia de tumor budding en la
arquitectura tumoral.
2. Construir una base de datos de imágenes usando la tecnología Whole Slide Image (WSI) cuyas
dimensiones sean las correctas para poder trabajar sobre ellas.
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3. Estudiar en profundidad y aprender los patrones más comunes de los diferentes grados del cáncer
de vejiga para determinar un groundtruth correspondiente a cada bloque de la imagen para entrenar
y validar el modelo.
4. Realizar una exhaustiva partición de datos empleando técnicas de validación cruzada para reportar
resultados fiables y objetivos, teniendo en cuenta el número de imágenes del conjunto y de cada
etiqueta.
5. Aplicar técnicas supervisadas y no supervisadas de análisis de imagen para llevar a cabo la clasifi-
cación del cáncer de vejiga a partir de algoritmos de deep learning.
6. Obtener métricas de evaluación de los modelos de clasificación y una breve comparación entre
ellos.
7. Identificar y especificar las mejoras que se puedan incluir en investigaciones futuras y determinar
las limitaciones encontradas durante la realización el proyecto para ahondar en ellas en posteriores
trabajos.
1.3 Guía de la memoria
A continuación, en el Capítulo 2 se detalla, con mayor profundidad, el material utilizado para este
proyecto y en el Capítulo 3 la metodología usada para diseñar y desarrollar la clasificación de cada
imagen y, así, identificar la presencia de cáncer o no o la ausencia de cáncer de vejiga, así como sus
respectivos grados de malignidad II y III.
Posteriormente, en el Capítulo 4 se llevan a cabo las discusiones sobre los resultados obtenidos para
analizar el rendimiento del modelo. Además, se describen y examinan tanto el conjunto de validación de
la fase entrenamiento y validación, como la fase de predicción test. También, se muestran los resultados
cualitativos y cuantitativos obtenidos durante la fase de predicción.
Para terminar, en el Capítulo 5 se exponen las conclusiones más importantes sobre el trabajo realizado,
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2.1 Base de datos
Gracias al Departamento de Anatomía Patológica del Hospital Politècnic Universitari la Fe, se ha podido
adquirir la base de datos de las imágenes utilizadas para realizar el presente trabajo fin de máster se
han obtenido mediante la digitalización de las muestras de tejido de vejiga extraídas en las biopsias e
incluidas en los portaobjetos, tal y como se ha explicado en el Apartado 1.1.2. La digitalización del
tejido histológico se ha llevado a cabo gracias al escáner Aperio CS2 (Leica Biosystems, San Diego,
CA, USA) que crea portaobjetos digitales de alta calidad y con una capacidad de escaneo del 20x y 40x
con una alta fiabilidad [19]. Dicho escáner está guiado por un software llamado Aperio ImageScope que
permite el manejo del mismo y la adquisición de las imágenes en formato “.svs” (Figura 2.1).
Figura 2.1: A) Escáner Leyca Biosystems Aperio CS2 [19]. B) Software Aperio ImageScope. Elaboración propia. Dispositivo
y programa empleado para la adquisición de imágenes.
La finalidad de la privacidad de la base de datos es debido a la confidencialidad de los pacientes por la
ley de protección de datos. Estos firman un consentimiento informado para garantizar la seguridad de
los derechos de intimidad, la protección de los derechos y la seguridad.
La base de datos está compuesta por 136 cortes histológicos (biopsias), todos ellos con presencia de
cáncer de vejiga. Una vez digitalizados las muestras de tejido tras la biopsia, se obtienen las imágenes
histológicas escaneándolas con una resolución de 40x. Cada una de ellas es del orden de [30.000, 20.000,
3] píxeles por imagen RGB, lo cual conlleva unas dimensiones de memoria de almacenamiento de
aproximadamente 1,5GB. Este gran tamaño de las imágenes presenta ciertas limitaciones a la hora de
cargarlas en el software y de trabajar con ellas. Por esa razón, es necesario llevar a cabo un preprocesado
de la base de datos antes de encarar el desarrollo de los modelos predictivos. A continuación, se adjunta
un esquema donde se explica el proceso utilizado para la obtención de la base de datos final, que se
explica más adelante en el Apartado 3.
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2.2 Software y hardware
2.2.1 Software
Para el desarrollo de esta tesis final de máster, se ha hecho uso de dos softwares distintos. Por un lado,
se ha utilizado el lenguaje MATLAB (C) para la extracción de las regiones de interés, la creación del
groundtruth y la partición de datos por el método kfold cross validation, v. R2019b, de The MathWorks,
Inc. (Natick, Massachusetts, Estados Unidos).
Por otro lado, se ha usado el software Python 3.7, para la creación de los bloques sobre las imágenes
completas y el desarrollo de los modelos de aprendizaje automático, mediante IDE JetBrains Pycharm
2019.1.3x64. Cabe añadir que, para el competo desarrollo del modelo, se ha hecho uso de los distintos
framework (keras) con TensorFlow como bakend.
2.2.2 Hardware
Para evaluar el coste computacional que conlleva la ejecución de los algoritmos, hay que tener en cuen-
ta las características internas del hardware para así poder realizar futuras comparaciones entre otros
equipos con características diferentes.
El desarrollo y la ejecución de este trabajo final de máster se ha realizado mediante un equipo DELL
XPS 9370 con un sistema operativo Windows 10 Pro de 64 bits, un procesador Intel R© CoreTM i7-8550U
(1,8 GHz, 4 núcleos), un controlador gráfico Intel HD Graphics 620, 16GB DDR3-SDRAM 1866 MHz
de memoria instalada (RAM) y un disco duro de 512 GB SSDM.2.
Para la etapa de entrenamiento de los modelos, ha resultado necesario el uso de un servidor de compu-
tación, situado en el departamento de CVBLab, con capacidad suficiente para llevar a cabo el proyecto.
Respecto a las características del servicio, éste está compuesto por un procesador Intel i7 @4.20GHz,
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Para la conseguir el principal objetivo del presente proyecto, tal y como se aprecia en el diagrama de flujo
de la Figura 3.1, el trabajo parte de una base de datos de imágenes histopatológicas que posteriormente
se le aplica un pre-procesado para la anotación y extracción de la región de interés, la creación de los
bloques y el descarte de aquellos que no contienen información relevante. Una vez se tienen los bloques
histopatológicos, se crea el groundtruth para cada uno de los bloques. Más adelante, se realiza una
partición de datos para el entrenamiento del los modelos. En este trabajo final de máster, se clasifican los
bloques desde una clasificación supervisada y otra no supervisada. Finalmente, se exponen los resultados
y se comparan entre ellos.
Figura 3.1: Diagrama de flujo correspondiente a la metodología de este proyecto.
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3.1 Preparación de la base de datos de imágenes
La preparación de la base de datos de imágenes conlleva realizar un procedimiento muy importante ya
que analizar una imagen completa, que ha sido escaneada a 40×, supone un alto coste computacional.
Es por esto que, para analizar la imagen, se procede a realizar la anotación y la extracción únicamente
de la región de interés (ROI), tal y como se observa en la Figura 3.2.
Figura 3.2: Preprocesado de la base de datos. Elaboración propia.
3.1.1 Anotación y extracción de la región de interés
Para extracción de la ROI, tal y como expone la Figura 3.3 se ha utilizado la aplicación “MicroDraw”
para anotar las zonas de interés de las 136 muestras y extraer las coordenadas dentro de la imagen. Una
vez se tienen las coordenadas, se extraen las imágenes y las máscaras correspondientes a la ROI anotada.
La herramienta “MicroDraw” está creada sobre una librería de código abierto llamada OpenSeadragon
que consigue, sin perder resolución, una representación de manera interactiva multi-resolución [20]. Un
requisito importante para poder cargar las imágenes en la plataforma MicroDraw, es que las imágenes
estén en formato *.dzi, ya que este formato mantiene en todo momento la calidad original de la imagen.
Para ello, primero fue necesario realizar un cambio del formato *.svs a *.tiff mediante el programa gra-
tuito “ReadConverter”. Posteriormente, se hizo uso de una librería de procesado de imágenes llamada
“vips” para la conversión del formato *.tiff a *.dzi.
Para el tratamiento de estas imágenes se ha usado la librería “OpenSlide” que soluciona el problema de
leer imágenes de gran resolución espacial, la lectura de una pequeña cantidad de datos de imagen con la
resolución más cercana al nivel de zoom deseado y la lectura de imágenes en distintos formatos como
en nuestro caso *.svs [21] [22].
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Figura 3.3: Esquema correspondiente a la anotación y extracción de las regiones de interés. Elaboración propia.
Para el presente trabajo se han obtenido unas muestras digitalizadas a un zoom de 40×, es decir, la
resolución más alta posible, ya que es importante en la fase del preprocesado captar los detalles más
pequeños de las imágenes como el TB. Es importante recalcar que, la resolución espacial se describe
como la distancia mínima a la que es posible observar dos píxeles que están separado. Cuanto mayor es
la resolución de una imagen, mayor es la cantidad de píxeles que contiene dicha imagen. Por lo tanto,
trabajar con la resolución más alta (40×), la región de interés contenida en la boundingbox1 todavía sigue
siendo muy pesada como para trabajar con ella. Entonces, por esa razón es necesario llevar a cabo un
parcheado que permita manipular las imágenes y entrenar los modelos. En este TFM se ha considerado
óptimo utilizar dimensiones de 512x512x3, ya que este tamaño de imagen es fácilmente asumible por el
software utilizado y es suficientemente grande como para observar las estructruas de interés relacionadas
con el cáncer de vejiga (Figura 3.3). Para conseguir las anotaciones de las zonas de interés, primero se
selecciona un boundingBox que contiene los píxeles de interés. Después, se elige un tamaño concreto de
imagen óptimo del boundingBox.
En el mundo de la programación esto se traduce a la implementación de un algoritmo de ventana desli-
zante a resolución 40× que permite conseguir, con las dimensiones deseadas, parches correspondientes
al área de interés.
Cabe mencionar que se han descartado todas aquellas imágenes que no contenían el 35% de la informa-
ción que se desea analizar, tal y como se ve en la Figura 3.4, dando lugar a una base de datos final que
está compuesta por 3.070 bloques útiles para el proyecto.
1BoundingBox es el rectángulo más pequeño capaz de albergar la información de interés
28
Diseño y desarrollo de un sistema automático basado en algoritmos de deep learning para identificar
distintos grados de tumor budding en cáncer de vejiga
Figura 3.4: Pasos realizados para el descarte de los bloques con información menor al 35%. Elaboración propia.
Una vez descartados los parches que no contenían información útil, se llevó a cabo el etiquetado de
la base de datos, también conocido como groundtruth, atendiendo a los patrones de crecimiento y el
número de buds que presenta el bloque.
3.2 Groundtruth para la clasificación
Hoy en día, para determinar cuál es el grado de malignidad, se tienen en cuenta los patrones de creci-
miento que nacen en la frontera del tumor, y el contexto general que éste adquiere. Por tanto, el primer
paso consiste en la anotación de las fronteras como regiones de interés dentro del corte histológico. Este
paso es muy importante, ya que, como se observa en la Figura 3.5, únicamente se tiene en cuenta el
frente tumoral que esté situado a partir de la capa muscular. De este modo, además de identificar los
patrones de crecimiento del tumor, también hay que estudiar las capas histológicas de la vejiga en un
estado normal. A continuación, como segundo paso del proceso, se tiene que realizar la clasificación
para aquellos parches.
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Figura 3.5: Esquema que reproduce la zona de estudio del TB. Fuente: [8]
Para llevar a cabo el groundtruth de la clasificación supervisada, la autora del presente proyecto se hizo
cargo de la anotación de la región de interés y del etiquetado de cada imagen bajo supervisión de los pa-
tólogos del Hospital Universitari i Politècnic la Fe. Conseguir llevar a cabo esta tarea con éxito requiere
mucho tiempo de aprendizaje de las propiedades de cada uno de los patrones. Las diferencias entre ellos
pueden llegar a ser mínimas y dependientes del contexto histológico general. Además, el etiquetado se
complica cuando dentro del parche se comprenden más de un patrón de crecimiento y normalmente el
patólogo usa la experiencia de otros casos para su clasificación. Por tanto, para el diagnóstico se tiene en
cuenta, primero, la identificación de los patrones que hay dentro de un parche, y, después, la experiencia
del patólogo.
Como se aprecia en la Figura 1.17 del Apartado 1.1.2, se trata de una muestra ideal. Sin embargo, esto
no ocurre siempre, ya que, en la base de datos empleada para este proyecto, cada parte del frente tumoral
comprende diferentes patrones de crecimiento (véase la Figura 3.6).
La determinación del grado de malignidad es difícil de asignar con total seguridad, ya que, por ejemplo,
el grado de malignidad II no solo depende del patrón trabecular. Si en un parche existen patrones de
grado III y de grado II de manera equitativa, este dependería del contexto y de factores externos para
su evolución. Además, los patrones explicados en la teoria del Apartado 1.1.2 no se expresan con tanta
claridad en un caso real.
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Figura 3.6: Frontera tumoral con diferentes patrones.
Es necesario recalcar que la alumna además de se ingeniera, es biomédica y fue capaz de realizar un
estudio y un aprendizaje exhaustivo de cada uno de los patrones y de su agresividad, bajo el aprendizaje
previo transmitido por los expertos especializados en este tipo de tumor. Para resolver el problema de
la falta de experiencia como experto en anatomía patológica, la autora tuvo que aprender cuál era el
pronóstico para cada uno de ellos. Cabe destacar que, esta tarea se considera muy costosa para aquel
que no es patólogo con experiencia en este tipo de cáncer. Se requieren conocimientos basados en la






Cuadro 3.1: Tabla de número de imágenes por grado.
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Figura 3.7: Distribución de clases en el groundtruth.
Tras realizar el etiquetado de las imágenes, se observa en el Cuadro 3.1 y en la Figura 3.7 que, los datos
están desbalanceados para cada clase. Normalmente, los algoritmos de clasificación de imágenes super-
visados suelen sobreajustarse a la clase con mayor número de observaciones, en este caso el “grado II”.
Por lo tanto, para paliar el problema, es necesario aplicar al conjunto de entrenamiento una técnica de
balanceo, pudiendo ser undersampling y oversampling. Ambas técnicas tienen como objetivo balancear
el número de muestras de todas las clases. Por un lado, undersampling pretende eliminar algunas mues-
tras de la clase mayoritaria, y por consiguiente, conseguir eliminar esa gran diferencia entre el número
de observaciones de cada clase. Para este proyecto, puede ser una buena opción debido a que la base de
datos utilizada es grande. Sin embargo, se debe tener en cuenta que al tratarse de imágenes muy com-
plejas, la eliminación de información valiosa podría perjudicar al modelo. Por otro lado, oversampling
es la agregación de copias a la clase minoritaria, como la dublipación de los datos en el conjunto de
entrenamiento o la creación de nuevos ejemplos mediante transformaciones geométricas, rotaciones y
traslaciones de la imagen.
Es importante recalcar que, para este proyecto se usa una base de datos relativamente grande por lo que
no es necesario aplicar técnicas de data augmentation. Esta técnica crea artificialmente muestras sintéti-
cas a partir de las originales, mediante transformaciones geométricas como son traslaciones, rotaciones
o escalado, que permiten un aumento considerable de los datos sin ser necesaria más recopilación. Es
una técnica muy buena cuando se utilizan bases de datos pequeñas.
A modo de resumen, se expone la Figura 3.8, que recoge los algoritmos principales de la etapa del
preprocesado destinada a la confección de la base de datos definitiva a nivel de parche, a partir de la cual
se lleva a cabo el desarrollo de los modelos predictivos.
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Figura 3.8: Diagrama de flujo del procedimiento realizado para la preparación de los datos.
3.3 Partición de los datos
La partición de los datos tiene como objetivo entrenar un modelo y validarlo. Esta técnica divide los
datos en dos conjuntos, llamados test y entrenamiento. A su vez, el conjunto de entrenamiento se divide
en dos subconjuntos, llamados entrenamiento y validación. Es muy importante saber que cada conjunto
no debe contener las mismas imágenes, ya que, en ese caso, el modelo estaría siendo evaluado con las
mismas imágenes con las que ha entrenado y, por tanto, los resultados no serían fiables ni tendrían la
capacidad de predecir nuevas muestras. Por ello, lo que se pretende con esta técnica es que el modelo
sea capaz de aprender a partir de un conjunto de imágenes, y que este conocimiento se pueda generalizar
para futuros análisis de imágenes dotándole así de un carácter predictivo.
Para llevar a cabo la partición de datos en este proyecto, utiliza el metódo k fold cross validation que
permite hacer una división de la base de datos en dos subconjuntos “entrenamiento y validación” un
número de “k” iteraciones (Figura 3.9). De esta forma, en cada iteración las muestras de entrenamiento
y validación son diferentes y nunca se repiten [23]. Este algoritmo se puede describir de la siguente
forma:
1: for i← 1 to K : do
2: traini ← ∑Kj=1 Fj, ∀ j 6= i
3: vali ← Fi
4: end for
donde F = F1,F2, ...,FK es el conjunto de datos de entrenamiento que se divide en K particiones.
Figura 3.9: Dibujo explicativo de la metodología kfold cross validation con K valor igual a cinco. Elaboración propia.
Para la base de datos del presente proyecto se utiliza un valor para la K = 5, teniendo en cuenta el
balanceo entre clases para que, en cada subconjunto (en inglés, fold), el número de muestras por clase
sea similar y que todos los folds dispongan aproximadamente de la misma cantidad de muestras. Para
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ello se desarrolla una función en entorno Matlab para dividir la base de datos etiquetada de manera
equitativa por clases, generando, de esta manera, once hojas de cálculo Excel (Figura 3.10).
Figura 3.10: Tabla que describe el número de imágenes por clase que hay en cada set elaborado por el método de k fold cross
validation. Elaboración propia.
Este método se suele usar para modelos de clasificación supervisada donde no pueden usarse las mismas
imágenes, tanto para entrenar como para validar. Para entender todo lo explicado con mayor detalle, a
continuación se explican los conceptos teóricos más importante de la clasificación supervisada y la no
supervisada.
3.4 Clasificación supervisada
Para llevar a cabo un modelo supervisado de clasificación se necesita una base de datos etiquetada. El
modelo pretende encontrar relaciones entre las la entradas, en este caso las imágenes histopatológicas,
y el resultado, es decir, a partir de las imágenes de entrada y conociendo la clase de cada una de ellas,
el modelo predictivo ajusta una función que debe ser capaz de encontrar los patrones en las imágenes
característicos de una clase determinada. Para ello, en este tipo de clasificación se necesita un conjunto
de ejemplos que entrenen el modelo. Una vez el modelo haya aprendido y encontrado la relación entre
la entrada y la salida deseada, éste estará listo realizar más predicciones.
3.4.1 Fundamentos de las redes neuronales artificiales: Perceptrón multicapa (del inglés -
MultiLayer Perceptron (MLP))
La aparición de las redes neuronales artificiales (ANNs) fueron inspiradas por los sistemas neuronales
biológicos debido a la capacidad de aprender y resolver problemas en base a la experiencia y extracción
del conocimiento genérico. Como se puede apreciar en la Figura 3.11, las neuronas artificiales acogen
características básicas del sistema neuronal real, como son las señales de entrada X = [x1, x2, ..., xn]
donde se les da un peso relativo W = [w1, w2, ..., wn] que realza la intensidad de éstas. La señal de salida
de la neurona viene descrita por el sumatorio de todas aquellas entradas ponderadas. Las ANN están
distribuidas en paralelo como las conexiones del cerebro humano [24].
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Figura 3.11: Similitud con las neuronas cerebrales. Fuente: [25]
Las redes neuronales se pueden clasificar dependiendo de su método de aprendizaje, como es el apren-
dizaje supervisado y el aprendizaje no supervisado. La diferencia entre ellos, es porque el supervisado
hace uso de la información del groundtruth para asociar los patrones a una determinada clase. Por el
contrario, los no supervisados intentan agrupar las muestras en su clase correspondiente sin conocer la
etiqueta de las mismas.
Hoy en día, las ANNs se han establecido como una prometedora herramienta para el desarrollo de
modelos de aprendizaje supervisados que aporta muy buenos resultados. Por este motivo, destaca tanto
en el campo científico de la inteligencia artificial.
Para saber y entender que es una red neuronal, se van a describir los elementos básicos que componen los
modelos computacionales. Se explican, también, las formalizaciones matemáticas correspondientes a la
estructura del cerebro que se desea imitar. Además, se desarrollan con más profundidad los parámetros
de ajuste necesarios para el desarrollo de una ANN.
Estructura básica de un MLP
Como se ha explicado anteriormente, las redes neuronales pretenden imitar la red neuronal biológica de
la que disponen los humanos ya que, tiene la capacidad de aprender mediante ejemplos y, por consi-
guiente, llevar a cabo tareas como la identificación y detección de objetos, el reconocimiento de patro-
nes, la clasificación de imágenes, etc. Por lo tanto, para conseguir una imitación de las redes neuronales
cerebrales haciendo sinapsis las MLP deben seguir la misma estructura.
Como se aprecia en la Figura 3.12, la MLP se compone principalmente de N capas formadas, cada una de
ellas, por un conjunto de nodos llamadas neuronas artificiales. Estas neuronas van a estar interconectadas
entre las demás, de capa en capa, para poder así transmitir la información aprendida de manera óptima.
En extremos de las ANNs se encuentran, por un lado, la capa de entrada, que es la primera capa de la
estructura donde se toman los datos ponderados que se van a transmitir a las capas ocultas del centro, y
por otro lado, la capa de salida donde la red neuronal llega a una conclusión (salida predicha, ŷ). En las
capas del centro, es decir las capas ocultas, clasifica datos para cada clase.
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Figura 3.12: Esquema de un ANN de N capas, una capa de entrada, N-2 capa oculta y una de salida. Elaboración propia.
Funcionamiento del MLP
El funcionamiento de un algoritmo de retropropagación se compone de dos partes:
1. Forward-propagating step: El funcionamiento consiste en la transformación de los datos de entra-
da en una clasificación. Mediante sus pasos se aplican una serie de procesos matemáticos, como
son la función de propagación, la función de activación y la función de transferencia, resolviendo
de este modo la clasificación. [24].
La función de propagación se define como la suma ponderada de las entradas X multiplicadas
por unos pesos W. El resultado de esta función, es interpretado por la siguiente neurona, también
se conoce como valor neto de entrada (Ecuación 3.1). Los pesos son inicializados por números
aleatorios pequeños o por transferencia de conocimiento de otras redes ya pre-entrenadas.
a j = ∑
i
xiw j,i +θ j (3.1)
siendo i el índice de la entrada de la capa anterior, j es el número de neurona que le llegan las
respuestas de la capa anterior, x los valores de las entradas, w los pesos ponderados de cada neurona
y θ el término bias. Es importante aclarar la importancia de nodo bias, ya que permite obtener un
mejor ajuste de los datos. Se puede modificar la función de activación sumando el término bias.
A continuación, se muestra la función de activación que se representa como xj (Ecuación 3.2). Esta
función activa o desactiva la salida de la neurona, propagando o no la información. De este modo,
la red escoge la información más relevante en base a los pesos, que contienen la relación entre el
problema y la solución, para transferir las características importantes de cada patrón a las futuras
neuronas [24].
x j = f (∑
i
x jw j,i +θ j) (3.2)
2. Backward-propagating step: En esta segunda fase, se compara la salida predicha por el clasificador
(ŷ) y el valor objetivo (y). La diferencia entre ellas, refleja la cantidad de error de aprendizaje
(δ k)(Ecuación 3.3)[24].
δk = (y− ŷ) f ′(ak) (3.3)
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Donde k es la capa de salida, f ’ es la derivada de la función de activación aplicada en la primera
etapa, ak es la suma ponderada de la entrada para k y el error entre las salidas y− ŷ.
Cabe señalar que, δ permite a la red actualizar los pesos W que inicialmente se habían asignado
aleatoriamente y orienta el aprendizaje de la red neuronal. Su finalidad es encontrar los pesos que
describan mejor los datos de entrada.
El ajuste de los pesos o también conocido como el ajuste por regla generalizada se describe de la
siguiente manera (Ecuación 3.4):
∆wk, j = ηδkx j (3.4)
El ajuste del peso wk,j, con una dirección desde j hacia k, depende de tres factores: δ k, valor del
error cometido entre la clase predicha y la real; xj, valor de salida; η , el hiperparámetro tasa de
aprendizaje (en inglés - Learning rate). [24].
Hiperparámetros
Resulta importante explicar los hiperparámetros de una ANN pues, de estos depende que se consiga
una buena clasificiación.
Learning rate: Controla la tasa de ajuste en la actualización de los pesos con respecto al
gradiente de pérdida. En caso de asignar un valor alto, puede conducir a una inestabilidad
en el aprendizaje de la red. En cambio, en caso de valores demasiado pequeños, se puede
provocar una lentitud excesiva del aprendizaje y facilita el bloqueo en un mínimo local. En
cuanto a las pérdidas que supone para el modelo, tal y como se aprecia en la Figura 3.13, un
mal ajuste de la tasa de aprendizaje, suponde un aumento en la pérdida de función de costes
y, por consiguiente, un aumento en el error de predicción.
Figura 3.13: (a) Representaciones de cómo busca el mínimo global de la función de pérdidas con diferentes valores de learning
rate. (b) Cómo responde la función de pérdidas con la elección del valor del learning rate con cada época. Fuente: [26]
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Épocas: Son el número de iteraciones que el modelo efectúa el aprendizaje con el conjunto
de datos de entrenamiento. Este hiperparámetro suele ser un número alto debido a que se usa
en problemas complejos, por lo que empleando más iteraciones para la optimización de los
pesos se consigue reducir del error. Sin embargo, asignar un número de épocas demasiado
alto, podría conllevar a un sobreajuste (overfitting) de los datos de entrenamiento, es decir, el
modelo aprendería de memoria todos los datos de entrenamiento y sus etiquetas, y, por tanto,
perdería su carácter predictivo cuando tratara de clasificar las muestras de validación (Figura
3.14). Por otro lado, la asignación de pocas iteraciones conlleva a que el modelo no sea capaz
de generalizar el conocimiento (underfitting) y, por consiguiente, a la falta de aprendizaje para
una buena clasificación.
Figura 3.14: Tabla con los síntomas, remedios y efectos que provoca en problemas de regresión, clasificación y aprendizaje
profundo cuando se entrenan pocas épocas Underfitting, número de épocas correcto y muchas épocas, overfitting. Fuente: [27]
Batch size: Se conoce como el número de muestras con las que se analiza el modelo en cada
una de sus épocas.
El principal problema del aprendizaje en las ANNs es la minimización del valor de la función de pérdi-
das, Ecuación 3.3. Ésta está compuesta por dos partes, el término de error (δ k) y el de regulación (η).
El parámetro de regularización permite actualizar los pesos para minimizar la función de pérdidas en
38
Diseño y desarrollo de un sistema automático basado en algoritmos de deep learning para identificar
distintos grados de tumor budding en cáncer de vejiga
las epocas posteriores. Por consiguiente, la actualización de los pesos termina siendo un problema de
optimización (Figura 3.15). Los optimizadores que ayudan a encontrar el mínimo global de la función de
error y su eficiencia dependen de la tasa de aprendizaje asignada. Los optimizadores más comunes son
el Descenso por Gradiente Estocástico (SGD - del inglés, Stochastic Gradient Descent. ), Descenso por
Gradiente Adaptable (Adagrad), Descenso por Gradiente Adaptable (Adadelta), Momentum Adaptable
(Adam) [28].
Figura 3.15: Esquema del funcionamiento del optimizador para encontrar el error mínimo de la función de pérdidas. Fuente:
[24]
Una vez explicado, a grandes rasgos, el fundamento de las redes neuronales artificiales, a continuación
se van a detallar en mayor profundidad las redes neuronales convolucionales (CNN) características del
deep learning (aprendizaje profundo) en el que es enmarca el presente TFM. Las CNN han demostrado
ser de gran validez para tareas de caracterización y reconocimiento de patrones a partir de una imagen.
3.4.2 Arquitectura red neuronal convolucional: Deep Learning
A diferencia de las MLP, las CNN son capaces de procesar sus capas imitando al comportamiento bioló-
gico del ser humano. Es decir, su capacidad de aprendizaje basada en ejemplos. Esa es una caraterística
fundamental del deep learning. A diferencia del machine learning tradicional donde se extraían caracte-
rísticas de forma manual (es decir, desarrollando los descriptores manualmente) en el deep learning esas
características se extraen de forma automática mediante las convoluciones entre capas. Por eso, mientras
que el machine learning tradicional estaba basado en características, el deep learning está basado en
ejemplos. Cuantos más ejemplos de una muestra, mejor es el aprendizaje. Su arquitectura se fundamenta
principalmente en las capas convolucionales, salvo las últimas que están orientadas a la clasificación
(Figura 3.18).
Una red neuronal convolucional es una variante de las (RNA) donde sus capas son convolucionales
capaces de extraer automáticamente de una imagen características representativas para cada clase. Como
se expone en la Figura 3.18, la arquitectura consta de dos partes esenciales:
Extractor de características o base model: Una CNN está compuesta principalmente por capas
convolucionales, que son las encargadas de extraer las características mediante funciones de acti-
vación, llamada ReLu (Rectifier Lineal Unit), y capas de pooling que permiten reducir las dimen-
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siones de los volúmenes de características de cada capa. Es importante detallar que, las primeras
capas extraen características más básicas, generales, como contornos, mientras que las capas más
profundas obtienen características de más alto nivel.
Convolución
La convolución consiste en aplicar un filtro, también conocido como kernel, a toda la imagen para
extrer las características más relevantes en base a éste (Figura 3.16.
Figura 3.16: Representación del funcionamiento de la convolución. Fuente: [29]
Pooling
Es necesario llevar a cabo, para este tipo de arquitecturas, un muestreo ya que, tras aplicar una
convolución el número de neuronas aumenta considerablemente. Por tanto, las capas de pooling
se encargan de reducir el tamaño de las capas convolucionales filtradas para así disminuir las
dimensiones de la salida de cara a la siguiente convolución.
Tal y como se puede observar en la Figura 3.17, hay dos tipos de muestreo. Por un lado, Max
pooling que consiste en escoger el máximo de la matriz convolucionada dentro un bloque de unas
dimensiones determinadas, y, por otro lado, Average pooling que aplica la media de todos los
valores que están dentro del bloque.
Figura 3.17: Tipos de muestreo. Elaboración propia
Clasificador o top model: el principal objetivo de esta parte es llevar a cabo la clasificación de las
imágenes a partir de las características representativas estraídas en la etapa anterior. Normalmente,
esta arquitectura la conforman una capa que convierte los volumentes de características en un
vector 1-D, también conocida como capa Flatten, y capas continuas totalmente conectadas entre sí
(técnica fully conect) y junto a una función de activación llamada softmax que permite asignar una
probabilidad de clase.
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Figura 3.18: Arquitectura convolucional. Elaboración propia.
Las CNN tienen el mismo funcionamiento que el explicado para el MLP, siguiendo el forward-backward
propagation, donde en la primera fase, se extraen las características con unos pesos aleatorios, se obtiene
un error entre la clase predicha y la real mediante la función de pérdidas. Durante el backward, se
actualizan los pesos mediante un optimizador con el objetivo de que en la época siguiente se reduzca el
error minimizando la función de pérdidas y destacando poco a poco las características de cada patrón y
atendiendo a la salida deseasa y la predicha.
Normalmente una CNN requiere de una gran cantidad de muestras etiquetadas para que, durante el
entrenamiento, sea capaz de extraer las características discriminativas entre las clases. Cabe detallar
que, en el ámbito de la patología digital, en ocasiones no existen muchas datos a los que poder etiquetar
por tratarse de alguna enfermedad rara, o también por ser una tarea tediosa que colleva mucho tiempo
para su realización. Por esta misma razón, surgió la técnica conocida coo fine-tuning. Ésta permite el
uso de otras arquitecturas entrenadas con grandes bases de datos etiquetados para la transferencia de
los pesos ajustados y optimizados. Dichos pesos, se transfieren en las capas del base model. La técnica
permite congelar tantas capas como se desee, sin ningún tipo de actualización de pesos.
Arquitectura VGG (Visual Geometry Group)
Tras haber visto los conceptos principales para entender en mayor detalle el desarrollo de este trabajo
final de máster, a continuación se va a detallar en profundidad la arquitectura utilizada para su consecu-
ción.
El presente trabajo final de máster se centra en las arquitecturas VGG16 y VGG19, que están formadas
por 5 bloques convolucionales. El número de convoluciones que se realizan en los bloques es lo que las
diferencia entre ellas. Tal y como se observa en la Tabla 3.19, el número de filtros aumenta (en potencia
de 2) en cada bloque, es decir, al primer bloque se le aplica un conjunto de 64 filtros; al siguiente bloque
se le adjudican 128 filtros; para el tercer bloque 256 filtros; y en los dos últimos bloques, 512 filtros.
Durante todo el algoritmo, la dimensión de los kernels son de 3×3 y la reducción se realiza mediante la
técnica Maxpooling de dimensión 2×2. En la salida de las VGGs se aplica una agrupación aplanada y
se conecta a una capa completamente conectada con 4096 neuronas, que a su vez, está conectada a otra
capa con las mismas características y a una de 1.000 neuronas para llevar a cabo la clasificación. Cabe
destacar que, todas estas capas están activadas por la función de activación ReLU y última capa por una
Softmax (véase la Figura 3.20) [30] [31].
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La arquitectura VGG19 fue diseñada para un desafío de reconocimiento visual a gran escala de ImageNet
(ILSVRC). El objetivo de este desafío de clasificación de imágenes es entrenar un modelo que pueda
clasificar correctamente una imagen de entrada en 1000 categorías de objetos independientes (por esa
razón, en las últimas capas densas están compuestas por 1000 neuronas). Estas redes también demuestran
una gran capacidad para generalizar a imágenes fuera del conjunto de datos de ImageNet mediante el
aprendizaje por transferencia, técnica conocida como fine-tuning, como la extracción de características
y el ajuste fino. Estas VGG reportaron muy buenos resultados en el challenge ImageNet [32].
Figura 3.19: Familia de VGG. Fuente: [30]
Figura 3.20: Arquitectura de VGG19. Fuente: [33]
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En el presente trabajo final de máster, han implementado las arquitecturas VGG16 y VGG19, ya que ha
demostrado ser útil en el campo de la patología digital para problemas de clasificación. Además, durante
el análisis de estado del arte, las arquitecturas VGG destacan para el uso de técnicas de deep learning en
la detección de los diferentes patrones para su clasificación en imágenes histológicas [34] [35] [36] [37]
y [38]. Tal y como se ha cometnado anteriormente, esta arquitectura ha sido pre-entrenada con los datos
de ImageNet previamente para que los pesos iniciales adquieran un valor orientado a la base de datos
usada en el presente proyecto (fine-tunning).
3.5 Clasificación no supervisada
A diferencia de la clasificación supervisada, son algoritmos iterativos que intentan llevar a cabo una
clasificación sin tener en cuenta las etiquetas de las muestras. Dicha clasificación se basa en métodos de
clustering que permiten llevar a cabo una agrupación de los píxeles en un número de clases determina-
das. En este caso, puesto que se trata de imágenes, las técnicas más populares se centran en realizar las
agrupaciones midiendo la distancia entre píxeles de manera que, aquellos píxeles cuyo valor de intensi-
dad sea parecido, se agruparán dentro de la misma clase (cluster).
Hoy en día, están resurgiendo nuevos modelos no supervisados para el aprendizaje de la agrupación
en los modelos no supervisados, ya que el etiquetado de las imágenes es una tarea muy tediosa y por
lo tanto, una de las ventajas que presenta este tipo de modelo frente a los modelos supervisados es la
reducción del tiempo para el desarrollo del modelo.
3.5.1 Clasificación no supervisada basada en autoencoders
En el presente proyecto, tal y como expone la Figura 3.21, para llevar a cabo la clasificación no supervisa-
da has hecho uso de una arquitectura autoencoder para entrenar un modelo capaz de sacar características
relevantes de las imágenes de entrada sin utilizar las etiquetas de dichas imágenes.
De esta forma, una vez se ha entrenado la arquitectura, se ha utilizado la parte del encoder para extraer
las características del espacio latente de las imágenes. Y, a partir de esas características, se han imple-
mentado algoritmos de clustering para encontrar patrones subyacentes de las características asociados a
las tres clases bajo estudio: sano, grado II y grado III.
Autoencoder
Los autoencoders son una variante de las redes neuronales que se usan para aprender, de manera no
supervisada, las características de los datos. Hasta la fecha, este tipo de modelos suelen usarse para la
generación de datos, la segmentación, reducción de ruido de una imagen y la reducción de dimensionali-
dad. Para este trabajo, se va a usar una arquitectura convolucional para la extracción de las características
más representativas de cada clase.
Tal y como se muestra en la Figura 3.21 fase 1, el autoencoder consta de dos partes en la etapa de
entrenamiento:
1. Encoder: Esta parte se encarga de extraer las características más representativas de los datos de
entrada (X), en este caso las imágenes histopatológicas, y convertilas en un espacio de menores
dimensiones, también conocido como espacio latente (Z). Esta técnica realiza un mapeo no lineal
para la extracción de las características de los datos, Z j = fθ (X j). Para llevar a cabo la reducción,
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Figura 3.21: Esquema del algoritmo desarrollado para la clasificación no supervisada.
las dimensiones de las capas que forman el autoencoder se van disminuyendo hasta obtener las
dimensiones deseadas. En este punto, se utilizan capas convolucionales y de pooling, explicadas
en el Apartado 3.4.2 para llevar a cabo reducción de la dimensionalidad en la parte del encoder. A
medida que se aplica una convolución, la dimensión va disminuyendo. Sin embargo, éste le aplica
unos filtros de extracción de características que, dependiendo de los filtos asignados, extraerá más o
menos características. Como se ha explicado anteriormente, las capas de pooling, permiten reducir
la dimensión. Normalmente se aplica después de realizar una convolución.
2. Decoder: Permite la reconstrucción de la imagen en base al vector de características extraídas,
R j = gθ (Z j). Es necesario que las características incrustadas en el Z sea óptima debido a que, de
ello dependerán, obtener una buena imagen reconstruida de tus datos de entrada. Una vez se ha
reconstruido la imagen, el modelo calcula las pérdidas y las optimiza mediante el error cuadrático
medio o mean squared error (MSE). Para poder llevar a cabo esta aproximación se hace uso de
otro tipo de capas “Convolucionales Transpuestas” y “Upsampling” para desarrollar la parte del
decoder. La convolucional transpuesta es la operación contraria a la que usa el tipica convolución,
ésta generaliza la información. En cuanto a la técnica Upsampling, permite aumentar la dimensión
del bloque.
A continuación, en la Figura 3.22 se muestra la arquitectura del autoencoder convolucional empleada
para el presente trabajo final de máster.
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Figura 3.22: Arquitectura autoencoder diseñada para llevar a cabo la reconstrucción de las imágenes histológicas Xj.
Como se aprencia en la figura anterior, la arquitectura empleada para el encoder la componen tres blo-
ques convolucionales. Los dos primeroS bloques están compuestos por dos convoluciones de 128 y 256
filtros, respectivamente, seguido de capas de max pooling con filtros tamaños de kernel (2,2) para reducir
la dimensionalidad de los mapas de características previos a la mitad. El último bloque consta de una
convolución de 512 filtros, que servirá para la adquisición del espacio latente. Para la fase de descom-
prensión, decoder, se aumentan las dimensiones aplicando la misma estructura que en los dos primeros
bloques del encoder, pero a la inversa. Es necesario detallar que, para la base de datos empleada en este
proyecto, ha sido necesario aplicar muchos filtros por ser imágenes con características muy complejas.
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Clustering
En la segunda fase del algoritmo no supervisado, se implementan técnicas de clustering, que clasifican en
base a las características de los datos en distintos grupos. Como se ha detallado anteriormente, la técnica
de clasificación empleada para este trabajo final de máster es la conocida como “kmeans” que, consiste
en un algoritmo iterativo capaz de agrupar las características extraídas de las muestras en k clases. En
primer lugar, se definen k centroides aleatoriamente y, después, estos centroides se van actualizando
en función del valor de las características. De esta manera, frente a una nueva muestra, se extraen las
características, y se calcula la distancia entre dichas características y cada uno de los k centroides, en
términos de distancia euclídea (aquí pon la fórmula de la distancia euclídea). Finalmente, a la muestra
bajo estudio se le asigna la clase del centroide más cercano.
Por lo tanto, el método kmeans resuelve un problema de optimización, siendo la suma de las distancias












donde xi es cada observación del conjunto de datos, i el número de observaciones C j el clúster, j sería el
índice del cluster. , µ j la distancia media a ese centroide.
El algoritmo consta de tres pasos que se definen a continuación:
1. Inicialización: se escoge el número de grupos (k) y se establecen en el espacio de los datos (Figura
3.23 fase (a)).
2. Asignación de la muestra a los centroides: Se calculan las medias para cada muestra y se asigna
un centroide en base a su media (Figura 3.23 fase (b)).
3. Actualización de los centroides: se actualiza la posición de los centroides y se reasignan los grupos
en base al promedio (Figura 3.23 fase (c)).
δE
δ µi
= 0 =⇒ µ(t+1)j =
1∣∣∣C(t)j ∣∣∣ ∑xi∈C(t)j xi (3.6)
El modelo es iterativo por lo tanto los pasos 2 y 3 se repiten hasta que la posición de los centroides
no cambia o cambia ligeramete sin superar un umbral.
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Figura 3.23: Esquema del funcionamiento de la técnica kmeans. (a) Inicialización de los centroides. (b) Paso de asignación de
los centroides iniciales a los datos. (c) Paso de la actualización de la posición de los centroides.
Cabe destacar que, el input en la técnica kmeans debe ser un vector de una dimensión. En este caso,
tal y como se muestra en la Figura 3.21, el espacio latente se adquiere fuera del autoencoder debido a
que, las características de las imágenes son muy complejas y reducir mucho las dimensiones dentro de
él conlleva a una mala reconstrucción de la imagen. Por lo tanto, una vez se ha entrenado el modelo
autoencoder, para predecir las características del espacio latente, se extrae la parte del encoder y se le
añade una capa que convierte los outputs del encoder en un vector. En particular, se ha añadido una
capa de Global Max Pooling, con el objetivo de obtener un vector de características extrayendo el valor
máximo del volumen de filtros en el eje de profundidad (ver Figura 3.22). El resultado de la predicción





Se exponen los parámetros e hiperparámetros de los modelos desarrollados. Ade-
más, se presentan los resultados obtenidos por los modelos utilizados para la clasifica-
ción del cáncer de vejiga no músculo invasivo. Por último, se compararan los resultados
entre los modelos desarrollados en este proyecto.
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4.1 Experimentos
A continuación, se muestra la arquitectura e hiperparámetros asignados para cada uno de los modelos
desarrollados en este proyecto para la clasificación del cáncer de vejiga no músculo invasivo. Cabe
detallar que, para obtener los parámetros e hiperparámetros óptimos para la gradación del cáncer de
vejiga no músculo invasivo, se ha llevado a cabo una exploración rigurosa los mismos.
Cabe destacar que, para cada modelo desarrollado, se ha tenido en cuenta el acondicionamiento de los
datos tal y como se ha explicado en el Apartado 3.2.
4.1.1 Modelo supervisado
Para la clasificación de cáncer de vejiga no músculo invasivo, se ha utilizado redes neuronales convo-
lucionales, concretamente en la arquitectura VGG16 y VGG19. Entre ellas se ha escogido la VGG19
por ser la que mejores resultados se han obtenido. Durante la etapa de ajuste de hiperparámetros se ha
utilizado constantemente como entrada al modelo una base de datos de imágenes histológicas con una
dimensión 512×512×3. En cuanto a los parámetros a optimizar del base model de la VGG19, se en-
trenaron todos los bloques y se utilizó la técnica de transferencia de conocimiento aplicando los pesos
“imagenet”. Posteriormente, en el top model de la arquitectura, se eligió GobalAveragePooling2D para
convertir las características en un vector 1-D, seguido de dos densas de 1.000 neuronas cada una y en
su última capa, formada por 3 neuronas (el número de clases), con un la función de activación Softmax
para llevar a cabo la clasificación.
Los hiperparámetros escogidos para el entrenamiento del modelo final fueron 30 épocas, un batch de 16
muestras, el Stochastic Gradient Descent (SGD) como optimizador con un learning rate de 5×10−5 y
una función de pérdidas categorical cross entropry por ser un problema de multiclase.
4.1.2 Modelo no supervisado
La entrada al modelo no supervisado ha sido una base de datos de imágenes histológicas de dimensiones
128×128×3. Para el ajuste de los parámetros e hiperparámetros del modelo no supervisado se ha tenido
en cuenta las dos técnicas usadas. Por un lado, la selección de la combiación óptima para la arquitectura
propuesta del autoencoder, descrita en el Apartado 3.5, se entrenó durante 200 épocas de entrenamiento
con un batch-size de 16, se utilizó “Adadelta” como optimizador con una tasa de aprendizaje de 0.75
para tratar de disminuir la función de pérdida de error cuadrático medio (MSE). Por otro lado, para el
clustering se han asignado 300 iteraciones para cada entrenamiento del algoritmo kmeans, 3 centroides
inicializados de manea aleatoria y 10 entrenamientos.
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4.2 Métricas de evaluación
Una vez realizados todos los entrenamientos necesarios de los modelos desarrollados para este proyecto,
se pretende analizar el rendimiento de cada uno de ellos desde dos perspectivas, una cualitativa y otra
cuantitativa.
4.2.1 Análisis cualitativo: Class Activation Mapping (CAM)
CAM es una técnica propuesta por Zhou et al. [39] que muestra de manera visual de manera visual, las
regiones de las muestras en las que se ha fijado el modelo para predecir una determinada clase. Además,
permite determinar si dichas regiones están asociados con los patrones que reportan los expertos para
determinar los diferentes grados del cáncer de vejiga. Su funcionamiento depende de una combinación
lineal sobre la presencia de los diferentes patrones visuales que son determinados por los pesos de la
predicción final y la clase contemplada (Figura 4.1).
Matemáticamente la importancia de la activación en el lugar (x,y) de una clasificación, se traduce como




Donde fk(x,y) representa la activación de la neurona k en la última capa convolucional para localizarlo
en los píxeles (x,y). Para cierta clase c, la salida de la red viene definida como ∑kwckfk(x,y) suponiendo
que wck es el peso correspondiente a la clase c para cada neurona k. De modo que, la salida de la clase c
será ∑Mc(x,y) [39].
Este método es usado para que destaquen los patrones de crecimiento en diferentes localizaciones de la
imagen para cada una de las clases predichas por el modelo [39].
Figura 4.1: Esquema del funcionamiento de la técnica CAM. Elaboración propia
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4.2.2 Análisis cuantitativo
Matriz de confusión
Dentro de las métricas cuantitativas, la matriz de confusión es una de las herramientas más intuitivas y
sencillas, ya que mediante una tabla se puede observar el rendimiento del modelo de clasificación. En la
Figura 4.2 se expone un ejemplo de clasificación binaria, donde se comparan las etiquetas predichas por
el modelo con las etiquetas del ground truth. De esta forma, un verdadero positivo corresponde a una
muestra que ha sido predicha con la clase “cáncer” y la etiqueta del ground truth era “cáncer”. Por el
contrario, un falso positivo sería aquella muestra predicha como “cáncer” cuando en realidad era “sana”.
La misma operación se aplica en el caso de los verdaderos negativos y los falsos negativos, pero para la
clase contraria, es decir, clase “sano”. [40].
Figura 4.2: Representación de la matriz de confusión. Elaboración propia
A partir de la matriz de confusión se pueden obtener diversidad de métricas de rendimiento, como las
que se explican a continuación.
Sensibilidad (en inglés - Recall (R) or sensitivity): Matemáticamente se usa la Ecuación 4.5 que
expresa la efectividad para predecir las etiquetas verdaderas postivas frente a los valores acertados





Especificidad (en inglés - Specificity): Determina la efectividad para identificar las clases negati-
vas que coinciden con la realidad, es decir, verdaderas negativas (Ecuación 4.3) [41].




Valor Predictivo Positivo o Precisión (en inglés - Positive predictive value (PPV)): Medida que
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Valor Predictivo Negativo (en inglés - Negative predictive value (NPV): Proporción de pacien-





Precisión (en inglés - Accuracy): La precisión en modelos de clasificación se traduce como (Ecua-
ción 4.6: Porcentaje de los valores verdaderos con respecto a todas las clasificaciones. Este valor
es muy útil cuando las clases están balanceadas [41].
Accuracy =
T P+T N
T P+FP+FN +T N
(4.6)
F-Score: Media armónica de la precisión [43] y viene definida como la siguiente Ecuación 4.7:
F−Score = 2×PPV ×Sensibilidad
PPV +Sensibilidad
(4.7)
ACU (en inglés - Area Under Curve): Mide el área bajo la curva ROC (en inglés - Receiver
Operating Characteristic) poblacional que representa 1-Especificidad (Ecuación 4.3) frente a la
sensibilidad (Ecuación 4.5) para cada posible valor umbral o punto de corte en la escala de resul-
tados de la prueba en estudio (Ecuación 4.8) (Figura 4.3) [44].
y = Sensibilidad
x = 1−Especi f icidad
}
(4.8)
Figura 4.3: Ejemplo de Curva ROC y área bajo la curva (AUC). Fuente : [37]
Micro-Average: Estima las contribuciones de todas las clases con la finalidad de calcular la métrica
promedio. Se aplica para problemas de multiclasificación con desbalanceo de muestras para cada
clase.
Macro-Average: Realiza el promedio sin tener en cuenta las muestras de cada clase, es decir,
promediará atendiendo a todas las clases por igual.
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4.3 Resultados del modelo supervisado
A continuación, se muestran los resultados obtenidos, durante la etapa de validación y la de test, del
modelo supervisado desarrollado para la clasificación del cáncer de vejiga no músculo invasivo.
4.3.1 Etapa de validación
A continuación se van a mostrar las métricas tanto cuantitativas como cualitativas del funcionamiento
de los modelos generados.
Métricas cuantitativas
En el Cuadro 4.1 se expone un promedio de la evalucación de los modelos obtenidos para cada sub-
conjunto. Se muestran las diferentes métricas, explicadas anteriormente, para cada clase pudiendo así
identificar la eficacia de diagnóstico. Destaca el valor de la sensibilidad en la métrica micro-Avg, que
confirma la eficacia del modelo desarrollado con un 92%.
Métrica Sano Grado II Grado III micro-Avg macro-Avg
Sensitivity 1.00 ± 0.0072 0.93±0.0391 0.83±0.0847 - 0.92±0.0117 0.92±0.019
Specificity 1.00 ± 0.0049 0.91±0.0421 0.95±0.0258 - 0.96±0.0058 0.95±0.0081
PPV 0.99 ± 0.0142 0.91±0.0352 0.86±0.0609 - 0.92±0.0117 0.92±0.0154
NPV 1.00 ± 0.0025 0.93±0.0339 0.94±0.0255 - 0.96±0.0058 0.96±0.0067
F1-score 1.00±0.0107 0.92±0.0092 0.84±0.0275 - 0.92±0.0117 0.92±0.0137
Accuracy 1.00± 0.0055 0.92±0.0093 0.92±0.0104 - 0.95±0.0078 0.95±0.0078
AUC 0.93
Cuadro 4.1: Promedio de las métricas de los modelos obtenidos por los subconjuntos en la etapa de validación para el modelo
supervisado.
En la Figura 4.4, se muestra de forma visual el valor predictivo de cada modelo.
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Figura 4.4: Matriz de confusión de los mejores modelos generados por los subconjuntos en la etapa de validación para el
modelo supervisado. (a) kfold=1. (b) kfold=2. (c) kfold=3. (d) kfold=4. (e) kfold=5
A continuación, se observa en la Figura 4.5 las gráficas con respecto a la exactitud y la función de
pérdidas durante las épocas del entrenamiento.
Figura 4.5: Representación de las curvas de aprendizaje durante el entrenamiento para el modelo supervisado. (a) Valor de la
exactitud y de la función de pérdidas en cada época. (a) kfold=1. (b)kfold=2. (c)kfold=3. (d)kfold=4. (e)kfold=5.
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Métricas cualitativas
En cuanto a las métricas cualitativas se determinan por la técnica CAM explicado en el Apartado 4.2.1.
Figura 4.6: Resultados de los CAMs para los subconjunto dela etapa de validación. (a) Grado III. (b) Grado II. (d) Sano.
Una vez expuestos todos los resultados de la etapa de validación, el modelo es capaz de detectar con
total seguridad la presencia del cáncer, y, en caso de haberlo, determinar la agresividad (90% de grado II
y un 80% de grado III). Figura 4.6 sección (a) confirma que, el algoritmo es capaz de identificar los buds
y descartar los demás patrones dentro de la clase “grado III”. En la sección (b) que corresponde al grado
II, se aprecia como el algoritmo lo relaciona con patrones alargados dentro de la imagen. Es necesario
recalcar que, los modelos tuvieron dificultad para determinar la clase de gradación “ II”, visto que es un
patrón que depende del umbral del tamaño específico. Por último, en la sección (c), el modelo descarta
la presencia una muestra sana. Por lo tanto, podemos afirmar que, el modelo es capaz de detectar los
patrones correspondientes a cada clase, y descartar lo otros con un 92% con un margen de error± 1.2%
aproximadamente.
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4.3.2 Predicción
Métricas cuantitativas
Métrica Sano Grado II Grado IIII micro-Avg macro-Avg
Sensitivity 1 0.8362 0.8864 — 0.8901 0.9075
Specificity 0.9857 0.9639 0.8935 — 0.945 0.9477
PPV 0.9603 0.96 0.7178 — 0.8901 0.8794
NPV 1 0.8503 0.9626 — 0.945 0.9376
F1-score 0.9797 0.8939 0.7932 — 0.8901 0.8889
Accuracy 0.9894 0.8989 0.8918 — 0.9267 0.9267
AUC 0.927
Cuadro 4.2: Métricas del modelo definitivo en la etapa de predicción para el modelo supervisado.
Figura 4.7: Matriz de confusión en la etapa de predicción para el modelo supervisado.
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Métricas cualitativas
Figura 4.8: Resultados de los CAMs para los subconjunto de la etapa de validación. (a) Grado III. (b) Grado II. (d) Sano.
En la Figura 4.8, se exponen los resultados de CAMs para cada clase. La clasificación “Grado III” el
modelo resalta zonas relevantes cuando hay presencia de un conjunto de buds. Para la clasificación del
“Grado II” el modelo consigue identificar patron alargados como las trabéculas y nidos pero no es del
todo preciso. Sin embargo, es importante detallar que el modelo no considera relevante para llevar a
cabo la clasificación las zonas de la imagen donde hay presencia de tumor budding.
Discusión sobre la evaluación de predicción
En base a los resultado expuestos de la etapa de predicción, se aprecia que el modelo definitivo es capaz
de identificar la presencia de células cancerígenas con total seguridad.
Es necesario destacar que, tal y como se expone en los resultado, existen predicciones erróneas. Esto
se debido a que, para discernir entre los diferentes patrones, el experto se centra en la morfología que
adquieren las células cáncerigenas en la forntera tumoral, el tamaño y la cantidad que existe en cada
parche. La diferencia de tamaño entre el grado II, como es el patrón de nido, y grado III, como es el bud,
puede ser mínima pudiendo confundir al modelo. Una solución frente a este problema sería, un aumento
de imágenes para cada patrón, ya que a mayor cantidad de ejemplos, más conocimiento adquirirá para
cada patrón. Otra solución sería la anotación por parte del experto de cada uno de los patrones que
existen en la frontera tumoral, para así, una vez entrenado el modelo, éste será capaz de aprender el
tamaño de cada patrón e identificar automáticamente los patrones en cada imagen que, por consiguiente,
determinaría el grado de malignidad del tumor.
La intención de predecir con nuevos datos, es debido a que, pretende simular una práctica clínica real
donde al algoritmo se le añaden muestras nuevas para clasificarlas en base a lo que ha aprendido.
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A continuación, se procede a exponer los resultados obtenidos por el modelo no supervisado desarrollado
en el presente trabajo final de máster.
4.4 Resultados del modelo no supervisado
4.4.1 Etapa de validación
Métricas cuantitativas
Métrica Sano Grado II Grado III micro-Avg macro-Avg
Sensitivity 0.99±0.014 0.59±0.154 0.72±0.103 0.72±0.075 0.77±0.057
Specificity 1.00 0.85±0.058 0.73±0.102 0.86±0.038 0.86±0.035
PPV 1.00 0.79±0.077 0.49±0.083 0.72±0.075 0.76±0.051
NPV 1.00±0.005 0.69±0.075 0.88±0.038 0.86±0.038 0.86±0.033
F1-score 1.00±0.007 0.67±0.125 0.58±0.076 0.72±0.075 0.75±0.064
Accuracy 1.00±0.004 0.72±0.075 0.73±0.075 0.82±0.05 0.82±0.05
AUC 0.80±0.034
Cuadro 4.3: Promedio de las métricas de los modelos obtenidos por los subconjuntos en la etapa de validación para el modelo
no supervisado.
Figura 4.9: Matriz de confusión de los mejores modelos generados por los subconjuntos en la etapa de validación para el
modelo no supervisado. (a) kfold=1. (b) kfold=2. (c) kfold=3. (d) kfold=4. (e) kfold=5
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Figura 4.10: Representación de las curvas de aprendizaje durante el entrenamiento para el modelo no supervisado. (a) Valor
de la exactitud y de la función de pérdidas en cada época. (a) kfold=1. (b) kfold=2. (c) kfold=3. (d) kfold=4. (e) kfold=5.
La eficacia de predicción del modelo no supervisado desarrollado de los distintos kfold es un 72% en
términos de promedio. Se puede observar en el Cuadro 4.3 y la Figura 4.9 que, la sensitividad para la
predicción de los distintos grados es baja, siendo el grado II una predicción de 59% y grado III un 72%.
El modelo no supervisado, es capaz de identificar con seguridad la presencia de cáncer en el parche.
Por otro lado, la Figura 4.10, se observa como va disminuyendo el valor de la función de pérdidas del
autoencoder de manera correcta.
4.4.2 Etapa de predicción
Métricas cuantitativas
Métrica Sano Grado II Grado IIII micro-Avg macro-Avg
Sensitivity 0.99 0.96 0.75 — 0.92 0.90
Specificity 0.99 0.88 0.97 — 0.96 0.95
PPV 0.98 0.89 0.91 — 0.92 0.93
NPV 1.00 0.96 0.92 — 0.96 0.96
F1-score 0.99 0.93 0.82 — 0.92 0.91
Accuracy 0.99 0.92 0.92 — 0.94 0.94
AUC 0.92
Cuadro 4.4: Métricas del modelo definitivo en la etapa de predicción para el modelo no supervisado.
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Figura 4.11: Matriz de confusión en la etapa de predicción para el modelo no supervisado.
Una vez presentados los resultados para cada etapa, se puede observar que el modelo implementado no
predice correctamente para pequeñas cantidades en la base de datos, ya que la técnica de clasificación
kmeans necesita de muchos valores para poder predecir de manera óptima. Una solución sería aumentar
la cantidad de datos para cada subconjunto.









Cuadro 4.5: Métricas del modelo definitivo en la etapa de predicción para el modelo no supervisado.
En base a lo expuesto en el Cuadro 4.5, el modelo supervisado tiene menos capacidad de predicción,
siendo la micro-Avg un 89%. Sin embargo, se ha visto que, la VGG19 obtiene mejores resultados para
la detección del tumor budding (88% para el modelo no supervisado y el 75% en el modelo no supervi-
sado). Dentro del problema de gradación del cáncer de vejiga músculo invasivo y la detección del tumor
budding el modelo supervisado sería el más indicado para usarse.
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4.5 Estado del arte
Como se ha explicado en la introducción, hoy en día los patólogos gradifican el cáncer de vejiga músculo
invasivo en base al patrón que hay en la frontera tumoral. Sabiendo estos patrones, los expertos pueden
elegir un tratamiento apropiado para cada caso. Esta información hace posible desarrollar un modelo de
clasificación automática.
Tras efectuar una recopilación de la información sobre el tema tratado en este trabajo final de máster, se
puede observar que no existen trabajos orientados a la gradación del cáncer de vejiga músculo invasivo
con tinción inmunohistoquímica CK AE1/3. Cierto es que existen varios estudios donde gradan el cáncer
de vejiga en diferentes modalidades de imagen siendo las más comunes histológicas y cistoscópicas.
En cuando a los estudios de modalidad de imagen histológica es importante decir que fueron analizados
desde parches de dimensiones 225x225 y tinción HE. Los artículos más destacados en esta modalidad
son: Binlin Wu et al. [45], en su estudio, partieron de imágenes histológicas con tinción HE donde se
y segmentaron los núcleos. Posteriormente, cuantificaron por agrupación local y alinearon los núcleos
mediante un algoritmo de agrupación k-vecinos más proximos (del inglés - k-nearest neighbours), sien-
do k ejemplos más cercanos, que sirve para medir las distancias y el paralelismo del vecino más cercano.
Finalmente, hicieron uso de un clasificador de machine learning conocido como “Support Vector Ma-
chine” (SVM), el cual clasifica el tumor en dos grupos, grado alto y bajo. En base a esta metodología,
los autores reportaron resultados de sensibilidad y especificidad, alcanzando valores de 87.5% y 60%,
respectivamente.
Por otra parte, Ilaria Jansen et al. [34] propusieron un estudio con una metodología similar al planteado
en estre trabajo fin de máster. En él, los autores estudiaron el tumor de vejiga no músculo invasivo para
clasificar en los grados bajo y alto mediante, una segmentación con el modelo UNet que identifica la
presencia de cáncer o no. Seguidamente, se aplica en aquellas imágenes un modelo de clasificación
con arquitectura VGG16. Los resultados del estudio fueron “para la sensibilidad” un 71% y para la
especificidad, un 76%.
Existen varios estudios que tratan sobre la clasificación en cáncer de vejiga por las características his-
tológicas, aunque no para la gradación del tumor. Los temas dedicados más comunes son la presencia
de biomarcadores para calcular el pronóstico del paciente [46], la distinción entre cáncer de vejiga no
músculo invasivo y músculo invasivo [35],
Otros estudios que distan más de los objetivos del presente trabajo se basan en la identificación del
cáncer de vejiga intentando discenir entre tejidos sanos y patológicos, es decir, no abordan una clasifi-
cación multiclase a fin de gradar el cáncer de vejiga. Por otra parte, también se pueden encontrar en la
literatura estudios basados en la detección de biomarcadores para determinar el pronóstico del paciente
[46], estudios para distinguir automáticamente si se trata de un cáncer de vejiga músculo invasivo o no
músculo invasivo [35], la predicción de carga mutacional dependiendo de la estructura histológica [47],
y la identificación de afectación a los ganglios linfáticos [36] [48].
Para la modalidad de imagen citoscopía existen varios estudios que estiman la presencia o no de cáncer
[49], de afectación en los ganglios linfáticos [50] y detección de los distintos tipos de cáncer de vejiga y
grados [51].
Además, existen otros artículos que miden la cantidad de células que hay en un campo 40X mediante
modelos automáticos. El artículo [52], pretende determinar un pronóstico dependiendo de la cantidad de
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número de buds, por lo tanto aplica un árbol de decisión como modelo de clasificación. Primero para las
imágenes teñidas en inmunohistoquímica CK AE1/3 se segmentan las regiones de presencia de cáncer
mediante la arquitectura Inception y a las imágenes immunofluorescencia se les aplica Random Forest
para detectar los buds. En otros artículos se analiza el tumor budding para otras estructuras anatómicas
como es el cáncer de colon [38], [53] y cáncer de mama.
4.5.1 Contribución de este proyecto
En base a la literatura expuesta, la contribución del presente trabajo destacada por ser el primero estudio
realizado con imágenes teñidas con inmunohistoquímica CK AE1/3, que permite la localización de
los patrones de infiltración. Además, destacamos en ser los primeros en desarrollar dos modelos, uno
supervisado y otro no supervisado, que es capaz en detectar la presencia de cáncer de vejiga músculo
invasivo, y si lo hay, los patrones de infiltración en dos grados, grado II y grado III. También, ambos
modelos son capaces de detectar el patrón infiltrativo, tumor budding, cuando hay presencia de otros




Conclusiones y líneas futuras
5.1 Conclusiones
De acuerdo con los objetivos principales de este trabajo, su principal aportación ha sido el diseño y desa-
rrollo de un modelo predictivo basado en algoritmos de deep learning que sirvan de ayuda al diagnóstico
a fin de facilitar la tediosa tarea de los patólogos en términos de tiempo y eficacia. Además, con este
modelo también se pretende reducir el nivel de subjetividad que existe entre diferentes patólogos cuando
tienen que analizar una determinada muestra. Se desarolló dos algoritmos que consiguieron clasificar
el patrón de agresividad del atendiendo a la arquitectura morfológica celular tanto en el frente tumoral
como en su interior.
Primero realizó una exhaustiva investigación acerca de las técnicas de clasificación en el ámbito de la
patología digital para el cáncer de vejiga y de la detección automática del tumor budding. Además, se
estudiaron los patrones de crecimiento en el frente tumoral y la agresividad que le confieren al tumor.
Se analizó con detalle el estudio de patrón tumor budding, la histología que éste adquiere, su comporta-
miento y cómo afecta, en términos de pronóstico, en la salud del paciente.
Las imágenes histológicas con las que se cuenta son demasiado grandes y tienen una carga compu-
tacional elevada. Por lo tanto, se desarrollaron distintas funciones que permitieron construir una base de
datos de imágenes histopatológicas para poder trabajar sobre ellas y sean compatibles con los modelos
predictivos.
En base al conocimiento adquirido de los patrones de agresividad y la supervisión de los expertos en
el campo de anatomía patológica, se etiquetaron las imágenes histopatológicas atiendiendo al grado de
malignidad, y así obtener el groundtruth de la base de datos.
Se tuvo que acondicionar la base de datos para llevar a cabo el aprendizaje de los modelos. Pare ello,
se dividió mediante la técnica kfold cross validation, con la finalidad de reportar resultados fiables y
objetivos. Se desarrollaron distintas funciones en torno el software Matlab para dividirlas y preparar la
base de datos para su posterior entrenamiento y validación.
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Una vez se acondicionó la base de datos, se desarrollaron dos modelos a partir de deep learning, su-
pervisado y no supervisado, para determinar la clasificación a nivel de parche del cáncer de vejiga. El
modelo supervisado empleado para la clasificación fue la conocida como VGG19, y, por otro lado, para
el modelo no supervisado se diseño un autoencoder para extraer las características representativas de
cada imagen y se clasificó con una técnica de clustering conocida kmeans.
Se obtuvieron métricas de evualuación de los modelos mediante un análisis cuantitativo y cualitativo,
y así poder realizar una breve comparación entre ellos. Estos resultados demostraron ser lo modelos
valiosos para la predición de la presencia de cáncer y su gradación.
Finalmente, a lo largo de la realización del trabajo final de máster se detectaron las limitaciones para su
desarrollo y las líneas futuras del presente trabajo.
En definitiva, se puede concluir que, se ha logrado diseñar y desarrollar el primer sistema automático de
clasificación, visto que en el estado del arte no existe ningún estudio que grade éste tipo de tumor.
5.2 Líneas futuras
Dado que no existe ningún estudio en la literatura que lleve a cabo la clasificación del grado del cáncer
de vejiga músculo invasivo, se proponen varias ideas que han ido surgiendo a lo largo de su realización.
A continuación, se listan las distintas propuestas para mejorar y optimizar la solución a la clasificación:
Realizar un modelo no supervisado con la técnica Deep Clustering. El modelo no supervisado
generado en el presente proyecto, comprende la primera parte de la técnica Deep Clustering. El
principal motivo por el que se propone esta técnica es debido a que, el método utilizado para la
clasificación no supervisada kmeans no suele ser óptimo para imágenes tan complejas. Por lo tanto,
se desea comprobar, con la técnica deep clustering, una solución más eficiente para la clasificación
no supervisada del cáncer de vejiga.
Diseñar un sistema end-to-end incorporando la identificación de ROIs y clasificación de las mismas
en un solo algoritmo.
Realizar una clasificación a nivel de biopsia, es decir, a imagen completa en vez de por parche,
utilizando un mapa de calor que reprensente el grado de la biopsia.
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En este capítulo del trabajo final de máster se consigue una valoración de la tasa
económica, referida en euros. Se desglosan los diferentes costes como: el coste de mano
de obra y los computacionales, dejando de lado los vinculados con la maquetación,
desplazamientos o la electricidad.
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1.1 Presupuestos parciales
Se especifican de manera independiente los presupuestos parciales de los costes de personal, costes de
los materiales, las del software y las del hardware para realizar este trabajo.
1.1.1 Coste mano de obra
Sin duda, la gran mayoría del valor económico del proyecto se debe a los costes de mano de obra. Este
apartado es el más costoso visto que este proyecto es inevitablemente dependiente del personal para la
realización de los algoritmos. En la Tabla 1.2 que se aprecia a continuación, se muestra una aproximación
del salario que adquiere, determinada en tiempo, cada personal que ha contribuido en este trabajo; en
este caso trata de Da Valery Naranjo Ornedo, clasificada como cotutor del proyecto; D. David Ramos
Soler, como tutor del proyecto; D. José Gabriel García Pardo, como cotutor. Todos aquellos mencionados
anteriormente, están especializados en ámbitos diferentes en la temática, tienen como principal objetivo
de revisar y orientar al alumno de una buena realización de la tesis y el autor del proyecto Da. Anna
Esteve Domínguez.
En el desglose el jornal muestra las horas aportadas por parte de los participantes considerándose jornada
completa por parte del alumno (8 horas diarias en los días laborales) y 1 hora semanal por parte de los
tutores. El coste por hora para cada uno (14.23e/h para el estudiante, 27.15e/hora para el co-tutor y
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40e/hora para el tutor), que se calcula a partir de un sueldo base, siendo 1.300 e/mes el salario de
estudiante y 2.600e/mes para el tutor. Cabe destacar que además del salario base, según el Ministerio






















(Alumna del Máster de Ingeniería Biomédica)
640 14.23 9.107,2
TOTAL 12.079,2
Cuadro 1.1: Descomposición de los costes de mano de obra.
1.1.2 Coste materiales
Para la adquisición de las imágenes utilizadas en el presente trabajo final de máster, se ha llevado a cabo
varías tareas previas tales como: la preparación de las biopsias de diferentes pacientes y el procedimiento








1 MM.B Biopsias 120 600,00 7.200
2 MM.M Muestras 140 10,00 1.400
TOTAL 8.600
Cuadro 1.2: Descomposición de los costes de los materiales.
1.1.3 Coste maquinaria
Para la realización del proyecto ha sido principalmente necesario los recursos tanto de software como de
hardware. En este apartado se va a detallar las herramientas utilizadas teniendo en cuenta tanto la vida
útil del material como el periodo como el intervalo de tiempo amortizado. Es cierto que, se han utilizado
herramientas de software proporcionados por la Universitat Politècnica de València y es por eso que,
dicha parte no habrá costes asociados. En cuanto a la escritura del proyecto se ha hecho uso del editor
de texto online www.overleaf.com. En ambas tablas se ha valorado el tiempo de uso de cada equipo con
respecto a los 9 meses de duración del trabajo; el período de amortización y el precio de cada una de las
herramientas o equipos utilizados.
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4.000 60 9 600
TOTAL 729
















0 12 9 0
3 ME.SLP Licencia Python 3.7 0 12 9 0
4 ME.SLK Librerías Keras 0 12 9 0
5 ME.MOF
Pack Office 365
Hogar y Estudiantes 2019
149 48 9 27.93
6 ME.LW Licencia Windows 10 Home 175 24 9 32,81
TOTAL 60,74
Cuadro 1.4: Descomposición de los costes del software.
Descripción Total (e)
Costes de hardware 729
Costes de software 60,74
TOTAL 789,74
Cuadro 1.5: Coste total de la maquinaria
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1.2 Presupuestos total
El presupuesto total del trabajo (Cuadro 1.6) es la suma de los costes de los presupuestos parciales
comentados anteriormente. Se tienen en cuenta los impuestos y otros gastos como son el 13% de los
gastos generales, un 6% del beneficio industrial y el 21% correspondiente al Impuesto sobre el Valor
Añadido (IVA).
Descripción Coste (e)
Costes de mano de obra 12.079,2
Costes de material 8.600







Cuadro 1.6: Presupuesto total del proyecto.
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