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1. INTRODUCTION 
Random Fredholm integral equations (RFIE) provide a more realistic 
and accurate model of phenomena which can be modeled by deterministic 
Fredholm integral equations whose known functions are subject to uncer- 
tainty and hence should be formulated as stochastic processes [5, 61. 
Although much work has been done on proving the existence and uni- 
queness of solutions of RFIE [ 1, 51, methods for obtaining approximate 
solutions of these equations are scarce and have restricted classes of 
problems for which they are effective [2]. The author has shown that the 
method of moments can provide an effective method of getting 
approximate solutions of a certain class of RFIE [3]. In this paper it is 
shown that the method of moments may be applied to a different, less 
restricted class of RFIE. The following theorem from [3] will be used. 
THEOREM 1. Let L be the Hilbert space consisting of { Z(t, CO): Z(t, w) 
is a stochastic process with m sample functions Z(t, wi) which have 
associated probabilities p(w,), i = 1, . . . . m, where Cy! 1 p(w,) = 1 and 
1; E{ Z2( t, CO) 1 dt < GO ) under the inner product 
(Y(t, ~1, Z(t, 01) = r1 E{ Y(t, u) Z(t, w,} dt. 
JO 
Let A be the operator on L defined by 
AZ= lK(t,s,w)Z(s,o)ds, 
s 
O<t<l, 
0 
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where K(t, s, co) is in L for fixed t or s and j; j: K*(t, s, w) ds dt < co. Let 
F(t, w) EL. Let A, = Q, A Q,,, where Qn is the projection operator from the 
Hilbert space L to the Hilbert space generated by {F, AF, A2F, . . . . An-IF}. 
Then the sequence { Xk} of solutions of 
X,=A,X,+F 
generated by the method of moments converges to the solution X of 
X=AX+F 
in the sense that 
lim 
s 1E{[X(t,o’)-X,(t,~)]2}dt=0. k+ou 0 
2. CONVERGENCE OF THE METHOD OF MOMENTS APPROXIMATE SOLUTIONS 
Using E to denote expected value on the probability space (L?, M, p), the 
following notation is employed: 
j’ E{Z*k 4> dt) 
112 
0 
III Y(t, s, 0) Ill = jol I,' E{ Y2(t, s, w,} ds df)"'. 
To prove the main results of this paper we shall need two lemmas. 
LEMMA 1. (i) II 1; I.% w)l 41 d IIZ(t, ~111 
(ii) II fA I Y(t, s, 011 4 < Ill Vt, s, o)lII 
(iii) III {A I Y(t, 3, 011 ds Ill < III Y(t, s, ~1 III 
Proof To prove (i) we use the Cauchy-Schwarz inequality to get 
11 j,’ I-W, 011 dsiJ = (j; E [ j; Z(s, w) ds12 dt)“* 
Parts (ii) and (iii) are proved in an analogous manner. 1 
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LEMMA 2. Let Q hr (I probabilit?. spuce. Let K( t, s, o), 0 < t 6 1. 
0 < s < 1, w E R be u stochastic process uch that K is square integrable tith 
respect o all variables and / K(t, s, o)i < M, < 1 ,for all (t, s, w). Suppose 
there exists a sequence of‘ discrete stochastic processes (K,,,( t,s, (II)} Li9ho.w 
sample functions are also sample functions qf K and 
I 1 
lim 
IS 
E{[K(t,s,w)-K,&~)]~}dsdt=O. 
n--n3 ” 0 
Let H(t, s, o) and H,(t, s, o) be the Neumann series corresponding to 
K(t, s, u) and K,(t, s, w), respective&. Then jH(t, s, o)l < M,/( 1 - M,) and 
I I 
lim 
ff 
E{ [ H( t, s, o) - H,,( t, s, co)]’ }ds dt = 0. 
m-r 0 0 
ProoJ: By definition [4] the Neumann series is H(t, s, co) = 
Cp= , H”‘(t, s, w), where H”‘(t, s, o) = K(t, s, o) and 
f 
I 
HCk+“(t, s, co)= Htk’(t r 1 > w)K(r s w) dr, 9 5 k = 1, 2, . . . 
0 
Clearly IH”‘(t, s, o)l = IK(t, S, w)l d M,. Suppose (H(@(t, S, W)I G Ml;. 
Then 
Iff (k+l’(t, S w)/ < f : JHCk’(t, r w)l JK(r, s, co)1 dr 
6M:Ml f 
’ dr=M:+l. 
0 
Thus by induction I H’“‘I d M; for all n and 
If46 s, o)l 6 f IHCk’(t 
k=l 
,s,w)l< f M:=&. 
k=l 1 
Let E > 0 and let M3 = 1/( 1 - MI )*. Let N be chosen such that 
III K(t, $2 0) - Ut, .y, ~1111 + for all n > N. 
3 
Let m > N. Suppose 
keM; ’ 
Ill Hck’(t, s, 01 - H$‘(t, s, u) /I/ -=c~. 
3 
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Using the triangle inequality we have 
(H(k+‘)(r,S,O)--~+l)(r,S,O)I 
d ; IfPk’(r, r, 0)l s IK( r, s, 0) - K,,(r, s, ~11 dr 
+ s ; IH’k’(r, r, 0) - W,$)(A r, w)l W,Jr, s, 011 dr 
<Ml; s ’ IN r,s,m)-&,,(r,s,o)l dr 0 
+ M, I,’ IfPk’(r, r, w) - H$)(t, r, o)l dr. 
Now using Lemma 1 we have. 
lll~‘k+l)(t,S,W)-~~+l)(t,s,o)~~~ 
6 Mf Ill Nr, s, 0) -&Jr, s, 0) Ill 
+ Ml Ill ffck’(4 r,w) - HZVt, r, w) III 
&Mk < 1 ) M,~EM:-‘=(~+I)EM: 
M3 M3 M3 * 
Thus by induction 
(~H’“‘(~,s,o)-H~)(Z,s.o)~~~<~ forall n. 
3 
This allows us to conclude that 
/II H( t, s, co) - H,( r, s, w) (I( = 
Ill 
Pk’( t, s, co) - HE)( r, s, w) 
k=l //I 
< f III H’k’(t, s w) - fqyt, s, 0) Ill 
k=l 
(1 -1M1)2=E ’ 
THEOREM 2. Let all the hypotheses of Lemma 2 hold. Let F(r, o), 
0 < r < 1, o E 52, be a stochastic process uch that F is square integrable with 
respect o all variables and I F( r, o)l d M, f or all (r, co). Suppose there exists 
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a sequence of’ discrete stochastic processes { F,,,( t, w) } Izjhose sample 
fkctions are also sample fiinctions qf’ F and 
*I 
lim 1 E([F(t,o)-F,,,(t,w)]‘}dt=O. m - % (, 
For each m, let (X,,,,} denote the sequence of method of moments solutions 
that converge to the solution X,,,(t, o) oj 
x,?dt, WI= j; Kl( t, s, co) A’,,&, u) ds + F,( t, w). 
Let X( t. w) he the solution of 
X(t,W)=S’K(t,s,w)X(s,o)ds+F(t,W). 
0 
Then 
lim lim i ‘E{[X(t,w)-X,,(t,~)]~}dt=O. me+zk-m 0
Proof: Let E>O and let M,=M,/(l -Ml)+ M,+ 1. By hypothesis 
and by Lemma 2 there exists N such that for m > N there are H,,,(t, s  o) 
and F,(t, s, CD) for which 111 H(t, s, o) - H,(t, S, w) )I/ < E/M, and 
IIF(t, o) - F,(t, u)ll < E/M~. For each o it is known [4] that 
and 
Jqt, u)=j’ H(t , s, co) F(s, o) ds + F(t, o) 
0 
L(t,w)=jiW , s, u) F,,,(s, o) ds + F,(t, 0). 
0 
Now using Lemma 2 we have 
W(t, w) -X,(4 011 6 I,’ lH( t, s, 011 IfIs, WI- F,Js, oh ds 
+ $3 WI- ff,(t, s, w)l IF,As, w)l ds 
+ lF(t, u)- F,(t, w)l 
Ml ’ <no I MS, 0) - F,,Js, o)l ds 
+M,[’ IWf , s, 0) - ff,(t, s, o)l ds 
0 
+ lF(t, w) - F,Jt, WM. 
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From Lemma 1, Lemma 2, and the triangle inequality it follows that 
Thus lim, _ o3 II X( t, o) - X,,,(t, w)ll = 0 which along with Theorem 1 and 
the triangle inequality yields the desired result. m 
3. IMPLEMENTATION OF THE METHOD 
For large values of m in Theorem 2 the statistical moments of K,,, and K 
(and F,,, and F) to be used in the method are identical with respect to the 
number of digits that can be retained on a computer. Using this fact, the 
approximate solution can be found [7] as described in Theorem 1. It is 
X=a,Z,+a,Z,+ ... +a,-,Z,-,, 
where 
Zo = F(t, 01, 
Zk=sl K(t 
(2) 
,S,~)Z,-,(S,~)dS for k = 1, . . . n - 1, 
0 
n-1 
ak=ak-L-ak 1+ c 
i=O > 
(3) 
ai for k = 1, . . . n - 1 
and ao, . . . a,- r is the solution of 
(Zo, Zo) a,+ (Zo, Z,) a1 + ... +(Zo,Z,~,)a,~,+(Zo,Z,)=O 
(Zl~Zo)ao+(Zl,Zl)a,+ . .. (Z1.Z,-,)a,-,+(Z,,Z,)=O 
(4) 
(Z,~,,Z,)a,+(Z,..,,Z,)a,+ . ..+(Z._,,Z,_,)a,-,+(Z,~,,Z,)=O. 
Theorem 2 implies that E(%( t)) and E(f( t , ) x( f2)) approximate the mean 
and autocorrelation of the actual solution. 
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The following simple example, whose exact solution is known, illustrates 
the use of the method and demonstrates the accuracy attainable after only 
a small number of iterations. 
EXAMPLE. X( t, 0) = J: B(o)( f + s) X( s, w) ds+ C(w), where B, C are 
independent random variables, E(C) = 1, .F(C’) = 5, and B(o) has the 
probability density function 
0.1 dbd0.4, 
elsewhere. 
Taking Z,, = C(o) and 
Z,= 
s 
’ B(o)(t+s)Z,..,(s,o)ds, n> 1, 
0 
the method of moments basis functions are found to be 
Z, = C(o) B”(o)(d,t + e,), 
where d,=O, e,=l, d,,=d,-,/2+e+,, e,=dnp,/3+enp,/2. Now using 
Eqs. (l)-(4) we arrive at an approximate solution of the example. The 
actual solution is 
x(t 
9 
u) = 12C(o) B(o) t + 1Wo) - Ww) B(w) 
12 - 12B(w) - B2(o) . 
A CDC CYBER 750 computer was used to calculate the mean and 
autocorrelation of the approximate solution. As shown in Table I the mean 
TABLE I 
Approximate Mean Using 6 Basis Functions 
I Approximate mean Actual mean Error 
0.0 1.23646211 1.23464752 -0.OoOOO541 
0.1 1.28134366 1.28134814 - O.OOOOO448 
0.2 1.32622521 I .32622875 - o.ooOoO354 
0.3 1.37110676 1.37110936 - O.OOOOO260 
0.4 1.41598831 1.41598997 -0.OoOoO166 
0.5 1.46086986 1.46087058 - O.OOOOOO72 
0.6 1.50575141 1.50575119 o.OOOOOO22 
0.7 1.55063296 1.55063180 O.OOOOO116 
0.8 1.59551451 1.59551241 o.OoOOO210 
0.9 1.64039606 1.64039302 o.OooOO304 
1.0 1.68527761 1.68527363 O.OOOOO398 
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TABLE II 
Number of Significant Digits Accuracy 
Basis function 2 3 4 5 6 
Digits of mean 1 2 3 4 6 
Digits of autocorrelation 0 1 2 4 5 
is accurate to 6 significant digits when using only 6 basis functions. An 
accuracy of 5 significant digits was obtained for the autocorrelation. Table 
II shows the growth of accuracy of the approximations of the mean and 
autocorrelation as the number of basis functions used increases from 2 to 6. 
The method can yield accurate approximate solutions even if the 
hypotheses of Theorem 2 are not satisfied. But then one must beware the 
deleterious effect of proximity to an eigenvalue of the corresponding deter- 
ministic problem upon the accuracy of the approximate solutions generated 
by the method. The deterministic problem 
x(t)=A^jl (t+s)x(s)ds 
0 
corresponds to the random roblem given in the example. It has an eigen- 
value given by L = -6 + 4 P 3 z 0.928. By redefining the density function of 
the random variable B(o) in the example so that 
2(6 - 0.1) 
(/?-0.1)2’ 
0.1 <bfP, 
f(b)= 
elsewhere, 
and letting fl approach the eigenvalue, a significant loss of accuracy results. 
Table III illustrates this loss when 6 basis functions are used. 
Thus, when using the method, care must be taken to ensure that the 
sample functions of the random kernel do not come too close to eigen- 
values of the corresponding deterministic problem. If this is done, then with 
just a small number of basis functions the method can yield very accurate 
approximations of the mean and autocorrelation of the solution of the 
RFIE. 
TABLE III 
Accuracy near Eigenvalue 
B 0.4 0.8 0.9 0.92 
Digits of mean 6 2 1 0 
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