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Abstract. Clinical trials are fundamental for evaluating therapies and
diagnosis techniques. Yet, recruitment of patients remains a real chal-
lenge. Eligibility criteria are related to terms but also to patient lab-
oratory results usually expressed with numerical values. Both types of
information are important for patient selection. We propose to address
the processing of numerical values. A set of sentences extracted from
clinical trials are manually annotated by four annotators. Four cate-
gories are distinguished: C (concept), V (numerical value), U (unit), O
(out position). According to the pairs of annotators, the inter-annotator
agreement on the whole annotation sequence CV U goes up to 0.78 and
0.83. Then, an automatic method using CFRs is exploited for creating
a supervised model for the recognition of these categories. The obtained
F-measure is 0.60 for C, 0.82 for V , and 0.76 for U .
Keywords: Natural Language Processing, Supervised Learning, Clini-
cal Trials, Patient Eligibility, Numerical Criteria
1 Introduction
In the clinical research process, recruitment of patients for clinical trials (CTs)
remain an unprecedented challenge, while they are fundamental for evaluating
therapies or diagnosis techniques. They are the most common research design
to test the safety and efficiency of interventions on humans. CTs are based on
statistical inference and require appropriate sample sizes from well identified
population. The challenge is to enroll a sufficient number of participants with
suitable characteristics to ensure that the results demonstrate the desired effect
with a limited error rate. Hence, CTs must define a precise set of inclusion and
exclusion criteria (eg, age, gender, medical history, treatment, biomarkers). With
paper files and EHRs as the main sources of information, only human operators
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are capable to efficiently detect the eligible patients [3]. This is a laborious and
costly task, and it is common that CTs fail because of the difficulty to meet the
necessary recruitment target in an acceptable time [6]: almost half of all trial
delays are caused by participant recruitment problems. Only 18% in Europe, 17%
in Asia-Pacific, 15% in Latin America, and 7% in the USA complte enrollment
on time [4]. The existing enrollment systems are facing the gap between the free
text representation of clinical information and eligibility criteria [11, 17]. Most
of them propose to fill in this gap manually, while automatic NLP methods may
help to overcome this issue.
The traditional NLP work is dedicated to the recognition and extraction of
terms. Yet, there is an emerging work on detection of temporality, certainty,
and numerical values. Such information has the purpose to complete, enrich and
more generally make more precise the terminological information. In the general
language, framework for automated extraction and approximation of numerical
values, such as height and weight, has been proposed [5]. It uses relation patterns
and WordNet and shows the average precision up to 0.84 with exact matching
and 0.72 with inexact matching. Another work proposes two extraction systems:
rule based extractor and probabilistic graphical model [9] for extraction of life
expectancy, inflation, electricity production, etc. It reaches 0.56 and 0.64 av-
erage F-measure for the rule-based and probabilistic systems, respectively. On
the basis of a small set of clinical annotated data in French, a CRF model is
trained for the recognition of concepts, values, and units. Then, a rule-based sys-
tem is designed for computing the semantic relations between these entities [2].
The results obtained show average F-measure 0.86 (0.79 for concepts, 0.90 for
values and 0.76 for units). On English data, extraction of numerical attributes
and values from clinical texts is proposed [13]: after the extraction of numerical
attributes and values with CRFs, relations for associating these attributes to val-
ues are computed with SVMs. The system shows 0.95 accuracy with entities and
0.87 with relations. Yet another work is done on cardiology radiological reports
in English [10] and achieves 93% F1-measure. In contrast with these studies,
here we focus on clinical trial protocols written in English.
2 Material
Clinical Trials. In December 2016, we downloaded protocols of the whole set
of CTs from www.clinicaltrials.com. The corpus counts 211,438 CTs. We focus
on inclusion and exclusion criteria (more than 2M sentences).
Reference Annotations 1,500 randomly selected sentences are annotated by 3
annotators with different backgrounds (medical doctor and computer scientists).
Each sentence is annotated by at least two of them. On such typical sentences:
– Absolute neutrophil count ≥ 1,000 cells/µl.
– Exclude if T3 uptake is less than 19%; T4 less than 2.9 ((g/dL); free T4
index is less than 0.8.
the annotators have to mark up three categories of entities: C (concepts Absolute
neutrophil count, T3 uptake, T4, free T4 index), V (numerical values ≥ 1,000,
less than 19, less than 2.9, less than 0.8), U (units cells/µl, %, g/dL).
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3 Methods
The main objective of the methods is to create an automatic model for the
detection of numerical values (concept, value and unit).
Inter-annotator agreement. In order to assess the inter-annotator agree-
ment, we compute Cohen’s κ [1] between each pair of annotators. The final
version is obtained after a consensus is reached among the annotators.
Automatic annotation. Conditional Random Fields (CRFs) [7] are undi-
rected graphical models that represent the probability distribution of annotation
y on observations x. They are widely used in NLP thanks to their ability to take
into account the sequential aspect and rich descriptions of text sequences. CRFs
have been successfully used in many tasks casted as annotation problems: in-
formation extraction, named entity recognition, tagging, etc. [18, 12, 14]. From
training data, CRF models learn to assign a label to each word of a sentence such
that the tag sequence is the most probable given the sentence given as input.
We want the CRFs to learn to label words denoting a concept with the tag C,
values with V, units with U, while every other words will receive a void label
noted O. In order to handle multi-word concepts, values and units, we adopt the
so-called BIO scheme: the first word of a multi-word concept is labeled as B C
(B stands for beginning), next words are labeled as I C (I stands for inside),
the same for values and units. To find the most probable label of a word at
position i in a sentence, CRFs exploit features describing the word (for example,
Part-of-Speech tags, lemmas [15], graphemic clues) and its context (words and
features at positions i− 1, i+ 1, i− 2) up to 4 words. The CRF implementation
used for our experiments is Wapiti [8], which is known for its efficiency.
Evaluation of automatic annotation. The evaluation is performed against
the reference data and is measured with token errors (percentage of words
wrongly labeled with respect to the human annotation) and F-measure [16].
4 Results and Discussion
Inter-annotator agreement. In Table 1, we indicate the inter-annotator agree-
ment for each pair of annotators and taking into account two tagsets: whole set
of tags and the tagset without concepts. The figures indicate that A1 and A2
show the highest agreement: both have important experience in medical area.
When concepts are not taken into account the agreement is even better: manual
annotation of concepts is more complicated than annotation of the two other cat-
egories. With annotations from A1 and A2, the consensual annotation is built.
This version of data is used for training and evaluation of the supervised model.
Automatic annotation. In Figure 1, we present the evaluation of automatic
annotation in terms of token errors and F-score for each category. In order to
estimate the ideal amount of the required training data, we also display the
evolution of the performance according to the size of the training data used.
First, the global error rate tends to decrease. Since its decrease continues, more
training data would help reaching better results. Among the categories aimed,
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Table 1. Inter-annotator agreement (Cohen’s κ) on the whole and reduced tag sets
A1 vs. A2 A1 vs. A3 A2 vs. A3
κ whole tagset 0.78 0.51 0.47
κ without ’concept’ 0.83 0.60 0.64
Fig. 1. CRF annotation performance (globally in terms of token errors, and by category
in terms of F-score) according to the amount of training data (number of sentences)
the best performance is obtained with units, while the concept category is the
most difficult to detect. For these two categories, the performance continues
to grow up: a larger set of annotated data would be helpful. As for the value
category, its evolution is less linear and finally it seems to find a ”plateau” with
no more apparent evolution. Otherwise, the detection efficiency of this category
is in between the two other categories. The obtained F-measure is 0.60 for C,
0.82 for V , and 0.76 for U .
5 Conclusion and Future Work
Recruitment of patients for CTs is a difficult task. We proposed a contribution to
this task. We generate an automatic model for the detection of numerical values,
composed of thee items (concept C, value V and unit U), in narrative text in
English. These results are evaluated against reference data and show F-measure
0.60 for C, 0.82 for V , and 0.76 for U . We have several directions for future work:
to normalize the units; to build resources and rules for their standardization
(cell/mm3 instead of cell/cm3); to prepare a larger set of reference annotations;
to complete these annotations with temporal information; to apply the models
for enrollment of patients in French and Brazilian hospitals.
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