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Abstract
Using the theory of normal families, we prove that a conjecture of Yanglo related to the radially distrib-
uted values of entire functions is positive under some additional conditions.
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1. Introduction
In the value distribution theory of meromorphic functions on the plane, the following result is
well known.
Theorem A. (See [1,2].) Let f be a meromorphic function on the complex plane C and k a
positive integer. If for any z ∈C,
f k(z)f ′(z) = 1, (1.1)
then f is a constant.
By Theorem A, we see that the condition (1.1) imposes a severe restriction on the growth of
the meromorphic function. Let
Lj : z = reiθj (0 r < +∞) (j = 1,2, . . . , q)
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rem A, L. Yang and C.C. Yang [13] proved
Theorem A. (See [13].) Let f be an entire function of finite lower order, and k is a positive
integer. If for any z ∈ C \⋃qj=1 Lj , f (z) satisfies (1.1), then the order of f , denoted by ρ(f ),
satisfies
ρ(f ) max
1jq
{
π
θj+1 − θj
}
[θq+1 = θ1 + 2π]. (1.2)
In general, Yanglo ([11], see [13]) posed the following conjecture. Following [14,15] we write
〈f,D〉 to denote the function f defined on the domain D ⊂ C and write 〈f,D〉 ∈ P to denote
that the function f has the property P on D, where a property means “a set (viz., the set of all
objects having the property!)” (see [15, p. 223]).
Conjecture. (See [11,13].) Let P be a property of meromorphic functions such that 〈f,C〉 ∈ P
only if f is a constant. Let f be an entire function of finite lower order, and Lj : arg z = θj
(j = 1,2, . . . , q; 0 θ1 < θ2 < · · · < θq < 2π ) be q rays starting from the origin. Suppose that〈
f,C
∖( q⋃
j=1
Lj
)〉
∈ P.
Then the order of f satisfies (1.2).
The purpose of this paper is to prove this conjecture under some restrictions on P . We need
the following definition, comparing [9, Definition 4.1.1].
Definition 1. A property P of meromorphic functions is called Picard type whenever P satisfies
the following conditions:
(i) If 〈f,D〉 ∈ P and D′ ⊂ D, then 〈f,D′〉 ∈ P .
(ii) There exists a real number α with −1 < α < 1 such that if 〈f,D〉 ∈ P and φ(z) = az + b,
then 〈aα(f ◦ φ),φ−1(D)〉 ∈ P , where a (= 0), b are constants.
(iii) Let 〈fn,Dn〉 ∈ P , where D1 ⊂ D2 ⊂ D3 ⊂ · · · and ⋃∞n=1 Dn = C. If fn → f locally uni-
formly spherically on C, then 〈f,C〉 ∈ P .
(iv) 〈f,C〉 ∈ P only if f is constant.
Now our main result can be stated as following.
Theorem 1. If, in Yanglo’s conjecture, the property P is Picard type, then the conjecture of
Yanglo is positive.
Notice that the property (1.1) is Picard type (see [2]), so that Theorem A is a corollary to
Theorem 1.
Definition 2. A property P of meromorphic functions is called normal whenever P satisfies the
following conditions:
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(ii)′ There exists a real number α with −∞ < α < +∞ such that if 〈f,D〉 ∈ P and φ(z) =
az + b, then 〈aα(f ◦ φ),φ−1(D)〉 ∈ P , where a (= 0), b are constants.
(v) F = {f : 〈f,D〉 ∈ P } is a normal family on D for each D ⊂C.
Theorem B. (See [7,8,14].) If a property is Picard type, then it is normal.
By Theorem B, the properties (1.1) and P : f (z) = 0, f (k)(z) = 1 are normal, see [2,4].
By Theorem B, Theorem 1 is a corollary to the following theorem.
Theorem 2. If, in Yanglo’s conjecture, the property P is normal, then the conjecture of Yanglo is
positive.
Let us make some discussions. Let f be a meromorphic function on C which has a normal
property P on an angular domain Ω(θ1, θ2) = {z ∈C: θ1 < arg z < θ2}.
Since 〈f,Ω(θ1, θ2)〉 ∈ P , then by (i), we have for n = 1,2, . . . ,〈
f,Ω
(
θ1, θ2;2n−1,2n+2
)〉 ∈ P,
where
Ω(θ1, θ2; r1, r2) = Ω(θ1, θ2) ∩
{
z ∈C: r1 < |z| < r2
}
,
so that by (ii)′,〈
fn,Ω(θ1, θ2;1/2,4)
〉 ∈ P,
where
fn(z) = 2αnf
(
2nz
)
,
and α = α(P ) defined in (ii)′. Then by (v), the family F = {fn(z)} is normal in Ω(θ1, θ2;1/2,4).
Thus by the well-known Marty’s criterion, for any positive number ε [< (θ2 −θ1)/2], there exists
a positive constant M such that for all n and all z ∈ Ω(θ1 + ε, θ2 − ε;1,2) (E denotes the closure
of the set E),
2(α+1)n|f ′(2nz)|
1 + 22αn|f (2nz)|2 =
|f ′n(z)|
1 + |fn(z)|2 M.
It follows that
sup
z∈Ω(θ1+ε,θ2−ε)
|z|α+1|f ′(z)|
1 + |z|2α|f (z)|2 < +∞.
These discussions suggest giving the following definition.
Definition 3. Let f be a meromorphic function on C, and L: arg z = θ (0  θ < 2π ) a ray
starting from the origin. If for any real number α and any positive number ε,
sup
z∈Ω(θ−ε,θ+ε)
|z|α+1|f ′(z)|
1 + |z|2α|f (z)|2 = +∞,
then we call the ray L: arg z = θ a direction of Marty-type of f .
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(i) Any rational function has no direction of Marty-type.
(ii) For any meromorphic function f , f and 1/f have the same directions of Marty-type.
(iii) By the proof of the existence of the Julia direction (see [12]), any direction of Marty-type
must be a Julia direction.
Hence, by the above discussions, if the property P in Yang’s conjecture is normal, then the
function f has no direction of Marty-type except Lj , so that the following result improves The-
orems 1 and 2.
Theorem 3. Let f be a meromorphic function on C of finite lower order with δ(0, f ) +
δ(∞, f ) > 0. Suppose that f has no direction of Marty-type except Lj : arg z = θj (j = 1,2,
. . . , q;0 θ1 < θ2 < · · · < θq < 2π). Then the order of f satisfies (1.2).
Since a direction of Marty-type is a Julia direction, Theorem 3 also improves [16, Theo-
rem 5.1].
2. Symbols and a fundamental theorem
Here we introduce the symbols used in this paper, some of them have been mentioned in
Section 1. See [5,10,12].
Ω(α,β) = {z ∈C: α < arg z < β};
Ω(α,β; r) = Ω(α,β) ∩ {z ∈C: |z| < r};
Ω(α,β; r1, r2) = Ω(α,β) ∩
{
z ∈C: r1 < |z| < r2
};
∆ = {z ∈C: |z| < 1};
∆r =
{
z ∈C: |z| < r};
E denotes the closure of E with respect to C;
A(D,f ) = 1
π
∫ ∫
D
(∣∣f ′(z)∣∣/[1 + ∣∣f (z)∣∣2])2r dr dθ (z = reiθ );
A(r,f ) = A(∆r,f );
T0(r, f ) =
r∫
0
A(t, f )
t
dt;
m0(α,β, r;f = a) = 12π
β∫
α
log
√
(1 + |a|2)[1 + |f (reiθ )|2]
|f (reiθ ) − a| dθ (a = ∞);
m0(α,β, r;f = ∞) = 12π
β∫
α
log
√
1 + ∣∣f (reiθ )∣∣2 dθ;
m0(r, f = a) = m0(0,2π, r;f = a)
(
a ∈C∪ {∞});
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r→∞
m0(r, f = a)
T0(r, f )
(
a ∈C∪ {∞});
N0(r, f = a) =
r∫
0
n(t, f = a) − n(0, f )
t
dt + n(0, f ) log r + C(f,a) (a ∈C∪ {∞}),
where n(r, f = a) is the number of a-points of f in |z| < r (counting multiplicity) and C(f,a)
is a constant determined by
lim
r→0+
[
m0(r, f = a) + N0(r, f = a)
]= 0.
For a meromorphic function f , its (upper) order and lower order are defined by
ρ(f ) = lim sup
r→∞
logT0(r, f )
log r
and µ(f ) = lim inf
r→∞
logT0(r, f )
log r
,
respectively.
The first fundamental theorem of Nevanlinna plays an important role in the proofs of our
results.
First Fundamental Theorem. (See [10].) Let f be meromorphic in |z| < R (∞). Then for
any a ∈C∪ {∞} and 0 r < R,
T0(r, f ) = m0(r, f = a) + N0(r, f = a).
3. Proofs of the theorems
Since Theorems 1 and 2 are direct corollaries to Theorem 3, we only give the proof of Theo-
rem 3. Throughout this section the function f is meromorphic on C. Now we start the proof of
Theorem 3 with the following lemmas.
Lemma 3.1. The transformation
ζ = ζ(z) = z
π
2σ − (r0eiθ ) π2σ
z
π
2σ + (r0eiθ ) π2σ
(0 < σ  π, 0 θ < 2π, 0 < r0 < +∞) (3.1)
is a conformal map of Ω(θ − σ, θ + σ) into the unit disc ∆ such that ζ(reiθ ) = 0 and
ζ
(
Ω(θ − σ + ε, θ + σ − ε; r1, r2)
)⊂ ∆ρ, (3.2)
for 0 < ε < σ and 0 < r1  r0  r2 < +∞, where
ρ = 1 − ε
2σ
(
r1
r2
)π/2σ
.
The inverse transformation of (3.1) is
z = z(ζ ) = r0eiθ
(
1 + ζ
1 − ζ
)2σ/π
(3.3)
such that for λ < 1,
z(∆λ) ⊂ Ω(θ − σ, θ + σ ; r0/µ,µr0), (3.4)
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µ =
(
1 + λ
1 − λ
)2σ/π
.
Furthermore, if we regard (3.3) as a map of the rectangle [0,1) × [0,2π) on |ζ | − arg ζ plane
into the rectangle (0,+∞) × (θ − σ, θ + σ) on |z| − arg z plane, then the Jacobian satisfies
|J | 256r0|ζ |
(1 − |ζ |2)2+2σ/π . (3.5)
Proof. Let z = rei(θ+ψ) ∈ Ω(θ − σ + ε, θ + σ − ε; r1, r2). Then by (3.1),
|ζ | =
∣∣∣∣ (rei(θ+ψ))
π
2σ − (r0eiθ ) π2σ
(rei(θ+ψ)) π2σ + (r0eiθ ) π2σ
∣∣∣∣=
∣∣∣∣ (r/r0)
π
2σ ei
ψ
2σ π − 1
(r/r0)
π
2σ ei
ψ
2σ π + 1
∣∣∣∣
=
√√√√1 − 4(r/r0) π2σ cos ψ2σ π
(r/r0)
π
σ + 2(r/r0) π2σ cos ψ2σ π + 1

√√√√1 − 4 cos ψ2σ π[(r/r0) π4σ + (r/r0)− π4σ ]2
 1 − 2 cos
ψ
2σ π
[(r/r0) π4σ + (r/r0)− π4σ ]2
 1 − 2 cos
σ−ε
2σ π
[(r/r0) π4σ + (r/r0)− π4σ ]2
.
Since 0 < r1  r , r0  r2 < +∞, we have
(r/r0)
π
4σ + (r/r0)− π4σ
max
{
(r1/r0)
π
4σ + (r1/r0)− π4σ , (r2/r0) π4σ + (r2/r0)− π4σ
}
max
{
(r0/r1)
π
4σ , (r2/r0)
π
4σ
}+ 1
 2(r2/r1)
π
4σ ,
so that
|ζ | 1 − 1
2
(r1/r2)
π
2σ sin
ε
2σ
π  1 − ε
2σ
(r1/r2)
π
2σ .
Thus (3.2) is proved.
(3.4) is obvious. Now we start proving (3.5). Write z = reiψ and ζ = teiφ . Then by (3.3),
reiψ = r0eiθ
(
1 + teiφ
1 − teiφ
) 2σ
π
. (3.6)
Taking the modulus on both side of (3.6), we get
r = r0
(
1 + 2t cosφ + t2
1 − 2t cosφ + t2
) σ
π
. (3.7)
Taking the derivatives on both side of (3.6), we get
rt e
iψ + iψt reiψ = 2σ
π
r0e
iθ
(
1 + teiφ
1 − teiφ
) 2σ
π
−1
· 2e
iφ
(1 − teiφ)2 , (3.8)
rφe
iψ + iψφreiψ = 2σ r0eiθ
(
1 + teiφ
iφ
) 2σ
π
−1
· 2ite
iφ
iφ 2 . (3.9)π 1 − te (1 − te )
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(rφ)
2 + r2(ψφ)2 = 16
(
σ
π
r0t
)2
(1 + 2t cosφ + t2) 2σπ −1
(1 − 2t cosφ + t2) 2σπ +1
. (3.10)
By (3.8) and (3.9), we have
rt + iψt r
rφ + iψφr =
1
it
,
so that
|J | = |rtψφ − rφψt | = (rφ)
2 + r2(ψφ)2
tr
.
Thus by (3.7) and (3.10), we get
|J | = 16
(
σ
π
)2
r0t
(1 + 2t cosφ + t2) σπ −1
(1 − 2t cosφ + t2) σπ +1
= 16
(
σ
π
)2
r0t
(1 + 2t cosφ + t2) σπ −1
(1 − 2t cosφ + t2) σπ +1 ·
(1 + 2t cosφ + t2) σπ +1
(1 + 2t cosφ + t2) σπ +1
= 16
(
σ
π
)2
r0t
(1 + 2t cosφ + t2) 2σπ
[(1 + t2)2 − 4t2(cosφ)2] σπ +1
= 16
(
σ
π
)2
r0t
(1 + 2t cosφ + t2) 2σπ
[(1 − t2)2 + 4t2(sinφ)2] σπ +1 .
Thus by 0 < σ  π and t < 1, we get (3.5). 
Lemma 3.2. Suppose that the ray L: arg z = θ (0  θ < 2π), is not a direction of Marty-type
of f . Then there exists a positive number ε0 such that
A
(
Ω(θ − ε0, θ + ε0; r), f
)= O(log2 r) (r → +∞). (3.11)
Proof. By the definition, it follows from the assumption that there exist two positive numbers
ε0,M and a real number α such that
|z|α+1|f ′(z)|
1 + |z|2α|f (z)|2 M (3.12)
for all z ∈ Ω(θ − ε0, θ + ε0;1,+∞).
Let n 1 be a positive integer. Make a transformation
ζ = ζ(z) = z
π
2ε0 − (2neiθ ) π2ε0
z
π
2ε0 + (2neiθ ) π2ε0
, (3.13)
of Ω(θ − ε0, θ + ε0) into ∆, and denote its inverse by z = z(ζ ). Then by Lemma 3.1,
ζ
(
Ω
(
θ − ε0/2, θ + ε0/2;2n−1,2n
))⊂ ∆ρ, (3.14)
z(∆(ρ+1)/2) ⊂ Ω
(
θ − ε0, θ + ε0;2n/µ,µ2n
)
, (3.15)
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g(z) = (2n)αf (z), F (ζ ) = f [z(ζ )], G(ζ ) = g[z(ζ )]. (3.16)
Then by the First Fundamental Theorem we get
(ρ+1)/2∫
ρ
A(t,F )
t
dt = 1
2π
2π∫
0
[
log
√
1 + ∣∣F ((ρ + 1)eiθ /2)∣∣2 − log√1 + ∣∣F (ρeiθ )∣∣2]dθ
+
(ρ+1)/2∫
ρ
n(t,F = ∞)
t
dt
 1
2π
2π∫
0
[
log
√
1 + ∣∣G((ρ + 1)eiθ /2)∣∣2 − log√1 + ∣∣G(ρeiθ )∣∣2]dθ
+
(ρ+1)/2∫
ρ
n(t,G = ∞)
t
dt + log
√(
1 + 22nα)(1 + 2−2nα)

(ρ+1)/2∫
ρ
A(t,G)
t
dt + O(n),
so that
A(ρ,F )A
(
(ρ + 1)/2,G)+ O(n).
Thus by (3.14)–(3.16) we get
A
(
Ω
(
θ − ε0/2, θ + ε0/2;2n−1,2n
)
, f
)
A
(
Ω
(
θ − ε0, θ + ε0;2n/µ,µ2n
)
, g
)+ O(n).
(3.17)
By (3.12), we have for z ∈ Ω(θ − ε0, θ + ε0;2n/µ,µ2n),
|g′(z)|
1 + |g(z)|2 =
|z|α+1|f ′(z)|(2n/|z|)α+1
1 + |z|2α|f (z)|2(2n/|z|)2α ·
1
2n
= O(2−n),
so that
A
(
Ω
(
θ − ε0, θ + ε0;2n/µ,µ2n
)
, g
)= O(1).
Thus by (3.17) we get
A
(
Ω
(
θ − ε0/2, θ + ε0/2;2n−1,2n
)
, f
)= O(n),
so that
A
(
Ω
(
θ − ε0/2, θ + ε0/2;2n
)
, f
)= O(n2).
Since for any positive number r  2 there exists a positive integer n such that 2n−1  r  2n, we
see that Lemma 3.2 does hold. 
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number ε (< (θ2 − θ1)/2),
A
(
Ω(θ1 + ε, θ2 − ε; r), f
)= O(log2 r). (3.18)
Proof. By Lemma 3.2 and the finitely covering theorem, it is obvious. 
Lemma 3.4. Suppose that f has no direction of Marty-type in Ω(θ1, θ2). Set F(ζ ) = f [z(ζ )],
where z = z(ζ ) is the inverse of the following transformation:
ζ = ζ(z) = z
ω − (ei(θ1+θ2)/2)ω
zω + (ei(θ1+θ2)/2)ω , (3.19)
with ω = π/(θ2 − θ1 − 2ε) and a positive number ε (< (θ2 − θ1)/2). Then
T0(t,F ) = O
(
log
1 + t
1 − t
)
(t → 1−). (3.20)
Proof. By Lemma 3.1, the transformation (3.19) is a conformal map of Ω(θ1 + ε, θ2 − ε) into
the unit disc ∆, and for t < 1 we have
z(∆t ) ⊂ Ω
(
θ1 + ε, θ2 − ε;
[
(1 + t)/(1 − t)]1/ω).
Thus by Lemma 3.3,
A(t,F )A
(
Ω
(
θ1 + ε, θ2 − ε;
[
(1 + t)/(1 − t)]1/ω), f )= O(log2 1 + t
1 − t
)
(t → 1−).
Hence
T0(t,F ) = O
( t∫
0
log2 1+t1−t
t
dt
)
= O
(
log
1 + t
1 − t
)
(t → 1−). 
Lemma 3.5. Suppose that f has no direction of Marty-type in Ω(θ1, θ2). Then for any positive
number ε < (θ2 − θ1)/4,
R∫
0
m0
(
Ω(θ1 + 2ε, θ2 − 2ε; r), f = ∞
)
dr = O(R1+ω logR) (R → +∞), (3.21)
where ω = π/(θ2 − θ1 − 2ε).
Proof. By Lemma 3.1, for the transformation (3.19), we have
ζ
(
Ω(θ1 + 2ε, θ2 − 2ε;1,R)
)⊂ ∆ρ
with
ρ = 1 − εω
π
R−ω, (3.22)
and the Jacobian of (3.19) satisfies
|J | 256|ζ |2 2+1/ω . (3.23)(1 − |ζ | )
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R∫
1
m0
(
Ω(θ1 + 2ε, θ2 − 2ε; r), f = ∞
)
dr
= 1
2π
∫ ∫
Ω(θ1+2ε,θ2−2ε;1,R)
log
√
1 + ∣∣f (reiθ )∣∣2 dr dθ
 256
2π
ρ∫
0
t dt
(1 − t2)2+1/ω
2π∫
0
log
√
1 + ∣∣F (teiθ )∣∣2 dθ
 128
π
ρ∫
0
tm0(t,F = ∞)
(1 − t2)2+1/ω dt
 128
π
ρ∫
0
T0(t,F ) − n(0,F = ∞) log t + |C(F,∞)|
(1 − t2)2+1/ω t dt. (3.24)
Since for ρ > 1/2, we have
ρ∫
0
t dt
(1 − t2)2+1/ω =
1
2 + 2/ω
[(
1 − ρ2)−1−1/ω − 1]= O((1 − ρ2)−1−1/ω), (3.25)
ρ∫
0
−t log t
(1 − t2)2+1/ω dt =
( e−1∫
0
+
ρ∫
e−1
)
−t log t
(1 − t2)2+1/ω dt

ρ∫
e−1
t
(1 − t2)2+1/ω dt + O(1)
O
((
1 − ρ2)−1−1/ω), (3.26)
ρ∫
0
log 1+t1−t
(1 − t2)2+1/ω t dt  log
1 + ρ
1 − ρ
ρ∫
0
t dt
(1 − t2)2+1/ω
O
((
1 − ρ2)−1−1/ω log 1
1 − ρ
)
, (3.27)
as ρ → 1−, so that by (3.20), (3.22) and (3.24)–(3.27), we get (3.21). 
Lemma 3.6. Suppose that f has no direction of Marty-type in Ω(θ1, θ2). Then for any positive
number ε < (θ2 − θ1)/4,
m0
(
Ω(θ1 + 2ε, θ2 − 2ε;R),f = ∞
)= O(Rω log3 R) (R → +∞, R /∈ E), (3.28)
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E∩[1,+∞)
dR
R
< +∞. (3.29)
Proof. Set
E = {R  1: m0(Ω(θ1 + 2ε, θ2 − 2ε;R),f = ∞)> Rω log3 R}
and
H =
R∫
0
m0
(
Ω(θ1 + 2ε, θ2 − 2ε; r), f = ∞
)
dr.
Then for R ∈ E, we have
dH Rω log3 RdR,
so that by Lemma 3.5,
dR
R
= O
(
dH
H log2 H
)
(R → +∞, R /∈ E).
Thus ∫
E∩[1,+∞)
dR
R
= O
( +∞∫
dH
H log2 H
)
= O(1). 
Lemma 3.7. (See [3, Lemma III].) Let I (r) ⊂ [0,2π) a measurable set of θ with its measure
|I (r)|. Then for 1 < r < R < +∞,
1
2π
∫
I (r)
log+
∣∣f (reiθ )∣∣dθ  11R
R − r T (R,f )
∣∣I (r)∣∣(1 + log+ 1|I (r)|
)
.
The following is a modification of Lemma 3.7.
Lemma 3.7′. Let I (r) ⊂ [0,2π) be a measurable set of θ with its measure |I (r)|. Then for
1 < r < R < +∞,
1
2π
∫
I (r)
log
√
1 + ∣∣f (reiθ )∣∣2 dθ  23R
R − r T0(R,f )
∣∣I (r)∣∣ log 2πe|I (r)| . (3.30)
Lemma 3.8. (See [6].) Let T (r) be a continue function of r in (0,+∞) which increases to +∞
and is of finite lower order µ (< +∞). Then for two arbitrary positive real numbers τ1 and τ2
satisfying τ2 > τ1 > 1, the lower logarithmic density of the set G = {r ∈ (0,+∞): T (τ1r) 
τ2T (r)} satisfies
log dense G = lim inf
r→∞
∫
E∩[1,r]
dt
t
log r
 1 − µ log τ1
log τ2
. (3.31)
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has no direction of Marty-type except Lj (1 j  q) defined in Theorem 3. Then for arbitrary
positive real numbers τ1 and τ2 satisfying τ2 > τ1 > 1,
lim sup
r∈E1\E2, r→∞
logT0(r, f )
log r
 max
1jq
{
π
θj+1 − θj
}
[θq+1 = θ1 + 2π], (3.32)
where the set E1 = {r: T0(τ1r, f ) τ2T0(r, f )} ⊂ (0,+∞) and E2 ⊂ (0,+∞) satisfy
log dense E1  1 − µ log τ1log τ2 and log dense E2 = 0. (3.33)
Proof. By Lemmas 3.7′ and 3.8, we have for 0 < ε < min{(θj+1 − θj )/4: 1 j  q},
q∑
j=1
( θj+2ε∫
θj
+
θj+1∫
θj+1−2ε
)
log
√
1 + ∣∣f (reiθ )∣∣2 dθ
 92τ1qε
τ1 − 1 log
2πe
4qε
T0(τ1r, f )
 92τ1τ2qε
τ1 − 1 log
πe
2qε
T0(r, f ) (r ∈ E1). (3.34)
Since
lim
ε→0+
ε log
πe
2qε
= 0,
we see for ε sufficiently small,
92τ1τ2qε
τ1 − 1 log
πe
2qε
<
δ(∞, f )
4
. (3.35)
And by the definition of δ(∞, f ), we see that for r sufficiently large,
m0(r, f )
δ(∞, f )
2
T0(r, f ). (3.36)
Thus by Lemma 3.6 and (3.34)–(3.36), we get
T0(r, f ) = O
(
q∑
j=1
rωj log3 r
)
(r ∈ E1 \ E2, r → ∞), (3.37)
where
ωj = π
θj+1 − θj − 2ε (1 j  q),
so that
lim sup
r∈E1\E2, r→∞
logT0(r, f )
log r
 max
1jq
{
π
θj+1 − θj − 2ε
}
.
Letting ε → 0+, we then get (3.32). 
Proof of Theorem 3. Without loss of generality we may assume δ(∞, f ) > 0. Set
ω = max
1jq
{
π
θ − θ
}
[θq+1 = θ1 + 2π]. (3.38)j+1 j
46 J. Chang / J. Math. Anal. Appl. 319 (2006) 34–47Then by Lemma 3.9, for any two positive real numbers τ1 and τ2 satisfying τ2 > τ1 > 1, there
exists a set E of r satisfying
log dense E  1 − µ log τ1
log τ2
(3.39)
such that
lim sup
r∈E, r→∞
logT0(r, f )
log r
 ω. (3.40)
Obviously, the lower order µ ω. Choose τ2 such that
log τ2 > 3ω log τ1  3µ log τ1. (3.41)
Then we claim that for sufficiently large r /∈ E, there exists a value r ′ ∈ E such that
r  r ′  rd , (3.42)
where
d = 1 + 3ω log τ1
log τ2
< 2.
Indeed, if this is not the case, then there exists a sequence rn → +∞ such that each interval
[rn, rdn ] does not intersect with E, so that
E ⊂ (0,+∞)
∖ ∞⋃
n=1
[
rn, r
d
n
]
.
Assume r1 > 1 and rn > rdn−1 (otherwise we can consider a subsequence), then
∫
E∩[1,rdn ]
dt
t

∫
[1,rdn ]\
⋃n
j=1[rj ,rdj ]
dt
t
=
n∑
j=1
rj∫
rdj−1
dt
t
= log rn − (d − 1)
n−1∑
j=1
log rj .
On the other hand, we have for large rn,
1
log rdn
∫
E∩[1,rdn ]
dt
t
 1 − ω log τ1
log τ2
= 1 − 1
3
(d − 1).
So we get
0 <
n−1∑
j=1
log rj
log rn
−1 + d
3
.
This is impossible since d < 2.
Thus by the claim, for any large r , there exists r ′ ∈ E ∩ [r, rd ] such that
logT0(r, f )
log r
 d logT0(r
′, f )
log r ′
,
so that by (3.42),
lim sup
logT0(r, f )  dω.r→∞ log r
J. Chang / J. Math. Anal. Appl. 319 (2006) 34–47 47Letting τ2 → +∞, we then get
lim sup
r→∞
logT0(r, f )
log r
 ω.
Theorem 3 is proved. 
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