Abstract-In this paper, we propose an iterated two-band filtering method to solve the selective image smoothing problem. We prove that a discrete computation step in an iterated nonlinear diffusion-based filtering algorithm is equivalent to a sequence of operations, including decomposition, regularization, and then reconstruction, in the proposed two-band filtering scheme. To correctly separate the high frequency components from the low frequency ones in the decomposition process, we adopt a dyadic wavelet-based approximation scheme. In the regularization process, we use a diffusivity function as a guide to retain useful data and suppress noises. Finally, the signal of the next stage, which is a "smoother" version of the signal at the previous stage, can be computed by reconstructing the decomposed low frequency component and the regularized high frequency component. Based on the proposed scheme, the smoothing operation can be applied to the correct targets. Experimental results show that our new approach is really efficient in noise removing.
I. INTRODUCTION
T HE use of diffusion/conduction equations to guide image processing procedures such as smoothing has recently attracted a lot of attention [1] - [10] . In the literature [11] - [14] , researchers have reported algorithms which can be used to make signals convoluted with Gaussians of varying widths so that linear diffusion-based smoothing can be executed. The goal of such algorithms is to smooth a target signal isotropically by triggering an iterated process. These algorithms repeatedly process the high-frequency components, including the data and noises of a signal, without any discrimination. Under these circumstances, the noises in the target signal can be smoothed out, but the useful data which are supposed to be retained are smoothed out as well. Nonlinear diffusion-based smoothing [1] was developed to solve the above mentioned problem. The first nonlinear diffusion filter was proposed by Perona and Malik [1] . The basic concept behind their work is to replace Gaussian smoothing with directional diffusion, which preserves useful data. In their work, a nonlinear diffusion function was embedded in a nonlinear PDE (Partial Differential Equation) , which automatically guided the smoothing task. By computing the solution of the nonlinear PDE, noise reduction and edge enhancement can be accomplished simultaneously. However, finding a closed-form solution of a nonlinear PDE is always a difficult task. Most of the time, one can only find approximate solutions by using numerical methods [1] , [9] . It is understandable that different numerical methods may result in different outcomes. In recent years, many researchers have searched for an appropriate numerical method to solve the above mentioned nonlinear PDE [1] , [2] , [7] , [9] . The major problem of a nonlinear diffusion-based process is that it is difficult to correctly separate the high frequency components from the low frequency ones. In other words, if one wishes to deal with the high frequency components only, some irrelevant low frequency components may also be included. Therefore, when one applies nonlinear diffusion to smooth the high frequency components (which should include noises and edge data only), it is actually applied to both the high frequency components and some of the low frequency ones. In this paper, we propose a new method to solve the selective image smoothing problem based on an iterated two-band filtering process. In our scheme, the aforementioned nonlinear diffusion-based filtering process is converted into a two-band filtering process. We shall prove that a discrete computation step in a nonlinear diffusion process can be decomposed into three stages: combining decomposition, regularization, and reconstruction where the first stage and the last stage are equivalent to a completely two-band filtering system.
Since we wish to correctly separate the high frequency components from the low frequency ones, an efficient and accurate tool is needed. Therefore, we propose to use a dyadic wavelet-based approach to perform the decomposition task. Since wavelets have good features for approximating function variables or operators, they can produce a better result for separating high frequency components from low frequency ones. Under these circumstances, the signal of the current stage is decomposed into high frequency components and low frequency ones by using a dyadic wavelet approximated high-pass filter and low-pass filter, respectively. In the regularization process, the high frequency components are "regularized" by means of a diffusivity function. The objective of this process is to use the diffusivity function as a guide to retain useful data and suppress noises. Finally, the signal of the next stage can be computed by reconstructing the decomposed low frequency components and the regularized high frequency components. Basically, one can consider the signal of the next stage as a "smoother" signal of the current stage. Therefore, we call the proposed iterated two-band filtering process a "modified" nonlinear diffusion-based filtering process. We shall prove that the proposed iterated system always satisfies the so-called maximum-minimum principle [1] , [9] no matter what kind of wavelet basis is used. One may argue that in [15] , the authors' wavelet shrinkage method was only applied once instead of many times. The reason why we made our approach an iterated one is that it is difficult to find a clear-cut boundary with only one pass. For some complicated images, the boundary between high frequency components and low frequency ones is fuzzy. Our iterated scheme can proceed in an asymptotic manner such that the high frequency components and the low frequency ones can be gradually and accurately separated. Based on our scheme, the smoothing operation could then be applied to the correct targets. Experimental results show that our new approach is really efficient in noise removing.
The rest of this paper is organized as follows. In Section II, some basic definitions and properties of the wavelet theory will be introduced. In Section III, we shall discuss the relationship between a nonlinear diffusion process and a two-band filtering process. Then, a dyadic wavelet-based diffusion equation will be derived in Section IV. Experimental results obtained using both 1-D synthetic signals and a 2-D real image will be reported in Section V. Finally, concluding remarks will be made in Section VI.
II. SOME BASIC PROPERTIES OF WAVELET THEORY Some notations which will be used throughout the paper will be presented. All the functions considered here are in , the space of square-integrable functions over real numbers. For and in , the inner product and the convolution . The Fourier transform of is denoted by . A wavelet is a function satisfying the admissibility condition [16] - [18] A continuous wavelet transform of a signal , with wavelet , is (1) where is denoted by . From the Fourier transform of is
The dyadic wavelet transform of is (2) for scale parameter for . Furthermore, if there exist two strictly positive constant and such that
then has a dual wavelet , by which the signal can be reconstructed as follows: (4) From the Fourier transform of (4), we have (5) Let denote the scaling function whose Fourier transform is an aggregation of and for , i.e.,
A direct implication of (6) is (7) Equation (7) illustrates the relations among , , and at different scales. If the scaling function and the wavelet function are determined beforehand, based on (7), then the corresponding dual wavelet can be derived. Let be the smoothing operator with respect to the scaling function defined by (8) Suppose that is defined at the finest resolution, i.e., . By using the scaling function and the wavelet function , a signal can be decomposed into different components and .
is an approximation view of at scale and represents the difference between and . If and are considered, respectively, as the low-pass and high-pass filter, then is equivalent to the low frequency component of at scale and is the high frequency component, i.e., the edge information of at scale . Therefore, by using the information of and , the original function can be reconstructed. The reconstruction process is a recursive procedure based on (7). Multiplying both sides of (7) by and taking the inverse Fourier transform, we obtain (9) where . By (9), can be recovered from and . Applying the above process recursively, the original signal, , can be reconstructed.
In the derivation of the desired wavelet, both the quadratic and cubic spline functions are usually chosen as scaling functions. The scaling function, , in the frequency domain can be as follows [19] : (10) where is a periodic differentiable function satisfying and (11) The parameter, , is a sampling shift. With the form in (10), we have (12) As in [19] , we may impose further that the Fourier transform of the desired wavelet and its dual wavelet are (13) and (14) where and are two periodic differentiable functions, and is another sampling shift. Plugging (12)- (14) into (7), because is symmetric with respect to 0, we have (15) The three periodic functions , , and can be expanded respectively as follows:
and (16) where , , and are the three real sequences satisfying and (17) Based on the discrete wavelet transform, an original discrete signal can be decomposed into and , that is, and (
The inverse wavelet transform algorithm can construct the decomposed signal from and (19) where is the conjugate filter of . In the 2-D case, the two wavelets and can be characterized by the three 1-D discrete filters , , and . The filters , , , and satisfy the following relation [19] : (20) and (21) where is or . In the 2-D discrete wavelet transform, an original discrete image can be decomposed into , , and , where
and (22) denotes the separable convolution of rows and columns, respectively, of the image with 1-D filters and . The 1-D filter is a delta function.
The inverse 2-D discrete wavelet transform algorithm reconstructs from , and (23) More details about the dyadic wavelet transform can be found in [16] and [19] .
III. RELATIONSHIP BETWEEN A NONLINEAR DIFFUSION PROCESS AND A TWO-BAND FILTERING SYSTEM
Nonlinear diffusion PDEs have often been used to perform selective image smoothing in the past [1] - [9] . In this paper, we shall point out an interesting finding with regard to the diffusion-based system and a two-band filter bank system. Since we can find a direct mapping between the above two systems, problems which can be solved by using a nonlinear diffusion-based system can also be solved by using a two-band filtering system. In this section, we shall relate the two systems to one another. Furthermore, we will point out why the diffusion equation can be mapped into the two-band filtering format.
A nonlinear diffusion PDE in the 1-D case can be written as follows [20] : (24) where is the status of point at time and is its corresponding diffusivity. Thus, the status of point at time can be derived by
In the discrete case, is assumed to be . Usually, we can set to be 1. Therefore, we have the discrete formula of (25) as follows: (26) Without losing generality in a discrete case, we can assume (27) Equation (27) can be written as follows: (28) where . Using the Fourier transform, the response of (28) The block diagram illustrating how (30) operates is shown in Fig. 1(a) . We have found an interesting connection among , , , and , i.e.,
Applying the inverse Fourier transform, (30) becomes (32) Fig. 1(b) shows the block diagram which indicates how (32) operates. In Fig. 1(b) , the input signal is decomposed into and by using filters and , respectively. Then, the component is multiplied by and becomes . Finally, the state of point at time can be calculated by convolving and with and , respectively. From the derivation shown in (30) and (32), one can find that a nonlinear diffusion process can be converted into an iterated, filter bank-based decomposition and reconstruction process. It is interesting that one can use a set of filter-based operators to find the solution of (27) directly rather than by applying any traditional numerical method. It is obvious that the solution obtained using the proposed method is dependent on the characteristics of the filter bank ( , , , and ).
However, in most conventional approaches, the filters used in a nonlinear diffusion process are nearly linear so that they cannot correctly separate the high frequency components from the low frequency component ones. In order to improve the aforementioned problem, we propose to use a set of dyadic wavelet-based filters to approximate the function variables used 
IV. DYADIC WAVELET-BASED DIFFUSION EQUATION
In general, a diffusion-based smoothing process repeatedly decomposes the original signal (or the low-frequency component) into a high-frequency component and a low-frequency one. The high-frequency component generated at each resolution is then processed by a nonlinear operator which can decrease the magnitude of the noises and retain that of the useful data. The signal reconstruction process can be achieved by adding the processed high-frequency component and the nonprocessed low-frequency component at the lowest resolution to form the low-frequency component of the second lowest resolution. This low-frequency component is then combined with the processed high-frequency component at the same resolution to form the low-frequency part of the resolution one level up. The process is repeated until the original signal is reconstructed. Since the noises are selectively smoothed at each resolution, a new signal that contains less noise can be obtained.
A mechanism that can characterize the above mentioned process is a two-band filtering system as shown in Fig. 2 . A two-band filtering system can decompose a signal into a high-frequency component ( in Fig. 2 ) and a low-frequency component ( in Fig. 2) . Based on the concept described in the previous paragraph, a nonlinear regularization function can be applied to the high-frequency component (i.e., ) as shown in Fig. 2. Fig. 3 shows the realization of the above mentioned concept. The dyadic wavelet transformed high-frequency component,
, is regularized by a nonlinear function, , before it is used as a component for reconstruction. The nonlinear regularization function used can be any nonlinear function with appropriate characteristics, for example, the nonlinear diffusivity function used in [1] . The objective of regularization is to retain the values of the high-frequency components that correspond to those having larger magnitudes and to suppress those having smaller magnitudes. Experience tells us that the high-frequency components always contain edges and noises simultaneously. Since the magnitude of the intensity gradient of edges is usually much larger than that of noises, we shall use the nonlinear diffusivity function adopted in [1] to distinguish between them. The reconstruction process will be used to reconstruct a new signal by integrating the unprocessed low-frequency component and the regularized high-frequency component, iteratively.
A. Wavelet-Based Conduction Equation
In what follows, we shall show how to use the dyadic wavelet transform [19] to realize the mechanism illustrated in Fig. 3 . Let . At scale 2 , the dyadic wavelet transform decomposes into and [19] as follows:
and (34) where and are the low-pass filter and the high-pass filter at scale 2 , respectively. The inverse wavelet transform can reconstruct the original signal from and by means of the procedure shown below (35) where and are conjugate at scale 2 and is the high-pass filter used for reconstruction at scale 2 . Let be a continuous function depending on the absolute value of and . Similar to the derivation of (32), an approximately reconstructed function of can be defined as follows:
(36) A new iterated function based on (36) can be written as follows:
(37) Taking the inverse Fourier transform of (40), we obtain (41) where and is the traditional diffusivity function [1] .
When is set to 1, (41) becomes (42) Again, we take the Fourier transform of (42) and obtain (43) Applying the inverse Fourier transform to both sides of (43), we obtain (44)
The high-frequency components of can be completely removed in this case because is a low-pass filter. On the other hand, if is set to zero, then (41) becomes In the following, we will prove that (41) satisfies the so-called maximum and minimum principle [1] . It should be noted that the discrete maximum-minimum principle is a very restrictive stability criterion (more restrictive than the von Neumann stability principle) [9] . Equation (47) shows that the magnitude of is always less than or equal to the magnitude of . That is, there is no local extrema generated by when the iteration increases from to . As a consequence, (41) satisfies the maximum and minimum principle [1] when an arbitrary wavelet-based filter is used. But please note that (47) does not give any prediction what kind of the results we could obtain. In Section V-A, we will show that the different results are obtained by using different wavelets. But all the results satisfy (41). Taking the inverse Fourier transform of (50), we obtain (51) where and are the traditional diffusivity functions [1] along the direction and the direction, respectively. We call (51) a 2-D dyadic wavelet-based diffusion equation. Following the same procedure described in Section IV-A, we can prove that (51) also satisfies the maximum and minimum principle.
B. Two-Dimensional Wavelet-Based Conduction Equation

V. EXPERIMENTAL RESULTS
In the first group of experiments, our method was used to apply the denoising process to a synthetic noisy signal. A set of experimental results obtained by using a 1-D synthetic signal will be given here. In the second group of experiments, several real images were used to test the effectiveness of our approach. In order to ensure that all the experiments were conducted under fair conditions, the diffusivity function used was the one proposed by Weickert [9] , where (52) in (52) is the wavelet transform of at scale 2 , i.e., , and is a constant. Fig. 4 shows a 1-D synthetic signal which is composed of some step functions of different magnitudes. The white noises with variance were added to the original signal, and the synthesized signal is shown on the left side of Fig. 5(a) . After dyadic wavelet transformation, the high frequency component at 2 scale was as shown on the right side of Fig. 5(a) . From the high frequency component shown in Fig. 5(a) , it is not difficult to find that the edges and noises are mixed together, and that a linear approach definitely cannot separate them. The left side of Fig. 5(b) -(e) show the denoised results obtained by applying our algorithm 30, 60, 120, and 300 iterations, respectively. On the right side of Fig. 5(b) -(e), we show the corresponding low frequency components and high frequency components of the denoised results. From the right column of Fig. 5 , we find that the true edges were always preserved, but that the number of noises decreased when the iteration number was increased. It is worth noting that when the iteration number reached 300, only edges were preserved. Fig. 9(b) were obtained based on a fixed noise level . From the four curves, it is obvious that when was over 10, the SNR values gradually decreased after 100 iterations.
A. Results Obtained Using the Proposed Approach
For studying how our approach converges, we define the average difference between and as follows: (53) where is the total number of sampling points. Fig. 10 shows the average difference after each iteration within 1000 iterations. We can find the values of almost keep around ones but zeroes after 200 iterations. That means some of the coefficients are always modified before reconstruction at each iteration.
The above results were all obtained by using the quadratic spline wavelet. But it is not difficult to find, our approach also can be implemented by using biorthogonal and orthogonal wavelet bases. For fair comparison our approach by using different wavelet filters and with the other approach, we used the subroutines of the popular MATLAB library-WaveLab802 (http://www-stat.stanford.edu/ wavelab/) to implement our approach and used their purposed test signal to conduct the following results. An example program is shown in Appendix A. Fig. 11 shows another set of results obtained using different wavelet bases including the Haar wavelet, a Villasenor's biorthogonal wavelet and the Daubechies wavelet with different vanishing moments. Fig. 11(a) shows an original signal (obtained by using the function makesignal ('Piece-Polynomial',1024)). Fig. 11(b) shows a noisy version of (a) which SNR is 14.23 dB. Fig. 11(c)-(f) show the results obtained using the Haar wavelet bases, the Villasenor's biorthogonal wavelet( makeBSFilter ('Villasenor',1)), the Haar bases(makeONFilter('Haar')) and the Daubechies wavelet bases (makeONFilter('Daubechies',6)), respectively, after 300 iterations. It is apparent that the result obtained by using the Haar wavelet bases has the highest SNR value than the other ones.
B. Comparison With Other Nonlinear Smoothing Algorithms
In this section, we shall compare our results with those obtained using the well known nonlinear smoothing algorithms based on Donoho-Johnstone's approach [15] . Fig. 12(b) the test signal [shown in (a)] corrupted by noise and its SNR related to (a) is 14.30 dB. Fig. 12(c) shows the result obtained by using our approach after 300 iterations. Fig. 12(d) and (f) show the results obtained by applying the function ThreshWave in WAVELAB with different parameters. We try to find the best result by using different sets of parameters and wavelet bases. Eventually, three better results are obtained by using three different sets of parameters. It is obvious that our approach achieve a better result compared to their approach. Fig. 13(a) shows a real test image: pepper, and Fig. 13(b) is a noisy version of (a) dB . By using our approach, Fig. 13(c)-(j) show the results obtained by using different wavelet bases including biorthogonal and orthogonal wavelets after 10 iterations. The best result is also obtained by using the Harr wavelet ( dB). Figs. 14-16 are more real test images, noisy images, and denoised results obtained by applying our approach.
C. Results Obtained Using Our Approach in the 2-D Case
VI. CONCLUSIONS
In this paper, we have proposed an iterated two-band filtering method to solve the selective image smoothing problem. We have proven that a discrete computation step in an iterated nonlinear diffusion-based filtering algorithm can be converted into a sequence of operations, including decomposition, regularization, and then reconstruction, in our proposed two-band filtering scheme. To correctly separate the high frequency components from the low frequency ones, we use a dyadic-wavelet based approximation scheme. In the regularization process, we use a diffusivity function to guide the processes for noise suppression and retaining useful data. Experimental results show that our approach can be used to achieve superb selective image smoothing results. 
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