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Abstract
We say a family W of strings is an UMFF if every string has a unique maximal factorization
overW . ThenW is an UMFF iff xy,yz ∈W and y non-empty imply xyz ∈W . Let L-order denote
lexicographic order. Danh and Daykin discovered V -order, B-order and T -order. Let R be L, V , B
or T . Then we call r an R-word if it is strictly first in R-order among the cyclic permutations of r.
The set of R-words form an UMFF. We show a large class of B-like UMFF. The well-known Lyndon
factorization of Chen, Fox and Lyndon is the L case, and it motivated our work.
 2003 Elsevier B.V. All rights reserved.
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1. Introduction
Let S be a set with at least two members. A string a over S is a finite sequence a =
a1a2 . . . an with each ai in S, and S is the family of all such a. Further n is the dimension
dima of a, and the ai are the coordinates of a. The empty string is λ, with dimλ= 0.
We call W ⊆ S an FF factorization family if every string λ = a ∈ S factorizes as a =
w1w2 . . .wm with each wi in W . This factorization is max if each wj is maximal in a,
as in Definition 2.1 below, and then the factorization is unique. So an UMFF is a unique
max FF. If W is an FF then S ⊆W , and we call w ∈W a word. We give the trivial xyz
characterization of an UMFF as Lemma 2.1.
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The motivating classical example of an UMFF is the family of Lyndon words over S
(see [15]). For this we use any total order of S, then Lex(lexicographic, dictionary) order
extends the order of S to a total order of S. We give our own simple account of the Lyndon
UMFF so that we can lift our proofs to our new UMFF. The first is V-words. The second,
for the binary case S = {0,1}with 0 < 1, is B-words. We point out that the B-words UMFF
is only one of many UMFF.
Applications of string research arise in diverse areas, for example: computational biol-
ogy including the study of human DNA, computer assisted music analysis, data compres-
sion, natural language processing, pattern-matching and string sorting (see [13,17]). In the
case of the Lyndon factorization, Duval [12] showed how the sequential computation of the
factorisation of a string (Theorem 3.1 below) allowed the simultaneous solution of several
special sorting problems. Parallel algorithms for this factorization were subsequently given
by Daykin, Iliopoulos and Smyth [11], improving [1].
2. Unique maximal factorization family UMFF
Let W be a family of strings over S with S ⊆W ⊆ S.
Definition 2.1. Suppose λ = a = a1a2 . . . an over S, and a = w1w2 . . .wm over W , with
each wi = λ. Let 1 j m so wj = agag+1 . . . ah with 1 g  h n. That wj is maxi-
mal or max in a means that if b= aeae+1 . . . af where 1 e g  h f  n and b ∈W ,
then e= g and h= f .
Lemma 2.1 (The xyz lemma). A family W of strings over S with S ⊆W is an UMFF iff
xy,yz ∈W and y = λ imply xyz ∈W .
Proof. Part 1. SupposeW is an UMFF and xy,yz ∈W and y = λ. Let the factorization of
xyz be xyz= w1w2 . . .wm. By maximality w1 must start xy, and wm must end yz. Since
y = λ we have m= 1.
Part 2. Assume xy,yz ∈W and y = λ imply xyz ∈ W . Let a = a1a2 . . . an ∈ S.
Since a1 ∈ S ⊆W there is a largest i in 1  i  n with a1a2 . . . ai ∈W . Repeat with
ai+1ai+2 . . . an, and so on. This factors a over W . Then our assumption ensures it is
max. ✷
Definition 2.2. A total order ≺ of an UMFF W is factorizations monotone if v,w ∈W
and v =w and v ≺w imply vw ∈W .
In the factorizations monotone situation, if w1w2 . . .wm is some max factorization over
W , then trivially w1 
w2 
 · · · 
wm.
3. The Lyndon Lex-order UMFF
There is an extensive literature on Lyndon words (cf. [2,3,12,15–17]). We think it is
worth contributing our own simple approach, especially as our work hinges on Lemma 3.2.
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Let S be a totally ordered set with at least two members. Given a = a1a2 . . . an over S, by
circ a we mean the n× n circulant matrix with a as first row. Thus
(1)if a = 3132 then circ a =


3 1 3 2
1 3 2 3
3 2 3 1
2 3 1 3

 .
Lex order of S is defined by (i) ab < ac iff λ b < c, and (ii) aib < ajc if i < j in S. Hence
(iii) if dima = dimb and a < b then ac < bd . We say b is a border of a if a = bc = db
with b, c, d = λ. If a has no border it is border-free, (notice (2) below). The string 213 has
no border, but it is not Lyndon by
Definition 3.1. A string a over S is a Lyndon (word) if it is the unique minimum in Lex-
order among the rows of circ a.
Lemma 3.1 [2,12]. Lyndon words are border-free and non-periodic.
Proof. Let a be a Lyndon. Then a is non-periodic by uniqueness. If a has a border b then
a = bc= db with b, c, d = λ. Also cb, bd are rows of circ a and are not the first row a. So
a = bc < bd giving c < d by (i), while a = db < cb contradicting (iii). ✷
Lemma 3.2. A string a = a1a2 . . . an ∈ S is Lyndon iff
(2)a1a2 . . . ai < an−i+1 . . . an−1an for 1 i < n.
Proof. If (2) holds a is Lyndon by (iii). If a is Lyndon it is border-free, so we cannot have
equality in (2). Note that (2) is the “if” condition for (iii). ✷
Let tri a denote the triangular part of circ a lying on and above the an diagonal. This
diagonal is 2222 in (1). Crucially Lemma 3.2 only uses tri a. We will say “starts beat ends”
to mean (2) holds.
Lemma 3.3. If λ = a < b and b is Lyndon then ab < ba.
Proof. We have a < b. Suppose a = cid and b = cje with i < j , so (ii) holds, then ab <
ba. If (ii) does not hold, then b = akc, where ak = aa . . . a with k  1 copies of a. Take
k maximal, then a = c. If c = λ then k  2 and b is periodic, so c = λ. Now b = akc is
Lyndon, and ak−1ca is in circ b, so akc < ak−1ca, and ab= akac < akca = ba. ✷
Lemma 3.4 [12]. Let a, b be Lyndons. Then ab is Lyndon iff a < b.
Proof. Let ab be Lyndon. Then a = b and ab < ba because ba is a row of circ ab. If b < a
we get a contradiction from Lemma 3.3.
Next let a < b. In tri ab we have tri a and tri b, in both of which starts beat ends. So to
see that ab is minimal in circ ab we only need note from Lemma 3.3 that ab < ba. ✷
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Theorem 3.1 [3]. The Lyndons form an UMFF, where the Lex-order is factorizations
monotone.
Proof. We use the xyz Lemma 2.1. Suppose xy, yz are Lyndon with y = λ. In circ xyz
at the top there is tri xy, where starts beat ends. In particular the end y is beaten by its
start, so xyz beats the row starting y, namely yzx. Since this row contains the top row
of tri yz, it follows that xyz is Lyndon. It is Lemma 3.4 which says Lex is factorizations
monotone. ✷
Lemma 3.5 [4,16]. If a = a1a2 . . . an and b = b1b2 . . . bn are Lyndons and a < b then
c= a1b1a2b2 . . . anbn is Lyndon.
Proof. In tri c compare row 1 with row 4. Now a1  b1 by a < b, then b1  b2 by b, and
a1  a3 by a. If we do not get row 1 < row 4 by a1 < b2 or b1 < a3 then a1 = a3 = b1 = b2.
For even numbered rows we proceed in this fashion. It must stop because starts beat ends
in tri a and in tri b. For odd numbered rows we use tri a and tri b independently. ✷
The act in Lemma 3.5 is called shuffling [4,15], and our new UMFF shuffle differently.
4. The V-order UMFF
For more than 20 years it was conjectured [5,7] that V-order was suitable, a property
related to deleting coordinates from sets of strings. In the binary case the conjecture was
proved true by Danh and Daykin [6], and Daykin [8] found all suitable binary orders.
Then Uwe Leck [14] gave an example disproving the conjecture for the general case. The
asymptotic theorem is in [9]. However, we now give an application of V-order to factorizing
strings.
With S totally ordered, let a = a1a2 . . . an be a string over S. Define h in 1  h  n
by h = 1 if a1  a2  · · · an otherwise ah−1 > ah  ah+1  ah+2  · · · an. Next put
a∗ = a1a2 . . . ah−1ah+1 . . . an. We think of the star ∗ as eating coordinate ah. Write as∗ for
(. . . (a∗)∗ . . .)∗ with s  0 stars. Let µa = max{a1, a2, . . . , an} and νa be the number of
coordinates ai equal to µ. If g = µa let gi be the string gg . . .g of dimension i . Then the
sequence a, a∗, a2∗, . . . ends gνa, . . . , g2, g1, g0 = λ. For the star tree graph, each string a
over S is a vertex, and there is a directed edge from a to a∗, so λ is the root.
Definition 4.1. We here define the V-order ≺ between distinct strings a, b. Firstly a  b
if b is in the path a, a∗, a2∗, . . . , λ. If a, b are not in a path, there are smallest s, t with
a(s+1)∗ = b(t+1)∗. Put c = as∗ and d = bt∗, then c = d but dim c = dimd =m say. Let j
be the last i in 1  i m with coordinates ci = di . If cj < dj then a ≺ b. Clearly ≺ is a
total order.
Example 4.1. If S is 3 < 5 < 8 and a = 835383, b = 8358, c = 8538 then a2∗ = b and
b∗ = c∗ = 858. Furthermore a  b  c in this example.
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Example 4.2. For 0, 1 strings S is 0 < 1. The V-order starts λ ≺ 0 ≺ 00 ≺ 000 ≺ · · · ≺
1≺ 10≺ 100≺ · · · ≺ 01≺ 010≺ 0100≺ · · · ≺ 001≺ · · · . We use only finite parts of this
infinite order.
Example 4.3. For strings of dimension 3 of integers  0 the V-order is λ ≺ 000≺ 100≺
010 ≺ 001 ≺ 110 ≺ 101 ≺ 011 ≺ 111 ≺ 200 ≺ 210 ≺ 201 ≺ 211 ≺ 020 ≺ 021 ≺ 002 ≺
120≺ 121 · · · .
The following results are not hard to prove for distinct strings a, b.
(A) If µa < µb then a ≺ b.
(B) If µa = µb and νa < νb then a ≺ b.
(C) Suppose µa = µb= g and 1 k = νa = νb. Then a, b have the forms
(3)a = x0gx1gx2 . . . gxk and b= y0gy1gy2 . . . gyk,
where all the strings x , y have µx,µy < g. (We say nothing about the dimensions of the
x , y , some of which may be 0.) There is a least j with xj = yj . Then a ≺ b if xj ≺ yj .
Definition 4.2. A string a over S is a V-word if it is the unique minimum in V-order ≺
among the rows of circ a.
Consider the a in (3). Put F = gx1gx2 . . . gxkx0, then F ≺ a if x0 = λ. So to find a row
of circ a, which is minimal in V-order, we need only look at rows starting g. The first of
these is F . For 1 <m k, the mth is M = gz1gz2 . . . gzk say, with z1 = xm, z2 = xm+1, . . .
(suffixes mod k as usual). Also F ≺M iff xj ≺ zj for the least j with xj = zj . In other
words x1x2 . . . xk ≺ z1z2 . . . zk in the Lex order of strings, using, not < of S, but ≺. We call
this order the lexicographic extension ≺LEX of ≺. We can restate Definition 4.2 as
Theorem 4.1. Assume that x0 = λ in (3). Then a is a V-word iff x1x2 . . . xk is a Lyndon
word using the lexicographic extension ≺LEX of the V-order ≺.
The a in (1) is a V-word, but 1323 is a Lyndon, so (1) shows that Lemma 3.2 does not
apply directly to V-words. Note that λ = λλ = λλλ in ≺LEX . However the whole Lyndon
theory clearly carries over to V-words, providing we keep the g as sort of “goal posts” to
separate the x as in (3). So we have discovered
Theorem 4.2. The V-words form an UMFF.
Suppose c, d , e are strings with d = λ and µ(cd) < g  µe. Then dge is not a V-word,
because it does not start g. Consequently the max factorization of cdge is that of cd fol-
lowed by that of ge. Trivially this applies to a in (3) when cd = x0 = λ. It also shows,
that when a in (3) has x0 = λ, each V-word in the max factorization of a starts g. In fact
gxigxi+1 . . . gxj is one of these V-words iff xixi+1 . . . xj is a Lyndon in the max factoriza-
tion of x1x2 . . . xk under ≺LEX , mentioned in Theorem 4.1.
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We can say more. Let a1a2 . . . am be any max factorization by V-words. Then µa1 
µa2  · · · µam. Assume that µai = µai+1 for some 1 i < m. Put ai = gx1gx2 . . . gxh
and ai+1 = gy1gy2 . . . gyk as in (3). Then x1x2 . . . xh 
LEX y1y2 . . . yk because Lyndons are
factorizations monotone.
Lemma 4.1.
(A) If a, b are strings and b = λ then a ≺ ab.
(B) If a is a V-word and b is a string with µa > µb then ab is a V-word.
Proof. (A) If µa < µb then µa < µ(ab) so a ≺ ab. If µa = µb then νa < ν(ab) so
a ≺ ab. If g = µa > µb put a = cd where c ends g and µd < g. By induction on g we
have d ≺ db so a = cd ≺ cdb= ab. To start the induction look at 0,1 strings. (B) Write a
as in (3) with x0 = λ = b, then in circ ab we have xk ≺ xkb by (A). ✷
To shuffle V-words, suppose a, b in (3) are V-words with a ≺ b. Then their V-shuffle
gx1gy1gx2gy2 . . . gxkgyk is a V-word by Lemma 3.5. Consider the example of V-words
a = 10001v and b = 11011v, where v = 0000. They have no V-shuffle and their ordinary
shuffle 1101000111vv is not a V-word.
5. The binary block order UMFF
In this section a string a = a1a2 . . . an has ai ∈ {0,1}. We describe a = λ by the string
Z0N1Z1N2Z2 . . .NrZr where Z0 is the number of zeros at the start of a, then N1 is the
number of succeeding ones, and so on. For example if a = 0111001111 then r = 2 and
Z0N1 . . . is 1,3,2,4,0. In general Z0,Zr  0 but N1,Z1, . . . ,Nr  1. Put ωa = a1+a2+
· · · + an, then all rows in circ a have the same ω.
Definition 5.1. In B-order (Block total order) of words of dimension n [5, p. 51] first comes
small ω, then big N1, then big N2, . . . , then small Z0, then small Z1, . . . .
Pedantically, with a as above, if b = Z′0N ′1Z′1N ′2Z′2 . . .N ′sZ′s and dim b = dima, then
a < b if (i) ωa < ωb, or (ii) ωa = ωb and there is a least i in 1  i  min{r, s} with
Ni = N ′i and then Ni > N ′i , or (iii) ωa = ωb and r = s and Ni = N ′i for 1  i  r , and
there is a least j in 0 j < r with Zj =Z′j and then Zj < Z′j .
Example 5.1. In B-order 0000 < 1000< 0100 < 0010 < 0001 < 1100 < 0110 < 0011 <
1010< 1001< 0101< 1110< 0111< 1101< 1011< 1111.
Definition 5.2. A binary string a is a B-word if it is the unique minimum in B-order among
the rows of circ a.
Clearly B-words are non-periodic, and any 11 . . .100 . . .0 is a B-word, including 0
and 1. Apart from trivialities b0 < 0b and 11b < 1b1. Any B-word a, with dim a  2,
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starts 1 and ends 0, moreover to test if a is a B-word, we need only look at rows in circ a
starting 1 but ending 0. These rows are
(4)
N1Z1N2Z2. . .NrZr = a
N2Z2N3Z3. . .N1Z1
...
...
...
NrZrN1Z1. . .Nr−1Zr−1
To get the N-circ (respectively Z-circ) delete from (4) all the Z (respectively N). By unique-
ness (4) is non-periodic. Let p be the period of the N-circ. Then N1N2 . . .Np is a Lyndon
word in the order . . .2< 1 < 0 of integers, because first comes big N1, . . . . So, apart from
rows 1,p + 1,2p + 1, . . . of (4), we know that starts beat ends in (4). If p = r we are
finished.
Suppose 1  p < r so r = pq with q  2. We retain rows 1,p + 1,2p + 1, . . . of (4)
and delete all the others. What is left looks like C = circ(Q0Q1 . . .Qq−1) where
Qi =N1Zip+1N2Zip+2 . . .NpZip+p for 0 i  q − 1.
Clearly the Qi are ordered by the rule, first comes small Z1, then small Z2, . . . . Since a is
the first row in B-order of circ a, and the N are now playing no role, the first row in C is
a Lyndon word in the total order we have just described. (If we deleted all the N we are
really looking at rows 1,p+ 1,2p+ 1, . . . of the Z-circ.) We have proved
Lemma 5.1. Any B-word is border-free and non-periodic. A 0,1 string a is a B-word iff
starts beat ends in circ a (or equivalently in (4)).
Lemma 5.2. Let a, b have ωa = ωb 1. Then a < b iff ab < ba.
Proof. Let a be Z0N1Z1 . . .NrZr and b be Z′0N
′
1Z
′
1 . . .N
′
sZ
′
s . If there is a least i with
Ni = N ′i then a < b iff Ni > N ′i iff ab < ba. If there is no such i then r = s because
ωa = ωb. Then for a least j we have a < b iff Zj < Z′j iff ab < ba. ✷
Example 5.2. If a = 10, b = 110, c = 1010100 then a, b, c, ac, ba, bc are B-words, but
ωa < ωb < ωc and ba < ab and bc < cb.
Lemma 5.3. Let a, b be B-words. Firstly ab is a B-word iff ab < ba. Secondly, if ωa = ωb,
then ab is a B-word iff a < b.
Proof. In tri a and in tri b starts beat ends. So ab is a B-word iff ab < ba. The rest is
Lemma 5.2. ✷
Theorem 5.1. The B-words form the (binary block order) UMFF in which a max factor-
ization a1a2 . . . an has ai = ai+1 or aiai+1 > ai+1ai for 1 i < n.
Proof. We use the xyz Lemma 2.1 in the usual way, first on the N-circ, and then where
necessary on the Z-circ. The rest comes from Lemma 5.3. ✷
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Since 0,1 and 11 . . .100 . . .0 are B-words, we can easily factor any a in B-words.
We can then make the factorization max by repeatedly using Lemma 5.3. Trivially, if
a = Z0N1 . . .Zr and b = Z′0N ′1 . . .Z′r are B-words, then the shuffle (Z0 + Z′0)(N1 +
N ′1) . . . (Zr +Z′r ) is a B-word.
6. Block like UMFF
Consider 32 orders for 0,1 strings Z0N1Z1 . . .NrZr . We can deal with N before Z
(as in B-order), or vice-versa. For N we can have (i) first big N1, then big N2, . . . (as
in B-order), or (ii) small N1, then small N2, . . . , or (iii) big Nr , then big Nr−1, . . . , or
(iv) small Nr , then small Nr−1, . . . . We equally have 4 choices for Z. Thus we get 32 total
orders, and reviewing our work on B-order, we see that each gives an UMFF W to which
Theorem 5.1 applies, provided 0,1 ∈W and all other words in W start 1 and end 0, so we
only work on (4). We can swap N ↔ Z and left↔ right and big ↔ small, obtaining only 4
non-equivalent orders. Of course one of the 32 is B-order, interestingly another is T-order
(Type total order) [6, p. 422]; [10], however binary Lex and binary V-order are not among
the 32.
Let F1, F2, F3 be any three UMFF for 0,1 words which start 1 and end 0. Write
F10 = F1 for 0, 1 strings. To get an UMFF F21 for 1, 2 strings add 1 to every coordinate
in F2. To get an UMFF F20 for 0, 2 strings add 1 to every coordinate equal to 1 in F3.
Next let A be the set of a = a1a2 . . . an such that a1 = 2, an = 0 and aiai+1 is in
{00,11,22,21,10,02} for 1 i < n. Let Ti,Ni,Zi be the succeeding numbers of ai in a
equal to 2, 1, 0 respectively, for i = 1,2, . . . , r say, where Zr counts an. As for the 32,
a typical order for A is first comes big T1, then big T2, . . . , then small Zr , then small
Zr−1, . . . , then small N1, . . . . Choose any such order. Let F210 be the set of a ∈A, which
are the unique minimum in this chosen order, among those rows in circ a that belong to A.
Then F210 is an UMFF for A as we earlier found for (4).
Finally let G be the xyz closure of F10 ∪ F21 ∪F210, and U = F20 ∪ G. Then U is an
UMFF for 0, 1, 2 strings. Given a string we use F20 as much as possible, then G on what
is left. Further if adjacent words of U in a max factorization are both in the same F , then
they are in the monotone order of that F .
Problem 6.1. Call an UMFF W a circ UMFF if W contains exactly one row from each
non-periodic circulant, and no other thing. Find all 0, 1 circ UMFF.
For this problem one may assume 10 is inW . We then proved that every w ∈W (except
w = 0,1) starts 1 and ends 0. Also that inW are all non-periodicN1Z1N2Z2 . . .NrZr with
N1 N2  · · ·Nr  1 Zr  Zr−1  · · · Z1. The problem is in the spirit of [8].
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