There is no closed form solution for the maximum likelihood estimator of the connectivity parameter ρ (denoted asρ). To show how omitting a) miss-specification of connectivity weights b and b) omitting a variable from the covariates Xβ introduces bias inρ, we perform a series of Monte-Carlo analyses. We write the general spatial auto-regressive (SAR) data generating process as y r,i = ρ 
where y r,i is aid per capita going from donor country i to recipient country r, I LeadDonor is an indicator variable that takes on value 1 if donor country i is a lead donor, and 0 otherwise, x r,i and z r,i are other independent variables, b r,i,j are weights capturing the connectivity between donors i and j for country r, ρ is the connectivity parameter, and ε is an iid normal error term with constant variance.
We begin with the lead donorship case. Problems could arise in the empirical analysis because we work with a sub-sample of recipient countries that have a lead donor. By design, one of the donors i has markedly larger aid provisions y r,i than the other donors j. At the same time, our theory suggests that donors j should condition their aid allocations specifically on i's actions. Accordingly, we choose a large b r,i,j for the connection between a donor country j and the lead donor i, i.e. the connectivity weights are endogenous. Problems occur when β 1 > 0, i.e. the lead donor provides more aid than others for non-strategic reasons, but we omit β 1 I Lead Donor from the analysis. In this case, absolute point estimates of ρ will be inflated. This is a form of omitted variable bias because the connectivity structure ρ ∑ j̸ =i y i and I Lead Donor are correlated.
To investigate the severity and direction of the resulting bias, we generate data from (1), setting ρ = −0.5, β 0 = 0.5, β 1 = 1, β 2 = 2, β 3 = 0 and V ar(ε) = 1. We assume that there are k = 10 donor countries and d = 100 recipient countries, for a total number of observations of n = 1, 000. Note that ρ is negative because our theory leads us to expect substitution effects in the lead donor case. For each recipient country, we randomly draw a lead donor from the set of donors K = {1, . . . , 10} and specify lead donor connectivity weights as described in the main text. We perform m = 1, 000 Monte-Carlo repetitions of this procedure. We fit two SAR models to each data set. The first is the correct model according to (1). The second model omits the lead donor dummy β 1 I Lead Donor (note that
Table 1 summarizes the empirical distribution of recovered point estimatesρ for both the correctly and incorrectly specified models, and provides the bias (mean deviation from ρ). For the purposes of our analysis this is not benign, since the direction of this bias inflates the estimated effect size of strategic interactions, falsely providing support for our hypothesis.
Second, in contrast to this, the correctly specified SAR model does a very good job at recovering ρ with only minimal bias. Thus, once we account for the non-strategic part of the lead donor's aid allocations, we are able to correctly identify the strategic component, despite endogenous connectivity weights. Based on this finding, we include lead donor fixed effects in the empirical analysis.
Next we turn to the case without lead donorship. We investigate two possible threats to inference, un-modeled heterogeneity of aid provisions between recipient countries, and missspecification of connectivity weights b r,i,j . We begin with heterogeneity. In our empirical analysis we use cross-sectional data for 128 countries. For cases without lead donor, we recover positive values of ρ, indicating complementarities in aid provision. The problem arises because the aid allocations for all donors vary jointly across recipient countries. If this heterogeneity is not correctly modeled in the non-strategic term xβ, we suspect that estimates for ρ are biased upward, giving undue credence to the presence of complementarities.
To test this notion, we generate Monte Carlo data according to model (1), setting β 0 = 0.5, β 1 = 0 (since there is no lead donor), β 2 = 1, and V ar(ε) = 1. Since our estimate of ρ in the empirical analysis is positive, we want to know whether this estimate is exaggerated if the true ρ is positive. In an initial run we therefore set ρ = 0.4. We are also concerned that the bias could be so severe that we recover a positive value of ρ although the true parameter is negative. In a second run we therefore set ρ = −0.4. To investigate whether the sign of the omitted variable matters, we also vary between β 3 = −2 and β 3 = 3.
Importantly, to simulate heterogeneity in aid allocations by recipient country, we let z i,r vary only by recipient country, not by donor. Connectivity weights correspond to the even weights used in the empirical analysis, b r,i,j = 1/(k − 1), i.e. they connect donor countries equally irrespective of recipient country or donor country identity. The other parameters are as before, k = 10, d = 100, and m = 1, 000.
We fit both a correctly and an incorrectly specified SAR model to the Monte-Carlo data.
The incorrectly specified model omits β 3 z r,i (note that β 1 = 0), Table 2 shows results. We find thatρ is biased downward in all omitted variable situations, irrespective whether ρ is positive or negative and independent of the sign of the omitted term β 3 z r,i . Our concerns therefore are unfounded. This form of bias does not incorrectly flip the sign of the estimate of ρ, nor are our positive estimates of ρ inflated. On the contrary, the fact that this form of bias attenuates estimates of ρ increases the risk of a type II error, as confidence bands around the biased point estimate become more likely to include the zero.
If anything, the presence of heterogeneity in our empirical analysis leads us to underestimate the size of positive spill-ins. 
The last threat to inference also applies to cases without lead donorship. In our empirical analysis, we give each pair of donors the same connectivity weights, b r,i,j = 1/(k − 1). The idea is that even weights do not incorporate any special strategic relationship between donors, as our theory does not predict strategic asymmetries. Though even weights in a sense reflect our lack of knowledge beyond what our theory predicts, the process that generates the real world data could look quite differently, leaving our SAR models miss-specified. We would like to know to what extent this renders our inferences about ρ incorrect. Since we find positive values for ρ in our analysis, the worst case scenario would be that ρ is negative in reality, but we recover an incorrect positive effect.
To investigate this situation, we make slight modifications to the data generating process from the previous Monte Carlo setup. Instead of even connectivity weights, we randomly assign b r,i,j according to a uniform distribution on the [0,1] interval and then row-standardize the resulting connectivity matrix. We hold these weights fixed for each MC iteration. Substantively, we can think of the resulting connectivity weights as reflecting geographic distance between donor countries (scaled to lie between 0 and 1), or the difference in distance between individual donors and the recipient country. Geographic weights are commonly used in the specification of SAR models. To reflect the worst case scenario, we set ρ = −0.4 and in a second round of simulations ρ = −0.8. All other parameters stay the same, i.e. β 0 = 0.5,
, and m = 1, 000.
Again, we fit a correctly specified and a miss-specified SAR model to the MC data. The miss-specification consists of incorrect even weights, b r,i,j = 1/(k − 1), such as we used in our empirical analysis. Table 3 shows results. Using miss-specified weights introduces negative bias in the analysis, essentially exaggerating the recovered estimated effect. The size of this bias does not depend on the magnitude of the negative spill ins in the data generating process. For ρ = 0.4 and ρ = 0.8 the bias is almost the same. We conclude that it is not possible that incorrect even connectivity weights can lead to a positive estimated sign of ρ when the true sign is negative. 
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