Abstract. This paper shows that a bisimulation approach can be used to prove the correctness of unfold/fold program transformation algorithms. As an illustration, we show how our approach can be use to prove the correctness of positive supercompilation (due to Sørensen et al). Traditional program equivalence proofs show the original and transformed programs are contextually equivalent, i.e., have the same termination behaviour in all closed contexts. Contextual equivalence can, however, be difficult to establish directly.
Introduction
Unfold/fold program transformation techniques were first presented by Burstall and Darlington [3] , and are used in many program transformation systems such as partial evaluation [9] , deforestation [18] and supercompilation [17, 16] . Each of these program transformations apply (in some order) a sequence of meaning preserving rules, so the problem of proving that the transformations produce equivalent programs would appear to be trivial, but this is greatly complicated by the presence of folding. As a simple example: if function f is defined by f e, then occurrences of the expression e can be replaced by calls to the function f in a folding step. However, if the occurrence of the expression e in this definition itself is folded, we obtain the non-terminating definition f f . Thus unsupervised application of folding in any context may produce a program that is not equivalent to the original.
To avoid this problem we express transformation by semantics-preserving manipulation of labelled transition systems. Within our framework, folding is only done with respect to proper ancestors in the transition system, thus avoiding the problem of folding f e into f f . We eliminate intermediate data or function calls by removing silent transitions ( τ ) from the labelled transition system. We therefore use weak bisimulation for correctness proofs, based on a theorem that weak bisimulation is equivalent to contextual equivalence. This approach makes it easier to prove the correctness of unfold/fold transformations, as folds are seen in the context of corresponding unfolds. Further, correctness is decoupled from efficiency concerns, in contrast to Sands' theory of local improvement [14] .
Plan: In Section 2 we define our higher-order functional language, and define a reduction semantics and contextual equivalence. In Section 3 we define labelled transition systems in general; a particular one for semantic analysis; and show that its weak bisimulation relation is equivalent to contextual equivalence. In Section 4 we use this framework to describe the positive supercompilation algorithm and show that it satisfies the correctness property. This requires an extended form of labelled transition system, one also equipped with fold transitions that rename program variables. In Section 5 we discuss related work and conclude. Appendices A, B and C define our own particular instances of homeomorphic embedding, expression generalization, and residualization which are used to define positive supercompilation within our framework.
Language
Definition 1 (Language Syntax). The simple higher-order functional language as shown in Fig. 1 is used throughout this paper.
A program in the language is an expression, which can be a variable, constructor application, function call, λ-abstraction, case, or where. Local functions are defined using where; it is assumed that these local definitions cannot contain any free variables. 
