Abstract-An iterative controller tuning method based on a frequency criterion is proposed in this paper. The frequency criterion is d e k e d as the weighted sum of squared errors between the desired and actual value of the modulus margin (inverse of the infinity norm of the sensitivity funclion), phase margin and crossover frequency. The criterion is minimized using the iterative Gauss-Newton algorithm. The gradient and Hessian of the criterion can he expressed in terms of the derivatives of the open-loop system with respect to the frequency. These derivatives, as well as the robustness margins and the related frequencies are computed using a plant model. Simulation examples illustrate the effectiveness and the simplicity of the proposed method for controller tuning.
I. INTRODUCTION
Simple controllers, such as the conventional PID controllers, are undeniably the most commonly used control algorithms in industrial processes. In spite of their very simple structure, they often perform well and meet the specifications, provided that their parameters are properly tuned. Consequently, there is an interest in systematic tuning methods for these industrial plant controllers.
Available methods usually lead to controllers achieving specified loop specifications. These consist on robustness margins and related frequencies. Their values are crucial for the stability, robustness, and they represent also the time domain performances of the closed-loop system.
The classical loop frequency specifications are habitually expressed in terms of phase margin, gain margin and crossover frequency [21, [41, [6] , [7] . But gain and phase margins only measure the distance from the critical point to the Nyquist curve in certain specific directions. If one of them is small, the closed-loop system is close to instability. However, for some systems like resonant mechanical processes, this can also be the case if both margins are relatively large.
On the other hand, the maximum value of the sensitivity function constitutes a much better robustness margin. This value is simply the inverse of the shortest distance from the Nyquist curve to the critical point -1. It quantifies how sensitive is the closed-loop system to variations of the considered plant. It also gives an upper bound for the disturbance amplification by the closed-loop system. Furthermore, it has been pointed out in [S] that the infinity norm of the sensitivity function is a good design parameter 0-7803-8335-4/04/$17.00 02004 AACC in the sense that different processes designed with the same specified value exhibit very similar time responses. in a normalized time scale.
The model-based controller design method proposed in this paper is based on the Gauss-Newton iterative procedure to minimize iteratively a frequency criterion. Different frequency specifications are considered: the inverse of the maximum value of the sensitivity function (called the modulus margin) as well as the phase margin and the crossover frequency. The first two specifications ensure for processes encountered in practice the stability and robustness of the closed-loop system. The crossover frequency, which is related to the rise time of the closedloop system can also be taken into account to represent the time-domain performance. The frequency criterion is then defined as the weighted sum of squared errors between the desired specifications and the actual values of the frequency characteristics. The gradient and the Hessian of the criterion can be expressed in terms of the derivatives of the amplitude and phase of the open-loop frequency response, that can be computed analytically thanks to the plant model. In few iterations the controller minimizing the criterion is obtained. The specified robustness and performances are thus satisfied on the resulting closed-loop system. The paper is organized as follows: The controller design procedure is presented in Section 11. The choice of the specification values are suggested is Section 111. Simulation examples are provided in Section IV and finally some concluding remarks are offered in Section V. In addition to a plant model, another prior requirement for the design procedure is the existence of an initial stabilizing controller, If no controller already exists, the simplest way to obtain one is the use of experimental tuning rules, like the well-known Ziegler-Nichols method. Generally the closed-loop system obtained with such initial controllers is stable with acceptable robustness margins. As a result, the design procedure will converge to the desired values in few iterations.
The frequency criterion to minimize is defined as follows:
where p is the vector of the controller parameters of dimension np. X1, Xz and A3 are weighting factors, Ma and Md are respectively the actual and desired inverse of the infinity norm of the sensitivity function, which is also called the modulus margin. @a and @ d are the actual and desired phase margin and w. and wd the actual and desired crossover frequency. It should be noted that the phase margin Q,, the crossover frequency w, and the modulus margin Ma can be easily computed numerically using the plant model and the in hand controller transfer function.
Then the controller parameters minimizing the criterion can be obtain iteratively by the Gauss-Newton method:
where i is the iteration number, 7; the step size, R a positive definite matrix of dimension np x np that can be chosen equal to the Hessian H for a fast convergence and J ' ( p )
is the gradient of the criterion with respect to p. Note that this iterative algorithm gives only a local minimum of the criterion, so the initial choice of controller plays an
The last three terms containing the second derivatives can be neglected because they are small especially in the neighborhood of the optimum. In addition this simplifies largely the computation of the Hessian, which can be computed without any additional information, since the remaining terms are also present in the gradient. Hence:
It now remains to determine the derivatives of M,, @a and U, with respect to the controller parameters p.
A. Derivative of the Modulus Margin
Consider W M as the frequency where the sensitivity function reaches its maximum value. W M , which is thus the frequency of the open-loop system at the modulus margin, is obviously a function of the controller parameters p. The term MA(= T) can then be computed through the chain rule as follows:
Since the modulus margin is the shortest distance between the Nyquist curve of the open-loop system and the critical point -1, the first term in the above equation can be written where K ( s ) represent8 the transfer function of the controller. The numerical value of Eq. (7) can easily be computed analytically and does not contain any derivatives of the plant model, since these derivatives with respect to the controller parameters are zero.
The second term:
is the derivative of 11 + K(jw)G(jw)l with respect to the frequency at the minimum value of this function. Since the function 11 + K ( j w ) G ( j w ) l and its first derivative with respect to the frequency are continuous functions, the latter is obviously zero at the minimum value of the function. Thus one has:
and consequently:
The derivative of the modulus margin with respect to the controller parameters can thus be computed analytically without any derivatives of the plant model. Since the controller structure and parameters are known, the only
is sufficient for determining MA.
This information could be used for a data-driven controller tuning procedure in future works. By measuring only the modulus margin and the corresponding frequency with an experiment 111, the exact value of the derivatives ML is directly known.
B. Derivarive of the Crossover Frequency
To compute the derivative of the crossover frequency, we use the fact that the loop gain at w. is by definition always equal to 1. Its derivative with respect to p is therefore zero
where L ( j w ) = K ( j w ) G ( j w ) . The first term in the above equation can be written as:
Thus du,ldp can be written as follows:
and can easily be computed at each iteration.
C. Derivative of the P h e Margin
The derivative of the phase margin with respect to the controller parameters can be computed through the chain rule as follows 
CHOICE OF SPECIFICATIONS
A phase margin between 30" and 60" is usually adopted in practice. Recommended value for the largest magnitude of the sensitivity function is typically between 1.3 and 2 which gives a modulus margin between 0.5 and 0.75. The crossover frequency however should be chosen taking into account the plant dynamics. Guiding rules on the choice of this specification can however be formulated. If the desired rise-time T for the closed-loop system is approximatively known, the rule:
gives often satisfactory results. It comes from the consideration that the closed-loop system behaves roughly like a second-order system. It applies approximately and only to stable minimum-phase systems. On the other hand, the crossover frequency is usually near to the closed-loop bandwidth, which is often a given specification.
If the rise time or the bandwidth of the closed-loop system are not specified, it is not necessary to give a specification on the crossover frequency. The corresponding terms can be simply removed from the criterion of Eq.
(1). Then a controller having only two parameters (PI or PD controller) can be sufficient to minimize the criterion. In the case of a PID controller, the number n p of the controller parameters can be set to two by choosing a constant ratio between the integral and derivative time. In [SI it is pointed out that the ratio given by the ZieglerNichols tuning rules Ti = 4Td is appropriate for many typical industrial processes. Another choice is T, = 2.5Td which also gives g d results for a certain number of plant models [SI.
Concerning the weighting factors, it will be shown hereafter that their values do not have any influence on the results (in so far they are chosen different from zero), since the dimension np of the controller parameter vector is equal to the number of specifications.
For the demonstration, consider without loss of generality the case where np = 3 with the same number of specifications (on phase margin, modulus margin and crossover frequency). The criterion can be written as:
where Q(p) is the vector of dimension n p that contains the differences between measured and desired properties and A a matrix of dimension np x np with the Xi, i = 1,. . . , np on its diagonal: In particular the values of the weighting factors X i do not have any influence on the results. Moreover, the algorithm is easier to implement and the derivatives of Q(p) with respect to p can be computed without any additional information
IV. SIMULATION EXAMPLES
Now four different plant models are considered to illustrate the proposed method
(25)
Since it is usual to include a noise filter for the derivative term in the PID controller, the following controller structure is used in this section: method that also uses the modulus margin as a design parameter. The specified value for the maximum of the sensitivity function (the inverse of the modulus margin) is the same for both methods.
To facilitate the comparison between the controllers, the results are given in tables and graphs.
Step responses obtained in closed-loop with controllers tuned using our method and Kappa-Tau rules are compared in Fig. 1 for all plant models. The details of design, the related performances and robustness achievements are shown in Table 1 A circle with the radius corresponding to the specified modulus margin (minimum distance from the Nyquist curve to the critical point -1) is also shown in the figure. The Nyquist curves of the open-loop systems designed with the proposed method fill the requirement contrary to those designed with the Kappa-Tau tuning rules. Here also it can be observed that by controlling both the phase and the modulus margins, the Nyquist diagrams of open-loop transfer functions are very similar in a large frequency band for different plants. Furthermore it can also be seen that the modulus margin constitutes a much better robustness and performance indicator than the classical gain margin. The latter does not capture the essence of a control problem.
In other words the choice of an appropriate value for the gain margin is not a priori known and depends especially on the system structure and parameters. For a first or a second order system with negligible time delay, the gain margin should be chosen very large (Gp2(s)) contrary to that of a higher order system or a system with a large time delay (Gpl(s)). In addition, a maximum value of the sensitivity function M. ensures a lower bound for the gain margin of *. In the proposed simulation examples the maximum value of the sensitivity function M , = 1.40 guaranties a gain margin larger than 3.5.
V. CONCLUSION An iterative method for tuning the controller parameters with specifications on the modulus margin, phase margin and crossover frequency has been proposed. A frequency criterion, defined as the weighted sum of squared errors between the desired and actual value of the specifications has been minimized iteratively using the Gauss-Newton algorithm. A plant model has been used to estimate the actual robustness margins and the related frequencies as well as the derivatives of amplitude and phase of the plant at the crossover frequency with respect to the frequency. Simulation results show that the tuning method converges effectively to the minimum of the criterion and can thus be used for the auto-tuning of industrial plants. The proposed method can be extended to a data-driven controller tuning procedure without any parametric model of the plant. Finally, In further works the robustness against the model uncertainty will be investigated by including a weighting filter in the criterion. 
