In this paper, we consider the problem of joint delay-Doppler estimation of moving targets in a passive radar that makes use of orthogonal frequency-division multiplexing (OFDM) communication signals. A compressed sensing algorithm is proposed to achieve supper-resolution and better accuracy, using both the atomic norm and the 1 -norm.
of targets and clutters is small, the signal is sparse in the delay-Doppler domain. Moreover, under normal operating conditions, the demodulation error rate of a communication system is typically low. Therefore the demodulation error signal is also sparse.
With the development of sparse signal representation and later the compressed sensing (CS) theory [24] , which studies the recovery of a sparse signal from a number of linear measurements much less than its ambient dimension, sparse methods have been developed for frequency recovery [25] , computer vision [26] , [27] and denoising [28] , [29] . However, CS algorithms focuse on signals that can be sparsely represented by a finite discrete dictionary [30] , and therefore the frequencies of interest are assumed to lie on some fixed frequency grids. However, as the targets and clutters are usually specified by parameters in a continuous domain (delays and Doppler frequencies), the discretization usually leads to model mismatch and degradation in recovery [31] .
To overcome the grid mismatch by the traditional sparsity-based methods, we apply the recently developed mathematical theory of continuous sparse recovery for super-resolution [32] [33] [34] . In [32] , [33] , the authors treat the complete data case and show that the frequencies can be exactly recovered via convex optimization once the separations between the frequencies are larger than certain threshold. In [34] , [35] , the result is extended to the problem of continuous frequency recovery from incomplete data based on the atomic norm minimization. Superresolution based on atomic norm has many applications including direction of arrival estimation [36] , channel estimation [37] and line spectral estimation [38] .
In this paper, we propose a new super-resolution algorithm for OFDM passive radar. We consider the case when the signal is sparse in the Fourier-domain. To estimate the signal from the corrupted measurements, we use the atomic norm constraint to formulate the sparsity of the signal in the delay-Doppler plane and use the 1 -norm to formulate the sparsity of the demodulation error signal. The parameter of the targets and clutters can be estimated by solving a semidefinite program (SDP) which is convex. To obtain a computationally efficient solution, we also develop an iterative algorithm based on the alternating direction method of multipliers (ADMM) [39] where each iteration involves closed-form computation. Extensive simulation results are provided to illustrate the performance advantage of the proposed algorithm over the existing super-resolution methods.
The remainder of the paper is organized as follows. In Section II, we present the signal model of the passive radar. In Section III, we develop the proposed CS-based super-resolution receiver using both the atomic norm and the 1 -norm. Simulation results are presented in Section IV. Section V concludes the paper.
II. SYSTEM DESCRIPTIONS

A. Signal Model
We consider a passive radar system that exploits the OFDM communication signals, which is a multicarrier modulation scheme. The transmitted data is divided into multiple blocks. Suppose there are N orthogonal subcarriers in each block and the frequency spacing of adjacent subcarriers is set as ∆f = 1/T . The duaration of each transmission block isT = T + T cp where T cp is the length of the cyclic prefix. The transmitted signal in the m-th data block is given by x m (t) = N −1 n=0 s m (n)e i2πn∆f t ξ(t − mT ), mT − T cp ≤ t ≤ mT + T,
where s m (n), n = 0, 1, ..., N − 1, are data symbols in the m-th block; and
The transmitted signal over M blocks can be expressed as
The baseband signal is then upconverted for transmission, i.e.,x(t) = e i2πfct x(t) where f c denotes the carrier frequency.
On the receiver side, we assume that down-conversion has been performed and only consider the baseband signal in the following. We model the reflection of targets, clutters and the direct path as multipaths characterized by delays and Doppler frequencies. Suppose there are K paths in the surveillance area. The delay and Doppler frequency of the k-th path are denoted as τ k and f k , respectively. Its attenuations including path loss, reflection and processing gains are characterized by a complex coefficient A k . The received signal is then given by
where w(t) is the additive noise; the approximation in the last line follows from [9] : since f kT 1, the phase rotation within one OFDM block can be approximated as constant.
A rectangular window of length T is used at the receiver. Taking the Fourier transform on the received signal in the m-th block, the signal in the n-th subcarrier can be formulated as
Plugging (1) and (3) into (4), we have
where ξ(t) is dropped in the second line because it equals to 1 in the integration interval; the terms for l = n are dropped in the third line because mT +T mT e −i2π(n−l)∆f t dt = 0 for l = n. For notational simplicity, we define
where
It is assumed that v m (n) is a complex Gaussian variable with zero mean and variance σ 2 , i.e., v m (n) ∼ CN (0, σ 2 ).
In practice, the transmitted symbol s m (n) is unknown, but can be estimated by demodulation. For example, a passive radar often utilizes a reference channel at the receiver to collect a direct-path (transmitter-to-receiver) signal and estimate the symbols [10] . For the convenience of our analysis, we define
whereŝ m (n) is the estimated symbol. Obviously, e m (n) = 0 ifŝ m (n) = s m (n), and e m (n) = 0 ifŝ m (n) = s m (n).
In this paper, we assume that the passive radar system only performs demodulation of the data symbols, but not the forward error correction (FEC) decoding [40] . Although the FEC can reduce the bit error rate, it also increases the complexity of the radar signal processing. In particular, powerful FEC codes, such as Turbo codes or LDPC codes, require the encoding of a large data block size, which means a large delay in passive radar systems and is not preferable. Moreover, for security or privacy reasons, the code book may not be available to the passive radar system, so the decoding may not be possible. Note that the demodulation error rate of a communication system is typically low under normal operating conditions. Therefore, most of the e m (n) equal to 0 and the noise caused by the demodulation error is sparse.
Denote the steering vectors b(φ) = [1, e i2πφ , ..., e i2π(M −1)φ ] T and g(ψ) = [1, e i2πψ , ..., e i2π(N −1)ψ ] T . Correspondingly, the response matrices are defined as (8) and (9) can be written in a matrix form
respectively. To explore the structure of the signal, we vectorize R and obtain r =Sz +ē +v
• is the Khatri-Rao product; (G(ψ) * • B(φ)) ∈ C M N ×K is a matrix whose k-th column has the form
where ⊗ is the Kronecker product.
The problem is to jointly estimate the unknown parameters α, φ and ψ from the noisy observationsr. With these estimates, we can then compute the reflections α k , delays τ k and Doppler frequencies f k of the targets in the surveillance area.
B. Existing Methods
Several algorithms have been developed for the case of perfect demodulation. In [9] , a method based on matchedfiltering and conventional FFT processing is given first, that suffers from low resolution. For better target resolution and clutter removal, super-resolution methods based on MUSIC and CS are also proposed in [9] , which are briefly described next. It is worth noting that [9] assumes that the data symbols s m (n) are with unit magnitude, i.e., phaseshift keying (PSK) modulation. However, typically in OFDM communications the quadrature amplitude modulation (QAM) is employed, where the symbols have different magnitudes. In the following, we discuss the two superresolution methods for the general modulation.
1) Super-resolution Receiver based on MUSIC: Whenē = 0, i.e., s m (n) =ŝ m (n), the delays and Doppler shifts of the paths can be directly estimated. As several snapshots of the waveform are required for MUSIC, the spatial smoothing should be applied first. Specifically, the steering vector for the MUSIC algorithm is defined as
with N < N and M < M . Suppose there are N snap = (N − N + 1)(M − M + 1) snapshots after smoothing.
Grouping the received signal and stacking the columns of each matrix on top of each other, we can build an observation matrix
with R m (n) = rm(n) sm(n) for m = 0, 1, ..., M − M and n = 0, 1, ..., N − N . With the observation matrix after spatial smoothing, the signal and noise subspaces can be obtained via an
corresponds to the signal subspace and F (n) corresponds to the noise subspace. In practice, the signal subspace can be determined by finding the eigenvectors corresponding to the largest eigenvalues. The MUSIC spectrum can be given in terms of the noise subspace
The two-dimensional MUSIC (2D-MUSIC) method can estimate the targets and clutters by locating the poles in the spectrum. The amplitudes of the targets and clutters can then be estimated by the least-squares (LS) method
given the delays and Doppler frequencies.
The MUSIC algorithm has been popular for its good resolution and accuracy in frequency estimation [41] .
However, it is also reported that the optimization-based method leveraging sparsity-inducing norms can outperform the MUSIC algorithm in noisy environments [30] , [35] . Moreover, the MUSIC algorithm is designed to allow for small Gaussian-like perturbations to the data and hence their performance degrades gracefully when such noise is present. In passive radar, due to the demodulation error, some impulsive noise are present in the data, which can degrade the performance severely.
2) Super-resolution Receiver based on Compressed Sensing: In addition to the subspace algorithms such as MUSIC, the parameters can also be estimated by the CS algorithm. Obviously, jointly estimating φ, ψ and α in (11) is a non-linear problem. It can be linerized by using an overcomplete dictionary matrix C = (G * • B ) where
with {φ m } and {ψ n } denoting sets of uniformly spaced frequency points. DefineL =MÑ as the number of columns of C whereM ≥ M andÑ ≥ N . For sufficiently largeM andÑ , the frequency spectrum is densely sampled. Let α ∈ CL ×1 be the sparse vector whose non-zero elements correspond to α in (11) . Then the non-linear joint estimation problem reduces to a linear parameter estimation problem, i.e., to estimate the linear amplitude vector α under a sparsity constraint:
where · 1 denotes the 1 -norm, γ is a weighting parameter determining the sparsity of the reconstruction. As (19) is convex, the amplitudes can be estimated efficiently with convex optimization algorithms [42] . The delays and Doppler frequencies can be identified by locating the non-zero entries ofα .
The CS algorithm based on 1 -minimization (CS-L1) is capable of super-resolving the spectrum of the multisinusoidal signal under certain conditions of the sensing matrix C [24] . However, the spectrum of interest is discretized into a number of grids, and the targets may not exactly reside on the grids. The off-grid targets can lead to mismatches in the model and deteriorate the performance significantly [31] , [36] , [43] . Furthermore, the CS receiver in (19) does not consider the demodulation error, which can lead to further performance degradation.
III. CS-BASED HIGH-RESOLUTION PASSIVE RADAR USING ATOMIC NORM
A. Atomic Norm Formulation
As has been explained in the previous section, the demodulation errors lead to the impulsive noise in the measurements, and will degrade the performance of the super-resolution receiver based on MUSIC or CS. From (11) ,r is a function of scattering coefficients α k , delays τ k and Doppler frequencies f k . To reduce the impact of the impulsive noise, we will need to exploit the following two types of sparsity in the problem:
1) The reflection of targets and clutters is a combination of complex sinusoids of different frequencies, and the number of frequencies is much smaller than the number of measurements, i.e., K M N .
2) The number of mistakenly demodulated symbols is much smaller than the number of measurements.
Denote the number of mistakenly demodulated symbols as J, then we have ē 0 = J. Although the 0 -norm constraint enhances the sparsity of the solution, it results in a non-convex optimization problem which is NP-hard.
Therefore, we use the 1 -norm regularization instead, i.e.,
The signalz is a linear combination of complex sinusoids with arbitrary phases, where the frequencies do not fall onto discrete grids. Therefore, it cannot be directly formulated by using the 1 -norm. To solve the off-grid problem, we use the atomic norm to build the sparse representation of the signal. Define an atom as a(φ, ψ) = g(ψ) * ⊗ b(φ), and the set of atoms is defined as the collection of all normalized 2D complex sinusoids:
The atomic norm can enforce sparsity in the atom set A [34] . On this basis, an optimization problem will be formulated for the estimation of the signal frequencies. For the convenience of calculation, we will use the following equivalent form of the atomic norm for the atom set A [44] :
where Tr(·) is the trace of the input matrix; U is a (2M − 1) × (2N − 1) matrix defined as
with
T (U ) is a block Toeplitz matrix defined as
where Toep(·) denotes the Toeplitz matrix whose first column is the last M elements of the input vector. More specifically, we have
Using the atomic norm, we can formulate the following optimization problem based on (8):
where λ > 0 and µ > 0 are the weight factors. In practice, we set λ σ M N log(M N ) and µ σ log(M N ).
Applying (21), then (26) can be transformed to the following semidefinite program (SDP):
s.t.
The above problem is convex, and can be solved by using a convex solver. We denote the solutions to (27) aŝ
The demodulation error can be identified by locating the nonzero elements inê. We name the super-resolution receiver given by (26) with µ = 0 as the CS algorithm based on atomic norm and 1 -norm (CS-ANL1).
B. Example
Consider a special case when the communication is error free and therefore the penalty term µ ē 1 in (26) is unnecessary. We name the super-resolution algorithm given by (26) with µ = 0 as the CS algorithm based on atomic norm (CS-AN). As the atomic norm can enforce sparsity in the continuous domain, its performance does not suffer from the off-grid problem.
In of the CS-AN receiver will be explained in Section III-C. The CS-L1 algorithm is implemented by solving (19) with CVX [45] . The grid parameters of the CS algorithm are set asM = κM andÑ = κN with κ = 2, 4, 16. The weighting parameter of the CS-L1 algorithm is set as γ = 2σ 2 log(MÑ ).
As can be seen from Fig. 1 , the CS-L1 algorithm returns many false alarms due to the basis mismatch. Since the magnitudes of some weak targets are also small, it may be hard to distinguish the false alarms from the targets.
With the increase of the grid density, the mismatch caused by descritization can be reduced, but the coherence of the sensing matrix C increases. As a result, the targets are still split into many scatterers. The CS-AN algorithm also returns one false alarm caused by the measurement noise. However, it is able to identify the target frequencies accurately and the number of false alarms is far less than that of CS-L1 algorithm.
C. Delay and Doppler Frequency Estimation
The purpose of the passive radar is mainly to detect and track the targets. However, solving (27) does not directly provide the estimates of φ and ψ, so the delays and Doppler frequencies of the scatterers are still unavailable. One way to estimate the delays and Doppler frequencies is using the 2D-MUSIC withẑ as the input. Another approach is to obtain the estimates from the dual solution of the problem. Following [34] , the dual problem of (26) is given where ν ∈ C M N ×1 is the dual variable, ν, r R = Re(r H ν), and ν * A = sup z A≤1 ν, z R is the dual norm. Let ν = [ν 1 ,ν 2 , ...,ν M N ] T be the solution to (28) . Solving the dual problem is equivalent to solving the primal problem, and most solvers can directly return a dual optimal solution when solving the primal problem. The following lemma can be used to identify the frequencies from a dual solution.
whereK is the number of estimated frequencies,S j,j is the j-th diagnal element of the matrixS.
According to (29) , the delays and Doppler frequencies of the signal can be obtained by identifying points where the dual polynomial has modulus λ. Moreover, the dual solution provides another way to detect the mistaken demodulation: in places where mistaken demodulation occurs, the amplitude of the dual solution equals to µ.
We give an example of the frequency estimation and demodulation error detection through the dual solution.
The parameters for the simulation are M = 8, N = 8 and K = 2. For better visualization, the data carriers are modulated with BPSK. As can be seen from Fig. 2a , there are 2 demodulation errors so e 0 = 2. The weighting parameters in (27) are λ = 0.16 and µ = 0.02. The dual solution is also returned by the solver. According to Fig. 2b , the demodulation error can be correctly detected and we have |ν j | = µ whenê j = 0. In Fig. 3 , the dual polynomial is plotted. It can be seen that the estimated frequencies are obtained by identifying points where the dual polynomial has magnitude λ.
With the estimate of the frequencies, the dictionary matrices can be constructed as
whereφ = φ 1 ,φ 2 , ...,φK andψ = ψ 1 ,ψ 2 , ...,ψK . On this basis, the reflection of the targets and clutters can be estimated using the least-squares (LS) method, i.e.,
IV. AN ADMM-BASED ALGORITHM According to the previous section, our high-resolution receiver formulation (26) is equivalent to the SDP given by (27) which can be solved by off-the-shelf solvers such as SeDuMi [47] and SDPT3 [48] . However, these solvers tend to be slow, especially for large problems. To meet the requirement of real-time signal processing, we next derive a fast method for solving this SDP via the alternating direction method of multipliers (ADMM) [39] . To put our problem in an appropriate form for ADMM, rewrite (27) as
where I ∞ (·) is an indicator function that is 0 if the condition in the bracket is true, and infinity otherwise; U is a (2M − 1) × (2N − 1) matrix defined by (22) and (23) . Dualize the equality constraint via an augmented Lagrangian, we have
where Υ is the dual variable, Υ, Θ Re Tr(Θ H Υ) , ρ > 0 is the penalty parameter. The ADMM consists of the following update steps [39] :
Now we derive the updates of (35) and (36) in detail. For convenience, the following partitions are introduced:
Computing the derivative of L ρ (t, U ,z,ē, Υ, Θ) with respect toz, t and the elements of U , we have
For P ∈ C M N ×M N , S j,k (P ) returns the (j, k)-th M × M submatrix P j,k . Tr k (·) outputs the trace of the k-th sub-diagnal of the input matrix. Tr 0 (·) outputs the trace of the input matrix.
By setting the derivatives to 0,z l+1 , t l+1 and u l+1 can be updated by:
where E N is an N × N identity matrix, The term in (34) that is related toē is µ ē 1 + 1 2 r −z l −ē 2 2 . Hence,ē can be updated bȳ
which can be easily achieved by the proximal operator [49] :
where I 0 (·) is an indicator function that goes to 0 if the condition in the bracket is not satisfied, and 1 otherwise.
The update of Θ l is simply the projection onto the positive semidefinite cone
where projecting a matrix onto the positive definite cone is accomplished by forming an eigenvalue decomposition of the matrix and setting all negative eigenvalues to zero. Noticing that the submatrixυ 1 inΥ corresponds to the dual variables, ADMM also provides the dual solution to (28) . The following lemma can be used to obtain the dual solutionν.
Lemma 2: Suppose the solution to (28) isν, and the dual solution to (33) isΥ, thenν = −υ 1 2 whereυ 1 is given by (39) with Υ and υ 1 replaced byΥ andυ 1 respectively.
The proof of Lemma 2 is given in Appendix A. For clarity, we summarize the proposed CS-ANL1 algorithm in Table I . Note that when there is no demodulation error, the CS-AN algorithm is also given by Table I withē = 0 over the iterations. (43)- (47) 2, Update Θ l+1 according to (50) 3, Update Υ l+1 according to (37) . Outputα,ψ,φ.
V. SIMULATION RESULTS
A. Simulation Setup
To demonstrate the performance of the proposed algorithm, we simulate a scenario with multiple targets and clutters. There is one illuminator which transmits OFDM signal with a carrier frequency of 2GHz. The frequency spacing of the adjacent subcarrier is 5kHz. The number of subcarrier frequencies is N = 64, so the bandwidth of the communication signal is 320kHz. The symbol length is T = 200µs and the cyclic prefix is T cp = T /2, so the block length isT = 300µs. We use M = 16 blocks of data for signal processing, so the time of data collection is
4.8ms.
Both the targets and clutters are assumed to be point scatterers in our simulations. The power of one target is set as -40dB per sample, and the other two targets are set as -50dB per sample. The amplitudes of the clutters are randomly generated according to a Gaussian distribution, and the variance is controlled by the power of the clutters.
The powers of the direct path and clutters at each sampling instant are set as 0dB and -10dB, respectively. The power of the noise is set as -40dB. Hence, for the strong target, the SNR and SCR are 0dB and -30dB respectively.
For the weak targets, the SNR and SCR are -10dB and -40dB respectively.
The algorithms are tested for two scenarios shown in Fig. 4 where the range and velocities of each target or clutter is given. As can be seen from the figure, there are three targets in both scenarios, but the number of clutters are different. In the first scenario, the number of clutters is 5, corresponding to the low clutter density. In the second scenario, the number of clutters is 80, corresponding to the high clutter density in low Doppler frequency.
Therefore, with respect to (6), we have K = 9 for Scenario 1 and K = 84 for Scenario 2.
We will compare the performance of the proposed algorithm with that of the super-resolution receivers based on CS-L1 and 2D-MUSIC. The delays and Doppler frequencies are estimated based on the dual solutionν. To get a clear visual comparison, we also plot the 2D-MUSIC spectrum for the proposed CS-AN and CS-ANL1 algorithms.
Specifically, after the proposed algorithms outputsẑ = [ẑ(0),ẑ(1), ...,ẑ(M N − 1)] T , the 2D-MUSIC algorithm is used to obtain the spectrum in the delay-Doppler plane with R m (n) =ẑ(mM + n) as the input. Some other parameters of the simulations are given as follows.
1, The range of both targets and clutters are uniformly generated in the surveillance area, ranging from 1km to 30km. The velocities of the clutters are randomly generated between -3m/s and 3m/s. The velocities of the targets are randomly generated between -156m/s and 156m/s.
2, The quadrature phase-shift keying (QPSK) modulation is used. In the situation when the demodulation error is considered, the mistaken demodulation is controlled by the bit-error-rate (BER). 
B. Performance
We firstly compare the CS-L1, 2D-MUSIC and CS-AN algorithms when the communication is error free. As can be seen from Fig. 5 , the CS-L1 algorithm will result in more false alarms due to the model mismatch. As the target may not exactly locate on the grid, its energy is split over adjacent grid points, which degrades the energy of the target and the accuracy of localization. Both 2D-MUSIC and CS-AN do not have the off-grid problem, but the spectrum of the CS-AN algorithm contains less ghost peaks, indicating that the CS-AN algorithm has better denoising performance.
It is worth noting that all the algorithms cannot distinguish the clutters when their separation is too small, especially in Scenario 2 with high clutter density. However, it does not affect the estimation of targets' delays and Doppler frequencies because the moving targets are of higher Doppler frequencies, and the clutters can be easily eliminated by removing the paths around zero velocity region. The targets, however, are usually widely separated and can be distinguished easily.
We then illustrate the performance of the proposed algorithm in the presence of demodulation errors. In Fig. 6 and Fig. 7 , we compare the algorithms in both scenarios when the BER is 0.02. According to the result, the demodulation errors substantially degrades the performance of the CS-L1, 2D-MUSIC and CS-AN algorithms. For the CS-L1 algorithm, the false alarm rate is high, which causes much interference to the subsequent signal processing. For the 2D-MUSIC and CS-AN algorithms, the mainlobes are defocused and many ghost peaks appear in the spectrum. In Fig. 7b and Fig. 7c , it is hard to identify the targets from the spectrum, indicating the detection probability of the targets is low in such situation. The CS-ANL1 algorithm, however, is not affected by the demodulation errors and is able to identify the targets correctly.
It is shown via Fig. 6 and Fig. 7 that the proposed CS-ANL1 algorithm is robust to demodulation errors, and will have better target detection performance. We also compare the accuracy of the algorithms via a simulation.
Note that the algorithms return a bunch of τ k 's and f k 's, which can be either targets, clutters or false alarms, and impulsive noise and the accuracy decreases as the BER increases. The CS-ANL1 algorithm, however, is able to handle the impulsive noise and provides better accuracy than the other algorithms. It is also worth noting thatē becomes less sparse as the BER increases. As a result, the performance of the CS-ANL1 algorithm also shows some degration as the BER increases. Specifically, when the BER= 0.1, the accuracy of CS-ANL1 is close to that of the other algorithms. However, in practical OFDM communications, the demodulation error is usually lower than 0.1.
VI. CONCLUSIONS
In this paper, we have proposed a new high-resolution algorithm for passive radars that make use of OFDM communication signals. It is a compressed sensing (CS)-based algorithm using both the atomic norm and the 
If S Hr −S Hê −S HSẑ * A > λ or r −ê −Sẑ ∞ > µ, the left side of (64) is going to −∞. Hence, (ẑ,ê) have to satisfy the constraints S Hr −S Hê −S HSẑ * A ≤ λ and r −ê −Sẑ ∞ ≤ µ, which indicates λ ẑ A ≥ r −ê −Sẑ,Sẑ R ,
µ ê 1 ≥ r −ê −Sẑ,ê R .
Plugging infz λ z A − r −ê −Sẑ,Sz R = 0 and infē µ ē 1 − r −ê −Sẑ,ē R = 0 into (64), we have λ ẑ A + µ ê 1 ≤ r −ê −Sẑ,Sẑ R + r −ê −Sẑ,ê R .
Combining (67), (68) and (69) results in the relations in (51), (52), (53) and (54).
