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We explore the electroluminescence efficiency for a quantum mechanical model of a large number
of molecular emitters embedded in an optical microcavity. We characterize the circumstances under
which a microcavity enhances harvesting of triplet excitons via reverse intersystem-crossing (R-ISC)
into singlet populations that can emit light. For that end, we develop a time-local master equation
in a variationally optimized frame which allows for the exploration of the population dynamics of
chemically relevant species in different regimes of emitter coupling to the condensed phase vibrational
bath and to the microcavity photonic mode. For a vibrational bath that equilibrates faster than R-
ISC (in emitters with weak singlet-triplet mixing), our results reveal that significant improvements
in efficiencies with respect to the cavity-free counterpart can be obtained for strong coupling of the
singlet exciton to a photonic mode, as long as the singlet to triplet exciton transition is within the
inverted Marcus regime; under these circumstances, the activation energy barrier from the triplet to
the lower polariton can be greatly reduced with respect to that from the triplet to the singlet exciton,
thus overcoming the detrimental delocalization of the polariton states across a macroscopic number
of molecules. On the other hand, for a vibrational bath that equilibrates slower than R-ISC (i.e.,
emitters with strong singlet-triplet mixing), we find that while enhancemnents in photoluminiscence
can be obtained via vibrational relaxation into polaritons, this only occurs for small number of
emitters coupled to the photon mode, with delocalization of the polaritons across many emitters
eventually being detrimental to electroluminescence efficiency. These findings provide insight on the
tunability of optoelectronic processes in molecular materials due to weak and strong light-matter
coupling.
I. INTRODUCTION
The strong light-matter coupling (SC) or polaritonic
regime reached with organic molecules embedded in
confined electromagnetic environments, such as optical
microcavities, has attracted considerable attention due
to the possibilities it offers to the control of chemical
processes at the molecular level [1–5]. In this regime,
the interaction energy between the molecular ensem-
ble and the photonic modes surpasses their respective
linewidths, resulting in the formation of hybrid photon-
matter excitations termed polaritons [6]. The novel
tunability of chemical dynamics and related processes
afforded in the SC regime with organic molecules has
been proven in photoisomerization [7], excitation energy
transfer [8–10], optical selection rules [11], exciton trans-
port [12, 13] and more recently triplet harvesting [14–
16]. The SC regime has not been exclusively harnessed
at optical frequencies, as unique signatures of chemical
control [17–19] and nonlinear responses [20, 21] have also
been demonstrated for molecular vibrational transitions
coupled to a microcavity field.
Polariton setups have also emerged as promising can-
didates to boost the efficiency and versatility of light-
emitting diodes (LEDs) [22] and organic photodiodes
(OPDs) [23]. As a proof of concept, electrical injec-
tion of carriers into inorganic polariton architectures
has been shown to modulate light-matter coupling [24],
thus opening new avenues towards polariton-based opto-
electronic switches. Similarly, organic LEDs have been
demonstrated utilizing molecular dyes in the ultrastrong
coupling regime [25–27] and it has been recently shown
that materials operating in the latter can feature a
complete inversion of molecular dark and light-emissive
states [28]. These exciting applications prompt the de-
velopment of theoretical models to account for experi-
mental observations of the molecular SC regime [29–32],
as well as to rationally design new polaritonic setups
that could enhance chemical processes of contemporary
interest [33, 34].
In this article, we explore the triplet electrolumines-
cence efficiency of a microcavity containing molecules
which feature a range of electronic parameters and cou-
plings to the condensed phase vibrational bath. Our
model aims to describe polaritonic OLEDs like those
reported in [27, 35], so we consider that (optically dark)
triplet excitons are generated upon electrical injection
and the latter can transition into fluorescent singlet
states that emit light. Our approach relies on a mas-
ter equation operating in a variationally optimized po-
laron frame, originally introduced by Silbey and Harris
[36, 37] with generalizations due to Pollock [38], Wu
[39], and their respective coworkers. The foundation of
this method lies on the application of a unitary trans-
formation to the total Hamiltonian which yields renor-
malized system and system-bath interactions that are
weak enough to be perturbatively treated.
The outline of this article is summarized as follows. In
section II, we introduce our quantum mechanical model
and the variational approach to address its dynamics.
Next, in section III, we give a formal definition of the
triplet electroluminescence efficiency and describe our
approach to calculate the time-evolution of populations
in the relevant chemical states of the system. Then,
in section IV, we apply our approach to systems in
two regimes of coupling to vibrational degrees of free-
ar
X
iv
:1
90
4.
07
94
8v
1 
 [c
on
d-
ma
t.m
es
-h
all
]  
16
 A
pr
 20
19
2dom. In section V, we identify the main limitation that
must be overcome to reach a polariton-enhanced triplet-
harvesting regime and propose an approach to circum-
vent this drawback. Finally, in section VI we summa-
rize our study and conclude with an outlook of how
polaritons could enhance the optoelectronic properties
of molecular materials.
II. THEORY
We consider an ensemble of N identical molecules em-
bedded in an optical microcavity and interacting with
the electromagnetic modes supported by the latter; for
simplicity, we describe a single photonic mode inter-
acting with the molecular ensemble, a coarse-graining
approximation which is based on the much larger den-
sity of states (DOS) of the molecular degrees of free-
dom compared to the photonic ones [29, 40]. Thus,
N should not be interpreted as the total number of
molecules in the cavity, but rather as the average num-
ber of molecules that couple to a single photon mode.
The Hamiltonian of our model can be written as
H =HS +HB +HS−B +Hph
+HS−ph +HT +HT−B +HS−T . (1)
Each molecule is modeled as a three-level electronic sys-
tem, namely a singlet electronic ground state and two
excited states with singlet and triplet spin characters,
respectively. The energetics of the latter are correspond-
ingly described by HS and HT . Assuming electrical
pumping in the linear regime, we can restrict the Hamil-
tonian to the single excitation manifold such that,
HS =
N−1∑
n=0
S |n〉〈n|, (2a)
HT =
N−1∑
n=0
T |Tn〉〈Tn|. (2b)
Here, |n〉 (|Tn〉) denotes a localized singlet (triplet) ex-
citon at the nth molecular site and S (T ) is the ver-
tical singlet (triplet) electronic excitation energy, while
(~ = 1)
HB =
∑
v
N−1∑
n=0
ωvb
†
v,nbv,n (3)
accounts for the vibrational degrees of freedom in the
condensed phase environment, where b†v,n (bv,n) is the
creation (annihilation) operator for an excitation in the
v-th harmonic mode with frequency ωv on site n. The
mode-dependent singlet (triplet) vibronic couplings g(v)S
(g(v)T ) are included in HS−B (HT−B):
HS−B =
∑
v
∑
n
|n〉〈n|g(v)S (bv,n + h.c.), (4a)
HT−B =
∑
v
∑
n
|Tn〉〈Tn|g(v)T (bv,n + h.c.). (4b)
The singlet-triplet intersystem crossing electronic cou-
pling is given by
HS−T = VST
∑
n
(|n〉〈Tn|+ h.c.) . (5)
Finally, the photonic microcavity degree of freedom is
encoded in
Hph = ωph|G, 1ph〉〈G, 1ph|, (6)
where |G, 1ph〉 accounts for the state of all molecules
in the electronic ground state and one excitation in the
photonic mode and its interaction with singlet excitons
(in the rotating wave approximation, RWA) is described
by
HS−ph =
∑
n
g (|G, 1ph〉〈n|+ h.c.) , (7)
g being a single-molecule dipolar coupling. To describe
the emergent dynamics upon electrical pumping of the
optically dark triplet states, we employ a variational
polaron transformed master equation. The latter has
proven to reproduce reliable quantum dynamics in a
wide range of coupling strengths between electronic de-
grees of freedom and phononic reservoirs [41], while be-
ing computationally inexpensive compared to more ac-
curate approaches such as path integral [42, 43], multi-
configuration time-dependent Hartree [44, 45], hierar-
chical equations of motion [46], linearized density matrix
evolution [47], surface-hopping [48–50] and exact factor-
ization [51] formulations. In particular, we consider a
similar multi-site approach to the one developed by Pol-
lock and coworkers [38], who considered a variational po-
laron transformation to compute population dynamics
in exciton networks with local phonon reservoirs. Fur-
thermore, we adapt a generalization introduced by Wu
and coworkers [39] who treated the photon-exciton and
exciton-vibration on equal footing to describe the pho-
toluminiscence and vibrational dressing in polaritonic
setups. As a first step towards the development of a
master equation, the Hamiltonian in Eq. (1) is trans-
formed to the so-called polaron frame, for which we in-
troduce the unitary transformation eP , where
P =
N−1∑
n=0
∑
v
|n〉〈n|
[∑
l
(b†v,n+l − bv,n+l)
f
(v)
l
ωv
]
(8)
+
N−1∑
n=0
∑
v
|G, 1ph〉〈G, 1ph|
[
(b†v,n − bv,n)
h(v)
ωv
]
+
N−1∑
n=0
∑
v
|Tn〉〈Tn|(b†v,n − bv,n)
f
(v)
T
ωv
≡
N−1∑
n=0
[
|n〉〈n|Dˆ(n)S + |G, 1ph〉〈G, 1ph|Dˆph + |Tn〉〈Tn|Dˆ(n)T
]
is partially based on previous works [39, 52]. Accord-
ing to the ansatz in Eq. (8), the electronic and pho-
tonic degrees of freedom are dressed with vibrational
3bath excitations to an extent quantified by the set of
parameters {f (v)l , f (v)T , h(v)} which are variationally de-
termined, as will be explained below. The summation
over l in Eq. (8) assumes that the vibrational defor-
mation can be extended over all sites in the singlet ex-
cited manifold (large polaron limit) as a result of the
interaction of all optically bright singlet excitons to the
same photon mode. Since the electronic triplet states
do not directly interact with the photonic mode, the vi-
brational deformation of the triplet excited manifold is
expected to be more localized (small polaron limit). In
the polaron frame we have
ePHe−P = H˜0 + H˜I +HB , (9)
where
H˜0 =
∑
n
˜S |n〉〈n|+
∑
n
˜T |Tn〉〈Tn|+ ω˜ph|G, 1ph〉〈G, 1ph|
+ gηS−ph
∑
n
(|n〉〈G, 1ph|+ h.c.)
+ VST ηST
∑
n
(|n〉〈Tn|+ h.c.) .
=H˜0,k=0 +
∑
k 6=0
H˜0,k (10)
and
H˜0,k=0 =˜S |k = 0〉〈k = 0|+ ˜T |Tk=0〉〈Tk=0|
+ ω˜ph|G, 1ph〉〈G, 1ph|
+
Ω
2
ηS−ph (|k = 0〉〈G, 1ph|+ h.c.)
+ VST ηST (|k = 0〉〈Tk=0|+ h.c.) , (11a)
H˜0,k 6=0 =˜S |k〉〈k|+ ˜T |Tk〉〈Tk|+ VST ηST (|k〉〈Tk|+ h.c.) .
(11b)
In Eqs. (10-11) we introduced a delocalized Fourier
basis for the singlet |k〉 = 1√
N
∑
n e
ikn|n〉 and triplet
excitons |Tk〉 = 1√N
∑
n e
ikn|Tn〉, with k = 2piN , m =
0, 1, 2, . . . , N−1. In this basis, the state |k = 0〉 couples
to the photonic mode with a superradiantly enhanced
strength given by
√
Ng = Ω/2. The renormalized on-
site energies in (10) are given by
˜S = S +
∑
v
(∑
l
f
(v)2
l
ωv
− 2g(v)S
f
(v)
0
ωv
)
(12a)
˜T = T +
∑
v
(
f
(v)2
T
ωv
− 2g(v)T
f
(v)
0
ωv
)
(12b)
ω˜ph = ωph +
∑
v
N
h(v)2
ωv
(12c)
and the renormalization constant ηST (ηS−ph) is the
thermal average of the relative displacement operator
between the singlet and triplet (photonic) harmonic po-
tential energy surfaces,
ηS−ph = 〈eDˆ
(n)
S e−Dˆph〉
= exp
−1
2
∑
l,v
(
(f
(v)
l − h(v))2
ω2v
)
coth(βωv/2)
 ,
ηST = 〈eDˆ
(n)
S e−Dˆ
(n)
T 〉
= exp
{
− 1
2
∑
v
[
(f
(v)
0 − f (v)T )2
ω2v
+
∑
l 6=0
|f (v)l |2
ω2v
]
coth(βωv/2)
}
,
where 〈A〉 = TrB{Ae−βHB }ZHB , TrB{·} denoting a trace
over the vibrational degrees of freedom, β being the
inverse temperature, and ZHB = TrB{e−βHB} being
the vibrational partition function. Notice that by tak-
ing f (v)l = g
(v)
S δl,0 in Eq. (12a), we recover the full-
polaron transformation for the singlet excitation, and
RS = −λS = −
∑
v(g
(v)
S )
2/ωv, where λS is the reorgani-
zation energy of the singlet excited state. In Eqs. (10)–
(11), we also introduced a partition of the Hamiltonian
into the molecular contribution that is totally symmet-
ric under site permutations H˜0,k=0 and the non-totally-
symmetric one
∑
k 6=0 H˜0,k. Since [H˜0,k=0,
∑
k 6=0 H˜0,k] =
0, the eigenstates of H˜0 can be found by independent di-
agonalization of each contribution:
H˜0,k=0 = ˜UP|UP〉〈UP|+ ˜MP|MP〉〈MP|+ ˜LP|LP〉〈LP|,
(14)
where we define the upper (UP), middle (MP) and lower
(LP) polariton states |j〉 = cjS |k = 0〉 + cjT |Tk=0〉 +
cjph|G, 1ph〉, j = UP, MP, LP. On the other hand,∑
k 6=0
H˜0,k =
∑
k
[
˜+|k(+)〉〈k(+)|+ ˜−|k(−)〉〈k(−)|
]
(15)
describes mixed singlet-triplet eigenstates
|k(±)〉 = c±S |k〉 + c±T |Tk〉 with no photonic
component, whose eigenenergies are given by
˜± = ˜S+˜T2 ± 12
√
(˜S − ˜T )2 + 4V 2ST η2ST . These
states are commonly known as dark or exciton reser-
voirs [53, 54]. For clarity, we refer to the highest
(lowest) energy eigenstates in Eq. (15) as the upper
(lower) dark states. Notice that since we are ignoring
inter-site couplings, we neglect the dispersive character
of the exciton in the calculation of the eigenenergies
(15), a valid assumption in view of the flat exciton
dispersion relation compared to the photonic one
in the k range of interest. The residual interaction
Hamiltonian in Eq. (9) is
H˜I = V˜S + V˜T + V˜ph + V˜S−T + V˜S−ph, (16)
which has been written as a sum of different contribu-
tions defined as follows,
V˜S =
∑
v
∑
n
|n〉〈n|
[
(g
(v)
S − f (v)0 )(b†v,n + bv,n)
4−
∑
l 6=0
f
(v)
l (b
†
v,n+l + bv,n+l)
]
, (17a)
V˜T =
∑
v
∑
n
|Tn〉〈Tn|
[
(g
(v)
T − f (v)T )(b†v,n + bv,n)
]
,
(17b)
V˜ph =−
∑
v
h(v)|G, 1ph〉〈G, 1ph|
∑
n
(
b†v,n + bv,n
)
,
(17c)
V˜S−T =
∑
n
VST
[
eDˆ
(n)
S −Dˆ(n)T − ηTS
]
|n〉〈Tn|+ h.c.,
(17d)
V˜S−ph =
∑
n
g
[
eDˆ
(n)
S −Dˆ(n)ph − ηS−ph
]
|n〉〈G, 1ph|+ h.c..
(17e)
The calculation of the parameters {f (v)l , f (v)T , h(v)} is
carried out by taking advantage of the Feynman-
Bogoliubov inequality F ≤ F ′0 + 〈H˜I〉H˜′0 [36, 37],
where F (F ′0) is the free energy of the system gov-
erned by H (H˜ ′0 = H˜0 + HB) and 〈A〉H˜′0 =
Tr{Ae−βH˜′0}[Tr{e−βH˜′0}]−1 where Tr{·} denotes the
trace over the eigenstates of H˜ ′0 . Notice that by
construction 〈H˜I〉H˜′0 = 0, and the leading correction
to the exact equilibrium reduced density matrix is
O(H˜2I ) [41], which justifies the (second order) pertur-
bative treatment in H˜I . It follows that the parame-
ters {f (v)l , f (v)T , h(v)} can be found by minimizing F ′0 =
−β−1Tr{e−βH˜0}, which amounts to solving ∂F ′0
∂f
(v)
i
=
∂F ′0
∂h(v)
= 0. In our calculations, we consider a contin-
uum vibrational bath limit, which is described in terms
of the spectral densities Ji(ω) =
∑
v |giv|2δ(ω − ωv) =
ai
ω3
ω2c
e−ω/ωc , i = S, T , where ωc is a cutoff frequency,
and ai is the dimensionless parameter that encodes the
strength of coupling between the excited electronic state
with character i to the vibrational bath. The compu-
tational details of the solution for {f (v)l , f (v)T , h(v)} are
summarized in the Appendix A. In the discussion that
follows, we focus on the calculation of the population
dynamics of the chemically relevant species as well as of
the electroluminescence efficiencies.
III. DYNAMICS IN THE POLARON FRAME
AND DEFINITION OF TRIPLET
ELECTROLUMINESCENCE EFFICIENCY
The open-quantum system dynamics associated with
the Hamiltonian in Eq. (1) can be described in terms of
the time evolution of the reduced density matrix (RDM)
ρ(t) = TrB{ρtot(t)}, (ρtot(t) is the total density matrix),
governed by the Liouville equation in the Schrödinger
picture
dρ(t)
dt
= Lρ(t)− {Γnrad + Γph, ρ(t)},
where Lρ(t) = −iTrB{[H, ρtot(t)]}, and {ρ(t),Γi} =
ρ(t)Γi+Γiρ(t); Γrad, Γnrad, Γph phenomenologically ac-
count for the dissipative processes associated with the
radiative and nonradiative decay of excitons [55], and
photonic leakage, respectively. We define the triplet
electroluminescence efficiency
 = 2
∫ ∞
0
Tr {Γphρ(τ)} dτ, (18)
where the trace is taken over all the degrees of freedom,
namely, the electronic, vibrational, and photonic. Eq.
(18) is analogous to the integrated probability used to
define the efficiency of energy trapping in chromophoric
complexes [55], but in the present context, acquires the
meaning of the efficiency of emission of a photon. Here,
we define Γnrad =
kSnrad
2
∑
n |n〉〈n| + k
T
nrad
2
∑
n |Tn〉〈Tn|
and Γph = κ2 |G, 1ph〉〈G, 1ph|, kinrad being the nonradia-
tive decay rate of electronic state i = S, T , and κ being
the cavity photon leakage rate. Since
Tr{Γphρtot(t)} =Tr{Γphe−P ρ˜tot(t)eP }
=Tr{Γphρ˜tot(t)}, (19)
 is an invariant quantity under the polaron transforma-
tion. This last condition permits the computation of Eq.
(18) in the polaron frame, where the time evolution of
the polaron transformed RDM ρ˜(t) = TrB{ρ˜tot} can be
described in terms of second-order perturbation theory
on H˜I within the secular Born-Markov approximation.
This procedure guarantees that the long-time evolution
of the polaritonic system properly thermalizes into the
reduced equilibrium state due to H˜0 which, due to the
optimization of the variational parameters according to
the Feynman-Bogoliubov bound (see Sec. II), provides
a good description of the equilibrium state of the full
system involving electronic states, vibrations, and pho-
ton.
For the calculation of , we assume that the
initial RDM corresponds to an incoherent mix-
ture of localized excitations in the triplet elec-
tronic manifold, i.e.,
∑
n〈Tn|ρ˜(0)|Tn〉 = 1,∑
n〈Tn|ρ˜(0)|n〉 =
∑
n〈Tn|ρ˜(0)|G, 1ph〉 =∑
n〈n|ρ˜(0)|n〉 = 〈G, 1ph|ρ˜(0)|G, 1ph〉 = 0. Under
these assumptions, the initial RDM in the polaron
frame can be written as
~˜ρ(0) ≈

〈UP|ρ˜(0)|UP〉
〈MP|ρ˜(0)|MP〉
〈LP|ρ˜(0)|LP〉∑
k 6=0〈k+|ρ˜(0)|k+〉∑
k 6=0〈k−|ρ˜(0)|k−〉
 ≈

0
0
0
|c+T |2
|c−T |2
 , (20)
where the approximation is the result of considering a
localized initial state, which in the delocalized polaron
picture translates into the population distributed uni-
formly among the dark and polariton states. Since the
former feature a larger DOS than the latter, the popu-
lation is predominantly concentrated in the dark states.
We can rewrite Eq. (18) as
 =
∫ ∞
0
κPph · ~˜ρ(τ)dτ, (21)
5where the vector
Pph =
[|cUPph |2 |cMPph |2 |cLPph |2 0 0]
accounts for the photonic character of the different
chemical species that take part in the population dy-
namics. The time evolution of ~˜ρ(τ) is described in terms
of a Pauli master equation in the secular Markovian ap-
proximation, where
d~˜ρ(t)
dt
=M~˜ρ(t). (22)
For simplicity in the calculations and interpretation, we
consider the evolution of the total population in the dark
state manifolds
∑
k 6=0〈k±|ρ˜(t)|k±〉 rather than dissected
among the individual populations {〈k±|ρ˜(t)|k±〉}. The
matrixM is given by
Mij =

ki←j i 6= j
−∑l 6=i kl←i − κphot|〈i|G, 1ph〉|2 i = j
−kTnrad〈i|IT |i〉 − kSnrad〈i|IS |i〉
(23)
where kj←i is the rate of transfer from the
state/manifold |i〉 to |j〉, and IT =
∑
n |Tn〉〈Tn|, IS =∑
n |n〉〈n|. Details of the calculation of the population
transfer rates are included in the Appendix B. Using
Eq. (22) together with Eq. (21), we have that
 = −κPphM−1~˜ρ(0). (24)
To get further insight into the contributions of the dif-
ferent pathways of population transfer to , we consider
a Green’s function partition approach [55], under which
M−1 =M−1npol −M−1npolMpolM−1, (25)
where we letM =Mpol +Mnpol,Mpol being the rate
matrix that accounts for the feed and depletion of po-
lariton states only, which amounts to considering the
rates ki←j where either i or j ∈ {|UP 〉, |MP 〉, |LP 〉}
while setting the other entries of M to 0. Using Eqs.
(24) and (25),
 = dir + indir
where dir = κPphM−1npolMpolM−1~˜ρ(0), indir =
−κPphM−1npol~˜ρ(0), and  can be written as a sum of
a contribution due to polariton-participating processes
and another one where they do not play a role.
IV. RESULTS AND DISCUSSION
Based on the approach above, we are particularly in-
terested in the dependence of  with Rabi energy Ω and
detuning between the cavity photon and the vertical
singlet energy transition (∆ = ωph − S), considering
molecular emitters which feature different regimes of in-
teraction with the vibrational bath degrees of freedom
(DOFs). For that purpose, we introduce two cases based
on parameters chosen to represent a wide range of or-
ganic molecular emitters.
First, we consider (large) strengths of coupling to the
vibrational environment aS = 10, aT = 15, and a fre-
quency cutoff ωc = 0.01 eV. The corresponding reorga-
nization energy of the singlet electronic state is given
by λS =
∫∞
0
JS(ω)
ω dω = 0.2 eV and the analogous quan-
tity for the triplet is λT =
∫∞
0
JT (ω)
ω dω = 0.3 eV. The
assumption of a single vibrational reservoir coupled to
both the singlet and triplet states allows for the calcu-
lation of the reorganization energy of the singlet-triplet
transition λST (see Appendix A for details), which for
this specific case amounts to 0.01 eV. For simplicity, we
do not consider high frequency vibrational bath modes
(those which feature frequencies ω  β−1) in our cal-
culations. Furthermore, we assume an energy gap be-
tween the equilibrium vibrational configurations of the
triplet and singlet ∆G = (T − λT )− (S − λS) = −0.1
eV and a weak intersystem crossing coupling amplitude
VST = 2 × 10−5 eV. These parameters are typical for
organic molecules that undergo thermally activated de-
layed fluorescence (TADF) [56–58], where the popula-
tion in the dark triplet states transfers to the bright
singlets, with a R-ISC rate that depends on a ther-
mal energy barrier between the latter. We also con-
sider a relatively slow nonradiative decay of the triplet
kTnrad = 2 × 10−7 ps−1 [57]. Since the characteristic
timescale of relaxation of the vibrational environment
ω−1c  ~/|VST |, we expect a fast relaxation of the latter
into its equilibrium configuration before R-ISC ensues,
a scenario termed ’fast bath’ in the literature [41]. This
is the behaviour expected in the limit Ω→ 0 (small po-
laron formation before electronic transition) which was
confirmed in our numerical calculations.
The second case we considered is the opposite to the
previous one, in which the vibrational DOFs of the envi-
ronment are sluggish in comparison to the R-ISC transi-
tion time scale (VST  ωc), a scenario identified as ’slow
bath’ [41], which corresponds to molecular emitters with
sizable singlet-triplet mixing via spin-orbit coupling or
hyperfine interaction. For this case, we also chose large
strengths of coupling to the vibrational environment
aS = 10, aT = 30, while setting a small cutoff frequency
ωc = 5 × 10−3 eV (which translate into λS = 0.01 eV,
λT = 0.03 eV and λST = 0.1 eV). Furtheremore, we set
VST = 0.05 eV and ∆G = −0.01 eV, parameters that
are qualitatively aligned with molecules that exhibit fast
singlet-fission [59], which exhibit large electronic cou-
plings, comparable to the energy gaps between the sin-
glet and the (two-body) triplet state. For this case, if
kTnrad is small as above, the cavity-free triplet electrolu-
minescence efficiency  ≈ 1 and placing it in the cavity
is not productive; hence, we assume that the molecule
is such that it features a fast nonradiative triplet decay
kTnrad = 2× 10−3 ps−1 , such that we explore the possi-
bility to outcompete it by cavity-assisted processes. The
temperature T = 300 K is assumed for both cases.
For reference, we computed electroluminescence ef-
ficiencies in the cavity-free (bare molecules) case which
are  = 0.027 for the fast bath case, and  = 0.062 for the
slow one. The latter are calculated using Eq. (18), sub-
stituting Γph with Γrad =
kSrad
2 IS , where kSrad = 10−2
ps−1, a typical fluorescence rate for organic molecules.
6Upon coupling to a cavity photon mode, the emergent
dynamics are changed as a result of the modification of
the bare molecular energy landscape and the reorgani-
zation energies between the polariton states. In the po-
laron frame, the former contribution is encoded in the
energy spectrum introduced in Eqs. (14-15), whereas
the latter is accounted for in the reorganization energies
λi−j , i 6= j, i, j ∈ UP,MP,LP,±, where the subindices
± denote |k±〉 states (in our model, the reorganization
energies λi−(±) are independent of the momentum of the
dark states). The polaron frame picture of the dynamics
in both the slow and the fast bath case is schematically
illustrated in Fig. 1 and the variation of the electrolu-
minescence efficiency with ∆ and Ω for the two different
molecular emitter cases is shown in Fig. 2.
For the discussion in this section, we limit ourselves
to the N = 102 case, postponing the important analysis
of larger N values for the next paragraphs.
Fast bath scenario.- For the fast bath molecule, we
find that for weak light-matter couplings (Rabi split-
tings Ω  λS), (∆,Ω) is below the cavity-free sce-
nario (for the resonant case ∆ = 0, see inset in Fig.
3a). In the polaron frame, this observation can be ex-
plained in terms of thermally-activated transfer of pop-
ulation from the triplets to the photonic potential en-
ergy surface (PES) via the singlets (see Fig. 1a-I). Since
this process involves passage through two thermal en-
ergy barriers, the time needed to reach the photonic
PES is longer that the triplet lifetime and therefore
  1. On the other hand, when Ω/2λS ≈ 2/3, our
calculations predict an abrupt increase in  (compare
inset and main plot in Fig 3a). This is a manifesta-
tion of polaron decoupling [32, 52] that is expected for
sufficiently large Rabi splittings [31, 52], under which
the polariton PESs are essentially undisplaced with re-
spect to the electronic ground PES. The intuition be-
hind this decoupling is that the exchange of energy be-
tween photon and singlet excitons is much faster than
that between vibrations and singlet excitons. Impor-
tantly, while this regime was previously predicted for
Ω λS [60] for a single high-frequency mode, we hereby
numerically demonstrate that this stringent condition
can be relaxed to smaller Rabi splittings in the case
of a continuum of low-frequency modes. In this po-
laron decoupling regime, our calculations predict that
λ(−)−UP = λ(−)−MP = λ(−)−LP = λ(+)−(−) > λST
[where the equality among the previous quantities is a
result of the ansatz in Eq. (8), which for Ω/2λS > 2/3,
corresponds to f (v)l = f
(v) = O(
g
(v)
S
N ), for all l. In other
words, the singlet exciton PESs are negligibly displaced
with respect to the ground state PES when N is large].
As a consequence, the R-ISC energy barrier can either
decrease or increase with respect to the bare molecules
by tuning the Rabi splitting. In fact, we notice that as Ω
increases (see Figs. 2a-i and 1a-II),  increases and then
decreases with respect to the cavity-free value, given
that the smallest R-ISC to polariton energy barrier de-
creases and then increases as this rate goes from normal
to inverted Marcus regimes. Notice that Fig. 3a only
shows an increasing behavior in  because the plotted
range of Rabi splittings is small.
Slow bath scenario.- For the slow bath case, we ob-
serve a significantly different (∆,Ω). In Fig. [2b-i], we
show that there is no need to invoke Rabi splittings be-
yond the reorganization energy to observe an enhance-
ment in electroluminescence efficiency.
Similarly to the previous fast bath scenario, our calcu-
lations reveal two qualitatively different pictures of the
population dynamics in the polaron frame depending on
the magnitude of Ω. For sufficiently weak light-matter
coupling, the initial state is comprised of approximately
equally populated lower and upper dark state manifolds
since |c+S |2 ≈ |c−S |2 [see Eq. (20) and Fig. 1b-I], a
consequence of the prevalence of the electronic coupling
VST over the weak coupling of the R-ISC transition to
the phonon environment. In this regime,  can be ex-
plained in terms of a Marcus picture where the photonic
PES receives population from the upper and lower dark-
state manifolds with a rate proportional to a diabatic
coupling of order |g|2, corresponding to single-molecule
light-matter coupling [see Eq. (17e) and Fig. 1b-I].
High and small R-ISC energy barriers can be obtained
by scanning across ∆, thus decreasing and increasing ,
respectively; for the computed range of ∆ values, the
dominant R-ISC pathway is the one starting from the
upper dark states (they are closer in energy to the pho-
tonic PES, see Fig. 1b-I). In fact, for sufficiently small
increase in Ω, the triplet electroluminescence efficiency
 also rises because |g|2 increases; see Fig. 3b, which
shows a cut of  at light-matter resonance ∆ = 0. In
this plot, this mechanism is operative up to a first max-
imum in  at Ω ≈ λ, upon which light-matter coupling
changes from weak to moderate and  decreases. This
effect can be understood as follows: as Ω increases, it
can compete with VST , thus reducing the magnitude of
the dressed V˜ST , and concomitantly reducing the mix-
ing between singlets and triplets. The result is that the
lower and upper dark states become more triplet and
singlet-like, respectively. Therefore, the initial triplet
population has more probability of residing in the lower
dark states, but these feature a much larger energy bar-
rier to the photonic mode, thus leading to slower R-ISC
and lower .
Keeping our discussion around Fig. 3b, our model
predicts a sharp change in the dynamics under strong
light-matter coupling starting at Ω ≈ 4λS , with  in-
creasing with Ω, featuring a second maximum in  at
Ω ≈ 6λS , and then decreasing for larger Ω. An intrigu-
ing feature of this regime is that, for the chosen pa-
rameters, the upper and lower dark states have largely
triplet and singlet characters, respectively; that is, the
configuration of minimal energy of the vibrational DOFs
coupled to the singlet and triplet states in the polaron
frame is such that their energy ordering is inverted with
respect to that in the original frame (Fig. 1b-II) where
S − λS > T − λT . This effect is due to the slow relax-
ation of the bath that renders the vibrational dressing
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Figure 1. Scheme of polaron frame population dynamics which emerge upon injection of optically dark triplet excitons into
molecules confined in an optical microcavity. For simplicity, we depict only one vibrational mode and represent its harmonic
potential energy E as a function of its coordinate Q, in the photonic state (molecular ground state with one photon, yellow
thin curve), and corresponding harmonic potential manifolds for singlet (blue thick curve) and triplet (red thick curve) excited
states due to N molecules. We consider molecules which feature (a) fast and (b) slow vibrational environment (see main text),
compared to the R-ISC timescale defined by the singlet-triplet coupling ~/VST . For each case, we find qualitatively different
mechanisms of population transfer among states for (I) weak and (II) strong light-matter coupling. The most significant
mechanisms are depicted: multiphonon or Marcus-like processes with straight arrows, and single-phonon or Redfield-like
processes with jagged ones.
of the states at nonequilibrium nuclear configurations
close to those accessed by vertical transitions from the
ground state. Under these circumstances, population is
primarily initialized in the upper dark states and trans-
fers to the MP (Fig. 1b-II) which is closer in energy
than the other polaritons or dark states. Notice that
in contrast to the weak light-matter coupling case, MP
has significant singlet, triplet, and photonic characters
and the population transfer mechanism can be essen-
tially dissected into sizable contributions from multi-
phonon (a Marcus-like contribution due to displacement
between the upper dark states and MP harmonic poten-
tials) and one-phonon (Redfield-like) processes. In our
example, a steady boost in  is given by the Redfield pro-
cesses which dominate over the Marcus-like ones, given
the large activation energy barriers to be surmounted in
the latter. These Redfield processes are primarily due to
the triplet character in both upper dark states and MP.
After the second maximum in , further increase of Ω
leads to a phonon blockade and a concomitant decrease
in : the MP energy keeps lowering but no one-phonon
process is available to mediate the transfer from the up-
per dark states (the vibrational DOS decreases exponen-
tially as a function of frequency in our chosen spectral
density).
V. THE LARGE N ISSUE
So far, we have addressed the N = 100 case in detail.
In fact, strong light-matter coupling with such small
number of molecular emitters has been reported using
plasmonic nanoparticle environments [61, 62]. However,
most microcavity systems have much larger N values.
We thus proceed to comment on the  behavior for in-
creasing values of N , while keeping Rabi splittings Ω
fixed (and hence energy barriers and energy differences
between states, see Fig. 2). For weak light-matter cou-
pling, both fast (a) and slow (b) baths yield insensitive
changes of  to increase of N . This is due to the fact
that changing N does not alter the energy barriers to
be surmounted in the R-ISC process.
For strong light-matter coupling, the overall electrolu-
minescence efficiency is damped as a result of the ratio of
triplet to polariton states increasing. For the fast bath
case (a), since both dark and polariton states feature
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the fast bath case, where vibrational equilibration occurs before a slow R-ISC and b) the slow bath case, where the opposite
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Figure 3. Partition of triplet electroluminescence efficiencies as a function of Rabi splitting Ω at light-matter resonance
ωph = S (for ∆ = 0) for a) a fast bath and b) a slow bath molecule; we show the case for N = 100. The triplet
electroluminescence efficiency  (labeled as polaritonic) can be partitioned into a fraction that accounts for the direct and
indirect population transfer from dark triplets into polaritons, where indirect means that population passes through other
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for featured Rabi splitting ranges. Inset in (a) zooms into smaller Rabi splitting ranges. For comparison, the yields outside
of the cavity are (a)  = 0.027 for the fast bath and (b)  = 0.062 for the slow one.
the same reorganization energies in the polaron frame,
 is determined by the competition between the nonra-
diative triplet decay and transfer to the polariton state
closer in energy, that is because the latter channel fea-
tures a lower activation energy barrier compared to the
dark states [see Fig. 1a-II)]. However, at light-matter
resonance, the R-ISC rate to the final polariton state
scales as 1N , given that the polariton is delocalized across
N singlets and only one of them can undergo coupling
to a given triplet. Importantly, for N ≥ 104 the rate
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Figure 4. Relative R-ISC rates from triplet manifold to polariton states (at light-matter resonance ωph = s) in the polaron
frame with respect to the cavity-free case, for (a) the fast bath scenario and (b) the slow bath case, as a function of Rabi
splitting, considering N = 102. The profile observed in (a) (where the bare R-ISC rate is kS←T = 5.4 × 10−9 ps−1), can
be explained in terms of a multiphonon Marcus theory process from triplets to singlets (see Fig. 1a-II), where the lowest
activation barrier between triplets and polaritons decreases (normal regime) and then increases (inverted regime). In (b)
(where the bare R-ISC rate is kS←T = 4.6 × 10−6 ps−1), the trend is different since the dominant R-ISC channel is a
one-phonon process from triplets to the MP state (see Fig. 1b-II) and significantly depends on the triplet character of the
latter. The asymptotic behavior of the rate reflects the increase in triplet character of the (MP) polariton state with Rabi
splitting and the suppression of the energy gap between the latter and the triplet states. However, in this asymptotic limit,
the photonic component of the MP vanishes and this channel does not longer contribute to the cavity electroluminescence
efficiency. Finally, since the kPol←T rates shown here scale as 1/N , the rates expected at different N can be calculated by
scaling the values displayed accordingly.
of transfer to the polaritons falls below the cavity-free
R-ISC rate for the entire (∆, ω) range displayed (see
Fig. 2 top panels and 4a). The conclusion is similar for
the slow bath case (b). While for small N values, high
efficiencies are obtained (see Fig. 2b-i and 2b-ii), the
assistance of polariton modes decreases with increasing
N . This is because the ratio of rates (dark states →
polariton)/(polariton→ dark states) scales as 1N given
the delocalization of the polariton state; this implies
that the backward process polariton→ dark states be-
comes more relevant as N increases, an effect which is
detrimental to . Finally, the decrease of photon charac-
ter in the MP for ∆ < 0 [see Fig. 1b-II)] together with a
fast back transfer to the denser manifold of upper dark
states for larger N , explains the drop of  at ∆ < 0,
specially for N > 104 (see Fig. 2 lower panels and 4b).
Based on the discussion above, a pressing question is
the characterization of an optimal scenario that over-
comes the deleterious effects of cavity R-ISC rates as N
increases, the latter being as large as 107 [40]. Here, we
propose a case where the energy tunability of the po-
laritons introduces an increase of many orders of mag-
nitude relative to the cavity-free R-ISC rate, and this
enhancement can outcompete the suppression due to
the low polariton DOS. The scenario is built upon the
fast bath case studied above, but assuming a sufficiently
large singlet-triplet energy gap and weak couplings of
the electronic states to the bath (small aS and aT pa-
rameters). Under these conditions, the reduced dynam-
ics of transfer in the polaron frame in the cavity-free
scenario corresponds to the inverted-Marcus regime (for
the singlet to triplet transition), where the population
of the triplet manifold needs to overcome an enormous
energy barrier to reach the singlet state (see Fig. 5).
Upon confinement to a microcavity, the emergent lower
polariton could introduce a much smaller energy bar-
rier from the triplet states. Our results and the precise
parameters used in our calculations are shown in Fig.
5, which show that polariton-assistance introduces four
orders of magnitude enhancement relative to the bare
R-ISC rate. This mechanism of energy of activation re-
duction competing against delocalization is analogous
to the one presented in our recent work on vibrational
polaritons assisting thermally-activated reactions [63].
On the other hand, we note that the polariton-
assisted R-ISC rate is upper-bounded by V
2
ST
N
√
piβ
λT−pol
,
which must be higher than kTnrad to lead to harvesting
of triplets. If we take N = 106 , and use the parame-
ters above for the fast bath scenario (knrad = 2× 10−7
ps−1), we need a very small λT−pol = 10−17 eV. There-
fore, in order to obtain a sizable , emitters with neg-
ligible couplings to a vibrational environment are re-
quired (small reorganization energies λST and λS); that
is, poor R-ISC molecules (i.e., the opposite of TADF
materials) will obtain most benefit from polaritonic ef-
fects. Whether this extreme possibility exists will be
subject of future work.
For the slow bath case, there is no possibility to
enhance electroluminescence for large N because the
associated R-ISC processes via polaritons happen via
one-phonon vibrational relaxation (Redfield) processes,
rather than multiphonon (Marcus) processes that ex-
hibit exponential sensitivity on energy barriers. Hence,
the only option for enhancement of electroluminescence
for that case is to use samples with small N values.
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Figure 5. Ideal case to maximize the rate of transfer from the triplet state manifold (blue thick curve) to polariton states,
with respect to the cavity free triplet-to-singlet (R-ISC) transfer rate. (I) Energy diagrams in the polaron frame. Left: a
molecular emitter in which the singlet (blue) and triplet (red) states have similar equilibrium nuclear configurations and
the dynamics between them falls within the Marcus inverted regime. (I) Right: upon strong coupling to a photon mode
and in the polaron frame, the energy barrier between the triplet states and the lower polariton (in this case, the lower
polariton) quickly decreases with Rabi splitting, giving rise to orders of magnitude increase in the kT→LP rate, thus avoiding
the wash-out effect of delocalization of the singlet of interest among N molecules. (II) Cavity mediated R-ISC enhancement
kT→LP/kT→S . Note that the cavity provides a realization of the various regimes of Marcus theory, from normal to inverted,
as a function of Rabi splitting. The specific parameters for the vibrational bath are aS = 0.5, aT = 1 and ωc = 0.01 eV (see
Theory section), which accounts for a singlet reorganization energy λS = 0.01 eV and λT = 0.02 eV. We also assumed that
the number of molecules per photon mode is N = 106, ∆G = (S − λS)− (T − λT ) = 0.2 eV, where we recall that S (T )
is the vertical singlet (triplet) transition energy; and the singlet-triplet electronic coupling VTS = 1× 10−5 eV.
VI. CONCLUSIONS
In this article, we have developed a variational model
for the prediction of electroluminescence efficiency of
molecular emitters interacting with a photonic mode of
a microcavity. The latter can describe the emergent dy-
namics on a range of Rabi splittings that extend from
the weak to the the strong coupling regime.
Our calculations indicate that the main limitation to
polariton-assist the electroluminescence process is the
delocalized character of polaritons: the probability of
a triplet state to R-ISC into the latter is strongly sup-
pressed by a 1N factor, similarly to results discussed in
previous works [9, 28, 34]. There are two approaches
that could overcome the detrimental delocalization ef-
fect and therefore introduce a polariton-enhanced elec-
troluminescence with respect to the cavity-free scenario:
1) for fast and slow bath cases (i.e. for chromophores
with weak and strong singlet-triplet mixing), as Figs.
2a-i and 2b-i show, strong coupling with a small number
of molecules per photonic mode N introduces significant
electroluminescence yield enhancements with respect to
the bare molecular case. This regime should be feasible
in the context of plasmonic nanoparticles coated with
organic dyes, where N can be more than 3 orders of
magnitude smaller than those needed in a microcavity
to attain the strong coupling regime [61, 62, 64]. 2)
The second approach only works for the fast bath case
and consists on tuning of polariton energies and taking
advantage of the exponential sensitivity of R-ISC rates
with respect to energy barriers. Therefore, a high ther-
mal energy barrier for the R-ISC transition in the bare
molecular case translates into the possibility of its par-
tial or total reduction via a triplet to polariton R-ISC
transition, thus potentially outcompeting the delocal-
ization effect, and introducing a net electroluminescence
enhancement. For a molecular emitter the previous re-
quirement is equivalent to an inverted Marcus regime
for the singlet→triplet ISC transition. This mechanism
is also reminiscent to a recently proposed catalysis of
thermally-activated reactions under vibrational strong
coupling, where a sufficient decrease in activation en-
ergy can outcompete the large activation entropy of the
dark states [63]. An inverted Marcus regime being the
ideal scenario to introduce polariton assistance has also
been found in [34] for singlet fission and in [65], the lat-
ter in the context of a single-molecule charge transfer
process assisted by a photon mode.
On the other hand, for the scenario of a slow vibra-
tional bath, the efficiencies are largely determined by
the energetic proximity of the polariton and dark state
resonances. The increase of Rabi splitting in this case
diminishes the rate of transition of the triplet to the
polariton state closer in energy, because the vibrational
DOS that can assist the transition decreases exponen-
tially with the energy gap betwen them. Therefore,
for the slow phonon bath scenario considered in this
work, approach 1) is the only alternative to minimize
the polariton-delocalization effect on efficiencies.
APPENDIX A. VARIATIONAL OPTIMIZATION
OF POLARON TRANSFORMATION
Formalism.— According to the Feynman-Bogoliubov
bound described in section II, we are looking to varia-
tionally optimize the set { ~X(v)} of v-dependent param-
eter vectors ~X(v) ≡ [f (v)0 , f (v)1 , f (v)T , h] that minimize the
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Figure 6. Scheme that illustrates the delocalization of a
singlet electronic excitation (denoted as a faint blue on N
molecules) in a polariton mode under strong coupling to a
confined electromagnetic environment (denoted as yellow).
The localized nature of a triplet state (red) precludes a fast
transfer to the polariton modes, in view of the local char-
acter of R-ISC and the dilution of probability of the R-ISC
transition among N molecules. As elaborated in section V
of this article, this rate suppression can be overcome by 1)
coupling fewer molecular emitters to each photon mode while
preserving strong light-matter coupling (using e.g. plasmon
nanoparticle systems); and/or ii) harnessing strong coupling
of molecules with singlet→triplet transition in the Marcus
inverted regime, which feature very large R-ISC energy bar-
riers, such that introduction of a polariton channel may de-
crease this barrier and possibly compete effectively against
the many dark-state channels.
free energy due to H˜ ′0,
F ′0({ ~X(v)}) = −β−1lnTr
{
exp
[
− βH˜ ′0({ ~X(v)})
]}
= −β−1ln
[
ZH˜0({ ~X(v)})× ZHB
]
.
Here, we have assumed f (v)1 = f
(v)
2 = · · · = f (v)N−1 6=
f
(v)
0 , which is equivalent to making a distinction between
the vibrational deformation on a given molecular site
and an indirect one induced via the photon on the rest
of the sites, f (v)1 ≡ f (v)l 6=0. Furthermore,
ZH˜0({ ~X(v)}) =
∑
p=+,−
(N − 1)e−β˜p({ ~X(v)})
+
∑
q=UP,MP,LP
e−β˜q({ ~X
(v)}), (26a)
ZHB = N
∏
v
(2sinh
βωv
2
)−1, (26b)
are the corresponding polaritonic and vibrational parti-
tion functions. Since ZHB does not depend on { ~X(v)},
we can minimize F0({ ~X(v)}) = −β−1lnZH˜0({ ~X(v)}) in-
stead,
∇ ~X(v)F0 = ∇~Y F0 · ∇ ~X(v) ~Y = 0 ∀v, (27)
where, using the chain rule, we have conveniently writ-
ten ~X(v) in terms of ~Y = [RS , RT , Rph, ηST , ηS−ph],
where [see Eqs. (12)]
RS =
∑
v
(∑
l
f
(v)2
l
ωv
− 2g(v)S
f
(v)
0
ωv
)
, (28a)
RT =
∑
v
(
f
(v)2
T
ωv
− 2g(v)T
f
(v)
0
ωv
)
, (28b)
Rph =
∑
v
N
h(v)2
ωv
. (28c)
The various terms in the ∇ ~X(v) ~Y matrix are provided
in Table 1.
TABLE 1. Derivatives ∂y
∂x
where y ∈ {RS , RT , Rph, ηST , ηS−ph} and x ∈ {f (v)0 , f (v)1 , f (v)T , h}.
x\y RS RT Rph ηST ηS−ph
f
(v)
0
2
ωv
(
f
(v)
0 − g(v)S
)
0 0 − (f
(v)
0 −f
(v)
T
)
ω2v
coth(βωv/2)ηST − (f
(v)
0 −h(v))
ω2v
coth(βωv/2)ηS−ph
f
(v)
l 6=0
2f
(v)
1
ωv
0 0 − f
(v)
1
ω2v
coth(βωv/2)ηST − (f
(v)
1 −h(v))
ω2v
coth(βωv/2)ηS−ph
f
(v)
T 0
2
ωv
(
f
(v)
T − g(v)T
)
0
(f
(v)
0 −f
(v)
T
)
ω2v
coth(βωv/2)ηST 0
h(v) 0 0 2Nh
(v)
ωv
0
(N−1)(f(v)1 −h(v))
ω2v
coth(βωv/2)ηS−ph
For every v, Eq. (27) yields a set of four equations in
terms of the four unknown entries of ~X(v). Explicitly,
for every x ∈ {f (v)0 , f (v)1 , f (v)T , h}, we solve ∂xF0 = 0 for
x, obtaining:
12
f
(v)
0 =
2g
(v)
S ωv
∂F0
∂RS
− h(v) ∂F0∂ηS−ph coth(βωv/2)ηS−ph − ∂F0∂ηST f
(v)
T coth(βωv/2)ηST
2 ∂F0∂RS ωv − ηS−ph coth(βωv/2) ∂F0∂ηS−ph − ∂F0∂ηST ηST coth(βωv/2)
, (29a)
f
(v)
1 =
h(v) ∂F0∂ηS−ph coth(βωv/2)ηS−ph
−2ωv ∂F0∂RS + ηS−ph coth(βωv/2) ∂F0∂ηS−ph + ∂F0∂ηST coth(βωv/2)ηST
, (29b)
f
(v)
T =
2 ∂F0∂RT g
(v)
T ωv − ∂F0∂ηST f
(v)
0 ηST coth(βωv/2)
2 ∂F0∂RT ωv − ∂F0∂ηST coth(βωv/2)ηST
, (29c)
h(v) =
−[f (v)0 + (N − 1)f (v)1 ] ∂F0∂ηS−ph coth(βωv/2)ηS−ph
2ωvN
∂F0
∂Rph
−N ∂F0∂ηS−ph coth(βωv/2)ηS−ph
. (29d)
Analytical expressions for the derivatives ∂yF0 can be found in Appendix B. Next, we take the continuum limit of Eq.
(29) by making the substitutions, f (v)l → fl(ω), f (v)T → fT (ω), h(v) → h(ω), and introducing the vibrational DOS
D(ω) = ωω−2c e−ω/ωc , upon which the bath spectral densities become Ji(ω) = ai ω
3
ω2c
e−ω/ωc = |gi(ω)|2D(ω), i = S, T ,
where |gi(ω)|2 = aiω2 is the frequency-dependent vibronic-coupling intensity for each excitation. Since the spectral
densities encode information on the geometries of the S and T states with respect to the ground molecular state,
it is clear that they allow for the calculation of the spectral density for the singlet-triplet transition as JST (ω) =
aST
ω3
ω2c
e−ω/ωc , aST = (a
1/2
T ∓ a1/2S )2, as well as the corresponding reorganization energy λST =
∫∞
0
JST (ω)
ω dω. Here,
for each mode of frequency ω, the minus sign should be chosen if the nuclear geometries of the S and T states shift
in the same direction with respect to the ground molecular state, and the plus sign otherwise; we hereby assume
the former, in light of geometries calculated for typical TADF molecules [58]. With these considerations, Eq. (29)
can be manipulated to write f1, h, and fT in terms of f0 and to solve for f0,
f0(ω) =
R(ω)
G(ω) + ∂F 0∂ηS−ph ηS−ph coth(βω/2)(−2 ∂F 0∂RT ω + ∂F 0∂ηST ηST coth(βω/2))(1 + (N − 1)T (ω))χ(ω)
, (30a)
f1(ω) = T (ω)f0(ω), (30b)
h(ω) = −
[
1 + (N − 1)T (ω)
]
χ(ω)f0(ω), (30c)
fT (ω) =
2 ∂F0∂RT gT (ω)ω − ∂F0∂ηST ηST coth(βω/2)f0(ω)
2 ∂F0∂RT ω − ∂F0∂ηST coth(βω/2)ηST
. (30d)
These expressions depend on the following auxiliary functions,
R(ω) = 2ω
[
2
∂F 0
∂RS
∂F 0
∂RT
gS(ω)ω − ∂F 0
∂ηST
(
∂F 0
∂RS
gS(ω) +
∂F 0
∂RT
gT (ω)
)
ηST coth(βω/2)
]
, (31a)
G(ω) = 4 ∂F 0
∂RS
∂F 0
∂RT
ω2
− 2
[
∂F 0
∂ηS−ph
∂F 0
∂RT
ηS−ph +
∂F 0
∂ηST
(
∂F 0
∂RS
+
∂F 0
∂RT
)
ηST
]
ω coth(βω/2)
+
∂F 0
∂ηS−ph
∂F 0
∂ηST
ηS−phηST coth(βω/2)2, (31b)
T (ω) =
(
∂F 0
∂ηS−ph
)2
η2S−ph coth(βω/2)
2
W(ω) , (31c)
W(ω) = 4N ∂F 0
∂RS
∂F 0
∂Rph
ω2
− 2
[
∂F 0
∂ηS−ph
ηS−ph
(
N
∂F 0
∂Rph
+N
∂F 0
∂RS
)
+N
∂F 0
∂ηST
∂F 0
∂Rph
ηST
]
ω coth(βω/2)
+
∂F 0
∂ηS−ph
ηS−ph
(
∂F 0
∂ηS−ph
ηS−ph +N
∂F 0
∂ηST
ηST
)
coth(βω/2)2, (31d)
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χ(ω) =
∂F 0
∂ηS−ph
coth(βω/2)ηS−ph
2ωN ∂F 0∂Rph −N ∂F 0∂ηphot coth(βω/2)ηS−ph
. (31e)
Eq. (30) expresses ~X(ω) = [f0(ω), f1(ω), fT (ω), h(ω)] in terms of the known distributions gi(ω), the renormalization
parameters ηS−ph, ηST and the derivatives ∂F0∂y , which permit a self-consistent solution scheme as explained below.
Finally, the renormalization parameters can also be expressed according to,
RS = −2
∫ ∞
0
dωgS(ω)
f0(ω)
ω
D(ω)
+ (N − 1)
∫ ∞
0
dω
f1(ω)
2
ω
D(ω)
+
∫ ∞
0
dω
f0(ω)
2
ω
D(ω)
=
∫ ∞
0
dω [−2gS(ω) + f0(ω)] f0(ω)
ω
D(ω)
+ (N − 1)
∫ ∞
0
dω
|T (ω)f0(ω)|2
ω
D(ω), (32a)
RT = −2
∫ ∞
0
dωgT (ω)
fT0 (ω)
ω
D(ω)
+
∫ ∞
0
|fT0 (ω)|2
ω
D(ω)dω, (32b)
Rph = N
∫ ∞
0
h(ω)2
ω
D(ω)dω
= N
∫ ∞
0
f0(ω)
2
ω
[
1 + (N − 1)T (ω)
]2
χ(ω)2D(ω)dω (32c)
ηS−ph = exp
{
− 1
2
∫ ∞
0
dω
[(
f0(ω)− h(ω)
ω
)2
+ (N − 1)
(
f1(ω)− h(ω)
ω
)2 ]
D(ω) coth(βω/2)
}
= exp
[
− 1
2
∫ ∞
0
dωf0(ω)
2
({
1 + [1 + (N − 1)T (ω)]χ(ω)
ω
}2
+ (N − 1)
{
T (ω) + [1 + (N − 1)T (ω)]χ(ω)
ω
}2)
×D(ω) coth(βω/2)
]
, (32d)
ηST = exp
[
−1
2
∫ ∞
0
dω
(
f0(ω)− fT (ω)
ω
)2
coth(βω/2)D(ω)− 1
2
(N − 1)
∫ ∞
0
dω
|f1(ω)|2
ω2
coth(βω/2)D(ω)
]
= exp
[
−1
2
∫ ∞
0
dω
(
f0(ω)− fT (ω)
ω
)2
coth(βω/2)D(ω)− N − 1
2
∫ ∞
0
dω
(T (ω)f0(ω)
ω
)2
coth(βω/2)D(ω)
]
.
(32e)
Analytical evaluation of ∇~Y F0.— Let ZH˜0,k=0 =
∑
j=UP,MP,LP e
−β˜j , so that Eq. (26a) can be rewritten as
ZH˜0 = ZH˜0,k=0 +
∑
p=+,−(N − 1)e−β˜p . Then, the various entries of ∇~Y F0 can be obtained from,
−βZH˜0
∂F0
∂RS
=
∂ZH˜0,k=0
∂RS
− β(N − 1)
2
∑
p=±
e−β˜p
1 + p ˜S − ˜T√
(˜S − ˜T )2 + 4V˜ 2ST
 , (33a)
−βZH˜0
∂F0
∂RT
=
∂ZH˜0,k=0
∂RT
− β(N − 1)
2
∑
p=±
e−β˜p
1− p ˜S − ˜T√
(˜S − ˜T )2 + 4V˜ 2ST
 , (33b)
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−βZH˜0
∂F0
∂Rph
=
∂ZH˜0,k=0
∂Rph
, (33c)
−βZH˜0
∂F0
∂ηTS
=
∂ZH˜0,k=0
∂ηTS
+
2(N − 1)ηSTV 2STβ√
(˜S − ˜T )2 + 4V˜ 2ST
(
e−β−e−β+
)
, (33d)
−βZH˜0
∂F0
∂ηph
=
∂ZH˜0,k=0
∂ηph
. (33e)
The expressions above depend on
∂yZH˜0,k=0 = −β
∑
j=UP,MP,LP
∂y ˜je
−β˜j . (34)
The required derivatives ∂y ˜j can be obtained as follows:
the secular equation associated to the matrix H˜k=0 (g˜ =
gηS−ph) is
˜3j − ˜2j (ω˜ph + ˜S + ˜T ) + ˜j(˜S ˜T + ω˜ph˜T + ω˜ph˜S −Ng˜2 − V˜ 2ST )− ˜S ˜T ω˜ph +Ng˜2˜T + V˜ 2ST ω˜ph = 0
from which
ζj
∂˜j
∂RT
= ˜2j − ˜j(˜S + ω˜ph) + ˜Sω˜ph −Ng˜2, (35a)
ζj
∂˜j
∂RS
= ˜T ω˜ph − (˜T + ω˜ph)˜j + ˜2j , (35b)
ζj
∂˜j
∂ηTS
= 2V˜STVST (˜j − ω˜ph) , (35c)
ζj
∂˜j
∂Rph
= ˜S ˜T − V˜ 2ST − ˜Sλ− ˜Tλ+ λ2, (35d)
ζj
∂˜j
∂ηS−ph
= 2Ng˜g (˜j − ˜T ) , (35e)
where ζj = 3˜2j − 2˜j(ω˜ph + ˜S + ˜T ) + ˜S ˜T + ω˜ph˜T +
ω˜ph˜S −Ng˜2− V˜ 2ST . Thus, numerical diagonalization of
H˜0,k=0 (see Eq. (11a)) to obtain {j} and use of Eq.
(35) yields a robust evaluation of Eq. (34).
Numerical implementation.— Fig. 7 summarizes the
numerical implementation of the variational optimiza-
tion using the formalism outlined above.
APPENDIX B. EVALUATION OF RATES
The rate of population transfer from eigenstate m to
n of H˜0 (see Eq. 10) is mediated by the residual inter-
action H˜I in Eq. (16), and can be calculated in terms
of the corresponding autocorrelation function,
km→n =
∫ ∞
−∞
〈H˜(m,n)I (τ)H˜(m,n)I (0)∗〉dτ
=
∫ ∞
−∞
〈 [
V˜
(m,n)
ST (τ) + V˜
(m,n)
S−ph (τ) + V˜
(m,n)
S (τ) + V˜
(m,n)
T (τ) + V˜
(m,n)
ph (τ)
]
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Figure 7. Flowchart that illustrates the self-consistent numerical optimization of ~X(ω) = [f0(ω), f1(ω), fT (ω), h(ω)]. The
ith iteration of the algorithm starts with ~Xi(ω) = [f i0(ω), f i1(ω), f iT (ω), hi(ω)] which at the beginning (i = 0), is chosen
as the guess ~X0(ω) = [gS(ω), 0, gT (ω), 0] (corresponding to a full-polaron transformation ansatz). ~Xi(ω) is subsequently
used in Eq. (32) for the calculation of ~Y i = [RiS , RiT , Riph, η
i
ST , η
i
S−ph], which allows to build and numerically solve the
renormalized Hamiltonian (10). The eigenvalues of the latter (˜iUP ,˜iMP ,˜iLP ,˜i+, ˜i−), in conjuction with Eqs. (33)–(35) to
calculate [∇~Y F0]i which, via Eqs. (30)–(31), yield the guess ~Xi+1(ω) to be used in the next iteration. This process is
carried out until the convergence criterion is reached, which we define as |1 − ~Ki| < δ, where 1 = [1, 1, 1, 1, 1], ~Ki =[
Ri+1
S
Ri
S
,
Ri+1
T
Ri
T
,
Ri+1
ph
Ri
ph
,
ηi+1
ST
ηi
ST
,
ηi+1
S−ph
ηi
S−ph
]
, and δ = 10−6.
×
[
V˜
(m,n)∗
ST (0) + V˜
(m,n)∗
S−ph (0) + V˜
(m,n)∗
S (0) + V˜
(m,n)∗
T (0) + V˜
(m,n)∗
ph (0)
] 〉
dτ, (36)
where V˜ (m,n)x (τ) = 〈m|eiH˜Sτ V˜xe−iH˜Sτ |n〉 =
ei(ωm−ωn)τ 〈m|eiHBτ V˜xe−iHBτ |n〉 for x = ST, S −
ph, S, T, ph.
From Eq. (36), we notice the emergence of auto- and
cross-correlation terms which fall into one of three types,
and are summarized in Table 2. Correlations of simi-
lar nature have been explored in previous works using
a variational approach for energy transfer dynamics in
chromophoric arrays [38, 66]. In Table 2 we also show
the specific forms of the correlation functions in time
domain in the localized basis, upon which the rates in
Eq. (36) can be calculated. Notice that we can fur-
ther classify the correlations according to whether they
emerge from averaging over the vibrational Hamiltoni-
ans of same or different electronic sites (see Table 2).
Once the time-domain correlation functions are cal-
culated, we Fourier transform them to obtain the rates
of population transfer between the chemical species of
interest in our model. Given the variationally optimized
~X(ω), these rates can be analytically calculated for the
linear-linear and linear-exponential type correlations, by
using relations of the form
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Summary of relevant correlation functions for dynamics calculations
Type: exponential-exponential
Same site Different sites
〈eDˆ(n)ST (τ)eλDˆ(n)ST (0)〉 = η2ST exp
[
Q(λ|∆(0)ST (ω)|2
+ λ(N − 1)|f1|2(ω), τ)
] 〈eDˆ(n)ST (τ)eλDˆ(n)ST (0)〉 = η2ST exp [Q(λ|∆(0)ST (ω)|2
+ λ(N − 1)|f1|2(ω), τ)
]
〈eDˆ
(n)
S−ph(τ)e
λDˆ
(n)
S−ph〉 = η2S−ph exp
[
Q(λ|∆(0)S−ph(ω)|2
+ λ(N − 1)|f1(ω)− h(ω)|2, τ)
] 〈eDˆ
(n)
S−ph(τ)e
λDˆ
(m)
S−ph〉 = η2S−ph exp
[
Q(2λ∆
(0)
S−ph(ω)
× (f1(ω)− h(ω)) + λ(N − 2)|f1(ω)− h(ω)|2, τ)
]
〈eDˆ(n)ST (τ)eλDˆ
(n)
S−ph(0)〉 = ηST ηS−ph exp
[
Q(λ|∆(0)S−ph(ω)|2+
+ λ(N − 1)|f1(ω)− h(ω)|2, τ)
]
〈eDˆ(n)ST (τ)eλDˆ
(m)
S−ph(0)〉 = ηST ηS−ph
exp
{
Q
[
λ
(
∆
(0)
S−ph(ω)f1(ω)
+ (f1(ω)− h(ω))∆(0)ST (ω)
+ (N − 2)f1(ω)(f1(ω)− h(ω))
)
, τ
}
Type: exponential-linear
〈eλDˆ(n)ST (τ)Dˆ(n)S (0)〉 =
∫ ∞
0
dωD(ω)λ[ (gS(ω)− f0(ω))∆(0)ST (ω)
ω
+
(N − 1) |f1(ω)|
2
ω
]× [n(ω)eiωτ − (n(ω) + 1)e−iωτ] ηST
〈eλDˆ(n)ST (τ)Dˆ(m)S (0)〉 =
∫ ∞
0
dωD(ω)λ
[
(gS(ω)− f0(ω)
− (N − 2)f1(ω))f1(ω)
ω
− f1(ω)∆
(0)
ST (ω)
ω
]
×
[
n(ω)eiωτ − (n(ω) + 1)e−iωτ
]
ηST
〈eλDˆ(n)ST (τ)Dˆ(n)T (0)〉 =
∫ ∞
0
dωD(ω)λ (gT (ω)− fT (ω))∆
(0)
ST (ω)
ω
×
[
n(ω)eiωτ − (n(ω) + 1)e−iωτ
]
ηST dω
〈eλDˆ(n)ST (τ)Dˆ(m)T (0)〉 =
∫ ∞
0
dωD(ω)λ (gT (ω)− fT (ω))f1(ω)
ω
×
[
n(ω)eiωτ − (n(ω) + 1)e−iωτ
]
ηST
〈eλDˆ
(n)
S−ph(τ)Dˆ
(n)
S (0)〉 =
∫ ∞
0
dωD(ω)λ
[
(gS(ω)− f0(ω))∆(0)S−ph(ω)
ω
− (N − 1)f1(ω)∆
(1)
S−ph(ω)
ω
]
×
[
n(ω)eiωτ − (n(ω) + 1)e−iωτ
]
ηS−ph
〈eλDˆ
(n)
S−ph(τ)Dˆ
(m)
S (0)〉 =
∫ ∞
0
dωD(ω)λ
[
2
(gS(ω)− f0(ω))
ω
×∆(1)S−ph(ω)− (N − 2)
f1(ω)∆
(1)
S−ph(ω)
ω
]
×
[
n(ω)eiωτ − (n(ω) + 1)e−iωτ
]
ηS−ph
Type: linear-linear
〈Dˆ(n)S (τ)Dˆ(n)S (0)〉 =
∫ ∞
0
dωD(ω)[|gS(ω)− f0(ω)|2 + |f1(ω)|2(N − 1)]
× [n(ω)eiωτ + (n(ω) + 1)e−iωτ ]
〈Dˆ(n)S (τ)Dˆ(m)S (0)〉 =
∫ ∞
0
dωD(ω)[− 2(gS(ω)− f0(ω))f1(ω)
+ (N − 2)|f1(ω)|2
]× [n(ω)eiωτ + (n(ω) + 1)e−iωτ ]
〈Dˆ(n)S (τ)Dˆ(n)T (0)〉 =
∫ ∞
0
dωD(ω)(gS(ω)− f0(ω))(gT (ω)− fT (ω))
× [n(ω)eiωτ + (n(ω) + 1)e−iωτ ]
〈Dˆ(n)S (τ)Dˆ(m)T (0)〉 = −
∫ ∞
0
dωD(ω)f1(ω)(gT (ω)− fT (ω))
× [n(ω)eiωτ + (n(ω) + 1)e−iωτ ]
〈Dˆ(n)T (τ)Dˆ(n)T (0)〉 =
∫ ∞
0
dωD(ω)|gT (ω)− fT (ω)|2
× [n(ω)eiωτ + (n(ω) + 1)e−iωτ ]
Table 2. Relevant correlation functions. For simplicity in the notation, we introduce Q(A(ω), τ) =∫∞
0
dωD(ω)A(ω)
ω2
[i sin(ωτ)− cos(ωτ) coth(βω/2)], ∆(i)ST = fi(ω)− fT (ω), and ∆(i)S−ph = fi(ω)− h(ω) where, as defined above,
D(ω) is the vibrational DOS. We also introduce the scaling factor λ = ±1.
∫ ∞
−∞
〈Dˆ(n)S (τ)Dˆ(n)S (0)〉eiω0τdτ =
[
(gS(−ω0)− f0(−ω0))2 + |f1(−ω0)|2(N − 1)
]
n(−ω0)Θ(−ω0)
+
[
(gS(ω0)− f0(ω0))2 + |f1(ω0)|2(N − 1)
][
n(ω0) + 1
]
Θ(ω0), (37)
where n¯(ω) = (eβω−1)−1 is the boson occupation num-
ber and Θ(ω) = 1 if ω > 0 and 0 otherwise. Eq. (37)
can be readily understood as a Fermi golden rule pop-
ulation transfer rate due to a single phonon absorption
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(first row) or emission process (second row); expressions
like this also arise in standard Redfield theory [67].
On the other hand, the Fourier transform of the
exponential-exponential type correlation function is of
the form I =
∫∞
−∞ e
Q(A(ω),τ)eiω0τdτ . This integral
can be approximated by means of the steepest descent
method [68], which consists on the analytical continua-
tion of Q(A(ω), τ) → Q(A(ω), z = τR + iτI) (see Table
2),
Q(A(ω), z) = −
∫ ∞
0
dωD(ω)A(ω)
ω2
[coth(βω/2) cos(ωτR) cosh(ωτI) + cos(ωτR) sinh(ωτI)]
+ i
∫ ∞
0
dωD(ω)A(ω)
ω2
[coth(βω/2) sin(ωτR) sinh(ωτI) + sin(ωτR) cosh(ωτI)] . (38)
Let us rewrite I =
∫∞
−∞ e
R(A(ω),τ)dτ , where
R(A(ω), z) = Q(A(ω), z) + iω0z, and find the saddle
point z∗ around which we will approximate the integral,
dR(A(ω), z∗)
dz
=
∂R(A(ω), z∗)
i∂τI
=
∂=Q(A(ω), z∗)
∂τI
+ i
(
ω0 − ∂<Q(A(ω), z
∗)
∂τI
)
= 0. (39)
In Eq. (39), we took advantage of the analyticity of
R(A(ω), z), which guarantees the derivative being inde-
pendent of the direction of differentiation in the complex
plane. From Eqs. (38) and (39), we have that τR = 0.
Therefore, we obtain
dR(A(ω), z∗)
dz
=
∫ ∞
0
dωD(ω)A(ω)
ω
[
coth(βω/2) sinh(ωτ∗I )
(40)
+ cosh(ωτ∗I )
]
+ ω0 = 0,
where we notice that for ω0 = 0, the saddle point is at
τ∗I = −β2 . For ω0 6= 0, we rely on the numerical solution
of Eq. (40) to find the root z∗ = iτ∗I such that
∫ ∞
−∞
eQ(A(ω),z)eiω0zdz ≈
(
1
2piR′′(A(ω), z∗)
)1/2
eR(A(ω),τ
∗
I ),
(41)
where the prime denotes differentiation with respect to
τ∗I , and
R′′(A(ω), z∗) =
∫ ∞
0
dωD(ω)A(ω)[ coth(βω/2) cosh(ωτ∗I )
(42)
+ sinh(ωτ∗I )
]
.
Eq. (41) is a generalization of the classical Mar-
cus rate, where eR(A(ω),τ
∗
I ) is a Boltzmann factor
corresponding to an effective activation energy, and(
1
2piR′′(A(ω),z∗)
)1/2
is a density of states prefactor.
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