It is argued that list structures containing cycles are useful and unobjectionable Lisp entities.
It is argued that list structures containing cycles are useful and unobjectionable Lisp entities.
If this is so, it is desirable to have a means of computing them less foreign to the equational-definition style characteristic of Lisp than are the list-structure-altering primitives rplaca and rplacd. A notion is developed of a reasonable system of mutually recursive equations, guaranteed to have a unique solution in list structures.
The notion is given in terms of the computations invoked by the equations, without reference to the forms of expressions appearing in them.
A variety of programming examples are presented, including a curious implementation of the Knuth-Morris-Pratt string matching algorithm.
Two methods of implementing the recursive definition facility are discussed.
I. Introduction
Lisp has two outstanding virtues which make for ease of use and clarity.
The first is that it invites programming by recursive definitions, which is to say a specialized form of declarative, or "logic" programming.
One writes down a selected body of true equations about a function of interest, and these provide a definition by which without further ado it may be computed. To see that a function is correctly programmed one need only assent to the truths, and assure oneself that computation will terminateperhaps meeting some criterion of efficiency -for all cases which will arise; the latter task, impossible in general, is ordinarily neither difficult nor highly subject to error. [2] , and r e c e n t l y H e n d e r s o n [3] . So far as we are aware, however, there have b e e n no s y s t e m a t i c e x p e r i m e n t s in c o n s t r u c t i n g such objects and e x p l o i t i n g them in p r o g r a m m i n g . It seems most useful, therefore, rather than a t t e m p t i n g to specify in detail a language feature for w h i c h there is as yet no w i d ely felt need, instead to c h a r a c t e r i z e informally a class of i n t u i t i v e l y r e a s o n a b l e In S e c t i o n 7 we shall give a t e n t a t i v e d i s c u s s i o n of w h a t appear to be feasible i m p l e m e n t a t i o n techniques.
(With some trepidation, we pass over as not g e r m a n e to the p r e s e n t d e v e l o p m e n t such notions as Landin's "streams" and the "lazy e v a l u a t i o n " of H e n d e r s o n and M o r r i s [4] , and F r i e d m a n and Wise [5] . These, we take it, are m e t h o d s of s i m u l a t i n g comp u t a t i o n with a c t u a l l y infinite lists and trees -e.g., the list of all the prime numbers -by c o m p u t i n g b r e a d t h first, and only e l a b o r a t i n g the i n f i n i t e q u a n t i t i e s ' d e f i n i n g e x p r e s s i o n s so far as is necessary.
In the p r e s e n t context, we p r e f e r to deal w i t h list s t r u c t u r e s w h i c h exist Thus, for example,
is reasonable (and rather dull), but
is circular, since the second equation in effect gives y as the definiens of y.
It is natural to require that equations be written in an order which manifests their reasonableness.
To destroy the symmetry of the idea "set of simultaneous equations" is regrettable, but the examples will show that considerable power is gained by use of the liberalized condition.
Notation
The notation to be used here is in The intention is to express a system of equations as described above, and to yield the value of "body" in an environ-, have been bound ment in which x I ...,x n to the solutions.
A similar constructio~ introduced by plain let, makes a more readable equivalent to application of a lambda abstraction to arguments. an atom in one and to something not that atom in the other, seems to require the techniques of fast unification -see [6] for an exposition -for its efficient realization. 
. ni,d(i)).
The following function definitions are plausible: For simplicity we may do without labels, so that each node will be nothing but a list of its adjacent nodes; and as the representing structure will be strongly connected, we may accept any one of its nodes as standing for the whole cube (and similarly with other graphs which arise along the way).
To motivate the following solution, observe that any graph may be regarded, loosely speaking, as a polygon, and consider the operation of stretching a polygon out into a prism -i.e., making two copies with corresponding nodes joined up.
Given a general function for this operation, we can then compute the cube as
prism[prism[prism[nil]I]
Prism is not hard to write -though it is perhaps confusing to keep in mind that a graph, a node, and a list of nodes are all the same thing; a suitable atlas maps each node in the argument graph to the corresponding edge (represented by the pair of its two ends) in the result:
prism[g] = a value[g, pris[g, empty[]]] pris[g,h] = if defined[g,h] then h else letrec h' = extend[g, (gl.g2) ,h] and h" = prislist [g,h'] and gl = (g2.map[~x.a value[x,h] ,g]) and g2 = (gl.map[hx.d value[x,h] ,g])
in h"
prislist[g,h] = if ng then h else prislist[d_g, pris[ag,h]]
6. The Knuth-Morris-Pratt string matching algorithm [7] This is a hard example, intended to There is still the problem of constructing the automaton from the pattern. 
Implementations
We shall now attempt to suggest means by which the plan sketched in As may be seen, however, by study of the examples, "pure" atlases, for which extension is nondestructive, are probably hardly ever essestial; hence an imperatively oriented atlas facility based on marking or hashing may prove to be worth providing instead of, or as well as, a functional one (see Schwarz [8] ). Atlases are widely applicable and, we suggest, are more natural to Lisp than arrays.
