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Abstract: According to standard lore, perturbative series of super-renormalizable theories have
only instanton singularities. In this paper we show that two-dimensional scalar theories with a
spontaneously broken O(N) symmetry at the classical level, which are super-renormalizable,
have an IR renormalon singularity at large N . Since perturbative expansions in these theories
are made around the “false vacuum” in which the global symmetry is broken, this singularity
can be regarded as a manifestation of the non-perturbative absence of Goldstone bosons. We
conjecture that the Borel singularity in the ground state energy of the Lieb–Liniger model is
a non-relativistic manifestation of this phenomenon. We also provide en passant a detailed
perturbative calculation of the Lieb–Liniger energy up to two-loops, and we check that it agrees
with the prediction of the Bethe ansatz.
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1 Introduction
The study of the large order behavior of perturbative series in quantum theory has provided
an efficient window on non-perturbative phenomena. In quantum mechanics, it was found in
[1, 2] and in many subsequent works that this behavior is controlled by instantons, and is due
to the factorial growth in the number of Feynman diagrams [3] (see e.g. [4] for a textbook
introduction). In quantum field theory, the situation is more complicated, since in many theories
one can find specific diagrams which grow factorially with the loop order after integration over
the momenta [5–9]. These diagrams are usually called renormalon diagrams (see [10] for an
extensive review). They lead to singularities in the Borel plane of the coupling constant which,
following [10], we will call renormalon singularities, or renormalons for short. Depending on
the region in momenta which leads to the factorial growth, one has UV or IR renormalons. In
asymptotically free theories and in QED, renormalons are believed to control the large order
behavior of perturbation theory. Evidence for this was found in [11, 12] in the case of Yang–Mills
theory, and in [13–16] for integrable two-dimensional theories.
It is often stated in the literature that renormalons, as their name indicate, are typical
of renormalizable field theories, while super-renormalizable field theories only have instanton
singularities (see e.g. [7, 17, 18]). A typical example of the latter case is the two-dimensional
field theory for a real scalar field Φ with Lagrangian
L(Φ) = 1
2
∂µΦ∂
µΦ− µ
2
2
Φ2 − g
4!
Φ4. (1.1)
This theory is super-renormalizable. Its perturbative expansion in powers of the dimensionless
coupling g/m2 is factorially divergent but Borel-summable [19–22]. Its large order behavior is
controlled by instanton singularities, both in the phase where µ2 > 0 [21, 23], as well as in the
phase where µ2 < 0 and the Z2 symmetry is spontaneously broken [22].
We can promote the field Φ to an N -dimensional vector Φ = (Φ1, · · · ,ΦN ) and consider
the version of (1.1) with a global non-Abelian symmetry O(N). The theory is still super-
renormalizable, but the physics when µ2 < 0 is very different: a famous theorem by Cole-
man, Mermin and Wagner [24, 25] states that there are no Goldstone bosons in two dimensions,
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therefore the O(N) symmetry can not be broken quantum-mechanically. One symptom of this
situation is that, when µ2 < 0, the quantum corrections to the vacuum expectation value (vev)
of Φ are afflicted with IR divergences. In a sense, the classical vacuum in which 〈Φ〉 6= 0 can
be regarded as a “false vacuum” in the full quantum theory. In spite of this, it was shown by
Jevicki [26] that, after renormalization and an appropriate IR regularization, the perturbative
expansion for the ground state energy is well-defined, and IR divergences cancel order by order in
the expansion in the coupling constant. This result was extended in [27, 28] to all O(N)-invariant
correlation functions.
In this paper we argue that the perturbative series for the ground state energy of the O(N)
theory around this false vacuum is factorially divergent and leads to a Borel singularity in the
positive real axis. Therefore, the series is not Borel summable, and the Borel singularity turns
out to be an IR renormalon. This is then an example of an IR renormalon singularity in a
super-renormalizable theory.
In order to establish the existence of a renormalon in this theory, we consider the leading
contribution to the perturbative series at largeN , which is due to a family of bubble-like diagrams.
We show that, in agreement with Jevicki’s result, their contribution is finite, order by order, but
it grows factorially due to the momentum integration in the IR region. Our strategy is very
similar to the analysis of renormalons in QED and QCD. In these theories, one can take a
large Nf or large β0 limit, respectively, in which perturbation theory is dominated by bubble
chains with a renormalon behavior [10]. The renormalon singularity we find at large N is very
simple and it can be analysed in detail with the tools of the theory of resurgence [4, 29, 30].
It is in fact possible to calculate the exact Borel transform of the divergent series associated to
the renormalon diagrams, and to determine the full trans-series incorporating non-perturbative
corrections.
The motivation for this work came from the the study of a non-relativistic analogue of the
two-dimensional O(N) scalar theory, namely, the Lieb–Liniger model [31]. This model describes
a Bose gas in one spatial dimension with a delta function repulsion, and the ground state energy
can be found exactly with the Bethe ansatz. In [32] we obtained analytic results for the pertur-
bative series of the ground state energy up to very large order and we observed that it diverges
factorially, leading to a Borel singularity in the positive real axis. Instanton solutions leading
to this singularity do not seem to exist. However, as we will see in this paper, the perturbative
expansion of the Lieb–Liniger model is very similar to the one in the O(N) model (this was
already pointed out in [26]). It is then natural to conjecture that the Borel singularity found in
the Lieb–Liniger model is an IR renormalon, similar to the one found in the relativistic O(N)
theory. We have not been able to provide a concrete realization of this scenario by finding an
appropriate family of renormalon diagrams, but we go through the exercise of computing the
ground state energy at two-loops by using the field theory approach of [33]. We show that the IR
divergences in the Lieb–Liniger model have the same structure than the ones in the relativistic
O(N) theory, and we verify that they cancel up to two-loops. As an aside, we check that the
final result agrees with the answer obtained from the Bethe ansatz1.
This paper is organized as follows. In section 2, after reviewing the results of [26], we present
our main calculation, namely, the ground state energy of the O(N) model at next-to-leading order
in the 1/N expansion. We show that the resulting expansion in the coupling constant leads to a
factorially divergent series and an IR renormalon, and we perform a detailed resurgent analysis
1The agreement with the Bethe ansatz up to two-loops was verified long ago in the very different hydrodynamic
formalism of [34, 35], which does not have IR divergences.
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of the series. We also generalize the result to any potential for the scalar field. In section 3 we
study the Lieb–Liniger model up to two-loops by using field theory techniques. Finally, in 4 we
conclude and list some problems for the future.
2 Renormalons in the two-dimensional O(N) model
2.1 The ground state energy at two-loops
In this paper we will focus on the perturbative series for the ground state energy of the two-
dimensional O(N) model. A good starting point for our analysis is a review of the two-loop
calculation due to Jevicki [26] in the case of a quartic potential, since our main calculation is
a large N generalization of Jevicki’s result. In these calculations, one performs an expansion
around the classical vacuum in which the symmetry is spontaneously broken. As a consequence
of the Coleman–Mermin–Wagner theorem, this is a “false vacuum” in the full quantum theory.
Jevicki showed that, although IR divergences appear in intermediate steps of the calculation,
they cancel in the final answer.
Let us then consider the standard O(N) theory for a vector field Φ = (Φ1, · · · ,ΦN ), described
by the Lagrangian
L(Φ) = 1
2
∂µΦ · ∂µΦ− V (Φ), (2.1)
where the potential is given by
V (Φ) =
µ2
2
Φ2 +
g
4!
Φ4. (2.2)
We denote Φ4 = (Φ2)2. We will consider the stable case in which g > 0. Classically, there are
two phases. When µ2 > 0, the absolute minimum occurs at Φ = 0. This is the symmetric phase.
The phase of spontaneously broken symmetry corresponds to
µ2 < 0. (2.3)
In this case, the minimum occurs at
Φ2 = φ2? = −3!
µ2
g
. (2.4)
Classically, the O(N) symmetry is spontaneously broken down to O(N − 1).
Quantum mechanically, to determine the ground state and the ground state energy, we have
to compute the Coleman–Weinberg effective potential [36]. We will follow [37]: first we split Φ
as
Φ = (φ, 0, · · · , 0) + (ξ, 0, · · · , 0) + (0, η1, · · · , ηN−1), (2.5)
where φ is a constant field configuration, while ξ, η = (η1, · · · , ηN−1) are quantum fluctuations.
We will calculate V (φ) as the sum of all one-particle irreducible diagrams. The quantum corrected
vev φ is then determined by
∂V
∂φ
= 0, (2.6)
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and the ground state energy is obtained by evaluating the effective potential on the solution of
(2.6). From now on we will work in the Euclidean theory. The relevant Lagrangian is
L(φ, ξ,η) = 1
2
µ2φ2 +
g
4!
φ4
+
1
2
∂µξ∂
µξ +
m21
2
ξ2 +
1
2
∂µη · ∂µη + m
2
2
2
η2
+
g
3!
φξ3 +
g
3!
φξη2 +
g
12
ξ2η2 +
g
4!
ξ4 +
g
4!
η4.
(2.7)
We have removed the linear vertex in ξ, following the prescription of [37]. In the second line of
(2.7) we have introduced the masses
m21 = µ
2 +
g
2
φ2, m22 = µ
2 +
gφ2
3!
+ 2. (2.8)
Following Jevicki [26], we have introduced an IR regulator 2 which will be taken to zero at the
end of the calculations. When evaluated at the classical minimum (2.4), we have
m21 = −2µ2 := m2, m22 = 2. (2.9)
In the limit  → 0, the N − 1 scalar fields ηi, i = 1, · · · , N − 1 become massless and are the
classical Goldstone bosons of the model. The propagator of the ξ field is represented by a full
line, while the one of the η fields is represented a dashed line; they are shown in Fig. 1.
Finally, the third line in (2.7) gives the interaction terms. This leads to five types of Feynman
vertices which we represent in Fig. 2.
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Figure 1. The propagators for the ξ and the η fields.
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Figure 2. The vertices for the spontaneously broken phase of the O(N) model.
In order to keep track of the loop order we introduce a ~ parameter so that the effective
potential reads, up to two-loops,
V (φ2) =
1
~
V0(φ
2) + V1(φ
2) + ~V2(φ2) + · · · (2.10)
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The tree-level and one-loop contributions are given by
V0(φ) =
1
2
µ2φ2 +
g
4!
φ4,
V1(φ) =
1
2
∫
ddk
(2pi)d
log(k2 +m21) +
1
2
(N − 1)
∫
ddk
(2pi)d
log(k2 +m22).
(2.11)
The two-loop contribution is given by the sum of the diagrams in Fig. 3. We will write it as
(a)
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Figure 3. Diagrams contributing to the two-loop effective potential .
V2(φ) = V
(1)
2 (φ) + V
(2)
2 (φ), (2.12)
where V
(1)
2 only involves products of one-loop integrals, while V
(2)
2 involves genuine two-loop
integrals. We have,
V
(1)
2 = (a) + (b) + (c), (2.13)
and
(a) = 3
g
4!
(∫
ddk
(2pi)d
1
k2 +m21
)2
,
(b) = 2(N − 1) g
4!
(∫
ddk
(2pi)d
1
k2 +m21
)(∫
ddk
(2pi)d
1
k2 +m22
)
,
(c) = (N2 − 1) g
4!
(∫
ddk
(2pi)d
1
k2 +m22
)2
.
(2.14)
On the other hand,
V
(2)
2 = (d) + (e), (2.15)
where
(d) = −3!
2
( g
3!
)2
φ2
∫
ddk
(2pi)d
ddl
(2pi)d
1
k2 +m21
1
l2 +m21
1
(k + l)2 +m21
,
(e) = −
( g
3!
)2
φ2(N − 1)
∫
ddk
(2pi)d
ddl
(2pi)d
1
k2 +m22
1
l2 +m22
1
(k + l)2 +m21
.
(2.16)
We now solve the minimization equation (2.6) order by order in the loop expansion, as
φ2 = φ2? + ~φ21 + ~2φ22 + · · · , (2.17)
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where φ2? is the classical value (2.4). The first quantum correction is
φ21 = −
(
∂2V0
∂ (φ2)2
(φ2?)
)−1
∂V1
∂φ2
(φ2?). (2.18)
The final result for the ground state energy at two-loops is
E(m2, g) =
1
~
V0(φ
2
?) + V1(φ
2
?) + ~
(
V2(φ
2
?)−
1
2
∂2V0
∂ (φ2)2
(φ2?)φ
4
1
)
+ · · · (2.19)
So far we have not evaluated the Feynman integrals, which display both UV divergences as
well as IR divergences when the IR regulator  is taken to zero. UV divergences in scalar field
theories in two dimensions can be renormalized by normal-ordering the fields. In the case of an
N -dimensional vector, one has
: Φ2 : = Φ2 −NI(m),
: Φ4 : = Φ4 − 2(N + 2)I(m)Φ2 +N(N + 2)I2(m),
(2.20)
where
I(m) =
∫
ddk
(2pi)d
1
k2 +m2
, (2.21)
and m parametrizes the choice of mass in the normal ordering. Different choices of m correspond
to different renormalization schemes. We note that m is not necessarily the mass of the scalar
field appearing in the theory. Normal-ordering renormalization is equivalent to renormalizing
the mass and the vacuum energy in the original Lagrangian (2.1) (see the recent discussions in
[21, 22, 38, 39]). The mass renormalization is
µ2 = µ˜2 − gN + 2
6
I(m), (2.22)
where µ is the bare mass and µ˜ is the renormalized mass. In addition, one has to add to the
vacuum energy the counterterm
g
N(N + 2)
4!
I2(m). (2.23)
One property of normal ordering is that, if there is an interacting scalar field of mass m, diagrams
involving contractions of legs in the same vertex vanish. Therefore, a convenient choice, made in
[26], is to do normal ordering w.r.t. the mass of the ξ field in the classical vacuum, i.e. to choose
m2 = m2. (2.24)
This is the scheme also used in the recent works [21, 22]. In practice, this means that the UV
divergent one-loop integrals appearing in the calculations above are renormalized as∫
d2k
(2pi)2
1
k2 + a2
→
∫
d2k
(2pi)2
(
1
k2 + a2
− 1
k2 +m2
)
= − 1
4pi
log
(
a2
m2
)
. (2.25)
With this choice of renormalization scheme, the diagrams (a) and (b) vanish. We renormalize
the one-loop effective potential (i.e. the vacuum energy) in a way which is consistent with (2.25),
namely ∫
d2k
(2pi)2
log(k2 + a2)→ a
2
4pi
(
1− log
(
a2
m2
))
. (2.26)
– 6 –
In particular, (2.11) reads,
V1(φ
2
?) =
m2
8pi
+
N − 1
8pi
2
(
1− log
(
2
m2
))
. (2.27)
All UV divergences are removed by this procedure. However, we still have to take care of possible
IR divergences as we send the IR cutoff to zero: 2 → 0. Some of the quantities we have computed
are genuinely IR divergent, like for example the one-loop correction to the vev,
φ21 =
N − 1
4pi
log
(
2
m2
)
. (2.28)
This is a reflection of the Coleman–Mermin–Wagner theorem, namely the classical vev is desta-
bilized by IR divergences in the quantum corrections. However, Jevicki observed that when the
IR regulated results are plugged into (2.19), the IR divergences cancel and the limit 2 → 0 leads
to a finite result. To see this, we note that the Feynman integral appearing in the diagram (e) is
given by∫
d2k
(2pi)2
d2l
(2pi)2
1
k2 + 2
1
l2 + 2
1
(k + l)2 +m2
=
1
(4pim)2
((
log
(
2
m2
))2
+
pi2
3
)
+O(2).
(2.29)
It is now easy to see that the IR divergences of the form log2(2) appearing in V2(φ
2
?) cancel
against the term involving φ41 in the ground-state energy. Finally, the integral appearing in (d)
is finite and given by (see e.g. [40])∫
d2k
(2pi)2
d2l
(2pi)2
1
k2 +m2
1
l2 +m2
1
(k + l)2 +m2
=
1
(4pi)2
2A
m2
, (2.30)
where
A =
√
3 Im Li2
(
e2pii/3
)
. (2.31)
Putting all together, we finally obtain Jevicki’s result [26]
E(ĝ, N) = − 3
8ĝ
+
1
8pi
−
(
A
2
+
N − 1
12
pi2
3
)
ĝ
(4pi)2
+O(ĝ2), (2.32)
where we have used the dimensionless quantities
ĝ =
g
m2
, E = E
m2
. (2.33)
The well-defined series (2.32) is expected to give the correct asymptotic expansion for the ground
state energy of the theory (2.1) with µ2 < 0. As already noted by Jevicki in [26], this is confirmed
by a non-relativistic analogue of this theory with an O(2) global symmetry: the Lieb–Liniger
model [31]. In that model, one calculates the perturbative series for the ground state energy by
expanding around a classical vacuum which breaks the O(2) symmetry. The resulting series is
not only well-defined, but it gives the correct asymptotic expansion of the ground state energy, as
it can be verified directly by comparing it to the weak-coupling expansion of the exact solution
obtained with the Bethe ansatz. We will perform this detailed check and comparison up to
two-loops in our study of the Lieb–Liniger model in section 3.
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2.2 Large N expansion and renormalons
The ground state energy density, which is given at two-loops in (2.32), depends on N and gˆ. By
using large N counting, it is easy to show that its perturbative expansion in powers of gˆ has the
following structure,
E(ĝ, N) = − 3
8ĝ
+
∑
k≥0
(
1+k∑
r=1
er,kN
1+k−r
)
ĝk. (2.34)
In particular, each coefficient in this series is a polynomial in N . The calculation of the full
perturbative series (2.34) to high loop order is difficult, but one can consider the limit in which
N is large. In this case, at each order in gˆ, the leading contribution comes from the coefficients
e1,k. As we will see, this sequence of coefficients is associated to a very specific type of diagrams
and it can be calculated in closed form. It grows factorially with k, and leads to a Borel singularity
in the positive real axis. This implies the existence of a renormalon singularity in the original
perturbative series, at least if N is large enough. This strategy to study the renormalon structure
of E(ĝ, N) is similar to the large Nf or large β0 limit of the perturbative expansion in QED and
QCD, respectively. In this limit, perturbation theory is dominated by bubble diagrams, and
this can be used to establish the existence of renormalons in these theories [10]. Renormalons
in the scalar O(N) theory in four dimensions have been also studied by calculating the effective
potential at next-to-leading order in the large N expansion [41].
In order to further understand the structure of (2.34) at large N , it is convenient to introduce
the ’t Hooft coupling
λ = gN (2.35)
and its dimensionless counterpart,
λ̂ = ĝN, (2.36)
and reorganize the expansion as
E(ĝ, N) =
∑
r≥0
N1−rE(r)(λ̂), (2.37)
where
E(0)(λ̂) = −
3
8λ̂
(2.38)
and
E(r)(λ̂) =
∑
k≥0
er,kλ̂
k. (2.39)
In the large N limit at fixed ’t Hooft coupling, the first non-trivial contribution to the energy is
given by E(1), which encodes the coefficients e1,k for all k. From the point of view of the 1/N
expansion, this is the next-to-leading contribution to the energy density, and it can be calculated
from the 1/N expansion of the effective potential.
The leading large N contribution to the effective potential in dimensions 1 ≤ d ≤ 4 was
obtained in the well-known paper [42], and the subleading corrections were discussed in [43]. Let
us then review the relevant large N techniques developed in [42, 43]. The first step is to perform
a Hubbard–Stratonovich transformation. This leads to an equivalent theory with two fields, Φ
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and X, and Lagrangian,
L(Φ, X) = L(Φ) + 3N
2λ
(
X − λ
6N
Φ2 − µ2
)2
=
1
2
∂µΦ · ∂µΦ− X
2
Φ2 +
3N
2λ
X2 − 3Nµ
2
λ
X +
3Nµ4
2λ
.
(2.40)
This theory is equivalent to the original one since X is an auxiliary field which can be integrated
out. To obtain the effective potential, we expand around a constant configuration of the fields,
Φ1(x) = ξ(x) +
√
Nφ, X(x) = χ+
χ˜(x)√
N
, Φj(x) = ηj−1(x), j = 2, · · · , N. (2.41)
After removing the linear terms and going to Euclidean signature, we obtain the Lagrangian
L(η, ξ, χ˜;φ, χ) = Vtree(φ, χ) + 1
2
∂µη · ∂µη + 1
2
χη2
+
1
2
∂µξ · ∂µξ + 1
2
χξ2 − 3χ˜
2
2λ
+ χ˜ξφ
+
1
2
√
N
χ˜ξ2 +
1
2
√
N
χ˜η2.
(2.42)
In this expression,
Vtree(φ, χ) = N
(
−3χ
2
2λ
+
χφ2
2
+
3µ2χ
λ
− 3µ
4
2λ
)
(2.43)
is the tree level contribution. The effective potential has the large N expansion
V (φ, χ) = N
∑
k≥0
V(k)(φ, χ)N
−k, (2.44)
and the minimization conditions
∂V
∂φ
=
∂V
∂χ
= 0 (2.45)
can be also solved order by order in the 1/N expansion,
φ = φ(0) +
1
N
φ(1) + · · · , χ = χ(0) +
1
N
χ(1) + · · · (2.46)
At large N , the effective potential is given by the tree level contribution, plus the one-loop
contribution of the N − 1 η fields. We find in this way, after using the renormalization scheme
discussed in section 2.1,
V(0)(φ, χ) = −
3χ2
2λ
+
χφ2
2
+
3µ2χ
λ
− 3µ
4
2λ
+
1
8pi
χ
(
1− log
( χ
m2
))
, (2.47)
which is the result of Coleman, Jackiw and Politzer [42]2.
2The renormalization of the mass (2.22) due to normal ordering coincides at large N with the renormalization
scheme used in [42].
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In order to calculate the coefficients e1,k in (2.34), we have to expand the effective poten-
tial around the saddle point which corresponds to the conventional perturbative vacuum. The
minimization conditions (2.45) give
φ2(0) =
6χ(0)
λ
− 6µ
2
λ
+
1
4pi
log
(χ(0)
m2
)
, (2.48)
as well as
χ(0) = 0. (2.49)
This leads to an IR divergence when plugged in (2.48), which was interpreted in [42] as a mani-
festation of the Coleman–Mermin–Wagner theorem. However, we can regulate this IR divergence
as in [26], by setting
χ(0) = 
2, (2.50)
and taking the limit → 0 at the end of the calculation. By plugging this in (2.48), we find the
large N limit of the result (2.28) obtained in the loop expansion. Therefore, the saddle-point
which makes contact with the conventional, IR-regularized perturbative expansion, is given by
(2.48), (2.50)3.
D⌘j⌘k =
 jk
p2 +  
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Figure 4. The propagators for the effective Lagrangian (2.42).
Let us now calculate the next-to-leading correction in 1/N to the effective potential, folllow-
ing [43]. We can think about (2.42) as a theory of the fields η, χ˜ and ξ, with a non-diagonal
propagator for ξ, χ˜. The inverse propagator for ξ, χ˜ is given by the matrix(
p2 + χ φ
φ −3/λ
)
(2.51)
After inversion, we find the following propagators:
Dξξ =
1
p2 + χ+ λφ2/3
,
Dξχ˜ =
λφ
3
1
p2 + χ+ λφ2/3
,
Dχ˜χ˜ = −λ
3
p2 + χ
p2 + χ+ λφ2/3
.
(2.52)
3One could argue that the expansion should be done around the “true” vacuum at large N , which is located
at φ = 0. However, such an expansion would not be connected to the perturbative expansion (2.34) around the
classical vacuum, which is what we want to study here. This is similar to what happens in Fermi gases with an
attractive interaction. There, one can expand around a non-trivial large N vacuum with a gap, which is useful to
study the theory at strong coupling, or one can expand around the perturbative vacuum, which leads to a sum
over ladder diagrams [44] with renormalon behavior [45]. We would like to thank Marco Serone for illuminating
conversations on this point.
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In addition, the propagator for ηjηk is given by
Dηjηk =
δjk
p2 + χ
. (2.53)
These propagators are represented graphically in Fig. 4. The ξ, η, χ˜ fields are represented by a
full black line, dashed black line and full red line, respectively. In addition, we have the cubic
vertices shown in Fig. 5.
  1
2
p
N
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Figure 5. The vertices for the effective Lagrangian (2.42). The first one represents the χ˜ξ2 coupling,
while the second one represents the χ˜η2 coupling.
At one-loop, the η fields gave a contribution of order N in (2.47), but since there are only
N − 1 of them they also give a subleading contribution in the 1/N expansion,
− 1
2
∫
ddk
(2pi)d
log(k2 + χ). (2.54)
The fields ξ, χ˜ are coupled and they give the following contribution of order one to the effective
potential:
1
2
∫
ddp
(2pi)d
log
(
p2 + χ+
λφ2
3
)
, (2.55)
up to an irrelevant constant.
p
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=  ⇧(p, )
Figure 6. The polarization loop, which gives the function Π(p, χ) introduced in (2.56).
What other diagrams can contribute at this order? It turns out that the only contribution
comes from ring diagrams. The building block of ring diagrams is the polarization loop Π(p, χ),
which is shown in Fig. 6 and given by
Π(p, χ) =
1
2
∫
d2q
(2pi)d
1
(q2 + χ)((p+ q)2 + χ)
. (2.56)
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Note that this is of order one at large N . We can now join n copies of this loop through n
propagators of the χ˜ field, as shown in Fig. 7. The sum of these ring diagrams gives the following
contribution to the effective potential,
−
∑
n≥1
1
2n
∫
ddp
(2pi)d
(DχχΠ(p, χ))
n = −
∑
n≥1
1
2n
∫
ddp
(2pi)d
(
−λ
3
(p2 + χ)Π(p, χ)
p2 + χ+ λφ2/3
)n
. (2.57)
This can be summed in closed form to obtain
1
2
∫
ddk
(2pi)d
log
[
(k2 + χ)(1 + λΠ(k, χ)/3) + λφ2/3
k2 + χ+ λφ2/3
]
. (2.58)
Together with (2.55) we obtain
V(1)(φ, χ) =
1
2
∫
ddk
(2pi)d
log
[
(k2 + χ)(1 + λΠ(k, χ)/3) + λφ2/3
k2 + χ
]
. (2.59)
+ + + · · ·
Figure 7. Ring diagrams contributing to V(1)(φ, χ).
We can now use these results to compute the ground state energy. By evaluating the effective
potential at its minimum we find
E = NV(0)(φ
2
(0), χ(0)) +
∂V(0)
∂φ2
(φ2(0), χ(0))φ
2
(1) +
∂V(0)
∂χ
(φ2(0), χ(0))χ(1)
+ V(1)(φ
2
(0), χ(0)) +O
(
1
N
)
.
(2.60)
Due to the minimization conditions, the terms involving φ2(1), χ(1) in the first line of (2.60) in
principle vanish. One has to be careful, however, due to the regularization of IR divergences:
since
∂V(0)
∂φ2
= χ(0) = 
2, (2.61)
we have to calculate the limit  → 0 of the second term in the first line of (2.60) explicitly. By
using the explicit expression for φ2(1) it can be checked that indeed
E = NV(0)(φ
2
(0), χ(0)) + V(1)(φ
2
(0), χ(0)) +O
(
1
N
)
. (2.62)
The leading term is indeed given by (2.38). By using (2.59) and (2.48), and taking into account
our renormalization scheme, we obtain
E(1) =
1
8pi
+
1
2m2
∫
d2k
(2pi)2
log
[
1 +
λ
3
1
k2 +m2
(
(k2 + 2)Π(k, 2) +
1
4pi
log
(
2
m2
))]
. (2.63)
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As emphasized in [46], the IR divergences for the ground state energy have to cancel order by
order in the 1/N expansion. It is now possible to check explicitly the absence of IR singularities
in E(1). The polarization loop can be computed explicitly (see e.g. Appendix A in [4]):
Π(p, χ) =
1
4pi
√
p2(p2 + 4χ)
log
√
p2 + 4χ+
√
p2√
p2 + 4χ−
√
p2
. (2.64)
In the limit χ = 2 → 0 we find
Π(p, 2) =
1
4pip2
log
(
p2
2
)
+O(2), (2.65)
This is indeed IR divergent, but the divergence cancels against the contribution due to φ2(0). In
the 2 → 0 limit, one finds
E(1) =
1
8pi
+
1
2m2
∫
d2k
(2pi)2
log
[
1 +
λ
12pi
1
k2 +m2
log
(
k2
m2
)]
. (2.66)
This expression is IR finite but UV divergent, due to the linear term in λ. The UV divergence
can be removed by using our renormalization scheme. This is easier to do in the original repre-
sentation (2.63), or by requiring that we reproduce the two-loop result (2.32) at this order in the
1/N expansion. In this way, we obtain the manifestly finite, surprisingly simple answer for the
subleading correction to the ground state energy in the 1/N expansion,
E(1) =
1
8pi
− pi
48
γ − I(γ), (2.67)
where I(γ) is the integral
I(γ) = 1
8pi
∫ ∞
0
dx
{
log
[
1 + γ
log (x)
x+ 1
]
− γ log (x)
x+ 1
}
(2.68)
and γ is the dimensionless coupling
γ =
λ̂
12pi
. (2.69)
It is useful to expand the function I(γ) in powers of γ:
E(1) ∼
1
8pi
− pi
48
γ −
∞∑
n=0
cnγ
n+2. (2.70)
The coefficients cn are given by
cn =
(−1)n
8pi(n+ 2)
∫ ∞
0
(
log(x)
1 + x
)n+2
dx, n ≥ 0. (2.71)
The integrals can be computed as derivatives of the beta function, as in a similar calculation in
[47]: ∫ ∞
0
dx
(x+ 1)n
(log(x))n = (−1)n d
n
dzn
B(1− z, n− 1 + z)
∣∣∣∣
z=0
. (2.72)
– 13 –
Of course, the coefficients e1,n+2 appearing in (2.34), (2.39) are given, up to a overall factor
(12pi)−n−2, by the cn in (2.71). We have then determined the leading contribution to the pertur-
bative expansion (2.34) when N is large.
What is the large order behavior of the cn? Let us first note that their integrand involves
the n-th power of the logarithm of the momentum, which is typical of renormalon diagrams [10].
As n grows, this integrand has larger and larger values near k = 0, i.e. in the IR region, while
the UV behavior as k →∞ is tamed by the denominator (k2 +m2)n. It is indeed easy to show
that4
cn ∼ n!
8pi
, n 1. (2.73)
Therefore, the first non-trivial contribution to the ground state energy in the 1/N expansion is
given by a factorially divergent series in the coupling constant. The factorial growth is due to
the integration over momenta in the IR region, and leads to a singularity in the Borel plane of
the dimensionless coupling constant ĝ. The singularity is located, at large N , at
ζ =
12pi
N
. (2.74)
Therefore, this is an IR renormalon. It leads to a non-perturbative ambiguity in this theory,
characterized by the exponentially small scale
exp
(
−12pi
Nĝ
)
. (2.75)
Since the singularity is in the positive real axis, the perturbative expansion in this theory is not
Borel summable, for N > 1. This is in contrast to the case N = 1, where the series is Borel
summable [19–22]. It is interesting to note that the argument in [20–22] for Borel summability
can not be applied in the case of two-dimensional theories with a continuum of degenerate vacua,
which is precisely the case we are looking at.
Let us make some additional comments on this result:
1. Although the coupling constant g does not get renormalized, the mass does, and this leads
to a renormalization of the dimensionless coupling constant ĝ. The corresponding beta
function at one-loop is
β(ĝ) = −N + 2
6pi
ĝ2. (2.76)
The coefficient appearing in the exponent of (2.75) can then be interpreted as twice the
coefficient of this beta function, at large N . This is similar to what happens with standard
IR renormalons in an asymptotically free theory.
2. A similar calculation can be done in the theory (2.1) but in three dimensions, which is also
super-renormalizable. In this case, the symmetry remains broken quantum-mechanically
[42] and the classical vacuum is the “true” vacuum at weak coupling. The 1/N correction
to the ground state energy leads to a series which grows only exponentially and has a
finite radius of convergence, which is the expected behavior in the absence of renormalons
(see e.g. [4, 29]). This supports our interpretation of the IR renormalon in (2.70) as a
manifestation of the Coleman–Mermin–Wagner theorem.
4In the next section we will derive a closed formula for the cn, as well as a precise asymptotic expansion for
them.
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3. As in the case of QED or QCD renormalons, the IR renormalon at (2.74) is associated to
bubble-like diagrams, which in the Hubbard–Stratonovich form of the theory (2.40) are the
ring diagrams of Fig. 7. In order to cancel IR divergences, however, one also has to add
the one-loop contribution (2.55). In the original formulation of the theory, the factorially
divergent behavior is not due to a single class of diagrams but is the result of different types
of diagrams that have to be combined in order to obtain an IR finite result. The large N
expansion finds the right combination of diagrams for us.
4. The original integral form (2.67) provides a resummation of the power series (2.70), but it
gives a complex result, for any value of λ. The imaginary part is of order (2.75). This is
yet another manifestation of the lack of Borel summability of the original series, as we will
make more precise in the next section.
5. It is interesting to note that the non-perturbative scale (2.75) shows up when this model is
studied on a two-dimensional Anti-de Sitter space [48, 49]. In AdS2 the Coleman–Mermin–
Wagner theorem can be evaded and, if the AdS2 radius R is sufficiently small, there is a
phase where the O(N) symmetry is spontaneously broken. The boundary separating this
phase from the phase with unbroken symmetry is given by [48]
RM = exp
(
−12pi
Nĝ
− γE
)
, (2.77)
where M is a renormalization mass scale (we note that in [48] the UV divergences are
regularized by a cut-off). This involves precisely the non-perturbative ambiguity (2.75).
6. In [22], complex instantons were found for the theory (1.1) with µ2 < 0 and with a single
scalar field (i.e. N = 1). These solutions to the classical EOM can be trivially embedded in
the O(N) theory we have studied, and we expect them to lead to singularities in the Borel
plane. Singularities associated to complex instantons do not obstruct Borel summability,
but they might control the leading large order behavior of the perturbative series for some
values of N , similarly to what happens in [50].
7. There might be additional instanton singularities in this theory, and one could ask whether
the singularity (2.74) can be associated to an instanton. Usually, factorial growth in the
loop expansion at a fixed order in the 1/N expansion can not be justified by instanton
singularities (see e.g. [13, 29]). In addition, it is easy to see that any real solution to the
Euclidean EOM has a negative real action,
S = − g
4!
∫
ddxΦ4(x), (2.78)
therefore an instanton configuration leading to the singularity at (2.74) has to be complex
but lead to a positive, real action. Moreover, this action should scale as 1/N for large N .
In some models, and after a twisted compactification, such scaling can be obtained through
fractional instantons [51–57]. However, in this case, and in infinite volume, an instanton
interpretation of the singularity (2.74) seems difficult to achieve.
8. The structure of (2.67) is very similar to the 1/N correction to the ground state energy of
the attractive Gaudin–Yang model with N components, calculated in [45]. In both cases,
ring diagrams diverge factorially and they are resummed by a logarithm which gives an
exponentially small imaginary part. In the case of the Gaudin–Yang model, this imaginary
part is a manifestation of the Cooper instability.
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2.3 Resurgent analysis
As we have seen in the previous section, the series (2.70), which is obtained from ring diagrams,
diverges factorially and leads to a singularity in the Borel plane. Factorially divergent series
arising in the large Nf limit of QED (or the large β0 limit of QCD) can sometimes be analyzed
in great detail, and their Borel transforms computed in closed form, see [10] for examples. In
this section we will perform such an analysis for (2.70) by using the theory of resurgence (for this
example, we will only need the tools presented in [4]).
Let us consider the formal power series appearing in (2.70),
ϕ(γ) =
∞∑
n=0
cnγ
n, (2.79)
as well as its Borel transform
ϕ̂(ζ) =
∞∑
n=0
cn
n!
ζn. (2.80)
This Borel transform has singularities on the positive real axis, so the conventional Borel resum-
mation is not well-defined. However, we can define the lateral Borel resummations as
s±(ϕ)(z) = z−1
∫
C±
dζ e−ζ/zϕ̂(ζ), (2.81)
where C± are integration paths slightly above (respectively, below) the positive real axis. These
lateral Borel resummations have an imaginary piece which, according to the theory of resurgence,
can be obtained by an appropriate resummation of a formal trans-series, involving both the
coupling γ and the exponentially small coupling e−1/γ . We expect this trans-series to be of the
form ∞∑
`=1
C`e
−`/γγ−b`ϕ`(γ), (2.82)
where C` are constants (sometimes called the trans-series parameters) and
ϕ`(z) =
∑
n≥0
a`,nγ
n (2.83)
is a, in general divergent, formal power series in γ.
It turns out that in this example the trans-series (2.82) can be computed in a simple way.
The reason is the following. The resummed energy can be written in terms of the integral I(γ)
in (2.68). As we mentioned in the previous section, this integral has an imaginary part which is
easy to calculate. For any value of γ, the argument of the logarithm becomes negative for
0 < x < x(γ), (2.84)
where x(γ) is the solution to the equation
1 + γ
log (x)
x+ 1
= 0. (2.85)
Along the interval [0, x(γ)], the integrand of (2.68) has a constant imaginary part, given by ±i/8,
where the sign depends on a choice of sign for log(−1) = ±pii. The imaginary part of I(γ) is
then given by
Im I(γ) = ± i
8
x(γ). (2.86)
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We expect this imaginary part to agree (up to an overall factor γ2) with the imaginary part of
the lateral Borel resummations (2.81). On the other hand, an explicit solution to (2.85) can be
found by using Lambert’s function W (x):
x(γ) = γW
(
γ−1e−1/γ
)
=
∞∑
`=1
``−1
`!
(−1)`−1γ1−`e−`/γ . (2.87)
From this we can read the trans-series (2.82) associated to ϕ(γ): it has
b` = `+ 1, ϕ`(γ) =
1
8
``−1
`!
(−1)`−1. (2.88)
In this case, the series ϕ`(γ) truncate to a single coefficient (this truncation seems to be typical of
trans-series appearing in large N renormalon calculations). Note in addition that, as a series in
e−1/γ/γ, the trans-series has a finite radius of convergence. This also happens in other examples
(see e.g. [58, 59]). One can verify numerically that the integral I(γ) agrees with the lateral Borel
resummation, i.e.
I(γ) = γ2s±(ϕ)(γ), (2.89)
where the choice of lateral resummation corresponds to the choice of sign in the imaginary part
of I(γ).
· · ·
Figure 8. The Borel transform (2.80) has poles of order ` + 1 at all positive integers ` = 1, 2, · · · . The
`-th singularity leads to an exponentially small correction exp (−12pi`/(Nĝ)) in the trans-series.
It follows from the general theory of resurgence that the trans-series contains information
about the singularities of the Borel transform of the original series. In particular, a pole of order
k at ζ = A in the Borel transform ϕ̂(ζ), with coefficient a, leads to a term in the trans-series of
the form
pia(−1)k−1
(k − 1)!
e−A/γ
γk
. (2.90)
In our case, we find poles at all positive integers ζ = `, of order ` + 1. More precisely, we can
write
ϕ̂(ζ) =
1
8pi
∞∑
`=1
``−1
(ζ − `)`+1 + regular. (2.91)
This gives the precise positions of all the IR renormalon singularities, which we show schematically
in Fig. 8. We note that there are no other singularities in the Borel plane. In particular, there
are no UV renormalons. The regular part in (2.91) can be guessed by using the fact that the
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coefficients cn only involve zeta functions evaluated at even integers. We then conjecture the
following exact expression,
ϕ̂(ζ) =
1
8pi
∞∑
`=1
{
``−1
(ζ − `)`+1 + (−1)
`−1`−`−1(ζ + `)`−1
}
, (2.92)
which we have checked by expanding around ζ = 0 at very large order. Interestingly, we can now
reconstruct the original perturbative coefficients in (2.80) by the Cauchy formula
ck
k!
=
1
2pii
∮
C0
ϕ̂(ζ)
ζk+1
dζ, (2.93)
where C0 is a small circle around ζ = 0. We deform the contour C0 to pick all the poles in the
positive real axis, plus a contour at infinity C∞. We obtain in this way
ck = −k!
∞∑
`=1
Resζ=`
(
ϕ̂(ζ)
ζk+1
)
+
k!
2pii
∮
C∞
ϕ̂(ζ)
ζk+1
dζ. (2.94)
The sum in the r.h.s. of (2.94) gives the contribution of Borel singularities to the large order
behavior of the perturbative series. By using (2.92) we find
1
8pi
∞∑
`=1
`−k−`−1Γ(k + `+ 1)
(−1)`−1``−1
`!
=
1
8pi
∞∑
`=1
(−1)`−1`−k−2(1 + `)k, (2.95)
where (α)β is the Pochhammer symbol. The expression in the l.h.s. has the standard form of a
resurgent asymptotic formula. The contribution of the integral around infinity in (2.94) gives
1
8pi
∞∑
`=1
(−1)`−1 (k − `)(k − 1− `) · · · (1− `)
(−`)k+2 , (2.96)
and we obtain
ck =
1
8pi
∞∑
`=1
(−1)`−1`−k−2
(
(1 + `)k + (−1)k(1− `)k
)
. (2.97)
This can be written even more explicitly by expressing the Pochhammer symbols in terms of
Stirling numbers of the first kind s(k, n). We find,
ck =
1
4pi
[ k+1
2
]∑
t=0
s(k + 1, k + 1− 2t) (1− 2−1−2t) ζ(2t+ 2). (2.98)
This provides a much more explicit expression for the coefficients of the perturbative series than
the original integral formula (2.71). Therefore, in this case, knowledge of the trans-series eventu-
ally leads to a better understanding of the perturbative series. Interestingly, the appearance of
zeta functions in the perturbative coefficients is closely related to the sum over the singularities
of the Borel transform at positive integer points.
Let us note that, if we are interested in an asympotic expansion of ck at large k, the second
term in the r.h.s. of (2.97) (which comes from the contour integral at infinity) does not contribute,
since (1− `)k = 0 for any k ≥ l. Therefore, as an asymptotic expansion, we have
ck ∼ 1
8pi
∞∑
`=1
`−k−`−1Γ(k + `+ 1)
(−1)`−1``−1
`!
, k  1. (2.99)
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In particular, the leading asymptotics comes from the first singularity at ` = 1,
ck ∼ 1
8pi
Γ(k + 2), k  1, (2.100)
with no corrections of order 1/k (the corrections to this formula are exponentially small, of order
2−k).
2.4 Generalization to an arbitrary potential
The result (2.67) for the ground state energy at subleading order in 1/N can be easily generalized
to a scalar theory with an arbitrary potential U(x), described by the Lagrangian
L(Φ) = 1
2
∂µΦ · ∂µΦ−NU
(
Φ2/N
)
. (2.101)
At the classical level, we have spontaneous symmetry breaking if the equation
U ′(φ2) = 0 (2.102)
has non-trivial positive solutions. We will assume that this is the case, and we will denote by
φ2? (2.103)
the value of Φ2/N at the minimum. At tree level we find a massive particle ξ with square mass
m2 = 4φ2?U
′′(φ2?) (2.104)
and N − 1 Goldstone bosons η.
The calculation of the effective potential of (2.101) at large N was done in [60], while the
next-to-leading correction was calculated in [61]. They generalize the quartic case considered in
[42, 43] as well as the sextic case considered in [62, 63]. We will present a simpler derivation, by
combining ingredients from [18, 43, 64]. The first step, following [18], is to introduce two new
scalar fields in the path integral, X and Σ, by the following delta function trick:
1 =
∫
DΣ δ(Σ−Φ2/N) =
∫
DΣDX exp{iNX/2 (Σ−Φ2/N)} . (2.105)
This leads to an equivalent theory with Lagrangian
L(Φ, X,Σ) = 1
2
∂µΦ · ∂µΦ− X
2
Φ2 −NU(Σ) + NΣX
2
. (2.106)
As usual we expand around the constant configuration
Φ1(x) =
√
Nφ+ ξ(x), Φj(x) = ηj−1(x), j = 2, · · · , N,
X(x) = χ+ χ˜(x)/
√
N, Σ = σ + σ˜(x)/
√
N.
(2.107)
We then obtain
L(Φ, X,Σ) = −N
(
U(σ)− σχ
2
+
χφ2
2
)
+
1
2
∂µη · ∂µη − 1
2
χη2
+
1
2
∂µξ · ∂µξ − 1
2
χξ2 − χ˜ξφ− 1
2
U ′′(σ)σ˜2 +
1
2
χ˜σ˜
− 1
2
√
N
χ˜ξ2 − 1
2
√
N
χ˜η2.
(2.108)
– 19 –
As in previous calculations, it is more convenient to rotate to Euclidean signature. The N − 1
scalars lead to a one-loop correction
N − 1
2
∫
ddk
(2pi)d
log(k2 + χ), (2.109)
and the final result for the effective potential at leading order in the 1/N expansion is
V(0)(σ, χ, φ) = U(σ)−
σχ
2
+
χφ2
2
+
1
2
∫
ddk
(2pi)d
log(k2 + χ). (2.110)
We can compare this result to the one obtained in [60, 61]. To do this, we solve for χ, σ, by
using the minimization conditions
∂V(0)
∂σ
= U ′(σ)− χ
2
= 0,
∂V(0)
∂χ
=
φ2
2
− σ
2
+
1
2
B1(χ),
(2.111)
where
B1(χ) =
∫
ddk
(2pi)d
1
k2 + χ
. (2.112)
We then solve
σ = φ2 +B1(χ), χ = 2U
′ (φ2 +B1(χ)) . (2.113)
The second equation defines χ implicitly. We conclude that
V(0)(φ
2) = U
(
φ2 +B1(χ)
)−B1(χ)U ′ (φ2 +B1(χ))+ 1
2
∫
ddk
(2pi)d
log(k2 + χ). (2.114)
This is precisely the result obtained in [60, 61].
We can now calculate the next-to-leading term in 1/N as we did in the quartic case, following
[43]. The inverse propagator for the three fields, ξ, χ˜, σ, is given by the matrix
D−1 =
p2 + χ φ 0φ 0 −12
0 −12 U ′′(σ)
 . (2.115)
From this we obtain the χ˜χ˜ propagator,
Dχ˜χ˜(p) = −4U ′′(σ) p
2 + χ
p2 + χ+ 4U ′′(σ)φ2
. (2.116)
The final result is
V(1)(σ, χ, φ) =
1
2
∫
ddk
(2pi)d
log
[
(k2 + χ)(1 + 4U ′′(σ)Π(k, χ)) + 4U ′′(σ)φ2
k2 + χ
]
, (2.117)
in agreement with [61, 63].
Let us now calculate the vacuum energy at this order. The solution of (2.113) is
σ = φ2 +B1(χ) = φ
2
? + S(χ), (2.118)
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where S(χ)→ 0 when χ→ 0. The function appearing in (2.117) then reads, as χ→ 0,
(k2 + χ)(1 + 4U ′′(σ)Π(k, χ)) + 4U ′′(σ)φ2
= k2 +m2 + 4U ′′(φ2?)
{
(k2 + χ)Π(k, χ) +
1
4pi
log
( χ
m2
)}
+O(χ),
(2.119)
where we have renormalized B1(χ) by using the prescription (2.25) (this is equivalent, at large N ,
to renormalizing the coefficients of the potential, which is in turn equivalent to normal-ordering
[60]). Like before, IR divergences cancel, and we find that E(1) involves the series
−
∑
n≥0
cn
(
1
4piφ2?
)n+2
, (2.120)
where the coefficients cn are the same ones (2.71) appearing in the theory with a quartic potential.
The non-perturbative ambiguity is now of the form
exp
(−4piφ2?) . (2.121)
3 On the Lieb–Liniger model
A Bose gas at zero temperature with chemical potential µ and a repulsive δ-function interaction
is described by the following action,
S(Φ) =
∫
dt
∫
dDx
{
Φ†
(
i∂t +
∇2
2m
+ µ
)
Φ− 1
4
g (Φ†Φ)2
}
, (3.1)
where Φ is a complex scalar field. The grand potential Ω(µ) of this gas can be calculated by
computing first the effective potential V(µ, φ), as a function of the vev of Φ, φ. The value of φ
is then fixed by the minimization condition
∂V
∂φ
(µ, φ) = 0. (3.2)
Finally, Ω(µ) is obtained by evaluating V(µ, φ) at this minimum.
When D = 1, the model described by (3.1) is integrable and known as the Lieb–Liniger
model [31]. In this case Ω(µ) can be calculated with the Bethe ansatz. It has a perturbative
expansion in powers of the coupling constant, with the following structure
g
µ2
Ω(µ) = −
∑
n≥0
cnξ
n, (3.3)
where
ξ =
g
4µ1/2
. (3.4)
Up to order g, one finds [32, 34, 65]
Ω(µ) = −µ
2
g
−
√
2
3pi
µ3/2 +
gµ
4
(
1
12
− 1
pi2
)
+ · · · (3.5)
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In [32] we calculated the first fifty coefficients of the expansion (3.3), and we found numerically
the following asymptotics
cn ∼ A−nn!, A = 4
√
2pi. (3.6)
In particular, the perturbative series is not Borel summable.
As we mentioned in the Introduction, there are two possible sources for the behavior (3.6):
it could be due to an instanton configuration, and then A > 0 is identified with the action of an
instanton, or it could be due to renormalon diagrams. Let us first consider instantons. These are
solutions of the Euclidean equations of motion (EOM) for the action (3.1), and they are given
by (see e.g. [66]) {
∂
∂τ
− ∇
2
2m
− µ+ g
2
|Φ|2
}
Φ = 0,{
− ∂
∂τ
− ∇
2
2m
− µ+ g
2
|Φ|2
}
Φ† = 0.
(3.7)
It is easy to see that any solution to the above equations leads to an Euclidean action given by
− g
4
∫
dτdDx (Φ†Φ)2, (3.8)
similarly to (2.78). Therefore, if Φ† and Φ are complex conjugates, the action is negative and
such an instanton, even if it exists, can not explain the Borel singularity in the positive real axis.
In principle, one could consider more general instanton solutions in which Φ is not the complex
conjugate of Φ†, but we have not found any solution to the EOM which leads to a positive, real
action5. It is therefore natural to suspect that the Borel singularity associated to the large order
behavior (3.6) is rather a renormalon singularity.
In fact, the Lieb–Liniger model is in many ways a non-relativistic avatar of the O(N) model
that we studied in the previous section. For example, in D = 1, the field Φ in (3.1) cannot have a
vev quantum-mechanically, due to the non-relativistic version of the Coleman–Mermin–Wagner
theorem. However, in the standard perturbative approach to the interacting Bose gas, we expand
around such a “false vacuum”. As in the example studied by Jevicki and reviewed in section 2.1,
we expect to have IR divergences which eventually cancel in the calculation of observables. In
view of this, it is natural to conjecture that the perturbation theory of the Lieb–Liniger mode
has an IR renormalon, as in the O(N) model, explaining in this way the large order behavior
(3.6).
We will now analyze the perturbative structure of the Lieb–Liniger model up to two-loops.
Such an analysis was performed long ago by using a collective variable formulation [35] and
Popov’s hydrodynamic formalism [34] (see [67]). As emphasized in [68], this formalism is mani-
festly IR finite. However, it has other important drawbacks; for example, it contains an infinite
number of interaction vertices. Therefore, and specially in view of further explorations of the
perturbative structure, we will use the field-theoretic approach of [33], which considered the
three-dimensional case D = 3, and we will study the model in D = 1 (the case D = 2 was
analyzed in [69], and a useful review can be found in [70]). Many aspects of this analysis are
independent of the dimension, and we refer to these references for further details.
We first expand the field Φ around a constant configuration φ which breaks the global U(1)
symmetry:
Φ = φ+
ξ + iη√
2
, (3.9)
5We have benefitted from many discussions with Peter Wittwer on this issue.
– 22 –
where ξ, η are real fields and φ is a real positive constant. The action becomes
S(Φ) = S(φ) + Sfree(ξ, η) + Sint(φ, ξ, η) . (3.10)
Here,
S(φ) = V T
(
µφ2 − 1
4
gφ4
)
(3.11)
is the action evaluated at Φ = φ. The free part of the action consists of the terms quadratic in
ξ and η:
Sfree(ξ, η) =
∫
dtdDx
{
1
2
(
ηξ˙ − ξη˙
)
+
1
4m
ξ
(∇2 − 2mgφ2 +X) ξ + 1
4m
η
(∇2 +X) η},
(3.12)
where
X = 2m
(
µ− 1
2
gφ2
)
. (3.13)
From Sfree we can read the propagator for the fields ξ and η:
D(ω, k, φ) =
i
ω2 − ε2(k, φ) + i
(
(k2 −X)/2m −iω
iω (k2 + 2mgφ2 −X)/2m
)
, (3.14)
where
ε2(k, φ) =
1
4m2
(k2 −X) (k2 + 2mgφ2 −X) . (3.15)
The diagonal elements of the propagator matrix (3.14) are represented by solid lines for ξ and
D⇠⇠
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Figure 9. The propagators for the η, ξ fields.
dashed lines for η. The off-diagonal elements are represented by a line that is half solid and half
dashed, as illustrated in Fig. 9. Finally, the interaction part of the action is given by
Sint(φ, ξ, η) =
∫
dt
∫
dDx
{
φX√
2m
ξ − gφ√
8
ξ
(
ξ2 + η2
) − g
16
(
ξ2 + η2
)2}
. (3.16)
It leads to the vertices shown in Fig. 10.
Let us now calculate the loop expansion of V(µ, φ). The tree-level contribution can be
obtained from S(φ):
V0(µ, φ) = −µφ2 + 1
4
gφ4 . (3.17)
The one-loop contribution is
V1(µ, φ) = i
2
∫
dDk
(2pi)D
∫
dω
2pi
log detD(ω, k, φ) =
1
2
∫
dDk
(2pi)D
ε(k, φ). (3.18)
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Figure 10. The vertices for the interactions between η, ξ fields.
One-loop calculations in this theory involve the integrals
Im,n =
∫
dDp
(2pi)D
(p2 −X)m
(2mε(p, φ))n
, (3.19)
so one can write
V1(µ, φ) = 1
4m
I0,−1. (3.20)
Finally, the two-loop potential V2(µ, φ) is the sum of the contributions of the vacuum diagrams
(a)
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Figure 11. Two-loop diagrams for the Lieb–Liniger model.
shown in Fig. 11. The diagrams in the first line involve products of one-loop integrals:
V(a)2 =
3
64
g I21,1, V(b)2 =
1
32
g I−1,−1I1,1, V(c)2 =
3
64
g I2−1,−1. (3.21)
The diagrams in the second line involve the integrals
Jl,m,n =
∫
dDp
(2pi)D
∫
dDq
(2pi)D
(
p2 −X
2mε(p, φ)
)l (
q2 −X
2mε(q, φ)
)m(
r2 −X
2mε(r, φ)
)n
× 1
2m(ε(p, φ) + ε(q, φ) + ε(r, φ))
,
(3.22)
where r = |p + q|. They are given by
V(d)2 = −
3
16
mg2φ2J1,1,1, V(e)2 = −
1
16
mg2φ2J−1,−1,1,
V(f)2 =
3
8
mg2φ2J0,0,1, V(g)2 = −
1
8
mg2φ2J−1,0,0.
(3.23)
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We can now find the minimum φ solving (3.2), which we also expand according to the loop
order as
φ = φ? + φ1 + · · · (3.24)
The classical vev φ? minimizes (3.17) and one finds
φ2? =
2µ
g
. (3.25)
For this value of φ, the parameter X in (3.13) vanishes. The field η is massless and is the Gold-
stone boson of the model. The propagator simplifies when X = 0 and one recovers Bogoliubov’s
dispersion relation:
ε(k, φ?) =
k
√
k2 + Λ2
2m
, (3.26)
where
Λ2 = 4mµ. (3.27)
However, it is easy to see that when D = 1 and X = 0 many of the integrals above are IR
divergent. We will then proceed as we have done in the relativistic case and we will introduce
an explicit IR regulator by setting
X = −2. (3.28)
We will take → 0 at the end of the calculation. Let us then introduce the regulated dispersion
relation
ε(k; ) =
√
k2 + 2
√
k2 + Λ2
2m
, (3.29)
the regulated one-loop integrals
Im,n(Λ, ) =
∫
dDp
(2pi)D
(p2 + 2)m
(2mε(p; ))n
, (3.30)
and the regulated two-loop integrals
Jl,m,n(Λ, ) =
∫
dDp
(2pi)D
∫
dDq
(2pi)D
(
p2 + 2
2mε(p; )
)l (
q2 + 2
2mε(q; )
)m(
r2 + 2
2mε(r; )
)n
× 1
2m(ε(p; ) + ε(q; ) + ε(r; ))
.
(3.31)
We can now express all results in terms of these regulated integrals. The one-loop correction to
the condensate is given by [33]
φ1 = −gφ?
16µ
(3I1,1 + I−1,−1), (3.32)
and the final result for the grand potential up to two-loops is as in [33],
Ω(µ) = −µ
2
g
+
1
4m
I0,−1 +
mgµ
8
J +
g
32
(
I2−1,−1 − 2I−1,−1I1,1 − 3I21,1
)
, (3.33)
where
J() = 6J0,0,1 − J−1,−1,1 − 3J1,1,1 − 2J−1,0,0, (3.34)
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and it is independent of Λ. Of course, all the integrals have to be understood as IR regularized
integrals.
Let us analyze these integrals in more detail. It turns out that, in D = 1, I0,−1 and I1,1 are
IR convergent but UV divergent. After dimensional regularization they lead to finite results that
can be obtained explicitly from the formulae in [33]. One finds,
I0,−1(Λ, 0) = −Λ
3
3pi
, I1,1(Λ, 0) = −Λ
pi
. (3.35)
On the other hand, I−1,−1(Λ, ) is both UV divergent and IR divergent as  → 0. It can be
computed for arbitrary  in dimensional regularization, and one obtains a finite result for D = 1
and  > 0. Its expansion as → 0 can be calculated analytically and one finds,
I−1,−1(Λ, ) = Λ
{
− 1
2pi
log
(
2
Λ2
)
+
2 log(2)− 1
pi
+O(2)
}
. (3.36)
Note that φ1, given in (3.32), inherits this divergence, which has exactly the same functional
form as in the relativistic case (2.28). It is also easy to see that the two-loop integrals J−1,−1,1
and J−1,0,0 are both IR divergent. The integral J−1,−1,1 comes from the diagram (e) in Fig. 11,
which is the counterpart of the IR divergent diagram also labelled as (e) in Fig. 3. The integral
J−1,0,0 appears in the diagram (f) in Fig. 11. It involves the “mixed” propagator of the ξ and
η fields, and it has no counterpart in the relativistic O(N) theory. However, as in [26], all
divergences appearing in the calculation of the grand potential should cancel order by order in
the g expansion. Using the values of the integrals (3.35) and (3.36), and setting m = 1/2 for
convenience, we find the following result for the grand potential at two loops:
Ω(µ) = −µ
2
g
−
√
2
3pi
µ3/2
+
µg
16
(
J() +
1
4pi2
log2(2)− 2 log(2)
pi2
log(2) +
4 log2(2)
pi2
− 4
pi2
)
+ · · ·
(3.37)
We note that the integral J() can be further simplified and put into the form
J() =
1
4pi2
∫
dp dq dr δ(p+ q + r)F (p, q, r; )
=
1
pi2
∫ ∞
0
dp
∫ p
0
dq (F (p, q, p+ q; ) + F (p, q, p− q; )) ,
(3.38)
where
F (p, q, r; ) = −1
3
1
Ep + Eq + Er
1
αpαqαr
(αpαq + αpαr + αqαr − 3)2 , (3.39)
and
Ek =
√
k2 + 1
√
k2 + 2, αk =
√
k2 + 1
k2 + 2
. (3.40)
The result (3.37) agrees with (3.5) up to one-loop. In order to have agreement up to two-loops,
we must have
lim
→0
(
J() +
1
4pi2
log2(2)− 2 log(2)
pi2
log(2)
)
=
1
3
− 4 log
2(2)
pi2
. (3.41)
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We have not attempted to establish (3.41) analytically. Numerically, we find
lim
→0
(
J() +
1
4pi2
log2(2)− 2 log(2)
pi2
log(2)
)
≈ 1.38613061... (3.42)
which agrees with the r.h.s. of (3.41) in all stable numerical digits.
In order to establish the existence of an IR renormalon, one should find a calculable family
of diagrams which leads to an IR finite answer and which grow factorially with the number of
loops. In the case of the relativistic O(N) scalar theory, the choice of such a set of diagrams was
done for us by the large N expansion. There is a natural U(N) generalization of the theory with
action (3.1) (see e.g. [71–73]), but in D = 1 the dominant and subdominant diagrams at large N
do not contribute to the ground state energy (as expected from [74]), and the 1/N expansion is of
little help in this case. It would be very interesting to complete this study by finding a sequence
of diagrams which leads to an IR renormalon and explains the large order behavior (3.6).
4 Conclusions
In this paper we have studied super-renormalizable scalar field theories in two-dimensions with
a spontaneously broken O(N) symmetry at the classical level. As noted long ago by Jevicki, one
can obtain an IR finite perturbative series around the classical vacuum of these theories. These
series give the correct weak-coupling, asymptotic expansion of the observables. However, we have
shown by an explicit large N calculation that the resulting series for the ground state energy is
not Borel summable and leads to an IR renormalon singularity.
This IR renormalon qualifies the assertion often found in the literature according to which
there are no renormalons in super-renormalizable theories. We have argued that the physical rea-
son behind this renormalon is that, as a consequence of the Coleman–Mermin–Wagner theorem,
one is expanding around a “false vacuum”. Although the IR divergences due to the would-be
Goldstone bosons cancel, the perturbative series remains “IR sensitive” [10] and leads to the IR
renormalon.
The O(N) model can be described at low energies by the non-linear sigma model [18]. Since
the latter has IR renormalons, this would explain the appearance of an IR renormalon in the
former6. It would be illuminating to make this more precise, but it seems clear that the O(N)
model provides a much simpler realization of IR renormalons than the non-linear sigma model,
precisely due to its simpler UV behavior. In particular, we do not expect the O(N) model to
have UV renormalons, while observables in the non-linear sigma model display a complicated
mixing of both IR and UV renormalons (see e.g. [16] for an example).
It is also interesting to compare the non-Borel summable perturbative series we find in
the O(N) model with the one around the perturbative vacua in the double-well potential. In
quantum mechanics, the parity symmetry of this potential can not be spontaneously broken,
and the perturbative vacua are false vacua. The lack of Borel summability of the resulting
perturbative series reflects the wrong choice of vacuum that one has made to begin with. In this
quantum-mechanical example, the factorial divergence is an instanton effect and can be cured by
taking into account multi-instanton sectors (see e.g. [75, 76]). In the case of the O(N) theory, we
are also expanding around a false vacuum, due to the Coleman–Mermin–Wagner theorem. The
lack of Borel summability might be interpreted as the price to pay for committing the original sin
of expanding around this incorrect vacuum. However, as we showed in this paper, the resulting
Borel singularity is in this case an IR renormalon effect.
6We would like to thank Lorenzo di Pietro and Marco Serone for pointing this out.
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Our finding further supports the idea that renormalons should not be associated exclusively
to renormalizable theories. Renormalon singularities have been recently found in different con-
texts, like quantum mechanics [77] and various condensed matter models [45]. In the case studied
in this paper, as well as in the examples of [45], renormalon singularities are due to the integra-
tion over momenta in “dangerous” regions, which are not even necessarily the IR or UV regions
(for example, in many-fermion models, these regions are often associated to the Fermi surface).
The IR renormalon unveiled in this paper is perhaps one of the simplest incarnations of
a renormalon singularity. It shows that the perturbative approach to the two-dimensional
O(N) quantum field theory is insufficient, and one has to take into account some sort of non-
perturbative effect in order to make sense of perturbation theory. Another manifestation of the
simplicity of this model is that it is possible to make a very detailed analysis of its resurgent
structure. In particular, the associated trans-series can be fully determined, and we have pre-
sented a conjectural form for the exact Borel transform which leads to an explicit expression for
the original perturbative series in terms of even zeta functions. However, it is not clear to us
what is the nature of the non-perturbative sectors that lead to the exponentially small correc-
tions appearing in the trans-series. Finding an explicit description for them is probably the most
important problem opened by this investigation.
There are other open problems that should be addressed. First of all, it would be very
interesting to (dis)prove our conjecture about the existence of a similar renormalon in the Lieb–
Liniger model. Note that in this case, with the help of the exact Bethe ansatz solution, one
could try to construct the appropriate trans-series for the ground state energy. It would be
also interesting to find other examples of super-renormalizable field theories with a Coleman–
Mermin–Wagner “false vacuum” where one can study similar renormalon singularities in various
observables. Since our result is based on a large N analysis, it would be very useful to find an
example where the large order behavior of the perturbative series at finite N can be studied
explicitly and it is controlled by a renormalon of this type.
Another natural line of enquiry, in view of recent work [78–80], is to understand the fate of
the IR renormalon found in this paper after a (twisted) compactification on a circle. Perhaps the
approach of [51–57] can be also applied in this case, and provide a semiclassical interpretation
of this renormalon in a suitable compactification of the theory. It might also happen that
compactification makes the renormalon disappear completely, as argued in [78]. In fact, as
we mentioned above, the O(N) theory on an AdS2 space of sufficiently small radius will have a
vacuum where the symmetry is spontaneously broken. If our picture is correct, in that case we
expect the perturbative series to be Borel summable again, with no trace of IR renormalons left.
An explicit test of this expectation would be of great interest.
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