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Abstract
Let G and H be graphs. A substitution of H in G instead of a vertex v∈V (G) is the graph
G(v → H), which consists of disjoint union of H and G − v with the additional edge-set
{xy: x∈V (H); y∈NG(v)}.
For a hereditary class of graphs P, the substitutional closure of P is de4ned as the class P∗
consisting of all graphs which can be obtained from graphs in P by repeated substitutions.
Let P be an arbitrary hereditary class for which a characterization in terms of forbidden
induced subgraphs is known. We propose a method of constructing forbidden induced subgraphs
for P∗.
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1. Introduction
1.1. Substitutional closure of hereditary classes
The neighborhood of a vertex x∈V (G) is the set NG(x) = N (x) of all vertices in
G that adjacent to x.
Denition 1. Let G and H be graphs. A substitution of H in G instead of a vertex
v∈V (G) is the graph G(v→ H) consisting of disjoint union of H and G− v with the
additional edge-set {xy: x∈V (H); y∈NG(v)}.
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Denition 2. For a class P of graphs, its substitutional closure P∗ consists of all
graphs that can be obtained from P by repeated substitutions, i.e., P∗ is generated by
the following rules:
(S1) P ⊆ P∗;
(S2) if G;H ∈P∗ and v∈V (G), then G(v→ H)∈P∗.
Below we shall consider the substitutional closure of hereditary classes only.
Let ISub(G) be the set of all induced subgraphs of a graph G (considered up to
isomorphism).
Denition 3. A class of graphs P is called hereditary if ISub(G) ⊆ P for every
G ∈P.
We denote
FIS(Z) = {G: ISub(G) ∩ Z = ∅};
a hereditary class de4ned by a set Z of forbidden induced subgraphs. A graph F is a
minimal forbidden induced subgraph for a hereditary class P if ISub(F) \P= {F}.
FIS(Z) is also called the class of Z-free graphs.
The following proposition is a folklore result. We shall give a proof for the sake of
completeness.
Proposition 1. If P is a hereditary class then P∗ is also a hereditary class.
Proof. For a graph G ∈P∗ we de4ne sn(G) as the minimum integer k such that G
can be obtained from P by applying (S2) exactly k times.
Let P0 =P and Pi (i¿ 1) be the class of all graphs G with sn(G)6 i. Clearly,
P0 ⊆ P1 ⊆ · · · ⊆ Pi ⊆ · · ·
and
P∗ =
∞⋃
i=0
Pi :
Since the union of hereditary classes is a hereditary class, it is suDcient to show
that Pi is a hereditary class for every i¿ 0. It is true for i = 0 (P0 = P). Suppose
that Pi is a hereditary class for some i¿ 0. We show that Pi+1 is a hereditary class.
Let F ∈Pi+1. If F ∈Pi then ISub(F) ⊆ Pi ⊆ Pi+1 and we are done.
Now let F ∈ Pi. Then F =G(v→ H), where G;H ∈Pi and v∈V (G). We consider
an arbitrary induced subgraph J of F . We need to show that J ∈Pi+1. Let us denote
X = V (H) ∩ V (J )
and
Y = V (G − v) ∩ V (J ):
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If X = ∅ then J ∈ ISub(G). Since G ∈Pi and Pi is a hereditary class, we have
J ∈Pi. So J ∈Pi+1. Similarly, if Y = ∅ then J ∈ ISub(H) and J ∈Pi ⊆ Pi+1.
Finally, let X = ∅ and Y = ∅. We denote G′ = G(Y ∪ {v}) and H ′ = H (X ). It
is evident that J = G′(v → H ′). Since Pi is a hereditary class, G′; H ′ ∈Pi. Hence
J ∈Pi+1.
Thus, Pi+1 is a hereditary class.
Open Problem 1. For a hereditary class P = FIS(Z) given by a set Z of forbidden
induced subgraphs, 4nd a forbidden induced subgraph characterization of the substitu-
tional closure P∗.
Bertolazzi et al. [3] and Simone [5] note that this problem is especially interesting
in the case where P is a good class for the vertex packing problem, i.e., the weighted
stability number can be found in polynomial time for all graphs in P.
Below we propose a method (Reducing Pseudopath Method) for solving Problem 1
for an arbitrary hereditary class.
1.2. Extension of forbidden induced subgraphs
Denition 4. A set W ⊆ V (G) is called homogeneous in a graph G if
(H1) 26 |W |6 |V (G)| − 1, and
(H2) N (x) \W = N (y) \W for each x; y∈W .
According to (H2), a homogeneous set W de4nes a partition
W ∪W+ ∪W− = V (G)
such that
• every vertex of W is adjacent to every vertex of W+ (notation W ∼ W+), and
• every vertex of W is non-adjacent to every vertex of W− (notation W  W−).
By (H1), W+ ∪W− = ∅ for every homogeneous set W .
A simple observation is that if |V (G)|¿ 1, |V (H)|¿ 1 and v∈V (G) then V (H) is a
homogeneous set in G(v→ H).
Denition 5. A graph without homogeneous sets is called prime.
A graph H is called a (primal) extension of a graph G if
(E1) G is an induced subgraph of H , and
(E2) H is a prime graph.
Denition 6. An extension H of G is minimal if there are no extensions of G in the
set ISub(H) \ {H}.
We denote by Ext(G) the set of all minimal extensions of a graph G.
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Example 1. The set Ext(G) may be in4nite. To see this, let G = 2C5 (the disjoint
union of two 5-cycles) and let Pm=(u1; u2; : : : ; um) be the m-path disjoint from G (the
edge-set of Pm is {u1u2; u2u3; : : : ; um−1um}).
We add two additional edges u1x and umy where x and y belong to diIerent com-
ponents of G. The resulting graph denote by Hm. By the construction, G is an induced
subgraph of Hm and Hm is a prime graph, i.e., both (E1) and (E2) hold. Thus, Hm is
an extension of G.
It is clear that every proper induced subgraph J of Hm that contains G (as an induced
subgraph) is disconnected and contains at least two non-trivial components. Each such
a component is a homogeneous set of J . It follows that Hm is a minimal extension of
G for each m¿ 1.
Denition 7. For a set of graphs Z we put
Ext(Z) =
⋃
G∈Z
Ext(G);
and we de4ne Zo as the set of all minimal graphs in Ext(Z) with respect to the partial
order ‘to be an induced subgraph’.
Now we give a straightforward description of the minimal forbidden induced sub-
graphs for P∗ provided that such a characterization for P is known.
Proposition 2. If P = FIS(Z) then Zo is the set of all minimal forbidden induced
subgraphs for P∗.
Proof. Let Z(P∗) denote the set of all minimal forbidden induced subgraphs for P∗.
Firstly we prove the inclusion Z(P∗) ⊆ Zo. Let H ∈Z(P∗). Since H ∈ P∗ and
P ⊆ P∗, we have H ∈ P. It follows that H contains a forbidden induced subgraph
G ∈Z .
Claim 1. H is a prime graph.
Proof. Suppose that W is a homogeneous set in H . Then H = H1(v → H2), where
V (H2) =W and |V (H1)|¿ 2. Since both H1 and H2 are proper induced subgraphs of
H , and H is a minimal forbidden induced subgraph for P∗, we have H1; H2 ∈P∗.
According to (S2), H ∈P∗, a contradiction to H ∈Z(P∗).
Claim 1 implies that H is an extension of G.
Claim 2. Ext(Z) ∩P∗ = ∅.
Proof. Let F ∈Ext(Z). Since F has an induced subgraph belonging to Z and P =
FIS(Z), we have F ∈ P. It is clear from (S2) that every graph in P∗ \ P has a
homogeneous set. But there are no homogeneous sets in F (by the de4nition of the
extension, F is a prime graph). So F ∈ P∗ \P. Finally, F ∈ P∗.
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Let H ′ ∈ ISub(H) \ {H}. By the minimality of H , H ′ ∈P∗. According to Claim
2, H ′ is not an extension of any graph of Z . From the de4nitions Ext(G) and Zo it
follows that H ∈Ext(G) and H ∈Zo.
Thus, Z(P∗) ⊆ Zo.
It remains to prove the reverse inclusion Zo ⊆ Z(P∗). Now let H ∈Zo. By the
de4nition of Zo, H ∈Ext(Z). By Claim 2, H ∈ P∗, i.e., H is a forbidden induced
subgraph for P∗. Then H contains a minimal forbidden induced subgraph H ′ for P∗,
i.e., H ′ ∈Z(P∗). We have already proved that Z(P∗) ⊆ Zo. This implies that H ′ ∈Zo.
By the de4nition of Zo, H ′ = H . Thus, H ∈Z(P∗).
2. Reducing pseudopaths
The notation x ∼ y (respectively, x  y) means that x and y are adjacent (respec-
tively, non-adjacent). For disjoint sets X and Y , the notation X ∼ Y (respectively,
X  Y ) means that every vertex of X is adjacent (respectively, non-adjacent) to every
vertex of Y . In case of X = {x} we also shall write x ∼ Y and x  Y instead of
{x} ∼ Y and {x}  Y , respectively.
2.1. The existence of reducing pseudopaths
Now we formulate the main de4nition.
Denition 8. Let G be an induced subgraph of a graph H , and let W be a homogeneous
set of G.
We de4ne a reducing W -pseudopath (with respect to G) in H as a sequence
R= (u1; u2; : : : ; ut); t¿ 1; (1)
of pairwise distinct vertices of V (H) \ V (G) satisfying the following conditions:
(R1) there exist vertices w1; w2 ∈W such that
(R1a) u1 ∼ w1, and
(R1b) u1  w2;
(R2) for each i = 2; 3; : : : ; t either
(R2a) ui ∼ ui−1 and ui  W ∪ {u1; u2; : : : ; ui−2}, or
(R2b) ui  ui−1 and ui ∼ W ∪ {u1; u2; : : : ; ui−2}
[when i = 2, {u1; u2; : : : ; ui−2}= ∅];
(R3) for every i = 1; 2; : : : ; t − 1
(R3a) ui ∼ W+, and
(R3b) ui  W−;
(R4) either
(R4a) ut  x for a vertex x∈W+, or
(R4b) ut ∼ y for a vertex y∈W−.
The idea of reducing pseudopaths is quite clear: we take a maximal homogeneous
set W and “kill” it by introducing a new vertex u1 that distinguishes W . If either
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w ∼ W+ or w  W− does not hold then we obtain a reducing W -pseudopath (u1).
Otherwise the set W ∪ {u1} is homogeneous in the extended graph, and we continue
the construction.
Theorem 1. Let H be an extension of its induced subgraph G, and let W be a ho-
mogeneous set of G. Then there exists a reducing W -pseudopath (with respect to G)
in H .
Proof. We denote Y = V (H) \ V (G). Below we de4ne a sequence of sets
(X1; X2; : : : ; Xt); t¿ 1; (2)
which satis4es the following conditions (for all i∈{1; 2; : : : ; t}):
(X) ∅ = Xi ⊆ Y \ (X1 ∪ X2 ∪ · · · ∪ Xi−1) [when i = 1, X1 ∪ X2 ∪ · · · ∪ Xi−1 = ∅];
(X1) for every vertex u1 ∈X1, there exist vertices w1; w2 ∈W such that u1 ∼ w1 and
u1  w2;
(X2) when i = 1, either
• for every vertex ui ∈Xi there exists an adjacent vertex ui−1 ∈Xi−1 and
Xi  W ∪ X1 ∪ X2 ∪ · · · ∪ Xi−2; or
• for every vertex ui ∈Xi there exists a non-adjacent vertex ui−1 ∈Xi−1 and
Xi  W ∪ X1 ∪ X2 ∪ · · · ∪ Xi−2
[when i = 2, X1 ∪ X2 ∪ · · · ∪ Xi−2 = ∅];
(X3) when i = t, Xi ∼ W+, and Xi  W−;
(X4) there exists a vertex ut ∈Xt such that either
• ut  x for a vertex x∈W+, or
• ut ∼ y for a vertex y∈W−.
Now we start the construction of the sequence (2). We put W1 =W;
X+1 = {x∈Y : x ∼ W1}; X−1 = {x∈Y : x  W1}; and
X1 = Y \ (X+1 ∪ X−1 ):
Now we check the conditions (X), (X1), (X3), and (X4) for X1. Note that we omit
(X2) since i = 1.
If X1 = ∅ then W is a homogeneous set in H , a contradiction (H is a prime graph).
Also, X1 ⊆ Y . Thus, (X) holds for i = 1.
The validity of (X1) follows from the de4nition of X1.
If (X4) (with i = 1) holds then R = {u1} is de4ned as a required reducing W -
pseudopath (the vertex u1 =ut is de4ned by (X4)). Otherwise X1 satis4es to (X3), and
the construction is continued.
Suppose that a sequence (X1; X2; : : : ; Xk) satisfying (X), (X1), (X2), and (X3) (with
i∈{1; 2; : : : ; k}) is already de4ned for some k¿ 1. To de4ne the next set Xk+1 we put
Wk+1 =Wk ∪ Xk;
X+k+1 = {x∈Y \Wk+1: x ∼ Wk+1}; X−k+1 = {x∈Y \Wk+1: x  Wk+1}; and
Xk+1 = Y \ (Wk+1 ∪ X+k+1 ∪ X−k+1):
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If Xk+1 = ∅ then Wk+1 is a homogeneous set in H , a contradiction. Thus, (X) holds
for i = k + 1.
Since Xk+1 ⊆ X−k ∪ X+k , for every vertex uk+1 ∈Xk+1 we have either
• uk+1  W ∪ X1 ∪ X2 ∪ · · · ∪ Xk−1 (and uk+1 ∈ X−k+1 implies that uk+1 ∼ uk for some
uk ∈Xk), or
• uk+1 ∼ W ∪ X1 ∪ X2 ∪ · · · ∪ Xk−1 (and uk+1 ∈ X+k+1 implies that uk+1  uk for some
uk ∈Xk).
Thus, (X2) holds for i = k + 1.
Further, if (X3) is true (with i=k+1) then we continue the construction. Otherwise,
(X4) holds (with i = k + 1) and the construction is 4nished (we put t = k + 1).
By (X), all Xi are non-empty and pairwise disjoint. Therefore t is a 4nite number,
i.e., the sequence (2) is well de4ned.
It remains to determine a reducing W -pseudopath R=(u1; u2; : : : ; ut). We shall choose
uj in Xj for each j = 1; 2; : : : ; t as follows.
According to (X4), Xt contains a vertex ut satisfying (R4). Suppose that a sequence
(uj; uj+1; : : : ; ut) is already de4ned for some j∈{1; 2; : : : ; t}, and moreover it satis4es
(R2) (for i = j + 1; j + 2; : : : ; t) and (R3) (for i = j; j + 1; : : : ; t − 1).
If j = 1 then (X1) implies (R1).
If j¿ 2 then the next vertex uj−1 is de4ned by (X2) that guarantees (R2) with i=j.
Finally, (R3) (with i = j − 1) follows from (X3).
Thus, the reducing W -pseudopath (2) is completely de4ned.
2.2. Reducing pseudopath method
Proposition 2 suggests the following problem.
Open Problem 2. For a given graph G, construct the extension Ext(G).
Let H ∈Ext(G). By Theorem 1, H must contain a reducing W -pseudopath for every
homogeneous set W of G.
Denition 9. We denote by H(G;W ) the set of all graphs that are obtained from a
graph G and a homogeneous set W of G by adding a reducing W -pseudopath.
As Example 1 shows, in general we cannot construct theH(G;W ) in a 4nite number
of steps (for given G and W ). Here we investigate a related question. Suppose we
produce a graph G1 ∈H(G;W ), then a graph G2 ∈H(G1; W1) for some homogeneous
set W1 of G1 and so on until we get a prime graph. Is it possible that the sequence
(G1; G2; : : :) is in4nite?
We shall show that if we choose maximal homogeneous sets only then such a
sequence is always 4nite.
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Denition 10. A homogeneous set is called maximal if it is not contained in another
homogeneous set. We denote by Hom(G) the set of all maximal homogeneous sets in
a graph G.
Once again, we shall consider construction of the set H(F;W ) as an elementary
operation even in the case when it is in4nite.
Procedure 1 (Graph extension).
Input: a graph G.
Output: a set Ext = Ext(G).
Step 0. Put S1 = {G}, Ext = ∅, i = 0, and go to Step 1.
Step i (i¿ 1).
• If Si = ∅ then delete from Ext all graphs H such that there exists a graph
H ′ ∈ ISub(H) \ {H} in Ext, return Ext and STOP.
• If Si = ∅ then for every graph F ∈ Si produce as follows:
◦ if Hom(F) = ∅ then include F into Ext;
◦ if Hom(F) = ∅ then choose a set W ∈Hom(F) and put into Si+1 all graphs
of H(F;W );
◦ put i = i + 1 and go to Step (i + 1).
Proposition 3. If Procedure 1 runs in a <nite number of steps then it produces the
set Ext = Ext(G) of all minimal extensions of G.
Proof. Let H ∈Ext(G). We denote by i∗ the maximum i∈{1; 2; : : :} such that H
contains an induced subgraph F ∈ Si∗ . The existence of i∗ follows from S1 = {G} and
G ∈ ISub(H).
If Hom(F) = ∅ then the procedure choose a homogeneous set W ∈Hom(F) on Step
(i∗ + 1) and puts the set H(F;W ) into Si∗+1. By Theorem 1, there exists a graph
H ′ ∈H(F;W ) which is an induced subgraph of H . We arrive to a contradiction to the
de4nition of i∗.
Thus, Hom(F) = ∅. Then F =H and on Step (i∗ + 1) H is included into Ext. Note
that H cannot be deleted from Ext by the minimality of H .
We have proved that Ext(G) ⊆ Ext. Every graph in Ext is prime and contains G
as an induced subgraph. By the procedure, Ext consists of minimal such graphs only,
i.e., Ext(G) = Ext.
Theorem 2. Graph extension procedure constructs the set Ext in a <nite number of
steps.
To prove this theorem we need some additional results on structure of maximal
homogeneous sets.
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3. Proofs
3.1. The structure of maximal homogeneous sets
We denote by comp(G) the number of connected components of a graph G. We put
c(G) = max{comp(G); comp( RG)};
where RG is the complement of G.
A classical result of Gallai [7] (see also [9]) states that if c(G)=1 then the maximal
homogeneous sets of G are disjoint. This easily imply Proposition 4(i), since in the
case c(G) = 2 the set Hom(G) consists of non-trivial components of G.
Proposition 4. (i) If c(G)6 2 and W;X ∈Hom(G) then either W =X or W ∩X = ∅.
(ii) If c= c(G)¿ 3 and G1; G2; : : : ; Gc are connected components of G or RG. Then
Hom(G) = {V (G) \ V (Gi): i = 1; 2; : : : ; c}:
Proof. (ii) Let G1; G2; : : : ; Gc be the components of G. We consider an arbitrary set
W ∈Hom(G).
If W ∩ V (Gi) = ∅ for every i=1; 2; : : : ; c, then W+ = ∅. Indeed, otherwise G would
be connected. Since W = V (G) and W+ = ∅, we have W− = ∅. Without loss of
generality we may assume that there exists a vertex v∈W− ∩V (G1). Then V (G1) can
be partitioned into V (G1) ∩W = ∅ and V (G1) ∩W− = ∅. This is a contradiction to
connectivity of G1 (since W  W−).
Thus, W ∩ V (Gi) = ∅ for some i∈{1; 2; : : : ; c}. The set X = V (G) \ V (Gi) is a
homogeneous set in G, and W ⊆ X . By the maximality of W , we have W = X .
The case where RG has c¿ 3 components is similar, since a set is homogeneous in
G if and only if it is homogeneous in RG.
3.2. Proof of Theorem 2
Proof. Let F be a graph, and let W ∈Hom(F). Suppose that H is obtained from F
by adding a reducing W -pseudopath R= (u1; u2; : : : ; ut).
Claim 3. If X is a homogeneous set of H then either X ∩ R= ∅ or R ⊆ X .
Proof. If X ∩ R = ∅ then we are done. Otherwise we can choose the minimum
i∈{1; 2; : : : ; t} such that ui ∈X .
Case 1: W ∩ X = ∅.
Let w∈W ∩ X . We choose the maximum j∈{i; i + 1; : : : ; t} such that ui; ui+1; : : : ;
uj ∈X .
Suppose that j6 t−1. The condition (R2) implies that uj+1 is adjacent to exactly one
of uj; w. Since uj; w∈X and X is a homogeneous set, we have uj+1 ∈X , a contradiction
to the choice of j. Thus j = t and ui; ui+1; : : : ; ut ∈X .
If i = 1 then R ⊆ X and we are done.
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Let i¿ 2. By the choice of i, u1 ∈ X . The vertex ut satis4es either (R4a) or (R4b).
By the symmetry, we may assume that (R4a) holds, i.e., ut  x for some x∈W+.
By the de4nition of W+, w ∼ x. Since ut ; w∈X and X is a homogeneous set, x∈X .
According to (R3a), u1 ∼ x. Since x∈X , u1 ∈ X and u1 ∼ x, we have u1 ∈X+.
By (R1b), u1  w2 for some w2∈W . Since u1∈X+ and u1w2, w2 ∈X . It follows
from w2∈W and x∈W+ that w2∼x. Since w2 ∈ X , x∈X and w2∼x, we obtain w2∈X+.
Now we choose the maximum k ∈{1; 2; : : : ; i− 1} such that u1; u2; : : : ; uk ∈X+. The
condition (R2) implies that uk+1 is adjacent to exactly one of uk ; w2. Since w2; uk ∈X+,
uk+1 ∈ X . By the choice of k, uk+1 ∈ X+. Hence uk+1 ∈X−.
It is clear that k + 1¡i6 t, i.e., uk+1 = ut . The condition (R3a) implies that
uk+1 ∼ W+. In particular, uk+1 ∼ x. On the other hand, x∈X and uk+1 ∈X−, so
uk+1  x, a contradiction.
Case 2: W ∩ X = ∅.
Subcase 2(a): |X ∩ R|¿ 2.
Let ui; uj ∈X ∩ R, where 16 i¡ j6 t.
We choose the maximum k ∈{j; j+1; : : : ; t} such that uj; uj+1; : : : ; uk ∈X . We show
that k = t.
Suppose that k6 t − 1. The condition (R2) implies that uk+1 is adjacent to exactly
one of uk ; ui (recall that i¡ j6 k). Since both uk and ui belong to a homogeneous
set X , uk+1 ∈X , a contradiction. Thus, k = t and ut = uk ∈X .
As before, we shall assume that (R4a) holds (the case where (R4b) holds is similar).
Then ut  x for some x∈W+. The condition (R3a) and x∈W+ imply that ui ∼ x.
Since ui; ut ∈X , ui ∼ x and ut  x, we have x∈X .
Further, W ⊆ X+. Indeed, x ∼ W , W ∩ X = ∅ and x∈X . According to (R1b),
u1  w2 for some w2 ∈W . Since w2 ∈W ⊆ X+ and u1  w2, u1 ∈ X . In fact, u1 ∈X+,
since u1 ∼ x and x∈X .
We choose the maximum l∈{1; 2; : : : ; i− 1} such that u1; u2; : : : ; ul ∈X+. It follows
from (R2) that ul+1 is adjacent to exactly one of ul; w2. Since ul; w2 ∈X+, ul+1 ∈ X .
Clearly, l+ 16 i¡ j6 t, i.e., ul+1 = ut .
By (R3a), ul+1 ∼ x∈W+. It follows from ul+1 ∈ X; x∈X , and ul+1 ∼ x that
ul+1 ∈X+, a contradiction to the choice of l.
Subcase 2(b): X ∩ R= {ui}.
By the de4nition of homogeneous set, |X |¿ 2. Hence there exists a vertex w∈X \
{ui}. According to the condition, W ∩ X = ∅. Therefore w∈W+ ∪W−.
We shall assume that w∈W+. The case where w∈W− is similar.
Since w∈W+, w ∼ W . It follows from w∈X , X ∩W=∅, and w ∼ W that W ⊆ X+.
According to (R1b), u1  w2 for some vertex w2 ∈W . Since w2 ∈W ⊆ X+ and
u1  w2, we have u1 ∈ X . We show that u1 ∈X+. By (R3a), u1 ∼ w∈W+ (since
1¡i6 t). But w∈X and u1 ∈ X . Hence u1 ∈X+.
Now we choose the maximum k ∈{1; 2; : : : ; i− 1} such that u1; u2; : : : ; uk ∈X+. Ac-
cording to (R2), the vertex uk+1 is adjacent to exactly one of uk ; w2. Since both uk
and w2 are in X+, uk+1 ∈ X .
By (R3a), uk+1 ∼ w∈W+ (recall that k + 1¡i6 t). Since w∈X , uk+1 ∼ w and
uk+1 ∈ X , we have uk+1 ∈ X+. We obtain that uk+1 ∈X+, a contradiction to the choice
of k.
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Claim 4. If X is a homogeneous set of H and X ∩ R = ∅ then X is a homogeneous
set of F .
Proof. It is suDcient to show that X = V (F). Suppose that X = V (F). According to
(R1), u1 ∼ w1 and u1  w2 for some vertices w1; w2 ∈W . Since W ⊆ V (F) = X , we
have w1; w2 ∈X . The condition X ∩ R= ∅ implies that u1 ∈ X .
Since w1 ∈X and u1 ∼ w1, we have u1 ∈ X−. Since w2 ∈X and u1  w2, we have
u1 ∈ X+. Thus, u1 ∈ X ∪ X+ ∪ X−, a contradiction.
Claim 5. If X is a homogeneous set of H and R ⊆ X then Y=X \R is a homogeneous
set of F with Y ∩W = ∅ and Y ∩ (W+ ∪W−) = ∅.
Proof. Note that the set Y is a homogeneous set in F if and only if |Y |¿ 2. So it is
suDcient to show that Y ∩W = ∅ and Y ∩ (W+ ∪W−) = ∅.
Firstly, let t¿ 2. By (R1), u1 ∼ w1 and u1  w2 for some vertices w1; w2 ∈W . It
follows from (R2) and u1 = ut that either ut ∼ {w1; w2} or ut  {w1; w2}.
If ut ∼ {w1; w2} then w2 ∈X . Indeed, w2 ∈ X+ (since w2  u1 and u1 ∈X ) and
w2 ∈ X− (since w2 ∼ ut and ut ∈X ). Similarly, if ut  {w1; w2} then w1 ∈X .
Thus, |X ∩ {w1; w2}|¿ 1 and |Y ∩W |¿ |Y ∩ {w1; w2}|¿ 1.
Further, we prove that Y ∩ (W+ ∪W−) = ∅. If (R4a) holds then ut  x for some
vertex x∈W+. By (R3a), u1 ∼ sx. Since ut  x and ut ∈X , x ∈ X+. Since u1 ∼ x and
u1 ∈X , x ∈ X−. We have x∈X , or x∈Y ∩W+.
Similarly, if (R4b) holds then |Y ∩W−|¿ 1.
It remains to consider the case t=1. By the de4nition of a homogeneous set, |X |¿ 2.
Hence there is a vertex w∈X ∩ V (F).
Case 1: w∈W and (R4a) holds.
By (R4a), u1 = ut  x for some vertex x∈W+. But w∈W is adjacent to x∈W+.
Since w; u1 ∈X , we have x∈X . Thus, |Y ∩W+|¿ 1 and we are done.
Case 2: w∈W and (R4b) holds.
By (R4b), u1 = ut ∼ y for some vertex y∈W+. But w∈W is non-adjacent to
y∈W−. Since w; u1 ∈X , we have y∈X . Thus, |Y ∩W−|¿ 1 and we are done.
Case 3: w∈W+.
By (R1b), u1  w2 for some vertex w2 ∈W . It follows from w∈W+ and w2 ∈W
that w ∼ w2. Since w; u1 ∈X , u1  w2 and u ∼ w2, we have w2 ∈X . Thus, |Y ∩W |¿ 1.
Case 4: w∈W−.
By (R1a), u1  w1 for some vertex w1 ∈W . It follows from w∈W− and w1 ∈W
that w  w1. As before, w1 ∈X . Thus, |Y ∩W |¿ 1.
Claim 6. If X is a homogeneous set of H and c(F)6 2 then R ∩ X = ∅.
Proof. Suppose that X ∩R = ∅. By Claim 3, R ⊆ X . We denote Y =X \R. By Claim
5, Y is a homogeneous set in F with Y ∩W = ∅ and Y ∩ (W+ ∪W−) = ∅.
Let Y ′ be a maximal homogeneous set in F that contains Y .
Since Y ∩W = ∅, Y ′ ∩W = ∅. Since Y ∩ (W+ ∪W−) = ∅, Y ′ = W . We arrive to
a contradiction to Proposition 4(i).
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Claim 7. The set W is not homogeneous in H .
Proof. By (R1), u1 ∼ w1 and u1  w2 for some vertices w1; w2 ∈W . If W is a
homogeneous in H then u1 must be in W , a contradiction.
Claim 8. (i) If c(F) = 1 then c(H) = 1.
(ii) If c(F)¿ 2 then c(H)¡c(F).
Proof. (i) Firstly we suppose that F is a connected graph. By (R1a), u1 ∼ w1 ∈W .
By (R2), each vertex ui (i = 2; 3; : : : ; t) is adjacent to exactly one of ui−1; w1. This
observation and the connectedness of F imply that H is also a connected graph.
Let now RF be a connected graph. By (R1b), u1  w2 ∈W . By (R2), each vertex
ui (i = 2; 3; : : : ; t) is adjacent to exactly one of ui−1; w2. Hence RH is also a connected
graph.
Thus, if c(F) = 1 then c(H) = 1.
(ii) Suppose that F has c=c(F)¿ 2 connected components F1; F2; : : : ; Fc. By Propo-
sition 4(ii), W=V (F)\V (Fi) for some i∈{1; 2; : : : ; c}. Clearly, W+=∅ and W−=V (Fi).
According to (R1a), u1 ∼ w1 ∈W . Let w1 ∈V (Fj), where j∈{1; 2; : : : ; c} \ {i}.
As before, (R2) implies that R∪ V (Fi) is in some component of H . Since W+ = ∅,
the condition (R4b) must hold, i.e., ut ∼ y for some y∈W− = V (Fi). Therefore
R ∪ V (Fi) ∪ V (Fj) is in some component of H .
Thus, c(H) = comp(H)¡ comp(F) = c(F). In a similar way we can prove that if
RF has c¿ 2 components then c(H)¡c(F).
Let us continue the proof of Theorem 2. Now suppose that Graph Extension Pro-
cedure is applied to a graph G. We denote by h= h(G) the number of homogeneous
sets in G (not necessarily maximal), and c = c(G).
Claim 8 implies that in i6 c − 1 steps the procedure constructs a set Si such that
c(F) = 1 for any F ∈ Si.
We put F0 = F . Let Fi be an arbitrary graph that is constructed on Step j, j∈
{1; 2; : : : ; i}, by adding to Fj−1 a reducing W -pseudopath Rj, where W ∈Hom(Fj−1).
Claims 3, 4, and 5 imply that Fj has at most 2h(Fj−1) homogeneous sets. Indeed,
every homogeneous set X of Fj is either a homogeneous set in Fj−1 (Claims 3 and
4) or X = Y ∪ Rj, where Y is a homogeneous set in Fj−1 (Claims 3 and 5).
Thus, every graph F ∈ Si has at most 2c−1h(G) homogeneous sets.
Since c(F) = 1 for every graph F ∈ Si, Claim 8(i) implies that c(F) = 1 for every
graph F ∈ Sj and every j¿ i.
Let F ∈ Sj where j¿ i. We show that h(H)¡h(F), where H is obtained from
F by adding a reducing W -pseudopath R (for some W ∈Hom(F)). As before, every
homogeneous set X of H is either a homogeneous set of F or X = Y ∪ R, where Y is
a homogeneous set of F .
Since j¿ i, c(F) = 1. By Claim 6, H has no homogeneous sets of the form Y ∪ R.
Claim 7 implies that h(H)¡h(F), since W is not a homogeneous set in H .
Every graph F ∈ Si has at most 2c−1h homogeneous sets. We have shown that each
new step reduces the number of homogeneous sets. Hence in at most i + 2c−1h steps
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the procedure constructs the set Sk such that h(F)=0 for every F ∈ Sk . This condition
guarantees that the procedure halts.
4. Some examples
Here we apply Reducing Pseudopath Method to some simple hereditary classes. For
more complicated examples see BrandstSadt et al. [4], Zverovich [13,14], Zverovich and
Zverovich [15–17].
Remark 1. We note that if P∗ = FIS(Z) then ( RP)∗ = FIS( RZ), where RS = { RG: G ∈ S}
for a class of graphs S.
Remark 2. If the weighted stable set problem can be solved in a hereditary class P
in polynomial time, then this problem is also polynomially solvable for P∗ (see, for
example, De Simone [5]).
Example 2 (Matroidal graphs). As usual, Pk is the path of order k.
Corollary 1. Ext(P3) = P4.
Proof. The path G = P3 = (x; y; z) has a unique homogeneous set, namely W =
{x; z}. By Theorem 1, every graph H ∈Ext(G) contains a reducing W -pseudopath
R= (u1; u2; : : : ; ut).
By (R4), the vertex ut is non-adjacent to y (since W−= ∅ and W+ = {y}). If ut is
adjacent to exactly one of x; z (Fig. 1(b)) then we obtain induced P4. Otherwise we
have the variants shown in Fig. 1(a) and (c).
Let us consider the case (a). Since ut  W , the condition (R1) implies that t¿ 2
and ut ∼ ut−1. By (R3a), ut−1 ∼ y.
If ut−1 is non-adjacent to a vertex in W (say, ut−1  z) then we get an induced P4
(Fig. 1(a1)).
Otherwise ut−1 ∼ W (Fig. 1(a2)). Hence t¿ 3 and ut−1 is non-adjacent to ut−2 (by
(R2b)). Also, ut  ut−2. Then Fig. 1(a2′) shows that the set {y; ut−2; ut−1; ut} induces
P4.
Now we consider the case (c). Since ut ∼ W , t¿ 2 and ut  ut−1. As before,
ut−1 ∼ y.
If ut−1 is non-adjacent to a vertex in W (say, ut−1  z) then we get an induced P4
(Fig. 1(c1)).
Otherwise ut−1 ∼ W (Fig. 1(c2)). Hence t¿ 3 and ut−1 is non-adjacent to ut−2.
Since ut ∼ W , (R2b) implies ut ∼ ut−2. Finally, Fig. 1(c2′) shows that the set
{y; ut−2; ut−1; ut} induces P4.
Denition 11. Let Z be a set of graphs. A graph is Z-free if it does not contain any
graph of Z as an induced subgraph.
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Fig. 1.
A graph G is a matroidal graph if it is P3-free.
A graph is called a cograph if it is P4-free.
Example 3 (Generalized cographs). Corollary 1 shows that the substitutional closure
of matroidal graphs is exactly the class of all cographs. Since every matroidal graph
is a disjoint union of complete graphs, the class of all matroidal graphs is in the
substitutional closure of P = {K1; O2; K2}. (Kn is the complete graph of order n and
On = RKn.) Thus, P∗ is the class of all cographs.
The following de4nition extends this observation.
Denition 12. For a set S of prime graphs, the hereditary closure of S is de4ned as
the following hereditary class
Hered(S) =
⋃
G∈S
ISub(G):
We de4ne the class C(S) of S-cographs as the substitutional closure of Hered(S).
Corollary 2. The class C(P4) of all P4-cographs coincides with the class of all
(P5; RP5; C5;Bull; A; RA)-free graphs.
Proof. It is easy to see that all graphs of Fig. 2 are minimal forbidden induced sub-
graphs for C(P4).
Let F be a minimal forbidden induced subgraph for the class C(P4). If F if P4-free
then F ∈C(P4), a contradiction. Hence F contains H = P4 as an induced subgraph.
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Fig. 2. Minimal forbidden induced subgraphs for P4-cographs.
Fig. 3. Chair and P.
Moreover, F = H and V (H) is not a homogeneous set. It follows that there is a vertex
v∈V (G) \V (H) such that v is adjacent to some vertex of H and v is non-adjacent to
some vertex of H .
It can be directly checked that V (H) ∪ {u} induces either
• P5; RP5; C5;Bull (and we are done), or
• Chair;Chair; P; RP (Fig. 3).
Below we shall show that
• Ext(Chair) = FIS(G1; G2; : : : ; G7) (Fig. 4) and
• Ext(P) = FIS(H1; H2; : : : ; H7) (Fig. 5).
• Hence
• Ext(Chair) = FIS( RG1; RG2; : : : ; RG7) (Fig. 4) and
• Ext( RP) = FIS( RH 1; RH 2; : : : ; RH 7) (Fig. 5).
It remains to note that all graphs in Figs. 4 and 5 as well as their complements
contain at least one of P5; RP5; C5;Bull; A; RA as an induced subgraph.
Open Problem 3. Characterize the substitutional closure of S-cographs for other sets
S of prime graphs.
Example 4 (Chair-free graphs).
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Fig. 4. Minimal forbidden induced subgraphs for (Chair-free graphs)∗.
Fig. 5. Minimal forbidden induced subgraphs for (P-free graphs)∗.
Corollary 3. The substitutional closure of Chair-free graphs is the class of all
(G1; G2; : : : ; G7)-free graphs (see Fig. 4).
Proof. Chair has exactly one homogeneous set, namely W = {d; e} (see Fig. 3). We
apply Reducing Pseudopath Method to W .
Let R=(u1; u2; : : : ; ut) be a reducing W -pseudopath. By (R4), N (ut)∩{a; b; c} = {a}.
Therefore we have 7 possible variants for this intersection. If t = 1 then they produce
the graphs G1; G2; : : : ; G7 (Fig. 4).
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Let t¿ 2. By (R2), either (a) ut  W or (b) ut ∼ W .
(a) In this case ut ∼ ut−1 (according to (R2)). By (R3), N (ut−1) ∩ {a; b; c}= {a}.
(a1) If there is a vertex in W that is not adjacent to ut−1 (say, ut−1  e) then
{a; b; c; e; ut ; ut−1} induces one of G1; G2; : : : ; G7 (Fig. 4).
(a2) If ut−1 ∼ W then t¿ 3, ut  ut−2 and ut−1  ut−2. Also, N (ut−2)∩{a; b; c}={a}.
It easy to see that {a; b; c; ut ; ut−1; ut−2} induces one of G1; G2; : : : ; G7 (Fig. 4).
(b) In this case ut  ut−1 (according to (R2)) and, By (R3), N (ut−1)∩{a; b; c}={a}.
(b1) If there is a vertex in W that is not adjacent to ut−1 (say, ut−1  e) then
{a; b; c; e; ut ; ut−1} induces one of G1; G2; : : : ; G7 (Fig. 4).
(b2) If ut−1 ∼ W then t¿ 3, ut ∼ ut−2 and ut−1  ut−2. As before, {a; b; c; ut ; ut−1;
ut−2} induces one of G1; G2; : : : ; G7 (Fig. 4).
Example 5 (P-free graphs).
Corollary 4. The minimal forbidden induced subgraphs for the substitutional closure
of P-free graphs are H1; H2; : : : ; H7 (Fig. 5).
Proof. P has exactly one homogeneous set, namely W ={d; e} (see Fig. 3). We apply
Reducing Pseudopath Method to W .
Let R = (u1; u2; : : : ; ut) be a reducing W -pseudopath. By (R4), N (ut) ∩ {a; b; c} =
{a; b}. Therefore we have 7 possible variants for this intersection. If t = 1 then they
produce the graphs H1; H2; : : : ; H7 (Fig. 5).
Let t¿ 2. By (R2), either (a) ut  W or (b) ut ∼ W .
(a) In this case ut ∼ ut−1 (according to (R2)). By (R3), N (ut−1)∩{a; b; c}= {a; b}.
(a1) If there is a vertex in W that does not adjacent to ut−1 (say, ut−1  e) then
{a; b; c; e; ut ; ut−1} induces one of H1; H2; : : : ; H7 (Fig. 5).
(a2) If ut−1 ∼ W then t¿ 3, ut  ut−2 and ut−1  ut−2. Also, N (ut−2) ∩ {a; b; c}=
{a; b}. It easy to see that {a; b; c; ut ; ut−1; ut−2} induces one of H1; H2; : : : ; H7
(Fig. 5).
(b) In this case ut  ut−1 (according to (R2)) and, by (R3), N (ut−1) ∩ {a; b; c} =
{a; b}.
(b1) If there is a vertex in W that does not adjacent to ut−1 (say, ut−1  e) then
{a; b; c; e; ut ; ut−1} induces one of H1; H2; : : : ; H7 (Fig. 5).
(b2) If ut−1 ∼ W then t¿ 3, ut ∼ ut−2 and ut−1  ut−2. It easy to see that
{a; b; c; ut ; ut−1; ut−2} induces one of H1; H2; : : : ; H7 (Fig. 5).
Example 6 (2K2-free graphs).
Corollary 5 (HoTang and Reed [8]). The minimal forbidden induced subgraphs for the
substitutional closure of 2K2-free graphs are G1; G2; G3 (Fig. 6).
Proof. We construct Ext(G) for G=2K2. Let V (G)={a; b; c; d} and E(G)={ab; cd}.
We apply Reducing Pseudopath Method to the homogeneous set W = {a; b}. We
have W+ = ∅ and W− = {c; d}.
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Fig. 6. Minimal forbidden induced subgraphs for (2K2-free graphs)∗.
Fig. 7.
Let R = (u1; u2; : : : ; ut) be a reducing W -pseudopath. By (R4), N (ut) ∩ {c; d} = ∅.
By the symmetry we may assume that ut ∼ d.
The set {a; b; c; d; ut} induces one of the following graphs:
• G1 = P5, or
• RP, or
• graphs shown in Fig. 7(a)–(c).
If we have an induced RP, we can apply the result complementary to Corollary 4. We
take the complements of the graphs in Fig. 5, and delete those of them that contains
P5 as an induced subgraph. As the result, we obtain graphs G2 and G3 of Fig. 6. Thus,
we may assume that there is no induced RP as well as induced P5.
We recall that N (ui) ∩ {c; d}= ∅ for each i = 1; 2; : : : ; t − 1.
The variants (a), (b), and (c) of Fig. 7 are considered in Fig. 8(a), (b), and (c),
respectively. In any case, we obtain either an induced RP or an induced P5.
As it was proved by Balas and Yu [2] (and later by Alekseev [1] and Prisner [12]),
the class of all mK2-free graphs (with a 4xed m) has a polynomially bounded number
of maximal stable sets. This result implies that the weighted stability number problem
can be solved in polynomial time for mK2-free graphs.
Corollary 5 implies that the weighted stability number problem can be solved in
polynomial time for (G1; G2; G3)-free graphs (see Fig. 6).
Recall that a graph is chordal if and only if it does not contain cycles Cn(n¿ 4) as
induced subgraphs.
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Fig. 8.
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Fig. 9.
Corollary 6 (Olariu [11]). The minimal forbidden induced subgraphs for the substi-
tutional closure of chordal graphs are RP5; A;Domino, and Cn (n¿ 5).
The class of all split graphs can be characterized by three forbidden induced sub-
graphs, namely 2K2; C4 and C5 (FSoldes and Hammer [6]).
Corollary 7. The minimal forbidden induced subgraphs for the substitutional closure
of split graphs are P5; RP5; C5; A; RA.
Example 7 (K1 ∪ P3-free graphs).
The graph K1 ∪P3 consists of two components, namely, the path P3 and an isolated
vertex.
Corollary 8. The minimal forbidden induced subgraphs for the substitutional closure
of K1 ∪ P3-free graphs are P5;Bull; A (see Fig. 2).
Proof. We construct Ext(G) for G=K1∪P3. Let V (G)={a; b; c; d} and E(G)={ab; bc}.
We apply Reducing Pseudopath Method to the homogeneous set W = {a; b; c}. We
have W+ = ∅ and W− = {d}.
Let R=(u1; u2; : : : ; ut) be a reducing W -pseudopath. By (R4), ut ∼ d and ui  d for
each i = 1; 2; : : : ; t − 1.
The set {a; b; c; d; ut} induces one of the following graphs (see Fig. 9):
• P5, or Bull, or
• P or Chair, or
• graphs shown in Fig. 9(a) and (b).
If we have an induced P5 or Bull then we are done.
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Fig. 10.
In case of P or Chair, we can apply Corollaries 3 and 4, and obtain one of P5, Bull,
or A. Again, we are done.
The variants (a) and (b) of Fig. 9 are considered in Fig. 10(a) and (b), respectively.
In any case, we obtain one of the induced subgraphs: P5;Bull; A; P, or Chair.
It is evident that the weighted stability number problem can be solved in polynomial
time for matroidal graphs (i.e., P3-free graphs). This statement is also true for K1 ∪
P3-free graphs. Then Corollary 6 implies that the weighted stability number problem
is polynomially solvable for (P5;Bull; A)-free graphs.
Example 8 (Triangle-free graphs).
The complement of K1 ∪ P3 is called Paw.
508 I. Zverovich /Discrete Applied Mathematics 128 (2003) 487–509
Corollary 9 (Olariu [10]). The minimal forbidden induced subgraphs for the substi-
tutional closure of triangle-free graphs are RP5;Bull; RA (see Fig. 2).
Proof. Let G = K3 with V (G) = {a; b; c}. We have a homogeneous set W = {a; b};
W+ = {c} and W− = ∅.
There exists a reducing W -pseudopath R=(u1; u2; : : : ; ut). It can be directly checked
that either {a; b; c; ut} or {a; b; c; ut ; ut−1} contains a set that induces Paw.
Then we can apply the result complementary to Corollary 8.
Recall that O3 = RK3.
Corollary 10. The substitutional closure of O3-free graphs is the same as the substi-
tutional closure of K1 ∪ P3-free graphs.
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