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MIXED TWISTOR D-MODULES
Takuro Mochizuki
Abstract. —
We introduce mixed twistor D-modules, and establish the fundamental functorial
property. We also prove that they are described as the gluing of admissible variations
of mixed twistor structure. In a sense, mixed twistor D-modules could be regarded
as a twistor version of mixed Hodge modules due to M. Saito . In the other sense,
they could be a mixed version of pure twistor D-modules studied by C. Sabbah and
the author. A theory of mixed twistor D-modules is one of the ultimate goals in
the study suggested by Simpson’s Meta Theorem, and the author hopes that it would
play a basic role in the Hodge theory for holonomic D-modules possibly with irregular
singularity.
Re´sume´. —
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CHAPTER 1
INTRODUCTION
In this paper, we introduce mixed twistor D-modules, and establish their funda-
mental functorial property. We also prove that they are described as the gluing of
admissible variations of mixed twistor structure. In a sense, mixed twistor D-modules
could be regarded as a twistor version of mixed Hodge modules due to M. Saito ([60]
and [62]). In the other sense, they could be regarded as a mixed version of pure
twistor D-modules which was introduced by C. Sabbah ([56] and [57]) and studied
by himself and the author ([45] and [48]). A theory of mixed twistor D-module is
one of the ultimate goals in the project to generalize theories of Hodge structure to
those of twistor structures, suggested by C. Simpson’s Meta Theorem. Actually, we
closely follow the fundamental strategy due to Saito for mixed Hodge modules, al-
though there are several issues to overcome, partially because of the difference of the
ingredients in Hodge modules and twistor D-modules. The author hopes that this
study would be a part of the foundation for the further study on the Hodge theory
for holonomic D-modules possibly with irregular singularity. He also hopes that it
would be a help for readers to get into the deep theory due to Saito.
1.1. Mixed Hodge modules
Let us briefly review a stream in the Hodge theory, which is related to the functo-
riality with respect to various operations, which was finally accomplished with great
generality by the theory of mixed Hodge modules due to M. Saito. The author re-
grets that the following is quite restricted by his personal interest, and that it is not
exhaustive. The readers can find a more thorough review in [52].
A variation of Hodge structure on a complex manifold X is a pair of Q-local
system of finite rank V and a Hodge filtration F which is a decreasing filtration
of holomorphic subbundles of V ⊗Q OX indexed by integers satisfying the Griffiths
transversality. Although we may replace Q with other algebras such as Z and R, we
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omit such details here. A variation of Hodge structure is called pure of weight w, if
each restriction (V , F )|Q (Q ∈ X) is a pure Hodge structure of weight w. It is called
polarizable, if moreover it has a polarization, i.e., there exists a flat (−1)w-symmetric
pairing S of V such that S|Q (Q ∈ X) is a polarization of the pure Hodge structure
(V , F )|Q. A variation of mixed Hodge structure is a variation of Hodge structure
(V , F ) with a weight filtration W of V which is an increasing filtration indexed by
integers, such that GrWw (V , F ) (w ∈ Z) are pure of weight w. It is called graded
polarizable, if each GrWw (V , F ) is polarizable. In this paper, we almost always impose
the polarizability (resp. the graded polarizability) to variations of pure (resp. mixed)
Hodge structure. So, we often omit the adjective “graded polarizable”.
The notion of polarized variation of Hodge structure was originally discovered
by P. Griffiths as something on the Gauss-Manin connections associated to smooth
families of projective varieties. This can already be regarded as one of the most
basic and interesting cases of the functoriality of Hodge structure for projective push-
forward. The seminal work of Griffiths opened several interesting research projects,
for example, the study of polarized variation of Hodge structure with singularity,
which we will return later.
Inspired by the dream of motives, P. Deligne discovered the notion of mixed Hodge
structure, and he proved a deep theorem which ensures that the cohomology group
of any complex algebraic variety is naturally equipped with a mixed Hodge structure.
This can be regarded as one of the most important cases of the functoriality of mixed
Hodge structure. He also proved the functoriality in various cases. For example, if
we are given a smooth family of smooth projective varieties f : Y −→ S and a graded
polarizable variation of mixed Hodge structure (V , F,W ) on Y, then it was proved
that the filtered local system Rif∗(V ,W ) is equipped with a naturally induced Hodge
filtration Rif∗F , and that Rif∗(V , F,W ) is graded polarizable variation of mixed
Hodge structure. He also observed crucial properties of the induced variation of
mixed Hodge structure, including the Hard Lefschetz Theorem in the pure case. His
insight has been quite influential on the subsequent works.
It is natural to ask what happens in the other more general cases. For example, if
we are given a polarizable variation of Hodge structure (V , F ) on a quasi projective
variety Y which is not extendable on any projective completion of Y , it is asked
whether the cohomology group Hp(Y,V) or its variant may have mixed or pure Hodge
structure. What happens for the singular family of singular varieties? Finally, all of
these questions were answered by the functoriality of mixed Hodge modules. But,
for the theory, it is fundamental to understand the asymptotic behaviour of polarized
pure Hodge structure and admissible variation of mixed Hodge structure.
As mentioned, the work of Griffiths naturally lead to the study of polarized varia-
tions of pure Hodge structure with singularity. An extremely important contribution
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was done by W. Schmid [65]. Let X := {(z1, . . . , zn) | |zi| < 1} and D :=
⋃ℓ
i=1{zi =
0}. Let (V , F ) be a polarizable variation of pure Hodge structure on X−D. For sim-
plicity, we assume that the local monodromy endomorphisms around any irreducible
components of D are unipotent. The nilpotent orbit theorem of Schmid ensures that,
around any P ∈ D, the polarized variation of Hodge structure can be approximated
by an easier one called a nilpotent orbit. It is not only interesting itself but also
the most important foundation for the further investigation. One of the important
consequences is that we obtain a nice object on X , not only on X \ D. Namely,
let (V,∇) be the Deligne extension of V on X , i.e., V is the locally free OX -module
with a logarithmic connection ∇ such that (i) (V,∇)|X\D = V ⊗Q OX\D, (ii) the
residues of ∇ are nilpotent. Then, F is extended to a filtration of V by holomorphic
subbundles. In the one dimensional case, the study of singular polarized variation of
pure Hodge structure was accomplished by his SL(2)-orbit theorem, which ensures
that, if n = ℓ = 1, the polarized variation of Hodge structure can be approximated by
an easier one called an SL(2)-orbit around singularity. As consequences, in the one
variable case, he obtained that the weight filtration of the nilpotent part of the local
monodromy controls the growth order of the norms of flat sections with respect to
the hermitian metric associated to the polarization. He also obtained the polarized
mixed Hodge structure from the asymptotic data around the singularity, which is
called the limit mixed Hodge structure. Note that, for the polarized variation of pure
Hodge structure associated to a degenerating family of smooth projective varieties,
the asymptotic behaviour was intensively studied by J. Steenbrink with a different
method [74].
The higher dimensional case was accomplished by the definitive works by E. Cat-
tani, A. Kaplan, M. Kashiwara, T. Kawai and W. Schmid ([5], [6], [7], [27], [31]). In
the above situation, for each point P ∈ D, we obtain the limit mixed Hodge structure
from the asymptotic data around P , which is a polarized mixed Hodge structure in
several variables. It turned out that the limit mixed Hodge structure controls the
behaviour of (V , F ) around P . They obtained a generalization of the norm estimate.
They also obtained a rather strong constraint on the nilpotent parts of the local
monodromy along the loops around {zi = 0} (i = 1, . . . , ℓ). Moreover, they proved
various interesting property of polarized mixed Hodge structure, which are significant
for their study on L2-cohomology. Although it requires much more preparation to
describe their results precisely, which we do not intend here, they are quite impressive.
As for singular graded polarizable variations of mixed Hodge structure, it was one
of the main issues to clarify what condition should be imposed at the boundary.
Thanks to the studies of Kashiwara, Steenbrink and S. Zucker ([28], [75], [77]), it
turned out that the admissibility condition is the most appropriate one. Let us recall
it in the case that X = {(z1, . . . , zn) | |zi| < 1} and D =
⋃ℓ
i=1{zi = 0} as above.
Let (V , F,W ) be a graded polarizable variation of mixed Hodge structure on X \D.
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For simplicity, suppose that the monodromy gi along the loops around {zi = 0}
are unipotent. Let Ni := log gi. Let (V,∇) be the Deligne extension of V , which
is equipped with the flat filtration W . We should impose that the filtration F is
extended to a filtration of V by holomorphic subbundles such that GrF GrW (V ) is a
locally free OX -module. We should also impose the existence of a relative monodromy
weight filtrationM(Ni;W ) of Ni with respect to the induced filtrationW on the space
of the multi-valued flat sections of V . It was introduced by Steenbrink-Zucker in the
case n = 1, and by Kashiwara in the higher dimensional case. (The condition here is a
priori stronger but equivalent by results in [28].) Moreover, Kashiwara introduced and
studied infinitesimal mixed Hodge modules, which is the “mixed version” of polarizable
mixed Hodge structures. By generalizing some construction of Steenbrink-Zucker, he
constructed some natural filtrations which are crucial in the study on mixed Hodge
modules.
As mentioned, one of the motivations of singular variation of Hodge structure was
to establish the functoriality of Hodge structure, as a generalization of the results of
Deligne. Let X be a smooth projective variety with a normal crossing hypersurface
D. Let (V , F ) be any polarizable variation of pure Hodge structure on X \D. One of
the issues in those days was to show that there exists a natural pure Hodge structure
on the intersection cohomology group of V . If (V , F ) has no singularity at D, then
it follows from the result of Deligne. In the singular case, the contribution of Zucker
[76] is quite important. Namely, he studied the issue in the case dimX = 1, and he
proved that the intersection cohomology group is isomorphic to the L2-cohomology.
He also developed the L2-harmonic theory for singular polarized variation of pure
Hodge structure on projective curves. As a result, he obtained a naturally induced
pure Hodge structure on the intersection cohomology of V . In the higher dimensional
case, Cattani-Kaplan-Schmid and Kashiwara-Kawai established it by making good use
of their results on the asymptotic behaviour of polarized variation of Hodge structure,
and by generalizing the method of Zucker. As for the mixed case, for an admissible
variation of mixed Hodge structure on curves, Steenbrink-Zucker proved that the
various naturally associated cohomology groups have mixed Hodge structure, based
on their results on the asymptotic behaviour.
This stream of research for functoriality was eventually accomplished with much
more great generality by the theory of mixed Hodge modules due to M. Saito. A
cohomology theory can be regarded as a part of the theory of six functors on the
derived categories of some type of sheaves. The theory of mixed Hodge modules
ensures that the derived functors for Q-perverse sheaves on complex algebraic varieties
can be enriched by mixed Hodge structures. (In this introduction, we consider only
polarizable pure Hodge modules and graded polarizable mixed Hodge modules, we
omit the adjectives “polarizable” or “graded polarizable”.)
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Very roughly, a Hodge module on a complex manifoldX consists of a perverse sheaf
P with a Hodge filtration F on the regular holonomic D-moduleM corresponding to
P , i.e., (i) DRX(M) ≃ P ⊗C, (ii) F is an increasing filtration ofM by coherent OX -
modules indexed by integers such that Fj(DX) · Fi(M) ⊂ Fi+j(M), where Fj(DX)
denotes the natural filtration of the sheaf of holomorphic differential operators on X
by orders. In his highly original and genius work, Saito invented the appropriate def-
initions of pure and mixed conditions for such filtered D-modules, and he established
their fundamental properties. The most important theorems in the theory are the
functoriality with respect to six operations, and the description of pure and mixed
Hodge modules.
For the functoriality in the pure case, he proved the Hard Lefschetz Theorem.
Namely, let f : X −→ Y be a projective morphism of smooth projective varieties.
Let (P, F ) be any polarizable pure Hodge module of weight w on X . Then, the i-
th cohomology of the push-forward f i†V is equipped with a naturally induced Hodge
filtration f i†F , so that f
i
†(P, F ) is a polarizable pure Hodge module of weight w + i.
Moreover, for the morphism L : f i†P −→ f i+2† P induced by the first Chern class of
a relatively ample line bundle, the morphism Li : f−i† P −→ f i†P is an isomorphism.
This theorem is a generalization of the classical and important theorem of Beilinson-
Bernstein-Deligne-Gabber on perverse sheaves of geometric origin.
As for the functoriality in the mixed case, he constructed the six operations to-
gether with the nearby and vanishing cycle functors for the derived category of mixed
Hodge modules on algebraic varieties, which are compatible with those for the derived
category of perverse sheaves. We also have nearby and vanishing cycle functors.
Because the definitions of pure and mixed Hodge modules are complicated, it is
important to know what objects are contained in the categories. Saito proved that a
polarizable (resp. graded polarizable) variation of pure (resp. mixed) Hodge structure
on X naturally gives a pure (mixed) Hodge module on X , as expected. Hence, the
simplest variation of pure Hodge structure QX naturally gives a pure Hodge module.
Hence, if a perverse sheaf P on X is obtained from QY on some Y by successive use
of six functors, it naturally underlies a mixed Hodge module. If a perverse sheaf is
of geometric origin, then it naturally underlies a pure Hodge module. In particular,
the category of pure and mixed Hodge modules contain many objects. Moreover, he
proved the more general results for the description. In the pure case, he proved the
following.
– Let Z ⊂ X be a closed irreducible complex analytic subvariety. Let U ⊂ Z be a
complement of a closed analytic subset, such that U is smooth. Let ι : U −→ X
be the inclusion. Let (V , F ) be any polarizable variation of Hodge structure
on U . Then, the perverse sheaf ι∗!V , which is the minimal extension of V , is
naturally equipped with the Hodge filtration F so that (ι∗!V , F ) is a polarizable
pure Hodge module.
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– Conversely, any polarizable pure Hodge module is the direct sum of such minimal
extensions.
Hence, for example, suppose that we are given a polarizable variation of Hodge struc-
ture (V , F ) on X \ D, where X is a complex manifold, and D is a normal crossing
hypersurface. We obtain the pure Hodge module (P, F ) on X , obtained as the min-
imal extension of (V , F ), by the above description. For the canonical map aX of X
to a point, the i-th cohomology of the push-forward aiX†(P ) is naturally equipped
with the Hodge filtration by the functoriality of the pure Hodge modules. It means
that the intersection cohomology of V is equipped with a naturally induced pure
Hodge structure, which implies the theorem of Zucker, Cattani-Kaplan-Schmid and
Kashiwara-Kawai.
In the mixed case, Saito established the following:
– Let X , Z, U and ι be as above. Let (V , F,W ) be an admissible variation of
mixed Hodge structure. Then, the perverse sheaves ι∗V and ι!V are equipped
with induced Hodge filtrations F˜ and weight filtrations W˜ such that (ι⋆V , F˜ , W˜ )
(⋆ = ∗, !) are mixed Hodge modules.
– Conversely, any mixed Hodge modules on X are obtained as the “gluing” of
admissible variation of mixed Hodge structures.
It implies that, for example, we have a natural mixed Hodge structure on various
cohomology groups associated to an admissible variation of mixed Hodge structure.
Remark 1.1.1. — The theory of pure and mixed Hodge modules can be regarded as
a counterpart of the theory of pure and mixed ℓ-adic sheaves on algebraic varieties
over finite fields, which has been influential in various fields of mathematics including
number theory and representation theory. See a very nice book [23] for more details
on the philosophical background of Hodge modules, and for applications of the theory
of Hodge modules to representation theory.
1.2. From Hodge toward twistor
As mentioned, it is our purpose in this paper to study a twistor version of mixed
Hodge modules. It is C. Simpson who introduced the notion of twistor structure as
an underlying structure of Hodge structure. He proposed a principle called Simpson’s
Meta Theorem, which says that stories of Hodge structure should be generalized to
stories of twistor structure.
He introduced twistor structure to understand harmonic bundles in a deeper way.
Let (V,∇) be a flat bundle on a complex manifold X with a hermitian metric h.
We have a unique decomposition ∇ = ∇u + Φ into a unitary connection and a self-
adjoint section of End(V ) ⊗ Ω1. We have the decompositions into ∇u = ∂V + ∂V
and Φ = θ† + θ into the (0, 1)-part and the (1, 0)-part. Then, (V,∇, h) is called a
1.2. FROM HODGE TOWARD TWISTOR 7
harmonic bundle, if (V, ∂V , θ) is a Higgs bundle. In that case, the metric h is called
pluri-harmonic.
One of the most important classes of harmonic bundles is polarized variation of
Hodge structure. The hermitian metrics induced by polarizations of polarizable vari-
ations of Hodge structure are pluri-harmonic. From the beginning of his study, Simp-
son was motivated by the investigation of polarized variations of Hodge structure.
He gave a method to construct polarized variation of Hodge structure by using the
Kobayashi-Hitchin correspondence for harmonic bundles. He observed that various
properties of polarized variation of Hodge structure are naturally generalized to those
for harmonic bundles. For example, he developed the harmonic theory for harmonic
bundles as a generalization of that for polarized variation of Hodge structure, and he
proved that the push-forward of any harmonic bundle of any smooth family of pro-
jective varieties is naturally a harmonic bundle. To pursue this analogy in a deeper
level, he introduced twistor structure, and observed that harmonic bundles can be
regarded as polarized variations of pure twistor structure. Thus, he established the
analogy between polarized variations of Hodge structure and harmonic bundles in the
level of the definitions. This important idea enables us to consider a twistor version
of various objects appeared in the Hodge theory.
This is quite efficient in the study of the asymptotic behaviour of singular harmonic
bundles, which was studied by Simpson himself and the author. The twistor viewpoint
suggests us how to formulate generalizations of results of Cattani, Kaplan, Kashiwara,
Kawai and Schmid. Indeed, we obtain a nice object on X from a harmonic bundle
on X \D, and we also obtain the limit mixed twistor structure, which is quite useful
to control the nilpotent part of the residues. However, we would like to mention that
there are also some phenomena which do not appear for polarized variation of Hodge
structure, such as KMS-structure and Stokes structure, and that the proofs are not
necessarily given in parallel ways.
It is also suggested by Simpson’s Meta Theorem that we should have a twistor
version of the theory of pure and mixed Hodge modules. In the pure case, it was
pursued by C. Sabbah and the author. Sabbah prepared the notion of R-triples as
an ingredient to define twistor D-modules, which can be regarded as generalization
of tuples of R-perverse sheaf and filtered D-module, and suitable to consider even in
the case that the underlying D-modules are irregular. Based on Saito’s strategy, he
gave the appropriate definition of pure twistor D-modules and the framework to prove
the Hard Lefschetz Theorem, i.e., the functoriality for projective push-forward. The
correspondence between tame harmonic bundles and regular pure twistor D-modules
was established in [45]. In the wild case, the basic properties were established in [48].
It is interesting to have the correspondence between semisimple holonomic D-
modules and pure twistor D-modules on projective varieties, which does not appear
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in the theory of pure Hodge modules. As a result, we obtain that semisimplicity of
algebraic holonomic D-modules is preserved by projective push-forward.
In this paper, we introduce mixed twistor D-modules, and prove the fundamental
properties. For the author, it is one of the ultimate goals of the research for years,
driven by Simpson’s Meta Theorem.
There are various intermediate objects between twistor structure and Hodge struc-
ture such as integrable twistor structure and TERP structure. So, we could have
variants of mixed twistor D-modules by considering additional structures. Because
the twistor structure could be most basic among them, the author hopes that mixed
twistor D-modules would play a basic role in the study of Hodge structure on holo-
nomic D-modules.
1.3. Mixed twistor D-modules
In the rest of this introduction, let us briefly review the theory of pure twistor
D-modules, and explain our issues in the study of mixed twistor D-modules.
1.3.1. Pure twistor D-modules. — For any complex manifold X , the product
Cλ ×X is denoted by X . We have the sheaf of relative differential operators DX/Cλ ,
and the relative tangent sheaf ΘX/Cλ . Then, RX is the sheaf of subalgebras generated
by OX and λ ·ΘX/Cλ .
We have two basic conditions on RX -modules. One is strictness, i.e., flat over
OCλ . The other is holonomicity. Namely, the characteristic variety of any coherent
RX -module M is defined as in the case of D-modules, denoted by Ch(M). It is a
subvariety in Cλ×T ∗X . If Ch(M) is contained in the product of Cλ and a Lagrangian
subvariety in T ∗X , the RX -module M is called holonomic.
An RX -triple is a tuple of RX -modules Mi (i = 1, 2) with a sesqui-linear pairing
C. To explain what is sesqui-linear paring, we need a preparation. Let S denote the
circle {λ ∈ Cλ | |λ| = 1}. Let σ : S −→ S be given by σ(λ) = −λ = −λ−1. The
induced involution S ×X −→ S ×X is also denoted by σ.
Let DbS×X/S denote the sheaf of distributions on S × X which are continuous
in the S-direction in an appropriate sense. This sheaf is naturally a module over
RX|S×X ⊗ σ∗RX|S×X . Then, a sesqui-linear pairing of RX -modules Mi (i = 1, 2) is
an RX|S×X ⊗ σ∗RX|S×X -homomorphism M1|S×X ⊗ σ∗M2|S×X −→ DbS×X/S . An
RX -triple is called strict (resp. holonomic), if the underlying R-modules are strict
(resp. holonomic). The category of pure twistor D-module is constructed as a full
subcategory of strict holonomic R-triples.
Let us recall how to impose some conditions on strict holonomic R-triples. In
the case of variation of Hodge structures, which is a Q-local system with a Hodge
filtration, it is defined to be pure, if its restriction to the fiber over each point is
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pure. But, for R-triples or even for D-modules, the restriction to a point is not so
well behaved. Instead, for holonomic D-modules, there is a nice theory for restriction
to hypersurfaces. Namely, we have the nearby and vanishing cycle functors, which
describes the behaviour of the holonomic D-modules around the hypersurface in some
degree. To define some condition for holonomic D-modules, it seems natural to con-
sider the conditions on nearby and vanishing cycle sheaves inductively, instead of the
restriction to a point. Similarly, to define some condition for R-triples, we would like
to consider the condition on the appropriately defined nearby and vanishing cycle
functors for R-triples. This is a basic strategy due to Saito, and it may lead us to an
inductive definitions of pure and mixed twistor D-modules, as a variant of pure and
mixed Hodge modules.
A strict holonomic R-triple T is called pure of weight w, if the following holds.
First, we impose that, for any open subset U ⊂ X with a holomorphic function g,
T|U is strictly S-decomposable along g. It implies that we have the decomposition
T =⊕ TZ by strict support, where Z runs through closed irreducible subsets of X .
Then, we impose the conditions on each TZ . If Z is a point, TZ is supposed to be the
push-forward of pure twistor structure of weight w by the inclusion of Z into X . In
the positive dimensional case, for any open subset of X with a holomorphic function,
if we take the graduation of the weight filtration of the naturally induced nilpotent
morphism on the nearby cycle functor along the function, the m-th graded pieces are
pure of weight w + m. Then, inductively, the notion of pure twistor D-module is
defined. Precisely, we should consider the polarizable object. A polarization of T is
defined as a Hermitian sesqui-linear duality of weight w satisfying some condition on
positivity, which is also given in an inductive way using the nearby cycle functor.
Let MT(X,w) denote the category of polarizable wild pure twistor D-module
of weight w. Let us recall some of their fundamental properties; (i) The category
MT(X,w) is abelian and semisimple; (ii) For objects Ti ∈ MT(X,wi) with a mor-
phism f : T1 −→ T2 as R-triples such that w1 > w2, we have f = 0; (iii) For any
projective morphism f : X −→ Y , and for any T ∈ MT(X,w), the i-th cohomology
of the push-forward f i†T is an object in MT(Y,w+ i). Moreover, f†T ≃
⊕
f i†T [−i] in
the derived category of R-triples; (iv) Let Z ⊂ X be a closed complex analytic subset.
Let Z0 ⊂ Z be a closed complex analytic subset such that Z \ Z0 is smooth. Then,
a wild harmonic bundle on (Z,Z0) is naturally extended to pure twistor D-module
on X ; (v) Conversely, any pure twistor D-modules are the direct sum of such min-
imal extensions of wild harmonic bundles; (vi) Any semisimple algebraic holonomic
D-module naturally underlies a polarizable wild pure twistor D-module.
1.3.2. Mixed twistor D-modules. — To define mixed twistorD-modules, we first
consider filtered R-triples (T , L) such that GrLw(T ) are pure of weight w, where L
are locally finite increasing complete exhaustive filtrations indexed by integers. Such
naive objects are called pre-mixed twistor D-module. They have nice functoriality for
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projective push-forward. However, we need to impose additional conditions for other
standard functoriality such as push-forward for open embeddings and pull back. Very
briefly, to define mixed twistor D-module, we impose (i) the filtered strict compatibil-
ity of L and the V -filtrations, and (ii) the existence of relative monodromy filtrations
on the nearby and vanishing cycle sheaves, and they give the weight of mixed twistor
D-modules with smaller supports. (It will be explained in §7.)
It is easy to show that mixed twistor D-modules have nice functorial property
for nearby and vanishing cycle functors and projective push-forward. However, it is
not so easy to show the functorial property, for example, for the open embedding
X \ H −→ X , where H is a hypersurface. To establish more detailed property, we
need a concrete description of mixed twistor D-modules as the gluing of admissible
variations of mixed twistor structure.
1.3.3. Gluing procedure. — For perverse sheaves and holonomic D-modules,
there are well established theories to glue objects on {f = 0} and objects on {f 6= 0}
([2], [37], [78]). We need such gluing procedure for R-triples. Because of the differ-
ence of ingredients, it is not easy to generalize the method of gluing prepared in [62]
for Hodge modules to the case of R-triples. Instead, we adopt the method of Beilinson
in [2], which reduces the issue to the construction of canonical prolongations T [⋆t]
(⋆ = ∗, !). (See §3–§4.)
1.3.4. Admissible variation of mixed twistor structure. — We prepare a
general theory for admissible variation of mixed twistor structure (§9), which is a
natural generalization of admissible variation of mixed Hodge structure. Very briefly,
it is a filtered R-triple (V , L) on a complex manifold X with poles along a normal
crossing hypersurfaceD. We impose the conditions (i) each GrLw(V) comes from a good
wild harmonic bundle, (ii) V has good-KMS structure alongD compatible with L, (iii)
the residues along the divisors have relative monodromy filtrations. It is important
to understand the specialization of admissible variation of mixed twistor structure
along the divisors. For that purpose, it is essential to study the relative monodromy
filtrations and their compatibility. So, as in [28], we study the infinitesimal version
of admissible variation of mixed twistor structure, called infinitesimal mixed twistor
module in §8. We can show that it has nice property as in the Hodge case.
Then, we study the canonical prolongation of admissible mixed twistor structure
(V , L) on (X,D) to pre-mixed twistor D-modules on X . Let D = D(1)∪D(2) be a de-
composition. Recall that a good meromorphic flat bundle V on (X,D) is extended to
a D-module V [∗D(1)!D(2)] on X . We prepare similar procedure to make a pre-mixed
twistor D-module (V , L)[∗D(1)!D(2)] from (V , L). First, we construct the underlying
R-triple V [∗D(1)!D(2)] in §5. One of the main tasks is to construct a correct weight
filtration L˜ on V [∗D(1)!D(2)]. By applying the procedure in §5 to each LjV , we obtain
a naively induced filtration L on V [∗D(1)!D(2)]. But, this is not the correct filtration.
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Indeed, GrLw(V [∗D(1)!D(2)]) are not pure of weight w, in general. We need much more
considerations for the construction of the correct weight filtration. It is essentially
contained in [28] and [62], but we shall give rather details, which is one of the main
themes in §6 and §8–§10.
Once we obtain canonical prolongations of admissible variations of mixed twistor
structures across normal crossing hypersurfaces, we can glue them to obtain pre-mixed
twistor D-modules, which are called good pre-mixed twistor D-modules. It is one of
the main theorems to show that any good pre-mixed twistor D-module is a mixed
twistorD-module (Theorem 10.3.1). Then, by a rather formal argument, we can show
that any mixed twistor D-module can be expressed as gluing of admissible variation
of mixed twistor D-modules as in §11.1. We can deduce some basic functoriality by
using this description. See §11.2–§11.3.
Remark 1.3.1. — In this paper, we will often omit “variation of” just for simplifi-
cation. For example, an admissible variation of mixed twistor structure is often called
admissible mixed twistor structure.
1.3.5. Dual. — In §12, we study the dual of mixed twistorD-module, which should
be compatible with the dual for the underlying D-modules. Briefly, there are two is-
sues we should address. While the dual of a holonomic D-module in the derived
category is also a holonomic D-module, we cannot expect such a property for a
general holonomic R-module. This issue already appeared in the Hodge case, and
solved by Saito. Even in the twistor case, we can apply Saito’s method in a rather
straightforward way. The other issue is the construction of sesqui-linear pairing for
the dual, which did not appear in the Hodge case. It is non-trivial even for sesqui-
linear pairings of holonomic D-modules. Let Mi (i = 1, 2) be holonomic D-modules.
Let C :M1 ⊗M2 −→ DbX be a DX ⊗DX -homomorphism. We need to construct an
induced pairing for DM1 ⊗DM2 −→ DbX . We obviously have such a pairing, if Mi
are smooth, i.e., flat bundles. It is not difficult to construct it in the case of regular
holonomic D-modules, thanks to the Riemann-Hilbert correspondence. But, at this
moment, some additional arguments are required in the non-regular case. (It will be
given in §14.) Once we have such a pairing in the case of D-modules, it is rather
formal to construct it in the case of mixed twistor D-modules. By using the dual, we
can introduce the notion of real structure for mixed twistor D-modules, which has
nice functorial property.
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PART I
GLUING AND SPECIALIZATION OF
R-TRIPLES

CHAPTER 2
PRELIMINARY
In §2.1, we shall review basic theory of R-triples [56] and variants. In §2.2, we give
some procedure to produce an R-triple from a given R-triple with a commuting tuple
of nilpotent morphisms. It is a reformulation of the construction of twistor nilpotent
orbit in [45] and [49]. In §2.3, we introduce Beilinson triple, which is useful in the
study of gluing.
2.1. R-triples
2.1.1. R-module. — Let X be a complex manifold. We set X := Cλ × X . The
projection X −→ X is denoted by pλ. Let ΘX/Cλ denote the relative tangent sheaf of
X over Cλ. Let DX/Cλ denote the sheaf of relative differential operators on X over
Cλ. Recall that RX denote the sheaf of subalgebras in DX/Cλ generated by λΘX/Cλ .
Let D be a hypersurface of X . We set D := Cλ ×D. We set RX(∗D) := RX ⊗OX
OX (∗D), where OX (∗D) be the sheaf of meromorphic functions on X whose poles
are contained in D. The sheaf of algebras RX(∗D) is Noetherian. The notions of left
and right RX(∗D)-modules are naturally defined. They are exchanged by a standard
formalism forD-modules orR-modules. Namely, let ωX := λ−n ·p∗λωX as the subsheaf
of p∗λωX ⊗ OX
(∗({0} × X)), where n = dimX . Then, for any left RX(∗D)-module
M, we have the natural right RX(∗D)-module structure on Mr := ωX ⊗OX M. We
consider left RX(∗D)-modules in this paper, unless otherwise specified. A left RX(∗D)-
module M is naturally regarded as a family of flat λ-connections. Namely, M is
equipped with a differential operator D : M −→ M⊗ Ω1X , where ΩX := λ−1p∗λΩ1X ,
such that (i) D(f s) = λd(f) s+ f D(s) for f ∈ OX (∗D) and s ∈ M, (ii) D ◦ D = 0.
An RX(∗D)-module is called strict, if it is OCλ-flat. If an RX(∗D)-module M is (i)
pseudo-coherent as an OX (∗D)-module, (ii) locally finitely generated as an RX(∗D)-
module, then it is a coherent RX(∗D)-module. The sheaf of algebras RX(∗D) is natu-
rally filtered by the order of differential operators, and we have the notion of coherent
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filtration for RX(∗D)-modules as in the case of D-modules. Let M be an RX(∗D)-
module on an open set U ⊂ X . We say that M is good, if, for any λ0 ∈ Cλ, and for
any compact subset K of X such that {λ0} ×K ⊂ U , there exist a neighbourhood
U ′ of {λ0} × K in U , and a finite filtration F of M|U ′ such that GrF (M|U ′) has a
coherent filtration.
The push forward and the pull back of RX(∗D)-modules are defined by the for-
mula of those for RX -modules in [56]. Let f : X ′ −→ X be a morphism of
complex manifolds. Let D be a hypersurface of X , and we put D′ := f−1(D).
Let RX′→X := OX ′ ⊗f−1OX f−1RX , which is naturally an
(RX′ , f−1RX)-module.
We set RX←X′ := ωX ′ ⊗ RX′→X ⊗ f−1ωX . For an RX′(∗D′)-module M′, we have
f†(M′) := Rf∗
(RX←X′ ⊗LRX′ M′) in Db(RX(∗D)). Note that
RX←X′ ⊗LRX′ M′ ≃ RX←X′(∗D′)⊗LRX′(∗D′) M′,
and that an f−1RX(∗D)-injective resolution of RX←X′ ⊗LRX′ M′ is naturally an
f−1RX -injective resolution. Similarly, for an RX(∗D)-module N , we have f †N :=
RX′→X ⊗Lf−1RX f−1N in Db(RX′(∗D′)). If M′ is good, f†M is cohomologically
good, which can be proved by the argument in the case of D-modules.
Lemma 2.1.1. — Assume that f is proper and birational, and it induces an iso-
morphism X ′ \D′ ≃ X \D. Then, we have natural isomorphisms f†M′ ≃ f∗M′ and
f †M≃ f∗M := OX ′ ⊗OX f−1M. They give an equivalence of the categories of good
RX(∗D)-modules and good RX′(∗D′)-modules.
Proof Because RX′→X(∗D′) ≃ RX′(∗D′), we obtain the first claim. For an
RX(∗D)-module M of the form RX(∗D) ⊗OX M , where M is OX -coherent, we have
f †M≃RX′(∗D′)⊗OX′ f∗M . For an RX′(∗D′)-moduleM′ of the form RX′(∗D′)⊗OX′
M ′, where M ′ is OX ′-coherent, we have f†M′ ≃ RX(∗D) ⊗OX f∗(M ′). Then, the
second claim is clear.
2.1.2. Strict specializability for R-modules. — The notion of strict special-
izability for RX(∗D)-module is defined as in the case of RX -modules [56]. Let Ct
be a complex line with a coordinate t. Let X0 be a complex manifold. We put
X := X0 × Ct. We identify X0 and X0 × {0}. Let D be a hypersurface of X . (See
also §3.1.1.)
Let ΘX/Cλ(logX0) denote the sheaf of logarithmic relative tangent sheaf on X
over Cλ. We recall that V0RX denotes the sheaf of subalgebras in RX generated by
λΘX/Cλ(logX0). Note that it depends only on t, i.e., independent from the choice of
a decomposition into the product X = X0 × Ct.
2.1.2.1. The case X0 6⊂ D. — We set D0 := X0 ∩D. We put V0RX(∗D) := V0RX ⊗
OX (∗D). For any point λ0 ∈ Cλ, let X (λ0) denote a small neighbourhood of {λ0}×X .
We use the symbol X (λ0)0 in a similar meaning. LetM be a coherent RX(∗D)-module
on X . It is called strictly specializable along t = 0 at λ0, if M|X (λ0) is equipped with
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a filtration V (λ0) by coherent V0RX(∗D)-modules indexed by R satisfying Conditions
22.3.1 and 22.3.2 in [48]. Such a filtration is unique, if it exists. Note that the
condition is independent from the choice of a decomposition into the product X =
X0 × Ct. We say that M is called strictly specializable along t, if it is strictly
specializable along t at any λ0. In this case, we obtain an RX0(∗D0)-module ψt,u(M)
as in the case of R-modules. Its push-forward by X0 −→ X is also denoted by
ψt,u(M). If Mi (i = 1, 2) are strictly specializable along t with a morphism F :
M1 −→ M2, then F is compatible with the V -filtrations, and we have an induced
morphism ψt,u(F ) : ψt,u(M1) −→ ψt,u(M2). If the cokernel of ψt,u(F ) is strict,
F is called strictly specializable. In that case, F is strictly compatible with the V -
filtrations. We have the naturally defined morphisms ðt : ψt,u(M) −→ ψt,u+δ(M),
and t : ψt,u(M) −→ ψt,u−δ(M), where δ = (1, 0) ∈ R × C. We set ψ˜t,u(M) :=
lim−→ψt,u−Nδ(M) for u ∈ R× C. It is isomorphic to ψt,u(M(∗t)) below.
2.1.2.2. The case X0 ⊂ D. — If X0 ⊂ D, we decompose D = X0 ∪ D′, where
X0 6⊂ D′. We put D′0 := D′ ∩ X0. Let M be a coherent RX(∗D) = RX(∗D′)(∗t)-
module. It is called strictly specializable along t at λ0 if M|X (λ0) is equipped with
a filtration V (λ0) by coherent V0RX(∗D′)-modules indexed by R, satisfying the con-
ditions in Definition 22.4.1 in [48]. Similarly, we obtain RX0(∗D′0)-modules ψt,u(M).
The induced morphisms t : ψt,u(M) −→ ψt,u−δ(M) are isomorphisms. It is also
denoted by ψ˜t,u(M).
2.1.3. Some sheaves. — We recall some sheaves, following Sabbah in [55] and
[57], to which we refer for more details and precision. Let X be an n-dimensional
complex manifold. Let T be a real C∞-manifold. Let V be an open subset of X × T .
Let E(n,n)X×T/T,c(V ) denote the space of C∞-sections of Ωn,nX×T/T on V with compact
supports. Let DiffX×T/T (V ) denote the space of C∞-differential operators on V
relative to T , i.e., we consider only differentials in the X-direction on V . For any
compact subset K ⊂ V and P ∈ DiffX×T/T (V ), we have the semi-norm
∥∥ϕ∥∥
P,K
=
supK |Pϕ|. For any closed subset Z ⊂ X , let E<Z,(n,n)X×T/T,c(V ) denote the subspace
of E(n,n)X×T/T,c(V ), which consists of the sections ϕ such that (Pϕ)| ̂(Z×T )∩V = 0 for
any P ∈ DiffX×T/T (V ). We have the induced semi-norms ‖ · ‖P,K on the space
E<Z,(n,n)X×T/T,c(V ). By the semi-norms, the spaces E(n,n)X×T/T,c(V ) and E<Z,(n,n)X×T/T,c(V ) are
locally convex topological spaces. Let C0c (T ) denote the space of continuous functions
on T with compact supports. It is a normed vector space with the sup norms.
The space of continuous C0(T )-linear maps E(n,n)X×T/T,c(V ) −→ C0c (T ) is denoted
by DbX×T/T (V ). Let D be a hypersurface of X . Let Dbmod DX×T/T (V ) denote the
space of continuous C∞(T )-linear maps from E<D,(n,n)X×T/T,c(V ) to C∞c (T ). Any ele-
ments of Dbmod DX×T/T (V ) are called distributions with moderate growth along D. Let
DbX×T/T,D(V ) be the space of continuous C∞-linear maps Φ : E(n,n)X×T/T,c(V ) −→
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C0c (T ) whose supports are contained in D×T , i.e., Φ(ϕ) = 0 if ϕ = 0 on some neigh-
bourhood of D× T . They give the sheaves DbX×T/T , Dbmod DX×T/T and DbX×T/T,D on
X × T . We have the following lemma as in [38] and [48].
Lemma 2.1.2. — We have the exact sequence 0 −→ DbX×T/T,D −→ DbX×T/T −→
Dbmod DX×T/T −→ 0. In particular, Dbmod DX×T/T is isomorphic to the image of DbX×T/T −→
j∗j−1DbX×T/T , where j : X \D −→ X.
The following lemma can be proved by using a standard argument in the theory
of distributions. Let V be an open subset of X with a real coordinate (x1, . . . , x2n).
For a given J = (j1, . . . , j2n) ∈ Z2n≥0, we set ∂J :=
∏2n
i=1 ∂
ji
xi and |J | =
∑
ji.
Lemma 2.1.3. — Let Φ be an element of Dbmod DX×T/T (V ). Let K be any compact
region in V . We have m ∈ Z>0 and C > 0 such that supT
∣∣Φ(ϕ)∣∣ ≤ C sup|J|≤m |∂Jϕ|K
for any ϕ ∈ E<D (n,n)X×T/T,c(V ) with Supp(ϕ) ⊂ K.
Corollary 2.1.4. — Let g be a holomorphic function such that g−1(0) ⊂ D. Let
Φ ∈ Dbmod DX×T/T (V ). For any compact subset K in V , there exists CK > 0 such
that we have the well defined pairing Φ
(|g|s · ϕ) ∈ C0c (T ) for ϕ ∈ E(n,n)X×T/T,c(V ) with
Supp(ϕ) ⊂ K and for Re(s) > CK . It depends on s in a holomorphic way.
Let C∞X×T be the sheaf of C∞-functions on X × T . Let D be a hypersurface of
X . Let U ⊂ X × T be an open subset. Let ϕ be a C∞-function on an open subset
U \ (D × T ). We say that ϕ is a C∞-function of moderate growth along D, if the
following holds for any (Q1, Q2) ∈ U ∩ (D × T ).
– For any P ∈ DiffX×T/T (U), there exists N > 0 such that
∣∣Pϕ∣∣ = O(|g|−N)
around (Q1, Q2).
Let C∞ modDX×T denote the sheaf of C∞-functions on X×T with moderate growth along
D. It is standard to prove that the sheaf is c-soft.
Let f : X ′ −→ X be a morphism of complex manifolds. Let D be a hypersurface
of X . We put D′ := f−1(D).
Lemma 2.1.5. — Assume that f is proper and birational. We have a natural iso-
morphism a1 : f!Db
modD′
X′×T/T ≃ DbmodDX×T/T and an epimorphism a2 : f−1C∞ modDX×T −→
C∞ modD′X′×T . We also have f−1DbmodDX×T/T −→ DbmodD
′
X′×T/T and C∞ modDX×T ≃ f∗C∞ modD
′
X′×T .
Proof The natural morphism C∞ modD(X×T ) −→ C∞ mod D′(X ′×T ) is bijective.
Because C∞ modD′X′×T is c-soft, we obtain that a2 is an epimorphism. It is easy to prove
that the induced morphism C∞ modDX×T −→ f∗C∞ modD
′
X′×T is an isomorphism.
Let V be an open subset in X × T , and V ′ := f−1(V ). The natural continuous
morphism E(n,n)<DX×T/T,c(V ) −→ E(n,n)<DX′×T/T,c(V ′) is bijective. It is a homeomorphism, which
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follows from Lemma 2.1.6 below. Then, we obtain the second claim for DbmodD
′
X′×T/T
and DbmodDX×T/T .
Lemma 2.1.6. — Let Y be a complex manifold with a hypersurface D1. Let g be a
holomorphic function on Y such that g−1(0) ⊂ D1. Let K ⊂ Y be a compact subset.
Let P ∈ DiffY×T/T and N ∈ Z≥0. Then, there exist C > 0 and Pi ∈ DiffY×T/T (i =
1, . . . ,M) such that supK |g−NPϕ| ≤ C
∑
i supK |Piϕ| for any ϕ ∈ E(n,n)<D1Y×T/T,c (K×T ).
Proof We give only a sketch of the proof. We have only to consider the case
P = 1. We need estimates only around any point of K × T . First, let us consider
the case dg is nowhere vanishing on X . We may assume that X is equipped with a
holomorphic coordinate (z1, . . . , zn) and z1 = g. Let zi = xi+
√−1yi = ri e
√−1θi . By
using the relation rL1 ∂
L
r1 =
∑L
q=0((L, q))x
q
1y
L−q
1 ∂
q
x1∂
L−q
y1 , where ((L, q)) are binomial
coefficients, we can easily deduce the desired estimate for
∣∣g−Nϕ∣∣. For example, in
the case of one variable and N = 1, we have∣∣z−1f(z)∣∣ ≤ ∫ 1
0
∣∣(∂rf)(sz)∣∣ds ≤ sup∣∣∂rf ∣∣ ≤ sup∣∣∂xf ∣∣+ sup∣∣∂yf ∣∣.
If g =
∏ℓ
i=1 z
mi
i , we set gj =
∏j
i=1 z
mi
i , and we deduce |g−Nϕ| ≤ C
∑
i sup
∣∣g−Nj−1Qj,iϕ∣∣
by an easy descending induction on j. Let us consider the general case. We take a
projective birational morphism F : X1 −→ X such that F−1(D) is normal crossing.
By the above consideration, we have an estimate
∣∣F−1(g−Nϕ)∣∣ ≤ C ∑ sup∣∣Pi F−1(ϕ)∣∣
on X1 × T for some Pi ∈ DiffX1×T/T . It is easy to find P˜i,j ∈ DiffX×T/T (j =
1, . . . ,Mi) such that
∣∣Pi F−1(ϕ)∣∣ ≤ ∑ sup∣∣F−1(P˜i,jϕ)∣∣ for any ϕ. Thus, we obtain
the estimate on X × T .
Remark 2.1.7. — DbmodDX×T/T is also denoted by DbX(∗D)×T/T or DbX×T/T (∗D) in
the following.
Suppose that X = X0×Ct, and X0×{0} 6⊂ D. We put D0 := (X0×{0})∩D. For
an open subset V ⊂ X × T , we set V0 := V ∩ (X0 × {0}× T ). We have the naturally
defined map given by the restriction:
(1) E(n,n)<DX×T/T,c(V ) −→ E(n−1,n−1)<D0X0×T/T,c (V0)⊗ (C dt dt)
Lemma 2.1.8. — The map (1) is surjective.
Proof We set H1 := (X0 × {0}) ∪ D. We take a projective birational map F :
X ′ −→ X such that (i) H ′1 := F−1(H1) is normal crossing, (ii) X ′\D′ ≃ X \D, where
D′ := F−1(D). Let X1 ⊂ X ′ be the strict transform of (X0×{0}). Let V ′ := F−1(V ).
Let V ′0 be the closure of V0 \D0 in X ′. Then, by a direct construction, it is easy to
see that
E(n,n)<D′X′×T/T,c(V ′) −→ E
(n−1,n−1)<D′0
X1×T/T,c (V
′
0)⊗ (CF ∗(dt dt))
is surjective. Then, we obtain that (1) is surjective.
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2.1.4. R-triple. — LetX be a complex manifold, and let D be a hypersurface ofX .
Let σ : C∗λ −→ C∗λ be given by σ(λ) = −λ
−1
. We set S =
{
λ ∈ C ∣∣ |λ| = 1}. If λ ∈ S ,
we have σ(λ) = −λ. The induced maps C∗λ ×X −→ C∗λ ×X and S ×X −→ S ×X
are also denoted by σ.
We have the natural action of RX(∗D)|S×X on DbmodDS×X/S . We also have the action
of σ∗RX(∗D)|S×X on DbmodDS×X/S by σ∗(f) • F = σ∗(f) · F and σ∗(ði) • F = −λ−1∂iF .
We set ði := −λ−1∂i.
Let Mi (i = 1, 2) be RX(∗D)-modules. A hermitian sesqui-linear pairing of M1
andM2 is an RX(∗D)|S×X⊗σ∗RX(∗D)|S×X -morphism C :M1|S×X⊗σ∗M2|S×X −→
Dbmod DS×X/S . Such a tuple (M1,M2, C) is called an RX(∗D)-triple. It is called good
(coherent, strict, etc.), if the underlying RX(∗D)-modules are good (coherent, strict,
etc.). A morphism (M1,M2, C) −→ (M′1,M′2, C′) is a pair of morphisms ϕ1 :
M′1 −→M1 and ϕ2 :M2 −→M′2 such that
C
(
ϕ1(m
′
1), σ
∗(m2)
)
= C′
(
m′1, σ
∗ϕ2(m2)
)
.
The category of RX(∗D)-triples is abelian, and denoted by R-Tri(X,D). For T =
(M1,M2, C) ∈ R-Tri(X,D), we have the hermitian adjoint T ∗ := (M2,M1, C∗),
where C∗(x, σ∗y) := σ∗C(y, σ∗x).
The push-forward for RX(∗D)-triples is defined as in the case of R-triples [56]. The
following lemma follows from Lemma 2.1.1 and Lemma 2.1.5.
Lemma 2.1.9. — Let f : X ′ −→ X be a proper birational morphism. Let D ⊂ X
be a hypersurface, and we put D′ := f−1(D). Assume that f gives an isomorphism
X ′ \D′ ≃ X \D. Then, f† induces an equivalence of the categories of good RX′(∗D′)-
triples and good RX(∗D)-triples.
Let us consider the specialization in the case X = X0 × Ct. We set D0 := D ∩
(X0 × {0}). Let T = (M′,M′′, C) be a coherent RX(∗D)(∗t)-triple, which is strictly
specializable along t. We have the induced RX0(∗D0)-triple ψt,u(T ) for u ∈ R × C
as in the case of R-triples. (See [56]. Note Lemma 2.1.8.) The induced pairing is
independent of the choice of a decomposition into the product X = X0×Ct. It is also
denoted by ψ˜t,u(T ). The pair of morphisms (t−1, t) gives an isomorphism ψt,u(T ) ≃
ψt,u−δ(T ). We have the induced morphisms −∂tt : ψt,u(M′)λ −→ ψt,u(M′) and
−∂tt : ψt,u(M′′) −→ ψt,u(M′′)λ−1. The nilpotent part is denoted by N ′ and N ′′.
Then, we obtain N := (N ′, N ′′) : ψt,u(T ) −→ ψt,u(T ) ⊗ T (−1), where T (−1) =(OX λ, OX λ−1, C0) and C0(s1, σ∗s2) = s1 · σ∗s2.
Remark 2.1.10. — In [56], [45] [49], we preferred to use −N as the canonically
defined nilpotent map. See Remark 2.1.24.
Let T be a coherent RX(∗D)-triple, which is strictly specializable along t. We
naturally obtain a coherent RX(∗D)(∗t)-triple T (∗t), which is strictly specializable
along t. We define ψ˜t,u(T ) := ψt,u(T (∗t)), as in the case of R-triples.
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For a holomorphic function g, we define ψ˜g,u by considering ιg†T , where ιg : X −→
X × Ct is the graph, as usual.
Let j : Cλ −→ Cλ be given by j(λ) = −λ. The induced morphism X −→ X
is also denoted by j. Let T = (M1,M2, C) ∈ R-Tri(X,D). We have the natu-
rally defined pairing j∗C : j∗M1|S×X × σ∗j∗M2|S×X −→ DbmodDS×X/S by which we
have j∗T := (j∗M1, j∗M2, j∗C) ∈ R-Tri(X,D). We have a natural identifications
j∗(T ∗) = (j∗T )∗.
2.1.5. Integrable R-triple. — Let us recall the concepts of integrable R-module
and integrable R-triple, introduced in Section 7 of [56]. Let DX denote the sheaf
of holomorphic differential operators on X , and we set DX (∗D) := DX ⊗ OX (∗D).
Let RX(∗D)〈λ2∂λ〉 ⊂ DX be the sheaf of subalgebras generated by RX and λ2∂λ.
A module over RX(∗D)〈λ2∂λ〉 is called an integrable RX(∗D)-module. For integrable
Mi (i = 1, 2), an RX -homomorphism M1 −→M2 is called integrable, if it gives an
RX〈λ2∂λ〉-homomorphism.
Let Mi (i = 1, 2) be integrable RX(∗D)-modules. A hermitian pairing C of Mi is
called integrable, if the following holds:
∂θC
(
m1, σ∗m2
)
= C
(
∂θm1, σ∗m2
)
+ C
(
m1, σ∗(∂θm2)
)
Here, ∂θmi := iλ∂λmi =
(
iλ∂λ − iλ∂λ
)
mi. If C is extended to a pairing M1|C∗λ×X ×
σ∗M2|C∗λ×X −→ Dban modDC∗λ×X/C∗λ , where Db
an,modD
C∗
λ
×X/C∗
λ
is the sheaf of λ-holomorphic distri-
butions on C∗λ ×X with moderate growth along D, then we have
λ∂λC
(
m1, σ∗(m2)
)
= C
(
λ∂λm1, σ∗(m2)
)− C(m1, σ∗(λ∂λm2)).
A tuple of integrable RX(∗D)-modules and an integrable hermitian sesqui-linear pair-
ing is called an integrable RX(∗D)-triple. If T is an integrable RX(∗D)-triple, T ∗ and
j∗T are also naturally integrable. For integrable Ti (i = 1, 2), a morphism T1 −→ T2
in R-Tri(X,D) is called integrable, if the underlying morphisms of RX(∗D)-modules
are integrable.
Let f : X ′ −→ X be a morphism of complex manifolds. Let D be a hypersurface
of X , and we put D′ := f−1(D). Let T ′ be a good integrable RX′(∗D′)-module. We
have the push-forward f i†T ′ as RX(∗D)-triple. As observed in [56], f i†T ′ is naturally
an integrable RX(∗D)-triple. Similarly, for an integrable RX(∗D)-triple T on X , the
pull back f †T is naturally integrable. We have the integrable variant of Lemma 2.1.9.
Lemma 2.1.11. — Assume that f is proper and induces an isomorphism X ′ \D′ ≃
X \D. Then, f† induces an equivalence of the categories of good integrable RX′(∗D′)-
triples and good integrable RX(∗D)-triples.
We recall the following in [56].
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Lemma 2.1.12. — Let X and D be as in §2.1.2. Let M be a coherent RX(∗D)-
module, which is strictly specializable along t. If M is integrable, the V -filtrations
are preserved by λ2∂λ. In particular, the nearby cycle sheaves ψt,u(M) are naturally
integrable.
Corollary 2.1.13. — Let X and D be as in §2.1.2. Let T be a coherent RX(∗D)-
triple which is strictly specializable along t. Then, ψt,u(T ) are also integrable.
2.1.6. Smooth R-triple and some functoriality. — Let X be a complex mani-
fold with a normal crossing hypersurface D. An RX(∗D)-moduleM is called smooth,
if it is a locally free OX (∗D)-module. A smooth hermitian sesqui-linear pairing of
smoothRX -modulesMi (i = 1, 2) is anRX(∗D)|S×X⊗σ∗RX(∗D)|S×X -homomorphism
C :M1|S×X⊗σ∗M2|S×X −→ C∞ mod DS×X such that its restriction to S× (X \D) is ex-
tended to a pairing ofM1|C∗λ×(X\D) and σ∗M1|C∗λ×(X\D) to the sheaf of C∞-functions
on C∗λ × (X \ D) which are λ-holomorphic. Let R-Trism(X,D) denote the full sub-
category of smooth RX(∗D)-triples in R-Tri(X,D).
2.1.6.1. Tensor. — Let us consider T = (M1,M2, C) ∈ R-Trism(X,D) and T ′ =
(M′1,M′2, C′) ∈ R-Tri(X,D). We set M′′i := Mi ⊗OX M′i. We have the naturally
defined pairing C′′ of M′′i (i = 1, 2), given as follows:
C′′
(
m1 ⊗m′1, σ∗(m2 ⊗m′2)
)
= C(m1, σ
∗m2) · C(m′1, σ∗m′2)
The pairing C′′ is also denoted by C⊗C′. TheRX(∗D)-triple (M′′1 ,M′′2 , C′′) is denoted
by T ⊗T ′. If T ′ is smooth, T ⊗T ′ is also smooth. If T and T ′ are integrable, T ⊗T ′
is also integrable.
2.1.6.2. Pull back. — Let f : X1 −→ X2 be a morphism of complex manifolds.
Let Di be hypersurfaces of Xi such that D1 = f
−1(D2). Let T = (M1,M2, C) ∈
R-Trism(X2, D2). We set f∗Mi := OX2 ⊗f−1OX1 f−1Mi, which are naturally smooth
RX1(∗D1)-modules. We have a pairing f−1C of f−1M1 and f−1M2 obtained as the
composition of the following:
f−1(M1)|S×X1 × σ∗f−1(M2)|S×X1 −→ f−1C∞ modD2S×X2 −→ C∞ modD1S×X1
It induces a hermitian sesqui-linear pairing f∗C of f∗M1 and f∗M2. Thus, we obtain
a smooth RX1(∗D1)-triple f∗T := (f∗M1, f∗M2, f∗C). If T is integrable, f∗T is also
integrable.
Lemma 2.1.14. — Assume that f is birational proper morphism, and it gives an
isomorphism X1 \ D1 ≃ X2 \ D2. Then, f∗ gives an equivalence of the categories
R-Trism(Xi, Di).
2.1.6.3. A projection formula. — Let f : X1 −→ X2 be as above. Let T ′ be a
good RX1(∗D1)-triple. Assume that the support of T ′ is proper over X2. Let T ∈
R-Trism(X2, D2).
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Lemma 2.1.15. — We have a natural isomorphism f†
(
f∗(T )⊗ T ′) ≃ T ⊗ f†T ′.
Proof Let us construct an isomorphism in the level of R-modules. We have only
to consider the case M′ = M ′ ⊗ RX1 ⊗ ω−1X1 , where M ′ is a coherent OX1-module.
We will freely use an isomorphism in Lemma 2.1.16 below. Let M be a smooth
RX2(∗H2)-module. Then, we have the following isomorphism:
(2) f†
(
f∗M⊗M′) ≃ RX2 ⊗ ω−1X2 ⊗ f∗(M ′ ⊗ Forget(f∗M))
≃ (RX2 ⊗ ω−1X2 )⊗OX2 (f∗(M ′)⊗ Forget(M))
≃M⊗OX2
(
f∗(M ′)⊗RX2 ⊗ ω−1X2
) ≃M⊗ f†(M′)
IfM is isomorphic to O⊕ rX2 as anRX2 -module, then the isomorphism is equal to the
natural one f†
(M′ ⊕ r) ≃ f†(M′)⊕ r. We can find such an isomorphism locally around
any point of S × (X2 \D2). Then, we can easily compare the pairings f†
(
f∗(C)⊗C′)
and C ⊗ f†C′.
2.1.6.4. Appendix. — Let X be a complex manifold. Let N be an OX -module. Let
M be an RX -module. The underlying OX -module of M is denoted by Forget(M).
We obtain an RX -module on
((
N ⊗OX RX
) ⊗OX ω−1X ) ⊗OX M, where we use the
left multiplication of OX on RX for the tensor product of N and RX . We also
have an RX -module
[(
N ⊗OX Forget(M)
)⊗OX RX]⊗OX ω−1X , where we use the left
multiplication of OX on RX for the tensor product in the bracket. Let us recall the
following isomorphism from [56] and [60].
Lemma 2.1.16. — We have a natural RX -isomorphism(
N ⊗ Forget(M))⊗RX ⊗ ω−1X ≃ (N ⊗RX ⊗ ω−1X )⊗M.
Proof A natural OX -morphism N ⊗Forget(M)⊗ω−1X −→
(
N ⊗RX ⊗ω−1X
)⊗M
is naturally extended to an RX -morphism
(
N ⊗ Forget(M)⊗RX
)⊗ ω−1X −→ (N ⊗
RX ⊗ ω−1X
)⊗M, which is an isomorphism.
2.1.7. Variation of twistor structure. — A variation of twistor structure on
(X,D) (or simply a twistor structure on (X,D)) is a smooth RX(∗D)-triple T =
(M1,M2, C) satisfying the following conditions:
– If X is a point and D = ∅, the extended pairing M′|C∗λ ⊗ σ
∗M′′|C∗λ −→ OC∗λ is
perfect, i.e., the induced morphism
M′|C∗λ −→ HomOC∗λ
(
σ∗M′′|C∗λ , OC∗λ
)
is an isomorphism.
– In the general case, ι∗PC is a twistor structure for any point ιP : {P} −→ X \D.
Let TS(X,D) ⊂ R-Trism(X,D) denote the full subcategory of twistor structures on
(X,D). For Ti ∈ TS(X,D), we have T1 ⊗ T2 ∈ TS(X,D). For f : (X1, D1) −→
(X2, D2), we naturally have the pull back f
∗ : TS(X2, D2) −→ TS(X1, D1).
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2.1.7.1. Dual. — Let T = (M1,M2, C) be a variation of twistor structure on (X,D).
We setM∨i := HomOX (∗D)
(Mi,OX (∗D)). We shall observe that we have a naturally
induced pairing
C∨ :M∨1|S×X × σ∗M∨2|S×X −→ C∞ modDS×X ,
and we shall set T ∨ := (M∨1 ,M∨2 , C∨), which is called the dual of T . For a neigh-
bourhood U(λ0) of λ0 in Cλ, let I (λ0) := S ∩ U(λ0).
First, let us consider the case D = ∅. We set M′C∞,S×X := M′ ⊗ C∞S×X and
M′′C∞,S×X :=M′′⊗C∞S×X on S ×X . Then,M′C∞,S×X andM′′C∞,S×X are naturally
DiffS×X/S -modules. For a section P ∈ DiffS×X/S on I (λ0)×X and m′′ ∈M′′C∞,S×X
on I (−λ0) × X , we set P · σ∗m′′ := σ∗
(
σ∗(P ) · m′′). Thus, σ∗(M′′C∞,S×X) is a
DiffS×X/S -module.
We have the induced pairing of C∞S×X -modules
(3) C :M′C∞,S×X × σ∗M′′C∞,S×X −→ C∞S×X .
We have induced morphisms of C∞S×X -modules
ΨC :M′C∞,S×X −→ σ∗M′′∨C∞,S×X , ΦC : σ∗M′′C∞,S×X −→M′∨C∞,S×X
given as follows:
(4)
〈
ΨC(m
′), σ∗(m′′)
〉
:= C(m′, σ∗m′′),
〈
ΦC(σ
∗m′′),m′
〉
:= C(m′, σ∗m′′)
Note that we use the identification σ∗(M′′∨) ≃ σ∗(M′′)∨ given by the pairing
σ∗M′′∨C∞,S×X × σ∗M′′C∞,S×X −→ C∞S×X :
〈σ∗n′′, σ∗m′′〉 = σ∗〈n′′,m′′〉.
We can check that ΨC and ΦC are DiffS×X/S -homomorphisms by direct computa-
tions. Because T ∈ TS(X,D), ΨC and ΦC are isomorphisms. Hence, we have the
induced DiffS×X/S -morphism:
C∨ :M′∨C∞,S×X⊗σ∗M′′ ∨C∞,S×X −→ C∞S×X , C∨(n′, σ∗n′′) := C
(
Ψ−1C (σ
∗n′′),Φ−1C (n
′)
)
The composition M′ ∨|S×X × σ∗M′′∨|S×X −→ M′ ∨C∞,S×X × σ∗M′′∨C∞,S×X −→ C∞S×X is
also denoted by C∨, which is the desired smooth hermitian pairing.
Let us consider the case that D is not necessarily empty. By the previous consid-
eration, we have the smooth pairing C∨0 :M′|S×(X\D)×σ∗M′′|S×(X\D) −→ C∞S×(X\D).
Lemma 2.1.17. — C∨0 is extended to a pairing C
∨ : M′|S×X × σ∗M′′|S×X −→
C∞ modDS×X .
Proof Let us consider the case rankM′ = rankM′′ = 1. Let P ∈ D. We
will shrink X around P . We may assume that the monodromy of M′ and M′′
are trivial. Let λ0 ∈ S . Let U(λ0) be a small neighbourhood of λ0 in C, and let
U(−λ0) := σ(U(λ0)). We can find a frame m′ of M′ on U(λ0)×X , and a frame m′′
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of M′′ on U(−λ0) ×X . We have meromorphic functions a′ and a′′ such that (i) the
poles are contained in D, (ii) Dm′ = m′ da′ and Dm′′ = m′′da′′.
Lemma 2.1.18. — We have a′ = σ∗a′′ modulo holomorphic functions.
Proof We set F = C(m′, σ∗m′′). We obtain F = G(λ) exp
(
2
√−1 Im(λ−1a′) +
λ
(
a′ − σ∗a′′)). Because F is of moderate growth, we obtain the claim of Lemma
2.1.18.
In particular, a′ and a′′ are independent of λ. By considering the tensor product
with the rank one object, we may assume that a′ = a′′ = 0. Then, C∨0 is clearly
extended. Moreover, we have a bound of C(m′, σ∗m′′) from below. Then, we can
deduce the claim of Lemma 2.1.17 by using the exterior product.
The following lemma is easy to see.
Lemma 2.1.19. — If T ∈ TS(X,D) is integrable, T ∨ is naturally integrable.
2.1.7.2. Real structure. — When C is non-degenerate, we have natural identifications
(T ∗)∨ = (T ∨)∗ and j∗(T ∨) = (j∗T )∨. We formally set γ˜∗smT := j∗
(T ∨)∗. We
naturally have γ˜∗sm◦γ˜∗sm(T ) ≃ T . A real structure of T is defined to be an isomorphism
κ : γ˜∗smT −→ T such that κ ◦ γ˜∗smκ = id.
Remark 2.1.20. — γ˜∗sm is the counterpart of the pull back of vector bundles on P
1
by γ : P1 −→ P1, where γ([z0 : z1]) = [z1 : z0].
Let f : X1 −→ X2 be a morphism of complex manifolds. Let Di (i = 1, 2) be
hypersurfaces of Xi such that D1 = f
−1(D2). Let T ∈ TS(X2, D2). We have natural
isomorphisms f∗(T ∗) = (f∗T )∗, f∗(T ∨) ≃ f∗(T )∨, f∗j∗(T ) ≃ j∗f∗(T ). A real
structure is functorial with respect to the pull back.
Remark 2.1.21. — Let T ∈ TS(X,D). Let Mi be the underlying RX(∗D)-modules.
If T ∈ TS(X,D) is equipped with a real structure, each Mλi|P for (λ, P ) ∈ S× (X \D)
has an induced real structure. If moreover T is equipped with an integrable structure,
the flat bundle Mi|C∗λ×(X\D) has an induced real structure.
2.1.8. Tate object. — We have integrableR-triples T (w) :=(OCλλ−w,OCλλw, C0)
for w ∈ Z, where C0 is the natural pairing:
C0(f, σ
∗g) = f · σ∗g.
We naturally have T (w)∗ =
(OCλλw, OCλλ−w, C0). We shall use the twisted identi-
fication cw : T (w)
∗ ≃ T (−w) given by ((−1)w, (−1)w).
We shall also use the natural identifications dw : T (w)
∨ ≃ T (−w) and j∗T (w) ≃
T (w). Then, as the composition of the above morphisms, we obtain an induced real
structure κ : γ˜∗smT (w) ≃ T (w) given by
(
(−1)w, (−1)w).
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Remark 2.1.22. — The real part of the fiber OCλ|1 is given by (
√−1)wR.
Let TS(w) be the smooth R-triple given by (OCλ , OCλ , (√−1λ)−2w). Note that
we have an isomorphism Ψw : T (w) ≃ TS(w) given by the pair of the following
morphisms:
OCλλ−w
(
√−1λ)−w←−−−−−−− OCλ , OCλλw
(−√−1λ)−w−−−−−−−−→ OCλ
Then, the following diagram is commutative:
T (w)∗ cw−−−−→ T (−w)
Ψ∗w
x Ψ−wy
TS(w)∗
cSw:=(id,id)−−−−−−−→ TS(−w)
Hence, we may replace the family
(
TS(w), cSw
∣∣w ∈ Z) with (T (w), cw ∣∣w ∈ Z).
Remark 2.1.23. — Let X be a complex manifold. For the canonical morphism aX
of X to a point, the pull back a∗XT (w) is denoted by T (w)X , or just by T (w), when
there is no risk of confusion.
Remark 2.1.24. — Let X = X0×Ct. Let T = (M′,M′′, C) be any RX-triple which
is strictly specializable along t. Under the above identification TS(−1) ≃ T (−1), the
morphism N : ψt,u(T ) −→ ψt,u(T )⊗T (−1) in §2.1.4 is identified with −N in §3.6.1
of [56]. Note that ∂tt = (
√−1λ)−1(√−1ðtt) = (−
√−1λ)−1(−√−1ðtt).
2.1.8.1. Variant. — For (p, q) ∈ Z2, we set let U(p, q) := (OX λp,OX λq, C0). We
have an isomorphism Ψ : TS
(
(q−p)/2) −→ U(p, q) given by ((√−1λ)−p, (−√−1λ)q).
Then, the following diagram is commutative:
TS
(
(q − p)/2) −−−−→ TS((q − p)/2)∗ ⊗ TS((q − p))
Ψ
y xΨ∗⊗Φ
U(p, q) ((−1)
p,(−1)p)−−−−−−−−−→ U(p, q)∗ ⊗T (−(p− q))
Hence, we use the polarization of U(p, q) given by ((−1)p, (−1)p).
2.1.9. Other basic examples of smooth R-triples with integrable and real
structure of rank one. — Let a be a meromorphic function on X whose pole is
contained in D. Let L(a) = OX(∗D) e with h(e, e) = 1 and θ = da, which gives a wild
harmonic bundle. We have ∂e = 0, ∂e = 0 and θ† = da. The associated family of
λ-flat bundles L(a) has a frame v = e exp(−λa). We have the pairing C(v, σ∗v) =
h(v, σ∗v) = exp(−λa + λ−1a) on S ×X , which takes values in C∞ modDS×X . We obtain
a smooth RX(∗D)-triple Ta =
(L(a),L(a), C). We have the natural isomorphism
T ∗a = Ta given by (id, id). We also have natural isomorphisms j∗Ta ≃ T−a and
T ∨a ≃ T−a. Hence, we have a natural isomorphism γ˜∗smTa ≃ Ta, which is a real
structure of Ta.
2.1. R-TRIPLES 27
Let a ∈ R. We consider a harmonic bundle L(a) = OC∗z e with h(e, e) = |z|−2a
and θ = 0. We have ∂e = 0, ∂e = e (−a) dz/z and θ† = 0. We have (∂ + λθ†)e = 0,
De = e(−λa) dz/z and λ2∂λ e = 0. We have the pairing C(e, σ∗e) = |z|−2a. We
obtain an R-triple Ta =
(L(a),L(a), C).
We have a natural isomorphism T ∗a ≃ Ta given by (id, id) with which Ta is a
polarized pure twistor D(∗z)-module of weight 0. We have a natural isomorphism
j∗Ta ≃ Ta. We have a natural isomorphism T ∨a ≃ T−a. Hence, for 0 < a < 1/2, we
have a real structure of Ta ⊕ T−a, given as follows:
γ˜∗smTa ⊕ γ˜∗smT−a ≃ T−a ⊕ Ta ≃ Ta ⊕ T−a,
where the second isomorphism is the exchange of the components. If a = 1/2, we
have a real structure of T1/2 given by γ˜∗smT1/2 ≃ T−1/2 ≃ T1/2.
Let α ∈ C. We have a harmonic bundle L(α) = OC∗z e with h(e, e) = 1 and θ e =
e α dz/z. We put v = e exp(−λα log |z|2), which gives a frame of L(α) on Cλ × C∗z .
We have z∂zv = v (λ
−1α+λα). We have the pairing C(v, σ∗v) = |z|2(−λα+λ−1α). We
obtain an R-triple Tα =
(L(α),L(α), Cα). We have natural isomorphisms T ∗α ≃ Tα
and T ∨α ≃ T−α and j∗Tα ≃ T−α. Hence, we have a real structure γ˜∗smTα ≃ Tα.
But, it is easy to observe that Tα cannot be integrable, i.e., L(α) cannot underlie an
integrable R-module. Indeed, assume that it is integrable. We have a meromorphic
function A whose poles is contained in C∗λ×{0} such that ∂λv = v A on C∗λ×X . We
obtain the relation z∂zA = −α− λ2α, which contradicts with the condition on A.
2.1.9.1. Ramified exponential twist. — Let ϕn : Cs −→ Ct be given by ϕn(s) = sn.
We set X(n) := X0 × Cs. The induced map X(n) −→ X is also denoted by ϕn. We
give a complement to §22.4.2 and §22.11.2 of [48]. (See also [56] and [57].) Let M
be a strict coherent RX(n)(∗s)-module. We have ϕn†M = ϕn∗M.
Lemma 2.1.25. — M is strictly specializable along s, if and only if ϕn†M is strictly
specializable along t. In that case, we have a natural isomorphism Hence, we have a
natural isomorphism ψ˜−δ+u(M) ≃ ψ˜−δ+u/n(ϕn†M).
Proof Suppose thatM is strictly specializable along s. Then, ϕn†M = ϕn∗M is
strictly specializable along t. Indeed, the V -filtration at λ0 is given by
V
(λ0)
−1+a(ϕn†M) = ϕn∗
(
V
(λ0)
−1+a/nM
)
.
Note the equality −ðtntn+ e(λ,−δ+u) = n(−ðtt+ e(λ,−δ+u/n)). In particular, we
have a natural isomorphism ψ˜−δ+u(M) ≃ ψ˜−δ+u/n(ϕn†M). Conversely, suppose that
ϕn†(M) is strictly specializable along t. As remarked in Lemma 22.4.7, ϕ†nϕn†(M)
is strictly specializable along s. Because M is a direct summand of ϕ†nϕn†(M), we
obtain that M is strictly specializable along s.
Corollary 2.1.26. — A strict coherent RX(n)(∗s)-triple T1 is strictly specializable
along s, if and only if ϕn†T is strictly specializable along t. In that case, we have a
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natural isomorphism:
ψ˜−δ+u(T1) ≃ ψ˜−δ+u/n
(
ϕ†T1
)
.
Proof The comparison of the induced Hermitian sesqui-linear pairings can be
done by an easy computation.
Let a ∈ s−1C[s−1]. We have the RCs(∗s)-triple T−a. Via the pull back by the
projection X(n) −→ Cs, it induces a smooth RX(n)(∗s)-triple, which is also denoted
by T−a. Let T be a strict coherent RX(∗t)-triple. Recall that, if ϕ†n(T ) ⊗ T−a is
strictly specializable along s, we set
ψ˜t,a,u(T ) := ψ˜s,u
(
ϕ†n(T )⊗ T−a
)
.
We have a smooth RX(∗t)-triple ϕn†(T−a). It is easy to observe that ϕ†nT ⊗ T−a is
strictly specializable along s, if and only if T ⊗ ϕn†T−a is strictly specializable along
t. By the above consideration, we have natural isomorphism
(5) ψ˜t,a,−δ+u(T ) ≃ ψ˜t,−δ+u/n
(T ⊗ ϕn†T−a).
2.2. Deformation associated to nilpotent morphisms
An R-triple with a tuple of nilpotent morphisms has a natural deformation. Such
a deformation was used in the contexts of variation of twistor structures in [45] and
[49], which originated from the procedure to construct nilpotent orbit in the Hodge
theory.
2.2.1. Twistor nilpotent orbit in R-triple. — Let X be a complex manifold,
and let D be a hypersurface. Let Λ be a finite set. Let Λ-R-Tri(X,D) be the category
of RX(∗D)-triple T with a tuple N = (Ni | i ∈ Λ) of mutually commuting morphisms
Ni : T −→ T ⊗ T (−1). A morphism F : (T1,N ) −→ (T2,N ) in Λ-R-Tri(X,D) is a
morphism F in R-Tri(X,D) such that F ◦ Ni = Ni ◦ F for i ∈ Λ.
For I ⊂ Λ, we put X{I} := X × CI and D{I} := (D × CI) ∪⋃i∈I{zi = 0}. We
shall construct a functor
(6) TNILI : Λ-R-Tri(X,D) −→ Λ-R-Tri
(
X{I}, D{I})
Let (T ,N ) ∈ Λ-R-Tri(X,D). Let T = (M′,M′′, C). Recall that morphisms Ni =
(N ′i ,N ′′i ) are given as
M′ N
′
i←−−−− M′ · λ, M′′ N
′′
i−−−−→ M′′ · λ−1.
The underlying RX{I}(∗D{I})-modules of TNILI(T ,N ) are given as follows, with the
natural actions of RX :
M′ ⊗OX{I}(∗D{I}), ziðim′ = −λN ′im′,
M′′ ⊗OX{I}(∗D{I}), ziðim′′ = −λN ′′i m′′.
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Here, m′ and m′′ denote the sections m′ ⊗ 1 and m′′ ⊗ 1. We would like to define the
pairing C˜ of TNILI(T ,N ) by the following formula:
(7) C˜(m′, σ∗m′′) = C
(
exp
(∑
i∈I
−N ′i log |zi|2
)
m′, σ∗m′′
)
Because C
(N ′im′, σ∗m′′) = C(m′, σ∗(N ′′i m′′)), the right hand side of (7) is equal to
the following:
C
(
m′, σ∗
(
exp
(∑
i∈I
−N ′′i log |zi|2
)
m′′
))
Let us prove that C˜ is an RX{I}(∗D{I}) × σ∗RX{I}(∗D{I})-homomorphism. For
that purpose, we have only to prove the following equalities:
(8)
zi∂iC˜(m
′, σ∗m′′) = C˜(zi∂im′, σ∗m′′), zi∂ziC˜(m
′, σ∗m′′) = C˜
(
m′, σ∗(zi∂im′′)
)
We have the following:
(9) zi∂iC˜(m
′, σ∗m′′) = zi∂iC
(
exp
(
−
∑
j∈I
N ′j log |zj |2
)
m′, σ∗m′′
)
= C
(
− exp
(
−
∑
j∈I
N ′i log |zj |2
)
N ′i m′, σ∗m′′
)
= C˜(zi∂im
′, σ∗m′′)
We also have the following:
(10) zi∂ziC˜(m
′, σ∗m′′) = zi∂ziC
(
m′, σ∗
(
exp
(
−
∑
j∈I
N ′′j log |zi|2
)
m′′
))
= C
(
m′, σ∗
(
− exp
(
−
∑
j∈I
N ′′j log |zj|2
)
N ′′i m′′
))
= C˜
(
m′, σ∗(zi∂im′′)
)
Hence, we obtain (8), and C˜ gives a hermitian sesqui-linear pairing of M′ and M′′.
By using the commutativity of Nj and Ni (i ∈ I), we obtain C˜
(N ′jm′, σ∗m′′) =
C˜
(
m′, σ∗N ′′j m′′
)
. Hence, we have morphisms
TNILI(Nj) : TNILI(T ,N ) −→ TNILI(T ,N )⊗ T (−1)
for j ∈ Λ. In particular, anR-triple TNILI(T ,N ) with TNILI(N ) =
(
TNILI(Ni) | i ∈
Λ
)
is an object of Λ-R-Tri(X{I}, D{I}). Thus, we obtain the functor (6).
It is easy to see that TNILI(T ,N ) is strictly specializable along zi (i ∈ I), and we
have
ψ˜zi,−δ TNILI(T ,N ) = TNILI\i(T ,N ).
The following lemma is easy to see.
Lemma 2.2.1. — If (T ,N ) is integrable, TNILI(T ,N ) is naturally integrable.
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2.2.1.1. Hermitian adjoint. — For (T ,N ) ∈ Λ-R-Tri(X,D), we set (T ,N )∗ :=
(T ∗,−N ∗), which gives a contravariant functor on Λ-R-Tri(X,D).
Lemma 2.2.2. —
(
TNILI(T ,N )
)∗
is naturally identified with TNILI
(
(T ,N )∗).
Proof Let T = (M′,M′′, C) and Ni = (N ′i ,N ′′i ). Because the identification
c−1 : T (−1)∗ ≃ T (1) is given by (−1,−1), we have −N ∗i = (N ′′i ,N ′i ). Hence, the
underlying R-modules are naturally identified.
Let us compare the pairings. Let C˜∗ be the pairing for
(
TNILI(T ,N )
)∗
. We have
(11) C˜∗(m′′, σ∗m′) = σ∗C˜(m′, σ∗m′′) = σ∗C
(
exp
(
−
∑
i∈I
N ′i log |zi|2
)
m′, σ∗m′′
)
= C∗
(
m′′, σ∗
(
exp
(
−
∑
i∈I
N ′i log |zi|2
)
m′
))
This is exactly the pairing for TNILI
(
(T ,N )∗).
2.2.1.2. Dual. — If T ∈ TS(X,D), we set (T ,N )∨ := (T ∨,−N ∨).
Lemma 2.2.3. —
(
TNILI(T ,N )
)∨
is naturally identified with TNILI
(
(T ,N )∨).
Proof The underlying RX -modules are naturally identified. Let us compare the
pairings. We have only to consider the case that Λ consists of one element. For
T = (M′,M′′, C), let ΨC and ΦC be defined as in (4). Similarly, we obtain ΨC˜ and
ΦC˜ from the pairing C˜. Note that we have ΨC ◦ N ′i = σ∗(N ′′i )∨ ◦ΨC . Indeed,
(12)
〈
ΨC(N ′i m′), σ∗m′′
〉
= C(N ′i m′, σ∗m′′) = C
(
m′, σ∗(N ′′i m′′)
)
=
〈
ΨC(m
′), σ∗(N ′′i m′′)
〉
=
〈
σ∗(N ′′i )∨ΨC(m′), σ∗m′′
〉
Similarly, we have ΦC ◦ σ∗N ′′i = (N ′i )∨ ◦ ΦC . We have
ΨC˜ = ΨC ◦ exp
(
−
∑
i
log |zi|2N ′i
)
= exp
(
−
∑
i
log |zi|2σ∗(N ′′i )∨
)
◦ΨC
Indeed, we have the equalities:
(13) 〈ΨC˜(m′), σ∗m′′〉 = C˜(m′, σ∗m′′) = C
(
exp
(
−
∑
i
log |zi|2N ′i
)
m′, σ∗m′′
)
=
〈
ΨC
(
exp
(
−
∑
i
log |zi|2N ′i
)
m′
)
, σ∗m′′
〉
2.2. DEFORMATION ASSOCIATED TO NILPOTENT MORPHISMS 31
Similarly, ΦC˜ = ΦC ◦ exp
(
−∑i log |zi|2σ∗N ′′i ) = exp(−∑i log |zi|2(N ′i )∨) ◦ ΦC .
Then, we obtain the following:
(14) (C˜)∨(n′, σ∗n′′) = C
(
exp
(
−
∑
i
log |zi|2N ′i
)
Ψ−1
C˜
(σ∗n′′),Φ−1
C˜
(n′)
)
= C
(
Ψ−1C (σ
∗n′′), Φ−1C
(
exp
(∑
i
log |zi|2(N ′i )∨
)
n′
))
= C∨
(
exp
(∑
i
log |zi|2(N ′i )∨
)
n′, σ∗n′′
)
=
(˜
C∨
)
(n′, σ∗n′′)
Thus, we are done.
2.2.1.3. Real structure. — We also have a natural isomorphism j∗ TNILI(T ,N ) ≃
TNILI j
∗(T ,N ). Hence, we have a natural isomorphism
γ˜∗sm TNILI(T ,N ) ≃ TNILI γ˜∗sm(T ,N ).
A real structure of an object (T ,N ) in Λ-R-Tri(X,D) is an isomorphism κ :
γ˜∗sm(T ,N ) ≃ (T ,N ) such that κ ◦ γ˜∗smκ = id. A real structure of (T ,N ) naturally
induces a real structure of TNILI(T ,N ).
2.2.2. Variant. — Let (T ,N ) ∈ Λ-R-Tri(X,D). Let ϕ = (ϕi | i ∈ Λ) be a tuple
of meromorphic functions whose poles are contained in D. We shall construct an
RX(∗D)-triple Defϕ(T ,N ). We define a new R-action on M′ by f •m′ = f m′ for
f ∈ OX and v •m′ = vm′−
∑
iN ′i (m′) v(ϕi) for v ∈ λΘX . We define a new R-action
on M′′ in the same way. The RX(∗D)-modules are denoted by M′(ϕ,N ) and M′′(ϕ,N ).
We define a hermitian sesqui-linear pairing C(ϕ,N ) ofM′(ϕ,N ) andM′′(ϕ,N ) as follows:
C(ϕ,N ) := C
(
exp
(−ϕ · N ′)m′, σ∗(exp(−ϕ · N ′′)m′′))
Here, ϕ · N ′ := ∑i∈Λ ϕiN ′i and ϕ · N ′′ := ∑i∈Λ ϕiN ′′i . The triple is denoted by
Defϕ(T ,N ). The following lemma can be checked as in §2.2.1.
Lemma 2.2.4. — We have natural isomorphisms
Defϕ
(
(T ,N ))∗ ≃ Defϕ((T ,N )∗),
Defϕ
(
(T ,N ))∨ ≃ Defϕ((T ,N )∨),
j∗Defϕ(T ,N ) ≃ Defϕ
(
j∗(T ,N )).
In particular, we have γ˜∗smDefϕ
(T ,N ) ≃ Defϕ(γ˜∗sm(T ,N )).
A real structure of (T ,N ) naturally induces a real structure of Defϕ(T ,N ). If
(T ,N ) is integrable, Defϕ(T ,N ) is also integrable. The following lemma can be
checked directly.
Lemma 2.2.5. — Defϕ′
(
Defϕ(T ,N )
) ≃ Defϕ′+ϕ(T ,N ) naturally.
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Let Y be a complex manifold with a hypersurface DY . Let
ιj : (Y,DY ) ⊂ (X{I}, D{I}) (j = 1, 2)
be open embeddings such that (i) the compositions Y
ιj−→ X{I} −→ X are equal,
where the latter is the natural projection, (ii) ι∗1(zi) = eϕiι∗2(zi) for i ∈ I, where ϕi
are holomorphic on Y . The following lemma can be checked directly.
Lemma 2.2.6. — ι∗1 TNILI(T ,N ) ≃ Defϕ
(
ι∗2 TNILI(T ,N )
)
naturally.
2.3. Beilinson triples
We introduce a special type of smooth R-triples, which we call Beilinson triples.
It will be used in the construction of Beilinson functor in §4.
2.3.1. Triples on a point. — We put A := OCλ [λs, (λs)−1]. We set Aa :=
(λs)aO[λs] ⊂ A. For a ≤ b, we put
Ia,b1 := A
−b+1/A−a+1 ≃
⊕
a≤i<b
OCλ · (λs)−i, Ia,b2 := Aa/Ab ≃
⊕
a≤i<b
OCλ · (λs)i.
Let C
(i)
0 be the pairing of OCλ · (λs)−i and OCλ · (λs)i given by C(i)0 (f s−i, σ∗g si) =
f ·σ∗g. They induce a hermitian sesqui-linear pairing CI of Ia,b1 and Ia,b2 . The integrable
R-triple is denoted by Ia,b. We have a natural identification Ia,b = ⊕a≤i<bIi,i+1. We
shall also use the identification Ii,i+1 ≃ T (i) given by sj ←→ 1 (j = i,−i). We have
natural isomorphisms Υj : Ia,b ⊗ T (j) ≃ Ia+j,b+j given by the multiplication of sj .
The multiplication of −s induces NI = (NI,1,NI,2) : Ia,b −→ Ia,b ⊗T (−1):
Ia,b1
NI,1←−−−− Ia,b1 ⊗OCλλ, Ia,b2
NI,2−−−−→ Ia,b2 ⊗OCλλ−1.
2.3.1.1. Hermitian adjoint. — We shall use the identifications
Sa,b : (Ia,b)∗ ≃ I−b+1,−a+1
given by
⊕
a≤i<b(−1)ici, where ci : (Ii,i+1)∗ ≃ I−i,−i+1 are induced by ci : T (i)∗ ≃
T (−i) given in §2.1.8. They give isomorphisms Sa,b : (Ia,b,NI)∗ ≃ (I−b+1,−a+1,NI).
Note that −N ∗I = (NI,2,NI,1). Under the identifications, we have Υ∗j = (−1)jΥ−j.
2.3.1.2. Dual. — We shall use the identifications (Ia,b)∨ ≃ I−b+1,−a+1 given by⊕
a≤i<b(−1)idi, where di : (Ii,i+1)∨ ≃ I−i,−i+1 are natural isomorphisms. Then,
we have
(Ia,b,NI)∨ ≃ (I−b+1,−a+1,NI).
Under the identifications, we have Υ∨j = (−1)jΥ−j .
2.3.1.3. Real structure. — We naturally have j∗(Ia,b,NI) ≃ (Ia,b,NI). By compo-
sition of the above isomorphisms we obtain a real structure κI : γ˜
∗
sm(I
a,b,NI) ≃
(Ia,b,NI). The real structure is the same as the direct sum
⊕
a≤i<b T (i), under the
natural isomorphism Ia,b ≃⊕a≤i<b T (i).
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2.3.2. The associated twistor nilpotent orbit. — We obtain integrableRCt(∗t)-
triples I˜a,b := TNIL(Ia,b,NI) =
(˜
Ia,b1 , I˜
a,b
2 , C˜I
)
. The underlying R-modules are as
follows:
I˜a,b1 =
⊕
a≤i<b
OC2λ,t(∗t) · (λ s)
−i, I˜a,b2 =
⊕
a≤i<b
OC2λ,t(∗t) · (λ s)
i, tðt(λ s)
i = (λ s)i+1
The pairing C˜I is given as follows:
(15) C˜I
(
(λ s)i, σ∗(λ s)j
)
=
(log |t|2)−i−j
(−i− j)! (−1)
jλi−j · χi+j≤0
Here, χi+j≤0 is 1 if i + j ≤ 0, and 0 if i + j > 0. Indeed, we have the following
equalities:
(16) C˜I
(
(λ s)i, σ∗
(
(λ s)j
))
= CI
(
exp
(−NI,1 log |t|2) (λ s)i, σ∗((λ s)j))
=
∞∑
k=0
(log |t|2)k
k!
CI
(
(λ s)isk, σ∗
(
(λ s)j
))
=
∞∑
k=0
(log |t|2)k
k!
λi(−λ)−jδi+k+j,0
Here, δm,0 is 0 if m 6= 0 and 1 if m = 0. Then, we obtain (15).
We have the induced isomorphisms
(˜Ia,b)∗ ≃ I˜−b+1,−a+1, j∗I˜a,b ≃ I˜a,b, (˜Ia,b)∨ ≃ I˜−b+1,−a+1.
It is equipped with the induced real structure κ : γ˜∗smI˜
a,b ≃ I˜a,b.
2.3.2.1. Pull back. — Let X be a complex manifold. Let f be a holomorphic function
on X . We obtain a smooth R(∗f)-triple I˜a,bf := f∗I˜a,b. The following lemma is clear
by construction.
Lemma 2.3.1. — Let g = eϕ · f , where ϕ is holomorphic. We have a natural iso-
morphism I˜a,bg ≃ Defϕ(˜Ia,bf ,N ).
2.3.3. Appendix. — Let M be an RX -module with a nilpotent morphism N :
M −→M such that NL = 0 for some L ∈ Z>0. We put N ′′I := λNI,2. For integers
M1 ≤M2, we consider the morphism N ⊗ id+ id⊗N ′′I :M⊗IM1,M22 −→M⊗IM1,M22 .
The inclusion IM1,M1+12 −→ IM1,M22 induces the following morphism:
(17) M⊗ IM1,M1+12 −→ Cok
(M⊗ IM1,M22 −→M⊗ IM1,M22 )
The projection IM1,M22 −→ IM2−1,M22 induces the following morphism:
(18) Ker
(M⊗ IM1,M22 −→M⊗ IM1,M22 ) −→M⊗ IM2−1,M22
The following lemma can be checked by direct computations.
Lemma 2.3.2. — If M2−M1 > 2L, then the morphisms (17) and (18) are isomor-
phisms.
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Let a ≤ b. Let M >> max{|a|, |b|}. We have the following natural commutative
diagrams:
(19)
Ker1 −−−−→ M⊗ Ib,M+12
N⊗id+ id⊗N ′′
I−−−−−−−−−−→ M⊗ Ia,M+12 −−−−→ Cok1
ϕ1
y y y ϕ2y
Ker2 −−−−→ M⊗ Ib,M2
N⊗id+ id⊗N ′′
I−−−−−−−−−−→ M⊗ Ia,M2 −−−−→ Cok2
(20)
Ker3 −−−−→ M⊗ I−M,b2
N⊗id+ id⊗N ′′
I−−−−−−−−−−→ M⊗ I−M,a2 −−−−→ Cok3
ϕ3
y y y ϕ4y
Ker4 −−−−→ M⊗ I−M−1,b2
N⊗id+ id⊗N ′′
I−−−−−−−−−−→ M⊗ I−M−1,a2 −−−−→ Cok4
We easily obtain the following lemma.
Lemma 2.3.3. — The morphisms ϕi (i = 2, 3) are isomorphisms.
We mention variants of Lemma 2.3.2. Let M >> max{|a|, |b|}. Let ψ1 be the
composite of the following morphisms:
M⊗ I−M,b2
projection−−−−−−→ M⊗ I−M,a2
N⊗id+ id⊗N ′′
I−−−−−−−−−−→ M⊗ I−M,a2
Let ψ2 be the composite of the following morphisms:
M⊗ Ib,M2
N⊗id+ id⊗N ′′
I−−−−−−−−−−→ M⊗ Ib,M2 inclusion−−−−−→ M⊗ Ia,M2
The natural inclusion M⊗ I−M,−M+12 −→ M⊗ I−M,a2 induces M⊗ I−M,−M+12 −→
Cokψ1. The natural projection M ⊗ Ib,M2 −→ M ⊗ IM−1,M2 induces Kerψ2 −→
M⊗ IM−1,M2 . The following lemma can be checked easily.
Lemma 2.3.4. — The morphisms M⊗I−M,−M+12 −→ Cokψ1 and Kerψ2 −→M⊗
IM−1,M2 are isomorphisms.
CHAPTER 3
CANONICAL PROLONGATIONS
LetM be a holonomic D-module on a complex manifold X with a hypersurface D.
We have the canonically defined D-modules M [∗D] := M ⊗ OX(∗D) and M [!D] :=
DX
(
(DXM)(∗D)
)
, where DX denotes the dual of DX -modules. We would like to
define such prolongations for RX -triples in the case that D is given as {t = 0} for a
coordinate function t, and that M is strictly specializable along t.
3.1. Canonical prolongations of R(∗t)-modules
First, we study the canonical prolongations of R(∗t)-modules, for a coordinate
function t, i.e., t is a holomorphic function whose derivative dt is nowhere vanish-
ing. Then, the canonical prolongations of R-modules M are given as the canonical
prolongation of M(∗t), as in §3.1.6.
3.1.1. Strictly specializable R(∗t)-modules. — Let X0 be a complex manifold,
and let X be an open subset of X0 × Ct. We shall often identify X0 and X0 × {0}.
Let H be a hypersurface of X such that (X0 × {0}) 6⊂ H . Let M be a coherent
RX(∗H)(∗t)-module which is strictly specializable along t. Let V (λ0) =
(
V
(λ0)
a
∣∣ a ∈ R)
be the V -filtration of M at λ0 on a neighbourhood X (λ0) of {λ0} ×X , i.e., (i) each
V
(λ0)
a (M) is V0RX(∗H)-coherent, (ii) each GrV
(λ0)
a (M) is strict, (iii) t V (λ0)a (M) =
V
(λ0)
a−1 (M), ðtV (λ0)a (M) ⊂ V (λ0)a+1 (M), (iv) for each P ∈ X0, there exists a discrete
subset S ⊂ R× C such that ∏
u∈S
p(λ0,u)=a
(−ðtt+ e(λ, u))
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is nilpotent on GrV
(λ0)
a (M) around P . Let KMS(M, P ) denote the minimum among
such S. We have the decomposition
GrV
(λ0)
a (M) =
⊕
u∈R×C
p(λ0,u)=a
ψ
(λ0)
t,u (M),
such that −ðtt + e(λ, u) is locally nilpotent on ψ(λ0)t,u (M). For a section f ∈ M, we
have inf
{
a ∈ R ∣∣ f ∈ V (λ0)a (M)} in R∪ {−∞}, which is denoted by degV (λ0)(f). It is
also denoted by deg(f), if there is no risk of confusion.
3.1.2. The R-module M[∗t]. — Let M(λ0)[∗t] denote the RX(∗H)-submodule of
M|X (λ0) generated by V (λ0)0 M.
Lemma 3.1.1. —
– M(λ0)[∗t] is RX(∗H)-coherent, and strictly specializable. The V -filtration is
given by
(21) V (λ0)a (M(λ0)[∗t]) =M(λ0)[∗t] ∩ V (λ0)a (M).
– V
(λ0)
a are described as follows:
V (λ0)a (M(λ0)[∗t]) =
{
V
(λ0)
a (M) (a ≤ 0)
ðtV
(λ0)
a−1
(M(λ0)[∗t])+ V (λ0)<a (M(λ0)[∗t]) (a > 0)
In particular, we have
(22) ðt : ψ
(λ0)
u (M(λ0)[∗t]) ≃−→ ψ(λ0)u+δ (M(λ0)[∗t]), p(λ0, u) > −1
(23) t : ψ(λ0)u (M(λ0)[∗t]) ≃−→ ψ(λ0)u−δ (M(λ0)[∗t]), p(λ0, u) ≤ 0
Proof It is clear that M(λ0)[∗t] is RX(∗H)-coherent. Let V (λ0)(M(λ0)[∗t]) be the
filtration given by (21). We clearly have (i) tV
(λ0)
a (M(λ0)[∗t]) ⊂ V (λ0)a−1 (M(λ0)[∗t]),
(ii) ðtV
(λ0)
a (M(λ0)[∗t]) ⊂ V (λ0)a+1 (M(λ0)[∗t]), (iii) GrV
(λ0)
a (M(λ0)[∗t]) ⊂ GrV
(λ0)
a (M) is
strict. We have the decomposition
GrV
(λ0)
a (M(λ0)[∗t]) =
⊕
u∈R×C
p(λ0,u)=a
ψ(λ0)u (M(λ0)[∗t])
such that −ðtt+ e(λ, u) are nilpotent on ψ(λ0)u (M(λ0)[∗t]).
Let a ≤ 0. Because V (λ0)a (M) ⊂M(λ0)[∗t], we have V (λ0)a (M(λ0)[∗t]) = V (λ0)a (M).
They are V0RX(∗H)-coherent, and we have t ·V (λ0)a (M(λ0)[∗t]) = V (λ0)a−1 (M(λ0)[∗t]) for
a ≤ 0.
Take u ∈ KMS(M) such that e(λ0, u) 6= 0. The induced action of −ðtt on
ψ
(λ0)
u (M(λ0)[∗t]) is invertible, and hence t : ψ(λ0)u (M(λ0)[∗t]) −→ ψ(λ0)u−δ (M(λ0)[∗t])
is injective, and ðt : ψ
(λ0)
u−δ (M(λ0)[∗t]) −→ ψ(λ0)u (M(λ0)[∗t]) is surjective.
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If p(λ0, u) > −1, the function e(λ, u + δ) of λ is not constantly 0. The action of
−tðt + e(λ, u + δ) on ψ(λ0)u (M) is locally nilpotent. Hence, the action of −tðt on
ψ
(λ0)
u (M) is injective. Therefore, ðt : ψ(λ0)u (M) −→ ψ(λ0)u+δ (M) is injective. It implies
that ðt : Gr
V (λ0)
a (M) −→ GrV
(λ0)
a+1 (M) is injective for any a > −1. Hence, if [g] 6= 0
in GrV
(λ0)
a (M) for some −1 < a ≤ 0, then [ðNt g] 6= 0 in GrV
(λ0)
a+N (M).
For any f ∈ M(λ0)[∗t], we have an expression f = ∑Nj=0 ðjtfj, where fj ∈
V
(λ0)
0 M(λ0)[∗t]. We can assume −1 < deg(fj) ≤ 0 for j ≥ 1. If f is not contained in
V
(λ0)
0 , we have j + deg(fj) < N + deg(fN ) for any j < N .
Let us prove V
(λ0)
a M(λ0)[∗t] = V (λ0)<a M(λ0)[∗t] + ðtV (λ0)a−1 M(λ0)[∗t] for a > 0. Take
f ∈ V (λ0)a M(λ0)[∗t] such that the induced section [f ] of GrV (λ0)a
(M(λ0)[∗t]) is non-
zero. Then, we have N + deg(fN) = a, and [f ] = [ðNt fN ] in Gr
V (λ0)
a M(λ0)[∗t]. It
follows that V
(λ0)
a M(λ0)[∗t]=V (λ0)<a M[∗t] + ðtV (λ0)a−1 M(λ0)[∗t]. In particular, we obtain
that V
(λ0)
a M[∗t] (a > 0) are V0RX(∗H)-coherent. Hence the filtration V (λ0) gives a
V -filtration.
Lemma 3.1.2. — RX ⊗V0RX V (λ0)0 M≃M(λ0)[∗t] naturally around any{λ0} ×X.
Proof We put M1 := RX ⊗V0RX V (λ0)0 M. We have a naturally defined surjec-
tion M1 −→ M(λ0)[∗t]. The composite of the morphisms V (λ0)0 M −→ M1 −→ M
is injective, where the first morphism is given by m 7−→ 1 ⊗ m. For a ≤ 0, let
V
(λ0)
a
(M1) denote the image of V (λ0)a M. For a > 0, we define V (λ0)a (M1) :=∑
b+n≤a
b≤0,n∈Z≥0
ðnt V
(λ0)
b
(M1). For a > 0, we have−1 < a0 ≤ 0 such that n := a−a0 ∈ Z.
Then, the following diagram is commutative:
GrV
(λ0)
a0 M1
≃−−−−→ GrV (λ0)a0 M[∗t]
ðnt
y ðnt y≃
GrV
(λ0)
a M1 −−−−→ GrV
(λ0)
a M[∗t]
Hence, we obtain GrV
(λ0)
a0 M1 −→ GrV
(λ0)
a M1 is injective. It is also surjective by
construction. Hence, GrV
(λ0)
a0 M1 −→ GrV
(λ0)
a M1 and GrV
(λ0)
a M1 −→ GrV
(λ0)
a M[∗t]
are isomorphisms. Then, we obtain that M1 −→M[∗t] is an isomorphism.
The following obvious lemma will be used implicitly.
Lemma 3.1.3. — If λ0 is generic, i.e., e(λ0, u) 6= 0 for any u ∈ KMS(M, P ), then
M(λ0)[∗t] =M|X (λ0) .
We obtain a globally defined module.
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Lemma 3.1.4. — Let λ1 be sufficiently close to λ0, and let X (λ1) ⊂ X (λ0) be a
neighbourhood of {λ1} ×X. Then, we have M(λ1)[∗t] = M(λ0)[∗t]|X (λ1) . Therefore,
we have a globally defined RX(∗H)-module M[∗t].
Proof Take a sufficiently small ǫ > 0. Then, M(λ0)[∗t] is generated by V (λ0)ǫ (M)
over RX(∗H). Because V (λ0)ǫ (M)|X (λ1) = V (λ1)ǫ (M), we are done.
The module M[∗t] has the following universal property.
Lemma 3.1.5. — Let M1 be a coherent RX(∗H)-module such that (i) M1(∗t) =
M, (ii) M1 is strictly specializable along t. Then, the natural morphism M1 −→
M1(∗t) =M factors through M[∗t].
Proof We have only to argue around {λ0} ×X for any λ0. By a standard argu-
ment, we can prove that the image of V
(λ0)
0 M1 inM is contained in V (λ0)0 M. Because
M1 is generated by V (λ0)0 M1 over RX(∗H), the image of M1 in M is contained in
M[∗t].
Corollary 3.1.6. — M[∗t] is independent of the choice of a decomposition X =
X0×Ct. Moreover, for any nowhere vanishing function A, we naturally have M[∗t] ≃
M[∗(At)].
The following lemma is clear by construction.
Lemma 3.1.7. — If M is integrable, M[∗t] is also naturally integrable.
Lemma 3.1.8. — If M is strict, then M[∗t] is also strict.
Proof Because M[∗t] ⊂M(∗t), the claim is clear.
3.1.3. The R-module M[!t]. — Let M(λ0)[!t] be the RX(∗H)-module on X (λ0)
defined as follows:
M(λ0)[!t] := RX(∗H) ⊗V0RX(∗H) V (λ0)<0 M
Because the composite of the natural morphisms V
(λ0)
<0 M −→ M(λ0)[!t] −→ M is
injective, we can naturally regard V
(λ0)
<0 M as a V0RX(∗H)-submodule of M(λ0)[!t],
which will be used implicitly.
Lemma 3.1.9. —
– M(λ0)[!t] is RX(∗H)-coherent and strictly specializable along t.
– We have a natural isomorphism V
(λ0)
a
(M(λ0)[!t]) ≃ V (λ0)a (M) for any a < 0.
– The natural morphism ðt : ψ
(λ0)
−δ (M(λ0)[!t]) −→ ψ(λ0)0 (M(λ0)[!t]) is an isomor-
phism.
– We have a globally defined RX(∗H)-module M[!t].
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Proof We have only to consider the issues locally on X , which we will implicitly
use in the following argument. We consider the following V0RX(∗H)-submodules:
(24) V (λ0)a M[!t] :=
{
V
(λ0)
a M (a < 0)
ðtV
(λ0)
a−1 M[!t] + V (λ0)<a M[!t] (a ≥ 0)
We clearly have (i) tV
(λ0)
a ⊂ V (λ0)a−1 , (ii) ðtV (λ0)a ⊂ V (λ0)a+1 , (iii) GrV
(λ0)
a M[!t] ≃ GrV
(λ0)
a M
for a < 0, (iv) the natural morphism ðt : Gr
V (λ0)
a M[!t] −→ GrV
(λ0)
a+1 M[!t] is onto for
a ≥ −1. Let us prove the claims (A1) GrV (λ0)a (M[!t]) is strict, (A2) the induced action
of ∏
u∈KMS(M)
p(λ0,u)=a
(−ðt+ e(λ, u))
is nilpotent on GrV
(λ0)
a (M[!t]). If a < 0, they are clear by the construction.
Let us consider the case a = 0. If f ∈ V (λ0)0 M[!t], we have f = f0 + ðt ⊗ f1,
where f0 ∈ V (λ0)<0 and f1 ∈ V (λ0)−1 . For λ 6= 0, we put Mλ := M|{λ}×X , which
can naturally be regarded as a DX -module. Note that we naturally have Mλ[!t] ≃
DX ⊗V0DX V<0Mλ for D-modules. (See Appendix below.) We have the following
commutative diagram for any generic λ:
V
(λ0)
0 M[!t]
|λ−−−−→ V0
(Mλ[!t])
ðt
x ðtx
V
(λ0)
−1 M −−−−→|λ V−1M
λ
If ðt(f1|λ) ∈ V<0Mλ[!t], we obtain f1|λ ∈ V<−1Mλ. Hence, if ðt ⊗ f1 ∈ V (λ0)<0 M[!t],
then we have f1|λ ∈ V<−1Mλ for any generic λ 6= 0. We obtain f1 ∈ V (λ0)<−1M,
because GrV
(λ0)
−1 M is strict. Hence, the map ðt : GrV
(λ0)
−1 M[!t] −→ GrV
(λ0)
0 M[!t] is
an isomorphism. It implies (A1) and (A2) for GrV
(λ0)
0 (M[!t]).
Let us consider the case a > 0. For 0 < a ≤ 1, we obtain the injectivity of
t : GrV
(λ0)
a M[!t] −→ GrV
(λ0)
a−1 M[!t] from the injectivity of tðt on GrV
(λ0)
a−1 M[!t]. Then,
we obtain (A1) and (A2) for GrV
(λ0)
a M[!t]. By an easy inductive argument, we obtain
(A1) and (A2) for any a ≥ 0. We also obtain that ðt : GrV
(λ0)
a (M) −→ GrV
(λ0)
a+1 (M)
is an isomorphism for a > −1.
Because V
(λ0)
<0 M is V0RX(∗H)-coherent, we obtain that M[!t] is RX(∗H)-coherent.
Note that V0RX(∗H) and RX(∗H) are Noetherian. Because Va(M[!t]) are OX(∗H)-
pseudo-coherent and locally V0RX(∗H)-finitely generated, it is V0RX(∗H)-coherent.
Thus, we obtain that M[!t] is strictly specializable along t, and the V -filtration is
given by V (λ0).
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If ǫ > 0 is sufficiently small, a natural morphism RX(∗H) ⊗V0RX(∗H) V (λ0)<−ǫM −→
M(λ0)[!t] is an isomorphism. Because V (λ0)
<−ǫ|X (λ1) = V
(λ1)
<−ǫ , we obtain the global well
definedness of M[!t].
Corollary 3.1.10. — For a generic λ, the specialization (M[!t])λ is naturally iso-
morphic to Mλ[!t].
We have the following universality.
Lemma 3.1.11. — Let M1 be a coherent strict RX(∗H)-module such that (i) M1
is strictly specializable along t, (ii) M1(∗t) = M. Then, we have a uniquely defined
morphism M[!t] −→M1.
Proof We have only to consider the issue around {λ0}×X . We have V (λ0)a (M1) =
V
(λ0)
a (M) for any a < 0. In particular, V (λ0)<0 M⊂M1. Hence, we obtain the uniquely
induced morphism M[!t] = RX(∗H) ⊗V0RX(∗H) V (λ0)<0 M−→M1.
Corollary 3.1.12. — M[!t] is independent of the choice of a decomposition X =
X0×Ct. Moreover, for any nowhere vanishing function A, we naturally have M[!t] ≃
M[!(At)].
The following lemma is also clear by construction.
Lemma 3.1.13. — If M is integrable, M[!t] is also integrable.
Lemma 3.1.14. — If M is strict, M[!t] is also strict.
Proof We have only to argue the issue locally around any point (λ, P ) ∈ Cλ×{t =
0}. Because V (λ0)<0 (M) ⊂ M(∗t), it is strict. By construction, each ψt,u(M[!t]) is
strict. Hence, we obtain that M[!t] is strict.
3.1.3.1. Appendix: The case of D-modules. — LetM be a coherent DX -module with
a V -filtration along t. (We fix an appropriate total order ≤C on C.) For simplicity,
we assume M = M(∗t). Assume that we are given morphisms of DX0 -modules
ψ1M
u−→ Q v−→ ψ0M such that v◦u is equal to the induced map ∂t : ψ−1M −→ ψ0M .
Although the following lemma is known, we give a construction by hand for our
understanding.
Lemma 3.1.15. — We have a coherent D-module M˜ with a V -filtration along t
such that (i) M˜(∗t) = M , (ii) we have ψ0(M˜) ≃ Q, and the following commutative
diagram:
ψ−1(M˜)
∂t−−−−→ ψ0(M˜) t−−−−→ ψ−1(M˜)
=
y ≃y =y
ψ−1(M)
u−−−−→ Q t◦v−−−−→ ψ−1(M)
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Proof In general, let N be a nilpotent endomorphism of a DX0 -module Q. Let
ι : X0 × {0} −→ X be the inclusion. We set G(Q,N) := ι∗Q ⊗C C[∂t] as a sheaf on
X . We define the action of t on G(Q,N) by t(m∂jt ) = (−j − N)m∂j−1t . Because
it is nilpotent, we obtain an OX -action on G(Q,N). We define an action of ∂tt on
G(Q,N) by (∂tt)(m∂
j
t ) = (−j−N)m∂jt . For f ∈ OX , let µf : G(Q,N) −→ G(Q,N)
be the multiplication of f . We can check that [(∂tt), µf ] = µ[∂tt,f ]. Hence, with
the above actions, G(Q,N) is a V0DX -module. Let ∂t : G(Q,N) −→ G(Q,N) be
given by ∂t(m∂
j
t ) = m∂
j+1
t . Then, we have µt ◦ ∂t = (∂tt) − id. We also have
∂t ◦µt = (∂tt)+Nπ0, where π0 is the projection of G(Q,N) onto the 0-th degree part
Q. Hence, we have [∂t, µt] = id+N ◦ π0.
Let N on Q be the composite of the morphisms Q
v−→ ψ0(M) −t−→ ψ−1(M) u−→
Q. Let N on ψ0(M) be −∂tt. Because N ◦ v = v ◦ N , we naturally have V0DX -
homomorphism G(Q,N) −→ G(ψ0(M), N), denoted by ρ1. Note that G(ψ0(M), N)
is naturally a direct summand ofM/V<0M as V0DX -module. Let ρ2 be the composite
of the V0DX -homomorphisms M −→ M/V<0M −→ G(ψ0(M), N). We consider the
V0DX-submodule M˜ of G(Q,N)⊕M given as follows:
M˜ =
{
(m1,m2) ∈ G(Q,N)⊕M
∣∣ ρ1(m1) = ρ2(m2)}
We shall make a ∂t-action on M˜ . Let L >C 1. We have the decomposition
M/V−LM ≃
⊕
−L<Cb ψbM of the p
−1DX0 -module compatible with the action of t∂t,
where p : X −→ X0 be the projection. Let π−1 denote the projection M −→ ψ−1,
which is independent of a choice of L. Then, let ∂t : M˜ −→ M˜ be the C-linear
morphism given as follows:
∂t(m1,m2) =
(
∂tm1 + u(π−1(m2)), ∂tm2
)
By construction, we have [∂t, P ] = 0 for P ∈ p−1OX0 . For f ∈ OX , let µf : M˜ −→ M˜
be the multiplication of f . We can check [∂t, µf ] = µ∂tf by a direct computation.
Hence we obtain the structure of an DX-module on M˜ . It is easy to observe that M˜
is the desired one.
Applying the above construction, in the case Q = ψ−1M , u = id and v = ∂t, we
obtain the following.
Corollary 3.1.16. — We have a coherent DX-moduleM [!t] with a V -filtration along
t, such that ∂t : ψ−1(M [!t]) −→ ψ0(M [!t]) is an isomorphism.
We have a natural isomorphismDX⊗V0DXV<0M ≃M [!t]. Indeed, the natural map
DX⊗V0DX V<0M −→M [!t] is surjective by the construction. We define a filtration V
of DX ⊗V0DX V<0M as in (24). The natural map preserves the filtration V . We have
Va
(
DX⊗V0DX V<0M
) ≃ Va(M [!t]) ≃ Va(M) for a < 0. We can prove that the induced
map on GrVa is an isomorphism for each a ≥ 0, by using the argument in Lemma 3.1.9.
Similarly, we obtain a natural isomorphism DX ⊗V0DX V0M ≃M =M(∗t).
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3.1.4. Characterization. — Let M be any RX(∗H)(∗t)-module which is strictly
specializable along t.
Lemma 3.1.17. — Let Q be a coherent RX(∗H)-module which is strictly specializ-
able along t such that Q(∗t) ≃M.
– If t : ψ0(Q) ≃ ψ−δ (Q), we naturally have Q ≃M[∗t].
– If ðt : ψ−δ (Q) ≃ ψ0(Q), we naturally have Q ≃M[!t].
Proof Let us prove the first claim. Both Q and M[∗t] are naturally RX(∗H)-
submodules of M. It is easy to observe the coincidence of V (λ0)0 for any λ0. Because
they are locally generated by V
(λ0)
0 , they are the same.
Let us consider the second claim. By the universal property, we have the naturally
induced morphism M[!t] −→ Q. We have only to check that it is an isomorphism
locally around each (λ0, P ) ∈ X . We have V (λ0)<0 M[!t] ≃ V (λ0)<0 Q. By the condition,
we obtain that ψ
(λ0)
0 (M[!t]) −→ ψ(λ0)0 (Q) is an isomorphism. Then, we can check
that ψ
(λ0)
u (M[!t]) −→ ψ(λ0)u (Q) is an isomorphism for each u ∈ R × C. Then, the
second claim follows.
3.1.5. Morphisms. — LetMi (i = 1, 2) be RX(∗H)(∗t)-modules which are strictly
specializable along t. For ⋆ = ∗, !, we have a natural map given by the localization
(25) HomRX(∗H)
(M1[⋆t],M2[⋆t]) −→ HomRX(∗H)(∗t)(M1,M2).
Lemma 3.1.18. — The map (25) is an isomorphism. If Mi are integrable, we have
a bijection between integrable homomorphisms.
Proof Any RX(∗H)-morphism f :M1−→M2 induces V (λ0)<0 M1 −→ V (λ0)<0 M2 and
t−1V (λ0)−1 M1 −→ t−1V (λ0)−1 M2. We obtainM1[!t] −→M2[!t] andM1[∗t] −→M2[∗t],
respectively. It gives the converse of (25).
Let f :M1 −→M2 be a morphism. Recall that it preserves V -filtrations V (λ0) at
each λ0, and we have the induced morphisms ψu(f) : ψu(M1) −→ ψu(M2). Recall
the following lemma.
Lemma 3.1.19. — Assume that f is strictly specializable, i.e., Cokψu(f) are strict.
Then, the following holds:
– f is strict with respect to the filtrations V (λ0) for each λ0.
– Ker(f), Im(f) and Cok(f) are strictly specializable along t. The V -filtrations
are the same as the naturally induced filtrations V (λ0).
– ψuKer(f) ≃ Kerψu(f), ψu Im(f) ≃ Imψu(f) and ψuCok(f) ≃ Cokψu(f)
naturally.
As we have already remarked, we have the induced morphism f [⋆t] : M1[⋆t] −→
M2[⋆t].
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Lemma 3.1.20. — Under the assumption of Lemma 3.1.19, we have the following
natural isomorphisms:
(Ker f)[⋆t] ≃ Ker(f [⋆t]), (Im f)[⋆t] ≃ Im(f [⋆t]), (Cok f)[⋆t] ≃ Cok(f [⋆t])
Proof We naturally have (Ker f)[⋆t](∗t) ≃ (Ker f)(∗t) ≃ Ker(f [⋆t])(∗t). Then,
we obtain the first isomorphism by the characterization. The others are obtained
similarly.
LetM• be a bounded complex of RX(∗H)(∗t)-modules such that eachM• is strict
and strictly specializable along t.
Corollary 3.1.21. — Assume that H•(ψuM•) are strict for any u ∈ R×C. Then,
the following holds:
– The differential of M• is strict with respect to the V -filtrations.
– H•(M•) are strictly specializable along t. The V -filtrations are the same as the
naturally induced filtrations V (λ0).
– ψuH• ≃ H•ψu and H•
(M•[⋆t]) ≃ H•(M•)[⋆t] naturally.
3.1.6. Canonical prolongations of R-modules. — Let M be any coherent
RX(∗H)-module which is strictly specializable along t. Note that M(∗t) is a co-
herent RX(∗H)(∗t)-module, and it is strictly specializable along t. For ⋆ = ∗, !, we
define M[⋆t] := (M(∗t))[⋆t]. If M is integrable,M[⋆t] are naturally also integrable.
Lemma 3.1.22. — We have a natural morphism ι : M −→ M[∗t]. We have the
following naturally defined isomorphisms:
(26)
Ker(ι) ≃ Ker
(
ψ0(M) t−→ ψ−δ(M)
)
[ðt]
Cok(ι) ≃ Cok
(
ψ0(M) t−→ ψ−δ(M)
)
[ðt]
For any u 6∈ Z≥0 × {0}, we have a natural isomorphism ψ(λ0)u (ι) : ψ(λ0)u (M) ≃
ψ
(λ0)
u (M[∗t]).
Proof We have a naturally defined morphismM−→M(∗t), for which the image
of V
(λ0)
0 (M) is contained in V (λ0)0
(M(∗t)) = V (λ0)0 (M[∗t]). Because M|X (λ0) is
generated by V
(λ0)
0 (M) over RX(∗H), we obtain M −→ M[∗t]. Let us consider
ψ
(λ0)
u (ι) : ψ
(λ0)
u (M) −→ ψ(λ0)u (M[∗t]). It is an isomorphism if p(λ0, u) < 0. If
u 6∈ Z≥0 × {0}, we obtain ψu(ι) is an isomorphism by using an easy induction and
isomorphisms (22).
The kernel and the cokernel of M−→M[∗t] are naturally isomorphic to those of
M/V (λ0)<0 M−→M[∗t]/V (λ0)<0 M[∗t],
which are naturally isomorphic to those for ψ
(λ0)
0 (M)[ðt] −→ ψ(λ0)0 (M[∗t])[ðt] by the
above consideration. Note that the induced morphism ψ
(λ0)
0 (ι) is naturally identified
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with t : ψ
(λ0)
0 (M) −→ ψ(λ0)−δ (M) under the natural identification t : ψ(λ0)0 (M[∗t]) ≃
ψ
(λ0)
−δ (M[∗t]) = ψ(λ0)−δ (M). Then, we obtain (26).
Similarly, we have the following lemma.
Lemma 3.1.23. — We have a naturally defined morphism ι : M[!t] −→ M. The
induced morphism ψu(ι) is an isomorphism unless u ∈ Z≥0 × {0}. We have natural
isomorphisms
Ker(ι) ≃ Ker
(
ψ−δ(M) ðt−→ ψ0(M)
)
[ðt],
Cok(ι) ≃ Cok
(
ψ−δ(M) ðt−→ ψ0(M)
)
[ðt].
Proof It can be proved as in the case of M[∗t].
Let Mi (i = 1, 2) be strict coherent RX(∗H)-modules, which are strictly specializ-
able along t. We obtain the following lemma from Lemma 3.1.18.
Lemma 3.1.24. — We have a natural morphism
HomRX(∗H)(M1,M2) −→ HomRX(∗H)(M1[⋆t],M2[⋆t]).
If Mi are integrable, we have the morphism between spaces of integrable homomor-
phisms.
We also obtain the following lemma.
Corollary 3.1.25. — We have natural bijections:
HomRX(∗H)
(M1[∗t],M2[∗t]) a1≃ HomRX(∗H)(M1,M2[∗t])
HomRX(∗H)
(M1[!t],M2[!t]) a2≃ HomRX(∗H)(M2[!t],M2).
If Mi are integrable, we have the bijections of integrable homomorphisms.
Proof The morphisms M1 −→ M1[∗t] and M2[!t] −→ M2 induce ai. We can
construct the converse by using Lemma 3.1.18.
Lemma 3.1.26. — Let M be any coherent RX(∗H)-module which is strictly special-
izable along t. Then, M[⋆t] is independent of the choice of a decomposition into the
product X0 × Ct. If A is nowhere vanishing holomorphic function on X, we have
M[⋆(At)] ≃M[⋆t] naturally.
Proof It follows from Corollary 3.1.6 and Corollary 3.1.12.
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3.2. Canonical prolongations of R-triples
3.2.1. Canonical prolongations ofR(∗t)-triples. — We use the setting in §3.1.1.
Let T = (M′,M′′, C) be an RX(∗H)(∗t)-triple which is strictly specializable along
t, i.e., M′ and M′′ are RX(∗H)(∗t)-modules which are strictly specializable along t,
and C is a sesqui-linear pairing of M′ and M′′, which is an RX(∗H) ⊗ σ∗RX(∗H)-
homomorphism
C :M′|S×X ⊗ σ∗M′′|S×X −→ DbmodHS×X/S (∗t).
Proposition 3.2.1. — We have Hermitian sesqui-linear pairings
C[!t] :M′[∗t]|S×X ⊗ σ∗M′′[!t]|S×X −→ DbmodHS×X/S
C[∗t] :M′[!t]|S×X ⊗ σ∗M′′[∗t]|S×X −→ DbmodHS×X/S
such that C[⋆t]|S×(X\{t=0}) = C|S×(X\{t=0}). They are determined uniquely by the
conditions. In particular, we obtain the following R-triples:
T [!t] := (M′[∗t],M′′[!t], C[!t]), T [∗t] := (M′[!t],M′′[∗t], C[∗t])
Proof By the uniqueness, we have only to consider it locally. We have the given
pairing
V<0M′|S×X ⊗ σ∗V<0M′′|S×X −→ DbmodHS×X/S (∗t).
Let us observe that it is extended to the following pairing:
(27) t−1V−1M′|S×X ⊗ σ∗V<0M′′|S×X −→ DbmodHS×X/S
Let X1 ⊂ X be open. Let U(λ0) be a neighbourhood of λ0 in Cλ. Let u and v
be local sections of M′ and M′′ on U(λ0) ×X1 and U(−λ0) ×X1 respectively. We
put I (λ0) := U(λ0) ∩ S . Let φ be a C∞-section of p∗λΩn,nX on I(λ0) × X1 with
compact support such that φ|I (λ0)×Ĥ = 0. Note that
〈
C(u, v), |t|2sφ〉 is well defined
for s ∈ H := {s ∈ C ∣∣Re s >> 0}, and holomorphic for s and continuous for λ ∈ S .
By a standard argument, if u ∈ t−1V (λ0)−1 M′ and v ∈ V (−λ0)<0 M′′, it is extended to
a function on S × {s ∈ C ∣∣ Re(s) > −ǫ} for some ǫ > 0. (See the proof of Lemma
20.10.9 of [48], for example.) We can take the value at s = 0, denoted by C˜(u, v). It
gives a section of DbmodHS×X/S . Thus, we obtain (27).
Lemma 3.2.2. — Let λ0 ∈ S . Assume
∑N
i=0 ∂
i
tfi = 0 in M′[∗t] = 0 for fi ∈
V
(λ0)
0 M′[∗t]. Then, for any g ∈ V (−λ0)<0 M′′ we have
(28)
N∑
i=0
∂itC˜(fi, σ
∗g) = 0.
46 CHAPTER 3. CANONICAL PROLONGATIONS
Assume
∑N
j=0 ∂
j
t gj = 0 in M′′[!t] for some gj ∈ V (−λ0)<0 M′′. Then, for any f ∈
V
(λ0)
0 M′[∗t], we have
N∑
j=0
∂
j
t C˜(f, σ
∗gj) = 0.
Proof Let us prove (28). The other can be proved in a similar way. We use an
induction on N . In the case N = 0, the claim is trivial. If
∑N
i=0 ∂
i
tfi = 0, we have
fN ∈ V (λ0)−1 M[∗t], and hence ∂tfN ∈ V (λ0)0 M[∗t]. By using the hypothesis of the
induction, we obtain
N−2∑
i=0
∂itC˜(fi, σ
∗g) + ∂N−1t C˜
(
fN−1 + ∂tfN , σ∗g
)
= 0.
So, we have only to prove that C˜(∂tf, σ
∗g) = ∂tC˜(f, σ∗g) for f ∈ V (λ0)−1 (M′). For a
test form φ, we have
(29)
〈
C˜(∂tf, σ
∗g), φ
〉
=
〈
C(∂tf, σ
∗g), |t|2sφ〉|s=0
= −〈C(f, σ∗g), |t|2s ∂tφ〉|s=0 − (s〈C(f, σ∗g), |t|2s−2t φ〉)|s=0
=
〈
∂tC˜(f, σ
∗g), φ
〉− (s〈C(f, σ∗g), |t|2s−2t φ〉)
|s=0
By using f ∈ V (λ0)−1 M′ and g ∈ V (−λ0)<0 M′′, we can prove that
〈
C(f, σ∗g), |t|2s−2t φ〉 is
holomorphic at s = 0. Hence, we obtain C˜(∂tf, σ
∗g) = ∂tC˜(f, σ∗g) for f ∈ V (λ0)−1 (M′).
Then, we can naturally extend C˜ to the pairing C[!t] ofM′[∗t] andM′′[!t]. Let C′
be another pairing ofM′[∗t] andM′′[!t] whose restriction to S×(X \{t = 0}) is equal
to C. Then, we can prove that C1 := C[!t] − C′ is 0 on V (λ0)0 M′ ⊗ σ∗V (−λ0)<0 M′′ by
a standard argument. (See the proof of Lemma 22.10.8 of [48], for example.) Then,
we obtain that C1 = 0 on M′[∗t]⊗ σ∗M′′[!t]. Thus, the proof of Proposition 3.2.1 is
finished.
The following lemma is obvious.
Lemma 3.2.3. — We have
(T ⊗ T (w))[⋆t] = T [⋆t] ⊗ T (w) and T ∗[!t] = (T [∗t])∗.
Lemma 3.2.4. — If T is integrable, then T [⋆t] are also integrable.
Proof Let us consider C[!t]. We set
C0(m
′, σ∗m′′) := ∂θC(m′, σ∗m′′)− C(∂θm′, σ∗m′′)− C(m′, σ∗∂θm′′).
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It is 0 outside {t = 0}. It is standard to prove the vanishing of C0 on V0 ⊗ σ∗V<0.
(See the proof of Lemma 22.10.8 of [48], for example.) Then, we obtain the vanishing
on M′[∗t]⊗ σ∗M′′[!t].
3.2.2. Morphisms. — Let Ti (i = 1, 2) be coherent RX(∗H)(∗t)-triples, which are
strictly specializable along t.
Lemma 3.2.5. — Let ⋆ = ∗, !. Morphisms T1 −→ T2 of RX(∗H)(∗t)-triples bijec-
tively correspond to morphisms T1[⋆t] −→ T2[⋆t] of RX(∗H)-triples. If Ti are inte-
grable, we have such bijections for integrable morphisms.
Proof A morphism T1[⋆t] −→ T2[⋆t] naturally induces T1 −→ T2. Let T1 −→ T2
be a morphism of RX(∗H)(∗t)-triples. Let us observe that we have an induced mor-
phism T1[⋆t] −→ T2[⋆t]. By Lemma 3.1.18, we have the morphisms of the underlying
RX(∗H)-modules. We have only to prove the compatibility of Hermitian sesqui-linear
pairings. By construction, they are compatible on V
(λ0)
0 ⊗σ∗V (λ0)<0 or V (λ0)<0 ⊗σ∗V (λ0)0 .
Then, the claim is easy to see.
Let f : T1 −→ T2 be a morphism. We have the induced morphism f [⋆t] : T1[⋆t] −→
T2[⋆t]. We obtain the following lemma from Lemma 3.1.20.
Lemma 3.2.6. — Suppose that f is strictly specializable. Then, we naturally have
Ker(f [⋆t]) ≃ Ker(f)[⋆t], Im(f [⋆t]) ≃ Im(f)[⋆t], and Cok(f [⋆t]) ≃ Cok(f)[⋆t].
Let T • be a bounded complex of RX(∗H)(∗t)-triples such that each T p is strictly
specializable along t. We obtain the following from Corollary 3.1.21.
Lemma 3.2.7. — Assume that H•(ψuT •) are strict for any u ∈ R × C. Then, the
following holds:
– H•(T •) are strictly specializable along t.
– We have natural isomorphisms ψuH•(T •) ≃ H•ψu(T •) and H•
(T •[⋆t]) ≃
H•(T •)[⋆t].
3.2.3. Canonical prolongations of R-triples. — Let T be an RX(∗H)-triple
which is strictly specializable along t. By applying the previous construction to the
RX(∗H)(∗t)-triple T (∗t), we obtainRX(∗H)-triples T [⋆t] for ⋆ = ∗, !. If T is integrable,
T [⋆t] are also integrable.
Lemma 3.2.8. — We have natural morphisms T [!t] −→ T −→ T [∗t].
Proof We consider only the morphism T [!t] −→ T . The other can be proved
similarly. We have the morphisms M′′[!t] −→M′′ and M′ −→M′[∗t]. Let us check
that they are compatible with pairings. Let f ∈ V (λ0)0 M′ and g ∈ V (λ0)<0 M′. We
have only to prove C[!t](f, σ∗g) = C(f, σ∗g). As in the proof of Proposition 3.2.1,〈
C(f, σ∗g), |t|2sφ〉 is extended to a function on S × {s ∈ C ∣∣ Re(s) > −ǫ} for some
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ǫ > 0. Moreover, we have
〈
C(f, σ∗g), |t|2sφ〉
s=0
=
〈
C(f, σ∗g), φ
〉
. (See the proof of
Lemma 20.10.9 of [48], for example.) Then, we obtain the desired compatibility of
the pairings.
Proposition 3.2.9. — T [⋆t] is independent of the choice of a decomposition into
the product X0 × Ct. For any nowhere vanishing holomorphic function A on X, we
have natural isomorphisms T [⋆(At)] ≃ T [⋆t].
Proof We have natural morphisms T [⋆(At)] −→ T [⋆t]. The underlying RX(∗H)-
modules are isomorphic by Lemma 3.1.26
3.2.4. Compatibility of canonical prolongation with push-forward. — Let
F0 : X0 −→ Y0 be a morphism of complex manifolds. Let F : X −→ Y be F0 × id,
where X = X0 × Ct and Y = Y0 × Ct. Let HY be a hypersurface of Y such that
{t = 0} 6⊂ HY . We put H := F−1(HY ). Let M be a coherent RX(∗H)(∗t)-module,
which is strictly specializable along t. Assume the following:
– F i†ψu(M) are strict for any u ∈ R× C.
According to [56], F i†M are strictly specializable RY (∗HY )(∗t)-module, and we natu-
rally have ψuF
i
†M≃ F i†ψuM.
Lemma 3.2.10. — Under the assumption, we have F i†(M[⋆t]) ≃
(
F i†M
)
[⋆t] natu-
rally.
Proof It easily follows from the characterization in Lemma 3.1.17.
Corollary 3.2.11. — Let T be a coherent RX(∗H)(∗t)-triple, which is strictly spe-
cializable along t. Assume that F i†ψuT is strict. Then, we naturally have F i†
(T [⋆t]) ≃(
F i†T
)
[⋆t].
3.3. Canonical prolongations across hypersurfaces
3.3.1. Canonical prolongations across holomorphic functions. —
3.3.1.1. RX(∗g)-modules and RX(∗g)-triples. — Let g be a holomorphic function on
a complex manifoldX . Let ιg : X −→ X×Ct denote the embedding ιg(x) = (x, g(x)).
Definition 3.3.1. — LetM be a coherent RX(∗g)-module which is strictly specializ-
able along g. It is called localizable along g, if there exist RX -modulesM[⋆g] (⋆ = ∗, !)
such that ιg†(M[⋆g]) ≃
(
ιg†(M)
)
[⋆t].
Note that such RX -modules M[⋆g] are uniquely determined up to canonical iso-
morphisms, because they are recovered as the kernel of the multiplication of t− g on
ιg†(M)[⋆t]. But, in general, it is not clear whether ιg†(M)[⋆t] are strictly specializable
along t− g. The notation is verified by the following lemma.
3.3. CANONICAL PROLONGATIONS ACROSS HYPERSURFACES 49
Lemma 3.3.2. — If g is a coordinate function, then M[⋆g] given in §3.1 satisfy
ιg†(M[⋆g]) ≃ (ιg†M)[⋆t].
Proof We may assume that X is an open subset of X1 × Cg. We have the bi-
holomorphic map F : Cy × Cs −→ Cg × Ct given by F (y, s) = (y + s, y). It induces
a bi-holomorphic map X1 × Cy × Cs −→ X1 × Cg × Ct, which is also denoted by F .
Let ι′g : X −→ X1 × Cy × Cs be given by ι′g(x, g) = (x, g, 0). We have F ◦ ι′g = ιg.
We also have t ◦ F = y. Then, ι′g†M is clearly strictly specializable along y = 0, and
we have ι′g†(M[⋆g]) ≃ ι′g†(M)[⋆y]. By using the bi-holomorphic map, we obtain the
claim of the lemma.
Lemma 3.3.3. — If M is integrable and localizable along g, then M[⋆g] is also
integrable.
Proof Because M[⋆g] is obtained as the kernel of the multiplication of t − g on
the integrable (ιg†M)[⋆t], it is integrable.
Lemma 3.3.4. — Let A be a nowhere vanishing holomorphic function. We set g1 :=
Ag. Then, M is strictly specializable along g, if and only if it is strictly specializable
along g1. Moreover, it is localizable along g, if and only if it is localizable along g1,
and we have M[⋆g] =M[⋆g1] in that case.
Proof Let F : X × Ct −→ X × Cs be given by F (x, t) =
(
x,A(x)t
)
. We have
ιg1 = F ◦ ιg. Then, the claim is clear.
Similarly, for RX(∗g)-triples, we use the following.
Definition 3.3.5. — Let T be a coherent RX(∗g)-triple which is strictly specializ-
able along g. It is called localizable along g, if there exist RX -triple T [⋆g] for ⋆ = ∗, !
with isomorphisms ιg†(T [⋆g]) ≃ (ιg†T )[⋆t].
Such RX -triples are uniquely determined up to canonical isomorphisms, if they
exist. The following lemma is clear.
Lemma 3.3.6. — Let T be localizable along g.
– If g is a coordinate function, T [⋆g] are equal to those in §3.2.
– If T is integrable, then T [⋆g] are also integrable.
– T [⋆g] are independent of the choice of a decomposition into the product X0 ×
Ct. If A is a nowhere vanishing holomorphic function, then T [⋆(Ag)] ≃ T [⋆g]
naturally.
3.3.1.2. Morphisms. — Let Ti be RX(∗g)-modules which are localizable along g. We
obtain the following lemma from Lemma 3.2.5.
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Lemma 3.3.7. — Let ⋆ = ∗, !. Morphisms T1 −→ T2 of RX(∗g)-triples bijectively
correspond to morphisms T1[⋆g] −→ T2[⋆g] of RX -triples. If Ti are integrable, we have
such bijections for integrable morphisms. Similar claims hold for RX(∗g)-modules.
Let f : T1 −→ T2 be a morphism. We have the induced morphism f [⋆g] : T1[⋆g] −→
T2[⋆g]. We obtain the following lemma from Lemma 3.2.6.
Lemma 3.3.8. — Suppose that f is strictly specializable along g, i.e., the induced
morphism ιg†T1 −→ ιg†T2 is strictly specializable along t. Then, Ker f , Im f and
Cok f are strictly specializable and localizable along g, and we naturally have
Ker(f [⋆g]) ≃ Ker(f)[⋆g], Im(f [⋆g]) ≃ Im(f)[⋆g], Cok(f [⋆g]) ≃ Cok(f)[⋆g].
Let T • be a bounded complex of RX(∗g)-triples such that each T p is localizable
along g. We obtain the following from Lemma 3.2.7.
Lemma 3.3.9. — Assume that H•(ψg,uT •) are strict for any u ∈ R×C. Then, the
following holds:
– H•(T •) are strictly specializable and localizable along g.
– We have natural isomorphisms ψuH•(T •) ≃ H•ψu(T •) and H•
(T •[⋆g]) ≃
H•(T •)[⋆g].
3.3.1.3. Compatibility with the push-forward. — Let F : X −→ Y be a morphism
of complex manifolds. Let gY be a holomorphic function on Y , and we set gX :=
gY ◦ F . Let M be a coherent RX(∗gX)-module which is strictly specializable along
gX . Assume the following:
– The support of M is proper over Y .
– F i† ψ˜gX ,u(M) are strict for any u ∈ R× C.
According to [56], F i†M are strictly specializable RY (∗gY )-modules.
Lemma 3.3.10. — Assume that M is localizable along gX . Then, (F i†M) is local-
izable along gY , and we have a natural isomorphism F
i
†(M[⋆gX ]) ≃ (F i†M)[⋆gY ].
Proof We have a natural isomorphism F i†(ιgX†M[⋆gX ]) ≃ ιgY †
(
F i†(M[⋆gX ])
)
.
We also have F i†(ιgX†M[⋆gX ]) ≃ F i†
(
(ιgX†M)[⋆t]
) ≃ F i†(ιgX†M)[⋆t]. Then, the claim
follows.
Let T be a coherent RX(∗gX)-triple which is strictly specializable along gX . We
suppose the following.
– The support of M is proper over Y .
– (ii) F i†ψgX ,uT are strict for any i ∈ Z and u ∈ R× C.
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Corollary 3.3.11. — Assume T is localizable along gX . Then, F i†(T ) is localizable
along gY , and we have natural isomorphisms F
i
†(T )[⋆gY ] ≃ F i†
(T [⋆gX ]).
3.3.1.4. R-modules and R-triples. —
Definition 3.3.12. — LetM (resp. T ) be a coherent RX-module (resp. RX-triple)
which is strictly specializable along g. It is called localizable along g, if and only if
M(∗g) (resp. T (∗g)) is localizable along g.
In that case, we set M[⋆g] := (M(∗g))[⋆g] and T [⋆g] := (T (∗g))[⋆g].
3.3.2. Canonical prolongations across hypersurfaces. — LetD be an effective
divisor of X .
Definition 3.3.13. — A coherent RX(∗D)-module (resp. RX(∗D)-triple) M (resp.
T ) is called strictly specializable along D, if the following holds:
– Let U be any open subset of X with a generator gU of O(−D)|U . Then, M|U
(resp. T|U) is strictly specializable along gU .
We say that M (resp. T ) is localizable along D, if the following holds:
– Let U and gU be as above. Then, M|U (resp. T|U) is localizable along gU .
IfM is localizable alongD, letM[⋆D] denote an RX -module with an isomorphism(M[⋆D])(∗D) ≃M determined by the following condition:
– Let U and gU be as above. Then, M[⋆D]|U ≃M|U [⋆gU ].
We use the symbol T [⋆D] in similar meanings.
3.3.2.1. Morphisms. — Let Ti be RX(∗D)-modules which are localizable along D.
We obtain the following lemma from Lemma 3.3.7.
Lemma 3.3.14. — Let ⋆ = ∗, !. Morphisms T1 −→ T2 of RX(∗D)-triples bijec-
tively correspond to morphisms T1[⋆D] −→ T2[⋆D] of RX-triples. If Ti are integrable,
we have such bijections for integrable morphisms. Similar claims hold for RX(∗D)-
modules.
Let f : T1 −→ T2 be a morphism. We have the induced morphism f [⋆D] :
T1[⋆D] −→ T2[⋆D]. We obtain the following lemma from Lemma 3.3.8.
Lemma 3.3.15. — Suppose that f is strictly specializable along D, i.e., for any
open subset U ⊂ X with a generator gU of O(−D)|U , f|U is strictly specializable
along gU . Then, Ker f , Im f and Cok f are strictly specializable and localizable along
D, and we naturally have Ker(f [⋆D]) ≃ Ker(f)[⋆D], Im(f [⋆D]) ≃ Im(f)[⋆D], and
Cok(f [⋆D]) ≃ Cok(f)[⋆D].
Let T • be a bounded complex of RX(∗D)-triples such that each T p is localizable
along D. We obtain the following from Lemma 3.3.9.
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Lemma 3.3.16. — Assume that the complex T • is strictly specializable in the fol-
lowing sense:
– For any open U ⊂ X with a generator gU of O(−D)|U , H•(ψgU ,uT •) are strict
for any u ∈ R× C.
Then, the following holds:
– H•(T •) are strictly specializable and localizable along D.
– We have natural isomorphisms H•(T •[⋆D]) ≃ H•(T •)[⋆D].
3.3.2.2. Compatibility with push-forward. — Let F : X −→ Y be a morphism of
complex manifolds. Let DY be an effective divisor of Y , and we set DX := F
−1(DY ).
Let T be a coherent RX -triple which is strictly specializable along DX . Assume the
following:
– The support of T is proper over Y .
– Let UY ⊂ Y be open with a generator gUY of O(−DY )|U . We set UX :=
F−1(UY ) and gUX := gUY ◦ F|UX . We suppose that F i† ψ˜gUX ,u(T|UX ) are strict
for any u ∈ R× C.
Lemma 3.3.17. — If moreover T is localizable along DX , then (F i†M) is localizable
along DY , and we have a natural isomorphism F
i
†(M[⋆DX ]) ≃ (F i†M)[⋆DY ]. A
similar claim holds for RX-modules.
3.3.2.3. R-modules and R-triples. —
Definition 3.3.18. — LetM (resp. T ) be a coherent RX-module (resp. RX-triple)
which is strictly specializable along D. It is called localizable along D, if and only if
M(∗D) (resp. T (∗D)) is localizable along D.
In that case, we set M[⋆D] := (M(∗D))[⋆D] and T [⋆D] := (T (∗D))[⋆D].
CHAPTER 4
GLUING AND SPECIALIZATION OF R-TRIPLES
We consider how to define specializations and gluings of R-triples (§4.1–4.2). We
apply an idea of Beilinson in [2]. In particular, we obtain a way to define nearby
cycle functor. In §4.3, we shall compare it with the nearby cycle functor introduced
in [56]. We introduce a condition of admissible specializability in §4.4, which will be
used in the definition of mixed twistor D-modules.
4.1. Beilinson functors for R-modules
4.1.1. The functors Πa,b, Πa,b! , Π
a,b
∗ and Π
a,b
∗! for R-module. — Let X and
H be as in §3.1. Let a ≤ b be integers. For an RX(∗H)(∗t)-module M, we set
Πa,bM := M ⊗ I˜a,b2 . (See §2.3 for I˜a,b2 .) We have naturally defined morphisms
Πa,bM −→ Πc,dM for a > c and b > d. If M is coherent and strictly specializable
along t, so is Πa,bM. In that case, we set Πa,b⋆ M := Πa,bM[⋆t]. We define
Πa,b∗! M := lim←−
N→∞
Cok
(
Πb,N! M−→ Πa,N∗ M
)
Lemma 4.1.1. — Let P ∈ X . There exists N(P ) > 0 such that, for any N > N(P ),
on a neighbourhood XP of P , the morphism Πb,N! M −→ Πa,N∗ M is strictly special-
izable along t, and its cokernel is independent of N in the sense that the naturally
defined morphism
(30) Cok
(
Πb,N+1! M−→ Πa,N+1∗ M
) −→ Cok(Πb,N! M−→ Πa,N∗ M)
is an isomorphism on XP .
Proof In this proof, N is a sufficiently large number, and we omit to distinguish a
neighbourhood XP . If u 6∈ Z≥0×{0}, we have isomorphisms ψu
(
Πa,N⋆ M
) ≃ ψu(M)⊗
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Ia,N2 and the following commutative diagram:
(31)
ψu
(
Πb,N! M
) −−−−→ ψu(Πa,N∗ M)
≃
y ≃y
ψu(M)⊗ Ib,N2 id⊗ι−−−−→ ψu(M)⊗ Ia,N2
Here ι is a natural inclusion Ib,N2 −→ Ia,N2 . Hence, ψu
(
Πb,N! M
) −→ ψu(Πa,N∗ M) is
strict in this case.
We have the following isomorphisms:
ψ0
(
Πa,N! (M)
) −ðt←−−−−≃ ψ−δ(Πa,N! M) ≃ ψ−δ(M)⊗ Ia,N2
ψ0
(
Πa,N∗ (M)
) t−−−−→≃ ψ−δ(Πa,N∗ M) ≃ ψ−δ(M)⊗ Ia,N2
We have the following commutative diagram:
(32)
ψ0
(
Πb,N! M
) −−−−→ ψ0(Πb,N∗ M) −−−−→ ψ0(Πa,N∗ M)
≃
x ≃y ≃y
λψ−δ(M)⊗ Ib,N2
NM⊗id+ id⊗N ′′I−−−−−−−−−−−→ ψ−δ(M)⊗ Ib,N2 id⊗ι−−−−→ ψ−δ (M)⊗ Ia,N2
Here, NM is induced by −t∂t. Then, it is easy to check that ψ0
(
Πb,N! M
) −→
ψ0
(
Πa,N∗ M
)
is strict. The case u ∈ Z≥0 × {0} also follows. Hence, the natural
morphism Πb,N! M−→ Πa,N∗ M is strict.
The following morphism of RX(∗H)(∗t)-modules is an isomorphism:
Cok
(
Πb,N+1M−→ Πa,N+1M) −→ Cok(Πb,NM−→ Πa,NM)
We have the following identifications:
(33)
ψuCok
(
Πb,N+1! M−→ Πa,N+1∗ M
)
−−−−−→ ψu Cok
(
Πb,N! M−→ Πa,N∗ M
)
≃
y ≃y
Cok
(
ψu
(
Πb,N+1! M
) −→ ψu(Πa,N+1∗ M)) −−−−−→ Cok(ψu(Πb,N! M) −→ ψu(Πa,N∗ M))
By using the identification (31), we obtain that the horizontal arrows in (33) are
isomorphisms in the case u 6∈ Z≥0×{0}. By using Lemma 2.3.3, with an easy diagram
chasing, we obtain that the horizontal arrows in (33) are isomorphisms in the case
u = (0, 0). It also follows that they are isomorphisms in the case u ∈ Z>0 × {0}.
Thus, (30) is an isomorphism.
We obtain the following lemma by a similar argument.
Lemma 4.1.2. — Let P ∈ X . There exists N(P ) > 0 such that, for any N >
N(P ), on a neighbourhood XP of P , the morphism Π−N,b! M−→ Π−N,a∗ M is strictly
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specializable along t, and its kernel is independent of the choice of N in the sense that
the following naturally defined morphism
Ker
(
Π−N,b! M−→ Π−N,a∗ M
)
−→ Ker
(
Π−N−1,b! M−→ Π−N−1,a∗ M
)
is an isomorphism.
The following lemma is clear by construction.
Lemma 4.1.3. — If M is integrable, Πa,b⋆! M is naturally integrable.
4.1.2. Another description. — We have another description of the functor Πa,b∗! .
Lemma 4.1.4. — We have the following natural isomorphism:
(34) Πa,b∗! (M) ≃ lim−→
N→∞
Ker
(
Π−N,b! M−→ Π−N,a∗ M
)
Proof First, let us construct such an isomorphism on a neighbourhood XP of P .
We have the following natural commutative diagram:
Πb,N! M −−−−→ Π−N,N! M −−−−→ Π−N,b! My y y
Πa,N∗ M −−−−→ Π−N,N∗ M −−−−→ Π−N,a∗ M
Hence, we have only to prove the following morphisms are isomorphisms on XP , if N
is sufficiently large:
(35) Cok
(
Π−N,N! M−→ Π−N,N∗ M
)
−→ Cok
(
Π−N,b! M−→ Π−N,a∗ M
)
(36) Ker
(
Πb,N! M−→ Πa,N∗ M
)
−→ Ker
(
Π−N,N! M−→ Π−N,N∗ M
)
We have Cok
(
Π−N,NM −→ Π−N,NM
)
≃ Cok
(
Π−N,bM −→ Π−N,aM
)
≃ 0. Let
us consider the following morphism:
(37) Cok
(
ψu
(
Π−N,N! M
) −→ ψu(Π−N,N∗ M)) −→
Cok
(
ψu
(
Π−N,b! M
) −→ ψu(Π−N,a∗ M))
If u 6∈ Z≥0 × {0}, the both sides are 0. For u = (0, 0), we obtain that (37) is an
isomorphism from Lemma 2.3.4. Hence, (37) is an isomorphism for each u. Then,
we can deduce (35) is an isomorphism by using an argument in the proof of Lemma
4.1.1. We obtain that (36) is an isomorphism by a similar argument. Thus, we
obtain the isomorphism (34) on a neighbourhood of XP . By varying P , we obtain the
isomorphism globally.
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4.1.3. The induced morphism. — Let Mi (i = 1, 2) be coherent RX(∗H)(∗t)-
modules which are strictly specializable along t. For a morphism f : M1 −→ M2,
we have the induced morphisms Πa,b⋆ (f) : Π
a,b
⋆ (M1) −→ Πa,b⋆ (M2) and Πa,b∗! (f) :
Πa,b∗! (M1) −→ Πa,b∗! (M2).
Lemma 4.1.5. — If f is strictly specializable, we have the following natural isomor-
phisms:
Ker
(
Πa,b∗! f
) ≃ Πa,b∗! Ker f, Im(Πa,b∗! f) ≃ Πa,b∗! Im f, Cok(Πa,b∗! f) ≃ Πa,b∗! Cok f.
Proof We obtain the claim for Ker from the following commutative diagram:
Πa,b∗! M1 −−−−→ Π−N,b! M1 −−−−→ Π−N,a∗ M1y y y
Πa,b∗! M2 −−−−→ Π−N,b! M2 −−−−→ Π−N,a∗ M2
We obtain the claim for Cok from the following commutative diagram:
Πb,N! M1 −−−−→ Πa,N∗ M1 −−−−→ Πa,b∗! M1y y y
Πb,N! M2 −−−−→ Πa,N∗ M2 −−−−→ Πa,b∗! M2
The claim for the image follows from the claims for the kernel and the cokernel with
an easy diagram chase.
Corollary 4.1.6. — Let M• be as in Corollary 3.1.21. We have natural isomor-
phisms Πa,b∗! H•M• ≃ H•Πa,b∗! M•.
4.1.4. Compatibility with the push-forward. — Let us consider the compat-
ibility of the functors Πa.b⋆ and Π
a,b
∗! with the push-forward. We use the notation
in §3.2.4. Let M be a good coherent RX(∗t)-module which is strictly specializable
along t. Assume that the support of M is proper over Y with respect to F . We
have a natural isomorphism F i†
(
Πa,bM) ≃ Πa,bF i†(M) of coherent RY (∗HY )-modules.
Assume that F i† ψ˜uM is strict for any u ∈ R × C and i ∈ Z. Then, F i†
(
Πa,bM) are
strictly specializable along t, and we have F i†
(
Πa,b⋆ M
) ≃ Πa,b⋆ F i†M by Lemma 3.2.10.
We have the following naturally defined morphism:
(38) Πa,b∗! F
i
†M−→ F i†Πa,b∗! M.
Proposition 4.1.7. — The morphism (38) is an isomorphism.
Proof We consider locally around P ∈ Y. Let KN be the kernel of Πb,N! M −→
Πa,N∗ M. If N is sufficiently large, we have the following exact sequence:
0 −→ ψuKN −→ ψu(Πb,N! M) −→ ψu(Πa,N∗ M) −→ ψuΠa,b∗! M−→ 0
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It can be rewritten as follows:
(39) 0 −→ ψuKN −→ ψuM⊗ Ib,N −→ ψuM⊗ Ia,N −→ ψuΠa,b∗! M−→ 0
Note that, as an RX0(∗H0)-complex, the exact sequence (39) has a splitting, and as
RX0(∗H0)-modules, ψuKN and ψuΠa,b∗! M are direct sums of some copies of ψuM.
Hence, F i†ψuΠ
a,b
∗! M and F i†ψuKN are strict, and the induced sequence
0 −→ F i†ψuKN −→ F i†ψuM⊗ Ib,N −→ F i†ψuM⊗ Ia,N −→ F i†ψuΠa,b∗! M−→ 0
is exact. The following complex of RY (∗HY )-modules is clearly exact:
0 −→ F i†KN (∗t) −→ F i†M⊗ I˜b,N −→ F i†M⊗ I˜a,N −→ F i†Πa,b∗! M(∗t) −→ 0
We obtain that 0 −→ F i†KN −→ F i†Πb,N! M −→ F i†Πa,N∗ M −→ F i†Πa,b∗! M −→ 0 is
exact. In particular, we obtain that (38) is an isomorphism.
4.1.5. The functors ψ(a) and Ξ(a). — LetM be a coherentRX(∗H)-module which
is strictly specializable along t. We define
ψ(a)(M) := Πa,a∗! (M), Ξ(a)(M) := Πa,a+1∗! (M).
We have naturally defined exact sequences:
0 −−−−→ M[!t]⊗ sa αa−−−−→ Ξ(a)(M) βa−−−−→ ψ(a)(M) −−−−→ 0
0 −−−−→ ψ(a+1)(M) γa−−−−→ Ξ(a)(M) δa−−−−→ M[∗t]⊗ sa −−−−→ 0
According to Corollary 4.1.6, we have natural isomorphisms
ψ(a)H•(M•) ≃ H•ψ(a)(M•), Ξ(a)H•(M•) ≃ H•Ξ(a)(M•)
for a complex M• as in Corollary 3.1.21. In the situation of §4.1.4, we have natural
isomorphisms
F i†ψ
(a)(M) ≃ ψ(a)F i†(M), F i†Ξ(a)(M) ≃ Ξ(a)F i†(M).
4.1.6. Beilinson functors for R-modules. — Let M be a coherent RX(∗H)-
module which is strictly specializable along t. We obtain a coherent RX(∗H)(∗t)-
module M˜ := M(∗t), which is strictly specializable along t. We define Πa,b(M) :=
Πa,b(M˜), Πa,b⋆ (M) := Πa,b⋆ (M˜) and Πa,b∗! (M) := Πa,b∗! (M˜). We also define ψ(a)(M) :=
ψ(a)(M˜) and Ξ(a)(M) := Ξ(a)(M˜).
Recall we have the morphisms M[!t] ι1−→ M ι2−→ M[∗t]. Let φ(a)(M) be defined
as the cohomology of the following complex:
M[!t]⊗ sa αa+ι1−−−−→ Ξ(a)(M)⊕ (M⊗ sa) δ1−ι2−−−−→ M[∗t]⊗ sa
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Lemma 4.1.8. — We have the following natural isomorphisms:
ψ0
(
ψ(a)(M)) ≃ ψ−δ(M) sa,
ψ0
(
Ξ(a)(M)) ≃ ψ−δ (M) sa ⊕ ψ−δ (M) sa+1,
ψ0
(
φ(a)(M)) ≃ ψ0(M) sa
Proof We have the following isomorphism:
(40) ψ0(Π
a,b
∗! (M)) ≃ Cok
(
ψ0(Π
b,N
! M) −→ ψ0(Πa,N∗ M)
)
≃ Cok
(
ψ−δ(M)⊗ Ib,N2 −→ ψ−δ(M)⊗ Ia,N2
)
We obtain the first two isomorphisms. Let us consider φ(a) in the case a = 0. By
construction, ψ0φ
(0)(M) is obtained as the cohomology of the following:
ψ−δ(M) −−−−→
(
ψ−δ(M) s⊕ ψ−δ(M)
)
⊕ ψ0(M) −−−−→ ψ−δ (M)
The morphism ψ−δ(M) −→ ψ−δ(M) s⊕ ψ−δ(M) is given by (s,N). The morphism
ψ−δ(M) s ⊕ ψ−δ (M) −→ ψ−δ (M) is the projection. Then, it is easy to check that
the cohomology is naturally isomorphic to ψ0(M).
We can reconstructM as the cohomology of the following, as in [2]:
ψ(1)(M) −−−−→ Ξ(0)(M)⊕ φ(0)(M) −−−−→ ψ(0)(M)
Remark 4.1.9. — φ(0) will often be denoted by φ.
4.2. Beilinson functors for R-triples
4.2.1. Functors Πa,b, Πa,b∗ and Π
a,b
! for R(∗t)-triple. — Let T = (M′,M′′, C)
be a strictly specializable RX(∗H)(∗t)-triple. As in §2.1.6, we obtain the following
RX(∗H)(∗t)-triple:
Πa,bT := T ⊗ I˜a,b = (M′ ⊗ I˜a,b1 , M′′ ⊗ I˜a,b2 , C ⊗ CI˜)
Here, C ⊗ CI˜ is given as follows:
(41)
(
C ⊗ CI˜
)(
u⊗ (λs)i, σ∗(v ⊗ (λs)j)) = C(u, σ∗v) · CI˜((λs)i, σ∗(λs)j)
= C(u, σ∗v)
(log |t|2)−i−j
(−i− j)! (−1)
jλi−jχi+j≤0
(See §2.3.2.) The RX(∗H)(∗t)-triple Πa,bT is strictly specializable along t. Then, we
obtain the following RX(∗H)-triples:
Πa,b∗ T := Πa,bT [∗t], Πa,b! T := Πa,bT [!t].
If T is integrable, Πa,bT and Πa,b⋆ T (⋆ = ∗, !) are also naturally integrable.
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Lemma 4.2.1. — Let u ∈ (R× C) \ (Z≥0 × {0}). We have
ψu
(
Πa,bT ) = ψu(T )⊗ Ia,b ≃ (ψu(M′)⊗ Ia,b1 , ψu(M′′)⊗ Ia,b2 , ψuC ⊗ CI)
Proof We have only to check the claim for the pairing. We have the following
equality for any positive integer M :
(42) Res
s+λ−1e(λ,u)
∫ 〈
C(u, σ∗v), φ
〉
(log |t|2)M |t|2s dt dt
= Res
s+λ−1e(λ,u)
dM
dsM
∫ 〈
C(u, σ∗v), φ
〉 |t|2s dt dt = 0
Then, the claim follows.
We have Πa,a+1T ≃ T ⊗T (a), and hence
T [⋆t]⊗T (a) ≃ Cok
(
Πa+1,N⋆ T −→ Πa,N⋆ T
)
(N > a)
T [⋆t]⊗ T (b) ≃ Ker
(
ΠN,b+1⋆ T −→ ΠN,b⋆ T
)
(N < b)
4.2.1.1. Relation with Hermitian adjoint. — Note that Sa,b (§2.3.1) induces an iso-
morphism
Πa,b(T ∗) ≃ (Π−b+1,−a+1T )∗.
If b = a + 1, it is equal to the canonical isomorphism T ∗ ⊗ T (a) ≃ (T ⊗ T (−a))∗,
multiplied by (−1)a. We have the induced isomorphisms
Πa,b!
(T ∗) ≃ (Π−b+1,−a+1∗ T )∗, Πa,b∗ (T ∗) ≃ (Π−b+1,−a+1! T )∗.
For a ≥ a′ and b ≥ b′, the following natural diagrams are commutative:
Πa,b! (T ∗) ≃−−−−−→
(
Π−b+1,−a+1∗ T
)∗y y
Πa
′,b′
! (T ∗)
≃−−−−−→ (Π−b′+1,−a′+1∗ T )∗
Πa,b∗ (T ∗) ≃−−−−−→
(
Π−b+1,−a+1! T
)∗y y
Πa
′,b′
∗ (T ∗) ≃−−−−−→
(
Π−b
′+1,−a′+1
! T
)∗
If b = a+ 1, they are equal to the canonical isomorphisms, multiplied by (−1)a.
T ∗[!t]⊗ T (a) ≃ (T [∗t])∗ ⊗T (a) ≃ (T [∗t]⊗ T (−a))∗
T ∗[∗t]⊗T (a) ≃ (T [!t])∗ ⊗T (a) ≃ (T [!t]⊗T (−a))∗
Let S : T −→ T ∗ ⊗ T (−w) be a Hermitian sesqui-linear duality. We obtain the
induced morphism:
Πa,bS : Πa,bT −→ Πa,b(T ∗ ⊗ T (−w)) ≃ (Π−b+1,−a+1T )∗ ⊗ T (−w)
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For u ∈ (R× C) \ (Z≥0 × {0}), we have the following commutativity:
ψu(Π
a,bT ) ψu(Π
a,bS)−−−−−−−→ ψu
(
(Π−b+1,−a+1T )∗ ⊗ T (−w)
)
y y
ψu(T )⊗ Ia,b ψu(S)⊗S
a,b
−−−−−−−−→ ψu(T ∗)⊗ (I−b+1,−a+1)∗ ⊗ T (−w)
4.2.2. Functors Πa,b∗! , ψ
(a) and Ξ(a). — Let T be any RX(∗H)(∗t)-triple which is
strictly specializable along t.
Lemma 4.2.2. — Let P ∈ X . There exists a large number N(P ) > 0 such that, for
any N > N(P ), on a small neighbourhood XP of P , the following naturally defined
morphisms
Cok
(
Πb,N+1! T −→ Πa,N+1∗ T
) −→ Cok(Πb,N! T −→ Πa,N∗ T )
Ker
(
Π−N,b! T −→ Π−N,a∗ T
) −→ Cok(Π−N−1,b! T −→ Π−N−1,a∗ T )
are isomorphisms. In this sense, Cok
(
Πb,N! T −→ Πa,N∗ T
)
and Ker
(
Π−N,b! T −→
Π−N,a∗ T
)
are independent of N > N(P ). Moreover, they are naturally isomorphic.
Proof We obtain the first claim from Lemma 4.1.1 and Lemma 4.1.2. We have
the following natural commutative diagram:
Πb,N! T −−−−→ Π−N,N! T −−−−→ Π−N,b! Ty y y
Πa,N∗ T −−−−→ Π−N,N∗ T −−−−→ Π−N,a! T
Then, by using Lemma 4.1.4, we obtain the second claim.
Then, we define
Πa,b∗! T := lim←−
N→∞
Cok
(
Πb,N! T −→ Πa,N∗ T
) ≃ lim−→
N→∞
Ker
(
Π−N,b! T −→ Π−N,a∗ T
)
If T is integrable, Πa,b∗! T are also naturally integrable. Let Ti (i = 1, 2) be coherent
RX(∗H)(∗t)-triples, which are strictly specializable along t. For any morphism f :
T1 −→ T2, we have the induced morphisms Πa,b⋆ (f) : Πa,b⋆ (T1) −→ Πa,b⋆ (T2) and
Πa,b∗! (f) : Π
a,b
∗! (T1) −→ Πa,b∗! (T2). We obtain the following lemma from Lemma 4.1.5.
Lemma 4.2.3. — If f is strictly specializable, we have the following natural isomor-
phisms:
Ker
(
Πa,b∗! f
) ≃ Πa,b∗! Ker f, Im(Πa,b∗! f) ≃ Πa,b∗! Im f, Cok(Πa,b∗! f) ≃ Πa,b∗! Cok f.
Corollary 4.2.4. — Let T • be as in Lemma 3.2.7. We have natural isomorphisms
Πa,b∗! H•M• ≃ H•Πa,b∗! M•.
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4.2.2.1. Functors ψ(a) and Ξ(a). — In particular, for any a ∈ Z, we define
ψ(a)T := Πa,a∗! T , Ξ(a)T := Πa,a+1∗! T .
If T is integrable, they have naturally induced integrable structure. We naturally
have the following exact sequences:
0 −→ T [!t]⊗T (a) αa−→ Ξ(a)T βa−→ ψ(a)T −→ 0
0 −→ ψ(a+1)T γa−→ Ξ(a)T δa−→ T [∗t]⊗ T (a) −→ 0
We also have natural identifications
ψ(a+1)T ≃ ψ(a)T ⊗ T (1), Ξ(a+1)T ≃ Ξ(a)T ⊗T (1).
The composite βa ◦ γa : ψ(a+1)T −→ ψ(a)T ≃ ψ(a+1)T ⊗ T (−1) is induced by the
natural morphisms Πa+1,NT [⋆t] −→ Πa,NT [⋆t].
4.2.2.2. Relation with Hermitian adjoint. —
Lemma 4.2.5. — We have a natural isomorphism Πa,b∗! (T ∗) ≃
(
Π−b+1,−a+1∗! T
)∗
. In
particular, we naturally have(
ψ(a)T )∗ ≃ ψ(−a+1)(T ∗), (Ξ(a)T )∗ ≃ Ξ(−a)(T ∗).
Proof We have the following natural isomorphisms:
(43) Πa,b∗! (T ∗) = Cok
(
Πb,N! (T ∗) −→ Πa,N∗ (T ∗)
)
≃ Cok
((
Π−N+1,−b+1∗ T
)∗ −→ (Π−N+1,−a+1! T )∗)
= Ker
(
Π−N+1,−b+1∗ T ←− Π−N+1,−a+1! T
)∗
≃ Π−b+1,−a+1∗! (T )∗
Thus, we are done.
For a ≥ a′ and b ≥ b′, the following diagram is commutative:
Πa,b∗! (T ∗) −−−−→ Π−b+1,−a+1∗! (T )∗y y
Πa
′,b′
∗! (T ∗) −−−−→ Π−b
′+1,−a′+1
∗! (T )∗
In particular, the following diagram is commutative:
ψ(a+1)(T ∗) γa(T
∗)−−−−→ Ξ(a)(T ∗) βa(T
∗)−−−−−→ ψ(a)(T ∗)y y y
ψ(−a)(T )∗ β−a(T )
∗
−−−−−−→ Ξ(−a)(T )∗ γ−a(T )
∗
−−−−−→ ψ(−a+1)(T )∗
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We have the isomorphisms Υa,T : ψ(a+1)(T ) ≃ ψ(a)(T ) ⊗ T (1) and Υ−a,T ∗ :
ψ(−a+1)(T ∗) ≃ ψ(−a)(T ∗)⊗ T (1). The following diagram is commutative:
ψ(a)(T )∗ ≃−−−−−−→
−(Υa,T )∗
ψ(a+1)(T )∗ ⊗T (1)
≃
yg1 ≃yg2
ψ(−a+1)(T ∗) ≃−−−−−→
Υ−a,T ∗
ψ(−a)(T ∗)⊗T (1)
Here, the vertical isomorphisms are as in Lemma 4.2.5.
4.2.3. Vanishing cycle functor for R-triple. — Let T be an RX(∗H)-triple
which is strictly specializable along t. Then, applying the above construction to
T˜ := T (∗t), we define
Ξ(a)T := Ξ(a)T˜ , ψ(a)T := ψ(a)T˜ .
We shall introduce the vanishing cycle functor φ(a). We have the canonical morphisms
T [!t] ι1−→ T ι2−→ T [∗t]. We have ι2◦ι1 = δa◦αa, because the restrictions to X\{t = 0}
are equal. Then, we define φ(a)(T ) as the cohomology of the following complex:
T [!t]⊗T (a) αa+ι1−−−−→ Ξ(a)T ⊕ (T ⊗ T (a)) δa−ι2−−−−→ T [∗t]⊗ T (a)
We naturally have φ(a)(T ) ≃ φ(a+1)(T ) ⊗ T (−1). In particular, we set φ(T ) :=
φ(0)(T ). If T is integrable, φ(a)(T ) has a naturally induced integrable structure.
The morphisms βa and γa induce the following morphisms:
ψ(a+1)T can(a)−−−−→ φ(a)T var(a)−−−−→ ψ(a)T
As in [2], we can reconstruct T ⊗T (a) as the cohomology of
ψ(a+1)T γa+can
(a)
−−−−−−→ Ξ(a)T ⊕ φ(a)T δa−var
(a)
−−−−−−→ ψ(a)T
We have natural isomorphisms ψ(a)(T )∗ ≃ ψ(−a+1)(T ∗) and Ξ(a)(T )∗ ≃ Ξ(−a)(T ∗).
We also obtain an induced isomorphism φ(a)(T )∗ ≃ φ(−a)(T ∗).
4.2.4. Gluing of R-triples. — Let T be a coherent RX(∗H)(∗t)-triple which is
strictly specializable along t. LetQ be a strict coherentRX(∗H)-triple with morphisms
ψ(1)T u−→ Q v−→ ψ(0)T ,
such that (i) v ◦ u = δ0 ◦ γ0, (ii) SuppQ ⊂ {t = 0}. Then, we obtain an R-triple
Glue(T ,Q, u, v) as the cohomology of the following complex:
ψ(1)T γ0+u−−−−→ Ξ(0)T ⊕ Q δ0−v−−−−→ ψ(0)T
We naturally have Glue(T ,Q, u, v)(∗t) ≃ T and φ(0)(Glue(T ,Q, u, v)) ≃ Q. Un-
der the isomorphisms, we have can(0) = u and var(0) = v. We naturally have
Glue(T ,Q, u, v)∗ ≃ Glue(T ∗,Q∗,−v∗,−u∗). If T , Q, u and v are integrable, the
object Glue(T ,Q, u, v) is also naturally integrable.
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We give a remark for Lemma 4.2.9 below. We have the naturally induced mor-
phisms
Ξ(0)(T ) −→ Ξ(−1)(T ) ≃ Ξ(0)(T )⊗ T (−1),
ψ(a)(T ) −→ ψ(a−1)(T ) ≃ ψ(a)(T )⊗T (−1).
We also have Q −→ ψ(0)(T ) ≃ ψ(1)(T ) ⊗ T (−1) −→ Q ⊗ T (−1). The morphisms
induce N : Glue(T ,Q, u, v) −→ Glue(T ,Q, u, v)⊗T (−1).
Lemma 4.2.6. — The morphism N is 0.
Proof The map Ker
(
Ξ(0)T ⊕ Q δ0−v−→ ψ(0)T ) −→ (Ξ(0)T ⊕ Q) ⊗ T (−1) factors
through ψ(0)T by construction, which implies the claim of the lemma.
4.2.5. Dependence on the function t. — To distinguish the dependence of Πa,b⋆
on t, we use the symbol Πa,bt⋆ . We use the symbols Π
a,b
t,∗!, Ξ
(a)
t , ψ
(a)
t and φ
(a)
t in similar
meanings. We have the following morphism denoted by Nt:
Πa,bt⋆ (T ) −→ Πa−1,b−1t⋆ (T ) ≃ Πa,bt⋆ (T )⊗ T (−1)
The induced morphisms for Πa,bt,∗!(T ), Ξ(a)t (T ), ψ(a)t (T ) and φ(a)t (T ) are also denoted
by Nt.
Let ϕ be a holomorphic function. Let s = eϕ t. Let us compare the functors for t
and s.
Lemma 4.2.7. — We naturally have
(
Πa,bs,⋆(T ),Ns
) ≃ Defϕ(Πa,bt,⋆ (T ),Nt).
Proof We have
(
Πa,bs (T ),Ns
) ≃ Defϕ(Πa,bt (T ),Nt) from Lemma 2.3.1. Then,
the claim of the lemma immediately follows.
Corollary 4.2.8. — We naturally have
(
Πa,bs,∗!(T ),Ns
) ≃ Defϕ(Πa,bt,∗!(T ),Nt). In
particular,(
ψ(a)s (T ),Ns
) ≃ Defϕ(ψ(a)t (T ),Nt), (Ξ(a)s (T ),Ns) ≃ Defϕ(Ξ(a)t (T ),Nt).
We also have
(
φ
(a)
s (T ),Ns
) ≃ Defϕ(φ(a)t (T ),Nt). In particular,(
GrW (Ns) ψ(a)s (T ),N (0)s
) ≃ (GrW (Nt) ψ(a)t (T ),N (0)t ),(
GrW (Ns) φ(a)s (T ),N (0)s
) ≃ (GrW (Nt) φ(a)t (T ),N (0)t ),
where W (Nκ) (κ = s, t) denote the weight filtrations of Nκ, and N (0)κ are induced
nilpotent morphisms.
Let T ′ be an RX(∗t)-module, which is strictly specializable along t. Let Q be a
strict RX0 -module with morphisms
ψ
(1)
t (T ′) u−−−−→ Q v−−−−→ ψ(0)t (T ′)
such that v ◦ u = Nt. Then, we have an RX -module Gluet(T ′,Q, u, v).
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We haveNt : Q −→ Q⊗T (−1) induced by Q −→ ψ(0)t (T ′) ≃ ψ(1)(T ′)⊗T (−1) −→
Q⊗T (−1). We put (Q˜,Ns) := Defϕ(Q,Nt). By Corollary 4.2.8, we have the following
naturally induced morphisms:
ψ
(1)
s (T ′) u˜−−−−→ Q˜ v˜−−−−→ ψ(0)s (T ′)
We have v˜ ◦ u˜ = Ns. We obtain an R-triple Glues(T ′, Q˜, u˜, v˜).
Lemma 4.2.9. — Gluet(T ′,Q, u, v) ≃ Glues(T ′, Q˜, u˜, v˜) naturally.
Proof We have the induced morphism
Nt : Glue(T ′,Q, u, v) −→ Glue(T ′,Q, u, v)⊗T (−1),
and by construction, we have a natural isomorphism
Defϕ
(
Glue(T ′,Q, u, v),Nt
) ≃ (Glue(T ′, Q˜, u˜, v˜),Ns).
Because Nt = 0 on Glue(T ′,Q, u, v) as remarked in Lemma 4.2.6, we obtain the
desired isomorphism.
4.2.6. Compatibility with push-forward. — Let us consider the compatibility
of the functors Πa.b!∗ with the push-forward. We use the notation in §3.2.4. Let T be
a good RX(∗HX )(∗t)-triple which is strictly specializable along t. Assume that the
support of T is proper over Y with respect to F . We have a natural isomorphism
F†
(
Πa,bT ) ≃ Πa,bF†(T ) of goodRY (∗HY )(∗t)-triples. Assume that F i† ψ˜uT is strict for
any u ∈ R×C and i ∈ Z. Then, according to [56], F i†
(
Πa,bT ) are strictly specializable
along t, and we have F i†
(
Πa,b⋆ T
) ≃ Πa,b⋆ F i†T according to Corollary 3.2.11. Then, we
obtain the following morphism:
(44) Πa,b∗! F
i
†T −→ F i†Πa,b∗! T
Proposition 4.2.10. — The morphism (44) is an isomorphism. In particular, we
have natural isomorphisms
F i†ψ
(a)T ≃ ψ(a)F i†T , F i†Ξ(a)T ≃ Ξ(a)F i†T .
Proof It follows from Proposition 4.1.7.
Let T be an R-triple which is strictly specializable along t. Assume that F i† ψ˜uT
(u ∈ R×C) and F i†φ(0)T are strict. According to [56], F i†T are strictly specializable
along t. The following lemma is proved in [56] with a different method.
Corollary 4.2.11. — We have a natural isomorphism F i†φ
(0)(T ) ≃ φ(0)F i†T .
Proof We have the following descriptions:
φ(0)(T ) = H1
(
T [!t] −→ Ξ(0)(T )⊕ T −→ T [∗t]
)
φ(0)
(
F i†T
)
= H1
(
(F i†T )[!t] −→ Ξ(0)F i†T ⊕ F i†T −→ (F i†T )[∗t]
)
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Then, the claim of the lemma follows from Proposition 4.2.10.
4.2.7. Beilinson functors along general holomorphic functions. — Let X be
a complex manifold. Let g be a holomorphic function on X . Let ιg : X −→ X × Ct
be the graph. Let T be a coherent RX -triple, which is strictly specializable along g.
We define ψ
(a)
g (T ) := ψ(a)
(
ιg†T
)
and φ
(a)
g (T ) := φ(a)
(
ιg†T
)
. If T is integrable, they
are also naturally integrable.
Assume that T is strict for simplicity. If there exists an RX -triples T ′ such that
ιg†T ′ = Πa,b! (ιg†T ), it is uniquely determined up to isomorphisms, and denoted by
Πa,bg! (T ). We use the notation Πa,bg∗ (T ), Πa,b∗! (ιg†T ) and Ξ(a)g (T ) similar meanings. If
T is integrable, they are naturally integrable.
4.3. Comparison of nearby cycle functors
4.3.1. Statements. — Let T be anRX(∗H)(∗t)-triple which is strictly specializable
along t. Let ι denote the inclusion X0×{0} −→ X . In this subsection, we distinguish
the RX0 -triple ψ˜−δ (T ) and the RX -triple ι†ψ˜−δ(T ). We shall compare the RX -triples
ι†ψ˜−δ(T ) and ψ(1)(T ). We shall prove the following proposition in §4.3.2–4.3.4.
Proposition 4.3.1. — We have a natural isomorphism Ψ : ι†ψ˜−δ(T ) ≃ ψ(1)(T ) ⊗
U(1, 0) with the following property:
– Let ι†ψ˜−δ(T ) ≃ ψ(0)(T ) ⊗ U(0, 1) be the induced isomorphism. The following
diagram is commutative:
(45)
ψ(1)(T ) δ0◦γ0−−−−→ ψ(0)(T )
≃
y ≃y
ι†ψ˜−δ (T )⊗ U(−1, 0) N−−−−→ ι†ψ˜−δ (T )⊗ U(0,−1)
Here, N = (N ′, N ′′) is as in §2.1.4, i.e., N ′ and N ′′ are the nilpotent part of
t∂t. If T is integrable, the above isomorphism is also integrable.
See §2.1.8.1 for the integrable R-triples U(p, q).
Let S : T −→ T ∗⊗T (−w) be a hermitian adjoint. We have the induced morphism
Π1,NT −→ (Π−N+1,0T )∗ ⊗T (−w).
Hence, we have the following naturally induced morphisms:
(46) ψ(1)(T ) −→ ψ(1)(T ∗)⊗T (−w) ≃ ψ(0)(T ∗)⊗ T (−w + 1)
≃ ψ(1)(T )∗ ⊗T (−w + 1)
The composite is denoted by ψ(1)(S). We shall prove the following proposition in
§4.3.5.
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Proposition 4.3.2. — The following diagram is commutative:
ψ(1)(T ) ψ
(1)(S)−−−−−→ ψ(1)(T )∗ ⊗T (−w + 1)
≃
y ≃y
ι†ψ˜−δ(T )⊗ U(−1, 0) −−−−→
(
ι†ψ˜−δ (T )⊗ U(−1, 0)
)∗ ⊗ T (−w + 1)
Here, the vertical arrows are induced by the isomorphism in Proposition 4.3.1, and
the lower horizontal arrow is induced by ψ˜−δ(S) and the polarization (−1,−1) of
U(−1, 0), given in §2.1.8.1.
Remark 4.3.3. — If T is integrable, our map in Ψ in Proposition 4.3.1 is commu-
tative with the action of λ2∂λ.
4.3.2. Preliminary (1). — LetM be an R(∗t)-module strictly specializable along
t. Assume that the cokernel of the nilpotent part of −ðtt on ψ−δ(M) is strict. We
have the following commutative diagram:
ψ0(M[!t]) ψ0(ϕ)−−−−→ ψ0(M[∗t])
−ðt
x≃ ty≃
ψ−δ (M) −tðt−−−−→ ψ−δ (M)
Hence, the cokernel of ψu(ϕ) are strict for any u.
Let K(M) and Q(M) be the kernel and the cokernel of ϕ :M[!t] −→M[∗t]. We
have the exact sequence:
0 −→ ψ0K(M) −→ ψ0(M[!t]) ψ0(ϕ)−→ ψ0(M[∗t]) −→ ψ0Q(M) −→ 0
Let N : ψ˜−δ (M) −→ ψ˜−δ(M)λ−1 be induced by −t∂t. We obtain the following
commutative diagram:
ψ0K(M) −−−−→ ψ0(M[!t]) ψ0(ϕ)−−−−→ ψ0(M[∗t]) −−−−→ ψ0Q(M)
µ′K(M)
x≃ −λ∂tx≃ λ−1ty≃ µ′Q(M)y≃
KerN −−−−→ ψ−δ (M) N−−−−→ ψ−δ(M)λ−1 −−−−→ CokN
We obtain the isomorphism µK(M) : ι†KerN −→ K(M) given as follows:
ι†(KerN) =
∞⊕
n=0
KerN · (dt/λ)−1 · ðnt −→ K(M) =
∞⊕
n=0
ψ0(K(M))ðnt
µK(M)
(∑
an · (dt/λ)−1 ðnt
)
:=
∑
µ′K(M)(an)ð
n
t
We also obtain the following isomorphism Q(M) −→ ι†(CokN):
Q(M) =
∞⊕
n=0
ψ0(Q(M))ðnt −→ ι†(CokN) =
∞⊕
n=0
CokN · (dt/λ)−1 · ðnt
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µQ(M)
(∑
bn ð
n
t
)
:=
∑
µ′Q(M)(bn) · (dt/λ)−1 ðnt
4.3.3. Preliminary (2). — Let T = (M′,M′′, C) be a coherent RX(∗H)(∗t)-
triple which is strictly specializable along t. We have the induced morphism N :
ψ˜−δ(T ) −→ ψ˜−δ(T ) ⊗ T (−1). We have KerN =
(
λ · CokN ′,KerN ′′, C1
)
and
CokN = (λ · KerN ′,CokN ′′, C2), where Ci are naturally induced pairings. Let K
and Q be the kernel and the cokernel of T [!t] −→ T [∗t].
Lemma 4.3.4. — The pair of morphisms (µK(M′), µQ(M′′)) gives an isomorphism
Q ≃−→ ι†CokN ⊗U(−1, 0). Similarly, the pair of morphisms (µQ(M′), µK(M′′)) gives
an isomorphism ι†KerN ⊗ U(−1, 0) ≃−→ K.
Proof We have only to check the compatibility of pairings. Let us check the first
claim. Let λ t−1f ∈ V0(Q(M′′)) be lifted to V0M′′[∗t], and −ðt ⊗ g ∈ V0(K(M′))
be mapped to V0M′[!t]. Note tðtg = 0 in V<0M′. Let φ = (
√−1/2π) · χ · ϕ · dt dt,
where ϕ is a C∞-top form on X0 with compact support, and χ is a cut function on
Ct around t = 0. We have
(47)
〈
C
(−ðt ⊗ g, σ∗(λt−1f)), φ〉 = 〈C(∂t ⊗ g, σ∗(t−1f)), φ〉
= −〈C(g, σ∗f), t−1∂tφ〉 = −〈C(g, σ∗f), t−1|t|2s∂tφ〉|s=0
= −〈C(g, σ∗f), ∂t(t−1|t|2sφ)〉|s=0 + 〈C(g, σ∗f), s |t|2(s−1)φ〉|s=0
=
〈
ψ−δC([g], σ∗[f ]), ϕ
〉
=
〈
ι†ψ−δC
(
[g] · (dt/λ)−1, σ∗([f ] · (dt/λ)−1)), φ〉
Let us check the second claim. Let −ðt ⊗ g ∈ V0(K(M′′)) be lifted to V0M′′[!t], and
let λ t−1f ∈ V0(Q(M′)) be lifted to V0M′[∗t]. We have the following:
(48)
〈
C
(
λ t−1f, σ∗(−ðt ⊗ g)
)
, φ
〉
=
〈
C
(
t−1f, σ∗(∂t ⊗ g)
)
, φ
〉
= −〈C(f, σ∗g), t−1∂tφ〉 = −〈C(f, σ∗g), t−1|t|2s∂tφ〉|s=0
= −〈C(f, σ∗g), ∂t(t−1|t|2sφ)〉|s=0 + 〈C(f, σ∗g), s |t|2(s−1)φ〉|s=0
=
〈
ψ˜−δC([f ], σ∗[g]), ϕ
〉
=
〈
ι†ψ˜−δC
(
[f ] (dt/λ)−1, σ∗([g] (dt/λ)−1)
)
, φ
〉
Thus, we are done.
4.3.4. Construction of isomorphisms. — We set Ia,b0 := I
a,b
2 = I
−b+1,−a+1
1 . We
have the isomorphism
ψ˜−δ (T ) ≃−→ Cok
(
N : ψ˜−δ(Π1,NT ) −→ ψ˜−δ (Π1,NT )⊗T (−1)
)
given as follows:
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– We use ψ˜−δ (M′) ≃←− Ker
(
ψ˜−δ(M′) ⊗ I−N+1,00 ←− ψ˜−δ(M′) ⊗ I−N+1,00 · λ
)
induced by the projection with s 7−→ −s:
I−N+1,00 λ −→ OCλ λ;
N−1∑
j=1
aj (λs)
−j λ 7−→ −a1.
– We use ψ˜−δ (M′′) ≃−→ Cok
(
ψ˜−δ(M′′)⊗ I1,N0 −→ ψ˜−δ(M′′)⊗ I1,N0 λ−1
)
induced
by the inclusion with s 7−→ −s:
OCλ −→ I1,N0 λ−1; a 7−→ −a s.
We have the isomorphism
ψ˜−δ(T ) ≃←− Ker
(
N : ψ˜−δ(Π−N,1T ) −→ ψ˜−δ(Π−N,1T )⊗T (−1)
)
given as follows:
– We use ψ˜−δ (M′) ≃−→ Cok
(
ψ˜−δ (M′) ⊗ I0,N+10 ←− ψ˜−δ (M′) ⊗ I0,N+10 λ
)
given
by the inclusion OCλ −→ I0,N+10 ; a 7−→ a.
– We use ψ˜−δ(M′′) ≃←− Ker
(
ψ˜−δ (M′′) ⊗ I−N,10 −→ ψ˜−δ(M′′) ⊗ I−N,10 λ−1
)
in-
duced by the projection I−N,10 −→ OCλ ;
∑N
j=0 aj (λs)
−j 7−→ a0.
Then, we obtain the following isomorphisms:
Ψ1 : ψ
(1)(T ) ≃ ι† Cok(N )⊗ U(−1, 0) ≃ ι†ψ˜−δ (T )⊗ U(−1, 0)
Ψ2 : ψ
(1)(T ) ≃ ι†Ker(N ) ⊗ U(−1, 0) ≃ ι†ψ˜−δ(T )⊗ U(−1, 0)
Lemma 4.3.5. — We have Ψ1 = Ψ2. They are denoted by Ψ.
Proof It can be checked by a direct computation. We will give an indication.
The first component of Ψ2 ◦Ψ−11 is the composition of the following:
(49) ι†ψ˜−δ (M′)λ−1 ≃ ι†Cok
(
ψ˜−δ (M′)⊗ I0,N0 λ−1 ←− ψ˜−δ(M′)⊗ I0,N0
)
≃ Q(Π0,NM′) Φ≃ K(Π−N+1,0M′)
≃ ι†Ker
(
ψ˜−δ(M′)⊗ I−N+1,00 λ−1 ←− ψ˜−δ(M′)⊗ I−N+1,00
)
≃ ι†ψ˜−δ (M′)λ−1
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The morphism Φ is induced by the following:
Ker
=−−−−→ Ker −−−−→ K(Π−N+1,0M′)y y y
Π0,N+1! M′ −−−−→ Π−N+1,N+1! M′ −−−−→ Π−N+1,0! M′y y y
Π0,N+1∗ M′ −−−−→ Π−N+1,N+1∗ M′ −−−−→ Π−N+1,0∗ M′y y y
Q(Π0,N+1M′) −−−−→ Cok =−−−−→ Cok
Hence, the composite of the morphisms in (49) is induced by the following diagram:
P′⊗I0,N0 −−−−−→ P′⊗I−N,N0 −−−−−→ P′⊗I−N,00 −−−−−→ P′ λ−1
−t∂t
y y y
P′ λ−1 −−−−−→ P′⊗I0,N0 λ−1 −−−−−→ P′⊗I−N,N0 λ−1 −−−−−→ P′⊗I−N,00 λ−1
Here, P ′ denotes ψ˜−δ(M′). Hence, the composite is the identity. Let us look at the
second component of Ψ−12 ◦Ψ1. It is the composite of the following morphisms:
(50) ι†ψ˜−δ (M′′) ≃ ι† Cok
(
ψ˜−δ(M′′)⊗ I1,N0 −→ ψ˜−δ (M′′)⊗ I1,N0 λ−1
)
≃ Q(Π1,NM′′) ≃ Q(Π1,NM′′)
≃ ι†Ker
(
ψ˜−δ (M′′)⊗ I−N,10 −→ ψ˜−δ(M′′)⊗ I−N,10 λ−1
)
≃ ι†ψ˜−δ(M′′)
The composite of the morphisms is obtained from the following diagram:
P′′⊗I1,N0 −−−−→ P′′⊗I−N,10 −−−−→ P′′⊗I−N,00 −−−−→ P′′
−t∂t
y y y
P′′ −−−−→ P′′⊗I1,N0 λ−1 −−−−→ P′′⊗I−N,N0 λ−1 −−−−→ P′′⊗I−N,10 λ−1
Here, P ′′ denotes ψ˜−δ (M′′). Then, we can check that the composite is the identity.
It is easy to check that the diagram (45) is commutative, because we have t∂t =
−N ′ ⊗ id+ id⊗s on ψ˜−δ(M′)⊗ Ip,q0 and t∂t = −N ′′ ⊗ id+ id⊗s on ψ˜−δ(M′′)⊗ Ip,q0 .
Thus, we obtain Proposition 4.3.1.
4.3.5. Hermitian adjoint. — Let S : T −→ T ∗ ⊗ T (−w) be a hermitian ad-
joint. Let us check Proposition 4.3.2. Under the isomorphism Ψ in §4.3.4, ψ(1)(S)′′ :
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ψ(1)(M′′) −→ ψ(1)(M′)λ−w+1 is induced by
(51) ψ˜−δ (M′′) b1≃ Cok
(
N ′′ : ψ˜−δ (M′′)⊗ I1,N −→ ψ˜−δ(M′′)⊗ I1,N λ−1
)
f1−→ Cok
(
N ′ : ψ˜−δ (M′)⊗ I1,N −→ ψ˜−δ(M′)⊗ I1,N λ−1
)
· λ−w
s−1−→ Cok
(
N ′ : ψ˜−δ (M′)⊗ I0,N−1 −→ ψ˜−δ(M′)⊗ I0,N−1 λ−1
)
· λ−w+1
g1−→ Cok
(
N ′ : ψ˜−δ (M′)⊗ I0,N−1 −→ ψ˜−δ(M′)⊗ I0,N−1 λ−1
)
· λ−w+1
b2≃ (ψ˜−δ (M′)λ−1) · λ−w+1
Here, bi are isomorphisms in §4.3.4, f1 is induced by S ′′, and g1 is induced by Sa,b.
The composite of the morphisms is −ψ˜−δ(S ′′).
Let us look at the following morphisms:
(52) λ−1 ψ˜−δ(M′) ≃ Ker
(
ψ˜−δ (M′)⊗ I−N+1,0 λ−1 ←− ψ˜−δ(M′)⊗ I−N+1,0
)
f2←− Ker
(
ψ˜−δ(M′′)⊗ I−N+1,0 λ−1 ←− ψ˜−δ(M′′)⊗ I−N+1,0
)
λw
s←− Ker
(
ψ˜−δ(M′′)⊗ I−N+2,1 λ−1 ←− ψ˜−δ (M′′)⊗ I−N+2,1
)
λw−1
g2←− Ker
(
ψ˜−δ(M′′)⊗ I−N+2,1 λ−1 ←− ψ˜−δ (M′′)⊗ I−N+2,1
)
λw−1
≃ ψ˜−δ(M′′) · λw−1
Here, f2 is induced by S ′, and g2 is induced by Sa,b. Hence, the composite is−ψ−δ(S ′).
Thus, we obtain Proposition 4.3.2.
4.4. Admissible specializability
4.4.1. Filtered R-modules. —
4.4.1.1. Filtered strictly specializability. — In this paper, a filteredRX -module means
an RX -module with a locally finite increasing exhaustive Z-indexed filtration in the
category of RX -modules.
Let (M, L) be a filtered RX -module. Let g be any holomorphic function on X .
Definition 4.4.1. — (M, L) is called filtered strictly specializable along g, if the
following holds:
– Each LjM is strictly specializable along g with any ramified exponential twist.
– The cokernel of ψ˜g,a,u(LjM) −→ ψ˜g,a,u(M) is strict for any u ∈ R × C and
a ∈ C[t−1n ]. The cokernel of φg(LjM) −→ φg(M) is also strict.
Lemma 4.4.2. — If (M, L) is filtered strictly specializable, each (LjM/LkM, L) is
also filtered strictly specializable.
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Proof In this case, each M/LjM is also strictly specializable along g with any
ramified exponential twist. The morphisms LjM −→ M −→ M/LjM are strict
with respect to the V -filtrations for any ramified exponential twist. We have the
exact sequence 0 −→ ψ˜g,a,u(LjM) −→ ψ˜g,a,uM −→ ψ˜g,a,u(M/LjM) −→ 0. We
have
Cok
(
ψ˜g,a,u(LmM) −→ ψ˜g,a,u(LjM)
)
⊂ Cok
(
ψ˜g,a,u(LmM) −→ ψ˜g,a,u(M)
)
Cok
(
φg(LmM) −→ φg(LjM)
)
⊂ Cok
(
φg(LmM) −→ φg(M)
)
We also have the following isomorphisms:
Cok
(
ψ˜g,a,u(LjM/LmM) −→ ψ˜g,a,u(M/LmM)
)
≃ ψ˜g,a,u(M/LjM)
Cok
(
φg(LjM/LmM) −→ φg(M/LmM)
)
≃ φg(M/LjM)
Then, the claim of Lemma 4.4.2 follows.
From the argument of the proof, we also obtain the following.
Lemma 4.4.3. — Let L(ψ˜g,a,u(M)) be the naturally induced filtration of ψ˜g,a,u(M).
Then, GrL ψ˜g,a,u(M) is strict.
Let (Mi, L) (i = 1, 2) be filtered RX -modules which are filtered strictly specializ-
able along g. Let f : (M1, L) −→ (M2, L) be a morphism of filtered RX -modules.
Then, we have the induced morphisms ψ˜g,a,u(f) : ψ˜g,a,u(M1) −→ ψ˜g,a,u(M2) and
φg(f) : φg(M1) −→ φg(M2), which are compatible with the filtrations L.
4.4.1.2. Admissible specializability. —
Definition 4.4.4. — Let (M, L) be a filtered RX -module, which is filtered strictly
specializable along g. It is called admissibly specializable along g, if the following
holds:
(P1) :
(
ψ˜g,a,u(M, L),N
)
has a relative monodromy filtration for each u ∈ R× C
and a ∈ C[t−1n ].
(P2) :
(
φg(M, L),N
)
has a relative monodromy filtration.
(P3) : For the natural morphisms ψg,−δ (M) u−→ φg(M) v−→ ψg,−δ(M), we have
u ·Mk(N ;L) ⊂ Mk−1(N ;L) and v ·Mk(N ;L) ⊂ Mk−1(N ;L), where u and v
are induced by ðt and t.
(We shall give a review on relative monodromy filtration in §6.1.1 below.)
The following lemma is clear.
Lemma 4.4.5. — If (M, L) is admissibly specializable, any (LjM/LkM, L) are
also admissibly specializable.
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A filtered RX -module (M, L) is called integrable, if each LjM is integrable. The
following lemma is clear by Deligne’s formula for relative monodromy filtration (90,
91) below.
Lemma 4.4.6. — If (M, L) is integrable and admissibly specializable along g, the
relative monodromy filtrations are also integrable.
The following lemma is also clear by Deligne’s formula.
Lemma 4.4.7. — Let (Mi, L) (i = 1, 2) be admissibly specializable along g. Let
f : (M1, L) −→ (M2, L) be any morphism. Then, the induced morphisms ψ˜g,a,u(f)
and φg(f) are compatible with M(N ;L).
Let ι : Y −→ X be a closed immersion of complex manifolds. Let (M, L) be a
coherent RY -module. Let g be a holomorphic function on X .
Lemma 4.4.8. — (M, L) is filtered strictly specializable (resp. admissibly) along
gY := g|Y , if and only if ι†(M, L) is filtered strictly (resp. admissibly) specializable
along g.
Proof Assume that (M, L) is filtered strictly specializable along gY . Because
ι†ψ˜gY ,a,u(LjM) is strict, according to the compatibility of the push-forward and
the strict specializability, ι†LjM is strictly specializable along g with any rami-
fied exponential twist, and ψ˜g,a,u
(
ι†LjM
) ≃ ι†ψ˜gY ,a,u(LjM). Because the coker-
nel of ψ˜gY ,a,u(LjM) −→ ψ˜gY ,a,u(M) are strict, the cokernel of ψ˜g,a,u(ι†LjM) −→
ψ˜g,a,u(ι†M) are strict. A similar claim holds for φg. Hence, ι†(M, L) is filtered
strictly specializable along g.
Suppose that ι†(M, L) is filtered strictly specializable along g. Each ι†(LjM)
is strictly specializable along g with any ramified exponential twist. By a gen-
eral lemma below, each LjM is strictly specializable along gY , and hence we have
ψ˜g,a,u
(
ι†LjM
) ≃ ι†ψ˜gY ,a,u(LjM). We have a similar isomorphism for φg. Then, we
obtain that (M, L) is filtered strictly specializable along g.
If (M, L) is filtered specializable along gY , ι†ψ˜gY ,a,u(M) and ψ˜g,a,u(ι†M) are nat-
urally isomorphic, which is compatible with the induced filtrations and the nilpotent
maps. A similar claim holds for φg . Hence, (M, L) is admissibly specializable along
gY if and only if ι†(M, L) is admissibly specializable along g.
Lemma 4.4.9. — Let M be a coherent strict RY -module. If ι†M is strictly special-
izable along g, then M is strictly specializable along gY .
Proof We have only to consider the case codimY = 1. We have only to consider
the issue locally around any point of Y . We will shrink X and Y without mention.
By the graph construction, we replace X and Y with X×Ct and Y ×Ct, respectively,
and the functions g and gY are replaced with t. Then, we may assume that g is a
coordinate function, and g−1(0) and Y are transversal. Then, after a bi-holomorphic
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transform, we may assume that X is an open subset of Z×Cs×Ct, and Y = {s = 0}
and g = t. We have the grading ι†M =
⊕
j ι∗M ðjs. Let V (λ0) be the V -filtration of
ι†M at λ0. We have only to prove that it is compatible with the grading, i.e., for a
given f =
∑N
j=0 fjð
j
s ∈ V (λ0)a (ι†M), each fj ðjs ∈ V (λ0)a (ι†M). We use an induction on
N . We have only to prove that fNðNs ∈ V (λ0)a (ι†M). We have sNf ∈ V (λ0)a (ι†(M)).
We obtain λNfN ∈ V (λ0)a (ι†M). By using the strictness of ψ(λ0)b for any b ∈ R, we
obtain that fN ∈ V (λ0)a , and hence fNðNs ∈ V (λ0)a .
4.4.2. Filtered R-triples. — In this paper, a filtered RX -triple means an RX -
triple with a locally finite increasing exhaustive Z-indexed filtration in the category
of RX -modules.
Definition 4.4.10. — A filtered RX-triple (T , L) is called filtered strictly special-
izable along g, if the underlying filtered R-modules are filtered strictly specializable
along g.
Lemma 4.4.11. — Assume that (T , L) is filtered strictly specializable along g.
– Each (LjT /LkT , L) is filtered strictly specializable along g.
– We have the exact sequence
0 −→ ψ˜g,a,u(LjT ) −→ ψ˜g,a,uT −→ ψ˜g,a,u(T /LjT ) −→ 0
for a ∈ C[t−1n ] and u ∈ R× C.
– We have the exact sequence 0 −→ φg(LjT ) −→ φgT −→ φg(T /LjT ) −→ 0.
In particular, we obtain a filtered R-triple ψ˜g,a,u(T , L) and φg(T , L) such that GrL
are strict.
Definition 4.4.12. — Let (T , L) be a filtered R-triple, which is filtered strictly spe-
cializable along g. It is called admissibly specializable along g, if the underlying RX-
modules are admissibly specializable along g.
Lemma 4.4.13. — If (T , L) is admissibly specializable along g, (ψ˜g,a,u(T , L),N )
and (φg(T , L),N ) have relative monodromy filtrations M(N ;L) in the category of
R-triples.
Proof It follows from the following general Lemma 4.4.14, which is a consequence
of Deligne’s inductive formula (90, 91) below.
Lemma 4.4.14. — Let T = (M1,M2, C) be an RX-triple with a filtration L. Let
N : T −→ T ⊗ T (−1) be a morphism such that N : LjT −→ LjT ⊗ T (−1). Assume
that Mi (i = 1, 2) have relative monodromy filtrations L˜ =M(N ;L). Then, we have
a filtration L˜ of T which is a relative monodromy filtration M(N ;L).
We obtain the following lemma from Lemma 4.4.7.
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Lemma 4.4.15. — Let (Ti, L) (i = 1, 2) be admissibly specializable along g. Let
f : (T1, L) −→ (T2, L) be any morphism. Then, the induced morphisms ψ˜g,a,u(f) and
φg(f) are compatible with the filtrations M(N ;L).
Lemma 4.4.16. — Suppose that (T , L) is admissibly specializable along g. Let A be
a nowhere vanishing holomorphic function on X. Then, (T , L) is admissibly special-
izable along g1 := Ag, and we have the following natural isomorphisms:(
GrM(N ;L) ψ˜g,a,u(T ),N (0)
) ≃ (GrM(N ;L) ψ˜g1,a,u(T ),N (0))(
GrM(N ;L) φg(T ),N (0)
) ≃ (GrM(N ;L) φg1 (T ),N (0))
They preserve the canonical splitting the induced filtration L.
Proof It follows from Corollary 4.2.8.
We obtain the following lemma from Lemma 4.4.8.
Lemma 4.4.17. — Let ι : Y −→ X be a closed embedding of complex manifolds.
Let (T , L) be a coherent strict filtered RY -triple. Let g be a holomorphic function on
X such that Y 6⊂ g−1(0). Then, (M, L) is filtered strictly specializable along g|Y , if
and only if ι†(M, L) is filtered strictly specializable along g.
Definition 4.4.18. — Let (T , L) be a filtered RX -triple. It is called admissibly
(resp. filtered strictly) specializable, if the following holds
– Let U ⊂ X be any open subset with a holomorphic function g. Then, (T , L)|U
is admissibly (resp. filtered strictly) specializable along g.
4.4.3. Admissible specializability along hypersurfaces. — Let H be an effec-
tive divisor of X .
Definition 4.4.19. — A filtered RX-triple (T , L) is called admissibly (resp. filtered
strictly) specializable along H, if the following holds:
– Let U be any open subset of X with a generator gU of O(−H)|U . Then, (T , L)|U
is admissibly (resp. filtered strictly) specializable along gU .
Admissible specializability and filtered strict specializability along H for RX -modules
are defined in similar ways.
The following lemma is easy to see.
Lemma 4.4.20. — If (T , L) is admissibly (resp. filtered strictly) specializable along
H, each LjT /LkT is admissibly (resp. filtered strictly) specializable along H.
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4.4.3.1. Induced graded R-triples. — Let U ⊂ X be open with a generator gU of
O(−H)|U . We set W := M(N ;L)[−2a] on φ(a)gU (T|U ), and W := M(N ;L)[−2a + 1]
on ψ
(a)
gU (T|U ). We have the Z-graded R-triples
GrW ψ(a)gU (T|U ), GrW φ(a)gU (T|U )
on U with the endomorphisms
N : GrWk ψ(a)gU (T|U ) −→ GrWk−2 ψ(a)gU (T|U )⊗ T (−1),
N : GrWk φ(a)gU (T|U ) −→ GrWk−2 φ(a)gU (T|U )⊗T (−1).
According to Lemma 4.4.16, they are independent of the choice of a generator gU .
Hence, by gluing them for varied (U, gU ), we obtain graded RX -triples with endomor-
phisms, denoted by((
GrW ψ
(a)
H
)
(T ),N
)
,
((
GrW φ
(a)
H
)
(T ),N
)
.
The filtration L induces filtrations on
(
GrW ψ
(a)
H
)
(T ) and (GrW φ(a)H )(T ), which are
preserved by N . By gluing the canonical decomposition of Kashiwara (see §6.1.2
below), we obtain the following isomorphisms, which are splittings of L:
(53)
(
GrW ψ
(a)
H
)
(T ) ≃ (GrW ψ(a)H )(GrL T )
(54)
(
GrW φ
(a)
H
)
(T ) ≃ (GrW φ(a)H )(GrL T )
Remark 4.4.21. — (GrW ψ
(a)
H )(T ) and (GrW ψ(a)H )(GrL T ) depend only on T (∗H)
and GrL(T (∗H)).
By the condition of the admissible specializability, we have the following induced
morphisms: (
GrW ψ
(a+1)
H
)
(T ) α−→ (GrW φ(a)H )(T ) β−→ (GrW ψ(a)H )(T )
The composites β ◦α and α◦β are identified with the morphisms N on (GrWψ(a)H )(T )
and (GrWφ
(a)
H )(T ) up to constants.
Let (Ti, L) (i = 1, 2) be admissibly specializable along H . Let f : (T1, L) −→
(T2, L) be any morphism. According to Lemma 4.4.15, we have the naturally induced
morphisms (
GrW ψ
(a)
H
)
(f) :
(
GrW ψ
(a)
H
)
(T1) −→
(
GrW ψ
(a)
H
)
(T2)(
GrW φ
(a)
H
)
(f) :
(
GrW φ
(a)
H
)
(T1) −→
(
GrW φ
(a)
H
)
(T2)
Lemma 4.4.22. — If (T , L) is integrable, the induced RX -triples
(
GrW ψ
(a)
H
)
(T )
and
(
GrW φ
(a)
H
)
(T ) are also integrable.

CHAPTER 5
GLUING OF GOOD-KMS R-TRIPLES
We shall study a nice class of smooth R-triples with normal crossing singularity.
§5.1–5.2 are mainly preparation for §9, and §5.3–5.6 are mainly preparation for §10.
5.1. Smooth good-KMS R-modules
5.1.1. Good-KMS meromorphic prolongment. — Let X be a complex man-
ifold with a simply normal crossing hypersurface D. Let M be a smooth RX(∗D)-
module. The natural family of flat λ-connections on M is denoted by D. In this
paper, we say that M is unramifiedly good, if the following holds:
– For each point P ∈ D, there exists a good set of irregular values Irr(M, P ) ⊂
OX(∗D)P /OX,P , such that the formal completion ofM at (λ, P ) is isomorphic
to a direct sum
(55)
⊕
a∈Irr(M,P )
(Ma,Da)
such that (Ma,Da − da˜) is regular, i.e., it has a logarithmic lattice. Here,
a˜ ∈ OX(∗D)P is a lift of a. (See §2.1 of [48] for good set of irregular values.) The
decomposition (55) is called the Hukuhara-Levelt-Turrittin type decomposition.
It is called unramifiedly good-KMS, if moreover it has the KMS-structure (see §2.8
of [48]). It is called good-KMS (resp. good), if it is locally the descent of an unram-
ifiedly good-KMS (resp. good) smooth RX(∗D)-module. It is called regular-KMS if
moreoverM is a regular along D. For a decomposition D = D(1)∪D(2), a good-KMS
smooth RX(∗D)-module M is called regular along D(1), if MX\D(2) is regular-KMS.
Let D =
⋃
i∈ΛDi be the irreducible decomposition. In the following, for I ⊂ Λ,
we set DI :=
⋂
i∈I Di, D(I) :=
⋃
i∈I Di and ∂DI :=
⋃
j 6∈I(DI ∩Dj). We put D◦I :=
DI \ ∂DI . We set Ic := Λ \ I. If I = ∅, we put D∅ := X .
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5.1.2. Induced bundles on the intersection of divisors. — Let X and D be
as above. Let M be a good-KMS RX(∗D)-module. For each λ0 ∈ Cλ, we have the
associated family of good filtered λ-flat bundles Q(λ0)∗ M on (X (λ0),D(λ0)) indexed by
RΛ. We have the induced filtration iF (λ0) of Q(λ0)a M|D(λ0)i given by
iF
(λ0)
b
(Q(λ0)a M|D(λ0)i ) := Im(Q(λ0)a′ M|D(λ0)i −→ Q(λ0)a M|D(λ0)i ),
where the i-th component of a′ is b, and the other components are equal to those of
a. The induced filtrations iF (λ0) of Q(λ0)a M|D(λ0)I (i ∈ I) are compatible. For b ∈ R
I ,
we put IF
(λ0)
b :=
⋂
i∈I
iF
(λ0)
bi
on D(λ0)I , and
IGrF
(λ0)
b Q(λ0)a M := IF (λ0)b
/∑
cb
IF (λ0)c .
On IGrF
(λ0)
b Q(λ0)a M, we have the induced endomorphisms Resi(D) (i ∈ I). We have
the decomposition
IGrF
(λ0)
b Q(λ0)a M =
⊕
u∈(R×C)I
p(λ0,u)=b
IG(λ0)u Q(λ0)a M,
such that (i) it is preserved by Resi(D) (i ∈ I), (ii) the restriction of Resi(D)−e(λ, ui)
to IG(λ0)u Q(λ0)a M is nilpotent, where ui is the i-th component of u. (Recall that, for
u = (a, α), p(λ, u) := a− Re(λα) ∈ R and e(λ, u) := α− aλ− αλ2 ∈ C.)
For I ⊂ Λ and b ∈ RI , we take a ∈ RΛ which is mapped to b by the projection
RΛ −→ RI , and we put IQ(λ0)b M := Q(λ0)a M⊗O
(∗D(Ic)). It is independent of the
choice of a. We obtain IGuQbM as above. In particular, for u ∈ (R×C)I , we obtain
IG(λ0)u M := IG(λ0)u IQ(λ0)p(λ0,u)M.
If λ1 is sufficiently close to λ0 such that X (λ1) ⊂ X (λ0), we have IG(λ0)u (M)|D(λ1)I =
IG(λ1)u
(M). Hence, we can glue IG(λ0)u M for varied λ0 ∈ Cλ, and we obtain an
ODI (∗∂DI)-module IGuM on DI .
5.1.3. Hukuhara-Levelt-Turrittin type decomposition. — Let us consider the
case X = ∆n and D =
⋃ℓ
i=1{zi = 0}. We set Di = {zi = 0}. For J ⊂ ℓ := {1, . . . , ℓ},
let M(X,D(J)) be the set of meromorphic functions on X which may have poles at
most along D(J). Let H(X) be the space of holomorphic functions on X . Let M
be an unramifiedly good-KMS RX(∗D)-module. After shrinking X , we have the good
set of irregular values Irr(M) in M(X,D)/H(X). For I ⊂ Λ, let Irr(M, I) denote
the image of Irr(M) by M(X,D)/H(X) −→ M(X,D)/M(X,D(Ic)). We have the
Hukuhara-Levelt-Turrittin type decomposition (see §2.4.2 of [48]):
(M,D)|D̂I =
⊕
a∈Irr(M,I)
(M
a,D̂I , D̂a
)
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On X (λ0), the decomposition is compatible with the KMS-structure, i.e., for a ∈ Rℓ,
we have the induced decomposition
(Q(λ0)a M,D)|D̂(λ0)I =
⊕
a∈Irr(M,I)
(Q(λ0)a Ma,D̂I , D̂a),
and D̂a − da are logarithmic along D(I) in the following sense:(
D̂a − da
)Q(λ0)a Ma,D̂I ⊂ Q(λ0)a Ma,D̂I ⊗ (Ω1X (λ0)/Cλ(log D̂(λ0)(I))+Ω1X (λ0)/Cλ(∗D̂(λ0)(Ic)))
We set M(reg)D̂I :=M0,D̂I , and M
(irr)
D̂I :=
⊕
a6=0Ma,D̂I .
Let us consider the case thatM is good-KMS, which is not necessarily unramified.
Let ϕ : (X ′, D′) −→ (X,D) be a ramified covering such thatM′ = ϕ∗M is unramified.
Applying the above construction, we obtain the decomposition M′|D̂′I = M
′(reg)
D̂′I
⊕
M′(irr)D̂′I , which is preserved by the action of the Galois group of the ramified covering.
We obtain a decomposition M|D̂I =M
(reg)
D̂I ⊕M
(irr)
D̂I . It is independent of the choice
of a ramified covering and a choice of the coordinate. It is compatible with the
KMS-structure, i.e, we have the induced decomposition Q(λ0)∗ M|D̂I = Q
(λ0)∗ M(reg)D̂I ⊕
Q(λ0)∗ M(irr)D̂I .
5.1.4. Specialization. — Let X and D be as in §5.1.3. Let M be a good-KMS
RX(∗D)-module. We set δI := (δ, . . . , δ) ∈ (R × C)I . For u ∈ (R × C)I , we put
(b,β) := k(λ0,u + δI), and we obtain the following on DI :
I ψ˜u
(M) := IGu+δIM(reg)D̂I
It is naturally a good-KMS smooth RDI (∗∂DI )-module, although it depends on
the choice of a coordinate system. If M is unramifiedly good, then Irr(Iψ˜uM) is{
a|DI
∣∣ a ∈ ϕ−1I (0)}, where ϕI : Irr(M) −→ M(X,D)/M(X,D(Ic)) is the natural
map. The bundle I ψ˜u
(M) is also equipped with the induced endomorphisms Resi(D)
(i ∈ I), which are independent of the choice of a coordinate system. By construction,
for I1 ⊔ I2 ⊂ ℓ, we have a natural isomorphism I1ψ˜u1
(
I2ψ˜u2(M)
)
≃ I1⊔I2ψ˜(u1,u2)(M).
It is easy to see that M is strictly specializable along zi as an RX(∗D)-module
(§2.1.2.2). We have iψ˜u(M) ≃ ψ˜zi,u(M). So, Iψ˜u is obtained as the composition
ψ˜zi1 ,ui ◦ · · · ◦ ψ˜zim ,uim .
5.1.5. Reduction with respect to Stokes structure. — Let X , D and M be
as in §5.1.4. We recall the procedure of the reduction ofM with respect to the Stokes
structure. We will shrink X around the origin without mention.
IfM is unramifiedly good-KMS, we have the reduction with respect to the Stokes
structure along D(I), and we obtain a graded good-KMS smooth RX(∗D)-module
IGrSt(M) =
⊕
a∈Irr(M,I)
IGrSta (M).
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Indeed, we can choose an auxiliary sequence m(0),m(1), . . . ,m(N) for Irr(M) as in
§2.1.2 of [48]. By successive use of the reduction with respect to the Stokes structure
in the level m(j) in §3.3 of [48], we obtain a sequence of unramifiedly good-KMS
RX(∗D)-modules Grm(j)(M). Let j0 be the minimal among j such that the p-th
(p ∈ I) components of m(j) are 0. We define IGrSt(M) := Grm(j0−1)(M).
For each a, take an appropriate lift to M(X,D) which is also denoted by a, then
the tensor product IGrSta (M) ⊗ L(−a) is regular along D(I). We have a natu-
ral isomorphism IGrSt(M)|D̂I ≃ M|D̂I . We put IGr
St,reg(M) := IGrSt0 (M) and
IGrSt,irr(M) :=⊕a6=0 IGrSta (M). We have Iψ˜u(IGrSt(M)) ≃ Iψ˜u(M) naturally.
Suppose that M is good-KMS. We take a ramified covering ϕ : (X ′, D′) −→
(X,D) such that M′ := ϕ∗M is unramified. By applying the above procedure, we
obtain the reduction IGrSt(M′) = IGrSt,reg(M′)⊕IGrSt,irr(M′), on which the Galois
group of the covering naturally acts. As the descent, we obtain a good-KMS smooth
RX(∗D)-module IGrSt(M) = IGrSt,reg(M)⊕IGrSt,irr(M) on (X ,D). We have natural
isomorphisms
IGrSt,reg(M)|D̂I ≃M
(reg)
|D̂I ,
IGrSt,irr(M)|D̂I ≃M
(irr)
|D̂I .
We also have Iψ˜u
(
IGrSt(M)
)
≃ Iψ˜u(M) naturally.
5.2. Compatibility of filtrations
5.2.1. Compatibility with Hukuhara-Levelt-Turrittin type decomposition.
— Let X be a complex manifold, and let D be a simple normal crossing hypersurface.
LetM be a good smooth RX(∗D)-module. Let L be a filtration ofM in the category
of smooth RX(∗D)-modules, i.e., a filtration in the category of RX(∗D)-modules such
that GrL(M) is also a smooth RX(∗D)-module.
Lemma 5.2.1. — Let P ∈ D. Suppose that M is unramified around P , Then, the
filtration L is compatible with the formal decomposition of M at (λ, P ) ∈ D as in
(55):
(56) M|(̂λ,P ) =
⊕
a∈Irr(M,P )
M̂k,a,(λ,P ).
Proof Recall a standard and easy result for C((t))-differential module. Let M be
a C((t))-differential module of finite rank with a decomposition M =
⊕
a∈t−1C[t−1]Ma
such that ∂t − ∂t(a) are regular singular. Then, any differential submodule M ′ ⊂ M
is compatible with the decomposition.
Similarly, let M be a C((t))-module of finite rank with an C((t))-endomorphism f ,
with a decomposition (M, f) =
⊕
a∈t−1C[t−1](Ma, fa) such that Ma has a lattice La
preserved by fa − ∂ta. If M ′ ⊂M is preserved by f , then M ′ is compatible with the
decomposition, which can be proved in a similar way.
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Let ϕ : ∆ −→ X be any morphism such that ϕ(0) = P and that ϕ(C) 6⊂ D. If ϕ is
general, the induced map Irr(M, P ) −→ O∆(∗0)0/O∆,0 is injective. By applying the
above result, we obtain that ϕ∗L is compatible with the decomposition obtained as
the pull back of (56). It follows that we obtain that L is compatible with (56).
We obtain the following lemma from the previous lemma.
Lemma 5.2.2. — Each LjM is a good smooth RX(∗D)-module.
Remark 5.2.3. — The Stokes structure of M is compatible with the filtration L. It
follows from the characterization of the Stokes filtration in terms of the growth order
of flat sections. (See §3.2.3 [48], for example.)
5.2.2. Extension of smooth good-KMS R-modules. — Let K ⊂ Cλ be a
small neighbourhood of λ0. Let X be a complex manifold with a normal crossing
hypersurface D. We set (X ,D) := K × (X,D). Let M be a good smooth RX(∗D)-
module. Let L be a filtration of M in the category of RX(∗D)-modules.
Proposition 5.2.4. — Assume that (i) GrLM is good-KMS, (ii) for any smooth
point P of D, the restriction of M to a small neighbourhood of P is good-KMS.
Then, M is good-KMS.
Proof We may assume that X = ∆n, Di = {zi = 0} and D =
⋃ℓ
i=1Di. We set
D[2] :=
⋃
i6=j Di ∩ Dj. We may also assume that M is unramifiedly good. For any
λ0, by the assumption, we have the lattices Q(λ0)′a M (a ∈ Rℓ) of M|X (λ0)\D(λ0)
[2]
.
Let us consider the case that λ0 is generic with respect to Gr
LM. The reduc-
tion GrSt(M) is also equipped with the induced filtration L, and GrLGrSt(M) is
unramifiedly good-KMS. Moreover, for any smooth point P of D, the restriction of
GrStM on a neighbourhood of P has KMS structure. Because λ0 is generic, GrStM
has KMS structure at λ0. Indeed, Gr
St(M) has a decomposition ⊕GrSta (M), and
GrSta (M) ⊗ L(−a) can be regarded as a family of regular singular meromorphic flat
bundles. Hence, it is easy to construct the family of lattices with the desired prop-
erty in a direct way. By applying the Riemann-Hilbert-Birkhoff correspondence (§4
of [48]) with the lattices Q(λ0)a GrStM, we obtain a lattice Q(λ0)a M such that (i) it
induces Q(λ0)a GrStM, (ii) Q(λ0)a M|X\D(λ0)
[2]
≃ Q(λ0)′a M. The second condition im-
plies GrLQ(λ0)a M ≃ Q(λ0)a GrLM. Then, it is easy to see that M is unramifiedly
good-KMS around λ0.
Let us consider the case that λ0 6= 0 is not necessarily generic. By the assumption
and the consideration in the generic case, we obtain that the restriction of M to
X \Dλ0[2] is good-KMS, i.e., we have vector bundles Q(λ0)′a M on X \Dλ0[2] , which induces
Q(λ0)a GrLM|X\Dλ0
[2]
. We have only to prove that Q(λ0)′a M is naturally extended to
vector bundles on X . Because Dλ0[2] is of codimension 3 in X , it follows from Lemma
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5.2.5 below. The case λ0 = 0 can be argued similarly. Thus, we obtain Proposition
5.2.4.
Lemma 5.2.5. — Let Y be a complex manifold. Let Z ⊂ Y be an analytic closed
subset of codimension 3. Let Ei be vector bundles on Y . Let E
′
0 be a vector bundle
on Y − Z with an exact sequence 0 −→ E1|Y \Z −→ E′0 −→ E2|Y \Z −→ 0. Then, E′0
is naturally extended to a vector bundle on Y with an exact sequence 0 −→ E1 −→
E0 −→ E2 −→ 0.
Proof Let j : Y \ Z −→ Y be the open immersion. The claim of the lemma
follows from R1j∗OY \Z = 0, which holds because codimZ ≥ 3. (See Lemma 5 of
[14], for example.)
5.2.3. Compatibility with KMS structure. —
Definition 5.2.6. — Let M be a good-KMS RX(∗D)-module. We say that a filtra-
tion L of M is compatible with the KMS-structure, if the induced increasing sequence
GrL(Q(λ0)∗ M) gives a KMS-structure of GrL(M).
We will give an example of a filtration below, which is not compatible with a
KMS-structure.
We obtain the following lemma from Proposition 5.2.4.
Lemma 5.2.7. — Let M be a good RX(∗D)-module. Let L be a filtration of M in
the category of smooth RX(∗D)-modules. Assume the following:
– GrL(M) has a KMS-structure.
– For any smooth point P of D, there exists a neighbourhood XP of P such that
M|XP has a KMS-structure with which L|XP is compatible.
Then, M has a unique KMS-structure with which L is compatible.
We state it in a slightly different way.
Corollary 5.2.8. — Let M be a good-KMS RX(∗D)-module. Let L be a filtration of
M in the category of smooth RX(∗D)-modules. Assume the following:
– GrL(M) has a good-KMS structure.
– For any smooth point P of D, there exists a small neighbourhood XP of P such
that L|XP is compatible with the KMS-structure of M|XP .
Then, L is compatible with the KMS-structure of M.
5.2. COMPATIBILITY OF FILTRATIONS 83
5.2.3.0.1. Example. — Let X = Cz. Let a, b ∈ R such that a 6= b. We consider the
RX -module M :=
⊕
i=1,2OX (∗z) ei with zðze1 = −λa e1 and zðze2 = e1 − λ b e2.
We put v2 := e1 + λ (a− b) e2. Then, we have zðzv2 = −λ b v2.
Assume a < b. For c = a, b, let M(c) be OX (∗z) f with zðf = λ c f . We have the
morphism ϕ :M(b) −→M given by f 7−→ v. By a direct computation, we can check
that the cokernel of ψ˜b(ϕ) : ψ˜b(M(b)) −→ ψ˜b(M) is not strict. The cokernel of ϕ
is generated by [e2], and it is naturally isomorphic to M(a). We can check that the
morphism M−→M(a) is not strict with respect to the V -filtrations V (0).
5.2.4. Curve test. — Let M be a good smooth RX(∗D)-module. Let L be a
filtration in the category of RX(∗)-modules.
Proposition 5.2.9. — We suppose the following:
– GrL(M) is good-KMS.
– Let C be any curve in X which intersects with the smooth part of D transversally.
Then, M|C has a KMS-structure with which L|C is compatible.
Then, M has a KMS-structure with which L is compatible.
Proof By Lemma 5.2.7, we may assume X = ∆n and D = {z1 = 0}. As in the
proof of Proposition 5.2.4, M has KMS-structure at generic λ0. (This case is easier.
Indeed, because the divisor is smooth, we have only to consider the lattice in the
formal completion.)
Let us consider the case that λ0 6= 0 is not necessarily generic. Let U(λ0) ⊂
Cλ be a small neighbourhood of λ0. For any generic λ1 ∈ U(λ0), we take a small
neighbourhood U(λ1) ⊂ U(λ0) such that any λ ∈ U(λ1) is generic. We can construct
Q(λ0)(M|U(λ1)×X) from Q(λ1)(M|U(λ1)×X) by the relation of Q(λ0) and Q(λ1), which
is compatible with L. (See §2.8.4 of [48], for example.) By applying a general result
below, we obtain that it is extended to the KMS-structure at λ0 which is compatible
with L. The case λ0 = 0 can be argued similarly.
Lemma 5.2.10. — Let Z be a complex manifold. We set W := {(z1, z2) | |zi| < 1}
and W ∗ := W \ {(0, 0)}. Let Ei (i = 1, 2) be a locally free sheaf on Z ×W . We
consider an extension of OZ×W∗ -modules
(57) 0 −→ E1|Z×W∗ −→ E′ −→ E2|Z×W∗ −→ 0
We suppose the following condition:
– For any P ∈ Z, the specialization of (57) to {P} ×W ∗ is prolonged to
0 −→ E1|{P}×W −→ E′P×W −→ E2|{P}×W −→ 0.
Then, we have a unique extension 0 −→ E1 −→ E −→ E2 −→ 0 on Z ×W whose
restriction to Z ×W ∗ is (57).
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Proof By using Theorem 6.10 in [73], we obtain a reflexive coherent OZ×W -
module E3 such that E3|Z×W∗ = E′. We naturally have the exact sequence 0 −→
E1 −→ E3 −→ E2. Let us prove that κ : E3 −→ E2 is surjective. Fix a point P ∈ Z,
and we will shrink Z around a fixed point P . We may assume that E2 = OZ×W .
Let m denote the ideal sheaf of Z × {(0, 0)}. If we take a sufficiently large N , the
composite of mN −→ OX −→ Cok(κ) is 0. We have the induced extension
(58) 0 −→ E1 −→ E4 −→ mN −→ 0.
We have only to prove that (58) has a splitting. Let c be the extension class of (58),
which is a section of Ext1(mN , E1). Note that mN is flat over OZ . Let m0 ⊂ OW be
the ideal sheaf of (0, 0). For any Q ∈ Z, we have
(59) Ext1(mN , E1)⊗O{Q}×W ≃ Ext1
(
mN0 , E1|{Q}×W
)
By the assumption, the image of c in (59) are 0 for any Q. By the coherence of
Ext1(mN , E1), we obtain that c is 0. Thus, we obtain Lemma 5.2.10.
5.3. Canonical prolongations of smooth good-KMS R-modules
We shall study the canonical prolongations of good-KMS smoothR-modules across
normal crossing hypersurfaces.
5.3.1. Goal. — Let X be a complex manifold. Let D be a simple normal crossing
hypersurface with the irreducible decomposition D =
⋃
i∈ΛDi. We set (X ,D) :=
Cλ × (X,D). Let M be a good-KMS smooth RX(∗D)-module. An RX -module M˜
with an isomorphism ρ : M˜ ⊗ OX (∗D) ≃ M is called a prolongment of M. We say
prolongments (M˜i, ρi) (i = 1, 2) are isomorphic, if there exists an isomorphism of
RX -modules F : M˜1 −→ M˜2 such that the following diagram is commutative:
M˜1 ⊗OX (∗D) F−−−−→ M˜2 ⊗OX (∗D)
ρ1
y ρ2y
M =−−−−→ M
A prolongment (M˜, ρ) is often denoted just by M˜ in the following. We shall prove
the following proposition in §5.3.2–5.3.6.
Proposition 5.3.1. — For any decomposition Λ = I ⊔J , there exists a prolongment
M[∗I!J ] of M with the following property, which is unique up to isomorphisms:
(P1) : M[∗I!J ] is RX -coherent, holonomic and strict.
(P2) : For P ∈ D, we take a small coordinate neighbourhood (XP ; z1, . . . , zn)
around P such that, for each i ∈ Λ, we have Di∩XP = ∅ or Di∩XP = {zk(i) =
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0} for some k(i). Then, M[∗I!J ]P :=M[∗I!J ]|XP is strictly specializable along
zk for any k, and we have
M[∗I!J ]P [∗zk] =M[∗I!J ]P (k ∈ I), M[∗I!J ]P [!zk] =M[∗I!J ]P (k ∈ J).
We shall also prove the following lemmas.
Lemma 5.3.2. — Let ϕ :M[∗I!J ] ≃ M[∗I!J ] be an isomorphism as prolongments
of M. Then, ϕ is the identity.
For any I ⊂ Λ and i ∈ Λ, we put I∪i := I ∪ {i} and I\i := I \ {i}.
Lemma 5.3.3. — We have isomorphisms of the following prolongments(M[∗I!J ]P )[∗zk(i)] ≃M[∗I∪i!J\i]P , (M[∗I!J ]P )[!zk(i)] ≃M[∗I\i!J∪i]P .
5.3.2. Uniqueness and Lemma 5.3.2. — Let us return to the situation in §5.3.1.
Let M[∗I!J ]κ (κ = 1, 2) be prolongments of M satisfying the conditions (P1) and
(P2). We prove that there uniquely exists an isomorphismM[∗I!J ]1 ≃M[∗I!J ]2.
By the uniqueness in the claim, we have only to consider the case X = ∆n and
D =
⋃ℓ
i=1{zi = 0}. For L ⊂ ℓ, “⊗O(∗D(L))” is denoted by “(∗L)” for simplicity.
We also denote RX(∗DL) by RX(∗L). An RX(∗L)-module M˜ with an isomorphism
ρ : M˜⊗OX (∗D) ≃M is called a prolongment ofM. An isomorphism of prolongments
as RX(∗L)-modules is defined as in the case of prolongments as RX -modules.
We consider the RX(∗L)-modules M[∗I!J ]κ(∗L). They are strictly specializable
along zi asRX(∗L)-modules. We have the following natural isomorphisms asRX(∗L)-
modules for any i 6∈ L:
M[∗I!J ]κ(∗L)[∗zi] ≃M[∗I!J ]κ(∗L) (i ∈ I)
M[∗I!J ]κ(∗L)[!zi] ≃M[∗I!J ]κ(∗L) (i ∈ J)
Hence, we have the following natural isomorphisms as RX(∗L\i)-modules for any
i ∈ L:
(60) M[∗I!J ]κ(∗L)[∗zi] ≃M[∗I!J ]κ(∗L\i) (i ∈ I)
(61) M[∗I!J ]κ(∗L)[!zi] ≃M[∗I!J ]κ(∗L\i) (i ∈ J)
We have the unique isomorphism ϕ : M[∗I!J ]1(∗ℓ) ≃ M[∗I!J ]2(∗ℓ). By using (60)
and (61), we obtain unique isomorphisms M[∗I!J ]1(∗L) ≃ M[∗I!J ]2(∗L) for any
L ⊂ ℓ as prolongments, by using a descending induction on |L|.
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5.3.3. Local construction. — Let X := ∆n and D :=
⋃ℓ
i=1{zi = 0}. In this
subsection, let V0RX ⊂ RX be generated by ziði (i ≤ ℓ) and ði (i > ℓ) over OX . Let
K ⊂ C be a small neighbourhood of λ0. We set (X (λ0),D(λ0)) := K× (X,D). LetM
be a good-KMS RX(∗D)-module on X (λ0). Let (Q(λ0)∗ M,D) be the associated filtered
λ-flat bundles at λ0 on (X (λ0),D(λ0)).
Let ℓ = I ⊔ J . We put a(I, J) := δI + (1 − ǫ)δJ for some sufficiently small ǫ > 0.
We obtain a coherent V0RX -module V0RX · Q(λ0)a(I,J)M ⊂ Q(λ0)M. Then, we obtain
a coherent RX -module
M(λ0)[∗I!J ] := RX ⊗V0RX
(
V0RX · Q(λ0)a(I,J)M
)
.
We shall prove that M(λ0)[∗I!J ] has the desired property.
Lemma 5.3.4. — The RX-module M(λ0)[∗I!J ] is holonomic, and its characteristic
variety is contained in S = ⋃L⊂ℓK× T ∗DLX.
Proof Let F0 be the image of the natural morphism Q(λ0)a(I,J)M−→M(λ0)[∗I!J ].
By the construction, M(λ0)[∗I!J ] is generated by F0 over RX . For p ∈ Zn≥ 0, we put
ðp :=
∏
ðpii . We set Fm :=
∑
|p|≤m ð
pF0. Then, {Fm} is a coherent filtration of
M(λ0)[∗I!J ]. Let us prove that the support of GrF M(λ0)[∗I!J ] is contained in S. Let
π : K × T ∗X −→ X .
First, let us consider the case M is regular-KMS. Let Q ∈ D◦K . For any j 6∈ K,
we have ðjF0 ⊂ F0 around Q. Hence, we obtain ðjFm ⊂ Fm for any m ≥ 0.
Then, the action of ðj on Gr
F M(λ0)[∗I!J ] is 0 around Q. Then, we obtain that
Ch(M(λ0)[∗I!J ]) ∩ π−1(Q) ⊂ K × (N∗DKX)Q.
We put a := zm for some m ∈ Zp<0, where 1 ≤ p ≤ ℓ. Let L(a) = OX (λ0) e
with De = e da. Let π : X (λ0) −→ X (λ0) be the ramified covering, given by zqii for
1 ≤ i ≤ p and zi for p + 1 ≤ i ≤ n. Let us consider the case M is the tensor
product of π∗L(a) and regular-KMS M′. Let K ⊂ ℓ. Let Q ∈ D◦K . If K ∩ p = ∅,
we have Ch(M(λ0)[∗I!J ]) ⊂ S around Q by the consideration in the regular singular
case. Let us consider the case K ∩ p 6= ∅. Take i ∈ K ∩ p. For j ∈ p \ K, we put
vj := m
−1
j zjðj − m−1i ziði. Note we have vje = 0. Hence, we have vjFm ⊂ Fm
around Q. For j ∈ ℓ \ (p ∪ I), we have ðjF0 ⊂ F0, and hence ðjFm ⊂ Fm. Thus, we
obtain Ch(M[∗I!J ])|π−1(Q) ⊂ K × (N∗DIX)Q.
The general case can be reduced to the above cases, by using the formal completion.
5.3.4. Preliminary. — We have the formal decomposition into the regular part
and the irregular part:
Q(λ0)∗ M|D̂i = Q
(λ0)∗ M(reg)D̂i ⊕Q
(λ0)∗ M(irr)D̂i
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(See §5.1.3.) Then, we set
iψ˜(λ0)u
(Q(λ0)a M) := iG(λ0)u+δ (Q(λ0)a M(reg)D̂i )
Here, δ = (1, 0) ∈ R× C. We obtain a good-KMS iψ˜(λ0)u
(Q(λ0)∗ M).
Let I ⊔ J ⊔ {i} = ℓ be a decomposition. Let qj denote the projection to the j-th
component. Let a(b) ∈ Rℓ be determined by qj(a(b)) = 1 for j ∈ I, qj(a(b)) = 1 − ǫ
for j ∈ J , and qi(a(b)) = b+ 1, where ǫ > 0 is any sufficiently small number.
Lemma 5.3.5. — We have the following natural isomorphism:
(62)
V0RX · Q(λ0)a(b)M
V0RX · Q(λ0)a(b−ǫ)M
≃
⊕
p(λ0,u)=b
V0RDi · iψ˜(λ0)u (Q(λ0)a(b)M)
Proof We have V0RX · Q(λ0)a(b)M|D̂i = V0RX · Q
(λ0)
a(b)M(reg)D̂i ⊕ V0RX · Q
(λ0)
a(b)M(irr)D̂i .
Let V0RX,\i ⊂ RX be generated by zjðj (j ∈ ℓ \ {i}) and ðj (j ∈ n\ ℓ) over OX . The
following natural morphisms are isomorphisms:
(63) V0RX,\i · Q(λ0)a(b)M(reg)D̂i −→ V0RX · Q
(λ0)
a(b)M(reg)D̂i
(64) V0RX · Q(λ0)a(b−ǫ)M(irr)D̂i −→ V0RX · Q
(λ0)
a(b)M(irr)D̂i .
Indeed, it can be reduced to the case that QM is unramified. We have only to prove
that their formal completions along K× P are isomorphisms for each P ∈ Di. Then,
the claim can be checked by a direct computation.
We obtain the following:
V0RX · Q(λ0)a(b)M
V0RX · Q(λ0)a(b−ǫ)M
≃
V0RX · Q(λ0)a(b)M|D̂i
V0RX · Q(λ0)a(b−ǫ)M|D̂i
≃
⊕
p(λ0,u)=b
V0RDi · iψ˜(λ0)u
(Q(λ0)a(b)M)
Thus, we are done.
Let iV0RX ⊂ RX be generated by ðj (j 6= i) and ziði over OX .
Corollary 5.3.6. — We have the following natural isomorphism:
(65)
iV0RX ⊗V0RX
(
V0RX · Q(λ0)a(b)M
)
iV0RX ⊗V0RX
(
V0RX · Q(λ0)a(b−ǫ)M
) ≃ ⊕
p(λ0,u)=b
RDi⊗V0RDi
(
V0RDi ·iψ˜(λ0)u
(Q(λ0)a(b)M))
Proof By Lemma 5.3.5, we obtain the following:
(66)
iV0RX ⊗V0RX
(
V0RX · Q(λ0)a(b)M
)
iV0RX ⊗V0RX
(
V0RX · Q(λ0)a(b−ǫ)M
) ≃ ⊕
p(λ0,u)=b
iV0RX ⊗V0RX
(
V0RDi · iψ˜(λ0)u (Q(λ0)a M)
)
It is easy to observe that the right hand side of (66) is naturally isomorphic to the
right hand side of (65).
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5.3.5. Some filtrations. — For a subset K ⊂ ℓ, let KV0RX ⊂ RX be generated
by ði (i ∈ n \K) and ziði (i ∈ K) over OX . Let ℓ = I ⊔ J ⊔K be a decomposition.
We put a(I, J) := δI + (1− ǫ)δJ ∈ RI⊔J . Let Q(λ0)a(I,J)M mean
Q(λ0)a(I,J)+cM⊗OX (λ0)(∗D(λ0)(K))
for any c ∈ RK . We consider the following coherent RX(∗D(λ0)(K))-module:
M(λ0)[∗I!J ] := KV0RX ⊗V0RX
(
V0RX · Q(λ0)a(I,J)M
) ≃ RX ⊗V0RX (V0RX · Q(λ0)a(I,J)M)
For b ∈ RK , we consider the following KV0RX -module:
KV
(λ0)
b M(λ0)[∗I!J ] := KV0RX ⊗V0RX
(
V0RX · Q(λ0)a(I,J)+b+δKM
)
For i ∈ I and b ≤ 0, or for i ∈ J and b < 0, let K,iV (λ0)b,b M(λ0)[∗I!J ] be the image
of the following morphism:
(67) K⊔{i}V0RX ⊗V0RX
(
V0RX · Q(λ0)a′+b+δKM
) −→ KV (λ0)b M(λ0)[∗I!J ].
Here, a′ ∈ RI⊔J is determined such that qj(a′) = qj(a(I, J)) if j 6= i, and qi(a′) = b+1.
For i ∈ I and b > 0, or for i ∈ J and b ≥ 0, we set
K,iV
(λ0)
b,b
(M(λ0)[∗I!J ]) = ∑
(c,p)∈U(b,i)
ðpi
(
K,iV
(λ0)
b,c (M(λ0)[∗I!J ])
)
Here, U(b, i) denotes the set {(c, p) ∈ R≤0 × Z≥0 ∣∣ c + p ≤ b} if i ∈ I, or {(c, p) ∈
R<0 × Z≥0
∣∣ c+ p ≤ b} if i ∈ J .
Lemma 5.3.7. — Let us prove the following claims by an induction on m = |I ⊔ J |
and dimX:
P (m): : The morphisms (67) are injective.
Q(m): : For c,d ∈ RK with c ≤ d, the natural morphisms KV (λ0)c M(λ0)[∗I!J ] −→
KV
(λ0)
d M(λ0)[∗I!J ] are injective. In particular, we have the injectivity of the
morphism KV
(λ0)
c M(λ0)[∗I!J ] −→M(λ0)[∗I!J ].
R(m): : KV
(λ0)
c M(λ0)[∗I!J ] are strict.
Proof If dimX = 0, the claim is trivial. The claim P (0) is trivial, and the claims
Q(0) and R(0) are obvious. We obtain P (m) from Q(m − 1), by considering the
composition of the morphism (67) and the natural one
KV
(λ0)
b M(λ0)[∗I!J ] −→ KV (λ0)b M(λ0)[∗I!J ](∗i).
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Assume P (m) and the claims in the strictly lower dimensional case. For i ∈ I and
b ≤ 0, or for i ∈ J and b < 0, we obtain the following, by using Lemma 5.3.5:
(68)
iGrV
(λ0)
b
KV
(λ0)
b M(λ0)[∗I!J ] ≃
⊕
p(λ0,u)=b
KV0RDi ⊗V0RDi
(
V0RDi · iψ˜u
(Q(λ0)a′+bM))
=
⊕
p(λ0,u)=b
KV
(λ0)
b
(
iψ˜u(M)(λ0)[∗I\i !J\i]
)
For i ∈ I and d > 0, (resp. i ∈ J and d ≥ 0), we take p ∈ Z>0 such that −1 < d−p ≤ 0
(resp. −1 ≤ d− p < 0). We consider the following surjective morphism:
(69) ðpi :
iGrV
(λ0)
d−p
KV
(λ0)
b M(λ0)[∗I!J ] −→ iGrV
(λ0)
d
KV
(λ0)
b M(λ0)[∗I!J ]
If i ∈ I, the morphism zpi ðpi on iGrV
(λ0)
d−p KV
(λ0)
b M(λ0)[∗I!J ] is injective by the as-
sumption of the induction on the base space. Hence, we obtain that (69) is injective.
If i ∈ J and d = 0, we can prove that the restriction of (69) to D(λ0)i \
⋃
j 6=i D(λ0)j
is isomorphism, by using Lemma 3.1.9. Then, by using the description (68) and the
hypothesis of the induction on dimX , we obtain that (69) is an isomorphism. In the
case d > 0, we can check that (69) is an isomorphism by using the argument in the
case i ∈ I.
Now, assume P (m), R(m − 1), Q(m − 1) and the claims in the strictly lower
dimensional case. We obtain that
iGrV
(λ0)
d
KV
(λ0)
b M(λ0)[∗I!J ] −→ iGrV
(λ0)
d
KV (λ0)c M(λ0)[∗I!J ]
is injective for each d by using the isomorphisms (68) and (69). Then, Q(m) follows.
We also obtain R(m) from R(m− 1) and the strictness in the lower dimensional case.
Thus, the proof of Lemma 5.3.7 is finished.
Corollary 5.3.8. — Let I ⊔ J ⊂ ℓ, and K := ℓ \ (I ⊔ J).
– M(λ0)[∗I!J ] is a coherent, holonomic and strict RX(∗K)-module.
– It is strictly specializable along zi with the V -filtration
iV (λ0). We naturally have
(70) iψ˜(λ0)u
(M(λ0)[∗I!J ]) ≃ iψ˜u(M)(λ0)[∗I\i!J\i].
– The following morphisms are isomorphisms:
ði :
iψ˜
(λ0)
−δ
(M(λ0)[∗I!J ]) −→ iψ˜(λ0)0 (M(λ0)[∗I!J ]) (i ∈ J)
zi :
iψ˜
(λ0)
0
(M(λ0)[∗I!J ]) −→ iψ˜(λ0)−δ (M(λ0)[∗I!J ]) (i ∈ I)
In particular, we have isomorphisms M(λ0)[∗I!J ][∗zi] ≃ M(λ0)[∗I∪i!J\i] and
M(λ0)[∗I!J ][!zi] ≃M(λ0)[∗I\i!J∪i].
Remark 5.3.9. — For any good meromorphic flat bundle V on (X,D), we have a
similar description of V [∗I!J ].
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5.3.6. Globalization. — Let us return to the situation in §5.3.1. Let I ⊔ J =
Λ be a decomposition. Let P ∈ D. We take a small coordinate neighbourhood
(XP ; z1, . . . , zn) of X around P such that DP := D ∩ XP =
⋃ℓ
i=1{zi = 0}. Let
U(λ0) be a sufficiently small neighbourhood of λ0. We set (X (λ0)P ,D(λ0)P ) := U(λ0)×
(XP , XP ∩D). Apply the procedure in §5.3.3 to (Q(λ0)∗ MP ,D) := (Q(λ0)∗ M,D)|X (λ0)P ,
and we obtain an RXP -module M(λ0)P [∗IP !JP ] on X (λ0)P for any decomposition ℓ =
IP ⊔JP . According to Corollary 5.3.8, they satisfy the conditions (P1) and (P2), and
the claim in Lemma 5.3.3.
By using the uniqueness and Lemma 5.3.2, we obtain an RX -module M[∗I!J ]
by gluing M(λ0)P [∗IP !JP ] for varied (λ0, P ) ∈ Cλ × D, where IP ⊔ JP = ℓ is the
induced decomposition induced by I ⊔ J = Λ. By construction, M[∗I!J ] (I ⊔ J)
satisfy the conditions (P1) and (P2), and the claim in Lemma 5.3.3. Thus, the proof
of Proposition 5.3.1 and Lemma 5.3.3 are finished.
5.3.7. Ramified covering. — We give a remark on the functoriality with respect
to a ramified covering. Let X = ∆n and D =
⋃ℓ
i=1{zi = 0}. Let ϕ : (X ′, D′) −→
(X,D) be a ramified covering along (X,D). Namely, X ′ = ∆n, D′ =
⋃ℓ
i=1{wi = i},
and ϕ(w1, . . . , wn) = (w
a1
1 , . . . , w
aℓ
ℓ , wℓ+1, . . . , wn). Let M′ be a good-KMS smooth
R-module on (X ′, D′). We naturally obtain a good-KMS smooth R-module ϕ∗M′
on (X,D).
Proposition 5.3.10. — For any decomposition I ⊔ J = ℓ, we naturally have
(71) (ϕ∗M′)[∗I!J ] ≃ ϕ†
(M′[∗I!J ]).
Proof By using the induction on the dimension and Corollary 5.3.8, we can check
that the assumption in Lemma 3.2.10 is satisfied for M′[∗I!J ] and ϕ along zi (i =
1, . . . , ℓ). Then, by the lemma and the characterization of (ϕ∗M′)[∗I!J ], we obtain
(71).
Let M be a good-KMS R-module on (X,D). We obtain a good-KMS R-module
ϕ∗ on (X ′, D′).
Corollary 5.3.11. — M[∗I!J ] is a direct summand of ϕ†
(
ϕ∗M[∗I!J ]). It is the
invariant part with respect to the action of the Galois group of ϕ.
5.4. Strict specializability along monomial functions
5.4.1. Statement. — Let X be a complex manifold. Let D be a simple normal
crossing hypersurface with the irreducible decomposition D =
⋃
i∈ΛDi. Let M be a
good-KMS smooth RX(∗D)-module. For simplicity, we assume the following:
(A) : M is equipped with a filtration L in the category of smooth RX(∗D)-
modules, such that, around any P ∈ D, GrL(M) is the canonical prolongment of
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a good wild harmonic bundle. (See §11.1 of [48] for the canonical prolongment
of wild harmonic bundles.)
Let Λ = I ⊔ J be a decomposition. Let g be a holomorphic function on X such
that g−1(0) =
⋃
i∈K Di ⊂ D.
Proposition 5.4.1. — Assume K ⊂ I or K ⊂ J .
– M[∗I!J ] is strictly specializable along g.
– For ⋆ =!, ∗, there exist M[∗I!J ][⋆g], and we have
M[∗I!J ][!g] ≃M[∗(I \K)!(J ∪K)], M[∗I!J ][!g] ≃M[∗(I ∪K)!(J \K)].
5.4.2. Refinement. — We give a refined claim in the local case. Let X = ∆n
and D =
⋃ℓ
i=1{zi = 0}. Let g be a monomial function g = zp , where p ∈ ZK>0
and K ⊂ ℓ. Let ig : X −→ X × Ct. Let K be a small neighbourhood of λ0 in Cλ.
We set (X (λ0),D(λ0)) := K × (X,D). Let Q(λ0)∗ M be a good-KMS family of filtered
λ-flat bundles. For a decomposition ℓ = I ⊔ J ⊔K, let us consider ιg†M[∗I!J ⋆ K] =
ιg∗M[∗I!J ⋆K]⊗C[ðt] for ⋆ = ∗, !. Let RX,K ⊂ RX be generated by ði (i ∈ K) over
OX . The following proposition implies Proposition 5.4.1.
Proposition 5.4.2. — Assume that M is a good-KMS RX(∗D)-module satisfying
the condition (A’) in §5.4.1. Then, the following holds.
– ιg†M[∗I!J ⋆ K] are strictly specializable along t, and we have
ιg†M[∗I!J ⋆ K] ≃
(
ιg†M[∗I!J ⋆ K]
)
[⋆t].
– The V -filtration U (λ0) of ιg†M[∗I!J ∗K] is given as follows. For b ≤ 0,
(72) U
(λ0)
b
(
ιg†M[∗I!J ∗K]
)
= RX,K
(
KV
(λ0)
bp M[∗I!J ]⊗ 1
)
.
For b > 0, we have U
(λ0)
b =
∑
c,j ð
j
tU
(λ0)
c , where (c, j) runs through R≤0 × Z≥0
satisfying c+ j ≤ b. (See §5.3.5 for the filtration KV (λ0).)
– The V -filtration U (λ0) of ιg†M(λ0)[∗I!J !K] is given as follows. For b < 0,
(73) U
(λ0)
b
(
ιg†M[∗I!J !K]
)
= RX,K
(
KV
(λ0)
bp M[∗I!J ]⊗ 1
)
.
For b ≥ 0, we have U (λ0)b =
∑
c,j ð
j
tU
(λ0)
c , where (c, j) runs through R<0 × Z≥0
satisfying c+ j ≤ b.
5.4.3. Preliminary. — Recall that for an RX -module N on X (λ0), the push-
forward ig†N is naturally isomorphic to ig∗N [ðt], where the action of RX×Ct is given
as follows:
(74) a · (u⊗ ðjt) = au⊗ ðjt (a ∈ OX), ði(u⊗ ðjt) = (ðiu)⊗ ðjt − (∂ig · u)⊗ ðj+1t
(75) t · (u⊗ ðjt ) = (g · u)⊗ ðjt − jλu⊗ ðj−1t , ðt
(
u⊗ ðjt
)
= u⊗ ðj+1t
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In particular, we have
(76) (piðtt+ ðizi)(u ⊗ ðjt ) = −piu⊗ jλðjt +
(
ði(ziu)
)⊗ ðjt .
Let tV0RX×Ct ⊂ RX×Ct be the sheaf of subalgebras generated by tðt and RX over
OCλ×X×Ct .
Lemma 5.4.3. — U
(λ0)
b (ig†M[∗I!J ⋆K]) are tV0RX×Ct-coherent modules. We have⋃
b∈R U
(λ0)
b (ig†M[∗I!J ⋆ K]) = ig†M[∗I!J ⋆ K].
Proof Let us prove the first claim. We have only to consider the cases that
U
(λ0)
b are expressed as (72) or (73). By using the relation (76), we can check that
U
(λ0)
b (ig†M[∗I!J ⋆ K]) are tV0RX×Ct-modules. Let a(I, J) be as in §5.3. We have a
naturally defined morphisms:
(77) Q(λ0)a(I,J)+bp+δKM−→ KV
(λ0)
bp M[∗I!J ] −→ U (λ0)b (ig†M[∗I!J ∗K])
By using (76), we can check that the image of (77) generates U
(λ0)
b (ig†M[∗I!J ∗K])
over tV0RX×Ct . Then, we can deduce the coherence. (See the last argument in the
proof of Proposition 12.3.3 of [48], for example.)
Let us prove the second claim in the case ⋆ = ∗. Put P := ⋃b∈R U (λ0)b . By
construction, it is an RX×Ct -module. We have P ⊃ KV (λ0)0 M[∗I!J ] ⊗ 1 by the
assumption. Suppose u ⊗ ðjt ∈ P . By the first in (74), we have (∂ig)u ⊗ ðjt ∈ P . By
the second formulas in (75) and (76), we obtain (ðiu)⊗ ðjt . Because KV (λ0)M[∗I!J ]
generates M[∗I!J ] over RX,K , we obtain that M[∗I!J ∗ K] ⊗ 1 ⊂ P , which implies
P = ig†M[∗I!J ∗K]. The case ⋆ =! can be argued similarly.
We set KMS(M, i) := {u ∈ R× C ∣∣ iGu(M) 6= 0}. For b ∈ R, we set
K(b, λ0) :=
⋃
i∈K
{
v ∈ R× C ∣∣ piv ∈ KMS(M, i), p(λ0, v) = b}
Lemma 5.4.4. — The filtration U (λ0) is monodromic. Namely, the induced endo-
morphism
∏
u∈K(b,λ0)(−ðtt+ e(λ, u)) is nilpotent on U
(λ0)
b
/
U
(λ0)
<b .
Proof (See §16.1 of [45].) By the relation (76), for s ∈ V (λ0)bp M[∗I!J ] and for
i ∈ K, we have(−ðtt+ e(λ, u))(s⊗ 1)− p−1i ((−ðizi + e(λ, piu))s)⊗ 1 = p−1i ði((zis)⊗ 1) ∈ U (λ0)<b .
Then, we can check the claim easily.
By construction, we have t · U (λ0)b = U (λ0)b−1 for b < 0, and ðt : GrU
(λ0)
c −→ GrU
(λ0)
c+1
is surjective for c > −1. If ⋆ = ∗, we also have t · U (λ0)0 = U (λ0)−1 . Hence, we have only
to prove that (i) GrU
(λ0)
b are strict for b < 0, (ii) ðt : Gr
U(λ0)
−1 −→ GrU
(λ0)
0 is injective
in the case ⋆ =!, which we shall consider in the following.
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5.4.4. Regular and pure case. — Let us consider the regular and pure case, i.e.,
M comes from a tame harmonic bundle. Let I ⊔ J ⊔K ⊂ ℓ. For b ∈ R and c ∈ RI ,
we consider
(78) IV (λ0)c U
(λ0)
b
(
ιg†M[!J ]
)
:= RX,K
(
IV (λ0)c
KV
(λ0)
bp M[!J ]⊗ 1
)
= RX,K ·
{[
RX,J ⊗V0RX,J IV (λ0)c JV (λ0)<0 KV (λ0)bp (M)
]
⊗ 1
}
= RX,J ⊗V0RX,J
{
RX,K
[
IV (λ0)c
JV
(λ0)
<0
KV
(λ0)
bp (M)
]
⊗ 1
}
=: RX,J ⊗V0RX,J
(
IV (λ0)c
JV
(λ0)
<0 U
(λ0)
b (ιg†M)
)
.
Here, IV
(λ0)
c
KV
(λ0)
bp M[!J ] is as in §5.3.5. We obtain the following isomorphism:
IV (λ0)c Gr
U(λ0)
b
(
ιg†M[!J ]
) ≃ RX,J ⊗V0RX,J (IV (λ0)c JV (λ0)<0 GrU(λ0)b (ιg†M)) =:MJ
Lemma 5.4.5. — MJ is strict.
Proof We use an induction on |J |. The claim in the case |J | = 0, c ∈ RI<0 and
b < 0 follows from Corollary 16.45 of [45]. (Note that the minimal extension ofM is
studied in §16 of [45], which is the image of M[!ℓ] −→ M[∗ℓ] in the terminology of
this paper.) By the isomorphism given by the multiplication of t and zi (i ∈ I), we
obtain the claim in the case |J | = 0.
Let J = J0 ⊔ {j}. By the assumption of the induction, we have the strictness of
RX,J0 ⊗V0RX,J0 IV
(λ0)
c
JV
(λ0)
<0 Gr
U(λ0)
b ιg†M. We have
(79) RX,J0 ⊗V0RX,J0
(
IV (λ0)c
J0V
(λ0)
<0
jGrV
(λ0)
d Gr
U(λ0)
b
(
ιg†M
)) ≃
RX,J0 ⊗V0RX,J0
(
IV (λ0)c
J0V
(λ0)
<0 Gr
U(λ0)
b
(
ιg†jGrV
(λ0)
d M
))
,
which is strict by the assumption of the induction.
Let us consider the filtration jV (λ0) of MJ given as follows. For d < 0, we put
jV
(λ0)
d MJ := RX,J0 ⊗V0RX,J0 IV (λ0)c jV
(λ0)
d
J0V
(λ0)
<0 Gr
U(λ0)
b (ιg†M)
For d ≥ 0, we put jV (λ0)d (MJ ) :=
∑
c,n ð
n
j
(
jV
(λ0)
c (MJ )
)
, where (c, n) runs through
R<0 × Z≥0 such that c+ n ≤ b. Note that jV (λ0)<0 MJ is strict, and jGrV
(λ0)
c (MJ) is
strict for c < 0, by the above consideration. Let us consider the morphism
(80) jGrV
(λ0)
−1 (MJ )
ðj−→ jGrV (λ0)0 (MJ ).
Lemma 5.4.6. — The specializations of (80) to any generic λ are isomorphisms.
Proof The surjectivity is clear by construction. Let π : X −→ DI be the pro-
jection. For P ∈ D◦I , we can naturally regard MλJ,P := MJ ⊗ O{λ}×π−1(P ) as a
D-module. If λ is generic, we have MλJ,P [!zj ] = MλJ,P , and the specialization of
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jV (λ0) gives a V -filtration along zj , which can be checked by a direct computation.
Hence the specialization of (80) at a generic λ is injective.
By Lemma 5.4.6 and the strictness of jGrV
(λ0)
−1 MJ , we obtain that (80) is injec-
tive, and hence an isomorphism. In particular, jGrV
(λ0)
0 (MJ) is strict. For b > −1,
the morphism ðj : jGr
V (λ0)
b (MJ) −→ jGrV
(λ0)
b+1 (MJ) is surjective, and zjðj on
jGrV
(λ0)
b (MJ) is injective. Hence, ðj is an isomorphism. We also have the strict-
ness of jGrV
(λ0)
b (MJ). Thus, we obtain the claim in the case of J , and the proof of
Lemma 5.4.5 is finished.
Corollary 5.4.7. — Suppose that M comes from a tame harmonic bundle.
– For any J ⊂ ℓ\K, GrU(λ0)b (ιg†M[!J ]) is strict, i.e., M[!J ] is strictly specializable
along g. The V -filtration is given in the standard way as in Proposition 5.4.2.
– For I ⊔ J ⊂ ℓ \K, M[∗I!J ] is strictly specializable along g. The V -filtration is
given in the standard way as in Proposition 5.4.2.
Let I ⊔ J ⊔ K = ℓ, and we prove the claim of Proposition 5.4.2 in the case that
M comes from a tame harmonic bundle. Let us consider ιg†M[∗I!J ∗K]. We have
already known the strictness of GrU
(λ0)
b for b < 0. Because t : Gr
U(λ0)
0 −→ GrU
(λ0)
−1
is an isomorphism, GrU
(λ0)
0 is also strict. By the standard argument, we obtain the
strictness of GrU
(λ0)
b for b > 0. Hence, we obtain the claim for ιg†M[∗I!J ∗K].
Let us consider ιg†M[∗I!J !K]. For b < 0, we have already known that GrU
(λ0)
b are
strict. Let us consider the specialization to any generic λ. We have(Mλ[∗I!J !K])[!g] =Mλ[∗I!J !K],
and the specialization of U (λ0) gives a V -filtration. Hence, we obtain that ðt :
GrU
(λ0)
−1|λ −→ GrU
(λ0)
0|λ are isomorphisms for generic λ. Because Gr
U(λ0)
−1 is strict, we
obtain that ðt : Gr
U(λ0)
−1 −→ GrU
(λ0)
0 is an isomorphism. In particular, Gr
U(λ0)
0 is
strict. Then, by the standard argument, we obtain that GrU
(λ0)
b are strict for any b.
Hence, we obtain the claim for M[∗I!J !K].
5.4.5. Regular and filtered case. — Let L be the filtration as in the condition
(A) in §5.4.1. Let us consider the case that GrLM comes from a tame harmonic
bundle. In this case, we obtain the claim of Proposition 5.4.2 from the following
general lemma with an easy induction.
Lemma 5.4.8. — Let 0 −→ N1 −→ N2 −→ N3 −→ 0 be an exact sequence. They
are equipped with monodromic filtrations U (λ0), which are preserved by morphisms.
Assume the following.
– Ni (i = 1, 3) are strictly specializable with U (λ0)(Ni).
– N2 −→ N3 is strict with respect to U (λ0).
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Then, N2 is also strictly specializable with U (λ0).
Proof We have only to prove that N1 −→ N2 is strict with respect to U (λ0).
Because the restriction of U (λ0)(N2) to N1 is also monodromic, we obtain U (λ0)b (N1) ⊃
U
(λ0)
b (N2)∩N1 by a general result (see Lemma 14.23 of [45].) Thus, we obtain Lemma
5.4.8.
5.4.6. Good irregular case with unique irregular value. — We consider a
ramified covering π : (X ′, D′) −→ (X,D) given by
π(z1, . . . , zn) = (z
e1
1 , . . . , z
ek
k , zk+1, . . . , zn).
Let a be a meromorphic function on (X ′, D′) such that a = zma1 for some holomorphic
function a1 with a1(O) 6= 0 and m ∈ Zk<0. Let M′ be a smooth good-KMS RX(∗D)-
module satisfying the condition in §5.4.5. Let us consider the case thatM is obtained
as M′ ⊗ π∗L(a). By using the characterization of M[∗I!J ⋆ K] in Proposition 5.3.1,
we have a natural isomorphismM[∗I!J ⋆K] ≃M′[∗I!J ⋆K]⊗π∗L(a). Let us observe
(81) KV
(λ0)
bp
(M[∗I!J ⋆ K]) = KV (λ0)bp (M′[∗I!J ⋆ K])⊗ π∗L(a).
Both of them are KV0RX -submodules, and contains Qa(I,J)+bp+δK . The left hand
side is generated by Qa(I,J)+bp+δK . Hence, the right hand side contains the left hand
side. Let N ⊂M′[∗I!J ⋆K] be a V0RX -submodule. Suppose that N ⊗ 1 is contained
in the left hand side. By considering the action of ziði (1 ≤ i ≤ k), we obtain that
N ⊗ π∗L(a) is also contained in the left hand side. Let F∗(KV0RX) be the filtration
given by the order of differential operators. We set Nm := Fm(KV0RX)Qa(I,J)+bp+δK
in M′[∗I!J ⋆ K], which are V0RX -submodules. If Nm is contained in the left hand
side, we obtain that Nm ⊗ π∗L(a) is also contained in the left hand side as remarked
above. Then, by a formal computation, we obtain that Nm+1 is contained in the
left hand side. Hence, by using an induction, we obtain that
(⋃
mNm
) ⊗ π∗L(a) is
contained in the left hand side. Because
⋃
mNm = KV (λ0)bp (M′[∗I!J ⋆ K]), we obtain
(81).
Let q : X × Ct −→ X be the projection. We have a natural isomorphism
ig†M[∗I!J ⋆ K] ≃ ig†M′[∗I!J ⋆ K]
)⊗ q∗(π∗L(a)).
Let us observe
(82) U
(λ0)
b
(
ig†M[∗I!J ⋆ K]
) ≃ U (λ0)b (ig†M′[∗I!J ⋆ K])⊗ q∗(π∗L(a))
Both of them are tV0RX×Ct -modules, and contain ig∗
(
KV
(λ0)
bp (M[∗I!J ⋆ K])
)
. Be-
cause the left hand side is generated by ig∗
(
KV
(λ0)
bp (M[∗I!J ⋆ K])
)
, it is contained
in the right hand side. Let N ⊂ U (λ0)b
(
ig†M′[∗I!J ⋆ K]
)
be a V0RX -submodule.
Suppose that N is contained in the left hand side. By considering the action of
ziði (i = 1, . . . , k), we obtain that N ⊗ q∗π∗(L) is contained in the left hand side.
Let F∗(RX,K) be the filtration given by the order of differential operators. We set
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Nm := Fm(RX,K) · ig∗
(
KV
(λ0)
bp (M′[∗I!J ⋆ K])
)
in U
(λ0)
b
(
ig†M′[∗I!J ⋆ K]
)
. We have
N0 ⊗ π∗L(a) ≃ ig∗
(
KV
(λ0)
bp (M[∗I!J ⋆ K])
)
, which is contained in the left hand side.
Then, by an easy induction, we obtain that Nm ⊗ q∗π∗L(a) is contained in the left
hand side. Because
⋃
mNm = U (λ0)b
(
ig†M′[∗I!J ⋆ K]
)
, we obtain (82).
The claim of Proposition 5.4.2 in this case immediately follows from (82).
5.4.7. End of the proof of Proposition 5.4.2. — By using the formal completion
as in §12.4 of [48], we obtain the claims of Proposition 5.4.2 in the general case.
5.5. Good-KMS smooth RX(∗D)-triple
Let X be a complex manifold with a simple normal crossing hypersurface D. Let
T be a smooth RX(∗D)-triple. It is called good(-KMS) if the underlying smooth
RX(∗D)-modules Mi are good(-KMS). We use the other adjectives “unramifiedly
good-KMS”, “regular-KMS” in similar meanings. For simplicity, we assume the
following:
– Let XP be any small neighbourhood of P ∈ X , with a ramified covering ϕP :
(X ′P , D
′
P ) −→ (XP , D∩XP ) such that ϕ∗P (T ) is unramified. Then, Irr(T , P ) :=
Irr(M1, P ) ∪ Irr(M2, P ) is a good set of irregular values.
5.5.1. Reduction with respect to Stokes structure. — Let X = ∆n and D =⋃ℓ
i=1{zi = 0}. Let T be a good-KMS smooth RX(∗D)-triple. Let I ⊂ ℓ. We have the
induced unramifiedly good-KMS smooth RX(∗D)-modules IGrSt(Mi) as in §5.1.5.
Let us observe that we have the induced pairing IGrSt(C) of IGrSt(Mi). We will
shrink X around the origin in the following argument.
Suppose that T is unramifiedly good-KMS. Let π : X˜(D) −→ X be the real blow
up. The induced morphism Cλ × X˜(D) −→ Cλ ×X is also denoted by π. We have
the induced pairing
C˜ :
(
π∗M1
)
|S×X˜(D) ×
(
σ∗π∗M2
)
|S×X˜(D) −→ C∞ modDS×X˜(D) .
Let λ0 ∈ S and Q ∈ π−1(D). We have the full Stokes filtration F˜ (λ0,Q) (resp.
F˜ (−λ0,Q)) of π∗M1 (resp. π∗M2) at (λ0, Q) (resp. (−λ0, Q)). We obtain the following
lemma, by considering the growth order.
Lemma 5.5.1. — The restriction of C˜ to F˜ (λ0,Q)a × σ∗F˜ (−λ0,Q)b vanishes, unless
Re(a/λ0)− Re(b/λ0) ≤ 0.
By shrinking X around the origin O, we obtain the pairing
IGrSt(C) : π∗
(
IGrSt(M1)
)
|S×X˜(D) × σ∗π∗
(
IGrSt(M2)
)
|S×X˜(D) −→ C∞ modDS×X˜(D)
We obtain the induced pairing IGrSt(C) of IGrSt(Mi) (i = 1, 2). It is easy to observe
that IGrSt(C)|S×(X\D) is extended to a pairing on C∗λ×(X−D) which is holomorphic
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with respect to λ. The tuple of IGrSt(Mi) (i = 1, 2) with IGrSt(C) is denoted
by IGrSt(T ), which is an unramifiedly good-KMS smooth RX(∗D)-triple. We have
the natural grading IGrSt(T ) = ⊕a∈Irr(T ,I) IGrSta (T ), and we put IGrSt,reg(T ) =
IGrSt0 (T ) and IGrSt,irr(T ) =
⊕
a6=0
IGrSta (T ).
Let us consider the case that T is not necessarily unramified. We take a rami-
fied covering ϕ : (X ′, D′) −→ (X,D) such that ϕ∗T is unramified. By applying the
above procedure to each good summand, we obtain the decomposition IGrSt(T ′) =
IGrSt,reg(T ′)⊕ IGrSt,irr(T ′), on which the Galois group of the ramified covering nat-
urally acts. As the descent, we obtain a good-KMS smooth RX(∗D)-triple with the
decomposition:
IGrSt(T ) = IGrSt,reg(T )⊕ IGrSt,irr(T )
5.5.2. Specialization. — Let X and D be as in §5.5.1. Let T be a good-KMS
smooth RX(∗D)-triple. Because T is strictly specializable along zi as an RX(∗D)-
triple, we obtain an RDi(∗∂Di)-triple iψ˜u(T ) := ψ˜zi,u(T ) (§2.1.4).
Lemma 5.5.2. — We have a natural isomorphism iψ˜u
IGrSt(T ) ≃ IGrSt iψ˜u(T ). It
is a good-KMS smooth RDi(∗∂Di)-triple.
Proof By using Lemma 22.11.2 of [48], we can reduce the issue to the unramified
case. We have natural isomorphisms iψ˜u(Mj) ≃ iψ˜uIGrSt(Mj). We have only to
compare the induced pairings iψ˜u(C) and
iψ˜u
IGrSt(C), which can be done by the
argument in Proposition 12.7.1 of [48]. Let us prove the second claim. We set
ic := {i}c. We consider the issue on X \D(ic) for a while. By the regularity along Di,
we obtain the pairing IGrSt reg(C) ofM1|C∗×(X\D(ic)) and σ∗M2|C∗×(X\D(ic)) taking
values in the sheaf of C∞-functions of moderate growth along Di on C∗× (X \D(ic))
which are holomorphic with respect to λ. Hence, we obtain that iψ˜u(T )|Di\∂Di is a
smooth RDi(∗∂Di)-triple. The underlying RDi(∗∂Di)-modules are good-KMS smooth.
We obtain the growth estimate around ∂Di directly by construction, or by using
Proposition 5.5.6 below.
Lemma 5.5.3. — We have a natural isomorphism iψ˜ui
jψ˜uj (T ) ≃ jψ˜uj iψ˜ui(T ).
Proof By using the previous lemma, we can reduce the issue to the case that T
is regular along Di ∪Dj . We have only to compare iψ˜uijψ˜ujC and jψ˜uj iψ˜uiC around
generic λ0. It can be done by a direct computation. Indeed, by using the regularity
along Di ∪Dj and the genericity of λ0, we have an expression
C(m1, σ
∗m2) =
∑
aui,uj ,ki,kj (λ, z1, . . . , zn)|zi|e(λ,ui)|zj|e(λ,uj)(log |zi|2)ki(log |zj|2)kj
Here, aui,uj ,ki,kj are C
∞ with respect to (zi, zj). Then, both iψ˜ui jψ˜ujC([m1], [m2])
and jψ˜uj
iψ˜uiC([m1], [m2]) are equal to
(
a−δ,−δ,0,0
)
|(zi,zj)=(0,0) up to a constant term.
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Otherwise, we can also obtain the commutativity by using the Beilinson construc-
tion. (See §5.5.4 below.)
For any I ⊂ ℓ and u ∈ (R × C)I , we obtain Iψ˜u(T ) := i1ψ˜u1 ◦ · · · ◦ imψ˜um(T ). It
is equipped with nilpotent morphisms Nj : Iψ˜u(T ) −→ Iψ˜u(T ) ⊗ T (−1) (j ∈ I). We
have a natural isomorphism Iψ˜u(T ) ≃ Iψ˜uIGrSt(T ). If T is unramified, for each a ∈
Irr(T , I), we also obtain a smooth good-KMS RDI (∗∂DI )-triple Iψ˜a,u(T ) := Iψ˜u
(T ⊗
L(−a˜)). It depends on the choice of a lift a˜ ∈M(X,D) of a ∈M(X,D)/H(X).
5.5.3. Canonical prolongations. — Let X be a complex manifold with a normal
crossing hypersurface D. Let T = (M1,M2, C) be good-KMS smooth RX(∗D)-
triple. By applying the procedure in §3.2 inductively, we obtain a uniquely determined
pairing C[∗I!J ] of M1[!I ∗ J ] and M2[∗I!J ]. Thus, we obtain an R-triple
T [∗I!J ] := (M1[!I ∗ J ], M2[∗I!J ], C[∗I!J ]).
We obtain the following lemma by the property of the canonical prolongments.
Lemma 5.5.4. —
– T [∗I!J ] is strictly specializable along zi, and we have the following:
T [∗I!J ][∗zi] ≃ T [∗I∪i!J\i], T [∗I!J ][!zi] ≃ T [∗I\i!J∪i].
– The following morphisms are isomorphisms:
φ(0)zi T [∗I!J ] −→ ψ(0)zi T [∗I!J ], (i ∈ I)
ψ(1)zi T [∗I!J ] −→ φ(0)zi T [∗I!J ], (i ∈ J)
– For u ∈ (R×C) \ (Z≥0 × {0}), we have a natural isomorphism iψ˜u(T [∗I!J ]) ≃(
iψ˜u(T )
)
[∗I\i!J\i].
5.5.4. Variant of Beilinson functors. — Let X = ∆n, Di := {zi = 0} and
D =
⋃ℓ
i=1Di. We takeK⊔J⊔I⊔A⊔B = L ⊂ ℓ. For any function f : K⊔J −→ {0, 1},
we put Ki(f) := f
−1(i) ∩K for i = 0, 1. Let TI be good-KMS smooth RDI (∗∂DI )-
triple. We set I−∞,ag := lim−→ I
−N,a
g . For a = (aK ,aJ ) ∈ RK⊔J , we put
(83) Cf,a(J,K, TI)[∗A!B] :=(
TI ⊗
⊗
k∈K0(f)
I−∞,ak+1zk ⊗
⊗
k∈J⊔K1(f)
I−∞,akzk
)[
!
(
f−1(0) ⊔B) ∗ (K ⊔ J ⊔ A \ f−1(0))]
Let 0 and χi be functions K ⊔ J −→ {0, 1} given by 0(j) = 0 for any j ∈ K ⊔ J ,
and χi(j) = 1 (j = i) or χi(j) = 0 (j 6= i). Then, let Ξ(aK)K ψ(aJ )J TI [∗A!B] be the
RX(∗D(ℓ \ L))-triple obtained as the kernel of the following morphism:
(84) C0,a(J,K, TI)[∗A!B] −→
⊕
i∈K⊔J
Cχi,a(J,K, TI)[∗A!B]
Then, Ξ
(aK)
K ψ
(aJ )
J TI [∗A!B](∗∂DI⊔J) are good-KMS smooth RDI⊔J (∗∂DI⊔J )-triple.
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Lemma 5.5.5. — Ξ
(aK)
K ψ
(aJ )
J TI [∗A!B] is strict, and strictly specializable along any
zj (j ∈ ℓ). Moreover, for j ∈ ℓ \ (I ⊔ J), we have natural isomorphisms
(85) ψ˜zj ,uΞ
(aK)
K ψ
(aJ )
J TI [∗A!B] ≃ Ξ
(aK\j)
K\j ψ
(aJ )
J ψ˜zj ,uTI [∗A\j!B\j ]
(86) Ξ
(aj)
j Ξ
(aK)
K ψ
(aJ )
J TI [∗A!B] ≃ Ξ(aKj)Kj ψ(aJ )J TI [∗A\j!B\j ]
Proof We have only to consider the case I = J = ∅. We use an induction on |K|.
If |K| = 0, the claim follows from Proposition 5.4.1. We shall prove the claim in the
case |K| = m, by assuming the claim in the case |K| < m.
Let j ∈ K. By construction, we have Ξ(aK)K T [∗A!B](∗zj) ≃ Ξ
(aK\j)
K\j T [∗A!B]. By
the assumption of the induction, it is strictly specializable along zi (i ∈ ℓ). We obtain
(86) in this case by construction, which implies Ξ
(aK)
K T [∗A!B] is strictly specializable
along zj . After applying ψ˜zj ,u to (84), the morphism is strict. Hence, we obtain (85)
in this case.
Let j ∈ ℓ \ K. Take any k ∈ K. Recall that Ξ(aK)K T [∗A!B] is the kernel of the
following morphism:
ϕ : Π−N,ak+1k! Ξ
(aK\k)
K\k
(T [∗A!B]) −→ Π−N,akk∗ Ξ(aK\k)K\k (T [∗A!B])
We have the following commutative diagram:
jψ˜u
(
Π−N,ak+1k! Ξ
(aK\k)
K\k
(T [∗A!B])) jψ˜u(ϕ)−−−−→ jψ˜u(Π−N,akk∗ Ξ(aK\k)K\k (T [∗A!B]))
≃
y ≃y
Π−N,ak+1k! Ξ
(aK\k)
K\k
(
jψ˜uT [∗A!B]
) −−−−→ Π−N,akk∗ Ξ(aK\k)K\k (jψ˜uT [∗A!B])
Hence, the cokernel of jψ˜u(ϕ) is naturally isomorphic to Ξ
(aK\k)
K\k
kψ
(−N)
−δ
jψ˜uT [∗A!B],
which is strict by the assumption of the induction. We obtain that Ξ
(aK)
K T [∗A!B] is
strictly specializable along zj. If j ∈ ℓ \ (I ⊔ J ⊔K), we have the following natural
isomorphisms:
jψ˜uΞ
(aK)
K
(T [∗A!B]) ≃ Ξ(ak)k Ξ(aK\k)K\k jψ˜uT [∗A!B] ≃ Ξ(aK)K (jψ˜uT [∗A!B])
Thus, we obtain (85). We obtain (86) by construction. Thus, the induction can
proceed.
5.5.5. Growth order and the compatibility of Stokes filtrations. — Al-
though a condition is imposed on sesqui-linear pairings of smooth R-triples, we do not
have to impose the assumption in the good case. Namely, the following proposition
holds.
Proposition 5.5.6. — Let T be an RX(∗D)-triple such that the underlying RX(∗D)-
modules are smooth and good. Then, T is smooth.
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Proof We have only to consider the case that the underlying smooth RX(∗D)-
modules Mi (i = 1, 2) are unramifiedly good. We use the notation in §5.5.1. Let
C0 denote the restriction of C to S × (X \ D). Let λ0 ∈ S and Q ∈ π−1(D). Let
I(λ0) ⊂ S and UQ ⊂ X˜(D) be neighbourhoods of λ0 and Q, respectively. We consider
the restriction of C0 to
(
I(λ0)×UQ
)\π−1(D), denoted by CQ. We have only to prove
that the restriction of CQ to F˜ (λ0,Q)a ⊗σ∗F˜ (−λ0,Q)b is 0, unless Re(a/λ)−Re(b/λ) ≤ 0.
By considering the specialization to curves, which are transversal with the smooth
part of D, we can reduce the issue to the one dimensional case. Then, the claim
follows from Lemma 12.6.10 in [48].
5.5.6. I -good-KMS smooth R-triples. — We have a refined notion.
Definition 5.5.7. — Let I = (IP |P ∈ D) be a good system of ramified irregular
values on (X,D). (See §15.1 below.) A good(-KMS) smooth RX(∗D)-module M is
called I -good(-KMS), if Irr(M, P ) ⊂ IP for any P ∈ D. A good(-KMS) smooth
RX(∗D)-triple is called I -good(-KMS), if the underlying RX(∗D)-modules are I -good(-
KMS).
A direct sum of I -good(-KMS) smooth RX(∗D)-triples is I -good(-KMS). Let F :
X ′ −→ X be a morphism of complex manifolds. If T is an I -good(-KMS) RX(∗D)-
triple, then F ∗T is an F−1(I )-good(-KMS) RX(∗D)-triple. Let P ∈ DI be any point.
If we take a holomorphic coordinate around P , we obtain the I (I)|DI -good(-KMS)
smooth RDI (∗DI )-triple Iψ˜u(T ).
5.6. Gluing of good-KMS smooth R-triples on the intersections
Let X be an open subset of Cn. Let Di := {zi = 0}∩X and D =
⋃ℓ
i=1Di. We shall
introduce a procedure to glue good-KMS smooth R-triples given on the intersections
DI (I ⊂ ℓ).
5.6.1. A category. — Let C (X,D) be the category of tuples:
T = (TI , (I ⊂ ℓ); fI,i, gI,i (I ⊂ ℓ, i ∈ ℓ \ I))
– TI are good-KMS smooth RDI (∗∂DI )-triples.
– fI,i and gI,i are morphisms of R-triples
ψ
(1)
i TI
gI,i−−−−→ TIi fI,i−−−−→ ψ(0)i TI
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such that fI,i ◦ gI,i is equal to the canonical morphism ψ(1)i TI −→ ψ(0)i TI . We
impose the commutativity of the following diagram for j, k ∈ ℓ \ I with j 6= k:
(87)
ψ
(1)
j (TIk)
ψ
(1)
j (fI,k)−−−−−−→ ψ(0)k ψ(1)j (TI)
gIk,j
y yψ(0)k (gI,j)
TIkj fIj,k−−−−→ ψ(0)k (TIj)
Here, Ij = I ∪ {j}, Ik = I ∪ {k} and Ikj = I ∪ {k, j}.
A morphism T (1) −→ T (2) in C (X,D) is a tuple of morphisms FI : T (1)I −→ T (2)I
such that the following diagram is commutative:
ψ
(1)
i T (1)I
g
(1)
I,i−−−−→ T (1)Ii
f
(1)
I,i−−−−→ ψ(0)i T (1)I
ψ
(1)
i FI
y FIiy ψ(0)i FIy
ψ
(1)
i T (2)I
g
(2)
I,i−−−−→ T (2)Ii
f
(2)
I,i−−−−→ ψ(0)i T (2)I
For p ∈ ℓ and u ∈ R × C, we have the functors pψ˜u and φp from C (X,D) to
C (Dp, ∂Dp), given as follows:
pψ˜u(T ) :=
(
pψ˜u(TI), (I ⊂ ℓ \ p); pψ˜u(fI,j), pψ˜u(gI,j)
(
I ⊂ ℓ \ p, j ∈ ℓ \ Ip))
φp(T ) :=
(
TIp, (I ⊂ ℓ \ p); fIp,j, gIp,j
(
I ⊂ ℓ \ p, j ∈ ℓ \ Ip))
We shall construct a fully faithful functor ΨX from C (X,D) to the category of
RX -triples.
5.6.2. Construction of the functor. — For a finite subset I, we take a 2|I|-
dimensional hermitian vector space (V, h) with an orthonormal base uk, vk (i ∈ I).
For i = (ik|k ∈ I) ∈ {0, 1}I and j = (jk|k ∈ I) ∈ {0, 1}I, let E(i, j) denote the
one dimensional subspace of
∧• V generated by ∧k∈I uikk ∧∧k∈J vjkk . It is naturally
equipped with the hermitian metric denoted by h. We obtain a smooth R-triple
E˜(i, j) :=
(OCλ ⊗ E(i, j),OCλ ⊗ E(i, j), Ch), where Ch is the sesqui-linear pairing
induced by h. If i′p = ip + 1, i
′
k = ik (k 6= p) and j′k = jk for any k, we have a map
a
(1)
p : E˜(i, j) −→ E˜(i′, j ′) given by the inner product of up on the first component and
the exterior product of up on the second component. If j
′
p = jp + 1, j
′
k = jk (k 6= p)
and i′k = ik for any k, we have a map a
(2)
p : E˜(i, j) −→ E˜(i′, j ′) given by the inner
product of vp on the first component and the exterior product of vp on the second
component. We have a
(κ1)
p1 ◦ a(κ2)p2 = −a(κ2)p2 ◦ a(κ1)p1 .
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Let Γ be the category given by the following commutative diagram:
(0, 0)
a−−−−→ (0, 1)
b
y cy
(1, 0)
d−−−−→ (1, 1)
For a finite set I, let ΓI denote the product of the categories of the I-tuples of objects
in Γ. An object
(
(ik, jk)
∣∣ k ∈ I) is denoted as the pair of i = (ik) and j = (jk). For
such an object, we set |i| :=∑ ik and |j | :=∑ jk. Let F be a functor from ΓI to the
category of RX -triples. For n ∈ Z, we define(
πIF
)n
:=
⊕
|i|+|j |=n+|I|
F (i, j)⊗ E˜(i, j).
The morphisms F (i, j) −→ F (i′, j ′) and a(κ)p naturally give a differential. The complex
is denoted by πIF .
For 1 ≤ m ≤ ℓ, we set m = {1, . . . ,m}. Let Γm := Γm. For (i, j) ∈ Γm, we put
I(i, j) :=
{
k ∈ m ∣∣ (ik, jk) = (0, 1)}, K(i, j) := {k ∈ m ∣∣ (ik, jk) = (1, 0)},
J1(i, j) :=
{
k ∈ m ∣∣ (ik, jk) = (0, 0)}, J0(i, j) := {k ∈ m ∣∣ (ik, jk) = (1, 1)}.
For T ∈ C (X,D) and am ∈ Zm, we define a functor QmX(T ,am) from Γm to the
category of RX(∗D(ℓ−m))-triples given as follows:
QmX
(T , (i, j),am) = Ξ(aI(i,j))I(i,j) ψ(aJ1(i,j)+δJ1(i,j))J1(i,j) ψ(aJ0(i,j))J0(i,j) (TK(i,j))
Here, aL := (ai | i ∈ L). The morphisms are naturally induced ones. Then, we obtain
a complex of RX(∗D(ℓ−m))-triples πmQmX(T ,am).
Lemma 5.6.1. —
– HpπmQmX(T ,am) = 0 unless p 6= 0.
– H0πmQmX(T ,am) is strict, and strictly specializable along any zi (i ∈ ℓ).
– For any p ∈ ℓ \m and u ∈ R× C, we have
pψ˜uH0πmQmX(T ,am) ≃ H0πmQmDp
(
pψ˜uT ,am
)
For any p ∈ m and u ∈ R× C, we have
pψ˜uH0πmQmX(T ,am) ≃ H0πm\pQm\pDp
(
pψ˜uT ,am\p
)
– For any p ∈ m, we have
φ(ap)p H0πmQmX(T ,am) ≃ H0πm\pQm\pDp
(
φ(ap)p T ,am\p
)
– For any p ∈ ℓ, we have
Ξ(ap)p H0πmQmX(T ,am) ≃ H0Ξ(ap)p πmQmX(T ,am)
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Proof We use an induction on m. If m = 0, the claim is clear. We put Tm :=
H0πmQmX(T ,am). We consider the following complexes:
C•0,0 := ψ
(am+1)
m πm−1Qm−1X (T ,am−1), C•0,1 := Ξ(am)m πm−1Q
m−1
X (T ,am−1),
C•1,0 := πm−1Qm−1Dm
(
φ(am)m T ,am−1
)
, C•1,1 := ψ
(am)
m πm−1Qm−1X (T ,am−1).
The complex πmQmX(T ,am) is associated to the following naturally obtained triple
complex:
(88)
C•0,0 −−−−→ C•0,1y y
C•1,0 −−−−→ C•1,1
Let us consider the double complex obtained as H0 of (88).
Lemma 5.6.2. — The complex associated to the double complex may have non-
trivial cohomology only in the degree 0, i.e., the first claim holds in the case m.
Proof By the assumption in the case m − 1, Tm−1 is strictly specializable along
zm. We also have Hp(Ci,j) = 0 unless p 6= 0, and we have natural isomorphisms:
H0(C0,0) ≃ ψ(am+1)m Tm−1, H0(C0,1) ≃ Ξ(am)m Tm−1, H0(C1,1) ≃ ψ(am)m Tm−1.
Hence, ρ1 : H0(C•0,0) −→ H0(C•0,1) is injective, and ρ2 : H0(C•0,1) −→ H0(C•1,1) is
surjective. Then the claim of Lemma 5.6.2 follows.
We have the exact sequence
(89) 0 −→ H0(C•1,0) −→
(
H0(C•1,0)⊕H0(C•0,1)
)/
H0(C0,0) −→ H0(C•0,1)
/H0(C0,0) −→ 0.
We obtain that the middle term of (89) is strict. Because Tm is contained in the mid-
dle term, Tm is also strict. Because Tm(∗zm) = Tm−1, we have mψ˜uTm = mψ˜uTm−1.
Hence, we obtain the desired formula for mψ˜uTm from the formula for mψ˜uTm−1. We
also have Ξ
(am)
m Tm = Ξ(am)m Tm−1. Because Ξ(am)m H0Ci,j = 0 unless (i, j) 6= (0, 1), we
obtain the desired formula for Ξ
(am)
m Tm. Moreover, we obtain the formula for φ(am)m Tm.
By exchanging the roles, we obtain that, for p ≤ m, Tm is strictly specializable along
zp, and the desired formulas for Ξ
(am)
p Tm, pψ˜uTm and φ(am)p Tm.
Let p > m. We have
pψ˜uC
•
0,0 = ψ
(am+1)
m πm−1Qm−1Dp (
pψ˜uT ,am−1), pψ˜uC•0,1 = Ξ(am)m πm−1Qm−1Dp (
pψ˜uT ,am−1),
pψ˜uC
•
1,0 = πm−1Qm−1Dp
(
φ(am)m
pψ˜uT ,am−1
)
, pψ˜uC
•
1,1 = ψ
(am)
m πm−1Qm−1Dp (
pψ˜uT ,am−1).
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The complex pψ˜uπmQmX(T ,am) is associated to the triple complex:
pψ˜uC
•
0,0 −−−−→ pψ˜uC•0,1y y
pψ˜uC
•
1,0 −−−−→ pψ˜uC•1,1
Hence, by using the previous result, we obtain that pψ˜uπmQmX(T ,am) may have non-
trivial cohomology only in the degree 0, and the 0-th cohomology sheaf is strict.
It implies that the morphisms in the complex πmQmX(T ,am) is strict with respect
to the V -filtration along zp. Therefore, we obtain that Tm is strictly specializable
along zp, and we obtain the formula for Ξ
(ap)
p Tm. We also have the following natural
isomorphisms for pψ˜Tm:
pψ˜uTm ≃ H0pψ˜uπmQmX(T ,am) ≃ H0πmQmDp(pψ˜uT ,am)
Thus, the induction can proceed, and the proof of Lemma 5.6.1 is finished.
Thus, we obtain the functor ΨX := H0πℓQℓX from the category C (X,D) to the
category of RX -triples. It is independent of the choice of a hermitian vector space V
with an orthonormal basis, up to canonical isomorphisms. By Lemma 5.6.1, we have
the following natural isomorphisms:
pψ˜uΨX(T ) ≃ ΨDp(pψ˜uT ), φ(a)p ΨX(T ) ≃ ΨDp(φ(a)p T ).
We have the following natural isomorphisms for p 6= q:
pψ˜u
qψ˜uΨX(T ) ≃ qψ˜upψ˜uΨX(T ), φ(ap)p φ(aq)q ΨX(T ) ≃ φ(aq)q φ(ap)p ΨX(T ).
We denote φ
(ai1 )
i1
◦ · · · ◦ φ(aim )im ΨX(T ) by φ
(a)
I ΨX(T ).
Lemma 5.6.3. — The functor ΨX is fully faithful.
Proof We use an induction on dimX . Let F = (FI | I ⊂ ℓ) : T 1 −→ T 2 be a
morphism in CX such that ΨX(F ) = 0. Then, we have F∅ = 0. For each p ∈ ℓ,
we have φp(F ) = 0. It implies FIp = 0 for any I ⊂ ℓ \ p by the assumption of the
induction. Hence, we obtain F = 0.
Let G : ΨX(T 1) −→ ΨX(T 2) be a morphism of R-triples. We have the induced
morphism G∅ : T1,∅ −→ T2,∅. By applying φI , we obtain GI : T1,I −→ T2,I . By using
an induction, we can prove that ΨX
(
(GI)
)
= G.
Let X ′
ι⊂ X be any open subset. We put D′ := D ∩ X ′. We have a natural
functor ι∗;C (X,D) −→ C (X ′, D′) given by the restriction. It is easy to observe that
ΨX′
(
ι∗(T )) is naturally isomorphic to ι∗ΨX(T ).
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5.6.3. Dependence on the coordinate system. — The category C(X,D) and
the functor ΨX depend on the coordinate system z = (z1, . . . , zn). To emphasize it,
we use the symbols C (X,D,z) and ΨX,z . We shall study their dependence on z .
Let wi := e
ϕi · zi, where ϕi are holomorphic functions on X . We obtain another
coordinate system w = (w1, . . . , wn). We obtain a category C(X,D,w) and a functor
ΨX,w .
Lemma 5.6.4. — We have an equivalence Defϕ : C (X,D,z) −→ C (X,D,w) such
that ΨX,z ≃ ΨX,w ◦Defϕ.
Proof Let T ∈ C (X,D,z). For each I ⊂ ℓ, TI is equipped with a tuple N I =
(Ni
∣∣ i ∈ I) of morphisms Ni : TI −→ TI ⊗ T(−1) induced as follows:
TI
fI\i,i−−−−→ ψ(0)TI\i ≃ ψ(1)TI\i ⊗T (−1)
gI\i,i−−−−→ TI ⊗T (−1)
Let ϕI := (ϕi | i ∈ I). We put T˜I := DefϕI (TI ,N I). We have natural isomorphisms
ψ(a)wi (T˜I\i) ≃ DefϕI ψ(a)zi (TI\i).
Hence, we have the following naturally induced morphisms:
ψ
(1)
wi (T˜I)
f˜I,i−−−−→ T˜Ii g˜I,i−−−−→ ψ(0)wi (T˜I)
They satisfy the commutativity condition induced by (87). We put Defϕ(T ) :=(T˜I ; f˜I,i, g˜I,i), and thus we obtain the functor Defϕ : C (X,D,z) −→ C (X,D,w).
By construction, we have ΨX,w ◦ Defϕ(T ) ≃ Defϕ ΨX,z(T ). By using Lemma 4.2.9
inductively, we obtain that it is naturally isomorphic to ΨX,z(T ).

PART II
MIXED TWISTOR D-MODULES

CHAPTER 6
PRELIMINARY FOR RELATIVE MONODROMY
FILTRATIONS
We explain basic ideas to control the weight filtrations used in [62]. In §6.1, we
recall some basic facts on relative monodromy filtrations by following [28], [75], and
especially [62]. In §6.2, we review how the weight filtration of the nearby cycle sheaf
induces a weight filtration on the vanishing cycle sheaf. The procedure is called the
transfer of filtration in this paper. In §6.3, we consider the successive use of the
procedure in a nice situation.
6.1. Relative monodromy filtrations
6.1.1. Definition and basic properties. — Let A be an abelian category with
additive auto equivalences Σ =
(
Σp,q
∣∣ p, q ∈ Z) such that Σp,q ◦ Σr,s = Σp+r,q+s.
Let C ∈ A. Let L be a finite increasing exhaustive complete filtration of C in A
indexed by Z, i.e., L is a tuple of subobjects
(
Lk(C) ⊂ C
∣∣ k ∈ Z) such that (i)
Lk(C) ⊂ Lk+1(C), (ii) Lk(C) = C for any sufficiently large k, (iii) Lk(C) = 0
for any sufficiently small k. Such a pair (C,L) is called a filtered object in A. A
morphism of filtered objects F :
(
C,L(C)
)−→ (C′, L(C′)) is defined to be a morphism
F : C −→ C′ preserving L, i.e., F · Lk(C) ⊂ Lk(C′). The category of filtered objects
in A is denoted by Afil. It is an additive category. Let (C,L) ∈ Afil. We consider two
naturally induced filtrations L(i) (i = 1, 2) on Σp,qC given by L
(1)
k Σ
p,qC = Σp,q(LkC)
and L
(2)
k Σ
p,qC = Σp,q(Lk+p+qC). The object (Σ
p,qC,L(1)) is denoted by (Σp,qC,L),
and (Σp,qC,L(2)) is denoted by Σp,q(C,L).
For (C,L) ∈ Afil, put GrLk (C) := Lk(C)/Lk−1(C) ∈ A. We have a natural isomor-
phism GrLk Σ
p,qC ≃ Σp,q GrLk C. If C is equipped with a filtrationW , GrLk (C) has the
induced filtration given by WmGr
L
k (C) := Im
(
Wm ∩ Lk(C) −→ GrLk (C)
)
.
We put T := Σ1,1. Let Anil be the category of objects C ∈ A equipped with a
nilpotent endomorphism N : C −→ T−1C. A morphism F : (C,N) −→ (C′, N ′) in
Anil is a morphism F : C −→ C′ such that F ◦ N = N ′ ◦ F . The category Anil is
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abelian. We set Afil,nil := (Anil)fil. For (C,L,N) ∈ Afil,nil, let GrLk (N) denote the
induced nilpotent endomorphism of GrLk (C).
Let us recall the notion of relative monodromy filtration.
Definition 6.1.1. — Let (C,L,N) ∈ Afil,nil. A filtration W of C in A is called a
relative monodromy filtration of N with respect to L, if the following holds:
– N ·Wi(C) ⊂ T−1Wi−2(C), i.e., N induces (C,W,L) −→
(
T−1(C,W ), L
)
.
– The induced morphisms GrW GrL(N)i : GrWk+iGr
L
k (C) −→ T−iGrWk−iGrLk (C)
are isomorphisms.
It is often denoted by M(N ;L) in this paper. In this situation, we say that (C,L,N)
has a relative monodromy filtration.
According to §1.1 of [62] (see also [75]), a relative monodromy filtration is uniquely
determined by Deligne’s inductive formula, if it exists:
(90) W−i+kLkC =W−i+kLk−1C +N iT
i(Wi+kLkC) (i > 0)
(91) Wi+kLkC = Ker
(
N i+1 : LkC −→ T−i
(
LkC/W−i−2+kLkC
))
(i ≥ 0)
We should recall that a relative monodromy filtration does not necessarily exist. If
there exists a k ∈ Z such that GrLm = 0 unless m = k, then a relative monodromy
filtration is the weight filtration of the nilpotent morphism up to a shift of the degree,
and it always exists. By Deligne’s inductive formula, relative monodromy filtrations
are functorial in the following sense.
Lemma 6.1.2. — Assume that (C(i), L,N (i)) ∈ Afil,nil (i = 1, 2) have relative mon-
odromy filtrations M(N (i);L). Let F : (C(1), L,N (1)) −→ (C(2), L,N (2)) be a mor-
phism in Afil,nil. Then, F ·Mk(N (1);L) ⊂Mk(N (2);L).
Let ARMF be the full subcategory of Afil,nil, whose objects have relative mon-
odromy filtrations. According to Lemma 6.1.2, the correspondence (C,L,N) 7−→
(C,M(N ;L)) gives a functor Φ1 : ARMF −→ Afil. We have Φ1 ◦ Σp,q(C,L,N) =
Σp,q(C,M(N ;L)).
6.1.2. Canonical decomposition. — Let us recall the notion of canonical de-
composition due to Kashiwara [28], with a generalization in [62], which is one of the
most fundamental in the study of relative monodromy filtrations. Let (C,L,N) ∈
ARMF. Let M denote the relative monodromy filtration for (C,L,N). We put
C(0) := GrM (C). It is equipped with a filtration induced by L, which is also de-
noted by L. Then, there exists a canonical splitting of the induced filtration L(C(0))
in A:
(92) C(0) =
⊕
C
(0)
i , such that LjC
(0) =
⊕
i≤j
C
(0)
i
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(See [28] and [62] for the explicit construction of the splitting.) In particular, we
have C
(0)
i ≃ GrLi GrM (C) ≃ GrM GrLi (C) in A. It is functorial in the following sense,
which is clear by the construction in [28] and [62].
Lemma 6.1.3. — Let F : (C(1), L,N) −→ (C(2), L,N) be a morphism in ARMF.
Let M = M(N ;L) on C(i). Then, the induced morphism GrM (F ) : GrM (C(1)) −→
GrM (C(2)) preserves the canonical splittings (92).
6.1.3. A criterion. — Let us recall a condition for the existence of relative mon-
odromy filtration in [75]. Let A be an abelian category. Let (C,L,N) ∈ Anil,fil
such that (i) Lk(C) = Lk′(C) for any k
′ ≥ k, (ii) (Lk−1(C), L,N) ∈ ARMF. Let
M
(
Lk−1(C)
)
denote the relative monodromy filtration of (Lk−1(C), L,N). We have
a naturally defined morphism
(93) Ker
(
N ℓ : T ℓGrLk −→ GrLk
) −→ Lk−1
N ℓT ℓLk−1 +Mk−ℓ−1(Lk−1(C))
Proposition 6.1.4 ([75], see also [62]). — We have (C,L,N) ∈ ARMF if and only
if the morphisms (93) vanish for all integers ℓ > 0.
6.1.4. Functoriality for tensor product and dual. — Let us consider the case
that A is the category VectK of finite dimensional vector spaces over a ground field
K, and Σp,q = id. Recall that we have tensor product and inner homomorphism in
the category Vectfil,nilK , given in the standard manner.
Let (V (i), L,N (i)) ∈ Vectfil,nilK (i = 1, 2). The tensor product V (1) ⊗ V (2) has
the induced endomorphism NV (1)⊗V (2) := N (1) ⊗ 1 + 1 ⊗ N (2), and the filtration of
V (1) ⊗ V (2) given by Lk(V (1) ⊗ V (2)) =
∑
p+q≤k Lp(V
(1)) ⊗ Lq(V (2)). The tuple
(V (1) ⊗ V (2), L,N) is also denoted by (V (1), L,N (1)) ⊗ (V (2), L,N (2)). The space
Hom(V (1), V (2)) has the induced endomorphism NHom(V (1),V (2))(f) := N
(2) ◦ f − f ◦
N (1) and the filtration L given by
Lk Hom(V
(1), V (2)) :=
{
f ∈ Hom(V (1), V (2)) ∣∣ f(LjV (1)) ⊂ Lj+kV (2) ∀j}.
The tuple
(
Hom(V (1), V (2)), L,N
)
is denoted by Hom
(
(V (1), L,N (1)), (V (2), L,N (2))
)
.
The following proposition is due to Deligne, Steenbrink and Zucker [75].
Proposition 6.1.5 ([75]). — VectRMFK is closed under tensor product and inner ho-
momorphism in Vectfil,nilK . Moreover, the relative monodromy filtrations for
(V (1), L,N (1))⊗ (V (2), L,N (2)) and Hom((V (1), L,N (1)), (V (2), L,N (2)))
are naturally induced by M(N (i);L) (i = 1, 2).
In particular, if (V, L,N) ∈ VectRMFK , its dual is also an object in VectRMFK , and
the relative monodromy filtration is naturally induced by M(N ;L).
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6.2. Transfer of filtrations
In some cases, a relative monodromy filtration or a base filtration is inherited. A
fundamental general result is due to M. Saito [62], which we will review in §6.2.3.
6.2.1. Gluing data. — We introduce some terminology for our argument. Let A
be an abelian category with additive auto equivalences Σ.
Definition 6.2.1. — A tuple (C,C′;u, v) of morphisms in A
Σ1,0C
u−−−−→ C′ v−−−−→ Σ0,−1C
is called a gluing datum in (A,Σ). Morphism of gluing datum (C1, C′1;u1, v1) −→
(C2, C
′
2;u2, v2) is a commutative diagram:
Σ1,0C1
u1−−−−→ C′1 v1−−−−→ Σ0,−1C1
F
y F ′y Fy
Σ1,0C2
u2−−−−→ C′2 v2−−−−→ Σ0,−1C2
The category of gluing data in (A,Σ) is denoted by Glu(A,Σ).
An object of Glu(A,Σ)fil is often denoted by (C,C′;u, v;L), which means an object
(C,C′;u, v) with a filtration L in Glu(A,Σ).
Definition 6.2.2. —
– (C,C′;u, v) ∈ Glu(A,Σ) is called S-decomposable, if C′ = Imu⊕Ker v.
– (C,C′;u, v;L) ∈ Glu(A,Σ)fil is called filtered S-decomposable, if GrL(C,C′;u, v)
is S-decomposable.
If we say that (C,C′;u, v;L) is filtered S-decomposable for given (C,L), (C′, L) ∈
Afil with morphisms u : Σ1,0C −→ C′ and v : C′ −→ Σ0,−1C, we implicitly imply that
u and v preserve the filtration L, i.e., u : (Σ1,0C,L) −→ (C′, L) and v : (C′, L) −→
(Σ0,−1C,L). We remark that this kind of condition appeared in the study on mixed
Hodge structure in [28] and [62]. The terminology “S-decomposable” is taken from
[56].
Let Glu(Afil,Σ) denote the category of gluing data in Afil, where the action of Σp,q
on Afil is given by (C,L) 7−→ Σp,q(C,L). An object of Glu(Afil,Σ) is often denoted
by (C,C′, L˜;u, v), i.e., a pair of objects (C, L˜) and (C′, L˜) with morphisms in Afil:
Σ1,0(C, L˜)
u−−−−→ (C′, L˜) v−−−−→ Σ0,−1(C, L˜)
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A morphism (C1, C
′
1, L˜;u1, v1) −→ (C2, C′2, L˜;u2, v2) in Glu(Afil,Σ) is a commutative
diagram:
Σ1,0(C1, L˜)
u1−−−−→ (C′1, L˜) v1−−−−→ Σ0,−1(C1, L˜)y y y
Σ1,0(C2, L˜)
u2−−−−→ (C′2, L˜) v2−−−−→ Σ0,−1(C2, L˜)
6.2.2. Inheritance of relative monodromy filtration. — Let us recall a lemma
due to Kashiwara. Let (C,C′;u, v;L) ∈ Glu(A,Σ)fil. We put N := v ◦ u and N ′ :=
u ◦ v.
Proposition 6.2.3 ([28], [62]). — Assume that (i) the object (C,C′;u, v;L) is fil-
tered S-decomposable, (ii) N ′ is nilpotent, and (C′, L,N ′) ∈ ARMF. Then, we also
have (C,L,N) ∈ ARMF. Moreover, u and v give the following morphisms in Afil:
Σ1,0
(
C,M(N ;L)
) u−−−−→ (C′,M(N ′;L)) v−−−−→ Σ0,−1(C,M(N ;L))
Namely, u ·Mk(N ;LC) ⊂Mk−1(N ′;LC′) and v ·Mk(N ′;LC′) ⊂Mk−1(N ;LC).
Proof We give only a remark. In [28], the case Σp,q = id is proved. The key
is Lemma 3.32 in [28], which was generalized in Corollary 1.7 [62]. Then, we can
deduce the claim in the general case by using the argument in [28].
We have an obvious reformulation. Let C1 be the full subcategory of Glu(A,Σ)fil
whose objects (C,C′;u, v;L) are filtered S-decomposable and satisfy the following:
– We put N := v ◦ u and N ′ := u ◦ v, and then (C,L,N) and (C′, L,N ′) are
objects in ARMF.
– We put L˜(C) := M
(
N ;L(C)
)
and L˜(C′) := M
(
N ′;L(C′)
)
, and then we have
(C,C′, L˜;u, v) ∈ Glu(Afil,Σ).
Let C2 be the full subcategory of Glu(A,Σ)fil whose objects (C,C′;u, v;L) are filtered
S-decomposable and satisfy the following:
– We put N ′ := u ◦ v, and then (C′, L,N ′) is an object in ARMF.
According to Proposition 6.2.3, we have C1 = C2.
6.2.3. Transfer of filtration. — We shall recall a fundamental result due to Saito
in [62]. Let (C,C′;u, v) ∈ Glu(A). We set N := v ◦ u and N ′ := u ◦ v. Assume
that C and C′ are equipped with two filtrations L and L˜ such that (C,C′;u, v;L) ∈
Glu(A,Σ)fil and (C,C′, L˜;u, v) ∈ Glu(Afil,Σ), i.e., u and v give the following mor-
phisms in Afil:
(94) (Σ1,0C,L)
u−−−−→ (C′, L) v−−−−→ (Σ0,−1C,L)
(95) Σ1,0(C, L˜)
u−−−−→ (C′, L˜) v−−−−→ Σ0,−1(C, L˜)
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Proposition 6.2.4 (Corollary 1.9 of [62]). — We assume (C,L,N) ∈ ARMF and
L˜(C) =M(N ;LC). Then the following conditions are equivalent.
(A1) : (C,C′;u, v;L) is filtered S-decomposable, and we have (C′, L,N ′) ∈ ARMF
and M(N ′;LC′) = L˜(C′).
(A2) : LkC
′ = u
(
Σ1,0LkC
)
+
(
v−1(Σ0,−1LkC) ∩ L˜kC′
)
for each k.
(A2’) : LkC
′ = v−1
(
Σ0,−1LkC
) ∩ (u(Σ1,0LkC) + L˜kC′) for each k.
We have some immediate consequences of Proposition 6.2.4. Let (C,C′, L˜;u, v) ∈
Glu(Afil,Σ). Let N := v ◦ u and N ′ := u ◦ v. Note that they are nilpotent. Let L(C)
be a filtration of C such that (C,L,N) ∈ ARMF and L˜(C) =M(N ;L(C)).
Corollary 6.2.5. — Under the situation, there exists a unique filtration L(C′) such
that (i) (C,C′;u, v;L) ∈ Glu(A,Σ)fil is filtered S-decomposable, (ii) M(N ′;L(C′)) =
L˜(C′).
Proof The filtration L(C′) is given by Saito’s formula in Proposition 6.2.4.
Definition 6.2.6. — The filtration L(C′) in Corollary 6.2.5 is called the transfer of
L(C) by (u, v) in this paper.
By Proposition 6.2.4, the transfer is functorial. It is reformulated as follows.
Let C3 be the category of objects
(
(C,C′, L˜;u, v), L(C)
)
, where (i) (C,C′, L˜;u, v) ∈
Glu(Afil,Σ), (ii) L(C) is an exhaustive complete finite increasing filtration of C in A,
satisfying the following:
– We put N := v ◦ u, and then (C,L,N) ∈ ARMF and L˜(C) =M(N ;L(C)).
A morphism
(
(C1, C
′
1, L˜;u1, v1), L(C1)
) −→ ((C2, C′2, L˜;u2, v2), L(C2)) in C3 is a pair
(F, F ′) of morphisms
F : C1 −→ C2, F ′ : C′1 −→ C′2
such that (i) (F, F ′) gives a morphism (C1, C′1, L˜;u1, v1) −→ (C2, C′2, L˜;u2, v2) in
Glu(Afil,Σ), (ii) F gives a morphism (C1, L(C1)) −→ (C2, L(C2)) in Afil.
Let C1 be the category considered in §6.2.2. We have the functor Ψ : C1 −→ C3
given by
Ψ(C,C′;u, v;L
)
=
(
(C,C′, L˜;u, v), L(C)
)
,
where L˜(C) :=M
(
N ;L(C)
)
and L˜(C′) :=M
(
N ;L(C′)
)
.
Corollary 6.2.7. — The functor Ψ is an equivalence.
Proof Essential surjectivity is already stated in Corollary 6.2.5. The functor is
clearly faithful. It is full by Saito’s formula in Proposition 6.2.4.
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6.2.4. Special case. — As remarked in [62], Proposition 6.2.4 can be regarded as
a generalization of the filtrations introduced in [28] and [75], which we recall here.
Let (C1, L,N) ∈ ARMF, and let W := M(N ;L). We have the induced filtration
N∗L on C1, obtained as the transfer in the following case:
(C,L, L˜) = Σ0,1(C1, L,W ), (C
′, L˜) = (C1,W ), u = N, v = id .
We also have the filtration N!L on C1 obtained as the transfer in the following case:
(C,L, L˜) = Σ−1,0(C1, L,W ), (C′, L˜) = (C1,W ), u = id, v = N.
Indeed, the explicit formulas are given in [28] and [75] (we omit Σ):
(N∗L)k = NLk+1 +Mk(N ;L) ∩ Lk = NLk+1 +Mk(N ;L) ∩ Lk+1
(N!L)k = Lk−1 +Mk(N ;L) ∩N−1Lk−1 = Lk−1 +Mk(N ;L) ∩N−1Lk−2
The morphism N : (C1,W ) −→ T−1(C1,W ) induces (C1, N!L) −→ T−1(C1, N∗L),
which follows from the commutativity of the following diagram:
(C1,W )
id−−−−→ (C1,W ) N−−−−→ T−1(C1,W )
id
y Ny idy
(C1,W )
N−−−−→ T−1(C1,W ) id−−−−→ T−1(C1,W )
We define filtrations N̂∗L on Σ0,−1C1, and N̂!L on Σ1,0C1 as follows:
(Σ0,−1C1, N̂∗L) = Σ0,−1(C1, N∗L), (Σ1,0C1, N̂!L) = Σ1,0(C1, N!L)
6.2.5. Dual and tensor product. — Let us consider the case that A is the cat-
egory of finite dimensional vector spaces with Σp,q = id. We have the functoriality
of transfer for dual. Let (C,C′;u, v;L) ∈ Glu(A,Σ)fil. Then, we have the induced
morphisms of dual filtered vector spaces
(C,L)∨ v
∨−→ (C′, L)∨ u∨−→ (C,L)∨.
We set (C,C′;u, v;L)∨ :=
(
C∨, (C′)∨; v∨, u∨;L
) ∈ Glu(A,Σ)fil. If (C,C′;u, v;L)
is a filtered S-decomposable, (C,C′;u, v;L)∨ is also filtered S-decomposable. By the
functoriality of relative monodromy filtration with respect to dual, the correspondence
induces contravariant functors ∨i on the category Ci (i = 1, 2).
For an object (C,C′,W ;u, v) ∈ Glu(Afil,Σ), we have its dual (C,C′,W ;u, v)∨ :=(
C∨, (C′)∨,W ; v∨, u∨
) ∈ Glu(Afil,Σ). If (C,C′,W ;u, v) is equipped with a filtration
L of C, (C,C′,W ;u, v)∨ is also equipped with an induced filtration L of C∨. By the
functoriality of relative monodromy filtration with respect to dual, the correspondence
of objects
(
(C,C′,W ;u, v), L(C)
)
and
(
(C,C′,W ;u, v)∨, L(C∨)
)
gives a contravariant
functor ∨3 on C3. The following lemma is clear by construction.
Lemma 6.2.8. — We have Ψ ◦ ∨1 = ∨3 ◦Ψ as functors from C1 to C3.
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Let us reword the claim of the lemma. Let
(
(C,C′,W ;u, v), L(C)
) ∈ C3. We
have a filtration L(C′) obtained as the transfer of L(C) by (u, v). We also have(
(C,C′,W ;u, v)∨, L(C∨)
) ∈ C3, and we obtain a filtration L(C′∨) obtained as the
transfer of L(C∨). Then, according to Lemma 6.2.8, L(C′∨) is the same as the
filtration obtained as the dual of L(C′).
Remark 6.2.9. — Let (C,L,N) ∈ ARMF. Let N!L and N∗L be the filtrations in
§6.2.4. Then, as remarked in [28], N!L(C∨) is obtained as the dual of N∗L(C), i.e.,
we have (N!L)k(C
∨) = (N∗L)−k−1(C)⊥. It also follows from the above functoriality
of transfer with respect to dual.
Let (U,L) ∈ Afil. For any (C,C′, L;u, v) ∈ Glu(A,Σ)fil, we have the naturally in-
duced object (C,C′, L;u, v)⊗U ∈ Glu(A,Σ)fil, where the filtrations of C⊗U and C′⊗
U are induced by L. If (C,C′, L;u, v) is filtered S-decomposable, (C,C′, L;u, v)⊗ U
is also filtered S-decomposable. By the functoriality of relative monodromy filtration
with respect to tensor product, it induces functors ⊗U on Ci (i = 1, 2).
For (C,C′,W ;u, v) ∈ Glu(Afil,Σ), we have the naturally induced object
(C,C′,W ;u, v)⊗ U ∈ Glu(Afil,Σ),
where the filtrations of C ⊗ U and C′ ⊗ U are induced by W (C), W (C′) and L(U).
If (C,C′,W ;u, v) is equipped with a filtration L of C, then (C,C′,W ;u, v) ⊗ U
is equipped with a filtration L of C ⊗ U induced by the filtrations L of C and
U . By the functoriality of relative monodromy filtrations, the correspondence of(
(C,C′,W ;u, v), L(C)
)
and
(
(C,C′,W ;u, v)⊗U,L(C⊗U)) induces a functor ⊗U on
C3. The following lemma is clear by construction.
Lemma 6.2.10. — We have Ψ ◦ (⊗U) = (⊗U) ◦Ψ.
Let us reword the lemma. Let (U,L) ∈ Afil and ((C,C′,W ;u, v), L(C)) ∈ C3.
We have a filtration L(C′) obtained as the transfer of L(C) by (u, v). We have(
(C,C′,W ;u, v)⊗ U,L(C ⊗ U)) ∈ C3, and we obtain a filtration L(C′ ⊗ U) obtained
as the transfer of L(C⊗U). Then, according to Lemma 6.2.10, L(C′⊗U) is the same
as the filtration induced by the filtrations L(C′) and L(U).
6.3. Pure and mixed objects
This subsection is a preparation for gluing of variation of admissible variation of
mixed twistor structures (§8–§10). The contents of this subsection are essentially
contained in [28] and [62].
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6.3.1. Setting. — Let A be an abelian category with a family of additive auto
equivalences Σ as in §6.1.1. For any finite set Λ, we shall consider the category A(Λ)
of objects C in A with a commuting Λ-tuple of nilpotent morphisms Ni : C −→ T−1C
(i ∈ Λ). A morphism (C1,N ) −→ (C2,N ) in A(Λ) is a morphism F : C1 −→ C2
such that Nj ◦ F = F ◦Nj . The category A(Λ) is abelian. It is equipped with auto
equivalences given by (C,N ) 7−→ (Σp,qC,N ), which is also denoted by Σp,q. When
we are given (C,N ) ∈ A(Λ), for any subset Λ0 ⊂ Λ, we set N(Λ0) :=
∑
i∈Λ0 Ni, and
the weight filtration M
(
N(Λ0)
)
is denoted by M(Λ0).
Let Φ : Λ1 −→ Λ2 be a map. For (C1,NΛ1) ∈ A(Λ1), we have a naturally induced
object (C1,NΛ2) ∈ A(Λ2), where Nj :=
∑
i∈Φ−1(j)Ni for j ∈ ImΦ, and Nj := 0 for
j 6∈ ImΦ. It gives a functor Φ∗ : A(Λ1) −→ A(Λ2). For (C2,NΛ2) ∈ A(Λ2), we have
a naturally induced object (C1,NΛ1) ∈ A(Λ1), where Nj := NΦ(j) for j ∈ Λ1. It gives
a functor Φ∗ : A(Λ2) −→ A(Λ1). If Φ is a bijection, both Φ∗ and Φ∗ are equivalences.
Assume that we are given saturated full subcategories Pw(Λ) ⊂ A(Λ) (w ∈ Z) for
any finite sets Λ with the following property:
(P0) : Pw(Λ) are abelian subcategories of A(Λ), and they are semisimple. Any
injection Φ : Λ1 −→ Λ2 induces a functor Φ∗ : Pw(Λ1) −→ Pw(Λ2), i.e., for
(C,N ) ∈ Pw(Λ1), we have Φ∗(C,N ) ∈ Pw(Λ2).
(P1) : Σp,q induces an equivalence Pw(Λ) ≃ Pw−p−q(Λ).
(P2) : For (Ci,N ) ∈ Pwi(Λ) with w1 > w2, we have HomA(Λ)
(
(C1,N ),(C2,N )
)
=
0.
(P3) : Let (C,N ) ∈ Pw(Λ).
(P3.1) : For any Λ2 ⊂ Λ1 ⊂ Λ, there exists a relative monodromy filtration
M
(
N(Λ1);M(Λ2)
)
, and it is equal to M(Λ1).
(P3.2) :
(
GrM(Λ1)w1 (C),N Λc1
)
is an object in Pw+w1(Λc1), where Λc1 := Λ\Λ1.
(P3.3) : For • ∈ Λ, (ImN•,N ) is an object in Pw+1(Λ). Moreover, for
∗ ∈ Λ \ •, (C,Σ1,0 ImN•;u, v;M(∗)) is filtered S-decomposable, where
u : Σ1,0C −→ Σ1,0 ImN• and v : Σ1,0 ImN• −→ Σ0,−1C are induced by
N• and the canonical morphism ImN• −→ T−1C, respectively. Namely,
Σ1,0GrM(∗) C −→ Σ1,0GrM(∗) ImN• −→ Σ0,−1GrM(∗) C
is S-decomposable.
We have the categoryA(Λ)fil of the filtered objects inA(Λ), on which Σp,q naturally
acts by Σp,q(C,L,N ) =
(
Σp,q(C,L),N
)
. Let M′(Λ) ⊂ A(Λ) be the saturated full
subcategory of the objects (C,L,N ) such that GrLw(C,N ) ∈ Pw(Λ).
Lemma 6.3.1. — Let F : (C1, L,N ) −→ (C2, L,N ) be a morphism in M′(Λ).
– F is strict with respect to L.
– Let (KerF,N ), (ImF,N ) and (CokF,N ) be the kernel, the image and the cok-
ernel in A(Λ). They are equipped with the naturally induced filtrations L, with
which they are objects in M′(Λ).
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– In particular, M′(Λ) is abelian, and the forgetful functor M′(Λ) −→ A(Λ) is
exact.
Proof The first claim follows from P2. Then, the second claim follows from P0
and the first claim.
Assume that we are given a saturated full subcategory M(Λ) ⊂ M′(Λ) with the
following property:
(M0) : Any injection Φ : Λ −→ Λ1 induces a functor Φ∗ : M(Λ) −→ M(Λ1).
The categories M(Λ) are abelian subcategories of M′(Λ). We naturally have
Pw(Λ) ⊂ M(Λ) for any w ∈ Z, i.e., if (C,L) ∈ M′(Λ) satisfies GrLj (C) = 0
unless j 6= w, then (C,L) ∈M(Λ).
(M1) : (C,L,N ) ∈M(Λ) if and only if Σp,q(C,L,N ) ∈M(Λ).
(M2) : Let (C,L,N ) ∈M(Λ).
(M2.1) : GrLw(C,N ) ∈ Pw(Λ).
(M2.2) : For any decomposition Λ = Λ0⊔Λ1, there existsM
(
N(Λ1);L
)
=:
M(Λ1;L), and
resΛΛ0(C,L,N ) := (C,M(Λ1;L),NΛ0)
is an object inM(Λ0). Note that L gives a filtration of resΛΛ0(C,L,N ) in
M(Λ0).
(M3) : Let • ∈ Λ, and put Λ0 := Λ \ •. Let us consider (C,L,NΛ) ∈ M(Λ) and
(C′, L˜,N ′Λ0) ∈M(Λ0) with morphisms
Σ1,0 resΛΛ0(C,L,NΛ)
u−−−−→ (C′, L˜,N ′Λ0)
v−−−−→ Σ0,−1 resΛΛ0(C,L,NΛ)
in M(Λ0) such that v ◦ u = N•. Let L(C′) be the filtration in the category
of M(Λ0) obtained as the transfer of L(C), and put N ′• := u ◦ v. Then,
(C′, L,N ′Λ) ∈ M(Λ).
The following lemma clearly follows from M0.
Lemma 6.3.2. — Let (C,L,N ) ∈ M(Λ). Then, (LjC,L,N ) ∈ M(Λ) for each
j ∈ Z.
Lemma 6.3.3. — Let F : (C,L,N ) −→ (C′, L,N ′) be a morphism in M(Λ). Then,
F is strict with respect to the filtrations M(Λ1;L) for any Λ1 ⊂ Λ.
Proof It follows from the conditions P2 and M2.
Lemma 6.3.4. — The functor resΛΛ0 :M(Λ) −→M(Λ0) is exact.
Proof It follows from M0, Lemma 6.3.1 and Lemma 6.3.3.
Lemma 6.3.5. — Let (C,L,N ) ∈M(Λ). For any Λ2 ⊂ Λ1 ⊂ Λ, we have
(96) M
(
N(Λ1);M(Λ2;L)
)
=M(Λ1;L).
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Proof We use an induction on the length of the filtration L. If L is pure, it follows
from P3.1. Assume that (i) Lk(C) = C, (ii) the claim holds for (Lk−1(C), L,N ). We
have the exact sequence in M(Λ):
0 −→ (Lk−1C,L,N ) −→ (C,L,N ) −→ (GrLk C,N ) −→ 0
We obtain the exact sequence in M(Λc2):
0 −→ resΛΛc2(Lk−1C,L,N ) −→ res
Λ
Λc2
(C,L,N ) −→ resΛΛc2(Gr
L
k C,N ) −→ 0
Because it is strict with respect to M
(
N(Λ1);M(Λ2;L)
)
, we obtain (96).
6.3.2. A category LA(Λ). — We prepare a category LA(Λ) as follows. An object
of LA(Λ) is a tuple (CI ∈ A ∣∣ I ⊂ Λ), with morphisms for I ⊂ J ⊂ Λ
Σ|J\I|,0CI
gJI−−−−→ CJ fIJ−−−−→ Σ0,−|J\I|CI
satisfying the compatibility conditions for I ⊂ J ⊂ K ⊂ Λ:
fI J ◦ fJ K = fI K , gK J ◦ gJ I = gK I , gJ,I∩J ◦ fI∩J,I = fJ I∪J ◦ gI∪J,I .
Such a tuple
(
CI ; fIJ , gJI
)
is often denoted by T . A morphism T1 −→ T2 is a tuple
of morphisms FI : C1,I −→ C2,I such that the following diagrams are commutative:
Σ|J\I|,0C1,I
g1,JI−−−−→ C1,J f1,IJ−−−−→ Σ0,−|J\I|C1,I
FI
y FJy FIy
Σ|J\I|,0C2,I
g2,JI−−−−→ C2,J f2,IJ−−−−→ Σ0,−|J\I|C2,I
The category LA(Λ) is abelian, and equipped with naturally induced auto equiva-
lences Σp,q.
For any object T = (CI , fIJ , gJI), each CI is equipped with a tuple of morphisms
Ni : CI −→ T−1CI (i ∈ Λ) given as follows:
Ni = fI,I∪{i} ◦ gI∪{i},I (i 6∈ I), Ni = gI,I\i ◦ fI\i,I (i ∈ I).
The tuple is denoted by N I .
6.3.3. S-decomposability and strict support. — An object T ∈ LA(Λ) is called
S-decomposable, if the following holds:
– For J = I ⊔{i}, we have CJ = Im gJI⊕Ker fIJ , i.e., the tuple (CI , CJ , gJI , fIJ)
is S-decomposable.
Let T ∈ LA(Λ). We say that T has strict support I, if the following holds:
– We have CJ = 0 unless J ⊃ I. The morphisms gJI (resp. fIJ) are epimorphisms
(resp. monomorphisms) for any J ⊃ I. In particular, T is S-decomposable.
The following lemma is clear.
Lemma 6.3.6. — Let T =T1⊕T2 be an object in LA(Λ). Then,T is S-decomposable
if and only if Ti (i = 1, 2) are S-decomposable.
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Lemma 6.3.7. — If Ti ∈ LA(Λ) (i = 1, 2) have strict supports Ii with I1 6= I2, then
any morphism T1 −→ T2 is 0.
Proof Let F : T1 −→ T2 be a morphism. If I1 ) I2, we have the following:
C1,I1 −−−−→ C1,I2 = 0
FI1
y FI2y
C2,I1
mono−−−−→ C2,I2
Hence, we have FI1 = 0. For any J ⊃ I1, we have the commutative diagram:
C1,I1
epi−−−−→ C1,J
FI1
y FJy
C2,I1
gJ,I1−−−−→ C2,J
We obtain FJ = 0 for any J ⊃ I, and hence F = 0. If I1 6⊃ I2, we have C2,I1 = 0 and
hence FI1 : C1,I1 −→ C2,I1 is 0, which implies F = 0 as above.
Lemma 6.3.8. — Let T ∈ LA(Λ) be S-decomposable. Then, we have a unique
decomposition T =⊕I⊂Λ TI such that each TI has strict support I.
Proof The uniqueness follows from Lemma 6.3.7. As for the existence, we use
an induction on |Λ|. If |Λ| = 0, the claim is clear. For any I ⊂ Λ and i ∈ Λ \ I, let
Ii := I ∪ {i}.
Let T ∈ LA(Λ) be S-decomposable. Assume that we have Λ0 ⊂ Λ such that gIi,I
is epimorphism for any i ∈ Λ0 and I ⊂ Λ \ {i}. If Λ = Λ0, T has strict support ∅.
Let us consider the case Λ 6= Λ0. Fix j ∈ Λ \ Λ0. We put
C′I :=
{
CI (j 6∈ I)
Im gI,I\j (j ∈ I), C
′′
I :=
{
0 (j 6∈ I)
Ker fI\j,I (j ∈ I).
We obtain a decomposition CI = C
′
I ⊕C′′I for any I ⊂ Λ, which induces a decomposi-
tion T = T ′ ⊕ T ′′ in LA(Λ). By Lemma 6.3.6, both T ′ and T ′′ are S-decomposable.
We may apply the hypothesis of the induction to T ′′. We have the surjectivity of gIi,I
for T ′ if i ∈ Λ0 ⊔ {j} and i 6∈ I. Hence, we obtain a decomposition by strict supports
by an easy induction.
6.3.4. A category LA(Λ1,Λ2). — Let Λi (i = 1, 2) be finite sets. We consider the
category LA(Λ1,Λ2) :=
(
LA(Λ1)
)
(Λ2), i.e., let LA(Λ1,Λ2) be the category of objects
T in LA(Λ1) with a commuting Λ2-tuple of morphisms Nj : T −→ T−1T (j ∈ Λ2).
It is an abelian category equipped with naturally induced auto equivalences Σp,q. An
object (T ,N ) ∈ LA(Λ1,Λ2) is called S-decomposable, if T is S-decomposable. In
the case, N preserves the decomposition in Lemma 6.3.8.
Let (T ,N ) ∈ LA(Λ1,Λ2). Each underlying CI is equipped with the morphisms Ni
(i ∈ Λ1) and Nj (j ∈ Λ2). We set N (Λ2)I :=
(
Ni
∣∣ i ∈ Λ1) ⊔ (Nj ∣∣ j ∈ Λ2).
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Remark 6.3.9. — (T ,N ) will often be denoted by T , if there is no risk of confusion.
6.3.5. Pure objects in LA(Λ1,Λ2). — An object (T ,N ) ∈ LA(Λ1,Λ2) is called
pure of weight w, if the following holds:
(LP1) : (T ,N ) is S-decomposable.
(LP2) : Each
(
CI ,N
(Λ2)
I
)
is an object in Pw(Λ1 ⊔ Λ2).
Let PwLA(Λ1,Λ2) ⊂ LA(Λ1,Λ2) denote the full subcategory of pure objects of weight
w. If Λ2 = ∅, it is denoted by PwLA(Λ1).
Proposition 6.3.10. — The family
{
PwLA(Λ1,Λ2)
}
satisfies the conditions P0–
P3.
Proof The conditionP2 for PwLA(Λ1,Λ2) follows from that for Pw(Λ1⊔Λ2). The
condition P1 is clearly satisfied. Any injection Λ2 −→ Λ′2 clearly induces a functor
PwLA(Λ1,Λ2) −→ PwLA(Λ1,Λ′2). Let us prove that PwLA(Λ1,Λ2) is abelian and
semisimple. The following lemma is clear.
Lemma 6.3.11. — Let Ti ∈ LA(Λ1,Λ2) (i = 1, 2). Then, T1 ⊕ T2 ∈ PwLA(Λ1,Λ2)
if and only if Ti ∈ PwLA(Λ1,Λ2) for i = 1, 2.
We obtain the following lemma from Lemma 6.3.8 and Lemma 6.3.11.
Lemma 6.3.12. — For any T ∈ PwLA(Λ1,Λ2). we have the decomposition T =⊕
I⊂Λ1 TI in PwLA(Λ1,Λ2), where each TI has strict support I. It is uniquely deter-
mined.
Lemma 6.3.13. — Let T , T ′ ∈ PwLA(Λ1,Λ2). Assume that they have strict sup-
port I. Let F : T −→ T ′ be a morphism in PwLA(Λ1,Λ2). Then, we have
KerF, ImF,CokF ∈ PwLA(Λ1,Λ2),
and they have strict support I.
Proof Let FI : CI −→ C′I (I ⊂ Λ1) denote the underlying morphisms. Let I ⊂ J .
We omit to denote the shift by Σp,q. The induced morphisms gJ,I : Im(FI) −→
Im(FJ ) and gJ,I : Cok(FI) −→ Cok(FJ ) are clearly epimorphisms. The induced
morphisms fI,J : Im(FJ ) −→ Im(FI) and fI,J : Ker(FJ ) −→ Ker(FI) are clearly
monomorphisms. Hence, we have only to prove that (i) gJ,I : Ker(FI) −→ Ker(FJ )
are epimorphisms, (ii) fI,J : Cok(FJ ) −→ Cok(FI) are monomorphisms. We have
only to consider the case J = I ⊔ {i}.
Because the category Pw(Λ1 ⊔ Λ2) is semisimple, we can take a decomposition
CI = KerFI ⊕ C compatible with Nk (k ∈ Λ1 ⊔ Λ2). Then, we have ImNi =(
ImNi ∩ KerFI
) ⊕ (ImNi ∩ C) = Ni(KerFI) ⊕ Ni(C). We have NiKer(FI) ⊂
fIJ(KerFJ ) ⊂ ImNi ∩ KerFI . Then, we obtain (i). The claim (ii) can be proved
similarly.
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Hence, the decompositions by strict support induce an equivalence of the categories:
PwLA(Λ1,Λ2) ≃
⊕
I⊂Λ1
Pw(I ⊔ Λ2)
In particular, the category PwLA(Λ1,Λ2) is abelian and semisimple, and we obtain
that PwLA(Λ1,Λ2) satisfies the condition P0.
Let us consider P3 for PwLA(Λ1,Λ2). Let (T ,N ) ∈ PwLA(Λ1,Λ2). The condition
P3.1 follows from that of objects in Pw(Λ1 ⊔ Λ2).
Let Λ2 = Λ2,0 ⊔ Λ2,1 be a decomposition. We have the induced object(
Gr
M(Λ2,1)
w′ T ,N Λ2,0
) ∈ LA(Λ1,Λ2,0).
To prove that it is pure of weight w +w′, we have only to consider the case in which
Λ2,1 consists of a unique element ∗, according to P3.1 for PwLA(Λ1,Λ2). It satisfies
LP2, due to the condition P3.2 for objects in Pw(Λ1 ⊔ Λ2). To prove LP1 for(
GrM(∗) T ,NΛ2,0
)
, we may assume that (T ,N ) has strict support I. Then, it follows
from P3.3 for objects in Pw(Λ1 ⊔ Λ2).
Let • ∈ Λ2. We obtain an object
(
ImN•,N
)
in LA(Λ1,Λ2). We shall prove that
the object
(
ImN•,N
)
is pure of weight w + 1. We have only to consider the case in
which T has strict support I. It is clear that LP1 is satisfied. The condition LP2
follows from P3.3 for Pw(Λ1 ⊔ Λ2).
Let ∗ ∈ Λ2 \ •. Let us look at the induced morphisms:
(97) Σ1,0GrM(∗) T −→ Σ1,0GrM(∗) ImN• −→ Σ0,−1GrM(∗) T
It is a tuple of the following morphisms:
Σ1,0GrM(∗) CI −→ Σ1,0GrM(∗) ImN•,I −→ Σ0,−1GrM(∗) CI
It is S-decomposable by P3.3 for objects in Pw(Λ). Hence, (97) is S-decomposable.
Thus, the proof of Proposition 6.3.10 is finished.
6.3.6. Mixed objects in LA(Λ1,Λ2). — A filtered object (T ,N ,L)∈LA(Λ1,Λ2)fil
is called mixed, if the following holds:
(LM1) : GrLw(T ,N ) ∈ PwLA(Λ1,Λ2).
(LM2) : Each (CI ,L,N (Λ2)) is an object in M(Λ1 ⊔ Λ2) for I ⊂ Λ1.
Let MLA(Λ1,Λ2) ⊂ A(Λ1,Λ2)fil denote the full subcategory of mixed objects. If
Λ2 = ∅, it is denoted by MLA(Λ1).
Proposition 6.3.14. — The family {MLA(Λ1,Λ2)} satisfies the conditions M0–
M3.
Proof The condition M1 is clearly satisfied. Let F : (T1,L,N ) −→ (T2,L,N )
be a morphism in MLA(Λ1,Λ2). By the condition P2 for PwLA(Λ1,Λ2), we have
the strictness of F with respect to L. In particular, KerF , CokF and ImF are
naturally equipped with filtrations L, and we have natural isomorphisms GrLKerF ≃
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KerGrL F , GrL ImF ≃ ImGrL F and GrL CokF ≃ CokGrL F . Hence, LM1 holds
for KerF , CokF and ImF by Proposition 6.3.10. By the condition M0 for M(Λ1 ⊔
Λ2), the condition LM2 also holds for KerF , ImF and CokF . Hence, MLA(Λ1,Λ2)
is abelian. Clearly, any injection Λ′2 −→ Λ2 induces a functor MLA(Λ1,Λ′2) −→
MLA(Λ1,Λ2). Hence, M0 is satisfied for MLA(Λ1,Λ2).
Let us considerM2. For (T ,L,N ) ∈MLA(Λ1,Λ2), the conditionM2.1 is satisfied
by definition. Let Λ2 = Λ2,0 ⊔ Λ2,1 be a decomposition. Each underlying CI has
L˜ := M(N (Λ2,1),L(CI)) by the condition M2.2 for objects in M(Λ1 ⊔ Λ2). It
induces a filtration L˜ of (T ,N Λ2,0) in LA(Λ1,Λ2,0), which is a relative monodromy
filtration M(N (Λ2,1),L):
resΛ2Λ2,0(T ,L,N ) := (T , L˜,N Λ2,0 )
The condition LM2 for resΛ2Λ2,0(T ,L,N ) follows fromM2.2 for objects inM(Λ1⊔Λ2).
By the canonical decomposition (§6.1.2), we have an isomorphism
GrL˜(T ,N Λ2,0) ≃ GrL˜GrL(T ,N Λ2,0).
Hence, LM1 for resΛ2Λ2,0 (T ,L,N ) follows from P3.2 for objects in PwLA(Λ1,Λ2).
Hence, we obtain that resΛ2Λ2,0(T ,L,N ) is an object in MLA(Λ1,Λ2), i.e., M2 holds
for MLA(Λ1,Λ2).
Let us consider M3 for MLA(Λ1,Λ2). Let • ∈ Λ2, and we put Λ2,0 := Λ2 \ •.
We consider (T ,L,N Λ2) ∈ MLA(Λ1,Λ2) and (T ′, L˜,N ′Λ2,0) ∈ MLA(Λ1,Λ2,0) with
morphisms
Σ1,0 resΛ2Λ2,0(T ,L,N Λ2)
u−→ (T ′, L˜,N ′Λ2,0 )
v−→ Σ0,−1 resΛ2Λ2,0(T ,L,N Λ2)
in MLA(Λ1,Λ2,0) such that v ◦u = N•. We have the filtration L(T ′) obtained as the
transfer of L(T ). We put N ′• := u ◦ v. Let us prove that (T ′,L,N ′Λ2) is an object in
MLA(Λ1,Λ2). The condition LM2 for MLA(Λ1,Λ2) follows fromM3 for objects in
M(Λ1 ⊔ Λ2). By the construction of L(T ′), we have the decomposition
GrLw(T ′) =
⊕
ImGrLw(u)⊕KerGrLw(v).
Because L˜ = M(N•,L), we have a natural splitting GrL˜wKerGrLw(v) ≃ KerGrLw(v).
Hence, KerGrLw(v) with the induced tuple of morphisms denoted by Gr
L
w(N Λ2,0 ) is
isomorphic to a direct summand of
GrL˜w Gr
L
w(T ′,N Λ2,0 ) ≃ GrL˜w(T ′,N Λ2,0 ) ∈ PwLA(Λ1,Λ2,0) ⊂ PwLA(Λ1,Λ2)
By P0 for PwLA(Λ1,Λ2), we obtain that
(
KerGrL(v),GrL(N Λ2,0)
)
is an object in
PwLA(Λ1,Λ2). We have the natural isomorphism
Σ1,0
(
ImGrLN•,GrLN Λ2
) ≃ (ImGrL u,GrLN Λ2).
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Hence, we obtain that
(
ImGrL u,GrLN Λ2
)
is an object in PwLA(Λ1,Λ2) by P3.3 in
Proposition 6.3.10. Hence, (T ′,L,N ′Λ2) is an object in MLA(Λ1,Λ2), and the con-
dition M3 holds for MLA(Λ1,Λ2). Thus, the proof of Proposition 6.3.14 is finished.
6.3.7. Some functors. — For any K ⊂ Λ1, we have the functors
ψK , φK : LA(Λ1,Λ2) −→ LA(Λ1 \K,Λ2 ⊔K)
given as follows. Let T ∈ LA(Λ1,Λ2). For I ⊂ Λ1 \ K, we set ψK(T )I := CI and
φK(T )I := CI⊔K . For I ⊂ J , we have the naturally induced morphisms
Σ|J\I|,0ψK(T )I −→ ψK(T )J −→ Σ0,−|J\I|ψK(T )I
Σ|J\I|,0φK(T )I −→ φK(T )J −→ Σ0,−|J\I|φK(T )I
with which they are objects in LA(Λ1 \ K). They are equipped with the naturally
induced morphisms N Λ2 . Moreover, ψK(T ) and φK(T ) are equipped with naturally
induced morphisms NK := (Ni | i ∈ K). We set N Λ2⊔K = N Λ2 ⊔NK . Hence, we
obtain
(
φK(T ),N Λ2⊔K
)
and
(
ψK(T ),N Λ2⊔K
)
. They naturally induce the functors
ψK , φK : LA(Λ1,Λ2)fil −→ LA(Λ1 \K,Λ2 ⊔K)fil.
They naturally induce
ψK , φK :MLA(Λ1,Λ2) −→MLA(Λ1 \K,Λ2 ⊔K)
ψK , φK : PwLA(Λ1,Λ2) −→ PwLA(Λ1 \K,Λ2 ⊔K).
The induced functor resΛ2⊔KΛ2 φK :MLA(Λ1,Λ2) −→MLA(Λ1\K,Λ2) is also denoted
by φK , if there is no risk of confusion.
6.3.8. Gluing. — Fix an element • ∈ Λ1. We consider the category Glue(Λ1,Λ2, •)
given as follows. An object in Glue(Λ1,Λ2, •) is a tuple of
(T ′,L,N ′) ∈ MLA(Λ1 \
•,Λ2⊔•) and
(T ′′, L˜,N ′′) ∈MLA(Λ1 \•,Λ2) with morphisms U and V inMLA(Λ1\
•,Λ2),
Σ1,0 resΛ2⊔•Λ2
(T ′,L,N ′) U−→ (T ′′, L˜,N ′′) V−→ Σ0,−1 resΛ2⊔•Λ2 (T ′,L,N ′)
such that N ′• = V ◦ U . A morphism in Glue(Λ1,Λ2, •) is a tuple of morphisms
F ′ :
(T ′1 ,L,N ′) −→ (T ′2 ,L,N ′) in MLA(Λ1 \ •,Λ2 ⊔ •)
F ′′ :
(T ′′1 , L˜,N ′′) −→ (T ′′2 , L˜,N ′′) in MLA(Λ1 \ •,Λ2)
such that the following diagram is commutative:
Σ1,0 resΛ2⊔•Λ2
(T ′1 ,L,N ′) −−−−−→ (T ′′1 , L˜,N ′′) −−−−−→ Σ0,−1 resΛ2⊔•Λ2 (T ′1 ,L,N ′)
F ′
y F ′′y F ′y
Σ1,0 resΛ2⊔•Λ2
(T ′2 ,L,N ′) −−−−−→ (T ′′2 , L˜,N ′′) −−−−−→ Σ0,−1 resΛ2⊔•Λ2 (T ′2 ,L,N ′)
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For (T ,L,N ) ∈ MLA(Λ1,Λ2), we have Γ(T ,L,N ) in Glue(Λ1,Λ2, •) which is the
tuple of the objects
ψ•
(T ,L,N ) ∈MLA(Λ1 \ •,Λ2 ⊔ •),
resΛ2⊔•Λ2 φ•(T ,L,N ) ∈MLA(Λ1 \ •,Λ2).
with naturally induced morphisms U and V :
Σ1,0 resΛ2⊔•Λ2 ψ•(T ,L,N )
U−→ resΛ2⊔•Λ2 φ•(T ,L,N )
V−→ Σ0,−1 resΛ2⊔•Λ2 ψ•(T ,L,N )
Thus, we obtain a functor Γ :MLA(Λ1,Λ2) −→ Glue(Λ1,Λ2, •).
Corollary 6.3.15. — The functor Γ is an equivalence.
Proof Let
(T ′,L,N ′), (T ′′, L˜,N ′′), U and V be as above. We have the filtration
L of (T ′′,N ′′) obtained as the transfer. By M3 in Proposition 6.3.14, (T ′′,L,N ′′)
is an object in MLA(Λ1 \ •,Λ2 ⊔ •). We put CI := C′I if • 6∈ I and CI := C′′I\• if
• ∈ I. The tuple (CI | I ⊂ Λ1) with the induced morphisms naturally gives an object
in LA(Λ1,Λ2). Then, it is easy to check LM1–2 for this object, and we obtain the
essential surjectivity of Γ. It is obvious to see that Γ is faithful. It is full thanks to
the functoriality of the transfer.
6.3.9. Another description of MLA(Λ1,Λ2). — We shall introduce a category
M ′LA(Λ1,Λ2). An object of M ′LA(Λ1,Λ2) is (T ,N Λ2) ∈ LA(Λ1,Λ2) with a tuple
of filtrations L =
(
LI
∣∣ I ⊂ Λ1) of the underlying objects CI such that the following
holds:
– Each UI = (CI , LI ,N (Λ2)Λ1\I) is an object in M(Λ1 ⊔ Λ2 \ I), where N
(Λ2)
Λ1\I =(
Nj
∣∣ j ∈ Λ1 \ I) ⊔N Λ2 .
– gJI and fIJ give the following morphisms in M
(
Λ1 ⊔ Λ2 \ J
)
:
Σ|J\I|,0 resΛ1⊔Λ2\IΛ1⊔Λ2\J
(UI) gJI−−−−→ UJ fIJ−−−−→ Σ0,−|J\I| resΛ1⊔Λ2\IΛ1⊔Λ2\J(UI)
A morphism (T1,N Λ2 ,L) −→ (T2,N Λ2 ,L) in M ′LA(Λ1,Λ2) is a morphism F :
(T1,N Λ2) −→ (T2,N Λ2) in LA(Λ1,Λ2) such that each FI : C1,I −→ C2,I is com-
patible with the filtrations LI .
We have the functor ΦΛ1,Λ2 :MLA(Λ1,Λ2) −→M ′LA(Λ1,Λ2) defined as follows.
For (T ,L,N Λ2), we set LI(CI) := M
(
N(I);L(CI)
)
. Then, (T ,N Λ2) with L =
(LI | I ⊂ Λ1) is an object inM ′LA(Λ1,Λ2), which is defined to be ΦΛ1,Λ2(T ,L,N Λ2).
Theorem 6.3.16. — The above functors ΦΛ1,Λ2 are equivalent.
Proof The claim is clear in the case |Λ1| = 0. We use an induction on
(|Λ1| +
|Λ2|, |Λ1|
)
. Take • ∈ Λ1. We assume that ΦΛ1\•,Λ2⊔• and ΦΛ1\•,Λ2 are equivalent,
and we will prove that ΦΛ1,Λ2 is equivalent.
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Let (T ,N Λ2 ,L) ∈ MLA′(Λ1,Λ2). Each CI is equipped with a filtration L˜I :=
M(N•, LI(CI)). Thus, we obtain a functor
resΛ2Λ2\• :M
′LA(Λ1,Λ2) −→M ′LA(Λ1,Λ2 \ •)
given by resΛ2Λ2\•
(T ,N Λ2 ,L) = (T ,N Λ2\•, L˜). We also have the functor
resΛ2Λ2\• :MLA(Λ1,Λ2) −→MLA(Λ1,Λ2 \ •).
Lemma 6.3.17. — We have resΛ2Λ2\• ◦ΦΛ1,Λ2 = ΦΛ1,Λ2\• ◦ res
Λ2
Λ2\•.
Proof We have
M
(
N(I);M(N•;L)
)
=M
(
N• +N(I);L
)
=M
(
N•;M
(
N(I);L
))
.
Then, we obtain the claim of the lemma.
We consider a category Glue′(Λ1,Λ2, •) given as follows. An object is a tuple of
(98)
(T ′,N ′,L) ∈M ′LA(Λ1 \ •,Λ2 ⊔ •), (T ′′,N ′′, L˜) ∈M ′LA(Λ1 \ •,Λ2)
with morphisms in M ′LA(Λ1 \ •,Λ2)
(99) Σ1,0 resΛ2⊔•Λ2
(T ′,N ′,L) U−→ (T ′′,N ′′, L˜) V−→ Σ0,−1 resΛ2⊔•Λ2 (T ′,N ′,L)
such that V ◦ U = N•. Morphisms in Glue′(Λ1,Λ2, •) are naturally defined.
By Lemma 6.3.17, we have a naturally defined functor Φ0 : Glue(Λ1,Λ2, •) −→
Glue′(Λ1,Λ2, •).
Lemma 6.3.18. — Φ0 : Glue(Λ1,Λ2, •) −→ Glue′(Λ1,Λ2, •) is equivalent.
Proof It is easy to observe that the functor Φ0 is fully faithful. Let us prove
the essential surjectivity. Take an object in Glue′(Λ1,Λ2, •), i.e., a tuple as in (98)
with morphisms as in (99). By using the hypothesis of the induction, we obtain the
following:
– A filtration L of (T ,N ) such that (T ,L,N ) ∈ MLA(Λ1 \ •,Λ2 ⊔ •) and
ΦΛ1\•,Λ2⊔•(T ,L,N ) = (T ,N ,L).
– A filtration L˜ of (T ′,N ′) such that (T ′, L˜,N ′) ∈MLA(Λ1 \ •,Λ2) and
ΦΛ1\•,Λ2(T ′, L˜,N ) = (T ′,N ′,L).
– A filtration L˜ of (T ,N Λ2) such that (T , L˜,N Λ2) ∈MLA(Λ1 \ •,Λ2) and
ΦΛ1\•,Λ2(T , L˜,N Λ2) = resΛ2⊔•Λ2 (T ,N ,L),
where N Λ2 :=
(Nj ∣∣ j ∈ Λ2).
Because ΦΛ1\•,Λ2⊔• is equivalent, res
Λ2⊔•
Λ2
(T ,L,N ) is equal to (T , L˜,N Λ2), and U
and V give morphisms in MLA(Λ1 \ •,Λ2). Hence, (T ,L,N ), (T ′, L˜,N ′) with (U ,V)
naturally gives an object in Glue(Λ1,Λ2), and we can deduce that Φ0 is essentially
surjective.
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We prepare some functors. We have the naturally induced functors
φ• :M ′LA(Λ1,Λ2) −→M ′LA(Λ1 \ •,Λ2),
ψ• :M ′LA(Λ1,Λ2) −→M ′LA(Λ1 \ •,Λ2 ⊔ •).
For (T ,L,N ) ∈ M ′LA(Λ1,Λ2), we have induced morphisms U : Σ1,0ψ(T ) −→ φ(T )
and V : φ(T ) −→ Σ0,−1ψ(T ), induced by gI,I\• and fI\•,I . They give morphisms in
M ′LA(Λ1 \ •,Λ2):
Σ1,0 resΛ2⊔•Λ2 ψ•(T ,N ,L) −→ φ•(T ,N ,L) −→ Σ0,−1 resΛ2⊔•Λ2 ψ•(T ,N ,L)
Hence, we obtain a functor Γ′ : M ′LA(Λ,Λ2) −→ Glue′(Λ1,Λ2, •). Because Γ′ ◦
ΦΛ1,Λ2 = Φ0 ◦ Γ by construction, we have only to prove that Γ′ is an equivalence.
But, it is clear by construction. Thus, the proof of Theorem 6.3.16 is finished.
For any K ⊂ Λ1, we have naturally defined functor ψK : M ′LA(Λ1,Λ2) −→
M ′LA(Λ1 \K,Λ2 ⊔K), and the following is commutative:
(100)
MLA(Λ1,Λ2) ψK−−−−→ MLA(Λ1 \K,Λ2 ⊔K)
≃
y ≃y
M ′LA(Λ1,Λ2) ψK−−−−→ M ′LA(Λ1 \K,Λ2 ⊔K)
6.3.10. Commutativity of the transfer. — Let V = (C,L,N ) ∈ M(2), where
2 := {1, 2}. We obtain the following object T =: V [!1 ∗ 2] in M ′LA(2). We put
(T∅, L∅) := (C,L), (T1, L1) := Σ1,0
(
C,M(N1;L)
)
,
(T2, L2) := Σ0,−1
(
C,M(N2;L)
)
, (T2, L2) := Σ1,−1
(
C,M(N1 +N2;L)
)
.
The morphisms fIJ and gJI are given as follows:
Σ1,0
(T∅,M(N1;L∅)) id−−−−→ (T1, L1) N1−−−−→ Σ0,−1(T∅,M(N1;L∅))
Σ1,0
(T∅,M(N2;L∅)) N2−−−−→ (T2, L2) id−−−−→ Σ0,−1(T∅,M(N2;L∅))
Σ1,0
(T1,M(N2;L1)) N2−−−−→ (T2, L2) id−−−−→ Σ0,−1(T1,M(N2;L1))
Σ1,0
(T2,M(N1;L2)) id−−−−→ (T2, L2) N1−−−−→ Σ0,−1(T2,M(N1;L2))
By Theorem 6.3.16, we obtain the filtration L of T = V [!1 ∗ 2] such that (T ,L) ∈
MLA(2). It is easy to check the following:
L∅(C) = L, L1(Σ1,0C) = N̂1!L,
L2(Σ0,−1C) = N̂2∗L, L2(Σ1,−1C) = N̂2∗N̂1!L = N̂1!N̂2∗L.
In particular, we obtain the following commutativity.
Lemma 6.3.19. — N2∗N1!L = N1!N2∗L.
Similarly, we obtain the following lemma.
Lemma 6.3.20. — N2⋆N1⋆L = N1⋆N2⋆L for ⋆ = ∗, !.
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Let Λ be a finite set.
Proposition 6.3.21. — Let (V, L,N ) be an object in M(Λ). Let i, j ∈ Λ be distinct
elements. Let ⋆i, ⋆j ∈ {∗, !}. Then, we have Ni⋆i(Nj⋆jL) = Nj⋆j (Ni⋆iL).
Proof Let Λ1 := Λ \ {i, j} and Λ2 := {i, j}. We set A˜ := A(Λ1), P˜w(Λ′) :=
Pw(Λ1 ⊔ Λ′) and M˜(Λ′) = M(Λ1 ⊔ Λ′). Then, they satisfy the conditions in §6.3.1.
Then, the claim follows from Lemma 6.3.19 and Lemma 6.3.20.
Let (C,L,N ) be an object in M(Λ). Let J ⊂ Λ. We define a filtration N̂ J∗L of
Σ0,−|J|C inductively; take j ∈ J , put J0 := J \ {j}, and define N̂ J∗L := N̂j∗N̂ J0∗L.
By Proposition 6.3.21, it is independent of the choice of j. Similarly, we define N̂ J!L
of Σ|J|,0C. We obtain N J∗L and N J!L on C by (C,N J∗L) := Σ0,|J|(C,N̂ J∗L) and
(C,N J!L) := Σ
−|J|,0(C,N̂ J!L).
For Ji ⊂ Λ (i = 1, 2) with J1 ∩ J2 = ∅, we obtain a filtration N J1!N J2∗L =
N J2∗N J1!L on C.
6.3.11. Canonical prolongations. — Let V = (C,L,N ) be an object in M(Λ).
Let Λ1 ⊔ Λ2 = Λ be a decomposition. We obtain an object T =: V [∗K1!K2] ∈
MLA(Λ) given as follows. For I ⊂ Λ, we set Ij := I ∩ Λj , and TI := Σ|I2|,−|I1|C. It
is equipped with a filtration N̂ I1!N̂ I2∗L. For I ⊔ {i} ⊂ Λ, morphisms gIi,I and fI,Ii
are given as follows:
gIi,I :=
{
id (i ∈ Λ2)
Ni (i ∈ Λ1) fI,Ii :=
{
Ni (i ∈ Λ2)
id (i ∈ Λ1)
CHAPTER 7
MIXED TWISTOR D-MODULES
We shall introduce mixed twistor D-modules (Definition 7.2.1). The definition
is not completely parallel to that for mixed Hodge modules in [62]. It is partially
because we are concerned with only graded polarizable objects. Since we shall later
prove that any mixed twistor D-module is expressed as a gluing of some admissible
variations of mixed twistor structures (§10.3 and §11.1), as expected, mixed twistor
D-modules can be regarded as a twistor version of mixed Hodge modules.
7.1. Admissibly specializable pre-mixed twistor D-modules
7.1.1. Pre-mixed twistor D-modules. — Let MT(X,w) denote the category
of polarizable pure twistor D-modules on X of weight w. (We omit the adjective
“wild”.) A filtered RX -triple means a RX -triple T with an increasing filtration W
indexed by integers such that Wj = 0 for j << 0 and Wj(T ) = T for j >> 0
locally on X . A filtered RX -triple (T ,W) is called a pre-mixed twistor D-module,
if GrWw (T ) ∈ MT(X,w) for each w. Let MTW(X) denote the full subcategory of
pre-mixed twistor D-modules in the category of filtered R-triples. It is equipped with
auto equivalences Σp,q(T ,W) = (T ,W)⊗ (U(−p, q),W). Recall the following lemma
in [56] (and [48]).
Lemma 7.1.1. — The categoryMTW(X) is abelian. Any morphism f : (T1,W) −→
(T2,W) is strict with respect to the weight filtration.
Let F : X −→ Y be a projective morphism. Let (T ,W) ∈ MTW(X). The R-
triple F i†T is equipped with an induced filtration W , i.e., Wk(F i†T ) are the image of
F i†(Wk−iT ) −→ F i†(T ). The following lemma can be found in [62] essentially.
Proposition 7.1.2. — (F i†T ,W) ∈MTW(Y ).
130 CHAPTER 7. MIXED TWISTOR D-MODULES
Proof If T ∈ MT(X,w), we know that F i†T ∈ MT(Y,w + i) ([60], [56], [48]).
According to [56], we have a spectral sequence E−i,i+j1 = F
j
† Gr
W
i (T ) =⇒ F j† T .
Because F j† Gr
W
i (T ) ∈ MT(Y,w + i + j), we have E−i,i+j2 ∈ MT(Y,w + i + j), and
the spectral sequence degenerates.
7.1.1.1. Some abelian categories. — Let MTW(X, •) denote the category of objects
(T ,W) ∈ MTW(X) equipped with a morphism N : (T ,W) −→ (T ,W) ⊗ T (−1).
Morphisms in the category are naturally defined. It is clearly an abelian category.
For w ∈ Z, let MTN(X,w) ⊂ MTW(X, •) be the full subcategory of objects (T ,W , N)
such that W =M(N)[−w].
Lemma 7.1.3. — The category MTN(X,w) is abelian. Let (Ti,W , N) be objects in
MTN(X,wi) with w1 > w2, and let F : (T1,W , N) −→ (T2,W , N) be a morphism in
MTW(X, •). Then, F = 0.
Proof It is easy to deduce the first claim from Lemma 7.1.1. As for the second
claim, because the induced morphism GrW(F ) is 0, we obtain F = 0 by Lemma 7.1.1.
Let MTW(X, •)RMF ⊂ MTW(X, •)fil denote the full subcategory of the objects
(T ,W , L,N) such that GrLw(T ,W , N) ∈MTN(X,w). We obtain the following lemma
from Lemma 7.1.3.
Lemma 7.1.4. — MTW(X, •)RMF is abelian. Any morphism in MTW(X, •)RMF is
strict with respect to the filtration L.
7.1.2. Admissible specializability for pre-mixed twistor D-modules. — For
a holomorphic function g, let MTWsp(X, g) ⊂ MTW(X) denote the full subcategory
of (T , L) ∈ MTW(X) which are admissibly specializable along g. We obtain the
following lemma from Proposition 6.2.3.
Lemma 7.1.5. — Let (T , L) ∈MTW(X). We have (T , L) ∈MTWsp(X, g), if only
if the underlying R-modules are filtered strictly specializable, and satisfy the conditions
(P1–2) in Definition 4.4.4.
For (T , L) ∈MTWsp(X, g), we have the filtrations of ψ˜g,a,u(T ) and φg(T ) naively
induced by L. They are also denoted by L. Let W denote the filtrations of ψ˜g,a,u(T )
and φg(T ) obtained as the relative monodromy filtration of N with respect to L.
Lemma 7.1.6. —
(
ψ˜g,a,u(T ),W, L,N
)
and
(
φg(T ),W, L,N
)
are objects in the cat-
egory MTW(X, •)RMF.
Proof We have only to prove that
(
ψ˜g,a,u(T ),W
)
and
(
φg(T ),W
)
are objects in
MTW(X), which follows from the canonical splitting GrW ≃ GrW GrL.
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7.1.2.1. Sub-quotients. — Following M. Saito [62], we prove that the admissible spe-
cializability is stable for sub-quotients in MTW(X). We consider an exact sequence
in MTW(X):
0 −→ (T1, L) −→ (T2, L) −→ (T3, L) −→ 0
Let g be any holomorphic function on X .
Proposition 7.1.7. — If (T2, L) is admissibly (resp. filtered strictly) specializable
along g, (Ti, L) (i = 1, 3) are also admissibly (resp. filtered strictly) specializable
along g.
Proof Let Ti = (M′i,M′′i , Ci). We may assume that X = X0×Ct and g = t. We
shall prove the claim by an induction on the length of L together with the following
claim.
Lemma 7.1.8. — For any λ0 ∈ C, the followings complexes are exact:
0 −→ V (λ0)a (M′3) −→ V (λ0)a (M′2) −→ V (λ0)a (M′1) −→ 0
0 −→ V (λ0)a (M′′1) −→ V (λ0)a (M′′2 ) −→ V (λ0)a (M′′3) −→ 0
If L is pure, the claim of Proposition 7.1.7 is clear. Because the category of polar-
izable pure twistor D-modules are semisimple, the claim of Lemma 7.1.8 also holds.
We may assume that L0(Ti) = Ti, and that the claims hold for L−1(Ti). Sup-
pose that (T2, L) is filtered strictly specializable along t. Let λ0 ∈ C. We define
V
(λ0)
a (M′′3) as the image of V (λ0)a (M′′2) −→ M′′3 . By the construction, we have
the natural surjection V
(λ0)
a (M′′3 ) −→ V (λ0)a GrL0 (M′′3). We set V ′(λ0)a (L−1M′′3 ) :=
V
(λ0)
a (M′′3) ∩ L−1M′′3 . By construction, we have V (λ0)a (L−1M′′3) ⊂ V ′(λ0)a (L−1M′′3).
Because V ′(λ0) is a monodromic filtration by V0RX0×Ct -coherent subsheaves, we have
V
(λ0)
a (L−1M′′3) ⊃ V ′(λ0)a (L−1M′′3 ). Hence,
0 −→ V (λ0)a (L−1M′′3) −→ V (λ0)a (M′′3) −→ V (λ0)a (GrL0 M′′3) −→ 0
is exact for any a. By considering any ramified exponential twist, we obtain that
(M′′3 , L) is filtered strictly specializable along t.
We define V
(λ0)
a (M′′1 ) := M′′1 ∩ V (λ0)a (M′′2). By an easy diagram chasing, we
obtain that 0 −→ V (λ0)a (L−1M′′1) −→ V (λ0)a (M′′1 ) −→ V (λ0)a (GrL0 M′′1) −→ 0 is exact
for any a. Hence, by considering any ramified exponential twist, we obtain that
(M′′1 , L) is also filtered strictly specializable along t. We can prove the filtered strictly
specializability along t for (M′i, L) (i = 1, 3) in a similar way. The claim of Lemma
7.1.8 is also proved.
Suppose that (T2, L) is admissibly specializable along t. We have already known
that (Ti, L) (i = 1, 3) are filtered strictly specializable along t. We have the following
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commutative diagram (the Tate twist is denoted by (ℓ)):
Ker(Nℓ : GrL0 ψ˜t,a,u(T2)(ℓ)→ Gr
L
0 ψ˜t,a,u(T2))
γ2−→
L−1ψ˜t,a,u(T2)
NℓL−1ψ˜t,a,u(T2)(ℓ)+W−ℓ−1L−1L−1ψ˜t,a,u(T2)
γ1 ↓ ↓
Ker(Nℓ : GrL0 ψ˜t,a,u(T3)(ℓ)→ Gr
L
0 ψ˜t,a,u(T3))
γ3
−→
L−1ψ˜t,a,u(T3)
NℓL−1ψ˜t,a,a(T3)(ℓ)+W−ℓ−1L−1L−1ψ˜t,a,u(T3)
By Proposition 6.1.4, we have γ1 = 0. Because γ2 is an epimorphism, we obtain
that γ3 = 0. Hence, by Proposition 6.1.4, we obtain the existence of a relative
monodromy filtration of N on (ψ˜t,a,u(T3), L) Similarly, we obtain the existence of a
relative monodromy filtration of N on (φ
(0)
t (T3), L). Thus, we obtain that (T3, L)
is admissibly specializable along t. By using the Hermitian adjoint, we obtain that
(T1, L) is also admissibly specializable along t.
As an immediate corollary, we obtain the following proposition.
Proposition 7.1.9. — MTWsp(X, g) is an abelian subcategory of MTW(X).
7.1.2.2. The associated gluing data. — Let (T , L) ∈ MTWsp(X, g). Recall Propo-
sition 4.3.1. We have the following object in Glu(MTW(X),Σ)fil, which is filtered
S-decomposable:(
Σ1,0ψ˜g,−δ (T ), L
) −→ (φ(0)g (T ), L) −→ (Σ0,−1ψ˜g,−δ(T ), L)
We also have the object in Glu
(
MTW(X)fil,Σ
)
:
Σ1,0
(
ψ˜g,−δ(T ),W
) −→ (φ(0)g (T ),W ) −→ Σ0,−1(ψ˜g,−δ (T ),W )
We remark that the filtration Lφ
(0)
g (T ) is the transfer of Lψ˜g,−δ(T ).
7.1.2.3. Independence from functions. —
Lemma 7.1.10. — Let A be a nowhere vanishing holomorphic function. We set
g1 := Ag.
– We have MTWsp(X, g1) = MTW
sp(X, g).
– For any (T , L) ∈MTWsp(X, g), we have natural isomorphisms
(101) GrW ψ˜g,−δ (T ) ≃ GrW ψ˜g1,−δ (T ), GrW φg(T ) ≃ GrW φg1(T ),
which preserve the natural nilpotent morphisms.
Proof It follows from Lemma 4.4.16.
Let T ∈ MTWsp(X, g). Let S = ⊕Sk be a polarization of GrL(T ). We have
the natural polarizations of GrW ψg,−δ(T ) ≃ GrW ψg,−δ (GrL T ) and GrW φg(T ) ≃
GrW φg(Gr
L T ) induced by S and the natural nilpotent maps N on ψ˜g,−δ (GLT ) and
φg(G
LT ).
Corollary 7.1.11. — The induced polarizations are preserved by the isomorphisms
(101).
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7.1.2.4. Admissible specializability along hypersurfaces. — Let H be an effective divi-
sor of X . Let MTWsp(X,H) denote the full subcategory of (T , L) ∈MTW(X) which
are admissibly specializable alongH (Definition 4.4.19). We obtain the following from
Proposition 7.1.9.
Proposition 7.1.12. — MTWsp(X,H) is an abelian subcategory ofMTW(X).
As in §4.4.3.1, we obtain graded RX -triples:(
GrW ψ˜H,−δ
)
(T ), (GrW φH)(T ).
They are equipped with the nilpotent maps
N : (GrWk ψ˜H,−δ)(T ) −→ (GrWk−2 ψ˜H,−δ)(T )⊗ T (−1),
N : (GrWk φH)(T ) −→ (GrWk−2 φH)(T )⊗ T (−1).
They are also equipped with the filtration L induced by the weight filtration of L,
and the canonical splitting:(
GrW ψ˜H,−δ
)
(T ) ≃ (GrW ψ˜H,−δ)(GrL T ), (GrW φH)(T ) ≃ (GrW φH)(GrL T ).
A polarization S = ⊕Sk of GrL(T ) with N canonically induces Hermitian adjoint
morphisms of GrWm ψ˜H,−δ Gr
L
k T and GrWm φH GrLk T .
Proposition 7.1.13. —
(
GrWm ψ˜H,−δ
)(
GrLk T
)
and
(
GrWm φH
)(
GrLk T
)
are polariz-
able pure twistor D-modules of weight m. The induced Hermitian adjoint morphisms
are polarizations.
Proof Once we construct global objects, we have only to check the local condi-
tions, and it follows from Lemma 7.1.6.
Corollary 7.1.14. —
(
GrWm ψ˜H,−δ
)
(T ) and (GrWm φH)(T ) are polarizable wild pure
twistor D-modules of weight m.
7.1.3. Admissible specializability and push-forward. — Let F : X −→ Y
be a projective morphism. Let gY be a holomorphic function on Y . We put gX :=
F−1(gY ). Let (T , L) ∈MTWsp(X, gX).
Lemma 7.1.15. — We have F •† (T , L) ∈ MTWsp(Y, gY ).
Proof LetW denote the relative monodromy filtrations of ψ˜gX ,a,u(T ) and φgX (T ).
We have
(
ψ˜gX ,a,u(T ),W
) ∈ MTW(X) and (φgX (T ),W ) ∈ MTW(X). They induce
filtrations of F •†
(
ψ˜gX ,a,u(T )
)
and F •†
(
φgX (T )
)
, which are also denoted by W . We
have
(
F •†
(
ψ˜gX ,a,u(T )
)
,W
) ∈ MTW(Y ) and (F •† (φgX (T )),W ) ∈ MTW(Y ). In par-
ticular, they are strict. Hence, we obtain that F†(T ) is strictly specializable along
gX with ramified exponential twist, and we have ψ˜gY ,a,uF
•
† T ≃ F •† ψ˜gX ,a,uT and
φgY F
•
† T ≃ F •† φgXT . Because the complex
F •† ψ˜gX ,a,u
(
LkT
) −→ F •† ψ˜gX ,a,u(LjT ) −→ F •† ψ˜gX ,a,u(LjT /LkT )
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is exact, we obtain that F •† (T ) is filtered strictly specializable.
The morphism
(
ψ˜g,a,uLjF
•
† (T ),W
) −→ (ψ˜g,a,uGrLj F •† (T ),W ) is a morphism in
MTW(Y ), and hence it is strict with respect to W . Recall that the filtration W
on ψ˜g,a,uGr
L
j F
•
† (T ) is equal to M(N)[j]. Hence, the filtration W on ψ˜g,a,uF •† (T ) is
equal to the relative monodromy filtration. Similarly (φgF
•
† (T , L), N) has a relative
monodromy filtration. Therefore, F •† (T , L) is admissibly specializable.
Corollary 7.1.16. — Let HY be a hypersurface of Y . We put HX := F
−1(HY ).
For any (T , L) ∈ MTWsp(X,HX), we have F •† (T , L) ∈ MTWsp(Y,HY ).
7.1.4. Gluing along a coordinate function. — Let t be a coordinate function,
i.e., it is a holomorphic function such that dt is nowhere vanishing. Let (T , L) ∈
MTWsp(X, t). We have
(
ψ˜t,−δ(T ),W, L,N
)
in MTW(X, •)RMF. Let (Q,W ) ∈
MTW(X) with morphisms
Σ1,0(ψ˜t,−δ (T ),W ) u−−−−→ (Q,W ) v−−−−→ Σ0,−1(ψ˜t,−δ(T ),W )
such that (i) N = v ◦ u, (ii) SuppQ ⊂ {t = 0}. We obtain an RX -triple T ′ :=
Glue(T ,Q, u, v), as explained in §4.2.4. Let us observe that it is naturally equipped
with a filtration L such that (T ′, L) ∈ MTW(X). Recall that ψ˜t,−δ(T ) is equipped
with the naively induced filtration L. We obtain a filtration ofQ obtained as the trans-
fer of Lψ˜t,−δ(T ) with respect to (u, v), which is also denoted by L. Note that Ξ(0)(T )
has the naively induced filtration L, and the natural morphisms
(
ψ
(1)
t (T ), L
) −→(
Ξ
(0)
t (T ), L
) −→ (ψ(0)t (T ), L) are strict with respect to L. Then, we obtain a filtered
R-triple (T ′, L) as the cohomology of the following complex:(
ψ
(1)
t (T ), L
) −−−−→ (Ξ(0)t (T ), L)⊕ (Q, L) −−−−→ (ψ(0)t (T ), L)
By construction, GrLw(T ′) are strictly S-decomposable along t. The components whose
supports are contained in {t = 0} are isomorphic to direct summands of GrWw (Q). The
components whose supports are not contained in {t = 0} are isomorphic to direct sum-
mands of GrWw (T ). Hence, they are objects in MT(X,w), i.e., (T ′, L) ∈ MTW(X).
Moreover, by construction, it is easy to observe that (T ′, L) ∈MTWsp(X, t).
In particular, (T , L) is reconstructed as the cohomology of the following complex
in filtered R-triples:
(102)
(
ψ(1)(T ), L) −−−−→ (φ(0)(T ), L)⊕ (Ξ(0)(T ), L) −−−−→ (ψ(0)(T ), L)
7.1.5. Localization. —
7.1.5.1. The case of coordinate functions. — Let t be a coordinate function. Let
(T , L) ∈ MTW(X, t)sp. We apply the gluing construction in §7.1.4 to some special
cases. We obtain a filtered R-triple (T [!t], L˜) as the cohomology of the following:(
ψ(1)(T ), L) −−−−→ (Ξ(0)(T ), L)⊕ (ψ(1)(T ), N̂!L) −−−−→ (ψ(0)(T ), L)
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We obtain a filtered R-triple (T [∗t], L˜) as the cohomology of the following complex:(
ψ(1)(T ), L) −−−−→ (Ξ(0)(T ), L)⊕ (ψ(0)(T ), N̂∗L) −−−−→ (ψ(0)(T ), L)
By Lemma 7.1.6, we have (T , L)[⋆t] := (T [⋆t], L˜) ∈ MTW(X, t)sp for ⋆ = ∗, !.
Lemma 7.1.17. — We have natural morphisms (T , L)[!t] −→ (T , L) −→ (T , L)[⋆t]
in MTW(X, t)sp.
Proof We have the following:(
ψ(1)(T ), L˜) =−−−−→ (ψ(1)(T ), L˜) −−−−→ (ψ(0)(T ), L˜)
=
y y =y(
ψ(1)(T ), L˜) −−−−→ (φ(0)(T ), L˜) −−−−→ (ψ(0)(T ), L˜)
=
y y =y(
ψ(1)(T ), L˜) −−−−→ (ψ(0)(T ), L˜) =−−−−→ (ψ(0)(T ), L˜)
Hence, we have the following:(
ψ(1)(T ), L) =−−−−→ (ψ(1)(T ), N̂!L) −−−−→ (ψ(0)(T ), L)
=
y y =y(
ψ(1)(T ), L) −−−−→ (φ(0)(T ), L) −−−−→ (ψ(0)(T ), L)
=
y y =y(
ψ(1)(T ), L) −−−−→ (ψ(0)(T ), N̂∗L) =−−−−→ (ψ(0)(T ), L)
Then, we obtain the claim of Lemma 7.1.17.
We have the following characterization.
Lemma 7.1.18. — Let ⋆ = ∗ or !. Let (T , L) ∈ MTWsp(X, t). Assume that T [⋆t] =
T as an RX-triple. Then, we have (T , L) ≃ (T , L)[⋆t] in MTW(X).
Proof Let us consider the case ⋆ =!. The other case can be argued similarly. By
the assumption, we have ψ
(1)
t (T ) ≃ φ(0)(T ) as R-triples. Hence,
(
ψ
(1)
t (T ),W
) −→(
φ
(0)
t (T ),W
)
is an isomorphism in MTW(X). We obtain that the naively induced
filtration of φ
(0)
t (T ) is the same as N̂!L under the isomorphism. Recall that (T , L) is
reconstructed as the cohomology of (102). Hence, we obtain that (T , L) ≃ (T , L)[!t].
Similarly, we obtain the following lemma.
Lemma 7.1.19. — Let ⋆ = ∗ or !. Let (Ti, L) ∈ MTWsp(X, t) (i = 1, 2). We have
a natural bijective correspondence between morphisms (T1, L)(∗t) −→ (T2, L)(∗t) as
filtered RX(∗t)-triples, and morphisms (T1, L)[⋆t] −→ (T2, L)[⋆t] as MTW(X).
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Proof We may assume (Ti, L) ≃ (Ti, L)[⋆t]. Let F : (T1, L)(⋆t) −→ (T2, L)(⋆t)
be a morphism. It naturally induces a morphism
(
ψ˜t,−δ(T1), L
) −→ (ψ˜t,−δ(T2), L).
It gives a morphism (ψ˜t,−δ (T1),W ) −→ (ψ˜t,−δ (T2),W ) in MTW(X). By the as-
sumption, we obtain (φt(T1),W ) −→ (φt(T2),W ) in MTW(X). Because the naively
induced filtrations L on φt(Ti) are obtained as the transfer of L of ψ˜t,−δ (Ti), we
obtain
(
φt(T1), L
) −→ (φt(T2), L). Hence, F is compatible with L, i.e., we have
F : (T1, L) −→ (T2, L).
Corollary 7.1.20. — Let (Ti, L) ∈ MTWsp(X, t) (i = 1, 2). We have natural bijec-
tions:
HomMTW(X)
(
(T1, L)[∗t], (T2, L)[∗t]
) ≃ HomMTW(X)((T1, L), (T2, L)[∗t])
HomMTW(X)
(
(T1, L)[!t], (T2, L)[!t]
) ≃ HomMTW(X)((T1, L)[!t], (T2, L))
Let (T , L) ∈ MTWsp(X, t). We obtain the graded polarizable pure twistor D-
module GrL(T ) =⊕GrLk (T ). We have the decomposition
GrLk (T ) = Pk0 ⊕ Pk1,
where Pk0 (resp. Pk1) is the direct sum of pure twistor D-modules whose strict
supports are not contained (resp. contained) in {t = 0}.
Lemma 7.1.21. — We have the following natural isomorphisms:
(103) GrL˜k (T [∗t]) = Pk0 ⊕Ker
(
GrWk Gr
N̂∗L
k ψ
(0)
t (T ) −→ GrWk GrLk ψ(0)t (T )
)
(104) GrL˜k (T [!t]) = Pk0 ⊕Ker
(
GrWk Gr
N̂!L
k ψ
(1)
t (T ) −→ GrWk GrLk ψ(0)t (T )
)
Proof By the construction, we have the natural isomorphism:
GrL˜k (T [∗t]) = Pk0 ⊕Ker
(
GrN̂∗Lk ψ
(0)(T ) −→ GrLk ψ(0)(T )
)
By the construction, the morphism GrN̂∗Lk ψ
(0)(T ) −→ GrLk ψ(0)(T ) is a morphism in
MTW(X), and Ker
(
GrN̂∗Lk ψ
(0)(T ) −→ GrLk ψ(0)(T )
)
is pure of weight k. Hence, we
obtain (103). We obtain (104) in a similar way.
7.1.5.2. The case of general holomorphic functions. — Let g be a holomorphic func-
tion. Let ιg : X −→ X × Ct be the graph of g. Let (T , L) in MTWsp(X, g). We
obtain ιg†(T , L)[⋆t] in MTW(X × Ct, t)sp.
Definition 7.1.22. — We say that T is localizable along g, if there exists an object
T [⋆g] ∈ MTWsp(X, g) (⋆ = ∗, !) satisfying
ιg†(T [⋆g], L) ≃ ιg†(T , L)[⋆t]
in MTWsp(X × Ct, t).
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Such M[⋆g] is uniquely determined up to canonical isomorphisms, if it exists.
Let MTWloc(X, g) ⊂ MTWsp(X, g) denote the full subcategory of (T , L) which
are localizable along g. It is clearly an abelian subcategory.
We obtain the following from Lemma 7.1.19.
Lemma 7.1.23. — Let ⋆ = ∗ or !. Let (Ti, L) ∈ MTWloc(X, g) (i = 1, 2) such that
Ti[⋆g] = Ti. Then, we have a natural bijective correspondence between morphisms
(T1, L)(∗g) −→ (T2, L)(∗g) as filtered RX(∗g)-triples, and morphisms (T1, L) −→
(T2, L) in MTW(X). In particular, if moreover T1(∗g) ≃ T2(∗g), the isomorphism is
extended to T1 ≃ T2.
Lemma 7.1.24. — For any (T , L) ∈ MTWloc(X, g), we have naturally defined mor-
phisms (T , L)[!g] −→ (T , L) −→ (T , L)[∗g] in MTWloc(X, g).
We also have the following.
Corollary 7.1.25. — Let (Ti, L) ∈ MTWloc(X, g) (i = 1, 2). We have natural bi-
jections:
HomMTW(X)
(
(T1, L)[∗g], (T2, L)[∗g]
) ≃ HomMTW(X)((T1, L), (T2, L)[∗g])
HomMTW(X)
(
(T1, L)[!g], (T2, L)[!g]
) ≃ HomMTW(X)((T1, L)[!g], (T2, L))
Let T ∈ MTWloc(X, g). We have the decomposition GrLk (T ) = Pk0 ⊕ Pk1, where
Pk0 (resp. Pk1) is the direct sum of pure twistor D-modules whose strict supports are
not contained (resp. contained) in {g = 0}. We obtain the following isomorphisms
from Lemma 7.1.21.
(105) GrL˜k (T [∗g]) = Pk0 ⊕Ker
(
GrWk Gr
N̂∗L
k ψ
(0)
g (T ) −→ GrWk GrLk ψ(0)g (T )
)
(106) GrL˜k (T [!g]) = Pk0 ⊕Ker
(
GrWk Gr
N̂!L
k ψ
(1)
g (T ) −→ GrWk GrLk ψ(0)g (T )
)
Lemma 7.1.26. — Let A be a nowhere vanishing function on X. We set g1 := Ag.
– MTWloc(X, g) = MTWloc(X, g1).
– For any T ∈MTWloc(X, g), we have natural isomorphisms T [⋆g] ≃ T [⋆g1].
– The isomorphisms (105) and (106) for g and g1 are equal under the isomor-
phisms in Lemma 4.4.16.
7.1.5.3. The case of hypersurfaces. — Let H be an effective divisor of X .
Definition 7.1.27. — T ∈ MTW(X) is called admissibly specializable (resp. local-
izable) along H, if the following holds:
– Let U ⊂ X be open with a generator gU of O(−H)|U . Then, T|U is admissibly
specializable (resp. localizable) along gU .
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Let MTWsp(X,H) (resp. MTWloc(X,H)) denote the full subcategory of (T , L) ∈
MTW(X) which are admissibly specializable (resp. localizable) along H .
For T ∈ MTWloc(X,H), we obtain a filtered RX -triple T [⋆H ] determined by the
following condition:
– Let (U, gU ) be as above. Then, T [⋆H ]|U ≃ T|U [⋆gU ].
Proposition 7.1.28. — T [⋆H ] ∈MTWsp(X,H).
Proof We have the decomposition GrLk (T ) = Pk0 ⊕ Pk1, where Pk0 (resp. Pk1)
is the direct sum of pure twistor D-modules whose strict supports are not contained
(resp. contained) in H . By Lemma 7.1.26, we obtain the following isomorphism
(107) GrL˜k (T [∗H ]) = Pk0 ⊕Ker
((
GrN̂∗Lk Gr
W
k ψ
(0)
H
)
(T ) −→ (GrLk GrWk ψ(0)H )(T ))
(108) GrL˜k (T [!H ]) = Pk0 ⊕Ker
((
GrN̂!Lk Gr
W
k ψ
(1)
H
)
(T ) −→ (GrLk GrWk ψ(0)H )(T ))
Then, Ker in (107) and (108) are direct summands of polarizable pure twistor D-
modules (GrW ψ
(a)
H )(T ) of weight k. Note the semisimplicity of the category of po-
larizable pure twistor D-modules. Then, the claim of the proposition follows from
Proposition 7.1.13.
Lemma 7.1.29. — Let Ti ∈ MTWloc(X,H) (i = 1, 2) such that Ti[∗H ] ≃ Ti. We
have a natural bijective correspondence of morphisms (T1, L)(∗H) −→ (T2, L)(∗H)
as filtered RX(∗H)-triples, with morphisms (T1, L) −→ (T2, L) in MTW(X). In
particular, if moreover T1(∗H) ≃ T2(∗H), the isomorphism is extended to T1 ≃ T2.
Lemma 7.1.30. — For any (T , L) ∈ MTWloc(X,H), we have naturally defined
morphisms (T , L)[!H ] −→ (T , L) −→ (T , L)[∗H ] in MTW(X).
Corollary 7.1.31. — For (Ti, L) ∈ MTWloc(X,H) (i = 1, 2), we have natural bi-
jections:
HomMTW(X)
(
(T1, L)[∗H ], (T2, L)[∗H ]
) ≃ HomMTW(X)((T1, L), (T2, L)[∗H ])
HomMTW(X)
(
(T1, L)[!H ], (T2, L)[!H ]
) ≃ HomMTW(X)((T1, L)[!H ], (T2, L))
7.1.6. Integrable case. — An integrable pure twistor D-module of weight w [56]
is an integrable R-triple T such that (i) it is a pure twistor D-module of weight w,
(ii) it has a polarization, which is integrable as a morphism T −→ T ∗ ⊗ T (−w).
A morphism of integrable pure twistor D-module of weight w is defined to be an
integrable morphism for integrable R-triples. Let MTint(X,w) denote the category
of integrable pure twistor D-modules of weight w.
An integrable filtered RX -triple (T , L) is called an integrable pre-mixed twistor
D-module, if GrLw(T ) ∈ MTint(X,w) for each w. A morphism is defined to be an
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integrable morphism of the underlying filtered R-triples. Let MTWint(X) denote the
category of integrable pre-mixed twistorD-modules. The following proposition is easy
to see.
Proposition 7.1.32. — MTint(X) is abelian and semisimple, and MTWint(X) is
an abelian category.
Proof The first claim can be proved as in the ordinary case. The second claim
immediately follows from the first one.
The following proposition is an analogue of Proposition 7.1.2.
Proposition 7.1.33. — Let F : X −→ Y be a projective morphism. For any object
T ∈ MTint(X,w), we have F i†T ∈ MTint(Y,w + i). For (T ,W) ∈ MTWint(X), we
have (F i†T ,W) ∈MTWint(Y ).
7.1.6.1. Admissibly specializability, gluing and localizability. — For a given holomor-
phic function g, let MTWint sp(X, g) ⊂ MTWint(X) denote the full subcategory of
(T , L) ∈ MTWint(X) which are admissibly specializable along g. As in Proposition
7.1.9, MTWint sp(X, g) is an abelian category. We remark that the naively induced
filtrations on ψ˜g,a,u(T ) and φg(T ) are integrable. The induced nilpotent morphisms
are integrable. Hence, the relative monodromy filtrations are also integrable.
Let t be a coordinate function. Let (T , L) ∈ MTWint sp(X, t). Then, we have(
ψ˜t,−δ(T ),W
)
in MTWint(X) with the naively induced filtration L and the integrable
morphism N : (ψ˜t,−δ(T ),W ) −→ (ψ˜t,−δ(T ),W ) ⊗ T (−1). We have W = M(N ;L).
Let (Q,W ) ∈MTWint(X) with integrable morphisms
Σ1,0(ψ˜t,−δ (T ),W ) u−−−−→ (Q,W ) v−−−−→ Σ0,−1(ψ˜t,−δ(T ),W )
such that (i) N = v ◦ u, (ii) SuppQ ⊂ {t = 0}. As explained in §7.1.4, we have
constructed Glue(T ,Q, u, v) with the weight filtration L in MTWsp(X, g). Note
that the naively induced filtrations L of ψ(a)(T ) and its transfer L to Q are inte-
grable. The naively induced filtration L of Ξ(a)(T ) is also integrable. Hence, we have(
Glue(T ,Q, u, v), L) ∈MTWint(X). In particular, we have the following.
Lemma 7.1.34. — For (T , L) ∈MTWint sp(X, t) and for ⋆ = ∗, !, we naturally have
(T , L)[⋆t] ∈ MTWint(X), and the morphisms (T , L)[!t] −→ (T , L) −→ (T , L)[∗t] in
MTWint(X).
Let H be an effective divisor of X .
Lemma 7.1.35. — Let (T , L) ∈MTWint(X) be localizable along H. Then, T [⋆H ] ∈
MTW(X) are also integrable.
Proof By the construction, the weight filtration L˜ of T [⋆H ] is integrable. In the
proof of Proposition 7.1.28, an integrable polarization of GrL T induces integrable
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polarizations of (GrW ψ
(a)
H )(T ). In (107) and (108), Ker are integrable. Hence, we
obtain that Grk rL˜(T [⋆H ]) have integrable polarizations.
Lemma 7.1.36. — Let (Ti, L) ∈ MTWint(X) be localizable along H such that Ti ≃
Ti[⋆H ]. We have a natural bijective correspondence of morphisms (T1, L)(∗H) −→
(T2, L)(∗H) as filtered integrable RX(∗H)-triples, with morphisms (T1, L) −→ (T2, L)
in MTWint(X). In particular, if moreover T1(∗H) ≃ T2(∗H), the isomorphism is
extended to T1 ≃ T2.
Lemma 7.1.37. — Let (T , L) ∈ MTWint(X) be localizable along H. Then, we have
natural morphisms (T , L)[!H ] −→ (T , L) −→ (T , L)[∗H ] in MTWint(X).
The following is an analogue of Corollary 7.1.25.
Lemma 7.1.38. — Let (Ti, L) ∈ MTWint(X) (i = 1, 2) be localizable along H. We
have natural bijections:
HomMTWint(X)
(
(T1, L)[∗H ], (T2, L)[∗H ]
) ≃ HomMTWint(X)((T1, L), (T2, L)[∗H ])
HomMTWint(X)
(
(T1, L)[!H ], (T2, L)[!H ]
) ≃ HomMTWint(X)((T1, L)[!H ], (T2, L))
7.2. Mixed twistor D-modules
7.2.1. Definition. — Let X be a complex manifold. We define mixed twistor D-
modules on X by using a Noetherian induction on the support.
Definition 7.2.1. — Let (T , L) ∈MTW(X). It is called a mixed twistor D-module,
if the following holds for any open subset U ⊂ X with a holomorphic function g:
– (T , L)|U is admissibly specializable along g.
–
(
ψ˜g,a,u(T ),M(N ;L)
)
(a ∈ C[t−1n ], u ∈ R×C) and
(
φg(T ),M(N ;L)
)
are mixed
twistor D-modules with strictly smaller supports, if Supp T|U 6⊂ g−1(0).
(We use a Noetherian induction on the dimensions and the number of the components
of the maximal dimension.)
Remark 7.2.2. — In this paper, we consider only graded polarizable mixed objects.
7.2.2. Some basic property. — Let MTM(X) ⊂ MTW(X) denote the full sub-
category of mixed twistor D-modules on X .
Proposition 7.2.3. — Let 0 −→ (T1, L) −→ (T2, L) −→ (T3, L) −→ 0 be an exact
sequence in MTW(X). If T2 ∈ MTM(X), then Ti (i = 1, 3) are also mixed twistor
D-modules
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Proof Let Map∗(Z≥0,Z≥0) be the set of maps ρ : Z≥0 −→ Z≥0 such that ρ(n) = 0
except for finitely many n. We use the order on Map∗(Z≥0,Z≥0) given by ρ1 < ρ2 if
and only if ρ1(i0) < ρ2(i0) for i0 = max
{
i
∣∣ ρ1(i) 6= ρ2(i)}.
Let P ∈ X . Let XP be any small neighbourhood of P . For any closed analytic
subset Γ ⊂ XP , let ρ(Γ, i) be the number of the i-dimensional irreducible components.
We obtain ρ(Γ) ∈Map∗(Z≥0,Z≥0). We use an induction on ρ(Γ).
Suppose that Supp(T2) = Γ. By Proposition 7.1.7, Ti (i = 1, 3) are admissibly
specializable along any holomorphic function g on XP . Suppose Γ 6⊂ g−1(0). We
obtain the exact sequence in MTW(XP ) for any a ∈ t−1n C[t−1n ] and u ∈ R× C:
0 −→ ψ˜g,a,u(T1, L) −→ ψ˜g,a,u(T2, L) −→ ψ˜g,a,u(T3, L) −→ 0
By definition, ψ˜g,a,u(T2, L) ∈ MTM(XP ). By the hypothesis of the induction, we
obtain that ψ˜g,a,u(Ti, L) ∈MTM(XP ) (i = 1, 3). Similarly, we obtain that φg(Ti, L) ∈
MTM(X) (i = 1, 3). Hence, we obtain that (Ti, L) ∈ MTM(X) (i = 1, 3).
Remark 7.2.4. — It is M. Saito who emphasized the importance of the fact that any
sub-quotients of mixed Hodge modules in the category of weakly mixed Hodge modules
are mixed Hodge modules.
As an immediate corollary, we obtain the following proposition.
Proposition 7.2.5. — MTM(X) is abelian.
Proposition 7.2.6. — For (T , L) ∈ MTM(X), (T , L)∗ and j∗(T , L) are mixed
twistor D-modules.
Proof We have only to use a Noetherian induction. Note the compatibility of
Hermitian adjoint and Beilinson’s formalism.
Proposition 7.2.7. — Let F : X −→ Y be projective. For (T , L) ∈ MTM(X), we
have F i†(T , L) ∈MTM(Y ).
Proof By Lemma 7.1.15, F i†(T , L) is admissibly specializable. Let P ∈ Y . Let
gY be any holomorphic function on Y , such that SuppF
i
†T 6⊂ g−1Y (0). We put gX :=
F−1(gY ). Let (T , L) ∈ MTM(X). By applying the hypothesis of the induction to
ψ˜gX ,a,u(T , L) and φgX (T , L), we obtain that ψ˜gY ,a,uF i†(T , L) and φgY F i†(T , L) are
objects in MTM(Y ). Hence, we obtain F i†(T , L) ∈ MTM(Y ).
Let ι : Y ⊂ X be a closed immersion. Let MTMY (X) ⊂ MTM(X) be the full
subcategory of (T , L) ∈ MTM(X) such that Supp T ⊂ Y . We obtain a functor
ι† : MTM(Y ) −→ MTMY (X).
Proposition 7.2.8. — The functor ι† : MTM(Y ) −→ MTMY (X) is an equivalence.
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Proof We may assume that X = ∆n and Y = {z1 = 0}. We use a Noetherian
induction on the support. Let (T , L) ∈ MTMY (X). Because (T , L) is filtered strictly
specializable along z1, we have a filteredRY -triple (T0, L) such that (T , L) = ι†(T0, L).
By Lemma 4.4.8, (T0, L) is admissibly specializable. Let g be a holomorphic function
on Y such that Supp T0 6⊂ g−1(0). We extend g to a holomorphic function on X by
the pull back via the projection X −→ Y . Then, we have
ι†ψg,a,u(T , L) ≃ ψg,a,uι†(T , L), ι†φg(T , L) ≃ φgι†(T , L).
By definition, ψg,a,uι†(T , L) and φgι†(T , L) are objects in MTM(X). Hence, by the
hypothesis of the induction, ψg,a,u(T , L) and φg(T , L) are objects in MTM(Y ). Thus,
we are done.
Remark 7.2.9. — The forgetful functor ΞDR from MTM(X) to the category of holo-
nomic D-modules is faithful. Indeed, let F : (T1, L) −→ (T2, L) be a morphism in
MTM(X) such that ΞDR(F ) = 0. By a result in the pure case, we obtain Gr
L(F ) = 0.
By the strictness, we obtain F = 0.
7.2.3. Integrable case. — An integrable pre-mixed twistor D-module is called
integrable mixed twistorD-module, if the underlying pre-mixed twistorD-module is a
mixed twistor D-module. Let MTMint(X) ⊂ MTWint(X) denote the full subcategory
of integrable mixed twistor D-modules. The following proposition can be proved by
a Noetherian induction as in the case of Proposition 7.2.5.
Proposition 7.2.10. — MTMint(X) is closed for sub-quotients in MTWint(X). In
particular, MTMint(X) is abelian.
We mention some basic property.
Proposition 7.2.11. — Let (T , L) ∈MTMint(X).
– For any open U ⊂ X with a holomorphic function g, (ψ˜g,a,u(T ),M(N ;L)) and(
φg(T ),M(N ;L)
)
are also objects in MTMint(X).
– (T , L)∗ and j∗(T , L) are objects in MTMint(X).
– For a projective morphism F : X −→ Y , we have F i†(T , L) ∈MTMint(Y ).
Let ι : Y ⊂ X be a closed immersion. Let MTMintY (X) ⊂ MTMint(X) be the full
subcategory of (T , L) ∈ MTMint(X) such that Supp T ⊂ Y . We obtain a functor
ι† : MTMint(Y ) −→ MTMintY (X).
Proposition 7.2.12. — The functor ι† : MTMint(Y ) −→ MTMintY (X) is an equiva-
lence.
CHAPTER 8
INFINITESIMAL MIXED TWISTOR MODULES
It is basic to study mixed twistor D-modules with normal crossing singularity.
In this section, we shall study its infinitesimal version (or linear version), which is
infinitesimal mixed twistor module. In the Hodge case, infinitesimal mixed Hodge
modules were introduced and studied in [28]. A kind of gluing procedure of infinites-
imal mixed Hodge modules was studied in [28] and [62]. Our main purpose in this
chapter is to explain the twistor version of the statements and the ideas in [28] and
[62].
8.1. Preliminary
8.1.1. Mixed twistor structure. — Let X be a complex manifold. Let (T ,W )
be a filtered object in the category of variations of twistor structure on X (§2.1.7),
where W is a finite complete exhaustive increasing filtration indexed by Z. It is
called a variation of mixed twistor structure on X if each GrWw (T ) is a polarizable
pure twistor D-module of weight w. In this paper, we often call it a mixed twistor
structure on X , i.e., omit “variation of”, if there is no risk of confusion. It is called
pure of weight w, if GrLm = 0 unless m = w. Let PTS(X,w) ⊂ TS(X) denote the full
subcategory of polarizable pure twistor structure on X . It is abelian and semisimple.
For Ti ∈ PTS(X,wi) with w1 > w2, any morphism T1 −→ T2 in the category of R-
triples is 0. Let MTS(X) ⊂ TS(X)fil denote the category of mixed twistor structure
on X . It is an abelian category. For any morphism F : (T1,W ) −→ (T2,W ) in
MTS(X), F is strictly compatible with the filtration W .
Remark 8.1.1. — It might be more appropriate that the above object is called graded
polarizable variation of mixed twistor structure. We omit to distinguish it, because we
consider only graded polarizable ones.
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The category MTS(X) is naturally equipped with tensor product and inner ho-
momorphism. It is also equipped with additive auto equivalences Σp,q given by the
tensor product of U(−p, q).
Remark 8.1.2. — A mixed twistor structure (T ,W ) is often denoted just by T ,
if there is no risk of confusion. For a filtration L of a mixed twistor structure T
in MTS(X), Σp,q(T , L) and (Σp,q(T ), L) are also denoted by (T , L) ⊗ U(−p, q) and
(T ⊗ U(−p, q), L), respectively. If p = q, they are also denoted by (T , L)⊗ T (q) and(T ⊗T (q), L), or T q(T , L) and (T qT , L), respectively.
Lemma 8.1.3. — Let (T , L) be a mixed twistor D-module on X. Assume that the
underlying D-module is a flat bundle. Then, (T , L) comes from a variation of mixed
twistor structure.
Proof In the pure case, it is easy to prove the claim by using the correspondence
between pure twistor D-modules and wild harmonic bundles. Let us consider the
mixed case. We may assume X = ∆n. Let T = (M1,M2, C). By using the result in
the pure case, we obtain that the RX -modules Mi are smooth. By using flat frames,
we can check that the pairing takes values in the sheaf of continuous functions on
S ×X which are C∞ in the X-direction. By successive use of ψzi,−δ , we obtain that
its restriction to S ×{P} can be extended to holomorphic function on C∗λ. Hence, we
obtain a pairing of M1|C∗λ×X and σ∗M2|C∗λ×X valued in the sheaf of C∞-functions
on C∗λ × X which are holomorphic in the C∗λ-direction. Hence (T , L) comes from
a smooth R-triple. Because the w-th graded piece corresponds to the pure twistor
D-module of weight w, we obtain that (T , L) comes from a variation of mixed twistor
structure.
8.1.2. Reduction. — We shall use the following lemma implicitly.
Lemma 8.1.4. — Let (T ,W ) ∈ MTS(X) with subobjects (Ti,W ) ⊂ (T ,W ) (i =
1, 2). If GrW (T1) = GrW (T2) in GrW (T ), then we have T1 = T2.
Proof Consider F : (T1,W ) −→ (T ,W )/(T2,W ). If GrW (F ) = 0, we have F = 0,
which implies the claim of the lemma.
Let
(
(T ,W ), L,N) ∈ MTS(X)fil,nil. We put T (0) := GrW (T ). It is equipped with
naturally induced filtrations W (0) and L(0). We also have an induced map N (0) :
(T (0),W (0)) −→ (T (0),W (0)) ⊗ T (−1). Thus, we obtain ((T (0),W (0)), L(0), N (0)) in
MTS(X)fil,nil.
Lemma 8.1.5. —
(
(T ,W ), L,N) has a relative monodromy filtration, if and only if(
(T (0),W (0)), L(0), N (0)) has a relative monodromy filtration.
Proof Let M ′ be the filtration of (T ,W ) in MTS(X), given by Deligne’s induc-
tive formula for N . The induced filtration M ′ (0) on (T (0),W (0)) satisfies Deligne’s
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inductive formula for N (0). Note GrL(M)(0) ≃ GrL(0)(M (0)). Thus, we are done.
Let MTS(X)RMF denote the full subcategory of MTS(X)fil,nil, whose objects have
relative monodromy filtrations.
Lemma 8.1.6. — The category MTS(X)RMF is equipped with tensor product and
inner homomorphism as in Proposition 6.1.5.
Proof By using Proposition 6.1.4, it can be reduced to the case A = VectC.
8.1.3. Some conditions for the existence of relative monodromy filtration.
— Let (T , L) be a filtered smooth RX -triple. Let N : T −→ T ⊗ T (−1) be a
morphism such that N · Lk(T ) ⊂ Lk(T ) ⊗ T (−1). Because GrL(T , L,N) is graded,
it has a relative monodromy filtration W
(
GrL(T )) in the category of RX -triples.
Assume the following:
– (GrL(T ),W ) is a mixed twistor structure on X .
The underlying RX -modules of T are denoted by M1 and M2.
Proposition 8.1.7. — Assume that, for each P ∈ X, there exists a subset UP ⊂ Cλ
such that (i) |UP | = ∞, (ii) (M1, L,N)|(λ,P ) ∈ VectRMFC for any λ ∈ UP . Then, T
is equipped with a filtration W (T ) such that (i) (T ,W ) is a mixed twistor structure,
(ii) W is a relative monodromy filtration of (T , L,N) in MTS(X).
Proof We have only to consider the case X is a point {P}. The set UP is denoted
just by U . Because GrL(T ) is a mixed twistor structure, the pairing C of M1 and
M2 is non-degenerate. Hence, we can regard T as a vector bundle V on P1, obtained
as the gluing of M∨1 and σ∗M2. It is equipped with a filtration L and a nilpotent
morphism N : V −→ V ⊗OP1(2) preserving L. The relative monodromy filtration W
on GrL(V ) gives a mixed twistor structure.
Lemma 8.1.8. — If (V, L,N)|(λ,P ) ∈ VectRMFC for any λ ∈ P1, then V is equipped
with a filtration W (V ) such that (i) (V,W ) is a mixed twistor structure, (ii) W is a
relative monodromy filtration of (V, L,N).
Proof Let M(N|λ;L|λ) denote the relative monodromy filtration of (V, L,N)|λ.
For each k ∈ Z, the rank of Mk(N|λ;L|λ) is independent of λ ∈ P1. Then, we obtain
that it depends on λ continuously, from Deligne’s inductive formula (90) and (91).
The property (i) follows from the canonical decomposition GrW ≃ GrW GrL. Thus,
we obtain Lemma 8.1.8.
According to the lemma, we have only to prove that (V, L,N)|λ ∈ VectRMFC for any
λ ∈ P1. We use an induction on the length of the filtration L. We assume that (i)
V = Lk(V ), (ii) the claim holds for Lk−1(V ), and we shall prove that the claim holds
for V . We consider the morphisms (93) for (V, L,N)|λ (λ ∈ P1). The assumption
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implies that (93) for λ ∈ U vanishes. Note that the both hand sides for λ ∈ P1 in
(93) give vector bundles on P1. Hence, by the continuity, we obtain the vanishing of
(93) for any λ ∈ P1. Thus, Proposition 8.1.7 is proved.
Corollary 8.1.9. — Suppose that X is connected. Assume that, for a point P ∈
X, there exists a subset UP ⊂ Cλ such that (i) |UP | = ∞, (ii) (M1, L,N)|(λ,P ) ∈
VectRMFC for any λ ∈ UP . Then, T is equipped with a filtration W (T ) such that
(i) (T ,W ) is a mixed twistor structure, (ii) W is a relative monodromy filtration of
(T , L,N) in MTS(X).
The following lemma can be proved similarly and more easily.
Lemma 8.1.10. — Let
(
(T ,W ), N, L) ∈ MTS(X)fil,nil. Assume that, for each P ∈
X, there exists UP ∈ Cλ such that (i) |UP | = ∞, (ii) (M1, L,N)|(λ,P ) ∈ VectRMFC .
Then, there exists a relative monodromy filtration M(N ;L) in MTS(X).
8.2. Polarizable mixed twistor structure
8.2.1. Statements. — Let X be a complex manifold. We consider an abelian
category A = MTS(X) with additive auto equivalences Σp,q(T ) = T ⊗ U(−p, q).
Then, for any finite set Λ, we obtain the abelian category MTS(X,Λ) := MTS(X)(Λ)
as in §6.1.1. For an object (T ,W,N ) ∈ MTS(X,Λ), we set N(Λ) :=∑j∈ΛNj.
An object (T ,W,N ) ∈ MTS(X,Λ) is called a (w,Λ)-polarizable mixed twistor
structure, if (i) W =M
(
N(Λ)
)
[w], (ii) there exists a Hermitian sesqui-linear duality
S : T −→ T ∗⊗T (−w) of weight w, such that S ◦Ni = −N∗i ◦S and that (N(Λ)∗)ℓ ◦S
induces a polarization of P GrWℓ (T ). (Recall Remark 2.1.24.) Such S is called a
polarization of (T ,W,N ). Let P(X,w,Λ) ⊂ MTS(X,Λ) denote the full subcategory
of (w,Λ)-polarizable mixed twistor structure on X . The following proposition is
essentially proved in [45], based on the results in the Hodge case in [5], [6], [7] and
[31]. We will give an indication in §8.2.2.
Proposition 8.2.1. — The family of the categories P(X,w,Λ) satisfies the property
P0–3 in §6.3.1.
We state some complementary property. First, we give remarks on the ambiguity
of polarizations.
Lemma 8.2.2. — Let (T ,W,N ) ∈ P(X,w,Λ). If it is simple, i.e., there is no
non-trivial subobject, then a polarization of (T ,W,N ) is unique up to constant mul-
tiplication.
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Proof Let Si (i = 1, 2) be polarizations of (T ,W,N ). They induce an endomor-
phism of (T ,W,N ) in P(X,w,Λ). Because (T ,W,N ) is simple, it is a scalar multi-
plication, which implies S1 = αS2 for some α ∈ C. Because they are polarizations,
we obtain α is a positive number.
According to Proposition 8.2.1, (T ,W,N ) ∈ P(X,w,Λ) has a canonical decompo-
sition
(109) (T ,W,N ) ≃
⊕
i
(Ti,Wi,N i)⊗ Ui,
where (i) (Ti,Wi,N i) 6≃ (Tj ,Wj ,N j) for i 6= j, (ii) each (Ti,Wi,N i) is irreducible, (iii)
Ui are vector spaces. (We regard a vector space as a constant pure twistor structure
on X .) We take a polarization Si of each (Ti,Wi,N i), which is unique up to positive
multiplication. We argue the following proposition in §8.2.3.
Proposition 8.2.3. — Any polarization of (T ,W,N ) is of the form⊕Si⊗hi, where
hi are hermitian metrics of Ui.
8.2.1.1. Some operations. — Let (T (i),W (i),N (i)) ∈ P(X,wi,Λ) (i = 1, 2). We have
the induced filtration W˜ on T˜ := T (1)⊗T (2), and (T˜ , W˜ ) is a mixed twistor structure.
We have the induced morphisms N˜j := N
(1)
j ⊗ id+ id⊗N (2)j for j ∈ Λ. It is easy to
observe that (T˜ , W˜ , N˜ ) ∈ P(X,w1 + w2,Λ). In this situation, (T˜ , W˜ , N˜ ) is denoted
by (T (1),W (1),N (1))⊗ (T (2),W (2),N (2)).
Similarly, for (T ,W,N ) ∈ P(X,w,Λ), we have the induced filtration W on T :=
T ∨, and the induced morphisms N j := −N∨j . Then, (T ,W,N ) ∈ P(X,−w,Λ). It is
denoted by (T ,W,N )∨.
Recall the operations j∗ and γ˜∗sm on TS(X). It naturally induces operations on
MTS(X,Λ), and it preserves P(X,Λ, w).
8.2.2. Proof of Proposition 8.2.1. — The property P1 clearly holds. Let us
prove P2. We have only to consider the case |Λ| = 1 and X = {P}. Let (Ti,W,N ) ∈
P(wi,Λ) with w1 > w2. A morphism F : (T1,W,N) −→ (T2,W,N) induces TNIL(F ) :
TNIL(T1, N) −→ TNIL(T2, N) on ∆∗(R) for any R > 0. (See §2.2.1 for TNIL.) If R
is sufficiently small, TNIL(Vi, N) are pure of weight wi (see [49]), and hence we have
TNIL(F ) = 0. It implies F = 0. Hence, P2 holds.
8.2.2.1. The property P0. — We prepare some lemmas.
Lemma 8.2.4. — Let (Ti,W,N ) ∈MTS(X,Λ) (i = 1, 2). Then,
⊕
i=1,2(Ti,W,N ) ∈
P(X,w,Λ) if and only if (Ti,W,N ) ∈ P(X,w,Λ) (i = 1, 2).
Proof If Si are polarizations of (Ti,W,N ), S1⊕S2 is a polarization of
⊕
(Ti,W,N ).
If S is a polarization of
⊕
(Ti,W,N ), we have the induced Hermitian sesqui-linear
148 CHAPTER 8. INFINITESIMAL MIXED TWISTOR MODULES
duality Si of Ti (i = 1, 2), given by Ti −→
⊕
j=1,2 Tj −→
⊕ T ∗j ⊗ T (−w) −→
T ∗i ⊗T (−w). It is easy to check that Si are are polarizations of (Ti,W,N ).
Let (T ,W,N , S) be a (w,Λ)-polarized mixed twistor structure. Let (T ′,W ′,N ′)⊂
(T ,W,N ) be a subobject in the category MTS(X,Λ). We assume that the mon-
odromy weight filtration M
(
N ′(Λ)
)
on T ′ satisfies W ′ = M(N ′(Λ))[w]. Let T ′′ be
the kernel of the composite of the following morphisms:
T S−−−−→ T ∗ ⊗T (−w) −−−−→ (T ′)∗ ⊗ T (−w)
It induces a subobject (T ′′,W ′′,N ) ⊂ (T ,W,N ) in the category MTS(X,Λ).
Lemma 8.2.5. — We have T ′ ∩ T ′′ = 0. Namely, we have a decomposition which
is orthogonal with respect to S:
(T ,W,N ) = (T ′,W ′,N ′)⊕ (T ′′,W ′′,N ′′)
In particular, (T ′,W ′,N ′) and (T ′′,W ′′,N ′′) are polarizable.
Proof We have only to consider the case |Λ| = 1 and X = {P}. We have the
induced morphism TNIL(T ′, N ′) ⊂ TNIL(T , N) on ∆∗(R). If R is sufficiently small,
both TNIL(T , N) and TNIL(T ′, N ′) are pure of weight w, and the pairing S induces
a polarization of TNIL(T , N). We have the orthogonal decomposition TNIL(T , N) =
TNIL(T ′, N ′)⊕ TNIL(T ′, N ′)⊥. We obtain T ′ ∩ T ′′ = 0.
Lemma 8.2.6. — The category P(X,w,Λ) is abelian and semisimple, i.e., P0 holds.
Proof Let F : (T1,W,N ) −→ (T2,W,N ) be a morphism in P(X,w,Λ). We have
the kernel, the image and the cokernel in MTS(X,Λ), denoted by (KerF,W,N ),
(ImF,W,N ), and (CokF,W,N ). Let us prove that they are (w,Λ)-polarizable mixed
twistor structure. It is easy to prove that the filtrationsW on KerF , ImF and CokF
are equal toM
(
N(Λ)
)
[w]. By Lemma 8.2.5, they are (w,Λ)-polarizable mixed twistor
structures. Hence, P(X,w,Λ) is abelian.
Let (T ,W,N ) ∈ P(X,w,Λ), and let (T ′,W ′,N ′) ⊂ (T ,W,N ) be a subobject in
P(X,w,Λ). By Lemma 8.2.5, we have a decomposition (T ,W,N ) = (T ′,W ′,N ′) ⊕
(T ′′,W ′′,N ′′) in P(X,w,Λ). Hence, P(X,w,Λ) is semisimple.
8.2.2.2. Property P3. — Let (T ,W,N ) ∈ P(X,w,Λ). For I ⊂ Λ and a ∈ RI>0, we
put N(a) :=
∑
i∈I aiNi.
Lemma 8.2.7. —
– The filtrations M
(
N(a)
)
are independent of a ∈ RI>0. It is denoted by M(I).
– Let I ⊂ J ⊂ Λ. For a ∈ RJ>0, the relative monodromy filtration M
(
N(a);M(I)
)
exists, and it is equal to M(J).
In particular, P3.1 holds.
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Proof We have only to consider the case that X is a point. The claims are known
in the Hodge case ([5]). The twistor case can be easily reduced to the Hodge case.
(See §3 of [45]).
We take • ∈ Λ, and put Λ0 := Λ \ •. We put (T (1)k ,W (1)) := GrM(N•)k (T ,W ).
Let N (1) denote the tuple of morphisms N
(1)
j : T (1)k −→ T (1)k ⊗T (−1) induced by Nj
(j ∈ Λ \ •).
Lemma 8.2.8. —
(T (1)k ,W (1),N (1)) ∈ P(X,w+ k,Λ0). A polarization is naturally
induced by N• and a polarization S of (T ,W,N ). On the primitive part, it is induced
as (N∗• )
kS.
Proof We have only to consider the case that X is a point. By considering GrW ,
we can reduce the issue to the Hodge case, where the claim is known by the work due
to Cattani-Kaplan-Schmid and Kashiwara-Kawai. (See [6], [7] and [31].) It is also
easy to apply their argument in our case.
Let (T (2),W (2),N (2)) denote the image ofN• : (T ,W,N ) −→ (T ,W,N )⊗T (−1) in
the category MTS(X,Λ). Let S be a polarization of (T ,W,N ). It is easy to observe
that the composite Im(N•) −→ T ⊗ T (−1) S−→ T ∗ ⊗ T (−w − 1) factors through
Im(N•)∗ ⊗ T (−w − 1), by using N• ◦ S = −N∗• ◦ S. Namely, S and N• induces a
sesqui-linear duality S˜ of T (2).
Lemma 8.2.9 (Proposition 3.126 [45]). — (T (2),W (2),N (2)) ∈ P(X,w + 1,Λ),
and S˜ is a polarization of (T (2),W (2),N (2)).
We set T (3) := Σ1,0T (2). We have naturally induced morphisms
Σ1,0(T ) u−−−−→ T (3) v−−−−→ Σ0,−1(T )
Lemma 8.2.10. — Let ∗ ∈ Λ0. We have the decomposition
GrM(N∗)(T (3)) = ImGrM(N∗)(u)⊕KerGrM(N∗)(v).
Proof It follows from Proposition 3.134 of [45].
We obtain P3.2 by an inductive use of Lemma 8.2.8 with Lemma 8.2.7. We obtain
P3.3 from Lemma 8.2.9 and Lemma 8.2.10. Thus, the proof of Proposition 8.2.1 is
finished.
8.2.3. Proof of Proposition 8.2.3. — The restriction of S to (Ti⊗Ui)⊗σ∗
(Tj ⊗
Uj
)
induces a morphism (Ti,Wi,N i)⊗Ui −→ (Tj ,Wj ,N j)⊗Uj in P(w,Λ). It has to
be 0 if i 6= j. Hence, (109) is orthogonal with respect to S. By using Lemma 8.2.5,
we obtain that a polarization S of (T ,W,N ) is of the form S =⊕Si ⊗ hi.
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8.3. Infinitesimal mixed twistor modules
8.3.1. Definition. — We have the category of filtered objects in MTS(X,Λ), de-
noted by MTS(X,Λ)fil. We consider a twistor version of infinitesimal mixed Hodge
modules introduced by Kashiwara [28].
Definition 8.3.1. — Let (T ,W, L,N ) ∈MTS(X,Λ)fil.
– It is called a variation of Λ-pre-infinitesimal mixed twistor module on X, or sim-
ply a Λ-pre-IMTM on X, if GrLw(T ,W,N ) is a (w,Λ)-polarizable mixed twistor
structure on X.
– It is called a variation of Λ-infinitesimal mixed twistor module on X, or sim-
ply Λ-IMTM on X, if moreover there exists a relative monodromy filtration
M(Nj;L) for any j ∈ Λ.
If we do not have to distinguish Λ, we use “IMTM” instead of “Λ-IMTM”. The full
subcategory of Λ-IMTM (resp. Λ-pre-IMTM) in MTS(X,Λ)fil is denoted byM(X,Λ)
(resp. Mpre(X,Λ)). Note the following lemma, which follows from Lemma 6.3.1 and
Proposition 8.2.1.
Lemma 8.3.2. — Mpre(X,Λ) is an abelian category. Any morphism inMpre(X,Λ)
is strict with respect to the filtration L.
Remark 8.3.3. — The definitions of IMTM and pre-IMTM are not given in a par-
allel way to those of infinitesimal mixed Hodge module (IMHM) and pre-IMHM in
[28]. For pre-IMHM, the weight filtration W is given only for GrL(T ). For IMHM,
the existence of relative monodromy filtration M
(
N(J);L
)
is assumed for each J ⊂ Λ.
But, it was proved in Theorem 4.4.1 of [28] that, for a given pre-IMHM, if M
(
Nj;L
)
exists for each j ∈ Λ, then M(N(J);L) exists for each J ⊂ Λ.
The following lemma is a weaker version of Proposition 8.5.1 below. For simplicity,
assume that X is connected.
Lemma 8.3.4. — Let (T , L,N ) ∈ TS(X,Λ)fil, i.e., (T , L,N ) is a filtered object in
TS(X,Λ). Assume the following:
– GrLw(T ,N ) ∈ P(X,Λ, w).
– For a point P ∈ X, there exists UP ⊂ Cλ such that (i) |UP | = ∞, (ii) for
any λ ∈ UP , (M1, N(Λ), L)|(λ,P ) ∈ VectRMFC and (M1, Ni, L)|(λ,P ) ∈ VectRMFC .
Here, M1 is one of the underlying RX -modules.
Then, (T ,W, L,N ) ∈M(X,Λ).
Proof Applying Proposition 8.1.7 to (T , L,N(Λ)), we obtain the existence ofW =
M
(
N(Λ);L
)
, and we have (T ,W,N ) ∈ MTS(X,Λ). By applying Lemma 8.1.10 to(
(T ,W ), Ni, L
)
(i ∈ Λ), we obtain the existence of M(Ni;L). Hence, (T ,W, L,N ) ∈
M(X,Λ).
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Corollary 8.3.5. — Let (T ,W, L,N ) ∈ MTS(X,Λ)fil. Assume the following:
– For a point P ∈ X, there exists UP ⊂ Cλ such that (i) |UP | = ∞, (ii) for any
λ ∈ UP , (M1, Ni, L)|(λ,P ) ∈ VectRMFC .
Then, (T ,W, L,N ) ∈M(X,Λ).
8.3.2. Statements. — We state some basic property of IMTM. We will prove the
following theorem in §8.3.4–§8.3.9
Theorem 8.3.6. — The categories M(X,Λ) have the property M0–3 in §6.3.1.
We state some complementary property. We have naturally defined dual and tensor
product on the category MTS(X,Λ)fil.
Proposition 8.3.7. — M(X,Λ) and Mpre(X,Λ) are preserved by the dual and the
tensor product.
Proof The claims for Λ-pre-IMTM are clear. We have only to care the existence
of a relative monodromy filtration. For the dual, it is clear. For the tensor product,
it follows from a result due to Steenbrink-Zucker (see Proposition 6.1.5).
We have naturally defined functors j∗, ∗, and γ˜∗sm on MTS(X,Λ)fil. The following
proposition is clear.
Proposition 8.3.8. — They preserve M(X,Λ) and Mpre(X,Λ).
8.3.3. Canonical filtrations. — We reword the construction and the results in
§6.2.4 and §6.3.10. We consider (T ,W, L,NΛ) ∈ M(X,Λ). Take an element • ∈ Λ,
and put Λ0 := Λ \ •. Let L˜ :=M(N•;L). By considering the morphisms
Σ1,0(T ,W, L˜,NΛ0) N•−−−−→ Σ0,−1(T ,W, L˜,NΛ0) id−−−−→ Σ0,−1(T ,W, L˜,NΛ0)
we obtain the filtration N̂• ∗L of Σ0,−1(T ,W, L˜,NΛ0) in the category of M(X,Λ0).
Similarly, by considering the morphisms
Σ1,0(T ,W, L˜,NΛ0) id−−−−→ Σ1,0(T ,W, L˜,NΛ0) N•−−−−→ Σ0,−1(T ,W, L˜,NΛ0)
we obtain the filtration N̂• !L of Σ1,0(T ,W, L˜,NΛ0) in the category of M(X,Λ0).
By M3 of Theorem 8.3.6,
(
Σ0,−1(T ,W ), N̂•∗L,NΛ
)
and
(
Σ1,0(T ,W ), N̂•!L,NΛ
)
are
Λ-IMTM. In particular,
(T ,W,N•∗L,NΛ) := Σ0,1
(
Σ0,−1(T ,W ), N̂•∗L,NΛ
)
(T ,W,N•!L,NΛ) := Σ−1,0
(
Σ1,0(T ,W ), N̂•!L,NΛ
)
are Λ-IMTM.
Remark 8.3.9. — We can also deduce that they are Λ-IMTM, by the reduction to
the Hodge case using GrW . The Hodge case was proved in [28].
We obtain the following as a special case of Proposition 6.3.21.
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Proposition 8.3.10. — Let (T , L,N ) ∈M(X,Λ). Let i, j ∈ Λ be distinct elements.
Let ⋆(i), ⋆(j) ∈ {∗, !}. Then, we have Ni ⋆(i)(Nj ⋆(j)L) = Nj ⋆(j)(Ni ⋆(i)L).
We use the notation N J∗N I!L (I ∩ J = ∅) in the meaning as in §6.3.10.
8.3.3.1. Canonical prolongations. — We repeat the construction in §6.3.11 for this
situation. We have the category ML
(
MTS(X,Λ)
)
as in §6.3.6. Let (T , L,N ) ∈
M(X,Λ). For a decomposition K1 ⊔ K2 = Λ, we have an object T [∗K1!K2] ∈
ML
(
MTS(X,Λ)
)
given as follows. For I ⊂ Λ, we set Ij := I ∩ Kj. Then, we
put T [∗K1!K2]I := Σ|I2|,−|I1|T . It is equipped with a filtration N̂ I1!N̂ I2∗L. For
I ⊔ {i} ⊂ Λ, morphisms gIi,I and fI,Ii are given as follows:
gIi,I :=
{
id (i ∈ Λ2)
Ni (i ∈ Λ1) fI,Ii :=
{
Ni (i ∈ Λ2)
id (i ∈ Λ1)
8.3.4. Property M2.2. — The claims for M1 and M2.1 are clear by definition.
Let us consider M2.2.
Proposition 8.3.11. — Let (T ,W, L,N ) ∈ M(X,Λ). For any subset J ⊂ Λ, we
put N(J) :=
∑
j∈J Nj.
– There exists a relative monodromy filtration M
(
N(J);L
)
. We denote it by
M(J ;L).
– Let I ⊂ J ⊂ Λ. Then, M(J ;L) =M(N(J);M(I;L)).
Note that M(I;L) is also a relative monodromy filtration of
∑
i∈I aiNi (a ∈ RI>0).
Proof In the Hodge case, it was proved in [28]. The twistor case can be reduced
to the Hodge case, by considering GrW (T ) and using Lemma 8.1.5.
We take • ∈ Λ, and put Λ0 := Λ \ •.
Lemma 8.3.12. — Let (T ,W, L,N ) be a Λ-pre-IMTM. Assume that there exists
a relative monodromy filtration M = M(N•;L). Then,
(T ,W,M,NΛ0) is Λ0-pre-
IMTM, where NΛ0 =
(
Ni
∣∣ i ∈ Λ0).
If (T ,W, L,N ) is a Λ-IMTM, (T ,W,M,NΛ0) is a Λ0-IMTM.
Proof The first claim follows from the canonical splitting GrM ≃ GrM GrL and
Lemma 8.2.8. The second claim follows from Proposition 8.3.11.
Let (T ,W, L,N ) ∈ M(X,Λ). For a decomposition Λ = Λ0 ⊔ Λ1, we obtain an
object in MTS(X,Λ0)
fil:
resΛΛ0
(T ,W, L,N ) := (T ,W,M(Λ1;L),NΛ0)
Here, NΛ0 :=
(
Nj
∣∣ j ∈ Λ0). We obtain the following corollary by an inductive use
of Lemma 8.3.12 with Proposition 8.3.11.
Corollary 8.3.13. — resΛΛ0(T ,W, L,N ) is a Λ0-IMTM on X.
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Thus, we have proved the claim for M2.2. For any I ⊂ Λ, we obtain a functor
resΛI :M(X,Λ) −→M(X, I). We naturally have resIJ ◦ resΛI = resΛJ .
8.3.5. Property M0. — We consider M0 for M(X,Λ). It is clear that (i) any
injection Φ : Λ −→ Λ1 induces M(X,Λ) −→ M(X,Λ1), (ii) we naturally have
P(X,w,Λ) ⊂M(X,Λ).
Let us prove that M(X,Λ) is abelian. Let F : (T ,W, L,N ) −→ (T ′,W ′, L′,N ′)
be a morphism in M(X,Λ). According to Lemma 8.3.2, we have (KerF,W,L,N ),
(ImF,W,L,N ), (CokF,W,L,N ) in Mpre(Λ). It remains to prove that there exist
relative monodromy filtrations M(Nj ;L) on them for any j ∈ Λ. For that purpose,
we have only to prove that F is strict with respect to M(Nj;L). Fix j ∈ Λ, and we
put Λ0 := Λ \ {j}. Let N˜ = (Ni | i ∈ Λ0) and N˜
′
:= (N ′i | i ∈ Λ0). Because(T ,M(Nj;L), N˜ ) −→ (T ′,M(N ′j;L′), N˜ ′)
is a morphism in Mpre(X,Λ0), we have the desired strictness. Thus, we proved the
claim for M0.
8.3.6. Property M3. — We state the property M3 in this situation. We will
prove it in §8.3.7–§8.3.9. Let Λ be a finite set. Fix an element • ∈ Λ, and we
put Λ0 := Λ \ •. Let (T ,W, L,NΛ) ∈ IMTM(Λ). We have the induced object
(T ,W, L˜,NΛ0) := resΛΛ0(T ,W, L,NΛ) in M(X,Λ0). We consider (T ′,W, L˜,N ′Λ0) ∈
M(X,Λ0) with the following morphisms
Σ1,0(T ,W, L˜,NΛ0) u−−−−→ (T ′,W, L˜,N ′Λ0)
v−−−−→ Σ0,−1(T ,W, L˜,NΛ0)
in M(X,Λ0), such that v ◦ u = N•. We set N ′• := u ◦ v, and the induced tuple
N ′Λ0 ⊔ {N ′•} is denoted by N ′Λ. According to Corollary 6.2.7, we have a filtration L
of T ′ in M(X,Λ0), obtained as the transfer of L(T ) by (u, v). We will prove the
following proposition.
Proposition 8.3.14. — (T ′,W, L,N ′Λ) is a Λ-IMTM, i.e., the categories M(X,Λ)
have the property M3. The relative monodromy filtrations M(N ′j ;L) (j ∈ Λ0) are
obtained as the transfer of M(Nj ;L) by (u, v).
8.3.7. Transfer for pre-IMTM. — As a preparation, let us address a similar issue
for pre-IMTM. We consider objects (T ,W, L,NΛ) ∈ Mpre(Λ) and (T ′,W, L˜,N ′Λ0) ∈
Mpre(X,Λ0) with morphisms in Mpre(X.Λ0),
(110) Σ1,0(T ,W, L˜,NΛ0) u−−−−→ (T ′,W, L˜,N ′Λ0)
v−−−−→ Σ0,−1(T ,W, L˜,NΛ0)
such that v◦u = N•. We have a unique filtration L of (T ′,W, L˜,NΛ0) inMpre(X,Λ0)
obtained as the transfer of L(T ) by (u, v). We setN ′• := u◦v, and the tupleN ′Λ0⊔{N ′•}
is denoted by N ′Λ.
Lemma 8.3.15. — (T ′,W, L,N ′Λ) ∈Mpre(X,Λ).
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Proof Because GrLk (N
′
•)=0 on KerGr
L
k (v), the induced filtration L˜ on KerGr
L
k (v)
is pure of weight k, i.e., GrL˜j = 0 unless j = k. Hence, (KerGr
L
k (v),N
′
Λ0) is natu-
rally isomorphic to a direct summand of GrL˜k Gr
L
k (T ′,NΛ0). By the canonical split-
ting in §6.1.2, GrL˜k GrLk (T ′,NΛ0) is naturally isomorphic to a direct summand of
GrL˜k (T ′,NΛ0). Hence, we have (KerGrLk (v),N ′Λ0) ∈ P(X, k,Λ0).
We regard N• : T −→ T−1T . We have
(
ImGrLk (N•),Gr
L
k NΛ
) ∈ P(X, k + 1,Λ),
according to P3.3 in Proposition 8.2.1. Because GrLk (v) induces the following iso-
morphism (
ImGrLk (u), Gr
L
k (N
′
Λ)
) ≃ Σ1,0(ImGrLk (N•),GrLk NΛ),
we have
(
ImGrLk (u), Gr
L
k (N
′
Λ)
) ∈ P(X, k,Λ). Thus, we obtain that (T ′,W, L,N ′Λ) ∈
Mpre(X,Λ).
For the proof of Proposition 8.3.14, it remains to prove the existence of relative
monodromy filtrations M
(
N ′j;L(T ′)
)
for j ∈ Λ0.
8.3.8. Existence of relative monodromy filtration in a special case. — Let
2 := {1, 2}. Let (T ′,W, L,N ′) ∈ Mpre(X, 2) and (T ,W, L,N ) ∈ M(X, 2). Assume
that we are given morphisms in MTS(X)fil,nil
(Σ1,0(T ,W ), L,N1) u−−−−→
(T ′,W, L,N ′1) v−−−−→ (Σ0,−1(T ,W ), L,N1)
such that (i) v◦u = N2 and u◦v = N ′2, (ii)
(T , T ′;u, v;L) is filtered S-decomposable,
(iii) (T ′, L,N ′2) ∈MTS(X)RMF. By Proposition 6.2.3, u and v give
Σ1,0
(T ,W,M(N2;L)) −→ (T ′,W,M(N ′2;L)) −→ Σ0,−1(T ,W,M(N2;L)).
The following lemma is based on an argument in [62].
Lemma 8.3.16. — Under the assumption, (T ′,W, L,N ′) is a 2-IMTM, namely,
there exists a relative monodromy filtration M(N ′1;L). Moreover, M(N
′
1;L) is ob-
tained as the transfer of M(N1;L) by (u, v).
Proof We put W (1) := M(N1;L). Then, we have (T ,W (1), N2) ∈ M(X, 1) and
W =M(N2;W
(1)). We have a unique filtrationW (1) of T ′ obtained as the transfer of
W (1)(T ) with respect to (u, v). It satisfies the conditions (A1)W (T ′) =M(N ′2;W (1)),
(A2)
(T , T ′;u, v;W (1)) is filtered S-decomposable. We shall prove that W (1)(T ′)
gives M(N ′1;L).
Let us prove that (T ′,W (1), N ′2) is a 1-IMTM, i.e.,
(
GrW
(1)
w T ′, N ′2
) ∈ P(X,w, 1).
On KerGrW
(1)
w v, the filtration W is pure of weight w by construction. According
to P3.3 in Proposition 8.2.1, ImGrW
(1)
w u is a polarizable mixed twistor structure of
weight w. Hence, (T ′,W (1), N ′2) is 1-IMTM.
Put (Tk,m,W ) := Lk(T ,W )/Lm(T ,W ) and (T ′k,m,W ) := Lk(T ′,W )/Lm(T ′,W )
in the category MTS(X). They are equipped with the induced filtrations L and the
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induced tuple of morphisms N and N ′. Then, we have (Tk,m,W, L,N ) ∈ M(X, 2)
and (T ′k,m,W, L,N ′) ∈ Mpre(X, 2). The induced morphisms u : Σ1,0Tk,m −→ T ′k,m
and v : T ′k,m −→ Σ0,−1Tk,m satisfy the assumptions (i) and (ii). Hence, by the
above argument, we obtain a filtration W (1)(T ′k,m) with which (T ′k,m,W,W (1), N ′2) ∈
M(X, 1).
Let us consider the exact sequence
0 −→ Lk−1(T ′,W ) −→ Lk(T ′,W ) −→ GrLk (T ′,W ) −→ 0.
The arrows are morphisms in M(1). In particular, they are strict with respect to
W (1).
Note that M(N ′1)[k] on Gr
L
k (T ′) satisfies the condition (A1) for W (1). It also
satisfies (A2) according to P3.3 in Proposition 8.2.1. Hence, the induced filtration
W (1) on GrLk (T ′) is the same as M(N ′1)[k]. Then, we can conclude that W (1) gives
M(N1;L) on T .
Remark 8.3.17. — For any 2-IMTM (T ,W, L,N ), we have
N2⋆M(N1;L) =M(N1;N2⋆L)
for ⋆ = ∗, !. Indeed, we can deduce it in our situation from Lemma 8.3.16. Alterna-
tively, by considering GrW , we can also reduce it to the Hodge case proved in [28].
8.3.9. End of the proof of Proposition 8.3.14. — Let us return to the situa-
tion in §8.3.6. According to Lemma 8.3.15, we have only to prove the existence of
M(N ′j;LT ′) for j ∈ Λ0. We have only to consider the case that X is a point. Put
Λ1 := Λ0 \ {j}. We set NΛ1 :=
(
Ni | i ∈ Λ1
)
and N ′Λ1 :=
(
N ′i
∣∣ i ∈ Λ1). We obtain
smoothR-triples TNILΛ1(T ,NΛ1) and TNILΛ1(T ′,N ′Λ1) on (C∗)Λ1 with filtrations L.
We take a point ιP : {P} −→ (C∗)Λ1 , which is sufficiently close to the origin (0, . . . , 0).
We set TP := ι∗P TNILΛ1(T ,NΛ1), which is equipped with the induced filtration L and
the morphisms Nj , N• : TP −→ T−1TP . Similarly, we put T ′P := ι∗P TNILΛ1(T ′,N ′Λ1)
equipped with the induced filtration L and the morphisms N ′j , N
′
• : T ′P −→ T−1T ′P .
We can apply Lemma 8.3.16 to (TP , LP , Nj , N•) and (T ′P , LP , N ′j, N ′•), and we obtain
a relative monodromy filtration M
(
N ′j;L(T ′P )
)
. By construction of TNIL, we obtain
a relative monodromy filtration M
(
N ′j ;L(T ′)
)
. Thus, the proof of Proposition 8.3.14
is finished.
8.4. Nearby cycle functor along a monomial function
8.4.1. Beilinson IMTM and its deformation. — Recall the Beilinson triple in
§2.3. We use the same symbol to denote the pull back via a morphism X to a point. It
is naturally equipped with the weight filtration W given by Wk(Ia,b) =
⊕
−2i≤k T (i),
and (Ia,b,W ) is a mixed twistor structure onX . The tuple (Ia,b,W, L,NI) is a 1-IMTM
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on X , where L = W . For any c ∈ RΛ, let c NI denote the tuple
(
ciNI
∣∣ i ∈ Λ). We
obtain
(
Ia,b,W, L,c NI
) ∈ M(X,Λ). Let ϕ = (ϕi | i ∈ Λ) be a tuple of holomorphic
functions on X . We set Ia,bc,ϕ := Defϕ
(
Ia,b,W, L,c NI
)
in M(X,Λ).
8.4.2. Statement. — We will omit to denote the weight filtration of mixed twistor
structure. We consider (T , L,N ) ∈ M(X,Λ) and m ∈ ZΛ>0. We obtain the following
Λ-IMTM on X : (
Πa,bm,ϕT , L, N˜
)
:=
(T , L,N )⊗ Ia,bm,ϕ
For any subset I ⊂ Λ, we put N˜I :=
∏
i∈I N˜i. For ⋆ = ∗, !, we have the filtrations
N˜I⋆L on Π
a,b
m,ϕT . LetM be a sufficiently large integer. We have an induced morphism
of Λ-IMTM:
N˜I : Σ
|I|,0(Π0,Mm,ϕT , N˜I!L, N˜ ) −→ Σ0,−|I|(Π0,Mm,ϕT , N˜I∗L, N˜ )
The cokernel in M(X,Λ) is denoted by (ψ(0)m,ϕ(T )I , L̂, N˜ ).
On the other hand, the filtration L of (T ,N ) naively induces a filtration on Πa,bm,ϕT
given by Lk
(
Πa,bm,ϕT
)
= Πa,bm,ϕLk(T ) in M(X,Λ). It induces a filtration of ψ(0)m,ϕ(T )I
in M(X,Λ). They are also denoted by L.
The morphism NI : Ia,b −→ T−1Ia,b naturally induces a morphism ψ(0)m,ϕ(T )I −→
T−1ψ(0)m,ϕ(T )I , which is also denoted by NI. We shall prove the following theorem.
Theorem 8.4.1. — We have L̂ =M(NI;L)[1] on ψ
(0)
m,ϕ(T )I .
Here, for a filtration F , we set F [a]a+j := Fj .
The Hodge version of this theorem appeared in [62]. We obtain the following as a
special case.
Corollary 8.4.2. — We have L̂ =M(NI;L)[1] on ψ
(0)
m,ϕ(T )Λ.
8.4.3. Variant. — Let K ⊂ Λ be any non-empty subset. For any m ∈ ZK>0,
we obtain
(
Πa,bm,ϕT , L, N˜
)
:=
(T , L,N ) ⊗ Ia,bm,ϕ in M(X,Λ). We have the induced
morphism in M(X,Λ):
N˜K : Σ
|K|,0(Π0,Mm,ϕT , N˜K!L, N˜ ) −→ Σ0,−|K|(Π0,Mm,ϕT , N˜K∗L, N˜ )
On the cokernel ψ
(0)
m,ϕ(T )K , we have the induced filtration L̂ and the tuple N˜ so that(
ψ
(0)
m,ϕ(T )K , L̂, N˜
)
is a Λ-IMTM. It is also equipped with the naively induced filtration
L. We have a naturally induced morphism NI : ψ
(0)
m,ϕ(T ) −→ ψ(0)m,ϕ(T ) ⊗ T (−1) in
M(X,Λ).
Corollary 8.4.3. — We have L̂ =M(NI;L)[1].
Proof By using TNILKc , we can reduce it to Corollary 8.4.2.
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8.4.4. Reformulation. — Let I ′ := I ⊔ {i}. We have the following commutative
diagram:
Σ|I|+1,0Πa,bm,ϕT =−−−−→ Σ|I′|,0Πa,bm,ϕT N˜i−−−−→ Σ|I|,−1Πa,bm,ϕT
N˜I
y N˜I′y N˜Iy
Σ1,−|I|Πa,bm,ϕT N˜i−−−−→ Σ0,−|I′|Πa,bm,ϕT =−−−−→ Σ0,−|I|−1Πa,bm,ϕT
Hence, we obtain naturally induced morphisms:
can : Σ1,0ψ(0)m,ϕ(T )I −→ ψ(0)m,ϕ(T )I′ var : ψ(0)m,ϕ(T )I′ −→ Σ0,−1ψ(0)m,ϕ(T )I
The tuple ψ
(0)
m,ϕ(T ) :=
(
ψ
(0)
m,ϕ(T )I
∣∣ I ⊂ ℓ) with the filtration L̂ is an object in
ML
(
MTS(X,Λ)
)
. (See §6.3.6 for the category ML(MTS(X,Λ)).) Indeed, it is ob-
tained as the cokernel of (Π0,Nm,ϕT )! −→ (Π0,Nm,ϕT )∗ in ML
(
MTS(X,Λ)
)
.
On the other hand, the filtration L naively induces a filtration of ψ
(0)
m,ϕ(T ) in
ML
(
MTS(X,Λ)
)
, which is also denoted by L. The previous theorem can be refor-
mulated as follows.
Theorem 8.4.4. — We have L̂ =M(N ;L)[1] on ψ
(0)
m,ϕ(T ).
8.4.5. Proof. — We have only to consider the case that L is pure of weight w,
i.e., (T ,W,N ) ∈ P(X,w,Λ). Moreover, we may assume w = 0. We have the weight
filtration M(NI) on each ψ
(0)
m,ϕ(T )I , which is preserved by can and var. Hence, we
obtain a filtration M(NI) on ψ
(0)
m,ϕ(T ). We have only to prove that M(NI)[1] = L̂.
We may assume that X is a point. We have only to consider the case that ϕi = 0
(i ∈ Λ).
According to Corollary 3.132 of [45],
(
ψ
(0)
m (T )I , (N,NI)
)
is a (1,Λ⊔{•})-polarizable
mixed twistor structure. Hence,
(
ψ
(0)
m (T )I ,M(NI)[1], N˜
)
is a Λ-IMTM. For I ′ =
I ⊔ {i}, according to Lemma 8.2.10, the following is S-decomposable:
Σ1,0GrM(NI) ψ(0)m (T )I u−→ GrM(NI) ψ(0)m (T )I′ v−→ Σ0,−1GrM(NI) ψ(0)m (T )I
Namely,
(
ψ
(0)
m (T ),M(NI)[1]
)
is an object in ML
(
MTS(Λ)
)
.
Let I ⊂ Λ. We have the filtrationsM(N˜(I);M(NI)[1]) andM(N˜(I); L̂) on ψ(0)m (T)I .
To proveM(NI)[1] = L̂, we have only to proveM
(
N˜(I);M(NI)[1]
)
=M(N˜(I); L̂) on
ψ
(0)
m (T )I for any I ⊂ Λ, according to Theorem 6.3.16. If I = Λ, both the filtrations
M
(
N˜(Λ);M(NI)[1]
)
and M(N˜(Λ); L̂) are the weight filtration of the mixed twistor
structure. Let us consider the case J := Λ \ I 6= ∅. We take Q ∈ CJ , which is
sufficiently close to the origin. We have a (0, I)-polarizable mixed twistor structure
TNILJ,Q(T ) with N I := (Ni ∈ I). Let mI := (mi | i ∈ I). On ψ(0)mI
(
TNILJ,Q(T )
)
I
,
we have M
(
N˜(I);W (N)[1]
)
= M
(
N˜(I); L̂). The underlying R-modules of ψ(0)m (T )I
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and ψ
(0)
mI
(
TNILJ,Q(T )I
)
are naturally isomorphic. Therefore, we have
M
(
N˜(I);M(NI)[1]
)
=M(N˜(I); L̂)
on ψ
(0)
m (T )I , and the proof of Theorem 8.4.4 is finished.
8.5. Twistor version of a theorem of Kashiwara
Let (T , L,N ) ∈ TS(X,Λ)fil. LetMi (i = 1, 2) denote the underlying RX -modules.
We assume the following:
– For each w, we have GrLw(T , L,N ) ∈ P(X,w,Λ).
– For each P ∈ X , there exists a subset UP ⊂ Cλ such that (i) |UP | =∞, (ii) for
any λ ∈ UP and for i ∈ Λ, we have (M1, L,Ni)|P ∈ VectRMFC .
The following proposition is a twistor version of Theorem 4.4.1 of [28].
Proposition 8.5.1. — (T , L,N ) is a Λ-IMTM, i.e., there exists a relative mon-
odromy filtration of
(T , L,N(Λ)).
8.5.1. A purity theorem (Special case). — Let (T ,W, L,N ) be a 2-IMTM. For
i = 1, 2, we have the morphisms
Ni : (Σ
1,0T , L) −→ Σ0,−1(T , Ni∗L).
They give morphisms Ni : Σ
1,0Lk(T ) −→ Σ0,−1
(
Ni∗Lk−1T
)
, i.e., Ni : Lk(T ) −→
T−1Ni∗Lk−1(T ). Similarly, we have Ni : Nj∗Lk(T ) −→ T−1Nj∗Ni∗Lk−1(T ). Then,
we obtain the following filtered complex Π in MTS(X):
L−1T N1⊕N2−−−−−→ T−1(N1∗L)−2T ⊕ T−1(N2∗L)−2T N2−N1−−−−−→ T−2(N1∗N2∗L)−3T
The cohomology group Hi(Π) with the induced weight filtrationW is a mixed twistor
structure.
Lemma 8.5.2. — GrWj H
i(Π) = 0 unless j ≤ i− 1.
Proof We have GrWj H
i(Π) ≃ HiGrWj Π. Then, the claim can be reduced to the
Hodge case in [28].
Remark 8.5.3. — The purity theorem can be proved in a more general situation as
in the Hodge case.
8.5.2. Proof of Proposition 8.5.1. — We have only to consider the case that X
is a point {P}. By using TNIL, we can reduce the issue to the case Λ = {1, 2}. We
regard (T , L) as a filtered vector bundle on P1, denoted by (V, L). We may assume
V = L0(V ). By an inductive argument, we may assume that the claim holds for
(L−1V, L,N ). According to Lemma 8.3.4, we have only to prove the existence of
relative monodromy filtration for N1|λ +N2|λ on (V, L)|λ for any λ ∈ UP . Then, we
have only to apply the argument in Section 6 of [28], with Lemma 8.5.2 above.
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8.6. Integrable case
8.6.1. Integrable mixed twistor structure. — Let X be a complex manifold.
Let (T ,W ) be a filtered object in the category of integrable smooth RX -triples. It is
called an integrable variation of mixed twistor structure onX , (or simply an integrable
mixed twistor structure on X), if each GrWw (T ) is integrable polarizable pure twistor
D-module of weight w. It is called pure of weight w, if GrLm = 0 unless m = w. The
category of integrable mixed twistor structure on X is denoted by MTSint(X). It is
an abelian category. It is equipped with tensor product and inner homomorphism.
It is also equipped with additive auto equivalences Σp,q given by the tensor product
with U(−p, q).
8.6.2. Integrable polarizable mixed twistor structure. — We consider an
abelian category A = MTSint(X) with additive auto equivalences Σp,q(T ) = T ⊗
U(−p, q). Then, for any finite set Λ, we obtain the abelian category MTSint(X,Λ) :=
MTSint(X)(Λ) as in §6.1.1. An object (T ,W,N ) ∈ MTSint(X,Λ) is called an inte-
grable (w,Λ)-polarizable mixed twistor structure, if (i) W = M
(
N(Λ)
)
[w], (ii) there
exists an integrable Hermitian sesqui-linear duality S : T −→ T ∗ ⊗T (−w) of weight
w, which gives a polarization of the underlying (T ,W,N ) ∈ MTS(X,Λ). The full
subcategory of integrable (w,Λ)-polarizable mixed twistor structure is denoted by
P int(X,w,Λ). The following is an analogue of Proposition 6.1.4.
Proposition 8.6.1. — The categories P int(X,w,Λ) satisfy the property P0–3 in
§6.3.1.
Proof As for P0, we have only to repeat the argument in the ordinary case. The
other property in the integrable case can be reduced to those in the ordinary case.
As in the case of P(X,Λ, w), any object in P int(X,Λ, w) has the canonical de-
composition, and its polarization is unique up to automorphisms. The category
P int(X,Λ, w) is equipped with tensor product, dual, j∗ and γ˜∗sm.
8.6.3. Infinitesimal mixed twistor module. — We consider the category of
filtered objects in MTSint(X,Λ), denoted by MTSint(X,Λ)fil. Let (T ,W, L,N ) ∈
MTSint(X,Λ)fil.
– It is called an integrable Λ-pre-IMTM on X , if GrLw(T ,W,N ) is an integrable
(w,Λ)-polarizable mixed twistor structure on X .
– It is called an integrable Λ-IMTM on X , if moreover there exists a relative
monodromy filtration M(Nj ;L) for any j ∈ Λ. In other words, (T ,W, L,N ) is
an integrable Λ-IMTM, if (i) it is an integrable pre-Λ-IMTM, (ii) it is a Λ-IMTM.
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Let Mint(X,Λ) (resp. Mint pre(X,Λ)) denote the full subcategory of integrable Λ-
IMTM (resp. integrable Λ-pre-IMTM) in MTSint(X,Λ)fil. The following lemma is
obvious.
Lemma 8.6.2. — Mint pre(Λ) is an abelian category. Any morphism in Mint pre(Λ)
is strict with respect to the filtration L.
Proposition 8.6.3. — The categories M(X,Λ) have the property M0–3 in §6.3.1.
Proof We give only an indication. Let us consider M0. It is clear that (i)
any injection Φ : Λ −→ Λ1 induces Mint(X,Λ) −→ Mint(X,Λ1), (ii) we naturally
have P int(X,w,Λ) ⊂ Mint(X,Λ). Let us prove that Mint(X,Λ) is abelian. Let F :
(T ,W, L,N ) −→ (T ′,W ′, L′,N ′) be a morphism inMint(X,Λ). We have the objects
(KerF,W,L,N ), (ImF,W,L,N ), (CokF,W,L,N ) in M(X,Λ). They are naturally
integrable smooth filtered RX -triples, and objects inMint pre(X,Λ). Hence, they are
naturally objects inMint(X,Λ). The claims forM1 andM2.1 are clear by definition.
Let us consider M2.2. Let (T ,W, L,N ) ∈ Mint(X,Λ). By M2.2 for M(X,Λ), we
have the filtration M(Λ1;L) and the object res
Λ
Λ0
(T ,W, L,N ) in M(X,Λ0). We
can prove that it is naturally an object in Mint(X,Λ0), by using Deligne’s formula
for relative monodromy filtration and Kashiwara’s canonical decomposition, and we
obtain M2.2. To argueM3, let us consider the situation in §8.3.6 with integrability.
Let (T ,W, L,NΛ) ∈ Mint(Λ). We have the induced object resΛΛ0(T ,W, L,NΛ) =:
(T ,W, L˜,NΛ0) in Mint(X,Λ0). Let (T ′,W, L˜,N ′Λ0) ∈ Mint(X,Λ0) with morphisms
as in (110) inMint(X,Λ0), such that v ◦u = N•. We set N ′• := u◦v, and the induced
tuple N ′Λ0 ⊔ {N ′•} is denoted by N ′Λ. We have a filtration L of T ′ in Mint(X,Λ0),
obtained as the transfer of L(T ) by (u, v). By M3 for M(X,Λ), (T ′,W, L,N ′Λ) is
a Λ-IMTM. By repeating the argument for Lemma 8.3.15, we obtain that it is an
integrable Λ-pre-IMTM, and hence it is an integrable Λ-IMTM.
Remark 8.6.4. — Although we do not give the statements of the integral version of
Theorem 8.4.1 and Proposition 8.5.1, they can easily be reduced to the ordinary case.
CHAPTER 9
ADMISSIBLE MIXED TWISTOR STRUCTURE AND
VARIANTS
In this section, we study admissible variation of mixed twistor structure, which
is a rather straightforward generalization of admissible variation of mixed Hodge
structure, studied in [28] and [75].
9.1. Admissible mixed twistor structure
9.1.1. Mixed twistor structure on (X,D). — Let X be a complex manifold, and
D be a simply normal crossing hypersurface of X with the irreducible decomposition
D =
⋃
i∈ΛDi. For I ⊂ Λ, we set DI :=
⋂
i∈I Di, ∂DI :=
⋃
j 6∈I(DI ∩ Dj) and
D◦I := DI \ ∂DI . Let I be a good system of ramified irregular values on (X,D) (see
§15.1). The tuple (X,D,I ) is denoted by X .
An object (T , L) ∈ TS(X,D)fil is called a variation of mixed twistor structure on
(X,D), if its restriction to X \ D is a mixed twistor structure on X \ D. The full
subcategory MTS(X,D) ⊂ TS(X,D)fil is abelian. An object (T , L) ∈ MTS(X,D) is
called a variation of mixed twistor structure on X , if T is I -good. Let MTS(X ) ⊂
TS(X,D)fil denote the full subcategory of variation of mixed twistor structure on X .
It is an abelian subcategory. We shall often omit “variation of”.
9.1.2. Pre-admissibility. — A mixed twistor structure (T , L) on X is called pre-
admissible, if the following holds:
(Adm0) : For each w, GrLw(T ) is the canonical prolongment of an I -good wild
polarizable variation of pure twistor structure of weight w. (See §11.1 of [48].)
(Adm1) : T is a smooth I -good-KMS RX(∗D)-triple, and the filtration L is com-
patible with the KMS-structure.
We shall impose additional conditions for admissibility.
We give a remark on a specialization in the case X = ∆n and D =
⋃ℓ
i=1{zi = 0}.
Suppose that (T , L) ∈ MTS(X ) is pre-admissible. For u ∈ (R × C)ℓ, we obtain a
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smooth RDℓ-triple ℓψ˜u(T ) which is equipped with a tuple of morphismsN = (Ni | i =
1, . . . , ℓ). (See §5.1.4 for ℓψ˜u(T ).) It is also equipped with the filtration L in the
category of TS(Dℓ) by (Adm1), which is preserved by Ni. Because GrLw ℓψ˜u(T ) ≃
ℓψ˜u Gr
L
w(Y) are variation of twistor structure, according to [48], we have ℓψ˜u(T ) ∈
TS(Dℓ). Thus, we obtain
(
ℓψ˜u(T , L),N
)
in TS(Dℓ, ℓ)
fil. For any point ιP : {P} −→
Dℓ, we set
(
ℓψ˜u(T , L),N
)
|P := ι
∗
P
(
ℓψ˜u(T , L),N
)
. If T is unramified, we also have
the induced object
(
ℓψ˜u,a(T , L),N
)
in TS(Dℓ, ℓ)
fil for u ∈ (R×C)ℓ and a ∈ Irr(T , ℓ).
We set
(
ℓψ˜u,a(T , L),N
)
|P := ι
∗
P
(
ℓψ˜u,a(T , L),N
)
.
9.1.3. Admissibility in the smooth divisor case. — Let us consider the case
that D is smooth. Let
(T , L) ∈ MTS(X ) be pre-admissible. LetMi (i = 1, 2) be the
underlying RX(∗D)-modules of T . We have the induced bundles GuMi (u ∈ R × C)
on D by taking Gr with respect to the KMS-structure. It is equipped with the
endomorphism Res(D). Let N denote the nilpotent part. It is also equipped with
the induced filtration L by (Adm1). Then, T is called admissible, if moreover the
following holds:
(Adm2) : N on
(Gu(Mi), L) has a relative monodromy filtration.
(See §5.1.2 for Gu(Mi).) The following lemma is a special case of Proposition 9.1.5
below.
Lemma 9.1.1. — Let (T , L) ∈ MTS(X ) be admissible. Assume X = ∆n and D =
{z1 = 0}. For each u ∈ R×C, (ψ˜u(T ), L,N ) is a 1-IMTM on D. If T is unramified,
for each u ∈ R× C and a ∈ Irr(D), (ψ˜a,u(T ), L,N ) is a 1-IMTM on D.
Proof We have only to consider the unramified case. By the compatibility of the
filtration L and the KMS-structure,
(
GrLw ψ˜a,u(T ),N
)
comes from GrLw(T ). Hence,
it is polarizable.
Lemma 9.1.2. — We can replace the condition (Adm2) with the following condi-
tion:
(Adm2’) : There exists U ⊂ Cλ with |U | = ∞ such that
(Gu(M1), L,N )(λ,P ) ∈
VectRMFC for any (λ, P ) ∈ U ×D.
Proof It follows from Proposition 8.1.7.
9.1.4. Admissibility in the normal crossing case. — Let X be a complex
manifold, and let D be a simple normal crossing hypersurface of X .
Definition 9.1.3. — Let (T , L) ∈ MTS(X ) be pre-admissible. It is called admissi-
ble, if for any smooth point P ∈ D, there exists a small neighbourhood XP of P such
that T|XP is admissible in the sense of the smooth divisor case (§9.1.3).
The following lemma is clear.
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Lemma 9.1.4. — If T ∈ TS(X,D) comes from a good wild polarizable variation of
pure twistor structure of weight w, it is naturally an admissible mixed twistor structure
on (X,D).
Proposition 9.1.5. — Let (T , L) ∈ MTS(X ) be admissible. Let P ∈ D◦I . We take
a coordinate around P .
– For u ∈ (R× C)I , the induced (Iψ˜u(T , L),N I)|P is an I-IMTM.
– If T is unramified around P , for any a ∈ Irr(T , P ) and for any u ∈ (R × C)I ,(
Iψ˜a,u(T , L),N
)
|P is an I-IMTM.
Proof We have only to consider the unramified case. On D(λ)i , we have the bundle
iGuQ(λ)a (M) with the flat λ-connection iD. It is equipped with the iD-flat endomor-
phism Ni and the
iD-flat filtration L. By taking the specialization to {λ} × Di, we
obtain a vector bundle iGuQλa (Mλ) with a λ-flat connection iDλ. Its formal comple-
tion at P is denoted by (V̂P , D̂λP ). It is equipped with the induced endomorphism N̂i
and filtration L̂. By the assumption, (V̂P , L̂, N̂i) has a relative monodromy filtration.
If λ is generic, we obtain that its specialization at P also has a relative monodromy
filtration.
By the consideration in the previous paragraph, for any generic λ, Ni|λ (i ∈ I)
have relative monodromy filtrations. Then, the claim follows from Proposition 8.5.1.
Let f : X ′ −→ X be a morphism of complex manifolds, such that D′ := f−1(D)
is normal crossing. Let f−1I denote a good system of ramified irregular values on
(X ′, D′) obtained as the pull back of I . Let X ′ := (X ′, D′, f−1I ).
Corollary 9.1.6. — For any admissible variation of mixed twistor structure (T , L)
on X , the pull back f∗(T , L) is an admissible variation of mixed twistor structure on
X ′.
Proof It follows from Proposition 9.1.5 and Proposition 8.3.11.
9.1.5. Category of admissible MTS. — Let MTSadm(X ) ⊂ MTS(X ) be the full
subcategory of admissible mixed twistor structure on X . It is equipped with additive
auto equivalences Σp,q given by the tensor product with U(−p, q).
Proposition 9.1.7. — MTSadm(X ) is an abelian subcategory of MTS(X ).
Proof Let F : (T1, L) −→ (T2, L) be any morphism in MTSadm(X ). Note that F
is strict with respect to L. We obtain the filtered RX(∗D)-triples (KerF,L), (ImF,L)
and (CokF,L). Let us prove that they are objects in MTSadm(X ). If L is pure
of weight w, it follows from the theory of polarizable wild pure twistor D-modules.
Indeed, we have the corresponding polarizable pure twistor D-modules Ti of weight
w with morphisms F˜ : T1 −→ T2. We have the polarizable pure twistor D-modules
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Ker F˜ , Im F˜ and Cok F˜ , which are smooth on X \D. By the semisimplicity of the cat-
egory of polarizable pure twistor D-modules, Ker F˜ and Cok F˜ are direct summands
of T1 and T2, respectively, and Im F˜ is a direct summand of both of Ti (i = 1, 2). Be-
cause KerF = Ker F˜ (∗D), CokF = Cok F˜ (∗D), and ImF = Im F˜ (∗D), they satisfy
(Adm0) and (Adm1). The condition (Adm2) is trivial.
Let us consider the mixed case. Because F is strict with respect to L, we have
GrLKerF ≃ KerGrL F , GrL ImF ≃ ImGrL F and GrL CokF ≃ CokGrL F . Hence,
(Adm0) is satisfied for KerF , ImF and CokF . Let us check (Adm1–2). By
(Adm0), we have already known that KerF , ImF and CokF are smooth good
RX(∗D)-triples.
Let us check that they are I -good RX(∗D)-triples. We have only to consider the
unramified case. Let Mi,c (c = 1, 2) be the underlying RX(∗D)-modules of Ti. We
have the irregular decomposition
M
i,c|(̂λ,P ) =
⊕
a∈Irr(Ti)
M̂i,c,a.
Let F1 : M2,1 −→ M1,1 and F2 : M1,2 −→ M2,2 be the underlying morphisms
of F . It is easy to see that Fc|D̂ is compatible with the decompositions. We have
natural isomorphisms Ker(Fc)|(̂λ,P ) = Ker(Fc|(̂λ,P )), Im(Fc)|(̂λ,P ) = Im(Fc|(̂λ,P )) and
Cok(Fc)|(̂λ,P ) = Cok(Fc|(̂λ,P )). Hence, Ker(Fc), Im(Fc) and Cok(Fc) are good smooth
RX(∗D)-modules, and the set of irregular values are contained in IP .
To check the remaining claims, we may and will assume that D is smooth. (See
Corollary 5.2.8.) Moreover, we may assume that X = ∆n and D = {z1 = 0}.
Let us consider the regular singular case. For any u ∈ R× C,
ψ˜u(F ) : ψ˜u(T1, L) −→ ψ˜u(T2, L)
is a morphism in MTS(D). Hence, the cokernel is strict with respect to λ. Then,
we obtain that F is strict with respect to the KMS-structure, and KerF , ImF and
CokF are equipped with the induced KMS-structure. We obtain the existence of
relative monodromy filtration, because the category of 1-IMTM is abelian. Thus, we
are done in the regular singular case.
Let us consider the good irregular case. By the reduction with respect to the Stokes
structure in §5.5.1, we obtain GrSt(F ) : GrSt(T1) −→ GrSt(T2). By using the result
in the regular singular case, we obtain that the cokernel of ψ˜a,u(F ) : ψ˜a,u(T1) −→
ψ˜a,u(T2) are strict. Hence, we obtain that F is strict with respect to the KMS struc-
ture. We also obtain the existence of the relative monodromy filtration of the nilpotent
part of the residues.
Proposition 9.1.8. — Let F : T1 −→ T2 be a morphism in MTSadm(X ). Then,
F is strictly compatible with the KMS-structure, i.e., for Ti = (Mi,1,Mi,2, Ci), we
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have
(111) F (Q(λ0)a M1,2) = Q(λ0)a (M2,2) ∩ ImF,
(112) F (Q(λ0)a M2,1) = Q(λ0)a (M1,1) ∩ ImF,
for any λ0 ∈ C and a ∈ RΛ, where Λ is the set of irreducible components of D.
Proof If D is smooth, the claim has already been proved in the proof of Proposi-
tion 9.1.7. If L is pure, the claim follows from that ImF is a direct summand of both
of Ti, as remarked in the proof of Proposition 9.1.7.
We consider the general case. By Proposition 9.1.7, and by considering the hermi-
tian adjoint, we have only to consider the case that F is an epimorphism. We obtain
(112) from the smooth case and the Hartogs property. We obtain (111) from the pure
case by using an easy induction on the length of L.
Let X = ∆n and D =
⋃ℓ
i=1{zi = 0}. As noted in Proposition 9.1.5, we have a
functor
ℓψ˜u : MTS
adm(X ) −→M(Dℓ, ℓ).
We obtain the following corollary from Proposition 9.1.8.
Corollary 9.1.9. — The functor ℓψ˜u is exact.
Let N : (T ,W ) −→ (T ,W ) ⊗ T (−1) be a morphism in MTSadm(X ). The mon-
odromy weight filtration of N is a filtration in the category MTSadm(X ). It induces a
filtration of ℓψ˜u(T ,W ) in M(Dℓ, ℓ), denoted by ℓψ˜uM(N ). We also have the induced
morphism ℓψ˜u(N ) : ℓψ˜u(T ) −→ ℓψ˜u(T )⊗T (−1). Because ℓψ˜u is exact, we obtain the
following corollary by Deligne’s inductive formula for monodromy weight filtration.
Corollary 9.1.10. — We have ℓψ˜uM(N ) =M
(
ℓψ˜u(N )
)
.
9.1.6. Curve test. — Let (T , L) ∈ MTS(X ) satisfying (Adm0).
Proposition 9.1.11. — Suppose the following condition:
– Let C be any curve contained in X which transversally intersects with the smooth
part of D. Then, (T , L)|C is an admissible mixed twistor structure on (C,C∩D).
Then, (T , L) is admissible.
Proof By Proposition 5.2.9, (T , L) satisfies (Adm1). It is easy to check (Adm2).
9.2. Admissible polarizable mixed twistor structure
9.2.1. Definition. — For any finite set Λ, we set MTSadm(X,Λ):=MTSadm(X )(Λ).
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9.2.1.1. Unramified case. — Let (T ,W,NΛ) be an object in MTSadm(X,Λ), which
is unramified. It is called (w,Λ)-polarizable, if the following holds.
(R1) : There exists a hermitian adjoint S : (T ,W,NΛ) −→ (T ,W,NΛ)∗⊗T (−w)
of weight w, such that (T ,W,NΛ, S)|X\D ∈ P(X \D,w,Λ).
(R2) : For any P ∈ D◦I , a ∈ Irr(T )|P and u ∈ (R×C)I ,
(
Iψ˜a,u(T ),N I⊔Λ
)
|P with
Iψ˜a,u(S) is a (w,Λ ⊔ I)-polarized mixed twistor structure.
Lemma 9.2.1. — The second condition is independent of the choice of S in the first
condition.
Proof Let Si (i = 1, 2) be polarizations of (T ,W,N ) as in the first condition.
Assume that the second condition is satisfied for S1. Let us prove that it is also
satisfied for S2. There exists a decomposition (T ,N )|X\D =
⊕
(Tj ,N ) which are
orthogonal with respect to both Si, and S1|Tj = aj · S2|Tj for some aj > 0. We have
the endomorphism F of T induced by S (i = 1, 2). We have Tj = Ker(F|X\D − aj).
Let P ∈ D◦I . We have the induced endomorphisms Iψ˜a,u(F ) on Iψ˜a,u(T )|P . It is a
morphism in the category of polarizable mixed twistor structures. Hence, we obtain
that F − α are strict for any α ∈ C. Then, the decomposition T|X\D =
⊕ Tj is
extended to T = ⊕ T ′j , compatible with the KMS-structures. Then, the claim is
clear.
9.2.1.2. Ramified case. — Let (T ,W,NΛ) be an object in MTSadm(X,Λ), which is
not necessarily unramified. It is called (w,Λ)-polarizable, if the following holds:
– It is locally the descent of an unramified admissible (w,Λ)-polarizable mixed
twistor structure.
– There exists a morphism S : (T ,W,NΛ) −→ (T ,W,NΛ)∗ ⊗ T (−w) such that
(T ,W,NΛ, S)|X\D is a polarized mixed twistor structure on X \D.
9.2.2. Category of admissible (w,Λ)-polarizable mixed twistor structure.
— Let P(X,Λ, w) ⊂MTSadm(X,Λ) denote the full subcategory of admissible (w,Λ)-
polarizable mixed twistor structure on X .
Proposition 9.2.2. — The family of the categories P(X,Λ, w) has the property P0–
3.
Proof The claims for P1–2 are clear. Let us prove P0. Let F : (T1,W,NΛ) −→
(T2,W,NΛ) be a morphism in P(X,Λ, w). We have the objects (KerF,W,N Λ),
(ImF,W,N Λ) and (CokF,W,N Λ) in MTS
adm(X,Λ). We choose polarizations Si for
(Ti,W,NΛ). We have the adjoint F∨ := S−11 ◦ F ◦ S2 : (T2,W,NΛ) −→ (T1,W,NΛ),
giving splittings T1 = KerF ⊕ ImF∨ and T2 = ImF ⊕KerF∨ in MTSadm(X,Λ). The
decompositions are compatible with the filtrationsW and the tuple of morphismsNΛ.
Hence, we obtain that P(X,Λ, w) is abelian and semisimple.
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Let us prove P3.1. For Λ1 ⊂ Λ, we have the filtration M(Λ1) := M
(
N(Λ1)
)
of
(T ,W ) in the category MTSadm(X ). Let Λ2 ⊂ Λ1. On X\D,M(Λ1)|X\D is a relative
monodromy filtration of N(Λ1)|X\D with respect to M(Λ2)|X\D. Hence, it is easy
to observe that M(Λ1) is a relative monodromy filtration of N(Λ1) with respect to
M(Λ2).
Let us consider P3.2. Let Λ = Λ0 ⊔ Λ1 be a decomposition. We put L˜ :=M(Λ1),
which is a filtration of (T ,W,NΛ0) in MTSadm(X,Λ0).
Lemma 9.2.3. — GrL˜k (T ,W,NΛ0) is an object in P(X,Λ0, w + k).
Proof We have only to consider the primitive part. Its restriction to X \D is an
object in P(X \D,Λ0, w + k). Let S be a polarization of (T ,W,NΛ). We obtain a
polarization Sk of the primitive part P Gr
L˜
k (T ,W,NΛ0) induced by S and N(Λ1). If
T is unramified, we have natural isomorphisms Iψ˜a,uP GrL˜k (T )|P ≃ P GrL˜k Iψ˜a,u(T )|P
for each P . It is equipped with a polarization induced by S and N(Λ1) (Lemma
8.2.8), which is also induced by Sk. Hence, we obtain that P Gr
L˜
k (T , L,NΛ0) is an
object in P(X,Λ0, w + k).
Let us prove P3.3. Let (T ,W,N ) be an object in P(X,Λ, w). Let • ∈ Λ. We have
the induced object (ImN•,W,NΛ) in MTSadm(X,Λ).
Lemma 9.2.4. — It is an object in P(X,Λ, w + 1).
Proof Its restriction to X \D is an object in P(X \D,Λ, w+1). A polarization S
for (T ,W,NΛ) and N• induces a polarization for (ImN•,W,NΛ). If T is unramified,
we have
Iψ˜a,u(ImN•)|P ≃ Im
(
Iψ˜a,u(N•)|P
)
.
Hence, the claim follows from Lemma 8.2.9.
Let ∗ ∈ Λ \ •. We have the following induced morphisms in MTSadm(X,Λ \ ∗):
(113) Σ1,0GrW (N∗) T −→ Σ1,0GrW (N∗) ImN• −→ Σ0,−1GrW (N∗) T
Its restriction to X \ D is S-decomposable by Lemma 8.2.10. Then, (113) is S-
decomposable. Thus, the proof of Proposition 9.2.2 is finished.
We have a complement, which is easy to see.
Lemma 9.2.5. —
– Let (T ,W,NΛ) ∈ P(X,Λ, w). Then, its dual (T ,W,NΛ)∨ is an object in
P((X,D,−I),Λ,−w).
– Let (T1,W,NΛ) be an object in P(X,Λ, w). Let (T2,W,NΛ) be an admissible
(w,Λ)-polarizable mixed twistor structure on (X,D,0). Then, (T1,W,NΛ) ⊗
(T2,W,NΛ) is an object in P(X,Λ, w).
– The functors j∗, ∗ and γ˜∗sm on MTSadm(X,Λ) preserve P(X,w,Λ).
168 CHAPTER 9. ADMISSIBLE MIXED TWISTOR STRUCTURE AND VARIANTS
(See §15.1 for the trivial good system of ramified irregular values 0.)
9.2.3. An equivalent condition. — Let X = ∆n, Di = {zi = 0} and D =⋃ℓ
i=1Di. Let (T ,N ) ∈ TS(X,D)(Λ). Let W := M
(
N(Λ)
)
[w]. We assume the
following:
– T is an unramifiedly I -good-KMS smooth RX(∗D)-triple.
– Adm0 holds for (T ,W ).
– (T ,N ) satisfies R1–2 with w.
Note thatW is not assumed to be compatible with the KMS-structure. The following
proposition implies that the compatibility is automatically satisfied under the above
assumption.
Proposition 9.2.6. — We have (T ,W,N ) ∈ P(X,w,Λ).
Proof For a ∈ CΛ, we put N(a) := ∑ aiNi, which gives an endomorphism of
Q(λ0)b Mi.
Lemma 9.2.7. — The conjugacy classes of N(a)|(λ,P ) are independent of (λ, P ) ∈
Cλ ×X.
Proof If we fix a point P ∈ X \ D, they are independent of λ, because of the
mixed twistor property. If we fix λ 6= 0, they are independent of P ∈ X \D because
of the flatness. Hence, we obtain that they are independent of (λ, P ) ∈ Cλ× (X \D).
Let us fix P ∈ D◦I . We use the notation in §5.1.2. The conjugacy classes of
N(a)|(λ,P ) on IG(λ0)Q(λ0)b (Mi)|(λ,P ) are independent of λ, because of (R2) and the
mixed twistor property. If λ is generic, the filtrations iF (λ0) have the splitting around
λ given by the generalized eigen decomposition of Resi(D). Then, it is easy to observe
that the conjugacy classes of N(a)|(λ,P ) are independent around λ0.
Let us consider the regular singular case. If we fix a generic λ, they are independent
of P ∈ X . Hence, we are done.
Let us consider the unramifiedly good irregular case. We have GrSt(QbMi) with
GrSt(N(a)). By using the previous consideration, for generic λ, we obtain that the
conjugacy classes of GrSt(N(a))|(λ,P ) are independent of P ∈ X . By considering the
completion, we obtain that the conjugacy classes of GrSt(N(a))|(λ,P ) and N(a)|(λ,P )
are the same. Thus, we are done.
We also obtain the following lemma.
Lemma 9.2.8. — The weight filtration M(a) of N(a) is a filtration by subbundles
of Q(λ0)b Mi. Moreover, M(a) is compatible with the KMS-structure.
Proof The first claim follows from the previous lemma. To prove the compat-
ibility, according to Proposition 5.2.9, we have only to consider the case n = ℓ =
1. On Q(λ0)b (Mi)|D(λ0) , we have the parabolic filtration F (λ0). By using Lemma
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5.2 of [45], we obtain that the weight filtration M(a) of N(a) on Q(λ0)b (Mi)|D(λ0)
induces the weight filtration of M(a) of N(a) on GrF
(λ0)
(Q(λ0)b Mi). In particu-
lar, GrM(a)GrF
(λ0)
(Q(λ0)b M) is a locally free OD(λ0) -module. Then, we obtain that
GrM(a)(Q(λ0)∗ Mi) is a KMS-structure of GrM(a)Mi around λ0, i.e., M(a) is com-
patible with the KMS-structure.
In particular, W = M
(
N(Λ)
)
[w] is compatible with the KMS-structure. The
existence of relative monodromy filtration follows from the property of polarizable
mixed twistor structures. Thus, Proposition 9.2.6 is proved.
9.2.4. Specialization. — Let X = ∆n, Di = {zi = 0} and D =
⋃ℓ
i=1Di. Let
(T ,W,NΛ) ∈ P(X,Λ, w). We obtain Iψ˜u(T ) ∈ TS(DI , ∂DI) with the induced mor-
phisms NΛ. We also have the naturally induced morphisms N I . We set NΛ⊔I :=
NΛ ⊔N I . Let L˜(Iψ˜u(T )) :=M
(
N(Λ⊔ I))[w]. Recall that we have the specialization
of the good system of irregular values I to DI , denoted by I (I)|DI . (See §15.1.3.)
The induced tuple (DI , ∂DI ,I (I)|DI ) is denote by DI .
Proposition 9.2.9. — We have
(
Iψ˜u(T ),W,NΛ⊔I
) ∈ P(DI ,Λ ⊔ I, w).
Proof By an inductive argument, we have only to consider the case I = {i}. We
have two natural filtrations of iψ˜u(T ). One is induced by W . The other is obtained
as the monodromy weight filtration of N(Λ). By Corollary 9.1.10, they are the same.
Because L˜ is the relative monodromy filtration of N(Λ ⊔ {i}) with respect to W , we
have natural isomorphisms GrL˜
(
iψ˜u(T )
) ≃ GrL˜GrW (iψ˜u(T )) ≃ GrL˜(iψ˜u(GrW T )).
Hence, according to a special case of §12.7 of [48], we obtain that (iψ˜u(T ), L˜) satisfies
Adm0. Then, it is easy to check
(
iψ˜u(T ), L˜,NΛ⊔{i}
)
satisfies the assumptions for
Proposition 9.2.6 forDi. Hence,
(
iψ˜u(T ), L˜,NΛ⊔{i}
)
is an object in P(Di,Λ⊔{i}, w).
We obtain an exact functor Iψ˜u : P(X,Λ, w) −→ P(DI ,Λ ⊔ I, w).
We give a variant. Suppose that I is unramified. We obtain I (−a, I)|DI as in
§15.1.3. We set DI(−a) := (DI , ∂DI ,I (−a, I)|DI ).
Corollary 9.2.10. — Let (T ,W,N ) ∈ P(X,Λ, w). For any u ∈ (R × C)I and
a ∈ Irr(T , I), we have (Iψ˜a,u(T ),NΛ⊔I) are objects in P(DI(−a),Λ ⊔ I, w).
9.3. Admissible IMTM
9.3.1. Definitions. — An object (T ,W, L,N ) ∈ MTSadm(X,Λ)fil is called pre-
admissible Λ-IMTM on X if the following holds:
(R3) : (T ,W, L,N )|X\D ∈ M(X \D,Λ), and GrLw(T ,W,N ) ∈ P(X,Λ, w).
We shall impose an additional condition for admissibility.
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9.3.1.1. The smooth divisor case. — Let us consider the case that D is smooth. Let
(T ,W, L,NΛ) be a pre-admissible Λ-IMTM on X . LetMi be the underlying smooth
RX(∗D)-modules, which is equipped with the KMS-structure. It is called admissible,
if the following holds:
(R4) : The nilpotent endomorphisms N on
(Gu(Mi), L) (i = 1, 2) have relative
monodromy filtrations.
Lemma 9.3.1. — Let X = ∆n and D = {z1 = 0}.
– For u ∈ R× C, the tuple (ψ˜u(T , L),NΛ⊔•) is (Λ ⊔ •)-IMTM on D.
– Suppose that T is unramified. Then, for each a ∈ Irr(T ) and u ∈ R × C, the
tuple
(
ψ˜a,u(T , L),NΛ⊔•
)
is (Λ ⊔ •)-IMTM on D.
Proof We have only to consider the unramified case. By the compatibility of
L with the KMS-structure, GrLw
(
ψ˜a,u(T ),NΛ⊔•
)
comes from GrLw(T ,N ). Hence, it
is a (w,Λ ⊔ •)-polarizable mixed twistor structure. By the assumption, N• has a
relative monodromy filtration. For generic λ, Ni|λ (i ∈ Λ) have relative monodromy
filtrations. Then, the claim follows from Proposition 8.5.1. (We can also deduce it
directly from Proposition 8.1.7 and Lemma 8.1.10.)
We can also deduce the following lemma from Proposition 8.5.1 (or easier Propo-
sition 8.1.7 and Lemma 8.1.10).
Lemma 9.3.2. — We can replace the above admissibility condition with the follow-
ing:
– There exists U ⊂ Cλ with |U | = ∞ such that
(Gu(M1), L,N)(λ,P ) ∈ VectRMFC
for any (λ, P ) ∈ U ×D.
9.3.1.2. The normal crossing case. — Let us consider the case that D is normal
crossing. A pre-admissible Λ-IMTM (T ,W, L,NΛ) on X is called admissible, if the
following holds:
– For any smooth point P ∈ D, there exists a small neighbourhood XP of P such
that (T ,W, L,NΛ)|XP is admissible in the sense of the smooth divisor case.
The following proposition is an analogue of Proposition 9.1.5.
Proposition 9.3.3. — Let P ∈ D◦I . We take a coordinate around P .
– For u ∈ (R× C)I , the induced (Iψ˜u(T ), L,NΛ⊔I) is a (Λ ⊔ I)-IMTM on DP,I.
– If T is unramified around P , for any a ∈ Irr(D, P ) and for any u ∈ (R × C)I ,(
Iψ˜a,u(T ), L,NΛ⊔I
)
is a (Λ ⊔ I)-IMTM on DP,I .
The following lemma is obvious by definition.
Lemma 9.3.4. — An admissible mixed twistor structure is equivalent to an admis-
sible Λ-IMTM with trivial morphisms. An admissible (w,Λ)-polarizable mixed twistor
structure is equivalent to an admissible Λ-IMTM.
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9.3.2. Category of admissible variation of IMTM. — Let M(X,Λ) denote
the full subcategory of admissible Λ-IMTM on X in MTSadm(X,Λ)fil
Proposition 9.3.5. — The family of the categories {M(X,Λ) |Λ} have the property
M0–3.
Proof The claim forM1 is clear. Let us considerM0. Let F : (T1,W, L,NΛ) −→
(T2,W, L,NΛ) be a morphism in M(X,Λ). We have the objects (KerF,W,N Λ),
(ImF,W,N Λ) and (CokF,W,N Λ) in MTS
adm(X,Λ). Because F is strict with re-
spect to L, they are equipped with naturally induced filtrations L in the category
MTSadm(X,Λ). We also obtain KerGrL F = GrLKerF , ImGrL F = GrL ImF
and CokGrL F = GrL CokF . Hence, we obtain that the objects (KerF,W,L,NΛ),
(ImF,W,L,NΛ) and (CokF,W,L,NΛ) are pre-admissible. To check the admissibil-
ity, we may assume that X = ∆n, D = {z1 = 0} and that Ti are unramified. Then,
we have the natural isomorphisms
ψ˜a,u(KerF ) ≃ Ker ψ˜a,u(F ),
ψ˜a,u(ImF ) ≃ Im ψ˜a,u(F ),
ψ˜a,u(CokF ) ≃ Cok ψ˜a,u(F ).
The isomorphisms are compatible with the filtrationsW , L and a tuple of morphisms
NΛ, and the nilpotent part N• of Res(D). Hence, we obtain the existence of the
relative monodromy filtration of N• with respect to L. Thus, we obtain thatM(X,Λ)
is abelian.
Let us consider M2. The claim for M2.1 is clear. Let Λ = Λ0 ⊔ Λ1 be a de-
composition. Let (T ,W, L,NΛ) ∈ M(X,Λ). Let us prove that the existence of a
relative monodromy filtration of N(Λ1) with respect to L. We assume the induction
on the length of L. If L is pure, there is nothing to prove. Assume that T = L0T ,
and that the claim holds for L−1T . We construct a filtration L˜ of T in the cat-
egory MTSadm(X ) by Deligne’s inductive formula. Its restriction to X − D is the
relative monodromy filtration of N(Λ1)|X−D with respect to L|X−D. Then, we ob-
tain that L˜ is a relative monodromy filtration of N(Λ1) with respect to L. Because
GrL˜(T ,W,NΛ0) ≃ GrL˜GrL(T ,W,NΛ0), (T ,W, L˜,NΛ0) is pre-admissible. To check
the admissibility of (T ,W, L˜,NΛ0), we may assume that D is smooth and that T is
unramified. We have the filtration of ψ˜a,u(T ) induced by L˜, which is also denoted
by L˜. Then, we can observe that L˜ = M(N(Λ1);L) on ψ˜a,u(T ). Hence, the nilpo-
tent part of Res(D) has the relative monodromy filtration with respect to L˜, and
(T ,W, L˜,NΛ0) is admissible. It is denoted by resΛΛ0(T ,W, L,NΛ).
Let us consider M3. Let • ∈ Λ, and put Λ0 := Λ \ •. Let (T ,W, L,NΛ) be an
object in M(X,Λ). Let (T ′,W, L˜,NΛ0) be an object in M(X,Λ0) with morphisms
Σ1,0 resΛΛ0(T ,W, L,NΛ)
u−→ (T ′,W, L˜,NΛ0) v−→ Σ0,−1 resΛΛ0(T ,W, L,NΛ)
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in M(X,Λ0) such that v ◦ u = N•. We obtain the filtration L(T ′) of the object
(T ′,W, L˜,NΛ0) in the categoryM(X,Λ0), as the transfer of L(T ). We set N• := u◦v
on T ′.
Lemma 9.3.6. — (T ′,W, L,NΛ) is an object in M(X,Λ).
Proof We have the decomposition GrLw T ′ = ImGrLw u⊕KerGrLw v. Because
ImGrLw u ≃ Σ1,0 ImGrLwN•,
it is an object in P(X,Λ, w). By using the canonical decomposition, we obtain that
KerGrLw v is a direct summand of Gr
L˜
w T ′. Hence, it is an object in P(X,Λ0, w).
Thus, we obtain that GrLw T ′ is an object in P(X,Λ, w).
The existence of relative monodromy filtration of Ni (i ∈ Λ) with respect to L
follows from Proposition 8.3.14. Namely, we construct filtrations for Ni by using
Deligne’s formula. They give relative monodromy filtrations for Ni on X \ D by
Proposition 8.3.14. Hence, they are relative monodromy filtration on X . For the
admissibility condition, we may assume that D is smooth and that T and T ′ are
unramified. The existence of relative monodromy filtration of the nilpotent part of
the residue with respect to L also follows from Proposition 8.3.14.
Thus, the proof of Proposition 9.3.5 is finished.
9.3.3. A remark on nearby cycle functor. — Let us give a remark related with
nearby cycle functor. Let Ia,b be the Beilinson IMTM. For p ∈ ZΛ≥0, we consider
the induced (Λ ⊔ •)-IMTM Ia,b•,p :=
(
Ia,b, pNI, NI
)
. We obtain a twistor nilpotent
orbit I˜a,b•,p := TNIL•
(
Ia,b•,p
)
. Let K ⊂ ℓ and m ∈ ZK>0. We put g := zm , which gives
X \⋃i∈K Di −→ C∗. We put I˜a,bm,p := g∗I˜a,b•,p .
Let (T , L,N ) ∈ M(X,Λ). We obtain (Πa,bm,pT , L, N˜ ) := (T , L,N ) ⊗ I˜a,bm,p ∈
M(X,Λ). Take I ⊂ {i ∈ Λ | pi > 0}, and we consider the following morphism in
M(X,Λ):
Σ|I|,0
(
Π0,Nm,pT , N˜I!L
) −→ Σ0,−|I|(Π0,Nm,pT , N˜I∗L)
The cokernel in M(X,Λ) is denoted by (ψ(0)m,p(T )I , L˜). It is equipped with the fil-
tration L˜ as the object in M(X,Λ). It is also equipped with the filtration L naively
induced by the filtration of T . We immediately obtain the following lemma from
Corollary 8.4.3.
Lemma 9.3.7. — We have M(N ;L)[1] = L˜.
9.4. Specialization of admissible mixed twistor structure
9.4.1. Statement. — Let X := ∆n, Di := {zi = 0} and D :=
⋃ℓ
i=1Di. Let
(T , L) ∈ MTSadm(X ). Assume that T is unramified. For I ⊂ ℓ, a ∈ Irr(T , I) and
u ∈ (R× C)I , we obtain an object (Iψ˜a,u(T ), L,N I) in TS(X,D, I)fil. Its restriction
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to D◦I is an object inM(D◦I , I). The relative monodromy filtration W =M(N(I);L)
of Iψ˜a,u(T )|D◦I is extended to a filtration of Iψ˜a,u(T ), by Deligne’s inductive formula.
Thus, we obtain an object
(
Iψ˜a,u(T ),W
)
in MTS(DI). We will prove the following
proposition in §9.4.3.
Proposition 9.4.1. —
(
Iψ˜a,u(T ),W
)
is admissible.
For (T , L) ∈ MTSadm(X ) which is not necessarily unramified, we have Iψ˜u(T ) ∈
TS(DI , ∂DI). It is equipped with the filtration W = M
(
N(I);L
)
. By Proposition
9.4.1,
(
Iψ˜u(T ),W
)
is an object in MTSadm(DI). Thus, we obtain an exact functor
Iψ˜u : MTS
adm(X ) −→ MTSadm(DI).
The following corollary is clear by Proposition 9.4.1 and the definition ofM(X,Λ).
Corollary 9.4.2. — Let (T ,W, L,NΛ) be an object in M(X,Λ).
– For any u ∈ (R × C)I , (Iψ˜u(T ), L,NΛ⊔I) are objects in M(DI ,Λ ⊔ I). Thus,
we obtain an exact functor Iψ˜u :M(X,Λ) −→M(DI ,Λ ⊔ I).
– Assume that T is unramified. For any I ⊂ ℓ, u ∈ (R × C)I and a ∈ Irr(T , I),
(Iψ˜a,u(T ), L,NΛ⊔I) are objects in M(DI(−a),Λ⊔ I). (See §9.2.4 for DI(−a).)
9.4.2. Some notation. — We introduce some notation which will be used in §10.
We have the abelian category ADI := MTSadm(DI). For any finite set Λ, we put
Pw,DI (Λ) := P(DI ,Λ, w), MDI (Λ) :=M(DI ,Λ).
The family
{Pw,DI (Λ)} satisfies the conditions P0–P3, and the family {MDI (Λ)}
satisfies the conditions M0–M3 in §6.3.1.
We obtain the categories MLADI (Λ1,Λ2) and M ′LADI (Λ1,Λ2) as in §6.3.6 and
§6.3.9. We have a natural equivalence MLADI (Λ1,Λ2) −→ M ′LADI (Λ1,Λ2) as in
Theorem 6.3.16.
For I ⊂ J , we have a naturally defined exact functor ψJ,I :MDI (Λ) −→MDJ
(
Λ⊔
(J \ I)) given by J\Iψ˜u0 , where u0 = (−1, 0)J\I ∈ (R×C)J\I . We have the following
commutative diagram of the functors:
(114)
MLADI (Λ1,Λ2)
ψJI−−−−−→ MLADJ
(
Λ1,Λ2 ⊔ (J \ I)
) ψJ\I←−−−−− MLADJ (Λ1 ⊔ (J \ I),Λ2)
≃
y ≃y ≃y
M ′LADI (Λ1,Λ2)
ψJI−−−−−→ M ′LADJ
(
Λ1,Λ2 ⊔ (J \ I)
) ψJ\I←−−−−− M ′LADJ (Λ1 ⊔ (J \ I),Λ2)
The horizontal arrows are exact functors.
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9.4.3. Proof of Proposition 9.4.1. —
Proposition 9.4.3. — Suppose that D is smooth. Let (T ,W, L,NΛ) be an object in
MTS(X )(Λ)fil such that (i) the filtration L is compatible with the KMS-structure, (ii)
(T ,W, L,NΛ) satisfies R3 and R4 in §9.3. Then, it is an object in M(X,Λ), and
hence in MTSadm(X,Λ)fil.
Proof We may assume that T is unramified. By (R4), we have M(N ;L) for
ψ˜a,u(T , L). For generic λ, we have M(Ni;L) for ψ˜a,u(T , L)|λ×D. Hence, by Propo-
sition 8.5.1, we obtain that
(
ψ˜a,u(T , L),NΛ⊔•
)
is a (Λ ⊔ •)-IMTM. Let Mc (c =
1, 2) be the underlying R-modules. We have the irregular decomposition Mc|D̂ =⊕
a∈Irr(T )Mc,a. We have the corresponding decomposition
Wk(Mc)|D̂ =
⊕
a∈Irr(T )
Wk(Mc,a).
We have an OX (λ0)-coherent sheaf Q(λ0)b Wk(Mc) := Q(λ0)b Mc ∩Wk(Mc).
We have the induced filtration L on GrQ
(λ0)
a Mc. We have the nilpotent endomor-
phism N(Λ) on GrQ
(λ0)
a Mc. Because GrQ
(λ0)
a Mc =
⊕
a
⊕
p(λ0,u)=a
ψ
(λ0)
u,a Mc, there
exists a relative monodromy filtration W =M
(
N(Λ);L
)
on GrQ
(λ0)
a Mc.
Lemma 9.4.4. — Q(λ0)∗ WmMc is a good-KMS family of meromorphic λ-flat bun-
dles, and we have
(115) Wm
(
GrQ
(λ0)
a Mc
)
= GrQ
(λ0)
a
(
WmMc
)
.
Proof If L is pure, it follows from the assumption R3. We assume LkT = T ,
and the claim holds for (Lk−1T ,W, L,N ). The filtration W (Mc) is constructed by
Deligne’s formula:
(116) W−i+kMc =W−i+kLk−1Mc +N(Λ)i
(
Wi+kMc
)
(117) Wi+kMc = Ker
(
N(Λ)i+1 :Mc −→Mc
/
W−i−2+kMc
)
Assume that we know the claims for W−i−2+kMc. Then, Mc/W−i−2+kMc has
the induced KMS-structure, and we have
GrQ
(λ0)
∗
(Mc/W−i−2+kMc) ≃ GrQ(λ0)∗ Mc/GrQ(λ0)∗ W−i−2+kMc.
Because (ψ˜a,u(T , L),NΛ⊔•) is a (Λ ⊔ •)-IMTM, we obtain that the cokernel of the
induced morphism
N(Λ)i+1 : GrQ
(λ0)
∗ Mc −→ GrQ
(λ0)
∗
(Mc/W−i−2+kMc)
is strict. Hence, we obtain that the claim holds for Wi+kMc.
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Assume that the claim holds forWi+kMc. Because (ψ˜a,u(T , L),NΛ⊔•) is a (Λ⊔•)-
IMTM, we obtain that the cokernel of the following morphism is strict:
GrQ
(λ0)
∗
(
W−i+kLk−1Mc
)⊕GrQ(λ0)∗ (Wi+kMc) inclusion+N(Λ)i−−−−−−−−−−−→ GrQ(λ0)∗ Mc
Hence, we obtain the claims for W−i+kMc. Thus, the induction can proceed.
Hence, W is compatible with the KMS-structure, and the nilpotent part of the
residue on GrQ
(λ0)
a Mc has a relative monodromy filtration. Thus, we obtain Propo-
sition 9.4.3.
We have used the following standard lemma.
Lemma 9.4.5. — Let Mi (i = 1, 2) be unramifiedly I -good-KMS RX(∗D)-modules.
Let F : M1 −→ M2 be a morphism such that (i) Cok ψ˜a,u(F ) are strict for any a
and u. Then, F is strictly compatible with the KMS-structure, and KerF , ImF and
CokF have naturally induced KMS-structure. Moreover, we have natural isomor-
phisms ψ˜a,u(KerF ) ≃ Ker ψ˜a,u(F ), ψ˜a,u(ImF ) ≃ Im ψ˜a,u(F ), and ψ˜a,u(CokF ) ≃
Cok ψ˜a,u(F ).
Let us prove Proposition 9.4.1. Let (T , L) ∈ MTSadm(X ). We obtain R3 for(
Iψ˜u(T ),W, L,N I
)
from Proposition 9.1.5 and Corollary 9.2.10. For the remaining
conditions, we may assume that ∂DI is smooth. We obtain R4 from Proposition
9.3.3. Then, applying Proposition 9.4.3, we obtain the claim of Proposition 9.4.1.
9.5. Integrable case
9.5.1. Admissible mixed twistor structure. — An integrable mixed twistor
structure onX is an object (T ,L) in TSint(X,D)fil satisfying (i) the underlying filtered
smooth RX(∗D)-triple is a mixed twistor structure on X , (ii) each GrLw(T ) has an
integrable polarization. Let MTSint(X ) ⊂ TSint(X,D)fil denote the corresponding
full subcategory. It is an abelian category.
An object (T , L) ∈ MTSint(X ) is called admissible, if (i) the underlying object
in MTS(X ) is admissible, (ii) for each w, GrLw(T ) is obtained as the canonical pro-
longation of a good wild integrable polarizable variation of pure twistor structure of
weight w. Let MTSint adm(X ) ⊂ MTSint(X ) be the corresponding full subcategory.
We immediately obtain the following from Proposition 9.1.7.
Proposition 9.5.1. — MTSint adm(X ) is an abelian subcategory.
The following lemma is an integrable analogue of Lemma 9.1.4.
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Lemma 9.5.2. — Let T ∈ TS(X,D) come from an integrable good wild polariz-
able variation of pure twistor structure of weight w. Then, it is naturally admissible
integrable mixed twistor structure on (X,D).
The following proposition can be reduced to Proposition 9.1.5.
Proposition 9.5.3. — Let (T , L) ∈ MTSint adm(X ). Let P ∈ D◦I . We take a coor-
dinate around P .
– For u ∈ (R×C)I , we naturally have (Iψ˜u(T , L),N I)|P is an integrable I-IMTM.
– If T is unramified around P , for any a ∈ Irr(T , P ) and for any u ∈ (R × C)I ,(
Iψ˜a,u(T , L),N
)
|P is naturally an integrable I-IMTM.
Let us consider the specialization as in §9.4.1. Let X = ∆n and D = ⋃ℓi=1{zi =
0}. Let (T , L) ∈ MTSint adm(X ). Assume that T is unramified. For I ⊂ ℓ, a ∈
Irr(T , I) and u ∈ (R × C)I , we have (Iψ˜a,u(T ),W ) in MTSadm(DI). It is naturally
a smooth filtered integrable RDI (∗∂DI)-triple. We can check that GrW
(
Iψ˜a,u(T )
)
has
an integrable polarization. Hence, we obtain the following.
Proposition 9.5.4. — We naturally have
(
Iψ˜a,u(T ),W
)
in MTSint adm(DI).
9.5.2. Admissible polarizable mixed twistor structure. — For any finite set
Λ, we consider the category MTSint adm(X,Λ) := MTSint adm(X )(Λ). An object
(T ,W,N ) in MTSint adm(X,Λ) is called (w,Λ)-polarizable, if (i) the underlying object
in MTSadm(X,Λ) is (w,Λ)-polarizable, (ii) it has an integrable S : (T ,W,NΛ) −→
(T ,W,NΛ)∗⊗T (−w) such that (T ,W,NΛ, S)|X\D is a polarized mixed twistor struc-
ture on X \D.
Let P int(X,Λ, w) ⊂ MTSint adm(X,Λ) denote the full subcategory of admissible
(w,Λ)-polarizable mixed twistor structure on X . The following is an integrable ana-
logue of Proposition 9.2.2.
Proposition 9.5.5. — The family of the categories
{P int(X,Λ, w) ∣∣Λ, w} has the
property P0–3.
The following is an analogue of Lemma 9.2.5, and easy to see.
Lemma 9.5.6. —
– Let (T ,W,NΛ) ∈ P int(X,Λ, w). Then, its dual (T ,W,NΛ)∨ is an object in
P int(X,D,−I ,Λ,−w).
– Let (T1,W,NΛ) be an object in P int(X,Λ, w). Let (T2,W,NΛ) be an admis-
sible (w,Λ)-polarizable integrable pure twistor structure on (X,D,0). Then,
(T1,W,NΛ)⊗ (T2,W,NΛ) is an object in P int(X,Λ, w).
– The functors j∗, ∗ and γ˜∗sm on MTSint adm(X,Λ) preserve P int(X,w,Λ).
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Let us consider the specialization as in §9.2.4. Let X = ∆n, Di = {zi = 0} and
D =
⋃ℓ
i=1Di. Let (T ,W,NΛ) ∈ P int(X,Λ, w). We obtain Iψ˜u(T ) ∈ TSint(DI , ∂DI)
with the induced morphisms NΛ. We also have the naturally induced morphisms
N I . We set NΛ⊔I := NΛ ⊔N I . Let L˜(Iψ˜u(T )) := M
(
N(Λ ⊔ I))[w]. The following
proposition is an integrable analogue of Proposition 9.2.9.
Proposition 9.5.7. — We have
(
Iψ˜u(T ),W,NΛ⊔I
) ∈ P int(DI ,Λ ⊔ I, w).
9.5.3. Admissible IMTM. — Let (T ,W, L,N ) ∈ MTSint adm(X,Λ)fil. It is called
an integrable admissible Λ-IMTM, if (i) it is an admissible Λ-IMTM, (ii) GrLw(T ,W,N )
has an integrable polarization. Let Mint(X,Λ) ⊂ MTSint adm(X,Λ) denote the full
subcategory of integrable admissible Λ-IMTM on X . We can easily deduce the fol-
lowing proposition from Proposition 9.3.5.
Proposition 9.5.8. — The categories Mint(X,Λ) have the property M0–3.
The following is an integrable analogue of Corollary 9.4.2.
Corollary 9.5.9. — Let (T ,W, L,NΛ) be an unramified object in Mint(X,Λ).
– For any u ∈ (R× C)I , (Iψ˜u(T ), L,NΛ⊔I) are objects in Mint(DI ,Λ ⊔ I).
– Assume that T is unramified. For any I ⊂ ℓ, u ∈ (R × C)I and a ∈ Irr(T , I),
(Iψ˜a,u(T ), L,NΛ⊔I) are objects in Mint(DI(−a),Λ ⊔ I).
Thus, we obtain an exact functor Iψ˜u :Mint(X,Λ) −→Mint(DI ,Λ ⊔ I).

CHAPTER 10
GOOD MIXED TWISTOR D-MODULES
We consider filtered R-triples locally expressed as the gluing of admissible mixed
twistor structures given on the intersections of the normally crossing hypersurfaces.
We prove that they are mixed twistor D-modules in §10.3.
10.1. Good gluing data
10.1.1. An equivalence. — Let X := ∆n and D :=
⋃ℓ
i=1{zi = 0}. Let I be a
good system of ramified irregular values, induced by a good set of ramified irregular
values in O˜X(∗D)O
/O˜D,O, where O is the origin of X . We set X := (X,D,I ). The
induced tuples (DI , ∂DI ,I (I)|DI ) are denoted by DI .
Let H =
⋃
i∈K{zi = 0} for some K ⊂ ℓ. We introduce categories Gi(X, ∗H)
(i = 0, 1) given as follows. (If H = ∅, they are denoted by Gi(X ).) We omit to denote
the weight filtration for objects in MTSadm(DI). The argument in this subsection
can work also in the integrable case. In the following, iψ˜−δ is denoted by ψi. For
I = (i1, . . . , im), the composition ψi1 ◦ · · · ◦ ψim is denoted by ψI .
10.1.1.1. Category G0(X, ∗H). — Objects ofG0(X,∗H) are tuples TI ∈ MTSadm(DI)
(I ⊂ ℓ \K) with morphisms in MTSadm(DIi)
Σ1,0 resi∅
(
ψi(TI)
) gI,i−−−−→ TIi fI,i−−−−→ Σ0,−1 resi∅(ψi(TI))
for i ∈ ℓ \ (I ∪K) such that fI,i ◦ gI,i = Ni. For j, k ∈ ℓ \ (I ∪K), we impose the
commutativity of the following diagrams:
(118)
Σ1,0
(
ψj(TIk)
)
ψj(fI,k)−−−−−→ Σ1,−1
(
ψjk(TI)
)
gIk,j
y ψk(gI,j)y
TIjk
fIj,k−−−−−→ Σ0,−1
(
ψk(TIj)
)
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(119)
Σ2,0
(
ψjk(TI)
)
ψj(gI,k)−−−−−→ Σ1,0
(
ψj(TIk)
)
ψk(gI,j )
y gIk,jy
Σ1,0
(
ψk(TIj)
)
gIj,k−−−−−→ TIjk
TIjk fIk,j−−−−−→ Σ0,−1
(
ψj(TIk)
)
fIj,k
y ψj(fI,k)y
Σ0,−1
(
ψk(TIj)
)
ψk(fI,j)−−−−−→ Σ0,−2
(
ψjk(TI)
)
For T (i) = (T (i)I ) ∈ G0(X, ∗H) (i = 1, 2), a morphism F : T (1) −→ T (2) in
G0(X, ∗H) is a tuple of morphisms FI : T (1)I −→ T (2)I in MTSadm(DI) such that
the following diagram is commutative:
(120)
Σ1,0
(
ψi(T (1)I )
) g(1)I,i−−−−→ T (1)Ii f(1)I,i−−−−→ Σ0,−1(ψi(T (1)I ))
ψi(FI)
y FIiy ψi(FI)y
Σ1,0
(
ψi(T (2)I )
) g(2)I,i−−−−→ T (2)Ii f(2)I,i−−−−→ Σ0,−1(ψi(T (1)I ))
For an object T = (TI) in G0(X, ∗H), each TI is equipped with a tuple of mor-
phisms N I = (Ni | i ∈ I), given by Ni := gI\i,i ◦ fI\i,i.
10.1.1.2. Category G1(X, ∗H). — We consider objects (T ,L) in G0(X, ∗H)fil such
that (i) (TI ,L,N I) ∈ MDI (I) for each I ⊂ ℓ\K, (ii) the tuple
(
ψi(TI), TIi; gI,i, fI,i;L
)
is filtered S-decomposable. Let G1(X, ∗H) be the full subcategory of such objects in
G0(X, ∗H)fil.
Proposition 10.1.1. — The forgetful functor Ψ : G1(X, ∗H) −→ G0(X, ∗H) is an
equivalence.
Proof Let us prove the essential surjectivity. Let T ∈ G0(X, ∗H). For each
I ⊂ J , we have
U (J)I :=
(
ψJ\I(TI),N J\I
) ∈MDJ (J \ I).
The tuple
(U (J)I ∣∣ I ⊂ J) with the following induced morphisms for I2 ⊂ I1 inMDJ (J\
I1) give an object in ML
′ADJ (J):
Σ|I1\I2|,0
(
res
J\I2
J\I1
(U (J)I2 )) −→ U (J)I1 −→ Σ0,−|I1\I2|(resJ\I2J\I1(U (J)I2 ))
By Theorem 6.3.16, we have the corresponding object in MLADJ (J). Hence, we
obtain the filtrations L(J) of ψJ\I(TI) in MTSadm(DJ ) for any I ⊂ J such that(
ψJ\I(TI), L(J),N J
)
is an object inMDJ (J). In particular, we obtain a filtration L(J)
of TJ , and (TJ , L(J),N J ) ∈ MDJ (J). By using the commutative diagram (114), we
obtain that L(I) on TI induces L(J) on ψJ\I(TI). Hence, the tuple
(
L(J)(TJ )
∣∣J ⊂ ℓ)
gives a filtration L of T in the category C0(X, ∗H)fil, and (T ,L) is an object in G1.
Thus, we obtain the essential surjectivity.
The fully faithfulness of Ψ follows from those forMLADI (I) −→ML′ADI (I).
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By definition, we have the forgetful functor Gi(X ) −→ Gi(X, ∗H) denoted by
T 7−→ T (∗H).
10.1.2. Canonical prolongments. — Let K = K1 ⊔ K2 be a decomposition.
We have a functor [∗K1!K2] : G0(X, ∗H) −→ G0(X ) given as follows. Let T =
(TI , gI,i, fI,i) ∈ G0(X, ∗H). For I ⊂ ℓ, we put
T˜I := Σ|I∩K2|,−|I∩K1| resI∩K∅
(
ψI∩K
(TI\K))
The tuple is equipped with the following morphisms in ADIi
Σ1,0 resi∅
(
ψiT˜I
) ψK∩I(gI\K,i)−−−−−−−−−→ T˜Ii ψK∩I(fI\K,i)−−−−−−−−−→ Σ0,−1 resi∅(ψiT˜I) (i 6∈ K)
Σ1,0 resi∅
(
ψiT˜I
) ψI∩K(Ni)−−−−−−→ T˜Ii id−−−−→ Σ0,−1 resi∅(ψiT˜I) (i ∈ K1)
Σ1,0 resi∅
(
ψiT˜I
) id−−−−→ T˜Ii ψK∩I (Ni)−−−−−−→ Σ0,−1 resi∅(ψiT˜I) (i ∈ K2)
We obtain an object T [∗K1!K2] in G0(X ), and the functor [∗K1!K2] : G0(X, ∗H) −→
G0(X ). We have the induced functor
[∗K1!K2]fil : G0(X, ∗H)fil −→ G0(X )fil.
We have the corresponding functor [∗K1!K2] : G1(X, ∗H) −→ G1(X ) given by
G1(X, ∗H) Ψ−−−−→≃ G0(X, ∗H)
[∗K1!K2]−−−−−−→ G0(X ) Ψ←−−−−≃ G1(X )
Let (T ,L) ∈ G1(X, ∗H). We have T [∗K1!K2] ∈ G0(X ). It is equipped with two
naturally induced filtrations. One is the filtration L˜ of (T ,L)[∗K1!K2] ∈ G1(X ). The
other is the filtration L of T [∗K1!K2]fil ∈ G2(X )fil. Note that they are not the same
in general. The latter is called the naively induced filtration.
We obtain the induced functor [∗K1!K2] : G0(X ) −→ G0(X ) given by T 7−→(T (∗H))[∗K1!K2], and the corresponding functor [∗K1!K2] : G1(X ) −→ G1(X ).
Lemma 10.1.2. — We have the natural transformations [!K] −→ id −→ [∗K] as
functors on Gi(X ).
Proof The claim is clear in the case i = 0, which implies the claim in the case
i = 1.
10.1.3. Nearby cycle, vanishing cycle and maximal functors. — Let g = zm ,
where m ∈ ZK>0. Let T = (TI , fI,i, gI,i) ∈ G0(X ). We have T (∗H) ∈ G0(X, ∗H). Let
Πa,bm T (∗H) = (T˜I , f˜I,i, g˜I,i) be an object in G0(X, ∗H) given as follows, for I ⊂ ℓ \K
and i ∈ ℓ \ (K ∪ I):
T˜I := TI ⊗ I˜a,bm , Σ1,0ψi
(T˜I) gI,i⊗id−−−−−→ T˜Ii fI,i⊗id−−−−−→ Σ0,−1ψi(T˜I)
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(See §9.3.3 for I˜a,bm with Λ = ∅.) We set Πa,bg⋆ T :=
(
Πa,bg T
)
[⋆K] ∈ G0(X ) for ⋆ = ∗, !.
Then, we define Πa,bg∗!T ∈ G0(X ) as the kernel of Π−N,ag! T −→ Π−N,bg∗ T for a sufficiently
large N . In particular, we obtain the following objects in G0(X ):
ψ(a)g T := Πa,ag∗!T , Ξ(a)g T := Πa,a+1g∗! T .
We define φ
(0)
g T ∈ G0(X ) as the cohomology of the complex in G0(X ):
T [!K] −→ T ⊕ Ξ(0)g T −→ T [∗K]
We can reconstruct T ∈ G0(X ) as the cohomology of the complex in G0(X ):
(121) ψ(1)g T −→ φ(0)g T ⊕ Ξ(0)g T −→ ψ(0)g T
The following lemma can be checked by direct computations.
Lemma 10.1.3. —
1. The functors ψ
(a)
g , Ξ
(a)
g and φ
(a)
g are exact.
2. If T [∗K] = T , then φ(0)g T ≃ ψ(0)g T . If T [!K] = T , then φ(0)g T ≃ ψ(1)g T .
We have the corresponding functors for G1(X ), denoted by the same notation.
Lemma 10.1.4. — If (T , L) ∈ G1(X ) is pure, ψ(1)g T −→ φ(0)g T −→ ψ(0)g T is S-
decomposable.
Proof We have only to consider the case that T is obtained as the image of
T [!ℓ] −→ T [∗ℓ], where T ∈ G0(X, ∗D) comes from a wild variation of polarizable
pure twistor structure on X . By the claim 1 in the previous lemma, the induced
morphism φ
(0)
g T [!ℓ] −→ φ(0)g T is surjective, and φ(0)g T −→ φ(0)g T [∗ℓ] is injective.
Then, the claim follows from the claim 2 of Lemma 10.1.3.
Let (T , L) ∈ G1(X ). We have two kinds of filtrations on ψ˜g(T ) and φ(0)g (T ). One is
the naively induced filtration L, when we consider as functors on G0(X )
fil. The other
is the weight filtration L˜ as the objects in G1(X ). We have the naturally induced
morphism N : φ
(0)
g (T ) −→ φ(0)g (T )⊗ T (−1) and N : ψ˜g(T ) −→ ψ˜g(T )⊗T (−1).
Proposition 10.1.5. — We have L˜ =M(N ;L) on ψ˜gT and φ(0)g T .
Proof The claim for ψ˜gT follows from Lemma 9.3.7. Let us consider φ(0)g T .
We have only to consider the case L is pure. Then, we have the decomposition
φ
(0)
g T = Imcang ⊕Kervarg. We obtain the relation L˜ = M(N ;L) on Im cang from
the claim for ψ˜gT . We have the decomposition T = T 1 ⊕Ker varg, where T 1 has no
subobject whose support is contained in g−1(0). Hence, we have L = L˜ on Ker varg,
and we obtain the claim for φ
(0)
g T .
Note that we can reconstruct the filtration L of T from (121) with the naively
induced filtrations L of ψ
(a)
g T (a = 0, 1), Ξ(0)g T and φ(0)g T . We can also reconstruct L
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of T from (121) with the filtrations L˜ of ψ(a)g T (a = 0, 1), Ξ(0)g T and φ(0)g T as objects
in G1(X ).
10.1.4. Gluing along a monomial function. — Let g be as above. Let T ∈
G1(X, ∗H). We have Ξ(0)g T and ψ(a)g T in G1(X ). Let T ′ ∈ G1(X ) such that T ′I = 0
if I ∩K = ∅. If we are given morphisms
ψ(1)g T u−→ T ′ v−→ ψ(0)g T
such that v ◦ u is equal to the natural morphism ψ(1)g T −→ ψ(0)g T . Then, we obtain
Glue(T ,T ′;u, v) ∈ G1(X ) as the cohomology of ψ(1)g T −→ Ξ(0)g T ⊕ T ′ −→ ψ(0)g T .
Let L(1) denote the filtration of Glue(T ,T ′;u, v) as an object of G1(X ).
We have the naively induced filtrations L on Ξ
(0)
g T and ψ(a)g T . We have the
filtration L of T ′ obtained as the transfer of L(ψ˜g(T )). Then, we obtain a filtration
L(2) of Glue(T ,T ′;u, v) with which Glue(T ,T ′;u, v) ∈ G1(X ).
Lemma 10.1.6. — We have L(1) = L(2).
Proof We apply the procedure in §10.1.3 to (Glue(T ,T ′;u, v), L(1)). The naively
induced filtration L on φ
(0)
g Glue(T ,T ′;u, v) ≃ T ′ is the same the filtration obtained
as the transfer, by Proposition 10.1.5. Then, the claim of the lemma follows.
10.2. Good pre-mixed twistor D-module
10.2.1. Weak admissible specializability. — We introduce an auxiliary notion.
Definition 10.2.1. — Let g be any holomorphic function on a complex manifold X.
An object (T , L) ∈MTW(X) is called weakly admissibly specializable, if the following
holds:
– LjT are strictly specializable along g.
– For each u ∈ R×C, the cokernel of ψ˜g,u(LjT ) −→ ψ˜g,u(T ) is strict, and N on
ψ˜g,u(T , L) has a relative monodromy filtration.
– The cokernel of φg(LjT ) −→ φg(T ) is also strict, and N on φg(T , L) has a
relative monodromy filtration.
10.2.2. Local case. — Let X = ∆n and D =
⋃ℓ
i=1{zi = 0}. We have the category
G1(X ) in §10.1.1. We use a symbol V to denote an object in G1(X ). We may regard
it as a filtered object in the category C (X,D) in §5.6.1. Then, we obtain a filtered
RX -triple ΨX(V ), as in §5.6.2.
Lemma 10.2.2. — ΨX(V ) is a pre-mixed twistor D-module.
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Proof We have only to prove that, if V is pure of weight w, ΨX(V ) is a polarizable
wild pure twistor D-module of weight w. We may also assume that gI,i are surjective,
and fI,i are injective. There exists J ⊂ ℓ such that (i) VI = 0 unless I ⊃ J , (ii)
VJ 6= 0. By using the result in §5.6, we obtain that ΨX(V ) is strictly S-decomposable
along any zi (i = 1, . . . , ℓ). On the other hand, we have a wild pure twistor D-module
T of weight w such that T(∗D(Jc)) = VJ . Because both T and ΨX(V ) are strictly
S-decomposable along zi (i = 1, . . . , ℓ), we obtain that T = ΨX(V ).
Definition 10.2.3. — Let MTWgood(X ) ⊂MTW(X) be the essential image of ΨX.
Any object in MTWgood(X ) is called a good pre-mixed twistor D-module on X .
It is independent of the choice of the coordinate (z1, . . . , zn), by using the isomor-
phism in Lemma 2.3.1. (See Lemma 5.6.4.)
By definition, ΨX is essentially surjective. It is also fully faithful according to
Lemma 5.6.3. Hence, ΨX gives an equivalence G1(X ) −→ MTWgood(X ).
Proposition 10.2.4. — Let g = zm for some m ∈ ZK>0 where K ⊂ ℓ. The following
holds:
– For V ∈ G1(X ), T := ΨX(V ) is weakly admissibly specializable along g. More-
over, there exists T [⋆g] in MTWgood(X ), and we have T [⋆g] ≃ ΨX
(V [⋆g]) as
good prolongment of T (∗g).
– We have natural isomorphisms in MTWgood(X ):
(122) ψ˜g,u(T ) ≃ ΨX ◦ ψ˜g,u(V ), Ξg(T ) ≃ ΨX ◦ Ξg(V ), φg(T ) ≃ ΨX ◦ φg(V )
– In particular, we have L˜ = M(N ;L) on φgT and ψ˜gT , where L˜ denote the
filtrations as objects in MTWgood(X ), and L denote the naively induced filtra-
tions.
Proof Let us begin with the following lemma, forgetting the weight filtrations.
Lemma 10.2.5. — (i) T = ΨX(V ) is strictly specializable along g as an RX -triple,
(ii) T [⋆g] (⋆ = ∗, !) exist as RX-triples, (iii) we have the isomorphisms (122) as
RX-triples.
Proof Let us consider the case V = V [∗I!J ] for V ∈ MTSadm(X ). We set I0 :=
I \ K and J0 := J \ K. By Proposition 5.4.1, the RX(∗g)-triple ΨX(V [∗I!J ])(∗g)
is strictly specializable along g, and ΨX(V [∗I!J ])[⋆g] ≃ ΨX(V [∗I0!J0 ⋆ K]) as RX -
triple. Moreover, we have ΨX
(V⊗ I˜a,bg [∗I!J ])[⋆g] = ΨX(V⊗ I˜a,bg [∗I0!J0 ⋆K]) (⋆ = ∗, !)
as RX -triples. Hence, Ξ(0)g
(
ΨX(V [∗I!J ])
)
exists as an RX -triple, and it is given as
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follows:
(123) Ξ(0)g
(
ΨX(V [∗I!J ])
)
=
Ker
(
ΨX
(V ⊗ I˜−N,1g [∗I0!J0!K]) −→ ΨX(V ⊗ I˜−N,0g [∗I0!J0 ∗K]))
≃ ΨX
(
Ξ(0)g (V [∗I!J ])
)
.
Similarly, we have ψ
(a)
g
(
ΨX(V [∗I!J ])
) ≃ ΨXψ(a)g (V [∗I!J ]). Let P be obtained as the
cohomology of the following:
ΨX
(V [∗I0!J0!K]) −→ ΨX(Ξ(0)g V [∗I!J ])⊕ΨX(V [∗I!J ]) −→ ΨX(V [∗I0!J0 ∗K])
It is naturally isomorphic to ΨX(φ
(0)
g V [∗I!J ]), which is strict. Hence, we obtain
that ΨX(V [∗I!J ]) is strictly specializable along g, and P ≃ φ(0)g ΨX(V [∗I!J ]) ≃
ΨX
(
φ
(0)
g (V [∗I!J ])
)
. We can compute ψ˜g,u
(
ΨX(V [∗I!J ])
)
as above, and we have
ψ˜g,uΨX(V [∗I!J ]) ≃ ΨX ψ˜g,u(V [∗I!J ]).
A general V ∈ G1(X ) is expressed as the cohomology of a complex V 0 −→
V 1 −→ V 2, where Vp = ⊕kp Vkp [∗Ikp !Jkp ]. We have ΨX(V ) = H1(ΨX(V •)). We
have ψ˜gΨX(V i) ≃ ΨX ψ˜g(V i), and the cohomology of the complex ΨX ψ˜g(V 0) −→
ΨX ψ˜g(V 1) −→ ΨXψ˜g(V 2) is strict. Similarly, we have φ(0)g ΨX(V i) ≃ ΨXφ(0)g (V i), and
the cohomology of the complex ΨXφ
(0)
g (V 0) → ΨXφ(0)g (V 1) → ΨXφ(0)g (V 2) is strict.
Hence, we obtain that ΨX(V ) = H1
(
ΨX(V •)
)
is strictly specializable along g, and we
have natural isomorphisms ψ˜g,uΨX(V ) ≃ ΨX ψ˜g,u(V ) and φ(0)g ΨX(V ) ≃ ΨXφ(0)g (V ).
In particular, the following morphisms are isomorphisms:
can : ψ(1)g ΨX(V [!g]), ≃−→ φ(0)g ΨX(V [!g])
var : φ(0)g ΨX(V [∗g]) ≃−→ ψ(0)g ΨX(V [∗g]).
Hence, we obtain that ΨX(V )[⋆g] ≃ ΨX(V [⋆g]). Thus, we obtain Lemma 10.2.5.
Let V 1 −→ V 2 be a monomorphism in G1(X ). Then, the induced morphism
ψ˜g,uΨX(V 1) −→ ψ˜g,uΨX(V 2) is identified with ΨXψ˜g,u(V 1) −→ ΨX ψ˜g,u(V 2), and
hence the cokernel is strict. Applying this strictness to the weight filtration of V ,
we obtain that ΨX(V ) is filtered specializable along g. Then, the isomorphisms
ψ˜g,uΨX(V ) ≃ ΨXψ˜g,u(V ) and φgΨX(V ) ≃ ΨXφg(V ) are compatible with the naively
induced filtrations. Hence, we obtain that ΨX(V ) is admissibly specializable by Propo-
sition 10.1.5. We obtain ΨX(V )[⋆g] ≃ ΨX(V [⋆g]) in MTWgood(X,D) from the above
results.
10.2.3. Global case. — Let X be a complex manifold with a normal crossing
hypersurface D =
⋃
i∈ΛDi. Let I be a good set of ramified irregular values on
(X,D). We set X := (X,D,I ).
186 CHAPTER 10. GOOD MIXED TWISTOR D-MODULES
Definition 10.2.6. — Let MTWgood(X ) be the full subcategory of MTW(X), whose
objects T satisfy the following:
– For any point P ∈ X, we take a small coordinate neighbourhood (XP ; z1, . . . , zn)
such that DP := XP ∩ D =
⋃ℓ
i=1{zi = 0}. We set XP := (XP , DP ,I |XP ).
Then, T|XP ∈MTWgood(XP ).
An object in MTWgood(X ) is called a good pre-mixed twistor D-module on X .
10.2.3.1. Weakly admissible specializability and localizability. — We obtain the fol-
lowing proposition from Proposition 10.2.4.
Proposition 10.2.7. — Let T ∈ MTWgood(X ). Let g be a holomorphic function
on X such that g−1(0) ⊂ D.
– T is weakly admissibly specializable along g. There exist T [⋆g] in MTWgood(X )
for ⋆ = ∗, !.
– ψ˜g,u(T ), Ξg(T ) and φ(a)g (T ) are objects in MTWgood(X ).
– Let L˜ be the weight filtrations of ψ˜g,uT and φ(0)g T as objects in MTWgood(X ).
Let L be the filtrations of ψ˜g,uT and φ(0)g T naively induced by the filtration of
T . Then, we have L˜ =M(N ;L).
Let I ⊂ Λ. Let H be an effective divisor ∑i∈I miDi.
Proposition 10.2.8. — Let ⋆ = ∗ or !. Let T ∈ MTWgood(X ).
– T ∈MTWloc(X,H).
– T [⋆H ] ∈ MTWloc(X,H) satisfies the following:
• Let P be any point of D. Let (XP , z1, . . . , zn) be a small coordinate neigh-
bourhood around P such that D =
⋃ℓ
i=1{zi = 0} and H =
⋃
j∈IP {zi = 0}.
Then, we have an isomorphism T [⋆H ]|XP ≃ (T|XP )[⋆IP ]. Such T [⋆H ] is
unique up to canonical isomorphisms.
– In particular, T [⋆H ] ∈MTWgood(X ), and it depends only on I.
Proof The first claim follows from Proposition 10.2.7. By Proposition 7.1.28,
T [⋆H ] ∈ MTW(X,H). By Proposition 10.2.7, T [⋆H ] is determined by the filtered
R-triple satisfying the condition in the second claim. The third claim immediately
follows from the second.
10.2.3.2. Canonical prolongments of admissible mixed twistor structure. — Let V ∈
MTSadm(X ). Let Λ = I⊔J be a decomposition. We have a filtered RX -triple V [∗I!J ]
satisfying the following condition.
– Let P be any point of D. Let (XP , z1, . . . , zn) be a small coordinate neigh-
bourhood around P such that DP := D ∩ XP =
⋃ℓ
i=1{zi = 0}. We set
XP := (XP , DP ,I |XP ). We have the decomposition ℓ = IP ⊔ JP induced by
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Λ = I ⊔ J . We put VP := V|XP , which induces VP [∗IP !JP ] in G1(XP ). Then,
we have V [∗I!J ]|XP ≃ ΨXP (VP [∗IP !JP ]).
Such V [∗I!J ] is unique up to canonical isomorphisms.
Proposition 10.2.9. — V [∗I!J ] is an object in MTWgood(X ).
Proof By Proposition 10.2.8, we have only to consider the case J = ∅. We
have only to prove that GrL˜k (V) are polarizable pure twistor D-module of weight
k. We regard D as a reduced effective divisor. Because admissible specializability
and localizability are checked locally, we obtain that V [∗D] is admissible and localiz-
able along D by Proposition 10.2.4. As explained in §4.4.3.1, we have the R-triples
(GrW ψ
(a)
D )(V [∗D]) and (GrW φ(a)D )(V [∗D]). The natural morphisms
(GrW φ
(a)
D )(V [∗D]) −→ (GrW ψ(a)D )(V [∗D])
are isomorphisms. They are equipped with the naturally induced nilpotent maps N .
Lemma 10.2.10. —
(
GrWk ψ
(a)
D
)
(V [∗D]) ∈ MT(X, k).
Proof We have the canonical splitting (53). Note that (GrWk ψ
(a)
D )(V [∗D]) and
(GrWk ψ
(a)
D )(Gr
L˜ V [∗D]) depend only on V and GrL(V). Hence, we have only to prove
the claim of the lemma in the case that V is pure of weight 0. We may replace V [∗D]
with the polarized pure twistor D-module associated to V . Then, the claim follows
from Proposition 7.1.13.
For any P ∈ D, we take a small coordinate neighbourhood (XP , z1, . . . , zn) around
P such that DP := XP ∩ D =
⋃ℓ
i=1{zi = 0}. Then, the formula (107) holds for
GrL˜k (V [∗D])|XP . By varying P and by gluing the decompositions, we obtain that
GrL˜k (V [∗D]) is isomorphic to the direct sum of the polarizable pure twistor D-module
associated to GrLk (V), and a direct summand of
(
GrWk ψ
(0)
D
)
(V [∗D]). Hence, we obtain
that GrL˜k (V [∗D]) ∈ MT(X, k).
We obtain the following corollary from Proposition 10.2.4.
Corollary 10.2.11. — Let K ⊂ Λ and H =∑i∈K miDi. Let V ∈MTSadm(X ).
– V [∗I!J ] is weakly admissibly specializable along H.
– There exists
(V [∗I!J ])[⋆H ] in MTWgood(X ), and we have the following isomor-
phisms as good prolongment of T :(V [∗I!J ])[∗H ] ≃ V [∗(I ∪K)!(J \K)], (V [∗I!J ])[!H ] = V [∗(I \K)!(J ∪K)]
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10.2.3.3. Admissible specializability along any monomial functions. — We consider
V ∈ MTSadm(X ). Let Λ = I ⊔ J be any decomposition. Let g be any holomorphic
function on X such that g−1(0) ⊂ D.
Lemma 10.2.12. — V [∗I!J ] is admissibly specializable along any g.
Proof We need to consider the ramified exponential twist by a ∈ t−1/mC[t−1/m].
Let Gal(ϕm) be the Galois group of the ramified covering ϕm : Ctm −→ Ct. We set
I−a :=
{−κ∗a ∣∣κ ∈ Gal(ϕm)}, which gives a good set of ramified irregular values on
(Ct, 0). (See §15.1.) We obtain a good system of irregular values IX,−a := (g)−1I−a
on (X,D). For each P ∈ D, we set I(1)P :=
{
b + c
∣∣ b ∈ IP , c ∈ IX,−a,P}. Then, by
applying Proposition 15.1.4 below to the system I (1) := (I(1)P ∣∣P ∈ D), we obtain a
projective morphism of complex manifolds F : X ′ −→ X such that (i) D′ := F−1(D)
is simply normal crossing, (ii) X ′ \ (g ◦ F )−1(0) ≃ X \ g−1(0), (iii) I ′ := F−1I (1) is
a good system of irregular values on (X ′, D′). Let X ′ := (X ′, D′,I ′). Then, we have
V ′−a := F ∗
(V ⊗ g∗ϕm†T−a) ∈MTSadm(X ′).
Let D′ :=
⋃
i∈Λ′ D
′
i be the irreducible decomposition. Let Λ
′ = I ′ ⊔ J ′ be any
decomposition. Then, V ′−a[∗I ′!J ′] is weakly admissibly specializable along g ◦ F ,
according to Proposition 10.2.7. By an argument in Lemma 7.1.15, we obtain that
F†(V ′−a[∗I ′!J ′]) is admissibly specializable along g. Then, we can easily deduce that
V [∗I!J ]⊗ g∗ϕm†T−a is admissibly specializable along g. By applying it to any a, we
obtain the admissible specializability of V [∗I!J ] along g.
10.2.4. Gluing. — Let g be a holomorphic function onX such thatD1 := g
−1(0) ⊂
D. Let T ∈MTWgood(X ). We have ψ(a)g (T ) and Ξ(a)g (T ) in MTWgood(X ). They are
equipped with the filtrations L˜ as objects in MTWgood(X ). They are also equipped
with the naively induced filtrations L.
Let T ′ ∈ MTWgood(X ) whose support is contained in D1. Assume that we are
given morphisms
ψ(1)g T u−→ T ′ v−→ ψ(0)g T
in MTWgood(X ) such that v ◦ u is equal to the natural morphism ψ(1)g T −→ ψ(0)g T .
Then, we obtain Glue(T , T ′, u, v) in MTWgood(X ) as the cohomology of the complex
ψ
(1)
g T −→ Ξ(0)g T ⊕ T ′ −→ ψ(0)g T . It has the filtration L(1) with which we have
Glue(T , T ′, u, v) ∈ MTWgood(X ).
We have the filtration L of T ′ obtained as the transfer of L of ψ˜g,−δ (T ). Then,
we obtain a filtration L(2) of Glue(T , T ′, u, v). We obtain the following lemma from
Lemma 10.1.6.
Lemma 10.2.13. — We have L(1) = L(2).
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10.3. Good mixed twistor D-modules
10.3.1. Statement. — Let X be a complex manifold. Let D be a normal crossing
hypersurface. Let I be a good system of ramified irregular values on (X,D). We set
X := (X,D,I ). We shall prove the following theorem.
Theorem 10.3.1. — A good pre-mixed twistor D-module is a mixed twistor D-
module.
After the theorem is proved, good pre-mixed twistor D-module is also called good
mixed twistor D-module, and MTWgood(X ) is also denoted by MTMgood(X ).
In particular, for a given admissible mixed twistor structure on X , we have its
canonical prolongation. Namely, let V ∈ MTSadm(X ), and let D = ⋃i∈ΛDi be the
irreducible decomposition. For a decomposition Λ = I ⊔ J , we have the good mixed
twistor D-module V [∗I!J ].
We also prove the following, which is a special case of Proposition 11.2.1 below.
Proposition 10.3.2. — Let (T , L) ∈ MTMgood(X ). For any holomorphic function
f on X, we have (T , L)[⋆f ] (⋆ = ∗, !) in MTM(X). Moreover, if f−1(0) = g−1(0) for
some holomorphic function g, we have a natural isomorphism (T , L)[⋆f ] ≃ (T , L)[⋆g].
Corollary 10.3.3. — Let H be an effective divisor of X. For any object (T , L) ∈
MTMgood(X ), we have (T , L)[⋆H ] ∈MTM(X). It depends only on the support of H.
Proof It follows from Proposition 10.3.2 and Proposition 7.1.28.
10.3.2. Preliminary. — Let V ∈ MTSadm(X ). LetD0 be a hypersurface ofX . Let
ϕ : X ′ −→ X be a proper birational morphism such that D′ := ϕ−1(D∪D0) is normal
crossing. We set X ′ := (X ′, D′, ϕ−1I ). We obtain an object V ′ := ϕ∗(V)(∗D′) ∈
MTSadm(X ′).
Let D = D1 ∪ D2 be a decomposition into normal crossing hypersurfaces with
codimD1 ∩D2 ≥ 2. We put D′2 := ϕ−1(D2), and let D′ = D′1 ∪D′2 be the decompo-
sition with codimD′1 ∩ D′2 ≥ 2. We put D′′1 := ϕ−1(D1), and let D′ = D′′1 ∪ D′′2 be
the decomposition with codimD′′1 ∩D′′2 ≥ 2. Note that D′′1 ⊂ D′1 and D′2 ⊂ D′′2 . We
shall prove the following lemma in §10.3.5.
Lemma 10.3.4. — We have natural morphisms in MTW(X)
ϕ†V ′[∗D′′1 !D′′2 ] −→ V [∗D1!D2] −→ ϕ†V ′[∗D′1!D′2]
which induces natural isomorphisms ϕ†V ′ ≃ V(∗D0) ≃ ϕ†V ′.
If one of Di is empty, V [∗D1!D2] is the image of the morphism ϕ†V ′[∗D′′1 !D′′2 ] −→
ϕ†V ′[∗D′1!D′2] in MTW(X).
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10.3.3. Admissible specializability of good pre-mixed twistor D-modules.
— Let V ∈MTSadm(X ). We have V [⋆D] ∈ MTWgood(X ) for ⋆ = ∗, !.
Lemma 10.3.5. — Let f be any holomorphic function on X. Let ⋆ be ∗ or !.
– V [⋆D] is admissibly specializable along f .
– There exist (V [⋆D])[∗f ] and (V [⋆D])[!f ] in MTWsp(X, f).
Proof We set D0 := f
−1(0), and we take ϕ : X ′ −→ X as in §10.3.2. We set
D1 := D and D2 := ∅ if ⋆ = ∗, and D1 = ∅ and D2 := D if ⋆ =!. We use the
notation in §10.3.2. According to Proposition 10.2.7 and Lemma 10.2.12, V ′[∗D′1!D′2]
and V ′[∗D′′1 !D′′2 ] are admissibly specializable along ϕ∗f . According to Lemma 7.1.15,
we have ϕ†V ′[∗D′1!D′2] and ϕ†V ′[∗D′′1 !D′′2 ] are admissibly specializable along f . By
Lemma 10.3.4 and Proposition 7.1.9, we obtain that V [⋆D] is also admissibly special-
izable along f . It is easy to see that ϕ†
(V ′[∗D′1!D′2][∗ϕ∗f ]) gives (V [⋆D])[∗f ], and
that ϕ†
(V ′[∗D′′1 !D′′2 ][!ϕ∗f ]) gives (V [⋆D])[!f ]. Thus, we obtain Lemma 10.3.5.
Corollary 10.3.6. — Let g be a holomorphic function such that g−1(0) = D. Then,
ψ
(a)
g V [⋆D] and Ξ(a)g V [⋆D] are admissibly specializable along any holomorphic function
f on X.
Lemma 10.3.7. — T ∈ MTWgood(X ) is admissibly specializable along any holo-
morphic function f on X. Moreover, there exist T [⋆f ] (⋆ = ∗, !) in MTWsp(X, f).
Proof We have only to consider the case X = ∆n and D =
⋃ℓ
i=1{zi = 0}. For
T ∈ MTWgood(X ), we put ρ1(T ) := dimSupp T , and let ρ2(T ) denote the number of
I ⊂ ℓ such that |I|+dimSupp T = n and φI(T ) 6= 0. We set ρ(T ) :=
(
ρ1(T ), ρ2(T )
) ∈
Z≥0 × Z≥0. We use the lexicographic order on Z≥0 × Z≥0.
We take I ⊂ ℓ such that |I|+dimSupp T = n and φI(T ) 6= 0. We put h :=
∏
i∈Ic zi.
Then, T can be reconstructed as the cohomology of the complex:
ψ
(1)
h T −→ φ(0)h T ⊕ Ξ(0)h T −→ ψ(0)h T
Because ρ(ψ
(a)
h T ) < ρ(T ) and ρ(φ(a)h T ) < ρ(T ), we can apply the hypothesis of the
induction. Applying Corollary 10.3.6 to Ξ
(0)
h T , we obtain T ∈ MTWsp(X, g). Thus,
the proof of Lemma 10.3.7 is finished.
10.3.4. Proof of Theorem 10.3.1 and Proposition 10.3.2. — Let X be a
complex manifold. Let H be a normal crossing hypersurface of X . Let I be a good
system of ramified irregular values on (X,D). We set X = (X,H,I ). We consider
the following.
P (n): : The claim of the theorem holds for T ∈MTWgood(X ), if dim Supp T ≤ n.
We prove P (n) by an induction on n. Assume that P (n− 1) holds.
Let us consider the case that X := ∆n and H :=
⋃ℓ
i=1{zi = 0}. We take V ∈
MTSadm(X ), and let us prove that T = V [∗H ] is a mixed twistor D-module. We
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have already known that T is admissibly specializable. Let g be any holomorphic
function on X . We take a projective birational morphism ϕ : X ′ −→ X such that
H ′ := ϕ−1(H ∪ g−1(0)) is normal crossing. We obtain V ′ := ϕ∗(V) in MTSadm(X ′).
We put H ′1 := ϕ
−1(H), and let H ′2 be the complement of H
′
1 in H
′. We obtain
T1 := V ′[!H ′2 ∗H ′1] and T2 := V ′[∗H ′] in MTWgood(X ′). We put g′ := ϕ∗(g). By the
hypothesis of the induction,
φg′(T1), φg′ (T2), ψ˜g′,u(T1), ψ˜g′,u(T2)
are mixed twistor D-modules. By Lemma 10.3.4, we have T ≃ Im(ϕ†(T1) −→
ϕ†(T2)
)
. We obtain
φg(T ) ≃ Im
(
ϕ†φg′(T1) −→ ϕ†φg′ (T2)
)
,
ψ˜g,u(T ) ≃ Im
(
ϕ†ψ˜g′,u(T1) −→ ϕ†ψ˜g′,u(T2)
)
.
Hence, we obtain φg(T ) and ψ˜g,u(T ) are mixed twistor D-modules.
For any a ∈ t−1/mC[t−1/m], by applying the argument in Lemma 10.2.12, we
obtain that ψ˜g′,a,u(Ti) are mixed twistor D-modules. We obtain that ψ˜g,a,u(T ) are
mixed twistor D-modules as above. Hence, we obtain T = V [∗H ] is a mixed twistor
D-module. Similarly, we obtain that V [!H ] is a mixed twistor D-module.
Let us consider the case that X = ∆N for N ≥ n, and H = ⋃ℓi=1{zi = 0}.
We set H[n] :=
⋃
|I|=N−nHI , where HI =
⋂
i∈I Hi. Let T ∈ MTWgood(X ) with
Supp T ⊂ H[n]. Let us prove that T ∈ MTM(X). We use an induction on the
number k(T ) of the n-dimensional irreducible components of the support of T . The
case k(T ) = 0 follows from the hypothesis of the induction. We take I ⊂ ℓ with
|I| = N −n such that φIT 6= 0. Let g :=
∏
ℓ\I zi. By the hypothesis of the induction,
we have φ
(0)
g (T ), ψ(a)g (T ) ∈ MTM(X). By the result in the previous paragraph, we
obtain that Ξ
(0)
g (T ) ∈ MTM(X). Because we can reconstruct T from φ(0)g (T ), ψ(a)g (T )
(a = 0, 1) and Ξ
(0)
g (T ), we obtain that T is a mixed twistor D-module. Thus, the
proof of Theorem 10.3.1 is finished.
We can observe that (T [⋆D])[∗f ] and (T [⋆D])[!f ] in Lemma 10.3.5 are mixed
twistor D-modules, by their construction and Theorem 10.3.1. It follows that T [⋆f ]
(⋆ = ∗, !) in Lemma 10.3.7 are mixed twistor D-modules. Thus, the proof of Propo-
sition 10.3.2 is finished.
10.3.5. Proof of Lemma 10.3.4. — Let us return to the situation in §10.3.2. Let
M be one of the smoothRX(∗D)-modules underlying V . LetM′ := ϕ∗M⊗OX (∗D′).
We put D′3 := ϕ
−1(D0), and D′4 := ϕ
−1(D). Let M′1 :=
(M′[∗D′3])(∗D′4) and
M′2 :=
(M′[!D′3])(∗D′4).
Lemma 10.3.8. — M is naturally isomorphic to the image of ϕ†M′2 −→ ϕ†M′1.
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Proof By the construction ofM′1, we have a naturally defined morphismM−→
ϕ†M′1. For λ 6= 0, we have a naturally defined morphisms ϕ†M′λ2 −→ Mλ. Hence,
we obtain ϕ†M′2 −→M.
Let λ0 6= 0 and P ∈ D0\D. If we take a small neighbourhood U around (λ0, P ), we
have an isomorphism ofM with a natural RX -module OX on U . Hence, it is easy to
observe thatM|U is the image of ϕ†M′2 −→ ϕ†M′1 on U . We obtain thatM|C∗λ×X is
the image of ϕ†M′2 −→ ϕ†M′1 on C∗λ×X . Because the cokernel of ϕ†M′2 −→ ϕ†M′1
is strict, we obtain that M is the image of ϕ†M′2 −→ ϕ†M′1.
Let L denote the weight filtrations ofM andM′, induced by the weight filtration
of the admissible variation of mixed twistor structure. The naively induced filtrations
ofM′i (i = 1, 2) are denoted by L. Let L˜ denote the weight filtrations ofM′i induced
by the weight filtration as objects of MTWgood(X ′). They induce the weight filtration
of ϕ†M′i, which are also denoted by L˜.
We have the naturally induced morphisms ϕ†(M′2, L) −→ (M, L) −→ ϕ†(M′1, L).
They are strictly compatible with the filtrations by Lemma 10.3.8.
Lemma 10.3.9. — The morphisms ϕ†M′2 −→M−→ ϕ†M′1 give morphisms
(ϕ†M′2, L˜) −→ (M, L) −→ (ϕ†M′1, L˜),
which are strictly compatible with the filtrations.
Proof We have the induced morphisms Lkϕ†M′2 −→ LkM−→ Lkϕ†M′1 for each
k. We use an induction on k to prove that we have natural morphisms
(Lkϕ†M′2, L˜) −→ (LkM, L) −→ (Lkϕ†M′1, L˜),
and that they are strictly compatible with the filtrations. If k is sufficiently nega-
tive, the claim is trivial. Assume the claim in the case k − 1. Let us look at the
induced morphisms GrLk ϕ†M′2 −→ GrLk M. Note that GrLk ϕ†M′2 = L˜k GrLk ϕ†M′2,
and the support of L˜k−1GrLk ϕ†M′2 is contained in D0. Hence, the induced mor-
phism L˜k−1GrLk ϕ†M′2 −→ GrLk M is 0, it implies that the image of L˜k−1Lkϕ†M′2 is
contained in Lk−1M. Let us look at the following:
L˜k−1Lkϕ†M′2 a−−−−→ Lk−1M b−−−−→ Lk−1ϕ†M′1
The image of L˜mLkϕ†M′2 (m < k) via b ◦ a is contained in L˜mLkϕ†M′1. Because b is
injective and strict by the assumption of the induction, we obtain that the image of
L˜mLkϕ†M′2 (m < k) via a is contained in LmM. Thus, we obtain (Lkϕ†M′2, L˜) −→
(LkM, L). Moreover, it is strictly compatible with the filtrations.
Because ϕ†M′2 −→ ϕ†M′1 is strictly compatible with L˜, we obtain that (V , L) −→
(ϕ†M′1, L˜) is strictly compatible. Hence, the induction can go on.
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Let M3 := ϕ†M′[∗D′1!D′2] and M4 := ϕ†M′[∗D′′1 !D′′2 ]. Suppose Di = g−1i (0)
for holomorphic functions gi. We know that M[∗D1] and M3(∗g2) are admissi-
ble specializable along g1, and we have isomorphisms M[∗D1][∗g1] ≃ M[∗g1] and
M3(∗g2) ≃ M3(∗D)[∗g1](∗g2). Hence, we have a uniquely determined morphism
M[∗D1] −→ M3(∗g2) induced by M −→ ϕ†M′1 = M3(∗D), which is compatible
with the weight filtrations. We have thatM[∗D1!D2] andM3 are admissible special-
izable along g2, and that M[∗D1!D2][!g2] ≃ M[∗D1!D2] and M3[!g2] ≃ M3. Hence,
we have a uniquely determined morphism M[∗D1!D2] −→M3. Similarly, we obtain
M4 −→M[∗D1!D2]. By the uniqueness, we obtain the global case. Thus, we obtain
the first claim of Lemma 10.3.4.
Suppose D1 = ∅. For any generic λ, the specializationMλ[∗D1!D2] is the image of
the induced morphism (M4)λ −→ (M3)λ. Then, by using the strictness, we obtain
that M[⋆D] −→M3 is injective, and that M4 −→M[⋆D] is surjective, i.e., M[⋆D]
is the image ofM3 −→M[⋆D] −→M4. Thus, the proof of Lemma 10.3.4 is finished.
10.4. Integrable case
Let X , D, I and X be as in §10.3. Let D = ⋃i∈ΛD be the irreducible decompo-
sition. An integrable mixed twistor D-module (T , L) is called good on X , if the un-
derlying mixed twistor D-module is good on X . Let MTMint good(X ) ⊂ MTMint(X )
be the full subcategory of good integrable mixed twistor D-modules on X .
Let V ∈ MTSint adm(X ). We have the good mixed twistor D-module V [∗I!J ]
constructed in §10.2.3.2.
Proposition 10.4.1. — We naturally have V [∗I!J ] ∈ MTMint good(X ).
Proof By Lemma 7.1.34 with zi (i ∈ J), we have only to consider the case V [∗D].
By the construction, V [∗D] and its weight filtration are integrable. To check that
GrL˜k (V [∗D]) ∈ MTint(X, k), we have only to enhance the argument in the proof of
Proposition 10.2.9 with integrability.
Proposition 10.4.2. — Let T ∈ MTMint good(X ). Let g be a holomorphic function
on X such that g−1(0) ⊂ D.
– There exist T [⋆g] in MTMint good(X ) for ⋆ = ∗, !.
– ψ˜g,a,u(T ), Ξg(T ) and φ(a)g (T ) are objects in MTMint good(X ).
Proposition 10.4.3. — Let H be an effective divisor of X. For any object T ∈
MTMint good(X ), we have T [⋆H ] ∈ MTMint(X). It depends only on the support of
H.
Proof We only remark that the integrability of the polarization in Lemma 7.1.35.

CHAPTER 11
SOME BASIC PROPERTY
We prove that mixed twistorD-modules can be regarded as the gluing of admissible
mixed twistor structures. It provides us with a nice understanding on the structure of
mixed twistor D-modules. We also consider the localizations and the twist by smooth
mixed twistor structure.
11.1. Expression as gluing of admissible mixed twistor structure
11.1.1. Cell. — Let X be a complex manifold. Let P be a point of X . An n-
dimensional cell at P is a tuple (Z,U, ϕ,V) as follows:
(Cell 1) : ϕ : Z −→ X is a morphism of complex manifolds such that P ∈ ϕ(Z)
and dimZ = n. We assume that there exists a neighbourhood of XP of P in X
such that ϕ : ϕ−1(XP ) −→ XP is projective.
(Cell 2) : U ⊂ Z is the complement of a simply normal crossing hypersurface
DZ . The restriction ϕ|U is an immersion. Moreover, there exists a hypersurface
H of XP such that ϕ
−1(H) = DZ ∩ ϕ−1(XP ).
(Cell 3) : V ∈ MTS(Z,DZ) satisfying Adm0.
A function g on X is called a cell function of a cell C = (Z,U, ϕ,V), if (ϕ∗g)−1(0) =
DZ . If V is admissible, C is called an admissible cell. If V is integrable, C is called an
integrable cell.
11.1.2. Expression as a gluing. — Let T ∈MTM(X). Let P ∈ Supp T . We will
shrink X around P . We may have a cell C = (Z,U, ϕ,V) and a cell function g such
that T (∗g) = ϕ†(V). We shall prove the following proposition in §11.1.4.
Proposition 11.1.1. — The cell C is admissible. If T ∈ MTMint(X), C is also
integrable.
By Lemma 7.1.15 and Proposition 10.3.2, we have ϕ†(V)[⋆g] in MTM(X). Ac-
cording to Lemma 7.1.24, we have the morphisms ϕ†(V)[!g] −→ T −→ ϕ†(V)[∗g] in
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MTM(X), and we obtain
(
φ
(0)
g (T ), L˜(1)
)
as the cohomology of the following complex
in MTM(X):
ϕ†(V)[!g] −→ T ⊕ Ξgϕ†(V) −→ ϕ†(V)[∗g]
We have the filtration Lφ
(0)
g (T ), naively induced by the weight filtration of T . It is a
filtration of
(
φ
(0)
g (T ), L˜(1)
)
in the category MTM(X).
By definition of mixed twistorD-module, we have the relative monodromy filtration
L˜ :=M(N ;Lφ(0)g T ), with which
(
φ
(0)
g (T ), L˜
) ∈ MTM(X).
Lemma 11.1.2. — We have L˜ = L˜(1).
Proof We have only to consider the case that T is pure of weight 0. Let us
consider the morphisms ψ
(1)
g (T ) can−→ φ(0)g (T ) var−→ ψ(0)g (T ) of RX -triples. We have the
following mixed twistor D-modules:(
ψ(a)g (T ), L˜
)
,
(
φ(0)g (T ), L˜
)
,
(
φ(0)g (T ), L˜(1)
)
The morphisms can and var are morphisms in MTM(X), for both the filtrations L˜
and L˜(1) for φ
(0)
g (T ). We have the decomposition φ(0)g (T ) = Im can⊕Kervar, which
is compatible with both L˜ and L˜(1). The restriction of L˜ to Ker var is pure of weight
0 by definition. Because T = T0⊕Kervar as pure twistor D-module, L˜(1) is also pure
of weight 0 on Ker var. Because can and var are strict with respect to both L˜ and
L˜(1), we have L˜ = L˜(1) on Im can. Thus, we obtain Lemma 11.1.2.
We obtain the local expression of T as the cohomology of the following complex in
MTM(X):
(124) ψ(1)g (ϕ†V) −→ Ξ(0)g (ϕ†V)⊕ φ(0)g (T ) −→ ψ(0)g (ϕ†V)
As a consequence, we obtain the following proposition.
Proposition 11.1.3. — Let (T , L) ∈ MTM(X). For any P ∈ X, there exist a
neighbourhood XP , an admissible cell C = (Z,U, ϕ,V) with a cell function g for
(T , L)|XP , and a mixed twistor D-module (T0, L) with
Supp(T0) ⊂ g−1(0) ∩ Supp(T ),
such that (T , L) is a sub-quotient of (T0, L)⊕ ϕ†(V)[!g] in MTM(X).
Remark 11.1.4. — It is M. Saito who emphasized the significance and the conve-
nience of a description of mixed Hodge modules as in Proposition 11.1.3.
11.1.3. Gluing. — Let C = (Z,U, ϕ,V) be an admissible cell with a cell function g
at P . We will shrink X around P . Let T ′ ∈ MTM(X) such that Supp T ′ ⊂ g−1(0).
Assume that we are given morphisms
(125) ψ(1)g ϕ†(V) u−→ T ′ v−→ ψ(0)g ϕ†V
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in MTM(X), such that v ◦ u is equal to the canonical morphism ψ(1)g ϕ†(V) −→
ψ
(0)
g ϕ†V . Then, we obtain the R-triple (Glue(C, T ′, u, v), L(1)) ∈ MTM(X) as the
cohomology of the following complex in MTM(X):
(126) ψ(1)g ϕ†V −→ Ξ(0)g ϕ†V ⊕ T ′ −→ ψ(0)g ϕ†V
We can reconstruct T ′ as the cohomology of the complex in MTM(X):
(127) ϕ†V [!g] −→ Ξgϕ†V ⊕Glue(C, T ′, u, v) −→ ϕ†V [∗g]
We have a similar expression for an integrable mixed twistor D-module as the gluing
of an integrable admissible cell and the vanishing cycle integrable mixed twistor D-
module.
Let Lψ
(a)
g ϕ†(V) and LΞ(0)g ϕ†(V) be the filtrations naively induced by the weight
filtration of V . Let L be the filtration of T ′ obtained as the transfer of L of ψ(a)g ϕ†(V)
with respect to (125). We obtain a filtration L(2) of Glue(C, T ′, u, v) from (126) with
the filtrations L.
Lemma 11.1.5. — We have L(1) = L(2) on Glue(C, T ′, u, v).
Proof We have the filtration L(1) of T ′ naively induced by the filtrations L(1) on
Glue(C, T ′, u, v). By using Lemma 11.1.2, we obtain L(1) = L on T ′. Then, we obtain
L(1) = L(2) on Glue(C, T ′, u, v).
11.1.4. Admissibility of cells. — Let T be a mixed twistor D-module on X . The
weight filtration is denoted by L. Let Z be the support of T . We have the graded
pure twistor D-module GrL(T ) = ⊕GrLw(T ), whose support is Z. Let Z0 be an
irreducible component of Z. Let P ∈ Z0. We study the local property of T around
P . We shall shrink X around P . Then, we may have a hypersurface H of X such that
(i) Z \H = Z0 \H 6= ∅ is smooth, (ii) T|X\H comes from a mixed twistor structure
on Z0 \ H . (We use Proposition 7.2.8 and Lemma 8.1.3.) If T ∈ MTMint(X), the
mixed twistor structure is integrable. We shall prove the following proposition, which
implies Proposition 11.1.1.
Proposition 11.1.6. — There exists a projective birational morphism ϕ : Z1 −→ Z0
with the following property:
– H1 := ϕ
−1(H) is simply normal crossing.
– There exists an admissible mixed twistor structure V on (Z1, H1) such that
T (∗H) ≃ ϕ†V.
If T ∈ MTMint(X), the admissible mixed twistor structure is integrable.
Proof Let us consider the case X = ∆ and H := {O}. Let T be a mixed twistor
D-module such that T|X\H is a mixed twistor structure. Let Mi (i = 1, 2) be the
underlying RX -modules. Because GrLw T (∗H) is obtained as the canonical meromor-
phic prolongation of a wild variation of polarizable pure twistor structure of weight w,
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GrLw(Mi)(∗H) are goodRX(∗H)-modules. Hence,Mi are also goodRX(∗H)-modules.
If we take an appropriate ramified covering ϕ : (X2, H2) −→ (X,H), we have the ir-
regular decomposition ϕ∗(Mi, L)|Ĥ2 =
⊕
(M̂i,a, L). Because (Mi, L) are admissibly
specializable, eachMi has KMS-structure compatible with the filtration L, and the
condition (Adm2) in §9.1.3 is satisfied. Hence, T (∗H) comes from an admissible
mixed twistor structure. If T is integrable, then the admissible mixed twistor struc-
ture is integrable.
Let us consider the general case. We take a projective birational morphism ϕ :
X ′ −→ X such that (i) the proper transform Z ′0 of Z0 is smooth, (ii) Z ′0 intersects
with H ′ := ϕ−1(H) in a normal crossing way. We set H ′0 := Z
′
0 ∩ H ′. Let L be the
weight filtration of T . We have the filtered RX′(∗H′)-triple (T ′, L) obtained as the
lift of (T , L)(∗H), as in Lemma 2.1.9. (We use Lemma 2.1.11 in the integrable case.)
We have the graded RX′(∗H′)-triple GrL(T ′).
Lemma 11.1.7. — There exists a projective birational morphism ϕ1 : Z1 −→ Z ′0
such that H1 := ϕ
−1
1 (H
′
0) is normal crossing, and there exist filtered RZ1(∗H1)-triples
T (1)w (w ∈ Z) satisfying the following:
– T (1)w is obtained as the canonical prolongment of a graded good wild variation of
pure twistor structure of weight w on (Z1, H1).
–
⊕ T (1)w is a good smooth RZ1(∗H1)-triple.
– GrLw(T ′) ≃ (ιZ′1 ◦ ϕ1)†T
(1)
w , where ιZ′1 : Z
′
1 −→ X ′ denotes the inclusion.
Proof Let GrL(T )0 be the sum of the direct summands of GrL(T ) whose strict
supports are Z0. According to [48], there exists a projective birational morphism
ϕ2 : Z2 −→ Z0 such that the following holds:
– There exist a normal crossing hypersurface H2 ⊂ Z2 satisfying H2 ⊃ ϕ−12 (H0),
and good wild polarizable variations of pure twistor structure V(2)w of weight w
on (Z2, H2). Let T
(2)
w be the polarizable pure twistor D-module of weight w on
Z2 obtained as the minimal extension of V(2)w .
– GrLw(T )(∗H) = (ιZ0 ◦ ϕ2)0†T(2)w )(∗H), where ιZ0 : Z0 −→ X denotes the inclu-
sion.
We may assume that ϕ2 factors through Z
′
0.
We have the polarizable variation of pure twistor structure V(0)′w of weight w on
Z ′0 \ H ′0 corresponding to GrLw(T ′)|X′\H′ . Applying Corollary 15.2.7 below with
the existence of ϕ2 and V(2)w as above, we can take a projective birational mor-
phism ϕ1 : Z1 −→ Z ′0 such that (i) H1 := ϕ−11 (H ′0) is normal crossing, (ii) each
V(1)w := ϕ−11 V(0)′w comes from a good wild harmonic bundle (E(1)w , ∂E(1)w , θ
(1)
w , h
(1)
w )
on (Z1, H1) up to shift of the weight, (iii)
⊕
(E
(1)
w , ∂E(1)w
, θ
(1)
w , h
(1)
w ) is good wild.
We may assume that ϕ2 factors through Z1, i.e., we may have ψ : Z2 −→ Z1
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such that ϕ2 = ϕ1 ◦ ψ. Let T (1)w is the RZ1(∗H1)-triple obtained as the canoni-
cal prolongment of V(1)w . Let T (2)w be the RZ2 (∗H2)-triple obtained as the canonical
prolongment of V(2)w . We have a natural isomorphism ψ∗T (1)w (∗H2) ≃ T (2)w by the
construction. We obtain ψ∗T (1)w ≃ T(2)w (∗ψ−1H1). Hence, we obtain a morphism
(ιZ′0ϕ1)†T
(1)
w −→ GrLw(T ′)(∗H ′0). Because its restriction to X ′ \H ′0 is an isomorphism
by construction, it is an isomorphism on X ′. Thus, we obtain Lemma 11.1.7.
Lemma 11.1.8. — There exists a filtered RZ′0(∗H′0)-triple (T ′0 , L) such that (T ′, L)
is the push-forward of (T ′0 , L) by (Z ′0, H ′0) −→ (X ′, H ′).
Proof We have only to prove the underlying filteredRX′(∗H′)-modulesMi are the
push-forward ofRZ′0(∗H′0)-modules. By Lemma 11.1.7, GrL(Mi) are the push-forward
of graded RZ′0(∗H′0)-modules
⊕
iKiw . By the admissible specializability of mixed
twistor D-modules, the restriction (Mi, L)|X′\H′ are the push-forward of smooth
filtered RZ′0\H′0 -modules (Ki, L). We have GrL(Ki) =
⊕
iKiw|Z′0\H′0 . We have only
to prove that (Ki, L) are uniquely extended to filtered RZ′0(∗H′0)-modules (K˜i, L) such
that GrL(K˜i) ≃
⊕Kiw . The uniqueness is clear. So, we have only to construct it
locally around any point P of H ′0. Then, by applying Corollary 11.1.11 below, we
obtain Lemma 11.1.8.
By using Lemma 2.1.9, we obtain a filtered RZ1(∗H1)-triple (T (1), L) such that (i)
GrL(T (1)) = ⊕ T (1)w , (ii) ϕ1†(T (1), L) ≃ (T ′0 , L). Because the underlying RZ1(∗H1)-
modules are good and smooth, T (1) is a good smooth RZ1(∗H1)-triple by Proposition
5.5.6. Then, we obtain that (T (1), L) is an object in MTS(Z1, H1). The condition
(Adm0) is satisfied. Proposition 11.1.6 is reduced to the following.
Proposition 11.1.9. — (T (1), L) is admissible.
Proof First, let us consider the case that dimZ0 = 1. We may assume X = ∆
n
and H = {z1 = 0}. Let q1 : X −→ ∆1 be the projection onto the first component.
We may assume that the induced morphism F : Z1 −→ ∆1 is a covering with a
ramification along 0. We obtain T1 := q1†(T ) ∈ MTM(∆1). By the result in the one
dimensional case, T2 := T1(∗0) is an object in MTSadm(∆1, 0). We obtain F ∗T2 ∈
MTSadm(Z1, H1). Because T2 = F†(T (1)), T (1) is a direct summand of F ∗T2 as a
filtered smooth RZ1(∗H1)-triple. Hence, V0 ∈ MTSadm(Z1, H1).
Let us consider the general case. Let C be a smooth curve in Z1, which intersects
with the smooth part of H1 transversally. By using the nearby cycle functor and
the vanishing cycle functor to T successively, we obtain a mixed twistor D-module
T3 such that (i) the support of T3(∗H) is ϕ1(C), (ii) the lift of T3(∗H) to C is T (1)|C .
Then, by using the result in the case dimZ0 = 1, we obtain that T (1)|C is admissible.
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By Proposition 5.2.9, T (1) satisfies (Adm1). It also satisfies (Adm2). Then, we
obtain the admissibility of (V , L).
11.1.4.1. Strict specializability. — We give a proof of a claim used in the proof of
Proposition 11.1.6. Let X := ∆n and D =
⋃ℓ
i=1{zi = 0}. Let Z =
⋂m
i=ℓ+1{zi = 0}
and DZ := D ∩ Z. Let (M, L) be a filtered RX(∗D)-module satisfying the following
conditions:
– (M, L)|Cλ×(X\D) is the push-forward of a smooth RZ\DZ -module.
– Each GrLw(M) is the push-forward of a strict coherent RZ(∗DZ )-module.
Let X1 := {zℓ+1 = 0} and D1 := X1 ∩ D. Let i : X1 −→ X be the inclusion. Let
f :M−→M be given by the multiplication of zℓ+1. We obtain an RX1(∗D1)-module
Ker f , which is naturally equipped with a filtration L.
Lemma 11.1.10. — We have a natural isomorphism ι†(Ker f, L) ≃ (M, L). We
also have GrL(Ker f) ≃ KerGrL(f).
Proof If L is pure, the claim is trivial. We use an induction on the length of
L. Assume that L−1M = 0 and L0M 6= 0. By the assumption, L0M comes from
a strict coherent RZ(∗DZ )-module. By a direct computation, we can check that the
cokernel Cok(f|L0M) is naturally isomorphic to L0M
/
λL0M. Hence, a section of
g ∈ Cok(f|L0M) is 0, if its restriction toX\D is 0. We have the following commutative
diagram:
L0M −−−−→ M −−−−→ M/L0M
f
y fy fy
L0M −−−−→ M −−−−→ M/L0M
We may apply the assumption of the induction to M/L0M. Then, we have only to
show that the induced morphism
(128) Ker
(
f :M/L0M−→M/L0M
) −→ Cok(f : L0M−→ L0M)
is 0. By the assumption, the restriction of (128) to X \ D vanish. Hence, (128)
vanishes because of the previous consideration.
Corollary 11.1.11. — Under the assumption, (M, L) comes from a filtered strict
coherent RZ(∗DZ )-module.
11.2. Localization
11.2.1. Localization along functions. — Let T ∈ MTM(X). Let f be a holo-
morphic function on X . Let ιf : X −→ X × Ct be the graph. Recall that we have
constructed (ιf†T )[⋆t] ∈ MTW(X × Ct) in §7.1.5.
Proposition 11.2.1. —
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– For ⋆ = ∗, !, we have T [⋆f ] ∈ MTM(X) such that ιf†(T [⋆f ]) ≃ (ιf†T )[⋆t]. If
T ∈MTMint(X), we naturally have T [⋆f ] ∈MTMint(X).
– If f−11 (0) = f
−1
2 (0), we have T [⋆f1] ≃ T [⋆f2] naturally.
Proof By the uniqueness, we have only to consider the issues locally. Let P ∈
Supp T . We use the Noetherian induction on the support around P . We will shrink
X around P in the following argument. Let (Z,U, ϕ,V) be a cell of T with a cell
function g at P . We have the expression of T as the cohomology of the following
complex in MTM(X):
ψ(1)g ϕ†(V) −→ Ξ(0)g ϕ†(V)⊕ φ(0)g (T ) −→ ψ(0)g ϕ†(V)
We have already known the claims for good mixed twistor D-modules. Hence, we
obtain the claims for ψ
(a)
g ϕ†(V) and Ξ(0)g ϕ†(V). We can apply the hypothesis of the
induction to φ
(0)
g (T ). Then, we obtain the claims for T . The claim in the integrable
case follows from Lemma 7.1.37.
We have naturally defined morphisms T [!f ] −→ T −→ T [∗f ], as remarked in
Lemma 7.1.24.
11.2.2. Localization along hypersurfaces. — Let H be a hypersurface of X .
Let T ∈ MTM(X). By Proposition 11.2.1 and Proposition 7.1.28, we have T [⋆H ] in
MTM(X) with the following property.
– Let P be any point of X . Let XP be a small neighbourhood around P . We
have an expression H = {f = 0} on XP . Then, T [⋆H ]|XP = T|XP [⋆f ].
We obtain the full subcategory MTM(X, [⋆H ]) of (T , L) ∈ MTM(X) such that T =
T [⋆H ] in MTM(X). By Proposition 11.2.1, we have a naturally defined functor:
MTM(X) −→ MTM(X, [⋆H ])
We have naturally defined morphisms T [!H ] −→ T −→ T [∗H ]. If T is integrable,
T [⋆H ] are also integrable.
We obtain the following from Lemma 7.1.23.
Lemma 11.2.2. — Let ⋆ = ∗ or !. Let Ti ∈ MTM(X) (i = 1, 2) such that Ti[⋆H ] =
Ti. We have a natural bijective correspondence between morphisms T1(∗H) −→
T2(∗H) as filtered RX(∗g)-triples, and morphisms T1 −→ T2 in MTM(X). If Ti
are integrable, we have the bijection of integrable morphisms.
Let MTMH(X) ⊂ MTM(X) be the full subcategory of mixed twistor D-modules
whose supports are contained in H .
Lemma 11.2.3. — For T ∈ MTM(X), we have T [⋆H ] = 0 if and only if T ∈
MTMH(X).
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Proof The if part is clear. If T [⋆H ] = 0, we have T (∗H) = 0, and hence T ∈
MTMH(X).
Lemma 11.2.4. — The functor [⋆H ] is exact.
Proof Let ϕ : T1 −→ T2 be a morphism in MTM(X). Let us consider the induced
morphism ϕ[⋆H ] : T1[⋆H ] −→ T2[⋆H ]. By using Lemma 3.1.20 and Lemma 7.1.18,
we obtain Ker(ϕ[⋆H ]) ≃ Ker(ϕ)[⋆H ], Im(ϕ[⋆H ]) ≃ Im(ϕ)[⋆H ] and Cok(ϕ[⋆H ]) ≃
Cok(ϕ)[⋆H ] in MTM(X). Then, the claim is clear.
We obtain the following from Corollary 7.1.25
Lemma 11.2.5. — Let Ti ∈ MTM(X) (i = 1, 2). We have natural bijections:
HomMTM(X)
(T1[∗H ], T2[∗H ]) ≃ HomMTM(X)(T1, T2[∗H ])
HomMTM(X)
(T1[!H ], T2[!H ]) ≃ HomMTM(X)(T1[!H ], T2)
Similarly, we have the bijections for integrable morphisms, if Ti are integrable.
Proposition 11.2.6. —
– Let F : X −→ Y be a projective morphism. Let HY be a hypersurface of Y .
We put HX := F
−1(HY ). For T ∈ MTM(X), we have a natural isomorphism(
F†(T )
)
[⋆HY ] ≃ F†
(T [⋆HX ]).
– For (T , L) ∈MTM(X), we have a natural isomorphism (T [∗H ])∗ ≃ (T ∗)[!H ].
Proof The second claim is trivial. As for the first claim, we have a natural iso-
morphism
(
F†(T )
)
[⋆HY ](∗HY ) ≃ F†
(T [⋆HX ])(∗HY ). Because F†(T [⋆HX ]) satisfies
the characterization of the localization, we obtain the desired isomorphism.
11.2.3. Independence from compactification. — Let X be a complex manifold
with a hypersurface H . Let F : X ′ −→ X be a projective birational morphism such
that X ′ \H ′ ≃ X \H , where H ′ := ϕ−1(H).
Proposition 11.2.7. — The push-forward induces equivalences of the categories
F† : MTM(X ′, [∗H ′]) −→ MTM(X, [∗H ]),
F† : MTMint(X ′, [∗H ′]) −→ MTMint(X, [∗H ]).
Proof We prove only the ordinary case. The integrable case can be argued simi-
larly. We obtain the fully faithfulness from Lemma 11.2.2. Let us prove the essential
surjectivity. Let T ∈ MTM(X, [∗H ]). We have the filtered RX(∗H)-triple T (∗H).
We have the corresponding RX′(∗H ′)-triple T1, as remarked in Lemma 2.1.9. We
have only to show that there exists T ′ ∈ MTM(X ′) such that T ′(∗H ′) = T1 as
filtered RX′(∗H′)-triples.
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First, let us consider the local problem. Let P be a point of X . We take a small
neighbourhood XP of P . We set HP := H ∩ XP , X ′P := F−1(XP ) and H ′P :=
F−1(HP ). We set TP := T|XP . Let FP := F|X′P .
Lemma 11.2.8. — If we shrink XP , there exists T ′P ∈ MTM(X ′P , [∗H ′P ]) such that
FP ′†T ′P ≃ TP .
Proof In the proof, we shrink X instead of considering XP . So, we omit the
subscript P to simplify the notation. We use the Noetherian induction. We take a
cell C = (Z,U, ϕ,V) of (T , L) at P . We may assume that ϕ : Z −→ X factors through
X ′, i.e., ϕ is the composition of ϕ′ : Z −→ X ′ and F : X ′ −→ X . Let g be a cell
function for C with H ⊂ g−1(0). We have the expression of T as the cohomology of
ψ
(1)
g ϕ†V −→ Ξ(0)g ϕ†V ⊕ φ(0)g (T ) −→ ψ(0)g ϕ†V . Let g′ := g ◦ F . We have the mixed
twistor D-modules ψ
(a)
g′ ϕ
′
†V [∗H ′] and Ξ(a)g′ ϕ′†V [∗H ′] on X ′. By the assumption of the
induction, we have Q ∈ MTM(X ′) such that Q[∗H ′] = Q and F†Q = φ(0)g T [∗H ]. By
the fully faithfulness, we have the morphisms
ψ
(1)
g′ ϕ
′
†V [∗H ′] −→ Q −→ ψ(0)g′ ϕ′†V [∗H ′]
corresponding to ψ
(1)
g ϕ†V [∗H ] −→ φ(0)g T [∗H ] −→ ψ(0)g ϕ†V [∗H ]. We obtain T ′ ∈
MTM(X ′) as the cohomology of
ψ
(1)
g′ ϕ†V [∗H ′] −→ Ξ(0)g′ ϕ†V [∗H ′]⊕Q −→ ψ(0)g′ ϕ†V [∗H ′].
It satisfies T ′(∗H ′) = T1. Thus, we obtain Lemma 11.2.8.
Let L˜ denote the weight filtration of T ′P as an object in MTM(X ′P ). We have the
decomposition of the polarizable pure twistor D-modules:
(129) GrL˜w(T ′P ) = P ′P,w ⊕Ker
(
GrN̂∗Lw Gr
W
w ψ
(0)
H′P
(T ′P ) −→ GrLw GrWw ψ(0)H′P (T
′
P )
)
Here, P ′P,w denotes the sum of the direct summand of GrL˜w(T ′P ) whose strict supports
are not contained in H ′P .
Let us consider the global problem. By gluing T ′P for varied P , we obtain a filtered
RX′ -triple (T ′, L˜) on X ′. It is localizable along H ′, and we have T ′[∗H ′] ≃ T ′. To
establish T ′[∗H ′] ∈ MTM(X ′, [∗H ′]), we have only to prove that GrL˜w(T ′) is polar-
izable pure twistor D-module of weight w. By gluing (129), we have the following
decomposition:
(130) GrL˜w(T ′) = P ′w ⊕Ker
(
GrN̂∗Lw Gr
W
w ψ
(0)
H′ (T ′) −→ GrLwGrWw ψ(0)H′ (T ′)
)
Let L˜ denote the weight filtration of T as an object in MTM(X). Let GrL˜w(T ) =⊕PZ,w be the decomposition by the strict supports, where Z runs through closed
irreducible subvariety of X . By using the correspondence between wild harmonic
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bundles and wild pure twistor D-modules, for Z 6⊂ H , we take a projective birational
morphism κZ : Z1 −→ Z satisfying the following conditions:
– Z1 is smooth with a normal crossing hypersurface H1.
– We have a polarizable pure twistor D-module PZ,w on Z1 whose strict support
is Z1, such that PZ,w is the component κ0Z†(PZ,w) whose strict support is Z.
– κZ factors through X
′, i.e., ιZ ◦ κZ = F ◦ κ′Z for some κ′Z : Z1 −→ X ′, where
ιZ : Z −→ X denote the inclusion.
Let P ′Z,w be the polarizable pure twistor D-module on X ′ obtained as the component
of κ′Z†PZ,w whose strict support is κ
′
Z(Z1). We naturally have F†
(P ′Z,w(∗H ′)) ≃
PZ,w(∗H). By the uniqueness in the local construction, we have
⊕
Z P ′Z,w|X′P ≃ P
′
P,w.
Hence, we obtain that P ′w =
⊕
Z P ′Z,w, i.e., P ′w is a polarizable pure twistor D-module
of weight w.
We have the canonical decomposition:
GrWw ψ
(0)
H′ (T ′) ≃ GrWw ψ(0)H′ (GrL˜(T ′)) ≃ GrWw ψ(0)H′ (P ′w)
Because P ′w is a polarizable pure twistor D-module of weight w, GrWw ψ(0)H′ (T ′) is a
polarizable pure twistor D-module of weight w by Proposition 7.1.13. Thus, the proof
of Proposition 11.2.7 is finished.
11.3. Twist by admissible twistor structure
11.3.1. Smooth case. — Let T ∈ MTM(X) and V ∈ MTS(X). We have a natu-
rally defined filtered RX -triple T ⊗ V .
Lemma 11.3.1. — We have T ⊗V ∈ MTM(X). If T and V are integrable, then we
naturally have T ⊗ V ∈MTMint(X).
Proof We have only to use the Noetherian induction.
Lemma 11.3.2. — Let F : X −→ Y be a projective morphism. For T ∈ MTM(X)
and V ∈MTS(Y ), we have a natural isomorphism
F†
(
(T ,W )⊗ F ∗(V,W )) ≃ F†(T ,W )⊗ (V,W ).
We have a similar isomorphism in the integrable case.
Proof It follows from Lemma 2.1.15.
11.3.2. Admissible case. — Let T ∈ MTM(X). Let T0 ∈ MTSadm(X,H). We
naturally obtain a filtered RX(∗H)-triple T ⊗ T0.
Lemma 11.3.3. — Assume that H = f−1(0) for some function. Then, T ⊗ T0
is admissibly specializable along f , and (T ⊗ T0)[⋆f ] exists in MTM(X). If T ∈
MTMint(X) and T0 ∈ MTSint adm(X,H), then
(T ⊗ T0)[⋆f ] ∈ MTMint(X).
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Proof Let P ∈ H . We may shrink X around P . Let us consider the case that
T = ϕ†(V)[⋆g] (⋆ = ∗, !) for an admissible cell (ϕ,Z, U,V) with a cell function g.
We may assume that ϕ∗(fg)−1(0) is normal crossing. Because
(T ⊗ T0[⋆g])[⋆f ] =(
ϕ†
(V ⊗ ϕ∗T0)[⋆gf ])[⋆f ], it is a mixed twistor D-module. We obtain the claims in
the cases that T is Ξ(a)g (ϕ†V) or ψ(a)g (ϕ†V). Then, we obtain the claim in the general
case by a Noetherian induction. The integrable case can be argued similarly.
Proposition 11.3.4. — The filtered RX(∗H)-triple T ⊗T0 is naturally extended to a
mixed twistor DX-module (T ⊗T0)[⋆H ]. If T and T0 are integrable, then we naturally
have (T ⊗ T0)[⋆H ] ∈ MTMint(X).
Proof Locally it is given in Lemma 11.3.3. We can construct a filtered R-triple
T ⊗ T0[⋆H ] as the gluing. By the construction it is admissibly specializable and
localizable along H . We can check that it is an object in MTW(X) by the argument
in the proof of Proposition 11.2.7. Then, we obtain that it is an object in MTM(X)
by the construction.
11.3.3. Beilinson functors. — As a consequence of Proposition 11.3.4, for any
holomorphic function g on X , we obtain Beilinson functors Πa,bg∗! on MTM(X), in
particular, Ξ
(a)
g and ψ
(a)
g . We obtain φ
(a)
g as the cohomology of the natural complex
T [!g] −→ Ξ(a)g (T ) ⊕ T −→ T [∗g]. We can reconstruct T as the cohomology of the
natural complex ψ
(1)
g (T ) −→ Ξ(0)g (T )⊕ φ(0)g (T ) −→ ψ(0)(T ).
11.4. Exterior tensor product
Let Xi (i = 1, 2) be complex manifolds. We set X := X1 × X2. For any Ti ∈
MTM(X), we obtain a naturally defined filtered RX -triple T = T1 ⊠ T2. The weight
filtration L on T is given by Lk(T ) =
∑
i+j≤k Li(T1)⊠ Lj(T2).
Proposition 11.4.1. — T is a mixed twistor D-module on X.
11.4.1. Pure case. — Let us consider the pure case.
Lemma 11.4.2. — Suppose that Ti are polarizable pure twistor D-module of weight
wi on Xi. Then, T1⊠ T2 is a polarizable pure twistor D-module of weight w1+w2 on
X1 ×X2.
Proof We can take complex manifolds Zi, projective morphisms ϕi : Zi −→ Xi,
and polarizable pure twistorD-modules Ti on Zi, such that Ti are direct summands of
ϕ0i†(Ti). Then, T1⊠T2 is a direct summand of ϕ01†(T1)⊠ϕ02†(T2) ≃ (ϕ1×ϕ2)0†(T1⊠T2).
We have only to prove that T1⊠T2 is a polarizable pure twistor D-module of weight
w1 + w2. Hence, we have only to consider the case Supp(Ti) = Xi. We may also
assume that there exist normal crossing hypersurfaceHi ⊂ Xi and good wild variation
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of pure twistor structure Vi on (Xi, Hi) such that Ti are obtained as the image of
Vi[!Hi] −→ Vi[∗Hi] as RXi -triples Then, the RX1×X2 -triple V1 ⊠ V2 is isomorphic to
the image of V1[!H1]⊠V2[!H2] −→ V1[∗H1]⊠V2[∗H2]. Hence, it is a polarizable pure
twistor D-module of weight w1 + w2.
Corollary 11.4.3. — For Ti ∈ MTM(Xi), the filtered RX1×X2-triple T1 ⊠ T2 is an
object in MTW(X1 ×X2).
11.4.2. Admissible variation of mixed twistor structure. — Let Y := ∆n
and H :=
⋃ℓ
i=1{zi = 0}. Let V ∈ MTSadm(Y,H). Let I ⊔ J = ℓ be a decomposition.
We have a mixed twistor D-module V [∗I!J ] on Y with the weight filtration L. We
have the following characterization.
Lemma 11.4.4. — Suppose that (T , L) ∈ MTW(Y ) satisfies the following condi-
tions:
– (T , L)(∗H) = V.
– (T , L) is admissibly specializable along any zi (i = 1, . . . , ℓ).
– (T , L)[⋆izi] ≃ (T , L) as filtered R-triples, where ⋆i = ∗ (i ∈ I) or ⋆i =! (i ∈ J).
Proof PutH(j) :=
⋃ℓ
i=j{zi = 0}. We can prove (T , L)(∗H(j))≃(V [∗I!J ])
(∗H(j))
as filtered RY (∗H(j))-triples by an easy induction.
Let Ki (i = 1, 2) be finite sets with a finite set Li ⊂ Ki. Let Yi := ∆Ki and
Hi :=
⋃
j∈Ki{zj = 0}. We set Y := Y1 × Y2 and H := (Y1 × H2) ∪ (H1 × Y2).
Let Vi ∈ MTSadm(Yi, Hi). We set V1 ⊠ V2 ∈ MTSadm(Y,H). Let Ii ⊔ Ji = Li be
decompositions. We put I := I1 ⊔ I2 and J := J1 ⊔ J2. By using Lemma 11.4.4 and
Lemma 11.4.2, we obtain the following lemma.
Lemma 11.4.5. — We have a natural isomorphism V1[∗I1!J1]⊠V2[∗I2!J2]≃V [∗I!J ].
In particular, V1[∗I1!J1]⊠ V2[∗I2!J2] ∈MTM(Y ).
11.4.3. Proof of Proposition 11.4.1. — We have already known T1 ⊠ T2 ∈
MTW(X). Because the conditions in Definition 7.2.1 are local, we may and will
shrink Xi.
Let C = (Z,U, ϕ,V) be any admissible cell with a cell function g on X1.
Lemma 11.4.6. — Πa,bg∗!(ϕ†V) ⊠ T2 ∈ MTM(X). In particular, Ξ(a)g (ϕ†V) ⊠ T2 ∈
MTM(X) and ψ
(a)
g (ϕ†V)⊠ T2 ∈ MTM(X)
Proof We use a Noetherian induction on the support of T2. Shrinking X2, we
can take an admissible cell C2 = (Z2, U2, ϕ2,V2) with a cell function g2 for T2. Then,
Πa,bg∗!(ϕ†V) ⊠ T2 is isomorphic to the cohomology of the following complex of filtered
RX1×X2 -triples:
Πa,bg∗!(ϕ†V)⊠
(
ψ(1)g2 (ϕ2†V2) −→ Ξ(0)g2 (ϕ2†V2)⊕ φ(0)g2 (ϕ2†T2) −→ ψ(1)g2 (ϕ2†V2)
)
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By the hypothesis of the induction, we know that Πa,bg∗!(ϕ†V) ⊠ ψ(a)g2 (ϕ2†V2) and
Πa,bg∗!(ϕ†V) ⊠ φ(a)g2 (ϕ2†V2) are mixed twistor D-modules. By using Lemma 11.4.5, we
obtain that Πa,bg∗!(ϕ†V) ⊠ Ξ(0)g2 (ϕ2†V2) ∈ MTM(X). Then, the claim of Lemma 11.4.6
follows.
Let us finish the proof of Proposition 11.4.1. We use a Noetherian induction on the
support of T1. We take an admissible cell C1 = (Z1, U1, ϕ1,V1) with a cell function g1
for T1. Then, the filtered RX -triple T1 ⊠ T2 is isomorphic to the cohomology of the
following complex:(
ψ(1)g1 (ϕ1†V1) −→ Ξ(0)g1 (ϕ1†V1)⊕ φ(0)g1 (T1) −→ ψ(0)g1 (ϕ1†V1)
)
⊠ T2
By Lemma 11.4.6, ψ
(a)
g1 (ϕ1†V1)⊠T2 and Ξ(0)g1 (ϕ1†V1)⊠T2 are mixed twistorD-modules
on X . By the hypothesis of the induction, φ
(0)
g1 (ϕ1†V1) ⊠ T2 is a mixed twistor D-
module. Hence, we obtain that T1 ⊠ T2 is a mixed twistor D-module on X1 × X2.
Thus, the proof of Proposition 11.4.1 is finished.

CHAPTER 12
DUAL AND REAL STRUCTURE OF MIXED TWISTOR
D-MODULES
We introduce the dual of mixed twistor D-modules. A preparation is given in §14.
We also introduce the notion of real structure of mixed twistor D-modules.
12.1. Dual of RX-modules
12.1.1. Dual. — Let X be any complex manifold, and let H be any hypersurface.
Let N be any left-RX(∗H)-bi-module, i.e., it is equipped with mutually commut-
ing two RX(∗H)-actions ρi (i = 1, 2). Let (N, ρi) denote the left RX(∗H)-modules
by ρi. For any RX(∗H)-module L, let HomRX(∗H)(L,Nρ1,ρ2) denote the sheaf of
RX(∗H)-homomorphisms L −→ (N, ρ1). The sheaf is equipped with an RX(∗H)-
action induced by ρ2. For any RX(∗H)-complex L•, we obtain an RX(∗H)-complex
HomRX(∗H)(L•, Nρ1,ρ2). We have the naturally defined RX(∗H)-homomorphism
(131) L• −→ HomRX(∗H)
(
HomRX(∗H)
(
L•, Nρ2,ρ1
)
, Nρ1,ρ2
)
given by x 7−→ (F 7−→ (−1)|x| |F |F (x)).
Let ΘX denote the tangent sheaf of X , and let Ω
1
X := HomOX
(
ΘX ,OX
)
.
Let pλ : X −→ X denote the projection. Let ΘX := λ · p∗λΘX , and let Ω1X :=
HomOX
(
ΘX ,OX
)
. We have Ω1X = λ
−1p∗λΩ
1
X . Its j-th exterior product is denoted
by ΩjX . In particular, we set ωX := Ω
dimX
X .
Recall that we have the natural two RX(∗H)-action onRX(∗H)⊗ω−1X . The left mul-
tiplication is denoted by ℓ. Let r denote the action induced by the right multiplication.
More generally, for a left RX(∗H)-module N , we have two induced left RX(∗H)-module
structures on N⊗RX(∗H)⊗ω−1X . One is given by ℓ and the left R-action on N , which
is denoted by ℓ. The other is induced by the right multiplication, denoted by r. We
have the C-linear isomorphism ΦN : N ⊗RX(∗H) ⊗ ω−1X ≃ RX(∗H) ⊗ ω−1X , such that
ΦN ◦ r = ℓ ◦ ΦN and ΦN ◦ ℓ = r ◦ ΦN , as in [56] and [60].
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Let G• be a RX(∗H)-bimodule resolution ofRX(∗H)⊗ω−1X . It also gives an RX(∗H)-
module resolution with respect to both of ℓ and r. Let M be a coherent RX(∗H)-
module. We define
D′X(∗H)M := HomRX(∗H)
(M,G• ℓ,r), DX(∗H)M := λdX ·D ′X(∗H)M.
The morphism as in (190) with ΦG• induces an isomorphism M −→ DX(∗H) ◦
DX(∗H)(M).
12.1.2. Compatibility with push-forward. — Let F : X −→ Y be a morphism
of complex manifolds. We shall construct a trace morphism
(132) λdX · F†(OX )[dX ] −→ λdY · OY [dY ]
in Db(RY ) by a standard method. Let DbX/Cλ denote the sheaf of distributions on
X which are holomorphic in λ. We set
Db•X/Cλ := Tot
(
p−1λ Ω
0,•
X ⊗p−1λ C∞(X) Ω
•
X ⊗OX DbX/Cλ
)
We have a natural quasi-isomorphism Ω•X −→ Db•X/Cλ , and hence an isomorphism
RX ⊗OX
(
Db•X/Cλ
)
[dX ] ≃ ωX in Db(RX). We obtain the following morphism of
complexes, by the integration multiplied with (2π
√−1)−dX+dY :
λdX · F!Db•X/Cλ [2dX ] −→ λdY ·Db•Y/Cλ [2dY ]
Hence, we obtain the trace morphism (132) as follows:
(133) F†OX [dX ] −→ F!
(RY←X ⊗LRX OX [dX ])
= F!
(
Db•X/Cλ ⊗F−1OY F−1(RY ⊗ ω−1Y )[2dX ]
)
−→ λdY −dX ·Db•Y/Cλ ⊗RY ⊗ ω−1Y [2dY ] ≃ λdY −dX · OY [dY ]
As in the case of D-modules (see (198) below), we obtain the following morphism:
(134) F†
(OX [dX ]⊗F−1OY (RY ⊗ ω−1Y )) −→ λdY −dXOY [dY ]⊗OY (RY ⊗ ω−1Y )
≃ λdY −dXRY ⊗ ω−1Y [dY ]
Let M be a coherent RX -module. We have a natural morphism ϕ : F†DXM−→
DY F†M given as follows:
(135)
F†RHomRX
(M,RX ⊗ω−1X )[dX ] −→ F!RHomRX(M,OX ⊗F−1OY F−1(RY ⊗ω−1Y ))[dX ]
−→ F!RHomF−1RY
(
RY←X ⊗LRY M, RY←X ⊗LRY OX ⊗F−1OY F−1
(RY ⊗ ω−1Y ))[dX ]
−→ RHomRY
(
F†M, F†(OX ⊗F−1OY F−1(RY ⊗ ω−1Y ))
)
[dX ]
−→ RHomRY
(
F†M, (RY ⊗ ω−1Y )
)
[dY ] · λdY −dX
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The following lemma can be shown by an argument in the proof of Proposition
4.39 of [30].
Lemma 12.1.1. — Assume that (i) the restriction of F to SuppM is proper, (ii)
M is good over Y . Then, ϕ is an isomorphism.
12.1.3. Twist by smooth R-modules. — Let X and H be as above. Let M
be a holonomic RX(∗H)-module. Let V be a smooth RX(∗H)-module. We have the
natural isomorphismDX(∗H)(M⊗V ) ≃DX(∗H)(M)⊗V ∨, given as follows. We have
two naturally induced left R-module structures ℓ and r on V ∨ ⊗OX (RX(∗H) ⊗ ω−1X ).
Then, we obtain
(136) DX(∗H)(M⊗ V ) ≃ RHomRX(∗H)
(M⊗ V, (RX(∗H) ⊗ ω−1X )ℓ,r)[dX ]
≃ RHomRX(∗H)
(M, (V ∨ ⊗RX(∗H) ⊗ ω−1X )ℓ,r)[dX ].
By ΦV ∨ , it is isomorphic to
(137) RHomRX(∗H)
(M, (V ∨ ⊗RX(∗H) ⊗ ω−1X )r,ℓ)[dX ] ≃
RHomRX (∗H)
(M, (RX(∗H) ⊗ ω−1X )r,ℓ)⊗ V ∨[dX ].
By ΦOX (∗H), it is isomorphic to RHomRX (∗H)
(M, (RX(∗H)⊗ω−1X )ℓ,r)⊗V ∨[dX ]. We
obtain the desired isomorphism DX(∗H)(M⊗ V ) ≃DX(∗H)(M)⊗ V ∨.
12.1.4. Dual of smooth triples and the double dual (Appendix). — LetM
be a smooth RX(∗H)-module. We setM∨ := HomOX(∗H)(M,OX (∗H)), which is also
naturally a smooth RX(∗H)-module. Although it is easy to see thatM∨ is isomorphic
to D′X(∗H)M, let us look at the isomorphism more closely, and check the signature of
an isomorphismM≃D ′ ◦D′(M) ≃D ′(M∨) ≃M. For simplicity of the description,
we omit to denote (∗H).
We have two natural RX -actions ℓ and r on RX ⊗ ω−1X . We have an RX ⊗ RX -
homomorphism
C :
(RX ⊗Θ−•X )⊗ (RX ⊗Θ−•X ) −→ RX ⊗ ω−1X [dX ]
given as follows:
C(P1 ⊗ τ1, P2 ⊗ τ2) =
{
(−1)|τ2|ℓ(P1) r(P2)τ1 ∧ τ2 (|τ1|+ |τ2| = dX)
0 otherwise
If there exists a holomorphic coordinate (z1, . . . , zn), and if τj =
∧
j∈Ii ðj such that
I1 ⊔ I2 = {1, . . . , n}, we have C(P1 ⊗ τ1, P2 ⊗ τ2) = (−1)|τ2|P1 tP2 τ1 ∧ τ2.
Lemma 12.1.2. — C is a morphism of complexes.
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Proof We have only to show that C ◦∂(P1⊗τ1⊗P2⊗τ2) = 0 if |τ1|+ |τ2| = d+1.
We may assume that there exists a holomorphic coordinate (z1, . . . , zn), and we have
only to consider the case τi =
∧
j∈Ii ðj . We have
(138) ∂(P1 ⊗ τ1 ⊗ P2 ⊗ τ2) =
n∑
i=1
P1ði ⊗
(
ι(λ−1dzi)τ1
)⊗ (P2 ⊗ τ2)
+
n∑
i=1
(−1)|τ1|P1 ⊗ τ1 ⊗ (P2ði ⊗ ι(λ−1dzi)τ2)
Hence, we have the following:
(139) C ◦ ∂(P1 ⊗ τ1 ⊗ P2 ⊗ τ2) = n∑
i=1
P1ði
tP2 ⊗ ι(λ−1dzi)τ1 ∧ τ2(−1)|τ2|
+
n∑
i=1
P1
t(P2ði)⊗ τ1 ∧ ι(λ−1dzi)τ2(−1)|τ2|+|τ1|−1
=
n∑
i=1
P1ði
tP2 ⊗
(
ι(λ−1dzi)τ1 ∧ τ2 + (−1)|τ1|τ1 ∧ ι(λ−1dzi)τ2
)
(−1)|τ2| = 0
We have used τ1 ∧ τ2 = 0. Thus, we are done.
We obtain an induced isomorphism of RX -complexes
Ψ : RX ⊗Θ−• −→ HomRX
(RX ⊗Θ−•, (RX ⊗ ω−1X [dX ])ℓ,r),
given by Ψ(P ⊗ τ)(Q ⊗ ω) = (−1)|τ | |ω|C(Q ⊗ ω, P ⊗ τ).
Let CM :M∨⊗M −→ OX be the natural perfect pairing of the OX -modules. We
obtain an RX ⊗RX -homomorphism
C :
(RX ⊗Θ−• ⊗M∨)⊗ (RX ⊗Θ−• ⊗M) −→ RX ⊗ ω−1X [dX ]
given as follows:
C(P1⊗τ1⊗x1, P2⊗τ2⊗x2)=
{
(−1)|τ2|ℓ(P1) r(P2)
(
τ1 ∧ τ2 CM(x1, x2)
)
(|τ1|+ |τ2| = dX)
0 (otherwise)
It is a morphism of complexes. Hence, we obtain an induced isomorphism of RX -
complexes:
ΨM : RX ⊗Θ−• ⊗M∨ −→ HomRX
(RX ⊗Θ−• ⊗M, (RX ⊗ ω−1X [dX ])ℓ,r)
By the natural quasi isomorphism RX ⊗Θ−• ⊗M ≃M, we obtain an isomorphism
M∨ ≃ D ′M in the derived category. We obtain an isomorphism (Ψ∗M)−1 ◦ ΨM∨ :
M≃D′ ◦D ′(M) in the derived category:
(140) RX ⊗Θ−• ⊗M ΨM∨−→ HomRX
(RX ⊗Θ−• ⊗M∨, (RX ⊗ ω−1X )ℓ,r[dX ])
Ψ∗M←− HomRX
(
HomRX
(RX ⊗Θ−• ⊗M, (RX ⊗ ω−1X )ℓ,r), (RX ⊗ ω−1X )ℓ,r[dX ])
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Here, Ψ∗M(F ) := F ◦ΨM.
Let Φ : RX ⊗ ω−1X [dX ] ≃ RX ⊗ ω−1X [dX ] be the automorphism, which exchanges
the actions ℓ and r. It induces
(141) Φ∗ : HomRX
(RX ⊗Θ−• ⊗M, (RX ⊗ ω−1X )ℓ,r[dX ]) ≃
HomRX
(RX ⊗Θ−• ⊗M, (RX ⊗ ω−1X )r,ℓ[dX ]).
It induces the following morphism:
(142)
Φ∗ : HomRX
(
HomRX
(RX ⊗Θ−• ⊗M, (RX ⊗ ω−1X )r,ℓ), (RX ⊗ ω−1X )ℓ,r[dX ]) ≃
HomRX
(
HomRX
(RX ⊗Θ−• ⊗M, (RX ⊗ ω−1X )ℓ,r), (RX ⊗ ω−1X )ℓ,r[dX ])
=D′ ◦D ′(M)
The natural morphism (131) and (142) give a quasi-isomorphism Λ : RX ⊗ Θ−• ⊗
M −→D ′ ◦D′(M).
Lemma 12.1.3. — We have Λ = (−1)dX (Ψ∗M)−1 ◦ΨM∨ in the derived category.
Proof Let P ⊗ τ ⊗ x,RX ⊗ ωX ⊗M and Q⊗ ω ⊗ y ∈ RX ⊗ ωX ⊗M∨. We have
the following:
(143)
(
Ψ∗MΛ(P ⊗ τ ⊗ x)
)
(Q⊗ ω ⊗ y) = Λ(P ⊗ τ ⊗ x)(ΨM(Q ⊗ ω ⊗ y))
= Φ
(
(−1)|τ | |ω|ΨM(Q⊗ ω ⊗ y)(P ⊗ τ ⊗ x)
)
= Φ
(
C(P ⊗ τ ⊗ x,Q⊗ ω ⊗ y))
= (−1)dX+|τ | |ω|C(Q ⊗ ω ⊗ y, P ⊗ τ ⊗ x) = ((−1)dXΨM∨(P ⊗ τ ⊗ x))(Q ⊗ ω ⊗ y)
Thus, we are done.
12.2. Dual and strict specializability of RX-modules
12.2.1. Statement. — Let X = X0×Ct. LetM be a coherent RX -module which
is strictly specializable along t. Assume the following:
(P0) : Either (i) M =M[∗t] or (ii) M =M[!t] holds.
(P1) : DX0 Gr
V (λ0)
a M≃ H0DX0 GrV
(λ0)
a M, and they are strict.
(P2) : DM(∗t) ≃ H0(DM(∗t)), and it is strict.
We shall prove the following proposition in the rest of this subsection.
Proposition 12.2.1. — Under the assumptions, the following holds:
– We have DM = H0DM.
– It is strict, and strictly specializable along t.
– We have DM = (DM)[!t] in the case (i), and DM = (DM)[∗t] in the case
(ii).
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For the proof of this proposition, we do not have to care the twist with λdX , and
we will omit it.
12.2.2. Preliminary. — We prepare some general lemmas.
Lemma 12.2.2. — Let M be a coherent RX-module. Assume the following.
– M(∗t) is strict
– M is equipped with a V0RX-coherent filtration V (λ0)(M) such that (i) mon-
odromic, (ii) GrV
(λ0)
is strict.
Then, M is strict.
Proof Let us show that V
(λ0)
<0 M −→ M(∗t) is injective. Let f ∈ V (λ0)<0 M be
mapped to 0 inM(∗t). We may assume that tf = 0. Assume that there exists a ∈ R
such that f ∈ V (λ0)a \ V (λ0)<a . Then, we obtain a non-zero element [f ] in GrV
(λ0)
a .
By using the monodromic property, we can easily deduce that [f ] = 0, which is a
contradiction. Hence, we obtain f ∈ V (λ0)a for any a ∈ R. We obtain RX · f ∈ V (λ0)<0 .
We have the decomposition RX · f =
⊕
j≥0 ð
j
tRX0 f as an RX0 -module. Then, it is
easy to check that RX · f is not finitely generated as V0RX -module. It contradicts
with the coherence of V
(λ0)
<0 M.
We can show the following lemma by a similar argument.
Lemma 12.2.3. — Let M be a coherent RX -module. Assume that (i) it is also
V0RX-coherent, (ii) SuppM⊂ X0. Then, we have M = 0.
12.2.3. RX0[t]-modules. — Let X0 be a complex manifold. Let t be a formal
variable. We set ωX0[t] := ωX0 · dt/λ and RX0[t] := RX0 [t]〈ðt〉. For a coherent
RX0[t]-module M, we set
DX0[t]M := RHomRX0[t]
(M,RX0[t] ⊗ ω−1X0[t])[dX0 + 1].
Let us compute some specific examples. LetM0 be a coherent strict RX0 -module.
We setM0〈t, ðt〉 := RX0[t]⊗RX0M0. For P (t, ðt) ∈ OCλ〈t, ðt〉, let R
(
P (t, ðt)
)
denote
the right multiplication of P (t, ðt) on M0〈t, ðt〉. Let N be a nilpotent map on M0.
Let u ∈ R×C with −1 ≤ p(λ0, u) ≤ 0. We define B(M0, u,N ) as the cokernel of the
injective morphism:
R
(−ðtt+ e(λ, u))+N :M0〈t, ðt〉 −→M0〈t, ðt〉.
For n ∈ Z, we put
V
(λ0)
p(λ0,u)+n
B(M0, u,N ) :=
{
Cok
(
t−nM0[t] −→ t−nM0[t]
)
(n ≤ 0)∑
i+j≤n
i>0
ðitV
(λ0)
p(λ0,u)+j
(n > 0)
For any b ∈ R, we have b0 := max
{
p(λ0, u) + n ≤ b
∣∣n ∈ Z}, and we put
V
(λ0)
b B(M0, u,N ) := V (λ0)b0 B(M0, u,N ).
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By construction, we have t · V (λ0)a ⊂ V (λ0)a−1 and ðt · V (λ0)a ⊂ V (λ0)a+1 . If a ≤ p(λ0, u), we
have t : V
(λ0)
a ≃ V (λ0)a−1 . If a ≥ p(λ0, u), we have ðt : GrV
(λ0)
a ≃ GrV
(λ0)
a+1 .
Let us compute DB(M0, u,N ). We assume that DX0M0 ≃ H0DX0M0, and that
it is strict, for simplicity. We consider it locally, and we take anRX0 -free resolution P•
of M0. We have N • : P• −→ P• which induces N . Then, B(M0, u,N ) is naturally
quasi-isomorphic to the complex associated to the following double complex:
R
(−ðtt+ e(λ, u)) +N • : P•〈t, ðt〉 −→ P•〈t, ðt〉
As a right RX0[t]-complex, DB(M0, u,N ) is quasi-isomorphic to the complex associ-
ated to the following double complex:
HomRX0
(P•(M0),RX0)〈t, ðt〉 −ðtt+e(λ,u)+N∨−−−−−−−−−−−→ HomRX0 (P•(M0),RX0)〈t,ðt〉
It is quasi isomorphic to the complex −ðtt + e(λ, u) + N∨ : DX0M0〈t, ðt〉 −→
DX0M0〈t, ðt〉. As a left RX0〈t, ðT 〉-module, it is quasi isomorphic to tðt + e(λ, u) +
N∨ :DX0M0〈t, ðt〉 −→DX0M0〈t, ðt〉. Note tðt + e(λ, u) = ðtt+ e(λ, u+ δ). Hence,
we obtain
DB(M0, u,N ) ≃ B(DX0M0,−u− δ,−N∨)
12.2.4. Filtered free module. — Let X = X0 × Ct. Recall that V0RX ⊂ RX
is the sheaf of subalgebras generated by RX0 and tðt over OX . Let P be a free
RX -module with a generator e. Let a be a real number. We have a filtration V
given as follows. For n ≤ 0, we put Va+nP := t−nV0RX · e. For n > 0, we put
Va+nP :=
∑
i+j≤n ð
i
tVjP . For b 6∈ a + Z, we put VbP := VcP , where c := max{a +
n | a + n ≤ b, n ∈ Z}. Such a filtered R-module is denoted by RX(e, a). A filtered
R-module is called (R, V )-free, if it is isomorphic to a direct sum ⊕iRX(ei, ai). By
the identification RX = RX(1, 0), RX is a filtered ring.
We have similar notions for RX0[t]-modules. Let Q be a free RX0[t]-module with
a generator e. Let a be a real number. We have a filtration V given as follows. For
n ≤ 0, we put Va+nQ := t−nV0RX0 [t] ·e. For n > 0, we put Va+nQ :=
∑
i+j≤n ð
i
tVjQ.
For b 6∈ a + Z, we put VbQ := VcQ, where c := max{a+ n | a + n ≤ b, n ∈ Z}. Such
a filtered RX0 [t]-module is denoted by RX0[t](e, a). A filtered RX0 [t]-module is called
(RX0[t], V )-free, if it is isomorphic to a direct sum
⊕
iRX0[t](ei, ai).
Note that GrV RX is naturally isomorphic to RX0[t], and we have a natural isomor-
phism GrV RX(e, a) ≃ RX0[t](e, a). If a filtered RX -module (L, V ) is (RX , V )-free,
GrV (L, V ) is (RX0[t], V )-free.
12.2.4.1. Strictness. — Let (P1, V ) ϕ1−→ (P2, V ) ϕ2−→ (P3, V ) be a complex of coherent
(RX , V )-free modules.
Lemma 12.2.4. — Assume that GrV P1 −→ GrV P2 −→ GrV P3 is exact. Then,
ϕi are strict with respect to V .
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Proof The strictness of ϕ2 is easy. Let us argue the strictness of ϕ1. We fix
a sufficiently small b < 0. Let a ∈ R. Let us observe that there exists N(a) > 0
such that Imϕ1 ∩ Vb−N(a)P2 ⊂ ϕ1
(
Va−1P1
)
. We obtain a V0RX -coherent submodule
ϕ−11 (VbP2). If we take sufficiently large N(a), we have ϕ−11 (VbP2) ⊂ Va+N(a)−1P1.
Then, if b is sufficiently small, we have tN(a)VbP2 = Vb−N(a)P2. Hence, we have
ϕ−11 (Vb−N(a)P2) ⊂ Va−1P1.
Take f ∈ VaP1 such that ϕ1(f) ∈ VbP2 for some b < a. By using the exactness of
Gr(P•), we can find g ∈ V<aP1 such that ϕ1(f − g) ∈ Vb−N(a)−1P2. Then, we can
find h ∈ Va−1P1 such that ϕ1(f − g − h) = 0, i.e., ϕ1(f) = ϕ1(g + h). By an easy
inductive argument, we obtain that ϕ1(f) ∈ ϕ1
(
Vb(P1)
)
.
12.2.4.2. Dual. — We consider the dual of RX(e, a), i.e.,
DRX(e, a) := HomRX (RX(e, a),RX ⊗ ωX ).
Let e∨ ∈DRX(e, a) be given by e∨(e) = 1. Then, DRX(e, a) ≃ RX · e∨. A filtration
of DRX(e, a) is induced by the filtration of RX(e∨,−a − 1). Similarly, we have the
filtration of DRX0[t](e, a) induced by DRX0[t](e, a) ≃ RX0[t](e∨,−a− 1). Hence, we
have naturally induced filtrations on the dual of free (RX , V )-modules or (RX0 [t], V ).
12.2.5. A filtered free resolution. — Let X = X0 × Ct. Let M be a strictly
specializable RX -module along t. For simplicity, we assume either (i) M = M[∗t],
or (ii) M = M[!t]. Locally, we shall construct a complex of coherent (RX , V )-free
modules
· · · −→ (Pℓ+1(M), V ) −→ (Pℓ(M), V ) −→ · · · · · · −→ (P1(M), V ) −→ (P0(M), V )
with the following property:
– P•(M) is a free resolution of M.
– The morphisms Pℓ+1(M) −→ Pℓ(M) and P0(M) −→M are strict with respect
to the filtrations.
– In particular, GrV (P•(M)) gives a free RX0 [t]-resolution of GrV (M).
First, we construct a (RX , V )-free module P0(M) with a surjection P0(M) −→M.
12.2.5.1. The case (i). — Let us consider the case (i) in the condition (P0). We
put a0 := min
{−1 < a ≤ 0 ∣∣ GrV (λ0)a M 6= 0}. We take a generator e˜a0 = (e˜a0,i)
of V
(λ0)
a0 M. We take generators ea of GrV
(λ0)
a (M) for a0 < a ≤ 0, and we take lifts
e˜a = (e˜a,i) to V
(λ0)
a (M). Let P0M be the (RX , V )-free module generated by e˜a
(a0 ≤ a ≤ 0), where a is associated to each e˜a,i. We have a naturally defined filtered
morphism (P0, V ) −→ (M, V (λ0)).
12.2.5.2. The case (ii). — We take a generator e˜−1 = (e˜−1,i) of V
(λ0)
−1 M. We take
generators ea of Gr
V (λ0)
a (M) for −1 < a < 0, and we take lifts e˜a = (e˜a,i) to V (λ0)a (M).
Let P0M be the (RX , V )-free module generated by e˜a (−1 ≤ a < 0), where a is
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associated to each e˜a,i. We have the naturally defined filtered morphism (P0, V ) −→
(M, V (λ0)).
By construction, for each a ∈ R, the morphism VaP0 −→ V (λ0)a M is surjective.
By construction, the induced morphism GrV P0 −→ GrV
(λ0) M is surjective. Let
K0(M) denote the kernel of P0(M) −→M. It is equipped with a naturally induced
filtration V . By construction, we have t·VaK0(M) ⊂ Va−1K0(M) and ðt ·VaK0(M) ⊂
Va+1K0(M).
– We have t : Vb(K0(M)) ≃ Vb−1(K0(M)) for b ≤ 0 in the case (i), or for b < 0 in
the case (ii).
– We have the exact sequence 0 −→ GrV K0 −→ GrV P0 −→ GrV
(λ0) M −→ 0.
In particular, we have ðt : Gr
V
b K0 ≃ GrVb+1K0 for b > −1 in the case (i), or for
b ≥ −1 in the case (ii).
Inductively, for any ℓ ≥ 0, we can construct filtered RX -modules (Pℓ(M), V ) and
(Kℓ(M), V ) with exact sequences 0 −→ Kℓ+1 −→ Pℓ+1 −→ Kℓ −→ 0, such that
– (Pℓ(M), V ) are free (RX , V )-modules.
– For both Pℓ and Kℓ, the morphisms t : Vb ≃ Vb−1 (b ≤ 0) and ðt : GrVb ≃ GrVb+1
(b > −1) are isomorphisms in the case (i). The morphisms t : Vb ≃ Vb−1 (b < 0)
and ðt : Gr
V
b ≃ GrVb+1 (b ≥ −1) are isomorphisms in the case (ii).
– The morphisms Kℓ+1 −→ Pℓ+1 and Pℓ+1 −→ Kℓ are strict with respect to
the filtrations V . In particular, the induced sequence 0 −→ GrV Kℓ+1 −→
GrV Pℓ+1 −→ GrV Kℓ −→ 0 is exact.
We obtain a (RX , V )-free resolution P•(M) ofM. We have a natural isomorphism
GrV HomRX
(P•,RX) ≃ HomGrV RX (GrV P•,GrV RX).
It naturally gives a (RX0 [t], V )-free resolution of GrV M.
12.2.6. Proof of Proposition 12.2.1. — Let M be as in §12.2.1. Let P•(M) be
a (RX , V )-free resolution of M as in §12.2.5. Let us study the dual of M by using
P•(M). The complexes
C := HomRX
(P•(M),RX ⊗ ωX )
and
GrV (C) = HomGrV RX
(
GrV P•(M),GrV RX ⊗ ωX [t]
)
express DM and D GrV M, respectively.
Lemma 12.2.5. — Assume (P0) and (P1). Then, the following holds.
– H0D GrV (M) ≃D GrV (M), and it is strict.
– V (λ0) on H0D GrV (M) is monodromic, and we have t ·V (λ0)a = V (λ0)a−1 for a < 0
and ðt : Gr
V (λ0)
a ≃ GrV
(λ0)
a+1 for a > −1.
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– In the case (i), the morphism ðt : Gr
V (λ0)
−1 DGr
V (M) −→ GrV (λ0)0 DGrV (M)
is an isomorphism. In the case (ii), the morphism t : GrV
(λ0)
0 DGr
V (M) −→
GrV
(λ0)
−1 D Gr
V (M) is an isomorphism.
Proof It follows from the computation in §12.2.3.
Let us finish the proof of Proposition 12.2.1. By Lemma 12.2.4 and Lemma 12.2.5,
the morphisms in the complex C is strict with respect to the filtration V . Hence, we
have the commutativity GrV HiC ≃ HiGrV C. According to Lemma 12.2.5, we have
GrV HiC = 0 unless i = 0. We also have (HiC)(∗t) = 0 unless i = 0. Hence, we
obtain HiDM = HiC = 0 unless i = 0, by Lemma 12.2.3.
By Lemma 12.2.5, GrV H0DM is strict and monodromic. Hence, by using Lemma
12.2.2, we obtain that H0DM is strict and strictly specializable along t. Moreover the
induced filtration V (λ0) gives a V -filtration. By the second claim of Lemma 12.2.5,
we obtain (DM)[!t] =DM in the case (i), or (DM)[∗t] =DM in the case (ii).
12.3. Dual of mixed twistor D-module
12.3.1. Statements. — Let us consider the dual for mixed twistor D-modules. We
will prove the following theorem in §12.3.2–§12.3.7.
Theorem 12.3.1. — Let T ∈MTM(X), and T = (M1,M2, C) as an RX-triple.
– H0(DMi) ≃DMi, and it is strict. In particular, it is equipped with a filtration
induced by the weight filtration of T .
– We have a unique sesqui-linear pairing DC of DM1 and DM2 such that
(DC)|Xλ =D
(
C|Xλ
)
for generic λ ∈ S , where the latter is defined for non-degenerate hermitian
pairings of holonomic D-modules in Theorem 14.4.1.
– The R-triple DT := (DM1,DM2,DC) with the naturally induced filtration is
a mixed twistor D-module.
– The dual D gives a contravariant functor on MTM(X), and D ◦D ≃ id.
– If T ∈ MTMint(X), we naturally have DT ∈MTMint(X).
Before going to the proof of Theorem 12.3.1, we give some consequences.
For T =(M1,M2, C) ∈ MTM(X) and ℓ ∈ Z, we set µℓ(T) := (M1,M2, (−1)ℓC).
Once we know Theorem 12.3.1, we obtain the following compatibility of the dual and
the push-forward, from Theorem 14.4.6 below.
Theorem 12.3.2. — Let T ∈MTM(X). Let F : X −→ Y be a projective morphism.
Then, the natural isomorphisms of the underlying RY -modules (Lemma 12.1.1) give
a natural isomorphism DF j† T ≃ µjF−j† (DT ) in MTM(Y ).
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In other words,
(
ǫ(−j)ϕ−11 , ǫ(j)ϕ2
)
gives an isomorphism F j† (DT ) ≃ DF−j† T ,
where ϕ1 : F
−j
† DXM1 ≃ DY F j†M1 and ϕ2 : F j†DXM2 ≃ DY F−j† M2 are the
isomorphisms in Lemma 12.1.1, and ǫ(m) := (−1)m(m−1)/2 for integers m.
Proposition 12.3.3. — We have natural isomorphisms
D(T ∗) ≃ (DT )∗, Dj∗T ≃ j∗DT
in MTM(X).
Proof We have natural isomorphisms for the underlying filtered R-modules. We
have only to show the compatibility of the pairings D(C∗) = (DC)∗ and j∗DC =
Dj∗C. Both of them can be reduced to the claims for the D-modules, and easy to
check. (See §14.4.3.)
Proposition 12.3.4. — Let H be a hypersurface of X. We have natural isomor-
phisms D(T [∗H ]) ≃ (DT )[!H ] and D(T [!H ]) ≃ (DT )[∗H ] in MTM(X).
Proof Let us observe that D(T [∗H ]) ≃ D(T )[!H ]. We have the isomorphisms
of the underlying R-modules (Proposition 12.2.1). We have the compatibility of
the pairings (see Proposition 14.4.9 below). Hence, we obtain the isomorphism
D(T [∗H ]) ≃ D(T )[!H ] as R-triples. It is compatible with the naively induced fil-
trations. Then, the claim follows from Lemma 7.1.18.
Proposition 12.3.5. — Let V ∈ MTSadm(X,H). Let T ∈ MTM(X). Then, we
have natural isomorphisms D
(
(T ⊗V)[!H ]) ≃ (DT ⊗V)[∗H ] and D((T ⊗V)[∗H ]) ≃(
DT ⊗ V)[!H ].
Proof We have only to consider the case H = ∅. (See Proposition 12.3.4.) We
have natural isomorphisms as in §12.1.3. We have the compatibility of the pairings
in Lemma 14.4.11 below.
Corollary 12.3.6. — We have natural isomorphismsD(Πa,b∗! T )≃Π−b+1,−a+1∗! (DT ).
In particular, we have
Dψ(a)g (T ) ≃ ψ(−a+1)g DT , DΞ(a)g (T ) ≃ Ξ(−a)g DT .
We also obtain Dφ
(a)
g (T ) ≃ φ(−a)g DT .
12.3.2. Relative monodromy filtration. — For the proof of the theorems, we
shall use an induction on the support of the dimensions. Let A(n) denote the claim
of Theorem 12.3.1 in the case dimSupp T ≤ n.
Assume A(n). Let T ∈ MTM(X) with dim Supp T ≤ n. Let W be the weight
filtration of T , and let L be a filtration of T in MTM(X). Let N : (T ,W, L) −→(
(T ,W )⊗ T (−1), L) be a morphism such that W =M(N ;L). We have D(T ,W ) =
(DT ,DW ) in MTM(X). It is equipped with the induced filtration DL and the
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induced morphism DN :D(T ,W, L) −→ (D(T ,W )⊗T (−1),DL). We can show the
following lemma by a standard argument.
Lemma 12.3.7. — We have DW =M
(
DN ;DL).
Proof Let us consider the case GrLj (T ) = 0 unless j = w. We may assume
that w = 0. We naturally have GrDWj DT ≃ DGrW−j T , and the morphism DN j :
GrDWj DT −→ GrDW−j DT is the dual of N j : GrWj T −→ GrW−j T . Hence, it is an
isomorphism, and DW on DT is the monodromy filtration of DN .
The induced morphism LjDT −→ GrLj DT is strict with respect to DW . Hence,
we can deduce that DW is the relative monodromy filtration with respect to L.
12.3.3. Dual of smooth R-triple. — We give a remark on the signature. Let
V = (V1,V2, C) ∈ TS(X). Let V∨ = (V∨1 ,V∨2 , C∨) be the dual in TS(X). We have
the isomorphisms Φi : V∨i ≃ DVi (i = 1, 2) given by Φi(vi) = λdX vi. (See §12.1.4.)
We have the induced pairing C1 of DV1 and DV2.
Lemma 12.3.8. — We have Cλ1 =D(C
λ) for each λ ∈ S , where D(Cλ) denote the
dual functor for non-degenerate D-triples. (See §14.)
Proof Let λ0 ∈ S . We have C1
(
λdXf, λdXg
)
= C∨(f, g) by construction. On the
other side, we have
(144) D(Cλ0 )
(
(λdXf)λ0 , (λ
dXg)−λ0
)
=
(−1)dXλdX0 (−λ0)−dX (Cλ0 )∨
(
fλ0 , g−λ0
)
= C∨(f, g)λ0
(See Example 14.4.2.) Then, the claim of the lemma follows.
12.3.4. Dual of canonical prolongation as R-triples. — Let X be any n-
dimensional complex manifold with a normal crossing hypersurface D. Let V ∈
MTSadm(X,D). Let V∨ ∈ MTSadm(X,D) be its dual. We have the description
V = (V1,V2, C) and V∨ = (V∨1 ,V∨2 , C∨) as smooth RX(∗D)-triples. We put Vi⋆ :=
Vi[⋆D] for ⋆ = ∗, !. We use the symbol V∨i⋆ in similar meanings. We have the RX -
triples V∗ = (V1!,V2∗, C∗) and V! = (V1∗,V2!, C!). We also have the RX -triples V∨∗ =(V∨1!,V∨2∗, C∨∗ ) and V∨! = (V∨1∗,V∨2!, C∨! ).
Lemma 12.3.9. — Assume A(n− 1). Then, we have natural isomorphisms of RX-
modules DVi! ≃ λdXV∨i∗ and DVi∗ ≃ λdXV∨i! .
Proof We may assume that there exists a holomorphic function g on X such that
g−1(0) = D. Let ιg : X −→ X × Ct be the graph. By the assumption A(n− 1), the
condition (P1) in §12.2.1 is satisfied. The other conditions (P0) and (P2) are also
satisfied. Hence, we obtain that DVi∗ = H0DVi∗ by Proposition 12.2.1. Moreover, it
is strictly specializable along g and we haveD(Vi∗)[!g] =DVi∗. BecauseD(Vi∗)(∗g) ≃
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λdXV∨i naturally, we obtain D(Vi∗) ≃ λdXV∨i! . We obtain the other isomorphism in a
similar way.
Lemma 12.3.10. — V⋆ (⋆ = ∗, !) have their duals as R-triples, and the isomor-
phisms in Lemma 12.3.9 induce DV! ≃ V∨∗ and DV∗ ≃ V∨! .
Proof By Lemma 12.3.8, we have the coincidence of pairings on {λ} × (X \D)
(λ ∈ S) under the isomorphisms of the underlying R-modules. Then, it is extended
to DC!|Xλ ≃ C∨∗|Xλ for generic λ. It means DV! exists and DV! ≃ V∨∗ . We can show
the claim for the other in a similar way.
We shall argue the comparison of the weight filtrations later.
12.3.5. Dual of minimal extension in the pure case. — Let (X,D) and V be
as in §12.3.4. Let us assume that V is pure. We set V!∗ := Im
(V! −→ V∗), which is
a polarizable wild pure twistor D-module. The underlying RX -modules are denoted
by Vi!∗ (i = 1, 2). Similarly, we obtain a polarizable wild pure twistor D-module V∨!∗
with the underlying RX -modules V∨i!∗.
Lemma 12.3.11. — We have natural isomorphisms DVi!∗ ≃ V∨i!∗. The dual of V!∗
as RX-triples exists, and it is isomorphic to the RX-triple V∨!∗.
Proof Let Ki denote the kernel of Vi! −→ Vi!∗, and let Ci denote the cokernel of
Vi!∗ −→ Vi∗. By the assumption A(n − 1), we have H0DKi = DKi and H0DCi =
DCi.
From the exact sequence 0 −→ Ki −→ Vi! −→ Vi!∗ −→ 0, we obtain HjDVi!∗ = 0
unless j = 0,−1. From the exact sequence 0 −→ Vi! −→ Vi!∗ −→ Ci −→ 0, we obtain
HjDVi!∗ = 0 unless j = 0, 1. Hence, we obtain HjDVi!∗ = 0 unless j = 0. We also
obtain that H0DVi!∗ is the image of H0DVi∗ −→ H0DVi!. Therefore, DVi!∗ ≃ V∨i!∗.
By using the uniqueness of pairing, we obtain DV!∗ ≃ V∨!∗.
We have immediate consequences on the dual of the filtered R-modules underlying
good mixed twistor D-modules.
Corollary 12.3.12. — Let T ∈ MTMgood(X,D). Let Mi (i = 1, 2) be the un-
derlying RX -modules of T . Then, we have H0DMi ≃ DMi, and they are strict.
Moreover, they are equipped with induced filtrations.
Let ϕ : T1 −→ T2 be a morphism in MTMgood(X,D). Let M′i and M′′i be the
RX -modules underlying Ti. We have the underlying morphisms ϕ′ :M′2 −→M′1 and
ϕ′′ :M′′1 −→M′′2 .
Corollary 12.3.13. — We have natural isomorphisms
KerDϕ′ =D Cokϕ′, ImDϕ′ =D Imϕ′, CokDϕ′ =D Kerϕ′.
We have similar isomorphism for ϕ′′.
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We shall use it in the special case. Let g be a holomorphic function such that
g−1(0) = D. Let V ∈ MTSadm(X,D) with the underlying RX(∗D)-modules. For any
a, b, we have
(
Πa,bV)∨ ≃ Π−b+1,−a+1V∨ in MTSadm(X,D).
Corollary 12.3.14. — We have natural isomorphisms of RX-modules
DΠa,bg!∗Vi ≃ Π−b+1,−a+1g!∗ V∨i .
In particular, we have Dψ
(a)
g Vi ≃ ψ(−a+1)g V∨i and DΞ(a)g Vi ≃ Ξ(−a)g V∨i .
Proof Let us consider the natural morphism Πa,Ng! Vi −→ Πb,Ng∗ Vi for a sufficiently
large N . According to Lemma 12.3.9, its dual is naturally identified with
Π−N+1,−b+1g! V∨i −→ Π−N+1,−a+1g∗ V∨i .
Hence, the claim follows from Corollary 12.3.13.
Corollary 12.3.15. — Π−b+1,−a+1g!∗ V∨ is a dual of Πa,bg!∗V as an RX -triple. In par-
ticular, ψ
(a)
g (V) and Ξ(a)g (V) have duals as RX -triples, and naturally Dψ(a)g (V) ≃
ψ
(−a+1)
g (V∨) and DΞ(a)g (V) ≃ Ξ(−a)g (V∨).
12.3.6. Dual of the canonical prolongation in MTM. — Let X and D be as
above. Let V ∈ MTSadm(X,D). We have already obtained an isomorphism D(V!) ≃
V∨∗ as RX -triples. We have the filtration DW obtained as the dual of W on V!, and
the filtration W of V∨∗ .
Lemma 12.3.16. — They are the same.
Proof Recall that V! is obtained as the cohomology of the complex of RX -triples
ψ(1)g V −→ Ξ(0)g V ⊕ φ(0)g (V!) −→ ψ(0)g V ,
where φ
(0)
g
(V!) ≃ ψ(1)g (V). The weight filtration of V! is obtained from the naively
induced filtrations L on ψ
(a)
g (V) and Ξ(0)g (V), and the filtration L of φ(0)g
(V!) obtained
as the transfer of L on ψ
(a)
g (V).
Hence, D(V!) is obtained as the cohomology of the complex of R-triples
Dψ(0)g (V) −→DΞ(0)g (V)⊕Dφ(0)g (V!) −→Dψ(1)g (V),
and the filtration DW is induced by DL on Dψ
(0)
g (V), DΞ(0)g (V), and Dφ(1)g (V!).
It is easy to check that DL on Dψ
(a)
g (V) and DΞ(0)g (V) are the same as the naively
induced filtrations under the isomorphismsDψ
(a)
g (V) ≃ ψ(−a+1)g (V∨) andDΞ(0)g (V) ≃
Ξ
(0)
g (V∨). Because DW on Dψ(a)g (V) is M(DN ;DL)[1 − 2a], we obtain DW is the
canonical weight filtration of ψ
(−a+1)
g (V∨). Hence, DW on Dφ(0)g (V!) is the same as
the canonical weight filtration W of Dφ
(0)
g (V!) ≃ φ(0)g (V∨∗ ). We obtain that DL on
Dφ
(0)
g (V!) is the transfer of L on ψ(a)g (V∨). and hence, DW on DV! is the same as
the canonical weight filtration of V∨∗ .
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Corollary 12.3.17. — The induced filtrations ofDψ
(a)
g V andDΞ(a)g V are the canon-
ical weight filtrations under the identifications Dψ
(a)
g V ≃ ψ(−a+1)g V∨ and DΞ(a)g V ≃
Ξ
(−a)
g V∨.
Remark 12.3.18. — In the case of Dψ
(a)
g V, we can also deduce it by using the
characterization as the relative monodromy filtration.
12.3.7. Proof of Theorem 12.3.1. — To show Theorem 12.3.1, we use an induc-
tion, i.e., we shall show A(n) by assuming A(n − 1). Let T ∈ MTM(X) such that
dimSupp T = n. Let P ∈ Supp T . Because the claims are local, we have only to
show them for the restriction of T to a small neighbourhood of P . We will shrink X
without mention in the following argument.
We take an n-dimensional admissible cell C = (Z,U, ϕ,V) of T at P . Let g be a cell
function. We have the expression of T around P as the cohomology of the complex
in MTM(X):
ψ(1)g ϕ†(V) −→ Ξ(0)g ϕ†(V)⊕ φ(0)g T −→ ψ(0)g ϕ†(V)
By the assumption A(n − 1), Corollary 12.3.17 and the result in §12.3.2, we obtain
the following complex in MTM(X):
(145) Dψ(0)g ϕ†(V) −→DΞ(0)g ϕ†(V)⊕Dφ(0)g T −→Dψ(1)g ϕ†(V).
We obtain a mixed twistor D-moduleDT as the cohomology. The underlying filtered
RX -modules are the dual of the underlying filtered RX -modules of T . Let C1 and
C2 denote the pairings of T andDT , respectively. By construction, C2|Xλ =DC1|Xλ
for generic λ. Hence, we obtain C2 =DC1.
If T ∈ MTMint(X), then V and V∨ are integrable. Hence, by construction,
Dψ
(a)
g ϕ†(V) and DΞ(0)g ϕ†(V) are also naturally integrable. By the hypothesis of the
induction, Dφ
(0)
g T is integrable. Hence, DT is integrable. Thus, the induction can
go further.
12.4. Real structure of mixed twistor D-modules
12.4.1. Some functors. — LetDherm denote the hermitian dual, i.e., Dherm(T ) =
T ∗. Formally, we set σ˜∗ :=D◦Dherm =Dherm◦D. It gives an involution on MTM(X).
We have a natural transformation σ˜∗ ◦ σ˜∗ ≃ id. We define γ˜∗ := j∗ ◦ σ˜∗ = σ˜∗ ◦ j∗.
We naturally have γ˜∗ ◦ γ˜∗ ≃ id. For T = (M′,M′′, C) ∈MTM(X), we have
σ˜∗T =D(T ∗) = (DM′′,DM′,DC∗), γ˜∗T = (j∗DM′′, j∗DM′, j∗DC∗)
with the induced weight filtrations. The following lemma is clear by construction.
Lemma 12.4.1. —
– We have natural isomorphism σ˜∗ ◦ γ˜∗ ≃ γ˜∗ ◦ σ˜∗ ≃ j∗. We also have σ˜∗ ◦ j∗ =
j∗ ◦ σ˜∗ = γ˜∗ and j∗ ◦ γ˜∗ = γ˜∗ ◦ j∗ = σ˜∗.
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– Let ν˜∗ be one of σ˜∗, γ˜∗ or j∗. We have natural commutativity ν˜∗ ◦D ≃D ◦ ν˜∗
and ν˜∗ ◦Dherm ≃ Dherm ◦ ν˜∗ by the natural isomorphisms of the underlying
filtered R-modules.
– Let F be a projective morphism. The natural transform DF† ≃ F†D for R-
modules induces F p† γ˜
∗(T ) ≃ µp ◦ γ˜∗F p† (T ) and F p† σ˜∗(T ) ≃ µp ◦ σ˜∗F p† (T ). We
also have j∗ ◦ F† = F† ◦ j∗ naturally.
We consider T = (M1,M2, C) ∈ MTM(X). Let ϕ1 : F−p† DM1 ≃ DF p†M1 and
ϕ2 : F
p
†DM2 ≃ DF−p† M2 be the natural isomorphisms. Then,
(
ǫ(p)ϕ2, ǫ(−p)ϕ−11
)
gives an isomorphism F p† σ˜
∗(T ) ≃ σ˜∗F p† (T ), and
(
ǫ(p)j∗ϕ2, ǫ(−p)j∗ϕ−11
)
gives an
isomorphism F p† γ˜
∗(T ) ≃ γ˜∗F p† (T ).
The following lemma is obvious by construction.
Lemma 12.4.2. — Let T ∈MTM(X) and V ∈MTSadm(X,H). Then, we have the
relation γ˜∗(T ⊗ V [⋆H ]) ≃ (γ˜∗(T )⊗ γ˜∗sm(V))[⋆H ].
Proof We have naturally j∗
(
(T ⊗V)[∗H ]) ≃ (j∗T ⊗j∗V)[∗H ], ((T ⊗V)[∗H ])∗ ≃
(T ∗ ⊗ V∗)[!H ] and D
(
(T ⊗ V)[!H ]
)
≃ (D(T ) ⊗ V∨)[∗H ], which induce the desired
isomorphism.
12.4.1.1. Complex of mixed twistor D-modules. — Let C(MTM(X)) denote the cate-
gory of bounded complexes of mixed twistor D-modules. Let (T •, δ•) ∈ C(MTM(X)).
– LetDherm(T •) ∈ C(MTM(X)) be given byDherm(T •)p =Dherm(T −p) with the
differentials Dherm(δ)p =Dherm(δ−p−1).
– Let D(T •) ∈ C(MTM(X)) be given by D(T •)p = µpD(T −p) with the differen-
tials
D(δ)p =
(
(−1)pDδp1 , (−1)p+1Dδ−p−12
)
.
– Let j∗(T •) ∈ C(MTM(X)) be given by j∗(T •)p = j∗(T p) with the differential
j∗(δ)p = j∗(δp).
– We define Sℓ(T •)p ∈ C(MTM(X)) by Sℓ(T •)p = T p+ℓ with Sℓ(δ)p = (−1)ℓδp+ℓ.
The natural quasi-isomorphisms of the underlying complexes of R-modules give the
commutativity of the functors Dherm, D and j∗. We also have Sℓ ◦Dherm ≃Dherm ◦
S−ℓ, Sℓ ◦D ≃D ◦ S−ℓ and j∗ ◦ Sℓ = Sℓ ◦ j∗. (See §14.6.1 below for the signature.)
We define the functors σ˜∗ and γ˜∗ on C(MTM(X)) by σ˜∗ := D ◦Dherm and γ˜∗ :=
j∗ ◦ σ˜∗. The natural quasi-isomorphisms of the underlying R-modules give Sℓ ◦ ν˜∗ ≃
ν˜∗ ◦ Sℓ, where ν˜∗ is one of j∗, γ˜∗ or σ˜∗. The compatibility with the push-forward is
reformulated as follows.
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Lemma 12.4.3. — Let F be a projective morphism. We have natural isomorphisms
S−p◦F p† (DT ) ≃DSp◦F−p† (T ), S−p◦F p† (σ˜∗T ) ≃ σ˜∗S−p◦F p† (T ) and S−p◦F p† (γ˜∗T ) ≃
γ˜∗S−p ◦ F p† (T ).
12.4.2. Real structure of mixed twistor D-modules. — Let T be an (inte-
grable) mixed twistor D-module. A real structure of T is an (integrable) isomor-
phism ι : γ˜∗T ≃ T such that γ˜∗ι ◦ ι = id. A morphism of (integrable) mixed twistor
D-modules with real structure is an (integrable) morphism compatible with the real
structure. Let MTM(X,R) (resp. MTMint(X,R)) denote the category of mixed
twistor D-modules (resp. integrable mixed twistor D-modules) with real structure
(resp. integrable real structure). We obtain the following proposition.
Proposition 12.4.4. — Let T be an (integrable) mixed twistor D-module with (in-
tegrable) real structure on X.
– D(T ), Dherm(T ) and j∗(T ) have natural real structures.
– Let F : X −→ Y be a projective morphism. Then, F i†(T ) are equipped with
induced real structures.
– Let H be a hypersurface of X. Then, T [⋆H ] is naturally equipped with real
structure.
– Let V be an (integrable) admissible mixed twistor structure on (X,D). If V has
a real structure, (T ⊗V)[⋆H ] is also equipped with an induced real structure for
⋆ = ∗, !.
Corollary 12.4.5. — Let g be any holomorphic function. Then, ψ
(a)
g (T ), Ξ(a)g T
and φ
(a)
g T are naturally equipped with induced real structures.
Let X be a complex manifold with a hypersurface H . Let MTM(X, [∗H ],R) ⊂
MTM(X,R) be the full subcategory of objects (T , ι) ∈ MTM(X,R) such that T [∗H ] =
T . We use the notation MTMint(X, [∗H ],R) in a similar meaning.
Proposition 12.4.6. — Let F : (X ′, H ′) −→ (X,H) be a projective birational mor-
phism such that X ′\H ′ ≃ X\H. Then, F† induces equivalences MTM(X ′, [∗H ′],R) ≃
MTM(X, [∗H ],R) and MTMint(X ′, [∗H ′],R) ≃ MTMint(X, [∗H ],R).
12.4.2.1. Example. — Let us look at the smooth R-triple UX(dX , 0). It is a mixed
twistor D-module according to Theorem 10.3.1. It is naturally equipped with an
integrable structure. We have the following isomorphism:
(146) γ˜∗U(dX , 0) =Dj∗
(OX , OX λdX , C0) =D(OX , OX λdX , C0)
=
(OXλdX , OX , (−1)dXC0)
Here, we fix the isomorphism DOX ≃ λdX OX determined by the condition that
its restriction to λ = 1 induces the isomorphism ν in §14.6.6. Hence, for example,
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(
ǫ(−dX), ǫ(dX)
)
and
(
ǫ(dX), ǫ(−dX)
)
give real structures. (We remark the signature
in Lemma 12.1.3.)
12.4.3. R-Betti structure of the underlying D-modules. — Let us consider
(T ,W ) ∈ MTM(X,R). Let Mi (i = 1, 2) be the underlying RX -modules. Take any
λ0 ∈ S . The real structure of T induces a real structure of the non-degenerateD-triple
(M−λ01 ,Mλ02 , Cλ0). (See §14.6.1.) As explained in §14.6.2, 14.6.3 and 14.6.5, Mλ02
is equipped with a naturally induced R-Betti structure in the sense of §7.2 of [50].
Thus, we obtain a functor Υλ0 : MTM(X,R) −→ Hol(X,R), where Hol(X,R) denotes
the category of holonomic D-modules on X with R-Betti structure. We obtain the
following from Proposition 14.6.21.
Proposition 12.4.7. — The functor Υλ0 is compatible with the following functors:
– The push-forward by any projective morphisms.
– The dual D.
We obtain the following from Proposition 14.6.22.
Proposition 12.4.8. — For any hypersurface H, the localizations [∗H ] and [!H ] are
compatible with Υλ0 .
Let V = (V1,V2, C) ∈ MTSadm(X,H) with a real structure as a smooth RX(∗H)-
triple. Then, the meromorphic flat bundle Vλ02 has a good R-structure. We obtain
the following from Proposition 14.6.23.
Proposition 12.4.9. — Let T ∈ MTM(X,R). Let V ∈ MTSadm(X,H) with a real
structure. Then, we naturally have Υλ0
(
(T ⊗ V)[⋆H ]) ≃ (Υλ0(T ) ⊗ Vλ02 )[⋆H ] in
Hol(X,R).
Corollary 12.4.10. — We naturally have Υλ0 ◦ Ξ(a) ≃ Ξ(a) ◦ Υλ0 , Υλ0 ◦ ψ(a) ≃
ψ(a) ◦Υλ0 and Υλ0 ◦ φ(a) ≃ φ(a) ◦Υλ0 .
12.4.4. Real structure of the underlying integrable R-modules. —
12.4.4.1. Preliminary. — Let (T ,W ) be an integrable mixed twistor D-module on
X . Let Mi (i = 1, 2) be the underlying integrable RX -modules. Let π0 : H −→ C∗λ
be a universal covering. Let pH : H ×X −→ X be the projection. Fix any λ0 6= 0,
and λ˜0 ∈ H such that π0(λ˜0) = λ0. We set Mλ0i := O{λ0}×X ⊗OCλ×X Mi. Let
iλ0 : {λ˜0} ×X −→ H×X denote the inclusion. We have a natural morphism
(147) Ω•H×X ⊗OH×X π−10 (Mi|C∗λ×X) −→ iλ0∗
(
Ω•X ⊗OX Mλ0i
)
Proposition 12.4.11. — We have a unique isomorphism in Dbc(H×X)
Φλ0i : Ω
•
H×X ⊗OH×X π−10 Mi|C∗λ×X ≃ p−1H
(
Ω•X ⊗OX Mλ0i
)
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such that the composite of Φλ0i and the natural morphism p
−1
H
(
Ω•X ⊗OX Mλ0i
) −→
iλ0∗
(
Ω•X ⊗OX Mλ0i
)
is equal to (147).
Proof We begin with a special case. Let H be a simply normal crossing hyper-
surface of X . Let (V1,V2, C) be a good admissible mixed twistor structure on (X,H).
Note that Vi|C∗×X are good meromorphic flat bundle on C∗× (X,H). Recall Lemma
5.3.4. By Theorem 11.3.3 of [32], the micro-supports of Ω•H×X ⊗ π−10 Vi[⋆H ] is con-
tained in H×S for a Lagrangian cone in the cotangent bundle of X . By Proposition
5.4.5 of [32], there exists an object Gi⋆ ∈ Dbc(X) such that Ω•H×X ⊗π−10 Vi[⋆H ] is iso-
morphic to p−1H Gi⋆ in D
b
c(H×X). By using the description of the de Rham complex
of Vi[⋆H ] in §5.1.1 of [50], we can observe that
Gi⋆ ≃ i−1λ0 Ω•H×X ⊗ π−10 Vi[⋆H ] ≃ Ω•X ⊗ Vλ0i [⋆H ].
Let g be any holomorphic function such that g−1(0) = H . We have unique isomor-
phisms in Dbc(H×X)
Ω•H×X ⊗ π−10
(
Πa,bg⋆ (Vi)
) ≃ p−1H (Ω•X ⊗Πa,bg⋆ (Vi)λ0)
with the desired property. By Proposition 2.7.8 of [32], the natural morphism Ω•H×X⊗
π−10
(
Πa,bg! (Vi)
) −→ Ω•H×X ⊗ π−10 (Πa,bg∗ (Vi)) is obtained as the pull back of the natural
morphism Ω•X⊗Πa,bg! (Vi)λ0 −→ Ω•X⊗Πa,bg∗ (Vi)λ0 . Hence, we have a unique isomorphism
Ω•H×X ⊗ π−10
(
Πa,bg!∗(Vi)
) ≃ p−1H (Ω•X ⊗Πa,bg!∗(Vi)λ0)
with the desired property. In particular, we have a desired isomorphism for Ξ
(a)
g (Vi).
Then, we obtain the desired isomorphisms for the integrable RX -modules underlying
integrable mixed twistor D-modules, by using a standard Noetherian induction on
the supports.
Let HR := π−10 (S). Let π1 : HR −→ S be the restriction of π0. For any C∞-
manifold Z, let E•Z denote the C∞-de Rham complex of Z. Let pHR : HR ×X −→ X
be the projection. Fix any λ0 ∈ S . Let ι : HR ×X −→ H×X denote the inclusion.
The inclusion i1,λ0 : {λ0} ×X −→ HR ×X induces
(148) E•HR×X ⊗ι−1OH×X ι−1π−10
(Mi|C∗×X) −→ i1,λ0∗(E•X ⊗OX Mλ0i ).
Proposition 12.4.12. — We have unique isomorphisms in Dbc(HR ×X)
Φλ01,i : E•HR×X ⊗ι−1OH×X ι−1π−10
(Mi|C∗×X) ≃ p−1HR(E•X ⊗OX Mλ0i )
such that the composite of Φλ01,i and the natural p
−1
HR
(E•X⊗OXMλ0i ) −→ i1,λ0∗(E•X⊗OX
Mλ0i
)
is equal to (148).
Proof Let q : H −→ HR be the morphism corresponding to the projection C∗ ≃
S ×R>0 −→ S . By using the argument in the proof of Proposition 12.4.11, we obtain
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isomorphisms in Dbc(H×X)
E•H×X ⊗OH×X π−10 (Mi|C∗λ×X) ≃ q−1
(
E•HR×X ⊗ι−1OH×X ι−1π−10
(Mi|C∗λ×X))
such that its restriction to HR×X is the natural one. Then, the claim of Proposition
12.4.12 is obtained as the specialization of Proposition 12.4.11.
12.4.4.2. Real structure of the underlying integrable RX-modules. — Let (T ,W ) ∈
MTMint(X,R). Let Mi (i = 1, 2) be the underlying integrable RX -modules. Take
any λ0 ∈ S . We have the induced real structure of Mλ02 . The isomorphism in
Proposition 12.4.11 induces a real structure of DRH×X
(
π−10 M2|C∗λ×X
)
.
Lemma 12.4.13. — The real structure is independent of the choices of λ0 and λ˜0.
Proof By Proposition 12.4.12, the pairings DR(M−λ1 ) ⊗ DR(Mλ2 ) −→ ωtop are
independent of λ ∈ S . The isomorphisms DR(Mλ2 ) ≃D DR(M−λ1 ) are also indepen-
dent of λ. Then, the claim follows.
Hence, we obtain a pre-R-Betti structure of Mi|C∗×X .
Lemma 12.4.14. — The pre-R-Betti structure of Mi|C∗×X is a R-Betti structure.
Proof We have only to check the claim locally around any point P of X . We shall
shrink X without mention. We take an admissible cell (Z,U, ϕ,V) for T around P
with a cell function g. We have ϕ†(V)[⋆g] ≃ T [⋆g]. By the standard argument with a
Noetherian induction on the support, we have only to prove the claim for ϕ†(V)[⋆g].
Let V = (V1,V2, CV). We set DZ := Z \ U and gZ := ϕ∗(g). We can observe that V2
is a good meromorphic flat bundle on C∗λ × (Z,DZ) with a good R-structure. Hence,
V2[⋆gZ ] has an R-Betti structure. The real structure of π−10
(
Ω•C∗×Z⊗V2[⋆gZ ]
)
is equal
to the one induced by the isomorphism with p−1H
(
Ω•Z ⊗ Vλ02 [⋆gZ ]
)
. Then, the claim
for ϕ†(V)[⋆g] easily follows.
Thus, we obtain a functor Υ˜ : MTM(X,R) −→ Hol(C∗ ×X,R).
Proposition 12.4.15. — The functor Υ˜ is compatible with the following functors.
– The push-forward by any projective morphisms.
– The dual D.
Proof Let F : X −→ Y be any projective morphism. Let T ∈ MTM(X,R). Let
Mi be the underlying RX -modules. Let S(λ0) :=
{
λ ∈ C∗ ∣∣ | arg(λ) − arg(λ0)| < ǫ}
for a small ǫ. We have only to compare the R-structures on DRC∗×Y F i†(M2)
)
|S(λ0)×Y .
The specializations at λ0 ∈ S are the same by Proposition 12.4.7. Let pS(λ0) denote
the projections S(λ0)×X −→ X and S(λ0)× Y −→ Y . Because the R-structures on
S(λ0)× Y are obtained by the isomorphisms
DRC∗×X(M2)|S(λ0)×X ≃ p−1S(λ0)DRX(M
λ0
2 ),
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DRC∗×Y F i†(M2)|S(λ0)×Y ≃ p−1S(λ0)DRY F i†(M
λ0
2 ),
we obtain the desired coincidence. The second claim can be shown similarly.
We obtain the following from the characterization of [⋆H ] as in Theorem 8.1.4 of
[50].
Proposition 12.4.16. — For any hypersurface H, the localizations [∗H ] and [!H ]
are compatible with Υ˜.
Let V = (V1,V2, C) ∈ MTSint adm(X,H) with an integrable real structure as a
smooth integrable RX(∗H)-triple. Then, V2|C∗×X has a good R-structure.
Proposition 12.4.17. — Let T ∈ MTMint(X,R). Let V ∈ MTSint adm(X,H) with
an integrable real structure. Then, we naturally have Υ˜
(
(T ⊗ V)[⋆H ]) ≃ (Υ˜(T ) ⊗
V2
)
[⋆H ] in Hol(C∗ ×X,R).
Corollary 12.4.18. — We naturally have Υ˜ ◦ Ξ(a) ≃ Ξ(a) ◦ Υ˜, Υ˜ ◦ ψ(a) ≃ ψ(a) ◦ Υ˜
and Υ˜ ◦ φ(a) ≃ φ(a) ◦ Υ˜.
12.4.4.3. Good real structure of integrable mixed twistor D-modules. — Let T ∈
MTMint(X,R). Let Mi (i = 1, 2) be the underlying integrable RX -modules. We
obtainDC×X -modulesMi(∗X 0), where X 0 := {0}×X . We say that the real structure
of T is good, if M2(∗X 0) has a R-Betti structure whose restriction to M2|C∗×X
is equal to the one induced by the real structure of T . Let MTMint(X,R)good ⊂
MTMint(X,R) denote the full subcategory of integrable mixed twistor D-modules
with real good structure. By using the results in [50], we obtain the following.
Proposition 12.4.19. — Let T ∈MTMint(X,R)good.
– For any projective morphism F : X −→ Y , we have F i†(T ) ∈MTMint(Y,R)int.
– DT ∈MTMint(X,R)good.
– For any hypersurface H of X, we have T [⋆H ] ∈ MTMint(X,R)good.
– For any holomorphic function g on X, Ξ
(a)
g (T ), ψ(a)g (T ) and φ(a)g (T ) are objects
in MTMint(X,R)good.
Let K be a subfield of R. Let T ∈ MTMint(X,R). A good K-structure of T is
a K-Betti structure of M2(∗X 0) whose restriction to C∗ × X induces the R-Betti
structure ofM2|C∗×X . If T has a good K-structure, we have T ∈MTMint(X,R)good.
Let MTMint(X,K)good denote the category of integrable mixed twistor D-modules
with good K-structure. By using the results in [50], we obtain the following.
Proposition 12.4.20. — Let T ∈MTMint(X,K)good.
– For any projective morphism F : X −→ Y , we have F i†(T ) ∈MTMint(Y,K)int.
– DT ∈MTMint(X,K)good.
– For any hypersurface H of X, we have T [⋆H ] ∈ MTMint(X,K)good.
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– For any holomorphic function g on X, Ξ
(a)
g (T ), ψ(a)g (T ) and φ(a)g (T ) are objects
in MTMint(X,K)good.
12.5. A relation with mixed Hodge modules
Let P be a R-perverse sheaf on X . We have a regular holonomic D-moduleM with
an isomorphism DR(M) ≃ P ⊗ C. A Hodge filtration of P is a filtration F of M by
coherent OX -submodules indexed by integers such that Fj(DX)Fi(M) ⊂ Fi+j(M),
where F∗(DX) be the filtration by the order of differential operators. The category
MFh(DX ,R) of R-perverse sheaves with a Hodge filtration is naturally defined. Ob-
jects are filtered DX -module (M,F ) and R-perverse sheaf P with an isomorphism
DRX(M) ≃ P ⊗ C. Morphisms are naturally defined. Recall that filtered objects in
MFh(DX ,R) are ingredients of mixed Hodge modules.
Let (M,F ;P ) with W be an object in MFh(DX ,R)fil which gives a mixed Hodge
module. Then, we have a naturally associated filtered integrable R-triple with a real
structure. Indeed, let M be the RX -module obtained as the analytification of the
Rees module of (M,F ). Note that DM is the analytification of the Rees module
of the dual of (M,F ) in the category of filtered D-modules. We have the naturally
defined hermitian pairing C :DM|S×X ×M|S×X −→ DbS×X/X induced by the real
structure of DR(M). Thus, we obtain an R-triple T = (DM,M, C) with a naturally
induced filtration W . We set Φ(M,F,K,W ) := (T ,W ).
Lemma 12.5.1. — For any projective morphism f : X −→ Y and any mixed Hodge
module (M,F,K,W ) on X, we have a natural isomorphism ΦHif∗(M,F,K,W ) ≃
f i†Φ(M,F,K,W ).
Proof It follows from the construction of the functors, and the compatibility of
the push-forward and the dual.
Lemma 12.5.2. — Let a : (M1, F,K,W ) −→ (M2, F,K,W ) be a morphism of
mixed Hodge modules. Then, we have Φ(Ker(a)) = KerΦ(a) Φ(Im(a)) = ImΦ(a)
and Φ(Cok(a)) = CokΦ(a).
Proof It follows from that a : (M1, F,W ) −→ (M2, F,W ) is bi-strict.
Lemma 12.5.3. — Let (M,F,K,W ) be a mixed Hodge module on X.
– If (M,F,K,W ) is pure, Φ(M,F,K,W ) is strictly S-decomposable.
– In general, Φ(M,F,K,W ) is admissible specializable.
– Let g be a holomorphic function on X. Let jg : X \ g−1(0) −→ X denote the
inclusion. If jg⋆j
−1
g (M,F,K,W ) ≃ (M,F,K,W ), then Φ(M,F,K,W )[⋆g] ≃
Φ(M,F,K,W ).
12.5. A RELATION WITH MIXED HODGE MODULES 231
Proof Let RF (M,F ) denote the Rees module associated to (M,F ). Let U be
any open subset of X with a holomorphic function g. Let ig : U −→ U × Ct denote
the graph. The V -filtration of ig†M naturally induces a V -filtration of RF ig†(M,F ).
Because ig†(M,F ) is quasi-unipotent and regular along {t = 0} in the sense of §3.2
of [60], we obtain that t : VaR
F ig†(M,F ) −→ Va−1RF ig†(M,F ) are isomorphisms
for any a < 0, and that ∂t : Gr
V
a R
F ig†(M,F [1]) −→ GrVa+1RF ig†(M,F ) are iso-
morphisms for any a > −1. By the construction, GrVa RF ig†(M,F ) are flat over
C[λ]. Hence, we obtain that M is strictly specializable along g. By the construc-
tion, DM is the analytification of the Rees module associated to the dual (DM,F )
of the filtered module (M,F ). Hence, DM is also strictly specializable along g.
Moreover, if (M,F,K,W ) is pure, we have GrV0 (R
F (M)) = Im can⊕Kervar, where
can : GrV−1RF ig†(M,F [1]) −→ GrV0 RF ig†(M,F ) and var : GrV0 RF ig†(M,F ) −→
GrV−1R
F ig†(M,F ) are induced by the action of t and ∂t, respectively. Hence, M is
strictly S-decomposable along g. SimilarlyDM is also strictly S-decomposable along
g.
For any mixed Hodge module (M,F,K,W ), the filtrations F , V and W on ig†M
are compatible. It means that VaWjR
F ig†(M,F ) −→ VaGrWj RF ig†(M,F ) are sur-
jective for any a and j. It implies that we obtain the filtered strictly specializability
of M along g. We set (ψg(M), F ) := ⊕−1≤a<0GrVa (M,F [1]) and (φg,1(M), F ) :=
GrV0 (M,F ). We also set Ljψg(M) := ψ(Wj+1M) and Ljφg,1(M) := φg,1(WjM).
Let N denote the nilpotent part of the action of −∂tt. By the condition for mixed
Hodge modules, there exists a relative monodromy filtration W on (ψg(M), L) and
(φg,1(M), L), and (ψg(M,F ),W ) and (φg,1(M,F ),W ) are mixed Hodge modules.
It implies that the induced actions of −λ∂tt on
⊕
−1≤a<0Gr
V
a R
F ig†(M,F ) and
GrV0 R
F ig†(M,F ) with L, have relative monodromy filtrations. Together with the
first claim, we obtain that (T ,W ) is admissibly specializable along g.
The third claim follows from the characterization of Φ(M,F,W,K)[⋆g].
Proposition 12.5.4. — Φ(M,F,K,W ) is a mixed twistor D-module on X for any
mixed Hodge module (M,F,K,W ) on X.
Proof Let us consider the case (M,F,K,W ) is a polarizable pure Hodge module of
weight w. We may assume that it is irreducible. There exists a polarizable variation
of pure Hodge structure (H, F ) on a Zariski open subset U ⊂ Supp(M), and that
(M,F,K,W ) is obtained as the minimal extension of (H, F ). Let M0 be the RU -
module obtained as the analytification of RF (H, F ). We have a polarizable variation
of pure twistor structure (DM0,M0, C) on U . It is uniquely extended to a polarizable
pure twistor D-module T1 whose strict support is Supp(M). Let Z := Supp(M) \ U .
We have a natural isomorphism Υ : T1|X\Z ≃ Φ(M,F,K,W )|X\Z . We shall prove that
the isomorphism Υ is uniquely extended to T1 ≃ Φ(M,F,K,W ). By the uniqueness,
we have only to check the claim locally around any point of Supp(M). We may
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assume that there exists a holomorphic function g such that g−1(0) ∩ Supp(M) = Z.
By the strict S-decomposability of T1 and Φ(M,F,K,W ), we have only to prove that
T1(∗g) = Φ(M,F,K,W )(∗g). We may assume that there exists a complex manifold
Y with a projective birational morphism ϕ : Y −→ Supp(M) such that (i) HY :=
ϕ−1(Z) is normal crossing hypersurface, (ii) Y \HY = U . Let H˜ denote theDY (∗HY )-
module obtained as the regular extension of H. It is equipped with the filtration by
locally free OY (∗HY )-modules, induced by F , denoted by F˜ . As the analytification of
the Rees module RF (H˜, F˜ ), we have an RY (∗HY )-module M˜. Then, we can observe
that the underlying RX(∗g)-modules of T1(∗g) and Φ(M,F,K,W )(∗g) are naturally
isomorphic, by the construction of the prolongations of variation of polarizable pure
Hodge (twistor) structure to polarizable pure Hodge (twistor) modules. Thus, we are
done in the pure case.
We consider the mixed case. We use an induction on dimM . If dimM = 0,
the claim is easy. We have already known Φ(M,F,K,W ) ∈ MTW(X). To check
Φ(M,F,K,W ) ∈ MTM(X), we have only to prove it locally around any point of
P ∈ Supp(M). We may assume that there exists a holomorphic function g on X such
that (i) dimSupp(M) ∩ g−1(0) < dim Supp(M), (ii) Supp(M) \ g−1(0) is a complex
submanifold of X \ g−1(0), (iii) (M,F,K,W )|X\g−1(0) comes from an admissible vari-
ation of mixed Hodge structure (H, F,W ) on Supp(M) \ g−1(0). We may assume to
have a complex manifold Y with a projective birational morphism ϕ : Y −→ Supp(M)
such that (i) HY := ϕ
−1(g−1(0)) is normal crossing, (ii) Y \HY ≃ Supp(M) \ g−1(0).
We have an admissible variation of mixed Hodge structure on (Y,HY ) given by
ϕ∗(H, F,W ). It induces an admissible variation of mixed twistor structure (V ,W )
on (Y,HY ). As in the pure case, we obtain that Φ(M,F,K,W )(∗g) ≃ ϕ†(V ,W ).
Hence, by using the admissible specializability along g and the characterization as
in Lemma 7.1.23, we have jg⋆j
−1
g Φ(M,F,K,W ) ≃ ϕ⋆(V ,W ). By using Beilinson’s
functor for mixed Hodge modules as in [64], we have a description of (M,F,K,W )
as the cohomology of the complex in the category of mixed Hodge modules:
ψg(M,F,K,W ) −→ Ξg(M,F,K,W ) ⊕ φg(M,F,K,W ) −→ ψg(M,F,K,W )(−1)
By the construction of Ξg(M,F,K,W ), there exist admissible variations of mixed
Hodge structure (Vi,W ) (i = 1, 2) on (Y,HY ) such that Ξg(M,F,K,W ) is iso-
morphic to the kernel of a morphism ϕ!(V1,W ) −→ ϕ∗(V2,W ). Hence, we have
ΦΞg(M,F,K,W ) ∈MTM(X). Similarly, we obtain that Φψg(M,F,K,W ) is a mixed
twistor D-module. By the hypothesis of the induction, we have Φφg(M,F,K,W ) ∈
MTM(X). Then, we obtain that (M,F,K,W ) ∈MTM(X).
The mixed twistor D-module (T ,W ) has a natural real structure κ = (id, id),
where we use the natural identification j∗M ≃M. Thus, we obtain a functor from
the category of mixed Hodge modules to MTM(X,R).
CHAPTER 13
DERIVED CATEGORY OF ALGEBRAIC MIXED
TWISTOR D-MODULES
In this chapter, by following [1] and [62], we give a summary for derived functors on
the derived category of mixed twistor D-modules on algebraic varieties. It also works
for mixed twistor D-modules with additional structures such as integrable structure,
R-structure, good K-structure, etc.. See [62] for more detailed arguments.
13.1. Algebraic mixed twistor D-modules
Let X be a smooth complex quasi-projective variety. We take a smooth projective
completion X ⊂ X such that D = X − X is a hypersurface. We set MTM(X) :=
MTM(X, [∗D]), which is independent of the choice of a projective completion X by
Proposition 11.2.7. An object in MTM(X) is called an algebraic mixed twistor D-
module on X . Let Db(MTM(X)) denote the derived category of bounded complexes
in MTM(X). Similarly, MTMint(X) and Db(MTMint(X)) are defined.
13.2. Localization
Let H be a hypersurface of X . We have the localizations [∗H ] : MTM(X) −→
MTM(X) and [!H ] : MTM(X) −→ MTM(X) which are exact functors. They induce
the exact functors on DbMTM(X). By comparison of the Yoneda extensions, for
Ti ∈MTM(X), we have the following natural isomorphisms:
ExtiMTM(X)
(T1, T2[∗H ]) ≃ ExtiMTM(X)(T1[∗H ], T2[∗H ])
ExtiMTM(X)
(T1[!H ], T2) ≃ ExtiMTM(X)(T1[!H ], T2[!H ])
We have similar localizations in the integrable case.
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13.3. Beilinson functors
Let g be an algebraic function on X . We have the exact functors Πa,bg⋆ on MTM(X)
and DbMTM(X), where ⋆ = ∗, ! and a, b ∈ Z. We naturally obtain the exact functors
Ξ
(a)
g , ψ
(a)
g and φ
(a)
g on MTM(X) and DbMTM(X). We have similar functors in the
integrable case.
13.4. Dual and hermitian dual
Let T ∈ MTM(X). It is represented by T ∈ MTM(X, [∗D]). We set DXT :=(
DXT
)
[∗D], which gives an object in MTM(X). It is well defined by the compatibility
of push-forward and dual. Similarly, we obtain DhermT in MTM(X). We extend D
and Dherm on MTM(X) to the functors on DbMTM(X) as in §12.4.1.
– We have natural isomorphisms D ◦D ≃ id and Dherm ◦Dherm = id. We also
have D ◦Dherm =Dherm ◦D.
– We have natural isomorphisms D(T •[∗H ]) ≃D(T •)[!H ] and Dherm(T •[∗H ]) ≃
Dherm(T •)[!H ]
– Let g be any algebraic function on X . We have natural isomorphisms
Ξa,bg∗ (DT •) ≃DΞ−b+1,−a+1g∗! (T •), Ξa,bg∗!(DhermT •) ≃DhermΞ−b+1,−a+1g∗! (T •).
In particular, we have compatibility of the dual and hermitian dual with the
nearby cycle functor, the vanishing cycle functor, and the maximal functor.
By comparing Yoneda extensions, we have the following natural isomorphisms:
ExtiMTM(X)(T1, T2) ≃ ExtiMTM(X)
(
DXT2,DXT1
)
ExtiMTM(X)(T1, T2) ≃ ExtiMTM(X)
(
DhermX T2,DhermX T1
)
.
13.5. Real structure
As in §12.4.1, we define γ˜∗ := j∗ ◦Dherm ◦D on DbMTM(X). We have a natural
isomorphism γ˜∗ ◦ γ˜∗ = id.
– We have natural commutativity γ˜∗ ◦D ≃D ◦ γ˜∗ and γ˜∗ ◦Dherm ≃Dherm ◦ γ˜∗.
– We have natural isomorphisms γ˜∗(T •[∗H ]) ≃ γ˜∗(T •)[∗H ].
– Let g be an algebraic function on X . We have natural isomorphisms
Ξa,bg∗ (γ˜
∗T •) ≃ γ˜∗Ξa,bg∗!(T •).
In particular, we have compatibility of γ˜∗ with the nearby cycle functor, the
vanishing cycle functor, and the maximal functor.
A real structure of T • ∈ DbMTM(X) is defined to be an isomorphism κ : γ˜∗T • ≃
T • such that γ˜∗κ ◦ κ = id. Let Db(MTM(X),R) be the full subcategory of ob-
jects in DbMTM(X) with a real structure. A morphism (T •1 , κ1) −→ (T •2 , κ2)
in Db(MTM(X),R) is a morphism ϕ : T •1 −→ T •2 in Db(MTM(X)) such that
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ϕ ◦ κ1 = κ2 ◦ γ˜∗ϕ. The category Db(MTM(X),R) is naturally equipped with lo-
calization, Beilinson’s functors, D and Dherm. The integrable case can be defined
similarly.
Let us look at typical examples. For simplicity, let Z be a projective variety.
We have objects UZ(0, dZ)[dZ ] and UZ(dZ , 0)[−dZ ] in DbMTM(X). We fix the iso-
morphism µZ : D
(
λdZOZ
) ≃ OZ whose restriction to λ = 1 is given as in §14.6.6.
Then, we have natural real structures
(
µZ ,D(µZ)
−1) of UZ [dZ ], and (µZ ,D(µZ)−1)
of UZ [dZ ],
(
D(µZ), µ
−1
Z
)
of UZ [−dZ ].
13.6. External product
Let (Ti, L) ∈MTM(Xi) (i = 1, 2). It is easy to show the following lemma by using
Proposition 11.4.1.
Proposition 13.6.1. — T1 ⊠ T2 with the naturally induced filtration L is an object
in MTM(X1×X2). As a result, we obtain a bifunctor ⊠ : MTM(X1)×MTM(X2) −→
MTM(X1 × X2), compatible with the standard external products ⊠ : Hol(X1) ×
Hol(X2) −→ Hol(X1 ×X2). It is naturally extended to
⊠ : DbMTM(X1)×DbMTM(X2) −→ DbMTM(X1 ×X2).
The functor can be enriched with real structures and integrable structures.
13.7. A version of Kashiwara’s equivalence
Let A be a subvariety of Y , which is not necessarily smooth. Let MTMA(Y ) be
the full subcategory of mixed twistor D-modules on Y whose supports are contained
in A. Let DbAMTM(Y ) be the full subcategory of D
bMTM(Y ) which consists of the
objects T • such that the supports of the cohomology⊕iHiT • are contained in A.
Proposition 13.7.1. — The natural functor DbMTMA(Y ) −→ DbAMTM(Y ) is an
equivalence. We have similar equivalences in the integrable case and the real case.
Proof According to [3], we have only to check the following effaceability:
– Let Ti ∈ MTMA(Y ). For any f ∈ ExtiMTM(Y )(T1, T2), there exists a monomor-
phism T2 −→ T ′ in MTMA(Y ) such that the image of f in ExtiMTM(Y )(T1, T ′2 )
is 0.
We can show it by using the arguments in Sections 2.2 and 2.2.1 in [1].
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13.8. Push-forward
Let f : X −→ Y be a projective morphism of quasi-projective varieties. We take a
factorization X ⊂ X f
′
−→ Y such that (i) f ′ is projective, (ii) H = X −X is normal
crossing. We have a natural equivalence between MTM
(
X, [∗H ]) and MTM(X). Let
(T , L) ∈ MTM(X, [∗H ]) correspond to (T , L) ∈ MTM(X). According to Proposition
7.2.7, we have
f i∗(T , L) := (f ′)i†(T , L) ∈ MTM(Y ), f i! (T , L) := (f ′)i†
(
(T , L)[!H ]) ∈MTM(Y ).
They are independent of the choice of X up to natural isomorphisms. We obtain
cohomological functors f i∗, f
i
! : MTM(X) −→ MTM(Y ) for i ∈ Z. We can show the
following proposition by an argument in [62].
Proposition 13.8.1. — For each ⋆ =!, ∗, there exists a functor of triangulated cat-
egories
f⋆ : D
bMTM(X) −→ DbMTM(Y )
such that (i) it is compatible with the standard functor f⋆ : D
b
hol(X) −→ Dbhol(Y ),
(ii) the induced functor Hi(f⋆) : MTM(X) −→ MTM(Y ) is isomorphic to f i⋆. It is
characterized by the property (i) and (ii) up to natural equivalence. We have similar
functors in the integrable case and the real case.
Proof We give only a remark. Let T ∈ MTM(X). We take ample hypersurfaces
Hi (i = 1, 2) such that Hi and H1 ∩H2 are non-characteristic to T . Then, we have
a natural isomorphism T [∗H1!H2] ≃ T [!H2 ∗ H1]. Indeed, we have the following
morphisms:
T [∗H1!H2] a−→
(T [∗H1!H2])[∗H1] b←− T [!H2 ∗H1]
By the assumption on Hi, ΞDR(a) and ΞDR(b) are isomorphisms. Hence, we obtain
that a and b are isomorphisms. We also have f i∗
(T [∗H1!H2]) = 0 unless i = 0. Then,
we can construct a resolution T • of T such that f i∗
(T j) = 0 unless j = 0. (See [50],
for example.) Then, we can construct the desired functor f∗. We obtain f! in a similar
way.
13.9. Pull back
As in [62], the pull back is defined to be the adjoint of the push-forward.
Proposition 13.9.1. — f! has the right adjoint f
!, and f∗ has the left adjoint f∗.
Thus, we obtain the following functors:
f⋆ : DbMTM(Y ) −→ DbMTM(X) (⋆ =!, ∗)
They are compatible with the corresponding functors of holonomic D-modules with
respect to the forgetful functor.
We have similar functors in the integrable and the real case.
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Proof We have only to follow the argument in [62]. We have only to construct
adjoint functors in the cases (i) f is a closed immersion, (ii) f is a projectionX×Y −→
Y . We give only an indication for the construction.
Let f : X −→ Y be a closed immersion. The open immersion Y − X −→ Y is
denoted by j. Let T • be a complex in MTM(Y ). Let Hi (i = 1, . . . , N) be sufficiently
general ample hypersurfaces of Y such that (i) T • −→ T •[∗Hi] are monomorphisms,
(ii)
⋂N
i=1Hi = X . For any subset I = (i1, . . . , im) ⊂ {1, . . . , N}, let CI be the
subspace of
∧m CN generated by ei1 ∧ · · · ∧ eim , where ei ∈ CN denotes an element
whose j-th entry is 1 (j = i) or 0 (j 6= i). We use a natural inner product of
CN given b (ei, ej) = 0 (i 6= j) and (ei, ei) = 1. For I = I0 ⊔ {i}, the canonical
morphism T p[∗H(I0)] −→ T p[∗H(I)], the multiplication and the inner product of ei
induce T p[∗H(I0)] ⊗ CI0 −→ T p[∗H(I)] ⊗ CI . For m ≥ 0, we put Cm(T p, ∗H ) :=⊕
|I|=m T p[∗H(I)] ⊗ CI , and we obtain the double complex C•(T •, ∗H ). The total
complex is denoted by TotC•(T •, ∗H ). It is easy to observe that the support of the
cohomology of Tot C•(T •, ∗H ) is contained in X . According to Proposition 13.7.1,
we obtain f !T • := Tot C•(T •, ∗H ) in DbMTM(X). Thus, we obtain a functor f ! :
DbMTM(Y ) −→ DbMTM(X). Note that the underlying DY -complex is naturally
quasi-isomorphic to f !M•, where f ! is the left adjoint of f† : Dbhol(X) −→ Dbhol(Y ).
It is easy to check that f ! is the right adjoint of f!.
Let C∨I denote the dual of CI . For I = I0 ⊔ {i}, we have a natural morphism
T [!H(I)]⊗ C∨I −→ T [!H(I0)]⊗ C∨I0 . For m ≥ 0, we set
C−m(T •, !H ) :=
⊕
|I|=m
T p[!H(I)]⊗ CI ,
and we obtain the double complex C•(T •, !H ). As in the previous case, the sup-
port of the cohomology of Tot C•(T •, !H ) is contained in X . We set f∗(T •) :=
Tot C•(T •, !H ) ∈ DbMTM(X). It is easy to check that f∗ is the left adjoint of
f∗ = f!. The constructions are compatible with the integrable structure and the real
structure.
Lemma 13.9.2. — We put d := dY − dX . We have natural isomorphisms
f∗UY (p, q) ≃ UX(p− d, q)[d], f !UY (p, q) ≃ UX(p, q − d)[−d].
Proof We have Lif !UY (p, q) = 0 unless i = d, and Lif∗UY (p, q) = 0 unless
i = −d. We set T0 := Ldf !UY (p, q). We shall construct T0 ≃ UX(p, q− d). We obtain
isomorphisms for the other as the Hermitian adjoint.
Let us consider the case that X is a smooth hypersurface of Y . In this case,
T0 ≃ Cok(U(p, q) −→ U(p, q)[∗X ]). Let Y1 be an open subset of Y in the classical
topology with a holomorphic coordinate (z1, . . . , zn) such that X1 := X ∩ Y1 = {z1 =
0}. We have an isomorphism OY1 [∗X1]
/OY1 ≃ i†λ−1OX1 for which z−11 ←→ λ−11 ·
(dz1/λ)
−1. We also have an isomorphism Ker
(OY1 [!X1] −→ OY1) ≃ i†OX1 for which
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−ðz1 ⊗ 1←→ 1 · (dz1/λ)−1. They give an isomorphism of R-triples. (See §4.3.3.) It
is independent of the choice of a coordinate. Hence, we can glue the isomorphisms
for varied (Y1, z1, . . . , zn), and we obtain a global isomorphism T0 ≃ UX(p, q − 1).
Let us consider the general case. We take a Zariski open subset Y2 ⊂ Y with
hypersurfaces H1, . . . , Hd such that
⋃
Hi is a normal crossing, and that
⋂d
i=1Hi =
Y2 ∩X =: X2. By using the result in the previous paragraph successively, we obtain
an isomorphism T0|X2 ≃ UX(p, q−d)|X2 . Because it is given on an Zariski open subset
of X , it is extended to an isomorphism T0 ≃ UX(p, q − d), denoted by ϕY2,H1,...,Hd .
Let us observe that it is independent of the choice of Y2 and H1, . . . , Hd. Note that
the isomorphism is already determined up to constant multiplications. First, we shall
observe the independence of the order of H1, . . . , Hd. We set d := {1, . . . , d}. We set
Cj :=
⊕
I⊂d
|I|=j
OY2 (∗H(I))⊗ CI
The inclusion OY2 [∗H(I)] −→ OY2(∗H(I ⊔ i)) and the multiplication of ei induces a
map δ : Cj −→ Cj+1. Thus, we obtain a complex (C•, δ). It is quasi-isomorphic to
the d-th cohomology sheaf Hd(C•).
We setM0 := OY2 . Inductively, we setMi :=Mi−1[∗Hi]. We have OY2 [∗H(d)] =
Md. By the construction, OY2 [∗H(d)] is theRY2 -submodule in OY2(∗H(d)) generated
by OY2(H(d)). We have a unique RY2 -homomorphism
OY2 [∗H(d)]⊗
d∧
Cd −→ ι†λ−dOX2
for which (z1 · · · zd)−1 ⊗ e1 ∧ · · · ed 7−→ λd · · · (dz1/λ)−1 · (dzd/λ)−1. It induces an
isomorphism Hd(C•) ≃ ι†λ−dOX2 . By using this isomorphism, we can observe that
ϕY2,H1,...,Hd is independent of the order ofH1, . . . , Hd. Next, ifHi = H
′
i (i = 1, . . . , d−
1), then we have ϕY2,H1,...,Hd = ϕY2,H′1,...,H′d by the construction. We can also observe
that, if Y3 ⊂ Y2 and H ′i = Hi ∩ Y3, then we have ϕY2,H1,...,Hd = ϕY3,H′1,...,H′d . Then,
we can easily obtain that ϕY2,H1,...,Hd is independent of Y2 and H1, . . . , Hd.
Let us consider the case that f is the projection of X = Y × Z to Y . We put
dZ := dimZ. We set
f∗T := T ⊠ UZ(dZ , 0)[−dZ ], f !T = T ⊠ U(0, dZ)[dZ ].
Let us show that f∗ is the left adjoint of f∗. We have only to construct natural
transformations α : id −→ f∗f∗ and β : f∗f∗ −→ id such that
(149) β◦f∗α : f∗T • −→ f∗f∗f∗T • −→ f∗T •, f∗β◦α : f∗N • −→ f∗f∗f∗N • −→ f∗N •
are the identities. We have the following natural morphisms:
(tr, a∗Z) : Upt(0, 0) −→ aZ∗UZ(dZ , 0)[−dZ ], (a−1Z , tr) : aZ!UZ(0, dZ)[dZ ] −→ Upt(0, 0)
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Here, the morphism tr : aZ!OZ [dZ ]λdZ −→ OCλ is given by the trace map, and
a−1Z : OCλ −→ aZ∗OZ [−dZ ] is given by the pull back. In particular, we obtain a
natural transform α : id −→ f∗f∗. Note that the morphisms are compatible with
natural integrable structures and real structures. For the construction of β, the
following diagram is used:
Z × Y i−−−−→ Z × Z × Y q1−−−−→ Z × Y
q2
y p1y
Z × Y p2−−−−→ Y
Here, i is induced by the diagonal Z −→ Z × Z, qj are induced by the projection
Z × Z −→ Z onto the j-th component, and pj are the projections. We have the
following morphisms of complexes of mixed twistor D-modules:
(150) f∗f∗T • = p∗2p1∗T • ≃ q2∗q∗1T • −→ q2∗
(
i∗i∗q∗1T •
) ≃ i∗q∗1T •
According to Lemma 13.9.2, we have a natural isomorphism i∗UZ×Z(dZ , 0)[−dZ ] ≃
UZ(0, 0). It induces i∗q∗1T • ≃ T • in DbMTM(Z × Y ). We define β as the composite
of (150) with the isomorphism. Note that this construction is compatible with that
in the case of D-modules. Then, we obtain that the transformations in (149) are the
identities, because the transforms for the underlying D-modules are the identity. The
construction is compatible with real structures and integrable structures.
13.10. Tensor and inner homomorphism
Let X be an algebraic variety. Let δX : X −→ X ×X be the diagonal morphism.
We obtain the functors ⊗ and RHom on DbMTM(X) in the standard ways:
T1 ⊗ T2 := δ∗X
(T1 ⊠ T2), RHom(T1, T2) := δ!X(DXT1 ⊠ T2)
They are compatible with the corresponding functors on Dbhol(X). They can be
enriched with real and integrable structures.

CHAPTER 14
D-TRIPLES AND THEIR FUNCTORIALITY
We study hermitian pairing of holonomic D-modules. The main purpose is to
establish the compatibility with the dual functor of holonomic D-modules in §14.4.
We also argue real structure of holonomic D-modules. This chapter is a preparation
for §12.
14.1. D-triples and their push-forward
14.1.1. D-triple and D-complex-triple. — We introduce the notions ofD-triples
and D-complex-triples, which are variants of R-triples in [56]. Let X be a com-
plex manifold. We set DX,X := DX ⊗C DX , which is naturally a sheaf of algebras.
Let Mi (i = 1, 2) be DX-modules. A hermitian pairing of M1 and M2 is a DX,X -
homomorphism C : M1 ⊗C M2 −→ DbX . Such a tuple (M1,M2, C) is called a
DX -triple. A morphism of DX-triples (M
′
1,M
′
2, C
′) −→ (M1,M2, C) is a pair of
morphisms ϕ1 : M1 −→ M ′1 and ϕ2 : M ′2 −→ M2 such that C′
(
ϕ1(m1),m′2
)
=
C
(
m1, ϕ2(m′2)
)
. Let D-Tri(X) denote the category of DX -triples. It is an abelian
category. A DX -triple (M1,M2, C) is called coherent (good, holonomic, etc.), if the
underlying DX -modules are coherent (good, holonomic, etc.).
14.1.1.1. D-complex-triple. — Let M•i (i = 1, 2) be bounded complexes of DX -
modules. A hermitian pairing of M•1 and M•2 is a morphism of DX ⊗DX -complexes
C : Tot
(
M•1⊗M
•
2
) −→ DbX . Namely, a tuple of morphisms Cp :M−p1 ⊗Mp2 −→ DbX
such that
Cp(dx−p−1, yp) + (−1)p+1Cp+1(x−p−1, dyp) = 0.
Such (M•1 ,M
•
2 , C) is called a DX -complex-triple. A morphism of DX -complex-triples
(M•1 ,M
•
2 , CM ) −→ (N•1 , N•2 , CN )
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is a pair of morphisms of DX -complexes ϕ1 : N
•
1 −→ M•1 and ϕ2 : M•2 −→ N•2 such
that CM (ϕ1(x), y) = CN (x, ϕ2(y)). Let C(D)-Tri(X) denote the category of DX -
complex-triples. It is an abelian category. A morphism in C(D)-Tri(X) is called a
quasi-isomorphism, if the underlying morphisms of DX -complexes are quasi isomor-
phisms.
Let T = (M•1 ,M
•
2 , C) ∈ C(D)-Tri(X). Let Hj(M•i ) be the j-th cohomology of the
complexesM•i . We have the induced DX -triple
(
H−j(M•1 ), Hj(M•2 ), Hj(C)
)
denoted
by Hj(T). We also have the induced DX -complex-triple(
H−j(M•1 )[j], H
j(M•2 )[−j], Hj(C)
)
denoted by H j(T).
For any integer ℓ, we put ǫ(ℓ) := (−1)ℓ(ℓ−1)/2. We set
Sℓ(T) := (M•1 [−ℓ],M•2 [ℓ], C[ℓ])
where C[ℓ]p(x−p−ℓ, yp+ℓ) := (−1)ℓpǫ(ℓ)Cℓ+p(x−p−ℓ, yp+ℓ) for x−p−ℓ ∈ M−p−ℓ1 =
M1[−ℓ]−p and yp+ℓ ∈Mp+ℓ2 =M2[ℓ]p. It is called the shift functor.
Let (M•1 ,M
•
2 , CM ) and (N
•
1 , N
•
2 , CN ) be D-complex-triples. Let ϕi : M
•
i −→ N•i
be quasi-isomorphisms. We say that CM and CN are the same under the quasi-
isomorphisms, if CM (m1,m2) = CN
(
ϕ1(m1), ϕ2(m2)
)
. In this case, we have the
following natural quasi-isomorphisms of D-complex-triples:
(M•1 ,M
•
2 , CM ) −−−−→ (M•1 , N•2 , C′) ←−−−− (N•1 , N•2 , CN )
Here, C′(m1, n2) = CN (ϕ1(m1), n2).
14.1.1.2. Complex of D-triples. — A complex of DX -triples consists of DX-triples
T p (p ∈ Z) and morphisms δp : T p −→ T p+1 such that δp+1 ◦ δp = 0. It is described
by T p = (M−p1 ,Mp2 , Cp) and δp = (δp1 , δp2), where δp1 : M−p−11 −→ M−p1 and δp2 :
Mp2 −→Mp+12 . They give complexes M•i , and satisfy
(151) Cp+1(x−p−1, δp2y
p) = Cp(δp1x
−p−1, yp)
Let C(D-Tri(X)) denote the category of bounded complexes of DX -triples. For T • ∈
C(D-Tri(X)), its j-th cohomology is denoted by Hj(T •). For any integer ℓ, we
define the shift T •[ℓ] in the standard way. Namely, we set T [q]p := T p+q, and the
differentials δ˜p : T [q]p −→ T [q]p+1 are given by (−1)qδp+q.
We put ǫ(p) := (−1)p(p−1)/2 for integers p. For T • ∈ C(D-Tri(X)) with the
above description, we define an object Ψ1(T •) :=
(
M•1 ,M•2 , C˜
)
in C(D)-Tri(X), where
C˜p := ǫ(p)Cp. Thus, we obtain a functor
Ψ1 : C(D-Tri(X)) −→ C(D)-Tri(X).
It is easy to check the following.
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Proposition 14.1.1. — Ψ1 is an equivalence. We have Ψ1(T •[ℓ]) ≃ Sℓ(Ψ1(T •))
naturally. We also have H jΨ1(T •) ≃ Ψ1
(
Hj(T •)[−j]).
14.1.1.3. D-double-complex-triple and total complex. — ADX-double-complex-triple
is a tuple
(
M•,•1 ,M
•,•
2 , C
)
:
– M•,•i (i = 1, 2) are double complexes of DX -modules, i.e., they are Z
2-graded
D-modules {Mpi |p ∈ Z} with morphisms dj :Mpi −→Mp+δji (i = 1, 2, j = 1, 2)
such that dj ◦ dj = 0 and dj ◦ dm = dm ◦ dj . Here, δ1 = (1, 0) and δ2 = (0, 1).
For simplicity, we assume the boundedness.
– C : M•,•1 ⊗M
•,•
2 −→ DbX be a morphism of DX ⊗DX -double-complexes, i.e.,
a tuple of DX ⊗DX -morphisms Cp :M−p1 ⊗Mp2 −→ DbX such that
Cp(d1x
−p−δ1 , yp) + (−1)p1+1Cp+δ1(x−p−δ1 , d1yp) = 0
Cp(d2x
−p−δ2 , yp) + (−1)p2+1Cp+δ2(x−p−δ2 , d2yp) = 0
Let C(2)(D)-Tri(X) denote the category of DX -double-complex-triples.
Let (M•,•1 ,M
•,•
2 , C) be an object in C(2)(D)-Tri(X). We define the total complex
object Tot(M•,•1 ,M
•,•
2 , C) in C(D)-Tri(X). The underlying D-complexes are the total
complexes Tot(M•,•i ), i.e.,
Tot(M•,•i )
p =
⊕
p1+p2=p
Mpi ,
with the differential dxp = d1x
p + (−1)p1d2xp . The pairings are given by
(152) C˜p =
⊕
p1+p2=p
(−1)p1p2Cp .
Let us show that they give a DX -complex-triple. We have only to check (151). We
have
(153) C˜(dx−p−δ1 , yp) + (−1)p1+p2+1C˜(x−p−δ1 , dyp)
= (−1)p1p2Cp(d1x−p−δ1 , yp) + (−1)p1+p2+1(−1)(p1+1)p2Cp+δ1(x−p−δ1 , d1yp)
= (−1)p1p2(Cp(d1x−p−δ1 , yp) + (−1)p1+1Cp+δ1(x−p−δ1 , d1yp)) = 0
We also have
(154) C˜p(dx−p−δ2 , yp) + (−1)p1+p2+1C˜p+δ2(x−p−δ2 , dyp)
= (−1)p1p2Cp(d2x−p−δ2 , yp) + (−1)p1+p2+1(−1)p1(p2+1)Cp+δ2(x−p−δ2 , d2yp)
= (−1)p1p2(Cp(d2x−p−δ2 , yp) + (−1)p2+1Cp+δ2(x−p−δ2 , d2yp)) = 0
We can easily deduce (151) from (153) and (154). Thus, we obtain a natural functor
Tot : C(2)(D)-Tri(X) −→ C(D)-Tri(X).
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14.1.2. The push-forward. — Let T = (M1,M2, C) be a DX -triple. Let f :
X −→ Y be a morphism of complex manifolds such that the restriction of f to the
support of T is proper. As in the case of R-triples [56], we shall construct f (0)† T =
(f†M1, f†M2, f
(0)
† C) in C(D)-Tri(Y ) and correspondingly f†T = (f†M1, f†M2, f†C)
in C(D-Tri(Y )) i.e., Ψ1
(
f†T
)
= f
(0)
† T . We remark that this is a specialization of
the push-forward for R-triples given in [56]. We shall compare it with a more naive
construction in §14.1.4.
14.1.2.1. Closed immersion. — If f is a closed immersion, we have f†Mi = ωX ⊗
f−1(DY ⊗ ω−1Y ) ⊗DX Mi. Let ηX and ηY denote local generators of ωX and ωY ,
respectively. We put dX := dimX and dY := dimY . We set
(155) f
(0)
† C
(
(ηX/ηY ) ·m1, (ηX/ηY ) ·m2
)
:=
1
ηY ηY
f∗
(
ηXηX · C(m1,m2)
) ( 1
2π
√−1
)dX−dY
ǫ(dX) ǫ(dY )
Namely, for a test form ϕ = φ · ηY ηY , we define
(156)
〈
f
(0)
† C
(
(ηX/ηY ) ·m1, (ηX/ηY ) ·m2
)
, ϕ
〉
:=〈
C(m1,m2), f
∗φ ηXηX
〉( 1
2π
√−1
)dX−dY
ǫ(dX) ǫ(dY )
In this case, we have f†C = f
(0)
† C.
Let f : X −→ Y and g : Y −→ Z be closed immersions. We have natural
isomorphisms (g ◦ f)†Mi ≃ g†
(
f†Mi
)
(i = 1, 2). The following lemma is easy to see.
Lemma 14.1.2. — We have (g ◦ f)(0)† (C) = g(0)† (f (0)† C) under the isomorphisms.
Remark 14.1.3. — If Y = ∆n, X = {zℓ+1 = · · · zn = 0}, ηX = dz1 · · · dzℓ and
ηY = dz1 · · · dzn, we have
ηX ηX = ηY ηY
/ n∏
i=ℓ+1
dzi dzi × ǫ(dX) ǫ(dY )
Hence, for a test form ϕ on Y , we have
(157)
〈
f
(0)
† C
(
(ηX/ηY )m1, (ηX/ηY )m2
)
, ϕ
〉
=〈
C(m1,m2), f
∗ϕ
/ n∏
i=ℓ+1
dzidzi
〉( 1
2π
√−1
)dX−dY
When we consider R-triples, ηX/ηY is replaced with (λdXηX)
/
(λdY ηY ), Then, the
signature (−1)dX−dY appears in the right hand side of (157). The formula is the
same as that in §1.6.d [56].
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14.1.2.2. Projection. — Let us consider the case f : X = Z × Y −→ Y is the
projection. Set dZ = dimZ. We have f†Mi = f!
(
Mi ⊗ E•Z [dZ ]
)
. We set
(158) f
(0)
† C
(
ηdZ−pm1, ηdZ+pm2
)
:=∫
ηdZ−p ∧ ηdZ+pC(m1,m2)
(
1
2π
√−1
)dZ
ǫ(dZ) (−1)pdZ
We have the following:
(159)
f†C
(
ηdZ−pm1, ηdZ+pm2
)
=
∫
ηdZ−p ∧ ηdZ+pC(m1,m2)
(
1
2π
√−1
)dZ
ǫ(p+ dZ)
Note that ǫ(dZ)(−1)pdZ ǫ(p) = ǫ(p + dZ). The formula (159) is the same as that in
§1.6.d [56].
14.1.2.3. Some compatibility. — For our later purpose, we give some lemmas on
compatibility of the push-forward for closed immersion and projection (Lemma 14.1.4
and Lemma 14.1.5). Let ℓ ≤ k. We put Y := ∆n. Let X and Z be the submanifold
of Y given as X := {zℓ+1 = · · · = zn = 0} and Z := {zk+1 = · · · = zn = 0}. Let
f : X −→ Y be the natural inclusion. Let g : Y −→ Z be the projection forgetting
the last components. The composite g ◦ f : X −→ Z is the natural inclusion.
For p = 1, . . . , n, we set ηp := dz1 · · · dzp. For p1 ≤ p2, we set ηp1,p2 := ηp2/ηp1 .
Let (M1,M2, C) ∈ D-Tri(X). We put dY/Z := dY − dZ . We have
g†
(
f†Mi
) ≃ g∗(Ω•Y/Z [dY/Z ]⊗ f†Mi)
We have the quasi-isomorphism g†
(
f†Mi
) ≃ (g ◦ f)†Mi induced by
ηk,n ⊗
(
mi/ηℓ,n
) 7−→ mi/ηℓ,k.
Lemma 14.1.4. — We have g
(0)
† (f
(0)
† C) = (g◦f)(0)† C under the quasi-isomorphism.
Proof We have the following:
(160)
〈
g
(0)
†
(
f
(0)
† C
)(
ηk,n (m1/ηℓ,n), ηk,n (m2/ηℓ,n)
)
, ϕ
〉
=
(
1
2π
√−1
)n−k
ǫ(n− k)
∫
ηk,nηk,nf
(0)
† C
(
m1/ηℓ,n, m2/ηℓ,n
)
g∗ϕ
=
(
1
2π
√−1
)n−k
ǫ(n− k)
〈
f
(0)
† C
(
m1/ηℓ,n,m2/ηℓ,n
)
, ηk,nηk,ng
∗ϕ
〉
=
(
1
2π
√−1
)ℓ−k
ǫ(n− k) ǫ(ℓ) ǫ(n)
〈
(ηnηn)
−1f∗
(
ηℓηℓC(m1,m2)
)
, g∗ϕηk,nηk,n
〉
=
(
1
2π
√−1
)ℓ−k
ǫ(n− k) ǫ(ℓ) ǫ(n)
〈
ηℓηℓC(m1, m2), f
∗
(g∗ϕηk,nηk,n
ηnηn
)〉
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We also have the following:
(161)
〈
(g ◦ f)(0)† C
(
m1/ηℓ,k, m2/ηℓ,k
)
, ϕ
〉
=
(
1
2π
√−1
)ℓ−k 〈
(ηkηk)
−1(g ◦ f)∗
(
ηℓηℓC(m1,m2)
)
, ϕ
〉
× ǫ(ℓ) ǫ(k)
Let ϕ = ηkηk φ. Then, we have
(g ◦ f)∗
(
ϕ
ηkηk
)
= (g ◦ f)∗φ = (−1)k(n−k)f∗
(
g∗(ηkηkφ) ηk,nηk,n
ηnηn
)
Because (n− k)(n− k− 1)/2− n(n− 1)/2− k(k− 1)/2+ k(n− k) ≡ 0 modulo 2, we
obtain (g ◦ f)(0)† C = g(0)† f (0)† C. Thus, Lemma 14.1.4 is proved.
We consider another compatibility. Let Z be a complex manifold. Let us consider
the following diagram:
Z ×∆k g1−−−−→ Z ×∆k+ℓ
f1
y f2y
∆k
g2−−−−→ ∆k+ℓ
Here, gi are the natural inclusions, and fi are the projections. Let (M1,M2, C) ∈
D-Tri(Z ×∆k) such that the support of Mi are proper with respect to f1. We have
natural isomorphisms g2†
(
f1†Mi
) ≃ f2†g1†Mi.
Lemma 14.1.5. — We have g
(0)
2† ◦ f (0)1† (C) = f (0)2† ◦ g(0)1† (C) under the isomorphisms.
Proof We put n = dimZ. We have the following:
(162) g
(0)
2†
(
f
(0)
1† (C)
)(
(ηk/ηk+ℓ) · ξn−pm1, (ηk/ηk+ℓ) ξn+pm2
)
=
(
1
2π
√−1
)−ℓ
(ηk+ℓηk+ℓ)
−1g2∗
(
ηkηk f
(0)
1† (C)(ξ
n−pm1, ξn+pm2)
)
× ǫ(k + ℓ) ǫ(k)
=
(
1
2π
√−1
)n−ℓ
(ηk+ℓηk+ℓ)
−1g2∗
(
ηkηk
∫
f1
ξn−pξ
n+p
C(m1,m2)
)
ǫ(n) (−1)np ǫ(k+ℓ) ǫ(k)
Suppose that the supports Supp(ξn−p) and Supp(ξn+p) are sufficiently small so that
there exists a C∞-local generator ηZ of ωZ on a neighbourhood U of Supp(ξn−p) ∪
Supp(ξn+p). We set η′m := ηZ · ηm on U . We also have the following:
(163) f
(0)
2†
(
g
(0)
1† C
)(
ξn−p(η′k/η
′
k+ℓ)m1, ξn+p(η
′
k/η
′
k+ℓ)m2
)
=
(
1
2π
√−1
)n ∫
f2
ξn−pξ
n+p
g1†
(
(η′k/η
′
k+ℓ)m1, (η
′
k/η
′
k+ℓ)m2
) · ǫ(n) (−1)−np
=
(
1
2π
√−1
)n−ℓ∫
f2
ξn−pξ
n+p
(η′k+ℓη
′
k+ℓ)
−1g1∗
(
η′kη
′
kC(m1,m2)
)
ǫ(n)(−1)−npǫ(n+ k + ℓ)ǫ(n+ k)
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We have the following equality modulo 2:
(164)
(k + ℓ)(k + ℓ− 1)/2− k(k − 1)/2− (n+ k + ℓ)(n+ k + ℓ− 1)/2− (n+ k)(n+ k − 1)/2
≡ kℓ+ (n+ k)ℓ = nℓ
We have the following:
(165)
〈
(ηk+ℓηk+ℓ)
−1g2∗
(
ηkηk
∫
f1
ξn−pξ
n+p
C(m1,m2)
)
, φηk+ℓηk+ℓ
〉
=
〈∫
f1
ξn−pξ
n+p
C(m1,m2), g
∗
2(φ)ηkηk
〉
We have the following:
(166)
〈∫
f2
ξn−pξ
n+p
(
(η′k+ℓη
′
k+ℓ)
−1g1∗
(
η′kη
′
k · C(m1,m2)
))
, φ · ηk+ℓηk+ℓ
〉
=
〈
g1∗
(
η′kη
′
kC(m1,m2)
)
,
f∗2φ ξ
n−pξ
n+p
ηk+ℓηk+ℓ
η′k+ℓη
′
k+ℓ
〉
We have the description ξn−pξ
n+p
= AηZηZ . Then, we have
f∗2φ ξn−pξ
n+p
ηk+ℓηk+ℓ
η′k+ℓη
′
k+ℓ
= f∗2φA (−1)n(k+ℓ)
Then, (166) is rewritten as follows:
(167)
〈
C(m1,m2), g
∗
1(f
∗
2φ
∗A(−1)n(k+ℓ))η′kη′k
〉
=〈
C(m1,m2), g
∗
1(f
∗
2φ
∗A(−1)nℓ)ηZηZηkηk
〉
= (−1)nℓ
〈
C(m1,m2), ξ
n−pξ
n+p
(g2 ◦ f1)∗φ ηkηk
〉
By comparing (165) and (167), we obtain the desired equality in the case that
Supp(ξn−p) ∪ Supp(ξn+p) is sufficiently small. We obtain the general case by us-
ing the partition of the unity, and thus Lemma 14.1.5 is proved.
14.1.2.4. Construction of the push-forward in the general case. — In the general
case, we factor f into the closed immersion f1 : X −→ X × Y and the projection
f2 : X × Y −→ Y . We obtain a D-complex-triple f (0)2†
(
f
(0)
1† (M1,M2, C)
)
on Y . We
obtain the following lemma from Lemma 14.1.4 and Lemma 14.1.5.
Lemma 14.1.6. — If f is a closed immersion or a projection, f
(0)
2†
(
f
(0)
1† (M1,M2, C)
)
is naturally isomorphic to the object f
(0)
† (M1,M2, C) given previously.
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14.1.2.5. Push-forward of D-complex-triples. — Let (M•1 ,M
•
2 , C) ∈ C(D)-Tri(X)
such that the restriction of f to the support of Mi are proper. We have the fol-
lowing object in C(2)(D)-Tri(Y ):(
f†(M•1 )
•, f†(M•2 )
•, f (0)† C
)
By taking the total complex, we obtain an object in C(D)-Tri(Y ), which we denote
by f
(0)
† (M
•
1 ,M
•
2 , C). Correspondingly, we have the push-forward for complexes of
D-triples.
14.1.2.6. Composition. — Let f : X −→ Y and g : Y −→ Z be morphisms of
complex manifolds. Let (M•i ,M
•
2 , C) be aDX -complex-triple such that the restriction
of f and g ◦ f to the supports of Mi are proper. We have natural quasi-isomorphisms
(g ◦ f)†Mi ≃ g†
(
f†Mi
)
. The following lemma is implied in [56].
Lemma 14.1.7. — We have (g ◦ f)(0)† = g(0)† (f (0)† C) under the quasi-isomorphisms.
Proof By using Lemma 14.1.4 and Lemma 14.1.5, we can reduce the issue to the
case that f :W ×Z × Y −→ Z × Y and g : Z × Y −→ Y are the projections. We set
m := dimW and n := dimZ. We have the following:
(168) (g ◦ f)(0)† C
(
ξn−qηm−pm1, ξn+qηm+pm2
)
=
(
1
2π
√−1
)m+n ∫
ξn−qηm−pξn+qηm+pC(m1,m2) ǫ(m+ n) (−1)−(m+n)(p+q)
We also have the following (recall (152)):
(169) g
(0)
†
(
f
(0)
† C
)(
ξn−qηm−pm1, ξn+qηm+pm2
)
× (−1)pq
=
(
1
2π
√−1
)n ∫
ξn−qξ
n+q
f
(0)
† C(η
m−pm1, ηm+pm2) ǫ(n) (−1)−nq+pq
=
(
1
2π
√−1
)m+n ∫
ξn−qηm−pξ
n+q
ηm+pC(m1,m2)ǫ(m)ǫ(n)(−1)−mp−nq+pq+(n+q)(m−p)
We have the following equality modulo 2:
(170) m(m− 1)/2 + n(n− 1)/2 +mp+ nq + pq + (n+ q)(m− p) ≡
(m+ n)(m+ n− 1)/2 + (m+ n)(p+ q)
Thus, we obtain Lemma 14.1.7.
14.1.2.7. Correspondence of left and right triples (Appendix). — The correspondence
between hermitian pairings for left and rightD-modules are given as follows. Let C be
a hermitian pairingM1×M2 −→ DbX . The corresponding pairing of rightD-modules
(ωX ⊗M1)⊗C (ωX ⊗M2) −→ DbdX,dXX is given as follows:
Cr
(
η1 ⊗m1, η2 ⊗m2
)
:= η1η2 C(m1,m2) ǫ(dX)
(
1
2π
√−1
)dX
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For a closed immersion f : X −→ Y , we should have f∗Cr(ηX ⊗ m1, ηX ⊗m2) =
(f
(0)
† C)
r
(
ηX ⊗ m1, ηX ⊗m2
)
. It implies the formula in the closed immersion, as
follows.
(171)
〈
C(m1,m2), f
∗φ ηXηX
〉
ǫ(dX)
(
1
2π
√−1
)dX
=〈
f∗Cr(ηX ⊗m1, ηX ⊗m2), φ
〉
=
〈
(f
(0)
† C)
r(ηX ⊗m1, ηX ⊗m2), φ
〉
=
〈
(f
(0)
† C)
(
(ηX/ηY )m1, (ηX/ηY )m2
)
, f∗φ ηY ηY
〉
ǫ(dY )
(
1
2π
√−1
)dY
14.1.3. Hermitian adjoint of D-complex-triples. — For T • ∈ C(D-Tri(X)),
we define Dherm(T •) in C(D-Tri(X)) as follows. The p-th member Dherm(T •)p is
(T −p)∗. The differential Dherm(T •)p −→ Dherm(T •)p+1 is defined by Dherm(δ−p−1),
as in §1.6.c [56]. Then, Dherm gives a contravariant auto equivalence of C(D-Tri(X)).
We have a natural isomorphism Dherm
(T •[ℓ]) =Dherm(T •)[−ℓ].
By the equivalence Ψ1, we obtain a contravariant auto equivalence D
(0) herm on
C(D)-Tri(X):
D(0) herm(M•1 ,M
•
2 , C) = (M
•
2 ,M
•
1 , C
∗)
Here, (C∗)p = (−1)p(Cp)∗. We have a natural isomorphism S−ℓ◦Dherm ≃Dherm◦Sℓ.
Lemma 14.1.8. — Let f : X −→ Y be a morphism of complex manifolds. Let
F ∈ C(D)-Tri(X) such that the restriction of f to the support of T is proper. We
have f
(0)
† ◦D(0) herm(T) = D(0) herm ◦ f (0)† (T) in C(D)-Tri(Y ). As a consequence, for
T • ∈ C(D-Tri(X)), we have f† ◦Dherm(T •) =Dherm ◦ f†(T •) in C(D-Tri(Y )).
Proof We use the notation in the construction of push-forward in §14.1.2. Let us
consider the case that f is a closed immersion. We have the following:
(172) f
(0)
† (C
∗)
(
(ηX/ηY )m2, (ηX/ηY )m1
)
= (ηY ηY )
−1 f∗
(
ηX ηX C
∗(m2,m1)
) ( 1
2π
√−1
)dX−dY
ǫ(dX) ǫ(dY )
= (ηY ηY )
−1f∗
(
ηXηX C(m1,m2)
)( 1
2π
√−1
)dX−dY
ǫ(dX) ǫ(dY )
= (ηY ηY )
−1f∗
(
ηXηXC(m1,m2)
)( 1
2π
√−1
)dX−dY
(−1)dX−dY ǫ(dX) ǫ(dY )
= (ηY ηY )
−1f∗
(
ηXηXC(m1,m2)
)( 1
2π
√−1
)dX−dY
ǫ(dX) ǫ(dY )
= (f
(0)
† C)
∗((ηX/ηY )m1, (ηX/ηY )m2)
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Let us consider the case that f : Z × Y −→ Y . We put m := dimZ. We have the
following:
(173) (f
(0)
† C
∗)(ηm+pm2, ηm−pm1) =
(
1
2π
√−1
)m ∫
ηm+pηm−pC∗(m2,m1) ǫ(m) (−1)mp
=
(
1
2π
√−1
)m
(−1)m
∫
ηm−pηm+p(−1)m−pC(m1,m2) ǫ(m) (−1)mp
= (−1)p(f (0)† C)∗(ηm+pm2, ηm−pm1).
Thus, we are done.
14.1.4. Comparison with the naive push-forward. —
14.1.4.1. Trace morphism. — Let us observe that we have a natural morphism, called
the trace morphism:
(174) tr : f!
((
DY←X ⊗C DY←X
)⊗LDX,X DbX) −→ DbY
Indeed, we have the following:
(175)
(
ωX ⊗ f−1
(
DY ⊗ ω−1Y
)⊗C ωX ⊗ f−1(DY ⊗ ω−1Y ))⊗LDX,X DbX −→
f−1(DY,Y ⊗ ω−1Y,Y )⊗ Ω
•
X [dX ]⊗ Ω•X [dX ]⊗OX,X DbX
−→ f−1(DY,Y ⊗ ω−1Y,Y )⊗Db
•
X [2dX ]
Here, we use the pairing Ω•X [dX ]⊗ Ω•X [dX ] −→ Db•X [2dX ] given as follows. We have
the natural identification Ω•X [dX ]⊗Ω•X [dX ] ≃
(
Ω•X ⊗Ω•X
)
[2dX ] which is given by the
multiplication of (−1)pdX ǫ(dX) on Ωp+dXX ⊗Ωq+dXX . We have the natural isomorphism
Tot
(
Ω•X ⊗ Ω•X
) ⊗DbX −→ Db•X . The composition gives the desired pairing. Then,
we obtain
(176) f!
((
DY←X ⊗C DY←X
)⊗LDX,X DbX) −→ (DY,Y ⊗ ω−1Y,Y )⊗ f!(Db•X [2dX ])
A−→ (DY,Y ⊗ ω−1Y,Y )⊗Db•Y [2dY ]
B≃ (ω−1Y ⊗DY ⊗ Ω•Y [dY ])⊗ (ω−1Y ⊗DY ⊗ Ω•Y [dY ])⊗DbY ≃ DbY
The morphism A is induced by the integration f!Db
p+dX ,q+dX
X −→ Dbp+dY ,q+dYY
multiplied with (2π
√−1)dX−dY . For B, we use the identification as in the case of
(175).
14.1.4.2. Naive push-forward of pairings. — Let C : M1 ×M2 −→ DbX . We have
the following induced pairing:(
DY←X ⊗LDX M1
)⊗C (DY←X ⊗LDX M2) −−−−→ (DY←X ⊗C DY←X)⊗LDX,X DbX
Hence, we obtain the following pairing
f†M1 ⊗ f†M2 −−−−→ f!
((
DY←X ⊗DY←X
)
⊗LDX,X Db•X [2dX ]
) tr−−−−→ DbY
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It is denoted by f
(1)
† C. We have the following comparison.
Lemma 14.1.9. — We have f
(1)
† (C) = f
(0)
† (C).
Proof Let us consider the case that f is a closed immersion. We have the follow-
ing:
(177) f
(1)
† (C)
(
(ηX/ηY )m1, (ηX/ηY )m2
)
= (ηY ηY )
−1f∗
(
ηXηX C(m1,m2)
)( 1
2π
√−1
)dY −dX
ǫ(dX) ǫ(dY )
Here, ǫ(dX) and ǫ(dY ) appear by the identifications Ω
•
X [dX ] ⊗ Ω•X [dX ] ≃
(
Ω•X ⊗
Ω•
X
)
[2dX ] and Ω
•
Y [dY ] ⊗ Ω•Y [dY ] ≃
(
Ω•Y ⊗ Ω•Y
)
[2dY ]. By definition, we have the
following:
(178) f
(0)
† (C)
(
(ηX/ηY )m1, (ηX/ηY )m2
)
= (ηY ηY )
−1f∗
(
ηXηX C(m1,m2)
) ·( 1
2π
√−1
)dX−dY
ǫ(dX) ǫ(dY )
Hence, we are done in this case.
Let us consider the case f : X = Z × Y −→ Y . We have the identification
f†M ≃ f†(M ⊗ E•Z [dZ ]) ≃ f†
(
M ⊗ E•Z [dZ ]⊗f−1OY f−1
(
Ω•Y [dY ]⊗DY ⊗ ω−1Y
))
Let m = dimZ and n = dimY . We have
(179) f
(1)
† C
(
η−1Y ⊗ (m1 · ξm−p ηY ), η−1Y ⊗ (m2 · ξm+pηY )
)
= (ηY ηY )
−1
∫
C(m1,m2) ξ
m−pηY ξm+pηY (−1)pdX
(
1
2π
√−1
)m
ǫ(dX) ǫ(dY )
= (ηY ηY )
−1
∫
C(m1,m2) ξ
m−pξ
m+p
ηY ηY (−1)n(m+p)+pdX
(
1
2π
√−1
)m
ǫ(dX) ǫ(dY )
We also have the following:
(180) f
(0)
† C(m1 ξ
m−p, m2 ξm+p) =
∫
C(m1,m2) ξ
m−pξ
m+p
(−1)mp
(
1
2π
√−1
)m
ǫ(m)
It is easy to check that (179) and (180) are equal. Hence, we obtain f
(1)
† C = f
(0)C
† .
Remark 14.1.10. — We will not distinguish f (0) and f (1) in the following.
14.1.5. Rules for signature (Appendix). —
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14.1.5.1. Contravariant functor and a shift of degree. — Let A• be a CX -complex
with a differential ∂. Recall that, for any integer ℓ, the shift A•[ℓ] is the complex
such that (A•[ℓ])p = Aℓ+p with the differential (−1)ℓ∂. Recall the rule in [10] on
the signature for contravariant functor. Let F be a contravariant functor from the
category of CX -modules to a C-linear abelian category C . Then, we obtain a com-
plex B in C given by Bk := F (A−k). The differential Bk −→ Bk+1 is given by
(−1)k+1F (∂) : F (A−k) −→ F (A−k−1). The complex is denoted by F (A•). For any
integer ℓ, we have a natural isomorphism F (A•)[−ℓ] ≃ F (A•[ℓ]) given by the multi-
plication of ǫ(ℓ)(−1)pℓ on F (A•)[−ℓ]p = F (A−p+ℓ), where ǫ(ℓ) = (−1)ℓ(ℓ−1)/2. The
composition F (A•)[−ℓ− k] ≃ F (A•[ℓ])[−k] ≃ F (A•[ℓ + k]) is equal to the direct one
F (A•)[−ℓ− k] ≃ F (A•[ℓ+ k]).
14.1.5.2. Naive n-complex and the total complex. — Let A be a naive n-complex
of CX -modules, i.e., it is Zn-graded CX -module A =
⊕
k∈Zn Ak equipped with dif-
ferentials ∂i : Ak −→ Ak+δi (i = 1, . . . , n) such that ∂i ◦ ∂i = 0 and [∂i, ∂j ] = 0.
Here, the j-th component of δ i is 1 if i = j, and 0 if i 6= j. We put |k| =
∑
ki
for k = (ki) ∈ Zn. Then, the total complex Tot(A) is defined as a Z-graded CX -
module Tot(A)k =⊕|k|=kAk with the differential ∂ : Tot(A)k −→ Tot(A)k+1 given
by ∂(ak) =
∑
i(−1)
∑
j<i ki∂i(a
k).
Let A be a n-complex. Let A[ℓδ i] be the n-complex given by A[ℓδ i]k = Ak+ℓδi
with the differentials ∂j (j 6= i) and (−1)ℓ∂i. We have an isomorphism Tot(A[ℓδ i]) ≃
Tot(A)[ℓ] given by the multiplication of (−1)
∑
j<i ℓki on Ak .
14.1.5.3. Inner homomorphism. — Let A•i (i = 1, 2) be CX -complexes. We have the
CX -double complex B•,• given by Bp,q := Hom(A−q1 , Ap2). We often denote it just
by Hom(A•1, A•2). By the standard rule of the signature, we have ∂(f) = ∂ ◦ f −
(−1)p−qf ◦ ∂ for f ∈ Hom(Aq1, Ap2), i.e., ∂(f)(a) = ∂
(
f(a)
)− (−1)|f |f(∂a).
We have the isomorphism Hom(A•1[ℓ], A•2)≃Hom(A•1, A•2)[−ℓδ2] in §14.1.5.1. The
isomorphism in 14.1.5.2 induces the following isomorphism
TotHom(A•1[ℓ], A•2) ≃ TotHom(A•1, A•2)[−ℓ].
which is given by the multiplication of ǫ(ℓ)(−1)rℓ on TotHom(A•1[ℓ], A•2)r.
14.1.5.4. Pairing. — Let I• be a CX -complex. Let C : Tot(A•1 ⊗ A•2) −→ I• be a
morphism. For any integer ℓ, we have an isomorphism Tot(A•1 ⊗A•2) ≃ Tot(A•1[−ℓ]⊗
A•2[ℓ]) given by the multiplication of ǫ(ℓ)(−1)ℓp on
(
A•1[−ℓ]⊗ A•2[ℓ]
)p,q
. It induces a
morphism
C[ℓ] : Tot
(
A•1[−ℓ]⊗A•2[ℓ]
) −→ I•.
A morphism C : Tot(A•1 ⊗ A•2) −→ I• is equivalent to a morphism ΨC : A•1 −→
TotHom(A•2, I•). The correspondence is given by ΨC(a)(b) = C(a, b). The following
lemma can be checked in an elementary way.
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Lemma 14.1.11. — Under the identification
TotHom(A•2[ℓ], I•) ≃ TotHom(A•2, I•)[−ℓ],
we have ΨC[ℓ] = ΨC .
14.2. Localization, twist and specialization of non-degenerate D-triple
14.2.1. Category of non-degenerate D-triples. — For any DX -module M , we
have an object CXM := RHomDX (M,DbX) in the derived category ofDX -complexes.
If M is holonomic, we have the natural identification
CXM ≃ H0CXM = HomDX (M,DbX),
and it is holonomic. (See [29], [55] and [59]. See also [51].)
A DX -triple (M1,M2, C) is called holonomic, if Mi are holonomic. It is called
non-degenerate, if moreover the induced morphism ϕC,1,2 :M2 −→ CX(M1) is an iso-
morphism. The condition is equivalent to that the induced morphism ϕC,2,1 :M1 −→
CX(M2) is an isomorphism. Let D-Trind(X) ⊂ D-Tri(X) denote the full subcategory
of non-degenerate DX -triples (M1,M2, C). It is easy to check that D-Trind(X) is an
abelian subcategory of D-Tri(X).
14.2.2. Localization. — Let g be a holomorphic function on a complex manifold.
Let T = (M1,M2, C) ∈ D-Tri(X) be holonomic. As in the case of R-triples, we
have the uniquely induced pairings C[!g] : M1[∗g] × M2[!g] −→ DbX and C[∗g] :
M1[!g]×M2[∗g] −→ DbX . (See §3.3.) Thus, we have T [!g] =
(
M1[∗g],M2[!g], C[!g]
)
and T [∗g] = (M1[!g],M2[∗g], C[∗g]).
Lemma 14.2.1. — If T is non-degenerate, T [!g] and T [∗g] are also non-degenerate.
Proof Let N be a holonomic DX -module such that N(∗g) ≃ CX(M2[∗g])(∗g).
We have an isomorphism CX(N)(∗g) ≃ M2(∗g). Hence, we have a unique morphism
M2[!g] −→ CX(N). It induces N −→ CX(M2[!g]). By this universal property, we ob-
tain that CX(M2[!g]) ≃ CX(M2[!g])[∗g]. Therefore, we obtain that the induced mor-
phism M1[∗g] −→ CX(M2[!g]) is an isomorphism. Namely, T [!g] is non-degenerate.
Similarly, we obtain that T [∗g] is non-degenerate.
Lemma 14.2.2. — If g−11 (0) = g
−1
2 (0), we have T [⋆g1] = T [⋆g2].
Proof We have M [∗g1] =M [∗g2] for any holonomic D-module M , which implies
M [!g1] = M [!g2]. Hence, we have the coincidence of the underlying DX -modules of
T [⋆gi] (i = 1, 2). Then, it is easy to deduce the coincidence of the pairings on X from
the coincidence on X \ g−1i (0).
Let H be a hypersurface of X . By Lemma 14.2.2, we obtain hermitian pairings:
C[∗H ] : M1[!H ]×M2[∗H ] −→ DbX , C[!H ] :M1[∗H ]×M2[!H ] −→ DbX .
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Thus, we obtain the inducedD-triples T [∗H ]=(M1[!H ],M2[∗H ], C[∗H ]) and T [!H ]=(
M1[∗H ],M2[!H ], C[!H ]
)
for holonomic T ∈ D-Tri(X). If T is non-degenerate, T [⋆H ]
are also non-degenerate. It is easy to see the following.
Lemma 14.2.3. — We have Dherm(T [∗H ]) = (DhermT )[!H ] and Dherm(T [!H ]) =
(DhermT )[∗H ].
14.2.3. Tensor with smooth triple. — A DX -module is called smooth, if it is
coherent as an OX -module, which implies that it is a locally free OX -module. A
DX -triple is called smooth, if the underlying DX-modules are smooth. The values
of the hermitian pairing is contained in the sheaf of C∞-functions on X . Let Ti =
(Mi,1,Mi,2, Ci) ∈ D-Tri(X) (i = 1, 2). If T2 is smooth, we naturally have an object
T1 ⊗ T2 :=
(M1,1 ⊗ M2,1,M2,1 ⊗ M2,2, C1 ⊗ C2) in D-Tri(X). We clearly have
Dherm(T1 ⊗ T2) =Dherm(T1)⊗Dherm(T2).
Lemma 14.2.4. — If Ti are non-degenerate, T1 ⊗ T2 is also non-degenerate.
Proof We have only to consider the case that T2 = (O,O, C0). Then, the claim
is clear.
Let us consider a more general case. Let H be a hypersurface of X . A DX(∗H)-
module is called smooth, if it is a locally free OX(∗H)-module. A smooth DX(∗H)-
triple is a tuple of smooth DX(∗H)-modules Vi with a pairing CV : V1 ⊗ V2 −→
C∞modHX . It is called non-degenerate, if (V1, V2, CV )|X\H is non-degenerate.
Let TV = (V1, V2, CV ) be a non-degenerate smooth DX(∗H)-triple. Let T =
(M1,M2, C) ∈ D-Trind(X). We have the induced pairing C ⊗ CV : (M1 ⊗ V1) ⊗
(M2 ⊗ V2) −→ DbmodHX , where DbmodHX denotes the sheaf of distributions on X with
moderate growth along H . We obtain hermitian pairings, as in §14.2.2:
(C ⊗ CV )[∗H ] : (M1 ⊗ V1)[!H ]⊗ (M2 ⊗ V2)[∗H ] −→ DbX
(C ⊗ CV )[!H ] : (M1 ⊗ V1)[∗H ]⊗ (M2 ⊗ V2)[!H ] −→ DbX
Thus, we obtain hermitian pairings:
(T ⊗ TV )[∗H ] :=
(
M1 ⊗ V1[!H ],M2 ⊗ V2[∗H ], C ⊗ CV [∗H ]
)
(T ⊗ TV )[!H ] :=
(
M1 ⊗ V1[∗H ],M2 ⊗ V2[!H ], C ⊗ CV [!H ]
)
We clearly have
Dherm
(
(T ⊗ TV )[!H ]
)
=Dherm(T )⊗Dherm(TV )[∗H ]
Dherm
(
(T ⊗ TV )[∗H ]
)
=Dherm(T )⊗Dherm(TV )[!H ].
Lemma 14.2.5. — (T ⊗ TV )[⋆H ] (⋆ = ∗, !) are also non-degenerate.
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Proof Let us consider the case ⋆ = ∗. By the previous lemma, the restriction of
the induced morphismM1⊗V1[!H ] −→ CX
(
M2⊗V2[∗H ]
)
to X \H is an isomorphism.
Hence, M1 ⊗V1[!H ] −→ CX
(
M2⊗ V2[∗H ]
)
is an isomorphism. The other case can be
shown similarly.
14.2.4. Beilinson functors for D-triples. — Let us consider a meromorphic flat
bundle I˜a,b :=
⊕
a≤j<bOCz (∗z) sj on (Cz, 0) with a connection z∂zsj = sj+1. We
have the non-degenerate hermitian pairing I˜−b+1,−a+1 and I˜a,b with values in C∞ mod 0Cz
given as follows:
C˜(si, sj) =
(log |z|2)−i−j
(−i− j)! χi+j≤0.
Here, χi+j≤0 is 1 if i+ j ≤ 0, or 0 otherwise. For a holomorphic function g on X , we
set I˜a,bg := g
∗I˜a,b. For a DX -moduleM , we have a DX(∗g)-module Πa,bg M :=M⊗ I˜a,bg .
We set Πa,bg⋆ M := (Π
a,b
g M)[⋆g] for ⋆ = ∗, !.
Let T = (M1,M2, C) ∈ D-Tri(X). We obtain objects
Πa,bg! T =
(
Π−b+1,−a+1g∗ M1,Π
a,b
g! M2,Π
a,b
g! C
)
,
Πa,bg∗ T =
(
Π−b+1,−a+1g! M1,Π
a,b
g∗M2,Π
a,b
g∗ C
)
in D-Tri(X). As in the case of R-triples, we set
(181) Πa,bg∗!(T ) := lim←−
N→∞
Cok
(
Πb,Ng! (T ) −→ Πa,Ng∗ (T )
)
≃ lim−→
N→∞
Ker
(
Π−N,bg! (T ) −→ Π−N,ag∗ (T )
)
If T is non-degenerate, Πa,bg⋆ (T ) (⋆ = ∗, !) and Πa,bg∗!(T ) are also non-degenerate.
In particular, we define ψ
(a)
g (T ) := Πa,ag∗!(T ) and Ξ(a)g (T ) := Πa,a+1g∗! (T ). As in
the case of R-triples, we define φ(0)g (T ) as the cohomology of the naturally obtained
complex:
T [!g] −→ Ξ(0)g (T )⊕ T −→ T [∗g]
We can recover T as the cohomology of the following complex:
ψ(1)(T ) −→ Ξ(0)(T )⊕ φ(0)(T ) −→ ψ(0)(T )
If T is non-degenerate, ψ(a)(T ), Ξ(a)(T ) and φ(0)(T ) are also non-degenerate. It is
easy to see the following.
Lemma 14.2.6. — We have Dherm ◦Πa,bg∗! = Π−b+1,−a+1g∗! ◦Dherm. In particular, we
have Dherm ◦Ξ(a)g = Ξ(−a)g ◦Dherm and Dherm ◦ψ(a)g = ψ(−a+1)g ◦Dherm. We also have
Dherm ◦ φ(0)g = Ξ(0)g ◦Dherm.
Remark 14.2.7. — For regular holonomic D-modules, the compatibilities of the
functors in §14.2 are essentially contained in [54].
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14.3. De Rham functor
14.3.1. CX-complex-triples. — Let I•X be a CX -complex. A (CX , I
•
X)-complex-
triple is a tuple (F•1 ,F•2 , C), where F•i are CX -complexes, and a pairing C : F•1 ⊗
F•2 −→ I•X such that dC(xi ⊗ yj) = C(dxi ⊗ yj) + (−1)iC(xi ⊗ dyj).
Let I•,•X be a CX -double-complex. A (CX , I
•,•
X )-double-complex-triple is a tuple
(F•,•1 ,F•,•2 , C), where F•,•i are CX -double complexes, and C : F•,•1 ⊗ F•,•2 −→ I•,•X
be a morphism of double complexes, i.e.,
d1C(x
p , yq) = C(d1x
p, yq) + (−1)p1C(xp , d1yq)
d2C(x
p , yq) = C(d2x
p, yq) + (−1)p2C(xp , d2yq)
Let J•X be the total complex of I
•,•
X . For any (CX , I
•,•
X )-double-complex-triple
(F•,•1 ,F•,•2 , C), we have the associated (CX , J•X)-complex-triple, given as follows.
The underlying CX -complexes are the total complexes of F•,•i . We set C˜(xp , yq) :=
(−1)p2q1C(xp , yq). We can check that they give a (CX , J•X)-complex-triple by a direct
computation, as follows:
(182) dC˜(xp , yq) = d1C˜(x
p , yq ) + (−1)p1+q1d2C˜(x
p , yq )
= (−1)p2q1d1C(x
p , yq ) + (−1)p1+q1+p2q1d2C(x
p , yq)
=(−1)p2q1
(
C(d1x
p , yq) +(−1)p1C(xp , d1y
q)
)
+(−1)p1+q1+p2q1
(
C(d2x
p , yq) +(−1)p2C(xp , d2y
q )
)
= (−1)p2q1C(d1x
p , yq) + (−1)p1+p2+(q1+1)p2C(xp , d1y
q )
+ (−1)(p2+1)q1C
(
(−1)p1d2x
p , yq
)
+ (−1)p1+p2+p2q1C(xp , (−1)q1d2y
q)
= C˜(d1x
p , yq ) + C˜((−1)p1d2x
p , yq ) + (−1)p1+p2
(
C˜(xp , d1y
q ) + C˜(xp , (−1)q1d2y
q )
)
= C˜(dxp , yq ) + (−1)p1+p2 C˜(xp , dyq ) = 0
For any (CX , I•X)-triple (F•1 ,F•2 , C) and any ℓ ∈ Z, the shift (F•1 [−ℓ],F•2 [ℓ], C[ℓ])
is given as in §14.1.5.4, which is denoted by Sℓ(F•1 ,F•2 , C).
14.3.2. De Rham functor for DX-complex-triples. — Put ω
top
X := Db
•
X [2dX ].
We shall use the identification Tot
(
Ω•X [dX ] ⊗ Ω•X [dX ] ⊗ DbX
)
≃ ωtopX given as in
§14.1.4.1. For a DX -triple (M1,M2, C), we define the pairing DR(C) : DR(M1) ⊗
DR(M2) −→ ωtopX as follows:
DR(C)(ηdX+pm1, ηdX+qm2) := η
dX+pηdX+q C(m1,m2) ǫ(dX)(−1)pdX
A (CX , ω
top
X )-complex-triple DR(M1,M2, C) is obtained.
Let (M•1 ,M
•
2 , C) be a DX -complex-triple. By the de Rham functor, we have the
induced (CX , ω
top
X )-double-complex-triple
(
DR(M•1 ),DR(M•2 ),DR(C)
)
. Thus, we ob-
tain a (CX , ω
top
X )-complex-triple
DR(M•1 ,M
•
2 , C) := Tot
(
DR(M•1 ),DR(M
•
2 ),DR(C)
)
.
We have the following compatibility with the Hermitian adjoint.
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Lemma 14.3.1. — Let (M•1 ,M
•
2 , C) be a DX-complex-triple. We have
(−1)dXTotDR(C) ◦ ex = TotDR(C∗),
where ex denotes the exchange map A• ⊗ B• −→ B• ⊗ A• given by a ⊗ b 7−→
(−1)deg(a) deg(b)b⊗ a.
Proof Let ηa be local sections of Ωa, and mℓi be local sections of M
ℓ
i . We have
the following equalities:
(183) Tot
(
DR(C∗)
)(
ηdX+pmℓ2, ηdX+qm
−ℓ
1
)
= (−1)ℓq DR(C∗)(ηdX+pmℓ2, ηdX+qm−ℓ1 )
= ηdX+pηdX+q C∗
(
mℓ2, m
−ℓ
1
)
ǫ(dX) (−1)pdX+ℓq
= ηdX+qηdX+pC(m−ℓ1 ,m
ℓ
2)ǫ(dX) (−1)(p+dX)(q+dX)+pdX+ℓq+ℓ
= TotDR(C)(ηdX+qm−ℓ1 , η
dX+pmℓ2) (−1)qdX+pdX+(p+dX)(q+dX)+ℓp+ℓq+ℓ
= TotDR(C)(ηq+dXm−ℓ1 , η
p+dXmℓ2) (−1)dX+(ℓ+p)(−ℓ+q)
Thus, we are done.
We have natural identifications DR(Mi[ℓ]) ≃ DR(Mi)[ℓ] for any ℓ ∈ Z. We can
check the following lemma by using Lemma 14.1.11.
Lemma 14.3.2. — The identifications induce SℓDR ≃ DR ◦Sℓ.
14.3.3. The de Rham functor and the push-forward. — Let f : X −→ Y be
a morphism of complex manifolds. We have the trace morphism tr : f!ω
top
X −→ ωtopY ,
which is given by the natural integral f!Db
•
X [2dX ] −→ Db•Y [2dY ] multiplied with
(2π
√−1)dX−dY . Let (F1,F2, C) be a c-soft (CX , ωtopX )-complex-triple. The following
naturally induced pairing is denoted by f∗C:
f!F1 ⊗ f!F2 −−−−→ f!ωtopX tr−−−−→ ωtopY
Thus, we obtain a (CY , ω
top
Y )-complex triple f!(F1,F2, C) := (f!F1, f!F2, f∗C).
Proposition 14.3.3. — Take T = (M•1 ,M•2 , C) ∈ D-Tri(X) such that the restric-
tion of f to the support of F is proper. We have a natural quasi-isomorphism
DRY f
(0)
† (M
•
1 ,M
•
2 , C) ≃ f! ◦DRX(M•1 ,M•2 , C).
Proof We have the standard quasi-isomorphisms of the underlying complexes.
We have only to compare the pairings. We have only to consider the issue for a DX -
triple (M1,M2, C). Let us argue the case that f is a closed immersion. Let ηN be
a local generator of ωY /ωX . The quasi-isomorphism f∗DRX(M) −→ DRY (f†M) is
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given by ξ ⊗m 7−→ ηN · ξ ⊗ (m/ηN). Let ℓ = dY − dX . Then, we have the following:
(184) DR f
(0)
† C
(
ηN ξ
p ⊗ (m1/ηN ), ηN ξq(m2/ηN )
)
= ηNηNξ
pξ
q
f
(0)
†
(
C(m1/ηN ,m2/ηN )
)
ǫ(dY )(−1)(p+ℓ−dY )dY +ℓp
= f∗
(
ξpξ
q
C(m1,m2)
)
ǫ(dY )ǫ(dY − dX)(−1)(p+ℓ−dY )dY +ℓp
(
1
2π
√−1
)−ℓ
= f∗DR(C)
(
ξpm1, ξqm2
)
ǫ(dX)(−1)(p−dX)dX ǫ(dY )(−1)(p+ℓ−dY )dY +ℓpǫ(dY − dX)
It is easy to see ǫ(dX)ǫ(dY )ǫ(dY − dX)(−1)(p−dX)dX+(p+ℓ−dY )dY +ℓp = 1. Hence, we
are done in this case.
Let us consider the case f : X = Z × Y −→ Y . Let dimZ = m and dimY = n.
We have the following:
(185) DRY (f
(0)
† C)
(
[m1η
m−p]ωr, [m2ηm+p]ωs
)
(−1)p(n−r)
= f
(0)
† C
(
[m1η
m−p], [m2ηm+p]
) · ωrωsǫ(n)(−1)(r−n)n+p(n−r)
=
∫
ηm−pηm+pC(m1,m2)ω
rωsǫ(m)ǫ(n)(−1)pm+(r−n)n+p(n−r)
(
1
2π
√−1
)m
=
∫
ηm−pωrηm+pωsC(m1, m2) ǫ(m)ǫ(n)(−1)r(m+p)−pm+n(r−n)+p(n−r)
(
1
2π
√−1
)m
We also have the following:
(186) f∗DR(C)
(
m1η
m−pωr, m2ηm+pωs
)
=∫
f
(
ηm−pωrηm+pωsC(m1, m2)
)
ǫ(m+ n)(−1)(m+n)(r+m−p−m−n)
(
1
2π
√−1
)m
It is easy to check that (185) and (186) are equal. Hence, we have DR(F†C) =
F∗DR(C).
14.4. Dual of D-triples
14.4.1. Dual for non-degenerate D-triples. — We set dX := dimX . For a
DX -module M , we have an object
DXM := RHomDX (M,DX ⊗ ω−1X )[dX ]
in the derived category Db(DX). If M is holonomic, we have a natural identification
DXM ≃ H0DXM , and it is holonomic. Because
DRX CX(M) ≃ HomDX
(
M,Db0,•X
)
[dX ], DRXDXM ≃ RHomDX (M,OX)[dX ]
we have a natural isomorphism νM : DRX CX(M) ≃ DRXDXM in Dbc(CX), induced
by the canonical isomorphism Db0,•X ≃ OX in Db(DX).
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Let (M1,M2, C) ∈ D-Trind(X). We have the induced isomorphism ϕC,1,2 : M2 ≃
CX(M1). Hence, we have an isomorphism
νM1 ◦DRϕC,1,2 : DRX(M2) ≃ DRXDX(M1).
We have an induced isomorphism νM2 ◦ DR(ϕC,2,1) : DRX(M1) ≃ DRXDX(M2)
similarly. We will prove the following proposition in §14.5.
Theorem 14.4.1. — There uniquely exists a non-degenerate hermitian pairing DC :
DXM1 ×DXM2 −→ DbX such that the following diagram is commutative.
(187)
DRXDXM1 ⊗DRXDXM2
DR(DC)−−−−−−→ ωtopX
≃
yκ =y
DRX(M2)⊗DRX(M1)
DR(C)◦ex−−−−−−→ ωtopX
Here, κ is induced by νM1 ◦DRX(ϕC,1,2) and νM2 ◦DRX(ϕC,2,1), and ex denotes the
isomorphism A• ⊗B• ≃ B• ⊗A• given by x⊗ y 7−→ (−1)deg(x) deg(y)y ⊗ x.
The correspondence T = (M1,M2, C) 7−→ DT := (DM1,DM2,DC) gives a con-
travariant functor on D-Trind(X). We have D(DC) = C under the natural identifi-
cations D(DMi) =Mi.
Note that we have only to show the existence of a hermitian pairingDC such that
the diagram (187) is commutative. The other claims immediately follow.
Example 14.4.2. — Let us consider the case that Mi (i = 1, 2) are smooth D-
modules, i.e., the case in which Mi are locally free OX-modules. Let Li (i = 1, 2)
be the corresponding local systems. Then, DRX(Mi) ≃ Li[dX ]. The non-degenerate
hermitian pairing C :M1 ×M2 −→ DbX corresponds to a non-degenerate hermitian
pairing C0 : L1 ⊗ L2 −→ CX . We have the dual C∨0 : L∨1 ⊗ L
∨
2 −→ CX .
Let us look at the dual DC corresponds to (−1)dXC∨0 . The pairing DR(C) on
L1[dX ] ⊗ L2[dX ] is given by ǫ(dX)(−1)dXC0. The signature comes from that of
Ω•X [dX ] ⊗ Ω•X [dX ] −→ Db•X [2dX ]. Hence, DRX(C) ◦ ex on L2[dX ] ⊗ L1[dX ] is
given by (b, a) 7−→ ǫ(dX)C0(a, b). Let ΨC021 : L∨1 ≃ L2 and ΨC012 : L∨2 ≃ L1
denote the morphisms induced by the non-degenerate pairing C0. The isomorphism
DRX(M2) ≃ DRXDXM1 is the composition of
DRX(M2) ≃ RHomDX (M1,ΩX [dX ]⊗OX DbX) ≃ RHomDX (M1,OX [dX ]).
The induced map L2[dX ] ≃ L∨1 [dX ] is the shift of ΨC021. Similarly, the isomorphism
DRX(M1) ≃ DRX(DM2) is the composite of
DRX(M1) ≃ RHomDX (M2,Ω•X [dX ]⊗OX DbX) ≃ RHomDX (M2,OX [dX ]).
The induced map L1 ≃ L∨2 is the shift of ΨC012. Then, we obtain that (−1)dXC∨0
gives DC0.
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Remark 14.4.3. — We have the induced pairing C ◦ ex :M2 ⊗M1 −→ DbX . Note
that DR(C ◦ ex) = DR(C) ◦ ex as pairings DRX(M2) × DRX(M1) −→ ωtop, if we
use the above identification Tot
(
Ω•X [dX ] ⊗ Ω•X [dX ] ⊗ DbX
) ≃ DbX [2dX ] given by
ξdX+p ⊗ ξdX+q ⊗ ω ←→ ǫ(dX)(−1)pdX ξdX+p ∧ ξdX+q ∧ ω. Note that the induced
identification Tot
(
Ω•
X
[dX ]⊗ Ω•X [dX ]⊗DbX
) ≃ DbX [2dX ] is given by
ξ
dX+q ⊗ ξdX+p ⊗ ω ←→ ǫ(dX)(−1)qdX+dX ξdX+q ∧ ξdX+p ∧ ω.
14.4.1.1. Another formulation. — Let (M1,M2, C) ∈ D-Trind(X). We have an in-
duced isomorphism ϕC :M2 ≃ CX(M1), which induces DϕC :DXCX(M1) ≃DXM2.
According to Theorem 14.4.1, we have a dual (DXM1,DXM2,DC), from which we
obtain an isomorphism ϕDC : DXM2 ≃ CX(DXM1). By the composition, we obtain
an isomorphism
ΞM : CX(DXM1) ≃DXCX(M1).
Proposition 14.4.4. — The following diagram is commutative:
DRX CXDXM1
DRΞM−−−−−→ DRXDXCXM1
a1
y a2y
D DRXDXM1
a3−−−−→ D DRX CXM1
Here, ai (i = 1, 2, 3) are naturally induced morphisms.
Proof Let us consider the composite of the following morphisms:
(188) DRX(DM1)
DRϕDC−→ DRX(CXDXM2) ≃D DRXDXM2
≃D DRX CXM2
D DRϕC−→ D DRM1
By the condition of DC, it is equal to the composite of the following morphisms:
(189) DRX(DM1) ≃ DRX(CXM1)
DRX ϕ
−1
C−→ DRX(M2) b−→D DRX(M1)
Here, b is the morphism induced by DR(C) ◦ ex. We can check that the composite of
(189) is equal to the naturally induced morphism. Then, the claim of the proposition
follows.
14.4.1.2. Appendix. — Let us recall the dual functor for D-modules, very briefly. See
[30], [60], [61] and [63] for more details. Let X be a complex manifold, and let H be
a hypersurface.
LetN be a left-DX(∗H)-bi-module, i.e., it is equipped with mutually commuting two
DX(∗H)-actions ρi (i = 1, 2). The left DX(∗H)-module by ρi is denoted by (N, ρi).
For a DX(∗H)-module L, let HomDX(∗H)(L•, Nρ1,ρ2) denote the sheaf of DX(∗H)-
homomorphisms L −→ (N, ρ1). It is equipped with a DX(∗H)-action induced by
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ρ2. Note that, for a DX(∗H)-complex L, we have the naturally defined DX(∗H)-
homomorphism
(190) L• −→ HomDX(∗H)
(
HomDX(∗H)
(
L•, Nρ2,ρ1
)
, Nρ1,ρ2
)
given by x 7−→ (F 7−→ (−1)|x| |F |F (x)).
We have the natural two DX(∗H)-action on DX(∗H)⊗ω−1X . The left multiplication
is denoted by ℓ. Let r denote the action induced by the right multiplication. More
generally, for a left DX(∗H)-module N , we have two induced left DX(∗H)-module
structure on N ⊗DX(∗H)⊗ω−1X . One is given by ℓ and the left D-action on N , which
is denoted by ℓ. The other is induced by the right multiplication, denoted by r. We
have the automorphism of ΦN : N ⊗DX(∗H) ⊗ ω−1X , which exchanges ℓ and r, as in
[60].
Let G• be a left-DX(∗H)-injective resolution of OX(∗H)[dX ]. Let M be a coherent
DX(∗H)-module. We define
DM := HomDX(∗H)
(
M,
(G• ⊗DX(∗H) ⊗ ω−1X )ℓ,r).
The morphism as in (190) with ΦG• induces an isomorphism M −→ DX(∗H) ◦
DX(∗H)(M).
Let us consider the case H = ∅. For any perverse sheaf F , put DCX (F) :=
RHomCX (F , ωtopX ). If M is holonomic, we have the naturally defined isomorphism
DRXDX(M) ≃ DCX DRX(M). See [63] for more details on this isomorphism. We
can deduce that the following diagram is commutative:
DRXDX ◦DXM ≃−−−−→ DCX ◦DCX DRX Mx x
DRX M
=−−−−→ DRX M
The vertical arrows are induced by D ◦D ≃ id, and the upper horizontal arrow is
induced by the exchange of the functors DR and D.
14.4.2. Dual of complexes of non-degenerate DX-triples. — Assuming The-
orem 14.4.1, we define an object D(T •) in C(D-Trind(X)) for any T • ∈ C(D-Tri(X)).
Its p-th member is given by
D(T •)p = (DMp1 ,DM−p2 , (−1)pDC−p).
The differential δ˜p :D(T •)p −→D(T •)p+1 is given by
D(Mp1 )
(−1)pD(δ−p−1,1)←−−−−−−−−−−− D(Mp+11 ), and D(M−p2 )
(−1)p+1D(δ−p−1,2)−−−−−−−−−−−−−→ D(M−p−12 ).
Note that the signature is adjusted so that the underlying D-complexes are D(M•i ).
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We have the saturated full subcategory C(D)-Trind0 (X) ⊂ C(D)-Tri(X) correspond-
ing to C(D-Trind(X)) ⊂ C(D-Tri(X)) by Ψ1. We obtain a contravariant auto equiv-
alence D on C(D)-Trind0 (X). We have
D(M•1 ,M
•
2 , C) = (DM
•
1 ,DM
•
2 ,DC),
where (DC)p =D(C−p).
14.4.3. Compatibility of the push-forward and the dual. — To state the
stability for push-forward, we introduce the notion of dual for D-complex-triples,
which is more general than that in §14.4.2. Let T = (M•1 ,M•2 , C) ∈ C(D)-Tri(X) be
such that each Hp(T) ∈ D-Trind(X). We say that T has a dual DT, if there exists
a pairing DC : DM•1 ×DM•2 −→ DbX such that the following is commutative in
Dbc(CX):
TotDRXDXM
•
1 ⊗ TotDRXDXM
•
2
DR(DC)−−−−−−→ ωtopX
≃
y =y
TotDRX(M
•
2)⊗ TotDRX(M•1 )
DR(C)◦ex−−−−−−→ ωtopX
Here, the left vertical arrow is induced as in the diagram (187). The full subcategory
of such T in C(D)-Tri(X) is denoted by C(D)-Trind1 (X).
We have the following stability of the category of the non-degenerate pairings with
respect to the push-forward, and the compatibility of the dual and the push-forward,
which we will prove in §14.5.
Theorem 14.4.5. — Let F : X −→ Y be a morphism of complex manifolds. Let
T = (M1,M2, C) ∈ D-Trind(X). Assume that the restriction of F to the support of
T is proper. Then, we have F (0)† T ∈ C(D)-Trind1 (Y ), and F (0)† DT gives a dual of
F
(0)
† T in the above sense under the natural quasi-isomorphism of the D-complexes.
In particular, H jF
(0)
† DT is a dual of DH−jF (0)† T under the natural isomorphism of
the D-modules.
(See §14.1 for F (0)† .) As a consequence, we obtain the following for D-triples.
Theorem 14.4.6. — Let F and T be as in Theorem 14.4.5. Then, we have F j† T ∈
D-Trind(Y ) for any j. Moreover, we have F j†DT [−j] ≃ D
(
F−j† T [j]
)
, i.e., we have
F−j† DC = (−1)jDF j†C under the natural identifications F j†DM1 ≃ DF−j† M1 and
F−j† DM2 ≃DF j†M2.
Corollary 14.4.7. — Suppose T • ∈ C(D)-Trind1 (X). Then, F (0)† (T •) is an object in
C(D)-Trind1 (Y ), and we have DF (0)† T • ≃ F (0)† DT • under the natural identifications
of the underlying DY -complexes.
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14.4.4. Compatibility with other functors. — For any T = (M1,M2, C) ∈
D-Tri(X), let T ∗ := (M2,M1, C∗), where C∗(m2,m1) = C(m1,m2). Once we know
Theorem 14.4.1, it is easy to obtain the compatibility with the Hermitian adjoint and
the dual.
Proposition 14.4.8. — For any T ∈ D-Trind(X), we have D(C∗) = (DC)∗, i.e.,
D(T ∗) ≃ (DT )∗ under the natural identification of the underlying DX-modules.
Once we know Theorem 14.4.1, it is easy to obtain the compatibility with the
localization in §14.2.2.
Proposition 14.4.9. — Let H be a hypersurface of X. For T ∈ D-Trind(X), we
have natural isomorphisms
D
(T [!H ]) ≃ (DT )[∗H ], D(T [∗H ]) ≃ (DT )[!H ].
Proof Let us showD
(T [!H ]) ≃ (DT )[∗H ]. We have only to compare the pairings
D
(
C[!H ]
)
and
(
DC
)
[∗H ] under the natural identificationsD(M1[∗H ]) ≃ (DM1)[!H ]
and D
(
M2[!H ]
) ≃ (DM2)[∗H ]. It is easy to compare their restrictions to X \H . We
obtain the comparison on X by the uniqueness of the extension.
Let us consider the compatibility with the tensor product of a non-degenerate
smooth D-triple in §14.2.3. Let TV = (V1, V2, C) be a smooth DX -triple. If C is non-
degenerate, the tuple TV is locally isomorphic to a direct sum of the trivial pairing
(O,O, C0), where C0(f, g) = f g. We put V ∨i := HomOX
(
Vi,OX
)
. If C is non-
degenerate, we have the induced pairing C∨ : V ∨1 ⊗ V ∨2 −→ C∞X −→ DbX . In this
case, for T = (V1, V2, C), the dual (V ∨1 , V ∨2 , C∨) is denoted by T ∨V . Once we know
Theorem 14.4.1, the following lemma is obvious.
Lemma 14.4.10. — Let Ti ∈ D-Trind(X) (i = 1, 2). Assume that T2 is smooth.
Then, we naturally have
D(T1 ⊗ T2) ≃D(T1)⊗ T ∨2 .
Proof We have the natural isomorphisms of the underlying holonomicD-modules,
which is reviewed in Remark 14.4.12 below. For the comparison of the pairings, we
have only to consider the case T2 = (O,O, C0), and then it is clear.
Let us consider a more general case. Let H be a hypersurface of X . Let TV =
(V1, V2, C) be a smoothDX(∗H)-triple. We define the dual T ∨V as in the case of smooth
DX -triple. Once we know Theorem 14.4.1, the following lemma is easy to see.
Lemma 14.4.11. — Let T ∈ D-Trind(X). Let TV be a smooth non-degenerate
DX(∗H)-triple. Then, we have natural isomorphisms:
D
(
(T ⊗ TV )[!t]
) ≃ (D(T )⊗ T ∨V )[∗t], D((T ⊗ TV )[∗t]) ≃ (D(T )⊗ T ∨V )[!t].
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Proof The underlying D-modules of D
(
(T ⊗ TV )[∗t]
)
and
(
D(T ) ⊗ T ∨V
)
[!t] are
naturally isomorphic. (See Remark 14.4.12 below.) For comparison of the pairings, we
have only to compare their restrictions to X \H , which follows from Lemma 14.4.10.
The other case can be checked similarly.
Remark 14.4.12. — Let X and H be as above. Let M be a holonomic DX(∗H)-
module. Let V be a smooth DX(∗H)-module. We have the natural isomorphism
DX(∗H)(M ⊗OX(∗H) V ) ≃ DX(∗H)(M) ⊗OX(∗H) V ∨, given as follows. We have two
naturally induced left D-module structure ℓ and r on V ∨ ⊗OX (DX(∗H) ⊗ ω−1X ), as
explained in the appendix of §14.4.1. We have
(191) DX(∗H)(M ⊗ V ) ≃ RHomDX (∗H)
(
M ⊗ V, (DX(∗H) ⊗ ω−1X )ℓ,r
)
[dX ]
≃ RHomDX(∗H)
(
M, (V ∨ ⊗DX(∗H) ⊗ ω−1X )ℓ,r
)
[dX ]
By ΦV ∨ , it is isomorphic to
(192) RHomDX (∗H)
(
M, (V ∨ ⊗DX(∗H) ⊗ ω−1X )r,ℓ
)
[dX ] ≃
RHomDX (∗H)
(
M, (DX(∗H) ⊗ ω−1X )r,ℓ
)⊗ V ∨[dX ].
By ΦOX(∗H), it is isomorphic to RHomDX (∗H)
(
M, (DX(∗H) ⊗ ω−1X )ℓ,r
) ⊗ V ∨[dX ].
Thus, we obtain the desired isomorphism DX(∗H)(M ⊗ V ) ≃ DX(∗H)(M) ⊗ V ∨.
We can easily deduce DX(M ⊗ V ) ≃
(
DX(M) ⊗ V
)
[!H ] and DX
(
(M ⊗ V )[!H ]) ≃(
DX(M)⊗ V
)
.
Let us observe the compatibility of the dual and Beilinson’s functors. We have the
perfect pairing I˜a,b × I˜−b+1,−a+1 −→ OCz (∗z) given as follows:〈
f(s), g(s)
〉
= Res
s=0
(
f(s)g(−s)ds
s
)
It gives an identification of the dual of I˜a,b with I˜−b+1,−a+1. As in §2.3, we can check(˜
I−b−1,−a−1, I˜a,b, C˜I
)∨ ≃ (˜Ia,b, I˜−b+1,−a+1, C˜I).
Then, once we know Theorem 14.4.1, we obtain the compatibility of the dual and
Beilinson’s functors in §14.2.4.
Proposition 14.4.13. — Let T ∈ D-Trind(X).
– We have D
(
Πa,bg∗!(T )
) ≃ Π−b+1,−a+1g∗! (DT ).
– In particular, ψ
(a)
g (T ), Ξ(a)g (T ) and φ(0)g (T ) are non-degenerate, and we have
natural isomorphisms:
Dψ(a)g (T) ≃ ψ(−a+1)g (DT), DΞ(a)g (T) ≃ Ξ(−a)g (DT), Dφ(0)g (T) ≃ φ(0)g (DT).
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Proof By Lemma 14.4.11, Πa,Ng⋆ (T ) are non-degenerate. Hence, we obtain that
Πa,bg∗!T are non-degenerate. We have the following diagram:
Π−N+1,−b+1g! (DT ) −−−−→ Π−N+1,−a+1g∗ (DT ) −−−−→ Π−b+1,−a+1g∗! (DT )
≃
y ≃y y
DΠb,Ng∗ (T ) −−−−→ DΠa,Ng! (T ) −−−−→ DΠa,bg∗!(T )
Hence, we obtain Π−b+1,−a+1g∗! (DT ) ≃DΠa,bg∗!(T ).
14.4.5. Push-forward and dual of D-modules (Appendix). — We recall some
details on the compatibility of the push-forward and the dual. (See [30] and [63].)
14.4.5.1. Preliminary. — Let Y be a complex manifold. Let ℓ and r denote the
left and right multiplication of DY on itself. We have a unique C-linear isomorphism
Ψ : DY ⊗ω−1Y −→ DY ⊗ω−1Y determined by Ψ◦r(Q) = ℓ(Q)◦Ψ and Ψ◦ℓ(Q) = r(Q)◦Ψ
for any Q ∈ DY .
We setMY := (DY ⊗ω−1Y )(ℓ⊗ℓOY )(DY ⊗ω−1Y ), where we use the O-action induced
by ℓ for the tensor product. We have the natural left DY -action ℓ ⊗ ℓ: For v ∈ ΘY ,
we have (ℓ ⊗ ℓ)(v)(P1 ⊗ P2) = vP1 ⊗ P2 + P1 ⊗ vP2. We also have the right DY -
actions ri (i = 1, 2): For Q ∈ DY , we have r1(Q)(P1 ⊗ P2) =
(
r(Q)(P1)
) ⊗ P2 and
r2(Q)(P1 ⊗ P2) = P1 ⊗
(
r(Q)(P2)
)
We have a unique C-linear isomorphism F : MY −→ MY determined by the
conditions r2(Q) ◦F = F ◦ r2(Q) and (ℓ⊗ ℓ)(Q) ◦F = F ◦ r1(Q) for any Q ∈ DY . We
have the formula F (m1 ⊗m2) = (ℓ⊗ ℓ)
(
Ψ(m1)
)
(1 ⊗m2).
Lemma 14.4.14. — We have r1 ◦ F = F ◦ (ℓ⊗ ℓ).
Proof We have only to show the formula for the action of v ∈ ΘY . We have
(193)
F (vm1 ⊗m2 +m1 ⊗ vm2) = (ℓ⊗ ℓ)
(
Ψ(vm1)
)
(1⊗m2) + (ℓ⊗ ℓ)
(
Ψ(m1)
)
(1⊗ vm2)
= (ℓ⊗ ℓ)(Ψ(m1) · (−v))(1⊗m2) + (ℓ⊗ ℓ)(Ψ(m1))(1⊗ vm2)
= (ℓ⊗ ℓ)(Ψ(m1))(−v ⊗m2 − 1⊗ vm2) + (ℓ⊗ ℓ)(Ψ(m1))(1 ⊗ vm2)
= (ℓ⊗ ℓ)(Ψ(m1)) ◦ r1(v)(1 ⊗m2) = r1(v) ◦ F (m1 ⊗m2).
Thus, we are done.
We setM0,Y := (DY ⊗ω−1Y )ℓ⊗ℓ(DY ⊗ω−1Y ). For the tensor product, the OY -actions
on the both factors are induced by ℓ.
We set M1,Y := (DY ⊗ ω−1Y )(r⊗ℓOY )(DY ⊗ ω−1Y ). For the tensor product, the OY -
action on the first factor is induced by r, and that on the second factor is induced
by ℓ. We have the natural left actions r ⊗ ℓ, ℓ1 and r2: For v ∈ ΘY , we have
(r⊗ ℓ)(v)(m1 ⊗m2) =
(
r(v)m1
)⊗m2+m1⊗ v m2, ℓ1(v)(m1 ⊗m2) = vm1 ⊗m2 and
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r2(v)(m1 ⊗m2) = m1 ⊗
(
r(v)(m2)
)
. We have a unique C-linear map G :M0,Y −→
M1,Y determined by the conditions G ◦ r2 = r2 ◦G and G ◦ (ℓ⊗ ℓ) = ℓ1 ◦G.
Corollary 14.4.15. — We have G ◦ r1 = (r ⊗ ℓ) ◦G.
Remark 14.4.16. — Let G be the morphism in Corollary 14.4.15. We take ωY⊗LDY
by using r2. Then, G induces the identity DY ⊗ ω−1Y −→ DY ⊗ ω−1Y .
14.4.5.2. A morphism. — Let f : X −→ Y be a morphism of complex manifolds.
We have two natural left f−1(DY )-actions on
DY←X ⊗LDX
(OX [dX ]⊗f−1OY f−1(DY ⊗ ω−1Y )),
where we consider the left multiplication of f−1OY on f−1(DY ⊗ω−1Y ) for the tensor
product ⊗f−1 . One is induced by that onDY←X , denoted by κ1. The other is induced
by that on f−1(DY ⊗ω−1Y ), denoted by κ2. We have two natural left f−1(DY )-actions
on (
DY←X ⊗LDX OX [dX ]
)⊗f−1OY f−1(DY ⊗ ω−1Y ),
where we consider the left multiplication of f−1OY on f−1(DY ⊗ω−1Y ) for the tensor
product ⊗f−1 . One is induced by those on DY←X ⊗LDX OX [dX ] and f−1(DY ⊗ ω−1Y )
denoted by κ′1, and the other is induced by that on f
−1(DY ⊗ ω−1Y ), denoted by κ′2.
Lemma 14.4.17. — We have a natural C-linear isomorphism
(194) F : DY←X ⊗LDX
(OX [dX ]⊗f−1OY f−1(DY ⊗ ω−1Y ))
≃ (DY←X ⊗LDX OX [dX ])⊗f−1OY f−1(DY ⊗ ω−1Y )
such that F ◦ κi = κ′i ◦ F (i = 1, 2).
Proof We have DY←X = ωX ⊗ f−1(DY ⊗ ω−1Y ) ≃
(
Ω•X [dX ] ⊗ DX
) ⊗f−1OY
f−1(DY ⊗ ω−1Y ). We have the following:
(195) DY←X ⊗LDX
(OX [dX ]⊗f−1OY f−1(DY ⊗ ω−1Y ))
≃
(
Ω•X [dX ]⊗DX ⊗f−1OY f−1(DY ⊗ω−1Y )
)
⊗DX
(
OX [dX ]⊗f−1OY f−1(DY ⊗ω−1Y )
)
≃ Ω•X [dX ]⊗f−1OY f−1
(M0,Y )[dX ]
In the last term, we consider the DY -action ℓ ⊗ ℓ-action on M0,Y for the tensor
product ⊗f−1OY . We also have the following:
(196)
(
DY←X ⊗LDX OX [dX ]
)⊗f−1OY f−1(DY ⊗ ω−1Y )
≃
((
Ω•X [dX ]⊗DX ⊗f−1OY f−1(DY ⊗ ω−1Y )
)⊗DX OX [dX ])⊗f−1OY f−1(DY ⊗ ω−1Y )
≃ Ω•X [dX ]⊗f−1OY f−1
(
M1,Y
)
[dX ]
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In the last term, we consider the f−1(OY )-action induced by the DY -action ℓ1-action
on M1,Y for the tensor product ⊗f−1OY . Then, we obtain Lemma 14.4.17 from
Corollary 14.4.15.
14.4.5.3. Compatibility of the push-forward and the dual. — Recall that we have
the trace morphism f†(OX [dX ]) −→ OY [dY ], induced by the trace f!Db•X [2dX ] −→
Db•Y [2dY ]. Indeed,
(197) f†
(OX [dX ]) −→ f!(Db•X [2dX ])⊗f−1OY f−1(DY ⊗ ω−1Y )
−→ Db•Y [2dY ]⊗DY ⊗ ω−1Y ≃ OY [dY ]
From Lemma 14.4.17 and (197), we obtain the following trace morphism
(198) f!
(
DY←X ⊗LDX (OX [dX ]⊗f−1OY f−1(DY ⊗ ω−1Y ))
)
≃ f!
(
(DY←X ⊗LDX OX [dX ])
)
⊗OY (DY ⊗ ω−1Y )
−→ OY [dY ]⊗DY ⊗ ω−1Y = DY ⊗ ω−1Y [dY ]
Suppose that M is a DX -module whose support is proper relative to f . By using this
trace morphism (198), we obtain
(199) f† ◦DM ≃ f!
(
RHomDX
(
M, OX [dX ]⊗f−1OY f−1(DY ⊗ ω−1Y )
))
−→ f!
(
RHomf−1(DY )
(
DY←X ⊗LDX M, DY←X ⊗LDX
(OX [dX ]⊗f−1OY f−1(DY ⊗ ω−1Y ))))
−→ RHomDY
(
f†M, f!(DY←X ⊗LDX (OX [dX ]⊗f−1OY f−1(DY ⊗ ω−1Y )))
)
−→ RHomDY
(
f†M, DY ⊗ ω−1Y [dY ]
) ≃Df†M
The composite is an isomorphism, if M is good relatively to f . See [30] for example.
Remark 14.4.18. — We obtain the following morphism by applying “ωY⊗LDY ” to
(198) with the DY -action r2:
(200) ωY ⊗LDY
(
f!
(
DY←X ⊗LDX OX [dX ]
)⊗DY ⊗ ω−1Y ) −→
ωY ⊗LDY
(OY [dY ]⊗DY ⊗ ω−1Y ) = OY [dY ]
It is the same as the trace morphism f†OX [dX ] −→ OY [dY ].
14.4.5.4. Compatibility of the de Rham functor, the push-forward and the dual. —
Let f : X −→ Y be a morphism of complex manifolds. For simplicity, we assume
that f is proper. We have the following diagram of the functors from the category
of holonomic DX -modules to derived category of the cohomologically constructible
complexes on Y :
(201)
DRY ◦f† ◦D ≃−−−−→ DRY ◦D ◦ f†
≃
y ≃y
f∗ ◦D ◦DRX ≃−−−−→ D ◦ f∗ ◦DRX
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Here, the left vertical arrow is given by DRY ◦f† ◦D ≃ f∗ ◦DRX ◦D ≃ f∗ ◦D ◦DRX ,
and right vertical arrow is given by DRY ◦D ◦ f† ≃D ◦DRX ◦f† ≃D ◦ f∗ ◦DRX .
Proposition 14.4.19. — The diagram (201) is commutative.
Proof Let N = OX⊗f−1OY f−1(DY ⊗ω−1Y )[dX ]. We have DRY f†DM = ωY ⊗LDY
f∗RHomDX (M,N). The morphism DRY f†DM −→ DRY Df†M −→Df∗DRX M is
expressed as follows (RHomA(Q1, Q1) are denoted by (Q1, Q2)A):
ωY ⊗
L
DY
f∗(M,N)DX
−→ ωY ⊗
L
DY
(f†M, f†N)DY
−→ ωY ⊗
L
DY
(DRY f†M,DRY f†N)CY
↓ ↓
ωY ⊗
L
DY
(f†M,DY ⊗ ω
−1
Y
[dY ])DY
−→ (DRY f†M,DRY OY [dY ])CY
↓
(f∗ DRX M,DRY OY [dY ])CY
The morphism DRY f†DM −→ f∗D DRX M −→ Df∗DRX M is expressed as fol-
lows:
ωY ⊗
L
DY
f∗(M,N)DX
→ ωY ⊗
L
DY
f∗(DRM,DRN)CX
→ ωY ⊗
L
DY
(f∗ DRM, f∗ DRN)CY
↓ ↓
f∗(DRM, f
−1ωY ⊗
L
f−1DY
DRN)CX
→ (f∗ DRM,ωY ⊗
L
DY
f∗ DRN)CY
↓
(f∗ DRM,DRY OY [dY ])CY
Then, we can deduce the claim of the lemma.
Corollary 14.4.20. — Let T ∈ D-Trind(X). The following diagram of natural iso-
morphisms is commutative:
DRY ◦Hjf† ◦D(T ) −−−−→ DRY D ◦H−jf†(T )y y
Hjf∗ ◦D ◦DRX(T ) −−−−→ DH−jf∗ ◦DRX(T )
Here, the cohomology for C-complexes are taken with respect to the middle perversity.
Proof We have only to check it for the underlying D-complexes and C-complexes,
which have already been done in Proposition 14.4.19.
14.5. Proof of Theorem 14.4.1 and Theorem 14.4.5
14.5.1. Preliminary. — We recall the following lemma, which will be used implic-
itly.
Lemma 14.5.1. — Let A and B be sheaves of C-algebras on X. Let L1 be an
A-module, and let L2 be an (A ⊗ B)-injective module. Then, HomA(L1,L2) is B-
injective.
Proof Let J1 → J2 be a monomorphism of B-modules. Let J1 → HomA(L1,L2)
be any B-morphism. Note that J1 ⊗C L1 −→ J2 ⊗C L1 is a monomorphism. Hence,
we have a morphism J2⊗L1 −→ L2 whose restriction to J1⊗L1 is equal to the given
morphism. It means we obtain J2 −→ HomA(L1,L2) whose restriction to J1 is equal
to the given morphism.
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14.5.2. Push forward and the functor CX . — Let F : X −→ Y be a morphism
of complex manifolds. Let M be a holonomic DX -module such that the restriction
of F to SuppM is proper. We have the natural morphism F†CX(M) −→ CY F†(M)
given as follows:
(202) RF!RHomDX
(
M, DY←X ⊗LDX DbX
)
−→
RF!RHomF−1DY
(
DY←X ⊗LDX M, DY←X,Y←X ⊗LDX,X DbX
)
−→ RHomDY
(
F†M, RF!
(
DY←X,Y←X ⊗LDX,X DbX
)) −→ RHomDY (F†M,DbY )
Here, we have used the trace map (174) in the last map. Recall the compatibility of
the push-forward and the de Rham functor DRY ◦F† ≃ F! ◦DRX given as follows:
ωY ⊗LDY F!(DY←X⊗LDXN) ≃ F!
(
F−1(ωY )⊗LF−1(DY )DY←X⊗LDXN
) ≃ F!(ωX⊗LDXN)
Hence, we have the induced morphism
(203) F! DRX CXM ≃ DRY F†CXM −→ DRY CY F†M.
We also have the following isomorphism:
(204) F! DRXDXM ≃ DRY F†DXM −→ DRY DY F†M.
(See [30] for the compatibilityDX ◦DRX ≃ DRX ◦DX .) We shall show the following
lemma.
Lemma 14.5.2. — The following diagram in Dbc(CY ) is commutative:
(205)
F! DRXDXM1
≃−−−−→ F!DRX CXM1y y
DRY DY F†M1
≃−−−−→ DRY CY F†M1
The vertical arrows are given by (203) and (204). In particular, the induced morphism
F†CX(M) −→ CY F†(M) is an isomorphism.
Proof We consider objects CX1 := OX [dX ] and CX2 := ωX ⊗LDX DbX in Db(DX).
We have expressions
DRXDX(M) = RHomDX
(
M, CX1
)
, DRX CX(M) = RHomDX
(
M, CX2
)
.
We have the natural isomorphism ηX : C
X
1 ≃ CX2 in Db(DX) which induces the iso-
morphism DRXDX(M) ≃ DRX CX(M). We have the trace morphisms tr : F†CXi −→
CYi in D
b(DY ), and the following diagram is commutative in D
b(DY ):
(206)
F†CX1
F†ηX−−−−→ F†CX2
tr
y try
CY1
ηY−−−−→ CY2
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Lemma 14.5.3. — The natural isomorphisms F! DRX CX(M) → DRY CY F†(M)
and F!DRXDX(M)→ DRY DY F†(M) are given as the composition of the following
natural morphisms:
(207)
F!RHomDX
(
M,CXi
) −→ F!RHomF−1(DY )(DY←X ⊗LDX M, DY←X ⊗LDX CXi )
−→ RHomDY
(
F†(M), F†(CXi )
) −→ RHomDY (F†(M), CYi )
Proof Let us consider the claim for C. The claim for D can be argued similarly.
Let I•1 be a DX ⊗F−1(DY )-injective resolution of DY←X ⊗LDX DbX obtained by the
Godement construction. Then, F!HomDX
(
M, I•1
)
represents
F!RHomDX (M,DY←X ⊗LDX DbX).
We remark that ωY is represented by ω
∼
Y
:= Ω•
Y
⊗OY DY [dY ], and ΩjY ⊗OY DY are
right locally DY -free modules. Then, F
−1(ω∼
Y
) ⊗F−1DY I•1 is a DX-injective resolu-
tion of F−1ω∼
Y
⊗F−1DY DY←X ⊗LDX DbX ≃ ωX ⊗LDX DbX . Hence, the isomorphism
DRY F†CXM ≃ F!DRX CXM is expressed as follows:
(208) ω∼
Y
⊗DY F!RHomDX
(
M, DY←X ⊗LDX DbX
) ≃
F!RHomDX
(
M, F−1ω∼
Y
⊗F−1DY DY←X ⊗LDX DbX
)
≃ F!RHomDX
(
M,ωX ⊗LDX DbX
)
The morphism DRY F†CX(M) −→ DRY CY F†(M) is the composition of the following:
(209) ω∼
Y
⊗DY F!RHomDX
(
M, DY←X ⊗LDX DbX
) −→
ω∼
Y
⊗DY F!RHomF−1DY
(
DY←X ⊗LDX M, DY←X,Y←X ⊗LDX,X DbX
) −→
ωY ⊗LDY RHomDY
(
F∗(DY←X ⊗LDX M), F!
(
DY←X,Y←X ⊗LDX,X DbX
)) −→
ωY ⊗LDY RHomDY
(
F†M, DbY
)
Let Ai denote the i-th term in (207). Let Bi denote the i-th term in (209). For each
i = 1, 2, 3, we have a natural morphism Bi −→ Ai given as in (208). We also have
a natural isomorphism B4 ≃ A4. We have only to show the commutativity of the
following diagrams for i = 1, 2, 3:
(210)
Bi −−−−→ Bi+1y y
Ai −−−−→ Ai+1
Let us consider the diagram (210) with i = 1, 2. Let I•1 and ω∼Y be as above.
We take a resolution DfY←X of DY←X , which is DX -flat and c-soft with respect to
F . We take a F−1(DY,Y )-injective resolution I•2 of DY←X,Y←X ⊗LDX,X DbX (see the
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proof of Lemma 14.5.4, for example), and a morphism DfY←X ⊗DX I•1 −→ I•2 , which
represents the natural isomorphism
DY←X ⊗LDX
(
DY←X ⊗LDX Db
) −→ DY←X,Y←X ⊗LDX,X DbX .
Note that F−1(ω∼
Y
) ⊗F−1DY I•2 is an F−1(DY )-injective resolution of DY←X ⊗LDX(
ωX ⊗LDX DbX
)
. Hence, the diagram (210) with i = 1 is represented by the following
diagram, which is commutative:
ω∼
Y
⊗D
Y
F!HomDX
(
M, I•1
)
−→ ω∼
Y
⊗D
Y
F!HomF−1(DY )
(
D
f
Y←X
⊗M,I•2
)
↓ ↓
F!HomDX
(
M,F−1(ω∼
Y
)⊗
F−1D
Y
I•1
)
−→ F!HomF−1DY
(
D∼Y←X ⊗DX M,F
−1(ω∼
Y
)⊗
F−1D
Y
I•2
)
The diagram (210) with i = 2 is expressed by the following diagram, which is com-
mutative:
ω∼
Y
⊗D
Y
F!HomF−1(DY )
(
D
f
Y←X
⊗M,I•2
)
→ ω∼
Y
⊗D
Y
HomDY
(
F†(M), F!I
•
2
)
↓ ↓
F!HomF−1DY
(
D
f
Y←X
⊗DX M,F
−1(ω∼
Y
)⊗
F−1D
Y
I•2
)
→ HomDY
(
F†M,F!
(
F−1(ω∼
Y
)⊗
F−1D
Y
I•2
))
The diagram (210) with i = 3 is commutative because of the construction of the
trace morphism. Thus, the proof of Lemma 14.5.3 is finished.
Now, Lemma 14.5.2 follows from Lemma 14.5.3 and the commutativity of (206).
14.5.3. Pairing on the push-forward. — Let (M1,M2, C) ∈ D-Trind(X). Let
F : X −→ Y be a morphism such that the restriction of F to SuppMi are proper.
We have F†ϕC,1,2 : F†M2 −→ F†CXM1, and the morphism b : F†CXM1 ≃ CY F†M1 in
§14.5.2. We also have ϕ
F
(0)
† C,1,2
: F†M2 −→ CY F†M1.
Lemma 14.5.4. — We have b ◦ F†ϕC,1,2 = ϕF (0)† C,1,2.
Proof We set Df
Y←X := F
−1(DY ⊗ ω−1Y ) ⊗F−1OY E•X ⊗OX DX [dX ]. We use
the notation DfY←X in a similar meaning. It naturally gives a resolution of DY←X ,
which is DX -flat and c-soft with respect to F . Then, ϕF (0)† C,1,2
is represented as the
composition of the following morphisms:
(211) F!
(
Df
Y←X
⊗D
X
M2
)
−→ F!HomF−1DY
(
DfY←X ⊗DX M1, F−1(DY,Y ⊗ ω−1Y,Y )⊗F−1(OY,Y ) Db
•
X
)
[2dX ]
−→ HomDY
(
F∗
(
DfY←X ⊗DX M1
)
, DY,Y ⊗ ω−1Y,Y ⊗OY,Y F!Db
•
X
)
[2dX ]
−→ HomDY
(
F∗
(
DfY←X ⊗DX M1
)
,DbY
)
We take an F−1(DY,Y )-injective resolution J •1 of F−1(DY,Y ⊗ ω−1Y,Y ) ⊗F−1OY,Y
Db•X [2dX ] which is isomorphic to DY←X,Y←X ⊗LDX,X DbX in Db(F−1(DY,Y )). We
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take a DY,Y -injective resolution J •2 of DbY , and a morphism F!J •1 −→ J •2 such that
the following diagram in Db(DY,Y ) is commutative:
F!
(
F−1(DY,Y ⊗ ω−1Y,Y )⊗F−1OY,Y Db•X [2dX ]
)
−−−−→ DbYy y
F!J •1 −−−−→ J •2
Then, ϕ
F
(0)
† C,1,2
is represented by the composition of the following morphisms:
(212) F!(D
f
Y←X
⊗D
X
M2) −→ F!HomF−1(DY )
(
DfY←X ⊗DX M1,J •1
)
−→ HomDY
(
F!
(
DfY←X ⊗DX M1
)
, F!J •1
)
−→ HomDY
(
F!
(
DfY←X ⊗DX M1
)
, J •2
)
Hence, we obtain the following factorization of ϕ
F
(0)
† C,1,2
:
(213) F†M2
A−→ F!RHomF−1(DY )
(
DY←X ⊗LDX M1, DY←X,Y←X ⊗LDX,X DbX
)
A1−→ RHomDY
(
F†M1, F!
(
DY←X,Y ,←X ⊗LDX,X DbX
)) A2−→ RHomDY (F†M1,DbY )
Let us look at the morphism A. It is obtained as the push-forward of the composition
A′ of the following morphisms:
(214)
Df
Y←X
⊗D
Y
M2 −→ HomF−1(DY )
(
DfY←X ⊗DX M1, F
−1(DY,Y ⊗ ω−1Y,Y
) ⊗F−1O
Y,Y
Db
•
X
)
[2dX ]
−→ HomF−1(DY )
(
DfY←X ⊗DX M1,J
•
1
)
We set Dg
Y←X := F
−1(DY ⊗ ω−1Y )⊗F−1OY Ω•X ⊗DX [dX ] and D
g
Y←X := F
−1(DY ⊗
ω−1Y )⊗F−1OY Ω•X⊗DX [dX ]. We have
(
DgY←X⊗CDgY←X
)⊗DX,X DbX ≃ F−1(DY,Y ⊗
ω−1
Y,Y
) ⊗F−1OY,Y Db•X [2dX ], where we use the identification of Ω•X [dX ] ⊗ Ω•X [dX ] ⊗
DbX ≃ Db•[2dX ]. In Db(F−1DY ), the morphism A′ is represented by the composi-
tion A′′ of the following morphisms:
(215)
Dg
Y←X
⊗D
Y
M2
B0−→ HomF−1(DY )
(
DgY←X ⊗DX M1, F
−1(DY,Y ⊗ ωY,Y ) ⊗F−1O
Y,Y
Db
•
X
)
[2dX ]
−→ HomF−1(DY )
(
DgY←X ⊗DX M1,J
•
1
)
We take a DX ⊗ F−1(DY )-injective resolution J •3 of DgY←X ⊗DX DbX . We have
a morphism DgY←X ⊗DX J •3 −→ J •1 , which represents the natural isomorphism
DgY←X ⊗DX
(
Dg
Y←X ⊗DX Db
) ≃ F−1(DY,Y ⊗ ω−1Y,Y )⊗F−1OY,Y Db•X [2dX ].
The composition of the following morphisms is denoted by B1:
Dg
Y←X ⊗DX M2 −→ HomDX
(
M1, D
g
Y←X ⊗DbX
) −→ HomDX (M1,J •3 )
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Here, the first one is induced by ϕC,1,2 :M2 −→ HomDX (M1,DbX). The composite
of the following morphisms is denoted by B2:
(216) HomDX (M1,J •3 ) −→ HomF−1DY
(
DgY←X ⊗DX M1, DgY←X ⊗DX J •3
)
−→ HomF−1DY
(
DgY←X ⊗DX M1, J •1
)
The composite B2 ◦B1 factors through B0. Hence, B2 ◦B1 = A′′ in Db(F−1DY ). It
means that the morphism A is factorized into
F†M2
F†ϕC,1,2−−−−−−−→ F†CXM1 B3−−−−−→ F!RHomF−1(DY )
(
DY←X ⊗LDX M1, DY←X,Y←X ⊗
L
D
X,X
DbX
)
We have A2 ◦A1 ◦B3 = b. Thus, the proof of Lemma 14.5.4 is finished.
We have the following commutative diagram as the compatibility of the de Rham
functor and the push-forward:
(217)
F!DRX M2
F! DRϕC,1,2−−−−−−−−→≃ F!DRX CXM1
≃
y ≃y
DRY F†M2
DRF†ϕC,1,2−−−−−−−−→≃ DRY F†CXM1
Corollary 14.5.5. — We have F j† (M1,M2, C) ∈ D-Trind(Y ).
Proof By Lemma 14.5.2, Lemma 14.5.4 and the commutative diagram (217), we
obtain that the induced morphism DRϕ
F
(0)
†
C,1,2
: DRY F†M2 −→ DRY CY F†M1 is
an isomorphism. Because F
(0)
† C and F†C are equal up to the signature, we obtain
the corollary.
14.5.4. Duality and push-forward. — Let T = (M1,M2, C) ∈ D-Trind(X). Let
F : X −→ Y be a morphism such that its restriction to SuppMi are proper. Assume
that there exists a non-degenerate hermitian pairing DXC : DXM1 ×DXM2 −→
DbX , which is a dual of C. We have the induced pairings:
F
(0)
† C : F†M1 × F†M2 −→ DbY
F
(0)
† DXC : F†DXM1 × F†DXM2 −→ DbY
Recall we have a natural equivalence F†DMi ≃ DF†Mi, under which we have the
induced pairing
F
(0)
† DXC :DY F†M1 ×DY F†M2 −→ DbY .
Lemma 14.5.6. — The dual DY F
(0)
† C exists, and we have DY F
(0)
† C = F
(0)
† DXC.
Proof We shall compare the following morphisms
(218) DRF
(0)
† DC : DRY DY F†M1 ⊗DRY DY F†M2 −→ ωtopY
(219) DRF
(0)
† C ◦ ex : DRY
(
F†M2
)⊗DRY (F†M1) −→ ωtopY
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We have an identification Υ1 of DRY DY F†M1 ⊗DRY DY F†M2 and DRY
(
F†M2
)⊗
DRY
(
F†M1
)
given by the following isomorphisms:
νF†M1 ◦DR(ϕF (0)† C,1,2) : DRY F†M2 ≃ DRY DY F†M1
νF†M2 ◦DR(ϕF (0)† C,2,1) : DRY F†M1 ≃ DRY DY F†M2
We have only to show that (218) and (219) are equal under the identification Υ1.
We have another identification
Υ2 : DRY DY F†M1 ⊗DRY DY F†M2 ≃ DRY
(
F†M2
)⊗DRY (F†M1).
Indeed, we have the isomorphism κ1,2 : DRY F†M2 ≃ DRY DY F†M1 induced by
νM1 ◦DR(ϕC,1,2), given as follows:
(220)
DRY F†M2 ≃ F!DRX M2 ≃ F!DRX CXM1 ≃ F!DRXDXM1 ≃ DRY DY F†M1
Similarly, we have the isomorphism κ2,1 : DRY F†M1 ≃ DRY DY F†M2. The identifi-
cation Υ2 is induced by κ1,2 and κ2,1. We can check that (218) and (219) are equal
under the identification Υ2. Hence, we have only to show νF†M1 ◦DRϕF (0)† C,1,2 = κ1,2
and νF†M2 ◦DRϕF (0)† C,2,1 = κ2,1. As for the first, we have only to show the commu-
tativity of the following diagrams:
(221)
F!DRX M2
F! DRϕC−−−−−−→ F! DRX CXM1
F!νM1−−−−→ F!DRXDXM1
≃
y ≃y ≃y
DRY F†M2
DRϕ
F
(0)
†
C−−−−−−−→ DRY CY F†M1
νF†M1−−−−→ DRXDXF†M1
The commutativity of the left square follows from Lemma 14.5.4 and the commuta-
tivity of (217). The commutativity of the right square is given in Lemma 14.5.2.
We can prove the second one by considering the non-degenerate D-triple C′ :
M2 × M1 −→ DbX on the conjugate X given by C′(m2,m1) = C(m1,m2). We
remark F
(0)
† C
′ = (F (0)† C) ◦ ex. Note that the signature (−1)dX−dY appears twice.
One is caused by the effect of the change of the orientation on the trace map. The
other is the difference of the identifications Tot
(
Ω•X [dX ]⊗ΩX [dX ]⊗DbX
) ≃ Db•X [2dX ]
and Tot
(
Ω•Y [dY ] ⊗ ΩY [dY ] ⊗DbY
) ≃ Db•Y [2dY ]. Then, we can apply the argument
for the first. Thus, we obtain Lemma 14.5.6.
14.5.5. Canonical prolongation of good meromorphic flat bundles. — Let
V1 be a good meromorphic flat bundle on (X,D). We obtain a good meromorphic flat
bundle CX(V1)(∗D) on (X,D), and a good meromorphic flat bundle V2 := CX(V1)(∗D)
on (X,D).
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Lemma 14.5.7. — The natural isomorphism CX(V1)|X\D ≃ V2|X\D is uniquely ex-
tended to isomorphisms
CX(V1) ≃ V2[!D], CX(V1[!D]) ≃ V2.
Proof We set M := CX(V1). We have M(∗D) = V2. Let M′ be any holonomic
DX -module such that M′(∗D) = V2. We have a unique morphism ϕ1 : CX(M′) −→
V1 such that ϕ1|X\D = id. Hence, we have a morphism ϕ2 : M −→ M′ such that
ϕ2|X\D = id. It meansM =M[!D] = V2[!D] by the universal property of V2[!D]. We
obtain the other isomorphism similarly.
Hence, for integers m, we obtain non-degenerate holonomic hermitian pairings
T!(V1, V2,m) :=
(
V1[∗D], V2[!D], (−1)mC1
)
,
T∗(V1, V2,m) :=
(
V1[!D], V2[∗D], (−1)mC2
)
.
Here Ci are non-degenerate hermitian pairings corresponding to the isomorphisms in
Lemma 14.5.7.
Let us consider their dual. By using the description of the Stokes structure, we
have V ∨2 = CX(V ∨1 )(∗D). Hence, we have T⋆(V ∨1 , V ∨2 ,m) for ⋆ = ∗, !. We have the
canonical isomorphisms DX(Vi) ≃ V ∨i [!D] and DX(Vi[!D]) ≃ V ∨i .
Lemma 14.5.8. — T⋆(V1, V2,m) have duals, and we have
DT∗(V1, V2,m) = T!(V ∨1 , V ∨2 ,m+ dX), DT!(V1, V2,m) = T∗(V ∨1 , V ∨2 ,m+ dX).
Proof The case D = ∅ has already been proved in Example 14.4.2. Let π :
X˜(D) −→ X be the real blow up. Let Li be the local system on X˜(D) with the
Stokes structure associated to Vi. Let L∨i be the local system on X˜(D) with the
Stokes structure associated to V ∨i .
We have the associated constructible sheaves L<Di and L≤Di , from Li. (See [50]
for the notation.) Similarly, we have L∨<Di and L∨≤Di , from L∨i . Let k : X \
D −→ X˜(D) be the inclusion. We set ωX˜(D) := k!CX\D[2dX ], which is a du-
alizing complex. We set DX˜(D)(F) := RHomCX˜(D)(F , ωX˜(D)). We have natural
identifications DX˜(D)L<Di [dX ] ≃ L∨≤Di [dX ] and DX˜(D)L≤Di [dX ] ≃ L∨<Di [dX ]. We
have naturally defined non-degenerate pairings L<D1 [dX ] × L
≤D
2 [dX ] −→ ωX˜(D) and
L≤D1 [dX ]×L
<D
2 [dX ] −→ ωX˜(D). We also have L∨<D1 [dX ]×L
∨≤D
2 [dX ] −→ ωX˜(D) and
L∨≤D1 [dX ]× L
∨<D
2 [dX ] −→ ωX˜(D).
Look at DRX V1[!D] −→ D DRX V 2 and DRX V 2 −→ D DRX V1[!D] induced by
the pairing V1[!D] × V 2 −→ DbX . The morphism DRX V1[!D] −→ D DRX V 2 is
factorized as follows:
DRX V1[!D] −→ HomCX
(
DRX V 2,Db
•
X
)
[2dX ] −→D DRX V 2
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We have the following commutative diagram:
DR<DX V1 −−−−→ HomCX
(
DR≤D
X
V 2,Ω
•<D
X
)
[2dX ]y y
DRX V1[!D] −−−−→ HomCX
(
DR≤D
X
V 2,Db
•
X
)
[2dX ]
Hence, the isomorphism DRX V1[!D] −→D DRX V 2 is obtained as the push-forward
of the unique isomorphism L<D1 [dX ] ≃DX˜(D)L
≤D
2 [dX ] whose restriction to X \D is
the identity.
The morphism DRX V 2 −→ D DRX V1[!D] is represented as the composition of
the following morphisms
(222) DRX V 2 −→ HomCX
(
DR<DX V1, E•X
)
[2dX ]
−→ HomCX
(
DR<DX V1,Db
•
X
)
[2dX ] −→D DR<DX V1
Hence, the isomorphism DRX V 2 −→D DRX V1[!D] is obtained as the push-forward
of the unique isomorphism L≤D2 [dX ] ≃DX˜(D)L<D1 [dX ] = L∨≤D1 [dX ] whose restriction
to X \D is the identity.
Let us consider the diagram:
(223)
DRX(V
∨
1 )×DRX(V 2[!D])
A2−−−−→ ωtopX
A1
y =y
DRX(V 2)×DRX(V1[!D])
(−1)dXA3−−−−−−−→ ωtopX
The identification A1 and the pairings Ai (i = 2, 3) are obtained as the push forward
of the identification and the pairings on the real blow up. Hence, the diagram (223)
is commutative.
Let g be a holomorphic function on X such that g−1(0) = D. Combined with
Beilinson construction, we obtain the following non-degenerate hermitian pairings,
which are mutually dual:
Πa,bg! C1 : Π
−b+1,−a+1
g∗ V1 ×Πa,bg! V2 −→ DbX
(−1)dXΠ−b+1,−a+1g∗ C2 : Πa,bg! V ∨1 ×Π−b+1,−a+1g∗ V ∨2 −→ DbX
We obtain the following non-degenerate hermitian pairings, which are mutually dual:
Ξ(a)g C1 : Ξ
(−a)
g V1 × Ξ(a)g V2 −→ DbX
(−1)dXΞ(−a)g C2 : Ξ(a)g V ∨1 × Ξ(−a)g V ∨2 −→ DbX
We also obtain the following hermitian pairings which are mutually dual:
ψ(a)g C1 : ψ
(−a+1)
g V1 × ψ(a)g V2 −→ DbX
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(−1)dXψ(−a+1)g C2 : ψ(a)g V ∨1 × ψ(−a+1)g V ∨2 −→ DbX
Namely, there exist Dψ
(a)
g T⋆(V1, V2) and DΞ(a)g T⋆(V1, V2).
14.5.6. Special case. — Let T = (M1,M2, C) ∈ D-Trind(X). Assume that there
exists a good cell C = (Z,U, ϕ, V1) forM1 at P ∈ Supp T . Let us show that, on a small
neighbourhood XP of P , there exists a dual pairing DC : DM1|XP ×DM2|XP −→
DbXP .
Let V2 := CZ(V1)(∗DZ). Because M2 −→ CX(M1) is an isomorphism, the tu-
ple (Z,U, ϕ, V2) is a good cell of M2. We have the objects TV ! := (V1∗, V2!, C1!) ∈
D-Trind(Z) and TV ∗ := (V1!, V2∗, C1∗) ∈ D-Trind(Z). We have ϕ†V1! −→ M1 −→
ϕ†V1∗. By applying the functor CX , we obtain ϕ†V2! −→ M2 −→ ϕ†V2∗. By con-
struction of the pairings, we obtain the morphisms ϕ†TV ! −→ T −→ ϕ†TV ∗. Let g be
a cell function for (Z,U, ϕ, V1), and we put gZ := g ◦ϕ. Recall that we obtain φ(0)g T ∈
D-Trind(X) as the cohomology of the complex ϕ†TV ! −→ ϕ†Ξ(0)gZ TV ⊕ T −→ ϕ†TV ∗.
Suppose that the claim of Theorem 14.4.1 holds for non-degenerate pairings such
that the dimensions of the support are strictly less than dimSupp T . Assume also that
dim(g−1(0)∩Supp(T )) < dimSupp(T ). Then, we have the dualDφ(0)g T andDψ(a)g T
in D-Trind(X) of φ(0)g T and ψ(a)g T , respectively. We have the naturally induced
morphisms Dψ
(0)
g T −→Dφ(0)g T −→Dψ(1)g T . We also have the duals Dϕ†ψ(a)gZ T and
Dϕ†Ξ
(a)
gZ T (§14.5.5). We have natural isomorphisms Dψ(a)g T ≃ Dϕ†ψ(a)gZ T (§14.5.4).
We define a non-degenerate hermitian pairingDT as the cohomology of the complex:
Dϕ†ψ(0)gZ TV −→Dϕ†Ξ(0)gZ TV ⊕Dφ(0)g T −→Dϕ†ψ(1)gZ TV
It is easy to check DT gives a dual of T .
Corollary 14.5.9. — Suppose that the claim of Theorem 14.4.1 holds for any non-
degenerate pairings such that the dimensions of the support are less than n.
Let T ∈ D-Trind(X) with dimSupp T = n. If there exists a good cell at any point
of P ∈ T , there exists a dual of T .
14.5.7. End of the proof. — Let V1 be a meromorphic flat bundle on (X,D),
which is not necessarily good. We have a non-degenerate pairing T = (V1, CX(V1), C),
where C is the naturally defined pairing. By applying Corollary 14.5.9 and resolution
of turning points ([35], [36], see also [47] and [48]), we obtain the existence of a dual
of T . Similarly, we have a dual of (V1!, CX(V1!), C′). Then, by using the argument in
§14.5.6 for cells which are not necessarily good, we can finish the proof of Theorem
14.4.1. Once we obtain Theorem 14.4.1, we obtain Theorem 14.4.5 from Corollary
14.5.5 and Lemma 14.5.6.
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14.6. Real structure
14.6.1. Real structure of non-degenerate D-triple. — We define an auto
equivalence γ˜∗ := Dherm ◦D = D ◦Dherm on C(D-Trind(X)). Similarly, we define
γ˜(0)∗ := D(0) herm ◦D(0) = D(0) ◦D(0) herm on C(D)-Trind1 (X). We have Ψ1 ◦ γ˜(0)∗ =
γ˜∗ ◦Ψ1. In the following, we will often omit to denote “(0)”.
We obtain the following proposition from Lemma 14.1.8 and Theorem 14.4.1.
Proposition 14.6.1. — Let f : X −→ Y be a morphism of complex manifolds. Let
T • ∈ C(D-Trind(X)) such that the restriction of f to the support of T • is proper.
Then, we have the following natural isomorphism in C(D-Trind(Y )):
Hj
(
F†
(
γ˜∗T •))[−j] ≃ γ˜∗(HjF†(T •)[−j])
Correspondingly, for T ∈ C(D)-Trind(X), we have the following natural isomorphism
in C(D)-Trind(Y ):
H j
(
F
(0)
† (γ˜
∗T)
) ≃ γ˜∗H jF (0)† (T)
A real structure of T • ∈ C(D-Trind(X)) is defined to be an isomorphism κ : γ˜∗T • ≃
T • such that κ ◦ γ˜∗κ = id. Similarly, a real structure of T ∈ C(D)-Trind(X) is defined
to be an isomorphism κ : γ˜∗T ≃ T such that κ ◦ γ˜∗κ = id. A real structure of T • ∈
C(D-Trind(X)) naturally corresponds to a real structure of Ψ1(T •) ∈ C(D)-Trind(X).
For our later purpose, we give the compatibility with the shift functor.
Lemma 14.6.2. — We have κ1,ℓ : S−ℓ ◦Dherm ≃ Dherm ◦ Sℓ and κ2,ℓ : S−ℓ ◦D ≃
D ◦ Sℓ on C
(D-Trind(X)) and C(D)-Trind1 (X). As a consequence, we have κ3,ℓ :
S−ℓ ◦ γ˜∗ ≃ γ˜∗ ◦ Sℓ on the categories. They satisfy κa,ℓ+m = κa,ℓ ◦ κa,m.
Proof We have already observed the compatibility of the shift and Dherm in
§14.1.3. We have
DSℓ(T) =
(
D(M•1 [−ℓ]),D(M•2 [ℓ]),D(C[ℓ])
)
,
S−ℓD(T) =
(
D(M•1 )[ℓ],D(M
•
2 )[−ℓ],D(C)[−ℓ]
)
.
We have natural identifications
D(M•1 [−ℓ])−p =D(M•1 [−ℓ]p) =D(Mp−ℓ1 ),
D(M•1 )[ℓ]
−p =D(M•1 )
−p+ℓ =D(Mp−ℓ1 ).
We also have D(M•2 [ℓ])
p = D(M−p+ℓ2 ) and D(M
•
2 )[−ℓ]p = D(M−p+ℓ2 ). Under the
natural identifications, we have D(C[ℓ])p = (−1)ℓ(D(C)[−ℓ])p. Indeed, we have the
following equalities:
(224) D(C[ℓ])p =D
(
(C[ℓ])−p
)
= (−1)ℓ(ℓ−1)/2+ℓpD(C−p+ℓ)
(225)
(
D(C)[−ℓ])p = (−1)ℓ(ℓ+1)/2+ℓp(DC)p−ℓ = (−1)ℓ(ℓ+1)/2+ℓpD(C−p+ℓ)
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The isomorphism κ2,ℓ is given by the following morphisms:
D(M•1 )[ℓ]−p
(−1)ℓpǫ(−ℓ)←−−−−−−−− D(M•1 [−ℓ])−p, D(M•2 )[−ℓ]p
(−1)ℓpǫ(ℓ)−−−−−−−→ D(M•2 [ℓ])p
(See (1.1.5.2) of [10].) It is easy to check that they give the desired isomorphism.
Corollary 14.6.3. — A real structure of T ∈ C(D)-Tri(X) naturally induces a real
structure of Sℓ(T). A similar claim holds for real structures and shifts of objects in
C(D-Trind(X)).
14.6.1.1. Functoriality of the real structure. — Let D-Tri(X,R) be the category of
non-degenerate D-triples with real structures. We have the following functoriality.
Proposition 14.6.4. —
– D-Tri(X,R) is equipped with the functors D and Dherm.
– For any hypersurface H ⊂ X, we have the exact functors [∗H ] and [!H ] on
D-Tri(X,R), which are compatible with the corresponding functors on D-Tri(X).
– For a proper morphism f : X −→ Y , we have the cohomological functor Hjf† :
D-Tri(X,R) −→ D-Tri(Y,R) compatible with Hjf† : D-Tri(X) −→ D-Tri(Y ).
Let H be any hypersurface of X . Let T1 = (V1, V2, C) be a non-degenerate smooth
DX(∗H)-triple. We have its dual T ∨1 = (V ∨1 , V ∨2 , C∨) as a smooth DX(∗H)-triple.
We set γ˜∗sm(T1) := (T ∨1 )∗. A real structure of T1 as a smooth DX(∗H)-triple is an
isomorphism κ : γ˜∗sm(T1) ≃ T1 such that κ ◦ γ˜∗sm(κ) = id.
Lemma 14.6.5. — Let T ∈ D-Trind(X,R). Let T1 be a smooth DX-triple with real
structure. Then, T ⊗ T1 has a naturally induced real structure.
Proof We naturally have γ˜∗(T ⊗T1) ≃ γ˜∗(T )⊗ γ˜∗sm(T1). Hence, the claim follows.
Proposition 14.6.6. — Let T ∈ D-Trind(X,R). Let T1 be a smooth DX(∗H)-triple
with real structure. Then, (T ⊗ T1)[⋆H ] ∈ D-Trind(X) has a unique R-structure such
that its restriction to X \H is the natural one as in Lemma 14.6.5.
Proof As DX(∗H)-triple, we have a natural isomorphism γ˜∗(T ⊗ T1) ≃ γ˜∗(T ) ⊗
γ˜∗sm(T1). Hence, the claim of the proposition is easy to see.
Corollary 14.6.7. — For any holomorphic function g on X, we have Beilinson’s
functors Πa,bg,∗! on D-Tri(X,R), compatible with those on D-Tri(X). In particular, we
have the nearby cycle functor ψ
(a)
g and the maximal functor Ξ
(a)
g . Moreover, we have
the vanishing cycle functor φ
(a)
g .
14.6.2. Descriptions of real perverse sheaves. —
280 CHAPTER 14. D-TRIPLES AND THEIR FUNCTORIALITY
14.6.2.1. Preliminary. — LetX be a dX -dimensional complex manifold. LetD
b
c(CX)
denote the derived category of cohomologically bounded constructible CX -complexes.
We set a!XC := CX [2dX ] in D
b
c(CX) with a naturally defined real structure. For any
C ∈ Dbc(CX), we set D(F) := RHomCX (F , a!XC). The real structure of a!XC induces
an identification D(F) ≃DF .
We have a quasi-isomorphism a!XDb
•
X [2dX ] given by s 7−→ (2π
√−1)dX ι(s) at the
degree −dX , where ι : CX −→ DbX is the inclusion. We shall identify them in
Dbc(CX). We have the real compatible real structure on Db
•
X [2dX ], which is twisted
by (2π
√−1)dX from the natural one.
Remark 14.6.8. — It is also induced by the identification Ω•X [dX ] ⊗ Ω•X [dX ] ⊗
Db•X ≃ Db•X [2dX ]. Namely, the composite of the following identifications
(226) Db•X [2dX ] ≃ Ω•X [dX ]⊗ Ω•X [dX ]⊗DbX ≃ Ω•X [dX ]⊗ Ω•X [dX ]⊗DbX
≃ Ω•X [dX ]⊗ Ω•X [dX ]⊗DbX ≃ Db•X [2dX ]
ω is mapped to (−1)dXω. Here,
Let F : X −→ Y be a proper morphism. We use the trace morphism F∗(a!XC) −→
a!Y C, induced by the identification a
!
XC ≃ Db•X [2dX ]. The trace morphism is com-
patible with the real structures of a!XC and a
!
Y C. We have the Verdier duality
F∗D(F) ≃ DF∗F for any F in Dbc(CY ), and the following natural diagram is com-
mutative:
F∗DF ≃−−−−→ DF∗F
≃
y ≃y
F∗DF ≃−−−−→ DF∗F
Let Fi (i = 1, 2) be objects in Dbc(CX). A morphism C : F1 ⊗ F2 −→ a!XC is
equivalent to a morphism ΨC : F1 −→DF2. We have the induced pairings:
C : F1 ⊗F2 −→ a!XC, C ◦ ex : F2 ⊗F1 −→ a!XC
We have ΨC = ΨC under the natural isomorphism DF2 ≃ DF2. We have ΨC◦ex =
DΨC under the natural isomorphism F2 ≃ D
(
DF2
)
. For any integer ℓ, the shift
C[ℓ] : F1[−ℓ] ⊗ F2[ℓ] −→ a!XC is induced. (See §14.1.5.) We have ΨC[ℓ] = Ψ under
the natural identification D(F2[ℓ]) ≃D(F2)[−ℓ], as remarked in Lemma 14.1.11.
We say that C is non-degenerate, if ΨC is a quasi-isomorphism. In that case, we
have the induced non-degenerate pairing D ′C : DF2 ⊗DF1 −→ a!XC in Dbc(CX)
given by DF2 ⊗DF1 −→ F1 ⊗F2 −→ a!XC. By construction, we have ΨD′C = Ψ−1C .
14.6.2.2. Category of non-degenerate pairings. — Let C(C)-Tri(X) denote the cate-
gory of tuples of Fi ∈ Dcb(CX) (i = 1, 2) with a pairing C : F1⊗F2 → a!XC inDbc(CX).
A morphism (F1,F2, C)→ (F ′1,F ′2, C′) is a pair of morphisms ϕ1 : F ′1 → F1 and ϕ2 :
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F2 → F ′2 such that C′ ◦ (id⊗ϕ2) = C ◦ (ϕ1 ⊗ id). Let C(C)-Trind(X) ⊂ C(C)-Tri(X)
be the full subcategory of the objects (F1,F2, C) such that C is non-degenerate.
We define contravariant auto equivalences Dherm and D on C(C)-Trind(X) as fol-
lows:
Dherm(F1,F2, C) := (F2,F1, C ◦ ex), D(F1,F2, C) := (DF1,DF2,D ′C ◦ ex)
We define an auto equivalence γ˜∗ on C(C)-Trind(X) by γ˜∗ :=D ◦Dherm =Dherm ◦D.
We have
γ˜∗
(F1,F2, C) = (DF2,DF1,D ′C).
For any integer ℓ, the shift is defined by Sℓ(F) = (F1[−ℓ],F2[ℓ], C[ℓ]).
Lemma 14.6.9. — We have ν1,ℓ : S−ℓ ◦Dherm ≃ Dherm ◦ Sℓ and ν2,ℓ : S−ℓ ◦D ≃
D ◦ Sℓ. As a consequence, we have ν3,ℓ : S−ℓ ◦ γ˜∗ ≃ γ˜∗ ◦ Sℓ. They satisfy νa,ℓ+m =
νa,ℓ ◦ νa,m.
Proof We have
DhermSℓ(F) = (F2[ℓ],F1[−ℓ], C[ℓ] ◦ ex),
S−ℓDherm(F) = (F2[ℓ],F1[−ℓ], C ◦ ex[−ℓ]).
The isomorphism ν1,ℓ is given by the natural identifications of the underlying CX -
complexes. We have ΨC[ℓ]◦ex = DΨC[ℓ] = DΨC = ΨC◦ex. Hence, the pairings are
equal.
Let us consider the case of D. We have the following:
S−ℓD(F) =
(
(DF1)[ℓ], (DF2)[−ℓ], (D′C ◦ ex)[−ℓ]
)
DSℓ(F) =
(
D(F1[−ℓ]),D(F2[ℓ]),D ′
(
C[ℓ]
) ◦ ex)
We have natural isomorphisms D(F1)[ℓ] ≃ D(F1[−ℓ]) and D(F2)[−ℓ] ≃ D(F2[ℓ]),
as in §14.1.5. Under the identification, we obtain the equality of the pairings from
Ψ(D′C◦ex)[−ℓ] = ΨD′(C[ℓ])◦ex, which can be deduced easily as in the case of Dherm.
A real structure of an object F ∈ C(C)-Trind(X) is an isomorphism κ : γ˜∗F ≃ F
such that κ ◦ γ˜∗κ = id. We have the following corollary.
Corollary 14.6.10. — A real structure of F ∈ C(C)-Tri(X) naturally induces a real
structure of Sℓ(F).
Let F : X −→ Y be a proper map. For any F ∈ C(C)-Trind(X) we have a naturally
induced object F∗F := (F∗F1, F∗F2, F∗C). It gives a functor C(C)-Trind(X) −→
C(C)-Trind(Y ). We have natural transformations F∗Dherm ≃ DhermF∗, F∗D ≃ DF∗
and F∗D ≃ DF∗. If an object F in C(C)-Trind(X) is equipped with a real structure
κ, then F∗F is equipped with a naturally induced real structure F∗κ.
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14.6.2.3. Pairs of perverse sheaves with a pairing. — Let C-Trind(X) denote the
full subcategory of objects (F1,F2, C) such that Fi are perverse, in C(C)-Trind(X)
We have the naturally defined contravariant auto equivalences D and Dherm on
C-Trind(X). We also have γ˜∗ on C-Trind(X). A real structure of an object in
C-Trind(X) is defined to be a real structure as an object in C(C)-Trind(X).
Let F = (F1,F2, C) ∈ C(C)-Trind(X). Let Hj(Fi) (i = 1, 2) denote the j-th
perverse cohomology. We have the induced pairing Hj(C) : H−j(F1) ⊗Hj(F2) −→
a!XC. We set H
j
(
F
)
:=
(
H−j(F1), Hj(F2), Hj(C)
)
. Thus, we obtain a functor Hj :
C(C)-Trind(X) −→ C-Trind(X). We have natural isomorphisms Hj ◦D ≃ D ◦H−j ,
Hj ◦Dherm ≃Dherm ◦H−j and Hj ◦ γ˜∗ ≃ γ˜∗ ◦H−j. Therefore, if F is equipped with
a real structure, Hj(F) are equipped with induced real structures.
Let C(C)-Trind(X,R) denote the category of objects F ∈ C(C)-Trind(X) with a
real structure κ. Morphisms are defined in a natural way. Let C-Trind(X,R) ⊂
C(C)-Trind(X,R) denote the full subobject (F, κ) such that F ∈ C-Trind(X).
14.6.2.4. Perverse sheaves with real structure. — For a field K, let Per(KX) be the
category of KX -perverse sheaves. Let Per(CX ,R) be the category of CX -perverse
sheaves F with real structure ρ, i.e., ρ : F ≃ F such that ρ ◦ ρ = id. A morphism
(F1, ρ1) −→ (F2, ρ2) is a morphism ϕ : F1 −→ F2 in Per(CX) such that ϕ◦ρ1 = ρ2◦ϕ.
We have a natural equivalence Per(RX) ≃ Per(CX ,R) given by FR 7−→ FR ⊗ C with
ρ(x⊗ α) = x⊗ α.
We have a natural functor Λ : Per(CX ,R) −→ C-Trind(X,R) For any (F , ρ) in
Per(CX ,R), We have the induced non-degenerate pairing Cρ :DF ⊗ F −→ a!XC:
DF ⊗ F Dρ⊗id−−−−→ DF ⊗ F κ−−−−→ a!XC
The morphism κ is naturally given one. It is easy to check that (DF ,F , Cρ) with
κ = (id, id) is an object in C-Trind(X,R), which is denoted by Λ(F , ρ). The following
lemma is easy to check.
Lemma 14.6.11. — The functor Λ is an equivalence. It is compatible with the
proper push-forward, the shift operator, D and Dherm.
14.6.2.5. Example. — Let us look at an example. Let Fi = C[dX ] (i = 1, 2). Let
ei correspond to 1[dX ]. We consider a pairing C : F1 ⊗ F2 −→ a!XC given by
C(e1, e2) = u, where u correspond to 1[2dX ] in a
!
XC = C[2dX ]. We haveDFi = C e∨i ,
where e∨i ⊗ ei 7−→ u. Then, D ′C : DF2 ⊗DF1 −→ a!XC is given by D ′C(e∨2 , e∨1 ) =
(−1)dXu. Note that F1 −→DF2 is given by e1 7−→ e∨2 , and F2 −→DF1 is given by
e2 7−→ (−1)dXe∨1 . Let κ = (κ1, κ2) : (DF2,DF1,D ′C) −→ (F1,F2, C) be given by
κ1(e1) = e
∨
2 and κ2(e
∨
1 ) = (−1)dXe2. The induced map
γ∗κ :
(
D(DF1),D(DF2), (D ′(D ′C))
)
−→ (DF1,DF2,D ′C)
given by (γ∗κ)1(e∨2 ) = (−1)dX (e∨1 )∨ and (γ∗κ)2(e∨1 ) = (e∨2 )∨. Note the natural iden-
tification (e∨i )
∨ = (−1)dXei. Hence, we have κ ◦ γ∗κ = id.
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14.6.3. Compatibility with the de Rham functor. — For any object T =
(M•1,M•2, C) ∈ C(D)-Tri(X), we define DRX(T ) ∈ C(C)-Tri(X) as in §14.3.2. It
induces an equivalence of the categories D-Trind(X) and C-Trind(X).
Proposition 14.6.12. — For T ∈ D-Trind(X), we have natural isomorphisms
D ◦DRX(T ) ≃ DRX ◦D(T ), Dherm ◦DRX(T ) ≃ DRX ◦Dherm(T ),
which are given by the natural identifications of underlying complexes.
Proof Let us consider the case of Dherm. We remark that the conjugate DRX(C)
in Lemma 14.3.1 is taken for the natural real structure of Db•X [2dX ]. Because the
quasi-isomorphism a!XC ≃ DbX [2dX ] is given by the multiplication of (2π
√−1)dX ,
the conjugate with respect to the real structure of a!XC is (−1)dXDRX(C). Then, by
using Lemma 14.3.1, we can compare the pairings.
Let us consider the case of D. We have the natural identifications:
D(DRX M) =D(DRX M) ≃ DRX(DXM) ≃ DRXDM ≃D DRX M
Here, we use the identifications Ω•X [dX ]⊗Ω•X [dX ]⊗DbX ≃ Db•X for the exchanges of
DRX ◦DX ≃D◦DRX and DRX ◦DX ≃D◦DRX , the compositeDDRX M ≃ DRX M
is induced by the real structure of Db•X [2dX ] ≃ a!XC. Then, it follows from the the
definition ofDC that the pairings DRD(C) andD DR(C) are equal under the natural
identifications.
Corollary 14.6.13. — We have γ˜∗DRX(T ) ≃ DRX γ˜∗T given by the natural iso-
morphisms of the underlying complexes. In particular, the de Rham functor gives a
functor D-Trind(X,R) −→ C-Trind(X,R).
Let C(D)-Trind(X) ⊂ C(D)-Tri(X) denote the full subcategory of objects T =
(M•1,M•2, C) such that (i) Hi(T) ∈ D-Trind(X), (ii) the dual DC exist in the sense
of §14.4.3. The functor DR gives a functor C(D)-Trind(X) −→ C(C)-Trind(X).
Lemma 14.6.14. — By the rule of the signatures, we have a natural transform Sℓ ◦
DR ≃ DR ◦Sℓ of the functors from C(D)-Tri(X) to C(C)-Tri(X).
Proof We have the natural isomorphism TotDRX(M
•
i [±ℓ]) ≃ TotDRX(M•i )[∓ℓ],
which are given by the multiplication of (−1)pℓ on ΩdX+p ⊗M r±ℓi . We can compare
the pairings by a direct computation.
Proposition 14.6.15. — We have natural isomorphisms DRDherm ≃ DhermDR
and DRD ≃ D DR, which are given by the natural identifications of the underlying
complexes. As a consequence, we have DR ◦γ˜∗ ≃ γ˜∗ ◦DR.
Proof Let us consider the case ofDherm. We have the natural isomorphism of the
underlying complexes in the case of Dherm. The comparison of the pairings can be
reduced to Proposition 14.6.12 by Lemma 14.6.2, Lemma 14.6.9 and Lemma 14.6.14.
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Let us consider the case of D. Let M• be a complex of holonomic D-modules. Let
us observe that the following diagram of the natural quasi-isomorphisms is commu-
tative:
(227)
DRS−ℓDM• −−−−→ DRDSℓ(M•)y y
S−ℓD DR(M•) −−−−→ DSℓDR(M•)
Indeed, we take an DX -injective resolution I
•
X of OX [dX ]. We take an CX -injective
resolution J• of TotΩ•X [dX ] ⊗ I•X . We have the following commutative diagram of
the natural morphisms:
Tot Ω•X [dX ]⊗
(HomDX (M•, I•X )[−ℓ]) −→ TotΩ•X [dX ]⊗HomDX (M•[ℓ], I•X )
↓ ↓
TotHomCX (Ω•X [dX ]⊗M•,Ω•X [dX ]⊗ I•X )[−ℓ] −→ TotHomCX (Ω•X [dX ]⊗M•[ℓ],Ω•X [dX ]⊗ I•X )↓ ↓
TotHomCX (Ω•X [dX ]⊗M•, J•X)[−ℓ] −→ TotHomCX (Ω•X [dX ]⊗M•[ℓ], J•X )
Then, we obtain the commutativity of (227).
The comparison of the parings can be reduced to Proposition 14.6.12 by Lemma
14.6.2, Lemma 14.6.9 and Lemma 14.6.14, as in the case of Dherm.
We remark the commutativity of the following diagrams of the natural isomor-
phisms:
S−ℓD DR(T ) −−−−→ DSℓDR(T )y y
DRS−ℓD(T ) −−−−→ DRDSℓ(T )
We have similar diagrams for Dherm and γ˜∗. In particular, the shift functor of real
structures are compatible with the de Rham functor.
We have the commutativity of the following diagram:
Dγ˜∗DR T −−−−→ γ˜∗D DR Ty y
DRDγ˜∗T −−−−→ DR γ˜∗DT
Hence, the dual of real structures is compatible with the de Rham functor. Similarly,
the functorsDherm and γ˜∗ of real structures are compatible with the de Rham functor.
Let T ∈ C(D)-Trind(X). Let F : X −→ Y be a morphism of complex manifolds
such that Supp(T ) is proper with respect to F . By Proposition 14.4.19, the following
is commutative:
DRY ◦F† ◦ γ˜∗(T ) −−−−→ DRY ◦γ˜∗ ◦ F†(T )y y
F∗ ◦ γ˜∗ ◦DRX(T ) −−−−→ γ˜∗ ◦ F∗ ◦DRX(T )
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In particular, the push-forward functor of real structures is compatible with the de
Rham functor.
14.6.4. Regular case. — Let D-Trindreg(X,R) ⊂ D-Trind(X,R) denote the full sub-
category of the objects whose underlying D-modules are regular holonomic. By the
Riemann-Hilbert correspondence, the de Rham functor induces an equivalence
DR : D-Trindreg(X,R) −→ C-Trind(X,R) ≃ Per(RX).
According to the results in §14.6.3, it is compatible with the push-forward by proper
morphisms. It is also compatible with the dual.
14.6.4.1. Description. — Let M be any regular holonomic DX -module such that
DRX(M) has a real structure, i.e., ι : DRX(M) ≃ DRX(M) such that ι ◦ ι = id. It
induces a pairing Cι :DXM ⊗M −→ DbX corresponding to
DRX(DXM)⊗DRX(M) −→DX DRX(M)⊗DRX(M) −→ ωtop.
We put T := (DM,M,Cι).
Proposition 14.6.16. — T has a real structure given by κ = (id, id), i.e., (T , κ) ∈
D-Trindreg(X,R). Conversely, any object in D-Trindreg(X,R) has such a description up
to isomorphisms.
Proof Let us prove the first claim. We have only to check that (id, id) gives
a morphism γ˜∗T −→ T . Namely, we have only to check that (DCι)∗ = Cι un-
der the natural isomorphism DXDX(M) ≃ M . The morphism M −→ CX(DM)
given by Cι induces ι : DRX(M) ≃ DRX(M), if we use the identification Ω•X [dX ] ⊗
Ω•
X
[dX ] ⊗ DbX ≃ Db•X [2dX ]. See Remark 14.4.3 for the signature. The morphism
DRX(DXM) ≃ DRX(DXM) induced by Cι is identified with the morphism induced
by ι : DRX M ≃ DRX M . Then, we obtain the commutativity of the following
diagram:
DRM ⊗DRDM DR(DCι)−−−−−−→ a!XCyι⊗ι∗ yid
DRX(M)⊗D DRXM
DR(Cι)◦ex−−−−−−−→ a!XC
Then, we obtain the commutativity of the following diagram:
DRDM ⊗DRM DR(DCι)◦ex−−−−−−−−→ a!XCyid⊗ id yid
DRX(DM)⊗DRX M
DR(Cι)−−−−−→ a!XC
It means D(Cι)
∗ = Cι. As for the second claim, we have only to care the signatures
which can be checked as in the case of first claim.
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14.6.4.2. Localizations. — Let H be a hypersurface of X . Let j : X \ H −→ X
be the inclusion. We have the functor [∗H ] on D-Trindreg(X,R). It is equivalent to
j∗j∗ on Per(RX). The essential image of the functor [∗H ] is naturally equivalent to
D-Trindreg(X \H,R) ≃ Per(RX).
Similarly, the functor [!H ] on D-Trindreg(X,R) is equivalent to j!j∗ on Per(RX), and
the essential image is naturally equivalent to D-Trindreg(X \H,R) ≃ Per(RX\H).
14.6.4.3. Beilinson functors. — For any integers a ≤ b, let Ia,b be the R-local system
on C∗ underlying the smooth RC(∗0)-triple Ia,b with the real structure. By using Ia,b,
we obtain the nearby cycle functors ψ(a), the maximal functors Ξ(a) and the vanishing
cycle functors φ(a) on Per(RX). By the compatibility of the localizations with the de
Rham functor DRX : D-Trindreg(X,R) −→ Per(RX), we obtain that DRX is compatible
with the functors ψ(a), Ξ(a) and φ(a).
14.6.5. R-Betti structure. — Let T = (M1,M2, C) ∈ D-Trind(X,R). By the
construction above, we have a real structure of DRX(M2), i.e., a pre-R-Betti structure
of M2 in the sense of [50].
Proposition 14.6.17. — The pre-R-Betti structure is an R-Betti structure of M2
in the sense of §7.2 in [50].
Proof We have only to check the claim locally around any points P of the support
of M2. We shall shrink X without mention. We use a Noetherian induction on the
support. If the support of M2 is a point, then the claim is clear. We take a cell
C = (Z,U, ϕ, V ) of M2 at P with a cell function g. We have the R-structure of the
meromorphic flat bundle V in the sense of §6.4 of [50].
Lemma 14.6.18. — The R-structure is good in the sense of §6.4 of [50].
Proof We consider the special case X = Z = ∆ = {|z| < 1} with dimX = 1. We
may assume Mi(∗P ) = Vi. We have the pairing M1(∗P ) ×M2(∗P ) −→ DbX(∗P ).
By Lemma 12.6.10 of [48], we can check that it comes from a pairing on the real blow
up. Hence, the real structure is compatible with the Stokes structure. Moreover, we
may replace DbX(∗P ) with C∞modPX .
Let us consider the case dimZ = 1. We may assume that X = ∆t × ∆m with
g = t. Let h : X −→ ∆t denote the projection. We obtain h†(M1,M2, C) with an
induced real structure. Then, V is a direct summand of (h ◦ϕ)∗h†M2(∗g). Hence, by
the result in the previous paragraph, we obtain that the R-structure of V is good.
For any irreducible smooth curve C ⊂ Z with C 6⊂ Z \ U , we can check that the
R-structure of V|C is good, by using the result in the previous paragraph.
Let Q be any point of Z. Let (ZQ, ψQ) be a local resolution of Z around Q. (See
§6.4 of [50].) We can easily deduce that the R-structure of ψ∗QV is good, by using the
result in the previous paragraph. Hence, the R-structure of V is good.
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We have the induced R-structures of T [⋆g], and the morphisms T [!g] −→ T −→
T [⋆g] are compatible with the R-structures. We have two pre-R-Betti structures on
M2[⋆g] = ϕ⋆(V ). One is induced by the R-structure of T [⋆g]. The other is induced
by the good R-structure of V .
Lemma 14.6.19. — The two pre-R-Betti structures are the same.
Proof Let V2 := V . Let (Z,U, ϕ, V1) be a cell of M1. We have the naturally
defined sesqui-linear pairing CUV : V1|U × V 2|U −→ C∞U . For any irreducible smooth
curve C ⊂ Z with C 6⊂ D := Z\U , the pairing of Vi|U∩C is extended to V1|C×V 2|C −→
C∞modDZ , which can be shown by an argument in the proof of Lemma 14.6.18. For
any Q ∈ Z, we take a local resolution (ZQ, ψQ) of Vi. By considering the Stokes
filtrations of Vi, and by using Lemma 12.6.10 of [48], we obtain a unique extension of
the pairing ψ∗QV1 × ψ∗QV2 −→ C∞mod DˇQZˇQ . Then, we obtain a unique extension of the
pairing CmodV : V1 × V2 −→ C∞modDZ . Hence, we have CV ∗ : V1! × V2∗ −→ DbZ and
CV ! : V1∗ × V2! −→ DbZ . We have the R-structure of T UV := (V1|U , V2|U , CUV ). Let
TV ∗ := (V1!, V2∗, CV ∗) and TV ! := (V1∗, V2!, CV !). For any irreducible curve C ⊂ Z,
the R-structure of T UV |C∩U is extended to those of TV ⋆|C , which can be shown by an
argument in the proof of Lemma 14.6.18. Hence, the R-structure of T UV is extended
to those of TV ⋆. The induced pre-R-Betti structures of V2⋆ are the R-Betti structures.
Because the R-structures of T [⋆g] is obtained as the push-forward of the R-structures
of TV ⋆, we obtain the claim of Lemma 14.6.19.
By Lemma 14.6.18 and Lemma 14.6.19, the cell C is compatible with the pre-R-
Betti structure of M2 in the sense of §7.1.3 in [50]. We have the induced R-structure
on φ(0)(T ). The induced pre-R-Betti structure of φ(0)(M2) is a R-Betti structure, by
the hypothesis of the induction. Thus, the pre-R-Betti structure of M2 is a R-Betti-
structure.
Let Hol(X,R) denote the category of holonomic DX -modules with R-Betti struc-
ture. By Proposition 14.6.17, we obtain a functor Υ : D-Trind(X,R) −→ Hol(X,R).
Proposition 14.6.20. — The functor Υ is an equivalence.
Proof It is clearly faithful. Let us observe that the functor is full. Let T (i) =
(M
(i)
1 ,M
(i)
2 , C
(i)) with κ(i) be objects in D-Trind(X,R). Let f : M (1)2 −→ M (2)2 be a
morphism in Hol(X,R). The following induced morphism is commutative:
(228)
DR(DM
(2)
2 )
DR(Df)−−−−−→ DR(DM (1)2 )y y
DR(DM
(2)
2 )
DR(Df)−−−−−→ DR(DM (1)2 )
Here, the vertical arrows are induced by the real structure of DRD(M
(i)
2 ).
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We set f2 := f , and let f1 : M
(2)
1 −→ M (1)1 be the morphism induced by D(f) :
DM
(2)
2 −→DM (1)2 with isomorphismsM (i)1 ≃DM (i)2 underlying κ(i). Let us consider
the following diagram:
(229)
DRDM
(2)
2 ≃ DRM (2)1 ≃ DR CXM
(2)
2
↓ ↓
DRDM
(1)
2 ≃ DRM (1)1 ≃ DR CXM
(1)
2
Here, the vertical arrows are given as DRDf and DR CXf , respectively. Under the
natural isomorphism DRX CXM
(i)
2 ≃ DRXDXM
(i)
2 , we have DR CX(f) = DRDf .
The horizontal arrows are induced by the real structures of DRDM
(i)
2 . Hence, (229)
is commutative. Then, we obtain that (f1, f2) gives a morphism T (1) −→ T (2) such
that Υ(f1, f2) = f . Hence, Υ is full.
Let us observe that Υ is essentially surjective. By the fully faithfulness, we have
only to check it locally around any point P of X . We may shrink X without mention.
We use a Noetherian induction on the support of M . Let M ∈ Hol(X,R). We take a
cell C = (Z,U, ϕ, V ) of M at P with a cell function g. We have a description of M as
the cohomology of
(230) ψg(ϕ†V ) −→ Ξg(ϕ†V )⊕ φg(M) −→ ψg(ϕ†V )
The R-structure of V is good. As in the proof of Lemma 14.6.19, we obtain TV ⋆ ∈
D-Trind(Z,R) (⋆ = ∗, !). By using the Beilinson construction, we obtain Ξ(ϕ†V ) ∈
D-Trind(X,R). By the hypothesis of the induction, we have Ti ∈ D-Trind(X,R)
(i = 1, 2) such that Υ(T1) ≃ ψg(ϕ†V ) and Υ(T2) ≃ φg(ϕ†V ). By the fully faithfulness
of Υ, (230) comes from a complex in D-Trind(X,R). Hence, M comes from an object
in D-Trind(X,R), i.e., we obtain the essential surjectivity of Υ.
Proposition 14.6.21. — The functor Υ is compatible with the following functors:
– The push-forward by any proper morphisms.
– The dual D.
Proof It follows from the compatibilities in §14.6.3.
For any hypersurface H on X , we have the localization functors [⋆H ] (⋆ = ∗, !) on
Hol(X,R).
Proposition 14.6.22. — The localizations are compatible with Υ, i.e., for any M ∈
D-Trind(X,R), we naturally have Υ(M [⋆H ]) ≃ Υ(M)[⋆H ].
Proof It follows from the characterization of the localization as in Theorem 8.1.4
of [50].
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Let H be any hypersurface of X . Let T1 = (V1, V2, C) be a smooth DX(∗H)-triple
with a real structure. Then, V2 is a meromorphic flat bundle on (X,H) with a good
real structure.
Proposition 14.6.23. — Let T ∈ D-Trind(X,R). We have Υ(T ⊗ T1[⋆H ]) ≃(
Υ(T )⊗ V2
)
[⋆H ] in Hol(X,R).
Proof If H = ∅, the claim is clear. The general case easily follows.
Corollary 14.6.24. — We naturally have Υ ◦ Ξ ≃ Ξ ◦ Υ, Υ ◦ ψ ≃ ψ ◦ Υ and
Υ ◦ φ ≃ φ ◦Υ.
14.6.6. Basic examples. —
14.6.6.1. Real structures on the simplest D-triple. — Let Z be a complex mani-
fold. We consider the D-triple UZ = (OZ ,OZ , C0), where C0(f, g) = f · g. We
have γ˜∗UZ =
(
DOZ ,DOZ ,DC0
)
. Let ν : DOZ ≃ OZ be the isomorphism deter-
mined by the following condition. We have the natural identification of the coho-
mology sheaf H−dZ
(
DROZ
)
and the sheaf of flat sections of OZ . The isomorphisms
DRDOZ ≃ HomDZ (OZ ,OZ [dZ ]) ≃ HomCZ (DROZ ,DROZ [dZ ]) induce the following
isomorphism:
(231) H−dZ
(
DRDOZ
) ≃ HomCZ (H−dZ (DROZ), H−2dZ (DROZ [dZ ]))
≃ HomCZ
(
CZ ,CZ
)
Then, ν induces H−dZ (DRDOZ) ≃ H−dZ (DROZ) given by id 7−→ 1. We remark
that the composition of the natural isomorphisms
OZ −−−−→ D(DOZ) Dν←−−−− DOZ ν−−−−→ OZ
is (−1)dZ . In other words, (−1)dZν can be identified with Dν. See also the appendix
below. The following proposition is clear.
Proposition 14.6.25. — Let a be a complex number such that |a| = 1. Then,
(a ν−1, (−1)dZa ν) : γ∗UZ ≃ UZ
gives a real structure.
Let us consider more specific real structures of the shifts of UZ .
14.6.6.2. The D-triple corresponding to the simplest R-perverse sheaf. — We have
the D-triple (DOZ ,OZ , Cι) corresponding to the simplest R-perverse sheaf R[dZ ], as
in §14.6.4.1. Here, Cι is the pairing induced by the natural real structure of DRZ(OZ).
We can check (v−1, 1) : (DOZ ,OZ , Cι) ≃ UZ . The (id, id) gives a real structure of
(DOZ ,OZ , Cι), and the corresponding real structure of UZ is given by (1, (−1)dZ ).
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14.6.6.3. Natural real structures of UZ [dZ ] and UZ [−dZ ]. — Let us observe that
UZ [dZ ] and UZ [−dZ ] in C
(D-Tri(Z)), or equivalently in C(D)-Tri(Z), have canonical
real structures. We assume Z is connected for simplicity.
We have the natural identification H0
(
DROZ [−dZ ]
)
with the sheaf of flat sections
of OZ , i.e., H0
(
DROZ [−dZ ]
)
= C. We have the natural identifications
(232) H0
(
DRD(OZ [dZ ])
) ≃ HomDZ (OZ [dZ ],OZ [dZ ])
≃ HomCZ
(
DROZ [dZ ],DROZ [dZ ]
)
.
We have the unique isomorphism µ : D(OZ [dZ ]) ≃ OZ [−dZ ] such that it induces
H0DRD(OZ [dZ ]) ≃ H0(DROZ [−dZ ]) = C given by id 7−→ 1. We have the induced
morphism Dµ :D
(OZ [−dZ ]) ≃ OZ [dZ ]. Note the following commutative diagram:
(233)
D(OZ [dZ ]) µ−−−−→ OZ [−dZ ]y =y
D(OZ)[−dZ ] ǫ(−dZ)ν−−−−−→ OZ [−dZ ]
Here, the left vertical arrow is given by the exchange of the dual and the shift. (It is
given by the multiplication of (−1)pdZ ǫ(dZ) on the degree p-part.) We also have the
following commutative diagram:
(234)
D(OZ [−dZ ]) Dµ−−−−→ OZ [dZ ]y =y
D(OZ)[dZ ] ǫ(dZ) ν−−−−→ OZ [dZ ]
Here, the left vertical arrow is given by the exchange of the dual and the shift. The
commutativity follows from the commutativity of (233).
Proposition 14.6.26. — The pair
(
µ−1,Dµ
)
gives a real structure of the object
UZ [dZ ] in C(D)-Tri(Z) obtained as the shift of the real structure
(
ǫ(−dZ) ν−1, ǫ(dZ) ν
)
of UZ . The pair
(
(Dµ)−1, µ
)
is a real structure of UZ [−dZ ] in C(D)-Tri(Z) obtained
from the real structure
(
ǫ(dZ)ν
−1, ǫ(−dZ) ν
)
of UZ by the shift.
Proof The commutativity of the diagrams (233) and (234) implies the claims.
Corollary 14.6.27. — We have the corresponding real structures on the objects
UZ [dZ ] and UZ [−dZ ] in C(D-Tri(Z)).
14.6.6.4. Trace morphism. — For simplicity, we assume that Z is proper. Let us
look at the push-forward aZ†UZ = (aZ†OZ , aZ†OZ , aZ†C0) as the complex of D-
triples. Let us observe that we have natural morphisms a0Z†
(UZ [dZ ]) −→ Upt and
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Upt −→ a0Z†
(UZ [−dZ ]). We have
aZ†C0(ηdZ−pm1, ηdZ+pm2) :=
(
1
2π
√−1
)dZ ∫
ηdZ−pηdZ+pC0(m1,m2) ǫ(p+ dZ)
In particular, adZZ†UZ =
(
a−dZZ† OZ , adZZ†OZ , C1
)
, where
(235) C1(1, η
2dZ )=
(
1
2π
√−1
)dZ∫
η2dZ (−1)dZ=
(
1
2π
√−1
)dZ∫
η2dZ = C0(1, tr(η
2dZ ))
We also have a−dZZ† UZ =
(
adZZ†OZ , a−dZZ† OZ , C2
)
, where
(236) C2(η
2dZ , 1) =
(
1
2π
√−1
)dZ ∫
η2dZ = C0
(
tr(η2dZ ), 1
)
The equalities (235) and (236) mean that we have the following natural morphisms:
(237) (a−1Z , tr) : a
0
Z†
(UZ [dZ ]) −→ Upt, (tr, a−1Z ) : Upt −→ a0Z†(UZ [−dZ ])
The natural real structure of Upt is given by (id, id).
Proposition 14.6.28. — The morphisms in (237) are compatible with the real struc-
tures.
Proof Let us consider the dual of tr : adZZ†OZ −→ C. We consider Φ1 induced as
follows: (
a0Z†(OZ [dZ ])
)∨ tr∨←−−−− C∨
B
y≃ Ay≃
a0Z†
(
D(OZ [dZ ])
) Φ1←−−−− C
Here, A is induced by the natural multiplication C×C −→ C, and B is given by the
compatibility of the dual and the push-forward. We have the identification:
(238) a0Z†
(
DOZ [dZ ]
) ≃ a0Z∗HomDZ(OZ [dZ ],OZ [dZ ])
We have Φ1(1) = id under the identification (238). Indeed, the identity is mapped to
the trace by the following morphisms:
(239) a0Z∗RHomDZ (OZ [dZ ],OZ [dZ ]) −→ a0Z∗RHomCZ
(
DROZ [dZ ],DROZ [dZ ]
)
−→ [RHomC(aZ∗DR(OZ)[dZ ], aZ∗DR(OZ)[dZ ])]0 −→ RHomC(adZZ∗DR(OZ), C)
Hence, the following diagram is commutative, by the construction of µ:
(240)
a0Z†(OZ [dZ ])∨ B−−−−→ a0Z†D
(OZ [dZ ]) aZ†µ−−−−→ a0Z†OZ [−dZ ]
tr∨
x Φ1x a−1Z x
C∨ A−−−−→ C id−−−−→ C
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Let us consider the dual of a−1Z : C −→ a0Z†
(OZ [−dZ ]). Let Φ2 be determined by the
commutativity of the left square in the following diagram:
(241)
a0Z†
(OZ [−dZ ])∨ B′−−−−→ a0Z†(D(OZ [−dZ ])) aZ†Dµ−−−−→ a0Z†(OZ [dZ ])
(a−1Z )
∨
y Φ2y try
C∨ A
′−−−−→ C =−−−−→ C
Here, A′ is induced by the natural pairing C × C −→ C, and B′ is induced by the
exchange of the push-forward and the dual. Let us observe that the right square in
(241) is also commutative. For that purpose, we have only to show (aZ†µ ◦ B)∨ =
aZ†Dµ◦B′ under the natural identification (a0Z†OZ [dZ ])∨∨ ≃ a0Z†OZ [dZ ]. By a simple
diagram chasing, it can be reduced to the following:
– µ ◦ (Dµ)−1 is the natural isomorphism DDOZ [dZ ] ≃ OZ [dZ ].
– The natural isomorphisms aZ† ≃ aZ†D ◦D and aZ† ≃D ◦DaZ† are compatible
with the identification aZ†D ◦D ≃D ◦ aZ† ◦D ≃D ◦DaZ†.
Then, we obtain the claim of Proposition 14.6.28.
14.6.6.5. The real structure of the underlying perverse sheaves. — Let us look at the
induced real structure of C-complex-triples. We have
Ψ1UZ [dZ ] =
(OZ [−dZ ], OZ [dZ ], (−1)dZ(dZ+1)/2C0)
The double complex DRΨ1UZ [dZ ] is given as follows: we have DR(OZ [−dZ ]) ≃ C[0],
DR(OZ [dZ ]) ≃ C[2dZ ] and
(242) DR
(
(−1)dZ(dZ+1)/2C0
)
(α⊗ β e) = αβ(−1)dZ(dZ+1)/2
(
1
2π
√−1
)dZ
(−1)dZ(dZ+1)/2
= α
(
β
( 1
2π
√−1
)dZ)
(−1)dZ
Then, we have
TotDR
(
Ψ1UZ [dZ ]
) ≃ (C[0],C[2dZ ], C1)
where C1
(
α, β(2π
√−1)dZe) = αβ. We remark that (−1)dZ appears when we take
the total complex. The real structure γ∗TotDR(Ψ1UZ [dZ ]) ≃ TotDR(Ψ1UZ [dZ ]) is
given by (id, id). It induces the real structure R(2π
√−1)dZ e ⊂ C[2dZ ].
We have Ψ1UZ [−dZ ] =
(OZ [dZ ], OZ [−dZ ], (−1)dZ(dZ−1)/2C0). The double com-
plex DRΨ1UZ [dZ ] is given as follows: DR(OZ [dZ ]) ≃ C[2dZ ], DR
(OZ [−dZ ]) ≃ C[0]
and
(243)
DR
(
(−1)dZ(dZ−1)/2C0
)
(αe⊗ β) = αβ · (−1)dZ(dZ−1)/2
(
1
2π
√−1
)dZ
(−1)dZ(dZ+1)/2
= αβ
(
1
2π
√−1
)dZ
(−1)dZ
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Then, we obtain
TotDR(Ψ1UZ [−dZ ]) ≃
(
C[2dZ ], C[0], C2
)
, C2
(
α(2π
√−1)dZe, β) = αβ.
The real structure γ∗TotDR(Ψ1UZ [−dZ ]) ≃ TotDR(Ψ1UZ [−dZ ]) is given by (id, id).
It gives the real structure R · 1 ⊂ C[0].
Let us directly compute the real structures of the underlying perverse sheaves of
UZ associated to
κ1 =
(
ǫ(−dZ)ν−1, ǫ(dZ)ν
)
, κ2 =
(
ǫ(dZ)ν
−1, ǫ(−dZ)ν
)
,
although we can describe them as the shift. Note that under C[2dZ ] ≃ Db•X [2dZ ] with
the twisted trace morphisms, the real part of C[2dZ ] is given by (2π
√−1)dZR[2dZ ] ⊂
C[2dZ ]. It gives the identification
H−dZ Hom
(
C[dZ ],C[2dZ ]
) ≃ H−dZ Hom(C[dZ ],C[2dZ ]).
Let f ∈ H−dZ Hom(C[dZ ],C[2dZ ]) be the identity. It sends (2π√−1)dZ [dZ ] to
(2π
√−1)dZ [2dZ ].
The pairing and the first component of κ1 maps f to
f ∈ H−dZ Hom(C[dZ ],C[2dZ ]).
Hence, the real structure of H−dZ Hom
(
C[dZ ],C[2dZ ]
)
is R f , and the real structure
of C[dZ ] is given by (2π
√−1)dZR[dZ ] ⊂ C[dZ ]. The pairing of the first component of
κ2 maps to f to (−1)dZf . Hence, the real structure of H−dZ Hom
(
C[dZ ],C[2dZ ]
)
is
R(2π
√−1)dZf , and the real structure of C[dZ ] is given by R[dZ ] ⊂ C[dZ ].
14.6.6.6. Appendix. — We use the identification DOZ ≃ OZ given as follows:
DX ⊗Θ•X −→ HomDX
(
DX ⊗Θ•X ,
(
DX ⊗ ω−1X [dX ]
)ℓ,r)
P ⊗ τ 7−→
(
Q⊗ ω 7−→ (−1)|τ | |ω|C(Q ⊗ ω, P ⊗ τ)
)
Here, C(Q ⊗ ω, P ⊗ τ) = ℓ(Q)r(P )(ω ∧ τ) (−1)|τ |. Note that the induced morphism
OX −→ HomDX
(
DX ⊗ ω−1X , DX ⊗ ω−1X
)
sends 1 to the identity. By taking tensor
product ωX⊗DX , we obtain
ωX ⊗Θ•X −→ HomDX
(
DX ⊗Θ•X ,OX [dX ]
) −→ HomDX (OX ,OX [dX ])
Let η be a local generator of ωX . Then, η⊗η−1 is sent to (−1)dX . Hence, the induced
isomorphism C[dX ] −→ Hom
(
C[dX ],C[2dX ]
)
maps 1[dX ] to (−1)dXf .

CHAPTER 15
GOOD SYSTEMS OF RAMIFIED IRREGULAR VALUES
In §15.1, we prepare some terminology which are convenient to control the irreg-
ularity. In §15.2, we study a resolution of turning points for Lagrangian covers. It
simplifies and clarifies the definition of wild harmonic bundles.
15.1. Good system of ramified irregular values
15.1.1. Good set of irregular values. — Let X be a complex manifold with a
normal crossing hypersurface D. Let P be any point of D. We take a holomorphic
coordinate neighbourhood (XP ; z1, . . . , zn) around P such that XP ∩D =
⋃ℓ
i=1{zi =
0}. For any m = (mi) ∈ Zn, we set zm =
∏n
i=1 z
mi
i . We naturally regard Z
ℓ ⊂ Zn
by m 7−→ (m, 0, . . . , 0). A finite subset I ⊂ OX(∗D)P /OX,P is called a good set of
irregular values at P , if the following holds ([48], [55]):
– For any a ∈ I\{0}, we take a lift a˜ ∈ OX(∗D)P . Then, there exists ord(a) ∈ Zℓ≤0
such that a˜z− ord(a) is an invertible element of OX,P .
– For any pair ai ∈ I (i = 1, 2) with a1 6= a2, we takes lift a˜i ∈ OX(∗D)P . Then,
there exists ord(a1 − a2) ∈ Zℓ≤0 such that (a˜1 − a˜2)z− ord(a1−a2) is an invertible
element of OX,P .
– For any such pairs (a1, a2) and (b1, b2) in I, either zord(a1−a2)−ord(b1−b2) ∈ OX,P
or z− ord(a1−a2)+ord(b1−b2) ∈ OX,P holds.
The condition is independent of the choices of lifts.
15.1.2. Good system of ramified irregular values. — Let X be a complex
manifold with a normal crossing hypersurface D. We generalize the notion of good
system of irregular values in §2.4.1 of [48].
Let P be any point of D. We introduce a category CP (X,D) as follows. Objects in
CP (X,D) are holomorphic maps ϕ : (Z,Q) −→ (X,P ) of smooth complex manifolds
which are coverings with ramification along D. We set DZ := ϕ
−1(D). Morphisms
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F :
(
Z,Q, ϕ
) −→ (Z ′, Q′, ϕ′) are holomorphic maps F : (Z,Q) −→ (Z ′, Q′) such that
ϕ′ ◦ F = ϕ. Such morphisms induce the morphisms OZ′(∗DZ′)Q′ −→ OZ(∗DZ)Q
over OX(∗D)Q. Let O˜X(∗D)P denote an inductive limit of OZ(∗DZ)Q. Similarly, let
O˜X,P denote the inductive limit of OZ,Q.
We have another description of the rings. Let C{z1, . . . , zn} denote the ring of
convergent power series. Let C{z1, . . . , zn}z1...zℓ denote its localization with respect
to z1 · · · zℓ. For a coordinate (z1, . . . , zn) such that D =
⋃ℓ
i=1{zi = 0}, we have
natural isomorphisms
O˜X,P ≃ lim−→
e
C
{
z
1/e
1 , . . . , z
1/e
ℓ , zℓ+1, . . . , zn
}
,
O˜X(∗D)P ≃ lim−→
e
C
{
z
1/e
1 , . . . , z
1/e
ℓ , zℓ+1, . . . , zn
}
z
1/e
1 ···z1/eℓ
.
Definition 15.1.1. — A finite subset I ⊂ O˜X(∗D)P
/O˜X,P can be regarded as I ⊂
OZ(∗DZ)Q
/OZ,Q for some ((Z,Q), ϕ) ∈ CP (X,D). It is called a good set of ramified
irregular values at P , if (i) it is a good set of irregular values on small (Z,DZ), (ii)
it is stable under the action of the Galois group of ϕ.
Note that, if P1 is close to P , we choose Q1 ∈ ϕ−1(P1), and we obtain a natural
map IP −→ OZ(∗DZ)Q1
/OZ,Q1 −→ O˜X(∗D)P1/O˜X,P1 . The image is well defined,
and it gives a good set of ramified irregular values in O˜X(∗D)P1
/O˜X,P1 .
Definition 15.1.2. — A good system of ramified irregular values on (X,D) is a
family of good sets of ramified irregular values I = {IP ∣∣P ∈ D} satisfying the
following condition.
(A) : If P1 is sufficiently close to P , the image of IP in O˜X(∗D)P1
/O˜X,P1 is equal
to IP1 .
The easiest example of good system of ramified irregular values is given by setting
IP = 0 for any P ∈ D. It is called the trivial good system of ramified irregular values,
and denoted by 0.
Remark 15.1.3. — Let I = (IP |P ∈ D) be a good system of ramified irregular
values on (X,D).
– We set −I := (−IP |P ∈ D), where −IP :=
{−a ∣∣ a ∈ IP}, which is a good
system of irregular values on (X,D).
– Let F : X ′ −→ X be a morphism of complex manifolds such that D′ := F−1(D)
is normal crossing. For any P ′ ∈ D′, we have a naturally defined morphism
O˜X(∗D)F (P ′)
/O˜X,F (P ′) −→ O˜X′(∗D′)P ′/O˜X′,P ′ . The image of IF (P ′) is de-
noted by F−1(I)P ′ , which is a good set of irregular values at P ′. Thus, we
obtain a good system of irregular values F−1(I ) on (X ′, D′).
– In particular, for any open subset X ′ ⊂ X, we have the naturally defined good
system I |X′ := (IP |P ∈ X ′ ∩D) on (X ′, D ∩X ′).
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15.1.3. Specialization of good set of ramified irregular values. — Let X
and D be as above. Let D =
⋃
i∈ΛDi be the irreducible decomposition., Let I ⊂ Λ
be any subset. We set Ic := Λ \ I. We put DI :=
⋂
i∈I Di, D(I) :=
⋃
i∈I Di,
∂DI := DI ∩ D(Ic) and D◦I := DI \ ∂DI . For any P ∈ DI , we have the naturally
defined maps:
ϕI1 : O˜X(∗D)P
/O˜X,P −→ O˜X(∗D)P/O˜X(∗D(Ic))P
ϕI2 : O˜X(∗D(Ic))P
/O˜X,P −→ O˜DI (∗∂DI)P/O˜DI ,P
For any subset JP ⊂ O˜X(∗D)P
/O˜X,P , we set JP (I)|DI := ϕI2(ϕ−1I1 (0)).
Let I be a good system of ramified irregular values on (X,D). By applying the
above procedure to any P ∈ DI , we obtain a good system of ramified irregular values
on (DI , ∂DI), denoted by I (I)|DI .
In the local case, we may also use the following procedure. Let J be any finite
subset of O˜X(∗D)P /O˜X,P . For any a ∈ OX(∗D)P /OX,P , we define J (−a) :=
{
b −
a
∣∣ b ∈ J }. We obtain the set J (−a, I)|DI := J (−a)(I)|DI ⊂ ODI (∗∂DI)P/ODI ,P in
a similar way. If J ⊂ OX(∗D)P /OX is a good set of irregular values, J (−a, I)|DI is
a good set of irregular values for any a ∈ J .
15.1.4. Resolution. — Let X be a complex manifold with a simply normal cross-
ing hypersurface D. For simplicity, we assume that the number of the irreducible
components of D is finite, and that the numbers of the connected components of D◦I
are finite. Let I = (IP |P ∈ D) be a family of finite subsets IP ⊂ O˜X(∗D)P
/O˜X,P
such that (i) each IP is Galois invariant, (ii) it satisfies the condition (A) in Definition
15.1.2. The following proposition is essentially proved in [48]. We will give a proof
in §15.1.4.1–§15.1.4.2.
Proposition 15.1.4. — There exists a projective morphism of complex manifolds
F : X ′ −→ X such that (i) D′ := F−1(D) is simply normal crossing, (ii) X ′ \D′ ≃
X \D, (iii) F−1I is a good set of irregular values on (X ′, D′).
Remark 15.1.5. — Proposition 15.1.4 shall be used typically as follows. Let Ii (i =
1, 2) be good system of ramified irregular values. We set (I1 ⊕ I2)P := I1P ∪ I2P and
(I1 ⊗ I2)P :=
{
a1 + a2
∣∣ ai ∈ IiP}. Then, the systems I1 ⊕ I2 and I1 ⊗ I2 are not
good systems of ramified irregular values, in general. We use Proposition 15.1.4 to
resolve the points at which they are not good.
15.1.4.1. System of tuples of ramified ideals. — Let X and D be as above. Let
D =
⋃
i∈ΛDi be the irreducible decomposition. We consider a family of finite tuples
of finitely generated ideals IP = (IP,1, . . . , IP,s(P )) of O˜X,P for P ∈ D. We assume
that {s(P )} is bounded. We impose the following condition:
– Each IP is Galois invariant.
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– If P1 is sufficiently close to P , we have
{I(P1)P,1 , . . . , I(P1)P,s(P ), O˜X,P1} = {IP1,1, . . . , IP1,s(P1), O˜X,P1}
as sets. Here, I
(P1)
Pi denotes the ideal in O˜X,P1 induced by IPi.
Such a family I =
{
IP |P ∈ D
}
is called a system of tuples of ramified ideals on
(X,D). It is called principal, if the following holds:
– For any P , IPi are principal ideals, and {IPi} is totally ordered with respect to
the inclusion.
The following lemma is clear.
Lemma 15.1.6. — There exists (ei | i ∈ Λ) ∈ ZΛ>0 such that the following holds:
– Let P be any point of DI . We take a holomorphic coordinate (z1, . . . , zn) around
P such that Dj (j ∈ I) are expressed as {zα(j) = 0}. Then, IPi are contained
in the extension OX,P [z1/ejα(j) | j ∈ I].
Lemma 15.1.7. — Let I be any family of tuples of ramified ideals on (X,D). There
exists a projective morphism F : X ′ −→ X such that (i) D′ := F−1(D) is simply
normal crossing, (ii) X ′ \D′ ≃ X \D, (iii) F−1I = (F−1(IF (P ′))O˜X˜′(∗D′)P ′ ∣∣P ′ ∈
D′
)
is principal.
Proof For each P ∈ D, we take a small neighbourhood XP of P , and a ramified
covering ϕP : ZP −→ XP whose ramification indexes along Di are ei. We have
the tuple of the ideals IZP :=
(
IZP ,i
∣∣ i = 1, . . . , s(P )) which induces IP , and it
is invariant under the action of the Galois group G(ϕP ) of ϕP . By applying the
construction in §15.1 of [48], we canonically obtain a normal complex variety X ′P
equipped with a G(ϕ)-action, and a G(ϕ)-equivariant projective birational morphism
GP : Z
′
P −→ ZP such that (i) Z ′P \ (ϕP ◦ GP )−1(D) ≃ ZP \ ϕ−1P (D), (ii) each
ideal G−1P (IZP ,i)OZ′P is principal, (iii) the ideals are totally ordered with respect to
the inclusion. In particular, we obtain X
(1)
P = Z
′
P /G(ϕ) with an induced birational
morphism F
(1)
P : X
(1)
P −→ XP which satisfies X(1)P \ (F (1)P )−1(D) ≃ XP \D. We can
glue (X
(1)
P , F
1
P ) (P ∈ D), and we obtain a complex variety X(1) with a morphism
F (1) : X(1) −→ X . Then, by taking an appropriate projective birational morphism
X ′ −→ X(1), we obtain the desired one.
15.1.4.2. Proof of Proposition 15.1.4. — The following lemma is clear.
Lemma 15.1.8. — There exists (ei | i ∈ Λ) ∈ ZΛ>0 such that the following holds:
– Let P be any point of DI . We take a holomorphic coordinate (z1, . . . , zn) around
P such that Dj (j ∈ I) are expressed as {zα(j) = 0}. Then, IP is contained in
OX(∗D)P [z1/ejα(j) | j ∈ I]
/OX,P [z1/ejα(j) | j ∈ I].
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For each P ∈ D, we take a small neighbourhood XP and a ramified covering
ϕP : (ZP , Q) −→ (XP , P ) whose ramification indexes along Di are ei. We set DZP :=
ϕ−1P (D). We have IP ⊂ OZP (∗DZP )Q
/OZP ,Q. For each a ∈ IP , we take lift a˜ ∈
OZP (∗DZP )Q. We take a coordinate (ξ1, . . . , ξn) of ZP such that DZP =
⋃ℓ
i=1{ξi =
0}. For a ∈ IP , let mi(a) ≥ 0 be the pole order of a along {ξi = 0}. We set
ξm(a) :=
∏ℓ
i=1 ξ
mi(a)
i . We consider the ideal IP,a generated by ξ
m(a) and a˜ξm(a). It is
independent of the choice of a˜. Note that the ideal IP,a is principal means either one
of the following holds; (i) a = 0 in O˜X(∗D)P
/O˜X,P , (ii) there exists ord(a˜) in Zℓ≤0.
They induce a tuple of finitely generated ideals IP = (IP,a) in O˜X,P , which is
Galois invariant. Note that IP is principal implies that, for each pair (a, b) in IP , we
have either ξm(a)−m(b) ∈ OZP ,Q or ξ−m(a)+m(b) ∈ OZP ,Q. (We may use it below to
deduce the condition (iii) in Definition 15.1.1.)
The family I = (IP |P ∈ D) is a system of tuples of ramified ideals. By applying
Lemma 15.1.7, we obtain a projective birational morphism F1 : X1 −→ X such that
(i) D1 := F
−1
1 (D) is simply normal crossing, (ii) X1 \D1 ≃ X \D, (iii) F−1I satisfies
the condition (i) in Definition 15.1.1.
By applying similar arguments to tuples JP := {a − b | a, b ∈ IP }, we obtain a
projective birational morphism F2 : X2 −→ X such that (i) D2 := F−12 (D) is simply
normal crossing, (ii) X2 \D2 ≃ X \D, (iii) F−1I satisfies the condition (i) and (ii) in
Definition 15.1.1. The condition (iii) in Definition 15.1.1 is also satisfied. Note that
the above remark.
15.2. Resolution of turning points for Lagrangian covers
15.2.1. Statement. — LetX be an n-dimensional complex manifold with a normal
crossing hypersurface H . We consider a reduced complex analytic closed subset Σ ⊂
T ∗(X \H) such that (i) it is finite over X \H , (ii) the smooth part of Σ is Lagrangian
with respect to the natural symplectic structure of T ∗(X \ H). We call such Σ
by a Lagrangian cover of X \ H . If we are given any section ω ∈ Ω1X\H , then
ω +Σ ⊂ T ∗(X \H) denotes the translation of Σ by ω.
Let H =
⋃
j∈ΛHj be the irreducible decomposition. For any N ∈ ZΛ, let NH
denote the divisor
∑
NiHi. For simplicity, we assume that Λ is finite, and that the
connected components of H◦I are finite for any I ⊂ Λ.
Definition 15.2.1. — A Lagrangian cover Σ is called meromorphic, if the closure
of Σ in T ∗X(logD) ⊗ OX(NH) is a complex analytic subset which is finite over X
for some N ∈ ZΛ>0.
We introduce some conditions for the behaviour of meromorphic Lagrangian cover
around H .
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Definition 15.2.2. — A meromorphic Lagrangian cover is called logarithmic, if the
closure in T ∗X(logH) is finite over X.
For any P ∈ X , let XP ⊂ X denote a small neighbourhood of P . We set HP :=
H ∩XP in that situation.
Definition 15.2.3. — A meromorphic Lagrangian cover Σ is called unramifiedly
good at P ∈ H, if there exist a good set of irregular values IP ⊂M(XP , HP )/H(XP )
and logarithmic ΣP,a ⊂ T ∗(XP \HP ) (a ∈ IP ) such that
(244) Σ|XP \HP =
⊔
a∈IP
(
da˜+ΣP,a
)
.
Here, a˜ ∈ M(XP , HP ) are lifts of a. The meromorphic Lagrangian cover is called
unramifiedly good on (X,H), if it is unramifiedly good at any P ∈ H.
Definition 15.2.4. — A meromorphic Lagrangian cover Σ is called good at P ∈ H,
if there exists a ramified covering ψP : (X
′
P , H
′
P ) −→ (XP , HP ) such that ψ−1P (Σ) is
unramifiedly good on (X ′P , H
′
P ). It is called good, if it is good at any P ∈ H.
We will prove the following theorem.
Theorem 15.2.5. — For any meromorphic Lagrangian cover Σ, there exists a pro-
jective morphism F : X ′ −→ X such that (i) H ′ := F−1(H) is normal crossing, (ii)
X ′ \H ′ ≃ X \H, (iii) F−1(Σ) is good on (X ′, H ′).
15.2.1.1. Wild harmonic bundle. — Before going to the proof, we give consequences
on wildness of harmonic bundles. Let X be any complex manifold with a normal
crossing hypersurface H =
⋃
i∈ΛHi. For simplicity, we assume that Λ is finite, and
that the connected components of H◦I are finite for any I ⊂ Λ.
Let (E, ∂E , θ, h) be a harmonic bundle on X \H . Let Σ(θ) ⊂ T ∗(X \H) denote
the spectral variety of θ. It is easy to observe that Σ(θ) is a Lagrangian cover of
X \H , by using Gabber’s theorem. (See §A:III.3 of [4], for example.) The following
corollary is an easy characterization of wildness of harmonic bundles.
Corollary 15.2.6. — There exists a projective morphism F : X ′ −→ X such that (i)
H ′ := F−1(H) is simply normal crossing, (ii) X ′ \H ′ ≃ X \H, (iii) F−1(E, ∂E , θ, h)
be a good wild harmonic bundle on (X ′, H ′), if and only if Σ(θ) is meromorphic.
Proof The only if part is clear. The if part follows from Theorem 15.2.5.
We call F satisfying the condition in Corollary 15.2.6 by a resolution for the wild
harmonic bundle (E, ∂E , θ, h) on (X,H). The following corollary means that we do
not have to care with the choice of an open subset.
Corollary 15.2.7. — There exists a resolution for (E, ∂E , θ, h) on (X,H), if and
only if there exists a resolution for (E, ∂E , θ, h) on (X,H1) for some H1 ⊃ H.
15.2. RESOLUTION OF TURNING POINTS FOR LAGRANGIAN COVERS 301
Corollary 15.2.8. — There exists a resolution for (E, ∂E , θ, h) on (X,H), if and
only if (E, ∂E , θ) is extended to a meromorphic Higgs sheaf on (X,H).
Proof If (E, ∂E , θ) is extended to a meromorphic Higgs sheaf, Σ(θ) is mero-
morphic. Hence, there exists a resolution. Conversely, if we have a resolution
F : (X ′, H ′) −→ (X,H), According to [48], F−1(E, ∂E , θ) is extended to a good
filtered Higgs bundle on (X ′, H ′). By taking the push-forward, (E, ∂E , θ) is extended
to a meromorphic Higgs sheaf on (X,H).
15.2.2. Separation of ramification and polar part. —
15.2.2.1. Separation of zeroes and poles. — Let Z be any irreducible normal complex
analytic space with a hypersurface H =
⋃
i∈ΛHi. Suppose that (Z,H) is equipped
with an action of a finite group G. Let E be any G-equivariant locally free OZ -module
on Z. Let f1, . . . , fm be sections of E(NH) for someN ∈ ZΛ>0, such that the G-action
induces a permutation on {f1, . . . , fm}. Let Ifi denote the ideal sheaf of the 0-set of
fi regarded as a section of E(NH). We set I(0)fi := Ifi+O(−NH) in OZ . By applying
the construction in §15.1 of [48], we obtain the following lemma.
Lemma 15.2.9. — There exist an irreducible normal complex analytic space Z(1)
with a G-action, and a G-equivariant projective morphism F : Z(1) −→ Z such that
the following holds:
– Z(1) \ F−1(H) ≃ Z \ H. (It implies that there exists a closed analytic subset
A ⊂ H such that Z(1) \ F−1(A) ≃ Z \A.)
– The ideals I
(1)
fi
:= OZ(1) F−1(I(0)fi ) are principal.
Let Z(F ∗(fi)) ⊂ Z(1) \ F−1(H) be the set of the points P ∈ Z(1) \ F−1(H) such
that F ∗(fi)(P ) = 0. We can reword the second condition in Lemma 15.2.9 as follows.
Lemma 15.2.10. — For any Q ∈ F−1(H) and for any i = 1, . . . ,m, one of the
following holds:
(A1) : Q is not contained in the closure of Z
(
F−1(fi)
)
.
(A2) : F−1(fi) is a section of F ∗E around Q.
Proof Fix Q ∈ F−1(H) and fi. We set P := F (Q). We take a frame e1, . . . , er
of E . We have the expression fi =
∑r
p=1 Apep. Let hj be defining functions of Dj
around P . If P 6∈ Dj, we put hj := 1. We set α :=
∏
h
Nj
j . Then, the ideal Ifi
is generated by αAp (p = 1, . . . , r) and α. By the construction, I
(1)
fi
is principal. If
F−1α is a generator, we have that F−1(Ap) ∈ OZ(1),Q for any p, which means that
(A2) holds. If one of αAp, say αAp0 , is a generator, Ap0 is invertible outside F
−1(H),
which means that (A1) holds. Thus, Lemma 15.2.10 is proved.
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15.2.2.2. A general construction. — Let W be any irreducible normal complex an-
alytic space. Let D be an effective divisor on W . The support of D is denoted by
|D|. Let π : E(D) −→ W be a holomorphic vector bundle on W . Let Υ ⊂ E(D) be
a reduced irreducible closed analytic subset of E(D) such that (i) the induced map
π : Υ −→ W is finite and flat, (ii) dimΥ = dimW . Let d be the degree of Υ −→ W .
We set
A(Υ) :=
{
(x1, . . . , xd) ∈
d︷ ︸︸ ︷
Υ×W · · · ×W Υ
∣∣∣ π(xi) 6∈ D, xi 6= xj (i 6= j)}.
Let A(Υ) denote the closure of A(Υ) in E(D) ×W · · · ×W E(D) with the reduced
structure. Let Y (Υ) denote the normalization ofA(Υ). Let πY (Υ) denote the naturally
induced morphism Y (Υ) −→W .
Let Sd denote the d-th symmetric group. We have a naturally induced action on
Sd on Y (Υ).
Lemma 15.2.11. — The natural morphism [πY (Υ)] : Y (Υ)/Sd −→ W is an iso-
morphism of complex analytic spaces.
Proof Let W0(Υ) denote the set of the points P ∈ W \D such that the number
of the points in ΥW × {P} is d. Then, A(Υ) is a Sd-principal bundle over W0(Υ).
We naturally have A(Υ)/Sd ≃W0(Υ).
Because A(Υ) is contained in Υ ×W · · · ×W Υ, it is finite over W . Hence, πY (Υ)
is finite. By the construction, the dimension of each irreducible component Y (Υ) is
dimW . Hence, we obtain that πY (Υ) is an open map (see [16]). Then, it is easy to
check that [πY (Υ)] gives a homeomorphism of topological spaces. Both of Y (Υ)/Sd
and W are normal. They are isomorphic on the open subset which is the complement
of a nowhere dense closed analytic subset. Hence, we obtain that they are isomorphic
as complex analytic spaces.
Let DY (Υ) be the pull back of D by Y (Υ) −→ W . The projection of E(D) ×W
× · · · ×W E(D) onto the i-th component induces a section of π∗Y (Υ)E(D) on Y (Υ),
which is denoted by si. By applying the construction in Lemma 15.2.9 to π
∗
Y (Υ)E
with the tuple of the sections
{
si
∣∣ i = 1, . . . ,m} ∪ {si − sj ∣∣ i, j = 1, . . . ,m}, we
obtain a reduced irreducible normal complex analytic space Y1 with a Sd-action, and
an Sd-equivariant projective morphism FY : Y1 −→ Y (Υ).
We set W1 := Y1/Sd which is an irreducible normal complex analytic space. We
have a naturally induced morphism FW :W1 −→W . It satisfies W1 \ |D1| ≃W \ |D|.
We set D1 := F
∗
W (D), E1 := F
∗
WE, and Υ1 := F
∗
WΥ over W1.
Lemma 15.2.12. — Y1 is naturally isomorphic to Y (Υ1).
Proof By the construction, we naturally have Y1 −→ E1(D1)×W1 · · ·×W1E1(D1).
The image is contained in A(Υ1). Hence, we have the naturally defined morphism
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ψ : Y1 −→ Y (Υ1). The restriction of ψ over W1 \ |D1| is an isomorphism. Because
Y1 −→W1 is finite, ψ is also finite. Both of Y1 and Y (Υ) is normal. Then, we obtain
that ψ is an isomorphism.
Let Q be any point of |DY1 |. For each i, one of the following holds:
(Ai1) : Q is not contained in the closure of Z(F
∗
Y (si)).
(Ai2) : F
∗
Y (si) are sections of π
∗
Y (Υ1)
E1.
For each pair (i, k), one of the following holds:
(Ai,k1) : Q is not contained in the closure of Z(F
∗
Y (si − sk)).
(Ai,k2) : F
∗
Y (si − sk) are sections of π∗Y (Υ1)E1.
15.2.3. Proof of Theorem 15.2.5. —
15.2.3.1. A criterion for goodness. — Let X = ∆n and H =
⋃ℓ
i=1{zi = 0}. Let
Σ be a meromorphic Lagrangian cover on (X,H). Let Σ ⊂ T ∗X(logH) ⊗ Ω(NH)
be the closure which is finite over X . We obtain a normal complex space Y (Σ)
with a morphism πY (Σ) : Y (Σ) −→ X as in §15.2.2.2. We also have the sections si
(i = 1, . . . , d) of π∗
Y (Σ)
T ∗X(logD)⊗O(NH). Let O = (0, . . . , 0).
Proposition 15.2.13. — Fix Q ∈ π−1
Y (Σ)
(O). Suppose that for any i, at least one of
the following holds:
(Ai1) : Q is not contained in F (si).
(Ai2) : si is a section of π
∗
Y (Σ)
T ∗X(logD)
Moreover, suppose that for any (i, k),
(Aik1) : Q is not contained in F (si).
(Aik2) : si − sk is a section of π∗Y (Σ)T ∗X(logD)
Then, there exists a finite subset IO ⊂ O˜X(∗H)P
/O˜X,P such that (i) it satisfies the
first two conditions in §15.1.1, (ii) we have the decomposition (244) around O.
Proof By taking an appropriate ramified covering, we have only to consider the
case that Y (Σ) −→ X is not ramified along {zi = 0} (i = 1, . . . , ℓ). We will shrink X
around O without mention in the following argument.
We define an equivalence relation on {s1, . . . , sd} as follows: si ∼ sj if si − sj is a
section of π∗
Y (Σ)
T ∗X(logD) around Q. We obtain a decomposition by the equivalence
relation:
(245) {s1, . . . , sd} =
⊔
κ∈T
Bκ
Let GQ ⊂ Sd be the stabilizer of Q. Then, the action of GQ on {s1, . . . , sd} preserves
the decomposition (245) Indeed, if g∗si = sj for some g ∈ GQ, Q is contained in the
closure of Z(si − sj), and hence si, sj ∈ Bκ for some κ.
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For each κ, we have a section ωκ of π
∗
Y (Σ)
(
T ∗X(logD)⊗(OX(NH)/OX)) induced
by si ∈ Bκ, which is independent of the choice of si. By the consideration in the
previous paragraph, ωκ is invariant under the action of GQ. Hence, it is the pull
back of a section ωκ,0 of T
∗X(logH)⊗OX(NH)
/OX . Note that we have the induced
exterior derivative d on Ω•X(logH)⊗OX(NH)
/OX . Because we have dωκ = 0 around
general points of H , we have dωκ = 0. Hence, we can take a meromorphic function
ai ∈ M(X,H) such that dai induces ωκ,0. We set ti := si − daκ, which are sections
of π∗
Y (Σ)
T ∗X(logD). We obtain decompositions si = π∗Y (Σ)daκ + ti.
By the conditions (Ai1) and (Aik1), we obtain that ord aκ and ord(aκ − aκ′) exist.
We have the Lagrangian covers given by {ti | si ∈ Bκ}, denoted by Σκ, and we have
Σ =
⊔(
daκ +Σκ
)
.
15.2.3.2. Proof of Theorem 15.2.5. — Let us return to the situation in §15.2.1. By
applying the construction in §15.2.2.2 to T ∗X(logH) ⊗ O(NH) with the closure Σ
of Σ, and by applying the resolution of singularity, we obtain a projective morphism
F : X1 −→ X of complex manifolds, satisfying the following conditions:
– H1 := F
−1(H) is normal crossing.
– We have F ∗Σ in F ∗
(
T ∗X(logH)⊗ O(NH)
)
. For any Q ∈ Y (F ∗Σ) and for any
i (resp. (i, k)) we have (Ai1) or (Ai2) (resp. (Aik1) or (Aik2)).
We obtain an effective divisor N 1H1 = F
∗( ~NH). We have a naturally defined mor-
phism F ∗T ∗X(logH) ⊗ OX(NH) −→ T ∗X1(logH1) ⊗ OX1(N 1H1). Let Σ1 denote
the image of F ∗Σ. Because X1 \H1 ≃ X \H , for any Q ∈ Y (Σ1), and for any i (resp.
(i, k)) we have (Ai1) or (Ai2) (resp. (Aik1) or (Aik2)). Then, by applying Proposition
15.2.13, for each P ∈ H1, we obtain a finite subset IP ⊂ O˜X1(∗H1)P
/O˜X1,P such
that (i) it satisfies the first two conditions in §15.1.1, (ii) we have the decomposition
(244) around P . It is easy to observe that the system I = {IP |P ∈ H1} satisfies
the assumption in Proposition 15.1.4. Hence, we can take a projective morphism of
complex manifolds F1 : X
′ −→ X1 such that (i) H ′ := F−11 (H1) is simply normal
crossing, (ii) X ′\H ′ ≃ X1\H1, (iii) F−1I is a good set of irregular values on (X ′, H ′).
Then, the induced projective morphism X ′ −→ X has the desired property. Thus,
the proof of Theorem 15.2.5 is finished.
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