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4.1 INTRODUCTION
The subject of investigation for Team D is rather loosely
called "Chromospheric Explosions". Chromospheric explo-
sions includes the response and relationship of the flare
chromosphere and transition region to the hot coronal loops
that reach temperatures of about 107K and higher. It also
includes flare related phenomena such as surges and sprays.
In particular, the team decided to focus on some of those
aspects of coronal and chromospheric phenomena that are
newly-observed by the complement of instruments flown on
SMM and other recent spacecraft such as P78-1 and Hinotori.
During the first two Workshops, it became apparent that
the interpretation of some of the newly obtained X-ray spectra
is quite controversial. In addition, there are differing opin-
ions concerning theoretical aspects of flares, such as the role
of electron beams versus thermal conduction in heating the
chromosphere. The team therefore decided to focus on three
controversial issues as Workshop projects, and to try to im-
prove our understanding of these issues by presenting the
work in terms of debates between two sub-teams. This was
a reasonable approach because the team was not very large.
An issue to be debated was written down precisely, and the
team divided itself into two camps, pro and con. Each team
member picked the position that at the time seemed most rea-
sonable to that member. As the work progressed, some team
members decided that the position.of the other sub-team was
stronger, but nevertheless remained on their initially chosen
team and took the position of a devil's advocate. Thus, in
this chapter individual members of the sub-teams are not
identified, since their current feelings about the debated is-
sues may not reflect their positions during the debates.
Each sub-team had a sub-team coordinator whose respon-
sibility was to collect material from sub-team members,
organize it into a coherent argument, and then present the
argument as part of a debate during the final Workshop. The
sub-team coordinators were also responsible for preparing
position papers supporting their arguments. These position
papers constitute this chapter.
After the debate on each of the three issues, a general
discussion followed in which the entire team attempted to
judge the relative strengths of the pro and con arguments.
While these discussions mostly resulted in an impasse as far
as completely endorsing or rejecting either the pro or con
arguments, the weaknesses of the arguments were clearly
identified.
The overall purpose of our debates was of course to
resolve the issues chosen for debate. However, these issues
are controversial either because of a lack of adequate ex-
perimental data or because of a lack of adequate theoretical
developments. Therefore a diminished, but much more real-
izable goal of our debates, is to identify the loose ends in
,our observations, so that pertinent follow-on experiments to
SMM can be devised, and to bring into sharp focus the limi-
tations of the relevant theory and to identify what needs to
be done to improve it.
The topics chosen for debate are given below in debate
form:
Issue I--Resolved: The blue-shifted components of
X-ray spectral lines are signatures of "chro-
mospheric evaporation". (Evaporated plasma
is defined as cool chromospheric plasma that
is heated to multimillion degree temperatures
and therefore contributes to the X-ray emission
of the soft X-ray flare. In the process of heat-
ing it moves upward from the chromosphere
and fills coronal flux tubes.)
Sub-team coordinators for Issue /--For: E.
Antonucci, Against: G. A. Doschek
Issue 2--Resolved: The excess line broadening of UV
and X-ray lines is accounted for by a "convec-
tive velocity distribution" in evaporation.
Sub-team coordinators for Issue 2--For: S. K.
Antiochos, Against: D. M. Rabin
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by electron beams.
Sub-team coordinators for Issue 3--For: G. H.
Fisher, Against: D. M. Rust
4.1.1 Rationale for Issue 1
One of the key experiments on SMM is the X-ray crys-
tal spectrometer experiment (the XRP). The crystals in the
spectrometer represent a quantum leap in spectral resolution
compared to the crystals flown a decade ago by NASA on
the Orbiting Solar Observatories (OSOs). Due to their high
resolution and relatively high sensitivity, profiles of X-ray
lines can be obtained with fairly good time resolution
throughout the course of a soft X-ray (SXR) flare. Crystal
spectrometers with essentially the same resolving power have
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alsobeenflownontheDoDP78-1spacecraftndonthe
JapaneseHinotorispacecraft.
Thesecrystalspectrometerexperimentshaveresultedin
importantextensionsofobservationsconcerningflares.One
observationis thatduringtherisephaseof flaresthepro-
filesof X-raylinesexhibitablue-shiftedcomponent,char-
acteristicof velocitiesbetween100and500 km s-_
(Doscheket al., 1980, Antonucci et al., 1982). The inten-
sity of the blue-shifted component is usually much less than
the intensity of the non-Doppler shifted, or stationary com-
ponent, throughout the rise phase of flares. However, for
a few events the intensity ratio may be about 0.5 or greater
at the onset of the events.
The observation of anisotropic bulk motions of high tem-
perature plasma (T > 2 × 106K) is not new, and was re-
ported in the analysis of previous X-ray (Korneev et al.,
1980) and XUV data (Widing 1975). However, the time rela-
tionship of this emission to the emission from the bulk of
the SXR emitting plasma could not be determined from the
small number of observations of large flares. In addition,
a number of other interesting characteristics of the blue-
shifted emission have been found by Antonucci and Dennis
(1983) and Antonucci, Gabriel, and Dennis (1984) from anal-
ysis of SMM data, assuming a two-component model com-
posed of a stationary component, and a single blue-shifted
component. Although the actual distribution of velocities in
the flare plasma might involve more than two components,
or in fact be a continuous distribution of velocities, the two-
component approximation has been illuminating regarding
the intensity and magnitude of the blue-shifted emission.
The two most important questions regarding the blue-
shifted component are what is its origin, and what is the rela-
tionship of the blue-shifted emission to the stationary SXR
emission. Doschek et al. (1980) suggested that the blue-
shifted emission might be the signature of the "primary
chromospheric evaporation" discussed by Antiochos and
Sturrock (1978), but cautioned that the blue-shifted emis-
sion might also be a phenomenon similar to a surge, not
necessarily physically associated with the magnetic loops that
contain the bulk of the SXR plasma. The spectrometers on
the P78-1 spacecraft lacked any spatial resolution, and there-
fore Doschek et al. (1980) could not distinguish between
these two possibilities. The SXR spatial resolution of the
SMM spectrometers is only = 17 ", which is also not suffi-
cient to distinguish between the two explanations.
Nevertheless, based on the presence of the blue-shifted
emission during the rise phase of a large percentage of the
flares observed by SMM, Antonucci et al. (1982) interpret
the blue-shifted emission as chromospheric evaporation. That
is, they propose that the primary flare energy release occurs
in coronal flux tubes. Part of this energy is subsequently de-
posited by either conduction or transport by high energy par-
ticles into the chromosphere. This results in heating the
chromosphere to multimillion degree temperatures. The
heated gas moves upward into the flaring flux tubes, and the
Doppler effect causes the X-ray emission from this upwelling
plasma to be blueshifted relative to non-moving or station-
ary plasma already present in the flux tubes. The ablated or
evaporated plasma is the main cause of the increase in emis-
sion measure of the SXR flare. This point of view was chal-
lenged by some members of the team. They felt that a close
comparison of the characteristics of the blue-shifted emis-
sion to what is expected or predicted by numerical simula-
tions of chromospheric evaporation revealed disturbing
discrepancies. Resolving the origin of the blue-shifted emis-
sion is the primary reason for debating Issue 1.
4.1.2 Rationale for Issue 2
The reason for debating Issue 2 also revolves around the
idea of chromospheric evaporation, and in addition is based
on another important finding from the X-ray spectra. This
concerns the considerable degree of turbulence found in flare
plasma during the rise phase of SXR flares (e.g., Doschek,
Kreplin, and Feldman 1979, Antonucci et al., 1982). The
temperature of the plasma that we are referring to here is
> 6 x 106K and < 3 × 107K. This is the temperature range
of the so-called thermal flare plasma. The fact that consid-
erable turbulence exists in flares is in itself not new and was
discovered in the analysis of the high resolution X-ray spec-
tra analyzed by Grineva et al. (1973) and was also found
in the analysis of XUV Skylab data (e.g., Brneckner 1976,
Cheng 1977). However, the new instruments have allowed
the magnitude of the turbulence as a function of time during
a flare to be determined, for a large number of flares.
The origin of this turbulence is unknown, and perhaps
the term "random mass motion" is more appropriate. For
the sake of brevity the term turbulence is adopted, with the
caveat that the origin of the broadening may not be turbu-
lence in the strict plasma physics definition of the word. It
does not appear that the excess line widths are due to ion
temperatures that are much higher than the electron temper-
ature. The electron temperature is well-determined and there-
fore it is possible to compute the implied difference in ion
and electron temperature accurately. At the known electron
density of SXR flare plasmas, it is difficult to explain how
this difference in temperature could be maintained over the
observed intervals of flare rise times. Also, the quantity Ak/X,
where Ak is the line width and k is the wavelength, scales
as 1/x/M_ where MI is the ion mass, if the broadening is
predominately due to Doppler ion broadening. However, the
observed values of A),/X are independent of ion mass, thus
supporting the random mass motion interpretation. There-
fore most investigators have assumed that the broadening is
due to mass motions, and not instead due to an ion tempera-
ture that is much higher than the electron temperature.
It is a difficult task to answer the general question, what
causes the non-thermal broadening of X-ray lines, since there
are many possibilities, such as true plasma turbulence or sim-
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plyspatiallynon-uniformheatingin fluxtubeswhichwould
producehydrodynamicturbulence.Anotherpossibilityhat
theteamthoughtinterestingtoinvestigateisthattheturbu-
lenceis dueto thedistributionof velocitiesproducedin
chromosphericevaporation.Morespecifically,intheevap-
orationprocessplasmatagiventemperatureevaporateswith
arangeof speeds.Thisisoneof theresultsof numerical
simulations,andwouldproduceDopplerbroadeningofspec-
trallines.Thisoccurseveninonedimensional(1D)numeri-
calsimulations.Thereasonforinvestigatingthisparticular
possibilityisthatit ispossibletousenumericalsimulations
tocalculatetheexpectedbroadening.A similarcalculation
isverydifficultfor someof theotherlikelymechanisms,
suchasplasmaturbulence.Therearesimplytoomanyun-
determinedparameterstomakemeaningfulcalculationsof
allplausiblebroadeningmechanisms.Theteamfeltthatit
mightbepossibleto determinewhetherornotconvective
evaporationisaviablebroadeningmechanismandtherefore
decidedtodebatetheissue.Issue1andIssue2areintimately
related.
4.1.3 Rationale for Issue 3
For some time now the relative importance of electron
beams and conduction fronts in heating the flare chromo-
sphere has been debated by the general solar physics com-
munity. A number of numerical simulations of
chromospheric evaporation have been carried out (e.g.,
Nagai 1980, Cheng etal., 1983, MacNeice etal., 1984, Pal-
lavicini et al., 1983, Fisher, Canfield and McClymont
1985b,c). These simulations contain ad hoc heating func-
tions either in the form of coronal heating transported by con-
duction fronts or electron beams that deposit their energy
in the chromosphere. At first sight it is not clear from these
papers whether conductive heating or beam heating provides
the closest correspondence to observational data. However,
detailed comparisons of temperatures and upflow velocities
from these model calculations do show significant differences
between the two types of flare heating (Fisher, Canfield, and
McClymont 1984). Furthermore, detailed modelling of the
chromosphere and transition region has produced observa-
tional tests which can be used to study the spatial distribu-
tion of heating in flares (Canfield, Gunkler, and Ricchiazzi
1984, Fisher, Canfield, and McClymont 1985b,c).
The presence of an electron beam is inferred from the
hard X-ray (HXR) bursts that frequently occur during the
impulsive phase of flares (during the rise phase of SXRs).
The SMM, P78-1, and Hinotori spacecraft carry HXR broad-
band spectrometers in addition to the crystal spectrometer
experiments. A question of considerable importance to flare
theory is whether the energy contained in a possible elec-
tron beam is sufficient to power the SXR event. Is the energy
released in the chromosphere by the beam sufficient to drive
chromospheric evaporation and produce the initial emission
measure growth of the SXR flare? Feldman, Cheng, and
Doschek (1982) argue that the HXR emission represents an
energy release mode that is coincidental in time to, but not
the cause of, the production of the SXR flare. They argue
that the HXRs and SXRs are produced by a common energy
release mechanism, but are otherwise unrelated, i.e., the
energy in the nonthermal electrons does not power the SXR
flare. Other investigators, while disagreeing with the posi-
tion of Feldman, Cheng, and Doschek (1982), nevertheless
also feel that the energy contained in electron beams is insuf-
ficient to power the SXR flare. They feel that chromospheric
evaporation produces the SXR event and is caused by heat-
ing originating in coronal loops which propagates via con-
duction downward into the chromosphere. Because of the
fundamental importance of these questions to the understand-
ing of energy transport in flares, the team decided to debate
Issue 3.
Finally, before commencing with the debate issues in Sec-
tions 4.3, 4.4, and 4.5, a brief description of the X-ray crystal
spectrometer experiments is given in Section 4.2, since the
data from these experiments are central to both Issues 1
and 2.
4.2 CRYSTAL SPECTROMETER
EXPERIMENTS
The first high resolution solar spectra from hot plasmas
were obtained by Grineva et al. (1973), from a few flares
during 1970. The iron lines between 1.85 - 1.87 A, were
observed with two quartz spectrometers on the Intercosmos-4
satellite, launched on October 14, 1970. The spectra were
obtained with a resolution of 0.4m A, by scanning the solar
disk with the satellite axis. The most important lines in the
1.85 - 1.87 ._ range were identified using these spectra
(Grineva et al., 1973, Gabriel 1972). However, emission
from Fe II - Fe XXIII was not observed with high resolution.
The SOLFLEX (Solar Flare X-rays) experiment consists
of four Bragg spectrometers operating in the interval 1.8 -
8.5 A,, where important SXR spectral lines are found. It was
flown by the Naval Research Laboratory (NRL) on an Air
Force spacecraft called P78-1, which was launched on Feb-
ruary 24, 1979. A wavelength scan is completed by this in-
strument in about 56 seconds. The effective time resolution
is variable and can be as short as about 10 s. Another crys-
tal spectrometer experiment flown on P78-1 is the SOLEX
(Solar X-rays) spectrometer package, built by the Aerospace
Corporation. These crystals scan the longer wavelengths be-
tween 5 and 23 .A,. The P78-1 instruments have been de-
scribed recently by Doschek (1983).
The Soft X-ray Polychromator experiment (XRP) con-
sists of two instruments: the Bent Crystal Spectrometer (BCS)
and the Flat Crystal Spectrometer (FCS) (Acton et al., 1980).
It was built by groups at Lockheed, Culham Laboratory, and
the Mullard Space Sciences Laboratory and was flown on
the Solar Maximum Mission satellite, which was launched
on February 14, 1980. The Bent Crystal Spectrometer con-
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sistsofeightcurvedcrystalsandpositionsensitivedetectors
toachievehightimeresolution(effectivetimeresolutionof
1second)aswellashighspectralresolution.Thespectro-
meterdetectstheSXRemissioni theinterval1.77- 3.23
A. TheFlatCrystalSpectrometerhasevenBraggcrystals
whichsimultaneouslydiffractX-raysinsevendifferentwave-
lengthregionsin theinterval1.4- 22.4A,.
Two rotating crystal spectrometers, called SOX1 and
SOX2, were flown by Tokyo University on the Hinotori
(Astro-A) satellite launched February 21,1981. These spec-
trometers observe the two wavelength ranges 1.72 - 1.95
and 1.83 - 1.89 A, (Tanaka etal., 1982a). They are flat spec-
trometers and the wavelength range is scanned by using the
spin of the spacecraft itself. The time resolution is comparable
to the effective time resolution of the BCS.
The spectrometers on the P78-1, SMM, and Hinotori
satellites have operated continuously for many months, giv-
ing a large set of observations of intensities and profiles of
lines, emitted by plasma at temperatures greater than 107 K,
formed during solar flares. The spectral resolution of all these
spectrometers is sufficient for measuring spectral line pro-
files. The intensities of lines are important for determining
the electron temperature, electron density, emission meas-
ure distribution, and departure from ionization equilibrium.
The spectral regions most studied are the wavelength bands
near the resonance lines of helium-like iron (Fe XXV, 1.85
A.) and calcium (Ca XIX, 3.176 A,).
4.3 DEBATE OF ISSUE 1
The debate of Issue 1 began by defining precisely what
is meant by chromospheric evaporation. The term was de-
fined to mean the heating of chromospheric plasma to soft
X-ray emitting temperatures by either thermal conduction
and/or electron beams, and its consequent expansion upward
into flux tubes. The evaporating plasma is rapidly heated to
temperatures > 107 K, thereby producing the large SXR
emission measure. The sub-team presenting the argument for
the interpretation of the blue-shifts as indicators for chromo-
spheric evaporation asserts that the evaporated plasma is the
major cause of the increase of SXR flux and emission meas-
ure. The sub-team presenting the case against this interpre-
tation did not attempt to claim that no upward moving plasma
exists, but their contention is instead that the blue-shifts are
not the major cause of the large SXR emission measure in-
crease.
4.3.1 Argument for: The Blue-shifts Are
Direct Evidence of Chromospheric
Evaporation
The sub-team arguing for a chromospheric evaporation
interpretation of the blue-shifts list several properties of the
blue-shifts that either support or are consistent with this in-
terpretation. Previously, the profde of the Fe XXV resonance
line was reported to be broadened, indicating turbulent mo-
tions of the order of 90 km s- 1, from observations obtained
from the Intercosmos-4 satellite (Grineva et al., 1973). Most
of the spectra were recorded during the peak or the decay
phase of flares except for two obtained during the rise time.
For the rise phase spectra a shift of the Fe XXV resonance
line toward the blue was also observed, which implied mo-
tion of the SXR source toward the observer with velocities
of 160 km s -1. If line shifts are observed in peak phase or
decay phase spectra, they are toward the red and the down-
ward velocities deduced are of the order of 200 km s-I
(Korneev et al., 1980). An absolute wavelength calibration
is available for these data.
From the line width analysis of several flares of class M
and X observed with the SOLFLEX spectrometers, Doschek
et al. (1980) and Feldman et al. (1980), conclude that line
profiles are broader than the thermal width, computed from
the electron temperature determined from the dielectronic
satellite lines. The widths are greatest at flare onset, and de-
crease monotonically during the rise phase. Near maximum
X-ray flux the broadening has decreased considerably. This
effect is more evident in class X flares. In the decay phase
of M and X flares the lines are narrower, with nonthermal
velocities of about 60 km s- 1. The line broadening at flare
onset is characterized by a nonthermal velocity parameter
of about 150 km s-1. Doschek et al. (1980) also reported
the existence of a weak blue-shifted emission component of
the Ca XIX resonance line, that was only apparent during
the rise phase of X-class flares.
Two of the M flares reported by Feldman et al. (1980)
show a relatively strong component of plasma (compared to
non-moving plasma) moving outward from the sun at veloci-
ties of about 400 km s- i, with a temperature probably near
15 x 106 K. This result is based on the observation of a blue-
shifted component of both the Ca XIX and Fe XXV reso-
nance lines, which has the form of an asymmetrical exten-
sion on the blue-wings of the lines. The blue-component is
strongest in the earliest rise phase spectra. The X-ray flux
in these spectra is about 50% of the flux in the stationary
component. The flux of the dynamic component tends to
slightly increase or remain constant during the flare rise
phase. After flare maximum it is either very weak or ab-
sent. The dynamic and static components of the resonance
line of Ca XIX are deconvolved under the assumption that
both components produce Gaussian profiles. Wavelength
shifts of the resonance line itself, as observed by Korneev
et al. (1980), are not discussed by these authors.
The high time resolution observations of the flare SXR
emission, obtained with the Bent Crystal Spectrometer on
SMM, confirm that the X-ray line profiles of ions such as
Ca XIX are broad and complex. These properties of the lines
are found to be a systematic characteristic of the impulsive
phase of flares (Antonucci et al., 1982). A more detailed
discussion of the properties derived from BCS data is given
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inSubsection1.TheresultsobtainedfromtheHinotoriob-
servationsingeneralconfirmtheexistenceof non-thermal
profilesandblueextensionsof spectrallines.Non-thermal
velocitiesof about200kms-1 andupwardvelocitiesof
about400kms-1arederivedatflareonset(Tanakaet al.,
1982a,b).
4.3.1.1 General Properties of the Plasma Upflows
The general properties discussed above have been studied
systematically using a large set of spectra observed during
the rise phase of class M and X flares obtained with the BCS
on SMM during 1980 and the results appear to be consistent
with the hypothesis of chromospheric evaporation (Antonucci
1982, Antonucci and Dennis 1983, Antonncci, Gabriel, and
Dennis 1984).
Evaporation occurs in response to local chromospheric
heating as a consequence of the primary energy release dur-
ing a flare, and as predicted by different models, it can be
produced either by electron beam heating or conductive heat-
ing of the chromosphere. In the case of beam heating, the
energy release is associated with emission in hard X-rays.
Under the hypothesis that the blue-shifted components are
due to chromospheric material heated during the energy
release and driven up along the magnetic field lines, and con-
sidering the HXR impulsive emission as a temporal indica-
tor of this energy deposition, upflows are expected as long
as the impulsive HXR emission is observed. While evap-
oration takes place, the magnetically confined plasma ac-
cumulates in coronal flux tubes. The velocity of the
evaporating plasma has to decrease with the increase in den-
sity of the plasma accumulating in the coronal region, be-
cause of the decrease in pressure difference between the
chromosphere and the overlying coronal flare loop. In gen-
eral, correlations between the parameters of the static and
the dynamic components of spectral lines are expected, be-
cause in the theory of chromospheric evaporation they are
causally related. Chromospheric evaporation is also expected
to be related to the sites of energy deposition, that is at the
footpoints of the flaring coronal loops.
The observational properties of the X-ray lines of class
M and X flares confirm the above picture. In about 80% of
the disk flares detected with the BCS, a blue-shifted com-
ponent was observed in association with the spectra emitted
during the impulsive phase. This component is absent in the
emission of flares occurring beyond about 60 degrees in
longitude. This indicates the presence of flows of a part of
the SXR emitting plasma that are mainly upward. The ob-
served upward velocities can be as high as 300-400 km s-
at flare onset and they decrease during the rise of the soft
X-ray flux. In the decay phase, the dynamic blue-shifted com-
ponent of the SXR source is no longer observed. (Shifts be-
tween spectral components corresponding to velocities below
120 km s-1 cannot be measured reliably).
In both disk and limb flares, large non-thermal line broad-
enings are observed during the rise phase, and in general
are insignificant during the decay phase. Up flows and non-
thermal motions observed during the rise of the SXR emis-
sion are also observed simultaneously with the most intense
HXR emission above 25 keV. This indicates a causal rela-
tion among the different phenomena, in particular, the HXRs,
the SXRs and the plasma upflows, as expected if chromo-
spheric evaporation is present. SXR and HXR emissions,
from the region of the May 21, 1980 flare, are shown in
Figure 4.1 as an example. Defining the parameter A T as
the difference between the Doppler and electron tempera-
ture, and defining v' as the velocity of the dynamic compo-
nent of the SXR source, it can be seen that these quantities
deviate considerably from zero during the impulsive SXR
emission and the rise of the SXR flare. Both quantities
moreover are largest at flare onset and decrease during the
impulsive phase. They are negligible at flare maximum. Line-
broadening motions in general precede line-shifting motions
in a flare, as shown in the example of Figure 4.1. The quan-
tity A T is taken here and subsequently as an indicator of
nonthermal broadening, as opposed to line-shifting.
While the upflow velocity is decreasing, the density in
the coronal region of the flare is increasing, as can be deduced
from the evolution of the emission measure EM of the sta-
tionary SXR source for the event of May 21, 1980, derived
assuming isothermal conditions at the electron temperature
T. The quantities T, and log (EM) are also shown in Fig-
ure 4.1. The temperature T is obtained from the intensity
of the Ca XVIII dielectronic satellite lines. Since the area
of the flare as observed in SXRs, in the energy band 3.5 -
8 keV of the Hard X-ray Imaging Spectrometer (HXIS), does
not change significantly during most of the impulsive phase,
the increase in EM indicates a simultaneous increase in elec-
tron density of the flare plasma.
The emission of the material associated with the high
speed upflows is in general weaker than that of the main SXR
source, which produces unshifted spectral lines. Only in a
few cases for a short period, on the order of 20 seconds at
flare onset, is the intensity of the blue-shifted emission ob-
served to be equal to that of the primary (unshifted) emis-
sion. Both of these emissions increase in absolute flux,
although the flux of the dynamic component decreases with
respect to the primary one during the impulsive phase
(Antonucci, Gabriel, and Dennis 1984).
The upward velocities observed during the impulsive
phase for the dynamic plasma component are correlated with
the average rate of increase of the emission measure of the
coronal plasma, with a correlation coefficient of 0.8. In ad-
dition the peak emission measure of the upward moving
plasma is also positively correlated with the peak emission
of the principal coronal source emitting SXRs, with a corre-
lation coefficient of 0.7 (Antonucci and Dennis 1983). The
flare properties presented up to now are quite general.
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Figure 4.1 Temporal evolution of the following
observed quantities for the flare on May 21, 1980:
the SXR calcium line emission detected with the Bent
Crystal Spectrometer integrated over the spectral
range 3.165 to 3.231 ._; the HXR emission detected
with the HXR Burst Spectrometer in the energy range
from 25 to 386 keV; the parameter AT indicating the
amount of nonthermal broadening in the line profiles,
expressed in terms of equivalent temperature excess;
the velocity v' of the high speed upflows; the elec-
tron temperature Te; and the logarithm of the emis-
sion measure EM of the principal SXR source. The last
four physical parameters were derived from the anal-
ysis of BCS spectra in the Ca XIX channel, similar to
the one shown in Figure 4.2. Upflows with v' >
120 km s -_ are observed during the time interval
indicated by the dashed vertical lines.
In a few events it is also possible to observe, in addition
to the blue-wing asymmetry or the blue-shifted component,
a blue-shift of the resonance line of the primary component
itself, as reported by Korneev et al. (1980). In the case of
the May 21 event, the blue-shift of the dominant component
is observed before the blue-shifted component appears (see
discussion in Subsection 2).
4.3.1.2 SXR Line Spectra During the Impulsive
Phase
The results presented in Subsection 1 are well illustrated
by a sequence of calcium spectra detected during the May
21 flare, in Figure 4.2. The first significant SXR emission
detected in the BCS spectral band from 3.165 to 3.231 A,
where the Ca XIX resonance line and its associated satel-
lites are observed, in Figure 4.2a, is an average over 120
seconds. The emission is integrated over the entire flare
region, since the BCS field of view is 6 arc min × 6 arc
min. The emission measure of the source at this time is ap-
proximately 5 x 1048 cm -3. Although the counting rate is
low, approximate values can still be derived for the Dop-
pler and electron temperatures as described later. The
resonance line is significantly broadened with a Doppler tem-
perature of about 1.3 x 108 K. This broadening must be non-
thermal in origin since it would imply an ion temperature
of one order of magnitude larger than the electron tempera-
ture, which is about 9 × 106 K. Hence nonthermal motions
with a mean velocity of 220 km s- _ are expected in the flar-
ing region.
The subsequent spectrum, in Figure 4.2b, shows the ap-
pearance of a blue-shifted component; the only observable
unblended feature is on the blue side of the resonance line,
i.e., the line at 3.177 A. (This line is at the location of the
vertical dashed lines in Figure 4.2.) The intensity of this fea-
ture exceeds by 7 standard deviations the intensity expected
from the profile of the unshifted resonance line, i.e., the
dashed profile in Figure 4.2b, computed for a Doppler tem-
perature of 4 × 107 K. The two lines have comparable in-
tensities and the relative blue-shift of the new feature is 3.8
mik, a value which implies high speed plasma flows with
a line-of-sight velocity of about 360 km s-_ relative to the
principal source. The line-of-sight is approximately radially
outward since the flare occurred near disk center at S14,
W15. In the spectrum of Figure 4.2c, the blue-shifted emis-
sion has decreased in intensity relative to the unshifted com-
ponent with unchanged line-of-sight velocity. The line
spectrum continues to consist of two components until the
SXR emission reached its peak intensity at 21:07 UT. After
this time it disappears, and the excess widths of the line pro-
files (over the thermal Doppler widths), assumed to be
produced by nonthermal motions, disappear as well. Figure
4.2d shows an example of the one-component spectrum with
thermal line profiles.
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Figure 4.2 Sequence of SXR spectra obtained at four different times dur-
ing the impulsive phase of the May 21, 1980 solar flare by the BCS in the
Ca XIX spectral region. The last spectrum was recorded at the end of the
impulsive phase. The smooth curve in each figure represents the synthe-
sized spectrum computed for given values of the electron temperature T e
and the Doppler temperature TD. The spectra shown in b and c are the sum
of two synthetic spectra, one blue-shifted by 3.8 m._. The dashed lines
represent the profile of the principal component expected for a given Dop-
pler temperature. The time intervals represent the effective data accumu-
lation periods. The times of the spectra are the mean times of the
observation interval.
The principal component of the resonance line is itself
blue-shifted during the early stages of the flare. The BCS
has no absolute wavelength calibration and this effect is de-
duced by studying the relative wavelength shifts of the Ca
XIX resonance line during a flare. The blue-shift can be de-
termined by comparing the wavelength at the peak of the
resonance line in Figure 4.2d, indicated with a vertical dashed
line, with the corresponding peak wavelength in Figures 4.2a,
b, c, and it is of the order of 0.8 m.4,. The corresponding
speed of the plasma flow, about 80 km s -1, decreases with
time from this value and the effect is observed only in the
early part of the impulsive phase. The high speed upflows,
giving origin to the blue-shifted component, are observed
later, in coincidence with a significant increase in the rise
of the HXR emission. The initially observed 80 km s-1 up-
flow is interpreted as upward motion of the entire SXR
source.
The theoretical spectra that best fit the data, shown as
a continuous line superposed on the observed counting rates,
are obtained from a synthesis of lines, computed for given
electron and Doppler temperatures, following the technique
described by Antonucci et al. (1982). Due to the large
non-thermal broadenings and the low counting rates, the
spectra detected early in a flare do not present well-resolved
features. However, an estimate of the order of magnitude
of the physical parameters is still possible. The two-com-
ponent spectra, observed when the secondary spectrum is
emitted by the high velocity plasma component, are fitted
by the sum of two spectra, assuming the same source pa-
rameters for the two different sources. In general the im-
pulsive phase spectra observed with the BCS are adequately
fitted by a two component synthetic spectrum as in Figure
4.2c.
4.3.1.3 Spatial Location of the Upflows and the
Site of Chromospheric Evaporation
In some flares, the simultaneous detection of the SXR
spectral lines with the BCS and the SXR HXIS images in
the 3.5 - 8 keV energy band enable the location of the SXR
source to be determined at the time when the first upflows
are observed. The HXIS, described in detail by van Beck
et al. (1980), has 8" spatial resolution. In a few cases this
instrument has resolved separate sources of 16 - 30 keV
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X-rayemissionearlyintheimpulsivephase.Thesesources
havebeenidentifiedwiththefootpointsof magneticloops
(Hoynget al. (1981), Duijveman, Hoyng, and Machado
1982). The images observed during the May 21 event shown
in Figure 4.3, indicate that at the time of the appearance of
the high speed mass flows at 20.55.13 UT (second spectrum
of Figure 4.2) the SXR emission is concentrated mainly at
sites bright in SXRs, which presumably correspond to the
footpoints of coronal loops. In Figure 4.3, the images of the
SXR sources are compared with those of the HXR sources
in the energy band 16 - 30 keV. These images were obtained
during the development of the flare impulsive phase. The
HXR bright points A and B are known to coincide with
regions of opposite magnetic polarities and have been inter-
preted as the locations of incidence of beams of accelerated
particles in the chromosphere early in the flare. Hence if this
interpretation is correct, the SXR plasma and the high speed
plasma upflows are spatially coincident with the sites of local
chromospheric heating, when they are first observed. The
HXR sources A and B presumably consist of a complex of
unresolved sources, corresponding to a loop system con-
necting areas of different polarity. The coronal regions of
the loops are still at low density, since the emission is weak
between the footpoints.
At earlier times during the same event, in an interval of
120 seconds around 20.54.02 UT when the first spectrum
is observed, the SXR emission is already predominately con-
centrated at footpoint A, which remains the brightest until
footpoints are observed. The presence at this time of a single
spectral component, blue-shifted with respect to the rest
wavelength, suggests that most of the emitting plasma is
evaporating from A at low velocity in response to an initial
heat input, simultaneous with HXR emission of moderate
intensity.
The outward motion of the SXR source is observed for
about three minutes. In approximately the same period, the
centroid of the SXR emission moves from A to an intermedi-
ate position between the footpoints, in Figure 4.3. This
change in configuration is consistent with the travel time to
the coronal region of both the low and high speed upflows,
which appear later on. The emission peak is interpreted as
observed between A and B because of the density increase
in the coronal region of the loop, since the evaporated mate-
rial has reached the loop apex and accumulation has begun
(Antonucci et al., 1984, Antonucci, Marocchi, and
Simnett 1984).
The plasma injected at low velocity at flare onset is
negligible in the total energy budget of the SXR flare, which
is predominantly formed by the plasma moving at higher ve-
locity. However, this phase is important for clarifying the
initial conditions of the loops where chromospheric evapor-
ation occurs. These loops are initially at low density except
at the base. The precise initial density of the loops is
unknown.
3.5-8 keV
120s B
A \_._
17s B
27s B
20:54:02
20:55:15
20:55:35
21 MAY 1980
N
16-30 keV
42s B
30s
20:56:05
30s B
12s B
21:07:09
63s B
Figure 4.3 X-ray images of the flaring region, for the
May 21, 1980 event, in the softer (3.5-8 keV) and
harder (16-30 keV) energy bands of the HXIS. The
contour levels correspond to 14, 26, 40, 55, 70, 80,
90, 98, 100% of the peak counting rate. For the hard
X-ray images, the lowest contour level is 26%. The
time intervals for data accumulation and the mean
times of the images are shown. All images are decon-
volved to allow for the triangular response of the HXIS
collimator. The crosses represent the peak of the HXR
emission at the two footpoints A and B, as measured
in the first X-ray image in the energy band from
1 6 to 30 keV. This image is averaged over a period
covering the two SXR images at 20.55.15 and
20.55.35 UT.
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In addition, this phase corresponds to a low or moder-
ately low value of the derivative of the observed HXR emis-
sion. Correspondingly, the energy flux, heating the
chromosphere, increases slowly at first. This is probably the
reason for an evaporation evidenced by a single component,
indeed blue-shifted but by a small amount, which can be
difficult to measure because of line-of-sight effects. In nu-
merical simulations of flaring loops, the temporal profile of
the energy input to the chromosphere should be chosen to
simulate that inferred from the HXR emission, since it may
be quite important in reproducing more accurately the ob-
served flare profiles.
Under the interpretation given above, the dominant
plasma source becomes stationary at the loop apex. However,
it is still possible to infer from where evaporation occurs.
This is done by comparing the ratio of the flux of the shifted
to the unshifted spectral component, observed by the BCS,
to the ratio of the SXR emission between 3.5 - 8 keV that
arises from the two areas bright in HXRs, and identified with
the footpoints, to the diffuse emission that arises between
the footpoints, observed by HXIS. This test has been applied
to the April 10, 1980 flare, a well-observed event discussed
by Antonucci et al. (1982). The results suggest that during
the impulsive phase the principal component in the BCS spec-
tra is due to the emission integrated over the volume of the
magnetic loop connecting the footpoints, while the blue-
shifted component is localized in the proximity of the foot-
points.
Referring now to earlier Skylab data, Hiei and Widing
(1979) studied an event that occurred on January 21, 1974
that was optically classified as a--N subflare. This flare ap-
pears as a brightening of a single well-resolved loop. The
position of the maximum electron density derived from the
intensities of the Fe XV diagnostic lines, i.e., the maximum
density at the temperature of formation of Fe XV, moves
from one foot of the magnetic arch to the top of the loop
with time. The concentration of the plasma near the foot-
point at the, he.inning, and it_ _nh_e, aue, nt mntion _lll_t_e_t that
material is supplied from the lower atmosphere. The plasma
in this case does not reach temperatures of I x 107 K. The
transition region lines show blue-shifts corresponding to line-
of-sight velocities of 120 km s -_.
4.3.1.4 Energetics of Chromospheric Evaporation
For a definitive identification of upflows with evaporated
chromospheric material, and to conclusively demonstrate that
evaporation is the principal process in the formation of the
SXR source in the coronal region, a detailed quantitative anal-
ysis is needed. With the data available, the amount of hot
material supplied to the corona by the upflowing plasma can-
not be established directly, since the amount of mass, en-
thalpy, and kinetic energy fowing into the coronal region
cannot be derived from the parameters obtained from the
SXR spectra alone.
However, the hypothesis of chromospheric evaporation
can be indirectly explored by determining under what con-
ditions the increase in emission in the principal spectral
source, assumed to represent the coronal plasma, is consistent
with the observed plasma upflows (Antonucci, Gabriel, and
Dennis 1984). This is done under the assumption that the
upflows are completely magnetically confined. It is also as-
sumed that the plasma is flowing into the confinement region
through the footpoint areas.
Only the average velocity v' and the average emission
measure EM ', of the upflowing plasma can be deduced with
sufficient accuracy for the evaporating material. The tem-
perature T e' and the density n' of the upflow, however, can
be derived indirectly. This is done by requiring that the mate-
rial evaporating through the footpoints of the flaring loops
supply sufficient mass and energy to account for the mass
and thermal energy in the static coronal source at the end
of the evaporation process. The physical conditions of the
coronal source are well-defined except for those quantities
that depend on the source volume. Upper limits to the volume
can be inferred from the flare images obtained with the HXIS.
Coronal loop footpoints, the most probable sites of chromo-
spheric evaporation, can be identified from the impulsive
phase HXR emission in the HXIS images, for a few flares
reported in Tables 4.1 and 4.2. For these flares the upper
limits to the footpoint cross-sections and distances between
the footpoints are approximately known, and are selected for
this quantitative test.
Following an approach described in Antonucci et al.
(1982), the density of the upflowing plasma is derived by
requiring that the integral of the electrons flowing in unit
time through the two footpoints is equal to the increase of
the electron number in the confining region during the evap-
oration time. Once nc ' is known, T' can be derived by re-
quiring that the integrals over time of the enthalpy and kinetic
energy transported by the upflowing plasma into the coronal
region in unit time are equal to the simultaneous increase
in the total thermal energy of the SXR emitting source. The
total energy input corresponds to the sum of the thermal and
turbulent energy increases during the evaporation process
and of the energy losses, summed from flare onset. The
energy losses of the coronal part of the loop are conduction
to the chromosphere and in situ radiation from the coronal
region.
The values of the electron density of the coronal plasma
at the onset and at the end of the evaporation process, na
and no2 respectively, and the peak values of the electron
temperature T, are compared in Table 4.1 with the derived
T' and ne' values for the evaporating plasmas. The quan-
tities T ' and n ' are average values over the evaporation
e e
period. For each quantity a range of values is given to account
for the uncertainty of the inferred volume and to quantify
the degree of dependence of the results on the flare volume.
They correspond to a range of volumes within two limiting
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Table 4.1 Densities and Temperatures of the Coronal and Upflowing Plasmas
Flare Tmax
1980 UT
n,, n., n" T"
10n 1011 1011 107 107
cm -3 cm -3 cm -_ K K
8 April 03.07 0.9-0.5 3.1-1.6 0.5-1.0 1.6-1.1 1.5
10 April 09.22 1.0-0.7 3.3-2.1 1.1-1.8 1.2-0.9 1.6
9 May 07.14 1.5-1.1 6.4-4.8 1.5-2.0 1.5-1.2 1.8
21 May 21.07 0.5-0.2 2.6-0.8 0.4-1.4 1.8-1.0 1.7
5 Nov 22.36 0.9-0.3 2.0-0.7 0.5-1.3 3.0-1.8 2.0
T,= x -- time of maximum emission.
ne,,ne2 -- electron densities of the coronal plasma at the onset and at the end, respectively, of the period of observed blue-shifts.
n te, T" -- electron density and temperature, respectively, of the upflowing plasma averaged over the period of observed blue-
shifts.
T_ -- peak value of the electron temperature of the coronal plasma.
The two values given for the densities and for T" correspond to the upper and lower limits on the volume (see explanation
of Table 4.2).
Table 4.2 Energetics of Flares with Hard X-ray Footpoints
Flare Soft X-Ray Coronal Plasma Hard X-Rays
Date
AEsx R z_kEtot z2tEllxt
1980 1030 1030 1030
ergs ergs ergs
8 April 2.9-3.9 5.3-4.5 9
10 April 1.9-2.4 3.6-3.1 5
9 May 1.6-1.7 4.5-3.3 5
21 May 8.2-16. 13.-14. 10
5 Nov 2.7-4.7 3.1-3.4 7
Explanation of column headings
A E sx R -- increase in the total energy of the coronal plasma including the radiative and conductive losses during the evapora-
tion process.
AEto t -- total energy in radiative and conductive losses during the flare.
AEHxR -- total energy in fast electrons with energies above 25 keV derived from the HXR observations during the evapora-
tion process assuming thick-target interactions.
The two values given for the parameters of the SXR coronal plasma are for two different geometries. The first value was
calculated assuming a lower limit V_ to the volume taken to be that of a semicircular loop with length _re/2 and cross-sectional
area A = d2. The second value was calculated using an upper limit V2 to the volume taken to be e 3.
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casesregardingthegeometryofthesource.Inonecasethe
sourceischosento beasemicircularloopconnectingthe
twofootpoints,andin theothercaseacubicvolumeisas-
sumed,wherethelineardimensionistakentobetheaver-
agelinearextentof theSXRregion.
Clearly,simplehydrodynamicalonsiderationsof the
chromosphericevaporationmodelrequirethatthepressure
in theexpandingevaporatedplasmamustexceedthepres-
sureatthetopoftheloop.Sincethetemperatureoftheup-
flowing and stationaryplasmaare inferredto be
approximatelythesame,thisconditionimpliesthatne'must
exceedn. ThevaluestabulatedinTable4.1forn' arebe-
lievedto beconsistentwiththisrequirement,atleastfor
volumeslargerthanasemi-circularloop.However,inthis
casealsotheresultsarepresumablystillvalid.In fact,the
valuesof no'areto beconsideredlowerlimitssincethe
footpointcross-sectionsareupperlimits,duetothespatial
resolutionoftheHXIS.Inaddition,it hasbeenassumedthat
themagneticfieldscompletelyconfinetheplasmaflowsin
thecorona,whichisarestrictivecondition.Higherdensities
wouldalsoresultfromoverestimatingthedurationofthein-
jectionprocess.AsshowninTable4.1,forlargervolumes,
stillcompatiblewiththeobserveddimensionsof theflare
region,eventhelowerlimitoftheevaporatingplasmaden-
sityn' becomesof thesameorderasthepeakdensityin
thecoronalplasman2,insuringthathedensityn' islarg-
erthanthecoronaldensitywhileevaporationisobserved.
Thecontinuityequationsu edtoderivethequantitiesin
Table4.1areexpressedintermsoftwounknownparameters:
c_ = v'/v and 13 = T '/T_, where v and T are respectively
the volume and electron temperature for the plasma in the
coronal region and v' and T' are the volume containing the
blue-shifted component and its temperature (Antonucci et al.,
1982). Since the emission measure of the coronal source is
higher than that of the evaporating material, the pressure re-
quirement on the chromospheric material in order that it is
able to expand into the loop implies that the parameter a is
_1___ _k ..... .'_.. _r.lL * ............ .1~ _!. .... ! ...... L ........
1_ tllall UlIILy. 1 lllb COIICbDt)IIU_ to a bltlJ_lllUIll WIlCIC CV_I[.) -
orated plasma is confined in the lower portions of the flar-
ing loops.
Similarly, Tanaka, Ohki, and Zirin (1985) discuss a white
light flare observed on June 6, 1982, which is the largest
event detected by high resolution spectrometers during the
recent solar maximum. Spectral information as well as SXR
images in the energy band 5 - 10 keV have been obtained
by the Hinotori satellite. The flare is preceded by a filament
eruption. However, the authors conclude that the upflows
observed at velocities of 400 km s-t during the impulsive
phase are not related to this phenomenon. Non-thermal mo-
tions are present throughout the impulsive phase. Bright
points, assumed to be the footpoints of the magnetic arcade
where the flare occurs, are observed in Ha and D3 emis-
sions and it is assumed that semicircular loops connect the
footpoints. By requiring mass balance during the impulsive
phase, the density of the evaporating material should be twice
as large as that of the coronal plasma to account for its for-
mation. That is, the evaporation hypothesis is consistent with
this result, if the rising plasma is confined to a small portion
of the loop arcade, presumably near the footpoints, as ex-
pected. The energy balance presents some difficulty because
of the large conduction losses. These losses integrated over
the flare duration exceed 1032 ergs (one order of magnitude
larger than the maximum thermal energy), since the flare
plasma is estimated to be at the relatively high temperature
of 4 x 107 K. This temperature is inferred from the Fe XXVI
diagnostic lines. However, conduction losses may be re-
duced, e.g., by magnetic constriction, to a value lower than
the thermal energy.
Hence, the observations of upflowing plasmas during the
rise phase of SXR emission support the hypothesis that evap-
oration of heated chromospheric plasma is the main source
of the SXR emitting plasma confined to coronal loops. This
interpretation is quantitatively confirmed if the plasma up-
flows have densities equal to or greater than 10 I_ cm -3 and
temperatures of the order of 1 - 2 x 107 K.
4.3.1.5 Direct Measurement of Material
Evaporated During the Impulsive Phase
Evidence for the appearance of soft X-ray emitting plasma
associated with a simultaneous disappearance of chromo-
spheric material is reported by Acton et al. (1982). They
have determined the amount of material that has been evap-
orated from the chromosphere during a compact flare, clas-
sifted as C7, observed on May 7, 1980. The material
evaporated appears to be more than enough to account for
the emission measure of all the mass content at temperatures
greater than 106 K, measured with the SMM instruments.
These results are derived from a study of the profiles of the
Ha line, obtained at the Sacramento Peak Observatory vac-
uum tower telescope. The amount of evaporated chromo-
spheric material is estimated through a comparison of the
_o_l v I.*ld _/l UIlI_,_ W/,tll tll_., _1 IJlIl_ [.)1 _Utl_.,t_l.l O,V a sl_N"ti-
empirical model of a flare chromosphere.
The same is found for another flare observed during
SMM on June 24, 1980, as reported by Gunkler et al. (1984).
In this flare, the maximum line-of-sight velocity is 300 km
s -I for the evaporated plasma emitting blue-shifted SXR,
observed by the BCS. The amounts of chromospheric evap-
oration by conduction and non-thermal electrons are cal-
culated and both mechanisms are found to be able to account
for the observed increase in the coronal density. In this work
the Hot profiles are analyzed by comparison with the theo-
retical profiles calculated by Canfield, Gunkler and
Ricchiazzi (1984).
4.3.1.6 Early Phase of Chromospheric Evaporation
The blue-shift of the principal emission component ob-
served in some events at flare onset has been interpreted in
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Section4.3.1.3asduetochromosphericmaterialthatwas
evaporatedatlowvelocityin theconfinementregion.This
interpretationisnotcorroboratedbythesamelargesetof
dataavailableforthehighspeedupflows.However,if this
is thecase,atthisstageonlymoving,evaporatedmaterial
isobserved,sincethecoronalregionisstillatlowdensity,
permittingadirectestimateoftheconditionsofthemoving
SXRsource.
ConsideringtheMay21eventatthetimeofthefirstcal-
ciumemission(firstspectruminFigure4.2),anupflowden-
sityof about3 x 10t0cm-3 is derivedby inferringthe
volumefromtheHXISSXRimagesinFigure4.3.Consider-
ingthatthetemperatureofthemovingevaporatedmaterial
is9 x 106K, thatitsturbulentvelocityis220kms-t, and
thatitsbulkvelocityis80kms-1,therateofenthalpy,tur-
bulent,andkineticenergyinputintotheloopthroughthe
footpointsi about2 x 1027ergs-1.Theenthalpyandtur-
bulentenergyinputsarethemostsignificant.Theenergy
inputratetothecoronalregionduetothelow-speedupflow
iscomparablewiththeenergyinputothechromosphereas-
sociatedwiththeelectronsacceleratedtoenergiesofabout
25keVenteringthethicktargetregion.
Thedensityandtemperaturederivedfortheslowlymov-
ingmaterialdonotdiffermuchfromthevaluesindirectly
derivedforthehighspeedupflows,observedlateron.The
massandenergyinputof thiscomponenttothecoronat
thisstageishowevernegligible,aspointedoutearlier.
4.3.1.7 Energy Input into the Chromosphere
During Evaporation
The energy input into the chromosphere during the evap-
oration process can be derived easily under the hypothesis
of thick target interactions by non-thermal electrons. This
quantity can be computed from the HXR spectra measured
with the Hard X-ray Burst Spectrometer (HXRBS), assum-
ing a power-law electron spectrum with a cutoff at 25 keV.
It is found that for the flares of Table 4.1, the rate of energy
input by energetic electrons is sufficient to account for the
increase in the thermal energy of the SXR emitting coronal
plasma at all times during the impulsive phase. The total in-
crease of coronal energy during the evaporation process
AEsx R is compared with the total energy input by non-ther-
mal electrons AEHxa in Table 4.2. The energy input cannot
obviously be directly compared with the energy transferred
by the upflows to the corona since this quantity has been de-
rived under the requirement that it match the increase in
coronal energy during the impulsive phase (Antonucci,
Gabriel, and Dennis 1984). For the June 6, 1982 event, dis-
cussed by Tanaka, Ohki, and Zirin (1985), it is also found
that the HXR emission implied a chromospheric energy in-
put sufficient to account for the large conduction losses and
the increase in thermal energy of the flare.
Hence, at least for the case of non-thermal electrons in-
jected into the chromosphere, the HXR flux can be an indi-
cator of an energy deposition indeed sufficient to account
for the increase of coronal plasma energy content, while the
upflows, under the conditions mentioned before, can pro-
vide the appropriate energy transfer mechanism.
The total energy AEto t radiated and conducted away dur-
ing these flares is also given in Table 4.2. From these values
it appears that no energy input is in general required after
the upflows are no longer observed.
4.3.1.8 Conclusions
The SMM data have allowed us to derive the general
properties of the upflows of high temperature plasma ob-
served during the rise of solar flares and to localize, in few
cases, their sources in the flare region. From these results
we can conclude that the plasma rising into the corona is in-
deed the primary source of the thermal plasma observed in
the corona during flares. This conclusion is not only sup-
ported by qualitative considerations, but also by quantita-
tive tests on mass and energy balance during the impulsive
phase. Within the present observational limitations, the con-
ditions required for plasma upflows to account for the flare
coronal plasma are consistent with the observations.
The most natural mechanism we can invoke to explain
the origin of such plasma upfiows is indeed chromospheric
evaporation. This process is in fact predicted in any simula-
tion of impulsively heated coronal loops. We note however
that even in the alternative model proposed by the con team,
for instance, upflows are still needed to supply most of the
plasma contained in some of the magnetic configurations
which brighten during a flare, although their origin in this
case is of a different nature.
Since the quantitative tests presented here as supporting
evidence for the main role of upflows in the formation of
the flare coronal plasma are very important in our discus-
sion, and since they are influenced more than other results
by the present instrumental limitations (which do not allow,
for instance, a direct measurement of the electron density
of the blue-shifted component, or knowledge of the detailed
topology of the magnetic configuration and its time evolu-
tion), it is worthwhile to stress a few points. For the events
we have analyzed, a pressure difference sufficient to drive
upflows into the coronal region where they are confined is
easily obtained for values of the flare region volume com-
patible with the observations. Solving the continuity equa-
tions, the electron temperature of the upflows is found to
be of the same order as that obtained for the coronal source.
Its value, in fact, cannot be much lower otherwise the blue-
shifted satellite lines due to dielectronic recombination would
significantly increase and therefore they would be resolved
and observed. Moreover, at least for a set of flare volumes
considered in our discussion, the lower limit of the electron
density of the up flows is of the same order as the density
of the coronal loop at the end of the accumulation process,
thereby exceeding the coronal density during evaporation.
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Therefore,thepressureof theupflowscanbeconsidered
largerthanthepressurein theloopatanytime.
Theemissionmeasureofthestationarycomponentvaries
accordingtotheplasmainputrateintheflaringloops,which
isregulatedbytheelectrondensityoftheblue-shiftedcom-
ponentanditsvelocity.Theelectrondensityisindirectlyde-
rived from the emissionmeasureof the blue-shifted
componentwhichisalsorelatedtothevolumewherethe
plasmaispropagating.Exceptatflareonset,hepropaga-
tionregioninaclosedconfigurationrepresentsonlyapart
ofthefluxtube,sincetherestoftheloopis filledbystation-
aryplasmawhosemissionisincreasingasaflareprogresses.
Fortheflarevolumesthatsatisfythepressurequirement
forplasmaflowsintothecoronalloop,theeffectivevolume
occupiedbyupflowsis foundtobeabout20%ofthetotal
volume.Thisvalueisaveragedovertheimpulsivephase.
Theregionwhereupflowsareconfinedispresumablynear
thebaseof thefluxtube.At flareonset,wecaninferthat
thevolumewhereupflowspropagateis closeto thetotal
volumeof theconfiningregion.
Thereis evidenceto suggestthattheprocessof mass
transfertothecoronaoftenbeginsatlowvelocities.This
is thephasewhentheblue-shiftedcomponentisobserved
tobedominant,whilethestationarysourceiseitherweaker
orabsent.However,thisphaseisdifficultostudysincethe
blue-shiftcorrespondstolowvelocitiesandline-of-sightef-
fectsbecomeimportantforitsdetection.In thefewcases
wherethiseffectiswellobserved,thehardX-rayemission
beginswithlowintensity,priortotheimpulsivebursts.We
canthereforededucethatcoronalloopsarefirstfilledbylow
velocityplasmaflowsinducedbyamoderatechromospheric
heating;thehighvelocityupflowsonlyappearafterthe
energyreleasebecomesimpulsive.In ouropinion,amore
accurateprofileoftheheatingfunctionaccountingforaslow
initialriseshouldbeappliedtocoronalloopsinthenumeri-
calsimulations.Thismaybeanimportantfactorindeter-
miningtheactualphysicalconditionsof acoronalloopat
thetimeof themajorimpulsivenergyrelease.
4.3.2 Argument Against: The Blue-shifts Are
Direct Evidence of Chromospheric
Evaporation
The arguments against the blue-shift and chromospheric
evaporation connection are based mainly on three observa-
tional properties of the X-ray and UV spectral lines. First,
there are no instances in which a large blue-shifted compo-
nent is the only component present during the rise phase.
Second, some spectral lines should not show both blue-shifted
and stationary components, but instead should show only a
blue-shifted component. This is not found for one such well-
observed line, the Fe XXI line at 1354.1 A. Third, the elec-
tron density of the SXR flare is apparently high at flare on-
set, and therefore not as much chromospheric evaporation
is necessary as has been previously assumed. However, this
argument is not as strong as the first two mentioned. Below
these arguments are discussed more fully.
4.3.2.1 Relative Intensities of Blue-shifted and
Stationary Components of X-ray Lines
If the high density of SXR flares is primarily due to evap-
orating plasma from the chromosphere, then at some early
time during the rise phase the large blue-shifted component
should be the dominant spectral feature. The stationary com-
ponent should be much weaker than the blue-shifted com-
ponent or nonexistent. This is not observed in available flare
spectra. The stationary component is always at least as strong
as the blue-shifted component, implying an already existing
high density loop, and contradicting predictions based on nu-
merical simulation models.
The relationship between blue-shifted and stationary com-
ponents has been made quantitative by Doschek et al. (1983)
and Cheng, Karpen, and Doschek (1984), who discuss the
shapes and Doppler shifts of spectral lines in terms of the
gasdynamics of evaporation. The Doschek et al. (1983) paper
discusses a flux tube that is heated in a localized region at
the top of the loop. The conservation equations of mass,
momentum, and energy are solved numerically for a two fluid
plasma consisting of electrons and protons. The heating is
symmetric, that is both sides of the loop receive the same
amount of flare energy. A conduction front rushes down both
sides of the loop and eventually drives chromospheric evap-
oration. (We note that actually only a half-loop was simu-
lated in this calculation; see Cheng et al. (1983). There are
some possible differences between a half loop and a full loop
simulation but these are of no consequence to our arguments.)
The effects on spectral lines of evaporation for the special
case of a symmetrically heated loop have been predicted by
Doschek et al. (1983) and are summarized below according
to temperature of line formation. The maximum tempera-
ture reached in the loop is about 20 × 106 K, at the top of
the loop. Although the Doschek et al. (1983) results represent
only a restricted range of possible input parameters, we be-
lieve that similar results should be obtained for a rather wide
range of input parameters, assuming symmetric heating.
Also, we note that chromospheric heating by electron beam
simulations generally give evaporation velocities much larger
than the observed blue-shifted velocities (Fisher, Canfield,
and McClymont 1984). Thus, we restrict the simulation dis-
cussions to conduction heating models, because at least they
give evaporation velocities that are comparable to the ob-
served blue-shifted velocities.
Chromospheric and transition region lines (T < lO s K).
These lines should show small red-shifts on the order of 20
krn s-L The chromosphere and transition region are driven
inward by evaporation. Because of their relatively high den-
sities the inward velocities are small. The lower density evap-
orating plasma has been heated by conduction to temperatures
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ofseveralmilliondegreesandevaporateswithmuchigher
velocities.
Coronal lines (10 _ K < T < 3 x 106 K). These lines
are predicted to show essentially no Doppler shift (when
viewed at Sun center). Gas at temperatures of one or two
million degrees is at the dividing region between upward
evaporating plasma and downward moving chromospheric
and transition region plasma.
Low temperature flare lines (3 x 106 K < T < 10 x
106 K). Spectral lines formed between about 3 and 10 ×
106 K should show only a blue-shifted component, as long
as evaporation persists. These lines are formed in the region
that is evaporating with a large range of velocities. For a
line formed near 10 × 106 K, the upward velocities range
between 200 and 400 km s -_. For a cooler line formed near
5 × 106 K, the upward velocities would be less, but still
no stationary component should be present.
High temperature flare lines (T > 10 × 106 K). These
lines should show a blue-shifted as well as a stationary com-
ponent. The stationary component arises from gas at the top
of the loop where the temperature is highest. The abundances
of high temperature ions are largest at the highest tem-
peratures, and the contribution functions of the high tem-
perature spectral lines are further increased at high
temperature by the Boltzmann factor in their excitation rate
coefficients. However, the density at the top of the loop is
initially quite low compared to the density of the evaporat-
ing plasma, and the intensity of these lines is proportional
to N_. Thus the relative intensities of the blue-shifted and
stationary components of high temperature lines at any given
time during evaporation depend on the temperature, density,
and velocity distribution of the gas within the loop. The
results of the simulation show that during the initial stages
of evaporation, the blue-shifted component should be
dominant. As evaporation proceeds, the ratio of the blue-
shifted to stationary component decreases, and eventually the
stationary component dominates.
The arguments concerning the high temperature lines
given above cannot be rigorous because of the difficulty of
including time-dependent ionization calculations in the simu-
lations. That is, the Doschek et al. (1983) paper assumes
ionization equilibrium in the calculation of line intensities
and profiles. This assumption is not valid for times less than
about 20 s in the Doschek et al. simulation. However, the
effect of time-dependent ionization is strongest on the sta-
tionary component, because it has the lowest density. Qual-
itatively, the effect of including time-dependent ionization
would therefore appear to be to reduce the ratio of the sta-
tionary to blue-shifted component, at least in some cases.
Examples of computed profiles in this symmetric calcula-
tion are shown in Figure 4.4.
The description of line profiles and shifts given above
might be modified if the loop size in the Doschek et al. (1983)
simulations were greatly lengthened. However, the results
are substantially modified if the heating is asymmetric, that
is, if most of the flare energy is put into one side of the loop.
In the Cheng, Karpen, and Doschek (1984) simulation of this
situation, evaporation proceeds up both legs of a loop, but
evaporation from the heated side of the loop is strongest.
This results eventually in a net flow of plasma up the leg
of the heated side of the loop and down the other leg.
The net flow of plasma within the loop has a dramatic
effect on the line profiles. For cool flare lines formed be-
tween = 3 and 10 × 106 K, the profile is split into both
a blue-shlfted and red-shifted profile. For the hottest flare
lines there is blue-shifted and red-shifted emission, as well
as emission at the rest wavelength. Examples of profiles from
asymmetrically heated loops are shown in Figure 4.5.
A comparison of the numerical simulation results dis-
cussed above with observation reveals several disturbing dis-
crepancies. For one, the observed blue-shifted component
of the Ca XIX resonance line is much less intense relative
to the stationary component, in contrast to what is predicted
by the simulations for early rise times. The onset times of
the flares in the P78-1 data base can be estimated to within
seconds from noting when the proportional counter broad-
band X-ray data (also from P78-1) first show an increase
in count rate. Another method of estimating onset time is
to fit the early rise with an exponential (see Feldman,
Doschek, and McKenzie 1984). The flux predicted from the
exponential can then be extrapolated back in time and an
approximate onset time can be determined. It is possible by
measuring the angular steps at which the peak line emission
occurs during the course of a flare to determine if the wave-
length of peak emission changes with time. For the flares
observed with P78-1, the wavelength of peak line emission
appears to be nearly constant. It is clear that a strong, and
in fact, usually totally dominant, stationary component is
present within 10 s of the onset times of the flares.
Another disturbing aspect of the observed blue-shifted
X-ray line components arises because they are seen not only
in flares with relatively short rise times, i.e., < 2 minutes,
but also in flares with very long rise times. An outstanding
example is the June 5, 1979 flare (see Doschek et al., 1980).
In this flare, which had a rise time of about 30 minutes, the
blue-shifted component is present during the rise phase in-
dicating about the same velocity (- 300 km s -_) as found
for more impulsive flares. In general for the X flares, the
upward velocities indicated by the blue-shifts are much larger
than necessary to account for the observed EM increase.
Velocities less than 10 km s -I are needed in some cases, so
even if chromospheric evaporation occurs, there is a mis-
match between the observed blue-shift velocities and the re-
quired chromospheric evaporation velocities. Note also that
the intensity of the blue-shifted component for most flares
is at all times much less than the intensity of the stationary
component. (The ratio is about 0.2). The cases where the
intensity ratio is larger, such as with the two M flares re-
ported by Feldman et al. (1980), are exceptional.
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Figure 4.4 Computed line profiles of the resonance lines of Ca XlX, Fe XXV, and the forbidden line of Fe XXl
at about 30 s after onset of flare heating in a loop heated at the top. Various line-of-sight viewing angles are
shown. The half-length of the loop was 6700 km and the initial pre-flare loop density was 6 x 109 cm -a at
the loop top. See Cheng et al. (1983) and Doschek et al. (1983) for details.
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Figure 4.5 Computed line profiles of the lines shown for the asymmetric heating calculation
described in the text. The profiles are shown at about 28 s after onset of flare heating. See
Cheng, Karpen, and Doschek (1984) for details.
To make the above remarks quantitative, consider a loop
model that is qualitatively the same as adopted by the pro
team in their attempts to support the evaporation theory. The
model is modified by assuming for simplicity that the den-
sity of the evaporating plasma n e ' is essentially the same as
the density in the loop. This is a rough prediction of the simu-
lations discussed above and is also consistent with the ob-
servations and analysis used by the pro team. The rate of
change of total number of electrons in the loop is,
or,
Finally,
d(EM) _ 4n_AL v'/L (3)
dt
d(EM) _ 4(EM) v'/L (4)
dt
_ = 2n e' Av', (1)
(EM) = (EM) ° exp(4 v't/L) (5)
where v' is the upflow velocity, V is the assumed constant
loop volume (= LA, L=loop length), A is the cross-sectional
loop area, and the factor of 2 accounts for both loop foot-
points. The emission measure EM = n_V, or
d(EM) dn
2nV _ (2)
-di
N
Assuming as mentioned for simplicity that n e' = ne,
In order to explain the June 5, 1979 EM increase as due to
evaporation at the speed of about 300 km s-' indicated by
the observed blue-shifts, equation (5), the rise time of about
30 minutes, and the ratio (EM)/(EM) o = 200 observed over
the 30 minute interval, show that L = 4.1 × 105 km or 9.4
arcmin. Such a length is improbably large. The problem can
be circumvented by assuming the existence of several loops,
such that V is not constant with time. However, in this case
it is difficult to significantly increase the density in each loop,
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since multiple loops are needed to continuously increase V.
Although in fact flares are usually composed of several loops,
this discussion shows that the single loop chromospheric
evaporation model does not account for all the observations.
We note that equations (1-5) also implicitly assume that
ne is constant in the loop, which is not a good assumption.
However, in our simulations, ne usually increases mono-
tonically with decreasing temperature, and n' > n. The
effect of a varying electron density can be approximated by
assuming that n' = /3n, where 13 > 1. In this case the
term 4v 't/L in equation (5) becomes 4/32v't/L. Since/3 > 1,
the length of the 5 June flare loop inferred above would have
to be even larger for a fixed value of EM/EM o and a heat-
ing time of 30 minutes.
Finally, if flare loops are really heated asymmetrically,
then the X-ray observations are at even greater variance with
the predictions of the numerical simulations. There are only
a few cases where red-shifted components of X-ray lines are
seen, and these are confined to limb events (e.g., Kreplin,
et al., 1985). On the other hand, there is ample evidence
that real flare loops at least appear asymmetric in the bright-
ness distribution of Xrray and EUV emission (e.g., Pal-
lavicini, Serio, and Vaiana 1977).
4.3.2.2 Lack of Blue-shifts of Cool Flare Lines
Observations of cool flare lines (6 x 106 < T < 106
K) are available from the NRL Skylab spectrograms and
spectroheliograms, and from the UVSP SMM experiment.
The Skylab spectoheliograph observed in the range from
about 170 to 650 A. It formed monochromatic images of
the flare plasma. The predicted upflow velocities for chromo-
spheric evaporation are between 200 and 400 km s-L As
noted, the observed blue-shifted X-ray line component also
implies velocities of about 300 km s- _. At a wavelength of
200 ._, these velocities correspond to Doppler shifts of be-
tween 0.2 and 0.4 A. These shifts are easily measurable on
the Skylab spectroheliograms, for which the resolution is high
...... L _ ........ I .r,
_,,ou_,, to ,,,ca_u_e sm,s of a few hundredths of an Ang-
strom. However, there are three difficulties with the spec-
troheliogram data. First, very few large flares were observed
from Skylab since the experiment was performed near solar
minimum. Second, the time resolution of the instrument was
poor and only one or two events were actually observed dur-
ing flare rise time.
Finally, since the slitless instrument forms images, a Dop-
pler shift can be interpreted as a spatial shift, and vice-versa.
Flares are frequently composed of more than one loop, and
so it becomes very difficult to unambiguously separate Dop-
pler and spatial shifts. The situation is well illustrated by the
analyses of the 15 June 1973 flare presented by Cheng (1977)
and Widing and Dere (1977). The images of the flare shown
in those papers are quite complicated (even though the 15
June event had a typical SXR light curve), and at least two
loop systems were involved. In spite of the caveats mentioned
above, it was possible for Widing (1975) and Brueckner
(1976) to identify blue-shifted emission features in the 15
June flare. In particular, the so-called "spike" (blue-shifted
emission feature) is clearly a Doppler shifted feature (see
Figure 4.6). However, this blue-shifted feature emanates
from the top of the loop systems, rather than from the foot-
points, and it shows up over a broad range of temperatures.
The emission is observed in lines of He II, Fe XV, Fe XVI,
and possibly Fe XXIV. The emission is observed in one rise
phase spectrum (the only such spectrum available) and in
two or three spectra obtained near maximum X-ray flux. This
shows that at least some blue-shifted emission can arise from
regions other than footpoints, and provides a counter exam-
ple suggesting that the origin of the blue-shifts for at least
some flares is located near the tops or sides of loops, rather
than at their footpoints. In addition to the blue-shifted
"spike" emi_ion, the centroid of the Fe XXIV emission
shifts about 5" from NW to SE in about four minutes around
the time of peak X-ray flux. Widing and Dere (1977) sug-
gest that another loop system may be activated. These ob-
servations simply point out the extreme geometric complexity
of real flares. Very high spatial resolution is needed to dis-
tinguish small spatial shifts such as we are discussing. The
spatial resolution of the Skylab spectroheliograph was 2 ".
The complexity of flares as seen with high spatial reso-
lution implies that it is very difficult, if not impossible, to
unambiguously identify individual footpoints of loops with
the instruments on SMM and Hinotori. The spatial resolu-
tion of these instruments is at least a factor of 5 less than
the Skylab instrument. Thus, the pro team arguments re-
volving around the locations of SXR and HXR emission, and
analyses such as given by Antonucci et al. (1982) that de-
pend significantly on knowledge of the SXR emitting volume,
are inconclusive. They demonstrate only consistency with
the evaporation model, and this consistency is made possible
because the SXR volume is poorly known and the spatial
resolution is coarse enough to be consistent with a proposed
................ AA An _*V _A_LAViJOIIA _._.t_'O aA_JL Azl lq,_L _AA_L.
Finally, Acton et al. (1982) and the pro team argue that
chromospheric evaporation was reported in the analysis of
Skylab spectroheliograph data by Hiei and Widing (1979).
This is true, but a close inspection of their paper reveals that
the supposed evaporation does not occur in the loop or loops
responsible for most of the Fe XXIV emission. It is these
loops that would give rise to the high temperature X-ray lines
presently under discussion. The loop discussed by Hiei and
Widing (1979) was a cool loop with a temperature no more
than 6 x 106 K. Furthermore, a further analysis of the same
flare by Widing and Hiei (1984) shows that at least one lo-
cation of HXR and XUV emission from this flare is physi-
cally completely separated from the loop or loops in which
the SXR emission arises.
Another cool flare line observed from Skylab is the Fe
XXI forbidden line, due to the magnetic dipole transition,
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Figure 4.6 An NRLSO82-ASkylabspectroheliogram of the June 15, 1973 flare showing images of the flare
in Fe XXIV (255.1 _,) and He II (256.3 _k). The feature marked "spike" is blue-shifted He II emission. The
blue-shift corresponds to a speed of about 400 km s -1. This feature is also apparent in lines of Fe XVl and
Fe XV. Note that a superposition of the He II and Fe XXIV emission shows that the "spike" arises from the
top of the loop system, rather than from the footpoints.
2p 2 3P I -> 2p 2 3P0, at 1354.1 A. This line was identified
independently by Jordan (1975) and Doschek et al. (1975).
The line was observed with the NRL slit spectrograph, which
had a resolution of 0.06 A. Because the line is formed at
about 8 x 106 K, and the flare plasma is turbulent, the line
is quite broad and near X-ray maximum it can have a FWHM
of about 0.5 ._.
Fe XXI data were obtained for a number of flares ob-
served during the Skylab mission (e.g., Cheng, Feldman,
and Doschek 1979). Recall from the previous discussion that
for a line formed at 8 x 106 K, no stationary component
should be present. Furthermore, at this temperature a spec-
tral line such as the Fe XXI line should be shifted for as long
as evaporation occurs. Even though not many flares were
recorded during the rise phase, there were at least some spec-
tra recorded during this phase and in any event the emission
measure (and therefore presumably evaporation) frequently
continues to increase somewhat after the peak X-ray flux is
reached. Therefore, it is expected that the centroid wave-
length of the Fe XXI line should vary considerably in dif-
ferent spectra. But this was not found to be the case. The
wavelength of the Fe XXI line in all the spectra does not
vary by more than about 0.02 ._, or equivalently, about 4.5
km s -1. This result is in contradiction to what is expected
from the evaporation model.
More recently, Fe XXI data have been obtained from the
SMM UVSP instrument (Mason et al., 1985). They report
blue-shifted components of the Fe XXI line in some of these
data. However, a strong stationary component appears in all
cases and the blue-shifted component velocity is much smaller
than expected from the numerical simulations. Also, as
Jordan (1985) has noted, there are several chromospheric
lines in the region around the Fe XXI line, and care must
therefore be exercised in interpreting possible blue or red
wings to the Fe XXI line. Mason et al. (1985) have taken
this into account in their analysis, however.
4.3.2.3 High Preflare Electron Densities
In the chromospheric evaporation picture, the high elec-
tron density of a flare is produced mainly by the large up-
ward mass flux from the chromosphere. In this scenario the
loop before flare onset is usually assumed to have a rela-
tively low electron density, say considerably less than 101°
cm 3 (Nagai 1980). That is, if the initial loop density is
much higher, there is no need to invoke evaporation to ex-
plain the large mass in the corona; it is there to begin with.
Typical SXR flare densities at flare maximum have been es-
timated by different investigators to be between about l01_
and 1013 cm 3. However, most values fall between 1 and
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1.0 10.05 × 10 Ii cm -a. If the initial loop density were also high,
then in this case a large mass is already present at high alti-
tudes, and chromospheric evaporation may not be the
dominant or only mechanism that produces the high SXR
flare density.
It is important to mention how the electron densities are
measured. For temperatures less than or comparable to 6 x
106 K, densities can be derived from density sensitive spec-
tral line ratios (e.g., Dere et al., 1979). Densities obtained
from a number of different ratios all give values on the order
of l0 il cm -3 or greater. For temperatures greater than 6 x
106K, there are not adequate spectral line ratios. However
from Skylab, P78-1, and SMM, there are images of flares
in high temperature spectral lines, such as Fe XXIV 225 ._
in the Skylab data. The Skylab data have the highest spatial
resolution, about 2 ". From the incident flux in the image
the emission measure n2 V, can be derived. Then the
volume V can be calculated from the image and plausible
geometric assumptions about the shape of the flare. Thus,
the electron density ne can be calculated. This method also
gives densities greater than 1011 cm -3 for the SXR flare.
Finally, Feldman, Doschek, and Kreplin (1982) estimated
electron densities greater than 1012 cm -3 for very impulsive
flares that cool in a minute or so. This estimate results from
the very short cooling times and large emission measures.
The high density is obtained whether or not the cooling is
due to conduction or to radiation. In summary, all evidence
points to very high densities for SXR flares at times near
peak SXR emission.
Measuring densities at flare onset times is much more
difficult because X-ray fluxes are very low and high time
resolution is needed. The best way at present to infer onset
time densities involves neither a density sensitive line ratio
nor an X-ray image. Instead, an attempt is made to use the
fact that it takes a finite time after heating a plasma to strip
the heavy elements to He-like and H-like ionization stages,
i.e., to reach ionization equilibrium (IE). As explained in
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it is possible to use combinations of line ratios to measure
the departure from IE.
Figure 4.7 shows the IE line ratio diagnostic q/w and the
abundances of He-like calcium and iron compared to the total
element abundance as a function of the parameter net, un-
der the assumption of instantaneous heating of plasma from
1 - 2 x 106 K up to the values shown in the figure. That
is, the time dependent rate equations for ionization and
recombination were solved as a function of time assuming
a step increase in temperature (and also a constant density).
The procedure is described by Doschek (1984). The rele-
vant parameter is net, and not simply ne or t.
These curves are to be understood as follows. The frac-
tional abundance N(Ca XIX)/Nr and ratio q/w have values
of 0.43 and 0.71 respectively, for net = l0 II cm-3s. That
is, if ne = l0 I! cm -3, then these values will be reached in
T e (Ca_ = 12 x 106K
T e (Fe) = 23 x 106K f
q(Ca)/w(
Z_-_0.1 - 1.0
Z
_-N(CaXIX)/NT/ '_/
IN'FeXXV)IN:/
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10 TM 1011 1012
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Figure 4.7 Transient ionization calculations for cal-
cium and iron. The calculations assume calcium and
iron ions are heated instantaneously from tempera-
tures of 1-3 x 10 e K to temperatures of 12 x 10 e
K and 23 x 10 e K, respectively. The fractional He-like
ion abundances and the key diagnostic ratio q/w are
shown. The equilibrium ratio of q/w for calcium is
about 0.09 in this calculation.
a time of Is. If ne = 10 I° cm -a, then these values are
achieved in 10s, and so forth. From inspection of these
curves, it would be difficult to measure a departure from IE
using q/w ratios for net = 2 x 1011 cm-3s for calcium and
perhaps 3.5 x 10H cm-3s for iron. Thus for ne = 1011
cm -3, a time resolution better than about 3.5s is needed to
detect departures from IE. However, for ne = 10 l° cm -3,
departures could be observed in times of about 10 - 20s after
flare onset.
Up to now, the earliest spectra observed during the rise
phase either with P78-1 or SMM appear to be consistent with
IE. Therefore it must be concluded that for most if not all
flares the preflare loop density is at least 101° cm -3. It
might be argued that in the evaporation theory this is not
unexpected since plasma at transition region and chromo-
spheric densities is being heated. Nevertheless, a strong sta-
tionary component of X-ray spectral lines is already present
10 - 20s after flare onset, and this must represent plasma
already evaporated or initially present in loops. For impul-
sive flares, as opposed to the slow rise phase flare discussed
earlier, the evaporation velocity needed to fill the loops in
10 - 20s is much larger than the velocity indicated by the
blue-shifted component, and is not consistent with the evap-
oration scenario.
The conclusion is that the stationary component of X-ray
spectral lines represents a high density plasma with ne >
10 l° cm-3, even at flare onset. It should be emphasized that
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thisdensityisalowerlimit.Observationswithin10sofSXR
flareonsetarehamperedbylowcountingratesandother
instrumentalproblems.
In summary,acarefulcomparisonof availableX-ray
datawithpredictionsfromnumericalsimulationsofchromo-
sphericevaporationrevealseveralstrikingdiscrepancies.The
conteamdoesnotbelievethatthesediscrepanciescanbe
resolvedbyeitherbetterdataoramoreadequatetheorythat
forexamplewouldfullyresolvetheflaretransitionregion.
Afterall,thebasicresultofthesimulationsistheself-evident
onethatplasmaflowsupwardintoloopsataboutthesound
speed,aresulthatcanbequalitativelyderivedverysim-
ply.Theupflowingplasmamustbehotif it isheatedinthe
conventionalmanner,i.e.,eitherbyconductionorbeams.
In thiscasesomeX-rayorEUVlinesshouldshowstrong
blue-shiftsfor the bulk of the emission, and this is not ob-
served. Although the database could certainly be improved
upon, the con team takes the position that it is adequate to
demonstrate the discrepancy. Finally, it would still be pos-
sible to have the mass of the SXR plasma supplied from the
chromosphere without contradicting the X-ray observations
if it is hypothesized that the chromospheric plasma is lifted
into the corona by magnetic forces, similar perhaps to the
eruption of a prominence (Pallavicini, Serio, and Vaiana
1977, Moore et al., 1980). In this case the plasma would
be cold while lifted into the corona, and then heated after
large upflow velocities cease. Such a view has been suggested
by Hudson (1983). However, the con team remarks that the
physics of this process is entirely different than the physics
of the "popular" evaporation scenario under discussion.
Hudson's (1983) suggestion represents a major departure
from the prevailing view of how chromospheric evaporation
occurs, and is beyond the scope of this debate.
4.3.2.4 An Alternative Multiple Loop Model
If chromospheric evaporation does not account for the
high densities of soft X-ray flare plasma, then how are such
high densities achieved? Furthermore, since blue wings are
observed on the wings of X-ray lines during the rise phase,
another origin for them must be found if the chromospheric
evaporation explanation is not accepted. The con team felt
somewhat obligated to provide an alternative model that
would account for all the observations, although strictly from
the point of view of the debate this was not necessary.
The con team adopts the viewpoint that some of the blue-
shifted material could be due to chromospheric evaporation,
or ablation, but that this process is not the main cause of
the high densities in soft X-ray flare plasmas. It is possible
to envisage a rather different alternative model to that pro-
posed by the pro team. In their model, the flare takes place
within a single loop, although the energy to cause the flare
is often considered to arise through magnetic field recon-
nection with another loop. In the model proposed below not
only energy transfer, but mass transfer takes place during
the reconnection process. This concept has, of course, been
proposed previously in the context of high energy electrons
leaking onto field lines above the original flaring region,
causing for example radio emission. But the transfer of sub-
stantial amounts of mass during the impulsive phase has not
been previously stressed. The concept is a natural conse-
quence of the reconnection of two loops which have sub-
stantial helical components to their fields, in the same sense.
The "reconnected" field would envelope both previous loops
(see Figure 4.8).
Many authors have discussed flares observed both dur-
ing the Skylab missions and SMM in terms of multiple loops.
There is also a long history of flare models involving more
than one loop and flare heating by magnetic energy dissipa-
tion or field line reconnection. Thus it seems natural to con-
sider how the blue-shifted component could arise in these
circumstances.
Consider a set of loops such that the large loops have a
lower temperature and density. This is known to be the situ-
ation in loops associated with active regions (e.g., Gabriel
and Jordan 1975). The emerging flux model as discussed by
Heyvaerts, Priest, and Rust (1977) also gives a useful frame-
work. With the emergence of new flux the pre-existing field
configuration will be disturbed. This is observed through fila-
ment activation and disappearance. As part of this re-arrange-
ment either the newly emerged flux or overlying flux loops
may reach a configuration where reconnection can occur.
The reconnection process will cause particle acceleration and
plasma heating. It is unlikely that the pressure in the two
loops (or more) will be identical. The reconnection will bring
particles from the denser loop onto the field lines of the less
dense loop(s) during the impulsive phase. The pressure
difference could cause a net upfiow of particles, unless the
reconnection takes place very close to the loop apex. Thus,
the observed blue-shifts could result from "injected" material
rather than ablated plasma. In addition, particles accelerated
during the reconnection phase can penetrate to the loop chro-
mospheres giving rise to hard X-rays. Particles in the lower
density loop will be able to reach the more distant footpoint
in a non-symmetric situation. Heating of both the denser and
less-dense loops will no doubt occur. In general the dramatic
dynamic effects might be expected to occur in the less dense
loops. The main soft X-ray emission could in principle arise
from the accumulation of injected plasma, but clearly a range
of flare behavior could result, depending on initial parameters
and geometries. For example, the dense reconnecting loop
when heated further through reconnection could also give
rise to increased emission. This dense loop might have field
lines that strongly and rapidly converge near the chro-
mosphere, or conduction might be inhibited by anomalous
effects. Therefore evaporation into the initially dense loop
could be insignificant. Observations of this loop would rev-
eal an initially dense loop with unshifted spectral lines, thus
explaining the origin of high densities without invoking large
Doppler shifts.
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ALTERNATIVE FLARE MODEL
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Figure 4.8 A possible alternate flare model that would produce blue-
shifted components on X-ray emission lines while always maintaining
a strong stationary component. Note that the proposed reconnection
involves the poloidal components (not shown) of the magnetic fields
defining each loop.
The sequence of events described by, for example, Feld-
man, Doschek, and Rosenberg (1977) and Doschek, Feld-
man, and Rosenberg (1977) for the June 15, 1973 flare, or
by Dere and Cook (1979, 1983) and Dere et al. (1979) for
the August 9, 1973 flare, finds a natural explanation in a
multi-loop model, as indeed some of these authors discuss.
Pressures that are higher in the hot regions than in the cool
regions can be accounted for by the relative emission mea-
sures of different loops.
Whether or not the material is evaporated or injected,
the time dependence of the blue wing flux can be examined
to see whether or not it could "become" the static compo-
nent -- in this model arising from the "filled" portion of
the loop. However, as pointed out by the pro team, there
are no sufficient observations available to test this hypothe-
sis. In particular, the temperature of the blue wing material
is an important parameter which has not been measured.
Studies of the blue wing asymmetry simultaneously over a
range of coronal ions (O VII - Fe XXV) and in the transi-
tion region are urgently required.
Acton et al. (1982) computed total XRP band emission
measures and compared these quantities with evaporation in-
dicated by HoL analyses but not with any blue-shifted com-
ponent in X-rays. Their pressure difference between the Ha
and X-ray regions finds a natural explanation in a multi-loop
model (see below). However, a re-examination of the H_x
modelling removed this discrepancy (Canfield and Gunkler
1985). In a later paper Gunkler et al. (1984) summed the
blue-wing emission measure and claimed agreement with the
static component but they do not discuss the relative tem-
perature or densities of the two components. Thus although
there is evidence that the amounts of material emitting in
X-rays is within an order of magnitude of that "evaporated",
the hypothesis of identity must still be regarded as "not
proven".
In summary, the con team regards the evaporation ex-
planation of blue-shifted X-ray lines as inconclusively demon-
strated. There are several disturbing discrepancies between
observations and predictions based on the evaporation
hypothesis. The quantitative arguments presented by the pro
team are subject to large observational uncertainties and also
depend on assumptions that at present cannot be verified.
The blue-shifts that are observed may have an explanation
in terms of the alternative model described above, although
this is certainly not the only alternative explanation that could
be proposed.
4.3.3 Recommendations for Further Research
The debate arguments given above have highlighted the
strengths and weaknesses of present observations and the-
ory. The purpose of this section is to summarize and recom-
mend specific research that should clarify some of the
problems concerning observation and theory that were dis-
cussed in the. preceding sections.
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Twospecificexperimentswouldshedconsiderablelight
ontheroleofevaporationinproducingSXRflares.Aweak-
nessoftheSMMexperimentpackageisthelowspatialreso-
lutioninSXRs.Similarly,weaknessesofthepreviousSkylab
observationsarethelowtimeresolutionandlackof hard
X-rayspatialinformation.Anexperimentcombininghigh
spatialresolution(< 3'1in bothhardandsoftX-raysis
clearlydesirable.Also,it isdesirabletohavemonochromatic
softX-rayflareimages,asobtainedbytheNRLSO82-A
slitlesspectrographonSkylab.However,becauseDoppler
andspatialinformationareconvolvedin thisinstrument,a
newexperimentshouldconsistoftwosuchinstruments,with
thedispersionsoftheirgratingsatrightanglestoeachother.
Anotherwaytoachievemonochromaticspatialimagingin
softX-rays..........ittousehenewte_'hncdn_ov,_ofsyntheticlayer
microstructures,i.e., multilayercoatings.
A secondesirablexperimentis oobserveflareswith
X-raycrystalspectrometersthathaveconsiderablyhigher
sensitivityhanthepresentinstrumentsonSMM,P78-1,and
Hinotori.Thereasonisthatwhenspectrarefirstobserved
withthepresentinstrumentation,theelectrontemperature
isalreadyhigh(> 10x 106 K). Thus, the initial early times
in the heating of the preflare loop or loops are not acces-
sible to these instruments. Higher sensitivity can be achieved
most easily by increasing the effective collecting areas of
the crystals, whether bent or fiat. Spectra obtained at onset
of flare heating might enable the unknown preflare loop den-
sities to be determined, from a study of line ratios sensitive
to transient ionization and recombination. Also, the blue-
shifted plasma is strongest at flare onset, and therefore the
characteristics of the upflowing plasma can be studied with
minimum contamination from stationary sources. A new
crystal that might be used for some of these studies is InSb
(Deslattes 1985). Crystals covering the resonance lines of
Mg XI, Mg XII, Si XIII, Si XIV, S XV, S XVI, Ca XIX,
Fe XXV, and Fe XXVI are desirable, in order to determine
the properties of the blue-shifted plasma as a function of elec-
tron temperature.
On the theoretical side, there are several problems that
need clarification. First, it would be highly desirable to nu-
merically simulate a real flare, i.e., the flare rise time, loop
length, electron temperature, density, and emission measure
indicated by the observations should, by adjusting the energy
input, and initial loop conditions, be imitated by the numer-
ical simulation. In this way a direct comparison could be
made between computed X-ray line profiles and observed
profiles. Other theoretical problems involving fluid simu-
lations that need investigation are the one-dimensional
assumption of current numerical simulations, and the effects
of magnetic field divergence on upflowing plasma. In terms
of a particle model of flares, anomalous conductivity and
the predicted ultrathin transition region need investigation.
The thickness of the predicted transition region based on fluid
models is less than the mean free path of the electrons, and
the effects of this on both plasma dynamics as well as on
spectral line intensities is presently unclear.
4.4 DEBATE OF ISSUE 2
The pro team adopts the hypothesis that a suitable chosen
distribution of convective velocities associated with chro-
mospheric evaporation can account for the major properties
of both the blue asymmetry and the nonthermal broadening
of X-ray lines during the impulsive phase of flares. If the
hypothesis can be confirmed, the case that chromosheric
evaporation has been directly observed becomes strong
enough to proceed to a detailed study of the properties of
evaporation and their relationships to theoretical models. If
the hypothesis cannot be confirmed, the interpretation of both
the blue asyn-_etry and the nonthermal broadening is called
into question. Might the blue asymmetry be produced by mo-
tions that are non-evaporative, or are the tail of the evapora-
tive distribution rather than its primary signature? Is the
broadening seen during flares just an intensification of the
process that causes ubiquitous broadening elsewhere on the
Sun? If so, what does this imply about the commonality be-
tween flares and the "steady heating" of active and quiet
regions? Magnetically driven gas motions are also a plausi-
ble candidate for the source of broadening in flares and in
non-flaring regions. If magnetic motions are involved, the
line broadening in flares is another piece of evidence that
time-variable magnetic geometries play a fundamental role
in the flare process.
Before beginning the debate both pro and con teams set
forth the observed characteristics of the broadening that need
to be explained. The following general properties of non-
thermal broadening emerge from the sample of flares studied
thus far with the current X-ray spectrometers (Antonucci et
al., 1982; Antonucci, Gabriel, and Dennis 1984, Doschek
1983):
a. The nonthermal broadening can be characterized ap-
proximately as isotropic Gaussian broadening with
broadening parameters _ (km s-l).
b. _max "_- 150 -- 300 km s -I, where _r_x is the maxi-
mum nonthermal broadening measured during a given
flare as observed in Ca XIX (T e = 15 × 106 K) or
FeXXV (T e =30 × 106K).
c. X-ray lines are broader than their thermal widths when
first detected, before the peak of the hard X-rays.
d. The broadening diminishes markedly to _ = 0 - 60
km s-I by the time of the SXR maximum. (The
broadening may increase again later in the decay
phase; the present discussion is limited to the impul-
sive phase.)
e. There appears to be no correlation between _maxand
the position of the flare on the disk.
f. Broadening is also seen in lower temperature lines
such as Fe XXI at 1354.1 A (T = 10 x 106 K) and
Mg XII at 8.42 ._, (T e = 7 x 106 K).
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Otherproperties,lesssecurelyknownormoredifficult
toquantify,or foundforonlyasinglevent,werealsoiden-
tiffedduringthedebate.Forexample:
a. Themaximumbroadeningappearsto coincidewith
thepeakof theHXRburst_
b. Thelowertern.peraturetransitionregionlinessuchasCIV at 1550A alsoshownon-thermalwidthsdur-
ingtherisephase;however,theturbulentvelocities
deducedfromthesymmetricbroadeningofthisline
aremarkedlylower,lessthan50kms-_thanforthe
107Klines.Shine(Workshopcontribution)has tudied
theUVSPobservationsoflineprofdes.Unfortunately
therearefewwavelengthscansduetothenatureof
theinstrument;however,thecasesthathehasbeen
abletofindallshowarelativelylowturbulentwidth
inthe= 105 K lines. This is illustrated for three cases
in Table 4.3. Note that higher velocities, greater than
100 km s -_, are seen at times. However, these ap-
pear to be due to distinct and multiple emission fea-
tures, probably from surge-like activity, and are not
part of the symmetric broadening, which charac-
teristically indicates a much lower velocity.
c. Leibacher has studied some SXR observations with
high temporal and spatial resolution for two flares on
November 5, 1980. Fortuitously, the lifetimes of the
two flares overlapped such that the emission during
the decay phase of the first event could be used as a
wavelength reference for the emission during the rise
phase of the second. The data show that at the ear-
liest phase of the second event, its Ca XIX emission
actually consists of a relatively narrow component,
turbulent velocities = 80 km s -_, but with a large
blue-shift = 350 km s-k The blue-shifted line
evolves by broadening and moving toward the red,
so that after = 30 sec the emission from the second
flare appears as a very broad line, turbulent velocity
= 170 km s-_, and centered at the rest wavelength.
d. Although there seems to be little variation in nnn-
thermal widths from disk center to limb, Antonucci
finds an average velocity of approximately 100 km
s -_ for disk flares and 120 km s -_ for seven flares
of longitude exceeding 70 °. A larger sample of limb
events is required to confirm this result.
Some of the above properties of line profiles are illus-
trated in Figure 4.9, based on BCS data analyzed by
Antonucci et al. (1982). The quantity T i is the temperature
deduced from the linewidths, while T c is the electron tem-
perature deduced from line ratios. Nonthermal broadening
is present when T i > T. The figure shows the temporal be-
havior of the nonthermal broadening for the flare of 10 April
1980. The temporal relationship of this broadening to the
hard X-ray burst is also shown. The debate on Issue 2 some-
what surprisingly turned out to be more difficult than the
Issue 1 debate. The Issue 2 debate overlaps considerably with
the Issue 1 debate because the origin of the X-ray blue-shifts
was also discussed along with the nonthermal broadening.
If the nonthermal broadening can be explained as due to a
distribution of velocities of evaporating plasma, then the blue-
shifts would presumably have an origin in the evaporating
plasma as well.
4.4.1 Argument for: The Excess Line
Broadening Is Due to Chromospheric
Evaporation
The excess widths observed during the impulsive phase
are almost certainly due to mass motions; however, the
source of these motions is unknown. Arguments will be pre-
sented which strongly support the hypothesis that the ob-
served widths are due to convective flows resulting from
evaporation.
4.4.1.1 Amplitude of Evaporative Broadening
Velocities
The numerical simulations to date have been concerned
with the evaporation process in a single loop, rather than
the distribution of velocities in a multi-loop arcade, as would
be the case in any real flare. Hence, it is not yet possible
to compare directly observed line widths, or profiles in gen-
eral, with a particular simulation. However, the simulations
of single-loop evaporation have some key results from the
viewpoint of non-thermal line widths:
The velocities produced by the evaporation process are
large. Some of the electron beam simulations f'md peak ve-
locities along the magnetic field as high as 1000 km s-_.
Fisher has studied analytically the question of maximum
evaporation velocities. He finds that from general arguments,
the absolute maximum velocity that can be produced is ap-
proximately twice the sound speed of the evaporated material,
which implies velocities of up to 2000 km s -a for tem-
Table 4.3
Line
O V 1371 A
O IV 1401 A
Si IV 1402 A
Transition Region Line Widths for Impulsive Phase Flare Kernels
Doppler Width
37 - 46 km s -1
20 - 30 km s-
20 - 30 km s-
Event
Nov. 12, 1980 = 17:00 UT
June 29, 1980 = 2:34 UT
June 29, 1980 -- 2:34 UT
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Figure 4.9 HXRBS and BCS results for the April 10,
1980 flare. T_ is a measure of the nonthermal
broadening. See Antonucci et al. (1982) for details.
peratures of order 107K. Of course, average velocities over
the whole duration of the evaporation process will be sig-
nificantly less than the above value; but, clearly bulk flow
speeds of order several hundred km s-_ are to be expected
from the evaporation process.
Another important result of the simulations is that, in gen-
eral, the flows will not be all upward. If the flare heating
and/or the loop geometry are not symmetric, as must be the
usual case, then an evaporation flow from one foot point to
the other will result. Cheng, Karpen, and Doschek (1984)
have studied this process in detail by simulating a flare loop
with an asymmetric heating function (see Issue 1 debate).
As a result of this asymmetry the evaporation flow is stronger
in the leg where the heat was deposited than in the other leg.
The results of one of their simulations are shown in Figure
4.10 (see also Figure 4.5). The velocity profile along the
loop is shown for various times. Note that initially upflows
are present in both legs, but after approximately 30 s there
are large downward flows in the unheated leg.
The final result pertains to the magnitude of the veloc-
ities at lower temperatures. Unfortunately, although the com-
puted evaporation velocities at 107K are fairly well known,
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Figure 4.10 The fluid velocity as a function of posi-
tion and time in the loop, from the numerical simula-
tion of Cheng, Karpen, and Doschek (1984). Times
are indicated in the figure. The top of the loop is also
shown. Flare heating was deposited in a localized
region about midway between the top of the loop and
the left footpoint. Positive velocities indicate motion
from left to right, i.e., upwards from the left footpoint.
Negative velocities indicate upward motion from the
right footpoint. The asymmetry between positive and
negative velocities results from the asymmetric heat
deposition.
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thoseat 105 K are not. However, from quite general argu-
ments evaporation velocities are expected to be of the order
of the local plasma sound speed, so that the velocities at 105
K should be an order of magnitude or so less than those at
107 K. This result has been observed in the simulations that
do resolve the transition region, albeit with lower impulsive
heating than in a typical flare. Assuming that the flow speeds
scale with the sound speed for larger heating rates as well,
we expect evaporation velocities to be of order 50 km s-
for material at 105 K.
4.4.1.2 Predicted Line Profiles
Qualitatively, the simulation results are in agreement with
the observations. For a disk flare, both upflows and down-
flows should be observed, but with a stronger upward com-
ponent since there is a net upward flow. Thus, l07 K spectral
lines that are anomalously broad and with a blue excess are
expected, and this is exactly what the observations show.
The turbulent velocities should decrease with temperature,
and again this is observed. At the limb we would expect to
see instead of a blue excess a somewhat broader line, which
also fits the observations.
Quantitatively, the agreement also appears to be good.
First it must be emphasized that most solar flares do not con-
sist of a single loop, i.e., a single activated flux tube. Flares
generally have a complex magnetic geometry and a complex
evolution. The observed emission at any particular time will
be due to a distribution of loops, some of which may be in
their evaporation phase, and others in their decay phase.
Lacking accurate information as to the flare spatial and tem-
poral structure, it is premature to attempt a detailed com-
parison of the evaporation model with the observed line
profiles of any particular flare. Therefore the theoretical line
profiles that have been calculated so far are only for ideal-
ized situations.
Leibacher has studied the effect on line broadening of
the shear in velocity along a loop. He has taken one of the
numerical simulations (Nagai [980) and calculated the Ca
XIX emission that would be observed by the XRP experi-
ment from this loop model, including the instrument
response. For the viewing angle he assumed the loop to be
located halfway between disk center and limb, and inclined
at an angle of 60 degrees to the solar vertical. Figure 4.11
shows the evolution of the Ca XIX line intensity and width
as predicted by this model. Note that in agreement with ob-
servations, the width is largest when the rate of increase of
the calcium emission is largest (see Figure 4.1 lf). Leibacher
obtains the very interesting result that even a single loop can
produce a spectrum that matches the observations.
Of course a single loop will produce a different line pro-
file when viewed from different orientations. Since flares
appear similar either at disk center or at the limb, a dis-
tribution of loops is required to fit all the observations. It
is well known that all flares consist of a combination of loops.
Antiochos has studied analytically the line profiles ex-
pected from an arcade of loops. He investigated the ideal-
ized case of a distribution of loops of identical size and shape
and with a constant velocity flow throughout each loop. The
orientations of the loops, i.e., inclinations of the loops and
directions of the lines joining the footpoints on the solar sur-
face, are assumed to be completely random. Enough loops
are assumed to be present such that there are no pre-
ponderances of loops at any particular inclination angle or
in any particular direction. We call this distribution a hemi-
spherically symmetric distribution. The loop plasma was as-
sumed to be at a constant temperature and density. The flow
speed was assumed to be four times the ion sound speed,
or a flow speed of approximately 300 km s -_ for Ca at l0 T
K. The line profiles produced by such a distribution, when
viewed at disk center and at the limb, are shown in Figure
4.12. In terms of velocities, the disk width is 120 km s -_
and the limb width is 280 km s -t.
The important points of this work are that typical veloci-
ties of evaporated plasma can produce some of the observed
widths, and that the widths should be larger at the limb. In
fact the limb profile shown in Figure 4.12 is much wider
than any limb profile that has yet been observed. Also it is
distinctly non-Gaussian. This is due to the artificial dis-
tribution of loops and velocities that have been assumed. A
hemi-spherically symmetric distribution favors horizontal
loops, so that a large fraction lie parallel to the solar sur-
face. Coupled with a constant flow speed throughout the
loops, this assumption will produce very broad lines when
such a distribution is viewed from the sides, i.e, at the limb.
In reality we expect the distribution of loops to be peaked
more toward the vertical than the horizontal, and the flow
speed to vary both from loop to loop and within each loop.
The plasma temperature and density will also vary in the
same manner. These effects will make the velocities appear
much more random, and hence, will lessen the difference
between the widths at disk center and at the limb. Addition-
_lLlldV, a IIIUIK; IalIKIUIII UlbilILIUtlUII WIJHI, [)IU4LIU_ a fiiofe u_,u_-
sian line profile.
Cheng has also studied the effect of a distribution of loops
on line. He uses only a small number of loops, but with a
much more realistic plasma model than used to generate Fig-
ure 4.12. The distribution of velocity, temperature and den-
sity along the loop are taken to be those at time = 28.57 s
in his simulation of asymmetric flare heating (Figures 4.5,
4.10). Cheng has assumed three identical loops, all at disk
center but inclined at angles of 0, 60, and 90 degrees to the
solar vertical. The Fe XXV, Ca XIX, and Fe XXI line pro-
files produced by this combination are shown in Figure 4.13.
Note than he finds not only a broadened line, but also a blue
asymmetry due to the larger upward flow, as is observed.
Again, the Ca XIX line profile in Figure 4.13 is wider than
observed and is distinctly non-Gaussian. However, Cheng's
assumptions .are tantamount to having a flare in which all
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Figure 4.11 Profiles of the Ca line group computed from the simulation of Nagai (1980). see text for details.
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the loops are heated simultaneously, and then observing these
loops at their time of peak evaporation. More physical
assumptions will yield profiles closer to observed ones.
It is reemphasized that the calculations presented above
are for unrealistically simple models, so that they cannot be
expected to predict line profiles that agree in detail with the
observations. The key point of this work is that it demon-
strates how easily evaporation can produce line broadening.
Even the grossly simplified models above predict line pro-
files that begin to resemble the observed ones.
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Figure 4.12 Computed Ca XIX resonance line profiles
from the model by Antiochos (this Workshop). The
profiles are computed for a disk flare and a limb flare.
See text for discussion.
4.4.1.3 Discussion of evaporation versus
MIlD mechanisms
So far the only well-defined model for the anomalous line
broadening is that it is due to convective motions in a distri-
bution of loops. The main alternative to evaporation-driven
convection is that the turbulent velocities are due to some
form of MHD motions, perhaps related to prominence erup-
tions. However no definite model using MHD motions has
been proposed; hence this alternative is presently little more
than speculation. Keeping this vagueness of the MHD
hypothesis in mind, it is nevertheless possible to compare
the two competing models.
The observational and theoretical results presented above
constitute a very strong case in favor of evaporation. The
major points supporting this model are the following:
Evaporation provides a natural explanation for the ob-
served tight correlation between line broadening and rise in
soft X-ray emission measure. If evaporation is the cause of
the turbulent velocities, then the line should be broadest when
most of the emission is originating from evaporating material
at the beginning of the soft X-ray burst, and the line broaden-
ing should disappear when evaporation ceases. This will oc-
cur within a few minutes after the maximum in X-ray
emission measure, since the time scale for convective mo-
tions to decay is of the order of the travel time across the
length of the loop, = 100 s for typical loop lengths and
evaporative velocities.
There is no such clear explanation for the observations
in terms of MHD motions. These are not well-correlated with
the rise in X-ray emission measure. For large two-ribbon
flares, such as the large flare on June 6, 1982 observed by
Hinotori (Tanaka, Ohki, and Zirin 1985), the peak in MHD
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motionsasindicatedbytheprominenceejectionoccurswell
beforetherapidrisein softX-rayemission.Also,evenif
it issupposedthatsomeformofMHDoscillationspersists
wellaftertheprominenceejection,thereisnogoodreason
whysuchmotionsshouldendatthetimeofX-raymaximum.
Alfvenwaves,forexampleshouldecayveryslowlyand
wouldbepresentthoughouttheflareduration.Themagni-
tudeoftheturbulentvelocities,andespeciallythestrongtem-
peraturedependenceofthevelocities,areeasilyunderstood
withtheevaporativemodel.Inevaporationthecoolmate-
rial alwaysmoves lowerthanthehot;hence,theline
broadeningwill naturallydecreasewithdecreasingtem-
perature.
Ontheotherhand,MHDflowsoftenindicatethereverse
situation,themostrapidvelocitiesarein thecoolestmate-
rial.Spraysandprominenceejectaoftenshow104K mate-
rialacceleratedtoveryhighvelocity,> 1000kms-I, far
greaterthananylineshiftsobservedforthel07K plasma.
If MHDmotionswerethecauseofthesymmetricbroaden-
ing,turbulentvelocitiesat105Kareexpectedtobeaslarge
orevenlargerthanthoseat107K.Totheknowledgeofthe
proteam,thishasneverbeenobserved.
Leibacher'sobservationsoftheNovember5, 1980flare
providefurthersupportfortheevaporationmodel.Theevo-
lutionof theCaXIX linethatheobservedhasnonatural
explanationi termsof MHDmotions,butisexactlywhat
isexpectedfromevaporation.At theveryearliestphaseof
aflare,theCaXIXemissionwilloriginatefromrapidlyevap-
oratingmaterialin thefirstheatedloop.Foraflareatdisk
centerastronglyblue-shiftedlineisexpected,butwithout
muchbroadening,justasisobtainedfromthesingle-loop
simulations.Laterin theeventasthenumberofloopsin-
creasesandthedistributionofvelocitiesbecomesmorecom-
plex,primarilyahighly-broadenedlineshouldbeobserved.
Fromthetheoreticalworkthemajorpointsupporting
evaporationisthatit canclearlyproducebroadeningofthe
observedmagnitude.Thesimulatedlineprofilesallshowat
leastasmuchwidthasisobserved.If anything,thediscrep-
ancyis in thedirectionthatevaporationis tooefficienta
broadeningmechanism.MHDmotionswhicharegenerally
muchfasterthanpressuredrivenoneswouldhaveaneven
greaterdifficultyinproducingtherelativelysmall(allquite
subsonic)turbulentvelocitiesinferredfromthelinewidths.
Notethatanyalternativemodelfor thewidthswouldfirst
havetosuppressomehowthestrongevaporativebroaden-
ing.Sincevaporationisanalmostinevitableconsequence
of flareheating,theproteamcannotseehowevaporation
canbesuppressed.
Insummary,theproteamconcludesthatevaporativemo-
tionsarethecauseof theanomalouslinebroadening.No
doubtothermodelscouldbecontrivedthatwouldalsofit
theobservations,butthesemodelswouldbejustthat-- con-
trived. With the evaporation model, on the other hand, line
broadening follows naturally from flare heating.
4.4.2 Argument Against: The Excess Line
Broadening Is Due to Chromospheric
Evaporation
The pro team of Issue 1 has argued that the blue-wing
excess observed in X-ray lines during the impulsive phase
is the signature of chromospheric evaporation. If this is cor-
rect, there is no question that "about the right" velocities
(100-400 km s-1) are present in the evaporating flow to
broaden the main component of the line by "about the right"
amount. As yet, the case for convective broadening has not
advanced much beyond this statement of plausibility; and if
the blue-wing excess is not produced by evaporation, the
plausibility evaporates as well.
Antonucci has shown that there is a moderate correla-
tion (product moment correlation r = 0.7) between the max-
imum blue-shift of the blue component in a given flare and
the maximum nonthermal broadening in that flare (see Issue
1 debate). If nonthermal broadening is caused by evapora-
tive flow, there should be correlations between the
parameters of the blue excess and the parameters of the
broadening. However, as usual, the presence of correlations
is a necessary but not sufficient condition for the hypothe-
sis; the parameters could be correlated through a common
underlying phenomenon, not necessarily chromospheric
evaporation.
The temporal correlation between the broadening and the
blue component is not clear, largely because of observational
difficulties. Spectra from P78-1/SOLFLEX (Doschek 1983)
are created by scanning. Neither the total scan time (=
1 min) nor the time ( = 10 s) required to scan through a line
such as Ca XIX is negligible during the impulsive phase of
a flare; this complicates the determination of broadening and
the comparison of broadening and blue excess. With SMM/
BCS data, it is often necessary to integrate over a compar-
able period of time (10-60 s) in order to build up enough
signal to measure the blue component. Despite these diffi-
culties, the observations do seem to indicate one aspect of
the relationship between broadening and blue excess that is
difficult to reconcile with the simplest picture in which the
evaporative flow broadens the main component. Namely, the
main component is sometimes measurably broadened for one
or two minutes before there is any measurable blue com-
ponent, and the degree of broadening may be as large (=
100 km s-a) as at any time during the impulsive phase
(Antonucci and Dennis 1983; Antonucci, Gabriel, and Dennis
1984). To maintain a causal relationship between evapora-
tive flow and broadening, it would seem necessary to sup-
pose that a blue component was present but for some reason
not detected. This emphasizes the importance of thoroughly
testing on noisy artificial data the algorithm used to fit the
observed spectra (see Recommendations). We note that this
result is the opposite of that found by Leibacher and discussed
earlier. This difference may reflect a real difference among
different flares, or perhaps it is partly due to the difficulty
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ofdeconvolvingmovingandstationarycomponentsofaline
profileatveryearly flare rise times, when the line inten-
sities are very weak.
4.4.2.1 Single-loop Simulations
Before constructing a multiloop model, it should be shown
that a single-loop simulation can provide a good description
of the evaporative flow field; otherwise little confidence can
be placed on the results produced by a superposition of such
models. It should be kept in mind that the goal of a simula-
tion is not just to produce a blue excess, or nonthermal broad-
ening, but to reproduce their observed relative evolution. In
the first approximation, the evolution may be characterized
by _(t), the nonthermal broadening parameter, by Vbl(t), the
speed of the blue-shifted component, and by R(t), the inten-
sity ratio of the blue-shifted to the nearly unshifted (' 'main")
component.
One good reason to stress relative behavior is that other-
wise it is hard to know where in the time development of
the model the observations begin. For example, in the cen-
tered-heating model of Cheng et al. (1983), for t < 20 s
the blue-shifted component of Ca XIX dominates the un-
shifted component. Since this is never observed, one must
either reject the model or assume that, because of the sen-
sitivity limits of the detectors, the observations begin at a
later stage.
The same model (Doschek et al., 1983; Cheng et al.,
1983) can illustrate the danger of examining individual
predictions in isolation. Figure 4.4 (see Section 4.3.2) shows
the Ca XIX line profile 30.2 s after the onset of energy
deposition. In a top view, the line shows a blue excess that
would be fit by an evaporating component with Vb_= 200
km s-_, R = 0.2. In an end view, the profile is convec-
tively broadened by = 100 km s-t. These parameters are
within the bounds of observation. However, at the same time
(t = 30.2 s), the simulation predicts a gross shift of the Fe
XXI line, about 150 km s -1 in the top view shown in
Figure 4.4. As mentioned in Section 4.3, such shifts of the
bulk of the emission have not been observed, either by Skylab
(Doschek et al., 1983) or by the UVSP aboard SMM (Mason
et al., 1985). We stress this disagreement to illustrate that
the distribution of temperature and flow velocity in some
single-loop models has points of serious disagreement with
observation. It would therefore be premature to use such
models as the basis for a multiloop simulation.
The comparison of Ca XIX and Fe XXI is an instance
of a broader issue that needs more attention: the tempera-
ture dependence of the broadening, the blue excess, and the
blue-shift of the main component. It does not appear that
either existing observations or existing models have been
probed sufficiently for the full extent of the information they
might provide on this issue. The convective line broadening
as a function of temperature can be considered in a general
context, based on the simulations carried out to date. The
following comments are probably independent of the sim-
plifications of the ID models, such as lack of transition region
resolution and magnetic field tapering, etc. Assume for sim-
plicity the case of a flare loop observed on the disk at zero
longitude and heated symmetrically.
Consider first spectral lines formed over narrow tem-
perature ranges with average temperatures of about 3 - 13
x l0 s K. Ions such as Ca XVI, Ca XVII, Fe XXI, and Fe
XXII are formed at temperatures within this range. After the
loop or loops are filled with evaporated plasma these ions
are formed near the footpoints of the loop and thus virtually
the full spread in velocities will be observed. In the Cheng
et al. (1983) simulation (Figure 4.4) _ = 50 km s-1 at
30.2 s. However, since the ions are formed over a relatively
narrow temperature range, zero velocities (loop top) are not
observed and all of the long wavelength XUV lines of these
ions should show a net Doppler shift as well as a nonther-
mal broadening. Invoking a multiloop simulation will not re-
move the Doppler shifts, since in the evaporation model a
net flow of plasma upward into the loops must occur.
Now consider the highest temperature lines observed,
i.e., the resonance lines of Fe XXV and Fe XXVI. They
are emitted primarily at the top of the loop in a symmetric
simulation, where _ = 0. Since the temperature of most flares
is = 25 x l0 s K, the line emissivities fall very rapidly
tow/lrds the loop footpoints. Since the lines are formed near
the loop tops, the Doppler shift and Doppler broadening tend
to be much less than for the cooler lines, since motion is
transverse to the line-of-sight. In the Cheng et al. (1983)
simulation, _ = 35 km s-_ for Fe XXV at 30.2 s.
Third, there is a group of lines such as the Ca XIX lines,
that are formed at temperatures lower than Fe XXV, but
higher than Fe XXI, and are formed over a broad tempera-
ture range. (Ca XIX is He-like). The Ca XIX lines are formed
at the top of the loop as well as towards the footpoints. Thus
these lines should show the maximum nonthermal broaden-
ing (= 86 km s-t at 30.2 s in the Cheng etal. (1983) simu-
lation). They show a larger blue-wing than the hotter ions,
but they have a strong stationary component.
Fourth, quiet and active coronal lines from ions such as
Fe XIII - Fe XVI should produce broadening that might de-
pend critically on the accuracy of the models near the transi-
tion region, since their temperature of formation (= 3 ×
l0 s K) is near the turning point of evaporation and compres-
sion of the transition region. Similarly, transition region lines
will be difficult to predict from the models for no other rea-
son than that the transition regions have not been resolved
in the numerical simulations.
In summary, symmetrically heated 1D loops produce
non-thermal broadening that should be largest for lines such
as Ca XIX and less for hotter (Fe XXV) and colder lines
(Fe XVI). The innershell lines of Fe XXV, Fe XXIV - Fe
XX should have different widths depending on ionization
stage. On the contrary, the observations show large broaden-
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ing for bothFeXXV andCa XIX, with no significant
decrease for the Fe XXV line.
Invoking an asymmetrically heated loop, rather than the
symmetrical case, makes the situation even worse. Then
downflows as well as upflows occur which broaden lines far
beyond their observed widths (Cheng, Karpen, and Doschek
1984). Furthermore, the line profiles in a single loop model
would exhibit central reversals for many lines. These could
be eliminated in a multiloop model, but the lines would prob-
ably be widened even more. Basically, the numerical simu-
lations of single loop models carried out so far indicate
substantial discrepancies with the observations that appear
to be independent of the physical and numerical simplifica-
tions at present necessary to carry out the calculations.
Another feature of loop simulations that should be ex-
amined is the blue-shift of the main component as a function
of time. (As is stressed in the Recommendations section, the
division into "blue" and "main" or "unshified" compo-
nents is an approximation.) By the time the main compo-
nent earns its name (by dominating the blue component), its
blue-shift is small (< 30 km s-_); but Antonucci, Gabriel,
and Dennis (1984) have reported tentative indications of shifts
of this order in the main component. If such shifts are con-
firmed, they bear on the broader question (Issue 1) of whether
the observed blue excess is the primary signature of chromo-
spheric evaporation. Antonucci et al. (1982) and Antonucci
and Dennis (1983) have shown that reasonable densities (ne
--- 5 - 10 x 10 t° cm -3) are inferred for the blue com-
ponent if it is assumed to supply the mass necessary to pro-
duce the observed emission measure. However, densities an
order of magnitude higher are not ruled out, and if the same
argument is applied in reverse, small evaporative velocities
(v u = 10 - 40 km s -_) are inferred. The primary signa-
ture of evaporation would then be the small shift in the fit-
ted wavelength of the main profile; what is here termed the
blue component would be a high velocity tail or a secondary
phenomenon, not the primary signature.
4.4.2.2 Multiloop Models
Two key observational points are that the broadening in
each flare is approximately isotropic, and that the degree of
broadening shows no strong trend with the position of the
flare on the disk. Since, as might be expected, the line pro-
files produced by single-loop simulations of chromospheric
evaporation show a marked dependence on the vantage point
(Figure 4.5), a multiloop model is required to even approach
a resemblance to the observations. Unfortunately for the pro
side bf this debate, a necessary characteristic of a multiloop
model that is needed to satisfy the observations is generally
a random orientation of the loops. Only in this way can the
observational requirement of isotropy in the line widths be
satisfied. However, although most flares are known to con-
sist of several loops, the orientations of the loops are not
usually random. Typically arcades of loops are involved, all
oriented in the same sense. In this case it is expected that
the line broadening would vary considerably among differ-
ent flares, particularly between disk and limb flares.
However, this is not observed. Furthermore, in order to ex-
plain the strong stationary components of lines such as Fe
XXI, at least one loop is required that lies almost fiat on the
solar surface so that Doppler shifts are negligible. This can
hardly be satisfied by all flares. And finally, the resultant
line profiles (Figure 4.13), although greatly broadened, do
not resemble Gaussian profdes, contrary to the observations.
Unlike the nonthermal broadening, the blue excess is cor-
related with position on the disk: no flare located more than
60 ° from disk center has shown a detectable blue excess
(Antonucci and Dennis 1983). In terms of a multiloop model,
this implies that the blue excess is produced by X-ray hot
gas that is still close to the footpoints of loops that emerge
roughly perpendicular to the surface, while the broadening
of the main component is produced by gas higher up in the
loop. This is logical, but no multiloop models exist to demon-
strate quantitative agreement with the observations.
4.4.2.3 Broadening Caused by Mechanisms Other
than Evaporation
Nonthermal broadening of UV and X-ray lines is not con-
fined to the impulsive phase of flares. On the contrary, non-
thermal broadening is ubiquitous in non-flare spectra; only
in quiescent prominences is there no evidence for _ > 0
(Feldman and Doschek 1977). In quiet regions and coronal
holes, _ = 20 - 25 km s-1 in the lower transition region
(Doschek, Mariska, and Feldman 1981) and 10 - 25
km s-_ in the corona (Cheng, Doschek, and Feldman
1979). In active regions, _ =30 - 50 km s -1 in the lower
transition region (Brueckner 1975) an d _ = 75 km s-_ for
preflare brightenings in Ca XIX (Antonucci et al., 1982).
These broadenings appear to be isotropic: no differences have
been established from center to limb.
Since isotropic brqadening is observed nearly everywhere
on the Sun, in both quiet and active regions, is it not per-
verse to invoke chromospheric evaporation -- a mechanism
usually involved only during flares -- for flare-associated
broadening? Would it not be more unifying to suggest in-
stead that whatever processes cause the ubiquitous broaden-
ing are simply enhanced in flares, as are so many other
processes? The cause of the ubiquitous broadening is
unknown ("turbulent broadening" is at best a label, and
perhaps a misnomer), but there is no reason to suppose that
it is connected with chromospheric evaporation. Whatever
the broadening mechanism, if it is the same in flares and non-
flaring regions, it suggests a basic similarity between flares
and "steady" atmospheric heating.
Magnetically driven motions should be considered as a
specific alternative to evaporative motions as the source of
nonthermal broadening. In cine Ha observations of flares,
it is commonplace to observe motions with v = 100-200
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km s _ that appear to be motions of the magnetic field lines
uogether with their frozen-in plasma} rather than the flow
of gas along stationary field lines. Moreover, these magnetic
motions often appear to have an "'unwinding" component,
particularly evident in filament eruptions. Figure 4.14, a
time-sequence of Hoe observations, illustrates the complicated
motions that accompany overall expansion during a flare.
The broadening produced by such motions would have
"'about the right" va,lue (a property shared by the evaporative
hypothesis) and would also be approximately isotropic, as
is observed. Unlike a postulated distribution of evaporative
velocities, however, magnetic motions are observed, not only
during Ilares but, to a lesser degree, all over the Sun. As
to the relative timing of flare-associated broadening, it is rele-
vant to cite the results of Martin and Ramsey (1972), Moore
el al. (1984) and Moore and Kahler (1984), that the fastest
motions during a filament eruption usually occur at the peak
of the impulsive phase.
There is one example that supports the importance of
magnetic motions in the production of line broadening. Using
data from the NRL slitless spectrograph aboard Skylab, Wid-
ing (1975) claimed that in the double ribbon flare of June
15, 1973, the area of greatest broadening in Fe XIV and Fe
XXIV occurred over the magnetic neutral line, coincident
_llt.
i
Figure 4.14 Complex motions of the magnetic field inaflareof 27 April 1972. Filtergrams0.8 _ in the blue
wing of He from the Big Bear Solar Observatory. The long dimension of the frames corresponds to approxi-
mately 10 _ km. The time sequence shows an overall expansion of the loop system at a peak velocity of about
70 km s-_. The arrow in the frame at 1638 UT points to a dark feature that curves off to the left. The arrows
in the frames at 1639 UT and 1643 UT are placed at the same spatial location as the first arrow. The dark
feature shows motions of 75-100 km s -_ that have components in three directions and cannot be characterized
as simple expansion. Note that at 1639 UT the dark feature appears to be braided with another dark feature,
but by 1643 UT no braiding is apparent.
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with a filament eruption -- not at the footpoints of a loop.
This possibility needs to be confirmed with future imaging
instruments (see Recommendations).
Except in flare sprays, magnetic motions during flares
with v > 300 km s-I are uncommon, or at least uncom-
monly observed in HcL Thus, it is not clear that magnetic
levitation of heated material can account for the blue com-
ponent of X-ray lines, for which Vb_> 300 km s- 1 is typi-
cal. If the blue component is in fact due to evaporation, the
magnetic motion alternative for broadening precludes the
simplest kinematic picture in which both broadening and blue
excess are produced by a common velocity field.
In summary, the hypothesis that convective evaporation
produces the observed X-ray line widths in flares is no more
than a _hypothesis. It is not supported by any self-consistent
physical theory. In fact, the 1D numerical simulations, al-
though they indeed produce excess line broadening, predict
relative widths and shifts that are not in agreement with the
evaporation hypothesis. These disagreements are independent
of the simplifications in the calculations.
4.4.3 Recommendations for Further Research
All but one of these recommendations can be pursued
now, by theoretical work or with data from the repaired
SMM, P78-1, or Hinotori. The last recommendation con-
cerns the capabilities of a future spaceborne instrument de-
signed to advance our understanding of the physics of the
broadening and blue excess of X-ray lines.
a. Clarify the relative time evolution of the broadening
and the blue excess of X-ray lines (both observations
and models).
b. Clarify the temperature dependence of the broaden-
ing and the blue excess (observations and models).
c. Publish a detailed analysis of the performance of al-
gorithms used to fit the observed spectra, including:
i. Minimum detectable Vb_and accuracy of determi-
nation of _ as a function of S/N (signal-to-noise
ratio), Vb_and R.
ii. Minimum detectable Vb_and accuracy of determi-
nation of VbLas a function of S/N, _, and R.
iii. Minimum detectable R as a function of S/N, Vb_
and _.
iv. Correlations between fitted values of _, Vb_
and R.
v. Minimum detectable velocity shift in the main
component.
vi. Sensitivity of fitted parameters to the assumed
electron temperature and broadening of the blue
component (since the data are not sufficient to de-
termine these parameters independently). It should
be remembered that two-component fitting is al-
ways an approximation to what is undoubtedly a
continuous distribution of velocities. When bet-
ter loop simulations become available, it will be
d.
e.
f°
g°
worth experimenting with velocity-amplitude dis-
tribution functions.
Using the results of Recommendation c, determine
whether small blue-shifts (< 40 km s-_) have been
detected in the main component.
Determine for each instrument the absolute flux thres-
hold at which a blue excess can be detected. It is im-
portant to understand why only one or two flares have
been observed in which the blue-shifted component
is nearly as strong as, or stronger than, the "station-
ary" component.
Examine Ha movies of flares also observed by X-ray
spectrometers for evidence of magnetically driven
motions.
Obtain spatially resolved SXR spectra. The relative
locations of the plasma producing the blue excess, the
broadened main component, and the HXRs will go a
long way toward deciding the influence of chromo-
spheric evaporation on the X-ray line profiles. Sug-
gested characteristics of the detector are:
i. Angular resolution < 2"
ii. Temporal resolution < 10 s.
iii. Spectral resolution < 0.3 mA, comparable to that
of existing spectrometers.
iv. Spectral ranges similar to those existing and previ-
ous instruments; it is important to include lines
with characteristic temperatures in the range 1 -
10 × 106 K, as well as higher temperature lines.
4,5, DEBATE OF ISSUE 3
At the present time, there are basically two models con-
cerned with how the energy could be transported to the
chromosphere in order to drive the chromospheric evapora-
tion process. One of these models, the nonthermal electron
thick target model (Brown 1973), proposes that energy dur-
ing the impulsive phase is supplied by a large flux of ener-
getic electrons, whose source is generally supposed to be in
the corona. It is also generally supposed that the electrons
are accelerated to their high energies by rapid reconnection
of coronal magnetic fields. In this model, the chromosphere
is heated by Coulomb collisions from the flux of nonther-
mal electrons, and the chromospheric radiative output in-
creases and evaporation can occur. Another model, the
thermal conduction model, supposes that only the corona is
heated during the impulsive phase, and that energy depos-
ited in the corona drives evaporation from the chromosphere
by thermal conduction. In the conduction model, the energy
release can occur at various positions within coronal flux
tubes, and could also be due to a reconnection process. The
chromosphere is heated when a conduction front, generated
at the site of energy release, propagates downward along the
flux tube and deposits energy into the chromosphere. As with
the beam model, the chromosphere reponds to this heat in-
put both radiatively and dynamically.
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Becausethermalconductionandhighenergyelectrons
representtwodifferentmodesofenergytransportandenergy
depositioni to thechromosphere,theresponsesof the
chromosphereto achofthesemodesofenergydeposition
shouldbedifferent,atleasto somedegree.Inthedebate
givenbelow,oneofthecentralissuesi whetherornotthe
physicsof beamandconductionenergydepositioniswell
enoughunderstoodsuchthattheavailableobservationscan
beusedtodecidewhichmodeofenergydepositionismore
importantinproducingchromosphericheatingduringflares.
Anothercentralissueis, assumingthatbeamandconduc-
tionenergydepositionphysicsi knownverywell,whether
ornottheobservationsareof sufficientqualityto resolve
differencesbetweenbeamandconductionheating,andif not,
whatfurtherobservationsareneeded.
4.5.1 Argument for: Most Chromospheric
Heating Is Driven by Electron Beams
In this position paper, the evidence in support of evap-
oration by the nonthermal electron thick target mode is exam-
ined. In Section 4.1, evidence is discussed which argues in
favor of the thick target model from a comparison of spatial
and temporal relationships between HXR emission, SXR
bremsstrahlung, SXR line emission, EUV radiation from
transition region temperatures, and Ht_ line profiles emitted
from the chromosphere. In the subsequent two sections, some
possible observational characteristics predicted by theoreti-
cal calculations of chromospheric evaporation by the thick
target model are discussed. Section 4.2 begins with a review
of what has been learned from numerical simulations of chro-
mospheric evaporation. In Section 4.3, some possible evi-
dence for hydrodynamic features predicted by the electron
beam simulations is presented. Finally, the position of the
electron beam team is summarized in Section 4.4.
4.5.1.1 Evidence of Impulsive Phase Emission
from Observed Temporal and Spatial
Relationships
a. hard and soft _-ray bremsstrahiung. One of the rea-
sons frequently invoked in favor of flare heating by non-
thermal electrons is the relative timing of HXR and SXR
emission. The peak in HXR emission during flares generally
preceeds the peak in SXR emission. Qualitatively, this proc-
ess is envisioned as follows. As bursts of nonthermal elec-
_trons generated by impulsive phenomena in the corona
impinge on the chromosphere, nonthermal bremsstrahlung
from the fast electrons is produced, giving rise to observed
HXR bursts. As the fast electrons deposit their energy in the
upper chromosphere, the chromospheric material is heated
to coronal temperatures and subsequently expands to fill a
coronal loop structure. As the loop fills with hot evaporated
material, emission by thermal bremsstrahlung in the SXR
spectral range increases (Nagai 1980). When the bursts of
nonthermal electrons cease, the evaporation process allegedly
stops, and the SXR emission measure reaches its peak value.
As the coronal material cools by radiation and thermal con-
duction, the SXR emission begins to drop. Some aspects of
these speculations are verified by detailed studies and others
are not.
Although the HXR and SXR timing aspects of this pic-
ture hold true for a large number of flares, there are cer-
tainly examples of flares for which HXR and SXR emission
do not appear to be causally related in the above manner
(Svestlo 1976).
For several particularly well observed flares, however,
it is possible to go beyond the qualitative picture and com-
pute the energy content of nonthermal electrons from HXR
intensities and footpoint sizes observed by HXIS. This can
then be compared to the thermal energy content in the heated
coronal material, deducted by SXR spectra from Ca XIX
lines and thermal bremsstrahlung. Antonucci, Gabriel, and
Dennis (1984) (hereafter AGD) have done this for five large
events observed by SMM. After correcting for radiation and
conduction losses, they find that the energy content in non-
thermal electrons is quite compatible with the thermal energy
observed in these flares. These results are shown in
Table 4.2.
b. Hard X-rays and soft X-ray line emission. The most
obvious interpretation of the blue-shifted components of
X-ray lines is the upward expansion of "evaporated" mate-
rial into the flare corona. Antonucci and Dennis (1983) com-
pellingly argue for this interpretation by correlating the
upward velocity inferred from Ca XIX blue-shifts for a num-
ber of different flares with the rate of change of SXR emis-
sion measure in each flare. AGD have also presented
evidence that these blue-shifts are casually related to the
presence of energetic electrons. The onset of the blue-wing
asymmetry in Ca XIX line profiles coincides with the onset
of HXR emission for the flare analyzed by these authors.
This behavior is illustrated by Figure 4.1 (Section 4.3.1),
which shows the temporal evolution of HXR emission, the
velocity of the blue-shifted component, and the SXR emis-
sion measure for the May 21, 1980 event (AGD 1984). The
fact that the blue-shifted material appears at the onset of HXR
emission and disappears when HXR emission ceases argues
strongly that upward coronal velocities associated with im-
pulsive phase chromospheric evaporation are somehow pow-
ered by energetic electrons.
c. 0 V emission and hard X-rays. Evidence supporting
the validity of the thick target description of chromospheric
evaporation is the observation by SMM of a tight correla-
tion in time between individual bursts of O V EUV emis-
sion and HXRs (Woodgate et al., 1983). The delay in
individual O V bursts relative to HXR bursts in some flares
is observed to be less than one second. These time delays
are short enough to argue that the same energetic electrons
responsible for HXR emission must also be responsible for
the O V emission. This time correlation is difficult to ex-
plain if chromospheric evaporation is driven entirely by ther-
mal conduction. Time delays of at least several seconds are
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typicallyseeninnumericalsimulationsofconductivedriven
evaporation,whereflareenergyreleaseisconfinedto the
corona.Thisappearstobetrueevenwhenthelooplengths
arefairlyshort(Nagai1980,Chengetal., 1983, Pallavicini
et al., 1983). We note that O V observations should be made
carefully, since the O V line contains some spectral blends.
These blends are discussed by Jordan (1985). (Also, see the
flare line list published by Cohen, Feldman, and Doschek
1978).
d. Hot emission and hard X-rays. Evidence that nonther-
mal electrons are involved in the chromospheric evapora-
tion process comes from observations of chromospheric (Hot)
line profiles during the impulsive phase of flares. The non-
thermal electron thick target model predicts that the residu-
al (unevaporated) flare chromosphere _,ouid be heated
significantly by the imposed flux of nonthermal electrons
(Brown 1973, Ricchiazzi and Canfield 1983). If, on the other
hand, the only chromospheric heating mechanism invoked
during the impulsive phase of flares is thermal conduction
from the corona, it can be shown (Ricchiazzi and Canfield
1983) that the temperature structure of the unevaporated por-
tion of the chromosphere is virtually unaffected. Since Hot
profiles are formed in the flare chromosphere, observations
of Hot profiles during flares yield useful information about
the nature of the impulsive phase heating mechanism.
Calculations of Hot profiles by Canfield, Gunkler, and
Ricchiazzi (1984) show distinct features of these profiles
which can be linked to conditions in the flare chromosphere.
One important result is that only the presence of nonthermal
electrons can produce broad Stark wings, typically 1 to 5
•_ away from line center. Recent observations of Hot pro-
files during flares were made at Sacramento Peak Observ-
atory in conjunction with SMM observations (Acton et al.,
1982, Gunkler et al., 1984, Canfield and Gunkler 1984).
These observations show strong Stark-like wings in the Hot
prof'des coinciding spatially and temporally with hard X-ray
emission observed by the HXIS instrument onboard SMM.
These observations strongly suggest that nonthermal elec-
trons heat the residual chromosphere during the impulsive
phase of flares.
4.5.1.2 Some Results of Hydrodynamic Calculations
A number of theoretical hydrodynamic calculations of
chromospheric evaporation in flares have been done, both
for flare heating by nonthermal electrons, and for "thermal
conduction" models where all or most of the energy is
deposited in the corona. Since these calculations may shed
some light on various aspects of the observations, the results
of these calculations are now reviewed.
a. Thick target electron-driven evaporation. Numerical
studies of chromospheric evaporation due to heating by col-
lisions from an assumed flux of nonthermal electrons have
been done by a number of authors (Kostyuk 1976, Kostyuk
and Pikel'ner 1975, Somov, Syrovatskii, and Spektor 1981,
Livshitz etal., 1981, Duijveman, Somov, and Spektor 1983,
Nagai and Emslie 1983, MacNeice et al., 1984, Fisher, Can-
field, and McClymont 1985a). These results show that evapo-
ration driven by beams can be divided into two regimes,
depending on the magnitude of the thick target energy input
flux. Below a certain critical energy input flux, flare heat-
ing balances radiative losses everywhere in the flare chromo-
sphere. The temperature in the flare chromosphere is raised
a moderate amount by the thick target heating, but does not
exceed 10 s K. Hydrodynamically, the chromosphere
responds to this moderate temperature increase by expand-
ing upward. In the meantime, the flare heating in the co-
rona raises the temperature there, increasing the conductive
flux into the transition region. This slowly drives the transi-
tion region into the chromospheric material on coronal con-
ductive timescales. This evaporation scenario is called
"gentle" evaporation, because of the relatively gentle
response of the atmosphere to the imposed heating function.
The threshold above which gentle evaporation no longer
occurs can be found by setting the flare heating rate (per par-
ticle) at the column depth of the chromospheric material just
below the preflare transition region equal to the product of
the density there with the peak in the radiative loss function
near T = 10 s K. This procedure, suggested by Brown (1973)
and Lin and Hudson (1976) has been verified with numeri-
cal calculations by MacNeice et al., (1984) and Fisher, Can-
field, and McClymont (1984c), though an important
modification has been suggested by McClymont, Canfield,
and Fisher (1985), taking into account closed loop geom-
etry and preflare coronal pressure.
When the flare energy input rate exceeds this threshold,
the chromospheric material just below the preflare transi-
tion region is no longer able to radiate away the energy be-
ing supplied to it by the flare heating function. The material
then rapidly heats up to coronal temperatures en masse. Since
the time scale for this rapid temperature rise is usually short
compared to hydrodynamic timescales in the heated region,
this creates a large overpressure coinciding with the rapidly
heating region. The heated material then expands explosively
into the coronal material above it, at speeds near (roughly
60% to 100%) the 2.35c s upper limit identified by Fisher,
Canfield, and McClymont (1984). The quantity c s here is
just the sound speed in the explosively evaporated material.
For this reason, we describe this scenario as "explosive"
evaporation. Not only does the large overpressure drive the
heated material upward, but it also drives mass motion down-
ward into the flare chromosphere. Thus, velocities in the
upper flare chromosphere are downward for explosive evap-
oration, in contrast to the upward velocities expected dur-
ing gentle evaporation. This difference in sign of
hydrodynamic velocities between explosive and gentle evap-
oration holds as well for velocities computed in the lower
transition region, at temperatures around 10_ K. In addition,
it has been shown by Fisher, Canfield, and McClymont
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(1985a)thatthe downwardmovingregionof theflare
chromosphereduringexplosiveevaporationmustbecoldand
denserelativetoitssurroundings.Thisfeaturehasbeenseen,
thoughnotproperlyexplained,ina numberof numerical
simulations.Furthermore,thisdownwardmoving"chromo-
sphericondensation"accretesmatterveryquickly,encom-
passingin a few secondsmorematerialthanis moving
upward.
b. Conduction-driven evaporation. It has long been
recognized that thermal conduction should be a very impor-
tant mechanism for the evaporation of chromospheric mate-
rial during flares. If we assume that thermal conduction is
the only mechanism responsible for chromospheric evap-
oration, and that there is no other heating mechanism for
the flare chromosphere other than quiescent heating, then
it is possible to show that there are some differences between
this and evaporation driven by nonthermal electron heating.
A number of numerical simulations have been done of
chromospheric evaporation by thermal conduction (Nagai
1980, Somov, Sermulina, and Spektor 1982, Cheng et al.,
1983, Pallavicini et al., 1983). These calculations typically
show evaporation driven velocities of about half the sound
speed, or at about 20% of the 2.35c s upper limit. In recent
simulations such as the revised SMM benchmark calcula-
tions, it can be seen that there is a very thin chromospheric
condensation which stays just ahead of the moving conduc-
tion front. The conduction front plows its way through the
chromosphere at a nearly constant mass flux rate. Just in front
of the thin condensation, the hydrodynamic velocities, tem-
peratures, and densities are unchanged from those before the
flare. In the thin condensation itself, hydrodynamic veloc-
ities are downward, just as they were in the case of the
chromospheric condensation formed in explosive evapora-
tion by nonthermal electrons. One important difference,
however, is that the thickness of the condensation for con-
duction driven evaporation is small at all times, at least in
the revised SMM Benchmark calculation. The moving con-
duction front eats up the back end of the condensation nearly
as quickly as the front of'the condensation moves through
the chromosphere. The velocities in the conduction front at
transition region temperatures are downward. The tempera-
ture at which the velocity changes sign in this calculation
is around 2 x 106 K. Importantly, there seems to be no
threshold heating rate for which hydrodynamic velocities in
the chromosphere or the transition region would change sign,
as there is for evaporation by nonthermal electrons. There-
fore, examination of velocities at transition region and
chromospheric temperatures should yield important infor-
mation about the nature of flare heating.
4.5.1.3 More Evidence in Favor of Evaporation by
Nonthermal Electrons
From the theoretical hydrodynamic calculations, it is clear
that one possible way to differentiate among flare heating
mechanisms is to look for observational evidence of "ex-
plosive" evaporation. Such evidence could include the ex-
istence of upflow velocities near the 2.35c s limit, or the
sudden appearance of high densities at high coronal tem-
peratures and their subsequent relaxation to lower values on
coronal loop hydrodynamic time scales. Another possibility
is to look for evidence of the threshold between "gentle"
and "explosive" evaporation by looking for spatial changes
of sign in observed velocities at chromospheric temperatures
and comparing these with what is expected from observed
fluxes of energy in nonthermal electrons. These effects
should not be seen for conductive driven evaporation. Pos-
sible observations of explosive evaporation are not outlined.
a. Density near 2 x 106 K as a function of time.
Doschek et al. (1981) derived the electron density near
T = 2 x 106 K as a function of time for the 8 April and
9 May 1980 flares, by analyzing emission from a forbidden
transition of O VII seen from the P78-1 spacecraft during
these flares. They find that the electron density increases by
at least a factor of ten in a time no longer than a minute.
The peak values of density, about 10 t2 cm -3, are consistent
with preflare chromospheric values. The electron densities
then gradually decay in value over a timescale of several
minutes.
Qualitatively, this is the scenario expected from explo-
sive evaporation by nonthermal electrons, although the time-
scales are somewhat longer than predicted. As a portion of
the chromosphere is rapidly heated en masse from chro-
mospheric to coronal temperatures, the material is expected
to pass through temperatures near 106 K while still at chro-
mospheric densities. As the explosively heated material be-
gins to expand, however, the density of this region should
decrease. If evaporation is postulated as being due to a con-
duction front which impacts the chromosphere and then
moves downward through it in a self similar fashion, the den-
sity near 106 K might be expected to suddenly increase, but
to then maintain a more or less steady value as long as evapo-
ration continues. Furthermore, unless the conduction front
is moving exceedingly quickly, some hydrodynamic expan-
sion would be expected to occur by the time that the mate-
rial was heated up to 2 × 106 K, so that the densities would
be noticeably less than chromospheric values.
b. Impulsive phase asymmetries in Ha profiles.
Ichimoto and Kurokawa (1984) have recently reported that
they see significant enhancements of red-wing asymmetry
in Ha profdes observed during the impulsive phase of flares.
They find that this red wing asymmetry corresponds to down-
ward motion at Ha emitting regions of the chromosphere,
with velocities between 40 and 100 km s-L These down-
ward velocities are similar in magnitude to those seen in nu-
merical flare simulations of explosive evaporation by
nonthermal electrons. They claim downward motion in con-
duction model calculations, e.g., Cheng et al. (1983), does
not produce sufficiently strong downward velocities to match
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thosetheymeasurefromtheasymmetries.Ichimotoand
Kurakawa(1984)thereforeconcludethattheyareseeing
downwardmovingchromosphericcondensationsas ociated
withexplosivevaporationbynonthermalelectrons.
4.5.1.4Conclusions
Theevidencein favorofdrivingchromosphericevapo-
rationbyfluxesofnonthermalelectronshasbeenreviewed.
It isfoundthatthereisenoughenergyinenergeticelectrons
topowertheSXRportionoftheflaresduringtheimpulsive
phaseforfivewellobservedflares.Theobservedblue-shifts
inCaXIXlineprofiles,whichcanbeinterpretedassigna-
turesofchromosphericevaporation,beginwiththeonsetof
HXRsandterminatecotemporallywiththeHXRflux.Indi-
vidualspikesof0 V ,.,,,,_o.vn°"_;_;"formed ._ttransit;..... ._,.v.;,_n
temperaturestrackcorrespondingspikesinHXRemission
tobetterthanonesecond.Hc_profileswithStark-likewings,
indicatingthepresenceofenergeticelectrons,arefoundto
becospatialndcotemporalwiththeHXISimagesofHXR
emission.Takentogether,thesefindsstronglysuggestthat
energeticfluxesofelectronspenetrated epintothesolarat-
mosphereandareintimatelyconnectedtothechromospheric
evaporationprocess.
4.5.2 Argument Against: Most
Chromospheric Heating Is Driven by
Electron Beams
The case for direct electron beam heating and subsequent
evaporation of the chromosphere originally rested on the
thick-target interpretation (Brown 1973) of HXR bursts and
on the finding by Lin and Hudson (1976) that the electron
beam energy, as calculated with the thick-target model, was
greater than the coronal flare plasma energy in a number of
large flares. Two important recent findings apparently have
bolstered the case for direct electron beam effects in the
chromosphere, namely, the close correlations found between
hard X-ray and UV emissions (Woodgate et al., 1983), and
the interpretation of Stark-Broadened Ha line profiles in
terms of electron heating (Canfield, Gunlder, and Ricchiazzi
1984, Canfield and Gunlder 1985, and Gunkler et al., 1984).
However, the thick-target model and arguments for chromo-
spheric heating based only on energetics encounter severe
difficulties when examined in detail. Furthermore, the re-
cent UV and Ha results, while they argue for the existence
of electron beams, do not prove that electron beams drive
most chromospheric evaporation. A detailed discussion of
these points is presented in the paragraphs that follow, start-
ing with questions about the reality of the beams themselves.
Then follows a discussion of UV and SXR observations that
do not support the beam evaporation model. They tend, in-
stead, to support a coronal heating/conduction-driven ex-
planation of evaporation. Finally, computer simulations of
flares are considered. The results are compared with obser-
vations of blue-shifts in SXR lines and of Ha line profiles.
The results support conduction as the principal driver of evap-
oration, even when there is some evaporation of the upper
chromosphere by a flux of nonthermal electrons.
4.5.2.1 Evidence Against Electron Beams
The reexaminations of the thick target model presented
elsewhere in this book indicate that electron beams with the
energy and dimensions required by observations may not be
stable. The instabilities considered most likely to occur in
intense beams will cause them to dissipate their energy as
heat in the corona in a very small fraction of a second. But,
as of now, there is no direct evidence that intense electron
beams even exist in the corona. Attempts to measure polar-
ization of X-rays have given either negative results, or the
published positive results are suspect. Similarly, attempts to
infer anisotropic X-ray emission indirectly by center-to-limb
observations of flares have given negative results (e.g., Kane
et al., 1982), although this result does not rule out some beam
models. It simply means that highly anisotropic HXR emis-
sion is not observed. Thus, belief in electron beams must
ultimately rely on belief in theoretical arguments.
If beams exist and if they reach the chromosphere, it is
clear that they are short-lived phenomena and deposit all or
most of their energy during the rise phase of the SXR event.
Thus, any model that attempts to explain all chromospheric
heating in flares as due to beams must necessarily adopt an
impulsive energy input with a lifetime of only a minute or
so. Such an energy input mechanism cannot explain the
longevity of high temperature emission in SXR events (as
evidenced by Fe XXV emission, see Doschek et al., 1980).
All the theoretical models of SXR emission show that the
temperature of the hottest part of the flare must immediately
begin to decrease after cessation of the energy input (e.g.,
Cheng et al., 1983, Pallavicini et al., 1983).
Coronal heating, as evidenced by a rise in SXR emis-
sion, accompanies all flares. The same cannot be said for
HXRs even in large two-ribbon flares (Dwivedi et al., 1984).
If beams exist in the corona, then coronal heating, either by
electron beam instabilities or by Coulomb collisions, pro-
vides a more consistent explanation of SXR flare phenom-
ena than does the beam-in-the-chromosphere model. The
range of phenomena that can be explained in a consistent
manner is much greater.
Arguments for beams based on the close temporal corre-
spondence between HXR and UV emissions are consider-
ably weakened by the recent work of Cheng and Tandberg-
Hanssen (1984), who observed UV bursts (Figure 4.15) with-
out concurrent HXR bursts. Evidently, something other than
an electron beam is capable of causing flare-like bursts of
transition region emission. Furthermore, the UV features that
do flare simultaneously with HXR bursts begin to brighten
at a time up to three minutes before HXRs are detected.
Various thermal interpretations of HXR bursts have been
proposed (e.g., Brown, Melrose, and Spicer 1979), and while
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Figure 4.15 UV bursts without concurrent hard X-ray
bursts (see Cheng and Tandberg-Hanssen 1984).
There is also a flare in which both HXR and UV bursts
Occur.
a discussion of these models is outside the scope of this chap-
ter, the impact of this alternative view of HXR bursts is im-
portant to this debate. If HXR bursts are thermal phenomena,
there will be, of course, no beams in the chromosphere. Fur-
thermore, the energy of the HXR-emitting plasma deposited
in recent thermal models (Smith and 1 .illinui_r lqTO_ i_ nParlv
.......... 1 ........ -" ....... J
as great as the energy deduced for electron beams from the
thick-target model. Thus, the apparent agreement found for
numerous flares by Antonucci (1982), and by others, between
the calculated (thick-target model) electron beam energy and
the SXR plasma energy shows only that a beam model offers
one energetically consistent interpretation of the HXR-SXR
sequence. More refined work -- measurements of energy
release in HXRs and SXRs for example, with high spatial
and temporal resolution -- will be required to distinguish
between thermal and beam interpretations of coronal emis-
sion measure increases.
4.5.2.2. The Relative Importance of Conduction
and Electron Beams
The temporal correspondence between UV and HXR
bursts found by Woodgate et al. (1983) and the similar corre-
spondence between chromospheric emissions and HXR
bursts reported by Feldman, Liggett, and Zirin (1983), Zirin
(1978), Rust and Hegwer (1975) and others is a persuasive
argument for the presence of electron beams. However, elec-
tron beam models predict much more UV emission than is
observed, so in order to rescue the electron beam interpre-
tation of the UV-HXR correspondence, it must be supposed
that the beams involved are weak. Furthermore, the ubiquity
of preflare UV brightenings implies that little energy is re-
quired to produce them. Therefore, the UV-HXR cor-
respondence does not help establish that more chromospheric
evaporation is driven directly by electron beams.
Tang and Moore (1982) showed that certain chromo-
spheric brightenings removed by 1 - 4 x 105 km from flare
cores brighten simultaneously with reverse drift type III
bursts, which are certainly caused by electron beams. They
concluded, however, that most of the energy reaching the
chromosphere at those points was not carried by the beams,
but rather by conduction or shock waves, in agreement with
a similar study of remote brightenings by Rust and Webb
(1977). The durations of the remote brightenings greatly ex-
ceeded those of the electron beams. Yet, if attention had been
focussed on onset times only, it might have been concluded
that electron beams were the only heating mechanism.
Rust, Sinmett, and Smith (1985) studied the flare of
November 5, 1980 and showed that arrival of the electron
beam was followed by arrival of thermal energy originating
at the main flare site. The thermal energy, detected in 3.5
to 11 keV X-rays, propagated with a velocity of __ 1700
km s- _ and was interpreted as an effect of thermal conduc-
tion. The energy in the thermal wave was enough to account
for the chromospheric and coronal heating at the remote flare
site.
What the above-mentioned study shows is that qualita-
tive comparisons of electron beam signatures and chro-
mospheric brightenings are not adequate to establish that most
chromospheric heating is driven by beams. Thermal conduc-
tion can deliver the bulk ot the required energy to evaporate
the chromosphere even if it does not arrive there quite as
quickly as the (weak) electron beams whose existence is gen-
erally accepted.
Gunkler et al. (1984) and Canfield and Gunkler (1985)
have also helped clarify the relative importance of the roles
played by beams and conduction in chromospheric evapo-
ration. They studied two flares for which they have good
spatial and temporal resolution in Hot and in X-rays between
3.5 and 30 keV. Some of their data are shown in Figure 4.16,
where the HXR burst profile is compared with the Ca XIX
(SXR) burst profile and the Hot light curve for the flare of
1522 UT June 24, 1980. Although there is a close corre-
spondence between the Hot peak and the HXR peak, it can
be seen that Hot emission continues for 3 min after the HXR
burst and that it began before it. Comparing observed and
theoretical Hot profiles (Canfield, Gunkler, and Ricchiazzi
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Figure 4.16 Ha data from Sacramento Peak Obser-
vatory compared with SMM BCS and HXRBS data for
the June 24, 1980 flare. See text for discussion.
1984), Gunkler et al. (1984) concluded that nonthermal elec-
trons were at least 2-3 times less effective than conduction
in evaporating the chromosphere.
In a reanalysis (after Acton et al., 1982) of the flare of
1455 UT 7 May 1980, Canfield and Gunkler (1985) find that
the column depth of chromospheric plasma evaporated con-
ductively reached 8 × 1020 cm -2, whereas the inferred
electron beam evaporated only 7 × 1019 cm -2. Specifically,
this means that the electron beam could not have raised the
density in the coronal flare plasma to the observed level. They
conclude that although the thick target model leads to an in-
ferred beam energy of 3 × 10H ergs cm -2 s -1 and although
the broad wings seen in some of the Ha line profiles are con-
sistent evidence for chromospheric heating by nonthermal
electrons, it was conduction of heat to the chromosphere that
produced the bulk of the SXR emitting plasma.
4.5.2.3 Simulations of Electron Beam Effects
Fisher, Canfield, and McClymont (1985a) have per-
formed computer simulations that describe the hydrodynamic
effects of chromospheric heating by electron beams. In ad-
dition, Fisher, Canfield, and McClymont (1984) found that
there is an upper limit for upflows driven by chromospheric
evaporation of roughly twice the sound speed of the evap-
orated plasma (see Section 4.5.1). For the electron energy
fluxes inferred from observational limits, they found that the
vertical velocities expected from his simulations ranged be-
tween 0.6 and --_ 1 times the theoretical upper limit. How-
ever, most of the velocities during flares reported by
Antonucci, Gabriel, and Dennis (1984) clustered about 0.2
and 0.25 times this limit. Thus their observations are not con-
sistent with chromospheric evaporation by nonthermal elec-
tron beams. The calculations which best match both the
observed Ca XIX temperatures and the upward velocities are
those of the thermal model, with conductive fluxes not ex-
ceeding 10 _° ergs cm -2 s -I.
It might be supposed that the low observed velocities
could be explained away with a model that takes into account
the probable divergence of magnetic fields as they stretch
into the corona. But, as Rabin and Moore (Workshop con-
tribution) pointed out, the more divergent the fields are for
evaporating material, the more convergent they are for pre-
cipitating electrons. An electron beam originating in the co-
rona, therefore, will encounter magnetic mirrors higher and
higher for electrons of larger and larger pitch angles. The
proportion of energy lost to Coulomb collisions in the co-
rona will increase at the expense of the proportion available
to precipitating electrons.
A remark on the temperature of the material that is evap-
orated from the chromosphere is appropriate here. The tem-
perature inferred from SXR observations is generally in the
10 - 20 x 106 K range, yet the only computer simulations
of heating by electron beams which correspond to these tem-
peratures (MacNeice et al., 1984) require very large (> 10"
erg cm -2 s-_) energy input rates. This severely restricts the
conditions for direct chromospheric evaporation by electron
beams. If, on the other hand, evaporation is driven by con-
duction from a very high temperature (3 - 10 × 107 K)
plasma, there is no difficulty in establishing the observed
coronal flare plasma temperatures. The conclusion is that
chromospheric evaporation by beam heating does not lead
to a consistent interpretation of the observations of evaporated
material.
For the sake of argument, the simulations of electron
beam effects in the chromosphere have been accepted as
plausible, at least. The UCSD flare simulations (Fisher, Can-
field, and McClymont 1985a,b,c), in particular, indicate that
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chromosphericevaporationisdriven by both electron beams
and conduction. However, there are difficulties even in the
assumption that electron beams reach the chromosphere.
Analysis of density-sensitive X-ray line ratios (Doschek et
al., 1981) shows that the preflare coronal density is at least
2 x 10 t0 cm -3. A substantial portion of the electron beam
energy would be lost in traversing such a corona (depend-
ing on the height of the beam acceleration site), so the ques-
tion of whether electrons ever penetrate the chromosphere
is an open one. If a substantial part of the beam energy is
lost in the corona, it would end up being thermally conducted
to the chromosphere. This view is consistent with the Ha
flare profile studies of Gunkler et al. (1984), except that they
feel that there is evidence for some energetic electrons in
the chromosphere where the broadest Ha line profiles are
seen.
4.5.2.4 Interpretation of Ha Line Profiles
In the static flare atmospheres that have been studied to
date, broad Ha line wings are produced when the electron
beam ionized hydrogen at depths where the density is --
10 _4cm -3. It is the combination of a high degree of ioniza-
tion and high pressure that produces pronounced Stark
broadening in Ha. However, to be completely consistent,
one should compute the Ha line profile expected from the
dynamic flare atmospheres simulated by, for example, Cheng
et al. (1983), MacNeice et al., (1984), and Fisher, Canfield,
and McClymont (1984). The curious feature of all these dy-
namic models is that a dense condensation appears in the
chromosphere at a column depth of -- 3 × 10 m9cm -2, i.e.,
relatively high. Yet, the density may approach 10 _4 cm -3
and the pressure may be between 100 and 1000 dynes
cm -2. These condensations appear in model chromospheres
heated by thermal conduction or by electron beams. It is left
as an exercise for the reader to distinguish between the Ha
line wings produced in such a condensation and those
produced in the deeper layers of a chromosphere whose
ionization state is enhanced by electron beam collisions.
Heating of the residuai chromosphere (i.e., the chromo-
sphere not removed by evaporation) may be accomplished
either by a penetrating electron beam or by an equally
penetrating flux of X-rays in the 0.1 - 10 keV range. Henoux
and Nakagawa (1978) showed that X-radiation from a 107
K plasma can enhance the number density and temperature
of electrons by factors of ten and two, respectively, just above
the temperature minimum. Later, Henoux and Rust (1980)
showed that a substantial portion of the Ha flux in a large
two-ribbon flare could have resulted from chromospheric
heating by SXR photons from the coronal flare plasma. The
effect of X-ray photon heating on Ha line profiles has not
yet been considered in detail, but the above-mentioned
research indicates that such a study would be worthwhile in
an effort to understand broad Ha line wings.
Canfield and Gunkler (1985) and Ichimoto and Kurokawa
(1984) have attempted to distinguish between conduction-
driven and beam-driven evaporation on the basis of asym-
metries in Ha profiles. Ha profile data may eventually help
to distinguish between evaporation mechanisms, but the blue,
asymmetries that were observed and attributed to gentle evap-
oration by weak beams of electrons could have been produced
by the magnetically-driven motions that are common in flar-
ing active regions. Flares are almost always associated with
emerging magnetic flux and with erupting filaments. Emerg,
ing flux regions appear at flare kernels with upward veloc-
ities of -- 10 km s -t. Filaments erupt with velocities as
high as 600 km s-l, but velocities of 50 to 200 km s-i are
more common.
Red asymmetries, like blue asymmetries, can result from
mass motions. The conclusion is that care must be exercised
in analyzing Ha profiles without high-resolution movies,
which reveal most of the magnetically-driven phenomena.
For example, line asymmetries can also be produced in mov-
ing optically thick plasmas, in which case an acceleration
upwards produces a stronger red, not blue, wing.
4.5.2.5 Conclusions
It is very difficult to make the case that most evapora-
tion is produced directly by beams, particularly when the
"evaporation" is understood to be explosive, as defined by
Fisher, Canfield, and McClymont (1984). The evidence for
sufficiently intense beams, even in the corona, rests on theo-
retical arguments that become less tenable with each new
study on instabilities. If the beams do exist and if they reach
the chromosphere, computer simulations show that they
should produce upward velocities about three times higher
than observed, if the coronal temperature is to reach observed
values. On the other hand, if the beam strength is lowered
to give upflows consistent with observations, then the coronal
plasma is far too cool to produce the observed soft X-ray
flare.
Observations of hard X-ray emission from the feet of flare
loops and of simultaneous UV emission show that weak
fluxes of energetic electrons do impact the chromosphere.
The few quantitative studies carried out to date show, how-
ever, that only a small fraction of the observed chromospheric
evaporation is affected by the beams.
Although it is possible to cast doubt on many lines of evi-
dence for electron beams in the chromosphere, a balanced
view that debaters on both sides of the question might agree
to is that electron beams probably heat the low corona and
upper chromosphere, but their direct impact on evaporating
the chromosphere is energetically unimportant when com-
pared to conduction. This represents a major departure from
the thick-target flare models that were popular before the
Workshop.
4.5.3 Recommendations for Further Research
Studies of the spatially integrated emission spectra of
flares in HXRs should be deemphasized in favor of high spa-
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tialandspectralresolutionHXRandUVobservationsofpre-
flare and flare onset behavior. Quantitative studies of UV
and optical emissions at flare kernels should be conducted
with the highest time resolution possible (e.g., = ls), in
order to separate the effects of electron beams and con-
duction.
The numerical simulations of chromospheric evaporation
suggest that one possible manifestation of "explosive" evap-
oration by nonthermal electrons is the sudden appearance of
high densities at coronal temperatures, and their subsequent
relaxation to lower values on coronal loop hydrodynamic
timescales. Some possible examples of this behavior have
been found in P78-1 observations and were discussed in Sec-
tion 4.5.2.3. Such observations should be carried out in fu-
ture experiments with much higher time resolution (a few
seconds) and with concurrent HXR observations. The numer-
ical calculations also suggest that it might be possible to de-
tect the threshold between gentle and explosive evaporation
due to nonthermal electrons by looking for a change of sign
in chromospheric velocities as the energy flux in nonther-
mal electrons changes from low to high values. These veloc-
ities may be detectable by looking at asymmetries in Ha
profiles.
The authors would like to thank Ms. Marlene Wedding
and Ms. Judy Hardison for typing the manuscript.
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