We construct a certain graded algebra Ext
Introduction
Let G(K) be the group of rational points of a connected split reductive algebraic group over a non-Archimedean local field K, let I be an Iwahori subgroup of G(K), and let H be the Hecke algebra of G(K) with respect to I. By the Borel-Casselman theorem, the category of unramified admissible modules M(G(K)) ur of G(K) is equivalent to the category of finite dimensional H-modules. Let G ∨ be the connected reductive algebraic group over C which is dual to G in the sense of Langlands. By a theorem of KazhdanLusztig [KL87] and Ginzburg (so-called the Deligne-Langlands conjecture), simple objects of M(G(K)) ur are roughly parametrized by the set of isomorphism classes of admissible homomorphisms from the Weil-Deligne group of K to G. In particular, simple objects of M(G(K)) ur (and hence H-mod) are roughly parametrized by G ∨ -orbits of the set:
s is semisimple, u is unipotent,
where q is the order of the residue field of K. Here specifying an infinitesimal character χ of H amounts to choose a Deligne-Langlands parameter space X(χ) ⊂ X. Hence, the study of simple objects of M(G(K)) ur breaks into the pieces X(χ). Therefore, X(χ) is expected to carry the complete information of the category M(G(K)) ur χ , which is a fullsubcategory of M(G(K)) ur consists of modules with a generalized infinitesimal character χ. In real reductive setting, the Deligne-Langlands parameter space was modified by Adams-Barbasch-Vogan [ABV92] in order to incorporate Vogan's character duality into the Langlands philosophy. Inspired by their work, Soergel [So98, So01] has introduced the geometric extension algebra Ext
as follows: Let P be a certain direct sum of simple G ∨ -equivariant perverse sheaves on X(χ). Then, we define
In this setting, we prove a result which is equivalent to the following conjecture of Soergel (cf.
[So01] Basic conjecture 1).
Theorem A (Soergel's conjecture; unramified p-adic case). We have the following category equivalence:
Here for a graded ring
• -modules consist of modules which are killed by A ≥n for n >> 0.
Let s be a semisimple element of G ∨ which is contained in the image of the first projection of X(χ). We put
where N s is a subset of the nilpotent cone of G ∨ . In this setting, Theorem A is a corollary of the following:
Theorem B (= Corollary 2.5). We have the following category equivalence: This is the main result of this paper. It is worth remarking that Theorem B is still valid even when q is a root of unity. If we drop the G s -equivariant structure, then we recover Ginzburg's description (cf. [CG97] 8.1.5).
Roughly speaking, the proof of Theorem B consists of three ingredients. One is to use some etale ring extensions to divide the study of the both completed algebras into its "free"-part and "parabolic induction"-part. Another is to persue a chain of geometric isomorphisms which is the mixture of [CG97] and [Gi97] . The other is to consider q as an indeterminant and then to check that we can specialize to a particular value.
The counterpart of Vogan's character duality in p-adic setting is the Zelevinsky conjecture, which was settled by Ginzburg Warning: For the sake of simplicity, our exposition below totally forgets the original group G in this introduction. In particular, the group G in the later part of this paper was abbreviated as G ∨ above!
Notations
• G, B, and T : A split simply-connected algebraic group over Q, its Borel subgroup, and its maximal torus;
• (W, S) : the Coxeter group attached to G, B, T (W is the Weyl group of (G, T ) and S is the set of simple reflections coming from T ⊂ B ⊂ G.);
• ℓ : W → Z : the length function of W with respect to S;
• l := Lie L : the Lie algebra of an algebraic group L;
• R(L) : the representation ring of L;
• N : the set of (ad-)nilpotent elements of g (the nilpotent cone);
• B := G/B and Z :=Ñ × NÑ : the flag variety and the Steinberg variety;
• a := (s, q) : a fixed element of G × G m , where s = e λ (λ ∈ t) is semisimple;
• A : the Zariski closure of the group generated by a in G × G m ;
• G s and W s : the commutator group of s in G and its Weyl group regarded as a subgroup of W ;
• X a : the set of a-fixed points of X of a G × G m -variety X.
• H • : the total cohomology algebra Π n H n .
• R • -Nil : the category of finite dimensional graded R • -modules which are annihilated by R ≥n for n >> 0 (R • is a graded algebra).
Statement of the results
Definition 2.1 (Iwahori-Hecke algebras).
A finite Hecke algebra
−1 ]-module with basis {T w } w∈W such that the following multiplication rule holds:
2. An affine Hecke algebra H is a free Z[v, v
−1 ]-module with basis {e λ · T w ; w ∈ W, e λ ∈ R(T )} such that:
• {T w } span a subalgebra of H isomorphic to H W ;
• Let α be a simple root of g and s α the corresponding simple reflection. Then, for λ ∈ X * (T ),
Theorem 2.2 (Bernstein). The center of H is equal to
Let ev s be the evaluation map R(G) → C at s. Let R(G) s be the completion of R(G) with respect to (the maximal ideal) ker ev s . Then we define the completed Hecke algebra (with respect to a) as
Consider the restriction of
as a graded algebra via the Yoneda product. Then, our main result in this paper is as follows: Theorem 2.3. We have the following isomorphism:
Remark 2.4. Unfortunately, the construction of our isomorphism is not canonical. If we forget G s -equivariant structure, then we get a natural isomorphism between the specialized Hecke algebra and the Ext-algebra due to Ginzburg [CG97] 8.1.5.
Let H a -Nil be the fullsubcategory of the category of finite dimensional H amodules whose objects are annihilated by sufficiently large power of ker ev s .
Corollary 2.5 (Soergel's conjecture cf. [So01] ). We have the following category equivalence:
Convolution algebras
In this section, we review some of the constructions which are needed in the sequel. We included this section since they are unfortunately not explicitly presented in [CG97] or [Gi97] . Therefore, most of the materials are borrowed from [CG97] with the necessary modifications. Hence, the reader can forget the notations introduced in §1 if he wants. Let G be a reductive group acting on a smooth variety M. Let a ∈ G be a central element. We denote the natural inclusion M a ֒→ M by i. Then we define
Theorem 3.1 (Thomason [Th86] ). Assume that G is abelian. Let f : X → Y be an G-equivariant proper morphism of smooth G-varieties. Then, the following diagram is commutative:
We denote M × M by M. We consider a A-stable closed subvariety Z of M. We have the following diagram.
Then, we define r a as follows:
Let p ij (1 ≤ i < j ≤ 3) be the projection from M 3 to its (i, j)-th factor. Assume that we have p 13 (p
Then we define the convolution product as follows: We define the equivariant relative cohomology H
where j : M − Z a ֒→ M is an inclusion. We denote the projection map EG× G M → M by φ. We put the (relative) first projection map EG× G M → EG × G (M × pt) as p 1 . Let td(p 1 ) be the relative Todd class with respect to p 1 . Then we define the (equivariant) Riemann-Roch map RR G as follows:
We define the (non-equivariant) Riemann-Roch map by
Proof. The first assertion follows from the fact that every algebraic cycle gives rise to even-dimensional cocycle. The second assertion follows from the E 2 -degeneracy of the spectral sequence
We have a convolution algebra structure in H
Theorem 3.4 (cf.
[CG97] Theorem 5.11.11). RR G commutes with convolution.
Proof. Since the pullback φ * :
is an algebra morphism, the assertion reduces to the relative version of [CG97] Theorem 5.11.11. 
algebras. Here the product of the LHS is convolution and the product of the RHS is the Yoneda product.
Proof. This is a relative version of [CG97] Theorem 8.6.7. Remark 3.6. As in the arguments in [CG97] , we always take account into the support of cycles. Hence, we can apply the above technique for singular varieties as well (by an inexplicit mention to the ambient spaces). Here we normally use M :=Ñ .
Proof of Theorem 2.3
Our starting point is the following theorem:
Lemma 4.2. Let R be a (not necessarily commutative) C-algebra, let Z(R) be its center, and let m be a maximal ideal of Z(R) such that Z(R)/m ∼ = C. Let C be a commutative ring such that 1) C contains Z(R), and 2) C is etale over Z(R) along m. Then, for each maximal ideal m ′ which contains Cm, we have an isomorphism:
Proof. Since the ring extension is etale over m and the residual field of Z(R)
is an algebraically closed field C, it follows that Z(R) m ⊗ Z(R) C ∼ = Z(R) ⊕n m for some n as C-algebras. Hence, choosing a maximal ideal which contains Cm amounts choosing one of
Proof. Since G is a semisimple simply connected group, R(T ) is a free R(G)-module by the Pittie-Steinberg theorem. By the Künneth theorem ([CG97] Theorem 5.6.1 (d) ⇒ (a)), we have an isomorphism
for an arbitrary G-variety Y . Hence, we have a chain of isomorphisms
for each G × G m -equivariant vector bundle E over B by the Thom isomorphism and the induction argument. Therefore, the desired isomorphism as R(G s )-modules follows from the Cellular Fibration Lemma as in [CG97] 6.2.3. Hence, it suffices to prove that
is given by tensoring G s -modules with elements of K G×Gm (Z). Since tensoring vector spaces always commutes with the convolution operation, we obtain the result. Proof. This follows from the fact that the stabilizer of s in W is W s .
Corollary 4.5. We have an isomorphism
Proof. Combine Lemma 4.3, Lemma 4.2, and Lemma 4.4.
By Segal-Thomason's localization theorem [Th86] 5.3, we have
Here the both sides are free R(T ) a -modules. 
Proof. By counting T -fixed point, we know that the stratification of Corollary 4.7 consists of |W | 2 / |W s | vector bundles over the flag variety of G s . Hence, K Gs×Gm (Z a ) is a free R(T )-module of rank |W | 2 / |W s | by the Cellular Fibration Lemma. Similarly, we can stratify the two-fold product of flag varieties of G into |W | 2 / |W s | vector bundles over a flag variety of G s by collecting the attracting set of s. Thus, so is Z. It follows that K G s ×Gm (Z) is a free R(T )-module of rank |W | 2 / |W s |. Consider the following commutative diagram:
Since i * •res a is an identity, (1×i * )•res a is also an identity. Since a morphism between free modules have no torsion kernel, we obtain the result.
Now Theorem 3.2 yields an algebra isomorphism
c is a finite group.
Lemma 4.9. If N a = {0} and q = l √ 1, then we can choose A c so that
Proof. Let g α ⊂ N a ⊂ g be a root space. Then, we have e α,λ = q. This means AT = T × G m . Hence, a Lie algebra calculation yields the result.
Lemma 4.10. The diagonal class of A × A is sitting in the image of
Proof. Since A is a direct product of split tori and finite abelian group, we reduce the problem to the case A = 1) finite group or 2) G m from [CG97] 5.6.1 (a) ⇔ (b). Case 1) is trivial since the total space is discrete. Case 2) follows from the fact that the ideal (
It follows that
by induction and the Künneth theorem (cf.
[CG97] Theorem 5.6.1 (b) ⇒ (a)). Since A acts on Z a trivially, we obtain
as algebras.
Lemma 4.11. The ring extension R( By abuse of notation, let us denote the point (a, 1) ∈ A × A c also by a. Then, we have an isomorphism
Lemma 4.12. The equivariant Riemann-Roch map gives rise to an isomorphism of completed algebras:
Proof. We have the following commutative diagram:
Here the bottom arrow is an isomorphism (cf. 
Hence, we have the result from Theorem 3.4.
We have a non-canonical isomorphism κ :
] since both sides are isomorphic to the completion of a polynomial algebra of dimension dim A.
Consider the diagonal action of
By using the second and the third projection, we have a fibration
c is a finite abelian group. Hence, the spectral sequence
. ϑ * is an isomorphism of convolution algebras since ϑ is a C-acyclic base extension. Therefore, we have a non-canonical chain of isomorphisms
Composing the all isomorphisms of the completed algebras with that of Theorem 3.5, we obtain as algebras. Therefore, we have
as algebras by applying the similar arguments as above with G s ×G m replaced by G s . Therefore, Theorem 3.5 yields the result.
