Reducing energy consumption is an increasingly important issue in cloud computing, more specifically when dealing with High Performance Computing (HPC). Minimizing energy consumption can significantly reduce the amount of energy bills and then increase the provider's profit. In addition, the reduction of energy decreases greenhouse gas emissions. Therefore, many researches are carried out to develop new methods in order to make HPC applications consuming less energy. In this paper, we present a multi-objective genetic algorithm (MO-GA) that optimizes the energy consumption, CO 2 emissions and the generated profit of a geographically distributed cloud computing infrastructure. We also propose a greedy heuristic that aims to maximize the number of scheduled applications in order to compare it with the MO-GA. The two approaches have been experimented using realistic workload traces from Feitelson's PWA Parallel Workload Archive. The results show that MO-GA outperforms the greedy heuristic by a significant margin in terms of energy consumption and CO 2 emissions. In addition, MO-GA is also proved to be slightly better in terms of profit while scheduling more applications.
Introduction
Cloud computing appears nowadays to be increasingly adopted in many areas. The field of high performance computing (HPC) does not derogate to this rule. However, computers use a significant and growing portion of energy in the world. Therefore, energy-aware computing is crucial for large-scale systems that consume considerable amount of energy. A recent study [14] shows that in 2005, the power used by servers represents about 0.6 % of total U.S. electricity consumption. That proportion grows to 1.2 % when cooling and auxiliary infrastructures are included. In the same year, the aggregate electricity bill for operating those servers and associated infrastructure was about $2.7 billions and $7.2 billions for the US and the world, respectively. The total electricity consumed by servers doubled over the period 2000 to 2005 in worldwide and this increase was further confirmed in the last 5 years (2005-2010) [15] .
On the other hand, green house gas emission is reaching a critical limit. A recent work [9] estimates that the global Information and Communications Technology (ICT) industry accounts for approximately 2 % of global carbon dioxide emissions. This is equivalent to the amount emitted by the aviation. To face this phenomenon different governments are fixing limits to (ICT) industries.
Energy consumption has another drawback by affecting the profit of the providers. Indeed, according to Amazon's estimate [11] , the energy-related costs amount represents 42 % of the total data center budget, and includes both direct power consumption 19 % and cooling infrastructure 23 %, these values are normalized with a 15 years amortization. It clearly appears that all the issues cited before are somehow related and thus have to be dealt with simultaneously.
Unlike our work, most of existing works tackle the energy aware allocation problem focus on individual data cen-ters or on centralized architectures like in [17, 26] . Moreover, these works [12, 23] , propose methods only for specific tightly coupled applications. In addition, the works dealing with the energy aware scheduling topic are either mono-objective or multi-objective. The former follows two approaches, heuristic ones [17] and genetic algorithm ones [19] . In the latter, we find also heuristics and genetic algorithms. The heuristics use either the lexicographic or the aggregation method to deal with an additional objective like in [5, 16] , while the genetic algorithms treat the multiobjective issue with a Pareto approach as proposed in [20] . Other works in cloud computing focus only on profit maximization and do not pay attention to the energy consumption [2, 7, 18, 30] .
Our work differs from the previous studies in plenty aspects. First, it deals with both computing and cooling energy consumptions in the energy model. It uses a multi-objective evolutionary algorithm in the meta-scheduler in order to do not favor any of the objectives. This allows one to obtain a Pareto set of solutions and show the trade-off between all the tackled criteria. Finally, the experiments in our work are realistic and performed on a long period of workloads composed of heterogenous HPC applications in order to avoid the tightly coupled applications issue.
In this paper, we propose a new Pareto resource allocation approach for clouds based on three criteria: energy, green house gas emission and profit. Indeed, as previously said a meta-scheduler that uses a multi-objective genetic algorithm (MO-GA) is proposed in order to find the best scheduling according to those three objectives. The main contribution of our approach is the benefits that the metascheduler can draw from the geographical distribution of the clouds to find the best meta-scheduling since energy, CO 2 and profit can be different over the world. In fact, each area in the world has characteristics, such as: temperature, electricity price, workloads, green house gas emissions rates, hardware specifications, etc.
Our approach also aims to give the best Quality of Service (QoS) to the clients by meeting the maximum application's deadlines. In addition, our approach satisfies also the provider by using a mechanism that gives him/her the ability to make a dynamic choice among the Pareto set of the proposed solutions according to his/her real time needs in order to improve the results. This paper is an extended version of the work presented in [13] . Indeed, in this paper the related work, the considered model and the algorithm features are more detailed, a deeper evaluation process is applied and more experiments with new instances and different comparison aspects are realized.
The remainder of the paper is organized as follows. In Sect. 2, we present the works related to our approach. Section 3 presents the application, system and energy models used in our problem modeling. Our approach is presented in Sect. 4 . The results of our experimental study are reported and discussed in Sect. 5. The conclusion is drawn in Sect. 6.
Related work
After a race to performance, utility and cloud computing paradigm are facing an energy problem. Hence, several works have been proposed in the field of the energy aware computing. However, most of those approaches tackle this topic by referring to single data center and focusing on scheduling dedicated applications. In [16, 22] for example a hardware technique (DVFS) is proposed, it consists of varying the CPU frequency in order to minimize the energy consumption. The drawback of this type of methods is the assumption that they make about a tight coupling between the tasks and the resources. Another way of reducing cloud computing energy footprints is proposed in [17] . This work uses the possibilities offered by the virtualization in order to apply a task consolidation through two heuristics in order to maximize the resource utilization. In [26] the author presents a reinforcement learning approach to deal with the optimization of two main aspects, performance and power consumption. All the previous presented works aim to reduce the energy consumption on single data center or on multiple servers geographically concentrated, except the work proposed in [21] which deals with energy consumption reduction in large-scale computational grids like Grid5000, by switching off idle nodes in a clever way.
Other approaches treat the economic side of cloud computing, like in [18] , where two algorithms based on a pricing model are proposed. They both use processor sharing in order to balance between conflicting objectives (profit and resource utilization). In [2] Burge et al. describe a method for heterogeneous machines that maximizes the profit by assigning the requests to the machines according to their energy cost. Other approaches based on genetic algorithms and dealing with profit are presented in [30] and [7] . In [7] a linear programming driven genetic algorithm is proposed. In fact, this work aims to give the best meta-scheduling in a utility grid based on the idea of minimizing the combined costs of all users in a coordinated way. Yu and Buyya in [30] present a genetic algorithm approach to address scheduling optimization problems in workflow applications with two QoS constraints (deadline and budget).
All of the last presented approaches take into account the profit or the energy in their study but they do not consider the relationship between energy, green house gas emissions and profit. They also do not pay attention on how each one of those criteria can affect the others. The work presented by Garg et al. in [8] deals with those points, by proposing a new energy model that includes gas emissions and pricing. Several heuristics are proposed to find a good tradeoff between the objectives. However, this approach is an aggregation of objectives (i.e. it can only optimize one objective at time). Therefore, to deal with all the misses mentioned before, we propose a meta-scheduler using a multi-objective genetic algorithm to optimize the whole three objectives at the same time. In other words, our new approach provides a set of Pareto solutions (i.e. non-dominated solutions) rather than a single solution. Table 1 summarizes and locates our approach among the other ones.
Distributed cloud scheduling model

System model
Our cloud model is an Infrastructure As A Service (IAAS). More precisely, we are dealing with a two-tier architecture: on one side the distributed cloud provider and, on the other side, the clients. The clients have access to the cloud by requesting resources to the provider. The service proposed by the cloud provider in our approach is offering infrastructures to the clients in order to run their HPC applications. The role of this work is to help the provider to optimize a certain number of criteria while proposing its service. The model of our architecture is a cloud federation which is geographically distributed over the world inspired from the Open Cirrus project [3] . The originality of this approach is to propose a meta-scheduling algorithm that uses a multi-objective genetic algorithm in order to find the best meta-scheduling to the applications over the time. Three objectives are considered: energy, carbon emissions and profit. The client's QoS constraints include the execution time, the number of CPUs and the respect of the applications' deadlines. To meet those constraints, the meta-scheduler has to ask each cloud over the world about information concerning the CPU's states and their availability. In addition to optimizing the previously cited three objectives and thus helping the provider to maximize his profit, the meta-scheduler algorithm aims also to give the best Quality of Service (QoS) for the client by meeting the maximum applications deadlines and respecting model's constraints. The optimization of the objectives is due to the characteristics offered by the geographical distribution of the clouds (Cloud Federation). Indeed, the profit is related to the difference between the electricity prices over the world and the gas emissions due to the used methods in those places to produce the electricity power. This will generate different amounts of green house gas emissions from an area to another. The role of each third of our model is detailed in the following:
User side The requests submitted by the distributed cloud's users are HPC applications. This means that the service is computation-intensive. Hence, we do not pay attention in this work to data transfers. In our approach the clients submit HPC applications by informing the meta-scheduler about their execution time and the number of processors needed. The information about execution time is deductable by two factors. As a first factor we can take the real world submission. With this method the execution time represents the reservation time of the user. Hence, for his/her interest the client has to reserve enough time for his/her application, otherwise his/her application will be aborted. Therefore, the user has some time to overestimate the execution time of his/her request and pays for longer than the real execution time of his/her application. The second factor is prediction. Indeed, nowadays predicting an execution time of an application is starting to be possible by using benchmarks and historical data for instance. This last technique is the one that we use in our work. Concerning the deadlines, they are specified by the client and are represented as a strong constraint in our model. In other words, if the meta-scheduler is not capable to find a slot of time to satisfy the request by respecting the deadline, the reservation for the application will not happen. Each HPC application has to be hosted in one and only one data center. This constraint helps to respect the configuration of our cloud federation which is a loosely coupled cloud (i.e. no possibility of communication between the clouds). All the requests have the same priority (i.e. there is no preemption in our model). The only priority is the order of the request's arrival. Another reason of not dealing with the distribution of the applications is that in our work we focus on high level scheduling and thus, the distribution of the application's tasks is let to a lower level like in [16] .
Provider side In our approach the provider is the owner of all the data centers over the world. For instance Amazon [1], one of the world leader in the field of cloud computing, has clusters deployed in three different continents, North America (USA: California and Virginia), Europe (Ireland) and Asia (Singapore). In our model after each request the meta-scheduler asks all the data centers about their states in order to choose the best possible scheduling. The information provided by the clouds is the number of processors available during the requested time (i.e. the users' request is compared with the available slots of each cloud). Each slot is a period of time that satisfies the request for one processor. The cloud has to provide a set of slots equal to the specified number of processors needed by the client. Each time a cloud satisfies this condition and other specifications, it will be chosen by the meta-scheduler and its state will be updated. Those other specifications are given by the local scheduler of each cloud to the meta-scheduler helping it to find the best meta-scheduling. Those specific cloud information are the execution price, the carbon emission rate, the Coefficient of Performance (COP), the electricity price, the CPU power, the CPU frequency and the number of CPUs. All the processors within a cloud are homogeneous, this can be justified by using virtualization techniques such as VMware Fusion, Xen and Linux KVM. The gas emission rates are provided by multiple agencies such as ADEME (Agence de l'Environnement et de la Maîtrise de l'Énergie) in France and EIA (Energy Information Administration) in the USA.
Energy model
The energy consumption of a data center (cloud) results from IT equipments (network, storage and computing) and auxiliary equipments (lighting, cooling, . . . ). In our work, we do not consider lighting consumption among the auxiliary equipment since its impact is negligible. Regarding IT equipments, we deal only with computing energy consumption. Indeed, since our approach is focused on HPC applications, the largest amount of energy is consumed by the intensive computation. Our approach also does not pay attention to how the energy is optimized within the cloud but between the federated clouds.
Our energy model is derived from the power consumption model in Complementary Metal-Oxide Semiconductor (CMOS) logic circuits. The power consumption of a CMOSbased microprocessor is defined as the summation of capacitive, short-circuit and leakage power. The capacitive power (dynamic power dissipation) is the most significant factor of the power consumption. The power dissipation P is defined as:
where A is the number of switches per clock cycle, C is the total capacitance load, V is the supply voltage, f is the frequency, I leak is the leakage current and P short is the power dissipation resulting from switching between a voltage to another. The power dissipation is not influent in our study since we do not use the Dynamic Voltage Scaling (DVS) method to be able to perform voltage switching. Notice that A and C are constant values, let α be their product. The second part of the equation represents the static consumption, this value is also constant, let it be β. In CMOS processors the voltage can be expressed as a linear function of frequency, V 2 f is replaced by f 3 . The new equation becomes:
In addition, another source of energy consumption needs to be taken into account. In fact, the energy used for cooling each cloud's data center is consequent and has to be integrated in our energy model. Energy dedicated to cooling is tightly related to the geographical area where the data center is situated since the temperature changes from an area to another. To compute cooling energy amount, each data center has a coefficient called COP which represents the ratio between the energy dedicated for the execution of the request and the energy used for cooling the system. The metascheduler is informed about the COP value by each cloud's local scheduler while submitting the first request or if COP value changes during the time. By using COP the metascheduler is able to deduce the energy consumed by each data center for cooling their devices. This is given by (3) .
where E h represents the total energy consumed for cooling the data center and E c represents the energy used by the CPUs. The pricing model is directly related to the energy model, since the less energy the provider consumes the more important his/her profits will be. However, another parameter affects the result of the profit: electricity price. Indeed, the electricity price changes from a site to another. The profit is then the difference between the fixed price that the client pays and the price that the provider has to pay for his/her electricity consumption (see (4) ).
where pr u is the price that the user pays for the service and pr e is the electricity price that the provider pays to provide the service.
Problem formulation
In our cloud model, we deal with a two-tier architecture. The first tier is the cloud provider which has N clouds geographically distributed over different areas in the world. The second tier represents clients with J HPC applications that have to be executed on the clouds. The problem consists of scheduling J applications on N clouds. We know that the task scheduling problem in general is NP-hard [6] . Therefore our multi-objective scheduling problem is NP-hard as well. Thus, a metaheuristic algorithm appears to be the most appropriate approach to be adopted. In our formulation the provider has to pay the execution price of the used cloud i, this price is the result of the electricity consumption during the computation and is noted p e i ($/kW h). According to p e i the provider fixes a price for the clients. We designate the fixed client price per hour by p c ($/CPU/hour). The CO 2 amount of each cloud i is calculated from a ratio noted r
. This ratio is an average value that varies according to the way the cloud's electricity is produced (i.e. type of energy used for the electric power generation: fuel, water, nuclear, wind, . . . ).
During the scheduling process, the user submits a request for an HPC application j . A request is defined by a triplet (e j , n j , d j ), all the triplet's information are given by the user during the reservation, except the starting time of the application t j which is deduced from the submission time. The elements of the triplet (e j , n j , d j ) represent for e j , the execution time (reservation time) of the application, for n j , the number of processors needed by the user for his application and finally d j , for the deadline after what the application will be considered as failed. Our triplet is inspired from Amazon EC2 [1] which requires from the user to provide the duration time of his/her application. Thus, the user has sometimes to pay for a longer reservation time to ensure the completion of his/her application, even if this application finishes before the end of the reservation time.
In the following, we present the mathematical formalism of our problem and the used functions for computing the fitness of each candidate solution (scheduling).
-Energy consumption of the CPUs is given by:
-From (5) and the Coefficient of Performance (COP) the total consumed energy is deduced as:
-The total carbon emission is given by:
-The profit is given by:
where the client's bill for the execution of an application j is the product between the fixed price unit p c , the number n j of used processors by the application j and the execution time e j of the application j . C e ij is the price that the provider has to pay for the used resources in the cloud i for executing the application j . Equation (6) uses COP in order to add the cooling energy to the CPU energy. Indeed, (COP + 1/COP) × E c equals E h + E c can be proven easily in the following:
From (3)
The objective functions of our approach are formulated as follows: (12) with the following constraints:
-The application j has to finish before d j otherwise the scheduling is rejected, -Each application j can be assigned to one and only one cloud j .
The objective functions aim respectively to minimize the energy consumed by the entire distributed cloud for (10) , to reduce the distributed cloud's carbon emissions for (11) and to maximize provider's profit for (12) . Equation (11) could be wrongly considered similar to (10), but they are different and contradictory. Indeed, the carbon ratio r
has no relationship with the energy consumption and thus a cloud with a good energy features is not necessary good for the CO 2 emissions. The correlation coefficient between those two objectives on a sample of 1000 solutions is 0.57.
MO-GA for meta-scheduling
In this section, we describe in details the steps of our approach and thus the multi-objective genetic algorithm (MO-GA) proposed in our study.
Multi-objective combinatorial optimization
A multi-objective optimization problem (MOP) consists generally in optimizing a vector of nb obj objective functions • Pareto dominance: An objective vector y 1 dominates another objective vector y 2 if no component of y 2 is smaller than the corresponding component of y 1 , and at least one component of y 2 is greater than its correspondent in y 1 i.e.:
-Pareto optimality: A solution x of the decision space is Pareto optimal if there is no solution x in the decision space for which F (x ) dominates F (x). -Pareto optimal set: For a MOP, the Pareto optimal set is the set of Pareto optimal solutions. -Pareto front: For a MOP, the Pareto front is the image of the Pareto optimal set in the objective space.
Graphically, a solution x is Pareto optimal if there is no other solution x such that the point F (x ) is in the dom- inance cone of F (x). This dominance cone is the box defined by F (x), its projections on the axes and the origin (see Fig. 5 ).
Problem encoding
In order to formulate our problem without overriding the previous constraints (i.e. finishing the application before its deadline and scheduling each application on one and only one cloud), we propose an encoding for the MO-GA individuals (see Fig. 1 ).
Figure 1 represents one possible scheduling among plenty that proposes the genetic algorithm. This scheduling is the result of processing a pool of requests arrived during the last waiting time period presented later and called scheduling cycle. In the proposed example we identify three major specifications. The indexes of the table depict the applications that are scheduled, the number in each table cell identifies the cloud on which the application is allocated. In other words, the first cell represents the first application of the pool that is currently handled by the MO-GA, in this case this application is allocated to the cloud 5. The second application is allocated to the cloud 0 and so on. This encoding informs about the number of applications contained by the pool, which is 10 in our example. This encoding helps us also to deal with the characteristics of our problem. Indeed, it allows to schedule all the applications of the pool by assigning each one to only one cloud. But a cloud is able to handle more than one application. Note that not all the clouds are necessarily used in each solution. The last constraint of our model which can not be handled by the proposed encoding is the deadline constraint. We deal with this constraint in the algorithm by rejecting the requests (applications) that do not respect the deadlines. In other words, all the requests that compose each individual of the MO-GA at each processing cycle, satisfy all the requirements on the current federation cloud state (i.e. it exists at least one cloud in the federation, at the current time, which can handle the request in term of number of processors and respect of the deadline).
Population initialization
The initialization of the population in a genetic algorithm is an important phase. In fact, this step affects the quality of the future results. The initialization of the population is done according to a combination of two methods. The first method rely on a greedy algorithm and the second is a random initialization method. The initialization is decomposed into three steps as follows:
-The first step reads the pool of applications with the greedy method. -The second step initializes either one or two elements of the population by the result of the first step. -The third step initializes the rest of the population with a random method.
The greedy method read the application that arrive during the scheduling cycle and allocate them to the clouds. The allocation follows the order of the applications arrival with as only constraint, meeting the deadline of each application. Each application that can not be allocated by the greedy method is considered as failed and will not be a part of any of the future scheduling pools of applications. This first step of the initialization process helps to avoid having a total failed scheduling because of only one application that can not meet its deadline. In other words, this step makes sure that there is at least one feasible solution (scheduling) in the algorithm population. Otherwise, the genetic algorithm rejects a big number of applications among the entire pool only because of one unmet deadline's application. Having this greedy method coupled to the random method to initialize the rest of the population helps to add diversity to the initial population and thus, do not bias the search of MO-GA. The size of the pool of applications is equal to all the applications arrived during the scheduling cycle minus the ones eliminated in the initialization phase. The ratio between the individuals initialized by the greedy algorithm and those initialized by the random method is 1/15 (i.e. 14 random for each 1 greedy).
Meta-scheduling algorithm steps
Before each scheduling, the meta-scheduler waits a fixed period called scheduling cycle. This period helps to gather a pool of applications in order to have a larger choice and thus, optimize the scheduling. Once this phase done the pool is managed by the MO-GA to find the best schedulings possible over the different clouds which compose the distributed cloud. The result of the execution is stored as a Pareto archive. Once the set of Pareto solutions (schedulings) is proposed, the algorithm chooses one scheduling according to the user's (provider) choice. The chosen solution from the Pareto set is used as a state for the cloud federation. This state will be a basis from which the next iteration of the algorithm will make another execution on a new pool of applications. The algorithm keeps iterating and proposes schedulings for each new pool of applications (see Fig. 2 ).
Genetic algorithm
Genetic Algorithms (GAs) are meta-heuristics based on the iterative application of stochastic operators on a population of candidate solutions. In the Pareto-oriented multiobjective context, the structure of the GA remains almost the same as in the mono-objective context. However, some adaptations are required like in our MO-GA.
The MO-GA starts by initializing the population as indicated in Sect. 4.3. This population like said before is used to generate offsprings using the mutation and crossover operators. Each time a modification is performed by those operators on each individual, an evaluation operator (fitness) is called to evaluate the offsprings. The fitness in MO-GA is deduced from the energy consumption, CO 2 emissions and the generated profit of each scheduling (solution). The method used in the MO-GA to rank the individuals of the population, because of the multi-objective context, is the Fig. 2 A flowchart representing the meta-scheduling algorithm's steps dominance depth fitness assignment. Hence, only the individuals (solutions) with the best rank are stored in the Pareto archive. This archive contains the different non-dominated solutions generated through the generations. The next step of the MO-GA is the selection process. It is based on two major mechanisms: elitism and crowding. They allow respectively the convergence of the evolution process to the best Pareto front and maintaining some diversity of the potential solutions. The elitism mechanism makes use of the population in the Pareto archive. Such an archive is updated at each generation and used by the selection process. Indeed, the individuals on which the variation operators are applied are in the first step, selected according to their rank using the non-dominance concept, either from the Pareto archive, from the population or from both of them. In the second step, the crowding process gets involved, it maintains diversity in the solutions by ranking again the individuals according to the crowding distance. This is done on the basis of the similarity degree of each individual compared to the others. The similarity (diversity) in crowding is defined as the circumference of the rectangle defined by its left and right neighbors, and infinity if there is no neighbor. These mechanisms are the same as the ones used in the NSGA-II algorithm. More details about these techniques are given in [25] .
When new solutions (offsprings) are generated a replacement of the old solutions is necessary in order to keep constant the number of individuals in the population. The selection operator in the replacement process is based on a tournament strategy. Tournament selection consists in randomly selecting k individuals, where k is the size of the tournament group. The replacement of the old solutions follows an elitist strategy where the worst individuals of the population are replaced by the new ones (offsprings). The algorithm stops when no improvement on the best solutions is performed after a fixed number of generations. Once this number of iteration reached, the external Pareto archive of the meta-scheduler is updated by the last Pareto archive of the MO-GA.
Regarding the principle of the stochastic variation operators of MO-GA we have: in one hand, the mutation operator which is conventional. Indeed, the operator chooses randomly two integers i and j such that 1 ≤ i < j ≤ n. Then, the operator swaps the two applications i and j like in Fig. 3 . In the other hand, the crossover operator which uses two solutions s1 and s2 to generate two new solutions s1 and s2 . The operator picks also two integers on each solution to make the crossover. The full mechanism is explained bellow and illustrated in Fig. 4 . However, these operations are done only if the number of the scheduled applications is greater than 2 for the mutation and than 3 for the crossover. Indeed, when no operator can be applied (i.e. only one application to schedule), the diversity is obtained from the number of the individuals of the population resulting from the initialization. Fig. 3 The mutation operator mechanism used in MO-GA to reassign two applications by swapping two clouds Fig. 4 The crossover operator mechanism used in MO-GA between two parent solutions s1 and s2 to generate two offspring solutions s1 and s2
To generate s1 , the operator: -Considers s1 as the first parent and s2 as the second parent. -Randomly selects two integers i and j such that 1 ≤ i < j ≤ N . -Copies in s1 all tasks of s1 located before i or after j . 
The solution s2 is generated using the same method by considering s2 as the first parent and s1 as the second parent. Table 4 summarizes the parameters values used in the MO-GA algorithm.
Cloud federation state selection
The results obtained using MO-GA are stored in a Pareto archive. Hence, starting the process of a new pool of application with several solutions from the Pareto set becomes Fig. 5 The vector meta-selection mechanism applied to a bi-objective Pareto set in order to choose a particular solution difficult. Therefore, in our meta-scheduling algorithm there is a meta-selection step which comes right after the end of the MO-GA. This step aims to pick up a solution among the external Pareto archive in order to set the distributed cloud state. This state will be the starting point from which the next execution of MO-GA will schedule a new pool of applications. The idea behind choosing a Pareto approach in our work is to propose to the provider as many compromise solutions as possible. Each one of these solutions is better than the other regarding a certain objective. The mechanism of meta-selection of the solution can be seen in different ways. The first and trivial mechanism is a manual choice done at each step by the provider according to his/her choices. The second one is a decision making algorithm that makes the adequate choice favoring the objectives to promote. Finally, our solution which uses a vector as an input parameter in order to automate the progression of the experimentations. Our vector parameter is a three dimensional vector. Indeed, since we deal with three objectives each dimension represents a weighting for a particular objective. In the metaselection state step, the vector has a direction on which it points to. This direction is set by the provider. The solution that is the nearest to the vector's direction is the one which is chosen among the others in the Pareto set. In Fig. 5 we give an example with three two-dimensional vectors. In Fig. 6 we give an example of transition from an old state to a new one. The example concerns a four processors data center within a cloud federation where the applications are represented by Ai and the processors by Pj .
Experiments
This section presents the results obtained from our comparative experimental study. The experiments aim to demonstrate and evaluate the contribution of the multi-objective evolutionary approach with different meta-selection policies. It also aims to compare the obtained results of the MO-GA based meta-scheduler to a maximum application scheduling heuristic and to a random approach. 
Experimental settings
The experimental settings concern both sides of our model, client side with its applications and provider side with the hardware configuration of the distributed cloud.
Application settings Since our approach deals with HPC applications, we use realistic workloads traces from Feitelson's Parallel Workload Archive (PWA) [4] . The workload traces stretch over a period of five months of applications (January 2007 to June 2007) for the first instance which uses the traces of the Lawrence Livermore National Laboratory (LLNL) from the Thunder cluster, and for a duration of two months (June 2010 to August 2010) for the RICC (RIKEN Integrated Cluster of Clusters) instance. We used those two traces because of their high rate of resources utilization 87.6 % for the first and 87.2 % for the second. This helps to simulate a heavy workload scenario. The reason why we choose the traces between June 2010 to August 2010 in the RICC instance is because of the high utilization rates and the offered load that offers this period. The information that we extract from both instances are the submit time, the execution time and the number of required processors. The traces have no information about the applications deadlines. We used the method presented in [29] to generate synthetically the deadlines for the needs of our experiments. The applications are classified into two classes named High Urgency (HU) and Low Urgency (LU). The generation of the deadlines of each class is performed according to a normal distribution. In order to have a distribution in both HU and LU classes we used a bimodal distribution in which, 80 % of the generated values belong to LU and 20 % to HU. The obtained results from this generation represent the ratio between deadline j /runtime j of an application j . The application's deadline is deduced from such ratio and the execution time of the application. The used parameters for the bimodal distribution have in both classes a variance of 2, and a mean value of 12 for the class LU and 4 for the class HU. In other words, a HU application has three times less time on average to finish its execution than LU application. The HU and LU applications are distributed randomly in the sequence of the applications arrival.
Cloud federation settings In our approach we use 8 clouds geographically distributed with the same specifications as in [8] . The COP of each cloud is given by a uniform distribution between [0.6, 3.5] as indicated in [10] . Table 2 shows the characteristics of the clouds which compose the cloud federation. The electricity prices and carbon emission rates are taken from respectively US Energy Information Administration (EIA) report [28] and US Department of Energy (DOE) [27] . Since we are dealing with a meta-scheduler we do not use energy reducing techniques within the clouds (data centers). Hence, the optimal frequencies of the processors in the clouds are not used. 
Algorithm parameters
In our experiments we use some parameters such as the meta-selection state vector, the arrival rate of applications, the client execution price and the scheduling cycle. The meta-selection state vector presented in Sect. 4.6 is used in order to make the suitable choice while picking a solution in the external Pareto set and let the experiments continue from a pool of applications to another. We performed experiments with four different vectors. The first vector does not favor any of the three objectives, the second advantages the energy criterion, the third is more for the CO 2 criterion and the last one gives the maximum favors to the profit criterion. Regarding the arrival rate variation, we vary the original workload by changing in each arrival rate the submit time of the applications. We used four arrival rates in our ex-periments (Low, Medium, High and Very high). Each move from an arrival rate to another represents ten times more applications arrival during the same period of time. In other words, each time we switch from an arrival rate to another we divide the submission time by 10. Thus, by shortening the submit time of the applications we increase the workload. The client price is fixed as the twice of the average energy cost of the clouds in the federation. Scheduling cycle in our algorithm is set to 50 s. Table 3 summarizes the parameters used in our experiments.
Maximum applications scheduling heuristic and random approach
To the best of our knowledge, there is no approaches dealing with the problematic of a Pareto multi-objective metascheduling on a geographically distributed cloud infrastructure. Therefore, we present briefly a heuristic and the random approach that we have used to compare our evolutionary approach to. The heuristic aims to assign the applications according to their arrival rate (First fit). After the scheduling cycle and the arrival of a new pool, the heuristic aims to maximize the QoS of the client (the number of scheduled applications). To do so, it chooses randomly a cloud among the federation and fills it by the maximum number of requests, when the cloud could not support the application requirements the heuristics chooses another cloud and so on until it finds a cloud who satisfies the requirements. If no cloud is found to handle the client request, the request is rejected. The objective of this heuristic is to avoid both rejecting requests and introducing free slots inside each cloud. Indeed, reducing the number of slots and maximizing the usage of each cloud minimize the total energy consumption by saving the cooling energy of all the unused cloud. The random approach is based as its name indicates on a random assignment of the applications on the clouds composing the federation according to the arrival rate in a multiobjective way. Indeed, the obtained assignment after the scheduling cycle and the arrival of a new pool, is evaluated according to the number of scheduled applications and the value that this scheduling obtains in the three objectives. The final result for each instance over the whole workload is the sum of the results obtained during each scheduling cycle.
Performance evaluation
As said before, no previous approach deals with a Pareto multi-objective genetic algorithm for a distributed cloud meta-scheduler. Thus, we perform a bench of experiments with different parameters. In addition of optimizing the three objectives, the approach has first to satisfy the maximum number of clients QoS. In other words, the meta-scheduler has to handle the maximum number of applications. A comparison between our approach, a maximum applications scheduling heuristic and a random based approach, both presented in Sect. 5.3 seems to be the best choice to evaluate our work.
In order to switch from a cloud state to another we used 4 different vectors (see Table 3 ). These vectors help through their coordinates to choose the type of the solution (scheduling) that will be used for the cloud switching state. The vectors can help also to extract the most suitable solution among the Pareto set for a given objective and to compare our Pareto approach to a non Pareto approach. The results are presented in Tables 5 to 12. Tables 13 and 14 give a more precise comparison between the different vector policies of MO-GA scheduler, the heuristic and the random approach. The comparison deals with the number of failed applications (QoS).
The results of each instance (LLNL and RICC), for each arrival rate and for each meta-selection vector configuration of the MO-GA have been deduced from 30 independent runs. Besides, both the random approach and the heuristic have a part of randomness in their implementation. Therefore, the related results of both of those algorithms are deduced also respectively from 80 and 30 independent runs. The random part of the heuristic concerns only the selection cloud phase. In addition, the drawn values on the presented results are the medians of the samples results. Indeed, because of the non-normality of the distributions of the results through the different runs, and in order to be able to properly compare those values, we had to use the medians instead of the statistical averages. The detailed improvement rates of each objective in the comparison done between our approach and the maximum applications scheduling heuristic are presented in the Tables 15 and 16 .
Experiments show that MO-GA has different behaviors according to the vector settings. Indeed, when set to Average, the meta-selection vector helps to have a constant progression in the results according to the different arrival rates in both instances (LLNL and RICC) and offers a large range of values on all the objectives (see Tables 11 and 12 ). We deduce from this vector setting that it helps the provider to control the progression of the results over the different arrival rates, we also notice that the more the application rate is high the worse are the results and the higher the number of failed applications is. In addition, since this vector policy does not favor any objective, we obtain results that are less efficient compared to other vector orientations. On the other hand, the vector orientations that favor a specific objective obtain a significant improvement on this objective. Moreover, this improvement of solution quality concerns more the Low and Medium arrival rates than the High and Very high arrival rates. In other words, the improvement of the objective is the overall best compared to the other different orientation policies only for the Low and Medium arrival rates. For the other heavier arrival rates (High and Very high) the obtained results are good but they are not always the best values for the favored objective. The best value for a given objective for those kind of arrival rates is obtained with another orientation vector. This phenomenon can be explained by the local optima. Hence, when the provider keeps favoring the same objective during the arrival of a huge number of requests, all the clouds which can satisfy those requests by advantaging the considered objective become saturated and busy at the same time. This will conduce the future incoming applications to be assigned on clouds with worse specifications, which could be not interesting for optimizing the considered objective. An example of this observation is drawn in the instance LLNL for the oriented energy table  Table 5 . We obtain in that table for a Very high arrival rate better CO 2 emissions than in Table 9 where the vector is favoring the CO 2 criterion. We notice this behavior more often in the experiments using the RICC instance. This is caused by the high utilization rate that proposes the RICC interval on which we conduct our experiments (i.e. about the same number of applications in both instances, despite a longer time interval in the LLNL instance-6 months-compared to the interval of the RICC instance-2 months). Indeed, in Table 8 which favors the profit, the CO 2 emissions are lower than in Ta- Table 8 which is Profit oriented, where the earned profit is lower for the Very high arrival rates than in Table 10 which favors CO 2 . This is due to the fact that changing the orientation of the vector helps the algorithm to extract it self from a local optima when the clouds are saturated for a specific objective. It has the same effect as a kick move in a single based metaheuristic like ILS (Iterative Local Search). We can conclude that ideal provider's behavior is to keep the vector orientation that favors the most wanted objective to be optimized only for the Low and Medium arrival rates. However, a more flexible orientation vector is suitable for the High and Very high arrival rates, by changing the orientation according to the real time algorithm behavior and to the targeted objective.
The comparison of the heuristic with the meta-scheduler MO-GA was done with an average orientation vector for the MO-GA, to be as fair as possible and do not favor any of the criteria. The obtained results over the different arrival rates on the LLNL instance show an improvement of 26 % for the energy objective, 25.9 % for the CO 2 objective and 1.8 % emissions and 3.6 % for the profit while scheduling 3 % less applications. We notice that the improvement is more significant for RICC instance than for LLNL, this is due to the density proposed by the short interval of the RICC instance compared to LLNL interval (3 times shorter). This density highlights more the advantage of MO-GA compared to the heuristic, than on a longer well-balanced instance like LLNL. Furthermore, the detail of the improvement for each instance and for each arrival rate are presented in Table 15 and Table 16 . Thus, the values in Table 15 for the LLNL Thunder instance show an improvement not matter the arrival rates, of the results obtained by the MO-GA metascheduler compared to the maximum applications scheduling heuristic. However, the improvement decreases according to the arrival rate increase. The best improvement of 51 % concerns the CO 2 emission reduction for the Low arrival rate. Regarding the RICC instance results in Table 16 , the improvement concerns all the arrival rates except the Very high arrival rate. Indeed, this deterioration is explained by the local optima phenomenon. When a high rate of application arrives, the MO-GA tends to optimize the criteria for this only applications' arrival regardless the next application arrivals. In fact, because of the real time arrival, the MO-GA meta-scheduler ignores the existence of other application arrivals. However, on the other side, the heuristic which does not saturate the good resources, because of a less optimal solution, can benefit from those resources later during the next applications' arrivals. It obtain therefore, better final results. This same explanation accounts for the increase in the failed application rate for the heavy arrival rates in the MO-GA. Moreover, the best improvement rate for the RICC instance obtained by MO-GA, concerns the energy reduction, by up to 55 % compared to the heuristic for the Low arrival rate. Concerning the time consumption of MO-GA, the results show that the heuristic gives results faster than MO-GA. However, that does not give any speed up to the algorithm during a real meta-scheduling. Indeed, between each processing, there is a waiting time scheduling cycle, where the algorithm waits for gathering a new pool of requests. The longest time taken by the meta-scheduler driven by MO-GA to treat 6 months of application requests for the LLNL instance, without counting the waiting time at each scheduling cycle (50 seconds), is roughly 19 hours and 40 minutes, while scheduling the 2 months requests of the RICC instance is done in less than 4 hours 42 minutes. We can deduce then that the MO-GA's processing time is covered by the scheduling cycle time, and that each pool scheduling is performed in less than 50 seconds.
The experiments of the random algorithm offer for both instances (LLNL and RICC) poor results. This approach does not optimize the client's QoS and therefore rejects a lot of feasible requests because of their random assignment on the clouds. For the Very high arrival rates it does not even give any results, and rejects all the requests, whether for the instance LLNL or for RICC (see random part in Tables 5  and 6 ).
Conclusion
In this paper, we have presented a new meta-scheduler using a multi-objective genetic algorithm to minimize energy consumption, gas emission and maximize the profit while respecting applications' deadlines. The energy saving of our approach exploits the geographical distribution of the clouds that compose the cloud federation. Our work is considered Fig. 7 How to integrate the MO-GA Meta-Scheduler in the cloud distribution StratusLab as an optimization multi-objective method with a Pareto approach.
Our new approach has been evaluated using realistic workload traces of different instances from Feitelson's Parallel Workload Archive (PWA) [4] . Experiments show that our multi-objective GA improves on average the results obtained by the heuristic particularly in reducing the energy consumption. Indeed, the energy consumption is reduced by up to 29.4 %, the CO 2 emission by up to 26.3 % and the profit is maximized by up to 3.6 %. In addition, our approach schedules on average the same number of applications than the heuristic that maximizes the number of scheduled applications. Therefore, one of the main perspectives of the work presented in this paper is to determine on one hand a way to minimize more the energy consumption by using DVS within the cloud's data centers, and on the other hand to modify the model by allowing delays for the applications by introducing a new pricing model with penalties. In addition, we can also imagine a dynamic meta-scheduler which will reassign applications during a scheduling phase on different clouds to optimize energy and/or profit. However, this will depend on the flexibility, the data transfer cost and the CPU time complexity of the applications since we deal with HPC applications.
Regarding the application of our work in practice, we are planning to collaborate with the StratusLab project [24] . Therefore, our MO-GA based meta-scheduler will take place as part of the modules that compose StratusLab (see Fig. 7 ). In fact, our approach will be integrated within the VM manager (OpenNebula) part of StratusLab, more specifically in its scheduling part to provide smarter assignments. Our approach will help to make an optimum use of the geographically distributed cloud offered by StratusLab through the EGI grid infrastructure. Thus, we will give the opportunity to exploit the European geographical dispersion offered by EGI for economic, energetic and/or environmental purposes.
