We tracked the neural representation of information with different priority 24 ("attended memory items, AMI" and "unattended memory items, UMI"), using 25 multivariate inverted encoding models with fMRI data from different stages of multiple 26 tasks. Although representation of the identity of AMI and of the UMI was found in a 27 broad brain network, including early visual, parietal and frontal cortex, the identity of the 28 UMI was actively represented in early visual cortex in a distinct "reversed" code, 
Introduction 37
Important for understanding the flexible control of behavior 1,2 is understanding 38 working memory, the mental retention of task-relevant information and the ability to 39 manipulate it and use this information to guide contextually appropriate actions 3,4 . State-40 based theoretical models of working memory posit that information can be held at 41 different levels of priority in working memory, with information at the highest level of 42 priority in the focus of attention (FoA), and the remaining information in a variously 43 named state of "activated long-term memory" 5 or "region of direct access" 6 . Much of the 44 empirical support for these models comes from tasks using a "retrocuing" procedure in 45 which, after a trial's to-be-remembered information has been removed from view, a 46 subset of that information is cued to indicate that it will be tested. Retrocuing can both 47 improve memory performance behaviorally 7 and increase the strength of retrocued 48 information neutrally 8 . 49
The retrocuing procedure allows for the controlled study of the back-and-forth 50 switching of priority between memory items that is required for many complicated 51 working memory tasks, such as the n-back 9 and working memory span 10 tasks. In the dual 52 serial retrocuing (DSR) task, two items are initially presented as memoranda, followed by 53 a retrocue that designates one the "attended memory item" (AMI) that will be 54 interrogated by the impending probe. The uncued item cannot be dropped from working 55 memory, however, because following the initial memory probe, a second retrocue may 56 indicate (with p = 0.5) that this initially uncued item will be tested by the second memory 57 probe. Thus, following the initial retrocue, the uncued item becomes an "unattended 58 memory item" (UMI) 11 . fMRI and EEG studies of the DSR task have demonstrated that 59 an active representation was only observed for the AMI, but not for the UMI, using 60 multivariate pattern classification (MVPA) 12-14 . Thus, an elevated level of activation, 61 particularly in temporo-occipital networks associated with visual perception, may be a 62 neural correlate of the FoA. The neural bases of the UMI, however, are less clear. 63
Most DSR studies to date have failed to find MVPA evidence for an active 64 representation of the UMI 12-14 , although such a trace can be transiently reactivated with a 65 pulse of transcranial magnetic stimulation (TMS) 15 . The one study that has found 66 evidence for active representations of the UMI localized them to parietal and frontal 67 cortex, in an analysis of fMRI data from 87 subjects 16 . Thus, the current preponderance 68 of extant data suggests that the neural representation of the UMI may be at a level of 69 sustained activity that is so low as to be at or below the boundary of what can be detected 70 with current methods and conventional set sizes. Although there are mechanisms other 71 than elevated activity that could represent information in working memory 17, 18 , the work 72 presented here was designed to assess two alternative hypotheses about the neural 73 representation of the UMI that have received less attention to date. One is that the 74 representation of the UMI may be active, but in a representational format fundamentally 75 different from those of AMI, and therefore difficult to detect with MVPA methods. The 76
second is that what may be most prominently maintained in working memory is a 77 representation of the trial-unique context in which the UMI was presented, rather than a 78 representation of stimulus identity per se. 79
Although MVPA is a powerful analytic technique that can provide evidence of 80 whether two kinds of information are different, it is inherently limited in that it doesn't 81 directly provide information about how they differ. Therefore, in the current study we 82 used multivariate inverted encoding modeling (IEM) 19-22 to evaluate item-level 83 mnemonic representations of AMIs and UMIs. By specifying an explicit model of how 84 stimulus properties are represented in large populations of voxels, we could assess 85 quantitative and qualitative changes in stimulus representation as a function of changes in 86 priority status. IEM may also be a more sensitive method for tracking working memory 87 representations
. 88
Our results revealed two important properties of UMI representations: first, rather 89 than being just a "weak AMI", the UMI is actively represented in early visual cortex, in a 90
format that is different from the AMI; second, contextual information about the UMI is 91 During Delay1.1 (6-8 s after trial onset), when participants had no knowledge of which 142 item in the memory set would be cued, the IEM reconstruction of both was robust, in 143 both the Retain1 (p = 0.010 and p < 0.00001) and Retain2 (p = 0.031 and p < 0.00001) 144 conditions (Figure 2 ; two participants were excluded from further analyses due to lack of 145 robust orientation reconstructions in this delay period). Moreover, no significant 146 difference was observed between the two orientation representations in either condition 147 
159
For Delay1.2 (the portion of Delay1 that followed the retrocue) we focused on 16-160 18 s after trial onset (i.e., 6-8 s after retrocue) for maximization of the retrocuing effect. 161
In the Retain1 condition, robust representation of stimulus orientation was observed for 162 the AMI (p = 0.037). In contrast, reconstruction of the DMI was unsuccessful, whether 163 tested with the AMI-trained or the UMI/DMI-trained IEM (ps = 0.424 and 0.915). In the 164
Retain2 condition, with the AMI-trained IEM, reconstructions of the orientation of the 165 AMI and of the UMI went in opposite directions: a marginally significant positive 166 reconstruction for the AMI (p = 0.061) and a significantly negative reconstruction for the 167 UMI (p = 0.037). The negative reconstruction of the UMI had the lowest response in the 168 target channel, and progressively higher responses in non-target channels that grew with 169 the distance of the non-target channel increased (Figure 2 ). The UMI could not be 170 reconstructed with a UMI/DMI-trained IEM (p = 0.587; Supplementary Figure 1) . 171
The finding of a reliable negative reconstruction for the UMI during late Delay1.2 172 was noteworthy because it deviated from the expectation that we would replicate 173 previous failures to find evidence for an active representation of the UMI during 174
Delay1.2 12-15 , It was also inconsistent with the most intuitive alternative account for these 175 previous null findings, which has been that the post-cue representation of the UMI may 176 be qualitatively the same as it was prior to the cue, but the magnitude of its activation has 177 decreased to a level that is no longer detectable. This is because a significant negative 178 reconstruction would require a distributed pattern of activity that differs both from the 179 trained pattern and from baseline, implying an active representation with a code that is 180 different from, in this case, the code with which the AMI was represented during 181 Delay1.2. Furthermore, this finding would implicate early visual cortex in the active 182 representation of the UMI, which is at variance with accounts positing a privileged role 183 for higher-level regions in visual working memory storage during conditions involving 184 shifting attention 16 or distraction 23, 24 . Finally, this finding would represent, to our 185 knowledge, the first report of a negative IEM reconstruction as an interpretable index of 186 the state of an active neural representation of stimulus information. 187
For the reasons listed above, we took several steps to explore possible artifactual 188 explanations for this result. Primarily, we considered the possibility that the negative 189 reconstruction of the orientation of the UMI may have reflected influences from the AMI, 190 because the two could never take the same value on the same trial, but instead always had 191 a distance of at least 22.5°. The reasoning behind this alternative account is that 192 recentering all UMI reconstructions on a common target channel would necessarily 193 produce a situation in which every AMI fell on a non-target channel, and this could result 194 in a negative-going reconstruction after averaging across trials. One reason to doubt this 195 alternative account a priori is because a negative reconstruction was not observed for the 196 DMI in the Retain1 condition, despite the fact that its procedural conditions were 197 identical. Nonetheless, to assess this possibility analytically, we sorted trials by the 198 distance between the UMI and AMI into four bins (22.5°, 45°, 67.5°, 90°), and obtained 199 reconstructions for these four bins separately. We found that a negative reconstruction of 200 the UMI was obtained for each bin, demonstrating the robustness of a negative UMI 201 reconstruction regardless of the angular distance to the AMI (Supplementary Figure 2) . 202
Furthermore, if the AMI had an influence on UMI reconstruction due to the minimum 203 distance between the two, one would also expect negative reconstruction when testing 204 data from Delay1.1 using labels of the item that would become the UMI in Delay1.
205
With this analysis, however, IEM reconstruction failed (i.e., it was not negative; p = 206 0.816; Supplementary Figure 3) . 207
As an additional step to assess the robustness of the negative reconstruction of the 208 UMI in late Delay1.2, we repeated the analysis using trials from the Retain2 condition 209 only, to exclude any potential influence from the Retain1 trials. This analysis, although 210 carried out with only part of the data of the original analysis (50%-67%, depending on the 211 participant), produced a similar negative reconstruction of the UMI (p = 0.049) with an 212 AMI-trained model, and no significant reconstruction of the UMI (p = 0.577) with a 213 UMI-trained model (Supplementary Figure 4) . 214
Experiment 2 215
Due to its novel and unexpected nature, it was important that we replicate 216 evidence from Experiment 1 for an active but negative representation of the UMI in early 217 visual cortex. With Experiment 2, we also sought to extend this finding in important 218 ways. First, we would extend our analyses into parietal and frontal regions that have also 219 been implicated in the working memory representation of information. Second, we would 220 investigate in greater detail the representational bases of the UMI by training IEMs with 221 data from a variety of cognitive conditions. Finally, we would investigate whether the 222 representation of an item's trial-specific context might be differently sensitive to 223 changing priority. To elaborate, in Experiment 1 any given orientation patch was 224 presented on one of two locations over the course of an experimental session. This means 225 that success on any individual trial required not just a memory that a particular item (say, 226 a patch with an orientation of 30°) had been presented at the beginning of the trial, but 227 also a memory of where that item had been presented. We have hypothesized that, 228 because maintaining the binding between an item's identity and its context is necessary to 229 keep it in working memory 25, 26 , this contextual information may be represented in a 230 parietal salience map 27 . Therefore, we designed Experiment 2 to also assess the 231 mnemonic representation of location context by modifying the DSR to feature 6 possible 232 locations at which the two orientation patches could be presented on any trial. 233
Behavioral results 234
Experiment 2 required recall responses, which were fit with a 3-factor mixture 235 model (see Methods). The concentration parameter, which estimates the precision of 236 responses, was marginally higher in the Stay condition (16.93 ± 2.74) compared to the 237 Switch condition (11.35 ± 1.67), t(9) = 2.211, p = 0.054. No such differences were found 238 for any other parameters (probabilities of responses to target: 79.9% ± 1.9% vs. 76.3% ± 239 3.1%; probabilities of responses to non-target: 3.7% ± 1.7% vs. 4.9% ± 2.4%; 240 probabilities of guessing: 16.4% ± 1.9% vs. 18.8% ± 2.9%), ts < 1.199, ps > 0.261. 241
242

Reconstructing representations of the orientation of the AMI and UMI 243
Besides the AMI-and UMI-trained IEMs as used in Experiment 1, we also trained 244
IEMs on an independent 1-item delayed recall task in Experiment 2, for two reasons: 245 First, these IEMs provided "idealized" estimates of how the brain represents these 246 stimulus properties when only a single stimulus is being processed, thereby excluding 247 any factors that may be associated with processing two stimuli simultaneously; second, 248 independent models were needed to directly compare IEM reconstructions between 249 conditions. P-values reported in this section were corrected across conditions and time 250 points within each ROI. 251
AMI-and UMI-trained IEMs 252
We first repeated the analyses from Experiment 1, with the difference that the 253 analyses were performed regardless of the retinotopic locations of the stimuli, in order to 254 maximize the number of trials available for each condition. We also applied the IEM 255 
IEM. 294 295
Independent IEMs 296
Next, we sought to reconstruct the orientations of the AMI and UMI using models 297 trained with data from the independent 1-item delayed-recall task. For reconstructions of 298 stimulus orientation we used an IEM trained with data from the TR beginning 4 s after 299 sample onset. In the early visual cortex ROIs (V1-V3) reconstructions of the AMI started 300 to emerge after 14 s and sustained across Delay1.2 (p = 0.087 in V1 and ps < 0.036 in V2 301 and V3 at 18 s). For the UMI in the same ROIs, in contrast, reconstructions of the UMI 302
were not significant across the initial 6 s of Delay1. 
AMI-and UMI-trained IEMs 312
In early visual cortex, whereas the location of the AMI could be reconstructed 313 across the entirety of Delay1.2 with an AMI-trained IEM (all ps < 0.026, except for one 314 time point (14 s) in V1 (p = 0.213) and in V2 (p = 0.207)), the location of UMI could 315 only be reconstructed during one early TR (14 s), all ps < 0.048 (Figure 3b) . In IPS and 316 FEF, in contrast, although there was some variability across ROIs, the general pattern 317 those from rostral IPS (Figure 5b) . 338
Independent IEMs 339
For reconstructions with an IEM from the independent 1-item task we used a 340 "delay" IEM trained with data from the TR beginning 10 s after sample onset (i.e., the 341 end of delay period). In early visual ROIs, the location of both AMI and UMI could be 342 and employed multivariate encoding models to track interregional differences and 369 dynamic transformations in the representation of behaviorally relevant information. 370
Dynamic, multiplexed representation of stimulus identity in visual working memory 371
With regard to the representation of stimulus identity (here, orientation), our 372 results indicate that early visual cortex supports multi-dimensional representation of 373 stimulus identity: the representation of the AMI is maintained relatively stably across the 374 delay period, and the representation of the UMI follows a more dynamic trajectory, and 375 only emerges when memory probe onset is imminent; the two representations share some 376 features in common as both of them can be reconstructed using an independent IEM, but 377 they also differ from each other, manifesting as the negative reconstruction of the UMI 378 relative to the AMI. Although subregions in IPS and FEF also maintain some 379 representations of the AMI and UMI, the critical difference is a positive-AMI-encoded 380 representation of the UMI, rather than a negative one, is observed in IPS and FEF. 381
The fact that information with different attentional priority is represented in 382 different neural codes in early visual cortex but not in parietal and frontal regions 383 supports the view that the former is the primary site for the focus of attention in visual 384 working memory, an observation consistent with sensorimotor-recruitment models of 385 visual working memory 4,28 . AMI-encoded representations of the UMI, as well as UMI-386 encoded representations of the UMI, were identified in several IPS ROIs and in FEF, a 387 pattern consistent with a recent study using multivariate decoding techniques 16 . 388
Additionally, a novel finding from Experiments 1 and 2 was evidence for a reverse-AMI-389 encoded representation of the UMI in early visual cortex that emerged late in the delay 390 period. Representations in an anatomically distinct network 16,23,29 , or in early visual 391 cortex but with one or more codes that are different from a sensory code, could both be 392 effective and mutually compatible schemes for protecting information from interference. 393
With regard to the time course of stimulus representation across the delay period, 394 the emergence, at the end of Delay1.2, of an AMI-encoded representation of the AMI in 395 the IPS is consistent with the idea that prioritization in working memory initiates a 396 reconfiguration of the representational state of that information in preparation for 397 memory-guided action 7 . 398
Robust and distributed representation of location context 399
Although our DSR task explicitly tested visual working memory for a nonspatial 400 stimulus feature, the task can nevertheless not be performed successfully without the 401 trial-specific representation of the location at which each stimulus was presented. Indeed, 402 context binding may be essential of working memory 25, 26 . Furthermore, many studies 403 have demonstrated the automatic binding of location information to the to-be-404 remembered visual features [30] [31] [32] [33] . 405
Because delay-period BOLD signal intensity in IPS is markedly higher on trials 406 that require visual working memory for 3 items drawn from the same category than for 3 407 items drawn from different categories 27 , it may be that IPS recruitment scales with 408 with the idea that context and priority in visual working memory are represented by the 421 same frontoparietal salience map that tracks these factors during behaviors that do not 422 make any overt demands on working memory [34] [35] [36] . 423
Negative reconstructions of the representation of orientation and of location context 424
Although our results make clear that many brain areas can simultaneously 425 represent the same information, often in similar representational formats, it seems 426 unlikely that any two region's functions are completely redundant. Rather, we interpret 427 our results as reflecting multiple graded distributions of functional activity, with the 428 likelihood that, for some circuits in some instances, the primary function being supported 429 is one other than storage, per se. The late-in-the-delay emergence of AMI-encoded 430 representations of the AMI in IPS may be one example. Nonetheless, the delay-spanning 431 representation of stimulus information (a.k.a., "storage") is a cardinal property of 432 working memory, and we propose that the recoding of stimulus information into a 433 reverse-AMI-encoded representation may be a mechanism for accomplishing this 434 function for stimuli that are in working memory but outside the focus of attention. 435
It has been noted that the requirement of temporarily storing information in a 436 noisy neuronal network, for later retrieval, is mathematically equivalent to transmitting 437 that information through a noisy channel 37 . Shannon 38 demonstrated that high-fidelity 438 transmission of information though a noisy channel can be accomplished by recoding the 439 message into a format that takes into account the structure of the noise, then decoding it 440 at the receiving end. One possibility is that the "negative reconstructions" that we have 441 observed, in early visual cortex for the representation of the identity of the UMI, and in 442 IPS and FEF for the representation of the location context of the UMI, reflect a common 443 strategy for maintaining a high-fidelity representation of information while it is held in 444 working memory, but outside the FoA. We note that these instances of negative 445 reconstruction can't be characterized as inhibition, because the effect of inhibition should 446 be to "flatten" a representation. Nor are they likely to be the inhibitory engrams 447 postulated by Barron and colleagues 39 , because whereas the effect of the inhibitory 448 engram would be to minimize representation-related activity, the negative reconstructions 449 that we have described here must be the result of an active reconfiguration of activity in 450 all the voxels feeding into that IEM. Thus, although these reverse-AMI-encoded 451 representations are, indeed, quantitatively negative reconstructions, in functional terms it 452 may be more fitting to characterize them as negative to the code on which the IEM was 453
trained. 454 455
Methods 456
Participants 457
Ten individuals (5 males, mean age 22.8 ± 3.8 years) participated in Experiment 1. 458
Two were excluded from analysis due to lack of orientation reconstruction in the first 459 memory delay (see Results for details). Another ten individuals (4 males, mean age 23.8 460 angle randomized between 0° and 180°) with different orientations presented 473 simultaneously on the screen (one in each hemifield, eccentricity = 7°) for 1 s. After an 474 interval of 0.5 s, two masks composed of random black and white lines were presented at 475 the stimulus location for 0.25 s, followed by the first delay period. After 8 s ("Delay1.1") 476 a retrocue indicating which grating would be tested at the end of the trial appeared for 477 0.75 s (Cue1). After an additional 8 s ("Delay1.2"), a probe grating requiring a Y/N 478 recognition response was presented for 0.5 s, followed by a response period of 1.5 s 479 (Probe1). Another two masks that were identical to the first two masks were presented 480 after Probe1 for 0.5 s. 0.5 s later, a second cue that was always identical to the first cue 481 appeared for 0.75 s (Cue2), indicating that participants would be tested on the same 482 grating, followed by a delay of 8 s (Delay2). A second probe grating was presented 0.5 s, 483 and 1.5 s was given to make the second response (Probe2). The task for both probes was 484 to judge whether the orientation of the probe grating was the same as the cued grating, 485 and probes were always presented at the same location as the cued grating. Half of the 486 probes had exactly the same orientation as the cued grating, whereas the other half had an 487 orientation difference between 10° to 20°. Intertrial-interval was either 4 s or 6 s. Retain2 488 trials had exactly the same procedure as Retain1 trials, except that Cue1 did not predict 489
Cue2. Therefore, on half of the trials, Cue2 was identical to Cue1, meaning that the same 490 cued orientation would be probed twice (a "Retain2-stay" trial); and on the other half 491
Cue2 was different from Cue1, meaning that Probe2 would probe memory for the target 492 that had not been tested by Probe1 (a "Retain2-switch" trial, Figure 1a ). Following our 493 previous work, the item cued by Cue1 was termed the AMI and the item that was not 494 cued by Cue1 in Retain2 condition was termed the UMI. In addition, the item that was 495 not cued by Cue1 in Retain1 condition was termed the "dropped memory item" (DMI), 496 because it could be dropped from working memory. The two tasks were conducted in 497 separate blocks, and participants were informed which task they would be performing at 498 the beginning of each block. The two orientations on each trial were randomly selected 499 from a fixed set of eight orientations (0°, 22.5°, 45°, 67.5°, 90°, 112.5°, 135°, 157.5° with 500 a random jitter between 0° and 3°). With the constraint that each of the eight orientations 501 appeared once in both locations during each run, and that the two orientations on any 502
given trial could never be the same. This resulted in a minimum distance of 22.5° 503 between the two orientations on every trial. Each run began with an 8-s blank period, was 504 comprised of 16 trials, and lasted 600 s. Six of the participants performed six runs of the 505 Retain1 task, one performed seven runs and one performed twelve runs. Seven 506 participants performed twelve runs of the Retain2 task, and one performed fourteen runs. 507 Experiment 2. Participants performed two working memory tasks in the scanner. 508
The first task was one-item delayed recall (a.k.a. "delayed estimation") of orientation, 509 intended for training IEMs that would be used to analyze data from this experiment's 510 DSR task. On each trial, one grating (radius = 2°, contrast = 0.6, spatial frequency = 0.5 511 cycles/°, phase angle randomized between 0° and 180°) was presented on the screen with 512 an eccentricity of 7° and participants were asked to remember its orientation. The 513 location of the grating was chosen from six fixed locations (60° of distance from each 514 other), and the orientation of the grating was chosen from nine orientations (0°, 20°, 40°, 515 60°, 80°, 100°, 120°, 140°, 160°) with a random jitter between 0° and 3°. The grating 516 appeared on the screen for 1 s, followed by a delay period of 9 s, and then by a response 517 period of 4 s. During the response period, an orientation wheel (2° in radius) was 518 presented at the same location as the sample grating, and participants needed to rotate the 519 needle at the center of the wheel to make it match the remembered orientation as 520 precisely as possible. The inter-trial-interval was fixed at 8 s. Each run consisted of 521 eighteen trials, resulting in a run length of 404 s. Participants performed a total of 24 to 522 30 runs of the one-item working memory task in two separate scan sessions. 523
The second task was a two-item DSR task testing delayed recall (a.k.a. "delayed 524 estimation") of orientation patches that could appear in any of six possible locations. On 525 each trial, participants viewed two gratings (parameters identical to those in the first task) 526 presented at two of six fixed locations and were asked to remember both. The two 527 gratings appeared on the screen for 2 s, followed by a first delay period (Delay1.1) of 8 s. 528
After that a cue appeared at the center of the screen for 0.75 s, which was a triangle-529 shaped arrow that pointed to one of the two sample locations. After another 8 s 530 (Delay1.2), an orientation wheel was presented at the same location as the cued grating, 531 and participants needed to reproduce the cued orientation on the wheel within a 4-s 532 response window. 0.5 s after the first response period, participants saw a second cue, 50% 533 of which would point to the first cued location (Stay), and the other 50% would point to 534 the first uncued location (Switch). After a third 8 s of delay (Delay2), a second 535 orientation wheel was presented at the same location as the second-cued grating, and 536 again participants needed to reproduce the cued orientation on the wheel in 4 s (Figure  537 1b). The inter-trial-interval was fixed at 8 s. Each run consisted of twelve trials, resulting 538 in a run length of 536 s. Participants performed 12 runs of this DSR task in one scan 539
session. 540
In both experiments, electrooculography (EOG) of vertical and horizontal eye 541 movements was recorded while participants performed the tasks in the scanner to ensure 542 central fixation throughout each trial. 543 544
Behavioral analysis for Experiment 2 545
We analyzed behavioral responses with a three-factor mixture model 40 that uses 546 maximum likelihood estimation to generate estimates of 1) the proportion of responses 547 based on a representation of the probed item ("responses to target"); 2) the proportion of 548 responses incorrectly based on a representation of the unprobed item (i.e., "misbinding" 549 or "swap" errors); and 3) the proportion of responses that were guesses not based on 550 either memory item; as well as 4) a "concentration" parameter that estimates the 551 precision of target responses. Conceptually, the concentration parameter is similar to a 552 model-free measure of the precision of responses that is computed as the inverse of the 553 standard deviation of the distribution of responses. 554
555
Data acquisition 556
Whole-brain images were acquired using a 3 Tesla GE MR scanner (Discovery 557 MR750; GE Healthcare) at the Lane Neuroimaging Laboratory at the University of 558
Wisconsin-Madison HealthEmotions Research Institute (Department of Psychiatry). 559
Functional imaging was conducted using a gradient-echo echo-planar sequence (2 s 560 repetition time (TR), 22 ms echo time (TE), 60° flip angle) within a 64 × 64 matrix (42 561 axial slices, 3 mm isotropic). A high-resolution T1 image was also acquired for each 562 session with a fast spoiled gradient-recalled-echo sequence (8.2 ms TR, 3.2 ms TE, 12° 563 flip angle, 176 axial slices, 256 × 256 in-plane, 1.0 mm isotropic). 564
565
Data preprocessing 566
Functional MRI data were preprocessed using AFNI (http://afni.nimh.nih.gov) 41 . 567
The data were first registered to the final volume of each scan, and then to anatomical 568 images of the first scan session. The data were then motion corrected, detrended, and z-569 score normalized within each run. 570
571
ROI definition 572
Anatomical ROIs were created by extracting masks from the probabilistic atlas of 573
Wang and colleagues 42 , and warping them to each subject's structural scan in native 574
space. 575
Analyses in Experiment 1 were carried out in a Sample-defined ROI within a 576 merged V1-V3 ROI. In Experiment 1, we modeled each trial with six boxcar regressors: 577 Sample (1 s), Delay1.1 (8 s), Delay1.2 (8 s), Probe1 (2 s), Delay2 (8 s), and Probe2 (2 s). 578
We focused on voxels with the highest sample-evoked response because these tend to 579
show high decoding accuracy of delay-period signal 14, 16, 43 . Specifically, we selected the 580 top 1000 voxels that responded maximally during the sample period, within the visual 581 cortex (V1-V3 combined). All the analyses were performed in the contralateral 582 retinotopic ROIs. avoid matrix inversion problems after baseline removal. 606
We then computed the weight matrix (W) that projects the hypothesized channel 607 responses (C 1 ) to actual measured fMRI signals in the training dataset (B 1 ), and extracted 608 the estimated channel responses ( ! ) for the test dataset (B 2 ) using this weight matrix. 609
The relationship between the training dataset (B 1 , v × n, n: the number of repeated 610 measurements) and the channel responses (C 1 , k × n) was characterized by: 611 ! = ! Where W was the weight matrix (v × k). 612 Therefore, the least-squared estimate of the weight matrix ( ) was calculated 613 using linear regression: 614
The channel responses ( ! ) for the test dataset (B 2 ) was then estimated using the 616 weight matrix ( ): 617
For Experiment 1, we used a leave-one-run-out procedure to build the weight 619 matrix and to calculate the estimated channel outputs for each of eight orientations in the 620 test dataset. IEMs were constructed with average signals across several time points 621 during an epoch of interest. The obtained weight matrices were applied to the same time 622 points in the test dataset. The estimated channel outputs obtained after each iteration were 623 shifted to a common center, with 0° corresponding to the cued orientation channel. The 624 shifted channel outputs were then averaged across all iterations and all time points of 625 interest within each participant. For Experiment 2, multiple IEMs were trained. First, as 626
with Experiment 1, we used a leave-one-run-out procedure to train IEMs on the AMI 627 from Delay1.2 and on the UMI from Delay1.2, on signals at each time point of interest. 628
Additionally, we trained "independent" IEMs with data from the one-item delayed-recall 629 task, and tested these IEMs on data from the DSR task. We used the TR 4 s after trial 630 onset to train an orientation IEM, and the TR 10 s after trial onset to train a location IEM. 631
All the IEMs were estimated for orientations and locations separately. 632
To characterize the strength of each reconstruction, we collapsed over the channel 633 responses on both sides of the cued channel, averaged them, and calculated the slope of 634 each collapsed reconstruction using linear regression. A larger positive slope indicates 635 stronger positive representation, and a larger negative slope indicates stronger negative 636 representation. We used a bootstrapping procedure to characterize the significance of the 637 slopes. For each condition, eight (in Experiment1) or ten (in Experiment 2) 638 orientation/location reconstructions were randomly sampled with replacement from the 639 reconstruction pool of eight (in Experiment1) or ten (in Experiment 2) participants and 640 averaged. This procedure was repeated 10000 times, resulting in 10000 average 641 orientation/location reconstructions for each condition, and correspondingly 10000 642 slopes. To obtain a two-tailed measure of the p values, the probabilities of obtaining a 643 positive (p pos ) or negative (p neg ) slope among the 10000 slopes was calculated separately, 644 and the p value of the bootstrapping test was calculated using the following equation: 
