In this paper, we study Forman's discrete Morse theory in the case where a group acts on the underlying complex. We generalize the notion of a Morse matching, and obtain a theory that can be used to simplify the description of the G-homotopy type of a simplicial complex. As an application, we determine the C 2 × S n−2 -homotopy type of the complex of non-connected graphs on n nodes.
Contents
In almost all these cases, it is desireable to determine the topology of the complex in question, at least up to homotopy. Though only about a decade old, Forman's discrete
Morse theory [Fo 98 ] is a much-used tool for this purpose.
The main idea of discrete Morse theory (which is, despite its name, more of a method than a theory) is to use local properties of the simplicial complex Σ to drastically reduce the number of cells involved. More precisely, under certain restrictions you can use a matching on the face poset P (Σ) of Σ, and obtain a CW-complex M on the unmatched simplices, with M Σ. The restrictions say that the matching should be acyclic, in a sense made precise in chapter 5, or equivalently, that it should be induced by a discrete
Morse function, dened in chapter 2.
In this paper, our goal is to extend the ideas of discrete Morse theory to obtain a complex M with M G Σ, when we have a group action by G on Σ. That is, we want the unmatched simplices to have the same symmetry structure as the whole complex does. This is non-trivial, since it is hard to construct a reasonably big G-invariant matching on P (Σ). The problem is relevant since the simplicial complexes arising in practice often are naturally equipped with some group action, that is an intrinsic part of its combinatorial/topological structure.
We solve the problem by generalizing the notion of a Morse matching in chapter 5. Our generalization can be seen as a continuation of the ideas in [Ch 00], together with some topology. Then, in chapter 6, we use such a generalized Morse matching together with certain linear collapses of simplices, to obtain a G-equivariant homotopy equivalence M G Σ.
Quite seperate from all this, in chapter 3 we obtain an algebraic version of (standard) discrete Morse theory. This algebraization is applicable for any chain complex, and is more general than the algebraization given by Sköldberg in [Sk 05].
In the last chapter, we apply our results to a problem in graph theory. The problem is to calculate the G-homotopy type of a simplicial complex N n , determined by the set of non-connected graphs on n nodes. Here, G = C 2 × S n−2 , and the G-action is induced by a natural action of G (as a subgroup of S n ) on the set of all graphs on n nodes.
Preliminaries
In this section we review simplicial homology, and present the fundamentals of discrete
Morse theory. The basic constructions are those of Forman [Fo 98] . For the reader with basic knowledge of the subject, these pages are only good to x notation.
Simplicial complexes
Let us start by a hopefully familiar denition:
Denition 2.1. Let A be any set, and let P f in (A) be the set of all nite subsets of A. Let Σ ⊆ P f in (A) be closed under inclusion (so that σ ⊆ τ and τ ∈ Σ implies σ ∈ Σ).
Then Σ is called an abstract simplicial complex, and the elements σ ∈ Σ are called simplices. Let the elements of A be points in general position in some Euclidean space. Then the topological space |Σ| is dened by ∪ σ∈Σ |σ|, where |σ| denotes the convex hull of the points in σ. We call |Σ| a realization of Σ.
It should be obvious that any two realizations of Σ are homeomorphic, so the topology of the space |Σ| is uniquely determined by Σ.
If a cell σ ∈ Σ consists of p + 1 vertices, we say that σ has dimension p, it is then called a p-simplex. We write σ (p) to indicate that σ is a p-simplex. When σ τ we call σ a face of τ , and we write σ < τ . We will call a maximal proper face a side for short.
We will frequently abuse notation, and use σ to denote the cell |σ| ⊆ |Σ|.
Denition 2.2. Given a simplicial complex Σ, dene the barycentric subdivision sd(Σ) as follows:
The vertices of sd(Σ) are the simplices of Σ, and let {s 0 , s 1 , . . . s n } be a simplex of sd(Σ) if {s 0 , s 1 , . . . s n } is a chain, i.e. after reordering we have s i 0 < · · · < s in . We occasionally write Σ for sd(Σ).
The barycentric subdivision is probably most easily understood in terms of its realization. In fact, |sd(Σ)| is obtained from |Σ| by placing a new vertex at the midpoint of each simplex, and then constructing all simplices necessary to make |sd(Σ)| a simplicial complex. So clearly |sd(Σ)| ∼ = |Σ|.
Simplicial homology
We will now outline the construction of simplicial homology. For a more thorough discussion, see for example [Mu 84 ].
Given a simplicial complex, we give each simplex an orientation. This basically means that the simplices get a plus or a minus sign, according to the order in which we mention its vertices. Formally, we do the following denition: Denition 2.3. Two orderings of the set {v 0 . . . v n } are called equivalent if they differ by an even permutation. An oriented simplex [v 0 , v 1 , . . . v n ] is a simplex σ = {v 0 . . . v n }, together with any ordering of its vertices that is equivalent
Then for each cell σ, dene the boundary operator ∂(σ) to be the formal sum of all sides τ < σ with the sign chosen to indicate whether the orientations of σ and τ coincide. This means that Let C n be the free abelian group of formal sums of n-simplices of Σ. Thus, a typical element of C n is σ (n) ∈Σ c(σ)σ for some integers c(σ), only nitely many non-zero. We call such an element an n-chain. We can then extend the boundary operator linearly to ∂ n : C n → C n−1 for each n.
Proof. From the denition, we get
The terms cancel in pairs, so ∂ n−1 • ∂ n (σ) = 0 for any simplex σ, and hence
This lemma only tells us that our denition of ∂ is consistent with our intuition: the boundary of an n-cell is a topological (n − 1)-sphere, so its boundary should vanish.
Hence, the following denition is meaningful. Basically, we let the group H n (Σ) consist of the chains that have no boundary (hence form cycles), and we identify ncycles whose dierence is a boundary of some (n + 1)-chain (which means that we can slide one cycle to the other). The formal denition is much easier:
Denition 2.5. The simplicial homology group H n is dened to equal Ker∂ n /Im∂ n+1 .
Discrete Morse functions
As mentioned in the introduction, the aim of discrete Morse theory is to nd simplicial collapses that transform Σ to a smaller complex. This can be done without discrete Morse functions, which is what we do (in an algebraic setting) in the next chapter.
However, discrete Morse functions are a convenient tool to keep track of the collapses, and in which order they are done. We therefore state the denitions and some facts about them here. Denition 2.6. Let Σ be a nite simplicial complex. A function f : Σ → R is a discrete Morse function (or DMF for short) if, for every σ (p) ∈ Σ holds:
• There is at most one
If both {τ
then σ is said to be a critical cell (with respect to f). Remark 1. Denition 1.5 essentially says that f is almost increasing with the dimension of the cells, and that there is at most one exception to this rule at each point. In fact, the function f (σ (p) ) = p is a perfectly ne (but useless) Morse function, for which every cell is critical.
Lemma 2.7. If f is a DMF on Σ, then for every σ (p) ∈ Σ, at least one of the sets
Proof. Suppose for a contradiction that ρ (p−1) < σ (p) < τ (p+1) and
. Then ρ is a codimension two face of τ , so there are two vertices v 1 and v 2 that are in τ but not in ρ. One of these, say v 1 , is in σ. Then let σ = ρ ∪ {v 2 }. Then ρ < σ < τ . Since we already have one p-cell (namely σ) in both
Hence, the simplices of Σ are of three dierent kinds: critical cells, cells with
Moreover, the cells of the two last kinds show up in pairs (σ (p) , τ (p+1) ), with f (τ ) ≤ f (σ). Another way of saying this is that f induces a partial matching on the cells of Σ.
We need one more lemma regarding DMFs before getting to the actual point:
Lemma 2.8. If σ is critical, then for any τ > σ we have 
This proves the lemma.
The DMF f induces a ltration on Σ that allows us to build up the complex Σ in stages, so that we add one pair (σ (p) , τ (p+1) ) with σ < τ , f (σ) ≥ f (τ ) at a time, and we do not aect the homotopy type when doing so. This means that the homotopy of Σ is uniquely determined by its critical cells.
Denition 2.9. For c ∈ R, dene the level subcomplex Σ(c) by
For the rest of this section, we will assume f to be injective. This is not a natural assumption, but on the other hand we easily see that any Morse function can be perturbed into an injective one, without changing the partial matching it induces. Since Σ is assumed to be nite, we automatically get that f (Σ) is a nite subset of R. For simplicity, we may assume that f takes the values 0, 1, . . . , N for some N ∈ N. Hence, for any c ∈ R, Σ(c) = Σ( c ). We get a ltration of our complex: 
where n is a positive integer.
If σ
were a cell of dimension ≥ 1, then it had at least two sides, each of which had a higher f -value, contradicting the denition of a DMF. So f −1 (0) is a 0-cell, and hence Σ(0) = f −1 (0) is a single point.
(2) If there is some σ > f −1 (n) with f (σ) ≤ n, then f −1 (n) ∈ Σ(n − 1). In such case, Σ(n) = Σ(n − 1) and the result is trivial.
If there is no such σ, however, there is some ρ < f −1 (n) with f (ρ) > n (since f −1 (n) is non-critical). Then there is only one τ > ρ with f (τ ) < f (ρ), namely τ = f −1 (n). So ρ is a free face of τ in Σ(n).
But every other face σ < τ had f (σ) < f (τ ), so the only cells in Σ(n) \ Σ(n − 1) are ρ and τ . Now collapsing τ along its free face ρ yields a homotopy equivalent complex. Hence Σ(n) Σ(n − 1).
(3) If τ = f −1 (n) is critical, it is clear that the boundary of τ is in Σ(n − 1). On the other hand, from lemma 2.8 it follows that τ cannot be in Σ(n − 1). So Σ(n) is obtained from Σ(n − 1) by attaching τ along its entire boundary, which means that
This gives an inductive description of the homotopy type of Σ. The fewer critical cells f has, the better the description. The full story is in the following theorem:
Theorem 2.11. Lef f be a DMF on a nite simplicial complex Σ. Then Σ is homotopy equivalent to a CW complex with one cell of dimension p for each critical p-cell in Σ with respect to f .
Proof. The proof is by induction on the number N of simplices of Σ. If N = 1, the only simplex of Σ must be critical, and clearly Σ is homotopy equivalent to the CW complex consisting of one point.
So assume we have proved the theorem for complexes with at most N − 1 cells. If f −1 (N ) is non-critical, Σ = Σ(n) Σ(n − 1), and the conclusion follows from the last theorem, since homotopy equivalence is an equivalence relation. Now assume σ (p) = f −1 (N ) is critical. Then we have Σ Σ(n − 1) ∪ ∂σ σ and Σ(n−1) X, where X is a CW complex with one cell for each critical simplex in Σ(n−1). If we can show that there is some attaching map γ s.t. Σ(n − 1) ∪ ∂σ σ X ∪ γ ∆ (p) , where ∆ (p) is a p-disc, we will be done.
But let g : Σ(n − 1) → X be a homotopy equivalence. Then dene γ to be g(∂σ (p) ).
This is not hard to beleive; for details on how g is extended, see lemmas 3.6 and 3.7
Chapter 3
The algebraic essence
In this section we will discuss the actual homotopy between Σ and the complex M(f ) → C n−1 → . . . be a chain complex. Let V : C * → C * +1 be a mapping such that:
2. V 2 = 0 3. For any a ∈ C there is some n ∈ N with V (1 − dV ) n a = 0.
The least such n possible is referred to as the degree of V -nilpotence of a. We call V an algebraic gradient vector eld.
Geometrically, V describes the Morse matching: when a is a p-cell, V (a) is the (p+1)-cell with which a is matched, if any, and V (a) = 0 otherwise. The condition V 2 = 0 tells us that any cell can be matched with a cell of either higher or lower dimension, but not with both. The last, odd-looking condition says that when we keep pushing a cell according to a Morse matching, we will not go on forever. This is obviously a much weaker condition than our earlier assumption of niteness of the simplicial complexes.
Note the order of the quantiers: n may depend on the cell a, so our complex may contain arbitrarily long sequences of matched pairs, only not innitely long ones. These conditions will prove sucient to carry out all the algebra involved. 
Hence, W 2 = 0, since all terms will contain a factor V 2 , and therefore will vanish. We also see that Denition 3.2. Let V be a algebraic gradient vector eld. Dene Φ :
homotopy between Φ and the identity. From this we understand that Φ : C → C induces the same homomorphism on homology as does id : C → C, i.e. the identity. Now Φ is a projection,
It follows that C and Φ(C) have the same homology. We will write this conclu- Lemma 3.3. The mapping Φ : C → Φ(C) induces an isomorphism on homology.
Before continuing, we observe that any chain map f on C naturally induces one on
. So if we want to study the eect of f on the homology of C, we can restrict our attention to Φ(C).
Critical cells
Time has come to introduce a geometrically more natural complex that is isomorphic in homology to Φ(C), and hence also to C.
Regarding C * as a simplicial chain complex, M p is generated by those cells that are in the kernel, but not in the image of V . These are precisely the critical cells in the classical sense.
We have followed a slightly dierent path than is usually done, because geometrically it is natural to regard M p as subgroups of C p , rather than as quotient groups. This doesn't, however, make any big dierence, since in our geometric interpretations, M p clearly is a direct summand of C p . Now everything works out smoothly.
, where the rst map is the quotient map, and the second one is an isomorphism.
But W dV = V (as we noticed earlier) and W V a = k≥0 V (1 − dV ) k V a = 0, sice every term contains a factor V 2 . So Im(V ) ⊆ Ker(Φ), and so Φ induces a well-dened homomorphism on M = Ker(V )/Im(V ). It only remains to prove that this last homomorphism (temporarily denoted Φ , in order to confuse the reader) is bijective, and thus is an isomorphism.
(ii) Φ is surjective.
We want to show that for any a ∈ C p , there is a b ∈ M p s.t. Φ b = Φa. This b is then represented by some element c ∈ Ker(V p ) with Φa = Φc. We will prove that such a c exists by induction on the degree of V -nilpotence of a. If V a = 0 then a ∈ Ker(V p ) and we choose c = a.
If V (1 − dV ) n a = 0 and n > 0, we observe that
since we have seen that dV = dW dV . Therefore Φa = Φ(1 − dV )a, and since (1 − dV )a has a lower degree of V -nilpotence than a, we have a c ∈ Ker(V p ) with Φa = Φc.
We conclude that Φ is an isomorphism. In fact, we can nd an explicit description of the dierentiald. Suppose a is in the kernel of V , and let b = (1 − dV ) n da where n is (at least) the degree of V -nilpotence of da. We claim that thatd is given by To see this, we have to check that b ∈ Ker(V ) and
. But V b = 0 by denition of n, and
This corresponds to the explicit description ofd in terms of gradient paths, that can be found in for example [Fo 02a], theorem 7.3.
Chapter 4
Group action on simplicial complexes Remember that our main goal is to construct a variation on discrete Morse theory, that will work out nicely with group actions. More precisely, if X is a topological space, let aut(X) be the group of homeomorphisms from X to itself. A group G, together with a group homomorphism ρ : G → aut(X) is called a group action on X. We will write gx for the point ρ(g)(x) ∈ X, when x ∈ X, g ∈ G. We will usually let the homomorphism ρ be understood. Now given a group action G on Σ we want to nd a Morse complex onto which Σ collapses equivariantly. Denition 4.1. Suppose a group G acts on two spaces X and
If there is a G-equivariant homeomorphism X → Y , we say thet X and
If X and Y are homotopy equivalent, and the homotopies can be chosen to commute with the G-action, we write X G Y .
But rst, we have to study such group actions G. Our motivating example is group actions on nite simplicial complexes, so for simplicity we will assume that all groups in this chapter are nite.
The main reference for this section is [Br 72].
Simplicial actions
We will start by discussing the easiest kind of action on a simplicial complex, namely simplicial group actions. Denition 4.2. Let Σ be a simplicial complex, and let V be its vertex set. Suppose a group G acts on V in such a way that it brings simplices to simplices. Then we say that G acts simplically on Σ, and that Σ is a simplicial G-complex.
Note that such an action really is a group action on the abstract complex Σ, by gσ = {gv 1 , . . . , gv n } where σ = {v 1 , . . . , v n }. However, there is a natural way to extend the action to |Σ|. Namely. for x = a i v i ∈ |σ|, dene gx = a i gv i ∈ g(|σ|) = |g(σ)|.
There are a few regularity properties of simplicial group actions that will be relevant to our work. Semi-regularity, which means that there is no non-trivial internal action on simplices, will be of particular interest. Denition 4.3. Let G be a simplicial group action on Σ.
Suppose that, whenever gv = v, g ∈ G, there is no simplex containing both v and gv.
Then Σ is called a semi-regular G-complex.
Now let σ = {v 1 , . . . , v n } and τ = {u 1 , . . . , u n } be simplices (the v i :s and u i :s not necessarily distinct), and suppose v i and u i are in the same H-orbit, i = 1, . . . , n, H a subgroup of G. If, for all such pairs σ, τ and for all H, there is some g ∈ H s.t.
These denitions, especially the latter one, may be hard to get a picture of. It is therefore informative to understand these denitions in the light of propositions 5 and 6 below. For semi-regular complexes, the xed points in the realizations are exactly those that lie in invariant simplices. Regular complexes are those for which we can dene the simplicial complex Σ/G in a natural way.
Note that regularity is strictly stronger than semi-regularity. In fact, suppose Σ is regular and v and g(v) belong to the same simplex. Then {v} and {v, g(v)} are simplices, so some group element brings {v} to {v, g(v)}, a contradiction unless #{v, g(v)} = 1, so v = g(v). However, there are semi-regular complexes that are not regular, for example the action of C 3 on the hexagon, in gure 4.1.
It is easy to check that it is semi-regular. However, though g brings the vertex labeled 1 to the vertex labeled 3, there is no group element bringing the simplex {1, 2} to the simplex {2, 3}, so it is not regular. The following theorem will sort things out. Recall that Σ denotes the barycentric subdivision of Σ.
Theorem 4.4. For any simplicial G-complex Σ, Σ is semi-regular.
If Σ is semi-regular, Σ is regular.
Proof. Suppose that σ and g(σ) are two dierent vertices of Σ (hence simplices of Σ).
Then they have the same dimension as simplices in Σ, so none of them can be contained in the other. Thus there is by denition no simplex in Σ containing them both. So Σ is a semi-regular G-complex.
Now suppose Σ is a semi-regular G-complex, hence also a semi-regular H-complex for any subgroup H of G. Let σ i , i = 1, . . . , n, be simplices of Σ, suppose σ 1 ⊂ · · · ⊂ σ n . Then {σ 1 , . . . , σ n } is a general simplex of Σ .
To show that Σ is regular, we show that, if
, and by semi-regularity of Σ, h acts trivially on σ n−1 . (Because, for v ∈ σ n−1 , h (σ n ) contains both v and h (v),
So h n brings {σ i } to {h i (σ i )}, and so Σ is a regular G-complex (as H was any subgroup of G).
An immediate consequence of the proposition above is that Σ is regular for any G-complex Σ.
Proposition 4.5. If Σ is a semi-regular G-complex, the G-invariant simplices of Σ form a simplicial subcomplex Σ G of Σ, and |Σ| G = |Σ G |. Here, |Σ| G denotes the set of G-invariant points in |Σ| Proof. If a simplex σ of Σ is xed, its faces are too, by semi-regularity. So Σ G is really a simplicial complex. Any x ∈ |Σ G | is a convex combination of xed vertices, and so is itself xed, so |Σ| G ⊇ |Σ G |.
Conversely, we can write any point x ∈ |Σ| G as a convex combination of vertices v i . Those v i for which x have positive coecients form a p-simplex σ. This is the unique p-simplex containing x, so since G xes x, G xes σ as well. So σ ∈ Σ G , whence x ∈ |Σ G |.
It follows that |Σ| G = |Σ G |.
For a regular G-complex Σ, dene the abstract complex Σ/G as follows:
The vertices of Σ/G are the orbits Gv of vertices of Σ, and the simplices of Σ/G are the sets {Gv 1 , . . . , Gv n } for all simplices {v 1 , . . . , v n } of Σ.
Note that this denition makes sense for any complex Σ. However, when the group action is regular, there is a group element mapping σ to σ if σ and σ represent the same simplex in Σ/G. Hence, the simplices of Σ/G are orbits of simplices in Σ. It is because of this property that we only study Σ/G for regular complexes. Proposition 4.6. If Σ is a regular G-complex, then |Σ/G| ∼ = |Σ|/G.
Proof. Consider the obvious candidate for a homeomorphism, Φ : Note that the map Φ in the above proof was well-dened and onto by construction of Σ/G, so it was only for injectivity that we needed regularity of the G-action on Σ. So eectively, the regularity assumption assures that Σ/G is reasonably big, or that it doesn't identify too many simplices of Σ.
GCW-complexes modelled by twisted products
We have understood that we want to collapse Σ equivariantly onto the Morse complex. But then, we want G to act not only on the vertex set of Σ, but rather on all of Σ's realization (i.e. even those points that are in the interior of some cell).
We have already done this, by extending the group action linearly to |Σ|. But the Morse complex isn't necessarily a simplicial complex, but rather a CW-complex, and so it doesn't have any natural notion of linearity. Hence, we need some slightly more general notion.
Denition 4.7. Let G be any group, and let H be a subgroup of G acting on a space X. Regard G as a topological space by giving it the discrete topology. Dene an equivalence relation ∼ on G × X by (gh, x) ∼ (g, hx).
We dene the space G × H X to be the quotient space
Intuitively, we have factored the group G into one part (G/H ) that permutes the X:s, and one part (H ) that acts internally on them. This is, however, very sloppy, since the group G/H in general need not even exist, if G is non-abelian.
This construction is called twisted product. Next, we will construct, for a xed group G, complexes with twisted products as cells. This is done inductively, as follows:
1. Start with a discrete set X 0 of points, and an action on X 0 by G.
2. Given X n−1 , attach twisted products G × Hα ∆ m α to X n−1 via G-equivariant inclusions of their boundaries. We then obtain X n . The H α :s are subgroups of G. 
It is as trivial as it is important to check that G × Hα ∂∆ m α = ∂(G × Hα ∆ m α ) Figure 4 .2: The construction of X n from X n−1 .
3. We have natural inclusions X 0 ⊆ X 1 ⊆ . . . . Dene X = n X n . We will call X a GCW-complex modelled on discs of representations.
Remark 2. This is analogous to the standard construction of ordinary CW-complexes, as in for example [Ha 02]. However, when we construct CW-complexes, we usually assume n = m, so we always add cells to cells of lower dimensions.
For the G-equivariant collapses in chapter 6 to work out, we will have to allow n = m.
In the applications in this paper, the cells will be simplices of a nite simplicial complex, so we will have nitely many cells in each dimension, and the union n X n will be nite. We will also have G nite. However, the construction works without any of these restrictions.
Next, we will show how a simplicial G-complex may, in fact, be regarded as a GCWcomplex modelled on discs of representations:
1. Let Σ be a simplicial G-complex (for some xed group G). Let Σ 0 be its vertex set.
2. Suppose we have constructed Σ n−1 . Partition the set of n-simplices of Σ into its G-orbits, {O n α }. Let ∆ n α be a representative from O n α , and let H α be the subgroup of G consisting of those elements that leave ∆ n α invariant.
Then H α acts on ∆ n α , and so it is easy to see that the disjoint union of the simplices
Hence, the n-skeleton Σ n is obtained by attaching G × Hα ∆ n α for all α to Σ n−1 via inclusions of their boundaries. These inclusions will (by the way G acts on Σ) be G-equivariant, so the skeleton construction of Σ faithfully follows the construction of a generalized GCW-complex above.
3. Now, the n-skeleton of |Σ| is k≤n Σ k , so |Σ| is the GCW-complex n Σ n . If Σ is nite-dimensional (which is the usual case), this union can be taken to be nite.
Note that if G is non-abelian, the dierent copies of ∆ m α , indexed by G/H α , don't have equal invariance groups. In fact, if the invariance group of ∆ is H, g∆ will have invariance group gHg −1 . So the copies will have conjugated invariance groups. Accordingly, the groups H α ⊆ G will be determined only up to conjugacy class by O m α , and to determine them exactly we will need to x a representative ∆ n α . But it follows immediately from the denition of twisted products that G × H ∆ ∼ = G G × gHg −1 g∆. So the GCW-complex constructed from Σ is well-dened (up to G-equivariant homeomorphism).
Finally, consider the above GCW construction on the subdivision Σ of a simplicial G-complex. For any cell ∆ of Σ , the invariance group H of ∆ will act trivially on ∆ by theorem 4. So then the GCW-complex modelled on discs of representations, constructed from Σ , will be equivalent to an ordinary GCW-complex (constructed in the same way, but without the internal action on the cells).
Since |Σ| ∼ = G |Σ |, this means that from a topological viewpoint we might consider ordinary GCW-complexes instead of these modelled on discs of representations. However, for combinatorial applications, we want to avoid constructing new cells (remember that we ultimately want to reduce the number of cells). This is why we stick to GCWcomplexes modelled on discs of representations.
Chapter 5 Generalized Morse matchings
Next, we present a concept of generalized Morse matchings. These can be viewed either as a proper generalisation, or as a decomposition of a Morse matching into an 'internal' and an 'external' part. We will later see how this helps us make matchings that are invariant under group actions. Heuristically, we will make the external part of the matching invariant, and then handle the internal part by other methods, not properly belonging to discrete Morse theory.
Classical Morse matchings
Let us take a dierent perspective on the results of discrete Morse theory. Given the simplicial complex Σ, consider the inclusion poset of its faces P (Σ). We will view this as a directed graph, where the arrows indicate the cover relations. Recall that τ covers σ if σ < τ and there is no element ρ with σ < ρ < τ . Note that this is equivalent to σ being a side of τ in Σ.
Now a DMF (or, if we like, an algebraic gradient vector eld) induces a matching on P (Σ), that we will call a discrete Morse matching. Conversely, from such a matching, we get back the algebraic gradient vector eld by letting its non-zero components be given by V (σ) = τ whenever the arc from τ to σ is in the matching.
So it is natural to ask, given any matching on P (Σ), whether this is a discrete Morse matching (and hence yields a Morse complex). The answer to this question was given by Chari [Ch 00]. We will restate his theorem and proof, in a wording that allows generalizations. We rst need a simple denition.
Denition 5.1. Given a directed graph G = (V, A) and an equivalence relation ∼ of its vertices, construct the graph G/ ∼ as follows: The vertex set of G/ ∼ is V / ∼, and there is an arc from v 1 to v 2 if there are w 1 , w 2 ∈ V with w i ∈ v i , and an arc (w 1 , w 2 ) ∈ A.
Remark 3. As a special case, we can let the equivalence relation be given by a matching of the vertices, as in gure 5.1. Proof. Suppose there is a directed loop w 1 → w 2 → · · · → w n → w 1 in P (Σ)/M . Each arc in P (Σ) goes from a (p + 1)-cell, to a p-cell, for some p, and each w i consists either of one cell or a pair (σ (p) , τ (p+1) ). Regarding the preimage (in P (Σ)) of the loop, we hence see that it must have the form
where σ i is matched to τ i by M . So if M were induced by the DMF f , we would have
, wherefore f (σ 1 ) ≥ f (τ 1 ), a contradiction. So M is not induced by any f , and is hence no Morse matching.
Conversely, assume that there is no directed loop in P (Σ)/M . Since Σ is nite, P (Σ)/M is too. So any directed path in P (Σ)/M has nite length. Dene f : Σ → R by letting f (σ) be the length of the longest path in P (Σ)/M starting in [σ] .
If σ (p) < τ (p+1) in Σ, then there is an arc τ → σ in P (Σ). If this arc is in the matching M , then [σ] = [τ ], and so f (σ) = f (τ ). Otherwise, every path starting at σ can be extended to a longer path from τ . So f (τ ) ≥ f (σ), with equality i M matches τ and σ. We see that f is a DMF that induces the matching M , so M is a Morse matching.
Generalized Morse matchings
This inspires us to think further. Could these arguments be carried out on P (Σ)/ ∼ for some partition ∼ that is not a matching? As a matter of fact, they can. We will let ∼ be a partition of P (Σ) into intervals, and impose the same restriction as before on P (Σ)/ ∼. The classical case occurs when every interval in the partition has rank 1 or 2, so ∼ is a matching M . Theorem 5.3. Let ∼ be an equivalence relation on Σ whose equivalence classes are intervals in P (Σ). Suppose P (Σ)/ ∼ is acyclic. Then there is a discrete Morse function on Σ whose critical cells are exactly those that are alone in their equivalence classes under ∼.
Proof. P (Σ) is the inclusion poset on Σ, and Σ is closed under inclusion. Hence, any interval [σ, τ ] in P (Σ) is a boolean algebra with |τ \ σ| atoms. If this boolean algebra is non-trivial, construct the following total matching on it: For some v ∈ τ \ σ, match ρ to ρ ∪ {v} for all ρ not containing v.
Put all these matchings (for the non-trivial equivalence classes mod ∼) together. This yields a matching M on P (Σ), such that M and ∼ leave the same cells unmatched. Now any directed cycle in P (Σ)/M would have to be contained in one equivalence class mod ∼, since otherwise it would induce a directed cycle on P (Σ)/ ∼, which we assumed to be acyclic. But every arc in [σ, τ ] brings us down one dimension. Hence, the preimage in [σ, τ ] of a minimal cycle contained in [σ, τ ]/M would have the form
where the ρ i :s are dierent, and none of them contains {v}.
But since there is an arc ρ 1 ∪ {v} → ρ n , we have v ∈ ρ n or ρ n = ρ 1 , a contradiction. So there is no cycle in P (σ)/M . By theorem 2 there is a discrete gradient vector eld whose critical cells are those left unmatched by M , and hence by ∼.
Let us call an equivalence relation ∼ that satises the assumptions in theorem 3 a generalized Morse matching. This will hopefully cause no confusion, even though ∼ is no matching at all in a graph-theoretic sense.
Examples and counterexamples
We see from the proof that a generalized Morse matching can be rened to an ordinary However, it may be worth noting that not all total matchings on [σ, τ ] give Morse matchings. For a counterexample, consider the matching M indicated in gure 5.3, where τ = σ ∪ {1, 2, 3, 4}. For brevity, in the gure we denote the simplices by its set of vertices apart from σ. We see that in [σ, τ ]/M , we have {2, 23} → {3, 34} → {4, 24} → {2, 23}.
Interestingly, this is a minimal counter-example, so if the co-dimension in the generalized Morse matching is ≤ 3, any renement yields a classical Morse matching.
Finally, there are partitions ∼ of P (Σ) that can be rened to a Morse matching M , but such that ∼ itself is not a generalized Morse matching. The answer, as we will see, is yes. A generalized Morse matching does not in a natural way reduce to a matching between simplices and one of their sides. As we saw, such a renement could be made in a handful of equally natural ways.
Rather, the interval [σ, τ ] being present in a generalized Morse matching, means that every side of τ containing σ should be pushed through τ . We could make this collapse linear, rather than breaking it up into small simplicial collapses. In this way, as we will see in the next section, the whole collapse will be G-invariant whenever σ and τ are. It is really these collapses that makes the generalized Morse matchings useful.
Chapter 6
Consequences for simplicial
G-complexes
We have now constructed a generalization of the notion of a Morse matching. In this section, we will show how to use this generalization to obtain a discrete Morse theory for simplicial G-complexes.
Linear collapses
We will need two more denitions about simplicial complexes before getting started.
Denition 6.1. Let σ be a proper face of τ . The dual of σ with respect to τ is dened to be σ * τ def = τ \ σ.
Remark 4. Here, σ and τ really refer to the abstract simplices, rather than their realizations. Hence, σ * τ is a face of τ , and σ and σ * τ together contain all vertices of τ .
Denition 6.2. Let σ be a proper face of τ . Dene P τ (σ) to be the union of all sides of τ that contain σ.
Let us now state and prove two topological lemmas:
Lemma 6.3. If τ is an n-simplex and σ is a proper face of τ , then P τ (σ) is a topological
Proof. Note that P τ (σ) is a pure (n − 1)-dimensional subcomplex of τ (meaning that every maximal cell of P τ (σ) has dimension equal to n − 1). We claim that if Σ is any
In fact, this is equivalent to the lemma, as every proper pure (n − 1)-dimensional subcomplex of ∆ (n) is P ∆ (σ) for some σ ⊂ ∆. This second inclusion is however not necessary to prove the lemma.
Let k be the number of maximal cells in Σ. We will prove the claim by induction on k and n. The claim is clear if n = 1 (because then Σ is a point) or if k = 1 (in which case Σ is an (n − 1)-simplex).
Suppose the claim holds for all n < m, and for n = m, k < j. We will then show it for n = m, k = j.
A typical maximal cell of Σ is ∆ \ v. So we can write |Σ| = |Σ | ∪ |∆ \ v|, where Σ has j − 1 maxiamal cells. So by induction, |Σ| is the union of two (n − 1)-discs, along |Σ | ∩ |∆ \ v|. Now |Σ | ∩ |∆ \ v| is on the boundary of both |Σ | and |∆ \ v|. It is also a simplicial complex, and its maximal cells are those (n − 2)-cells of Σ that do not contain v. So |Σ | ∩ |∆ \ v| is a pure (n − 2)-dimensional subcomplex of the simplex ∆ \ v. Since every maximal cell of Σ contains v, and Σ = ∂∆, it follows that |Σ | ∩ |∆ \ v| = |∂(∆ \ v)|. So by the induction hypothesis, |Σ | ∩ |∆ \ v| is an (n − 2)-disc.
Hence, Σ is the union of two (n − 1)-discs, along an (n − 2)-disc at the intersection of their boundaries. In other words, Σ is a topological (n − 1)-disc.
In particular, P τ (σ) is a topological (n − 1)-disc.
Lemma 6.4. For any proper face σ of τ , ∂τ = P τ (σ) ∪ P τ (σ * τ ). Furthermore,
Proof. Any side ρ of τ (n) has dimension n − 1, so there is some vertex v ∈ τ such that
. Since every point in ∂τ is in some side of τ , the rst part of the lemma follows. Now, note that no side τ \ {v} of τ can be in both P τ (σ) and P τ (σ * τ ), because then we would have v ∈ σ ∩ σ * τ = ∅. Hence, P τ (σ) and P τ (σ * τ ) have disjoint interiors. So any point in P τ (σ) ∩ P τ (σ * τ ) is in the boundary of both P τ (σ) and P τ (σ * τ ). But both ∂P τ (σ) and ∂P τ (σ * τ ) consists of those n − 2-simplices that can be written τ \ {v, w} with v ∈ σ, w ∈ σ * τ . These are contained in both τ \ {v} ∈ P τ (σ * τ ) and τ \ {w} ∈ P τ (σ). So we get
We see that, given a generalized Morse matching ∼ that contains [σ, τ ], none of the cells in P τ (σ) will be in the Morse complex induced by ∼. On the other hand, P τ (σ) contains all sides of τ that are in [σ, τ ]. So we will want to collapse τ along P τ (σ), onto P τ (σ * τ ). The next proposition shows how we can do this in a nice way.
Proposition 6.5. Let σ be a proper face of τ . Then τ collapses onto P τ (σ * τ ).
Moreover, let g be a permutation of the vertices of τ , with g(σ) = σ. Extend g linearly to the geometric simplex |τ |.
Then, the collapse c : |τ | × I → |τ | can be chosen so that c(x, 0) = x, c(x, 1) ∈ P τ (σ * τ ) and gc(x, s) = c(gx, s) for any x ∈ τ and 0 ≤ s ≤ 1 Proof. Denote by b the barycenter of σ, and by b * the barycenter of σ * τ . We claim that every point x ∈ |τ | can be written as x = tb + (1 − t)x * where x * ∈ P τ (σ * τ ) and 0 ≤ t ≤ 1. But every point in |σ| can be written in this way, as ∂σ ⊆ P τ (σ * τ ). Clearly every point in |σ * τ | can too, as σ * τ ⊆ P τ (σ * τ ). But then every convex combination of points in |σ| and |σ * τ | can be written in this way, and the claim is proved since |σ| and |σ * τ | span |τ | convexly.
Then, dene c(x, s) = t(sb * + (1 − s)b) + (1 − t)x * . In words, c is dened by b being collapsed onto b * , and the collapse being linear. Now we have c(x, 0) = tb+(1−t)x * = x and c(x, 1) = tb * +(1−t)x * . This later point is a convex combination of two points in the n − 1-cell containing x * , since x * ∈ P τ (σ * τ ). So c(x, 1) is in this same (n − 1)-cell, and so is in P τ (σ * τ ). Finally, gc(x, s) = t(sg(b * ) + (1 − s)g(b)) + (1 − t)g(x * ) by linearity of g. But since g only permutes the verices of σ * τ internally, it leaves the barycenter xed, g(b * ) = b * and so gc(x, s) = t(sb * + (1 − s)g(b)) + (1 − t)g(x * ) = c(gx, s).
This proves the proposition. 
Equivariant collapses to the Morse complex
It is worth noting that the collapse described above brings the barycenter of σ to the barycenter of σ * τ . Hence, if we apply this collapse to a complex where some cell is glued to σ, this cell might after the collapse be glued to cells of higher dimensions. This is why we had to accept n = m when constructing our GCW-complexes modelled on discs of representations.
We will now see how a generalized Morse matching yields a collapse from Σ to the equivalent of the Morse complex. Theorem 6.6. Let ∼ be a generalized Morse matching on a nite simplicial G-complex
Then there is a GCW-complex M, such that the cells of M (regarded as a CWcomplex) are exactly the cells in Σ that are critical with respect to ∼, and Σ G M.
Proof. We will construct a collapse of Σ explicitly. This will turn out to be G-equivariant and the remaining complex will be seen to have the properties of M. We will call the remaining complex the Morse complex, in analogy with the classical case.
We know that ∼ is a generalized Morse matching, so P (Σ)/ ∼ is acyclic by denition. Hence, P (Σ)/ ∼ can be regarded as a poset, with w > v if there is a path from w to v.
Since ∼ is G-equivariant, G acts on P (Σ)/ ∼. Since P (Σ)/ ∼ is nite, we cannot have v < gv for any v ∈ P (Σ)/ ∼, g ∈ G. This is because g(−∞, v] = (−∞, gv], so these sets must have equal size. Of course, (−∞, v] denotes the set {w ∈ P (Σ) : w ≤ v}.
So v < w ⇒ gw < hv for g, h ∈ G, v, w ∈ P (Σ)/ ∼. Hence, we can construct the poset G\(
This poset has a linear extension
Now if σ is contained in v j , then any face ρ of σ has ρ < σ in P (Σ), so ρ must be in v i for some i ≤ j. Hence for any n,
We will inductively construct the homotopy equivalences Σ k G M k for some complex M k , constructed from those cells σ such that v i = G{σ} for some i ≤ k. This will be done by putting certain collapses together.
All the faces of the maximal element of an interval in v 0 must be in the interval. So the intervals in v 0 can contain at most one 0-cell, and these are all critical. So let M 0 = Σ 0 , and let the collapse be trivial. Now assume we have constructed the collapse of Σ m−1 . If v m = G{σ}, the gσ:s are critical, and so
where the homotopies extends the homotopies
, where ρ = σ. Since ∼ is G-equivariant, any group element xing σ must also x ρ. So we can apply the collapse referred to in proposition 5 for each interval in v m , and get Σ m Σ m−1 G M m−1 .
Since Σ = Σ n for some n, we get Σ G M n def = M, and M is a complex with one p-cell for each critical p-simplex in Σ with respect to ∼. This completes the proof.
Finally, we quickly and informally discuss why generalized Morse matchings suit the equivariant case better than classical ones.
In a classical Morse matching, a simplex σ always has to get matched to a single side τ = σ \ {v} of σ. If some subgroup H ⊆ G permutes the vertices of σ, there may be no side of σ that is invariant under H, though σ is. Then, we cannot match σ equivariantly, so σ has to be critical.
However, in a generalized Morse matching, we can match σ to any face ρ of σ, so the codimension doesn't have to be one. Hence, if H is σ's group of invariance, we can match σ whenever some face of σ is H-invariant, instead of only when some codimension one face is invariant. This clearly gives us way more opportunities.
An application to graph theory
In section 5 of [Fo 02a], Forman discusses an graph theoretic application of discrete Morse theory. Namely, he uses it to determine the homotopy type of the complex of non-connected graphs, described below. In this section, we show how our equivariant discrete Morse theory strengthens these results, to determine the Γ-homotopy type of the complex, for a certain group Γ. In this chapter, we denote groups by Γ, leaving G to denote graphs.
The complex of non-connected graphs
We will denote by N n the complex of non-connected graphs on n vertices, constructed as follows:
Consider the complete graph K n on n labelled vertices, and let E n be its edge set. Let N n have vertex set E n , which means N n has n 2 vertices, one for each edge in K n . Now every spanning subgraph of K n (i.e. those subgraphs containing all n vertices) will naturally correspond to a subset of E n . Now let the simplices of N n be those subsets of E n that correspond to non-connected graphs. Then N n is a simplicial complex, since the property of being non-connected is closed under subgraphs (if G is non-connected, then G \ e clearly is, too).
Remark 5. The above construction works when non-connectedness is replaced by any property that is closed under subgraphs. Examples of such properties are k-colourable graphs, not k-connected graphs and acyclic graphs.
The complex N 4 is illustrated below, and the reader may verify that its simplices exactly correspond to the non-connected subgraphs of K 4 . You may also verify that the biggest non-connected graphs are isomorphic to K n−1 together with one isolated node. So in general, N n has dimension n−1 2 − 1. He shows that N n
, where k i=1 S n i denotes the wedge of k spheres of dimension n (i.e the CW-complex consisting of one 0-cell and k n-cells).
Forman does this by constructing a Morse matching whose Morse complex M f consists of the cells corresponding to:
• The graph consisting of the single edge {1, 2}.
• The graphs with exactly two connected components, one containing the node labelled 1, the other containing the node labelled 2. Furthermore, the connected components are trees, and the labels on each branch of the trees are increasing away from 1 and 2, respectively. An example of such a graph is given below. It is a rather easy exercise to show that there are (n − 1)! such graphs, and that each of them has n − 2 edges (and so constitute an (n − 3)-cell of N n ). It follows that N n 
Equivariant collapse of N n
Obviously, the property of being non-connected is a graph property, which means that it only depends on the isomorphism type of the graph. So any relabelling of the nodes of K n will induce an automorphism of N n . Since a relabelling of the nodes is given by a permutation of {1, . . . , n}, we have a group action by S n on N n .
However, this group action doesn't restrict to the Morse complex M f in the last section, since if the labels on the branches of G increase away from 1 and 2, this may not be so after a relabelling of the nodes. Geometrically, this means that the homotopy equivalences Forman constructs don't respect the symmetries of N n We would like to construct a Morse matching that respects the symmetries of N n . However, we don't want the Morse complex to be too big, so if we could do with one 0-cell and (n − 1)! cells of dimension n − 3, that would be great, since that is the minimal CWcomplex homotopy equivalent to
. We couldn't do that S n -equivariantly, since there is no 0-cell in N n that is xed by S n . So we will look at a slightly smaller group action.
Consider the subgroup Γ ⊆ S n that xes {1, 2}. This group permutes the sets {1, 2} and it is clear that Γ ∼ = C 2 × S n−2 , since Γ permutes {1, 2} and {3, . . . , n} independently. So we have an action on N n by C 2 × S n−2 . This is, in fact, the biggest group Γ such that we could possibly have
. Because any such group must x the unique 0-cell of
In what follows, we let Γ denote the group C 2 × S n−2 . We will construct a generalized Morse matching ∼, whose Morse complex is isomorphic (as a CW-complex) to
, and such that ∼ is Γ-equivariant. We will then check how Γ acts on the Morse complex, and so determine the Γ-homotopy type of N n .
Let M denote the subset of N n containing:
• The graph consisting of the single edge e = {1, 2}.
• The graphs that are the union of two chains, the node 1 being an endpoint on one of them, 2 being the endpoint of the other.
Our goal is that ∼ should match everything except M . The matching ∼ will be constructed in two stages:
1. If the graph G contains the edge e = {1, 2} and at least one more edge, match
The graphs in N n that are still unmatched are the graph with the single edge e, and the graphs G not containing e, but such that G ∪ e is connected.
It is readily seen that these are the graphs that have two connected components, one containing 1, the other containing 2.
2. Let G be a graph that is not yet matched. Denote the connected components of G by G 1 (for the one containing 1), and G 2 (the one containing 2).
Follow G 1 away from 1. If G 1 is not a chain, there is a rst node v 1 at which this can not be done uniquely. In other words,
Moreover, among all such nodes, v 1 is the one with minimal distance to 1. Let S 1 be the set of neighbours to v 1 , minus the one on the chain from v 1 to 1 (if v 1 = 1). If G 1 is a chain, set S 1 = ∅.
If G 2 is not a chain, dene v 2 and S 2 analogously, replacing 1 by 2.
A picture will clarify things: Among the so far unmatched graphs, it is clear that G / ∈ M i at least one of v 1 and v 2 is dened, and then at least one of S 1 and S 2 has multiple elements.
Let G = G 1 ∪ G 2 be a not yet matched graph, that has no edges between nodes in S 1 or S 2 . Construct from G the graph G , where you have added all possible edges within S 1 and S 2 (so that G restricted to S i is a complete graph). See gure 7.4. Proof. The graph containing only the edge e = {1, 2} is clearly unmatched. All graphs H that are unmatched after the rst stage, and are not in M , have either S 1 or S 2 (as dened above) non-empty. Let G be constructed from H by deleting all edges within S 1 and S 2 . Then H ∈ [G, G ], so H is matched in the second stage.
On the other hand, the graphs in M are unmatched in the rst step and have empty S 1 and S 2 , so they are unmatched by ∼.
Proposition 7.2. The matching ∼ above is a Γ-equivariant generalized Morse matching.
Proof. We rst show that ∼ is a generalized Morse matching.
Suppose for a contradiction that there were a closed cycle
where G i and H i are in the same interval in ∼ (possibly, G i and H i are equal), and H i and G i+1 dier by only one edge. If for some i, H i and G i were matched in the rst stage, we had e = {1, 2} ∈ H i . If G i+1 = G i , G i+1 must also contain e, and so be matched downwards, so G i+1 = H i+1 = H i \ f for some edge f . Inductively, we then see that all graphs in the sequence above contain e, and that the sequence is decreasing (and strictly decreasing every second step). This contradicts the fact that the sequence indeed was a cycle. So e / ∈ H i for all i. So all matchings in the cycle are made in the second stage. Then, the ⊆ steps in the sequence don't aect S i , v i or the path from i to v i for i = 1 or 2. This is immediate from the construction of ∼. So for the cycle to be closed, this must not be aected in the ⊃ steps either.
Hence, in the ⊃ steps, we are removing edges that are further away from v i than S i is. On the other hand, these edges are unaected by what happens in the ⊆ steps.
This means that such edges can only be removed when going to the right in the sequence above. But every ⊃ step is strict inclusion, since G i+1 is a proper face of H i in N n . This contradicts our assumption that the cycle was closed. Hence P (N n )/ ∼ is acyclic, so ∼ is a generalized Morse matching. Now the construction of ∼ was independent of the labeling of the nodes 3, . . . , n, and didn't depend on which was which of 1 and 2. It follows that ∼ is Γ-equivariant.
We can now conclude that there is a Morse complex M with one (p − 1)-cell for each graph in M with p edges, such that M Γ N n . To make this result interesting, we only need to determine the structure of M. But this is straightforward, since this structure is derived directly from that of the set M of graphs.
M contains one graph with one edge, namely the graph with the single edge {1, 2}. All other graphs in M consists of two disjoint chains, so they have n − 2 edges. We also see that there are (n − 1)! graphs in M that are the disjoint union of two chains, since every such graph naturally corresponds to a permutation of 2, 3, 4, . . . , n. Namely, for any such permutation, insert 1 directly in front of 2, and make one chain of the rst part of the permutation, ending at 1, and one chain of its second part, beginning at two. If the two chains of G have the same length, there is exactly one element of Γ that xes G, namely the one that interchanges the two chains. If the chains have dierent length, there is no group element xing G, since such a group element must map the labels in the longest chain to themselves, and the labels in the shortest chain to themselves.
The orbit of a graph G is determined by the length of G's longest chain. This can be any number between n 2 and n − 1, so there are n 2 orbits in M. If the chain lengths in an orbit are dierent, the orbit has size 2(n − 2)!. This is because every graph in the orbit can be identied with a permutation of 3, . . . , n, together with a choice of which of the chains 1 should be in. If the two chain lengths are the same, we don't have this last choice, so then the orbit has size (n − 2)!. If Γ is a topological group, let Γ + be Γ together with a disjoint base point +, xed by Γ. Hence, Γ + ∧ S n is a wedge of spheres indexed by Γ.
If H ⊆ Γ acts on S n , then H acts on Γ + ∧ S n by h[γ, x] = [γh −1 , hx]. Let Γ + ∧ H S n denote Γ + ∧ S n modulo this group action. It inherits a group action of Γ on the rst coordinate.
We see that, as Γ-complexes, Γ + ∧ S n can be constructed by attaching Γ × D n to a 0-cell, and Γ + ∧ H S n by attaching Γ × H D n to a 0-cell. Moreover, Γ + ∧ S n ∼ = Γ + ∧ H S n if H is trivial.
Looking back at the homotopy type of N n , we can distinguish two cases. The case where n is even gets pretty involved; we will carry out the details below. When n is odd, however, the classication becomes nice and simple, and we write down this as a theorem.
Theorem 7.4. Let n ≥ 3 be an odd number and let N n and Γ be as dened above. Then
The right hand side denotes the wedge of n−1 2 orbits of (n − 3)-cells, where the group action on each orbit is free. Note that, when the group action is ignored, we have n−1 2 |Γ| = (n − 1)! cells in the Morse complex.
In the case where n is even, we get another problem. Since one of the orbits has non-free group action, we cannot be sure a priori that the all the cells can be identied at one point. The following lemma will solve that problem.
Lemma 7.5. Any two of graphs in M , except the graph containing only {1, 2}, are unrelated in P (Σ)/ ∼.
Proof. Assume that the graphs G and H were critical, and that G < H in P (Σ)/ ∼.
Then there were a sequence
of graphs where G i were matched to H i by ∼. Since H is critical, hence the union of two disjoint chains, it follows that G 1 is the union of three disjoint chains. But such graphs are matched to G 1 ∪ e where e = {1, 2}. By induction, we see that all G i either contain the edge e, or have at least three connected components (since H i \ {e} has at least three connected components). So as G is ∼critical, it contains only the edge e.
So there are no relations between the graphs corresponding to (n − 3)-cells in the Morse complex. Hence, they can show up in any order in the linear extension in the proof of theorem 6.6. In particular, we can choose to save the graphs with two equally long chains to last. Let M be the Morse complex as it stands before we have added these.
Each cell corresponding to graphs with equally long chains, has invariance group C 2 ⊆ Γ. Here, C 2 describes the isomorphism type of the invariance group, it is not necessarily equal to the rst factor in Γ = C 2 × S n−2 .
The group action on each orbit in M is free, so the only point in M that is left invariant by some group element is the 0-cell. So for the boundary map to be Γ-equivariant, it must attach each of the last cells to the 0-cell in M . Thus, N n is Γ-homotopic to a wedge of spheres also when n is even. This wedge is described in the following, concluding, theorem.
Theorem 7.6. Let n be an even number, and let N n and Γ be as dened above. Then
, where H i is trivial for i = 1, . . . , n 2 − 1 and H n 2 ∼ = C 2 .
