Abstract: This paper addresses the problem of analysing the diagnosability of a P-time labelled Petri net with partial information. Indeed, the set of transitions is partitioned into those labelled with the empty string ε called silent (as their firing cannot be detected) including the faulty transitions and the observable ones. The diagnosability can be defined as the ability to detect the type of a failure within a finite number of steps after its occurrence -the system is then said to be diagnosable. The proposed approach is based on the synthesis of a modified state observer where the fault transitions are considered as observable allowing the construction of a sampath-like diagnoser. The novelty of the developed approach resides in the fact that, although the time factor is considered as intervals, the diagnoser is computed thanks to the underlying untimed Petri net structure of the P-time labelled model considered. Furthermore, the method relies on linear programming techniques and the schedulability analysis of particular firing sequences exhibited by the analysis of the obtained diagnoser and does not require the building of the state class graph.
Introduction
The increasing complexity of man-made systems such as communication systems, manufacturing systems and computer-based systems, to name but a few, has given rise to the development of analysis and control techniques with the aim of helping the administrator to safely and securely make its decision whatever the circumstances are. Indeed, making the right decision in an uncertain environment is a quite challenging task -this uncertainty can be, in some cases, due to the impossibility to associate a dedicated sensor to each component of a complex system to determine its eventual malfunction. The failure situation of an existing sensor should also be considered as the provided information may no longer be available.
So, to face the uncertainty and particularly to precede the exploitation of the system considered, it becomes necessary to estimate the state in which it may be given some available data called observations. Thus, as the state information cannot be directly obtained, a state feedback policy cannot be considered and an alternative approach must be provided.
In the classical system theory, this lack of information has led to the introduction of observers or estimators. Indeed, an observer can be considered as an external agent which attempts to estimate or reconstruct the internal state of a system based on some tangible measurements. From a discrete event dynamic systems point of view and more precisely from a Petri net (PN) perspective this issue can correspond to the estimation of a PN marking, thanks to partial information based on the observation of particular events (namely, the observable ones).
Thus, under these circumstances, being given a trace (or a sequence) of observed events, corresponding to a behaviour of the considered plant, the following problem can be addressed:
Has a fault occurred?
Trying to answer this interrogation is tantamount to solving a fault diagnosis problem. Another important issue can also be derived:
Is it possible to reconstruct with certainty the fault occurrence observing traces of finite length?
In other words, are the plant observations distinct enough to allow the detection of a faulty event?
This last question is equivalent to a priori determining if the considered system is diagnosable.
These recent years, the fault diagnosis and system diagnosability problems have receive extensive attention particularly in the framework of automata models and regular languages (Sampath et al., 1995; Cassandras and Lafortune, 2008; Lin, 1994) . Nevertheless, there are still few studies in the time discrete event systems (DESs) context where the time is modelled as intervals, although some work dealing with timed automata can be found (Tripakis, 2002; Bouyer and Chevalier, 2005; Cassez, 2010) . This paper focuses on these issues for DESs modelled by P-time labelled PN models as they offer a compact representation unlike automata models for which the whole state space may generally be generated.
A preliminary version of this paper was presented in Bonhomme (2015a) where a fault diagnosis technique for P-time labelled Petri net (P-TLPN) systems was presented. The plant observation is given by a set of labels whose occurrence can be detected by an adequate observer -these particular labels are associated to observable transitions and the other transitions, the unobservable ones (also called silent transitions) are labelled with the empty string ε. In the considered approach the fault diagnosis problem is solved thanks to the introduction of an appropriate diagnoser in the form of a function which associates to each observation a diagnosis state allowing to determine a fault occurrence.
The diagnosability being defined as the ability to detect a fault within a finite number of steps after its occurrence, a diagnosability definition for P-TLPN systems along with a procedure allowing to verify this property is provided in this extended and enriched version. In the proposed technique the set of unobservable transitions is further partitioned into the set of faulty transitions and the set of regular ones (i.e., the latter are unobservable and non faulty). The developed approach is based on the synthesis of a modified state observer (MSO) which is an estimator automaton where the fault transitions are considered as observable. The obtained MSO is then used to synthesise a diagnoser automaton inspired by the theory of Sampath et al. (1995) which is checked for indeterminate cycles via a schedulability analysis procedure using linear programming techniques. Intuitively, an indeterminate cycle corresponds to the presence of two cycling sequences of labels in the system with the same observation, such that a fault occurs in the first sequence but not in the second one (i.e., the observations are not distinct enough to enable the fault detection).
The proposed approach does not require the state class graph (SCG) construction and consequently it does not face the well known state space explosion problem. Indeed, the construction of the MSO and its derived diagnoser is based on the analysis of the underlying untimed PN of the P-time labelled PN considered. Thus, thanks to the obtained diagnoser once an indeterminate cycle is detected, the associated firing sequences feasible on the untimed underlying PN consistent with the current observation will be determined. Then, they will be checked for schedulability allowing to decide if a fault has really occurred in the considered system. In particular, the following assumptions are made:
1 The net structure and the initial marking are known. 2 The fault model is known.
3 The underlying untimed PN, of the P-TLPN considered is bounded.
4 The PN induced by the set of unobservable transitions does not contain circuit of null duration.
Note that the goal of this latter assumption is that of excluding the situation where infinity of actions may take place in a finite amount of time, preventing the net induced by the set of unobservable transitions from being Zeno (Hadjidj et al., 2007) . Indeed, this situation is in complete contradiction with a diagnosability strategy. In addition, there is no restrictive structural assumption as in Giua et al. (2007) where the subnet induced by the set of unobservable transitions is backward conflict free. The paper is organised as follows: after an overview of the pertinent literature, a brief reminder of the basics of untimed PNs followed by a formal definition of P-time labelled PNs is realised in the next section. Section 3 covers the procedure of estimation and the construction of the state observer. The schedulability analysis of the occurrence sequence highlighted by the state observer and its application to the estimation problem are studied in Section 4. In Section 5 the fault diagnosis problem is solved and a procedure allowing to test the diagnosability of a P-TLPN system is given. Section 6 presents an illustration of the developed method and Section 7 concludes the paper and gives suggestions for future research.
Literature review
For DES state estimation has been addressed by several researchers. For instance, in Giua et al. (2007) the authors deal with the marking estimation of a labelled PN system. Thanks to structural assumptions on the subnet induced by the set of unobservable transitions, they propose an algebraic characterisation of the set of consistent markings once a sequence is observed.
In the framework of fault detection or fault diagnosis several approaches can be found in the literature and in Zaytoon and Lafortune (2013) a complete survey of relevant methods for DES can be found. In Cabasino et al. (2010) a diagnosis approach based on the concept of basis marking and justification is proposed under the acyclicity assumption of the unobservable subnet of the system considered. Intuitively, for an observed sequence (word) ω, a justification corresponds to the set of minimal (in terms of firing vector) unobservable transitions interleaved with ω necessary to complete ω into a fireable sequence on the net considered, from the initial marking. They extended their work in Cabasino et al. (2014) to provide a diagnosability approach for bounded labelled PN by introducing two graphs, namely the modified basis reachability graph (MBRG) and the basis reachability diagnoser (obtained from the MBRG). Necessary and sufficient conditions for diagnosability are given but the construction of the two graphs is of exponential complexity with respect to the structure of the PN considered and its initial marking. Basile et al. (2012) deal with the problem of K-diagnosability (i.e., diagnosability in at most K observations after the fault occurrence), for PNs thanks to integer linear programming techniques. They provide a necessary and sufficient condition for untimed bounded systems (labelled and unlabelled) with no particular assumptions on the structure of the net induced by the set of unobservable transitions. In Cabasino et al. (2012) thanks to the introduction of a Verifier net which is a special class of PNs, the authors provide necessary and sufficient conditions for both diagnosability and K-diagnosability issues of unbounded labelled PN.
There are relatively few works in this topic in the time DESs paradigm where the time factor is represented as intervals, so, many problems are still open. Concerning the time PN model of Merlin and Faber (1976) and Basile et al. (2013) proposed a procedure for estimating the marking of the model in presence of unobservable transitions. They introduced a modified SCG which captures the required information on the possible evolution of the system starting from a given initial marking. Thanks to this graph, being given a timed sequence and a time instant, the set of markings consistent with the current observation is determined via integer linear programming techniques. The approach is restricted to bounded time PNs.
More recently, Basile et al. (2015) extend the previously mentioned approach developed in Basile et al. (2013) to deal with the state estimation and the fault diagnosis problem for systems modelled by time PN augmented with labels. Wang et al. (2015) thanks to a fault diagnosis graph (FDG) which is a truncation of the conventional SCG (Berthomieu and Diaz, 1991) developed an online technique for the fault diagnosis of systems modelled by unlabelled time PNs. The FDG is constructed incrementally with respect to the current observation and its number of states can be, in the worst case, the same as the one of the traditional SCG. Indeed, the FDG is obtained from the SCG by only keeping the information required for the evaluation of the fault states and the authors concentrate on the sequence information and remove the irrelevant state classes (i.e., which are not used in the fault diagnosis). Intuitively, the state classes which are obtained after the firing of an unobservable transition are discarded as the diagnosis state is updated after an observation. The acyclicity assumption of the subnet induced by the unobservable transitions is also considered. The authors further extend the method in Wang et al. (2014) by using reduction rules and model checking techniques. Basile et al. (2014) deal with the K-diagnosability of systems modelled by time labelled PNs. The proposed approach is also based on the concept of modified SCG of Basile et al. (2013) and thanks to the synthesis of a diagnoser, the K-diagnosability property is verified using linear programming techniques. The approach is still restricted to bounded time PNs with no cycles of unobservable transitions. In the automata context (Paoli and Lafortune, 2005) further extend diagnosability to the safe diagnosability notion, requiring that the fault detection occurs before the execution of a given set of forbidden traces.
The technique developed in this paper is in the spirit close to the approach of Basile et al. (2014) but as mentioned earlier, it does not require the construction of the SCG. Indeed, the number of nodes of the modified SCG is always greater than or equal to the traditional SCG introduced by Berthomieu and Diaz (1991) . Furthermore, changing the timing structure of the P-TLPN considered, in a test or simulation purpose, does not necessitate to restart the procedure from scratch, as it is the case for enumerative analysis based techniques (i.e., the SCG must be re-constructed).
Petri nets

Untimed PN
The reader unfamiliar with PNs can refer to Murata (1989) in the following only the basic notions are recalled.
A place/transition net (P/T net) is a structure N = (P, T, Pre, Post), where P is a set of m places; T is a set of n transitions. Pre: P × T → N and Post: P × T → N are the pre and post incidence functions that specify the arcs; C = Post − Pre is the incidence matrix. The preset and post set of a node X P T are denoted °X and X°. A marking is a vector M: P → N that assigns to each place of a P/T net a non-negative integer number of tokens, represented by black dots. M(p) is the marking of place p.
A net system N; M 0 is a net N with an initial marking M 0 . A transition t is marking enabled at M if M ≥ Pre(., t). A transition t enabled at M may fire, yielding the marking M' = M + C(., t).We write M [σ > to denote that the sequence of transitions σ is enabled at M, and we write M[σ > M' to denote that the firing of σ yields M'. A marking M is reachable in N; M 0 iff there exists a firing sequence σ such that
The set of all sequences that are enabled at the initial marking M 0 is denoted L(N, M 0 ) i.e., L(N, M 0 ) = {σ T* M 0 [σ >} with T * the Kleene closure of set T i.e., the set of all firing sequences of elements of T of arbitrary length, including the empty sequence λ. The notation σ' σ will correspond to the firing sequence σ' followed by firing sequence σ, i.e., the concatenation operation; σ' is the prefix of firing sequence σ' σ. The set of all markings reachable from M 0 defines the reachability set of N; M 0 and is denoted R (N, M 0 ). Given a net N = (P, T, Pre, Post) and a subset T s ⊆ T, the T s -induced subnet of N is the net N s = (P, T s , Pre s , Post s ) where Pre s and Post s are the restrictions of Pre and Post to T s . So, the net N s is obtained from N by removing all transitions in T\T s , it is denoted also by . 
Labels mapping
A labels mapping LM is associated to each transition of the net considered as follows
with Ω a finite alphabet and ε the empty string.
In the proposed approach, the set of transitions is partitioned into two sets: observable transitions whose firing can be detected by an external observer, denoted as T o and unobservable transitions whose firing cannot be detected, denoted as
More precisely, the following stands: T u = {t T|LM(t) = ε}, transitions in T u are also called silent and T o = {t T|LM(t) ε} (i.e., To is the set of transitions labelled with a symbol in Ω).
In the proposed approach, the same label ζ Ω can be shared by several transitions, i.e., two transitions t i , t j with t i t j will be called indistinguishable if:
The extension of the label mapping can be realised over sequences, LM: T* → Ω*, recursively as follows:
4 LM(λ) = ε where λ is the empty sequence.
P-time PNs
Definition 2.1: The formal definition of a P-TPN (Khansa et al., 1996) is given by a pair N; I where: N is a marked place/transition net (a P/T net system augmented with a marking)
with:
P: the set of places of the net N Q + : the set of positive rational numbers I i defines the static interval of the operation duration of a token in a place p i .
A token in place pi will be considered in the enabledness of the output transitions of this place if it has stayed for a i time units at least and bi at the most. Consequently, the token must leave p i , at the latest, when its operation duration becomes b i . After this duration bi, the token will be 'dead' and will no longer be considered in the enabledness of the transitions. According to the strong firing mode, a transition in a P-TPN, is forced to fire unless it is disabled by the firing of another conflicting transition. Let consider i the clock associated with the token denoted I TK of the P-TPN (TK being the set of tokens of the P-TPN considered). υ is a valuation of the system, i.e., a mapping associating to each token i of the P-TPN, an element of (R ≥0 ), υ i , representing the time elapsed since the token i has been created (i.e., the valuation of the clock i ). So, υ (R ≥0 ) TK with the notation A X representing the set of mappings from X to A. 0 is the initial valuation with i, 0 i = 0. The semantics of a P-TPN can be defined as a timed transition system (TTS). A state of the TTS is a couple s = (M, υ) where M is a marking and υ a valuation of the system.
Definition 2.2:
The semantics of a P-TPN N; I is defined by the TTS S N = (Q, {q 0 }, , →):
The discrete transition is defined t i T by:
. token in , . , token in involved in 's firing :
0 if created by . token , otherwise. Finally, given a sequence of labels (a word) ω Ω*, it is denoted by ω k the k th element in ω and the number of elements of ω is denoted by |ω|. For a Ω, we write a ω if there exists k ≥ 1 such that ω k = a (i.e., a is an element of the word ω). Furthermore, let ω 1 , ω 2 , …, ω n be n sequences of labels (i.e., w i Ω*, 1 ≤ i ≤ n), the notation ω = ω 1 ω 2 … ω n will be the concatenation of ω 1 , ω 2 , …, ω n .
The next section recalls the procedure (Bonhomme, 2015b) to construct the state observer.
Estimation procedure
The goal of the observer is to give the current state estimate of the system based on the information of the observed traces. The state of the observer will consist in a set of states the model can be in after a label observation. T u , the unobservable reachability mapping UR, which enables to find the markings reachable from a given marking M i , following the firing of all unobservable sequences is defined as:
with 2N m the power set of the markings of the PN considered.
State observer
Let N i and N j be two nodes of the graphical representation of the state observer (associated respectively to the states y i and y j of the observer) such that it exists a directed arc linking N i to N j (N i → N j , i.e., N i is a predecessor of N j ) labelled with a k with a k as illustrated on Figure 1 . Y so is the set of states of the state observer E so = is the set of labels (associated to the observable events) For y l Y so a state of the observer and ω * so E a string of observable labels f so (y 0 ,
where
With the two sets SSM and SEM defined as in Ghazel et al. (2009) 
:
Intuitively, for a given node N s of the state observer, after the observation of the word ω, the set SEM(N s ) SSM(N s ) represents the set of markings that are consistent with the current observed word. The other nodes can be computed recursively as explained in the following.
1 The state observer starts in the initial state y 0 and its associated initial node N 0 is composed of SEM(N 0 ) = {M 0 } and SSM(N 0 ) = UR(M 0 ).
2 As soon as a label a k (associated with an observable transition t k T o ) is observed a new state y l of the observer is calculated yielding a new node N l :
The set of entry markings of node N l is obtained by investigating the set of markings resulting from the firing of transition t k starting from any marking (SEM SSM) of N 0 .
The set of shadow markings of N l corresponds to the set of markings obtained by the firing of all unobservable sequences of transitions starting from any entry marking of N l .
3 Return to 2 with the newly calculated state as the initial state. 
State observer construction
UPNODES, the set of unprocessed nodes, i.e., they are under investigation.
PNODES, the set of processed nodes.
FT OBS (N e ), the set of observable transitions fireable from a marking of node N e , i.e., 
Figure 2 P-TLPN model
Let consider the P-TLPN of Figure 2 with T u = {t 4 , t 5 , t 6 , t 7 }, T o = {t 1 , t 2 , t 3 }, Ω = {a, b} where LM(t 1 ) = a, LM(t 2 ) = LM(t 3 ) = b (transitions t 2 and t 3 are indistinguishable) and
The corresponding state observer, obtained thanks to the previous procedure, with two nodes is depicted on Figure 3 . Definition 3.6: Given a marking M i R(N, M 0 ) and a transition t f T o (associated with a label l f Ω, i.e., LM(t f ) = l f ), the set of candidate sequences denoted CS(M i , t f ) is the set of firing sequences, composed of the unique final observable transition t f , which can occur from M i , i.e., * , , :
CS M t s t s T λ t T M s t ∪
With respect to the timing constraints to be satisfied, candidate sequences can be in the state possible or impossible. As N u Tu N (i.e., the PN induced by the set of unobservable transitions) is not Zeno by assumption, it is ensured that the time is diverging with regard to the length of the firing sequences, thus, the set of candidate sequences from a marking is necessarily finite (at the instant of observation) and it can be investigated. The following section addresses the schedulability analysis (Bonhomme, 2013 ) of an occurrence sequence (i.e., a procedure verifying if the considered firing sequence can occur without any violation of timing constraints) and its application to the estimation problem.
Schedulability analysis and estimation
Let σ = t a t b t c ... t q be a firing sequence of length s (denoted |σ| = s). The j th fired transition of σ will be associated with the j th firing instant. A variable x i will represent the elapsed time between the (i − 1) th firing instant and the i th one (with x 0 = 0). For instance on Figure 4 , (x 2 + x 3 ) is the time elapsed between the first firing instant (associated with transition t a ) and the third one (transition t c ).
Figure 4 Firing instants
In a P-TLPN, the sojourn time (i.e., the amount of time that a token has been waiting in a place) is counted up as soon as the token has been dropped in the place as seen previously. To compute the firing instants, this approach requires that a token is identified by three parameters: the place that contains it, the information of its creation instant and of its consumption one.
Function TOK is defined with this purpose assuming that a FIFO queuing policy in the net is used in the sequel:
TOK(j, n, σ) = {p P|p contains a token created by the j th firing instant and consumed by the nth one in firing sequence σ}.
When it is clear from the context σ will be omitted in the notation of TOK (.) . When the weight of the P-TLPN arcs is element of N, TOK(j, n) is a multi-set. For the sake of simplicity, only ordinary P-TLPN are considered (the arcs weight are element of {0, 1}). Tokens, with the same creation instant, located in different places and involved in the same transition firing may mutually constrained their sojourn time, the following quantities, Dsmin and Dsmax, are introduced in order to evaluate the contribution of these tokens. So, Dsmin represents their availability in order to participate to this firing and similarly, Dsmax expresses the fact that they all must be prevented from dying (with [a i , b i ] the static interval associated with the place p i ).
The definition of the following set SEN(q), allowing to determine the creation instants of tokens involved in the q th firing instant, is also necessary:
SEN q u TOK u q t
To express more simply the obtained results, the definition of the following coefficients is required:
The following proposition is finally obtained:
Proposition 2: A sequence of transitions σ = t 1 t 2 ... t q is schedulable (i.e., it may be fired respectively at firing instants 1, 2, ..., q) if and only if there exist x 1 ≥ 0, x 2 ≥ 0, ..., x q ≥ 0 such that:
In the sequel this system will be denoted as S σ (q) or simply S σ when it is clear from the context. Thanks to this characterisation of a firing sequence, the Zenoness property can be checked by evaluating the minimal duration of the circuit of unobservable transitions under consideration -for instance, by minimising the sum of the firing instants (the xi variables) associated with the considered transitions. Finally, as in Basile et al. (2015) , we denote ω t = ((a 1 , τ 1 ), (a 2 , τ 2 ) ... (a n , τ n )) (Ω × Q + )* a time-label sequence (TLS), i.e., a sequence of pairs (observed label-time instant). Indeed, in the considered sequence, label a i is observed at absolute time τ i (i ≥ 1) and τ 1 ≤ τ 2 ... ≤ τ n . Now all the required material for the proposed method is given, the principle is presented as follows:
Starting from the initial state, once a label a f will be observed at the absolute time τ f .
The set of associated observable event
will be evaluated.
T the set of feasible candidate sequences CS(M 0 , t f ) will be computed, A switch from node N 0 to node N f (created by the observation of label a f ) is realised in the state observer.
For each σ f CS(M 0 , t f ) (with P o (σ f ) = t f ) the associated linear system f σ S will be constructed, And each σ f will be checked for schedulability with the following additional constraint:
Thanks to these considerations it is ensured that sequence σ f is schedulable and the firing of t f occurs at τ f . Once a firing sequence is proved to be possible the set of markings the system can be in is then determined.
Let denote by FEAS(N 0 , t f ) the set of schedulable firing sequences from node N 0 ending with the unique observable transition t f (it is a subset of the set of candidate sequences). 
Furthermore, based on the knowledge of the schedulable candidate firing sequences only a subset of the set of entry markings of node N f (resulting from the firing of transition t f ), denoted SEM'(N f ), will be considered for the next step. It holds:
Afterwards, if another label a x is observed at absolute time τ x then:
T the set of feasible candidate sequences CS(M i , t x ) will be computed with M i SEM(N f ).
A switch from node N f to node N x is realised in the state observer.
For each feasible firing sequence (on the underlying untimed PN)
σ σ S will be constructed.
It is recalled that
' f σ is a schedulable firing sequence determined in the previous step with label a f observed at τ f and
Each previously determined ' f x σ σ will be checked for schedulability with the following additional constraint:
Ensuring that the firing of t x occurs at τ x .
And so on, the same method is iteratively applied with respect to the current observation.
So, more formally the following principle is obtained: let ω obs be an observed word (i.e., a sequence of labels ω obs = a 1 a 2 a 3 ... a i a i+1 ... Ω*) and let N i (i ≥ 1) be the node of the associated state observer obtained after the observation of label a i ω obs detected at absolute time τ i , as illustrated on the following figure (Figure 5 ). The associated sets FEAS and SEM' are computed as follows:
, | | augmented with is non-empty .
is the set of entry markings of node N i resulting from the firing of schedulable firing sequences with respect to the current observation. Roughly speaking, FEAS(N i , t k ) is the set of candidate sequences of node N i ending with t k and which can be completed by schedulable sub-sequences into a schedulable firing sequence starting from the initial marking of the P-TLPN considered.
So, by this way it is ensured that the feasible firing sequences associated with the observed TLS ((a 1 , τ 1 ), (a 2 , τ 2 ) ... (a i+1 , τ i+1 ) ) are effectively computed.
In the next section, addressing the fault diagnosis and the diagnosability problems of a P-TLPN system, this set will be used to evaluate the state diagnosis associated with an observed TLS.
Fault diagnosis and diagnosability
The set of unobservable transitions is partitioned into two subsets, T u = T f T reg where the set T f includes all the fault transitions (modelling anomalous or faulty behaviour) The fault diagnosis analysis depends on the current observation, the following paragraph addresses the diagnosability problem: thanks to the topological and timing structures of the considered P-TLPN system, is it possible to detect a fault in a finite number of steps after its occurrence? For this purpose the notion of MSO is introduced, it will be the prerequisite for the construction of a diagnoser in order to solve the diagnosability issue.
Modified state observer
Definition 5.3: The MSO for the partially observable P-TLPN N with initial marking M 0 , T = T o T u and T u = T f T reg is defined by the five-tuple (Y mso , E mso , f mso , y 0 , ς mso ) where the key modification for its construction, with regard to the state observer of Definition 3.3 previously presented is: Intuitively, the set of labels of the P-TLPN considered is augmented with the set T f of faulty transitions (i.e., they are now considered as observable). This modification is also considered for the construction of the MBRG in the approach of Cabasino et al. (2009) for the diagnosability of bounded PN.
Let consider the P-TLPN of Figure 2 with now t 5 T o and t 7 T o , thus, T u = {t 4 , t 6 }, T o = {t 1 , t 2 , t 3 , t 5 , t 7 }. Indeed, the two faulty transitions are now observable leading to the MSO depicted in Figure 6 composed of three nodes with initial node X 0 . 
.
LG N With:
T denotes the set of schedulable transitions sequences that end in a faulty event
LG ( there are several fault classes, a P-TLPN system will be said to be diagnosable if it is diagnosable with respect to all fault classes. The diagnosability will be verified thanks to a diagnoser automaton and the procedure to obtain it from the MSO G, is fully explained and detailed in the book by Cassandras and Lafortune (2008) . Furthermore, as in Cabasino et al. (2014) the following assumption is considered in the proposed approach:
The P-TLPN considered does not deadlock after the firing of any fault transition.
The diagnoser of the MSO G, called Diag(G), of Figure 6 is depicted on Figure 7 . The procedure to obtain the diagnoser is fully explained and detailed in the book by Cassandras and Lafortune (2008 Definition 5.7 (Zaytoon and Lafortune, 2013) : An indeterminate cycle in Diag(G) is an uncertain cycle corresponding to the presence of two cycling sequences of labels (words) in the system with the same observable projection, such that a fault of class i f T occurs in the first sequence but not in the second one.
It follows that the property of diagnosability can be tested by analysing the cycles of uncertain states in Diag(G). Thus, the following major result, in the untimed case, is reminded:
Theorem 3 (Sampath et al., 1995) : Let N be a P-TLPN with T = T o T u and T u = T f T reg where the set T f includes all the fault transitions while T reg includes all unobservable
, i.e., the fault always occur and can be therefore detected.
, FS σ2 (|σ 2 |) , i.e., the firing sequences associated with the indeterminate cycles are both non schedulable.
The next section presents an illustration of the proposed method.
Illustrative example
Let consider the P-TLPN of Figure 8 with T o = {t 1 , t 2 , t 6 }, T u = {t 3 , t 4 , t 5 }, T f = {t 5 } (i.e., there is a unique fault class) and t T o , LM(t) = a. Note that there is a 'double arrow' between place p 3 and transition t 5 . The associated MSO is depicted on Figure 9 and the derived diagnoser is depicted on Figure 10 .
There is a unique uncertain cycle S 3 aS 3 which is also indeterminate on the untimed underlying PN of the P-TLPN model considered: the untimed associated model is non-diagnosable with respect to the fault class T f . Indeed, T f = {t 5 } and the firing sequences σ 1 = 1 5 , t t σ 2 = 2 4 5 t t t and σ 3 = t 3 t 6 can sequentially fire indefinitely and have the same observable projection a. Thus, the occurrence of the faulty transition t 5 cannot be detected for sure with the given observation. On the associated P-TLPN, thanks to the timing structure, it is easy to verify that σ 3 cannot fire as FS σ3 (2) = . Indeed, it will cause the death of the token in place p 1 , as (a 3 > b 1 ) with I(p i ) = [a i , b i ]. It is recalled that a strong firing semantic is considered for the P-TLPN model. So, only σ 1 and σ 2 are feasible, i.e., FS σ1 (2) and FS σ2 (3) -examples of firing schedule being respectively for σ 1 , σ 2 : 1 = ((t 1 , 2), (t 5 , 10), ...) and 2 = ((t 2 , 3), (t 4 , 5), (t 5 , 10), ...). The two previous feasible firing sequences (associated with the indeterminate cycle S 3 aS 3 ) have the same observable projection and T f σ 1 and T f σ 2 . So, the considered P-TLPN is diagnosable with respect to fault class T f (associated with the faulty transition t 5 ).
If the static interval associated with place p 3 is now, for instance, [2, +∞[ then the P-TLPN becomes non diagnosable as the firing sequences σ 1 , σ 2 and σ 3 are feasible (i.e., FS σ1 (2) , FS σ2 (3) and FS σ3 (2) ). Thus, an example of firing schedule for σ 3 is 3 = ((t 3 , 2), (t 6 , 4), ...). But in that case, a control layer should be added in order to prevent the token in place p 1 from dying. For instance the following firing schedule:
Contains σ 3 followed by σ 1 , both having the same observable projection with T f σ 1 and T f σ 3 . Furthermore, this firing schedule leads the P-TLPN to its initial situation.
Conclusions and perspectives
In this paper, a new methodology allowing to analyse the diagnosability of systems modelled by P-time labelled PNs is developed. It is based on the construction of a diagnoser inspired from the procedure originally presented by Sampath et al. (1995) in the automata context. This diagnoser is obtained thanks to the synthesis of a MSO which is an estimator where the fault transitions are considered as observable. Furthermore, both, the MSO and the resulting diagnoser are computed on the basis of the untimed underlying PN of the P-time labelled PN considered. This particularity allows to avoid the combinatorial state space explosion problem usually associated with the consideration of the time factor modelled as time intervals. Moreover, changing the timing structure of the P-time labelled PN does not necessitate to restart the procedure as it is usually the case for state classes based methods. The diagnosability of the system is based on the analysis of the set of indeterminate cycles highlighted by the structure of the obtained diagnoser. Thus, thanks to a schedulability analysis technique, the feasibility of the candidate firing sequences associated with the indeterminate cycles, on the P-TLPN considered is verified. To this purpose, an efficient procedure based on linear programming techniques is provided.
An issue currently investigated is the extension of the method to test the properties of K-diagnosability (i.e., is the fault can be detected after a finite number of observations) and Δ-diagnosability (i.e., is the fault can be detected after a quantified finite delay) of P-time labelled PN systems. Furthermore, in the longer term, the influence of the timing constraints on the diagnosability of the system under consideration will be analysed, i.e., changing the timing structure to convert a non diagnosable system into a diagnosable one.
