Abstract: We use new US county level data (3,058 observations) from 1970 to 1998 to explore the relationship between economic growth and the size of government at three levels: federal, state and local. Using 3SLS-IV estimation we find that the size of federal, state and local government all either negatively correlate with or are uncorrelated with economic growth. We find no evidence that government is more efficient at more or less decentralized levels. Furthermore, while we cannot separate out the productive and redistributive services of government, we document that the county-level income distribution became slightly wider from 1970 to 1998. Our findings suggest that a release of government-employed labor inputs to the private sector would be growth-enhancing.
Introduction
We study the role of various levels of government (federal, state and local) in US growth determination from 1970 to 1998. Our analysis is based on the exceptionally rich county-level dataset that has been assembled recently by Higgins, et al. (2006) , Young, et al. (2006a) and Young, et al. (2006b) to study conditional convergence in the US. In contrast to the 100 to 150 observations typical in the extant literature, the data contain over 3,000 county-level observations. To measure the extent of the government's involvement in the economy, we use the percentage of the population employed by the federal, state, and local governments in each county.
These variables complement those typically used in the literature. For example, taxes, government expenditures, and government capital stocks have been used as proxies for the extent of the public sector (Atkinson, 1995; Slemrod, 1995; Agel, et al., 1997; and, Rodrik, 2005) . We, in contrast, use a direct measure of the percent of a county's labor force that is under the direction of some level of government. Furthermore, whereas some studies (e.g., Sala-i-Martin 1997a and 1997b) are able to break down government expenditures into investment, consumption and education, we analyze the effects of the public sector at the federal, state and local levels separately. As far as we know, no studies have used government employment data at varying degrees of decentralization for studying economic growth.
Moreover, the large number of cross-sectional observations allows us to study the US as a whole as well three sets of sub-samples of interest: (i) metro and non-metro counties, (ii) five US regions (Great Lakes, Northeast, Plains, Southern, and Western states), and (iii) 32 individual states. Metro and non-metro sub-samples allow for the possibility that government's effect on economic growth varies with population density.
For instance, a higher population density may lead to negative externalities that the public sector is uniquely suited to deal with. Furthermore, regional and individual state samples allow for the possibility of heterogeneity of institutions and cultures conducive to relatively good or bad government (in terms of growth-determination). For example, the general view of what activities government should pursue may be radically different in various sections of the country. This carries over to the federal level if individual states request, allow, and/or encourage different types of federal activities; then the effects of government on economic growth may be significantly different.
In addition to the three measures of government employment variables, our analysis incorporates 38 other variables (as well as state-dummies for the nation-wide samples) to condition the growth rates of per capita income on. Given the large number of cross-sectional observations, our analysis represents a unique response to the criticisms of Levine and Renelt (1992) , Sala-i-Martin (1997a and 1997b) and Sala-i-Martin, et al. (2004) . These authors note that finding statistically significant effects for measures of the public sector is not robust as it is very sensitive to the inclusion of other conditioning variables.
1 Motivated by the "extreme bounds" analysis of Leamer (1983) , they devise methods to determine robustness in the face of a large number of conditioning variables when degrees of freedom only allow a small number of conditioning variables in a given regression. With over 3,000 county-level observations, we can include a large number of conditioning variables while maintaining ample degrees of freedom.
In terms of econometric methodology, we follow Higgins, et al. (2006) and employ a cross-sectional variant of a 3SLS-IV approach first developed by Evans (1997b) for estimating the growth equations. Evans (1997b) and Caselli, et al. (1996) show that data must satisfy highly implausible conditions for OLS estimators to be consistent. The 3SLS-IV estimation differences uncontrolled heterogeneity out of income growth rates and then consistently estimates the effect of initial income levels; that estimated effect is then used to recover the effect of government variables in the third-stage estimation.
2
To briefly summarize the main results, we find that the size of the US government at all three levels of decentralization (federal, state, and local) is either uncorrelated with or is negatively correlated with US county-level economic growth. Moreover, we find no evidence of government activities becoming more productive at more (or less) decentralized levels. Although we find that the county-level income distribution became marginally wider from 1970 to 1998, it does not appear that the lack of productive contribution of the public sector was compensated for by changes in the nature or the scope of its redistributive effects. We conclude that government activities at all three levels of decentralization are unproductive in the long run as they are growth-hindering.
The remainder of the paper is organized as follows: section II discusses the relation of this paper to recent literature on US growth determination; section III discusses our econometric methodology and data; section IV presents and discusses our 2 Caselli, et al. (1996) suggests a panel GMM method that differences out omitted variable bias and uses instruments to alleviate endogeneity concerns. This method, however, is useful if there is enough time sectional dimension and, therefore, a cross-sectional estimation technique appears more appropriate. See footnote 9 below. empirical findings; and section V concludes.
II. Government and growth in the US
We focus on the percentage of a county's population employed by (i) the federal government, (ii) the state government, and (iii) the local government. From a long-run perspective these can be viewed as either the stock of labor force under the allocative command of the public sector, or they can be considered as the (annual) flow of labor services into the production of government services.
The extant literature focusing on US data uses state-level government capital and/or expenditure variables in a production function framework. Recent examples include Evans and Karras (1994) who use disaggregated government capital and expenditure measures. They conclude that only current government expenditures on education are productive and government capital, as an input, has a negative effect on productivity. Holtz-Eakin (1994, p. 13) also finds "…essentially no role for public-sector capital at the margin." Garcia-Milàl, et al. (1996) echo this finding. Shioji (2001) criticizes the production function approach and instead derives a version of an income convergence equation (Barro and Sala-i-Martin, 1992 and Mankiw, et al., 1992) . Shioji finds that the infrastructure component of government capital has a positive effect on economic growth.
The variables we use complement the aforementioned studies and offer several advantages. First, they allow us to explore how the relationship between government and growth differs at three levels of decentralization. Second, they are helpful when externalities are present across geographical units. For example, a state government may operate educational institutions (at a cost detectable in a growth regression) only to have many of the students graduate and leave to live and work elsewhere (creating benefits not detectable in growth regressions). As another example, a negative coefficient on the federal government measure might be questioned because federal services are spread across the nation. In general, one would expect externalities across counties to be less important for analyzing state than federal government, and even less important for analyzing local than state government. We can at least separate out the local government contribution.
Finally, the percentage of a population employed by some level of government gives a direct perspective on government involvement, i.e., how much of the labor force is directed by government, rather than simply how much it spends or how many structures it has built. Of course, these are not mutually exclusive. For example, government spends money on wages so that part of the labor force is involved in government activities. Also, when government makes expenditures, in general, it competes with the private sector demand and, in part, determines the allocation of private sector resources, including labor. This overlap makes expenditure and employment variables complementary.
III. Empirical specification and data

A. The model and 3SLS-IV estimation procedure
The basic specification used in growth regressions arises from the neoclassical growth model. 3 The growth model implies that,
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(1 
where z is the exogenous rate of technical progress and B represents the responsiveness of the average growth rate to the gap between the steady state income and the initial value.
Since effective units of labor (L) are assumed to equal Le zt , we have )
Growth regressions are obtained by fitting to the cross-sectional data the equation,
In (3), n g is the average growth rate of per capita income for economy n between years 0 and T [i.e., ( )
, n x is a vector of variables that control for cross-economy heterogeneity in determinants of the steady-state, γ is a coefficients' vector, and ν n is a zero mean, finite variance error term. Caselli, et al. (1996) and Evans (1997b) show that OLS will be consistent only if the data satisfy highly implausible conditions. According to Evans (1997b) , unless (i) the economies have identical AR(1) representations, (ii) every economy affects every other economy symmetrically, (iii) the conditioning variables control for all permanent crosseconomy differences, and (iv) the right hand side variables are exogenous, the OLS estimates of are inconsistent-they are biased downwards.
4 Evans (1997b) proposes a 3SLS-IV method that produces consistent estimates. In the first two stages, instrumental variables are used to estimate the regression equation,
, n y is the log of per capita income for county n, ω and β are parameters, and n η is the error. 
4 These results, derived by Evans (1997b) , are included in the referee appendix. 5 An immediate concern with the use of (4) is the reliance on the information from the single difference in the level of income (1969 to 1970) to explain the difference in average growth rates over overlapping time periods (1969 to 1997 and 1970 to 1998) . Given that the growth determination is a stochastic process, the potential problem is basically one of a high noise to signal ratio. We are relying on large degrees of freedom to alleviate this problem and identify coefficients. Indeed, we obtain statistically significant estimates for the full sample as well as for 32 individual states. 6 As Evans (1997b) shows, the derivation of this equation depends on the assumption that the x n variables are constant during the time frame considered, allowing them to be differenced out. Since the difference is only over a single year and these are variables representing broad demographic trends, this does not seem to be unwarranted. To make sure that this did not introduce significant omitted variable bias into our estimations, we ran the IV regression for the full US sample with differenced values of all conditioning variables included as regressors. In the third stage, we use the OLS to regress n π on the vector n x , which consists of the potential determinants of the balanced growth path levels. That is,
where and are parameters and n is the error term. This regression yields a consistent estimator, * .
8 Also note that in principle is the same as the OLS : it is an estimate of the exogenous rate of technical progress, z, or the balanced growth rate.
Thus, to briefly summarize the 3SLS-IV procedure we use, in the first two stages, it differences out any uncontrolled form of heterogeneity to eliminate omitted variable bias and then, in the third stage, it uses the resulting estimate of to recreate the component of the standard growth regression that would be related to conditioning variables. This component is regressed on a constant and the conditioning variables in "un-differenced" form to estimate the effects of conditioning variables on balanced growth paths. This procedure is ideal for data with a large number of cross-sectional 8 Technically speaking, is not the partial effects of x n variables on the heights of the balanced growth paths. Those partial effects are functions of and . However, if the neoclassical growth hypothesis is true ( < 0), then signs of elements of will be the same as those of the partial effects of given x n elements.
Assuming that is identical across economies, the size of elements relative to one another expresses the magnitude of the partial effects relative to one another. Thus, while * does not allow for precise quantitative statements about the effects of given variables on balanced growth paths, it does allow for statements about the sign of such effects, and how important those effects are relative to each other.
observations and it also ensures that no information contained in the levels of the conditioning variables is lost.
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Along with the 3SLS-IV results, we also report the OLS results for comparison.
We used a Hausman test as an additional aid in determining the necessity of the IV approach. Two tests were applied to the full US sample. The first test was run on the β * values and yielded an m value of 134.6. The second test was run on the entire model and yielded an m value of 1236.6. Both tests reject the null hypothesis at the 1% level, suggesting that the OLS estimates are indeed inconsistent, and confirming the importance of using the IV method for addressing the potential endogeneity of conditioning variables.
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We follow Rappaport and Sachs (2003) , Rappaport (2005) and Higgins, et al. (2006) in accounting for a possible spatial correlation between the error-terms of the counties located in proximity with each other. We report a generalization of the HuberWhite heteroskedastic-consistent estimator based on Rappaport's (1999) implementation of Conley's (1999) correction to obtain standard errors that are robust to such a spatial correlation. These results are reported as "CR-OLS" (Conley-Rappaport-OLS) in Tables   2, 4 and 5.
9 This is a point on which Barro (1997, p. 37) has criticized panel data methods. As they rely on time series information, the conditioning variables are differenced. However, the conditioning variables often vary slowly over time such that the most important information is in the levels. Indeed, we have estimated the model using a panel-GMM method of Caselli, et al. (1996) but the resulting estimates did not make much sense. We believe the main reason for the failure of the panel-GMM approach is that it is ill-suited for our data because our sample does not form a "true panel": although we have over 3,000 cross-sectional observations, over time we only have three time series observations (the 1970, 1980, and 1990 decennial Census data) and it appears that it is not enough to carry the level-information forward after the variables are differenced, which is necessary for implementing panel-GMM estimation. 10 Some of the variables we use could be viewed as endogenous. We believe, however, that the problem is not severe because in our model, the right-hand side (RHS) variables are temporally prior to the regressors. Also, we use instrumental variables (IVs) to account for the endogeneity. Indeed, the Hausman test confirmed the appropriateness of the IV approach.
Rappaport and Sachs specify a cutoff distance d , and assume that the covariance between the errors of two counties is zero, if the Euclidean distance between the counties' centers exceeds d . Otherwise, they impose declining weight structure on the covariance by defining a distance function
, where ij d is the distance between the centers of counties i and j. It is assumed that
where
, and 1 Rappaport (1999 and , Rappaport and Sachs (2003) , and Higgins, et al. (2006) , we assume that the covariance between the error terms drops quadratically as the distance between the counties increases to km 200 = d .
B. US county-level data
The data we use are drawn from several sources but the majority comes from the Bureau of Economic Analysis Regional Economic Information System (BEA-REIS) and US Census data sets. The BEA-REIS data are largely based on the 1970 , 1980 and 1990 the 1972 , 1977 , 1982 and 1987 Census of Governments; and the Census Bureau's City and County Book from various years. We exclude military personnel from all data.
Our data contain 3,058 county-level observations. Figure 1 displays the US divided into counties.
11 The large number of observations allows us to explore possible heterogeneity in growth experiences across the US by splitting the data into three sets of sub-samples. The first set separates the data into 867 metro and 2,191 non-metro 11 The figure excludes Hawaii and Alaska, but these counties are included in the full and regional samples.
counties. 12 Given the large sample, the sub-sample analysis sacrifices little in terms of degrees of freedom. The second set combines counties into geographic regions: Great Lakes, Northeast, Southern, Plains, and Western. Finally, the third set parses the counties up into their respective 50 US state sub-samples.
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We use the BEA's measure of personal income, which along with county population gives per capita income. We adjust it to be net of government transfers and express it in 1992 dollars. Natural logs of real per capita income are used throughout. In addition to initial, we utilize 38 demographic conditioning variables, listed in Table 1 . Table 2 presents the estimation results for the full US sample, as well as metro and non-metro samples. Utilizing 3SLS-IV estimation (the results of which we focus on)
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IV. Empirical findings
A. Full US sample results
we find a negative and statistically significant partial correlation between the percent of the population employed in the public sector and the rate of economic growth, regardless of whether one considers federal, state or local government. Moreover, there is no clear pattern in the point estimates of partial correlations as the level of decentralization increases; and the 95 percent confidence intervals all overlap. The coefficients for the federal, state and local employee percent of the population variables are -0.0226, -0.0177, and -0.0198 respectively, all significant at the 1-percent level.
12 Following Higgins, et al. (2006) who follow the definition used by the Census Bureau, metro counties are defined as those that contain cities with populations of 100,000 or more, or border such counties. See Census Bureau publication SU-99-1, "Population Estimates for Cities with Populations of 100,000 and Greater." 13 Due to the extensive number of independent variables the model is only specified for 32 of 50 states. 14 An appendix at the end of the paper describes the data in more detail.
This relationship, however, might be nonlinear. Government to a certain extent might be good for growth, but then becomes a negative influence as it expands further.
For example, "with low tax rates, the positive effect of public production services on the productivity of private capital stocks exceeds the negative effect of [a] distortionary tax on private capital accumulation" (Park, 2005, p. 10) . Or it may be the case that government activities may be aimed at enhancing growth up to a point but then further activities, at the margin, may then aim at redistribution of income for equity concerns (Buchanan and Wagner, 1977) . 15 Yet another possibility is that there are certain goods and services which the government provides and which are essential for efficient functioning of the economy (e.g., legal and law enforcement institutions, public roads, airports). As long as the labor force employed by the government is involved in the production of such goods and services, government expenditures can be growth promoting. Expanding the size and the scope of the government beyond this, however, may be growth-hindering.
To check this possibility of a nonlinear relationship, we run the full US sample 3SLS-IV regressions with both linear and quadratic terms. We include 
Thus, a positive coefficient on the linear term and a negative on the quadratic term would 15 Our analysis does not allow us to explicitly separate out redistributive activities of government. If negative effects of government on growth are to be excused in terms of a tradeoff with income inequality then we would expect redistributive efforts bear fruit. This is addressed in more detail in Section IV(C).
imply that the marginal effect of F on g is positive until a level of F where the second term exceeds the first.
The estimation results with the quadratic terms included do not conform to the above. For federal, state and local government variables entered linearly, the estimates are negative and significant, as in the original regressions. For the quadratic variables, only the federal government coefficient is significant and positive. Using the estimated figures, significant at the 1 percent and 5 percent levels, respectively, we obtain The negative effects are also present at all levels of government employment whether one considers only metro counties or only non-metro counties as indicated by the figures in Table 2 . This suggests that government employment is not positively related to economic growth at higher population densities. Indeed the negative partial correlations are larger for the metro sample than for the non-metro sample at all levels.
While these findings may suggest that an increased public sector hinders economic growth via distortion of incentives and diversion of resources, another possible interpretation is that non-government wage growth simply outpaces government wage growth, and this drives the result. 17 In order to explore this alternative explanation we have assembled government and non-government wage growth data for the sample period. At the state and federal level, Table 3 utilizes data from 3,066 counties. Our regression analysis utilizes data for only 3,058 counties. The difference is due to a lack of some data in eight counties. 
C. Are Redistributive Activities Driving the Results?
As mentioned previously, it is possible that the negative correlation between government employment and economic growth is due to the redistributive activities of government. Redistributive activities may be detrimental towards average (per capita) income growth. Furthermore, if greater income equality is valued in and of itself, then trading off that growth may even be viewed as desirable.
Our analysis cannot separate out the productive and redistributive activities of federal, state, or local governments. However, under the hypothesis that the negative correlation (or the lack of correlation) between government employment and economic growth is due to redistributive activities, we can ask whether or not the economic growth has indeed been traded off for a more equitable distribution of income. This will be informative as to whether the negative correlation is meaningful. In other words, we can evaluate a possible redistributive role for the various levels of government given the caveat that we do not control for how the distribution of income might have evolved in the absence of government. 1970 and 1998 (log) income is 0.0167 and 0.0165 respectively -a decrease of about 1.2 percent.
21
Interestingly, at the county-level, although the dispersion of US per capita income widened from 1970 to 1998, it became a bit more equal. 22 However, changes in both the standard deviation and the Gini coefficient are small enough to suggest that both dispersion and equality remained essentially the same.
To try to understand further the evolution of the US county-level income distribution, Table 6 summarizes statistics computed from the 1970 and 1998 income distributions. From 1970 to 1998, the skewness of the distribution increased from -0.2244 (to the left) to 1.7240 (to the right). At the same time, kurtosis increased from 3.4334 to 10.3237, implying that the distribution has become more peaked.
Cumulatively, this suggests that these two effects have been offsetting to a great extent.
In conclusion, we find no obvious evidence that government activities have achieved (absolutely) a more equal distribution of income at the expense of lower rates of economic growth.
20 See Young, et al. (2006) for a discussion of this evolving distribution of income in relation to the apparent conditional (beta) convergence that empirical studies typically detect in the US economy. 21 The Gini coefficient is a number between 0 (perfect equality) and 1 (perfect inequality). 22 This statement is not to be confused with one concerning the distribution of US individuals' incomes.
V. Concluding Remarks
We use a recently assembled US county-level data containing over 3,000 crosssectional observations during the period 1970 to 1998 to explore the relationships between economic growth and the size of government at three levels: federal, state and local. In contrast to the extant literature (Atkinson, 1995; Slemrod, 1995; Agel, et al., 1997; and, Rodrik, 2005 ) that has used taxes, government expenditures and government capital stocks to proxy for the extent of government, here we use a direct measure -the percent of a county's labor force that is under the direction of government.
Following Higgins, et al. (2006) , we use a 3SLS-IV estimation technique and report on full sample, metro region, non-metro region, five regional and 32 individual state samples. We find that the size of federal, state and local government all negatively correlate with economic growth in the full samples, as well as in the overwhelming majority of regional and state samples (when statistical significance holds).
We find no evidence that government is more effective at more or less decentralized levels. Furthermore, while we cannot separate out the productive and redistributive services of government, we document that income inequality in the US has widened slightly from 1970 to1998. However, the change in both the standard deviation of per capita income and the Gini coefficient are small enough to suggest that both dispersion and equality remained essentially the same.
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23 A reader might question the applicability of the neoclassical growth model to the US counties. We agree that the model may not be the most suitable framework for thinking about growth in US counties given their extraordinary degree of openness. Rappaport (1999 Rappaport ( , 2004 Rappaport ( , 2005 Rappaport ( , and 2006 ) proposes a way around this problem by offering a version of the model for studying local growth, where by "local" is meant small open economic units comprising a larger entity, such as counties comprising the US The distinguishing characteristic of small open economies such as US counties is the extraordinary mobility of labor. The
Given the ostensible goals of higher growth and/or a more equitable distribution of income, our findings are not supportive of expanding the roles of government, in terms of employment, at any level. The US government use of the labor force seems to be either unproductive or growth-hindering at all three levels of decentralization. Taken at face value, our findings seem to suggest for a rolling back of government activities;
specifically for a release of government-employed labor inputs to the private sector.
question Rappaport asks is how does labor mobility affects convergence. Rappaport (1999 Rappaport ( , 2005 expands the model by allowing labor mobility and finds that the model predicts conditional convergence, which is what Higgins, et al. (2006) find.
Data Appendix: Measurement of Per Capita Income
Because of the critical importance of the income variable for the study of growth and convergence, we want to address its measurement in some detail. Two options were available to us for the construction of the county-level per capita income variable: (1) Census Bureau database, and (2) BEA-REIS database.
Income information collected by the Census Bureau for states and counties is prepared decennially from the "long-form" sample conducted as part of the overall population census (BEA, 1994) . This money income information is based on the selfreported values by Census Survey respondents. An advantage of the Census Bureau's data is that they are reported and recorded by place of residence. These data, however, are available only for the "benchmark" years, i.e., the years in which the decennial Census survey is conducted.
The second source for this data, and the one chosen for this project, is personal income as measured by the Bureau of Economic Analysis (BEA). 24 The definitions that are used for the components of personal income for the county estimates are essentially the same as those used for the national estimates. For example, the BEA defines "personal income" as the sum of wage and salary disbursements, other labor income,
proprietors' income (with inventory valuation and capital consumption adjustments), rental income (with capital consumption adjustment), personal dividend income and personal interest income (BEA, 1994) . "Wage and salary disbursements" are measurements of pre-tax income paid to employees. "Other labor income" consists of payments by employers to employee benefit plans. "Proprietors' income" is divided into two separate components-farm and non-farm. Per capita income is defined as the ratio of this personal income measure to the population of an area.
The BEA's estimates of personal income reflect the revised national estimates of personal income that resulted from the 1991 comprehensive revision and the 1992 and 1993 annual revisions of the national income and product accounts. The revised national estimates were incorporated into the local area estimates of personal income as part of a comprehensive revision in May 1993. In addition, the estimates incorporate source data that were not available in time to be used in the comprehensive revisions.
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The BEA compiles data from several different sources in order to derive this personal income measure. Some of the data used to prepare the components of personal income are reported and recorded by place of work rather than place of residence.
Therefore, the initial estimates of these components are on a place-of-work basis.
Consequently, these initial place-of-work estimates are adjusted so that they will be on a place-of-residence basis and so that the income of the recipients whose place of residence differs from their place of work will be correctly assigned to their county of residence.
As a result, a place of residence adjustment is made to the data. This adjustment is made for inter-county commuters and border workers utilizing journey-to-work (JTW) data collected by Census. For the county estimates, the income of individuals who commute between counties is important in every multi-county metropolitan area and in many non-metropolitan areas. The residence adjustment estimate for a county is calculated as the total inflows of the income subject to adjustment to county i from county j minus the total outflows of the income subject to adjustment from county i to Given the data constraints, it was necessary to use an interpolation procedure for some variables. 26 In this study we cover the 1970 to 1998 period. However, in order to implement the Evans' (1997a Evans' ( , 1997b ) 3SLS estimation method, we needed to have available data values for 1969 and 1997. We used a linear interpolation method to generate these missing observations. It should be noted that none of the data relating to income and population variables were generated by this method, as they were available from BEA-REIS on a yearly basis for the entire period covered. The Census data variables, which were available in 1970, 1980 and 1990, were interpolated in order to generate the 1969, 1997, and 1998 values. 26 Given the cross-section nature of our data, the use of interpolation does not cause problems of the type reported by Dezhbakhsh and Levy (1994) in their study of periodic properties of interpolated time series. Standard errors are reported in parentheses. "CR" denotes a generalization of the Huber-White heteroskedastic-consistent standard error estimator based on Rappaport's (1999) implementation of Conley's (1999) correction which produces standard errors that are robust to a spatial correlation. See the text for details. 
Referee's Appendix: Inconsistency of OLS Estimates
The method of ordinary least squares (OLS) could be used to infer the values of β and γ in equation (3). However, Evans (1997b) x . As such, βˆ and γˆ will be biased towards zero unless the xs are able to control for a large portion of the cross-economy variation in the ys .
The intuition here is that if a large portion of the growth of per capita income is explained by variables left out of the OLS regression, then the estimate of the convergence effect will be biased. In general, omitted variable bias can be either positive or negative. However, in this case, theoretically, the bias is negative. Evans (1997b, Tables on p. 11 and p. 15) estimates β for Mankiw, et al.'s (1992) international data using both the OLS, which yields inconsistent estimates, and the 2SLS approach (as outlined in section 2), which yields consistent estimates of both β and γ He finds that the 2SLS estimate implies a conditional convergence rate between 4 to 5 times as large as the OLS estimate. The bias produced by the OLS in this case, therefore, is substantial.
