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ABSTRACT

The main objective of this dissertation is to provide better understanding of the atomic
configurations, electronic structure, vibrational properties, and thermodynamics of transition
metal nanoparticles and evaluate the intrinsic (i.e. size and shape) and extrinsic (i.e. ligands,
adsorbates, and support) effects on the aforementioned properties through a simulational
approach.

The presented research provides insight into better understanding of the

morphological changes of the nanoparticles that are brought about by the intrinsic factors as well
as the extrinsic ones. The preference of certain ligands to stabilize specific sizes of nanoparticles
is investigated. The intrinsic and extrinsic effects on the electronic structure of the nanoparticles
are presented. The physical and chemical properties of the nanoparticles are evaluated through
better understanding of the above effects on the experimentally observed properties as well as the
applied techniques. The unexpected experimental results are tested and interpreted by
deconvolution of the affecting factors. The application of Debye model to nanoparticles is tested
and its shortcomings at nanoscale are discussed. Predictions which can provide insight into
intelligent choice of candidates to cater to certain properties are provided. The results of this
thesis can be used in the future in design and engineering of functionalized materials. We use ab
initio calculations based on Density Functional Theory (DFT) to obtain information about the
energetics, atomic configuration, and electronic structure of the nanoparticles. Ab initio
Molecular Dynamics (MD) is used to study the evolution of the structures of the nanoparticles.
To calculate vibrational frequencies, the finite displacement method is employed.
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CHAPTER 1:

INTRODUCTION

The distinctive moment of the birth of humanity was the instant our ancestors transformed their
observations of the world surrounding them in the form of abstract creations on cave walls. Ever
since, we have continuously tried to convert our abstract ideas into concrete productions in the
form of art or science. The driving force that makes us human has led us to uncover the
mysterious unknown and push steps forward to test the limits of our knowledge, from the largest
scales of our universe to the subatomic scales. Since ancient times, the curiosity of humankind
has tried to unravel the properties of matter. One of the most beautiful questions which has
engaged humans’ mind is the limit of matter in small scale: whether matter is the existence of a
single, all-encompassing and unchanging mass (Monism) or is composed of infinite number of a
variety of unbreakable units (Atomism). According to Monism, matter is a continuum with no
gaps which admits recursive division with no limit. On the other hand, Atomism declares matter
to be discrete. However, it takes us about 2.5 thousands years to tackle this question with a
positivistic approach, and finally declare atom as the smallest component of an element having
the same chemical properties of the element. However, as experimental investigation at smaller
dimensions has become possible this definition is challenged in nano-scale.
Developments in science and technology have enabled us to fabricate and study material at
miniscule scale. Astonishingly, as we enter the nano-scale world the properties of materials
differ greatly from those of their bulk counterparts. Chemical reactivity, optical, vibrational, and
thermodynamic properties of materials turn out to be extremely affected by their size. Study of
the material with same dimensions but different shapes in turn reveals yet different properties.
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These findings gifted us an immense opportunity for design and fabrication of material for
myriad applications.
The basis of the distinctive properties of nanoparticles (as compared to bulk) lies within the
quantum size effects and the high surface to volume ratio. As a geometrical constraint, decrease
in the size of a configuration results in a rapid increase in the surface to volume ratio. In
nanoparticles, this translates to a higher ratio of surface atoms to those inside its volume. On the
other hand surface atoms are constrained to be low-coordinated by definition. It is known that
low-coordinated atoms exhibit surprising electronic, vibrational and thermodynamical
characteristics.[1-3] The prevalence of such atoms results in the dominancy of their properties to
those of volume atoms, which in turn results in astonishing properties that are size and shape
dependent.
The crucial role of size and shape in determining the properties of nanoparticles can potentially
allow us to manipulate their properties to advance certain applications. A thorough investigation
of the properties dictated by the shape and size of the nanoparticles is needed in order to
establish an understanding and prediction of the behavior of material. Therefore, it is of immense
importance to understand the factors which control the size and shape of the nanoparticles.
However, controlling the conditions of experiment meets limitations and as a result separating
the effects of different factors which conceivably affect the outcome of the experiment is nearly
impossible. Moreover, our understanding of the structure of certain material is limited by the
limitation of the observational techniques. Deconvolution of the observed quantities is yet
another complicated problem. Therefore, theoretical studies are needed to provide us with further
understanding of the nano-scale world through modeling and simulation.
2

Model of a system is constructed by application of theoretical description of its building blocks.
The description of surfaces, nanoparticles, and molecules requires complicated quantum
mechanical formalism. To add to the complication, many-body problem is known to be
impossible to solve. In order to model a system in a realistic manner many factors need to be
included, which in turn increases the number of degrees of freedom in the model system.
Therefore, application of a few approximations is inevitable in an attempt to numerically tackle
the problem. Subsequently, with each approximation comes some amount of error in the
calculations. For many years, simulation of systems of interest has been limited to smaller
isolated ones. However, advances in computational resources along with improvements of the
theoretical approach have paved the way to realistically model complicated systems and
contributed a great deal of our understanding of nano-scale physics.
Over the past decades, explanation of the properties of nano-material and miniature devices in
terms of their geometric and electronic structure has been the main focus of many theoretical and
computational studies. The recent advancements in computational capacity have enabled us to
effectively and realistically model the experimental system. Computational results can provide a
rational for certain behaviors observed in the experiment, and/or cater predictions. The most
thorough study of a system can be achieved when the experimental observations and theoretical
explanations are combined. A comprehensive understanding of the above enables us to design
functionalized materials to satisfy certain applications.
Engineering and manufacture of material with specific properties has attracted an intense
attention in the recent decades. With time, technological demands are increasing and at the same
time resources are decreasing. Therefore, design of processes and devices with higher and higher
3

efficiency is the imminent goal of cutting edge science. For example, fabrication of cost effective
catalyst surfaces is of high demand for green energy production as well as fuel storage. The
chemical reactivity and as a result catalytic properties of nanoparticles are determined by their
electronic structure. Therefore, understanding the electronic structure of the nanoparticles and
the factors that affect it is the key for designing material with certain properties. Many catalytic
reactions are size and/or shape dependent.[1] The choice of the substrate on which these
nanoparticles are supported has an effect on their performance as catalysts as well.[1] Since the
above factors can directly influence the electronic structure of the nanoparticles, it is vital to
investigate their electronic structure. Therefore, it is of enormous importance to apply theoretical
methods to unravel the following:
1. The factors which affect the size of nanoparticles.
2. The factors which affect the shape of nanoparticles.
3. The effects of size and shape on other properties of nanoparticles.
As a response to the global energy crisis, a great deal of research has been focused on the
alternative energy production. One of the prominent approaches has been the design and
engineering of fuel cells. Fuel cells are devices which convert chemical energy to electricity by
promoting certain chemical reactions. Production of energy can be achieved by providing
continuous supply of the input fuel and oxygen. Platinum has shown to be an exquisite catalyst
to promote the needed reactions and increase the efficiency of fuel cells. In addition to the
above-mentioned application, platinum has shown to be an excellent catalyst for a number of
reactions with other applications. Many investigations are nowadays dedicated to understanding
the properties of platinum as a catalyst and to optimizing its performance. Platinum however, is a
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very rare element and therefore very expensive. As a result, design and manufacturing cost
effective material to replace platinum surfaces has become the mission of material scientists and
engineers.
Small Pt nanoparticles are good catalysts owing to low-coordination of their atoms. Moreover,
utilization of Pt nanoparticles dramatically reduces the amount of platinum required in the
system without compromising efficiency. Platinum nanoparticles offer a large surface (as a
whole) which can foster desired catalytic reactions. The size and shape [4] of the platinum
nanoparticles dictate which reactions to be promoted, in other words decide the catalytic
properties of the nanoparticles. On the other hand, the thermodynamic stability of the above
nanoparticles itself also depends on their size and shape. Therefore, it is of immense important to
investigate the underlying reasons for such behavior, i.e. their electronic structure. Another
interesting aspect is the understanding of the factors which control the size and shape of the
above nanoparticles. Such knowledge enables us to manipulate the properties of the
nanoparticles and cater to certain applications.
Gold nanoparticles have attracted an exceptional amount of attention owing to their
extraordinary properties. Since Haruta [1] reported remarkable catalytic and selective properties
for gold nanoparticles, many experimental and theoretical studies have focused on the subject. In
addition to being a distinct catalyst, gold nanoparticles are nontoxic and highly biocompatible.
Moreover, they can adsorb many different kinds of ligands. These two properties enable them to
have applications in therapeutic targeted drug delivery. Furthermore, gold can also serve to
encase other magnetic atoms that are otherwise too reactive. For instance, gold-coated iron
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nanoparticles are very good candidates to provide biocompatible magnetic nanoparticles with
diagnostic imaging as well as therapeutic energy delivery applications.
Not surprisingly, the chemical reactivity and optical properties of gold nanoparticles directly
depend on their electronic structure which in turn depends on the shape and size of the cluster as
well as their environment. Synthesis of gold nanoparticle with a specific size (monodispersesize) enables us to engineer materials with clear-cut properties and therefore promote certain
procedures which in turn cater to explicit applications. Fabrication of monodisperse-sized
nanoparticles, however, has been technologically challenging, particularly as experimentalists try
to approach the sub-nanometer scale.
It is understood that the structure of nanoparticles depend on the methodology adopted for their
synthesis.[1] The environment in which the nanoparticles are synthesized affects their properties.
For instance, experimental investigations suggest that presence of specific ligands in the process
of the synthesis can affect the shape of the resulting nanoparticles. As one example, presence of
lemongrass extract results in fabrication of nano-triangles [5]. Theoretical investigation revealed
that interaction of gold nanoparticles with acetone, acetaldehyde and diethyl ketone – which are
abundant in lemongrass extract – results in significant structural change in the nanoparticles. The
formation of back-bonds between the gold nanoparticles and the carbonyl group of the ligands
results in rearrangement of charges which in turn results in flattening of the nanoparticles [6].
The structure of Au13-acetone complex and the difference charge density isosurfaces
(𝜌𝐴𝑢13 −𝑎𝑐𝑒𝑡𝑜𝑛𝑒 − (𝜌𝐴𝑢13 + 𝜌𝑎𝑐𝑒𝑡𝑜𝑛𝑒 )) are depicted in Figure 1-1.
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Figure 1-1 Difference charge density isosurfaces for Au13 interacting with acetone. Gold, red, navy
and white spheres represent gold, oxygen, carbon and hydrogen atoms respectively. Purple and
green represent charge depletion and charge accommodation respectively. (From Reference [6])

In another theoretical work, it is shown that subtraction of only one atom from a nanoparticle can
result in disparate thermodynamical properties. Although the structure of Au19 is identical to that
of Au20 with the exception of a vacant cap atom in the former (see Figure 1-2), the calculated
heat capacity curves of the two show dramatically different characteristics [7] which are
presented in Figure 1-3. While the heat capacity curve of Au20 shows a distinct peak suggesting a
distinct melting transition, Au19 has a broad heat capacity curve which means the melting
transition is continuous. Further study of the molecular dynamics of the system at different
temperatures reveals that increase in the temperature to 650-900K initiates rearrangement of the
atoms along the edges of the defective pyramid shape of Au19 to cover the vacancy at the corner
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in such a way that the geometry is preserved. This finding is an excellent example of the
importance of the effect of size and shape of gold nanoparticles on their properties.

a)

b)

Figure 1-2 Structure of Au20 (a) and Au19 (b). The arrows depict the continuous atomic
rearrangements that take place to fill in the vacancy at the corner of the pyramid, from Reference
[7]

Figure 1-3 Calculated heat capacity of Au19 and Au20 (structures shown in Figure 1-2) as a function
of temperature. (From Reference [7])
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Another example of the effect of the ligands on the shape of nanoparticles is the effect of
phosphine ligands on the geometry of Au13. The EXAFS (extended X-ray adsorption fine
structure) findings along suggest the structure of ligated Au13 to be a distorted icosahedron [8].
However, the energetically favored structure of Au13 simulated in vacuum is two dimensional
(2D). These two structures are depicted in Figure 1-4. Unraveling the underlying reasons for
such discrepancy is of great importance since it can provide understanding the factors which
allow us to manipulate the shape of the respective nanoparticles.

a)

b)

Figure 1-4 a) Structure of Au13 in vacuum from Reference [9] b) Structure of Au13 interacting
with two different kind of ligands from Reference [8]

Given the effect of size of nanoparticles on their physical and chemical properties, synthesis of
monodispersed-size nanoparticles is of great interest. Many investigations have focused on
developing cost effective protocols to fabricate a desired-sized nanoparticle. Among many, there
is a method suggested by Bertino et al [10] which utilizes certain ligands. The presence of
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P(Ph)2(CH2)MP(Ph)2 ligands results in synthesis of gold nanoparticles which their mean size
depends on the length of the chain length M of the ligand. In particular, M

= 3

(P(Ph)2(CH2)3P(Ph)2 ) results in fabrication of monodispersed Au11, and M = 5 and 6
(P(Ph)2(CH2)5P(Ph)2 and P(Ph)2(CH2)6P(Ph)2) yield to the formation of Au8 and Au10.
Understanding the underlying factors which result in such a significant size selectivity can
provide insight into manipulation of the size of the nanoparticles under study.
Another factor which can affect the properties of nanoparticles is alloying. Bimetallic
nanoparticles have shown interesting properties which open the prospect of tailoring such
particles for specific ends. Since gold-coated nanoparticles are of great interest (as discussed
above), it is important to understand the effects of substitution of an Au atom in a nanoparticle
with Fe. Study of the structural details of such bimetallic nanoparticles can provide us with
knowledge as to whether iron atom is encapsulated or exposed in biocompatible temperatures.
As explained earlier, oxidation of iron would limit the application of such nanoparticles in bio
systems. Moreover, study of magnetic properties of Au-Fe nanoparticles is of great importance
owing to the eminence of their applications. The vibrational dynamics and thermodynamical
properties of such bimetallic nanoparticles can shed light to their relative stability.
Platinum nanoparticles show anomalous properties such as what appears to be negative thermal
expansion coefficient with size decrease, size and shape dependency of the mean square bondprojected bond-length fluctuations and enhanced “Debye temperature” with size decrease [11].
Despite decades of intense research, the origin of these behaviors is still heavily debated. In
order to undertake such problems, understanding the vibrational properties of the platinum
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nanoparticles is needed. On the other hand, the proposed explanations for the temperature and
size dependent changes of the X-ray Adsorption Near Edge Structure (XANES) findings are not
converged [12-16]. Since XANES findings reveal electronic properties of the material under
investigation, a detailed understanding of the electronic structure of the above nanoparticles is
necessary.
Tailoring the chemical reactivity of material at the atomic level is one of the most challenging
areas in catalysis. Detailed understanding of the geometric and electronic properties of the
nanoparticles is needed to shed light into their catalytic properties. The shape of nanoparticles
affects their properties including their catalytic properties. For instance, platinum nanoparticles
with similar dimensions but different shapes demonstrate distinct chemical reactivity in
oxidation of 2-propanol [4]. Figure 1-5 (a) depicts four shape groups for Pt nanoparticles
synthesized in the experiment and Figure 1-5 (b) presents the conversion rate of the respective Pt
nanoparticles in the catalytic reaction. The reason for the dramatically different behavior of the
studied nanoparticles was attributed to the number of under-coordinated atoms in the
nanoparticle.
This dissertation is devoted to contribute to the knowledge which will facilitate the fabrication of
materials with desired physical and chemical properties, through better understanding of the
geometric and electronic structure, vibrational dynamics, and thermodynamics of a few transition
metal nanoparticles. DFT based calculations which explicitly undertake the electronic structure
of the system have provided us results with great accuracy [17]. Such calculations are robust, and
are applicable to many different systems.
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a)

b)

Figure 1-5 a) Different shapes of Pt nanoparticles. Color coding depicts the number of first
nearest neighbors (coordination number) of each atom in the nanoparticle. b) Conversion of 2propanol during oxidation reactions. The catalyst samples are supported on nanocrystalline γAl2O3 and have similar average diameters (∼0.8 nm for S1 and ∼1 nm for S2, S3, and S4) but
different shapes. (From Reference [4])

Chapter 1 describes the problems investigated during the course of this dissertation. Its objective
is to demonstrate the importance of the undertaken studies presented here in unraveling the
factors which allow for manipulating the properties of materials. It provides a brief introductory
background for each problem and explains its current state. It notes the theoretical method used
in this study, explains its appropriateness and briefly explains its strengths and shortcomings.
Chapter 2 reviews the theoretical methods employed in the study. It first explains the energy
models that describe the interactions between the nuclei and electrons constituting the system
12

under study. It introduces the approximations that are adopted in the model in order to tackle the
problems. It proceeds to present the details of the molecular dynamics (MD) calculations that are
applied in this study, and explains the method employed for obtaining the vibrational
frequencies, and finally explains genetic algorithm.
Chapter 3 attends to the structural preference and size selectivity of gold nanoparticles. It puts
forward an explanation of the role of phosphine ligands on the shape preference of Au13 and
provides a detailed explanation for the mechanisms through which the nanoparticles are affected.
The reason for the distortion in the symmetry of the structure is explained. It moves on to discuss
the size selectivity of diphosphine ligands in synthesis of gold nanoparticles which results in
monodispersed solutions of gold nanoparticles. The factors which stabilize the gold nanoparticles
are explained. The characteristics of ligands which can stabilize certain nanoparticles are
explored. Suggestions for ligands which could be great candidates for size selectivity is put
forward.
Chapter 4 debates the inapplicability of the “Debye Temperature” concept for nanoparticles by
examining the concept on Au13. It presents the tendency of gold to encapsulate iron atoms by
investigating Fe1Au12 bimetallic nanoparticles. The effect of temperature (in the range of
biomedical applications) on the structure of such nanoparticles is tested using molecular
dynamics. The formation of core-shell structures in the case of the mentioned bimetallic
nanoparticle and its effect on the magnetic properties of the system are discussed. The
vibrational and thermodynamic properties of the nanoparticles are presented.
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The subject of Chapter 5 is to bring about an explanation of the extraordinary vibrational and
thermodynamic properties of Pt nanoparticles. It offers a detailed description of the factors which
cause the unexpected thermodynamic properties of the above nanoparticles. The size dependent
cross-over from positive to negative thermal expansion with decrease in the size of the
nanoparticles, the unusually large “Debye temperatures” associated to these nanoparticles, and
the decrease in the mean-square-displacement or bond-length fluctuations observed in the
experiment are examined theoretically and have been explained.
Chapter 6 explores the electronic structure of platinum nanoparticles. The correlation between
the structure (size and shape), environment, and the electronic properties of unsupported
platinum nanoparticles is investigated. The size dependency of the electronic properties of the
studied nanoparticles is investigated. A model for correlating theoretical calculation of the
electronic structure and XANES findings is put forward. The effect of hydrogen adsorbates on
the electronic structure of the nanoparticles is explored.
Chapter 7 is dedicated to a thorough understanding of the effect of the support on the properties
of platinum nanoparticles. A complete picture cannot come to light unless a realistic model of the
system is studied. The remaining questions from Chapter 5 and Chapter 6 are addressed here and
the role of the support is investigated. The effect of the support on the morphology and electronic
properties of the nanoparticles is studied. The size and temperature dependency of the above
effects are examined. The effect of support and adsorbates are compared and the importance of
the condition of the support has been addressed.
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Chapter 8 summarizes the conclusions of the studied problems and highlights the main
denouements of this dissertation and outlines some prospects for future studies.
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CHAPTER 2:

THEORETICAL FRAMEWORK

2.1

Introduction

This chapter is dedicated to the review of the theoretical framework on which this dissertation is
founded. First, the challenges of undertaking the quantum mechanical description of realistic
systems are discussed. The next section revisits the energy model with which the interaction
between the nuclei and electron constituting the system is described. Section 2.3 explains the
molecular dynamics method which was employed in the corresponding studies. Section 2.4
focuses on reviewing the method applied for studying the vibrational density of states for the
systems. Section 2.5 discusses ab initio thermodynamics which includes the vibrational energy
contributions to the energy of the system. Section 2.6 explains genetic algorithm approach for
identifying low-lying isomers.
Understanding the physical and chemical properties of material in microscopic level is indeed a
complex problem. Generally, any material can be described as a collection of a number of nuclei
and electrons interacting within electrostatic forces. Such system can be described by the
following Hamiltonian:
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(2.1.1)

where 𝑅𝐼 and 𝑟𝑖 present a set of nuclei and electrons coordinates, respectively. 𝑍𝐼 and 𝑀𝐼 are the
nuclei charges and masses, while 𝑚𝑒 is the mass of an electron. Electrons being fermions, dictate
that the wavefunction describing them must be antisymmetric with respect to exchange of two
electrons. In principle, all the properties can be derived from the solution of the many-body
Schrödinger equation:
̂ 𝜓𝑖 (𝑟⃗⃗⃗1 , ⃗⃗⃗
𝐻
𝑟2 , … . , ⃗⃗⃗⃗
𝑟𝑁 , ⃗⃗⃗⃗
𝑅1 , ⃗⃗⃗⃗
𝑅2 , … … , ⃗⃗⃗⃗
𝑅𝑃 )
⃗⃗⃗⃗2 , … … , ⃗⃗⃗⃗
= 𝐸𝑖 𝜓𝑖 (𝑟⃗⃗⃗1 , ⃗⃗⃗
𝑟2 , … . , ⃗⃗⃗⃗
𝑟𝑁 , ⃗⃗⃗⃗
𝑅1 , 𝑅
𝑅𝑃 )

(2.1.2)

However, finding the solution of the above problem in a full quantum mechanical framework is
practically unattainable. The complete analytical solution for only a few cases is available, and
even numerical solutions are limited to a very small number of particles. The first challenge is
dealing with a multi-component many-body system within which the components obey particular
statistics. The other problem is the difficulty in decoupling the Schrödinger equation into a set of
independent equations to end up with 3𝑃 + 3𝑁 degrees of freedom. The description of the
dynamics of the system is even a more complex dilemma. At the same time, the advances in
technology in the last decades have brought about a high demand for understanding systems
consisting of large numbers of atoms in quantum level. In order to keep up with this ever-rising
demand, there had been developments in solving this problem using a few approximations
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without compromising the quantum mechanical properties of the problem. One of the most
powerful tools that has been used extensively in order to deal with such systems is Density
Functional Theory (DFT). Below, this method is presented.

2.2

Density Functional Theory

Understanding the electronic structure of material is the key to describe many properties of
material. Nanoscale materials in particular, have been shown to have unique properties which
have arisen to numerous applications. Understanding these properties require accurate
description of their electronic structure, which can only be treated quantum mechanically. In the
previous section, the complications of obtaining the exact solution to the Schrödinger equation
were explained. Therefore, many scientists have contributed to the development of methods to
handle the above problem. In this section, the approximations and methods that lead to the birth
of Density Functional Theory is presented. DFT enables us to study the electronic structure and
some other properties of matter with high accuracy [18].

2.2.1

Adiabatic (Born Oppenheimer) Approximation

As previously explained, solving the many-body Schrödinger equation with many degrees of
freedom is impossible. In order to make it solvable, one has to reduce the number of degrees of
freedom. One of the most important steps in this direction is the Born Oppenheimer
18

approximation, which decouples the motion of the electrons and the nuclei. The idea is based on
the strong separation of the time scale associated with the motion of the nuclei and electrons,
owing to the fact that electrons are at least 3 orders of magnitude lighter than the nuclei. In this
spirit, it is proposed that electrons can be adequately described as adjusting to the motion of the
nuclei instantaneously, staying in the same stationary state of the electronic Hamiltonian [19].
Under the above conditions, the full wavefunction can be decouples as:
𝛹(𝑅, 𝑟, 𝑡) = 𝛩𝑚 (𝑅, 𝑡)𝛷𝑚 (𝑅, 𝑟)

(2.2.1)

where 𝛩𝑚 (𝑅, 𝑡)is the nuclear wavefunction and 𝛷𝑚 (𝑅, 𝑡) is the electronic wavefunction and R
and r denote the position of the nuclei and electrons respectively. The stationary Schrödinger
equation (no time dependence) for electrons can be written as:
̂𝑒 𝛷𝑚 (𝑅,
⃗⃗⃗ ⃗⃗𝑟) = (𝑇̂𝑒 + 𝑈
̂𝑒𝑒 (𝑟) + 𝑉̂𝑛𝑒 (𝑅,
⃗⃗⃗ ⃗⃗𝑟)) 𝛷𝑚 (𝑅,
⃗⃗⃗ ⃗⃗𝑟)
𝐻
⃗⃗⃗ ⃗⃗𝑟)
= 𝜀𝑚 𝛷𝑚 (𝑅,

(2.2.2)

where m could, in theory, be any electronic eigenvalue. However, we are only interested in the
ground state (m=0).
The above approximation reduces the number of degrees of freedom to 3N, N being the number
of electrons. However, retrieving the exact solution of Schrödinger equation is still very
complicated and so far exists only for uniform electron gas, atoms with a small number of
electrons, and for a few small molecules. These exact solutions are always numerical. At the
analytic level, one has to resort to approximations.
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2.2.2

Hartree Approximation

The electronic structure of ground state of a system sheds light on many of its properties such as
relative stability of different isomers/structures, equilibrium structural information, mechanical
stability and elastic properties, pressure-temperature (P-T) phase diagrams, dielectric properties,
magnetic properties, dynamical (molecular or lattice) properties like vibrational frequencies and
spectral functions, (non-electronic) transport properties like diffusivity, viscosity, ionic
conductivity, and so on. Therefore, it is essential to find a scheme to solve the many-electron
problem.
In above spirit, Hartree [20] proposed to postulate that the many-electron wavefunction can be
written as a simple product of one-electron wavefunctions. In other words, Hartree
approximation treats electrons as independent particles whose motion does not depend on one
another. Based on the above assumption, the electronic wavefunction can be written as:
𝛷(𝑅, 𝑟) = ∏ 𝜑𝑖 (𝑟𝑖 )
𝑖

(2.2.3)

where each 𝜑𝑖 describes a one-electron wavefunction which is called an orbital. Subsequently,
the Schrödinger equation can be written:

(−

ħ2 2
(𝑖)
∇ + 𝑉𝑒𝑓𝑓 (𝑅, 𝑟)) 𝜑𝑖 (𝑟) = 𝜀𝑖 𝜑𝑖 (𝑟)
2𝑚

with
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(2.2.4)

(𝑖)
𝑉𝑒𝑓𝑓 (𝑅, 𝑟)

́
∑𝑁
𝑗≠𝑖 𝜌𝑗 (𝑟)
= 𝑉(𝑅, 𝑟) + ∫
𝑑𝑟́
|𝑟 − 𝑟́ |

(2.2.5)

where
𝜌𝑗 (𝑟) = |𝜑𝑗 (𝑟)|

2

(2.2.6)

is the electronic density associated with the 𝑗 𝑡ℎ electron. The second term in the right hand side
of equation (2.2.5) is the classical electrostatic potential generated by the charge distribution
∑𝑁
𝑗≠𝑖 𝜌𝑗 (𝑟). It is important to note that the above charge density does not include the charge
associated with the 𝑖 𝑡ℎ electron. In other words, Hartree approximation correctly excludes selfinteraction energy. The set of N coupled partial differential equations (2.2.4) is solved by
minimizing the energy with respect to a set a variational parameters in a trial wavefunction or,
alternatively, by recalculating the electronic densities in (2.2.6) using the solutions of (2.2.4),
then casting them back into (2.2.5) and solving (2.2.4) again. This procedure is repeated until the
change in the energy is less than a desired value (threshold), or in other words the selfconsistency in the input and output wavefunctions is achieved.
Hartree approximation wavefunction (2.2.3) is symmetric upon exchange of two electrons and
treats electrons as indistinguishable particles. However, electrons are Fermions and follow Fermi
statistics for electrons (Pauli’s exclusion principle) and the wavefunction that correctly describes
them has to be antisymmetric with respect to exchange of two electrons. The next section
describes the method which implements the above correction.
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2.2.3

Hartree-Fock (HF) Approximation

In order to improve the Hartree approximation, the Hartree-Fock approximation or selfconsistent field was proposed [20, 21]. The many-electron wavefunction is in the form of a Slater
determinant:
𝜑1 (𝑟1 , 𝜎1 ) …
⋮
⋱
𝛷(𝑅, 𝑟) =
|
√𝑁! 𝜑𝑁 (𝑟1 , 𝜎1 ) ⋯
1

𝜑1 (𝑟𝑁 , 𝜎𝑁 )
⋮
|
𝜑𝑁 (𝑟𝑁 , 𝜎𝑁 )

(2.2.7)

This wavefunction is antisymmetric under the exchange of two electrons. Moreover, if two
orbitals are equal (i=j), the determinant becomes zero which reflects Pauli’s exclusion principle.
HF method assumes that electrons experience the potential of the nuclei as well as the average
potential of all the other electrons.
∑𝑁
ℏ2 2
𝜎́,𝑗=1 𝜌𝑗 (𝑟́ , 𝜎́ )
(−
∇ + 𝑉(𝑅, 𝑟) + ∫
𝑑𝑟́ ) 𝜑𝑖 (𝑟, 𝜎)
|𝑟 − 𝑟́ |
2𝑚
𝑁

𝜑𝑗∗ (𝑟́ , 𝜎́ )𝜑𝑖 (𝑟́ , 𝜎́ )
− ∑( ∑ ∫
𝑑𝑟́ ) 𝜑𝑗 (𝑟, 𝜎)
|𝑟 − 𝑟́ |
𝑗=1

𝜎́

(2.2.8)

𝑁

= ∑ 𝜆𝑖𝑗 𝜑𝑗 (𝑟, 𝜎)
𝑗=1

Many-body correlations are completely absent in HF method. However, it provides a reasonably
good description of the inter-atomic bonding. Although HF method reduces the many-electron
problem to a set of coupled one-electron problems, it is computationally very costly.
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2.2.4

Hohenberg-Kohn (KS) Theorem

In 1964 Hohenberg and Kohn formulated and proved two theorems which are the basis of the
Density Functional Theory [17]. The first theorem states that if two systems of electrons which
experience two potentials 𝑣1 (𝒓) and 𝑣2 (𝒓) respectively have the same ground state density 𝑛(𝒓),
then 𝑣1 (𝒓) − 𝑣2 (𝒓) = Constant. In other words, the ground state electronic density uniquely
determines the external potential. The second theorem states that for any positive integer N and
potential

𝑣(𝒓),

there

exists

a

density

functional

𝐹[𝑁]

such

that

𝐸(𝑣,𝑁) [𝑛] = 𝐹[𝑛] + ∫ 𝑣(𝒓)𝑛(𝒓)𝑑3 𝒓 obtains its minimal value at the ground state density of N
electrons in potential 𝑣(𝒓). The minimal value of 𝐸(𝑣,𝑁) [𝑛] is the ground state energy of the
system. It has to be remarked that 𝐹[𝑁] is a universal functional which does not depend
explicitly on the external potential, and depends only on the electronic density. Based on HK
theorems, once we know the ground state density of electrons, we can obtain all the information
needed to describe the system. However, these theorems only prove the existence of such
density, but do not provide insight as to how to obtain it.

2.2.5

Kohn-Sham (KS) Approach

The total ground state energy of an inhomogeneous system composed of N interacting electrons
is given by:
̂𝑒𝑒 |𝛷〉 = ⟨𝛷│𝑇̂│𝛷⟩ + ⟨𝛷|𝑉̂|𝛷⟩ + ⟨𝛷|𝑈
̂𝑒𝑒 |𝛷⟩
𝐸 = 〈𝛷|𝑇̂ + 𝑉̂ + 𝑈
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(2.2.9)

where |𝛷⟩ is the N-electron ground state wavefunction, 𝑇̂ is the kinetic energy, 𝑉̂ is the
̂𝑒𝑒 is the electron-electron electron interaction. |𝛷⟩ has
interaction with the external fields, and 𝑈
to include correlations among electrons, and its general form is unknown. The electron-electron
interaction potential can be reasonably described by separating the electrostatic (classical
Coulomb energy), and exchange and correlation contributions. We will discuss this issue in the
next section. The biggest problem is the expression of the kinetic energy ⟨𝛷│𝑇̂│𝛷⟩ in terms of
the electronic density. Kohn and Sham [22] proposed the idea of replacing the kinetic energy of
the interacting electrons with that of an equivalent non-interacting system. The above method
reduces the problem of interacting many-body particles to a set of problems of non-interacting
particles. Kohn and Sham equations are a set of one-particle equations similar to stationary
Schrödinger equation in which the potential experienced by the electrons is a functional of the
density. The kinetic energy can be written exactly as:
2

∞

∇2
𝑇 = ∑ ∑ 𝑛𝑖,𝑠 ⟨𝜑𝑖,𝑠 |− |𝜑𝑖,𝑠 ⟩
2
𝑠=1 𝑖=1

(2.2.10)

where {𝜑𝑖,𝑠 (r)} denote single-particle spin orbitals, and {𝑛𝑖,𝑠 } are the occupation numbers of the
corresponding orbitals. The KS method assumes that a system of non-interacting fermions whose
ground state energy coincides with that of the interacting system does exist. Such system is
referred to as the non-interacting reference system and its Hamiltonian is described as:
𝑁

̂𝑅 = ∑(−
𝐻
𝑖=1

∇2𝑖
+ 𝑣𝑅 (𝒓𝑖 ))
2
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(2.2.11)

The Hamiltonian has no electron-electron interaction and thus its eigenstates can be described in
the form of Slater determinants. The KS orbitals are hence expressed as:

{−

∇2
+ 𝑣𝑅 (𝒓)} 𝜑𝑖,𝑠 (𝒓) = 𝜀𝑖,𝑠 𝜑𝑖,𝑠 (𝒓)
2

(2.2.12)

which is known as the self-consistent Kohn-Sham equations. 𝑣𝑅 or 𝑣𝑒𝑓𝑓 is given by:

𝑣𝑒𝑓𝑓 (𝒓) = 𝑣(𝒓) + ∫

𝜌𝑗 (𝑟́ )
𝑑𝑟́ + 𝜇𝑋𝐶 [𝜌](𝒓)
|𝑟 − 𝑟́ |

(2.2.13)

The solution to the KS equations is obtained through an iterative method, similar to the Hartree
and Hartree-Fock equations.

2.2.6

Exchange Correlation Functional

In the KS equations, the wavefunctions are proposed in such a way that the kinetic energy
functional can be computed with good accuracy and the many-body terms are incorporated in the
exchange-correlation part. Therefore, the accuracy of the solution depends on the choice of the
exchange-correlation potential. Since the correct from of 𝐸𝑥𝑐 [𝜌] is still unknown, various
approximations have been proposed to improve the solutions.
The kinetic contribution to the correlation energy (the kinetic contribution to the exchange is just
Pauli’s exclusion principle) can be taken into account by averaging over the strength of the
electron-electron interaction between each pair of electrons.
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2.2.6.1 Local Density Approximation (LDA)

The simplest method of describing the exchange-correlation energy of an electronic system is to
use the Local Density Approximation (LDA). Within this approach the exchange correlation
energy of an electronic system is constructed by assuming that the exchange-correlation energy
per electron at a point r in the electron gas, 𝜀𝑋𝐶 (𝒓), is equal to the exchange correlation energy
per electron in a homogeneous electron gas that has the same density as the electron gas at point
r. Therefore
𝐿𝐷𝐴 [𝜌(𝒓)]
𝐸𝑥𝑐
= ∫ 𝜀𝑋𝐶 (𝒓)𝜌(𝒓)𝑑 3 𝒓

(2.2.14)

and
𝛿𝐸𝑋𝐶 [𝜌(𝒓)] 𝛿[𝜌(𝒓)𝜀𝑋𝐶 (𝒓)]
=
𝛿𝜌(𝒓)
𝛿𝜌(𝒓)

(2.2.15)

with
ℎ𝑜𝑚 (𝒓)
𝜀𝑋𝐶 (𝒓) = 𝜀𝑋𝐶

(2.2.16)

where εhom
is the exchange-correlation energy per electron of the homogeneous electron gas of
xc
density ρ. The LDA assumes that the exchange-correlation energy functional has a local effect.
The solution for the exchange-correlation energy of a homogeneous gas depends on the use of
parametrizations. Several parametrizations have been proposed, all of which lead to very similar
results for the total energy [22-24] All of these parametrization are using interpolation of the
exchange-correlation energy form the calculations for high, medium and low density electron
gasses. 𝐸𝑥𝑐 [𝜌(𝒓)] can be written as the sum of the exchange and correlation parts: 𝐸𝑥 [𝜌(𝒓)] +
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𝐸𝑐 [𝜌(𝒓)]. The exchange energy of a free homogeneous electron gas can be obtained analytically
using Hartree-Fock approximation as:
81 1/3 1/3
𝐸𝑥 [𝜌(𝒓)] = − ( ) 𝜌 (𝒓)
64

(2.2.17)

However, the correlation energy of such system is more complicated and is obtained through
QMC methods [25].
Based on the nature of LDA, the effect of the nearby inhomogeneity of the electron density is
neglected. Therefore, its accuracy is good for describing systems in which the electronic density
varies slowly. However, LDA overestimates adsorption energies of molecules by 10%~20% and
underestimates bond lengths by ~2%. Moreover, LDA fails to accurately calculate dissociation
energies, and magnetic properties. In the case of heavy fermions and systems in which electronelectron interactions are dominant, LDA results are not satisfactory.

2.2.6.2 Generalized Gradient Approximation (GGA)

Since LDA over-simplifies the behavior of the electronic distribution, it fails to accurately
describe many systems of interest. Therefore, it is essential to construct a better description of
the exchange correlation functional. In order to model the behavior of the electronic density in a
more accurate manner, the inhomogeneity of the electronic density needs to be included. The
first approach to do so was to include corrections to the electronic density by using a Taylor
expansion around a constant density. This method - which was called Generalized Expansion
Approximation (GEA) - lead to a solution that is not stable and does not converge monotonically
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[26]. The alternative approach, called Generalized Gradient Approximation (GGA), is to include
the gradient of the electronic density to bring in the inhomogeneity effect correction. Note that
the GGA approach is still local.
𝐺𝐺𝐴 [𝜌(𝒓)]
𝐺𝐺𝐴
𝐸𝑥𝑐
= ∫ 𝜌(𝒓)𝜀𝑥𝑐
[𝜌(𝒓)]𝑑𝒓

(2.2.18)
=

ℎ𝑜𝑚 [𝜌(𝒓)]𝐹
∫ 𝜌(𝒓)𝜀𝑥𝑐
𝑋𝐶

[𝜌(𝒓), 𝛻𝜌(𝒓)]𝑑𝒓

where 𝐹𝑋𝐶 [𝜌(𝒓), 𝛻𝜌(𝒓)] is a dimensionless functional called enhancement factor and includes
the gradient of the electronic density. However, the choice of such functional is not unique and to
this date several different forms have been proposed. The enhancement functional is constructed
in such a way to satisfy conditions such as sum rules and long range decay, and by proper choice
of parameters reproduce a number of experimental results.
One of the successful functionals was proposed by Perdew, Burke, and Ernzerhof (PBE) [27].
The exchange enhancement factor 𝐹𝑋 (𝜌, 𝜁, 𝑠) depends on the charge density n, spin polarization
density 𝜁, and a dimensionless parameter given by 𝑠 = |∇𝜌(𝒓)|/(2𝑘𝐹 𝜌(𝒓)) and
𝐹𝑋 (𝑠) = 1 + 𝜅 −

𝜅
µ𝑠 2⁄
1+
𝜅

(2.2.19)

𝜋2

where 𝜇 = 𝛽 ( 3 ) = 0.21951 and 𝛽 = 0.066725 are related to the second order gradient
expansion, and

𝜅 = 0.804. This form of equation obeys the spin scaling relationship and

reproduces LSDA limit s0. In addition, it also satisfies the uniform scaling condition and
recovers the correct uniform electron gas limit, i.e 𝐹𝑋 (0) = 1. The correlation energy is given as:
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𝐸𝐶𝐺𝐺𝐴 = ∫ 𝜌(𝒓)[𝜀𝐶𝐿𝐷𝐴 (𝜌, 𝜁) + 𝐻[𝜌, 𝜁, 𝑡]]𝑑𝒓
𝐻[𝜌, 𝜁, 𝑡] = (𝑒 2 /𝑎0 )𝛾𝜙 3 𝑙𝑛 {1 +

𝑡=

𝛽 2
1 + 𝐴𝑡 2
𝑡 [
]}
𝛾
1 + 𝐴𝑡 2 + 𝐴2 𝑡 4

|∇n(r)|
2𝜙𝑘𝑠 𝑛

(2.2.20)

(2.2.21)

(2.2.22)

where 𝑘𝑠 is the Thomas-Fermi screening wave number and 𝜙(𝜁) = [(1 + 𝜁)2/3 + (1 − 𝜁)2/3 ]/2
is the spin scaling factor. The other parameters are: 𝛾 =
𝐴=

(1−𝑙𝑛2)
𝜋2

= 0.031091 and

−1
𝛽 −𝜀𝐿𝐷𝐴 [𝜌]/(𝛾𝜙3 𝑒 2 /𝑎 )
0 − 1]
[𝑒 𝐶
𝛾

(2.2.23)

PBE functional provides more accurate results for binding energies compared to LDA and in
general are very promising.

2.2.7

Many-Body Problem

In previous sections, it was explained how to decrease the degrees of freedom in a system and
reduce the many-body problem to a set of N one-particle problems. However, in most systems –
unless they are very small - the number of nuclei and electrons is very large. In systems such as
bulk or surfaces the large number of nuclei and electrons results in a large number of equations
which need to be solved which in turn makes it impossible to solve. Since most of the systems of
interest are in crystalline form, one could simplify the system based on their periodic nature. This
approach reduces an infinite system to a periodic finite number of nuclei and electrons.
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2.2.7.1 Bloch Theorem

Bloch theorem is based on the transitional invariance of a periodic system [28]. In an infinite
perfect crystal, the external potential and the charge density at any point r is invariant under
translation by any of the Bravais lattice vectors (𝑅𝑖 ). The KS equation is:

(−

ℏ2 2
∇ + 𝑉𝑒𝑓𝑓 (𝒓)) 𝜑(𝒓) = 𝜀 𝜑(𝒓)
2𝑚

(2.2.24)

where
𝑉𝑒𝑓𝑓 (𝒓 + 𝑹𝑖 ) = 𝑉𝑒𝑓𝑓 (𝒓)

(2.2.25)

for any 𝑹𝑖 in a Bravais lattice. Bloch theorem estates that the solution of equation (2.2.24) can be
written in the form plane wave times a function with the same periodicity of the Bravais lattice:
𝜑𝑛𝑘 (𝒓) = 𝑒 𝑖𝒌.𝒓 𝑢𝑛𝒌 (𝒓)

(2.2.26)

where
𝑢𝑛𝒌 (𝒓 + 𝑹) = 𝑢𝑛𝒌 (𝒓)

(2.2.27)

which leads to
𝜑(𝒓 + 𝑹) = 𝑒 𝑖𝒌.𝑹 𝜑(𝒓)

(2.2.28)

The proof for Bloch theorem can be found in any introductory solid state physics book.
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2.2.7.2 k-point Sampling

The boundary conditions that apply to the bulk solid determine the electronic states at only a set
of k points. The density of allowed k points is proportional to the volume of the solid. The
infinite number of electrons is accounted for by an infinite number of k points and at each k
point only a finite number of electrons are occupied. Therefore, the Bloch theorem changes the
problem of an infinite number of electronic wavefunctions to that of a finite number of electronic
wavefunctions at an infinite number of k points. The occupied states at each k point contribute to
the electronic potential in the bulk, therefore in theory there is an infinite number of calculations
needed to compute the potential. However, the electronic wavefunction of the k points that are
very close to each other is almost identical. Thus, it is possible to represent the electronic
wavefunctions over a region of k space by the wavefunctions at a single k point. This method
reduces the problem of infinite k points to only a finite k point sampling.
Any errors that arise in the calculation of the total energy using this method can be reduced by
using a denser set of k points. Therefore it is essential to check the changes in the calculated total
energy as a function of the density of k points in order to achieve a reasonable accuracy.

2.2.7.3 Plane Wave Representation of the Orbitals

Based on the Bloch theorem, the electronic wavefunction at each k point can be written in the
form of a discrete plane-wave basis set. Theoretically such basis set is infinite, however, the
plane wave with smaller kinetic energy are more important. Therefore, the terms that have a
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kinetic energy higher than a desired cutoff can be discarded. However, exclusion of terms with a
kinetic energy higher than a cutoff introduces an error to the calculation of the total energy.
Thus, it is important to appropriately choose the cutoff for the kinetic energy in such a way that
the calculated total energy is converged.

2.2.8 Pseudopotentials

In the previous section it was explained that the electronic wavefunctions can be represented in
the form of plane waves. However, a very large number of plane waves is needed to describe the
tightly bound core orbitals and the rapid oscillations of the valance electrons around the core
region. The pseudopotential approach reduces the number of plane waves needed to describe the
electronic wavefunction and thus makes it computationally easier to handle. The idea behind the
pseudopotential approach is to replacing the core electrons and the strong ionic potential of the
nucleus by a weaker pseudopotential. Such pseudopotential in turn acts on a set a pseudowavefunctions that replace the true valence wavefunctions. Since the pseudopotential is weaker
than the true ionic potential that the valence electrons experience in the core region, the pseudowavefunctions behavior in core region is much smoother. The pseudopotential is constructed in
such a way that the pseudo-wavefunctions have no radial nodes, but can reproduce the scattering
properties of the ion and the core electrons for the valance wavefunctions. Outside the core
region the pseudopotential is identical to the true potential.

32

2.3

Molecular Dynamics

Molecular dynamics is a powerful tool to investigate several properties of material. ab initio
molecular dynamics can provide insight into the behavior of the system under study with high
accuracy. In ab initio molecular dynamics calculations, Born-Oppenheimer approximation
allows separation of the problem into two parts: 1) Kohn-Sham equations for electrons in a
stationary state, 2) Dynamics of the ions as controlled by Newtonian equations. In previous
sections handling the Kohn-Sham equations was discussed in detail. The dynamics of the ions
however, is discussed here. Car and Parrinello [29] used the Verlet algorithm to integrate the
equations of motion:
𝜑(𝛥𝑡) = 2 𝜑(0) − 𝜑(−𝛥𝑡) + 𝛥𝑡 2 𝜑̈ (0)

(2.3.1)

where Δt represents the length of the time scale. The Verlet algorithm treats the system as a
microcanonical ensemble. However, under experimental conditions rather than the energy, it is
the temperature that is kept constant. Therefore, in order to successfully model the experimental
system the atoms need to follow the statistics of a canonical ensemble.

2.3.1

Temperature in Molecular Dynamics

The temperature associated to a system at a given moment is directly related to the kinetic energy
of the system at that particular moment:
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𝑁

|𝑷𝑖 |2
𝑘𝐵 𝑇
∑
=
(3𝑁 − 𝑁𝑐 )
2𝑚𝑖
2
𝑖=1

(2.3.2)

where 𝑁𝑐 denotes the number of constraints on the system. Therefore the parenthesis would
provide us with the degrees of freedom in the system. If there are no constraints on the system
and the degrees of freedom equals 3N, the system is a microcanonical ensemble. Although
Equation (2.3.2) provides us with the instantaneous value of T, it is 〈𝑇〉 which can be measured
in an experiment.
The simplest method to control the temperature of the simulated system during MD is velocity
scaling. This method simply uses a factor, 𝜆 to scale the velocities of the atoms at every few
𝑇

0
steps, so that 𝜆 = √𝑇(𝑡)
. where 𝑇0 is the desired temperature. Although this method is relatively

simple, it does not allow the correct fluctuations of temperature since the velocities of the atoms
do not follow the Maxwell-Boltzmann distribution.
One of the best methods to achieve correct statistics for the system is a method introduced by
Nosé and Hoover [30, 31] which is known as Nosé-Hoover thermostat. The method is based on
fixing the average temperature of the system which is simulated, but at the same time allowing
for temperature fluctuations according to the canonical distribution. In this method, a heat bath is
considered as an integral part of the system by introducing an artificial variable, 𝑠́ , which is
associated with a ”mass” Q > 0 as well as a velocity 𝑠́̇ . 𝑠́ is basically a time-scaling parameter so
that:
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𝑑𝑡́ = 𝑠́ 𝑑𝑡
𝑟́ = 𝑟

(2.3.3)

𝑟̇́ = 𝑠́ −1 𝑟̇
and finally the Lagrangian of the extended system can be written as:

𝐿= ∑
𝑖

𝑚𝑖 2 2
1
𝑠́ 𝑟̇́𝑖 − 𝑈(𝑟́ ) + 𝑄 𝑠̇́ 2 − 𝑔 𝑘𝐵 𝑇0 ln 𝑠́
2
2

(2.3.4)

Throughout this manuscript, the temperatures associated to MD simulations are achieved using
the above method.

2.4

Finite Difference Method

In order to obtain the vibrational density of states of the desired systems and consequently
calculating their vibrational energies, we have employed the finite difference method. In this
method, the position of each atom in the system is perturbed by a small displacement. The
displacement needs to be small enough so that the harmonic approximation can be applied. After
each displacement, the Hellmann-Feynman forces acting on the atoms are obtained and
consequently, the force constant matrix is constructed which in turn determines the dynamical
matrix. Diagonalizing the latter provides us with the wave-vectors and subsequently, the
vibrational frequencies.
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2.5

Ab initio Thermodynamics

Density functional theory is a powerful tool which allows us to gain insight into the geometric,
and electronic, properties of material. However, the energy obtained is the ground state at 0 K
which is the static zero temperature energy. In order to provide better representation of the
system of interest –i.e. modeling the system in a more realistic method – we use DFT to calculate
the vibrational contribution to the energy. In this method, the vibrational frequencies are
calculated as explained in section 2.4. and consequently the free energy of the system is obtained
from:
𝐹(𝜔(𝒓), 𝑇) = 𝑈0 (𝒓) + 𝑈𝑍𝑃𝐸 (𝜔(𝒓)) + 𝑈𝑇 (𝜔(𝒓), 𝑇)
− 𝑇𝑆𝑣𝑖𝑏 (𝜔(𝒓), 𝑇)

(2.5.1)

where 𝑈0 is the static zero temperature energy, 𝑈𝑍𝑃𝐸 is the zero-point energy, 𝑈𝑇 the
temperature-and-frequency-dependent internal energy, and 𝑆𝑣𝑖𝑏 the vibrational entropic
contribution to the free energy. It is important to note that the rightmost three terms constitute the
vibrational energy of the system, Fvib , which in turn is obtained as below:
3𝑁

3𝑁

𝑖=1

𝑖=1

−ℏ𝜔
1
𝐹𝑣𝑖𝑏 (𝜔, 𝑇) = ∑ ℏ𝜔 + 𝑘𝐵 𝑇 ∑ ln (1 − 𝑒 𝑘𝐵 𝑇 )
2

(2.5.2)

By comparing the free energy of systems, one can gain insight into the relative stability of them
at different temperatures.
For systems in which the direction of certain chemical reactions is of interest, one can investigate
the gain in the free energy of the initial and final systems.
36

𝐺 𝐺𝑎𝑖𝑛 = 𝐸 𝐷𝐹𝑇 (𝐶𝑜𝑚𝑝𝑙𝑒𝑥) + 𝐹𝑣𝑖𝑏 (𝐶𝑜𝑚𝑝𝑙𝑒𝑥)
− 𝐸 𝐷𝐹𝑇 (𝑁𝑎𝑛𝑜𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒)
− 𝐹𝑣𝑖𝑏 (𝑁𝑎𝑛𝑜𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒)

(2.5.3)

− 𝐸 𝐷𝐹𝑇 (𝐴𝑑𝑠𝑜𝑟𝑏𝑎𝑡𝑒)
− 𝑁 𝜇(𝐴𝑑𝑠𝑜𝑟𝑏𝑎𝑡𝑒)
where N is the number of the adsorbates and 𝜇 is its chemical potential.

2.6

Genetic Algorithm

As described in details in Chapter 1, the shape of the nanoparticles is a very important factor in
determining its properties. Therefore, it is of great importance to identify the low-lying isomers
of the nanoparticles of interest. However, this is not an easy task. There are several approaches to
this problem. One of the methods is to provide a set of candidate geometries that are generated
from a variety of schemes, e.g. random selection of geometries from an M.D. run, geometries
borrowed from other elements, geometries obtained by random addition and/or removal of atoms
from nanoparticles of other sizes, cut from crystalline forms, symmetrically known geometries,
geometries generated by intelligent random selections (basin hopping, Monte Carlo), etc.
Simulated annealing is one of the methods which claims to find the global minimum for the
system. During simulated annealing, the system in the simulation is heated to high temperatures
in a controlled manner. The trajectories are studied to verify high mobility for the atoms, which
means enough kinetic energy to overcome the potential energy barriers. Then the system is kept
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in the highest temperature of interest for a prolonged amount of time to ensure equilibrium is
achieved. Consequently, the system is cooled in a very gradual and slow pace. The slow pace of
heating and especially cooling plus the constant temperature simulation, makes this method
computationally expensive. Moreover, even within ab initio MD approach the trajectories of the
atoms are described classically. Therefore, this method cannot provide us with the global
minimum and newer and more potent methods have provided us with geometries with lower
energies than the ones obtained via simulated annealing method. One of the most powerful
methods for solving optimization problems is genetic algorithm. In genetic algorithm approach, a
random selection of candidate solutions is provided. It is important to note that the representation
of the solutions (genes) –i.e. binary, gray, or float, etc.- is very important. The problem of
interest –in this case, the energy of the nanoparticle- is evaluated using the candidate solution
and the obtained value is used as a measure for accepting or rejecting the candidates (fitness
function). Like Monte Carlo method, a small number of not-so-fit solutions is accepted. Much
like reproduction in living organisms, two candidates (parents) “mate” and produce new
solutions (children). “Mating” is done through crossover of the genes, and mutation. There are
several crossover methods including standard uniform crossover, or weighted crossover.
Mutation is a very important factor in the success of the algorithm, and is directly affected by the
choice of representation. This scheme is repeated for several generations through which the
solutions improve and finally provide us with the best fit solution.
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CHAPTER 3:

THE INTERACTION OF LIGANDS

WITH GOLD NANOPARTICLES

3.1

Effect of Ligands on the Geometric and Electronic Structure of Au13 Clusters

We have carried out scalar relativistic density functional theory calculations within the projector
augmented wave scheme and the pseudopotential approach, to examine the effect of ligands on
the geometric and electronic structure of four Au13 isomers: planar, flake, cuboctahedral, and
icosahedral clusters. We find, in agreement with previous theoretical calculations, that for the
clean cluster the planar geometry has the lowest total energy while the icosahedral and
cuboctahedral structures undergo Jahn-Teller distortion. On the other hand, when ligated by
phosphines, the icosahedron is found to assume the lowest total energy. The rationale for the
stabilization of the icosahedron in the ligated Au13 cluster is traced to the ligand-induced charge
transfer from the surface Au-Au to Au-ligand bonds leading to the formation of a strong Auligand covalent bond and introduction of a compressive strain which further weakens the Au-Au
bonds.
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3.1.1

Introduction

Gold is known for being a “noble” element and has been known for its low reactivity and inert
characteristics, which has made it popular for use in jewelry, coinage, and arts. It was not until
when Haruta et al [1, 2] observed extraordinary catalytic properties for gold nanoparticles at low
temperatures. Owing to their large surface-to-volume ratio, nanoparticles exhibit physical and
chemical properties that are significantly different from those of their bulk counterparts. It is also
found that many reactions over gold nanoparticles are structure sensitive, which makes it
possible to control the nature and activity of the gold nanoparticles by tuning their size and shape
as well as their support. Aside from their catalytic properties, gold nanoparticles exhibit different
optical properties compared to their bulk counterparts [32], which makes them good candidates
for several applications such as data storage, ultrafast switching, and gas sensors. Similar to
catalytic properties, optical properties of gold nanoparticles are strongly dependent on the size of
the nanoparticle. It is well understood that catalytic and optical properties of nanoparticles are
the direct outcome of their electronic structure. However, the electronic structure of
nanoparticles in turn is afflicted by their size and shape, which yields to drastic changes as the
size decreases. The shape of gold nanoparticles changes with size (the number of atoms in the
nanoparticle, n). Since size and shape of the nanoparticles can control some of their properties, it
is important to understand the factors that can tune these two properties of the nanoparticles.
The shape of nanoparticles can be altered by the environment. For example, existence of certain
ligands in the system can result in the formation of gold nanoparticles with specific shapes [33].
For example, gold nano-triangles are formed in the presence of lemongrass extract. Shafai et al
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[34] have concluded that the adsorption of the ketones and aldehydes on the gold nanoparticles
result in the “flattening” of their structures. Gas phase gold nanoparticles are found to have two
dimensional (2D) structures up until n=13 atoms. This is particularly interesting because the 2D
to three dimensional (3D) transition occurs at smaller sizes for most other elements. Au13 in
particular is interesting since it is the first geometrical closed shell (magic number). For almost
all other elements, the shape of the nanoparticles consisting of 13 atoms is found to be spherical
and symmetric, such as icosahedron, cuboctahedron, etc.[35]. However, among many theoretical
works devoted to understanding the shape of Au13, [36-43] the energetically preferred shape for
clean Au13 in vacuum is found to be 2D. This result is in full contrast with the experimentally
observed findings which suggest the shape of Au13 to be icosahedron [44, 45]. The main reason
for such drastic contrast is the effect of the environment: in the experiment, Au13 is prepared in a
ligand-resolved solution. The presence of several ligands such as (PMe2Ph)10Cl2(PF6)3 [44]
[PPh3]4-[S(CH2)11CH3]4, and [PPh3]4[S(CH2)11CH3]2Cl2 is ignored in calculations modeling the
nanoparticle in vacuum. However, in theoretical studies devoted to the effect of ligand on the
stability of gold clusters [8, 46, 47], it is suggested that ligands enhance hybridization of Au
valence bands. In particular, Spivey et al. [47] have found that isomers of Au11 with 3D shapes
provide better mixing of the d-orbitals of Au with the ligand orbitals compared to 2D isomers.
They put forward the larger degrees of freedom in 3D shapes to be the main factor that yields to
better mixing of the above orbitals. First principles calculations accompanied with experimental
observations using extended X-ray adsorption fine structure) EXAFS measurements have the
substantial tangential strain (as compared to radial strain) engendered by ligands leads Au13 to
opt for a distorted icosahedral shape [8] While this particular study provides insights into the
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structural changes that are brought about by the adsorption of ligands on the Au13, they do not
endeavor further understanding of the details of the changes in the electronic structure of the
nanoparticle which may shed light on why the interaction with ligands makes the icosahedral
structure to be energetically favored. In section 3.1.2 we develop a rationale for the discrepancy
over the shape of Au13 in theory and experiment. To do so we have performed a systematic
examination of the electronic structure of four low-lying Au13 isomers with different shapes under
three different conditions: pristine, half saturated with phosphines, and saturated with
phosphines. The choice of phosphine ligands is based on their application in several experiments
[44, 45]. We compare the effect of saturated phosphine (12 ligands) coverage to that with half as
many. Then we proceed to the theoretical details, accompanied by results in section 3.1.3,
discussions in section 3.1.4 and conclusions in section 3.1.5.
As discussed above, the size of the nanoparticles is a vital factor in order for the nanoparticle to
demonstrate certain properties. Ideally, synthesis of monodisperse gold nanoparticles at any
desired size is the key to promote certain catalytic reactions or optical properties. However,
preparation of monodisperse nanoparticles suspensions is very difficult since the suspensions are
generally polydisperse. Monodisperse suspensions are often obtained by filtration procedures
that are time-consuming and frequently poor in yield. Furthermore, the synthesis of small-sized
monodisperse nanoclusters (typically consisting of fewer than 100 atoms) in large amounts
currently presents considerable hurdles. These drawbacks have led to various attempts to develop
synthetic procedures that directly produce monodisperse nanocluster suspensions [48-51].
Recently, a simple such method has been developed. This method employs bidentate ligands
with the general formula P(Ph)2(CH2)MP(Ph)2, where Ph stands for the phenyl group and M is the
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length of the aliphatic chain separating the P atoms. Remarkably, the size of the nanoclusters can
be controlled by varying M [52]. For example, Au11 was generated when a propane spacer was
employed, while a mixture of Au8 and Au10 resulted when the spacer was pentane. (We note that
Au8 was also generated by the same ligand with the propane spacer in a similar experiment [53],
indicating that experimental preparation conditions also play a role.) These advances have paved
the way for the synthesis of cluster matter in the near future. However, the relationship between
the length of the ligand as controlled by the spacer and the size of the cluster that it stabilizes is
so far not clear.
In section 3.2, we present our work which employs density functional theory (DFT) based
calculations to investigate the origin of size selectivity of diphosphine ligands toward small-sized
Au clusters. In our previous study of phosphine-protected Au13 clusters, we found the strong
coupling between the gold and phosphines resulting from charge redistribution from the gold
toward the ligands to be a key factor in ligand stabilization of the cluster geometry [9]. While we
find similar effects for the bidentate-ligand-protected small gold clusters, we show that structural
inflexibility of the bidentate ligands plays an additional critical role in determining the stability
of gold nanoclusters.

3.1.2

Computational Details

We have performed scalar relativistic, density functional theory calculations within the plane
wave basis set24 and the projector augmented wave (PAW) pseudopotential method25 as
implemented in Vienna ab initio Software Package (VASP). The wave functions were expanded
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in a plane wave basis with a kinetic energy cutoff of 450 eV. For the exchange-correlation
energy, we used the Perdew-Burke-Ernzerhof (PBE) functional {Perdew, 1981 #355}.
We generated initial geometries of the clean Au13 cluster using the basin-hopping algorithm. We
next performed a constant temperature molecular dynamics (MD) run at 1200 K (with a
simulation time of 90 ps) to relax these geometries using a parametrized Gupta potential. From
these MD runs, we obtained a number of three-dimensional and flake-like geometries. However,
since we could not obtain a purely 2D geometry using the above interaction potential, we used
structures reported in previous studies. The geometry of about 70 structures of Au13 so obtained
was optimized using DFT calculations for the total energy. From this set of geometries, we
selected the lowest-energy isomers for each type of cluster: planar, flake, cuboctahedral, and
icosahedral, which are shown in Figure 3-1. Geometries were optimized using standard
algorithms until forces acting on each ion core were less than 2 × 10−2 𝑒𝑉⁄ , and for
Å
relaxation of electronic degree of freedom, total energy convergence of up to 10−6 𝑒𝑉 was
achieved.
The calculational supercells for all isomers have dimensions of 24 Å x 24 Å x 24 Å. To obtain
the ligated geometries of Au13, we attached ligands, phosphine, to the (relaxed) clean clusters in
several adsorption sites. The vacuum space between a cluster and its periodic image varied from
8 Å (for planar) to 13 Å (for icosahedron) such that the interaction with its periodic images was
negligible. For supercells as large as the one used here, we find sampling of the Brillouin zone
using one k-point to be sufficient. We have also applied a smearing of 0.2 eV for the Fermi level.
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The calculated electronic density of states is, however, not very sensitive to the choice of the
smearing as 0.1 eV produced very similar results to that obtained with 0.2 eV.
For calculations of the charged Au13+5 and Au13-5 systems, introduction of a homogeneous
background charge with the opposite sign leads to charge neutrality in the supercell and enables
application of periodic boundary conditions. This compensation method results in an additional
constant energy term, representing the spurious interaction between the charges in the supercell
and their periodic images, such that
2

𝛼𝑄 ⁄
𝐸𝑛𝑒𝑢𝑡𝑟𝑎𝑙 = 𝐸𝑐ℎ𝑎𝑟𝑔𝑒𝑑 + 1⁄2
𝜀0 𝐷 (+ higher order)

(3.1.1)

where 𝐸𝑛𝑒𝑢𝑡𝑟𝑎𝑙 is the energy of the charged system with the background charge, 𝐸𝑐ℎ𝑎𝑟𝑔𝑒𝑑 is the
2

𝛼𝑄 ⁄
(correct) energy of the charged system of interest, and in the constant energy term 1⁄2
𝜀0 𝐷
𝛼 is the appropriate Madelung constant, 𝑄 is the total charge on the cluster, 𝜀0 is the dielectric
constant, and 𝐷 is the dimension of the (cubic) supercell. The spurious long-range Coulomb
interaction makes the convergence of energy extremely slow even for a fairly large supercell. To
get accurate total energy of these systems and speed up convergence, we need to add a correction
energy term to 𝐸𝑛𝑒𝑢𝑡𝑟𝑎𝑙 to compensate for the spurious interaction. In the current implementation
of VASP, the correction energy, which is equal to the spurious interaction energy, is treated as
the energy of a periodic array of point charges 𝑄 with a neutralizing background immersed in a
structureless dielectric medium whose dielectric constant is equal to that of the perfect crystal.
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3.1.3

Model System

We consider four low-lying Au13 isomers, namely planar (2D), bi-planar, cuboctahedral, and
icosahedral shapes among others that have appeared in literature. The planar structure presented
in Figure 3-1.a is the lowest energy isomer found yet for Au13 in gas phase theoretically. Among
a few low-lying bi-planar structures, we chose the lowest-lying one which is demonstrated in
Figure 3-1.b. There are two well-known 3D structures with high symmetry that we consider,
namely cuboctahedron and icosahedron. Cuboctahedron which is shown in Figure 3-1.c is a cut
from the face centered cubic crystal with Oh symmetry. The surface of the cuboctahedron
consists of 8 triangle faces and 6 square faces. Icosahedron (Figure 3-1.d) is a highly symmetric
shape with Ih symmetry, and its surface consists of 20 triangle faces. Both cuboctahedron and
icosahedron have one central atom and twelve surface atoms, while the planar and bi-planar
isomers do not have a central atom. The central atom in cuboctahedron and icosahedron isomers
makes 12 bonds with other gold atoms which is equal to that of an atom in bulk. The choice of
above structures provides us with a representative for different shape categories.
The ligand that we study is phosphine which consists of a phosphorous atom saturated by 3
hydrogens. The reason for this choice is that even though the ligands used in the experiment are
more complicated, they interact with gold through their phosphorous atom and the chemistry of
phosphine is close enough to that of the actual ligand to capture the essence of the interaction. In
reality, phosphines are not used in the laboratories due to their high flammability.
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a)

b)

c)

d)

Figure 3-1 The isomers of clean Au13 cluster: (a) planar, (b) flake, (c) cuboctahedral, and (d)
icosahedral geometries. The energies noted are with respect to that of the planar structure. Au
atoms with letter 0 in (a) and (b) are considered as central atom for analysis purposes.

3.1.4

Results

First we present our results for pristine gold nanoparticles and then we proceed to the case of
ligated nanoparticles.
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3.1.4.1 Clean Au13 Clusters

We find the planar shape isomer to be the lowest in energy followed by the biplanar (+0.38 eV),
the cuboctahedron (+1.83 eV) and finally the icosahedron (+2.98 eV) in agreement with the
literature. Interestingly, we find the average first nearest neighbor bond length for these cluster
increase as the energy increase (presented in Table 3-1). Cuboctahedral isomer exhibits identical
bond lengths with that of bulk. It is interesting to note that except for the icosahedron, the other 3
isomers are local minimum in the energy landscape associated with Au13 nanoparticles and there
is an energy barrier for the nanoparticle to transform from one shape to the other. However, the
icosahedral structure is not stable at all and without any energy barrier transforms to
cuboctahedron, undergoing Jahn-Teller distortion through MacKay pathway.
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Table 3-1 The average first nearest neighbor Au-Au bond length and standard
deviation for the four Au13 structures considered in this study.
Au13 Structure

Clean

Ligated (12 phosphines)

average

standard

average

standard

bond length

deviation

bond length

deviation

2D planar

2.716

0.040

2.771

0.034

flake

2.780

0.078

2.852

0.113

cuboctahedron

2.833

0.037

2.891

0.144

icosahedron

2.880

0.063

2.985

0.135

Since radial and tangential distortions that can be brought by interaction with ligands are
important, we would like to study the radial and surface bond lengths of cuboctahedron and
icosahedron structures. In the case of Au13 with cuboctahedral shape the radial and surface bond
lengths are 2.831 (0.064) and 2.834(0.005)Å, respectively. The values in parenthesis are the
standard deviation corresponding to the average values. Since these values are very close (almost
equal) we conclude that the Au-Au bonds in the cuboctahedron are uniform. However, in the
case of icosahedron, the radial and surface bond lengths are significantly different. They are
2.784(0.0) and 2.927(0.0)Å.
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a)

b)

c)

d)

Figure 3-2 The isomers of Au13(PH3)6 cluster: (a) planar, (b) flake, (c) cuboctahedral, and (d)
icosahedral clusters. The Au13 cores in (d) has the Jahn-Teller distortion. The energies noted are
with respect to that of the planar structure.

3.1.4.2 Half Saturated Ligated Au13 Clusters

Since cuboctahedron and icosahedron have 12 surface atoms, the full coverage on these
nanoparticles would be 12 and half coverage is 6. In order to keep the systems uniform and
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hence comparable, we have chosen the same numbers of ligands for planar and bi-planar cases as
well. Figure 3-1 presents the four isomers interacting with 6 phosphines. Since lowercoordinated atoms are expected to be more reactive, in order to ligate the gold atoms on the
surface of each nanoparticle, we have given priority to the lower-coordinated atoms. We have
also considered the configurations in which the ligand-ligand distance is higher to minimize their
interaction.
We test the adsorption site of the gold nanoparticle as well. Phosphines are adsorbed on top
position and interestingly if positioned at bridge site, would move to top site with no energy
barrier in agreement with previous theoretical calculations and experiment.
Figure 3-2 shows the optimized respective configurations for half saturated gold nanoparticles.
As can be seen, only one P-Au bond is formed and unlike ammonia or acetone we do not see
formation of hydrogen bonds between the hydrogens of the ligand and gold atoms. Our most
important finding is the new total energy landscape for the ligated nanoparticles. The icosahedral
isomer which is not stable without ligands not only becomes stable after adsorption of ligands,
but also becomes the second lowest energy isomer of all. Interestingly, Au13 nanoparticle in
Figure 3-2 is a Jahn-Teller distorted icosahedron. The distortion that occurs in the case of planar,
bi-planar and cuboctahedral structures do not follow any particular symmetrical pattern and is
just irregular perturbations brought by the ligands.
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a)

b)

c)

d)

Figure 3-3 The isomers of Au13(PH3)12 cluster: (a) planar, (b) flake, (c) cuboctahedral, and (d)
icosahedral clusters. The energies noted are with respect to that of the icosahedral structure.

In the case of the icosahedral Au13, all 6 atoms that are bonding with the ligands are the first
nearest neighbors of the central atom. However, the bond length of all the other atoms with the
central atom expand radially achieving a radial bond length average of 2.807 (0.041) Å. The
surface bond lengths average increases to 2.953 (0.047) Å. Please note that the radial and surface
52

bond length averages increase by 0.8% and 0.9% compared to those of the clean nanoparticles.
Another interesting finding is the disposition of the bi-planar structure to form a central atom. As
can be seen in Figure 3-2 a ligand free atom moves inward to form what appears to be a central
atom. However, such structural change is not substantial enough to form a spherical structure.

3.1.4.3 Saturated Ligated Au13 Clusters

In this section we proceed to the case of Au13 isomers interacting with 12 phosphines. The
procedure of ligation and the priorities for the selection of adsorption sites are similar to the
previous section. The optimized structures are presented in Figure 3-3. As one would expect, the
structural changes that are brought by 12 ligands are more evident than the case of 6 ligands. The
most striking result is the entirely new energy landscape for Au13 isomers. The unstable
icosahedron not only becomes stable, but also ranks the lowest energy isomer of all. The biplanar structure takes the second rank by 0.09 eV difference in energy. The cuboctahedron
follows by 0.47 eV and finally and surprisingly, the planar structure which was the lowest energy
isomer in vacuum becomes the highest energy isomer of all four. Now we turn our attention to
the bond length changes that are brought about to the gold nanoparticle by the interaction with
the ligands, summarized in Table 3-1. It is interesting to note that not only both radial and
surface bond lengths of the icosahedral increase compared to those in gas phase, but also the
icosahedron is undergone Jahn-Teller distortion.
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Figure 3-4 The local density of states of clean Au13 clusters shown in Figure 3-1

3.1.5

Discussions

3.1.5.1 Shape of the Clean Au13 Clusters

The preference of small clean Au clusters for 2D geometry over spherical ones has been
attributed to strong s-d hybridization which comes into play significantly when relativistic effects
are included in calculations of the total energy.[54, 55] It is reasonable to suppose that such
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enhanced interaction between Au atoms in 2D structures would lead to shorter Au-Au bond
lengths. Our results, as presented earlier, clearly show a correlation between the energetic order
and the average bond lengths for clean Au13 clusters. Figure 3-4 shows the local density of states
(LDOS) of the s and d bands for the clean systems shown in Figure 3-1. The d-band for the
planar, followed by that of the flake geometry, shows richer features, relatively more continuous,
broadly spreading into lower energy levels, compared to those of the spherical structures. The s-d
hybridization (near -6.5 eV) is also more prominent in the planar structure than in the others. To
make this point more quantitative, a s-d hybridization index,[55, 56] defined as
13

𝐼𝑠𝑑

𝐸𝐹
1
=
∑ ∫ 𝜌𝑁𝑠 (𝜀) 𝜌𝑁𝑑 (𝜀) 𝑑𝜀
3
−∞
𝑁=1

(3.1.2)

where 𝜌 𝑠 and 𝜌𝑑 are s and d density of states of Nth Au atom, respectively. The hybridization
index is presented in Figure 3-5. The most remarkable feature in Figure 3-5 is the drop in 𝐼𝑠𝑑
from the planar structure to that for the others. The planar structure also has the shortest Au-Au
bond length and the lowest total energy. As the average bond length increases from the flake to
the cuboctahedron to the icosahedron 𝐼𝑠𝑑 decreases modestly. The figure also correlates the
changes in the structural total energy with bond length increase. Thus, this structural hierarchy
may be viewed as orchestrated by the propensity to enhance the hybridization between Au
atoms, which enables strengthening of Au-Au bonds and accordingly reduces the total energy of
the system.
For further insights into the lack of stability of the icosahedral structure, we turn to the LDOS of
the d band electrons of the central and surface atoms in Figure 3-4. Noticeably, there is a
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significant peak, contributed mostly from the central Au atom, at the Fermi energy in the LDOS
of the icosahedral geometry (fourth row). Peaks near the Fermi level are also found for the clean
(distorted) cuboctahedral cluster with an additional splitting (third row). These are the highest
occupied molecular orbitals (HOMO) and are degenerate in the case of the icosahedral,
signifying the presence of a Jahn-Teller instability. In fact, for the icosahedral these orbitals
consist of sets of two and 3-fold degenerate states,[36, 43] whose charge density distributions
take the form of pairwise (Figure 3-6a) and triplewise (Figure 3-6b) surface bonds, respectively.
From the form of the charge distributions in Figure 3-6, panels a and b, one may also conclude
that the occupation of the pairwise HOMOs causes icosahedral-symmetry breaking (by
shortening the bond length of the paired atoms). The icosahedron thus collapses to the distorted
cuboctahedron.

Figure 3-5 Calculated s-d hybridization index for clean Au13 clusters (■). Also plotted is the
average bond length and the total energy difference (●) for the four geometries.
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a)

b)

Figure 3-6 Charge density distribution of (a) pairwise and (b) of triplewise HOMO of the perfect
icosahedral Au13 cluster. Isovalues for isosurfaces in (a) and (b) are the same (0.06 e/Å3).
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a)

b)

c)

d)

Figure 3-7 Charge difference plots of (a) planar, (b) flake, (c) cuboctahedral, and (d) icosahedral
clusters, ligated by 12 phosphines. Red represents charge accumulation and blue charge depletion.
Isovalues for isosurfaces are the same ((0.03 e/Å3).

3.1.5.2 Ligand-Induced Charge Redistribution for Au13 Clusters

Ligation with 12 phosphines (Figure 3-3b) leads to the formation of a central atom during
relaxation. This preference is most apparent for the flake structure for which we noted above that
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phosphine-saturated Au13 clusters prefer 3D geometry, flake or spherical. To understand this
tendency, it is important to look into the charge redistributions induced by the Au-ligand
interaction which we present for the twelve-phosphine ligated Au13 clusters in Figure 3-7 in
which, red and blue represent charge accumulation and depletion, respectively. Note that each
plot in Figure 3-7 describes changes in the charge distributions with and without phosphines for
each structure in Figure 3-3. That is, it shows the charge redistribution induced by the phosphine
ligand for a given geometry, and not the redistributions wrought by structural changes from the
clean (Figure 3-1) to the ligated geometries (Figure 3-3).
An important feature that is revealed in Figure 3-7 is that the charge-accumulated regions, which
represent strong bonding between Au and P atoms, are located midway between the surface Au
and P atoms. More specifically, for the icosahedral geometry the bonding charges are located
closer to the Au atoms (Figure 3-7d), whereas for flake geometry, they are located closer to the P
atoms (Figure 3-7b). Also in the icosahedral geometry, although the charge-depleted regions are
located in the proximity of both the Au and P atoms, charge depletion from the Au atoms is
much more intense, suggesting that the bonding charges in the middle are donated by Au atoms.
To a much weaker degree, these trends are also true for the irregularly distorted cuboctahedral
geometry (Figure 3-7c). Notice that there is hardly any noticeable charge redistribution along the
surface Au-Au bonds for all cases considered. In fact, the average bond length of each ligatedgeometry in Figure 3-3 increases (in the range of 2.0 to 3.6%) from that of clean geometry
Figure 3-1, suggesting that upon ligand adsorption most Au-Au bonds, including the surface
ones, suffer charge-density loss during structural changes. Thus, charges from Au-Au bonds
transfer to Au-P bonds upon ligand attachment creating strong Au-P covalent bonds and making
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the Au core positively charged. This is particularly true for the icosahedral cluster in Figure 3-7d.
Furthermore, most significant charge redistribution occurs in the icosahedral (Figure 3-7d)
followed by that in the flake (Figure 3-7b), while the least change occurs in the planar geometry
(Figure 3-7a). Thus, the magnitude of the ligand-induced charge redistribution exactly correlates
with the energetic order: icosahedral (0.0 eV) flake (+0.09 eV) cuboctahedral (+0.32 eV)
planar (+0.47 eV).

60

a)

b)

c)

d)
Figure 3-8 Total charge density distributions with and without phosphines: (a) planar, (b)
flake, (c) cuboctahedral, and (d) icosahedral clusters.
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The relative stability of the four geometries considered here for the clean and twelve-phosphine
ligated Au13 clusters are further elaborated in the plots of the total charge density isosurfaces in
Figure 3-8 The plots on the left (clean clusters) clearly indicate stronger and more compact AuAu bonding in the case of the planar structure, as compared to the others. On the right, the
striking feature is the symmetrical distribution of the Au-phosphine unit for the icosahedral
geometry (Figure 3-8d).
Another consequence of the charge-density loss in the Au-Au bond for the ligated clusters is the
elongation of the bond length. Consequently, the ligated icosahedral (Figure 3-3d) exhibits the
largest expansion of the average Au-Au bond length (3.6%) from that of the clean case, followed
by the flake structure (Figure 3-3b) (2.6%). Trends in bond length changes suggest that there
may be a distinction between ligated and ligand-free Au atoms in the cluster in the strategies for
compensating the charge-density loss caused by the weakening of the Au-Au bonds. Ligated Au
atoms may adopt a strategy of making a strong bond with a phosphine followed by bonds with
neighboring Au atoms. As a result, the number of surrounding surface Au atoms, inside a sphere
of a radius of 3.08 Å, in the ligated icosahedral geometry, decreases to 3.8 from 5. On the other
hand, ligand-free Au atoms adopt a radically different strategy: they attempt to move to a central
position in order to create more bonds with other Au atoms. As a result, the coordination of
ligand-free atoms increases. For example, the central atom in the ligated-flake geometry in
Figure 3-3B has seven Au neighbors (within a radius of 3.08 Å), while the corresponding atom in
the clean geometry (Figure 3-1B) has only five Au neighbors (within the same range).
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3.1.5.3 Structural Stabilization of the Icosahedral Au13 Cluster by Ligands

For the case of the clean Au13 cluster, we have shown earlier that the inherent instability of the
icosahedral can be traced to the presence of Jahn-Teller distortion. Since ligands stabilize this
particular geometry, it is interesting to examine the effect they have on the Jahn-Teller distortion
and whether the rationale for the stabilization lies somewhere else. To do so, we present in
Figure 3-9A the LDOS of the ligated Au13 cluster, Au13(PH3)12. The significant single peak in the
LDOS, at the Fermi energy, for the clean icosahedral cluster (the fourth row) has now split into
three peaks, signifying Jahn-Teller distortion of the Au13 core. The charge density distribution in
Figure 3-9b, drawn for the peaks in the range -1.5 and -0.5 eV for the ligated icosahedral, clearly
show the formation of pairwise and triplewise bonds. Interestingly, despite the Jahn-Teller
distortion of the Au13 core, the geometry is stable, unlike the case of the clean Au13 core, which
as we saw collapses into the cuboctahedron in Figure 3-1C. The rationale for this difference in
behavior can be found by examining the changes in the bond length connecting Au5 and Au6 in
Figure 3-10, whose stretching causes the structural transition from icosahedron to
cuboctahedron. In the clean icosahedron in Figure 3-1d, the Au5-Au6 bond length is elongated to
4.01 Å, causing the bond connecting Au5-Au1 (or Au6-Au3) to be reduced to 2.84 from 2.927 Å.
These changes cause the perfect icosahedron in Figure 3-1d to collapse to the distorted
cuboctahedron in Figure 3-1c.[57] In the ligated icosahedron in Figure 3-3d, Jahn-Teller
distortion cause a smaller elongation of the Au5-Au6 bond (~3.236 Å). As a result, the ligated,
distorted icosahedral is able to retain its geometry. This shorter elongation in the ligated
icosahedron may be traced to the repulsive interaction (or compressive strain) between Au-Au
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atoms, which is caused by charge transfer from Au-Au bonds to Au-P bonds. For example, the
bond lengths connecting Au1-Au5 and Au2-Au5 are 2.955 and 2.992 Å, respectively, a substantial
increase from that of perfect icosahedron (2.927 Å), suggesting that the repulsive interactions
between Au1(or Au2) and Au5, between Au3 (or Au4) atoms and Au6 atoms inhibit the elongation
of the bond length connecting Au5-Au6.

a)

b)

Figure 3-9 (a) Local density of states for Au13 clusters with twelve phosphines. Vertical lines
denote the center of d bands. (b) Charge density distribution of the HOMO-1 for the icosahedral
Au13 cluster with twelve phosphines (Au13(PH3)12).

64

Figure 3-10 The side view of atom locations in the icosahedron. The arrows show the Mackay
transformation of icosahedron to cuboctahedron.

Another feature noted from Figure 3-9a is that the relative position of the d-band center of the
LDOS for the ligated Au13 isomers is pushed to deeper energy levels, from -3.20, -4.23, -4.52,
and -4.60 eV, as the structure changes from the planar, to the flake, to the cuboctahedral, and
icosahedral geometries. This is a further measure of the relative stability of the icosahedral.[58]
Figure 3-9a also stresses the contribution to the bonding between P and Au atoms because of the
s-d overlap of the Au atom with the p orbitals of the P atom. For the planar Au-ligand complex
such strong interaction is not found. Rather, both bonding and nonbonding states are occupied.
On the other hand the contribution is noticeable for the icosahedron. In short, the ligand-induced
charge transfer from surface Au-Au atoms to Au-ligand bonds provides the rationale for the
stabilization of the distorted icosahedral geometry by the phosphine ligands.
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We pointed out earlier that for the ligated icosahedral Au13 cluster [Au13(PH3)12], the average
radial and surface Au-Au bond lengths increase almost equally by +2.7% and +2.8%,
respectively, from those of the clean icosahedral cluster. In other words, the ligated icosahedral
undergoes almost isotropic expansion of the cluster, while maintaining its geometry (on
average). As we have seen this bond length expansion, also known as compressive strain, is a
result of the charge transfer from Au-Au bonds to Au-ligand bonds. At this point, it is worth
comparing our results with the findings of Guliamov et al.,[8] who also found a compressive
strain in icosahedral Au13, except that the surface Au-Au bonds were more strongly perturbed
than the radial ones, which led them to conclude that a resultant icosahedral geometry should be
a distorted one. The difference from our result can be easily attributed to the effect of the S atom
in their mixed ligand (PH3/SCH3) which adsorbs at the bridge site between two neighboring Au
atoms, thereby perturbing the surface Au-Au bond more than the others.

3.1.6

Conclusions

We find that the order of the total energy of the clean Au13 clusters is correlated with the Au-Au
bond length: the shorter the bond length, the lower the total energy. We also show that the s-d
density of states enable more coupling between the Au atoms in the icosahedron than the planar
structure. Furthermore, a stable icosahedral Au core is obtained by ligating the Au cluster with
phosphines. We trace the stability of this ligated structure to the charge transfer from Au to
phosphines that in turn lead to repulsive interaction between Au atoms (i.e., compressive strain
between Au-Au bond) by making the Au core positively charged. Charge redistribution along the
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Au-P bond also leads to strong Au-phosphine coupling. The end result is that the Au core in the
ligated icosahedral cluster undergoes a small Jahn-Teller distortion, and this charge-transfer
induced repulsion enables the Au core to maintain the structure. On the basis of these results, we
conclude that the ligand induced stabilization is purely an electronic effect and not a steric one.

3.2

Toward an Understanding of Ligand Selectivity in Nanocluster Synthesis

We performed scalar relativistic density functional theory (DFT) calculations using the projector
augmented wave scheme (PAW) to examine the reactivity and selectivity of diphosphine ligands
LM, with the formula PH2(CH2)MPH2 (spacer M= 3, 5), toward small-sized cationic Aun (n = 711) nanoclusters. By isolating the ligand-induced contribution to the stability condition, we show
that such interaction selectively stabilizes the cationic Au11 cluster. Furthermore, we find that L5
with the longer spacer is more capable than L3 of relieving the strain imposed on the spacer by
bidentate binding to gold clusters, which have relatively small Au-Au bond lengths. Thus L5 can
interact effectively with gold clusters of various sizes, but L3 can do so only with a selected few.
This result demonstrates the size-selecting power of L3 toward small gold clusters such as
Au113+. To further test the validity of our results we have extended the calculation to a larger
cluster, Au13, and also considered the case of a ligand with a larger spacer, M= 10, interacting
with a small cluster (Au3). We find that, for Au13(L3)65+, the strain induced by the stiff L3 spacer
causes the gold cluster to disintegrate. We also predict a single-end binding for the interaction of
L3 with the gold trimer: one end of the diphosphine is detached from the trimer. Finally, for an
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ideal, highly selective ligand, we propose a two-body ligand system, in which one part of the
ideal ligand provides high reactivity toward the broad range of gold clusters and the other part
provides control over the reactivity. The controllable competition between the two components
of an ideal, highly selective ligand system will produce a desirable selectivity for the generation
of monodisperse nanoclusters of interest through tailoring process.

3.2.1 Theoretical methods

In this section we first introduce the method with which we model the system under study. Then
we proceed to present the theoretical methods which we employ for optimizing the geometries
and calculating their total energy. We explain the correction terms that are needed to be
considered in order to handle the charged system. Finally, we define the stabilization conditions
of the nanoparticles in this study.

3.2.1.1 Model System

Our model systems consist of complexes of gold clusters Aunq (n = 2-11;q > 0) and diphosphine
ligands [P(Ph)2(CH2)MP(Ph)2]x (M = 3, 5) which we designate as Aun(LM)xq, where n = number
of gold atoms, x = number of ligands, M = spacer size, and q = charge state. For simplicity in
calculations, we replace the phenyl group (C6H5) by H. To further test the validity of our
conclusions we extend the calculations to Au13 cluster and employ a larger ligand (M = 10) for
the interaction with the gold trimer. The structures of these three diphosphine ligands,
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PH2(CH2)3PH2 (henceforth termed L3), PH2(CH2)5PH2 (henceforth termed L5), and
PH2(CH2)10PH2 (henceforth termed L10), and that of phosphine are presented in Figure 3-11
Our main interest in this work is in cationic Aun (n = 8-11), which were synthesized selectively
in recent experiments.[52, 53] Understanding the stability of these gold nanoclusters requires
insights from the electronic and geometric structures of both the bare metal clusters and their
ligated counterparts for the smaller (n = 2-7) as well as for the larger (n = 8-11) sized ones
produced in experiments. We have thus investigated ligand-gold complexes Aunq (n = 2-11; q =
1-3 depending on n), plus Au13q(q = 2, 3, 5), as a further test of our theory. We set the ionized
state q to 2+ for Aunq (n = 7-10) clusters and to 3+ for the n = 11 cluster, to be in accord with
those in experiments.[52, 53] For n = 13 we set it to 5+, to satisfy the criterion for magic number.
Thus, all of the studied gold clusters are cationic.
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a)

b)

c)

d)

Figure 3-11 Three types of diphosphine ligands used in this study: (a) PH2(CH2)3PH2
[abbreviated L3], (b) PH2(CH2)5PH2 [abbreviated L5],and (c) PH2(CH2)10PH2 [abbreviated
L10], and (d) phosphine ligand.
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a)

b)

c)

d)

e)

f)

Figure 3-12 Lowest-energy isomers of bare gold clusters: (a) Au72+, (b) Au82+, (c) Au92+, (d)
Au102+, (e) Au113+, and (f) Au135+ clusters.
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3.2.1.2 Geometry Optimization and Total Energy Calculations

We have performed scalar relativistic DFT calculations[59] using the plane wave basis set and
the projector augmented wave pseudopotential method,[60] as implemented in the Vienna ab
initio simulation package (VASP).[61] The wave functions are expanded in the plane wave basis
with a kinetic energy cutoff of 400 eV. For the exchange-correlation energy, we use the PerdewBurke-Ernzerhof functional.[27] We use a supercell of dimension 24 × 24 × 24 Å3 for all gold
clusters except Au13- (L5)6 q+ and Au13(L10)6 q+ (q = 2, 3, 5) complexes, for which we use a larger
supercell of dimension 30 × 30 × 30 Å3. Because of the large size of the supercells, only a single
k-point is sufficient for the sampling of the Brillouin zone. We use a Fermi-level smearing of 0.2
eV for gold clusters. While we set the threshold for electronic energy convergence to 10 -6 eV, we
set that for structural optimization to 10-4 eV for energy and to 2 × 10-2 eV/Å for force
convergence. We use a standard quasi-Newtonian algorithm implemented in VASP for structural
optimization.
For the structural optimization of bare gold clusters Aunq (n = 2-11, 13), if the geometries of the
cationic gold clusters are not known, we optimize those of the neutral or anionic counterparts (of
course, with the aforementioned charge state q) and choose the one that has the lowest energy.
The neutral or anionic geometries that we used as initial geometries of cationic gold clusters
include Aun (n = 2, 3, 5, 7, 9, 13),[6] Aunq (n = 3, 4; q = 0, 1, -1), and Aun1- (n = 4-11, 13).[56]
Furthermore, for bare Au82+ and Au113+ clusters, we use a basin hopping algorithm[62] to find the
lowest energy isomers. For structural optimization of the corresponding ligand-protected gold
clusters, we optimize gold-ligand complexes that consist of the lowest-energy isomers of the bare
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gold clusters and the diphosphine ligands. For the ligated counterparts of Au82+, Au102+, and
Au113+ complexes, we also optimize the experimentally available geometries[48, 49, 63] to
confirm that the experimental geometries are favored (i.e., lower in energy) over the ones
obtained from the optimization of simple ligation of the bare clusters. The optimized geometries
for the bare clusters Aunq (n = 7-11, 13; q = 1-3 depending on n) are presented in Figure 3-12,
and those for the gold_ligand complexes Aun(LM)xq (M = 3, 5) are presented in Figure 3-13.

a)

b)

c)

d)
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e)

f)

g)

h)

i)

j)

Figure 3-13 Lowest-energy isomers of diphosphine-protected gold clusters: (a) Au7(L3)32+, (b)
Au7(L5)32+, (c) Au8(L3)42+, (d) Au8(L5)42+,(e) Au9(L3)42+, (f) Au9(L5)42+, (g) Au10(L3)52+, (h) Au10(L5)52+,
(i) Au11(L3)53+, (j) Au11(L5)53+, (k) Au13(L3)65+, and (l) Au13(L5)65+ complexes.
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3.2.1.3 Correction to Total Energy of Charged Systems

Cluster suspensions generated by wet-chemical methods are usually charged. Therefore, we have
paid special attention to the treatment of the non-neutral systems that consist of charged gold
nanoclusters and neutral ligands. For such charged systems, the periodic supercell method cannot
normally be employed. By introducing a compensating, homogeneous background charge with
opposite sign, however, the charge can be balanced out. The resulting neutral supercell enables
the application of periodic boundary conditions.[64-66] Interaction between the charged
supercell and its periodic images causes spurious long-range Coulomb interaction, which slows
down the convergence of total energy even for a supercell of fairly large dimension.[64] In order
to tackle the issue of spurious interaction, and thereby that of slow convergence, a correction
term is introduced on top of the total energy expression for the uncorrected system:
𝐸1 = 𝐸 0 +

1 𝑄2
𝛼 ⁄𝜀 𝐷
0
2

(3.2.1)

where 𝐸 0 and 𝐸1 are the energies of the system of interest before and after the correction,
respectively, and

1
2

𝛼

𝑄 2⁄
𝜀0 𝐷 is the correction term in which 𝛼 is the appropriate Madelung

constant, 𝑄 is the total charge on the cluster, 𝜀0 is the dielectric constant, and 𝐷 is the dimension
of the cubic supercell.
Thus corrected, the total energy of a charged system is quite reliable, depending on the
magnitude of q. We present the calculated ionization energy of gold monomer together with the
experimental data in Figure 3-14a. Before introduction of the charge correction described above,
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the calculated values are up to 30% off the experimental ones. After correction, the discrepancy
is reduced to less than 10%. Figure 3-14b presents the total energies of Au1+ monomer and
Au135+ as a function of supercell size before and after the correction. For Au1+ monomer before
the correction, the convergence of the total energy is slow as the dimension of the box increases,
but after the correction it becomes very fast, enabling the usage of a fairly small supercell (≤10
Å). For Au135+ monomer, the correction is not so effective as that for Au1+. Thus, while our
supercell size (24 Å) is sufficient for small q, a larger supercell (≥35 Å) is desirable for large q.
However, since all gold clusters in this study have a q smaller than +5, except Au13, the current
correction scheme and choice of supercell should be quite sufficient. Note also that we used a
large supercell of dimension 30 × 30 × 30 Å3 for the particular cases of Au13(L5)65+ and
Au13(L10)65+ complexes. In fact, relative difference in total energies is the actual quantity of
interest. Given the measures that we have taken, we believe the numerical errors associated with
our calculations are not substantial for gold clusters with large q = +5.
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Figure 3-14 (a) Ionization energies for a single gold atom and (b) effect of charge correction
scheme on the convergence of total energy as a function of supercell size for Au1+ monomer and
Au135+.
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3.2.1.4 Stabilization Condition

Confining ourselves to considerations of system energetics, we define relative stability (RS) as
the difference in total energy between parent and child clusters in order to determine the
stabilization of a particular size of gold cluster by diphosphine ligands of specific dimension:
𝑀 𝑞2
𝑅𝑆 = 𝐸[𝐴𝑢𝑛 (𝐿𝑀 )𝑞𝑥 ] − 𝐸[𝐴𝑢𝑛1 (𝐿𝑀 )𝑞1
𝑥1 ] − 𝐸[𝐴𝑢𝑛2 (𝐿 )𝑥2 ]

(3.2.2)

𝑀 𝑞2
where 𝐸[𝐴𝑢𝑛 (𝐿𝑀 )𝑞𝑥 ], 𝐸[𝐴𝑢𝑛1 (𝐿𝑀 )𝑞1
𝑥1 ], and 𝐸[𝐴𝑢𝑛2 (𝐿 )𝑥2 ] are the DFT total energies of the

parent and child clusters, respectively. RS < 0 for every (n1, n2) ∈ n indicates that parent is
stable, and the larger the magnitude of RS, the more stable the cluster. Thus, small negative RS
means that parent cluster is prone to disintegration even under weak perturbation (for example,
thermal vibrational energy). The conservation of the number of gold atoms (n = n1+ n2), and of
the number of ligands (x = x1 + x2), and of the charges q = q1 + q2 are implicit in the stability
condition (RS < 0).
As alluded to already, RS does not include any contribution of the activation energy required for
the break-up of a parent cluster into child clusters. Rather, it includes only the total energies of
initial and final states. In other words, we are not considering kinetic effects. As for vibrational
entropy contribution, its net contribution to RS is only a few millielectronvolts[67] and therefore
is negligible with respect to the magnitude of RS of the gold clusters studied here (>0.1 eV).
To evaluate RS, we need to know the number of ligands that coordinate to parent and child
clusters, and also the charge states of parent and child clusters. The number of ligands, x, that
coordinate to a cluster, whether parent or child, can be determined as follows:
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𝑛
2
𝑥 = {𝑛 − 1
2

𝑛 = 𝑒𝑣𝑒𝑛
𝑛 = 𝑜𝑑𝑑

(3.2.3)

where 𝑛 is the number of gold atoms of the cluster. The above assignments, which are in accord
with experiment,[52, 53] guarantee that a diphosphine binds with two gold atoms. As a result,
every gold atom in the even-size gold clusters is coordinated to by diphosphines, but one gold
atom in the odd numbered gold clusters has no coordination. Cases exceptional to the assignment
in Eq.(5.3.1) may include gold monomer, dimer, and trimer. In these very small gold clusters, the
coordination number of ligands is often larger than half the number of Au atoms. We return to
these interesting cases in section 3.2.2.5.
The thus-generated 𝑥, 𝑥1, and 𝑥2 should satisfy the conservation of ligand numbers in parent and
child systems (i.e., 𝑥 = 𝑥1 + 𝑥2). In some rare cases, when we assign the number of ligands
according to Eq.(5.3.1), the resulting 𝑥, 𝑥1, and 𝑥2 do not satisfy the conservation of ligands
(i.e., 𝑥 > 𝑥1 + 𝑥2). In such instances, we increase 𝑥1 (or 𝑥2 if necessary) in order to satisfy
the conservation of ligands.
For the charge state of the clusters, since a gold cluster in solution tends to polarize, we assign
𝑞 ≥ 1 to all gold clusters (𝑞, 𝑞1, 𝑞2 ≥ 1).We thereby consider only cationic gold clusters in our
calculations, as was the case in experiment.[52, 53] As a result, the charge state of parent
clusters is equal to or larger than +2 in order to satisfy charge conservation between parent and
child clusters (𝑞 = 𝑞1 + 𝑞2). In Table 3-2 we summarize the 𝑛, 𝑥, and 𝑞 values for the gold
cluster complexes [Aun(LM)xq] investigated in this study.
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Table 3-2 For ligand-gold cluster complexes Aun(LM)xq, x and q values associated with each n

n

x

Q

2

1

1, 2

3

1

1

4

2

1

5

2, 3

1

6

3

1, 2

7

3

1, 2

8

4

1, 2

9

4

2

10

5

2

11

5

3

13

6

2, 3, 5

3.2.2

Results and Discussion

We present first our calculated total energies of Aun(L3)xq (n = 7-11, 13) in Table 3-3 and those
of Aun(L5)xq (n = 7-11, 13) in Table 3-4. Calculations were not performed for certain
combinations of child clusters, as they violated a conservation rule. For example, (7,3) for Au10
is omitted since it violates the conservation of the number of ligands.
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Table 3-3 Calculated Total Energy and Relative Stability (RS) of Parent (Au nL3) and
Child Clusters (Aun1L3 and Aun2L3)
Parent (n)

Child (n1,n2)
RS(eV)

n

En(eV)

En-2,2(eV)

En-3,3(eV)

En-4,4(eV)

En-5,5(eV)

7

-228.79

-227.56

228.92

a

a

0.13

8

-307.89

-303.61

-306.74

-307.31

a

-0.58

9

-310.63

-307.11

-308.13

-310.47

a

-0.16

10

-388.48

-384.93

a

-386.52

-388.29

-0.19

11

-383.33

-381.38

-383.17

-382.45

-382.50

-0.16

13

-438.67

-444.84

a

a

a

6.17

a

Calculations were not performed for this particular combination of child

clusters, as it violated a conservation rule.
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Table 3-4 Calculated total energy and relative stability (RS) of parent (AunL5) and
child clusters (Aun1L5 and Aun2L5)

Parent (n)

Child (n1,n2)
RS(eV)

n
7

En(eV)
-328.86

En-2,2(eV)
-328.04

En-3,3(eV)
-329.41

En-4,4(eV)

En-5,5(eV)

8

-441.02

-438.18

-439.6

-440.44

a

-0.58

9

-443.54

-441.22

-442.08

-442.98

a

-0.56

10

-553.71

-551.84

A

-553.12

-553.17

-0.54

11

-549.67

-548.83

-550.23

-549.09

-548.60

0.56

13

-639.74

-644.50

A

a

a

4.76

0.55

a

Calculations were not performed for this particular combination of child
clusters, as it violated a conservation rule.

3.2.2.1 Interaction of L3 with Aun (n=7-11, 13)

From Table 3-3, we see that in the presence of ligand L3 the most stable child clusters are (11,2)
for Au135+, (8,3) for Au113+, (5,5) for Au102+, (5,4) for Au92+, (4,4) for Au82+, and (4,3) for Au72+.
The last column in Table 3-3 gives the relative stability for each n. We find that stable parent
clusters are Au113+, Au102+, Au92+, and Au82+ with RS values of -0.16, -0.19, -0.16, and -0.58 eV,
respectively. Our calculations thus predict stabilization of Au113+ by L3, in agreement with
experiment. [52, 53] Our results, however, do not indicate exclusive selectivity of L3 toward
Au113+ as suggested in one experiment, [52] as the former seems to stabilize several other sizes
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as well. Regarding this discrepancy, it is noteworthy that another experiment, which used
different solutions, reports that L3 generates Au82+ in addition to Au113+.[53] Selectivity of the
ligands may thus depend to some extent on experimental conditions.

3.2.2.2 Interaction of L5 with Aun (n= 7-11, 13)

For Aun(L5)x complexes, we find in Table 3-4 that the most-stable child clusters are (11,2) for
Au135+, (8,3) for Au113+, (5,5) for Au102+, (5,4) for Au92+, (4,4) for Au82+, and (4,3) for Au72+.
Stable (parent) clusters turn out to be Au102+, Au92+, and Au82+ with RS of -0.54, -0.56, and -0.58
eV, respectively, in excellent agreement with experiment. [52, 53] We find that Au82+ is the most
stable among the stabilized gold clusters with the largest RS of -0.58 eV.

3.2.2.3 Contributions to Stability Condition

In sections 3.2.2.1and 3.2.2.2, we reported that L3 stabilizes Au113+, Au102+, Au9 2+, and Au82+
clusters while L5 stabilizes Au102+, Au92+, and Au82+ clusters. These conclusions were based on
simple comparison of the total energies of the parent, 𝐸[𝐴𝑢𝑛 (𝐿𝑀 )𝑞𝑥 ], with those of child
𝑀 𝑞2
complexes, 𝐸[𝐴𝑢𝑛1 (𝐿𝑀 )𝑞1
𝑥1 ] + 𝐸[𝐴𝑢𝑛2 (𝐿 )𝑥2 ]. Such consideration does not allow isolation of

the factors that may be responsible for the stabilization. To get further insight, we evaluate the
binding energies of all systems of interest here: gold-ligand complexes, bare gold clusters, and
pure ligands. To begin with the total energy of the parent complex can be expressed as in the
following:
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𝐸[𝐴𝑢𝑛 (𝐿𝑀 )𝑞𝑥 ] = 𝐸[𝐴𝑢𝑛𝑞 ] + 𝐸[(𝐿𝑀
𝑥 )] + 𝑥𝐵𝐸

(3.2.4)

where 𝐸[𝐴𝑢𝑛𝑞 ] and 𝐸[(𝐿𝑀
𝑥 )]are the total energies of the bare gold cluster and the ligands,
respectively, and BE is the binding energy per ligand of the cluster. (Note that 𝐵𝐸 < 0 is
required for bonding between gold clusters and ligands.) Similarly, the total energy of child
complexes can be expressed as follows:
𝑀 𝑞2
𝐸 [𝐴𝑢𝑛1 (𝐿𝑀 )𝑞1
𝑥1 + 𝐴𝑢𝑛2 (𝐿 )𝑥2 ]
𝑞1
𝑞2
𝑀
= 𝐸(𝐴𝑢𝑛1
) + 𝐸(𝐴𝑢𝑛2
) + 𝐸(𝐿𝑀
𝑥1 ) + 𝐸(𝐿𝑥2 )

(3.2.5)

+ 𝑥1 𝐵𝐸1 + 𝑥2 𝐵𝐸2
where 𝐵𝐸1 and 𝐵𝐸2 are the binding energies per ligand for the child clusters. When we substitute
Eq. (3.2.4) and Eq.(5.3.1) into Eq. (3.2.2), the relative stability term automatically breaks up into
a part arising from the ligands and another from the bare clusters:
𝑅𝑆 = [𝑥𝐵𝐸 − (𝑥1 𝐵𝐸1 + 𝑥2 𝐵𝐸2 )]
𝑞1
𝑞2
+ {𝐸(𝐴𝑢𝑛𝑞 ) − [𝐸(𝐴𝑢𝑛1
) + 𝐸(𝐴𝑢𝑛2
)]}

(3.2.6)

where the first term on the right represents the difference in the ligand-cluster interaction
between parent and child complexes (𝛥𝐵𝐸), while the second term is the total energy difference
between bare parent and bare child clusters (𝛥𝐸𝑏𝑎𝑟𝑒 ), which is unaffected by ligand-gold
interaction. Thus,
𝑅𝑆 = 𝛥𝐵𝐸 + 𝛥𝐸𝑏𝑎𝑟𝑒

(3.2.7)

Table 3-5 and Table 3-6 show the decomposition of the total energies listed in Table 3-3 and
Table 3-4 into 𝛥𝐵𝐸 and 𝛥𝐸𝑏𝑎𝑟𝑒 , respectively. Importantly, 𝛥𝐵𝐸 in Table 3-5 is positive for
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stable Au8(L3)42+, Au9(L3)42+, and Au10(L3)52+ complexes and negative only for the Au11(L3)53+
complex. Thus ligand-gold interactions (𝛥𝐵𝐸) do not contribute to the stabilization of
Au8(L3)42+, Au9(L3)42+, and Au10(L3)52+. Rather, their stabilization arises simply from the superior
stability of these bare parent clusters (with respect to that of the bare child clusters), since 𝛥𝐸𝑏𝑎𝑟𝑒
in Table 3-5 is negative for these complexes. In other word, even without diphosphines, these
clusters (Au82+, Au92+, and Au102+) will be stable. As such, adding ligands does not change the
picture. On the other hand, ligand-gold interaction is responsible for the stabilization of Au11L3.
Interestingly, for Au13(L3)65+, although ∆𝐵𝐸 is negative and large, 𝛥𝐸𝑏𝑎𝑟𝑒 is even larger. The
overall result is that the complex is unstable.

Table 3-5 Decomposition of total energies of Aun(L3)xq complexes
𝑞1

n

𝑞2
𝐸(𝐴𝑢𝑛1 ) 𝐸(𝐴𝑢𝑛2
)
(eV)
(eV)

𝐸(𝐴𝑢𝑞𝑛 )
(eV)

𝑥1 𝐵𝐸1
(eV)

𝑥2 𝐵𝐸2
(eV)

𝑥𝐵𝐸
(eV)

𝛥𝐸𝑏𝑎𝑟𝑒
(eV)

𝛥𝐵𝐸
(eV)

7

0.65

2.7

4.09

-7.57

-4.60

-12.78

0.74

-0.61

8

0.65

0.65

-1.79

-7.57

-7.57

-12.63

-3.09

2.51

9

-2.44

0.65

-2.48

-7.64

-7.57

-14.68

-0.69

0.53

10

-2.44

-2.44

-6.43

-8.93

-7.64

-15.21

-1.55

1.36

11

-1.79

2.69

5.41

-12.63

-4.60

-21.90

4.51

-4.67

13

5.41

19.85

37.33

-21.90

-8.00

-35.80

12.07

-5.90
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Table 3-6 Decomposition of total energies of Aun(L5)xq complexes

n

𝑞1
𝑞
𝑞2
𝐸(𝐴𝑢𝑛1
) 𝐸(𝐴𝑢𝑛2
) 𝐸(𝐴𝑢𝑛 ) 𝑥1 𝐵𝐸1
(eV)
(eV)
(eV)
(eV)

𝑥2 𝐵𝐸2
(eV)

𝑥𝐵𝐸
(eV)

𝛥𝐸𝑏𝑎𝑟𝑒
(eV)

𝛥𝐵𝐸
(eV)

7

0.65

2.7

4.09

-7.91

-5.40

-13.50

0.74

-0.19

8

0.65

0.65

-1.79

-7.91

-7.91

-13.31

-3.09

2.51

9

-2.44

0.65

-2.48

-7.91

-7.35

-15.13

-0.69

0.13

10

-2.44

-2.44

-6.43

-8.52

-7.35

-14.86

-1.55

1.01

11

-1.79

2.69

5.41

-13.31

-5.40

-22.66

4.51

-3.95

13

5.41

19.85

37.33

-22.66

-8.20

-38.17

12.07

-7.31

Let us take a closer look at the unique Au11(L3)53+ complex. Its large 𝛥𝐸𝑏𝑎𝑟𝑒 indicates that the
bare Au113+ cluster is inherently unstable. However, ∆𝐵𝐸 of this complex is negative, and larger
than 𝛥𝐸𝑏𝑎𝑟𝑒 . As a result, this complex is stable and the gold-ligand interaction is critical for the
stabilization of this complex. Thus, we can conclude that, in terms of ligand-induced
stabilization, Au113+ is the only gold cluster to be stabilized by L3 and that the strong interaction
of L3 with Au113+ is the decisive factor in this selectivity.
When we bring the same analysis to bear on the Aun(L5)xq+ (x = 7-11, 13) complexes (see
Table 3-6), we find that the stabilization of Au8(L5)42+, Au9(L5)42+, and Au10(L5)52+ complexes
also turns out to be of non-ligand origin, as with Au8(L3)42+, Au9(L3)42+, and Au10(L3)52+, since ,
∆𝐵𝐸 for each of these complexes is positive. In summary, our analysis of ligand stabilization of
gold clusters based on the stability condition Eq. (5.3.1) reveals the true nature of the unique,
ligand-induced stabilization of Au11 cluster by L3, thereby confirming the selectivity of L3
toward Au113+ observed in experiment.
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3.2.2.4 Trends in Interaction of L3 and L5 with Cationic Gold Clusters

Figure 3-15.a shows 𝐵𝐸, the binding energy (per ligand) of Aunq (n = 2-11, 13) complexes with
LM. Clearly, the interaction of diphosphines with gold clusters is size-dependent. Although that
relationship is not simple, there are some trends: (1) L5 generally has stronger interaction with
gold clusters than L3, except for Au102+, Au81+, and Au51+. (2) L3 and L5 most strongly interact
with Au22+, Au21+, Au135+, and Au31+. (3) Among gold clusters of interest, Aun (𝑛 ≥ 7), L3 and L5
interact most strongly with Au135+, Au113+, and Au72+, which turn out to be the only gold clusters
whose ∆𝐵𝐸s are negative (see Table 3-5 and Table 3-6).

a)

b)

Figure 3-15 (a) Binding energy per ligand and (b) energy in the formation of Au n(LM)xq
complexes. The charge states of the gold cores, q, are represented as plusses in the graph.
For the number of diphosphines, x, refer to Table 3-2.

Figure 3-15b presents the energy gain (𝑥𝐵𝐸) of each gold cluster from the interaction with
ligands, which is obtained by multiplying the binding energy in Figure 3-15a by the number of
ligands (Table 3-2). Clearly, Au135+ and Au113+ stand out with the largest energy gain from
interaction with L3 and L5. Although Au22+, Au21+, and Au31+ have large binding energy per
ligand, since the number of ligands is small, the net energy gain is small.
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It is interesting to note that nearly all of the most strongly interacting gold clusters—Au135+,
Au113+, Au31+, and Au22+— possess a closed electronic shell configuration. Note that Au135+ and
Au113+ acquire spherical geometries in Au13(LM)65+ and Au11(LM)53+ complexes (M = 3, 5). An
exceptional case is Au13(L3)65+, in which Au135+ splits, as we shall discuss later. It is well-known
that ligand-protected gold clusters show a preference for spherical geometry (for example,
icosahedral Au13).[49, 63, 68] The rationale for the stabilization (by phosphine ligand) in the
case of neutral icosahedral Au13 cluster is the effective mixing of the orbitals of the gold atoms
with those of the phosphorus atoms for spherical geometries, which redistributes charge from the
gold cores toward the ligands.[9] We find a similar charge redistribution for the diphosphineprotected gold clusters, as shown in the Supporting Information. In summary, substantial charge
accumulation occurs along the Au-P bonds as a result of charge depletion from the Au atoms,
and thereby the central gold atom is charged positively, and both the peripheral gold atoms and
diphosphines together are charged negatively, effectively forming an electronic core-shell
structure similar to that of atoms in which the nucleus constitutes the positive inner core and
electrons form the negative outer shell. This core-shell structure enhances the stability of the
gold cluster, both because it enables the formation of electrostatic ionic bonding and because the
outer shell can screen the inner core from interactions with external species, which could
reconfigure the structure of the gold cluster.[69]
Regarding the interaction of diphosphines with the gold clusters, L5 shows, in general, a stronger
interaction with gold clusters than L3. It is quite striking to observe such a consistent superiority
of L5 in view of the fact that the only difference between them is the length of spacer; that is, that
the spacer of L5 has an additional two CH2 molecules in comparison with L3. We attribute this
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superiority of L5 over L3 to strain effect originating from the stiffness of spacer, as we discuss in
the section that follows.

3.2.2.5 Ligand Flexibility and Structural Stabilization

When a diphosphine attaches to a gold cluster, it experiences a bending of the spacer (i.e.,
strain). Since such bending involves bond-length change, it will increase the total energy of the
ligand. Such total energy increase will, however, be small if a diphosphine is flexible. Flexibility
of a diphosphine can stem from a large degree of freedom in its structure, which is brought about
by many numbers of CH2 chains in the spacer. To demonstrate the correlation of flexibility with
the length of spacer, we performed a series of calculations in which we applied a set of strains to
a pool of diphosphines with different spacers, namely, L3, L5, and L10. Length, which is defined
as the sum of P-C and C-C bond lengths, is 6.84, 9.88, and 17.54 Å for L3, L5, and L10,
respectively. We calculate ligand stress (𝜎), as a measure of flexibility, using the following
equation:

𝜎=

1 𝑑𝐸
𝐿 𝑑𝜀

(3.2.8)

where 𝐿 and 𝐸 are the length and total energy of diphosphines, respectively, and 𝜀 is strain. We
apply strain of -5% and -10%. Figure 3-16 shows the total energy change with respect to the
applied strain for L3, L5, and L10. It is clear that the smaller the length of spacer, the larger the
total energy increase and so the induced stress. The calculated stress for L3, L5, and L10 is 0.227,
0.026, and 0.017 eV/Å, respectively. A stress imposed on L3 is larger by an order of magnitude
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than that on either L5 or L10. As such, L3 is by far stiffer than either L5 or L10. Thus, the impact of
the length of spacer on the stress (and thereby on the flexibility) is remarkable. The longer the
length of spacer, the more flexible the ligand will be. Note, however, that the stress quickly
converges as the spacer length increases.

Figure 3-16 Change in total energies of L3, L5, and L10 with applied strain.

To further investigate the flexibility of ligand with variation of the length of spacer, we
performed another set of calculations in which L3, L5, and L10 and phosphine ligands interact
with a reference gold cluster, gold trimer (Au3). Figure 3-17a displays such a configuration. We
chose gold trimer as reference system since the diphosphine-gold bonding involves a single
central gold atom to which peripherals are bonded. We fix the Au-Au bond length (dAu-Au in a) at
the prescribed values (2.0, 2.5, 3.0, and 3.5 Å), and then completely relax the gold-ligand
complex. We present the resulting Au-P bond length (dAu-P) and the Au-Au-P bond angle (θ) in b
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and c, respectively. In terms of dAu-P and θ, the structural characteristics of L10 are the most
similar to those of the phosphine. In contrast, the structural characteristics of L3 are markedly
different from those of the phosphine and others. Thus, we find a trend that the longer the ligand,
the more similar the structural characteristics to those of the phosphine. The reason is clear: since
phosphine itself can be considered to be infinitely flexible owing to its lack of spacer, the more
flexible a diphosphine, the more closely it resembles phosphine.
The question thus arises as to whether the ligands with different spacer lengths show drastically
different responses to external strain because the spacer fundamentally alters the electronic
structure of diphosphines. Figure 3-18 shows the local density of states (LDOS) for the p orbital
of the P atom of the phosphine and diphosphines (L3, L5, and L10).The energy “0” eV in
Figure 3-18 represents the energy of highest occupied molecular orbitals (HOMOs) of the
relevant ligands. There are three sharp peaks (labeled I, II, and III from the right) in the case of
phosphine. Similarly, we notice one sharp peak (labeled II) and two bands of peaks (labeled I
and III from the right) in the case of diphosphines.

91

a)

b)

c)

Figure 3-17 (a) Schematic model of the interaction of a reference gold trimer with
diphosphines (only L3 is shown). Calculated (b) Au-P bond length (dAu-P) and (c) Au-Au-P
bond angle (θ) are shown for simple phosphine and diphosphines (L3, L5, and L10).
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Figure 3-18 Local density of states of L3, L5, L10, and phosphine.

The three features of diphosphines in the LDOS can be unambiguously associated with the
corresponding three peaks of phosphine. While peak II of diphosphines is nearly identical to that
of the phosphine, peaks I and III are broadened from the corresponding peaks of the phosphine.
The broadening of peaks I and III of diphosphines stems from the hybridization of the orbitals of
P atom with those of spacers. Peak II, which is not broadened and is found at the location
identical to that of the corresponding peak of phosphine, represents unpaired electrons of the P
atom. The energy levels of these electrons are the HOMO energy levels of the ligand and thus
are those primarily responsible for interaction with the gold cluster. The similarities of the
electronic structures of L3 and L5 explain why L3 and L5 exhibit similar characteristics in the
interaction with gold clusters, as discussed above (see Figure 3-15a). Since peak III represents
the energy levels from the P-C and C-C interactions, these are related to the spacer-induced
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strain effect. The application of physical strain to spacers perturbs these energy levels, which lie
relatively far beneath the HOMO energy (as compared to peak II). Therefore, they do not
contribute directly to the interaction of the ligands with gold clusters as significantly as in peak
II. That their contribution to the total energy of the system comes mainly through modified P-C
and C-C interaction owing to applied strain explains the consistent superiority of flexible L5 over
stiff L3.
A remarkable manifestation of the stiffness of L3 is displayed in the core fission of the
Au13(L3)6+5 complex. Figure 3-19 presents the optimized geometry of Au13(L3)6+5, which is split
into two gold cores (Au10 and Au3). Au2, Au3, and Au4 form the split Au3 core and the rest of the
remaining gold atoms form the Au10 core. (Note that Au1 is a bridging atom connecting the
separated cores, and Au0 is initially the central atom.) Importantly, this remarkable gold-core
fission occurs neither with L5 nor L10 nor phosphine. In fact, these ligands stabilize the
icosahedral geometry of Au135+ cluster. Thus, there is a clear distinction between L3 and the rest
of the ligands considered here, and the inference is that the stabilization ability of diphosphine is
correlated to the flexibility of the ligand, so that the more flexible the ligand, the more
stabilization capacity. On the basis of this correlation, we conclude that, in terms of stabilization
(but not selectivity) ability, phosphine is superior to diphosphine, and L10 and L5 are superior to
L3. Indeed, phosphine generates broad-range, polydisperse gold clusters.[52]
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a)

b)

Figure 3-19 Optimized geometries of (a) Au13(L3)65+ and (b) Au13(PH3)65+

It is noteworthy that the remarkable effect of ligand-induced strain effect on stabilization of gold
clusters is related to the peculiar bonding tendency of phosphine and gold. When we compare the
geometries of Au13(L3)65+ in Figure 3-19.a and Au13(PH3)125+ in Figure 3-19b, it is clear that
phosphine ligands (PH3) in Figure 3-19b tend to make a straight bond with the gold. (Note the
straight lines connecting the central Au, any given surface Au, and the P atoms beyond it.) Now
let us suppose that we add a spacer, like that of L3 in the picture, between the pairs of two
phosphines. (This operation basically transforms phosphines in Figure 3-19b to L3 diphosphines
in Figure 3-19a. The separations between the phosphine pairs in Figure 3-19b (the distance
between the P atoms) are in the range of 5.35-5.62 Å (the average being 5.44 Å, which is smaller
by 3.8% than the P-P separation of L3 or L5). Therefore, the connecting spacer (L3 diphosphine)
will be under significant strain (-3.8%), which will in turn exert a strain (+3.8%) to the gold (see
Figure 3-16 for stress). As a result, there will arise a competition between bending of the spacer
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(diphosphine) and expansion of the bond lengths of Au atoms that are bound to the diphosphine.
In the case of Au13(L3)65+, the strain induced by the stiff L3 spacer causes the gold cluster to
disintegrate.
Another example of the effect of the ligand-strain effect in gold-ligand complexes would be very
small gold clusters Aun (n = 2, 3). In experiment, Aun (1 ≤ 𝑛 ≤ 3) clusters are often observed
with two or three diphosphines, indicating the binding of one or more diphosphines per gold
atom. The bond lengths in the small gold clusters are relatively small (≈ 2.6 Å), enough to cause
large strain upon the ligand. A possible way to relieve such strain is that only one end of the
diphosphine binds to the gold cluster. This single-end binding will remove the source of strain.
In such binding, diphosphine effectively acts as phosphine. Moreover, for further stabilization,
the gold core can attract one or more additional diphosphines, since the uncoordinated gold atom
is available for binding. As a matter of fact, such single-end binding is predicted in our
calculations for the interaction of L3 with the gold trimer: one end of the diphosphine is detached
from the trimer. [Note the large average dAu-P of 3.65 Å for L3 (see □ in Figure 3-17b) when dAuAu is

2.0 Å.]

3.2.2.6 Effect of Ligand Strain upon Selectivity of Diphosphine toward Specific Gold
Clusters

We have shown that Au113+ is stabilized only by L3 and not by L5. However, in light of the fact
that Au113+ interacts more effectively with L5 than with L3 as shown in Figure 3-15.a, this result
may seem odd. This contrasting behavior of L3 and L5 for Au113+ stems from the difference in
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𝛥𝐵𝐸 between Au113+(L3) and Au113+(L5): the magnitude of 𝛥𝐵𝐸 for Au113+(L3) (_4.67 eV) is
larger than that for Au113+(L5) (-3.95 eV). In fact, individual 𝑥𝐵𝐸, 𝑥1 𝐵𝐸1 , and 𝑥2 𝐵𝐸2 values for
Au113+(L5) (in Table 3-6) are larger than those for Au113+(L3) (in Table 3-5). This reversal can
happen since 𝛥𝐵𝐸 is the difference among those individual 𝐵𝐸s, defined as 𝑥𝐵𝐸 − (𝑥1 𝐵𝐸1 +
𝑥2 𝐵𝐸2 ). By comparing 𝑥𝐵𝐸, 𝑥1 𝐵𝐸1 , and 𝑥2 𝐵𝐸2 for Au113+(L5) in Table 3-6 with those for
Au113+(L3) in Table 3-5, we notice that the magnitudes of 𝑥𝐵𝐸, 𝑥1 𝐵𝐸1 , and 𝑥2 𝐵𝐸2 for Au113+(L5)
are almost uniformly larger than those for Au113+(L3) by 0.76, 0.8, and 0.68 eV, respectively.
Owing to this uniformity, 𝛥𝐵𝐸 of Au113+(L3) becomes larger by 0.72 eV than that of Au113+(L5).
Clearly, the consistency of larger magnitude of 𝑥𝐵𝐸, 𝑥1 𝐵𝐸1 , and 𝑥2 𝐵𝐸2 for L5 than those of L3
arises from the spacer induced strain effect discussed in the previous section. Thus the ligandinduced strain plays a decisive role in selectivity of L3 toward Au113+.

3.2.2.7 Effect of Core Charges on Stability of Charged Gold Clusters

So far we have discussed the ligand-induced stabilization effect and have identified the critical,
dominant role played by ligand-induced strain in selectivity. The relevant term is 𝛥𝐵𝐸 in
Equation (3.2.7). However, we note that the selecting and stabilizing power of diphosphine—for
example, that of L3—is not only the result of this single factor (however dominant). Rather, it is
the effect of a delicate balance among three factors: gold-ligand interaction, spacer-induced
strain, and gold-core instability. In general, gold clusters with higher cationic state interact better
with diphosphines than those with lower cationic state (see Figure 3-15a). For example, the
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binding energy of L3 and L5 for Au13(LM)65+ is larger than that for Au13(LM)62+ and Au13(LM)63+.
The only exception is Au8(LM)4q+ complexes.
Also, gold-ligand complexes of large q show higher values of 𝛥𝐵𝐸 than those of small q,
suggesting better stability for gold-ligand complexes of large q. For example, 𝛥𝐵𝐸 in Au13(L3)6q+
complexes is -5.9 eV for q = +5, while they are 13.57 and 9.54 eV for q = +2 and +3,
respectively. However, gold clusters with large q have large 𝛥𝐸𝑏𝑎𝑟𝑒 as well, since such a large
cationic core is by itself unstable. As a result, the RSs of Au13(L3)6q+ complexes (q = 2, 3, 5) are
8.02, 4.04, and 6.18 eV, while those of Au13(L5)6q+ complexes (q = 2, 3, 5) are -1.09, 1.24, and
4.77 eV. Thus, none of the Au13(LM)6q+ (q = 3 and 5; M = 3 and 5) complexes with high q is
stable. It is clear that ligand-gold interaction (𝛥𝐵𝐸) must be strong enough to override the large
repulsive energy (𝛥𝐸𝑏𝑎𝑟𝑒 ) for ligand-induced stabilization of gold cores of high q.

3.2.3

Conclusions

We have discussed stabilizing factors of ligand and non-ligand origins. By nature the attractive
ligand-gold interaction promotes gold core stability while the repulsive interaction within the
core reduces the stability. Thus, there is the competition between two forces of contradicting
nature in stabilization of the gold-ligand complexes. On the other hand, selectivity of ligands is
different from the stabilization effect of ligands. A ligand can stabilize gold clusters of various
sizes; however, this broadness demonstrates little selectivity. In this regard, selectivity is more
complex a concept than stabilization. Nevertheless, the strong ligand-gold interaction, which
defines stabilizing ability of ligands, is essential for selectivity.
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Apparently, in order that a ligand can possess size-selecting power, the ability for the formation
of strong gold-ligand interactions should be restricted to a narrow range of gold clusters. Here
phosphine and diphosphine are two excellent prototype systems that exhibit broad and narrow
interaction abilities, respectively. Simple phosphine strongly interacts with gold clusters due to
its ability to make covalent bonding with gold clusters and is thus the representative of the high
reactivity of an ideal selective ligand system.
On the other hand, it is the stiffness of spacer that is of critical importance concerning selectivity
through induction of elastic strain. (In this aspect, L3 is more selective than L5.) Phosphine
without the restricting power of spacer will be of no value regarding selectivity. Therefore,
diphosphine having the power of reactive phosphine and, at the same time, the power of
restrictive spacer as well is an effective size-selective system for gold clusters.
For an ideal, highly selective ligand, therefore, we propose a two-body ligand system, in which
one part of the ideal ligand provides high reactivity toward the broad range of gold clusters and
the other part of the ideal ligand provides control over the reactivity. This control could be in the
form of a short length of spacer, as in diphosphine, or any type of controllable, reactivity
poisoning component. The controllable competition between the two components of an ideal,
highly selective ligand system will produce a desirable selectivity for the generation of
monodisperse nanoclusters of interest through a tailoring process.
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CHAPTER 4:

VIBRATIONS OF Au13 AND FeAu12 NANOPARTICLES

AND THE LIMITS OF THE DEBYE TEMPERATURE CONCEPT
We present first-principles calculations of the vibrational density of states (VDOS), the specific
heat and the mean-squared displacement of the five lowest-energy isomers of Au13 and of two
low-energy FeAu12 nanoparticles. We find that the vibrational contributions to the Helmholtz
energy do not affect the energy ordering of the isomers. As expected, for nanoparticles the
vibrational density of differs dramatically from the function proposed by the Debye model. We
demonstrate that, for the nanoclusters we studied, the alternative calculations of the “Debye
temperature” yield significantly inconsistent results. We conclude that TD obtained from a
particular thermodynamic property is neither applicable for deriving conclusions about other
thermodynamic properties nor correlated with atomic bond strengths. Instead, in order to
describe the temperature dependency of a nanoparticle’s mean-squared-displacement and its
specific-heat capacity, what is necessary is its discrete phonon spectrum.

4.1

Introduction

Nanoclusters have been a subject of intense investigation during the last four decades because
their properties are significantly different from those of their bulk counterparts.[70] The special
properties of nanoclusters have opened the way to possible technological applications, including
health-related ones. Gold nanoclusters in particular are nontoxic and highly biocompatible.
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Moreover, they can adsorb different kinds of ligands. These two properties enable them to have
therapeutic applications in targeted drug delivery.[71] Furthermore, gold can also serve to encase
other magnetic atoms that are otherwise too reactive.

Gold-coated iron nanoparticles, for

example, are very good candidates for providing biocompatible magnetic nanoclusters.[72]
These clusters are good candidates for diagnostic imaging. Their chemical reactivity[32, 73-75]
and optical properties[1, 76, 77] directly depend on their electronic structure, which in turn
depends on the shape and size of the cluster. It is these dependencies that open the prospect of
tailoring such clusters for specific ends. In an earlier work[9] we investigated the geometric and
electronic structure of several isomers of Au13 clusters.

In this paper we investigate the

vibrational dynamics and thermodynamical properties of these isomers so as to draw conclusions
about their relative stability through considerations of the Helmholtz free energy. Additionally,
we extend the thermodynamical examinations to FeAu12 clusters obtained by replacement of an
Au atom by an Fe atom, to obtain further insights into structural stability of the Au cluster as
induced by the presence of an Fe atom in the core. Since there remains a tendency to associate
thermodynamic properties of nanoparticles with a Debye temperature, our results lead us to
reflect on the limitations of the Debye model (and Debye temperature) when applied to
nanoscale systems. Since the latter is a subject of general interest, let us briefly review the
history of the Debye model.
As experimental techniques developed for investigating the behavior of materials at lower and
lower temperatures, it became evident that specific heat does not follow the classic law of
Dulong-Petit, according to which CV=3R=5.96 calories per mole per degree (where R is the gas
constant), but rather at some point begins to decrease exponentially with temperature. With the
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advent of quantum mechanics and quantization of lattice vibrations in terms of phonons, it was
possible to develop an expression for CV as a function of the phonon density of states. But since
at that time there was no experimental technique available for measuring these density of states,
efforts turned to developing theoretical approximations of it sufficient for explaining the
behavior of specific heat at low temperatures. The most successful of these approximations was
proposed by Debye, who modeled the density of phonon states as a continuous spectrum of
frequencies, with a cut-off maximum frequency, 𝜔𝐷 , characteristic of the solid.[78] The model
was thus appropriate for an elastic isotropic medium and ignored the discrete nature of the
crystal lattice.
The concept of the Debye temperature (𝑇𝐷 ) derives from application of the Debye model. For
example, by using the Debye phonon-DOS, 𝑔𝐷 (𝜔), one can define 𝑇𝐷 , as ħ𝜔𝐷 = 𝑘𝐵 ∗ 𝑇𝐷 .
Conversely, if one obtains 𝑇𝐷 by other means, one can get a rough idea of the maximum
frequency of the system since the integral of 𝑔𝐷 (𝜔) must always give 3𝑁. Further, if 𝑇𝐷 of a
given material is known by other means, one can use it to estimate the velocity of sound in that
material. 𝑇𝐷 and equivalently 𝜔𝐷 are very useful concepts and have been used to categorize
solids vis-à-vis their thermal properties.
The main success of the Debye phonon-DOS in bulk systems, however, is that it has served to
model accurately the specific heat at low T with a simple formula that involves 𝑇𝐷 . So, if one
can measure 𝐶𝑉 , one can obtain 𝑇𝐷 , and all the properties above. Conversely, if one computes
𝑇𝐷 , one can immediately get 𝐶𝑉 at low T. Moreover, since the atom’s mean-squareddisplacement (MSD) can be worked out as a function of the phonon-DOS, the Debye model is
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used to obtain a simple relation between 𝑇𝐷 and the MSD, which is another useful concept that
enters into the interpretation of scattering measurements (via the Debye-Waller factor),[79]
which aim to unveil the geometric structure of the crystal lattice. Measurements or calculations
of the mean-squared bond projected bond-length fluctuations (known as 2 ),[79] are another
means for obtaining 𝑇𝐷 .
It is important to keep in mind that when the Debye model was developed, and researchers came
to use it in investigating these properties, focus was on the study of bulk systems. It is only
relatively recently that techniques have become available for studying nanoparticles.

The

remarkable success of the Debye model for bulk solids should also not eclipse the fact that it is
based on a simple model which ignores the discretization of the crystal lattice. Even for bulk
solids the phonon-DOS 𝑔𝐷 (𝜔) may display large deviations from the Debye model and 𝑇𝐷 itself
may vary with temperature.[80] For example, measurements of the specific heat of bulk Au show
that the value of 𝑇𝐷 depends on the temperature range over which it is measured, even around
temperature regions in which the specific heat would be expected to follow the 𝑇 3 -law.[81, 82]
There are also differences (4K lower) if TD is calculated through the force constants obtained
from Inelastic Neutron Scattering measurements of the bulk phonon dispersion.[82] X-ray
diffraction measurements (300-1150K) provided a higher 𝑇𝐷 value of 188 K.[83] Very recently,
yet another value of 180 K

was obtained via measurements of the EXAFS Debye-Wall

factor.[84] More significant differences have been reported for bulk Cu.[85]
Clearly, the concept of matter as an elastic continuum fails even more dramatically for
nanoparticles. Yet, convenient concepts such as Debye temperature are insidious and there is
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natural tendency to use them even for nanoparticles. There are studies reporting large 𝑇𝐷 for
NPs with respect to that of the corresponding bulk system. It is concluded that these results are
indicative of strong bonding and thus stability.[86] Such an assumption is made on the grounds
that increasing atomic displacements of an atom would indicate a softening of the restoring
forces that bring it around its equilibrium position. It is therefore appropriate to test how well
such models work for describing the behavior of systems at the nanoscale. Specifically, the
question arises as to whether, and if so how, it is possible to define 𝑇𝐷 for nanoparticles.

4.2

Theoretical Details and Computational Methodology

In order to model the charge density distribution and structural relaxation of the selected
nanoparticles, we perform first-principles total-energy calculations using density functional
theory (DFT) as embedded in the Vienna ab initio simulation package (VASP).[87] For all
calculations we adopt the pseudopotential approach [59] to describe the interaction of the
electrons and the nucleus employing projector augmented wave (PAW) [88] pseudopotentials.
Since relativistic effects are significant in heavy elements such as gold, we use scalar relativistic
pseudopotentials.[59] The Kohn-Sham orbitals are expanded as plane waves with a kinetic
energy cutoff of 720 eV. We apply the exchange-correlation functional proposed by Perdew,
Burke and Ernzerhof (PBE) [27]. We optimize all the isomers using a conjugate gradient
algorithm until the Hellman-Feynman forces acting on each atom are less than 110-3 eV/ Å. We
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treat total energy convergence as achieved if the changes in the energy in the self-consistent loop
are below 10-6 eV. Since we use periodic boundary conditions, we define a supercell hosting our
cluster large enough to make the interaction between the cluster and its periodic images
negligible. We choose the dimensions of the supercell in such a way that the distance between
each atom of a cluster and any atom of its nearest neighbor cluster is at least 12 Å. The resulting
supercells thus have dimensions that depend on the size/shape of the cluster under study. Since
the supercells are large and constructed in such a way that the interaction between clusters is
negligible, integrations over the Brillouin zone can be performed using a single k-point.[89] For
this k-point we use a Gaussian smearing 0.1 eV wide.
In order to simulate the molecular dynamics of the clusters, we use the Born-Oppenheimer ab
initio MD based on the Kohn-Sham formulation (as implemented in VASP). We describe the
ionic phase space of the systems classically as a canonical ensemble using Nosé[90] method and
thermalize the clusters at the desired temperature. We set the time step between two ionic steps
at 3 fs.
The geometric structure of the lowest-energy isomers of Au13 have been the subject of several
investigations.[91] For present considerations we have chosen the five obtained in a previous
DFT calculation.[9] In the context of this work, we refer to the DFT energy, 𝑈0 (𝒓), as the zerotemperature and static energy. This energy depends only on the position (𝒓) of the ions. A better
measure of the stability of a system, however, is the Helmholtz free energy, which depends also
on the vibrational frequencies and is calculated as
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𝐹(𝜔(𝒓), 𝑇) = 𝑈0 (𝒓) + 𝑈𝑍𝑃𝐸 (𝜔(𝒓)) +

𝑇

(𝜔(𝒓), 𝑇)

− 𝑇𝑆𝑣𝑖𝑏 (𝜔(𝒓), 𝑇)

(4.2.1)

where 𝑈𝑍𝑃𝐸 is the zero-point energy, 𝑈𝑇 the temperature-dependent internal energy, and 𝑆𝑣𝑖𝑏 the
vibrational entropic contribution to the free energy, which is the main focus in this work.
As for the site preference of an iron atom in FeAu12 and the structural changes within the Au13
cluster wrought by substituting one Fe atom for any Au atom, we select the lowest-lying isomer
from each of the four lowest-energy shape categories obtained above for Au13, and replace each
non-symmetrically equivalent atom in those clusters in turn with one Fe atom. The clusters thus
obtained were then fully relaxed as described above. Only the two lowest-energy isomers were
chosen for thermodynamic analysis. In addition, we use an ab initio MD run (as described
above), at 300K for a duration of 1.5 ps to check the site preference of an Fe atom among the 12
Au atoms.
We calculate the vibrational eigenfrequencies and eigenvectors from first principles via the
finite-differences method implemented in VASP, setting the displacements in all three direction
of 0.005 Å, in order to guarantee that the displacements are within the harmonic range. The
results enable us to obtain the vibrational density of states (VDOS) of the clusters. The discrete
spectrum is presented with a Gaussian smearing of 0.35 meV for visualizing it as the VDOS.
The specific heat (𝐶𝑉 ) and mean squared displacement (〈𝑥 2 〉) are obtained from the exact
(discrete) VDOS and in accordance with Bose-Einstein statistics,[78]
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3𝑁−6 ( ℏ𝜔𝑘 )

𝑘 𝑇

𝐶𝑉 (𝑇) = 𝑘𝐵 ∑
𝑘=1

[𝑒𝑥𝑝

2

ℏ𝜔𝑘
)
𝑘𝐵 𝑇

𝑒𝑥𝑝 (

2
ℏ𝜔𝑘
− 1]
𝑘𝐵 𝑇

(4.2.2)

where N is the number of atoms constituting the nanoparticle, kB is Boltzmann constant, 𝑇 is the
temperature, ℏ is the Planck constant divided by 2𝜋, and 𝜔𝑘 is the kth frequency. The sum goes
only up to 3𝑁 − 6 because of the translational and rotational invariance of the nanoparticles.
According to the Debye model, the curve representing 𝐶𝑉 /𝑇 over 𝑇 2 is linear, and the slope of
this line determines the “Debye temperature.” We test this idea for our nanoparticles.
For single-element but mainly for hybrid clusters, we formulate the mean-squared-displacement
as
ℏ 1
3𝑁−6
[ 2 + 𝑛𝑘 (𝜔𝑘 , 𝑇)]
1
𝜔
〈𝑥 2 〉 (𝑇) =
∑ 𝑁 𝑘
3𝑁 − 6
∑𝑖=1 𝑚𝑖 [𝑓𝑥𝑖2 + 𝑓𝑦𝑖2 + 𝑓𝑧𝑖2 ]

(4.2.3)

𝑘=1

where 𝑛𝑘 is the occupation number of the vibrational mode 𝑘, 𝑓𝜔𝑖 (𝜔= 𝑥, 𝑦, 𝑧) is the normalized
contribution of atom 𝑖 to the eigenvector 𝑘 along the coordinate 𝜔 and 𝑚𝑖 is the mass of the ith
atom. The Debye temperature of the nanoparticle is then obtained from

∆𝑏𝑢𝑙𝑘 𝐴𝑢
𝜃 𝑠𝑙𝑜𝑝𝑒 𝑁𝑃 = 𝜃𝐷𝑏𝑢𝑙𝑘 𝐴𝑢 √ 𝑁𝑃
∆

(4.2.4)

𝐴𝑢
where  𝑏𝑢𝑙𝑘
is the Debye temperature of bulk Au, and 𝑏𝑢𝑙𝑘 𝐴𝑢 and 𝑁𝑃 are the slopes of the
𝐷

mean square-displacement graphs of bulk Au and of our nanoparticles, respectively.
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In order to derive a value for the Debye temperature, we proceed as is often done – from 𝐶𝑉 ,
from 〈𝑥 2 〉, and from the maximum frequency that satisfies the condition that Debye himself
attributed to the vibrational spectrum,[92] namely
𝜔𝐷

∫

𝑔(𝜔)𝑑𝜔 = 3𝑁 − 6

(4.2.5)

0

Specifically, that is: 𝑇𝐷 is customarily obtained in three ways: (1) by equating 𝐷 to 𝑚𝑎𝑥 ,
where 𝑚𝑎𝑥 , is the maximum frequency of the nanoparticle, on the basis of which one calculates
𝑇𝐷 =

ℏ 𝑚𝑎𝑥

⁄𝑘 ; (2) via the slope of the curve
𝐵

𝐶𝑉 ⁄
2
𝑇 over 𝑇 at very low

temperatures;[78]and (3) via the slope of 〈𝑥 2 〉 over T.[93]

4.3

4.3.1

Results and Discussions

Structure and Helmholtz free energy

Au13 clusters are exceedingly small (see Table 4-1). For example, the ratio between surface
atoms and the total number of atoms is 0.92 for the cuboctahedron and 1 for all others. It cannot
be said that they have "facets," since the two planar geometries are somewhat akin to a section of
a 2D hexagonal lattice – though, of course, stretching the notation, one could say that the
cuboctahedron has (001) and (111) facets and the rest have (111) facets. It is thus useful to
divide the Au13 low-energy isomers into three distinct categories: planar (2D), bi-planar (flake),
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and cuboctahedral structures. Further details about the structure of Au13 can be found in
Reference [71] and references therein.
Table 4-1 The Debye temperatures of the five Au13 clusters obtained by three different
methods.

From Slope of

Pure

Bulk

𝐶𝑉 ⁄
2
𝑇 over 𝑇

System

From
𝜔𝑚𝑎𝑥

2-4 K

2-6 K

4-6 K

From
MSD
〈𝑥 2 〉

2D2

267.9

132.8

151.9

173.2

78.7

2D

264.9

146.1

156.1

168.4

87.3

Flake

230.3

143.2

171.9

206.6

88.3

Flake2

234.5

204.1

194.1

195.4

110.2

Cuboctahedron

217.1

157.5

204.3

259.9

87.6

228

164

165

166

188

The five isomers of Au13 in Figure 4-1 are arranged according to their static and zerotemperature energy, 𝑈0 (𝒓). This ordering correlates with the strength of the interatomic bonds.
Figure 4-2 shows that the Helmholtz free-energy, 𝐹(𝜔(𝒓), 𝑇)does not change the energetic
ordering as a function of temperature. For example, the most compact planar structure has the
lowest 𝐹(𝜔(𝒓), 𝑇) and the cuboctahedron has the highest one.
The two FeAu12 clusters that we found to have lowest 𝑈0 (𝒓) are shown in Figure 4-3. The one
with lowest 𝑈0 (𝒓) is the cuboctahedron followed by a bi-planar (Flake) cluster. Figure 4-4 shows
that the vibrational part of the free energy does not change the energetic ordering. Both isomers
have a central Fe atom. It is worth noting that during the structural relaxation of the flake
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bimetallic structure, the iron atom tends to move inside the cluster. Additionally, our ab initio
MD runs at 300K show that the iron atom stays inside the cluster and does not come to the
surface after 1.5 ps. One may surmise that this is because the iron atom makes relatively strong
bonds with Au atoms. However, although the electronic densities of d-state electron of Fe and
Au (Figure 4-5.a) overlap, an analysis of the charge density shows that the Fe-Au binding charge
is rather small compared with that between Au atoms (see Figure 4-5.b). Instead it is the
relatively small space localization of Fe d-states that allows the Au atoms of the cuboctahedral
cluster to come closer to each other than do the atoms of the planar or flake clusters, the relative
greater strength of these bonds makes this cluster the most energetically preferred one.
Since Sun et. al.[94] considered an icosahedral geometry for their examination of the electronic
structure and magnetic moment of the FeAu12 nanoparticle, we made special efforts to check
whether such a structure could be stabilized. We found that the icosahedral FeAu12 structure
undergoes Mckay transformation and becomes a cuboctahedron. By imposing icosahedral
symmetry for FeAu12, we found its energy to be higher than the cuboctahedron by 0.366 eV.

110

∆𝑼𝟎 (𝒆𝑽)

∆𝝎 (𝒆𝑽)

2D2

0

1.2

2D

0.042

1.5

Flake

0.373

1.2

Flake2

0.395

2.0

Cuboctahedron

1.802

1.1

System

Geometry

Figure 4-1 Total energy difference with respect to the lowest-energy isomer hybrid
cuboctahedron (∆𝑼𝟎 ) and vibrational gap (∆𝝎) of the Au13 clusters studied.
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Figure 4-2 Static and zero-temperature energies .𝑼𝟎 (straight lines) and free energies 𝑭(𝝎(𝒓), 𝑻)
of the Au13 clusters. Note that the energy order given by 𝑭(𝝎(𝒓), 𝑻)does not change as a function
of temperature.
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∆𝑼𝟎 (eV)

∆𝝎 (eV)

𝝁𝑻 (eV)

Cuboctahedron

0

2.1

4.0

Flake

0.05

2.4

4.0

System

Geometry

Figure 4-3 Total energy difference with respect to the lowest-energy isomer hybrid
cuboctahedron (∆𝑼𝟎 ), vibrational gap (∆𝝎), and total magnetic moment (𝝁𝑻 ) of the two
hybrid FeAu12 clusters.
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Figure 4-4 Free energy 𝑭(𝝎(𝒓), 𝑻) of the hybrid FeAu12 clusters. Note that here also the
energy order given by 𝑭(𝝎(𝒓), 𝑻) does not change as a function of temperature.
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a)

b)
Figure 4-5 (a) The electronic density of states of gold and iron atoms in the cuboctahedron FeAu 12
cluster and (b) the electronic charge density isosurface of gold in the cuboctahedron hybrid FeAu 12
cluster.
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4.3.2

The ab initio vibrational density of states and the Debye model

Each particle has only 33 vibrational modes (3𝑁 − 6, 𝑁 = 13). Figure 4-6 a-e show the VDOS
(𝑔(𝜔) ) of the five Au13 isomers and the two FeAu12 isomers, respectively. It makes clear that the
VDOS of the Au13 clusters bear no resemblance to the Debye VDOS of bulk Au or to the VDOS
of bulk Au obtained from measurements[82] of its phonon dispersion. First of all, in contrast to
the Debye model, 𝑔(𝜔) is strikingly discontinuous. As expected, all the VDOS are characterized
by a series of large contributions that show up as discrete peaks at low frequencies, which
individually and together are much larger than that expected from the Debye model. Not
surprisingly and in contrast to what the Debye model predicts, the vibrational gap is nonnegligible. The vibrational gap of each nanoparticle is shown in Figure 4-1 and Figure 4-3. As
expected, it depends on the shape.[95]
The Debye VDOS of bulk Au, in Figure 4-6a-e, corresponds to that calculated from low-T
specific heat (𝑇𝐷 = 165 𝐾),[96] which is actually the value reported in textbooks.[97] Since the
condition imposed upon the elastic spectrum is that the VDOS, 𝑔(𝜔) , integrates to the correct
𝜔𝐷

number of modes, ∫0

𝑔(𝜔) 𝑑𝜔 = 3𝑁 − 6 𝜔𝐷 , is supposed to give a fair estimation of the

maximum frequency in the spectrum.[78] The Debye VDOS obtained from 𝜔𝑚𝑎𝑥 is also
displayed in Figure 4-6a-e. Table 4-1 shows the Debye Temperature corresponding to the
maximum frequency of the spectrum of each isomer and that of bulk. Even for bulk Au, it is
obvious that the Debye model applied to the specific heat and the mean-squared displacement
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leaves out a large portion of the high-frequency modes but as we shall see in the following
section, the discrepancies are much more striking for nanoparticles.
The displacement patterns vary noticeably depending on the cluster’s shape. Let us focus for the
moment only on the lowest-energy Au13 isomers (the 2D clusters), the nanoparticles that thus
have the strongest Au-Au bonds. In fact, they are the ones that, among all the isomers, make the
largest contributions to the high frequency modes. As expected, these are radial modes in which
the central atoms contract and expand against the peripheral atoms. Their frequency, ~23 meV,
is about 4 meV higher than the bulk limit of Au.[98] Nevertheless, because they are planar (only
one-atom thick), they have many more torsional and bending modes, at very low frequency, than
the others. We shall see that this feature is strongly reflected in the thermodynamic properties.
The maximum frequency, 𝜔𝑚𝑎𝑥 , of the Au13 cuboctahedron and flake particles are ~19 and ~20
meV, respectively. As shown in Figure 4-6 (f) and (g), replacing one Au atom by one Fe atom
increases 𝜔𝑚𝑎𝑥 to 22 and 28 meV, respectively. In the case of cuboctahedron FeAu12 (with the
lowest energy of all the hybrid clusters studied), we have seen that the Fe-Au bonds are weaker
than Au-Au bonds. We thus attribute the frequency shift mainly to the much smaller mass of Fe
with respect to that of Au.
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Figure 4-6 Vibrational density of states of Au13 and hybrid FeAu12 clusters together with the Debye
VDOS of bulk Au obtained from low- 𝑻 𝑪𝑽 and from 𝝎𝒎𝒂𝒙 .
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Figure 4-7 (a) The ab initio specific heat (𝑪𝑽 ) of the Au13 clusters as a function of temperature. The
inset shows details at low temperature. (b) The ab initio specific heat (𝑪𝑽 ) of the hybrid FeAu12
clusters as a function of temperature. The inset shows details at low temperature.

119

4.3.3

Specific heat and the concept of Debye temperature

We have seen that for NPs the VDOS is far from being Debye-like. One would in any case want
to know what the overall effect of the VDOS is on their specific heat, and to see how far the
Debye T3-law for estimating 𝐶𝑉 at the low T deviates from that calculated by fitting polynomials
to the results obtained via MD. Furthermore, calculating 𝐶𝑉 at such low temperatures will give
us a way to attach a value(s) for 𝑇𝐷 .
Figure 4-7 presents the plots of the exact (ab initio) 𝐶𝑉 versus 𝑇 for all our nanoparticles. It is
not straightforward to see from these plots whether or not the 𝑇 3 -law holds. Yet if the VDOS
were Debye-like at low frequencies, plotting

straight line. Figure 4-8 displays

𝐶𝑉 ⁄
2
𝑇 over 𝑇 for a given NP would yield a

𝐶𝑉 ⁄
2
𝑇 over 𝑇 . Not surprisingly, the data do not yield straight

lines and establish measures of deviation from the T3–law. Such deviations were also reported in
an earlier theoretical study of nanoparticles containing a few hundred atoms. We should also
note that exact 𝐶𝑉 of the NPs deviates also quite strongly from that we would obtain if we were
to use the Einstein model[78] for the VDOS.
To see what happens on the assumption that 𝑇𝐷 can be calculated for nanoparticles. Let us
assume that one could measure 𝐶𝑉 of these NPs by lowering the temperature from 6K to 4K and
then performing a linear fit to data points for

𝐶𝑉 ⁄
2
𝑇 over 𝑇 . According to the Debye model,

doing so produces a value for 𝑇𝐷 for each NP. Now let us repeat this procedure, but this time
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starting from 4K and reducing the temperature to 2K. When we do so, the value for “𝑇𝐷 ” turns
out to be considerably different. When we repeat the procedure once again but this time begin at
6K and reducing T to 2K, the value of “𝑇𝐷 ” turns out to be something else yet again. What is
striking, however, is how these changes are larger by far than those observed in when the
processes are carried out on bulk Au. The results obtained within the above three temperature
ranges for all nanoparticles and for bulk Au are summarized in Figure 4-3. One can see that
while for flake2 Au13 isomers the changes in 𝑇𝐷 are only around 10 K, in the case of the
cuboctahedron changes in 𝑇𝐷 are typically range from 30 to 50 K and occasionally even up to
100 K.
The other point to notice is that, even though the 2D isomers are the isomers of lowest energy
and thus those with the strongest bonds, according to their specific heat, under the Debye model
they yield the smallest 𝑇𝐷 s. Conversely, the cuboctahedron, with the weakest interatomic bonds,
exhibits, under the same model, the largest TD. Yet according to the Debye model, the stronger
the interatomic bonds, the higher is the 𝑇𝐷 . The reason why TD provides a misleading picture of
the strength of the bonds is that, contrary to the assumption of the Debye model, the contribution
of VDOS for 2D isomers is larger in the low-frequency range than that for the cuboctahedron.
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Figure 4-8 Plot of

𝑪𝑽 ⁄
𝟐
𝑻versus 𝑻 for all the studied clusters.

Figure 4-9 Temperature variation of the (ab initio) mean-squared displacement 〈𝒙𝟐 〉 for the studied
clusters.
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4.3.4

Mean-squared displacement and the concept of Debye temperature

Figure 4-7 shows the exact (ab initio) harmonic mean-squared displacement as a function of
temperature of all our Au13 and FeAu12 nanoclusters. We find that the curves are fairly linear at
high temperatures. These plots reflect that we have applied the harmonic approximation and
indicate that already around 100 K the oscillators behave classically. Still, it is the integral
𝐼 = ∫ 𝑑𝜔

𝑔(𝜔)
𝜔2

that determines the slope of 〈𝑥 2 〉 (within this notation, 𝑔(𝜔) can be considered as a

set of delta functions in our nanoparticles). Clearly, the larger 𝑔(𝜔) is at lower frequencies, the
larger is 𝐼 and thus the slope. Conversely, the larger the vibrational gap, the smaller the 𝐼. As
expected, different shapes give different slopes of mean-square displacement.
The Debye temperatures obtained from the slopes are shown in Table 3-1. One can see that they
are much smaller than the corresponding values obtained from 𝐶𝑉 – almost by a factor of ½.
This demonstrates once more that the Debye temperature is meaningless in application to NPs.
Furthermore, as in the case of the values of 𝑇𝐷 obtained from 𝐶𝑉 , those of 𝑇𝐷 obtained from 〈𝑥 2 〉
are misleading, too. Now, from the value of 𝑇𝐷 obtained from 〈𝑥 2 〉, one would think (on the
basis of the assumptions embedded in the Debye model) that flake2 has the strongest bonds of
all, whereas, in reality, this nanocluster is the second less energetically stable isomer of Au13.
Conversely, according to what one would infer on the basis of the value of 𝑇𝐷 calculated from
〈𝑥 2 〉, 2D2 should have the weakest bonds, contrary to what is in fact the case.
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4.3.5

Consequences of using the Debye Temperature concept

For the sake of thoroughness, for each of the NPs under study here, we have calculated 𝐶𝑉 from
TD(〈𝑥 2 〉) and, vice versa, 〈𝑥 2 〉 from 𝑇𝐷 (𝐶𝑉 ), and compared the results with the those of our exact
ab initio calculations of 𝐶𝑉 and <x2>. Figure 4-8 and Figure 4-9 make clear that neither 𝑇𝐷
(<x2>) nor TD(𝐶𝑉 ) provides an acceptable estimation of the real 𝐶𝑉 .

4.4

Conclusions

We present first-principles calculations of the vibrational density of states (VDOS), the specific
heat, and the mean-squared displacement of the five lowest-energy isomers of Au13 and two lowenergy FeAu12 nanoparticles. These calculations allow us to expose an extreme case clearly
showing that a continuous and monotonic model for the VDOS is unacceptable for nanoparticles
in general because their behavior is far from that of an isotropic elastic continuum. Instead, the
phonon density of states 𝑔(𝜔) of nanoparticles is a set of sharp peaks. Nevertheless, to illustrate
further the dangers of applying the concept of the Debye temperature to nanoparticles, we have
derived it via the three independent methods that, according to the Debye model, are equivalent:
from the maximum frequency 𝜔𝐷 ; from the slope of the

𝐶𝑉 ⁄
2
𝑇 over 𝑇 at low temperatures; and

from the slope of mean-square displacement. For nanoparticles, the values for “𝑇𝐷 ” arrived at via
these three avenues strikingly diverge. Put another way: if the Debye model is internally
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coherent (and we are not disposed to deny that it is), then application of that model to
nanoparticles is inappropriate. In other words, it is, considered strictly, a misconception – a
logical category error – to speak of “the Debye temperature of a nanoparticle.”
Even using that phrase as merely a shorthand for “the slope of the mean-square displacement” is
somewhat misleading, since doing so implicitly invokes the entire context – the Debye model
itself – from which the phrase historically derives, and which it turns out is inapplicable to the
particular situation under study. In fact, even the slope of the mean-square displacement is
unsuitable for characterizing either the thermal properties or the bond strength of nanoparticles.
Regarding bond-strength, we also show that the thermal properties are comparable between NPs
and bulk since their phonon spectra do not trivially map into each other. The VDOS of
nanoparticles is dominated by low-frequency modes. Regardless of bond strength, nanoparticles
exhibit either peaks at low frequencies (that have to do rather with their resistance to bending or
twisting) or large gaps (that invite being misinterpreted as a very steep acoustic phonon
dispersion).
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CHAPTER 5:

THERMODYNAMIC PROPERTIES OF PLATINUM

NANOPARTICLES: SIZE, SHAPE, AND ADSORBATE EFFECTS
The focus of this chapter is the thermodynamic properties of free and γ-Al2O3-supported small Pt
nanoparticles (NPs) and their evolution with decreasing NP size. The theoretical results are used
to explain the experimental findings which can be summarized as: (i) a cross over from positive
to negative thermal expansion with decreasing particle size, (ii) size and shape-dependent
changes in the mean square bond-projected bond length fluctuations, and (iii) enhanced Debye
temperatures (D), relative to bulk Pt. Our computational results can attributed (i) to thermallyinduced changes in the coverage of the adsorbate (H2), bearing in mind that our unsupported Pt
model cannot exclude that the interaction of the Pt NPs with the γ-Al2O3 support may also play a
role. Our density functional theory calculations confirm the size- and shape-dependence of the
vibrational properties of our smallest NPs and show how their behavior may be tuned by H
desorption from the NPs. The calculations also provide good qualitative agreement with the
trends in the mean square bond-projected bond-length fluctuations measured in the experiment.
Furthermore, they revealed that part of the D enhancement observed experimentally for the
smallest NPs (d ≤ 1 nm) might be assigned to the specific sensitivity of EXAFS, which is
intrinsically limited to bond-projected bond-length fluctuations.
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5.1

Introduction

Metal nanoparticles (NPs) have been shown to display anomalous electronic and thermodynamic
properties, including metal to non-metal transitions,[76, 99] superheating,[100] and negative
thermal expansion[101-104]. However, despite decades of intense research, the origin of these
effects is still heavily debated. Consensus exists regarding the strong influence of the NP size on
the thermal properties of nanoscale materials[105], but further investigations are required in
order to understand specific size-dependent trends. It has been suggested that NPs within
different size regimes must be treated differently. For example, non-monotonic variations in the
melting point (Tm) of small (< 200 atoms) size-selected clusters have been observed,[106, 107]
and assigned to the interplay of electronic and geometric effects.[108] However, the relative
contribution of such effects could not be separated. For larger NPs (> 200 atoms), monotonic
size-dependent trends in Tm were observed.[109] For a given material system, the specific
thermal behavior was found to be drastically affected by environmental influences such as the
presence of a support,

the structural and chemical nature of the NP/support interface, and the

presence of ligands or surface adsorbates[110-115].
Reduced melting and Debye (D) temperatures with respect to bulk have been generally reported
for free-standing as well as supported NP systems.[109, 116-123] In addition, a correlation
between Tm and the NP diameter has been commonly observed, with decreasing Tm with
decreasing NP size.[100] Since for bulk systems Tm is proportional to D2 (Lindemann’s
criterion[124]), the Debye temperature is also expected to decrease in clusters relative to the
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bulk[125]. Nevertheless, increased D and superheating have been observed via a variety of
methods (e.g. TEM, X-ray diffraction, differential scanning calorimetry, EXAFS, etc.) for
several nanoscale material systems, including supported or embedded Pt [102, 103, 126, 127],
Ag[115], and Ge NPs[114, 128, 129], as well as unsupported nanocrystalline agglomerates such
as Ag[130], Au[130], ZnS [110], and thiol-capped CdS[111] and CdTe[112] nanocrystals. A
comparison between the different references is challenging due to the distinct sample preparation
and characterization conditions, and in some cases, the lack of detail on the specific structure of
the systems investigated. However, some interesting trends could be extracted from the
literature. Enhanced thermal stability was detected for faceted NP shapes with good crystallinity
and coherent or semi-coherent (nearly epitaxial) interfaces around the embedded NPs, or when
NPs were coated by a high melting-point matrix.[114, 131, 132] On the other hand, reduced Tm
values were found for NPs randomly embedded (e.g. without epitaxial relationships) in similar
matrixes. According to previous studies, internal defects within the NPs or at the NP/support
interface, voids, impurities, grain boundaries, as well as low-coordinated surface atoms (for NPs
not fully embedded in a support matrix) act as nucleation sites for the onset of heterogeneous
melting.[100] Therefore, a global understanding of the thermodynamic properties of nanoscale
materials requires in-depth insight into their geometrical structure, including its modifications in
the presence of an environment (support and/or adsorbate).
In addition to the anomalous melting/vibrational behavior described above, a number of
additional material properties were found to be modified at the nanoscale. For instance, changes
in the electronic properties (e.g. discretization of the energy levels) of small NPs together with
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the interaction with the NP support, were held responsible for a size-dependent crossover from
positive to negative thermal expansion observed with decreasing NP size for some NP
systems,[102, 103, 118] or with increasing sample temperature for a given NP size.[133]
However, most of the experimental data reported thus far were collected on NPs exposed to a
certain environment, for example, in the presence of hydrogen,[134] and the role of such
adsorbates on their thermodynamic properties is yet to be fully understood. It is well known that
H lifts the contraction that the bonds of Pt NPs undergo because of low coordination either
partially[103, 126, 135, 136] or almost totally.[137] On the other hand, the effective hydrogen
coverage on the NP surface might vary in the course of an experimental thermal cycle.
Interestingly, while Pt(111) can be saturated with hydrogen at 85 K and nearly complete H
desorption has been observed in vacuum above 400 K,[138] Pt NPs on Al2O3 have been reported
to become free of H only above 550 K. [135] An in-depth investigation of the role of H
desorption from NPs in the thermal expansion or contraction observed experimentally under
constant H2 flow is still lacking. The calculations presented here provide insight into the thermal
stability of adsorbed H species on Pt NPs, and help evaluate the changes in the bond lengths
brought about by the adsorption of H and their contribution to the negative thermal expansion
observed for small Pt NPs.
It is evident that the trends described above are intimately related to the complex structure of the
nano-sized materials, and a detailed atomic-scale investigation of the origin of these anomalies is
yet to be undertaken. This study focuses on the investigation of the influence of the NP geometry
(size and shape) and environment (adsorbate and support) on the thermal properties of
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structurally well-defined, free and γ-Al2O3-supported Pt NPs. For this purpose, we have taken
advantage of first-principles theoretical calculations (density functional theory, DFT). In
particular, insight into the evolution of important material characteristics such as the thermal
expansion coefficient (α) and the Debye temperature with decreasing NP size is provided. Our
calculations serve to separate intrinsic (free NPs) from adsorbate (H)-induced changes in the PtPt distances measured at different temperatures. They also reveal drastic differences between the
conventional mean square atomic displacement (MSD) and the mean-square bond-length
fluctuations (MSBLF) parallel to the bond obtained from the analysis of EXAFS data of NPs in
Ref. [139].

5.2

Conclusions from Experiments

The shape and size of the Pt nanoparticles in this study, are obtained from Ref. [139] and are
depicted in Table 5-1. Figure 5-1(a) shows the Pt-Pt bond lengths (R) in temperatures ranging
from 150 K to 700 K from Ref. [139] for different samples. Please note that samples S1 and S2
acquire a negative slope, which leads to a negative value for (thermal expansion coefficient) α
which is an unexpected result. The mean-square bond length disorder (𝜎𝑑2 ) for the nanoparticles
as well as for bulk Pt obtained from EXAFS is presented with solid lines in Figure 5-2(a). Please
note that the obtained 𝜎𝑑2 for the nanoparticles is smaller than that of bulk, which in turn leads to
a Debye temperature higher than bulk for the above nanoparticles.
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5.3

Model System

Within the framework of the density functional theory (DFT)[140] implemented in the Vienna
ab initio simulation package (VASP),[141] total-energy periodic super-cell calculations were
performed to relax the structure and obtain the vibrational modes of clean and H-covered
platinum NPs of various sizes: Pt22, Pt33, Pt44, Pt55, and Pt85; Pt22H22, Pt22H25, Pt22H27, Pt22H29,
and Pt22H31. The model NP shapes and sizes were inferred from Ref. [126] and the analysis of
EXAFS and TEM data described in Ref.[11] We have used pseudo-potentials obtained via the
projected-augmented-wave-method[142] included in VASP and applied the generalized gradient
approximation for the electron exchange-correlation via the Perdew-Burke-Ernzerhof
functional.[143] The Kohn-Sham orbitals are expanded in-plane waves with an energy cut-off of
400.0 eV.
The intrinsic thermal expansion of a Pt22 NP (model shape of S1) was obtained by using ab initio
Molecular Dynamics (MD) calculations also implemented in VASP. The simulations were
carried out in a canonical ensemble using a Nosé-Hoover thermostat. The relaxed structure of the
Pt22 NP (0 K) was thermalized at 100, 300, 500, and 700 K for 3 ps using a time step of 3 fs. In
order to determine the thermal expansion, the thermal evolution of each first nearest neighbor
(NN) bond was traced, and an average over the entire NP obtained. Since the atoms within NPs
are characterized by a wide distribution of bond-lengths,[144] we report the median of the
calculated first NN bond-length distribution, R.
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In order to gauge the expansion induced in the Pt NPs by H desorption as a function of
temperature, the evolution of the bond lengths of Pt22 with varying H coverage was monitored. In
principle, the energetics and vibrational properties of the many possible structures that result
from varying not only the H coverage, but also the position and tilt angle of the H atoms, should
have been explored. However, such an exhaustive study is computationally prohibitive. In this
work, we have investigated the main trends in the adsorption of hydrogen on small Pt NPs. To
find the preferred sites for hydrogen adsorption, the binding energy of one H atom at the top, fcc,
hcp, and bridge positions around atoms at Pt-facets and Pt-edges were obtained. Based on this
information, the Pt22 NP was saturated with H atoms (Pt22HM) at the most preferred sites (top and
bridge), with M=22 at facets and edges or only at edges, 25 only at edges, 27 or 29 mostly at
edges, and 31 at facets and edges. In addition, it was ensured that after relaxation, the nominal
preferential site for H adsorption (top and bridge) remained the same. For selected H coverages,
the gain in the Gibbs free energy (GGAIN) per NP upon H-adsorption was calculated according to:
𝐺 𝐺𝑎𝑖𝑛 = 𝐸 𝐷𝐹𝑇 (𝑃𝑡𝑁 𝐻𝑀 ) + 𝐹𝑣𝑖𝑏 (𝑃𝑡𝑁 𝐻𝑀 ) − 𝐸 𝐷𝐹𝑇 (𝑃𝑡𝑁 )
− 𝐹𝑣𝑖𝑏 (𝑃𝑡𝑁 ) −

𝑀 𝐷𝐹𝑇
𝑀
(𝐻2 ) −
𝐸
2
2

(5.3.1)

EDFT denotes the DFT total energy (static energy at 0 K), Fvib denotes the vibrational Helmholtz
free energy, N is the number of Pt atoms constituting the NP (N=22), M is the number of H
atoms on the NP, H is the vibrational and kinetic part of the H2 chemical potential taken from
2

experiments,[145] T is the temperature, and P is the H2 pressure, which is considered to be 1
atm. The preference of H adsorption on edge atoms of Pt22 was tested through the Gibbs free
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energy for Pt22H22 by considering that (i) all H atoms adsorb at the edges and (ii) some atoms
may be at facets.
The atomic MSD, <x2>th, and the bond-projected MSBLF, (d2)th, were calculated within the
harmonic approximation from the eigenfrequencies and eigenvectors. The selectivity of EXAFS
for bond length fluctuations parallel to the bond is taken into account in (d2)th by following the
general theory of the EXAFS Debye-Waller factor developed by Beni and Platzman.[146] The
details on the calculation of (d2)th are described elsewhere.[144]
As already mentioned, the slope of <x2>th or (d2)th, slope, is a parameter defined in
correspondence with the Debye temperature of bulk Pt, and was obtained as follows:
𝑃𝑡 Δ𝑏𝑢𝑙𝑘 𝑃𝑡
⁄Δ𝑁𝑃
Θ𝑠𝑙𝑜𝑝𝑒 = Θ𝑏𝑢𝑙𝑘
𝐷
√

(5.3.2)

where D bulk Pt is the Debye temperature of bulk Pt (244 K), bulk Pt is the slope of σ2d for bulk Pt
derived from EXAFS measurements (1.528 10-5 Å2/K)[103], and NP is the slope of (σ2d)th
calculated for the NP.
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5.4

Results

In this section we present our results obtained from DFT calculations in order to gain insight into
the intrinsic size- and shape- dependent structural and thermodynamic properties of the above
NPs, and the role played by the adsorbate (H2) which is present during the experiments.

5.4.1

Calculated structural properties and thermal expansion

Table 5-1 presents a comparison of our DFT-calculated median bond lengths for unsupported
adsorbate-free Pt NPs (S1-S5) and the EXAFS bond-lengths measured in H2 for Pt NPs
supported on γ-Al2O3 from Ref. [139]. All values shown in Table 5-1 were normalized by the
respective (calculated or experimental) bulk Pt-Pt distances at the given temperatures. Clean and
unsupported model NPs show an overall contraction of 3.4-5.9 % with respect to the bulk bond
lengths. Since the experiments were conducted in H2, calculations of the effect of H
chemisorption on the Pt-Pt bond lengths of one of the samples (Pt22, S1) were also carried out
and included in Table 5-1. It was observed that H prefers to adsorb at top-like positions or at
bridge sites (between two atoms), and binding at edge atoms is preferred as compared to facets.
This trend is further corroborated by the Gibbs phase diagram shown in Figure 5-1(c). Our
calculations confirm that increasing the H coverage on a NP representative of S1 causes a sizable
expansion of the 1st NN median bond length. Namely, R(Pt22) < R(Pt22H22) < R(Pt22H25) <
R(Pt22H27) < R(Pt22H29) < R(Pt22H31). In order to establish a comparison with the experiments,
we turn to the H-adsorption Gibbs phase diagram, which allows us to determine the
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thermodynamically stable H coverage at the temperature of interest. It should be noted that for
Pt22 (S1) a wider bond-length distribution is observed in the presence of H, and that the median
value is reported in Figure 5-1(b). In general, longer Pt-Pt bonds were obtained when H was
incorporated into the model for unsupported NP samples (see Table 5-1). For the different
hydrogen coverages investigated, the calculated contractions for Pt22HM (0K) with respect to
bulk Pt ranged from 2.1 to 4 %. These values are significantly larger than the maximum
contraction observed experimentally (0.4-0.6 % at ~170 K).
The intrinsic thermally-driven bond-length expansion of a support-free Pt22 NP was calculated
via ab initio MD, Figure 5-1(b) (open symbols). The theoretical thermal expansion coefficient 
was found to be positive (~ +28  10-6 K-1) and larger than that of bulk Pt. Figure 5-1(b) also
displays similar data obtained for H-covered NPs (closed symbols). The latter data were based
on the Gibbs phase diagram [see (5.3.1)] calculated for Pt22HM, which is displayed in Figure 5-1
(c). From the H coverages studied, the thermodynamically stable configurations are those with
all H atoms around edge Pt atoms, namely, Pt22H29 below 400 K, Pt22H25 at ~500 K, and Pt22H22
above 600 K. Our calculations for the H coverages selected suggest that, at a constant H2
pressure of 1 atm, H desorption sets in at about 420 K, marked by a vertical dotted line in
Figure 5-1(c). The latter is the temperature for which an intercept of the G GAIN adsorption curves
corresponding to Pt22H29 and Pt22H25 is observed, indicating the higher stability of NP
configurations partially depleted of hydrogen at edge sites and totally depleted of H at the facets.
It may also be considered as an upper limit for the H-desorption onset temperature, since
intermediate states (Pt22H30, Pt22H28 and Pt22H26) were not considered. Since the Pt-Pt bond
lengths vary as a function of H coverage (see Table 5-1), the evolution of the bond-length with
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increasing temperature (and decreasing H coverage) can be estimated. Following these
considerations, a thermal expansion coefficient of ~ -47  10-6 K-1 was obtained. This coefficient
reflects the thermally-induced desorption of H under conditions which mimic the experimental
environment (with the exception of the lack of support). The large and negative thermal
expansion coefficient obtained for the Pt22HM NP is in clear contrast with the positive value
calculated for adsorbate-free Pt22.
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Table 5-1 Theoretical (DFT) average first-NN bond lengths of unsupported clean Pt NPs
with different sizes and shapes, as well as Pt22H22 and Pt22H31. All values are normalized by
the respective bulk values. The calculated bulk Pt-Pt distance is 2.805 °A at 0 K.
Sample
Name

Sample
Shape

Pt-Pt Bond Length
(DFT) (Å)
0K

Pt-Pt Bond Length (EXAFS) (Å)
172-188 K

300 K

648 K

0.996

0.995

0.989

0.999 (H2)

0.996 (H2)

0.991 (H2)

0.996 (He)

0.991 (He)

0.982 (He)

0.999

0.995

0.986

0.958 (Pt22)
S1

0.984 (Pt22H22)
0.992 (Pt22H31)

S2

0.972 (Pt44)

S3

0.979 (Pt85)

S4

0.938 (Pt33)

0.994

0.991

S5

0.973 (Pt55)

0.996

0.993
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0.990

2.79

EXAFS (H2)

2.78
Pt Bulk
S7

R (Å)

2.77
2.76

S8

2.75
2.74
2.79

S2
S1

(a)
Theory (S1)
Pt22H29

Pt22H25

2.73
2.70

G

GAIN

of adsorption (eV/per NP)

2.67
0

Pt22

Pt22H22

(b)
H coverage/sites
22
31
27
29
25
22

-1
-2
-3

22 H

facets & edges
facets & edges
facets & edges
facets & edges
edges
edges

First crossover
indicating H desortpion

R (Å)

2.76

-4
-5
-6

(c)
100

31 H
29 H

200

300

400

500

22 H
27 H

25 H

600

700

Temperature (K)
Figure 5-1 (a) Temperature-dependent Pt-Pt bond length (R) of Pt NPs supported on γAl2O3 and a bulk Pt foil from Ref. [139] (b) Calculated median of the Pt-Pt bond lengths of
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an unsupported clean Pt22 nanoparticle (open symbols, ab initio MD calculations) and an
H-covered Pt22HM (solid symbols, model for S1) plotted as a function of temperature. The
solid symbols in (b) correspond to H coverages that are thermodynamically stable at the
given temperature (0 K DFT calculations). The median absolute deviations range from
0.04 to 0.09 Å. (c) Calculated gain in the Gibbs free energy upon H adsorption on Pt22
nanoparticles (model for S1) plotted as a function of temperature for varying H coverage:
Pt22H22 (all H atoms on edge sites), Pt22H22 (some H atoms on facets), Pt22H25 (all H atoms
on edge sites), Pt22H27, Pt22H29, and Pt22H31. The dashed line indicates the first crossover
between two thermodynamically stable states (see text). The inset in (c) shows the model
Pt22H22 with hydrogens covering edges and facets. The small and large circles represent H
and Pt atoms respectively.

5.4.2

Vibrational properties

The eigenfrequencies and eigenvectors of unsupported, clean Pt NPs and H-covered NPs were
calculated from first-principles.[144] Both (d2)th and <x2>th were obtained exactly within the
harmonic approximation from the discrete spectrum of the NPs. Figure 5-2(a) contains
information on the thermal evolution of (d2)th of Pt22H22, Pt22H25, Pt22H29, and Figure 5-2 (b) of
clean Pt NPs (Pt22, Pt33, Pt44, Pt55, and Pt85). The evolution of <x2>th for the former adsorbateand support-free Pt NPs is shown in Figure 5-2 (c). The thermal evolution of (d2)th of Pt22H22,
Pt22H25, Pt22H29 shows that (d2)th and its slope varies as H desorbs with increasing temperature.
Furthermore, the slopes of all three NPs (Pt22H22, Pt22H25 and Pt22H29) are larger than d2 of bulk
Pt (exp.) and (d2)th of Pt22. By comparing Figure 5-2(b) and Figure 5-2(c) it is evident that the
trends obtained for (σ2d)th corresponding to the correlated motion of atom pairs within the NPs
parallel to the bond are clearly different from those of the “real” (uncorrelated) atomic mean
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square displacements, <x2>th. More specifically, smaller slopes of the (σ2d)th versus temperature
plots were observed for the majority of the clean NPs as compared to bulk Pt (exp.), which is in
qualitative agreement with the experimental data in Figure 5-2(a). However, the contrary is true
for the <x2>th, Figure 5-2(c), with larger atomic displacements and slopes for the NPs as
compared to bulk Pt. For all NPs, (σ2d)th and its slope are significantly smaller than <x2>th and its
slope.
It should be noted that clear differences exist between the calculated <x 2>th and (σ2d)th, since the
latter only takes into account the projection of the vibrational displacement along the bond
(fluctuations parallel to the bond), as it is considered in the theory of EXAFS[146]. Hence, it can
be assumed that a bond-projected VDOS is representative of the lattice vibrations probed by
EXAFS. Figure 5-3 illustrates the difference between the calculated total and bond-projected
VDOS of Pt22 (a) and Pt22H29 (b) with the highest distinction (i.e. lower bond-projected VDOS)
being observed at low energy. Therefore, by comparing the two types of VDOS curves in
Figure 5-3, the overall reduction of the bond-projected VDOS as compared to the total VDOS

(averaged over all possible pairs of atoms in a NP) is considered responsible for the smaller
values of (σ2d)th with respect to <x2>th, Figure 5-2(b),(c). Furthermore, as shown in Figure 5-2(c),
<x2>th of our clean and unsupported NPs depends on the size and shape of the NPs. [126]
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Figure 5-2 (a) Experimental (σ d) for Pt NPs on γ-Al2O3 (S1-S5, S7) under H2 flow from
2

Ref. [139]. Symbols correspond to the temperatures at which the EXAFS data were
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measured. The calculated thermal evolution of the mean square bond-projected bondlength fluctuations (σ2d)th of a H-covered Pt22 NP (model of S1) for several
thermodynamically stable states (Pt22H22, Pt22H25 and Pt22H29) are included. (b) Calculated
thermal evolution of (σ2d)th of unsupported, clean (H-free) model Pt NPs representative of
samples S1-S5 (Pt22 to Pt85). (c) Calculated mean-square displacement <x2>th
corresponding to the (σ2d)th given in (b). For reference, the EXAFS (σ2d) data of a Pt foil
are shown in (b), and the DFT-calculated <x2>th of bulk Pt are displayed in (c).

--We calculate 

slope

, a parameter defined in correspondence with the Debye temperature (see

definition for bulk materials in the experimental section[147]) extracted from the slope of the
theoretical (σ2d)th versus T plots of clean Pt22 (S1) and Pt22H22. The Pt22H22 coverage was
selected because it is stable at the highest temperature investigated (T> 600 K). Overall, the
adsorption of hydrogen was found to lead to a reduction of 

slope

for all H coverages studied.

Nevertheless, the observed changes were non-monotonic, being largest for Pt22H29 ( slope = 226
K) and smallest for Pt22H25 ( slope = 203 K), with Pt22H22 ( slope = 220 K).

5.5

Discussion

Our calculations show that clean and unsupported NPs display an overall bond length contraction
(averaged over all bonds within a NP) of about 6% at 0 K for Pt 22 with respect to bulk Pt,
whereas for the smallest experimental NPs measured in H2 (S1), the contraction measured at 172188 K is only 0.4% (Table 5-1). This cannot be assigned to the difference in the experimental
and theoretical temperatures (see Figure 5-1(a)), but rather to the presence of H2 (dissociate
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adsorption) on the experimental Pt NPs. Indeed, a better agreement is obtained when H is
incorporated into the model of the unsupported NP. Our calculations corroborate that H partially
lifts the Pt-Pt bond-length contraction caused by the low-coordination of surface atoms of the
small NPs. More specifically, while for clean Pt22 the calculated R is contracted by ~5.9% with
respect to the calculated value for bulk Pt (see Table 5-1), for Pt22H29 (stable configuration below
~420K), Pt22H25 (stable between ~420 and ~550 K) and Pt22H22 (stable above ~550 K),
contractions of only ~2.3, 3.1 and 4.0 %, respectively, were obtained.
Our results demonstrate that adsorbates on the surface of small NPs influence their thermal
expansion significantly. Our ab initio MD calculations show that the large negative  is not
intrinsic to the NPs, since for support- and adsorbate-free Pt NPs (e.g. Pt22), a large positive
thermal expansion coefficient was obtained (~ +28 x 10-6 K-1). The extrinsic contribution of Hdesorption to the bond-length contraction observed experimentally for small Pt NPs with
increasing measurement temperature was demonstrated theoretically, Figure 5-1(b). The Gibbs
phase diagram in Figure 5-1(c) gives a strong indication of the higher stability of NP
configurations partially depleted of H, even when considering a constant pressure of 1 atm of
pure H2 around the NPs (50 % H2 and 50 % He in the experimental case). More specifically, with
increasing temperature, Pt22HM configurations with decreasing M from 29 to 22 were found to be
more thermodynamically stable. The temperature at which an intercept between the M=29 and
M=25 curves is observed (marked by a vertical dotted line in Figure 5-1(c)) can be used to
estimate an upper limit for the activation energy for H desorption. Moreover, it should be noted
that because of the dependence of GGAIN on the chemical potential (see Equation (5.3.1)), the
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onset of H desorption may happen at a lower temperature for smaller concentrations of H2.
Although we did not sample all the possibilities regarding H coverages and geometry, our
calculations demonstrate that small amounts of H desorbing from the NPs are sufficient to
decrease dramatically the median value of the Pt-Pt bond length in Pt22, Figure 5-1(b). More
specifically, even without taking into account the stiff substrate, the temperature-dependent
desorption of H already resulted in a calculated negative thermal expansion coefficient about five
times larger (~ -47 x 10-6 K-1 extracted from Figure 5-1(b) closed symbols) than that measured
via EXAFS for the supported NPs in S1 (~ -10 x 10-6 K-1). The contribution related to the
desorption of H is necessarily compensated by the intrinsic thermally-driven expansion of the PtPt bonds observed for the unsupported, clean, model NPs (Figure 5-1(b), open symbols). With
both contributions at hand, one could see that the two effects combined can account qualitatively
for the observed negative , at least once the onset temperature for H desorption has been
reached (see Figure 5-1(c)).
In addition to adsorbate effects and size-dependent changes in the geometry (and therefore,
electronic properties) of small NPs, NP/support interactions also appear to be of significance for
the understanding of their thermal properties. Previous calculations by Vila et al.[104] on H-free
Pt10 clusters deposited on dehydrated γ-Al2O3 revealed a small but negative thermal expansion
trend attributed to changes in the bond lengths as the NP diffuses on the substrate, which is in
clear contrast with our results for the larger, adsorbate-free, but unsupported Pt22 clusters. The
latter emphasizes the important role of the substrate. At the same time, these calculations
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reported significantly smaller Pt-Pt contractions (~3 % smaller) than those measured
experimentally by the same group,[104] which we assign to the adsorbate effect described above.
Figure 5-2(a) shows clear differences in the thermodynamic properties of the studied Pt

nanoparticles with respect to bulk Pt, with smaller (σ2d) versus temperature slopes for the Hcoated experimental NP samples[139]. This result can be partially explained by the fact that
EXAFS measurements underestimate the relative contribution of low-energy vibrational modes
to the total σ2d, an effect that we have theoretically demonstrated to be significant for small
unsupported NPs. This can be seen in Figure 5-3, where the calculated vibrational density of
states of Pt22 and Pt22H29 is displayed together with the bond-projected VDOS (weighted
similarly to the EXAFS data by only considering bond length fluctuations parallel to the bond).
From the comparison of the total and bond-projected VDOS in Figure 5-3, it is confirmed that the
main differences are observed at low energies, and that this region of the VDOS largely involves
fluctuations perpendicular to the bond. Therefore, the experimental dynamic bond-projected
bond length fluctuations can only be compared directly to (σ2d)th, since the real mean square
atomic displacement, <x2>th, lacks of the former EXAFS-weighting factor. Nevertheless, for the
small (<1.5 nm) unsupported NPs, we have confirmed numerically that <x2>th depends on the
size and shape of the NPs, as shown in Figure 5-2(c). Our calculations also demonstrate that
<x2>th, and thereby (σ2d)th, correlate with the behavior of the VDOS at low-energy, Figure 5-3.
Small <x2>th vs. T slopes (and (σ2d)th vs. T slopes) were observed for NPs with a large phonon
confinement gap at low energies.[144] Such a vibrational confinement gap[148] is in turn
determined by the NP size and shape. [148] For example, Pt44 (S2) has the smallest <x2>th and
the widest phonon gap (5.7 meV), and Pt33 (S4) has the largest <x2>th and smallest gap (~2.5
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meV)[144]. This apparently small difference in the VDOS is critical, as seen by the visible
deviation of the <x2>th and (σ2d)th of Pt33 with respect to the rest of the samples in Figure 5-2(b)
and Figure 5-2(c). Additionally, within the set of samples analyzed, an increase in the NP size for
the same NP shape (S2 with 44 atoms versus S3 with 85 Pt atoms) was found to increase <x 2>th,
Figure 5-2(c).

It is useful to point out that since a number of low-energy vibrational modes correspond to shear
perturbations of surface atoms[149], if the NPs are strongly bound to a stiff substrate, the
corresponding boundary condition might eliminate some of those modes.[144, 150] In addition,
the presence of a strongly binding support might lead to an increase in the phonon gap present
for small NPs.54 For instance, the vibrational gap increased from 0.2 to 4.2 meV for free versus
pseudomorphic Ru(0001)-supported single-layer Au13.[144, 151] Therefore, for NPs supported
on stiff substrates, in which the low-energy VDOS might be suppressed, the differences between
<x2> and σ2d measured via EXAFS might not be as significant as those shown in Fig. 5 for the
unsupported theoretical NPs. Thus, quantitative agreement between theoretical and experimental
data requires also the consideration of the support in the calculations, which for the various NP
sizes and shapes investigated here is beyond our possibilities based on first principle
calculations. Moreover, it should be noted that the calculations shown in Figure 5-2(a) of σ2d
versus T curves for Pt22H22, Pt22H25 and Pt22H29 intend to single out the effect of the limited
sensitivity of EXAFS to low-E vibrational modes, but do not take into consideration the expected
changes upon gradual desorption of H2 with increasing temperatures, since they correspond to a
constant hydrogen coverage.
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Figure 5-3 DFT-calculated total (black curve) and average bond-projected (dark grey;
pink online) VDOS of unsupported (a) Pt22 and (b) Pt22H29 NPs. Both are broadened by a
Gaussian smearing of 0.35 meV. The pink curve is representative of the lattice vibrations
probed by EXAFS, which is expected to underestimate low-energy phonon modes.

From the slope of the σ2d versus T plot of the EXAFS data in Figure 5-2(a), a Debye temperature
was obtained for NPs which is higher than that of bulk. As we have already mentioned, the
behavior of the Debye temperature signifies here only the trends in the mean square bond length
fluctuations. It neither validates nor refutes the Debye model for the vibrational density of states,
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which has been noted to be unsuitable for accurately describing the vibrational properties of
small unsupported NPs (< 500 atoms,[152] <2 nm) due to the 3N-discretization of the vibrational
energies[144, 153] and the observation of an excess VDOS at low phonon energies[154].
Nevertheless, as is shown in Figure 5-2(b), a large part of the reduction in 2d of the experimental
NPs as compared to bulk Pt (and therefore part of the reduction of the slopes giving rise to
enhanced D) can be assigned to the distinct definition of the EXAFS 2d (correlated bondprojected bond-length fluctuations), as compared to the real mean square vibrational amplitude
<x2>th, Figure 5-2(c). On the other hand, it should be kept in mind that our calculations suggest
that H reduces the slope of (2d )th, but they do not include the γ-Al2O3 substrate, which is
expected to increase it and thus play a pivotal role in the thermodynamic behavior of supported
NPs.
Summarizing, our theoretical data provide insight into the influence of the geometric structure
(size and shape) and environment (adsorbates and substrate) in the thermodynamic properties of
metal nanoparticles. In particular, the important role of H2 desorption in the negative thermal
expansion experimentally observed for small supported metal clusters is discussed. Furthermore,
size-dependent changes in the Debye temperature observed via EXAFS are explained in terms of
the NPs geometrical structure and NP/support interface, but also as a function of intrinsic
limitations of the experimental technique used.
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5.6

Conclusions

ab initio total energy and molecular dynamics calculations of the unsupported Pt NPs based on
DFT have allowed us to gain insight into the structure and thermal properties of Pt NPs
supported on γ-Al2O3. Our computational investigations revealed that the negative thermal
expansion of the smallest NPs is not intrinsic, and qualitatively suggest that thermal desorption
of chemisorbed hydrogen is at least partially responsible for this effect. The comparison of the
calculated bond-projected (σ2d)th (from experiments) and our calculated total <x2>th for
unsupported and adsorbate-free NPs revealed smaller slopes in the (σ2d)th vs. T plots. Hence, the
relatively small experimental σ2d slopes, and therefore, the unusually large Debye temperatures
obtained experimentally, can be partially assigned to the nature of the experimental probe used
for its determination, since fluctuations in the bond length perpendicular to the bond, which
might be present at low energies, are not accessible to EXAFS. Furthermore, our calculations
traced the observed decrease in the mean square atomic displacements or bond-length
fluctuations to the possible elimination of low energy vibrational modes of the NPs. We have
shown that this might occur due to specific detection limits of the experimental technique used,
by the presence of large gaps in the VDOS of the NPs, or due to NP/support interactions.
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CHAPTER 6:

ELECTRONIC PROPERTIES AND CHARGE

TRANSFER PHENOMENA IN PLATINUM NANOPARTICLES
ON γ-Al2O3: SIZE, SHAPE, SUPPORT, AND ADSORBATE EFFECTS
This chapter is devoted to the description of the electronic properties of free and γ-Al2O3supported small Pt nanoparticles (NPs) and their evolution with decreasing NP size and
adsorbate (H2) coverage. We employ density functional theory (DFT) calculations to study the
electronic structure of unsupported as well as H covered Pt NPs. By comparing our results with
experimental findings we establish an explanation of the change in the electronic characteristics
of the nanoparticles due to size, shape, NP/adsorbate (H2), and NP/support interactions.

6.1

Introduction

Striking changes in the physical and chemical properties of small metal nanoparticles (NPs) have
been reported[76, 99-103, 118], and in some cases assigned to size-dependent modifications of
their electronic properties, including metal/non-metal transitions, the discretization of energy
levels, and rehybridization of spd orbitals.[155, 156] Nevertheless, in addition to intrinsic
changes in the NP properties brought about by specific geometrical features (e.g. NP size and
shape), the role of external influences such as adsorbate and support effects must also be taken
into consideration.
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Although significant effort has been dedicated to the investigation of geometric and
environmental effects on the electronic properties of metal NPs[12, 157-164], some
discrepancies still remain in the literature regarding the interpretation of certain experimental
trends[12, 165-168]. These are due in part to the challenge of synthesizing geometrically welldefined target material systems, the difficulty of separating the different influences to a given
electronic property (since some correlations exist among them), and the complexity of real-world
experimental NP supports, making difficult related modeling descriptions. For example,
modifications in the electronic properties of NPs have been reported with decreasing NP size
(intrinsic effect). Nevertheless, such modifications parallel the increase in the relative number of
surface atoms within a NP, which would also lead to a stronger contribution of adsorbate effects
to the observed behavior[139].
In situ X-ray absorption near edge structure (XANES) measurements have been proven valuable
for the study of intrinsic and extrinsic effects on the electronic properties of NPs[12, 157-163,
166, 169-171], since this technique is sensitive to unoccupied electronic states. The following
differences have been observed when comparing XANES data from nanoscale and bulk systems:
(i) modifications in the intensity of the absorption edge peak (or white line, WL), (ii) an
increase/decrease in the width of the WL, (iii) a shift in the energy of the absorption edge. The
extent of these modifications was found to be strongly influenced by extrinsic effects. More
specifically, changes in L3 and L2 XANES spectra of metals upon chemisorption can be
explained in terms of orbital hybridization, charge transfer, and metal-adsorbate scattering. For
example, for small Pt NPs measured with chemisorbed H, the increase in the XANES signal
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above the absorption edge, broadening of the absorption peak, and positive energy shift
experimentally observed[12, 165-168] were theoretically explained by some groups in terms of
the depletion of states at the Fermi level (EF) and the creation of anti-bonding states above[12]. A
change in the atomic background absorption due to weak intra-atomic scattering (AXAFS)[172]
or multiple scattering events[162, 163] have also been discussed as plausible explanations for the
broad shoulder observed above the absorption edge peak. The increase in the edge intensity
reported by some groups with decreasing NP size was explained in terms of a possible electron
deficiency in small Pt NPs as compared to bulk Pt[173]. Although general agreement exists on
the correlation between the integrated area of the adsorption peak and the amount of
chemisorbed hydrogen[12, 165-168], a discussion still remains in the literature on whether the
peak energy is influenced by the number of H adsorption sites on the NP surface, the presence of
co-adsorbates, and the NP size/shape. However, in the absence of H2, a narrowing of the electron
density of states (DOS) and a shift of the d-band center towards EF have been theoretically
described by comparing unsupported Pt6 NPs and Pt(111), highlighting that intrinsic effects must
also be considered.[12] Similar findings were reported for small Au NPs, with an increase in the
filling of the d-band with decreasing coordination number or NP size.[174]
In addition to adsorbate effects, the interaction of the NPs with the underlying supports must also
be addressed. This is, however, a difficult task, since due to specifics of the most common NP
synthesis approaches used, a direct comparison of the influence of different supports on NPs of
identical geometry (same average size and shape) can normally not be conducted, leading to a
convolution of support (extrinsic) and size/shape (intrinsic) effects. Some groups report a lack of
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correlation between the intensity of the absorption peak, integrated area or energy, and the type
of NP support[169, 170, 175], exclusively assigning the changes observed to adsorbate
chemisorption. For example, for bare Pt NPs on SiO2, a small decrease (~4 %) in the number of
unoccupied electronic states as compared to bulk Pt was reported, while a 23 % decrease was
observed upon hydrogen chemisorption on the same system.[170] Nevertheless, a theoretical
study of a Pt6 cluster in a zeolite-LTL pore revealed a broadening of the WL for the supported
cluster with respect to bare Pt6 and a concomitant decrease in the WL intensity in order to
maintain the overall density of d-states constant[158]. For Pt NPs on carbon nanotubes, the
smaller WL of the NPs as compared to bulk Pt was assigned to charge redistribution between C2p and Pt-5d states, which did not lead to the loss of charge[160]. On the other hand, for Pt NPs
on SiO2, the observed increase in the WL was assigned to charge transfer from Pt to SiO 2[160].
This is another controversial aspect in the literature, since some groups explain the observed
changes in the XANES data (e.g. energy shift) based on charge transfer phenomena (to/from
adsorbates or the support), while others based on the formation of metal-adsorbate or
metal/support bonds (charge redistribution) leading to changes in the electron density of states
near the Fermi level[166, 176]. Furthermore, theoretically predicted fluctuating cluster-substrate
interactions and charge transfer phenomena for Pt10 on γ-Al2O3 were correlated with the positive
energy shifts experimentally observed with decreasing NP size and decreasing measurement
temperature. [159]
The present study takes advantage of ab initio modeling methods to gain insight into the role
played by the geometrical structure of NPs (size and shape), support, and surface adsorbates, on
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their electronic properties. The ability of tuning the d-electron density in supported NPs via a
rational geometrical design is key for the ultimate control of catalytic properties, since reactivity
is strongly influenced by the interaction of d-orbitals of metals with valence orbitals of reactants.

6.2

Conclusions from Experiments

The structures of Pt/γ-Al2O3 nanoparticles and bulk Pt are adopted from the experiment Ref.
[139] and are presented in Table 5-1. XANES spectra from the Pt L3 absorption edge is
presented in Figure 6-1 and Figure 6-2. These data provide information on the binding energies of
2p electrons (2p3/2 initial state) and unoccupied “d” electron density of states near the Fermi level
(d5/2 + d3/2 states).
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Figure 6-1 Normalized absorption coefficient, μ(E), versus energy (XANES region) for the Pt-L3
edge of Pt NPs on γ-Al2O3.

Figure 6-1 shows XANES spectra of Pt NPs with different sizes supported on γ-Al2O3 measured

in H2 at room temperature (RT). Two main differences were reported for the samples containing
small NPs with respect to bulk Pt: (i) an increase in the width of the absorption peak, (ii) a shift
in the absorption peak to higher energy. The energy shift was found to be more significant for the
NPs with 2D shape (S1, S4), Figure 6-1(a), suggesting an influence of the NP/support contact
area. In order to gain insight into the role of the adsorbate, the same sample S2 was measured in
H2 and He at low temperature (173 K). As can be seen in Figure 6-1(d), a broader absorption
feature is observed under H2, a larger energy shift with respect to the He data and a bulk Pt
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reference. Complete saturation of the sample surface with H2 is expected under these
measurement conditions.

Figure 6-2 Normalized absorption coefficient, μ(E), versus energy (XANES region) for the Pt-L3
edge of Pt NPs on γ-Al2O3: (a) S1, (b) S2, (c) S4, (d) S3, (e) S9, (f) S8 . Temperature dependent data
under H2 atmosphere at temperatures from 173 K to 648 K are shown for all samples. The insets
correspond to model NP shapes representative of the NPs in each of the samples.

Figure 6-2 displays temperature-dependent XANES data from Pt NPs with different sizes and
shapes measured under an identical H2 atmosphere. With increasing temperature from 173 K to
648 K, a shift towards lower energy was observed. This trend is assigned to a decrease in the
adsorbed hydrogen coverage with increasing measurement temperature[177].
Positive energy shifts as well as an increase in the total integrated XANES peak area beyond the
edge were observed with decreasing NP size or decreasing 1st NN coordination number. A much
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smaller spectral area and nearly no energy shift were observed in He, while an energy shift of
+0.8 eV with respect to bulk Pt was measured under H2, emphasizing the extrinsic nature of the
effect observed.

6.3

Theoretical Methods

We have performed DFT calculations[140] using the plane wave basis set and the projector
augmented wave pseudopotential method, as implemented in Vienna Ab-Initio Simulation
Package (VASP)[141, 142]. The Kohn-Sham wavefunctions are expanded in the plane wave
basis with a kinetic energy cutoff of 400 eV, and the Perdew-Burke-Ernzerhof functional was
used for exchange-correlation energy [143]. Additional details of our model for bare Pt NPs
(Pt22, Pt33, Pt44, Pt55, and Pt85) and hydrogen-adsorbed Pt NPs (Pt22Hx, x=18, 22, 25, 27, 29, 31,
45, 59 and Pt44Hx, x=44, 60, 66) can be found elsewhere[178]. Note that all of them are
unsupported, free NPs. We used supercells of dimensions comparable to 22×22×22 Å3 for the
smaller clusters (Pt22, Pt33, Pt44, Pt55) and 27×27×27 Å3 for a large Pt cluster (Pt85). Because of
the large size of the supercells, only a single k-point is sufficient for the sampling of the Brillouin
zone. We use a Fermi-level smearing of 0.1 eV. The threshold for electronic energy convergence
was set to 2x10-6 eV, and that for structural optimization to <1×102 eV/Å. A standard quasiNewtonian algorithm implemented in VASP was used for structural optimization. The local,
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angular momentum decomposed d-DOS of Pt NPs were calculated by projecting the wave
function into a sphere of radius of 1.45 Ȧ centered at each Pt atom.

6.4

Results

ab initio DFT calculations of the d-DOS of unsupported, adsorbate-free, Pt NPs with shapes
analogous to those extracted from the experimental data have been carried out for Pt22, Pt33, Pt44,
Pt55, and Pt85 (similar to NPs in S1-S5), Figure 6-3(a), and for Pt22 and Pt44 after considering
different hydrogen coverages: Pt22Hx (x = 22, 25, 27, 29), Figure 6-4(a), and Pt44Hx (x = 44, 60,
66), Fig. 8(b). For reference, the d-DOS of Pt(111) is also shown in Figure 6-3(a). The changes
in the unoccupied d-DOS (E>0, using the Fermi level, EF, as energy reference) can be
qualitatively compared to the trends observed in the XANES data. For the unsupported
adsorbate-free clusters in Figure 6-3(a), a decrease in the width of the d-band with decreasing NP
size was observed with respect to bulk Pt or Pt(111) owing to the weaker overlap of the wave
functions for the smaller NPs.
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Figure 6-3 (a) DFT calculated d-electron density of states (d-DOS) of unsupported clean Ptx NPs
(x = 22, 33, 44, 55, 85) and of a Pt(111) surface. (b) Effect of compressive (-) and tensile (+) strain
on the d-DOS of unsupported clean Pt22. (c) Comparison of the d-DOS of clean unsupported Pt22
to Pt22H25 and the same Pt22H25 structure but after removing all hydrogen atoms without further
lattice relaxation.
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In order to correlate our theoretical results with the electronic information extracted from the
XANES spectra, the center of the unoccupied d-DOS band was obtained and compared to the
energy of the Pt-L3 absorption peak of the experimental NP samples. First, the DFT results from
clean (adsorbate-free) NPs were compared to XANES data from NPs of analogous shapes
acquired at 648 K (i.e., when no hydrogen is expected to remain on NP surface). The following
energies were extracted for the unoccupied d-band center of the model Pt NPs and bulk
reference: 1.17 eV (bulk Pt, not shown), 1.22 eV [Pt(111)], 1.14 eV (Pt85), 1.09 eV (Pt55), 1.02
eV (Pt44), 1.02 eV (Pt33), and 0.96 eV (Pt22). However, the red energy shift obtained with
decreasing NP size via DFT for the adsorbate-free Pt NPs, Figure 6-3(a), is in clear contrast with
the trend observed experimentally for the energy of the absorption peak maximum in XANES
spectra acquired at 648. In fact, a size-dependent blue shift was observed in our experiments at
all measurement temperatures. This discrepancy might be understood if we consider that while
the experimental NPs are supported on γ-Al2O3, the theoretical NPs are free-standing clusters.
Further details will be given in the discussion section.
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Figure 6-4 DFT calculated d electron density of states (d-DOS) of unsupported and H-covered (a)
Pt22Hx (x = 22, 27, 29, 31, 45, 59) and (b) Pt44Hx (x = 44, 60, 66).

It is known that H chemisorption on Pt NPs induces an increase in the Pt-Pt distances[136, 178].
Therefore, we monitor the evolution of the d-DOS of the unsupported, adsorbate-free, Pt NPs as
a function of expansive (similar to the effect induced by adsorbates like H2) or compressive
strain (± 5 %), Figure 6-3(b). Expansive strain resulted in a shift of the occupied d-band center
away from EF, while the opposite trend was observed on compressively strained NPs. In
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addition, an increase (decrease) in the area of the first peak of the occupied DOS near E F was
observed under expansive (compressive) strain. Hydrogen chemisorption is known to induce a
relaxation (expansion) of the Pt NP lattice (morphological change) as well as modifications of
the electronic structure of the NPs. To de-convolute these two effects, the d-DOS of hydrogencovered Pt NPs (Pt22H25) was compared to that of hydrogen free NPs (Pt22), and that of Pt22H25
after removing all hydrogen atoms without further relaxing the structure, Figure 6-3(c). While
the d-DOS of Pt22H25 reflects the modifications in the electronic as well as morphological (lattice
expansion) structure of the NP induced by hydrogen, the calculations from Pt22H25 after
hydrogen removal only reflect the influence of lattice relaxations to the d-DOS. As can be seen in
Figure 6-3(c), the d-DOS of the hydrogen-free NP with the Pt22H25 structure is very similar to
that of the adsorbate-free Pt22. Therefore, it can be concluded that the changes brought about by
hydrogen chemisorption (Pt-hydride formation) are mainly of electronic nature.
Furthermore, in agreement with previous literature reports, addition of hydrogen to our model
NPs was found lead to an increased band width and a shift of both, occupied and unoccupied dband centers, away from the EF, Figure 6-3(c), Figure 6-4, and Figure 6-5(a),(b). Figure 6-4
shows the d-DOS of clean Pt22 and Pt44 together with calculations of PtxHy structures with
different hydrogen coverages. The unoccupied d-band center shown in Figure 6-4(a) represents
the average position of unoccupied d-DOS states from 0 to 4 eV, and is expected to correlate
with the position (energy) of the XANES absorption peak. As can be seen in Figure 6-4(a),
increasing the hydrogen coverage results in a blue shift of the unoccupied d-band center, which
is in agreement with our experimental observation (increasing energies of the absorption peak
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with decreasing measurement temperature in H2, e.g. with increasing effective H coverage).
Besides, a nearly linear correlation between the position of the unoccupied and occupied d-band
centers of Pt22Hx and Pt44Hx was obtained with increasing hydrogen content, Figure 6-3(a),(b),
respectively.
Theoretically, the increased peak area and positive energy shift described above for the small Pt
NPs in hydrogen have been discussed to reflect a decrease in the density of electronic states near
the Fermi level, e.g. the transfer of charge from the NPs to either the support, to hydrogen for the
formation of Pt-H bonds (via the creation of anti-bonding states above EF) [12, 163, 169, 175], or
to both. Our DFT calculations on unsupported clean Pt NPs with analogous geometries to the
experimental systems help us to separate intrinsic from adsorbate effects. In particular, for the
adsorbate-free model NPs, a red shift of the unoccupied d-band center was observed with
decreasing NP size (Figure 6-3 a), while the contrary applies to the model clusters with
chemisorbed hydrogen. In particular, increasing the hydrogen coverage was found to lead to a
blue shift of the unoccupied d-band center, (Figure 6-5 a), which is in good qualitative agreement
with the blue shift in the XANES peak position measured.
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Figure 6-5 Center of the d-band of (a) unoccupied and (b) occupied states of unsupported Pt 22Hx
and Pt44Hx as a function of the number of hydrogen atoms. (c) Adsorption energy of H atoms on
Pt22 and Pt44 as a function of the H coverage.
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Figure 6-5(c) shows the adsorption energy of hydrogen to Pt22 and Pt44 NPs as a function of
coverage. With increasing hydrogen coverage, the adsorption energy was found to decrease due
to adsorbate-adsorbate interactions. For the lowest and highest hydrogen coverages considered,
the following binding energies were calculated: Pt22H18 (-0.62 eV), Pt22H59 (-0.42 eV), Pt44H44
(-0.47 eV), and Pt44H66 (-0.61 eV). The hydrogen adsorption energy of -0.62 eV (-59.8 kJ mol-1)
obtained for the lowest hydrogen coverage on Pt22H18 is in excellent agreement with the value of 60 kJ mol-1measured experimentally by Bus and van Bokhoven for hydrogen adsorbed on ~0.8
nm Pt NPs on Al2O3 which was assigned to strongly bonded.[168]

6.5

Discussion

Clear changes in the electronic properties of Pt NPs as compared to bulk Pt could be
experimentally observed via XANES, in particular, a positive shift in the peak energy and an
increase in the integrated intensity of the absorption peak. The origin of these effects has been
the subject of intense debate in the literature[158, 163, 165, 169, 173, 175, 179-184]. While some
references attribute the former effects mainly to the interaction of atoms in the Pt NPs with
hydrogen, others also involve the NP support. We suggest that some of this discrepancy is due to
the difficulty of separating the different contributions to the XANES spectra in the absence of
geometrically well-defined NPs with good crystallinity and narrow size distributions, as well as
to the challenge of using a unique synthesis approach to generate small NPs with either 2D or 3D
shape on the same support in order to evaluate the role of the NP/support interface.
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6.5.1

Adsorbate effects

Strong correlations are expected for size- and adsorbate-effects, since with decreasing NP size,
an increase in the number of surface atoms available for hydrogen chemisorption is observed.
Temperature-dependent XANES data can be used to decouple these effects, as for a given NP
size, high temperature data (e.g. our 648 K data) are expected to be nearly adsorbate-free due to
the much lower onset temperature for hydrogen desorption[178]
Since H is also known to expand the Pt-Pt lattice, the effect of expansive strain on the d-DOS of
Pt22 was investigated. In analogy to the observations made for Pt22Hx, expansively strained NPs,
Figure 6-3 b were characterized by a shift in the occupied d-DOS center away from EF and a
suppression of the unoccupied portion near EF. However, when electronic and geometrical
effects in the d-DOS of the hydrogen-covered NPs are de-convoluted, Figure 6-3(c) rather than
geometrical relaxations, electronic effects appear to be the dominant factors responsible for the
modifications of the d-DOS observed.
Finally, by comparing similar H/Pt ratios, e.g Pt22H22 and Pt44H44 in Figure 6-5(c), it could be
seen that the hydrogen adsorption energy strongly depends on the NP size, with stronger binding
of hydrogen to the smaller NPs.

6.5.2

Support effects

As was mentioned in the previous section, for adsorbate-free NPs, contrary trends in the position
of the unoccupied d-band center (DFT) and absorption edge peak (high temperature XANES
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data) were observed with decreasing number of atoms within the NPs for unsupported (DFT) and
Al2O3-supported (experimental) NPs. More specifically, red energy shifts were obtained for the
model clean NPs with decreasing NP size, while blue shifts were observed for the clean
(hydrogen-free) experimental samples at the highest measurement temperature (648 K). This
observation suggests that the experimental trends are not intrinsic to the specific NP geometries,
but strongly influenced by environmental effects, in the latter case, by support effects. Following
this hypothesis, larger blue shifts would be expected for NPs with a larger fraction of atoms in
contact with the support.
The transfer of charge from interfacial Pt atoms to defects in Al2O3 was proposed in Ref. [185].
Furthermore, ab initio calculations by Cooper et al.[186] for Pt(111) films on α-Al2O3 revealed
the transfer of charge from Pt to the support when the surface is O-terminated, and in the
opposite direction when it is Al-terminated. Due to the sample pre-treatment used in our study
(prolonged annealing in O2), an oxygen-terminated (hydroxyl) Al2O3 surface is expected, and the
direction of the charge transfer inferred here based on the XANES data of the 2D NPs (from Pt
to Al2O3) is in agreement with the previous calculations. A broadening of the Pt-L3 WL due to
the interaction of small Pt NPs with LTL-zeolite supports was also previously shown. [158]
Nevertheless, other groups reported no support effects on the peak area[169]. In our study, the
support effect is evident in the extent of the energy shifts (with respect to bulk Pt).
Our theoretical findings illustrate the crucial role of not just geometrical effects, but also
environmental influences such as adsorbates and the NP support in the electronic properties of
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small Pt NPs. This level of understanding might be leveraged in order to tune related material
properties, as for example, catalytic reactivity.

6.6

Conclusions

DFT calculations have allowed us to gain insight into the correlations between the structure (size
and shape), environment (adsorbate and support) and the electronic properties of unsupported
(DFT) and γ-Al2O3-supported Pt NPs (from experiment). Our data reveal that the size-dependent
trends observed in the electronic properties of Pt NPs are not exclusively intrinsic due to the
specific NP geometry, but largely due to extrinsic parameters such as the chemisorption of H2
and NP/support interactions, which are strongly affected by the NP shape and NP/support contact
area.

168

CHAPTER 7:

EFFECTS OF HYDROXYLATED γ-Al2O3 SUPPORT

ON THE MORPHOLOGY AND ELECTRONIC STRUCTURE OF Pt
NANOPARTICLES
We have studied the effects of pristine and hydroxylated γ-Al2O3(110) support on the
morphology and electronic structure of clean and H-covered Pt nanoparticles (NP) containing 22
and 44 atoms (Pt22 and Pt44) using density functional theory (DFT) based calculations. We find a
morphology change from 3 dimensional (3D) to a bi-planar shape for Pt22 upon adsorption on
pristine and partially hydroxylated γ-Al2O3(110) surface. This shape change is not found for
higher hydroxylation coverage (0.325 monolayer (ML) and higher) or for Pt44, indicating the
aforementioned effect is size and OH coverage dependent. Furthermore, the relative position of
the d-band center of the unoccupied orbitals of the nanoparticles is sensitive to the presence of
the support and the extent to which it is hydroxylated. A competing and even dominating effect
on the electronic structure of the nanoparticles comes from adsorbed hydrogen. At higher
temperatures when the effect of adsorbates is minimal, the shift in the d-band center of the
unoccupied orbitals is found to correlate with the extent of metal-support interaction. In the light
of these results, we conclude that an accurate description of the local environment of
nanoparticles (support, hydroxylation of the support, adsorbed hydrogen) is necessary in order to
understand the preferred shape and electronic structure of these nanoparticles.
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7.1

Introduction

Several studies have been carried out in an effort to understand the effect of the environment on
the geometry and electronic structure of Pt NPs using XANES.[187-195] The main feature of
XANES spectra is a shift in the peak absorption energy as a function of NP size. Not only is the
origin of the above effect not understood,[13, 187, 193, 195-199] [195] [12, 200], Short et al
have observed a red shift respectively. In an effort to explain the shift in the adsorption peak,
arguments such as changes in the coordination number,[12, 194] to charge transfer[200] have
been put forward.
It is understood that the integrated area of the adsorption peak is correlated with the amount of
hydrogen chemisorption,[12, 14-16, 201] however, different explanations such as number of
chemisorbed hydrogens, presence of co-adsorbates, and the NP size/shape are suggested.
Comparison of the calculated electron density of states (DOS) and d-band center of Pt6 and
Pt(111) shows narrowing of the DOS and a shift of the d-band toward Ef, suggesting that
intrinsic effects must be taken into account.[12] Theoretical calculation suggests that with
increase of H adsorption, the shape of supported Pt13 changes from biplanar to
cuboctahedron.[202]
In addition to the adsorbate effects, the interaction of the NPs with the underlying support needs
to be addressed. However, deconvolution of the effects of size and shape (intrinsic) and the
support (extrinsic) cannot be performed experimentally since direct comparison is not possible.
To make matters more complex, it is not easy to characterize the the exact atomic scale
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composition of the support. Some groups report a lack of correlation between the intensity of the
adsorption peak, integrated area or energy, and the type of support,[196, 198, 203] assigning the
observed changes to the chemisorption of the adsorbates. On the other hand, a theoretical study
of Pt6 in a zeolite-LTL pore shows broadening of the white line (WL) of the adsorption spectra
for the supported cluster with respect to that of the bare Pt6, and a decrease in the WL to maintain
the overall density of d-states constant.[13] Another group observed a smaller WL for Pt NPs
supported on carbon nanotubes compared to that of Pt bulk.[189] They assigned the observed
changes to charge redistribution that occurs between the p orbitals of C and d states of Pt, which
does not lead to charge transfer. For Pt NPs supported on SiO2 the observed increase in the WL
was assigned to the charge transfer from Pt to SiO2 support.[189] However, while some groups
explain their observed changes in the XANES spectra by charge transfer phenomenon, others
suggest formation of bonds between the NPs and support (charge redistribution) arguments[14,
176] or modification of the valence orbitals of the metal by the Madelung potential of
support.[204-207]
ab initio calculations of Pd13 and Pt13 supported on dehydroxylated γ-Al2O3 (100) surface,
predicts that a bi-planar structure is energetically favored over other 3D isomers such as
icosahedron and cuboctahedron, while a 3D isomer is energetically favored on γ-Al2O3 (110)
surface at 8.9 OHnm-2 (0.325 ML).[208, 209]Such morphological change was justified by the
optimization of metal-support interaction in the case of flat bi-planar structures. Molecular
dynamics at 800K reveals that hydrogen chemisorption of (>1.4 ML) to Pt13 alters the
morphology of the NP from bi-planar to cuboctahedron.[202] Recently, Behafarid et al[200]
observed a blue shift of the peak absorption energy of γ-Al2O3(110) supported Pt samples as Pt
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size decreases and such a trend persisted even at a high temperature (648K). Although the
aforementioned shift was attributed to the hydrogen adsorbates in lower temperature, the
persistence of such trend in nearly hydrogen free case (648K) was not explained and was
interpreted as support effect. A correlation between the NP/support contact area and the
magnitude of the XANES peak shift was observed which was speculated as charge transfer
between the NP and support. In this study, we focus on the effect of γ-Al2O3 support on the Pt
NPs. We also examine the changes in the effects of the support as a function of OH coverage.

7.2

Theoretical methods

7.2.1

Model System

We present the (initial) lowest energy structures of bare Pt22 and Pt44 in Figure 7-1b and
Figure 7-1c , which are available from previous theoretical studies.[210, 211] Figure 7-1a is the
biplanar structure for Pt22 which is reported in experiment.[11] For the sake of completeness, we
have included a biplanar structure for Pt44 which is illustrated in Figure 7-1d.

Since the

theoretical lowest energy geometry of Pt22 (Figure 7-1b) is different from the experimentally
observed one (Figure 7-1a), we consider both structures as candidate geometries of Pt22 on γAl2O3(110), namely, a biplanar structure (Figure 7-1a) and a 3D structure[210] (Figure 7-1b). In
the case of Pt44, although both theory and experiment suggest the structure of Pt44 to be an
octahedron[11, 211] (shown in Figure 7-1c), for the sake of completeness we consider a biplanar
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Pt44 (structure presented in Figure 7-1d) and study the interaction of the biplanar Pt44
(Figure 7-1d) with γ-Al2O3 as well.
The structure of γ-Al2O3 has been the subject of several experimental and theoretical studies.
The exact geometry is not yet fully understood.[212-222] We consider the structure of γ-Al2O3
suggested by Krokidis et. al,[223] which is supported by a recent theoretical work.[212] We
adopt hydroxylated γ-Al2O3 (110) structure from the studies of Digne et. al.[224, 225] and Hu et
al.[208]
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a)

b)

c)

d)

Figure 7-1 The structures of (a) biplanar and (b) 3D-like Pt22, (c) octahedral Pt44, and (d)
biplanar Pt44.
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b) O-terminated (110) surface of γ-Al2O3

a)The bulk structure of γ-Al2O3

c) 0.25 ML hydroxylated γ-Al2O3 (110)
Surface

d) 0.375 ML hydroxylated γ-Al2O3 (110)
Surface

e) 0.5 ML hydroxylated γ-Al2O3 (110)
Surface

f) 0.75 ML hydroxylated γ-Al2O3 (110)
Surface

Figure 7-2 The structures of (a) bulk γ-Al2O3 and (b) pristine γ-Al2O3(110), and (c-f) hydroxylated
γ-Al2O3(110) surfaces with various hydroxylation level: (c) 0.25 ML (d) 0.375 ML (e) 0.5ML and
(f) 0.75 ML. For color coding, green ,red, and purple spheres are Al and O and H atoms,
respectively.
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Figure 7-2 shows the surface models of bulk γ-Al2O3, pristine and hydroxylated γ-Al2O3(110).

Since hydroxylation level of γ-Al2O3 (110) varies with experimental condition, we investigate
the following OH coverages: 5.9, 8.9, 11.8, and 17.8 OHnm-2. They are equivalent to 0.25,
0.325, 0.5 and 0.75 monolayers (ML) hydroxyl (OH) coverage, respectively. The corresponding
surface structures are presented in Figure 7-2c through f, respectively. We try at least 3 different
sites in order to find out the preferred adsorption site of Ptx (x=22, 44) NPs on γ-Al2O3 (110)
support following the suggestion of Hu et. al.[208].
We also study the effect of the H adsorption on the geometry and electronic structure of Ptx
(x=22, 44). We have investigated the following H coverages: 0.5, 1 and 2 ML. Adsorption site of
a H atom on the surface of Ptx NPs is determined by preferential filling of low coordinated sites
of the NPs. Further details of the models of clean and hydrogenated Pt NPs can be found in our
previous work.[11]

7.2.2

Computational details

We have performed DFT based calculations[17] within the projector augmentation formalism as
implemented in Vienna ab initio simulation package (VASP).[88, 226] The Kohn-Sham orbitals
are expanded in a plane wave basis set with an energy cutoff of 400 eV. The exchangecorrelation energy was parameterized using Perdew-Burke-Ernzerhof functional.[27] The
dimension of supercell was 16.1 x 16.8 x 25.0 Ȧ3 for Pt22, and 16.1 x 16.8 x 30.0 Ȧ3 for Pt44.
Given the large supercell dimension, a single k-point is found to be enough for the sampling of
the Brillouin zone. A Fermi-level smearing of 0.1 eV is used.
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The electronic energy

convergence is achieved up to 10-6 eV. The structures are optimized using a quasi-Newtonian
algorithms implemented in VASP until the forces acting on each atom in the system is smaller
than 10-2 eVȦ-1.
The binding energy of a Pt NPs on γ-Al2O3 (110) and that of a hydrogen atom on Ptx were
calculated by using Ead=E[PtxHy/γ-Al2O3]- E[unsupported PtxHy]-E[γ-Al2O3], where E[] is the
DFT total energy, and x and y represent the number of Pt and hydrogen atoms in the NPs,
respectively. Bader charge analysis is performed for further analysis of charge transfer and/or
redistribution upon binding of the Ptx nanoparticles onto γ-Al2O3. The gain in the Gibbs free
energy (GGAIN) per NP upon H-adsorption was calculated according to:
G=EDFT(Pt22HM /γ-Al2O3) +Fvib(Pt22HM /γ-Al2O3)
–EDFT(Pt22 /γ-Al2O3) – Fvib(Pt22 /γ-Al2O3)
(7.2.1)
– M/2 EDFT (H2) – M/2 μH2
EDFT denotes the DFT total energy (static energy at 0 K), Fvib denotes the vibrational Helmholtz
free energy, M is the number of H atoms on the NP, μH2 is the vibrational and kinetic part of the
H2 chemical potential taken from experiments,[145] T is the temperature, and P is the H2
pressure, which is 1 atm.
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7.3

7.3.1

Results

Interaction of bare Pt22 and Pt44 with pristine and hydroxylated γ-Al2O3-support
(effect of support)

Figure 7-3 presents two structures of Pt22 supported on γ-Al2O3(110) which we have considered in

this study. In vacuum, structure Figure 7 -1b, which is a 3D structure, is energetically preferred
over structure Figure 7 -1a, which is biplanar, by 0.86 eV. Upon adsorption on γ-Al2O3(110),
however, the biplanar structure (structure in Figure 7 -3a) is favored over the 3D by 3.20 eV
(structure in Figure 7 -3b). A similar trend has been reported for the case of Pd13 and Pt13 NPs
supported on γ-Al2O3.[208]

a)

b)

Figure 7-3 Pt22 a and b supported on γ-Al2O3
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Similarly, Figure 7-4 presents two structures of Pt44 supported on γ-Al2O3(110) considered in this
study. Interestingly, the cuboctahedral structure –structure shown in Figure 7-1c– remains lower
in energy than the biplanar one –structure in Figure 7-1d– even after adsorption on support.
Thus, the energetic order of the larger NP (Pt44) does not change upon adsorption onto support as
it does for smaller NP (Pt22): the change in the geometry of supported Pt NPs only happens for
the smaller clusters.

a)

b)

Figure 7-4 Pt44 c and d supported on γ-Al2O3

On the γ-Al2O3 support both Pt22 and Pt44 exhibit substantially-disrupted structures (see
Figure 7-3a and b for Pt22 and Figure 7-4a and b for Pt44) as a result of new bond formation with

the support. The average Pt-Pt bond length increases from 2.64Ȧ to 2.66Ȧ for Pt22 and from
2.68Ȧ to 2.71Ȧ in the case of Pt44. Pt22 binds with the support with binding energy of 14.3 eV
and makes a total of 13 bonds with the support, 5 of which are Pt-Al bonds (Table 7-1). In
comparison, the binding energy of Pt44 is much smaller, 9.4 eV and the total number of bonds is
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10, only one of which is a Pt-Al bond. The marked difference in the number of Pt-Al bonds is a
cause for the difference in the binding energy.
The charge difference plots in Figure 7-5 demonstrate the formation of Pt-O and Pt-Al bonds at
the Pt-γ-Al2O3 (110) interface. Substantial charge redistribution occurs particularly in the Pt-Al
bonds and is responsible for weakening of interatomic Pt-Pt bonds at the interface and thereby
the elongation of average bond length of Pt NPs. Based on the above results, we infer that strong
binding of smaller Pt NP compensates the energy cost for structural transition from 3D to
biplanar.
Table 7-1 Binding energy and number of bonds of Pt22 on γ-Al2O3 (110)

Binding

Pt-O

Pt-Al

Energy (eV)

bonds

bonds

Pt22

14.3

8

5

Pt44

9.4

9

1

Pt NP

In the above section, we have established that Pt22 interacts strongly with γ-Al2O3 surface and
upon adsorption its morphology changes from 3D to biplanar. Remarkably, the structure of Pt22
can be transformed back to 3D geometry by introducing hydroxyls on γ-Al2O3 support. We
present such transition in Figure 7-6 in which our calculated results show that the morphology of
Pt22 changes from a biplanar shape to a 3D shape as hydroxylation increases. This result is in
accord with similar findings by Hu et al[208] who showed that the morphology of Pd13 and Pt13
is biplanar on dehydroxylated γ-Al2O3(100), but on hydroxylated γ-Al2O3(110) it is a 3D motif,
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which they trace to hydroxylation-induced weak metal-support interaction. Our results go further
and establish that the NP structure depends on the hydroxylation coverage on γ-Al2O3.
Our DFT results summarized in Table 7-2 further show that the number of bonds which a Pt NP
makes with γ-Al2O3 support is affected not only by shape of the NP, but also by hydroxyl level.
Increase in hydroxyl coverage causes the Pt NP to be distanced farther away from support (i.e.,
increased height), loss in bonds with the support and consequently decrease in binding energy
and metal-support interaction (Table 7-2). Clearly the strength of the metal-support interaction is
the driving force for any structural transformation of Pt22. Moreover, as hydroxylation increases,
the 3D Pt22 makes less contact with the support and does not undergo any further significant
structural change. These trends suggest that the bond strength hierarchy is: Pt-Al > Pt-O > PtOH.

Table 7-2 Binding energy and number of bonds of Pt22 on γ-Al2O3 (110)
Hydroxylation
(OH coverage)

Binding
Energy
(eV)

Pt-OH

Pt-O

Pt-Al

bonds

bonds

bonds

0.25 ML

11.8

4

3

2

0.325 ML

9.1

4

3

1

0.5 ML

6.6

4

0

0

0.75 ML

1.9

1

0

0
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a) Pt22

b) Pt44

Figure 7-5 The charge density difference plots for Pt22 and Pt44

Figure 7-7 presents the charge density difference isosurfaces for the above structures. As it can
be seen, there is charge depletion from d orbitals of Pt atoms (their HOMO) which is
accumulated onto a perpendicular d orbital. The charge accumulation for the Pt-O bonds
suggests the formation of Π back bonds. Pt-Al bonds on the other hand are formed by
rearrangement of charges from Pt toward Al, forming stronger Ϭ bonds. Since the LUMO of the
γ-Al2O3 (110) surface locates on the Al atoms, they are receptors of charge and that is the reason
that the charge from the Pt atoms tend to accumulate. Since these bonds do not show clear charge
transfer, they have covalent characteristics and are not ionic.
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0.25 ML

0.325 ML

0.5 ML

0.75 ML

ΔE=0

ΔE=0.66 eV

ΔE=0.63 eV

ΔE=0.90 eV

ΔE=2.31 eV

ΔE=0

ΔE=0

ΔE=0

Figure 7-6 Structural transition of Pt22 supported on γ-Al2O3 from the biplanar to 3D-like
structure as a function of hydroxyl coverage.

We present the structures of Pt44 NP on hydroxylated γ-Al2O3 (110) in Figure 7-8 and its bond
formation with the support in Table 7-3. Similar to Pt22, Pt44 interacts weakly with a
hydroxylated support. The binding energy decreases as stronger Pt-Al and Pt-O bonds are
replaced by weaker Pt-OH bonds. Interestingly, however, Pt44 shows quite different trends from
Pt22 in morphological change and binding energy. First of all, Pt44 does not show noticeable
structural transition with hydroxylation (Figure 7-8). Secondly, while binding energy of Pt44 is
considerably smaller than that of Pt22 by 3 ~ 4 eV (Table 7-3) at lower coverage (0.325 ML), it
turns greater as hydroxylation increases. Thus, clearly at higher hydroxylation larger Pt NP
interacts more strongly with γ-Al2O3 (110) but at lower hydroxylation smaller Pt NP does so. The
difference charge density isosurfaces for Pt44 NPs supported on γ-Al2O3 at different
hydroxylation levels -similar to the Pt22 case - show the Pt-O bonds are backbonds and Pt-Al
bonds are polar covalent.
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a

Pt22/γ-Al2O3 0 ML

b Pt22/γ-Al2O3 0.25 ML

Pt22 Charge =220.63

Pt22 Charge =220.31

c Pt22/γ-Al2O3 0.325 ML

d Pt22/γ-Al2O3 0.5 ML

Pt22 Charge =219.97

Pt22 Charge =219.63

d Pt22/γ-Al2O3 0.75 ML
Pt22 Charge =220.00

Figure 7-7 The charge density difference isosurfaces. Blue and yellow represent charge
depletion and accumulation respectively.
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Figure 7-9 shows changes in the electronic structures of bare and supported Pt22 upon adsorption
on support. The d-band LDOS of the bare unsupported Pt22 shows discrete levels of energy since
it consists of low coordinated atoms. Upon adsorption on the dehydroxylated support, increased
hybridization causes the discrete levels to disappear and also the width of the d-band to increase
and the d-band to shift to the lower energies, an indication of strong binding. As hydroxylation
increases, however, the effect is weakened so that the DOS of supported Pt22 NPs looks very
similar to those of the unsupported Pt22. Thus, the electronic structural change shows that
support-induced electronic structural change (and thus metal support interaction) is small at
higher hydroxylation. Figure 7-10 shows the overlap of the local density of states of the valence
electrons for surface Pt atoms that are in contact with the support, as well as that of the support.
It can be clearly seen that the hybridization of the support and nanoparticle atoms weakens as the
hydroxylation increase. s orbital of Al
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a Pt44/γ-Al2O3 0 ML

b Pt44/γ-Al2O3 0.25 ML

c Pt44/γ-Al2O3 0.325 ML

d Pt44/γ-Al2O3 0.5 ML
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e Pt44/γ-Al2O3 0.75 ML
Figure 7-8 Clean Pt44 NPs supported on γ-Al2O3 with various hydroxyl coverage

As discussed above, d-band plays a major role in interaction of metal with support and thus
change of d-band center may represent relative interaction of metal with different environment.
In fact, the unoccupied d-band center was shown to correlate with XANES spectra.[200]
Behafarid et al[200] showed that the XANES absorption peak shift was correlated with the
contact area and size of γ-Al2O3 supported Pt NP samples; the shift was bigger for larger contact
area and smaller Pt NP samples. In this regard, our calculations show that for the unsupported
(3D) bare Pt22 and Pt44 the calculated unoccupied d-band center is 1.52 eV and 1.58 eV,
respectively. Thus, unsupported Pt NPs show a red shift with decreasing NP size. In contrast, for
the supported bare Pt22 and Pt44 the calculated unoccupied d-band center is 1.74 eV and 1.64 eV,
respectively. Therefore, supported Pt NPs indeed show a blue shift (with decreasing size) in
agreement with experiment.
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On the other hand, upon adsorption on γ-Al2O3 surface, (bare) Pt22 shows a shift of +0.22 eV
(from 1.52 to 1.74 eV). In comparison, bare Pt44 shows a three times smaller shift of +0.06 eV
(from 1.58 eV to 1.64 eV). In the same manner, the occupied d-band center shifts to lower
energy by 0.06 eV for Pt22 and 0.03 eV for Pt44. Thus, smaller Pt NP has a larger shift. Since
smaller Pt22 has more bonds with support (that is, larger effective contact area) and larger
binding energy, these results show that the shifts in XANES spectra is related to the strength of
metal-support binding. The shift is bigger for strongly bound Pt NP.

Table 7-3 Binding energy and number of bonds of Pt44 on γ-Al2O3 (110)

Binding
Energy
(eV)

Pt-OH

Pt-O

Pt-Al

bonds

bonds

bonds

0.25 ML

7.53

2

4

1

0.325 ML

5.04

4

1

0

0.5 ML

4.29

5

0

0

0.75 ML

3.58

4

0

0

Hydroxylation
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Pt22
Pt44
Figure 7-9 The Local Density of States (LDOS) of d-band electrons of unsupported
and supported Pt22 NP.
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a) Pt22
b) Pt44
Figure 7-10 Hybridization of the surface Pt atoms (in contact with the support) and Support.
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a)Pt22H11

b)Pt22H22

c) Pt22H44

d) Pt22H11 /γ-Al2O3 (0 ML)

e) Pt22H22 /γ-Al2O3 (0 ML)

f) Pt22H44 /γ-Al2O3(0 ML)

g) Pt22H11 /γ-Al2O3(0.25 ML)

h) Pt22H22 /γ-Al2O3(0.25 ML)

i) Pt22H44 /γ-Al2O3(0.25 ML)
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j)Pt22H11/γ-l2O3(0.325 ML)

k) Pt22H22 /γ-Al2O3(0.325 ML)

l) Pt22H44 /γ-Al2O3(0.325 ML)

m) Pt22H11 /γ-Al2O3(0.5 ML)

n) Pt22H22 /γ-Al2O3(0.5 ML)

o) Pt22H44 /γ-Al2O3(0.5 ML)

p)Pt22H11/γAl2O3(0.75 ML)

q) Pt22H22 /γ-Al2O3(0.75 ML)

r) Pt22H44/γ-Al2O3(0.75 ML)

Figure 7-11 The structure of Pt22Hy (y=0,11,22,44) supported on γ-Al2O3 with different hydroxyl
coverage
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7.3.2 Interaction of H-covered Pt22 and Pt44 with pristine and hydroxylated γ-Al2O3 (110)

We now contrast the above effects of the support on the NPs to that of hydrogen adsorption on the NP.
We have already shown in Chapter 6 that the overall trend in the case of unsupported Pt NPs is that

H adsorbate increases the Pt-Pt bond length and as a result Pt NPs become more 3-dimensional.
This trend is also obvious for supported Pt22 and Pt44 (see Figure 7-11 and Figure 7 -12). Pt22
clearly shows such a transition from biplanar to 3D and Pt44 undergoes from octahedral to a less
symmetrical spherical shape. The average 1st nearest Pt-Pt neighbor (1NN) distances of Pt22 and
Pt44 NPs are 2.64 Ȧ and 2.68 Ȧ, respectively, which are shorter than that in bulk (2.76Ȧ) by 0.12
and 0.08, respectively.[227]

a) Pt44H22

b) Pt44H44

c) Pt44H88

d) Pt44H22 /γ-Al2O3(0 ML)

e) Pt44H44 /γ-Al2O3(0 ML)

f) Pt44H88 /γ-Al2O3(0 ML)
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g) Pt44H22 /γ-Al2O3(0.25 ML)

h) Pt44H44 /γ-Al2O3(0.25 ML)

i) Pt44H88 /γ-Al2O3(0.25 ML)

j) Pt44H22 /γ-Al2O3(0.325 ML)

k) Pt44H44 /γ-Al2O3(0.325 ML)

l) Pt44H88 /γ-Al2O3(0.325 ML)

m) Pt44H22 /γ-Al2O3(0.5 ML)

n) Pt44H44 /γ-Al2O3(0.5 ML)

o) Pt44H88 /γ-Al2O3(0.5 ML)
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p) Pt44H22 /γ-Al2O3(0.75 ML)

q) Pt44H44 /γ-Al2O3(0.75 ML)

r) Pt44H88 /γ-Al2O3(0.75 ML)

Figure 7-12 The structure of Pt44Hy (y=22,44,88) supported on γ-Al2O3 with different

hydroxyl coverage

Upon adsorption onto γ-Al2O3 support, the Pt-Pt bond length of H-covered Pt NPs increase by
0.05-0.03 Ȧ, depending on the hydroxylation level of γ-Al2O3. Figure 7-14 shows that increase in
the bond length is almost linear with H coverage.

Figure 7-13 The adsorption energy (a) of Pt22Hy (y=0,11,22,44) and (b) Pt44Hy (y=0,22,44,88)
supported on γ-Al2O3 for different hydroxyl coverages.

The above competing effects of support and adsorbate can be further appreciated in the plots of
the binding energies of supported PtxHy NPs as a function of H and hydroxylation coverage in
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Figure 7-13. Similar to the case of bare Pt22, the binding energy of H-covered Pt22 is smaller on
γ-Al2O3 support and further decreases consistently with increasing hydroxylation. Note that with
increasing H coverage the binding energy decreases as well. However, hydroxylation has more
impact (5 – 12 eV) on the binding energy than H coverage (0 – 5 eV). The significantly larger
impact of the former indicates that hydroxylation has a far stronger effect on Pt-support
interaction than H coverage.

7.4

Discussion

As presented earlier in Chapter 6, we find that shift of the XANES peak absorption energy, in the
experiments, of Pt NP samples can be related to the change in the electronic structure of Pt NPs –
especially the location of the unoccupied d-band center. For example, blue shift in the peak
energy with decreasing Pt NP size in the XANES spectrum could be explained by blue shift in
the unoccupied d-band center of the Pt NPs. The rationale for such a correlation is that core
electrons need to be excited to the unoccupied d-band levels of a Pt NP at higher energy (i.e.,
blue-shifted d-band), thus yielding a larger shift in the adsorption energy. However, these results
are for supported bare Pt NPs. In this section, we expand our discussion to more general cases,
including H-covered Pt NPs.

196

Bond Length (Ȧ)

Unsupported
0.75ML
0.5ML
0.325ML
0.25ML

2.8

2.7

2.6
0

1
m(H Coverage for PtxHy y=mx)

2

Bond Length (Ȧ)

a) H-covered Pt22/ γ-Al2O3 (110)

Unsupported
0.75ML
0.5ML
0.325ML
0.25ML

2.8

2.7

2.6
0

1
m(H Coverage for PtxHy y=mx)

2

b) H-covered Pt44/ γ-Al2O3 (110)
Figure 7-14 The bond length distribution for PtxHy (y=0,0.5x,x,2x) supported on γ-Al2O3 with
different hydroxyl coverage as a function of H coverage. The average Pt-Pt 1st nearest neighbor
(1NN) distances of the Pt22 and Pt44 NPs in gas phase (two red horizontal lines) are 2.64 Ȧ and 2.68
Ȧ, respectively.
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Upon adsorption on γ-Al2O3 surface with the highest hydroxylation, the unoccupied d-band
center of Pt22 shows a slight blue shift, while that of Pt44 shifts to lower energies. We find that
the unoccupied center of clean and H-covered Pt22 NPs consistently decreases as hydroxylation
increases (regardless of H coverage), with the exception of H coverage of 2.0 ML. Interestingly,
we find similar trend for Pt44 NPs. However, the changes in the case of Pt44 are smaller in
comparison with Pt22. Therefore, it is clear that γ-Al2O3 support effect is size-dependent and has
stronger effect on smaller Pt NP.
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a Pt44/γ-Al2O3 0 ML

b Pt44/γ-Al2O3 0.25 ML

Pt44 Charge =440.29

Pt44 Charge =440.14

c Pt44/γ-Al2O3 0.325 ML

d Pt44/γ-Al2O3 0.5 ML

Pt44 Charge =439.98

Pt44 Charge =439.84
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e Pt44/γ-Al2O3 0.75 ML
Pt44 Charge =440.22

Figure 7-15 The charge density difference isosurfaces. Blue and yellow represent charge
depletion and accumulation respectively.

When we compare the unoccupied d-band center of Pt NPs in Figure 7-18 for identical OH
coverage, the unoccupied d-band center increases (i.e. show a blue shift) with increasing H
coverage, regardless of NP size and support hydroxylation, similarly as in case of unsupported Pt
NPs. Thus, H adsorbate induces blue shift of the d-band regardless of whether Pt NPs is
supported or not.
When we compare γ-Al2O3-support-induced and H-induced-increases in the unoccupied d-band
centers of Pt NPs, we find the latter is as large as the former. Thus, we find that H adsorbate has
as strong effect as support on the electronic structural change of Pt NPs. As such, it is crucial to
take H (adsorbate) coverage into account for interpreting XANES spectra of Pt NPs.
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a) Pt22H11 /γ-Al2O3 (0 ML)
Pt22 Charge =

b) Pt22H22 /γ-Al2O3 (0 ML)
Pt22 Charge =

c) Pt22H44 /γ-Al2O3(0 ML)
Pt22 Charge =

d) Pt22H11 /γ-Al2O3(0.25 ML)

e) Pt22H22 /γ-Al2O3(0.25 ML)

f) Pt22H44 /γ-Al2O3(0.25 ML)

g) Pt22H11 /γ-Al2O3(0.325 ML)

h) Pt22H22 /γ-Al2O3(0.325 ML)

i) Pt22H44 /γ-Al2O3(0.325 ML)
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j) Pt22H11 /γ-Al2O3(0.5 ML)

k) Pt22H22 /γ-Al2O3(0.5 ML)

l) Pt22H44 /γ-Al2O3(0.5 ML)

m) Pt22H11 /γ-Al2O3(0.75 ML)

n) Pt22H22 /γ-Al2O3(0.75 ML)

o) Pt22H44/γ-Al2O3(0.75 ML)

Figure 7-16 Difference charge density of Pt22Hy (y=0,11,22,44) supported on γ-Al2O3 with
different hydroxyl coverage

Now let us turn to the effect of hydroxylated support as a function of NP size. For this purpose,
we need to compare the unoccupied d-band centers of Pt22 with those of Pt44 for identical OH
coverage. Note that at all H coverages, we find that the unoccupied d-band center of Pt22 is
higher than that of Pt44 at lower OH coverage (≤0.5 ML). Thus, Pt NPs show a blue shift (at a
smaller OH coverage ≤0.5 ML) in good agreement with recent experiment that smaller γ-Al2O3
supported Pt NPs exhibited a larger shift of the peak absorption energy. Note, however, that such
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a blue shift occurs only at a smaller hydroxylation (≤0.5 OH ML). At higher OH coverages, Pt
NPs show a red shift with decreasing size. Thus, the same γ-Al2O3(110) would induce different
shift for different surface condition (hydroxylation level). This result indicates that hydroxylation
level of γ-Al2O3(110) should be considered before any attempt of interpretation of the XANES
spectra.

a) Pt44H22 /γ-Al2O3(0 ML)

b) Pt44H44 /γ-Al2O3(0 ML)

c) Pt44H88 /γ-Al2O3(0 ML)

d) Pt44H22 /γ-Al2O3(0.25 ML)

e) Pt44H44 /γ-Al2O3(0.25 ML)

f) Pt44H88 /γ-Al2O3(0.25 ML)
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g) Pt44H22 /γ-Al2O3(0.325 ML)

h) Pt44H44 /γ-Al2O3(0.325 ML)

i) Pt44H88 /γ-Al2O3(0.325 ML)

j) Pt44H22 /γ-Al2O3(0.5 ML)

k) Pt44H44 /γ-Al2O3(0.5 ML)

l) Pt44H88 /γ-Al2O3(0.5 ML)

m) Pt44H22 /γ-Al2O3(0.75 ML)

n) Pt44H44 /γ-Al2O3(0.75 ML)

o) Pt44H88 /γ-Al2O3(0.75 ML)

Figure 7-17 Difference charge density isosurfaces of Pt44Hy (y=0,22,44,88) supported on γ-Al2O3
with different hydroxyl coverage
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As discussed, we find H coverage of Pt NPs and OH coverage of γ-Al2O3 support to be the
primary factors that affect the unoccupied electronic states of Pt NPs supported on γ-Al2O3(110).
Our calculated phase diagram obtained according to Equation (7.2.1) for Pt22Hx (x=11, 22,44) at
a H pressure of 1 bar (Figure 7-19) indicates that H coverage on Pt22 supported on γ-Al2O3 (110)
is far from zero even at a high temperature ~ 600K. Rather, it is in range of 0.5 ML and 1.0 ML
similar to a value predicted in previous studies[228, 229] by Mager-Maury and Raybaud et al
(~1.4 ML on Pt13 at H2 pressure of 0.5 atm). Also, note in Figure 7-19 that the hydroxylation (or
OH coverage) is predicted to be in range of 0.25 and 0.325 ML, far from dehydration. Thus, in
order to correctly decouple various adsorbate and support effects from the XANES spectra of Pt
NPs one would need to take into account that H and OH coverage could be substantial even at
high temperatures.
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H= 0
H=0.
5

Figure 7-18 Unoccupied d-band center of PtxHy (x = 22, 44 and y = 0, 0.5x,x, 2.0x) on γ-Al2O3

(110) for the following H coverages: (a) 0 ML, (b) 0.5 ML, (c) 1 ML and (d) 2 ML.

Hu et. al.[208] concluded that interaction of Pt13 with hydroxylated γ-Al2O3(110) is not strong
enough to induce a morphological change. However, our results show that Pt22-support
interaction is strong enough to undergo the morphological transition between planar and 3D
shapes at 8.9 OHnm-2 (0.325 ML) which happens to be the concentration that they have studied.
In agreement with their findings, we find that the metal-support interaction depends on
hydroxylation and NP size.
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Figure 7-19 Phase diagram for Pt22HM clusters supported on γ-Al2O3 (110). The number next to
Pt22Hx (x=11,22,44) represents hydroxylation level (or OH coverage) on γ-Al2O3 (110).

In a previous study, electron transfer from Pt to H adsorbate was discussed as a possible cause
for the shift of the unoccupied d-band center. For unsupported Pt NPs, there was a unidirectional
charge transfer from Pt to H adsorbate. Such a trend may not hold, however, on supported Pt NPs
because the direction of charge flow is determined in complicated manner than in the
unsupported Pt NP case, for example, by the relative alignment of the chemical potentials of Pt,
support, and H adsorbate. Our calculations show that Al atoms always donate electron to Pt
whereas O and H species on support do not show any trend.
Figure 7-20 shows calculated charge transfer from environment to Pt and from Pt to support. At

zero OH coverage bare Pt44 gains charge but as OH coverage increases, the size of electron gain
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reduces and eventually becomes a net loss at 0.5 OH coverage showing a V shape (Figure 7-20 a).
We find similar trend for H-covered Pt44 NP (Figure 7-20 b-Figure 7-20 c). The net gain at low OH
coverages by Pt NPs is mainly due to the formation of the Pt-Al bonds with Al atoms donating
electrons to Pt atoms. As OH coverage increases the number of Pt-Al bonds decreases and thus
the absolute number of donated electrons decrease as well. In addition, the formation of Pt-OH
bonds causes electron transfer from Pt to OH species contributing to the decrease. However, at
0.75 OH coverage Pt NPs turn to gain electrons even though there are only Pt-OH bonds
available (See Table 7-1 and Table 7-2). In fact, this seems to be the result of repulsion among
OH species: as γ-Al2O3 donates electrons to OH species, electrostatic repulsion increases among
the OH species causing electrons to move to Pt NPs. As a general rule, individual Pt-O bonds are
losing charges to O but overall there is a net charge transferred to the Pt NP which is
accumulated on the corner atoms. Hu et al show a negative net charge on Pt13 upon adsorption
on 0.325 ML hydroxylated 110 surface, as well as dehydroxylated 100 surface of γ-Al2O3 in
agreement with two experimental measurements.[227, 230] However, in most experiments Pt
NPs are reported to be cationic. The authors have explained such discrepancy using reverse
spillover from the support to the NP arguments. In contrast, we find the direction of charge
transfer to be affected by both NP size, as well as the hydroxylation level of the support.
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Figure 7-20 Calculated charge transfer to Pt NPs from environment (support and adsorbate) for
PtxHy NPs on γ-Al2O3 (110). Positive and negative values indicate charge gain and loss by Pt (or
support), respectively.

As discussed earlier, the binding energy is proportional to the number of bonds between Pt NPs
and support. In other words, the energetics exhibited by Pt NPs are correlated to hybridization of
the d-bands of Pt NPs with the wavefunction of support, and thus with the shift of d-band. In
comparison, we see that the amount and direction of charge transfer does not show such a
correlation with the number of bonds but rather with detailed chemical balance of Pt NPs and
support, and hydroxylation plays a critical role in such trend. Thus, charge transfer is expected to
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not be correlated to d-band shift which is related to hybridization. Indeed, our results (in
Figure 7-20) show that on hydroxylated support charge transfer is not well correlated with the

direction of d-band centers. This result is in contrast to what we obtained earlier in Chapter 6 for
unsupported Pt NPs for which we found a good correlation between charge transfer and d-band
center. [200] Hydroxylation, obviously complicates the picture as it itself causes substantial
charge movement in the support. While the charge transfer for Pt44 shows similar trends at all H
coverages, that of Pt22 does not. The reason could be attributed to the fact that the structural
changes that are brought by absorption on the support are far more severe for the smaller cluster.
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a)

b)

Figure 7-21 The density of states of d band of (a) Pt22Hx and (b) Pt44Hy on γ-Al2O3 (110).

The complete picture of the electronic structural changes brought by adsorbate and support are
contained in the density of states of d-bands of Pt NPs. Figure 7-21 shows the adsorbate-induced
changes for Pt NPs on a hydroxylated γ-Al2O3 (110). Increasing H coverage causes the
increasing width of the whole d-bands of Pt NPs, thus increasing unoccupied d-band center. This
increase of d-band width arises from the increasing overlap of the wavefunctions of H adsorbate
and Pt NPs creating more hybridized states at high H coverage. On the other hand, Figure 7-22
shows support-induced changes in the density of states of d-band for supported Pt22H11. A
careful look at the graphs reveals that as the hydroxylation increases, the width of the whole d211

bands slightly decreases. The contraction of the unoccupied d-bands toward the lower energy
causes the center of the unoccupied d-band to shift to the lower energy direction (red shift). In
fact, the decrease in the d-band width stems from the reduction of hybridization between the Pt
NP and support and thus is a result of weaker metal-support interaction. In sum, metalsupport/metal-adsorbate interaction is the cause of the shift of the unoccupied d-band center such
that stronger the interaction the more blue-shifted the unoccupied d-band center.

Figure 7-22 The density of states of d band of Pt22H11 on γ-Al2O3 (110) with various hydroxylation.
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7.5

Conclusions

We have studied the effects of pristine and hydroxylated γ-Al2O3(110) support on the
morphology and electronic structure of Ptx (x=22,44) NPs using DFT based calculations. Our
results show that the morphology of Pt22 changes from 3 dimensional (3D) to a bi-planar shape
upon adsorption on pristine γ-Al2O3(110) surface and such effect persists as hydroxylation
coverage of the support increases to as high as 0.325 ML. However, such morphology change
does not occur for Pt44, indicating that the morphology change is size dependent and happens for
smaller NPs. Morphology change from 3D to bi-planar was shown for Pt13 and Pd13 on
dehydrated γ-Al2O3 (100) by Hu et al.[208] However, their results did not show similar changes
on γ-Al2O3 (110) surface at 0.325 ML hydroxyl coverage. We attribute the morphological
changes of the smaller NPs to the stronger metal-support interaction which can afford the energy
difference of the structural change.
The electronic structure of the NPs is affected upon adsorption on the support. The d-state
density of states of the unsupported Pt NPs is discrete. Upon adsorption on the support, the
hybridization of the 5-d state of Pt and 2-p orbital of oxygen and 3-p of aluminum smoothens
and broadens the density of states. The broadening of the DOS in turn shifts the unoccupied dband center of the NPs to higher energies. Therefore, the stronger the hybridization is, the more
pronounced the shift in the d-band center (compared to the unsupported case) will be. The above
shift results in a support induced blue shift of the unoccupied d-band center of Pt NPs with
respect to NP size decrease, in agreement with experiment. Our results show a correlation
between the interaction energy of the NPs to the support (which is caused by metal-support bond
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formation, which in turn results in hybridization) and the shift in the unoccupied d-band center of
the NPs. Upon introduction of the hydroxyls, the metal-support interaction weakens and
therefore the hybridization weakens which in turn suppresses the shift in the unoccupied d-band
center. At high hydroxylation coverage, the effect of the support is weakened and the shift in the
unoccupied d-band center with respect to the NP size decrease reverses to a red shift (similar to
unsupported case). Such trend exists (although suppressed as hydrogen coverage increases) for
hydrogen covered Pt NPs at different coverages. Since increase of temperature causes the
hydroxylation level as well as hydrogen coverage decrease, the effect of support is more
pronounced at higher temperatures. Interestingly, we do not see a clear trend between the charge
transfer (between the NP and support) and the unoccupied d-band center. However, we find the
amount and direction of the charge transfer to be affected by the hydroxylation of the surface. .
In the light of these results, we conclude that the accurate condition of the local environment of
the NPs (support, hydroxylation of the support, hydrogen adsorption) is needed to understand
their preferred shape and electronic structure. We find the effect of adsorbates to be dominant in
lower temperatures and the effect of support more dominant at higher temperatures.
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CHAPTER 8:

CONCLUSIONS

This dissertation describes the results of a theoretical study of the interactive effects of structure
(shape, size), environment (adsorbates, ligands, substrate) on the electronic, and vibrational
properties of gold and platinum nanoparticles. The ultimate aim of this work is to contribute to
the knowledge which allows for altering and manipulating the properties of material which is the
necessary ingredient for design and fabrication of functionalized material.
The findings which were presented in the previous chapters have been obtained by the
application of density functional theory based calculations and are summarized below.
We find the interaction with ligands to have a strong effect on the shape as well as the electronic
structure of the nanoparticles. The total energy landscape for freestanding Au13 is dependent on
the coverage of the ligands.

In the absence of phosphine ligands, the 2D structure is

energetically favored. As the number of ligands increase to half the saturation level, the
icosahedral structure –which is not stable without ligands– becomes stable and the energy order
changes. At the saturation level, the once unstable icosahedral structure becomes the most
favorable structure. We show that the s-d density of states enable more coupling between the Au
atoms in the icosahedron than the planar structure. Furthermore, a stable icosahedral Au core is
obtained by ligating the Au cluster with phosphines. We trace the stability of this ligated
structure to the charge transfer from Au to phosphines which in turn leads to repulsive
interaction between Au atoms (i.e., compressive strain between Au-Au bond) by making the Au
core positively charged. Charge redistribution along the Au-P bond also leads to strong Au215

phosphine coupling. The Au core in the ligated icosahedral cluster undergoes a small Jahn-Teller
distortion, and the charge-transfer induced repulsion enables the Au core to maintain the
structure.
We have discussed stabilizing factors of ligand and non-ligand origins. By nature the attractive
ligand-gold interaction promotes gold core stability while the repulsive interaction within the
core reduces the stability. Thus, there is the competition between two forces of contradicting
nature in stabilization of the gold-ligand complexes. On the other hand, selectivity of ligands is
different from the stabilization effect of ligands. A ligand can stabilize gold clusters of various
sizes; however, this broadness demonstrates little selectivity. In this regard, selectivity is more
complex a concept than stabilization. Nevertheless, the strong ligand-gold interaction, which
defines stabilizing ability of ligands, is essential for selectivity.
Apparently, in order that a ligand can possess size-selecting power, the ability for the formation
of strong gold-ligand interactions should be restricted to a narrow range of size. Phosphine and
diphosphine are two excellent prototype systems that exhibit broad and narrow interaction
abilities, respectively. Simple phosphine strongly interacts with gold clusters due to its ability to
make covalent bonding with gold clusters and is thus the representative of the high reactivity of
an ideal selective ligand system.
On the other hand, it is the stiffness of spacer that is of critical importance concerning selectivity
through induction of elastic strain. (In this aspect, L3 is more selective than L5.) Phosphine
without the restricting power of spacer will be of no value regarding selectivity. Therefore,
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diphosphine having the power of reactive phosphine and, at the same time, the power of
restrictive spacer as well is an effective size-selective system for gold clusters.
For an ideal, highly selective ligand, therefore, we propose a two-body ligand system, in which
one part of the ideal ligand provides high reactivity toward the broad range of gold clusters and
the other part of the ideal ligand provides control over the reactivity. This control could be in the
form of a short length of spacer, as in diphosphine, or any type of controllable, reactivity
poisoning component. The controllable competition between the two components of an ideal,
highly selective ligand system will produce a desirable selectivity for the generation of
monodisperse nanoparticles of interest through a tailoring process.
We challenge the application of a continuous and monotonic model for the vibrational density of
states (VDOS) for nanoparticles by examining the case of the five lowest-energy isomers of Au13
and two low-energy FeAu12 isomers. The study of the VDOS and its derivatives, i.e. the specific
heat, and the mean-squared displacement of the aforementioned reveal the inadequacy of the
above model when applied to nanoparticles. We derive the Debye temperature via the three
independent methods: from the maximum frequency𝜔𝐷 ; from the slope of the

𝐶𝑉 ⁄
2
𝑇 over 𝑇 at

low temperatures; and from the slope of mean-square displacement. According to the Debye
model the above methods are equivalent. However, the three values for “𝑇𝐷 ” revealed striking
divergence which is due to the fact that the phonon density of states 𝑔(𝜔) of nanoparticles is a set
of sharp peaks and is dominated by the low frequency modes. Therefore, further information that
is otherwise linked to the Debye temperature – i.e. thermal properties or bond strength – cannot
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be derived from the slope of the mean-square displacement of the nanoparticles which is
traditionally referred to as 𝑇𝐷 .
We have employed ab initio total energy and molecular dynamics calculations based on DFT to
gain insight into the peculiar experimental data on structural and thermal properties of Pt NPs
supported on γ-Al2O3. Our results from unsupported Pt nanoparticles suggest the size-dependent
cross-over from positive to negative thermal expansion with decreasing NP size has extrinsic
origin and is explained by thermal desorption of chemisorbed hydrogen. The unusually large
Debye temperatures obtained experimentally for Pt nanoparticles supported on γ-Al2O3 is
assigned to the nature of the experimental probe used for its determination, since fluctuations in
the bond length perpendicular to the bond, which might be present at low energies, are not
accessible to EXAFS. The different vibrational behavior of large and small metal NPs, i.e.
decrease in the Debye temperature with decrease/increase in small/large nanoparticles is
attributed to the lower ratio of atoms in contact with the substrate to the total number of atoms in
the nanoparticle in large NPs, which contributes to the suppression of the matrix-induced Denhancement.
Our further investigation of the unsupported Pt nanoparticles reveals that the size and
temperature dependent shift in the peak adsorption energy of XANES spectra observed in
experiment for γ-Al2O3-supported Pt NPs has extrinsic origin. We find the temperature
dependent shift to be well correlated with hydrogen chemisorption at different temperatures.
However, the size dependent shift in XANES adsorption peak is suggested to be affected by the
support.
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Our thorough study of the γ-Al2O3(110) supported Pt nanoparticles show a significant
morphological change to the smaller nanoparticles upon adsorption on pristine γ-Al2O3(110)
surface and such effect persists as hydroxylation coverage of the support increases to as high as
0.325 ML. However, such change does not occur for the larger nanoparticle, indicating that the
morphology change is size dependent. We attribute the change of the shape of the smaller NPs to
the stronger metal-support interaction in comparison to the larger nanoparticle, which can afford
the energy difference of the structural change.
The electronic structure of the NPs is affected upon adsorption on the support. The discrete dstate density of states of the unsupported Pt NPs smoothens and broadens upon adsorption,
owing to the hybridization of the 5-d state of Pt and 2-p orbital of oxygen and 3-p of aluminum,
which in turn shifts the unoccupied d-band center of the NPs to higher energies. The above shift
results in a support induced blue shift of the unoccupied d-band center of Pt NPs with respect to
NP size decrease, in agreement with the shift of the XANES peak energy observed in
experiment. The magnitude of such shift is strongly affected by the hydroxylation coverage of
the support. In the light of these results, we conclude that the accurate condition of the local
environment of the NPs (support, hydroxylation of the support, hydrogen adsorption) is needed
to understand their preferred shape and electronic structure. We find the effect of adsorbates to
be dominant in lower temperatures and the effect of support more dominant at higher
temperatures.
To conclude, this dissertation shows the importance of the effects of the local environment of the
nanoparticles. We showed that correct understanding of the electronic, geometric, and vibrational
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properties of the nanoparticles is impossible without considering their local environment.
Although such task is extremely ambitious, it is the tool with which we can alter the properties of
nanoparticles and tailor them for specific applications.
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