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Abstract
Given a graph G = (V; E) with weights on its edges and a set of speci,ed nodes S ⊆V ,
the Steiner 2-edge connected subgraph problem is to ,nd a minimum weight 2-edge connected
subgraph of G, spanning S. This problem has applications to the design of reliable communication
and transportation networks. In this paper we give a complete linear description of the dominant
of the associated polytope in a class of graphs called perfectly Steiner 2-edge connected graphs,
which contains series–parallel graphs. We also discuss related polyhedra. ? 2001 Elsevier
Science B.V. All rights reserved.
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1. Introduction
A graph G= (V; E) is said to be k-edge (resp. k-node) connected (16k6|V | − 1),
if for any pair of nodes i; j ∈ V , there are at least k edge-disjoint (resp. node-disjoint)
paths from i to j. Let G = (V; E) be a graph and w ∈ R|E| a weight vector associated
with the edges of G. The weight of a subgraph of G is the sum of the weights of
its edges. Given a subset of distinguished nodes S ⊂V , called terminals, the Steiner
2-edge connected subgraph problem (STECSP) is the problem of ,nding a minimum
weight 2-edge connected subgraph spanning S. (Other nodes not in S may be used
if they help reduce the overall weight.) This problem has been introduced by Monma
et al. [16]. They studied some of its structural properties in the metric case, that is
when the underlying graph is complete and the weight function satis,es the triangle
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inequality. The STECSP has applications to the design of reliable communication and
transportation networks [5,17,18].
Many combinatorial optimization problems can be reduced to linear programs that
minimize a linear function over a polyhedron P in Rn. If the weights are positive, then
minimizing over P is equivalent to minimizing over the dominant D of P, D = {y ∈
Rn: y = x + z, x ∈ P, z¿0}. As P⊆D, minimizing over D is in general an easier
problem. This is the main motivation for studying the dominant of a polyhedron.
This paper gives a complete description of the dominant of the polytope associated
with the STECSP in the class of perfectly Steiner 2-edge connected graphs. We also
discuss some related polyhedra.
The STECSP is NP-hard in general. However, it is polynomially solvable for some
special classes of graphs. Winter devised linear time algorithms to solve the STECSP
in Halin graphs [19] and series–parallel graphs [20].
Given a graph G = (V; E) and a node subset W ⊂V of G, the set of edges having
one endnode in W and the other in V \ W is called a cut of G and denoted by
(W ). Let G = (V; E) be a graph. Let x(e) be a variable associated with each edge
e and for an edge subset F ⊆E, the 0–1 vector xF ∈ R|E| with xF(e) = 1 if e ∈ F
and xF(e) = 0 otherwise, is called the incidence vector of F . For any subset of edges
F ⊂E, de,ne x(F) =∑e∈F x(e). If W ⊆V , then denote by E(W ) the set of edges
having both endnodes in W . The STECSP can be formulated as the following integer
linear program:
Min wx
s:t: x(e)61 for all e ∈ E; (1.1)
x(e)¿0 for all e ∈ E; (1.2)
x((W ))¿2 for all W ⊆V; S 	= W ∩ S 	= ∅; (1.3)
x((W ))− 2x(e)¿0 for all W ⊆V; S ⊆W; e 	∈ E(W ); (1.4)
x(e) ∈ {0; 1} for all e ∈ E: (1.5)
Inequalities (1.4) express the fact that for a cut (W ) that leaves S on one side,
any 2-edge connected Steiner subgraph containing an edge from E \ E(W ) must con-
tain at least two edges from (W ). Inequalities (1.2)–(1.4) are called respectively
nonnegativity, Steiner-cut and left-Steiner-cut inequalities. The cuts corresponding to
constraints (1.3) and (1.4) are called respectively Steiner-cuts and left-Steiner-cuts. A
left-Steiner-cut associated with a node subset W ⊆V and e 	∈ E(W ) will be denoted
by ((W ); e). Let
STECSP(G; S) = conv{x ∈ R|E|: x satis,es (1:1)–(1:5)};
be the polytope associated with the STECSP.
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Fig. 1. An homeomorph of K4.
This polytope has been given a particular attention in the last years. For S = V ,
Mahjoub [14] gives a complete description for STECSP(G; S) in series–parallel graphs.
In [3] Barahona and Mahjoub characterize this polytope for Halin graphs. In [2] Ba"#ou
and Mahjoub give the following result.
Theorem 1.1. If G is series–parallel; then STECSP(G; S) is given by inequalities
(1:1)–(1:4); for any S ⊆V .
For a complete proof of this theorem see [1].
Gr"otschel et al. [11–13] describe some classes of facets of the polytope associated
with a more general problem and develop a cutting plane algorithm. A complete survey
of that model is given in Stoer [18]. Coullard et al. [7] characterize the dominant of
the Steiner 2-node connected subgraph polytope for the graphs noncontractible to W4
(the wheel on ,ve nodes).
In the next section, we introduce the class of perfectly Steiner 2-edge connected
graphs and give a complete description of the dominant of the STECSP(G; S) for that
class of graphs. In Section 3, we discuss a relaxation of STECSP, namely, when any
edge may be used more than once.
The remainder of this section is devoted to more de,nitions and notations.
The graphs considered are ,nite, undirected and may have multiple edges and loops.
Denote a graph by G = (V; E) where V is the node set and E is the edge set of G.
For W , W ′⊆V , (W;W ′) denotes the edges having one endnode in W and the other
in W ′. If W ⊂V , let OW = V \W . Given a constraint ax¿, a ∈ R|E| and a solution
x∗, we say that ax¿ is tight for x∗ if ax∗ = .
A homeomorph of K4 (the complete graph on four nodes) is a graph obtained from
K4 when its edges are subdivided into paths by inserting new nodes of degree two. A
graph is called series–parallel if it contains no homeomorph of K4 (see Fig. 1) as a
subgraph.
DuPn [9] showed that every connected series–parallel graph can be obtained by a
recursive application of the following operations starting from the graph consisting of
two nodes joined by an edge:
(a) duplicate an edge (i.e. add an edge joining the same endnodes);
(b) subdivide an edge (i.e. replace an edge uv by two edges uw and wv, where w
is a new node of degree 2).
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2. The dominant of STECSP(G; S) in perfectly Steiner 2-edge connected graphs
A graph G = (V; E) is called perfectly Steiner 2-edge connected (PSTEC) for
S ⊆V , if STECSP(G; S) is completely described by inequalities (1.1)–(1.4). From
Theorem 1.1, the class of PSTEC contains as a subclass series–parallel graphs. It also
contains graphs that are nonseries–parallel. In fact, it is easy to see that the graph given
in Fig. 1 is PSTEC, where S can be chosen to be the set of nodes of degree two.
PSTEC graphs have been introduced by Mahjoub [15] for S = V . He gives a new
class of PSTEC graphs that may contain nonseries–parallel graphs, as for instance K3;3
(the complete bipartite graph with three nodes in each side). He also gives suPcient
conditions for a graph to be PSTEC. In [10] Fonlupt and Mahjoub give a characteriza-
tion of the PSTEC graphs when S =V . They show that a graph is PSTEC if it cannot
be reduced to a certain con,guration by means of some reduction operations.
Given a graph G=(V; E) and a set of terminals S ⊆V , let Dom(G; S) be the dominant
of STECSP(G; S).
Consider the polyhedron given by the constraints (1.2) and (1.3). This polyhedron
may contain extreme points in {0; 1; 2} [6]. In fact, consider for instance the graph G
given by a triangle (e1; e2; e3), where S consists of the two nodes of e1. Consider the
solution x ∈ R3 such that x(e1)= 2, x(e2)= x(e3)= 0. It is not hard to see that x is an
extreme point of the polyhedron given by (1.2) and (1.3). Also note that this solution
does not satisfy the following constraint which is valid for Dom(G; S),
x((W ) \ {e1})¿1:
Here (W ) is any cut containing e1. This constraint is a special case of the following
more general class of constraints:
x((W ) \ {e1})¿1 for all W ⊆V; S 	= W ∩ S 	= ∅ and e ∈ (W ): (2.1)
Note that (W ) is a Steiner-cut. Let
D(G; S) = {x ∈ R|E|: x satis,es (1:2); (1:3) and (2:1)}:
Theorem 2.1. If G is PSTEC for S; then Dom(G; S) = D(G; S).
Proof. If y ∈ Dom(G; S), then there exists x ∈ STECSP(G; S) such that y¿x. Note
that y satis,es inequalities (1.2) and (1.3). Now let (W ) be a cut that de,nes an
inequality of type (2.1) with e ∈ (W ). Then
y((W ) \ {e})¿x((W ) \ {e}) = x((W ))− x(e)¿1:
Hence y ∈ D(G; S), implying that Dom(G; S)⊆D(G; S).
Next we show that D(G; S)⊆Dom(G; S). For this, it suPces to show that every
extreme point of D(G; S) belongs to STECSP(G; S). In fact, ,rst note that the dominant
of D(G; S) is D(G; S) itself. Thus every point x of D(G; S) can be written as x=y+ z,
where y is a convex combination of extreme points of D(G; S), and z¿0. Thus if
y ∈ STECSP(G; S), it follows that x ∈ Dom(G; S).
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Now let Ox be an extreme point of D(G; S). Thus Ox satis,es inequalities (1.2) and
(1.3). In what follows, we are going to show that Ox also satis,es inequalities (1.1) and
(1.4). As G is PSTEC, this implies that Ox ∈ STECSP(G; S).
Claim 1. ∀e ∈ E; Ox(e)61.
Proof. Let e ∈ E such that Ox(e)¿ 0. Then there exists a Steiner-cut (W ) containing
e such that either Ox((W )) = 2 or Ox((W ) \ {f}) = 1, for some f ∈ (W ) \ {e}. For
otherwise one could consider the solution x′ ∈ R|E| de,ned by x′(e) = Ox(e) − ! and
x′(g)= Ox(g) ∀g ∈ E \{e}, where ! is a positive scalar suPciently small. It is clear that
x′ belongs to D(G; S). Moreover, every constraint that is tight for Ox is also tight for
x′. Since x′ 	= Ox, this contradicts the fact that Ox is an extreme point of D(G; S). Now
if Ox((W )) = 2 (resp. Ox((W ) \ {f}) = 1), we have
Ox(e) = 2− Ox((W ) \ {e})61 (resp: Ox(e)6 Ox((W ) \ {f}) = 1):
Claim 2. Ox satis,es the left-Steiner-cut inequalities.
Proof. Let us assume that, on the contrary, there exists a left-Steiner-cut ((W ); e) that
is violated by Ox. Thus Ox(e)¿ 0. As a consequence, there must exist a Steiner-cut (W ′)
containing e such that either Ox((W ′))=2 or Ox((W ′)\{f})=1, where f ∈ (W ′)\{e}
(see above). Suppose that the second case occurs. Then
Ox((W ′)) = Ox(f) + 1:
Since (W ′) is a Steiner-cut and by Claim 1, Ox(f)61, we obtain that Ox(f) = 1,
and hence Ox((W ′)) = 2. Thus one may suppose that there exists a Steiner-cut (W ′)
containing e and tight for Ox. Moreover, note that (W ∩W ′) and (W \W ′) are both
Steiner-cuts. We distinguish two cases.
Case 1: e ∈ (W ).
Then e ∈ ((W \W ′; W ′ \W ) ∪ (W ∩W ′; W ∩W ′)).
Suppose ,rst that e ∈ (W \W ′; W ′ \W ). Since ((W ); e) is a left-Steiner-cut violated
by Ox and (W ′) is a Steiner-cut containing e and tight for Ox, we have
Ox((W ))¡ 2 Ox(e):
This implies that
Ox((W ∩W ′))6 Ox((W ) \ {e}) + Ox((W ′) \ {e})
¡ Ox(e) + Ox((W ′))− Ox(e)
= Ox((W ′))
= 2;
a contraction.
Now if e ∈ (W∩W ′; W ∪W ′), taking the Steiner-cut (W \W ′) instead of (W∩W ′),
we obtain, in the same manner, that (W \W ′) is a Steiner-cut violated by Ox, which
is impossible.
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Case 2: e ∈ E( OW ).
In this case, we have that e ∈ (W ∪W ′) and ((W ∪W ′); e) is a left-Steiner-cut.
As in Case 1 we obtain
2 + Ox((W ∪W ′))6 Ox((W ∩W ′)) + Ox((W ∪W ′))
6 Ox((W )) + Ox((W ′))
¡ 2 Ox(e) + 2:
Thus ((W ∪W ′); e) is violated by Ox. Since e ∈ (W ∪W ′), this is impossible by
Case 1.
By Claims 1 and 2 Ox satis,es inequalities (1.1)–(1.4). Thus, Ox ∈ STECSP(G; S),
and in consequence, D(G; S)⊆Dom(G; S). This completes the proof of Theorem 2.1.
As a consequence of Theorems 1.1 and 2.1, we obtain the following.
Corollary 2.2. If G is series–parallel then Dom(G; S) = D(G; S).
The Steiner 2-edge survivable network problem (STESNP) is the problem of ,nding
a minimum weight subgraph of G spanning S such that between every two nodes i; j
of S there are at least two edge-disjoint paths. Note that any solution of STECSP is
also a solution of STESNP. For every positive weight function the problems STESNP
and STECSP coincide. Thus, the dominant of STESNP(G; S) is equal to the dominant
of STECSP(G; S). Consequently, the result of this section also holds for the STESNP.
3. A relaxation of STECSP
In this section, a relaxation of STECSP is considered, namely when multiple copies
of an edge are allowed. The problem here is to determine an integer vector x ∈ N|E|
such that the graph induced by E(x), where E(x) is the set of edges obtained by replac-
ing each edge e of E by x(e) edges, is Steiner 2-edge connected, and
∑
e∈E w(e)x(e)
is minimum. Let Dom1(G; S) be the polyhedron associated with this problem, i.e.,
Dom1(G; S) = conv{x ∈ N|E|: x satis,es (1:2) and (1:3)}:
For S = V , Chopra [4] studied the polyhedron
Pk(G) = conv{x ∈ N|E|: (V; E(x)) is k-edge connected}:
He gave a complete description of Pk(G) when G is outerplanar and k is odd. (A
graph is said to be outerplanar if it is planar and can be embedded on the plane so
that all its nodes lie on the outermost face.) Didi Biha and Mahjoub [8] extended
Chopra’s result to series–parallel graphs. CornuBejols et al. [6] showed that when k =2
and G is series–parallel, Pk(G) is completely described by the nonnegativity and the
cut inequalities. In what follows, we extend this result to the Steiner case. Let
D1(G; S) = {x ∈ R|E|: x satis,es (1:2) and (1:3)}:
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Theorem 3.1. If G is series–parallel then Dom1(G; S) = D1(G; S). Moreover; every
extreme point of Dom1(G; S) is in {0; 1; 2}E .
Proof. Let Ox be an extreme point of D1(G; S). It suPces to prove that Ox ∈ {0; 1; 2}E .
Let
E1 = {e ∈ E: there exists a Steiner-cut (W )
containing e with Ox((W ) \ {e})¡ 1}:
If E1 = ∅ then Ox is also an extreme point of D(G; S), and by Corollary 2.2 Ox is in
{0; 1}E . Thus suppose that E1 	= ∅. Let G′ = (V; E′) be the graph obtained from G by
replacing every edge e = uv in E1 by two multiple edges e1 = uv and e2 = uv, having
the same endnodes as e. Note that G′ is also series-parallel. Denote by E′1 the set of
these new edges. Let x′ ∈ R|E′| be de,ned by x′(e1) = x′(e2) = Ox(e)=2 if e ∈ E1, and
x′(e) = Ox(e) otherwise. We show x′ ∈ Dom(G′; S). In fact, it is clear that x′ satis,es
inequalities (1.2) and (1.3). Now, let (W ) be a cut of G′ that de,nes with f ∈ (W )
an inequality of type (2.1). Note that (W ) is a Steiner-cut and hence Ox((W ))¿2. If
f 	∈ E′1 then f is an edge of E \ E1, and thus
x′((W ) \ {f}) = Ox((W ) \ {f})¿1:
Now, if f ∈ E′1, then by the construction of G′ there exists an edge g ∈ (W ) such
that x′(f) = x′(g) = Ox(e)=2, where e is the edge of E1 which has been replaced by f
and g in G′. We have
x′((W ) \ {f}) = x′((W ) \ {f; g}) + x′(g)
= Ox((W ) \ {e}) + Ox(e)
2
¿
Ox((W ) \ {e})
2
+
Ox(e)
2
=
Ox((W ))
2
¿1:
Thus, x′ ∈ Dom(G′; S). Moreover, x′ is an extreme point of Dom(G′; S). In fact, if
this is not the case, then there exist two solutions y1 and y2 of Dom(G′; S), y1 	= y2,
such that x′ = 12(y
1 + y2). Let y1
′
and y2
′ ∈ R|E| given by
yi
′
(e) =
{
yi(e) if e 	∈ E1;
yi(e1) + yi(e2) if e ∈ E1;
where i = 1; 2. It is clear that y1
′
and y2
′
belong to D1(G; S). Also Ox = 12(y
1′ +
y2
′
), contradicting the fact that Ox is an extreme point of D1(G; S). Hence x′ is an
extreme point of Dom(G′; S). Since G′ is series–parallel, by Corollary 2.2, x′ ∈ {0; 1}E .
Consequently Ox ∈ {0; 1; 2}E , and our proof is complete.
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