Tracer diffusivities provide the most fundamental information on diffusion in materials, and are the foundation of robust diffusion databases that enable the use of the Onsager phenomenological formalism with no major assumptions. Compared to traditional radiotracer techniques that utilize radioactive isotopes, the secondary ion mass spectrometry (SIMS)-based thin-film technique for tracer diffusion is based on the use of enriched stable isotopes that can be accurately profiled using SIMS. An overview of the thin-film method for tracer diffusion studies using stable isotopes is provided. Experimental procedures and techniques for the measurement of tracer diffusion coefficients are presented for pure magnesium, which presents some unique challenges due to the ease of oxidation. The development of a modified Shewmon-Rhines diffusion capsule for annealing Mg and an ultra-high vacuum system for sputter deposition of Mg isotopes are discussed. Optimized conditions for accurate SIMS depth profiling in polycrystalline Mg are provided. An automated procedure for correction of heat-up and cool-down times during tracer diffusion annealing is discussed. The non-linear fitting of a SIMS depth profile data using the thin-film Gaussian solution to obtain the tracer diffusivity along with the background tracer concentration and tracer film thickness is demonstrated. An Arrhenius fit of the Mg self-diffusion data obtained using the low-temperature SIMS measurements from this study and the high-temperature radiotracer measurements of Shewmon and Rhines (Trans. AIME 250:1021-1025, 1954) was found to be a good representation of both types of diffusion data over a broad range of temperatures between 250 and 627°C (523 and 900 K).
Introduction
Diffusion in multicomponent systems has been best described using the Onsager flux equations of irreversible processes that are based on linear relations between the fluxes and driving forces in the lattice frame of reference. [1, 2] Under isothermal, isobaric conditions these relations are given by
L ij @l j @x ði ¼ 1; 2; . . . ; nÞ ð Eq 1Þ
where J i is the intrinsic flux of component i, the L ij 's are the phenomenological coefficients and are governed by Onsager reciprocal relations, L ij = L ji ; l j is the chemical potential of component j; n is the number of components in the system; and x is the position in the diffusion direction, assuming one-dimensional diffusion. In the absence of external driving forces, the driving forces for diffusion are the chemical potential gradients ( ¶l j / ¶x), which can be obtained from knowledge of the positional dependence of the composition and the relations between the chemical potentials and composition, which are available from the thermodynamic model of the system under consideration. Additional driving forces due to non-equilibrium vacancy concentrations are usually ignored, if an equilibrium concentration of vacancies is maintained during the diffu-sion process due to the existence of sufficient sources and sinks throughout the diffusion zone. The phenomenological coefficients are unique in that they are independent of the driving force and functions of only the local composition. Since in ordinary diffusion couple experiments, chemical potential gradients are not directly measured, it is very difficult to directly measure the phenomenological coefficients. Hence, relations between the phenomenological coefficients and other measurable kinetic quantities such as tracer, intrinsic and interdiffusion coefficients are utilized since the driving forces in the flux expressions involving those coefficients are given in terms of concentration gradients. Among the various diffusion coefficients, the approximate Manning relations [3] [4] [5] between the tracer diffusion coefficients and the phenomenological coefficients, originally obtained using a random alloy model, are the most useful since these permit the determination of the complete L ij matrix. These are
where k B is the Boltzmann constant, c i is the concentration (at./m 3 ) and D i * is the tracer diffusion coefficient (m 2 /s) of component i, T is the absolute temperature (K), M 0 = 2f 0 / (1 À f 0 ), and f 0 is the geometric correlation factor that is defined by the relevant crystal structure, e.g., it is 0.78146 for the face-centered cubic (fcc) lattice. For the hexagonalclose-packed (hcp) Mg lattice, the diffusion anisotropy estimated by Allnatt et al., [6] when averaged over the polycrystalline environment, and making use of the calculations by Koiwa and Ishioka, [7] gives an averaged f 0 of about 0.783, which is very close to the value of f 0 in the fcc lattice. More exact relations between the phenomenological and tracer diffusion coefficients are obtained from the Moleko, Allnatt and Allnatt (MAA) formalism [8] but these are not available in closed form and have to be solved numerically.
The relations between intrinsic, interdiffusion and phenomenological diffusion coefficients in multicomponent systems are more complex [9, 10] and are not considered here, but simplifications are possible if the off-diagonal terms in the L ij matrix can be ignored (i.e., the Darken [11] assumption) as shown by Kirkaldy. [9] In fact, this is utilized by the diffusion software, DICTRA [12, 13] for creating mobility diffusion databases based on the diagonal (L ii Þterms in the L ij matrix, where the mobility M i is related to L ii by
The above Darken assumption implies that correlation and vacancy-wind factors in diffusion are neglected although this may not always be justified. [3, 4] It should be pointed out that it is not possible solely from interdiffusion coefficients obtained from diffusion couple experiments carried out in the laboratory frame of reference, to obtain the complete L ij matrix, since these (L ij ) are defined in the lattice frame of reference and have additional degrees of freedom. The determination of intrinsic diffusion coefficients that are defined in the lattice reference frame involves difficult experiments that require inert lattice marker displacement measurements. [2, 14, 15] Hence, data on intrinsic diffusivities are very difficult to obtain. Additionally, interdiffusion and intrinsic diffusion experiments in higher order (three or more) multicomponent systems are extremely difficult to carry out due to the difficulty in designing suitable diffusion couples with intersecting diffusion composition paths. [9] Thus from a practical viewpoint, adequate tracer diffusion data is always necessary to construct a suitable mobility diffusion database that is based on an optimized assessment of various types of diffusion data. [13, 16] A diffusion database entirely based on tracer diffusion coefficients alone, besides being easier to comprehend physically, can conveniently provide the complete matrix of phenomenological coefficients with the use of the Manning (Eq 2, 3) [4] or MAA [8] relations. Thus if the objective is to provide a rigorous description of multicomponent diffusion for materials design initiatives such as Integrated Computational Materials Engineering (ICME) [17] and the Materials Genome Initiative (MGI), [18] the use of the complete Onsager formalism (Eq 1) and the associated tracer diffusion database is recommended. Additionally, extension of a bulk tracer diffusion database to include anisotropy in diffusivities, [19, 20] grain boundary and interfacial diffusivities [21] is conveniently done using diffusion data obtained from single crystal, grain boundary and surface tracer diffusion measurements respectively.
Historically, tracer diffusion data have been obtained using the thin-film technique with radioactive isotopes serving as tracers. [22] [23] [24] Due to the safety and cost issues associated with radioactive tracer diffusion measurements, except for a few select locations (e.g., University of Münster), such measurements have become scarce. Radiotracer diffusion studies carried out at federal laboratories in the United States, such as Argonne National Laboratory, have significantly diminished since the 1970s. An alternative tracer diffusion technique that utilizes enriched stable isotopes rather than radioactive isotopes as tracers is based on the use of secondary ion mass spectrometry (SIMS). [25, 26] In the SIMS technique, a primary ion beam (Cs
) is used to sputter off the surface layers (few nm) of a solid sample, partially as secondary ions, that are then collected and analyzed for concentrations (intensities) using a mass spectrometer. Modern SIMS instruments (e.g., from Cameca) permit continuous analysis of isotopes in the secondary ion beam during the sputter process. With knowledge of the sputter rate, the depth of the sputtered crater in a sample at any time can be directly correlated with the instantaneous isotopic concentration that is linearly related to secondary ion intensity corresponding to that isotope, thus permitting depth profile measurements to be carried out. The main benefit of SIMS is that it can distinguish between various isotopes of the same element, e.g., 24, 25, 26 Mg (mass resolution up to 20; 0000:1cmm=Dm), using a highly discriminating mass spectrometric technique, e.g., magnetic sector SIMS, [27, 28] and also measure extre-mely small concentrations (ppm to ppb levels) of the isotope as a function of depth, which is an essential requirement for tracer diffusion measurements in order to be in the dilute limit. SIMS has a very good depth resolution of few nm, and a lateral resolution (scanned area) that is typically in the tens of lm for the desired detection level in SIMS instruments that are suitable for tracer diffusion measurements, e.g., Cameca IMS 3f-7f series. The capability of three-dimensional composition mapping of very dilute levels of impurities or isotopes is another special feature of the SIMS technique.
Because of the small probe size, SIMS can directly carry out tracer diffusion measurements within single crystal grains of large grained (few hundred lm) polycrystalline alloy samples with orientations obtained using the electron backscatter diffraction (EBSD) technique. [29] In comparison, similar radiotracer diffusion measurements require the use of specially manufactured large alloy single crystals with dimensions of 5-10 mm (0.005-0.010 m) or greater. Usually, SIMS tracer diffusion measurements are confined to samples subjected to annealing temperatures that are lower than about 0.6T M , where T M is the melting temperature, since the diffusion depths typically measured with SIMS are less than about 15 lm. In some cases, SIMS measurements on samples annealed at higher temperatures (0.8T M ) can be carried out using very short annealing times (e.g., 10 min at 475°C for pure Mg in this study) in order to keep the diffusion depths to within 20 lm. However, for typical annealing times (30 min to a few h) utilized in SIMS-based tracer diffusion experiments, annealing at higher temperatures results in deeper tracer penetration depths (e.g., 20-100 lm). Such deep profiles can still be measured using discrete SIMS measurements on angled or normally sectioned samples [30] in a manner similar to the electron microprobe analysis (EPMA) [31] technique. In contrast, radiotracer measurements are usually limited to samples annealed at higher temperatures (>0.6T M ) due to the sampling volume requirements for accurate radiation intensity measurements that require much larger tracer penetration depths (few mm or more).
In order to get the tracer diffusivity with the SIMS technique in a polycrystalline material, a suitable average of several measurements within randomly oriented individual grains can be taken. Such measurements are typically within the initial part of the type B regime of diffusion as defined by Harrison. [26, 32, 33] If an effective diffusivity that includes both bulk and grain boundary diffusion contributions is desired (regime A), a smaller grain size sample, e.g., a nanocrystalline sample, is necessary for using the SIMS technique. In comparison, the radiotracer technique directly provides the effective polycrystalline diffusivity in large grained (tens of microns) samples on account of the large sampling volume. [22, 33] It is very difficult currently to use the conventional SIMS technique to obtain grain boundary diffusivities using the Harrison regime C because of detection limits, though some applications of Nano-SIMS have recently emerged. [34] However, averaged grain boundary impurity diffusivities can be obtained using the second (tail) part of the Harrison B regime. [26, 35] In comparison, radiotracer measurements are well suited to measure grain boundary diffusivities both in the B and C kinetic regimes. [21, 33] The Atom Probe technique, [36] which is essentially a mass spectrometric technique with atomic scale resolution, is ideal for specific grain boundary diffusivity measurements in regime C. In this work, only bulk tracer diffusion measurements (within the initial portion of regime B) using the SIMS technique in polycrystalline specimens having large grain sizes (hundreds of lm) are considered.
SIMS has been widely used for impurity (dopant) and selfdiffusion measurements in electronic, geologic and oxide materials. [26] [27] [28] A good example of the use of SIMS in single crystal NiAl alloys is discussed by Frank et al., [37] who used the SIMS technique in order to extend their high temperature (>$1200 K) tracer diffusion measurements to lower temperatures (<1200 K). SIMS-based tracer diffusion studies in polycrystalline metals and alloy systems, such as those in magnesium (Mg) considered in this work, pose special problems in experimentation due to the ease of oxidation. The polycrystalline nature of metals also presents challenges with the SIMS depth profiling technique due to measurement errors introduced caused by sputter-induced roughening. Furthermore, the accuracy needed for SIMS tracer diffusion measurements is only available with sophisticated instruments, such as those from Cameca, and are not widely available due to the high cost. On account of these reasons, SIMS-based tracer diffusion measurements in polycrystalline metals and alloys are relatively rare. The present work represents the first attempt in developing the SIMS-based tracer diffusion technique for polycrystalline Mg.
The automotive industry is considering the use of Mg alloys as a replacement for steel and aluminium alloy components on account of its better strength to weight ratio. [38] For the purpose of accelerated design of suitable Mg alloy components, the ICME of Mg requires the availability of Mg diffusion databases for which tracer diffusion data in Mg and its alloys is necessary. Most of the available tracer diffusion data in the Mg alloy system is selfdiffusion data, i.e., diffusion of Mg in pure Mg, and includes both single and polycrystalline data. There are considerable data on impurity diffusion of various elements in pure Mg [39] that have been obtained using both the radiotracer [40, 41] and SIMS techniques, [42] as well as firstprinciples methods. [43] The available Mg self-diffusion data have been obtained using the radiotracer technique, which has provided Mg tracer diffusion data at high temperatures (>450-650°C) in polycrystals [44] and single crystals. [19, 45] Since many processing treatments (e.g., warm rolling, extrusion, precipitation annealing, etc.) as well as service conditions of Mg alloys involve the use of much lower temperatures, it is essential to have a diffusion database that covers a broad range of temperatures. The present study provides some low and intermediate temperature tracer diffusion data for pure Mg. Experimental techniques for Mg isotopic thin-film sputter deposition and diffusion annealing with minimal oxidation, accurate temperature control, and optimization of SIMS parameters for reliable depth profiling of Mg isotopes are provided. Analytical procedures for analysis of SIMS data, including corrections for heat-up and cool-down times during tracer diffusion experiments are also discussed.
Thin-Film Technique for Tracer Diffusion
The well-known thin-film method and solution [22] [23] [24] used in radioactive tracer diffusion measurements is also applicable for such measurements carried out with the SIMS technique where enriched stable isotopes serve as tracers. In the SIMS approach for tracer diffusion (Fig. 1) , initially a film of thickness h in the form of an enriched stable isotope, e.g., 25 Mg, is deposited on the surface of a polished sample (e.g., pure Mg or an Mg alloy) that is being investigated. other techniques such as electroplating can also be used. The thickness (h) of the isotopic tracer film can typically vary from a few nm to hundreds of nm, depending upon the diffusion length, [24] 2 ffiffiffiffiffiffiffi
, where t is the diffusion time (s), and D i * is the tracer diffusivity of component i at the desired temperature, T, and can be obtained from the activation energy, Q It should be mentioned that rather than a single enriched isotope that serves as the tracer, the film can contain a mixture of tracers of enriched stable isotopes that correspond to the elements in the alloy in order to permit tracer diffusion measurements of several elements within the same specimen that have been annealed under identical conditions. This is usually avoided since maintaining a given ratio of enriched isotopic concentrations uniformly within the film is difficult due to the challenges in controlling deposition rates over the surface area of the alloy specimen.
The sample containing the deposited tracer film is then carefully annealed at the desired temperature and time under controlled conditions to minimize oxidation and permit diffusion of the tracer in a direction x that is normal to the surface of the tracer film. The depth profiles of all the isotopes involving the tracer element (e.g., 24 Mg, 25 Mg and 26 Mg) in the sample are then measured using a SIMS instrument capable of accurate depth profiling and isotope discrimination, e.g., magnetic sector or a Time-Of-Flight (TOF) SIMS instruments. [25] [26] [27] Since depth profiling using the SIMS method can be time intensive ($5 lm/h), the tracer diffusion parameters (h; T ; t) are initially selected using an estimated or guess value of the activation energy that may be obtained from a variety of sources, including published data or data from similar crystal structures, theoretical [43] or empirical [46] calculations or interdiffusion experiments, [2, 9] so that the total diffusion depth (6 ffiffiffiffiffiffiffi D Ã t p ) probed is less than about 15 lm. Larger penetration depths can still be investigated at the expense of additional SIMS measurement time and the cost associated with thicker tracer films. The choice of the diffusion parameters can be adjusted with an improved estimate of the activation energy based on a few, preliminary tracer diffusion data points at a few temperatures.
Thin-Film Solution
From Fick's first law of diffusion [1, 2, 9, 24] the one dimensional tracer diffusion flux, J i , is
where ¶c i / ¶x is the concentration gradient of the tracer in a direction normal to the surface of the film. Based on the choice of the concentration units (at:=m 3 or mol=m 3 ), typical units for the flux in the case of solid state diffusion are at./ m 2 s or mol/m 2 s. Fick's second law or the continuity equation in one dimension is
In the case of an enriched stable isotope used as a tracer, except for an initial transient period at the start of the diffusion anneal, the concentration of the stable isotope in excess of its background concentration in the sample is sufficiently small, and therefore it can be considered to be in the dilute limit. Hence the excess tracer concentration has a negligible effect on the bulk composition of the sample, which means that the tracer diffusivity can be assumed to be constant. In the case of self-diffusion in a pure metal rather than an alloy, the tracer diffusivity is always constant because only the isotopes of the pure metal are present. If radioactive isotopes are used as tracers, the background concentration of the radioactive isotope in the bulk alloy is absent. Again because extremely dilute concentrations of the radioactive tracer are present during the diffusion experiment, the composition of the bulk alloy is unchanged and the tracer diffusivity can be assumed to be constant. In both cases, a test of the constant diffusivity assumption can be made by examining the fit to the solution of the onedimensional diffusion equation next discussed.
The analysis of the SIMS isotopic depth profile data to obtain the tracer diffusion coefficient is carried out by using the one-dimensional solution to the continuity equation, Eq 7. [23, 24] The concentration of the selected isotope used as the tracer at any position and time is given by
where c 0,i is the initial concentration of the tracer i in the enriched isotopic film at t = 0, and c b,i is the naturally occurring or background concentration of the tracer in the sample. The term on the left hand side of Eq 8, c i (x, t) À c b,i , is the excess tracer concentration, i.e., the concentration of the tracer over its background concentration. The initial tracer film is considered to be a thin-film if the film thickness is much smaller than the diffusion length, i.e.,
. Equation 8 then simplifies to a Gaussian or thin-film solution:
Equation 8 may hence be considered as the thick-film solution that is applicable when the film thickness is not significantly smaller than the diffusion length, e.g., if h 2 ffiffiffiffiffiffiffi D Ã i t p : Taking the natural log on both sides of Eq 9 gives
where C s is a constant. In the case of a radioactive tracer, Eq 8 reduces to the well-known thin film solution for radiotracer diffusion where the background tracer concentration c b,i is zero. [20] [21] [22] c i x; t ð Þ%
Taking natural log on both sides of Eq 11 gives
where C r is a constant. Eqs 11 and 12 are also applicable to the case of impurity diffusion where the tracer is an impurity element diffusing in the host alloy. The concentration c i (x, t) may be replaced by the isotopic abundance (atom fractions) for tracer studies or where the impurity has enriched isotopes since the molar volume is constant. For example, in the present SIMS study, the abundance of 25 Mg is readily measured as a function of depth by measuring the ratio of the 25 Mg intensity to the sum of intensities of all Mg isotopes in the alloy. This procedure also eliminates variations in the incidence ion beam in SIMS. In the case of radioactive tracers, the intensity of the radiation associated with a given position within the sample is directly proportional to the concentration of the tracer. [22] With tracer studies based on radioactive isotopes, the typical concentration range of the tracer that is measurable in the dilute limit varies over several orders of magnitude. [22, 47] A Gaussian fit, i.e., a linear fit (Eq 12) between the natural log of concentration, Ln½c i x; t ð Þ, and the square of the penetration distance, x 2 , yields a straight line with slope of À1=4D Ã i t, which can be conveniently used to extract the tracer diffusivity, D Ã i , from knowledge of the diffusion time. A similar natural log fit based on Eq 10, if attempted using SIMS tracer data is problematic, since it is adversely affected by the large number of randomly fluctuating data points or noise that can span several orders in magnitude as the tracer concentration approaches the background tracer concentration in the sample (note that c i (x, t) À c b,i in Eq 10 can even become negative resulting in imaginary numbers as logarithms are taken). Furthermore, the SIMS dynamic range for accurate tracer concentration beyond the background concentration spans at most one or two orders of magnitude, which can be insufficient for a reliable fit on a log versus x 2 plot. Additionally, it is necessary to know the background tracer concentration, c b,i , to use Eq 10, unless the tracer is an impurity, in which case Eq 12 can be used (e.g., Al impurity diffusion in Mg [42] ). The background tracer concentration is usually determined by measuring the tracer concentration deep in the bulk of the sample near the asymptotic limit of the depth profile, where instrument noise becomes more significant. Such deep SIMS measurements also require longer measurement times, and errors due to sputter roughening may increase with increasing depths. Hence, a least square fit of the tracer data [26] based on Eq 9 was the method employed in this work (Fig. 1) , noting that conditions for the Gaussian thin-film solution (h ( 2 ffiffiffiffiffiffiffi D Ã i t p ) were always employed. The initial tracer thickness and the background tracer concentration along with the tracer diffusivity were all simultaneously obtained with the least square fit by including them as fitting parameters. It should be noted that if the conditions for using the thin-film solution are not satisfied, the diffusivities obtained using Eq 8 and 9 will differ, in which case the diffusivity obtained using the thick-film solution (Eq 8) should be the one that is employed.
Experimental Techniques
SIMS-based tracer diffusion experiments in Mg and its alloys that are readily oxidized and form unstable oxide surface layers pose some unique challenges during various stages of experimentation, including stable isotope target production, thin film deposition, pre-annealing for grain growth and homogenization, Mg-alloy synthesis, sample preparation, tracer diffusion annealing and SIMS measurements. In order to obtain a reliable tracer diffusion measurement, suitable techniques and controls during every stage of experimentation need to be followed. These are highlighted in this discussion.
Mg Stable Isotopes
Mg consists of three stable isotopes whose natural abundances are: 24 Mg-0.7899, 25 Mg-0.1001, 26 Mg-0.1100. Enriched stable isotopes for all the three isotopes can in principle be used for tracer diffusion studies. Typically, isotopes with lower natural abundance are enriched to higher levels and used as tracers, since a higher enrichment ratio leads to a larger dynamic range for SIMS depth profile measurements. Different techniques are available for isotope enrichment, but isotopes of Mg are primarily enriched using electromagnetic separation devices called calutrons that were originally commissioned at the Oak Ridge National Laboratory (ORNL) during the Manhattan project. The US Department of Energy (DOE) maintains a large repository of stable isotopes separated using calutrons at ORNL. An inventory of stable isotopes for research and other applications can be obtained through the National Isotope Development Center (NIDC [48] ). Unlike Mg, enriched stable isotopes for many other elements can be manufactured using other production techniques, such as centrifugation, and are available through private companies. For the present study, the minor isotope 25 Mg that was enriched to 0.9787 ( 24 Mg-0.0180, 26 Mg-0.0033) was used.
The total cost of the enriched 25 Mg stable isotopic foil used as a target for thin film sputter deposition using a ultrahigh vacuum (UHV) system (discussed next) included (1) the unit cost of the enriched stable isotope, (2) the cost of converting the stored oxide form of 25 Mg to a pure 25 Mg metal ingot (which was done by reducing the 25 Mg oxide with gadolinium) and, (3) the subsequent processing cost that involved multiple rolling operations to convert the 25 Mg metal ingot to a foil of the desired dimensions (1 in. or 25.4 mm diameter, 250 lm thick). This processing was carried out at the ORNL isotope processing facility. The diameter of the isotopic 25 Mg foil corresponded to the diameter of the sputter gun in the UHV deposition system in order to facilitate uniform isotope deposition on samples placed within a 1 in. diameter circle on the substrate. The thickness of the foil was selected by taking into consideration the efficiency of sputter deposition (typically <5%), the target utilization efficiency ($20% before foil penetration), the desired thickness of the isotopic film ($100-150 nm), the number of deposition runs, the dimensions and number of samples per run, and finally the total number of samples that could be uniformly coated with the isotopic film before the target isotopic foil was eroded and no longer useable.
UHV System for Mg Thin Film Sputter Deposition
The presence of an initial magnesium oxide (MgO) tracer film on an Mg alloy sample, instead of a pure Mg tracer film, changes the boundary conditions in the thin film solution (Eq 8) used to obtain the tracer diffusivity. It is seen on a Richardson-Ellingham diagram [49] for the formation of oxides that the oxidation of Mg is highly favourable energetically compared to most metals in the periodic table:
where DG f is the standard Gibbs free energy of formation of MgO. It is essential to have very low levels (<10 À9 Torr) of oxygen (or oxygen sources such as water vapor) during physical vapor deposition (PVD) of Mg in order to prevent oxidation and minimize the oxygen concentration in the deposited Mg films. Conventional PVD systems tend to have vacuum levels that are insufficient ($10 À8 Torr) to prevent significant oxygen absorption during Mg deposition. Hence, we designed and constructed an ultra-high vacuum (UHV) magnetron sputter deposition system (Fig. 2) for the deposition of pure Mg films using the 25 Mg isotopic target foil. A background water vapor partial pressure of less than 10 À9 Torr in the argon (Ar) sputter process gas (99.999% initial purity) used during sputter deposition was obtained with the use of a heated titanium sublimation pump (TSP) that permitted oxygen gettering of the Ar process gas. All metal-sealed-pipes and valves were used for the Ar process gas handling components to prevent re-contamination during transport. Prior to an actual deposition run, it was necessary to pre-bake the UHV chamber for a minimum of a day, while continually pumping the residual water vapor with a high capacity turbo-molecular pump in order to achieve the desired water vapor levels. The substrates (samples) were mounted on water-cooled, magnesium, RF-powered holder that enabled sputter etching of the substrate surface to remove the native oxide film prior to metal film deposition. The Mg stable isotopic foil was bonded on the copper backing plate of the 1 in. AJA International sputter gun using an indium paste. 
Modified Shewmon-Rhines Annealing Capsule
Annealing of magnesium samples placed in inert gas (Ar)-flushed quartz glass tubes results in noticeable oxidation and evaporation loss of the expensive isotope, especially at higher temperatures (>300°C) where the vapor pressure of Mg becomes noticeable and the kinetics of oxidation increases. To address this, Shewmon and Rhines [44] designed a special Mg container with Mg turnings placed in close proximity of the samples to be annealed (Fig. 3a) . The Mg capsule was in turn placed in a pyrex glass container and sealed (Fig. 3b) . The Mg turnings not only provided the necessary equilibrium vapor pressure over the diffusion samples and prevented evaporative loss, but also protected against oxidation. By placing two active (containing tracer) Mg surfaces facing each other, the loss of the tracer due to evaporation was further minimized. This elegant design was further improved in this work with the use of a permanent quartz tube for containing the Mg capsule vapors (Fig. 3b) in place of the older design [44] that used a disposable glass tube. This resulted in higher throughput and lower glass processing costs. The use of a permanent quartz tube also reduced heat-up times of the Mg-capsule containing the Mg samples, since the quartz tube was already at the selected annealing temperature prior to insertion of the Mg capsule by pre-placement in a copper (Cu) heater block at the desired annealing temperature. The pre-heated Cu heater block had a 17.5 mm pocket for the 17 mm outer diameter quartz enclosure and two 1/8 in. (3.175 mm) RTDs for rapid and accurate equilibration of Mg samples that were placed in the diffusion capsules.
With this new design, the Mg capsule could be quenched in liquid nitrogen, reducing cool-down times. Additionally, a thermocouple (TC) was incorporated in the Mg capsule lid for monitoring the real-time temperature during diffusion annealing experiments, and for corrections on account of heat-up and cool-down times (Fig. 3b) For the annealing experiments, an MTI GSL-1100 tube furnace (upper limit 1200°C) with a quartz tube and temperature controller was used. The RTD's were used to calibrate the furnace temperatures and set points for the desired annealing treatments. For accurate temperature control, we calibrated the resistance temperature detectors (Class A RTDs) and TCs (type K) at ORNL's metrology facility using NIST traceable standards. The tolerance for the Class A RTD is ±(0.15 + 0.0029T c )°C, where T c is the temperature in°C, while that for the TC of type K is ±2.2°C between À200 and 1250°C.
SIMS Optimization for Mg Depth Profiling
In the present work, SIMS analysis was carried out using a Cameca IMS 7f-Geo system with an O 2 + primary ion beam. In comparison to other primary ion beams, the use of an O 2 + primary ion beam gives better positive ion yields and improves the depth resolution. [28] It should be noted that the O 2 + beam does not participate in the tracer diffusion process since the sample is at room temperature in the SIMS system, and the interaction of the O 2 + beam with the sample is limited to a few nm at the surface, which is converted to an amorphous oxide and immediately sputtered away for secondary ion signal measurement (SIMS depth profile measurement is continuous). The composition of the Mg isotopes in the annealed sample is unchanged during the SIMS measurement.
The Cameca IMS 7f-Geo system has several important features, including the availability of a range of energy/ angle combinations, a continuous primary beam current monitor, a high mass resolution ($ 5; 000m=Dm) to separate 25Mg + from (24Mg + 1H) + , an oxygen (O) leak to increase steady state concentration of oxygen at specimen surface, and dual Faraday cups for high precision stable isotope measurements. For depth profile measurements, a precision of 0.5-1% in the secondary ion signal intensity is typically attainable.
Sputter-induced topography [28, 50] can be a major source of error in SIMS diffusion depth profile measurements by causing a broadening of the depth profile, thus resulting in a Fig. 3 Modified Shewmon-Rhines capsule [44] and setup: (a) Mg capsule, (b) Setup showing the diffusion capsule inserted in a quartz tube and pushed into the heated copper block region using a thermocouple attached to the cap of the diffusion capsule higher tracer diffusivity. Essentially, it is caused by the interaction of the primary ion beam with the sample volume that causes a variation in the sputter rate along different orientations. This effect is more pronounced in small grained polycrystals (where the average grain size, e.g., a few lm, is smaller than the primary ion beam spot size, typically $10-50 lm) having a broad grain size distribution. However, sputter topography is also observed during depth profiling in single crystals or within the interior of large grained polycrystals (grain sizes in hundreds of lm). The use of a eucentric rotation stage has been shown to have some success in reducing sputter roughening in polycrystalline matrices; [51] however, this capability is not routinely available with most SIMS systems, including the one used in this study, and furthermore, it does not directly address the causes of sputter roughening in single crystals. Additionally, the use of a eucentric rotation stage can introduce complications with the interpretation of signal intensity measurements during depth profiling because of the averaging procedures used.
In certain metallic matrices that readily oxidize (Al, Mg), the sputter topography can be controlled by a suitable optimization of four parameters: (a) the primary ion species (O 2 + , Ar + , Cs + , etc.), (b) primary ion energy, (c) primary ion bombardment angle, and (d) the oxidative environment that can be affected by the presence of an intentional oxygen (O) leak. [28] In order to determine the optimum combination of these parameters, a 2 lm Mg film was initially sputterdeposited on a single crystal Si wafer. The initial average surface roughness of this film measured using an Atomic Force Microscope (AFM) was about 7 nm. Depth profiling was carried out using a fixed O 2 + primary beam over an analysis area of $15915 lm 2 . The primary ion angle (measured relative to normal incidence) and energy were varied by changing the primary and secondary accelerating voltages. An oxygen jet was directed at the near surface of the sample to increase the oxygen concentration from a background oxygen backfill condition ($1910 À9 Torr), i.e., no O leak, to an intentional oxygen backfill condition ($2910 À6 Torr). The oxygen partial pressures were measured using the sample chamber ion gauge.
The average AFM roughness at the bottom of the sputtered crater ($1 lm depth) for various conditions was measured. In comparison to the typical conditions used during SIMS depth profiling (5 keV primary ion energy, 45°i ncidence angle, no O leak) that resulted in significant sputter roughening (crater roughness $38 nm), it was found that the two best conditions that gave the least amount of sputter-induced roughening (crater roughness $11 nm for both conditions) required the presence of an intentional O leak, and required lower impact energies and closer to normal incidence. [52] These conditions were: (a) 3 keV, 37°, and (b) 2 keV, 40.6°. The main benefit of the oxygen leak is a higher steady state oxygen concentration that leads to the formation of a thicker and adherent amorphous MgO layer during the depth profiling. Sputtering from such an amorphous oxide layer gives less roughness than that from a weakly oxidized magnesium polycrystalline layer. The combination of a low energy primary ion beam that is closer to normal incidence, and the relatively easy formation of an amorphous surface oxide layer results in a reduced interaction depth between the primary ion beam and the amorphous/crystalline interface at the bottom of the crater. [52] . SRIM [53] calculations have shown that the interaction depth with the optimal beam conditions is about one half of that under typical conditions that use much larger impact energies at higher primary ion angles with no oxygen leak. By limiting the interaction between the primary ion beam and the amorphous/crystalline interface, the topography caused by formation of ripples at the bottom of the crater is reduced. [50, 52] Additional factors that can have a more pronounced impact on sputter roughening during SIMS depth profiling in polycrystalline samples are the grain size and grain size distribution. Initial as-received pure Mg samples obtained in rod forms for the present work showed small grain sizes ($10 lm) with a broad grain size distribution (largest grains at crater bottoms were nearly 50 lm) and random orientation (Fig. 4a) . Depth profiling measurements ( 25/24 Mg intensity ratio as a function of depth) carried out on these as-received samples, using both typical and optimized conditions previously established, showed no discernible difference. The modified Shewmon-Rhines capsule was used to anneal a pure Mg sample ($545°C, 14.5 h). This resulted in an increase in the average grain size (>500 lm), and an orientation that was modified from a random to a more preferred one (Fig. 4b) . Depth profiling measurements on the pre-annealed large-grained samples using typical and optimized conditions clearly showed a sharpening of the depth profile in the latter case, [52] thus demonstrating the dual benefits of depth profiling on large grained samples with optimized SIMS conditions.
Experimental Procedures
Tracer diffusion experiments were carried out on pure Mg specimens at various temperatures from 250 to 475°C. Samples used in this study were transferred between ORNL (sample preparation, annealing), Virginia Tech (SIMS, polishing) and University of Central Florida (isotope deposition) using special containers that protected the samples from movement and minimized exposure to the environment. Pure Mg (99.95% weight) rods (7.9 mm outer diameter, 25 mm length) were obtained from Alfa Aesar. The impurity analysis (in ppm) that was provided for a typical lot of pure Mg rods used in this study is listed in Table 1 . The small average grain size and the broad grain size distribution in the as-received Mg rod samples (Fig. 4a ) was found to be unsuitable for accurate SIMS depth profiling (discussed in Section 3.4). [52] Additionally, in order to use the thin or thick-film solution for bulk diffusion, it was necessary to be in the initial part of the Harrison B regime, [26, 32, 37] which required an annealing treatment to increase the grain size. An annealing treatment on a test sample at 545°C for 14.5 h in the modified ShewmonRhines capsule was able to accomplish this objective (Fig. 3) , resulting in a grain size in excess of 500 lm and a preferred orientation that was close to (2 " 1 " 10) when imaged on the rod cross-section, which indicated that the measured tracer diffusivity along the rod (extrusion) axis would be in a direction approximately perpendicular (?) to the c-axis of the hexagonal close packed (hcp) crystal, or parallel to the basal plane as argued by Shewmon and Rhines [44] (Fig. 4b) . Samples that were sectioned in a direction parallel to the rod axis would have a tracer diffusion direction that was nearly parallel (||) to the c-axis of the hcp crystal. For the samples used in this study, the pre-annealing treatment was carried out at 595°C for 9 h, which was considered to be reasonably similar to that at the lower temperature of 545°C for 14.5 h.
Most of the Mg rods used in this study were crosssectioned into smaller ''normal'' samples ($2-3 mm thick) using a diamond saw. A few samples were also sectioned in a direction parallel to the rod axis (orthogonal or ''ortho'' samples). Samples were hand polished (Buehler EcoMet 3000 polisher) in multiple steps starting with a rough polish (800 grit sandpaper with water for 30 s), medium polish with multiple diamond suspensions (9, 3 and 1 lm) and fine polish (0.3 lm alumina suspension followed by 0.02 lm colloidal silica). Thus the final surface finish was expected to be approximately 20 nm. While this polishing recipe utilized de-ionized (DI) water as the primary solvent medium, there are other polishing recipes for Mg that have utilized non-aqueous solvents throughout with reasonable success.
The polished Mg samples were then coated with a thin isotopic film of 25 Mg using the UHV sputter deposition system that was previously discussed (3.2). The conditions used for Mg isotopic deposition were: (a) RF pre-clean of the native oxide (126 W, 20 sccm Ar at 5 mTorr for 60 s); (b) Mg deposition at 50 W DC, 20 sccm Ar at 5 mTorr for 50 s. X-ray Photoelectron Spectroscopy (XPS) analysis confirmed the low (<5%) oxygen levels in the deposited Mg films. The thickness of the film within a circle of $30 mm in diameter on the substrate was measured to be about 120 ± 20 nm using a surface profilometer, with the higher thickness measured near the center. Approximately, 8 circular samples within a 30 mm diameter circle on the substrate could be coated uniformly with the specified thickness in a single deposition run. Precise knowledge of the coating thickness was not essential, since a non-linear fit of the SIMS depth profile data to the thin-film solution provided the thickness as a fitting parameter.
Tracer Diffusion Annealing
The initial tracer-coated pure Mg samples (Set 1) were annealed at three nominal temperatures (300, 350 and 400°C) using a first iteration of the modified ShewmonRhines annealing capsule that was enclosed in a sealed quartz capsule and inserted into a pre-heated copper block (Fig. 3) . The nominal diffusion time at each nominal temperature (Table 2) was selected based on an approximate calculation of the total tracer diffusion penetration depth ($ 6 ffiffiffiffiffi Dt p ), assuming a tracer diffusivity from previous Mg radiotracer data by Shewmon. [44] This enabled the selection of diffusion times that resulted in SIMS depth profile measurements that had a good dynamic signal range (one to two orders) with sputtered depths that were usually less than 15 lm (except for the 475°C sample where the depth was $23 lm). Since the initial version of the capsule did not have a thermocouple in the lid, the temperature-time profiles for this first set of samples were obtained using similar size control samples equipped with a thermocouple and subjected to the identical annealing conditions. From these profiles, corrections for the effective diffusion times, to account for start-up and cool-down times, were computed using a numerical integration method described by Rothman (p 21 of Ref 22):
where T anneal is the average temperature in the flat region of the temperature-time profile which is usually very close to the nominal temperature, and Q is the activation energy that was initially based on the known value for Mg self-diffusion obtained from higher temperature radiotracer data (134 kJ/ mol) [44] , and then refined (127 kJ/mol) when the final lower temperature diffusivities from this study were obtained.
Subsequent Mg samples (Set 2) were tracer diffusion annealed at nominal temperatures of 250 and 475°C and suitable annealing times (Table 2 ) using an improved version of the capsule that had a thermocouple in the cap, and hence permitted direct temperature-time profile measurements that were subsequently used to correct for start-up and cool-down times. The 475°C sample was annealed in a further improvement of the capsule that had fins on its outer walls (Fig. 3a) to permit faster heat-up and cool-down times, and hence minimize the time correction required. All samples were quenched in liquid nitrogen on completion of the diffusion anneals. A temperature-time profile for a sample annealed at 475°C is show in Fig. 5 . The temperatures that were used for computing the effective diffusion anneal times (Table 3 ) and the final tracer diffusivities from the SIMS depth profiles corresponded to the average steadystate temperatures recorded on the temperature-time profiles. These temperatures and effective times seen in Table 3 were close to but not identical to the nominal temperatures and times initially selected.
A correction of about 9% to the diffusion time was computed for the Mg sample that was annealed at 475°C for $10 min. (Fig. 5) , assuming the time was only counted above a temperature of $300°C, since the cumulative time spent by the sample at temperatures lower than this (either during heat-up or cool-down) was found to have a negligible contribution to the effective time spent by the sample at the annealing temperature. For other samples annealed at lower temperatures and much longer times, the corrections were usually lower but depended upon when the time counter was initiated and terminated. In any case, a computation of the time correction is not relevant to the current study, since the numerical integration procedure (Eq 14) from the measured temperature-time profiles directly provided the effective time at the annealing temperature. Supplemental MS Excel files containing these calculations based on the temperature-time plots for the samples annealed at 250 and 475°C are provided.
SIMS Measurements
Typical SIMS conditions used for conducting depth profile measurements corresponded to the optimized conditions previously discussed in section 3.4. These conditions corresponded to an O 2 + primary ion beam with an extraction voltage of 5 kV, impact energy of 3 keV at an incidence angle of 37.5°, and an intentional O leak. Typical primary ion currents varied between 500-550 nA. The raster size was 2000:1cmlm Â 2000:1cmlm but only the central area of 33 lm in diameter was used for extraction of the secondary Mg + ions with the aid of an aperture lens system. The intensities for all the three Mg isotopes ( 24, 25, 26 Mg) were measured as a function of time. From the calibrated sputter rate (typically a few nm/s) that was assumed to be constant during the analysis, the depth corresponding to the time at which the secondary ion signals were collected was determined. The sputter rate was calculated from the total measurement time and the final crater depth that was measured usinga profilometer. As an example, the SIMS conditions used for the depth profiling for the 349.8°C (623 K), annealed sample are provided in Table 4 . For most of the samples in this study, depth profile measurements at two to four locations were typically done, see Table 5 . Since the tracer diffusion annealing experiments for the ''ortho'' samples were done along with the ''normal'' samples in the same diffusion capsule, the temperatures and effective times reported are the same.
Results
A non-linear least square fit of the SIMS data using the Gaussian thin-film solution, Eq 9, was used to compute the tracer diffusion coefficients at the specified temperatures. A representative example of the fitted SIMS profile for the Mg tracer diffusion sample at 349.8°C (623 K) for 0.919 h is shown in Fig. 6 . The residual error is also shown in the figure. The non-linear fitting was done using the Solver in Microsoft Excel, which is available as an add-on feature. The supplemental files with this paper include the raw and analyzed SIMS data for the normal and ortho samples at the temperatures listed in Table 3 . On account of surface artefacts in the near-surface region of SIMS depth profiles, the SIMS data from the first lm was not utilized for the non- The effective time computed using the numerical integration method described by Rothman [22] is 10 min Normal: diffusion direction along rod axis; Ortho: diffusion direction perpendicular or orthogonal to rod axis. Set 1: Measurement of temperature-time profile on identical control sample (no tracer); Set 2: Direct measurement linear fits. As previously mentioned, the non-linear fit also provides the tracer thickness and the background tracer concentration by using these as fitting parameters along with the diffusivity. The diffusivity was computed for each ''spot'' or location at which the SIMS data was collected, and then averaged. Table 5 provides the average Mg selfdiffusion coefficients at various temperatures along with their standard deviations that were obtained from the present work. As a comparison, the diffusivities obtained from Shewmon's radiotracer measurements in polycrystalline Mg rod specimens are also provided. [44] Arrhenius fits for the normal and ortho tracer diffusivities obtained from the present study are shown in Fig. 7 . The fitted Arrhenius parameters are provided in Table 6 . These are compared with the polycrystalline Arrhenius fits from the previous radiotracer measurements by Shewmon and Rhines. [44] Table 6 also provides the Arrhenius parameters for a fit that includes the polycrystalline data from both the present SIMS and radiotracer [44] studies (see Fig. 8 ).
Discussion
From Table 6 , it is seen that the activation energy and pre-exponential factor for the present SIMS data for both the normal and ortho samples are lower than those obtained from the previous radiotracer studies by Shewmon and Rhines. [44] Thus the extrapolated Arrhenius fit of the high temperature radiotracer (normal samples) data to lower temperatures (<450°C) where the SIMS measurements were carried out shows a negative deviation (Fig. 7) . The measured SIMS self-diffusivity at 475°C (748 K) compares quite favourably with that measured at 468°C (741 K) using the radiotracer method, thus indicating that the two approaches are reasonably consistent with each other. This appears to be the case in spite of the differences in the annealing conditions employed (10 min-SIMS, 62 h-radiotracer), and the differences in the purity levels (99.95 wt.%-SIMS, $99.9 wt.%-radiotracer [44] ). An Arrhenius fit to the polycrystalline data from both types of measurements (Fig. 8) shows surprisingly good agreement over a broad range of temperatures, 250-627°C (523-900 K), which is in line with the observation of Frank et al., [37] who carried out Ni tracer diffusion studies in NiAl using a combination of radiotracer and SIMS measurements. This appears to suggest a single diffusion mechanism in pure Mg, although a more conclusive analysis would require single crystal diffusion measurements over a broad range of temperatures. For example, it can be noted that Shewmon's high temperature data points [44] at 627°C (900 K) suggest an upward curvature of the Arrhenius plot that is consistent with a small contribution from divacancies, see the review by Mundy. [54] The self-diffusivities for the ortho samples were somewhat lower than the normal samples at 350°C (623 K) and 400°C (673 K), but were within the margin of error at 300°C (573 K). The Arrhenius parameters for the ortho data were obtained over a very narrow temperature range of 300-400°C. Extending the temperature range of measurements on such samples would be desirable for a better fit, and for exploring whether the differences in the selfdiffusivities between the normal and ortho samples are significant.
The standard deviations in the diffusion data based on multiple SIMS profile measurements on individual samples at lower temperatures (250, 300°C) were noticeably higher than those at higher temperatures. This may be indicative of a larger variation in the orientation-dependent diffusivity at lower temperatures, or a grain boundary diffusion field that affects SIMS profiles at locations that are less remote from grain boundaries. A one-to-one mapping of the SIMS diffusivities as a function of the local orientation and The polycrystalline self-diffusivities in Mg measured using either the SIMS (this work) or radiotracer methods [44] were higher than the experimental single crystal diffusivities reported [19, 45] , which in turn are higher than the theoretical predictions. [43] Thus it appears that in both methods, the effect of grain boundary diffusion cannot be completely ignored, even though the grain sizes were quite large in both cases (over 500 lm). A SIMS study as a function of grain size and grain orientation in isotropic and anisotropic materials at various temperatures would be helpful in Table 5 Mg self-diffusion coefficients (D*) in polycrystalline rod specimens using SIMS (this work) and radiotracer techniques [44] 
2.2% Normal Radiotracer
The diffusion coefficients at a specified temperature were determined at two to four locations on a single specimen with the SIMS technique, while they were determined in 1-2 specimens with the radiotracer technique. Normal and ortho directions are the same definitions as in Table 3 , s.d.: standard deviation T (K) Fig. 7 Self-diffusion data for polycrystalline Mg measured using SIMS (this work) and radiotracer (Shewmon and Rhines [44] ) methods. The diffusion direction is along the rod axis for ''normal'' samples and perpendicular to the rod axis for ''ortho'' samples. The independent Arrhenius fits to the SIMS and radiotracer data for normal samples are also shown assessing the role of grain boundary diffusion and orientation-dependent diffusivity on bulk diffusivity measurements in the initial Harrison B region. Data from such measurements could then be compared with corresponding single crystal measurements using both SIMS and radiotracer methods.
Even though SIMS-based tracer diffusion studies are more convenient than radiotracer diffusion studies, there is still a need to develop more efficient procedures for gathering SIMS data in order to facilitate the development of tracer diffusion databases that permit the use of the complete Onsager diffusion formalism. One such method based on an interdiffusion, isotopic analysis in a diffusion couple was recently discussed by Belova et al. [55] Additional high-throughput methods involving diffusion couples or co-deposition methods for alloys may also be explored for such measurements.
Since some naturally occurring elements in the periodic table are monoisotopic (e.g., Al, Co, Mn, etc.), it is essential to carry out radioactive tracer diffusion measurements in such cases using the conventional approach. [22] A dedicated SIMS system could also be employed for measurements involving radioactive isotopes, though such systems are not common. The recent availability of the rare and expensive 26 Al radioactive isotope [48] would be a good test case for more efficient tracer diffusion measurements, noting that Al tracer diffusion data in many commercial Al-alloy systems are not easily available.
An extension of this study to SIMS-based tracer diffusion measurements in Mg alloys is expected in a future publication.
Conclusions
The SIMS-based stable isotopic technique was used to measure the bulk self-diffusion coefficient of Mg at various temperatures ranging from 250 to 475°C (523 to 748 K) in large-grained polycrystalline specimens of high purity Mg. The diffusivity at the highest temperature of 475°C (748 K) compared reasonably well with the radiotracer measurement of Shewmon and Rhines [44] at 468°C (741 K). An Arrhenius fit that included both the SIMS and radiotracer bulk self-diffusion data in polycrystalline Mg rod specimens along a direction that was parallel to the rod axis gave good agreement with the measured diffusivities across a broad temperature range of 250-627°C (523-900 K).
Special experimental techniques developed during the course of this work included a UHV deposition system for low-oxygen isotopic thin-film deposition, and a modified Shewmon-Rhines annealing capsule for accurate temperature-time profile measurements of Mg tracer diffusion samples in a protected environment. Optimum conditions for minimizing sputter-roughening during SIMS depth profiling were established and utilized for the tracer diffusion measurements. A numerical procedure was employed to correct for heat-up and cool-down time corrections from the temperature-time profiles. A least-squares method based on the Gaussian thin-film solution was successfully used to obtain the diffusion coefficients along with the background tracer concentrations and the initial tracer film thicknesses from the measured SIMS depth profiles. Table 6 Arrhenius parameters for the Mg-self diffusion coefficients determined using the SIMS (this work) and radiotracer techniques [44] The Arrhenius parameters for the combined data are also shown. D 0 is the pre-exponential factor and Q is the activation energy; poly: polycrystalline; normal and ortho are defined in Table 3 T (K) Fig. 8 Arrhenius fit of Mg self-diffusion data using both SIMS (this work) and radiotracer data [44] in polycrystalline Mg (normal samples)
