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We prove the existence and give a construction procedure of Euclidean-invariant exact solutions to
the Wetterich equation[1] in d > 2 dimensions satisfying the naive boundary condition of a massive
and interacting real scalar φ4 theory in the ultraviolet limit as well as a generalised free theory in
the infrared limit. The construction produces the momentum-dependent correlation functions to all
orders through an iterative scheme, based on a self-consistent ansatz for the four-point function. The
resulting correlators are bounded at all regulator scales and we determine explicit bounds capturing
the asymptotics in the UV and IR limits. Furthermore, the given construction principle may be
extended to other systems and might become useful in the study of general properties of exact
solutions.
I. INTRODUCTION
In quantum field theory and related fields one rarely
has access to exact expressions for quantities of interest.
Instead, one generally resorts to approximation schemes
such as truncations of power series or lattice dicretisa-
tions. But the use of such approximations raises the
question of their respective reliability. In terms of observ-
ables, one is interested in quantitative bounds on devia-
tions from exact values. However, the necessity of renor-
malisation turns the analysis of such deviations into a
complicated task. They are commonly studied by inves-
tigating artificial regulator dependencies, the apparent
convergence of truncation schemes or by purely qualita-
tive methods such as apparent stability of features like
fixed points or phase transitions. Nonetheless, it usu-
ally remains very difficult and often practically impos-
sible to provide quantitative bounds on absolute errors
and hence to explicitly specify the region of applicability
of any given approximation procedure.
There are some notable exceptional cases in which ex-
act results have been obtained such as the Schwinger
model[2], the Thirring model[3] and the lattice φ43 and
φ4d>4 theories[4, 5]. Further exact results in quantum field
theoretical models[6], condensed matter physics[7] as well
as in hydrodynamics[8] and statistical mechanics[9] have
been obtained through the use of the “functional renor-
malization group” which is also at the core of this pa-
per. It constitutes a renormalisation scheme of the
path integral quantisation and leads to well known ex-
pressions for the renormalisation group flow. These in-
clude the Wegner-Houghton[10], the Polchinski[11] and
the Wetterich[1] equations, the latter being at the fo-
cus of this work. In particular, it is also routinely used
in studies of asymptotic safety scenarios of quantum
gravity[12, 13]. For reviews and further applications, see
[14–21].
The expansion of the Wetterich equation in powers
of quantum fields corresponds to an expansion in one-
particle irreducible vertices. It constitutes a countably
infinite tower of non-linear ordinary differential equations
encoding the renormalisation group flow of the correla-
tion functions of the quantum field theory at hand. As
will be demonstrated, it is possible to bootstrap formally
(in the sense of not necessarily analytic) exact solutions
to these equations by providing a well-behaved, consis-
tent set of low-order correlation functions and giving an
explicit construction procedure for the higher-order ones.
In this paper the above method is employed to con-
struct exact solutions to the Wetterich equation for quan-
tum field theories on Euclidean spacetimes of dimensions
d > 2 that satisfy the naive boundary conditions of mas-
sive and interacting real scalar φ4 theories in the classical
limit. This boundary condition corresponds to strictly fi-
nite renormalisations of all coupling constants and hence
does not agree with the rigorously known results for the
φ43 theory. In particular, the constructed solutions are
shown to correspond to generalised free quantum field
theories.
Nonetheless, I believe that exact solutions may provide
good grounds for further research on the functional renor-
malisation group and its applications. Through their con-
structive nature the solutions given in this paper may also
be able to open the door to more rigorous error estimates
because the knowledge of bounds on lower-order correla-
tors may be employed to produce bounds on higher-order
ones.
II. THE FUNCTIONAL RENORMALISATION
GROUP
Let us start with the Euclidean path integral quanti-
sation of a classical action SΛ for a real scalar field at a
UV regularisation scale Λ > 0. Then
exp [−Γ (φ)] =∫
DΛψ exp
[
−SΛ (φ+ ψ) +
(
D|φ Γ
)
(ψ)
]
,
(1)
where DΛ denotes the regularised path integral measure
and Γ is the effective action. For clarity and brevity we
shall use Fre´chet derivatives instead of functional deriva-
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2tives throughout this work which are related by(
D|φ Γ
)
(ψ) =
∫
Rd
δΓ (φ)
δφ (x)
ψ (x) dx (2)
for all test functions ψ. Introducing the effective average
action Γk,Λ, one obtains[22, 23]
exp [−Γk,Λ (φ)] =
∫
DΛψ exp
[
− SΛ (φ+ ψ)
+
(
D|φ Γk,Λ
)
(ψ)− 1
2
〈ψ,Rkψ〉
]
,
(3)
where Rk is a suitable scale-dependent regulator and 〈·, ·〉
denotes the standard inner product on L2
(
Rd
)
. In par-
ticular, for k → 0 the regulator Rk should vanish such
that limk→0 Γk,Λ reproduces the ordinary effective action
Γ. On the other extreme Rk should diverge when k → Λ
so that it acts as a delta functional with respect to the
path integral ensuring limk→Λ Γk,Λ ≈ SΛ[1] although it is
known that this correspondence involves a reconstruction
problem[23].
Through the standard derivations one also obtains the
Wetterich equation[1, 24, 25]
∂kΓk,Λ (φ) =
1
2
TrΛ
[
(∂kRk)
(
Γ
(2)
k,Λ
∣∣∣
φ
+Rk
)−1]
, (4)
where Γ
(2)
k,Λ
∣∣∣
φ
denotes the second derivative of Γk,Λ at
φ interpreted as an operator1. For particularly well-
behaved regulators one may now simply take the limit
Λ→∞ in this equation, removing the necessity of a UV
cutoff Λ and leading to the “Λ-free”[23] form of equa-
tion 4. Let us refer to the resulting object of interest as
Γk = limΛ→∞ Γk,Λ to which we shall devote our attention
throughout this paper.
Expanding the right hand side of this Λ-free equation
in powers of a real scalar field φ gives us
∂kΓk (φ) =
1
2
∞∑
n=1
1
n!
Tr
[
(∂kRk) (D
n|0A)
(
φ⊗n
)]
, (5)
where A (φ) =
(
Γ
(2)
k
∣∣∣
φ
+Rk
)−1
and the n = 0 term
is deleted because it does not contribute to observables.
Expanding the left hand side in powers of φ and compar-
ing the coefficients leads to
∂k D
n|0 Γk
(
φ⊗n
)
=
1
2
Tr
[
(∂kRk) (D
n|0A)
(
φ⊗n
)]
. (6)
We now wish to find an explicit expression for Dn|0A
1 i.e for all test functions ψ1, ψ2 on Rd we have〈
ψ∗1 , Γ
(2)
k
∣∣∣
φ
ψ2
〉
=
∫
Rd
ψ1 Γ
(2)
k,Λ
∣∣∣
φ
ψ2 =
(
D2
∣∣
φ
Γk
)
(ψ1, ψ2) .
which may be achieved inductively by noting that(
D|φA
)
(ψ) = −A (φ) ◦
(
D|φ Γ(2)k
)
(ψ) ◦A (φ) , (7)
or for short
D|φA = −A ◦D Γ(2)k ◦A . (8)
An educated guess produces the induction hypothesis
DnA =
∑
c∈C(n)
(−1)#c n!
c!
A ◦
#c∏
l=1
[
Dcl Γ
(2)
k ◦A
]
, (9)
where C (n) denotes the set of all multi-indices with posi-
tive entries that are combinations2 of the natural number
n, e.g
C (3) = {(1, 1, 1) , (1, 2) , (2, 1) , (3)} . (10)
In equation 9, #c is the length of such a multi-index and
c! =
#c∏
l=1
(cl!) , |c| =
#c∑
l=1
cl = n (11)
for all n ∈ N and any c ∈ C (n). The inductive proof of
equation 9 is given in appendix A. Inserting this result
into equation 6 then yields
∂k D
n|0 Γk
(
φ⊗n
)
=
1
2
∑
c∈C(n)
(−1)#c n!
c!
Tr
{
(∂kRk)A (0)
#c∏
l=1
[(
Dcl |0 Γ(2)k
) (
φ⊗cl
)
A (0)
]}
.
(12)
Equation 12 expresses all possible one-loop diagrams gen-
erated by an arbitrary action Γk contributing to the
renormalisation group flow of a given correlation func-
tion. As is common practice, we shall work with them
explicitly in the Fourier picture3. Restricting ourselves
to translation-invariant quantum field theories, for every
n ∈ N there is a (k-dependent) function κn4 such that
(Dn|0 Γk) (φ1 ⊗ ...⊗ φn) = (2pi)
d
2 (2−n)
∫
(Rd)n−1
κn (p1, ..., pn−1; k) φ˜1 (p1) ...φ˜n−1 (pn−1)
φ˜n (− [p1 + ...+ pn−1]) dp1...dpn−1
(13)
for all test functions φ1, .., φn. These κn are pre-
cisely the commonly considered one-particle irreducible
2 Partitions including permutations
3 We define the Fourier transform f˜ of a measurable function f :
Rd → R as
f˜ (p) = (2pi)−
d
2
∫
Rd
exp [−ipx] f (x) dx
whenever the integral converges.
4 The prefactors (2pi)
d
2
(2−n) are chosen such that they vanish in
position space.
3n-point functions in Fourier space stripped of their delta-
functions:
Γ
(n)
k (p1, ..., pn) = κn (p1, ..., pn−1) δ (p1 + ...+ pn) (14)
Consequently, any such Dn|0 Γk is translation invariant
in the sense that
(Dn|0 Γk) (Tφ1 ⊗ ...⊗ Tφn)
= (Dn|0 Γk) (φ1 ⊗ ...⊗ φn)
(15)
for all translations T of Rd by the properties of the
Fourier transform. Furthermore, such a Dn|0 Γk is ob-
viously O (d)-invariant whenever the corresponding κn
is5. To simplify equations from this point on, any k-
dependence will be suppressed whenever it does not lead
to ambiguities. Since Fre´chet derivatives are invariant
under permutations there are corresponding symmetries
of the κn: For all σ ∈ Symn−1
κn
(
pσ(1), ..., pσ(n−1)
)
= κn (p1, ..., pn−1) (16)
and also
κn (p1, ..., pn−1) =
κn (− [p1 + ...+ pn−1] , p2, ..., pn−1) (17)
for all p1, ..., pn−1 ∈ Rd. We shall refer to functions f
satisfying these symmetries as Sym∗n−1 symmetric
6. It
remains to phrase equation 12 in terms of the correlation
functions κn. While the left-hand side is simple, let us
look at the right-hand side first: If the expression within
the trace is viewed as an integral operator the trace can
be evaluated by integration along the diagonal. From the
definition of the κn we already know the integral form
of the derivatives of Γk and it only remains to express
Rk appropriately. It is common practice to define Rk in
momentum space as a family of multiplication operators
parameterised by k, i.e[FRkF−1φ] (p) = r¯ (p; k)φ (p) (18)
for some r¯ : R×R>0 → R7. The role of r¯ is to contribute
a “momentum-dependent mass” that protects against IR
singularities and at the same time screens UV divergences
5 The action of O (d) on a function g : (Rd)n → R is the standard
one, defined as
(Og) (p1, ..., pn) = g
(
O−1p1, ..., O−1pn
)
for all O ∈ O (d) and p1, ..., pn ∈ Rd.
6 “Sym” standing for the symmetric (permutation) group and “∗”
for the involution given by
(p1, ..., pn−1) 7→ (− [p1 + ...+ pn−1] , p2, ..., pn−1) .
The full group Sym∗n−1 of symmetries is isomorphic to Symn but
the underlying action is a non-standard one on (n− 1)-tuples,
hence the alternative naming.
7 We use r¯ to avoid confusion with the commonly used shape func-
tion r defined as
r¯ (p) = p2r
(
p2
k2
)
.
at any finite scale k > 0 by a rapid decay for large mo-
menta. Thus, r¯ and κ2 have to be treated on similar
footings so that we have to demand
r¯ (q) = r¯ (−q) (19)
for all q ∈ Rd in accordance with the Sym∗1 symmetry
of κ2. Choosing a Sym
∗
1-violating regulator would gen-
erate further symmetry-breaking terms leading to unde-
sirable contributions that are not translation invariant.
The trace in equation 12 then becomes
Tr {...} = (2pi)− |c|d2
∫
(Rd)|c|−1
λc
(
p1, ..., p|c|−1
)
× φ˜ (p1) ...φ˜
(
p|c|−1
)
× φ˜ (− [p1 + ...+ p|c|−1])dp1...dp|c|−1 ,
(20)
where
λc
(
p11, ..., p
1
c1 , ..., p
#c
#c−1
)
=
∫
Rd
(∂kr¯) (q)
[κ2 (q) + r¯ (q)]
2
κ2+c#c
p#c1 , ..., p#cc#c−1,− #c∑
a=1
c#c−1∑
b=1
pab , q

#c−1∏
l=1
κ2+cl
(
pl1, ..., p
l
cl
, q −∑la=1∑clb=1 pab)
(κ2 + r¯)
(
q −∑la=1∑clb=1 pab) dq .
(21)
This represents an integral over an arbitrary one-loop
diagram containing all possible vertices in closed form.
Let us now collect the above and rewrite equation 12
as
0 =
∫
(Rd)n−1
[
(2pi)
d
(∂kκn) (p1, ..., pn−1)
− 1
2
∑
c∈C(n)
(−1)#c n!
c!
λc (p1, ..., pn−1)
]
× φ˜ (− [p1 + ...+ pn−1]) φ˜ (p1) ...φ˜ (pn−1)
dp1...dpn−1 .
(22)
Before the fundamental lemma of the calculus of vari-
ations may be invoked here, we need to polarise this
equation, allowing for arbitrary test functions of the form
φ1⊗...⊗φn instead of purely diagonal ones φ⊗n. However,
this polarisation will leave the κn part invariant (after
proper substitutions of the integral variables) by equa-
tion 13 due to its Sym∗n−1 symmetry. Therefore, such a
polarisation is exactly the same as a Sym∗n−1 symmetri-
sation. Hence, simply defining
λ¯c (p1, ..., pn−1) =
1
n!
∑
σ∈Symn
λc
(
pσ(1), ..., pσ(n−1)
)
(23)
where we set pn = − [p1 + ...+ pn−1] sidesteps the ex-
plicit polarisation. Invoking the fundamental lemma of
the calculus of variations then leads to
∂kκn =
1
2 (2pi)
d
∑
c∈C(n)
(−1)#c n!
c!
λ¯c . (24)
4This is an equivalent formulation of equation 12 and will
be referred to as the flow equation of the correlation func-
tion κn. While these equations for arbitrary n ∈ N are
certainly implied by the Λ-free form of equation 4 if
• Γk is analytic,
• φ 7→
(
Γ
(2)
k
∣∣∣
φ
+Rk
)−1
is analytic,
• the sum in equation 5 may be pulled out of the
trace
the converse is not necessarily true: A given solution
might not correspond to an analytic Γk, that is the formal
series
∞∑
n=1
(2pi)
d
2 (2−n)
n!
∫
(Rd)n−1
κn (p1, ..., pn−1)
× φ˜ (− [p1 + ...+ pn−1]) φ˜ (p1) ...φ˜ (pn−1)
dp1...dpn−1
(25)
might diverge for some non-zero test function φ.
Nonetheless, in the study of differential equations a lot
of insight is often gained by an initial broadening of the
space of admissible solutions and in this spirit, one might
even expect such formal solutions to be very important
for the general study of the Wetterich equation.
One further remark is in order at this point: Upon solv-
ing equation 4 it is not clear whether there always exists a
corresponding SΛ satisfying equation 3 amounting to the
reconstruction problem [12]. Especially, a possible non-
uniqueness of solutions to equation 4 casts doubts on a
positive conjecture. The situation is made even less clear
by studying solutions to the Λ-free version of the Wet-
terich equation due to the difficulty of non-regularised
path integrals.
III. A CONSTRUCTIVE SOLUTION FOR THE
CORRELATION FUNCTIONS
A full solution to the flow equations 24 with κm 6= 0
for some m ∈ N≥3 of course seems rather difficult to find
due to the non-linear structure of the λ¯c terms. This
is the reason why one in practise usually truncates the
equations at a finite n ∈ N. There are, however, precisely
three terms on the right hand side of equation 24 for n ∈
N≥3 revealing a somewhat linearish structure, namely
c = (n) ⇒ λ¯c depends linearly on κn+2
c = (n− 1, 1) ⇒ λ¯c depends linearly on κn+1
c = (1, n− 1) ⇒ λ¯c depends linearly on κn+1
(26)
Phrased differently, for all n ∈ N≥3 there exist linear
operators In implicitly depending on {κ2, r¯} and Jn im-
plicitly depending on {κ2, κ3, r¯} such that
Inκn+2 = −2 (2pi)d ∂kκn + nJnκn+1
+
∑
c∈C(n)\{(n),(n−1,1),(1,n−1)}
(−1)#c n!
c!
λ¯c .
(27)
The significance of this equation lies in the fact, that the
right-hand side depends only on {κ2, ..., κn+1, r¯}. Sup-
pose now, that all In possess right inverses ρn, i.e map-
pings such that In ◦ ρn = id. Then, setting
κn+2 = ρn
[
− 2 (2pi)d ∂kκn + nJnκn+1
+
∑
c∈C(n)\{(n),(n−1,1),(1,n−1)}
(−1)#c n!
c!
λ¯c
] (28)
will evidently solve equation 27. This fact suggests the
following approach for solving the flow equation for the
correlators:
1. For some N ∈ N find κ1, ..., κN+1 satisfying equa-
tion 24 for all n ∈ N<N
2. Find a right inverse ρN of IN
3. Construct κN+2 as in equation 28
4. Increase N by 1 and go back to step 2
This iterative construction will produce κn for all n ∈ N
and they will satisfy their respective flow equation. Evi-
dently, this construction depends crucially on the initial
κ1, ..., κN+1 which have to be given as input for all values
of momenta and the scale k. Furthermore, in every iter-
ation there may be several right inverses to choose from
because the kernel of any In might be non-empty. Hence,
this procedure is quite different from the usual approach
of giving specific boundary conditions at some scale k (or
at k → ∞). In fact, it shall be demonstrated that im-
posing the naive boundary condition of a real scalar φ4
theory in the UV limit k → ∞ does not guarantee the
uniqueness of solutions to equation 24. However, before
diving into the specifics of φ4 theory, we shall give explicit
expressions for the In and particularly simple choices of
linear right inverses ρn. For brevity, define
K (q) =
(∂kr¯) (q)
[κ2 (q) + r¯ (q)]
2 , (29)
allowing to write
λ(n) (p1, ..., pn−1) =
∫
Rd
K (q)
× κn+2 (p1, ..., pn−1,− [p1 + ...+ pn−1] , q) dq .
(30)
By the Sym∗n+1 symmetry of κn+2, this is Sym
∗
n−1 sym-
metric such that λ¯(n) = λ(n) and
λ¯(n) (p1, ..., pn−1)
=
∫
Rd
K (q)κn+2 (p1, ..., pn−1,−q, q) dq .
(31)
5Thus one may write
(Inf) (p1,..., pn−1) =∫
Rd
K (q) f (p1, ..., pn−1,−q, q) dq
(32)
for all functions f :
(
Rd
)n+1 → R where the integral
exists. The reason for allowing arbitrary functions f and
not just Sym∗n+1 symmetric ones is to facilitate the proof
given in appendix B that the yet to be defined ρn are
indeed right inverses of the corresponding In. An obvious
choice of linear right inverse of the above In is given by
(ρ¯ng) (p1, ..., pn+1) =
g (p1, ..., pn−1)∫
Rd K
(33)
However, in general such ρ¯ng will not be Sym
∗
n+1 sym-
metric whenever g is Sym∗n−1 symmetric which is unac-
ceptable here, as it would generate terms that are not
momentum conserving. Taking ρ¯n as an ansatz and suc-
cessively eliminating all Sym∗n+1-violating terms gener-
ated by the action of Sym∗n+1 on functions of the form
ρ¯ng where g is taken to be Sym
∗
n−1 symmetric leads to
the much better choice
(ρng) (p1, ..., pn+1) =
∑
J⊆{0,...,n+1}
bn−1−#J2 c∑
l=0
αn#J,l(∫
Rd K
)n−#J−l ∫
(Rd)n−1−#J−l
g (pJ ,−s1, s1, ...,−sl, sl, t1, ..., tn−1−#J−2l)
×K (s1) ...K (sl)K (t1) ...K (tn−1−#J−2l)
ds...dt...
(34)
with
αna,b =
(−1)n−1−a−b
n
2n−1−a−2b
(
n− 1− a− b
b
)
. (35)
In the above expression we have defined p0 =
− [p1 + ...+ pn+1] and introduced the shorthand nota-
tion pJ := pJ1 , ..., pJ#J . Note that the particular order
of the corresponding momenta p in the above expression
does not matter since g is presumed symmetric. Hence,
we do not need another sum over all permutations of
index sets J . For a proof that ρn when restricted to
Sym∗n−1-symmetric functions is indeed a right inverse of
In see appendix B.
It is obvious that ρn is a linear operator and thus a
particular simple choice of right inverse of κn. Further-
more, it preserves O (d)-invariance provided K itself is
O (d)-invariant. In our naive approach to φ4 theory, we
shall consider a two-point function that does not scale
with k and approximates the free propagator
κ2,free (p) = m
2 + ‖p‖2 (36)
for some mass m. Hence, any k scaling of K comes from
the choice of a regulator. Furthermore, common regula-
tors scale like k2 at small momenta leading to an overall
k scaling of K as k−3. A simple power counting in equa-
tion 34 then reveals that ρn scales like k
3−d. This fact
is remarkable, as it indicates that in d > 3 dimensions
the correlators constructed through ρn are strongly sup-
pressed for large k. This simplifies the control of the
“classical limit” k → ∞, as one usually considers only
a finite set of nonzero correlation functions in this limit.
The small k behaviour is precisely the opposite. Here
ρn grows arbitrarily large, possibly leading to IR diver-
gences.
IV. SOLVING THE FLOW EQUATIONS
We shall consider a real scalar quantum field theory in
d Euclidean dimensions without spontaneous symmetry
breaking with the “classical limit”
lim
k→∞
κ2 (p) = κ2,free (p) = m
2 + ‖p‖2
lim
k→∞
κ4 (p, q, r) =
λ
|m|d−4
∀n ∈ N \ {2, 4} : lim
k→∞
κn = 0
(37)
for some m ∈ R, λ > 08 where the limits should be
understood in a distributional sense9. In particular, for
k → ∞ all odd correlation functions vanish. We shall
now set N = 3 and proceed as outlined in the preceding
section. The reason for setting N = 3 is of course to be
able to satisfy the boundary condition for κN+1 = κ4 for
k →∞. We thus choose the ansatz
κ4 (p, q, r; k) =
λ
|m|d−4
exp
[
− ‖p‖
d
+ ‖q‖d + ‖r‖d + ‖p+ q + r‖d + |m|d
k |m|d−1
] (38)
which is obviously Sym∗3 and O (d) invariant and satisfies
equation 37. The rationale for choosing this particular
form for κ4 is to keep the upcoming integrals as simple
as possible and to ensure a rapid decrease of κ4 and its k
derivatives for k → 0. The latter is paramount for con-
trolling the divergent k behaviour of ρn in this limit. At
the same time, all higher correlators as generated by the
ρn will vanish in the UV due to the very same k-scaling.
The most natural choice for the lower odd correlators is
κ3 = 0 and κ1 = 0 , (39)
which alongside the given construction procedure guar-
antees the vanishing of all odd correlators because
• for all odd n ∈ N any c ∈ C (n) contains an odd
entry,
8 The κ4 limit has been chosen such that λ is dimensionless.
9 Technically speaking, κn is a distribution on R(n−1)d and the k
limits should be understood as pointwise convergence.
6• the chosen ρn are linear.
This implements the standard Z2 symmetry such that
only even correlators have to be dealt with. Equation 28
then simplifies to
κ2n+2 = ρ2n
[
− 2 (2pi)d ∂kκ2n
+
∑
c∈C¯(2n)\{(2n)}
(−1)#c (2n)!
c!
λ¯c
]
,
(40)
where C¯ (n) ⊂ C (n) denotes the set of combinations with
even entries. The next step is now to find κ2, since the
flow equation for κ1 is trivially satisfied. Equation 24 for
n = 2 reads
∂kκ2 (p) = − 1
2 (2pi)
d
(I2κ4) (p)
= − 1
2 (2pi)
d
∫
Rd
K (q)κ4 (p,−q, q) dq ,
(41)
which in general cannot be expected to have a solution
that can be put in closed form due to the dependence
of K on r¯ and κ2. One may, however, show that the
differential equation may be solved iteratively as is done
in appendix C. The initial ansatz is chosen to be the free
propagator κ2,free and the regulator is chosen as
r¯ (p; k) =
‖p‖2
exp
[
‖p‖2
k2
]
− 1
, (42)
both of which are O (d)-invariant. It is then demon-
strated that whenver
0 ≤ λ <
(√
3− 1
)
d 2d+1pi
d
2−1Γ
(
d
2
)
, (43)
a bounded, O (d)-invariant and smooth (in its momen-
tum argument as well as in k) solution satisfying the
boundary condition 37 exists and is approached by the
iterative scheme. Note that the upper bound for λ does
not denote a critical coupling, it merely ensures that
rather straightforward estimates may be applied. We
shall henceforth assume λ to be bounded as in equation
43. At the core of the proof lies the inequality
1
m2 + ‖p‖2 + r¯ (p) ≤
1
m2 + k2
, (44)
leading to the existence of a κ2 > m
2 satisfying
κ2 (p; k) = κ2,free (p; k) +
1
2
(2pi)
−d
∫ ∞
k
∫
Rd
∂k′r (q; k
′)
[κ2 (q; k′) + r¯ (q; k′)]
2κ4 (p,−q, q; k′) dq dk′ .
(45)
The iterative construction procedure of κ2 also guaran-
tees the existence of the IR limit k → 0. Note however,
that in this limit κ2 does not correspond to the free prop-
agator. Once we know κ2, constructing the higher-order
correlation functions is straightforward employing equa-
tion 40. Their respective O (d)-invariance follows from
that of K. It remains to discuss the behaviour of the cor-
relators in the IR limit k → 0 and the UV limit k → ∞
respectively: Obviously κ4 vanishes in the limit of k → 0.
As is proved in appendix D for all n ∈ N≥2 there are con-
stants B0,12n > 0 such that
‖κ2n‖L∞ ≤ B0,12n
|m|2+(2−d)(n−1)+(n−2)(1+∆) k
(k + |m|)(n−2)(1+∆)+1
(46)
for
∆ =
{
1 d ≥ 4
d− 3 d < 4 . (47)
These equations establish the central result of this work:
For d > 2 all higher correlators vanish in both limits
k → 0 and k → ∞. Thus, the IR limit is a non-
interacting theory with a non-trivially momentum depen-
dent propagator κ2 - a generalised free theory. It may also
be possible that the given solutions generalise to d = 2,
since the proofs only make use of the property that the
UV behaviour of
∣∣∂lkκ4∣∣ is bounded by ∼ k−l. It is, how-
ever, even bounded by ∼ k−l−1 whenever l ∈ N which
should guarantee the correct UV limits, while equation 46
still ensures trivial IR limits. A formal argument showing
this has not yet been produced.
In the definition of κ4 in equation 38, note that the
argument in the exponential can be multiplied by any
positive real number and still all estimates hold analo-
gously with modified constants. Furthermore, the bound-
ary conditions at k → ∞ remain satisfied and all higher
correlators vanish at k = 0 upon such a modification of
κ4. At the same time, the IR limit of κ2 will in gen-
eral be different. Such ansatzes do not correspond to a
rescaling of k since the k dependence of r¯ remains un-
altered. Instead, they lead to different flows solving the
flow equations for the correlators.
V. THE FLOW OF THE DIMENSIONLESS
POTENTIAL
It is possible to extract the quantum potential from
the correlators by examining their behaviour at zero mo-
mentum. Of particular interest is the flow of the dimen-
sionless potential v given by
v (s) :=
∞∑
n=1
κ2n (0, ..., 0)
k2+(2−d)(n−1)
s2n
(2n)!
. (48)
It is appropriate to analyse its dimensionless flow, i.e
k∂kv which we shall examine in the limits k → 0 and
k → ∞. The κ2 contribution is determined by equation
45 where the second term on the right-hand side is non-
negative for all p ∈ Rd. Hence,
lim
k→0
κ2 (0)
k2
≥ lim
k→0
κ2,free (0)
k2
=∞ (49)
7so that the resulting two-point correlator contains a gap
that is bounded from below by the bare gap. Further-
more,
lim
k→0
k∂k
κ2 (0)
k2
≤ lim
k→0
[‖∂kκ2‖L∞
k
− 2κ2,free (0)
k2
]
≤ lim
k→0
[
(2pi)
−d
2
R1A
0
4
|m|3 k
(k2 +m2)
2 − 2
κ2,free (0)
k2
]
= −∞
(50)
for constants R1, A
0
4 ≥ 0, where the ‖∂kκ2‖L∞ estimate
is taken from equation D26 in appendix D. Thus, the con-
tribution of the propagator to the dimensionless potential
diverges in the limit of k → 0 which may be expected,
since m is taken to not scale with k. The UV limits
become
lim
k→∞
κ2 (0)
k2
= lim
k→∞
m2
k2
= 0 (51)
and
lim
k→∞
k∂k
κ2 (0)
k2
≤ lim
k→∞
[‖∂kκ2‖L∞
k
− 2m
2
k2
]
≤ lim
k→∞
[
(2pi)
−d
2
R1A
0
4
|m|3 k
(k2 +m2)
2 − 2
m2
k2
]
= 0 .
(52)
Thus in the limit of k → ∞ the corresponding contri-
bution to v vanishes and the solution lives in the deep-
Euclidean region. For the contributions from the higher
correlators, we use theorem 11 from appendix D to pro-
duce the estimates
‖κ2n‖L∞ ≤ B0,x2n
|m|2+(2−d)(n−1)+(n−2)(1+∆) kx
(k + |m|)(n−2)(1+∆)+x
, (53)
‖∂kκ2n‖L∞ ≤ B1,x2n
|m|2+(2−d)(n−1)+(n−2)(1+∆) kx
(k + |m|)(n−2)(1+∆)+1+x
(54)
with constants B0,x2n , B
1,x
2n ≥ 0 for all x ∈ N and n ∈ N≥2.
Hence, for all such n,∣∣∣k∂k κ2n (0, ..., 0)
k2+(2−d)(n−1)
∣∣∣ ≤ ∣∣∣∣∂kκ2n (0, ..., 0)k1+(2−d)(n−1)
∣∣∣∣
+
∣∣∣∣2 + (2− d) (n− 1)k2+(2−d)(n−1) κ2n (0, ..., 0)
∣∣∣∣ . (55)
With the previous inequalities, we then obtain
lim
k→0
∣∣∣∣ κ2n (0, ..., 0)k2+(2−d)(n−1)
∣∣∣∣ ≤ B0,max{1,3+(2−d)(n−1)}2n
×
( |m|
k
)2+(2−d)(n−1)−max{1,3+(2−d)(n−1)}
= 0 .
(56)
Likewise
lim
k→0
∣∣∣∣∂kκ2n (0, ..., 0)k1+(2−d)(n−1)
∣∣∣∣ ≤ B1,max{1,2+(2−d)(n−1)}2n
×
( |m|
k
)1+(2−d)(n−1)−max{1,2+(2−d)(n−1)}
= 0 ,
(57)
so that v and k∂kv in the limit of small k are fully deter-
mined by the κ2 contributions. For large k the estimates∣∣∣∣ κ2n (0, ..., 0)k2+(2−d)(n−1)
∣∣∣∣ ≤ B0,12n ( |m|k
)(3−d+∆)(n−2)+4−d
(58)∣∣∣∣∂kκ2n (0, ..., 0)k1+(2−d)(n−1)
∣∣∣∣ ≤ B1,12n ( |m|k
)(3−d+∆)(n−2)+4−d
(59)
produce meaningful bounds whenever d ≤ 4:
lim
k→∞
∣∣∣∣ κ2n (0, ..., 0)k2+(2−d)(n−1)
∣∣∣∣ ≤

0 d ≤ 4
B0,12n d = 4
∞ otherwise ,
(60)
∣∣∣∣∂kκ2n (0, ..., 0)k1+(2−d)(n−1)
∣∣∣∣ ≤

0 d ≤ 4
B1,12n d = 4
∞ otherwise .
(61)
Thus,
lim
k→∞
|v (s)| ≤
{
0 d < 4∑∞
n=2B
0,1
2n
s2n
(2n)! d = 4
(62)
and
lim
k→∞
|k∂kv (s)| ≤
{
0 d < 4∑∞
n=2 Y2n
s2n
(2n)! d = 4 ,
(63)
for Y2n = B
1,1
2n + |2 + (2− d) (n− 1)|B0,12n . In particu-
lar no definite statement is obtained by these methods
for d > 4. However, the κ4 contribution to v may be
calculated explicitly:
k∂k
κ4 (0, 0, 0)
k4−d
= λ exp
[
−|m|
k
]
×
(
(4− d)
( |m|
k
)4−d
+
( |m|
k
)5−d)
.
(64)
Hence,
lim
k→∞
k∂k
κ4 (0, 0, 0)
k4−d
=
{
0 d ≤ 4
−∞ otherwise . (65)
so that for d = 4 the beta function of the quartic term
of the dimensionless potential vanishes in the limit of
k →∞.
In d < 4 we see that the dimensionless potential as
well as its flow vanishes in the large k limit owing to the
fact that κ2 and κ4 are bounded and have positive mass
dimensions. In the case of d = 4 the dimensionless poten-
tial is obviously non-vanishing while the fate of its flow
in the limit of k → ∞ is unclear. A numerical analysis
8showed that the coefficients Y2n with d = 4 grow so fast
that a zero radius of convergence is probable. Thus, we
do not obtain a useful estimate of limk→∞ |k∂kv (s)| in
this case.
VI. CONCLUSIONS
It has been demonstrated that a Euclidean invariant
exact solution to equation 24 satisfying the boundary
conditions 37 exists and may be constructed as outlined
in the last section. Furthermore, explicit bounds on the
flow as given by equation 46 and more generally by the
methods applied in appendices C and D may be utilized
to approximate the flow of any given correlation function
to arbitrary precision. By construction, the mass and
the quartic coupling only undergo finite renormalisations
during the flow from k → ∞ to k → 0. Thus, the the-
ory in the latter limit does not correspond to the known
φ43 result which requires infinite renormalisations. This
raises the question of how to determine the physically
correct boundary conditions in the large k limit which
is of course intimately connected with the physically ap-
propriate choice of classical action SΛ. Conversely, one
may ask how a given renormalisation group flow deter-
mines SΛ which precisely amounts to the reconstruction
problem[23]. With SΛ being unknown in this case, it is
unclear whether limk→0 Γk is independent of the choice
of renormalisation scheme. In particular it was demon-
strated that the flow was not uniquely determined by
limk→∞ Γk. Hence, it may be expected that there is a
yet to be uncovered connection between exact solutions
to the flow equations and a possibly unique physical one.
The given solution was obtained through a very
straightforward construction procedure that essentially
enables the extrapolation of higher-order correlation
functions from a set of lower-order ones. Though these
extrapolations should not be expected to be unique, one
may hope that their asymptotic behaviour for small and
large values of k are strongly constrained. Such con-
straints can then reveal lots of structure of the higher
correlators. In particular, the construction principle may
be extended to models with multiple scalar fields as well
as fermions without gauge symmetries. Applying simi-
lar choices of ρn operators to systems truncated at finite
n ∈ N may then give hints for or against the applicabil-
ity of the truncations in use and possibly even enable the
explicit calculation of uncertainties.
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Appendix A: Proof of the Derivative Identity for the
Propagator
Before stepping into the induction proof, note that
equation 9 corresponds to equation 8 for n = 1. In order
to further shorten notation, let us write
〈c〉 = 〈c1, ..., cl〉 = A ◦
#c∏
l=1
(
Dcl Γ
(2)
k ◦A
)
(A1)
for all l ∈ N and any multi-index c ∈ Nl. Furthermore,
define two operations on such multi-indices. First, let
sj : Nl → Nl
(n1, ..., nl) 7→ (n1, ..., nj−1, 1 + nj , nj+1, ..., nl)
(A2)
for any j ∈ N with j ≤ l and second,
tj : Nl → Nl+1
(n1, ..., nl) 7→ (n1, ..., nj−1, 1, nj , ..., nl)
(A3)
for any j ∈ N with j ≤ l + 1. Assuming the validity of
equation 9 for a fixed n ∈ N, we obtain
Dn+1A =
∑
c∈C(n)
(−1)1+#c n!
c!
1+#c∑
j=1
〈tj (c)〉
+
∑
c∈C(n)
(−1)#c n!
c!
#c∑
j=1
〈sj (c)〉 .
(A4)
It is apparent that sj and tj are both injective maps from
C (n) to C (n+ 1) for all possible j. Thus, we may equally
well sum over C (n+ 1) instead of C (n) giving
Dn+1A =
∑
c∈C(n+1)
(−1)#c n!
c!
#c∑
j=1
cj=1
〈c〉
+
∑
c∈C(n+1)
(−1)#c n!
c!
#c∑
j=1
cj 6=1
cj 〈c〉 ,
(A5)
where it is now obvious that
Dn+1A =
∑
c∈C(n+1)
(−1)#c n!
c!
#c∑
j=1
cj 〈c〉
=
∑
c∈C(n+1)
(−1)#c (n+ 1)!
c!
〈c〉 .
(A6)
This proves equation 9.
9Appendix B: Proof that In ◦ ρn = id
Let us fix a real Sym∗n−1-symmetric function g on(
Rd
)n−1
and compute Inρng. In order to facilitate the
proof, let us split ρng into the following parts defined by
restricting the sum over J in equation 34:
• ρ1ng where J contains no index ≥ n
• ρ2ng where J contains precisely one index ≥ n
• ρ3ng where J contains precisely two indices ≥ n
Then, Inρng = Inρ
1
ng + Inρ
2
ng + Inρ
3
ng by the linearity
of In
10. Hence, it suffices to analyse the three parts in-
dividually: The first part becomes
(
Inρ
1
ng
)
(p1, ..., pn−1) =
∑
J⊆{0,...,n−1}
bn−1−#J2 c∑
l=0
αn#J,l(∫
Rd K
)n−#J−l ∫
(Rd)n−1−#J−l
∫
Rd
K (q)
g (pJ ,−s1, s1, ...,−sl, sl, t1, ..., tn−1−#J−2l)
K (s1) ...K (sl)K (t1) ...K (tn−1−#J−2l)
dq ds...dt... ,
(B1)
where pJ contains neither q nor −q allowing the evalua-
tion of the q integral. Thus,
(
Inρ
1
ng
)
(p1, ..., pn−1) =
∑
J⊆{0,...,n−1}
bn−1−#J2 c∑
l=0
αn#J,l(∫
Rd K
)n−1−#J−l ∫
(Rd)n−1−#J−l
g (pJ ,−s1, s1, ...,−sl, sl, t1, ..., tn−1−#J−2l)
K (s1) ...K (sl)K (t1) ...K (tn−1−#J−2l)
ds...dt... .
(B2)
In the second part pJ contains either q or −q. But since
K (q) = K (−q) by equation 19 both contributions are
identical. Removing the index n or n + 1 respectively
from J and inserting q explicitly then leads to
(
Inρ
2
ng
)
(p1, ..., pn−1) = 2
∑
J⊆{0,...,n−1}
bn−2−#J2 c∑
l=0
αn#J+1,l(∫
Rd K
)n−1−#J−l ∫
(Rd)n−2−#J−l
∫
Rd
K (q)
g (pJ , q,−s1, s1, ...,−sl, sl, t1, ..., tn−2−#J−2l)
K (s1) ...K (sl)K (t1) ...K (tn−2−#J−2l)
dq ds...dt... ,
(B3)
10 This splitting makes sense, because In is also defined for non-
Symn+1-symmetric functions.
where the factor of 2 comes from the two possibilities of
picking either n or n + 1. Relabelling q to tn−1−#J−2l
simplifies this part to
(
Inρ
2
ng
)
(p1, ..., pn−1) =
∑
J⊆{0,...,n−1}
bn−2−#J2 c∑
l=0
2αn#J+1,l(∫
Rd K
)n−1−#J−l ∫
(Rd)n−1−#J−l
g (pJ ,−s1, s1, ...,−sl, sl, t1, ..., tn−1−#J−2l)
K (s1) ...K (sl)K (t1) ...K (tn−1−#J−2l)
ds...dt... ,
(B4)
where the similarity to equation B2 is immediate. In the
third part J contains both n and n+ 1 corresponding to
pJ containing both q and −q. Removing these indices
from J , one obtains
(
Inρ
3
ng
)
(p1, ..., pn−1) =
∑
J⊆{0,...,n−1}
bn−3−#J2 c∑
l=0
αn#J+2,l(∫
Rd K
)n−2−#J−l ∫
(Rd)n−3−#J−l
∫
Rd
K (q)
g (pJ ,−q, q,−s1, s1, ...,−sl, sl, t1, ..., tn−3−#J−2l)
K (s1) ...K (sl)K (t1) ...K (tn−3−#J−2l)
dq ds...dt... .
(B5)
Relabelling q to sl+1 and shifting the index l by 1 leads
to
(
Inρ
3
ng
)
(p1, ..., pn−1) =
∑
J⊆{0,...,n−1}
bn−1−#J2 c∑
l=1
αn#J+2,l−1(∫
Rd K
)n−1−#J−l ∫
(Rd)n−1−#J−l
g (pJ ,−s1, s1, ...,−sl, sl, t1, ..., tn−1−#J−2l)
K (s1) ...K (sl)K (t1) ...K (tn−1−#J−2l)
ds...dt... .
(B6)
It is now straightforward to add up the parts in equations
B2, B4 and B6. Furthermore, the coefficients αna,b may
be determined by demanding Inρng = g translating to
nαnn−1,0 = 1
∀a ∈ {0, ..., n− 4} , b ∈
{
1, ...,
⌊
n− 2− a
2
⌋}
:
αna,b + 2α
n
a+1,b + α
n
a+2,b−1 = 0
∀a ∈ {0, ..., n− 3} , n− a odd :
αna,(n−1−a)/2 + α
n
a+2,(n−3−a)/2 = 0
∀a ∈ {0, ..., n− 2} :
αna,0 + 2α
n
a+1,0 = 0 .
(B7)
Here the first factor of n comes from the n different sub-
10
sets of {0, ..., n− 1} of length n − 1. All these subsets
give the same contribution to Inρng due to the Sym
∗
n−1
symmetry of g. As may easily be verified, equation 35
solves these recursion relations. Furthermore, this solu-
tion is unique because all αna,b for n ∈ N and a, b ∈ N0
with a+2b ≤ n−1 are uniquely determined by the values
of αnn−1,0.
Appendix C: Existence Proof of κ2
Let κ12 (p; k) = m
2 + ‖p‖2 and for any n ∈ N define
κn+12 (p; k) = κ
1
2 (p) +
1
2 (2pi)
d
∫ ∞
k
∫
Rd
∂k′r (q, k
′)
[κn2 (q; k
′) + r¯ (q, k′)]2
κ4 (p,−q, q; k′) dq dk′
(C1)
which obviously satisfies the boundary condition 37 if the
integrals are finite. The first thing to note is that κn2 ≥ κ12
for all n ∈ N, since κ12 > 0, κ4 ≥ 0 and by equation 42
the regulator contribution is positive. Thus, by equation
44
1
[κn2 (q) + r¯ (q)]
2 ≤
1
[m2 + k2]
2 (C2)
which together with
∂kr¯ (q) =
‖q‖4
k3
(
cosh
[
‖q‖2
k2
]
− 1
) ≤ 2k (C3)
leads to
∂kr¯ (q)
[κn2 (q) + r¯ (q)]
2 ≤
2k
[m2 + k2]
2 . (C4)
Inserting this into the recursion relation C1 leads to
κn2 (p) ≤ κ12 (p) +
(2pi)
−d
λ
|m|d−4
∫ ∞
k
∫
Rd
k′
[m2 + k′2]2
× exp
[
−2 ‖p‖
d
+ 2 ‖q‖d + |m|d
k′ |m|d−1
]
dq dk′
= κ12 (p) + (2pi)
−d sd−1
2d
λ |m|3
∫ ∞
k
× k
′2
[m2 + k′2]2
exp
[
−2 ‖p‖
d
+ |m|d
k′ |m|d−1
]
dk′ .
(C5)
where sn denotes the surface area of the unit n-sphere.
Estimating the exponential by 1 and extending the inte-
gral to [0,∞) immediately gives the result
κn2 (p) ≤ κ12 (p) + (2pi)−d
sd−1
2d
λ |m|3
×
∫ ∞
0
k′2
[m2 + k′2]2
dk′
≤ κ12 (p) + (2pi)−d pi
sd−1
8d
λm2
(C6)
which in a slightly more compact form reads∥∥κn2 − κ12∥∥L∞ ≤ (2pi)−d pisd−18d λm2 := tdλm2 (C7)
for all n ∈ N. Note that the numerical factor td in front
of λm2 is rather small: It is 1/8 for d = 1 and goes to
zero rather rapidly for larger values of d.
We shall now show that the mapping κn2 7→ κn+12 given
by equation C1 actually is a contraction for values of λ
not being too large. To this end, note that
κn2 (q) + r¯ (q)
κ12 (q) + r¯ (q)
=
κ12 (q) + r¯ (q)
κ12 (q) + r¯ (q)
+
κn2 (q)− κ12 (q)
κ12 (q) + r¯ (q)
≤ 1 + tdλ m
2
κ12 (q) + r¯ (q)
≤ 1 + tdλ
(C8)
and hence∣∣∣[κn+12 (q) + r¯ (q)]−2 − [κn2 (q) + r¯ (q)]−2∣∣∣
=
[
2r¯ (q) + κn2 (q) + κ
n+1
2 (q)
] ∣∣κn2 (p)− κn+12 (q)∣∣[
κn+12 (q) + r¯ (q)
]2
[κn2 (q) + r¯ (q)]
2
≤
[
2r¯ (q) + κn2 (q) + κ
n+1
2 (q)
] ∣∣κn2 (p)− κn+12 (q)∣∣
[κ12 (q) + r¯ (q)]
4
≤ 2 (1 + tdλ)
∣∣κn2 (q)− κn+12 (q)∣∣
[κ12 (q) + r¯ (q)]
3
≤ 21 + tdλ
m2
∥∥κn2 − κn+12 ∥∥L∞
[κ12 (q) + r¯ (q)]
2 .
(C9)
Using this estimate to compare two successive iterates
one finally arrives at∣∣κn+22 (p)− κn+12 (p) ∣∣
≤ 21 + tdλ
m2
∥∥κn2 − κn+12 ∥∥L∞
2 (2pi)
d
∫ ∞
k
∫
Rd
× ∂k′r (q; k
′)
[κ12 (q) + r¯ (q)]
2κ4 (p,−q, q; k′) dq dk′
≤ 21 + tdλ
m2
∥∥κn2 − κn+12 ∥∥L∞ ∥∥κ22 − κ12∥∥L∞
≤ 2 (1 + tdλ) tdλ
∥∥κn+12 − κn2∥∥L∞ ,
(C10)
or for short∥∥κn+22 −κn+12 ∥∥L∞ ≤
2 (1 + tdλ) tdλ
∥∥κn+12 − κn2∥∥L∞ . (C11)
The factor in front is smaller than one whenever
0 ≤ λ <
√
3− 1
2td
, (C12)
or equivalently equation 43 is satisfied. The upper bound
is a function that grows rather rapidly starting at a value
of approximately 2.93 for d = 1. From now on, we assume
λ to satisfy inequality C12. Thus, by the completeness of
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L∞
(
Rd
)
we have proven the convergence of the sequence
(p 7→ κn2 (p; k))n∈N to some p 7→ κ2 (p; k) in L∞
(
Rd
)
for
all k ∈ [0,∞). Also, κ2 has to be a fixed point of the
iteration map such that equation 45 is satisfied where the
right hand side is continuous with respect to k, since the
integrand is non-singular for all k′ ≥ 0. Thus, κ2 is also
k-continuous on [0,∞) as well. But then the right-hand
side is differentiable with respect to k on all of [0,∞), so
that
∂kκ2 (p) = −1
2
(2pi)
−d
×
∫
Rd
∂kr (q)
[κ2 (q) + r (q)]
2κ4 (p,−q, q) dq
(C13)
for all k ∈ R≥0. Hence, κ2 satisfies the flow equa-
tion. Furthermore, the right-hand side is obviously k-
differentiable so that ∂2kκ2 may be expressed through κ2
and ∂kκ2. Hence, ∂
2
kκ2 is again k-differentiable. Iterating
this argument then shows that κ2 is smooth with respect
to k. The p-smoothness of κ2 is immediate from equation
45 by the regularity of κ4. For the O (d)-invariance of κ2,
note that κ4 and r¯ as well as κ
1
2 areO (d)-invariant. Thus,
by equation C1 each iterate κn2 is also O (d)-invariant.
Since the set of all O (d)-invariant functions in L∞ (Rd)
is closed, the limit point κ2 has to lie in this set as well.
Appendix D: Bounding the Higher Correlators
Let us assume that all higher correlators have been
constructed by virtue of equation 40. It then remains
to find useful bounds ascertaining the correct UV limits
as well as non-singular IR limits. The key to this, is a
proper estimate for the k-derivatives of κ2. Before we
can produce such estimates, we shall need corresponding
ones for κ4 and r¯. Let us begin with the regulator for
which we have the relation
∂kr¯ (q) =
2
k3
r¯ (q)
[
‖q‖2 + r¯ (q)
]
(D1)
that may easily be derived from equation 42. It hints at
the following identity for all l ∈ N0 and some constants
βla,b ∈ R:
∂lkr¯ (q) =
l+1∑
a=1
l+1−a∑
b=0
βla,bk
2−l−2a−2br¯ (q)a
[
‖q‖2 + r¯ (q)
]b (D2)
which can straightforwardly be proved by induction. The
constants βla,b are recursively defined by
βl+1a,b = (2− l − 2a− 2b)βla,b
+ 2aβla,b−1 + 2bβ
l
a−1,b
β0a,b =
{
1 a = 1, b = 0 ,
0 otherwise
(D3)
for all l ∈ N0 and a, b ∈ Z. The next theorem will allow
to find an estimate for such expressions.
Theorem 1. Let a ∈ N and b ∈ N0. Then,
sup
q∈Rd
∣∣∣∣r¯ (q)a [‖q‖2 + r¯ (q)]b∣∣∣∣ ≤ k2(a+b)(1 + ba
)b
. (D4)
Proof. For b = 0 the statement is obvious since r¯ (q) ≤
k2. Hence, let us assume that b ∈ N. Since
r¯ (q)
a
[
‖q‖2 + r¯ (q)
]b
is actually a smooth function of
‖q‖2, we may look for local extrema by differentiating
with respect to ‖q‖2. Then, a necessary condition for
‖q‖2 at a maximum is
a
[
‖q‖2 + r¯ (q)
]
∂‖q‖2 r¯ (q)
+ br¯ (q)
[
1 + ∂‖q‖2 r¯ (q)
]
= 0 .
(D5)
Now, note that the exponential regulator also admits the
following simple identity for q 6= 0:
∂‖q‖2 r¯ (q) =
r¯ (q)
‖q‖2
[
1− 1
k2
(
‖q‖2 + r¯ (q)
)]
(D6)
which inserted into the previous equation gives us the
equivalent condition
1 =
r¯ (q)
k2
+
a
a+ b
‖q‖2
k2
(D7)
after some simple algebra. We perform a change of vari-
ables to y = ‖q‖
2
k2 and obtain
exp y = 1 +
(a+ b) y
a+ b− ay (D8)
as a further equivalent expression for the extremality
even including the case q = 0. Note, that the apparently
excluded case ay = a+ b is not relevant, since it does not
solve the derivative test as is obvious from equation D7.
Furthermore,
∂
∂y
(
1 +
(a+ b) y
a+ b− ay
)
=
(
a+ b
a+ b− ay
)2
> 0 , (D9)
such that for ay > a + b we have the right-hand side of
equation D8 being monotonically increasing with y and
lim
y→∞
(
1 +
(a+ b) y
a+ b− ay
)
= 1− a+ b
a
= − b
a
< 0 , (D10)
spoiling equation D8. Thus, we conclude that all extrema
lie in the interval y ∈ [0, a+ba ). But then, at a maximum
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we have
r¯ (q)
a
[
‖q‖2 + r¯ (q)
]b
=
(
‖q‖2
exp y − 1
)a(
‖q‖2 + ‖q‖
2
exp y − 1
)b
= k2(a+b)
(
y
exp y − 1
)a(
y +
y
exp y − 1
)b
= k2(a+b)
(
y
(a+b)y
a+b−ay
)a(
y +
y
(a+b)y
a+b−ay
)b
= k2(a+b)
(
1− a
a+ b
y
)a(
1 +
b
a+ b
y
)b
≤ k2(a+b)
(
1 +
b
a
)b
,
(D11)
where we have used y ∈ [0, a+ba ) in the last estimate.
Corollary 2. Applying this estimate to the regulator
derivatives, we obtain
‖∂nk r¯‖L∞ ≤ k2−n
n∑
a=1
n+1−a∑
b=0
∣∣βna,b∣∣ (1 + ba
)b
. (D12)
Hence, there is a constant Rn ≥ 0 such that
‖∂nk r¯‖L∞ ≤ Rnk2−n (D13)
for all n ∈ N0.
Corollary 3. Applying the estimate to K and employing
equation 44 leads to
‖K‖L∞ ≤ R1
k
(k2 +m2)
2 . (D14)
Having obtained the appropriate estimates for the reg-
ulator, the next step towards the κ2 estimates is to study
κ4.
Theorem 4. For all l ∈ N0 there exist constants Al4 ≥ 0
such that
sup
p∈Rd
∫
Rd
∣∣∂lkκ4 (p, q,−q)∣∣dq ≤ Al4 |m|3 k
kl + |m|l
. (D15)
Proof. As can easily be proved by induction, we have
∂lkκ4 (p, q, r) = κ4 (p, q, r)
l∑
a=0
γla |m|a−ad k−a−l
×
(
‖p‖d + ‖q‖d + ‖r‖d + ‖p+ q + r‖d + |m|d
)a
(D16)
for all l ∈ N0, p, q, r ∈ Rd. The constants γla ∈ R are
determined by
γl+1a = − (a+ l) γla + γla−1 ,
γ0a =
{
1 a = 0 ,
0 otherwise
(D17)
for all a ∈ Z. Expanding the above, we get
∣∣∂lkκ4 (p, q,−q) ∣∣ ≤ λ l∑
a=0
a∑
b=0
(
a
b
)
2b
∣∣γla∣∣
× |m|4−d+a−ad k−a−l
(
2 ‖p‖d + |m|d
)a−b
× ‖q‖bd exp
[
−2 ‖p‖
d
+ 2 ‖q‖d + |m|d
k |m|d−1
] (D18)
which allows us to perform the q integral, such that∫
Rd
∣∣∂lkκ4 (p, q,−q)∣∣dq ≤ sd−12d λ
l∑
a=0
a∑
b=0
×
(
a
b
)
b!
∣∣γla∣∣ k1+b−a−l (2 ‖p‖d + |m|d)a−b
× |m|3+(b−a)(d−1) exp
[
−2 ‖p‖
d
+ |m|d
k |m|d−1
]
.
(D19)
Let us again expand this, leading to∫
Rd
∣∣∂lkκ4 (p, q,−q)∣∣dq ≤ sd−12d λ
l∑
a=0
a∑
b=0
a−b∑
c=0
×
(
a
b
)(
a− b
c
)
b! 2c
∣∣γla∣∣ |m|3+a−b−cd
× k1+b−a−l ‖p‖cd exp
[
−2 ‖p‖
d
+ |m|d
k |m|d−1
]
,
(D20)
allowing us to produce the estimate
sup
p∈Rd
∫
Rd
∣∣∂lkκ4 (p, q,−q)∣∣dq ≤ sd−12d λ
l∑
a=0
a∑
b=0
×
(
a
b
)
b!
∣∣γla∣∣ |m|3+a−b k1+b−a−l exp [−|m|k
]
+
sd−1
2d
λ
l∑
a=0
a∑
b=0
a−b∑
c=1
(
a
b
)(
a− b
c
)
b!
( c
e
)c ∣∣γla∣∣
× |m|3+a−b−c k1+b+c−a−l exp
[
−|m|
k
]
.
(D21)
For l = 0, the above reduces to
sup
p∈Rd
∫
Rd
|κ4 (p, q,−q)|dq
≤ sd−1
2d
λ
∣∣γ00 ∣∣ |m|3 k exp [−|m|k
]
≤ sd−1
2d
∣∣γ00 ∣∣ |m|3 k ,
(D22)
which is precisely of the desired form. For l ∈ N and all
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a, b, c ∈ N0 with a− b− c ≥ 0 the following is valid:
exp
[
−|m|
k
]
≤

(
|m|
k
)a−b−c
(a− b− c)! +
(
|m|
k
)l+a−b−c
(l + a− b− c)!

−1
=
kl+a−b−c |m|b+c−a
1
(a−b−c)!k
l + 1(l+a−b−c)! |m|l
≤ (l + a− b− c)!k
l+a−b−c |m|b+c−a
kl + |m|l
.
(D23)
Inserting this into equation D21 yields
sup
p∈Rd
∫
Rd
∣∣∂lkκ4 (p, q,−q)∣∣dq
≤ sd−1
2d
λ
l∑
a=0
a∑
b=0
(
a
b
)
b!
∣∣γla∣∣ (l + a− b)! |m|3 kkl +ml
+
sd−1
2d
λ
l∑
a=0
a∑
b=0
a−b∑
c=1
(
a
b
)(
a− b
c
)
b!
( c
e
)c ∣∣γla∣∣
× (l + a− b− c)! |m|
3
k
kl +ml
.
(D24)
Finally, the relevant estimates for κ2 can be proved:
Theorem 5. Let n ∈ N. Then, there exists a constant
Bn2 ≥ 0 such that
‖∂nk κ2‖L∞ ≤ Bn2
m2
kn
. (D25)
Proof. Let us first consider the case n = 1:
‖∂kκ2‖L∞
≤ (2pi)
−d
2
‖K‖L∞ sup
p∈Rd
∫
Rd
|κ4 (p, q,−q)|dq
≤ (2pi)
−d
2
R1A
0
4
|m|3 k2
(k2 +m2)
2
≤ (2pi)
−d
4
R1A
0
4
m2
k
,
(D26)
where the second inequality follows from corollary 3 and
theorem 4. Let us now proceed by induction. Fix some
n ∈ N and assume that the theorem holds for all l ∈ N≤n.
Then∥∥∂n+1k κ2∥∥L∞
≤ (2pi)
−d
2
n∑
l=0
(
n
l
)∥∥∂lkK∥∥L∞
× sup
p∈Rd
∫
Rd
∣∣∂n−lk κ4 (p, q,−q)∣∣dq
≤ (2pi)
−d
2
n∑
l=0
(
n
l
)
An−l4 |m|3 k
kn−l + |m|n−l
∥∥∂lkK∥∥L∞ .
(D27)
But, also∥∥∂lkK∥∥L∞
≤
l∑
a=0
a∑
b=0
(
l
a
)(
a
b
)∥∥∂1+l−ak r¯∥∥L∞
×
∥∥∥∂a−bk (κ2 + r¯)−1∥∥∥
L∞
∥∥∥∂bk (κ2 + r¯)−1∥∥∥
L∞
≤
l∑
a=0
a∑
b=0
(
l
a
)(
a
b
)
R1+l−ak1+a−l
×
∥∥∥∂a−bk (κ2 + r¯)−1∥∥∥
L∞
∥∥∥∂bk (κ2 + r¯)−1∥∥∥
L∞
.
(D28)
While equation 9 has been derived in a non-commutative
algebra of operators, it also holds in a similar form in the
commutative algebra of functions. Thus, together with
equation 44 and the induction hypothesis, we obtain∥∥∥∂lk (κ2 + r¯)−1∥∥∥
L∞
≤
∑
c∈C(l)
l!
c!
1
m2 + k2
#c∏
a=1
‖∂cak κ2‖L∞ + ‖∂cak r¯‖L∞
m2 + k2
≤
∑
c∈C(l)
l!
c!
1
m2 + k2
#c∏
a=1
(Bca2 +Rca) k
−ca
=
k−l
m2 + k2
∑
c∈C(l)
l!
c!
#c∏
a=1
(Bca2 +Rca)
=: Bl2,r
k−l
m2 + k2
(D29)
for all l ∈ N≤n ∪ {0}, where we set B02,r = 1. Inserted
into the previous equation, this gives us
∥∥∂lkK∥∥L∞ ≤ l∑
a=0
a∑
b=0
(
l
a
)(
a
b
)
R1+l−ak1+a−l
×Ba−b2,r
kb−a
m2 + k2
Bb2,r
k−b
m2 + k2
=: BlK
k1−l
(m2 + k2)
2
(D30)
for all l ∈ N≤n∪{0}. Finally, inserting this into equation
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D27 leads to∥∥∂n+1k κ2∥∥L∞ ≤ (2pi)−d2
n∑
l=0
(
n
l
)
An−l4 B
l
K
× |m|
3
k2−l
(m2 + k2)
2
(
kn−l + |m|n−l
)
≤ (2pi)
−d
4
n∑
l=0
(
n
l
)
An−l4 B
l
K
m2
kn+1
.
(D31)
From this proof, we also obtain the following extremely
useful corollaries:
Corollary 6. For all l ∈ N0, there is a constant Bl2,r ≥ 0
such that∥∥∥∂lk (κ2 + r¯)−l∥∥∥
L∞
≤ Bl2,r
k−l
m2 + k2
. (D32)
Corollary 7. For all l ∈ N0, there is a constant BlK ≥ 0
such that ∥∥∂lkK∥∥L∞ ≤ BlK k1−l(m2 + k2)2 . (D33)
Having obtained these estimates concerning κ2, only
a few estimates regarding the exponential regulator are
needed before turning to ρ2n. As a start, we have the
following theorem.
Theorem 8. For all natural numbers l ∈ N0, there exist
constants R¯l ≥ 0 such that∥∥∂lkr¯∥∥L1 ≤ R¯lk2+d−l . (D34)
Proof. The use of equation D2 yields
∥∥∂lkr¯∥∥L1 ≤ l∑
a=1
l+1−a∑
b=0
∣∣βla,b∣∣ k2−l−2a−2b
×
∫
Rd
r¯ (q)
a
[
‖q‖2 + r¯ (q)
]b
dq
= sd−1
l∑
a=1
l+1−a∑
b=0
∣∣βla,b∣∣ k2+d−l
×
∫ ∞
0
t2a+2b+d−1 exp
[
t2
]b
(exp [t2]− 1)a+b
dt ,
(D35)
where the integral is finite since a ≥ 1 and b ≥ 0.
Corollary 9. For all natural numbers n ∈ N0, there exist
constants CnK > 0 such that
‖∂nkK‖L1 ≤ CnK
kd+1−n
(m2 + k2)
2 . (D36)
Proof. We obviously have
‖∂nkK‖L1
≤
n∑
l=0
l∑
a=0
(
n
l
)(
l
a
)∥∥∂1+n−lk r¯∥∥L1
×
∥∥∥∂l−ak (κ2 + r¯)−1∥∥∥
L∞
∥∥∥∂ak (κ2 + r¯)−1∥∥∥
L∞
≤
n∑
l=0
l∑
a=0
Bl−a2,r B
a
2,rR¯1+n−l
kd+1−n
(m2 + k2)
2 .
(D37)
Theorem 10. For all natural numbers n ∈ N0, there
exist constants C¯nK ≥ 0 such that∣∣∣∂nk ‖K‖−1L1 ∣∣∣ ≤ C¯nK (k2 +m2)2kd+1 k−n . (D38)
Proof. We have
‖K‖L1
=
∫
Rd
∂kr¯ (q)
[κ2 (q) + r¯ (q)]
2 dq
≥
∫
Rd
∂kr¯ (q)[
‖q‖2 + (1 + tdλ)m2 + k2
]2 dq
=
sd−1
k3−d
∫ ∞
0
td+3
[
cosh
(
t2
)− 1]−1[
t2 + 1 + (1 + tdλ)λ
m2
k2
]2 dt
≥ sd−1k
d−3[
2 + (1 + tdλ)
m2
k2
]2 ∫ 1
0
td+3
[cosh (t2)− 1]dt
≥ sd−1
max {2, 1 + tdλ}2
Xd
kd+1
[k2 +m2]
2
(D39)
with Xd > 0 being the numerical value of the integral
which is finite for d ≥ 1. Thus, by inverting both sides
the theorem is true for n = 0. For n ∈ N note that
|∂nk ‖K‖L1 | ≤ ‖∂nkK‖L1 since K ≥ 0. Thus,∣∣∣∂nk ‖K‖−1L1 ∣∣∣
≤
∑
c∈C(n)
n!
c!
‖K‖−1L1
#c∏
l=1
‖∂clk K‖L1
‖K‖L1
≤
∑
c∈C(n)
n!
c!
C¯0K
(
k2 +m2
)2
kd+1
#c∏
l=1
C¯0kC
cl
Kk
−cl
=
(
k2 +m2
)2
kd+1+n
∑
c∈C(n)
n!
c!
(
C¯0K
)#c+1 #c∏
l=1
CclK .
(D40)
Now, we finally turn to our estimates of the higher
correlation functions.
Theorem 11. Define ∆ as in equation 47. Then, for all
n ∈ N≥2, x ∈ N and l ∈ N0 there exist constants Bl,x2n ≥ 0
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such that∥∥∂lkκ2n∥∥L∞ ≤ Bl,x2n |m|d+(2−d)n+(n−2)(1+∆) kx
(k + |m|)(n−2)(1+∆)+x+l
. (D41)
Proof. Let us begin with a proof of the statement for κ4
i.e for n = 2. We know from equation D16, that
‖∂lkκ4‖L∞ ≤ λ
l∑
a=0
∣∣γla∣∣ |m|4−d+a−adka+l exp
[
−|m|
k
]
× sup
y∈R
(
y2 + |m|d
)a
exp
[
− y
2
k |m|d−1
]
.
(D42)
This expands to
‖∂lkκ4‖L∞ ≤ λ
l∑
a=0
a∑
b=0
(
a
b
) ∣∣γla∣∣ |m|4−d+a−bdka+l
× exp
[
−|m|
k
]
sup
y∈R
y2b exp
[
− y
2
k |m|d−1
]
,
(D43)
such that
‖∂lkκ4‖L∞ ≤ λ exp
[
−|m|
k
] l∑
a=0
(∣∣γla∣∣ |m|4−d+aka+l
+ λ
a∑
b=1
(
a
b
)(
b
e
)b ∣∣γla∣∣ |m|4−d+a−bka+l−b
)
.
(D44)
But from equation D23 we have for all a, b ∈ N0 with
a ≥ b and all x ∈ N
exp
[
−|m|
k
]
≤ (x+ l + a− b)!k
x+l+a−b |m|b−a
kx+l + |m|x+l
. (D45)
Inserted into the previous equation, this yields
‖∂lkκ4‖L∞ ≤ λ
l∑
a=0
∣∣γla∣∣
(
(x+ l + a)! kx
kx+l + |m|x+l
|m|4−d
+
a∑
b=1
(
a
b
)(
b
e
)b
(x+ l + a− b)!
kx+l + |m|x+l
kx |m|4−d
)
.
(D46)
The result then follows from
1
kx+l + |m|x+l
≤ 2x+l−1 1
(k + |m|)x+l
. (D47)
Let us now fix some n ∈ N≥2 and assume the theorem
to be true for all l ∈ N≥2 with l ≤ n. It needs to be
shown that the theorem also holds for κ2n+2 as given
by equation 40. By the linearity of ρ2n it suffices to
show this for ρ2n∂kκ2n and ρ2nλ¯c separately for all c ∈
C¯ (2n)\{(2n)}. In either case, for l ∈ N0 and a sufficiently
regular Sym∗2n−1-symmetric function g we have∥∥∂lkρ2ng∥∥L∞
≤
∑
J⊆{0,...,2n+1}
b 2n−1−#J2 c∑
l=0
l∑
a=0
a∑
b=0
(
l
a
)(
a
b
)
× ∣∣α2n#J,l∣∣ ∥∥∂l−ak g∥∥L∞ ∥∥∂a−bk K⊗2n−1−#J−l∥∥L1
×
∣∣∣∂bk ‖K‖−(2n−#J−l)L1 ∣∣∣ ,
(D48)
where we have used that
∫
Rd K = ‖K‖L1 since K > 0.
Employing corollary 9, we get
∥∥∂akK⊗b∥∥L1 ≤ ∑
α∈Nc0
|α|=a
a!
α!
b∏
j=1
∥∥∂αjk K∥∥L1
≤
∑
α∈Nb0
|α|=a
a!
α!
b∏
j=1
C
αj
K
kd+1−αj
(m2 + k2)
2
=: Da,cK
(
kd+1
(m2 + k2)
2
)b
k−a
(D49)
for all a, b ∈ N011. Furthermore, from theorem 10 one
has∣∣∣∂ak ‖K‖−bL1 ∣∣∣ ≤ ∑
α∈Nb0
|α|=a
a!
α!
c∏
j=1
∣∣∣∂αjk ‖K‖−1L1 ∣∣∣
≤
∑
α∈Nb0
|α|=a
a!
α!
b∏
j=1
C¯
αj
K
(
k2 +m2
)2
kd+1
k−αj
=: D¯a,bK
((
m2 + k2
)2
kd+1
)b
k−a
(D50)
for all a ∈ N0 and b ∈ N. The insertion of these two
inequalities into equation D48 reveals the important in-
11 The case b = 0 is trivial as K⊗0 = 1.
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termediate result∥∥∂lkρ2ng∥∥L∞
≤
∑
J⊆{1,...,2n+2}
b 2n−1−#J2 c∑
j=0
l∑
a=0
a∑
b=0(
l
a
)(
a
b
) ∣∣α2n#J,j∣∣
×Da−b,2n−1−#J−jK D¯b,2n−#J−jK
×
(
m2 + k2
)2
kd+1+a
∥∥∂l−ak g∥∥L∞
:=
l∑
a=0
El,a2n
(
m2 + k2
)2
kd+1+a
∥∥∂l−ak g∥∥L∞ .
(D51)
The divergent behaviour for k → 0 elucidates the need
for the extremely strong IR regularity of κ4 as imposed
in equation 38. Now, consider the case g = ∂kκ2n and
x ∈ N:∥∥∂lkρ2n∂kκ2n∥∥L∞
≤
l∑
a=0
El,a2n
(
m2 + k2
)2
kd+1+a
∥∥∂l+1−ak κ2n∥∥L∞
≤
l∑
a=0
El,a2nB
l+1−a,x+d+1+a
2n
(
m2 + k2
)2
kd+1+a
× |m|
d+(2−d)n+(n−2)(1+∆)
kx+d+1+a
(k + |m|)(n−2)(1+∆)+l+2+d+x
=
l∑
a=0
El,a2nB
l+1−a,x+d+1+a
2n
×
(
m2 + k2
)2 |m|d−3−∆
(k + |m|)d+1−∆
× |m|
d+(2−d)(n+1)+(n−1)(1+∆)
kx
(k + |m|)(n−1)(1+∆)+l+x
≤
l∑
a=0
El,a2nB
l+1−a,x+d+1+a
2n
× |m|
d+(2−d)(n+1)+(n−1)(1+∆)
kx
(k + |m|)(n−1)(1+∆)+l+x
.
(D52)
This is the expected result and also shows that the use
of these methods requires d− 3−∆ ≥ 0. Otherwise, the
last inequality would not generally hold. It remains to
estimate the ρ2nλ¯c terms. Let c ∈ C¯ (2n) \ {(2n)}. Then,
obviously
∥∥∂lkλ¯c∥∥L∞ ≤ ∥∥∂lkλc∥∥L∞ , (D53)
so that we need not bother with symmetrisation. In total,
for g = λ¯c and l ∈ N0 we get∥∥∂lkρ2nλ¯c∥∥L∞
≤
l∑
a=0
El,a2n
(
m2 + k2
)2
kd+1+a
∥∥∂l−ak λc∥∥L∞ . (D54)
Estimating
∥∥∂l−ak λc∥∥L∞ is rather cumbersome with∥∥∂lkλc∥∥L∞ ≤ l∑
a=0
a∑
b=0
(
l
a
)(
a
b
)∥∥∂l−ak K∥∥L1
×
∥∥∥∥∂a−bk ([κ2 + r]−1)⊗#c−1∥∥∥∥
L∞
×
∥∥∥∥∥∥∂bk
#c⊗
j=1
κ2+cj
∥∥∥∥∥∥
L∞
(D55)
for all l ∈ N0. However, using corollary 9 and 6 one
obtains∥∥∂lkλc∥∥L∞
≤
l∑
a=0
a∑
b=0
(
l
a
)(
a
b
)
Cl−aK
kd+1−l+a
(m2 + k2)
2
×
∑
α∈N#c−10
|α|=a−b
(a− b)!
α!
#c−1∏
j=1
B
αj
2,r
k−αj
m2 + k2
×
 ∑
β∈N#c0
|β|=b
b!
β!
#c∏
i=1
∥∥∥∂βik κ2+ci∥∥∥
L∞

=
l∑
a=0
a∑
b=0
(
l
a
)(
a
b
)
Cl−aK
kd+1−l+b
(m2 + k2)
#c+1
×
∑
α∈N#c−10
|α|=a−b
(a− b)!
α!
B
αj
2,r
×
 ∑
β∈N#c0
|β|=b
b!
β!
#c∏
i=1
∥∥∥∂βik κ2+ci∥∥∥
L∞

:=
∑
β∈N#c0
|β|≤l
F l,βc k
d+1−l+|β|
(m2 + k2)
#c+1
#c∏
j=1
∥∥∥∂βjk κ2+cj∥∥∥
L∞
.
(D56)
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Inserting this result into equation D54 yields∥∥∂lkρ2nλ¯c∥∥L∞
≤
l∑
a=0
∑
β∈N#c0
|β|≤l−a
El,a2nF
l−a,β
c
× k
|β|−l
(m2 + k2)
#c−1
#c∏
j=1
∥∥∥∂βjk κ2+cj∥∥∥
L∞
:=
∑
β∈N#c0
|β|≤l
Gl,βc k
|β|−l
(m2 + k2)
#c−1
#c∏
j=1
∥∥∥∂βjk κ2+cj∥∥∥
L∞
,
(D57)
so that we just need to use proper estimates for∥∥∥∂βnk κ2+cn∥∥∥
L∞
. To that end, let x ∈ N be arbitrary and
fix some multi-index X ∈ N#c0 with |X| = x+ l. Invoking
the induction hypothesis leads to the conclusion∥∥∥∂βjk κ2+cj∥∥∥
≤ Bβj ,Xj2+cj
|m|d+(2−d)(
cj
2 +1)+(
cj
2 −1)(1+∆) kXj
(k + |m|)(
cj
2 −1)(1+∆)+Xj+βj
(D58)
for all even cj ∈ N≤2n−2 and all βj ∈ N0. In particular,
this translates to
#c∏
j=1
∥∥∥∂βjk κ2+cj∥∥∥
L∞
≤ |m|
(1−∆)#c+(3+∆−d)n
kx+l
(k + |m|)(1+∆)(n−#c)+x+b+l
#c∏
j=1
B
βj ,Xj
2+cj
=
|m|(1−∆)(#c−1)
(k + |m|)(1−∆)(#c−1)
× |m|
(3+∆−d)n+1−∆
kx+l
(k + |m|)n+∆n−2#c+x+b+l+1−∆
#c∏
j=1
B
βj ,Xj
2+cj
≤ |m|
(3+∆−d)n+1−∆
kx+l
(k + |m|)n+∆n−2#c+x+b+l+1−∆
#c∏
j=1
B
βj ,Xj
2+cj
≤ |m|
(3+∆−d)n+1−∆
kx+l
(
k2 +m2
)#c−1
(k + |m|)n+∆n+x+l−1−∆ kb
× 2#c−1
#c∏
j=1
B
βj ,Xj
2+cj
(D59)
with |c| = 2n and |β| = b. Here, it may be seen that it
was important to choose ∆ ≤ 1 Otherwise, the second
inequality would in general not hold. Thus, the largest
∆ that is possible using these methods is max {d− 3, 1}
which precisely corresponds to the choice made in equa-
tion 47. We may now insert this result into equation D57
obtaining∥∥∂lkρ2nλ¯c∥∥L∞ ≤ 2#c−1 |m|(3+∆−d)n+1−∆ kx
(k + |m|)(n−1)(∆+1)+x+l
×
l∑
b=0
∑
β∈N#c0
|β|=b
Gl,βc
#c∏
j=1
B
βj ,Xj
2+cj
:= H l,Xc
|m|(3+∆−d)n+1−∆ kx
(k + |m|)(n−1)(∆+1)+x+l
.
(D60)
Due to our appropriate choice of X and our careful es-
timates the right-hand side precisely corresponds to the
one of equation D41 with n replaced by n+ 1.
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