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Abstract—Intelligent reflecting surface (IRS) is a promising
technology to reconfigure wireless channels, which brings a new
degree of freedom for the design of future wireless networks. This
paper proposes a new three-dimensional (3D) wireless passive
relaying system enabled by aerial IRS (AIRS). Compared to
the conventional terrestrial IRS, AIRS enjoys more deployment
flexibility as well as wider-range signal reflection, thanks to its
high altitude and thus more likelihood of establishing line-of-sight
(LoS) links with ground source/destination nodes. Specifically,
we aim to maximize the worst-case signal-to-noise ratio (SNR)
over all locations in a target area by jointly optimizing the
transmit beamforming for the source node and the placement as
well as 3D passive beamforming for the AIRS. The formulated
problem is non-convex and thus difficult to solve. To gain useful
insights, we first consider the special case of maximizing the
SNR at a given target location, for which the optimal solution
is obtained in closed-form. The result shows that the optimal
horizontal AIRS placement only depends on the ratio between
the source-destination distance and the AIRS altitude. Then for
the general case of AIRS-enabled area coverage, we propose an
efficient solution by decoupling the AIRS passive beamforming
design to maximize the worst-case array gain, from its placement
optimization by balancing the resulting angular span and the
cascaded channel path loss. Our proposed solution is based on
a novel 3D beam broadening and flattening technique, where
the passive array of the AIRS is divided into sub-arrays of
appropriate size, and their phase shifts are designed to form
a flattened beam pattern with adjustable beamwidth catering
to the size of the coverage area. Both the uniform linear array
(ULA)-based and uniform planar array (UPA)-based AIRSs are
considered in our design, which enable two-dimensional (2D) and
3D passive beamforming, respectively. Numerical results show
that the proposed designs achieve significant performance gains
over the benchmark schemes.
Index Terms—Aerial intelligent reflecting surface, 3D passive
beamforming, beam broadening and flattening, joint placement
and beamforming design.
I. INTRODUCTION
While the fifth-generation (5G) wireless communication
network is being deployed worldwide, research on the
next/sixth-generation (6G) wireless network has embarked. As
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a key driver for the future intelligent information empowered
society, 6G is expected to provide pervasive connectivity with
data rate 100-1000 times higher than that of 5G, i.e., up to 1
Tera-byte per second (Tbps) [2], [3]. To this end, several key
wireless transmission technologies, such as Terahertz com-
munication and ultra-massive multiple-input multiple-output
(UM-MIMO) have received significant research attention [4].
Despite of the great potential for drastic performance improve-
ment by such technologies, their required large antenna arrays
at high carrier frequency render practical implementation
issues such as hardware cost, power consumption and signal
processing complexity more severe. Therefore, developing
high-capacity yet cost-effective communication techniques is
of paramount importance for 6G.
During the past years, various cost-effective wireless com-
munication techniques have been proposed at the transmitter
and/or receiver side, such as analog beamforming [5], hybrid
analog/digital beamforming [6], [7], lens MIMO communi-
cations [8], and low-resolution analog-to-digital converters
(ADCs) [9], [10]. More recently, wireless communication
aided by intelligent reflecting surface (IRS) has emerged as
a new promising technique for achieving cost-effective wire-
less communications via proactively manipulating the radio
environment [11]–[24]. IRS is a man-made reconfigurable
metasurface composed of a large number of regularly arranged
sub-wavelength passive elements and a smart controller [18],
[19]. Through modifying the amplitude and/or phase of the
impinging radio waves, IRS is able to dynamically control
the radio propagation for various purposes, such as signal
enhancement, interference suppression and transmission secu-
rity [19]. Different from the conventional active relays, the
radio signal reflected by IRS is free from self-interference
or noise corruption in an inherently full-duplex manner. IRS-
aided wireless communication has been studied from different
aspects, such as energy efficiency maximization [15], secrecy
rate maximization [17], joint active and passive beamforming
design [18], and rate region characterization for IRS-aided
interference channel [24], etc.
However, most existing research on IRS-aided communi-
cation focuses on terrestrial IRS that is deployed on e.g.,
facades of buildings or indoor walls/ceilings. Such an IRS
architecture poses fundamental limitations for several reasons.
First, from the deployment perspective, finding the appropriate
place for IRS installation is usually difficult in practice, since it
involves various issues like site rent, impact of urban landscape
and the willingness of owners to install large IRS on their
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Fig. 1. Half-space reflection by terrestrial IRS versus panoramic/full-angle
reflection by AIRS.
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Fig. 2. AIRS can reduce the number of reflections than terrestrial IRS.
properties. Second, from the performance perspective, IRS
deployed on the walls or facades of buildings can at most
serve terminals located in half of the space, i.e., both the source
and destination nodes must lie on the same side of the IRS, as
illustrated in Fig. 1(a). Third, as shown in Fig. 2(a), in complex
environment like urban areas, the radio signals originated from
a source node typically have to undergo several reflections
before reaching the desired destination. This thus leads to
significant signal attenuation since each reflection, even with
IRS-enabled passive beamforming, would still cause signal
scattering to undesired directions.
To address the above issues, we propose in this paper a
novel three-dimensional (3D) wireless network enabled by
aerial IRS (AIRS), where IRS is mounted on aerial platforms
like balloon, unmanned aerial vehicle (UAV), so as to enable
intelligent reflection from the sky. Compared to the conven-
tional terrestrial IRS, AIRS has several appealing advantages.
First, with elevated position, AIRS can more easily establish
line-of-sight (LoS) links with the ground nodes [25], which
leads to stronger channel as compared to the terrestrial IRS.
At the same time, the placement or trajectory of aerial plat-
forms can be more flexibly optimized to further improve the
communication performance, thereby offering a new degree of
freedom (DoF) for performance enhancement via 3D network
design. Second, AIRS is able to achieve panoramic/full-angle
reflection, i.e., one AIRS can in principle help reflect signals
between any pair of nodes on the ground, as illustrated in
Fig. 1(b). This is in a sharp contrast to the conventional
terrestrial IRS that can only serve nodes in half of the space.
Last but not least, in contrast to the terrestrial IRS, AIRS
is usually able to achieve desired signal manipulation by
one reflection only, even in complex urban environment (see
Fig. 2(b)), thanks to its high likelihood of having LoS links
with the ground nodes. This thus greatly reduces the signal
power loss due to multiple reflections with the terrestrial IRS.
Despite of the many advantages mentioned above, AIRS
faces several new challenges, such as the endurance, stability
and controllability of the aerial platform carrying the IRS, the
additional safety measures required to deploy or fly AIRS,
the impact of drift or vibration of the aerial platform on the
performance and design of AIRS, as well as the challenges in
channel estimation for AIRS-aided communication, which all
deserve further investigation.
In this paper, we consider a basic setup of AIRS-enabled
wireless relaying system, where an AIRS is deployed to help
extend the signal coverage from a ground source node (e.g.,
base station (BS)/access point (AP)) to a given target area,
say, a hot spot in cellular network or a remote area without
cellular coverage. Our objective is to maximize the worst-
case/minimum signal-to-noise ratio (SNR) in the target area
by jointly optimizing the transmit beamforming for the source
node and the placement as well as 3D passive beamform-
ing for the AIRS. The formulated optimization problem is
difficult to be directly solved due to the following reasons.
First, different from most of the existing research where the
passive beamforming of the terrestrial IRS is designed based
on the channel state information (CSI) of users at known
locations, the beamforming optimization for the AIRS needs
to balance the received SNRs at all locations in the target area,
which results in a more complicated design problem. Second,
different from terrestrial IRS deployed at fixed location, the
AIRS placement is a new problem to solve, which affects not
only the source-AIRS-destination cascaded channel path loss,
but also the angle of departures (AoDs) and angle of arrivals
(AoAs) of the source-AIRS link as well as the angular span
from the AIRS to the target area. The main contributions of
this paper are summarized as follows.
First, for the general uniform planar array (UPA)-based
AIRS, we develop the 3D channel model for our considered
system, which shows the effects of the AIRS placement on
the achievable SNR at any given location in the target area.
Based on this model, an optimization problem is formulated
to maximize the worst-case SNR over all locations in the
target area by jointly optimizing the transmit beamforming
at the source node and the AIRS placement as well as 3D
passive beamforming1. We show that the optimal transmit
beamforming for the source node corresponds to the well-
known maximum ratio transmission (MRT) towards the AIRS,
regardless of the reflecting links from the AIRS to the target
coverage area. Therefore, the studied problem is reduced to
the joint optimization of the AIRS placement and 3D passive
beamforming for the min-SNR maximization in the target area.
Next, to draw essential insights, we consider the special
case of SNR maximization at a given target location, for
which the optimal AIRS placement and phase shifts for passive
beamforming are derived in closed-form. The solutions show
that the phase shifts of all AIRS elements should be designed
to ensure that all rays reflected by the AIRS are coherently
1This facilitates the multiple access design for users at random locations in
the target area, via e.g., time-division multiple-access (TDMA) or frequency-
division multiple-access (FDMA).
3combined at the single destination, as expected. Furthermore,
the optimal horizontal AIRS placement depends on ρ, which
is the ratio between the source-destination distance and the
AIRS altitude. For 0 ≤ ρ ≤ 2, the AIRS should always
be placed exactly above the midpoint between the source
node and the destination location. On the other hand, when
ρ > 2, there exist two optimal horizontal AIRS placement
locations that are symmetric over the midpoint, and approach
the source/destination location as ρ increases.
Last, for the general case of min-SNR maximization in
a target area, we propose an efficient two-step solution by
decoupling the AIRS passive beamforming design and its
placement optimization, where the former aims to maximize
the worst-case array gain and the latter balances the result-
ing angular span and the cascaded path loss. The key of
the proposed solution lies in a novel beam broadening and
flattening technique, where the passive array is partitioned into
multiple sub-arrays with their phase shifts optimized to form
one single flattened beam with its beamwidth properly tuned
to match the size of the target coverage area. For ease of
exposition, we first consider the special case of uniform linear
array (ULA)-based AIRS, for which passive beam flattening
only needs to be applied in one spatial frequency dimension.
Then the proposed design is extended to the general UPA-
based AIRS, which enables 3D passive beam flattening over
two spatial frequency dimensions. By leveraging the proposed
beam broadening and flattening technique, an approximately
equal array gain is achieved for all locations in the target
coverage area, which subsequently simplifies the optimization
of AIRS placement for balancing the resulting angular span
and the cascaded path loss. Extensive numerical results are
provided, which show substantial performance gains of the
proposed design over the benchmark schemes.
Notice that wireless communication aided by aerial plat-
forms (e.g., balloons and UAVs) has received significant
attention recently (see [25] and references therein). However,
most of such existing works are based on the conventional
active communication techniques, such as active aerial signal
transmission/receiving/relaying. In fact, the appealing advan-
tages of the passive IRS, such as its compact size, light weight,
low energy consumption, and conformal geometry, make it a
promising alternative for aerial platforms than conventional
mobile relays based on active communication techniques.
On the other hand, beam broadening/flattening technique has
received increasing attention recently, mainly in the context
of analog beamforming for cost-effective designs at the trans-
mitter side [5], [26]–[28]. Different from the existing work,
in this paper, we provide a systematic and rigorous derivation
for the 3D passive beam broadening/flattening for AIRS-aided
communications, so as to form a 3D passive beam pattern that
matches the size of the target coverage area with nearly equal
gains over all locations therein. The derived results provide
insight into the achievable beamforming gain in terms of the
sub-array grouping and phase shifts design, which greatly
simplifies the subsequent AIRS placement optimization.
The rest of this paper is organized as follows. Section II
introduces the system model and the problem formulation for
the AIRS-enabled wireless relaying system. In Section III and
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Fig. 3. AIRS-enabled wireless communication system.
IV, we propose efficient algorithms to solve the formulated
problems in the single target location and area coverage cases,
respectively. Section V presents numerical results to evaluate
the performance of the proposed designs. Finally, we conclude
the paper in Section VI.
Notations: Scalars are denoted by italic letters. Vectors
and matrices are denoted by bold-face lower- and upper-case
letters, respectively. CM×N denotes the space of M × N
complex-valued matrices. For a vector x, ‖x‖ denotes its
Euclidean norm. diag(x) denotes a diagonal matrix with its
diagonal elements given by x. The symbol j denotes the
imaginary unit of complex numbers, with j2 = −1. For a real
number x, ⌈x⌉ denotes the smallest integer that is greater than
or equal to x. The symbol ⊗ denotes the Kronecker product
operation.
II. SYSTEM MODEL AND PROBLEM FORMULATION
As shown in Fig. 3, we consider an AIRS-enabled wireless
relaying system, where IRS mounted on an aerial platform
(e.g., balloon or UAV) is deployed to assist a terrestrial source
node (e.g., BS/AP) to extend its communication coverage to a
given terrestrial area of interest, A. We assume that the direct
link from the source node to the target area is negligible due to
severe terrestrial blockage/shadowing. Without loss of gener-
ality, we assume that the source node is located at the origin of
a 3D Cartesian coordinate system and the center of the target
area is on the x-axis, which is denoted as w0 = [x0, 0]
T
on the x-y plane. For ease of exposition, we assume that
A is a rectangular area on the x-y plane. Therefore, any
location in A can be specified as w = [wx, wy]T on the x-
y plane, wx ∈
[
x0 − Dx2 , x0 + Dx2
]
, wy ∈
[
−Dy2 ,
Dy
2
]
, with
Dx and Dy denoting the length and width of the rectangular
area, respectively. The AIRS consists of a sub-wavelength
UPA with N = NxNy passive reflecting elements, where
Nx and Ny denote the number of elements along the x- and
y-axis, respectively. The adjacent elements are separated by
dx <
λ
2 and dy <
λ
2 , respectively, where λ denotes the signal
wavelength. The source node is assumed to be equipped with
a conventional UPA placed on the y-z plane, and the number
of antennas is M = MyMz with My and Mz denoting the
number of elements along the y- and z-axis, respectively.
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Fig. 4. An illustration of the wave propagation direction from the source
node to the AIRS with zenith AoA, φR, and azimuth AoA, ηR.
We assume that the altitude of the AIRS is fixed at H >
0. Without loss of generality, as shown in Fig. 4, we take
the bottom-left element of the AIRS as the reference point
to represent the AIRS’s horizontal location, whose coordinate
is denoted by q = [qx, qy]
T
on the x-y plane. Therefore, the
distance from the source node to the AIRS, and that from
the AIRS to any location of the target area w ∈ A can be
expressed as dG =
√
H2 + ‖q‖2 and dh =
√
H2 + ‖q−w‖2,
respectively.
In practice, the communication links between the aerial
platform (with sufficiently large H) and ground nodes are
dominated by LoS with high probability [25]. Thus, for
simplicity, we assume that the aerial-ground channel follows
the free-space path loss model, and the channel power gain
from the source node to the AIRS can be expressed as
βG (q) = β0d
−2
G =
β0
H2 + ‖q‖2 , (1)
where β0 represents the channel power at the reference dis-
tance d0 = 1 m. Similarly, the channel power gain from the
AIRS to any location w ∈ A can be expressed as
βh (q,w) = β0d
−2
h =
β0
H2 + ‖q−w‖2 . (2)
Note that in practice, the AIRS size is much smaller than
the link distances between the AIRS and source/destination
nodes. Therefore, the signal from the source node to the AIRS
and that from the AIRS to the destination node can be well
approximated as uniform plane waves. As illustrated in Fig. 4,
denote by φR (q) the zenith AoA of the signal from the source
node to the AIRS, i.e., the angle between the wave propagation
direction and the positive z-axis, and ηR (q) the azimuth AoA,
i.e., the angle between the horizontal projection of the wave
propagation direction and the positive x-axis. The receive array
response of the AIRS, denoted as aR (φR (q) , ηR (q)), is thus
dependent on the AIRS (horizontal) placement q, which is
derived as follows. As shown in Fig. 4, with the AIRS located
at q¯ = [qx, qy, H]
T
in 3D, the wave propagation direction of
the signal from the source node to the AIRS is k = q¯‖q¯‖ , and
the coordinate of the (nx, ny)th AIRS element is cnx,ny = q¯+
[(nx − 1) dx, (ny − 1) dy, 0]T , 1 ≤ nx ≤ Nx, 1 ≤ ny ≤ Ny.
Then the phase delay of the (nx, ny)th element relative to the
reference element at q¯ is
ψnx,ny =
2pi
λ
kT
(
cnx,ny − q¯
)
=
2pi
λ
q¯T
‖q¯‖

 (nx − 1) dx(ny − 1) dy
0


=
2pi
λ
(
qx
‖q¯‖ (nx − 1) dx +
qy
‖q¯‖ (ny − 1) dy
)
.
(3)
Furthermore, it is observed from Fig. 4 that the horizon-
tal coordinates of the AIRS can be expressed as qx =
‖q¯‖ sin (φR) cos (ηR) and qy = ‖q¯‖ sin (φR) sin (ηR). We
thus have
ψnx,ny =
2pi
λ
((nx − 1) dx sin (φR) cos (ηR)+
(ny − 1) dy sin (φR) sin (ηR)) .
(4)
Thus, the corresponding complex coefficients for the
(nx, ny)th element is e
−jψnx,ny , 1 ≤ nx ≤ Nx, 1 ≤ ny ≤
Ny. By concatenating such complex coefficients of all the
N = NxNy elements, the receive array response vector of
the AIRS can be expressed as
aR (φR (q) , ηR (q)) =[
1, · · · , e−j2pi(Nx−1)d¯xΦ¯R(q)
]T
⊗[
1, · · · , e−j2pi(Ny−1)d¯yΩ¯R(q)
]T
,
(5)
where d¯x
∆
= dx
λ
, d¯y
∆
=
dy
λ
, Φ¯R (q)
∆
=
sin (φR (q)) cos (ηR (q)) =
qx
‖q¯‖ can be interpreted
as the spatial frequency along the x-dimension
corresponding to AoAs φR (q) and ηR (q), and
Ω¯R (q)
∆
= sin (φR (q)) sin (ηR (q)) =
qy
‖q¯‖ as the spatial
frequency along the y-dimension. Similarly, the transmit
array response with respect to AoDs from the source node
to the AIRS can be obtained, which is compactly denoted as
aT,s (q) for convenience, with ‖aT,s (q)‖2 = M . Thus, the
channel matrix from the source node to the AIRS, denoted as
G (q) ∈ CN×M , can be expressed as
G (q) =
√
βG (q)e
−j 2pidG
λ aR (φR (q) , ηR (q))a
H
T,s (q) ,
(6)
Note that the AIRS placement q affects not only the path loss
βG (q), but also the AoDs and AoAs of the source-AIRS link.
Similarly, denote by φT (q,w) and ηT (q,w) the zenith and
azimuth AoDs for the communication link from the AIRS to
any location w ∈ A. The reflect array response at the AIRS
can be similarly obtained as
aT (φT (q,w) , ηT (q,w)) =[
1, · · · , e−j2pi(Nx−1)d¯xΦ¯T (q,w)
]T
⊗[
1, · · · , e−j2pi(Ny−1)d¯yΩ¯T (q,w)
]T
,
(7)
where Φ¯T (q,w)
∆
= sin (φT (q,w)) cos (ηT (q,w)) =
wx−qx
‖w¯−q¯‖ with w¯ = [wx, wy , 0]
T
can be interpreted as
the spatial frequency along the x-dimension correspond-
ing to AoDs φT (q,w) and ηT (q,w), and Ω¯T (q,w)
∆
=
sin (φT (q,w)) sin (ηT (q,w)) =
wy−qy
‖w¯−q¯‖ as the spatial fre-
quency along the y-dimension. Then the channel from the
5AIRS to a location w ∈ A, denoted as hH (q,w) ∈ C1×N ,
can be expressed as
hH (q,w) =
√
βh (q,w)e
−j 2pidh
λ aHT (φT (q,w) , ηT (q,w)) .
(8)
As a result, the received signal at each location w ∈ A is
y (q,Θ,w,v) = hH (q,w)ΘG (q)v
√
Ps+ n, (9)
where Θ = diag
(
ejθ1 , · · · , ejθN ) is a diagonal phase-shift
matrix with θn = θnx,ny = θ(nx−1)Ny+ny ∈ [0, 2pi) denoting
the phase shift of the nth reflecting element that is located at
the nxth column and nyth row on the IRS; P and s are the
transmit power and information-bearing signal at the source
node, respectively; v ∈ CM×1 is the transmit beamforming
vector at the source node with ‖v‖ = 1; n is the additive
white Gaussian noise (AWGN) with zero mean and power σ2.
The received SNR at the location w ∈ A is thus expressed as
γ (q,Θ,w,v) = P¯
∣∣hH (q,w)ΘG (q)v∣∣2, (10)
where P¯ = P
σ2
. By denoting θ = [θ1, · · · , θN ], our objective
is to maximize the worst-case/minimum SNR within the target
area A, by jointly optimizing the transmit beamforming vector
v of the source node, as well as the AIRS placement q and
its 3D passive beamforming with phase shifts θ. The problem
is formulated as
(P1) max
q,θ,v
min
w∈A
γ (q,Θ,w,v)
s.t. 0 ≤ θn < 2pi, n = 1, · · · , N,
‖v‖ = 1.
Note that in practice, a separate reliable wireless control
link could be used for the control of the AIRS. Further-
more, it can be seen from (P1) that the AIRS placement
and beamforming design mainly depends on the location and
size of the target area A, rather than the instantaneous CSI
of the users, as in most prior work on IRS passive beam-
forming design. This eases the control and synchronization
requirements between the AIRS and ground source node. By
exploiting the special structure of the concatenated channel
h˜H , hH (q,w)ΘG (q), we first show that the optimal
transmit beamforming vector v corresponds to the simple
MRT towards the AIRS, regardless of the reflecting link from
the AIRS to the target area.
Proposition 1: The optimal transmit beamforming vector v
to (P1) is v∗ = aT,s(q)√
M
.
Proof: For any given AIRS placement q, target locationw
and AIRS phase shifts θ, it is known that the optimal transmit
beamforming vector to maximize γ (q,Θ,w,v) in (10), de-
noted as v∗ (q,Θ,w), is the eigenvector corresponding to the
largest eigenvalue of the channel matrix h˜h˜H . Furthermore,
h˜h˜H can be simplified as
h˜h˜
H = GH (q)ΘHh (q,w)hH (q,w)ΘG (q)
= βG (q)
∣∣∣aHR (φR (q) , ηR (q))ΘHh (q,w)
∣∣∣2aT,s (q)aHT,s (q) .
(11)
It readily follows that h˜h˜H is a rank-one matrix, whose eigen-
vector is v∗ = aT,s(q)√
M
. More importantly, this eigenvector is
independent of the target location w. Thus, regardless of w,
it is optimal to set the transmit beamforming as v∗ = aT,s(q)√
M
in (P1). The proof is thus completed.
By substituting the optimal v∗ into (10) and after some
manipulations, the corresponding SNR at the target location
w ∈ A can be written as (12), shown at the top of the next
page. As a result, problem (P1) reduces to
(P2) max
q,θ
min
w∈A
γ (q,Θ,w)
s.t. 0 ≤ θn < 2pi, n = 1, · · · , N.
Problem (P2) is difficult to be directly solved due to the fol-
lowing reasons. First, the objective function is the worst-case
SNR over a two-dimensional (2D) area, which is difficult to
be explicitly expressed in terms of the optimization variables.
Second, the optimization problem is highly non-convex and
the optimization variables q and θ are intricately coupled with
each other, as shown in (12). To tackle this problem, we first
consider the special case of (P2) for a given location w ∈ A,
for which the optimal solutions for the AIRS phase shifts and
placement are derived in closed-form. Then for the general
case of (P2), we first consider the simplified ULA-based AIRS,
i.e., Ny = 1 and N = Nx, where the passive beamforming
only involves the beam steering for the spatial frequency Φ¯
along the x-dimension. However, even for this simplified case,
problem (P2) is still non-convex and difficult to solve. We thus
propose an efficient suboptimal solution by decoupling the 2D
passive beamforming design of the AIRS phase-shift vector θ
and its placement optimization q, with the former aiming to
maximize the worst-case array gain and the latter to balance
the angular span and the cascaded path loss. In particular, sub-
array based beam flattening technique is applied to form one
flattened beam with its beamwidth catering to the size of the
target area, thus achieving an approximately equal array gain
for all locations in it. Finally, the proposed design for ULA-
based AIRS is extended to the general case of UPA-based
AIRS, which enables 3D passive beam flattening to cover the
target area efficiently.
III. OPTIMIZATION FOR SNR MAXIMIZATION AT SINGLE
TARGET LOCATION
In this section, we consider the special case of (P2) where
A degenerates to one single point, denoted as w1. In this
case, the inner minimization of the objective function in (P2)
is irrelevant, and problem (P2) reduces to
(P3) max
q,θ
γ1 (q,Θ)
s.t. 0 ≤ θn < 2pi, n = 1, · · · , N.
It is not difficult to see that at the optimal solution to (P3),
the different rays reflected by the AIRS should be coherently
added at the designated location w1. Therefore, based on (12),
for any given AIRS placement q, the optimal phase shifts for
passive beamforming are given by
θ∗nx,ny (q) = θ¯ − 2pi (nx − 1) d¯x
[
Φ¯T (q,w1)− Φ¯R (q)
]
− 2pi (ny − 1) d¯y
[
Ω¯T (q,w1)− Ω¯R (q)
]
,
(13)
6γ (q,Θ,w) = P¯ βG (q)M
∣∣hH (q,w)ΘaR (φR (q) , ηR (q))∣∣2
=
P¯ β20M
∣∣∣∣∣
Nx∑
nx=1
Ny∑
ny=1
ej2pi(nx−1)d¯x[Φ¯T (q,w)−Φ¯R(q)]ej2pi(ny−1)d¯y[Ω¯T (q,w)−Ω¯R(q)]ejθnx,ny
∣∣∣∣∣
2
(
H2 + ‖q−w‖2
)(
H2 + ‖q‖2
) . (12)
where 1 ≤ nx ≤ Nx, 1 ≤ ny ≤ Ny , and θ¯ is an arbitrary phase
shift that is common to all reflecting elements. As a result, the
received SNR at the target location w1 is simplified as
γ1 (q) =
P¯ β20MN
2(
H2 + ‖q−w1‖2
)(
H2 + ‖q‖2
) . (14)
To maximize the received SNR given in (14) at the single
target location w1, problem (P3) reduces to
(P4) min
q
(
H2 + ‖q−w1‖2
)(
H2 + ‖q‖2
)
.
Proposition 2: For the single-location SNR maximization
problem (P4), the optimal AIRS 2D placement solution is
given by
q∗ = ξ∗ (ρ)w1, (15)
where ρ
∆
= ‖w1‖
H
, and
ξ∗ (ρ) =


1
2
, if 0 ≤ ρ ≤ 2
1
2
±
√
1
4
− 1
ρ2
, otherwise.
(16)
Proof: The result can be obtained by checking the first-
order derivative, which is omitted for brevity.
Proposition 2 shows that the optimal horizontal placement
of the AIRS only depends on ρ, i.e., the ratio between the
source-destination distance ‖w1‖ and AIRS altitude H . For
0 ≤ ρ ≤ 2, the AIRS should always be placed exactly
above the midpoint between the source node and the target
location. On the other hand, for ρ > 2, there exist two optimal
horizontal AIRS placement locations that are symmetric over
the midpoint, as shown in Fig. 5. Note that the above result is
different from the conventional active relay placement [29],
whose optimal solution generally depends on the transmit
power and the relay processing noise power.
With the optimal AIRS placement location in (15), the
optimal SNR at the single target location w1 is given by (17),
shown at the top of the next page.
Remark 1: It is observed from (17) that since the opti-
mal SNR decreases with the increase of the AIRS altitude
H , a relatively small H should be selected to enhance the
performance. However, such a result is based on the LoS
link assumptions. In order to obtain LoS channels with both
source/target location, we need to choose sufficiently large
H . Therefore, this is also an important trade-off for AIRS
deployment in practice for altitude selection.
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Fig. 5. The optimal AIRS deployment coefficient ξ∗ (ρ) against distance-
versus-altitude ratio ρ= ‖w1‖
H
.
IV. OPTIMIZATION FOR MIN-SNR MAXIMIZATION IN
AREA COVERAGE
In this section, we study the general case of (P2) for
AIRS-enabled area coverage. To gain useful insights, we first
consider the special case of ULA-based AIRS, i.e., Ny = 1
and N = Nx, for which passive beamforming is only applied
to the x-dimension for steering over the spatial frequency Φ¯.
Then we extend our proposed solution to the general case of
UPA-based AIRS with 3D passive beamforming over both Φ¯
and Ω¯ dimensions.
A. The Special Case of ULA-Based AIRS
For ULA-based AIRS, by substituting Ny = 1 and N = Nx
into (12), the SNR reduces to
γ (q,Θ,w) =
P¯ β20M
∣∣∣∣ N∑
n=1
ej(θn+2pi(n−1)d¯x[Φ¯T (q,w)−Φ¯R(q)])
∣∣∣∣
2
(
H2 + ‖q−w‖2
)(
H2 + ‖q‖2
) ,
(18)
where θn = θnx , 1 ≤ n ≤ N .
Note that even for the ULA case with the SNR given by
(18), solving problem (P2) by standard optimization tech-
niques is difficult in general. By exploiting the fact that the
phase shifts optimization for IRS resembles the extensively
studied phase array design or analog beamforming, we propose
an efficient two-step solution to (P2) by decoupling the phase
shifts optimization and AIRS placement optimization. First, it
7γ∗1 (ρ) =


P¯ β20MN
2(
H2 + 14‖w1‖2
)2 , if 0 ≤ ρ ≤ 2
P¯ β20MN
2(
H2 +
(
1
2 +
√
1
4 − 1ρ2
)2
‖w1‖2
)(
H2 +
(
1
2 −
√
1
4 − 1ρ2
)2
‖w1‖2
) , otherwise. (17)
is noted that by discarding constant terms, problem (P2) with
γ (q,Θ,w) given in (18) can be equivalently written as
(P5) max
q,θ
min
w∈A
f1 (q, θ,w)
f2 (q,w)
s.t. 0 ≤ θn < 2pi, n = 1, · · · , N,
where f1 (q, θ,w)
∆
=
∣∣∣∣ N∑
n=1
ej(θn+2pi(n−1)d¯x[Φ¯T (q,w)−Φ¯R(q)])
∣∣∣∣
2
accounts for the array gain due to the passive beamforming by
the AIRS, and f2 (q,w)
∆
=
(
H2 + ‖q−w‖2
)(
H2 + ‖q‖2
)
accounts for the concatenated path loss from the source node
to a location w ∈ A via the AIRS located at q.
With the proposed solution, for any given AIRS place-
ment q, the phase shifts in θ are designed to maximize the
minimum/worst-case array gain among all locations in A by
solving the following problem
(P5.1) max
θ
min
w∈A
f1 (q, θ,w)
s.t. 0 ≤ θn < 2pi, n = 1, · · · , N.
Note that (P5.1) is an approximation of the original problem
(P5) with given q, since f2 (q,w) is ignored in the inner
minimization of the objective function in (P5.1). Such an
approximation is reasonable since the array gain f1 (q, θ,w)
is usually more sensitive than the concatenated path loss
f2 (q,w) to the location variation of w in the target area A,
especially when A is small or H ≫ Dx and Dy . After solving
(P5.1), in the second step, the obtained solution to (P5.1),
denoted as θ∗ (q), is substituted into the objective function
of (P5), based on which the AIRS placement is optimized by
solving the following problem
(P5.2) max
q
min
w∈A
f1 (q, θ
∗ (q) ,w)
f2 (q,w)
.
As such, the obtained max-min SNR within the target area A
after solving the two-step problems will be a lower bound of
the optimal value of (P5). In the following, we present the
details for solving (P5.1) and (P5.2), respectively.
1) Beam Broadening and Flattening for Passive Beamform-
ing: For any given AIRS placement q, let ∆min (q) and
∆max (q) denote the minimum and maximum deviation of the
spatial frequency Φ¯T (q,w) corresponding to the AoDs along
the x-axis from Φ¯R (q) in the target area A, respectively, i.e.,
∆min (q)
∆
= min
w∈A
Φ¯T (q,w)− Φ¯R (q) , (19)
∆max (q)
∆
= max
w∈A
Φ¯T (q,w)− Φ¯R (q) . (20)
Then (P5.1) can be equivalently written as
max
θ
min
∆min(q)≤∆≤∆max(q)
g1 (θ,∆)
∆
=
∣∣∣∣∣
N∑
n=1
e
j(θn+2pi(n−1)d¯x∆)
∣∣∣∣∣
2
s.t. 0 ≤ θn < 2pi, 1 ≤ n ≤ N.
(21)
While directly solving the above optimization problem is
challenging due to its non-convexity, we propose an efficient
solution based on the beam flattening technique. Specifically,
for the above max-min problem, θ should be designed such
that the array gain g1 (θ,∆) defined in (21) is approximately
equal for all ∆ within the interval [∆min (q) ,∆max (q)],
which implies a flattened beam pattern of the AIRS in this
interval. Towards this end, the N -element array is partitioned
into L sub-arrays with Ns = N/L elements in each sub-
array. For notational convenience, we assume that N/L is an
integer. By using the array manifold concept, the design of
phase shifts vector θ can be transformed into that of AIRS’s
array manifold. Specifically, the manifold of the lth sub-array,
denoted as al
(
Φ¯l
)
, aims to direct its sub-beam towards the
spatial frequency direction Φ¯l, which can be expressed as
al
(
Φ¯l
)
= ejαl
[
1, e−j2pid¯xΦ¯l , · · · , e−j2pi(Ns−1)d¯xΦ¯l
]T
, l = 1, · · · , L,
(22)
where Φ¯l
∆
= sin (φl) cos (ηl) with φl and ηl denoting the zenith
and azimuth angles of beam direction for the lth sub-array,
respectively; ejαl is a common phase term for the lth sub-
array. Thus, the phase shifts θn in (21) can be expressed as
θn = θ(l−1)Ns+i = αl − 2pi (i− 1) d¯xΦ¯l, l = 1, · · · , L, i =
1, · · · , Ns. Then the array gain g1 (θ,∆) in (21) can be further
expressed as a function of L, Ns and
{
αl, Φ¯l
}L
l=1
, i.e.,
g2
(
L,Ns,
{
αl, Φ¯l
}
,∆
)
=
∣∣∣∣∣
L∑
l=1
Ns∑
i=1
e
jθ(l−1)Ns+ie
j2pi((l−1)Ns+i−1)d¯x∆
∣∣∣∣∣
2
=
∣∣∣∣∣
L∑
l=1
e
j(αl+2pi(l−1)Nsd¯x∆)
Ns∑
i=1
e
j2pi(i−1)d¯x(∆−Φ¯l)
∣∣∣∣∣
2
=
∣∣∣∣∣
L∑
l=1
e
j(αl+pi((2l−1)Ns−1)d¯x∆−pi(Ns−1)d¯xΦ¯l) sin
(
piNsd¯x
(
∆− Φ¯l
))
sin
(
pid¯x
(
∆− Φ¯l
))
∣∣∣∣∣
2
=
∣∣∣∣∣
L∑
l=1
e
jh(αl,∆,Φ¯l) sin
(
piNsd¯x
(
∆− Φ¯l
))
sin
(
pid¯x
(
∆− Φ¯l
))
∣∣∣∣∣
2
,
(23)
where h
(
αl,∆, Φ¯l
) ∆
= αl + pi ((2l− 1)Ns − 1) d¯x∆ −
pi (Ns − 1) d¯xΦ¯l. As such, problem (21) can be transformed
80
... ...
intersection point intersection point
Fig. 6. An illustration of beam flattening via sub-array grouping and steering.
to
max
L,Ns,{αl,Φ¯l}
min
∆min(q)≤∆≤∆max(q)
g2
(
L,Ns,
{
αl, Φ¯l
}
,∆
)
s.t. LNs = N,
− 1 ≤ Φ¯l ≤ 1, l = 1, · · · , L,
0 ≤ αl < 2pi, l = 1, · · · , L.
(24)
To solve (24), we first study the property of the following
function that appears in (23):
s (∆) =
sin
(
piNsd¯x∆
)
sin
(
pid¯x∆
) . (25)
It is observed that s (∆) has a peak at ∆ = 0 with s (0) = Ns,
and nulls at ∆ = ± k
Nsd¯x
, k = 1, · · · , Ns − 1. The null-to-
null beamwidth is thus given by ∆¯BW =
2
Nsd¯x
, as illustrated
in Fig. 6. This corroborates the fact that the beamwidth of
phase array is inversely proportional to the array aperture
Nsd¯x [30]–[32]. Furthermore, we take the spatial frequency
interval
[
− 1
2Nsd¯x
, 1
2Nsd¯x
]
as the beam coverage interval [33],
so that the coverage beamwidth (CVBW) with sub-array size
Ns is
∆¯CVBW (Ns) =
1
Nsd¯x
. (26)
Next, it is observed that with the array manifold design
given in (22), the resulting array gain in (23) is given by
a superposition of L copies of s (∆), each shifted by a
spatial frequency Φ¯l with a phase coefficient h
(
αl,∆, Φ¯l
)
.
To obtain a flattened beam, the sub-array beam directions
Φ¯l, l = 1, · · · , L, should be carefully designed. Inspired
by the subcarrier spacing for Orthogonal Frequency Division
Multiplexing (OFDM), as illustrated in Fig. 6, Φ¯l is designed
so that the adjacent spatial frequency shift is separated by
the spatial frequency resolution of the subarray, namely 1
Nsd¯x
.
Thus, we have
Φ¯l = Φ¯1 +
l− 1
Nsd¯x
, l = 1, · · · , L, (27)
for some starting spatial frequency Φ¯1, and the resulting
beam pattern will be centered at 0 when Φ¯1 = − L−12Nsd¯x .
Furthermore, it is seen that at ∆ = Φ¯l, only the lth sub-
array would contribute to the array gain since it corresponds
to the nulls of all other sub-arrays. By substituting (27)
into (23), the resulting array gain for ∆ = Φ¯l is given
by g2
(
L,Ns,
{
αl, Φ¯l
}
,∆ = Φ¯l
)
=
∣∣∣∣ sin(piNsd¯x(∆−Φ¯l))sin(pid¯x(∆−Φ¯l))
∣∣∣∣
2
=
N2s , l = 1, · · · , L.
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Fig. 7. Array gain of the broadened and flattened beam versus spatial
frequency.
For ∆ 6= Φ¯l, the array gain is in general given by
the superposition of the contributions from all the L sub-
arrays. However, since
sin(piNsd¯x∆)
sin(pid¯x∆)
is relatively small for
|∆| ≥ 1
Nsd¯x
, a closer look at (23) and (27) reveals that for any
given ∆ value, those two adjacent sub-arrays would have the
most significant contributions to the array gain. Furthermore,
in order to mitigate the array fluctuation, the phase shift αl
of each sub-array is designed so that the resulting array gain
at the intersection points of the beam pattern of two adjacent
sub-arrays is maximized. Specifically, for the intersection point
∆p = Φ¯1 +
p−1
Nsd¯x
+ 1
2Nsd¯x
, p = 1, · · · , L − 1, the array gain
can be expressed as (28), shown at the top of the next page,
where in (a) we have only retained the two most significant
adjacent terms for l = p, p+1, since when
∣∣∆p − Φ¯l∣∣ > 1Nsd¯x ,
the effect of the lth sub-array on the intersection point ∆p
is small, as shown in Fig. 6. To maximize (28), we should
have h
(
αp,∆p, Φ¯p
)
= h
(
αp+1,∆p, Φ¯p+1
)
+ 2kpi, k ∈ Z. By
substituting Φ¯p and Φ¯p+1 into this equation, it follows that
αp+1 − αp = −2piNsd¯x
(
Φ¯1 +
2p− 1
2Nsd¯x
)
+
pi (Ns − 1)
Ns
+ 2kpi
= −2piNsd¯xΦ¯1 − pi
Ns
+ 2kpi.
(29)
Let k = 0, the common phase term for each sub-array can be
given by
αl = −
(
2piNsd¯xΦ¯1 +
pi
Ns
)
l, l = 1, · · · , L. (30)
With the obtained sub-array common phase terms, it
is observed from (28) that for sufficiently large Ns,
the resulting array gain at the intersection points is
g2
(
L,Ns,
{
αl, Φ¯l
}
,∆ = ∆p
)
= 4
sin2( pi2Ns )
≈ 16
pi2
N2s , which
is also proportional to N2s , similar to that for ∆ = Φ¯l. In
addition, with such a design, the array gain at other spatial
frequencies can be obtained numerically. Fig. 7 shows one
example of the resulting broadened and flattened beam for
a ULA with N = 512 elements partitioned into L = 4
9g2
(
L,Ns,
{
αl, Φ¯l
}
,∆p = Φ¯1 +
2p− 1
2Nsd¯x
)
=
∣∣∣∣∣∣
L∑
l=1
ejh(αl,∆p,Φ¯l)
sin
(
piNsd¯x
(
2(p−l)+1
2Nsd¯x
))
sin
(
pid¯x
(
2(p−l)+1
2Nsd¯x
))
∣∣∣∣∣∣
2
(a)≈
∣∣∣∣∣∣ejh(αp,∆p,Φ¯p)
sin
(
piNsd¯x
1
2Nsd¯x
)
sin
(
pid¯x
1
2Nsd¯x
) + ejh(αp+1,∆p,Φ¯p+1) sin
(
−piNsd¯x 12Nsd¯x
)
sin
(
−pid¯x 12Nsd¯x
)
∣∣∣∣∣∣
2
=
∣∣∣ejh(αp,∆p,Φ¯p) + ejh(αp+1,∆p,Φ¯p+1)∣∣∣2
sin2
(
pi
2Ns
) .
(28)
sub-arrays by setting Φ¯1 = − L−12Nsd¯x , where the dotted line
indicates the array gain of 10log10
(
N2s
)
dB. It is observed that
the array gain within the spatial frequency interval
[
Φ¯1, Φ¯4
]
slightly fluctuates around 10log10
(
N2s
)
, and the maximum
fluctuation is only about 1.5 dB. Thus, with the proposed
beam flattening design, the array gain within the main lobe
is approximated by
g2
(
L,Ns,
{
Φ¯l, αl
}
,∆
) ≈ N2s = N2L2 , Φ¯1 ≤ ∆ ≤ Φ¯L. (31)
Besides, Fig. 7 also shows that the coverage beamwidth of the
flattened beam is approximately
[
Φ¯1 − 12Nsd¯x , Φ¯L +
1
2Nsd¯x
]
,
within which the worst-case array gain occurs at the boundary
spatial frequencies Φ¯1 − 12Nsd¯x and Φ¯L +
1
2Nsd¯x
. A closer
look at Fig. 7 shows that only one sub-array has the most
contribution to the array gain of the two spatial frequencies.
Thus, for sufficiently large Ns, by setting ∆ =
1
2Nsd¯x
in (25),
the worst-case array gain is
gworst2
(
L,Ns,
{
Φ¯l, αl
}
,∆
) ≈ 4
pi2
N2s =
4
pi2
N2
L2
,
Φ¯1 − 1
2Nsd¯x
≤ ∆ ≤ Φ¯L + 1
2Nsd¯x
,
(32)
which is inversely proportional to L2 with given total number
of elements N . Furthermore, for the proposed beam flattening
technique with sub-array manifold using L sub-arrays each
with Ns elements, the coverage beamwidth in terms of L is
given by
∆¯broad(L) = L∆¯CVBW (Ns) ≈ L 1
Nsd¯x
=
L2
Nd¯x
, (33)
where 1
Nd¯x
corresponds to the coverage beamwidth of the
N -element full array without sub-array partition or beam
broadening/flatenning. Therefore, with the proposed beam
broadening and flattening technique, it is observed from (32)
and (33) that the coverage beamwidth is broadened by a factor
of L2, but at the cost of the same proportional reduction of the
worst-case array gain. Therefore, there exists a design trade-
off for choosing the optimal number of sub-arrays L, so as
to maximize the worst-case array gain while ensuring that the
beamwidth is sufficiently large to cover the entire target area.
Based on the above discussions, an efficient solution is
proposed to solve problem (24). Specifically, for the given
AIRS placement q, based on (19) and (20), we define the
span of the spatial frequency deviation ∆span (q) associated
with A as
∆span (q)
∆
= ∆max (q)−∆min (q) . (34)
Intuitively, to maximize the worst-case array gain within the
interval [∆min (q) ,∆max (q)], L should be large enough so
that all locations in A lie within the coverage beamwidth of the
AIRS. Based on (33), we should have ∆¯broad(L) ≥ ∆span (q).
On the other hand, in order to maximize the approximate
worst-case array gain 4
pi2
N2
L2
, L should be as small as possible.
Thus, we set
L∗ (q) =
⌈√
∆span (q)Nd¯x
⌉
. (35)
The number of elements in each sub-array is thus given by
N∗s (q) = N/L
∗ (q). It is observed that when ∆span (q) ≤
1
Nd¯x
, we have L = 1 and Ns = N . In other words, when the
target coverage area A and/or the AIRS size N is relatively
small, no beam flatenning/broadening is needed, and the full
array architecture is sufficient to cover the entire area. On the
other hand, when the coverage area A and/or the AIRS size
N is large, we have L > 1 in general. Furthermore, it is
not difficult to see that the starting spatial frequency should
be set as Φ¯∗1 (q) = ∆min (q) +
1
2N∗s (q)d¯x
. Substituting Φ¯∗1 (q)
into (27) and (30), the sub-array beam directions and common
phase terms are given by
Φ¯∗l (q) = ∆min (q) +
2l − 1
2N∗s (q) d¯x
, l = 1, · · · , L∗ (q) , (36)
α∗l (q) = −
(
2piN∗s (q) d¯x∆min (q) + pi +
pi
N∗s (q)
)
l,
l = 1, · · · , L∗ (q) .
(37)
Based on the sub-array manifold, the phase shifts θ∗ (q) for
(P5.1) can be obtained as
θ
∗
(l−1)N∗s (q)+i
(q) = −
(
2piN∗s (q) d¯x∆min (q) + pi +
pi
N∗s (q)
)
l
− 2pi (i− 1) d¯x
(
∆min (q) +
2l − 1
2N∗s (q) d¯x
)
,
l = 1, · · · , L∗ (q) , i = 1, · · · , N∗s (q) .
(38)
The proposed beam broadening and flattening technique for
passive beamforming design for ULA-based AIRS is summa-
rized in the following Proposition.
Proposition 3: To design a passive beamforming of an N -
element ULA-based AIRS located at q with the beamwidth
matching with the size of a target area A, the following beam
broadening and flattening technique is proposed:
1. Calculate the span of the spatial frequency deviation
∆span (q) associated with A based on (19), (20), and (34).
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Fig. 8. The worst-case array gain versus the number of AIRS reflecting
elements for area coverage.
2. Determine the number of sub-arrays L∗ (q) based on
(35).
3. Set the sub-array beam directions
{
Φ¯∗l (q)
}
and common
phase terms {α∗l (q)} based on (36) and (37).
4. Obtain the phase-shift solution θ∗ (q) based on (38).
It is worth pointing out that the worst-case array gain within
the beam coverage
[
Φ¯∗1 (q)− 12N∗s (q)d¯x , Φ¯
∗
L (q) +
1
2N∗s (q)d¯x
]
is given by 4
pi2
(N∗s (q))
2
. Thus, with the proposed design, the
objective value of (P5.1) is approximated as
f1 (q,θ
∗ (q) ,w) ≈
4
pi2
N2
(L∗ (q))2
=
4
pi2
N2⌈√
∆span (q)Nd¯x
⌉2 ,
∀w ∈ A.
(39)
It is observed that when the number of reflecting elements
N and/or the spatial frequency span ∆span (q) is small such
that ∆span (q)Nd¯x < 1, the beamwidth of the full array can
directly match the size of the target coverage area, and (39)
reduces to
f1 (q, θ
∗ (q) ,w) ≈ 4
pi2
N2, ∀w ∈ A. (40)
This implies that the worst-case array gain of all the locations
in the target area quadratically increases with N . This result
is in accordance with the single-location SNR maximization
problem with the full array (see (14)).
On the other hand, when N and/or ∆span (q) is sufficiently
large such that ∆span (q)Nd¯x ≫ 1, the ceiling operator in
(39) is negligible, and we have
f1 (q,θ
∗ (q) ,w) ≈
4
pi2
N2
∆span (q)Nd¯x
=
4
pi2
N
∆span (q) d¯x
,∀w ∈ A.
(41)
The result in (41) shows that for the area coverage setup with
relatively wide target area size and/or large AIRS elements
number N , the worst-case array gain over all the locations
in the target area increases linearly with N , which is in
contrast to (14) or (40). This is expected since for area
coverage with relatively wide area and/or large N , the N
AIRS elements need to be partitioned into sub-arrays to form
broadened and flattened beams, at the cost of reduced array
gain along the main beam. For a fixed spatial frequency span
∆span (q) = 0.1, Fig. 8 plots the worst-case array gain (39)
versus N , together with its approximations (40) and (41). It
is observed that (40) and (41) well approximate (39) at the
small and large N regimes, respectively, with the worst-case
SNR of the target area first increasing quadratically with N ,
and then only linearly when N becomes large.
2) AIRS Placement Optimization: With the proposed pas-
sive beamforming design in Proposition 3 and the corre-
sponding worst-case array gain in (39), the AIRS placement
optimization problem (P5.2) is greatly simplified. Specifically,
by substituting (39) into (P5.2), we have
max
q
min
w∈A
4
pi2
N2⌈√
∆span (q)Nd¯x
⌉2 (
H2+‖q−w‖2
) (
H2+‖q‖2
) .
(42)
Since only the term ‖q−w‖2 in (42) depends onw, by letting
dmax (q)
∆
= max
w∈A
‖q−w‖, problem (42) can be equivalently
transformed to
min
q
⌈√
∆span (q)Nd¯x
⌉2 (
H2+d2max (q)
) (
H2+‖q‖2
)
.
(43)
Problem (43) shows that the optimal AIRS placement should
achieve a balance between minimizing the spatial frequency
(or angular) span associated with the target coverage area
A, as well as minimizing the cascaded path loss from the
source node to the worst-case destination node. Note that if
the target area A is sufficiently small so that the first term
in (43) is always 1 for all q, then problem (43) degrades to
(P4). Therefore, the AIRS placement optimization in (43) can
be regarded as a generalization of that for the single-location
SNR maximization. Meanwhile, it is observed from (43) that
for a given AIRS placement q, the worst-case SNR in A
occurs at the location that is farthest from the AIRS placement,
i.e., argmax
w∈A
‖q−w‖2, which should be one of the boundary
points in A.
Furthermore, since the target area A is symmetric about the
x-axis, it can be shown that the optimal q to (43) should lie
in the x-axis, i.e., we should have q = [qx, 0]
T
. Thus, (43)
reduces to the univariate optimization problem, i.e.,
min
qx
⌈√
∆span (qx)Nd¯x
⌉2 (
H2+d2max (qx)
) (
H2+|qx|2
)
.
(44)
It can be observed that starting from qx = 0, as qx increases
so that the AIRS moves closer to the target area, the first
term and the third term in (44) increase, while the second
term decreases. As a result, there in general exists a non-
trivial optimal AIRS placement q∗x to balance the above three
terms, which can be efficiently found via a one-dimensional
search. As such, the AIRS placement problem (P5.2) and
hence (P5) are solved. The main procedures for solving (P5.2)
are summarized in Algorithm 1.
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γ (q,Θ,w) =
P¯β20M
∣∣∣∣ Nx∑
nx=1
ej(θnx+2pi(nx−1)d¯x[Φ¯T (q,w)−Φ¯R(q)])
∣∣∣∣
2
∣∣∣∣∣
Ny∑
ny=1
ej(θny+2pi(ny−1)d¯y[Ω¯T (q,w)−Ω¯R(q)])
∣∣∣∣∣
2
(
H2 + ‖q−w‖2
)(
H2 + ‖q‖2
) . (45)
Algorithm 1 AIRS Placement Optimization for (P5.2)
1: Initialization: Set the search regime of AIRS placement
qx ∈ [qmin, qmax].
2: For all candidate placement qx, obtain the maximum
distance dmax (qx), and the spatial frequency span based
on (34). Calculate the cost value in (44).
3: Choose qx that gives the minimum cost value in (44) as the
optimal placement, and return the corresponding passive
beamforming based on Proposition 3.
B. The General Case of UPA-Based AIRS
Based on the results obtained for ULA-based AIRS, in this
subsection, we extend our proposed solution to the general
case of UPA-based AIRS by solving problem (P2) with the
general SNR expression (12). Different from the ULA-based
AIRS, the UPA-based AIRS is able to achieve passive beam
steering over both spatial frequency dimensions Φ¯ and Ω¯,
as evident from (5), (7) and (12). Therefore, the difficulty
in solving problem (P2) for UPA-based AIRS lies in that a
phase shift θnx,ny by the (nx, ny)th passive element would in
general impact the beam steering for both Φ¯ and Ω¯ dimensions
(see (12)). Fortunately, motivated by the result obtained in the
previous subsection, we are able to treat the UPA-based AIRS
as two decoupled ULA-based AIRS along the x- and y-axis,
respectively.
The key to achieve such a decoupling is to restrict the
phase shift design θnx,ny as a sum of two phase shifts, i.e.,
θnx,ny = θnx + θny , 1 ≤ nx ≤ Nx, 1 ≤ ny ≤ Ny.
As such, the resulting SNR in (12) can be re-expressed
as (45), shown at the top of this page. Note that such a
simplification is sub-optimal in general, since it narrows down
the optimization variable space of problem (P2), where the
number of independent phase-shift variables to be optimized
is reduced from NxNy to Nx + Ny. However, it serves as a
useful technique for efficient 3D passive beamforming design
in practice. A closer look at the numerator of (45) reveals that
the resulting SNR can be treated as that determined by the
array gains achieved by two independent ULAs, along x- and
y-axis, respectively. Therefore, by applying the similar phase-
shift design in Proposition 3 along the x- and y-axis for beam
steering over spatial frequencies Φ¯ and Ω¯, respectively, a 3D
broadened and flattened beam pattern can be achieved with its
beamwidth matching the size of the target coverage area.
Specifically, for any given AIRS placement q, denote by
∆span,x (q) and ∆span,y (q) the span of the spatial frequency
deviation associated with the target area A along the x- and y-
axis, respectively, where ∆span,x (q) can be obtained based on
(19), (20) and (34), and ∆span,y (q) can be similarly obtained
as
∆span,y (q) = ∆max,y (q)−∆min,y (q)
= max
w∈A
Ω¯T (q,w)− min
w∈A
Ω¯T (q,w) ,
(46)
where ∆max,y (q) and ∆min,y (q) are the maximum and
minimum deviation of Ω¯T (q,w) from Ω¯R (q), respectively.
Similar to (35), to ensure that the coverage beamwidth of the
two decoupled beams match the size of the target coverage
area, the required number of sub-arrays along the x- and y-
axis are given by
L∗a (q) =
⌈√
∆span,a (q)Nad¯a
⌉
, a ∈ {x, y} . (47)
With the obtained number of sub-arrays, the sub-array beam
direction, denoted as S¯∗l,a (q), can be determined based on
(36), i.e.,
S¯∗l,a (q) = ∆min,a (q) +
2l − 1
2N∗s,a (q) d¯a
, l = 1, · · · , L∗a (q) ,
(48)
where N∗s,a (q) = Na/L
∗
a (q) denotes the number of elements
in each sub-array along the a-axis, a ∈ {x, y}. Similarly,
let α∗l.a (q) , a ∈ {x, y} denote the sub-array common phase
terms, which can be obtained as
α∗l.a (q) = −
(
2piN∗s,a (q) d¯a∆min,a (q) + pi +
pi
N∗s,a (q)
)
l,
l = 1, · · · , L∗a (q) .
(49)
Furthermore, based on (38), the phase shifts θ∗na (q) along the
a-axis can be obtained as (50), shown at the top of the next
page.
Therefore, the phase shifts for UPA-based AIRS can be
obtained accordingly as θ∗nx,ny (q) = θ
∗
nx
(q) + θ∗ny (q) , 1 ≤
nx ≤ Nx, 1 ≤ ny ≤ Ny . Based on the above discussions, for
any given AIRS placement q, the 3D passive beamforming
based on the proposed beam broadening and flattening tech-
nique is summarized as Algorithm 2.
Algorithm 2 3D Passive Beam Design for UPA-based AIRS
1: Input: The AIRS placement q, and the target coverage
area A.
2: Calculate the span of the spatial frequency deviations
∆span,x (q) and ∆span,y (q) based on (34) and (46),
respectively.
3: Determine the required number of sub-arrays Lx and Ly
based on (47).
4: Set the sub-array beam directions
{
S¯∗l,x (q)
}
and{
S¯∗l,y (q)
}
based on (48), and common phase terms{
α∗l,x (q)
}
,
{
α∗l,y (q)
}
based on (49).
5: Obtain the phase shifts θ∗nx (q) and θ
∗
ny
(q) based on (50).
6: Output: The phase shifts θ∗nx,ny (q) = θ
∗
nx
(q)+ θ∗ny (q).
Similar to (39), the array gain for the entire area A can
be further characterized by (51), shown at the top of the next
page.
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θ∗(l−1)N∗s,a(q)+i (q) = −
(
2piN∗s,a (q) d¯a∆min,a (q) + pi +
pi
N∗s,a (q)
)
l − 2pi (i− 1) d¯a
(
∆min,a (q) +
2l − 1
2N∗s,a (q) d¯a
)
,
l = 1, · · · , L∗a (q) , i = 1, · · · , N∗s,a (q) . (50)
f1 (q, θ
∗ (q) ,w) ≈ 16
pi4
N2x⌈√
∆span,x (q)Nxd¯x
⌉2 N2y⌈√
∆span,y (q)Nyd¯y
⌉2 , ∀w ∈ A. (51)
min
q
⌈√
∆span,x (q)Nxd¯x
⌉2⌈√
∆span,y (q)Nyd¯y
⌉2 (
H2+d2max (q)
) (
H2+‖q‖2
)
. (52)
Based on (51), the AIRS placement optimization problem
can be similarly solved as that in Section IV-A2. Specifi-
cally, similar to (43), the problem can be first equivalently
transformed to (52), shown at the top of this page. It is
observed from (52) that the placement optimization for UPA-
based AIRS with 3D passive beamforming needs to strike a
balance between minimizing the angular spans along both x-
and y-axis, as well as minimizing the cascaded path loss.
Furthermore, as the target area A is symmetric over the x-
axis, so is the optimized AIRS placement, i.e., q∗y = −Nydy2 .
In addition, similar to Algorithm 1, the optimized placement
q∗x can also be found via a one-dimensional search. Thus, an
efficient solution is obtained for (P2) via the joint placement
and 3D beamforming design for the general UPA-based AIRS.
V. NUMERICAL RESULTS
In this section, numerical results are provided to evaluate the
performance of our proposed design. The altitude of the AIRS
is set as H = 100 m. Unless otherwise stated, the noise and
transmit power are set as σ2 = −110 dBm and P = 20 dBm,
respectively, and the reference channel power gain is β0 =
−40 dB, corresponding to a carrier frequency of 2.4 GHz. The
number of transmit antennas at the source node is M = 64.
The separation of adjacent elements along the x- and y-axis
are dx = dy = λ/10 .
We first consider the single-location SNR maximization
problem studied in Section III. Fig. 9 shows the achievable
SNR for the target destination location at [1000, 0]T m versus
the number of AIRS reflecting elements,N . For the considered
setup, it follows from Proposition 2 that ρ = 10, and the
optimal AIRS deployment coefficients are ξ∗ (ρ) = 0.0101
and 0.9899, i.e., the AIRS should be placed either close to the
source node or to the target location. As a comparison, we also
consider a benchmark AIRS placement scheme with the AIRS
simply placed above the midpoint between the source and the
target location, i.e., q = [500, 0]
T
m. For both the proposed
optimal placement and benchmark placement, the optimal
passive beamforming with phase shifts given in (13) is applied
at the AIRS to achieve coherent reflected signal combination
at the target location. It is observed that for both placement
schemes, the optimal SNR increases quadratically with the
number of AIRS elements, as expected. In addition, the
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Fig. 9. SNR versus the number of AIRS reflecting elements for single-location
SNR maximization.
optimal placement significantly outperforms the benchmark
placement. For example, to achieve a target SNR of 15 dB, the
number of AIRS elements required for the benchmark place-
ment is about 580, while this number is significantly reduced
to about 225 for the proposed optimal placement. This example
demonstrates the importance of exploiting the flexible AIRS
placement for communication performance optimization.
Next, we consider the AIRS-enabled area coverage with the
simplified ULA-based AIRS by assuming that A is also a one-
dimensional (1D) line segment along the x-axis with interval
[xl, xu]. Three different setups are considered, with [xl, xu] =
[250, 750] m, [500, 1500] m, and [155, 325] m, respectively.
The number of reflecting elements is set as N = Nx = 256.
To illustrate the impact of AIRS placement q on each of the
three factors in (43), Fig. 10 plots the required number of sub-
arrays L∗ (qx) in (35) and the worst-case concatenated path
loss versus the AIRS placement qx along the x-axis, together
with the corresponding worst-case SNR plotted in Fig. 11. Let
xc =
xl+xu
2 be the center of the target line segment for AIRS
coverage. It can be shown that the optimal AIRS placement
should satisfy q∗x ≤ xc. Therefore, the maximum values over
the x-axis in the plots of Fig. 10 and Fig. 11 are set to xc. It
is firstly observed from Fig. 10 that as the AIRS moves from
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Fig. 10. The required number of sub-arrays and the worst-case concatenated path loss versus the AIRS placement along the x-axis for 1D coverage with the
ULA-based AIRS.
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Fig. 11. The worst-case SNR versus the AIRS placement along the x-axis for 1D coverage with the ULA-based AIRS.
the left of the source node towards xc, the required number
of sub-arrays L∗ (qx) increases in a staircase manner. This is
expected since when qx increases or the AIRS moves closer to
the target coverage area, the angular span∆span (qx) increases,
which thus requires broader beam (or equivalently more sub-
array partitions) to cover the target area, though this comes at
the cost of reduced worst-case array gain, as can be inferred
from (39). It is also observed from Fig. 10 that the worst-case
concatenated path loss generally first decreases, then increases
and finally decreases with the increase of qx.
With the effects of both the angular span and concatenated
path loss taken into account, the worst-case SNR versus qx
based on (39) is shown in Fig. 11 for the three cases considered
in Fig. 10. The optimal AIRS placement that leads to the best
worst-case SNR is also labelled in the figure. It is observed
that different from the single-location SNR maximization case,
where the optimal AIRS placement is always located between
the source node and the target location, the optimal AIRS
placement q∗x for area coverage critically depends on the size
of the target area, for which we might have q∗x < 0, q
∗
x ≈ 0,
or 0 < q∗x ≤ xc, corresponding to the three cases in Fig. 11,
respectively. In particular, in Fig. 11(a), the optimal AIRS lies
to the left of the source node, since it can result in smaller
angular span and hence higher worst-case array gain, though at
the cost of higher concatenated path loss. This implies that the
array gain is the dominating factor for the considered setup.
Similar observations can be made for the two other cases in
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Fig. 12. The worst-case SNR versus transmit power for the ULA-based AIRS
coverage.
Fig. 11. These three different setups show that it is a non-trivial
task to find the optimal AIRS placement for area coverage in
general, as it needs to achieve an optimal balance between
minimizing the angular span and the concatenated path loss.
Next, for the ULA-based AIRS, we consider the AIRS-
enabled coverage for a rectangular area A, with the length and
width given by Dx = 1000 m and Dy = 600 m, respectively,
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and the center at w0 = [1000, 0]
T m. The number of AIRS
elements is set as N = 256. For comparison, we consider the
benchmark scheme with the AIRS placed above the center of
the rectangular target area, i.e., q = [1000, 0]T m. Fig. 12
shows the worst-case SNR versus the transmit power P for
both the optimized and benchmark schemes. It is observed
that the optimized AIRS placement significantly outperforms
the benchmark placement, with an about 25 dB SNR gain.
This demonstrates the importance of our proposed joint AIRS
deployment and beamforming design.
Last, we consider the general case of UPA-based AIRS as
studied in Section IV-B. The number of elements along the
y-axis is fixed as Ny = 20, and N is varied by varying the
number of elements along the x-axis, Nx. The size of the
rectangular target area is the same as the ULA-based AIRS
case considered previously. Besides the proposed scheme in
Section IV-B, we also consider a benchmark scheme with
1D passive beamforming applied to UPA-based AIRS, by
grouping the Ny reflecting elements in each column into one
sub-surface and applying an identical phase shift [13]. In this
case, the phase shift design of the AIRS with N = NxNy
elements follows the pattern θnx,ny = θnx , ∀ny . Such a
design further restricts the optimization space in (P2), since
the number of independent phase shift design variables is
Nx, instead of Nx +Ny in our proposed 3D beam design in
Section IV-B. By following the similar design of Proposition 3,
the received SNR with the above 1D beamforming applied to
UPA-based AIRS can be expressed as
γ (q,Θ,w) ≈
4
pi2
P¯ β20MN
2
x
∣∣∣∣ sin(piNy d¯y[Ω¯T (q,w)−Ω¯R(q)])sin(pid¯y[Ω¯T (q,w)−Ω¯R(q)])
∣∣∣∣
2
⌈√
∆span,x (q)Nxd¯x
⌉2 (
H2 + ‖q−w‖2
) (
H2 + ‖q‖2
) .
(53)
In contrast to the broadened and flattened beam in the proposed
3D beamforming design, due to the inability of phase steering
over the dimension of Ω¯, the SNR in (53) varies significantly
with the target location w and can be even zero when
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piNyd¯y
[
Ω¯T (q,w)− Ω¯R (q)
]
= kpi, k = 1, · · · , Ny − 1.
Fig. 13 shows the worst-case SNR versus the number
of AIRS reflecting elements N for both the proposed and
benchmark schemes. It is observed that the worst-case SNR
increases with the number of AIRS reflecting elements for both
schemes, as expected. Furthermore, the proposed 3D passive
beamforming with beam broadening and flattening drastically
outperforms the benchmark 1D passive beamforming applied
to UPA-based AIRS, with an about 30 dB SNR gain. This
is expected since the benchmark scheme is unable to achieve
beam steering over Ω¯ dimension (see (53)), and its resulting
SNR is thus limited by the insufficient array gain along the
y-axis, especially for a large coverage area. In contrast, thanks
to the 3D beam broadening and flattening over both Φ¯ and Ω¯
dimensions, approximately equal array gain can be achieved
for all locations in the target coverage area, thus leading to
significant performance gain over the benchmark scheme.
Fig. 14 shows the worst-case SNR versus transmit power
at the source node for the UPA-based AIRS area coverage.
The number of AIRS elements along x- and y-axis are
set as Nx = Ny = 20. We also consider the benchmark
placement scheme with the AIRS placed above the center
of the rectangular target area, i.e., q = [1000, 0]T m, and
the proposed 3D beamforming in Section IV-B is applied for
both the optimized and benchmark placement schemes. It is
observed that the optimized placement achieves significant
performance gains over the benchmark placement. Again, this
shows the importance of our proposed joint AIRS placement
and beamforming design for AIRS-enabled wireless commu-
nications.
VI. CONCLUSION
This paper proposed a new wireless relaying system enabled
by passive AIRS for coverage extension over the sky. The
worst-case SNR in a target coverage area was maximized by
jointly optimizing the transmit beamforming for the source
node as well as the placement and 3D passive beamforming for
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the AIRS. We first studied the special case of single-location
SNR maximization and derived the optimal solution in closed-
form. It was shown that the optimal horizontal AIRS place-
ment only depends on the ratio between the source-destination
distance and the AIRS altitude. Then for the general case of
AIRS-enabled area coverage, we proposed an efficient solution
by decoupling the passive beamforming design for the AIRS to
maximize the worst-case array gain from the AIRS placement
optimization via balancing the resulting angular span and
cascaded path loss. In particular, a novel beam broadening
and flattening technique was applied to form a flattened beam
pattern with broadened/adjustable beamwidth catering to the
size of the target coverage area. Numerical results demon-
strated that the proposed design can significantly improve
the performance over the benchmark beamforming/placement
schemes, and the importance of exploiting both the AIRS
passive beamforming and flexible deployment in designing
AIRS-enabled wireless communications.
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