In applications of bioinformatics and text processing, such as splice site recognition and spam detection, large amounts of training sequences are available and needed to achieve sufficiently high prediction performance on classification or regression tasks. Although kernel-based methods such as SVMs often achieve state-of-the-art results, training and evaluation times may be prohibitively large. When single kernel computation time is already linear (w.r.t. the input sequences) it seems difficult to achieve further speed ups. In this work we describe an efficient technique for computing linear combinations of string kernels using sparse data structures such as explicit maps, sorted arrays and suffix tries, trees or arrays [5] . As computing linear combinations of kernels make up the dominant part of SVM training and evaluation, speeding up their computation is essential. Considering the recently proposed and successfully used linear time string kernels, like the Spectrum kernel [2] and the Weighted Spectrum kernel [3] we show that one can accelerate SVM training by factors of 7 and 60 times, respectively, while requiring considerably less memory. Our method allows us to train string kernel SVMs on sets as large as 10 million sequences [4] . Moreover, using these techniques the evaluation on new sequences is often several thousand times faster, allowing us to apply the classifiers on genome-sized data sets with seven billion test examples [6] . The presented algorithms are implemented in our Machine Learning toolbox SHOGUN for which the source code is publicly available at http://www.shogun-toolbox.org.
Linear combinations of String Kernels
In chunking based training algorithms for SVMs such as SVM light a large amount of computation time is spend on computing linear combinations of kernels g i = N j=1 α j y j k(x i , x j ), i = 1, . . . , N , which is needed for selecting the working set and checking the termination criteria in each iteration. Without further assumptions, computing g from scratch in every iteration requires O(N 2 · L) kernel computations, where L is length of the input sequence. To avoid re-computation of g one typically starts with g = 0 and only computes updates of g on the working set W
(1)
we can rewrite the update rule as
where w W = j∈W (α j − α old j )y j Φ(x j ) is the normal vector update on the working set. If the kernel feature map can be computed explicitly and is sparse, then computing the update in (2) can be accelerated. One only needs to be able to efficiently compute and store w W in a sparse data structure. We refer to this technique of linear updates as the linadd algorithm [5] . It should be noted that computing the dot product in (2) will be of effort only O(N · L) (depending on representation) and only requires lookup operations into the sparse data structure.
Representing w W If we consider kernel-based learning in the domain of strings, a linear combination corresponds to a weighted set of strings embedded into a feature space. This feature space is induced by string features, such as sequences of fixed length (k-mers), natural words (bag-of-words) or even all possible strings. Each dimension in this space reflects the number of occurrences for a particular string feature. To compose and maintain a linear combination, we thus need to represent these string features and corresponding occurrences in efficient data structures.
• Explicit Map. If the dimensionality of the considered feature space is very small, then the frequencies of extracted string features can be maintained in an explicit vector. While this approach is limited to thousands of features, it can be implemented very fast using special vector operations as provided by the Intel Math Kernel Library or the AMD Core Math Library
• Sorted Array. If no such explicit representation is possible a linear combination can be stored as a sorted array. Each element of the array is an index-value pair (f, v), where f corresponds to a string feature and v to the number of occurrences. Efficient computation is realized by representing the f as large integer number, which enables matching of string features in terms of high efficient hardware instruction. For example using 64 bit integer variables up to 32 symbols of DNA sequences and 9 symbols of ASCII test may be considered as string features.
• Generalized Suffix array. A more involved data structure for storage of string features and corresponding frequencies is a generalized suffix array [1] . The array comprises the sorted suffixes of a set of strings in such a way that access to any contained substring and its frequency is carried out in linear time. Thus, given a set of strings in a generalized suffix array a linear combination can be computed for any possible set of string features -similar to corresponding string kernels [7] .
Parallelization As still most time is spent in evaluating g(x) for all training examples further speedups are gained when parallelizing the evaluation of g(x). When using the linadd algorithm, one first constructs the data structure representing the update vector w and then performs parallel lookup operations using several CPUs (e.g. using shared memory or several copies of the data structure on separate computing nodes). We have implemented this algorithm based on multiple threads and gain reasonable speedups (see next section).
Experimental Evaluation. Experiments were performed on a PC powered by eight 2.4GHz AMD Opteron(tm) processors running Linux. We measured the training time for each of the algorithms (single, quad or eight CPU version) and data set sizes and trained SVMs with KKT = 10 −5 and C = 1:
• Experiments on web-spam. The task is to distinguish web pages that are maliciously tailored to achieve high ranks by search engines (web spam) from normal pages. As a sparse mapping we used sorted arrays of 64-bit unsigned integers allowing us to consider up to 8-mers (8-bit alphabet: 0 . . . 255). This dataset has 100,000 examples of average size 30k. The total size of the training and test data set is ≈ 3 GB, which results in ≈ 23 GB of memory requirements using sorted arrays of 64-bit variables.
N 100 500 1,000 5,000 10,000 20,000 50,000 70,000 100,000 Table 1 : Speed and classification accuracy comparison of the spectrum kernel without (Spec) and with linadd (LinSpec) on the web spam data set. The first row shows the sample size N of the data set used in SVM training. The next two rows display the time (measured in seconds) needed in the training phase classification accuracy and AUC
• Experiments on human splice dataset. The splice data set contains 159,771 true acceptor splice site sequences and 14,868,555 decoys, leading to a total of 15,028,326 sequences each 141 characters in length. Formulated as a 2-class classification problem we trained WD SVMs (C = 1, K = 20) on up to 10, 000, 000 examples using suffix tries as data structure. Comparison of the running time of the different SVM training algorithms using the weighted degree kernel on the splice data set. Note that as this is a log-log plot small appearing distances are large for larger N and that each slope corresponds to a different exponent. In the left figure the Weighted Degree kernel training times are measured, the right figure displays spectrum kernel training times.
