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This thesis is concerned with iterative solution of the equation 
u - Tu = f, 	 (1) 
where f is a given element in a Banach space X, and T is a given 
bounded linear operator mapping X into X. The iterative scheme con-





+ f (n=0,1,2,...) 	 (2) 
with x
o 
an arbitrarily chosen element of X. 
Both the equation and the iterative scheme defined have been 
studied extensively in recent years, as for example by H. Bialy, 
M. A. Krasnaselskii, W. V. Petryshyn, and F. E. Browder. The aim in 
this thesis is to supply a rather detailed account of the chief 
theorems in a recent paper by F. E. Browder and W. V. Petryshyn, 
The solution by iteration of 'linear functional equations in Banach 
spaces, Bulletin of the American Mathematical Society, Volume 72 (1966), 
566-570. This paper contains some of the strongest results known on the 
problem concerned. Proofs in the above paper are in brief form, and 
some proofs are sketched or outlined only. It is hoped that the present 
2 
detailed treatment will be of interest to those wishing to become 
acquainted with the known results, possibly with a view to new applica-
tions as to extension of the results. 
To give an idea of the type of theorems concerned, we state two 
of the theorems here. 
I. Let X be a Banach space, and let T be a bounded linear 
operator on X which is asymptotically convergent. Then: 
(a) If f IS an element in the range of the operator 
I - T (where I is the identity operator on X), then the sequence 
{xn } defined in (2) for any initial approximation x 0  will con-' 
verge to a solution of Equation (1). 
(WHausubsequence{N)ofbcdconverges to an 
element y of X, then y is ,a solution of (1), and the whole 
sequence {x
n
} converges to y. 
(c) If X is reflexive and the sequence {x
n } is bounded, 
then {xn
} converges to a solution of (1). 
II. Let T be a self-adjoint non-eXpriding operator on a Hilbert 
space H. Then T is asymptotically convergent if and only if -1 is not 
an eigenvalue of T. 
A considerable amount of background material on Banach spaces, 
Hilbert spaces, and bounded linear functionals and operators, is 
included. The aim is to make the reading as easy as possible, and to 
show how various fundamental theorems in the theory of normed linear 
spaces are used in the proofs of results related to the iteration 
scheme. Some lengthy proofs are omitted, as well as proofs for some 
results commonly discussed in basic graduate analysis courses. In 
every case, an appropriate reference is given for a proof not included. 
Chapter II consists largely of background material on Banach spaces. 
Chapter III contains the fundamental theorems in the Browder-Petryshyn 
paper cited above. Chapter IV concerns the specialization of the 
results of Chapter III to Hilbert spaces, and includes some general 
remarks on Hilbert spaces which are pertinent. 
4 
CHAPTER II 
PRELIMINARY TOPICS IN LINEAR ANALYSIS 
2- 1 	In the following, X and Y will represent normed linear spaces, 
and 114 will represent the norm of an element xc X. 
A sequence of elements {x 
n
}in X is said to converge in norm to 
an element x E X if for every c > 0, there exists an integer N > 1 such 
that 
llxn 
- xll < c whenever n > N. 




- 	, 0 as n 	00. Convergence in the 
norm of X is often called strong convergence in X (as in Lorch [6]) for 
reasons that will become clear later. 
The sequence {xil } in X is a Cauchy -sequence in the norm of X if, 
for every E > 0, there exists an integer N > 1 such that 
llxn - xmll 
< c whenever n > N and m > N. 
Every sequence of elements in X which converges in norm is a 
Cauchy sequence in norm, but the converse is not true in general. If 
{x
n
} is a Cauchy sequence in the norm of X, there need be no element x 
in X for which
n - 	
-* 0 as n co. A normed linear space X for 
which every Cauchy sequence of elements in X converges in norm to an 
5 
element of X is said to have the property of completeness, or to be 
complete; a complete normed linear space is called a Banach space. 
2-2 	If X and Y are normed linear spaces, a mapping T'from X into Y 
is a linear transformation if 
T(ax + 13y) = aTx + RTy 
for every x and y in X, and for any scalars a and R. 
The norm of a linear transformation T : X 4- Y, denoted by IlTd, 
is defined by 
11 T = sup { 11 '14 	xcX, 11X11 	1} 
Note that for the element x we apply the norm associated with X, and 
for Tx the norm associated with Y. It can be proved that if X consists 
of more than the zero element, then 
m T H = sup{11 Txd 	x EX, x X 4 
II X II 
and 
IITII = sup{ II Tx II : x ex , 	11 4 = 1 } 
If IITH < co, T is called a bounded linear transformation. In this 
case, it can be shown that 
„ 	  
6 
111.4 	I I T I I 	11 x 11 for every x e X 
A linear transformation T is continuous at x e X if for every e > 0, 
there exists a 6 > 0 such that 
- Tx0 11 < E whenever 	xo < 6. 
The transformation T is continuous on X if it is continuous at every 
X E X. A linear transformation is continuous on X if and only if it is 
bounded. For a proof, see Rudin [8]. 
2-3 	The set of all bounded linear transformations from X into Y is 
denoted by L(X,Y). A transformation from a space X into itself is 
called an operator on X, and we refer to L(X,X) as the set of all 
bounded linear operators on X. A transformation from X into the real 
or complex field (each denoted temporarily by K) is a functional. 
Analogously, L(X,K) is the set of all bounded linear functionals on X. 
In this case the field K is regarded as a one dimensional linear space 
over K, and the absolute value is used as the norm on K. L(X,K) is 
called the dual (or,conjugate) space of X, and is usually denoted by 
X (or occasionally by X'). 
Let (Tn
} be a sequence of transformations in L(X,Y). We say 
that {Tn } converges uniformly to a transformation TeL(X,Y) if the 
sequence {Tn } converges to T in the norm of L(X,Y), that is, if 
IITn -TII}0 as n 	co. 
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The sequence {T il } converges strongly to a transformation TeL(X,Y) if 
11T
n
x 	Tx 11 	0 as n 	00 
for each x in X. Note that in the latter case the norm is that of the 
space Y. It should be pointed out here that usage of the word "strong" 
is not completely consistent. We had earlier given the expression 
"strong convergence" in X as an alternative term for "convergence in 
the norm" of X. However, when we are dealing with the special space 
L(X,Y), even though it is itself a normed linear space, strong con-
vergence will be understood to have the meaning given in this section. 
This terminology is standard. 
2- 4 	Banach Steinhaus Theorem. Suppose X is a Banach space, and Y 
a normed linear space. Let {T a : aeI} (where I is an indexing set, 
possibly uncountable) be a nonempty collection of bounded linear 
transformations in L(X,Y). Then either 
(1) There exists a positive real number M such that 
II T II < M for every aeI, a 
or 
(2) sup { a  x11 aeI} = .0 for all x in some dense G 6 
 set in 
X. (A G6 
 set is a set which is a countable intersection of open sets.) 
For a proof of this important theorem, see Rudin [8]. A useful 
consequence is the following result: 
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2- 5 	Corollary. Suppose {Tn } is a sequence in L(X,Y), where X is a 
Banach space, and suppose 
	
MTnx - Tx II 4- 0 as 	n 4- 
for every xEX. Then TEL(X,Y), and 
II T II 5 lim inf II 	• 
Proof: Fix x. For every c > 0, there exists an integer N > 1 such that 
M Tnx 	Tx II < e whenever n > N. 
Then 
+ E for n > N. 
Therefore, for each n ? 1, we have 
IITnxJI 5 max { lITxlI + E, 	11Tx11, 	11T24, 	IITNxII }. 
Consequently 
S = sup { MT xM : n 	1 } < 
j1- 	  
This inequality holds for each x in X, and therefore the number $ x 
 cannot be infinite for all x in some dense G cS set in X. Thus the 
Banach-Steinhaus theorem establishes the existence of a real number 
M > 0 such that 
II T
n  < M for all n > 1. - 
Now since 
IITnxII - HT4 < HTnx - Tx11 , 
  
9 
we have that 
lim HTnxil = HTxH for each xeX. ro-co 
Since 
IITnxll < IITn II dxh for each 	n 	1, 
it follows that when HxH < 1, 
lim ftnxH 	lim inf{ HTII D b(11 	lim inf { HTn H }. 
71-}°o 	n4c0 	 n4c0 
Then 
= sup{ 11Tx11 	11x11 	1} 	lim 	{ HTn H. } 	M < co. 
n4c0 
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With the help of this corollary, we can establish the following theorem, 
2- 6 	Theorem. If X is a normed linear space,; then the dual space X 
is a Banach space. 
Proof. The linearity of X is obvious. To verify completeness in the 
norm of X , let {Fn } be a Cauchy sequence in X. Then given e > 0, 
there exists an N > 1 such that 
IIFn 	Fm < 6 whenever n > N and m > N. 
Fix x $ 0 in X. Let e > 0 be given, and let e l = e /IIxIL. Then there 
exists an N > 1, such that n and m > N implies 
IIFn - Fm II < i i)7 • 
Using the linearity of X , and the definition of On .- Fm1 11, we have 
IFn (x) - Fm(x)I = l(Fn 	Fm) x I 5, On - Fm II114 < 6 
for n,m > N. Hence {F n(x)} is a Cauchy sequence of complex numbers 
for each fixed x $ 0. The corresponding assertion for x = Q is 
immediate, Thus, by completeness of the complex number system, there 
exists a functional F such that 




Fn  (4x + By) = aFn
(x) + BF (y) 
for each x,yeX, all scalars a and S, and for every n > 1. Hence 
lim Fn (ax + By) = a lim Fn (x) + S lim Fn (y), n-)-00 
and F is linear. We must now show that F is bounded, and that 
IIFn -FII+0 as n 
We know that there exists an N
1 
such that 
Fn 	 for n,m > Ni . 
Hence 
II FN H + 1 for every n ? N1, 1 
and 
for all n > 1. By the definition of norm of F n , 
12 
IFn (x)I S 	11)4 	M 114 
for each x s X and each h > 1, Therefore 





and F is bounded. Now let e > 0 be given. There exists an No such that 
IFm (x) 	Fn(x) I 	114 
for m > No  and n > No  . Hence 
IF(x) - Tn (x)I < 2 — 114 for n > No 
and we have 
liF - Fn 	< E for n > o . 2 
Thus X is ecmplete, This completes the propf. 
Jig 	  
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2-7 	Rahn-Banach Theorem. If M i$ a subspace of a normed linear 
space X, and if F is a bounded linear functional defined on M, then F 
can be extended to a bounded linear functional 0 on X in such a way 
that 114 = VII • 
This theorem is proved in Rudin [8]. 
2- 8 	Corollary. If X is a Banach space and x e X, x X 0, then there 
17; 
exists 4 bounded linear functional F e X such that 
MFil 	1 	and 	F(x) = 11xD • 
Proof. Let xoe X, xo 
X 0, and consider the subspace M spanned by x. 





iorreach scalar c. Since 
IF 0 (cx0 ) I 7 !PI IIxo iI 	F IIcA0 
it follows that 
IIF o II = sup{IF 0 (cx0 )1 	Ilcx0 11 	1} 
But using the linearity of F o , 
114 
Hcx.11 = 1F0 (cx0 )1 	U'o ll lox 
and thus 	? 1. Therefore IIF o II= 1. Applying the Hahn-Banach 
theorem, there exists a bounded linear functional F defined on the 
 II 	II F entire space X such that F is an extension of F o 5 and 09 
 Hence 
WI 7 1 and F(x(? ) = llxo ll 5 
and the corollary is proved. 
The result guarantees that if X X {0} then the dual space X 
does not consist of the zero element. 
2-9 	1(X ,F), the set of all bounded linear functionals defined on 
X* , }s called the poond dual of X, and is written X
** 
 . 
Now for each fixed x, define A x on X as follows: 
A (F) 7 F(x) for each Fe X 
The linear functional A is in X for each xe X, In fact, it will be 
shown that 




IlAx 11 T sup{lA x(F)1 : 	1} . 
That MAx M mx11 follows easily from the definition of norm of a 
transformation, since 
lAx (F) 1 	= 11F11 11x11 	11x11 
if In 5 1 . To show that MAxM > Hx11, suppose first that x 
Then by Corollary 1-8 there exists a bounded linear functional G e X 
such that 
MGM ,-- 1 and G(x) = 114 • 
Hence for this G we have 
Ax (G) = G(x) = 114 • 
Since IIGII = 1, 
11x11 = [AX (G)1 	MAx M MGM = MAx ii 
Therefore 
Hx11 5 MAx M if x # 0 . 
II 
16 
Since it is clear that II lo = II 0 II = 0, we know that 
HAx il for all X e X . 
Hence we have shown that HAx , 114 and Ax e X for each xe X. 
eac 
2- 10 The mapping x A
x 
is called the natural mapping of X into X 
(since norms are preserved, this mapping is an isometry). 
• 
A Banach space is reflexive if the natural mapping maps X onto 
X . Some examples of reflexive Banach spaces are 
(i) All finite dimensional Banach spaces 
(ii) kP spaces for 1 < g < 
(iii) LP (p) spaces for 1 < p < co (p is a positive measure on a 
a-algebra of subsets of a space). 
1 	1 	co 
The spaces L(p), , L (P), e, and CrEa,hi, where [a,b] is a bounded 
interval in the real line, are Banach spaces which are not reflexive. 
For proofs of these assertions reference may be liwle to Rudin [8]. 
2- 11 	If fxn 1 is a sequence of elements of the Banach space X, we say 
that {x n
}.converges weakly to an element xe X if 
G(xn ) i G(x) for every G e X . 
Since 
IG(xn ) - G(x) I = IG(xn - x)1 :5 liG1111xn 	xli 
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with IIGH < 00 for each G e X , we see that convergence in-the norm of 
X implies weak convergence in X. Therefore convergence in norm is 
"stronger" than weak convergence, and this is one reason that the term 
"strong" is often used for convergence in norm. 
For an example of a sequence of elements in a Banach space which 
converges weakly to some element in—thwt space, but does not converge 
in norm (strongly), we consider t 2 , the Banach space consisting of all 
sequences x = fy, i 7. 1,2,3,—, of complex /lumbers such that 
114 	( " 	2,1/2 
	
/ I C I 	 <  
±=a. 
It is known (see liorch [6], for example) that the 44 space of t2 
is Q2 , that is, every bounded linear functional T defined on t 2 can be 
expressed uniquely by means of a sequence {f i } of complex numbers such 
that 
II F II = 2 1/2 < cc, 
i=1 
The components f. are such that 
CO 
F(x) = X f. E. 
1 
i=1 
for each x = 14 i l in X. 
Now let {en } be a sequence of elements in k 2 defined as follows: 




I. ••, en = (0,0 ? •' 
where en • has 1 in the nth place and zeroes elsewhere. 
Then 
den - em  I I = 5 for t # m , 
and hence {e } cannot converge in norm. 131,1t now suppose F, reprer 





) = d n 	= f for each n . 
	
t=1 n 
{1 if i = j 
(6.. = 	 called the Krowker delta) 




< co, we know that 
18 
f
n 	0 as n 	. 
Hence 
F(en ) 	0 = F(0) as n 
and we have shown that {a n } converges weakly to the z ero element of £2. 
19 






Likewise, convergence of {x
n
} to x in norm is indicated by 
x
n 	x . 
2-12 	Theorem. If xn 	x in X, and xn 	y in X, then x = y. 
other words, weak limits are unique (as are limits in norm). 
Proof. Suppose x # y. Then x - y 	0, and by Corollary 1-9, there 
exists a bounded linear functional F c X such that 
= 1 and F(x - y) = IIx -  
Since lI x - y I I > 0, we have 
F(x) - F(y) = F(x - y) > 0 . 
Therefore F(x) 	F(y). Now by the definition of weak convergence, 
lim G(x
n
) = G(x), and lire G(x ) = G(y) 
n400 	 n-° 
for each G e X . Since limits of sequences of complex numbers are 
20 
unique, we must have G(x) = G(y) for each GE X . But the assumption 
that x y leads to a contradiction of this fact, Hence x = y. This 
completes the proof. 
2-13 	If {Fn } is a sequence in X , and FE X
*
, to say that 
F
n F weakly in X 
means, in accordance with the definition in 1-9, that 
A(F) 	A(F) for all A e X 
	
(1) 
Since this requirement is pften too strong for use in applications, it 




corresponds to X under the natural mapping of X into ,X . Thus we 
replace (1) by 
Ax (Fn ) 	A (F) for all x e X . 
But this is equivalent to requiring that 
F
n
(x) 	F(x) for all x E X . 








, and F e X
* 
 , then {F. 
 n
} is said to .converge weakly to F if 
21 
lim Fn (x) = F(x) for all x e X . r"). --9-co 
Note that if X is reflexive, then weak convergence and ordinary 
weak convergence-are the same. 
2- 14 	Suppose X and Y are normed linear spaces, and that T e L (X,Y). 
Let G e Y. For each x E X, define F on X by 
F(x) = G(Tx) , 
The functional F is linear, by the linearity of G and T. Also 
11F()11 = III (Tx) 
	
11G.11 11T )f II 
for each x e X, since G and T are bounded, Therefore F e X , To 
designate the F so associated with G (by the fixed transformation T), 
we wr5,te 
F = T G . 
iy 
Observe that T maps Y .into X , whereas T maps X into Y, The trans, 
formation T is called the adjoint (or conjugate) of T. 
2,15 Theorem. If T is a bounded linear transformation of X into Y, 
and T is the adjoint of T, then T is a bounded linear transformation 
of Y into X , and 
22 
IIT* 11 = IITII • 
Proof. By definition, 
T G(x) = F(x) = G(Tx) for each x c X . 
To show that T is linear, let G and H be in Y , and let a and 13 be 
scalars. For every x e X, 
{T* (aG + (H))(x) = faG + 13H1 (Tx) = 
aG(Tx) + ql(Tx) = G(x) + 	H(x) = 
{aT G + RT C  H} (x) • 
Thus T is linear on Y . Next we show HT H < Hal, which implies that 
T is bounded. By definition of norm, 
IIT* 11 = sup { HT* G11 : I I G I I< 1}. 
Now 
II 	= sup{IT*G(x)I : 11x11 < l} = sup{IG(Tx)I 	11x11 < 1} 
and 
23 
1G(Tx)1 	IIGH 11TH Hxli for each x e X . 
Hence 
IG(Tx)I 5- 114 IITII whenever 114 5 1 . 
It follows that 
IIT*4 NI1 	for all G 	11* 
and hence 
v. 11 	ft0 
It remains to prove 1T* Il > 11T11 • Let x e X. If Tx # 0, by Corollary 
1-9 there exists a G c Y such that 
IIGII = 1 and G(Tx) = II TXII  
Then 	11T4 = IQ (Tx) I = 	T"G(x) I 	IIT*G 	11x11- < II T
..
II 11G11114 - 11T* II Hx11 - 
If Tx = 0, then 
11Tx11 5_ 11T * Il 	11x11 
holds trivially. Hence 
24 
11T H T 11T* 11 
and we conclude that IITIL= • 11THI • The proof is complete. 
2,16 	It is useful to write 
T g(x) = 9(Tx) 
in the "inner product" notation 
(c,TG) = (T?c,G) for any x E X, G E Y*1 . 
All of the operations associated with inner products in Hilbert spaces 
are valid for this notation, and justification for naming T the 
"adjoint" of T is apparent. 
2-17 	Suppose we now let T E L(X,X) and p 	. Then the trapsforma , 
ti,on T defined by 
(1,;,T G) = (Tx,G) for all ?lc E 
	
( 2 ) 
 
maps X into X , 
Theorem. Let T s 14(X,X) where X is a Domed linear space, and let 
G E X . Then for all x c X, 
(x, (T
* 
 ) 	= (T
nx,G) for each n 	, 
Proof. (i) For n = 1, we have the definition of T. 
(ii) Suppose for some k > 1 we have 












 G) . 




 = (Tkx, T*G) . 
By (2), 





 ) k-1-1G) = (T
k+1
x,G) , 
and the proof by induction is complete. 
The notion of weak convergences defined in 1-13, can be 
formulated in inner product notation: a sequence {F n } in X converges 
weakly to F e X if 
25 
(x, Fn ) 4- (x, F) as n + co 
26 




THEOREMS FOR BAMACH SPACES 
3-1 	Let X be a Banach space, let T E L(X,X), and suppose f E X, We 
will supply conditions that are sufficient for solution of the equation 
u - Tu = f 	 (1) 
by the method of successive approximations with the Picard (Poincarg, 
Neumann) iterative scheme: 
xn+1 
= Tx
n  + f for n > 0, 
where where xo is some given element in X. It is clear that the nth 
Picard iterate, xn , is given by 
-4- 	11 x 	I 	+ T x
o
, n . 1=1. 
(2) 
where T° = I. Then our problem is that of finding conditions suffi-
cient for convergence of the series whose nth partial sums are given 
by (2). 
3-2 	A bounded linear operator.T on a Banach space X is said to be 




x} converges in norm to some element y e X. Throughout the rest, of 
the chapter, the term operator will refer to a bounded linear operator. 
An operator T on a Banach space X•is asymptotically bounded if 
there exists a real number M > 0 such that 
IIT11 11 < M for all n > 1. 
Now if T is asymptotically convergent, it follows from tha Banach-
Steinhaus theorem applied to {1 4-1 } that there exists a real number 
M > 0 such that n < M whenever n > 1. Hence T is also asymptotically 
bounded. In addition, it was shown in 2-5 that there exists a bounded . 
 linear operator Q such that 
Vrnx 	qx11 	0 as n 4, 
3-3 	Theorem (Browder-Petryshyn). Let X be a Banach space, let 
T g L(X,X), and suppose T is asymptotically convergent. Then: 
(a) If f is an element in the range of the operator I - T 
(that is, if a solution of (1) exists), the sequence {x n } defined in 
(2) for any initial approximation x o will converge to a solution of 
the equation 
u - Tu =,f. 
(b) If any subsequence {x n } of {x
D 




y of X, then y is a solution of 
y - Ty = f 
and the whole sequence {xil } converges to y. 
Proof. Since T is asymptotically convergent, we know from Section 3-2 
that there exists an operator Q such that 
HTnx - Qx II 4 0 as n 4 00 
for each x E X. Now by 2-11, we see that for each fixed x in X, the 
sequence of elements {Tnx} in X converges weakly to Qx; that is, 
G(Tnx) 4 G(Qx) as n 4 00 
for every G e X, or in inner product notation, 
(T
n
x,G) 3 (Qx,G) as n 4 .0 
	
(3) 
for every G E X . Applying Theorem 2-17, we have 
(x,(T* ) nG) = (Tnx,G) 
for each G e X , and for all n > 1. By definition of the adjoint of an 
operator in L(X,X), 
(Qx,G) = (x,Q G). 
Hence (3) can be written in the form 
(x,(T PG) i (x,Q G) as n 	m . 
Since (4) holds for each x c X, we have shown that the sequence{(T ) nG} 
in X converges weakly to Q G for each G c X . Now for each x c X 
and n > 1, 
	
(Tnx,(T ) nG) - (Qx,Q G) = (T)
nG(Tnx - Qx) 	(T )n G(Qx) 	Q G(Qx) . 
By Theorem 2-17, we know (Tn ) = (T ) n . Thus 
11(T) n d = 	= I I Tn  II < g 
for n > 1, since T is asymptotically bounded. Consequently 
1(T* ) nG(Tnx 	Qx) ,I < M 11G11 IlTnx 	QN11 	o 












x,G) = (Tnx,(T ) nG) 
by Theorem 2-17, and since 
(Qx,Q G) = (Q
2x,G), 
we have, by substitution in (5), 
(T2nx,G) ÷ (Q 2x,G) as , n 	. 
In other words, the sequence {T2nx} in X converges weakly to Q
2
x. 
Now {T2nx} is a subsequence of {Tnx}. Clearly, if a sequence of 
elements of X converges weakly, then every subsequence converges 
weakly also, and to the same limit. Therefore IT2nxl must converge 
weakly to Qx. But by Theorem 2-12, weak limits are unique. Hence we 
have shown that 
Qx = Q
2x for all x E X . 
Now we have 
32 
QTx II = IlTn (TX) 	Q(TX)II 	0 	as n 
for each x E X. Since also 
HT
n+l 
x - Qx II 	0 as n 	, 
we have, by the uniqueness of strong limits, that 
QTx = Qx for all x e X . 
In addition, 
II n+lx TQx 11 	11TH 11Tnx - 11 Qx . , for every x 	x . 
Since 11TH < 	, we know that 
HTn+lx - TQx11 -> 0 as n 	. 
Hence 
TQx = Qx for all x E X . 
The results of the proof up to this point are that 
Q = Q
2 
and Q = QT = TQ . 	 ( 6 ) 
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With these results established, we will proceed with the proof of part 
(a). 
Suppose f is in the range of the operator I - T. Then 
f = u - Tu 
for some u E X. Define, for n > 1, 
n 
Sn (f) = f + Tf + 	Tn-1f = 	T'--f , 
i=1 
where T° represents the identity operator I. Then the iterates in (2) 




. 	 (7 ) 
Now 
S n(f) = S n(u - Tu) = u - Tu + Tu - T 2u + T2u + 	+ Tnu 




11xn - (u - Q(u - xo)) II = Sn (f) t Tnxo - u + Qu - Qxo  II 
= liTnx0 - Tnu + Qu - Qx0 11 	1lTnu - 	IlTnx0 	Qx0 11 5 
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and it follows that 
11 xn 	( u - Q(u - xo ))11 	0 as n 	00 . 
We will now show, by using (6), that u - Q(u - x o ) is a solution of 
(1). This follows by observing that 
Cu - Q(u 	xo)] - TEu - Q(u - x0 )] = 
u Qu + Qxo - Tu + TQu - TQx0 = 
u - Qu + Qxo - Tu + Qu - Qxo = u - Tu = f . 
The proof of part (a) is complete. 
To prove (b), suppose {x
n 
} is a nbsequence of {x
n
}, with x 
 
as defined in (7), which converges to y in the norm of X: 
x
n. 
= TnJxo + Sn. (f) , 
J 	 J 
and 
x 	y n. 
J 




x} in X will converge to 
Qx in norm. Observing that 
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MSn. (f) 	(y - Qx0)11 =
n. - Tnj xo  - + Qx011 
5 kn. 	3,11+ II TnJ xo - Qxo II , 
J 
it follows that 
I1Sn. (f) - (y - Qx )11 > 0 as n 	3 . 
Since by (6), 
-1 QSn. (f) = Qf . + QTf + 	+ QT
nJ f 
Qf = nJ Qf 
and 
	
n. 	.n.-1 	n.-1 
QT xo = QTT 3 = QT 	= • • = Qxo , 
we have 
n. 
Qxn. = QT 	xo + QSn. (f) = Qx + n. Qf . 
J 	 J 
Therefore 
11Qf H = II n( Qxn - Qx0 ) I I < II 
0
T-7- IIxn  - x0 11 
J 	J 	 7 	j 
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where we have used some of the basic properties of norms. Now since 
xn. 	
y, we see that given any e > 0, we can be assured that 
J 
11Qf 	< 6 • 
Hence we have 
Qf = 	II Qf ll = 0 . 
Moreover, 
n.-1 
' 	(I - T)S
n.
(f) = (I - T)(f + 	+ T J 	f) 
J 
n. -1 	 n. 
= f + Tf + 	+ T J f - Tf 	+ T J f 
n . 




(f) 	y - Q
xo , 
7 
and I 	T is bounded, and hence continuous, we see tliat 
11(I - T)S
n
(f) - 	- T)(y 	Qx0 )11 	0 as 
J 
But by (6), 
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II( I - T)y - fII` II( I - T)Sn (f) - (I - T)(y - Qxp ) II + IITJfII  
J 
for each j. Since 
it follows that 
This implies that 
	
n. 	n. 
'IT 3 = IIT 	f - Qfk 	0 as 
II(I - T)y - 	= 0 . 
j 	°° 
(I - T)y = f , 
thus showing that y is a solution of'(1). We see also that since y is 
a solution of (1), part (a) of the theorem guarantees that the entire 
sequence {x n
}defined in (7) converges to y. 
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Before proceeding further, it will be necessary to give a pre-
liminary discussion of a part of the theory of Banach spaces used in 
the next major result. 
	
3- 4 	Let X be a non-empty set. A class J of subsets of X is a 
topology pn X if J satisfies the conditions: 
(i) The empty set (I) and the space X are members of 1, 
(ii) The union of every class of sets in J is a set in 1, 
(iii) The. intersection of every finite Blass of sets in 3 is a 
set in J. 
A topological space, denoted (X,J), consists of a nonempty set 
X and a topology T in X. The sets in 1 are called the open sets of 
the topological space. When the topology T is understood, it is usual 
to speak of "the topological space X" for brevity. A closed set in a 
topological space X is a set whose complement relative to N is an open 
set, i.e., a set in the topology J. If A is a subset of the topological 
space X, the closure of 4, denoted by A, is the intersection of all 
closed sets in X which contain A. Note that it follows from the 
de Morgan formulas that the intersection of an arbitrary collection of 
closed sets in X is a closed set in X. Thus A is the minimal closed 
set in X which contains A, and A is a closed set if and only if A = A. 
3- 5 	A Hausdorff space is a topological space with the property that 
whenever x and y are distinct points of X, there exist disjoint open 
sets V and W in X such that x E V and y c W. 
If X is a topological space, and if x E X and xn E X for 
Iii 
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D .7 1,2, — , the sequence {x 11 } is said to converge to x in the topoZogyonX 
if, for each open set V containing x, there exists an index N such that 
n 
6 V for all n > N. If X is a Hausdorff space and if {x
n } converges 
to x in the topology 0' and converges to y in the topology T, then x = y, 
and we can speak of x as the limit of { x n } in this case. This asser-
tion follows easily from the definitions. See, for example, Lorch [6] 
or Simmons [9]. 
If X and Y are topological spaces and if f is a mapping (1,e., 
4 function) of X into Y, f is a continuous mapping if the inverse image 
-1 
f (V) = {x : x c X, f(x) c V} 
is an open set in X whenever V is an open set in Y. 
3- 6 	If X is a Banach space, the strong topology O's on X is the class 
of all subsets V of X which have the property that, for each y c V, 
there exists a real number r > 0 (dependent on y) such that the ball 
B(x,r) = {x : x c X, mx 	y m < 	. 
It is easy to verify that the class of sets V specified in this defini l.' 
tion satisfies the requirements listed in Section 3-4 for a topology on 
X. The strong topology on X is also sometimes called the metric 




d(x,y) = dx - yll • 
If X is a Banach space, the weak topology on X will now be defined. 
Given xo e X, e > 0, n > 1, and elements F 1 ,•,Fn of the dual space 
X (the set of all bounded linear functionals on X), let 
1/(x0 J 1 ,—,T11 ,0={x:xeX,IF.(x) - F(x )1 < E, i = 1 ,' • , 
Let U be the class of all sets of the form V(x o ,F1 ,...,Fn ,e), where 
xo e X, e > 0, and 	Fn  c X for some positive integer n. Let 
J
w 
be the class of all sets which are unions of subclasses of U. That 
is, a set V belongs to Jw if and only if V 	, where each Va e U, 
and a runs through any indexing set. It can be proved, but we shall 
not do so here, that 147 so specified is a topology on X in the sense of 
Section 3-4. It can also be proved that X with the weak topology 114 is 
a Hausdorff space. The arguments rest upon the fact noted in Section 




3-7 	Theorem. Let X be a Banach space, let { xn } be a sequence of 
elements of X, and let x E X. Then: 
(a) The sequence {xn } converges strongly in norm) to x if and 
only if it converges to x in the strong topology (denoted by 0") on X. 
(b) The sequdnce {xn } converges weakly to x if and only if it 
converges to x in the weak topology ( -14 ) on X. 
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Proof of (a). 
(i) Suppose x
n 	
x. Let V be a set in the strong topology T
s 
which contains x. Then there exists a real r > 0 such that 
B(x,r) CV . 
Since x
n 	
x, there exists an N
1 
 > 1 such that 
II xn - x I I < r whenever n > N1  
Therefore xn  e V for all n > N 1 . Hence xn converges to x in the strong 
topology on X, 
(ii) Suppose {xn } converges to x in the strong topology. Let 
E 	0 be given. The set B(x,e) is a set in T' s which contains x. By 
hypothesis we know that there exists an N 2 > 1 such that xn is in 
B(x,e) if n > N 2 . Then 
M xn 	x11 < E whenever n > N 2 . 
Hence x
n 	x. 
Proof of (b). 
(i) suppose xn 1-)- x. Let y be a set in the weak topology T14, 
 which contains x. Using the definition of P.14 , there exists a set 
V(xo ,F1 ,—,Fm ,e) such that 
Now let 
x e V(x F • o' ,€ )C V . 
142 
6 = e - max IFi (x) - Fi(x0 )1 
1<i<m 
and note that S > 0, since each IF i (x) - F. 
1 (x0 )1 < E, and only 
finitely many inequalities are involved. If y e V(x,F1 ,•••,Fm ,6), 
then 
	
iF i (y) - F i (x)I < 6 	(i = 1 ,•)m) • 
Hence, for i = 
1F i (y) - Fi(x0)1 T 1Fi ( Y ) 
	
Fi (x)I + IF i ( x) - F i (x0 )I 
< 6 + max IFi (x) - F i (x0 )I = e . 
1<i<m 
This holds for every y e V(x,F 1 ,•••,Fm ,6)., and thus 
V(x,F 1 ,•••,Fm ,6)C V(x
o 	
••• F e)CV 
where 6 is the positive number defined above. Since x
n 
—4- x, there 
exists an integer N 3 > 1 such that 
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1F i (xn ) - F i (x0 )1 < d 	(i = 
if n > N 3 . Thus n > N 3 implies that xn E V. 
(ii) Suppose {xn } converges to x in the weak topology. Let 
e > 0 be given. For each F e X , the set 
V = V(x,F,e) 
is in J.
W 
and contains x. Thus there exists an index N4 - > 1 such that 
xn e V for all n > N 4 . Therefore 
1F(x
n ) - F(x)1 < E 




) + F(x) as n 4 co. This holds for each F e X . Thus 
This completes the proof. 
	
3- 8 	Let (X,0') be a topological space. A class {Vd of open sets in 
X is said to be an open cover of X if each point in X belongs to at 
leastoneV..A subclass of an open cover which is itself an open cover 
of X is called a subcover. A compact space is a topological space in 
which every open cover has a subcover which consists of a finite number 
of sets. 
3- 9 	Theorem. Let (X,J) be a compact topological space, let (Y,S) 
be an arbitrary topological space, and let f be a continuous mapping of 
X. into Y. If 
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f(X) = {y :ye Y, y = f(x) for some x c X} , 
and ST is the class of subsets of Y formed by intersection of sets in 
the class S with f(X), then (f(X),S') is a compact topological space. 
This theorem is proved in Simmons [10]. We might add that 
(f(X),S') is a topological space without compactness of (X,T). At 
times when the meaning is clear, we will refer to the topological space 
(X,0') as "X." The statement "the space X is compact" shall imply the 
existence of a topology 0." such that (X,') is compact. 
3-10 Theorem. If a Banach space X is compact (with respect to any 
topology), then there exists a real number M > 0 such that 
11x11 	M for all x 6 X . 
Proof. Let G 6 X . Since G is a continuous mapping from X into the 
scalar field K, Theorem 3-9 applies, and the set 
G(X) = {a:a 6 K, G(x)-= a for some x e X} 
is a compact set in K. A set is compact in the complex field if and 
only if the set is closed and bounded. Thus there exists a real number 
R
G 
> 0 such that 
lal < R 	for every G 
a E G(X) , 
and hence 
[1 	i  
IG(x)1 < R
G 
 for every x E X . 
(This holds for each G e X.) 
Now the space 




(F) = F(x) for each F' e X} 
is a Banach space. We have 
IAx (F)1 = 1F(x)1 < R F for all x e X . 
Hence 
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suplA (F)1 = supIF(x)1 < R 
A eF x 	xeX 	
F 
x 
Applying the Banach-Steinhaus theorem (2-4), we see that. there exists 
a number M > 0 such that 
I I A 	<M for all x e X . 
But by 2-9, 11A )( 11 = 11x11 • Hence we have shown that 
Mx11 < M for all x e X , 
and the proof is complete. 
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3-11 	Theorem (Eberlein-Smulian). Suppose A is a subset of a Banach 
space X. The following assertions are equivalent: 
(a) Every sequence of elements in A has a subsequence which is 
weakly convergent to an element of X. (In topological language, the 
above statement reads "the set A is relatively weakly sequentially 
compact." For the sake of brevity, some of the individual terms here 
will not be defined.) 
(b) Every countably infinite subset of A has a limit point in 
the weak topology on X. 
(c) The closure of A in the weak topology on X is compact in the 
weak topology. (A set that is compact in the weak topology is said to 
be weakly compact.) 
This very deep and important theorem is proved in Dunford-Schwartz [3]. 
3-12 Let X be a Banach space. A convex set in X is a nonempty . subset 
S with the property that, if x and y are in S, then 
z = (1 - t)x + ty E S 
for every real number t E [0,1]. The convex closure of a subset A of a 
Banach space X is the intersection of all closed convex sets containing 
A. 
3-13 Theorem. (Krein-Smulian). The convex closure of a weakly compact 
subset of a Banach space is itself weakly compact. 
3 -14 	Theorem. A Banach space is reflexive if and only if the set 
{x : x e , 114 	R } 
is weakly compact for some R > 0. 
Theorems 3-13 and 3-14 are also proved in Dunford-Schwartz [3]. 
We are now ready to state and prove a theorem related to Theorem 3-3. 
3-15 Theorem (Browder-Petryshyn). Let X be a Banach space, and let 
be a bounded linear operator which is asymptotically convergent. If X 
is reflexive and the sequence {xn }, where 
xn+1 Txn + f for n > 0 - 	'5 (8 ) 
(and x
o 
is given), is a boUnded sequence, then {x
n
} converges to a 
solution of the equation 
u - Tu = f . 	 (9) 
As part of the proof of 3-15, we consider two lemmas. 
Lemma A. Suppose X is a Banach space, T is a bounded linear 
operator on X, and x is a point of X. If there exists a weakly compact 
subset K of X such that the set 
k 




then x is in the range of the operator I - T. 
Proof of Lemma A: By Theorem 3-10, there exists a real number M > 0 
that 
k m 	TJx11 	m, 
J=0 
(k = 0,1,••.) 	 (10) 
Define, for n = 1,2,•••, 
1 n-1  r 
x
n 
= x - —
n .
L T e x . 
j=0 
	
Note that on account of (10) we have x
n 	
x. It will now be proved 
that each xn 
is in the range of I - T, and that x is in the range of 
I - T. Define 
i-1 
. 	11) y. = x + Tx + 	+ T1-lx = 	Tvx, 	(i = 1,2,•••) ( 
v=0 
Then 








1 n-1 . 	 n-1 . 1
x
n 
= x - —
n j 
	
T3x = x - 	1 T] x - 	x , 
. 
=0 n j=1 
and hence, using (12), for n > 2, 
n-1 	 n-1 	 n-1 
n-1 	1 	 ) 	1 	 1 
x =  x - — (x - (y. - T ). n 
Yl
.) = — 1 (y. - T ) = (I-T) — X y. . 
n 	n y . 	 n j=1 	 j=1 j=1 
It follows that xn is in the range of I - T for each n = 1,2,•, since 
x
1 
= 0. Now set z
1 




zn = To- .L Y i' i =1 
(n = 2,3,...) . 
Ithasbeenshownthatx11 =(1-rOzia .Thepoints{. Y1} are contained 
in the weakly compact set K, by hypothesis. If yo is defined to be 




= L — Y. 5.=Q n Y1 
lies in any convex subset of X which contains the points {y o ,..-,yn _ 1 }. 
If K is the convex closure of the set 
Kli{0} =KU{yo } , 
then zn 
e K for every n = 1,2,•, (by the definition in 3-12). Since 
KU{0} is the union of two weakly compact sets in X, it is itself weakly 
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compact. Theorem 3-13 then asserts that K is weakly compact. By 
Theorem 3-11, it follows that K is also relatively weakly sequentially 
compact. Hence there exists a point z e X such that zn 11+ z for some 




) - G(z)1 	0 as i 	co for each G E X . 
1 
Now for each x e X, let 
F(x) = G(Tx), G e X . 




) - G(Tz)1 = IF(z 	) - F(z)I .4- as i 	co, 
n. 
	
1 	 1 
and therefore Tz
n. 	
Tz. Then clearly 
J 














-÷ x, (by 2-11) and therefore x
n. 	
x. We have shown in 
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2-12 that weak limits are unique. Consequently, 
x= (I - T)z, 
and hence x is in the range of I T, as asserted 
Lemma B. Suppose X is a reflexive Banach space, T a bounded 
linear operator on X, and x is a point of X. Then: 
(a) If the set 
k 
S = { 	Tix : k = 
i=0 
is strongly bounded; i.e., bounded in the norm of X, then x is in the 
range of I - T. 
(b) If T is asymptotically bounded, and x is in the range of 
I - T, then the set S above is necessarily strongly bounded. 
Proof of Lemma B, Part (a): The set S is contained in the set 
A = {x :xeX: 114 < R} 
for some R > 0, since S is strongly bounded. Now by Theorem 3-1L, the 
set A is weakly compact. Thus, by Lemma A, x is in the range of the 
operator I - T. 
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Proof of Lemma B, Part (b). By hypothesis, there exists a real number 
M > 0 such that 
IITn II < M for all n > 1 . 
In addition, there exists an element z c X such that x = (I - T)z. 
Then, using linearity of T, 
k 	k 




II 	 (1 -1- m) Hz11 < T]xli = 	Tk+1.4 
j=0 
for all k > 0, and the assertion is verified. Using the results of 
Lemmas A and B, we will complete the proof of the theorem. 
By hypothesis, X is a reflexive Banach space, and T is 
asymptotically convergent, i.e., the sequence {T x}converges strongly 
in X as n 	for each x c X. As pointed out'in Section 3-2, it follows 
from the Banach-Steinhaus theorem that T is asymptotically bounded. 
The nth term in the sequence {x
n
} defined in (8) can also be 
written 
n-1 














} is taken to be bounded in the norm of X, then, since T is 
asymptotically bounded, the set 
n-1 
{ 	T]f : n = 
j=0 
is strongly bounded. Hence by Lemma B, f is in the range of the 
operator I - T. Then Theorem 3-3 applies, and the sequence {x n } con-
verges to a solution of (9). The proof is complete. 
The next theorem will verify that a certain class of operators 
will satisfy the hypotheses of Theorems 3-3 and 3-15. 
3 -16 Theorem. Let T be a bounded linear operator in L(X,X) for 
which (-1) is not an eigenvalue, and suppose there is an operator Q 
such that 
MT2nx 	QxIl 	0 as n 	co 
for each x in X. Then T is asymptotically convergent. 
Proof. Since T is bounded and 
Ile) nx 	QxIl 	as n 	00 
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for all x 6 X, the proof of Theorem 3-3 applies, with T replaced by T 2 , 
from which it follows that Q 6 L(X,X), and 
QT 2 = T
2Q = Q • 	 (14 ) 
The range of an operator Q denoted by R(Q), is the set 
{x : x 6 X, x = Ry for some y 6 X} • 
The null space of an operator Q, written N(Q), is the set 
{x : x 6 X, Qx = 01 . 
We will now prove two useful equalities using set inclusion arguments. 
(A) : R(Q) = N(I - T 2 ) . 
Proof. Let x e N(I - T2 ). Then 
x = T 2x = T
4
x = 	= T
2n
x for each n > 1 . 
Therefore 
x = Qx, and x 6 R(Q) • 
(lir Now let y 6 R(Q). Then y = Qx for some x 6 X. Using (14), 
T 2y + T
2
Qx = Qx = y . 
Therefore y E N(I - T 2 ). By (i) and (ii), we have 
R(Q) = N(I - T 2 ) . 
(B) : N(I - T 2 ) = N(I - T) . 
Proof. (i) Let x e N(I - T). Then 
x = Tx = T 2x . 
Hence 
x e N(I - T 2 ) . 
(ii) Now let x E N(I - T2 ). Then x = T 2x. We can write 
Tx =z=x+y for some yeX. 
Therefore 
x = T 2x = Tz .:1- Ty = x + y + Ty , 
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and hence 
-y = Ty . 
Since (-1) is not an eigenvalue of T, y = 0, and 
Tx = x . 
Hence x e N(I - T). By (i) and (ii), (B) is proved. 
By combining the relations A and B, we have 
R(Q) = N(I - 
Hence, if x e X and we let y = Qx, then 
Ty = y, or TQx = Qx . 
This holds for each x e X. Therefore 
II T 2n+lx 	
Qx = 11T(T2Px.) - TQx11 
IITII 	11 T 2nx - Qx11 4 0 as n 	co . 
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the same limit Qx, for each x e X. 
and the theorem is proved. 
and {T
k
x} k 	tending in norm to 
even 
Therefore T converges asymptotically, 
3-17 Theorems 3-3 and 3-15 are related to an earlier result of 
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Browder (see Browder [27]) which guarantees the existence of a solution 
of (1) for a given element f e X under the assumptions that the space X 
is reflexive, and that the operator T is asymptotically bounded, if and 
only if the sequence {xn } is bounded for any fixed x o c X. In Theorem 
3-3, no assumption of reflexivity of X is made, but a slightly more 
restrictive requirement is imposed on T, namely that T be asymptotically 
convergent. However, under these new hypotheses, we not only know that 
the iterative scheme (8) converges to a solution of (9) (part (a)), but 
that the limit of any subsequence of the sequence 	defined by (8) 
will be a solution of (9) (part (b)). The latter result does not follow 
from the earlier work by Browder, Browder [2]. 
CHAPTER IV 
THEOREMS FOR HILBERT SPACES 
	
4 - 1 	A complex linear space H is an inner product space, or pre -Hilbert 
space, if to each pair of elements x,y e H there is associated a complex 
number (x,y) such that, whenever x,y,z e H and X is a complex scalar, 
(a) (x,x) 	0 and (x,x) = 0 if and only if x = 0, 
(b) (x + y,z) = (x,z) + (y,z) , 
(c) (Xx,y) = X(x,y) , 
(d) (x,y) = (y,x), where (y,x) is the complex conjugate 
of (y,x). 
The scalar (x,y) is called the inner product of the elements 
x,y. It follows easily that 
(x,Ay) = X(x,y) and (x,y + z) = (x,y) + (x,z) . 
4 - 2 	If for each x in an inner product space H we define 
11x11 = (x,x)1/2 (1) 
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then, whenever x,y e H, 
1(x,3)1 	11x11 	115711 	• 
This basic inequality is the Schwartz inequality, and is proved in any 
text which deals with Hilbert and pre-Hilbert spaces, as for example 
Halmos L5], Lorch L6], or Rudin L8]. Using the properties of the 
inner product in 4-1 and the Schwartz inequality, it is easily proved 
that the inner product space H is a normed linear space with 114 
as the norm of x. If the inner product space H, equipped with the norm 
induced by the inner product as in (1), is complete as a normed linear 
space, i.e., if every Cauchy sequence {x il } in H converges strongly to 
an element x e H, then H is called a Hilbert space. A Hilbert space is 
thus a Banach space of a special type. 
It is useful to point out here the fact that the mappings 
x 	(x,y), x 	(y,x), and x 	1'4 (for a fixed y e H) are continuous 
on H, where H is a Hilbert space. These assertions follow easily from 
the Schwartz inequality and properties of the norm. For a detailed 
proof, see Rudin L8]. The same reference discusses a number of impor-
tant examples of Hilbert spaces. 
4-3 	Theorem (F. Riesz). If T is a bounded linear functional on a 
Hilbert space H, then there is a unique element y e H such that 
T(x) = (x,y) for all x c H . 
IL 
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This Riesz representation theorem, of fundamental importance in 
Hilbert space theory, is proved, for example, in Halmos L5], Rudin 
L8], and Yosida [10]. 
4 - 4 	Theorem. Let T be a bounded linear operator on a Hilbert space 
H. Then there exists a unique bounded linear operator T on H with the 
property that 
	
(Tx,y) = (x,T*y) for all x and y 	H . 	 (2) 
In addition, 
IITII = 0 • 
The operator T is called the Hilbert adjoint of T, or simply the adjoint 
of T when the meaning is clear. 
Proof. If y is a fixed element of H, and 
F(x) = (Tx,y) for all x e H , 
then F is a linear functional on H. In addition, since 
IF(x)I f IITxII dyd 	dTddYll Hxd 	 (3) 
it follows that F is a bounded linear functional on H. The Riesz 
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representation Theorem (4-3) implies that there exists a unique element 
y of H such that 
F(x) = (x,y ) for all x e H . 
Each y in H thus determines a bounded linear functional F (depending on 
y), and hence a unique y in H. Let the mapping T be defined on H by 
* 
T y = y . 
Then, by definition, 
(Tx,y) = (x, y) for all x and y in H . 
We now show that T
* 
 is linear. Consider elements y and z in H, and let 
G(x) = (Tx,(y + z) ) , 
and, on the other hand, 
* 	* 
G(x) = (Tx,y) + (Tx,z) = (c,y ) + (x,z ) = (x, y + z ) . 
Thus 
(y + z) =y +z for all y and z in H . 
IF(x)I 
x # 0 
IIXII 
y*,y*) = br*h 2 , 
011 	SU 
and the observation that 
F(y ) = 
By definition of T 
T (y + z) =Ty+Tz 
and T is thus linear on H. Now 
• F(x) = (x, y ) implies HFH 	HY II  
To deduce this fact, note first that 
IF(x)I 	114 
and therefore 
HFH 	ftY* 0 
If y = 0, then 111'11=0=11Y* 	If y # 0, it follows from the formula 
that 	< 	Thus IIFII = Hy
*  H. By the definition of T , and by 
62 
,63 
(3), it follows that 
IIT•yll 	= IlY* 11 	= IIFII 	IITII 	113711 	• 
•Thus T is a bounded linear operator with 
IIT11 < 	IITII 
	
(4 ) 
Suppose, to settle the uniqueness assertion, that T is a bounded linear 
operator on H such that 
(Tx,y) = (x,i'y) for all x and y in H . 
Then 
(x,T y) - (x,Ty).= 0 , 
and consequently, 
(x,(T •  - T)y) = 0 for all x and y in H . 
In particular, then 
* 	 * 	̂ 	2 
((T - T)y, (T 	T)y) = 	- T)yli 	= 0 




Since (2) has been established, and therefore 
(T x,y) = (x,Ty) for all x and y in H, 
it follows that T is the (unique) adjoint of T . That is, 
** 	* is 
T = (7') = T . 
Hence, by (4), 
11'1'11 = II(TY11 < HT% 	 (5) 
Combining (4) and (5), we have 11 II = T* Il • 
4-5 	Two elements x and y in a Hilbert space H are called orthogonal 
if (x,y) = 0. It should be noted that x is orthogonal to x if and only 
if x = 0. If S is a subset of a Hilbert space H, we denote by S the 
totality of elements of H orthogonal to every element of the subset S. 
Even though S is only a subset of H, it follows easily from the proper-
ties of the inner product that S is a subspace of H. The term subspace 
is used here in the usual linear space sense. In addition, S is a 
closed subspace, i.e., a closed set in the metric topology of H. If y 
1 
is any point in the closure of S , there exists a sequence {y n } in S 
such that 11Yn 	Y11-' 0 as n 	... For each x E S, and every n ? 1, 
(x,yn ) = 0. By continuity of the inner product in its second argument 
it follows that 
7 
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(x,y) = lim(x , Y, ) • 
11-4.00 	 - 
Consequently, y E S . Thus S is a closed subspace of H. It should 
also be observed that if S is any subset of H, then 
1 1 	11 
SC. (M ) = M 
and that if S and S 1 





These remarks follow at once from the definitions. If M is a closed 
subspace of H, then the closed subspace M is called the orthogonal 
complement of M, and M - i) M 	= {o}. 
4- 6 	Theorem (The Projection Theorem). Let M be a closed subspace 
of a Hilbert space H. For each x E H, there exist unique elements 
x' c M and x" E M such that 
x = x' + x" . 
The element x' has the property that 
Ilx - 	= inf(IIx - YII : y E  Ml , 
and is called the projection of x on M. If mappings P and Q are defined 
on H by Px = x' and Qx = x", then P and Q are linear operators such that 
x = Px + Qx for each x E H . 
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The projection operators P and Q are bounded linear operators such that 
P = P
2
, Q = Q
2
, 
(Px,y) = (x,Py), and (Qx,y) = (x,Qy) 
for all x and y in H. 
For a proof of the projection theorem, see, for example, 
Halmos L5], Rudin L8], or Yosida L10]. 
4 - 7 	Theorem. (a) If M is a closed subspace of a Hilbert space H, 
then 
M = M 	, 
1/ 
where M 	= (M ) . (b) If M is any subspace of a Hilbert space H, 
and M is the closure of M in the metric topology of H, then 
= M"  
Proof. (a) It has already been noted that MCM . Now suppose 
x s M . By the projection theorem x = x' + x", where x' c M and 
It 
x" c M1 . Since x l c MCA , the fact that M 	is a subspace of H 
11 11 	1 
implies that x" = x - x' is an element of M . Thus x" e M M 
and consequently x" = 0. Hence x = x' c M. Thus M"- M. It follows 
1i 
by double inclusion that M = M , and assertion (a) is proved. 
(b) If M is a subspace of H, M is a closed subspace of P. If 




IIx - xo ll<e and 	- 	< c • 
If A l and A 2 are scalars, then 
Pax + X 2y - (Aix° 	
X2Yo)11 
!A i l 	xo h 	1X21 	hY 	(I X11 	1 X21) c 
It follows from this observation that X
lx + X 2y e M. Thus M is a 
_ t_ 
closed subspace. Since MC: 	(M) ( M by a remark in 4-5. Hence 
11 	1 1 	_ 11 
M = (M t  C (M) 	. 
Since M is a closed subspace, part (a) of this theorem shows that 
(R) II = R. Consequently 
11 	_ 
M C m . 




R C m = m , 
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1/ 	 ti 
since M is a closed subspace, as pointed out in 4-5. Hence R = m 	. 
4-8 	Theorem. Let T and S be bounded linear transformations on a 
* 	* 
Hilbert space H, and let T and S be the adjoints of T and S, 
respectively. Then: 
(a) T** = T • 
(b) HT*T 11 = HTH 2 • 
(c) If N(T) is the nullspace of T, and R(T") is the closure 
(in H) of the range of T", then 
1 	* 
(N(T)) . R(T ) . 
* 	* * 
(d) (TS) = S T . 
Proof of (a). Part (a) was established in the proof of Theorem 4-4. 
Proof of (b). Note that if x c H, 
* 	* 
(T T)x = T (Tx) , 
and then 
MT*Tx11 	HT*1111Tx11 	11T11 IITHMx11 = 11T11 2 114 
7 
since HTH = hT* 	It follows that 
HT TH < 1111 2 < 	• 
Now 
'Ince = (Tx,Tx) > 0 
and thus by the Schwarz inequality (4-2), and the definition of T , , 
dne = (Tx,Tx) = (x,T*Tx) < 114 HT*Txd < 114 2  HT*T11 




IITII < 	IIT"'T 11 2 
and combining this result with (6), we have HT II = IITI1 2 
Proof of (c). Note that 
N(T) = {x 	H, Tx = 0} , 
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(6) 
R(T + ) = {x : x E H, Ty = x for some y E H} . 
(i) Suppose x E N(T). Then Tx = 0. Hence 
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(x,T y) = (Tx,y) = 0 for every y E H , 
* 1 	 * I 
which implies that x E(R(T )) . Therefore N(T)C (R(T )) . 
* I (ii) Suppose y E(R(T)). Then 
(x,T y) = 0 for all y e' H . 
Then 
(Tx,y) = 0 for all y E H 
*. 1 
which implies Tx = 0. Hence x E N(T), and (RcT ) C N(T). 
By (i) and (ii) we have 
* I 
N(T) = (R(T )) , 






 1 = R(T*) . 
Proof of (d). For any x and y in H we have 
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* 	* * 
(x,(TS) y) = (TSx,y) = (Sx,T y) = (x,S T y) . 
Hence the proof of Theorem 4-8 is complete. 
4-9 	In this section we will define some of the terms that will be 
used in the next sections. Throughout this chapter, we consider only 
bounded linear operators on a Hilbert space H, and the term operator 
refers to a bounded linear operator in all cases. An operator on a 
Hilbert space H is self-adjoint if T = T
*
. Thus if T is a self-adjoint 
operator on H, we have 
(x,Ty) = (Tx,y) for every x,y e H . 
It follows easily (by properties of the adjoint) that if T 1 and T
2 















are any real scalars. 
By a property of inner products, 
(Tx,x) = (x,Tx) for every x e H . 
Consequently, if T is a self-adjoint operator on H, then„ 
(Tx,x) = (Tx,x) for every x e H , 
and, as a result, (Tx,x) is real for every x e H. If T is a self-
adjoint operator on H such that 
(Tx,x) > 0 for every x e H 
then T is called a positive self-adjoint operator. 
An operator on a normed linear space is called non-expanding 
if 
4 -10 Theorem. Let A be a positive self-adjoint operator on a Hilbert 
space H. Then for any x and y in H we have 
1(Ax,y)1 2 < (Ax,x)(Ay,y) . 	 (7) 
Relation (7) is usually called the generalized Schwartz inequality. 
Proof. Let x and y be in H, let X be a real number, and define 
h x = x + A(Ax,y)y . 	 (8) 
Since A is self-adjoint and positive, we have 
0 	(AhAh x ) = (Ax t X(Ax,y)Ay, x + )),(Ax,y)y) 	 (9) 
= (Ax,x) + (A(Ax,y)Ay,x) + 




= (Ax,x) + A(Ax,y)(Ay,x) + A(Ax,y)(Ax,y) + 
A(Ax,y) A(Ax,y)(Ay,y) 







0 < A + 2BA + CA
2 , 	 (10) 
where it is clear to which non-negative terms in (9) the letters A, B, 
and C in (10) refer. If C 	0, let A = -B/C. Then (10) becomes 
B
2 
< AC . 
If C = 0, then B = 0 also, since (10) would be false for 
A < -A/2B if B 	0 . 
Therefore B 2 < AC always. That is 
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1(Ax, Y ) 1 4  < (Ax , x)1(Ax ,y)r2 ( Ay,y) 
or 
1(Ax, Y )1 2  < (Ax,x)(Ay,y) . 
4- 11 We can establish a partial ordering in the class of self-adjoint 
operators on a Hilbert space H as follows: If A and B are two self-
adjoint operators on H, let A > B mean that 
(Ax,x) > (Bx,x) for all x e H . 	 (11) 
Since we cannot have A > B and A < B simultaneously unless A = B, our 
ordering is well defined. But not all self-adjoint operators are com-
parable by the relation (11). Hence (11) defines only a partial order-
ing of the class of self-adjoint operators on H (for the details in 
this argument, see Riesz-Nagy L- 3]). If A and B are self-adjoint 
operators on H, condition (11) is equivalent to the condition that the 
self-adjoint operator A - B be positive. 
4-12 A self-adjoint operator A on a Hilbert space H has the property 
that there exist real numbers m and M such that 
m(x,x) < (Ax,x) < M(x,x) for every x e H . 	(12) 
This assertion follows from the fact that (Ax,x) is real for all x e H, 
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and (since A is a bounded linear operator) the Schwartz inequality 
implies that 
1(Ax,x)I 	MAxPlx11 	11 11114 2 = MAII(x,x) , 
and hence that 
- 11A11 (x,x) < (Ax,x) < HAM (x,x), for all x c H . 
The smallest number M for which (12) holds is called the Zeast upper 
bound of A; the largest number m for which (12) holds is called the 
greatest lower bound of A. The terminology here is that of Riesz-Nagy 
[7]. In terms of the order relation defined in 4-11, (12) may be 
expressed in the form 
mI < A < MI , 
where I is the identity operator on H. 
4-13 Theorem (Riesz-Nagy). Every bounded monotonic sequence of self-
adjoint operators {Bil } on a Hilbert space H converges strongly to a 
self-adjoint operator B. 
Proof.  Let {Bil } be a.bounded monotonically nondecreasing sequence of 
self-adjoint operators on H. Then there exist two real numbers m and 
M, with m < M, such that 
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mI < Bl < 
• 
< B n < B
n+1 - < 
▪ 
< MI . 	 (13) 






- m (Bn - ml) for each n > 1 
we can write (13) as 
For m < n, define 
Then 
0 < A < *** < A <A 	< • • • < 




n - Am . 
I > 
- mn - 
(14) 
Using Theorems 4-2 and 4-10, we have for each fixed x 6 H, 
dA n  x - A m  xt =I I Amnxo4 = (Amnx, AmnX) 
2 
< (A x, x)(A
2 
 x, A 	x) = (Ax - Amx, x)(A2 mn 	mn A x) - mn 	mn 	mn n 
< L(Anx, x) - (Am x,x)] HATuill









< 1. By (14), the sequence {(A
nx, x)} of real numbers 
is bounded and nondecreasing, and hence convergent. Therefore the 
sequence of elements {An x} in H is a Cauchy sequence in the norm of H. 
Since H is complete, 2-5 establishes the existence of a bounded linear 
operator A such that 
HA
nx - Ax11 	0 as n i co . 
This holds for each x e H. For any elements x and y in H, we have 
(Ax,y) - (x,Ay) = (Ax,y) - (Anx,y) + (Anx,y) - (x,Ay) 
= (Ax - Anx,y) + (x,Any - Ay) <, 	Ax - Anx111137 11 
 
+ 	II Any- Ay1111x1I • 
Since 
11A'x - Ax11 i 0 and 11A ny - 	0 as n 	co , 
we have 
(Ax,y) = (x,Ay) for all x and y in H . 
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It follows from the definition of A that 
J. 
(x,(A - A )y) = 0 for all x and y in H , 
and we must have 
((A - A )y, (A - A )y) = 0 for all y e H . 
J. 
Hence A = A , and A is self-adjoint. The original sequence {B
n
} then 
converges strongly to 
B = (M - m)A + mI , 
which is obviously self-adjoint. The proof for this case is complete. 
The proof for the case when {B il } is nonincreasing is similar, 
the only difference being that the operators A are defined for n > m, 
Jrin 
instead of for m > n . 
4 - 14 	Since a Hilbert space H is a Banach space, the notions of 
L(H,H), H, etc., are all well defined. We can define an inner product 
on H as follows: For any F and G in H , let 
<T, 	= ( f,g) 	 (15) 
where the elements f and g in H are such that 
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F(x) = (x,f) and G(x) = (x,g) for every x c H . 
The existence and uniqueness of f and g are guaranteed by Theorem 4-3. 
With this definition of inner product on H , we can establish the 
following theorem: 
4-15 Theorem. Every Hilbert space is reflexive. 
Proof. Let H be a Hilbert space with dual space H , and let (15) define 





(F) = F(x) for every x c H , 
maps H onto H . That is, given 'F c H , there exists an x t H such that 
x T under the natural map. In effect, we must show that given 'F c H , 
there exists an x c H such that 'F = Ax , or in other words, such that 
T(F) = Ax (F) for all F c H . 
** 
Now if 'F c H , then the Riesz representation theorem (4-3) applies to 
o. 
P: there exists a unique G c H such that 
T(F) = <F,G 	for every F c H 
But by (15); and a basic property of inner products, we have 
= (f,g) = (g,f) . 
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Now by the Riesz theorem, as noted at- the beginhing of the proof, 
F(g) = (g,f) . 
This holds for each F E H. Hence 
F(F) = F(g) for every F e H . 
Since 
Ag (F) = F(g) for every F c H , 
we have 
T(F) = Ag (F) for all F c H 
proving that the natural map is onto. Hence H is reflexive. 
4- 16 We now give some conditions sufficient in a Hilbert space for an 
operator to be asymptotically convergent. 
Theorem. Let T be a nonexpanding self-adjoint operator on a Hilbert 
space H. Then T is asymptotically convergent if and only if (-1) is not 
an eigenvalue of T. 
Proof. (i) By definition of norm, for any x e H we have 
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11Tx 11 	IITII 11x11•• 
Since 11Txil > 0 always, 
HTxd 2 < HTH 2 dxd 2 , 
and since 111 < 1 
(Tx,Tx) < MTH 2 (x,x) < (x,x) . 
Now using the self-adjoint property of T, it follows that 
(T 2x,x) = (Tx,Tx) for every x in H , 	 (16) 
and therefore 
(T 2x,x) < (x,x) - = (Ix,x) 
where I is the identity operator on H. Hence 
T2 < I . 
The relation (16) shows also that 
T
2 
> 0 . 
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Now 
0 < T4 =T2 (T 2 ) < 2 < I . 
In fact, for any n > 1, we have 
0 < T2(n+1) 
Hence (T2 )n  is a bounded monotonic (decreasing) sequence of self-
adjoint operators. By Theorem 4-13, there exists a self-adjoint 
operator Q such that {T
2n
} converges strongly to Q. Since (-1) is not 
an eigenvalue of T, Theorem 3-16 shows that T is asymptotically con-
vergent. 
(ii) Let T be asymptotically convergent and suppose (-1) is an 




x = x and 
T2k+1 
x = -x for every k > 1 
Hence there does not eAist an operator Q such that 
11Tnx 	Qx11 	0 
	
as n 	co 
for this particular x, and therefore T does not converge asymptotically 
on the space. Since this contradicts the hypothesis, (-1) cannot be an 
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eigenvalue of T. By (i) and (ii), the theorem is proved. 
4 -17 Theorem. If T is an operator on a Hilbert space H and is of 
the form 
T = ASA -1  , 
where S is a self-adjoint operator on H, and A and A -1 are bounded 
linear operators on H, and if T is asymptotically bounded, then T is 
asymptotically convergent if and only if (-1) is not an eigenvalue 
of T. 
Proof. (i) We have already seen in part (ii) of the proof of Theorem 
4-16 that for T to be asymptotically convergent it is necessary that 
(-1) not be an eigenvalue of T. 
(ii) Suppose now that (-1) is not an eigenvalue of T. First, 
we see that S is asymptotically bounded, since 
k = ( ASA -1  ) .k = AS IcA-1 , 
and 
MS 111 = MA-1 	MA-1 1111T411All 	• 
Now S is self-adjoint, and hence (using 4), 
P2 11 = 	= 114 2 
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Also, since SS is self-adjoint, we have 
mo- v= 11(s*s)(s*-s)11 = II s*s)H 2 = '1 st 
In fact, for any n > 1, we have 
	
Il s 2nll 	= IIsII 2 n 	. 
Therefore, since S is asymptotically bounded, there exists a real 
number M such that 
1 s en = li s 2n11 	
m for all n > 1 . 
Hence we must have 
(17 ) 
Thus S is nonexpanding. 
Lemma. If X is an eigenvalue of S, A is an eigenvalue of T. 
Proof of Lemma. Suppose there exist a scalar A and an element y e H, 
with y 0, such that 
Sy = Ay . 
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Let x = Ay. Since A
-1 











x) = Xx . 
Hence X is an eigenvalue of T. 
By the lemma above, we have that (-1) is not an eigenvalue of S. 
In view of (17), we know from Theorem 4-16 that S is asymptotically 
convergent. That is, there exists an operator Q (which is bounded and 
linear by 2-5) such that for every x e H, we have 
M Snx 	Qx11 	0 as n 	c  . 
Now A is bounded. Therefore 
HAS
n 
 x 	AQx11 	0 as n 	co 
for every x E H. Since A -1x e H for every x e H, we have 
Tnx - AQA-1x II = hASnA - 1X - AQA -  lx II-> 0 
as n co for any x e H. Hence T is asymptotically convergent and 
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the theorem is proved. 
The two following theorems are applications of the theorems in 
Chapter 3 and of the preceding theorems in this chapter. 
4-18 Theorem (Browder-Petryshyn). Let T be a self-adjoint non-
expanding mapping on a Hilbert space H, with (-1) not an eigenvalue of 




k-1 	+ 0 2k-1 (  ) 	yo = xo 
(2
R-2 
where= (I + T 	
2R-2 	
0 1 = I , 0, kr1 	
' 
2 
( 1 8) 
converges if and only if the equation 
u - Tu = f 	 (19) 
has a solution. 
Proof. First, we prove that y k = x k-1)' where xk is the kth Picard 
(2 
iterate, defined by 
xk 
= Txk 
+ f , 
with initial approximation x o . The proof is by induction on k. 
(i) y1 = Ty0 + Ulf = Ty0 + f = Tx0 + f'= xi . 










+ U (f) 
2 
We now note that 
xn = Tnxo + Tn-1 f + 	+ Tf + f, for each n > 1, 
and 
n-1 




2 (T2 -1 f + 	+ Tf + f) + (T 2 -1 	+ Tf + f) 
k+1 
= T 2 	- 	 - 	... 
	
lf 
f + T21  + + Tf + f 
= x k+1 	• 
2-1 
This completes the proof. 
Therefore the sequence {yk } of elements of H is a subsequence of the 
sequence {xk } of Picard iterates. Since T is self-adjoint and non-
expanding, Theorem 4-16 shows that T is asymptotically convergent. Then 
by Theorem 3-3, part (a), if a solution of Equation (19) exists, then 
the Picard .,iteration sequence will converge to this solution. Hence 
any subsequence of these iterates will do the same. By part (b) of 
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Theorem 3-3, if the sequence {yid converges to an element y of H, then 
y is a solution of (19). The theorem is proved. 
4- 19 Let T be a bounded linear operator on a Hilbert space H, and 
let 
N(T) = {X: X E H, Tx = 0} . 
Now N(T) is a closed subspace. It is clear that N(T) is a subspace. 
To show N(T) is closed, let {xn } be a sequence of elements in H such 
that 
	
xn 	x for some'x c H. 
Then, since T is bounded, T is continuous, and thus 
Tx
n 
—4. Tx . 
But Tx
n = 0 for each n. Hence Tx -7 0, and x E N(T). Then by Theorem 
4-6, there exists a unique pair of linear mappings P and Q such that P 
maps H into N(T), Q maps H into (N(T)) , and 
x = Px 	Qx for each x c H . 	 (20) 
Now from Theorem 4-8, part (c), we have 
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* 
(N(T)) = R(T ) . 	 (21) 
In view of (21) and (20), we see that 
PT x = TPx = 0 , 
QT x = T x , and 
TQx = Tx for every x 6 H . (22) 
4-20 Theorem. Let H be a Hilbert space, T a bounded linear operator 
in H with > 0, a a real parameter such that 
* 
0 < 	< 2/ HT 	, 
and let Q denote the projection operator which maps H into R(Tic) 
(N(T)) . For any given x o in H, define the sequence {uk } by the process 
(2
k-1




f = -a T g , 	= I-a T T , 
and U2k is defined in (18). Then {uk } converges to a solution of 
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Tx = Qg (23) 
if and only if the latter equation has a solution. 
Proof. The operator S is self-adjoint, since for all x,y e H, 
* 
(Sx,y) = ((I - aT T)x,y) = (x,y) - a(T Tx,y) 
* * 
= (x,y) - (x,a(T T) y) = (x,y - a(T T)y) 
= (x,(I 	aT* T)y) = (x,Sy) . 
To show that S is non-expanding, note that for any y E H, 
IlsY112 = (y - aT Ty, y - aT Ty) 
	
(24) 
= 2 - 2a(T*Ty,y) + a2 TY11
2 
• 
Hence, by the definition of norm and by 4-8, we have 
	
IIT*Ty112 	{117* (TY)111 2 	* 	-
' 6 < H I 2 J T = I1TTH 
TY,Y) 	•• 	IITYII 
for y # 0. Therefore if y X 0, 
2(TecTy,y)  
II ''-ec TY II 2 	- t  
2  
IIT 
> a > 0 , 
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and 
11 2a(T Ty,y) > a2 HT*  Tyn 2  
Then, using (24), it follows that 
Ilsy11 2 < be , and 	
Hsyll 
I b/11 	< 1 
for y # 0. Therefore we have 
and S is non-expanding. 
S cannot have -1 as an eigenvalue, since this would imply that 
for some x E H 
, 	* 
Sx = x - al' Tx = -x 
or 
T 	2 Tx = 	x . 
Then we would have 
HT*Tx11 = 	114 > HT*TH IIxII  , 
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which is contrary to the definition of norm. 
Combining the results of the proof up to this point, we see 
that Theorem 4-18 applies. That is, the iteration scheme defined in 
expression (18) will converge if and only if Equation (19) has a solu- 
tion. Suppose a solution of (23) exists. Then, using the relations 
(22), 
T Tx = 	g = T g , 
or 
aT Tx = -aT g = f . 
Then 
(-x) - (I - aT T)(-x) = f, or u - Tu = f, 
where u = -x, and a solution of (19) exists. By Theorem 4-18, the 
iterative method defined does converge (to the solution of (19)). 
Conversely, if the iterative method converges, a solution of (19) 
exists. That is, for some u E H we have 
u - (I - aT T)u = - aT g . 
Then 
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T Tu = -T
* 
 g, and T (Tu + g) = 0 . 
Hence (Tu + g)E N(T ), and therefore 
Q(Tu + g) = 0, or QTu = -Qg . 
By applying the relations (22) again, we obtain 
Tu = QTu = -Qg . 
Hence 
T(-u) = Qg 
and Equation (23) has a solution, and the theorem is proved. 
4-21 	The last theorem, Theorem 4-20 , is essentially the same as a 
result of Bialy [4], the only difference being that the scheme of 
Theorem 4-18 was referred to in Theorem 4-20, whereas Bialy uses the 
whole Picard sequence. The method of proof used by Bialy, however, 
relies heavily on spectral representation of the operator T, and thus 
is less direct than the Browder-Petryshyn method of proof. The proof 
of 4-20 is not actually given in Browder-Petryshyn [3], but is merely 
indicated there. The detailed argument' we have given requires, in 
fact, considerable care. 
94 
BIBLIOGRAPHY 
1. H. Bialy, Iterative Behandlung linear. Funktionalgleichungen, Archive 
for Rational Mechanics and Analysis 4 (1959), 166-176. 
2. F. E. Browder, On the iteration of transformations in noncompact 
minimal dynamical systems, Proceedings of the American Mathe-
matical Society 9 (1958), 773-780. 
3. F. E. Browder and W. V. Petryshyn, The solution by iteration of 
linear functional equations in Banach spaces, Bulletin of the 
American Mathematical Society 72 (1966), 566-570. 
4. N. Dunford and J. T. Schwartz, Linear Operators, Part I, Inter-
science Publishers, New York, 1958. 
5. P. R. Halmos, Introduction to Hilbert Space and the Theory of 
Spectral Multiplicity, Chelsea Publishing Co., New York, 1951. 
6. E. R. Lorch, Spectral Theory, Oxford University Press, New York, 
1962. 
7. F. Riesz and B. Sz.-Nagy, Functional Analysis, F. Ungar Publishing 
Co., New York, 1955. 
8. W. Rudin, Real and Complex Analysis, McGraw-Hill, New York, 1966. 
9. G. F. Simmons, Introduction to Topology and Modern Analysis, 
McGraw-Hill, New York, 1963. 
10. K. Yosida, Functional Analysis, Springer-Verlag, Berlin, Heidel-
burg, New York, 1966. 
