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1. INTRODUCTION 
A double cover of a group G is an exact sequence Z ++ H -H G in which 
IZI = 2. If Z is complemented in H by some subgroup of H (i.e., if the 
sequence splits), the double cover is said to be trivial. This paper is 
concerned with determining conditions on G which guarantee the existence of 
a non-trivial double cover. 
One result along the above lines was used by Griess [5]. 
THEOREM 1.1. Let G be a permutation group and x E G be an involution. 
Suppose that when x is written as a product of disjoint cycles there are m 
transpositions and m = 2(mod 4). Then G has a non-trivial double cover. 
Furthermore, if x E G’ then the Schur multiplier H’(G, C x ) of G has even 
order. 
The essential ingredient in the proof of this result is the existence of a non- 
trivial double cover of S,, the symmetric group on n letters. Denote this 
double cover by Z >--) g,, -H S,. The inverse image in s”, of any subgroup of 
S, gives rise to a double cover of that subgroup. The extra hypothesis in this 
theorem implies the double cover is non-trivial. 
If S, is regarded as a group of permutation matrices rather than just 
permutations, then each element of S, is an orthogonal matrix. Moreover, 
the full orthogonal group O,(K) has a nontrivial double cover (for char 
K # 2), which induces the previous double cover on S,. This suggests that 
the permutation criterion, Theorem 1.1, might be generalized to show the 
existence of a non-trivial double cover for a group of orthogonal matrices. 
This is done by replacing the reference to the cycle structure of an element 
by a condition on its eigenvalues. 
THEOREM 1.2. Assume G is a group of orthogonal matrices with 
character x, and let x E G have order two. If f(x( 1) -x(x)) = 2(mod 4) then 
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G has a non-trivial double cover. If, in addition, x E G’ then H2(G, C “) has 
even order. 
Notice that if x is a permutation character and x is an involution then 
f(x( 1) - x(x)) is the number of transpositions appearing when x is written as 
a product of disjoint cycles. Thus Theorem 1.2 is a generalization of 
Theorem 1.1. 
It should be noted that this double cover of the orthogonal group was 
known to Schur and the case of this theorem when G is a group of 
permutations was proved by him ([6, 121). 
The following theorem gives a new condition which also guarantees that a 
double cover arising essentially as in the last theorem is non-trivial. 
THEOREM 1.3. Let x be a real-valued character of G and let 
A=(x)x@)b e a direct product of cyclic groups of even order generated by 
x, y E G. Denote by I,, A, and 1, the three distinct non-principal linear 
characters of A satisfying 1: = 1,. If at least two of the inner products 
(x,, &)A are odd, then H’(G, C “) has even order. In particular, G has a 
non-trivial double cover. 
It should be pointed out that the character x appearing in Theorems 1.2 
and 1.3 is not assumed to be irreducible. Moreover, in the latter theorem x is 
not necessarily the character of an orthogonal representation, nor is x 
assumed to be faithful. 
In Section 2 an explicit description is given for the sequence 
Z >--i pin( I’) + O(V). Here O(V) is the orthogonal group of transformations 
of the vector space V relative to a given non-singular quadratic form. We 
assume the underlying field K has characteristic not 2. For suitable K, the 
last map is surjective and provides the double cover for O(V) that is basic 
for this paper. Moreover, for a given u E O(v), an explicit construction is 
given for a preimage of u in pin(V). If V is the underlying vector space of an 
orthogonal representation of G, then V is a K[G]-module while at the same 
time V has the structure of a non-degenerate inner product space. These 
“orthogonal K[G]-modules” are the topic of Section 3. In Section 4 
Theorems 1.2 and 1.3 are proved and in Section 5 some applications of the 
theorems are given. Theorem 1.2 is used to show that the Hall-Janko group 
HaJ has a nontrivial double cover. Theorem 1.3 is used to show that 
Aut(M,,), and hence M,, itself has a double cover. The second example is 
interesting, as neither Theorem 1.1 of Schur nor Theorem 1.2 imply the 
existence of a non-trivial double cover for M,, or Aut(M,,). However, 
Theorem 1.2 does apply to the double cover of M,, and yields a fourfold 
cover of M,,. In Section 6, some general remarks are made connecting 
orthogonal C [G]-modules and the cohomology groups H’(G, { f 1)) and 
H*(G, C “). It is shown as an application, that a group with a Sy~ow 2- 
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subgroup which is either dihedral or abelian of rank 2 has a non-trivial 
Schur multiplier. Some questions and concluding remarks comprise 
Section 7. 
2. CLIFFORD ALGEBRAS AND COVERING GROUPS 
Throughout this paper K will denote a field with char K # 2 and (V, b) 
will denote a non-singular inner-product space over K. If no confusion can 
result, (V, b) is referred to as V. Then V is a vector space over K and b is a 
symmetric bilinear form on V. Non-singularity of (V, b) means for x, u in V 
that b(x, u) = 0 for all x implies u = 0. V will always be finite dimensional. 
Let 0( V’) denote the orthogonal group on I’, i.e., the set of linear transfor- 
mations g: V-+ V satisfying b(rP’, wg) = b(u, W) for all u and w in V. A 
sketch of the construction of the Clifford algebra, denoted C(v), is given in 
this section; a thorough treatment may be found in Cohn [3]. In addition, a 
certain group of units in C(V), which is a covering group for O(V), is 
constructed. Moreover, an explicit formula for the lift of an element of O(V) 
is given. 
If A is any K-algebra with identity 1,) a linear map A: V + A is admissible 
if (x1)’ = b(x, x) . 1,. A Clifford algebra on V is a K-algebra C together 
with an admissible map i: V-+ C such that C, i is universal with respect to 
this property. That is, for any other such pair D,,u there exists a unique 
algebra homomorphism t?: C -+ D satisfying ,U = it? The existence of C is 
established by taking the tensor algebra on V modulo the ideal generated by 
the elements x2 - b(x, x) . 1 for x E V. As a universal object, the Clifford 
algebra is unique up to isomorphism, and this justifies the notation C(V). 
Since the map i: V+ C(V) is always a monomorphism, the image of V in 
C(V) will be identified with V itself. Moreover, K is embedded in C(v), and 
a will denote a . 1 for a E K. 
Let 24, , u2 ,..., U, be an orthogonal basis for V, and view these as elements 
of C(V). Since expanding (x + y)’ gives 
xy + yx = 2b(x, y) 
the uI)s anticommute and C(V) is spanned by the elements 
(1) 
Ui, Ui2 ‘. ’ Ui,, i, < i, < . . . < i, ; r = 0, 1 ,..., n. (2) 
In fact, these 2” elements form a basis for C(V). 
Notice that C(V) = C,(V) $ C,(V) (internal direct sum) where C,(V) is 
the subalgebra generated by products of an even number of elements of V, 
and C,(V) is the subspace generated by odd products. Indeed, the tensor 
algebra has such a decomposition and the ideal which was factored out is 
generated by sums of even products. 
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The desired covering group for O(v) is constructed as follows. Any 
anisotropic vector u in V (i.e., b(v, v) # 0) has an inverse b(u, Y)-‘V by the 
fact that the embedding of V in C(V) is admissible. For such a vector, the 
symmetry with respect to u is the orthogonal transformation crO defined by 
(x) ua = x - 2&x, II) b(u, v) - ‘u for all x E V. 
Using (1) and the formula for o-i, 
(X)oc=X-22b(x,v)u-‘=x-u-’ * 2b(x,v)=x-v-‘(xv+ux). 
Thus 
(x) u, = -v - ‘xv. (3) 
Let r(V) denote the subgroup of the group of units of C(V) generated by 
the anisotropic vectors of V. If z E Z(v) is a product of r anisotropic vectors 
of V, define the function y, by 
(x) yz = (-1)‘z -‘xz for x E V. 
Because C,(V) n C,(v) = {O), the sign (-1)’ is uniquely determined by z so 
that y, is well defined. 
Moreover, because of (3), y, is an orthogonal transformation of V. In fact, 
if z = u1 v2 . . . v, (for anisotropic vi) then y, = o~,o~~ . .. a!,,. The map z I--+ yZ 
is a well-defined homomorphism from ZJ V’) to 0( P’). It is surjective by the 
weak form of the Cartan-Dieudonne theorem which states that for V non- 
singular, every r E O(V) can be written as a product of symmetries. 
Notice that if v E V is anisotropic, then so are au and b(v, v))‘v for any 
nonzero a E K. Their product is a and this proves Kx c r(V). Clearly, Kx 
is contained in the kernel of the map T(V)-+ O(v). Conversely, suppose 
z E Z(V) is in the kernel of this map, and assume z is a product of r 
anisotropic vectors. Then 
(- l)‘UiZ = zui (4) 
holds for i = 1, 2,..., n. (Recall that u,, u2 ,..., u,, is a fixed orthogonal basis 
for I’.) Expressing z as a linear combination of monomials of the form given 
in (2) shows that each monomial appearing in z is in the kernel. Finally, 
taking z as a monomial in (4) shows that ui does not appear in z so z E KX. 
The exactness of K x ++ r( v) -W O(V) is now established. 
A smaller covering group can sometimes be obtained. The admissible 
mapping P(X) = -x for x E V can be extended to a unique anti- 
automorphism x I-+ X of C(v). This is seen by composing the unique 
isomorphism extending p from C(V) to its opposite algebra C(v)0 with the 
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natural anti-isomorphism from C(V)“ to C(v) (given by the identity 
function). For z E r(V) define N(z) = zZ Then N is a multiplicative norm 
satisfying N(a) = u* for a E KX. If the subgroup of elements x E r(V) 
satisfying N(x) = 1 is denoted by pin( I’) then pin(v) n KX = {f 1 }, and the 
sequence 
is exact. Note that the last map need no longer be surjective. 
More can be said for specific fields. For example, if K is the field of 
complex numbers, then for each anisotropic u in V there is a E K with 
a2 = -b(o, u))‘. Hence ZJ = an E pin(V) satisfies uu = ou and the final map 
above is surjective. 
Now suppose K is the field of real numbers and b is a positive definite 
form on V. Let pin*(V) be the set of all x E r( I’) satisfying N(x) = f 1. 
Then KX n pin * (I’) = { f 1) and an argument similar to that given above 
shows that the map from pin*(V) is surjective. Hence 
{*l) *pin*(V)-++ O(v) is exact. 
Using a different definition for the norm map yields a different subgroup 
of r(V) which may be used in place of pint V). The identity function V-+ V 
extends to a unique anti-automorphism x t-+ x* of C(V) and the function 
N+:T(V)+KX defined by N’(x)=xx * defines this other multiplicative 
norm. It is sometimes convenient o replace ker N = pin(V) by ker N+. 
3. ORTHOGONAL K[G]-MODULES 
This section contains technical results which are needed for the proofs of 
the main theorems of this paper. For these applications, one may take the 
field K = C in what follows. Completely reducible K[G]-modules with a G- 
invariant non-singular symmetric bilinear form are classified in Theorem 3.2. 
Much of the rest of this section deals with improvements in the classification 
which can be made when more is assumed about the field K or the group G. 
The remainder of the section is concerned with modules of this type induced 
from a subgroup. Standard facts from representation theory of finite groups 
may be found in Isaacs [9]. 
Definitions 
(1) An orthogonal K[G]-module is an inner product space (V, b) in 
which V is also a K[G]-module satisfying b(zP, w”) = b(v, w) for all V, w E V 
and g E G. Recall that part of this definition implies that b is symmetric and 
non-singular. When there is no chance of confusion, an orthogonal K[G]- 
module will be denoted simply by V. 
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(2) An orthogonal K[G]-module (V, b) is b-decomposable if 
V=W,iW, for W, and W, non-trivial K[G]-submodules, i.e., 
V = W, -i- W, and b( W, , W,) = 0. Otherwise, V is b-indecomposable. 
(3) Let M be a vector space over K with dual space i@. Then bQ is the 
bilinear form defined on M @ &f by setting b@((m, f), (n, h)) = (n)f+ (m) h. 
(4) Let M be a vector space over K and let 8: M-+ fi be any 
isomorphism. Then b, is the bilinear form defined on M by setting 
b,(m, n) = (m>(n”>. 
In the situations of (3) and (4) it is readily checked that b@ and b, are 
non-singular. If M is a K[G]-module then b@ is automatically G-invariant 
and symmetric, i.e. (M @ &?, b@) is an orthogonal K[G];module. Moreover, 
M @ 0 and 0 @ &? are totally isotropic submodules. If M is identified with 
M, then (MO fi, bQ) is naturally K[G]-isometric with (i’t?@ M, b@). In case 
0 is a K[G]-isomorphism b, is a G-invariant form, however, it need not be 
symmetric. Of course, if b, is symmetric, (M, b,) is an orthogonal K[G]- 
module. 
LEMMA 3.1. Let M be an irreducible K[G]-module. Then exactly one of 
the following holds: 
(1) M is isomorphic to k by an isomorphism 8 such that the form b, 
is symmetric. 
(2) M is isomorphic to I%?, and for any isomorphism 8: M-+ iI?, the 
form b, is skew symmetric. 
(3) M is not isomorphic to A. 
Proof: If M is not isomorphic to fi then case (3) holds, so assume M is 
isomorphic to I%?. Thus 0 # Hom,,,](M, A) z Horn,,,@ @ M, K), where 
the last space is naturally K-isomorphic to the vector space of G-invariant 
bilinear forms on M. Hence, there exists a nonzero G-invariant bilinear form 
6: M x M+ K. For any such form, define b’(x, y) = b(y, x). Then bT is also 
a G-invariant form, as well as b, = i(b + bT) and b, = i(b - br). Clearly 
b = 6, + b,. If every G-invariant form is skew symmetric, then case (2) 
holds. If b is a G-invariant form which is not skew symmetric, then b, # 0 
and so b may be replaced by b, and b may be assumed to be symmetric. If 
8: M+ k is defined by (m) 8 = b( , m) then the irreducibility of M implies 
that 6’ is an isomorphism of K[G]-modules. Moreover b, = b is symmetric, 
which completes the proof. I 
It is possible for an irreducible K[G]-module M to support both a 
symmetric and a skew symmetric G-invariant form. As an example, let 
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K = R, H = R + Ri + Rj + Rk, the quaternions over R; and Q, = {f 1, fi, 
&j, UC}. Then V= H is an irreducible R[Q,]-module with action given by 
right multiplication. For q E H let q* denote the quaternionic onjugate of q; 
i.e., if q = a + bi + cj + dk then q* = a - bi - cj - dk. For any R-linear map 
v: H + R the form b(u, W) = w(vw*) is es-invariant. Moreover, b is 
symmetric if Ri + Rj + Rk E ker v/ and b is skew symmetric if R cl ker w. 
DEFINITION. Let M be an irreducible K[G]-module. Then M is 
irreducible of type I, II or III according as case 1, 2 or 3 holds in 
Lemma 3.1. 
In case K is a splitting field for G of characteristic 0, and x is the 
character afforded by M then it is convenient o define x to be of type I, II or 
III according as M is of type 1, II or III. If K = C one can show the type of x 
depends on whether x and some representation affording x are real. This 
approach was orginally taken by Frobenius and Schur and details can be 
found in Isaacs [9, pp. 50 and 55-581. 
Notice that if M is irreducible then so is fi and moreover, M and fi have 
the same type. 
THEOREM 3.2. Let (V, b) be a completely reducible b-indecomposable 
orthogonal K[G]-module. Then one of the following holds: 
(1) V is irreducible and there exists a K[G]-isomorphism 8: V-t V 
such that b, is symmetric and (V, b) is K[ G]-isometric with (V, b,). 
(2) There exists an irreducible K[G]-submodule M of V of type II and 
(V, b) is K[G]-isometric with (M @ k, b@). 
(3) There exists an irreducible K[G]-submodule M of V of type III 
and (V, b) is K[G]-isometric with (M @ A?f, b@). 
Proof. Assume first V is irreducible. If 8: V-r P is defined by 
(v) 13= b( , v) then 0 is an isomorphism and b, = b is symmetric. The 
identity map (V, b) + (V, b,) is clearly an isometry and case (1) holds. 
Suppose now V is not irreducible and let M be any irreducible submodule 
of V. Since Ml = {V E V] b(u, M) = 0) is also a K[G]-submodule of V, 
M n Ml is either 0 or M. In the first case, V = M i Ml contradicting the 
b-indecomposability of V. Thus M s Ml, and since M is arbitrary, every 
irreducible submodule of V is totally isotropic. Now let M be a fixed 
irreducible submodule of V and by complete reducibility, let N be a 
complement for M’ in V. The function ,u: N+ &l defined by n& = b( , n) is a 
K[G]-isomorphism since ker ,u = N n M’ = 0 and ii? is irreducible. The 
irreducibility of N implies that N itself is totally isotropic. The sum M + N is 
direct and 
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=MnN’ 
= 0. 
Thus V=(M+N)i(M+N)i and by the b-indecomposability of V, 
V = M + N. The mapping (T: (A4 + N, b) -+ (A4 @ & b@) defined by 
(m + n) u = (m, n,~) is a K[G]-isomorphism. Moreover, as it4 and N are 
totally isotropic, u is easily checked to be an isometry. If A4 is of type II or 
III then case (2) or (3) of the theorem holds. It remains to show that M 
cannot be of type I. 
Suppose on the contrary that 8: M + A?! is a K[ G]-isomorphism such that 
b, is symmetric. Set X= {(m, me)] m EM}. Then X is a submodule of 
(M @ ii?, b@) which is isomorphic to IV, and so is irreducible. Since every 
irreducible submodule is totally isotropic, so is X and thus 0 = b@((m, me), 
(m’, m’e)) = (m)(m’O) + (m’)(me) = b&m, m’) + bJm’, m) = 2b,(m, m’). 
This implies b, is the zero form, and hence 8 is the zero function, which is a 
contradiction. Hence, A4 cannot be of type I, completing the proof of the 
theorem. 1 
Let V be a completely reducible K[G]-module which is isomorphic to its 
dual and in which the multiplicity of any type II irreducible submodule is 
even. Notice that a form of type b, can be defined on each type I summand 
and a form of type b@ can be defined on each dual pair of type II or III 
summands. Thus V is an orthogonal K[G]-module for some b. 
Because of Theorem 3.2, it is possible to extend the notion of type to 
orthogonally indecomposable modules. 
DEFINITION. Let (V, b) be a completely reducible orthogonally indecom- 
posable K(G]-module. Then (I’, 6) is of QJZE I, ZZ or ZZZ according as case 1, 
2 or 3 in Theorem 3.2 holds. 
Notice that if M is an irreducible submodule of (V, b), then Theorem 3.2 
implies that the type of M must agree with the type of (I’, 6). 
In the situation of Theorem 3.2, more can be said when the field ZC is a 
splitting field for G. We start with the following. 
LEMMA 3.3. Let M be an absolutely irreducible K[G]-module and assume 
b is a nonzero G-invariant bilinear form on M. Zf c is any G-invariant form 
defined on M then c is a scalar multiple of b. In particular, the space of G- 
invariant forms on M is one dimensional. 
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ProoJ Define me, = b( , m), and me, similarly. Then 8, and 8, are 
K[G]-homomorphisms from M to G, and t9, is an isomorphism. It follows 
that e,O;’ E End,(M). By Schur’s lemma, End,(M) is one dimensional so 
8,e;’ = al, for some a&K. Hence, t9, = aeb so that c = ab and the lemma 
follows. I 
LEMMA 3.4. Let K be a quadratically closed splitting field for G, and let 
M be an irreducible K[ G]-module. Then, up to a K[G]-isometty, there is 
exactly one completely reducible b-indecomposable orthogonal K[ G]-module 
(V, b) which contains A4. 
Proof. The existence of (V, b) is clear as some bQ-indecomposable 
summand of (M @ fi, b@) contains a submodule isomorphic to M. 
Suppose now (V, b) is any b-indecomposable orthogonal K[G]-module 
containing a submodule isomorphic to M. Since V is completely reducible, 
Theorem 3.2 applies to (V, b). The various types are now considered in turn. 
If (V, b) and M are both of type I, then V 1: M as K[ G]-modules and 
(I’, b) is K[G]-isometric to (M, be) for some K[G]-isomorphism 8: M--f fi. It 
remains to show that (M, b,) and (M, be,) are K[ G]-isometric for any other 
K[G]-isomorphism 6’. By Lemma 3.3, be, = ab, for some a E K, necessarily 
nonzero. Now choose /I E K with /I’ = a. It is readily checked that 
multiplication by /I from (M, b,,) to (M, b,) is a K[G]-isometry and we are 
finished in this case. 
Assume now it4 and V are both of type II or III. Then, without any 
additional hypothesis, (I’, b) is K[ G]-isometric with (M, @ A,, b@) for some 
irreducikle submodule M, of V. Thus M is isomorphic to M, or A,. Iden- 
tifying M, with M,, the natural map from (M, 0 fil, bQ) to (fi, @ M1, bQ) 
is a K[G]-isometry, proving that (I’, b) is K[G]-isometric to (M @ M, bQ). 
This completes the proof of Lemma 3.4. I 
COROLLARY 3.5. Let (V, b) be an orthogonal K[G]-module where K is a 
quadratically closed splitting field for G with char K = 0. Then the decom- 
position (V, b) = 1 YE, (Vi, b ] Vi) into orthogonal b-indecomposable K[ G]- 
submodules is unique in that the multiplicity of each isometty type which 
appears is independent of the particular decomposition. 
ProoJ From the previous lemma, the orthogonal module (Vi, b Iv,) is 
completely determined up to a K[G]-isometry by any irreducible submodule 
of Vi. Since the multiplicity of a given irreducible module in the decom- 
position of V as a direct sum of irreducible modules is independent of the 
decomposition, it follows that the multiplicity of any given orthogonally 
indecomposable K[G]-module (IV, c) in the given decomposition of (V, b) is 
independent of that decomposition. I 
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COROLLARY 3.6. Let (V, b) and (W, c) be orthogonal C[G]-modules 
affording the same character. Then (V, b) and ( W, c) are C [ G]-isometric. 
Proof. Decompose (V, b) and (W, c) into orthogonal direct sums of 
orthogonally indecomposable C[G]-modules. Choose (V,, blY,) from the 
decomposition of (V, b) and ( W, , c ] W,) from the decomposition of ( W, c) so 
that V, and W, contain isomorphic irreducible submodules. This is possible 
since V and W afford the same character. By Lemma 3.4, (VI? blY,) and 
(W, , cIW,) are C [G]-isometric. Now V = V, I V: and W = W, I W: and 
this implies that Vi and Wf afford the same character. By induction, 
(V:, b I,,L) and ( Wf , cl,r) are K[G]-isometric, completing the proof of 
Corollary 3.6. 1 
DEFINITION. If V is a K[G]-module and g E G let g, denote the linear 
transformation v+P ug and set G, = {g,]g E G}. 
THEOREM 3.1. Let K be a quadratically closed splittingfieldfor the finite 
abelian group A. Let (W, b) be a completely reducible b-indecomposable 
orthogonal K[A ]-module. Then dim W < 2 and A,,, = (a) is cyclic. If 
dim W= 1, then (a)< {fl,} while if dim W= 2 then W has an 
orthonormal basis w,, w2 with 
w,a=cw, +sw2, 
w,a = --SW, + cw, 
for some c, s E K with c2 + s2 = 1. 
Proof. Each irreducible K[A]-module M has dimension 1 as A is abelian. 
Moreover, A, is cyclic. From Theorem 3.2, dim W< 2 and since the kernel 
of A on M is the same as the kernel of A on ii?, it follows that A, = (a) is 
cyclic. If W = Kw is one dimensional, then wa = aw for some Q E K. Then 
b(wa, wa) = b(w, w) # 0 implies a2 = 1 and a E {flW}. Suppose now 
dim W = 2. Then (W, b) is K[A]-isometric to (M@ fi, b@) for some 
irreducible K[A]-module M. Choose x E M and y E A so that bQ(x, y) = 1. 
Then w1 = (l/fi)(x + y) and w2 = (i/\/z>@ -y) form an orthonormal 
basis for W. Define c and s by the equation w,a = cw, + sw2. Then 
c2 + s2 = 1 is immediate as w,a has norm 1. Moreover b@(w,a, w,a) = 0 
implies w,a = k(-SW, + cw2) for some k E K. If ,X is the character afforded 
by M then A-’ is the character afforded by fi and a has determinant 
n(a) A -‘(a) = 1. Hence k = 1 follows and the proof of Theorem 3.7 is 
complete. I 
Let H < G. The remainder of the section concerns the induced module P 
of an orthogonal K[H]-module V. 
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LEMMA 3.8. Let (V, b) be an orthogonal K(H]-module for H < G. There 
is a non-singular symmetric G-invariant bilinear form bG defined on I/‘. In 
particular ( VG, bG) is an orthogonal K[G]-module. 
Proof Let T be a right transversal for H in G. Then elements v, v’ E I@ 
have unique representations v = C,,, vt @ t, v’ = C,,, v; 0 t for v,, v; E V. 
We define b’(v, v’) = C,,, b(v,, v,!). It is immediate that bG has the required 
properties. I 
In the case K = C some consequences of the lemma may be stated in 
terms of characters. 
COROLLARY 3.9. If H < G and A is the character of an orthogonal C [HI- 
module then 1’ is the character of an orthogonal C[G]-module. In 
particular, the regular character of G is aflorded by an orthogonal C[G]- 
module. 
COROLLARY 3.10. Let x be an irreducible character of G of type II and 
let A be the character of an orthogonal C[H]-module for H < G. Then Cy, A”) 
is an even integer. 
Proof By Corollary 3.9, lG is the character of an orthogonal C[G]- 
module. Write AC = Cr=, vi, where each vi is the character of an 
orthogonally indecomposable C [ G]-module. Assume (jx, vi) # 0; it suffices to 
show that (‘J, vi) = 2. But as K = C, all modules are completely reducible 
and Theorem 3.2 case (2) implies vi = 2x. The corollary now follows. 1 
4. MAINTHEOREMS 
Throughout this section, the underlying field K will be quadratically 
closed, will have characteristic different from two, and will contain i 
satisfying i* = -1. If u is an orthogonal transformation on (V, b) then a 
preimage of u in r(V) will be called a lift of u. Recall that a lift v is in 
pin(V) if N(v) = uV= 1. 
The following lemma is useful in lifting orthogonal transformations; its 
proof is omitted. 
LEMMA 4.1. Suppose o is an orthogonal transformation on V and 
v=w,iw,i . . . i W,, where each Wj is o-invariant. Let oj denote the 
orthogonal transformation which agrees with o on Wj and which fixes each 
vector in W, for k # j. If vj E I’(V) (respectively pin(V)) is a lift for oj, then 
v,v* **. v, E I(V) (respectively pin(V)) is a lift fir (5. 
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Since (V, b) is non-singular any orthogonal summand of V is non-singular; 
hence as K is quadratically closed any orthogonal summand of V has an 
orthonormal basis. The next lemma may be used to lift the uj’s mentioned in 
Lemma 4.1. 
LEMMA 4.2. Suppose a is an orthogonal transformation on (V, b) where 
V = W i Y with W o-invariant and u the identity on Y. Let ( wjlj = 
1 ,..., dim W) be an orthonormal basis for W. 
(a) Ifdim W= 1 and o inverts the elements of W then iw, E pin(V) is 
a lift for o. 
(b) If dim W = 2 and if for c, s E K with c2 + s2 = 1 and c # 1 we 
have 
wp = cw, + SW2 
and 
w; = --SW1 + cw2, 
is a lift for o in I(V). In this case 
w, w2 in pin(V) is a ltft for u where the signs 
of the square roots are chosen so that the product is fs. 
If CT is the identity on W (and so on V) then 1 E pin(V) is a lift for u. 
Proof: For (a) we check first that w1 E r(V) is a lift of u. Indeed if v E Y 
then wrv=-vwr SO-~;‘~W~=~=~~.A~SO-~;‘W~W,=-W,=W~.B~~ 
any scalar multiple of wr is a lift and as N(iw,) = i2w, Wr = 1 we conclude 
iw, E pin(V). 
For (b) notice that u = wr(sw, + (1 -c) w2) and since s2 + (1 - c)~ = 
2(1 - c) # 0, u is a product of two anisotropic vectors of V. In particular, 
uET(V) and as N(u)= uzi we have up’ zz N(u)-‘g= 
;(l -c)-‘[s-(1 - ) c w, w2]. Using -w1w2 = w2w, and wf = w: = 1, one 
calculates easily that 
and 
(-1)2uP w,u=cwI+sw2=wy 
(-l)%-’ w2u=-sw,+cw2=w;. 
Moreover, if v E Y then v anticommutes with w, and w2 and so commutes 
with u. Thus (-l)*u~‘vu = u-‘uv = v and so u is a lift of u. Finally since 
u,, = f(2( 1 - c)) “‘u, u0 is a lift for u in pin(V). The last statement is 
clear. I 
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We remark that if K = C, then any field elements c and s satisfying 
c2 + sz = 1 may be written in the form c = cos 0, s = sin 8 for some complex 
number 8. Thus in part (b) of Lemma 4.2 the matrix of u with respect o the 
basis {wi , wz} is ( JULIO ,Sz E ) and the lift of o in pin(V) has the form 
+w,(cos(&?) w, + sin(@) wJ, by the half-angle formulas. This corresponds 
to the geometric fact that a rotation in the plane by an angle 0 is the 
composite of two reflections about lines which intersect in the angle 40. 
COROLLARY 4.3. Let o be an orthogonal linear transformation of V 
having order two and {w,,..., w,,} be an orthonormal basis for the (-l)- 
eigenspace of V. Then u = idw, w2 ..a wd E pin(V) is a ltft for u and u2 = 
d(dt I)/2 
C-1) * 
Proof If V, and V- denote respectively the (+ 1)- and (- 1 )-eigenspaces 
for u then a straightforward calculation shows that V = V, I V- . But V- 
may be written as an orthogonal sum of one-dimensional u-invariant 
subspaces and the first result follows by applying Lemmas 4.1 and 4.2(a). 
Since wiwj = -wjwi for i #j and wj’ = 1 we have u2 = (i)2d(-l)d(d-‘)‘2 = 
(-1) d(d+ I)/2 * I 
The first result listed in the introduction is proved next; it is restated for 
convenience. 
THEOREM 1.2. Assume G is a group of complex orthogonal matrices with 
character x and let x E G have order 2. Zf $ k( 1) -x(x)) z 2(mod 4) then G 
has a non-trivial double cover. Zf x E G’, then H’(G, C “) has even order. 
Proof. The element x induces an orthogonal linear transformation u of 
order two on the C-vector space of x( 1)-tuples. The dimension d of the (-l)- 
eigenspace for u is +k( 1) -x(x)), so by Corollary 4.3 a lift of x, say U, has 
order 4. If H denotes the inverse image of G in pin(V) and Z = { 1, - 1 } then 
Z H H -+ G does not split. Moreover, if x E G’ then u E H’Z and so 
fu E H’. Thus -1 = (&u)’ E H’ and since Z E Z(H) n H’ the order of 
H’(G, C “) is even. fl 
In the situation of Theorem 1.2, if f(x( 1) -x(x)) is an odd integer than det 
x = - 1 and G is the semidirect product N(x), where N = { g E GI det g = 1). 
It is not hard to construct a non-trivial double cover for a group having this 
form. 
The following is a preliminary version of Theorem 1.3 of the introduction. 
Let A = (x) x 0) be the direct product of two cyclic groups. If V is a K[A]- 
module let V,,, be the intersection of the r-eigenspace for xy and the s- 
eigenspace for yv. 
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LEMMA 4.4. Let (V, b) be a completely reducible orthogonal K[A]- 
module where K is a quadratically closed splitting field for A. Let 
A = (x) x l.~), w h ere x and y have even order. Finally let d,, d, and d, 
denote the respective dimensions of V -,,, , V ,,-, and V -,,-,. If 
U, v E pin(V) are lifts for xy,yy respectively, then [u, v] = (-l)dtdz+dzd3+d1d3. 
ProoJ The first step is to decompose V. Write V as an orthogonal sum 
of b-indecomposable submodules. Since V is completely reducible, Theorem 
3.7 applies to each summand. Each one-dimensional summand is contained 
in %,., for some choice of signs, and by Lemma 3.4, no irreducible 
submodule of V, l,i, is contained in any indecomposable summand of 
dimension 2. V may now be written as 
v= v,,, i v-,,, i v,,-, i v-,.-, i w,. (“> 
Here W, = Y, i Y2 i ... i Y, is the orthogonal sum of s indecomposable 
K[A j-submodules, each of dimension 2. Label the five summands of V 
appearing in (*) as W,, W, ,..., W,. 
The next step is to construct lifts for xy and y,, using the decomposition of 
V. As in Lemma 4.1, define xj to agree with xy on Wj and act trivially on 
W, for k # j. Similarly define yj. Let xi be a fixed product of vectors in an 
orthonormal basis for Wj for j < 3 (rrj = 1 if Wj = 0), and set uj = idjnj. By 
Lemmas 4.2(a) and 4.1, U, lifts x,, u, lifts yz and U, lifts x1 = y3. Theorem 
3.7 and Lemma 4.2(b) may be applied to each summand of W,. Thus lifts u, 
and u; for xq and y, are of the form t, t, . I. t, where tj = aj + bj wj wJ for 
aj, bj E K and for some orthonormal basis ( wj, WI} of Yj. Finally, u i Us u, and 
uzu,u; in pin(V) are the required lifts for xy and y, and so u = fu, U,U, and 
v = fu,u,u;. 
It remains to calculate the commutator [u, v]. Because of the forms of uq 
and u;, they commute with each other, as well as with u, , u2 and uj . Hence 
[UT VI = [fU,U,U,, *uzu,u;1 
= [UIU,, %%I 
= [q72z, nz;rr,]. 
The relation njrck = (Tl)djd%knj for j # k implies [u, v] = (-l)d1d2+d1d3+d2d3, 
completing the proof of Lemma 4.4. 1 
The second main theorem may now be proved. 
THEOREM 1.3. Let x be a real-valued character of G and let A = 
(x) x (y) be a direct product of cyclic subgroups of even order generated by 
x, y E G. Denote by ki, 1 Q i < 3, the distinct non-principal linear characters 
of A over C satisfying 1; = 1,. If at least two of the inner products &, , AiJA 
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are odd, then H*(G, C “) has even order. In particular, G has a non-trivial 
double cover. 
Proof. Let p denote the regular character of G. If x is not faithful then x 
may be replaced by x + 2p, and the hypotheses of the theorem are not 
affected. Hence assume x is faithful. Write x=x1 + xz +x3, where each 
irreducible constituent of xj is of type j. Then x may be replaced by i = x, + 
2~~ + x3 without affecting the hypothesis as (&, IZi)A - hA, A,), = 
@A -XA 3 2i)A = (kZ)A 3 ‘i)A = 012 Y n?> is even by Frobenius reciprocity and 
Corollary 3.10. Let V afford i and recall from the remarks after Theorem 
3.2 that V is an orthogonal C[G]-module. Lemma 4.4 applies and notation is 
chosen so that kA, ,l.i)a = di, i = 1, 2, 3. Letting u and v be lifts of x and 4’ 
we have [u, v] = -1. Let H denote the complete inverse image of G in pin(V) 
and Z = (f 1). Then Z z H’ n Z(H) proving that the Schur multiplier of G 
has even order. 1 
With minor modifications all the results above for pin( I’) remain valid for 
ker Nt. 
5. EXAMPLES 
We give examples of the application of Theorems 1.2 and 1.3 to the Hall- 
Janko group HaJ and to the automorphism group of the Mathieu group on 
22 letters, Aut(M,,). 
The possible existence and many properties of HaJ, a simple group of 
order 604, 800, were pointed out by Janko [lo]. Its existence and uniqueness 
were established by Hall and Wales [7]. First the character table of the 
supposed group was found (both by Janko and by Hall and Wales.) Then it 
was shown that such a group must have a permutation representation of 
degree 100, also unique, and elements atisfying certain relations. Finally 
coset enumeration showed the existence of the group. The permutation 
criterion, Theorem 1.1, may be applied after the second stage to show that if 
the group exists, it has a double cover. Theorem 1.2 gives the same 
conclusion at an earlier stage when the values of the unique character of 
degree 36 are found. 
THEOREM 5.1. The Schur multiplier of Hal has even order. 
Prooj We use the notation for characters and classes given by Hall and 
Wales in their character table [7, p. 4351. The theorem is applied to 
character wl, and involution J, E HaJ. By standard results (see Isaacs [9, 
Theorem 4.19]), the fact CgEG v, (g’) = ( G ] implies that I,U~ is afforded by a 
real representation Y. Thus the matrix group !P(HaJ) = p preserves a non- 
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singular symmetric bilinear form [9, proof of Corollary 4.151, so .V consists 
of orthogonal matrices with respect to a suitable basis. Since i(wr(l) - 
I,Y~(J,)) = 18 = Z(mod 4), Theorem 1.2 applies. Because .Z is simple, 
Y(J,) E Z’ and so H’(.V, C “) has even order. i 
Theorem 1.3 is now applied to show that Aut(M,,) and hence M,, have 
Schur multipliers of even order. Burgoyne and Fong [2] originally showed 
the multiplier of M,, has even order by using modular character theory to 
produce a non-trivial double cover of a certain subgroup (H n M,, , where H 
is defined below) and then showing that the corresponding 2-cocycle is stable 
in the sense of Cartan and Eilenberg. We will assume certain basic properties 
of the Mathieu groups which may be found in work of Curtis [4]; in 
addition, the character table of Aut(M,,) from a paper by Todd [ 131 will be 
used. 
The following lemma is needed. 
LEMMA 5.2. Aut(M,,) contains a subgroup A = (x) x ly), where the 
orders of x and y are 8 and 2 respectively and a character x, where 
x(1)=99,X(a)=3 ifaE{x2,x4,x6}andx(a)=-IforaEA-(x2). 
Sketch of Proof. The groups M,, and Aut(M,,) are naturally embedded 
in M,, as the pointwise and setwise stabilizers of (23, 24} in the action of 
M24 on Q = { 1, 2,..., 24). Let H = SL(4, 2) K V, where the semidirect 
product is formed using the natural action on V= GF(2)4. Now H acts tran- 
sitively on the sixteen points of V by 
(*) v * (m, w) = urn + w for v E V and (m, w) E H. 
Also, since SL(4, 2) N A,, H acts on r= {l,..., 8) with kernel V in a natural 
manner. Now M,, contains a subgroup, also denoted H, which is 
permutation isomorphic to (H, VUT), [4, Theorem C]. The map is chosen 
so that { 23, 24) E PI, the orbit of H on R corresponding to P, denote by P2 
the other orbit R - PI corresponding to V. Let A = (x, y), where 
x= 
i 
One cal culates that 1 x 1 = 8, ] y] = 2, xy = yx, and x4 # y so A is an internal 
direct product (x) x (y) as required in the lemma. The cycle structure of 
elements of A on P2 may be obtained using (*). Let J= (A i) and I, = (i ‘f). 
By comparing the orders of centralizers, the image of the matrix JO J in any 
isomorphism of X(4, 2) to A, must have shape 142*; similarly the image of 
J@ I, must have shape 24. From this it follows that x has shape 4 . 2 . 1’ 
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and y has shape 24 on 8,. Choose notation so that x fixes 23 and 24; i.e., 
XEM,,. This information is summarized in the table below. 
Cycle Structure on Subsets of R 
Element of A e2 a, - {23,24} {23,24 I 
1 
X4 
x2, x6 
x”, n odd 
116 l6 I2 
28 I6 l2 
44 2* * l2 l2 
8* 4.2 I2 
Y, X”Y 
X2Y, X6Y 
28 
44 
23 
2. l4 
2 
2 
x”y, n odd 8* 4. I2 2 
Let x denote the character of degree 99 whose values on the elements of 
order a power of two are given below (see [ 131). 
Elements of M,, Elements in Aut(M,,) - M,, 
__-__~~ 
Shape of z x(z) Shape of z x(z) 
124 99 2’* -1 
3 14 . 22 . 44 -1 
-1 24 * 44 3 
3 1’.2.4.8’ -1 
1’.2.4.8’ -1 1* .2* 15 
Thus the values of xa are determined uniquely by the cycle structure except 
for x(x’) =x(x”). If ~1 denotes a faithful linear character of (x), then xlXj = 
a 1 + bp4 + c@’ + p”-‘) + d@ + p3 + $ + p’) since x is rational valued. 
Evaluation at x, x2, x4 and 1 gives four equations for each of the two 
possible values of x(x’). Only the value x(x’) = 3 gives a matrix of deter- 
minant 1. Thus the conclusion of the lemma holds. 1 
LEMMA 5.3. The Schur multipliers of Aut(M,,) and M,, have even 
order. 
Proof. The character x chosen in Lemma 5.2 is real valued. If L denotes 
any one of the three non-principal characters of A satisfying A* = 1, then 
or,, A), = (l/16)(99 + 3 . 3 + 4(-l) + 8(-l)*) = 7. The hypotheses of 
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Theorem 1.3 are now satisfied and our conclusion follows for Aut(M,,) and 
hence for M,,. 1 
The group M,, (and Aut(M,,)) is interesting in that the congruence 
x(1) z x(u) (mod 16) holds for any irreducible character x and any 
involution 24 E M,, . Applied to permutation representations, this shows that 
the number of transpositions appearing in the image of u is divisible by 8. It 
follows that the hypothesis of the permutation criterion, Theorem 1.1, fails. 
Similarly Theorem 1.2 cannot be applied and Theorem 1.3 cannot be applied 
if A is restricted to be a Klein 4-group. 
However, it is possible to show that M,, has a double cover directly by 
applying Theorem 1.3 to a subgroup A = C, x C, of M,, in which no 
element of order four in A is the square of an element of order 8 in M,,. In 
fact, the subgroup A may be chosen to lie inside M,, -PSL(3,4). It follows 
from this that the central involution in some double cover of M,, is the 
commutator of two elements of order 4. This fact will be useful later. 
The Schur multiplier of M,, is cyclic of order 12. Although this fact had 
been determined by J. J. Cannon by a machine calculation in 1972, it was 
not generally known until pointed out by Griess and Mazet recently [6, Ill. 
As a further application of the techniques of this paper, the Sylow 2- 
subgroup of the Schur multiplier of M,, and Aut(M,,) will be determined. 
If z is a factor set of G with range in A then (G, A, z) denotes the 
associated central extension. If z’ is another factor set of G representing the 
same element of H*(G, A) as z, then (G, A, z) N (G, A, z’). However, if z and 
z’ have range in A and represent the same element of H2(G, B) where A < B 
then it is possible that (G, A, z) SJ (G, A, I’). Of course, (G, B, z) = (G, B, z’) 
holds in this case. Moreover, (G, B, z) II (G, A, z) Y B, where the subgroups 
isomorphic to A in the central product are identified. In particular, 
(G, A, z) Y B z (G, A, z’) Y B. These remarks are useful in the next theorem. 
THEOREM 5.4. The Sylow 2-subgroups of H2(M2,,CX) and 
H2(Aut(M2,), C “) are cyclic of orders 4 and 2, respectively. 
Sketch of Proof. N. Burgoyne and P. Fong have proved in [2] that a 
Sylow 2-subgroup of H2(M22, C “) must be cyclic. There it is shown that the 
degrees of the faithful irreducible complex characters of any double cover of 
M,, must be 10, i@ 56, 120, 126, 126, 154, 154, 210, 330 and 440, where a 
bar designates a member of a complex conjugate pair. If there were a second 
double cover of M22, then the product of characters of degree 10 from the 
two different covers would be a character of degree 100 from a third cover. 
This could only decompose into a sum of 10 characters of degree 10, and 
leads easily to a contradiction. Thus M,, has a unique non-trivial double 
cover denoted here by fi,, , and H’(M,,, C ’ ) has a cyclic Sylow 2- 
subgroup. 
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The Frobenius-Schur formula for the number of involutions 
19, Corollary 4.61 shows that all real-valued characters of A,, are of type I, 
and hence are characters of orthogonal representations. Let z be the central 
involution of fi,, and let x denote the faithful irreducible character of degree 
210. Then 4(x( 1) - x(z)) = x( 1) = 210 E 2(mod 4). Theorem 1.2 now applies, 
and I@,, has a non-trivial double cover. Since M,, is perfect, M,, has a non- 
trivial fourfold cover. 
Suppose G is a non-trivial eightfold cover of M2*, and let g be a generator 
of Z(G). Then G/(g*) E a,, and by the remarks following Lemma 5.3, g = 
la, Wmod (g’)> f or some elements a, b E G having order 4 modulo (g). 
Thus the order of [a, b] equals the order of g which is 8. But (a, b) has class 
2 and a4 E Z(G) so that [a, b14 = 1, a contradiction. This proves that the 
Sylow 2-subgroup of H2(M2*, C “) is cyclic of order 4. 
Since Aut(M,,) is a cyclic extension of the perfect group M2*, it follows 
that the restriction map H*(Aut(M,,), C “) + H*(M,, , C “) is an injection. 
The previous paragraph now shows that a Sylow 2-subgroup of 
H*(Aut(&,), Cx) is cyclic of order at most 4. By Lemma 5.3, it remains to 
show that the order is not 4. 
Suppose then Aut(M,,) has a fourfold cover Z ++X-++ Aut(M,,) with 
Z=Z(x)nX’, and let (z) = Z. Let an overbar denote the natural 
homomorphism from x to X/(z’) =x. Then ]z] =4 and 
Z t) x- Aut(M,,), with maps induced by those of the fourfold cover, is a 
double cover of Aut(M,,). Let ( f 1 } tt Y- Aut(M,,) be the double cover 
as constructed in the proof of Lemma 5.3. Note that x and Y need not be 
isomorphic. However, identifying Z with { f 1 }, factor sets representing these 
double covers represent the same element of H*(Aut(M,,), C “). By the 
remarks preceeding the statement of the theorem 
XYCX2.YYCX, (*I 
where the centers of 2 and Y respectively are identified with (-1) < C ‘. We 
consider Y < Y Y C ’ via the natural injection, and similarly for x From the 
construction of Y, there are elements a, b E Y < Y Y C x of orders 8 and 2 
modulo Z(Y)=Z(YYCX)n(YYCx)’ such that ([a,b])=Z(Y). Let 
c, d E XV C x correspond to a, b respectively under the isomorphism (*). 
Then c’, d2EZ(%YCX)n(xYCX)‘=Z(T)=Z and also [c,d]=F. 
Write c = c,a, d = d,P for c,, d, E x and a, /I E C ‘; these are n$ unique 
factorizations. Then [c,, d,] = [c, d] = Z: Also, as p’ = d*d;* E Xn Cx = 
Z(x), d, has order 2 modulo Z@). Similarly, cy E Z(@. Finally, choose x, 
yEX such that %=c,, y=d,. Then x8, y*EZQ and [x,y]~ {z,z-I}. 
Since (x, y) has class two, z* = [x, y] * = [x, y’] = 1, a contradiction. fi 
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6. COHOMOLOGY 
In this section the relation between the covering groups for G obtained 
from the Clifford algebra construction and the second cohomology groups 
with coefficients { f 1 } and C x is explored. In particular, the natural map 
sending a character of an orthogonal C[ G]-module to its factor set via the 
associated covering for G is a homomorphism, at least if this map is 
restricted to characters having determinant 1. The methods are illustrated by 
showing that any group with a Sylow 2-subgroup which is rank two abelian 
or dihedral has a Schur multiplier of even order. Elementary definitions and 
theorems concerning the second cohomology group will be used without 
comment. These are discussed in Huppert [S] (pp. 101-118 and pp. 
628-655) and Weiss (141. 
If (V, b) is an orthogonal C [G]-module, then pin(V) maps onto O(V) with 
kernel {f 1). As usual, let G, = (g,]g E G} & O(V) and let H be the 
complete inverse image of G, in pin(v). Then H is a double cover of G, 
with kernel (kl ). For each g, E G, let ug E H be a preimage. Let 
Zv(Xv,Yv) = ~x~y~;yl~ then zy is a factor set of G, with values in (+I }. 
Define z(x, y) = z,(x,, y,,) so that z is a factor set of G, the “inflation of 
zy .” Of course, z is not uniquely determined. However, if U; is also a 
preimage of g, for each g E G then U: = cg u, for some function c: G -+ { f 1 }. 
Then U; U: uiY - ’ = (u, U, u;.‘)(c~c,, c&l). The function (x, y) i--, c,cY cXy’ is a 
coboundary, which means that the class of z in H’(G, (* 1)) is uniquely 
determined. Clearly, the class of z,, in H*(G,, {*I)) is also uniquely deter- 
mined, and the natural map H*(G,, { f 1)) -+ H*(G, {f 1 }) sends the class of 
zy to the class of z. It is certainly possible for z to represent the identity class 
while z,does not; i.e., zEB*(G, {*l}) but z,@B*(G,, {kl)). 
Denote the class of z by h’(,~) where x is the character afforded by V. The 
following theorem justifies this notation: 
THEOREM 6.1. Let x be the character of an orthogonal C[G]-module. 
Then h’(x) is independent of the choice of orthogonal C [ G]-module affording 
x- 
ProoJ: Let (V, 6) and (V’, b’) be orthogonal C [G]-modules affording x. 
By Corollary 3.6 there exists an isometry t: (V, b) + (V’, b’) which is also a 
C [ G]-isomorphism. From the universality of the Clifford algebra, t induces a 
C-algebra isomorphism C(V) -+ C(V) which we also denote by t. Then 
t(pin(V)) = pin(V) and for each g E G, if u, E pin(v) is a lift for g, then 
t(u,) is a lift for g,,. Define z(x, v) = u,uYu;i. Then t(u,) t(q) t(u,‘) = 
t(u, u,, u;J,‘) = t(z(x, y)) = z(x, y), as z(x, JJ) is a sign. Therefore, the modules 
(V, b) and (V’, b’) determine the same element of H*(G, { f 1 }), as was to be 
shown. I 
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If V is an orthogonal C[G]-module affording x, then triviality of h’h) is 
equivalent to the completion of a diagram. More specifically, if H is the 
inverse image of G, in pin(V) then h’k) = 1 if and only if there exists a 
homomorphism w: G + Z-Z such that the diagram 
{*l} >- 
commutes. Note that if x is faithful, then h’k) = 1 if and only if the exact 
sequence splits. 
The following lemma gives a useful property of the function h’. Its proof 
is elementary, and will be omitted. 
LEMMA 6.2. If S is a subgroup of G and x is the character of an 
orthogonal C[G]-module, then res(h’h)) = h’h,), where res: H*(G, {f 1)) -+ 
H*(S, {f 1 }) is the natural restriction homomorphism. 
The function h’ defined on the additive semigroup of characters afforded 
by orthogonal C[G]-modules is a homomorphism only up to a factor set of 
the type considered in the following lemma. Nevertheless, one of the goals of 
this section is to prove that its image is a subgroup of H*(G, { fl }) 
(Theorem 6.10). 
LEMMA 6.3. If A and ,u are homomorphisms G + { f 1) then the function 
z,,.(x,y) = (-l)[(‘-l(x))(1--r(y))1’4 is a factor set of G. 
Proof. Write z = zA+. If either x E ker ;1 or y E ker ,u then z(x, y) = 1. 
Otherwise, z(x, y) = - 1. Now consider the product 
z(b, c) z(ab, c)-‘z(a, bc) z(a, b)-‘. 
If c E ker p then the first two factors are one and the last two factors are 
identical, making the product 1. Thus assume p(c) = -1. If a E ker A, the 
first two factors are identical, while the last two are 1. Thus assume 
k(a) = -1. In the residual case (A(a) = p(c) = -l), the first two factors have 
opposite signs, and the last two factors have opposite signs, making the 
product equal to one. By definition, z = zA,@ is a factor set. 1 
DEFINITION. If A and ,u are linear characters of G satisfying EL2 = ,u* = 1 (i, 
let hi,, denote the class of zA,, in H*(G, (f 1 }). 
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If x is a character of G let det x denote the linear character sending g to 
det g,, where V is any C [G]-module affording x. Note that if V is an 
orthogonal C [ G]-module then det x is a linear character whose square is 1 G. 
THEOREM 6.4. Let x and IJI denote characters aflorded by orthogonal 
C [G l-modules. Then 
h’01 +w> =h’W h’(v) &etx,cietcv 
Proof: Let (V, 6) be an orthogonal C[G]-module which may be decom- 
posed into V= U i W where U and W are C [G]-submodules affording x 
and I//, respectively. We may regard C(U) and C( I+‘) as subalgebras of C(V). 
For each g E G, let U, E C(U) and w, E C( w> be lifts of g, and g,, respec- 
tively. Then, regarding u, and w, as elements of C(v), they are lifts for 
g,,l 1, and l,lg,, respectively. It follows from Lemma 4.1 that u, wg is a 
lift for g,. Set z(x, y) = U, w, u,, wY(u,, w,J ‘. Then z represents h’k + w) in 
H’(G, (+ 1 }). Also set zi(x, y) = u,u,u,’ and z2(x, y) = w, w,,wxy’, so that z1 
and z2 represent h’h) and h’(v). The elements w, and U, will commute if w, 
or U, is in the even component of C(V). Otherwise, they anticommute. Now 
w, is even if and only if det(x,) = 1 and similarly for u,. Thus 
Hence 
z(x, y) = u, w, u, WY w;,’ uxy’ 
= zdeto,detx(x~ Y> u, $(Wx w, wi.3 u;,’ 
= zdet@,de&Y) Z*(XvY) UXUYU,y 
= Z1Z2Zdetl.detx)(X,Y)’ ( 
This proves z = z, z2~defX,detG and the result follows. 1 
DEFINITION. If x is the character of an orthogonal C[G]-module, then let 
hh) denote the image of h’k) in H*(G, Cx) under the natural 
homomorphism H*(G, {f 1 }) + H*(G, C “). If ,J and ,U are linear characters . . satisfymg A2 =,u* = 1, let h,,, be the class of z,,~ in H*(G, C ’ ). Notice that 
h l,p is the image of h:,, under the natural homomorphism. 
The proofs of the next three results are either elementary, or follow 
immediately from the preceeding theorems. 
LEMMA 6.5. Let V be an orthogonal C[G]-module affording the 
character x and let L be the complete inverse image of G, in r(V). Then 
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hh) = 1 if and only if there exist a homomorphism w: G -+ L such that the 
diagram 
G 
/ 
/ 
/ 
*/ 
/ 
/ 
)L/ 1 
CX +------L-G, 
commutes. In particular, tf x is a faithful character, hk) = 1 if and only tf 
the exact sequence splits. 
LEMMA 6.6. Zf x is the character of an orthogonal C[G]-module and S is 
a subgroup of G, then res(hh)) = hk,) where res: H’(G, C “) + H’(S, C “) 
is the natural restriction homomorphism. 
LEMMA 6.7. If x and v are characters of orthogonal C[G]-modules, then 
Mx+ w> = hW 4~) hctetx,cw 
LEMMA 6.8. Let 1 and p be linear characters of G satisfying 
A2 =p2 = 1,. Then 
(4 hi, = A:,, and h,,, = LA7 
(b) hi,, = 1 and hA,, = 1, 
and 
(c) h;,, = h’(A) and h,,, = h(A) = 1. 
Proof: Both 1 and ,U are characters of orthogonal C[G]-modules, so that 
Theorem 6.4 and Lemma 6.7 apply with x = A and v = p. Since A = det A, 
,D = det ,U and A t ,U = ,U t A, (a) is immediate. 
From the definition of z~,, it is clear that z~,, = z~,~ = 1 and (b) follows. 
Let V= Cv be an orthogonal C[G]-module affording A, where u is taken 
to be a unit vector, Now iv E pin(v) is a lift for - 1 y so if U, is defined by 
ux= 1 
= iv 
if x E ker 1, 
if x & ker A, 
then U, is a lift for xy. Set z(x, y) = u,u,,u;~, so that z represents the 
cohomology class h’(1). Since zA,* coincides with z we have h’(l) = hi,, 
and h(A) = h,,,. Now define c: G+ {+l, k} by 
c(x) = 1 if x E ker ,I, 
I if x CZ ker A. 
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Then z(x, y) = c(x) C(Y) c(xy)-’ so that z represents 1 in H*(G, C ‘), and (c) 
follows. I 
Note that if G is cyclic of order two and A is the unique faithful linear 
character of G, then hi*, # 1 (and hence h’(A) # 1) so the conclusion in (c) 
is necessarily not symmetric. 
Theorem 6.4 and Lemma 6.8(b) show that h’ is a homomorphism in case 
1, is the only linear character satisfying A2 = 1,; i.e., O’(G) = G. Moreover, 
Lemma 6.7 and Lemma 6.8(b), (c) imply that h is a homomorphism in case 
there is at most one non-principal linear character A of G satisfying A2 = 1,; 
i.e., G/O*(G) is cyclic. In fact if T= G/O*(G) is a 2-group satisfying 
h A,W = 1 for all linear characters 2, ~1 of order 2 then h is a homomorphism. 
Let ZZ denote the set of permutation characters of a group G. Clearly each 
x E ZZ is the character of an orthogonal C [ G]-module. 
COROLLARY 6.9. If x is the character of an orthogonal C[G]-module, 
then there exists a character x’ afforded by an orthogonal C [Gj-module 
which satisfies: h’k) = h/h’), hk) = hk’) and det x’ = 1,. Further tfx E I7 
then x’ E II. 
Proof: Let ,l = det x and set x’ =x + A+ 1. Then x’ is the character of 
an orthogonal C [G]-module, and det x’ = 1,. By Lemma 6.4 
h’h’) = h’(J) h’(1) h;,,%h’( 1) h;,, . 
But h’(1) = 1 by the remarks before Theorem 6.1 and hi , = 1 by Lem- 
ma 6.8(b). Also h’(l) = hi,, by Lemma 6.8(c) and as h;‘(G, {h-1}) has 
exponent 2 or 1, h’(A) hi,l = 1. Thus h’k’) = h’h). The last statement 
follows as 1 + 2 E Z7. 
THEOREM 6.10. The images of h’ and h are subgroups of HZ (G, {f 1 }) 
and H*(G, C “) respectively as are h’(17) and h(17). 
Proox Let x and v be characters of orthogonal C[G]-modules and 
consider the product h’k) h’(v). By Corollary 6.9, one may assume that 
detx=detv= 1,. By Theorem 6.4 and Lemma 6.8(b) h’k) h’(v) = 
h’(j + u/) and this proves that the image of h’, denoted im(h’), is a subgroup 
of H*(G, (f 1 }). The proof that h’(II) is a subgroup is similar. Now im(h) is 
a homomorphic image of im(h’) (under the natural map H*(G, { fl})+ 
H*(G, C)) proving that im(h) and h(II) are subgroups. (In fact, a direct 
proof may be given for h that is entirely similar to the proof for h’ given 
above.) 1 
The next theorem may be thought of as a generalization of Theorem 1.2. It 
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illustrates how the function h’ (rather than h) may be used to show the 
evenness of the Schur multiplier. 
THEOREM 6.11. Let x be the character of an orthogonal C [G]-module 
and let K < G’. If h’&) # 1 then hh) # 1, and in particular, H*(G, Cx) 
has even order. 
Proof. Let V be an orthogonal C [ G]-module affording x and let H and L 
be the complete inverse images of G, and K, in pin(V). Then HCx is the 
inverse image of G, in T(v). Assume h&) = 1. Then by Lemma 6.5, there 
exists a homomorphism w: G -+ HC ’ such that v(g) is a lift for g, for every 
g E G. Now v(K) < v(G’) = v(G)’ < (HC ‘)’ < H < pin(V). Hence y(K) < 
pin(V) r‘l LCx = L. By the remarks following the proof of Theorem 6.1, 
h’(&) = 1, the desired contradiction. 1 
It is possible for h’kk) # 1 but h&) = 1. If K = (x) is cyclic of order two 
and ,u is the unique non-principal character of K, then it is not hard to see 
that h’(a1, + bp) # 1 if and only if b E 1 or 2(mod 4). If K < G and x is the 
character of an orthogonal C[ G]-module satisfying xK = al, t b,u then 
b = ;(J( 1) -x(x)). This shows that Theorem 6.11 implies Theorem 1.2. 
Clearly, hhk) = 1 for any value of a and b. 
The remainder of this section will be devoted to showing that the 2-part of 
the Schur multiplier of a group containing dihedral Sylow 2-subgroups has 
order 2. This conclusion is not new and can be seen by considering the 
various cases in the classification of groups containing dihedral Sylow 2- 
subgroups. 
The elementary abelian group of order 4 may be regarded as a degenerate 
dihedral group, and this case is done first. In fact more can be shown. 
THEOREM 6.12. Let G be a group containing a Sylow 2-subgroup S 
which is abelian of rank 2. Then the 2-part of / H’(G, C ‘)I, 1 H*(G, C ‘)lz, is 
greater than 1. In particular, if 1 S 1 = 4 then 1 H*(G,C ’ ) I2 = 2. 
Proof. Let p and p,, be the regular characters of G and S respectively. 
We apply Theorem 1.3 to G and S. Since ps = (G: Sip,, the multiplicity of 
each linear character of S in ps is odd and the first conclusion follows. If 
) S ] = 4 then ] H2(S, C “) 1 = 2 by an easy argument (or see [8, p. 6461). 1 
The result above generalizes to a dihedral Sylow 2-subgroup of any order, 
but it is convenient o divide its proof into a series of lemmas. 
LEMMA 6.13. Let S be a dihedral group of order greater than or equal to 
8. Then every character of S is aflorded by an orthogonal C[ Sj-module. 
Moreover, 
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(4 
(b) 
Cc> 
hh)= 1 for every nonfaithful irreducible character x 
of s, 
htx)fl for every faithful irreducible character x of S, 
A,,,, = 1 for every pair of linear characters A, ,u of S. 
Proof. Each irreducible C-representation of S is either linear with square 
1, or has as image the group of congruences of some regular n-gon in the 
plane. Thus every character of S is afforded by an orthogonal C[S]-module. 
Let H ,< S denote the unique cyclic subgroup of S having index two and 
let v be any linear character of H. Define n by the equation n = ] H: ker VI so 
that n is a power of two. Let h E H be a generator of H and let s E S - H. 
Next define V to be the orthogonal C[S]-module having an orthonormal 
basis {vl, vz} and satisfying: 
v,h=cosBv,+sinBv,, v,s= VI, 
v,h=-sinOv,+cos8v,, v*s = -v*. 
Here 8 = 27rl/n and 1 is an odd integer chosen so that V affords the character 
vs. Notice that V is the module referred to in the first paragraph if n > 2. Let 
p = cos 812 + sin 812 v, vz 
and 
q = v2. 
Then p and q are lifts in r(V) for h, and s, respectively. Furthermore, it is 
easily checked that D = (p, q) is a dihedral group of order 4n in which (p) 
has index two, and that L = DC’ is the complete inverse image of S, in 
r( 0 
If v is not faithful, then 1 SI > 4n and there exists a homomorphism 
ly: S -+ D < L such that W(h) = p and y(s) = q. Clearly, I&V) is a lift for yV 
for each y E S. By Lemma 6.5, h(vS) = 1. This proves case (a) as a non- 
faithful irreducible character of S of degree two is induced from a non- 
faithful linear character of H, and a linear character A of S has h(A) = 1 by 
Lemma 6.8(c). 
Suppose now that v is faithful, so that S ‘v S, and 1 HI = n. Let t be the 
unique involution in H so that t = h”“. Then 
n0 nB nl 7d 
P “* = CO.3 --f + sin -v, v2 = cos - + sin - v1 v2 = fu, u2 4 2 2 
is a lift for t, in L. If the homomorphism w exists as in Lemma 6.5 then 
I&) = au, v2 and w(s) = bv, for some a, b E C ‘. However, s commutes with 
t whereas w(s) anticommutes with y(t). This contradiction shows that r,~ does 
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not exist, and h(vS) # 1. Every faithful irreducible character of S has the 
form vs for some faithful v and this proves (b). 
To prove (c), notice that Lemma 6.8(b), (c) implies that h,,, = 1 if either 
A or ,D is principal, or if 3, = ,u, Assume then that J and ,U are distinct non- 
principal linear characters of S. By Theorem 6.7 and Lemma 6.8(c) 
h(J +P + h> = w +Pu)wP) hA,,A@ = w -+Pu> = 42) hCu) h,,, = kL, * 
Since A + ,u + ,$I is independent of the choice of k and p, it suffices to assume 
that A and ,U are the two extensions of the unique linear character v of H of 
order 2. But then vs = A t ~1 and so h(vS) = h(A t p) = h,,,. As v is not 
faithful, h(vS) = 1 completing the proof of the lemma. 1 
If G is any group, let Char(G) denote the set of all characters of G. 
Char(G) is a semigroup under addition. 
COROLLARY 6.14. Let S be a dihedral group of order greater than or 
equal to eight. The function h: Char(S) + H’(S, C “) is a homomorphism. 
Moreover, hk) # 1 if and only if x has an odd number of faithful 
(irreducible) constituents. 
Proof The fact that h is a homomorphism is clear from Theorem 6.7 and 
Lemma 6.13(c). The group H*(S, C”) is cyclic of order two (see 
[8, p. 6461); let a be a generator. Since h is a homomorphism, Lemma 6.13 
(a) (b) implies that hk) = a”, where n is the number of faithful constituents 
of x and the corollary follows. 
Part of Corollary 6.14 may be generalized as follows. If G/O’(G) is 
dihedral of order greater than or equal to 8, then h is a homomorphism from 
characters of G afforded by orthogonal representations to H’(G, C “). This 
follows from Theorem 6.13(c) and the remarks after Lemma 6.8. 
It is convenient o know the values of h($), where S is a dihedral group 
and w is a real-valued character defined on some proper subgroup. 
LEMMA 6.15. Let S be a dihedral group of order greater than or equal to 
8 and let H denote the cyclic subgroup of index two. Let a be the generator 
of H*(S, C ” ) and let w be a real-valued character defined on a proper 
subgroup D of S. 
(a) IfD < H then h(vS) = 1, 
(b) If D is nonabelian then h($) = 1. 
(c) IfD is elementary abelian of order 4, then h(@) = akiS”‘, where k 
is the number of constituents of w which are faithful on Z(S). 
(d) If D is a complement for H in S then h(vS) = a*““““. 
Proof For case (a) we have D < H. Then D is cyclic and w is a sum of 
characters of the form I + 2, E and l,, where k is linear of order greater than 
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or equal to 4 and E is the unique non-principal linear character satisfying 
E2 = 1 Now a is defined only when IDI > 4 and E is defined only when 
(D 1 > “2: Since Is = Is, it follows that (12 t 1)” = 21’ and any faithful 
constituent appears with even multiplicity. If E is nonfaithful then no 
constituent of ss is faithful, while if E is faithful then every faithful 
irreducible character of S appears with multiplicity 2 in es. If D # 1, then 
(I,)’ contains no faithful constituents. Finally, for D = 1 this is the regular 
character of S, and as such, contains every faithful character with 
multiplicity 2. In every case ws contains an even number’ of faithful 
constituents, and so h(~$) = 1 by Corollary 6.14. 
For case (b) assume D is nonabelian and ,U is an irreducible character of 
D. Then ps contains no faithful constituents if ,U is not faithful on D. If p is 
faithful on D, then ps is a sum of JS: DI faithful characters. As in case (a), 
IJ? contains an even number of faithful constituents, and h(~$) = 1. 
We assume D is elementary abelian of order 4 for case (c). Write 
v = al;, + b& + C,U + dl,, where [, and c2 denote the two linear characters of 
D which are faithful on Z(S) and ,D is the unique linear character of D with 
kernel Z(S). If x is any faithful irreducible character of S, then x0 = [, + & 
so (I+?, x) = (v, [, + [2)D = a + b = k. Thus, each of the IS//8 faithful 
irreducible characters of S appears with the same multiplicity k in I,v’, and 
h(lj2) = a k’S”x follows. 
Finally for case (d) let D be a complement for H in S so that D is cyclic 
of order two. Let v = al, t b,u, where ,U is the unique non-principal linear 
character of D. If x is any faithful irreducible character of S then 
~o=1,+~so(~S,~)=(~,1~t~)~=a+b=~(1).Thus,eachofthe~S//8 
faithful irreducible characters of S appears with the same multiplicity w(1) in 
I/, and h(@) = c@(~“~‘~ follows. u 
LEMMA 6.16. Let G be a group containing a dihedral Sylow 2-subgroup 
S of order greater than or equal to 8. Let A be the unique linear character of 
S whose kernel is cyclic and let x denote any faithful irreducible character of 
S. Then there exist integers m and n such that 
h(kG)s) = a . (aiS”‘)“‘, 
h((A’),) = (a’S”8)m+n, 
h((l’),) = (aiS”E)“, 
where a is the generator of H’(S, C “). 
Proof: Let v denote any one of the characters I,, ,J or x. By Mackey’s 
theorem 19, P. 741, (w”>, = Cx ((w”), mi’)s, where the summation extends 
over a set of representatives for the (S, S)-double cosets in G. By Corollary 
6.14, h((vG)s) = EL h(((v”)s r-s X)s), where the product extends over the 
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same index set. The contributions to the product are now calculated for each 
possibility for S n S”. 
There are IN(S): SI t erms in the product corresponding to S n S” = S, 
and for each term the corresponding character wx is a faithful irreducible 
character of S if w =x and is linear otherwise. It is now clear that the 
contribution to the product coming from the (double) cosets of S in N(S) 
equals a IN(‘)’ ‘I = 01 if w = x and is 1 otherwise. 
Assume now S n S” < S. The cases appearing below match the various 
parts of Lemma 6.15. 
If S n S” is of type (a) or (b) then S n S” is contained in H = ker J or is 
nonabelian. Then /z(((IJ/)~ mX)s) = 1 for w E { 1 s, 1, x}. 
Assume S n S” is of type (c), that is S n S” is elementary abelian of 
order 4, and further assume that ZX = Z, where Z = Z(S). Then 
/z(((@),,,,)~) = 1 for w E {l,, &x}. To see this, notice that oIX)smX= 
41 + c*, where [, and & are the two linear characters of S n S” which are 
faithful on Z = Z”. Thus k = 2 in Lemma 6.15(c) and h((~“)s~X)s) = 
a”“‘* = 1. Since Z is in the kernel of ,J, and 1, it follows that Z = Z” is in 
the kernel of (AX)s,,s+ and (l”)s mX so k = 0 for v= 1, or A. In all cases 
wYx)snsJs) = 1. 
To complete case (c) assume S n S” is elementary abelian of order 4 and 
that Z” # Z, where again Z = Z(S). Then 
h(((W”)snsJS> = a’s”8 for v=x or A, 
1 1 for w= 1,. 
Notice that in this case S n S” = Z x Zx. Now (f)s mx is the sum of the 
two extensions [ and ,U of the faithful linear character of Zx, where, say, I& is 
faithful and ,u= = 1,. The character (JX)s rrsX has kernel ZX and so is an 
extension of the faithful linear character of Z. Hence k = 1 in Lemma 
6.15(c) if v=x or A. Clearly (lx),,, is the principal character of S n S” 
and so k = 0 for v = 1,. By Lemma 6.15(c), h(((~#)~ ,-,$) = ak’S”8, and 
case (c) is complete. 
Finally for case (d) assume S n SX @ H is cyclic (necessarily of order 
two), then 
h(((y/x) s nsJS) = 1 if v =x, 
= alsl/s if w= 1, or 1. 
This case is immediate from Lemma 6.15(d) as x has degree 2 and I and 1, 
have degree 1. 
To complete the proof of Lemma 6.16, let m and n be the number of 
double coset representatives x giving rise to case (c), where Z # ZX, and to 
case (d), respectively. I 
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THEOREM 6.17. Let G be a group containing a dihedral Sylow 2- 
subgroup of order greater than or equal to 8. Then the 2-part of H’(G, C “) 
has order 2. 
Proof: Let S be a Sylow 2-subgroup of G. Since [HZ@, C “)I = 2 (see 
[8, p. 646]), )H2(G, Cx)12 < 2 and it suffices to prove H2(G, C”) has even 
order. Let a and ,Y, A, and 1, be defined as in Lemma 6.16. If 1 SI > 8 then 
/am) = a # 1 by Lemma 6.16. Also if IS] = 8, h(kG)s) = a’+“‘, 
h((A’),) = amtn and h((l’),) = a”. But the product of these elements is a, 
so for some w E {l,, A, x), h((y/‘),) = a # 1 in either case. By Corollary 3.9, 
I+Y” is afforded by an orthogonal C[G]-module. Also h(V’) is not in the 
kernel of the restriction map H*(G, C ” ) -+ H*(S, C “) by Lemma 6.6. Hence 
h(y/‘) has order 2, completing the proof of Theorem 6.17. 1 
In the situation of Theorem 6.17, notice that hkG) is always non-trivial 
when I SI > 8. When I SI = 8, h&‘) = 1 may occur. For example, if G = S,, 
then m = 1 and n = 0, so that h(kG)s) = h(( 1 G)S) = 1 and h((A’),) = a. 
It is possible to define a second function h+ from characters of orthogonal 
C [G]-modules to H*(G, (f 1 }) by using ker Nf in place of pin(V). With 
minor modifications, all the results for h’ in this section remain valid for h+. 
For example, if x and v are characters of orthogonal C[G]-modules with 
A=detxandp=detWthen 
h+O1+w)=hfO1)h+(ul)h;,,. 
Furthermore, h’ and h + are related by 
h+k) = h’k) h;,,. 
Since hi,, = h’(A)= h+(21), h+ and h’ map to the same subgroup of 
H*(G, {f 1 }). Also, since h 1,1 = 1, h+ 01) and h’(X) have the same image hk) 
in H*(G, C “). 
7. CONCLUDING REMARKS 
Let x be a character of G afforded by an orthogonal representation. In the 
notation of the preceeding section, Theorems 1.2 and 1.3 give sufficient 
conditions for hha) # 1 or h’kA) # 1 for some suitable subgroup A of G, 
and hence for h(j) # 1 or h’k) # 1. This leads to two questions. First, 
characterize the pairs (A, I,U) for which w is an orthogonal character of A, 
h(v) # 1 and h(Vlg) = 1 for all B <A (and similarly for h’). Certainly, for 
such a “minimal pair” A must be a 2-group. Second, find necessary and 
sufficient conditions on orthogonal characters v of G for h(W) # 1 or 
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h’(v) # 1 to hold, where G is in some restricted family of groups, such as the 
groups mentioned in the first question. 
Theorems 1.2 and 1.3 provide answers to the second question when G is a 
rank one or rank two abelian 2-group, and Corollary 6.14 applies when G is 
dihedral. Moreover, it is not hard to show that if (A, w) is a minimal pair 
(with respect o h or h’) and A is abelian, then A has rank less than or equal 
to 2. If the rank of A equals two and (A, w) is minimal with respect o h’ 
then it is also minimal with respect o h. If A has rank one then IA I= 2 and 
the pair (A, I,U) is minimal with respect to h’, but not with respect to h 
(h(r~~) = 1 for all cyclic A). Similar statements hold for h+. The functions h’ 
and h + are related only indirectly to the Schur multiplier, but are of interest 
in view of Theorem 6.11. 
Whenever Theorem 1.2 or 1.3 applies, the central involution in the kernel 
of the double cover produced is either a square or a commutator. There exist 
groups containing central involutions in the commutator subgroup which are 
neither commutators nor squares of any element, for example, the freest 
group of class two generated by n involutions for n > 4. This means that 
more theorems of the above type may be needed to show that covering 
groups obtained from the orthogonal group do not split. 
Recall that f2n,(0,(A)) is the largest elementary abelian 2-subgroup of the 
abelian group A. As in the previous section, let n denote the permutation 
characters of G. Theorem 6.10 yields 
and a similar chain of subgroups for h’. That the first inclusion is sometimes 
proper is shown by Corollary 6.14 since a permutation character of a 
dihedral group of order 2” > 16, being rational, contains an even number of 
faithful constituents. That the second inclusion is sometimes proper can be 
seen for G = Sz(8), the smallest Suzuki group. Notice that an example of a 
proper inclusion using h is also an example of a proper inclusion using h’. It 
would be interesting to have an intrinsic characterization of these subgroups. 
The group M,, does not give an example for which h’(Z7) < im(h’) or 
h(n) < im(h), in spite of the comments following Lemma 5.3. In fact, the 
functions h’ and h can be described as follows for M,,. If x is an 
orthogonally indecomposable character of M,, then hh) # 1 if and only if x 
is irreducible of degree 55, 99 or 154. A similar result holds for h’. This 
determines the homomorphisms h and h’ completely. If rc is the permutation 
character of M,, on the 77 hexads, then rc = 1 + 21 + 55 (denoting 
irreducible characters by their degrees) so that h(z) # 1. Thus h(n) = im(h). 
Let x be a character of an orthogonal representation of G and let H < G. 
Then Lemma 6.6 which states res(h&)) = h&) can often be used to 
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calculate res: H*(G, C x ) -+ HZ (H*(H, C ’ ). For example, the Higman-Sims 
simple group HiS is a rank 3 extension of M,, of degree 100. If 71’ denotes 
the character of this representation then &22 = 1 t (1 t 21) t (1 + 21 t 55). 
Thus /z(za,,) = h(55) # 1 and the restriction homomorphism from 
H*(HiS, C “) to H*(M,,, C “) is non-trivial. Since H*(HiS, C “) has order 2, 
this determines the restriction map. Similarly the restriction map from 
H*(M,, , C “) -+ H2(MZ1, C x ) can be shown to be injective on the Sylow 2- 
subgroup of H*(M,,, C “). The usefulness of Lemma 6.6 (and 6.2) suggests 
that a dual lemma relating character induction to the corestriction map 
would be desirable. 
If G is a permutation group, it may be possible to establish the existence 
of a double cover for G by applying Theorem 1.2 or 1.3 to a constituent of 
the permutation character 7c even when the hypotheses fail for 7t itself. For 
example, if G is rank 3, then 7c = 1 t x, +x2 and it is possible for h(n) = 1 
but h(~,) = hh2) # 1. This happens for G = A, or S,, acting on the two 
element subsets of { 1, 2,..., n} when n > 5 is odd. (Theorem 1.2 applies here 
when the involution is chosen to be (12)(34).) 
Finally, much of what appears here can be generalized to characteristic p 
for odd primes p, and this, together with some of the questions raised above, 
will be the topic of a sequel. 
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