In the classical combinatorial (adaptive) group testing problem, one is given two integers d and n, where 0 ≤ d ≤ n, and a population of n items, exactly d of which are known to be defective. The question is to devise an optimal sequential algorithm that, at each step, tests a subset of the population and determines whether such subset is contaminated (i.e. contains defective items) or otherwise. The problem is solved only when the d defective items are identified. The minimum number of steps that an optimal sequential algorithm takes in general (i.e. in the worst case) to solve the problem is denoted by M (d, n) . The computation of M (d, n) appears to be very difficult and a general formula is known only for d = 1. We consider here a variant of the original problem, where the size of the subsets to be tested is restricted to be a fixed positive integer k. The corresponding minimum number of tests by a sequential optimal algorithm is denoted by M
Introduction
Group Testing originated during World War II, in connection with the analysis of blood samples [1] . Given a population of n items, each of which can be either pure or defective, the problem is to determine all the defective items in the population. Tests are applied to arbitrary subsets of the population, and a positive result indicates the presence of a defective item in the subset tested, whereas a negative result indicates the absence of defective items in the subset tested. Originally only probabilistic methods were used, but starting with the paper of Li [3] , no probability distribution assumptions were made on the defective set and the combinatorial approach was introduced. In the combinatorial version of the problem, it is generally assumed that the number d of defective items is known in advance (although this may not be always true in real situations). This is called the (d, n)-problem in the monograph by Du and Hwang [2] , whose notation we follow here. The goal is to devise an algorithm which will solve the problem using the minimum number of tests. Here the implicit assumption is that the performance of an algorithm is measured in the worst case, i.e. the algorithm must perform well not in the average, but under worst-case scenario. We consider here only sequential algorithms, i.e. we assume that tests are done in a sequence, and the result of any test is known before the next test is performed. By an optimal algorithm we shall therefore designate any sequential algorithm which solves the (d, n)-problem using the minimum number of tests in the worst case. Such number of tests is denoted by M (d, n). One of the main challenges of Combinatorial Group Testing is the determination of the function M (d, n). This appears to be a very difficult problem, and a complete answer (valid for every value of n) is known only for d = 1. We shall here consider a variant of the (d, n)-problem. Specifically, we shall assume that we are only allowed to test subsets of the population of size k, where k is a fixed positive integer. This assumption may seem quite arbitrary, but it could be realistic in some situation and it gives rise to a new mathematical challenge. Let M
[k] (d, n) denote the number 1 of tests (in the worst case) performed by an optimal sequential algorithm in order to solve the (d, n)-problem, with the restriction that each subset to be tested has size k (clearly 0 ≤ k ≤ n). In this paper we shall start the investigation of the function
Preliminary results
A nonempty subset of the population is said to be pure if it consists only of pure items, and contaminated otherwise. The set of defective items is called the def ective set. A t-subset is a subset of size t. The complement of a subset X of the population is denoted byX. The following facts are easily proved and sometimes useful.
Proof. In one direction the inequality is called the information-theoretic lower bound and follows immediately from the consideration that the sample space consists of n items and the tests have a binary outcome (either positive or negative). In the other direction the inequality follows from an application of the so-called halving method. This consists in testing, at each stage, a subset which contains, roughly, half of the items than the previous subset tested.
Notice however that the halving method can work if the first subset tested contains no more than 2 ⌈log 2 n⌉−1 and no less than n − 2 ⌈log 2 n⌉−1 items.
Proof. Indeed, when solving the {d, n}-problem, we can use subsets of any size, and in particular of size k.
Proof. Indeed in this case the knowledge of d directly yields the solution without necessitating any test.
Proof. Obvious, since no test is informative in this case.
In view of the above facts, henceforward we shall assume that 0 < k < n and 0 < d < n, without further mention.
Proof. Indeed this is the individual testing, which requires all items except one to be tested (the knowledge of d will render the n-th test unnecessary).
Proof. Indeed any test done under the above conditions has a positive outcome, and hence it is not informative.
Proof. There are exactly ( n d ) different subsets of size nd. Exactly one of them is pure. Hence by testing all such subsets except one we can determine the pure set, and hence the set of defective items (which is just its complement). This proves
To prove the reverse inequality assume that we have tested ( n d ) − 2 subsets and that they are all contaminated. Let P 1 , P 2 be the two (n − d)-subsets that have not been tested. Notice that every set X which has been tested has a nonempty intersection with bothP 1 andP 2 (otherwise it would coincide with either P 1 or P 2 , contradicting the assumption). Thus at this stage we cannot decide whether the pure set equals P 1 or P 2 , since both possibilities are consistent. Hence one further test is necessary, and this completes the proof of the proposition.
The case d = 1
We now consider the case d = 1. We have the following.
Furthermore we have equality above if n ≥ max{2k − 2
Proof. After testing ⌈ n k ⌉ − 2 subsets, we are left with at least
items untested (notice that this number is between k + 1 and 2k). Assume that all the tests so far are negative. Then we need to identify the defective item among at least r items. This will take at least M (1, r) = ⌈log 2 r⌉ tests. This proves that
We shall describe an algorithm which solves the problem using at most ⌈
Assume that one of them, say A, tests positive. We claim that we can perform the halving method on A, thereby completing the task with additional ⌈log 2 k⌉tests. Notice that this is within the required bound, since, as already observed,
To prove that we can perform the halving method on A, we notice (as we did after the proof of Proposition 1) that we can start by taking a subset of A of size 2 t , where t = ⌈log 2 k⌉ − 1. Call this subset B. In order to be able to test B, we need to extend it to a set of size k by using additional pure items. In order to do this, we need to take k − 2 t items which are not in A. This is possible if
This condition is guaranteed by our assumption (3.5). At the next stage, we need to test a subset of B or A \ B of size 2 t−1 (if such subset does not exist the test is unnecessary). Call this subset C. In order to be able to test C, we need to extend C to a set of size k by introducing additional pure items. This will be possible if there exist k − 2 t−1 items outside of B, i.e. if
This condition is guaranteed by our assumption (3.5). We then need to test a subset D of 2 t−2 items from C or B \ C or (A \ B) \ C, and, arguing as before, we can do it only if we have enough items outside of C (or B \ C or (A \ B) \ C, respectively). The corresponding sufficient condition is
which is certainly verified by (3.9). In a similar way, we can then see that all further tests can be performed by adding a sufficient number of pure items to the set. We can then assume that all the initial ⌈ n k ⌉ − 2 tests are negative. In this case we are left with exactly
items. Thus the halving method is again applicable in this case, and this shows that the number of additional tests required is ⌈log 2 r⌉. This completes the proof.
We notice the following corollary of Theorem 3.1.
Proof. Let t = ⌈log 2 k⌉ − 1. Clearly 2k − 1 ≥ 2k − 2 t and 2k
Hence the condition of second part of Theorem 3.1 holds, and so does the conclusion. 
The case k=2
We now concentrate on the case k = 2. The following is an immediate consequence of Theorem 3.1 (or Corollary 3.2).
Corollary 4.1. M [2] (1, n) = ⌈ n 2 ⌉ for every n ≥ 3. Theorem 4.2.
Proof. The first two identities follow immediately from Proposition 6 and Proposition 7, respectively. Assume n ≥ 5. We first show the inequality
By Proposition 2 and known results about function M (d, n), we have
Hence (4.12) holds for n = 5, 6, 7. Assume now n ≥ 8. Suppose we perform ⌊ n−5
2 ⌋ tests and that the outcome is always negative. Since we are testing pairs, the maximum number of items that we have tested at this stage is n − 5 if n is odd and n − 6 if n is even, so that at least 5 items remains to be tested if n is odd and 6 items remain to be tested if n is even. Since M (2, 5) = 4 and M (2, 6) = 5, we need in general at least 4 more tests if n is odd and 5 more tests if n is even to identify the defective item. Thus we conclude that
if n is odd and
if n is even. This proves the inequality (4.12).
We now prove the reverse inequality for n ≥ 5 by exhibiting a specific algorithm.
The algorithm works as follows. First we test ⌊ n 2 ⌋ mutually disjoint pairs. Case 1: n even. Then all items have been tested. Assume only one of the pairs is contaminated. Then we conclude that such pair is the defective set. We can then assume that exactly two pairs are contaminated, say {a, b} and {c, d}. Let e be a pure item (which exists since by assumption n ≥ 5, so that at least one pair has been identified as pure.) Using e we can determind the two defective items in two further steps (namely, testing {a, e} and testing {c, e}). Thus we have solved the problem in this case using ⌊ n 2 ⌋ + 2 tests, as required. Case 2: n odd. Suppose first that the only one of the pairs tested, say {a, b}, is contaminated. Since n ≥ 5, at least one pair has been tested and identified as pure. Choose an item e from this pair. Test {a, e} and {b, e}, thus determining exactly which items in {a, b} are defective. If both a and b are defective, conclude that the defective set is {a, b}. If only one of a and b, say a, is defective, conclude that {a, c} is the defective set, where c is the unique element that has not been tested. We have thus solved also this instance of the problem using ⌊ n 2 ⌋ + 2 tests and this completes the proof.
For general d we have the following upper bound on M [2] (d, n).
Proof. We describe an algorithm which solves the problem using at most ⌈n/2⌉ + 2d − 3 tests. Suppose first that n is even. We first test ⌈n/2⌉ = n/2 disjoint pairs. Let p be the number of contaminated pairs.
necessarily some pairs will have tested negative, due to the assumption that d ≤ ⌊n/2⌋ − 1. It is also clear that there will be exactly one defective item in each contaminated pair. Using a pure item, we can then determine the d defective items with d further tests. Thus in this case the problem can be solved in ⌈n/2⌉ + d ≤ ⌈n/2⌉ + 2d − 3 tests.
Assume now that p ≤ d−1. Also in this case some pairs will have tested negative, so that we have identified some pure items. Using a pure item, we can perform individual testing on the 2p items belonging to contaminated pairs. This will require 2p − 1 tests, as the last test is unnecessary. Thus in this case the problem may be solved with ⌈n/2⌉ + 2p − 1 ≤ ⌈n/2⌉ + 2d − 3 tests, as required.
Suppose now that n is odd. The proof for this case is identical, except that we start by testing ⌈n/2⌉−1 = n−1 2 disjoint pairs. One of these pairs will necessarily be pure since the number of defective items does not exceed ⌊n/2⌋ − 1 = n−3 2 by assumption. Using a pure item, we can then test the unique item which is so far untested. The remaining part of algorithm is exactly the same as for the other case.
Intuitively it seems that the algorithm described in the proof of Theorem 4.3 is an optimal algorithm, but we are unable to prove it formally. We leave it as a conjecture.
Conjecture 4.4. M [2] (d, n) = ⌈n/2⌉ + 2d − 3 if 3 ≤ d ≤ ⌊n/2⌋ − 1.
