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A LOCAL SUPPORT THEOREM FOR THE RADIATION FIELDS ON
ASYMPTOTICALLY EUCLIDEAN MANIFOLDS
ANTOˆNIO SA´ BARRETO
Abstract. We prove a local support theorem for the radiation fields on asymptotically Euclidean
manifold which partly generalizes the local support theorem for the Radon transform.
1. Introduction
The class of asymptotically Euclidean manifolds introduced by Melrose [12, 13] consists of C∞
compact manifolds X with boundary ∂X, equipped with a Riemannian metric that is C∞ in the
interior of X and singular at ∂X, where it has an expansion
g =
dx2
x4
+
H
x2
,(1.1)
where x is a defining function of ∂X (that is x ∈ C∞(X), x ≥ 0, x−1(0) = ∂X, and dx 6= 0
at ∂X), and H is a C∞ symmetric 2-tensor such that h0 = H|∂X defines a metric on ∂X. The
motivation for this definition comes from the fact that in polar coordinates (r, θ) the Euclidean
metric has the form gE = dr
2 + r2dω2, where dω2 is the induced metric on Sn−1. If one then uses
the compactification x = 1
r
, for r > C, the metric g takes the form
gE =
dx4
x4
+
dω2
x2
, near {x = 0}.
It was pointed out in [12] that any two boundary defining functions x and x˜ for which (1.1)
holds, must satisfy x− x˜ = O(x2), and hence H|∂X is uniquely determined by the metric g. It was
shown in [11] that fixed h0 = H|∂X , there exists a unique defining function x near ∂X such that
g =
dx2
x4
+
h(x)
x2
, in (0, ε) × ∂X,(1.2)
where h(x) is a C∞one-parameter family of metrics on ∂X and h(0) = h0.
We will consider solutions to the Cauchy problem for the wave equation,(
D2t −∆g
)
u(t, z) = 0 on (0,∞) ×X
u(0, z) = f1(z), ∂tu(0, z) = f2(z),
(1.3)
where ∆g is the (positive) Laplace operator corresponding to the metric g. The forward radiation
field was defined by Friedlander [2, 3] as
R+(f1, f2)(s, y) = lim
x→0
x−
n
2Dtu(s+
1
x
, x, y),(1.4)
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〈z, ω〉 ≥ |s0|〈z, ω〉 ≥ |s0| |s0|
f = 0f=0
ω ∈ Ωω ∈ Ω
Figure 1. If f ∈ C∞0 (R
n) and R(0, f)(s, ω) = 0 for s ≤ s0 < 0 and ω ∈ Ω ⊂ S
n−1,
then f(z) = 0 if 〈z, ω〉 ≥ |s0| for all ω ∈ Ω.
where n is the dimension of X. In the case of odd-dimensional Euclidean space, this is also known
as the Lax-Phillips transform, and is given by
R+(f1, f2)(s, ω) = (2(2pi))
n−1
2
(
D
n+1
2
s Rf1(s,−ω)−D
n−1
2
s Rf2(s,−ω)
)
,
where R is the Radon transform Rf(s, ω) =
∫
〈x,ω〉=s f(x) dµ(x), and µ(x) is the Lebesgue measure
on the hyperplane 〈x, ω〉 = s. The well known theorem of Helgason [8] states that if f ∈ S(Rn) (the
class of Schwartz functions), and Rf(s, y) = 0 for s <≤ ρ, then f(z) = 0 for |z| ≥ ρ. One should
notice that Rf(−s,−ω) = Rf(s, ω), if Rf(s, ω) = 0 for s ≤ −ρ, then Rf(s, ω) = 0 for s ≥ ρ.
Wiegerinck [22] proved local versions of this result. More precisely, he proved that if f ∈ C∞0 (R
n),
then f(z) = 0 on the set
{z ∈ Rn : 〈z, ω〉 = s, and (s, ω) 6∈ Supp(Rf).}.
Wiegerinck’s proof relies very strongly on analyticity properties of the Fourier transform of
functions in C∞0 (R
n), and the fact that the Fourier transform in the s variables of Rf(s, ω) satisfies
R̂f(λ, ω) = f̂(λω), where the right hand side essentially is the Fourier transform of f in polar
coordinates. Such a result is not likely to hold in more general situations. Here we will prove the
following
Theorem 1.1. Let (X, g) be an asymptotically Euclidean manifold, let Ω ⊂ ∂X be an open subset,
and let f ∈ C∞0 (
◦
X). Let ε > 0 be such that (1.2) holds on (0, ε) × ∂X and let ε¯ = min{ε,− 1
s0
}.
Then R+(0, f)(s, y) = 0 for s ≤ s0 < 0 and y ∈ Ω, if and only if for every (x, y), x ∈ (0, ε¯), and
y ∈ Ω,
dg((x, y),Suppf) ≥ s0 +
1
x
.(1.5)
In the case where Ω = ∂X, this result was proved in [14]. In the case of radial solutions of
semilinear wave equations ✷u = f(u) in R × R3, with critical non-linearities, and Ω = Sn−1 a
similar result was proved in [1]. In the case of asymptotically hyperbolic manifolds results of this
nature have been proved in [5, 9, 16].
In Euclidean space, the polar distance r = 1
x
, and hence (1.5) implies that if z ∈ Supp(f), then
for every p, such that p = rω, ω ∈ Ω, and |p| > |s0|,
|z − p| ≥ |p| − |s0|.
In particular this implies that if
|z|2 − 2r〈z, ω〉 ≥ |s0|
2 − 2r|s0|, r > |s0|, ω ∈ Ω.
If we let r →∞, it follows that if z ∈ Supp(f) then 〈z, ω〉 ≤ |s0|. See Fig. 1
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This result can be rephrased in terms of the sojourn times for geodesics in Rn. Let ω ∈ Sn−1
and γz,ω(t) = z+ tω be a geodesic starting at a point z ∈ R
n in the direction of the unit vector ω.
The sojourn time along γz,ω is defined to be
S(z, ω) = lim
t→∞
(t− |γz,ω(t)|),
see for example [17]. But
t− |γ(t)| = t−
(
|z|2 + t2 + 2t〈z, ω〉
) 1
2 = t− t
(
1 +
2
t
〈z, ω〉 +
|z|2
t2
)1
2
= −〈z, ω〉+O(t−1).
So Theorem 1.1 says that if z ∈ Supp(f) and ω ∈ Ω, then S(z, ω) ≥ s0, (i.e 〈z, ω〉 ≤ |s0|.).
The connection between sojourn times and scattering theory is well known, see for example
[6]. The sojourn times on asymptotically Euclidean manifolds was studied in [17]. If (X, g) is an
asymptotically Euclidean manifold, z ∈
◦
X and γ(t) is a geodesic parametrized by the arc-length
such that γ(0) = z and limt→∞ γ(t) = y ∈ ∂X, the sojourn time along γ is defined by
S(z, γ) = lim
t→∞
(t−
1
x(γ(t))
),
where x is a boundary defining function as in (1.2). We obtain the following result from Theorem
1.1:
Corollary 1.2. Let f ∈ C∞0 (
◦
X) and let Ω ⊂ ∂X be an open subset. Suppose that R(0, f)(s, y) = 0
for every s ≤ s0 < 0 and y ∈ Ω. If z ∈
◦
X is such that there exists y ∈ Ω and a geodesic
γ parametrized by the arc-length such that γ(0) = z, limt→∞ γ(t) = y, and S(z, γ) < s0, then
f(z) = 0.
Proof. If z and γ(t) are as in the hypothesis, then since t is the arc-length parameter d(z, γ(t)) ≤ t.
If S(z, γ) < s0, then there exists T > 0 such that t −
1
x(γ(t)) < s0 for t > T. If T is large enough
γ(t) ∈ (0, ε) × Ω, and for t > T,
d(z, γ(t)) ≤ t < s0 +
1
x(γ(t))
,
thus z 6∈ Supp(f), and hence f(z) = 0. 
2. The proof of Theorem 1.1
Suppose that f ∈ C∞0 (
◦
X) and (1.5) holds for x ∈ (0, ε) and y ∈ Ω. Let u be the solution of (1.3)
with initial data (0, f), and let v(x, s, y) = x−
n
2 u(s+ 1
x
, x, y). By finite speed of propagation,
u(t, (x, y)) = 0 if t ≤ dg((x, y),Supp(f)).
This implies that
v(x, s, y) = 0 if s ≤ dg((x, y),Supp(f))−
1
x
.
If dg((x, y),Supp(f)) −
1
x
≥ s0, then v(x, s, y) = 0 if x ∈ (0, ε), y ∈ Ω and s ≤ s0. In particular,
R(0, f)(s, y) = 0 if s ≤ s0 and y ∈ Ω. The converse is much harder to prove.
Since f ∈ C∞0 (
◦
X), there exists x0 ∈ (0, ε) such that Supp(f) ⊂ {x ≥ x0}. If −
1
x0
< s0, the
result is obvious. Indeed, if x < x0, then d((x, y),Supp(f)) > d((x, y), (x0, y)) =
1
x
− 1
x0
> 1
x
+ s0,
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x
s
s0
x0
v = 0
by finite speed of propagation
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=
0
Figure 2. v(x, s, y) = 0 for − 1
x
< s ≤ s0 by finite speed of propagation, and for
y ∈ Ω, v = 0 for x ≤ 0 and s ≤ s0 because R(0, f) = 0 for s ≤ s0.
then, by the definition of support, f(z) = 0 if there exists (x, y) such that d(z, (x, y)) ≤ s0+
1
x
. So
we will assume from now on that Supp(f) ⊂ {x ≥ x0}, and −
1
x0
< s0, see Fig. 2.
The one-parameter family of metrics h(x), x ∈ [0, ε], has a (non-unique) C∞ extension to [−ε, ε],
and Friedlander proved that , fixed the etension of h, v(x, s, y) = x−
n
2 u(s + 1
x
, x, y) has a unique
extension to C∞([−ε, ε] × R× ∂X) which satisfies
Pv = 0 for s > −
1
x
v(x,−
1
x
, y) = 0, ∂sv(x,−
1
x
, y) = x−
n
2 f(x, y),
(2.1)
where P is the wave operator written in coordinates (x, s, y), with s = t− 1
x
, which is
P = Dx(2Ds + x
2Dx) + ∆h + iA(Ds + x
2Dx) +B,
A =
1√
|h|
∂x
√
|h|, B =
n− 1
2
(
3− n
2
+ xA),
|h| is the volume element of the metric h and ∆h is the (positive) Laplacian with respect to h. By
finite speed of propagation, v = 0 if s ≤ − 1
x0
, and the formal power series argument carried out
in section 4 of [14] shows that ∂kxv(0, s, y) = 0 for k = 0, 1, 2, ..., provided s < s0 and y ∈ Ω. This
implies that
v(x, s, y) = 0 if x < 0, s < s0, y ∈ Ω,
v(x, s, y) = 0 if s ≤ −
1
x0
, s > −
1
x
, 0 < x < ε,
(2.2)
see Fig. 2. We begin by proving
Lemma 2.1. Let v(x, s, y) satisfy (2.1) and (2.2) for x0 ∈ (0, ε) and −
1
x0
< s0 < 0. Let y0 ∈ Ω
and suppose that {y : |y − y0| < r} ⊂ Ω. Let N be such that s0 +
1
x0
< N4 . There exists δ > 0,
depending on r and on derivatives up to order two of the tensor h(x), x ∈ [−ε, ε], such that v = 0
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x
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ϕ > 0
v
=
0
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u
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p
([
P
, χ
]v
v = 0
v
=
0
a− 1
b
ϕ ≥ − δ16
Figure 3. v(x, s, y) = 0 for ϕ˜ > 0 in a neighborhood of x = 0, s = a and y = 0.
on the setx < δ3N (s0 + 1x0 ), |y − y0| <
(
δ
1
2
3N
(s0 +
1
x0
)
) 1
2
, −
1
x
< s < −
1
x0
+
1
3N
(s0 +
1
x0
)
 .(2.3)
Proof. We should point out that the fact that the bound on |s+ 1
x0
| does not depend on δ or r, is
due to the fact that the coefficients of the operator P do not depend on s.
Let (ξ, σ, η) denote dual local coordinates to (x, s, y). The principal symbol of P is
p = 2ξσ + x2ξ2 + h,(2.4)
and the Hamilton vector field of p is equal to
Hp = 2(σ + x
2ξ)∂x + 2ξ∂s − (2xξ
2 + ∂xh)∂ξ +
n∑
j=1
(∂ηjh∂yj − ∂yjh∂ηj ).
Suppose that y0 = 0 ∈ Ω and let y be local coordinates valid in {|y| < r} ⊂ Ω. Let
ϕ = −2x− 2δ(s − a)− x(s − a)− δ
1
2 |y|2, where a = −
1
x0
, and
ϕ˜ = −x− δ(s − a)− x(s− a).
Then
v = 0 on the set {ϕ˜ > 0} ∩
(
{x ≤ 0, s ≤ s0, |y| < r} ∪ {−
1
x
< s < −
1
x0
, 0 < x < x0, |y| < r}
)
,
(2.5)
see Fig. 3.
We also have
p(x, s, y, dϕ) = 2(2δ + x)(2 + s− a) + x2(2 + s− a)2 + h(x, y, dyϕ) > 2δ
provided |s− a| < 1, |x| < δ.
(2.6)
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and
Hpϕ = −2(σ + x
2ξ)(2 + s− a)− 2ξ(2δ + x)− δ
1
2Hh|y|
2,
H2pϕ = −8ξ(σ + x
2ξ)(1 + x(2 + s− a)) + 4x(2δ + x+ x2(2 + s− a))ξ2
−2δ
1
2 (σ + x2ξ)∂xHh|y|
2 − 2(2δ + x+ x2(2 + s− a))∂xh− δ
1
2H2h|y|
2.
(2.7)
If p = Hpϕ = 0, then
h =
(
2(2δ + x)
2 + s− a
+ x2
)
ξ2 +
δ
1
2
2 + s− a
ξHh|y|
2,
and hence
h+
1
2 + s− a
(Hh|y|
2)2 ≥
(
3δ + 2x
2 + s− a
+ x2
)
ξ2.
If |s− a| < 1, |x| < δ and C > 0 is such that
(Hh|y|
2)2 ≤ Ch,
then
h ≥ Cδξ2.(2.8)
Here, and from now on, C > 0 denotes a constant which depends on the metric h(x), x ∈ [−ε, ε].
If p = 0, then 2(σ + x2ξ)ξ = −h+ x2ξ2, and we deduce from (2.7) that
H2pϕ = 4(1 + x(2 + s− a))h+
2δ
2 + s− a
(Hh|y|
2)(∂xHh|y|
2)− δ
1
2H2h|y|
2
−2(2δ + x+ x2(2 + s− a))∂xh+
2(2δ + x)
2 + s− a
ξ∂xHh|y|
2 + 8δxξ2,
and if δ < 110
H2p ≥ 3h− 100δ
1
2 ((∂xHh|y|
2)2 + (Hh|y|
2)2 + |∂xh|+ |H
2
h|y|
2|)− 20δ2ξ2.
We can pick δ0 such that
3h− 100δ
1
2 ((∂xHh|y|
2)2 + (Hh|y|
2)2 + |∂xh|+ |H
2
h|y|
2|) > h, if δ < δ0(2.9)
we can use (2.8) to conclude that if |x| < δ and δ < δ0,
H2pϕ ≥ h− 20δ
2ξ2 =
1
2
h+ Cδξ2.(2.10)
Hence we conclude that if |x| < δ < δ0 and |s− a| < 1, then
p(dϕ) > δ and if p = Hpϕ = 0⇒ H
2
pϕ > 0 provided (ξ, σ, η) 6= 0.
So the level surfaces of ϕ are strongly pseudoconvex with respect to P in the region
U = {|x| < δ, |s− a| < s¯, |y| < r}, s¯ = min{1, s0 − a}(2.11)
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and therefore it follows from Theorem 28.2.3 and Proposition 28.3.3 of [10] that if Y ⊂⊂ U and
λ > 0 and K > 0 are large enough, then for ψ = eλϕ,∑
|α|<2
τ2(2−|α|)−1
∫
|Dαw|2e2τψdxdsdy ≤
K(1 +Cτ−
1
2 )
∫
|Pw|2e2τψdxdsdy, w ∈ C∞0 (Y ), τ > 1.
(2.12)
Let
Uγ = {|x| < γδ, |s− a| < γs¯, |y| < γr},
and χ(x, s, y) ∈ C∞0 be such that χ = 1 on U 1
4
and χ = 0 outside U 1
2
.
Therefore
Supp[P, χ] ⊂ U 1
2
\ U 1
4
.(2.13)
On the other hand, v = 0 if ϕ˜ > 0, and |x| < δ, |s− a| < s¯, and |y| < r, and
ϕ = ϕ˜− (x+ δ(s − a) + δ
1
2 |y|2),
so we conclude that
ϕ ≤ −(x+ δ(s − a) + δ
1
2 |y|2) on the support of v.
So we deduce from (2.13) that, provided that δ
1
2 < r
2
4 , and N is such that
s0−a
N
< 14 ,
ϕ ≤ − min
V 1
2
\V 1
4
(x+ δ(s − a) + δ
1
2 |y|2) = −
δ(s0 − a)
N
.
So we conclude that
Supp[P, χ]v ⊂ {ϕ ≤ −
δ(s0 − a)
N
},
and hence we deduce from (2.12) applied to w = χv, and the fact that Pχv = χPv + [P, χ]v =
[P, χ]v that ∑
|α|<2
τ2(2−|α|)−1
∫
|Dαχv|2e2τψdxdsdy ≤ Ce2τe
−λ
δ(s0−a)
N
and we conclude that χv = 0 if ϕ ≥ − δ(s0−a)
N
. Notice that ϕ ≥ − δ(s0−a)3N corresponds to the set
x+ δ(s − a) + δ
1
2 |y|2 <
δ(s0 − a)
N
and since v = 0 in {x < 0, s < s0} ∪ {−
1
x
< s < a}, we deduce that v = 0 on the set
{|x| <
δ(s0 − a)
3N
, |s− a| ≤
s0 − a
3N
, |y|2 ≤
δ
1
2 (s0 − a)
3N
}.

The next step on the proof is the following lemma:
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Lemma 2.2. Let Ω ⊂ ∂X be an open subset and let u(t, z) be a solution to (1.3) with initial
data (0, f). Suppose that (1.2) holds in (0, ε), and let v(x, s, y) = x−
n
2 u(s + 1
x
, x, y). Suppose that
v ∈ C∞([0, ε) × R× ∂X) and that v = 0 on the set
{−
1
x
< s < a, x ≤ x0 = −
1
a
y ∈ Ω} ∪ {x < 0, s < s0, y ∈ Ω}.
Then v = 0 on the set {− 1
x
< s < s0, x < min{ε,−
1
s0
}, y ∈ Ω}. See Fig.4
Proof. The main ingredients of the proof of this result are Lemma 2.1 and the following result of
Tataru [20, 21]: If u(t, z) is a C∞ function that satisfies
(D2t −∆g + L(z,Dz))u = 0 in (T˜ , T˜ )× Ω,
u(t, z) = 0 in a neighborhood of {z0} × (−T, T ), T < T˜ ,
where Ω ⊂ Rn, g is a C∞ Riemannian metric and L is a first order C∞ operator (that does not
depend on t), then
u(t, z) = 0 if |t|+ dg(z, z0) < T,(2.14)
where dg is the distance measured with respect to the metric g.
Let
a0 = a, a1 = a0 +
1
3N
(s0 − a0) and aj = aj−1 +
1
3N
(s0 − aj−1).(2.15)
We know from Lemma 2.1 that for each y0 ∈ Ω, there exists δ > 0 such that v(x, s, y) = 0 if
x < Cδ, |y − y0| < Cδ and s < a1 = a+
s0−a
3N . In particular for any α ∈ (0, Cδ), v(α, s, y) = 0 in a
neighborhood of the segment
x = α, −
1
α
< s < a1, y ∈ {|y − y0| < Cδ}.
Since t = s+ 1
α
, this implies that u(t, x, y) = x
n
2 v(x, t− 1
x
, y) = 0 in a neighborhood of the segment
x = α, 0 < t < a1 +
1
α
, y such that |y − y0| < Cδ.
But since the initial data is of the form (0, f), u(t, z) = −u(−t, z), and hence u(t, z) = 0 in a
neighborhood of
x = α, −a1 −
1
α
< t <
1
α
+ a1, y such that |y − y0| < Cδ.
From (2.14) we obtain
u(t, z) = 0 if |t|+ dg(z, (α, y)) < a1 +
1
α
.
If one picks z = (x, y), with ε > x > α, then dg(z, (α, y)) =
1
α
− 1
x
, and hence in particular,
u(t, x, y) = 0 if 0 < t <
1
x
+ a1, x < min{−
1
a1
, ε}, |y − y0| < Cδ.
Since y0 is arbitrary, this implies that
v(x, s, y) = 0 on the set {−
1
x
< s < a1, x < min{−
1
a1
, ε}, y ∈ Ω}.
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Figure 4. The second step of the unique continuation across the wedge {− 1
x
<
s < − 1
x0
, y ∈ Ω} ∪ {x < 0, s < s0, y ∈ Ω}
Applying this argument above j times we obtain
v(x, s, y) = 0 on the set {x ≤ 0, s ≤ s0, y ∈ Ω} ∪ {x ≤ min{ε,−
1
aj
}, −
1
x
< s ≤ a1, y ∈ Ω}.
The sequence (2.15) is increasing and aj < s0. Let L = limj→∞ aj. Then from the definition of
aj it follows that
1
3N (s0 − L) = 0, and so L = s− 0. Since v ∈ C
∞ it follows that
v(x, s, y) = 0 on the set {x ≤ 0, s ≤ s0, y ∈ Ω} ∪ {x ≤ min{ε,−
1
s0
} −
1
x
< s ≤ s0, y ∈ Ω}.
This proves the Lemma. 
Now we can finish the proof of Theorem 1.1. Suppose Supp(f) ⊂ {x > x0} and that R+(0, f)(s, y) =
0, if s < s0 and y ∈ Ω. Then v extends as a solution to (2.1) satisfying (2.2). Then Lemma 2.1
and Lemma 2.2 imply that
v = 0 in the set {x < min{ε,−
1
s0
}, −
1
x
< s < s0, y ∈ Ω}.
As in the proof of Lemma 2.2, we deduce that for any (x, y) with x ≤ min{ε,− 1
s0
} and y ∈ Ω,
u(t, w) = 0 in a neighborhood of −(s0 +
1
x
) < t < (s0 +
1
x
), and applying (2.14), we conclude that
u(t, z) = ∂tu(t, z) = 0 provided x < ε, y ∈ Ω and |t|+ dg(z, (x, y)) < s0 +
1
x
.
In particular, if t = 0, f = ∂tu(0, z) = 0 if dg(z, (x, y)) < s0 +
1
x
. This concludes the proof of
Theorem 1.1.
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