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The C˜ 1B2 state of SO2 has a double-minimum potential in the antisymmetric stretch coordinate, such that
the minimum energy geometry has nonequivalent SO bond lengths. The asymmetry in the potential energy
surface is expressed as a staggering in the energy levels of the ν′3 progression. We have recently made the first
observation of low-lying levels with odd quanta of v′3, which allows us—in the current work—to characterize the
origins of the level staggering. Our work demonstrates the usefulness of low-lying vibrational level structure,
where the character of the wavefunctions can be relatively easily understood, to extract information about
dynamically important potential energy surface crossings that occur at much higher energy. The measured
staggering pattern is consistent with a vibronic coupling model for the double-minimum, which involves
direct coupling to the bound 2 1A1 state and indirect coupling with the repulsive 3
1A1 state. The degree of
staggering in the ν′3 levels increases with quanta of bending excitation, which is consistent with the approach
along the C˜ state potential energy surface to a conical intersection with the 2 1A1 surface at a bond angle of
∼145◦.
I. INTRODUCTION
The C˜ 1B2 state of SO2 has in recent years at-
tracted considerable attention because of its role in SO2
photodissociation in the atmosphere.1–15 However, ear-
lier spectroscopy by Duchesne and Rosen16, Jones and
Coon17, Brand and coworkers18,19, and by Hallin and
Merer20 focussed on the unusual low-lying vibrational
structure below the dissociation limit, which was appar-
ently the result of a distortion causing unequal SO bond
lengths at the minimum-energy geometry. In the first
paper of this series,21 we report the first direct observa-
tions of C˜-state levels with b2 vibrational symmetry (odd
quanta of v′3), and in the second paper,
22 we report a new
force field. This new information provides us with the op-
portunity to make a more precise characterization of the
origins of level staggering than was previously possible.
In the current paper (the third in the series), we present a
vibronic model to explain the distortions in the low-lying
vibrational structure of the C˜ state, and we show that
the vibronic (pseudo Jahn-Teller) distortion near equi-
librium cannot be disentangled from the predissociation
dynamics that occur at much higher energy. That is, we
use low-lying vibrational energy level structure—where
the wavefunctions can be relatively easily understood—
to provide qualitative information about dynamical in-
teractions that occur at much higher energies, where the
level structure is less easy to interpret.
Ever since the initial spectroscopic investigations, the
C˜ state of SO2 has attracted a steady stream of theoret-
ical attention. Mulliken first suggested that an unsym-
a)Electronic mail: barratt.park@mpibpc.mpg.de
metrical distortion of the S–O bond lengths might mini-
mize antibonding in C˜-state SO2,
23 but Innes argued that
the asymmetry in the potential is likely the result of vi-
bronic interaction with a higher lying 1A1 state.
24 We be-
lieve Innes’s argument to be the best explanation, but his
analysis relies on an incorrect assignment of the ν′3 funda-
mental level by Ivanco and the derived parameters imply
an unreasonably low energy for the perturbing electronic
state. References 4, 25, and 26 report ab initio calcula-
tions for the C˜ state that reproduce the observed double-
minimum potential energy surface. The low-lying vibra-
tional structure of the C˜ state has been calculated using
an empirical potential obtained using an exact quantum
mechanical Hamiltonian,11 and from a scaled ab initio
potential energy surface.26 Both of these calculations are
in excellent qualitative agreement with our observed stag-
gering pattern, indicating that the asymmetry in the PES
is well reproduced by the calculations.
Due to the importance of SO2 photodissociation in at-
mospheric chemistry, extensive experimental and theo-
retical work has focussed on the dissociative region of
the C˜-state PES above the dissociation limit, where the
C˜ (1 1B2) state undergoes a weakly avoided crossing with
the 2 1A1 state and has a seam of intersection with the
1 3A1 state (3
1A′ and 2 3A′ in Cs).1–10,12,13,15,25–32 How-
ever, we are not aware of any detailed theoretical investi-
gation of the q3-mediated vibronic coupling between the
C˜ (1 1B2) level and the higher-lying 2
1A1 level in the
diabatic basis.
In the current work, we analyze the low-lying level
structure of the C˜ state in terms of a vibronic interac-
tion model—inspired by the classic model of Innes24—
which indicates that the interaction of the C˜ state with
the quasi-bound 2 1A1 state is probably influenced indi-
rectly by the higher lying repulsive state, 3 1A1. Our
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2model is consistent with currently available theoretical
results.4,8,25,26,30–34 The success of our model demon-
strates the use of low-lying features on the potential en-
ergy surface to obtain qualitative information about dy-
namics that emerge at much higher energies. This is
an advantageous strategy in polyatomic molecules, be-
cause within a given electronic state, the complexity of
the vibrational wavefunctions increases rapidly with en-
ergy. Low-lying vibrational fundamentals and overtones
of small polyatomic molecules are usually well resolved
and are often—to a good approximation—well described
by normal mode quantum numbers in the product basis
of harmonic oscillators. At high quanta of vibrational ex-
citation, however, the vibrational eigenstates can usually
only be described using a complicated linear combination
of basis states, due to the increasing density of interact-
ing basis states, leading ultimately to dynamics domi-
nated by rapid intramolecular vibrational redistribution.
In the C˜ state of SO2, the singlet avoided crossing oc-
curs at ∼8000 cm−1 above the C˜-state origin, where a
detailed interpretation of the vibrational level structure
is not yet possible. However, the avoided crossing is re-
lated to the asymmetry near equilibrium, because both
phenomena arise due to interactions among the same set
of electronic states. Therefore, we can use the low-lying
vibrational structure to extract qualitative information
about higher-lying surface crossings.
II. VIBRATIONAL LEVEL STRUCTURE
The observed vibrational origins in the SO2 C˜ state
up to 1600 cm−1 above the C˜(0,0,0) zero-point level are
given in Tables VII and VIII of Ref. 21. In Fig. 1, the
energy level patterns are plotted for progressions in v3.
Due to the low barrier at the C2v geometry, levels with
a single quantum of ν3 are significantly depressed in fre-
quency, but the magnitude of the odd/even level stag-
gering decreases rapidly with increasing v3, as the vibra-
tional energy becomes large relative to the ∼100 cm−1
barrier. We can define a parameter to characterize the
degree of ν3 staggering as a function of the other vibra-
tional quanta, v1 and v2:
∆ωs(v1, v2) =
T (v1, v2, 0) + T (v1, v2, 2)
2
− T (v1, v2, 1),
(1)
where T denotes the vibrational term energy and the
notation (v1, v2, v3) is used for the vibrational quantum
numbers. Equation 1 gives the energy by which the ex-
pected harmonic energy of (v1, v2, 1)—which would be
halfway between (v1, v2, 0) and (v1, v2, 2)—is higher than
the observed energy of (v1, v2, 1), see inset of Figure 2. A
larger value of ∆ωs indicates an increased amount of stag-
gering and a higher effective barrier height. The value
of ∆ωs is plotted as a function of v1 and v2 in Figure 2.
The value of ∆ωs increases linearly with v2 but decreases
when one quantum of v1 is added. As we will discuss Sec.
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FIG. 1. The low-lying vibrational level structure of the C˜
state of SO2 is shown, arranged as progressions in ν3.
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FIG. 2. The staggering parameter, ∆ωs, defined in Eq. (1),
is plotted as a function of v1 and v2. The parameter, shown
schematically in the right panel of the figure, is related to
the effective barrier height at the C2v geometry. It increases
linearly with v2 as the C˜-state PES approaches a conical inter-
section with the 2 1A1 potential at a bending angle of ∼145◦,
which is consistent with a vibronic model for the double-well
potential.
III, the increase in ∆ωs with v2 is consistent with a vi-
bronic coupling model for the double-well potential, in
which the asymmetry results from q3-mediated interac-
tion between the diabatic 11B2 (C˜) state and the 2
1A1
state.
III. INTERACTION OF THE C˜ STATE WITH 2 1A1
The avoided crossing between the 11B2 (C˜) and 2
1A1
states has been extensively investigated at Cs geome-
tries along the SO2(C˜) → SO + O photodissociation
pathway.4,8,9,12,13,26,33 The C˜ state correlates diabatically
to the excited singlet SO(1∆) + O(1D) photodissocia-
tion products. However, the higher-lying 2 3A′ and 3 1A′
(1 3A1 and 2
1A1 in C2v) states both appear to correlate
to the ground state triplet SO(3Σ−) + O(3P) product
3channel at geometries along the dissociation path. There
is evidence for coupling of the C˜ state to both the triplet
and singlet dissociative states,2,13 and both mechanisms
probably contribute at different energies to the photodis-
sociation of C˜ state SO2 to triplet products. (Coupling to
the X˜-state continuum is also believed to be an important
mechanism.)8 However, to our knowledge, a full dimen-
sional PES for the interacting C˜ (11B2) and D˜ (2
1A1)
states has not been calculated, and in particular the in-
teraction in the vicinity of the C˜-state equilibrium has
not received a thorough theoretical investigation, despite
the suggestion by Innes that the double-well potential
of the C˜ state could arise from vibronic coupling to a
bound state of 1A1 symmetry.
24 (Vibronic coupling to a
repulsive diabat would not yield a double-well potential
surface.)
Although the discussion in Refs. 4 and 8 mostly fo-
cusses on the dissociative region of the PES, there is ev-
idence in the calculations that the 2 1A1 state is bound
at the C2v geometry and becomes dissociative (towards
the ground state product channel) as a result of interac-
tion with the repulsive 3 1A1 state. Figure 3, which is
derived from Fig. 6 of Ref. 8, displays a calculated one-
dimensional slice through the potential energy surfaces of
low-lying electronic states of SO2 along the dissociation
coordinate. Ray et al.9 calculated oscillator strengths for
vertical electronic excitation from the ground state to the
C˜(11B2), 2
1A1, and 3
1A1 states (See Table I of Ref. 9.)
The calculated result was f = 0.1336 for the 11B2 (C˜)
state; f = 0.0290 for the 2 1A1 state; and f = 0.1625
for the 3 1A1 state, where f is the oscillator strength.
Therefore, the 3 1A1 ← X˜ transition strength is expected
to be comparable to that of the C˜ ← X˜ transition, but
the 2 1A1 ← X˜ transition is expected to be weaker by
almost an order of magnitude. This result would explain
why q3-mediated vibronic interaction of the C˜ state with
2 1A1 near equilibrium geometry could be strong enough
to result in a double-minimum potential, but does not
lend one-photon vibronically allowed intensity into b2 vi-
brational levels, because the oscillator strength of the
2 1A1 ← X˜ transition is weak. On the other hand, near
the avoided crossing along the dissociation coordinate,
3 1A′ correlates diabatically to the 3 1A1 (41A′ in Cs)
state, which has a much larger oscillator strength. As
noted by Ray et al.,9 this may be one of the reasons why
dispersed fluorescence experiments from energies near the
avoided crossing give rise to intensity into both a1 and b2
vibrational levels, although we believe Coriolis interac-
tions probably also contribute, given the high vibrational
level density in this region.
Very little theoretical work has been done to determine
the equilibrium structure of the D˜ 2 1A1 state at bound
geometries. Nevertheless, it appears that q3-mediated
vibronic interaction with the 2 1A1 state may be respon-
sible for both the double well potential of the C˜ state near
equilibrium and the avoided crossing that causes the C˜-
state to dissociate adiabatically to the ground state prod-
uct channel. Thus, this is a case where a detailed under-
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FIG. 3. The complete active space self-consistent field
(CASSCF) potential energy curves—obtained from Ref. 8—of
four low-lying excited states of SO2 are plotted as a function
of the dissociative Jacobi coordinate, R. Values of the other
Jacobi coordinates, defined in the inset, are fixed (γ = 120◦
and r = 1.431 A˚). To simplify the presentation, the electronic
states not relevant to the current discussion are omitted from
the figure. In this calculation, it is evident that the diabatic
3 1A1 state is repulsive, correlating with the ground state
SO(3Σ−) + O(3P) product channel, but the diabatic 2 1A1
state appears to be bound, correlating to a higher-lying prod-
uct channel. In this figure, all excited states appear less en-
ergetically stable than in reality because the one-dimensional
potential energy slice does not sample the equilibrium geom-
etry of each state.
standing of the PES near equilibrium is highly relevant
to dissociation processes that take place far from equilib-
rium, because both are influenced by vibronic coupling
involving the same higher-lying electronic states.
A. One dimensional vibronic coupling model
Following Innes,24 we begin our analysis of vibronic
coupling with a simple one-dimensional model involving
two electronic states. We assume that both electronic
states, in zero order, behave like simple harmonic oscilla-
tors in the antisymmetric stretch coordinate, but we al-
low the harmonic oscillators to have different frequencies.
We write our model Hamiltonian in the diabatic basis
of separable vibration-electronic states, |ψvibn (q3)〉|ψelj 〉,
where |ψvibn (q3)〉 are the harmonic oscillator basis states
with harmonic frequency ω3, and |ψelj 〉 represents the
lower and upper interacting electronic states with j = a
4or b, respectively:
H = H0 +H
′
H0 = ω3
(
Nˆ +
1
2
)
|ψela 〉〈ψela |
+
[
1
2
ω′3
(
ω′3
ω3
+
ω3
ω′3
)(
Nˆ +
1
2
)
+Dab
]
|ψelb 〉〈ψelb |
H′ = λabq3
(|ψela 〉〈ψelb |+ |ψelb 〉〈ψela |)
+
1
4
ω′3
(
ω′3
ω3
− ω3
ω′3
)
(aˆ3aˆ3 + aˆ
†
3aˆ
†
3)|ψelb 〉〈ψelb |,
(2)
where Dab gives the energy spacing between the elec-
tronic states, λab is a vibronic coupling constant, and ω
′
3
is the harmonic frequency of the upper electronic state.
Nˆ and aˆ represent the quantum harmonic oscillator num-
ber operator and annihilation operator, respectively. Di-
agonal matrix elements are given by H0. The first term
in H′ gives rise to ∆v3 = ±1 matrix elements that cou-
ple levels of different electronic states, and the second
term gives rise to ∆v3 = ±2 matrix elements in the ex-
cited electronic state, which arise from the rescaling of
the dimensionless p and q operators for the vibrational
frequency of the upper state. In other words, this term
must be included because the excited state, with har-
monic frequency ω′3, is being described in the basis of
a harmonic oscillator of a different frequency, ω3. Note
that this last term vanishes for the simplifying case when
ω′3 = ω3, and the
1
2 (ω
′
3/ω3 + ω3/ω
′
3) scaling factor in H0
becomes unity. The Hamiltonian in Eq. 2 gives rise to
matrix elements of the form
〈ψela ψvibn |H|ψela ψvibn 〉 = ω3
(
n+
1
2
)
(3a)
〈ψelb ψvibn |H|ψelb ψvibn 〉
=
1
2
ω′3
(
ω′3
ω3
+
ω3
ω′3
)(
n+
1
2
)
+Dab (3b)
〈ψelb ψvibn±2|H|ψelb ψvibn 〉
=
1
4
ω′3
(
ω′3
ω3
− ω3
ω′3
)√
(n± 1)(n+ 1± 1) (3c)
〈ψela ψvibn±1|H|ψelb ψvibn 〉 = λab
√
1
2
(
n+
1
2
± 1
2
)
, (3d)
as well as the complex conjugate of Eq. 3d.
We fit the frequencies of the (0, 0, v3) progression to
the Hamiltonian in Eq. 2 by truncating and diagonaliz-
ing the matrix. In order to ensure a physically realistic
result, we constrain Dab to the calculated difference in
energy for vertical excitation of SO2 to the C˜ 1
1B2 and
the 2 1A1 states from Ref. 8, and we constrained ω3 to a
“normal” value (we use the ω3 frequency in the ground
electronic state.) The results are shown in Table I. The
(0, 0, v3) progression is qualitatively reproduced by the
model, although the fit is far from spectroscopically ac-
curate. It is possible to achieve much better agreement
(rms error 1.87 cm−1) by removing the constraints on
TABLE I. Results of a fit of the measured (0, 0, v3) vibra-
tional term energies to the one-dimensional vibronic coupling
model of Eq. 2. The values of Dab and ω3 were constrained.
The model is qualitative in nature, and we estimate the un-
certainty in the parameters to be on the order of 30%. All
values are given in cm−1 units.
Level Tvib(exp) Tvib(fit)
(0,0,1) 212.575 227.76
(0,0,2) 561.232 544.82
(0,0,3) 890.939 886.76
(0,0,4) 1245.469 1249.75
(0,0,5) 1595.794 1626.53
Parameters: Dab = 14760 ω3 = 1362
λab = 2297 ω
′
3 = 451.7
Dab and ω3, but the best fit values are much lower and
higher, respectively, than our physically reasonable esti-
mate. The simplistic one-dimensional vibronic coupling
model ignores all other sources of anharmonicity, and is
therefore not expected to give quantitative results. The
best fit parameters underestimate the degree of level stag-
gering, so it is possible that the vibronic interaction pa-
rameter λab = 2297 cm
−1 is too low. However the ability
of the model to qualitatively reproduce the (0, 0, v3) level
structure is good evidence for the presence of vibronic
coupling, as first suggested by Innes.24
At first glance, the extremely low harmonic frequency,
ω′3, obtained for the perturbing state might appear
alarming. However, this low value of ω′3 is crucial to
the success of the model, and the explanation is straight-
forward. As mentioned in Section III, calculations sug-
gest that the 2 1A1 state is only quasi-bound. An avoided
crossing with 3 1A1, which lies only ∼0.5 eV higher in en-
ergy, causes 2 1A1 to become dissociative, correlating to
the ground state SO(3Σ−) + O(3P) dissociation channel.
Such an interaction could dramatically decrease the ef-
fective ω′3 harmonic frequency of 2
1A1, because of mode
softening along the dissociative coordinate. Thus, the
same set of interactions that contribute to photodisso-
ciation of SO2 via singlet vibronic coupling at around
48,000 cm−1 also appear to be the direct cause of the
unusual vibrational structure near the bottom of the C˜-
state potential energy surface at around 43,000 cm−1.
This underscores the importance of understanding the
low-lying vibrational level structure, where the spectro-
scopic information is comparatively simple, yet mecha-
nistic information can be gleaned about dynamics that
appear at much higher energy.
To illustrate more explicitly the three-state system
that gives rise to the structure near the bottom of the
C˜-state potential energy surface, we construct a toy one-
dimensional model for the adiabatic potential energy
curves of the bound C˜ 11B2 and 2
1A1 states and the
higher-lying repulsive 3 1A1 (4
1A′) state. In the diabatic
5basis, the toy Hamiltonian is
H =
Ma Vab 0Vab Mb Vbc
0 Vbc Mc
 , (4)
where the matrix elements have the form
Vab = λabq3, Vbc = λbc,
Ma =
1
2
ω3q
2
3 , Mb =
1
2
ω3q
2
3 +Dab,
Mc = (Dac −D0) exp (−|q3/l|) +D0.
We assume that the Vab interaction is vibronic in nature
since it couples states of different electronic symmetry in
C2v (
1A1 to
1B2), but the Vbc interaction is assumed to
be vibrationally independent since it couples states of the
same (1A1) electronic symmetry. The parameter D0 is
the energy of the ground state dissociation channel, and
Dab and Dac characterize the energy spacing between the
C˜ state and the two higher lying electronic states. The
l parameter is the characteristic decay length of the re-
pulsive state. The one-dimensional diabats and adiabats
of the toy model, obtained with ‘best guess’ values of the
parameters, are plotted in Figure 4a. In Sec. III B, we
will use this qualitative figure as a starting point to ex-
tend the discussion of the vibronic interaction to other
vibrational coordinates.
B. Evidence for increased effective barrier height along
the approach to conical intersection
The C˜ 11B2 and D˜ 2
1A1 states belong to different sym-
metry species in C2v, but they both correlate to
1A′ in Cs
geometries. Therefore, although the crossing is avoided
at Cs geometries, the levels may cross in C2v geometries,
resulting in a seam of conical intersection. Theoretical
investigations8,26 have reported the lowest seam of in-
tersection to occur at bond angles between 145–150◦ in
C2v for bond lengths near the equilibrium value. This is a
much wider bond angle than the ∼104◦ equilibrium bond
angle of the C˜ state. If the double-minimum potential of
the C˜ state is caused by q3-mediated vibronic interactions
with 2 1A1 around the C2v equilibrium, we expect the ef-
fect to become very strong at geometries near the conical
intersection, since the energy denominator for the inter-
action vanishes at the conical intersection. As quanta of
v2 are added, the vibrational wavefunction has increased
amplitude at wider bond angles, as indicated by the large
negative value of the αA2 rotation-vibration constant (i.e.
the effective A constant increases as the bond angle is
widened towards linearity—see Table IX and Figure 6b of
Ref. 21.) Therefore, it is highly likely that the increase in
∆ωs as a function of v2 (Figure 2) is a direct consequence
of the approach to the seam of conical intersection. To il-
lustrate this point, we calculate the toy model adiabatic
potential energy curves from Eq. (4) with reduced val-
ues of the energy difference, Dab. Figure 4(b) shows the
result when Dab is equal to half of its equilibrium value
(104◦ < 6 OSO < 145◦), and Fig. 4(c) shows the result at
the conical intersection ( 6 OSO = 145◦), where Dab = 0.
Without more detailed knowledge of the 2 1A1 poten-
tial energy surface, it is difficult to make a quantitative
prediction of the expected trend in ∆ωs as a function of
v2, which results from the approach to conical intersec-
tion. However, we can estimate the trend by building a
simple model. Our approach will be to approximate the
vibrationally-averaged energy difference between the C˜
1B2 and the 2
1A1 surfaces as a function of v2 bending
quanta in the C˜ state. We will then use the vibrationally
averaged energy difference to calculate ∆ωs(v2) from the
one-dimensional vibronic model (Eq. (2)).
According to the calculations in Refs. 4 and 8, the
2 1A1 state appears to have a wide equilibrium bond an-
gle (∼160◦), but a ω2 bending frequency similar to that
of the C˜ state. We therefore model the one-dimensional
bending potential energy curves of the upper (Vb) and
lower (Va) states as
Va(q2) =
1
2
ω2q
2
2 +
1
6
φ222q
3
2 +
1
24
φ2222q
4
2
Vb(q2) =
1
2
ω2(q2 − δ)2 +D
(5)
ω2 = 392.28 φ222 = −85.375
φ2222 = 8.276 δ = 3.0 D = 13059,
where values for ω2, φ222, and φ2222, in cm
−1, are taken
from our C˜-state force field fit reported in Part II of this
series,22 and δ gives the approximate equilibrium dis-
placement of the excited 2 1A1 state, 160
◦ − 104◦ = 56◦,
in dimensionless normal mode coordinates obtained from
the same force field. The value of D (in cm−1) was
chosen in order to make the energy difference between
the displaced potential energy curves match the value
Dab = 14760 cm
−1 given in Table I near the geometry of
the C˜-state equilibrium. We calculate the low-lying one-
dimensional vibrational wavefunctions, ψv2(q2), of Va us-
ing discrete variable representation, and we integrate to
obtain the vibrationally averaged expectation value for
the energy difference,
〈Dab(v2)〉 =
∫ ∞
−∞
ψv2(q2) [Vb(q2)− Va(q2)]ψv2(q2) dq2.
(6)
The resulting values of 〈Dab(v2)〉 are then substituted
into the vibronic coupling model (Eq. (2)), in order to
calculate the staggering parameter ∆ωs, defined in Eq.
(1). The results are tabulated in Table II. The model
(Eq. (5–6)) predicts that the energy difference parame-
ter 〈D(v2)〉 decreases linearly by ∼130 cm−1 per quan-
tum of bend excitation. Although the parameters of our
harmonic, one-dimensional vibronic model (Table I), un-
derestimate the staggering parameter, ∆ωs, by approxi-
mately 23 cm−1, the overall interaction model reproduces
the observed trend in ∆ωs(0, v2) very well. The model
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FIG. 4. A toy one-dimensional model for the q3-mediated vibronic interaction between the 1
1B2 (C˜) state and the 2
1A1 state
is illustrated. The model is calculated from the Hamiltonian in Eq. (4) and is shown schematically as a function of Dab, which
gives the separation between the two bound diabatic states. Interaction with the dissociative 41A′ state is also included. The
values of the parameters, in cm−1, are Dab,eq = 14760, Dac = 18792, D0 = 3152, λab = 3400, λbc = 500, ω3 = 1350, and the
unitless parameter l = 2. The two bound potential energy surfaces cross via a conical intersection that occurs at a bond angle
of ∼145◦, but the crossing is avoided at Cs geometries. Therefore, as the bond angle increases, the energy denominator for the
vibronic interaction decreases and the effective barrier in the C˜-state adiabatic potential energy surface increases, consistent
with the observations shown in Figure 2.
predicts a nearly linear increase in ∆ωs of 5.3 cm
−1 per
quantum of v2, whereas the experimentally determined
trend is 4.4 cm−1 per quantum. The experimental trend
in ∆ωs(0, v2) is thus consistent with the proposed vi-
bronic interaction model, and further illustrates the capa-
bility of low-lying features on the potential energy surface
to provide information about phenomena that occur at
much higher energy. In this case, the trend in vibrational
level staggering induced by a spectator mode (ν2) acts as
an early warning signal that alerts us to the approach to
a conical intersection as the geometry is displaced along
that mode.
We note that this type of effect, involving a to-
tally symmetric spectator mode, is unique to pseudo
Jahn-Teller systems, where a vibronic interaction be-
tween non-degenerate electronic states leads to a dis-
torted minimum-energy configuration. In this type of
system, the two electronic states are—in general—not
degenerate, even at the symmetric configuration involv-
ing zero displacement along the non-totally symmetric
coordinate, but may cross at a seam of conical intersec-
tion that occurs for particular displacements along the
totally symmetric coordinates. In a true Jahn-Teller sys-
tem, involving degenerate zero-order electronic states, to-
tally symmetric spectator mode effects are not expected
to occur, because the electronic states are necessarily de-
generate at any configuration of the higher-symmetry
point group of the zero-order states (i.e. at configura-
TABLE II. The vibrationally-averaged electronic state sep-
aration, 〈Dab(v2)〉, from Eq. (5–6), and the resulting value
of the staggering parameter, ∆ωs(0, v2), obtained from the
vibronic coupling model (Eq. (2)), with Dab = 〈Dab(v2)〉
(Eq. (6)). The increase in ∆ωs(0, v2) per quantum of v2,
∆∆ωs(0, v2) = ∆ωs(0, v2)−∆ωs(0, v2 − 1), is also tabulated.
The experimentally-determined ∆ωs(0, v2) and ∆∆ωs(0, v2)
values are listed for comparison. All energies are in cm−1
units.
Model Expt.
v2 〈Dab(v2)〉 ∆ωs(0, v2) ∆∆ωs(0, v2) ∆ωs(0, v2) ∆∆ωs(0, v2)
0 14760 44.66 68.02
1 14630 49.51 4.85 72.52 4.50
2 14497 54.85 5.34 76.65 4.13
3 14362 60.68 5.83 81.23 4.58
tions involving arbitrary displacement along the totally
symmetric coordinates, but zero displacement along the
non-totally symmetric coordinate.)
Our results support our proposed vibronic coupling
mechanism with the 2 1A1 state and also provide predic-
tions against which to test theoretical investigations. To
our knowledge, calculation of a full dimensional PES for
the interacting 11B2 (C˜) and 2
1A1 states has not been
performed, and the location of the conical intersection as
a function of q1 has not been investigated. However, if
the decrease in ∆ωs(v1, 0) (see Fig. 2) is influenced by
7the location of the seam of conical intersection in a simi-
lar manner as the trend in ∆ωs(0, v2), this would suggest
that at the C˜ state equilibrium bond angle, the conical
intersection occurs at shorter than the effective C2v equi-
librium bond distance of 1.576 A˚. That is, as the effective
bond lengths are increased, the strength of the vibronic
interaction decreases, indicating an increase in the energy
denominator for the vibronic interaction.
IV. CONCLUSIONS
Our observations (reported in Part I of this series)21
are consistent with a vibronic coupling model for the
asymmetric equilibrium bonding structure, first proposed
by Innes,24 in which the C˜ state undergoes a q3-mediated
interaction with the (diabatically) bound 2 1A1 state.
The oscillator strength of the 2 1A1 ← X˜ 1 1A1 transi-
tion is calculated to be relatively weak at the equilibrium
C2v geometry, which is consistent with the fact that no
vibronically-allowed one-photon transitions to low-lying
b2 vibrational levels of the C˜ state have been observed.
As noted in Ref. 9, vibronically allowed transitions that
violate the vibrational selection rules are plausible at
higher energies near the avoided crossing of the C˜-state
with 2 1A1 in the dissociative region, because 2
1A1 prob-
ably borrows oscillator strength via an avoided crossing
with the dissociative 3 1A1 state.
Using information from the low-lying vibrational levels
of the C˜-state, we are able to develop a picture that ac-
counts for these three interacting electronic states. Our
one-dimensional two-state vibronic model fails to repro-
duce the observed level pattern in the (0, 0, v3) progres-
sion unless an anomalously low value of ω′3 is chosen for
the upper state. This may suggest an indirect role that
the repulsive 3 1A1 state plays in shaping the adiabatic
C˜-state potential energy surface. Interaction of 2 1A1
with 3 1A1 may dramatically decrease the effective ω
′
3
frequency of 2 1A1, giving rise to the low value of ω
′
3 in
our fit model. The apparent involvement of 3 1A1 in the
observed level structure has profound implications for the
photodissociation dynamics of SO2, since interaction of
2 1A1 with the dissociative state gives rise to an avoided
crossing with the C˜ state, causing it to correlate adia-
batically to the ground state SO(3Σ−) + O(3P) product
channel.4,5,8,9,12,13,25,26
We have also developed a model to explain quantita-
tively the increasing effective barrier height as a func-
tion of bending quantum number, v2. As quanta of v2
are added, the effective bond angle increases and the ge-
ometry approaches that of the conical intersection with
the 2 1A1 state, calculated to occur at ∼145–150◦. The
model quantitatively reproduces the observed increase in
level staggering of the v3 progression as a function of v2
(∼5 cm−1 per quantum of v2). Our work provides infor-
mation against which to compare future ab initio calcu-
lations of the vibronic coupling around the equilibrium
geometry of the C˜ state.
Finally, our work demonstrates the ability of high-
resolution spectroscopy on comparatively simple, low-
lying vibrational energy levels to provide useful quali-
tative information about interactions that occur at much
higher energies. The relative simplicity of these low-lying
vibrational levels provides an advantage over spectro-
scopic experiments at higher energy, where assignments
are often ambiguous if not impossible. We have used the
low-lying vibrational structure in the C˜ state of SO2 to
identify signatures of a three-state vibronic interaction
mechanism, as well as the approach toward a conical in-
tersection along the bending coordinate.
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