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Nesta tese estudamos identidades polinomiais graduadas para certas a´lgebras. Inicialmente,
estudamos identidades satisfeitas pelo produto tensorial Z2-graduado. Este estudo foi moti-
vado pelo trabalho de Regev e Seeman com produtos tensoriais Z2-graduados. Eles provaram
va´rios casos nos quais tal produto tensorial e´ PI equivalente a certas a´lgebras T-primas.
Tambe´m conjeturaram que isto sempre ocorre. Trabalhamos com os demais casos e con-
seguimos provar que tal conjetura e´ verdadeira. Ale´m disso, provamos que para certas
a´lgebras, quando consideramos corpos de caracter´ıstica positiva, o produto tensorial grad-
uado ainda se comporta como o na˜o graduado. Consideramos tambe´m o produto tensorial
β-graduado e suas identidades. Provamos que o Teorema A⊗B de Regev continua va´lido no
caso do produto tensorial β-graduado quando as a´lgebras sa˜o graduadas por grupos abelianos
finitos, e β e´ um bicaracter antissime´trico. Tambe´m estudamos a PI equivaleˆncia do produto
tensorial β-graduado de a´lgebras T-primas.
Em seguida estudamos identidades graduadas, descrevemos um conjunto de geradores
para as identidades Z-graduadas da a´lgebra de Lie W1. A a´lgebra W1 e´ a a´lgebra das
derivac¸o˜es do anel de polinoˆmios K[t], e e´ conhecida como a a´lgebra de Witt. Provamos que
se a caracter´ıstica do corpo for 0, enta˜o as identidades Z-graduadas de W1 sa˜o geradas por
um conjunto de identidades de grau 2 e 3. Mais ainda, provamos que na˜o e´ poss´ıvel obter
um conjunto finito de geradores para as identidades Z-graduadas de W1.
vi
ABSTRACT
In this PhD thesis we study graded polynomial identities for certain types of algebras. First,
we study polynomial identities satisfied by the Z2-graded tensor products. This research was
motivated by the paper of Regev and Seeman about the Z2-graded tensor products. They
proved that in a series of cases such tensor products are PI equivalent to T-prime algebras.
Then they conjectured that this is always the case. We deal here with the remaining cases and
thus confirm Regev and Seeman’s conjecture. Furthermore, we prove that for some algebras
we can remove the restriction on the characteristic of the base field, and we show that the
behaviour of the corresponding graded tensor products is quite similar to that for the usual
ungraded tensor products. We consider too the β-graded tensor products and their identities
where β is a skew symmetric bicharacter. We show that Regev’s A ⊗ B theorem holds for
β-graded tensor products whenever the gradings are by finite abelian groups. Furthermore
we study the PI equivalence of β-graded tensor products of T-prime algebras.
Afterwards we study the graded identities of the Lie algebra W1. We describe a set of
generators of the Z-graded identities of W1. The algebra W1 is the algebra of derivation of
the polynomial ring K[t], and it is known as the Witt algebra. We prove that if K is a field
of characteristic 0, then the Z-graded identities of W1 are consequences of a collection of
polynomials of degree 2 and 3. Furthermore we prove that the Z-graded identities for W1
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INTRODUC¸A˜O
Este trabalho trata de alguns to´picos da a´lgebra: teoria de ane´is, e mais especificamente, da
teoria das a´lgebras com identidades polinomiais (PI-a´lgebras).
A´lgebras de matrizes sobre ane´is comutativos sa˜o objetos de estudo de grande importaˆncia
devido ao seu amplo aspecto de aplicac¸o˜es. Na˜o menos importantes sa˜o as a´lgebras comu-
tativas, as de dimensa˜o finita, as a´lgebras exteriores. Todas elas compartilham o fato de
satisfazerem relac¸o˜es polinomiais entre seus elementos. Isto quer dizer que para cada uma
dessas a´lgebras existe um polinoˆmio f(x1, . . . , xn) nas varia´veis na˜o comutativas xi que se
anula quando avaliado nos elementos das mesmas. Se uma a´lgebra satisfaz esta condic¸a˜o
ela e´ chamada uma a´lgebra com identidade polinomial (ou uma PI-a´lgebra, da sigla em
ingleˆs polynomial identity). Tais a´lgebras compartilham va´rias propriedades em comum; o
estudo delas pode consistir em descrever a influeˆncia das identidades polinomiais sobre a
estrutura da a´lgebra. Podemos tambe´m estudar o conjunto das identidades satisfeitas por
alguma a´lgebra importante, ou ainda todas as a´lgebras que satisfazem alguma famı´lia de
identidades.
A teoria das a´lgebras com identidades polinomiais comec¸ou o seu desenvolvimento ha´
80 anos, com trabalhos de De¨hn e Wagner. Nesses trabalhos aparecem, embora de forma
impl´ıcita, estudos sobre algumas identidades polinomiais para as matrizes de ordem 2. Os
trabalhos de De¨hn e de Wagner foram motivados por pesquisas em geometria finita. Por
outro lado, conceitos mais alge´bricos relacionados com a PI teoria, encontram-se ainda em
1
2trabalhos de Sylvester sobre os invariantes de duas matrizes de ordem 2, por volta de 1870.
A pesquisa das PI-a´lgebras, no sentido pro´prio, intensificou-se em torno de 1950, quando
foi demonstrado o Teorema de Amitsur e Levitzki. Esse teorema mostrou que a a´lgebra das
matrizes de ordem n com entradas num corpo satisfaz o polinoˆmio standard de grau 2n. O
teorema afirma que a somato´ria alternada de todos os produtos de 2n matrizes de ordem n e´
sempre igual a matriz nula. Tambe´m na mesma e´poca foi demonstrado o teorema de Nagata
e Higman: Se A e´ uma a´lgebra associativa sobre corpo de caracter´ıstica 0 que e´ nil de ı´ndice
limitado, enta˜o A e´ nilpotente. (Recordamos que esse teorema foi originalmente demonstrado
por Dubnov e Ivanov, em 1943, mas o trabalho deles, publicado durante a Segunda Guerra
Mundial, ficou desconhecido para os algebristas na e´poca.) Desde enta˜o, va´rios algebristas
reconhecidos deram contribuic¸o˜es importantes para a PI teoria. Relacionamos aqui os nomes
de G. Bergman, P. M. Conh, I. N. Herstein, N. Jacobson, I. Kaplansky, A. I. Kostrikin, V.
N. Latyshev, Yu. N. Malcev, E. Posner, A. I. Shirshov, R. Swan, entre outros. Va´rios
algebristas teˆm trabalhado na a´rea; segue uma lista de nomes (sem qualquer pretensa˜o de
ser completa): Y. Bahturin, A. Berele, A. Braun, V. Drensky, E. Formanek, A. Giambruno,
A. Kemer, C. Procesi, Yu. P. Razmyslov, A. Regev, L. H. Rowen, J. T. Stafford, M. Van
Den Bergh, M. R. Vaughan-Lee, M. Zaicev, E. Zelmanov.
Aqui discutiremos brevemente um dos feitos mais importantes na PI teoria, a teoria es-
trutural desenvolvida por Kemer. Essa teoria foi motivada pelo famoso problema de Specht
proposto em 1950: ”Se A e´ uma PI a´lgebra sobre corpo de caracter´ıstica 0, enta˜o as iden-
tidades de A seguem de um conjunto finito de tais identidades?” Esse problema estava
atraindo a atenc¸a˜o de va´rios algebristas; a resoluc¸a˜o dele exigiu o desenvolvimento de uma
complexa teoria.
Nessa teoria, as a´lgebras verbalmente primas desempenham um papel proeminente. Aqui
recordamos que uma a´lgebra e´ verbalmente prima (ou T-prima) se o seu T-ideal, isto e´, o
ideal de todas identidades da a´lgebra, e´ primo na classe de todos os T-ideais na a´lgebra
associativa livre. A teoria estrutural de T-ideais desenvolvida por Kemer classificou as
a´lgebras verbalmente primas sobre tais corpos. Mais ainda, Kemer mostrou que os T-ideais
verbalmente semiprimos sa˜o intersecc¸o˜es finitas de T-ideais verbalmente primos, e finalmente
que se I e´ um T-ideal enta˜o J n ⊆ I ⊆ J para alguma escolha de n e de um T-ideal J
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verbalmente semiprimo.
Seja K um corpo de caracter´ıstica 0 e seja E a a´lgebra de Grassmann (ou exterior) do
espac¸o vetorial V com base {e1, e2, . . . }. Enta˜o, E tem base consistindo dos elementos 1 e
ei1 . . . eik onde k = 1, 2, . . . , e a multiplicac¸a˜o em E e´ induzida por eiej = −ejei para todos
i e j. De acordo com a teoria de Kemer as a´lgebras verbalmente primas sa˜o exatamente
as seguintes: primeiro as triviais; {0} e K〈X〉 a a´lgebra associativa livre de posto infinito.
Em seguida, Mn(K), a a´lgebra das matrizes n× n com entradas em K. Mais uma classe de
a´lgebras verbalmente primas e´ dada pela a´lgebra das matrizes n × n com entradas em E,
denotada por Mn(E). A a´lgebra E tem Z2-graduac¸a˜o natural definida como segue: seja E0
o centro de E, enta˜o E0 e´ gerado como espac¸o vetorial por todos os monoˆmios na base de E
com comprimento par, denotamos por E1 o espac¸o gerado pelos monoˆmios de comprimento
ı´mpar. Enta˜o, os elementos de E1 anti-comutam. A u´ltima classe de a´lgebras verbalmente
primas e´ denotada por Ma,b(E). Esta e´ a suba´lgebra de Ma+b(E) que consiste de todas as
matrizes sob a forma Ae11 +Be12 +Ce21 +De22 onde eij sa˜o as matrizes elementares 2× 2,
A ∈Ma(E0), B ∈Ma×b(E1), C ∈Mb×a(E1) e D ∈Mb(E0).
Duas a´lgebras A e B sa˜o PI-equivalentes, A ∼ B, quando satisfazem as mesmas iden-
tidades polinomiais. Como uma consequeˆncia da teoria, Kemer mostrou que em carac-
ter´ıstica 0 a classe das a´lgebras T-primas e´ fechada sob produtos tensoriais. Ele descreveu
a PI-equivaleˆncia nos produtos tensoriais de a´lgebras verbalmente primas. Esta descric¸a˜o e´
conhecida como Teorema sobre o Produto Tensorial (T.P.T.). Seja carK = 0, enta˜o
(1) Ma,b(E)⊗ E ∼Ma+b(E);
(2) Ma,b(E)⊗Mc,d(E) ∼Mac+bd,ad+bc(E);
(3) E ⊗ E ∼M1,1(E).
Aqui, e no que segue, todos os produtos tensoriais sa˜o considerados sobre o corpo K.
Ja´ comentamos que como uma das consequeˆncias de sua teoria estrutural, Kemer (1987)
resolveu em afirmativo o famoso e antigo problema (1950) de Specht: ”Todo T-ideal e´
finitamente gerado como um T-ideal ?”Tudo isso mostrou que a estrutura dos T-ideais na
a´lgebra relativamente livre e´ bastante parecida, em certo sentido, com a estrutura dos ideais
4na a´lgebra dos polinoˆmios comutativos em va´rias varia´veis. Aqui recordamos que uma
das principais ferramentas utilizadas na teoria de Kemer foram as identidades graduadas.
Recomendamos a leitura de [26] para mais detalhes sobre a teoria estrutural de PI-a´lgebras
e as contribuic¸o˜es de Kemer nesta teoria.
O Teorema sobre o Produto Tensorial, embora uma consequeˆncia da teoria estrutural,
admite provas que independem dela. Regev [36] deu uma tal demonstrac¸a˜o, em seguida
Di Vincenzo; Di Vincenzo e Nardozza, provaram partes deste teorema, veja ([14],[15], [16]).
Outras provas elementares de casos do T.P.T. foram dadas em ([3],[4],[28]). Nesses u´ltimos
artigos, os autores estudaram tambe´m o comportamento dos correspondentes T-ideais em
caracter´ıstica positiva. Eles mostraram que o T.P.T. continua va´lido sobre corpos infinitos
de caracter´ıstica positiva p > 2, mas somente em n´ıvel multilinear. Em outras palavras, as
partes multilineares dos respectivos T-ideais coincidem. Mais ainda, em [3], eles provaram
que a terceira afirmac¸a˜o do T.P.T. falha e, em [4], tambe´m provaram que a primeira afirmac¸a˜o
falha (quando a = b = 1). A segunda afirmac¸a˜o do T.P.T. tambe´m falha em caracter´ıstica
positiva, conforme demonstrado em [1].
As graduac¸o˜es com grupos adequados e as respectivas identidades graduadas desem-
penharam um papel decisivo na pesquisa em torno do Teorema sobre o produto tensorial.
Ressaltamos que logo apo´s a pesquisa de Kemer as identidades graduadas tornaram-se ob-
jeto de estudo extensivo, e de interesse independente. As poss´ıveis graduac¸o˜es em a´lgebras
matriciais foram estudadas por va´rios algebristas; o leitor pode encontrar mais detalhes e
refereˆncias bibliogra´ficas no artigo [8].
Nos u´ltimos anos intensificou-se o estudo das propriedades combinatoriais de produtos
tensoriais torcidos, va´rias vezes chamados de produtos tensoriais graduados, ou com fatores
de comutac¸a˜o. Um exemplo de tal produto tensorial, e´ o produto tensorial Z2-graduado. Este
produto foi estudado por Regev e Seeman, [37]. Neste artigo os autores provam alguns casos
do Teorema do Produto Tensorial quando substitu´ımos o tensor usual pelo graduado.
Para mais detalhes sobre produto tensorial graduado veja [13, 41]. Outro produto tensorial
graduado pode ser obtido tomando-se β : G×G→ K∗, onde G e´ um grupo abeliano finito,
tal que β(g + h, k) = β(g, k)β(h, k), β(g, h + k) = β(g, h)β(g, k) e β(g, h)β(h, g) = 1, para
todo g, h, k ∈ G. Tal β e´ chamado um bicaracter antissime´trico. A partir deste β podemos
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definir um produto tensorial β-graduado. Tal produto tensorial e´ estudado em [21].
Aqui destacamos um outro teorema ce´lebre da teoria das a´lgebras com identidades po-
linomiais. Ele foi um dos primeiros resultados obtidos por meio de aplicac¸o˜es adequadas
da combinato´ria a` PI teoria. Este e´ o Teorema A ⊗ B de Regev, demonstrado em [34].
E´ bem conhecido e fa´cil demonstrar que se A e´ uma PI a´lgebra enta˜o as suba´lgebras e os
quocientes de A tambe´m sa˜o PI a´lgebras. Tampouco e´ dificil demonstrar que produto direto
de a´lgebras PI e´ de novo PI. O Teorema de Regev diz que o produto tensorial A⊗B de duas
PI a´lgebras A e B de novo e´ PI. A demonstrac¸a˜o dada por Regev foi um ponto marcante no
desenvolvimento da PI teoria; no´s voltaremos a discutir essa demonstrac¸a˜o em detalhes mais
adiante. Em [37] os autores demonstraram uma generalizac¸a˜o do teorema A⊗ B quando o
produto tensorial e´ substitu´ıdo pelo produto tensorial 2-graduado.
Pelo exposto acima podemos concluir que a teoria de identidades polinomiais graduadas
em a´lgebras associativas esta´ bem desenvolvida. Por outro lado, identidades graduadas em
outras classes de a´lgebras (na˜o associativas) foram pouco estudadas. Identidades polinomiais
em a´lgebras de Lie foram estudadas extensivamente, ver por exemplo [33], [20]. Mas os
resultados conhecidos sobre identidades graduadas em a´lgebras de Lie sa˜o muito restritos.
O u´nico caso na˜o trivial onde as identidades graduadas de uma a´lgebra de Lie sa˜o con-
hecidas e´ o da a´lgebra sl2(K) das matrizes 2× 2 de trac¸o 0, quando K e´ um corpo infinito
e de caracter´ıstica 6= 2. As poss´ıveis graduac¸o˜es em sl2(K) foram descritas em [38], onde as
respectivas a´lgebras graduadas relativamente livres foram tambe´m descritas (assumindo-se o
corpo de caracter´ıstica 0). Acontece que, ale´m da graduac¸a˜o trivial, sl2(K) admite mais treˆs
graduac¸o˜es, dadas por: Z2, Z2 × Z2 e Z. No u´ltimo caso, a graduac¸a˜o esta´ concentrada em
−1, 0, 1. Bases (finitas) das identidades graduadas em cada uma dessas graduac¸o˜es foram
descritas em [27], assumindo-se K de qualquer caracter´ıstica diferente de 2.
Ainda nesta direc¸a˜o, em [30] foram estudadas as identidades Z2-graduadas da a´lgebra de
Lie gl2(K) = M2(K)
− sobre um corpo infinito de caracter´ıstica 2. Foi demonstrado que essas
identidades na˜o admitem bases finitas. Ainda mais, foi dado um exemplo de uma variedade
de a´lgebras de Lie graduadas que na˜o admite qualquer base finita mas toda subvariedade
pro´pria possui base finita de identidades graduadas.
Neste trabalho apresentaremos os resultados obtidos nos artigos [21] e no manuscrito [22].
6O artigo [21] trata de identidades em a´lgebras graduadas e produtos tensoriais com fatores de
comutac¸a˜o. Os principais resultados do artigo consistem em resolver (em afirmativo) uma
conjetura de Regev e Seeman (ver [37]) e demonstrar que a classe das a´lgebras T-primas
e´ fechada sob produtos tensoriais graduados em caracter´ıstica 0. Mais ainda, mostramos
naquele artigo que quando a caracter´ıstica do corpo e´ positiva, tal afirmac¸a˜o deixa de ser
verdadeira. Ainda demonstramos naquele artigo uma generalizac¸a˜o do Teorema A ⊗ B de
Regev.
Em [22] estudamos identidades graduadas em a´lgebras de Lie. Estudamos a a´lgebra W1
das derivac¸o˜es da a´lgebra polinomial K[t] sobre corpos de caracter´ıstica 0. Esta a´lgebra e´
simples (e de dimensa˜o infinita), e e´ muito importante para a teoria. Sabe-se que ela satisfaz
uma identidade de grau 5, mas na˜o se sabe nada sobre os geradores do ideal das identidades
dessa a´lgebra de Lie. A a´lgebra W1 admite uma Z-graduac¸a˜o natural, e no´s estudamos as
identidades Z-graduadas de W1. Encontramos uma base dessas identidades graduadas. A
base e´ composta por uma sequeˆncia infinita de identidades graduadas. Em seguida, exibimos
uma base minimal, isto e´, uma base composta por identidades independentes. Essa base
tambe´m e´ infinita.
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O texto esta´ organizado em quatro cap´ıtulos, estruturados como segue.
• O Cap´ıtulo 1 e´ dedicado a`s definic¸o˜es preliminares e apresentac¸a˜o de alguns dos nossos
objetos de estudo, bem como alguns aspectos histo´ricos e resultados cla´ssicos que mo-
tivaram o desenvolvimento da teoria das Identidades Polinomiais, ou simplesmente PI
teoria. Este cap´ıtulo auxilia o leitor como refereˆncia aos resultados ba´sicos. Ressalta-
mos que para um leitor com bom conhecimento ba´sico da PI teoria, este cap´ıtulo pode
ser evitado sem comprometimento dos demais.
• O Cap´ıtulo 2 trata do produto tensorial Z2-graduado. Provamos que em caracter´ıstica
positiva o produto tensorial graduado ⊗¯ na˜o se comporta como em caracter´ıstica zero.
Mais exatamente, provamos que se carK = 0, temos T (Mk,l⊗¯E) = T (Mk+l(E)) e
T (Mk,l⊗¯Mr,s) = T (Mp,q) onde p = kr + ls, q = ks + lr, exatamente o mesmo com-
portamento do produto tensorial ordina´rio, isto e´, sem considerar a Z2-graduac¸a˜o. Se
carK = p > 2, provamos que T (M2(E)) ⊂ T (M1,1⊗¯E), uma inclusa˜o pro´pria. Os
resultados deste cap´ıtulo foram publicados no artigo [21].
• O Cap´ıtulo 3 trata do produto tensorial β-graduado, isto e´, o produto tensorial dado
por um bicaracter antissime´trico β. Neste cap´ıtulo provamos um ana´logo do Teo-
rema A ⊗ B de Regev, para o produto tensorial β-graduado. Tambe´m provamos que
Mn(K)⊗β E e Mn(E) sa˜o PI equivalentes. Mais ainda, utilizando o produto tensorial
β-graduado, e´ poss´ıvel dar uma nova prova de alguns resultados obtidos em [19]. Os
resultados deste cap´ıtulo foram publicados em [21].
• No Cap´ıtulo 4 estudamos as identidades Z-graduadas de W1, a a´lgebra de Lie das
derivac¸o˜es do anel de polinoˆmios em um varia´vel comutativa t. Obtemos que o T-ideal
Z-graduado de W1 e´ gerado por um conjunto infinito de identidades e mais ainda, na˜o e´
poss´ıvel obter um subconjunto finito de identidades que gerem TZ(W1). Os resultados
deste cap´ıtulo esta˜o em fase final de preparac¸a˜o para serem submetidos para publicac¸a˜o.
CAPI´TULO 1
CONCEITOS PRELIMINARES
Neste cap´ıtulo apresentamos algumas definic¸o˜es e resultados importantes para uma boa
compreensa˜o do texto. Na maioria das vezes na˜o apresentamos demonstrac¸o˜es. Para os
resultados mais importantes indicamos as devidas refereˆncias. Para mais detalhes veja [5,
20, 23].
1.1 A´lgebras com identidades polinomiais
Aqui apresentamos nosso objeto de estudo e algumas de suas propriedades. Tambe´m expo-
mos alguns exemplos de a´lgebras com identidades polinomiais.
Todas a´lgebras e espac¸os vetoriais sera˜o considerados sobre algum corpo K. Os produtos
tensoriais tambe´m sera˜o sobre K. As a´lgebras que consideramos na˜o sera˜o necessariamente
associativas. No decorrer do texto consideraremos a´lgebras associativas e a´lgebras de Lie.
Abaixo discutiremos algumas questo˜es sobre identidades polinomiais em a´lgebras associati-
vas.
Definic¸a˜o 1.1.1. Seja V uma classe de a´lgebras e seja F ∈ V uma a´lgebra gerada por
um conjunto X. A a´lgebra F e´ chamada uma a´lgebra livre na classe V, livremente
8
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gerada por X, se para qualquer a´lgebra R ∈ V, toda aplicac¸a˜o X → R pode ser extendida
a um homomorfismo F → R. A cardinalidade |X| do conjunto X e´ chamada posto de F .
Proposic¸a˜o 1.1.2. [20, Proposition 1.2.3] Seja X = {x1, x2, . . . } um conjunto infinito e
enumera´vel de varia´veis na˜o comutativas. Seja K〈X〉 a a´lgebra com base formada pelos
elementos:
xi1xi2 . . . xin , xij ∈ X, n = 0, 1, 2, . . . ,
onde o elemento de comprimento 0 sera´ denotado por 1. A multiplicac¸a˜o de dois quaisquer
elementos xi1 . . . xip e xj1 . . . xjq e´ dada pela regra
(xi1 . . . xip)(xj1 . . . xjq) = xi1 . . . xipxj1 . . . xjq .
Enta˜o K〈X〉 e´ livre na classe de todas as a´lgebras associativas com unidade. Tal a´lgebra e´
chamada a´lgebra associativa livre.
O subespac¸o K〈X〉′ ⊆ K〈X〉 gerado pelos elementos xi1xi2 . . . xin , xij ∈ X, n = 1, 2, . . . ,
e´ uma suba´lgebra chamada de a´lgebra associativa livre sem unidade.
Note que a a´lgebra K〈X〉 definida acima e´, em outras palavras, a a´lgebra dos polinoˆmios
na˜o comutativos.
Definic¸a˜o 1.1.3. O elemento f(x1, . . . , xn) ∈ K〈X〉 e´ chamado uma identidade polino-
mial para a a´lgebra R, se f(r1, . . . , rn) = 0 para todo r1, . . . , rn ∈ R. Em outras palavras,
f(x1, . . . , xn) pertence ao nu´cleo de todos homomorfismos K〈X〉 → R. Se existe um ele-
mento na˜o nulo f(x1, . . . , xn) de K〈X〉 que e´ uma identidade polinomial para R, enta˜o R e´
chamada uma PI-a´lgebra.
Exemplo 1.1.4. Recordemos que uma a´lgebra A, sem unidade, e´ chamada nil de ı´ndice
limitado se existe n ∈ N tal que an = 0, para todo a ∈ A. Agora se existe m ∈ N tal que
a1a2 . . . am = 0, para quaisquer a1, a2, . . . , am ∈ A, enta˜o A e´ chamada nilpotente e m e´
chamado o ı´ndice de nilpoteˆncia. E´ imediato que toda a´lgebra nilpotente e´ nil de ı´ndice
limitado.
Toda a´lgebra nil de ı´ndice limitado, em particular toda a´lgebra nilpotente e´ uma PI-
a´lgebra. De fato, o polinoˆmio f(x) = xn e´ uma identidade polinomial de A. Quando a
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a´lgebra A e´ nilpotente de ı´ndice m, o polinoˆmio f(x1, x2, . . . , xm) = x1x2 . . . xm tambe´m e´
uma identidade polinomial de A.
Exemplo 1.1.5. Toda a´lgebra comutativa A e´ uma PI-a´lgebra, pois o polinoˆmio f(x1, x2) =
x1x2 − x2x1 = [x1, x2] e´ uma identidade polinomial de A.
Exemplo 1.1.6. Seja V um espac¸o vetorial com base enumera´vel {ei | i ∈ I}. A a´lgebra de
Grassmann, ou a´lgebra exterior, E = E(V ) e´ a a´lgebra associativa gerada por {ei | i ∈ I}
que satisfaz as seguintes relac¸o˜es:
eiej + ejei = 0, para todo i, j ∈ I.
E se a caracter´ıstica de K for igual a dois, exigimos tambe´m e2i = 0, para todo i ∈ I.
Note que D = {1, ei1 . . . eir | 1 ≤ i1 < · · · < ir, r = 1, 2, 3 . . . } e´ uma base de E. Ale´m
disso, se Vn e´ o subespac¸o de V gerado por {e1, . . . , en}, denotaremos por E(Vn) sua a´lgebra
de Grassmann correspondente.
Exemplo 1.1.7. A a´lgebra de Grassmann E e´ uma PI-a´lgebra. De fato, um ca´lculo direto
usando os elementos da base de E mostra que f(x1, x2, x3) = [[x1, x2], x3] = [x1, x2, x3] e´
uma identidade polinomial de E.
Exemplo 1.1.8. Seja A uma a´lgebra de dimensa˜o finita, onde dimA < n. Enta˜o A e´ uma
PI-a´lgebra, pois satisfaz uma generalizac¸a˜o do polinoˆmio comutador [x1, x2], conhecida como
identidade “standard” de grau n:
sn(x1, . . . , xn) =
∑
σ∈Sn
(−1)σxσ(1) . . . xσ(n),
onde (−1)σ e´ o sinal de σ ∈ Sn, o grupo das permutac¸o˜es de n elementos. A a´lgebra A
tambe´m satisfaz a identidade de Capelli:
dn(x1, . . . , xn, y1, . . . , yn+1) =
∑
σ∈Sn
(−1)σy1xσ(1)y2 . . . ynxσ(n)yn+1.
Para verificarmos as afirmac¸o˜es acima, basta fazeˆ-lo para uma base de A, pois os polinoˆmios
sn e dn sa˜o lineares e antissime´tricos nas varia´veis xi’s.
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Teorema 1.1.9 (Amitsur-Levitzki [2], Theorems 1, 2 e 3). (i) A a´lgebra Mn(K), das ma-
trizes de ordem n, satisfaz a identidade standard de grau 2n
s2n(x1, . . . , x2n) =
∑
σ∈S2n
(−1)σxσ(1) . . . xσ(2n).
Esta a´lgebra na˜o satisfaz nenhuma identidade polinomial de grau menor que 2n. Ainda
mais, se a cardinalidade de K e´ maior que 2 ou n > 2, todas identidades de Mn(K)
de grau 2n sa˜o mu´ltiplos escalares de s2n.
(ii) Suponha que Sn+1 age no conjunto de s´ımbolos {0, 1, . . . , n}. Enta˜o Mn(K) satisfaz a
identidade de algebricidade
an(x, y1, . . . , yn) = dn+1(1, x, x




(−1)pixpi(0)y1xpi(1)y2 . . . ynxpi(n).
Exemplo 1.1.10. Seja Mn(E) a a´lgebra das matrizes de ordem n com entradas na a´lgebra
de Grassmann E. Para quaisquer a, b ∈ N tais que a+ b = n, verifica-se atrave´s das regras
de multiplicac¸a˜o de matrizes em blocos, que o conjunto Ma,b(E) das matrizes
E0 . . . E0 E1 . . . E1
... a× a ... ... a× b ...
E0 . . . E0 E1 . . . E1
E1 . . . E1 E0 . . . E0
... b× a ... ... b× b ...
E1 . . . E1 E0 . . . E0

e´ uma suba´lgebra de Mn(E).
Lema 1.1.11. [11, Lemma p.1509] Seja sn o polinoˆmio standard de grau n. Enta˜o
1. A a´lgebra Mn(E) satisfaz a identidade s
k
2n para algum k > 1, mas na˜o satisfaz s2n e
nem identidades da forma skm, para qualquer k, quando m < 2n.
2. Se a ≥ b, enta˜o a a´lgebra Ma,b(E) satisfaz a identidade sk2a para algum k > 1, mas na˜o
satisfaz s2a nem identidades da forma s
k
m, para qualquer k, quando m < 2a.
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Como sera´ visto mais adiante, as a´lgebras Mn(E) e Ma,b(E) desempenham um papel ex-
tremamente importante na classificac¸a˜o dos T-ideais em caracter´ıstica zero dada por Kemer
em [26].
E´ bem claro que suba´lgebras e quocientes (isto e´, imagens homomorfas) de PI-a´lgebras
sa˜o de novo PI-a´lgebras. Verifica-se facilmente que produtos diretos de PI-a´lgebras sa˜o
tambe´m PI. O pro´ximo teorema, devido a A. Regev, providencia mais uma maneira natural
de obter PI-a´lgebras a partir de duas PI-a´lgebras dadas.
Teorema 1.1.12 ([34], Theorem 5.1). O produto tensorial A⊗ B de duas PI-a´lgebras e´ de
novo uma PI-a´lgebra.
Definic¸a˜o 1.1.13. Um ideal I de uma a´lgebra A e´ dito ser um T-ideal, se I for invariante
sob todo endomorfismo φ de A, isto e´, se φ(I) ⊆ I para todo endomorfismo da a´lgebra A.
Vamos considerar principalmente T-ideais na a´lgebra livre.
Teorema 1.1.14. O ideal T (A) das identidades da a´lgebra A e´ um T-ideal de K〈X〉.
Prova: Sejam f(x1, . . . , xn) ∈ T (A) e φ : K〈X〉 → K〈X〉 um endomorfismo. Como
φ(f(x1, . . . , xn)) = f(φ(x1), . . . , φ(xn)) e f(a1, . . . , an) = 0, para quaisquer a1, . . . , an ∈ A,
obtemos φ(f(x1, . . . , xn)) ∈ T (A). Portanto, φ(T (A)) ⊆ T (A). ♦
O pro´ximo resultado mostra que a afirmac¸a˜o rec´ıproca do teorema anterior tambe´m vale.
Teorema 1.1.15. Se I e´ um T-ideal de K〈X〉, enta˜o, I = T (K〈X〉/I).
Prova: Sejam f(x1, . . . , xn) ∈ I e f1, . . . , fn ∈ K〈X〉. Como f(f1, . . . , fn) ∈ I, obtemos
f(f1 + I, . . . , fn + I) = f(f1, . . . , fn) + I.
Logo, I ⊆ T (K〈X〉/I). Por outro lado, supondo f(x1, . . . , xn) ∈ T (K〈X〉/I), temos I =
f(x1 + I, . . . , xn + I) = f(x1, . . . , xn) ∈ I. Portanto, f(x1, . . . , xn) ∈ I. ♦
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1.2 Variedades e a´lgebras relativamente livres
Nesta sec¸a˜o apresentamos as variedades de a´lgebras associativas e suas relac¸o˜es com as PI-
a´lgebras.
Definic¸a˜o 1.2.1. (1) Seja {fi(x1, . . . , xn) ∈ K〈X〉 | i ∈ I} um conjunto de polinoˆmios na
a´lgebra associativa livre K〈X〉. A classe V das a´lgebras associativas satisfazendo as
identidades polinomiais fi = 0, i ∈ I e´ chamada a variedade de a´lgebras associativas
definida, ou determinada, pelo sistema de identidades polinomiais {fi | i ∈ i}. A
variedade W e´ chamada uma subvariedade de V se W ⊂ V.
(2) O conjunto T (V) de todas identidades polinomiais satisfeitas pela variedade V e´ chamado
o T-ideal ou ideal verbal de V. Dizemos que o T-ideal T (V) e´ gerado como T-ideal
pelo conjunto {fi | i ∈ I}, se o menor ideal gerado por {fi | i ∈ I} coincide com
T (V). Usamos a notac¸a˜o T (V) = 〈fi | i ∈ I〉T e dizemos que o conjunto {fi | i ∈ I} e´
uma base das identidades polinomiais para V se fi na˜o pertence ao ideal gerado por
{fj | j ∈ I, j 6= i}. Os elementos de T (V) sa˜o chamados consequeˆncias, ou seguem,
das identidades polinomiais da base.
(3) Se R e´ qualquer a´lgebra, denotamos por T (R) o ideal das identidades polinomiais satis-
feitas por R.
Definic¸a˜o 1.2.2. Fixe um conjunto Y , a a´lgebra FY (V) na variedade V e´ chamada a´lgebra
relativamente livre de V (ou uma a´lgebra V-livre), se FY (V) e´ livre na classe V (e e´
livremente gerada por Y ). A cardinalidade de Y e´ chamada o posto de FY (V).
Proposic¸a˜o 1.2.3. [20, Proposition 2.2.5] Sejam V a variedade definida por {fi | i ∈ I}, Y
um conjunto arbitra´rio e J o ideal de K〈Y 〉 gerado por:
{fi(g1, . . . , gni) | gj ∈ K〈Y 〉, i ∈ I}.
Enta˜o a a´lgebra F = K〈Y 〉/J e´ a a´lgebra relativamente livre, com Y = {y + J | y ∈ Y }
sendo seu conjunto de geradores. Ale´m disso, quaisquer duas a´lgebras relativamente livres
de mesmo posto sa˜o isomorfas.
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Observac¸a˜o 1.2.4. A partir da Proposic¸a˜o 1.2.3, temos que o T-ideal em K〈X〉 gerado por
{fi | i ∈ I} consiste de todas as combinac¸o˜es lineares dos elementos da forma
uifi(gi1 , . . . , gin)vi onde gij , ui, vi ∈ K〈X〉.
1.3 Identidades Homogeˆneas, Multilineares e
Pro´prias
O objetivo desta sec¸a˜o e´ apresentar as relac¸o˜es que existem entre as identidades polino-
miais e os tipos de polinoˆmios existentes em K〈X〉, bem como a relac¸a˜o que existe entre
a caracter´ıstica do corpo K e os geradores do T-ideal de uma PI-a´lgebra A. Os assuntos
que discutimos aqui sa˜o relevantes, pois permitem uma reduc¸a˜o significativa do conjunto de
polinoˆmios que temos de considerar.
Definic¸a˜o 1.3.1. Um monoˆmio M tem grau k em xi, se a varia´vel xi ocorre em M exata-
mente k vezes. Um polinoˆmio e´ homogeˆneo de grau k em xi, se todos os seus monoˆmios
teˆm grau k em xi, e sera´ denotado por degxi f = k. Um polinoˆmio linear em xi e´ um
polinoˆmio de grau um em xi.
Definic¸a˜o 1.3.2. Um polinoˆmio e´ multihomogeˆneo, se para cada varia´vel xi todos os
seus monoˆmios teˆm o mesmo grau em xi. Um polinoˆmio e´ multilinear, se e´ linear em cada
varia´vel. O grau de um polinoˆmio e´ o grau de seu maior monoˆmio.
Definic¸a˜o 1.3.3. Sejam f um polinoˆmio em K〈X〉 de grau n e xk uma varia´vel de f .
Podemos escreveˆ-lo como uma soma, f =
∑n
i=0 fi, onde cada polinoˆmio fi e´ homogeˆneo de
grau i na varia´vel xk. Cada polinoˆmio fi e´ chamado a componente homogeˆnea de grau
i em xk do polinoˆmio f .
Definic¸a˜o 1.3.4. Um polinoˆmio f(x1, . . . , xm) ∈ K〈X〉 e´ multilinear de grau m, se f e´
multihomogeˆneo de grau (1, . . . , 1) em K〈x1, . . . , xm〉 ⊆ K〈X〉. Denotamos por P o conjunto
de todos os polinoˆmios multilineares de K〈X〉, enquanto que por Pn denotaremos o espac¸o
vetorial dos polinoˆmios multilineares de grau n.
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Observac¸a˜o 1.3.5. A dimensa˜o de Pn e´ n! e uma base e´ dada por
{xσ(1) . . . xσ(n) | σ ∈ Sn}.
Proposic¸a˜o 1.3.6. Seja




onde fi sa˜o as componentes homogeˆneas de f com grau i em x1.
(1) Se o corpo K tem mais que n elementos, enta˜o as identidades polinomiais fi = 0,
i = 0, 1, . . . , n, seguem de f = 0.
(2) Se carK = 0 ou carK > deg f , enta˜o f = 0 e´ equivalente a um sistema de identidades
polinomiais multilineares.
Prova: (i) Seja I = 〈f〉T o T -ideal de K〈X〉 gerado por f . Escolhemos n + 1 elementos
distintos α0, . . . , αn de K. Como I e´ um T -ideal, temos:
f(αjx1, x2, . . . , xm) =
n∑
i=0
αijfi(x1, x2, . . . , xm) ∈ I; j = 0, 1, . . . , n.
Consideramos estas equac¸o˜es como um sistema linear com inco´gnitas fi para i = 0, 1, . . . ,
n. Sendo o determinante ∣∣∣∣∣∣∣∣∣∣∣
1 α0 . . . α
n
0















o determinante de Vandermonde que e´ diferente de zero, resolvemos o sistema pela regra
de Crammer. A soluc¸a˜o e´ obtida atrave´s de somas, subtrac¸o˜es, multiplicac¸o˜es e divisa˜o por
escalar. Assim como I e´ um ideal temos cada fi(x1, x2, . . . , xm) ∈ I, ou seja, as identidades
polinomiais fi = 0 sa˜o consequeˆncias de f = 0.
(ii) Pela parte (i), podemos assumir que fi(x1, x2, . . . , xm) e´ multihomogeˆneo. Seja k =
degx1 f , escrevemos fi(y1 + y2, x2, . . . , xm) ∈ I sob a forma:
f(y1 + y2, x2, . . . , xm) =
k∑
i=0
fi(y1, y2, x2, . . . , xm)
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onde fi e´ a componente homogeˆnea de grau i em y1. Logo, fi ∈ I para i = 0, 1, . . . , k.
Como degyi fi < k; i = 1, 2, . . . , k − 1; j = 1, 2, podemos utilizar induc¸a˜o para cada fi
e obtemos assim um conjunto de consequeˆncias multilineares de f = 0. Para ver que estas
identidades multilineares sa˜o equivalentes a f = 0, e´ suficiente observarmos que:





f(y1, x2, . . . , xm)
e o coeficiente binomial e´ diferente de zero, pois assumimos que carK = 0 ou maior que o
grau de f . ♦
Observamos que, o item (i) do lema acima significa que os T-ideais gerados pelo polinoˆmio
f e pelos polinoˆmios fi para i = 0, 1, . . . , n, coincidem.
Corola´rio 1.3.7. Seja A uma a´lgebra.
(i) Se o corpo K e´ infinito, enta˜o todas identidades polinomiais de A seguem de suas
identidades multihomogeˆneas;
(ii) Se o corpo K tem caracter´ıstica zero, enta˜o todas as identidades polinomiais de A
seguem de suas identidades multilineares.
Definic¸a˜o 1.3.8. Seja R uma PI-a´lgebra com T-ideal T (R). A n-e´sima codimensa˜o do
T-ideal T (R) e´ definada como
cn(R) = dim
Pn
Pn ∩ T (R)
onde n ∈ N. A sequeˆncia
c1(R), c2(R), . . . , cn(R), . . .
e´ chamada sequeˆncia de codimenso˜es do T-ideal T(R).
A sequeˆncia das codimenso˜es de uma a´lgebra A e´ um dos invariantes nume´ricos mais
importantes das identidades polinomiais satisfeitas por A. Estudaremos em mais detalhes
codimenso˜es mais adiante. Por enquanto mencionamos que o principal ingrediente da demon-
strac¸a˜o do teorema A⊗B de Regev consiste em demonstrar o seguinte resultado. Se R e´ uma
PI-a´lgebra enta˜o cn(R) < (d− 1)2n, onde d e´ o grau de alguma identidade satisfeita por R.
Veja que dimPn = n! e a func¸a˜o n! tem crescimento muito mais ra´pido que (d− 1)2n. Dito
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em outras palavras, os T-ideais em K〈X〉 sa˜o muito “grandes”. Portanto conve´m estudar o
quociente Pn/Pn∩T (R) ao inve´s de Pn∩T (R). Ressaltamos tambe´m que tal fato na˜o ocorre
no caso de a´lgebras de Lie. Conhecem-se exemplos de a´lgebras de Lie com crescimento das
codimenso˜es mais que exponencial, ver [32, Theorem 6].
Definic¸a˜o 1.3.9. Um polinoˆmio f ∈ K〈X〉 e´ chamado polinoˆmio pro´prio se e´ com-
binac¸a˜o linear de produtos de comutadores, isto e´:
f(x1, . . . , xm) =
∑
α(i,...,j)[xi1 , . . . , xip ] . . . [xj1 , . . . , xjq ], α(i,...,j) ∈ K.
Para uma definic¸a˜o mais abrangente, assumiremos que 1 e´ um produto de um conjunto vazio
de comutadores. Denotaremos por B o conjunto de todos os polinoˆmios pro´prios em K〈X〉.
Teorema 1.3.10. [20, Proposition 4.3.3] Se A e´ uma a´lgebra unita´ria sobre um corpo in-
finito, enta˜o todas as identidades polinomiais de A seguem das suas identidades pro´prias (ou
seja, daquelas em T (A) ∩ B.) Se a caracter´ıstica do corpo for zero, enta˜o as identidades
polinomias de A seguem das identidades pro´prias multilineares.
1.4 A´lgebras Graduadas
Nesta sec¸a˜o introduzimos a definic¸a˜o de a´lgebras graduadas por um grupo. Apresentamos al-
guns exemplos de graduac¸o˜es, bem como resultados importantes para o decorrer do trabalho.
Seja A uma a´lgebra sobre um corpo K e G um grupo qualquer.
Definic¸a˜o 1.4.1. Uma a´lgebra (na˜o necessariamente associativa) A e´ G-graduada se A
pode ser escrita como uma soma direta de subespac¸os A =
⊕
g∈GAg tal que AgAh ⊆ Agh
para quaisquer g, h ∈ G.
Da definic¸a˜o e´ imediato que qualquer a ∈ A pode ser escrito unicamente como uma soma
finita a =
∑
g∈G ag com ag ∈ Ag. Os subespac¸os Ag sa˜o chamados de componentes ho-
mogeˆneas de A. Desse modo, dizemos que um elemento a ∈ A e´ homogeˆneo (ou homogeˆneo
de grau g) se a ∈ Ag.
Definic¸a˜o 1.4.2. Um homomorfismo φ : A → B entre a´lgebras G-graduadas e´ um homo-
morfismo G-graduado se φ(Ag) ⊆ Bg para todo g ∈ G.
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Definic¸a˜o 1.4.3. Um subespac¸o B de uma a´lgebra G-graduada A e´ G-graduado ou ho-
mogeˆneo se B = ⊕g∈G(B ∩ Ag). Em outras palavras, B e´ graduado se para qualquer b ∈ B,
b =
∑
g∈G bg implica que bg ∈ B para todo g ∈ G. De maneira ana´loga define-se ideal
graduado (ou homogeˆneo).
A demonstrac¸a˜o do pro´ximo lema e´ imediata e sera´ omitida.
Lema 1.4.4. Se I e´ um ideal G-graduado de uma a´lgebra G-graduada A, enta˜o A/I e´ uma
a´lgebra G-graduada tomando-se (A/I)g = {a+ I | a ∈ Ag}.
Observac¸a˜o 1.4.5. Se φ : A → B e´ um homomorfismo G-graduado, enta˜o kerφ e´ um
ideal G-graduado de A e φ(A) e´ uma suba´lgebra G-graduada de B tal que φ(A)g = φ(Ag)
para todo g ∈ G. Ale´m disso, A/ kerφ ∼= φ(A), onde o isomorfismo canoˆnico e´ isomorfismo
G-graduado.
Exemplo 1.4.6. Qualquer a´lgebra A pode ser graduada por qualquer grupo G. Basta definir
Ae = A e Ag = 0 para qualquer g 6= e ∈ G. Tal G-graduac¸a˜o e´ chamada graduac¸a˜o trivial.
Exemplo 1.4.7. Seja G = Z2 e A = E a a´lgebra de Grassmann de dimensa˜o infinita com
unidade. Sejam E0 = {1, ei1 . . . ei2n | i1 < · · · < i2n}; E1 = {ei1 . . . ei2m+1 | i1 < · · · < i2m+1}.
Isto define uma Z2-graduac¸a˜o em E = E0 ⊕ E1.
Exemplo 1.4.8. Seja Mn(K) a a´lgebra das matrizes de ordem n sobre K. Sejam eij as
matrizes elementares, 1 ≤ i, j ≤ n. Assim a matriz eij tem entrada 1 na posic¸a˜o (i, j) e
zeros nas demais posic¸o˜es. Para α ∈ Zn, defina M(α)n como o subespac¸o de Mn(K) gerado






 ; aii ∈ K, i = 1, . . . , n
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e para 0 < t ≤ n− 1, M(t¯)n consiste de matrizes da forma
0 . . . 0 a1,t+1 0 . . . 0







0 . . . 0 0 0 . . . an−t,n





0 . . . an,t 0 0 . . . 0






e Mn(K) e´ Zn-graduada.
Exemplo 1.4.9. Uma outra graduac¸a˜o em Mn(K) pode ser dada do seguinte modo. Para
cada α ∈ Z, seja Mn(K)(α) o subespac¸o de Mn(K) gerado por todas as matrizes elementares
eij tais que j − i = α. Assim, Mn(K)(0) consiste das matrizes da forma
a11 0 . . . 0





0 0 . . . ann
 , a11, a22, . . . , ann ∈ K;
Exemplo 1.4.10. para 1 ≤ α ≤ n− 1, Mn(K)(α) consiste das matrizes da forma
0 . . . 0 a1,α+1 0 . . . 0







0 . . . 0 0 0 . . . an−α,n






0 . . . 0 0 0 . . . 0

, a1,α+1, a2,α+2, . . . , an−α,n ∈ K
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e Mn(K)
(−α) consiste das matrizes da forma






0 0 . . . 0 0 . . . 0
aα+1,1 0 . . . 0 0 . . . 0







0 0 . . . an,n−α 0 . . . 0

, aα+1,1, aα+2,2, . . . , an,n−α ∈ K.
Finalmente, Mn(K)





(α+β), se |α + β| < n
{0}, se |α + β| ≥ n.




(α) = 0 se |α| ≥ n,
define uma Z-graduac¸a˜o em Mn(K).
Exemplo 1.4.11. Podemos tambe´m graduar Mn(K) da seguinte forma: seja G um grupo
arbitra´rio. Dada uma n-upla (g1, . . . , gn) ∈ Gn defina
M(g)n = spanK{eij | g−1i gj = g},
onde g ∈ G e eij sa˜o as matrizes elementares. Na˜o e´ dif´ıcil ver que isto define uma G-
graduac¸a˜o em Mn(K). Tal graduac¸a˜o (onde as matrizes eij sa˜o homogeˆneas) e´ chamada
graduac¸a˜o elementar.
As graduac¸o˜es elementares proveˆm de graduac¸o˜es num espac¸o vetorial de dimensa˜o n.
Suponha V um espac¸o vetorial G-graduado, dimV = n. Seja V = ⊕g∈GVg a decomposic¸a˜o
de V em soma direta de componentes homogeˆneas. Um operador linear ϕ em V e´ G-
graduado (ou homogeˆneo) de grau h se ϕ(Vg) ⊆ Vhg para todo g ∈ G. Seja pig : V → Vg a
projec¸a˜o canoˆnica de V sobre Vg. Enta˜o para qualquer operador homogeˆneo ϕ em V , pigϕpih
e´ um operador homogeˆneo, com grau igual a gh−1. Mais ainda, ϕ =
∑
g,h∈G pigϕpih e esta
decomposic¸a˜o define uma G-graduac¸a˜o em L(V ), a a´lgebra dos operadores lineares de V .
Para mais detalhes veja [8, Section 2.1].
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Proposic¸a˜o 1.4.12 ([9], Proposition 2.2). A a´lgebra Mn(K) com uma G-graduac¸a˜o el-
ementar e´ isomorfa (como a´lgebra G-graduada) a` a´lgebra L(V ) de algum espac¸o vetorial
G-graduado V .
Exemplo 1.4.13. Seja (t, λ) ∈ Zn × Z2. Defina Mn(E)(t,λ) = {(aij) ∈ Mn(E) | aij ∈ Eλ}
se j − i = t e 0 caso contra´rio. Na˜o e´ dif´ıcil ver que isto define uma Zn ×Z2-graduac¸a˜o em
Mn(E).
Exemplo 1.4.14. A partir da Zn×Z2-graduac¸a˜o em Mn(E) podemos definir uma Zn×Z2-




Em Mk,l(E)⊗ E definimos
(Mk,l(E)⊗ E)(t,λ) := (Mk,l(E))(t,λ) ⊗ E0 ⊕ (Mk,l(E))(t,λ+1) ⊗ E1.






 | a, d ∈ E0




 | b, c ∈ E1

e as demais componentes sa˜o nulas.
Como trabalharemos com identidades graduadas, temos de definir uma G-graduac¸a˜o para
a a´lgebra associativa livre K〈X〉. Seja {Xg | g ∈ G} uma famı´lia de subconjuntos disjuntos
e enumera´veis de X tais que X = ∪g∈GXg. Uma varia´vel x ∈ X tem grau homogeˆneo g,
denotado por α(x) = g, se x ∈ Xg. O conjunto dos monoˆmios
{xi1 · · · xik | xi1 , . . . , xik ∈ X, k ∈ N}
e´ uma base da a´lgebra livre K〈X〉 como espac¸o vetorial. O grau homogeˆneo de um monoˆmio
m = xi1 · · ·xik e´ definido como α(m) = α(xi1) + · · ·+α(xik). Para g ∈ G, denote por K〈X〉g
o subespac¸o de K〈X〉 gerado por todos os monoˆmios com grau homogeˆneo g. Note que
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Definic¸a˜o 1.4.15. Um ideal I de uma a´lgebra G-graduada A e´ um TG-ideal se e´ invariante
sob todos os endomorfismos G-gradudados de A, ou seja, φ(I) ⊆ I para todo endomorfismo
G-graduado φ de A.
Definic¸a˜o 1.4.16. Um polinoˆmio f(x1, . . . , xn) ∈ K〈X〉 e´ uma identidade polinomial
G-graduada da a´lgebra G-graduada A se f(a1, . . . , an) = 0 para quaisquer a1, . . . , an ∈
∪α∈GAα tais que ai ∈ Aα(xi), i = 1, . . . , n.
O lema a seguir e´ de fa´cil demonstrac¸a˜o, pore´m bastante u´til.
Lema 1.4.17. Se A e B sa˜o duas a´lgebras G-graduadas tais que TG(A) ⊆ TG(B), enta˜o
T (A) ⊆ T (B). Se ainda TG(A) = TG(B) enta˜o T (A) = T (B).












x1g, . . . ,
∑
g∈G
xmg) ∈ TG(A) ⊆ TG(B).
Logo f(b1, . . . , bm) = f(
∑
g∈G b1g, . . . ,
∑
g∈G bmg) = 0, assim T (A) ⊆ T (B).
A segunda afirmac¸a˜o do lema decorre imediatamente da primeira, usando-se as duas
incluso˜es opostas ao inve´s da igualdade. ♦
1.5 A´lgebras de Lie
Durante esta sec¸a˜o K denotara´ um corpo infinito.
Definic¸a˜o 1.5.1. Seja K um corpo e L um espac¸o vetorial sobre K. Dizemos que L e´ uma
a´lgebra de Lie se existe uma multiplicac¸a˜o [ , ] em L satisfazendo:
(1) [x, y] = −[y, x], para todo x, y ∈ L. Esta propriedade e´ conhecida como lei anticomu-
tativa. E se carK = 2, enta˜o exigimos que [x, x] = 0.
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(2) [[x, y], z] + [[y, z], x] + [[z, x], y] = 0, x, y, z ∈ L, conhecido como identidade de
Jacobi.
Observac¸a˜o 1.5.2. Se carK 6= 2 enta˜o a condic¸a˜o (1) da definic¸a˜o anterior e´ equivalente
a` condic¸a˜o [x, x] = 0.
Definic¸a˜o 1.5.3. Um subespac¸o M de uma a´lgebra de Lie L e´ chamado um ideal de L se
[M,L] ⊆ L.
Definic¸a˜o 1.5.4. Sejam x1, . . . , xn ∈ L. O produto [x1, . . . , xn] sera´ escrito da esquerda
para a direita, isto e´,
[x1, x2, . . . , xn−1, xn] = [[x1, x2, . . . , xn−1], xn], x1, . . . , xn ∈ L, n > 3.
Exemplo 1.5.5. Toda a´lgebra associativa A torna-se uma a´lgebra de Lie, que denotaremos
por A(−), com respeito a` operac¸a˜o
[a1, a2] = a1a2 − a2a1, ai ∈ A, i = 1, 2.
Observac¸a˜o 1.5.6. O Teorema 1.5.9 mostra que toda a´lgebra de Lie e´ uma suba´lgebra de
A(−) para uma a´lgebra associativa conveniente A.
Exemplo 1.5.7. Seja R uma a´lgebra e denote por DerR o conjunto de todas as trans-
formac¸o˜es lineares δ : R → R tais que δ(ab) = δ(a)b + aδ(b). Tais transformac¸o˜es sa˜o
chamadas derivac¸o˜es. E´ fa´cil verificar que DerR e´ um espac¸o vetorial e que [δ, µ] = δµ−µδ
e´ uma derivac¸a˜o, se δ, µ ∈ DerR. Como todas as transformac¸o˜es lineares de R formam
uma a´lgebra associativa, pelo exemplo anterior e´ fa´cil ver que DerR e´ uma a´lgebra de Lie.
Exemplo 1.5.8. Seja R = K[t] o anel dos polinoˆmios em uma varia´vel. Seja d ∈ DerR.
Como d(tn) = ntn−1d(t) e d(1) = 0, enta˜o d e´ unicamente determinada pelo valor d(t). Em












, e0 = t
d
dt
, . . . , en = t
n+1 d
dt
, . . .
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formam uma base de W1 com multiplicac¸a˜o dada por [ei, ej] = (j − i)ei+j.
De modo mais geral, a a´lgebra de Lie Wn = DerK[t1, . . . , tn] e´ gerada por todas as
derivac¸o˜es da forma f(t1, . . . , tn)
∂
∂ti

















Teorema 1.5.9 (Poincare´-Birkhoff-Witt). [20, Theorem 1.3.2] Seja G uma a´lgebra de Lie
com base como espac¸o vetorial dada por
{gi | i ∈ I}
onde I e´ um conjunto ordenado. Enta˜o:
(i) Existe uma a´lgebra associativa U(G), chamada a´lgebra universal envolvente de G tal
que G e´ uma suba´lgebra de Lie de U(G)(−) e para toda a´lgebra associativa A, todo
homomorfismo de a´lgebras de Lie
φ : G→ A(−)
pode ser extendido para um homomorfismo de a´lgebras associativas
ψ : U(G)→ A.
Ale´m disso, U(G) e´ u´nica a menos de isomorfismo.
(ii) A a´lgebra universal envolvente U(G) de G tem uma base dada por
{gi1 . . . gin | i1 6 · · · 6 in, n = 0, 1, . . . }.
Teorema 1.5.10 (Witt). [20, Theorem 1.3.5] A a´lgebra de Lie livre, isto e´, a a´lgebra livre
na classe de todas a´lgebras de Lie no sentido da Definic¸a˜o 1.1.1, com conjunto de geradores
livres X e´ isomorfa a` suba´lgebra de Lie gerada por X na a´lgebra K〈X〉(−), onde K〈X〉 e´ a
a´lgebra associativa livre. Tal a´lgebra de Lie sera´ denotada por L(X).
Os elementos de L(X) sa˜o chamados polinoˆmios de Lie em X, qualquer comutador dos
elementos de X e´ chamado monoˆmio de Lie. Qualquer monoˆmio de Lie f em x1, . . . , xn e´
um polinoˆmio associativo multihomogeˆneo como elemento de K〈X〉. Assim deg f e degxi f ,
1 ≤ i ≤ n esta˜o todos bem definidos.
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Definic¸a˜o 1.5.11. Um polinoˆmio na˜o nulo f = f(x1, . . . , xn) ∈ L(X) e´ chamado uma
identidade polinomial da a´lgebra de Lie L, se f(a1, . . . , an) = 0 para todos a1, . . . ,
an ∈ L. A identidade de Lie f e´ homogeˆnea e deg f = k se todos os monoˆmios de Lie de
f sa˜o de grau k. Uma identidade e´ multihomogeˆnea se todos os seus monoˆmios de Lie sa˜o
multihomogeˆneos do mesmo multigrau. Em particular, f = f(x1, . . . , xn) e´ multilinear se
degxi = 1 para todo i = 1, . . . , n.
Como no caso associativo, todas as identidades de Lie de L formam um ideal Id(L) de
L(X) esta´vel sob todos endomorfismos da a´lgebra de Lie L(X)→ L(X). Chamaremos tais
ideais de novo de T-ideais; isso na˜o podera´ gerar confusa˜o com o caso associativo.
Teorema 1.5.12 ([5], Theorem 5, Section 4.2). Se carK = 0, enta˜o toda identidade de Lie
e´ equivalente a uma famı´lia de identidades multilineares. Em particular, qualquer T-ideal de
L(X) e´ gerado pelos polinoˆmios multilineares que ele conte´m.
Lema 1.5.13. Sejam L uma a´lgebra de Lie e f = f(x1, . . . , xn) um polinoˆmio de Lie em
x1, . . . , xn. Enta˜o o espac¸o gerado por todos os valores f(a1, . . . , an), a1, . . . , an ∈ L, e´ um
ideal de L.
Proposic¸a˜o 1.5.14 ([5], Section 4). Seja f = f(x1, . . . , xn) um polinoˆmio de Lie homogeˆneo
de grau k. Enta˜o
1. f e´ uma combinac¸a˜o linear de comutadores [xi1 , . . . , xik ];
2. se f e´ multilinear, k = n, enta˜o f e´ uma combinac¸a˜o linear dos monoˆmios
[x0, xσ(1), . . . , xσ(n)], σ ∈ Sn; (1.2)
3. os elementos (1.2) sa˜o linearmente independentes sobre K e ainda formam uma base
do espac¸o dos polinoˆmios multilineares de grau n em L(X).
Definic¸a˜o 1.5.15. O polinoˆmio multilinear de Lie
sn(x0, x1, . . . , xn) =
∑
σ∈Sn
[x0, xσ(1), . . . , xσ(n)]
e´ chamado polinoˆmio standard de Lie de grau n + 1. Uma a´lgebra de Lie L satisfaz a
identidade standard de grau n+ 1 se sn(x0, x1, . . . , xn) = 0 em L.
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Definic¸a˜o 1.5.16. A a´lgebra de Lie Wn = L pode ser Z-graduada do seguinte modo: Ls =
{0} para s ≤ −2 e Ls−1 e´ o espac¸o gerado por todas as derivac¸o˜es da forma f δδxi com f
polinoˆmio homogeˆneo de grau s.
Observac¸a˜o 1.5.17. Para W1 = ⊕i∈ZLi temos em particular:
Li = {0}, i ≤ −2
Li = span 〈ti+1d/dt〉, i ≥ −1.
Teorema 1.5.18. A a´lgebra de Lie Wn = DerK[t1, . . . , tn] satisfaz a identidade standard
sm(x0, . . . , xm), com m = n
2 + 2n+ 2.
Prova: Ver [5] p. 43. ♦
1.6 Teoria de Kemer
Aqui apresentamos um breve resumo sobre a teoria estrutural dos T-ideais desenvolvida por
Kemer para a´lgebras sobre corpos de caracter´ıstica zero.
Essa teoria foi desenvolvida ha´ aproximadamente 25 anos, e foi um dos feitos mais sig-
nificativos e importantes na PI teoria. Kemer conseguiu classificar os T-ideais. Ele mostrou
que os T-ideais na a´lgebra associativa livre, sobre corpos de caracter´ıstica 0, teˆm comporta-
mento semelhante ao dos ideais na a´lgebra dos polinoˆmios em va´rias varia´veis. Ainda mais
ele descreveu os chamados T-ideais T-primos (isto e´, primos na classe de todos T-ideais) em
termos concretos e realizou esses T-ideais como ideais de treˆs se´ries de a´lgebras bem concre-
tas e naturais. Uma das principais ferramentas utilizada por Kemer foi a das identidades
Z2-graduadas e o uso sisteˆmico da a´lgebra de Grassmann e da sua graduac¸a˜o natural. Como
uma consequeˆncia direta ele resolveu o famoso Problema de Specht. Mais precisamente ele
mostrou que toda a´lgebra associativa sobre corpo de caracter´ıstica 0, tem base finita das
suas identidades.
Na˜o descreveremos a teoria desenvolvida por Kemer em detalhes pois isso nos levaria a
um aumento significativo do texto. Por outro lado, na˜o precisaremos utilizar os me´todos
desenvolvidos por Kemer. O leitor interessado pode consultar a monografia [26] ou ainda
[23] e [24].
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Definic¸a˜o 1.6.1. Diremos que
1. Um T-ideal S e´ T-semiprimo se, para qualquer T-ideal J com J n ⊆ S, enta˜o J ⊆ S.
2. Um T-ideal I e´ T-primo se, para quaisquer T-ideais J1, J2 tais que J1J2 ⊆ I, enta˜o
J1 ⊆ S ou J2 ⊆ S.
Teorema 1.6.2. [26, Theorem 1.2]
1. Seja V 6= ∅ uma variedade. Enta˜o V = NmW, onde Nm e´ a variedade de todas
as a´lgebras nilpotentes de ı´ndice menor ou igual a m, W e´ a maior subvariedade
semiprima de V e o produto de duas variedades NM consiste das a´lgebras A que
possuem um ideal I contido em N e cujo quociente A/I esta´ em M.
2. O T-ideal I e´ semiprimo se, e somente se, I = I1 ∩ · · · ∩ Iq onde os T-ideais Ij sa˜o
T-primos.
3. Os u´nicos T-ideais T-primos na˜o triviais sa˜o:
T (Mn(K)), T (Mn(E)) e T (Ma,b(E)).
Definic¸a˜o 1.6.3. Se A = A0 ⊕ A1 e´ uma a´lgebra Z2-graduada enta˜o
E ⊗ A = A0 ⊗ E0 ⊕ A1 ⊗ E1
onde E = E0 ⊕ E1 e´ a a´lgebra de Grassmann, e´ denominado o envelope de Grassmann
da a´lgebra A.
Teorema 1.6.4. [26, Theorem 2.3]
1. Todo T-ideal na˜o trivial coincide com o T-ideal do envelope de Grassmann de uma
a´lgebra Z2-graduada e finitamente gerada.
2. O T-ideal de qualquer a´lgebra Z2-graduada e finitamente gerada coincide com o T-ideal
de alguma a´lgebra Z2-graduada de dimensa˜o finita.
3. De (1) e (2) segue que todo T-ideal na˜o trivial coincide com o T-ideal do envelope de
Grassmann de alguma a´lgebra Z2-graduada de dimensa˜o finita.
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Mais ainda, Kemer demonstrou que o produto tensorial de quaisquer duas a´lgebras T-
primas e´ PI-equivalente a uma a´lgebra T-prima. Em outras palavras, a classe das a´lgebras
T-primas e´ fechada com respeito a produtos tensoriais, a menos de PI equivaleˆncia.
Teorema 1.6.5 (Teorema do produto tensorial de Kemer). Seja carK = 0. Enta˜o
Ma,b ⊗ E ∼Ma+b(E); Ma,b ⊗Mc,d ∼Mac+bd,ad+bc; M1,1 ∼ E ⊗ E.
Nos demais casos temos isomorfismos.
E´ sabido, ver [1, 3, 4], que no caso de caracter´ıstica p > 2, o Teorema do produto tensorial
falha. Mas ele continua va´lido se considerarmos somente identidades multilineares.
1.7 Produto tensorial Z2-graduado
Nesta sec¸a˜o apresentamos a definic¸a˜o e alguns resultados sobre o produto tensorial Z2-
graduado, que sera´ objeto de estudo do Cap´ıtulo 2. Para mais detalhes e usos veja [41], e
em [13] encontramos uma abordagem mais formal.
Definic¸a˜o 1.7.1. Sejam A e B duas K-a´lgebras Z2-graduadas. Os elementos de A0 ∪ A1
sa˜o homogeˆneos com Z2-grau ∂(a) = i, se a ∈ Ai. O produto tensorial graduado A⊗¯B
com respeito a esta Z2-graduac¸a˜o e´ o espac¸o vetorial A⊗K B com multiplicac¸a˜o
(a1⊗¯b1)(a2⊗¯b2) = (−1)∂(b1)∂(a2)a1a2⊗¯b1b2,
para ai, bi homogeˆneos.
Definic¸a˜o 1.7.2. Duas K-a´lgebras A e B sa˜o multilinearmente equivalentes se elas
satisfazem as mesmas identidades multilineares, denotaremos isso por A ∼ B.
Observac¸a˜o 1.7.3. 1. Para a prova que o produto tensorial Z2-graduado esta´ bem definido,
que A⊗¯B e B⊗¯A sa˜o isomorfas e que A⊗¯(B⊗¯C) e A⊗¯(B⊗¯C) sa˜o isomorfas veja [41].
2. A associatividade na˜o ocorre se envolvermos o tensor graduado e o tensor ordina´rio.
Por exemplo: (E⊗¯E)⊗E ∼ E⊗E enquanto E⊗¯(E⊗E) ∼ E⊗E⊗E ([37, Theorem
6.4 (b)]), ou seja, a´lgebras que na˜o sa˜o PI-equivalentes na˜o podem ser isomorfas.
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Teorema 1.7.4 ([37], Theorem 5.1). Sejam A e B PI-a´lgebras que sa˜o Z2-graduadas, enta˜o
A⊗¯B e´ uma PI-a´lgebra.
Eles tambe´m introduziram uma ferramenta poderosa para estudar identidades do produto
tensorial graduado, chamada decomposic¸a˜o regular.
Definic¸a˜o 1.7.5. Seja U uma a´lgebra e considere a decomposic¸a˜o U = U1 ⊕ · · · ⊕ Ur, onde
os Ui sa˜o espac¸os vetoriais. Tal decomposic¸a˜o e´ chamada “regular” se satisfaz:
(P1) Dados n e uma sequeˆncia ordenada i1, . . . , in com 1 ≤ ij ≤ r para todo ij, existem
xi1, . . . , xin onde cada xij ∈ Uij e xi1 · · ·xin 6= 0.
(P2) Para todo x ∈ Ui, y ∈ Uj (1 ≤ i, j ≤ r), xy = εUi,jyx, onde 0 6= εUi,j ∈ K depende
somente de i e j. Da´ı para elementos homogeˆneos x, y ∈ U ,
xy = εUdeg(x),deg(y)yx. (1.3)
Para mais detalhes ver [37, Section 2.2]. Usando esta decomposic¸a˜o eles provaram o
seguinte resultado.
Proposic¸a˜o 1.7.6. [37, Proposition 6.3] Temos:
1. Ma(E)⊗¯Mb(E) ∼Mab(E).
2. M1,1(E)⊗¯E ∼ E ⊗ E ⊗ E e (E ⊗ E)⊗¯E ∼ E ⊗ E ⊗ E.
3. Ma,a(E)⊗¯Mn(E) ∼M2an(E).
4. Ma,a(E)⊗¯Mb,b(E) ∼M2ab,2ab(E) e (E ⊗ E)⊗¯(E ⊗ E) ∼ E⊗4.
E enta˜o conjeturaram que:
Conjetura 1.7.7. [37, Conjecture 6.2] Sejam A e B duas a´lgebras T -primas. Enta˜o A⊗¯B ∼
C para alguma a´lgebra T -prima C.
CAPI´TULO 2
TENSOR Z2-GRADUADO
Este cap´ıtulo conte´m alguns dos principais resultados da tese. Aqui apresentamos os de-
mais casos da Conjetura 1.7.7. Provamos que em caracter´ıstica positiva o produto tensorial
graduado na˜o se comporta como em caracter´ıstica zero. Mais exatamente, provamos que se
carK = 0, temos T (Mk,l⊗¯E) = T (Mk+l(E)) e T (Mk,l⊗¯Mr,s) = T (Mp,q) onde p = kr + ls,
q = ks+ lr, exatamente o mesmo comportamento do produto tensorial ordina´rio, isto e´, sem
considerar a Z2-graduac¸a˜o. Se carK = p > 2, provamos que T (M2(E)) ⊂ T (M1,1⊗¯E), uma
inclusa˜o pro´pria. Os resultados deste cap´ıtulo foram publicados no artigo [21].
2.1 A a´lgebra M1,1(E)⊗¯E
Seja K um corpo infinito, carK = p > 2. Seja X = ∪(i,j)∈{0,1}X(i,j), onde X(0,0) = {ui},
X(0,1) = {vi}, X(1,0) = {ti} e X(1,1) = {wi}, i = 1, 2, . . . , sa˜o conjuntos infinitos e disjuntos de
varia´veis. Defina G = Z2 × Z2. A a´lgebra K〈X〉 e´ G-graduada de modo natural, conforme
feito em 1.1.
Agora sejam Y = {ui, wi} e Z = {vi, ti}. Defina uma Z2-graduac¸a˜o em K〈X〉, supondo
Y varia´veis pares e Z varia´veis ı´mpares. Seja T o ideal em K〈X〉 gerado por todos ab −
(−1)∂(a)∂(b)ba, onde a e b sa˜o monoˆmios homogeˆneos e defina Ω = K〈X〉/T . A a´lgebra Ω e´ a
30
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a´lgebra supercomutativa livre e Ω ∼= K[Y ]⊗K E(Z), onde K[Y ] e´ a a´lgebra dos polinoˆmios
comutativos em Y e E(Z) e´ a a´lgebra de Grassmann gerada pelo espac¸o vetorial com base
Z, ver ([10], Section 2).
Sejam Y = {ykij}, Z = {zkij} e Ω = K[Y ] ⊗K E(Z) a a´lgebra supercomutativa livre
correspondente. Seguindo [10], vamos construir a a´lgebra relativamente livre na variedade
de a´lgebras gerada por M2(E). Esta a´lgebra relativamente livre e´ uma suba´lgebra de M2(Ω).







Teorema 2.1.1 ([10], Theorem 2). 1. As matrizes B(1), B(2), . . . , geram uma suba´lgebra
de M2(Ω) que e´ relativamente livre em varM2(E).
2. As matrizes C(1), C(2), . . . , geram uma suba´lgebra de M2(Ω) que e´ relativamente livre
em varM1,1(E).
Observac¸a˜o 2.1.2. O teorema anterior pode ser visto como um ana´logo das matrizes gene´ri-
cas. Recordamos a respectiva construc¸a˜o. Sejam x
(k)
ij varia´veis comutativas, 1 ≤ i, j ≤ n,
k ≥ 1 e denote por K[X] a a´lgebra polinomial (comutativa) nas varia´veis x(k)ij . Sejam
Xk = (x
(k)
ij ) matrizes n × n em Mn(K[X]). Enta˜o a a´lgebra Gn, gerada pelas matrizes
X1, X2, . . . , e´ a a´lgebra das matrizes gene´ricas de ordem n. E´ bem conhecido, ver por
exemplo [20, p. 86], que Gn e´ isomorfa a` a´lgebra relativamente livre na variedade de a´lgebras
determinada por Mn(K). A a´lgebra Gn e´ um dos principais objetos de estudo da Teoria de
Ane´is.








onde ui, wi ∈ Ω0 e ti, vi ∈ Ω1 e Ω = Ω0 ⊕ Ω1. Seja SC uma outra co´pia da a´lgebra
supercomutativa livre; SC e´ livremente gerada pelas varia´veis pares {yi} e ı´mpares {zi}.
Sejam C
(r,s)




(i)⊗¯yi, C(0,1)i = A(i)⊗¯zi, C(1,0)i = D(i)⊗¯yi, C(1,1)i = D(i)⊗¯zi, i ≥ 1.
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Denote por F a a´lgebra gerada por C
(r,s)
i , r, s ∈ Z2, i ≥ 1. Temos F e´ G-graduada a partir
dos G-graus dos elementos C(r,s).
Agora, defina ψ : K〈X〉 → F pondo:
ui 7→ C(0,0)i ; vi 7→ C(0,1)i ; ti 7→ C(1,0)i , wi 7→ C(1,1)i .
E´ fa´cil verificar que ψ e´ um homomorfismo G-graduado, sobrejetor e ale´m disso, kerψ =
TG(M1,1(E)⊗¯E). Logo, F ∼= K〈X〉/TG(M1,1(E)⊗¯E). Aqui estamos considerando a G-
graduac¸a˜o em M1,1(E)⊗¯E como em [4, p. 1016], isto e´, sendo P = M1,1(E)⊗¯E, defina
P(α,β) = (M1,1(E))
(α,β)⊗¯E0 ⊕ (M1,1(E))(α,β+1)⊗¯E1, (α, β) ∈ G. Assim





 | a, d ∈ E0} e M(1,1) = {
 0 b
c 0
 | b, c ∈ E1}.
Seja S o conjunto de identidades na tabela a seguir, onde t ∈ Z2.
Identidade (α(x1), β(x1)) (α(x2), β(x2)) (α(x3), β(x3))
x1x2 − x2x1 (0, 0) (0, 0)
(0, 1) (0, 0)
x1x2 + x2x1 (0, 1) (0, 1)
x1x2x3 − x3x2x1 (t, 0) (t, 0) (t, 1)
(t, 0) (t, 1) (t, 0)
(t, 1) (t, 0) (t, 0)
x1x2x3 + x3x2x1 (t, 0) (t, 1) (t, 1)
(t, 1) (t, 0) (t, 1)
(t, 1) (t, 1) (t, 1)
Lema 2.1.3. [4, Lemma 6] Seja I ′ o ideal de identidades G-graduadas gerado pelo conjunto
S e por todos os monoˆmios em TG(P ). Enta˜o I
′ ⊆ TG(P ).
Corola´rio 2.1.4. [4, Corollary 13] Nas mesmas hipo´teses do lema anterior, temos:
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1. TG(M2(E)) ⊆ TG(M1,1(E)⊗¯E).
2. T (M2(E)) ⊆ T (M1,1(E)⊗¯E).
Sejam M(x1, . . . , xm), N(x1, . . . , xm) ∈ K〈X〉 monoˆmios da a´lgebra livre G-graduada
K〈X〉. Denote por F ′ a a´lgebra gerada pelas matrizes A(i) e D(i). Esta a´lgebra pode ser
G-graduada definindo o G-grau de A(i) como sendo (0, 0) e o G-grau de D(i) (1, 1). Assim as
componentes de G-grau (0, 1) e (1, 0) sera˜o nulas. Seja ϕ : K〈X〉 → F ′ um homomorfismo
G-graduado definido por ϕ(xi) = A
(i) ou B(i), dependendo de ∂(xi).
Proposic¸a˜o 2.1.5. ([4], Proposition 14) Suponha que as matrizes ϕ(M(x1, . . . , xm)) e
±ϕ(N(x1, . . . , xm)) para algum ϕ, teˆm em alguma posic¸a˜o o mesmo elemento na˜o nulo,
enta˜o M ≡ ±N mod I ′.
Teorema 2.1.6. As identidades G-graduadas de M1,1(E)⊗¯E seguem dos polinoˆmios do con-
junto S e de todos os monoˆmios em TG(M1,1(E)⊗¯E).
Prova: E´ suficiente provar que se f e´ multihomogeˆneo tal que f ∈ TG(M1,1(E)⊗¯E), enta˜o






com fi monoˆmio em K〈X〉 e ai 6= 0 para algum i. Suponha que r > 0. Assim f1 /∈
TG(M1,1(E)⊗¯E) devido a` minimalidade de r. Assim existem δk = γtk,1 +· · ·+γtk,nk , tr,s 6= tu,v
para (u, v) 6= (r, s) tais que f(δ1, . . . , δm) 6= 0. Escreva f1 = xi1 . . . xiq . Seja J = {ti,j | 1 ≤
i ≤ m, 1 ≤ j ≤ ni} ⊂ N e defina uma func¸a˜o g : J → {1, . . . ,m} pondo g(tu,v) = u; g esta´
bem definida. Como f1(δ1, . . . , δm) 6= 0 obtemos um termo Hj1 . . . Hjq⊗¯e 6= 0, Hjs ∈M1,1(E)
para 1 ≤ s ≤ q, que na˜o sera´ cancelado. Aqui e ∈ SC. Ale´m disso, note que g(jk) = ik.
De (2.1) obtemos a1f1(δ1, . . . , δm) = −
∑r
i=2 aifi(δ1, . . . , δm) e assim o lado direito conte´m
um termo Hjσ(1) . . . Hjσ(q)⊗¯e para algum σ ∈ Sq. Mas Hj1 . . . Hjq e Hjσ(1) . . . Hjσ(q) possuem
uma mesma entrada na˜o nula numa mesma posic¸a˜o. Assuma que o u´ltimo termo acima venha
de f2 = xs1 . . . xsq , enta˜o g(jσ(k)) = sk. Seja h1(x1, . . . , xq) = xj1 . . . xjq e h2(x1, . . . , xq) =
xjσ(1) . . . xjσ(q) . Assim pela Proposic¸a˜o 2.1.5, h1 ≡ ±h2 mod I ′. Mas iσ(k) = g(jσ(k)) = sk e
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da´ı f1(x1, . . . , xm) = h1(xj1 , . . . , xjq) e f2(x1, . . . , xm) = h2(xj1 , . . . , xjq). Portanto f1 ≡ ±f2
mod I ′ e enta˜o f ≡ (a1±a2)f1 +
∑r
i=3 aifi mod I
′, o que contradiz a minimalidade de r. ♦
Considere o polinoˆmio c(x1, . . . , xp) = x1x2x1x3x1 . . . x1xpx1, com α(xi) = 1 para todo i
e β(x1) = 0. Seja I1 o ideal de identidades G-graduadas gerado por I
′ e por c(x1, . . . , xp).
Lema 2.1.7 ([4], Lemma 18). Se carK = p 6= 0, enta˜o I1 ⊆ TG(M1,1(E)⊗¯E).
Prova: Temos I ′ ⊆ TG(M1,1(E)⊗¯E), resta mostrar que c(x1, . . . , xp) ∈ TG(M1,1(E)⊗¯E).






e xi, i > 1, por ai =
 0 δi
i 0
 ⊗¯ϕi, onde αj, βj, γj, δi, i ∈ E1 e ϕi ∈ E0 ∪ E1.





 ⊗¯γjϕi. Usando isto e o fato de que
t2 = 0, para t ∈ E1, obtemos c(a1, . . . , ap) = 0 quando r < p. Considere r = p. Enta˜o





 ⊗¯wσ, onde uσ = ασ(1)2ασ(2)3 . . . ασ(p−1)pασ(p), vσ e
wσ possuem expresso˜es semelhantes. Logo c(a1, . . . , ap) = −(p!)
 0 u1
v1 0
 ⊗¯w1 = 0 em
K, uma vez que αi, βi, γi e i anticomutam. O caso r > p e´ reduzido aos casos anteriores
tomando subconjuntos de p elementos cada. ♦
Observac¸a˜o 2.1.8. Como em [4, Remark 4] temos c(x1, . . . , xp) /∈ TG(M2(E). Logo,
TG(M2(E))  TG(M1,1(E)⊗¯E).
Lema 2.1.9. 1. Se f ∈ K〈X〉 e´ um monoˆmio e x ∈ X e´ tal que β(x) = 1 e α(x) = α(f),
enta˜o o monoˆmio xfx ∈ I1.
2. Se f1, f2 ∈ K〈X〉 sa˜o monoˆmios e x ∈ X e´ tal que β(x) = 1, enta˜o xf1xf2x ∈ I1.
Prova:
Caso 1: Quando α(x) = 1, usando x1x2x3 + x3x2x1 = 0, obtemos xfx ≡ −xfx mod I1
e da´ı xfx ∈ I1. Se α(x) = 0, podemos considerar deg f ≥ 1 desde que, quando deg f = 1,
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x1x2 = −x2x1 e x2 ∈ I1. Enta˜o se β(f) = 0, usamos x1x2 = x2x1 e obtemos xfx ≡ xxf ∈ I1.
Analogamente, se β(f) = 1, por x1x2 = −x2x1 obtemos xfx ≡ −xxf ∈ I1.
Caso 2: Seja α(x) = 0 enta˜o, como anteriormente, podemos considerar α(f1) = α(f2) =
1. Da´ı α(f1xf2) = 0 e xf1xf2 ∈ I1. Analogamente quando α(x) = 1. ♦
Proposic¸a˜o 2.1.10. Se o monoˆmio f(x1, . . . , xm) ∈ TG(M1,1(E)⊗¯E), enta˜o f ∈ I1.
Prova: Mostraremos por induc¸a˜o em q = deg f que se f /∈ I1, enta˜o f(a1, . . . , am) 6= 0 para
alguns ai ∈ M1,1(E)⊗¯E. O caso em que q = 1 e´ imediato, suponha que q > 1 e escreva
f = hxi para algum i. Se h ∈ I1, nada ha´ a fazer. Suponha que h /∈ I1 e que i = 1, da´ı
f = hx1. Enta˜o h(b1, . . . , bm) 6= 0 para alguns bi ∈M1,1(E)⊗¯E.
Suponha degx1 f = d e escolha os b
′
is de tal modo que os geradores e1, e2, e3 e e4 de E na˜o
aparec¸am em nenhum deles. Escreva f = f1x1f2x1 . . . x1fdx1, onde os fi sa˜o monoˆmios que
na˜o conte´m x1. Logo fi = fi(x2, . . . , xm). Escrevemos f(x), h(b) e assim por diante, para
indicar f(x1, . . . , xm), h(b1, . . . , bm), respectivamente. Vamos analisar os graus homogeˆneos
(α(x1), β(x1)) de x1.
Caso 1: (α(x1), β(x1)) = (0, 0). Como f1(b)b1f2(b)b1 . . . b1fd(b)b1 6= 0, obtemos f1(b)f2(b) . . . fd(b) 6=




f(a, b2, . . . , bm) = f1(b)af2(b)a . . . afd(b)a = f1(b) . . . fd(b) 6= 0.
Caso 2: (α(x1), β(x1)) = (1, 1). Escolha a =
 0 e1
e2 0
 ⊗¯1. Pelo Lema 2.1.9 temos
d ≤ 2. Se d = 1, enta˜o f(a, b2, . . . , bm) = h(b)a 6= 0. Quando d = 2, pelo Lema 2.1.9,









. Portanto, f(a, b1, . . . , bm) =
f1(b)af2(b)a 6= 0.
Caso 3: (α(x1), β(x1)) = (0, 1). Seja a =
 1 0
0 1




Pelo Lema 2.1.9, temos d ≤ 2. Se d = 1 enta˜o f(a, b2, . . . , bm) = h(b)a 6= 0. Seja
d = 2, enta˜o α(f2) = 1. Mas h(b) = f1(b)b1f2(b) 6= 0, da´ı f1(b)af2(b) 6= 0. Denote por






 ⊗¯γj, enta˜o af2(b)a′ = −∑j
 0 αje2e3
βj 0




 ⊗¯e4γje1. Da´ı, f(a+ a′, b2, . . . , bm) = f1(b)(a+ a′)f2(b)(a+ a′), o que
e´ igual a f1(b)a+ f2(b)a
′ + f1(b)a′f2(b)a = f1(b)af2(b)
 1− e2e3 0
0 e2e3 − 1
 ⊗¯e4 6= 0.
Caso 4: (α(x1), β(x1)) = (1, 0). Seja a =
 0 e1
e2 0
 ⊗¯e3, enta˜o f(a + b1, b2, . . . , bm) =∑d
i=1 f1(b)b1 . . . fi(b)afi+1(b)b1 . . . fd(b)b1. Primeiro, seja α(fi) = 1 para todo i ≤ 2. Se
d ≤ p, segue da identidade c(x1, . . . , xp) que f ∈ I1. Portanto d < p e f(a+ b1, b2, . . . , bm) =
df1(b)bf2(b) . . . b1fd(b)a = dh(b)a 6= 0 por x1x2x3 = x3x2x1. Assim consideremos o caso
α(fi) = 0 para algum i ≥ 2. Seja t o nu´mero de todos os j, 2 ≤ j ≤ d tais que
α(fjx1fj+1x1 . . . x1fd) = 0 e escolha r como o maior j com esta propriedade. Denotamos
u = f1(b)b1f2(b)b1 . . . b1fd(b)a e v = f1(b)b1f2(b)b1 . . . b1fr−1(b)afr(b)b1 . . . b1fd(b)b1. Enta˜o
por x1x2x3 = x3x2x1 obtemos f(a + b1, b2, . . . , bm) = (d − t)u + tv. Agora se d − t ≤ p



















, vemos que e1 e
e2 esta˜o em linhas diferentes dos respectivos produtos para u e v. Logo u e v sa˜o linearmente
independentes e f(a+ b1, b2, . . . , bm) 6= 0. ♦
Agora usando a Proposic¸a˜o 2.1.10 e o Teorema 2.1.6 obtemos:
Teorema 2.1.11. Seja carK = p 6= 2. As identidades G-graduadas da a´lgebra M1,1(E)⊗¯E
seguem de I1.
Seja A = M1,1(E
′) ⊕ K, onde E ′ e´ a a´lgebra de Grassmann de dimensa˜o infinita sem
unidade. Temos A = A0 ⊕ A1, onde
A0 = M1,1(E
′)0 ⊕K e A1 = M1,1(E ′).
Assim, A ⊗ E = A0 ⊗ E0 ⊕ A0 ⊗ E1 ⊕ A1 ⊗ E0 ⊕ A1 ⊗ E1. E´ fa´cil verificar que I1 ⊆
TG(A ⊗ E). Logo, TG(M1,1(E)⊗¯E) ⊆ TG(A ⊗ E). Mais ainda, esta inclusa˜o e´ pro´pria. De
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 ⊗¯1, z =
 0 g
g 0
 ⊗¯h, onde g ∈ E1, h ∈ E0 ∪ E1, g, h 6= 0, obtemos
[yp, z] =
 0 (1− 2p)g
(2p − 1)g 0
 ⊗¯h 6= 0 uma vez que 2p 6= 1.

















i . Portanto a
p ⊗ bb e´ central, logo [yp, z] = 0
em A ⊗ E, donde [yp, z] ∈ TG(A ⊗ E). Da´ı, TG(M1,1(E)⊗¯E)  TG(A ⊗ E). Logo temos
T (M1,1(E)⊗¯E) ⊆ T (A⊗ E).
Agora, tome f(y, z) = [yp
2
, z]. Como antes, se tomarmos y =
 1 0
0 2
 ⊗¯1, z = 0 g
g 0
 ⊗¯h, onde g ∈ E1, h ∈ E, g, h 6= 0, vemos que f(y, z) 6= 0, ou seja, [yp2 , z] /∈
T (M1,1(E)⊗¯E). Em [3, Lemma 12], os autores provaram que para todo a ∈ A, ap2 e´ central,
assim [(a ⊗ e)p2 , b ⊗ f ] = [ap2 ⊗ ep2 , b ⊗ f ] = ap2b ⊗ (ep2f − fep2). Mas [yp2 , z] e´ identi-
dade para E, da´ı [yp
2
, z] ∈ T (A ⊗ E). Portanto T (M1,1(E)⊗¯E)  T (A ⊗ E). Por outro
lado, em [3, Proposition 10] os autores tambe´m provaram que T (A) = T (E ⊗ E), portanto
T (M1,1(E)⊗¯E)  T (E ⊗ E ⊗ E) = T (A⊗ E).
Agora em [4, Theorem 23] foi provado que se tomarmos B como sendo a suba´lgebra de
M2(E) consistindo das matrizes cujas entradas na segunda diagonal pertencem a E
′, enta˜o
TG(B) = I1. Assim, temos que T (M2(E))  T (M1,1(E)⊗¯E), sendo que o exemplo que
mostra que a inclusa˜o e´ pro´pria e´ o mesmo que aparece naquele artigo. Assim, provamos o
seguinte teorema.
Teorema 2.1.12. Seja carK = p > 2, enta˜o T (M2(E)) ⊂ T (M1,1⊗¯E), uma inclusa˜o
pro´pria.
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2.2 As a´lgebras Mk,l(E)⊗¯E








 | b ∈Mk×l(E1), c ∈Ml×k(E1)}.
Como E = E0 ⊕ E1 tambe´m e´ Z2-graduada, obtemos o produto tensorial Z2-graduado
Mk,l(E)⊗¯E.
Agora, uma Zn-graduac¸a˜o em Mn(K) e´ dada por
(Mn(K))
t := spanK〈eij | j − i = t ∈ Zn〉.
As identidades graduadas para esta graduac¸a˜o foram descritas em [44, Theorem p. 3518].
Se k + l = n e G = Zn × Z2 enta˜o a Zn-graduac¸a˜o acima para Mn(K) induz uma G-
graduac¸a˜o em Mk,l(E). Se (t, λ) ∈ G, definimos (Mk,l(E))(t,λ) como sendo o espac¸o gerado
por todos os Eλeij ∩Mk,l(E) tais que j − i ≡ t (mod n). Da´ı Mk,l(E)⊗¯E e´ G-graduada
definindo (Mk,l(E)⊗¯E)(t,λ) = (Mk,l(E))(t,λ)⊗¯E0 ⊕ (Mk,l(E))(t,λ+1)⊗¯E1.
Definic¸a˜o 2.2.1. Seja  : {1, . . . , n} × {1, . . . , n} → Z2 a aplicac¸a˜o definida por
(i, j) :=
0, se i, j ≤ k ou i, j > k1, caso contra´rio.
Seja ε0 a K-base natural de E0 e ε1 a K-base natural de E1. Enta˜o
A := {aeij | 1 ≤ i, j ≤ n, a ∈ ε(i,j)}
e´ uma K-base para Mk,l(E) e
B := {aeij⊗¯b | 1 ≤ i, j ≤ n, a ∈ ε(i,j), b ∈ ελ, λ ∈ Z2}
e´ uma K-base para Mk,l(E)⊗¯E. Ale´m disso, escrevendo aλ ao inve´s de a ∈ ελ, verifica-se:
(Mk+l(E))
(t,λ) = spanK〈a(i,j)eij | j − i = t ∈ Zn, (i, j) = λ〉
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e
(Mk+l(E)⊗¯E)(t,λ) = spanK〈a(i,j)eij⊗¯bλ+(i,j) | j − i = t ∈ Zn, (i, j) = λ〉.
Usando estas definic¸o˜es, o seguinte lema segue facilmente.
Lema 2.2.2. Com as definic¸o˜es anteriores, a a´lgebra Mk,l(E)⊗¯E e´ G-graduada.
Lema 2.2.3. Sejam As := a
(is,js)
s eis,js⊗¯bλs+(is,js)s ∈ B para s = 1, 2. Se A1A2 6= 0, enta˜o
cA1A2 ∈ B, onde c = ±1. Mais ainda,
j1 = i2, (i1, j1) + (i2, j2) = (i1, j2) e ∂(A1A2) = (j2 − i1, λ1 + λ2),
onde ∂ denota o G-grau.
Prova: Sejam ρ(i1, j1) = ρ1 e ρ(i2, j2) = ρ2. Como A1A2 6= 0, temos j1 = i2. Provaremos
que ρ(i1, j1) + ρ(i2, j2) = ρ(i1, j2) caso por caso. Se, digamos, ρ1 = ρ2 = 1 enta˜o o inteiro k
esta´ necessariamente entre i1 e j1. Logo i1 ≤ k e j2 ≤ k ou i1 > k, j2 > k; em ambos os casos
ρ(i1, j2) = 0 = ρ1 + ρ2. Os treˆs demais casos para ρ1 e ρ2 sa˜o provados de modo ana´logo.
Finalmente sejam a1 = el1 . . . elr , a2 = em1 . . . emt , l1 < · · · < lr, m1 < · · · < mt. Mas
{l1, . . . , lr} ∩ {m1, . . . ,mt} = ∅ uma vez A1A2 6= 0. Enta˜o reordenando, se necessa´rio, as
entradas de a1a2 obtemos um elemento de ερ1+ρ2 . Este elemento e´ igual, a menos de sinal, a
a1a2. De modo ana´logo, trabalhamos com b1b2. Portanto
0 6= A1A2 = (−1)(λ1+ρ(i1,j1))ρ(i2,j2)a1a2ei1j2⊗¯b(λ1+ρ(i1,j1))1 b(λ2+ρ(i2,j2))2
e consequentemente ∂(A1A2) = (j2 − i1, λ1 + λ2). ♦
Definic¸a˜o 2.2.4. Seja m um monoˆmio multilinear de comprimento r na a´lgebra G-graduada
livre K〈X〉 e seja S := (A1, . . . , Ar) uma substituic¸a˜o xi → Ai, i = 1, . . . , r. Dizemos que
S e´ uma substituic¸a˜o standard se
1. ∂(xi) = ∂(Ai), para cada xi ocorrendo em m;
2. Ai ∈ B para cada i.
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Como carK = 0 as identidades G-graduadas de Mk,l(E)⊗¯E sa˜o consequeˆncias de uma
colec¸a˜o finita de identidades multilineares. Mais ainda, um polinoˆmio multilinear e´ uma iden-
tidade graduada para M(k,l)(E)⊗¯E se, e somente se, ele se anula sobre todas as substituic¸o˜es
standard.
Lema 2.2.5 ([44], Lemma 1). Sejam ei1j1 , eij, ei2j2 ∈Mn(K) matrizes elementares tais que
j1 − i1 = j2 − i2 = −j − i. Enta˜o ei1j1eijei2j2 6= 0 se, e somente se, i1 = j = i2 e j1 = i = j2.
Neste caso, ei1j1eijei2j2 = ei2j2eijei1j1.
Definic¸a˜o 2.2.6. Seja I o conjunto de polinoˆmios multilineares na tabela:
Identidade (α(x1), β(x1)) (α(x2), β(x2)) (α(x), β(x))
x1x2 − x2x1 (0, 0) (0, 0)
(0, 1) (0, 0)
x1x2 + x2x1 (0, 1) (0, 1)
x1xx2 − x2xx1 (t, 0) (−t, 0) (t, 0)
(t, 0) (−t, 1) (t, 0)
(t, 1) (−t, 0) (t, 0)
x1xx2 + x2xx1 (t, 1) (−t, 1) (t, 0)
(t, 1) (−t, 0) (t, 1)
(t, 1) (−t, 1) (t, 1)
onde t ∈ Zn. Denotamos por I o ideal em K〈X〉 de identidades G-graduadas gerado por I.
Proposic¸a˜o 2.2.7 ([15], Proposition 2.6). I ⊆ TG(Mk,l(E)⊗¯E)).
Prova: Como os polinoˆmios em I sa˜o multilineares e´ suficiente provar que eles se anulam
para substituic¸o˜es standard.
Uma substituic¸a˜o standard gene´rica para um polinoˆmio de grau 3 sera´:
A1 = a
(i1,j1)
1 ei1j1⊗¯bλ1+(i1,j1)1 , A2 = a(i2,j2)2 ei2j2⊗¯bλ2+(i2,j2)2 , A = a(i,j)eij⊗¯bλ+(i,j)
para j1 − i1 = j2 − i2 = i− j = t ∈ Zn. Pelo Lema 2.2.5 os produtos ei1j1eijei2j2 e ei2j2eijei1j1
sa˜o ambos nulos a na˜o ser que
i1 = i2 = j e j1 = j2 = i
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e neste caso sa˜o iguais a eij e (i1, j1) = (i2, j2) = (i, j) = . Da´ı as substituic¸o˜es que temos
fazer sa˜o do tipo
A1 = a

1eij⊗¯bλ1+1 , A2 = a2eij⊗¯bλ2+2 , A = aeij⊗¯bλ+
para i− j = t ∈ Zn. Agora observe que
A1AA2 = (−1)λa1aa2eij⊗¯bλ1+1 bλ+bλ2+2
A2AA1 = (−1)λa2aa1eij⊗¯bλ2+2 bλ+bλ1+1
e da´ı podemos usar os mesmos argumentos utilizados em [15, Lemma 2.2] para concluir que
os polinoˆmios em I sa˜o identidades para Mk,l(E)⊗¯E. ♦
Seja m := x1 . . . xr um monoˆmio multilinear de comprimento r. Se σ ∈ Sr, denotaremos
por mσ o monoˆmio xσ(1) . . . xσ(r). Se S e´ qualquer substituic¸a˜o graduada, denotamos por
m|S o valor de m sob a substituic¸a˜o S. Podemos extender por linearidade essas noc¸o˜es para
o caso de polinoˆmios multilineares em x1, . . . , xr.
Observac¸a˜o 2.2.8. Para cada σ ∈ Sr e´ fa´cil encontrar uma substituic¸a˜o standard S tal que
m|S 6= 0.
Definic¸a˜o 2.2.9. Para 1 ≤ p ≤ q ≤ r definimos
m[p,q]σ := xσ(p) . . . xσ(q).
Observac¸a˜o 2.2.10. Seja S uma substituic¸a˜o standard e fixe de agora em diante
S : xs → As := a(is,js)s eisjs⊗¯bλs+(is,js)s , s = 1, . . . , r
onde ∂(xs) = (js − is, λs) = ∂(As). Se
mσ|S = Aσ(1) . . . Aσ(r) 6= 0
enta˜o de acordo com o Lema 2.2.3, existem A ∈ B, c ∈ {−1, 1} tais que mσ|S = cA. Mais
ainda, mσ|S 6= 0 se, e somente se, para todo p, q, 1 ≤ p ≤ q ≤ r, m[p,q]σ |S 6= 0 e neste caso
∂(m[p,q]σ ) = (jσ(q) − iσ(p), λσ(p) + · · ·+ λσ(q)).
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De fato, novamente pelo Lema 2.2.3 temos
∂(m[p,q]σ ) = ∂(xσ(p)) + · · ·+ ∂(xσ(q))
= (jσ(p) − iσ(p), λσ(p)) + · · ·+ (jσ(q) − iσ(q), λσ(q))
= (jσ(q) − iσ(p), λσ(p) + · · ·+ λσ(q)).
Os resultados seguintes bem como suas provas sa˜o semelhantes a` [15, Lemmas 3.1, 3.2].
Lema 2.2.11. Suponha que para uma substituic¸a˜o standard S resulta que
mσ|S = ±m|S 6= 0.
Enta˜o existe c ∈ {−1, 1} tal que
mσ ≡ cx1m′(x2, . . . , xr) mod I.
Lema 2.2.12. Com a mesma notac¸a˜o do lema anterior, se para uma substituic¸a˜o standard
S verifica-se
mσ|S = cm|S 6= 0
para um certo c ∈ {−1, 1}, enta˜o mσ ≡ cm′(x2, . . . , xr) mod I.
Corola´rio 2.2.13. Sejam σ, τ ∈ Sr e suponha que para uma substituic¸a˜o standard S resulta
mσ|S = cmτ |S 6= 0
para c ∈ {−1, 1}. Enta˜o mσ ≡ cmτ mod I.
Teorema 2.2.14. Seja n = k + l. Enta˜o o conjunto I descrito na Definic¸a˜o 2.2.6 gera
TG(Mk,l(E)⊗¯E), isto e´,
I = TG(Mk,l(E)⊗¯E).
Prova: A proposic¸a˜o 2.2.7 nos da´ uma das incluso˜es. Assim e´ suficiente provar que toda
identidade multilinear graduada para Mk,l(E)⊗¯E esta´ em I.
Suponha assim que existe um polinoˆmio multilinear graduado f = f(x1, . . . , xr) ∈
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para alguns monoˆmios multilineares mσs , σs ∈ Sr, escalares na˜o nulos dσs ∈ K e s =
1, . . . , t. Entre todos os f com esta propriedade, tome um com o menor t poss´ıvel. Pela
Observac¸a˜o 2.2.8 temos t ≥ 2 . Mais ainda, existe uma substituic¸a˜o standard S tal que




Como na Observac¸a˜o 2.2.10, existe A ∈ B tal que 0 6= mσ1|S = c1A para algum c1 ∈
{−1, 1}. Logo existe p ∈ {2, . . . , t} de modo que 0 6= mσp|S = c2A, onde c2 ∈ {−1, 1}. Enta˜o
0 6= mσ1|S = c1c−12 mσp|S , e pelo Corola´rio 2.2.13, mσp ≡ cmσ1 (mod I) onde c = c1c−12 .
Portanto




contradizendo a minimalidade de t. ♦
Um dos principais resultados em [15], Theorem 4.1, e´ o seguinte.
Teorema 2.2.15. O conjunto I gera o ideal de identidades G-graduada para Mn(E).
Corola´rio 2.2.16. Se k + l = n, enta˜o TG(Mk,l(E)⊗¯E) = TG(Mn(E)).
Como duas a´lgebras G-graduadas satisfazendo as mesmas identidades G-graduadas sa˜o
PI-equivalentes, obtemos um dos casos do teorema do produto tensorial graduado.
Teorema 2.2.17. Se k + l = n, enta˜o T (Mk,l(E)⊗¯E) = T (Mn(E)).
2.3 As a´lgebras Mp,q(E)⊗¯Mr,s(E)
As a´lgebras Mp,q e Mr,s sa˜o Z2-graduadas como na Sec¸a˜o 2.2. Assim podemos definir o
produto tensorial Z2-graduado Mp,q(E)⊗¯Mr,s(E).
Sejam m = p+ q, n = r + s. Defina aplicac¸o˜es α : {1, . . . ,m} → Z2, β : {1, . . . , n} → Z2
pondo:
α(x) =
0, se 1 ≤ x ≤ p1, se p+ 1 ≤ x ≤ m
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e
β(x) =
0, se 1 ≤ x ≤ r1, se r + 1 ≤ x ≤ n .
Seja G um grupo abeliano e seja R uma a´lgebra G-graduada, isto e´, R = ⊕g∈GRg.
Assuma que B e´ uma K-base de R e que os elementos de B sa˜o G-homogeˆneos. Como em
[17, Definition 1], chamamos B uma base standard de R se para todo a, b ∈ B tais que
ab 6= 0, existe ρ ∈ K tal que ρab ∈ B.
Aqui vamos modificar a definic¸a˜o de substituic¸a˜o standard do seguinte modo. Seja
S : K〈X〉 → R e´ um homomorfismo de a´lgebras G-graduadas tal que S(xi) = ai ∈ B
para todo xi ∈ B. Enta˜o S e´ uma substituic¸a˜o standard. Se f ∈ K〈X〉 e´ um polinoˆmo
multilinear, denotaremos por f |S a imagem de f segundo S.
A base natural ε da a´lgebra de Grassmann E e´ standard com ρ = ±1. Foi mostrado em
[17, Section 2] que o seguinte conjunto e´ uma base de Mp,q ⊗Mr,s
B = {aeij ⊗ beuv | a ∈ εα(j)−α(i), b ∈ εβ(v)−β(u), 1 ≤ i, j ≤ m, 1 ≤ u, v ≤ n}.
Se G = Zmn × Z2, enta˜o Mp,q(E)⊗Mr,s(E) e´ G-graduada definindo
∂G(aeij ⊗ beuv) = (n(j − i) + v − u, α(j) + β(v)− (α(i)− α(u))) ∈ Zmn × Z2
para cada aeij⊗ beuv na base B de Mp,q(E)⊗Mr,s(E). A base B e´ G-homogeˆnea e standard,
ver [17, p. 5]. Segue que a a´lgebra G-graduada Mp,q(E)⊗Mr,s(E) possui uma base standard,
a saber B.
Mas, como espac¸os vetoriais Mp,q(E)⊗Mr,s(E) e Mp,q(E)⊗¯Mr,s(E) sa˜o ideˆnticos. Logo
B = {aeij⊗¯beuv | a ∈ εα(j)−α(i), b ∈ εβ(v)−β(u), 1 ≤ i, j ≤ m, 1 ≤ u, v ≤ n} e´ uma base de
Mp,q(E)⊗¯Mr,s(E). Ale´m disso, definindo a mesma graduac¸a˜o de Mp,q(E)⊗Mr,s(E), temos
B e´ uma base G-homogeˆnea e tambe´m uma base standard para Mp,q(E)⊗¯Mr,s(E).
Seja M o conjunto de todos os monoˆmios multilineares na a´lgebra livre G-graduada
K〈X〉.
Proposic¸a˜o 2.3.1 ([17], Proposition 8). Seja R uma a´lgebra G-graduada e B uma base
standard de R. Seja N um conjunto de identidades polinomiais graduadas de R e denote
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por I o TG-ideal gerado por N . Assuma que, para todos m, m′ ∈ M \ TG(R), existe uma
substituic¸a˜o standard S e um elemento na˜o nulo c ∈ K tal que
m|S = cm′|S se, e somente se, m ≡ cm′ (mod I).
Enta˜o TG(R) e´ gerado por N ∪ (M∩ TG(R)).
Considere R = Mp,q(E)⊗¯Mr,s(E) dotada com a Zmn×Z2-graduac¸a˜o dada anteriormente.
Seja 0 6= w = aeij⊗¯beub ∈ R(0,δ), assim n(j − i) + v − u = kmn, k ∈ Z, isto e´ n | (v − u).
Como 1 ≤ u, v ≤ n, temos v = u. De modo ana´logo, i = j e enta˜o δ = 0. Portanto
a, b ∈ Eα(j)−α(i) = Eβ(j)−β(i) = E0. Da´ı R(0,1) = 0 e todo monoˆmio em K〈X〉 de G-
grau (0, 1) e´ uma identidade graduada de R. Seja N o seguinte conjunto de polinoˆmios
multilineares:
x1x2 − x2x1, onde ∂G(x1) = ∂G(x2) = (0, 0)
x1x2x3 − x3x2x1, onde ∂G(x1) = ∂G(x3) = −∂G(x2) = (t, 0)
x1x2x3 + x3x2x1, onde ∂G(x1) = ∂G(x3) = −∂G(x2) = (t, 1).
Lema 2.3.2. N ⊆ TG(R).
Prova: Para qualquer elemento homogeˆneo w de uma a´lgebra G-graduada denotamos por
γ(w) ∈ Zmn e δ(w) ∈ Z2 a primeira e a segunda componentes de seu G-grau, respectivamente.
Seja w := aheihjh⊗¯bheuhvh ∈ B para h = 1, 2, 3 e assuma que γ(w1) = γ(w3) = −γ(w2).
Se w1w2w3 6= 0 enta˜o w1w2 6= 0 e δ(w1w2) = 0. Como w1w2 6= 0 temos j1 = i2 e v1 = u2.
Mais ainda, j2 = i1 e u1 = v2. Analogamente, j2 = i3, v2 = u3, j3 = i2 e v3 = u2. Assim
w1 = a1eij⊗¯b1euv, w2 = a2eji⊗¯b2evu e w3 = a3eij⊗¯b3euv para 1 ≤ i, j ≤ m e 1 ≤ u, v ≤ n.
Agora,
w1w2w3 = (−1)∂Z2 (b1euv)∂Z2 (a2eji)a1a2a3eij⊗¯b1b2b2euv
e
w3w2w1 = (−1)∂Z2 (b3euv)∂Z2 (a2eji)a3a2a1eij⊗¯b3b2b1euv.
Mas, b1, b3 ∈ Eβ(v)−β(u), assim ∂Z2(b1euv) = ∂Z2(b3euv) e consequentemente (−1)∂Z2 (b1euv)∂Z2 (a2eji) =
(−1)∂Z2 (b3euv)∂Z2 (a2eji). Ale´m disso, para h = 1, 2, 3 temos ah ∈ Eα(j)−α(i) = Eα(i)−α(j) e
bh ∈ Eβ(v)−β(u) = Eβ(u)−β(v) e portanto o resultado segue. ♦
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Lema 2.3.3. Sejam m, m′ monoˆmios multilineares no mesmo conjunto de varia´veis e seja
S uma substituic¸a˜o standard em R = Mp,q(E)⊗¯Mr,s(E) tal que m′|S = cm|S 6= 0 para algum
c ∈ K. Enta˜o m′ ≡ cm mod I.
Prova: Sejam m = x1 . . . xd e m
′ = mσ = xσ(1) . . . xσ(d) para alguma permutac¸a˜o σ ∈ Sd.
Se d = 1, o resultado e´ verdadeiro. Assim suponha d ≥ 2. Faremos por induc¸a˜o em d.
Primeiro, provaremos que existe c′ ∈ K tal que m′ ≡ c′x1m′′(x2, . . . , xd) mod I. De fato,
para 1 ≤ a ≤ b ≤ d escrevemos w[a,b] := xa . . . xb. Seja S(xh) = wh = aheihjh⊗¯bheuhvh ∈ B
para h = 1, . . . , d. Desde que m′|S = cm|S 6= 0 obtemos i1 = iσ(1) e u1 = uσ(1).
Suponha σ−1(1) > 1 e seja
t := min{j ≥ d | 1 ≤ σ−1(j) < σ−1(1)}.
Enta˜o t > 1 e mais ainda 1 ≤ σ−1(t) < σ−1(1) ≤ σ−1(t − 1). Defina l := σ−1(t), k :=
σ−1(t− 1), h := σ−1(1) e considere as duas possibilidades: l = 1 ou l > 1.
No primeiro caso resulta
γ(m[1,h−1]σ ) = γ(xσ(1) . . . xσ(h−1)) = (r + s)(jσ(k−1) − iσ(1)) + vσ(h−1) − uσ(1)
e





σ sa˜o na˜o nulos para a substituic¸a˜o standard S devemos ter:
jσ(h−1) − iσ(1) = iσ(h) − i1 = i1 − i1 = 0
vσ(h−1) − uσ(1) = uσ(h) − u1 = u1 − u1 = 0
jσ(k) − iσ(h) = jt−1 − i1 = it − i1 = iσ(l) − i1 = iσ(1) − i1 = i1 − i1 = 0
vσ(k) − uσ(h) = vt−1 − u1 = ut − u1 = uσ(l) − u1 = uσ(1) − u1 = u1 − u1 = 0,
isto e´, γ(m
[1,h−1]
σ ) = γ(m
[h,k]
σ ) = 0. Ale´m disso, δ(m
[1,h−1]
σ ) = δ(m
[h,k]
σ ) = 0, caso contra´rio
esses monoˆmios seriam identidades para R pois R(0,1) = 0.
Uma vez que I conte´m o polinoˆmio x1x2 − x2x1 para ∂G(x1) = ∂G(x2) = (0, 0) enta˜o
obtemos m′ ≡ m[h,k]σ m[1,h−1]σ m[k+1,d]σ e m[h,k]σ comec¸a com x1.
CAP. 2 • Tensor Z2-graduado 47
Se l > 1, usando argumentos semelhantes ao caso anterior, obtemos
γ(m[1,l−1]σ ) = −γ(m[l,h−1]σ ) = γ(m[h,k]σ )
e
δ(m[1,l−1]σ ) = −δ(m[l,h−1]σ ) = δ(m[h,k]σ ).
Como N ⊆ I, existe c ∈ {−1, 1} tal que
m′ ≡ c′m[h,k]σ m[l,h−1]σ m[k+1,d]σ mod I
e m
[h,k]
σ comec¸a com x1.
Em ambos os casos obtemos c′x1m′′(x2, . . . , xd) ≡ m′ mod I e da´ı c′x1m′′(x2, . . . , xd)|S =
cm|S logom′′(x2, . . . , xd)|S = (c′)−1cx2 . . . xd|S . Portanto usando induc¸a˜o obtemosm′′(x2, . . . , xd) ≡
c′′x2 . . . xd mod I, onde c′′ = (c′)−1c e enta˜o m′ ≡ c′′x1 . . . xd mod I. O lema esta´ demon-
strado. ♦
Pelo lema anterior e pela Proposic¸a˜o 2.3.1 temos o seguinte resultado.
Teorema 2.3.4. O ideal TG(Mp,q(E)⊗¯Mr,s(E)) e´ gerado por N ∪ (M∩ TG(R)), isto e´, e´
gerado pelos polinoˆmios
x1x2 − x2x1, onde ∂G(x1) = ∂G(x2) = (0, 0)
x1x2x3 − x3x2x1, onde ∂G(x1) = ∂G(x3) = −∂G(x2) = (t, 0)
x1x2x3 + x3x2x1, onde ∂G(x1) = ∂G(x3) = −∂G(x2) = (t, 1).
e por todos os monoˆmios multilineares que sa˜o identidades graduadas de Mp,q(E)⊗¯Mr,s(E).
Teorema 2.3.5. Quando carK = 0, as a´lgebras Mp,q(E)⊗¯Mr,s(E) e Mpr+qs,ps+qr(E) sa˜o
PI-equivalentes.
Prova: Em [17, Theorem 13] os autores provaram que o conjunto dado no Teorema 2.3.4 gera
o TG-ideal de identidades deMpr+qs,ps+qr(E), da´ı TG(Mp,q(E)⊗¯Mr,s(E)) = TG(Mpr+qs,ps+qr(E)).
Portanto T (Mp,q(E)⊗¯Mr,s(E)) = T (Mpr+qs,ps+qr(E)). ♦
Observac¸a˜o 2.3.6. Tomamos conhecimento que O. M. Di Vincenzo e V. Nardozza provaram
resultados parecidos aos Teoremas 2.2.17 e 2.3.5, no caso de caracter´ıstica 0. O artigo “On
a Regev–Seeman conjecture about Z2-graded tensor products”, foi aceito para publicac¸a˜o no




O produto tensorial Z2-graduado pode ser generalizado para o produto β-tensorial graduado,
tambe´m chamado produto tensorial com fatores de comutac¸a˜o. Os resultados deste
cap´ıtulo encontram-se em [21]. Agradecemos ao Professor Yuri Bahturin, de Memorial Uni-
versity of Newfoundland, St. John’s, Canada´, pela sugesta˜o a respeito do produto β-tensorial
graduado.
3.1 Uma generalizac¸a˜o do Teorema de Regev
Definic¸a˜o 3.1.1. Seja G um grupo abeliano finito. Dizemos que uma aplicac¸a˜o β : G×G→
K∗ e´ um bicaracter antissime´trico se, para todos g, h, k ∈ G, satisfaz:
(1) β(g + h, k) = β(g, k)β(h, k),
(2) β(g, h+ k) = β(g, h)β(g, k),
(3) β(g, h)β(h, g) = 1.
48
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Segue da definic¸a˜o que β(g, 0) = β(0, h) = 1 e β(g, g) = ±1, para todos g, h ∈ G.
Bicaracteres antissime´tricos sa˜o usado nas teoria de (super)a´lgebras de Lie coloridas, veja
por exemplo [8]. Em [46] foi dada uma descric¸a˜o dos bicaracteres antissime´tricos para grupos
abelianos finitos.
Definic¸a˜o 3.1.2. A a´lgebra G-graduada A e´ β-comutativa se agah = β(g, h)ahag, para todo
ag ∈ Ag, ah ∈ Ah. Se impomos esta condic¸a˜o na a´lgebra livre G-graduada K〈X〉 obtemos
a a´lgebra livre β-comutativa. Em [46] foi obtida uma descric¸a˜o das a´lgebras T-primas (em
caracter´ıstica 0) que sa˜o PI-equivalentes a` a´lgebra livre β-comutativa.
Definic¸a˜o 3.1.3. Sejam A e B duas K-a´lgebras G-graduadas e β um bicaracter anti-
ssime´trico em G. Definimos o β-produto tensorial G-graduado, ou β-tensor G-
graduado, com respeito a essa G-graduac¸a˜o como sendo o espac¸o vetorial A ⊗K B com
multiplicac¸a˜o
(a1 ⊗β b1)(a2 ⊗β b2) = β(h1, g2)a1a2 ⊗β b1b2 (3.1)
para todos ai ∈ Agi, bi ∈ Bhi, com i = 1, 2, ai e bi elementos homogeˆneos.
Dados ai ∈ Agi e bi ∈ Bhi , i = 1, . . . , 3, temos:
[(a1 ⊗β b1)(a2 ⊗β b2)](a3 ⊗β b3) = β(h1, g2)(a1a2 ⊗β b1b2)(a3 ⊗β b3)
= β(h1, g2)β(h1 + h2, g3)(a1a2)a3 ⊗β (b1b2)b3
= β(h1, g2)β(h1, g3)β(h2, g3)(a1a2)a3 ⊗β (b1b2)b3
(a1 ⊗β b1)[(a2 ⊗β b2)(a3 ⊗β b3)] = β(h2, g3)(a1 ⊗β b1)(a2a3 ⊗β b2b3)
= β(h2, g3)β(h1, g2 + g3)a1(a2a3)⊗β b1(b2b3)
= β(h2, g3)β(h1, g2)β(h1, g3)a1(a2a3)⊗β b1(b2b3).
Logo A⊗β B e´ associativo se A e B o sa˜o.
Tome Ck =
⊕
g+h=k Ag ⊗β Bh, para g, h, k ∈ G. E´ fa´cil ver que A ⊗β B =
⊕
k∈GCk e,
ale´m disso, CgCh ⊆ Cg+h, para todos g, h ∈ G. Portando A⊗β B e´ G-graduado. Para mais
propriedades do β-tensor ver [13].
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O teorema a seguir foi inspirado no trabalho de A. Regev, ver [34], onde ele demonstrou
que o produto tensorial de duas PI a´lgebras e´ novamente uma PI a´lgebra. Recordamos que
o teorema A⊗B de Regev deduz-se a partir do important´ıssimo resultado que se a a´lgebra
A satisfaz uma identidade de grau d, enta˜o a sequeˆncia das codimenso˜es cn(A) de A tem
crescimento exponencial, a saber cn(A) ≤ (d − 1)2n. Aqui recordamos que dimPn = n!, o
que tem um crescimento muito mais ra´pido que qualquer func¸a˜o dn. Isto quer dizer que os
T-ideais sa˜o bastante “grandes”.
Teorema 3.1.4. Sejam K um corpo e G um grupo com um bicaracter antissime´trico β.
Sejam A e B duas PI-a´lgebras que tambe´m sa˜o G-graduadas. Enta˜o
cn(A⊗β B) ≤ |G|2ncn(A)cn(B). (3.2)
Prova: Se uma a´lgebra satisfaz uma identidade polinomial de grau d, enta˜o ela satisfaz uma
identidade multilinear de grau ≤ d. Tomando uma consequeˆncia dela, podemos supor que
satisfaz uma identidade multilinear de grau d.
Seja g(x1, . . . , xn) =
∑
σ∈Sn γσxσ(1) . . . xσ(n) uma identidade polinomial multilinear. Quere-
mos encontrar condic¸o˜es sobre os coeficientes {γσ | σ ∈ Sn} que implicara˜o que g(x1, . . . , xn)
e´ uma identidade polinomial de A ⊗β B. Devido a` multilinearidade, e´ suficiente considerar
substituic¸o˜es xk 7→ ak ⊗β bk, k = 1, . . . , n, onde todos os ak e bk sa˜o homogeˆneos em A e B,
respectivamente. Para tal substituic¸a˜o temos:
g(a1 ⊗β b1, . . . , an ⊗β bn) =
∑
σ∈Sn












aσ(1) . . . aσ(n) ⊗β bσ(1) . . . bσ(n)
devido ao fato de β ser um bicaracter antissime´trico em G.
Sejam cn(A) = αn e cn(B) = δn, enta˜o dimPn(A) = αn e dimPn(B) = δn. Assim existem
αn monoˆmios em Pn, digamos M = {Mi(x1, . . . , xn) | 1 ≤ i ≤ αn} tais que, para todo σ ∈ Sn,
o monoˆmio xσ(1) . . . xσ(n) e´ uma combinac¸a˜o linear dos monoˆmios em M mo´dulo T (A). Logo,
para todo σ ∈ Sn, existem rσ,i ∈ K, com aσ(1) . . . aσ(n) =
∑αn
i=1 rσ,iMi(a1, . . . , an), para todo
σ ∈ Sn.
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Analogamente para B: existem monoˆmios {Nj(x1, . . . , xn) | 1 ≤ j ≤ δn} e coeficientes
sσ,j tais que, para σ ∈ Sn, bσ(1), . . . , bσ(n) =
∑δn
j=1 sσ,jNj(b1, . . . , bn). Assim obtemos g(a1⊗β
















Mi(a1, . . . , an)⊗β Nj(b1, . . . , bn).











γσ = 0, 1 ≤ i ≤ αn, 1 ≤ j ≤ δn.
Como o valor de β(hj, gi) depende somente do G-grau de ai e bj existem no ma´ximo |G|2
possibilidades para β(hj, gi). Mais ainda, como g(x1, . . . , xn) tem grau n, obtemos no ma´ximo
|G|2n produtos da forma ∏n−1j=1 ∏ni=j+1 β(hσ(j), gσ(i)), σ ∈ Sn. Logo teremos no ma´ximo
|G|2nαnδn equac¸o˜es no sistema. Mas cn(A ⊗β B) e´ igual ao posto do sistema, portanto
cn(A⊗β B) ≤ |G|2ncn(A)cn(B). ♦
Teorema 3.1.5. Sejam G um grupo abeliano finito e K um corpo. Suponha que A e B sa˜o
PI-a´lgebras G-graduadas e que β e´ um bicaracter antissime´trico em G. Enta˜o A⊗βB e´ uma
PI-a´lgebra.
Prova: De acordo com [34, Proposition 4.7], existem constantes P e Q tais que αn < P
n
e δn < Q
n para todo n. (Se A satisfaz uma identidade de grau d, enta˜o podemos tomar
P = (d− 1)2, veja por exemplo [20, p. 111].) Logo cn(A⊗β B) < Rn para alguma constante
R e, para todos os valores de n suficientemente grandes temos, cn(A ⊗β B) < n!. Portanto
o sistema linear acima admite soluc¸a˜o na˜o trivial para todo n suficientemente grande e cada
soluc¸a˜o corresponde a uma identidade polinomial para A⊗β B. ♦
Observac¸a˜o 3.1.6. Recentemente, Y. Bahturin e A. Regev em [7, Theorem 4.1] provaram
um ana´logo ao Teorema 3.1.5.
3.2 Mn(K)⊗β E e Mn(E)
Sejam A e B duas K-a´lgebras, com A G-graduada e B H-graduada para alguns grupos
abelianos aditivos G e H. Sejam βA : G × G → K∗ e βB : H × H → K∗ bicaracteres
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antissime´tricos em G e H, respectivamente. Suponha que, para todos ai ∈ Agi , bi ∈ Bhi ,
i = 1, 2 tenhamos
ag1ag2 = βA(g1, g2)ag2ag1 e bh1bh2 = βB(h1, h2)bh2bh1 .
Definimos β : (G×H)× (G×H)→ K∗ um bicaracter antissime´trico em G×H por
β((g1, h1), (g2, h2)) = βA(g1, g2)βB(h1, h2)
e
(ag1 ⊗β bh1)(ag2 ⊗β bh2) = β((g2, h2), (g1, h1))ag1ag2 ⊗β bh1bh2 .
Assim temos
(ag1 ⊗β bh1)(ag2 ⊗β bh2) = β((g2, h2), (g1, h1))ag1ag2 ⊗β bh1bh2
= βA(g2, g1)βB(h2, h1)ag1ag2 ⊗β bh1bh2
= βA(g2, g1)βB(h2, h1)βA(g1, g2)βB(h1, h2)ag2ag1 ⊗β bh2bh1
= ag2ag1 ⊗β bh2bh1 .
Por outro lado,
(ag2 ⊗β bh2)(ag1 ⊗β bh1) = βA(g1, g2)βB(h1, h2)ag2ag1 ⊗β bh2bh1
e assim
βA(g2, g1)βB(h2, h1)(ag2 ⊗β bh2)(ag1 ⊗β bh1) = ag2ag1 ⊗β bh2bh1 ,
logo
(ag1 ⊗β bh1)(ag2 ⊗β bh2) = β((g2, h2), (g1, h1))(ag2 ⊗β bh2)(ag1 ⊗β bh1).
Portanto, [x(g1,h1), x(g2,h2)]β e´ uma identidade graduada para A⊗β B.




εn−1 0 . . . 0
0 εn−2 . . . 0
. . .
0 0 . . . 1
 e B =

0 1 0 . . . 0
0 0 1 . . . 0
. . .
0 0 0 . . . 1
1 0 0 . . . 0

.
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Temos AB = εBA e An = Bn = 1. Mais ainda, as matrizes AiBj, 1 ≤ i, j ≤ n sa˜o
linearmente independentes e formam uma base de Mn(K).
Dado g ∈ G, g = (r, s), r, s ∈ Zn, defina a componente de G-grau g como o espac¸o
unidimensional
(Mn(K))g = 〈ArBs〉.
Temos Mn(K) = ⊕g∈G(Mn(K))g e, ale´m disso, (Mn(K))g(Mn(K))h ⊆ (Mn(K))g+h, o que
define uma G-graduac¸a˜o em Mn(K). Tome agora β1 : G×G→ K∗ definido como β1(g, h) =
εrv−st, onde g = (r, s), h = (t, v) ∈ G. Temos que CgDh = β1(g, h)DhCg, para todos g,
h ∈ G e Cg, Dh ∈Mn(K). As identidades para esta graduac¸a˜o foram descritas em [6].
Teorema 3.2.1 ([6], Theorem 3.4). Seja Mn(K) G-graduada como acima. Enta˜o os polinoˆmios
[xg1 , xg2 ]β1 = xg1xg2 − β1(g1, g2)xg2xg1 , g1, g2 ∈ G
formam uma base para as identidades G-graduadas de Mn(K).
Denote por β2 o bicaracter antissime´trico em Z2 definido como β2(i, j) = (−1)ij. Da´ı
β = β1β2 e´ um bicaracter antissime´trico em G× Z2
Lema 3.2.2. Com a notac¸a˜o utilizada anteriormente, a a´lgebra Mn(K)⊗βE e´ β-comutativa.
Mais ainda, nenhum monoˆmio na˜o nulo da forma x(g1,i1) . . . x(gn,in), gj ∈ G, ij ∈ Z2, e´ uma
identidade graduada para Mn(K)⊗β E.
Prova: Para a primeira afirmac¸a˜o e´ suficiente provar que [x(g1,i), x(g2,j)]β = 0 e´ uma identi-
dade para Mn(K) ⊗β E. Isto consiste de uma verificac¸a˜o direta e sera´ omitida. A segunda
afirmac¸a˜o tambe´m e´ o´bvia. ♦
Corola´rio 3.2.3. O ideal das identidades G×Z2-graduadas para Mn(K)⊗β E e´ gerado por
todos os comutadores [x(g1,i), x(g2,j)]β, com (g1, i), (g2, j) ∈ G× Z2.
Prova: A prova e´ similar a` dada em [15, Theorem 4.1], veja tambe´m o Teorema 2.2.14 para
o caso Z2-graduado. ♦
Por outro lado, Mn(E) e´ G×Z2-graduada de modo natural. De fato, se (g, i) ∈ G×Z2,
enta˜o a componente homogeˆnea de grau (g, i) e´ EiA
rBs onde g = (r, s) ∈ G. O mesmo
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β definido acima e´ um fator de comutac¸a˜o para Mn(E), isto e´, Mn(E) e´ β-comutativo.
Provamos, como no Lema 3.2.2, que nenhum monoˆmio na˜o nulo e´ uma identidade graduada
para Mn(E). Ale´m disso, como no Corola´rio 3.2.3 temos
Corola´rio 3.2.4. O ideal das identidades G×Z2-graduadas para Mn(E) e´ gerado por todos
os comutadores [x(g1,i), x(g2,j)]β, com (g1, i), (g2, j) ∈ G× Z2.
Teorema 3.2.5. As a´lgebras Mn(E) e Mn(K)⊗βE satisfazem as mesmas identidades G×Z2-
graduadas. Mais ainda, elas sa˜o PI-equivalentes no sentido usual.
Prova: Combinando os Corola´rios 3.2.3 e 3.2.4 temos o resultado sobre as identidades
graduadas. A PI-equivaleˆncia destas duas a´lgebras segue disto. ♦
3.3 As a´lgebras M2n,2n(E), M2n(E) e E
⊗βn
Os resultados presentes nesta sec¸a˜o podem ser encontrados na tese [40, Cap´ıtulo 4], ver
tambe´m [19], mas com uma linguagem diferente. O objetivo de incluir estes resultados aqui
foi mostrar que o emprego dos bicaracteres e dos me´todos desenvolvidos nesta tese podem
simplificar a exposic¸a˜o, bem como torna´-la mais transparente.
Seja K um corpo de caracter´ıstica zero. Definimos o grupo multiplicativo Gn ⊂M2n(K)
da seguinte maneira: G0 e´ o grupo gerado por −1 em K, isto e´, G0 = {−1, 1}. G1 e´ o grupo








Suponha definidas as matrizes A1,n, . . . , An,n e B1,n, . . . , Bn,n de M2n(K). Definimos




 , Bi,n+1 =
 0 Bi,n
Bi,n 0
 , se 1 ≤ i ≤ n.
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Lema 3.3.1. Para n inteiro positivo e para quaisquer i, j ≤ n, as seguintes relac¸o˜es ocorrem:
1. A2i,n = −B2j,n = C2n = I2n;
2. Ai,nAj,n = −Aj,nAi,n, para i 6= j;
3. Bi,nBj,n = −Bj,nBi,n, para i 6= j;
4. Ai,nBj,n = −Bj,nAi,n, para todo i, j;
5. Ai,nCn = −CnAi,n;
6. Bi,nCn = −CnBi,n.
Assim qualquer elemento do grupo Gn pode ser escrito de maneira u´nica na forma
±Aα11,nAα22,n . . . Aα2n,nBαn+11,n Bαn+22,n . . . Bα2nn,n , com (α1, . . . , α2n) ∈ Z2n2 . Observe tambe´m que pode-
mos definir um fator de comutac¸a˜o β a` partir das relac¸o˜es no Lema 3.3.1.
Denote por Hn o subconjunto {Aα11,n . . . Aαnn,nBαn+11,n . . . Bα2nn,n | (α1, . . . , α2n) ∈ Z2n2 }. Agora
denote por H0,n o conjunto formado pelos monoˆmios tais que
∑2n
i=1 αi = 0 (mod 2) e por
H1,n o conjunto formado pelos monoˆmios tais que
∑2n
i=1 αi = 1 (mod 2). Agora, para A uma
a´lgebra Z2-graduada, A⊗̂E = (A0 ⊗ E0) ⊕ (A1 ⊗ E1) denota o envelope de Grassmann da
a´lgebra A.
Lema 3.3.2 ([35], Lemma 1). Utilizando as notac¸o˜es acima, o conjunto Hn forma uma
base de matrizes invert´ıveis para M2n(K). Ale´m disso, H0,n e H1,n geram, respectivamente,








o que define uma Z2-graduac¸a˜o em M2n(K) de tal modo que M2n(K)⊗̂E = M2n−1,2n−1(E).
Vamos agora definir uma Z2n2 -graduac¸a˜o em M2n−1,2n−1(E) da seguinte maneira: defina
o espac¸o M2n−1,2n−1(E)(α1,...,α2n) como sendo o espac¸o gerado pelo conjunto H(α1,...,α2n) =
{rAα11,n . . . Aαnn,nBαn+11,n . . . Bα2nn,n | r ∈ Eα1+···+α2n}. Pelo Lema 3.3.1 segue que HαHα′ ⊆ Hα+α′
para quaisquer α, α′ ∈ Z2n2 .
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Defina β((α1, . . . , α2n), (γ1, . . . , γ2n)) = (−1)
∑2n
i=1 αiγi para (α1, . . . , α2n), (γ1, . . . , γ2n) ∈
Z2n2 . Assim β e´ um fator de comutac¸a˜o, ou seja, dados A, B ∈ M2n−1,2n−1(E) elementos
Z2n2 -homogeˆneos, AB = β(α, γ)BA, para α, γ ∈ Z2n2 . Logo e´ fa´cil ver que
TZ2n2 (M2n−1,2n−1(E)) = 〈[xα, xγ]β〉T .
Para M2n(E) precisamos definir uma Z2n+12 -graduac¸a˜o. Para isto definimos a compo-
nente de grau α = (α1, . . . , α2n+1) como sendo o espac¸o gerado pelos elementos da forma




n , com r ∈ E0∪E1. Definindo β′ de modo ana´logo ao β definido anterior-
mente temos β′ e´ um fator de comutac¸a˜o para M2n(E) e e´ imediato ver que TZ2n+12 (M2n(E)) =
〈[xα, xγ]β′〉.




e´ o espac¸o gerado pelos elementos da forma a1 ⊗β . . . ⊗β ak tais que
∂Z2(aj) = αj. Aqui β e´ como nos casos anteriores.
Portanto, temos os seguintes resultados.
Lema 3.3.3. TZk2 (E
⊗βk) = 〈[xα, xγ]β〉.




4.1 Identidades Z-graduadas em a´lgebras de Lie
De agora em diante vamos considerar a´lgebras de Lie graduadas pelo grupo aditivo dos
inteiros Z. Sejam X i = {xi1, xi2, . . .}, i ∈ Z, conjuntos infinitos enumera´veis e disjuntos de
varia´veis. Defina X = ∪i∈ZX i. Denote por L(X) a a´lgebra de Lie livre, livremente gerada
sobre K pelo conjunto X. Definimos uma Z-graduac¸a˜o em L(X) como segue. Os elementos
de X i sa˜o de grau i, e se m, n ∈ L(X) sa˜o de graus i e j, respectivamente, enta˜o [m,n] tem
grau j + i. Consideraremos os comutadores escritos a` esquerda, isto e´, [u, v, w] = [[u, v], w].
Enta˜o definimos L(X)i como o espac¸o gerado por todos os elementos de grau i em L(X). E´




e´ uma identidade graduada para a a´lgebra de Lie Z-graduada L = ⊕r∈ZLr se f(a1, . . . , ak) =
0 em L para toda escolha de at ∈ Lit . Quando um tal polinoˆmio for uma identidade
escreveremos f(xi1j1 , . . . , x
ik
jk
) = 0. O conjunto TZ(L) de todas as identidades graduadas para
L e´ o T-ideal graduado de L. E´ fa´cil ver que e´ um ideal e que e´ fechado sob todos os
endomorfismos Z-graduados de L(X). O conjunto B = {fi | i ∈ I} ⊆ TZ(L) de identidades
57
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para L e´ uma base do T-ideal graduado se B gera TZ(L) como T-ideal graduado.
Recordamos que W1 e´ a a´lgebra das derivac¸o˜es do anel de polinoˆmios em uma varia´vel




, e0 = t
d
dt
, . . . , en = t
n+1 d
dt
, . . . .
Ale´m disso, a multiplicac¸a˜o em W1 e´ dada por [ei, ej] = (j − i)ei+j. Para mais detalhes veja
o Exemplo 1.5.8 e a Observac¸a˜o 1.5.17.
O principal resultado deste cap´ıtulo e´ o seguinte teorema.
Teorema 4.1.1. Seja carK = 0. As seguintes identidades graduadas
[xi1, x
i





3]− β[xa1, xc3, xb2] = 0, (4.2)
xd = 0, (4.3)
onde i ≥ −1, c 6= a + b, b 6= a + c, α = (c− a)(b− c− a), β = (b− a)(c− b− a), d ≤ −2,
formam uma base para as identidades Z-graduadas da a´lgebra de Lie W1.
Mais ainda, provamos que as identidades graduadas de W1 na˜o admitem uma base finita.
Mais precisamente, mostramos que as identidades graduadas (4.1) e a maioria das identidades
(4.2) sa˜o independentes. Isto e´, as identidades independentes sa˜o (4.1) e as de (4.2) com
a > b > c ≥ −1 e a 6= b+ c.
4.2 Prova do teorema principal
As a´lgebras consideradas aqui sa˜o sobre um corpo de caracter´ıstica 0. Portanto, todo T-
ideal graduado e´ gerado por seus elementos multilineares. Assim, consideramos apenas os
polinoˆmios multilineares.
Lema 4.2.1. As identidades graduadas (4.1), (4.2) e (4.3) sa˜o va´lidas para W1.
Prova: Seja W1 = ⊕i∈ZLi como na Observac¸a˜o 1.5.17, enta˜o a identidade (4.3) e´ satisfeita
uma vez que Ld = 0 quando d ≤ −2. Tambe´m as identidades (4.1) sa˜o va´lidas, pois
dimLi = 1 quando i ≥ −1. A validade de (4.2) e´ de verificac¸a˜o imediata. ♦
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Denotemos por I o T-ideal graduado gerado pelos polinoˆmios (4.1), (4.2) e (4.3). De
acordo com o Lema 4.2.1, temos I ⊆ TZ(W1).
Agora vamos apresentar algumas identidades graduadas que sa˜o consequeˆncias dos gera-
dores de I. Com o objetivo de simplificar a notac¸a˜o, escreveremos algumas vezes |x| para
denotar o grau homogeˆneo de um elemento de uma a´lgebra graduada.
Usando a identidade de Jacobi, vemos imediatamente que
[x, y, z]− [z, y, x] ∈ I, [x2, x3, x1]− [x2, x1, x3] ∈ I (4.4)
se |x| = |y| e |x1| = |x3| ou |x2| = |x1|+ |x3|. Ale´m disso, por induc¸a˜o obtemos
[x1, xσ(2), . . . , xσ(n)]− [x1, x2, . . . , xn] ∈ I (4.5)
para toda permutac¸a˜o σ de {2, 3, . . . , n}, se |x2| = · · · = |xn|.
Lema 4.2.2. Sejam |x1| = |x4| e |x2| = |x3|. Enta˜o
[x1, x2, x3, x4]− [x4, x2, x3, x1] ∈ I, (4.6)
e, mais geralmente,
[x1, x2, . . . , xn−1, xn]− [xn, xσ(2), . . . , xσ(n−1), x1] ∈ I, (4.7)
onde σ e´ uma permutac¸a˜o de {2, . . . , n− 1} e |x1| = |xn|, |x2| = · · · = |xn−1|.
Prova: Aqui e no que segue, u ≡ v significa u ≡ v (mod I). Temos [x1, x2, x3, x4] ≡
[x1, x2, x4, x3] por (4.1). Desse modo, [x1, x2, x4, x3] ≡ [x4, x2, x1, x3] por (4.4), e finalmente
por (4.1) obtemos [x4, x2, x1, x3] ≡ [x4, x2, x3, x1], como quer´ıamos. Agora, (4.7) segue de
(4.6) por induc¸a˜o. ♦







4 ] ≡ k[xa+b4 , xa1, xa3, xb2], k ∈ K. (4.8)
Prova: Se a ≤ −2 ou b ≤ −2, a afirmac¸a˜o do lema e´ trivial, assim suponha a ≥ −1 e







4 ] ≡ [xa+b4 , xa3, [xa1, xb2]]






2]− [xa+b4 , xa3, xb2, xa1]






2]− [xa+b4 , xa3, xb2, xa1].
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1]. Aplicando a identidade (4.2) e por (4.4)
podemos escrever
−(β/α)[xa+b4 , xa3, xa1, xb2] = −(β/α)[xa+b4 , xa1, xa3, xb2].
Isso e´ poss´ıvel se α 6= 0, isto e´, a+ b+ a 6= a e b 6= a+ b+ a+ a. Logo se a 6= 0 e a+ b 6= 0,






4] ∈ I e isto prova o lema. ♦







4 ] = −[xb2, x−11 , x−13 , xb−14 ] ≡ k[xb2, xb−14 , x−11 , x−13 ].







4 ] ≡ k[xa+b4 , xa1, xc3, xb2].








4 ] ≡ k1[xa1, xc3, xb2, xa+b4 ] = k1[[xa1, xc3], xb2, xa+b4 ].
Aplicando (4.2) va´rias vezes ao lado direito conclu´ımos a prova deste caso.





3] = −[xb2, xa1, xc3] ≡ −[xb2, xc3, xa1] = [xc3, xb2, xa1]
e enta˜o basta continuar como anteriormente. ♦
Observac¸a˜o 4.2.6. Recordamos que u ≡ v significa u ≡ v (mod I).
Definic¸a˜o 4.2.7. Dado m = [x1, . . . , xn] ∈ L(X), com |xi| = αi, i = 1, . . . , n, dizemos que
(α1, . . . , αn) e´ uma sequeˆncia boa se:
1. αi ≥ −1, para todo i = 1, . . . , n;
2. α1 + · · ·+ αt ≥ −1, para 1 ≤ t ≤ n;
3. α1 + · · ·+ αt 6= αt+1, para 1 ≤ t ≤ n− 1.
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Observac¸a˜o 4.2.8. 1. O monoˆmio m na˜o esta´ no ideal I se, e somente se, a sequeˆncia
(α1, . . . , αn) e´ uma sequeˆncia boa.
2. Dado m = [x1, . . . , xn] ∈ L(X), podemos escrever m como uma combinac¸a˜o linear de
comutadores que comec¸am com uma determinada varia´vel xi. Assim, podemos supor que m
sempre comec¸a com uma varia´vel de maior Z-grau. Por exemplo, aquela que tiver o menor
ı´ndice.
Proposic¸a˜o 4.2.9. Sejam |x| = |y| = −1, |zi| = αi ≥ 0, para i = 1, . . . , n e [x, z1, . . . , zn, y] /∈
I. Enta˜o
[x, z1, . . . , zn, y] ≡ [y, z1, . . . , zn, x].
Prova: A prova sera´ por induc¸a˜o em n.
Se n = 1, a afirmac¸a˜o e´ consequeˆncia de (4.4).
Para n = 2 temos que analisar dois casos.
Caso 1: α1 = α2. Neste caso basta usar (4.6).
Caso 2: α1 6= α2. Se ainda α1 = α2 − 1, enta˜o
[x, z1, z2, y] =− [z1, x, z2, y] ≡ −[z1, z2, x, y] ≡ −[z1, z2, y, x]
≡− [z1, y, z2, x] = [y, z1, z2, x]
e temos a afirmac¸a˜o.
Suponha enta˜o que α1 6= α2 − 1. Se α1 + α2 − 1 = −1 temos α1 = α2 = 0 e basta usar o
Caso 1. Portanto podemos supor que (α1, α2) 6= (0, 0). Enta˜o
[x, z1, z2, y] =[x, y, z1, z2] + [x, z1, [z2, y]] + [x, [z1, y], z2]
≡[x, z1, [z2, y]] + [x, [z1, y], z2]
=[y, z2, x, z1]− [y, z2, z1, x] + [y, z1, x, z2]
≡β[y, z2, z1, x]− [y, z2, z1, x] + δ[y, z1, z2, x]
≡((β − 1)γ + δ)[y, z1, z2, x].
Aqui
β =
α2(α1 − α2 + 2)
(α1 − α2 + 1)(α1 + α2) , γ =
(α2 + 1)(α1 − α2 + 1)
(α1 + 1)(α2 − α1 + 1) , δ =
α1(α2 − α1 + 2)
(α2 − α1 + 1)(α1 + α2 .
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Agora, na˜o e´ dif´ıcil ver que (β − 1)γ + δ = 1 e enta˜o o resultado segue quando n = 2.
Suponha n = 3. Consideraremos alguns casos para α1, α2 e α3.
Caso 1. Se α1 = α2 = α3, enta˜o por (4.6) o resultado e´ imediato.
Suponha enta˜o que pelos menos dois dos αi sejam distintos.
Caso 2. Se [x, z1, z2] ≡ γ[x, z2, z1] com γ 6= 1, enta˜o, usando a hipo´tese da induc¸a˜o,
teremos
[x, z1, z2, z3, y] =[x, [z1, z2], z3, y] + [x, z2, z1, z3, y]
≡[y, [z1, z2], z3, x] + 1
γ
[x, z1, z2, z3, y]
(1− 1
γ
)[x, z1, z2, z3, y] ≡[y, z1, z2, z3, x]− [y, z2, z1, z3, x]
≡[y, z1, z2, z3, x]− 1
γ
[y, z1, z2, z3, x]
=(1− 1
γ
)[y, z1, z2, z3, x].
Logo [x, z1, z2, z3, y] ≡ [y, z1, z2, z3, x].
Caso 3. Agora se γ = 1, devemos ter α1 = α2.
Subcaso 3.1. Suponha que [x, z1, z2, z3] = δ[x, z1, z3, z2] com δ 6= 1, enta˜o procedemos
como em Caso 2.
Subcaso 3.2. Se δ = 1 teremos que ou α2 = α3, ou α2 + α3 = −1 + α1. Mas a primeira
possibilidade nos leva ao Caso 1, enquanto a segunda implica que α3 = −1, absurdo.
Caso 4. Na˜o existe γ com [x, z1, z2] = γ[x, z2, z1]. Mas isso e´ poss´ıvel somente quando
[x, z2, z1] = 0, isto e´ α2 = −1 ou α1 = −1 + α2. Como αi ≥ 0 temos de considerar somente
α1 = −1 + α2. Temos
[x, z1, z2, z3, y] = −[z1, x, z2, z3, y] ≡ −[z1, z2, x, z3, y]
por (4.4). Enta˜o −[z1, z2, x, z3, y] = [x, [z1, z2], z3, y] e usamos a induc¸a˜o.
Caso 5. Na˜o existe δ como no Caso 3. Enta˜o [x, z1, z3, z2] ≡ 0 e temos que −1 +α1 = α3,
ou −1 + α1 + α3 = α2. Neste caso escrevemos
[x, z1, z2, z3, y] = [x, z1, [z2, z3], y] + [x, z1, z3, z2, y] ≡ [x, z1, [z2, z3], y]
e de novo usamos a induc¸a˜o.
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Com isso concluimos o caso de n = 3.
Suponha enta˜o que para todo monoˆmio multilinear de grau menor que n nas varia´veis zi
e que na˜o pertence a I, o resultado seja verdadeiro. Tome m = [x, z1, . . . , zn, y] e seja
M = [x, z1, . . . , zn, y]− [y, z1, . . . , zn, x].
Enta˜o temos
m = [x, z1, . . . , zi−1, [zi, zi+1], zi+2, . . . , zn, y] + [x, z1, . . . , zi−1, zi+1, zi, zi+2, . . . , zn, y].
Logo teremos pela hipo´tese da induc¸a˜o que
m ≡ [y, z1, . . . , zi−1, [zi, zi+1], zi+2, . . . , zn, x] + [x, z1, . . . , zi−1, zi+1, zi, zi+2, . . . , zn, y].
Mas o de cima pode ser reescrito como
M ≡ [x, z1, . . . , zi−1, zi+1, zi, zi+2, . . . , zn, y]− [y, z1, . . . , zi−1, zi+1, zi, zi+2, . . . , zn, x].
E´ bem conhecido que as transposic¸o˜es {(i, i+ 1) | i = 1, . . . , n− 1} geram o grupo sime´trico
Sn. Logo para mostrar que M ≡ 0 e´ suficiente mostrar que para alguma permutac¸a˜o σ ∈ Sn,
vale Mσ ≡ 0. Aqui Mσ e´ o elemento obtido de M aplicando-se a permutac¸a˜o σ a`s varia´veis
z1, . . . , zn.
Se α1 = α2 = · · · = αn enta˜o o resultado segue de (4.7). Suponha portanto que pelo
menos dois dos αi sejam distintos, e que α1 e´ o maior entre α1, α2, . . . , αn, e α1 > α2. Enta˜o
se [x, z1, z2] ≡ 0 teremos m ≡ 0 e tambe´m M ≡ 0, logo podemos assumir [x, z1, z2] 6≡ 0.
Temos α2 6= −1 e α1 6= α2−1, logo [x, z1, z2] ≡ ρ[x, z2, z1], ρ ∈ K. Mas ρ = 1 somente quando
α1 + α2 = −1 ou α1 = α2. Essas duas possibilidades sa˜o descartadas pela escolha de α1 e
α2, e assim temos ρ 6= 1, e podemos usar a hipo´tese da induc¸a˜o. Com isso a demonstrac¸a˜o
da proposic¸a˜o esta´ completa. ♦
Como consequeˆncia direta da proposic¸a˜o anterior, temos o seguinte corola´rio, que sera´
de grande utilidade.
Corola´rio 4.2.10. Se m ∈ L(X), m /∈ I e´ um monoˆmio multilinear, enta˜o podemos per-
mutar as varia´veis de Z-grau −1 sem alterar o coeficiente do monoˆmio.
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Prova: Seja m = [x1, . . . , xk, x, y1, . . . , yt, y, z1, . . . , zs] com |x| = |y| = −1 e |yi| ≥ 0 para
todo 1 ≤ i ≤ t. Se m 6= 0, enta˜o |x1| + · · · + |xk| ≥ 0. Denotamos a = [x1, . . . , xk] e
m′ = [a, x, y1, . . . , yt, y]. Pela proposic¸a˜o anterior temos
m′ = −[x, a, y1, . . . , yt, y] = −[y, a, y1, . . . , yt, x] = [a, y, y1, . . . , yt, x].
Assim podemos trocar duas entradas consecutivas de grau −1 em m e assim a demonstrac¸a˜o
esta´ completa. ♦
Lema 4.2.11. Seja m = [x1, . . . , xn] ∈ L(X) um monoˆmio multilinear tal que |xi| = αi ≥ 0
para i = 1, . . . , n. Enta˜o, se m /∈ I, temos
m ≡ k[x1, xj1 , . . . , xjn−1 ],
onde k ∈ K, |xjt| = αjt, α1 = max{αi | 1 ≤ i ≤ n}, x1 > xj1 e xj1 ≤ · · · ≤ xjn−1.
Prova: Podemos escrever m como uma combinac¸a˜o linear de monoˆmios que comec¸am com
uma varia´vel dada. Logo podemos supor que x1 e´ a varia´vel com maior Z-grau. Assim se
αir = α1 + α2 + · · · + αir−1 + αir+1 , enta˜o αi2 = · · · = αir−1 = αir+1 = 0, uma vez que α1 e´
o maior grau. Analogamente para αir+1 = α1 + · · · + αir−1 . Neste caso nada ha´ a fazer. Se
αir 6= α1 + · · · + αir−1 e αir+1 6= α1 + · · · + αir−1 , enta˜o usando (4.2) e (4.5), se necessa´rio,
podemos reordenar as varia´veis como desejado. ♦
Lema 4.2.12. Seja m = [x1, . . . , xn] ∈ L(X), m /∈ I um monoˆmio multilinear tal que existe
uma u´nica varia´vel de Z-grau −1. Denote por αi o Z-grau de xi. Se existe sequeˆncia boa
(α1,−1, αj1 , . . . ) com α1 o ma´ximo dos Z-graus, enta˜o
m ≡ k[x1, x, xj1 , . . . , xjn−2 ]
onde |x| = −1, k ∈ K e |xjt | = αjt. Se na˜o existe tal sequeˆncia boa, enta˜o
m ≡ k[xj1 , . . . , xjn−1 , x]
onde |x| = −1 e |xjt | = αjt.
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Prova: Suponha que existe sequeˆncia boa (α1,−1, αj1 , . . . ) com α1 o ma´ximo dos Z-graus,
que a varia´vel de grau −1 ocorra na posic¸a˜o r + 1 e denote essa varia´vel por x. Temos m =
[x1, . . . , xr−1, xr, x, . . . , xn]. Observamos que a sequeˆncia (α1, . . . , αr,−1, . . . , αn) tem que ser
boa. Enta˜o qualquer parte inicial desta sequeˆncia tambe´m e´ boa. Se αr = α1 + · · ·+αr−1−1
enta˜o como x1 e´ a varia´vel de maior Z-grau temos dois casos para analisar:
Caso 1: α2 = · · · = αr−1 = 0 e αr = α1 − 1. Neste caso temos
m =[x1, x2, . . . , xr−1, xr, x, . . . , xn]
=[x1, . . . , xr−1, [xr, x], . . . , xn] + [x1, . . . , xr−1, x, xr, . . . , xn].
A u´ltima parcela esta´ em I, portanto
m ≡ k[x1, [xr, x], x2, . . . , xr−1, . . . , xn] = k[x1, xr, x, x2, . . . , xr−1, . . . , xn].
Mas neste caso tal sequeˆncia boa na˜o existe, um absurdo pois m 6∈ I.
Agora considere a varia´vel y que esta´ imediatamente a` direita de x em m. Seja m′ =
[x1, . . . , xr, x, y], |x1| = a, |x2| = · · · = |xr−1| = 0, |xr| = a− 1, |y| = b. Caso a > 1 podemos
escrever m′ ≡ p[x1, . . . , xr, y, x], p ∈ K, pois a+ a− 1 > b e a+ b 6= −1. Se, por outro lado,
a = 1, teremos b = 1 e
m′ =[x1, . . . , xr, x, y] = [x1, . . . , xr, [x, y]]
≡ [x1, [x, y], x2, . . . , xr] = [x1, x, y, x2, . . . , xr].
Caso 2: α2 = · · · = αr−2 = 0, αr = α1 e αr−1 = 1. Teremos
m = [x1, x2, . . . , xr−2, xr−1, x, . . . , xn] ≡ k1[x1, xr−1, xr, x, x2, . . . , xr−2, . . . , xn].
Mas
[x1, xr−1, xr, x, . . . , xn] =[x1, xr−1, [xr, x], . . . , xn] + [x1, xr−1, x, xr, . . . , xn]
≡− [[xr, x], x1, xr−1, . . . , xn] + [xr−1, [xr, x], x1, . . . , xn]
≡− [xr, x, x1, xr−1, . . . , xn],
enta˜o m ≡ k[x1, x, xr, x2, . . . , xr−2, . . . , xn] usando (4.4). Se αr 6= α1 + · · · + αr−1, enta˜o
podemos mover x uma posic¸a˜o a` esquerda no comutador. Repetindo esse procedimento e
usando o argumento anterior, se necessa´rio, obtemos o resultado.
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Agora, suponha que na˜o existe sequeˆncia boa da forma (α1,−1, αj1 , . . . ). Se a varia´vel
de grau −1 ocorre na posic¸a˜o r, enta˜o
m = [x1, . . . , xr−1, xr, xr+1, . . . , xn].
Se αr+1 = α1 + · · ·+αr−1, enta˜o como x1 e´ a varia´vel de maior grau devemos ter α2 = · · · =
αr−1 = 0 e αr+1 = α1. Assim
m = [x1, x2, . . . , xr−1, xr, xr+1, . . . , xn] ≡ k[x1, xr, xr+1, x2, . . . , xr−2, . . . , xn].
Portanto, αr+1 6= α1 + · · · + αr−1 e podemos mover xr uma posic¸a˜o para a direita. Pros-
seguindo com este racioc´ınio, obtemos o resultado. ♦
Lema 4.2.13. Nas notac¸o˜es do Lema 4.2.12, suponha que existem duas varia´veis de Z-grau
−1. Se existe sequeˆncia boa (α1,−1, αj1 , . . . ) com α1 o ma´ximo dos Z-graus, enta˜o
m ≡ k[x1, xj0 , xj1 , . . . , xjn−2 ]
onde |xj0| = −1, k ∈ K e |xjt | = αjt. Se na˜o existe tal sequeˆncia boa, enta˜o
m ≡ k[xj1 , . . . , xjn−1 , xjn ]
onde |xjn| = −1 e |xjt| = αjt.
Prova: Suponha que as varia´veis de Z-grau −1 ocorram nas posic¸o˜es i0 e j0 de m, i0 6= j0.
Para simplificar a notac¸a˜o vamos reescrever as varia´veis xi0+1 = y1, . . . , xi0+j0−1 = yl,
xi0+j0+1 = z1, . . . , xin = zt, xi0 = x e xj0 = y. Assim
m = [x1, . . . , xi0−1, x, y1, . . . , yl, y, z1, . . . , zt],
onde |x| = |y| = −1 e x1 e´ a varia´vel de maior grau. Do lema anterior
[x1, . . . , xi0−1, x, y1, . . . , yl] ≡ k[x1, x, xs1 , . . . , xsr , yv1 , . . . , yvl ]
ou
[x1, . . . , xi0−1, x, y1, . . . , yl] ≡ k[x1, xs1 , . . . , xsr , yv1 , . . . , yvl , x].
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Se ocorre o primeiro caso, o resultado segue pois
m ≡ k[x1, x, xs1 , . . . , xsr , yv1 , . . . , yvl , z1, . . . , zt].
Suponha enta˜o que m = [x1, . . . , xi0−1, x, y, z1, . . . , zt], |xi| ≥ 0 e |zi| ≥ 0. Neste caso na˜o
podemos ter −1 = |x1| + · · · + |xi0−1|, logo m ≡ k1[x1, . . . , xi0−2, x, xi0−1, y, z1, . . . , zt]. Se
|xi0−1| = |x1| + · · · + |xi0−2|, enta˜o como x1 e´ a varia´vel com maior grau, devemos ter
|x2| = · · · = |xi0−2| = 0 e |xi0−1| = |x1|. Assim para |x1| > 1 temos
m ≡k1[x1, . . . , xi0−2, x, xi0−1, y, z1, . . . zt]
≡k2[x1, y, xi0−1, x2, . . . , xi0−2, y, z1, . . . , zt].
Agora, se |x1| = 1, enta˜o
m = [x1, . . . , xi0−1, x, y, z1, . . . , zt] = [x1, . . . , [xi0−1, x], y, z1, . . . , zt] + [x1, . . . , x, xi0−1, y, z1, . . . , zt].
A u´ltima parte pertence a I, e como [xi0−1, x] tem grau zero, segue que
m ≡ [x1, x, xi0−1, . . . , y, z1, . . . , zt],
e o resultado segue. Suponha enta˜o que na˜o existe sequeˆncia boa (α1,−1, αj1 , . . . ).
Suponha que |z1| = |x1|+ · · ·+ |xi0−1| − 1 + |y1|+ · · ·+ |yl|. Devemos ter:
Caso 1: |x1| − 1 = |z1| e |x2| = · · · = |xi0−1| = |y1| = · · · = |yl| = 0. Logo, se
|x1| > 1, enta˜o m ≡ k[x1, y, . . . ] e por hipo´tese tal situac¸a˜o na˜o ocorre. Logo devemos ter
|x1| = 1 e da´ı m = [x1, y−1, z−1, t0] = −[y−1, x1, z−1, t0]. Assim da Observac¸a˜o 4.2.4 segue
que m ≡ k[x1, t0, y−1, z−1].
Caso 2: |x1| = |z1| e |x2|+ · · ·+ |xi0−1|+ |y1|+ · · ·+ |yl| = 1. Suponha |x1| > 1. Temos
os seguintes subcasos para analisar:
Caso 2.1: |x2| = · · · = |xi0−1| = 0. Temos
m ≡ k[x1, y, . . . ]
o que e´ imposs´ıvel.
Caso 2.2: |y1| = · · · = |yl| = 0. Teremos
m ≡ k[x1, x2, y, z, x3, . . . , xi0−1, y1, . . . , yl, z1, . . . , zt].
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Da´ı podemos considerarm = [x1, x
1, y−1, z−1, x2]. Se |x1| 6= 2, enta˜om ≡ k[x1, y−1, x1, z−1, x2].
Logo |x1| = 2. Mas
[x1, x
1, y−1, z−1] =[x1, [x1, y−1], z−1] + [x1, y−1, x1, z−1]
≡[x1, [x1, y−1], z−1] ≡ k[x1, z−1, [x1, y−1]] ≡ k[x1, z−1, y−1, x1]
o que na˜o e´ poss´ıvel.
Se |x1| = 1, enta˜o |x2| = · · · = |xi0−1| = 0, |y1| = 1 e |z1| = 1. Da´ı
m =[x1, x2, . . . , xi0−1, x, y1, . . . , yl, y, z1, . . . , zt]
=[x1, x2, . . . , xi0−1, [x, y1], . . . , yl, y, z1, . . . , zt]
+ [x1, x2, . . . , xi0−1, y1, x, . . . , yl, y, z1, . . . , zt]
≡[x1, x2, . . . , xi0−1, [x, y1], . . . , yl, y, z1, . . . , zt]
≡k[x1, [x, y1], x2, . . . , xi0−1, . . . , yl, y, z1, . . . , zt]
=[y1, x, x1, x2, . . . , xi0−1, . . . , yl, y, z1, . . . , zt]
≡[x1, y, y1, x2, . . . , xi0−1, . . . , yl, y, z1, . . . , zt],
que novamente e´ imposs´ıvel. Portanto |z1| 6= |x1|+ · · ·+ |xi0−1|−1+ |y1|+ · · ·+ |yl| e podemos
mover y uma posic¸a˜o para a direita. Repetindo esse argumento obtemos o resultado. ♦
Lema 4.2.14. Seja m = [x1, . . . , xn] ∈ L(X), m /∈ I, um monoˆmio multilinear tal que
existem r varia´veis de Z-grau −1. Denote por αi o Z-grau de xi. Se existe sequeˆncia boa
(α1,−1, αj1 , . . . ) com α1 o ma´ximo dos Z-graus, enta˜o
m ≡ k[x1, x, xj1 , . . . , xjn−2 ]
onde |x| = −1, k ∈ K e |xjt| = αjt. Se na˜o existe tal sequeˆncia boa, enta˜o
m ≡ k[xj1 , . . . , xjn−1 , x]
onde |x| = −1 e |xjt| = αjt. Mais ainda, podemos escolher x como sendo a varia´vel de grau
−1 com o menor ı´ndice.
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Prova: Faremos a prova por induc¸a˜o no nu´mero de varia´veis de Z-grau −1. Os casos de
nenhuma varia´vel, uma varia´vel e duas foram feitos nos Lemas 4.2.11, 4.2.12 e 4.2.13, respec-
tivamente. Assim suponha que para r− 1 varia´veis de grau −1, o resultado seja verdadeiro.
Se m = [x1, . . . , xn] possui r ≥ 3 varia´veis de grau −1, enta˜o seja i0 o menor ı´ndice tal que
αi0 = −1, denote xi0 = x. Assim no monoˆmio m = [x1, . . . , xi0−1, x, xi0+1, . . . , xn] temos
α2 ≥ 0, . . . , αi0−1 ≥ 0 e α1 ≥ 1. Denotamos y = [x1, . . . , xi0−1, x] e em [y, xi0+1, . . . , xn]
temos r − 1 varia´veis de grau −1. Por induc¸a˜o temos que:
m ≡ k[[x1, . . . , xi0−1, x], xj1 , . . . , xjs ], onde αjs = −1 (4.9)
ou
m ≡ k[[x1, . . . , xi0−1, x], xj1 , . . . , xjs ], onde αj1 = −1. (4.10)
Se ocorre (4.9), o lema esta´ provado. Se ocorre (4.10), enta˜o considere o monoˆmio
n = [[x1, . . . , xi0−1, x, xj1 ], . . . , xjs ]. Aplicando a hipo´tese de induc¸a˜o a` n, temos
n ≡ k[[x1, . . . , xi0−1, x, xj1 ], xl1 . . . , xlt ], onde αlt = −1 (4.11)
ou
n ≡ k[[x1, . . . , xi0−1, x, xj1 ], xl1 , . . . , xlt ], onde αl1 = −1. (4.12)
Se acontece (4.11) nada ha´ a fazer. Se acontece (4.12), repetimos o mesmo racioc´ınio em
[[x1, . . . , xi0−1, x, xj1 ], xl1 , . . . , xlt ]. Assim temos que considerar o caso m = [x1, . . . , xs, y1, . . . ,
yr, z1, . . . zl], m /∈ I, onde |xi| ≥ 0, |zj| ≥ 0, para i = 1, . . . , s, j = 1, . . . , l e |y1| = · · · =
|yr| = −1. Neste caso na˜o podemos ter −1 = |x1|+ · · ·+ |xs|, logo m ≡ k1[x1, . . . , xs−1, y1, xs,
y2, . . . , yr, z1, . . . zl]. Agora, se |xs| = |x1|+ · · ·+ |xs−1|, enta˜o como x1 e´ a varia´vel com maior
grau, devemos ter |x2| = · · · = |xs−1| = 0 e |xs| = |x1|. Assim para |x1| > 1 temos
m ≡k1[x1, . . . , xs−1, y1, xs, y2, . . . , yr, z1, . . . zl]
≡k2[x1, y1, xs, x2, . . . , xs−1, y2, . . . , yr, z1, . . . , zl].
Se |x1| = 1, enta˜o m possui no ma´ximo duas varia´veis de grau −1, e este caso foi feito
no Lema 4.2.13. Portanto o lema esta´ provado.
Agora, da Proposic¸a˜o 4.2.9 podemos permutar as varia´veis de grau −1. Assim podemos
escolher sempre a de menor ı´ndice, por exemplo, para colocar na segunda ou u´ltima entrada
de m. ♦
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Corola´rio 4.2.15. Seja m = [x1, . . . , xn] ∈ L(X), m /∈ I, um monoˆmio multilinear de grau
n, αi = |xi| e α1 = max{αi | i = 1, . . . , n}. Se existe pelo menos uma varia´vel de Z-grau
−1, enta˜o
m ≡ k[x1, xj1 , . . . , xjn−1 ],
onde k ∈ K e αj1 = −1, se existe sequeˆncia boa (α1,−1, αj2 , . . . , αjn−1), se na˜o αjn−1 = −1.
Mais ainda, podemos escolher xj1 ou xjs, conforme o caso, como a varia´vel de grau −1 com
o menor ı´ndice.
Prova: Segue imediatamente do lema anterior. ♦
Teorema 4.2.16. TZ(W1) = I.
Prova: Seja f ∈ L(X) uma identidade multilinear de W1. Se o grau de f e´ 3, enta˜o f ∈ I.
De fato, podemos supor que a varia´vel de maior Z-grau esta´ no comec¸o dos comutadores.
Assim,
f = α[xa, yb, zc] + β[xa, zc, yb],
onde a ≥ b, a ≥ c e α, β ∈ K.
Se b = a enta˜o f ≡ β[xa, zc, ya] e da´ı como f e´ identidade devemos ter f ∈ I. Analoga-
mente para c = a. Suponha enta˜o b 6= a e c 6= a. Se b = a + c ou c = a + b, enta˜o tambe´m
obtemos f ∈ I. Assim tambe´m devemos supor b 6= a + c e c 6= a + b. Com esta hipo´tese
obtemos
f ≡ γ[xa, zc, yb].
E aqui tambe´m f ∈ I.
Assim podemos considerar somente identidades de grau maior ou igual a 4. Tome f uma
identidade multilinear nas varia´veis x1, . . . , xn e |xi| = αi, de menor grau tal que f /∈ I. Se
αi ≥ 0 para i = 1, . . . , n enta˜o pelo Lema 4.2.11, podemos escrever
f ≡ k[xj1 , . . . , xjn ]
k ∈ K, |xjt | = αjt , xj1 = max{αi | 1 ≤ i ≤ n}, xj1 > xj2 e xj2 ≤ · · · ≤ xjn . Logo f e´ uma
identidade de W1 se, e so´ se, f ∈ I. Agora se existe r tal que |xr| = −1, enta˜o pelo corola´rio
anterior temos dois casos para analisar:
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Caso 1: f ≡∑λi[xj1 , x, xj2 , . . . , xjn−2 ] onde xj1 e´ a varia´vel de maior Z-grau e |x| = −1.
Neste caso podemos substituir o comutador [xj1 , x] por uma varia´vel y tal que |y| = |xj1|−1.
Assim obtemos um polinoˆmio g de grau menor que f e que e´ identidade de W1. Logo g ∈ I
e portanto f ∈ I. O que e´ um absurdo.
Caso 2: f ≡∑λi[xσ(j1), . . . , xσ(jn−1), xj0 ] onde |xj0| = −1. Escreva f ≡ [g, xj0 ] onde g e´
um polinoˆmio de grau n− 1. Se g na˜o e´ identidade para W1, enta˜o o Z-grau de g e´ −1, pois
f e´ identidade. Da´ı f ∈ I o que e´ um absurdo. Logo, g e´ identidade. Mas da escolha de f ,
devemos ter g ∈ I e portanto f ∈ I, novamente um absurdo. Logo TZ(W1) ⊆ I.
Agora, pelo Lema 4.2.1 temos a outra inclusa˜o, portanto TZ(W1) = I. ♦
4.3 Independeˆncia das identidades graduadas




2] ∈ L(X) os polinoˆmios graduados de (4.1). Denote tambe´m por A a
menor a´lgebra de Lie na˜o abeliana: A tem uma base consistindo de e1, e2 e [e1, e2] = e1. Seja
Ai uma co´pia de A, e defina W(n) = (⊕ni=−1Li)⊕ (⊕i>n(Li⊕Ai)). Ale´m disso, a Z-graduac¸a˜o
em W1 e´ dada por W1 = ⊕i≥−1Li. Enta˜o W(n) e´ um espac¸o vetorial Z-graduado cuja i-e´sima
componente homogeˆnea e´ Li se i ≤ n, e Li ⊕ Ai caso contra´rio. A multiplicac¸a˜o em W(n)
e´ definida como segue. Os elementos de Li e Lj multiplicam-se do mesmo modo como os
elementos em W1. Ale´m disso, [Li, Aj] = 0 para todos i e j, finalmente se a ∈ Ai, b ∈ Aj
enta˜o [a, b] ∈ Ai+j e´ definido como o colchete de a e b em A = Ai+j.
Lema 4.3.1. A a´lgebra W(n) satisfaz as identidades graduadas fi, 1 ≤ i ≤ n. Ainda W(n)
na˜o satisfaz nenhuma identidade graduada fj, j > n.
Prova: Ambas as afirmac¸o˜es sa˜o imediatas. ♦
Corola´rio 4.3.2. O conjunto de polinoˆmios {fi | i ≥ −1} e´ um conjunto independente de
identidades graduadas em L(X).
Prova: E´ uma consequeˆncia direta do Lema 4.3.1. ♦






3] − β[xa1, xc3, xb2] a identidade graduada definida
em (4.2). Observe que α = (c − a)(b − c − a) e β = (b − a)(c − b − a). Primeiro note que
quando c = a temos α = 0 mas o segundo comutador de faba se anula devido a` identidade
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graduada (4.1), e analogamente para b = a. Da´ı supomos b 6= a e c 6= a. Mais ainda, se
b = c+a enta˜o α = 0 mas o segundo comutador em fabc se anula tambe´m por causa de (4.1).
Assim podemos supor b 6= a + c e analogamente c 6= a + b. Observe tambe´m que se c = b




3]− [xa1, xb3, xb3] que pertence ao ideal graduado gerado pelas identidades





3] − [xa1, xc3, xb2] esta´ no ideal graduado gerado por (4.1). Portanto devemos supor
a 6= b+ c.
As considerac¸o˜es anteriores provam o seguinte Lema.
Lema 4.3.3. Os polinoˆmios (4.1), (4.3) e (4.2) com a, b, c distintos e a 6= b+ c, b 6= a+ c,
c 6= a+ b, formam uma base das identidades Z-graduadas de W1.








3]− δ[xb2, xc3, xa1], γ = (c− b)(a− b− c), δ = (a− b)(c− a− b).
Os lemas seguintes sa˜o imediatos.
Lema 4.3.4. Se uma a´lgebra de Lie Z-graduada L satisfaz as identidades graduadas fabc e
fbac com a, b, c como no Lema 4.3.3, enta˜o L satisfaz a identidade graduada fcab. Em outras
palavras, a identidade graduada fcab segue de fabc e fbac.
Prova: Temos fcab = −γ[xc3, xa1, xb2] +α[xc3, xb2, xa1]. Assim a afirmac¸a˜o segue de uma simples
manipulac¸a˜o com as expresso˜es de fabc e fbac. ♦
Lema 4.3.5. A identidade graduada fbac segue de fabc.

























= (β − α)[xb2, xa1, xc3]− β[xb2, xc3, xa1],
o que e´ exatamente fbac, uma vez que δ = −β e e´ fa´cil verificar que γ = α− β. ♦
De fato, segue da prova que fabc e fbac sa˜o equivalentes como identidades graduadas.
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Proposic¸a˜o 4.3.6. As identidades graduadas fabc, onde a, b e c sa˜o como no Lema 4.3.3,
e ale´m disso a > b > c, sa˜o independentes.
Prova: Fixe uma tripla (a, b, c) de inteiros tais que a > b > c ≥ −1 e a 6= b + c. Devemos
construir uma a´lgebra de Lie Z-graduada Labc que satisfac¸a todas as identidades do tipo (4.1)
e (4.3). Mais ainda, Labc ira´ satisfazer todas identidades graduadas fuvw com u > v > w ≥ −1
e tais que (u, v, w) 6= (a, b, c). Ale´m disso, fabc na˜o sera´ uma identidade graduada para Labc.
Claramente a existeˆncia de tal a´lgebra prova a proposic¸a˜o.
Vamos comec¸ar com a a´lgebra W1 = ⊕i≥−1Li. Os elementos ei geram Li, para todo i ≥
−1, e [ei, ej] = (j−i)ei+j. A a´lgebra Labc = ⊕i≥−1Hi e´ Z-graduada com a i-e´sima componente
homogeˆnea igual a Hi quando i ≥ −1 e 0 caso contra´rio. Da´ı ela satisfaz as identidades
graduadas (4.3). Definimos Hi = Li para todo i ∈ Z \ {a, b, c, a + b, a + c, b + c, a + b + c}.
Tome elementos ha ∈ Ha, hb ∈ Hb e hc ∈ Hc que centralizem W1, isto e´, [hk, ei] = 0 para
todo i e todo k = a, b, c. Seja
[ha, hb] = ha+b ∈ Ha+b, [hb, hc] = hb+c ∈ Hb+c, [hc, ha] = hc+a ∈ Hc+a
e coloque [ha+b, hc] = ha+b+c ∈ Ha+b+c, [hb+c, ha] = ha+b+c. Desde que Labc deve satisfazer a
identidade de Jacobi devemos ter [hc+a, hb] = −2ha+b+c. Todos os outros produtos entre os
h’s definimos como 0.
Vamos calcular
fabc(ha, hb, hc) = (b− a)(c− a− b)[ha, hb, hc]− (c− a)(b− a− c)[ha, hc, hb]
= (b− a)(c− a− b)ha+b+c + 2(c− a)(b− a− c)ha+b+c.
Mas (b− a)(c− a− b) + 2(c− a)(b− a− c) 6= 0 em Z pois ambos os somandos sa˜o negativos.
Isto conclui a prova uma vez que e´ evidente que Labc satisfaz todas as identidades graduadass
fuvw exceto por fabc. ♦
Como os resultados anteriores temos o seguinte teorema.
Teorema 4.3.7. As identidades graduadas (4.1), (4.3) e fabc com a > b > c ≥ −1, a 6= b+c,
formam uma base minimal para TZ(W1).
Corola´rio 4.3.8. As identidades Z-graduadas para a a´lgebra de Lie W1 sobre um corpo de
caracter´ıstica 0 na˜o admitem uma base finita.
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4.4 Considerac¸o˜es finais
As identidades ordina´rias de W1 sa˜o desconhecidas. E´ bem sabido e fa´cil verificar que W1
satisfaz a identidade de Lie standard s5. Na˜o se sabe se as identidades ordina´rias de W1
admitem uma base finita. A determinac¸a˜o dessas identidades e´ um importante problema
em aberto na teoria das identidades em a´lgebras de Lie. A a´lgebra Wn e´ simples para todo
n ≥ 1, e e´ muito importante para a teoria.
Pode ser interessante determinar as identidades graduadas da a´lgebra de Lie Wn para
n ≥ 2. Podemos considerar esta a´lgebra graduada naturalmente por Zn, onde acreditamos
que os resultados ira˜o ser obtidos com argumentos semelhantes aos usados aqui.
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