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Let S = k[x1, x2, . . . , xn] be a polynomial ring. Let I be a Stanley–
Reisner ideal in S of a pure simplicial complex of dimension one.
In this paper, we study the Buchsbaum property of S/Ir for any
integer r > 0. Our ﬁrst purpose is giving a characterization of
Ext-modules ExtpS (S/mt , S/ J ) for any monomial ideal J , where
mt = (xt1, xt2, . . . , xtn), in terms of certain simplicial complexes.
Then we consider the Buchsbaum property of S/Ir . The main
tool to check the Buchsbaumness is the surjectivity criterion. We
see the behavior of the canonical map from ExtpS (S/mt , S/I
r) to
Hpm(S/Ir) from the view point of reduced cohomology groups of
simplicial complexes.
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1. Introduction
Let  be a simplicial complex on a vertex set [n] = {1,2, . . . ,n}. Let S = k[x1, x2, . . . , xn] be a poly-
nomial ring of n-variables over an inﬁnite ﬁeld k. The Stanley–Reisner ideal of  is a square-free
monomial ideal I of S deﬁned as
I =
(∏
i∈F
xi
∣∣∣ F /∈ ).
The residue class ring S/I is called the Stanley–Reisner ring of . Throughout this paper, we assume
that  is pure and dim() = 1, which means that any maximal element of  consists of two el-
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known that S/I is always a Buchsbaum ring (cf. [S]). The ﬁrst author and N.V. Trung gave the nec-
essary and suﬃcient condition for S/Ir and S/I(r) , respectively, to be Cohen–Macaulay in terms of
the graphical property of  in [MT], where I(r) stands for the r-th symbolic power of I . For the
Buchsbaum property, the authors gave a characterization for S/I(r) to be Buchsbaum in [MN].
Our purpose is determining the Buchsbaum property for S/Ir . N. Terai and K. Yoshida gave a
characterization for S/Ir to be a Buchsbaum ring for inﬁnitely many r in [TY]. In this paper, we study
the Buchsbaumness of S/Ir for each r > 0. In the case of symbolic powers, we only need consider
the ﬁrst local cohomology module H1m(S/I
(r)), but in the case of ordinary powers, we have to discuss
both H0m(S/I
r) and H1m(S/I
r). Therefore, it is not enough to check the condition that the maximal
ideal kills the local cohomology modules. That is the point of the diﬃculty of this research.
In order to study the Buchsbaum property of S/Ir , we use the surjectivity criterion. In fact, we
need to check the canonical map
ExtiS
(
S/m, S/Ir
)→ Him(S/Ir)∼= lim−→ t ExtiS(S/mt, S/Ir)
is surjective for all i < dim(S/Ir), where Him(S/I
r) denotes the i-th local cohomology module (cf. [SV,
Chapter I, Theorem 3.7]). Our ﬁrst purpose is characterizing Ext-modules for any cyclic Zn-graded
S-modules in terms of certain simplicial complexes. Then we describe the behavior of the canonical
map from Ext-modules to the local cohomology modules. The statement is given as follows.
Theorem 3.3. Suppose that I is a monomial ideal in the polynomial ring S. Let t be a positive integer and
a = (a1,a2, . . . ,an) ∈ Zn. We put Ga = {i | ai < 0}. Then for each p ∈ Z, we have the following commutative
diagram
ExtpS (S/mt, S/I)a
ξ−−−−→ Hpm(S/I)a⏐⏐	 ⏐⏐	
H˜ p−|Ga|−1(a,t(I);k) η−−−−→ H˜ p−|Ga|−1(a(I);k)
where the vertical maps are isomorphisms as k-vector spaces, ξ is the canonical map from the direct system to
the direct limit and η is the natural map induced from the embedding a(I) ⊆ a,t(I) of simplicial complexes
(see Deﬁnitions 2.1 and 3.1).
The left vertical isomorphism is an improvement of [M, Theorem 1] due to Miyazaki, who proves
the isomorphism when I is a Stanley–Reisner ideal. The right vertical isomorphism is given by
Takayama [T], which is the generalization of Hochster’s formula. In the case where t = 1 in Theo-
rem 3.3, we have the canonical map
ExtpS (S/m, S/I) → Hpm(S/I),
which is important for the surjectivity criterion of Buchsbaumness. Applying Theorem 3.3, we study
the Buchsbaum property of S/Ir for the Stanley–Reisner ideal I of a pure one-dimensional simplicial
complex . When n  3, I is generated by a regular sequence, thus S/Ir is always Cohen–Macaulay.
We concentrate the case n 4. The classiﬁcation is given as follows.
Theorem 4.10. Let n 4 and r  4. Then S/Ir is Buchsbaum if and only if  is a square.
We note that the condition of Theorem 4.10 is equivalent to saying that S/Ir is Cohen–Macaulay
for some r  3 by [MT, Corollary 3.5].
294 N.C. Minh, Y. Nakamura / Journal of Algebra 327 (2011) 292–306Theorem 4.11. Let n 4. Then S/I3 is Buchsbaum if and only if  is a square or a pentagon.
We note that if  is a square, then S/I3 is Cohen–Macaulay. Furthermore, the condition of Theo-
rem 4.11 is equivalent to saying that S/I2 is Cohen–Macaulay by [MT, Corollary 3.4].
Theorem 4.12. Let I be the Stanley–Reisner ideal of a pure one-dimensional simplicial complex . Let n  4.
Then the following statements are equivalent.
(1) S/I2 is Buchsbaum.
(2)  satisﬁes the following conditions.
(a)  is connected.
(b)  does not contain any triangle of edges.
(c)  is claw-free, i.e.  has no induced complete bipartite subgraph with one vertex on one side and
three vertex on the other.
(3)  is a path of length n − 1 or a cycle of length n.
One can see in [TY, Proposition 1. 11] the condition (3) of Theorem 4.12 is equivalent to saying
that  is a locally complete intersection complex. There are inﬁnitely many examples of  such that
S/I2 is Buchsbaum if we move n, although the example that S/Ir is Buchsbaum (r  3) is ﬁnite. But,
once we ﬁx n, then  can be only two cases; a path of length n− 1 or a cycle of length n.
This paper consists of four sections. In Section 2, we set up basic notations, terminologies for
the simplicial complex and its reduced cohomology modules. Section 3 is devoted to prove Theo-
rem 3.3. Here, we deﬁne new family of simplicial complexes {a,t} and construct a fundamental
theory with respect to {a,t}. In Section 4, we consider the Buchsbaum property of S/Ir and prove
Theorems 4.10, 4.11 and 4.12.
2. Preliminary
We ﬁrst ﬁx notation. Let N (resp. Z) denote the set of nonnegative integers (resp. integers).
A simplicial complex  on [n] = {1,2, . . . ,n} is a collection of subsets of [n] such that F ∈ 
whenever F ⊆ G for some G ∈ . In this paper, we do not assume the condition that {i} ∈ 
for i = 1,2, . . . ,n unless speciﬁed. We put dim F = |F | − 1, where |F | is the cardinality of F , and
dim = max{dim F | F ∈ }, which is called the dimension of . It is clear that  can be uniquely
determinate by the set of its maximal elements under inclusion which is denoted Max(). When we
assume a linear order on [n], say <,  is called an oriented simplicial complex. In such a case, we de-
note F = {i1, . . . , ip} for F ∈  with the order sequence i1 < · · · < ip . Let  be an oriented simplicial
complex with dim = d. We denote by C()• the augmented oriented chain complex of :
C()• : 0 → Cd ∂→ Cd−1 ∂→ ·· · ∂→ C0 → C−1 → 0
where
Cp =
⊕
F∈
dim F=p
ZF and ∂ F =
p∑
j=0
(−1) j F j
for F ∈ . Here we denote F j = {i0, . . . , iˆ j, . . . , ip} for F = {i0, . . . , ip}.
Let k be a ﬁeld. We put C∗()• = HomZ(C()•,k). This is called the dual chain complex of .
Then one can check that
C∗()p = HomZ
( ⊕
F∈
dim F=p
ZF ,k
)
=
⊕
F∈
dim F=p
k.ϕF ,
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ϕF (G) =
{
1 if F = G,
0 otherwise
with the differential map
C∗()p  ϕF →
∑
j /∈F
F∪{ j}∈
(−1)F ( j)ϕF∪{ j} ∈ C∗()p+1,
where F ( j) = |{i ∈ F | i < j}|.
H˜ i(;k) denotes the i-th cohomology group of the dual chain complex C∗()• , which is called
the i-th reduced simplicial cohomology group of . The following facts are well known and easy to
check:
(1) H˜ i(;k) = (0) if i > d or i < −1,
(2) H˜−1(;k) ∼=
{
k if  = {∅},
(0) otherwise,
(3) H˜0(;k) = (0) if and only if  is connected,
(4) if  is a simplex, i.e., |Max()| = 1, then H˜ i(;k) = 0 for all i ∈ Z.
We also note that H˜ i(;k) = 0 for all i ∈ Z if  = ∅.
Let S = k[x1, x2, . . . , xn] be a polynomial ring over a ﬁeld k with the maximal ideal m =
(x1, x2, . . . , xn). Let I be a monomial ideal of S . For a = (a1,a2, . . . ,an) ∈ Zn , we write xa =∏nj=1 xa jj ,
which is an element of the quotient ﬁeld of S . Let Ga stand for the subset {i | ai < 0} of [n]. Degree
complex a(I) is the simplicial complex on [n] deﬁned as follows:
Deﬁnition 2.1. (See [T].) Let a ∈ Zn . a(I) is a collection of subset F of [n] satisfying the following
two conditions:
(1) F ∩ Ga = ∅.
(2) For every minimal generator xb of I , where b = (b1,b2, . . . ,bn), there exists an index i /∈ F ∪ Ga
with bi > ai .
The degree complex is useful tool to describe the local cohomology modules of S/I .
Theorem 2.2. (See [BH, Lemma 5.3.7], [T, Lemma 2].) Let I be a monomial ideal of S. For each p ∈ Z and
a ∈ Zn, there is an isomorphism of k-vector spaces
H pm(S/I)a ∼= H˜ p−|Ga|−1
(
a(I);k
)
.
3. A characterization of ExtpS (S/(x
t
1, x
t
2, . . . , x
t
n), S/I)
The degree complex plays an important role to describe the local cohomology modules Hpm(S/I).
We deﬁne other kind of simplicial complexes in order to describe ExtpS (S/(x
t
1, x
t
2, . . . , x
t
n), S/I) for any
integer t > 0. For the simplicity, we put mt = (xt1, xt2, . . . , xtn). Let ei ∈ Zn stand for the i-th unit vector.
For a subset F of [n], we put eF =∑i∈F ei .
Deﬁnition 3.1. For a positive integer t and a ∈ Zn , we put
a,t(I) =
{
F ⊆ [n] ∣∣ F ∩ Ga = ∅ and xa+teF∪Ga /∈ I}.
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Lemma 3.2. Let t be a positive integer and a ∈ Zn. Let I be a monomial ideal of S. Then, the following state-
ments hold true.
(1) a,t(I) is a simplicial complex on [n].
(2) a,t(I) ⊇ a,t+1(I).
(3) a,t(I) ⊇ a(I).
(4) a,t(I) = a(I) for all t large enough.
(5) If a+ teGa /∈ Nn, then Max(a,t(I)) = {[n] \ Ga}, i.e., a,t(I) is a simplex.
Proof. For a= (a1, . . . ,an),b= (b1, . . . ,bn) ∈ Zn , we say that a b if a j  b j for all 1 j  n.
(1) Let F ∈ a,t(I) and F ′ ⊆ F . Clearly, F ′ ∩Ga = ∅ and a+ teF ′∪Ga  a+ teF∪Ga . If a+ teF ′∪Ga /∈ Nn ,
then xa+teF ′∪Ga /∈ S , hence F ′ ∈ a,t(I). Suppose that a + teF ′∪Ga  0. Note that xteF\F ′ ∈ S and
xa+teF∪Ga /∈ I . Then xa+teF ′∪Ga /∈ I because xa+teF∪Ga = xteF\F ′ · xa+teF ′∪Ga . Therefore F ′ ∈ a,t(I) fol-
lows.
(2) Let F ∈ a,t+1(I). We assume that a + teF∪Ga  0 and want to prove that xa+teF∪Ga /∈ I .
Note that xeF∪Ga ∈ S and xa+(t+1)eF∪Ga /∈ I . The conclusion follows because xa+(t+1)eF∪Ga = xeF∪Ga ·
xa+teF∪Ga .
(3) Let F ∈ a(I) and take xb ∈ I as a minimal generator of I . Then, there exists j ∈ [n] \ F ∪ Ga
such that b j > a j . Therefore, for any t > 0 it never holds that b  a + teF∪Ga , which implies that
xa+teF∪Ga cannot be divided by xb . Thus it follows that xa+teF∪Ga /∈ I and F ∈ a,t(I) for all t > 0.
(4) We take t ∈ Zn such that
t max{b j − a j | 1 j  n} for all minimal generator xb of I.
Suppose that F /∈ a(I). Then, there exists a minimal generator xb of I such that b j  a j for all
j ∈ [n] \ F ∪ Ga . On the other hand, b j  a j + t for all j ∈ F ∪ Ga . Hence, xa+teF∪Ga can be divided
by xb . Thus xa+teF∪Ga ∈ I and it follows that F /∈ a,t(I).
(5) If a+ teGa /∈ Nn , then a+ te[n] /∈ Nn , whence xa+te[n] /∈ I . Thus [n] \ Ga ∈ a,t(I), which implies
the equality Max(a,t(I)) = {[n] \ Ga}. 
We note that the natural map H˜ p(a,t(I);k) → H˜ p(a,t+1(I);k) are induced from the inclusion
a,t+1(I) ⊆ a,t(I). The family of them forms a direct system whose direct limit is H˜ p(a(I);k). As
an analogy of Theorem 2.2, we shall give an isomorphism between the reduced cohomology module
of a,t(I) and the homogeneous component Ext
p
S (S/mt , S/I)a for a ∈ Zn . Besides, the correspondence
commutes with taking the direct limits.
Theorem 3.3. Let t be a positive integer, a ∈ Zn, j = |Ga| and p ∈ Z. We have the following commutative
diagram:
ExtpS (S/mt, S/I)a
ξ−−−−→ Hpm(S/I)a⏐⏐	 ⏐⏐	
H˜ p− j−1(a,t(I);k) η−−−−→ H˜ p− j−1(a(I);k)
where the vertical maps are isomorphisms as k-vector spaces, ξ is the canonical map from the direct system to
the direct limit and η is the natural map induced from the embeddinga(I) ⊆ a,t(I) of simplicial complexes.
The rest of this section is devoted to prove Theorem 3.3.
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integer t . We put K (t)• = HomS (K•(xt1, xt2, . . . , xtn; S), S/I). Then K (t)p =
⊕
F⊆[n], |F |=p(S/I)b′ F is a
Zn-graded free S/I-module having the basis b′ F with degb′ F = −teF . The differential map of K (t)• is
given as follows
K (t)p  b′ F →
∑
j /∈F
(−1)F ( j)xtjb′ F∪{ j} ∈ K (t)p+1,
where F ( j) = |{i ∈ F | i < j}|. Let a ∈ Zn . We put
Γa,t(I) =
{
F ⊆ [n] ∣∣ a+ teF  0 and xa+teF /∈ I}.
Taking the homogeneous component of degree a of K (t)• , we have
K (t)pa =
⊕
F⊆[n]
|F |=p
(S/I)a+teF b′ F =
⊕
F∈Γa,t (I)|F |=p
k.bF ,
where bF = xa+teF b′ F . Besides, the differential map of K (t)•a is given as follows
K (t)pa  bF →
∑
j /∈F
F∪{ j}∈Γa,t (I)
(−1)F ( j)bF∪{ j} ∈ K (t)p+1a .
Combining the argument of C∗()• in the previous section, we have the following
Proposition 3.4. Let t be a positive integer and a ∈ Zn. Then the following statements hold true.
(1) There exists a chain map ρ : K (t)•a → C∗(a,t(I))•[−|Ga| − 1].
(2) If a+ teGa  0, then ρ is isomorphic.
Proof. (1) Since F ⊇ Ga when F ∈ Γa,t(I), we have an injective map Γa,t(I)  F → F \ Ga ∈ a,t(I).
We put j = |Ga|. If F ∈ Γa,t(I) satisﬁes |F | = p, then dim F \ Ga = p − j − 1. Thus we have a natural
injection of k-vector spaces as follows
ρ : K (t)pa =
⊕
F∈Γa,t (I)|F |=p
k.bF  bF → ϕF\Ga ∈
⊕
H∈a,t (I)
dim H=p− j−1
k.ϕH = C∗
(
a,t(I)
)p− j−1
.
To complete the proof, we need to check the commutativity of the following diagram
K (t)pa −−−−→ K (t)p+1a
ρ
⏐⏐	 ⏐⏐	ρ
C∗(a,t(I))p− j−1 −−−−→ C∗(a,t(I))p− j
where each horizontal map is the differential map of the chain complex, respectively. After ﬁxing
a ∈ Zn , we take a new order of {1,2, . . . ,n}, say i1 < i2 < · · · < in , such that Ga = {is, is+1, . . . , in} for
some s. We consider the chain complexes K (t)• and C∗(a,t(I)) under this ordering. Then it follows
that F ( j) = (F \ Ga)( j) when F ⊇ Ga and j /∈ F . On the other hand,
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j /∈ F ∣∣ F ∪ { j} ∈ Γa,t(I)}= { j /∈ F ∣∣ (F ∪ { j}) \ Ga ∈ a,t(I)}
= { j /∈ F \ Ga ∣∣ (F \ Ga) ∪ { j} ∈ a,t(I)},
for any F ∈ Γa,t(I). Therefore the equality∑
j /∈F
F∪{ j}∈Γa,t (I)
(−1)F ( j)ϕF∪{ j}\Ga =
∑
j /∈F\Ga
(F\Ga)∪{ j}∈a,t (I)
(−1)(F\Ga)( j)ϕ(F\Ga)∪{ j}
follows and it guarantees the commutativity of the diagram.
(2) If a+ teGa  0, then the assignment Γa,t(I)  F → F \Ga ∈ a,t(I) is one-to-one corresponding.
Hence ρ : K (t)pa → C∗(a,t(I))p− j−1 gives an isomorphism of k-vector spaces. 
From Proposition 3.4, we have the following corollary, which is a generalization of the re-
sult [M, Theorem 1].
Corollary 3.5. Let t be a positive integer, a ∈ Zn and I a monomial ideal of S. We put j = |Ga|. Then we have
the following isomorphism
ExtpS (S/mt, S/I)a
∼= H˜ p− j−1(a,t(I);k)
for all p ∈ Z. In particular, if a+ teGa /∈ Nn,
ExtpS (S/mt, S/I)a = H˜ p− j−1
(
a,t(I);k
)= (0).
Proof. Because K•(xt1, xt2, . . . , xtn; S) is a free resolution of S/mt , Hp(K (t)•) coincides with
ExtpS (S/mt , S/I). Taking the homogenous component of degree a of H
p(K (t)•), we have Hp(K (t)•a) =
ExtpS (S/mt , S/I)a . When a + teGa ∈ Nn , since ρ : K (t)•a → C∗(a,t(I))•[− j − 1] is isomorphism by
Proposition 3.4(2), we have ExtpS (S/mt , S/I)a = H˜ p− j−1(a,t(I);k). When a + teGa /∈ Nn , it follows
that K (t)pa = (0) for all p since Γa,t(I) = ∅, thus ExtpS (S/mt , S/I) = (0) for all p. On the other hand,
a,t(I) is a simplex with the maximal element [n] \ Ga by Lemma 3.2(5), whence we also have
H˜ p(a,t(I);k) = (0) for all p. 
Let C(S/I)• be the Cˇech complex of S/I with respect to m. For a ∈ Zn , let Γa(I) be a collection of
subset F of [n] satisfying the following two conditions:
(1) F ⊇ Ga .
(2) For every minimal generator xb of I , where b = (b1,b2, . . . ,bn), there exists an index i /∈ F with
bi > ai .
According to [T, Lemma 1], we have
C(S/I)pa =
⊕
F⊆[n]
|F |=p
(
(S/I)
[
x−eF
])
ac
′
F =
⊕
F∈Γa(I)|F |=p
k.cF ,
where c′F is a basis with deg c′F = 0 and we put cF = xac′F . The differential map is given as follows
C(S/I)pa  cF →
∑
j /∈F
F∪{ j}∈Γ (I)
(−1)F ( j)cF∪{ j} ∈ C(S/I)p+1a .
a
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τ : C(S/I)• → C∗(a(I))•[−|Ga| − 1]
by cF → ψF\Ga , since the assignment Γa(I)  F → F \ Ga ∈ a(I) is bijective, where ψH is the dual
basis of C∗(a(I))p =⊕dim F=p, F∈a(I) k.ψF .
Let ξ•t,t+1 : K (t)• → K (t + 1)• be the chain map such that ξ pt,t+1(b′ F ) = xeF b′ F ∈ K (t + 1)p for
b′ F ∈ K (t)p . Then the family {ξ•t,t+1: K (t)• → K (t + 1)•} forms a direct system and its direct limit is
the Cˇech complex C(S/I)• (cf. [BH, Proposition 3.5.5]). We note that the map ξ pt,∞ : K (t)p → C(S/I)p
from the direct system to the direct limit is given by ξ pt,∞(b′ F ) = x−teF c′F . Let a ∈ Zn . We take the
homogeneous a-part of ξ pt,∞ . Then one can see readily that (ξ
p
t,∞)a : K (t)pa → C(S/I)pa is given by
(
ξ
p
t,∞
)
a(bF ) =
{
cF if F ∈ Γa(I),
0 otherwise
for bF ∈ K (t)pa .
On the other hand, from the natural embedding a(I) ⊆ a,t(I) of simplicial complexes, we obtain
the chain map η•t : C∗(a,t(I))• → C∗(a(I))• whose assignment is
(
η
p
t
)
a(ϕF ) =
{
ψF if F ∈ a(I),
0 otherwise
for ϕF ∈ C∗
(
a,t(I)
)p
.
Let j = |Ga|. Combining the chain map of complexes ρ : K (t)•a → C∗(a,t(I))•[− j − 1] as in Proposi-
tion 3.4, we get the commutative diagram of complexes:
K (t)•a
ξt,∞−−−−→ C(S/I)•a
ρ
⏐⏐	 ⏐⏐	τ
C∗(a,t(I))•[− j − 1] ηt−−−−→ C∗(a(I))•[− j − 1].
Note that ρ induces the isomorphism of cohomology modules and τ is an isomorphism of com-
plexes. Taking the all cohomology groups of the above commutative diagram, we get the conclusion
of Theorem 3.3.
4. The Buchsbaum property of S/I r
In this section, let  be a pure simplicial complex on [n] of dimension one and we assume that
{i} ∈  for every i ∈ [n]. Let I be the Stanley–Reisner ideal of . As an application of Theorem 3.3,
we shall determine the Buchsbaum property of S/Ir for each r > 0. If n  3, then I is a complete
intersection. So, throughout this section we assume that n  4. Recall the Stanley–Reisner ideal I of
 is deﬁned as
I = I =
(∏
i∈F
xi
∣∣∣ F /∈ )= ⋂
{i, j}∈
Pij,
where Pij = (xk | k = i, j). We note that the symbolic power I(t) of I is equal to I(t) =⋂{i, j}∈ Pti j .
The Cohen–Macaulay property of S/It and S/I(t) are studied in [MT, Theorems 2.3 and 2.4]. The
Buchsbaum property for S/I(t) is studied in [MN, Theorem 3.7]. In order to study the Buchsbaum
property of S/It , we pick up important results stated in [MT,MN], which will be applied several times
in our argument.
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following assertions hold true for all 0< r ∈ N.
(1) Let a ∈ Nn and a(I(r)) = ∅. Then a(I(r)) is a subcomplex of  of pure dimension one.
(2) Let a = (a1, . . . ,an) ∈ Nn. For i, j ∈ [n], we put σi j = |a| − (ai + a j), where |a| =∑nk=1 ak. Then the
following two conditions are equivalent:
(a) {i, j} ∈ a(I(r)).
(b) σi j < r and {i, j} ∈ .
Next is the behavior of the ﬁrst local cohomology module S/I(r) .
Lemma 4.2. (See [MT,MN].) Let I be the Stanley–Reisner ideal of a pure simplicial complex  of dimension
one. Let r > 0 be an integer. The following assertions hold true.
(1) Let a ∈ Zn. If Ga = ∅ then H1m(S/I(r))a = (0).
(2) [H1m(S/I(r))] j = (0) for all j > 2r − 2.
(3) Let 0 j < r. Then [H1m(S/I(r))] j = (0) if and only if  is connected.
(4) Assume r > 1. Then [H1m(S/I(r))]r = (0) if and only if diam() 2.
(5) Assume r > 2 and r + 1 j  2r − 2. Then [H1m(S/I(r))] j = (0) if and only if any pair of disjoint edges
of  is contained in a cycle of length 4.
Here, diam() = maxi, j∈ dist(i, j) and this is called the diameter of simplicial complex ,
where
dist(i, j) = min
{
k
∣∣∣ ∃x0, x1, . . . , xk ∈ [n] such that
x0 = i, xk = j and {xl, xl+1} ∈  for 0 l k − 1
}
.
We note that dist(i, j) = ∞ if there is no path connecting i and j.
Deﬁnition 4.3.
(1) For a subset V ⊆ [n], KV denotes the complete graph over V , i.e.,
KV =
{{p,q} ∣∣ p,q ∈ V }.
(2) A claw is the complete bipartite graph with one vertex on one side and three vertex on the other.
In other words, a claw consists of the following edges
{{1,2}, {1,3}, {1,4}}
after a suitable permutation.
(3)  is called claw-free if every induced subgraph [i, j, p,q] of  is not a claw.
(4) We denote by star(i) the subcomplex of  deﬁned as
star(i) =
{
F ∈  ∣∣ F ∪ {i} ∈ }.
Lemma 4.4. Let r be a positive integer. If S/Ir is Buchsbaum, then S/I(r) is Buchsbaum and m.I(r) ⊆ Ir .
Proof. Because Ass S/Ir ⊆ Min S/I ∪ {m}, Ir = I(r) ∩ Q for some m-primary ideal Q . Thus I(r)/Ir has
ﬁnite length. Moreover m /∈ Ass S/I(r) i.e. H0m(S/I(r)) = 0, whence it follows that I(r)/Ir = H0m(S/Ir)
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(r)) = H1m(S/Ir). Thus S/I(r) ∼= S/I
r
H0m(S/Ir)
. Hence, S/I(r) is Buchsbaum by [SV, Chapter I,
Corollary 1.11]. 
Proposition 4.5. Let n 4. If S/Ir is Buchsbaum for some r > 1, then  is connected and  does not contain
any triangle of edges, i.e., KV   for any V ⊆ [n] with |V | = 3.
Proof. We ﬁrst note that  is connected since S/I(r) is Buchsbaum by Lemma 4.4 and [MN, Theo-
rem 3.7]. Suppose that KV ⊆  for some V ⊆ [n] with |V | = 3. Without loss of the generality we
may assume that V = {1,2,3}. Then x1x2, x1x3, x2x3 /∈ I . From the connectedness of , there exists
an index i  4 such that {1, i} ∈ , {2, i} ∈  or {3, i} ∈ . We assume that i = 4 and {1,4} ∈ . Since
x1x2x3x4 ∈ I(2) and x1x2x3 ∈ I , we have
(x1x2x3x4)(x1x2x3)
r−2 ∈ I(2) Ir−2 ⊆ I(r).
In particular, g = x1(x1x2x3)r−1x4 ∈m.I(r) ⊆ Ir , by Lemma 4.4. Therefore, there exist f1, f2, . . . , fr ∈ I
such that each f i is a square free monomial in I and f1 f2 · · · fr divides g . If every f i involves
only x1, x2, x3, then f i = x1x2x3 for all 1  i  r since KV ⊆ . Thus deg( f1 f2 · · · fr) = 3r, but
deg g = 3r − 1, which is a contradiction. So, there exists f i such that x4 is a divisor of f i . We may as-
sume that i = r. Then f1 f2 · · · fr−1 divides x1(x1x2x3)r−1, whence we obtain f1 = · · · = fr−1 = x1x2x3.
Consequently, it follows that fr divides x1x4, whence x1x4 = fr ∈ I . This is a contradiction since
{1,4} ∈ . 
Proposition 4.6. Suppose that n  4 and  does not contain any triangle of edges. If m.I(r) ⊆ Ir for some
r > 1, then  is claw-free.
Proof. Suppose that  is not claw-free. We observed ﬁrst by the deﬁnition of the Stanley–Reisner
ideal that I is generated by the monomials xix j , where {i, j} /∈ , and xix jxk , where {i, j}, {i,k}, { j,k} ∈
. By our assumption, I is generated by the monomials of degree 2. Without of loss of the generality
we may assume that [1,2,3,4] = {{1,2}, {1,3}, {1,4}}. Note that x2x3 ∈ I . Because x1x2x3x4 ∈ I(2) ,
we have
g = (x1x2x3x4)(x2x3)r−2 = x1(x2x3)r−1x4 ∈ I(2) Ir−2 ⊆ I(r).
From the assumption it follows that x1g ∈ Ir , so there exist monomial generators f1, f2, . . . , fr ∈ I
and a monomial h ∈ S such that x1g = x21(x2x3)r−1x4 = f1 f2 · · · frh. Each f i has no divisor except
for x1, x2, x3, x4 and x1x2, x1x3, x1x4 /∈ I , then f i has no divisor except for x2, x3, x4. Thus h must be
divided by x21. Then g
′ = (x2x3)r−1x4 ∈ Ir . But deg g′ = 2r − 1, which is a contradiction since I is
generated by monomials of degree at least two. 
We immediately get the following corollary.
Corollary 4.7. Suppose that n 4. If S/Ir is Buchsbaum for some r  2, then  satisﬁes the following condi-
tions.
(a)  is connected.
(b)  does not contain any triangle of edges.
(c)  is claw-free.
We recall some terminologies from the graph theory. The reader can see the detail description
in [V, Chapter 6].
302 N.C. Minh, Y. Nakamura / Journal of Algebra 327 (2011) 292–306Deﬁnition 4.8. Let  be a pure simplicial complex of dimension one.
(1) A walk of length t in  is a sequence of edges of the form
{i0, i1}, {i1, i2}, . . . , {it−1, it} ∈ .
(2) The above walk is called a path of length t when all vertices i0, i1, . . . , it are distinct.
(3) The above walk is called a cycle of length t when i0 = it and i1, i2, . . . , it are distinct.
Three conditions (a), (b) and (c) of Corollary 4.7 are characterized as follows.
Lemma 4.9. Let  be a pure simplicial complex on [n] of dimension one and suppose that {i} ∈  for every
i ∈ [n]. If n 4, then the following statements are equivalent.
(1) The following three condisions hold true.
(a)  is connected.
(b)  does not contain any triangle of edges.
(c)  is claw-free.
(2)  is a path of length n − 1 or a cycle of length n.
Proof. The implication (2) ⇒ (1) is obvious. Let deg i stand for the number of edges in star(i) for
each i ∈ [n]. We ﬁrst show that deg i  2 for all i ∈ [n] under the conditions (a), (b) and (c). Suppose
the contrary and take i ∈ [n] such that deg i > 2. Then there are different three points p,q, r ∈ [n]
such that {i, p}, {i,q}, {i, r} ∈ star(i). From condition (b), it follows that {p,q}, {p, r}, {q, r} /∈ . How-
ever, [i, p,q, r] forms a claw, which contradicts to condition (c).
Next we show that  is a path of length n − 1 or a cycle of length n. Suppose that there exists a
path of lenght t − 1 in . We may say that
{i1, i2}, {i2, i3}, . . . , {it−1, it} ∈ .
Note that deg ia = 2 for 1 < a < t . If t < n, then it follows from the connectedness of  that one
can take j ∈ [n] \ {i1, i2, . . . , it} such that {ia, j} ∈ . Then a = 1 or a = t since deg ia is at most two.
Hence we get a path of length t . Repeating this procedure, we get a path of length n − 1 in . If
{i1, in} ∈ , then  forms a cycle of length n. Otherwise,  forms a path of length n − 1. 
Theorem 4.10. Let n 4 and r  4. Then S/Ir is Buchsbaum if and only if  is a square.
Proof. Suppose that S/Ir is Buchsbaum. By Corollary 4.7 and Lemma 4.9,  is a path of length n − 1
or a cycle of length n. On the other hand, since S/I(r) is Buchsbaum and r  4, S/I(r) is Cohen–
Macaulay by [MN, Theorem 3.7], whence any pair of disjoint edges of  is contained in a cycle of
length 4 by [MT, Theorem 2.4]. Therefore  must be a cycle of length 4. Conversely, if  is a square,
I is generated by a regular sequence. Thus the Buchsbaumness of S/Ir follows. 
Theorem 4.11. Let n 4. Then S/I3 is Buchsbaum if and only if  is a square or a pentagon.
Proof. Suppose that S/I3 is Buchsbaum. By Corollary 4.7 and Lemma 4.9,  is a path of length n− 1
or a cycle of length n. On the other hand, since S/I(3) is Buchsbaum, it follows that diam()  2
by [MN, Theorem 3.7]. Therefore  must be a square or a pentagon. Conversely, when  is a square,
then S/I3 is Cohen–Macaulay by [MT, Corollary 3.5]. The remaining part of the proof is showing that
S/I3 is Buchsbaum when  is a pentagon. Let n = 5 and  be a pentagon.
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{{1,2}, {2,3}, {3,4}, {4,5}, {1,5}}.
Then I is generated by {x1x3, x1x4, x2x4, x2x5, x3x5}. Taking the localization of I3 and I(3) at x1, it
follows that I3Sx1 = (x3, x4, x2x5)3Sx1 and I(3)Sx1 = P312Sx1 ∩ P315Sx1 = (x3, x4, x5)3Sx1 ∩(x2, x3, x4)3Sx1 .
One can easily check that I3Sx1 = I(3)Sx1 . By repeating the same procedure, it holds that I3Sxk =
I(3)Sxk for k = 1,2, . . . ,5. Hence, we conclude that I(3)/I3 is of ﬁnite length. From the short exact
sequence
0→ I(3)/I3 → S/I3 → S/I(3) → 0,
we obtain I(3)/I3 = H0m(S/I3) and H1m(S/I3) = H1m(S/I(3)). Now diam()  2. By Lemma 4.2,
H1m(S/I
(3)) is concentrated in degree 4, hence so is H1m(S/I
3). In particular, we have mH1m(S/I
3)=(0).
On the other hand, one can check that I3 :m= I3 :m2. In fact, both ideals are generated by
{
x1x2x3x4x5, x
3
1x
3
3, x
3
1x
3
4, x
3
2x
3
4, x
3
2x
3
5, x
3
3x
3
5, x
3
1x
2
3x4, x
3
1x3x
2
4, x
3
2x
2
4x5, x
3
2x4x
2
5, x1x
3
3x
2
5,
x21x
3
3x5, x1x
2
2x
3
4, x
2
1x2x
3
4, x2x
2
3x
3
5, x
2
2x3x
3
5, x2x
2
3x4x
2
5, x
2
2x3x4x
2
5, x
2
2x3x
2
4x5, x1x
2
3x4x
2
5,
x21x3x
2
4x5, x
2
1x
2
3x4x5, x1x
2
2x4x
2
5, x1x
2
2x
2
4x5, x
2
1x2x
2
4x5, x1x2x
2
3x
2
5, x1x
2
2x3x
2
5, x
2
1x2x
2
3x5,
x1x
2
2x3x
2
4, x
2
1x2x3x
2
4, x
2
1x2x
2
3x4
}
.
Hence it follows that I3 :m= I3 :mk for all k > 0. This implies that mH0m(S/I3) = 0, which is equiva-
lent to saying that HomS (S/m, S/I3) = H0m(S/I3). In particular, the canonical map Ext0S(S/m, S/I3) →
H0m(S/I
3) is surjective. In order to complete the proof, we shall show that the canonical map
Ext1S(S/m, S/I
3) → H1m(S/I3) is surjective.
Take a= (a1,a2, . . . ,a5) ∈ Z5 so that H1m(S/I3)a = H1m(S/I(3))a = (0). Since a ∈ N5 and
∑5
k=1 ak =
4 by Lemma 4.2, a should be one of the following vectors:
(1) a= 4ei , where i ∈ [5],
(2) a= 3ei + e j , where i, j ∈ [5] are different,
(3) a= 2ei + 2e j , where i, j ∈ [5] are different,
(4) a= 2ei + e j + ek , where i, j,k ∈ [5] are different,
(5) a= ei + e j + ek + el , where i, j,k, l ∈ [5] are different.
For each case, using the formula in Lemma 4.1, one can calculate a(I(3)), respectively, as follows:
(1) a(I(3)) = star(i),
(2) a(I(3)) = star(i),
(3) a(I(3)) = star(i) ∪ star( j),
(4) (i) a(I(3)) = star(i) if { j,k} /∈ ,
(ii) a(I(3)) = star(i) ∪ { j,k} if { j,k} ∈ ,
(5) a(I(3)) = [i, j,k, l].
Since H˜0(a(I(3));k) = (0) by Theorem 2.2, a(I(3)) is not connected, while the simplicial com-
plexes in the cases (1), (2), (3), (4)(i) and (5) are always connected. The possibility of a(I(3)) is the
case (4)(ii) and from the fact being disconnected it follows that a is one of the following vectors:
(a) a= (2,0,1,1,0) and a(I(3)) = star(1) ∪ {3,4},
(b) a= (0,2,0,1,1) and a(I(3)) = star(2) ∪ {4,5},
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(d) a= (1,1,0,2,0) and a(I(3)) = star(4) ∪ {1,2},
(e) a= (0,1,1,0,2) and a(I(3)) = star(5) ∪ {2,3}.
We may assume that the case (a) occurs, i.e., the set of facets of a(I(3)) consists of {{1,2}, {3,4},
{1,5}}. Since a(I(3)) ⊆ a(I3), we have a(I(3)) ⊆ a,1(I3) by Lemma 3.2. Suppose that there exists
F ∈ a,1(I3) \a(I(3)). From the deﬁnition of a,1(I3), it follows that xa+eF = (x21x3x4)xeF /∈ I3, while
x21x3x4 = (x1x3)(x1x4) ∈ I2. Hence xeF /∈ I , therefore,
F ⊃ {1,3}, {1,4}, {2,4}, {2,5}, {3,5}.
Since F /∈ a(I(3)), one can conclude that F = {2,3} or {4,5}. However, we can see that
(x21x3x4)(x2x3) = (x1x3)2(x2x4) ∈ I3 and (x21x3x4)(x4x5) = (x1x4)2(x3x5) ∈ I3, which is a contradiction.
Therefore it follows that a(I3) = a(I(3)) = a,1(I3). Applying Theorem 3.3, we get the following
commutative diagram
Ext1S(S/m, S/I
3)a
ξ1,∞−−−−→ H1m(S/I3)a⏐⏐	 ⏐⏐	
H˜0(a,1(I3);k) −−−−→ H˜0(a(I3);k)
where the vertical maps and the bottom map are isomorphisms as k-vector spaces, thus the canonical
map ξ1,∞ is isomorphism, too. Since H1m(S/I3)a = 0 the condition for the surjectivity criterion for
Buchsbaumness is fulﬁlled. Hence S/I3 is a Buchsbaum. 
Finally, we state the Buchsbaumness of S/I2.
Theorem 4.12. Let I be the Stanley–Reisner ideal of a pure one-dimensional simplicial complex . Let n  4.
Then the following statements are equivalent.
(1) S/I2 is Buchsbaum.
(2)  satisﬁes the following conditions.
(a)  is connected.
(b)  does not contain any triangle of edges.
(c)  is claw-free.
(3)  is a path of length n − 1 or a cycle of length n.
Proof. The implication (1) ⇒ (2) is follows from Corollary 4.7. The equivalence between (2) and (3)
follows from Lemma 4.9. We shall show the implication (2) ⇒ (1). Suppose that all conditions in (2)
are satisﬁed. Let L1, L2, L3 and L4 be monomial ideals in S deﬁned as follows:
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
L1 =
(
xeF
∣∣ F ⊆ [n], |F | = 4),
L2 =
(
x2i x jxt
∣∣ {i, j}, {i, t} /∈ , { j, t} ∈ ),
L3 =
(
x2i x
2
j
∣∣ {i, j} /∈ ),
L4 =
(
xix jxt
∣∣ {i, j}, {i, t}, { j, t} /∈ ).
Claim 1. I(2) = L1 + L2 + L3 + L4 .
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{u, v} ∈ , then x2i x2j ∈ I(2) . Thus L3 ⊆ I(2) . Suppose that {i, j}, {i, t} /∈  and { j, t} ∈ . Then x2i x jxt ∈
P2j,t and x
2
i x jxt ∈ P2u,v for all {u, v} ∈ , {u, v} = { j, t}. Hence L2 ⊆ I(2) . On the other hand, when
{i, j}, {i, t}, { j, t} /∈ , then xix jxt ∈ P2u,v for all {u, v} ∈ . Thus L4 ⊆ I(2) . Next, we show the opposite
inclusion. Let f be a monomial in I(2) . When f involves only one variable, say f = xα1 . Take j ∈ [n]
such that {1, j} ∈ . Then x1 /∈ P1, j , hence f /∈ I . This is a contradiction. When f involves only two
variables, say f = xα1 xβ2 . Note that {1,2} /∈ . Since f ∈ P21, j for some j ∈ [n], j = 2, it follows that
x22 is a divisor of f and β  2. From the same argument, x21 is a divisor of f and α  2. Hence
f ∈ L3. When f involves only three variables, say f = xα1 xβ2 xγ3 . If all of {1,2}, {1,3}, {2,3} are not
in , then f ∈ L4. Assume {1,2} ∈ . Then γ  2 by f ∈ P21,2, whence f is divisible by x1x2x23. If
{1,3}, {2,3} /∈  then f ∈ L2. So, we may assume that {1,3} ∈ . Then, {2,3} /∈  since K{1,2,3}  ,
while β  2 since f ∈ P21,3. Thus it follows that f ∈ L3. If f involves more than four variables then
f ∈ L1. Hence Claim 1 completes. 
Claim 2. m.I(2) ⊆ I2 .
Proof. It is easy to check that L2 + L3 ⊆ I2 and m.L4 ⊆ L1 + L2. It is enough to show that L1 ⊆ I2. Let
f ∈ L1 and write f = xix jxpxq . If {i, j}, {p,q} /∈ , we have f ∈ I2 since xix jxpxq ∈ I . We assume that
{i, j} ∈ . If {i, p}, { j,q} /∈ , then f ∈ I2. We may assume that both {i, j} and {i, p} are in . Then
{ j, p} /∈  since K{i,p,q}  , while {i,q} /∈  since  is claw-free. Hence f ∈ I2 follows. 
One can see that I(2)/I2 is of ﬁnite length by Claim 2, whence H0m(S/I
2) = I(2)/I2 and
H1m(S/I
2) = H1m(S/I(2)). Besides, it also follows that m.H0m(S/I2) = (0). In particular, the natural
map Ext0S (S/m, S/I
2) → H0m(S/I2) is surjective.
Claim 3. The natural map
Ext1S
(
S/m, S/I2
)
a → H1m
(
S/I2
)
a = H1m
(
S/I(2)
)
a
is surjective for all vectors a ∈ Zn.
Proof. We take a ∈ Zn such that H1m(S/I(2))a = (0). It follows that |a| = 2,a ∈ Nn by Lemma 4.2.
On the other hand, it also implies that H˜0(a(I(2));k) = (0) by Theorem 2.2. Thus a(I(2)) is not
connected. It happens only the case that a = ei + e j , where 1 i < j  n. In fact, one can check that
a(I(2)) = star(i) ∪ star( j) by Lemma 4.1. Therefore, dist(i, j) > 2 and {i, j} /∈  by a(I(2)) is not
connected.
We take F ∈ a,1(I2) = {F ⊆ [n] | xix jxeF /∈ I2}. Then, xeF /∈ I since xix j ∈ I . Suppose that |F | > 2
and take different points u, v,w ∈ F . We may assume that {u, v} /∈  since K{u,v,w}  . Then
xuxv ∈ I , which contradicts the fact that xeF /∈ I . Hence |F |  2. Next we assume that |F | = 2 and
put F = {u, v}. Note that F ∈ . We further assume that F /∈ a(I(2)) = star(i)∪ star( j). Then u, v, i, j
are different points in [n]. Suppose that {i,u} ∈ . Then {i, v} /∈  since K{i,u,v}  . Since xixv ∈ I
and (xixv)(xux j) /∈ I2, xux j /∈ I . Thus {u, j} ∈ . It implies dist(i, j) 2, which is a contradiction. Thus
we get {i,u} /∈ . From the same argument, { j, v} /∈ . Hence (xixu)(x jxv) ∈ I2, a contradiction. Thus
|F | 1. On the other hand, a(I(2)) ⊆ a(I2) by Deﬁnition 2.1. Using Lemma 3.2, a(I2) ⊆ a,1(I2).
Then, we have the conclusion a(I(2)) ⊆ a,1(I2) of simplicial complexes. From this, we obtain
a,1(I2) = a(I(2)) ∪ {points}. This yields
0 → L• → C∗(a,1(I2))• → C∗(a(I(2)))• → 0
the exact sequence of chain complexes, where Lp = (0) for p  1. Thus the map
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(
a,1
(
I2
);k)→ H˜0(a(I(2));k)
is surjective. Applying Theorem 3.3, we get the following commutative diagram
Ext1S(S/m, S/I
2)a −−−−→ H1m(S/I(2))a⏐⏐	 ⏐⏐	
H˜0(a,1(I2);k) −−−−→ H˜0(a(I(2));k)
we obtain the conclusion of Claim 3. 
Using Claim 3, the condition for the surjectivity criterion for Buchsbaumness is fulﬁlled. Hence
S/I2 is Buchsbaum. 
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