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Aim
Objec�ve measures of speech intelligibility have many uses such as 
evalua�ng the degrada�on of speech during transmission. One intrusive 
approach is based on the audibility of speech glimpses. The binaural 
version of the double-ended glimpse method (BiDWGP) can provide 
more robust performance compared to other binaural state-of-the-art 
metrics [1,2]. But the glimpse method is too slow to allow real-�me 
applica�ons. Knowledge dis�lla�on through machine learning will allow 
BiDWGP to be es�mated faster, but what accuracy is achieved?
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Data
Even for this lightweight ar�ﬁcial neural network, a large amount of 
training data is necessary to make the dis�lla�on robust. 1,200 hours 
of audio samples were used containing speech from a wide range of 
sources (SALUC, SCRIBE and r-spin speech corpora and librivox 
audiobooks). Maskers included speech-shaped noise, compe�ng 
speech, amplitude-modulated noise, music and sound eﬀects. The 
signal-to-noise ra�o ranged between -35 and +20 dB.
Training data
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Student neural network
The inputs to the student neural network are cross-correla�ons between 
Mel-Frequency Cepstral Coeﬃcients (MFCCs) for the clean and noisy 
speech. First, MFCCs are calculated in 20 ms windows with 50% overlap  
[5]. 34 ﬁlters from 100 to 7,500 Hz are used. The ﬁrst eight MFCCs and 
the energy in the window give the 9 features for each window. The 
cross-correla�on is then evaluated over short sentences to give a 
reasonable �me for intelligibility es�ma�on. Only the largest value of 
the cross-correla�on for the le� and right ear signals are used as inputs 
to simulate be�er-ear binaural listening (Figure 2).
A feedforward neural network was trained using scaled conjugate 
training. It had two hidden layers with 16 and 5 neurons respec�vely.
Performance
Performance is evaluated using 736 samples of test data not used in 
training. A comparison between the es�mated speech intelligibility 
to the full glimpse-based model gives an r2 of 0.94 (Figure 3). 84% of 
es�ma�ons are within ±0.1 of the correct value. The way the data 
was generated created more BiDWGP values at the extremes. A sub-
set of this test data with a more even distribu�on of the ground 
truth data gives r2 =0.9 and 79%  within ±0.1 of the correct value. 
The next step is to retrain the network with a dataset with a more 
uniform distribu�on of BiDWGP.
Figure 1. Training the student neural network via knowledge dis�lla�on
The student model is trained on data generated from the slow teacher 
model, thereby dis�lling knowledge from teacher to student [3,4]. In this 
case the teacher is the glimpse-based model (BiDWGP), and the student 
an ar�ﬁcial neural network. During training, the error between the true 
and es�mated BiDWGP is used to update the weights within the student 
neural network. Once this network is trained, the student can rapidly 
es�mate the glimpse-based speech intelligibility metric. It is fast enough 
to allow real-�me opera�on as an intelligibility meter in a Digital Audio 
Worksta�on (DAW).
Figure 2. Schema�c for BiDWGP es�ma�on via student neural network.
Figure 3. The es�mated BiDWGP vs the true value for the test data 
set. The dashed red lines indicate ±0.1 of the correct value
Open source code
h�ps://github.com/bbc/speech-intelligibility-meter/
Knowledge dis�lla�on
The slow glimpse method is used to derive a simpler machine-learnt 
model capable of real-�me opera�on (Figure 1).
