Abstract: Automated analysis of the world wide web is a new challenging area relevant in many applications, e.g., retrieval, navigation and organization of information, automated information assistants, and e-commerce. This paper discusses the use of unsupervised and supervised learning methods for user behavior modeling and content-based segmentation and classi cation of web pages. The modeling is based on independent component analysis and hierarchical probabilistic clustering techniques.
Introduction
Webmining is an increasingly important and very active research eld which adapts advanced machine learning techniques for understanding the complex information ow of the world wide web (Thrun 00, Weigend 99). Web data are fundamentally multimedia streams of text, sound, images, and various database information. While optimal information retrieval, navigation or organization requires mining of all media modalities, this paper focuses on textmining and user behavior modeling.
Textmining (Hansen 00b, Isbell 99 , Kaban 00, Kolenda 00, Landuaer 98) is used to categorize text according to topic, to spot new topics, and in a broader sense to create more intelligent searches, e.g., by WWW search engines. Textmining proceeds by pattern recognition based on text features, typically document summary statistics. While numerous high-level language models for extraction of text features exists, simple summary statistics are still preferred because they are compact representation and can beadapted automatically and continuously, without costly manual intervention of language expertise.
Modeling the user's behavior when navigating a web site is very relevant in e-commerce applications (Cooley 99, Mobasher 99, Pei 00, Perkowitz 00, Shahabi 97, Spiliopoulou 99, Yan 96) . User modeling can bedivided in three levels of functionality: the rst level concerns automatic segmentation of users who display similar behavior. Second level concerns automatic classi cation of users using expert annotations of identi ed user segments. The third, and most elaborate level, involves interactive web pages continuously adapted to the user's behavior. This paper addresses merely automatic segmentation.
Section 2. describes a probabilistic hierarchical clustering framework based on the generalizable Gaussian mixture (GGM) model. In section 3. we discuss the use of the GGM for supervised learning. Further, unsupervised learning based on Independent Component Analysis (ICA) is presented in Section 4. Section 5. presents webmining applications using the methods of Sections 2.{ 4. covering: classi cation of webpages, hierarchical segmentation of emails, improved text segmentation using ICA, and user behavior segmentation.
Hierarchical Probabilistic Clustering

Generalizable Gaussian Mixture Model
The Gaussian mixture model is a very exible pattern recognition device, see, e.g., (Ripley 96 
p(xjk k ) = 1 q j2 k j exp ; 1 2 (x ; k ) > ;1 k (x ; k )
where the component Gaussians are mixed with proportions P k P (k) = 1 P (k) 0, and k f k k g is a parameter vector. The parameters are estimated from a set of examples D = fx n jn = 1 N g. Traditionally mixture densities are estimated using maximum likelihood (ML), e.g., through various expectation-maximization (EM) methods (Ripley 96) . The (negative log-) likelihood cost function is de ned by
; log p(x n j )
and b = a r g min S N ( ) are the estimated parameters. The objective o f m o deling is to ensure that the generalization error, de ned as the expected cost on independent data,
is minimal. Here p (x) denotes the \true" density. The Gaussian mixture model is extremely exible and simply minimizing the above cost function will lead to an \in nite over t" 1 . This solution is optimal for the training set, but unfortunately has a generalization error roughly equal to that of the single component Gaussian model, as the singular components have zero measure w.r.t. test data. This instability has lead to much confusion in the literature and needs to be addressed carefully. Basically, there is no way to distinguish generalizable from non-generalizable solutions if we only consider the likelihood function. The only way to ensure generalizability is to invoke the concept of generalization in the estimation procedure. The most common remedy is to bias the distributions so that they have a common shared covariance matrix, see e.g., (Hastie 96) . In fact, classical EM algorithms only work under this assumption. A more principled method is to invoke regularization in terms of priors in a Bayesian framework (Rasmussen 00).
Here we adopt the Generalizable Gaussian Mixture model presented in (Hansen 00b ) which c o m bines three approaches to ensure generalizability. First, we compute centers and covariances on di erent resamples of the data set. Secondly, w e make an exception rule for sparsely populated components in which the covariance matrix defaults to the scaled full-sample covariance matrix. Thirdly, w e estimate the number of mixture components by the AIC-criterion (Akaike 69, Hansen 96) . The algorithm allows for individual component covariance matrices which enables a exible local metric in contrast to methods assuming common covariance matrix, hence a global metric.
The Generalizable Gaussian Mixture algorithm is a modi ed EM procedure (Dempster 77) and is provided in Figure 1 for a xed number of mixture components, K.
Hierarchical Clustering
There are numerous contributions within hierarchical clustering (see e.g., (Ripley 96) ). Here the focus is to construct a relatively simple agglomerative hierarchical clustering using a probabilistic model which is based on the work in (Szymkowiak 00). For recent approaches to full hierarchical probabilistic clustering techniques the reader is referred to (Vasconcelos 99, Williams 00) .
De ne p j (xjk) as the conditional probability 3 density of x for cluster C j Repeat until convergence 1. Compute p(kjx n ) = p(x n jk)p(k)= P`p (x n j`)p(`) and assign x n to the most likely component. When proceeding from level j to j + 1 suppose that clusters C j k 1 and C j k 2 are merged. Then the merged density of cluster C j+1 k at level j + 1 is a mixture given by: p j+1 (xjk) = P j (k 1 )p j (xjk 1 ) + P j (k 2 )p j (xjk 2 ) P j (k 1 ) + P j (k 2 )
P j+1 (k) = P j (k 1 ) + P j (k 2 )
The remaining densities are unchanged. At level 1 the expression for the distance in Eq. (7) is exact, while exact calculation at other levels cannot becast into a simple analytical form. Consequently, we suggest to use a simple combination rule in which the distances to a merged cluster is original distances weighted by the mixing proportions, as in Eq. (8), i.e.,
where clusters C j k 1 C j k 2 have been merged into C j+1 k at level j, and`indexes a cluster at level j + 1 .
Using a Bayes optimal decision strategy (assuming simple 0/1 loss function, see e.g., (Ripley 96) ), a speci c training example x n is assigned to cluster k if k = a r g max P j (`jx n ) = arg max p j (xj`)P j (`)
If clusters C j k 1 C j k 2 have been merged into C j+1 k at level j, then P j+1 (kjx n ) = P j (k 1 jx n ) + P j (k 2 jx n )
Thus, all posterior cluster probabilities are easily computed from the level 1 posteriors P 1 (kjx n ).
Once the hierarchy is constructed we w ant to determine cluster/level membership of new examples. For this purpose we c hose the following criterion: If P j (kjx) = arg max`P j (`jx) > then x 2 C j k , where min k P 1 (k) < 1 is a prescribed threshold, e.g., = 0:9. This corresponds to accepting that x is assigned to a wrong cluster in with probability 0 :1.
Interpretation of Clusters
Interpretation of clusters in the hierarchy is important f o r w ebmining applications. Suppose that each original example in our database is a set of elements drawn from nite number of possible elements (often large). Each example could for instance be a html-document consisting of a number of elements, i.e., words from a large vocabulary. The set of elements of each example is encoded into the feature vector x. Basically two methods exist for a cluster interpretation: The rst consist in listing a number of representative examples from the available training data set which are member of the cluster to be interpreted. The second method consists in listing typical elements associated with the cluster.
Prototype Examples
Representative examples of a speci c cluster can be de ned as the ones which are most probable. Since p(xjk) is a probability density the values are not directly comparable. Instead we compute the probability 5
for all thresholds t. We aim at identifying the t-value corresponding to the most probable example for the major part of the probability mass. This value is found as t max = a r g max t Q(t) Q max , where that Q max is a high threshold, e.g., 0:9. Practically, Q(t) is computed from the training data assigned to cluster k, say D k = fx n 2 C k g, as follows: rank t n = p(x n jk), x n 2 D k in ascending order, t 1 t 2 t N k , where p(x n jk) are model density values, and N k = jD k j is the number of example in D k . Finally, let Q(t n ) = n=N k .
Prototype examples are then a number of high ranked examples having t n near t max .
Prototype Elements
In order to list representative elements associated with a cluster we start by nding most probable feature vectors from each cluster, basically using the method described in the previous section. An large surrogate data set can be generated by drawing Monte Carlo random samples from the estimated Gaussian mixture. From these data typical feature vectors are those having tvalues for which Q(t) is su ciently high. Finally, the generated feature vectors are back-projected into original element space.
Novelty Detection
When the estimated density model is applied to new data there is a risk that these can not meaningfully be described by the model in other words, we n e e d to address the novelty problem. In line with recent w ork (Baker 99, Bishop 94, Nairac 97, Basseville 93), we suggest a novelty detector based on total input density p(x). The method described in Section 2.3.1. can beused to form a Q(t)-function for p(x), see Eq. (12). We then set a low threshold Q min and nd the corresponding t min as t min = arg min t Q(t) Q min . Finally, novel events are detected as those having density values less than t min .
Generalizable Gaussian Mixture Classi er
If the feature vectors x are annotated by providing class labels, we are able to perform supervised learning using the GGM model. Consider a data set D = f(x n c n ) j n = 1 2 N g where c n 2 f 1 2 C g is the class associated with example n. The joint density of feature vectors x and class labels c is p(x c ) = p(xjc)P (c), where p(xjc) is the class conditioned density and P (c) i s the marginal class probabilities. The classi er is designed by adapting GGM's to each class separately. Hence, the class conditional density can be written as
where P (kjc) and K c are the mixture component probabilities and number components used for class c, respectively. Labels are assigned to a new data point in accordance with the optimal Bayes classi cation (under the 0/1 loss) rule by selecting the maximum posterior probability, P (cjx) = p(xjc)P (c)= P C c=1 p(xjc)P (c).
Unsupervised-then-Supervised Gaussian Mixture Model
In (Thrun 00) the interplay between supervised and unsupervised learning was discussed. To estimate the role of the labels for the GGM model rst perform an GGM input density estimate p(x) = P K k=1 P (k)p(xjk). Next estimate P (cjk) for each component k from the joint feature/label training data set as N ck =N k , where N ck is the number of data samples of component k assigned class label c, and N k is the numberof data samples of component k. Finally, estimate the conditional class probability b y
The classi cation of examples using Eq. (14) can becompared to that of the supervised GGM classi er, illustrating the role of labels during training.
Independent Component Analysis
Independent Component Analysis is an unsupervised method which consider the feature space as linear mixtures of statistically independent components/ sources, see e.g., (Lee 00) for an introduction and recent review. We will employ a source separation based on the likelihood formulation suggested in (Hansen 00a, Kolenda 00). An additional bene t from deploying the likelihood framework is that it is possible to discuss the generalizability of the ICA representation. In particular the generalization error, de ned as the expected likelihood, is as a tool for optimizing the complexity o f the representation. 
The M d number of sources source signals are assumed to be stationary and mutually independent, a n d t o o b e y a parameter free probability density (18) where p(X ; ASj 2 ) = p(E j 2 ) is the noise distribution. A Maximum Likelihood algorithm for estimating A, 2 and the source data matrix S is described in (Hansen 00a, Kolenda 00).
Experiments
Classi cation of Web Pages
The focus is on understanding the textual content of a web page based on statistical features. Here we consider the single word statistics frequency of word occurrence, hence disregarding order and association. Word frequencies have been used in the vector space model (Luhn 58, Salton 89) for decades. In practice words which high and low frequencies have little discriminative p o wer. High frequency words are typically function words, e.g., is and the. Such w ords are removed by comparing the document with a list of stop words, i.e., a dictionary of common words. Also low frequency words are removed since they do not represent any common meaning among a number of web pages. In addition, we will consider to remove w ords with common stem, i.e., words like worked and working are represented by their stem work. Typically the number of words/terms after such parsing is still a very large compared to the number of documents available for learning. Since learning algorithms often fail to generalize in high dimensions there is a need for e cient and robust means for data reduction and feature extraction. Latent Semantic Indexing (LSI) (Deerwester 90 ) is a method to generate a reasonable low dimensional feature vector, and is further believed to handle polysemy and synonomy problems. Polysemy refers to the problem that words often have more than one meaning, whereas synonomy refers to the problem of di erent words with similar meaning.
LSI is based on the T N term-document matrix, Z = z 1 z N ], where z n represent term frequency of document n, i.e., z in is the probability of term i in document n. 6 The term frequencies are projected on a orthogonal set of eigen-histograms found by singular value decomposition (SVD). LSI can aid interpretation by visualizing group structure in the set of documents, typically by scatter plots of the term histograms on a reduced set of salient eigenhistograms. Another virtue of this representation is that it can be used as a dimensionality reduction scheme. First we remove the mean value z n = z n ; b u, where b u = N ;1 P N n=1 z n . Then the SVD is given by Z = U D V > = P R i=1 u i D i i v > i , where the T R matrix U = fU mi g = u 1 u 2 u R ], with R being the rank 7 of Z, and the N R matrix V = fV ni g = v 1 v 2 v R ] represent the orthonormal basis vectors (i.e., eigenvectors of the symmetric matrices X X > and X > X, respectively). D = fD i i g is a R R diagonal matrix of singular values ranked in decreasing order. Many singular values will be small and are regarded as artifacts or noise. Consequently, the subspace associated with these should be omitted while maintaining the latent s e m a n tic structure. The projection onto the d dimensional latent subspace is given by
The CMU WebKB repository (CMU homepage) consist of 2240 web pages labeled according to the following categories: Course (24:7%), Faculty (21:6 %) Project (15:7%), Student (38:0%). A term list of 13071 words that occurred in two or more documents was de ned without screening for stopwords. Latent semantic analysis is performed using feature dimensions of d = 5 20 30. In Figure 2 learning curves for the GGM classi er Section 3. were estimated by cross-validation. Data are randomly split 10 times into a test set of (N test = 1240) and training sets of increasing sizes, N train = 100{ 1000. Learning curves were estimated as the averaged test error as a function of d. A generalization cross-over, as function of the dimension, is noticed, i.e., the larger dimensional representations requires more samples to generalize. The proposed GGM classi er achieves classi cation rates and learning curves comparable to those found in (Thrun 00). The GGM model, however, achieves this performance based on the full 13071 dimensional term-frequency showing the strength of Latent Semantic Analysis representation. This allows for handling more complex webmining problems and also avoiding the selection of terms as in (Thrun 00). The interplay between supervised and unsupervised learning was further addressed in (Thrun 00). To estimate the role of the labels for the GGM model, we have carried out a similar learning curve experiment for the unsupervised-then-supervised Gaussian mixture model Section 3.1. It turns out that learning is much less e cient for the unsupervised-then-supervised procedure indicating signi cant class overlap. 6 The probabilities as normalized so that P i z in = 1 : 7 Since T N , then for independent documents the rank is R = N . 
Novelty Detection
Since the GGM classi er produces conditional probabilities we obtain in this way a clue to the \internal" con dence. The magnitude of the probabilities is determined by proximity of the decision boundary of the closest competing class. The overall test error rate give a clue to our con dence in the probabilities obtained from the system. However, when applied to new data the possibility exist, of course, that the new data can not in a meaningful way be assigned to any of the classes in the training data. In other words we need to address the novelty problem by identifying outliers in p(x) as described in Section 2.3.3. Figure 3 shows Q(t) based on training and a test set gathered from the documents above. We note that the test data are not rejected at reasonable Q-levels. The third curve is obtained from a third independent set of documents Department not related in an obvious way to the training and test sets. This data is declared novelty at levels below Q min = 5%.
Web Navigation
A possible application is a navigation tool that can assist the user by combining the supervised and unsupervised classi cation schemes. At rst the supervised part uses a list of labeled web pages, as typically can befound in a bookmark/favorite list ordered in folders for which the folder name serves as label for the underlying web pages (links). The GGM classi er classi es new pages into known bookmark labels. Documents not qualifying w.r.t. the current list of topics are detected as novel and using unsupervised GGM clustering of the pages and evaluating representative keywords for each mixture component, we are able to get an overall description of the document. Keywords are generated by back-projecting cluster centers into term-frequency space and then selecting most probable terms. Using e.g., Other/Misc pages of the WebKB data set 40% of the pages in this group are detected as novel, Only the text contained in subject and body was considered. As in Section 5.1. we performed LSI using a stopword list of 571 words, removed words which occurred less than 4 times, and nally we discarded emails which contained less than 3 w ords. Only one word for words with a common stem was maintained by discarding 14 di erent endings. After preprocessing we had 1442 emails divided into 721 for training and 721 for testing. Each email was represented by it's term-histogram of 10440 terms. Using a latent subspace of d = 20 components 8 resulted in GGM models with optimal number of clusters in level 1 in the range 6{13. We chose to illustrate a model consisting of K = 13 clusters. Performing hierarchical clustering on top of the GGM, as described in Section 2.2., results in a dendogram hierarchy depicted in lower left panel of Figure 4 . Numbers refer to cluster numbers, e.g., 15 is the merging of clusters 11 and 14. The confusion matrix computed from training examples for hierarchy levels 1 and 11 are in shown in the upper panels of Figure 4 . It is noted that at level 1 the conference category is mainly represented by cluster 7, jobs by cluster 6 but also 4 and 7, and nally spam by cluster 3 and 5. At level 11, corresponding to three clusters, cluster 13 and 21 mainly represent spam whereas cluster 23 represents both conference and jobs. Consequently, the unsupervised hierarchical clustering is not able to distinguish these categories. Also notice that cluster 6 and 7 which largely represent these categories are merged at an early level into cluster 19. When ltering test set emails through the hierarchy we assign a speci c email to the cluster at which the posterior probability is above 0:9, according to Section 2.2. The right lower panel of Figure 4 shows the fraction of test set emails ending up in di erent clusters. We notice that several email rst obtain a meaningful interpretation at high level in the hierarchy (i.e., cluster numberlarger than 13).
Keywords are generated by back-projecting most probable features from each cluster at any level in the hierarchy as outlined in Section 2.3. The backprojection intro term-frequency space is given by z = e U x , where x is a probable feature vector and e U is the 1440 20 projection matrix. The keywords are then found as the most likely terms, i.e., highest values 9 of z. However, ICA provides a more exible representation as the orthogonality restriction is not imposed, i.e., the ICA eigen-term-histograms embodied by the columns of the mixing matrix are not orthogonal. Based on the work in (Kolenda 00) w e demonstrate the capabilities of ICA using the MED data set which is a commonly studied collection of abstracts from medical publications (Deerwester 90) . After removing low and high frequency words, the term-document matrix consisted of N = 124 documents from the rst ve groups of the MED data set, and the number of terms were T = 1159. We used ten-fold cross-validation by randomly splitting data into N train = 104 documents for training and N test = 20 for testing. Evaluating the generalization error showed that best generalization is obtained when using four independent components. Figure 5 compares LSI (or principal component analysis PCA) and ICA. While the group structure is visible in the principal component plots, only the group structure is aligned with the IC's, indicating that we are able to cluster along the IC directions. Table 3 shows the confusion matrix calculated from the available 124 documents when comparing the performance of ICA to document labels as well as keywords for each o f t h e I C components. It turns out that the keywords very well describes the groups. Groups 3 and 4, which are merged into IC 3, both are abstracts concerning various aspects of lung and bronchial studies, and seem to bethe most close w.r.t. content.
User behavior modeling
User behavior modeling is an important aspect of e-commerce systens. The current examples is based on our work reported in (Christiansen 00) which studied an e-commerce company selling articles via the web. Web log-data was recorded for half a year and resulted in 31700 sessions for which all user actions where mapped into 60 unique events. Events could bepressing a buy button, selecting a certain group of articles, or following a link to a another web page. Each session is thus a variable length sequence of events from the 60 element event-alphabet B = f1 2 60g, B = jBj = 60. In general, it might bedi cult to map the details of the web server log le into a unique event space unless the logging has been designed with this purpose in mind.
The log-on to the site could bedone in two ways, either as memberlogin with personal password, or as a guest assigned a pseudo user-id. Each session was numbered in succession, i.e., repeated log-on from the same user is mapped to di erent session numbers. Using the industry standard, sessions are interrupted and the user automatically logged-o after 30 minutes of no activity.
Tooshort sessions will not re ect a real interest in the web site (Yan 96 ). Hence, the minimum session length was set to four events, corresponding to the shortest way into the \shopping area" from the opening site. A total of 4339 sessions remained of which 1089 randomly was selected as test set, leaving 3250 sessions for training. and expresses the frequency of events i and j in distance of the sequence. Co-occurrence features have beused in (Faisal 99, Perkowitz 00) and will be further addressed in (Christiansen 00) . In this study we merely address the use of the histogram and also neglect to include the duration of a session as a feature (Zaiane 98) . In order to obtain a compact feature space we apply singular value decomposition (see p. Repeated training of the unsupervised GGM model using d = 30 features resulted in that the most generalizable model contained K = 17 components (clusters). Figure 6 shows the obtained analysis of cluster 1. The upper left panel shows the event sequences of the 40 sessions belonging to cluster 1, and are quite similar for the rst few instances in the sequence. The upper right panel shows event histograms, and obviously most sessions use a rather limited number of events. In the lower panel the interpretation of cluster 1 is illustrated. The lower left panel shows the histogram of most the probable session, whereas the lower right panel shows the back-projection of the cluster center to histogram space. There is a signi cant resemblance indicating that the cluster can be interpreted by e v ents (ordered in decreasing importance) as: 35 27 8 22 23. From the actions associated with these events it seems that the cluster represents users attempting to register as a new members, while none of the users are able to get to the shopping web page. Other clusters can be interpreted using this technique. For instance, cluster 3 represents members who rst login as guests, secondly choose a goods pick-up store, and then browse for while. However, almost 200 out of 708 in this cluster decide to quit after having watched the entry shopping web page. Cluster 15 represents a group of users which are not able to use the site correctly. They try use a search function before selecting preferred goods pick-up store, which turns out to be impossible. This way cluster 15 reveals a simple bug in the web site design. 
Conclusion
This paper discussed the use of unsupervised and supervised methods for analysis and interpretation of world wide web data. A hierarchical probabilistic clustering scheme based on the generalizable Gaussian mixture (GGM) model was described. In addition, methods for interpretation of the identi ed clusters were presented. The use of the GGM for supervised and unsupervisedthen-supervised classi cation was also discussed. Finally, we described an independent component analysis (ICA) for unsupervised learaning. We successfully applied supervised GGM to classi cation of web pages, hierarchical probabilistic clustering for email segmentation, and ICA for text segmentation. Moreover, we successfully applied the unsupervised GGM for segmentation of user's behavior when shopping on a w eb site.
