In this paper we introduce a mixed approach for the semi-supervised data problem. Our approach consists of an ensemble unsupervised learning part where the labeled and unlabeled points are segmented into clusters. Continuing, we take advantage of the a priori information of the labeled points to assign classes to clusters and proceed to predicting with the ensemble method new incoming ones. Thus, we can finally conclude classifying new data points according to the segmentation of the whole set and the association of its clusters to the classes.
Introduction
The task of supervised learning of a classification problem requires training data which needs to be labeled accordingly. However, there are many practical domains in which unlabeled data are abundant but labeled data are expensive, difficult, or computationally hard to generate, and therefore relative scarce (e.g. web and text mining, industrial process diagnosis, medical diagnosis, database marketing, speech recognition). Thus, there is the necessity of constructing a classifier based on a (possibly small) set of labeled data and an additional set of unlabeled data and learn from both data sets.
The idea of using EM on joint models and generally the use of generative methods, assumes parametric forms of the class conditional distributions which can be unrealistic for many problems [29, 21, 12] . In the purely discriminative methods unlabeled data cannot be of use, since the data generation model does not have to be modified to predict the unknown ones [15, 34, 1] . The mixing of generative and discriminant methods is presented by some authors [16, 30] .
There are also papers commenting the extent to which unlabeled data can support in classification based on methods coming from asymptotic maximum-likelihood theory [28, 18] , based on Fisher information techniques [36] , or using more robust EM variants [20] . Kernel methods such as Gaussian processes [35, 32] , or Support Vector Machines [6, 31] are also applied to the problem, but finding kernels for some input spaces can be a tedious job.
A complete reviewing of the methods used for the semi-supervised task is out of the scope of this paper. For a better and more extensive description of such strategies, see for example [26, 27] We are inspired from the area of the Co-training methods [4, 17, 26] . Co-training methods suppose that structural knowledge of the data is available and aims at learning to use a restricted view on the examples, by trying for example to find features that are coherent between different input sources [3, 2] . Such methods have been also broadly used by many authors [7, 13, 10, 25, 19, 19, 8] .
While in classification we have a specific goal of minimizing the generalization error using the prior knowledge to prevent the algorithm of overtraining, in unsupervised learning we try to find similar structures in the data set, or to perform density estimation by fitting the data in a best way. Thus, instead of handling the problem as a purely supervised one, where the unlabeled data could belong to any class, we transfer the problem to a mixed supervised and unsupervised one. We propose an unsupervised scheme in which we use the a priori information of the labeled data to learn how to assign clusters to classes without any distribution assumptions [9, 33] . More specifically, the whole data set is segmented by an ensemble clustering procedure into a number of clusters significantly larger than the number of classes. By using the labeled data these clusters are assigned to the classes. The use of an ensemble method for clustering enables us to overcome the limitations of a crisp assignment, thus gathering more information about the data structure. If we want to predict a new data point, we first compute the probability distribution of the cluster membership of this point. Then, these probabilities are multiplied with the probabilities that a cluster belongs to a certain class.
The paper is organized as follows. In Section 2 we present the proposed mixed approach. Section 3 describes the experimental setup, the data sets used and the results of the simulations. A conclusion of the paper is given in Section 4.
Description of the mixed ensemble approach
Suppose that we have a given data set Ü ½ Ü AE of labeled and unlabeled points, where the labeled ones belong to Å classes Ä Ñ , Ñ ½ Å . In order to find the structural information in the data set we want to partition it into Ã clusters ½ Ã .
The proposed scheme consists of 3 steps:
In the first step, unsupervised learning takes place with the use of an ensemble method of clustering [9, 33] where several runs of the same or different clustering algorithms are combined to result in a common partition. This method can assure us stability of the result and help us overcome initialization problems. The unsupervised procedure occurs on the labeled and unlabeled data, for a number of clusters Ã larger than the number of known, existing classes. This happens, to minimize the possibility that a single cluster consists of data points of many different classes. The partition resulting exhibits the degree of "belongingness" of each data point to a cluster. That means, that our ensemble clustering returns a measure of the probability that a point belongs to a cluster È´Ü ¾ µ.
What we try to find is the probability that a new point belongs to one of the existing classes È´Ü ¾ Ä Ð µ, for a specific value of Ð ¾ ½ Å . We can express this as:
and concentrate on calculating the È´Ü ¾ Ä Ð Ü ¾ µ. We can write:
The probability È´Ü ¾ Ü ¾ Ä Ð µ is however given to us for all labeled data, as the mean "belongingness" of the data belonging to class Ð. That means:
which actually introduces the association of the clusters to classes.
In the second step, the clusters are associated to classes, by using the information of the known labels, in the following way: for each class we calculate the sum of the membership of all the data points belonging to that class and we normalize the result (to achieve values between ¼ and ½). Thus, for every class we know how its points are distributed to the clusters. That means, we can define the contribution of every cluster to a class with a fuzzy number between ¼ and ½.
¯In the third step, we proceed to the classification of new data. For a new point we just need to calculate its probability to belong to any of the known classes È´Ü Ò Û ¾ Ä Ð ×× µ and classify the point to that class with the maximum probability. First, the membership of these new points to the clusters found by the ensemble method is computed. Since, the labels are now unknown, we assign a new data point to a class in a fuzzy way according to its membership to the clusters and consequently to the contribution of these clusters to the classes. In the simpler crisp case, that would mean that the maximum value of the membership of a new point would tell us in which cluster this data belong to, and then the maximum value of the contribution of that cluster to a class could exhibit the crisp classification of the point.
In the terminology of the supervised tasks, the labeled and unlabeled data points are playing the role of a training set used for the unsupervised task. Then the knowledge of the labels is used to learn the association of clusters to classes. A new data point is then predicted and classified after the whole setting has learned.
Experimental Results

Experimental Setup
The following set up is used for the implementation of the scheme: First, the unsupervised ensemble method is implemented on ½¼¼ individual runs of a common used clustering method, the hard competitive learning as an online version of k-means (see for example [11] ). Initially, we tried the procedure with to ½ clusters and decided according to the error on a validation data set which number to use for the final results.
The individual cluster runs are combined using our ensemble method [9, 33] , assigning to every data point a membership function. To map the clusters to classes, we use only the labeled data. We present experiments where all data are labeled (for a comparison with standard classification methods) and experiments where only ± and ½¼± respectively of all the data are labeled.
All our experiments have been performed in R, a system for statistical computation and graphics, which implements to well-known S-language for statistics. R runs under a variety of Unix platforms (such as Linux) and under Windows9x/2000/NT. It is available freely via CRAN, the Comprehensive R Archive Network, whose master site is at http://www.R-project.org.
Data Sets -Results
Three benchmark are data sets are used for our simulations: twonorm [5] , banana [23, 14, 24] , and Pima Indians Diabetes [22] . Please note, that the same experimental setup is used for every comparisons made.
Twonorm is a ¾¼-dimensional data set with ¾ classes which are Gaussian clusters. The Bayes error rate is of ½ ±. ¿¼¼ data points are used for the training set and ¼¼¼ as a testing one. We reach a mean error rate of ¾ ¿± with ¼ ¼ standard deviation. In [23, 14] a mean error of ¿ ¾± is reported for AdaBoost, ¾ ± for EM and ¾ ± for RFB. Training our mixed model with ¼± unlabeled points we get ¾ ± misclassification (¼ ¾ standard deviation) and ¾ ± for ± unlabeled points (¼ ¾ standard deviation). The best reported results in [14] are ¾± ¿ ± for their MixtBoost variants, ¾ ± for EM and ¿ ± for AdaBoost (for ± unlabeled points). We see that our method is very stable for the number of unlabeled data points. Even if only a few data points are labeled (½ and ¿¼ respectively) we reach almost the same results as when all data points are labeled.
Banana is a ¾-dimensional data set, with ¾ non-convex classes and best reported error ½¼ ± by an AdaBoost variant, see [23] . For this data set 400 patterns are used as a training set and 4900 as a testing one. A mean misclassification rate of ½¿ ± is achieved with a standard deviation of ¼ , where papers report mean misclassification rate between ½¼ ± and ½ ¾± for Adaboosting, some of its variants, RFB, SVM, EM methods (see [23, 14] ). In the case of ± unlabeled data points, we reach a misclassification rate of ¿¼ ± with ½¼ ¾ standard deviation, where comparison papers report ¾ ± for EM, ¿ ± for AdaBoost and ¾ ± ¿ ¿± for mixed variants of AdaBoost. For this data the difference of performance between ¼± unlabeled and ± unlabeled is large, but comparable with other methods in the literature.
The Pima Indians Diabetes data set consists of 768 observations and 8 variables describing plasma glucose concentration, diastolic blood pressure, triceps skin fold thickness, e.t.c., for the subjects. There are ¾ classes (negative and positive). Our mixed method applied on the ½ ( ¼± of the whole set) training observations, returns a mean error of ¿¼± with ½ standard deviation. Results reported in [23] with different methods recover the ¿±-± of the classification rate. However, with ± unlabeled data the classification rate turns out to be ¿ ± ( standard deviation). 
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Conclusion
In this paper we present a scheme to treat the problem of the labeled-unlabeled data. This semi-supervised problem turns to be of great interest due to its duality being partially a supervised task (where the class labels of the data are known) and an unsupervised one (unlabeled data). It appears that, in many real world problems the lack of labeled data stresses the necessity of exploring methods which can maximize the advantage of this a priori information in combination to any possible gain by the use of unlabeled data. Our aim is to inject indirectly labels to the points by introducing an association between unsupervised structures and known classes. Thus, unlabeled points would learn their labels according to the behavior of the smaller entities (clusters) where they belong to. As the first part of our algorithm structures the data in an unsupervised manner and the information of the labels is only used for the second step, it can give good performance even if only a small number of data points are labeled. The use of an ensemble method for clustering yields a stable segmentation of the data set and enables to use the additional information of cluster probabilities. Another possible use of this scheme could be as a pre-processing scheme for a pre-classifying of all available data points, which can then be fitted in a real classification task, assuming that all the labels are now known.
