Abstract. In a Hilbert framework, we introduce continuous and discrete dynamical systems which aim at solving inclusions governed by structured monotone operators A = ∂Φ + B, where ∂Φ is the subdifferential of a convex lower semicontinuous function Φ, and B is a monotone cocoercive operator. We first consider the extension to this setting of the regularized Newton dynamic with two potentials which was considered in [1] . Then, we revisit some related dynamical systems, namely the semigroup of contractions generated by A, and the continuous gradient projection dynamic of [24] . By a Lyapunov analysis, we show the convergence properties of the orbits of these systems. The time discretization of these dynamics gives various forward-backward splitting methods (some new) for solving structured monotone inclusions involving non-potential terms. The convergence of these algorithms is obtained under classical step size limitation. Perspectives are given in the field of numerical splitting methods for optimization, and multi-criteria decision processes.
Introduction
Throughout this paper, H is a real Hilbert space with scalar product ., . and norm · . We are going to study some continuous and discrete dynamics which aim at solving structured monotone inclusions of the following type (1) ∂Φ(x) + Bx ∋ 0 where ∂Φ is the subdifferential of a convex lower semicontinuous function Φ : H → R ∪ {+∞}, and B is a monotone cocoercive operator. Recall that a monotone operator B : H → H is cocoercive if there exists a constant β > 0 such that for all x, y ∈ H Bx − By, x − y ≥ β Bx − By 2 .
The abstract formulation (1) covers a large variety of problems in physical and decision sciences, see for example [4] , [9] , [19] , [53] , and the discussion at the end of the paper. It is directly connected to two important areas, namely convex optimization (take B = 0), and the theory of fixed point for nonexpansive mappings (take Φ = 0, and B = I − T with T a nonexpansive mapping). It comes naturally into play when we consider both aspects within a physical or decision process. By a classical result, the two operators ∂Φ and B are maximal monotone, as well as their sum A = ∂Φ + B. We will exploit the structure of the maximal monotone operator A, first to develop continuous dynamics, and then, by time discretization, splitting forward-backward algorithms that aim to solve (1) . As a common characteristic of these dynamics, they are first-order evolution equations, whose stationary points are precisely the zeroes of the operator A = ∂Φ + B. Among these dynamics some are new, and for others it is an opportunity to revisit, and extend some convergence results with a unifying perspective.
1. Our first concern is the Newton-like dynamic approach to solving monotone inclusions which was introduced in [13] . To adapt it to structured monotone inclusions and splitting methods, this study was developed in [1] , where the operator is the sum of the subdifferential of a convex lower semicontinuous function, and the gradient of a convex differentiable function. We wish to extend this study to a non potential case, and so enlarge its range of applications. Specifically, our analysis focuses on the convergence properties (as t → +∞) of the orbits of the system (2)- (3) υ (t) ∈ ∂Φ (x (t)) (2) λẋ (t) +υ (t) + υ (t) + B (x (t)) = 0. (3) In (3), λ is a positive constant which acts as a Levenberg-Marquard regularization parameter. When λ is small, and B = 0, the system is close to the continuous Newton method for solving ∂Φ(x) ∋ 0. The x components of the stationary points of the (x, v) system (2)-(3) are precisely the zeroes of the operator A = ∂Φ + B. The Cauchy problem for (2) - (3) is well-posed. Indeed, by introducing the new unknown function y(·) = x(·) + µv(·), and setting µ = 1 λ , (2)-(3) can be equivalent written as x(t) = prox µΦ (y(t)), y(t) + y(t) − prox µΦ (y(t)) + µB prox µΦ (y(t)) = 0, where prox µΦ is the proximal mapping of µΦ. Since prox µΦ and B are Lipschitz continuous operators, the above differential equation (with respect to y) is relevant to Cauchy-Lipschitz theorem. Under the sole assumption that the solution set S of (1) is not empty, in Theorem 1.8 we will show that, for any orbit of system (2)-(3), x(·) converges weakly to an element of S. Strong convergence is obtained under the assumption Φ inf-compact, or strongly convex.
The above system is regular with respect to the new variable y. Its explicit discretization gives (with a constant step size h > 0), the following algorithm: (x k , y k ) → (x k , y k+1 ) → (x k+1 , y k+1 ), (FBN) x k = prox µΦ (y k ), y k+1 = (1 − h)y k + h (x k − µB (x k )) .
We will show in Theorem 2.1 that, under the assumption, 0 < h ≤ 1, and 0 < µ < 2β, (FBN) generates sequences that converge weakly to equilibria. Indeed, this is a limitation of the step size very similar that of the classical forward-backward algorithm. Note that, when h = 1, the algorithm (FBN) differs from the classical forward-backward algorithm, by order in the composition of the two basic blocks prox µΦ and I − µB.
2. Then, we consider a naturally related dynamical system, which is the semigroup of contractions generated by −A, A = ∂Φ+B, whose orbits are the solution trajectories of the differential inclusion (4)ẋ (t) + ∂Φ(x(t)) + B (x (t)) ∋ 0.
In Theorem 3.1, we show the weak convergence of the orbits of (4) to solutions of (1), a property which surprisingly has not been systematically studied before. Explicit-implicit time discretization of (4) gives the classical forward-backward algorithm.
3. Finally, we consider the dynamic which is associated to the reformulation of (1) as a fixed point problem:
(5)ẋ (t) + x(t) − prox µΦ (x(t) − µB (x (t))) = 0.
It is a regular dynamic which is relevant of Cauchy-Lipschitz theorem. Its convergence properties have been first investigated by Antipin [2] and Bolte [24] in the particular case where Φ is the indicator function of a closed convex set C, and B is the gradient of a convex differentiable function. In that case, the above system specializes to the continuous gradient projection method. In Theorem 4.2 we extend these convergence results to our general setting. The explicit time discretization of (5) gives the relaxed forward-backward algorithm
. A thorough comparative study of forward-backward algorithms provided by discretization of these various related systems is an important issue from a numerical point of view. It is a subject of ongoing study (see [11] ), which is beyond the scope of this document.
The paper is organized as follows: In Section 1, we study the convergence properties of the orbits of the continuous dynamical system (2)-(3). In Section 2, we show the convergence properties of the forward-backward (FBN) algorithm which is obtained by time discretization of (2)-(3). In Section 3, we examine the convergence properties of the orbits of the semigroup generated by −(∂Φ + B), and make the link with the classical FB algorithm. In Section 4, we introduce the proximal-gradient dynamical system, study its convergence properties, and make the link with the relaxed FB algorithm. We complete this study by some perspectives in the realm of numerical optimization, and multi-criteria decision processes.
1. The continuous regularized Newton-like dynamic 1.1. Definition, global existence. By applying the Minty transformation to ∂Φ, system (2)-(3) can be reformulated in a form which is relevant to the Cauchy-Lipschitz theorem, see [1] , [12] , [13] . First set µ = 1 λ and rewrite (3) as (6)ẋ (t) + µυ (t) + µυ (t) + µB (x (t)) = 0.
Let us introduce the new unknown function y(·) = x(·) + µv(·). Since v(·) ∈ ∂Φ(x(·)), we have x(·) = prox µΦ y(·), where prox µΦ is the proximal mapping associated to µΦ. Recall that prox µΦ = (I + µ∂Φ) −1 , where (I + µ∂Φ) −1 is the resolvent of index µ > 0 of the maximal monotone operator ∂Φ. We obtain the equivalent dynamic (7) x (t) = prox µΦ (y (t)) y (t) + y (t) − prox µΦ (y (t)) + µB prox µΦ (y (t)) = 0, which makes use only of the proximal mapping associated to µΦ, and B, which are both Lipschitz continuous operators. Indeed, for any µ > 0, the operator prox µΦ is firmly nonexpansive, see [19, Proposition 12.27] . When Φ is equal to the indicator function of a closed convex set C ⊂ H, prox µΦ is independent of µ, and is equal to proj C , the projection operator on C (whence the proximal terminology, introduced by Moreau). By Lemma 1.4 below, B is a maximal monotone Lipschitz continuous operator. Thus, by specializing Theorem 3.1. of [1] to our situation, we obtain that the Cauchy problem for (2)-(3) is well-posed. More precisely, Theorem 1.1. Let λ > 0 be a positive constant. Suppose that ∂Φ is the subdifferential of a convex lower semicontinuous proper function Φ : H → R ∪ {+∞}, and that B : H → H is a cocoercive operator on H. Let (x 0 , υ 0 ) ∈ H × H be such that υ 0 ∈ ∂Φ (x 0 ). Then, there exists a unique strong global solution (x (·) , υ (·)) : [0, +∞[ → H × H of the Cauchy problem υ (t) ∈ ∂Φ (x (t)) ; (8) λẋ (t) +υ (t) + υ (t) + B (x (t)) = 0; (9)
In the above statement, we use the following notion of strong solution, as defined in [1] , and [13] . Definition 1.2. We say that the pair (x (·) , υ (·)) is a strong global solution of (8)-(9)-(10) iff the following properties are satisfied:
Equivalent systems (2)-(3) and (7) provide a dynamic whose time discretization yields a new class of forward-backward algorithms. Remark 1.3. For sake of simplicity, we have taken the regularization parameters λ and µ constant. Indeed, the conclusion of Theorem 1.1 still holds true, just assuming that λ : [0, +∞[→]0, +∞[ is absolutely continuous on each bounded interval [0, b], 0 < b < +∞ (indeed, it is enough assuming that λ is locally of bounded variation). Taking λ varying and asymptotically vanishing provides a dynamic which is asymptotically close the Newton dynamic associated to Φ, see [1] , [12] , [13] . This is an important issue for fast converging methods, a subject for further studies.
Cocoercive operators.
We collect some facts that will be useful. Let us list some important classes of cocoercive operators.
• B = I − T where T : H → H is a contraction. One can easily verify that B is Because of the cocoercive property of B, its inverse operator B −1 is strongly monotone. Hence, even if the primal problem (1) has multiple solutions, the Attouch-Théra dual problem ( [14] )
has a unique solution (with ξ = Bz, and z solution of the primal problem). Returning to the primal problem (1), this gives the following result (we give below another direct proof which does not use a duality argument).
Lemma 1.7. Let B be a maximal monotone operator which is cocoercive, and let ∂Φ be the subdifferential of a convex lower semicontinuous proper function Φ : H → R ∪ {+∞}. Set S = {z ∈ H; ∂Φ(z) + Bz ∋ 0} be the solution set of (1). Then Bz is a constant vector, as z varies over S.
Proof. Let z 1 and z 2 be two elements of S. Hence −Bz 1 ∈ ∂Φ(z 1 ) and −Bz 2 ∈ ∂Φ(z 2 ). By the monotonicity property of ∂Φ −Bz 1 + Bz 2 , z 1 − z 2 ≥ 0.
Combining this inequality with the cocoercive property of B,
we obtain 0 ≥ β Bz 1 − Bz 2 2 , that is Bz 1 = Bz 2 .
1.3.
Convergence of the regularized Newton-like dynamic. We will study the convergence properties of the orbits of system (8)- (9), whose existence is guaranteed by Theorem 1.1. We call
the solution set of problem (1), and we assume that S = ∅. Let (x (·) , υ (·)) : [0, +∞[→ H × H be the solution of the Cauchy problem (8)- (9)- (10) . Equivalently with µ =
We will use the following functions: for any z ∈ S, for any t ≥ 0
Note that Γ z (t) is a Bregman distance between x(t) and z. It is associated with the convex function x → 1 2 x 2 + µΦ(x). In our nonsmooth setting, it combines the metric of H with the metric associated to the "Hessian" of Φ. Our proof of the convergence is based on Lyapunov analysis, and the fact that t → Γ z (t) is a decreasing function. Let us state our main convergence result. Theorem 1.8. Suppose S = ∅. Then for all x(·) orbit of the system (8)- (9), the following convergence properties are satisfied, when t tends to infinity:
2. B(x(·)) converges strongly to Bz, where Bz is uniquely defined for z ∈ S.
3. υ (·) converges strongly to −Bz, where Bz is uniquely defined for z ∈ S.
4. x(·) converges weakly to an element of S.
The proof of Theorem 1.8 has been extended to the end of this section. We collect first few preliminary technical lemma, then we conduct a Lyapunov-type analysis, and finally prove Theorem 1.8 and some convergence results which are connected.
A. Preliminary results
We will frequently use the following derivation chain rule for a convex lower semicontinuous function Φ : H → R ∪ {+∞}, see [25, Lemma 3.3] . Lemma 1.9. Suppose that the assumptions i), ii), iii) are satisfied:
In order to prove the weak convergence of the trajectories of system (8)- (9), we will use the Opial's lemma [44] that we recall in its continuous form; see also [27] , who initiated the use of this argument to analyze the asymptotic convergence of nonlinear contraction semigroups in Hilbert spaces. (ii) every weak sequential cluster point of the map x belongs to S.
We will also need the following lemma from [1] .
Then lim t→∞ F (t) = 0.
B. Lyapunov analysis As a main ingredient of our convergence proof, we are going to show that Γ z is a strict Lyapunov function. More precisely, Proposition 1.12. Suppose that S = ∅. Then, for any z ∈ S, Γ z is a decreasing nonnegative function, and hence lim t→+∞ Γ z (t) exists. Moreover
In order to prove Proposition 1.12, let us first establish some technical results. Lemma 1.13. For any t ≥ 0 and z ∈ S g z (t) ≥ 0 and for almost all
Proof. The first inequality g z (t) ≥ 0, follows from the subdifferential inequality for Φ at x (t), and υ (t) ∈ ∂Φ (x (t)). By the derivation chain rule in the nonsmooth convex case, see Lemma 1.9, and υ(t) ∈ ∂Φ (x(t)), we have
The following result from [13] will also be useful.
Lemma 1.14. For almost every t > 0 the following properties hold:
Proof. For almost every t > 0,ẋ(t) andv(t) are well defined, thus
By equation (9), we have v(t) ∈ ∂Φ(x(t). Since ∂Φ : H → 2 H is monotone
Dividing by h 2 , and passing to the limit preserves the inequality, which yields (16).
We can now proceed with the proof of Proposition 1.12.
Proof. By definition of Γ z , and Lemma 1.13
From (12) and (17) we deduce that
Since z ∈ S, we have ∂Φ (z) + B (z) ∋ 0. Equivalently, there exists some ξ ∈ ∂Φ(z) such that ξ + Bz = 0. By monotonicity of ∂Φ, and υ(t) ∈ ∂Φ(x(t)) we have
Let us rewrite (18) as
From ξ + Bz = 0, we deduce that
By the cocoercive property of B we infer
From (20), we readily obtain that Γ z is a decreasing function. Being nonnegative, it converges to a finite value. By integration of the above inequality, and using that Γ z is nonnegative we obtain
that's item 1. Since g z is nonnegative, and Γ z is bounded from above, we deduce from the definition of Γ z that x (t) − z 2 is bounded, which implies that the orbit x is bounded, that's item 2. To prove item 3., we return to (20) , and combine it with (9), λẋ (t) +υ (t) + υ (t) + B (x (t)) = 0, to obtain d dt
After developing, we obtain
Examine the last term of the left member. We have ẋ (t) ,υ (t) ≥ 0 by Lemma 1.14.
Combining (21), µλ = 1, and the above formulas we obtain
From this, we directly obtain that
is a decreasing function. Since the orbit x is bounded, it follows that G z is bounded from below (use that Γ z is nonnegative, and Φ admits a continuous affine minorant). Hence lim t→+∞ G z (t) exists. Since lim t→+∞ Γ z (t) also exists, we infer
By integration of (22), and using that G z is bounded from below, we obtain
Let us now establish estimations onυ. Let us start from (24) , and develop it. Equivalently, there exists some positive constant M such that for any 0
we deduce that
This being valid for any 0 < T < ∞, we immediately obtain
which completes the proof of Proposition 1.12.
C. Proof of convergence 1. By Proposition 1.12 item 3 and 5, we haveẋ
By combining (9), λẋ (t) +υ (t) + υ (t) + B (x (t)) = 0, with (25) we obtain
Let us apply Lemma 1.11 with
Let us show that
Indeed, it follows easily from the Lipschitz property of B that B(x) is absolutely continuous on any bounded set, and that for almost all t > 0
by Cauchy-Schwarz inequality and (27), we deduce that
By applying Lemma 1.11, we obtain lim t→+∞ F (t) = 0, which proves the first item of Theorem 1.8.
2. and 3. Let us apply Lemma 1.11 with
Moreover, by using (27) , and a similar argument as above, we have
By Lemma 1.11, we obtain lim F 1 (t) = 0, which is our claim. Item 3. is a straight consequence of the two previous items.
4. Let us verify that the conditions of Opial's lemma 1.10 are satisfied, taking S equal to the solution set of (1). (i) Letx be a weak sequential cluster point of x, i.e.,x = w − lim x(t n ) for some sequence t n → +∞. The operator A = ∂Φ + B is maximal monotone, and hence is demi-closed. From υ (t n ) + B (x (t n )) → 0 strongly, x(t n ) ⇀x weakly, and υ (t n ) + B (x (t n )) ∈ A(x (t n )), we deduce that
. By Proposition 1.12, for any z ∈ S, Γ z is a decreasing nonnegative function, and hence converges. Hence, in order to prove that lim t→+∞ x(t)−z exists, is equivalent to prove that lim t→+∞ g z (t) exists. To prove this, we use Lemma 1.11 with F (t) = g z . By Lemma 1.13, for almost all
By Proposition 1.12 item 5, υ ∈ L 2 ([0, +∞[), and by Proposition 1.12 item 2., x is bounded. Hence
Since g z is nonnegative, we just need to majorize it by a square integrable function. By the convex subdifferential inequality, and −Bz ∈ ∂Φ(z) we have
Combining this inequality with the definition of g z , we obtain
By Cauchy-Schwarz inequality and the triangle inequality we deduce that
By Proposition 1.12 item 1, we have
By Lemma 1.11 we conclude that lim t→+∞ g z (t) exists. Indeed the limit is equal to zero.
As a direct consequence of the above proof we have the following result.
Proposition 1.15. Suppose that S = ∅. Then, for any z ∈ S,
Let us complete the above result by the following related convergence properties of the orbits x of system (8)-(9).
where Bz is the element which is uniquely defined for z ∈ S. In particular (take z = x ∞ ),
where x ∞ ∈ S is the weak limit of the trajectory t → x(t).
Proof. Let us return to (18) 
By υ(t) ∈ ∂Φ (x (t)), we have the subdifferential inequality
Combining the two above relations yields
As a consequence
By integration of (33), and Γ z minorized, we obtain
Let us apply Lemma 1.11 with F 2 (t) = Φ (x (t)) − Φ (z) + B (z) , x (t) − z . By (34) , and F 2 nonnegative, we have
Moreover by using the derivation chain rule in the nonsmooth convex case, see Lemma 1.9, and υ(t) ∈ ∂Φ (x(t)), we have
which by Cauchy-Schwarz inequality yields
By Lemma 1.11, we deduce that lim t→+∞ F 2 (t) = 0, which is our claim. Note that the same conclusion can be obtained, by using the relation Corollary 1.17. Let us suppose that Φ is strongly convex. Then the solution set S is reduced to a single elementz, and any orbit x(·) of system (8)-(9) converges strongly toz, as t → +∞.
Proof. Since Φ is strongly convex, its subdifferential ∂Φ is strongly monotone, and so is the sum A = ∂Φ + B. Thus the solution set is reduced to a single element, letz. Moreover, since Φ is strongly convex, and −B(z) ∈ ∂Φ(z), we have the subdifferential inequality
for some positive constant γ. By Proposition 1.16
Hence lim x(t) −z = 0, which gives the claim. Corollary 1.18. Suppose that S = ∅. Let us suppose that Φ is boundedly inf-compact, i.e., the intersections of the sublevel sets of Φ with closed balls of H are relatively compact sets. Then any orbit x(·) of system (8)-(9) converges strongly as t → +∞, and its limit belongs to S.
Proof. We know that the orbit x(·) of system (8)- (9) converges weakly to somez ∈ S. As a consequence it is bounded. Moreover by Proposition 1.16, Φ(x(t)) → Φ(x ∞ ), and hence x(·) remains in a fixed sublevel set of Φ. Since Φ is boundedly inf-compact, we obtain that the trajectory is relatively compact in H, and thus converges strongly. Remark 1.19. By a similar argument, strong convergence of x(·) holds under the Kadek-Klee property: whenever (x k ) converges weakly to x, and (Φ(x k )) converges to Φ(x), then (x k ) converges strongly to x.
Forward-backward algorithms associated with the regularized Newton dynamic
Our algorithm is constructed using the following ideas. We rely on the equivalent formulation of the dynamic involving the new variable y x (t) = prox µΦ (y (t)) (37)ẏ (t) + y (t) − prox µΦ (y(t)) + µB prox µΦ (y(t)) = 0. (38) The differential equation (38) is governed by a Lipschitz continuous operator. Explicit discretization of (38) with respect to the time variable t, with constant step size h > 0, gives
The algorithm can be equivalently written as (
When h = 1 we recover the classical forward-backward algorithm
(FBN) is closely related to the relaxed forward-backward algorithm ( [19, Theorem 25.8] ). It involves the same basic blocks but in a different order. When the prox is linear, then the operations commute, and we recover the classical relaxed forward-backward algorithm. But, in general, for nonlinear problems, and in the case λ non constant (which is of interest with respect to Newton method) this is not the case. As a guide for our study of the convergence of this algorithm, we use the Lyapunov functions that have been put to the fore in the study of the continuous dynamics.
As a standing assumption we make the following set of hypotheses: Hypothesis H:
• H Φ : The function Φ : H → R ∪ {+∞} is proper, lower-semicontinuous and convex.
• H B : The operator B : H → H is β-cocoercive.
• H h,µ : Parameters h and µ satisfy 0 < h < δ := 1 2 + inf 1, β µ , and 0 < µ < 2β.
• H S : The solution set S = {z ∈ H; ∂Φ(z) + Bz ∋ 0} is nonempty. Let us state our main convergence result.
Theorem 2.1. Let Hypothesis H hold. Let (x k , y k ) be a sequence generated by (FBN). Then the following properties hold: a) (y k ) converges weakly to an elementȳ, with prox µΦȳ ∈ S; b) (x k ) converges weakly tox = prox µΦȳ , withx ∈ S; c) B(x k ) converges strongly to Bx; d) the velocity is square summable, i.e., k x k − x k−1 2 < ∞, and k y k − y k−1 2 < ∞; in particular x k − x k−1 and y k − y k−1 converge strongly to zero. e) y k − x k converges strongly in H.
Before proving Theorem 2.1, we review some classical results on α-averaged operators, which will be useful.
2.1. α-averaged operators. We will use the notion of α-averaged operator, see [19, Definition 4.23 ]. An operator T : H → H is α-averaged with constant 0 < α < 1, if there exists a nonexpansive operator R : H → H such that T = (1 − α)I + αR. The notions of cocoerciveness and α-averaged are intimately related. We collect below some classical facts that will be useful.
• T : H → H is β-cocoercive iff βT is 
Convergence of the (FBN) algorithm.
Proof. We will first study the convergence of the sequence (y k ), and then of the sequence (x k ). Convergence of the sequence (y k ). It will be obtained as a direct consequence of the convergence of the Krasnosel'ski-Mann iteration for nonexpansive mappings. Let T : H → H be the operator which is defined by: for any ξ ∈ H,
The algorithm (FBN) can be equivalently written as
i) Let us first suppose that 0 < h < 1. Let us verify that we are in the situation covered by Krasnosel'ski-Mann theorem. Since B is β-cocoercive, and 0 < µ < 2β, by Lemma 1.6, the operator Id − µB is nonexpansive. Since prox µΦ is nonexpansive, we deduce that the composition mapping T = (I − µB) • (prox µΦ ) is nonexpansive. By Krasnosel'ski-Mann algorithm, [19, Theorem 5.14], for 0 < h < 1, the sequence (y k ) converges weakly to a fixed point of T , let y k →ȳ with T (ȳ) =ȳ. Equivalently, by definition of T , we have prox µΦ (ȳ) − µB(prox µΦ (ȳ)) =ȳ. Setz := prox µΦ (ȳ). We havez − µB(z) =ȳ, which gives 1
The extremality condition characterizing prox µΦ (ȳ) gives
Comparing the two above equations, we finally obtain
ii) Take now h possibly greater or equal than 1, but h < δ. Let's analyze in more detail the algorithm y k+1 = (1 − h)y k + hT (y k ). We rely on the notion of α-averaged operator that has been discussed in the previous subsection. Let us examine the operator T = (I −µB)•(prox µΦ ). The operator prox µΦ is By the condition 0 < µ < 2β, we have δ > 1, and hence 0 < α < 1. By [19, Proposition 5 .15], we deduce that, for any 0 < h < δ the sequence (y k ) converges weakly to a fixed point of T , and
Equivalently, by (41) (42)
A Lyapunov-type sequence Takez an arbitrary element in S. Since x k = prox µΦ (y k ), we have
As a Lyapunov sequence take
The following equality is a direct consequence of the Hilbert structure of H.
By convexity of Φ and v
z is a Lyapunov sequence. By (44) , (48) , and (49) we have
Let us write (FBN) algorithm as (50)
Replacing y k+1 − y k by this expression in the above inequality gives
Equivalently (51)
Since B is β-cocoercive
By (44), we have
. By definition of S, andz ∈ S, we have −Bz ∈ ∂Φ(z). Hence, by monotonicity of ∂Φ (53) x
Combining (51), (52), and (53), we obtain (54)
By using
By (42), k y k+1 − y k 2 < ∞, and A k is nonnegative. By a standard argument, from (55), we obtain a) lim A k exists. Since g k is nonnegative, we have A k ≥ 1 2µ x k −z 2 . As a consequence, the sequence (x k ) is bounded.
where Bz is uniquely defined forz ∈ S.
This proves item c) and d) of Theorem 2.1.
Convergence of the sequence (x k ). Let us write (FBN) in the following form
By (43) , y k+1 − y k → 0 strongly in H. By (56), B(x k ) → Bz strongly in H. From (57) we deduce that y k − x k → −µBz strongly in H. Note again that Bz is uniquely defined whenz ∈ S. Since we have already obtained that the sequence (y k ) converges weakly, we deduce that the sequence (x k ) converges weakly, let x k ⇀x weakly. From (57) and (58) we have
The operator A = ∂Φ + B is maximal monotone, and hence is demi-closed. From y k+1 − y k → 0 strongly (43), x k ⇀x weakly, we deduce that
Let us make precise the relation between the respective limits of the sequences (y k ) and (x k ). Let y k ⇀ȳ weakly. Sincex ∈ S we have B(x k ) → Bx strongly in H. From (57), we deduce that y −x + µBx = 0. Since Bx + ∂Φ(x) ∋ 0, we obtainx + µ∂Φ(x) ∋ȳ. Hencex = prox µΦȳ .
This complete the proof of Theorem 2.1.
Remark 2.3. a) Clearly, since δ > 1, we can take an arbitrary 0 < h ≤ 1. Indeed, the above analysis provides an over-relaxation result. b) The above result can be readily extended to the case h k varying with k. The convergence of (y k ) is satisfied under the assumption: there exists some ǫ > 0, such that for all k ∈ N, 0 < ǫ ≤ h k ≤ δ − ǫ. c) When the dimension of H is finite, by continuity of prox µΦ , and x k = prox µΦ (y k ) we immediately obtain the convergence of the sequence (x k ) to an element of the solution set S. In the infinite dimensional case, this argument does not work anymore, because of the lack of continuity of the prox mapping for the weak topology. d) By analogy with the continuous case, one can reasonably conjecture that the weak convergence of the sequence (x k ) holds under the weaker condition: 0 < h < 1 and hµ < 2β.
Remark 2.4.
Comparing the numerical performance of the forward-backward algorithms provided by discretization of various dynamical systems is an important issue. This is a delicate question, directly related to obtaining rapid numerical methods, a subject of ongoing study, see [10] , [11] .
3. Semigroup generated by −(∂Φ + B), and FB algorithms 3.1. Continuous case. Consider a closely related dynamical system, which is the semigroup generated by −A; A = ∂Φ + B, whose orbits are the solution trajectories of the differential inclusion
Since the operator A = ∂Φ + B is maximal monotone, (59) is relevant to the general theory of semigroups generated by maximal monotone operators. For any Cauchy data x 0 ∈ dom∂Φ, there exists a unique strong solution of (59) which satisfies x(0) = x 0 , see [25] . Moreover, by a direct adaptation of the results of [25, Theorem 3.6] , one can verify that there is a regularizing effect on the initial condition: for x 0 ∈ domΦ, there exists a unique strong solution of (59) with Cauchy data x(0) = x 0 , and which satisfies x(t) ∈ dom∂Φ for all t > 0. Let us suppose that S = ∅, where S still denotes the set of zeroes of A = ∂Φ + B. Following Baillon-Brézis [16] , each orbit of (59) converges weakly, in an ergodic way, to an equilibrium, which is an element of S. Note that the convergence theory of Bruck does apply separately to ∂Φ and B, which are demipositive, see [27] . But it is not known if the sum of the two operators ∂Φ + B is still demipositive. Indeed, it is not clear whether this notion is stable by sum. Thus, we are naturally led to perform a direct study of the convergence properties of the orbits of (59). Surprisingly, we have not found references to a previous systematic study of this question. Indeed, we are going to show that (59) has convergence properties which are similar to the regularized Newton-like dynamic. Then, we shall compare and show the differences between the two systems.
Theorem 3.1. Suppose that S = ∅. Then, for any orbit x(·) of (59), the following properties hold:
1.
+∞ 0 ẋ (t) 2 dt < +∞, i.e., x(·) has a finite energy.
2. x(·) converges weakly to an element of S. 3. B(x(·)) converges strongly to Bz, where Bz is uniquely defined for z ∈ S.
Proof. Let x (·) : [0, +∞[→ H be an orbit of (59). Equivalently, we set
Let us show that h z is a Lyapunov function. By the classical derivation chain rule, and (61), for almost all
Let us rewrite this last equality as
Since z ∈ S, we have −Bz ∈ ∂Φ(z). Moreover, v(t) ∈ ∂Φ(x(t)). By monotonicity of ∂Φ, this gives
Combining (64) with (65) we obtain
By cocoercivity of B, we deduce that
From this, we readily obtain that (68) t → h z (t) is a decreasing function, and after integration of (67)
Let us return to (67). By (61), we equivalently have
After developing
By using the derivation chain rule for a convex lower semicontinuous function, see Lemma 1.9
we can rewrite (71) as
Since −Bz ∈ ∂Φ(z), by the convex subdifferential inequality, we have k z (t) ≥ 0. Let us rewrite (73) as
Since h z + 2βk z is nonnegative, by integration of (75) we infer
That's item 1. In order to prove item 2., which is the weak convergence property of x, we use Opial's lemma 1.10, with S equal to the solution set of problem (1) . By (68), t → h z (t) is a decreasing function, and hence lim x (t) − z exists. Let us complete the verification of the hypothesis of Opial's lemma, by showing that every weak sequential cluster point of x belongs to S. Letx = w − lim x(t n ) for some sequence t n → +∞. By the general theory of semigroups generated by maximal monotone operators, we have that
is a nonincreasing function, where (∂Φ(x(t)) + B(x(t))) 0 is the element of minimal norm of the closed convex set ∂Φ(x(t)) + B(x(t)). Sinceẋ(t) = −(∂Φ(x(t)) + B(x(t))) 0 for almost all t ≥ 0, we deduce from (76) that
Since t → (∂Φ(x(t)) + B(x(t))) 0 is nonincreasing, it converges and, by (78) its limit is equal to zero. Thus, by taking w(t) = (∂Φ(x(t)) + B(x(t))) 0 , we have obtained the existence of a mapping w which verifies: w(t) ∈ (∂Φ + B)(x(t) for all t > 0, and w(t) → 0 strongly in H, as t → +∞. From w(t n ) ∈ (∂Φ + B)(x(t n ), by the demiclosedness property of the maximal monotone operator
Let us now prove item 3. Set
By Lemma 1.11, we deduce that lim t→+∞ F 3 (t) = 0, which is our claim.
Remark 3.2. The strong convergence of orbits falls within the general theory of semigroup of contractions generated by a maximal monotone operator A. It is satisfied if A is strongly monotone, or Φ boundedly inf-compact (note that in the proof of Theorem 3.1 we have shown that Φ(x(t)) converges, and thus is bounded). Also note that, following [25, Theorem 3.13] , if intS = intA −1 (0) = ∅, then (59) has orbits whose total variation is bounded, and hence which converge strongly. Remark 3.3. Let us compare the asymptotic behavior of the orbits of the semigroup generated by −(∂Φ + B) with the orbits of the Newton-like regularized system. Since both converge weakly to equilibria, the point is compare their rate of convergence. For simplicity take B = 0, and Φ convex differentiable. Thus the point is: at which rate does ∇Φ(x(t) converges to zero? a) For the semigroup, the standard estimation is the linear convergence:
Indeed, without any further assumption on Φ or H, this is the best known general estimate. Indeed, in infinite dimensional spaces one can exhibit orbits of the gradient flow which have infinite length, this is a consequence of Baillon counterexample [15] . Note that, in finite dimensional spaces, the corresponding result is not known [36] . b) For the Newton-like regularized system, v(t) = ∇Φ(x(t) satisfies the differential equation
By taking λ(t) = ce −t , we have the following estimation (see [13, Proposition 5 .1])
∇Φ(x(t) ≤ Ce −t .
These results naturally suggest to extend our results to the case of a vanishing regularization parameter.
3.2. Implicit/explicit time discretization: FB algorithm. The discretization of (59) with respect to the time variable t, in an implicit way with respect to the nonsmooth term ∂Φ, and explicit with respect to the smooth term B, and with constant step size h > 0, gives
This is the classical forward-backward algorithm, whose convergence has been well established. The weak convergence of (x k ) to an element of S is obtained under the stepsize limitation: 0 < h < 2β. One can consult [40] , [19, Theorem 25.8] , for the proof, and some further extensions of this result.
Proximal-gradient dynamics and relaxed FB algorithms
First recall some standard facts about the continuous gradient-projection system. This will lead us to consider a more general proximal-gradient dynamic. Then we will examine the corresponding relaxed FB algorithms, obtained by time discretization.
4.1. Gradient-projection dynamics. First take Φ = δ C equal to the indicator function of a closed convex set C ⊂ H, and B = ∇Ψ, the gradient of a convex differentiable function Ψ : H → R. The semigroup of contractions, generated by −A, which has been studied in the previous section, specializes in gradient-projection system
where T C (x) is the tangent cone to C at x ∈ C. This is a direct consequence of the lazy property satisfied by the orbits of the semigroup of contractions, generated by −A, see [25] , and of the Moreau decomposition theorem in a Hilbert space (with respect to the tangent cone T C (x) and its polar cone N C (x)). From the perspective of optimization, this system has several drawbacks. The orbits ignore the constraint until they meet the boundary of C. Moreover, the vector field which governs the dynamic is discontinuous (at the boundary of the constraint). The following system first considered by Antipin [2] , and Bolte [24] overcomes some of these difficulties:
It can be introduced in a natural way, by rewriting the optimality condition
where µ is a positive parameter (arbitrarily chosen). Note that the stationary points of (82) are precisely the solutions of (84). This dynamic is governed by a Lipschitz continuous vector field, and the orbits are classical solutions, i.e., continuously differentiable. Its properties are summarized in the following proposition, see [24] .
Proposition 4.1. Let Ψ : H → R be a convex differentiable function, whose gradient is Lipschitz continuous on bounded sets. Let C be a closed convex set in H, and suppose that Ψ is bounded from below on C. Then, for any x 0 ∈ H, there exists a unique classical global solution x : [0, +∞[→ H of the Cauchy problem for the relaxed gradient-projection dynamical system
The following asymptotic properties are satisfied: i) If S = argmin C Ψ is nonempty, then x(t) converges weakly to some x ∞ ∈ S, as t → +∞.
ii) If moreover x 0 ∈ C, then x(t) ∈ C for all t ≥ 0, Ψ(x(t) decreases to inf C Ψ as t increases to +∞, and
4.2. Proximal-gradient dynamics. Let us now return to our setting: A = ∂Φ + B, where Φ is a closed convex proper function, and B is a monotone cocoercive operator (the previous case corresponds to Φ = δ C and B = ∇Ψ, with ∇Ψ Lipschitz continuous). As a natural extension of (82), let us consider the differential system (87)ẋ(t) + x(t) − prox µΦ (x(t) − µB(x(t))) = 0.
We shall see that the explicit discretization of this system gives the relaxed FB algorithm. The vector field which governs (87) is Lipschitz continuous. Hence, for any x 0 ∈ H, the corresponding Cauchy problem has a unique global classical solution. As far as we know, the convergence properties of this system have not been studied in this framework. Let us state our results.
Theorem 4.2. Let Φ : H → R ∪ {+∞} be a convex lower semicontinuous proper function, and B a maximal monotone operator which is β-cocoercive. Suppose that S = {z ∈ H; ∂Φ(z) + Bz ∋ 0}, the solution set of (1), is nonempty. For any x 0 ∈ H, let x : [0, +∞[→ H be the unique classical global solution of the Cauchy problem for the proximal-gradient dynamical system
Then, the following asymptotic properties are satisfied: 1. Suppose that 0 < µ < 4β, then i) x(t) converges weakly to some x ∞ ∈ S, as t → +∞. ii) B(x(t)) converges strongly to Bz as t → +∞, where Bz is uniquely defined for z ∈ S. iii) lim t→+∞ẋ (t) = 0 and ∞ 0 ẋ(t) 2 dt < +∞. 2. Suppose that B = ∇Ψ, where Ψ is a convex differentiable function. Then, for arbitrary µ > 0, the above properties i), ii), iii) are satisfied.
Proof. We rely on a Lyapunov analysis. Take z ∈ S. Equivalently (89) − Bz ∈ ∂Φ(z).
Set ξ(t) := x(t) − µB(x(t)). By definition of prox µΦ , we have
Since prox µΦ ξ(t) = x(t) +ẋ(t), the above equation can be written in equivalent way
By the monotonicity property of the operator ∂Φ, and (89), (90), we obtain
1. Let us first examine the general case, B β-cocoercive. From (92), it follows that
Let us introduce α > 0, a positive parameter. In order to estimate the last term in (93), we use Cauchy-Schwarz inequality, and the following elementary inequality
From (93) and (94) we deduce that
Choose α such that 
From (96), it follows that, for any z ∈ S, t → x(t) − z is a decreasing function, and hence lim x(t) − z exists. Moreover, by integration of (96), we obtain (97)
Since B is Lipschitz continuous, and ẋ(t) belongs to L 2 (0, +∞), we have By Opial lemma 1.10, in order to obtain the weak convergence of the orbit x, we just need to prove that any weak sequential cluster point of x belongs to S. Letx be a weak sequential cluster point of x, i.e.,x = w − lim x(t n ) for some sequence t n → +∞. In order to pass to the limit on (87), we rewrite it as
and use the demiclosedness property of the maximal monotone operator I − prox µΦ . Since x(t n ) − µB(x(t n )) ⇀x − µBz, andẋ(t) + µB(x(t)) → µBz strongly, we obtain (102)x − µBz − prox µΦ (x − µBz) = −µBz.
Equivalently,
that is ∂Φ(x) + Bz ∋ 0. Since B is maximal monotone, it is demiclosed, and hence Bx = Bz. Thus ∂Φ(x) + Bx ∋ 0, andx ∈ S, which completes the proof.
2. Now consider B = ∇Ψ, where Ψ is a convex differentiable function (a special case of cocoercive operator), and show that we can conclude to the same convergence results, without making any restrictive assumption on µ > 0. Let us return to (93). By using
we can rewrite (93) as
Since Ψ(x(t)) − Ψ(z) − ∇Ψ(z), x(t) − z is nonnegative, by a similar argument as before we obtain that B(x(·)) converges strongly to Bz where Bz is uniquely defined for z ∈ S, lim t→∞ẋ (t) = 0, and ẋ ∈ L 2 (0, +∞). Moreover, any weak sequential cluster point of x belongs to S. But unlike the previous situation, we do not know if the limit of x(t) − z exists. Instead we have lim E(t, z) exists for any z ∈ S, where
Following the arguments in [24] , we will show that this implies that x has a unique weak sequential cluster point, which clearly implies the weak convergence of the whole sequence. Let z 1 and z 2 two weak sequential cluster points of x, i.e., z 1 = w − lim x(t n ), and z 2 = w − lim x(t ′ n ), for some sequences t n → +∞ and t ′ n → +∞. We already obtained that z 1 and z 2 belong to S. Hence E(t, z 1 ) and E(t, z 2 ) converge as t → +∞, as well as E(t, z 1 ) − E(t, z 2 ). We deduce that the following limit exists lim
Thus the limits obtained by successively replacing t by t n and t ′ n are equal, which gives 1 µ z 1 , z 2 − z 1 + ∇Ψ(z 2 ) − ∇Ψ(z 1 ), z 1 = 1 µ z 2 , z 2 − z 1 + ∇Ψ(z 2 ) − ∇Ψ(z 1 ), z 2 .
Equivalently 1 µ z 2 − z 1 2 + ∇Ψ(z 2 ) − ∇Ψ(z 1 ), z 2 − z 1 = 0, which, by monotonicity of ∇Ψ, gives z 1 = z 2 .
Remark 4.3. Under the more restrictive assumption, 0 < µ < 2β, using the results of section 1.2, the operator that governs the dynamical system is of the form I − T , where T is a contraction. Accordingly, the operator I − T is demipositive, and the weak convergence of x is a direct consequence of Bruck Theorem [27] . It is an open question whether the convergence property is true for a general cocoercive operator B, without restriction on µ > 0.
4.3.
Relaxed forward-backward algorithms. The explicit discretization of the regular dynamic (87) with respect to the time variable t, with constant step size h > 0, gives (106) x k+1 − x k h + x k − prox µΦ (x k − µB(x k )) = 0.
Equivalently x k+1 = (1 − h)x k + hprox µΦ (x k − µB(x k )) . This is the relaxed forward-backward algorithm, whose convergence properties are well known. The weak convergence of (x k ) to an element of S is obtained under the stepsize limitation: 0 < µ < 2β, and 0 < h ≤ 1. One can consult [19, Theorem 25.8] , for the proof, and some further extensions of this result.
Perspective
Our work can be considered from two perspectives: numerical splitting methods in optimization, and modeling in physics, decision sciences.
1. In recent years, there has been a great interest in the forward-backward methods, especially in the signal/image processing, and sparse optimization. A better understanding of these methods is a key to obtain further developments, and improvement of the methods: fast converging algorithms, nonconvex setting, multiobjective optimization, ... are crucial points to consider in the future. To cite some of these topics, in [3] the convergence of the classical forward-backward method, in a nonconvex nonsmooth framework, has been proved for functions satisfying the Kurdyka-Lojasiewiz inequality, a large class containing the semi-algebraic functions. The proof finds its roots in a dynamical argument. It is an open question to know if some other form of the FB algorithms works in this setting. Even for the relaxed FB algorithm this is an open question. Similarly, the Nesterov method for obtaining convergence rate O( 1 k 2 ), is known for the classical forward-backward algorithm, see [43] , [20] (FISTA method). It would be very interesting to know if the method can be adapted to other forms of these algorithms. It turns out that there is a rich family of forward-backward algorithms. In this article, we have considered three classes of these algorithms. The link with the dynamical systems is a valuable tool for studying these algorithms, and to discover new one. The comparison between the algorithms that are obtained by time discretization of the continuous dynamics is a delicate subject, which is the subject of current research.
2. Many equilibrium problems in physical sciences or decision may be written either as convex minimization problem or as a search for a fixed point of a contraction. Often these two aspects are present simultaneously. For example, in game theory, agents may adopt strategies involving cooperative aspects (potential games) and noncooperative aspects. Nash equilibrium formulation can lead to a convex-concave saddle value problem, and non-potential monotone operators. An abundant literature has been devoted to finding common solutions of these problems. In contrast, our approach aims at finding a compromise solution of these two different types of problems. A basic ingredient is the resolution of ∂Φ(x) + Bx ∋ 0. An interesting direction for future research would be to consider a multicriteria dynamical process associated to the two operators ∂Φ and B, in line of the recent article [8] . The selection of equilibria with desirable properties is an important issue in decision sciences. With the introduction of regularization terms tending asymptotically to zero, not too quickly (eg Tikhonov type), the dynamic equilibrium approach provides an asymptotic hierarchical selection. There is an extensive literature on this topic, see [5] , [6] , [17] , [23] , [24] , [28] , [32] , [35] , [39] , and references therein. It is an issue that is largely unexplored for the systems considered in this article.
