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Abstract
The notion of center of mass for an isolated system has been previ-
ously encoded in the definition of the so called nice sections. In this article
we present a generalization of the proof of existence of solutions to the
linearized equation for nice sections, and formalize a local existence proof
of nice sections relaxing the radiation condition. We report on the differ-
entiable and non-self-crossing properties of this family of solutions. We
also give a proof of the global existence of nice sections.
PACS number(s): 04.20.Ha, 04.20.Cv, 04.20.-q
1 Introduction
There is an increasing interest in obtaining results from general relativity that
could be applied to real systems. In particular, the possibility of detecting grav-
itational waves in the near future, motivates the research for the description of
systems containing very compact objects. In modeling these systems as isolated
ones, it is possible to distinguish at least two very different approaches for tack-
ling this problem. In one of them the description is attempted by introducing
data, with some criteria, for the numeric solution of the field equation. In the
other the description is attempted by trying to reduce the infinite degrees of
freedom of the fields to some finite set, analogously as is done in the particle
like description in Newtonian or in post-Newtonian dynamics. If this second
approach has any chance of success, it will be because it is possible to ascribe,
in a geometric invariant way, the finite degrees of freedom to the physical system
one wants to describe.
It is important to emphasize that the present indication of the existence
of gravitational radiation comes from the usage of the balance equation in the
description of the binary pulsar PSR 1913+16. The applicability of the present
∗Member of CONICET; Electronic mail: moreschi@fis.uncor.edu
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derivations of the balance equation to the binary pulsar system is still a matter
of discussion. However, even in the case of having a formally complete derivation
of this equation valid at an instant of time, one is still faced with the issue of its
validity for long periods of time, or for systems involving strong gravitational
fields and possible high velocities. The nature of the problem can be seen by
noting that the balance equation relates time’s derivatives of the energy of the
systems with time derivatives of the quadrupole moments of the system. Al-
though the total energy of the system could be related with the unambiguously
defined Bondi momentum; the notion of quadrupole moment has meaning only
after one has settled down the issue of supertranslation freedom. Our construc-
tion of the center of mass sections at future null infinity through the definition
of nice sections provides a procedure to give a precise meaning to concepts as
angular momentum and multipole moments.
Therefore, from the study of gravitating isolated systems in the vicinity of the
asymptotic region, i.e., future null infinity, one concludes that it is essential[1]
to introduce a family of sections of scri, embodying the notion of generalized
center of mass. This is the analog of having a frame of reference with respect
to which one can study the asymptotic fields. With this aim in ref. [2] it was
introduced the ‘Supercenter of mass’ at future null infinity; which was defined
in terms of the so called nice sections. It was indicated in this reference that
the notion of center of mass can be attained by requiring an asymptotic nice
section for the retarded time u → −∞ to satisfy that the angular momentum
coincides with the intrinsic angular momentum. Then, if the subsequent nice
sections are constructed by infinitesimal time translations which are parallel to
the Bondi momentum, one obtains a one parameter family of nice sections at
future null infinity embodying the notion of center of mass.
In this work we study some mathematical properties of nice sections. In
Section II we review the nice section equation and some of its basic properties.
We present a more general proof of the existence of solutions to the linearized
equation for nice sections, and formalize a local existence proof of nice sections
in Section III. The differentiable properties of nice sections are studied in Section
IV. We report on the desired non-self-crossing property of this family of solutions
in Section V. In Section VI we present a proof of global existence of nice sections.
Finally, several complementary results are presented in three Appendices.
2 The nice section equation
We will start by recalling the nice section equation. Given a section S of future
null infinity, one can always find a Bondi coordinate(see for example ref. [3])
system (u, ζ, ζ¯) such that S is given by the equation u = 0 . The supermomentum
at S is defined[2] by
Plm(S) ≡ − 1√
4pi
∫
S
Ylm(ζ, ζ¯) Ψ dS
2; (1)
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where
Ψ ≡ Ψ2 + σ ˙¯σ + ð2σ¯; (2)
with Ψ2 and σ being the leading order asymptotic behavior of the second Weyl
tensor component and the Bondi shear respectively, and where we are using the
GHP notation[4] for the edth operator of the unit sphere. It is probably worth
noting that in a Bondi system[3] the quantity Ψ is a real function on future null
infinity (see for example equations (3.35) and (5.20) in ref. [5]).
Given another section S˜ of scri, one can find another Bondi system (u˜, ζ˜, ¯˜ζ)
such that S˜ is given by u˜ = 0 . One can further demand for that Bondi system
to be aligned with the total (Bondi) momentum at S˜ ; i.e., that the l = 1
components of the momentum are zero:
P˜l=1,m(S˜) = 0.
The relation between the new and the original Bondi system is given by the
BMS transformation
u˜ = K(ζ, ζ¯)
(
u− γ(ζ, ζ¯)) , (3)
ζ¯ =
a ζ + b
c ζ¯ + d
(4)
with
ad− bc = 1, K = (1 + ζζ¯)
(a ζ + b)(a¯ ζ¯ + b¯) + (c ζ + d)(c¯ ζ¯ + d¯)
;
where a, b, c and d are complex constants. Note that S˜ can also be determined
by u = γ(ζ, ζ¯) .
The section S˜ is said to be of the nice[2] type if
P˜lm(S˜) = 0 for l 6= 0; (5)
that is all the ‘spacelike’ components of the supermomentum, when calculated
with respect to the adapted Bondi system, are zero; and the only nonvanishing
one, namely P˜00(S˜) , coincide with the total Bondi mass at S˜.
This is the original version of the nice section equation; however its infor-
mation is hidden in the simplicity of its form. Since the nice section can be
determined by the supertranslation γ(ζ, ζ¯) , mentioned above, it is more useful
to restate the nice section equation in terms of an equation for γ(ζ, ζ¯) .
The supermomentum at S˜ can also be expressed in terms of the original
Bondi coordinate system[2]:
P˜lm(S˜) ≡ − 1
4pi
∫
S˜
Ylm(ζ˜,
¯˜ζ)Ψ˜ dS˜2
= − 1
4pi
K l
′m′
lm
∫
S˜=(u=γ)
Yl′m′(ζ, ζ¯)(Ψ(u = γ)− ð2ð¯2γ) dS2
(6)
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where the matrix K l
′m′
lm is the transformation matrix of the generators of super-
translations, that is:
p˜lm = K
l′m′
lm plm (7)
with
plm = Ylm(ζ, ζ¯)
∂
∂u
.
The fourth order edth operator appearing in equation (6) comes from the
transformation properties of the quantities entering into the definition of Ψ ; in
particular, the term ð2σ¯ transforms under the law:
σ˜2 ˜¯σ =
1
K3
(
ð
2σ¯ − ð2ð¯2γ) ; (8)
and similarly; after a straight forward but long calculation, one can prove that
Ψ transforms as
Ψ˜ =
1
K3
(
Ψ− ð2ð¯2γ) , (9)
where the transformation of Bondi systems under BMS transformations, appear-
ing in the appendix of ref. [3], have been used in deriving the last two relations.
The nice section equation can be understood as a condition for γ(ζ, ζ¯) and K.
It is important to note that there exists different choices for Ψ in the litera-
ture; because by adding any function with l ≥ 2 (for example ð2σ¯ ) one obtains
the same expression for the Bondi momentum. But the supermomentum (2) is
the only one that have the simple transformation (9). We mention also (but we
do not make use of this) that the time derivative of (2) have also a very simple
form:
Ψ˙ = σ˙ ˙¯σ;
the other definitions of supermomentum have a flux that is not positive definite.
Although in equation (6) one has an expression that involves the original
Bondi coordinate system (u, ζ, ζ¯) , the difficulty with it is the appearance of the
infinite transformation matrix K l
′m′
lm ; therefore it is convenient to seek a simpler
expression. It was indicated in ref. [2] that equation (5) can be expressed by
ð
2
ð¯
2γ = Ψ(u = γ, ζ, ζ¯) +K(γ; ζ, ζ¯)3M(γ); (10)
where the function on the sphere K is the conformal factor of the BMS trans-
formation that aligns the p˜00 with the Bondi momentum at u = γ(ζ, ζ¯) ; which
justifies the notation indicating the γ dependence on it; and finally the total
mass M is also calculated at S˜ . Equation (10) is our main equation that is
studied throughout the rest of this article. The validity of equation (10) can
be deduced either from the discussion in ref. [2], using the properties of the
matrix K l
′m′
lm ; or it can be deduced from equations (5) and (9); since the nice
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section equation (5) can be understood as requiring that Ψ˜ be a constant when
evaluated at the section u = γ(ζ, ζ¯) ; and this constant is precisely the negative
of the Bondi mass M evaluated on this section.
Clearly K(γ; ζ, ζ¯) and M(γ) are determined by the value of the total mo-
mentum at S˜ , which can explicitly be given by:
P a(S˜) = − 1
4pi
∫
la(ζ, ζ¯) Ψ(u = γ, ζ, ζ¯) dS2, (11)
where a = 0, 1, 2, 3 , and the vector la is given in terms of the first spherical
harmonics by
la =
√
4pi
(
Y00,− 1√
6
(Y11 − Y1−1), i√
6
(Y11 + Y1−1),
1√
3
Y10
)
. (12)
Note that one can also express the total momentum at S˜ by
P a(S˜) = − 1
4pi
∫
la(ζ, ζ¯)
(∫ γ
0
Ψ˙(u′, ζ, ζ¯)du′ +Ψ(u = 0, ζ, ζ¯)
)
dS2
= − 1
4pi
∫
la(ζ, ζ¯)
∫ γ
0
Ψ˙(u′, ζ, ζ¯) du′dS2 + P a(S)
(13)
where a dot means u derivative; this shows a more explicit dependence of P a(S˜)
on γ(ζ, ζ¯) and the momentum flux. Then, the conformal factor K can be given
by
K(γ; ζ, ζ¯) =
M(γ)
P a(S˜)lb(ζ, ζ¯)ηa b
, (14)
where the Lorentzian metric ηa b was defined in [3] and
M(γ) =
√
P a(S˜)P b(S˜)ηa b. (15)
Then, it is observed that eq. (10) is an elliptic, non linear, integro-differential
equation for γ(ζ, ζ¯) . Let us mention same properties of this equation. Calling
D the differential operator appearing in the left hand side of equation (10), we
have that:
D ≡ ð2ð¯2 = 1
4
∆2 − 1
2
∆ (16)
where ∆ is the Laplacian of the unit sphere. Note that when the operator
D is applied to the spherical harmonics it gives[3]
DYlm =
(l− 1) l (l+ 1) (l + 2)
4
Ylm. (17)
This means that the left-hand side of (10) has an expansion in spherical
harmonics with l ≥ 2 ; and in order to be a consistent equation the right-hand
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side must also have this property for an arbitrary Ψ (see Appendix 1) for a proof
of this property).
In the stationary case, Ψ = Ψ
(
ζ, ζ¯
)
, the equation becomes linear and has
always solutions[2]. Let γ0 be the a solution of the stationary case, then if
x
(
ζ, ζ¯
)
is such that: Dx = 0 we have that γ0+x is also a solution. Then, in the
stationary case there exists a 4-parameter family of solution (the real solution
of Dx = 0 are linear combinations of the spherical harmonics with l ≤ 1 , i.e.:
they are determined by four real numbers). To illustrate this situation let us
consider for example the Schwarzschild spacetime. In the usual coordinates and
null tetrad the equation simplifies considerably since Ψ = −M and K = 1;
where M is the Schwarzschild mass. Therefore, in this case, the right hand side
of eq. (10) vanishes, and so γ0 = 0 is a nice section. This means that the usual
coordinate system is a “global rest frame” system; and one still have the freedom
of the translations x ’s. If instead we had begun with an arbitrary system in the
Schwarzschild spacetime, then we would have Ψ 6= −M and we would need a non
trivial γ0 to solve the nice section equation (10). This γ0 is the supertranslation
we have to make in order to come back to “global rest frame”. In order to gain
the notion of center of mass from this family of solutions, one impose on the
“first” section at u = −∞ the condition that the angular momentum coincide
with the intrinsic angular momentum; this eliminates a 3-dimensional freedom
in the choice of the translations x’s. Then, if from the first nice section we only
allow for infinitesimal translations that are parallel to the total momentum, we
generate from u = −∞ the “center of mass system” with the solutions of the
nice section equation.
What happens in general, with a radiative asymptotically flat space-time?.
Let put first a conjecture:
Conjecture: Under mild hypothesis for Ψ , there exists solutions γ of (10) of
the form: γ = x + y , for each choice of translation x ( Dx = 0 ), and with y a
super-translation (i.e.: with spherical harmonics l ≥ 2 expansion). The solution
is C2 in the sphere and if x1 and x2 are time constant translation, with x1 in
the future of x2 ; that is:
x1 ≥ x2
then:
γ1 ≥ γ2(∗)
where γ1 is the solution corresponding to x1 and γ2 the corresponding to x2.
If this conjecture were true, and by using the selection of “initial” nice section
as it was explained for the Schwarzschild case, we would have that for any
asymptotically flat space time there exist one globally defined “rest frame” at
null infinity, that have the appropriate properties to be interpreted as the “center
of mass” system of the space-time. We note that the last property (*), requires
that the sections defining the center of mass system must be a one-parameter
family, without self crossing behavior. We also remark that the differentiability
property means that they are smooth sections of scri.
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Of course this conjecture is very difficult to prove, because the equation (10)
is a complicate non linear equation, but we can give here an argument[2] (not a
proof) that can help to understand why one might think the conjecture is true.
The idea is to construct a perturbation series beginning with an arbitrary
translation x. Let,
γ0 = x γn = x+
n∑
k=1
yk
where yn is the solution of the linear equation
ð
2
ð¯
2yn = Ψ(u = γn−1, ζ, ζ¯) +K(γn−1; ζ, ζ¯)
3M(γn−1).
If the series converges we have for each translation x a solution γ.
In the following part of this paper we prove the following results that indicate
to the validity of the conjecture:
(1) “Local” version of the conjecture: Given a space-time which satisfies,
using geometric units,
∣∣∂Ψ
∂u
∣∣ ≤√ 274 (**) and assuming there exists a solution γ0
, then there exists locally for each infinitesimal translation a solution γ , which
is C2 and satisfy (*).
This is done in Sections III, IV, and V. Let us note that the condition
(**) means that the spacetime does not admit arbitrary amount of radiation;
however, for realistic astrophysical systems it turns out that (**) is always true
(see [2]).
(2) If Ψ is near to the stationary case, then the there exist a global 4-
parameter family of solution.
This result is proved in Section VI.
3 Local existence of solutions
The result of the local existence of solutions will be constructed around the
implicit function theorem; therefore appropriate Banach spaces must be intro-
duced. We begin by introducing some notation.
For any pair of regular functions on the sphere a and b let the inner product
〈a|b〉 be defined by:
〈a|b〉 =
∫
a¯b dS2, (18)
and associated to this let the norm of a function a be given by
||a||2 = 〈a|a〉; (19)
that is; || || is the standard L2 norm on the unit sphere S2.
We will next introduce three sets of real regular functions on the sphere. Let
us start with the set:
X =
{
x(ζ, ζ¯) ∈ L2(S2)/Dx = 0} ; (20)
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note that the real functions x(ζ, ζ¯) are determined by four real numbers.
Let Z be the set of real functions on the sphere with finite norm and residing
in the orthogonal complement of X ; equivalently
Z = X⊥ = {z(ζ, ζ¯) ∈ L2(S2)/〈x|z〉 = 0 ∀x ∈ X}. (21)
Note that if γ is in L2 , then it can be decomposed as a sum of two terms; one
in X and the other in Z; that is γ = x + z, x ∈ X , z ∈ Z. Furthermore, it is
convenient to define the projector operator T , such that T (γ) = T (x+ z) = x;
that is T projects to the subspace X and therefore satisfies T 2 = T .
It is clear from the definitions that X and Z are Hilbert spaces.
Let us now define the following inner product. For any four times differen-
tiable functions y1 and y2 , in Z, let 〈|〉D be defined by
〈y1|y2〉D ≡
∫
Dy¯1Dy2 dS
2; (22)
the fact that this is really an inner product in Z follows from the existence of
an inverse of the operator D; as it is deduced from equation (17). It is natural
to define the norm
||y||2D ≡ 〈y|y〉D. (23)
As it was stated in ref. [2] it is not difficult to see that
||y|| ≤ ||y||D. (24)
Let us define now the space of real functions on the sphere Y by
Y = {y(ζ, ζ¯) ∈ Z / ||y||D <∞ completed with respect to this norm}; (25)
If one expresses the functions x and y in terms of spherical harmonics one
has
x =
1∑
l=0
|m|≤l
xlmYlm(ζ, ζ¯) (26)
and
y =
∞∑
l=2
|m|≤l
ylmYlm(ζ, ζ¯), (27)
for some constant coefficients xlm and ylm.
Note that the space Y is also a Hilbert space.
Given regular radiation data at future null infinity, let the real function
f(x, y) on the sphere be defined in terms of functions x ∈ X and y ∈ Y by the
expression:
f(x, y) = Dy − (Ψ(u = x+ y, ζ, ζ¯) +K(x+ y; ζ, ζ¯)3 M(x+ y)) ; (28)
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where the radiation data enters into the determination of Ψ , K and M at
u = γ = x+y ; and it is easily seen that the condition f(x, y) = 0 coincides with
the nice section equation. It is also a property of any f(x, y) , so constructed,
that it lives in the orthogonal complement space of X ; in other words, for any f
and any x′ in X one has 〈f |x′〉 = 0; see Appendix 1 for a proof of this assertion.
This means that f is expressible in terms of spherical harmonics Ylm with l ≥ 2;
that is,
f =
∞∑
l=2
|m|≤l
f lm Ylm(ζ, ζ¯). (29)
It is worth mentioning that the decomposition of the supertranslation γ as the
sum γ = x+ y , is a natural one due to the fact that Dx = 0 for any x in X .
Since Ψ , K and M are completely determined by the free data at future
null infinity, one can see that for smooth data, any f will have finite norm and
so any f , so defined, belongs to Z.
Let us now consider the difference
f(x, y + δy)− f(x, y)
= Dδy −
x+y+δy∫
x+y
Ψ˙(u′, ζ, ζ¯) du′ +K(x+ y + δy; ζ, ζ¯)3 M(x+ y + δy)
−K(x+ y; ζ, ζ¯)3 M(x+ y)
From the definition (28) one can prove that
f(x, y + δy)− f(x, y) = fy(x, y)δy +O(δy2) (30)
with
fy(x, y)δy = Dδy −[
Ψ˙(u = x+ y, ζ, ζ¯)δy +K3
(
4Pa
M
− 3Kla(ζ, ζ¯)
)
δP a
]
, (31)
where Pa, M , and K are evaluated at u = x+ y, and δP
a is given by
δP a = − 1
4pi
∫
la(ζ, ζ¯)Ψ˙(u = x+ y, ζ, ζ¯) δy dS2; (32)
therefore by definition, fy(x, y) is the Fre´chet derivative[6] of the map f in terms
of the argument y.
Let us observe that for smooth data fy(x, y) is continuous in x, and
δz = fy(x, y) δy (33)
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is a linear continuous map from Y onto Z. The onto property is deduced from
the fact that the first term in eq. (31) is an operator providing an onto map.
Let us assume that
f(x0, y0) = 0; (34)
that is, the pair (x0, y0) defines a nice section through the relation γ0 = x0+ y0
, then
P a(x0, y0) =M(x0, y0)δ
a
0 , (35)
which implies that
K(x0, y0) = 1. (36)
So the last term in equation (31) is given by
K3
(
4Pa
M
− 3K la(ζ, ζ¯)
)
δP a =
(
4 δ0a − 3 la(ζ, ζ¯)
)
δP a; (37)
which is clearly an expression involving only spherical harmonics Ylm with l ≤ 1.
Therefore one has that(see also Appendix 1)
fy(x0, y0)δy = Dδy − [F δy − T (Fδy)] , (38)
with F = F (ζ, ζ¯) ≡ Ψ˙(u = xo + yo, ζ, ζ¯). As it was done in ref. [2], we will
assume that the modulus of the flux is bounded by the quantity λ, i.e.:∣∣∣Ψ˙(u, ζ, ζ¯)∣∣∣ ≤ λ; (39)
and therefore |F | ≤ λ.
Then the following result holds:
Lemma 3.1 If
(
λ2 427
)
< 1 then the map δz = fy(x0, y0)δy from Y onto Z is
invertible.
Proof :We start with the expression
Dδy − [Fδy − T (Fδy)] = δz. (40)
Note that from eq. (17) one can see that there exists an operator D−1, acting
on elements of Z, such that on spherical harmonics, with l ≥ 2 , it gives
D−1Ylm =
4
(l − 1)l(l+ 1)(l + 2)Ylm, (41)
then one deduces that z ∈ Z ⇒ D−1z ∈ Z. Let us now define the operator
A : Y → Y , such that ∀δz ∈ Z,
Aδy ≡ D−1(δz + Fδy − T (Fδy). (42)
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Then eq. (40) is equivalent to the equation:
Aδy = δy. (43)
We will next show that if
(
λ2 427
)
< 1 then A is a contracting map[6], and
therefore eq.(43) has a unique solution.
It is shown in Appendix 2 that for any function Γ(ζ, ζ¯) ∈ Y one has the
following inequality:
||Γ||2 ≤ 4
27
||Γ||2D. (44)
This clearly improves the inequality (24). It then follows that
||Aδy −Aδy′|| = ||D−1F (δy − δy′)−D−1T (F (δy − δy′))||2D
= ||F (δy − δy′)− T (F (δy − δy′))||2
≤ ||F (δy − δy′)||2 ≤ λ2||(δy − δy′)||2
≤ λ2 4
27
||(δy − δy′)||2D,
(45)
where we have used the fact that for any γ ∈ L2(S2) one has ||γ − Tγ|| ≤ ||γ||.
Consequently A defines a contracting map, which implies that (43) has a unique
solution. Then fy(x0, y0) provides with a one-to-one map and onto from Z to
Y .
Therefore fy(x0, y0) is an homeomorphism of Y onto Z. 
This result along with the implicit function theorem[6] allows us to prove
the following:
Theorem 3.1 Let γ0 = x0 + y0 be a nice section, i.e.: f(x0, y0) = 0 , and the
smooth data Ψ˙ satisfying |Ψ˙(u, ζ, ζ¯)| ≤ λ , with λ <
√
27
4 , then there exist a
local 4-parameter family of nice sections near γ0.
Proof: Lemma 3.1 allows us to use the implicit function theorem[6] for the
Banach spaces X , Y and Z, and the map z = f(x, y) ; which tell us that there
is a unique continuous mapping g : U → Y defined in a neighborhood U of x0
such that y0 = g(x0) and
Dg(x) = Ψ(u = x+ g(x), ζ, ζ¯) +K
(
x+ g(x); ζ, ζ¯
)3
M (x+ g(x)) . (46)
Since there is a 4-parameter family of solutions to the equation Dx = 0 ;
one deduces that given a nice section and data satisfying λ <
√
27
4 , there exists
a 4-parameter family of them in a neighborhood of the original one.
This result generalizes the calculations of ref. [2] in several ways; notably by
pushing the permissible upper value of λ from 1 to
√
27
4 , and also by allowing
a general translation x.
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4 Differentiable properties of the local solutions
In order to study the differentiable properties of nice sections we need to intro-
duce further notation. Let us express the Sobolev norm H4 by[7]:
‖y‖H4 =
4∑
i=0
∥∥∥∇(i)y∥∥∥ ; (47)
where the multi-index i is used as
|∇(i)y|2 = ∇a1∇a2 · · ·∇aiy∇a1∇a2 · · · ∇aiy. (48)
Since the operator D is strongly elliptic[8] of fourth degree on the compact
manifold S2 , then the following inequalities hold[9][10]:
‖Dy‖ ≤ c1 ‖y‖H4 , (49)
‖y‖H4 ≤ c2 (‖Dy‖+ ‖y‖) , (50)
for some positive constants c1 and c2.
We will use these relations to prove the next result.
Lemma 4.1 There exist constants C and C′ , independent of y such that ∀y ∈
Y one has that:
C||y||H4 ≤ ||y||D ≤ C′||y||H4 . (51)
That is the norms are equivalent.
Proof: The second inequality is just relation (49). The first inequality follows
from (50) and the fact that for y ∈ Y one has:
||y||H4 ≤ c (||Dy||+ ||y||) = c (||y||D + ||y||)
≤ c
(
||y||D +
√
4
27
||y||D
)
= c
(
1 +
√
4
27
)
||y||D. (52)

It then follows:
Theorem 4.1 The local 4-parameter family of nice sections is two times dif-
ferentiable functions on the sphere.
Proof: Using the last Lemma and the Sobolev imbedding theorem for compact
manifolds(see for example [7]) one deduces that the solutions g(x), mentioned
in the proof of the theorem of the last section, are in C2(S2) . 
12
5 Non self-crossing property of the local solu-
tions
Let γ(τ) be a one parameter family of nice sections for τ ∈ [0, t] . Then since
γ(x, y) is linearly expressed in terms of x and y by γ(τ) = x(τ) + y(x(τ)) , it is
clear that the Fre´chet derivative of f(γ(x, y)) , with respect to γ, fγ(γ(x, y)) ,
is given by the analog expression (31) when one substitutes δy by δγ ; that is:
fγ(γ(x, y))δγ = Dδγ
−
[
Ψ˙(u = γ, ζ, ζ¯) δγ +K3
(
4Pa
M
− 3K la(ζ, ζ¯)
)
δP a(δγ)
]
, (53)
where Pa, M , and K are evaluated at u = γ , and δP
a(δγ) is given by
δP a(δγ) = − 1
4pi
∫
la(ζ, ζ¯)Ψ˙(u = γ, ζ, ζ¯)δγ dS2. (54)
Recalling that the nice section equation is equivalent to f(x, y) = 0 , it is
deduced from the properties of the equation, that its Fre´chet derivative with
respect to γ must also vanish. But it is observed that the equation fγ(γ) δγ = 0
coincides with the linearization of the nice section equation; therefore, if one
takes δγ = dγ
dτ
dτ and wants to study the properties of dγ
dτ
, one needs to analyze
the linearized nice section equation.
So, let us consider now the solutions of the linear nice section equation of
the form
δγ = δx+ Γ, (55)
with δx ∈ X and Γ ∈ Y . From the arguments of ref.[2], and their extension
to general translations, presented above, it is deduced that a solution can be
constructed by the sequence δγn = δx+ Γn defined in the following form:
δγ0 = δx (56)
δΓ1 = A0δγ0, (57)
and in general, for n > 1,
δΓn = A0(δx+ δΓn−1) (58)
or
δγn = δx+A0δγn−1, (59)
where A0 is the trivial extension of the operator defined in (42) to act on X⊕Y
, with δz = 0. Let us note that if δx = 0, then δγ1 = 0 which implies that
δγn = 0 ∀n , or equivalently Γ = 0.
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It is interesting to observe that this solution for the homogenous linear equa-
tion can also be expressed by
δγ =
∞∑
i=0
Ai0δx; (60)
in particular, one can see that
Γn =
n∑
i=1
Ai0δx. (61)
The proof that (60) gives the solution of the homogeneous linear equation
can be given in the following way. First let us check that if the series (60)
converges then it is a solution, since
A0δγ = A0
(
∞∑
i=0
Ai0δx
)
=
∞∑
i=1
Ai0δx = Γ; (62)
which is the representation of the homogeneous linear equation in terms of the
operator A0. Now let us prove that the series (60) converges. Note that
‖δγn − δγn−1‖D = ‖Γn − Γn−1‖D = ‖An0 δx‖D ; (63)
then, since for n ≥ 1, An0 δx ∈ Y , one has from (45) that
‖A0y‖D ≤ λ
√
4
27
‖y‖D ; (64)
therefore
‖δγn − δγn−1‖D ≤
(
λ
√
4
27
)n−1
‖A0δx‖D ; (65)
which implies that the sequence converges if
(
λ
√
4
27
)
< 1.
Using the notation of the last section, and denoting Ψ˙0 = Ψ˙(u = x0 +
g(x0), ζ, ζ¯) , one can prove the following result:
Theorem 5.1 Let γ0 = x0 + g(x0) be a nice section and let δx0 be a positive
constant such that x = x0 + δx0 ∈ U . There exist λ∗ ∈ (0,
√
27
4 ) such that for
data satisfying |Ψ˙0| < λ∗ the solution δγ(δx0) of the linear nice section equation
is also positive.
This implies, as is mentioned below, that the solutions of the nice section
equation generated by an aligned time translation do not cross among them.
Proof: Using the fact that for any γ ∈ L2 (S2), ‖γ − Tγ‖ ≤ ‖γ‖ , one
deduces that if δγ = δx+Γ is a solution of the linear nice section equation, then
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||Γ||2D ≤ ||Ψ˙0(δx+ Γ)||2 ≤ λ2 ‖δx+ Γ‖2 ≤ λ2 ‖ Γ‖2 + λ2 ‖ δx‖2
≤ λ2
(
4
27
‖Γ‖2D + ‖ δx‖2
)
;
therefore
||Γ||2D ≤
λ2
1− 427λ2
||δx||2. (66)
From Appendix 2, one has
||Γ(ζ, ζ¯)||2 ≤ 1
4pi
4
27
||Γ||2D; (67)
therefore, it is deduced that
sup |Γ|2 < 4
27
λ2
1− 427λ2
(δx0)
2
. (68)
Then, the inequality
sup |Γ|2 < (δx0)2 ; (69)
will be satisfied if
λ < λ∗ =
1√
2
√
27
4
∼= 1.8371 (70)

The constant λ∗ appearing in the result depends on the technique one uses
for the proof. In order to illustrate this, in the Appendix 3 we present three
other alternative proofs, using different techniques, which impose three different
bounds on the data; which do not improve the last one.
It is not yet clear to us whether the above value of λ∗ is the best possible
one.
Theorem 5.1 proves that δγ > 0 for an aligned future time translation
dτ , which implies that dγ
dτ
> 0 , and therefore that the nice section family
does not show self crossing since γ(τ + dτ) is to the future of γ(τ) .
6 Global existence of nice sections near the sta-
tionary case
The results appearing in the previous sections deal only with local properties
of nice sections; in this section the issue of global existence will be tackled. In
Ref. 2 it was proved that there exists a 4-parameter family of nice sections in
a stationary spacetime. This suggests that when radiation is “small” one could
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probably find an analogous result. In what follows we will apply once more the
implicit function theorem to prove this assertion.
Let C0(I+) represent the vector space of all bounded continuous functions
on scri plus, with the norm ‖F‖C0(I+) = sup
∣∣F (u, ζ, ζ)∣∣. The vector space
C0(I+) defines a Banach space.
Let X , Y and Z represent the spaces defined in Sec. III, and let us denote
with Ξ the space whose elements are of the form ξ = (x, F ) , with x ∈ X ,
F ∈ C0(I+) and with norm ‖ξ‖ = ‖x‖X + ‖F‖C0(I+). The space Ξ is a Banach
space. Consider now the map from (Ξ, Y ) into Z defined by
Φ(ξ, y) = Dy −
 x+y∫
u0
F (u, ζ, ζ¯) du+Ψ(u0, ζ, ζ) +K(x+ y, F ; ζ, ζ¯)
3 M(x+ y, F )

 (71)
which coincide with the map f(x, y) defined in Sec. III, but where now it is taken
into account explicitly the dependence on the flux F . The Fre´chet derivative of
this map with respect to the variable y is
Φy(ξ, y)δy = Dδy
−
[
F (u = γ = x+ y, ζ, ζ¯) δy +K3
(
4Pa
M
− 3K la(ζ, ζ¯)
)
δP a
]
(72)
where Pa , M , and K are evaluated at u = γ = x+ y ; in particular one has:
P a(γ) = − 1
4pi
∫
la(ζ, ζ¯)
γ∫
u0
F (u, ζ, ζ¯)du dS2 + P a(u = u0) (73) (73)
and δP a is given by
δP a = − 1
4pi
∫
la(ζ, ζ¯) F (u = γ = x+ y, ζ, ζ¯) δy dS2. (74)
Let us denote with ξ0 the non-radiation case, that is, ξ0 = (x0, F = 0); we have
shown in Ref. 2 that there exists a relation y0(x0) such that Φ(ξ0, y0) = 0, for
any translation x0; in other words, in the absence of radiation (F = 0), the map
γ0(x0) = x0 + y0(x0) defines a 4-parameter family of nice sections globally on
scri. It is observed that δP a(F = 0) = 0 ; therefore
Φy(ξ(x, F = 0), y)δy = D δy, (75)
and it is clear that the map δz = Φy(ξ(x, F = 0), y)δy from Y onto Z is
invertible; that is, it is an homeomorphism of Y onto Z.
The implicit function theorem implies that there exists a unique continuous
mapping G defined in a neighborhood U0 ⊂ C0(I+) of F = 0, G : U0 → Y ,
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parametrized by x0, such that G(ξ(x0, F = 0)) = y0 and Φ(ξ(x0, F ), y) = 0 for
F ∈ U0.
Let us call “small radiation data” the one that satisfies σ˙ ˙¯σ = F ∈ U0 in the
last result. Then, the continuity properties contained in the implicit function
theorem and the fact that x lives in a 4-dimensional vector space, imply the
following result:
Theorem 6.1 For “small radiation data” there exists a global 4-parameter fam-
ily of nice sections at scri.
7 Final comments
Summarizing, in this article several results concerning local and global prop-
erties of the center of mass of isolated systems in general relativity have been
presented; in terms of the so called nice sections. In Section 6 the global exis-
tence of nice sections has been established for small radiation data. In Section
3 there appears a formal proof of existence of nice sections with less restric-
tive assumptions on the strength of the radiation data that had appear in the
literature before[2].
Although the global result of Section 6 is very important from a formal
perspective of the whole picture based on nice sections; the local result of Section
3 might be more important from the operational point of view, since if one wants
to make a concrete calculation based on this construction it is natural to start
by taking an initial nice section and calculating then the dynamics of the system
on a local family around the initial one. The relaxation of the strength of the
radiation warrants a wider set of applicability of this formalism.
Differentiable properties of nice sections have been established in Section
4. And in Section 5 the desired non-self-crossing property of nice sections was
proved.
It is important to emphasize that this last property is what one expects from
making the analogy with the case of a set of particles in linearized gravity; since
in this case any sensible notion of center of mass, defined in the interior of the
spacetime, would follow a timelike curve whose future null cones would define
the corresponding one parameter family of center of mass at future null infinity.
This later family clearly could not show self-crossing since this would imply a
faster than light velocity for the trajectory of the center of mass in the interior
of the spacetime.
We conclude then that the present approach for the notion of center of mass
of isolated gravitating systems, based on the definition of nice sections, not
only has the necessary mathematical properties, but it also has the appropriate
physical properties that make possible its interpretation.
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Appendix 1
For any regular real function on the sphere f let us define
fa =
1
4pi
∫
la(ζ, ζ¯) f (ζ, ζ¯) dS2,
and let us also define
fˆ ≡ fa la = f0 − fˆ (3),
with fˆ (3) ≡ (f1l1+ f2l2+ f3l3) . Then it is easy to prove by direct calculation
Lemma 7.1
T (f) = f0 − 3 fˆ (3).
It is also useful the following result.
Lemma 7.2 For any timelike vector Ua one has
1
4pi
∫
la(
U blb
)3 dS2 = Ua(
U bUb
)2 .
Proof:
First let us prove that the left hand side transforms as a 4-vector under
Lorentz transformations. This can easily be seen from the fact that under
Lorentz transformations:
la → Kla, dS2 → K2dS2.
Therefore
1
4pi
∫
la(
U blb
)3 dS2 = V a(
U bUb
)2 ;
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for some 4-vector V a
Since Ua is a timelike vector, one can choose a frame for which
Ua =
(
U0, 0, 0, 0
)
;
from which it is immediately deduced that
V a =
(
U0, 0, 0, 0
)
= Ua.

Then it follows:
Corollary 7.1 Let Ua be a timelike vector, then:
T
(
1(
Uala
)3
)
=
1(
UaUa
)2 (u0 − 3uˆ(3)) ;
where:
Ua la = u
0 − uˆ(3).
Proof:
From Lemma A1.1, one has:
T
(
1
(Uala)3
)
=
1
4pi
∫
1
(Uala)3
(l0l0 − 3li(ζ′, ζ¯′))li(ζ, ζ¯))dS′2
=
1
(UaUa)2
(u0 − 3uˆ(3)),
where i=1,2,3 . 
Then it follows that
T (Ψ) = −T (K3M).
Appendix 2
Let us note that for any function Γ(ζ, ζ¯) ∈ Y one has
|Γ(ζ, ζ¯)|2 =
∣∣∣∣∣
∞∑
l=2
l∑
m=−l
Γlm Ylm(ζ, ζ¯)
∣∣∣∣∣
2
=
∣∣∣∣∣
∞∑
l=2
l∑
m=−l
Γlm
(l − 1)l(l+ 1)(l + 2)
4
4
(l − 1)l(l+ 1)(l + 2)Ylm(ζ, ζ¯)
∣∣∣∣∣
2
≤
∞∑
l=2
l∑
m=−l
∣∣Γlm∣∣2 [ (l − 1)l(l+ 1)(l + 2)
4
]2 ∞∑
l=2
l∑
m=−l
[
4
(l − 1)l(l+ 1)(l + 2)
]2 ∣∣Ylm(ζ, ζ¯)∣∣2
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Now, using the addition theorem for the spherical harmonics, one can prove
that
l∑
m=−l
∣∣Ylm(ζ, ζ¯)∣∣2 ≤ 2l+ 1
4 pi
.
Also one can see[3] that
‖Γ‖2D =
[
∞∑
l=2
l∑
m=−l
∣∣Γlm∣∣2 [ (l − 1)l(l+ 1)(l + 2)
4
]2]
from which it is deduced that
|Γ|2 ≤ 1
4pi
‖Γ‖2D
{
∞∑
l=2
[
4
(l − 1)l(l+ 1)(l + 2)
]2
(2l+ 1)
}
=
1
4pi
4
27
‖Γ‖2D .
Since the modulus ||Γ|| is bounded by its maximum value, namely
‖Γ‖2 ≤ 4 pi sup
∣∣Γ(ζ, ζ¯)∣∣2 ;
it is deduced the inequality:
‖Γ‖2 ≤ 4
27
‖Γ‖2D . (76)
Appendix 3
Since the peculiar value of λ∗ depends on the technique of the proof of Theorem
5.1; we present here three other proofs of this result.
Proof 1: Let us observe that
〈Γ|ð2ð¯2Γ〉 = 〈ð¯2Γ|ð¯2Γ〉 = 〈ð2Γ|ð2Γ〉;
the question arises then whether there is an extension of the Sobolev inequality
that will relate
∣∣Γ(ζ, ζ¯)∣∣ with the previous expression. We will now prove that
there is such a relation.
Let the regular function Γ be given by
Γ =
∞∑
l=2
l∑
m=−l
ΓlmYlm(ζ, ζ¯),
then one has
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|Γ(ζ, ζ¯)|2 =
∣∣∣∣∣
∞∑
l=2
l∑
m=−l
Γlm Ylm(ζ, ζ¯)
∣∣∣∣∣
2
=
∣∣∣∣∣
∞∑
l=2
l∑
m=−l
Γlm
√
(l − 1)l(l + 1)(l + 2)
4
√
4
(l − 1)l(l + 1)(l + 2)Ylm(ζ, ζ¯)
∣∣∣∣∣
2
≤
∞∑
l=2
l∑
m=−l
∣∣Γlm∣∣2 [ (l − 1)l(l + 1)(l + 2)
4
] ∞∑
l=2
l∑
m=−l
[
4
(l − 1)l(l + 1)(l + 2)
] ∣∣Ylm(ζ, ζ¯)∣∣2
Now, using the inequality implied by the addition theorem for the spherical
harmonics, and that[3]
〈Γ|ð2ð¯2Γ〉 =
∞∑
l=2
l∑
m=−l
∣∣Γlm∣∣2 [ (l − 1)l(l+ 1)(l + 2)
4
]
one deduces
|Γ| ≤ 1
4pi
〈Γ|ð2ð¯2Γ〉
∞∑
l=2
4(2l+ 1)
(l − 1)l(l + 1)(l + 2) =
1
4pi
4
3
〈Γ|ð2ð¯2Γ〉.
One also has that
〈Γ|ð2ð¯2Γ〉 = 〈Γ|Ψ˙0δx〉+ 〈Γ2|Ψ˙0〉
where we have used that Γ is orthogonal to the last term appearing in the linear
nice section equation.
Let us note that from the Schwarz inequality one obtains
|〈Γ|Ψ˙0δx〉| ≤ ||Γ||λ||δx||;
and similarly
〈Γ2|Ψ˙0〉 ≤ λ||Γ||2.
From which it is deduced
sup |Γ|2 ≤ 1
4pi
4
3
(
λ ‖Γ‖2 + ‖Γ‖λ ‖δx‖
)
.
It follows from the techniques used in ref. [2] and in Section V, that Γ is
expressible as a series of the form:
Γ = Γ1 λ+ Γ2 λ
2 + · · ·
which satisfies
‖Γn λn‖ ≤
(
λ
√
4
27
)n−1
‖Γ1 λ‖
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with
||Γ1λ|| ≤
√
4
27
||ð2ð¯2Γ1λ|| =
√
4
27
||Ψ˙0δx+Ψ0 +K31M1|| ≤
√
4
27
||Ψ˙0δx|| ≤ λ
√
4
27
||δx||
Then the modulus of Γ is bounded by
‖Γ‖ ≤
∞∑
n=1
‖Γn λn‖ ≤
∞∑
n=1
(
λ
√
4
27
)n−1
‖Γ1 λ‖ ≤
∞∑
n=1
(
λ
√
4
27
)n
‖δx‖ =
λ
√
4
27
1− λ
√
4
27
‖δx‖ ,
for λ <
√
27
4
∼= 2.598.
Using this in our main inequality one obtains
sup |Γ|2 ≤ 1
4pi
4
3
√
27
4

 λ√
27
4 − λ


2
‖δx‖2 = 1
pi
√
3
4

 λ√
27
4 − λ


2
‖δx‖2 .
Taking δx = δx0 > 0 where δx0 is constant, then one has that
‖δx‖2 = 4 pi (δx0)2
and so:
sup |Γ|2 ≤ 2
√
3

 λ√
27
4 − λ


2
(δx0)
2
.
One can see that δg(δx0) will be positive if
sup |Γ|2 < (δx0)2
which is equivalent to
2
√
3

 λ√
27
4 − λ


2
< 1.
This inequality is satisfied for λ ∈ (0, λ∗) with
λ∗ =
√
27
4
1
1 +
√
2
√
3
= 0.9080.
Proof 2:From the Sobolev inequality one obtains
sup |Γ|2 ≤ 1
4pi
1
4
||∆Γ||2;
as it can be deduced from the following argument.
22
Let the regular function Γ be given by
Γ =
∞∑
l=2
l∑
m=−l
Γlm Ylm(ζ, ζ¯);
then one has
∣∣Γ(ζ, ζ¯)∣∣2 =
∣∣∣∣∣
∞∑
l=2
l∑
m=−l
Γlm Ylm(ζ, ζ¯)
∣∣∣∣∣
2
=
∣∣∣∣∣
∞∑
l=2
l∑
m=−l
Γlm l(l+ 1)
1
l(l+ 1)
Ylm(ζ, ζ¯)
∣∣∣∣∣
2
≤
∞∑
l=2
l∑
m=−l
∣∣Γlm∣∣2 [l(l + 1)]2 ∞∑
l=2
l∑
m=−l
[
1
l(l + 1)
]2 ∣∣Ylm(ζ, ζ¯)∣∣2 .
Using the inequality deduced from the addition theorem for spherical harmonics
and that
‖∆Γ‖2 =
[
∞∑
l=2
l∑
m=−l
∣∣Γlm∣∣2 [l(l + 1)]2
]
;
one deduces
|Γ|2 ≤ 1
4pi
‖∆Γ‖2
[
∞∑
l=2
(2l + 1)
(l(l + 1))
2
]
=
1
4pi
1
4
‖∆Γ‖2 .
Then from the linear nice section equation, one obtains
〈Γ|ð2ð¯2Γ〉 = 1
4
‖∆Γ‖2 + 1
2
∫
∇aΓ∇aΓ dS2 = 〈Γ
∣∣∣Ψ˙0 δx〉+ 〈Γ2 ∣∣∣Ψ˙0〉
where we have used that Γ is orthogonal to the last term appearing in the linear
nice section equation.
Using the inequalities mentioned in Proof 1 and
‖Γ‖2 ≤ (2pi)2
∫
∇aΓ∇aΓ dS2,
coming from the Poincare´ lemma, one can deduce
4pi sup |Γ|2 + 1
2 (2pi)
2 ‖Γ‖2 ≤ λ ‖Γ‖2 + ‖Γ‖ λ ‖δx‖ ;
or equivalently
sup |Γ|2 ≤ 1
4pi
{
‖Γ‖2
(
λ− 1
8 pi2
)
+ ‖Γ‖ λ ‖δx‖
}
.
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Substituting the bound for ‖Γ‖ found above, one obtains
sup |Γ|2 ≤ 1
4pi



 λ√
27
4 − λ
‖δx‖


2 (
λ− 1
8 pi2
)
+

 λ√
27
4 − λ
‖δx‖

 λ ‖δx‖

 ;
from which it is deduced
sup |Γ|2 ≤ 1
4pi

 λ√
27
4 − λ


2(√
27
4
− 1
8 pi2
)
‖δx‖2 .
Taking δx = δx0 > 0 where δx0 is constant, one has
sup |Γ|2 ≤

 λ√
27
4 − λ


2(√
27
4
− 1
8 pi2
)
(δx0)
2
.
Then in order for δg(δx0) to be positive, one needs
sup |Γ|2 < (δx0)2 ,
or equivalently 
 λ√
27
4 − λ


2(√
27
4
− 1
8 pi2
)
< 1.
This inequality is satisfied for λ ∈ (0, λ∗) with
λ∗ =
√
27
4

 1
1 +
√√
27
4 − 18pi2

 ∼= 0.9962.
Proof 3: Let the regular function Γ be given by
Γ =
∞∑
l=2
l∑
m=−l
Γlm Ylm(ζ, ζ¯).
it was proved in Appendix 2 that
∣∣Γ(ζ, ζ¯)∣∣2 ≤ 1
4pi
4
27
〈D Γ |D Γ〉 = 1
4pi
4
27
‖Γ‖2D .
If Γ is a solution of the linear nice section equation then
||Γ||2D ≤ ||Ψ˙0(δx+ Γ)||2 ≤ λ2||δx+ Γ||2 ≤ λ2||Γ||2 + λ2||δx||2;
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as it was explained above. Then using the bound
‖Γ‖ ≤ λ√
27
4 − λ
‖δx‖ ,
for
(
λ
√
4
27
)
< 1 ; one obtains
sup |Γ|2 ≤ 1
4pi
4
27

λ2

 λ√
27
4 − λ


2
‖δx‖2 + λ2 ‖δx‖2

 .
Taking δx = δx0 > 0 where δx0 is constant, then one has that
‖δx‖2 = 4pi (δx0)2
and so:
sup |Γ|2 ≤ 4
27
λ2



 λ√
27
4 − λ


2
+ 1

 (δx0)2 .
One can see that δg(δx0) will be positive if
sup |Γ|2 < (δx0)2 ,
which is equivalent to
4
27
λ2



 λ√
27
4 − λ


2
+ 1

 < 1.
This inequality is satisfied for λ ∈ (0, λ∗) with λ∗ ∼= 1.5134.
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