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I N T R O D U C T I O N 
=============== == ====== 
Depuis le début des temps, l'homme a constamment exercé sa sagacité 
et son ingéniosité dans deux directions différentes, souvent com-
plémentaires. 
Dans la première direction, l'homme aspirait à' la compréhension des 
phénomènes qu'il découvrait, dans la seconde, il recherchait des 
techniques nouvelles destinées à alléger son travail. Quel qu'ait 
pu être la direction choisie, il a été régulièrement confronté avec 
les quatres questions suivantes 
a) quel est le problème? 
b) comment ce problème peut-il âtre résolu? 
c) quel est le champ d'application d'une solution? 
d) quel est l'efficacité d'une solution donnée? 
Si l'application de la Méthode Scientifique a efficacement aidé 
l'homme à répondre à ces questions, il · faut cependant constater 
qu'en ce qui concerne la technique informatique, le niveau général 
d'instrumentation et de mesure est encore dans un état primitif 
(selon l'auteur de la référence(1.]). 
En consultant les articles écrits à ce sujet, on peut observer qu'en 
général, la mesure de performances est surtout stimulée par des mo-
tifs économiques tels quea réduct i on d'une configuration, ajourne-
ment d'une commande, choix d'un nouveau matériel, évaluation compa-
rée de plusieurs offres, ••• 
En fait, quel que soit le motif cité pour procéder à une mesure de 
performances d'un système, une évaluation est toujours utile pour 
éclairer la complexité des modules d'un système et leurs relations. 
De plus, et surtout depuis l'existence des systèmes d'exploitation, 
il s'agit d'avoir la possibilité de dominer un produit élaboré de 
manière à ce que, quel que soit la circonstance, on puisse toujours 
prendre une décision consciente et fixer les choix utiles pour, par 
exmnple, permettre à un système de fonctionner dans des candi tians 
pour lesquelles il a été conçu (2.]. 
On se placera, pour ce mémoire, dans le cas concret du système 
MUMPS-11. La première partie du travail traitera de l'évaluation 
de la performance de son :S:Xecutive, quant à la seconde, elle trai-
tsra plus spécialement de l'évaluation du service rendu par le 
système MUMPS-11. 
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ÇHAPITREI: 
LE PROBLEME DE LA MESURE DES 
............................ 
PERFORMANCES • 
. . . . . . . . . . . . 
~.1. Concept de performance. 
1.2. · Evaluation de la performance. 
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1.1. CONCEPT DE PERFORMANCE. 
La performance d'un systeme peut se définir comme étant 
l'efficacité constatée de celui-ci, dans l'exécution d'une 
tâche pour laquelle il a été conçu C2.]. Cette approche 
fait apparaitre clairement le caractère relatif de la mesure 
de performances. 
La performance peut à la fois être qualifiée et quantifiée. 
Il fau t donc disposer ,pour cela, d'un ensemble de paramètres 
ou variables dont l'ensemble des valeurs traduir a l'efficacité 
du système. Il y a deux façons d'envisage·r la mesure des 
performances. La première manière consiste à considérer le 
système comme une "boite noire" dont on ignore les mécanismes. 
La mesure consiste alors à charger le système et à analyse r 
les conditions d' obtention de s résultats. L'évaluation du 
débit ("throughput") est classique, selon cette optique. 
La seconde manière de procéder à la mesure de performances 
s'oppose à la précédente, puisqu'elle s'applique à démonter 
les mécanismes du système. La charge constitue,selon cette 
optique, une séquence d'appels aux ressources du système. 
Des variables telles que la durée d'occupation d'une ressour-
ce, le nombre d'appels à une ressource, sont classiques 
dans cette façon d'envisager la performance. 
Si ces deux méthodes apparaissent très différents, elles n'en 
·sont pas moins naturelles si d'une part, c'est un utilisa-
teur qui envisage l'évaluation da performances, et si d'autre 
part, c'est un concepteur ou un gestionnaire de système qui 
l'examine. 
L'évaluation des performances est soumise à des limites 
économiques qui, si elles ne sont pas théoriquement impos-
sibles à éliminer, ne peuvent âtre surmontées qu'à un prix 
dont le rapport codt/efficacité serait très mauvais. C'est 
notamment le cas de la recherche d'algorithmes optimaux qui, 
s'ils réalisent l'optimum dans le champ pour lequel ils ont 
été conçus, ne se justifient pas vis-à-vis des moyens finan-
ciers dont on dispose. Les frais de recherche,d'implémenta-
tion et d'exécution de tels algorithmes ne peuvent,généra-
lement, pas être couverts par le budget de fonctionnement 
d'une installation. 
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1 • 2. EVALUATION DE LA PERFORMANCE 
Les techniques de mesure des parformances d'un ordinateur ont 
principalement pour objet l'amélioration des performances et 
la réduction d~s coüts. (~) • 
Le problème de l'évaluation se pose de manières différentes 
selon qu'il s'agit du constructeur ou de l'utilisateur. 
Selon qu'il s'agit d'un constructeur, la mesure des performan-
ces sera surtout envisagée dans le but d~ pouvoir prédire les 
conséquences éventuelles de décisions.prises au niveau du 
"design". 
Selon qu'il s'agit maintenant de l'utilisateur, l'évaluation 
de performances contribuera efficacement à la réalisation d' 
objectifs tels qua : 
• La réduction de la configuration • 
• Le r é glage ("tuning") d'un système existant • 
• Le choix d'un nouveau matériel • 
• L'évaluation composée de plusieurs offres • 
• L'ajournement d'une commande. 
Les principales techniques d'évaluation sont les suivantes (&1J,CsJ = 
a) Les modèles de simulation. 
C'est certainement la méthode la plus souple et la plus 
puissante. Deux types de simulation peuvent âtre utilisés 
pour la mesure de performance d'un système. 
Il y a ·d'une part les modèles da simulation orientés évè-
nements. Ces modèles fournissent des distributions de 
probabilité qui décrivent la performance de composantes 
du système à évaluer. D'aut~e part, il y a les modèles 
de simulation utilisant des données dGduites d'investi-
gationsempiriques préalables. 
b) Le monitoring (hardware et software). 
Le monitoring est une méthode basée sur la collection de 
données caractéristiques des performances d'un système exis-
tant. Cette méthode est généralement utilisée pour locali-
ser les "bottlenecks" qui limitent la performance d'un 
système. 
c) Les modèles analytiques. 
Ces modèles sont constitués par une représentation mathé-
mathique du système. 
d) Les "benchmarks" : ce sont des programmes existants, rédi 
gés dans un langage donné et qui sont exécutés sur l'ins-
tallation dont on veut avoir un ordre de grandeur de la 
performance • 
e,) Les programmes synthétiques • 
Ces programmes sont analogues aux II benchmarks" et utilisés 
dans le même but. La seule différence réside dans le fait 
qu'il ne sont pas nécessairement existants avant la déci-
sion de procéder à une évaluation de performances. 
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CH API T RE II : 
EVALUATION DE LA PERFORMANC·E 
............................ 
DE L'EXECUTIVE MUMPS-11 
....................... 
2.1. Aspecta fondamentaux del' 
·Exécutive MUMPS-11. 
2.2. Description des objectifs et 
des conditions initiales du 
travail. 
2.3. Description du programme de 
surveillance. 
2.4. Présentation d'outils complé-
mentaires d'analyse. 
2.5. Conclusions. 
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2. 1. ASPECTS FONDAMENTAUX DE L'EXECUTIVE MUMPS - 11. 
MUMPS - 11 [,), ( 1], (i] ,[~] désigne à la fois un langa-
ge interprétatif de haut niveau et un système d'exploitation 
orienté time-sharing; Les aspects du time-sharing sont implé-
mentés dans le module "EXECUTIVE" de système d' exp 1 oi ta ti on. 
Le module "EXECUTIVE" permet la multiprogrammation par par-
titions, au moyen da l'assignation dynamique d'espace mémoire 
de taille fixe aux utilisateurs . 
L'Exécutive MUMPS - 11 est fondamentalement subordonné aux 
E/S. En effet, le moment où un job sera exécuté et le temps 
qui lui sera accordé, sont essentiellement basés sur l'acti-
vité I/0 de ce job. Ces principes sont implémentés par l'in-
termédiaire d'un système hiérarchisé de files d'attente. 
2.1.1. Configuration de_la_mémoira. 
0 ~----,-~~/ .,----,. -r---r---,-------, / ,/ ,< // 
TA P:,Lf.S E r F I LL S b 1 A TT ElvTE.. 
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EXECUTIVE 
MUMPS-11. 
On trouvera une description détaillée des tablas et des 
"system quauing directives" en appendice C 
2.1.2. Descrilti6n des_filas_d'attente_du sistème. 
2.1.2.1. Définition: les différentes files d'attente u 
système sont les suivantes: 
a) "RUN QUEUE" (RUNQ) : contient le numéro du job 
qui a le contrôle du processeur. Cette fila d' 
d'attente est toujours réduite à un élément. 
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b) "SHORT QUEUE" (SHORTQ) : cette file d'attente 
est destinée à contenir le j ob qui vient juste 
de terminer une E/S disque. C'est la "WAIT 
QUEUE" de plus haute priori té. La tranche de 
temps al louée à un job issu de la SHORT QUEUE 
est de 1tick (1 seconde= 50 ticks 1 tick 
= 20 millisecondes). 
c) "DISK r/o BOUND QUEUE" (DKIOBQ) : file d'atten-
te qui contient le numéro du job qui réalise 
actuellement un accès dis~ue logique. 
d) "DISK RESOURCE BOUND QUEUE" (DKRBQ) : file 
d'attente des j obs qui ont besoin de lares-
·source d isque pour continuer leur exécution. 
e) "RING BUFFER RE SOURCE BOUND QUEUE" : ( RBFRBQ) 
liste des jobs actuellement en attente d'un 
"ring buffer" de 64 caractères. 
f) "256 - wonn BUFFER RESOURCE BOUND QUEUE" (BFRBQ) : 
liste des jobs actuellement en attente d'un 
buffer de 256 mots en vue de réaliser une E/S 
autre que disque. 
g) "HIGH PRIORITY 'NAIT QUEUE" (WAITQ1) s liste des 
jobs en attente du processeur. Ces jobs recevront 
une tranche de temps (5 ticks) lorsqu'ils rece-
vront le contrôle du processeur.WAITQ1 suit 
immédiatement SHORTQ dans l'ordre des priorités • 
. h) "MEDIUM PRIORITY WAIT QUEUE" (WAITQ2) : liste 
des jobs en attente du processeur. Ces jobs 
recevront deux tranches de temps (10 ticks). 
i) "LOW PRIORITY WAIT QUEUE" (WAITQ3) : liste des 
jobs en attente du processeur. Ces jobs recevront 
trois tranches de temps (15 ticks). 
j) "CLOCK QUEUE" (CLOCKQ) : file d'attente des 
jobs suspendus pour une période de temps dé-
terminée à la suite des commandes HANG ou 
"t imed READ". 
k) "PARTITION AVAILABLE QUEUE" (PAVLQ) : file 
d'attente des partitions disponibles. 
La manipulation de ces files d'attente est réalisée 
par un ensemble de routines constituant le modu-
le "System Queuing Directives" décrit de manière 
détaillée dans la seconde partie de l'appendice C. 
2.1.2.2. Ordonnancement des files d'attente. 
Il peut être schématisé de la façon suivante: 
ln -Â-- _, DKIOBO r 
demande 




de _ __,,-, ___ __ 
-00RT~ 
~I T ~ 1 ,--- -. ! service 
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BfRBO -
four compléter ce schéma, on signalera que les jobs 
qui réalisent une E/S autre que disque, sont placés 
en "HUNG STATE" (voir description de JOBTAB en ap-
pendice c), que ces jobs sont libérés par interrup-
tion et placés en fin de WAITQ1. 
Cette poli tique d'ordonnancement favorise l'aspect 
interactif d'un job en suivant très rapidement les 
tâches subordonnées à une E/S. On peut dire que les 
jobs ayant une forte "I/O activity" passent souvent 
et rapidement en "RUN QUEUE". 
Les jobs ayant une forte "CPU activi ty" passent peu 
mais plus longtemps. 
2.1.2. ). Module "IDLE LOOP" 
Las diverses priorités que reçoit un job au cours 
de son traitement se déduisent des diverses files 
d'attente par lesquelles il transite. 
Les différentes files d'attente décrites en 
2.1.2.1. l'ont été dans l' or dre des priorités dé-
croissantes, à savoir: 
• "SHORT QUEUE" ( SHORTQ) 
• "DISK r/o BOUND QUEUE"(DKIOBQ) 
• "DISK RESOURCE BOUND QUEUE" (DKR13Q) 
• "RING BUFFER RESOURCE BOUND QUEUE" (RBFRBQ) 
• "256-W BUFFER RESOURCE BOUND QUEUE" (BFRBQ) 
• "HIGHEST PRIORITY WAIT QUEUE" (WAITQ1) 
• "MEDIUM PRIORITY WAIT QUEUE (WAITQ2) 




1'alogarithme d'ordonnancement (IDLE LOOP) con-
siste à ana.lyser des files d'attente pour déter-
miner le job qui sera exécuté. En plus, si aucun 
job n'est trouvé, il sera éventuellement fait ap-
pel au "garbage collector" pour collecter un bloc 
disque s' i l en existe un disponible et si la "diak 
r/o bound queue" est vide • 
Si on ne -trouve aucun job dans les files d'attente 
et aucun bloc disque à déaallouer, 11 IDLE LOOP" 
ftépète indéfiniment son processus. 
2.1.3.,1: Les tables contiennent les informations de base du 
système,et tout ce qui concerne et permet le con-
trôle d'un job dan~ le système. Une parmi les plus 
importantesest la "JOBTABLE" qui sert également d' 
"entry apace" pour les files d'attente du système. 
Les tables sont présentées de manière détaillée 
dans la première partie de l'appendice C. 
2.1.3.2. Le manipulateur d'horloge ("Clock Handler"). 
La fonction du "Clock handler" consiste à traiter 
les interruptions générées par l'unité ICW11-L 
( "LINE FREQUENCE CLOCK") • L' intervalle séparant 
deux interruptions successives de"KW11-L" est 
de 1 tick soit 20 millisecondes • L'unité de temps 
du système MUMPS-11 est donc de 0.02 sec'. 
'A chaque interruption, différentes entrées de SYSTAB 
(voir appendice C) sont mises à jour pour tenir 
compte du temps qui s'écoule. 
En plus de cela, tous les 50 ticks (= 1sec), le 
manipulateur d'horloge analyse la file d'attente 
"Clock queue". 
Au cours de cette analyse, on décrémente d'une 
unit~ le temps de suspension des jobs en "Clock 
queue" et on sort de cette file d'attente le job 
pour laquelle temps de suspension est devenu nul. 
_ 2. 1. 3. 3. Les modules "SWAP OUT" e t "SWAP IN". 
Le module "JOB SWAP OUT " a pour but de sortir le 
job qui est dans la "RUN QUEUE" et à sauver toutes 
les informations nécessaires à un redémarrage ult-
érieur. 
Le module "JOB SWAP IN" réalise logiquement le con-
traire du module "JOB SWAP OUT". 

2.2. Description des objectifs et des conditions initiales du 
travail. 
2.2.1. Description des_objectifs. 
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D'une manière générale, lorsqu'on aborde le problème 
de la mesure de performances, on peut constater que, 
si de gros efforts sont réalisés pour dégager quali-
tativement les mérites d'architectures nouvelles(~•], 
en revanche, peu d'efforts sont consacrés à l'analyse 
quantitave des performances du système. 
Ce manque de mesures quantit~es e s t essentiellement 
dû au fait que l'analyse d'un système peut seulement 
être réalisée à partir d'investigations qui tiennent 
c ompte d'un ensemble plus ou moins compliqué d'inter-
actions entre le hardware et software. (Le système 
des interruptions est un exemple d'ensemble d'inter-
actions entre hardware et le software.)La performance 
est fonction non seulement des caractéristiques des 
programmes d'applications (besoins en mémoire, I/f~, 
trajtement) mais aussi dépend de caractéristiques 
harware/software, telles que "l'Overhead" du système 
d'exploitation, la politique d'ordonnancement des 
files d'attente, la vitasse de la mémoire secondaire, 
la vitesse de traitement d'une instruction, etc ••• 
En général, on distingue trois grandes catégories de 
de méthodes d'analyse des systèmes informatiques. 
Ce sont le modèle mathématique(-11), la simulation 
(i\t], et l'investigation empirique ["Il), . 
C'est cette troisième méthode d'analyse qui sera adop-
tée pour la recherche de l'évaluation des performances 
du système MUMPS-11. 
L'investigation empirique peut être envisagée sous trois 
points de vue : 
a) l'instrumenta tian externe ( "harware monitoring"): 
ce procédé consiste à connecter des sondas à 
divers points da la machine. Les sondes sont con-
çues pour mesurer l'activité électrique ( en 
nombre d'impulsions enregistrées) en ces points. 
La mesure du pourcentage de temps "actif" d'un 
canal, est l'une des mesures classiques du mo-
nitoring harware [ '1~ J. 
b) L'instrumentation interne ("software monitoring"): 
un moniteur s oftware est un ensemble de program-
mes destinés à examiner, par coups de sondes, le 
~ojltenu des divers registres et tables du système. 
lt),t(l 
c) La combinaison d'instrumentations interne et ex-
terne : c'est probablement le meilleur type d'ins-
trumentation qui rassemble la souplesse du "soft-
ware monitoring" et le caractère indépendant du 
"hardware monitoring". [ 11) 
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En ce qui concerne le présent travail, le point de 
vue utilisé dans le cadre de l'investigation empi-
r ique, sera celui de l'instrumentation interne. 
La méthode d'analyse ainsi précisée, il reste à fi-
xer le champ auquel on va l'appliquer. L'Exécutive 
MUMPS-11 a été choisi à cet effet. Dans cet Exécutive, 
c'est plus particulièrement la stratégie de l'ordon-
nancement des files d'attente qui sera étudiée. A cet 
effet, on va construire un échantillon d'états du 
système. Un état du système sera constitué de l'ens-
emble des états de chaque partition. On espère ainsi 
obtenir une mes~r e u~ taux d'ut il isation de chaque 
ressource de l'installation et éventuellement de dé-
tecter la ou les ressources dont l'utilisation donne 
naissance à des goulots d'étranglement ("bottlenecks") 
dans le système. 
Cet aspect (observation du système) peut être complété 
par l'aspect "réglage" de l' Exécutive. Le réglage d'un 
système peut être réalisé par l'intermédiaire de para-
mètres de contrôle. Le paramètre le plus important de 
l'Exécutive est la valeur (en nombre de ticks) que l'on 
attribue à une tranche de temps standard. 
Une modification de la valeur de ce paramètre peut en-
gendrer en ce qui concerne la performance, des diffé-
rences qui pourront apparaitre _ dans les résultats de la . 
surveillance dcl l'état du système. Ce travail est réa-
lisable : le langage MUMPS-11 f ournit tous les éléments 
nécessaires à cette réalisation. 
D'autre part, lorsqu'on est confronté au problème de la 
mesure de performances d'un système d'exploitation 
orienté time-sharing, il est également intéressant d'avoir 
une mesure du temps d"'Overhead" du système. Dans le cas 
de MUMPS-11, l'intérêt porterait plus particulièrement 
sur la mesure de l' "Overhead" de l' Executive. On peut 
envisager cette mesure en deux étapes: 
a) obtenir une valeur moyenne du temps d'exécution des 
divers modules et procédures de l'Executive. 
b) Compter pour chaque job le taux d'utilisation des 
divers modules et procédures. 
Ce n'est toutefois, pas réalisable dans le langage MUMPS-
11. D'autres données peuvent é galement faciliter l'ap-
préciation de la performance d'un système d'explo i tation. 
On peut, par exemple, envisager ce qui suit, 
a) la distribution des temps de service. 
b) Le pourcentage des tâches interactives. (on peut, 
à cet effet, définir une tâche interactive en di-
sant qu'une telle tâc he doit être complétée en un 
temps au plus égal à la valeur d'une tranche da 
temps standard.) 
c) La distribution uu nombre d'opérations d'E/S disque 
effectuées par minute. 
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Cette liste est loin d'~tre exhaustive. Elle montre 
néanmoins que le problème qui consiste à cerner la 
performance d'un système est compliqué et que la me-
sure ce celle-ci ne l'est pas moins. Si on prend le cas 
d'un système MUMPS-11, hormis la surveillance de l'état 
du système adoptée en premier, rien de ce qui a été 
décrit ci-dessus n'est mesurable. 
L'investigation empirique, en tant que méthode d'ana-
lyse d'un système informatique, ne permet pas la for-
mulation de prédic tion concernant le comportement du 
système. 
Les résultats fournis par cette méthode d'analyse peu-
vent néanmoins faire apparaitre des phénomènes insoup-
çonnés, -se produisant dans le système et outre ce mé-
rite, ces résultats peuvent également servir de données 
représentant la r éalité pour des études utilisant les 
modèles mathématiques ou la simulation. 
2.2.2. Description des_conditions_initiales_du ~!~!~!~~ 
La société STERIABEL a procédé à l'informatisation de 
la section "ARBITRAGE" de la Banque de Bruxelles. 
L'idée du travail consistait, au départ, à exposer le 
problème de l'évaluation des performances de l'ins-
tallation Banque de Bruxelles. 
Par suite d'un certain nombre de difficultés, c'est à 
la société Interactive Systems que le travail a pu 
réellement débuter et se poursÙivre efficacement. Les 
données dont on a disposé pour entamer ce mémoire, sont 
rassemblées et décrite s en appendice A. Les installa-
tions que l'on a ainsi abordées au cours de ce travail 
étaient toutes deux équipées d'une machine PDP-11 munie 
du software MUMPS-1 1. 
La surveillance entamée à la Banque de Bruxelles était 
du type de celle décrite en 2.2.1. Les éléments de 
l'échantillonneur d'états du système peuvent être dé-
tectés à partir de la description d'un état de sortie 
décrit en appendice A. 
Si les deux installations étaient équipées du même hard-
ware, et du même software, elles n'étaient pas pour au-
tant identiques et le premier travail réalisé chez 
Interactive Systems fut celui de l'adaptation du program-
me de surveillance utilisé à la Banque de Bruxelles. 
Ce programme fut en fait, r éécrit dans la version 2 de 
MUMPS-11. 
Une description de ce programme est réalisée au para-
graphe suivant. 
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2.3. DESC I PTION DU PROGRAMME DE SURVEILLANCE. 
2.3.1. E!!=~!E~!~~-!~§!g~!-~~-f~~§~~!: 
Les références, dans la descripti.on qui va suivre, 
seront faites à la version adaptée du programme de 
monitoring (programme %LB). 
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- - J~ STOCKAGE DES 
RESULTATS 
t - - •• - %LB 
a) L'extraction: elle consiste à placer: 
1. dans la variable locale indicée JT, le contenu 
de JOBTAB. Les entrées programmes de JOBTAB 
sont placées dans JT(I), I=0:1:8. Les entrées 
files d'attente de JOB AB sont placées dans 
JT(I),I:41:1:51. 
2. Dans la variable locale indicée DT en DT(O), 
DT(2), DT(46), DT(62), les entrées #1, #3, ff 46, # 63 de DEVTAB. 
3. Dans les variables locales simples 
•T: le temps en seconde écoulée depuis minuit. 
• G : l'entrée 26 de SYSTAB "Garbage indicator". 
•WJ: l'entrée 154 de SYSTAB (nombre de jobs 
attentand le contr8le du processeur.) 
b) L'analyse : elle consiste à construire la variable 
de type ••string" E qui contiendra : 
•le temps sous forme HH:MM (heure/minute) 
•le nombre de jobs actifs calculé à partir de 
•l'entrée Ode JOBTAB 
•l'état de chacune des 8 partitions 
2 - 0 
•le numéro de la partition occupant les devices 
1,3,46,63 
• SYSTAB + 26 
• SYSTAB + 154 
c) Le stockage il consiste à envoyer sur band 
magnétique, le contenu de la variable type 
"string" E. 
Convention on va présenter le programme pas à pas. 
Chaque "step" sera, une première fois, 
présenté tel qu'il se trouve dans le 
programme et ensuite décomposé commande 
par commande. 
t~ 0 S 1Nr~"'Hat-i(o), ST~fv(44),JT:~v(.Sr) 1 ])T-=-~v(sr.,-4) 1J-,,.Jr-,.jc. 1J2.:: JT+ $2. 
• S [E:r] INT="MON(O) : la variable INT contient la valeur 
de l'intervalle de monitoring qui se trouve à l'indice 
0 de la variable globale MON. 
•S[ET] ST:$V[IEW] (44) : la variable ST contient l'adres-
se de début de SYSTAB. 
•S [ET] JT:::$V[.IEWJ (ST) : la variable JT contient l'adres-
se de ,début de JOBTAB. 
•S [ET] DT:$V [IEWJ (ST+4) : la variable DT contient 11 ad-
resse de début de DEVTAB. 
•S[ET] J1=JT+16: J1 contient l'adresse de fin des en-
trées programmes de JOBTAB. 
•S[ET) J2=JT+82: J2 contient l'adresse de début des 
entrées files d'attente de JOBTAB. 
,,f ,,iS S J:>-::.!TT.-\o2,T'1.."'.5ï+2'-,Tl."'Sr1-1s11,E-=-'"1 A 4,. PS 
• S [ET] J3=JT+102 : J3 contient 1 1 adresse de fin des 
entrées files d'attente de JOBTAB. 
•S[ET) T1:ST+26 : T1 contient l'adresse de l'entrée 
26 de SYSTAB. 
• S [ET] T2:ST+154 : T2 contient l'adresse de l'entrée 
154 de SYSTAB. 
•S [ET) E::"'' : la variable de type "string" E est des-
tinée à contenir une ligne de monitoring. Elle est 
initialisé à blanc. 
•A[SSIGN] 47: on réserve la bande magnétique pour le 
programme de monitoring. 
•P[RINT] 5 : on effectue le 11rewind 11 de cette bande 
magnétique. 
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At~ T. 4'-'(,s400)//\oo ~.,'-f ~.,v TE@ 11 Ftt-J*\! U ~~ Q 
•I[F] $VÎ_IEW](65400)/100~.64=.64 
• T L YPE) E@"FIN •" , 1 
• U [NASSIG ] 47 
•Q[UIT] 
Ces 4 commandes constituent le test d'arr&t du program• 
me de monitoring. Si le bit 6 (masque .64) de la va-
riable 11SWITCH REGISTER11 (adresse 65400) est posi-
tionné, on écrit un article" FIN*" fin de fichier, 
on libère le device # 47 et on stoppe l'exécution du 
programme. On peut positionner le bit 6 de SWITCH 
REGISTER à partir de 11Keyboard" du processeur. 
A.~ ~o1D1o .ST:~T 1 6-::.i\l(T1.) 11JJ=$"(T2.) fI.;;012/H,1 1.2. s Dr(.r) -=. }" l bT-,. :r.) 
•H[ANG] 0,0,0: cette commande est destinée à forcer 
le job en 11LOW PRIORITY WAIT QUEUE" de manière à 
ce que l'on puisse entamer l'extraction des infor-
mations relatives à l'état du système avec la plus 
grande tranche temps. (voir à ce propos le '-'system 
queuing directive" CLKREQ en appendice). 
•S[ET] ·T=$T 
• S [ET] G:$V '(IEW] (T1) 
• S [ET] WJ:$V(IEW) (T2) 
eF(.OR] I=0,2,46,62 s [ ET] DT(I)=$V[IEWj(DT+I) 
Ces 4 commandes réalisent l'extraction de : 
- le temps écoulé depuis minuit. 
- l ' entrée 26 de SYSTAB. 
- l'ent rée 154 de SYSTAB. 
- les 4 entrées de DEVTAB. 
-~'\.~o F 'I.: }T : 2·J~ 1 J2:?.: J3 ~ JT(I-JT/2J"" 4\J(!:) 
•F [oR] I=JT:2:J1 ,J2:2:J3 s[ET] JT(I-JT/2)=$V[IEWJ (I) 
Cette commande réalise l'extraction du contenu des 
entrées programmes et files d'attente de JOBTAB. 
~.So S N1-: JT(o)/2r-loo 1 NZ.::.JT{(,)/1 'J o J N J: N1- {N28r-2.S S)>i. loo 
.S:tJJ?~D NJ::.o@.NJ 
•S[ET] N1=JT(0)/25600: N1 reçoit le contenu du high 
byte de l'e trée Ode JOBTAB qui représente le nom-
bre maximum de partitions du système. 
•s [ET) N2=JT(0)/100 : N2 e t destiné à contenir le 
low byte de l'entrée Ode JOBTAB qui représente le 
nombre courant de partitions disponibles. 
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Il est à remarquer que ce low byte sera s eulement 
extrait à l'assignation suivante par l'opération: 
N28,2.55*100 
• S [ET] NJ=N1-(N2 2.55) *100 : NJ contient le nombre 
maximum de partitions disponibles, diminué du nom-
bre courant de partitions i sponibles, ce qui donne 
le nombr de jobs actifs dans le système. Cette 
valeur doit en principe 8tre égale à JW augmenté 
d'une unité. 
•S:NJ?1D NJ=0 NJ: par cette instruction, on fait 
la concaténation de 0 avec NJ si NJ se compose 
d'un seul- digit. 
~ E:::. E.@ ~@ N; "@ '1@ Il lt"@ µJ@ t/ -t( If F I..:;. ,1 : A,' N-1 • lo~ 
• D [o ] 2 : correspond à l'exécution de la procédure 
qui transforme le temps fourni en nombre de se-
condes écoulées depuis minuit sous la forme Heure/ 
minute. 
• S [ET} E::E H 11: u M 11 *" NJ u•u : on commence à rem-
plir le string E avec le temps et le nombre de jobs 
actifs. 
•F[ORJ I=1:1:N1*100 D 4: par cette boucle, on va 
analyser chaqu entrée programme de J0BTAB. Ire-
présente donc le numéro de la partition que l'on 
veut analyser. 
• G [o] 3 : branch nt à la procédure 3 à la fin de 
la procédure 1. 
1., o .S M ~ f'r ( T / G.· ) J N ; 4 E. ('' A P 11 , i r. ( M /, 2 o) + 1. ) @ 11 f1 '' 1 N ::. -.$ r L H /:12 o )-,:12. + 
1,lo .SH : ~!( 1-t/ ''°) , H ::. -\4 !4,o·t1'1 S:N::''Pr," ""~+\2. ~: H ?1D H:tr.@ij 
.$: t'\ ~ -\1> 11-:. o@ .h.. 
Ces deux steps constituent la procédure de mise en 
forme du temps. 
$T::40000 $T: 50000 
• s[ETJ M::SI[NTEGER](T/60) M:666 M:833 
• S [ET} N:$E[XTRBCTJ ("A", $I[NTEGER 
](M/720)+1 )@''M" N=AM N=PM 
• s[ET) M=SilNTEGER) (M/720)•72o+M M:666 M:113 
• S [ET) M=$I[NTEGER] (M/60) H=11 H=1 
• S [ET) M=-H*6Q+M M:6 M=53 
• S :N~"PM" H=H+12 / H=13 
• S: H?1D H:0@H / / 
• S :M?10 M=o@M M:06 / 
f t 
-11 : o, J\1:S'3 
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~.Il> G4.~:JT(I.) / 2.S-(. .o o&-lf,2.f> ]) ~.2 SiÇvJE-=E@ 11 '!, 2-1'-" Q. 
• G [o) 4.3 :JT(I)/256ooi 1 .28 : on branche en 4.3 ai 
le BANG bit (appendice) d'une entrée programme est 
positionné. Sinon: 
• n[ol 4.2 
• S:SW E::E 1132* 11Q[UIT] : on a trouvé le job dans aucune 
file d'attente: on lui attribue l'état 32. 
4. '2. c F J:: Yi: -1 : S- 1 b C: I 'i=I. ç E ~ E.@.:J@ 11* 1' ti<. 
Pour le job (partition) n°I, on va parcourir les 
files d'attente 41 - 51 pour déterminer celle dans 
laquelle il est chainé (procédure 6). Lorsqu'on a 
trouvé, on place le n° de la file d'attente, dans la-
quelle il se trouvait , dans le string E et on stoppe. 
4,jo S. X: J T(1:1/2ç~.., o ;tl a-, s: X:: \~1. X:2?> S: : X-: ,~,X=: 2j 
S: X= 200 X= ~o 
4 • 4o ( Ê :: E. ~ )( @. 11 * 11 Q 
Lorsque dans une entrée programme, on a constaté que 
le HANG BIT était positionné, on cherche alors si 
le contenu du HIGH BYTE correspond à un état "Hung 
ter minal", Hung De~tape" ou 11Hung Magtape" puis on 
place l'état trouvé dans le string E et on stoppe. 
G, . to Ç K :. J-r{ 1)/ 1"'.:> i2.sr ?f5o , $w:: I 
On place dans K l'adresse qui pointe sur le début de 
la file d'attente J. 
C.'2.o F b :. .01/, () I w k ~(:t> (-: N1.) s 'i-=-K,k:J T(iç) / to-,~2.~r*S"o I~=r. 
SS. \J :o Q. On remonte maintenant l a liste des jobs chainés 
dans la file d'attente J. On s 1 arr8te dès que l'on 
a trouvé la file d'attente correspondant à la par-
t i tion fixée où dès que l'on atteint la fin de la 
f l e d'attente. 
3 .or 1)5 S G:G/1~.,&.-2. .çc* '10 0 T G.-:. 0 ~ G:.'' oo'' G ?..z. 
• D [o J 5 : dans la procédure 5, on détermine 1 • état 
des quatre devices envisagés. 
• s [ET] G=G/100 2.55•100 I [F l G=O s [ET] G: 110011 a[o] 3.2 
On analyse le contenu de l'entrée 24 de SYSTAB ( 
garbage indicator). Si cette entrée contient O, on 
placera 110011 dans le string E sinon ( s tep 3.10) 
on place dans E les caractères 1101 11 • 
,1.t .:> S , ~ 11 0 1. 11 
/ 
o 7 c:-. T "['_@G@" .. "@ ' 1J@ 111' 11; 
.1- 1~ 5"'1.! :WJ 1.:10 11,- 2,Ç°Ç'>J 1-,a .S: IJJ .1D WJ. O~WJ i;; .,.. w 
On analyse dans le s t ep 3.20 le contenu de l'entrée 
154 de SYSTAB (Number of job waiting to r un). 
Cette analyse termine le remplissage du string E 
avec une ligne de monitoring. Ce string est alors 
envoyé sur bande magnétique par la commande T[YPE] . 
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J,3o S E: 11 11 1 N =- t tJT- ( jr~ T) H N G -1. 2 
• s lm1 N=INT-($T-T) 
• H(.ANG] N 
on Place dans la variable N le temps pendant lequel 
on veut suspendre le programme. Ce temps est égal 
à l'intervalle de monitoring diminué du temps d'ex-
écution du programme. 
S. 10 S q(~,): bT{~,)/1-,~2.c- 2.H~S"o F1:::o,21 2.. S QC-r.)=DT{r.. ) / 2r,~o~ r, 
On place e~ Q(O), Q(2), Q(46), Q(62) l numéro du 
job (ou partition) qui utilise le ou les devices 
1,3,46,63. 
S,2.0 F T:.o,2 ,4 '- , '•2.. s; :acr)(--1D Q(:t)-:O@G.t:t) St::E. @Qcr)@ '' 
On fixe l'état de chaque device dans 2 caractères 
et on le place dans le string E. 
Remarque 
1° Etant donné que la fonction $V [IEWJ est l'élément 
clé de ce programme de monitoring, on décrira, dans 
cette première remarque, l e fonctionnement précis 
de cette fonction. 
$V[ IEW] (valeur numérique d'une expression ). 
------------------------------~-------------La fon~tion $V( IEW] renvoie le contenu d'une zone, 
de mémoir e adreaaé p la valeur de l'argument de 
la fonction. Cette f onction renvoie toujours le 
contenu d'un mot mémoire. L'argument de la fonction 
doit ltre un nombre pair. Si c'est un nombre impair, 
une unité est soustraite automatiquement. Seule la 
portion entière de l'argument est prise en consi-
dération. Exemple : 
$V(3) ~ contenu du mot mémoire d'adresse 210• 
$V(25.79) ~ contenu du mot mémoire d'adresse 2410 • 
2° Représention MUMPS-11 des données numériques. 
-~--------------------------~----------------
Mumps-11 c e des nombres en format MUMPS ayant un 
profil binaire correspondant à 100 fois le contenu 
initial du nombre. 
Par exemple, si on fai t S A=1, le profil binaire 
du contenu de la vari ble A correspond à 100. 
Donc : AI 00000001 
mais bien : A = 01100100 = 10010 
On peut vérifier que l'on a bien ce profil en tes-
tant les bits 2,5,6. Il est toutefois évident que 
les masques à utiliser sont à diviser par 100. 
Ainsi, pour tes~er le bit 2 de la variable A, il 
faut utiliser 2 /100 = 0.04. On peut ainsi vérifier 
que : I A&.04 - TRUE 
I A&.32 - true 
I A&.64 - true 
I A&1.00 - true 
(1.00 = 0.04+0.32+0.64) 
Si maintenant, on sait que le résultat renvoyé 
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par la fonction $V [IEW J est 100 fois plus grand 
que le contenu réel, on comprend les opérations 
nécessaires, par exemple, pour extraire le "low 
byte" d'une entrée d'une table du système extraite 
par l'intermédiaire de $V[IEWJ . 
Ex.: extraire le low byte de l 'entrée Ode JOBTAB. 
extraction S JT(0)=$V($V(44)) 
low byte : S N2:JT(0)/100&2.55*100 
-----représentation du contenu réel 
ET logique de ce mot avec un 
masque correspondant à 7 bits 
positionnés. 
on multiplie par 100 pour re-
devenir compatible avec lare-
présenta~ion interne MUMPS-11. 
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2.4. Présentation d'outils complémentaires d'analyse. 
Une fois le programme de surveillance adapté, on a écrit 
un certain nombre de programmes destinés à réaliser des 
récapitulatifs tels que ceux présentés dans l'appendice A. 
On a ainsi écrit: 
a) le programme LB4 qui fournit un récapitulatif par 
partition de l'échantillon de surveillance. 
b) Le programme LB) qui délivre un récapitulatif global 
de l'échantillon de surveillance. 
c) Le programme LB2 qui offre une sortie sur imprimante 
de l'échantillon de surveillance. 
En plus de ces ·résultats, on a écrit un programme LBO qui 
construit un tableau du nombre d'occurences de chaque état 
ou file d'attente présent dans un instantané du système. 
· Quant au programme LB1, il réalise l'impression des dis-
tributions du nombre d'occurences. 
Pour compléter l'ensemble des résultats reçu de la première 
installation, on a fait l'analyse selon l'optique des pro-
grammes LBO et LB1, de la sortie sur imprimante du monitoring 
(voir A.2. de l'appendice A). Le résultat de cette analyse 
est présenté dans TAB - 2.4.1., T.AB - 2.4.2. et TAB - 2.4.3. 
où on constate une proportion non négligeable de jobs , 
·dans l'état "en transition" et une population inattendue( 
au vu de la description du système des files d'attente) dans 
les files d'attente 42 et 43. 
D'autre part, on a aussi observé au cours de l'analyse de la 
sortie imprimante : 
a) un non respect de la fréquence des "snapshots" du système. 
b) deux instantanés du système qui étaient incohérents. Ces 
deux instantanés sont les suivants: 
: : : : ~ 51 5'1 5'1 51 51 ~ ~ 
15:47/06/51/28/44/44/28/44/44/43/41/44/28/44/51/51/10/oo/oo/o 
+. 51 ~;1 "-.. · s.1 ~, X · s,1 X 
8 partitions : '\ ": , "- : " 
disponibles 
~ j, l, J, J, ~ ~ 
16:59/0+7/51/28/1fl,~(43/1j~8/48/41/50/1f/28/51/51/oo/oo/oo/o 
7 partitions · '\ ~: " : ' disponibles · 
Ces observations vont orienter le travail de la manière suivante: 
a) on va approfondir au maximum le problème da l'état "en 
transi tian". 
b) on essaier a d'apporter des améliorations au programma de 
surveillance dont on s'est servi pour réaliser la sur-
veillance de l'installation Banque de Bruxelles. 
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2.5. CONCLUSIONS. 
2.5.1. En consultant l~s brochur~s MUMPS-11, on peut constater 
qu'il existe un programme utilitaire qui effectue des 
"anapshots" sur le système. C'est le programme SS dont 
un exemple de sortie est présenté en fin de travail. 
Cela étant, on peut alors consta t er que l'auteur du pro-
gramme de surveillance s'est borné à écrire la commande 
qui suspendait le travail pour une certain délai et la 
commande qui le branchait sur lui-même pour une nouvel-
le exécution. _ 
Dans ces conditions, on peut remarquer dès l'abord que 
pour le pr ogramme utilita~re qui est destiné à effectu-
er des instantanés du système ., isolé dans le temps, il 
est indispensable que l'analyse suive immédiatement l' 
extraction des informations. Il n'en n'est pas de même 
pour le programme de surveillance ! A priori, on peut 
penser que cette analy e "on line" des informations va 
cofiter du temps inutile. En conséquence, le but pour-
suivi par celui qui a créé le programme utilitaire est 
nettement différent du but poursuivi par l'auteur du 
programme de surveillance et, si le procédé conçu pour 
l'utilitaire semble raisonnable, l'auteur du programme 
de surveillance semble avoir commis une faute de choix 
en utilisant un programma dans un but pour lequel il n' 
pas été conçu. 
2.5.2. En consultant la documentation relative au programme 
utilitaire SS, on peut constater que la manuel reste 
extrêmement évasif lorsqu'il s'agit d'expliquer que le 
programme SS n'est pas à même de prélever une image 
unique du système. Cette inaptitude à pouvoir fournir 
une image unique de système est illustrée par le fait 
qu'un état "EN TRANSITION" ait été créé. 
Cet état "EN TRANSITION'' ne correspond pas à un des 
é ta ta dans laque 1 un job peut se trouver vis-à-vis 1. 
du système: il s'agit plutôt d'une étiquette que l'on 
appose à une partition qui, au cours de la phase d' 
analyse du prograœme SS, n'a été trouvé dans aucun état 
ou aucune file d'attente. 
Cet état "en transition" donne à la fois une mesure du 
caractère dynamique d'une recharge du système ainsi qu' 
une mesure du degré de confiance que l'on peut avoir··~ 
en 1e programme de surveillance. 
2.5.3. L'idée qui a conduit à l'existence des files d'attente 
"SHORT QUEUE" et "DISK I/0 BOUND QUEUE" consistait à 
v ouloir privilégier le programme qui effectuait un 
I/0 disque par rapport à tous les autres programmes d' 
application dans le système. 
Cette idée imp l iquait également le fait qu'un seul 
programme pouvait se trouver dans cette paire de files 
d'attente. On peut tester cette hypothèse par l'inter-
médiaire de la distribution des occurences de l'état 
42 et 43. 
Ces distributions ne doivent en ~ffet contenir que les 
occurencas O et 1, ce qui ne semble pas être le cas 
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CH API T RE III 
------~-----------~---~ 
LIMITES ET RECHERCHE D'AMELIORATIONS 
•••••••••••••••••••••••••••••••••••• 
DU PROGRAMME DE SURVEILLANCE 
•••••••••••••••••••••••••••• 
3.1. Mesure du temps d'exécution 
de la procédure extractive. 
3.2. Mesure du temps d ' exécution 
du programme de surveillance. 
3.3. Recherche d'améliorations. 
3.4. Surveillance d'une m&me charge 
par deux versions du programme. 
3.5. Etude des variations du temps 
d'exécution. 
3.6. Résultats parallèles. 
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3.1. MESURE DU TEMPS D'EXECUTION DE LA PROCEDURE EXTRACTIVE. 
Les expériences présentées dans ce paragraphe sont toutes 
relatives à des mesures de temps d'exécution. Ces mes r es 
ont toutes été réalisées dans la condition de seul utili-
sateur de la machine. 
3.1.1. La première mesure effectuée a été celle du temps 
d'exécution de la procédure d'extraction des in-
formations relatives à l 'état du système. 
Cette mesure a été produite par le- programme %·B ~. 
Le résultat fourni par ce programme est assez sur-
prenant : le temps moyen d'exécution de la procé-
dure d'extraction est de 456.20 millisecond s, soit 
22.60 ticks (voir TAB-3.1.1). 
Ce second chiffre (22.6 ticks) est à mettre en rap-
port avec la valeur d'une grande tranche de temps: 
15 ticks. Si la valeur de 22.6 ticks est certaine-
ment entachée d'un temps 11d 1 overhead" du système, 
il n'est cependant pas raisonnable d ' admettre qu'il 
puisse Atre d'au moins 7 ticks (soit 140 millise-
condes) et dès lors, on peut se demander si la fa-
çon de procéder, pour extraire les informations du 
système, n'est pas inadéquate pour relever les in-
formations relatives à un état unique du système. 
3.1.2. ~• -.r&aultat surprenant étant acquis, on a voulu 
voir comment se distribuait le temps parmi les di-
verses instructions qui constituent la procédure 
d 'extraction, afin de pouvoir effectuer une véri-
f ication du premier résultat obtenu. 
Le programme% MM a été écrit à cet effet. Dans 
ce programme, on a mesuré le temps d' exécution 
des instructions suivantes : 
3.1.2.1. s T::-$T, 6: 4-1 (T3), LJJ', $v(r41) 
Les résultats sont présentés dans TAB-3.1.2 
et la valeur moyenne obtenue est de 18.32 
millisecondes. Toutefois, si on prend la par-
tie 2 du programme% MM on voit que l'on a 
mesuré en plus le temps d'exécution de la 
commande FOR. Ce temps a été mesuré par le 
programme MEG et s t en moyenne de 3.5 milli-
secondes. 
Dès lors, le temps moyen de l'instruction 
envisagée est de 14.82 millisecondes. 
3.1.2.2. F K•:>,2. 1 't' 1 <-2. s l)T{1<)-= jv(J;r+t<) 
Les résultats de la mesure sont présentés 
dans TAB-3.1.3. La valeur moyenne obtenue, 
le temps de l a commande FOR soustrait, est 
de 43.91 millisecondes. 
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3.1.2.3. F 1c;~J'T:2.~J'1 1 J2.:'2:.Jl S :rr(k-Jr/2.)• fV{~) 
Les résultats sont présentés dans TAB-3.1.4 
et la valeur moyenne obtenue est de 359.96. 
En sommant les résultats des points 1,2,3, on obtient 
un temps moyen total de 418.69 millisecondes. 
Comparé au résultat de la première mesure (456.2 - 3-5= 
452.5) on obtient une différence de 33.51 milliaecondea 
soit 1.67 ticks ce qui rend toutes les mesures compa-
tibles en tenant compte du temps de me~ure et d' over-
head du système. 
On a ensuite repris les instructions 2 et 3 pour les-
quels on a effectué le m8me travail. Les résultats sont 
les suivants 
3.1.2.4. F k~o,,,'tc.,G.'2.; 
Les résultats sont présentés dans TAB-3.1.5 
et le temps moyen obtenu est de 15.75 - 3.5 = 
12.25 millisecondes. 
3.1.2.5. F ~ ~ JT: 2: l-1 , J"'l: 2.: J'l ~ 
Les résultats sont présentés dans TAB-3.1.6; 
le temps moyen obtenu est de 59.24 - 3.5 = 
55.74 millisecondes. 
3.1.2.6. S bT{1"): j"I( l>T+k) 
L s résultats s ont présentés dans TAB-3 .1 .7; 
le temps moyen obtenu est de 16.43 - 3.5 = 
12.93 millisecondes. 
3.1.2.7. s Jr(x-sr/2), jt1{K) 
Les résultats sont présentés dans TAB-3.1.8; 
le temps moyen obtenu est de 18.68 - 3.5 = 
15.18 millisecondes. 
Le temps de l'instruction 2 peut Atre reconstitué en 
calculant 12.25 + 4 • 12.93 = 63.97 qui comparé au 
résultat global de 43.91 présente une différence de 
20.06 millisecondes, soit 1 tick. En effectuant le 
m8m travail pour l'instruction 3, on obtient un temps 
global reconstitué de 435.24 millisecondes, qui pré-
sente une différence de 75.28 mi llisecondes, soit 
3.76 ticks par rapport à la valeur de la mesure du 
temps global. Remarquons tout de m8me que ces diffé-
rences (1 et 3.76 t icks) sont raisonnables si l'on 
songe que l'observation du temps dans le système 
MUMPS-11 n'est exacte qu'à un tick près . 
3.1.3. On a enfin voulu mesurer que coatait en temps 
l'exécution de la fonction SV [ IEW J sans la-
quelle l'observat i on de l'état du système ne serait 
L 
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pas possible. On a utilisé pour cela, le programme 
MEG. Les résultats obtenus sont les s i vants: 
3.1.3.1. Tout d'abord, on pr•ésente dans T.AB-3.1.9, les 
résultats obtenus pour la mesure du temps d'ex-
écution de la commande FOR, le résultat moyen 
étant de 3.48 millisecondes, soit 0.17 ticks. 
Pour effectuer cette mesure, on a programmé un 
Q UIT en 1.99. 
3.1.3.2. On a ensuite mesuré le temps d'exécution de la 
$V (IEWJ function avec argument constant. 
On a programmé pour cela un S X= $V(44) en 
1.99. Les résultats sont présentés en TAB.3. 1.10 
et le résultat moyen obtenu est de 7 - 3.5 = 
3.5 millisecondes soit 0.17 ticko 
3.1.3.3. Le m8me travail a été fait pour la $V (IEW] 
function avec argument variable. La commande 
en 1.99 st devenu S J = 44,X = $V(J). Les 
résultats sont présentés dans TAB-3.1.11 et 
la valeur moyenne obtenue est d 9.94 - 3.5 = 
6.44 millisecondes, soit 0.32 tick. 
3.1.4. La mesure du temps d'exécution d'une instruction 
(commande et/ou fonction) n'apparaît pas comme un 
travail trivial comme n pourrait le penser à pri-
ori. ~out d'abord, dans un contexte de temps par-
tagé, il faut se rendre compte que toute mesure 
est entachée d'un certain temps 11d 1 overhead" du 
système. Ensuite la manière de concevoir et de 
réaliser une mesure influencent également le ré-
sultat. 
A cet effet, on va montrer deux choses. 
3.1.4.1. On a conçu un autre programme (%L1) destiné à 
effectuer le m8me travail que le programme MEG. 
On montre ci-dessous une comparaison des ré-
sultats obtenus dans la mesure du temps d'exé-




B C B C 
100 1 10 0 0 
200 1 5 2 10 
300 3 10 3 10 
400 3 7.5 3 7.5 
500 3 6 4 8 
600 4 6.6fu 5 8.33 
700 4 5.71 6 8.57 
800 5 6.25 7 8.75 
900 6 6.66 7 7.77 
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1000 7 7 8 8 
1100 7 6.36 9 8.18 
1200 8 6.66 10 8.33 
1300 9 6.92 11 8.46 
1400 10 7.14 12 8.57 
1500 10 6.66 13 8.66 
2000 14 7 17 8.50 
3000 21 7 25 8.33 
4000 28 7 34 8.50 
5000 35 7 43 8.60 
Légende : 
La colonne référenc6eA contient la répétition. 
Les colonnes référ ncées B contiennent le temps 
total observé (en sec.). 
Les colonnes référencées C cont i nnent le temps 
d'ex cution de la fonction (en millisec. ) . 
Si on effectue le calcul de la valeur moyenne à 
partir de la répétition- 1000, on obtient, dans 
le cas MEG, un temps moyen de 6.87 millisecondes 
et, dans le cas %L1, un temps moyen de 8.41 
millisecondes. 
3.1.4.2. On a effectué le calcul du temp d'exécution de 
la FOR Command de la manière suivante : 
1.20 ••••FI= 1:1:TTC D 1.99 
•••••••••••••••••••••••••••••• • •••••••••••••••• 
1.99 Q 
On a ensuite essayé de refaire la mime mesure en 
utilisant le programme %L1 our des instructions 
qui pouvaient correspondre à ne rien faire. 
On a, pour cela, tenté : 
a) H ~ ~ 6.60 millisecondea 
b) A~_.. 5.70 millisecondes 
c) ; commentaire~ 4.60 millisecondes. 
3.1.5. CONCLUSION. 
La fonct i on $V ( IEW] n I apparaît pas comm étant 
un moyen adéquat et surtout rapide pour extraire 
des informations du système. Il faut en plus cons-
tater que c'est le seul dont on dispose. 
PRESENTATION DES RESULTATS DE MESURES. 
A répétition de l'instruction à mesurer. 
B temps total observé (sec.). 
C temps calculé pour une exécution (millisec.). 
A B C 
100 45 450 
200 92 460 
300 137 456.66 
400 . 183 457.50 
500 228 456 
1000 457 457 
TAB - 3.1.1. 
A B C 
1000 18 18 
2000 37 18.50 
3000 55 18.33 
4000 73 18.25 
5000 92 18.40 
10000 185 18.50 
TAB - 3.1.2. 
A B C 
600 24 48 
600 28 46.66 
700 33 47.14 
800 38 47.50 
900 43 47.77 
1000 47 47 
1100 53 48.18 
1200 57 47.50 
1300 61 46.92 
1400 67 47.85 
2000 94 47 
3 - 6 
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A :s C 
500 180 360.00 
600 218 363.33 
700 255 354.28 
800 291 363.75 
900 328 364.44 
1000 365 365.00 
TAB - 3.1.4. 
A B C 
500 8 16 
600 10 16.66 
700 11 15.71 
800 12 15 
900 14 15.55 
1000 16 16 
1100 17 15.45 
1200 19 15.83 
1300 20 15.38 
1400 22 15.71 
2000 32 16 
TAB - 3.1.5. 
A B C 
500 30 60 
600 35 58.33 
700 41 58.57 
800 48 60 
900 53 58.88 
1000 59 59 
1100 66 60 
1200 71 59.16 
1300 77 59.23 
1400 83 59.28 
1500 119 59.50 
TAB - 3.1.6. 
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A :a C 
500 8 16 
600 10 16.66 
700 12 17.14 
800 13 16.25 
900 15 16.66 
1000 16 16 
1100 18 16.36 
1200 20 16.66 
1300 21 16.15 
1400 23 16.42 
2000 33 16.50 
A B C 
500 9 18.00 -
600 12 20.00 
700 13 18.57 
800 15 18.75 
900 16 17.77 
1000 19 19.00 
1100 21 19.09 
1200 22 18.33 
1300 24 18.46 
1400 26 18.57 
2000 38 19.00 
TAB - 3 .1.8. 
A B C 
1000 4 4 
2000 7 3.50 
3000 10 3.33 
4000 13 3.25 
5000 17 3.40 
10000 34 3.40 
TAB - 3.1.9. 
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A B C 
1000 7 7 
2000 14 7 
3000 21 7 
4000 28 7 
5000 35 ? 
6000 42 7 
7000 49 7 
8000 56 7 
9000 63 7 
10000 70 7 
TAB - 3.1.10. 
A B C 
1000 10 10 
2000 20 10 
3000 29 9.66 
4000 40 10 
5000 50 10 
6000 59 9.83 
7000 . 70 10 
8000 80 10 
9000 90 10 
10000 100 10 
TAB - 3.1.11. 
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3.2. MESURE DU TEMPS D'EXECUTION DU PROGRAMME DE SURVEILLANCE. 
Les expériences présentées dans ce paragraphe concernent 
la mesure du temps d' xécution du programme de surveil-
lance. Parallèlem nt à cette mesure, on a également es-
sayé de voir comment se distribuait le temps pour réali-
ser une exécution du programme. 
Pour effectuer ces mesures, on a utilisé les informations 
contenus dans 3 entrées de SYSTAB (voir appendice). 
Lors d'une observation du temps, quatre informations sont 
prélevées et stockées dans es variables locales de la 
partition ~: 
a) l' informati_on contenue dans le $T function qui repré-
sente le temps en seconde écoulé depuis minuit. 
b) SYSTAB + 28 qui contient le nombre de ticks restant 
dans las conde courante (un seconde= 50 ticks). 
c) SYSTAB + 30 qui contient le nombre de ticks restant 
dans la tranche de temps courante. 
d) SYSTAB + 31 qui contint le nombre de ticks attribués 
à la tranche de temps courante. 
Les informations sont extraites par l'intermédiaire de la 
fonction $V [ IEW] et la procédure· de prélèvement est dans 
l'ordre où les variables ont été définies: 
· a) S [ ET) T(L)=$T 
b) S C..ETJ A(L)=$V($V(44)+28)/100~2._55*100 
c) S [.ET) B(L):$V($V(44)+30)/100&2.55*100 
d) S [ET) C(L)c$V($V(44)+30)/25600*100 
Quant à la séquence d'appel, elle est la suivante 
S (ET) L=L+1 D (numéro attribué à la procédure de 
prélèvement.) 
3.2.1. La première mesure réalisée fut celle du temps 
d'exécution de la procédure d'observation du temps. 
Cette mesure a été effectuée par le programme 
~E1. Les résultats de la mesure sont rassemblés 
dans TAB - 3.2.1. Le temps moyen d'exécution de 
la procédure d'observation du temps est de 31.86 
millisecondes, soit 1.59 ticks. 
3.2.2. On a ensuite inséré cette procédure de prélèvement 
du temps à divers endr oits du programme de sur-
veillance afin de mesurer le temps d'exécution 
de ce programme. Les prélèvements du temps ont 
été réalisés de manière à obtenir une mesure du 
temps d'analyse et une mesure du temps d'extrac-
ion. Il est à remarquer que cette mesure a déjà 
été faite dans le paragraphe précédent. 
Il est toutefois intér ssant de reproduire cette 
mesure d s un autre contexte afin de vérifier 
à nouveau la cohérence des résultats antérieurs. 
3.2.2.1. On s'est d'abord placé dans les conditions 
de la pr mière installation où il fallait 
observer l'état de 14 partitions. (La modi-
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fication à apporter dans le programme de sur-
veillance se situe au niveau du step 1.40 où, 
dans la For loop, la première suite d'indices 
se termine en JT + 30). 
L'expérience s'est déroulée alors que l'on 
était seul à utiliser la machine à ce moment. 
Le programme qui a effectué ces mesures est 
le programme %E2. Le résultat de cette expé-
rience est présenté dans TAB - 3.2.2. 
3.2.2.2. Description des résultats. 
--------------------------Chaque groupe de 6 lignes du tableau concerne 
une exécution du programme de surveillance. 
Les endroits du programme où le temps a été 
observé sont les suivants: 
ligne 1 step 1.25; avant la commande H~,~,~ 





C'est aus s i le début de l'extraction 
des données relatives à l'état du sys-
tèm . 
step 1.35; pendant l'extraction. 
step 1.45 fin de l'extraction qui 
est aussi le début de l'analyse des 
données recueillies. 
step 3.3; fin d'analyse. 
step 3.3 ; après ·la suspen i on du 
temps d'intervalle de monitoring. 
La signification du contenu de chacune des 6 
colonnes du tableau est la suivante 
colonne 1 valeur de $T f nction. 
colonne 2 valeur de SYSTAB + 28 
colonne 3 valeur de SYSTAB + 30 
colonne 4 valeur du SYSTAB + 31 
colonne 5 temps d'extraction obtenu en sous-
colonne 6 
trayant le contenu de la colonne 2 
des lignes 4 et 2. 
temps d'analyse obtenu en sous-
trayant le contenu des colonnes 1 
et 2, qui fournit le temps au tick 
près des lignes 5 et 4. 
A l'aide de cette expérience, on observe ainsi 
un temps moyen d'extraction de 33.5 ticks, soit 
0.670 seconde. En fait de ce temps d'extraction, 
il faut soustraire trois fois le temps d'obser-
vation du temps, soit 0.03186 * 3 = 0.095 sec., 
ce qui donne pour le temps d'extraction une 
valeur de 0.576 sec. 
Quant au temps moyen d'analyse des informations 
prélevées, on let ouve agal à 196.75 ticks, 
soit 3.935 sec. 
3.2.2.3. On a refait la mime mesure en se plaçant dans 
l es conditions de la seconde installation (8 
partitions à observer/Step 1.40: la première 
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suite d'indices se termine en JT+16). 
Les résultats sont présentés dans TAB - 3.2.3. 
Le temps moyen d'extr action calculé est de 
27.5 ticks soit 0.550 sec. A ce temps, il faut 
soustraire également 0.095sec. pour observer 
le mps, d'où un temps d'extraction de o.455 
second • Comparé à la valeur obtenue au para-
graphe précédent (0.456 sec.), on obti nt une 
excellente cohérence dans les mesures. En fait, 
il faut oomprendr que la précision des mesures 
(+ 2 ticks) a joué dans le mime sens dans les 
deux mesures séparées que l'on a fait du m8me 
phénomène. 
Le temps d'analyse a, à nouveau, été observé 
à 195.5 ticks, soit 3.91 secondes. 
PRF.SENTATION DF.S RF.SULTATS DE MESURES. 
répétition de la ,commande à mesurer 
tprocédure 
temps total observé (en secondes). 
3 - 13 
J. 
B 
C temps calculé d'exécution de la procédure (millisecondes). 
A B C 
-1000 32 32 
2000 63 31.50 
3000 95 31.66 
4000 128 32 
5000 160 32 
10000 320 32 
TAB - 3.2.1. 
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$T S28 S30 s31 ~1 6 2 
49487 47 0 5 
49487 43 13 15 
49487 37 7 15 32 196 
49487 11 0 15 
49491 15 0 15 
49498 49 4 5 
49498 46 0 5 
49498 42 14 15 
49498 . 36 7 15 32 196 
49498 10 0 15 
49502 14 0 15 
49509 49 3 5 
509 45 0 5 
509 42 16 15 
509 35 6 15 33 196 
509 9 0 15 
513 13 0 15 
520 49 3 5 
20 45 0 5 
20 41 12 15 
20 34 5 15 · 33 197 
20 · 8 0 15 
24 11 0 15 
31 49 3 5 
31 45 0 5 
31 41 13 15 
31 34 6 15 34 197 
31 7 0 15 
35 10 0 15 
42 49 3 5 
42 45 0 5 
42 40 12 15 
42 33 5 15 34 197 
42 6 0 1.5 
46 9 0 15 
53 49 3 5 
53 44 0 5 
53 40 13 15 
53 32 5 15 35 197 
53 5 0 15 
57 8 0 15 
64 49 3 5 
64 44 0 5 
64 39 12 15 
64 31 4 15 35 198 
64 4 0 15 
68 6 0 15 
75 49 3 5 
TAB - 3.2.2. 
--- ---------- --------------------. 
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ST S28 S30 S31 A 1 /l2 
49872 46 0 .5 
72 43 13 1.5 
72 37 7 15 26 195 
72 17 0 15 
76 22 0 15 
83 49 4 5 
83 46 0 5 
83 42 14 15 
83 36 7 1.5 26 195 
83 16 0 1.5 
87 . 21 0 15 
94 49 3 5 
94 4.5 0 5 
94 42 13 15 
94 35 6 15 27 195 
94 15 0 15 
98 20 0 15 
905 49 3 5 
05 4.5 0 .5 
0.5 41 12 1.5 
05 34 5 1.5 27 195 
05 14 0 15 
09 19 0 15 
16 49 3 5 
16 45 0 .5 
16 41 13 1.5 
16 34 6 15 28 196 
16 13 0 15 
20 17 0 15 
27 49 3 5 
27 45 0 5 
27 40 12 15 
27 33 5 15 28 196 
27 12 0 15 
31 16 0 15 
38 49 3 5 
38 44 0 5 
38 40 13 15 
38 32 5 15 29 196 
38 11 0 15 
42 15 0 15 
49 49 3 5 
49 44 0 5 
49 39 12 15 
49 31 4 15 29 196 
49 10 0 15 
.53 14 0 1.5 
60 49 3 5 
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3.3. RECHERCHE D'AMELIORATION. 
Les expériences présentées dans ce paragraphe sont rela-
tives à des amélioration que l'on a imaginées, à la fois, 
pour augmenter la performance du programme de surveillance 
et pour approfondir la connaissance du système MUMPS-11. 
3.3.1. Ainsi qu'il a déjà été signalé dans un paragraphe 
précédent, s'il est indispensable d'effectuer im-
médiatement l'analyse des données extraites des 
tables du système lorsque l'on réalise des "snap-
shots" isolés dans le temps, cett analyse "on 
line" des informations apparaît toutefois super-
flue dès ·qu 1 1 on répète l'opération ttsnapshot'' 
sur le système. 
Aussi, a-t-on voulu réduire le programme de sur-
veillance à l'extraction seule des informations 
relatives à l'état du système. 
On a écrit à cet effet le programme %E3. Dans ce 
programme, on a envisagé l'extraction de la ma-
nière suivante: 
a) on va plac r les informations du système sur 
disque dans la variable globale tMON. 
b) les données seront placées dans une variable 
de type "string" au fur et à mesure de leur 
extraction. On utilisera deux strings pour 
cela. De cette manière, également, on limi-
tera à deux le nombre d'accès logiques au 
disuqe à chaque snapshot du système. 
On a alors réalisé une mesure du temps d'exécu-
tion de ce programme. La procédure d'observation 
du temps a été la m8me que celle utilisée et dé-
crite plus haut. Les résultats de cette mesure 
sont présentés dans TAB - 3.3.1. 
Chaque groupe de 6 lignes du tableau concerne 
une exécuti n du programme %E3. Les 6 endroits 
où le temps a été observé sont reprérés par une 
flèche dans le programme %E3. Les quatre premières 
colonnes du tableau contiennent les informations 
habituelles obtenues lors d'un prélèvement du 
temps.(Cfr.: description des colonnes 1,2,3,4 en 
3.2.2.2.). Quant à la colonne 5 (~1) elle con-
tient le temps calculé d'extraction qui est aussi 
le temps d'exécution du programme. Ce temps eat 
obtenu en soustrayant le contenu de la colonne 2 
(compte tenu de la colonne 1) entre les lignes 1 
et 4. On constate donc u temps moyen d'extraction 
de 49.54 ticks, soit 0.99 sec. 
C tte premièr modification n'a donc apporté aucune 
amélioration au monitoring. L'extraction dure, en 
effet, deux fois plus longtemps que dans la ver-
sion précédente. C'est probablement le prix qu'il 
faut payer pour les concaténations et les change-
ments type 11numeric 11 ~ type "string" que 1 1 on 
effectue tout au long d ce programme. 
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3.3.2. On a ensuite séparé l'extraction et la construc-
tion des deux strings nécessaires au stockag~ des 
données. Pour cela, on a repris la m8me manière 
de procéder pour extraire les informations du sys-
tème que dans la première version du programme de 
surveillance (%LB). C'est cette nouvelle version 
de l'extraction qui est présentée dans le program-
me %E4. Nous avons, à nouveau, procédé à la mesure 
du temps d'exécution de ce programme. Les résul-
tats de cette mesure sont présentés dans le tableau 
TAB - 3.3.2. Pour cette ~périence, on a réduit 
à trois le nombre de prélèvements du temps au 
cours d I une exécution. Les colonnes Â 1 et ~ 2 du 
TAB - 3.3.2 représentent respectivement le temps 
d'extraction des données et le temps de stockage 
sur disque de ces données. 
Le temps moyen d'extraction et d 24.66 ticks, 
soit o.493 sec. et le temps moyen de stockage est 
de 38.77 ticks, soit 0.775 sec. En soustrayant 
le temps utilisé pour observer le temps, soit 0.063 
sec., on obtient la paire de résultat (0.430sec/ 
0.712 sec.) qui est à comparer avec la p i re de 
résultats (0.455 c/3.910 sec.) obtenu en 13 - 3 
au paragraphe précédent. 
3.3.3 . On a ensuite repris le programme de surveillance 
%LB qui consommait beaucoup de CPU et on a essayé 
de le privilégier par rapport aux aut r es utilisa-
teurs11CPU Bound". Pour cela, on a songé à modifier 
la valeur de la tranche temps courante au moment 
où on commençait l'extraction des données. 
Pour que cette modification soit effective, il 
fallait s'assurer que les entrées de SYSTAB: 
a) SYSTAB + 30: nombre de ticks restant dans 
la tranche de tem s courante. 
b) SYSTAB + 31 : nombre de ticks attribués à 
la tranche de temps courante. 
étaient réellement 1 s endroits qui étaient con-
sultés par la "system queuin directiven TIMEUP 
(voir appendic MUMPS-11 system), activée par 
l'interpréteur et activant la procédure "SWAP OUT" 
(voir également MUMPS-11 system appendice) en 
cas d'épuisement de la tranche de temps. 
On a pour c la repris le programme %E2 auquel on 
a apporté les modifications suivantes : 
a) en 1.30 on a supprimé la commande H ~'~'~ ce 
qui nous épargnait 1 temps de passage de 
"High wait queue" en 11Low waite queue". 
b) en 1.25 on ffectuait les commandes suivantes 
A "" p 2-Sb V 12.: ct~jS u ~~ ~ L:: L-f'I ~ '10 
par lesquelles on fixe à 35 le nombre de ticks 
attribués à la tranche de temps courante et 
le nombre de ticks restant dans la tranche de 
temps courante. 
et on fait un prélèvement du temps. 
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L'exécution du programm %E2, ainsi modifié, four-
nissait les résultats présentés dans le tableau 
TAB - 3.3.3. 
Dans ce tableau, une exécution du programme est 
décrite par un groupe de 4 lignes. Les quatre pre-
mières colonnes ont leur signification habituelle 
( c fr.: paragraphe 3.2.2.2.). 
La colonne Il. 1 représente le temps d'extraction 
calculé à partir de S28. La colonne /1 2 a la 
m8me signification que LI 1, mais son contenu est 
calculé à partir de 30. Quant à la colonne A 3 
elle représente le temps d'analyse. Les temps 
moyens obtenus pour le temps d'extraction et le 
temps d'analyse sont respectivement de 0.520 sec. 
et 3.931 sec., déduction faite du temps d'obser-
vation du temps. On peut à nouveau constater la 
cohérence de cette paire de résultats avec la paire 
obtenue au r agraphe 3.2.2.2. La différence, toute-
fois, d ' ~~· r on ticks pour le temps d'extraction 
suggère tout · m3me le fait que l'on att pu gagner 
1 à 2 ticks pour l'extraction en évitant l'overhead 
du système provoqué par l'extraction de la séquence 
SWAP OUT/IDLE LOOP /SWAP IN. . 
3.3.4. On a ensuite refait l'expérience précédente dans 
la condition où on n'était plus le seul utilisa-
teur du système. Les résultats pr ésentés dans le 
tableau TAB - 3.3.4 montre que si on est privilé-
gié par rapport aux utilisateurs "CPU Bound", on 
reste malgré tout victime de toutes les interrup-
tions "hardware" du système. Aussi, dans l'étape 
suivante, avons-nous tenté de dominer de manière 
software le système d'interruption . du processeur 
PDP-11. 
3.3 .5 . Le processeur PDP-11 possède 8 registres utilisés 
pour l'exécution de programme. Les 6 premiers, 
notés RO-. R5 sont utilisés à la guise du prog-
rammeur. 
Les registres R6 et R7 sont conventionnellement 
utilisés comme "stQCk pointer" et "program co"nter". 
A c8té de ces 8 registres, on trouve également 
un certain nombre d'autres registres dont le Pro-
cessor Statua Wor$d qui va nous intéresser par la 
suite. 
Au niveau MUMPS-11, la consultation de la documen-
tation sur le système d'exploitation indi que qu'au 
cours de la procédure SWAP OUT, sont sauvées dans 
une certaine zone de la partition (STACK USER) toutes 
les informations nécessaires au redémarrage du 
job lorsqu'à nouveau celui-ci aura le contr8le du 
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processeur. 
Au niveau du PDP-11 processor L11J il est indi-
qué que l orsqu'une commande d'interruption est 
enregistrée par le processeur, une adresse est 
transmise au processeur. C'est l'adresse d'une 
zone de 2 mots mémoire qui contiennent le nouveau 
Program Co~ter et le nouveau Processor Statua 
Word. Les PC et PSW courants sont alors sauvés 
dans des zones temporaires (en fait, le sommet du 
stack system). 
A la fin du service de l'interruption, on re rou-
ve les anciens PC et PSW qui redevi ennent courants 
et qui permettent la reprise du travail interrompu. 
Toutes les interruptions pour le processeur PDP-11 
ne sont pas équivalen~. Un système de priorité 
0 a été établi. Cette priorité se trouve dans les bits 5,6,7 du Processor Statua Word. 
Dans le cadre de l'installation PDP-11 d'Inter-
active System, on peut représenter le système pri-
oritaire d'interruptions par le schéma suivant 
Niveau 6 horloge. 
Niveau 5 disque et bande magnétique. 
Niveau 4 imprimante et vidéo. 
Niveau O programme utilisation. 
Pour le programme de monitoring, il s'agirait de 
pouvoir masquer le Processor Statua Word durant 
l'extraction afin d'éliminer tout risque d'inter-
ruptions ans que cela g8ne la mise à jour du 
temps dans SYSTAB. On a pour cela écrit le pro-
gramme %B2. 
3.3.5.1. Pour la première utilisation du programme %B2, 
on a voulu voir quel serait l'effet résultant 
du fait que l'on place la priorité 6 dans le 
PSW au cours de l'exécution d'un programme. 
Les résultats de l'exécution de %B2 présentés 
en TAB - 3.3.5 montre clairement que tant que 
le PSW a la priorité 6, le temps qui s'écoule 
n'est plus mis à jour sans SYSTAB. 
3.3.5.2. On a ensuite exécuté le programme %B2 en for-
çant la priorité 5 dans le PSW. Pour ce faire, 
il faut modifier le step 1.20 en 
..... V ,rs-3'#:~-i{,t'~l'f)+-1,o .. ~ .. 
Les é ultats de cette exécution sont présentés 
en TAB - 3.3.6. On peut maintenant constater 
que le temps qui s'écoule est mis à jour dans 
SYSTAB, mais en plus, et c'est plus grave, on 
voit surtout que la priorité 5 n'est pas main-
tenue dans le PSW. 
On voit ainsi que la seule possibilité d'obte-
nir une image unique du système, en masquant 
les interruptions du processeur, consiste à 
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à forcer la priorité 6 dans le PSW durant le 
temps d'extraction des informations relatives 
à l'état du système. 
3.3 . 6. CONCLUSION. 
Une amèlioration réalisable du programme %LB uti-
lisé pour effectuer un monitoring de l'installa-
tion MUMPS-11 de la Banque de Bruxelles consiste-
rait donc en la substitution (%LB) • (%L2,%L3) où: 
%L2 serait l'extracteur des informations rela-
tives à l'état du système et dans lequel la 
commande H O,O,O de %LB serait supprimée au 
profit de A 46 ~256 "{T2:8995 U~6. 
%L3 serait l'analyseur des données extraites. 
Néanmoins, il faut se rendre compte que cette 
solution ne permet toujours pas d'obtenir à tout 
coup une image UNIQUE du système. Cette image uni-
que du système ne peut 3tre prélevée qu'en forçant 
la priorité 6 dans le Processor Stats Word, solu-
tion qui ne pourrait Atre adaptéeYdans le cas où 
on aurait la certitude qu'aucun job n'utiliserait 
le temps fournit par la machine. 
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ST S28 830 S31 ~1 
51476 43 13 15 
76 24 0 15 
76 4 0 15 48 
77 41 0 15 
77 30 2 4 
86 50 4 5 
86 43 13 15 
86 24 0 15 
86 4 0 15 48 
87 41 0 1.5 
87 . 30 2 4 
96 .50 4 5 
96 43 13 15 
96 24 0 15 
96 5 0 15 49 
97 42 0 15 
97 32 1 4 
506 50 4 5 
06 43 13 15 
06 24 0 15 
06 5 0 15 49 
07 42 0 15 
07 31 1 4 
·16 50 4 5 
16 43 13 15 
16 25 0 15 
16 6 0 1.5 50 
17 43 0 15 
17 33 1 4 
26 50 4 5 
26 43 14 15 
26 25 0 15 
26 6 0 15 50 
27 43 0 1.5 
27 33 2 4 
36 .50 4 .5 
36 43 14 15 
36 25 0 1.5 
36 6 0 15 51 
37 44 0 15 
37 33 2 4 
46 50 4 .5 
46 44 14 15 
46 25 0 15 
46 7 0 15 50 
47 44 0 15 
47 34 2 4 
56 50 4 .5 
TAB - 3.3.1. 
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$T S28 S30 S31 Ll 1 /j2 
39355 35 13 15 
55 8 0 15 27 26 
56 32 2 4 
65 48 14 15 
65 24 0 15 24 28 
66 46 2 4 
75 48 14 15 
75 24 0 15 24 30 
76 44 2 4 
85 48 14 15 
85 24 0 15 24 36 
86 38 2 4 
95 48 13 15 
95 24 0 15 24 39 
96 35 2 4 
405 48 13 15 
05 23 0 15 25 38 
06 35 2 4 
15 48 13 15 
15 23 0 15 25 40 
16 33 2 4 
25 48 13 15 
25 23 0 15 25 45 
26 28 2 4 
35 48 13 15 
35 23 0 15 25 47 
36 26 2 4 
TAB - 3.3.2. 
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ST S28 S30 s31 L1 1 l}2 ll 3 
97 46 33 35 
97 17 4 35 29 29 199 
101 18 0 35 
08 49 4 5 
08 45 33 35 
08 17 4 35 28 29 200 
12 17 0 35 
19 49 4 .5 
19 45 . 33 35 
19 16 4 35 29 29 . 199 
23 17 0 3.5 
30 49 3 .5 
30 4.5 33 3.5 
30 16 4 3.5 29 29 200 
34 16 0 35 
41 49 3 5 
41 4.5 33 35 
41 16 4 35 29 29 200 
45 16 0 3.5 
52 49 3 .5 
52 45 33 3.5 
.52 1.5 3 3.5 30 30 200 
56 15 0 35 
63 49 3 5 
63 4.5 33 35 
63 15 3 35 30 30 200 
67 15 0 35 
74 49 3 .5 
TAB - 3.3.3. 
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ST S28 S30 s31 61 Ll 2 L13 
38661 7 34 35 
662 24 15 5 33 ? 180 
666 44 2 15 
671 49 4 5 
671 45 33 0 
671 10 0 15 35 ? 182 
675 28 1 15 
682 49 4 5 
682 45 33 35 
682 16 3 35 29 30 183 
686 33 4 10 
692 49 4 5 
692 45 33 35 
692 16 4 35 29 29 200 
696 16 11 15 
703 49 3 5 
703 45 33 35 
703 15 3 35 30 30 170 
707 45 0 5 
713 49 3 5 
713 45 33 35 
713 15 3 35 30 30 178 
717 37 2 10 
723 49 3 5 
723 45 33 35 
723 15 3 35 30 30 153 
726 12 14 15 
734 49 3 5 
734 44 32 35 
734 9 1 5 35 ? 185 
738 24 13 15 
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3.4. SURVEILLANCE D'UNE MEME CHARGE PAR DEUX VERSIONS DU 
PROGRAMME. 
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Si, selon la conclusion du paragraphe précédent, il semble 
difficle d'améliorer le programme de surveillanc de ma-
nière à lui permettre de prélever une image unique du sys-
tème, il n'est cependant pas illusoire de vouloir attein-
dre l'image unique du système. Pour illustrer cette préoc-
cu tion, on a réalisé l'expérience suivante : 
a) on charge 7 partitions du système avec le m&me pro-
gramme: %B3. 
b) on utilise la huitième partition pour effectuer la 
surveillance de cette charge : (%L2,%L3). 
Cette expérience s'est ainsi déroulée dans deux conditions 
de surveillance: 
a) un programme extracteur (%L2) ne permettant pas 
l'obt ntion d'une image unique du système. Ce type 
de surveillance sera référencé, par la suite, MONI-
TORING-1. 
b) une version modifiée de %L2 (%1-œ) permettant l'ex-
traction d'un image unique du système. Cette sur-
veillance sera, quant à elle, · référencée MONITORING-2. 
On présente dans TAB - 3.4.1, un récapitulatif du MONI-
TORING-1 t dans TAB - 3.4.2. celui de MONITORING-2. On 
peut constater tout d'abord que l'état_ 32. a complètement 
disparu dans ~ONITORING-2. C'est une confirmation de 
l'hypothèse émise au chapitre I I. 
On peut ensuite remarquer que en qu'elles soient chargées 
identiquement, les partitions présentent chacune un as-
pect différent quant au résultat de leur différence. Il 
est probable que cette différence doit s'atténuer au fur 
et à mesure que la taille de l'échantillonnage augmente. 
On peut également remarquer que la "Lov Wait Queue" n'est 
pas occupée dans les deux cas. Ce résultat est normal 
étant donné que l'utilisation de la reso rce CPU ne re-
quiert pas le passage_ dans la Lov Wait Queue. Quant aux 
taux d'occupation des différents états, ils sont tout-
à-fait inattendus lorsqu'on compare les chiffres obtenus 
pour une m&me partition surveillée dans les conditions 
MONITORING-1 et MONITORING-2. 
Les diagrammes rasa mblés en T.AB - 3.4.3., TAB - 3.4.4. 
et TAB - 3.4.5. présentent la distribution du nombre 
d 1 occurences de chaque état observé dans chaque ligne 
de monitoring. 
On peut remarquer une chose importante dans le condi-
tions de MONITORING-2: la distribution de la population 
des files d'attente 42 (SHORT QUEUE) et 43 (DISK I/~ 
BOUND QUEUE) apparatt maintenant cohérente avec la dé-
finition de chacune de ces deux files d'attente. 
C'est aussi une confirmation de l'hypothèse émise au 
chapitre II. 
En conclusion, cett expérience a fait apparaître clai-
rement les déficiences de la surveillance lorsqu'on la 
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réalisait dans les conditions MONITORING-1. 
Les résultats d cette expérience sont aussi significa-
tifs dans la mesure où, lorsqu'on passe d'une condition 
de surveillance à une autre, les résultats peuvent pas-
ser du vrai au faux (file d'attente 47) et où, s'il y a 
seulement une erreur en passant d'une surveillance à une 
autre, la mesure de cette erreur est difficilement esti-
mable . 
ETAT 1 2 3 4 5 
28 / / / / / 
29 / / / / / 
30 / / / / / 
32 18.21 20.15 17.05 23.64 17.44 
41 / / / / / 
42 1.55 1.16 0.77 1.16 1.55 
43 16.66 22.86 24.41 26.74 29.06 
44 10.46 11.62 6.52 6.97 8.91 
45 / / / / / 
46 / / / / / 
47 / / / / / 
48 1.93 1.55 1.55 1.16 1.93 
49 / / / / / 
50 51.16 42.63 47.67 40.31 41.08 
51 / / / / / 
TAB - 3 .4. 1. 
6 7 8 
/ / / 
/ / / 
/ / / 
/ 15.89 15.89 
100 / / 
/ 2.32 1.55 
/ 27.51 26.35 
/ 7.36 7.75 
/ / / 
/ / / 
/ / / 
/ 1.55 4.26 
/ / / 
/ 45.34 44.18 


































ETAT 1 2 3 4 
28 / / / / 
29 / / / / 
30 / / / / 
32 / / / / 
41 / / / / 
42 1.01 0.50 2.02 0.50 
43 8.08 9.59 4.04 7.57 
44 1.01 3.03 1.01 1.51 
45 / / / / 
46 / / / / 
47 59.59 52.02 60.60 64.64 
48 1.51 4.54 4.04 2.02 
49 / / / / 
50 28.78 30.30 28.28 23.73 
51 / / / / 
5 6 7 
/ / / 
/ / / 
/ / / 
/ , / / 
/ / 100.00 
/ 1.51 / 
6.06 7.57 / 
2.52 0.50 / 
/ / / 
/ / / 
54.54 58.58 / 
4.04 1.51 / 
/ / / 
32.82 30.30 / 
/ / · / 
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TA 8-3.4.3 
r=· ILE D ·· :-·: l ïE.ï-lTE: _ .. -, [ E.N TRAtJ S 1T1 otJ] 
0 l * 
1 -~: '* 
2 44 ******~*~* 
8 139 ************************~~~*~~*~* 
4 58 ************** 
'.'S 1 .-, **-r.· 
b 1 * 
- M oN1,ofl..1N 6 -1..-
() 2 * 
i 15 ****·* 
2 165 *******************~*******~-~~******************** 
J 16 ***** 
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TAB-3.4.5 
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0 96 ***************************** 
i 102 ******************************* 
F'ILE [!·•· ,;TTErHE 4..:- LDISK ~EsvJR.C.€ f><>ùNI> 
~vaue.J 
0 182 ***********~****************~0************************* 
1 13 **** 
2 2 * 
é:, 1 * 
-f10 N1ioP-1N6 -2 -
3 - 34 
3.5. ETUDE DES VARIATIONS DU TEMP D'EXECUTION. 
Nous avons finalement essayé de préciser omment variait 
la durée d'ex&cution du programme de monitoring en fonc-
t ion de la charge du système et du type de charge du sys-
tèm. 
Noue avons, pour cela, envisagé trois types de charge : 
a) un programme simulant une séquence de tâches inter-
actives - ce qui v constituer une charge réaliste 
du système (%B3). 
b) un programme ne requérant que la resource CPU - ce 
qui va constituer une charge non réaliste du système 
(%L8). 
c) un programme ne réalisant que des I/~ disques ce qui, 
également, constitue une charge non réaliste du sys-
tème (%L9). 
On a tout d'abord effectué des mesures du temps 
d'exécution sur le programme %LB (version initiale 
du programme de surveillance). On a modifié ce 
programme en ajout ant : 
1) une procédure d'observation du temps. 
2) une procédure contr8lant la charge du système 
et effectuant pour chaque charge, dix mesures 
du temps d'exécution (temps d'extraction et 
temps d'analyse). 
Cette version modifiée du programme de surveil-
lance est référencée %L7. 
Les résultats concernant une charge du système cons-
tituée par le programme %B3 sont r s emblés dans 
le tableau TAB - 3.5.1. La signifi t ion des dif-
férentes colonnes de ce tableau est la suivante: 










bre de partitions actives. 
temps d'extraction exprimé en ticks 
temps d'extraction exprimé en sec. 
temps d'analyse xprimé en ticks. 
temps d'analyse exprimé en sec. 
temps total d'exécution en ticks, 
calculé en faisant la somme des 
c lonnes 2 et 4. 
colonne 7: temps total exprimé en secondes. 
TAB - 3.5.2. est relatif aux mesures effectuées 
avec une charge constituée par le programme %LB et 
TAB - 3.5.3 pour le programme %L9. 
Ces résultats sont illustrés par 1 s graphiques ré-
férencés fig - 3.5.1., fig - 3.5.2. et fig - 3.5.3. 
On peut observer la mime tendance sur chacune des 
figures. L'absence de variation du temps d'exécu-
tion, lorsque la charge du systèm est essentiel-
lement orientée accès disque, est surprenante. 
L'explication que l'on peut donner à ces mesures 
est la suivante : on peut considérer que le système 
3 - 35 
voit sa charge constituée d'une part d'un program-
me de surveillance essentiellement "CPU Bound11 et 
d'autre part d'un programme de la charge qui, lui, 
est essentielleiiiënt "I/Si disk bound". 
En effet, le ystème MUMPS-11 est dessiné pour 
privilégier le travail qui effectue une E/S disque 
et pour ce faire, on a créé la paire de files d'at-
tente (SHORT QUEUE/DISK I/Si BOUND QUEUE) dont la 
politique d'occupation est la suivante : 
a) le job pour lequel une E/S disque est en train 
d 1 8tre réalisée, est placé en DISK I/Si BOUND QUEUE. 
b) Lorsque cette E/S disque est terminée, le job 
est ·placé en SHORT QUEUE (qui est la file 
d'attente de plus haute priorité) de manière 
à ce que le job puisse continuer l'exécution 
des instructions qui suivent l'E/S disque. 
c) Lorsque le job est placé en SHORT QUEUE, le 
système laisse la DISK I/Si BOUND QUEUE dans 
un état non utilisable pour le cas où une ins-
truction d'E/S suivrait celle qui vient d'&tre 
terminée. 
Il est dès lors clair qu'il ne peut jamais y avoir 
plus de 1 job dans chacune de ces files d'attente. 
Aussi, pour la charge envisagée, le processeur par-
tage son oontr8le entre le pro~ramme de surveillance 
et le programme de la charge qui se trouve en SHORT 
QUEUE. Le processeur "voit" toujours la m&me chose 
qu'il y ait 1 ou? partitions occupées. 
Ce qui n'apparatt toutefois pas explicable, c'est 
le fait que le temps d'analyse (et dès lors l e temps 
total d'exécution) diminue lorsque la charge du sys-
tème augmente. 
Quant à la très forte augmentation du temps d'an lyse 
dans le cas de la charge 11CPU ONLY", elle est com-
préhensible par le fait que le programme de surveil-
lance et les programmes de la charge sont des con-
currents de m8me poids pour l'obt ention du contr8le 
du pr ocessuer . Dans ces conditions, en effet, seules 
les 2 "WAIT QUEUE" sont occupées par tous les jobs · 
dans le système. 
3.5.2. On a ensuite effectué l a mime série de mesures avec 
le pr ogramme %L2 auquel on a apporté les modifica-
tions décrites en 3.5.1. 
Cette version modifiée de l'extracteur s'appelle 
%L6. Les résultats rassemblés dans TAB -3.5.4., TAB-
3.5.5. et TAB - 3.5.6. sont présentés dans le m8me 
ordre que oeu de la mesure précédente. 
Ces résultats sont illustrés par les graphiques ré-
férencés fig - 3.5.4., fig - 3.5.5. et fig - 3.5.6. 
La fig - 3.5.4. présente les mimes variations que 
fig - 3.5.1., ce qui est normal puisque l'extrac-
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Pour fig - 3.5.5., on peut expliquer les mesures 
obtenues pour le stockage (qui nécessite deux I/~ 
disque) dans un système chargé "DISK ACCESS 0NLY11 
de la mime manière que pour le temps d'analyse 
dans un système chargé 11CPU 0NLY 11 • En effet, ar-
rivé dans l'exécution de la procédure de stockage, 
le programme est mis sur pied d'égalité vis-à-vis 
de tous les autres programmes de la charge et doit 
transiter par les files d'attente "DISK RES0URCE 
B0UND QUEUE" (très occupée dans une charge ttDISK 
ACCESS 0NLY11 ) "DISK I/~ B0UND QUEUE" ttSH0RT QUEUE" 
pour terminer son exécution. 
Pa contr, %L6, plongé dans une charge t.tCPU 0NLY" 
apparaîi, avec ses deux I/~ DISK, comme une tlche 
interactive parmi des tâches 11CPU B0UND11 • 
2 3 4 5 6 ? 
29.22 0.584 199.66 3.993 228.88 4.577 
35.00 0.700 219.33 .4.386 254.33 5.086 
37.88 0.757 234.88 4.697 272.76 5.455 
37.88 0.757 255.22 5.104 292.10 5.862 
44.44 o.888 279.77 5.595 324.21 6.484 
47.55 0.951 293.33 5.866 340.88 6.817 
53. 1.060 325. 00 6.500 378.00 7.560 
2 3 4 5 6 7 
29.55 0.591 200.00 4.ooo 229.55 5.591 
31.88 .637 202.77 4.055 234.65 1~.693 
31.44 0.628 192.00 3.840 223.44 4.468 
31.66 0.633 181.55 3.631 213.21 4.264 
31.77 0.635 173.55 3.471 205.32 4.106 
31.55 0.631 157.33 3.146 188.88 3.777 
31.66 0.633 145.77 2.915 177.43 3.548 
TAB - 3.5.2. 
2 3 4 5 6 7 
32.22 o.644 208.77 4.175 240.99 4.819 
57.77 1.155 395.00 7.900 452.77 9.055 
41.44 0.828 559.66 11.193 601.10 12.022 
86.88 1.737 638.33 12.766 725.21 14.504 
113.55 2.271 894.11 17.882 1007.66 20.153 
- ----------- ~ 
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1 2 3 4 .5 6 7 
1 24.44 o.488 46.55 0.931 70.99 1.419 
2 25.22 0.504 49.44 0.988 74.66 1.493 
3 30.11 0.602 51.44 1.028 81.55 1.631 
4 32.66 0.653 62.66 1.253 95.32 1.906 
5 30.55 0.611 70.88 1.417 101.43 2.028 
6 36.83 0.736 70.00 1.400 106.83 2.136 
7 38.33 0.766 82.88 1.657 121.21 2.424 
TAB - 3.5.4. 
1 2 3 4 5 6 7 
1 23.66 o.473 32.88 0.657 56.14 1.122 
2 25.33 0.506 54.55 1.091 79.88 1.597 
3 25.44 0.508 482.88 - 9.6.57 508.32 10.166 
4 25.55 0.511 712.33 14.246 737.88 14.757 
5 25.00 0.500 968.11 19.362 993.11 19.862 
6 26.00 0.520 1216.88 24.337 1242.88 24.857 
7 2.5.44 0.508 1487.77 29.755 1513.21 30.264 
TAB - 3.5.5. 
1 2 3 4 5 6 7 
1 20.33 o.406 46.44 0.928 66.77 1.335 
2 35.11 0.702 74.66 1.493 109.77 2.195 
3 .50.00 1.000 100.00 2.000 1.50.00 3.000 
4 65.11 1.302 136.44 2.728 201.55 4.031 
5 80 . 00 1.600 153.22 3.064 233.22 4.664 
6 96.11 1.922 178.33 3 • .566 274.44 5.488 
7 110.66 2.213 244.33 4.886 354.99 7.099 
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3.6. RESULTATS PARALLELES. 
3.6.1. Dans cette première par tie, on va décrire les infor-
mations issues des expériences présentées dans ce 
chapitre. Ce complément concerne le système des files 
d'attente. Pour chaque expérience de ce chapitre où 
il y a un prélèvement de temps, on a inclus les entrées 
SYSTAB + 30 s nombre de ticks restant da ns la tranche 
de temps courante. 
SYSTAB + 31 : nombre de ticks attribués à la tranche 
de temps courante • . 
Cela, dans l e but d~profondir la compr,hension du 
système des f iles d'attente. 
J.6.1.1. Le premier point que l'on a eu à éclaircir se situe 
dans les tableaux TAB-3.2.2. et TAB-3.2.3. (co-
lonne S30) où on constate que, seul dans la machi-
ne et une fois une grande tranche de temps épuisée, 
SYSTAB + 30 n'est plus remis à jour pour une nou-
velle décrémentation. 
La réponse à cette question est la suivantes 
·a) l'interpréteur génère une interruption pour dé-
clencher la procédure "TIMEUP" (voir appendice C). 
b) la routine "TIMEUP" teste tout d'abord si l' 
utilisateur dispose encore de temps. S'il n'y 
a plus de temps , avant de faire un "SWAP OUT" 
de l'utilisateur, la procédure consulte l'entrée 
154 de SYSTAB qui indique le nombre d'utilisa-
teurs en attente du procea eur. S'il n'y a aucun 
client en attente, le contrôle est rendu à l' 
interpréteur. 
c) Etant donné qu' ainsi on évite la séquence "SWAP 
OUT" / "IDLE LOOP" / "SWAP IN" et que c'est au 
coure de la procédure "SWAP IN" que sont initia-
lisées SYSTAB + )0 et SYSTAB + 31, il est dono 
normal que SYSTAB + 30 reste à zéro une fois la 
première grande tranche de temps écoulée. 
).6.1. 2. ·1e second point que l'on a observé concerne l'entrée 
SYSTAB + 31 (colonne S31) du tableau TAB-3.).4. 
Il semble qu'un job qui a perdu le contrôle à la 
suite de la prise en charge d'une interruption par 
le processeur, et qui disposait d'une grande tran-
che de temps au moment de l'interruption, r epasse 
par la séquence " HIGH WAI T QUEUE" / "MEDIUM· WAIT 
QUEUE"/ "LOW WAIT QUEUE" lorsqu'il reçoit à nou-
veau le contrôle du processeur. 
On peut comprendre cette politique si on vel.lll pri-
vilégier le j ob interrompu vis-à-vis de toue les 
autres. D'autre part , si on se replace au niveau 
du programme de surve illance, cette politique dété-
riore d'au tant plus l'unici té du système. 
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3.6. 1.3. · Le troisième point observé concerne la valeur de 
la tranche de temps attribuée au job qui provient 
de la "SHORT QUEUE" • 
Dana la documentation relative au système MUMPS - 11, 
il est indiqué que cette valeur est de 1 tick. 
En fait, on a constaté que cette valeur est de 4 
ticks. 
).6.2. Dans cette seconde partie, on tentera de quantifier les 
différentes façons d'envisager le prélèvement du temps. 
3.6.2.1. Un job (fa15) a effectué l'observation du temps qui 
s'écoulait par rapport à lui. 
Les prélèvements étaient stockés dans l'espace de la 
partit i on qui était assigné à ce job. 
On a obtenu, en moyenne, 2o prélèvements par seconde. 
3.6.2.2. Un job (%1,4) a réalisé le même travail en sortant 
chaque prélèvement sur imprimante. On a obtenu, en 
moyenne cette fois, 2 prélèvements par sec o de. 
3.6.2.3. Un job (%B1) a effectué à nouveau le même travail en 
envoyant chaque prélèvement sur disque. On a ainsi 
obtenu en moyenne 4 observations par seconde. 
3.6.2.4. C'est évidemment l'observation du temps avec stocka-
ge dans l'espace de la partition, qui est le procédé 
le plus riche. Ce procédé impose toutefois une limi-
ta (taille de la partition) très s tricte aux prélève-
ments du temps. 
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CH API T RE IV : 
----------------------
EVALUATION DU SERVICE RENDU PAR 
................................ 
LE SYSTEME MUMP S - 11 
..................... 
4.1. Introduction. 
4.2. Mesur e du temps de réponse. 
4.3. Rôle de la méthode d'accès 
à la "data base" MUMPS - 11. 
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4.1. Introduction. 
Dans CQtte seconde partie du travail, on va plus spéciale-
ment s'attacher à l'évaluation du service rendu par un sys-
tème TIME-SHARING [-1!]. 
Tout d'abord, dans cette introduction, o a e s sayé de déter-
miner un ensemble non limitatif de caractéristiques d'un 
système Time-Sharing. 
Cet ensemble de caractéristiques peut être agencé selon la 
structure hiérarchique suivante : 
4.1.1. Access i bilité : 
Pour cette caté gor ie, on désire mettre en é vi dence ce 
qui qualifie et quantifie l'accès à une installation 
orientée Time-Sharing. On distingue à cet effet: 
4.1.1.1. La disponibilité que l'on peut caractériser par: 
- le temps de fonctionnement de l'installation 
("useful up-time"). 
- La probabilité d 'un succès lorsqu'on désire 
entrer en communication avec la machine pen-
dant le temps de fonctionnement de l'instal-
lation. 
4.1.1.2. Les moyens dont on dispose pour approcher la ma-
chine. Ces moyens peuvent être caractérisés com-
me suit : 
- le nombre de t ypes de terminaux acceptés par 
l a machine. 
- La disponibilité de ces terminaux que l'on 
peut mo urer par le temps d'attente pour le s 
utili ar . 
4.1.2. ~~~-facilités_d'emploi : 
Pour cette catégorie, on veut faire apparaitre les 
éléments qui sont susceptibles d'augmenter la quali-
té de l'installation et du service rendu. 
4.1.2.1. D'une manière générale, la qualité du service 
re ndu sera fonction de l'exi stence de : 
- facilités d'édition. 
- facil i tés de travail en mode "BATCH". 
- "debugging aida". 
- facilités de manipulation de la"data base! 
4.1.2.2. La qualité du service dépend également du temps 
de réponse as socié à différentes requêtes d'uti-
lisateurs. 
4.1.2.). La qualité de l'installation peut être mise en évi-
dence par la répartition des types d'utilisateurs 
dont l'installation peut s'accomoder et la variété 
d'utilisations offerte par l'installation. 
4.1 . 2 .4. Cette caractéristique très subjective que l'on pour-
rait intituler "Humàn Interfa ce" met également en 
évidence la qualité d'une installation. Il s'agit 
du temps nécessaire à un utilisateur pour comprendre 
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le système et pour l'interprétation des divers 
incidents pouvant survenir au cours d'un jour-
née de travail. 
4.1.3. La_~estion_de_l'installation_: 
La qualité offerte pour la gestion de l'installation 
englobe les points suivants: 
4.1.).1. La détermination du coût d'utilisation des "faci-
li ties" offerte par le système. 
4.1.3.2. Les possibilités de contrôle, pour le "manager" 
de l'installation, des a cc ès aux divers mécanis-
mes et ressources de l'installation. 
La p·ossibili té de comp tabiliser ces diverses 
utilisa tians. 
4.1.3.3. L'extensibilité da l'installation qui peut ~tre 
caractérisé par la mesura Qe la capacité courante, 
la facilité de modifier le software et la possibili-
té d'exécuter ce qui existe sur un hardware modifié. 
4.1.).4. La maintenance qui sera qualifiée par une mésure 
de la fiabilité de l'installation (nombre moyen de 
pannes par unité de tamps) et par la mesure du 
temps moyen nécdssaire à la réparation des pannes. 
·Ces trois catégories générales fournissent un moyen raison-
nable (pas nécessairement le seul) de grouper les caractéris-
tiques d'un système Time-Sharing. · 
La mesure de· ces critères d'estimation dépend de la manière 
selon laquelle est utilisé le système Time-Sharing. 
Le paragraphe 2 du présent chapitre sera consacré à la mesure 
du temps de réponse d'un accès disque pour diverses charges 
du système et pour diverses valeurs de la tranche de temps 
et le paragraphe 3 traitera de la manipulation de la data base 
MUMPS-11. 
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4.2. Mesure du temps de réponse. 
Ce paragraphe est consacré à la relation de s ésultats des 
mesures du temps de réponse effectuées dans le contexte 
MUMPS-11. La ressource disque étant la plus importante pour 
le système MUMPS-11, on a choisi la mesure du temps de ré-
ponse à un accès disque. A cet effet, on a construit une 
variable globale t REP à 4 niveaux ( 1 élément par niveau/ 
l'élément à accéder). L'accès à la donnée du niveau 1 sera 
nommé par la suite type d'accès 1, de même on aura, pour le 
niveau 2, la type d'accès 2, pour le niv~au 3, le type d'ac-
cès 3 et pour le niveau 4 , le type d'accès 4. 
Cette mesure de temps de réponse a été effectuée pour chaque 
charge du système (nombre de partitions actives) pour dif-
férent types de charges et pour différentes valeurs de la 
tranche de temps standard. Le programme fo134 a été écrit à 
cet effet. Ce programme effectue un certain nombre de fois 
la même mesure de temps de réponse pour différents types 
d'accès et différent es valeurs de la charge du système. 
Le programme %B4 contrôle la charge du système en effectu-
ant, le moment voulu, le "ST ART" du programme qui va cons-
tituer la charge du système. 
4.2.1. Les deux premiers essais de mesures ont été peu signi-
ficatifs. En effet, la charge utilisée pour ces mesures 
avait été construite sur le principe d'une utilisation 
des ressources disque et CPU. 
4.2.1.1. La première c hdrge 
1.10 F ::J ~ 1: 1: lo 
-t. ~o F J ~ 1 : 1 : S"• 
,i, ~o ~ 1 €, '1.'L 
utilisée fut la suivante: 
~ be A {.,J- ) = t A C.J) ( '1, 1, J ) 
1:l2 
2.l• j T:/T, A::4\J{f1b1J)+21}/1ot>~l.iS'1' le>.# 
2.'l.o s &:.$"(i~c" .. ) .... ~.)l•oo~2.s-r~,o~) e::JvOvttyJ-,.30) 1.• "4:>o 1t loo 
Les résultats des mesures (qui ne se sont pas pour-
suivies au délà de la charge 4), effectuées seule-
ment pour le type d'accès 1, sont les suivants: 
X= charge du système (nombre de partitions actives) 
Y= temps de réponse en (sac / 100) 
X 1 2 3 4 
y 18.60 42.70 89.42 235.92 
4,2.1.2. La seconde charge utilisée fut la suivante : 
A. '2.• f :1:. 1: ldo ~ bCA (3):;. tAcb(.-1 ;-1 J J) î) 'J. 
~-~ ij 2 G-1,l. ) 
2..1~ S T~4T I A:4v ($,1(~11}t2S /100 2- 2SS-,. lo. · 
2, 2.o .S 8: f '1 ( ~ 1/ {4'1) + 3o )/10• i. 2.SS' * lat> 1 C:: /v/~v/y'(-,. /2.r,oo ->t too 
Las résultats obtenus pour le t ype d'accès 1 sont 
les suivants: 
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X 2 3 4 5 6 7 8 
Y 18.30 51.60 248.10 495.80 721.96 973.26 1205.40 1447.3b 
4.2.2 . Les résultats du paragraphe précédent na correspondant 
à rien de ce qui avai t pu être observé pour MUMPS-1 1 
on a alors décidé de modifier le principe de construc-
tion de la charge. Etant donné que MUMPS-11 a été con-
çu pour un mode de travail interactif, on a cherché à 
simuler l'essentiel d'une tâche interactive, à savoir 
la séquence QUESTION/ATTENTE-REPONSE/TRAITEMENT DE LA 
REPONSE . 
La "question" était représentée par un accès disque 
l' 11 Attente - Réponse" par une commande RANG, et le 
" Traitement de la réponse 11 par un traitement essentiel-
lement " CPU BOUND". 
On a ainsi écrit trois programme destinés à réaliser 
la charge du système. 
a) le programme %B3 , i sera référencé par la suite 
" charge de type A" . 
b) Le programma fcM8: "charge de type B". 
c) La programme '.f'oM9: "charge de type C". 
Pour tester la réalité de ces charges, on les a sur-
veillées à l'aide de la chaine de programmes %!,2, foL3, 
LB2, LBO, LB1, LB3, LB4. . 
Les résultats présentés dans les tableaux référencés 
TAB ~ 4.2.10, TAB - 4.2.11 . et TAB - 4.2.12. ont été 
comparés avec les résultats de la surveillance à la 
Banque de Bruxelles qui sont considérées comme repré-
sentant la réalité. Ces résultats sont présentés et 
décrits en appendice A et les colonnes des tableaux 
référencés ci-dessus ont la même signification que 
celle des tableaux décrits dans l'appendice A. 
C'est le p ~ogramme %B3 qui semble le plus s ' approcher de 
• cette réalité. C'est le programme qui a été utilisé 
pour toutes les expériences nécessitant une charge du 
système. 
4.2.2.1. On a effectué 5 exécutions du programme faB4 pour 
les valeurs (4,5,6,7,8 ticks) de la tranche de 
temps standard. La charge était constituée du pro-
gramme %B3. Les résultats de ces expériences sont 
présentés en TAB - 4.2.1., TAB - 4.2.2., TAB -
4.2 . 3. , TAB - 4.2.4. et TAB - 4 .2.5. et sont il-
lustrés par les graphiques référencés fig - 4.2.1., 
fig - 4 . 2.2., fig - 4.2.3., fig - 4.2.4. et fig -
4.2.5 . On peut constater qu'il n'y a pratiquement 
pas de différence entre le type d'accès 3 et 4. 
De plus, on constate que pour la valeur 7 de la 
charge, la valeur du temps de réponse n'est pas 
modifiée quelque soit la valeur de la tranche de 
temps et quel que soit le type d'accès envisagé. 
4.2.2.2 . On a ensuite reconstitué ces tableaux de manière 
à mettre en évidence une éventuelle variation du 
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temps de réponse en fonction de la valeur de la 
tranche de temps. Le type d'accès devient ainsi 
le paramètre du tableau. Les résultats sont pré-
sentés dans TAB - 4.2.6., TAB - 4.2.7., TAB -
4.2.8. et TAB - 4.2.9. et sont illustr és par les 
graphiques référencés fig - 4.2.6., f i g - 4.2.7., 
fig - 4.2.8. et fig - 4.2.9. 
Ces figures montrent qu'il n'y a aucune relat i on 
entre le temps de r éponse et la valeur de la tran-
che de temps standard. 
4.2.2.). On a enfin voulu vo i r les variations du temps de 
réponse en fonct i on du type de charge. On a fixé 
à 5 ticks la val eur de la tra nche de temps stan-
dard et on a exécut é• le programme foB4 pour les 
charges de type A,B et C. Les résultats de ces 
expériences sont présentés dans TAB - 4.2.13., 
TAB - 4.2.14. et TAB - 4.2.15. et sont illustrés 
par fig - 4.2.13., f ig - 4.2.14., f ig - 4.2.15., 
et fi g - 4 .2.1 6. 
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4.3. Rôle de la méthode d'accès à la "data base" MUMPS-11. 
La variable gl obale t REP utilisé au paragraphe précédent 
était très simple. On peut dira, en effet, qu'à chaque ni-
veau de la variable, il fallait accéder à un seul bloc disque. 
C'est le cas (la structure) optimum. En réalité, cette struc-
ture optimale est rarement atteinte. 
De plus, on dispose de deux types de référence aux données 
d'une variable globale. 
Dans ce paragraphe, on va tout d'abord présenter la structure 
logique et physique des variables globales. Les duex méthodes 
d'accès à une variable globale . .. :Ensuite, on présentera un cas 
d'utilisation efficace de la référence nue [6 ), et ensui te une 
solution au problème de la concurrence pour 1 accès à la "data 
base" MUMP S-11 • 
4.3.1. Dana ce paragraphe, on va décrire succinctement la 
structure des variables globales et leurs accès. 
4.3.1.1. Structure_logique_et_physique_des_variables_globales. 
Le disque est divisé en zones physiques de stockage 
appelées blocs. Chaque bloc est spécifié par une 
zone adresse . Lorsqu'un bloc supplémentaire est né-
cessaire, un bloc continuation est alloué par le 
système . Ce bloc est aussi spécifié par une zone ad-
resse vers laque pointe le contenu du pointeur/con-
tinuation. Cette suite de blocs reliés entre-eux 
cpnstitue une chaine. Chaque niveau d'une variable 






- .- ,.. 
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La figure 2 montre l'organisation logique des 
données à chaque niveau. En réalité, à l'in-
térieur d'un bloc ou d'une chaine de blocs, 
l'ordre logique et l'ordre physique ne coïnci-
dent pas nécessairement. 
Cela ne constitue pas un inconvénient, le type 
d'accès est finalement décidé par le program-
meur qui possède pour ce faire, 2 fonctions z 
a) SH(IGH] qui permet l'accès aux: données 
dans l'ordr~ logique. (MUMPS-11 recherche 
dans la chaine de blocs, l'indice qui juste 
au-dessus de celui spécifié en argument). 
b).SQ[UERY] qui permet l'accès aux données 
dans 1 1 ordre physique. (MUMPS-11 renvoie 
simplement l'indice qui suit physiquement 
de lui spécifié en argument). 
Enfin, pour compléter l'organisation physique 
d'une variable globale sur disque, il reste à 
préciser 2 choses: 
a ) A tous les niveaux autres que le plus bas, 
une entrée dans un bloc contient, outre la 
valeur de l'indice· et d'éventuelles données, 
un pointeur dont le contenu est l'adresse du 
bloc adresse du bloc de tête de la chaine 
correspondant au niveau immédiatement infé-
rieur. 
b) L'information relative au niveau O d'une va-
riable globale ~st contenue dans une entrée 
d'un bloc ou d'une chaine de blocs, appelée 
"Directory". Le "directory" contient les 
informations relatives à to tes les variables 
globales. 
En résumé, la figure 3 présente l'organisation phy-
sique associée à la structure logique présentée dans 
la figure 2. 
4.).1.2. Accès_physique_des_variables_~lobales. 
Le moyen d'accéder aux éléments d'une variable glo-
bale est différent selon que l 'on utilise la ré-
férence globale ou la référe nce nue. 
a) Accès par l'intermédiaire de la référence globale. 
Apriori, on peut dire que lorsque MUMPS-11 
exécute une référence globale, il doit trans-
férer dans la mémoire centrale au moins un 
bloc par niveau logique. 
ex.: supposons une variable globale à 1 ni-
veau. Supposons de plus qu'il y ait beaucoup 
de variables globales définies dans le sys-
tème et que précisément, la variable globale 
envisagée soit dans le troisième bloc conti-
nuation du directory. Supposons aussi que cette 
variable globale ait 30 entrées tenant sur un 
4 - 9 
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bloc et que 5 seulement soient intéressantes 
pour la suite des opérations. En utilisant la 
référence globale, il faudra réaliser 100 accès 
disques pour obtenir 5 données (en moyenne). 
b) Accès par l'intermédiaire de la référence nue. 
Rappelons qu'une référence nue doit toujours 
succéder à au moins une référence globale 
et que, lors de l'exécution de cette réfé-
rence globale, un "Naked indicator" (voir 
appendice D) est rempli avec toutes les in-
formations n8cessaires à la définition com-
plète d'une référence nue. 
Physiquement, MUMPS-11 réalise cela au moyen 
de : 
a) l'adresse du bloc de tête du niveau 
atteint lors de la dernière référence 
gl obale. 
b) l'adresse du bloc qui était dans la 
mémoire centrale au moment de l'exé-
cution de cette référence globale. 
4,3.2. L'utilisation de la "Naked syntax" pour accéder à une 
variable globale relativement bien structurée peut 
permettre des améliorations du temps de répon e allant 
jusqu'à un facteur 10. · 
Prenons, pour exemple, la situation raisonnable de don-
nées de recensement relatif à 100 personnes dont 7 sont 
âgées de 30 ans. 
Supposons de plus que les données concernant une per-
sonne, tiennent sur un bloc. 
- Problème : co~bien de blocs doivont être accédés 
pour obtenir les informations concernant la popu-
la tian âgée de 30 ans. 
- Envisageons deux: manières possibles de structurer 
la variable globale. 
Structure 1. 
C..U ftl N [ DE. lo., bl_, c.i... 
,, ' 
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Structure 2. 
2 .bL,c..s 
Pour la structure 1, les données concernées sont 
réparties de façon équiprobables sur 101 blocs. 
Pour la structure 2, les données ne sont plus ré-
parties que sur 10 blocs. 
Si on effectue une référence nue à une donnée de 
la variable globale ayant la structure 1, on aura: 
- 1 accès au bloc "directory". 
- 1 recherche dans la chaine de 100 blocs du ni-
veau 1 dont on peut estimer qu'elle va coater 
en moyenne[1~0 + -5]= 50.5 blocs à accéder. 
Les informations relatives au 7% de la -population 
âgée de 30 ans va ainsi coater en moyenne 
'*l1~0 + . 5] + 1 = 354 . 5 blocs disques à accéder. 
Si on effectue une référence nue à une donnée dans 
la structure 2, on a: 
- 1 accès au bloc du directory. 
- 1.5 accès au bloc du directory. 
- 1 recherche dans la chaine de 7 blocs du niveau 
2 ce qui, en moyenne, coüte 
[ ~ + -5]= 4 blocs à accéder. 
L'obtention des informations relatives aux 7% de la 
population âgée de 30 ans coütera maintenant: 
Îtt f J + • 5] + 1. 5 + 1 = 30. 5 blocs disque à 
a ccéder. 
4. 3. 3. L'utilisation de la "Nakad reference" n'est pas toujours 
sans danger dans l'implémentation du système MUMPS-11. 
La preuve est donnée par l'erreur fatale présentée dans 
l'appendice E (paragraphe B). 
D'ailleurs, parallèlement à l'utilisation de la "Naked 
reference" ( qui iÎ présante plus comme une référence 
aveugle), se pose le problème de la concurrence et de 
l'ordre des utilisateurs pour la mise à jour des varia-
4 - 12 
bles globales partageables de la "data base" MUMPS-11. 
En effet, le principe de Time-Sharing complique sé-
rieusement le problème car un utilisateu-r qui a enta-
mé la mise à zone d'éléments d'une var iable globale et 
qui est interrompu en cours de traitement doit pouvoir 
retrouver intacts, les éléments s lesquels il tra-
vaillait lorsqu'il reçoit à nouveau le contrôle du pro-
cesseu~. Ce délicat problème peut être surmonté par une 
convention de programmation pour les divers utilisateurs. 
On peut, en effet, résoudre cette question en utilisant 
l e s programmes des clés de protection dans les program-
mes. Une clé de protection est un ·11 dummy device" que 
l'on assigne avant l'écriture, et qui est libéré une 
fois celle-ci terminée. 
Les "dummy device" de MUMPS-11 sont les entrées 20 à 45 
de la "Device Table" (voir appendice C) et qui sont ré-
férencées "Program Interlocks", dans le "MUMPS-11 Opera-
tor' s Guide". 
Ex.: A 21 sfTsT(1,2,3) = "JOB A" i21. 
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RESULTATS DES MESURES D TEMPS DE REPONSE. 
A, Charge du système exprimée en nombre de partitions actives. 
B s Type d'accès au disque. 
1. Tranche de temps de 4 ticks. 
~ 1 2 3 4 5 6 7 8 
1 22.44 25.48 31.04 41.32 54 .08 72. 76" 90.08 95.04 
2 24.48 32.04 36 .12 42.88 60.56 82.60 95.00 112. 52 
3 27.36 32.04 39. 36 48. 56 63.32 83.96 94.88 116. 24 
4 27.28 34.40 44. 76 57.96 62.60 89.08 95.36 118. 60 
TAB - 4 .2 .l . 
2. Tra nche de temps de 5 t i cks . 
~ . 1 2 3 4 5 6 7 8 
1 18.68 26. 12 32.20 44. 56 55.20 73.76 93.36 95.84 
2 22 . 36 28.60 42.20 46.96 63.96 78. 52 95.92 107.08 
3 26.04 32.44 39.60 51. 16 65.16 88.80 94.96 114. 72 
4 27.88 34. 76 40.24 53.24 63.96 92.60 96. 72 122.00 
TAB - 4 .2.2. 
3. Tranche de temps de 6 t i cks. 
~ 1 2 3 4 5 6 7 8 
1 18. 76 25.40 35.40 41. 60 55.16 71.36 95.36 94 .60 
2 22.44 30.56 40.44 49.36 60.96 79.56 95.60 108.76 
3 26.04 34 .28 39.68 55.44 61.72 87.08 95.04 120.08 
4 27.88 33. 12 42.44 48.80 66.92 84 .48 96.88 121.36 
TAB - 4 .2.3. 
4. Tranche de temps de 7 ticka. 
~ 1 2 3 4 5 6 7 8 
1 18.28 24.64 32. 52 44 .04 58. 68 73.16 95.1 6 96.12 
2 24.44 30.56 39.24 4 7. 16 61.00 78.96 94.12 111. 60 
3 25.44 31.24 40. 64 49.28 60.12 83.92 94 .88 122.64 
4 27. 12 32.80 42. 80 55.76 64. 52 84. 12 94.44 122.44 
TAB - 4 .2.4. 
5. Tranche de temps de 8 ticka. 
~ 1 2 
1 20.36 25.36 
2 24.56 35.04 
3 27 .48 33.88 
4 27.24 35.44 
3 4 5 6 
36.20 45.24 52 .64 74.76 
36.92 44.00 63.24 78.52 
39.72 48.32 62 . 92 90 .44 
42. 40 52 .40 64 .36 83.52 
TAB - 4.2.5 . 
+ + + + + + 
+ + + + + 






A: Charge du système expr imée en nombre de partitions ~actives. 
B: Valeur en nombre de ticks d'und tranche de temps standard. 
1. Type d'accès 1. 
~ 1 2 3 4 5 6 7 8 
4 22.44 25.48 31.04 41.32 54 .08 72.76 90 .08 95.04 
5 16.68 26 .12 32.20 44 .56 55 .20 73.76 93.36 95.84 
6 18.76 25 .• 40 35.40 41.60 55 . 16 71.36 95.36 94.60 
7 18.28 24.64 32.52 44.04 58 .68 73. 16 95.16 96.12 
8 20 .36 25.36 36.20 45.24 52.64 74.76 93 .16 95.36 
TAB - 4.2.6. 
2. Type d 'accès 2. 
~ 1 2 3 4 5 6 7 8 
4 24.48 32 .04 36. 12 42.88 60 .56 82.60 95.00 112. 52 
5 22 .36 28.60 42.20 46.96 63 .96 78 . 52 95.92 107.08 
6 22 .44 30.56 40.44 49.36 60.96 79.56 95.60 108.76 
7 24.44 30.56 39.24 47.16 61.00 78.96 94.12 111 • 60 
8 24 .56 35.04 36. 92 44.00 63 .24 78. 52 94.28 108.48 
TAB - 4 .2.7. 
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3. Type d'accès) . 
~ 1 2 3 4 5 6 7 8 
4 27.36 32 .04 39.36 48.56 63 .32 83.96 94.88 116. 24 
5 26 .04 32.44 39. 60 51.44 65 . 16 88.80 94.96 114. 72 
6 .! 6. 04 43 .28 39.68 55.44 61.72 87.08 95.04 120.08 
7 25 .44 31 .24 40.64 49.28 60 .12 83 .92 94 .88 122.64 
8 27.48 33 .88 39.72 48 .32 62 .92 90.44 95.16 122.00 
TAJ3 - 4 ,2.8. 
4. Type d'acc ès 4. 
~ 1 2 3 4 5 6 7 8 
4 27.28 43. 40 44.76 57.96 62 . 60 89 .08 95.36 118. 60 
5 27.88 34 . 76 40.24 5.3.24 63.96 92.60 96.72 122.00 
6 27.88 33 .12 42.44 48 . 80 66 .92 84 .48 96.88 121.36 
7 27 .12 32.80 42.80 55. 76 64. 52 89.12 94.44 122.44 
8 27.24 35.44 42.40 52.40 64.36 83. 52 94.36 123.76 
TAB - 4.2.9. 









1/ 1/ 1/ 1/ 1/ 1/ 29 
1/ 30 I I I I 
1/ 
I 32 18. 21 20.15 11.05 23.64 17.44 15. 89 
41 / / / / / 100 / 42 1. 55 1 • 16 0.77 1.16 1. 55 
1/ 
2.32 
43 16.66 22.86 24.41 26.74 29.06 27.5t 
44 10.46 11.62 8.52 6.91 8.91 ~ 7.36 45 
1/. 1/. 1/ 1/. 1/. 1/. 46 ~ 47 I I I I I I 48 1.93 1.55 1.55 1.16 1 .93 ~ 1.55 49 / / / / / / 50 51 . 16 42.63 47.67 40 . 31 41.08 
~-
45-34 
51 / / / / / / 
INTERVALLE DE MONITORI NG : 10 SECONDES . 
DUREE DU MONITORING : 2580 SECONDES (258 EVENEMENTS) (43 minutes). 
NOMBRE .»E JOBS ACTIFS : 8 
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ETAT 1 2 3 4 5 6 1 
28 ~ ~ ~ j j ~ ~ 29 30 / / / / -/ ~ / 32 13.17 d2.57 9.58 14.97 9.58 14. 37 41 / j / 1/ j 100 / 42 1.79 0.59 j 0.59 43 10.17 7.78 12.57 14.97 7.18 5.38 44 1.19 2.99 1. 19 .1.19 2.39 ~ 2.99 45 1/ 1/ j j j j 46 ~ 47 0.59 0.59 0.59 0.59 0.59 0.59 48 21.55 20.35 20.35 19.16 25.14 ~ 19.76 49 / / / / / / / 50 51.49 55.68 ' 55.08 49.10 55.08 ~ 56.28 51 / / / / / / 
INTERVALLE DE MONITORING a ·10 SECONDES 
DUREE DE MONITORING? s 1670 SECONDES (167 EVENEMENTS) (28 minutes). 
NOMBRE DE JOBS ACTIFS s 8 
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ETAT 1 2 3 4 5 6 7 
28 





1/ 1/ 42 
1/ 
I 43 5.33 9.33 12.66 B.oo 5.33 7(. 39 44 2.66 2.00 / 2.66 2.66 2.00 2.00 45 
1/ 1/ 1/ 1/ 1/ 1/ 46 I 47 I / / / I / I 48 6.66 4.00 7.33 7.33 7-33 7-33 49 / / ~ / / / / 50 74.00 78.00 72.66 74 .66 76.66 72.66 51 / / I / / I / 
INTERVA1LE DE MONITORING i 10 SECONDES 
DUREE DU MONITORING i 1500 SECONDES (150 EVENEMENTS) (25 minutes) 
NOM:BRE DE JOBS ACTIFS : 8 
GARBAGE COLLECTOR : 0 
8 
1/ 1/ 1/ I / / 10.66 1.50 0.60 
/ 12.50 1.00 
/ / / 
4.00 6. 50 0.52 
2.66 2.08 0.16 
1/ 1/ 1/ I I I 6.oo 5.75 0.46 
/ / / 
76 .66 65.66 5.25 
/ / / 
..... 
CO 
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As Charge du système exprimée en nombre de partitions actives. 
BI type d'accès au disque 
1~ CHARGE DE TYPE A. 
~ 1 2 3 4 5 6 7 8 
1 18.68 26 .12 32.20 44. 56 55.20 73.76 93.36 95. 84 
2 22.36 28.60 42:20 46.96 63.96 78. 52 95.92 107 .08 
3 26.04 32.44 39.60 51.44 65.16 86.80 94.96 114.72 
4 27.88 34. 76 40.24 53.24 63.96 92.60 96.72 122.00 
TAB - 4 .2.13. 
2. CHARGE DE TYPE B. 
K 1 2 3 4 5 6 7 8 
1 19:.146 23. 17 25.17 29. 14 32.06 35.28 46.00 50.46 
2 24.50 29.22 33.80 37.97 42.03 44.68 46.50 56.40 
3 25.60 32.24 35.05 37.34 44.30 4,.28 55.70 62.86 
4 27.82 ·34 .11 37.00 39.65 43.90 51.63 56 .35 63. 06 
TAB - 4;2.14. 
3. CHARG~ DE TYPE C. 
K 1 2 3 4 5 6 7 8 
1 i 18.34 21.28 22.85 27.71 32.56 30.16 34.45 42.33 
2 24.92 25. 571; 29.92 32.65 34 .10 40.12 41.65 40.46 
3 25.04 27.88 32 .10 32.85 36.60 41.88 46.35 47.20 
4 27.22 30.24 3}.72 38.34 40.06 46.52 50.90 55.06 
T AB - 4 • 2 • 1 5. 
8 CHARGE OU SYSTEME 
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• Le t r avail qui vient d'être réali sé sur un cas concret, l' a ~té 
de munière à mettre en valeur le p int suivant : "The key to 
performance evaluati.on as well as to systems design is an under-
standing of what systems are and how they work11 (11J. 
Les conclusions techniques du chapitre II et des différents 
paragraphes du chapitre III, ainsi que le contenu de l'appendice 
E en sont autant d'illustrations. . 
Etant donné que MUMPS-11 n'a manifestement pas été conçu et 
dessiné pour permettre la mesure de sa performance,l'éventail 
des mesures réalisables est relativement modeste. Toutefoi s, 
les mesures réalisées sont originales. De plus, l'analyse du 
programme de surveillance, outre qu'il a soulevé pas mal de 
problèmes, a permis de mettre en lumière les interactions 
existantes entre un système d'exploitation et un programme 
d'application • 
• A côté des appréciations techniques présentées au fur et à 
mesure des expériences effectuées dans le cadre de l'évaluation 
de performance,la réalisation de ce mémoire a également permis 
de dégager un certain nombre d'avantages et de limitations 
de MUMPS-11. 
Au rayon des avantages ,on citera notamme nt: 
• la souplesse et la facilité des fonctions destinées à la 
manipulation des "strings " • 
• la programmation modulaire favorisée par la structure du 
langage • 
• les "records" de longueur variable • 
• l'alloca tion dynamique de zon~ de stockage tant sur disque 
qu'en mémoire centrale, qui réalise l'implémentation du 
principe suivant : "data takes only the space that is 
strie tly necessary". 
Quant aux limitations de MUMPS-11, elles peuvent se répartir 
comme suit: 
• la vitesse d'exécution d'un programme interprétatif 
réalisant un traitement essentielleme nt CPU peut êtr~ 
dé gradée d' u n facteur 20 à 1 par rapport au code corres-
pondant gén ' r é par un compilateur. 
Toutefois, peu de programmes font du traitement "CPU bound" 
en mode "on line" dans un contexte de gestion de données. 
Dans un tel contexte, la partie importante d'un travail 
est consacrée au traiteme nt de textes et à la manipulation 
du disque. Dans les langages assembleur ou nécessitant 
l'emploi d'un compilateur ,de telles activités sont implé-
mentées par l' intermédiaire d'une séquence d'appels à des 
routines spécialisées, et dès lors l'utilisation d'un 
interpréteur comme moyen• de générer ces appels aux rou-
tines spécialisées plutôt que la compilation de ces appels 
entraine seulement une petite quanti té d' "overhead proces-
sing" • 
• il n'existe aucun "interlock" hardware ou software pour 
l'accès à la "data base" • 
• la longueur maximum d'un "string" est fixée à 132 caractère. 
Cela étant, l ' impression générale qui prévaut lorsqu'on a eu 
l'occasion de travailler avec MUMPS-11, est celle de facilité 
en ce qui concerne la mise au point de programme d'applications 
et celle de souplesse en ce qui concerne la manipulation de 













Présentation des informations et résultats obtenus à la Banque 
de Bruxelles. 
A. Cette collecte peut se résumer comme suit : 
A.1. Le programme d'échantillonnage sans autre forme de com-
mentaire que la signification du contenu de ses i s-
tructions. 
A.2. Une sortie sur imprimante d la surveillance de la jour-
née du 18/02/75. Un exemple d'une telle sortie est pré-
senté dans le tableau 1. 
A.3. Les tableaux 2,3,4 présentent des moyennes et pourcen-
tages calculés à partir du monitoring du 14/02/75 et 
18/02/75. 
B. Description du tableau 1. 
B.1. Les différentes informations contenues dans une ligne 
de monitoring sont séparées par la délimitation"*"• 
- colonne 1 temps présenté sous forme "heure:minute" 
- colonne 2 nombre de jobs actifs dans 1 système. 
- colonne 3 17: indiquent l'état des partitions 
- colonne 18 
- colonne 19 
- colonne 20 
- colonne 21 
1--. 14. 
état de l'imprimante (device "#= 3). 
état du VIEW Device # 46 (View M mory 
0nly). 
état de la bande magnétique (Device # 47). 
' at du View Device :/J:. 63 (View disk or 
m mory). 
A.1 
B.2. Signification des codes utilisés dans les colonnes 3 - 17. 
- 28 "I/0 hung terminal" 
- 29 "I/0 hung dectape" 
- 30 I/0 hung magtape" 
- 32 "transition state" 
- 't1 En "Run queue" 
- 42 En "short queu" 
- 43 En "disk I/0 bound queue" 
- 44 En "disk resource bound queue" 
- 45 En "ring b ffer resource bound queu" 
- 46 En "256 - word buffer resourc bound queue" 
- 47 En "high priority wait queue" 
- 48 En "medium proirity wait queue" 
- 49 En "low priority wait queue" 
- 50 En "clock queue" 
- 51 En "partition available queue" 
B.3. Convention pour l'état des devices 3,46,47,63. 
Si "oo" alors device inoccupé. 
Si différent de "oo" alors on trouve le numéro de la 
partition à laquelle est assigné le device. 
C. Descri ption du tableau 2. 
Ce tableau concerne la journée du 14/02/75. 
C.1. La colonne O contient les différents ·tats possibles 
dans lesquels on peut trouver une pa i t i on. 
C.2. Les colonnes 1 - 14 contiennent pour chaque état e 
pourcentage des cas où on a trouvé la ·partition dans 
cet état. 
Certaines partitions ont eu des tlches très spécifiques 
à effectuer, ·ainsi : 
- les partitions 2/7/9/10/11 ont r éalisés des tAches 
interactives (saisie de données). 
- La partition 8 a, quant à elle, réalisé des tlches 
pl us orientées "bat ch processing mode". 
- La partition 12 a tratté le programme de monitoring. 
c.3. Dans la colonne 15, l'auteur du programme a voulu mon-
trer comment se classaient les divers états, les uns par 
rapport aux autres, cela, hormis l'état 51 (partition 
disponible) et en essayant de masquer globalement l'in-
fluence de la partition qui exécutait le programme de 
monitoring. 
Le pourcentage calculé à cet effet~ l'a été de la ma-
ière suivante 
A.2 
Nombre total des occurences d'un état ~loO 
[(Nbre de partitions-1)-Nbre tot.des occurences de l'état5~~ 
En fait, cela revient à faire la somme des éléments 
d'une ligne pour les colonnes 1 - 14 du tableau et à 
diviser cette somme par le nombre moyen de jobs actifs 
d'une unité. 
C.4. Dans la colonne 16, on présente le nombre moyen de par-
t it ions que l'on trouve pour chaque état excepté l'état 
41 pour lequel le résultat est trivial et pour l'état 
51 qui se déduit à partir de tous les autres. 
Signalons encore que la somme des éléments de cette co-
lonne est égale au nombre moyen de j obs actifs présenté 
au bas. 
D. Descri ption du tableau 3. 
Ce tableau récapitulatif concerne la journée du 18/02/75. 
Ce tableau est semblable au tableau 2 à ceci près que : 
- les partitions 4/5/6/8/12 ont réalisés des tâches in-
teractives. 
- La partition 10 a effectué des tlches orientées 11bacht 
proceesing mode". 
- La partition 9 a exécuté le programme de monitoring. 
E. Description du tableau 4. 
Ce tableau partiel conc rne également la journée du 18/02/75. 
Ce tableau ne r prend que les partitions auxquelles étaient 
attribuées des travaux de saisie pure. Il s'agissait de voir 
si l'heure de table avait une influence significative sur les 
résultats globaux de la journée. 
A.3 
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l. (il : r I : -:1, -.. '' ' 
i. 1,: l 4'/•.A541. 1C, 
1. 2, .. l .. •:, f ~ : • ( .:J 4) 
1. SC ~ 0,0,0 ~ !-
l ' 4( ~::; ,, .t - ,. ' I (.i _i .I .2 5,;,(,\ .,• 
1. 'S(l ·:; 
1 '51 :::, 1~JYf .. -::~ I < 
1. ~..:.'. _, j~f-1..::-t 
' " ,·. 
.. ~' 
T • 
i. 5:: ·-:; ~1~11;:.::-~,;H*,.;.11+·.h 1 •,., - · r-1• · • ·.,-l- , 
J. .3c; -
l. J,:., I ~-JYj·: i D ... 




l N,J? 1 û r,,. '- U (' " , , 
'=; l"::=- .:(2 u '~ f, ,_I ~ .... ,, 
r ~. 
·••, 21 • •, • I . 
1 t .. ... .:.. .. 
~- 2:2 F 
1 ·~·- [ 
2. :;:':... ···· E ,..... 1 ~ , J 
' C. 
2. ':.'(1 •- T I h-0 f' l !'! t 
r -+. 
.-, 0 -. J= ··, \. rf·:, 1 •. •}x:,:,,,,: 'i:T-i1 H -..'·-1' • l 
·3 1 i.1 .- .. 
_.,. r..., .L .: 
.:.:. '..'!C• ~ ü :i -1- j ::· i-l ,:, ,1. - . :.....:... [l _, 
- ;;:1.i C! 
·::: :, '1 F J= • , . ! .. :i •:. ,: :::,_,_,. 1 (l< .. i ft .,. 
:;,, c:_::;_, [' 4 
·.: •. ;'.(_i .. X"-_1r1, [ 1/:...:,.,(H: [I r:;; 
4 20 F Cr=- . '"> 1. 01 
~ .. (>..2 1 X::·l-,/.:.:: 
5 c:~· 1. .-100 :: 
C' 
-'· 
0 ~; E....:Ei:!X@' , " 
lo. 'i. ') I C! { I ) ? 1 0 ~; C• ( I ,. =·.:, 7>1" l 
é• -~U ·:: E-E1.::.i;! ( I ) ,i •-..-" 
J. (. J (, 
1 o. 20 
A •'.1 .(1. 41':-"'.'4 '.;,1),.J. ;+,1 1 F..'J 






.- ,4 I: t 
~ • ..
' 1 
l i. L 
-· 
" \ 
• - , L . 
. '· / 
- f.4 
... ';:;">\/ '. 
·,·= 1 -
,- •v 








-· ' t t * 
* * t # 4 * t • t 4 • • ~ t 4 t * t * * * 4 t t ~ t 4 
,:-:, •:) t:, , ...:,, •.:, i::, ,. :, .:_:-. ,::, -:,, •.:., ,..:, ,:.:, ,::, .. ,:-, ,.::., () ,::, ··:, ,,:, i:::- ,:, -:-, ,:, ·::, · . .:, ,·:, !:! 
-~• -:') -~:, , .. J ,..:., ,;:, ,·:, •. :, ·.:, C• ·.: , .:_:, .::,, ,.:, •::, •.:, i::., ·:·:, ·::, ,:: , .::, .::, ·.:, ,.::- ,::, .:,, 4,.:, ,-:, 
t 4 4 4 ~ 4 4 4 4 4 t 4 4 4 4 t t i 4 4 4 4 4 * t 4 4 * 
,:, . :, ,:, ,:, i;_:, •:• ,:, r:, --:, -:, ,:, ,:, ,;.:, ,.:, ,::, ,-:, ,.:, , .' C• ,·:, ,-:, ,-:,., ,._:-, 12• C.1 ,.:, ¼• -:.:, 
-~' ':i., •~i' 'i' 'i' 'i' ,-_~· ':i' •:} ':i' ·4· ·;· ·:f• ·.~· -;· \f' ·:i' ':i' ':.~' ·;· '·i' ,:_~· 'i' 'j' 'i' ::i' -~~-- 'i! 
i:1 -·:, ,.:, -:..:, ,.:, ·.:.• ,,.:, <·, -::, .. :, ,·:, ,·:• ,_:, •.:, <.• ,:, •.:, ·-~' ,·:1 ··.::, ,.:, • ..) ·:, •.:, ·:• '·-' ·:, ,-:, 
111111~1ii~i1]11]Ji~ii~~]11i fr: t ·:.:·, ,:, ,:., -:, ,:, ,::, •:, :, c, ·:: 1 .:-, ·::, ..:.• ,:, ,.: , !:, ,·:, •~, - -::, •.:• ·.:., ·:, ,·:, ,:J ,:·, ·:.:, •.:t 
, . .1- t ·.:, ··:, -::· ·::• ,.:, ,.:1 ,::, ,:, ,::, ,::., ·:, ·.:, •:1 ,. :: :, ..:, ,,:-, .-:, .... ,_, ,::, ·'.:, . .,:, i::1 •~::, ·.:• •=· :, 
t ~ 4 t ~ t t • t t 1 t 4 ~ t t t ~ ·r t -t t -t t t -t -t t 
c't .-t --t ~ -i-f -t 1 •1 ,-t --i •·-f r-t , ·• ,-f r-f ,·-t ., _. •-i ~-1 ,-4 •-f 1-i ,- f -1 --t "t-1 -i ~-t -1 •-1 
t?-1 ïf1 ir1 tf1 tfl 1/1 u, 1r, 1.;·1 tt·, l(1 tf• ·1, :.·, t{1 1_;, 1.i-1 !;",.t tn tr, 1.r, tri tr, :.r, tf, ~/1 ifi lf, 
-t -:r -t -r t ·r t > t . .;- -t t -t -; t -)· •i f :·i -t ,,:,: -t -:,- -1 1- -:,- -> ·r 




·-• t 1.r, 1r1 L-! 1r1 ?t, 1r, 1:-, 1(1 ,r, ::·, t;·, 1f , t.i1 _ 1 1/, ,/1 1r, r. , ;r, 1n in ù·• Lti ïr, 1.n ij, 1_:-1 ti·• 
t t 7 1 ~ ~ t ~ ~ t 4 4 ~ t .;- ❖ t ~ t 1 * t ~ t t t t r t ~ 
1 1 7 1·( ,-t .,.-1 ~, ,-1 1•,t , -1 ·-t ,-i · - 1 1-~ :-i ... , 1•f ,- t •-f ~ rt -1 1-t •-t ,-1 1•1 "!-1 ,--1 
.-, 7 11, :_.-, ::-, if1 iFt rt, t:·r · 1 ;:·1 t:·1 if1 t-·• 1;-: '.··, t/1 1;· , tf• ~1·1 tr, .. -, fr-, i(, 1.:, tf, lft L·, Lf1 t," , 
Y t ·-:, ·; t 1 '? ·r ; r t > t i )' i i' ) i' -r ;, ) t ')' t ,;- ·) >- .; t 
,-~ ~ '1.1 li.1 IIJ IÎJ 1(1 1°11 •H ft !fi "IJ 1); 1·;i Ill i1Î 1(1 If.' ((i 1(1 Ù) 'il '(1 1 1_i° ,(1 111 11,1 'i.l JÏI 'li 
,-i :t 1-. 1 , 1 i ! •>t l' i 1 • t ,···! t·-~ t· 1 ,_ ! ,· J :_ t . •. J ~ 1 1 i,' Î (··! , ~ ; · l 1:,J 1 ! 1 1 t ,:·· 1 1 ·I ,· 1 (•,; •··l 
, ) ; t i 1 -!- -t -~ ~ ) ·r t ·) ;r t ·Y ;, -~ ·i '.•· ·) -t ·?' ? :7 7 ·)' '? ·) ) 
,:, ') t•I -f ,-.; ,.f ·I ·-1 ,-t , -1 , .. f ... , ·I .,.. , -:-"' f ,-4 • -:-•t ···1 T"'I , -t s•I - t :·1 ·-1 ...... ·~ 
'"' •r tf, tri ,.t• if, ii' 1f 1 1/i lr.1 1(1 1.( , t(, tr, tr, ·.,, if, t:"'1 ;(, i:, :r, tr, ,.r, l/1 If, Lt1 !f, tr, 1f1 ,.-. 
? -t ,-;- ? -t :, 'r i t >" ? ; :r t :, ,-) :-; -:-- -:, ? -t t :, ·? '{ 1 i ·; .:,-
~ ... .- ••I •-t o•f 1 ...... .a •-·' •• I ,-a ,•I •·! •· I 1 .•! · 1 "!•I t-i ,. 1 •·' •· I , ... 1 1• f 
:-- 1r, k"'; ,/, !f, 'f, tf• u-1 tz", lC! u·, !j· , t(, t(i fr", i,- , 1r, 1/1 lt! lj 1 Lf• :..-., 1r1 't• i.1 1 tr, tt1 :.1; 1(i 
•r .a:- 1 .?' :..,,. .❖ ~· ~ • ~ ·> .•; t -; ~, -:-- } 1 > t -t ·r -:-- 7 1· 1 ·r 
•.i 7 -•1 , .. 1 ,.., .-.-1 •-1 -·1 r • ·f , .. •-f •-1 •I _, -t ..... ; ·•f -1 ••t 
: t ;fi li" i."; :,C, 1.(1 l/ 1 IF1 l~·• tf1 i.(1 !_(t it, !{1 tt" 1 !1, :.:; i_,; :11 li i lf1 !.(1 11 1 j.f, i_f; li• li1 l;"'1 If'; 
~ ,;,- ·? .-:- t t ,y ·i ,., -; -t -:, -;- •i' t t t ·i· -~ '! ? ; -7 -·> ; -> ·> ,i' .-7 
? r• I -·t ·•I .,-4 ,-t •·-1 ,--1 <:-1 · ·I ~-1 -- 1 1-I , .. , •-1 -·I :• I •.- f "!-; ••f ,,_., ~ -,--t ,-t 
7· sj -1 -J ,j· ·j· ~I -1 -1· , j •j· sj -:· ,;· 'l' '! ' --; ,; -1· ·1· ·j sj· -1· ·1· -J •f· st• •j ·t· 
·> 1 :r ;-- ·i ❖ ,. ··> " :, .t .- , ; _,,. -:- ~ 'Y ., •> >- i ·i :,- ·r ;-- r 
~I •? ,,.t ,-•( ,•t •-! ••i ~ r-t t•i ,•f -, .. ; ,•! ·•i "!"'l r·1 r•I 1--l ,-t 
·• 
·7 t(1 ICt ;(1 i;'i f{t l(i 1;'"1 tr, lf1 !fi l(i i(t i(t ~(, lfi li~; Lr1 1;· 1 i/ 1 i{t !(1 {fi ij'i j(1 l; 1 !(I IC, i[1 
t ;, t ,-:,, -;- -; -:- -:- t ·:- ·i' ·> -r t i t -, :, -:, :r -;- t 1 :> -·i r -i 1 1 ·i' 
1r1 l:r ,--1 ; t i't 1'· 1 •·•, ,-,·, .,, 1··1 :,·1 1·--1 i,·1 1·,1 ,.-, ,,, 1··1 1 1 (q :1 1 t: .. 1 "' 11, n 1,1 ,,., 111 ' " i' 1 
, .,; <f s; ;l :j. :! 'T · j· ~r ":f' ~ ~1 · J· s)· -{ a! ·,, ·r- '7 -t -l :i, cj· J· 0 1 .,.,. •o l · ~; - ;!' 
t .7 :t 4' ,1 t :) t t ) ·>· .) -r ;- t t ,, -:- 1 1· t t .? .; t t -> ·) t 
• j' .,:,- , .. ~ .,_., -,-1 .... , - i 1·! • 1 .. i ,-t .,_-i t-• i-t :·1 ,-t · 1 'T'-f ,·l :-1 1-I .,. .. , 
--t 1.:-1 tr, ::·l i(f (, tr, i.;, li, 1.c, t.f, 1./, li. :r, i/1 h r :. ; iJr v, j;j u-1 J_(; te; 
t ,? 1 -:,- ·;" t !t :t -;. ·7 ) ·1· ) . ..,. t- ·~ ? ·i 7 t ,:, .::,_ t 
1 , ., 1--I 
f•. !:•r !.ft 
.:- t ·-~ 
,--t ~-, 
:j", ti'1 ,J°, 
t -> r 




·~· t t -:,-
( •,1 :· 1 •• •. ' :· ·1 ,. · i i""•-j 1 •,J : ... , f , f ,· .. : : ._, t' ", ~ : 'f ''i , ... 1 i"'I f 1 •. , 1 ·-t l·-j 1 ·-j • i 
:-;, :-> :-r t : , ~ -:-- ->-' ·t -·> ,/ :.i' -:.- ·t t y. :-r t :/ -t ;., ❖ • • ·i 
, .... ~-1 ' ~ ., .• , t-1 --f '!"' .,. ... 1 ., .. 1 --f , ......... , '1 .. 1 .,-; :-1 ,-1 .. ~ r-t t"'f 1 1 
t(, v, tt1 L(t tn l,-, l{1 l.(r !_(1 i.r, l(I ff1 ï{1 ll~i - · lf, 1_(1 if~ [i .. i t(, L-i ~ 1 
,-; t t t :,- ,.;- . ., . .;- .-)- _.; :t .-:- -t ; t -:- -t .?' t --> t t 
If l_ l_i 1 1.I 
• i ,·,j •·( 
') ·~ -> 
: , , ,,, 
,.·! •·· l 
r 
1·1 !"'I '!"'f ,~! '1 4 f 
v·1 i/; ;fi 
-t t .-~ 
If• li'• 
:)- ·} 
"' .... * t . ,-t 1~1 -:•"I _.., ...... f • -1 t J .... . - -1 .... , ._ .. t .•I ,:-d •i -•f ~ .. ! -r i .• "':"'f ._...1 ••f -t•I •~ 
v·• lf. t, 1r, 1r, tr, · 1.-, t.·• tr, if• t,-, > .·r ~fi j[, :.11 if! lf , 1:4 , t.·; l(i lr~ \{i L·t lft Fi i/1 
.r ,,; :t :; :-r >>· i ~ => ? ,) --:, =i• -~ :t t t ·-\ 
(], : ) <~ ' •j· 'T q· :;· -,-_j· ,·J •J· <J <_, "i ,:-J• 0 !· 'i' •j 
:;. :t C.1 (:, ,::, ·.:, C• i::, ,::, •:• ,.: C· ,.:• ~: i::, : c, ... 
:). -t .•)" :t --:< t ·; 4" t ·> -t ,; :'/ .7 -'I' -t * ~i 
f,lj .7 -.:._1 i~- (i.1 (.° . C~ -,.-t ('•1 fl 1 cJ· lf1 ,tJ t---. (1.1 (,·. ·.:• ~, 
"!-::--· * c, (:• ,,:t C• ,. ... , .,-\ ,-f ,-, , ... T ,...J ,-1 .,.., ,-....J ,-1 ( 1 ':'-1 
•·· 
-, ·,:r ·J ··>- :1.- ·-• ·r 1· * 1 ·•, ·~ ;t ;J <j ~- ·c\· /1 - ~- ~ I' ~J· ;f, ;,;. ;1. 
·•:, •~ .. ·1 .;,:, ,::·, ,;:, (:, (:r ,: :r ,::• ,.:, 1,~ 1 (:, 
* 4 * **~**~· ~'Y* i· I (t, ~ ij ... , Xi r..-.. (ü fi". ( 1 ,-~ i° ' i (i'r 
(··! (··J •>I i>i r> I (· 1 ("'I I ·•! ('"1 (t1 1.'• ._,--, 
~--- i) (·I ,:_-1 t·I ('! ,·· (·•! (•·i (·-1 (·1 ,:--1 f·-i N (-•! ;,1 f··l (·· . ,:,1 (· 1 ('·l (· 1 •··! ,:·-1 •. Cl .; 1 ('·I •>I ( ' I 










0 1 2 3 4 5 
28 / 66.33 51.25 26.63 28.39 
29 / / / / / 
30 / / / / / 
32 / 2.01 1.25 3.76 3.26 
41 / / / / / 
42 / 0.75 0.75 1.25 4.02 
43 / 4.77 1.25 3.01 14.82 
44 / 9.29 4.02 3.76 11.55 
45 / / / / / 
46 / / / / / 
47 / 0. 75 0.25 0.75 1.50 
48 / 0.50 1.75 0.50 5.77 
49 / 3.26 2.76 ·1.00 13.56 
50 / / / / 0.25 
51 100.0 12.31 36.68 59.29 16.83 
ASSIGNATION PRINTER: 324 minutes 
ASSIGNATION TAPE: 0 minutes 
6 7 8 
1.50 53.51 1.25 
/ / / 
/ / / 
3.51 2.51 6.53 
/ / / 
2.51 0.50 2.26 
8.54 2.76 16.58 
10.84 5.77 8.04 
/ / / 
/ / / 
2.26 0.75 1.50 
1 .75 0.75 4.52 
13.06 0.25 24. 12 
/ / 35.17 
56.03 33.16 / 
DUREE DU MONITORING: 398 minutes/ à partir de 10:19 
NOMBRE MOYEN DE JOBS ACTIFS: 7.84 
9 10 11 12 13 14 15 16 
80.15 46.98 45.72 / / I 51.13 4.01 
/ / / / / / / / 
/ / / / / / / / 
0.75 6.28 5.52 / / / 4.50 0.35 
/ / / 100.0 / / • • 
2.51 3.01 1.75 / / / 2.46 0.19 
3.51 10.80 13.06 / / / 10.07 0.79 
6.53 15.82 15.57 / / / 11.60 0.91 
/ / / / / / / / 
/ / / / / / / / 
0.25 1.25 2.26 / / / 1.47 0.11 
1.75 4.02 5.77 / / / 3.45 0.27 
3.51 11.05 10.30 / / / 10.55 0.82 
1.00 0.75 / / / / 4.73 0.37 
/ / / / 100.0 100.0 • • 
=--
0 1 2 3 4 5 
28 / ~5.00 4.09 51.59 61.59 
29 / / / / / 
30 / / / 0.22 / 
32 / 2.27 1.13 1.59 4.77 
41 / / / / 
42 / o.68 1.59 2.50 2.27 
43 / 1.36 2.27 3.86 5.90 
44 / 2.72 3.63 6.13 13.18 
45 / / / / 
46 / / / / 
47 / 0.22 o.68 o.45 
48 / o.68 1.36 1.36 
49 / 1.13 4.09 ·4.77 
50 / / 1.81 2.04 
51 100.0 45.90 79.31 25.45 
ASSIGNATION PRINTER: 358 mi nutes 
NOMBRE MOYEN DE JOBS ACTIFS: 6.72 
























DUREE DU MONITORING: 440 minutes/ à partir de 9:32 
8 9 10 11 12 13 14 15 16 
38.40 / 1.59 13.63 62.27 / / .56 .73 3.82 
/ / / / / / / / / 
/ / / / / / / 0.03 / 
1.13 / 5.68 3.18 2.50 / / 4.41 0.29 
/ 100.0 / / / / • • 
2.27 / 3.86 2.27 1.59 / / 2.79 0. 18 
3.86 / 21.36 9.54 2.95 / / 8.31 0.56 
7.04 / 5.90 5.00 4.31 / / 8.72 0.58 
/ / / / / / / / / 
/ / / / / / / / / 
0.90 I 2.95 0.22 o.45 / / 1.34 0.09 
2.72 / 11.59 3.40 1.13 / / 4.44 0.30 
5.68 / 21.81 6.36 1.36 / / 8.55 0.57 
0.90 / 25.22 / / / / 4.64 0.31 
37.04 / / 56.36 23 .\0 100.0 100.0 • • 
0 1 2 
28 54.92 56.91 
29 / / 
30 / / 
32 7.04 '-t. 47 
41 / / 
42 1.40 3.25 
43 5.63 7.31 
44 16.19 14.22 
45 / / 
46 / / 
47 2.81 2.43 
48 2.81 3.25 
49 8.45 8 13 
50 0.70 / 




































1) Partition 5 de 
9:32 à 12:00 
2) Partition 5 de 
13:00 à 17:09 
3) Partition 6 de 
9:32 à 12:20 
4) Partition 6 de 
13:02 à 14:56 
5) Partition 8 de 
15:01 à 17:09 
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APPENDICB.8 
MUMPS s bu a et historique. 
MUMPS est un sigle pour " Massac b setts Genur al Hospital Utili ty 
M_ultiProgramming §'stem ".-C'est aussi le nom d'un langagë inter-
prétatif de haut niveau destiné à être utilisé dans des applica-
tions de traitement de donnéas,qui nécessitent la manipulation 
d'éléments de type "string" d'une banque de données. C'est éga-
lement le nom du système d'exploitation destiné à traiter ce lan-
gage. 
Le développement de MU · S a commencé en 1967 au " Massachusetts 
General Hospital La bora t o"!"y of Computer Science " et conduisit à 
la production d'un artic l e [Zo] qui signifiait la naissance de 
MUMPS. 
La v iabilité technique de MUMPS fut très tôt réalisée et dif-
férentes firmes créerent leur propre version de MUMPS,engen-
drant ainsi une demi-douzaine de dialectes. MUMPS-11 est de 
ceux-là. 
En 1973 fut créé un " MUMPS Dave lopment Commi ttee "(MDC), sup-
porté par le Gouvernement des Etats-Unis, et dont le but principal 
était de réaliser des spécifications standards pour MUMPS. 
La plupart des applications réalisées à l'aide des divers dialectes 
existants c~ncernent le domaine de l'informa t ique hospitalière. 
(Ce domaine a donné naissance à MUMPS) 
Le langage MUMPS ~ournit des primitives, des opérateurs, et des 
fonctions destinés à la manipulation souple et efficace des listes 
de caractèr es. 
Cepe ndant, la plus importante caractéristique de MUMPS est cer-
tainement sa "data base", pour sa structure et ses deux métho-
des d'accès. 
Tout fichier qui s'appelle dans la terminologie MUMPS variable 
globale, est stocké sur disque et est structuré sous forme 
d'arbre hiérarchisé. Toute donnée dans l'arbre est référencée 
par une séquence d'indices de la variable globale. 
C .1 
APPENDICE. C 
11 MUMP S-11 SYSTEM" • 
Cet appendice est destiné à compléter la description de l'exécutive 
MUMPS-11. Une première partie concernera la description des tables 
du système. On présentera dans une seconde partie la description 
des "system queuj(ing directives". 
A. Description des tables. 
Lee tables du système sont physiquement contigües en mémoire. 
La configuration de celle-ci est la suivante: 
SYSTEM TABLE 
OEVICE TABLE 
UCI TABLE TABLES 
PARTITION TABLE 
JOB TABLE 
REST OF EXECUTIVE 
REST OF SYSTEM 
A. 1. Description_ de_ la_" System_ 'l'able "_ ( SYSTAB l · 
SYSTAB est le répertoire des constantes et paramètres du 
s y tème. 
SYJTAB contient en plus des pointeurs vers les autres ta-
blas du système. L'adresse de SYSTAB est contenue à l' 








































Address of Job Table (JOBTAB) 
Address of Partition Table (PARTAB) 
Address of Device Table (DEVTAB) 
Base Address of Device Buffers 
Address of UCI Table (UCITAB) 
Address of Disk Storage Allocation Table 
Address of Gurbage Table (disk blacks to be 
dealiocat -
Address of first 256-word buffer in Buffer Pool 
Count of nurnber of illegal interrupts the sys-
tem has detected 
Disk black address of data contained in UTLBUF 
(SYSTAB+l,0',0') 
Logical disk nurnber for black in UTLBUF 
Address of Disk Buffer #1 
Address of Disk Buffer #2 
Garbage Indicato r (,0' = no garbage) 
Physical Disk Overflow Switch for Logical Disk, 
,0' (.0' = overflow allowed) . 
Number of ticks remaining in this secènd 
Nurnber of ticks per second 
Nurnber of ticks left in current job's time slice 
Initial value of slice (ticks) . for curren~ job 
Number of ticks in basic time slice , 
"Time i n seconds since midnight (high-order bi~s) 
Time in seconds since midnight (low-order bits) ,. 
Date in the form: (yy*500)+ddd 
where: yy = year -1900 
ddd = day count since Decembe r 31 
Base a d ress of System Stack 
First available address above device buffers 
Base address o f first partition (other parti-
tions follow sequentially) 
Status Register address of system clock 
Nurnber of job in the run queue on system restart 
Nurnber of job in the disk I/O bound q ueue on 
system restart 
Line Buffer starting address 
End Addre s of Symbol Table+l 
Pointer to Global Directory (3 bytes) 
Physical Disk Overflow Switch (0 = overflow allow 
Buffer Address given to most recent Job in 
Run Queue 
Address of System Informa tion (3 bytes) 
Most recent Job in Run Queue (when 0, job is being 
Swapped out; error not reported until next 
swap-in) 
Programmer Access Code 
Initially set to CTRL/X CTRL/X XTRL/X 
Disk error tally counter, incremented by 1 for 
each disk I/O hardware error 
C.2 












































Magtape u i t O buffer 
Magtape unit 1 buffer 
Magtape unit 2 buffer 
Magtape unit 3 buffer 
Reserved Device #0 
Reserved Device #1 
Reserved Device #2 













DECtape unit O buffer address from pool 
DECtape unit 1 buffe r address from pool 
DECtape Unit 2 buffer address from pool 
DECtape unit 3 buffer address from pool 
Sequential Disk Processor #0 buffer address from 
pool · 
Sequential Disk Processor #1 buffer address from 
pool 
· sequential Disk Processor #2 buffer address from 
pool 
Sequential Disk Processor #3 buffer address from 
pool 
UTLBUF Address of utility buffer (view device) 
from pool 
Magtape Error Count 
DECtape Error Count 
RKll Disk Error Count 
Disk Address of latest error 
RKll Hardware Status Register 
RFll Disk Error Count 
Disk Address of latest error 
RFll Hardware Status Register 
RPllC Disk Error Count 
Disk Error Address: section in bits 0-3, track 
in bits 8-12 
Disk Error Address: cycle in bits 0-8, drive in 
bits 10-12 
RPll Hardware Status Regi ster 
Base Address of Ring Buffer area 
Base Address of Ring Buffer Queue (address of ne> 
available Ring Buffer) 
Base Address of Device Buffers for Multiplexe r 
End Address of Device Buffers for Multiplexer 
RPl l Disk Drive Numbe r Remapping Table (each 
byte corresponds to ct physical unit (0-7; 
initially assigned to successive logical units 
0-7 in that order) 
RKl l Disk Drive Number Remapping Table (each 
byte corresponds to a physical unit (0-7); 
initially assigned to successive logical units 
0-7 in that order) 
Number of Jobs wa iting to run 
Write-check Switch (if non-zero, all disk write 
operations will be checked) 
Index into System Bootstrap for Disk Descriptor 
Table 
Low limit (address for System Stack '(LOWSTK); 
n o rmally set to 420 8 , bu~ may be altered dring sys tem generation. 
Not used 
Address of Interrupt Service Routine for 
Multiplexer 
Multiplexer #1 Hardware S t a tus Register 
Multiplexer #2 Hardware Status Register 
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A.2. Description_de_la_"Device _Table" _ _(DEVTABl. 
DEVTAB est une t able dont les éléments tiennent sur 1 byte. 
Chaque entrée de la table i ndique qui possède (un I/0 de-
vice) une unité d'E/s. 
Si un device est pris alors ) la "job entry numbar" du 
job qui occupe cette unité est placé da ns une entrée de 
la table dont le numéro correspond à celui de l'unité oc-
cupée. 
Si une unité n'est pas occupée, alor s le byte contient des 
zéros. Les unités sont spécifiées par . leur "device number". 
L'ensemble des valeurs des "device number" est, pour 
MUMPS-11/20, l'ensemble des entiers compr i s antre 1 et 63. 
La configuration de DEVTAB est la suivante : 
.DE.VTA& + o T,4-JLLE: .96 L 4 TJî[3L€ 
{ EN ô'/TE ) 
+ 1. L--------------1 .ÎlE. VIC. E -/;: -1.. 
+2.l---------------1 #2 
+~ ~------------~ ~3 
Rm Quand un "device" n'existe pas dans le système, son 
entrée dans la table est mise à -1 (3778). 
,A.3. Description d~_la_UCI_TABLE_(UCITAB). 
Une entrée de UCITAB comprend 3 mots (6 bytes). Les 3 
premiers bytes contie n e nt les 3 caractères codés ASCII 
du UCI code. 
Le quatrième byte continet le numéro du disque logique 
attribué à l' u ti l i sateur correspondant au UCI code. (ce nom-
bre varie de O à 8) 
Les deux derniers byte s cta l'entrée contiennent l'adressa 
disque de "global directory" del' uti lisateur (Rq : par dé-
finition, l e "progr am directory" e i:1t contigu au "global 
directory" et se trouve à la "naxt higher addresa"). 
Ce tte table comprend 16 entr ées (96 bytes d'étendue). 
(UCI = Qser _Qode _Identification). 
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UC. l ï/15 + O uc., CooE / C.it1<ncr 1:. ll.E -1.. 
t ,i U Lt Co DE / C 11 ~ H C. ré: 1LE L 
-f 2. Uu ·c<>CJE.. /L-1t, 11 Zn11.E _, ULI ¼:\: 1 - - - - ·-· - -- - -
-t-3 /tbAESrE Dl5~UE DU 
+~ /1 ,, 
+S" (:, Lo {~ AL bltê.Ec.,.:,,y 
- ------ - -- -
1 Ue, 1 # -
A.4. Description de_la_part i tio __ table_(P.ARTAB2. 
PART AB contient les informations relatives à la "base 
address" et a la taille des partitions du système. 
Cette table débute par un mot de tête dont a 
-le low byte (pa i r) contient la taille standard des partit ions. 
-le high byte contient le nombre maximum des partitions. 
A la génération du système, l'utilisateur peut spécifier 
un maximum de 18 partitions pour des systèmes n'excédant 
pas 28 lonots de mémoire, ou un maximum de 40 partitions 
pour des systèmes de plus de 28 lonots de mémoire. 
Chaque entrée de la table tient en un mot dont: 
-le low byte contient la t a ille de la partition. 
-le high byte contient les " high order bits" de la "base 
address de la partition. 
La taille d'une partition est spécifiée en "128 words 
increment" moins 1. 
Par exemple, une partition de 4 lonots aurait dans le lo~ 
byte de son entrée s 4096/128 - 1 = 3110 
La "base address" d'une partition est un entier multiple de 
128. Par conséquent, les chiffres signi f icatifs de la 
"base address" ( une adressa sur un mot de 16 bi ta) occupent 
seulement les "high or der bits" du mot adresse. 
Les digits significatif s sont stockés dans le high byte d' 
une entrée de 11par t ab '~ 
Chaque entrée de partab correspond à une entrée de JOBTAB. 
Le job associé à la nième entrée de JOBTAB utilise tou-
jours la partition spécifiée à la nième entrée de PARTAB. 
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Chaque entrée da PARTAB correspond à une entr ée de JOBTAB. 
Le job associé à la nième entrée de JOBTAB utilise t oujours 
la partition spécifiée à la n ièma entrée da PARTAB. 
La valeur den est toujours paire et appartient à l'in-
tervalle da valeurs entière s : [ 2, nombre maximum de 
partitions * 2]. 
Da cette façon, la valeur den peut servir pour faire de 
l'accès indexé à la fois aux éléments de JOBTAB et de PARTAB. 
La configuration da PARTAB est la suivante : 
Low 8yïE. 
TAt LL.~ Mit>'tHlJM J) G. UI 
-tO ii>, 11:>LE iL Nor-1 1::, 1\.E, Hl\-,><.. 
pa ?A-Il.Tl,-, o N ~ 
1 /l/LLE S.ïft-lJl)AP.D DES 
(ft /l.Tl'T t ONS E. f,.J i1ULT J ?/..E 
..flF- /2 Y hors, , 
+2 
1'+J1~fl ort.l\Ê~ SyTE, 11 be 
u1 ,1 f>A r E. l+ 1>P ~E..sJ ,, 
/I ~, -z. e. r,J /2 '! klo/!. oJ 
:lNC.ll~t1Ë/\.l'T" // 
A.5. Desoription_de_la_Job_Table_(JOBTAB}. 
A.5.1. JOBTAB est l'espace où est stocké l'information rela-
tive à toutes les files d'attente du système. 
La première entrée de JOBTAB est un mot de tête qui 
contient les deux informations suivantes: 
-low byte (pair) : nombre actuel de partitions disponibl 
- high b7te : nombre maximum de partitions du système. 
Les entrées suivantes, en nombre égal au nombre maxi-
mum de partitions du système, contiennent les infor-
mations sui vantes: 
-low byte (pair) : pointeur vers l'élément suivant 
de la file d'atte nte. 
-high byte s informations relatives à l'état du job . 
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La règle qui permet une entrée e t la suivante s 
• Si le bit 15 de l'entrée est posi tionné ( 11 on11 ), 
alors le job est dans un "hung state" et le contenu 
du high byte ast un code qui permet de spécifier 
le périphérique pour lequel le job est "hung" • 
• Si le bit 15 est off, alors le job est dans une 
file d'attente du système. 
Les entrées suivantes de JOBTAB sont las mots de tête 
pour les différentes files d'attente du systèmedont 
la discipline d'attentd est FIFO. L'information d~ 
mot de tête d'une file d'attente se décompose comme 
suit: 
-high byte s pointe vars le dernier élément de la queue. 
-low byte s pointe vers le premier ' lément de la queue. 
La fin d'une file d'attente est spécifiée par O dans 
le low byte d'une entrée d'un programme. 
Quand une file d'attente est vide, alors le low byte 
de son mot de tête contient O et le high byte du mot 
de tête contient l'adresse relative de la file d'at-
tente dans JOBTAB. 
A.5.2. La codification des bits du high byte pour une entrée 
programme correspondant à un "hung state" est la sui-
vante s 
Bit 1~ (hang bit) : doit être positionné. 
Bits 12 à 14: sont mutuellement exclusifs • 
Bi ta 8 à 11 s contiennent un code. 
Quand le job est 11 1/0 bound" alors bit 14 est posi-
tionné et dès lors bit 12 et 13 sont "off11 • 
• Les différentes 
"Terminal hung" 
11 DEC tape hung" 
"magtape hung" 




Dès lors, les 3 valeurs du high byte d'une entrée 
pour un job en "hung state" sont: 
"TERMINAL HtJNG" l-1 I"' l O 1° 1 ° 1 ° 1 ° 1 ° 1 - Joo~-= "1~ 2 10 
.I\S -l'i ,13 -f'2. -11 -10 j % 
"DEC tape Hung" !A 1,., 1 o I"' 1,., 1 A I o I o 1 -,, 3o Lf ~ :::: .t!~ C. 10 
"Magtape hung" 1-11-11010 !A 1010101 ~ i> 10 -g -=- 20010 
t t ~ 
/ T./o bol) N () 
HIHU, C,11 -;rot:, 
A.5.3. Le high byte d'une entrée correspondant à un job dans 
une file d'attente peut contenir une information sup-
plémentaire. C'est le cas lorsque le job est dans la 
"clock queue". L'information se traduit de la manière 
sui ante : 
Bit 8 positionné =- job en "clock queue" sur une com-
mande "timed HEAD" • 
s 
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B. Description de s "SY TEM QUEUING DIRECTIVES". 
Le module de l' executi ve intitulé "SYSTEM DIRECTIVE" est un 
ensemble de routin s réalisant essentiellement la manipulat-
ion des files d'attente. 
Ce module fournit un "interface" entre l'exécutive et les autres 
modules du système d'exploitation. 
En général, ce sont les autres modules du système d'exploitation 
(I/0 monitor, globale handler, interpreter) qui déterminent l' 
état d'un job. 
L'Executive est alors informé de ce nouvel .état engendré par les 
autres modules, par l'intermédiaire des routines du module 
"System Directives". 
Plus formellement, les procédures du module "System Directives" 
réalisent "l'interface" entre le !'program sida of system" et 
"l' interrupt aide of system". (On peut définir ces deux expres~ 
sion en di sant que tout traitement effectué par un job lorsqu' 
il n'est pas dans la "Run queue" relève da "l'interrupt sida of 
system". Tout le resta appartidnt au "program sida of system". 
Les deux règles fondamentales d'utilisation des procédures du 
"system directives" doivent toujours être les suivantes: 
1. Le "program aide of system" peut, ou bien "endormir" uh job, 
ou bien le"réveiller". 
2. L' '\interrupt aide of system" peut seulement "réveiller" un 
job. 
Ces deux règles sont décrites par le schéma suiva t: 
Rr:Q PA-~ p~ T. KEQJOô E.I\" - Ob ., 
up QJ06 / - !{ A F fl, 't.. .J"o ô ~ r Il 
DQJoB 
S1 Tin Eu? .;;: Si DE •· 
1<REo./CLk10Jl.. 
1) E 





of - OF D 1<. f-1 fi A/ 6 .~ 
-------
lJKR.ESQ.. -
- - - ~ u~ REQ ( /< r, R.Ev.) s 1sr .~ Ysr 
Ef1 f<TN PA P, - E ïl 
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B.9._. : Les flèches allant vers les routines du "system directives" 
montrent quel "sida of system" peut appeler cas routines. 
Les flèches partant des routines du "system directives" mon-
trent quel "aide of system" aura la contrôle quand le job 
recevra du traitement. 
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B.1. Procédure_pour_déru_rrer_un job. 
B.1.1. Directives REQ,JOB. 
Cette directive réserve une partition d'une taille 
donnée ou d'une taille standard. Si une partition 
de la taille désirée est disponible, on place alors 
le "job entry number" en fin de file d'attente 
"Higheat priori ty wai t queue" et on le supprime de 
la file d'attente "Partition available queue". 
Si aucune partition n'est disponible, on sort de la 
"directive". 
B.2 . !'.E~~~~~E~~-~~-~~~.:!:E~l~-~~-l:~.:!:~.:!:_d'un job_en_"Run_Queue". 
Les 8 routines qui suivent concernent toutes le job qui est 
en "run queue". En consé quence, ces routines ne peuvent être 
appelées que du "program aida of system". D'une manière 
générale, l'exécution de ces procédures entTainent le 
"swatting out" du job actuel dans la "run queue" ainsi que 
le transfert du contrôle à la "Idle loop". 
B.2.1. Directive DSJOB. 
La procédure DQJOB oblige l'Exécutive à placer dans 
un état "hung" le job qui est dans la "run queue". 
Les divers états "hung" sont codifiés a 'terminal 
I/0 hung, DECtape I/0 hung, _ magtape I/0 hung. 
L'état exact du job est spécifié dans le registre R5 
le job correspondant est placé dans l'entrée de 
JOBTAB assooiée au job concerné. Le contrôle est al-
ors passé à "IDLE loop". 
B.2.2. Directive TIMEUP 
La procédure TIMEUP oblige l'Exécutive à réaliser le 
"swap out" du job dans la "Run queue" si la tranche 
de temps qui lui est allouée est complètement consom-
mée. Le job est alors placé en "wait queue" de pri-
orité immédiatemment inférieure à celle dont il est 
issu. 
B.2.3. Uirective CLKREQ et CLKIOR. 
La procédure CLICREQ oblige l'Exécutive à placer dans 
la file d'attente "clook queue" le job qui est en 
"Run queue" pour un temps spécifié par le contenu du 
registre R5. Si le contenu du registre aat zéro, le 
job est simplement placé à la fin de la file d'atten-
te "Highest priori ty -wai t queue". Dans chacun des cas, 
l'exécution de CLKREQ entraine le "swapping out" du 
job et le transfert du contrôle à la "Idle loop". 
Rq, si le nombre de ticks restant daœ la seconde 
est inférieur à la moitié du nombre de ticks 
dans une seconde, alors on ajoute une unité au 
contenu du registre R5 qui spécifie l'interval-
le de temp s à. passer en "clock queue". 
La procédure CL OR est identique à CLICREQ à l' ex-
ception des 2 points suivants, 
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a) l'intervalle de temps spécifié en R5 ne doit 
jamais être nulle. 
b) le bit 8 du mot d'entrée de JOBTAB doit être 
positionné. 
Cette directive prend e s sentiellement en charge les 
instructions "READ timed". 
B.2.4. Directive DKHANG 
La directive DKHANG oblige l'Exécutive à placer le 
job de la "run queue" dans la file d'attente "Disk 
I/0 bound queue". Il y a alors "swapping out" du job, 
et pos i tionnement du "disk active play" de manière 
à indiquur que le disque est en utilisation. 
B.2.5. Directive DKRESQ. 
La directive DKRESQ est exécutée chaque fois qu'un 
job sollicite la ressource disque. Elle oblige l ' 
Exécutive à placer le job de la "Run queue" à la 
fin de la file d'attente "Disk Re source bound queue" 
si le disque est utilisé. Si le disque est disponible, 
on sort immédiatement de la procédure. 
B.2.6. Directive RBREQ. 
La directive RBREQ est exécutée chaque fois qu'un 
job a besoin d'un buffer de 64 caractères (Ring buffer) 
et· qu'aucun "Ring Buffer" n'est disponible. 
El~ oblige alors l'Exécutive à placer le job de la 
"run queue" dans la file d'attente "Ring buffer r a-
source bound queue". 
B.2.7. Directive BUFREQ. 
La directive BUFREK est atteinte chaque fois qu'un 
job a besoin d'un buffer de 256 mots et qu ' il n'y a 
plus de buffer disponible. Elle oblige l'Exécutive à 
placer le job de l a "run queue" da:çia la file d'attente 
"256 - W buffer resource bound queue". 
B.2.8. Directive RTNPAR . 
La directive RTNPAR caractérise la fin logique d'un 
job. Elle obl ige l'Exécutive à placer la partition 
associée au job de la "run queue" dans la file d' 
attente des partitions disponibles. 
B.). Procédures_de_contrôle_de_l'état_d'un_Job_gui_n'~st_pas_en 
"run gueue". 
Ces 3 directives sont utilisées pour "réveiller" des jobs qui 
sont, soit en "hung state", soit dans une des files d'attente 
"I/0 or resource bound queue". Ces directives peuvent être 
appelées soit du "program aide of system", soit de "l'interrupt 
sida of system". 
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B.3.1. Directive DKFREE. 
La directive DKFREE oblige l'Exécutive à placer le job 
da la file d'attente "disk r/o bound queue" dans la 
"short time slice queue". De plus, l a directive laisse 
la "disk r/o bound queue" dans un état "non-uaable". 
Cette file d'attente est rendue utilisable quand le job 
de la "short queue" passe en "run queue". 
Cela permet au job qui vientd'utiliser le disque, d' 
avoir une haute priorité pour une nouvelle utilisation. 
B.3.2. Directive QJOB. 
l a directive QJOB oblige l'Exécutive à placer à la fin 
de la file d'attente "Highest priority wait queue", 
le job spécifié dans le registre R5. 
Le job est, soit dans un "hung state", ou dans la 
"clock queue". 
Si le registre R5 contient seulement un "job entry 
number", alors on cherche le job dans la "clock queue". 
Si le registr e R5 contient un "hang code" dans son high 
byte (bit 15 positionné) , alors on libère le job si le 
contenu du registre "matches" le contenu de l'entrée de 
"jobtab". 
Dans les autres cas, le contrôle est rendu au "caller" 
parce-que le job doit déjà être "wai ting to run queue" 
ou suspendu pour d'autres raisons. 
B.3.3. Directive FREJOB. 
La directive FREJOB obl i ge l'exécutive à placer à la 
fin de la filed' a ttent "Highest priori ty wai t queue", 
le job spécifié dans le registre R5, si ce job est dans 
l'un des états ou files d'attente suivants 1 
a) r/o hung. 
b) Clock queue. 
c) Disk resource bound queue. 
d) Buffer re sou:rce bound queu 
e) ing buff r resource bound ~eue. 
B.4. ~!!:~~!!!~~-~~~!!~~~~!_les_"System_resources"_qui_n'effectuent 
paa_l'état_d'un Job. 
B.4.1. Directive RNTBüF. 
La directive RNTBUF oblige l'Exécutive à replacer un 
buffer de 256-W, dont l'a.dresse de départ se trouve 
dans un registre, dans le job des buffers. 
B.4.2. Directive RTNRJ3 . 
La directive RTNRB a le même but que la directive RNTBUF, 
si ce n'est qu'elle s' a.dresse aux "ring buffers". 
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La manipulation des "system queuing directives" se fait par 
l'intermédiaire des qua tre routines suivantes s 
B. 5 .1. Subroutine DQ,RUNQ. 
La routine DQ,RU Q sauva la "job's "PC"" et transfert 
le "system stack" dans le stack de l'utilisateur. 
Elle supprima enfin le job courant de la "run queue". 
B.5.2. Subroutina QUEUE. 
La routîna QUEUE a pour but d' i aérer un item à la fin 
d'une file d'attente. 
B.5.3. Subroutine SEARCH. 
La routine SEARCH recherche la file d'attente associée 
à un job donné. Elle initialise ensuite les registras 
nécessaires à la suppression de ce job dans la fila d' 
attenta trouvée. 
B.5.4. Subroutine DQUEUE. 
La routine DQUEUE supprime le "job entry number" de la 
file d'attente dans laquelle se trouve le job considéré. 
D. 1 
APPENDICE. D 
Description du langage MUMPS-11. 
A. Elément du langage. 
A.1. Tous les éléments du langage sont formés à partir de l'ens-
emble des 128 caractères codes ASCIT ( 7 bits). 
A.2. Modes de programmation: 
-~---------------------A.2.1. Mode direct: ce mode est ut il isé pour la création, 
modification et stockage des programmes MUMPS-11. 
A.2.2. Mode indirect: ce mode est utilisé pour l'exécution 
de programmes préalablement stockés. 
A.3. Structure du programme: 
-----------------------Un programme MUMPS-11 est une séquence d'instructions que 
l'interpréteur MUMPS-11 traduit pour 8tre exécutée par 
"l'operating syst "• 
L'élément de base d'un programme MUMPS-11 est la ligne. 
Une ligne est un ensemble de 132 caractères représentant 
un numéro de ligne, des commandes, des arguments ou des 
données, suivis du caractère "line terminator". 
Format général: 
STEP HUMBER COMMANDE ARG1 , ARG2 , ••• COMMANDE ARG1 , 
ARG2 , ••• etc.RETURN 
A.3.1. Numéro de ligne :si le numéro de ligne est absent, 
l'exécution est immédiate, sinon la ligne est stoc-
kée dans la partition de l'utilisateur. Le numéro 
de ligne identifie donc une ligne et permet d'éta-
blir la séquence d'instructions à exécuter. 
L'exécution d'un programme se fait séquentiellement 
par ordre croissant de numéro de ligne et de la 
gauche vers la droite dans une ligne. Un numéro de 
ligne est un nombre positif compris entre 0.01 et 
327.67, la partie décimale . pouvant @tre nulle. 
A.3.2. Modules: tout es les lignes dont la partie entière 
du numéro de ligne est la mime, forment une partie 
ou module, chaque module spécifiant une procédure 
particulière. Vis-à-vis de l'exécution, c'est le 
module d'un programme qui constitue l'unité de base. 
A.4. Données: MUMPS-11 connaît deux types de données: soit les 
-------- données numériques ; soit les "string". 
A.4.1. Données umériques : les nombres en MUMPS-11 sont 
représentés en f ixe, signé, avec deux posi t "ons dé-
cimales dans l'intervalle! 21474836.47 [ ou encore 
( 231 - 1 ) / 100~ N ~ ( 231 - 1 ) / 100 J • 
Des résultats intermédiaires ayant plus d 2 
positions décimales sont automat iques tronqués. 
A.4.2. String: c'es t une séquence de 132 (ou plus) ca-
ractères légaux MUMPS-11 considérés comme une 
seule donnée. 
A.5. Identificateurs : 
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Un iden "ficateur est un string d'au plus 3 caractères 
alphanumériques, l e premier étant un caractère alphabé-
tique ou le caractère%. 
A.6. Expression des données: 
----------------------A.6.1. Littéraux: un littéral est utilisé pour speci-
fier un string de caractères. Le string est pré-
cédé et suivi par l'exécution du progr amme. 
A.6.2. Constant : une constante est utilisée pour spé-
cifier une donnée numérique qui doit appartenir 
à l'intervalle permis. Une constante n'est pas 
modifié par une exécuti on du programme. 
A.6.3. Variables : c'est la représentation symbolique 
d'une zone mémoire destinée à contenir des don-
nées qui peuvent Atre modifiées durant l'exécu-
tion du progr e. Les variables MUMPS-11 sont 
de 3 t ypes. · 
A.6.3.1. Vari ables locales. 
Var. loc. ::= .!!.2.!!!. (ind) 
L s variables locales peuvent 3tre simples ou 
indicées. Les variables locales exist nt uni-
quement dans la partition du programme qui les 
a créés. Un indice est soit une constante; soit 
une variable indicée ou non; soit une expres-
sion. La valeur d'un indice doit 8tre un nombre 
positif compris dans l 'intervalle (0,20971.51) 
A.6.3.2. Variables globales: les variables globales ont 
la m3me structure que les variables locales si 




• Elles peuvent &tre simples . ou indicées et 
dans le second cas, il n'y a pas de limite 
logique sur le nombre d'indices. Les variables 
globales sont externes à la parti. tion du pro-
gramme. Elles sont stockées sur disques selon 
une structure d'arbre par 111 1 operating system". 
Elles sont disponibles à tous les utilisateurs. 
Il existe deux types de référence d'une variable 
glob • 
A. 6.3.2.a. La ré férence globale : on spécifie le nom 
de la variable ainsi que la suite de valeur 
de chaque i ndice selon le niveau à atteindre. 
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A.6.3.2.b. La référence nue (Naked Reference) : par 
ce type de référence, on peut omettre le 
nom de l a variable ainsi qu'une séquence 
(éventuellement vi de) de valeurs d'indi-
ces initiaux. 
Cette référence nue est possible grlce à 
un "Naked Indicator". 
Ainsi, pour tout entier positif n, une 
référence globale à la variableAG(i1 ,i2 , 
••• ,i) implique le remplissage du "Naked n . 
Indicator" par le n - uple (G,i1 ,i2 , ••• , 
i 1 ). A ce moment, une référence nue telle n-
que A(s1 ,s2 , ••• ,sk) équivaudra à la réfé-
rence globale: 
AG( i 1 ,i2 , ••• ,in_1 ,s1 ,s2 , ••• ,sk) à la 
suite de laquelle le "Naked Indicator" est 
rempli par le n+k-1 uple (G,i1 ,i2 , ••• ,in_1 , 
s1,s2,•••,sk-1). 
Il est, dès lors, clair qu'une référence 
nue doit nécessairement succéder à une réfé-
rence globale (au moins) sans quoi, le "Naked 
Indicator" ser ait indéfini. 
Il est enfin à remarquer que dans une instruc-
tion du type var.gl. = expression ( ar .gl., 
var.gl., ••• ) le "Naked Indicator" est d'abord 
modifié par les références aux variables 
globales à droite du signe égal. 
A.6.3.3. Les variables systèmes. 
B. Expressions. 
Ces variables qui sont "reference only" sont 
permanentes et mises à jour par le système. 
Lorsqu'elles apparaissent dans un programme, 
leur nom est précédé du caractère"$". La liste 
des variables système MUMPS-11 est la suivante: 
$A [ DDRESS] , $D [ ATE 7 , $I [ ~ DEVI CE] , 
$J L. OBSTATUSJ , $L (.__OCATIONJ , $S [ TORAGE] , 
$T c_IME) , $W(.HERE] , $X , $Y 
( signification :· voir Reference Manual) 
Une expression est une combinaison légale d'opérandes et d'op-
érateurs. Les opérandes sont des littéraux, des constantes, 
des variables simples ou indicées, des fonctions ou des expres-
sions enfermés dans des couples de parenthès ~. 
Les opérateurs sont résumés dans les 2 tableaux s uivants: 
a) Opération sur des données numériques. 
Type Symbole Fonction 







Relationnelle plus petit 
plus grand 
= égal 
= ou = plus petit ou égal 
= ou = plus grand ou égal 
ou plus petit ou plus 
grand 
Booléenne ET logique 
l OU logique 
t NON logique 
b) Opération sur des strings. 
Type Symbole Fonction 
R lationneile contie 
suit 
? "Pattern Verification• 
= égal 
Concaténation concatène 
Toute expression MUMPS-11 est strictement évaluée de la gau-
che vers la droite. Il n'y a donc aucune règle de priorité 
parmi les opérateurs, excepté pour l'opérateur unaire - qui 
est évalué avant le booléen Not lorsque ces 2 opérateurs 
sont adjacents. Les conversions (String+-+ numériques) sont 
opérées conformément au type de l'opérateur envisagé. C'est 
le dernier opérateur d'une expression qui détermine le type 
du résultat. e expression peut ainsi se terminer par un 
opérateur dont le but seul est d changer le type de résul-
tat final. 
Un(+) entraîne une conversion en numérique, un(@) en-
traine la conversion en string. 
c. Commandes. 
Une commande est un mot-clé qui spécifie une action. Une 
commande est définie par sa syntlaxe dans une ligne. 
Le premier élément d'une commande est mnémonique et carac-






La définition des arguments d'une commande peut Atre stati-
que ou dyn mique. La définition dynamique d'un ou plusieurs 
arg me~ts st réalisée par l'opérateur syntaxique d'indi-
rection symbolisé par le caractère".,_"• 
Ainsi, l'argument d'une commande peut &tre remplacé par le 
symbole.- immédiatement suivi d'un nom de variable. 
A l'exécution, c'est le contenu de cette variable qui est 
pris comme argument. MUMPS-11 permet l'indirection unique-
ment pour la définition dynamique des arguments d'une com-
mande. 
Les commandes MUMPS-11 peuvent 8tre présentées en 6 groupes 
fonctionnels, soit: 
D.1 ~2~~~~!~-~~~!~!§~~~!~~! 
S [ET] , K (_ILL] , X [KILL] • 
D.2 Commandes de contrSle. 
-----------~----------G [oTo] , D Lol , I CF) , F LoR] , E [LSE] , c [ALL] , 
O (VERLAYJ , S [TARTj , Q (.UIT] , H [ANGJ , B(ALT) • 
• 3 Commande I/0. 
;-f;;;j-:-;-(~] , P ( RINT] , W ( RITE] , A [ SSIGN) , 
U [ NASSIGN] • 
D.4 Commandes 11Editing11 • 
;-[Î~i]-:-~r.-~~j-:-E [ RASE] , M [ ODIFY] • 
D.5 Commandes "Debugging". 
--- ·-----------------B[REAK], G[o]. 
D.6 ~2~~~!!_:~l~!~~-!L!:~ 
V [ IEW] • 
(signification: voir Reference Manual). 
D. Fonctions. 
Les fonctions sont des procédures qui sont parties inté-
grantes de MUMPS-11. Il y a deux types de fonctions : les 
fonction numériques qui délivrent une valeur numérique et 
les fonctions "string" q délivrent "string«. 
Les fonctions qui délivrent une valeur num'rique peuvent 
8tre imbriquées dan d'autres fonctions, à l'opposé des fonc-
tions qui délivrent une valeur "string". 
Les fonctions KUMPS-11 peuvent 8tre résumées par les deux 
tableaux suivants : 
0.5 
D.6 
a) Type numérique. 
NOM 







SN L EXT) 
SR [ OOT) 
$V [IEW] 
b) Type "string"• 
NOM 
$A [ LTERCASE) 
SE (XTRACT] 
SP [ IECE] 




crée un nombre unique à partir d'un 
string de 3 caractères. 
teste le type des données. 
recherche la position d'un caractère 
dans un string. 
fournit au ni veau l _ogique l'élément 
suivant d'un tableau. 
tronque une fraction en entier. 
calcul la longueur d'un string. 
permet le calcul "floating point" 
avec des variables locales. 
obtenir 1 numéro de ligne suivant 
d'un tableau. 
recherche la racine carrée. 
renvoie le cont nu d'un zon mémoire. 
ACTION 
conversion Majuscule/Minuscule. 
extrait les caractères contenus entre 
des positions spécifiées d'un string. 
extrait des champs spécifiques d'un 
string. 
fournit le contenu de la ligne spé-
cifiée par son numéro. 
conversion de nombr en caractère 
ASCIT. 
voir Reference Nanual). 
E.1 
APPENnICE. E 
Imperfection de MUMPS-11. 
Le contenu de cet appendice est constitué des défauts de MUMPS-11 
tant au niveau da l'interpréteur que du sysstème, que l'on a effec-
tiveme nt observé au cours des séances de programmation qui ont été 
nécessaires à la réalisation de ce travail. 
A. Vices de fonctionnement ("BUGS") de l'interpréteur. 
On a observé trois "bugs" de l'interpréteur dont un a pu être 
expliqué : 
A. 1. > ,1. ~ Su X~ h 1. u Q ,, I u...,. X 
>hu-1 
L'exécution du step 1.1. suspend complètement le système 
et pourtant, ce step est synthaxiquement correct. 
Un step de même structure est d'ailleurs présenté en ex-
emple dans le "Language Reference Manual" pour la comman-
de IF, page 3 - 22. 
A~2. > s.., ')(: o, Y=~ u T: x-=i -i u x,,, t.J '', y --. syNr~ >+e 
> S: )( ? ~ t) X -=- Il u " @ X ---.· ~ '/ t,J T)I. :::i,. "1@ 
L'existence d'un blanc dans les données d'un TYPE condi-
tionnel provoque une erreur de synthaxe. 
L'existence d'un blanc dans la partie droite d'une assi-
gnation (SET) conditionnelle, entraine la producti9n d'un 
message "erreur de synthaxe " . 
L'exécution du step 1.1. suspend la partition pour la reste 
de la journée. Cela s'explique de la façon suivante : en 
décrémentant l'argument négatif du RANG, on le rend encore 
plus négatif et on s ' éloigne de ce fait da zéro, valeur pour 
laquelle la suspension est levée. Il n'y a pas production 
de message d'erreur (comme on pourrait s'y attendre, étant 
donné qu'il est spécifié dans l e "Language Reference Manual" 
que l'argument du RANG doit être positif.) 
Le job reste suspendu jusqu ' à ce que l'argument atteigne la 
valeur - 65535 qui est la valeur maximum permise pour l'ar-
gument de la commande RANG. 
On peut let s tar en chronométrant le temps d'exécution du 
step 1.2. Celui-ci est de lo seconde~ 
>A.i .s N= ... ,s,2.r JJ JJ 
~. Vice de fonctionnement du système. 
La séquence d'opérations décrites ci-dessous illustre le problème 
de la concurrence des utilisateurs, en ce qui concerne l'accès 
à la "data base" MUMPS-11. 
a) le job A crée une variable globale à plusieurs niveaux 
et désire accéder la donnée d'un certain niveau de 
cette variable, par exemple : S f TST (1,2,3) = "JOB A". 
b) Le job B tue la variable globale t TST. 
c ) le "Garbage Collector" collecte tout l'espace disq-qe 
dont disposait la variable globale 't TST. 
d) Le job C crée une nouvelle variable globale qui utilise 
entr'autre, le bloc di ·que dans lequel se trouvait la 
donnée ( 1,2,.3) de la variable globale f TST. Le job C 
appelle cette nouvelle variable globale fACD. 
e) Le job A poursuit son traitement par une commande SET 
d'assignation d'une nouvelle va leur à la donnée (1,2,3) 
de la vaTiable globale t TST. Il utilise pour cela la 
"Naked Raferance", soit : S t(.3) = "JOB B". 
L résultat de cette sé quence d'opérations est qu'un bloc de 
la variable globale tACD créé par l'utilisateur Ca été mo-
difié par l'utilisateur A qui croyait en fait, modifier la 
variable globale t TST. 
E. 2 
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J3=JT+102,T1=ST+26,T2=ST+154,E="" A 47 P 5 
$V(65400)/1008<. 64=. 64 T E@"FIN*", ! U 47 Q 
0,0,0 S T~$T,G=$VCT1>,WJ=$V(T2> F I=0,2,46,62 S DT<I)=$VCDT+I) 
I=JT:2:J1,J2:2:J3 S JT(I-JT/2)=$V(I) 
N1=JT<0>/25600,N2=JTC0)/100,NJ=N1-<N2&2. 55>*100 S:NJ? lD NJ=O@NJ 
2 S E=E@H@" : "@M@"*" NJ@"*" F I=l: 1 : N1*100 D 4 
3 
M=$ICT/60),N=$E("AP",$ICM./720)+1)@"M",M=-$I(M/720>*720+M 
H=$ICM/60),M=-H*60+M S:N="PM" H=H+12 S:H?lD H=O@H S:M?lD M=O@M 
3. 05 D 5 S G=G/100&2. 55*100 I G=O S G= 11 00" G 3. 2 
3. 10 S G="Ol" 
3. 20 S WJ=W.J/1008<2. 55*100 S:WJ?lD WJ=O WJ T E@G@"*"@WJ@"* ", 
3. 30 S E=" ", N=INT-($T- ) H N G 1. 2 
4. 10 0 
4. 20 F 
4. 30 s 
4. 40 s 
5. 10 s 
5. 20 F 
6 . 10 s 
6 . 20 F 
4. 3: JT( I )/25600&1. 28 D 4. 2 S: SW E=E@"32*" Q 
J=41 : 1: 51 D 6 I Y=I S E=E@.J@"*" G! 
X=CJTCI)/25600)*100 S: X=192 X=28 S:X=196 X=29 S:X=200 X=30 
E=E@X@"*" Q 
Q(46)=0T<46)/100&2. 55*50 F I=0,2,62 S QCI>=DT<~)./25600*50 
I=0,2,46,62 S:QCI)?lD QCI>=O@Q(I) S E=E@QCI>~"*" 
K=JT(J)/100&2. 55•50,SW=l 
D=. 01:. 01 W K&<D<=Nl> S Y=K,K=.JTCK)/100&2. 55*50 I =I S SW=O Q 
200. 10 T "Y.LB" R X D "P 1024 F Y.LB P 2048" 
1. /8/ 1. 975 1. C>. 75 
O. 01 SS SYSTEM STATUS REPORT SYSTEM UTI LI TY 8-26-74 V003 
O. 02 :; 
O. 03 
o. 04 
THIS UTILITY GENERATES A REPORT ON HE CURRENTLY ASSIGNED 
DEVICE. A "SNAPSHOT'' IS TAKEN OF SYSTEM TABLES AND QUEUES, 
AND THE REPORT DESCRIBES THE CURRENT STATE OF E Y JOB IN 
O. 05 THE SYSTEM. 
O. 10 THE REMAINDER OF PART O HOLDS TEXT FOR THE R PORT GENERATED. 
O. 19 IN RUN Q 
O. 20 DISK I/0 DONE 
O. 21 DISK I/0 BOUND 
O. 22 DISK ESOURCE BOUND 
O. 23 RING BUFFER RESOURCE BOUND Q 
O. 24 256 WORD BUFFER RESOURCE SOUND Q 
O. 25 HI PRIORITY WAIT Q 
O. 26 MEO PRIORITY WAIT Q 
O. 27 LOW PRIORITY WAIT Q 
O. 28 IN CLOCK Q 
O. 29 AVAILABLE FOR USE 











T ! ! ! ?20, "SYSTEM STATUS", ! ! , "DATE--" C :'I.D T ?40, "Tif'lE-- 11 C :'I.T 
ST=$V(44),JT=$V(ST),PT=$V(ST+2),DT=$V(ST+4),ADJ=O 
SQ=$VCPT)/25600•200+JT+2,JM=$V(JT)/25600*100,JA=$V(JT)/100&2. 55*100 
0,0,0 F I=JT+2:2:JM*2+JT,SQ :2:SQ+22 S JTCI-JT/2)=$VCI> 
1. 40 F 
1. 50 T 
1. 60 T 
1. 70 F 
1. 80 s 
I=DT:2:DT+94 S DT<I-DT/2)=$VCI> 
! Il NUMBER OF ACTIVE .JOBS -- Il, ,JM-,.JA 
?35, "NUMBER OF AVAILABLE JOBS --",.JA 
I = 1 : 1 : .JM S .JO ( I > = 11 " 
SQ=SQ-JT/2 G 2:SQ<20 S ADJ=. 22 G 2 
2. 10 T ! ".JOB NUMBER", ?2Q, "STATE", ?50, "DEVI CES OWNED", ! 
2. 14 F N=O: 1:47 F M=l00,25600 S X=DT(N)/M&2. 55*50 I X, <<X-.JM>=<O> S JD(X)=JOCX 
(M/25600+<N•2))@" 11 
2. 20 F 1=1: 1:JM D 3 
2. 50 T ! ! K .JT,JD,JM,DT, I,J,M,N,X,ST, SW,K,Y,D,ADJ,SQ,JA,PT 
3. 10 I JT( I )/25600&1. 28 D :.::. 8 
3. 20 ED 3. 4 I SW T ?5, I,?20, "IN TRANSITION" 
3. 30 l JDCil T ?50,JD<I> 
3. 31 T t I!! 
3.40 F J= Q: 1·SQ+10 S X=.J/100 D 3. 5 I T ?5, I,?20,$S(X-ADJ) Q 
3 . 50 S K=JTCJ)/100&2. 55*50 S SW=l F D=. 01: . 01 W K&<D<=<JM/100)) S Y=K,K=JT(K)/ 
0&2. 55•50 I Y=I S SW=O Q 
3. 80 S X=JTCI)/25600 T ?5, I,?20,$8(10. Ol+X) 
11. 93 TERMINAL I/0 HUNG 
11. 97 DECTAPE I/0 HUNG 
12. 01 MAGTAPE I/0 HUNG 
SYSTEM STATUS 
DATE--1/8/1975 TIME--10:42 
NUMBER OF ACTIVE .JOBS -- 3 NUMBER OF AVAILABLE JOBS --5 
.JOB NUMBER STATE DEVICES OWNED 
1 AVAILABLE FOR USE 
2 AV~ILABLE FOR USE 
~ 
..... AVAILABLE FOR USE 
4 AVAILABLE FOR USE 
· 5 IN RUN G! 3 7 
6 AVAILABLE FOR USE 
7 TERMINAL I/0 HUNG 4 
8 TERMINAL I./0 HUNG 6 
LBO 1./8./1975 1 C>_ é::,7 
[o. lb DISTRIBUTION DES OCCURRENCES DE CHAQUE ETAT. B 
1. 10 s 
1. 20 R 
SP=1, D=l R ! "DEPART ? 11 , DEP R ! "ARRIVEE ? ", ARR I ·' (DEP="") S SP=O, D= 
!"NOMBRE DE PARTITIONS: ",PAT 
1. 30 F 
1. 40 F 
1. 50 A 
1. 55 u 
1. 60 F 
1. 70 s 
1=1 : 1:PAT R !"NUMERO: 11 ,PAT<I> S PAT(l)=PAT<I>+2 
1=28,29,30,32,41 : 1:51 F J=O: 1: 7 S T<J+CI/100))=0 
47 P 5 S SW=1 F H=. 01:. 01 W SW R X O 2 
4 7 S: ARR= 11 " ARR=AR S t<=SP-1 S: ., C DEP=" 11 > K=SP 
1=28,29,30,32,41: 1:51 S AOIS(I,O)=T(l /100) F J=1: 1:7 S A(J)=T(J+(I/10 
AEFF<O>=K,A<1>=DEP,A<2>=ARR,-c3>=PAT F J=l: 1:PAT s ACJ+3>=PAT<J>-2 
2. 10 I $PCX, "*", 1 )="FIN"! ($P(X, "*", 1 >=ARR) S SW=O Q 
2. 20 Q:SP=0&(·'($P(X, 11 *", l>=DEP >> S SP=SP+1,AR=$P(X, "*", 1) 
2. 25 IDS D=O,DEP=AR 
2. 30 F 1=28,29,30,32,41: 1:51 S W<I>=O 
2. 40 F L=l : 1:PAT SI= PCX, "*" , PATCL>>,W<I>=W(I)+l 
2. 50 F 1=28,29, 30,32,41: 1:51 S N=W <I>+CI/100),TCN>=T<N>+l 
200. 10 T "LBO" R X D "F LBO" 
L131 1./8./1975 1 o. ,é:.:3 
1 O. 01 HISTOGRAMME j 
junJ 
1. 10 A 3 T # S INC=AEFF(0)/60,PG=O 
1. 20 s 
1. 25 I 
K=$H(ADIS(-1)) F M=O:O: 1 D 1. 25, 1. 3, 1. 4, 1. 5 S K=$H(ADIS(K)) G 1. 5:K<O 






PG=PG+l T ! ! ! ?30, 11 FILE D'"ATTENTE ", K, ! ! 
J=$H(A(K,-1)) F L=O:O: 1 D 2 S .J=$H(A(J)) Q:J<O 
2. 10 S X=·"(.J) T: X>O J, ?5, X, ?10 F I=l: INC: X T "*" 
2. 20 T:$X>O ! 
200. 10 T "LB1" R X D "F LE!l" 
LB:2: 1../8./1.975 1. O . 68 
10. 10 LISTING DU MONITORING 
1. 10 A 3 T # ! , u TI ME *N 
T "*,. 
1. 20 T ! ! A 47 P 5 
1. 30 R X G 1. 4: $P( X,"*", 1 >="FIN" D l. 5 
1.40 U 47,3 Q 
1. 50 A 3 T $P ( X, "*", 1, 16) <!" *", ! A 4 7 G 1. 3 
200. 10 T "LB2" R X D "F LB2" 
D 
Ll33 1/8/1975 10. 68 
1 O. 10 LISTING :ï. DU MONITORING 1 
ILB31 
1. 10 s 
1. 20 s 
1. 30 R 
1. 40 F 
1. 50 F 
1. 60 A 
1. 70 u 
1. 80 F 
1. 90 G 
SP=l, D=1, INT="MON<O>, ,JOB=O, SW=l, B=" " R ! "DEPART ? ", DEP 
ST=DEP R !"ARRIVEE? ",ARR I .,.<DEP=" ") S SP=O,D=O 
! "NOMBRE DE PARTITI ONS : ", PAT 
I=l: 1:PAT R !"NUME : 11 ,PATCI> S PATCI>=PATCI)+2 
1=11, 12, 15, 16,28,29,30,32,41: 1:51 S TCI>=O 
47 P 5 F N=O: 1 W SW R X D 2 
47 A 3 T #, ! T "*** 11 C :ï.D T ?28, "MOYENNE", ?46, "POURCENTAGE" 
1=28,29,30,32,41: 1:50 D 4 
3 
2. 10 I $P < X, 11 *" , 1 ) ="FIN" ! ( $P ( X, · 11 * 11 , 1 >=ARR) S SW=O Q 
2. 20 Q:SP=08<(.,.($P(X, "*"• l>=DEP>> S SP=SP+ l IDS D=O,ST=$P(X, "*", 1) 
2. 30 F L=1: 1:PAT S A=$P(X, "*",PAT<L>>,T(A)=T(A)+l 
2. 40 F L=ll, 12, 15 S A=$PCX, "*"• L> I .,. CA=O> S TCL)=T<L>+l 
2. 50 S A=$PCX, "*"• 16),TC16>=TC16>+A,J1 - $PCX, "*",2>,.JOB=JOB+J1 
3. 10 T 
. 20 T 
3. 30 T 
3. 40 T 
3. 50 T 
3. 60 T 
3. 70 T 
3. 80 T 
3. 90 T 
3. 99 T 
! '* ASSIGNATION CONSOLE = ", TC 11 >*INT," SECONDES. 11 
1 * ASSIGNATION PRINTER = 11 , T< 12)*INT," SECONDES. _" 
* GARBAGE COLLECTOR = " , T < 15 > * I NT, " SECONDES. " 
* NOMBRE DE JOBS ACTIFS = ",JOB./K-1 
* JOBS WAITING TORUN = ",TC16)./K 
* HEURE DE DEPART = ",ST 
* DUREE ou MONITORING = Il ' K * I NT' Il SECONDES. Il 
* INTERVALLE DE MONITORING = Il' I NT' Il SECONDES. Il 
"* PARTITION NUMERO : / " F I=l: 1: PAT T PAT CI )-2, " / " 
U 3 Q 
4. 10 S K=SP-1 S: '(DEP= 11 ") K=SP T !$S(4+CI/100>> S Z=TCI)/K D 5 T ?30,Z 
4. 20 S Z=T<I>*100./CK*PAT-T(51)) D 5 T ?50,Z@" :ï. 11 Q 
4. 28 "HUNG TERMINAL 11 STATE 
4. 29 "HUNG DECTAPE" STATE 
4. 30 "HUNG MAGTAPE" STAT 
4. 32 TRANSITION STATE 
4. 41 RUN QUEUE 
4. 42 SHORT QUEUE 
4 . 43 QISK I/Q BOUND QUEUE 
4. 44 QIS, RESSOURCE BOUND QUEUE 
4. 45 RIN BWFFER QUEUE 
4. 46 256 W BUFFER QUEUE 
4. 47 HIGH WAIT QUEUE 
4. 48 MEDIUM WAIT QUEUE 
4. 49 LOW WAIT QUEUE 
4. 50 CLOCK QUEUE 
5. 10 S Z=Z@ S:$FCZ, ". ")=0 Z=Z@". 00" S Zl=$PCZ, ". ", 1) S : $LCZ1><2 Zl=B@Zl 
5. 20 S Z2=$P(Z, ". ", 2) S: L CZ2> <2 Z2=Z2@0 S Z= Zl@". "@Z2 I Z=" O. 00" S Z=" * 
200. 10 T "LB3" R X D "F LB3" 
LB4 10. 6'S"-' 
lo. 10 LISTING PAR PARTITION DU MONITORING 1 
1 
1. 10 R !"DEPART? ",DEP R !"ARRIVEE ? ",ARR R !"PARTITION? ",PAT 
1. 20 S B=" ", SS=3, SP=l, INT="MONCO) S: ·'(DEP='"'> SP=O S:.,, <PAT='"'> SS=PAT+2 
1. 30 F J=11, 13, 28,29,30,32,41 : 1:51 S T<J>=O 
1. 40 A 47 P 5 S SW=l F N=0: 1 W SW R X D 3 
l . 50 U 4 7 D 2 G 1. 6 : ' < PAT= " " > S SS=SS+ l S: .,, <DEP=" " > SP=O 
1. 55 G 1. 3: "'(SS=l 1 >&c<PAT=" 1' > 
1. 60 R ! "CONTINUE ? ", C G 1. 1: C="Y" Q 
2. 10 S K=N-1 S: "'(DEP="") K=SP A 3 T #, ! , ?46, "POURCENTAGE" 
2 . 20 F 1=28, 29, 30, 32, 41: 1: 51 D 2 . 6,·2. 7, 2. 8, 2 . 9 
2. 30 T ! ! "* DUREE ou MONITORING· = ", K*INT," SECONDES. " 
2 .. 35 T ! ! "* INTERVALLE DE MONITORING = " , I NT, " SECONDES. " 
2. 40 T ! ! "* NUMERO DE LA PARTITION = ", SS-2, ! 
2. 50 T: "(DEP="") "DE"@B,DEP T: " (ARR="" ) B@"A"@B,ARR T ! U 3 Q 
2. 60 T !$S(4+( I/100) > S Z=T< I )*100/k\5: S: $F(Z, 11 • ">=O Z=Z@". 00" 
2. 70 S Z1=$PCZ, " . ", 1> S: $L (Z1> <2 Zl=B@Zl S Z2=$PCZ, ". ", 2) 
2. 80 S : $LCZ2)<2 Z2=Z2@0 S Z=Zl@" . "@Z2 I Z=" O. 00" S Z=" * 
2. 90 T ?50 , Z@'' ¾" 
3. 10 I $P( X, "* ", 1 )="FIN"! ($PC X, "*", 1 )=ARR> S SW=0 Q 
3. 20 Q:SP=Ot<C.,,($P(X, "*", l>=DEP>> S SP=SP+l,A=$P CX, "*",SS) 
Il 
3. 30 S T<A>=T(A)+1 F L=lL 13 S A=$P(X , "*", L) S:,, CA=0 ) TCL>=T(L)+1 
4 . 28 "HUNG TERMINAL" STATE 
4. 29 "HUNG DECTAPE" STATE 
4. 30 "HUNG MAGTAPE" STATE 
4. 32 TRANSI TION STATE 
4 . 41 RUN QUEUE 
4 . 42 SHORT QUEUE 
4. 43 DISK I/0 BOUND QUEUE 
4. 44 DISK RESSOURCE BOUND QUEUE 
4. 45 RING BUFFER QUEUE 
4. 46 256 W BUFFER QU UE 
4. 47 HIGH WAIT QUEUE 
4. 48 MEDIUM WAIT QUEUE 
4 . 49 L0W WAIT QUEUE 
4 . 50 CLOCK QUEUE 
4.51 ART1TI0N AVAILABLE QUEUE 
200. 10 T "LB4" R X D "F LB4" 
¼BO 24/7./1975 12. 83 
O. 10 MESURE DU TEMPS D' EXECUTION. 
O. 20 PROCEDURE D'EXTRACTION. 
1. 10 S TTC(6)=1000 F N=1: 1:5 S TTC<N>=N*100 
1~io S ST=$V(44),JT=$V(ST>,DT=$VCST+4),J1=JT+16 
1. 30 S J2=JT+80,J3=JT+102,T3=ST+26,T4=ST+154 
1. ·40 F J=l: 1: 6 D 2 A 3 T ?10, TTC<J>, ?25, T, ?50, T R, 
1. 50 U 3 Q 
2. 10 S T=$T F I=l: 1: TTC(..,!) D 3 
2. 20 S T=$T-T,TTR=T*1000/TTC(J) 
a 10 S P=$T,G=$V(T3>,WJ=$V(T4) t K=0,2,46,62 S DTCK)=$V(DT+K> 
3. 20 F K=JT:2:Jl,J2 : 2:J3 S JT<K-JT/2)=$V(K) 
200. 10 T 11 7.BO" R X D "P 1024 F Y.BO P 2048" 
0 
¼MM 24/7/1975 12. 81 
O. 10 MESURE DUT MPS D'EXECUTION. 
O. 20 PROCEDURE D'EXTRACTION. 
1. 01 S EXP=l 
1.05 S H=2. l+EXP A 3 T *' !!!,$S(H), !!!!! U 3 
1.120 S ST=$V(44 >, JT=$V(ST>, DT=$V(ST+4>, Jl=,JT+16 
1 • 
1. 30 ~ . J2=JT+80,J3=JT+102,T3=ST+26,T4=ST+154 
8 
l . . ~O A O R ! "COUNT : ", TTC G 1. 5: TTC="" D 2 A 3 T ?10, TTC, ?25, T, ?50, TTR, ! G 
1.50 S EXP=EXP+l I EXP>7 U 3 Q 
1. 60~ G 1. 05 
2. 10 S T=$T F 1=1: 1: TTC D 2+EXP 
2. ·20 S T=$T-T, TTR=T*lOOO/TTC 
3. 10 S P=$T, G=$V(T3), J $V(T4> 
4. 10 F K=0,2,46, 62 S DT(K)=$V(DT+K) 
5. 10 F K=JT :2:J1,J2:2:J3 S JT<K-JT/2)=$V(K) 
6. 10 F K=0,2,46,62; 
7. 10 S DT<K>=$VCDT+K> 
8. 10 F K=JT :2:J1,J2;2:J3 
9. 10 S JTCK-JT/2)=$VCK) 
200. 10 T "Y.MM" R X D "P 1024 F Y.MM P 2 048" 
• 
MEG 1/8/1975 10. 70 
1. 10 A O R ! "COUNT : 11 , TTC Q: TTC=" 11 
1.20 S T=$T F 1=1: 1:TTC D 1. 99 
1. 30 S T=$T-T,TTR~T*1000/TTC A 3 T ? 10,TTC,?25,T,?50,TTR, ! G 1. 1 
1. 99; INSTRUCTION A MESURER. 
200. 10 T 11 MEG 11 R X D "F MEG" 
E] 
• 
¼L1 1 ./8./ 1 °S""75 10. 7 6 
fo. 1~ TIMING TEST ROUTINE. f 
1. 10 R ! "LINE: ", TTL S TTS=" 1 "@TTL 
1. 20 R ! "COUNT: 11 , TTC G 1: TTC=O D 2 
1. 30 S TTT=$T F J=1: 1:TTC I ~TTS 
1. 40 S TTT=$T-TTT D 3 G 1. 2 
1. 50 s A(0)=200 Q 




3 . . 30 
A 3 T ! , "TIMING TESTS. 
T ! ! Il COUNT SECONDS 
S TTR=TTT*1000/TTC 
Il 
EXECUTED ST TEMENT Il' ! 
T !?36, "VAR$: ", TTV, !, TTC, ?11-$L(TTT>, TTT, ?18, TTR, ?28, TTL. 
200. 10 T "Y.Ll u R X D "P 1024 F Y.L1 P 2048" 
1 
u .... 
1/.E 1 24/7/ 1975 12. 81 
10. ·1p MESURE DE TEMPS D'EXECUTION. 
1. 05 A 
1. 07 s 
1. 10 s 
1. 20 s 
0 R ! "COUNT: 11 , TTC Q: TTC:;:"" 
ST=$VC44>,T1=ST+28,T2=ST+30,T3=ST+31 
T=$T F I=l: 1:TTC D 2 
T=$T-T,TTR=T*1000/TTC A 3 T ?1 0,TTC,?25,T,?50,TTR, ! 
0 
G 1. 05 
2. 10 s TH=ST,A=SVCTl)/100&2. 55*100,B=SV(T2)/100&2.55*100,C=$V(T3)/25600*100 
200. 10 T "7.E1" R X D "P 1024 F ¾El P 2048" 
. 1 
Y.E2 24/7/1'?75 12. 81 
O. 10 ETAT DES PARTITIONS 
' O. 20 MESURE DU TEMPS D'EXECUTION. 
1. 10 S INT=AM < 0 >, E=" 11 , ST=$V < 44), ..JT=$V <ST), DT=SV < ST+4) 
1. ' 15 ,S T1=ST+28,T21.11ST+30,T3=ST+31,L=O 
1. 20 Q: L>60 I $V(65400)/100&. 64=. 64 T E@"FIN*", ! U 47 Q 
1. 25 S L=L+l D 10 
8 
1. 30 H 0, 0, 0 S L=L+l D 10 S T=$T F I=O, 2, 46, 62 S DT< I )=$V([IT+I > ..-
1. 35 S L=L+l D 10 ._. 
1. 40 F I=JT :2:JT+16,JT+82:2:JT+102 S JT<I-JT/2)=$V(I) , 
1. 45 S G=$V(ST+26)/100&2. 55* 100,WJ=$V(ST+154)/100&2. 55*100,L=L+l D 10 ..-
1. 50 S N1=JT(0)/25600,N2=JT(0)/100,NJ=Nl-<N2&2. 55)*100 S:NJ?1D NJ=O@NJ 
1. 60 D 2 S E=E@H ": "@M@ " "@NJ(!"'*" F I =1: 1: Nl*lOO D 4 . 
1. 70 G 3 
2. 10 S M=$I (T /60), N $E( "AP", $1 (M/720)+1 )(! 11 M", M=-$1 (M/720)*720+M 
2. 20 S H=$l(M/60),M=-H*6û+M S:N="PM" H=H+12 S:H?lO H=O@H S:M?1D M O@M 
3. 05 D 5 I G=0 S G="OO" G 3. 2 
3. 10 S G="Ol 11 
3. 20 S:WJ'?lO WJ=O@WJ S E=E@û@"*"@WJ@"*" 













4. 3:JT(l)/25600&1. 28 D 4. 2 S:SW E=E@"32*" Q 
J=41: 1:51 D 6 I Y=I S E:::;E@J@"*" Q 
X=<JT(I)/25600)*100 S:X=192 X=28 S:X=196 X=29 S:X=200 X=30 
E=E@X@"*'' Q 
Q<46)=DT<46)/'100&2. 55*50 F I=0,2,46,62 S Q(I>=DT<I)/25600*50 
I=0,2,46,62 S:Q(I>?lO Q<I>=O@Q<I> S E=E@Q(I)©"*" 
6. 10 S K=JT(J)/100, 2 . 55*50,SW=l 
, 6.20 F D=. 01:. 01 W K&CD<=Nl) S Y=K,K=JT(K)/100&2. 55*50 I Y=I S SW=O Q 
10. 10 S T<L):a:$T, A(L)=$V(T1 )./100&2. 55*10 JI. f-.e.1.tt~~'"'•NT 
10. 20 S B<L>=SV(T2)/100&c2. 55*100, C(L)=SV<T2)/25600*100 ,,. J)v TS.t'IP~. 
200. 1 "7.E2u R X D "P 1024 F ¼E2 P 2048" 
¼E3 24/7/1975 12. 82 
O. 19 ETAT DES PARTITIONS: EXTRACTEUR 
O. 2b MESURE DU TEMPS D'EXECUTION. 
1. 10 S 
1. 15 S 
1. 20 S 
1. 25 H 
1. 30. F 
1. 32 S 
1. 35 F 
1. 37 S 
1. 40 F 
1. 50 S 
' 1.-55 S 
· 1. 60 S 
1. 70 H 
INT=AMON<O>,KA=O,ST=$V(44>,JT=$V(ST),DT=$V ( ~T+4) 
Tl=ST+28,T2=ST+30,T3=ST+31,L=O 
A= 1111 , 8= 1111 Q: L:>60 S T=$T I $V(é:,54 00 )/100&c. 64;:;. 64 
0,0,0 S L=L 1 D 5 
I=JT:2:JT+16 S A=A@$V<I>@"*" 
L=L+1 D 5 
I=JT+82:2:JT+102 S B=B@$V(I)@"*" 
L=L+l D 5 
I=0,2,46,62 S A=A $V(DT+I)<!"*" 
A=A@T@"*"@ V<ST+26)@"*"@$V(ST+1S4>@"*" 
L=L+l D 5 
.,...MON<KA)=A,.,...<KA+l>=B,KA=KA+2,L=L+l D 5 
INT-($T-T) S L=L+l D 5 G 1. 2 
5. 10 S T(L)=$T,A(L)=$V(Tl)/100&2. 55*100 
5. 20 · S B<L)=$V(T2)/100&2. 55*100,C(L)=$V(T3)/25ô00*100 
200. 10 T "Y. 3 11 R X D "? 1024 F ¾E3 P 2048 11 
8 
1 ADU<O>=KA-1 Q 
XE4 24/7/1975 12. 82 
O. 10 ETAT DES PARTITIONS: EXTRACTEUR. 
O. 20 MESURE DU TEMPS o ~EXECUTION. 
8 
1. 10 S INT=.,..MON(O), KA::::1, ST=$V(44>, ,..IT=$V(ST), DT=$V(ST+4> 
1. 12 S J1=JT+30,J2=JT+82,J3=JT+102,T3=ST+26,T4=ST+154 
1. 15 S T1=ST+28,T2=ST+30,L=O 
1.20 Q:L>30 SA 1111 ,B="" I $V(65400)/100k 64~ 64 S A(O. 5)=KA-1 Q 
1. 25 H 0,0,0 S L=L+1 D 5 
· 1. 30 S T=$T,G=$VCT3),WJ=$V(T4> F I=0,2,46,62 S OT<I)=$VCDT+I> 
1. 40 F I=JT:2:J1,J2:2:J3 S JTCI-JT/2)=SV<I> 
1. 45 S L=L+i. D 5 
1. 50 F 1=1: 1: 15 S A=A JT(l)@"*" 
1. 60 F I=0,2,46,62 S A=A@DT<I>@"*" 
1. 70 S A=A@T@"*"©G@"*"@WJ@"*" F 1=41: 1: 51 S B=B<!JT < I) <!"*" 
1. 80 S .,..(KA>=A,.,..CKA+1)=B,KA=KA+2,L=L+l D 5 H INT-($T-T) G 1. 2 t 
ei. 10 S T(L)=$T, A<L>=t>V(T1 )/100&2. 55*100 J11'Pil.l:.\..E:.V N&.Nr 
5. 20 S B(L)=$V(T2)/100&2. 55*100,C(L)=$V(T2)/25600*100 ,ab~ "'' • 
200. 10 T "¼E4" R X D "P 1024 F ¼E4 P 2048" 
I 
Y-B2 1/8/1975 10. 76 
1 O. 10 MANIPULATION DU PROCESSOR ST ATUS WORD. 1 
1 
1. 10 s 
1. 20 D 
1. 30 D 
1. 40 F 
1. 50 D 
2. 10 s 
2. 20 s 
ST=$VC44) ,T28=ST+28,T30=ST+30,J=O F 1~1: 1:5 D 2 
3 A 46 P 25~ V 65534:$VC65534)+192 U 46 D 3 F I=6: 1: 15 D 2 
3 A 46 P 25 V 65534:$VC65534)/100&653. 11*100 U 46 D 3 
1=16: 1 20 D 2 
4 Q 
TCI)=$T,A<1)=$V(T28)/100&2. 55*100 
B<IJ=$VCT30)?100&2. 55*100,CCI)= V(T30)/2 600*100 
3. 10 S J=J+l,PSWCJ)=$VC65534), "î(J)=PSW(J)/100&2. 24*100/32 
4. ~5 A 3 T # S K=l, IN=1,0UT=5 
l¼B21 
4. 10 T ! !,$SC4. 9), ! F I=IN: 1:0UT T ?5,TCI),?20,A<I>,?30,BCI),?40,CCI>, ! 
4.20 T !!,$S(4.91}, !,?5, 0 PSW= ",PSW<K>,?20,"PRIORITE= ",PRT<K>, ! 
~ 30 T ! !,$S(4. 92), ! ! S K=2, IN=6,0UT=15 D 4. 2,4. 1 
4. 40 S K=3 D 4. 2 î ! !,$SC4. 92), ! ! S k=4, IN=16,0UT=20 D 4. 2,4. 1 U 
4. 90 ***** OBSERVATION DU TEMPS. ***** 
4. 91 ***** OBSERVATION OU PROCESSOR STATUS WORD. ***** 
4 . 92 ***** MODIFICATION DU PROCESSOR STATUS WORD. ***** 
200. 10 T ":'I.B2" R X D "P 1024 F '.Y.B2 P 2048" 
1 
• 
7.L2 24/7/1975 12. 95 
O. 10 ETAT DES PARTITI ONS : EXTRACTEUR. 
1. 10 S INT="MON<O>,ST- $V(44),JT=$V( ST ),DT=$V(ST+4),J1=JT+18 
1. 15 S J2=.JT+82, J3=JT+1C>2, T3=Sl'+26 , T4=ST+154, KA=l 
1. 20 S A=•11•, B="" I V ( 65400 > /100&. 64=. 64 S ""< O. 5) =KA-1 Q 
8 
1. 30 H 0,0,0 S T=$T,G= V<T3),WJ=$V(T4> F I=0,2,46,62 S DT<I>=$V(DT+I> 
1. 40 F I=.JT:2:J1,J2:2 : J3 S JT(I-JT/2)=$V(I) 
1. 50 F I =O: 1 : 9 S A=A<!.JT < I > @ 11 * 11 
1. 60 F I=0,2,46,62 S A=A@DT(l)@"*" 
1. 70 S A=A@T@"*" G<f"*" .WJ@"*" F 1=41: 1: 51 S B=BGJT< I )@" * " 
1. 80 S ""(KA>=A,-"<KA+1) B,KA=KA+2 H INT-($T-T) G 1. 2 
200. 10 T 11 '.'I.L2 11 R X D "P 1024 F ¼L2 P 2048" 
¾L3 .,. /7/1975 12. 95 
IO. 0~ ETAT DES PARTITIONS: ANALYSEUR. 
1. 05 S LIM=.,..MON(0. 5),LK=l,E= "" A 47 P 5 
Ï. -10 I LK>L IM T E@"FIN*'r, ! U 47 Q 
1, 15 S A=""MON<LK), B=.,.MON(LK+1 ) F 1=1 : 1 : 10 S JTCI-1)=$P(A, "*", I) 
1. 20 F 1=1 : 1 : 11 S JT<I+40)=$P(E:, "*", l> 
1. 25 S OTCO)=$P(A, "*", 11),DTC2)=$PCA, "*", 12>,DT(46)=$PCA, "*", 13) 
1. 30 S DT<62)=$P(A, "* 0 , 14), T=$P(A, "*", 15 ) 
8 
1. 50 S N1 =JT <0)/25600,N2=JTC0)/100,N.J=Nl -<N2&2. 55)*100 S:NJ?lD NJ=O@NJ 
1. 60 D 2 S E=E@H ": '@M@"*"@NJ@"*" F 1=1: 1:N1*100 D 4 
1. 70 G 3 
2. 10 s 
2. 20 s 
3. 05 D 
3. 10 s 
3. 20 s 
3. 30 T 
4. JO G 
4. 20 F 
4. 30 s 
4. 40 s 
5. 10 s 
5. 20 F 
M=$l (T/60),N=$E("AP",$ l(M/ 720) +1)@ 11 M11 ,M=-$ ICM/720)*720+M 
H=$I(M/60) ,M=-H*60+M S: N="PM" H=f-1+12 S:H? lD H=0@H S:M? 1D M=0@M 
5 S G=$P(A, "*"• 16).1100&<2. 55*100 I G=O S G="OO" G J. 2 
0="01" 
W.J=$P ( A, "* 11 , 17>/100&2. 55* 100 S: W,.J? 1 D W.J=0@WJ S E=E@G@" *" WJ@" *" 
E@" 11 , ! S E=-" ", LK=LK+2 G 1. 1 
4. 3:JT(l)/25600&1 . 2 8 D 4. 2 S : SW E=E@"32*" Q 
J=41: 1: 51 D é, I Y=I S E=E@J@"* " Q 
X=< JT(l)/25600)*100 S : X=192 X=28 S: X=196 X=29 S:X=200 X=30 
E=E@X@" *" Q 
Q(46)=0T(46)/100&2. 55*50 F 1=0, 2,62 S Q(I)=OT(I)/25600*50 
I=O, 2, 4é,, 62 S: Q( I > ? 1D. Q( I) =O~u < I) S E=E@GH 1 )@"*" 
6. 10 S K=JT(J)/ 100~2. 55*50, SW=l 
6. 20 F D=. 01:. 01 W KL(D<=Nl) S Y=K,K=JT(K)/100&2. 55*50 
200. 10 T "¾L3" R X D "P 1024 F 1/.L3 P 2048 11 
¾MB 1./8/" 1975 10. 74 
O. 10 ETAT DES PARTITIONS : EXTRACTEUR. 
O. 20 MASQUE PROCESSOR STATUS WORD. 
1. 10 s 
1. 15 s 
1. 20 s 
1. 25 A 
1. 30 s 
1. 40 F 
1. 45 A 
1. 50 F 
1. 60 F 
1. 70 s 
1. 80 s 
INT=AMONCO),ST=$V(44>,JT=$V( ST ),DT=$V( ST+4),J1=JT+18 
J2=JT+82,J3=JT+102, T3=ST+26,T4=ST+154, KA=1 
A="",B="" I $V(65400)/100k 64=. 64 S A(O. 5)=KA-1 Q 
46 P 256 y 65534 : $V<65534>+192 V 46 
T=$T,G=$VlT3),WJ=$V (T4) F I=0,2,46,62 S DT(I)=$V(OT+l) 
I=JT:2:J1 ,J2:2:J3 S JTCI-JT/2 )=$V(I) 
46 P 256 V 65534 : V<65534)/100~653. 11*100 U 46 . 
I=O : 1:9 S A=AtJT(I)@"*" 
I=0,2,46,62 S A=A@DTCI)@"*" 
A=A@T@"*"@G©"*"@WJ@"*" F 1=41 : 1:51 S B=B@JT< I>@"*" 
A(KA)=A,A(KA+l)=B,KA=KA+2 H INT-($T-T) G 1. 2 
200. 10 t "XMB". R X D "P 1024 F XMB P 2048 11 
¼L7 24/7/1975 12. 97 
O. 10 ETAT DES PARTITIONS 0 





INT=AM0N<0>,L=0,ST=$V(44>,JT=$V (ST >,DT=$V ( ST+4),J1=JT+30,J2=JT+82 
J3=JT+102,Tl=ST+28,T2=ST+30, T3=ST+26,T4=ST+154,E="",CHG=1 A 47 P 5 
1. 20 G 
1. 25 H 
1. 30 s 
1. 40 F 
1. 45 s 
1. 50 S 
1. 6,0 D 
1. 70 G 
2. 10 s 
2. 20 s 
3.05 D 
3. 10 s 
3. 20 s 
3. 30 T 
4 . 10 G 
4. 20 F 
4. 30 s 
4. 40 s 
5. 10 s 
5. 20 F 
6. 10 s 
6. 20 F 
7:L>3 1 I $V(654''>0 )/100&.64=.64 T E@"FIN*", ! LI 47 Q 
0,0,0 S L=L+1 D 10 
T=$T,G=$VCT3) ,WJ V<T4) F I=0,2,46,62 S DTCI)=$V(DT+I) 
I•JT:2:J1,J2:2:J3 S JTCI-JT/2)=$V (I> 
L=L+l D 10 
N1=JT(0)/25600,N2=JTC0 )/100,NJ=Nl-(N2&2. 55)*100 S:NJ?1D NJ=O@NJ 
2 S E=E@H@": "@M@''*"@NJ@"*" F I=l: 1: N1*100 D 4 
3 
• M=$I(T/60),N=$E( 0 AP ",$I(M/720)+1)@"M",M=-$l(M/720)*720+M 
H=$l(M/60),M=-H•60+M S:N="PM" H=H+12 S:H?1D H=0@H S:M?1D M=0@M 
5 S G=G/100t(2. ~5*100 I G=0 S G= "00" G 3. 2 
0="01" : 
WJ=WJ/ 100&2 55•100 S:WJ? 1D WJ=O@WJ S E=E@G@"*"@WJ@"*" 
E@" ", ! S E=" "1 N=INT-C$T-T), L=L+l S: N·"O N=1 0 10 H N O 1. 2 
4. 3:JTCI)/25600&<1. 28 D 4 . 2 S:SW E=E@"32*" Q 
J=41: 1: 51 D. 6 I Y=I S E=E@J@"*" GI 
X=(JT<I> /i5600)*100 S:X=192 X=28 S:X=19ô X=29 S:X=200 X=30 
E=E@X <! "*" Q 
Q(4ô>=DTC46)/100&2 55*50 F I=0,2,46,62 S Q(l) =DT<I)/25600*50 
I=O, 2 , 46, 62 S: Q( I )?lD GHI )=O@Q( I) S E=E@Q( I )@ " 11 
K=JT(J)/100&2. 55*50,SW=l 
D=. 01:. 01 W K~<D<=N1> S Y=K,K=JT(K)/100&2. 55*50 I Y=I S SW-0 Q 
7 . 10 A 3 T #, ! ! , "CHARGE DU SYSTEME : 11 , CHG, ! ! ! 
7. 20 T ?8, "$T", ?19, " S28", ?31, "S30", ?43, "S31", ! ! 
7 . 30 F L=1 : 1 :30 T ?5,T(L),?20,A<L>,?32,BCL),?43,C(L), 
7. 50 I CHG<7 S Y.L9 D 7 . 7 S CHG=CHG+l, L=O G 1. 25 ~ CH~P.G.E ~" c.ysrEk!. 
7.bO IJ 3 Q 
7. 70 F M=l : 1: ~O K T(M),A<M>,B<M>,C(M) 
10. 10 S T(L)=ST, A(L)=$V(T1 )/100&2. 55*100 
10. 20 S B(L)=SV<T2)/100&2. 55*100, ( L)=$V(T2)/25600*100 
200. 10 T "¾L7" R X D "P 1024 F ¾L7 P 2048" 
~ L lt" &. M I.IJ,-
l)u TEMPS. 
24/7/1975 12. 96 
O. 10 ETAT DES PARTITIONS: EXTRACTEUR. 
0.20 MESURE DU TEMPS D;EXECUT 
1. 10 S INT=AMON(0),ST=$V(44),JT=$V(ST),DT=$V(ST+4),J1=JT+18 
1. 12 S Tl=ST+28,T2=ST+3 0,L=O,CHG=1 
1. 15 S J2=JT+82,J3=.JT+102,T3=ST+26,T4=ST+154, KA=1 
1.20 G 3:L::>-31 s A="",B= 11 " I V(65400)/100&. 64=. 64 s A(O. 5) KA-1 Q 
1. 25 H 0,0,0 S L•L+l 0 5 
1. 30 S T=ST,G=$V(T3),WJ=$V(T4> F l=0,2~46,62 S DT(l)=$V(DT+I> 
1. 40 F I=JT:2:J1,J2 : 2 : J3 S JT(I-JT/2)=$V(I) 
1. 45 S L=L+ i. D 5 
1. 50 F . I=O: 1:9 S A=A~JT(l)@ 11 * 11 
1.66F I=0, 2,46,62 S A=A DT(I)@~*" 
1:70 s ·A=A~T@"*" G~"*"@WJ@"*" F 1=41 : 1:51 S B=B~JT<I>@"*" 
8 
1. 80 S ~<KA>=A,A(KA+l)=B,KA=KA+2,L=L+1,N=INT-($T-T> S:N<O N=l D 5 H N G 1. 2 
3. 10 A 3 T #, ! ! , "CHARGE OU SYSTEME : ", CHG, ! ! ! 
3. 20· T ?8, "$T", ?19, 0 S28 11 , ?31, "S30", ?43, "S31", ! ! - . 
3. 30 F L=l: 1:30 T ?S,T(L),?20,A<L>,?32,B(L>,?4~,C<L>, ! r 
3. 40 I CHG<7 S Y.L9 D 3.6 S CHG=CHG+l,L=O G 1. 2~ ..,_ ~MA~6 bu 
3.50 U 3 Q 
3.60 F M=1: 1:30 K T<M>,A<M>,B<M>,C<M> 
5. 10 s T <t.., > •T, A <L. >=$V< r1 > /10011c2. 55*100 il P,,e.tE.v& "1.~r 
~- 20 S B(L)=$V(T2)/100&2. 55*100,C(L)=$V(T2)/25600*100~l~ T~H ~· 
20~ 10 T "¾L6" R X D "P 1024 . F XL6 P 2048" 
¼B3 24/7/1~'75 12. 96 
1 O. 0.1 CHARGE DU SYSTEME ( ALL RE SOURCES >. 
1. 10 I 
1. 20 F 
1. 30 H 
1. 40 F 
2. 01 F 
2. 05 Q 
2. 10 s 
2. 20 s 
$VC65400)./1001!<. 64=. 64 A 1 T "1/.B3 : EXIT",! U 1 H 
J=l: 1: 10 D 1. 4 H 1 
1 G 1. 1 
K=l: 1:3 S DCA(K)=AACO ( l, 1,K) D 2 
I = 1 : 1 : 3 D 2. 1 , 2 . 2 
T=$T,A=$V($VC44)+28)/ 100&2. 55*100 
B=$V($VC44)+3 0)/100&2. 55*100,C=$V($VC44)+30)/25600*100 
200. 10 T "1/.B3" · X D "P 1024 F 'Y.B3 P 2048" 
8 
¾L8 24/7/ 1975 12. 96 
1 o. 01 CHARGE DU s v ·-TEME ( CPU 0NLY). 
1. 10 I 
1. 20 s 
1. 30 F 
1. 40 G 
1. 50 s 
1. 60 s 
$V(65400)/100~. 64=. 64 H 
ST=$V(44>,T28=ST+28,T30=ST+30 
I=l: 1:60 D 1. 5, 1. 6 
1. 1 
T< I )=-$T, AC I )=$V(T2,;;;d./100&2. 55*100 
B<I)=$V(T30)/100&2. 5t*100,C(l)=$V<T30)/25600*100 
2. 10 A 3 T # 
2. 20 F J 1: 1: I T ?5,T(l), ? 15,A<I>,?25 ,B<I>,?35,CCI), 
200. 10 T "¾L8" R X D "P 1024 F ¼L8 P 2048" 
0 
7.L9 24/7/1975 12. 96 
1 O. 0 f CHARGE DU SYSTEME <DI SK ACCESS ONL Y ) . 
1. 0~ A 1 T II PROGRAM STA T" , ! U 1 
1: io I $VC65400)/100&. 64=. 64 A 1 T " CHARGE EXIT",! t 
1. 20 F J=l: 1: 10 S DCA(J)-AACD(l, 1,J) 
1. 30 F K=l: 1: 10 S AACD(l, 1,K)=DCA(K) 
1. 40 G 1. 1 
200. 10 T "¾L9 11 R X D "P 1024 F 1/.L9 2048" 
8 
¼L5 1./8./1975 10_ 74 
1 O. 01 OBSERVATION OU TEMPS. 1 
1 
1. 10 S ST=$V(44),T28=ST+28,T3 0=ST+30 I=1 
1. 20 S A<I>=SVCT28)/100&2. 55*100,B(I)=$V(T30)/100~2. 55*100 
1. 30 S CCI)=$V( T30 )/25600*100 ,T(I)=$T, I=I+l Q: I>120 G 1. 2 
200. 10· T "Y.L5" R X D "P 1024 F '.'I.L5 P 2048" 
l¾L51 
• 
¾L.4 1 ./·8./ 1 975 10. 75 
1 O. 10 OB~ERVATION DU TEMPS. f 
j 
1. 10 A 3 T ?8, "$î", ?19, "S28", ?31, "S30", ?43, "S31", ! ! ! 
1. 20 S ST=$V(44>~T22=ST+28,T30=ST+30 
1. 30 S A=$V(T29).110ô&c2. 55*100,B=$V(T30)/100&t2. 55*100 
1. 40 S C=$V(T30>Y25600*100,T=$T 
1. 50 T ?5,T,?20,A,?32,B,?43,C, ! G 1. 3 
200. 10 T "Y.L4" R X D "P 1024 F Y.L4 P 2048" 
:%:B1 :L /"8/ 1 975 1 <:> . 75 
[ O. 10 OBSERVATION DU TEMPS7 
1. 10 S 
1. 20 S 
1. 30 S 
1. 40 G 
1. 50 S 
ST=$V(44>,T28=ST+28,T30=ST+30, I=O,AT(O)=I 
A(I+1)=$T,A(I+2)=$V(T28 ) /100&2. 55*100 
A(I+3)=$V(T30)/100&2. 55*10Q,A(I+4)=$V(T30)/25600•100 
1. 5: 1>200 S I=I+4 G 1. 2 
A(0)=200 Q 
200. 10 T "¼Bl" R X D "P 1024 F '.ï.Bl P 2048" 
1 ¾131 1 
¼B4 24/7/1975 12. E:3 
fo. ~o MESURE DU TEMPS DE REPONSE. 
1. 05 s 
1. 10 T 
1. 20 T 
1. 30 s 
1. 40 G 
ST=$VC44),TS=$VCST+32)/100L2. 55*100,S28=ST+28,CHG=1,ACC=l,B="" A 3 
#, ! ! ! ! ! ! ! ! ! ! , "VALEUR D"UN TRANCHE DE TEMPS STANDARD : ", TS, 11 TICKS. 
#, ! ! , "TYPE D·'ACCES . ", ACC:, ! T ! ! ! ! ! , "PROCEDURE O·'ACC:ES. ", ! ! ! 
H=9. l+ACC T $S(H), ! T #, ! ! 
2 
2. 10 T "CHARGE DU SYSTEM : ", CHG, " PARTITION", B, ! ! F 1=1: 1: 53 D 3 
2. 20 S SUM~ O F 1=3: 1:53 S SUM=SUM+DIFCI) 
2. 30 S MOY=SUM/50, ·"'TAB(ACC, CHG)=MOY T "TEMPS MOYEN : ", MOY, 
2. 40 F M=O: 1 : 4 T ! F N=3: 1 : 12 T DI F C M* 1 O+N > , "/" 
2. 50 T ! ! ! S CHG=CHG+l I CHG=2 · s ¼B:3(6 ) S B="S" G 2. 1 
2. 60 I CHG>8 G 2. 8 t 
2. 70 s ¼B3 G 2. 1 .. C.WAR.6-E bll S)'STC'1~. 
2. 80 D 6 A 3 S CHG=L B=" ", ACC=ACC+l I ACC<=4 D 1. 2, 1. 3 G 2 
2. 90 G 4 
/"""" C.I\L,u&. .k.tl ,SMPS b& R H>AJ, • 
1a10 S T(2)=$VC S28)/100&2 55*100,TC1)=$T D 9+ACC 3. 20 S TC4)=$VCS28)/100&2. 55*100,T(3)=$T,Y=<T<1>*100)+C(50-T<2>>*2> 3. 30 S X=CTC3)*100)+C<SO-TC4>>*2),DIFCI>=X-Y I DIF<I><0 S DIF<I>=0IF(I)+l00 3. 40 Q . · 
4 . 10 T 
4. 20 T 
4 . 30 T 
4 . . 40 T 
4. 50 s 
4. 60 T 
#, ! ! ! , "EN ABSCISSE: CHARGE DU SYSTEME. 11 , ! 
11 EN ORDONNEE: TYPE (1 ,· ACCES D J SQIJE. 11 1 I I 1 1 I S STR= 11 • , •••• , * 11 
! , ?5, "*" F 1=1: 1: 8 T STR 
! , ?5 , 11 * " F I = 1 : 1 : 8 T . 11 11 , I , 11 * 11 
STR="********" D 4. 3 F L=l: 1 : ACC-1 S X=ATAB(L, 1) D 5 
# U 3 Q 
5. 10 T ! , ?2, L, ?5 , "*" F K=l: 1: 8 D 5. 3 
5. 20 S STR=" . ...... *" D 4. 3 Q 
5. 30 S Y= ...... (K) @, INT=6+((K-1)*8)+(6-$L(Y)) T ?INT,Y, 11 *" 
6. 01 A OF I=l: 1: 1000 P 7 
6. 05 T ! "PLEASE SET BIT 6 OF SWITO ' REGI STER. 11 
6 . .l. 0 T ! "THE MESSAGE "¾B3: EXIT·' MU_, i APF'EAR 7 TI MES ON THE CONSOLE" 
6. 20 T !"AFTER IAT,PI-EASE RESET BIT 6 OF SWITCH REGISTER" 
6. 25 R . "TYPE A ·'CR" ", S6 
6. 30 T !"OK, IT"S OVER,THA K YOU" U 0 
10. 10 S Z=''REPC1) 
11. 10 S Z=,....REPC 1, 1 ) 
12. 10 S Z=·"'REP < 1, 1, 1 > 
13. 10 S Z="'REP < 1, 1, 1, 1 > 
200: 10 T "¼B4" R X D "P 1024 F Y.B4 P 2048" 
Y.MS 1/"8/1975 1 C>. 77 
O. 10 CHARGE DU SYSTEME (ALL RESOURCES ) 
O. 2ô CHARGE DE TYPE B. 
1. 10 I 
1. 20 F 
1. 30 H 
2. 01 F 
2 . 05 Q 
2. 10 s 
2. 20 s 
200. 10 
$V(65400)/1 00&. 64=. 6 4 A 1 T "1/.M8: EXIT",! U 1 H 
.J= 1 : 1 : 10 S DCA< ,J > ="ACD < 1 , 1, J > H 1 D 2 
5 G 1. 1 
K= 1 : 1 : 5 D 2. 1, 2. 2 
T=$T,A=$V($V( 44)+28)/100&2. 55*10C> 
B=$V($V(44)+30)/100&2. 55*100,C=$V($V(44)+30) /2560•*100 
T "¼M8" R X D "P 1024 F Y.M8 P 2048" 
l¼Mel 
¼M9 1 .. /8/ 1 •:;:)-75 10. 76 
O. 10 CHARGE DU SYSTEME <ALL RESOURCES) 
O. 20 CHARGE DE TYPE C. 
1. 10 I 
1. 20 F 
1. 30 H 
2. 01 F 
2. 05 Q 
2. 10 s 
2. 20 s 
200. 10 
$V(65400)/100~. 64=. 64 A 1 T "%M9 : EXIT",! U 1 H 
J=1: 1: 10 S DCA(J)=AACD(l, 1,J) H 2 D 2 
5 G 1. 1 
K= 1 : 1 : 5 D 2. 1 , 2 . 2 
T=$T,A=$V($V(44)+28)/100&2. 55*100 
B=$V($VC44)+30)/100&2. 55*100,C=$VC$V(44)+30) / 25600*100 
T "¼M9" R X D "P 1024 F ·'.'I.M9 P 2048" 
1 ¾M9 l 
