Brézin and Hikami [12, 13, 14, 15] have considered a random Gaussian Hermitian ensemble with external source,
Tr(M −A) 2 dM, where M is random and A is deterministic. Notice this matrix ensemble, which had come up in the prior literature [21, 19, 17] , ceases to be unitary invariant. The matrix A is chosen so that the support of the equilibrium measure has a gap, when the size of the random matrices tends to infinity. Through a fine tuning of A, the gap can be made to close at the origin. Brézin and Hikami propose a simple model having this feature, where the matrix A is diagonal, with two eigenvalues a and −a of equal multiplicity. Thus, upon letting the size of the matrix go to ∞ and after appropriate rescaling, they discover a new critical distribution, specified by a kernel involving Pearcey integrals [22] and having universality properties. P. Zinn-Justin [24, 25] establishes the determinantal form of the correlation functions for the eigenvalues of the finite model. Then extending classical connections between random matrix theory and non-intersecting random paths, Aptekarev, Bleher and Kuijlaars in [7] give a non-intersecting Brownian motion interpretation of this Gaussian ensemble with external source. They also show that multiple orthogonal polynomials are the right tools for studying this model and its limit (see [8, 9, 10, 11 ])
The present paper studies the Gaussian Hermitian random matrix ensemble H n with external source A, given by the diagonal matrix (set n = k 1 + k 2 )
and density 1 Z n e − Tr( Consider the following probability:
P n (a; E) := P( all eigenvalues ∈ E) = 1 Z n Hn(E) e − Tr(
In [1] , we have shown that for A = 0, the probability for this Gaussian Hermitian ensemble (GUE) satisfies a fourth-order PDE, with quadratic nonlinearity (reducing to Painlevé IV in the case of one boundary point) : Theorem 0.1 The log of the probability P n (a; E) satisfies a fourth-order PDE in a and in the endpoints b 1 , ..., b 2r of the set E, with quartic non-linearity: := ∂ ∂a B 0 − a ∂ ∂a − aB −1 log P n − (B 0 − 2aB −1 − 2) B −1 log P n .
(0.6)
Remark: : The change of variables a → −a, k 1 ↔ k 2 in the definition of F − and G − act at the level of the operators. In fact, later, it will be clear that P n (a; E) is invariant under that change of variables.
Again here we provide a natural integrable deformation of (0.4) (section 1). As is well known, the probability for A = 0 relates to the standard Toda lattice and the one-component KP equation (see [1] ), the spectrum of coupled random matrices to the 2-Toda lattice and the two-component KP (see [2] ), whereas we show that the model (0.4) relates to the three-component KP equation (section 2). This deformation enjoys Virasoro constraints as well (section 3), which together with the bilinear relations arising from 3-KP leads to the PDE of Theorem 0.1 (section 4).
The second question concerns the Pearcey distribution, which we now explain. Following [7] , consider n = 2k non-intersecting Brownian motions on R (Dyson's Brownian motions), all starting at the origin, such that the k left paths end up at −a and the k right paths end up at +a at time t = 1. As observed in [7] , the Karlin-McGregor formula [20] enables one to express the transition probability in terms of the Gaussian Hermitian random matrix probability P(a; E) with external source, as in (0.4),
where p(t, x, y) is the Brownian transition probability
Let now the number n = 2k of particles go to infinity, and let the points a and −a go to ±∞. This forces the left k particles to −∞ at t = 1 and the right k particles to +∞ at t = 1. Since the particles all leave from the origin at t = 0, it is natural to believe that for small times the equilibrium measure (mean density of particles) is supported by one interval, and for times close to 1, the equilibrium measure is supported by two intervals. With a precise scaling, t = 1/2 is critical in the sense that for t < 1/2, the equilibrium measure for the particles is supported by one, and for t > 1/2, it is supported by two intervals. The Pearcey process P(s) is now defined as the motion of an infinite number of non-intersecting Brownian paths, just after time t = 1/2, with the precise scaling (see [7] ):
Even though the pathwise interpretation of P(t) is unclear and still deserves investigation, it is natural to define the probability
Brézin and Hikami [12, 13, 14, 15] for the Pearcey kernel and Tracy-Widom [23] for the extended kernels show that this limit exists and equals a Fredholm determinant:
where K t (x, y) is the Pearcey kernel, defined as follows:
where (note ω = e iπ/4 )
satisfy the differential equations
The contour X is given by the ingoing rays from ±∞e iπ/4 to 0 and the outgoing rays from 0 to ±∞e −iπ/4 , i.e., X stands for the contour
The second result of this paper 2 is to give a PDE for the Pearcey distribution below in terms of the parameter t appearing in the kernel (0.10). Since this Pearcey distribution with the parameter t can also be interpreted as the transition probability for the Pearcey process, we prove:
satisfies a 4th order and 3rd degree PDE, which can be written as a Wronskian 3 :
The proof of this statement, based on taking a limit on the PDE of Theorem 0.1 will be given in section 5.
1 An integrable deformation of Gaussian random ensemble with external source
Consider an ensemble of n × n Hermitian matrices with an external source, given by a diagonal matrix A = diag(a 1 , . . . , a n ) 2 Tracy and Widom show in [23] the existence of a large system of PDE's involving a large system of auxiliary variables for Q and also for the joint probabilities at different times.
3 given that {f, g} X := Xf.g − f.Xg.
and a general potential V (z), with density
For the disjoint union of intervals
, the following probability can be transformed by the Harrish-Chandra-Itzykson-Zuber formula, with D = diag(λ 1 , . . . , λ n ),
In the following Proposition, we consider a general situation, of which (1.1) with A = diag(a, . . . , a, −a, . . . , −a) is a special case, by setting ϕ + = e az and ϕ − = e −az . Consider the Vandermonde determinant of the variables
Then we have Proposition 1.1 Given an arbitrary potential V (z) and arbitrary functions
we have
Proof: On the one hand, using
and distributing the integration over the different columns, one computes
On the other hand, one computes
where ∆ n (x, y) is defined in (1.2). In the last identity, one uses twice the following general identity for a skew-symmetric function F (x 1 , . . . , x k ) and a general measure µ(dx),
This ends the proof of Proposition 1.1.
Add extra variables in the exponentials, one set for each Vandermonde determinant:
where
In particular, by (1.3), the integral in (1.1) has the following determinantal representation in terms of moments:
and so
Remark: The integral enjoys the obvious duality:
2 Integrable deformations and 3-component KP Theorem 2.1 (Adler-van Moerbeke [5] ) Given the functions τ n 1 ,n 2 as in (1.5) , the wave matrix
with functions
satisfies the bilinear identity
Proof: The moments, as defined in (1.6), satisfy
and in matrix notation
Thus the moment matrix satisfies
which implies the bilinear identity (2.2). The details of proof can be found in [5] .
Corollary 2.2 Given the above τ -functions τ k 1 k 2 (t, s, u), they satisfy the bilinear identities
Upon specializing, these identities imply PDE's expressed in terms of Hirota's symbol 4 , for j = 1, 2, . . .:
Proof: The bilinear identity (2.2) yields nine identities, which are all equivalent, upon relabeling indices, to the tau-function bilinear identity (2.5).
4 Given a polynomial p(t 1 , t 2 , ...), define the customary Hirota symbol p( Introducing standard shifts in the residue formulae
and using Taylor's theorem, identity (2.5) is equivalent to
Taylor expanding in a, b, c and setting in equation (2.11) all a i , b i , c i = 0, except a j+1 , and also setting
and so the coefficient of a j+1 must vanish identically, yielding equation (2.6), setting
. Specializing equation (2.6) to j = 0 and 1 respectively yields (since
; also s 0 = 1):
Upon dividing the second equation by the first, we find equation (2.9) and similarly equation (2.10) follows from equation (2.7).
Virasoro constraints for the integrable deformations
Given the Heisenberg and Virasoro operators, for m ≥ −1, k ≥ 0:
we now state:
where B m and V m are differential operators:
We state the following lemmas:
satisfies the following variational formula:
2) The contribution coming from n 1 dx j is given by
The following variational formula holds for m ≥ −1:
Proof: The variational formula (3.4) is an immediate consequence of applying the variational formula (3.2) separately to the three factors of dI n , and in addition applying formula (3.3) to the first factor, to account for the fact that
j=1 dy j is missing from the first factor.
Proof of Theorem 3.1: Formula (3.1) follows immediately from formula (3.4), by taking into account the variation of ∂E under the change of coordinates.
Using the identity, valid when acting on τ k 1 k 2 (t, s, u; β; E),
one obtains by explicit computation for m ≥ −1,
The following identities, valid when acting on τ k 1 k 2 (t, s, u; β; E), will also be used: 
Corollary 3.5 On the locus L = {t = s = u = 0, β = 0}, the function f = log τ k 1 k 2 (t, s, u; β; E) satisfies the following differential identities:
Proof: Upon dividing equations (3.5) by τ and restricting to the locus L, equations (3.6) follow immediately. The essence of deriving (3.7) is that the Virasoro operators V n and the boundary operators B m commute. To derive, say, the first equation in the list (3.7), rewrite the two first equations of (3.5) as
where L i are linear operators vanishing on L and the ℓ i are functions vanishing on L. This yields:
The other identities (3.7) can be obtained in a similar way.
A PDE for the Gaussian ensemble with external source
Proof of Theorem 0.1: First observe that, with n = k 1 + k 2 ,
An explicit computation over the whole range yields:
This is obtained from the representation (1.5) in terms of moments, which themselves are Gaussian integrals,as shown in Appendix 1. From this formula, it follows that log τ k 1 k 2 (t, s, u; β; R)
where c k 1 k 2 and C k 1 k 2 are constants depending on k 1 , k 2 only. It follows that log P n (a; E) = log τ k 1 k 2 (0, 0, 0; 0;
Thus we need to concentrate on τ k 1 k 2 (t, s, u; β; E), which, by Theorem 2.1, satisfies the bilinear identity (2.2) and thus the identities (2.9) and (2.10) of Corollary 2.2:
whereas the first two Virasoro equations (3.6) yield, specializing to the locus L = {t = s = u = 0, β = 0} and the indices k 1 ± 1, k 2 ,
From these three equations, the expression log
can be eliminated, by first subtracting the first equations in (4.2) and (4.3) and then the second equations in (4.2) and (4.3). Subsequently one eliminates log
from the equations thus obtained, yielding
(4.4) Using the Virasoro relations (3.7), one obtains along the locus L = {t = s = u = 0, β = 0}:
where, using the identity (4.1), along the locus L = {t = s = u = 0, β = 0},
confirming (0.6). Notice that the expressions above do not contain partials in β, except for the β-partial appearing in the second expression of (4.5). Putting these expressions (4.5) into (4.4) yields
and by involution a → −a, β → −β, k 1 ←→ k 2 :
Remember the change of variables a → −a, β → −β, k 1 ←→ k 2 acts on the operators, since τ k 1 k 2 is invariant under this change; see (1.6). Equations (4.6) and (4.7) yield a linear system of equations in
Subtracting the second equation from B −1 of the first equation yields the following:
establishing Theorem 0.1.
A PDE for the Pearcey transition probability
From the Karlin-McGregor formula for non-intersecting Brownian motions x j (t), we have:
for the Brownian motion kernel
Aptekarev, Bleher and Kuijlaars introduce in [7] a change of variables transforming the Brownian motion problem into the Gaussian random ensemble with external source.
we have, using this change of variables,
in equality * =,
all x j (0) = 0 all x j (t) ∈ E k left paths end up at −a at time t = 1, k right paths end up at +a at time t = 1
with P n of Theorem 0.1, using (1.1) and (1.3), with k = k 1 = k 2 . Setting e g(t) := 2t 1 − t and e h(t) := 2 t(1 − t) (5.1)
we find
. Let now the number of particles n go to infinity, together with the corresponding scaling (see [7, 23] )
It is convenient to replace the ± in (5.6) by the variable ε, which one keeps in the computation as a variable. The scaling combined with the change of variables (5.3) leads to the following expressions u and v i in terms of z:
So, the question now is to estimate:
For this, we need to compute the expressions 10) as shown in [23] . Without taking a limit on Q z (s; x 1 , . . . , x 2r ) yet, one computes
The formulae needed to obtain the expansions above for G ε andB −1 G ε are given in Appendix 2. From the expressions above one readily deduces
Using this expressions, one easily deduces for small z, where p (n)
n p k and where β i (a) are polynomials in a, independent of k; this feature is used in equality * = below. Then we compute: , observe, upon completing the squares in the exponentials and setting x j → x j − a, y j → y j + a in the integral, τ k 1 k 2 (t, s, u; β; R) The result in the first part of this proof implies the absence of the lower terms and thus Lemma 6.1.
