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Abstract— The limited bandwidth of high-speed transmitter
and receiver hardware gives rise to intersymbol interference
(ISI) in digital communication systems. The influence of such
ISI is investigated in a low-complexity fiber-optical setting, using
differential quaternary phase shift keying (DQPSK) modulation.
The ISI is approximated by a memoryless, stochastic model,
for use in applications where neither equalization nor sequence
detection can be afforded. The channel capacity of this model
is calculated and shown to depend strongly on the transmitter
calibration. More than 3 dB is gained, at a target bit error rate
of 10−6, by allowing the transmitted phase levels to deviate from
their nominal multiples of pi/2 by up to 7 %.
I. INTRODUCTION
In high-speed fiber-optical communication systems, the
nonzero rise time of electrooptical modulators deteriorates the
system performance. In combination with the receiver low-
pass filters, which are also nonideal, the nonideal transmitters
introduce intersymbol interference (ISI) to the demodulated
signal, even at short ranges where the fiber dispersion is
insignificant. In a previous paper [1], we analyzed the in-
fluence of nonideal hardware on coherent quaternary phase-
shift keying (QPSK) transmission in a fiber-optical system. We
showed that the ISI, if not compensated for, causes unequal
bit error rates (BER) between the two QPSK bit streams and
an overall performance degradation.
The work in [1] is here extended to differential QPSK
(DQPSK) systems. The ISI that is visible in PSK constellations
and found to influence the two bits in the QPSK symbol
differently is averaged over all transmitted phases for DQPSK,
and is thus not visible as a BER difference between the two
DQPSK bits. However, the effect is still present as a limitation
in DQPSK systems. As will be shown, it causes unequal
symbol error rates (SER), conditioned on the transmitted
symbol, and it increases the average BER. We also discuss
and quantify how simple modifications to the transmitter can
improve the system performance.
From a communication-theoretical perspective, the differ-
ences between QPSK and DQPSK are significantly altered
noise statistics and the requirement for differential precoding.
From a more practical fiber communication perspective, the
DQPSK receiver is significantly easier and less complex to
realize than the coherent receiver required for QPSK, although
it comes at the expense of an SNR penalty. In fact, optical
DQPSK systems are significantly more mature and closer to
commercialization than coherent QPSK systems, which is a
result of having been in the research focus for the last 6–8
years. Indeed, the current transmission record over a single
fiber (25 Tb/s) was enabled by DQPSK modulation [2]. It
is of crucial importance for system designers, as well as
telecom operators, to fully understand the cost/complexity
vs. performance trade-offs of DQPSK and QPSK systems.
We will return to this trade-off discussion when discussing
the optical transmitters in Section II-A.
DQPSK modulation is well understood theoretically for
additive Gaussian noise and ideal transmitters and receivers
[3, Sec. 5.2.8]. It is used in numerous wireless standards (such
as the IEEE 802.11 standards for wireless LAN) and there is
now a rapidly growing interest in using DQPSK modulation
also in fiber-optical communications. The performance of
such systems was theoretically analyzed in, e.g., [4], [5]
and references therein. Experimental realizations of DQPSK
systems were discussed in [6]–[9], and more recently in WDM
configurations [2], [10], [11]. Effects of the optical transmitter
and receiver on system performance and channel capacity have
however never been studied theoretically.
The standard method to combat ISI is by equalization
or sequence estimation [3, Ch. 10–11]. In a fiber-optical
differential PSK setting, ISI has been discussed and mitigated,
e.g., by skewed precoding [12], convolutional error-correction
codes [13], symmetric DPSK [14], electronic processing [15],
[16], and maximum liklihood sequence estimation [17]. In
those papers, the main ISI source is fiber dispersion and
receiver filtering, while ISI from transmitter imperfections was
studied to a less extent.
In this work, we consider a scenario where equalization or
sequence estimation is too complex. The question is, can this
type of ISI be mitigated to some degree, without adding any
additional hardware or processing resources? The answer is
yes, by up to 3 dB. We show this by developing a stochastic
model for the ISI, calculating the theoretical channel capacity
of the model, finding transmitter parameters that maximize
the capacity, and simulating the BER using this modified
transmitter.
II. SYSTEM MODEL
The dominating impairment in the studied communication
system is, apart from the nonideal hardware, the amplified
spontaneous emission noise of the erbium-doped fiber ampli-
fier (EDFA). Other mitigations like thermal noise, shot noise,
and all kinds of dispersion and nonlinear effects are ignored.
The data rate is 20 Gbit/s (10 Gsymbol/s).
A. Transmitter
At bit rates of 10 Gb/s or higher, the commonly used
transmitter is based on an ideal continuous wave (CW) laser
and an external modulator [18, p. 122]. In short, the transmitter
converts the CW light radiated from the laser into a data-
coded pulse train with the proper modulation format. To
transmit a DQPSK signal, different transmitters with varying
complexities have been investigated [19]–[21]. In [19], three
DQPSK transmitters are compared. The two simplest transmit-
ters in [19] are used in this paper and are denoted as TX-A and
TX-B. TX-A uses two modulators, one amplitude modulator
and one phase modulator, which are connected serially, while
TX-B uses a single phase modulator [1]. These transmitter
configurations are the simplest from a cost/complexity per-
spective. It is well known that e.g. the parallel Mach-Zehnder
modulator (MZM) may give better performance, partly from
the forgiving electrical-to-optical transfer characteristics that
reduce the influence of noise from the electric driving sig-
nals. From a system vendor perspective, these modulators
have significant drawbacks such as requiring active biasing
and temperature stabilization, besides being intrinsically more
costly and less mature especially at high bandwidths (> 40
GHz) [22]. Therefore the parallel MZM, being common in
research, is by no means a commodity in system development.
Alternatively, a pulsed DQPSK (often denoted (RZ-
DQPSK) transmitter could be used, requiring the use of an
additional modulator for pulse carving or a mode-locked laser
source. While this solution has less transmitter ISI, it is also
more com plex and costly, and requires more bandwidth
which is a drawback in wavelength division demultiplexing
systems. We therefore believe that there is a strong interest, not
least from optical system designers, to evaluate the ultimate
performance of these simpler, low-cost transmitter structures.
The normalized baseband transmitted signals of TX-A and
TX-B, denoted as fA(t) and fB(t), respectively, are
fA(t) = η · sin
[
pi
2
∑
n
(anp(t− nT ))
]
ej
pi
2
∑
n
bnp(t−nT ),
(1)
and
fB(t) = η · ej pi2
∑
n
(an+bn)p(t−nT ), (2)
where η is a power control scaling factor, T is the symbol time,
an and bn are the binary output of mapping units that map to
the DQPSK coded bits, and p(t) is the impulse response of
a pulse shaper. The pulse shaper is used to model the limited
temporal response of the transmitter, and it has a unity max
raised cosine (RC) impulse response in the time domain. The
roll-off factor of the RC pulse is determined by the bandwidth
of the hardware electronics, i.e., the higher the transmission
data rate, the larger the roll-off factor because of the bandwidth
limitation of the electronics. In previous works, it has been set
to 0.5 [19], or 0.4 and 1 [23]. In this paper, a value of 0.7
is used, considering the moderate transmission rate. Further
details of p(t) can be found in [1].
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Fig. 2. Equivalent system baseband model.
Since the transmitted bits modulated by the phase modulator
based transmitter are naturally mapped, a DQPSK precoder is
needed, not only to realize the differential encoding but also
the Gray mapping of the information bits. This precoder is thus
more complex compared to what is used in digital wireless
communications. The logic operations of the precoder used in
this paper are [24]
c1,n = (((d1,n ⊕ d2,n) ∧ c2,n−1)⊕ d1,n)⊕ c1,n−1
c2,n = (d1,n ⊕ d2,n)⊕ c2,n−1
where n stands for the index of the binary streams, di,n and
ci,n for i ∈ {1, 2} denote the information bits and the coded
bits, ⊕ and ∧ are exclusive or (XOR) and the AND operation,
respectively. The precoder outputs, the coded bits c1,n and
c2,n, then pass through a mapping unit and map to an and bn,
resp., as an ∈ {−1, 1} and bn ∈ {0, 1}.
B. Receiver
In the system receiver (see Fig. 1), the received signal
is first amplified by an EDFA before passing through an
optical bandpass (BP) filter. The output of the BP filter is
split into two branches, subsequently referred to as the inphase
(I) and quadrature (Q) branch. In each branch, the signal is
first differentially detected, then filtered by an electrical low-
pass (LP) filter. Finally, a sampling and decision unit makes
a decision based on the outputs of the two branches. Note
that there is no equalizer in this system. The purpose of this
paper is to demonstrate that the adverse effects of ISI in
optical communications can be reduced without increasing the
complexity of the receiver. Hence, equalization and sequence
estimation, which require the implementation of high-speed
A/D conversion and digital signal processing, is beyond the
scope of this study. We refer to [25]–[27] for results of
sequence estimation and equalization in fiber-optic receivers.
A model of the receiver is created to simplify our
study (Fig. 2). In the model, G, n(t), Ho(f) and HL(f) rep-
resent the the EDFA gain, the optical noise and the frequency
responses (low-pass equivalent) of the BP and LP filters,
respectively. The DDI/DDQ denote the differential detector
inphase (DDI)/quadrature (DDQ) branch. The differential de-
tector includes a delay interferometer with a differential delay
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Fig. 3. Equivalent differential detector I (DDI) branch.
of one symbol ±pi/4 and a balanced receiver, which comprises
two photodiodes [28]. Fig. 3 shows the mathematical diagram
of the differential detector I branch, where T represents the
symbol time, and the square function | · |2 is due to the photo
diode, which is assumed to have a unit responsivity. This
assumption is for notation simplicity only and will not affect
the conclusions.
An EDFA not only amplifies the signal, it also contributes
some noise n(t). This noise is commonly modelled as a zero-
mean additive white Gaussian noise (AWGN) with single-
sided noise power spectral density N0 = F2 hνG, where F
is the amplifier noise figure and hν is the photon energy.
Although the optimum bandwidth of the optical BP filter is
around 2–3 times the data rate depending on the modulation
format, the transmitter characteristics [23], [29], a sufficiently
stable narrow-band optical filter is not a realistic solution. The
BP filter in this paper is chosen to have a 3 dB bandwidth of
40 GHz and a Gaussian frequency response. The equivalent
baseband frequency response of the BP filter is
Ho(f) = e
− 2 ln 2·f2
B2 , (3)
where B is the 3 dB bandwidth.
The design of the low-pass filters, which are realized on the
electrical side of the receiver, offers more flexibility than the
bandpass filter. Because of the ISI existing in the transmitted
signal due to the non-zero roll-off factor of the pulse shaper,
and the nonlinear characteristics of the photo diodes, full
optimization of the filter responses is a formidable problem
in itself [30] and beyond the scope of this paper. In this paper,
a Butterworth filter is chosen, which is commercially available
and commonly used (see e.g. [31]). The frequency response
of a Butterworth filter is
HL(f) =
√
1
1 + (f/fc)2N
, (4)
where N is the order of the filter and fc is the cutoff frequency.
The decision, made from the output of I and Q branches,
YI and YQ, defines the received bits of the DQPSK symbol,
which should, in the absence of transmission errors, recover
the information bits d1 and d2.
III. SIMULATION AND SER RESULTS
In all the simulations, random independent information bits
with a total bit rate of 20 Gbps are used, and the symbol error
rate was estimated after more than 50-100 symbol errors had
occurred.
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Fig. 4. Simulated symbol error rates when using TX-A.
At the receiver, the gain and the noise figure of the EDFA
are set at 30 dB and 5 dB respectively. The carrier wavelength
is 1550 nm and the bandwidth of the optical BP filter is 40
GHz. The Butterworth low-pass filters have an order of N = 3
and a cutoff frequency of fc = 7 GHz in all simulations [29],
[32].
When using transmitters TX-A and TX-B, the simulated
SER, which is conditioned on each of the four transmitted
symbols, versus Eb/N0 are plotted in Figures 4 and 5, respec-
tively. The Eb/N0 is the ratio between bit energy and single-
sided noise spectral density before the optical BP filter, and
Eb is calculated as Eb = 12Es and Es = G
2
∫ t0+T
t0
|f(t)|2dt,
where Es is the symbol energy1, T is the symbol time, t0
is an arbitrary time instant and f(t) is the received signal.
The symbols, {00, 01, 10, 11}, shown in the figures represent
the two information bits as {d1d2}. Since TX-B has only
one modulator while TX-A consists of two modulators, TX-
B has a simpler structure. It is thus no surprise to see that
the system using TX-A performs better than the system using
TX-B, which has been reported in [19]. For comparison, the
average BER of the system is also included in the figures.
As seen in the figures, symbol 00 performs the best for
both systems. When using TX-A, symbols 01 and 10 have
similar performance and are worse than symbol 11. However,
when using TX-B, symbol 11 performs the worst and gives
almost twice the error rate of symbols 01 and 10. Again these
two symbols perform similarly and much worse than symbol
00. The performance differences between the best and the
worst symbols are about 2 dB and 4 dB at a SER of 10−6
when using TX-A and TX-B, respectively. This difference
is even larger if the target SER is lower. The two bits of
the DQPSK symbol have equal BER performance, which is
different from a coherent system where the two QPSK bits
performs differently [1]. The reason why unequal SERs give
equal BER performances is that the symbol performances are
1When using TX-A, Es is averaged over a large number of symbols since
the energy between symbols is slightly different due to the use of amplitude
modulator.
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Fig. 5. Simulated symbol error rates when using TX-B.
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Fig. 6. Simulated signal constellation (YI , YQ) without noise (left) and with
noise (right) when using TX-A, Eb/N0 = 13 dB when with noise.
averaged when computing BERs.
To illustrate why the unequal SER occurs, we plot the signal
constellation of the sampled low-pass filter output (YI , YQ)
in Figures 6 and 7, when systems using TX-A and TX-B,
respectively. The bits of the symbols, {00,01,10,11}, shown
in the figures represent the information bits {d1d2}. From the
figures, it can be easily seen that the four symbol clouds are
asymmetric, especially in Fig. 7 where the system uses TX-B.
A more dislocated symbol cloud means that there are more
signal points close to the decision boundaries, which are the x
and y axes in this case. Since the signal points which are close
to the boundaries dominate the performance at a high signal-
to-noise ratio (SNR), the asymmetric signal constellation will
lead to the unequal symbol performance. When TX-A is used,
symbols 00 and 11 have less dislocated clouds than symbols
10 and 01, and they thus have better performance. However,
when using TX-B, symbol 11 has the worst performance, the
reason being that it has the most dislocated cloud.
IV. THEORETICAL SER RESULTS
In this section, the theoretical symbol error rates of the
studied DQPSK systems are derived based on the system
model described in Sec. II. We assume that the transmitter
and receiver together have a finite memory of m symbols and
the ISI only occurs in m = 4 consecutive symbols in our
derivation. This assumption is accurate at a reasonable noise
level.
00
01 11
10
Fig. 7. Simulated signal constellation (YI , YQ) without noise (left) and with
noise (right) when using TX-B, Eb/N0 = 13 dB when with noise.
With an ideal fiber as assumed in Sec. II, the signal f(t)
in Fig. 2 equals either fA(t) (when using TX-A) or fB(t)
(when using TX-B). From the figure, we can write signal r(t)
as r(t) = (Gf(t) + n(t)) ∗ ho(t), where the asterisk denotes
convolution and ho(t) is the BP filter impulse response. Since
the bandwidth of the received signal f(t) is much smaller than
the BP filter bandwidth, it is reasonable to assume that the
signal f(t) is undistorted after the BP filter such that r(t) =
Gf(t) + nˆ(t), where nˆ(t) is the noise n(t) filtered by the BP
filter Ho(f). For derivation convenience, we further rewrite the
complex signal r(t) as r(t) = As(t)e−jφ(t) + Ns(t)e−jθ(t),
such that As(t)e−jφ(t) = Gf(t) and Ns(t)e−jθ(t) = nˆ(t). The
outputs of the DDI and DDQ in Fig. 3 then can be derived
as:
yI(t) = −As(t)As(t− T ) cos
(
φ(t) +
pi
4
− φ(t− T )
)
−As(t)Ns(t− T ) cos
(
φ(t) +
pi
4
− θ(t− T )
)
−Ns(t)As(t− T ) cos
(
θ(t) +
pi
4
− φ(t− T )
)
−Ns(t)Ns(t− T ) cos
(
θ(t) +
pi
4
− θ(t− T )
)
,
(5)
yQ(t) = −As(t)As(t− T ) cos
(
φ(t) − pi
4
− φ(t− T )
)
−As(t)Ns(t− T ) cos
(
φ(t)− pi
4
− θ(t− T )
)
−Ns(t)As(t− T ) cos
(
θ(t)− pi
4
− φ(t− T )
)
−Ns(t)Ns(t− T ) cos
(
θ(t)− pi
4
− θ(t− T )
)
.
(6)
The first terms of the equations present the desired signal
while the other three terms are the noises. To calculate the
SER, we write the sampled LP filter outputs as YI = SI +NI
and YQ = SQ+NQ, where SI and SQ are the desired signals
and NI and NQ are the noises. The desired signal parts, SI and
SQ, are the convolutions of the LP filter impulse response with
the signal components of yI(t) and yQ(t), respectively. For the
Butterworth filter of order 3 with the frequency response given
by (4), the impulse response is
hL(t) =2pifc
(
e−2pifct − e−pifct cos(
√
3pifct)
+
1√
3
e−pifct sin(
√
3pifct)
)
, t > 0.
Since the transmitting adjacent NRZ pulses overlap, inter-
ferences come from both the previous and subsequent symbols.
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Fig. 8. Analytical signal constellations (SI , SQ) when using TX-A (left)
and TX-B (right).
In order to account for all the interference, with m consecutive
symbols included in yI(t) and yQ(t), the (m−1)th symbol is
set to be the desired one. Thus, SI and SQ are obtained from
the convolution of hL(t) and the signal components of yI(t)
and yQ(t) over m− 1 symbol intervals,
SI =
∫ (m−1+ρ)T
ρT
y△I (τ) · hL((m− 1)T − τ)dτ, (7)
SQ =
∫ (m−1+β)T
βT
y△Q(τ) · hL((m− 1)T − τ)dτ, (8)
where y△I (τ) and y△Q(τ) are the first terms of (5)and (6),
0 ≤ ρ ≤ 0.7, 0 ≤ β ≤ 0.7, and their values are chosen
by numerically optimizing the SER performance. The analytic
signal constellation (SI , SQ), which is equivalent to (YI , YQ)
without noise, is plotted in Fig. 8, and they agree very well
with the simulations results shown in Figures 6 and 7. In the
figure, each symbol has 4m samples and in total 4m+1 samples
are generated. The reason is that f(t) needs to cover m + 1
symbol intervals in order to have m consecutive symbols in
yI(t) and yQ(t) due to the differential decoding.
The noises NI and NQ are derived from the noise
terms in (5) and (6). Since the last terms of the equa-
tions, Ns(t)Ns(t − T ) cos
(
θ(t) ± pi4 − θ(t− T )
)
, are rela-
tively small compared to the dominant noises of terms 2 and 3
at relevant SNRs, it is ignored in our calculation. Because the
signal amplitude and phase, As(t) and φ(t), in the relevant
noise terms are deterministic values at any given time, the
noise statistic depends only on Ns(t) and θ(t). Recalling
that Ns(t)e−jθ(t) = nˆ(t) and nˆ(t) = n(t) ∗ ho(t), where
n(t) is an AWGN, it can be shown that nˆ(t) is a zero-mean
Gaussian process and the correlation of nˆ(t) and nˆ(t−T ) can
be ignored [33], [34]. The noise contributions in yI(t) and
yQ(t) are thus zero-mean Gaussian processes. In particular, the
noise samples at time t = nT are Gaussian random variables
with zero mean and variance of N02 · G2 ·
∫∞
−∞ |Ho(f)|
2 df
due to that As(nT ) = G. Passing this zero-mean Gaussian
process through a linear LP filter, the output is another zero-
mean Gaussian process in which each sample is a zero-mean
Gaussian random variable. At time t = nT , the variance of
those variables can be calculated as [3, Sec. 2.2.3]
σ2 =
N0
2
·G2 ·
∫ ∞
−∞
|Ho(f)|2 |HL(f)|2 df. (9)
With the low-complexity receiver studied in this paper,
there are no means to exploit constructively the time diversity
caused by ISI. Neither equalization nor sequence estimation is
available, see Section II-B. A memoryless discrete-time model
is therefore used for the channel, where the ISI is regarded as
an additive non-Gaussian noise source. For ease of notation,
we use a to represent a symbol, a ∈ A = {00, 01, 10, 11}.
Basically, the theoretical constellation clouds of symbol a
is represented by the triplets (SaI (i), SaQ(i), P a(i)) for i =
1, 2, · · · , 4m, where P a(i) is the probability of each point in
the cloud of symbol a and
∑4m
i=1 P
a(i) = 1 for all a ∈ A.
Using X and Y to represent the channel input and output, the
transition probabilities are
P (Y00|Xa) =
4m∑
i=1
P a(i)Q
(
SaI (i)
σ
)
Q
(
SaQ(i)
σ
)
, ∀a ∈ A
P (Y01|Xa) =
4m∑
i=1
P a(i)Q
(
SaI (i)
σ
)
Q
(−SaQ(i)
σ
)
, ∀a ∈ A
P (Y10|Xa) =
4m∑
i=1
P a(i)Q
(−SaI (i)
σ
)
Q
(
SaQ(i)
σ
)
, ∀a ∈ A
P (Y11|Xa) =
4m∑
i=1
P a(i)Q
(−SaI (i)
σ
)
Q
(−SaQ(i)
σ
)
, ∀a ∈ A
(10)
where Q(x) = 1√
2pi
∫∞
x
e−t
2/2dt. The conditional symbol
error rate can then be derived as
Pe(Xa) =
∑
b∈A
b6=a
P (Yb|Xa)
=
4m∑
i=1
P a(i)
[
Q
( |SaI (i)|
σ
)
+Q
( |SaQ(i)|
σ
)
−Q
( |SaI (i)|
σ
)
·Q
( |SaQ(i)|
σ
)]
.
(11)
In Figures 9 and 10, the theoretical conditional SER are
compared with the simulation results when using TX-A and
TX-B, respectively. In all simulations, because of the use of
random information bits, the a-priori probability is uniform
distributed, P (Xa) = 1/4. Thus, the uniform distributed
a-priori probability is applied when computing (11). I.e.,
P a(i) = 1/4m for i = 1, 2, · · · , 4m. The analytical results
are quite close to the simulations, especially when TX-A is
used. When using TX-B, there are slight differences between
analysis and simulation results at high SNRs. The reason is
that the system using TX-B has more dislocated signal con-
stellations and it is therefore more sensitive to the assumptions
and approximations or their combinations2.
V. CHANNEL CAPACITY
As stated in Section II-B, the studied DQPSK systems
use low-complexity receivers in which neither equalizations
nor sequence detections are applied. The interference from
other symbols are counted as additional noise when computing
channel transition probabilities as in (10), the channels of
2These assumptions and approximations include that the ISI is only within
m symbol intervals, the BP filter has no effect on the transmitted signals and
the noise is approximated to be Gaussian distributed.
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Fig. 9. Comparison of the simulated and analytical SERs when using TX-A.
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Fig. 10. Comparison of the simulated and analytical SERs when using TX-B.
such systems thus are memoryless. For memoryless channels,
channel capacities are obtained by maximizing channel mutual
information, which are related with a-priori and channel
transition probabilities. In this section, two modifications are
proposed in order to improve channel mutual information;
one for a-priori probabilities and one for channel transition
probabilities.
Given the transition probabilities P (Yb|Xa), ∀ a, b ∈ A, the
mutual information of the studied channel is defined as [3, pp.
382]
I(X ;Y ) =
∑
a∈A
∑
b∈A
P (Xa)P (Yb|Xa) log P (Yb|Xa)
P (Yb)
(12)
where P (Yb) =
∑
a∈A P (Xa)P (Yb|Xa), ∀ b ∈ A. The
channel capacity is given by maximizing the mutual informa-
tion between X and Y with respect to the input probability
distribution, i.e. C = maxP (Xa) I(X ;Y ), where P (Xa) is the
a-priori probabilities.
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Fig. 11. Optimum a-priori probabilities for systems using original and
modified TX-B.
As we have stated in the previous section, the channel input
X has a uniform distribution in all the previous simulations,
P (Xa) = 1/4 for ∀ a ∈ A. With this uniform P (Xa), the
mutual information calculated from (12) will not in general
be maximized because P (Yb|Xa) is not symmetric, which is
indicated by the signal constellations given in Figures 6 and 7.
Thus, we first modify the input a-priori probabilities P (Xa)
so that the maximum mutual information can be achieved. To
find the optimum P (Xa), the MATLAB function fminsearch is
used. Given initial probabilities of P (Xa), this function returns
the optimum P (Xa) that gives the local maximum of I(X,Y ).
Although it is not proved that the mutual information for the
studied channel is a concave function of P (Xa)3, by trying
different initial values of P (Xa), the same output results imply
that the local maximum is also the global maximum. The
obtained I(X ;Y ) is thus the channel capacity. The reason that
P (Yb|Xa), ∀ a, b ∈ A is not independent of P (Xa) is because
P a(i) in (10) is a function of P (Xa), i.e. the probability
of each point in the symbol clouds is a combination of a-
priori probabilities of m + 1 symbols. Also for this reason,
the numerical Blahut-Arimoto algorithm [35, pp. 366-367] is
not applicable in its standard form.
In Fig 11, the optimum a-priori probabilities versus Eb/N0
are plotted. The figure clearly shows that the optimum input
distribution is uniform only at high Eb/N0. We compare
the mutual information with the optimum and uniform input
distribution in Fig 12. As it shows, the difference between the
two mutual information is negligible. We therefore conclude
that the modification of using optimum a-priori probabilities
P (Xa) is not efficient in improving the channel mutual
information for this particular type of channel.
From our previous study of a coherent QPSK system in [1],
we know that a transmitter modification will change the
signal constellation significantly, which means that the channel
3P (Yb|Xa), ∀ a, b ∈ A is not independent of P (Xa) in the studied
channel. The convexity of mutual information proved in [35, p. 31 ] is for
the case that P (Xa) and P (Yb|Xa) are independent.
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Fig. 12. Mutual information with different input distribution for systems
using original and modified TX-B .
TABLE I
COEFFICIENTS OF TRANSMITTER MAPPING UNIT.
Eb/N0 1 3 5 7 9 11 13 15
[dB]
λ 1.05 1.05 1.06 1.06 1.06 1.06 1.06 1.07
µ 1.05 1.05 1.05 1.05 1.05 1.05 1.05 1.05
transition probabilities will be changed accordingly and the
channel mutual information will undoubtedly be affected.
Here, a similar transmitter modification as in [1] is applied for
a system using TX-B. The aim of this modification is to change
signal constellations by modifying the transmitted signal. The
transmitted signal in (2) is modified as
fB(t) = η · ej pi2
∑
n
(λan+µbn)p(t−nT ), (13)
where the two coefficients of the transmitter mapping unit,
λ and µ, together with the a-priori probabilities P (Xa) are
the parameters that need to be optimized with respect to
maximizing the channel mutual information. Again, we use
MATLAB function fminsearch to obtain the optimum λ, µ and
P (Xa), and with that the local maximum I(X,Y ) is obtained.
By trying different initial P (Xa) and reasonable λ and µ, the
same search results indicate that the local maximum obtained
is the global maximum, and is the capacity. In Table I, the
optimum coefficients λ and µ are listed for different SNRs
when the system uses TX-B. To compare with the system
using original transmitter, we plot the optimum P (Xa) and
the channel mutual information for systems using modified
TX-B also in Figures 11 and 12, respectively. The capacity
improvement with the modified TX-B is about 0.9 dB at a
target of 1.9 bits/channel use, while it becomes greater when
the targeting capacity is close to 2 bits/channel use. Again,
the difference between two channel mutual information for
systems using a modified TX-B is negligible, which indicates
that the effects of input distribution on the channel mutual
information can be ignored.
00 10
01 11
Fig. 13. Simulated signal constellation (YI , YQ) without (left) and
with (right) noise when using the modified TX-B, Eb/N0 = 13 dB when
with noise.
VI. SYSTEM MODIFICATION AND RESULTS
The previous section demonstrates the channel capacity
improvement with the transmitter modification and shows that
the effect of the input distribution on the capacity can be
ignored. In this section, with a uniform distributed input, the
transmitter modification is evaluated in terms of SER and BER
performances for systems using TX-A and TX-B. Note that
this modification requires no hardware add-on and the system
complexity is not increased.
In (13), the modified transmitted signal for a system using
TX-B is given. For a system using TX-A, the transmitted
signal is modified as
fA(t) = η · sin
[
pi
2
∑
n
(λanp(t− nT ))
]
ej
pi
2
∑
n µbnp(t−nT ).
(14)
Again, µ and λ can be found by maximizing mutual informa-
tion I(X,Y ).
To illustrate the change in the signal constellation, we plot
the signal constellation for a system using a modified TX-B
in Fig. 13. A comparison with Fig. 7 shows that the modified
signal constellation is much more symmetric. In particular,
the clouds of symbol 11 are less dislocated, which will give
a better SER performance and consequently a better overall
system BER performance.
In Figures 14 and 15, the simulated SER performance for
systems using modified TX-A and TX-B are compared with
the systems using the original transmitters, respectively. Since
the system with TX-B has a more asymmetric signal constel-
lation, the modification, which gives a much more symmetric
signal constellation, achieves a greater improvement than the
system using TX-A. It should be noted that although the
optimum λ and µ vary with the SNR as shown in Table I,
for convenience we use the same λ and µ for all SNRs in the
simulations, which implies that the improvement can be even
greater if the optimum λ and µ are applied.
Fig. 16 shows the BER improvements with the modified
systems. For systems using TX-A, this improvement is about
1 dB at a BER target of 10−6 and the curve trend shows that
a higher gain can be achieved at a lower BER. For the system
using TX-B, the improvement is more than 3 dB at a BER
of 10−6, and we believe that it will be even greater if the
targeting BER is set at 10−9, the commonly required BER for
fiber-optic systems.
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Fig. 14. Comparison of the simulated SERs for systems using an original
and a modified TX-A, λ = 1.04, µ = 1.06.
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Fig. 15. Comparison of the simulated SERs for systems using an original
and a modified TX-B, λ = 1.06, µ = 1.05.
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VII. DISCUSSION AND CONCLUSIONS
In this paper, we present a novel and unique property of
a differential QPSK fiber-optic system, i.e., the four DQPSK
symbols have significantly different performances. We found
by analysis and numerical simulations that the performance
difference is about 2 dB and 4 dB targeting at a symbol error
rate of 10−6 when using phase modulator based transmitters,
TX-A and TX-B in this paper, respectively. This unequal
SER phenomenon has its source in the combined ISI of the
electro-optic modulator used in the transmitter and the low-
pass filtering used in the receiver. This combined ISI is unique
for fiber-optic channels due to the imperfect transmitters and
receivers and the practical difficulty of using a matched filter.
This ISI causes an unequal bit error rate in a coherent QPSK
system [1], but only causes symbol error rates different in
a DQPSK system with the average BER of the two symbol
bits remaining the same. Since most experimental DQPSK
studies use only a single differential detector, detecting one
quadrature at a time, the SER is seldom discussed and the
unequal SER phenomenon has been unnoticed. By using the
developed system model in this paper, the symbol error rates
are derived for the first time. The unequal SER phenomenon
is reported and explained.
Based on the analytic channel model, we compute the
channel mutual information and propose two modifications to
improve it. The more efficient alternative is to modify the
configuration of the transmitter, which requires no hardware
add-on and thus no increase on the system complexity. This
transmitter modification improves the system capacity by up
to 0.9 dB when using TX-B. With this proposed modification,
the system performance in terms of BER is improved by 1 dB
and 3 dB respectively at a target of 10−6 when using TX-A
and TX-B, and this improvement will be even greater when the
target BER is set at 10−9, the common required BER for fiber-
optic systems. The results in this paper also emphasize the
importance of considering not only the constellation diagram
of the system, but also the paths between the symbols, to
properly account for the ISI. We hope that this finding will
be valuable when designing multilevel differential systems. In
particular, we believe that special attention should be paid to
the unequal symbol performance in the code design for coded
systems.
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