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A B S T R A C T
Scratch assay is an easy and widely used ‘‘in vitro’’ technique to study cell migration and proliferation. In this
work we focus on its modelling and on the capability to distinguish between these two phenomena that the
simpler and common models are not able to disentangle.
We adapted a model based on reaction–diffusion equation for being used with common microscopy
instruments/data and therefore taking place in the gap between simpler modelling approaches and complex
ones. An optimized image analysis pipeline and numerical least-squares fit provide estimates of the scratch
proliferation and diffusion coefficients 𝑙 and 𝐷.
This work is intended as a first of a series in which the model is tested and its robustness and reproducibility
are evaluated. Test samples were NIH3T3 cells scratch assays with proliferation and migration stimulated
by varying the foetal bovine serum amount in the culture medium (10%, 7.5%, 5% and 2.5%). Results
demonstrate, notwithstanding an expected 𝑙 − 𝐷 anticorrelation, the model capability to disentangle them.
The 7.5% serum treatment can be identified as the model sensitivity limit. Treat–control 𝑙 and 𝐷 variations
showed an intra-experiment reproducibility (∼±0.05∕h and ∼±200 μm2∕h respectively) consistent with single
fit typical uncertainties (∼ ± 0.02∕h and ∼ ± 300 μm2∕h respectively).1. Introduction
Scratch assay is a simple and widely used ‘‘in vitro’’ technique to
study the proliferation and migration in two-dimensional cell cultures.
It is based on the observation that after the creation of an artificial
gap (called scratch) on a confluent cell monolayer the cells on the
edge of the gap will proliferate and move towards the opening pro-
gressively closing the scratch until the monolayer is reformed. This ‘‘in
vitro’’ technique mimic to some extent migration and proliferation of
cells ‘‘in vivo’’ and has become an easy and well-developed tool to
study the behaviour of different cellular lines in many physiological
or pathological contexts as for example cancer metastasis, embryonic
morphogenesis [1], tissue development, immune response or wound
healing [2]. It can be ultimately considered as a sensor for a great
variety of conditions or chemical/physical stimuli that influence cell
migration and proliferation.
Its basic protocol consists in obtaining a confluent monolayer cell
culture, creating a scratch on the monolayer and then imaging the
scratch at regular time intervals. By means of image analysis and
mathematical models the time evolution of scratch closure is studied
to extract information about migration and proliferation rates.
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An important point is that cell proliferation and migration together
cause the progressive closure of the scratch and in many cases it is
of central importance to and evaluate their individual contributions. A
common method to do this is based on producing samples with prolif-
eration controlled or inhibited with specific drugs or with starvation (a
simple protocol consisting in strongly reducing the foetal bovine serum
amount in the culture medium [3]). A drawback of this approach is that
a confluent monolayer cell culture is itself in an ‘‘extreme’’ condition
(i.e. the stationary phase of the growth curve) and treatments such as
starvation pull the cells in an even more extreme condition.
In this work we focus instead on the modelling of scratch assay
microscopy data and in particular on the possibility to evaluate and
disentangle the proliferation and migration contributions by means of
a model based on the reaction–diffusion equation.
Moreover our intent is to simplify the experimental approach, both
from the modelling than the instrumental point of view, and to make
use of common and less demanding instruments/data (i.e. bright-
field or phase-contrast low magnification microscopy). Such reaction–
diffusion equation based model, that is a commonly used but complex
and refined data analysis approach, is therefore adapted and optimized
with the above-mentioned simplifying purposes and also dealing withhttps://doi.org/10.1016/j.mbs.2020.108482
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data.
In the authors experience with scratch assay literature the more
complex and refined models are rare and make use of microscopy
techniques complex and less common (i.e. time-lapse microscopy). On
the contrary the more common and simple data are studied with too
simple models that do not allow distinguishing between proliferation
and migration effects that contribute to the scratch closure. The pro-
posed approach aims to be a mid-level complexity one that takes
place in the gap between simpler and complex ones and that can give
more detailed description of the data also with common and simple
microscopy setups. In fact, in many research programmes regarding for
example tumour growth or wound healing this assay is yet performed
in its basic form (that consist in a few bright-field images of the samples
from which the scratch closure rate is estimated) as a side test to
support other experiments.
Being this work purpose presenting and discussing a modelling
approach we performed experiments aimed at testing the model and
evaluating its robustness and reproducibility as a first important step
before its adoption. We thus produced samples characterized by slightly
different proliferation and migration conditions and then observed how
the model interpret and differentiate the various samples.
The cellular model chosen is the common NIH3T3 line and we
varied by little amounts the standard foetal bovine serum amount
present in the culture medium to obtain samples with slightly different
proliferation and migration conditions.
1.1. Modelling a scratch assay
The basic principle of the analysis and modelling of a scratch assay
is to answer to the question if the closure of a scratch is changed by a
given treatment or experimental condition. In practice this is equivalent
to answer to the question of which between two scratches closes first.
The basic measurement commonly performed consists in imaging
the scratch many times following the time evolution of its closure from
the so-called 0-time to an adequate final time [4,5]. From this set of
images a typical geometrical feature of the scratch is measured for
each image and its time-evolution is modelled to obtain parameters that
characterize and distinguish various samples in a quantitative way.
The most common scratch feature measured is the scratch width,
which is the average distance between scratch edges perpendicular to
the scratch direction (see for example [3]). Alternatively the surface
empty from cells of the scratch is measured [5,6]. This quantity is more
useful for wound assays spatially limited like spot or hole scratches.
Anyway the two geometrical measurements are obviously linked.
Another approach to the scratch assay study is the time-lapse mi-
croscopy. In this case the sample is preserved live on the microscope
inside a conditioned chamber. Whereas in standard scratch assays the
sample is imaged with frequencies from one frame per day to one per
hour and immediately after put back in the incubator this approach
allows to observe a fixed field of view and follow its changing at
frequencies up to some frames per second obtaining a ‘‘movie’’ of
the experiment. Time-lapse rather than focusing on the time evolution
of global geometrical features of the scratch focuses on following
single cells motions and then studying their tracks statistical prop-
erties. The advantages of the time-lapse approach are many, but it
requires complex instrumentation (i.e. a chamber that encloses part or
the entire microscope with controlled temperature, humidity and CO2
concentration).
Coming back to the standard scratch assay microscopy a commonly
used parameter to model the scratch closure is the closure-time of
the scratch that is the delay time at which the scratch becomes com-
pletely closed. This parameter is the one that more directly answers
the question ‘‘which scratch closes first?’’ however it is difficult to
determine the instant at which the scratch closes completely because
this condition varies locally along the scratch and the late scratch2
evolution, as common for biological and biochemical phenomena, has
often an asymptotic behaviour.
Alternatively can be estimated the percentage scratch closure at a
fixed delay time that is the percentage ratio between the initial scratch
width or area and its value at, for example, 18 h or 24 h [7]. Thus,
for example, if a sample has a scratch closed to 50% at 18 h it means
that the scratch at that delay time has half the initial width or empty
surface. This parameter can be more easily and robustly estimated
with respect to closure time, however it suffers of a strong correlation
with the initial scratch width. In fact the same percentage closure
correspond to different physical scratch width if the initial width is
different, and this can alter the assay interpretation from the biological
and biochemical point of view. This fact lead to the important aspect
of the experimental reproducibility of the initial scratch width and thus
of the method adopted for producing a scratch on a cell monolayer. In
the experiments performed for this work we produced scratches ranging
from ∼600 μm to ∼1400 μm with a reproducibility of ∼200 μm (many
samples were realized and only the less variable triplicate was selected
for the experiment continuation). Therefore this problem cannot be
ignored, and a robust analysis method has to take into account this
aspect.
Another approach consists in modelling the time evolution of the
scratch width with a linear model and estimating its average closure
velocity (i.e. the angular coefficient of the best-fit linear model). The
advantage of studying this parameter is that it is not correlated to the
initial scratch width.
Alternatively a common the scratch width vs. time curve is modelled
with a sigmoid (or logistic) curve [8,9]. This model is characterized
by 3 parameters and thus it gives more information on the scratch
closure. However robustly constraining it requires more data points
than the linear model. The choice of which of these two models adopt
is principally influenced by the quality of the data obtained.
As previously observed all these basic models are not able to dis-
tinguish between cell proliferation and migration contributes to the
scratch closure. The strategy chosen in this work consist therefore, as a
first step, in modelling the time evolution of the scratch with a linear
model: the basic yet more common model adopted. The results of this
model provide a reference and are integrated with a more complex
modelling, the principal subject of the work, able to distinguish be-
tween cell proliferation and migration. As observed above this complex
model is adapted and optimized, with a simplifying purpose, for being
used with the common microscopy instruments/data also used for the
basic models.
The model is based on the reaction–diffusion equation (or Fisher
equation, hereafter RDE [10–15]) that allows to calculate the time-
evolution of the cell density profile perpendicular to the scratch. This
model depends on two main parameters: the diffusion coefficient that
represents the sample migration attitude and the proliferation coef-
ficient. Therefore it allows the above mentioned identification and
disentanglement of the contribution to scratch closure of the two
phenomena. As previously observed, a more complex model requires
better data, therefore our approach is to consider both the basic and the
complex ones and not neglect the former in favour of latter. Moreover,
different models give different information on the same experiment and
thus they have to be considered as complementary.
Some works in literature indicates that RDE, despite is a common
and frequently used model, is not the more accurate one to describe the
phenomenon of collective cell migration and proliferation [15,16]. The
process of developing and optimizing a modelling approach needs to
take into account the aspect of the model choice. However the principal
aim of this work is to optimize a particular model for being used
with data never modelled with it: the simplest and cheapest brightfield
images. In the context of the development of a complete modelling
procedure, and especially of the image analysis steps associated and
preparatory to it we preferred adopting the model in its basic form:
RDE.

















































2. Material and methods
2.1. Cell culture — scratch assay
NIH3T3 cells were seeded (2.0 ⋅105) on 60 mm collagen-coated Petri
dishes and cultured in Dulbecco’s modified Eagle medium (DMEM,
SIGMA, Italy) containing 4500 mg/L glucose and 2 mM L-glutamine
supplemented with 10% foetal bovine serum until ∼80% of confluence.
Then monolayers were gently scratched with a 200 μl pipette tip. Cul-
ture medium and detached cells were removed and monolayers were
washed twice with phosphate buffer solution (PBS). Fresh complete
medium was added for control samples or substituted with DMEM
at different foetal bovine serum concentration (7.5%, 5% and 2.5%).
Samples where then observed at the microscope as detailed in the
following subsection: this moment is considered 0 delay time of the
scratch closure to which we refer in the following.
Experiments were performed realizing twin scratch assays with the
role of control and treat. Each control–treat experiment was performed
in triplicate.
2.2. Microscopy
Scratch assay imaging was performed with an inverted microscope
in phase contrast configuration (Leica DM IL, Leica Microsystems Wet-
zlar GmbH) equipped with a 5x objective and a Canon CCD camera
(Canon Power shot S40, 2272 × 1074, ∼23 × 20 μm pixels, Canon Inc.
apan).
The 5x objective was chosen as an adequate magnification to obtain
field of view of ∼2.5 × 2.5 mm necessary to observe the entire scratch
idth (∼0.6−1.4 mm). By imaging a Burker chamber and measuring the
istance between grooves that is known from chamber specifications
as measured the image scale in μm∕pix.
Images of the scratch were acquired approximately once an hour
rom the starting time (hereafter t0) to ∼25–40 h (time when typically
he scratch was almost closed). We choose a high image acquisition
ate compared to what present in literature (down to 1–2 images per
ay) and to the typical scratch closure velocity. Our intent was to have
urves well sampled to take into account also of the uncertainties of
he scratch image measurements and to allow a good least squares fit.
Obviously the time sampling of our experiments suffered of a un-
voidable night-time gap because them lasts 25–40 h and no autom-
tization was available. However the 1 h sampling guaranteed curves
ith 10–15 points.
.3. Image analysis and modelling
Image analysis was performed by means of ImageJ Fiji software
http://fiji.sc/Fiji).
Scratch assay modelling was performed by means of ImageJ Fiji
oftware, Excel datasheet (https://www.microsoft.com) and dedicated
ython routines (https://www.python.org/).
Single images were acquired in Jpg format selecting for the analysis
he red channel that have the higher contrast. Images were rebinned
ith a 3 × 3 pixel window and a contrast equalization filter was applied
o increase the image signal to noise ratio and contrast (Fig. 1, panel
). The final estimated spatial scale was 6.226 μm∕pix. A variance filter
ith 2 pix square window was applied and then a threshold filter of
he resulting image allowed identifying the region of interest (ROI)
orresponding to the empty scratch surface (Fig. 1, panel B to D).
easuring the surface of the scratch-ROI and dividing it for the image
eight allowed to calculate the scratch width (hereafter Sw). Obviously
his operation required that scratch be aligned to the vertical image
xis. An error in performing this alignment of a ∼15◦ angle (i.e. an
stimate of the maximum error that an operator can introduce judging
y eye) results in an overestimate of Sw of ∼3.5%. This indicates that
bad alignment can introduce uncertainties not higher than otherncertainty sources. o
3
Fig. 1. Example of the image analysis. Panel A: original image (red channel) rebinned
and contrast enhanced. Panel B: variance filter. Panel C: threshold filter. Panel D:
scratch ROI identification.
2.3.1. Linear model
Image analysis allows obtaining the scratch-width vs. delay time
curve. This curve is modelled by means of least squares minimization
with a linear model:
𝑆𝑤(𝑡) = 𝑆𝑤0 − 𝑣𝑡 (1)
where 𝑆𝑤0 is the initial scratch width and v the average closure velocity
(i.e. the slope of the straight line model). We can observe that this
model allows also to calculate the closure-time of the scratch 𝑇𝑐 that
s the time at which the linear model intercept the x axis:
𝑐 = 𝑆𝑤0∕𝑣 (2)
2.3.2. Sigmoid model





where 𝐴 is a scale amplitude, 𝑣𝑚𝑎𝑥 the maximum closure velocity and
𝑡𝑚𝑎𝑥 the time at which the scratch closes at its maximum velocity. In
this work we performed also the sigmoid modelling but decided to
not discuss the results because the number of curve points and the
unavoidable night time gap in data did not allow a reliable least squares
fit.
2.3.3. Reaction–diffusion equation model













where 𝑃 (𝑥, 𝑡) is the one-dimensional cell density profile (function of
he 𝑥 coordinate perpendicular to the scratch and of time), 𝐷 is the
iffusion coefficient, 𝑙 is the proliferation coefficient and 𝐾 the carrying
apacity of the system (i.e. the limit density of the cell monolayer).
hile the first member of equation describes the diffusion process
i.e. the cell migration) the second member describe the logistic cell
rowth curve component.
𝐷 represents the cell migration attitude and it makes 𝑃 (𝑥, 𝑡) evolve
he scratch shrinking and its edges becoming softer because cells moves
rom high density regions to low density ones. 𝑙 instead represents the
ell proliferation attitude and makes 𝑃 (𝑥, 𝑡) evolve the scratch shrinking
ut its edges remaining steep because low density regions are filled
y the cell number growth. Therefore if scratch profile evolves with
teeper edges this indicate that proliferation dominates whereas if them
volve with a softer shape migration dominates.
Whereas the linear model calculates the scratch width as a function
f time (𝑆𝑤(𝑡)) RDE model calculates a quantity that is both a function





















of space and time (𝑃 (𝑥, 𝑡)). Therefore the former approach is based on
easuring and modelling a single value at each time (𝑆𝑤 ‘‘at each 𝑡’’)
nd the latter on measuring and modelling a function of the position
t each time (𝑃 (𝑥) ‘‘at each 𝑡’’). For this reason is not possible a direct
comparison of the two models results. Our strategy will be to use the
linear model to estimate the mean scratch closure velocity 𝑣 on the
various samples and then the RDE model to interpret and enrich these
results by estimating the diffusion and proliferation coefficients.
The first step is the measurement of 𝑃 (𝑥, 𝑡) starting from the images
acquired at each delay time. In [15] 𝑃 (𝑥, 𝑡) is measured by simply
counting the cells in the image. In detail scratch is aligned to image
𝑦-axis then image is divided in small vertical slices each associated
with its mean 𝑥 coordinate and for each slice cells are counted and
density is calculated dividing by the slice surface. Such a profile is
obtained from a 2D image with an average along the 𝑦-axis and is
in fact one-dimensional (function of 𝑥 coordinate). In this work we
developed a different measure of 𝑃 (𝑥, 𝑡). An adaptive threshold filter
was applied to each image. This filter is one of the simplest yet useful
cell segmentation tools that produces a binary image that identifies
quite well single cell as disconnected ROIs at which is attributed a pixel
value of ‘‘1’’ and the background ROIs at which is attributed the value
‘‘0’’ (see Fig. 2). Each binary image is then averaged along its 𝑦-axis to
obtain a one-dimensional profile function of x that we call 𝑃𝑚(𝑥, 𝑡):
𝑚(𝑥, 𝑡) =
𝑁𝐶𝑒𝑙𝑙𝑝𝑖𝑥 (𝑥, 𝑡) ⋅ 1 +𝑁
𝐵𝑎𝑐𝑘
𝑝𝑖𝑥 (𝑥, 𝑡) ⋅ 0
𝑁𝑇 𝑜𝑡𝑝𝑖𝑥 (𝑥, 𝑡)
=
𝑁𝐶𝑒𝑙𝑙𝑝𝑖𝑥 (𝑥, 𝑡)
𝑁𝑇 𝑜𝑡𝑝𝑖𝑥 (𝑥, 𝑡)
(5)
here 𝑁𝐶𝑒𝑙𝑙𝑝𝑖𝑥 (𝑥, 𝑡), 𝑁
𝐵𝑎𝑐𝑘
𝑝𝑖𝑥 (𝑥, 𝑡) and 𝑁
𝑇 𝑜𝑡
𝑝𝑖𝑥 (𝑥, 𝑡) are respectively the pixel
umber owning to the cell ROIs, background ROIs and the total pixel
umber of the column at 𝑥 coordinate. If we observe that
𝐶𝑒𝑙𝑙




here ?̄?𝐶𝑒𝑙𝑙𝑝𝑖𝑥 is the average pixel number owning to a single cell and




𝑁𝑇 𝑜𝑡𝑝𝑖𝑥 (𝑥, 𝑡)
= ?̄?𝐶𝑒𝑙𝑙𝑝𝑖𝑥 ⋅ 𝛴
𝐶𝑒𝑙𝑙(𝑥, 𝑡) (6)
where 𝛴𝐶𝑒𝑙𝑙(𝑥, 𝑡) is the needed cell number-density as a function of 𝑥
and 𝑡. In the approximation that ?̄?𝐶𝑒𝑙𝑙𝑝𝑖𝑥 does not vary too much with the
𝑥 coordinate, the quantity 𝑃𝑚(𝑥, 𝑡) is effectively proportional to the cell
density profile and can be used in its place differing only for a scale
factor. The average operation along the 𝑦-axis, and thus over more cells
at that 𝑥 coordinate make this approximation robust. This approach to
measure 𝑃𝑚(𝑥, 𝑡) distinguish our modelling procedure from other works:
in [15], for example, an incubating time-lapse cell imaging facility is
used and the same profile is obtained by means of single cell counting.
Our approach, on the contrary, is faster and simpler coherently with
the simpler nature of imaging data and their possible worse accuracies.
To take into account that 𝑃𝑚(𝑥, 𝑡) is proportional to cell number
density by an unknown scale factor we chose to normalize them to
a constant value ‘‘1’’ outside the scratch (i.e. on the monolayer, see
Fig. 2 panel C), the RDE fit is then performed in adimensional units
and subsequently rescaled to cell number-density as explained in the
following. Normalization is made fitting a 2nd degree polynomial
function only on the monolayer region and then dividing the profile
by this function. This operation allows also taking into account the
possible uneven microscope illumination in the images.
To avoid spatial oversampling the profiles 𝑃𝑚(𝑥, 𝑡) are rebinned with
a 6 bin window for a final scale of 36 μm∕bin (a bin dimension adequate
to the typical spatial-scale of the cells that are the ‘‘unit’’ agents of
the model). Moreover, the profiles are spatially limited to a few bins
outside the scratch (∼100 μm or 3–4 points) to avoid underestimating
the statistical weight of the points owning to the scratch edges that, as
previously observed, are the most important for the model.
RDE is not solvable analytically and the fit is performed with a
numerical solution of the equation calculated on a grid of 𝑥 and 𝑡4
Fig. 2. Example of the image analysis pipeline. Panel A: original image (red channel)
rebinned and contrast enhanced. Panel B: binary image from the adaptive threshold
filter. Panel C: one-dimensional scratch profile from the average of binary image
along the y axis (thin black line, arbitrary units). Continuous blue line represents the
polynomial fit of the profile outside the scratch used for the normalization of the
profile.
values (𝑥𝑔 , 𝑡𝑔). This solution is valid if the grid step (𝛥𝑥𝑔 , 𝛥𝑡𝑔) follows the
condition: 𝐷⋅𝛿𝑡𝑔 ≪ 𝛥𝑥2𝑔 (see for example [17]). The equation starts from
the t0 profile 𝑃𝑚(𝑥, 0) and evolves it step-by-step at subsequent times
calculating the model-profiles 𝑃𝑀𝑜𝑑 (𝑥𝑔 , 𝑡𝑔) normalized as the measured
profiles. Therefore 𝑃𝑚(𝑥, 0) is actually used by the model as an input
parameter.
To rescale both the normalized 𝑃𝑚(𝑥, 𝑡) and 𝑃𝑀𝑜𝑑 (𝑥𝑔 , 𝑡𝑔) cell
umber-density was measured for a subset of images relative to lag-
imes 𝑡′ (hereafter 𝛴𝑀 (𝑡′)). In detail square surfaces located outside the
cratch (i.e. on the monolayer) are selected and the cell number-density
s measured manually counting the cell inside the square and dividing
y its surface (see for example [14]). Being outside and far from the
cratch the variation in time of 𝛴𝑀 (𝑡′) is only due to proliferation.




𝛴0 − (𝛴0 −𝐾)𝑒−𝑙𝑡
′ (7)
where the various parameters are the ones previously defined and 𝛴0
is the starting monolayer cell number-density that is the key parameter
to rescale to cell number density the whole model. The least squares fit
of 𝛴𝑀 (𝑡′) is the first step of the whole procedure.
It is important to observe that to robustly fit this growth curve
model it is fundamental to observe a variation of 𝛴𝑀 (𝑡′) during the
experiment and thus the initial monolayer density 𝛴𝑀 (0) has to be
adequately lower than its limit value. This is another reason that
justifies the choice of a monolayer cell confluence of ∼85% for the
scratch assay.
Subsequently the procedure calculates the normalized density pro-
files 𝑃𝑀𝑜𝑑 (𝑥𝑔 , 𝑡𝑔) and extrapolate them to the measured (𝑥, 𝑡) coordi-
nates to fit the measured 𝑃𝑚(𝑥, 𝑡). Regarding the model parameters 𝛴0 is
fixed being the global cell-density scale factor, 𝐾 and 𝑙 are free to vary,
but with a limited range of ±5 standard deviations from the 𝛴𝑀 (𝑡′) fit
results (to allow this first fit to partially constrain the global fit) and 𝐷
is completely free to vary.
The model considers another parameter: the start-time 𝑇𝑆 : an initial
lag-time before which the sample remains freezed and after which the
scratch closure start. This parameter has been introduced to finely-
tune the fit quality maintaining its interpretation simple. Various values

























Fig. 3. Example of the RDE fit. Panel A: monolayer growth curve 𝛴𝑀 (𝑡′) (filled circles with standard deviation error bars) and best-fit model (continuous line). Panel B: normalized
𝑚(𝑥, 𝑡) density profiles for each lag time (filled circles with standard deviation error bars, lag time is indicated on the right of each profile) and best-fit models (continuous lines
or each lag time). Panel C: summary-plot of the best-fit model. Scaled 𝑀(𝑥)𝑡 density profiles (coloured curves) as a function of scratch coordinate 𝑥 and lag-time 𝑡. The monolayer
rowth curve 𝛴𝑀 (𝑡′) is projected on the time–density plane (thick continuous line on the left of the plot). Panel D: plot of confidence intervals of the fit on the 𝐷, 𝑙 plane. Filled
ircle represents the best-fit result (𝑥 coordinate indicates 𝐷 and 𝑦 coordinate 𝑙). Continuous line contours represent confidence intervals associated with the annotated probability.Fig. 4. Fit results for the 5% serum treat, experiment A. Left panel: scratch width curves for control and treat (red and blue circles respectively) and best-fit linear model (red
nd blue solid lines). Left panel inset: best-fit linear model closure time (along the 𝑥 axis) vs. mean velocity (along the 𝑦 axis) for control and treat (red and blue circles). Error
ars represent standard deviation errors. Upper right panel: monolayer density growth curve best-fit RDE model for control and treat. Red and blue circles represent data and
olid lines of the same colour represent best-fit model. Lower right panel: best-fit RDE model confidence intervals for 𝐷 and 𝑙. Red and blue circles represent best-fit values for
reat and control samples respectively (𝑥 coordinate represents 𝐷 and y coordinate 𝑙). Contours of the same colour represent the relative confidence intervals.ave been tested and then a fixed value of 15’ (0.25 h) has been chosen
or all the samples.
In Fig. 3 is shown an example of the fit results: sample monolayer
rowth curve and relative best-fit model (Fig. 3, panel A); normalized
𝑚(𝑥, 𝑡) profiles and their best-fit model (Fig. 3, panel B). In panel C of
ig. 3 is summarized the complete model scaled to cell number-density.
n the time–density plane is projected the modelled monolayer growth
urve (red thick line).
The most important parameters of this model are the proliferation
oefficient 𝑙 and the diffusion coefficient 𝐷 that represent the samples
roliferation and migration attitude respectively. To determine their
ncertainties and correlations the analysis of confidence intervals was
erformed (panel D of Fig. 3). Confidence intervals are the regions
n the 𝐷, 𝑙 plane associated to a given probability to find the best-
it within. For example the 68% contour define the region for which
here is a probability of 68% that best-fit 𝐷, 𝑙 values fall inside. It can
e viewed as a two-dimensional uncertainty region around the best-
it solution that is the point with 𝑥 and 𝑦 coordinate corresponding to
𝐷 and 𝑙 respectively (panel D of Fig. 3). Moreover the shape of the
region indicates the correlation degree of the two model parameters
(region contours almost circular indicate low correlation between D
and l whereas elongated contours indicate a high correlation or anti-
correlation). Confidence intervals are calculated following the method
described in [19] that is based on repeating the fit fixing the D and
l values couples on a grid on the 𝐷, 𝑙 plane and for each grid point
calculating the fit 𝜒2. These 𝜒2 values can be associated to the prob-
ability to obtain that particular results by means of integrals of the
𝜒2 distribution with the proper number of degree of freedom (see
again [19] for statistical details).5
3. Results
3.1. 5% serum culture medium
In Figs. 4 to 6 results of experiments A, B, C for the 5% serum
treatment are presented respectively. In left panel of each figure are
resumed the linear model results. In the main plots are shown the
scratch width vs. time curves for treat and control samples (filled
circles) and the relative best-fit linear models (continuous lines of the
same colour). In the left panels insets the best-fit model parameters are
plotted with the same colour of the relative data: the mean velocity
𝑣 (i.e. the slope of the linear model) along the 𝑦-axis and the closure
time 𝑇𝐶 along the 𝑥-axis. Error bars represent standard deviation errors.
In right panels are resumed the results of the RDE modelling. In the
upper right panels are shown the fit of monolayer density growth
curves for treat and control samples (filled circles for the data and
continuous lines of the same colour for the best-fit model). In lower
right panels are shown the confidence intervals for 𝐷 and 𝑙 values.
Filled circles represent the best-fit results for 𝐷 and 𝑙 (along the 𝑥 and
𝑦 axis respectively) for treat and control samples. Contours of the same
colour represent the confidence intervals for that particular sample.
Comparing the results on A, B, C repetitions of the experiment for
each modelled parameter (𝑣 form linear model and 𝑙 and 𝐷 from RDE
model) it can be observed that the best-fit parameter values are not
always well reproduced (i.e. the dispersion of the results is sometimes
higher than the typical uncertainty of a single fit). The variation from
treat to control of each parameter is instead better reproduced. In the
following we will detail and discuss this fact.
Regarding the linear model the best-fit values of 𝑣 for equivalent
samples of A, B, C experiments varies by ∼2 μm∕h where the typical fit
uncertainties are ∼1.5 μm∕h. This indicates that 𝑣 is well reproduced on
the three experiment repetitions.























Treat–control variations of 𝑣 (hereafter 𝑣𝑇−𝐶 ) are −6 μm∕h, −7 μm∕h
and −8 μm∕h respectively for experiments A, B and C with an aver-
age and standard deviation of −8 ± 2 μm∕h: this standard deviation
of ±2 μm∕h can be considered an estimate of the intra-experiment
reproducibility of the linear model for 𝑣𝑇−𝐶 . Regarding the couple
control-5% serum can be concluded that the linear model shows a
statistically significant decrease of closure velocity for the treated
sample.
As previously observed, the situation is different for the RDE model.
Best-fit values for equivalent samples of A, B, C experiments are not
equally well reproduced by the model: them varies by ∼0.1∕h and
∼600 μm2∕h respectively for 𝑙 and 𝐷: higher than the typical confidence
interval extent (∼0.02∕h for 𝑙 and ∼300 μm2∕h for 𝐷).
The l treat–control variation (hereafter 𝑙𝑇−𝐶 ) are −0.1∕h, −0.15∕h
and −0.06∕h respectively for experiments A, B and C with an average
and standard deviation of −0.1 ± 0.05∕h. 𝐷 shows a treat–control
variation (hereafter 𝐷𝑇−𝐶 ) of 100 μm2∕h, 500 μm2∕h and 300 μm2∕h
respectively for experiments A, B and C with an average of 300 ±
200 μm2∕h.
The intra-experiment reproducibility of 𝑙𝑇−𝐶 and 𝐷𝑇−𝐶 are ±0.05∕h
and ±200 μm2∕h respectively: consistent or slightly higher than the
typical extent of the confidence intervals for the two parameters.
The obtained results show that the RDE model interprets the scratch
velocity closure reduction resulting from linear model as a reduction of
the proliferation coefficient 𝑙 (i.e. proliferation attitude) and a smaller
increase of diffusion coefficient 𝐷 (i.e. migration attitude).
3.2. 7.5% serum culture medium
In Figs. 7 to 9 results of experiments A, B, C for the 7.5% serum
treatment are presented respectively. In left panel of each figure are
shown the scratch width curves and best-fit linear models (continuous
lines). Left panels insets show the relative best-fit mean velocities and
closure times. In right panels are shown the RDE model fit of monolayer
growth curve (upper right panels) and confidence intervals for the D
and l values (lower right panels).
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Regarding the linear model the best-fit values of v for A, B, C exper-
iments varies by ∼2 μm∕h: with typical fit uncertainties of ∼1.5 μm∕h.
𝑣𝑇−𝐶 results are instead −4 μm∕h, −5 μm∕h and 0 μm∕h respectively
or experiments A, B and C with an average and standard deviation of
33 μm∕h: slightly higher than typical fit uncertainties.
In conclusion for the couple control-7.5% serum the linear fit does
ot shows any statistically significant variation.
Regarding RDE model results l and D best-fit values for A, B, C
xperiments vary by ∼0.06∕h and ∼300h∕μm2 respectively: higher than
the typical confidence interval extent for the two parameters (∼0.02∕h
for 𝑙 and ∼300 μm2∕h for 𝐷). Regarding treat–control variations 𝑙𝑇−𝐶 fit
esults are −0.06/h, −0.02/h and +0.05/h respectively for experiments
, B and C with an average and standard deviation on the three experi-
ents of 0.0030.0045∕h. 𝐷𝑇−𝐶 fit results are +50 μm2∕h, −100 μm2∕h and
100 μm2∕h respectively for experiments A, B and C with an average
nd standard deviation of −4090 μm2∕h.
The intra-experiment reproducibility of 𝑙𝑇−𝐶 and 𝐷𝑇−𝐶 are 0.0045∕h
nd 90 μm2∕h respectively and result consistent with the typical extent
f the confidence intervals along the two parameters axis.
The RDE modelling, taken into account the variability on three
xperiment repetitions, confirms the results of linear modelling that the
.5% serum treat do not show any statistically significant variation with
espect to control.
.3. Monolayer confluence test
In Fig. 10 the results of a single experiment for a 2.5% serum
reatment are presented. In this particular test was evaluated the effect
n the scratch closure of two different initial monolayer densities
aintaining fixed the 2.5% serum culture medium for both samples.
In left panel is shown the scratch width curve linear model fit
continuous lines). Left panel inset shows the relative best-fit mean
elocities and closure times. Right panel shows the RDE model fit of
onolayer growth curve (upper right) and confidence intervals for the
and 𝑙 values (lower right).
Linear model results show a 𝑣𝑇−𝐶 increase from high density to low
ensity sample of 12 μm∕h with typical fit uncertainties of ∼1.5 m∕h.
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p
Fig. 7. Fit results for the 7.5% serum treat, experiment A. Left panel: scratch width curves for control and treat (red and blue circles respectively) and best-fit linear model (red
and blue solid lines). Left panel inset: best-fit linear model closure time (along the x axis) vs. mean velocity (along the y axis) for control and treat (red and blue circles). Error
bars represent standard deviation errors. Upper right panel: monolayer density growth curve best-fit RDE model for control and treat. Red and blue circles represent data and
solid lines of the same colour represent best-fit model. Lower right panel: best-fit RDE model confidence intervals for 𝐷 and 𝑙. Red and blue circles represent best-fit values for

























RDE model results shows 𝑙𝑇−𝐶 and 𝐷𝑇−𝐶 variations from high
density to low density of ∼0.06∕h and +500 μm2∕h respectively with
typical confidence interval extents of ∼0.01 μm∕h for 𝑙 and ∼100 μm2∕h
for 𝐷.
This test shows that halving the initial monolayer density (from
∼1000 𝑐𝑒𝑙𝑙∕mm2 of high density sample to ∼500 𝑐𝑒𝑙𝑙∕mm2 as shown in
upper right panel of Fig. 10) causes a faster scratch closure interpreted
by the RDE model as an increase of both the proliferation and the
migration attitude of sample.
4. Discussion
In this work we presented a modelling approach of the scratch assay
microscopy aimed at estimating the proliferation and migration com-
ponents that determine the scratch closure and tested the robustness
and reproducibility of its results with dedicated experiments.
Low magnification images of the scratch samples were acquired
through a common inverted microscope in phase contrast configuration
for about 25–40 h at a frequency of ∼1∕h. We developed an image
analysis pipeline to measure in a fast and easy way a one-dimensional
average density profile along a direction orthogonal to the scratch
and discussed that it is, with a good approximation, proportional to
the cell number-density. This data were least squares fitted with a
dedicated routine based on the numerical solution of the reaction–
diffusion equation (RDE) obtaining thus estimates of the proliferation
coefficient 𝑙 and diffusion coefficient 𝐷.
The analysis of experiments triplicates allowed comparing the dis-
ersion of the results with the typical single fit uncertainties.
The best-fit 𝑙 and 𝐷 values show on the triplicates variations higher
than their typical single fit uncertainties (represented by the extent
of confidence intervals). For example for the 5% serum experiment
𝑙 and 𝐷 varies of ∼1∕h and ∼600 μm2∕h with single fit uncertainties
of ∼0.02∕h and ∼300 μm2∕h. This might indicate bad intra-experiment i
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model reproducibility. However we observed that the treat–control
variations of each parameter are better reproduced on the triplicate:
for example for the 5% serum experiment 𝑙𝑇−𝐶 and 𝐷𝑇−𝐶 are 0.1 ±
.05∕h and 300± 200 μm2∕h. Their standard deviations on the triplicate
∼0.05∕h and ∼200 μm2∕h) are consistent or slightly higher than the
ypical single fit uncertainties (∼0.02∕h and ∼300 μm2∕h) and can be
onsidered as an estimate of the intra-experiment model reproducibility
nd definitely more robust and prudent estimates of the modelling
ethod uncertainties.
For the 7.5% serum experiment 𝑙𝑇−𝐶 and 𝐷𝑇−𝐶 are 0.003±0.0045∕h
nd 40 ± 90 μm2∕h, but for this experiment the estimate of intra-
xperiment reproducibility is less reliable being 𝑙𝑇−𝐶 and 𝐷𝑇−𝐶 them-
elves consistent with 0.
The calculation of confidence intervals for 𝑙 and 𝐷 indicates that the
it is characterized by an inverse correlation between the two parame-
ers. This is consistent with the fact that this model describes the closure
f a scratch by means of two competitive phenomena: cell proliferation
nd migration. The same scratch evolution can be obtained either with
lower migration attitude and a higher proliferation or in an inverse
ase.
This fact in principle limits the capability of the fit to disentangle 𝑙
nd 𝐷, but the result obtained for the sample with 5% serum indicates
hat, taken into account of both single fit uncertainties and intra-
xperiment reproducibility, treat can be distinguished from control
nd this in turn indicates that the model can partially disentangle 𝑙
rom 𝐷. In particular the scratch closure slowing down due to the
% serum treat is interpreted by the RDE model with a reduction of
he proliferation coefficient 𝑙 (an effect probably due to the use of a
ow-serum culture medium) and an increase of diffusion coefficient 𝐷.
In the case of the 7.5% serum instead treat and control are sta-
istically consistent both for 𝑙 and 𝐷. This particular treatment can
e thus considered as a sensitivity limit of the modelling method:
ncreasing the serum from 5% to 7.5% (closer to the 10% of the




Fig. 9. Fit results for the 7.5% serum treat, experiment C. Same indications of the previous figure.Fig. 10. Fit results for the 7.5% serum treat, experiment A. Left panel: scratch width curves for control and treat (red and blue circles respectively) and best-fit linear model (red
nd blue solid lines). Left panel inset: best-fit linear model closure time (along the x axis) vs. mean velocity (along the y axis) for control and treat (red and blue circles). Error
ars represent standard deviation errors. Upper right panel: monolayer density growth curve best-fit RDE model for control and treat. Red and blue circles represent data and
olid lines of the same colour represent best-fit model. Lower right panel: best-fit RDE model confidence intervals for 𝐷 and 𝑙. Red and blue circles represent best-fit values for
treat and control samples respectively (𝑥 coordinate represents 𝐷 and 𝑦 coordinate 𝑙). Contours of the same colour represent the relative confidence intervals.controls) induces variations in the scratch evolution that the model
estimates as not statistically significant and, in other words, that fall
below the sensitivity limit of the method.
Another aspect to be observed is that l is the parameter with the
worst intra-experiment reproducibility. As described above this param-
eter is constrained both by the fit of the density profiles 𝑃𝑚(𝑥, 𝑡) and by
the preliminary fit of the monolayer growth curve 𝛴𝑀 (𝑡′). The limited
number of points 𝑡′ together with the night-time data acquisition gap
can explain the worse reproducibility of the constraining of 𝑙. Of course,
due to the observed 𝐷 − 𝑙 correlation, we can expect that each results
variation for one parameter reflect on the other (i.e. the lower is 𝑙 the
higher will be 𝐷 and vice-versa).
The quality of the fit of 𝛴𝑀 (𝑡′) is also an important aspect when
judging the quality of the whole fit. The experimental reproducibility
of the initial monolayer density is an important parameter. In [20] the
importance of initial conditions in model validation and interpretation
for Reaction–Diffusion problems (in particular the starting monolayer
condition in scratch assay) is pointed out. This aspect need certainly
more testing in the future. In detail if two scratch assays are character-
ized by different initial monolayer density 𝛴0 it is reasonable that they
will show different scratch evolutions and the different results will be
not due to the modelling procedure. Therefore it will be not correct to
consider these samples statistical repetitions of the same experiment.
The dedicated test presented in Section 3.3 confirms indeed this obser-
vation: halving the initial monolayer density while maintaining fixed
the rest of the assay protocol, causes however a faster scratch closure
interpreted by the RDE model as an increase of both the proliferation
and the migration.
Moreover the final (i.e. limit) monolayer density 𝐾 of a cell culture
made on a fixed support should be consistent in each experiment
repetition. The measurement in two scratch assays of different 𝐾 values
could be an indication that proliferation has been significantly different
in the samples and thus, also in such a case, them cannot be correctly
considered statistical repetitions of the same experiment.8
5. Conclusions
This work, intended as the first of a series, had the aim of testing the
modelling method with samples for which the effects of the treatments
adopted are known and well characterized from a biological point of
view: ‘‘known’’ samples are used to evaluate the ‘‘unknown’’ model.
The presented tests indicate that the method can distinguish sam-
ples and thus partially disentangle the contribution of migration and
proliferation and we identified, in our particular set of experiments, a
case (7.5% serum culture medium) that constitutes a sensitivity limit
of the method.
The good intra-experiment reproducibility, where for ‘‘good’’ we
intend ‘‘with intra-experiment variations consistent with single-fit un-
certainties’’ gives promising indications about the method robustness
taken into account the discussed aspects regarding the quality of the
fit and the fact that a better reproducibility has been obtained for
treat–control parameter variations than for their absolute values.
We believe that an advantage of the proposed modelling is that
it can be used with common microscopy data, not needing peculiar
instrument setups and the principal effort residing in computer calculus
time for RDE numerical solving. Of course a fundamental aspect is that
the quality of a fit is principally determined by the ability to provide
an adequate number of data points. In our experiments we adopted a
∼1∕h sampling rate providing ∼15 data points that resulted sufficient
for constraining the model parameters as observed.
Once tested the method earned the confidence to be used to study
unknown and interesting biological effects on the scratch assay: the
‘‘known’’ method, taking into account its uncertainties, bias and critical
points, can be used to evaluate ‘‘unknown’’ samples. In future works
we will adopt this technique to study aspects like the effect on migra-
tion and proliferation of physical stimuli known to influence wound
healing processes (e.g. laser light or electromagnetic fields treatments)
or of biological/biochemical factors and conditions (e.g. gradients or
variation of concentration of nutrients, drugs, signalling molecules or
specific growth factors).
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