A new avatar of Milnor K -theory, for algebraically closed fields, appears in the guise of certain homology groups of orthogonal groups with twisted coefficients.
Introduction
The following paper is very close in spirit to my previous paper [2] , but it can be read independently, in particular, by those who are not interested in polytopes in classical geometries but more involved in K -theory and motivic complexes. The subject of [2] was the extended Hilbert third problem on scissors congruences of polytopes in classical geometries, and the main results concerned the cohomology of the Dehn complexes of Goncharov [9] , which are the graded parts of the cobar complex of a Hopf algebra of spherical polytopes. In [9] a Hopf algebra of configurations in the complex projective space is also introduced, as well as its cohomology. It plays a central role in the vision by Goncharov of a possible connection, in general, between scissors congruence groups and algebraic K -theory. Applying the ideas of [2] on Tits buildings and cobar-bar constructions, we are able to connect the homology of orthogonal groups, considered as discrete groups, to Milnor K -theory through the cohomology of Goncharov's Hopf algebra. This gives some evidence for a conjecture of Goncharov, and it is reminiscent of the appearance of Milnor K -theory in the context of higher Chow groups (see [24] , [34] ).
Throughout the paper, k is an algebraically closed field of characteristic different from 2. We denote by (E, q) a nondegenerate quadratic k-vector space of dimension n, that is, a k-vector space equipped with a nondegenerate quadratic form q, and Q is the associated nondegenerate quadric in the projective space P(E). The orthogonal group of (E, q) is written O(E, q). Since the field k is algebraically closed, each nondegenerate quadratic space of dimension n is isomorphic to (k n , q n ), where q n (x) = x 2 1 +· · ·+x 2 n ; the orthogonal group of this quadratic space is written O(n, k). We denote by Q n the quadric in P n−1 (k) = P(k n ) of the homogeneous equation q n (x) = 0. Definition 1.0.1 For a discrete group G and a G-module M, H * (G, M) denotes the homology of G with coefficients in M. For G an orthogonal group and M a G-module, M t is the tensor product of G-modules M ⊗ Z t , where Z t means Z with the action of g ∈ G given by the product with det g.
We prove that the homology groups H i (O(n, k), Q t ) are zero for n odd, and also that H i (O(2m, k), Q t ) = 0 for 0 ≤ i < m. We are mainly interested in the direct sum m≥0 H m O(2m, k), Q t .
Note that H 0 (O(0, k), Q t ) = Q since O(0, k) is reduced to one element. This sum is provided with a structure of graded-commutative Q-algebra. The product is the composition
where the first map is the cross-product of Eilenberg, Zilber, and Künneth (see [1, Chap . V]), and the second one comes from the diagonal inclusion O(2m, k) × O(2n, k) ⊂ O(2(m + n), k). Let TN be the tensor algebra over a Z-module N . We recall that the Milnor algebra K M * (k) of a field k, in K -theory (see [18] ), is the quotient of the tensor algebra Tk × by the two-sided ideal generated by the Steinberg elements a ⊗ (1 − a). We put K M * (k) Q = K M * (k) ⊗ Q. One of our main results is the following. THEOREM 
1.0.2
The two graded Q-algebras K M * (k) Q and m≥0 H m (O(2m, k), Q t ) are canonically isomorphic.
In low degrees this corresponds to isomorphisms
, where µ k is the multiplicative group of roots of unity in k.
For the proof of this theorem we have to show that the algebra m≥0 H m (O(2m, k), Q t ) is generated by elements of degree one, with relations in degree two. In particular, we see that the natural maps In the proof we use the commutative Hopf algebra of projective configurations considered by Goncharov in [9, Sec. 3.4] . Let us recall the definition of this algebra.
Definition 1.0.3
For (E, q) a quadratic space, a Q-geometric subspace V of P(E) is a projective subspace such that the quadric V ∩ Q in V is nondegenerate.
A linear subspace of E is said to be q-geometric if the restriction of q to this subspace is nondegenerate, that is, if the corresponding projective subspace of P(E) is Q-geometric.
An l-tuple (a 1 , . . . , a l ) of points of P(E) is said to be Q-geometric if, for any subset I ⊂ {1, . . . , l}, the span of {a i , i ∈ I } is Q-geometric.
Consider now the symbols [(Q, α); M] defined as follows for an integer m > 0: the letter Q means a nondegenerate quadric of the projective space P 2m−1 (k) (all the quadrics are taken into account); α is one of the two irreducible components of the Fano variety of projective subspaces of dimension m − 1 contained in Q (see, e.g., [10] ); M = (M 1 , . . . , M 2m ) is a tuple of projective Q-geometric hyperplanes. (iv) For any permutation σ of {1, . . . , 2m} of signature σ ,
where
As a Q-vector space, the Goncharov algebra is
We refer to [9, Sec. 3.4] for the definitions of the product and coproduct of S(k) (see Sec. 3.1); just recall that they are inspired by the join of polytopes and the generalized Dehn invariants of [29] . We write
for the reduced coproduct of this connected Hopf algebra. The cohomology of the coalgebra S(k) is a graded algebra. The m-graded part of this cohomology is given by the cohomology of the reduced cobar complex
where S m (k) is in cohomological degree one and the m i are nonzero integers. The differential ∂ reads
It follows that the direct sum m≥0 H m (G (m, k)) is a graded Q-algebra for the cup product. Here is another main result that is related to the proof of Theorem 1.0.2. The proof of this result relies on certain bar and cobar constructions (see Sec. 5). The approach is similar to the one of [2] , which was developed in the setting of the Hilbert third problem. We notice that our results are of a different type from the known stability results for homology of orthogonal groups, with nontwisted coefficients (see, e.g., [30] , [36] , [37] ). In fact, the stability maps
There is, however, a connection with the stability theorem of Suslin [31] for the homology of linear groups. Consider O(2m, k) as the orthogonal group of the hyperbolic form x 1 x m+1 + · · · + x m x 2m . (Recall that k is algebraically closed.) The map of matrices (see [12] , [13] )
where Im H i (GL(m − 1, k), Q) is the image by the stabilization map. Our results and Suslin's stability theorem show that ψ i,m is an isomorphism for i ≤ m. Actually, for i < m the groups are reduced to zero. Thus it is an interesting question to clarify what is going on for i > m.
Projective configurations

Scissors congruence groups
We want to give another description of S m (k). For this purpose we introduce, for a quadratic space (E, q) of dimension n, the following group.
Definition 2.1.1 P(E, q) is the Q-vector space generated by the Q-geometric n-tuples (a 1 , . . . , a n ) of points of P(E), subjected to the following relations.
(i) If a 1 , . . . , a n are not in general position, then (a 1 , . . . , a n ) = 0.
(ii) If (a 1 , . . . , a n , a n+1 ) is Q-geometric, then
Here is a simple lemma.
For any permutation σ of {1, . . . , n}, we have in P(E, q),
where σ is the signature.
For the proof, one has just to settle the case of an elementary transposition (i, i + 1). In this case, the equality is a consequence of relation (ii) of Definition 2.1.1, applied to (a 1 , . . . , a i , a i+1 , a i , . . . , a n ), taking into account relation (i). The orthogonal group O(E, q) of the quadratic form q acts in P(E, q) by the geometric action. Let us introduce a new scissors congruence group. Definition 2.1.3 We define P(E, q) as the Q-vector space of coinvariants of P(E, q) under the twisted action of O(E, q) by the determinant; that is,
For (E, q) = (k n , q n ), we denote the group P(E, q) by P(n, k).
Remark 2.1.4
If dim E is odd, then P(E, q) = 0. This stems classically from the "center kills" lemma ([4, Lem. 5.4]) since in this case there is a central element in O(E, q) of determinant −1.
Remark 2.1.5
If dim E is even (n = 2m), then the determinant factorizes to a map PO(E, q) → {±1}, defined on the projective group. So we can replace, in Definition 2.1.3, the action of O(E, q) by the corresponding action of PO(E, q). We recall (see [10] ) that, for dim E even, the Fano variety of projective subspaces of dimension m−1, contained in the quadric Q, has two irreducible components that are permuted by the action of PO(E, q), according to the sign of the determinant.
Here is the new presentation of S m (k).
The choice of one irreducible component of the variety of (m − 1)-dimensional subspaces of the quadric Q 2m determines a natural isomorphism between the scissors congruence groups S m (k) and P(2m, k).
Proof
Choose one irreducible component α of the variety of (m − 1)-dimensional subspaces of Q 2m . For (a 1 , . . . , a 2m ) a generator of P(2m, k), let M i be the polar hyperplane of a i relative to the quadric Q 2m ; we get an isomorphism
. This follows from several observations, in particular, from Lemma 2.1.2, Remark 2.1.5, and the fact that PGL(2m, k) acts transitively on the set of nondegenerate quadrics, the stabilizer of Q 2m being the group PO(2m, k).
One could equally replace, in Proposition 2.1.6, the choice of the component α by the choice of an orientation of the quadratic space (k 2m , q 2m ), that is, the choice of an orbit of orthonormal basis under the action of SO(2m, k).
An acyclic complex
Let C p (P(E)) be the Q-linear space freely generated by the ( p + 1)-tuples (u 0 , . . . , u p ) of points of P(E); it is well known that there is an acyclic complex
with augmentation and differential d, defined on generators by
Let C p (P(E), Q) be the subspace of C p (P(E)) generated by the Q-geometric simplices (u 0 , . . . , u p ) for Q a nondegenerate quadric. PROPOSITION 
2.2.1
The complex
Proof
We need the following lemma. LEMMA 
2.2.2
Let V be a Q-geometric subspace of (P(E), Q); the set of points x ∈ P(E), such that the span of V ∪ {x} is a Q-geometric subspace, is a nonempty Zariski open set in
P(E).
Proof Let V be a nonempty Q-geometric subspace of (P(E), Q), and let W be the polar of V relative to the quadric Q; then the join J (see [10] ) of the two varieties V and W ∩ Q is a closed projective subvariety of P(E) distinct from P(E) because W ∩ Q is a nondegenerate quadric in W . Then the complement of J is a nonempty Zariski open set. This gives the lemma. Now let i (u i 0 , . . . , u i p ) be a cycle; by the lemma there is a point ω such that the
This concludes the proof of the proposition. Actually, the proposition is true for any infinite field k.
Let C * (P(E), Q) (n−2) be the subcomplex of C * (P(E), Q) generated by the (u 0 , . . . , u p ) such that the set {u 0 , . . . , u p } is included in a strict subspace P(E); it is clear from the definition of P(E, q) that we have the following. PROPOSITION 
2.2.3
There is a natural isomorphism of O(E, q)-modules
From Proposition 2.2.1 and the exact sequence
we deduce that
whereH means the reduced homology.
The Steinberg module of a quadric Definition 2.3.1
The Tits building T (E, q) of a nondegenerate quadric Q is the nerve of the category of nonempty strict Q-geometric subspaces of P(E), with morphisms given by inclusions.
In particular, a p-simplex is a flag U 0 ⊂ U 1 ⊂ · · · ⊂ U p of Q-geometric subspaces of P(E), with the conditions U 0 = ∅ and U p = P(E). The faces and degeneracies are given by
We denote by C * (T (P(E), Q), ∂) the singular complex of T (E, q). Since a nondegenerate simplex is of the form U 0 U 1 · · · U p , there is no nondegenerate p-simplex for p > n − 2, and theñ
The following result is the classical theorem of Salomon and Tits in our context. PROPOSITION 
2.3.2
The reduced homology of the simplicial set T (E, q) satisfies
where dim E = n.
Proof
We proceed along the lines of [4, Th. 3.5] . Let C p,q be the Q-linear space freely generated by the couples
The two spectral sequences of the bicomplex (C * , * ,d,∂ ) collapse. Actually, we have exact sequences
The exactness of the first sequence stems from Proposition 2.2.1, and for the second one we have a contracting homotopy h, given by
where V is the span of (u 0 , . . . , u q ).
As a consequence, we get isomorphisms for i ≥ 0,
But these groups are, respectively, reduced to zero for i < n − 2 and i > n − 2 by (1) and (2) . This concludes the proof.
Definition 2.3.3
The Steinberg module S (E, q) is defined as the Q-linear spacẽ H n−2 (T (P(E), Q), Q) considered as a O(E, q)-module for n ≥ 1, and it is zero for dim E = 1. By convention we also write S (E, q) = Q for E = 0.
Definition 2.3.4
For an n-tuple (a 1 , . . . , a n ) of points of P(E) (n = dim E), we define Flag(a 1 , . . . , a n ) as the flag
, where U l is the projective subspace generated by {a 1 , . . . , a l }.
As in Dupont [4, Th. 3.5], we have the following. PROPOSITION 
2.3.5
The map
Tits buildings and orthogonal direct sum decompositions
In this section we introduce a double suspension of the Tits building. Let us write U →Ũ , the canonical bijection between projective subspaces of P(E) and linear subspaces of E. We observe that a p-simplex of the Tits building T (E, q) is equivalent to the data of an orthogonal direct sum decomposition of E by q-geometric linear subspaces
where E 0 and E p+1 are nonzero. The relation between flags and direct sums are given
) the corresponding simplex. The faces and degeneracies translate to the maps
This description is compatible with the action of O(E, q).
Definition 2.4.1
In the previous notation, the tuple (E 0 , E 1 , . . . , E p , E p+1 ) is called the orthonormalization of the flag U 0 ⊂ U 1 ⊂ · · · ⊂ U p . For an n-tuple (a 1 , . . . , a n ) of points of P(E) (n = dim E), we denote by a 1 , . . . , a n the orthonormalization of the flag Flag(a 1 , . . . , a n ) (see Def. 2.3.4).
Recall that a semisimplicial (i.e., simplicial without degeneracies) Q-vector space is a functor: s op → Q-vect, where s is the category of finite sets [n] = {0, 1, . . . , n}, with morphisms the increasing injective maps. We want to give a new definition of the Steinberg module S (E, q) in terms of orthogonal direct sum decompositions of (E, q) by nonzero q-geometric linear subspaces; that is, we want to consider only nondegenerate simplices in the Tits building. For this, it is convenient to stay in the semisimplicial world. The reason why we proceed in this manner is that it makes natural the connection with reduced bar and cobar complexes in what follows.
is the Q-vector space freely generated by the symbols (E 1 , . . . , E p ), where E = E 1 ⊕ · · · ⊕ E p is an orthogonal direct sum decomposition by nonzero q-geometric subspaces.
(iii) The faces are given by the maps δ 0 = 0, δ p = 0, and
This semisimplicial vector space is an O(E, q)-module, and its homology coincides with the reduced homology of the Tits building T (P(E), Q) shifted by two. We have
The isomorphism P(E, q) → S (E, q), of Proposition 2.3.5, corresponds to the map
Splitting of Steinberg modules
An interesting consequence of the description of Section 2.4, which otherwise is not at all transparent, is the appearance of weights for the Steinberg module S (E, q), considered as an O(E, q)-module, coming from Adams operations along the lines of [14] .
given by the weight decomposition, under certain Adams operations.
Proof
We adapt to the semisimplicial case the techniques of [14] . In this paper a category of finite pointed set Fin is introduced. We consider here the smaller category sFin with objects the finite pointed sets, and morphisms the surjective pointed maps. An sFinmodule is defined as a semisimplicial Q-vector space, s op → Q-vect, which factorizes through the functor s op → sFin , given by restriction of the functor op → Fin of [14, Sec. 2.1]. The main point is that the semisimplicial space L * (E, q) has a natural structure of sFin -module. Resuming the arguments of [14] , this suffices to define Euler idempotents and Adams operations.
As a result, we get a decomposition of the scissors congruence group P(E, q),
Hopf algebras
For (E, q) = (k n , q n ), we use the following notation:
, and so on. We want to give another description of Goncharov's Hopf algebra S(k) in terms of the groups P(2m, k) and their presentation by orthogonal direct sum decompositions. As a result, the structure of the Goncharov algebra is combinatorially similar to the classical structure of commutative Hopf algebra on the tensor algebra over a linear space, where the product and coproduct are, respectively, given by the shuffle product and the deconcatenation map; it seems that, writing his appendix to [29] , C. H. Sah had already such ideas in mind for the analogous Hopf algebra of spherical polytopes (see [2] ). The next section is a preliminary step.
The shuffle algebra of Steinberg modules
Let us introduce the direct sum, which we consider as a differential graded Q-vector space,
One gets a structure of differential graded algebra on L(k) from the shuffle product
where σ is the signature of the shuffle σ, and a subspace of k m (resp., k n ) is identified to a subspace of k m+n through the canonical map k m → k m ×0 (resp., k n → 0×k n ). We point out that the compatibility of the differential with the product relies on the fact that taking the sum of two subspaces is a commutative operation.
Consider the direct sum
with the already established convention S (0, k) = Q. 
Another Hopf algebra
We introduce the graded Q-vector space
with component Q in degree (0, 0). As in Remark 2.1.4, the "center kills" lemma shows that H q (O(n, k), S t (n, k) t ) = 0 for n odd. This vector space inherits a structure of graded-commutative algebra from the one of the Steinberg algebra. But we have more; actually, we get a Hopf algebra. The coproduct is defined as follows. We start from the deconcatenation map
where the direct sum is extended to the set of direct orthogonal decompositions of E into two nonzero subspaces. For (E, q) = (k n , q n ), this map induces a map of complexes
where the right-hand side is a direct sum of tensor products of complexes. Passing to homology, we get a map
Now by Shapiro's lemma and Künneth's formula, we arrive at the desired coproduct
The shuffle product and the deconcatenation coproduct provide HSt(k) with a structure of commutative Hopf algebras. The space of coinvariants
The space of indecomposables of these algebras are, respectively, isomorphic to
The maps
induce an antipode.
In particular, we see that the decomposition n r =1 P (r ) (E, q) of P(E, q) is related to the "word length filtration" of the graded augmented algebra H 0 St(k).
Here is one of our main results.
The composition of the linear isomorphisms in Propositions 2.1.6 and 2.3.5,
induces an isomorphism of Hopf algebras
Proof
The strategy is to translate the Hopf algebra structure of S(k) to m≥0 P(2m, k) through the isomorphisms of Proposition 2.1.6. Then the proof is reduced to the consideration of explicit commutative diagrams, related to map (3) of Proposition 2.4.3, exchanging the products (resp., coproducts) of m≥0 P(2m, k) and H 0 St(k).
The product of S(k) translated to m≥0 P(2m, k) is induced by the join maps (m = m 1 + m 2 )
where we have identified P 2m 1 −1 (k) (resp., P 2m 2 −1 (k)) to the projective subspace P(k 2m 1 × 0) (resp.,
) be the orthonormalizations a 1 , . . . , a 2m 1 and b 1 , . . . , b 2m 2 viewed in projective spaces; the orthonormalization of the join (a 1 , . . . ,
). This implies that map (3) commutes with the join and the shuffle product; that is, we have commutative diagrams (m = m 1 + m 2 )
If we follow the same path for the coproduct, then we find that the coproduct of Goncharov, translated on m≥0 P(2m, k), is induced by the maps m :
where dim V 1 = 2m 1 , dim V 2 = 2m 2 , and the sum in the right-hand side is extended to the (2m 1 , 2m 2 )-shuffles τ with m 1 , m 2 = 0. Furthermore, for l > 2m 1 , b τ (l) is in the orthogonal of the span of {a τ (1) , . . . , a τ (2m 1 ) }; actually, it is the image of a τ (l) , in this orthogonal subspace, by the perspective issued from the span of {a τ (1) , . . . , a τ (2m 1 ) }. Now m induces a map
which coincides, after going to coinvariants, with the Goncharov coproduct.
Finally, we remark that the following diagrams, where 2m 1 = dim V 1 and 2m 2 = dim V 2 ,
are commutative. This completes the proof of the theorem.
Homology of orthogonal groups
A few results on the homology of orthogonal groups
We collect some results on the homology of orthogonal groups, which play a crucial role in what follows.
Observe first that the homology groups H * (O(n, k), Q t ) are zero for n odd by the "center kills" lemma. In this subsection O(2m, k) is identified to the orthogonal group of the quadratic form: x 1 x 2 + x 3 x 4 + · · · + x 2m−1 x 2m . Let k × be the multiplicative group of k, and let µ k be the group of roots of unity in k. Since k is algebraically closed, k × /µ k is a Q-linear space. The groups k × and SO(2, k) (resp., k × /µ k and SO(2, k) ⊗ Q) are isomorphic by the map
Proof For the first part, one uses the spectral sequence of the extension
and one uses the fact that the natural action of {±1} on SO(2, k) arising from this extension is given by x → x −1 . The last equality is then obtained by the Künneth formula. PROPOSITION 
Proof Consider, in general, the action of {±1} on H i (O(2m, k), Q t ) induced by the multiplication by {±1} in Q, and consider the action of {±1} on SO(2m, k) arising from the extension 0
The group H i (O(2m, k), Q t ) coincides with the group of coinvariants H i (SO(2m, k), Q) {±1} under this action.
Recall now some facts related to the spin group in dimension 4 (see, e.g., [8] ). There is a twofold covering
which comes from the representation of SL(2, k) × SL(2, k) on the space M 2 (k) of two-by-two matrices, given by
Here we have identified M 2 (k) with k 4 by the map
so that the determinant coincides with our quadratic form on k 4 .
Observe that the group morphism h is equivariant for the previous action of {±1} on H 2 (SO(4, k), Q) and for the one on SL(2, k) × SL(2, k) which permutes the two factors. This gives
Since H 1 (SL(2, k), Q) = 0, the Künneth formula implies for i = 2, 3,
In this isomorphism, the action of −1 becomes (x, y) → −(y, x). The isomorphisms of the proposition,
are then given by the compositions
where the first map is x → (x, −x). 
where γ is given by Proposition 4.
, and θ is the cross-product, is commutative up to a factor 4.
Proof
Consider the group morphism
It induces a morphism µ * :
By easy computations, we get
, and using the fact that the conjugation by the permutation matrix (34) 
This proves the commutativity of the diagram. 
, and the kernel of this map is generated by the Steinberg elements a ⊗ (1 − a).
We recall that K ind 3 means the indecomposable part of K 3 . The corollary is a consequence of results in [11] , [5] (see the Bloch-Wigner sequence in this paper), or [32] .
The orthogonal algebra over k and other related algebras
We define an algebra that collects all the homology groups H i (O(n, k), Q t ).
A n,i (k)
Clearly,
We also have A n,i (k) = 0 for n odd. The Q-vector space A(k) is provided with the structure of a bigraded algebra by the compositions
where the first map is the Eilenberg-Zilber cross-product (see [1] ), and the second one comes from the diagonal embedding O(m, k) × O(n, k) ⊂ O(m + n, k).
We call this algebra A(k) the orthogonal algebra over k. It contains as a subalgebra the algebra m≥0 H m (O(2m, k), Q t ) considered in the introduction. PROPOSITION 
4.2.2
The orthogonal algebra
This comes from two remarks. By the property of the cross-product φ, the natural diagram
commutes up to the sign (−1) i j . Moreover, the natural diagram
is commutative. In fact, let g σ be the matrix associated to the permutation σ = (m + 1, m + 2, . . . , m + n, 1, 2, . . . , m).
Since A(k) is concentrated in even-dimensional degrees, we are in the case det g σ = sign σ = 1. As a result (see [1, Chap. III, Sec. 8]), conjugation by g σ induces the identity on H i+ j (O(n + m, k), Q t ). This implies that ψ • τ = ψ.
The orthogonal algebra A(k) is connected, has a split augmentation : A(k) →
Q, and then
To keep track of the products in some spectral sequences, we use the setting of [22] . In this respect we consider A(k) as a differential graded-commutative algebra with zero differential; the dimension n which is always even is considered as a weight. This algebra is actually the homology of the following bigraded differential algebra:
) is the standard nonhomogeneous complex of the homology of groups, the product being given by the composition
where the first map is the Eilenberg-Zilber shuffle map. The differential algebra C(k) is not graded-commutative. To get around this trouble, we introduce another related differential graded-commutative algebra.
Definition 4.2.3
Let n be the symmetric group, identified to the subgroup of permutation matrices in O(n, k), and let C * (O(n, k), Q t ) n be the coinvariants under the action associated to conjugation by the permutation matrices (see [1, Chap. III, Sec. 8]); we put
With the previous product, the differential algebra C(k) is graded-commutative, and the natural projection C(k) → C(k) is a quasi-isomorphism.
Proof
The commutativity is proved as in Proposition 4.2.2. The last assertion follows from the following fact: if G is a finite group acting on a complex (C * , d) of Q-vector spaces, such that the induced action of G on H * (C) is trivial, then the morphism C → C G is a quasi-isomorphism.
Bar and cobar constructions
We encounter the reduced bar (resp., cobar) construction on different differential algebras (resp., coalgebras) (see [7, Sec. 2], or [23] , [22] , [21] , for more details on these constructions).
The bar construction goes from the category of differential augmented algebras to the category of differential supplemented coalgebras, and it associates to a differential algebra A a differential coalgebra denoted B A.
The cobar construction goes the other way, producing for a differential coalgebra B, a differential algebra C B. Note that B A is a differential Hopf algebra when A is commutative, and C B is a differential Hopf algebra when B is cocommutative.
The following result of Moore on the cobar-bar construction (see, e.g., [7, Prop. 2.14]) is crucial. In particular, in what follows, we consider the bar and the cobar-bar constructions over the algebras A(k), C(k), and C(k) .
Bar construction
Let (A = A ⊕ Q, d) be a differential graded augmented algebra. As a graded module, the reduced bar construction B A is the tensor algebra T(sA) over the suspension of A.
The reduced coproduct reads
As usual, [a 1 | · · · |a p ] denotes the element a 1 ⊗ · · · ⊗ a p in the tensor algebra. The differential is given by D = δ + d with
with the sign i = (−1) j<i deg sa j .
The homology of the bar complex (B A, D) is Tor A (Q, Q), where Q is the trivial A-bimodule; that is, A acts on both sides by the scalar multiplication through the quotient A/A = Q. The bar complex (B A, D) appears as the total complex of a bicomplex, where the element [sa 1 | · · · |sa p ], of total degree i deg sa i , is considered of bidegree ( p, q) with q = i deg a i . We get from this bicomplex the canonical spectral sequence (see [6] , [17] )
When A is graded-commutative, B A is a differential Hopf algebra; the product is given by the shuffle product in T(sA). In this case, the previous spectral sequence is a spectral sequence of Hopf algebras (see, e.g., the chapter on Eilenberg-Moore spectral sequence in [17] ). For example, if A = C(k) , we get a spectral sequence of Hopf algebras E 2 p,q = Tor
p+q (Q, Q). Since we want to use Hodge decompositions for Hochschild homology, we note that Tor A (Q, Q) is nothing other than the Hochschild homology H * (A, Q) of A with coefficients in the trivial bimodule Q (see [16] , [38] ). In the case of the algebra with zero differential A(k), these groups are naturally bigraded, and we denote the pieces in dimension n of the bigrading by H p,q (A, Q) n . This corresponds to the following pieces of the reduced bar complex of A,
where the n j are nonzero and, in fact, even integers. Alternatively, we could also take the differential
The following corollary of Proposition 4.1.1, on the bar complex of A(k), is crucial later. PROPOSITION 
5.1.1
Let n = 2m be even; then
if m is even and q is odd, B m,q (A(k)) n = 0; (iii) if m is odd and q is even, B m,q (A(k)) n = 0.
Notice that H 1, * (A(k), Q) = A(k)/A(k) 2 is the indecomposable part of A(k); in particular, H 1,q (A(k), Q) n is a quotient of the homology group H q (O(n, k), Q t ), called the indecomposables of H q (O(n, k), Q t ).
From Vigué-Poirrier [35, Sec. 1] (it is, in fact, easy to extend the results of this paper to the case of symmetric bimodules, as in [14] for the nongraded case), we know that the Hochschild homology of a differential graded-commutative Q-algebra, with coefficients in a symmetric bimodule, admits Hodge decompositions, induced by the action of Euler idempotents, which are of the type
For the algebra A(k), with zero differential, these decompositions are compatible with the bigrading of H l (A(k), Q), and we have, in fact,
If we look at the differential graded-commutative algebra C(k) , then the bar complex splits under the action of Euler idempotents into a direct sum of subcomplexes as in [35] , [14] . This gives spectral sequences, one for each (n, r ) (see also Th. 6.
p+q C(k) , Q n . Finally, since A(k) is commutative, the Hochschild homology H * (A(k), Q) is actually a commutative Hopf algebra for the shuffle product. By a theorem of Leray, it is a free commutative algebra on its indecomposable part. This indecomposable part is exactly H (1) * (A(k), Q), due to the relation between shuffle products and Euler idempotents (see [14] , [27] , [25] ).
Cobar construction
We recall the cobar construction of a graded differential supplemented coalgebra (B = B ⊕ Q, β). The graded algebra C B is the graded tensor algebra Ts −1 B over the desuspension of B, with the concatenation product. The differential D is ∂ + β, where
j=1 deg s −1 b j , and
The cobar complex can be considered as the total complex of a bicomplex with the two differentials ∂, β of degree −1. From Proposition 5.0.1, the homology of the graded differential algebra C BA(k) satisfies H (C BA(k)) = A(k). Let [C BA(k)] n be the subcomplex of the cobar-bar complex in dimension n; we have
Let us illustrate this in a particular case used later. PROPOSITION a i , i = 1, . . . , m, be elements in H 1 (O(2, k) , Q t ), and let a 1 · · · a m be their prod-
Let
uct in H m (O(2m, k), Q t ); the elements of degree m in C BA(k) -s −1 [s(a 1 · · · a m )] and (−1) m s −1 [sa 1 ] ⊗ · · · ⊗ s −1 [sa m ] -are two homologous cycles.
Proof
In the cobar-bar complex we have
It follows that
Homology with Steinberg modules coefficients
We want to relate the Hopf algebras H * (A(k), Q) and HSt(k) through a spectral sequence.
A spectral sequence
Fixing first the dimension, we have the following. THEOREM 6.1.1 For n = 2m even, there is a spectral sequence
with E 2 p,q = 0 for p > m, E 2 m,q = 0 for m even and q odd, or m odd and q even.
Proof
We start from the hyperhomology groups
These are the homology groups of the double complex
where C * means the nonhomogeneous chain complex of the homology of groups with differential d, and δ is the differential of L * (n).
The spectral sequence of this bicomplex, corresponding to the filtration by degree s, collapses from E 1 ; in fact, since
We now address the other spectral sequence of (7). We have
The basic fact is that the O(n, k)-module L p (n, k) t splits, as a direct sum of induced modules, along the orbits for the action of O(n, k) on the set of orthogonal direct sum decompositions of k n into p nonzero subspaces. These orbits are parametrized by the p-tuples (n 1 , . . . , n p ) of nonzero integers with n 1 +· · ·+n p = n, and the stabilizer of the associated canonical decomposition is O(
By the Künneth formula, we finally obtain
We check that, through the isomorphisms coming from Shapiro's lemma, the differential d 1 is identified to the differential of the bar complex B * (A(k)). As a direct sum of induced modules, L p (n, k) t is canonically isomorphic to
by the choice of base points on the orbits given by the orthogonal decompositions of k n associated to the partitions of the canonical basis. The Shapiro isomorphism is induced by the morphism of pairs (see [ 
So it suffices to observe that there are commutative diagrams of modules, where the right vertical map is the ith face of L * ,
The last assertion of the theorem is a rewriting of Proposition 5.1.1.
We could have proceeded in a more synthetic way as follows. Put
There is a spectral sequence of Hopf algebras whose abutment is HSt(k) [•] and whose E 2 -term is given by H * (A(k), Q).
More precisely, what we mean is the following. Consider the spectral sequence of Hopf algebras of Section 5.1:
The E 2 -term is the required one, and the abutment is H * (BC(k) ). Now the bar complex BC(k) is quasi-isomorphic to the total complex Tot n n , where the n are the bicomplexes considered in the proof of Theorem 6.1.1. This gives, as in the proof of Theorem 6.
. One can check that this isomorphism is, in fact, an isomorphism of Hopf algebras.
Using the weights of Section 2.5, the spectral sequence of Theorem 6.1.1 splits as a direct sum of n subspectral sequences, and we obtain the following refinement.
THEOREM 6.1.3 For r = 1, . . . , n, there is a spectral sequence
where the H 
The complex L * (n, k) splits as a direct sum of subcomplexes L (r ) * (n, k) under the action of Euler idempotents. So we get a splitting of the bicomplex n into a direct sum of sub-bicomplexes
n is H * −n (O(n, k), S (r ) (n, k) t ), and one needs to show that the spectral sequence for the filtration by l of (r )
n has term E 2 p,q equal to H (r ) p,q (A(k), Q) n . In order to see this, we first replace n by the bicomplex of coinvariants
, and M σ ∈ O(n, k) is the permutation matrix corresponding to σ . We remark that the spectral sequences related to l, of the bicomplexes and , are isomorphic from E 2 * , * . We consider a composition of maps
where f is the Eilenberg-Zilber shuffle map and g arises from the canonical morphism of pairs already used in the proof of Theorem 6.1.1. Now we specify two actions of Euler idempotents, respectively, on the source and the target of the map g • f . The first one corresponds to the decomposition of Hochschild homology of A(k) and the second one to the sFin -structure of L * (n, k). These actions are determined by actions of the symmetric groups p . The action of
, which we view as piece of the bar complex of C(k) , is by permutation of the factors with a sign, as in [35] , imposed by the fact that we are in a graded-commutative situation. This sign is actually such that the map f is equivariant for the actions of τ if τ acts on
×···× n p by permutation of the factors. Finally, the action of τ on C i (O(n, k), L p (n, k) t ) n is by permutation of the components of orthogonal direct sum decomposition of k n . To complete the proof, we have to check that g is equivariant. Here is the argument.
Let A i ∈ O(n i , k), i = 1, . . . , p, and denote by [A 1 , . . . , A p ] the corresponding "diagonal" matrix in O(n, k). Let σ ∈ n , such that the permutation matrix M σ
denote by (E 1 , . . . , E p ) the element of L p (n, k) associated to the partition of the canonical basis e i , i = 1, . . . , n of k n , (e 1 , . . . , e n 1 )(e n 1 +1 , . . . , e n 1 +n 2 ) · · · (e n 1 +···+n p−1 +1 , . . . , e n ),
and denote by (F 1 , . . . , F p ) the one associated to the partition (e 1 , . . . , e n τ −1 (1) )(e n τ −1 (1) +1 , . . . , e n τ −1 (1) +n τ −1 (2) )
Taking into account the fact that we have taken the coinvariants under the action of n in the target, the equivariance of g follows from the relations
As a simple consequence, we get the following.
COROLLARY 6.1.4
For n = 2m even and r > m, the homology groups
The corollary is a consequence of two remarks. By Proposition 5.1.1, (r ) E 2 p,q = 0 for p > m. On the other hand, the pieces of the Hodge decomposition H (r ) p,q (A(k), Q) are zero for r > p. This implies that (r ) E 2 p,q = 0 for r > m and p ≤ m, so that eventually (r ) E 2 = 0 for r > m, and the spectral sequence is trivial.
Calculations in low dimensions
We give applications, in low dimensions, of the spectral sequences of Theorems 6.1.1 and 6.1.3.
Example 6.2.1
The E 1 -terms of the spectral sequence of Theorem 6.1.1 for n = 2 are
This gives the following. PROPOSITION 
6.2.2
There are isomorphisms
In particular, H q (O(2, k), S (2, k) t ) = 0 for q odd, and
We want to clarify the isomorphism
We identify O(2, k) to the orthogonal group of the quadratic form
On the other hand, there is an isomorphism
coming from the cross-ratio (see also [9, Sec. 3.4] ) as follows. The group
is generated by the differences of 0-flags
, where U 0 and U 0 are one-dimensional nonisotropic subspaces of k 2 . The isotropic subspaces are the coordinate axes {x 2 = 0}, {x 1 = 0}. The map r is induced by the cross-ratio
The diagram
0 a −1 , and let U 0 denote the diagonal {x 1 = x 2 }. The isomorphism of Proposition 6.2.2,
This gives the commutativity of the diagram.
Example 6.2.4
If n = 4, one gets
and an exact sequence
For i > 0 even, we have exact sequences
The proof is an easy consequence of Theorem 6.1.1 and the two remarks E 2 p,q = 0 if p = 1, 2 and E 2 2,q = 0 if q is odd, by Proposition 4.1.1. In fact, the E 1 -terms of the spectral sequence of Theorem 6.1.1 look like
For n = 6, we note the following facts for the spectral sequence: E 2 p,q = 0 if p = 1, 2, 3, E 1 3,q = 0 if q is even, E 2 2,q = E ∞ 2,q , and E 2 1,q = E ∞ 1,q if q is odd, by Proposition 4.1.1. As a result, the graded pieces of H i (O(6, k), S (6, k) t ) are the following.
For i even,
For i odd, there are only two nonzero pieces,
Taking into account the weight decompositions, the results are more precise. The graded pieces of H i (O(6, k), S
(1) (6, k) t ) are, for i even,
and for i odd,
For i odd,
A tricomplex
As a supplemented graded coalgebra with zero differential, HSt(k) has cohomology groups that are the homology groups of a reduced cobar complex with pieces
where the n j are nonzero integers and the differential comes from the reduced coproduct in the standard way.
We write H p q (HSt(k), Q) n for the pieces of these cohomology groups, where n is the dimension and q the total homological degree relative to the orthogonal group; of course, only even n j are relevant. Note that H * (HSt(k), Q) is an algebra for the cup product.
In our context, the cobar-bar construction appears from the consideration of a certain "pre-cobar" construction.
The pre-cobar bicomplex
To (E, q), we associate a bicomplex of O(E, q)-modules
where the differentials have degree, respectively, (−1, 0) and (0, −1). It is obtained from the complex L * (E, q) by a "pre-cobar" construction in the following way:
where the V i are nonzero q-geometric subspaces of E. The two differentials d and ∂ come, respectively, from the differential of L * (E, q) and the deconcatenation map (5) of Section 3.2,
Hyperhomology and cobar-bar
We write
be the total complex of ( L * , * (n, k), ∂, δ). This complex is a complex of O(n, k)-modules for the natural action twisted by the determinant. THEOREM 
7.2.1
The hyperhomology groups H * (O(n, k), Tot * L (n, k) t ) are isomorphic to the homology groups H * (O(n, k), Q t ).
Proof
Consider the hyperhomology spectral sequence with abutment H * (O(n, k), Tot * L (n, k) t ) arising from the filtration by ν of the bicomplex
It is remarkable that it collapses from E 2 . The crucial point is that the graded complex E 1 with differential d 1 is the cobar-bar complex [C BA(k)] n . As a result, from Proposition 5.0.1 and Section 5.2,
To justify the previous assertion, we identify the deconcatenation map of the cobar construction as the map d 1 : E 1 * ,0 → E 1 * ,1 . This last map is the map
induced by map (5) of Section 3.2. From Shapiro's lemma and Künneth's formula, we get a map
Through the isomorphisms of Section 6.1,
we recognize the classical deconcatenation coproduct of the tensor algebra over A(k) placed in degree −1. It is easy to complete the proof of the theorem.
The previous hyperhomology can be viewed as the homology of the total complex of the tricomplex (see Figure 1 for what concerns this tricomplex in the rest of the paper)
We consider another bicomplex deduced from this one:
Its spectral sequence, associated to the filtration by index a, collapses. In fact, from Salomon and Tits, E 1 p,q = 0, p = n, and (E 1 n, * , d 1 ) coincides with the total complex of a bicomplex
with obvious differentials ∂ and d. We arrive at the following result. THEOREM 
7.2.2
The hyperhomology groups H * (O(n, k), S * (n, k) t ) are isomorphic to the homology groups H * +n (O(n, k), Q t ).
If we go back to the bicomplex (10) and apply to the hyperhomology spectral sequence of H * (O(n, k), S * (n, k) t ) the usual Shapiro-Künneth process, then the cohomology of HSt(k) appears and we get the following. COROLLARY 
7.2.3
There is a spectral sequence
One can also refine the results of this section by directly using the cobar-bar construction over the algebra C(k) of Section 4.2; this clarifies the behavior of the products. In particular, we can give a synthetic form of Corollary 7. 
Proof
In fact, in the cobar complex of HSt(k), the term C − p,q (HSt(k)) 2m is zero for p > m. This implies that in the spectral sequence of Corollary 7.2.3 with n = 2m, we have E 2 − p,q = 0 for − p < −m or q < 0, which implies that E 2 − p,q = 0 for − p +q < −m. This gives the result. and
∼ = H 6 O(6, k),
Through these isomorphisms, the coproduct is induced by the deconcatenation map
Now we study the morphism, induced by this deconcatenation map, between the respective hyperhomology spectral sequences E r * , * and F r * , * of H * O(6, k), L * (6, k) t and H * O(6, k),
To this end, we combine two observations related to the calculations in Example 6.2.5. First, at the E 1 -level, the induced map is nothing other than the classical coproduct of the tensor algebra TsA(k), viewed as a commutative Hopf algebra, where the primitives are given by A(k). This translates into the fact that the induced map E 1 1,5 → F 1 1,5 is the zero map, the map E 1 2,4 → F 1 2,4 is bijective, and the map E 1 3,3 → F 1 3,3 is injective. Second, a further inspection of the spectral sequences, using Proposition 5.1.1, shows that G (3, k) ) is the component in di
