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Abstract 
In mobile phones, perceived speech signal deteriorates significantly in the presence of background noise as noise reaches 
directly at the listener’s ears. There is an inherent need to increase the intelligibility of the received speech signal in noisy 
environments by incorporating speech enhancement algorithm at the receiverend. This paper focus on the enhancement of 
selective speech samples for the intelligibility improvement, when the near-end noise dominates. Audible speech samples are 
selected by consideringthreshold of hearing and auditory masking properties of the human ear. Intelligibility of enhanced speech 
signalis measured using Speech Intelligibility Index. Experimental results show the intelligibility improvement of the speech 
signal in lower SNR with the proposed approach to the unprocessed far-end speech signal. This approach is efficient in 
overcoming the degradation of speech signals in very noisy environments. 
© 2015 The Authors. Published by Elsevier B.V. 
Peer-review under the responsibility of organizing committee of the 4thInternationalConference on Advances in Computing, Communication and 
Control (ICAC3’15). 
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1. Introduction 
Mobile devices are the most popular consumer devices in the current scenario and have made a huge impact on 
day to day life. In aquiet environment, less speech energy is required for the speakers to understand each other’s 
conversation. At the receiving end, referredto as near-end in the literature, the listener may be in a noisy 
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environment. It makes hearing difficult, even though, the transmitting speech source is in a quiet environment 
because the near-end noise reaches the listener’s ear directly. Listener experiences fatigue as the clarity of the 
speech signal is decreased. Increasing the volume of mobile phones to emphasize the far-end speech is a way to 
resolve the problem. The external volume control of the mobile phone cannot be used for this purpose as 
background noise changes dynamically. 
The presence of noise masks the speech signal and makes it less intelligent or audible, effect is called masking. 
Itis of two types, one simultaneous masking where,one signal is masked when another signal is present (noise can 
also mask the speech signal) and other temporal masking whereinthe signal is masked by noise before and after the 
interval of occurrence of noise.Hence, the speech signal needs to be enhancedconsidering these situations in the 
purview also. The aim, of including masking effects in speech signal enhancement, is to suppress the non-audible 
spectral components of the speech signal.  
The approaches proposed for far-end noise cancellation/reduction techniques discussed in the literature [15-18] 
arenot suitable as they focus on mitigating the near-end noise at the speakerend rather than at the receiverend. 
Several approaches to mitigate the near-end noise using speech enhancement is discussed by Bastian S. et al., [4-6] 
and Taal C.H. et al., [7, 8]. Near-end listening enhancement (NELE) algorithm by Bastian S. et al., in [4] maximizes 
the speech intelligibility index (SII) [14] and thus the speech intelligibility by selective frequency enhancing of the 
speech signal power. [6] investigates the listening enhancement under the constraint that the processed loudspeaker 
signal power is strictly equal to the power of the received signal.Two SII based NELE algorithms are compared in 
[7] to optimize the speech intelligibility in the presence of near-end noise and it focuses on a novel approach to 
linear filtering of speech prior to the degradation due to near-end noise. Taal C.H. et al., in [8] solved constrained 
optimization problems of [5] using a nonlinear approximation of the speech intelligibility that is correctat lower 
SNRs.  
NELE by Premananda B.S. et al., in [2] increases speech signal energy above the noise energy and avoids 
listener fatigue. In [1,3] speech samples are given a relative weight using an absolute threshold hearing (ATH)but do 
not include the masking effect of signals. Approaches in [1-3] did not consider the audible speech samples, rather it 
involves enhancement of both audible and non-audible samples, resulting in waste of speech energy and mobile 
battery. NELE algorithm by Teddy S. et al., [11] provides an operative model of temporal masking that uses a 
fractional bark gammatone filter bank related to the changes in speech enhancement method. 
This paper examines a novel speech enhancement method exploiting the psychoacoustic model of the human ear. 
The paper is organized as follows: section II describes NELE in FFT domain with implementation details. The 
loudness computation procedure is explained in section III. Dominant frequency estimation procedure is listed in 
section IV. Experimental results and conclusions are discussed in section V and VI respectively. 
2. NELE in FFT Domain 
An NELE approach in the frequency domain [10] (including threshold of hearing and auditory masking properties of 
the human ear)is proposed to enhance the speech signal in the presence of high near-end noise. Reduction of clarity 
or intelligibility of the speech signal due to the presence of near-end noise can be minimized by pre-processing the 
clean speech signal before being played in noisy environments or fed to the mobile speakers. The overall block 
diagram of the proposed approach is illustrated in Fig. 1. It is assumed that a clean speech signal with far-end noise 
removed (using noise-cancellation techniques) is available.  
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Fig. 1. Proposed block diagram for near-end speech enhancement. 
 
In real-time background noise can be recorded using a dummy microphone in mobile phones. The speech signal 
is to be enhanced by multiplying with a varying gain computed by comparing the energies of speech and noise 
signal. Energy of the audible signal is termed as signal loudness. The pre-processor block in Fig. 1 computes and 
compares the loudness of near-end noise and speech signal. Then the gain is computed for enhancing the speech 
signal when the near-end noise dominates the received far-end speech signal.  
Steps involved in frequency domain NELE are: 
Step 1:Record the noise and speech signal for a finite duration with a sampling frequency of Fs. 
Step 2: Compute loudness of noise and speech samples 
The loudness of speech samples for a frame [10] is computed using equation 1. 
N
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where,ݔ௜is the speech sample at the ݅௧௛location, ‘N’ is the total number of perceivable samples in a frame.  
Repeat the loudness calculation for the entire signal. The same procedure is used to obtain loudness of the noise. 
Letκ௡ andκ௦denote the loudness of noise and speech signal obtained for each frame.  
Step 3: Derive the Gain 
When the speech signal loudness (κ௦) is less than noise loudness (κ௡), then enhance the speech samples by more 
than the difference between them, gain G is 
ܩ ൌ ሺκ௡ െ κ௦ሻ (2) 
Gain obtained using equation 2 for multiple frames vary randomly. To scale the gain, it is multiplied with a 
compensation factor ׌ (< 1), which can be arbitrarily chosen.Thengain can be computedis 
ܩ ൌ ሺκ௡ െ κ௦) ׌           (3) 
When κ௦ is greater than (3 dB) κ௡ then gain, ԭ଴will be set to 1, as no enhancement is required. Equation 3 becomes 
negative when added with ԭ଴ resulting in a gain less than 1. Hence, equation 3 can be modified as 
ܩ ൌ ԭ଴ ൅ ݉ܽݔሺͲǡ ሺκ௡ െ κ௦ሻ׌ሻ   (4) 
where ݉ܽݔ is used to find the maximum. When κ௦is approximately equal to κ௡, the gain can be appropriately set.κ௦ 
must be 3 dB greater than κ௡ to be heard clearly. 
Step 4: Gain Smoothening (Gavg)  
The gain computed using equation 4 is to be limited to avoid clicks and pops due to erratic changes in the output 
level (signal bursts) which fatigues the listener's ear. The current frame gain is averaged with the pre and post frames 
to make the gain variation smooth using equation 5. Depending on the delay tolerable by the system, the number of 
pre and post frames can also be selected.  
5
1123 +++−−− ++
=
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where i, is the current frame. 
Step 5: Multiply averaged gain with speech samples and End-capping 
When the noise dominates, averaged gain, Gavg of every frame is multiplied with the perceivable samples of the 
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respective frames for enhancing thespeech samples. Enhanced speech samples should not exceed the maximum 
spectrum level (90 dB [4]). If an enhanced speech sample value exceeds the maximum energy [4] of the mobile 
speaker [6], then limit the minimum and maximum values computed by normalizing the samples. 
 
3. Loudness Computation of Signals 
Studies have revealed that the reception of all the frequencies by a human ear is not the same. The human auditory 
system leads to evidence that the inessential data in the speech signal can be removed. The two traits of the human 
auditory system that constitute the psychoacoustic model are: absolute threshold of hearing and auditory masking.  
3.1 Absolute Threshold of Hearing  
The ATH is the minimum sound level of a pure tone (dB) that can be detected by an average listener with normal 
hearing in the absence of extraneous sounds. This is also known as the auditory threshold or threshold in quiet. The 
threshold in quiet (dB) [13] ௤ܶ, is approximately calculated using an empirical equation [1] as given in equation 6. 
୯ሺሻ ൌ ͵Ǥ͸Ͷ ቀ ୤ଵ଴଴଴ቁ
ି଴Ǥ଼ െ ͸Ǥͷି଴Ǥ଺ቀ ౜భబబబିଷǤଷቁ
మ
൅ ͳͲିଷ ቀ ୤ଵ଴଴଴ቁ
ସ
            (6) 
where f is the frequency (Hz) 
The frequency selectivity of the human ear can be approximated by subdividing the intensity of the sound into parts 
that fall into critical bands. Such an approximation leads to the notion of critical band intensities.The audio 
frequency of a human ear that ranges from 20 to 20,000 Hz can be split up into critical bandwidths. Measure of the 
frequency based on critical bandwidths is Bark. The relation between frequency and Bark [13] is  
  ሺሻ ൌ ͳǤ͵ሺͲǤͲͲͲ͹͸ሻ ൅ ͵Ǥͷ ൤ቀ ୤଻ହ଴଴ቁ
ଶ൨                       (7) 
3.2 Auditory Masking 
The idea, of using masking [10, 12-13] model, is to retain the audibility of the desired signals from the derived 
masking thresholds.If any frequencies near to these maskers are below the masking threshold, those frequencies are 
not heard. Therefore for the selecting audible samplesit is necessary to determine: 
i. Tone maskers or Tonal components 
ii. Noise maskers or Non – tonal components  
iii. Combined masking effect of tone and noise maskers 
 
3.2.1 Tone Maskers  
Signal frequency with FFT index ‘k’ is considered to be tone if its power P[k] satisfies the following two conditions: 
1. It should be more than P[k-1] and P[k+1]which indicates that it is a local maximum.  
2. It should be 7 dB greater than the rest of the frequencies of its neighbourhood (two).  
To estimate tone maskermerge the power at one position previous to [k-1] and the one following [k+1] with the 
power of [k].  
 
3.2.2 Noise Maskers 
The frequency components that are not elements of a tone's neighbourhood are considered as noise. Consider all the 
frequency components of a critical band that do not lie in the vicinity of the tone, add them as one. Keep them at the 
mean location of the critical band and repeat the process for all critical bands. To optimize the maskers remove the 
maskers that are close to each other. Maskers possessing power above the ATH are retained, and the remaining 
maskers are eliminated because they are not audible. Then the maskers that have another masker within their critical 
bandwidth are located, and if found, the masker having lower power is set to zero. 
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3.2.3 Masking Effect 
Spreading of masking determines the shape of the masking pattern of a masker in the lower and higher frequency of 
the masker. The masking curve shapes are easier to describe in the Bark scale. The spreading models are used to 
approximate simultaneous masking models that work in the frequency domain. In literature, it is indicated that the 
spreading of these maskers have a slope of +25 dB/Bark preceding and -10 dB/Bark following the masker. The 
spreading of masking can be approximated as a function that relies on the maskee position i, and masker position j, 
the power spectrum at j (ܮெሻ, and the difference in Bark scale between masker and maskee as given in equation 
8.Spreading function (SF) is modelled as given in equation 9 
߂ݖ ൌ ݖሺ ௠݂௔௦௞௘௘ሻ െ ݖሺ ௠݂௔௦௞௘௥ሻ          (8) 
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ሺͲǤͳͷܮெ െ ͳ͹ሻοݖ െ ͲǤͳͷܮெ݂݋ݎሼͳ ൑ οݖ ൏ ͺሽ
ሺͻሻ 
The masking thresholds and the masking effect of tone and noise maskers are calculated using equation 10 and 
11 respectively. Taking into account the ATH and spectral densities of tone and noise maskers with all masking 
thresholds, the overall global masking threshold is determined. Global masking threshold is the overall threshold 
obtained along with the spreading function and is called as the practical threshold of hearing (PATH) [10]. 
ܨ݋ݎݐ݋݊݁ǣ ݐ݉ሺ݅ǡ ݆ሻ ൌ ܲݐሺ݆ሻ െ ͲǤʹ͹ͷݖሺ݆ሻ ൅ ܵܨሺ݅ǡ ݆ሻ െ ͸ǤͲʹͷ(10) 
ܨ݋ݎ݊݋݅ݏ݁ǣ ݊݉ሺ݅ǡ ݆ሻ ൌ ܲ݊ሺ݆ሻ െ ͲǤͳ͹ͷݖሺ݆ሻ ൅ ܵܨሺ݅ǡ ݆ሻ െ ʹǤͲʹͷ(11) 
where, Pt and Pn are the power spectrum of tone and noise respectively at ‘j’. 
Steps involved in the implementation of the psychoacoustic modelto compute the loudness of the samples are 
summarized as follows:  
1. Read the speech signal with a sampling frequency of 8000 Hz.  
2. Group the speech samples into frame of 256 samples using window of size 32 ms. 
3. Determine the power spectral density (PSD) of a frame using 256-point FFT. 
4. Locate the tone and noise maskers within the frame and their positions in each critical band.  
5. Remove the masker having the powerless than the ATH. If two maskers (tone or noise) are in a critical 
bandwidth, the one with the lesser power is removed.  
6. Compute the masking threshold of every mask and sum the thresholds to get the overall (global) masking 
threshold for all frequencies in that frame. 
7. Select the samples that are above the global masking curve, these correspond to the perceivable samples in 
that frame (PATH) and store them in a buffer.  
8. Repeat steps 3-8 for all the frames (entire signal).  
 
 For calculating SII, it is mandatory to fix the Signal to Noise Ratio (SNR). As the noise and speech signal is 
dynamic in nature, it is different to compute SNR of the signals. Hence, the variance of the noise signal is altered to 
get the required SNR using equation 12.  
SNR
snorm
nnorm
n
n
*05.010
)(
*)('=                  (12) 
where n and s are recorded noise and speech signal. 
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4. Dominant Frequency Extraction 
Dominant frequency is defined as the frequ
maximum value. There are situations where sp
the dominant or peak frequency [18-20]. It 
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the best technique to estimate the dominant fre
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5. Experimental Results 
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5.1 Enhancement of Speech Signal  
For enhancing the speech signal, the following enhancement algorithms are considered: 
1. Overall enhancement of speech signals [2] 
2. Enhancement of speech samples above PATH [10] 
3. Enhancement of dominant/selective frequency speech samples that are above the PATH  
4. Enhancement ofspeech samples (including dominant samples) that are below PATH  
  
It is realized that among the four approaches, the first one is not practical because it enhances the overall energy 
of the samples, including the samples that are not audible, hence resultingin the wastage of mobile power/battery. 
Also limits the gain range by unnecessary enhancement of unwanted or non-audible samples.  
The second method is more practical than the first since the samples above the PATH, which are audible are 
enhanced. In the third method wherein only the dominant frequencies that has more energy are enhanced. Here 
N(20) dominant frequency samples areselected. If morenumber of peaks are selected, then the spectral shape can be 
retained but requires more power to enhance those N peaks. Trade-off has to be made between them depending on 
the magnitude of near-end noise. This method is most useful in lower SNRs where the intelligibility of speech 
cannot be improved by enhancingentireaudible speech samples.In the last method, when the dominant speech 
samples below PATH are enhanced, it may create new maskers that induce changes in PATH itself. 
In noisier environment (lower SNR), it is necessary to enhance the speech signal using both second andthird 
approaches. At first step multiply the smoothened gain with all audible samples (above PATH). Next, enhance only 
the dominant frequency samples of speech above the PATH by providing the gain only for those frequencies. By 
this speech signal intelligibility can be improved. 
5.2 Speech Intelligibility Measurement 
The performance of the proposed algorithms is evaluated in terms of the SII. Intelligibility of the enhanced speech 
signal is measured based on the standardized SII procedure as outlined in [14]. The procedure for, calculating the 
SII, is given in [7, 8]. SII predictions are calculated for the unprocessed (original) and processed speech signals for 
the babble noise type and SNRs in the range between -25 to -5 dB and is compared with [2], [7] and [10]. The 
obtained results are shown in Fig. 4. It is evident that in low SNRs selective frequency enhancement of speech 
samples increases the speech intelligibility. Using this approach only a few frequency samplesthat have more energy 
is enhanced. Hence, less battery power is required to enhance to those samples. For higher SNR the approach 
doesn’t provide significant improvement in intelligibility when compared to [7] and [10]. Hence for higher SNR use 
PATH [10] and in lower SNR the current approach. 
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Fig. 4. SII predictions in the presence of Babble noise. 
 
6 Conclusion 
 
In this work, a speech pre-processing algorithm is presented to improve the speech clarity or intelligibility degraded 
in the presence of near-end noise. An experimental result is presented considering babble near-end noise. Simulation 
results were verified using an audio editor tool, GoldWave, and MATLAB. Results indicate that the proposed 
algorithm has better speech intelligibility, providing roughly 10 % improvement when compared to [2] and 20 % 
over unprocessed speech signal. Only the speech samples that are audible are enhanced. In situations where all the 
samples cannot be enhanced, then selective speech sample boosting will be a good solution to improve 
intelligibility. It is observed that the enhancement is greater at lower SNRs where noise is more dominant. Results 
show that the proposed method leads to a significant increase in intelligibility as predicted by SII. 
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