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Rauzy fractals induced from automorphisms on the




For a substitution satisfying the Pisot, irreducible, unimodular condition, a tiling substi-
tution plays a key role in the construction of Rauzy fractals (see [15, 3]). To try extending
techniques developed for substitutions to automorphisms, [6] gives the way to construct Rauzy
fractals by using tiling substitutions for automorphisms related to hyperbolic companion matri-
ces of quadratic polynomials. This paper shows application to another class of automorphisms
related to continued fraction expansions.
x 0. Introduction
After Rauzy introduced fractal, called Rauzy fractal, as a geometric representation
of substitutive dynamical system for a special Pisot, irreducible unimodular substitution
in [15], it has been extensively studied (e.g., [3, 11, 14]). In especial, Arnoux and Ito
[3] gave a method to construct Rauzy fractals by using tiling substitutions. After that,
Arnoux, Berth¶e, Hilion and Siegel [2] initiated the investigation into automorphisms
on free groups. They actually forcused on automorphisms whose iterations, applied
to letters, do not give rise to any cancellations of letters. An incidence matrix A¾ is
a linear map associated to an automorphism ¾ by abelianization (for details, see the
next section). [6] is devoted to construct stepped surfaces and Rauzy fractals induced
from automorphisms on the free group F2 of rank 2 whose incidence matrices are the
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and assume \hyperbolicity" instead of the Pisot condition. Then there are four cases
corresponding to con¯gurations of eigenvalues of the matrix (0.1). Let us consider one
case related to the matrix A¡ whose eigenvalues satisfy ¸ > 1; 0 < ¸0 < 1, concretely










Then we encounter the following cancellation problem under the iteration of ¾ as follows:
¾2(2) = ¾(21¡122) = 21¡122 2¡1 21¡122 21¡122:
Such a cancellation never occurs for a substitution. The idea to solve such a problem is
to ¯nd a substitution ¿ and an automorphism ± such that
¾ = ±¡1 ± ¿ ± ±;
















Through the discussion on the classes of automorphisms related to the matrix (0.1), the
possibility to apply the method in [6] to another class of automorphisms was found. To
do it, it is necessary for ¾ to be decomposed as ¾ = ±¡1 ± ¿ ± ± with ± and ¿ satisfying
the following conditions:
1. ¿ is a substitution or an alternating substitution, where an alternating substitution
is an endomorphism on the free group F2 such that ¿(i) (i = 1; 2) are words with
the alphabet f1¡1; 2¡1g.
2. ± is an automorphism on F2 such that both words ±¡1(i) (i = 1; 2) are words with
one of the alphabets f1; 2g, f1¡1; 2g, f1; 2¡1g or f1¡1; 2¡1g.
Ito and Yasutomi [12] gives automorphisms which ¯x characteristic sequences C(x)
of quadratic irrational numbers x (see the next section). Namely, C(x) is a ¯xed point
of the following automorphism ¾x:
¾x = (¾1;a1 ±¾2;a2 ± ¢ ¢ ¢ ±¾tN ;aN )± (¾tN+1;aN+1 ± ¢ ¢ ¢ ±¾tN+2K ;aN+2K )± (¾¡1tN ;aN ± ¢ ¢ ¢ ±¾¡11;a1);
where [0; a1; a2; ¢ ¢ ¢ ; aN ; aN+1; ¢ ¢ ¢ ; aN+2K ] is the continued fraction expansion of a quadratic











1 if k is odd
2 if k is even
:
Note that a substitution is naturally extended to an endomorphism on the free group,
and ¾1;a; ¾2;a are invertible in this sense. Put
Ba1;a2;:::;an :=
Ã
a1 ¡ 1 a1
1 1
!Ã









It is easy to check that the incidence matrices of automorphisms ¾x related to x =




which are di®erent from (0.1). Since the automorphisms ¾x related to continued fraction
expansions satisfy the two conditions 1, 2 by taking ¿ = ¾tN+1;aN+1 ± ¢ ¢ ¢ ± ¾tN+2K ;aN+2K
and ± = ¾¡1tN ;aN ± ¢ ¢ ¢ ± ¾¡11;a1 , we apply the method in [6] for this new class of automor-
phisms.
In the next section, we recall results associated to characteristic sequences. In the
last section, we construct Rauzy fractals induced from automorphisms ¾x, and de¯ne
domain exchange transformations. The purpose of this paper is to ¯nd set equations
for Rauzy fractals by using a conjugacy ± of an automorphism ¾x in Theorem 2.6, and
show that the orbit of the origin point by the domain exchange transformation gives
the sequence C(x) in Corollary 2.10.
x 1. Characteristic sequences and continued fraction expansions
For an endomorphism ¾ on the free group of rank 2 denoted by F2 (resp. a
substitution ¾ over the alphabet A = f1; 2g), the incidence matrix A¾ de¯ned by







where f : F2 ! Z2 is a canonical homomorphism de¯ned by f(²) = o and f(i§1) =
§ei; i 2 A, and ej are fundamental vectors. The characteristic polynomial of A¾ is
denoted by ©¾(x). For an endomorphism on F2 or a substitution, there are the following
four conditions:
² (Pisot condition) The maximum root of ©¾(x) is Pisot number, that is, the dominant
eigenvalue of A¾ is greater than one and the other has modulus less than one,
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² (Irreducible condition) ©¾(x) is irreducible over Q,
² (Unimodular condition) j detA¾ j= 1,
² (Primitive condition) the matrix A¾ is primitive.
For a number x 2 I := [0; 1), de¯ne the map C from I to AN by
C(x) := (C1(x); C2(x); ¢ ¢ ¢ ; Cn(x); ¢ ¢ ¢ );
where Cn(x) := bnxc ¡ b(n ¡ 1)xc + 1, and b¢c means the °oor function. Note that
Cn(x) := bnxc ¡ b(n ¡ 1)xc when we use the alphabet A = f0; 1g. Put c(x) =
(C2(x); C3(x); ¢ ¢ ¢ ; Cn(x); ¢ ¢ ¢ ). Since C1(x) = 1, C(x) = 1c(x); and C(x) or c(x) are
called the characteristic sequence or the characteristic word of x (cf. [13]).
Is there a non-trivial substitution ¾ for which C(x) (resp. c(x)) is invariant, that is,
C(x) (resp. c(x)) is a ¯xed point of ¾ such that ¾(C(x)) = C(x) (resp. ¾(c(x)) = c(x))?
Ito and Yasutomi [12] and Crisp, Moran, Pollington and Shiue [5] give the answer to
this question by using the continued fraction expansion of x.















and the sequence fang1n=1 by an := a(Sn¡1(x)), then we get the continued fraction
expansion of x denoted by [0; a1; a2; ¢ ¢ ¢ ; an; ¢ ¢ ¢ ].
Remark 1. (1) A quadratic irrational number x is reduced, that is, 0 < x < 1
and x < ¡1, where x means the algebraic conjugate of x, if and only if the continued
fraction expansion of x is purely periodic (see [17]).
(2) A number x is quadratic if and only if the continued fraction expansion of x is
eventually periodic.
Ito and Yasutomi give a substitution over A or an automorphism on F2 for which
C(x) is invariant for a quadratic irrational number x 2 I in the following theorem.
Theorem 1.1 (Theorem 2.4 in [12]). (1) If x 2 I is a quadratic irrational and
reduced number, then °x(C(x)) = C(x), where [0; a1; a2; ¢ ¢ ¢ ; a2K ] is the continued frac-
tion expansion of x, and °x is a substitution given by
°x = ¾t1;a1 ± ¢ ¢ ¢ ± ¾t2K ;a2K :
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(2) If x 2 I is a quadratic irrational number, then ¾x(C(x)) = C(x), where [0; a1; a2; ¢ ¢ ¢ ;
aN ; aN+1; ¢ ¢ ¢ ; aN+2K ] is the continued fraction expansion of x, and ¾x is an automor-
phism given by
¾x = ±¡1x ± ¿x ± ±x;
where
¿x = ¾tN+1;aN+1 ± ¢ ¢ ¢ ± ¾tN+2K ;aN+2K
±x = ¾¡1tN ;aN ± ¢ ¢ ¢ ± ¾¡11;a1 :
In the case (1), the sequence C(x) is a ¯xed point of the substitution °x, and the
case boils down to the substitution case (cf. [3]). In the case (2), automorphisms ¾x are
conjugate to invertible substitutions ¿x satisfying the Pisot, irreducible, unimodular,
primitive conditions.
x 2. Rauzy fractals and domain exchange transformations
In this section, we consider only the automorphisms ¾x in Theorem 1.1 (2) for
quadratic irrational numbers x 2 I which are not reduced, and for simplicity, we use
notations ¾; ¿; ± instead of ¾x; ¿x; ±x, unless otherwise noted. Note that the sub-
stitution ¿ satis¯es the Pisot, irreducible, unimodular, primitive conditions and it is
invertible. Results in this section are derived by applying the previous paper [6], so
brief proofs or ideas of proofs are explained.
Let us de¯ne the tiling substitution for a unimodular endomorphism on F2 (see
[7, 16]).





nk(xk; i¤k) j nk 2 Z; xk 2 Z2; ik 2 A for any k; l <1
)
:
An arbitrary endomorphism ¾ on F2 is written by
¾(i) = w(i)1 w
(i)
2 ¢ ¢ ¢w(i)l(i) ; i 2 A;
in reduced form, and de¯ne the k-pre¯x P (i)k and k-su±x S
(i)







2 ¢ ¢ ¢w(i)k¡1; S(i)k := w(i)k+1w(i)k+2 ¢ ¢ ¢w(i)l(i) :






























Identify (x; i¤) 2 Z2 £f1¤; 2¤g with the positive oriented unit segment spanned by
the fundamental vector ej translated by x, where fi; jg = f1; 2g, that is,










Figure 1. The segments (x; 1¤); (x; 2¤) with orientation
The element of G¤ is also identi¯ed with a union of oriented unit segments with their
multiplicity.
Since ¿ is primitive and Pisot, the incidence matrix A¿ has a positive column eigen-
vector u¿ and a positive row eigenvector v¿ corresponding to the maximum eigenvalue
¸ > 1 by Perron-Frobenius Theorem. The matrix A¾ has the same eigenvalue ¸, and a
column eigenvector u¾ and a row eigenvector v¾ of A¾ corresponding to the eigenvalue ¸
are respectively given by u¾ = A¡1± u¿ and v¾ = v¿A± by A¾ = A
¡1
± A¿A±; and the con-
tractive eigenspaces P¿ of A¿ and P¾ of A¾ are given by P¿ = fx 2 R2 j< x; tv¿ >= 0g
and P¾ = fx 2 R2 j< x; tv¾ >= 0g, where < ¢; ¢ > means an inner product. The
projection from R2 to P¿ (resp. P¾) along the expanding column eigenvector u¿ (resp.
u¾) is denoted by ¼¿ (resp. ¼¾). Note u¾ is positive since the matrix A¡1± is positive,
but it is possible for v¾ not to be positive (see Figure 2).
Example 2.3. For the quadratic number x with the continued fraction ex-
pansion x = [0; 4; 4; 2], the automorphism ¾ is given by ¾(1) = 1(1112)4; ¾(2) =
(2¡11¡11¡11¡1)32¡11¡12. And it is conjugate to the substitution ¿ given by ¿(1) =
(1222)32; ¿(2) = (1222)22 with the conjugacy ± given by ±(1) = 12¡1; ±(2) = (21¡1)32.
The direction of P¾ is not the same as in the substitutive case (see Figure 2).
Let us introduce Rauzy fractals induced from ¿ and ¾ by using tiling substitutions.





















¤ n(ei; i¤); i 2 A;
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P¾
Figure 2. (e1; 1¤) + (e2; 2¤) and ¾¤((e1; 1¤) + (e2; 2¤)) for x = [0; 4; 4; 2]
where U = (e1; 1¤) + (e2; 2¤) 2 G¤.
These sets X¿ ; X
(i)
¿ (resp. X¾; X
(i)
¾ ) are called Rauzy fractals induced from ¿ (resp.
¾) (see Figure 2).
Proof. The existence of limit sets for a substitution is known (see [3]), so we
















t ) 6= ; means there exist k; t such that (xk; i¤k) =
(yt; j¤t ). For ° 2 Ci, put
¼¾¾
¤(o; i¤)° := ¼¾¾¤(o; i¤) n (¼¾¾¤(o; i¤) \ ¼¾¾¤(°)):
Let positive numbers c1; c2 be
c1 =max
i2A





fdH(A¾¼¾¾¤(o; i¤); A¾¼¾¾¤(o; i¤)°)g ;
where dH is the Hausdor® metric. From the fact that for any compact sets A;B;C;D,
dH(A [B;C [D) · max(dH(A;C); dH(B;D));
and the triangle inequality,




¤ n(U); An+1¾ ¼¾¾¤ n+1(U)) · (c1 + c2)¸0n;




is a Cauchy sequence in the space of all compact subsets on P¾, and it is convergent.
The existence of the limit set X(i)¾ is proved by the same way.
Remark 2. The substitution ¿ is Pisot, unimodular, irreducible, primitive and
invertible, thus Rauzy fractals X¿ ; X
(i)
¿ ; i 2 A are intervals, and moreover, we have
X(i)¿ = ¼¿ (ei; i
¤) + h
for some h 2 P¿ (see [4]).
The following proposition and theorem show the set equation of X(i)¿ ; i 2 A and
the relations between Rauzy fractals X(i)¿ and X
(i)
¾ induced from ¿ and ¾.
Proposition 2.5 ([3]). The following equations hold:
A¡1¿ X
(i)






¿ ); i 2 A;







The sets (¡A¡1¿ ¼¿ f(P (j)k ) +X(j)¿ ); j 2 A such that w(j)k = i are pairwise disjoint
up to a set of Lebesgue measure 0.
By noticing that ±¡1 = ¾1;a1 ± ¾2;a2 ± ¢ ¢ ¢ ± ¾tN ;aN is an invertible substitution, we
have the following theorem:
Theorem 2.6 ([6]).






¿ ); i 2 A;







The sets (¡¼¾f(P (j)k ) + A¡1± X(j)¿ ); j 2 A such that w(j)k = i are pairwise disjoint
up to a set of Lebesgue measure 0. Moreover,
A±X
(i)
¾ = ¼¿ ((±
¡1)¤(ei; i¤)) + h
for some h 2 P¿ . Thus, X(i)¾ , X¾ are intervals.
Proof. The idea of the proof is mentioned here (for details, see [6]). By ¾ =
±¡1 ± ¿ ± ± and according to properties of a tiling substitution (see [7]), we have
¾¤ = ±¤ ± ¿¤ ± (±¡1)¤;
A¡1± ¼¿x = ¼¾A
¡1












¤ ± ¿¤ n ± (±¡1)¤(ei; i¤)
=[j2A [w(j)k =i limn!1A
n
¾¼¾±
¤¿¤ n(ej ¡A±f(P (j)k ); j¤)





¤ n(ej ¡A±f(P (j)k ); j¤)





¤ n(ej ¡A±f(P (j)k ); j¤)







for the equality of the fourth line, see [6].
Disjointness and the property X¾ and X
(i)









=[j2A [w(j)k =i ¼¿ (¡A±f(P
(j)
k ) + ej ; j
¤) + h
= ¼¿ (±¡1)¤(ei; i¤) + h
for some h 2 P¿ . Recall that if a substitution ¯ is invertible, then ¯¤(o; i¤); i 2 A are
connected (see [8]). Since ±¡1 is invertible substitution, the remaining part is proved.
Remark 3. Theorem 2.6 shows the role played by ±¡1: the tiling substitution
(±¡1)¤ is used to get Rauzy fractals X(i)¾ (i 2 A) from X(j)¿ (j 2 A). On the other
hand, in the paper [6], ± is used to get the stepped surface of P¾, which is a discrete
approximation of P¾, from the one of P¿ .
De¯nition 2.7. The domain exchange transformations T¿ , T¾ on X¿ , X¾ for a
quadratic irrational number x 2 X, are de¯ned by
T¿ : X¿ ! X¿
T¿ (x) = x¡ ¼¿ f(i) if x 2 X(i)¿ ;
and
T¾ : X¾ ! X¾
T¾(x) = x¡ ¼¾f(i) if x 2 X(i)¾ :
The domain exchange transformations T¿ ; T¾ are well-de¯ned from the de¯nitions
of X¿ and X¾ (see Figure 3) (cf. [3, 6]).
De¯nition 2.8. Let (X;T; ¹) be a measure-theoretical dynamical system, ¾ an
arbitrary substitution over the alphabet A such that
¾(i) = w(i)1 w
(i)







+ the domain exchange
transformation T¾
Figure 3. The domain exchange transformation T¾ for x = [0; 4; 4; 2]
fX(i) j i 2 Ag a measurable partition of X, and fA(i) j i 2 Ag a measurable partition of
a subset A of X. We say that the transformation T has ¾-structure with respect to the
pair of partitions fX(i)g; fA(i)g if the following conditions hold up to a set of measure
0:
T kA(i) ½ X(w(i)k+1) for all i 2 A ; k = 0; 1; ¢ ¢ ¢ ; l(i) ¡ 1
T kA(i) \A = ; for all i 2 A; 0 < k < l(i)
T l
(i)








From Proposition 2.5 and Theorem 2.6, we have the following theorem.
Theorem 2.9. For a quadratic irrational number x 2 X, the measure-theoretical
dynamical system (X¾; T¾; ¹) with Lebesgue measure ¹ has ±¡1-structure with respect
to the pair of partitions fX(i)¾ j i 2 Ag, fA¡1± X(i)¿ j i 2 Ag. Moreover, (X¾; T¾; ¹) has
±¡1¿n-structure with respect to the pair of partitions fX(i)¾ j i 2 Ag, fA¡1± An¿X(i)¿ j i 2 Ag
for any positive integer n.
Recall that the sequence C(x) = (c1(x); c2(x); ¢ ¢ ¢ ; cn(x); ¢ ¢ ¢ ) is a ¯xed point of ¾,
thus it is given by limn!1 ±¡1¿n(1) with the product topology. We have o 2 ¼¿ (U) ½
¼¿¿
¤(e1; 1¤) and o 2 X(1)¿ , since ¿(1) = ¿(2) = 1. From the theorem we obtain the
following corollary:
Corollary 2.10. For a quadratic irrational number x,
T (k¡1)¾ (o) 2 X(ck(x))¾ ; k = 1; 2; ¢ ¢ ¢ :
Since X¾; X
(i)
¾ ; i 2 A are intervals by Theorem 2.6, the domain exchange trans-
formation T¾ is just a two interval exchange transformation; and the orbit of the origin
point by T¾ gives the characteristic sequence C(x).
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There are algorithms corresponding to the continued fraction algorithm in the
higher dimensional case (cf. [10]), and it is expected for the strategy developed in
the paper to work well. We consider automorphisms of rank 2 in the paper, and some of
results may seem obvious. But as Rauzy fractals have fractal boundaries in the higher
dimensional case, the discussion is more complicated in general, and the generalization
of the strategy should be important.
Acknowledgement: I would like to express my deep gratitude to the referee for
useful suggestions.
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