A challenging issue in designing computational methods for predicting the gene structure into exons and introns from a cluster of transcript (EST, mRNA) sequences, is guaranteeing both accuracy and efficiency in time and space, when large clusters of over than 20,000 ESTs and genes longer than 1Mb are processed. Traditionally, the problem has been faced by combining different tools, not specifically designed for this task. We propose a fast method based on ad hoc procedures for solving the problem. Our method combines two ideas: a novel algorithm of proved small time complexity for computing spliced alignments of a transcript against a genome, and an efficient algorithm that exploits the inherent redundancy of information in a cluster of transcripts to select, among all possible factorizations of EST sequences, those allowing to infer splice site junctions that are largely confirmed by the input data. The EST alignment procedure is based on the construction of maximal embeddings, that are sequences obtained from paths of a graph structure, called embedding graph, whose vertices are the maximal pairings of a genomic sequence and an EST . The procedure runs in time linear in the length of and and in the size of the output. PIntron, the software tool implementing our methodology, is available at http://www.algolab.eu/PIntron and it is able to process in a few seconds some critical genes that are not manageable by other gene structure prediction tools. At the same time, PIntron exhibits high accuracy (sensitivity and specificity) when compared with ENCODE data.
I. BACKGROUND
A key step in the post-transcriptional modification process is called splicing and consists of the excision of the intronic regions of the premature mRNA (pre-mRNA) while the exonic regions are then reconnected to form a single continuous molecule, the mature mRNA. A complex regulatory system mediates the splicing process which, under different conditions, may produce alternative mature mRNAs (also called transcript isoforms) starting from a single pre-mRNA molecule. Alternative Splicing (AS), i.e., the production of alternative transcripts from the same gene, is the main mechanism responsible for the expansion of the transcriptome (the set of transcripts generated by the genome of one organism) in eukaryotes and it is also involved in the onset of several diseases [1] .
A great extent of work has been performed to solve two basic problems on AS: characterizing the exon-intron structure of a gene and finding the set of different transcript isoforms that are produced from the same gene. Some computational approaches, based on transcript data, for these crucial problems have been proposed; indeed good implementations are available [2] - [9] . Recently, some tools related to the problem, but limited to the specific task of predicting splice junctions from NGS data, have been designed [10] - [13] . These tools are computationally intensive and would require a post-processing step to filter the correct data that can be used by a gene structure prediction method.
In this paper we provide an appositely designed algorithm -efficient from both a theoretical and an empirical point of view -to predict the exon-intron structure of a gene, from general transcript data, that is optimal w.r.t. constraints derived by the input data. Except for a few recent programs [5] , [7] that however are not able to process efficiently huge genes or genes associated with a large cluster of ESTs [7] , the prediction of the gene structure is done by combining different tools. A basic reason is that combinatorial methods for this problem are highly accurate when they are able to combine two different steps: (1) producing putative spliced alignments of ESTs against the gene region and (2) selecting, among different putative spliced alignments of several ESTs [14] , the ones that confirm the same gene structure under some optimization criteria. The two steps are much harder when combined, mainly when finding an optimal gene structure means to consider and compare alternative alignments of the ESTs. The literature provides efficient solutions of the first step. Finding an alignment of an EST sequence could be a hard task when more than one alignment exists for the same input data and we want to maintain biological meaningfulness w.r.t. the whole gene structure. On the other hand the second step is NP-hard [15] thus requiring efficient heuristics.
II. RESULTS
In this paper we show how to efficiently solve the integration of the two aforementioned steps. First, we design a new fast algorithm for producing spliced alignments of EST sequences by exploiting a combinatorial formulation of the problem. Afterwards, for each EST sequence of a gene, given its spliced alignments, we extract a composition of the EST (i.e., its factorization into genomic exons) that is consistent with a putative exon-intron structure of the given gene, by applying the Minimum Factorization Agreement (MFA) approach [15] to the data produced by our spliced alignment algorithm. Indeed, the MFA approach results in an effective method to extract the compositions in such a way that a whole consensus gene structure can then be derived (as an EST sequence only provides the information on a partial region of the whole gene). Our new combinatorial method for exon-intron structure prediction can be summarized as a four-stage pipeline where we: 1) compute and implicitly represent all spliced alignments of a transcript sequence (EST or mRNA) against a genomic reference sequence; 2) filter all biologically meaningful spliced alignments; 3) reconcile the spliced alignments of a set of correlated transcript sequences into a maximum parsimony consensus gene structure; 4) extract, classify, and refine the resulting introns in order to provide a putative gene structure supported by transcript evidences.
We want to remark that our pipeline can be easily integrated with the method for full-length isoform prediction described in [16] since the results produced by the pipeline are the basic data used by that approach. However, considering that the accuracy of the isoform prediction step is heavily affected by the accuracy of the input data (i.e., the predicted exon-intron structure together with the original spliced alignments), in this extended abstract, we mainly focus on evaluating the accuracy of predicting the exon-intron structure and we defer the complete evaluation of the full-length isoform prediction to a later and more extensive work. Our method computes a consensus gene structure minimizing the number of splice junctions, called maximum parsimony consensus gene structure. Such a structure is strictly associated to a set of spliced alignments for each sequence in the cluster of transcript data that is also output by our algorithm. Informally, a gene structure (depicted in Figure 1 ) is the description of the location of coding (exon) and noncoding (intron) regions along the genomic sequence. Due to alternative splicing events, such as exon skipping, intron retention and competing exons, a portion of the genomic sequence could be both coding and noncoding w.r.t. different transcripts.
Full-length Transcripts: Figure 1 . The colored directed graph representing a gene structure, induced by compositions, into genomic exons , , , ′ , , . Dashed edges represent noncoding regions, bold edges represent regions included into all the gene isoforms, and the remaining normal edges represent regions that are both coding and noncoding (i.e., are included into some gene isoform and are retained as a part of an intron into some other isoform). For clarity, we indicated an exon with a curve above the graph, and an intron with two connected segments below the graph. Observe that and ′ are competing exons, while exons and could be mutually exclusive exons.
III. ALGORITHMS
In this section we briefly present each algorithmic step of our four-stage pipeline. Technical details and formal proofs are omitted in this extended abstract due to space constraints.
A. Implicit computation of spliced alignments
The first stage of our gene structure prediction method computes the set of all possible spliced alignments of a transcript (EST or mRNA) sequence against the genomic sequence.
A spliced alignment is a particular kind of alignment that takes into account the effects of the excision of the intronic regions during the RNA splicing process. The spliced sequence alignment problem requires to compute, given a sequence (the EST or the mRNA) and a reference sequence (the genomic sequence), two sets = { 1 , . . . , } and
, and for each , the edit distance between and ′ is small. The sequence of pairs ( , ′ ) is called composition of on , each factor is called spliced sequence factor (or EST factor), and each ′ is called genomic factor (or exon). Allowing a small edit distance between the two factors is justified by the fact that EST data contain mismatches (deletions and insertions) against the genome because of sequencing errors and polymorphisms. Unfortunately, this also makes computationally harder the spliced alignment problem, especially when the transcript and the genomic sequences are large.
In our novel alignment method, we exploit the small edit distance between each pair ( , ′ ) of corresponding factors: in fact, in this case, there must exist a sequence of some sufficiently long common substrings of the EST factor and the genomic factor ′ . We call the sequence of the occurrences of perfectly matching substrings an embedding of the EST sequence in the genomic sequence and, clearly, it reveals the basic "building blocks" of the spliced alignment. Our alignment algorithm is based on the construction of a compact and implicit representation of all the embeddings by means of a graph called embedding graph. Such a graph can be efficiently computed from the EST sequence and the genomic sequence in time (| | + | | + | | 2 ), where is its vertex set, and it can be used in the second stage of our pipeline in order to efficiently enumerate all the biologically meaningful compositions.
More formally, a pairing ( , , ) of two sequences and (which generalizes the notion of pair of a sequence [17] ) represents the positions on and on of a common substring [ ,
and . We say that a pairing 1 is contained in a pairing 2 (in short 1 ⪯ 2 ) if 1 can be extended to the left or to the right on both the sequences and in order to obtain 2 . A pairing is maximal if and only if there does not exist a distinct pairing containing . A sequence of non-overlapping pairings (i.e., pairings that represent nonoverlapping occurrences of common substrings) is called an embedding. Given two embeddings = ⟨ 1 , ⋅ ⋅ ⋅ , ⟩ and
Not all embeddings induce a biologically meaningful composition. For example, an embedding constituted by several short pairings "scattered" along the genome cannot be considered a valid spliced alignment. A representative embedding is a maximal embedding = ⟨ 1 , . . . , ⟩ such that ≥ ℓ , +1 − − ≤ ℓ , and either (i)
It is easy to see that only representative embeddings might induce a biologically plausible composition. Intuitively, the parameter ℓ is the minimum length of a pairing, ℓ regulates the maximum number of consecutive mismatches that can appear in a single exon, and ℓ represents the minimum length of an intron. A careful choice of these three parameters allows to recover a spliced alignment of in with a fixed (small) error rate from some representative embeddings. Therefore, we propose the problem of finding all representative embeddings of in , formalized as the REPRESENTATIVE EMBEDDING problem (RE), where we are given a pattern , a text , and three parameters ℓ , ℓ and ℓ . The goal is to compute the set ℰ of the representative embeddings of in .
In this first stage of the pipeline, we tackle the RE problem by using the embedding graph defined as follows.
Definition 1 (Embedding graph): Given a pattern and a text , the embedding graph of in is a directed graph = ( , ) such that the vertex set is the set of maximal pairings of and that are longer than ℓ . Two pairings 1 = ( 1 , 1 , 1 ) and 2 = ( 2 , 2 , 2 ) are connected by an edge ( 1 , 2 ) ∈ if and only if:
Basically the above conditions ensure the following prop-erty: Two maximal pairings 1 and 2 are connected by an edge in the embedding graph if and only if there exists a representative embedding in which a sub-pairing of 1 and a sub-pairing of 2 are consecutive. Such a property derives from the maximality of the representative embeddings and from the uniqueness of the maximal pairing containing a pairing which belongs to a representative embedding.
We designed an algorithm that builds the embedding graph of a pattern and a text in time (| |+| |+| | 2 ). The algorithm is composed of two steps: In the first step, the vertex set is computed by visiting the suffix tree of the text . This step requires (| |) time for the suffix tree construction and (| | + | |) time for the computation of maximal pairings. In the second step, edges are then computed by checking the conditions of Definition 1 on each pair of maximal pairings, leading to an (| | 2 ) procedure. Since the number of maximal pairings is usually very small compared to the length of and , the embedding graph construction procedure is efficient even on large patterns and texts .
B. Extraction of relevant spliced alignments
The next stage of our pipeline is devoted to analyzing and mining the embedding graph to compute the representative embeddings that also induce distinct biologically meaningful compositions. Algorithm ComputeCompositions is a twostep procedure. Initially it extracts a subset of representative embeddings by performing a visit of the embedding graph. Then the algorithm computes the compositions by merging consecutive pairings that are separated by short gaps.
Embedding graph visit: The first step of ComputeCompositions is a recursive visit of the embedding graph starting from a subset of vertices that we call extended sources. The visit of a vertex from the extended source reconstructs the set ℰ of biologically meaningful representative embeddings that are induced by the path = ⟨ , 1 , . . . , ⟩ traversed during the visit. Due to space constraints we are unable to provide the formal characterization of extended sources, as well as some technical details of the visit and a proof that each representative embedding has been examined, only the biologically meaningful ones have been added to set ℰ, and the visits compute pairwise-distinct representative embeddings.
During the visit of vertex , we examine each outgoing edge ( , +1 ) and we "extend" each embedding = ⟨ 1 , . . . , ⟩ of ℰ. How the extension is performed depends on the relative position, on and , of in and the new vertex +1 . Due to space constraints, we omit the details.
The definition of embedding graph (Def. 1) allows the presence of directed cycles, which potentially might be troublesome. However, we claim that the embeddings, computed from a path containing a cycle , would induce compositions with essentially the same set of factors of the compositions induced by the embeddings computed from the visit of the simple path ∖ . The visit performed in the first step of algorithm ComputeCompositions guarantees that each possible representative embedding is analyzed. However, the biological criteria that we employ allow to consider only pairings belonging to biologically meaningful embeddings. Since the visit computes pairwise-distinct representative embeddings and every case presented above requires (1) time, the overall computational complexity of the visit is clearly bounded by ( ∑ ∈ℰ | |), that is the total size of the representative embeddings that have been computed during the visit.
Composition reconstruction: The set ℰ of representative embeddings computed by the visit of the embedding graph directly leads to a set of compositions. In fact, the visit guarantees that two consecutive pairings of a representative embedding are either separated by a small gap due to errors or by a large gap representing an intron of the spliced alignments. Hence, the algorithm simply merges into a factor a sequence of consecutive pairings = ( , , ) and +1 = ( +1 , +1 , +1 ) separated by small gaps, that is | +1 − − +1 + | ≤ ℓ . Finally, the composition is retained if the edit distance between each EST factor and the corresponding genomic factor is not greater than a fixed acceptable threshold.
C. Building a gene structure
The first two stages of our pipeline have considered separately each transcript sequence computing a set ( ) of biologically meaningful compositions for each . The main goal of the third stage is to extract a composition for each transcript that explains the putative gene structure. In order to avoid overprediction of splice junctions, we apply the Minimum Factorization Agreement (MFA) approach [15] .
Let us recall the definition of the MFA problem. Let be a set of sequences over an alphabet Σ, and let = ⟨ 1 , 2 , . . . , | | ⟩ be a finite ordered set of sequences over alphabet Σ, called factors. Given a sequence ∈ , a factor-composition (f-composition in short) of consists of the sequence = ⟨ 1 , 2 , ⋅ ⋅ ⋅ , ⟩ such that = 1 , 2 , ⋅ ⋅ ⋅ , and < +1 for 1 ≤ < . Then the set { 1 , 2 , ⋅ ⋅ ⋅ , } is called the factor set of and is denoted as ( ). While the notion of f-composition depends on the set of factors, such set of factors is usually clear from the context and is therefore omitted. Please notice that a sequence can admit different f-compositions: thus let ( ) be the set of compositions of . Moreover, by extension, we will denote by ( ) the set ∪ ∈ ( ) of all f-compositions of a set of sequences. Given a subset ′ ⊆ of factors and the set ( ), then ′ is a factorization agreement set for ( ) iff for each sequence ∈ , there exists a fcomposition in ( ) whose factor set is a subset of ′ , i.e., ( ) ⊆ ′ .
The Minimum Factorization Agreement problem, given a set of factors and a set of sequences, asks for a minimum cardinality subset ′ ⊆ such that ′ is a factorization agreement set for ( ). In our setting is the cluster of transcript sequences and is the set of all exonic regions used to produce the compositions of sequences in , i.e., ( ) consists of all the compositions of . When solving the MFA problem on such data, the solution ′ provides a minimum set of factors explaining all transcript sequences and a single composition of each transcript can be obtained from set ′ .
By applying the algorithm in [15] we can filter efficiently a set of spliced alignments agreeing to the same gene structure that are successively refined by the intron reduction step.
D. Intron reduction
The predicted introns may contain false positives that are very similar to the correct introns, even if the intron boundaries are computed according to [18] . Hence we designed also a procedure for excluding some false positives, which is omitted due to page limit. Nonetheless we point out that our procedure can exclude only introns that are not supported by any RefSeq transcript and do not follow one of the U12/U2 rules [19] .
IV. IMPLEMENTATION
We implemented the pipeline as a set of C programs in the software package PIntron. The input is a genomic sequence and a set of transcripts (i.e. EST and mRNA sequences). Our method computes a set of exon compositions of the sequences in w.r.t. , such that there exists one exon composition per input transcript. In fact, for each transcript, our software retains only those compositions that can possibly provide information about the exon-intron structure. Together with the exon compositions, PIntron outputs the positions, on the genomic sequence, of the donor and the acceptor splice sites of the introns, and several additional information, such as the intron type (U12, U2 or unclassified) [19] . A gene structure representation is also computed.
PIntron is freely available for various platforms and architectures at http://www.algolab.eu/PIntron.
V. TESTING
In the following, we discuss an in-silico analysis on real human data aiming to evaluate our approach. Such an experimental evaluation is organized in two parts. The first part has been designed to assess the prediction accuracy of PIntron on a subset of ENCODE regions compared with their high-quality reference annotation. We complement this part with a comparison with ASPic [20] , another EST-based gene structure prediction tool. The second part consists of an evaluation of the efficiency of our approach on a subset of human genes that can be considered critical for ESTbased gene structure prediction tools. This set of handpicked genes are known for having either a complex gene structure (tens of exons), or a very large cluster of expressed sequences. Such experimental evaluation has pointed out that PIntron is much faster than ASPic, as it can be applied on genomic regions that span several gene loci, and PIntron can also handle critical genes. At the same time, the accuracy of the predictions made by PIntron is comparable with that of ASPic (which, in turn, has been proved very accurate [16] ). A complete set of data and results of this experimental analysis can be found at http://www.algolab.eu/PIntron.
A. Assessment of prediction quality and time efficiency
To assess the prediction accuracy of our method we have chosen the 13 regions of the ENCODE project [21] that have been previously used as training set [22] for the evaluation of genome annotation tools. We extracted from the NCBI Gene DB only genes that are currently annotated in these regions and we retrieved the corresponding UniGene clusters (composed of ESTs and RefSeq mRNAs). The final dataset contains 112 genes and 98, 064 UniGene transcripts (Tab. I).
Since the gene structure is essentially derived from the set of introns of a genomic sequence, we assess the quality of the results by comparing the introns computed by our method with the intron annotated by the ENCODE project. Intron prediction accuracy is evaluated by means of two quality measures, sensitivity (Sn) and specificity (Sp), commonly adopted for the evaluation of computational gene structure prediction tools [22] . Sensitivity is defined as the proportion of ENCODE annotated introns that have been correctly predicted, while specificity is the proportion of the predicted introns that are annotated. We considered an annotated intron as correctly predicted if and only if there exists a prediction that perfectly matches the annotated intron both on the donor and the acceptor splice sites on the genomic sequence.
We compared PIntron with the only other EST-based tool we were able to run on our PC, namely ASPic [20] . The comparison between PIntron and ASPic considers both accuracy (w.r.t. the ENCODE annotations) and running time. PIntron has processed each human UniGene cluster together with the whole ENCODE region.
Overall, 1, 782 out of 1, 957 introns of the ENCODE annotation have been predicted also by our pipeline with an average support of 47.71 transcripts per intron (not including outliers RPL10 and EEF1A1 that have 6, 414 and 49, 936 transcripts respectively). We have further investigated the 175 ENCODE introns that have not been predicted by our method: 135 introns out of 175 (77.1%) have no evidence in ENSEMBL DB or have no supporting transcripts in the UniGene cluster given in input to PIntron, and 20 unpredicted introns (11.43%) are supported only by lowquality UniGene transcripts. For the remaining 20 (11.43%) unpredicted introns our method was unable to align the transcripts supporting such introns (in one case we have found some errors in the UniGene DB). The overall sensitivity of our method, after discarding the 135 introns with no evidence in the input data, is 0.978.
The ENCODE annotation does not report introns for the genes F8A1, H2AFB1, and IER5L and our method confirms the ENCODE annotation for the first two genes, while it predicts 3 introns for gene IER5L. Moreover, our experiment has predicted 821 introns that are not in the ENCODE annotation. The overall specificity of our method is 0.6846. More precisely, specificity is 1 on 16 genes (14.7%) and it is at least 0.5 on 96 genes (88.1%).
A possible explanation for over-prediction is that we adopted relaxed criteria for the introns computed by our pipeline. In fact, if we make them more stringent by requiring that a predicted intron must be canonical, classified as U12/U2, and containing a Branch Point Sequence (BPS), then the number of new predictions dramatically decreases from 821 to 166: in such a case the sensitivity decreases only slightly to 0.9764 and the specificity becomes 0.9147. Please notice that our software reports, for each predicted intron, if the intron is canonical, its classification (U2, U12, or unclassified), and the position of the BPS (if a BPS has been found). Therefore, the user can easily filter the results according to his own needs.
PIntron required 72 minutes on a standard PC with 2GB of RAM to process all the 112 genes. The longest running time is due to gene EEF1A1 (15 minutes and 40 seconds) that is also the gene with the largest UniGene cluster among the ones of the dataset (49, 936 transcripts). Half of the genes terminated in less than 17 seconds, while 95% of them took less than 133 seconds.
We ran ASPic using the same input data and the same PC of the experimental evaluation of PIntron, but ASPic was not able to complete any gene within a 60-minute time limit.We remark that PIntron completed all genes in 72 minutes (average 38 seconds/gene) on the same system. Based on these data, we can conservatively estimate that PIntron achieves a 90-fold speed-up over ASPic.
To determine the accuracy in absence of direct results, we used the predictions stored in ASPicDB [7] and obtained by ASPic on higher-end machines. Out of the 112 ENCODE gene previously analyzed with PIntron, 101 of them are also available in ASPicDB, therefore on 11 genes ASPic has been unable to fulfill the request even on a much better machine. The overall quality of the two approaches is almost the same on every ENCODE region. In particular, on this set of genes, the average sensitivity of PIntron and ASPicDB is 0.9727 and 0.9631, respectively, while their average specificity is 0.7363 and 0.7070, respectively. This comparison shows that PIntron achieves the same accuracy of ASPic/ASPicDB while requiring definitely fewer computational resources.
B. Assessment of PIntron scalability
We investigated the scalability of our algorithm by analyzing 26 "critical" genes, that are considered hard to deal with since they exhibit a complex gene structure or a large set of transcripts. On average those genes are about 848Kbp long and have more than 5, 000 transcripts. Moreover, 11 genes are longer than 1Mbp, while 5 have more than 15, 000 transcripts.
We tested PIntron on a commercial workstation equipped with 12GB of RAM. It required a total running time of about 22 minutes (average 49 seconds/gene). Only one gene (TTN) has required more than 2 minutes; anyway it has been processed in less than 10 minutes. We notice that the gene TTN has a particularly complex structure and its transcript cluster contains sequences that are more than 80Kb long. No critical gene has been processed by ASPic within a 6-hour time limit.
We have been able to determine that the accuracy obtained of PIntron and ASPic is basically the same on the 21 critical genes that are also in ASPicDB (in fact ACTB, ALB, EEF1A, MBP, and TTN are not available in ASPicDB).
In conclusion, the experimental evaluation of PIntron has shown that it has been able to achieve an accuracy comparable with that of other prediction tools while presenting a dramatic speed-up. In particular, the last part shows that some critical genes can be analyzed by PIntron even employing only modest computational resources, while other approaches have been unsuccessful.
VI. CONCLUSIONS
PIntron is a software tool for predicting the gene structure from genomic sequences and transcript data implementing a provably efficient algorithm. PIntron, while exhibiting an accuracy over ENCODE annotated genes as good as a known gene prediction tool (ASPic), it overcomes all the shortcomings of ASPic related to running time and size of the input data. Indeed, PIntron's methodology implements a fast and accurate algorithm for extracting spliced alignments of transcripts that agree with a common gene structure. The algorithm relies on a graph structure, the embedding graph, that allows a fast investigation of the gene structure.
Moreover, embedding graphs provide a compact representation of all biological meaningful spliced alignments of a transcript. For this reason the embedding graph can be used to discover and investigate specific situations that must be taken into account when computing a gene structure from transcripts that may have different possible spliced alignments, such as tandem repeats in coding regions or duplicated regions of a gene. An example of this case is provided by RefSeq NM 133378 of the human TTN gene: our algorithm was able to compute high-quality alternative alignments of some of its exons that support different and biologically reasonable canonical introns. These results point out that interesting alternative alignments exist and investigating them is a crucial step to complete the analysis of gene structures of complex genes.
Our future research will be devoted to investigate the potential of embedding graphs as a medium to predict the gene structure from short transcript sequences, such as transcripts produced by Next-Generation Sequencing platforms.
