Abstract-We study a distributed sampling problem where a set of processors want to output approximately (in the sense of asymptotically vanishing total variation distance) independent and identically distributed samples from a given joint distribution with the help of a coordinator. We consider two settings. In the omniscient coordinator setting, the coordinator has access to several independent sources of randomness and each processor has access to a subset of these sources. The oblivious coordinator setting is similar except that the coordinator does not have access to any of the shared randomness sources. In addition, all processors and the coordinator may privately randomize. In the omniscient coordinator setting, when the subsets at the processors are disjoint (individually shared randomness model), we characterize the rate of communication required from the coordinator to the processors over a multicast link. We also give an upper bound on the communication rate for the randomnesson-the-forehead model where each processor observes all but one source of randomness and we give an achievable strategy in the omniscient coordinator setting for the general case where the processors have access to arbitrary subsets of sources of randomness. Also, we consider a more general model where the processors observe components of correlated sources (with the coordinator observing all the components), where we characterize the communication rate when all the processors wish to output the same random sequence. In the oblivious coordinator setting, we completely characterize the trade-off region between the communication and shared randomness rates for the general case where the processors have access to arbitrary subsets of sources of randomness.
I. INTRODUCTION
Distributed sampling deals with scenarios where users connected by a communication network wish to generate correlated sequences. The fundamental problem here is to characterize the optimal rate of communication among the users.
An early work of this kind is due to Wyner [1] who characterized the minimum rate of common randomness required for two processors to produce (approximately) independent and identically distributed (i.i.d.) samples from a given joint distribution q XY ; this rate is known as Wyner's common information. Bennett et al. [2] and Cuff [3] studied a processor observing i.i.d. X n that sends a message to another processor to approximate a noisy channel q Y |X between them. The nonasymptotic version of this problem was studied by Harsha et al. [4] . Satpathy and Cuff [5] , and Vellambi et al. [6] studied the cascade network with more than two processors. Cuff et al. [7] studied several two-node and three-node networks in which the nodes try to produce correlated random variables.
The problem of generating correlated random variables via interactive communication has also been studied by Gohari and Anantharam [8] and Yassaee et al. [9] . Noninteractive distributed sampling relying on correlated sources was studied by Kamath and Anantharam [10] . Non-interactive common randomness generation was first studied by Gács and Körner [11] and Witsenhausen [12] , with more recent work by Yang [13] , Mossel et al. [14] , and Bogdanov and Mossel [15] . This problem is also related to the problem of secret key agreement, where users observing different components of a memoryless source generate a common secret
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In the general problem, the structure of the collection of subsets of the variables W 1 , W 2 , . . . , W h is arbitrary. However, we can identify two extreme cases which are interesting and provide some insight into the types of achievability strategies that may be effective. In particular, in the omniscient coordinator setting, we give special attention to two models: (i) the individually shared randomness model where processor P i has access to random variable W i , i ∈ [1 : t] and (ii) the randomness-on-the-forehead model where processor P i has access to all random variables except W i , i ∈ [1 : t]. Figure 1 shows these two models for t = 3.
In the omniscient coordinator setting with t = 2 processors, note that the individually shared randomness model and the randomness-on-the-forehead model are equivalent. For the omniscient coordinator setting with two processors, it is easy to infer from the literature [1] - [3] that a rate of min {0.5C(X 1 ; X 2 ), I(X 1 ; X 2 )} is achievable under unlimited shared randomness, where C(X 1 ; X 2 ) := min X1−U −X2 I(X 1 , X 2 ; U ) is Wyner's common information [1] .
Firstly, note that shared randomness can be converted to common randomness by the coordinator sending the XOR of two individually shared random strings producing 2 bits of common randomness for every bit sent. Then, Wyner's result [1] shows that 0.5C(X 1 ; X 2 ) is achievable. On the other hand, note that using their shared randomness, coordinator and processor P 1 can sample X n 1 i.i.d. with distribution q X1 . We can treat coordinator and processor P 1 as a single entity (encoder) having an input i.i.d. X n 1 , which sends a message M to processor P 2 (decoder), which has to produce X n 2 according to the desired distribution, implying that I(X 1 ; X 2 ) is achievable [2] , [3] . Our achievable scheme for two-processor setting builds on the former idea and a symmetric version of the latter idea while strictly improving over min {0.5C(X 1 ; X 2 ), I(X 1 ; X 2 )} Our achievable scheme for the omniscient coordinator setting with multiple processors generalizes these ideas.
The oblivious coordinator setting is closely related to Wyner's common information problem [1] , [34] . One extreme in the problem space is when the random variables W 1 , W 2 , . . . , W h are not present. In this case both the omniscient coordinator setting and the oblivious coordinator setting reduce to Wyner's common information problem [1] , whose multi-user generalization, among other things, was studied by Xu et al. [34] . Coordinators in both Wyner's common information problem and oblivious coordinator setting send a uniformly distributed common random message to all the processors in order to produce approximately i.i.d. samples. However, because the processors have access to subsets of the shared random variables, the communication rate required by the coordinator is potentially smaller in the oblivious coordinator setting. In that sense, the oblivious coordinator setting can be seen as an extension of Wyner's common information problem [1] , [34] .
This work provides several new results in the space of problems defined by the general setup described above.
• In the omniscient coordinator setting, for the individually shared randomness model, we characterize the optimal transmission rate under unlimited shared randomness (Theorem 5). Our characterization is in terms of a notion of multivariate mutual information (namely, Watanabe's total correlation [35] ).
• In the omniscient coordinator setting, for the randomness-on-the-forehead model, we give an upper bound on the optimal transmission rate under unlimited shared randomness, which turns out to be tight for some special cases (Theorem 7). Our upper bound is in terms of another notion of multivariate mutual information (Han's dual total correlation [36] ). We also give an achievable strategy in the omniscient coordinator setting for the general case where the processors have access to arbitrary subsets of sources of randomness.
• In the omniscient coordinator setting, for the general case where the processors have access to arbitrary subsets of sources of randomness, we characterize the trade-off region between the communication and shared randomness rates when all the processors wish to output the same random sequence (Theorems 6, 8 and 9). Indeed, we consider a more general model, i.e., omniscient coordinator with correlated shared randomness model, where the processors observe components of correlated sources (with the coordinator observing all the components), and characterize the optimal transmission rate when all the processors wish to output the same random sequence (Theorem 10).
• In the oblivious coordinator setting, we completely characterize the trade-off region between the communication and shared randomness rates for the general case where the processors have access to arbitrary subsets of sources of randomness (Theorem 12).
In the omniscient coordinator setting, most of our proof techniques rely upon the Output Statistics of Random Binning (OSRB) framework developed by Yassaee, Aref and Gohari [37] in executing the above mentioned ideas (for the two -processor scenario) and their generalizations to multi-processor scenario for the achievable schemes. In the oblivious coordinator setting, our proof technique is along the lines of versions of channel resolvability that appear in recent works [38] , [3] , [39] The paper is organized as follows. We present our problem definition in Section II. Two-processor setting with an omniscient coordinator is presented in Section III. The multiprocessor setting (including the individually shared randomness model and the randomness-on-the-forehead model) is presented in Section IV. Omniscient coordinator with correlated shared randomness model is presented in Section V. The Oblivious coordinator setting is presented in Section VI.
II. PROBLEM DEFINITION
We present definitions for the omniscient coordinator setting here. Similar definitions for the oblivious coordinator setting and the omniscient coordinator with correlated shared randomness model can be defined analogously (see Section V and Section VI, respectively, for details). Our model consists of a coordinator K, processors P 1 , . . . , P t . The coordinator has h independent sources of randomness W 1 , . . . , W h and each processor has access to a subset of these random variables. Let V i denote the shared randomness accessible to P i , i.e., V i = {j : W j is accessible to P i }, and V := (V i ) i∈ [1:t] . The goal is to produce X n 1 , . . . , X n t such that they are approximately (in the sense of asymptotically vanishing total variation distance) distributed according to q
. . , x ti ). When h = t, and for all i ∈ [1 : t], V i = {i}, we call this the individually shared randomness model. When h = t, and for all i ∈ [1 : t], V i = [1 : t] \ {i}, we call this the randomness-on-theforehead model. On observing W 1 , . . . , W h , the coordinator K produces a message M ∈ [1 : 2 nR ] according to p(m|w [1:h] ) (with w S := {w j : j ∈ S}) and sends it over a common communication link to t processors. Processor P i produces X n i ∈ X n i (X i 's are finite sets for i ∈ [1 : t]) according to a random map p(x
The joint distribution of (W [1:h] , M, X n 1 , . . . , X n t ) and induced distribution on (X n 1 . . . , X n t ) are given by
Definition 2. A rate tuple (R, R 1 , . . . , R h ) is said to be achievable for q X1,...,Xt if there exists a sequence of
The simulation rate region R(V) is the closure of the set of all achievable rate tuples (R, R 1 , . . . , R h ). Let R Indv and R Forehead denote the simulation rate regions for the individually shared randomness model and the randomness-on-the-forehead model, respectively. Definition 3. The optimal rate R opt (V) is the infimum of all the rates R such that there exists R 1 , . . . , R h so that (R, R 1 , . . . , R h ) ∈ R(V). Let R Indv opt and R Forehead opt denote the respective infima for the individually shared randomness model and the randomness-on-the-forehead model.
III. OMNISCIENT COORDINATOR SETTING: TWO PROCESSORS
We start with the simplest setting: an omniscient coordinator with two processors. This case will present the proof techniques clearly; later we will discuss how the techniques can be generalized to multiple-processor scenario.
A. Results
Recall that for t = 2 processors, the individually shared randomness model and the randomness-on-the-forehead model are identical. We state results for the individually shared randomness model and the randomness-on-the-forehead results follow by switching R 1 and R 2 . Without loss of generality then we drop the superscripts and refer to the simulation rate region R and optimal transmission rate R opt . To simplify the subscripts we define X = X 1 and Y = X 2 . Let q X,Y = q X1,X2 , and R ach be the set of all non-negative rate triplets (R, R 1 , R 2 ) such that
for some p.m.f. p(x, y, u,
Theorem 1. The set of rates R ach is achievable: R ach ⊆ R.
We show this to be tight in some settings. When the shared randomness rates R 1 and R 2 are sufficiently large, we can characterize the optimal transmission rate.
Theorem 2. The optimal rate is given by the following expression:
where the minimum is over all probability mass functions p(x, y, u) = q(x, y)p(u|x, y) such that |U| ≤ |X ||Y| + 2.
Let C(X; Y ) denote Wyner's common information [1] , defined by C(X; Y ) := min
As expected, when the shared randomness rates approach zero, the optimal transmission rate is equal to Wyner's common information, C(X; Y ) as stated in the following theorem. For the case when X and Y are equal, we can completely characterize the simulation rate region as follows.
Theorem 4. Suppose the output random variables X and Y are identical: X = Y almost surely. Then the simulation rate region is given by set of all non-negative rate triplets (R, R 1 , R 2 ) such that
B. Discussion
In this section, we discuss the intuition behind our achievability part by focusing on Theorem 2. The discussion here will be informal. See Section III-C for precise details. As we discuss below, results from the literature [1] - [3] imply that when the shared randomness rates are large enough, a rate R of min {0.5C(X; Y ), I(X; Y )} is achievable, where C(X; Y ) is Wyner's common information. Our achievability scheme builds on the ideas behind this and we show by an example that our results strictly improve over min {0.5C(X; Y ), I(X; Y )}. 0.5C(X; Y ) is achievable: Consider W 1 , W 2 each to be uniformly distributed on [1 : 2 nR ]. We treat W 1 and W 2 each as an nR-length bit string. Let the coordinator transmit the bit string M = W 1 ⊕ W 2 ('⊕' denotes bit-wise XOR) over common communication link to both the processors. Note that rate of transmission is R. From this both the processors can recover (W 1 , W 2 ) which is a common random variable uniformly distributed on [1 : 2 n(2R) ]. Then, Wyner's result [1] shows that 2R ≥ C(X; Y ) is achievable, i.e., R ≥ 0.5C(X; Y ) is achievable.
I(X; Y ) is achievable: Using their shared randomness, the coordinator and processor P 1 sample X n i.i.d. with distribution q X . Now, one can treat the coordinator and the processor P 1 together as a single entity (encoder) which on observing i.i.d. X n transmits a message M of rate R to the processor P 2 (decoder), which has to produce Y n to be distributed according to q (n) Y |X . Notice that both encoder and decoder have access to a sufficiently large amount of common randomness W 2 . This is the channel simulation problem [2] , [3] , whose results imply that a rate R of I(X; Y ) is achievable.
Our achievable scheme builds on these two ideas. While the complete technical details are in Section III-C, an intuitive explanation is given in Figure 3 . 
) is consistent with high probability. Loosely, R * > I(X; Y |U ) ensures that there exists such an m * . The coordinator then sends (m 01 ⊕ m 02 , m * ) as a common message to the processors at a rate R = R0 2 +R * . Note that P i has access to m 0i and recovers m 0 . The processors P 1 and P 2 output x n (m 0 , m * , b 1 ) and y n (m 0 , m * , b 2 ), respectively. Roughly, R 0 + R * > I(X, Y ; U ) ensures that the output is according to the desired distribution. Since R = R0 2 + R * , the above rate constraints imply that max I(X; Y |U ), It is easy to see that
To see this, consider the second expression for R opt in Theorem 2. Choosing U to be a minimizer in (3) gives us R opt ≤ 0.5C(X; Y ). Choosing U = ∅ gives us R opt ≤ I(X; Y ). Next, we present an example where the inequality in (4) is strict.
Example 1. Consider a doubly symmetric binary source DSBS(a) on {0, 1} 2 with joint distribution f (0) = 0.5C(X; Y ) and f (1) = I(X; Y ). We find a t * such that I p t * (X, Y ; U ) = I p t * (X; Y |U ), i.e., t * such that
For any a ∈ (0, 0.5), we can numerically see that f (t * ) < min {f (0), f (1)} = min {0.5C(X; Y ), I(X; Y )} ( Figure 4 illustrates this fact for a = 0.1 and a = 0.2) implying that R opt < min {0.5C(X; Y ), I(X; Y )} since R opt ≤ f (t * ). Moreover, we conjecture that p t * (u|x, y) (with t * as identified above) is an optimizer for the expressions of R opt in Theorem 2. The conjecture is supported by the fact that, it can be numerically checked that p 
C. Proofs
Proof of Theorem 1: The proof is based on the Output Statistics of Random Binning (OSRB) framework developed by Yassaee, Aref and Gohari [37] . We start with some notation that is required for this proof as well as most of the other proofs. We use a capital letter (e.g., P X ) to denote a random p.m.f. (see e.g., works [37] , [3] ). For any two sequences of random p.m.f.'s {P X (n) : n ∈ N} and {Q X (n) : n ∈ N} on a sequence of sets {X (n) : n ∈ N} (where X (n) is arbitrary and can differ from the Cartesian product X n ), we write
First consider a protocol (corresponding to the source coding side of problem) as follows. • To each pair (u n , u n i ), assign uniformly and independently two random bin indices f i ∈ [1 : 2 nRi ] and
Further, we use Slepian-Wolf decoders to estimate (u n , u
Then the random p.m.f. induced by the binning can be expressed as follows:
where (5) bits. For i = 1, 2, we treat m 0i and b i together as the shared randomness w i that is shared between the coordinator and processor P i . In addition, we have extra shared randomness f, f 1 and f 2 which we will eliminate later, where f is shared among coordinator and both the processors, f i is shared between coordinator and processor P i , for i = 1, 2. The coordinator on observing (7) and sends (m 01 ⊕ m 02 , m * (u n )) as a common message m to both the processors, where m * (u n ) is produced according to P (m * |u n ) of (7). Thus, both the processors can recover 'm 0 ' exactly since P 1 already has m 01 and finds m 02 = (m 01 ⊕ m 02 ) ⊕ m 01 and similarly does P 2 . Then processor (7) and produces y n according to p(y n |û n (2) ,û n 2 ). This protocol induces the following random p.m.f.
We use [37, Theorem 1] . By substituting T = 3,
if the following conditions hold:
Note that the first, second and fourth constraints above are redundant.
Hence, when (9) is satisfied,
Now, for the Slepian-Wolf decoder at processor P 1 to succeed, by [37, Lemma 1] (with T = 2,
, it suffices if the following conditions hold:
Note that the second constraint above is redundant. And similarly for the other decoder.
Hence, when the conditions in (11) are met,
Now, we havê
where (13) follows from (8), (14) follows from (10) & (12).
Thus, we havê
We need (X n , Y n ) to be independent of the extra shared randomness (F, F 1 , F 2 ) to eliminate them without actually disturbing the desired i.i.d. distribution. For this, we again use [37, Theorem 1] (with T = 3,
Note that the first, second and fourth constraints above are redundant.R
Now from (16) & (17), if the constraints in (9), (11) and (18) are satisfied, (19) implies the existence of a particular realization of the random binning with corresponding p.m.f. p so that we can replace P with p in (8) and denote the resulting p.m.f. bŷ p. Then (19) implieŝ
which, by second part of [37, Lemma 4] , implies that there exists instances
Note that the rate of common message R, and respective rates of shared randomness R 1 , R 2 are given by,
We gather all the constraints from (9), (11), (18) and (21),
In addition, we need to impose non-negativity constraints on all the rates to eliminate all but R, R 1 , R 2 . But it turns out that the non-negativity constraints onR 0 ,R 1 ,R 2 are redundant. To see this, along similar lines as [37, Remark 4], we show that ifR 0 ,R 1 ,R 2 (not necessarily all positive) along with the other rates satisfy (22)- (25) for some random variables
,R 2new along with the same other rates satisfy (22)- (25) for
We consider an extreme case, i.e., whenR
is independent of all other random variables.
. Now clearly,R 0new ≥ 0,R 1new ≥ 0,R 2new ≥ 0 and it can be easily shown thatR 0new ,R 1new ,R 2new along with other rates satisfy (22)- (25) for U new , U 1new , U 2new using the independence of each of W, W 1 , W 2 with all the other random variables and the fact thatR 0 ,R 1 ,R 2 along with other rates satisfy (22)- (25) .
Notice that we can assume that the constraints in (23) hold with equality, because we can reduce the ratesR 0 ,R 1 ,R 2 to get equalities in (23) without disturbing the other constraints. Rate elimination becomes simpler with this observation. This leads to,R
Substituting (26) in (22) and (24) gives the following constraints after ignoring the redundant inequalities.
Also, from (25) we get
Non-negativity constraints on R * ,R 1 ,R 2 imply from (28) that
Substituting (28) in (27) gives the following constraints on R, R 1 , R 2 and R 0 .
Now, notice that R 0 is the only variable which needs to be eliminated from (29), (30) along with a non-negativity constraint, R 0 ≥ 0. We use Fourier-Motzkin elimination (FME) to eliminate R 0 to get the following:
Thus, when the conditions in (31) are met, there exists a sequence of (n, 2 nR , 2 nR1 , 2 nR2 ) simulation codes with coordinator and processors as described in the second protocol above with the particular realization of random binning along with fixed instances of f * , f * 1 , f * 2 resulting in desired vanishing total variation distance.
Proof of Theorem 2:
For achievability, when rates R 1 , R 2 are large enough, Theorem 1 implies that a rate of max I(U 1 ; U 2 |U ), For the converse, suppose a rate triplet (R, R 1 , R 2 ) is achievable for q(x, y). Fix an ∈ (0,
for large enough n. First, we show that there exists a p.m.f. γ X,Y,U with |U| ≤ |X ||Y| + 2 such that γ X,Y − q X,Y 1 < and
where lim ↓0 g( ) = 0. We will show (34) along the lines of Wyner [1] . To obtain (33), we will first show that nR ≥ I(X n ; Y n |M ). In Wyner's model [1] , the term I(X n ; Y n |M ) is precisely zero. This is not the case here, in general, because of the presence of shared random variables W 1 and W 2 . We will further lower bound the term I(X n ; Y n |M ) by a single-letter form to obtain (33) .
where (35) and (36) follow from the Markov chain
Let T be a random variable uniformly distributed over [1 : n] and independent of all other variables. Then, by continuing (38), we have
where (39) follows by defining
In (41) and (42), , δ → 0 as → 0. We show these steps using (32) (details are in Appendix A). In (43), g( ) := + δ, so g( ) → 0 as → 0. Now, we claim that we can find a γ X,Y,U such that 
where (48) follows from [3, Lemma VI.2]. Let S , for ≥ 0 be defined as the set of all non-negative rates R such that
for some p.m.f. p(x, y, u) satisfying (47) and p XY −q XY 1 ≤ with g ( ) = g( ), for > 0 and g (0) = 0. Thus, for every > 0, it follows from (40), (43) and (44)- (48) that, R ∈ S . Using the continuity of total variation distance and mutual information in the probability simplex, we can show that that >0 S = S 0 along the same lines as Yassaee et al. [9, Lemma 6] . Hence R opt ≥ min max I(X; Y |U ), I(X, Y ; U ) =: R L , where the minimum is over all conditional p.m.f.'s p(u|x, y) with |U| ≤ |X ||Y| + 2. So, achievability and converse give us
Proof of Theorem 3: For the achievability, it is easy to see from Theorem 1 that (C(X; Y ), 0, 0) ∈ R by identifying that for any U satisfying X − U − Y , we have (I(X, Y ; U ), 0, 0) ∈ R with the corresponding other auxiliary random variables defined by
For the converse, suppose R is such that (R, , ) is achievable for every > 0. This implies that for a fixed > 0, there exists an (n, 2 nR , 2 n , 2 n ) simulation code such that
for large enough n. R can be bounded using (51) along the similar lines as (43) , which gives us
where
and T is a random variable uniformly distributed over [1 : n] and independent of everything else.
Next, we lower bound n in the following fashion.
where (53) follows from
Now from (52) and (54) and using arguments similar to (44)-(48) one can show that R ∈ M , where M is defined to be the set of all rates R such that
where lim ↓0 g( ) = 0 for some p.m.f. p(x, y, u) satisfying |U| ≤ |X ||Y| + 2 and p XY − q XY 1 ≤ .
Using the continuity of total variation distance and mutual information in the probability simplex, we can show that >0 M = M along the same lines as Yassaee et al. [9, Lemma 6], where M is defined to be the set of all rates R such that
for some conditional p.m.f. p(u|x, y) satisfying X − U − Y and |U| ≤ |X ||Y| + 2. Hence, R NO−SR opt
The proof of Theorem 4 is subsumed by the proof of Theorem 6 proved in Section IV-B.
IV. OMNISCIENT COORDINATOR SETTING: MULTIPLE PROCESSORS
We now turn to the omniscient coordinator setting with t > 2 processors. The proof techniques for the multiple-processor setting use similar methods as for two processors. In this setting, however, there individually shared randomness model and the randomness-on-the-forehead model are not identical. We show a number of results for these two models as well as a result for the identical output case that generalizes Theorem 4.
A. Results
We provide results for the individually shared randomness model and randomness-on-the-forehead model. Results for the former and the latter models involve Watanabe's total correlation [35] and Han's dual total correlation [36] measures, respectively. 1) Individually Shared Randomness Model: When the shared randomness rates are sufficiently large, we characterize the optimal rate of communication. Let I(X 1 ; . . . ; X t |U ) denote Watanabe's total correlation [35] .
Theorem 5. The optimal rate for individually shared randomness is given by R Indv opt = min max I(X 1 ; . . . ; X t |U ), I(X 1 , . . . , X t ; U ) , where the minimum is over all probability mass functions
For the case when all X i are equal, we can completely characterize the simulation rate region R Indv .
Theorem 6. Suppose q X1...Xt is such that X 1 = · · · = X t = X. Then the simulation rate region R Indv for individually shared randomness the set of all non-negative rate tuples (R, R 1 , . . . , R h ) such that
2) Randomness-on-the-Forehead Model: We give an upper bound on R . LetĨ(X 1 ; . . . ; X t |U ) denote Han's dual total correlation [36] .
Theorem 7. The optimal rate for randomness-on-the-forehead is upper bounded as follows:
The minimum in (58) is taken over all probability mass functions of the form
Special cases: We identify several special cases of the above results to help illustrate the structure of the problem.
(a) When X 1 is independent of (X 2 , . . . , X t ), clearly a rate of zero is achievable because processor P t samples i.i.d. X 1 using W t and other processors sample i.i.d. (X 2 , . . . , X t ) using W 1 . We recover this by taking
is achievable by taking U 1 = · · · = U t = ∅ and U = X in Theorem 7. The converse follows from the converse of Theorem 8 (in particular, by substituting i = t in (60)). So, R For the case when all X i are equal, we can completely characterize the simulation rate region R Forehead .
Theorem 8. Suppose q X1...Xt is such that X 1 = · · · = X t = X. Then the simulation rate region R Forehead is given by the set of all non-negative rate tuples (R, R 1 , . . . , R t ) such that
3) The general case: For the general model (i.e., when V i 's are arbitrary subsets of [1 : h]), we can completely characterize the simulation rate region R(V) when all X i are equal.
Theorem 9. Suppose q X1...Xt is such that X 1 = · · · = X t = X. The simulation rate region R(V) is the set of all non-negative rate tuples (R, R 1 , . . . , R h ) s.t. there exists nonnegative r, r 1 , . . . , r h satisfying
Remark 1. Even though Theorems 6 & 8 can be recovered from Theorem 9 by eliminating r's (see Section III-C), they are of independent interest because their proofs give an optimal choice of r's for explicitly constructing an achievable scheme and the rate regions have nice closed form expressions in terms of rates R, R 1 , . . . , R t (as in (56) and (57), and (60)). 
. . , X t ; U ) ensures that the output is according to the desired distribution. Since R = t−1 t R 0 + R * , the above rate constraints imply that max I(X 1 ; . . . ; X t |U ),
is achievable. A formal proof can be written down along similar lines as that of Theorem 1 employing the proof technique of OSRB framework [37] (the proof is outlined in Appendix B).
The converse argument broadly along the lines of the converse in Theorem 2. The key step is to show that nR ≥ I(X n 1 ; . . . ; X n t |M ). Notice that the notion of multivariate mutual information in the R.H.S. of this inequality can be viewed as a generalization of a corresponding mutual information term in the converse of Theorem 2. Following the chain of inequalities:
where (64) follows from the Markov chains
65) follows because W 1 , . . . , W t are mutually independent random variables.
Let Q be a random variable uniformly distributed over [1 : n] and independent of all other random variables. Then, by continuing (66), we have
, . . . , X , . . . , X
1:j−1 t
). Following Wyner [1] , we lower bound R in another fashion as R ≥ I(X 1Q , . . . , X tQ ; U Q , Q) − g( ), where g( ) → 0 as → 0 (details are in Appendix B). Note that p X 1Q ...X tQ − q X1...Xt < , which follows from Cuff [3, Lemma VI.2]. Using the continuity of total variation distance and mutual information in the probability simplex, it follows along the same lines as Theorem 2 and Yassaee et al. [9, Lemma 6 ] that R Indv opt ≥ min max I(X 1 ; . . . ; X t |U ), I(X 1 , . . . , X t ; U ) , where the minimum is over all conditional p.m.f.'s p(u|x 1 , . . . , x t ) with |U| ≤ t i=1 |X i | + t. Note that this cardinality bound on U follows from an application of Convex Cover Method [40, Appendix C]. This completes the proof of Theorem 5.
Proof of Theorem 6:
This is a special case of Theorem 9 where V i = {i}. The rate region R Indv is given by the set of all non-negative rate tuples (R, R 1 , . . . , R t ) such that there exist non-negative r, r 1 , . . . , r t satisfying
Let R be the set of all non-negative rate tuples (R, R 1 , . . . , R t ) satisfying (56) and (57), the region given in the theorem. To show that R ⊆ R Indv , let (R, R 1 , . . . , R t ) ∈ R . Without loss of generality, let R 1 ≤ · · · ≤ R t . Consider two cases.
: Choose r i = R 1 for i ∈ [1 : t] and r = H(X) − tR 1 (note that r > 0 since tR 1 < H(X)).
In both the cases, it is easy to see that the choice of r, r 1 , . . . , r t ensures that (R, R 1 , . . . , R t ) ∈ R Indv .
To show that R Indv ⊆ R , let (R, R 1 , . . . , R t ) ∈ R Indv . For any i ∈ [1 : t], adding (68) and (70) gives R + R i ≥ t j=1 r j + r ≥ H(X), where the last inequality follows from (69). This gives (56). Adding (68) over respective i ∈ [1 : t] gives tR ≥ (t − 1) t i=1 r j + r + r ≥ (t − 1)H(X), where the last inequality follows from (69) and the fact that r ≥ 0. This gives (57) and thus (R, R 1 , . . . , R t ) ∈ R . This completes the proof of Theorem 6.
2) Randomness-on-the-Forehead Model:
Proof sketch of Theorem 7:
Here we give a proof sketch for t = 3 (a detailed proof can be found in Appendix C). The proof is based on the OSRB framework [37] .
3 ) in a way that can be understood from the following joint probability distribution:
Further, we use Slepian-Wolf decoders to estimate (u n , u (i)3+1 ) from b (i+2)3+1 , f, m * , i = 0, 1, 2, where (i) 3 = i mod 3. Now we impose a series of constraints on the rates (for details see Appendix C). The first set of constraints ensure that b 1 , b 2 , b 3 , f are approximately (i.e., with vanishing total variation distance) uniformly distributed and mutually independent of each other [37, Theorem 1] . The second set of constraints guarantees the success of Slepian-Wolf decoders with high probability [37, Lemma 1] . Under these two sets of rate constraints, the above p.m.f. becomes approximately close to the p.m.f. described below, which is related to our original problem. We generate b 1 , b 2 , b 3 , f independently and uniformly from the respective alphabets. For i ∈ [1 : 3], we treat b i as the shared randomness w i that is not available to processor P i . In addition, we have extra shared randomness f (to be eliminated later), which is shared among coordinator and all the three processors. The coordinator on observing b 1 , b 2 , b 3 , f produces u n , u , f ) of (71) and sends (m * (u n )) as a common message m to the processors, where m * (u n ) is produced according to P (m * |u n ) of (71). The processors use (random) Slepian-Wolf decoders mentioned below (71) to produce their respective estimates. Then they generate x n 1 , x n 2 , x n 3 according to respective p.m.f.'s mentioned in the last line of (71). We need a third set of rate constraints so that X n i , i ∈ [1 : 3] becomes approximately independent of F (for details see Appendix C). All these three sets of rate constraints ensures the correctness of the output distribution with a particular realization of the binning. Noting that R = R * and eliminating all the other rates gives us (58) for t = 3.
Proof of Theorem 8:
This is a special case of Theorem 9 where V i = [1 : t] \ {i}. The rate region R Forehead is given by the set of all non-negative rate tuples (R, R 1 , . . . , R t ) such that there exists non-negative r, r 1 , . . . , r t satisfying
Let R be the set of all non-negative rate tuples (R, R 1 , . . . , R t ) satisfying (60), the region given in the theorem. To show that R ⊆ R Forehead , let (R, R 1 , . . . , R t ) ∈ R . Without loss of generality, let R 1 ≤ · · · ≤ R t . We consider two cases.
, j ∈ [i : t] and r = 0.
It is easy to see that, in both the cases, the choice of r, r 1 , . . . , r t ensures that (R, R 1 , . . . , R t ) ∈ R Forehead .
To show that
, where the last inequality follows from (73) and the facts that |S| ≤ t − 1 and r ≥ 0. Considering this over all the possible sets S gives us (R, R 1 , . . . , R t ) ∈ R . This completes the proof of Theorem 8.
3) The general case: In the general case we can only prove results when all of the output variables are equal.
Proof of Theorem 9:
Suppose for a rate tuple (R, R 1 , . . . , R h ), there exist r, r 1 , . . . , r h such that (61), (62) and (63) hold. For each i ∈ [1 : h], from randomness W i only a randomness of rate r i is utilised in the achievability. For i ∈ [1 : h], since r i ≤ R i , without loss of generality, assume that W i is of rate R i . The coordinator sends a message which consists of two parts. Since coordinator has access to all W i 's, by network coding [41] , [42] , a multicast message of rate atleast max i j:j / ∈Vi r j can be used to deliver all the sources of randomness to all the processors. This constitutes the first part of the common message. The second part of the message is a uniform randomness of rate r which might be required additionally so that a common randomness of rate of atleast H(X) is available to all the processors. This gives an achievable scheme for the rate tuple (R, R 1 , . . . , R h ) satisfying (61), (62) and (63), since a common randomness of rate H(X) is sufficient for sampling the same i.i.d. sequence approximately according to q X by all the processors.
For the converse, suppose a rate tuple (R, R 1 , . . . , R h ) is achievable. Consider
where (75) follows from the Markov chain
For the first term in (76) with i = 1, note that
where (77) follows from chain rule of mutual information, (78) follows because for j / ∈ V 1 , W j is independent of
For i > 1, note that
where (79) follows from the correctness of the output distribution with 1 → 0 as → 0. For the second term in (76), I(M ; X n i |W [1:h] 
. This gives (61). Consider
where (80) follows from the Markov chain 
C. An Achievable Strategy for General Model
We remark that the idea behind the achievabilities of Theorems 1, 2, 5 and 7 is not confined only to either individually shared randomness model or randomness-on-theforehead model. A similar achievable strategy can be written down along the same lines for the general model where V i 's are arbitrary subsets of [1 : h] even though its not direct to attain closed form expression(s). We outline this achievable strategy here.
) in a way that can be understood from the following joint probability distribution:
Further, we use Slepian-Wolf decoders to estimate (u n , u Vi ) from b Vi , f, m * , i ∈ [1 : t]. Now we impose a series of constraints on the rates as in the proofs of Theorems 1, 2, 5 and 7. The first set of constraints can be written down as in (145) so that b 1 , . . . , b h , f are approximately (i.e., with vanishing total variation distance) uniformly distributed and mutually independent of each other [37, Theorem 1] . The second set of constraints can be written down as in (146) to guarantee the success of Slepian-Wolf decoders with high probability [37, Lemma 1] . Under these two sets of rate constraints, the above p.m.f. becomes approximately close to the p.m.f. described below, which is related to our original problem. We generate b 1 , . . . , b h , f independently and uniformly from the respective alphabets. For j ∈ [1 : h], we treat b j as j th shared randomness. In addition, we have extra shared randomness f (to be eliminated later), which is shared among coordinator and all the n processors. The coordinator on observing (82) and sends (m * (u n )) as a common message m to the processors, where m * (u n ) is produced according to P (m * |u n ) of (82). The processors use (random) Slepian-Wolf decoders mentioned below (82) to produce their respective estimates. Then they generate x n 1 , . . . , x n t according to respective p.m.f.'s mentioned in the last line of (82). We need a third set of rate constraints so that X n i , i ∈ [1 : t] becomes approximately independent of F as in (148). All these three sets of rate constraints ensures the correctness of the output distribution with a particular realization of the binning. Noting that R = R * and eliminating all the other rates will give us an achievable rate.
V. OMNISCIENT COORDINATOR WITH CORRELATED SHARED RANDOMNESS MODEL
In this section, we study the model where the shared random variables are arbitrarily correlated instead of being independent as assumed in previous sections. In particular, the coordinator has access to (S n 1 , . . . , S n t ), where (S 1i , . . . , S ti ), i = 1, . . . , n, are i.i.d with distribution q S1,...,St , and processor P i has access to S n i , for i ∈ [1 : t]. A simulation code and an achievable rate (note that in this setting, there is only one rate involved, the rate of message communicated from the coordinator to all the processors) can be defined analogously to Definitions 1 and 2. We are interested in characterizing the infimum of all the achievable rates, i.e., the optimal communication rate. In this section, we prove results for the case when q X1...Xt is such that X 1 = · · · = X t . The following theorem characterizes the optimal communication rate for this model. Theorem 10. Suppose q X1...Xt is such that X 1 = · · · = X t = X. Then the optimal communication rate for the correlated shared randomness model is given by min r≥0,p U |S 1 ,...,S t :
Proof: Fix a conditional p.m.f. p U |S1,...,St . For the achievability, it suffices to show that an uniform common randomness of rate I(U ; S 1 , . . . , S t ) is recovered at all the processors if
. This is because if in case I(U ; S 1 , . . . , S t ) < H(X), then an additional randomness of rate r such that I(U ; S 1 . . . , S t ) + r ≥ H(X) can be sent by the coordinator giving us (83), as atleast uniform randomness of rate H(X) is sufficient to produce i.i.d. Z n at all the processors [1] . Let (U n , S 
Also, for each i ∈ [1 : n], there is a Slepian-Wolf decoder to reconstruct q n from (m, f, s n i ). Now, using [37, Theorem 1], ifR
we have
For the success of Slepian-Wolf decoders with high probability, using [37, Lemma 1] we need
for i ∈ [1 : t]. Now, the p.m.f. in (84) becomes approximately close to the protocol corresponding to the main problem with additional shared randomness F , i.e., the coordinator produces message m according to (P (u n |s n [1:t] , f ) × P (m|u n )) and the processors implement the Slepian-Wolf decoders mentioned before. After all the processors recover u n correctly with high probability, they find index m according to P (m |u n ). Using [37, Theorem 1], if
Conditions (86) and (89) imply the existence of a particular realization of the random binning with corresponding p.m.f. p so that we can replace P with p. This implies
The conditions in (90) implies that there exists an instance f * such that
This ensures that after fixing the instance f * , the shared random sequences are according to i.i.d. with the distribution q S1,...,St and all the processors are able to recover uniform randomness of rate R under the conditions (85), (87) and (88). Conditions (85) and (87) imply that
for i ∈ [1 : t]. Conditions (87) and (88) imply that
for i ∈ [1 : t]. Conditions (92) and (93) imply that R < I(U ; S 1 , . . . , S t ). Noticing that all the rate conditions above can be made in to approximate equalities with vanishing margins, it can be seen that an uniform common randomness of rate close to I(U ; S [1:t] ) is available to all the processors if R >
. This completes the achievability.
For the converse, suppose a rate R is achievable. For i > 1, consider
where (94) 
where (97) 
where (100) follows from the correctness of the output distribution with 2 → 0 as → 0. For the second term in (95), note that
where ( 
where (103) follows from the correctness of the output distribution with 4 → 0 as → 0. From (95), (99), (100), (102) and (104), using the continuity of total variation distance and mutual information in the probability simplex, it follows along the same lines as Theorem 2, [9, Lemma 6] that
where I(U ; S [1:t] ) + r ≥ H(X), for some r ≥ 0 and p.m.f. p U |S1,...,St . This completes the converse.
VI. OBLIVIOUS COORDINATOR SETTING
In this section we study a variant of our problem where the coordinator does not have access to any of the shared random variables (instead of having access to all of them like before) and the rest is similar to as defined before. We call this the oblivious coordinator setting. Also, note that the common message M sent by the coordinator is independent of the shared randomness here. We treat it as a uniformly distributed random variable on [1 : 2 nR ] and denote it by W for the oblivious coordinator setting. Notice that this problem is similar to Wyner's common information problem [1] , whose multi-user generalization, among other things, was studied by [34] . Even though the coordinator sends uniformly distributed common random message to all the processors in both the problems, the main difference here is that the processors have access to some of the shared random variables, which can potentially reduce the rate of common message. Thus, this problem reduces to Wyner's common information problem in the absence of shared random variables. In this model, when V i 's are arbitrary subsets of [1 : h], we completely characterize the simulation rate-region, i.e., the trade-off region between shared randomness rates and the rate of uniform message communicated from coordinator to all the processors. We first present and prove the rate-region for the case when t = h = 3 and V i = [1 : 3]\{i} which essentially illustrates the proof idea behind more general rate region where there are t processors and V i 's are arbitrary subsets of [1 : h].
Theorem 11. For the oblivious coordinator model, when t = h = 3 and V i = [1 : 3] \ {i}, the rate region is given by the set of all non-negative rate tuples (R, R 1 , R 2 , R 3 ) such that
for some probability mass function p(u, u [1:3] , x [1:3] ) = q(x [1:3] )p(u, u [1:3] |x [1:3] ) such that
Proof: The proof of achievability is in the spirit of versions of channel resolvability that appear in recent works [3] , [38] , [39] . Fix a p.m.f. p(u, u [1:3] , x [1:3] ) as given in the theorem. We generate four codebooks randomly in the following way.
• Randomly and independently generate 2 nR sequences u n (m), m ∈ [1 : 2 nR ], each according to i.i.d. p U .
• For each u n (w), randomly and independently generate 2 nRi sequences u
Processor P 1 on observing w, w 2 , w 3 produces x n 1 according to
, which is a random p.m.f. as U n (w), U n 2 (w, w 2 ), U n 3 (w, w 3 ) are random codewords. In a similar manner, processors P 2 and P 3 also produce x n 2 and x n 3 , respectively. In the sequel of this proof, whenever we need not treat x n 1 , x n 2 , x n 3 separately, we denote a n := (x n 1 , x n 2 , x n 3 ). The induced output random p.m.f. can be written as P (a n ) = 2 −n(R+R1+R2+R3) × w,w1,w2,w3
We denote by T 1 and T 2 the -typical sets with distributions p A and p U U [1:3] A , respectively. Note that P (a n ) can be written as P (a n ) = P 1 (a n ) + P 2 (a n )
where P 1 (a n ) = 2 −n(R+R1+R2+R3) × w,w1,w2,w3
w,w1,w2,w3
Notice that EP (a n ) = q(a n ), where the expectation is over the randomness of codebooks. Now, we analyse the total variation distance. Using the triangle inequality, we have
It can be easily seen that the second and third terms vanishes asymptotically as shown below.
where (107) follows from the symmetry of the codebook construction.
Using Jensen's inequality, the first term can be upper bounded as
E(P 1 (a n )) 2 can be precisely written as
w,w1,w2,w3, w ,w 1 ,w 2 ,w 3
T w,w1,w2,w3,w ,w 1 ,w 2 ,w 3 , where T w,w1,w2,w3,w ,w 1 ,w 2 ,w 3 = 2 −2n(R+R1+R2+R3) × E P (a
where (109) follows from the symmetry of the codebook construction, (110) and (111) follow from the properties of the typical sequences with δ 1 ( ), δ 2 ( ) → 0 as → 0 (note that (111) holds only for typical a n sequences). Now, consider case (3). Using the symmetry of the codebook construction and noting that the corresponding part contains 2 n(R+R1+R2+2R3) number of terms, it equals
where (112) follows by defining T 3 as the -typical set with distribution p U U1U2A , (113) and (114) follow from the properties of typical sequences with δ 3 ( ), δ 4 ( ) → 0 as → 0 (note that (114) hold only for typical a n sequences). Other cases can also be dealt similarly giving us that the parts corresponding to cases (4), (5), (6) , (7), (8), (9) are respectively less than or equal to
with δ( ) → 0 as → 0. Now, substituting (111), (114)-(120) in (108) and using the bounds |T 1 | ≤ 2 n(H(A)+δ ( )) and √ x + y ≤ √ x + √ y, it can be seen that if
then a n ∈T 1
For the converse, suppose a rate tuple (R,
where (122) and (123) follow from the correctness of the output distribution with , → 0 as → 0 along similar lines as (41) and (42), respectively, and (124) follows by defining U = (W, Q), U i = W i , for i ∈ [1 : 3] . Note that p X 1Q X 2Q X 3Q − q X1X2X3 < , which follows from Cuff [3, Lemma VI.2]. Using the structure of the problem (i.e., oblivious coordinator and that V i = [1 : 3] \ {i}) and the continuity of total variation distance and mutual information in the probability simplex, it follows along the same lines as Theorem 2 and Yassaee et al. [9, Lemma 6] that
for some p.m.f.
This completes the proof.
In the above proof, we remark that, the analysis of total variation distance does not depend on how the processors share random variables, i.e., the same part of the proof works even for an arbitrary V = (V i ) i∈ [1:3] as long as h = 3. In fact, the above theorem can be readily extended to t > 3, h > 3 and arbitrary V as follows.
Theorem 12.
For the oblivious coordinator model, the simulation rate region is given by the set of all non-negative rate tuples (R, R 1 , . . . , R t ) such that
The proof is similar to the proof of Theorem 11. Appendix D contains a proof outline.
APPENDIX A DETAILS OMITTED FROM PROOF OF THEOREM 2
Explanation for (41) .
We used the following fact in (126) and (127) Explanation for (42) .
We used the following fact in (129) 
APPENDIX B DETAILS OMITTED FROM THE PROOF OF THEOREM 5
We first outline the achievability proof of Theorem 5.
Bin indices f, m * , b [1:t] with respective rateŝ R 0 , R * ,R 1 , . . . ,R t are created from (U n , U n 1 , . . . , U n t ) in a way that can be understood from the following joint probability distribution:
Further, we use Slepian-Wolf decoders to estimate (u n , u i ) from
. Now we impose a series of constraints on the rates.R
The first set of constraints (134) ensure that b 1 , . . . , b h , f are approximately (i.e., with vanishing total variation distance) uniformly distributed and mutually independent of each other [37, Theorem 1] . The second set of constraints (135) guarantees the success of Slepian-Wolf decoders with high probability [37, Lemma 1] . The third set of constraints 136 implies that (X n 1 , . . . , X n t ) is approximately independent of F . All these three sets of rate constraints ensures the correctness of the output distribution with a particular realization of the binning as in the proof of Theorem 1. Now we eliminate the ratesR 0 ,R i , for i ∈ [1 : t]. Notice that we can assume that the constraints in (135) hold with equality, because we can reduce the ratesR 0 ,R 1 , for i ∈ [1 : t], to get equalities in (23) without disturbing the other constraints. This leads tõ
Substituting (137) in (134) and (136) gives the following constraints after ignoring the redundant inequalities. 
where I(U 1 ; . . . , U t |U ) denotes Watanabe's total correlation [35] . Noticing that U i = X i for i ∈ [1 : t] satisfies the condition (132) for any p.m.f. p U |X1,...,Xt and using R = R * , (138) gives us that R Indv opt ≤ min max I(X 1 ; . . . ; X t |U ), I(X 1 , . . . , X t ; U ) , where the minimum is over all p.m.f.'s p(u|x 1 , . . . , x t ). This completes the achievability. Now we show that R ≥ I(X 1Q , . . . , X tQ ; U Q , Q) − g( ), whose proof is omitted from the converse. (141) and (143), we defined = 1 + 2 and g( ) = δ + , respectively.
APPENDIX C PROOF OF THEOREM 7
The proof is based on the OSRB framework [37] . We give a proof for t = 3. Similar proof can be written down for any t.
Let (U n , U 
Further, we use Slepian-Wolf decoders to estimate (u n , u (i)3+1 ) from b (i+2)3+1 , f, m * , i = 0, 1, 2, where (i) 3 = i mod 3. Now we impose a series of constraints on the rates. R 0 < H(U ) R 1 +R 0 < H(U, U 1 ) R 2 +R 0 < H(U, U 2 ) R 3 +R 0 < H(U, U 3 ) R 1 +R 2 +R 0 < H(U, U 1 , U 2 ) R 1 +R 3 +R 0 < H(U, U 1 , U 3 ) R 3 +R 2 +R 0 < H(U, U 2 , U 3 ) 
The connection between above p.m.f. and the original problem is described below. In p.m.f. (147) we generate b 1 , b 2 , b 3 , f independently and uniformly from the respective alphabets. For i ∈ [1 : 3], we treat b i as the shared randomness w i that is not available to processor P i . In addition, we have extra shared randomness f (to be eliminated later), which is shared among coordinator and all the three processors. The coordinator on observing b 1 , b 2 , b 3 , f produces u n , u 
