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Women, Art and Technoloqy. Edited by Judy Malloy. The MIT Press, Cambridge, MA. (2003) 541 pages. $39.95. 
Contents: 
Series Foreword. Foreword: The Leonardo Women, Art, and Technology. Project (Patricia Bentson). Preface. 
Introduction: At the Intersection of Art and Technology. In a Time of Transformation (Judy Malloy). 
I. Overviews. 1. Women and the Search for Visual Intelligence (Patric D. Prince). 2. The Poetics of Interactivity 
(Margaret Morse). 3. Women, Body, Earth (Sheila Pinkel). 4. Restructuring Power: Telecommunication Works 
Produced by Women (Anna Couey). 5. Through the Looking Glass (Kathy Brew). 
II. Artists' Papers. 6. My Love affair with Art: Video and Installation Work (Steina). &. Transmission (Joan 
Jonas). 8. The Individual Voice as a Political Voice: Critiquing and Challenging the Authority of Media (Dara 
Birnbaum). 9. Small Leaps to Ascend the Apple Tree (Jo Hanson). 10. Shifting Positions Toward the Earth: 
Art and Environmental Awareness (Helen Mayer Harrison and Newton Harrison). 11. Process(ing) Interactive 
Art: using People as Paint, Computer as Brush, and Installation Site as Canvas (Sonya Rapoport). 12. Tough- 
Sensitivity and Other Forms of Subversion: Interactive Artwork (Lynn Hershman). 13. Bicycle TV: Expo '92 
Installation (Nancy Paterson). 14. Acoustic and virtual Space as a Dynamic Element of Music (Pauline Oliveros). 
15. "I Always Like to Go Where I'm Not Supposed to Be" (Rebecca Allen with Erkki Huhtamo). 16. Algorithmic 
Art, Scientific Visualization, and Teleimmersion: An Evolving Dialog with the Universe (Donna J. Cox). 17 My 
Autobiographical Media History: Metaphors of Interaction, Communication, and Body using electronic Media 
(Agnes Hegedus). 18. Reflections on Some Installation Projects (Judith Barry). 19. Do While Studio (Jennifer 
Hall and Blyth Hazen). 20. Tech Work By Heart (Brenda Laurel). 21. Imagine a Space Filled with Data 
• .. (Monika Fleischmann and Wolfgang Strauss). 22. Landscape, Earth Body, Being, Space, and Time in the 
Immersive Virtual Environments Osmose and Ephemere (Char Davies). 23 Sound Installations and Spatialization 
(Cecile Le Prado). 24 A Tool is A Tool (Pamela Z.). 25. Production and Reproduction (Nell Tenhaaf). 26. 
Your Words, My Silent Mouth: Trying to Make Narrative Sense Out of Nonnarrative Work (A Brief Collection 
of Interviews and Polemics in the Interest of Aesthetic Quasi-Clarity) (Allucquere Rosanne Stone). 27. Video 
Arte Povera: Lo-Fi- Rules! (Valerie Soe). 28. Face Settings: An International Co-Cooking and Communication 
Project by Eva Wohlgemuth and Kathy Rae Huffman (Kathy Rae Huffman). 29. Diane Fenster: The Alchemy of 
Vision (Diane Fenster and Celia Rabinovitch). 30. Pigs, Barrels, and Obstinate Thrummers (Linda Austin and 
Leslie Ross). 31. Fleshmotor (Dawn Stoppiello with Mark Coniglio). 
III. Concluding Essays. 32. Embodiment and Narrative Performance (Jaishree K. Odin). 33. Brazilian Counter- 
parts: Old Histories and New Designs (Simone Osthoff). 34. Technology Has Forgotten Them: Developing-World 
Women and New Information Technologies (Martha Burkle Bonecchi). 35 Crossing the Threshold: Examining the 
Public Space of the Web Through Day without art Web Action (Carol Stakenas). 36. Contested Zones: Futurity 
and technological Art (Zoe Sofia). Appendix: Listing of Web Site Contents. Contributors. Index. 
Selected Papers on Computer Lanquaqes. Edited By Donald E. Knuth. CSLI Publications. Stanford, CA. (2003) 
594 pages. $30.00. 
Contents: 
1. The Early Development of Programming Languages. 2. Backus Normal Form versus Backus Naur Form. 
3. Teaching ALGOL 60. 4. ALGOL 60 Confidential. 5. SMALGOL-61. 6. Man or Boy? 7. A Proposal for 
Input-Output Conventions in ALGOL 60. 8. The Remaining q~ouble Spots for ALGOL 60. 9. SOL- A Symbolic 
Language for Systems Simulation. 10. A Formal Definition of SOL. 11. The Science of Programming Languages. 
12. Programming Languages from Left o Right. 13 A Characterization of Parenthesis Languages. 14 Top-Down 
Syntax Analysis. 15 On the Translation of Languages from Left to Right. 16 Context-Free Multilanguages. 
17 Semantics of Context-Free Languages. 18 Examples of Formal Semantics. 19. The Genesis of Attribute 
Grammars. 20. A History of Writing Compilers. 21. RUNCIBLE-Algebraic Translation on a Limited Computer. 
22. Computer-Drawn Flowcharts. 23. Notes on Avoiding 'go to' Statements. 24 An Empirical Study of FORTRAN 
Programs. 25. Efficient Coroutine Generation of Constrained Gray Sequences. Index. 
Modelinq and Inverse Problems in Imaqe Analysis. Edited by Bernard Chalmond. Springer-Verlag, New York. 
(2003) 309 pages. $69.95. 
Contents: 
Foreword by Henri Maitre. Acknowledgements. List of Figures. Notation and Symbols. 
1. Introduction. 1.1. About Modeling. 1.1.1. Bayesian Approach. 1.1.2. Inverse Problem. 1.1.3. Energy-Based 
Formulation. 1.1.4. Models. 1.2. Structure of the Book. 
I. Spline Models. 2. Nonparametric Spline Models. 2.1. Definition. 2.2. Optimization. 2.2.1. Bending Spline. 
2.2.2. Spline Under Tension. 2.2.3. Robustness. 2.3. Bayesian Interpretation. 2.4. Choice of Regularization 
Parameter. 2.5. Approximation Using a Surface. 2.5.1. L~Spline Surface. 2.5.2. Quadratic Energy. 2.5.3. Fi- 
nite Element Optimization. 3. Parametric Spline Models. 3.1. Representation on a Basis of B-Splines. 3.1.1. 
Approximation Spline. 3.1.2. Construction of B-Splines. 3.2. Extensions. 3.2.1. Multidimensional Case. 3.2.2. 
Heteroscedasticity. 3.3. High-Dimensional Splines. 3.3.1. Revealing Directions. 3.3.2. Projection Pursuit Regres- 
sion. 4. Auto-Associative Models. 4.1 Analysis of Multidimensional Data. 4.1.1. A Classical Approach. 4.1.2. 
Toward an Alternative Approach. 4.2. Auto-Associative Composite Models. 4.2.1 Model and Algorithm. 4.2.2. 
Properties. 4.3. Projection Pursuit and Spline Smoothing. 4.3.1. Projection Index. 4.3.2. Spline Smoothing . 
4.4. Illustration. 
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II. Markov Models. 5. Fundamental Aspects. 5.1. Definitions, 5.1.1. Finite Markov Fields. 5.1.2. Gibbs 
Fields. 5.2. Markov-Gibbs Equivalence. 5.3. Examples. 5.3.1. Bending Energy. 5.3.2. Bernoulli Energy. 5.3.3. 
Gaussian Energy. 5.4. Consistency Problem. 6. Bayesian Estimation. 6.1. Principle. 6.2. Cost Functions. 
6.2.1. Cost Function Examples. 6,2.2. Calculation Problems. 7. Simulation and Optimization. 7.1. Simulation. 
7.1.1. Homogeneous Markov Chain. 7.1.2. Metropolis Dynamic. 7.1.3. Simulated Gibbs Distribution. 7.2. 
Stochastic Optimization. 7.3. Probabilistic Aspects. 7.4. Deterministic Optimization. 7.4.1. ICM Algorithm. 
7.4.2. Relaxation Algorithms. 8. Parameter Estimation. 8,1. Complete Data. 8.1.1. Maximum Likelihood. 8.1.2. 
Maximum Pseudolikelihood. 8.1.3. Logistic Estimation. 8.2. Incomplete Data. 8.2.1. Maximum Likelihood. 
8.2.2. Gibbsian EM Algorithm. 8.2.3. Bayesian Calibration. 
III. Modeling in Action. 9. Model Building. 9.1. Multiple Spline Approximation. 9.1.1 Choice of Data and 
Image Characteristics. 9.1.2. Definition of the Hidden Field. 9.1.3. Building Energy. 9.2. Markov Modeling 
Methodology. 10. Degradation i Imaging. 10.1. Denoising. 10.1.1. Models with Explicit Discontinuities. 10.1.2. 
Models with Implicit Discontinuities. 10.2. Deblurring. 10.2.1. A Particularly Ill-Posed Problem. 10.2.2. Model 
with Implicit Discontinuities. 10.3 Scatter. 10.3.1 Direct Problem. 10.3.2. Inverse Problem. 10.4. Sensitivity 
Functions and hnage Fusion. 10.4.1. A Restoration and Image Fusion. 10.4.1. A Restoration Problem. 10.4.2. 
Transfer Function Estimation. 10.4.3. Estimation of Stained Transfer Function. 11. Detection of Filamentary 
Entities. 11.1. Valley Detection Principle. 11.1.1. Definitions. 11.1.2. Bayes-Markov Formulation. 11.2, Building 
the Prior Energy. 11.2.1. Detection Term. 11.2.2. Regularization Term. 11.3. Optimization. 11.4. Extension to 
the Case of an Image Pair. 12. Reconstruction and Projections. 12.1. Projection Model. 12.1.1. Transmission 
Tomography. 12.1.2. Emission Tomography. 12.2. Regularized Reconstruction. 12.2.1. Regularization with 
Explicit Discontinuities. 12.2.2. Three- Dimensional Reconstruction. 12.3 Reconstruction with a Single View. 
12.3.1 Generalized Cylinder. 12.3.2. Training Deformations. 12.3.3. Reconstruction in the Presence of Occlusion. 
13. Matching 13.1. Template and Hidden Outline. 13.1.1. Rigid Transformations. 13.1.2. Spline Model of 
a template. 13.2. Elastic Deformations. 13.2.1. Continuous Random Fields. 13.2.2. Probabilistic Aspect. 
References. Author Index. Subject Index. 
Scientific Computinq with Ordinary Differential Equations. Edited by Peter Deufhard and Folkmar Bornemann. 
Springer. New York. (2003). 485 pages, $59,95. 
Contents: 
Preface. Outline. 
1. Time-Dependent Processes in Science and Engineering. 1.1. Newton's Celestial Mechanics. 1.2. Classical 
Molecular Dynamics. 1.3. Chemical Reaction Kinetics. 1.4. Electrical Circuits. Exercises. 
2. Existence and Uniqueness for the Initial Value Problems. 2.1. Global Existence and Uniqueness. 2.2. Examples 
of Maximal Continuation. 2.3. Structure on Nonunique Solutions. 2.4. Weakly Singular Initial Value Problems. 
Exercises. 
3. Condition of Initial Value Problems. 3.1. Sensitivity Under Perturbations. 3.1.1. Propagation Matrices. 
3.1.2. Condition Numbers. 3.1.3. Perturbation I dex of DAE Problems. 3.2. Stability of ODEs. 3.2.1. Stability 
Concept. 3.2.2. Linear Autonomous ODEs. 3.2.3. Stability of Fixed Points. 3.3. Stability of Recursive Mappings. 
3.3.1. Linear Autonomous Recursions. 3.3.2. Spectra of Rational Matrix Functions. Exercises. 
4. One-Step Methods of Nonstiff IVPs. 4.1. Convergence Theory. 4.1.1. Consistency. 4.1.2. Convergence. 4 1.3. 
Concept of Stiffness. 4.2. Explicit Runge-Kutta Methods. 4.2.2. Classical Runge-Kutta Methods. 4.2.3, Higher- 
Order Runge-Kutta Methods. 4.2.3. Higher-Order Runge-Kutta Methods. 4.2.4. Discrete Condition Numbers. 
4.3. Explicit Extrapolation Methods. 4.3.1. Concept of Extrapolation Methods. 4.3.2. Asymptotic Expansion 
of Discretization Error, 4.3.3 Extrapolation of Explicit Midpoint Rule. 4.3.4. Extrapolation of Stormer/Verlet 
Discretization. Exercises. 
5. Adaptive Control of One-Step Methods. 5.1. Local Accuracy Control. 5.2. Control-Theoretic Analysis. 5.2.1. 
Excursion to PID Controllers. 5.2.2. Step-size Selection as Controller. 5.3. Error Estimation. 5.4. Embedded 
Runge-Kutta Methods. 5,5. Local Versus Achieved Accuracy. Exercises. 
6. One-Step Methods for Stiff ODE and DAE IVPs. 6.1. Inheritance of Asymptotic Stability. 6.1.1. Rational 
Approximation of Matrix Exponential. 6.1.2. Stability Domains. 6.1.3. Stability Concepts. 6.1.4. Reversibility 
and Discrete Isometries. 6.1.5. Extension to Nonlinear Problems. 6.2. Implicit Runge-Kutta Methods. 6.2.1. 
Stability Functions. 6.2.2. Solutions of Nonlinear Systems. 6.3 Collocation Methods. 6.3.1. Basic Idea of 
Collocation. 6.3.1. Gauss and Radau Methods. 6.3.3. Dissipative ODEs. 6.3.4. Conservation of Quadratic 
First Integral. 6.4. Linearly Implicit One-Step Methods. 6.4.1. Linearly Implicit Runge-Kutta Methods. 6.4.2. 
Linearly Implicit Extrapolation of Fast Modes. Exercises. 
7. Multistep Methods of ODE and DAE IVPs. 7.1. Multistep Methods on Equidistant Meshes. 7.1.1. Consistency. 
7.1.2. Stability. 7.1.3. Convergence. 7 1.4. Discrete Condition Numbers. 7.2. Inheritance ofAsymptotic Stability. 
7.2.1. Weak Instability in Multistep Methods. 7.2.2. Linear Stability in Stiff Problems. 7.3. Direct Construction 
of Efficient Mutlistep Methods. 7.3.1. Adams Methods for Nonstiff ODE Problems. 7.4. Adaptive Control of 
Order and Step Size. 7.4.1. Adams Methods on Variable Meshes. 7.4.2. BDF Methods on Variable Meshes. 7.4,3. 
Nordsieck Representation. Exercises, 
8. Boundary Value Problems for Odes. 8.1. Sensitivity for Two-Point BVPS. 8.1.1. Local Uniqueness. 8.1.2. 
Condition Numbers. 8.2. Initial Value Methods for Timelike BVPs. 8.2.1. Shooting Methods. 8 2.2. Multiple 
Shooting Methods. 8.3. Cyclic Systems of Linear Equations. 8.3.1. Discrete Condition Numbers. 8.3.2. Algo- 
rithms. 8.4. Global Discretization Methods for Spacelike BVPs. 8.4.1. Elementary Finite Difference Methods. 
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8.4.2. Adaptive Collocation Methods. 8.5. More General Types of BVPs. 8.5.1. Computation of Periodic Orbits. 
8.5.2. Parameter Identification i ODEs. 8.6. Variational Problems. 8.6.1. Classical Variational Problems. 8.6.2. 
Optimal Control Problems, Exercises. References. Software. Index. 
Data Mininq Concepts, Models, Methods and Alqorithms. Edited by Mehmed Kantardzic. Wiley Publishers. Pis~ 
cutaway, NJ. (2002) 345 pages. $59.95. 
Contents: 
Preface. 
1. Data Mining Concepts. 1.1. Introduction. 1.2. Data mining Roots. 1.3. Data mining process. 1.4. Large data 
sets. 1.5. Data warehouses. 1.6. Organization of this book. 1.7. Review question. 1.8. References for further 
study. 
2. Preparing the Data. 2.1. Representation f raw data. 2.2. Characteristics of raw data. 2.3. Transformation 
of raw data. 2.4 Missing data. 2.5. Time-dependent data. 2.6. Outlier analysis. 2.7. Review questions and 
problems. 2.8. References for further study. 
3. Data Reduction. 3.1. Dimensions of large data sets. 3.2. Features reduction. 3.3. Entropy measure for ranking 
features. 3.4. Principal component analysis. 3.5. Values reduction. 3.6. Feature discretization: ChiMErge 
technique. 3.7. Cases reduction. 3.8. review questions and problems. 3.9. References for further study. 
4. Learning from Data. 4.1. Learning Machine. 4.2. Statistical Learning theory. 4.3. Types of learning methods. 
4.4. Common learning tasks. 4.5. Model estimation. 4.6. Review questions and problems. 4.7. References for 
further study. 
5. Statistical Methods. 5.1. Statistical inferences. 5.2. Assessing differences in data sets. 5.3. Bayesian inference. 
5.4. Predictive regression. 5.5. Analysis of variance. 5.6. Logistic regression. 5.7. Log-linear models. 5.8. Linear 
discrimiuant analysis. 5.9. Review questions and problems. 5.10 References for further study. 
6. Cluster Analysis. 6.1. Clustering Concepts. 6.2. Similarity Measures. 6.3. Agglomerative hierarchical 
clustering. 6.4. Partitional clustering. 6.5. Incremental c ustering. 6.6. Review questions and problems. 6.7. 
References for further study. 
7. Decisions Trees and Decision Rules. 7.1. Decision trees. 7.2. C4.5 Algorithm: generating a decision tree. 
7.3. Unknown attribute values. 7.4. Pruning decision tree. 7.5~ C4.5 Algorithm: generating decision rules. 7.6. 
Limitations of decision trees and decision rules. 7.7. Associative- classification method. 7.8. Review questions 
and problems. 7.9. References for further study. 
8. Association Rules. 8.1. Market-Basket Analysis. 8.2. Algorithm Apriori. 8.3. l~'om frequents itemsets to 
association rules. 8.4. Improving the efficiency of the A priori algorithm. 8.5. Frequent pattern-growth method. 
8.6. Multidimensional ssociation-rules mining. 8.7. Web mining. 8.8. HITS and LOGSOM algorithm. 8.10. 
Text mining. 8.11. Review questions and problems. 8.12. References for further study. 
9. Artificial Neural Networks. 9.1. Model of an artificial neural networks. 9.2. Architectures of artificial neural 
networks. 9.3. Learning process. 9.4. Learning tasks 9.5. Multilayer perceptrons. 9 6. Competitive networks and 
competitive l arning. 9.7. Review questions and problems. 9.8. References for further study. 
10. Genetic Algorithms. 10.1. Fundamentals of genetic algorithm. 10.2. Optimization using genetic algorithm. 
10.3. A simple illustration f genetic algorithms. 10.4. Schemata. 10.5. Traveling salesman problem. 10.6. 
Machine learning using genetic algorithms. 10.7. Review questions and problems. 10.8. References for further 
study. 
11. Fuzzy Sets and Fuzzy Logic. 11.1. Fuzzy sets. 11.2. Fuzzy set operations. 11.3. Extension principle and 
fuzzy relations. 11.4. Fuzzy logic and fuzzy inference systems. 11.5. Multifactorial evaluation. 11.6. extracting 
fuzzy models form data. 11.7. Review questions and problems. 11.8. References for further study. 
12. Visualization Methods. 12.1. Perception and visualization. 12.2. Scientific visualization and information 
visualization. 12.3. Parallel coordinates. 12.4. Radial visualization. 12.5. Kohonen self-organized maps. 12.6. 
Visualization systems for data mining. 12.7. Review questions and problems. 12.8 References for further study. 
13. References. Appendix A: Data-Mining Tools. A1 Commercially and publicly available tools. A2. Website 
links. Appendix B: Data-Mining Applications. B1 Data mining for financial data analysis. B2. Data mining 
for the telecommunications industry. B3 Data mining for the retail industry. B4 Data mining in healthcare and 
Biomedical research. B5 Data mining in science and engineering. Index. About The Author. 
The Economics of Taxation. Edited by Bernard Salanie. The MIT Press. Cambridge, MA. (2003). 226 pages. 
$29.95. 
Contents: 
Foreword. Introduction. 
I. The Effects of Taxation. 1. Tax Incidence. 1.1. Partial Equilibrium. 1.1.1. The Effect of Payroll Taxes. 1.1.2. 
The General Analysis of Partial Equilibrium. 1.2. General Equilibrium. 1.2.1. The No-Taxation Economy. 1.2.2. 
Introducing Taxes. 1.2.3. General Remarks. 1.2.4. Infinitesimal Analysis. 1.2.5. Final Remarks. 2. Distortions 
and Welfare Losses. 2.1. The Effects of Taxation. 2.1.1. Labor Supply. 2.1.2. The Effects of Taxation on Savings. 
2.1.3. Taxation and Risk-Taking. 2.2. Welfare Losses. 2.3. Conclusion. 
II. Optimal Taxation. 3. Indirect Taxation. 3.1. Ramsey's Formula. 3.1.1. An Informal Approach. 3.1.2. The 
General Model. 3.1.3. Some Special Cases. 3.2. Productive Efficiency. 4. Direct Taxation. 4.1. The Emergence 
of the Model. 4.2. Mirrlee's Model. 4.2.1. The Rawlsian Case. 4.2.2. The General Approach. 4.2.3. The 
Quasi-Linear Case. 4.3. Generalizations. 4 4. Simulations. 5. Mixed Taxation. 5.1. The Negative Income Tax. 
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5.2. Is Indirect Taxation Useful? 5.3. Criticisms. 6. The Taxation of Capital. 6.1. Applying Classical Results. 
6.2. The Overlapping Generations Model. 6.3. The Zero Capital Taxation Result. 6.4. Capital Accumulation. 
6.5. Capital Taxation with an Infinite Horizon. 6.6. The Incidence of Capital Taxation. 6.7. Conclusion. 7. 
Criticisms of Optimal Taxation. 7,1, Horizontal Equity. 7.2. Tax Reforms. 7.3. Administrative and Political 
Issues. 
III. Some Current Debates. 8. Low-Income Support. 8.1, Measuring Poverty. 8.2. Private Charity and Public 
Transfers. 8.3. The Main Benefits. 8.3.1. Guaranteed Minimum Income. 8.3.2. The Negative Income Tax. 8.3,3. 
Low-Wage Subsidies. 8.3.4. The Minimum Wage. 8.4. The Lessons from Theory. 8.4.1. The Negative Income 
Tax. 8.4,2. Low-Wage Subsidies. 8.4.3. The Guaranteed Minimum Income. 8.4.4. The Minimum W'age. 8.5. 
Empirical Evaluations. 8,6. Recent Reforms. 9. The Consumption Tax. 9.1. Equivalences between Taxes. 9.2. 
The Comprehensive Income Tax. 9.3. The Consumption Tax in Practice. 10. Environmental Taxation. 10.1 
Optimal Green Taxes, 10.1.1. The First-Best Case. 10.1.2. The Second-Best Case. 10.2. Is there a Double 
Dividend? 
Appendixes. A. Some Basic Microeconomics. A 1. Consumer Theory. A.I.1 Hicksian and Marshallian Demands. 
A.1.2. The Slutsky Equations. A.1.3. Interpretation. A.2. Producer Theory. A.2.1. The Producer's Problem. 
A.2.2. Factor Demands. A.2.3. The Special Case of Constant Returns. B. Optimal Control. Index. 
Numerical Methods for Elliptic and Parabolic Partial Di~[erential Equations, Edited by Peter Knabner and Lutz 
Angermann. Springer-Verlag, Heidleberg. Germany. (2003)424 pages, $69.95. 
Contents: 
Series Preface. Preface to the English Edition. 
0, For Example: Modeling Processes in Porous Media with Differential Equations. 0.1. The Basic Partia] 
Differential Equation Models. 0.2. Reactions and Transport in Porous Media. 0.3. Fluid Flow in Porous Media. 
0.4. Reactive Solute Transport in Porous Media, 0.5. Boundary and Initial Value Problems. 
1. For the Beginning: The Finite Difference Method for the Poisson Equation. 1.1. The Dirichlet Problem for 
the Poisson Equation. 1.2. The Finite Difference Method. 1.3. Generalizations and Limitations of the Finite 
Difference Method. 1,4. Maximum Principles and Stability. 
2. The Finite Element Method for the Poisson Equation. 2.1. Variational Formulation for the Model Problem. 
2.2. The Finite Element Method with Linear Elements. 2.3. Stability and Convergence of the Finite Element 
Method. 2.4. The Implementation f the Finite Element Method: Part 1. 2.5. Solving Sparse Systems of Linear 
Equations by Direct Methods. 
3. The Finite Element Method for Linear Elliptic Boundary Value Problems of Second Order. 3.1. Variational 
Equations and Sobolev Spaces. 3.2. Elliptic Boundary Value Problems of Second Order. 3.3, Element Types 
and Affine Equivalent Triangulations. 3.4. Convergence Kate Estimates. 3.5. The Implementation f the Finite 
Element Method: Part 2. 3.6, Convergence Rate Results in Case if Quadrature and Interpolation. 3.7. The 
Condition Number of Finite Element Matrices. 3.8. General Domains and Isoparametric Elements. 3.9. The 
Maximum Principle for Finite Element Methods. 
4. Grid Generations and A Posteriori Error Estimation. 4.1. Grid Generation. 4.2. A Posteriori Estimates and 
Grid Adaptation. 
5. Iterative Methods for Systems of Linear Equations. 5.1. Linear Stationary Iterative Methods. 5.2. Gradient 
and Conjugate Gradient Methods. 5.3. Preconditioned Conjugate Gradient Method, 5.4. Krylov Subspace 
Methods for Nonsymmetric Systems of Equations. 5.5. The Multigrid Method. 5.6. Nested Iterations. 
6. The Finite Volume Method. 6.1. The Basic Idea of the Finite Volume Method. 6,2. The Finite Volume Method 
for Linear Elliptic Differential Equations of Second Order on Triangular Grids. 
7. Discretization Methods for Parabolic Initial Boundary Value Problems, 7.1. Problem Setting and Solution 
Concept. 7.2. Semidiscretization by the Vertical Method of Lines. 7.3. F~lly Discrete Schemes, 7.4. Stability. 
7.5. The Maximum Principle for the One-Step Theta Method. 7.6. Order of Convergence Estimates. 
8 Iterative Methods for Nonlinear Equations. 8.1. Fixed-Point Iterations. 8.2. Newton's Method and its Variants. 
8.3. Semilinear Boundary Value Problems for Elliptic and Parabolic Equations. 
9, Discretization Methods for Convection- Dominated Problems. 9,1. Standard Methods and Convection-Domina- 
ted Problems. 9.2, The Streamline-Diffusion Method. 9.3. Finite Volume Methods. 9.4. The Lagrange- Galerkin 
Method. 
A Appendices. A.1. Notation, A.2. Basic Concepts of Analysis. A.3. Basic Concepts of Linear Algebra. A.4. 
Some Definitions and Arguments of Linear Functional Analysis. A,5. Function Spaces. References: Textbooks 
and Monographs. References: Journal Papers. Index, 
Software Ecosystem Understandinq and Indispensable Technoloqy and Industry.. Edited by D.C. Messerschmitt 
and Clemens Szyperski. The MIT Press. Cambridge, MA. (2003) 424 pages. $45.00. 
Contents. Preface, 
1. Introduction. 1.1. What Makes Software Interesting? 1.2. Organization and Summary. 1.3. ~esearch and 
Discussion Issues. 
2. Information Technology. 2.1. Information. 2.2. The Constituents of IT. 2.3. Moore's Law. 2.4. Research and 
Discussion Issues. 2.5. Further Reading. 
3. Users. 3.1. Applications Present and Future. 3.2. User Value, 3.3. Research and Discussion Issues. 3.4. 
Further Reading, 
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4. Creating Software. 4.1. Elements of Success. 4.2. Organizing Software Creation. 4.3. Software Architecture. 
4.4. Program Distribution and Execution. 4.5. Distributed Software. 4.6. Research and Discussion Issues. 4.7. 
Further Reading. 
5. Management. 5.1. Value Chains. 5.2. Total Cost of Ownership. 5.3. Social Issues in Software Management. 
5.4. Security as a Distributed Management Example. 5.5. Research and Discussion Issues. 5.6. Further Reading. 
6. Software Supply Industry. 6.1. Industrial Organization and Software Architecture. 6.2. Organization of the 
Software Value Chain. 6.3. Business Relationships in the Software Value Chain. 6.4. Research and Discussion 
Issues. 6.5. Further Reading. 
7. Software Creation Industry. 7.1. Industrial Organization of the Software Industry. 7.2. Cooperation in the 
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