Detection of wrong analysis with Diva by Troupin, Charles




Analysis are performed on a common data set with diﬀerent parameter values (correlation
length L and signal-to-noise ratio λ). The goal is to provide examples of wrong analysis
that can occur when the parameters are not correct, so that their identiﬁcation is made
easier for other applications.
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1 THE DIVA METHOD
1 The Diva method
Considering a series of N data anomalies di at locations (xi, yi), Diva minimises the cost








(∇∇ϕ :∇∇ϕ+ α1∇ϕ ·∇ϕ+ α0ϕ2) dΩ,
where
• α0 ﬁxes the length scale L for which the ﬁrst and the last term of the integral in (1)
have a similar importance:
α0L
4 = 1. (2)
• α1 ﬁxes the inﬂuence of gradients:
α1L
2 = 2ξ, (3)
where ξ = 1 in this implementation of Diva.
• µi ﬁx the weights on the individual observations and is related to the signal-to-noise
ratio:.
µiL
2 = 4piλ. (4)
∇ denotes horizontal gradients, and the symbol : stands for double summation1. More
details concerning the method can be found in the bibliography.





The data set is made up of temperature measurements between 0 and 5 m depth, during
the month of April, in the period 1985-2005. It contains 3372 data points, distributed as
shown in Fig. 1.
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Figure 1: (a) Spatial distribution of the temperature measurements. Black dots indicate the
measurements set apart for the validation and (b) histogram of the measurements.
2.1 Validation data set
Out of the 3372 data points, 10%, randomly selected, were set apart in order to perform
a validation after the analysis. (Fig. 1).
2.2 Statistics




We will limit ourselves to two parameters:
• The correlation length L, which measures distance over which a data point inﬂuence
its neighbours.
• The signal-to-noise ratio λ, which measures the conﬁdence we have in the measure-
ments
The output grid covers the region shown in Fig. 1 with a resolution of 0.1◦ × 0.1◦ (121 × 91
grid points).
A set of parameter ﬁles (param.par) is generated from lists of L and λ values (Tab. 1)
using the bash script prepare_paramfiles. 14 values of L and 13 values of λ were tested,
yielding a total number of 182 cases.
Table 1: Lists of parameters tested for the analysis.
L 0.05 0.1 0.2 0.3 0.5 0.75 1 2 3 5 10 20 30 50
λ 0.01 0.05 0.1 0.3 0.6 1 3 6 10 30 60 100 300
# Correlation Length lc in km or degree??? according to param icoordchange
1
# icoordchange (=0 if position of data in km ; =1 if position of data in degree)
2




# xori (origin of output regular grid, min values of X)
0
# yori (origin of output regular grid, min values of Y)
36
# dx (step of output grid)
0.1
# dy (step of output grid)
0.1
# nx max x of output grid
121
# ny max y of output grid
91
# valex (exclusion value)
-99
# snr signal to noise ratio
1
# varbak variance of the background field 2.5
0




For each analysis performed, we will show:
(a) The analysed ﬁeld obtained with the given of parameters (L, λ).
(b) The diﬀerences between the validation data set (back dots in Fig. 1) and the recon-
structed values at these points. They will be referred to as misﬁts.
(c) The histogram for the analysed ﬁeld, to be compared with the histogram of Fig. 1b.
Out of the 182 cases, we select four combinations of (L, λ) leading to analysis with prob-
lems easy to spot. The results are presented together in Fig. 2. The range for the color
scales are the same for the corresponding ﬁgures.
4.1 Signal-to-noise ratio is too low L = 1◦ and λ = 0.01
(a) Analysis: the ﬁeld is very smooth, meaning that the regularisation constraint domi-
nate the data inﬂuence. The ﬁeld only exhibits a meridional gradient of temperature.
(b) Misﬁts: nothing particular to observe.
(c) Histogram: the distribution is tighter than with the original measurements (Fig. 1b).
The mean value is slightly higher, this diﬀerence is probably due to the spatial dis-
tribution of the data. The standard deviation decreased of almost 40%.
Such an analysis is acceptable when very few data are available, or if the considered period
is long.
4.2 Correlation length is too small L = 0.1◦ and λ = 3
(d) Analysis: the ﬁeld is noisy and cruise tracks can be observed (compare with data
positions in Fig. 1).
(e) Misﬁts: again, nothing particular, except that the RMS is decreased with respect to
the previous case.
(f) Histogram: as expected, the range of values and the variance is higher than in the
previous case, while the mean value is similar. Most of the ﬁeld values are not between
14◦C and 16◦C.
In this example the signal-to-noise ratio was set to 3, but analysis with lower values for λ
yielded results with similar features. Such an analysis would be acceptable when dealing
with measurements taken over a short period (a few hours or days, for instance satellite
data). Note that it is reasonable to select a value of L not smaller than the mean distance
between data.
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4.3 Correlation length is too large L = 50◦ and λ = 3
(g) Analysis: the ﬁeld is very smooth and similar to the analysis with a low λ.
(h) Misﬁts: nothing particular to observe.
(i) Histogram: again, the distribution is tighter and similar to Fig. 2c.
4.4 Signal-to-noise ratio is too high L = 2◦ and λ = 60
(j) Analysis: similar to the case with a small L, except that here the cruise tracks are
less visible.
(k) Misﬁts: the RMS is lower than in previous cases.
(l) Histogram: the distribution is closer to the original one, with a wide range of values
and a higher variance. We can also note a distribution diﬀerent from the low-L case
(Fig. 2f);
Note that this case may be diﬃcult to distinguish from the low-L case. For particular
combinations of parameters, the analysis are very similar.
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4.4 Signal-to-noise ratio is too high 4 RESULTS
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Figure 2: First column: analysis, second column, misﬁt, third column, histogram.
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5 PARAMETER ESTIMATION
5 Estimation of the parameters with Diva tools
In most cases, the tools associated with Diva (divafit, divagcf, divacv, divacvrand)
provide suitable values for the analysis parameters. However, the quality of the results
given by these tools depends on:
• The number of data available.
• The spatial coverage of the data.
• The dependence of the measurements.
Hence the values of L and λ provided by the corresponding tools do not always constitute
the best option to work with, since they can generate analysed ﬁelds with with problems
similar to those described in Section 4.
5.1 Correlation length
It is evaluated by ﬁtting the theoretical kernel of the second term of (1) to the correlation

















data used for fitting
fitted curve
Figure 3: Fit of the data correlation to the theoretical kernel (dashed line).
5.2 Signal-to-noise ratio
The signal-to-noise ratio λ is estimated with ordinary or generalised cross-validation meth-
ods. The idea is to test various values for λ and compute an estimation of the global
analysis error though the generalised cross-validator Θ. The values of λ that minimises
Θ will be then provided.
Three variations of the method are available:
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1. divagcv performs a generalized cross-validation (GCV).
2. divacv performs an ordinary cross-validation (CV).
3. divacvrand performs a repeated ordinary cross-validation on a sub-sample of the
measurements chosen randomly (CVRAND). Here we repeated 10 times the cross-
validation on 300 randomly selected data points.
The results obtained with three diﬀerent methods are presented in Fig. 4 (note the semi-
logarithmic scale) and are summarised in Tab. 2. CV and CVRAND yield close values,
while GCV gives a larger estimate for λ.
More generally, we have to take into account that:
1. The three methods may provide signiﬁcantly diﬀerent values for λ.
2. For a given method, there is always a range of λ values for which the value of Θ
does not vary much.

















Figure 4: Generalized cross validator (Θ) for a set of λ values.
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6 CALCULATION OF THE DIVA NORM
The analysis obtained with parameter values similar to those provided by the Diva tools
is shown in Fig. 5. The case is similar to Fig. 2f, corresponding to an analysis with L = 2◦
and λ = 60. Remark that the ﬁelds obtained using 10 or 30 for λ are similar.
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Figure 5: Analysed ﬁeld obtained with L = 1◦ and λ = 10.
6 Calculation of the Diva norm
The integral term of (1) is made up of three contributions, referred to as:
1. The curvature: ∇∇ϕ :∇∇ϕ,
2. the gradients: α1∇ϕ ·∇ϕ and
3. the ﬁeld value: α0ϕ
2.
We will now represent these three ﬁelds for diﬀerent combinations (L, λ) in order to
visualize the inﬂuence of these parameters.
(a) L = 1◦, λ = 0.01
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(b) L = 0.1◦, λ = 3
(c) L = 50◦, λ = 3
(d) L = 2◦, λ = 60




We have seen in the previous sections that, even if the Diva tools for optimising the
parameters are used, the resulting parameters are not always the best choice. Here we
provide several procedures that will help to minimize the problems.
• In the driver, set the minimal/maximal values acceptable for L and λ. This method
will help improving the results, but cannot avoid strong changes of the parameter
values from one layer to the other.
• Set the mean distance between the data as the lower limit for the correlation length.
This is done easily by using the command:
divafit -l
• Vertically ﬁlter the parameters values (if working in 3-D analysis). Again this is
done by setting the correct values to isoptimise in the ﬁle driver.
Conclusions
We have performed various analysis with Diva on a common data set, in order to evidence
the problems that can crop up when the analysis parameters have unsuitable values. The
illustration of these problems should serve as a guide to point at incorrect analysed ﬁelds,
especially in 4-D analysis.
Though the bad choice of parameters can be mitigated with certain options in Diva, the
main conclusion is that a visual checking of the products is more than necessary to conﬁrm
their quality.
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