For each simplicial arrangement in the real projective plane of the catalogue of Grünbaum [4], we determine the minimal extension of the rationals over which there exists a realization of its incidence structure. For the infinite families we use the symmetries of the incidence. For the sporadic arrangements we give an algorithm that uses Gröbner bases.
Introduction
Recently I. Heckenberger and the author have classified the so-called finite Weyl groupoids of rank three [3] . A Weyl groupoid is a generalization of the Weyl group, see [2] for an introduction. It was B. Mühlherr who noticed that the root systems of rank three Weyl groupoids yield simplicial arrangements in the real projective plane. Thanks to the catalogue of B. Grünbaum [4] , it was easy to identify them: It turned out that 53 of the 67 sporadic arrangements in the large component of his Hasse diagram come from Weyl groupoids. This is motivation enough to investigate simplicial arrangements from this new viewpoint, especially since it is still an open question whether the catalogue of Grünbaum is complete.
To the Weyl groupoids are associated certain root systems. With respect to the simple roots, the coefficients of the roots are rational integers. The Weyl groups are obtained as a special case, but for example the Coxeter group of type H 3 is not included in this setting. One reason is that there is no arrangement over the rationals with the same incidence structure as the arrangement of type H 3 . Thus as a first step, it is important to understand which number fields are required to "realize" the incidence structure of an arrangement.
In this note, we develop a technique to compute these fields of definition. For the infinite series, we use the symmetry of the incidence structure to deduce that the solutions are in fact unique up to projectivity. The known sporadic arrangements are dealt by an algorithm that uses Gröbner bases to obtain enough restrictions to determine the field extension.
The infinite families R(1), R(2) require the following fields of definition (see Theorem 3.6 and Corollary 3.7 for details):
Q(ζ) ∩ R for ζ a root of unity.
The known sporadic arrangements all have a realization over one of (see Theorem 4.1 for details):
This note is organized as follows. We start with a section in which we prove that any simplicial arrangement has a realization over an algebraic number field. In the following section we compute the fields of definition for the infinite series. In the last section we treat the sporadic arrangements.
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Algebraic realizations
We first recall some definitions (cfr. [5, 1.2, 5.1]). Definition 2.1. Let K be a field and V a finite dimensional vector space over K. A projective arrangement (A, V ) is a finite set of projective hyperplanes in P(V ). Let L(A) be the set of all nonempty intersections of elements of A. If K ⊆ R and every component of the complement of H∈A H in V ⊗ K R is an open simplicial cone, then we call A a simplicial arrangement.
Throughout this note, all simplicial arrangements will be in the projective plane over a subfield of R, i.e. K ⊆ R, V = K 3 . We write "( , )" for the usual inner product on R 3 .
Definition 2.2. An incidence structure is a triple (P, L, I) where P is a finite set of "points", L is a finite set of "lines" and I ⊆ P × L is the incidence relation. Definition 2.3. Given an incidence structure I, we call a realization of I over K an arrangement (A, K 3 ) such that the poset L(A) (with respect to inclusion) is given exactly by I. Conversely, from an arrangement A we obtain an incidence structure from the poset L(A).
We will say that K ⊂ R is a field of definition of the incidence I of A if I has a realization over K and K is contained in all fields over which I can be realized. 
and without loss of generality, we may assume
For each k such that g i,j is not on plane k we have
for some x i,j,k ∈ R, and if g i,j is in the intersection of v ⊥ k and v ⊥ l , then we may assume
Equations ( Assume first that I has dimension 0. Then clearly all points on the variety V(I) have algebraic coordinates, so if V(I) = ∅ then we also have an algebraic solution. Now assume that the dimension of I is greater than 0. Since V(I) = ∅, there exists a hyperplane which has non trivial intersection with V(I). But Q is dense in R, so in the space of hyperplanes that meet V(I) there also exists one defined by a rational form. Adding this to the ideal we get an ideal of dimension dim(I) − 1; by induction we obtain an algebraic solution.
For the case of simplicial arrangements it remains to translate the fact that we need a triangulation. Each triple (i, j, l) of planes that yields an open simplicial cone gives a set of inequalities:
Write a v k with respect to the basis (v i , v j , v l ). Notice that for this we need to include the generator det(v i , v j , v l )x = 1 for some new variable x to our ideal, otherwise
is not a basis. The base change takes place over our polynomial ring, since x is the inverse of the determinant. Now view all vectors with respect to the basis (v i , v j , v l ): 
Thus for each open simplicial cone we obtain a set of inequalities.
The infinite families
There are three known infinite families of simplicial arrangements in P(R 3 ). They are denoted by R(0), R(1), R(2) in [4] . Family R(0) consists of near pencils. It is clear from definition that all near pencils may be realized over Q, hence we will ignore them in this note.
Family R(1) consists of the following arrangements: Starting with a regular convex n-gon in the Euclidean plane, the arrangement A(2n, 1) is obtained by taking the n lines determined by the sides of the n-gon together with the n lines of mirror symmetry of that n-gon (see Figure 1 for an example).
Finally for n = 4m + 1, from A(4m, 1) one obtains a new arrangement by adjoining the "line at infinity". These are the arrangements in the family R(2). Definition 3.1. We will need the arrangement A(2n, 1) more explicitly, so here is a more precise definition. We write I n for its incidence structure. Let ζ = exp(2πi/n). We choose our labels for the points in such a way that 1 is the point in the center and 2, . . . , n + 1 are the vertices of the n-gon in counterclockwise ordering: p 1 := (0 : 0 : 1) and the n-gon has vertices
for i = 0, . . . , n − 1. For the next lemma, we need some information about the incidence: Consider Figure 2 as a part of the n-gon and identify p 1 , . . . , p 5 with w, u, v, x, y. Using symmetries of the n-gon one can check that the incidences between the points p, q, r, s and the lines of the figure do not depend on n.
Lemma 3.2.
A realization of the incidence structure I n is uniquely determined by the choice of points p 1 , . . . , p 5 in P(R 3 ), where p i corresponds to the intersection point labeled by i.
Proof. First observe that the complete image is given by the points labeled 1, . . . , n + 1. We show that if the points labeled 1, r, . . . , r +3 for 1 < r ≤ n−4 are given, then one can Thus the next point p r+4 is z = ι(p, y, s, q). By induction we obtain the claim. (p 1 , . . . , p 5 ) of points in P(R 3 ) a solution for I n , if the construction of Lemma 3.2 leads to the incidence structure I n . We write
Definition 3.3. Call a tuple
i.e. N (w, u, v, x, y) = z is the next point according to Lemma 3.2 or Figure 2 . for i = 1, . . . , 4 are a solution for I n .
Lemma 3.5. Given a realization of I n , the points labeled 1, r, r + 1, r + 2 are in general position for 1 < r < n − 1.
Proof. If three different points with labels in {1, r, . . . , r + 2} were not in general position, then they would lie on a common line. Proof. Assume that p 1 , . . . , p 5 are a solution to the indicence structure I n . Applying a projectivity, we may assume without loss of generality that p 1 = (0 : 0 : 1), p 2 = (1 : 0 : 1), p 3 = (0 : 1 : 1), p 4 = (1 : 1 : 1) and that p 5 = (x : y : z) is an indeterminate point. Since p 1 , . . . , p 4 have rational coordinates, this really is a projectivity on P(K 3 ).
We first construct a map D : P(K 3 ) → P(K 3 ) in the following way: Let p 6 = N (p 1 , . . . , p 5 ) be the unique next point given by Lemma 3.2. Consider the projectivity π given by (notice that the points are in general position by Lemma 3.5)
Since p 1 , p 3 , p 4 , p 5 , p 6 are a solution to the incidence structure, the points p 1 , p 2 , p 3 , p 4 , π(p 6 ) will be a solution as well. Hence we have now two different possible choices for a fifth point: p 5 and π(p 6 ) which we will denote D(p 5 ) := π(p 6 ).
We now compute D(p 5 ) for p 5 = (x : y : z). We certainly have x = 0 because otherwise p 5 = (0 : y : z) ∈ (0 : 0 : 1), (0 : 1 : 1) which contradicts I n . One computes 
Evaluating these functions it turns out that
Let ϕ be a linear map R 3 → R 3 with ψ = P(ϕ). Since p 1 , p 2 , ψ(p 2 ), ψ 2 (p 2 ) are in general position and are fixed by ψ n , we have ϕ n = λid for some λ ∈ R × . Choose an ε ∈ C with ε n = 1/λ; we may assume ε ∈ R if n is odd or λ > 0, and ε ∈ iR otherwise.
But then εϕ = diag(ξ, η, 1) with respect to some basis (b 1 , b 2 , b 3 ) and for suitable ξ, η ∈ C with ξ k = η m = 1, n = lcm(k, m). The constant term in the minimal polynomial of ϕ| b 1 ,b 2 is ξηε −2 and has to be real, thus ξ = ±η −1 . In both cases, there exists a basis
2 is a rotation of order n. Thus for a solution fixed by D, there exists a projectivity π
where q 1 , q 2 , q 3 , q 4 , q 5 is our prefered solution from Remark 3.4 for ζ = exp(2πi/n), and such that π(p 6 ) = π ′ (q 5 ), explicitly:
:
.
(Notice that we only need to know that ζ(ζ 2 + 1) = 0 to compute this expression, the relation ζ n = 1 is not used.) Using D(p 5 ) = π ′ (q 5 ) we obtain
thus at least Q(Re(ζ)) ⊆ K. For the uniqueness consider the projectivity (reflection) σ given by
This maps p 2 to here D is a very large set, so this would increase the number of variables considerably. Of course, one could also add only one variable v and consider the equation v f ∈D f = 1, but this is a polynomial of very high degree.
After using this algorithm, it remains to perform the steps:
(1) Examine the resulting Gröbner basis B ′′ . We obtain a subfield K of the field of definition.
(2) Compute a realization of the incidence structure over K. Then we are sure that K is minimal.
Ad (1).
If the ideal B ′′ has dimension 0 then it easy to determine the field. If the ideal has dimension > 0 then we can hope to extract some information about the field extension from B ′′ : For instance, we can consider the cases that a given coordinate of (x 5 , y 5 , z 5 ) is 0 or not, and hence without loss of generality 0 or 1. In both cases we eliminate a variable and obtain an ideal in a smaller ring. This is sufficient to treat all simplicial arrangements of the catalogue.
Ad (2)
. This is the easiest part. Since we have a generating set of points given by step 1 of the algorithm, it suffices to choose a solution over K for λ 1 , . . . , λ m and to check that it realizes the incidence structure.
Remark 4.7. The above algorithm is also applicable to arrangements which are not simplicial.
Some examples

A(10, 1)
This is the incidence structure I for A(10, 1) (the sets of lines going through the points 1, . . . , 16):
{1, 2, 3, 4, 5}, {4, 9}, {1, 10}, {3, 6}, {5, 7}, {2, 8}, {5, 9, 10}, {2, 6, 10}, {4, 6, 7}, {1, 7, 8}, {3, 8, 9}, {4, 8, 10}, {1, 6, 9}, {3, 7, 10}, {5, 6, 8}, {2, 7, 9}.
Our algorithm suggests to start with the points labeled by 1, 8, 9, 10, 11.
For the first four points, we choose the fifth point will be (x : y : z). The ideal is generated by 9 polynomials in x, y, z. It has a Gröbner basis with 2 generators: x − 2z, y 2 − yz − z 2 . Now either x = 0 or x = 0. For x = 0 the only solution is (x, y, z) = (0, 0, 0), hence x = 0, say x = 2. But then z = 1 and f (y) = y 2 − y − 1 = 0.
The polynomial f is the minimal polynomial of −ζ 5 − ζ 
