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La búsqueda de fuentes de energía alternativas a los combustibles fósiles, ha motivado el 
interés por la investigación en nuevos métodos para la obtención de energía. Como es el caso de 
la producción de biodiesel a partir de aceites usados mediante la reacción de transesterificación. 
Bajo este criterio, la presente investigación se centra en el desarrollo de estrategias de control 
avanzado de la temperatura del reactor de transesterificación, con la finalidad de mejorar la 
eficiencia de conversión de los aceites en ésteres metílicos. Adicionalmente, se busca que la 
estrategia de control propuesta permita cumplir con las restricciones impuestas en la variable 
controlada (temperatura del reactor) y pueda trabajar alrededor del límite de operación 
(temperatura de ebullición del metanol). 
Para la obtención del modelo de la planta que permita analizar la dinámica del sistema y 
demostrar su complejidad, se usó la técnica de modelamiento matemático, a partir de las 
ecuaciones de balance de masa y energía. 
Para el control de la planta objeto de estudio, se propone el uso de un controlador de 
matriz dinámica cuadrática (QDMC) con restricciones suaves en la variable controlada y 
restricciones duras en la variable de control y las tasas de cambio de la misma. Este esquema 
permite evitar la no feasibilidad del algoritmo de programación cuadrática (QP) usado para 
resolver el problema de optimización del QDMC. 
Como parte final de la presente investigación y con la finalidad de demostrar la mejora 
mediante el uso de estrategias de control avanzado para la presente planta, se realizó la 
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Actualmente, como resultado del consumo masivo de los combustibles fósiles, existen 
riesgos de agotamiento de este importante recurso y, además, problemas medioambientales debido a 
las emisiones que se origina producto de la combustión de los mismos [10]. Debido a ello, se han 
buscado alternativas que permiten reemplazar estos combustibles por fuentes de energía renovables 
[18]. Dentro de estas alternativas se encuentran los biocombustibles y, en particular, el biodiesel [8], 
el cual constituye un líquido obtenido a partir de aceites animales y vegetales, puros o usados [15]. 
El biodiesel tiene las ventajas de ser biodegradable, de reducir las emisiones de CO2 y de azufre a la 
atmósfera, de posibilitar el uso de materias primas renovables y abundantes, etc.  
El proceso de producción de biodiesel está conformado por varias etapas, que comprenden: 
el mezclado, la reacción (transesterificación), la recuperación de metanol, el lavado, la purificación 
de biodiesel y la purificación de glicerol [79, 82, 85]. La etapa más importante de este proceso es la 
de reacción (transesterificación), debido a que de ella depende la eficiencia de conversión del proceso 
[18]. Durante el proceso de transesterificación, los triglicéridos presentes en los aceites reaccionan 
con el alcohol en presencia de un catalizador [26, 36]. Para obtener una elevada eficiencia de 
conversión en el reactor se necesita disponer de sistemas efectivos de control automático [2]. 
Para la producción de biodiesel se utilizan diferentes tipos de reactores. Convencionalmente 
se utilizan los reactores tipo batch, que son muy difundidos e incluso existen manuales disponibles 
en internet para fabricarlos y obtener biodiesel de manera artesanal. Para la  producción a gran escala 
se prefiere el uso de reactores de flujo continuo. Por lo cual, se están realizando investigaciones 
mediante el uso de mezcladores estáticos [136], micro reactores tubulares [77], reactores de flujo 
oscilatorio [53], reactores con cavitación [71], reactores rotativos [76], reactores que incluyen el uso 
de microondas [56], entre otros. Este trabajo se centra en los reactores de flujo continuo de tanque 
agitado (CSTR), debido a que estos equipos son los más utilizados en el proceso de 
transesterificación. 
Los reactores de flujo continuo de tanque agitado (CSTR), como objeto de control 
automático, presentan un comportamiento dinámico complejo, con múltiples entradas y salidas, 
interrelaciones entre estas variables, no linealidades, parámetros cambiantes en el tiempo, 
incertidumbres, entre otros [17, 58, 85]. Entre las variables de control más significativas que influyen 
en el proceso de transesterificación se encuentra la variación de temperatura del reactor, debido a que 
la eficiencia de conversión depende de esta variable [8, 31, 39, 92].  
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En la mayor parte de los CSTR, para el control de la temperatura, se utilizan controladores 
convencionales del tipo PID. Sin embargo, es bien conocido que cuando los procesos presentan 
comportamientos dinámicos difíciles, los controladores PID no son suficientes para obtener el 
desempeño requerido en los sistemas de control, lo cual ha sido reportado por diferentes 
investigadores, ver por ejemplo: [1, 2, 3, 6, 12, 14, 47, 49, 50, 52, 58, 62, 68, 90, 99, 101, 104, 106, 
116, 126]. La aplicación de controladores PID en el control del proceso objeto de estudio conlleva a 
una disminución en la eficiencia de conversión, así como otros efectos no deseados (por ejemplo, la 
saponificación) [10]. 
Los controladores PID iniciaron la era de la automatización industrial y han sido ampliamente 
aplicados en la automatización de diferentes procesos: tanto mediante implementación analógica, como 
digital, ver por ejemplo [4, 5, 27, 28, 33, 42, 68, 83, 91, 113, 114, 115, 117, 119, 120, 121, 134, 143] 
Las exigencias cada vez mayores para mejorar la eficiencia productiva, así como las 
características dinámicas complejas de muchos procesos, como los presentes en los reactores de 
transesterificación, han motivado el desarrollo de estrategias de control avanzado [24]. Éstos se 
caracterizan por garantizar una elevada precisión en el control, debido a sus propiedades de robustez 
[51, 63, 112, 118], y cuyas aplicaciones han ido en aumento en las últimas décadas, ver por ejemplo 
[12, 13, 21, 22, 25, 29, 48, 61, 69, 89, 94, 100, 108, 109, 110, 111, 123, 124, 126, 128, 130, 131, 
144].  
Entre los controladores avanzados, se destacan por su elevada efectividad y por la posibilidad 
de incluir restricciones en el algoritmo de control, los controladores predictivos (MPC) [24, 25, 72, 
125]. Éstos están considerados como una tecnología ampliamente introducida en la industria y que 
además sigue generando muchas expectativas [126]. Entre los controladores MPC, ocupa un lugar 
destacado el controlador de matriz dinámica cuadrática (QDMC), el cual se distingue por incluir en 
su algoritmo de control restricciones duras y blandas de forma sistemática [25, 60, 72, 96]. 
La temperatura es la variable más importante en el funcionamiento de los reactores de 
transesterificación, debido a que influye en el porcentaje de conversión del proceso de 
transesterificación. Esta variable actualmente se controla mediante controladores PID [74], los cuales 
no permiten obtener un control efectivo, ya que no cuentan con la posibilidad de incluir restricciones 
en el algoritmo de control, por lo tanto esta tesis presenta el siguiente objetivo general: 
Desarrollar un controlador de matriz dinámica cuadrática (QDMC) para el control efectivo 
de la temperatura en un reactor de transesterificación, que posibilite mejorar la eficiencia de 
conversión de los aceites en ésteres metílicos y cumpla con las restricciones impuestas en la 
temperatura del reactor. Para cumplir con este objetivo se proponen los siguientes objetivos 
específicos: 
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1. Obtener un modelo matemático (orientado al control) de la temperatura del reactor de 
transesterificación para la producción de biodiesel, que describa adecuadamente el 
comportamiento dinámico de esta variable. 
2. Diseñar un controlador de matriz dinámica cuadrática (QDMC) para el control de la 
temperatura del reactor objeto de estudio. 
3. Desarrollar un análisis comparativo del sistema de control del proceso objeto de estudio con 




CAPÍTULO 1: ESTADO DEL ARTE DE LOS SISTEMAS DE 
CONTROL DE REACTORES DE TRANSESTERIFICACIÓN. 
 
1.1. Introducción 
Los combustibles fósiles son una fuente de energía ampliamente difundida desde la 
revolución industrial, pero actualmente presentan dos problemas fundamentales: el riesgo de 
agotamiento de estos recursos finitos no renovables,  y la contaminación generada por su combustión 
que libera grandes cantidades de CO2 a la atmósfera. Por estos motivos, se realizan estudios para 
plantear alternativas de reemplazo de estos combustibles mediante el uso de las llamadas “energías 
alternativas”. 
La difusión del uso de energías alternativas resulta esencial para asegurar el abastecimiento 
energético y disminuir la contaminación ambiental, temas que han generado mucha preocupación en 
los últimos años. 
Los biocombustibles, los cuales son generados a partir de materias orgánicas, forman parte 
de estas energías alternativas. Un ejemplo de los biocombustibles es el biodiesel que se obtiene a 
partir de aceites animales y vegetales. 
El uso de biodiesel se presenta como una alternativa con un menor impacto ambiental, lo 
cual se debe a su biodegradabilidad y reducción de emisiones de CO2 y azufre. Pero también genera 
problemas, debido a que la producción de estos combustibles a partir de aceites vegetales y animales 
utilizados para el consumo humano conlleva al desabastecimiento de productos alimenticios y al 
incremento de los precios de los mismos en el mercado. Por ello, se han realizado diversos estudios 
para la obtención de biodiesel a partir de aceites vegetales que no sean de consumo humano y aceites 
usados [37].  
En los últimos años, se ha ido promoviendo el empleo de fuentes de energía alternativas. 
Según datos del IDAE (Instituto para la diversificación y Ahorro de Energía), la producción mundial 
de biodiesel en el 2009 alcanzó 15,000 millones de litros al año. La producción de bioetanol, pasó 
de 20,000 en el 2000 a 90,000 millones en 2009, de los cuales el 95% se concentra en el continente 
americano, mientras el restante procede principalmente de la Unión Europea. Se estima que el sector 
de los combustibles seguirá en crecimiento con una proyección de 45,291 millones de litros en el 
2020 [137]. En el 2015 hubo un ligero decrecimiento, debido a los bajos precios del petróleo y la 
producción restringida en algunos países asiáticos, pero se mantuvo el crecimiento en los principales 
países productores (Estados Unidos y Brasil). Se registraron durante este año 30.1 billones de litros 
[97]. 
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En el Perú se implementó una política energética para modificar la matriz energética y 
promover el desarrollo de biocombustibles que comenzó en el 2003 con la promulgación de la Ley 
de Promoción del Mercado de Biocombustibles. En [84] se estimó que la aplicación de esta norma, 
generaría una demanda proyectada de 206,000 litros por día en el 2007 hasta llegar a 600,000 litros 
por día en el 2016. 
Entre las materias primas utilizadas para la producción de biodiesel, se tiene la palma 
aceitera, soya, maní, girasol, maíz, jatropa, colza. Entre éstas, es la palma aceitera la única oleaginosa 
cultivada a nivel comercial en el Perú. Actualmente, existen algunas empresas que producen 
biodiesel a gran escala, dentro de la cuales se encuentra Industrias del Espino S.A. Heaven Petroleum 
Operator y Pure Biofuels del Perú SAC [34]. Durante el 2016 hubo una problemática respecto a la 
producción de biodiesel debido a las importaciones de Argentina, lo cual generó una baja en la 
producción nacional. 
La producción de biodiesel comprende varias etapas: mezclado, reacción, recuperación de 
metanol, lavado, purificación de biodiesel y purificación de glicerol; siendo la transesterificación el 
método mayormente usado en la etapa de reacción [26, 64].  
La transesterificación consiste en la reacción de triglicéridos (contenidos en los aceites 
vegetales, grasas animales y/o en los aceites usados) con alcohol para formar esteres metílicos y 
glicerol. La concentración de los esteres metílicos del producto final dependen de la reacción 
producida dentro de los reactores, por lo cual, es importante contar con un sistema de control efectivo 
de este proceso. 
La reacción de transesterificación es compleja, debido a que consiste en una serie de 
reacciones consecutivas reversibles, donde los triglicéridos se convierten sucesivamente en 
diglicéridos, monoglicéridos y glicerol, produciendo en cada reacción un mol de éster metílico. Por 
otro lado, la presencia de ácidos grasos libres (FFA) en los aceites y las grasas ocasionan la formación 
de jabones en presencia de los catalizadores, y ello provoca que la producción  de esteres metílicos 
disminuya [26].  Las ecuaciones del sistema, basadas en los principios de conservación de masa y 
energía, presentan no linealidades, además los parámetros cinéticos y termodinámicos de la reacción 
dependen de la composición del aceite y varían con la temperatura [38, 39, 92]. Por lo tanto, el reactor 
de transesterificación constituye una planta con comportamiento dinámico no lineal multivariable, 
que depende del punto de operación [57]. 
La composición inicial de los aceites es siempre variable y presenta incertidumbres que 
generan perturbaciones al sistema. 
Por otro lado, la mayor temperatura favorece la conversión de los triglicéridos en esteres 
metílicos, pero también se observa que las temperaturas elevadas aceleran la transformación de los 
triglicéridos en jabones [73]. Otra de las restricciones que se tiene con la temperatura es que no se 
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debe pasar el punto de ebullición del alcohol, dado que en estas condiciones, el alcohol se evapora y 
ello incrementaría el uso del mismo y generaría problemas en la etapa de separación. 
Todo lo expresado respecto a la reacción, los reactantes y las condiciones de operación del 
proceso objeto de estudio demuestra que para mejorar el control de estos sistemas es necesario el uso 
de estrategias de control avanzado. Dado que estas estrategias, pueden lidiar con la complejidad de 
los reactores de transesterificación y lograr un mejor desempeño en la reacción. 
1.2. Estado del arte de los sistemas de control de los reactores de transesterificación 
Hace más de 100 años atrás, Rudolf Diesel inventó el motor diésel para funcionar con aceite 
vegetal y usó el aceite de maní como combustible de este motor en la Exposición de París de 1900. 
En el año 1970, se llevaron a cabo diversas investigaciones relacionadas con el biodiesel 
debido a la crisis energética y los altos costos del petróleo. Las primeras pruebas técnicas realizadas 
con este combustible fueron realizadas en Austria y Alemania. Siendo la primera planta piloto 
productora de biodiesel construida en Silberberg (Austria), que usó como materia prima las semillas 
de colza o canola.  
A partir de entonces, se realizaron varias investigaciones para mejorar la reacción en sí 
misma y se realizaron pruebas con diversos tipos de reactores. 
Las técnicas empleadas para mejorar la conversión de la reacción comprende el uso de 
diferentes tipos de catalizadores; que pueden ser ácidos, alcalinos y enzimáticos. Otra variante es 
usar un proceso supercrítico para la producción de biodiesel. 
Dentro de los tipos de reactores usados para el proceso de producción de biodiesel, se 
encuentran los reactores tipo batch (discontinuo) y los reactores continuos de tanque agitado (en 
adelante CSTR) como los tipos mayormente usados, pero también se realizaron diversas 
investigaciones para utilizar otras variantes. Entre ellas se tiene: los reactores tubulares [78, 141], 
reactores de lecho empaquetado [138], reactores de dos fases tipo columna [86], reactores de 
microondas [142], entre otros. 
La operación de un reactor de transesterificación con buenos niveles de conversión (alto 
porcentaje de obtención de esteres metílicos a partir de triglicéridos) reporta un elevado beneficio 
económico, y a su vez, influye directamente en las demás etapas. 
Para asegurar una máxima conversión de triglicéridos y alcoholes en esteres metílicos, es 
necesario: 
 Disminuir el tiempo de reacción, que afecta directamente el diseño del reactor.
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 Mantener una adecuada relación entre alcohol y triglicéridos, que permite evitar problemas 
de separación de fases, disminución del rendimiento, y por lo tanto, un aumento en los costos 
de producción. 
 Dosificar la cantidad adecuada de catalizador, dado que un exceso de este promueve la 
formación de sales, que generan a su vez genera un mayor consumo y repercute en el 
incremento de los costos de producción. 
 Posibilitar una adecuada temperatura de la reacción, que permite mejorar el rendimiento del 
proceso y disminuir el tiempo de reacción, sin exceder el punto de ebullición del alcohol para 
procesos sub críticos. 
Para lograr estas condiciones de operación resulta necesario contar con un sistema de control 
efectivo del reactor. Actualmente, los sistemas avanzados de automatización y control permiten 
reducir grandemente los costos de producción y en general mejorar la eficiencia de los procesos. 
La temperatura del reactor es una variable que influye directamente en el proceso de 
conversión de triglicéridos en esteres metílicos, dado que, a una mayor temperatura, se obtiene una 
mayor concentración de esteres metílicos [15, 39, 92]. 
En algunos reactores de transesterificación se utilizan intercambiadores de calor acoplados 
con software de control proporcional integral derivativo (en adelante PID) auto-ajustables para 
controlar la temperatura de la reacción [74]. También se han utilizado diversas variantes de control 
PID de la temperatura en el reactor [2, 3]. En la última década, para mejorar la eficiencia en el control 
de temperatura de los reactores se han empleado técnicas de control basado en modelo como el GMC 
[19, 36, 52]. 
El control predictivo también ha sido usado para el control de temperatura en reactores 
químicos. En [135] se implementó un control en cascada con un controlador principal que determina 
el flujo térmico que requiere ser suministrado a la chaqueta del reactor y esta variable sirve de set 
point al lazo de control esclavo que regula el flujo de vapor o refrigerante que ingresa a la chaqueta. 
En este caso se usó un controlador predictivo paramétrico (predictive parametric controller – PPC) 
para el lazo de control principal y varios controladores predictivos funcionales (predictive functional 
controller – PFC) para el lazo de control secundario. 
La concentración final del producto resultante también es una de las variables de control que 
ha sido ampliamente estudiada usando diversas estrategias de control. Una de ellas es el control 
óptimo, que se ha estudiado bajo varios enfoques. Como el determinístico [8], en el que se demostró 
que este tipo de controladores permiten una mejora significativa en el tiempo de establecimiento 
frente al uso de una temperatura constante de 323ºK. Y el enfoque estocástico [9], en el que se 
analizaron las incertidumbres en la producción de biodiesel como: la variación de la composición de 
alimentación del aceite vegetal, la relación metanol-aceite, y los parámetros de operación del reactor, 
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demostrándose que esta estrategia es robusta frente a las incertidumbres. Los mismos autores [10], 
analizaron el problema de control óptimo de la temperatura usando tres índices de rendimiento, que 
son la máxima concentración, mínimo tiempo de reacción y el máximo beneficio económico, 
observándose que el máximo beneficio económico ofrece la mejor respuesta dado que involucra a 
los dos índices anteriores. En [41], los autores estudiaron el control óptimo de un reactor tipo batch 
de producción de biodiesel y formularon un problema de optimización de objetivos múltiples, usando 
como índices de desempeño la maximización de la concentración de esteres metílicos y la 
minimización del tiempo del proceso batch. 
Debido al complejo comportamiento dinámico y a las restricciones que presenta el proceso 
objeto de estudio, el control predictivo ha  sido considerado como una buena alternativa para el 
control de los reactores de transesterificación. En [85] se analizó el uso de un modelo en línea, basado 
en redes neuronales, a partir del cual se obtuvo, mediante la linealización instantánea, un modelo 
lineal que se usó para el diseño de tres controladores; un regulador auto-ajustable basado en 
asignación de polos, un controlador de mínima varianza y un controlador predictivo aproximado 
basado en modelo; siendo este último el que presentó la mejor respuesta al ser capaz de seguir los 
perfiles de temperatura y concentración suavemente, y tener una respuesta rápida frente a los cambios 
largos y repentinos en los setpoints.  
El control predictivo generalizado adaptativo y auto ajustable es otra de las variantes del 
control predictivo que se aplicaron a los reactores de biodiesel [57], donde se demostró que se obtiene 
una mejor respuesta al tener un modelo adaptativo y auto ajuste en la estructura del controlador 
predictivo generalizado. En este trabajo se incluyeron restricciones a las variables manipuladas y a 
las tasas de cambio de las mismas, observándose que la adición de restricciones permitió evitar tasas 
de cambio grandes en la señal de control.  
En [30] se obtuvo un modelo lineal, en tiempo discreto de un reactor tipo batch a partir de 
expansión de series de Taylor para el modelo de predicción del controlador. También se aplicaron 
restricciones en la variable manipulada y las velocidades de cambio de la señal de control.  
En [80] se utilizó un control de matriz dinámica (DMC) en un proceso simulado en el 
programa Hysys.  
Una variante de los controladores predictivos utilizada para lidiar con las no linealidades del 
sistema es el control predictivo no lineal (nonlinear model predictive control - NMPC), el cual se 
aplicó en el control de un reactor semibatch para la transesterificación de aceites vegetales usados 
[17]. También se aplicó esta estrategia para controlar la sección de transesterificación de una planta 
de biodiesel comprendida por reactores y decantadores para mejorar el rendimiento económico del 
proceso y alcanzar las especificaciones finales del biodiesel [18]. 
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En los procesos industriales modernos, se usa el control predictivo como parte de un sistema 
de control y optimización jerárquico multinivel. En [133] se utilizó un controlador predictivo de dos 
niveles para el control de un reactor continuo de biodiesel, el nivel superior basado en una 
optimización de estado estable y el nivel inferior basado en un controlador de matriz dinámica. 
Los controladores basados en inteligencia artificial también han sido utilizados en el control 
de reactores de biodiesel. En [142] se compararon dos controladores, uno basado en lógica difusa y 
el otro en un sistema de inferencia neuro-difusa adaptativa (Adaptive Neuro-Fuzzy Inference System, 
ANFIS), mostrando una mayor robustez frente a variaciones de los parámetros el controlador ANFIS. 
De este estudio se observa que en el control del proceso de transesterificación han sido 
utilizados diferentes controladores tanto convencionales, como avanzados. Sin embargo, resulta 
importante destacar que el problema del control efectivo de la temperatura para mejorar la eficiencia 
de conversión de los aceites en ésteres metílicos y que también satisfaga las restricciones en la 
temperatura del reactor no ha sido resuelto. 
 
1.3. Estado del arte del control predictivo 
Si en el pasado podía considerarse que el único objetivo de los sistemas de control era la 
estabilidad de la operación del proceso. Actualmente las condiciones cambiantes y difíciles de 
predecir del mercado generan nuevas expectativas para los sistemas de control. Así mismo, estas 
exigencias requieren de estrategias de control fiables que brinden gran eficiencia y un alto grado de 
flexibilidad para operar los procesos productivos [16]. 
En la actualidad, los controladores de procesos deben satisfacer criterios económicos, 
minimizando una función de coste de operación, con criterios de seguridad y medioambientales; así 
como, de calidad en la producción, lo cual debe satisfacer ciertas especificaciones sujetas a una 
demanda normalmente variable [40, 98, 125]. Por ello, el diseño de los sistemas de control debe 
considerar diversos criterios de funcionamiento (económicos, de seguridad, medioambientales o de 
calidad) que varían frente a cambios en las características del proceso [5, 46, 67, 81, 127, 132]. 
Las técnicas de control predictivo basado en modelo (MPC) constituyen una poderosa 
herramienta frente a  estos retos [25, 125]. Los controladores MPC aceptan cualquier tipo de modelos, 
funciones objetivo o restricciones, lo que posibilita que pueda lidiar con múltiples criterios de 
funcionamiento. Talvez el éxito de estos controladores en la industria pueda deberse principalmente 
a estas razones. Otra ventaja de esta técnica es el hecho de que no se requiere personal con un 
conocimiento profundo para su uso debido a que los conceptos son intuitivos [16]. 
El objetivo de control MPC consiste en resolver de forma óptima problemas de control de 
diversos procesos presentes en la industria, que en algunos casos pueden tener comportamiento 
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dinámico complejo (acoplamientos, retardo de tiempo, respuesta inversa, inestabilidades, 
restricciones, etc.) [25, 126]. 
La estrategia de control empleada, contempla el uso de un modelo interno del sistema que 
permite predecir el comportamiento futuro del sistema. En base a las predicciones y las referencias 
de posición deseada se plantea un problema de optimización. La resolución del problema de 
optimización, respetando las restricciones en caso de que existan, genera las señales de control 
futuras que permiten que las variables converjan a los valores de referencia [24, 60]. 
Los controladores MPC tuvieron una gran acogida en las industrias de procesos químicos 
debido a que cuentan con un algoritmo sencillo que en algunos casos usa el modelo de respuesta 
impulsional o respuesta escalón unitario. Aunque posee más parámetros que otras formulaciones, 
suelen preferirse debido a que son intuitivos, su sintonización es sencilla y se requiere menos 
información previa [16, 25]. La situación actual de aplicaciones de controladores MPC en la industria 
se refleja en [96], donde se muestran unas 2,200 aplicaciones, principalmente en el sector 
petroquímico. La mayoría de las aplicaciones son en procesos multivariables. En el caso de los 
reactores químicos, la imposición de restricciones en las variables controladas es importante, debido 
a que el mejor desempeño se encuentra en la vecindad de las restricciones. Debido a ello, la estrategia 
de control MPC constituye una importante herramienta. 
El uso de computadores personales (PC) para el control de sistemas industriales posibilitó la 
aplicación de controladores MPC, los cuales requieren de un modelo interno para obtener la señal de 
control. En la primera generación de controladores predictivos se encuentran: el controlador 
predictivo de modelo heurístico (model heuristic predictive controller – MHPC), el controlador de 
matriz dinámica (dynamic matrix controller – DMC), entre otros [24]. Se puede considerar que el 
DMC está ampliamente introducido en la industria, proporcionando un buen control de sistemas 
multivariables sin restricciones. El manejo de restricciones fue la principal desventaja de estos 
controladores, pero ello fue solucionado en la segunda generación. 
En la segunda generación se encuentran: el controlador de matriz dinámica cuadrática 
(quadratic dynamic matrix controller – QDMC), el controlador predictivo generalizado (generic 
predictive controller – GPC) con sus variantes, etc. [25]. El controlador GPC desarrollado a finales 
de la década del ochenta es uno de los controladores predictivos que más éxito han tenido en el 
entorno académico [24]. Este controlador está inspirado en el controlador de mínima varianza 
generalizado, y es muy efectivo en el control de procesos con retardos de tiempos variables o 
desconocidos, con fases no mínimas, inestables o con modelos sobreparametrizados y/o con grandes 
incertidumbres [25]. Para sistemas con modelos no lineales el control predictivo adaptativo 
constituye una buena opción. 
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En la tercera generación, se usaron diferentes tipos de restricciones que pueden tener 
diferentes prioridades, con la  posibilidad de usar diferentes funciones de costo y múltiples criterios 
de optimización. También se usaron enfoques de espacio de estados y observadores de estado cuando 
fueron necesarios [72]. 
En la cuarta generación, se aplicaron estructuras no lineales, dado que las estrategias de 
control predictivo basado en modelo (MPC) pueden tener una baja calidad y pueden ser 
insatisfactorias para sistemas no lineales cuando el punto de operación cambia significativamente y 
de manera rápida [72]. 
Las estructuras de control MPC se pueden dividir en tres categorías principales [72]: 
 Algoritmo de control MPC lineal con optimización cuadrática. 
 Algoritmo de control MPC no lineal con optimización no lineal. 
 Algoritmo de control MPC sub óptimo con linealización sucesiva en línea y optimización 
cuadrática. 
 
La filosofía de todos estos métodos es común. Consiste en calcular las acciones de control 
futuras de tal forma que se minimice una función de coste definida sobre un horizonte de 
predicción. Esta función contiene un término cuadrático que pondera los errores entre las 
predicciones y sus referencias y, el esfuerzo de control que hace que las variables del proceso 
converjan hacia sus respectivas predicciones (González Querubín, 2011, p. 9). 
Los controladores MPC resultan ser una estrategia muy atractiva en el ámbito industrial, 
dado que pueden ser usados en procesos con una dinámica relativamente sencilla [32, 122] hasta 
procesos más complejos (sistemas con retardos de tiempo, multivariables, inestables, sistemas con 
dinámica no lineal, etc.) [7, 72, 94, 126]. También ofrecen la posibilidad de resolver problemas de 
control y automatización con restricciones en las variables [24]. 
Por otra parte, la potencia y robustez de estos controladores tienen un precio asociado al 
coste computacional debido a la gran cantidad de operaciones matemáticas que realizan para obtener 
la señal de control, teniendo una gran relevancia cuando el control se realiza en procesos con 
constantes de tiempo muy pequeñas (muy rápidos). 
El control predictivo ha sido ampliamente usado en sistemas de control jerárquico [55], en 
los cuales les asignan los setpoints a los controladores de nivel inferior, que comúnmente son 
controladores PID [133] 
El controlador QDMC, fue desarrollado a finales de la década de 1970 por Cutler y Ramaker 
[35] de Shell Oil Co. El controlador QDMC, que representa una variación del controlador DMC, 
considera el uso de restricciones duras y blandas de forma sistemática [25]. Este controlador es el 
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más utilizado en el control de procesos sujetos a restricciones, y se basa en el uso de la programación 
cuadrática [81]. Las restricciones se deben a limitaciones físicas de los procesos (velocidad de 
apertura de una electroválvula, temperatura máxima de un horno, velocidad de llenado de un tanque, 
etc.) a  razones de seguridad, a problemas económicos, a limitaciones de los controladores, etc. [81]. 
Este controlador ha sido utilizado en la industria petroquímica. 
Actualmente existen paquetes de software profesional para el modelado y desarrollo de 
algoritmos MPC, como el DMC de Aspen Tech[87], IDCOM-HEICON de Sherpa Engineering, 
SMOC de Shell Global Solutions, 3dMPC de ABB, APC-tools en SIMATIC PCS 7 de Siemens, 
Pavilion8 de Rockwell Automation, Profit Controller y Profit Controller NPC de Honeywell, 
Connoisseur de Invensys, INCA MPC de IPCOS, DeltaV PredictPro de Emerson y MVC de GE 
Energy. En [140] se analizan varias estrategias de control predictivo adaptativo usando técnicas de 
control adaptativo disponibles en softwares comerciales, donde se da mayor énfasis a las 
simulaciones y aplicaciones de la vida real que a las pruebas matemáticas.  
El controlador QDMC constituye una potente herramienta de control de procesos 
caracterizados por presentar comportamientos dinámicos difíciles [24, 25, 88, 89]. Este controlador 
usa el concepto de constraint window (ventana de restricción). 
La constraint window comienza en algún punto en el futuro y continúa hasta el estado 
estacionario. Si existe dinámica del tipo de fase no mínima, se pueden mejorar las 
prestaciones desplazando la ventana hacia el futuro, lo que equivale a ignorar las 
restricciones duras en la salida durante la fase inicial de la respuesta (Bordons, 2000, p. 49). 
 
1.4. Objetivos de la tesis 
Considerando que una de las variables que más influye en el porcentaje de conversión de la 
reacción de transesterificación en un reactor químico es la temperatura. Debido a que esta variable 
brinda las características necesarias para la reacción e influye directamente en el tiempo de reacción, 
y que el controlador QDMC constituye una potente estrategia de control, esta tesis presenta el 
siguiente objetivo general: 
Desarrollar un controlador de matriz dinámica cuadrática (QDMC) para el control efectivo 
de la temperatura en un reactor de transesterificación, que posibilite mejorar la eficiencia de 
conversión de los aceites en ésteres metílicos y cumpla con las restricciones impuestas en la 
temperatura del reactor. Para cumplir con este objetivo se proponen los siguientes objetivos 
específicos: 
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1. Obtener un modelo matemático (orientado al control) de la temperatura del reactor de 
transesterificación para la producción de biodiesel, que describa adecuadamente el 
comportamiento dinámico de esta variable. 
2. Diseñar un controlador de matriz dinámica cuadrática (QDMC) para el control de la 
temperatura del reactor objeto de estudio. 
3. Desarrollar un análisis comparativo del sistema de control del proceso objeto de estudio con 
controladores QDMC, DMC vs PID. 
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CAPÍTULO 2: LOS REACTORES DE TRANSESTERIFICACIÓN 
COMO OBJETOS DE CONTROL AUTOMÁTICO. 
 
2.1. Introducción 
Un reactor químico es un equipo en el cual se da lugar la reacción química que permite la 
conversión de materiales crudos (reactantes) en productos diferentes a los iniciales. Las reacciones 
químicas varían en función de los tipos de reactantes, los tipos de productos deseados, las condiciones 
y el tiempo de reacción. 
El objetivo de control en el reactor de transesterificación es optimizar el rendimiento de la 
reacción (concentración de esteres metílicos resultantes). Para ello el control de la temperatura dentro 
del reactor de transesterificación es de suma importancia, dado que es una variable que permite 
incrementar el rendimiento de la reacción y reduce el tiempo de reacción [8, 36, 139]. 
Para diseñar un sistema de control eficiente del reactor de transesterificación es necesario 
construir un modelo del sistema que describa el comportamiento dinámico del proceso. Para obtener 
dicho modelo se tienen dos métodos: el primero consiste en el modelamiento matemático y el 
segundo consiste en la aplicación de técnicas de identificación utilizando datos de entrada y salida 
de la planta. 
Considerando que en este trabajo no se cuenta con datos del proceso, se obtendrá el modelo 
matemático del proceso objeto de estudio en base a ecuaciones de balance de masa y energía. En este 
capítulo se desarrolla el procedimiento completo para la obtención de dicho modelo matemático. 
 
2.2. El proceso de producción de biodiesel 
El proceso de producción de biodiesel se muestra esquemáticamente en la figura 2.1. Este 
proceso comienza con la transesterificación, que consiste en la neutralización de los ácidos grasos 
libres del aceite, con lo cual se logra remover el glicerol y crear un alcohol éster. Para este proceso 
se mezcla el alcohol con un catalizador y luego se mezcla con el aceite vegetal. Esta nueva mezcla 
es precalentada y luego se introduce en los reactores, donde se genera la reacción química. 
El exceso de alcohol se elimina por destilación al vacío. La siguiente etapa es el proceso de 
separación, mediante una bomba centrífuga que posibilita separar la glicerina del biodiesel bajo 
presión o decantación por gravedad. La siguiente fase consiste en la neutralización de glicerol, dado 
que contiene catalizador, algunos jabones y metanol. Finalmente, se utilizan resinas de intercambio 




Figura 2.1: Ciclo de producción del biodiesel. 
Los costos de producción asociados a este proceso están conformados por el aceite vegetal, 
químicos y la energía. Siendo el primero de ellos el que genera los mayores costos, por ello es que 
se buscan alternativas para minimizar dichos precios mediante el uso de aceites usados. En relación 
al equipamiento a utilizar en la producción de biodiesel, típicamente se incluyen: reactores de 
transesterificación, tuberías y estaciones de bombeo. 
 
2.3. Conceptos generales 
 
2.3.1. Conceptos básicos de reactores químicos 
Las reacciones químicas industriales por lo general son las etapas más importantes del 
proceso de obtención de un producto. Son procesos que permiten convertir sustancias químicas 
iniciales (reactantes) en uno o más productos diferentes. 
Los reactores son los recipientes diseñados para permitir que ocurra una reacción bajo 
condiciones controladas. El funcionamiento del reactor está condicionado por las variables de entrada 
y las condiciones de la reacción. El diseño del reactor químico está condicionado por la escala de la 
operación, la termodinámica y cinética de la reacción química. 
Algunas de las variables más comunes de control en los reactores son: la temperatura, 
presión, flujo y nivel [8]. 
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2.3.2. Clasificación de los reactores químicos 
Existen varios tipos de reactores que se clasifican según el modo de operación, las fases 
presentadas, el patrón de flujo, etc.  Dentro de los reactores químicos usados para la producción de 
biodiesel, se encuentran los reactores tipo batch, reactores de flujo semicontinuo y reactores de flujo 
continuo [45]. 
Los reactores tipo batch consisten en tanques cerrados con un agitador, dentro del cual se 
ingresan los reactantes al inicio del proceso y la descarga se produce solo al completar la reacción. 
Son adecuados para procesos de producción de pequeña escala, y que requieren un tiempo de 
reacción. En la figura 2.2 se muestra un diagrama de un reactor químico de tanque agitado (CSTR). 
 
Adaptado de: [95] 
Figura 2.2: Reactor de tanque agitado. 
Los reactores de flujo continuo son preferidos para la producción a escala comercial debido 
a la calidad del producto y los bajos costos de operación. El tipo más común de estos reactores es el 
de tanque agitado (CSTR), aunque también se usan otras variantes, que incluyen a los reactores de 
ultrasonido y los reactores súper críticos [45]. 
Los reactores de flujo continuo de tanque agitado son similares a los reactores tipo batch con 
la diferencia de que los reactantes son ingresados continuamente al reactor y la descarga se realiza 
de forma continua. Para el modelado de estos sistemas se asume que trabajan en estado estacionario 
y que ocurre una mezcla perfecta. Dado que trabajan en estado estacionario, el flujo de entrada debe 
ser igual al de salida para garantizar que el tanque no se quede vacío o rebalse. En algunas ocasiones, 
se tiende a usar más de un reactor CSTR en serie, para mejorar el consumo de alcohol.  
Los reactores de ultrasonido emplean el ultrasonido para mejorar la mezcla de los 
componentes y lograr que la reacción sea más rápida. Los ultrasonidos transfieren energía al fluido 
y se crean vibraciones violentas que forman burbujas de cavitación. Al reventar las burbujas se genera 
una alta energía que logra un incremento considerable en la reactividad del proceso y acorta el tiempo 
Motor 
Alimentación 





de reacción, con ello ya no se necesita calentar la mezcla. Estos reactores pueden ser una buena 
opción para productores pequeños (con capacidad de hasta 2 millones de galones por año), pero 
puede ser desafiante para escalas mayores debido a la cantidad de pruebas de ultrasonido que se 
requerirían [45]. En la figura 2.3 se muestran imágenes de este tipo de reactor. 
 
Adaptado de: [56] 
a) horno de ultrasonido (ultrasonic – US) dentro de un campo de microondas (microwaves – MW); b) horno 
de US dentro de un campo de MW. c) horno de US fuera de un campo de MW. 
Figura 2.3: Reactor de ultrasonido/microondas a escala de laboratorio. 
Los reactores tubulares, también son otro tipo de reactores usados para la producción de 
biodiesel [74] y están formados por tuberías a través de las cuales se bombean los reactantes. Se 
caracterizan por tener gradientes de concentración continuos en la dirección del flujo. Pueden estar 
formados por varias tuberías o por tubos en paralelo, tienen una mayor eficiencia que los CSTR pero 
no son rentables para producciones pequeñas. 
 
2.3.3. Reacción de transesterificación 
La transesterificación es el proceso químico usado para la conversión de aceites vegetales en 
biodiesel. En este proceso se hace reaccionar los triglicéridos presentes en los aceites vegetales con 
alcohol para formar esteres y glicerol. En el caso de la producción de biodiesel, esta reacción está 
conformada por una serie de reacciones consecutivas y reversibles. Primeramente, se convierten los 
triglicéridos en diglicéridos, luego se convierten los diglicéridos en monoglicéridos y luego los 
monoglicéridos en glicerol. En cada etapa del proceso se libera un mol de éster, como se observa en 




Adaptado de: [65] 
Figura 2.4: Reacción de transesterificación. 
El biodiesel obtenido mediante el proceso de transesterificación tiene una menor viscosidad, 
lo cual lo hace adecuado para el uso en la combustión de motores diésel [64]. 
Generalmente, el alcohol usado para la producción de biodiesel es el metanol debido a su 
bajo costo, por lo cual los esteres producidos en esta reacción se denominan esteres metílicos. 
 
2.4. Modelamiento matemático del reactor de transesterificación 
 
2.4.1. Proceso de producción de biodiesel 
El proceso de producción de biodiesel comprende varias etapas, las cuales se representan en 
el diagrama de proceso mostrado en la figura 2.5. 
En el caso de la producción en continuo de biodiesel no se requiere el proceso de lavado y 
se usan columnas de destilación para la separación [80]. 
Se debe tener en cuenta que la mezcla de alcohol y aceites que ingresa al reactor de 
transesterificación debe ser pre calentada, para ello se suelen usar intercambiadores de calor. 
 
2.4.2. Modelo matemático del reactor de transesterificación 
Para la obtención de modelos matemáticos de procesos industriales existen dos 
procedimientos fundamentales. El primer procedimiento está basado en la aplicación de ecuaciones 
de balance de masa y energía de los procesos. Este método se conoce como modelado y ha sido 
utilizado ampliamente en la obtención de modelos matemáticos de diferentes procesos industriales, 
ver por ejemplo [20, 40, 93, 107]. Este procedimiento tiene la ventaja de que los modelos que se 
obtienen tienen sentido físico. El segundo procedimiento es el de identificación de sistemas, el cual 
es un método experimental y requiere de datos de las variables de entrada y salida del proceso, 










obtienen mediante este procedimiento no tienen sentido físico, solamente tienen sentido matemático 
[75]. En esta tesis para la obtención del modelo del proceso objeto de estudio se utiliza el 
procedimiento de modelado. 
 
Adaptado de: [82] 
Figura 2.5. Diagrama de bloques del proceso de producción de biodiesel. 
La reacción de transesterificación para la producción de biodiesel se puede describir por [92]. 
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donde TG, DG, MG representan a los triglicéridos, diglicéridos, monoglicéridos, respectivamente; 
M al metanol y E a los esteres metílicos. 
















𝑘𝑗 = 𝑘𝑜𝑗 𝑒𝑥𝑝(−𝐸𝑎𝑗/𝑅𝑇) (2.4) 
donde: 
𝑘𝑗: Constante cinética de la reacción [m3/ (mol ∙ s)] 
𝑘𝑜𝑗: Factor pre exponencial [m3/ (mol ∙ s)] 
𝐸𝑎𝑗: Energía de activación [J/mol] 
𝑅: Constante universal de los gases.  Su valor es 8.314472 J/ (K ∙ mol) 
𝑇: Temperatura absoluta [K] 
𝑗 = 1, 2, … ,6  
Las constantes cinéticas totales de la reacción, para cada una de las etapas del proceso son: 
𝑟1 = 𝑘1𝐶𝑇𝐺𝐶𝑀 − 𝑘2𝐶𝐷𝐺𝐶𝐸 (2.5) 
𝑟2 = 𝑘3𝐶𝐷𝐺𝐶𝑀 − 𝑘4𝐶𝑀𝐺𝐶𝐸 (2.6) 
𝑟3 = 𝑘5𝐶𝑀𝐺𝐶𝑀 − 𝑘6𝐶𝐺   𝐶𝐸 (2.7) 
donde: 
𝑟1, 𝑟2, 𝑟3: Constantes cinéticas totales de la reacción [m3/ (mol ∙ s)]  
𝐶𝑇𝐺 , 𝐶𝐷𝐺 , 𝐶𝑀𝐺 , 𝐶𝑀 , 𝐶𝐺 , 𝐶𝐸: Concentraciones molares [mol/m3] 
Para la obtención del modelo dinámico del reactor se asume que: la mezcla es perfecta, la 
presión es constante y el intercambio de energía entre las paredes del reactor y el aire alrededor del 
mismo son insignificantes. 










𝑉: Volumen del reactor [m3] 
𝐹𝑜: Flujo de ingreso [m3/s] 
𝐶𝑖: Concentración molar del componente [mol/m3] 
𝐶𝑖𝑜: Concentración molar de ingreso del componente [mol/m3] 
𝑟𝑗: Constante cinética total de la reacción [m3/ (mol ∙ s)]  
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𝑇: Temperatura del reactor [K] 
𝐶𝑝𝑖: Capacidad calorífica del componente [J/ (mol ∙ s)] 
𝑇0: Temperatura de ingreso [K] 
∆𝐻𝑗: Calor de la reacción [J/ mol] 
𝑈: Coeficiente total de transferencia de calor [W/ (m2 ∙ K)] 
𝐴𝐻: Área total de transferencia de calor [m2] 
𝑇𝑐: Temperatura de la chaqueta [K] 
En la ecuación (2.15), 𝐶𝑖 y 𝐶𝑝𝑖 dependen de la temperatura, pero para el caso de estudio se 
asume que este último es constante, debido a que este valor no cambia mucho. 
El coeficiente total de transferencia de calor depende principalmente del flujo de refrigerante 
(𝐹𝐶) y la velocidad de giro del agitador (𝑁), lo cual se detalla en la ecuación encontrada en [85] y 





𝑈: Coeficiente total de transferencia de calor [W/ (m2 ∙ K)] 
𝐹𝐶: Flujo de refrigerante [m3] 
𝑁: Velocidad de giro del agitador [rps] 
En [17], se muestra el porcentaje de masa de esteres metílicos de ácidos grasos (fatty acid 
methyl ester - FAME)  𝜒𝐸 como una variable controlada. Esta variable nos permite medir el 
porcentaje de conversión de los triglicéridos del aceite en esteres metílicos y se halla por medio de 
la siguiente ecuación: 
𝜒𝐸 =
𝑚𝐸




𝑚𝐸: Masa de esteres metílicos [Kg] 
𝑚𝑇𝐺: Masa de triglicéridos [Kg] 
𝑚𝐷𝐺: Masa de diglicéridos [Kg] 
𝑚𝑀𝐺: Masa de monoglicéridos [Kg] 
Para hallar las masas de los componentes, es necesario usar la fracción de masa del 







𝑥𝑖: Fracción de masa del componente 
𝐶𝑖: Concentración molar del componente [mol/m3] 
𝑀𝑖: Masa molar del componente [Kg/mol] 
𝜌: Densidad [Kg/m3] 
Usando las ecuaciones (2.17) y (2.18), se puede obtener 𝜒𝐸 en función de las 
concentraciones de los triglicéridos, diglicéridos, monoglicéridos y esteres metílicos, como 
se muestra en la siguiente ecuación: 
𝜒𝐸 =
𝐶𝐸𝑀𝐸
𝐶𝑇𝐺𝑀𝑇𝐺 + 𝐶𝐷𝐺𝑀𝐷𝐺 + 𝐶𝑀𝐺𝑀𝑀𝐺 + 𝐶𝐸𝑀𝐸




2.5. Descripción y características de la planta 
 
2.5.1. Descripción de la planta 
La planta objeto de estudio está conformado por un reactor continuo de tanque agitado 
(CSTR), que cuenta con una tubería de entrada y una de salida. El flujo de ingreso está formado por 
una mezcla del aceite vegetal usado con el alcohol (metanol) que ha sido previamente precalentada 
en una etapa anterior. El reactor CSTR también cuenta con un agitador que es controlado para 
mantener una mezcla uniforme. 
Adicionalmente, el reactor tiene una camisa de refrigeración a través de la cual se hace 
circular un líquido refrigerante. El líquido refrigerante a usar será el agua. En la figura 2.6 se observa 
un esquema de la planta. 
 
Figura 2.6: Esquema de la planta estudiada. 
 
2.5.2. Características de la planta 
La variable a controlar es la temperatura de la mezcla de aceite con alcohol en el interior del 
reactor. La fracción másica de ácidos grasos de esteres metílicos (FAME) que también es una variable 
de salida del sistema sólo será observada para verificar que se cumple con los objetivos de la tesis de 
lograr una mejora en la eficiencia de conversión. 
 
 
𝐶𝑇𝐺𝑜, 𝐶𝐴𝑜, 𝐹𝑜, 𝑇𝑜 
𝐹𝐶 , 𝑇𝐶  
𝑁 
𝑇 
 𝜒𝐸  
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a. Variables de entrada 
 Flujo de ingreso (𝐹𝑜) 
 Temperatura de la mezcla de ingreso (𝑇𝑜) 
 Concentración de triglicéridos de la mezcla de ingreso (𝐶𝑇𝐺𝑜) 
 Concentración de alcohol de la mezcla de ingreso (𝐶𝐴𝑜) 
 Flujo del refrigerante (𝐹𝐶) 
 Temperatura del refrigerante (𝑇𝐶) 
 Velocidad de giro del agitador (𝑁) 
 
b. Estados del sistema 
 Concentración de triglicéridos (𝐶𝑇𝐺) 
 Concentración de diglicéridos (𝐶𝐷𝐺) 
 Concentración de monoglicéridos (𝐶𝑀𝐺) 
 Concentración de metanol (𝐶𝑀) 
 Concentración de glicerol (𝐶𝐺) 
 Concentración de esteres metílicos (𝐶𝐸) 
 Temperatura del reactor (𝑇) 
 
c. Variables de salida 
 Fracción másica de ácidos grasos de esteres metílicos (𝜒𝐸) 
 Temperatura del reactor (𝑇) 
 
2.6. Validación del modelo matemático 
 
2.6.1. Simulación del modelo 
La simulación del modelo matemático del reactor se realizó con la ayuda del software 
Matlab, en el cual se implementó una función S en Simulink. Para ello se usaron las ecuaciones del 
(2.9) al (2.15) para representar el modelo matemático del reactor, junto a las ecuaciones 
auxiliares:(2.4) al (2.7), (2.16) y (2.19). 
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Los parámetros del reactor y las constantes químicas (como la capacidad calorífica, calor de 
la reacción, constantes cinéticas de la reacción, energía de activación) usadas para la simulación del 
proceso se detallan en el anexo A. 
 
2.6.2. Validación del modelo del sistema 
Para la validación del modelo matemático se compararon los resultados obtenidos a partir de 
la simulación del proceso y los resultados experimentales mostrados en [15]. Para la simulación se 
tomaron los datos de la tabla A.7 del anexo A como los valores iniciales de la concentración y la 
temperatura inicial se consideró como 50ºC. Debido a que los datos experimentales usados para la 
validación son de un reactor tipo batch, se procedió a simular el proceso considerando que el flujo 
de ingreso y el flujo del refrigerante son iguales a cero. 
En las figuras 2.7 y 2.9 se muestra la respuesta temporal según [15], mientras que en las 
figuras 2.8 y 2.10 se muestran las respuestas temporales de las variables consideradas en el modelo 




Respuesta temporal de la concentración para 𝑇 = 50º𝐶, donde se representa los datos de simulación y los datos 
experimentales (línea continua, datos de simulación; □, triglicéridos; o, diglicéridos; ∆, monoglicéridos; ×, 
glicerol; ▲, esteres metílicos; +, metanol) 




Figura 2.8: Respuesta temporal de la concentración obtenida mediante simulación del modelo 










Figura 2.10: Respuesta temporal de la fracción másica de los esteres metílicos, obtenida mediante 
simulación del modelo matemático, para diferentes temperaturas. 
En las gráficas mostradas se observa que las respuestas temporales de todas las variables 
tienen un comportamiento dinámico similar. En la tabla 2.1, se resumen las características de las 
respuestas temporales obtenidas. 



















Experimental 15 2.1458 2.0875 15 4.125 
Simulación 15 2.2053 2.1834 15 4.097 
 
A partir de los valores presentados en la tabla 2.1, se puede hallar el error porcentual. 








donde 𝑁, denota el número de muestras que para el caso de 𝐶𝐸 es 2 y en la caso de 𝐶𝑀 es 1, 
obteniéndose un error porcentual de 3.68% para los esteres metílicos y 0.68% para el metanol. 
Los resultados de validación obtenidos muestran que el modelo matemático describe de 
forma adecuada el proceso objeto de estudio y por consiguiente puede ser utilizado en el diseño de 




 La reacción de transesterificación comprende reacciones consecutivas y reversibles que 
hacen que esta reacción química sea compleja. 
 La ecuación de Arrhenius presenta un término no lineal, lo cual introduce esta característica 
a las ecuaciones matemáticas que describe el proceso estudiado. 
 Las ecuaciones de balance de masa y energía permiten obtener un modelo matemático del 
proceso. 
 El modelo matemático obtenido describe de forma adecuada el proceso objeto de estudio, 
por lo tanto puede ser usado para el diseño del controlador QDMC. 
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CAPÍTULO 3: ANÁLISIS DEL COMPORTAMIENTO DINÁMICO Y 
LINEALIZACIÓN DEL MODELO MATEMÁTICO DE LA 
TEMPERATURA DEL REACTOR DE TRANSESTERIFICACIÓN. 
 
3.1. Introducción 
El diseño de controladores requiere aplicar la técnica más sencilla posible [5]. El uso de 
controladores avanzados debe restringirse a procesos complejos y su uso debe estar bien justificado 
[58]. Por ello en este capítulo, se analiza la dinámica del sistema en lazo abierto con la finalidad de 
mostrar las no linealidades inherentes del sistema. También se analizan las interacciones entre las 
variables con la finalidad de justificar el uso de un controlador dinámico de matriz cuadrática 
(QDMC). 
Para el análisis del sistema, se estableció un rango de operación y posteriormente se 
estableció un punto de operación, que es usado en la linealización del sistema. Debido a que el 
controlador QDMC requiere de un modelo lineal para su diseño. 
En base al análisis del comportamiento dinámico del sistema se determinaron las variables 
de control y de perturbación. 
 
3.2. Selección de las variables de control y perturbaciones del sistema 
La selección de la variable de control es de suma importancia para el diseño de un buen 
controlador, por ello en esta sección se procede primeramente a analizar el comportamiento del 
sistema. Posteriormente, se definen las características de la planta y se especifica la variable de 
control y la perturbación medible que serán usadas para el diseño del controlador QDMC. 
 
3.2.1. Análisis del comportamiento del sistema 
Para analizar el comportamiento del sistema frente a distintos cambios de las variables de 
entrada, se realizaron pruebas tomando como punto de inicio las condiciones de operación que se 
muestran en la tabla 3.1. Como siguiente paso, se variaron las señales de entrada dentro de los rangos 
de operación mostrados en la tabla 3.2. 
En las figuras 3.1 al 3.7 se muestra las respuestas temporales del sistema frente a los cambios 
en las entradas alrededor de los rangos de operación de la tabla 3.2. 
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Tabla 3.1: Condiciones de operación iniciales para análisis del comportamiento del sistema. 
Parámetros Símbolo Valor Unidad 
Flujo de ingreso 𝐹𝑜 0.01 m3/s 
Temperatura de la mezcla de ingreso 𝑇𝑜 50 ºC 
Flujo del refrigerante 𝐹𝐶 0.001 m3/s 
Temperatura del refrigerante 𝑇𝐶  15 ºC 
Velocidad de giro del agitador 𝑁 6 rps 
Concentración de triglicéridos de la 
mezcla de ingreso 𝐶𝑇𝐺𝑜 611 mol/m
3 
Concentración de alcohol de la 
mezcla de ingreso 𝐶𝑀𝑜 5670 mol/m
3 
 




Mínimo Máximo Incremento 
Flujo de ingreso 𝐹𝑜 0.01 0.1 0.01 m3/s 
Temperatura de la mezcla de 
ingreso 𝑇𝑜 50 65 3 ºC 
Flujo del refrigerante 𝐹𝐶 0.001 0.01 0.001 m3/s 
Temperatura del refrigerante 𝑇𝐶  15 25 1 ºC 
Velocidad de giro del agitador 𝑁 6 18 2 rps 
Concentración de triglicéridos 
de la mezcla de ingreso 𝐶𝑇𝐺𝑜 611 746.9 27.16 mol/m
3 
Concentración de alcohol de la 




El flujo de ingreso 𝐹𝑜 varía desde 0.01 m3/s a 0.1 m3/s con cambios de 0.01 m3/s cada 1200 min. Los demás 
parámetros se mantienen en los valores expresados en la tabla 3.2. 





La temperatura de ingreso 𝑇𝑜 varía desde 50 ºC a 65 ºC con cambios de 3 ºC cada 1200 min. Los demás 
parámetros se mantienen en los valores expresados en la tabla 3.2. 




El flujo del refrigerante 𝐹𝐶 varía desde 0.001 m3/s a 0.01 m3/s con cambios de 0.001 m3/s cada 1200 min. Los 
demás parámetros se mantienen en los valores expresados en la tabla 3.2. 






La temperatura del refrigerante 𝑇𝐶  varía desde 15ºC a 25ºC con cambios de 2ºC cada 1200 min. Los demás 
parámetros se mantienen en los valores expresados en la tabla 3.2. 




La velocidad de giro del agitador 𝑁 varía desde 6 a 18 rps, con cambios de 2 rps cada 1200 min. Los demás 
parámetros se mantienen en los valores expresados en la tabla 3.2. 






La concentración de triglicéridos 𝐶𝑇𝐺𝑜 varía desde 611 a 746.9 mol/ m3, con cambios de 27.16 mol/ m3 cada 
1200 min. Los demás parámetros se mantienen en los valores expresados en la tabla 3.2. 




La concentración de metanol 𝐶𝑀𝑜 varía desde 5670 a 6930 mol/m3, con cambios de 252 mol/ m3 cada 1200 
min. Los demás parámetros se mantienen en los valores expresados en la tabla 3.2. 
Figura 3.7: Respuesta del sistema para la variación de 𝑪𝑴𝒐. 
 
A partir de las características estáticas del sistema mostradas en las figuras anteriores, se 
observa que: 
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 La velocidad de giro N en el rango de operación considerado no genera variaciones 
considerables al sistema para ninguna de las variables de salida. 
 El flujo de ingreso es la única variable de entrada que genera una variación considerable en 
el porcentaje de masa de FAME. 
 Las variables de concentración de triglicéridos y metanol generan una variación muy 
pequeña en la temperatura y en el porcentaje de masa de FAME. 
 La temperatura de ingreso, el flujo de refrigerante y el flujo de ingreso de la mezcla ejercen 
una influencia considerable en la temperatura. Siendo las dos primeras, las que generan un 
mayor efecto en esta variable de salida. 
 
3.2.2. Características de la planta objeto de estudio 
A partir de las conclusiones mencionadas en la sección previa, se realiza la siguiente 
caracterización de la planta objeto de estudio: 
 Variable controlada: Temperatura del reactor 𝑇 
 Variable de control: Temperatura de ingreso 𝑇𝑜  
 Perturbación medible: Flujo de ingreso 𝐹𝑜 
 
 
3.3. Linealización del modelo matemático 
La linealización es una aproximación lineal de un sistema no lineal que es válida en una 
región pequeña alrededor del punto de operación. 
La expresión de Arrhenius: 
𝑘𝑗 = 𝑘𝑜𝑗 𝑒𝑥𝑝(−𝐸𝑎𝑗/𝑅𝑇) (3.1) 
define las principales relaciones existentes entre las variables de estado del sistema. El término 
exponencial es no lineal, y ello implica que el sistema en general tenga este tipo de comportamiento. 
 
 
3.3.1. Punto de operación del sistema 
Se utilizó la función findop de Matlab, para obtener el punto de operación del sistema bajo 
las condiciones de operación expresadas en la tabla 3.3. 
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Tabla 3.3: Condiciones de operación para linealización del modelo. 
Condiciones de operación del 
sistema 
Símbolo Valor Unidad 
Flujo de ingreso 𝐹𝑜 0.01 m3/s 
Temperatura de la mezcla de ingreso 𝑇𝑜 60 ºC 
Flujo del refrigerante 𝐹𝐶 0.001 m3/s 
Temperatura del refrigerante 𝑇𝐶  20 ºC 
Velocidad de giro del agitador 𝑁 12 rps 
Concentración de triglicéridos de la 
mezcla de ingreso 𝐶𝑇𝐺𝑜 679 mol/m
3 
Concentración de alcohol de la 
mezcla de ingreso 𝐶𝑀𝑜 6300 mol/m
3 
 
Con los valores de la tabla 3.3, considerando que los valores iniciales de las concentraciones 
toman los valores de la tabla A.7 del anexo A y que la temperatura inicial es 60ºC, se obtienen las 
siguientes respuestas temporales mostradas en la figura 3.8. 
 
 
Figura 3.8: Respuestas temporales de las variables del reactor para las condiciones de operación de 
la tabla 3.3. 
 
De la figura 3.8, se observa que el comportamiento de la temperatura es mucho más complejo 
que el de la fracción de masa de FAME. La temperatura tiene una respuesta más lenta con un tiempo 
de establecimiento de alrededor de 170 min y presenta una respuesta inversa que puede apreciarse 
en la figura 3.9. Por otro lado, la variable 𝜒𝐸 presenta un tiempo de establecimiento de 
aproximadamente 20 min. 
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Figura 3.9: Respuestas temporales del sistema para las condiciones de operación de la tabla 3.3, 
durante los primeros 20 minutos. 
Mediante el uso de la función findop de Matlab, y bajo las condiciones de operación de la 
tabla 3.3, se obtuvieron los valores de las variables de salida que se muestran en la tabla 3.4 y las 
condiciones de estado estable del sistema que se muestran en la tabla 3.5. 
Tabla 3.4: Valores de las variables de salida en el punto de operación. 
Parámetros Símbolo Valor Unidad 
Porcentaje másico de FAME 𝜒𝐸  92.4 % 
Temperatura del reactor 𝑇 63.4 ºC 
 
Tabla 3.5: Estado estable. 
Parámetros Símbolo Valor Unidad 
Concentración de triglicéridos 𝐶𝑇𝐺 40.4 mol/m3 
Concentración de diglicéridos 𝐶𝐷𝐺 12.7 mol/m3 
Concentración de monoglicéridos 𝐶𝑀𝐺 17.7 mol/m3 
Concentración de metanol 𝐶𝑀 4240 mol/m3 
Concentración de glicerol 𝐶𝐺 724 mol/m3 
Concentración de esteres metílicos 𝐶𝐸 2060 mol/m3 
Temperatura del reactor 𝑇 63.4 ºC 
 
3.3.2. Linealización del modelo 
En el presente trabajo, se utilizó un modelo en espacio de estados de la forma: 
?̇? =  𝐴𝑥 + 𝐵𝑢






























𝑦 =  𝑇 
 










































































Para la obtención de este modelo, se utilizó la función linearize de Matlab  que permite 
obtener un modelo en espacio de estados del sistema alrededor del punto de operación obtenido 
anteriormente con la función findop. El tiempo de muestreo usado para la linealización es 𝑇𝑠 =  20 𝑠. 










−0.0069 0.0024 0 0 0 0 −0.0040
0.0066 −0.0335 0.0075 0 0 0 0
0 0.0308 −0.0370 0 0 0 0.0064
−0.0066 −0.0284 −0.0217 0 0 0 −0.0070
0 0 0.0291 0 0 0 −0.0017
0.0066 0.0284 0.0217 0 0 0 0.0070






























C =  [0 0 0 0 0 0 1] 
 
3.4. Análisis del modelo lineal 
 
3.4.1. Punto de equilibrio 
Usando la definición de punto de equilibrio brindada por [43]: «Un punto de equilibrio 𝑥𝑒 
en el espacio de estado es un punto en el cual un sistema permanece en ausencia de entradas externas 
o perturbaciones.»  
Es decir que para que 𝑥𝑒 sea un punto de equilibrio, se debe cumplir que: 
𝑥?̇? = 0 

























son cercanas a 0, por lo cual 𝑥𝑜 es un punto de equilibrio. 
 
3.4.2. Estabilidad del sistema 
Para analizar la estabilidad en el espacio de estados se utiliza la definición brindada por [43]. 
El cual establece que para que un sistema sea estable, en el sentido de Lyapunov, todos los 
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autovalores de la matriz 𝐴 deben ser estar en la región de estabilidad (mitad izquierda del plano 𝑠 para 
sistemas continuos). 






















Dado que todos los valores son negativos, y se encuentran en la región de estabilidad, el 
sistema es estable. 
 
3.5. Conclusiones 
 El análisis del comportamiento dinámico permitió caracterizar la planta y determinar la 
variable de control y las perturbaciones del sistema. 
 El punto de operación considerado también es un punto de equilibrio. 
 La planta objeto de estudio representa a un sistema estable, lo cual fue comprobado mediante 
el análisis de los autovalores del modelo lineal en espacio de estados. 
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CAPÍTULO 4: DISEÑO DEL CONTROLADOR PREDICTIVO DEL 
REACTOR DE TRANSESTERIFICACIÓN. 
 
4.1. Introducción al controlador QDMC 
El QDMC es un controlador predictivo que permite lidiar con sistemas no lineales de 
dinámica compleja y también permite imponer restricciones a las variables de control y de salida. 
Esto permite trabajar alrededor de las restricciones y tener cambios suaves en la variable controlada. 
Para el diseño del controlador QDMC, primeramente se abordará la base teórica que 
fundamenta a este controlador y posteriormente se procederá a su diseño para el control del reactor 
de transesterificación. 
En este capítulo también se realiza el diseño de un controlador DMC usado con fines de 
comparación con el controlador QDMC. 
 
4.2. Fundamentos del control predictivo 
El término control predictivo basado en modelo (MPC) se refiere a un amplio rango de 
métodos de control que utilizan un modelo del proceso para obtener una señal de control por medio 
de la minimización de una función objetivo. Los diferentes controladores MPC sólo difieren entre 
ellos en el modelo usado para la representación del proceso, las perturbaciones y la función de costo 
a minimizar [23]. 
 
4.2.1. Estrategia de control MPC 
La estrategia usada por los controladores que pertenecen a la familia de MPC sigue la 
secuencia que se describe a continuación y se muestra en la figura 4.1: 
1. Se utiliza un modelo dinámico, denominado modelo de predicción, para hallar la salida del 
sistema sobre un horizonte determinado (horizonte de predicción 𝑝). Las salidas futuras 
depende de valores pasados de las entradas y salidas del sistema; y de las señales de control 
futuras. 
2. Se calcula las señales de control futuras, sobre un horizonte de control 𝑐, mediante la 
minimización de un criterio determinado que permite mantener la variable controlada lo más 
cercano posible a la trayectoria de referencia. Generalmente el criterio usado es una función 
cuadrática de los errores entre las señales calculadas y la trayectoria de referencia prevista. 
En la mayoría de los casos también se incluye el esfuerzo en el control en la función objetivo. 
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3. Se aplica la primera señal de control y se rechazan las demás señales, dado que en el siguiente 
instante de muestreo se repite el proceso desde el primer paso con los nuevos valores. 
 
Fuente:  
Figura 4.1: Idea básica del control predictivo. 
La estructura básica de un controlador predictivo se describe en la figura 4.2. 
 
Fuente:  
Figura 4.2: Estructura básica de un controlador MPC. 
 
4.3. Controlador de matriz dinámica DMC 
Para el diseño del controlador DMC se usaron las teorías y definiciones que se ofrecen en 
[59]. 
Considerar que en esta sección se denotan en negrita los vectores y matrices, en cambio los 
















4.3.1. Modelo de la respuesta finita al escalón unitario 
En la figura 4.3, se muestra la respuesta a un escalón unitario. 
 
Fuente:  
Figura 4.3: Respuesta al escalón unitario. 
La respuesta finita al escalón unitario (finite step response – FSR), se define como: 
𝑠 = [𝑠(1), 𝑠(2), 𝑠(3), … , 𝑠(𝑛)]𝑇 
Asumiendo que: 
 No existe una reacción inmediata a la entrada del sistema (sistemas digitales), por lo tanto 
𝑠(0) = 0. 
 El sistema permanece estable luego de 𝑛 instantes de tiempo, es decir 𝑠(𝑛 + 1) =
𝑠(𝑛 + 2) = ⋯ =  𝑠(𝑛) . 
La dinámica del sistema se puede describir completamente usando los coeficientes del 
modelo FSR. La salida para el instante 𝑘, se puede hallar con la siguiente expresión: 
𝑦(𝑘) =∑𝑠(𝑖)∆𝑢(𝑘 − 𝑖)
∞
𝑖=1






4.3.1. Modelo de predicción para una planta sin perturbaciones 
Para el cálculo de la señal de control es necesario calcular el valor de la variable de salida 
sobre el horizonte de predicción. Esta señal de salida presenta de dos partes, una libre y otra forzada. 
𝑃𝑟𝑒𝑑𝑖𝑐𝑐𝑖ó𝑛 𝑑𝑒 𝑙𝑎 𝑠𝑎𝑙𝑖𝑑𝑎 = 𝑃𝑟𝑒𝑑𝑖𝑐𝑐𝑖ó𝑛 𝑑𝑒 𝑙𝑎 𝑟𝑒𝑠𝑝𝑢𝑒𝑠𝑡𝑎 𝑙𝑖𝑏𝑟𝑒 + 𝑃𝑟𝑒𝑑𝑖𝑐𝑐𝑖ó𝑛 𝑑𝑒 𝑙𝑎 𝑟𝑒𝑠𝑝𝑢𝑒𝑠𝑡𝑎 𝑓𝑜𝑟𝑧𝑎𝑑𝑎 
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Para el cálculo de la respuesta libre, se asume que los cambios actuales y futuros de la entrada 
son iguales a 0,  ∆𝑢(𝑘) =  ∆𝑢(𝑘 + 1) = ⋯ = 0. 
La respuesta forzada corresponde a la respuesta del sistema debido a cambios actuales y 
futuros en la señal de entrada. 
 
4.3.1.1. Predicción de la salida 
Usando la ecuación (4.1), se obtiene que la predicción de la salida es: 
𝑦(𝑘|𝑘) = ∑ 𝑠(𝑖)∆𝑢(𝑘 − 𝑖)
𝑛−1
𝑖=1
+ 𝑠(𝑛)𝑢(𝑘 − 𝑛)
⏟                      
𝑓(𝑘|𝑘)
𝑦(𝑘 + 1|𝑘) = ∑ 𝑠(𝑖)∆𝑢(𝑘 + 1 − 𝑖)
𝑛−1
𝑖=1
+ 𝑠(𝑛)𝑢(𝑘 + 1 − 𝑛)
⏟                            
𝑓(𝑘 + 1|𝑘)
+ 𝑠(1)∆𝑢(𝑘|𝑘)
𝑦(𝑘 + 2|𝑘) = ∑ 𝑠(𝑖)∆𝑢(𝑘 + 2 − 𝑖)
𝑛−1
𝑖=1
+ 𝑠(𝑛)𝑢(𝑘 + 2 − 𝑛)
⏟                            
𝑓(𝑘 + 2|𝑘)
1 1 +𝑠(1)∆𝑢(𝑘 + 1|𝑘) + 𝑠(2)∆𝑢(𝑘|𝑘)
1 1 ⋮
𝑦(𝑘 + 𝑛 − 1|𝑘) = 𝑠(𝑛)𝑢(𝑘 − 1)⏟        
𝑓(𝑘 + 𝑛 − 1|𝑘)
+∑𝑠(𝑖)∆𝑢(𝑘 − 𝑖 + 𝑛 − 1|𝑘)
𝑛−1
𝑖=1
𝑦(𝑘 + 𝑛|𝑘) = 𝑠(𝑛)𝑢(𝑘 − 1)⏟        
𝑓(𝑘 + 𝑛 − 1|𝑘)





donde el primer término del lado derecho de las expresiones anteriores corresponde a la respuesta 
libre 𝑓 (una función de las entradas pasadas). El segundo término del lado derecho es la respuesta 
forzada (en función de los cambios de los valores actuales y futuros de la variable de entrada). 















⏟        
𝒇(𝑘 + 1|𝑘)
(1) (1) + [
𝑠(1) 0(1) ⋯ (1) 0(1)
𝑠(2) 𝑠(1) ⋱ (1) ⋮ (1)
⋮ (1) ⋮ (1) ⋱ (1) 0(1)
𝑠(𝑛) 𝑠(𝑛 − 1) ⋯ (1) 𝑠(1)
]






∆𝑢(𝑘 + 𝑛 − 1|𝑘)
]








?̂?(𝑘 + 1) = 𝑴𝒇(𝑘) + 𝑮∆𝒖(𝑘) (4.4) 
donde 𝑴𝒇 es la respuesta libre y 𝑮 es la llamada matriz dinámica, que describe los efectos generados 
en la salida del sistema debido a cambios en los valores actuales y futuros de la señal de entrada. La 
respuesta forzada está constituida por 𝑮∆𝒖. 
 
 
4.3.1.2. Respuesta libre del sistema 
En el instante 𝑘 + 1, la respuesta libre es: 
𝑓(𝑘 + 1) = [𝑓(𝑘 + 1│𝑘), 𝑓(𝑘 + 2│𝑘),… , 𝑓(𝑘 + 𝑛 − 1│𝑘), 𝑓(𝑘 + 𝑛 − 1│𝑘)]^𝑇 + 𝑠∆𝑢(𝑘) ) 
 
donde el último término 𝑓(𝑘 + 𝑛 − 1|𝑘) se repite pues se asume que los transitorios han terminado 
luego de 𝑛 instantes. El término más a la derecha representa los cambios generados debido al escalón  
de la entrada ∆𝑢 que se aplicó en el instante 𝑘. La forma matricial de la respuesta libre está dada por: 
 






0 1 0 …0 0
0 0 1 ⋱ ⋮
⋮ 0 0 ⋱ 0
0 0 0 ⋱ 1

























𝒇(𝑘 + 1) = 𝑴𝒇(𝑘) + 𝑠∆𝑢(𝑘)
 
(4.5) 
donde 𝑴 es una matriz diagonal con unos por encima de la diagonal principal, y 𝒔 es el vector de 
coeficientes de la respuesta al escalón unitario. 
 
 
4.3.2. Modelo de predicción para una planta con perturbaciones 
Considerando que las perturbaciones medibles se representan por 𝑑, y las perturbaciones no 
medibles se denotan por 𝑤; la salida de una planta con perturbaciones está representada por: 














1 1 + [
𝑠𝑢(1) 0 … 0
𝑠𝑢(2) 𝑠û (1) ⋱ ⋮
⋮ ⋮ ⋱ 0












𝑠𝑑(1) 0 … 0
𝑠𝑑(2) 𝑠𝑑(1) ⋱ ⋮
⋮ ⋮ ⋱ 0








∆𝑑(𝑘 + 𝑝 − 1|𝑘)
]








donde 𝑺𝒖 y 𝑺𝒅 denotan las respuestas FSR de la variable manipulada y las perturbaciones medibles 
respectivamente. Estas matrices deben tener tantas columnas como lo indique el horizonte de 
predicción 𝑝, en caso de que 𝑛 < 𝑝, se completa los elementos faltantes duplicando los últimos 
valores 𝑠𝑢(𝑛) y 𝑠𝑑(𝑛). 
Asumiendo que las perturbaciones medibles y no medibles permanecen constantes en el 
futuro; y que las perturbaciones no medibles en el instante 𝑘, se pueden estimar a partir de la 
diferencia entre el valor medido en la salida y la predicción de la salida. La ecuación (4.6) se 












1 1 + [
𝑠𝑢(1) 0 … 0
𝑠𝑢(2) 𝑠𝑢(1) ⋱ ⋮
⋮ ⋮ ⋱ 0
























] (𝑦(𝑘) −  𝑓(𝑘|𝑘))
?̂?(𝑘 + 1)⏟    
𝑝𝑟𝑒𝑑𝑖𝑐𝑐𝑖ó𝑛
= 𝑻𝒇(𝑘 + 1)⏟      
𝑝𝑎𝑠𝑎𝑑𝑜
+ 𝑺𝒅∆𝑑(𝑘) + (𝑦(𝑘) − 𝑓(𝑘|𝑘))⏟                  
𝑝𝑟𝑒𝑠𝑒𝑛𝑡𝑒





de donde se aprecia que la predicción de la salida consiste de: una respuesta libre 𝑻𝒇 debido a la 
respuesta del sistema en el pasado, un término de feedforward (perturbaciones medidas) y un término 
de retroalimentación basado en el estado actual del sistema, y un término que corresponde a las 
acciones futuras de la planta 𝑮∆𝑢 (calculado por el optimizador). 
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4.3.2.1. Respuesta libre del sistema 
En la ecuación (4.5), la respuesta libre 𝑓 era un vector columna de 𝑛 elementos. Sin embargo 
como se debe calcular la predicción de la salida sobre el horizonte 𝑝, en la ecuación (4.7), se utiliza 
la matriz 𝑻 de tamaño 𝑝 × 𝑛. 








0 1 0 0 ⋯0 0
0 0 1 ⋱ 0 0
⋮ 0 0 ⋱ 0 ⋮
0 0 0 ⋱ 1 0
0 0 …0 0 0 1
⋮ 0 0 0 ⋮ ⋮


















0 1 0 0 ⋯0 0
0 0 1 ⋱ 0 0
⋮ 0 0 ⋱ 0 ⋮
0 0 0 ⋱ 1 0
0 0 …0 0 0 1
















0 1 0 0 ⋯0 0 0 ⋯0 0
0 0 1 ⋱ 0 0 0 0 0
⋮ 0 0 ⋱ 0 0 0 0 ⋮
0 0 0 ⋱ 1 0 ⋯0 0 0









La respuesta libre del sistema con perturbaciones medibles debe ser actualizada para incluir 
el término feedforward, para ello se utiliza la siguiente expresión: 
𝒇(𝒌 + 𝟏) = 𝑴𝒇(𝒌) + 𝒔𝒖∆𝒖(𝒌) + 𝒔𝒅∆𝒅(𝒌) (4.11) 
 
4.3.2.2. Horizonte de control 
El horizonte de control 𝑐 indica la cantidad de movimientos futuros de control que serán 
considerados para la optimización, los cambios restantes serán iguales a 0. 
La predicción de salida se puede reescribir como: 
?̂?(𝒌 + 𝟏) = 𝑻𝒇(𝒌 + 𝟏) + 𝑺𝒅∆𝒅(𝒌) + (𝒚(𝒌) − 𝒇(𝒌|𝒌))⏟                          
𝒚𝒑(𝒌+𝟏)
+ 𝑮∆𝒖(𝒌)
𝟎 = 𝒚𝒑(𝒌 + 𝟏) + 𝑮∆𝒖(𝒌)
 
(4.12) 











𝑠𝑢(1) 0 … 0
𝑠𝑢(2) 𝑠𝑢(1) ⋱ ⋮
0 𝑠𝑢(2) ⋱ 0
⋮ 0 ⋱ 𝑠𝑢(1)
0 ⋮ 0 𝑠𝑢(2)
0𝑠𝑢 0 0 ⋮











El objetivo de control de un controlador DMC es encontrar una secuencia de ∆𝑢 que permita 
obtener una respuesta forzada 𝑮∆𝑢(𝑘) que haga que la salida de la planta sea cercana a la secuencia 
del setpoint deseado 𝒚𝑟𝑒𝑓. Para lograr este objetivo se define una función de coste que permita 
minimizar la suma de los errores cuadráticos. 
𝑱 =  ‖?̂? − 𝒚𝒔𝒑‖ (4.14) 
El problema de optimización consiste en encontrar un valor ∆𝑢 que minimice 𝐽. Dado que 
esta función es cuadrática, se puede resolver igualando la derivada de la función cuadrática a cero. 
Usando la ecuación (4.7) para hallar ?̂? y reemplazando en (4.14), se obtiene: 
𝝏𝑱
𝝏𝒖
=  𝟐𝑮𝑻[𝑮∆𝒖 − (𝒚𝒔𝒑 − 𝒚𝒑)] = 𝟎  
𝜟𝒖 =  [𝑮𝑻𝑮]−𝟏𝑮𝑻(𝒚𝒔𝒑 − 𝒚𝒑) (4.15) 
Resulta conveniente incluir en la función de coste un factor de peso 𝜆 para incluir los 
movimientos de control ∆𝒖. 
𝑱 =  ‖?̂? − 𝒚𝒔𝒑‖ + ∆𝒖𝑻𝝀∆𝒖 (4.16) 
cuya solución es: 
𝜟𝒖 =  [𝑮𝑻𝑮+ 𝝀𝑰]−𝟏𝑮𝑻⏟          
𝑯






4.4. Controlador de matriz dinámica cuadrática QDMC 
La desventaja que presenta el controlador DMC es que su algoritmo no toma en cuenta 
restricciones al sistema que se dan en los problemas reales de control. Por ello, para lidiar con dichas 





En los problemas reales de control, las especificaciones del sistema de control pueden 
expresarse como restricciones: 
 Restricciones en la variable de entrada o manipulada (MV por sus siglas en inglés) 
 Restricciones en las tasas de cambio de la variable de entrada (∆MV) 
 Restricciones en la salida o variable controlada (CV) 




4.4.1.1. Restricciones en los cambios de MV 
Para límites superiores e inferiores en los cambios de la variable de control, se tiene: 
∆𝒖𝒎𝒊𝒏 ≤ ∆𝒖(𝒌) ≤ ∆𝒖𝒎𝒂𝒙  











∆𝒖(𝒌 + 𝒄 − 𝟏)
]







































4.4.1.2. Restricciones en MV 
Para límites superiores e inferiores en los cambios de la variable de control, se tiene: 
𝒖𝒎𝒊𝒏 ≤ 𝒖(𝒌) ≤ 𝒖𝒎𝒂𝒙  












∆𝑢(𝑘 + 𝑐 − 1)
]


















































 𝑢(𝑘 − 1)












1 0 0 ⋯ 0
1 1 0 0 0
⋮ ⋱ ⋱ ⋱ ⋮
1 1 1 1 0









4.4.1.1. Restricciones en CV 
Para límites superiores e inferiores en los cambios de la variable de control, se tiene: 
𝒚𝒎𝒊𝒏 ≤ 𝒚(𝒌) ≤ 𝒚𝒎𝒂𝒙  











∆𝑢(𝑘 + 𝑐 − 1)
]















4.4.1.2. Combinación de restricciones 
Las restricciones mostradas anteriormente representan los tipos más importantes de 
restricciones de control en los procesos industriales. Las condiciones anteriores se pueden combinar 





















𝑱 = [?̂? − 𝒚𝒔𝒑]𝑻[?̂? − 𝒚𝒔𝒑] + ∆𝒖𝑻𝝀∆𝒖 
𝑠𝑢𝑗𝑒𝑡𝑜 𝑎 𝑨∆𝒖 ≤ 𝒃 (4.23) 
La programación cuadrática (quadratic programming – QP) provee un medio para resolver 






𝒙𝑻𝑯𝒙 + 𝒄𝑻𝒙) 
𝑠𝑢𝑗𝑒𝑡𝑜 𝑎 𝑨𝒙 ≤ 𝒃 (4.24) 
Las restricciones ya se encuentran expresadas en la forma de la ecuación (4.24), como se 
observa en la ecuación (4.22), pero la función de costo no, por lo cual al realizar las operaciones 
necesarias, se obtiene que: 
𝑱 = ∆𝒖𝑻 [𝑮𝑻𝑮+ 𝝀𝑰]⏟      
𝑯










La matriz 𝑯 se denomina Hessiana, y 𝒄𝑻 es el vector gradiente. 







4.4.1. Restricciones suaves 
La QP garantiza la convergencia y obtención de un mínimo global siempre que el problema 
sea factible (exista una solución), en caso ello no suceda una alternativa es dividir las restricciones 
en suaves y duras. 
Las restricciones duras deben cumplirse, generalmente se aplican para las restricciones de la 
variable manipulada, en cambio las restricciones suaves son aquellas que pueden tolerar algunas 
violaciones siempre que sea necesario. En ellas se incluye a las restricciones de la variable 
controlada. 
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El uso de restricciones suaves permite evitar la no factibilidad en QP. En este caso se varían 
las restricciones de la variable de entrada como sigue: 
𝒚𝒎𝒊𝒏 − 𝜺 ≤ 𝒚(𝒌) ≤ 𝒚𝒎𝒂𝒙 + 𝜺  





































































4.5. Desarrollo de los sistemas de control 
 
4.5.1. Modelo de predicción 
En la sección 4.3.2, se estableció que el modelo usado para la predicción de la salida está 
representado por la ecuación (4.6) y viene a ser la respuesta finita al escalón unitario (FSR). 
Para hallar la FSR, se utilizó el modelo lineal en espacio de estados hallado en la sección 
3.3.2. 








−0.0069 0.0024 0 0 0 0 −0.0040
0.0066 −0.0335 0.0075 0 0 0 0
0 0.0308 −0.0370 0 0 0 0.0064
−0.0066 −0.0284 −0.0217 0 0 0 −0.0070
0 0 0.0291 0 0 0 −0.0017
0.0066 0.0284 0.0217 0 0 0 0.0070






























𝐶 = [0 0 0 0 0 0 1] 
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El cual se procedió a discretizar usando la función c2d  de Matlab con un tiempo de muestreo 
𝑇𝑠 =  20 𝑠 y un retenedor de orden cero. Luego se procedió a usar la función step de Matlab, con la 
finalidad de obtener el modelo FSR del sistema, el cual se representa en las figuras 4.4 y 4.5. 
 
Figura 4.4: Respuesta escalón unitario para la Temperatura de ingreso 𝑻𝒐. 
 
Figura 4.5: Respuesta escalón unitario para el flujo de ingreso de la mezcla 𝑭𝒐. 
La figura 4.4, corresponde a la respuesta frente a un escalón unitario en la variable 𝑻𝒐, que 
viene a ser la variable de entrada del controlador por lo tanto esta respuesta corresponde a 𝑺𝑢. Y la 
respuesta mostrada en la figura 4.5, corresponde a la variable 𝐹𝑜, que es la perturbación medida, por 
lo tanto viene a ser el valor  𝑺𝑑. 
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4.5.2. Parámetros del controlador 
Los parámetros del controlador QDMC se resumen en la tabla 4.1. 
Tabla 4.1: Parámetros del controlador QDMC. 
Parámetros Símbolo Valor 
Horizonte de predicción 𝑝 15 
Horizonte de control 𝑐 3 
Factor de peso de 𝚫𝒖 𝜆 0.8 
Estos valores fueron hallados mediante ensayos de prueba y error con la finalidad de obtener 
el menor tiempo de establecimiento y el menor sobreimpulso en el sistema, dado que las temperaturas 
muy altas favorecen  a las reacciones inversas que son desfavorables para el proceso de producción 
de biodiesel. Estos valores también fueron usados para el controlador DMC. 
 
4.5.3. Restricciones del controlador 
Para el caso del controlador QDMC, las restricciones consideradas para las variables del 
proceso son: 
 
a. Temperatura del reactor 
Se consideró como valor mínimo de la temperatura el de la temperatura ambiente (27ºC). 
Para el valor máximo, se consideró que la temperatura no debe ser mayor que la temperatura del 
punto de ebullición del metanol (64.7ºC), por lo cual, se estableció que la temperatura máxima sea 
de 63.5ºC. 
 
b. Temperatura de la mezcla de ingreso 
Se consideraron las mismas restricciones que para la temperatura del reactor, dado que, la 
mezcla de ingreso es la misma que está dentro del reactor. 
 
c. Variaciones en la temperatura de la mezcla de ingreso 
Dado que la variación en la temperatura viene establecida por las características físicas del 
sistema de calentamiento de la mezcla de aceite con metanol, se estableció esta tasa en ±2ºC/min. 
 
54 
4.5.4. Implementación del algoritmo de control 
El algoritmo de control para los controladores DMC y QDMC, comprende dos fases: 
 Una fase inicial (fuera de línea), en la cual, se hallan variables que sólo requieren ser 
hallados una sola vez y permanecen invariables. 
 Una fase de actualización del controlador (en línea), en la cual, se renuevan los valores de 
las variables que dependen de las variables medidas. 
Para la implementación del algoritmo de control se usó el paquete de software Matlab junto 
al entorno de simulación dinámica Simulink.  
En la primera fase, se usó un archivo M-file que contiene los cálculos algebraicos necesarios 
para hallar las variables requeridas. La segunda fase fue implementada mediante el uso del bloque 
MATLAB function de Simulink. 
 
4.5.4.1. Controlador DMC 
Los archivos usados para los cálculos del controlador se muestran en el ANEXO B:, que 
incluyen los archivos: 
dmc_ucnstr_param.m Calcula las variables requeridas en la fase inicial (𝑻,𝑯,𝑴, 𝑺𝒅, 𝑛). 
dmc_uncstr/DMC Calcula las variables de la fase de actualización (𝑢(𝑘), 𝒇(𝑘 + 1),
𝑑(𝑘 − 1)). 
Para resolver el problema de optimización descrito por la ecuación (4.17)  se usó el  operador 
\ de Matlab para hallar el valor 𝑯 requerido para dicha ecuación, que fue hallado en la fase inicial. 
En la figura 4.6 se detalla el bloque MATLAB Function en Simulink, que se implementó. 
 
4.5.4.2. Controlador QDMC con restricciones fuertes 
Los archivos usados para los cálculos del controlador se muestran en el anexo B, que 
incluyen los archivos: 
dmc_cnstr_param.m Calcula las variables requeridas en la fase inicial (𝑻,𝑯,𝐆,𝑴,𝐀,
𝑺𝒅, 𝑛). 
dmc_cnstr/QDMC Calcula las variables de la fase de actualización (𝑢(𝑘), 𝒇(𝑘 + 1),
𝑑(𝑘 − 1)). 
Para resolver el problema de optimización descrito por la ecuación (4.24), se usó la 
programación cuadrática, que en el caso de Matlab se halla mediante la función quadprog 
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El bloque de Simulink usado para implementar la fase de actualización se muestra en la 
figura 4.7. 
 
Figura 4.6: Bloque MATLAB Function de Simulink para la fase de actualización del controlador 
DMC. 
 
4.5.4.1. Controlador QDMC con restricciones suaves 
Los archivos usados para los cálculos del controlador se muestran en el anexo B, que 
incluyen los archivos: 
dmc_cnstr_soft_param.m Calcula las variables requeridas en la fase inicial 
(𝑻,𝑯,𝐆,𝑴,𝐀, 𝑺𝒅, 𝑛). 
dmc_cnstr_soft/QDMC_soft Calcula las variables de la fase de actualización (𝑢(𝑘),      
𝒇(𝑘 + 1), 𝑑(𝑘 − 1)). 
El problema de optimización se resuelve de igual manera que para el caso anterior, dado que 
la única diferencia radica en las matrices 𝑨 y 𝒃; y las variables a optimizar, que para este caso son 
∆𝒖 y 𝜀. 
El bloque de Simulink usado para implementar la fase de actualización se muestra en la 
figura 4.7. En esta gráfica, se observa que los bloques son iguales para los dos casos, pero la 




Bloque MATLAB Function de Simulink. (a) Controlador QDMC con restricciones fuertes. (b) Controlador 
QDMC con restricciones suaves. 
Figura 4.7: Bloque MATLAB Function en Simulink para el controlador QDMC. 
 
4.6. Conclusiones 
 El controlador QDMC a diferencia del controlador DMC permite incluir restricciones a las 
variables del sistema. 
 Las restricciones suaves constituyen una alternativa para evitar la no factibilidad del 
algoritmo QP usado para resolver el problema de optimización del controlador QDMC. 
 El software Matlab es una herramienta muy potente para el diseño de algoritmos de control, 








Se implementaron tres controladores, un controlador DMC para el caso de que no existan 
restricciones, un controlador QDMC con restricciones en la variables manipuladas y controladas, y 
un controlador QDMC con restricciones suaves y duras. También se implementó un controlador PID 
para poder desarrollar una evaluación comparativa del desempeño del sistema de control con los 
controladores diseñados. 
Se analizaron también las respuestas frente a variaciones en la perturbación medible usada 
en el diseño del controlador con la finalidad de analizar la capacidad del controlador para rechazarlas. 
 
5.2. Controlador DMC sin restricciones 
En las figuras 5.1 y 5.2, se muestran la respuesta temporal y la señal de control 
respectivamente del sistema de control diseñado con controlador DMC sin restricciones frente a 
cambios en la variable de salida. 
 
Figura 5.1: Respuesta temporal del sistema de control con controlador DMC con trayectoria de 






Figura 5.2: Señal de control generada por el controlador DMC en la temperatura de ingreso. 
De las gráficas mostradas, se observa que el controlador diseñado presenta una buena 
respuesta en el seguimiento de la trayectoria de referencia de la temperatura. Pero genera una 




5.2.1. Resultados comparativos con controlador PID 
Se diseñó un controlador PID con la ayuda de las herramientas de Matlab para el ajuste de 
controladores PID. Este controlador fue utilizado para evaluar de forma comparativa el desempeño 
del sistema de control diseñado con controladores avanzados (DMC y QDMC) y controlador 
convencional (PID).  
En la figura 5.3 se muestran las respuestas temporales del sistema de control diseñado con 
controladores DMC sin restricciones y PID. En la figura 5.4  se exhiben las señales de control de 
ambos controladores.  
De la figura 5.3 se observa que la respuesta temporal del sistema de control con el  
controlador PID es mejor que la respuesta con controlador DMC debido a que se obtiene un menor 





Figura 5.3: Respuestas temporales del sistema de control diseñado con controladores PID y DMC 
frente al seguimiento de la trayectoria de referencia de la temperatura. 
 
Figura 5.4: Señales de control de los controladores PID y DMC frente al seguimiento de la 
trayectoria de referencia de la temperatura. 
 
5.3. Controlador QDMC con restricciones 
En el epígrafe previo, se observó que las variaciones en la variable de control son bruscas y 
generan una respuesta temporal que es difícil de lograr con un sistema de calentamiento real. Por ello 
se hace imperante el incluir restricciones en el diseño del controlador. 
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Por lo expuesto anteriormente, se procedió al diseño de un controlador QDMC que pueda 
trabajar con restricciones. Para lograrlo, se diseñaron dos controladores uno que trabaja con 
restricciones duras (que no se pueden violar bajo ninguna condición) y otro en el cual se incluye 
restricciones suaves para la temperatura del reactor. 
En la figura 5.5 se muestra la respuesta temporal del sistema de control diseñado con el 
controlador QDMC con restricciones duras frente a cambios en la referencia de temperatura del 
reactor. En la figura 5.6 se exhibe la señal de control del controlador.  
 
Figura 5.5: Respuesta temporal del sistema de control con controlador QDMC con restricciones 
duras en el seguimiento de la trayectoria de la temperatura del reactor. 
Dado que la referencia de la temperatura del reactor se encuentra en la cercanía del valor 
máximo de dicha variable, el QDMC no pudo encontrar una solución al problema de optimización, 
lo cual generó un error, así como que el algoritmo se detuviera. Esta es la desventaja que presenta el 
uso de restricciones duras. Este error puede ser solucionado mediante el uso de restricciones suaves, 
como se muestra a continuación. 
En la figura 5.7 se muestra la respuesta temporal del sistema de control diseñado con el 
controlador QDMC con restricciones suaves frente a cambios en la referencia de temperatura. En la 
figura 5.8 se exhibe la señal de control del controlador.  
El control QDMC con restricciones suaves muestra un mejor desempeño que los otros dos 
controladores. Como se observa en la figura 5.7, la restricción de la variable de salida es violada 





Figura 5.6: Señal de control del controlador QDMC con restricciones duras en la temperatura de 
ingreso. 
 
Figura 5.7: Respuesta temporal del sistema de control con controlador QDMC con restricciones 
suaves en el seguimiento de la trayectoria de la temperatura del reactor. 
 
5.3.1. Resultados comparativos con controlador PID con restricciones 
Para poder comparar los controladores bajo condiciones similares, se procedió a incluir las 
mismas restricciones en la variable manipulada con controlador PID. En la figura 5.9 se muestran las 
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respuestas temporales del sistema de control con controlador QDMC con restricciones suaves y con 
controlador PID. En la figura 5.10 se muestran las señales de control de ambos controladores. 
 




Figura 5.9: Respuestas temporales del sistema de control con controladores QDMC con 





Figura 5.10: Señales de control de los controladores QDMC con restricciones suaves y PID con 
restricciones en el seguimiento de la trayectoria de la temperatura del reactor. 
En este caso el comportamiento del sistema se convierte en un problema complejo de 
características altamente no lineales generadas por las restricciones, por lo cual se aprecia que el 
control predictivo presenta una mejor respuesta para este caso.  
En el caso del controlador PID, se observa que la temperatura del reactor alcanza valores 
mayores al límite superior de la temperatura considerado (63.5ºC) debido a la imposibilidad de 
incluir en el controlador restricciones en la variable controlada.  
De las gráficas 5.9 y 5.10 se observa que la respuesta del controlador QDMC con 
restricciones suaves muestra un mejor desempeño que el controlador PID. Ello debido a que genera 
un menor sobreimpulso en la temperatura del reactor con una respuesta más rápida en el seguimiento 
de la trayectoria de referencia. 
 
5.4. Análisis comparativo de los controladores DMC, QDMC y PID 
Para realizar una comparativa numérica del desempeño de los controladores, se consideró el 
tramo comprendido entre los minutos 250 a 330 de las figuras 5.3, 5.4, 5.9 y 5.10. En ese intervalo 
de tiempo, se observa que la trayectoria de referencia tiene un comportamiento de un escalón unitario, 
razón por la cual, fue seleccionado para comparar las especificaciones de la respuesta escalón. Estos 




Tabla 5.1: Especificaciones de la respuesta escalón. 







establecimiento 𝑇𝑒𝑠 43 29 - 51 min 
Sobreimpulso máximo 𝑀𝑝 0.582 1.018 2.127 0.398 % 
Valor de estado estable 𝑦𝑜 63.388 63.387 63.603 63.387 ºC 
En la tabla anterior, se puede apreciar que el menor sobreimpulso se tiene con el controlador 
QDMC con restricciones suaves y el menor tiempo de establecimiento con el control DMC. Este 
último parámetro no debe ser considerado como decisivo para la selección del controlador, dado que 
como se observa en la gráfica 5.4, ello conlleva a un cambio brusco en la señal de control. 
 
5.5. Resultados comparativos de la respuesta del controlador frente a perturbaciones 
 
5.5.1. Perturbación medible en la variable 𝑭𝒐 
Para analizar la respuesta del sistema frente a perturbaciones medibles, se adicionó a la señal 
de entrada 𝐹𝑜 una señal sinusoidal de amplitud igual al 10% del valor de esta variable (0.001 m3/s) 
con una frecuencia de 0.005 rad/s, que se muestra en la figura 5.11. 
En la figura 5.12 se muestran las respuestas temporales del sistema de control diseñado con 
controladores DMC con perturbaciones medibles y PID frente a perturbaciones en la variable 𝐹𝑜. En 
la figura 5.13 se exhiben las señales de control de ambos controladores. 
 
Figura 5.11: Señal de perturbación en la variable medible 𝐹𝑜. 
65 
 
Figura 5.12: Respuestas temporales del sistema de control diseñado con controladores PID y DMC 
con perturbaciones medibles frente al seguimiento de la trayectoria de referencia de la temperatura 
y perturbaciones en 𝐹𝑜. 
De las gráficas 5.12 y 5.13 se observa que la respuesta del controlador PID tiene un buen 
desempeño frente a perturbaciones medibles. En cambio, el controlador DMC, presenta oscilaciones 
pequeñas de aproximadamente ±0.03℃, debido a las características sinusoidales de la perturbación 
pero nada apreciables dado que la respuesta temporal de la temperatura del reactor no se aleja mucho 
de la referencia. Por lo tanto, el controlador PID tiene un mejor desempeño que el controlador DMC. 
 
Figura 5.13: Señales de control de los controladores PID y DMC con perturbaciones medibles 
frente al seguimiento de la trayectoria de referencia de la temperatura y perturbaciones en 𝐹𝑜. 
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En la figura 5.14 se muestran las respuestas temporales del sistema de control diseñado con 
controladores PID con restricciones y QDMC con restricciones suaves y perturbaciones medibles 
frente a perturbaciones en la variable 𝐹𝑜. En la figura 5.15 se exhiben las señales de control de ambos 
controladores. 
De las gráficas 5.14 y 5.15 se observa que ambos controladores tienen un buen desempeño 
frente a perturbaciones medibles. 
De las gráficas 5.10 y 5.15, que representan las señales de control de los controladores 
QDMC con restricciones suaves y PID con restricciones, se observa que existen oscilaciones en la 
señal de control de la figura 5.15 que permiten atenuar las perturbaciones generadas por la variable 
𝐹𝑜. 
 
5.5.2. Perturbaciones no medibles 
Para analizar la respuesta del sistema frente a perturbaciones no medibles, se incrementó en 
un 10% el valor nominal de las variables de entrada 𝐶𝑇𝐺𝑜 , 𝐶𝐴𝑜 , 𝐹𝑐 , 𝑇𝑐 , 𝑁 a los 10 minutos. En las 
figuras 5.16 - 5.19 se observan los efectos generados por estas perturbaciones en la temperatura del 
reactor. 
 
Figura 5.14: Respuestas temporales del sistema de control diseñado con controladores PID con 
restricciones y QDMC con restricciones suaves y perturbaciones medibles, frente al seguimiento de 





Figura 5.15: Señales de control de los controladores PID con restricciones y QDMC con 
restricciones suaves y perturbaciones medibles, frente al seguimiento de la trayectoria de referencia 




Figura 5.16: Respuestas temporales del sistema de control diseñado con controlador QDMC con 





Figura 5.17: Señales de control del controlador QDMC con restricciones suaves y perturbaciones 




Figura 5.18: Respuestas temporales del sistema de control diseñado con controlador PID con 




Figura 5.19: Señales de control del controlador PID con restricciones, frente a perturbaciones no 
medibles. 
De las gráficas 5.16 - 5.19 se observa que los controladores PID con restricciones y QDMC 
con restricciones suaves y perturbaciones medibles tienen un buen desempeño frente a 
perturbaciones no medibles. Debido a que sólo se aprecian variaciones mínimas en la temperatura 
del reactor, de alrededor de ±0.04% del valor nominal. 
 
5.6. Respuesta temporal de la fracción másica de FAME 
El objetivo principal de la tesis es el desarrollo de un controlador de matriz dinámica 
cuadrática (QDMC) para el control efectivo de la temperatura en un reactor de transesterificación, 
que posibilite mejorar la eficiencia de conversión de los aceites en ésteres metílicos y cumpla con las 
restricciones impuestas en la temperatura del reactor. Para cumplir con este objetivo. Como se 
menciona en el epígrafe 2.5.2, la variable de la fracción másica de ácidos grasos de esteres metílicos 
(FAME) sólo será observada. Con la finalidad de demostrar que cuando la temperatura del reactor 
trabaja en el límite de operación superior (𝑇 = 63.5℃) se obtiene un mayor porcentaje para esta 
variable y por consiguiente una mayor eficiencia en la conversión de los aceites en esteres metílicos. 
En la figura 5.20 se muestra la respuesta temporal de la fracción másica de ácidos grasos de 
esteres metílicos (FAME) con un sistema de control diseñado con el controlador QDMC con 
restricciones duras frente a cambios en la referencia de temperatura del reactor. 
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Figura 5.20: Respuesta temporal del porcentaje de la fracción másica de FAME con un controlador 
QDMC con restricciones suaves y perturbaciones medibles, frente al seguimiento de la trayectoria 
de referencia de la temperatura. 
 
En la figura 5.20 se observa que el porcentaje de la fracción másica de FAME tiene una 
relación directa con la temperatura del reactor es decir a mayores temperaturas mayor será este 
porcentaje. Por lo tanto, se confirma que para lograr una mayor eficiencia es necesario trabajar en 
los límites superiores de operación. 
 
5.7. Conclusiones 
 El controlador DMC al no poder manejar restricciones puede generar cambios bruscos en la 
variable controlada. 
 El uso de restricciones en el diseño del controlador QDMC permiten generar señales suaves 
en la variable controlada. 
 Las restricciones duras en la variable de control pueden ocasionar, en algunos casos, que el 
controlador QDMC presente errores. 
 Cuando no se consideran restricciones en las variables, el controlador PID mostró un mejor 
desempeño que el controlador DMC. 
 Al agregar restricciones, el controlador QDMC presentó un comportamiento superior frente 





 Se desarrolló un controlador de matriz dinámica cuadrática (QDMC) para el control efectivo de 
la temperatura en un reactor de transesterificación, el cual mejora la eficiencia de conversión y 
cumple con las restricciones impuestas en el proceso objeto de estudio. 
 Mediante la aplicación de las herramientas de modelado (ecuaciones de balance de masa y 
energía) se obtuvo un modelo matemático del proceso objeto de estudio, el cual fue linealizado 
para su aplicación en el diseño de los controladores considerados. 
 Para el control del proceso objeto de estudio se diseñó y realizó un análisis comparativo con: un 
controlador de matriz dinámica (DMC), un controlador de matriz dinámica cuadrática (QDMC) 
con restricciones duras y suaves y un controlador convencional PID sin restricciones y con 
restricciones. El mejor desempeño del sistema de control se obtuvo con el controlador QDMC 
con restricciones suaves. 
 Los resultados de simulación del sistema de control diseñado mostraron que el controlador 
QDMC con restricciones suaves diseñado, responde de manera satisfactoria cuando se trabaja 
alrededor del punto de operación considerado. 
 El controlador QDMC con restricciones suaves y perturbación medible diseñado presenta un 
buen desempeño frente a perturbaciones no medibles en las variables de entrada. Se obtiene una 
mayor eficiencia en el porcentaje de la fracción másica de FAME a mayores temperaturas. 
 El controlador QDMC con restricciones suaves y perturbación medible diseñado cumple con las 





 La implementación práctica del controlador QDMC diseñado no es compleja y se puede 
realizar en base a una PC industrial o comercial. 
 Se debe tener cuidado al usar el algoritmo de programación cuadrática, dado que en caso de 
que la solución del problema de optimización no sea factible el controlador generara errores. 
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