In recent work of Baik, Deift and Rains convergence of moments was established for the limiting joint distribution of the lengths of the first k rows in random Young tableaux. The main difficulty was obtaining a good estimate for the "tail" of the distribution and this was accomplished through a highly nontrival Riemann-Hilbert analysis. Here we give a simpler derivation. A conjecture is stated which, if true, could allow the same method to be applied to certain random growth models.
Since the paper of Baik, Deift and Johansson [1] in which the authors determined the limiting distribution for the length of the longest increasing subsequence in a random permutation, or equivalently the length λ 1 of the first row in a random Young tableau, there have been a variety of extensions and generalizations. In [2] the same authors determined the limiting distribution of the length λ 2 of the second row and Borodin, Okounkov and Olshansky in [4] and Johansson in [7] determined the limit of the joint distribution of λ 1 , · · · , λ k for any k. The result was that for fixed
exists and equals the limiting joint distribution of the largest k eigenvalues in the Gaussian unitary ensemble of random matrices. (Here N was the number of boxes in the Young tableaux, which were given the Plancherel measure.)
In the end it turned out to be the question of the asymptotics of certain Fredholm determinants, and their derivatives, associated with the operator S n (we use the notation of [2] ) acting on ℓ 2 (n, n + 1, · · ·) whose matrix entries are given by
Subscripts denote Fourier coefficients and here ϕ(z) = e t(z−z −1 ) .
In order to prove convergence of moments of the distributions one has to have uniform estimates for the probabilities and the only difficulties occur at −∞. Convergence of moments was established for λ 1 and λ 2 in [1, 2] and, for the joint distribution, in [3] . Essentially what one has to show is that each d
1 Supported by National Science Foundation grant DMS-9732687.
is very small if 2t − n is large. In the last cited paper an integral operator K n was introduced which was an alternative to S n and which was amenable to a (highly nontrivial) RiemannHilbert analysis which gave the necessary estimates. Here we shall show that a general determinant inequality allows one to derive the estimates quite easily.
As observed in [3] , since all eigenvaues of S n are real and lie between 0 and 1, it is enough to estimate det(1 − sS n ) for any fixed s ∈ (0, 1). Here we observe that for the same reason (and the fact that 0 ≤ 1 − a ≤ e −a when 0 ≤ a ≤ 1) we have the bound
Therefore a lower bound for the trace gives an upper bound for the determinant. Now
, where J k is the bessel function, and so
The uniform asymptotics for the Bessel function ( [5] , sec. 4.8) give for u > 1 then k 2/3 ψ(2t/k) tends to +∞ as k, y → +∞. Hence, from the asymptotics of the Airy function we have for large k and y and some constant c > 0
as long as 2 3 kψ(2t/k) 3/2 is bounded away from − π 4
+ πZ.
Now we assume 2t = n + y n 1/3 , replace k by n + k in (2) and choose those k such that
where α 1 < α 2 < 1. Then we find that
where "≈" means "is bounded above and below by positive constants times". From this and (2) we deduce that with another c > 0
And from this, summing over only those k satisfying (3), we deduce that for y ≤ n 2/3 the trace of S n is at least a constant times y 1/2 n 2/3 which is in turn at least a constant times y 3/2 and for y ≥ n 2/3 it is at least a constant times yn 1/3 which is in turn at least a constant times t. In short, for some c > 0 we have
These give inequalities (5.10) and (5.11) of [3] (or they would if we had repaced n 2/3 by δn 2/3 , which we could have done).
Fredholm determinant tail estimates are also what are needed to prove convergence of moments in certain random growth models but the operators there are not so nice. J. Gravner, C. A. Tracy and the author considered in [6] one such. (It was pointed out to us by H. Spohn that it was in fact equivalent to a model of Seppäläinen [8, 7] .) There the determinants were associated with an operator of the same form as S n but where
(In the integral formulas for the Fourier coefficients −r −1 should lie outside the contours and 1 inside.) Now neither is S n selfadjoint nor is its operator norm at most one. Nevertheless we believe that the same argument should work because the eigenvalues should all lie between 0 and 1. CONJECTURE: Let r i and s j be finitely many nonegative real numbers and set
Then the eigenvalues of the operator S n acting on ℓ 2 (n, n + 1, · · ·) whose matrix entries are given by (1) Numerical evidence supports the truth of the conjecture. 2 We should be careful because of the requirement that 2 3 (n + k)ψ(2t/(n + k)) 3/2 be bounded away from − π 4 + πZ. Choose α 1 in (3) to be very close to 1. Then 2t/(n + k) is uniformly close to 1, from which it follows that ψ(2t/(n + k)) 3/2 is uniformly small and two consecutive values of it differ by at most a small constant times t −1 . And from this it follows that two consecutive values of (n + k)ψ(2t/(n + k)) 3/2 differ by at most a small constant. Thus with such a choice of α 1 we can be assured that the estimates hold for a positive fraction of the k satisfying (3).
