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Abstract
Detection of stale channel state information in free space optical interconnects using space-time
block coding
John Alamia
Timothy Kurzweg, Ph.D.
Free space optical interconnect (FSOI) systems are a promising solution to interconnect bottlenecks
in high speed systems. To overcome some sources of diminished FSOI performance caused by close
proximity of multiple optical channels, multiple-input multiple-output (MIMO) systems implement-
ing encoding schemes such as space-time block coding (STBC) have been developed. These schemes
utilize information pertaining to the optical channel to reconstruct transmitted data. The STBC
system is dependent on accurate channel state information (CSI) for optimal system performance,
yet sacrifices bandwidth efficiency to obtain accurate CSI. As a result of dynamic changes in opti-
cal channels, a system in operation will need to update the CSI. Dynamic changes in the optical
channel of interest occur at low frequencies, may occur only intermittently, and without periodicity.
Therefore validation of CSI during operation is a necessary tool to ensure FSOI systems operate
efficiently, at the expensive of bandwidth efficiency.
In this thesis, a method of detecting out-of-specification system performance caused by stale
channel CSI is demonstrated. This thesis develops, for the first time, a method to utilize likelihood
values to determine stale optical channels. To refresh stale CSI, additional training sequences are
periodically transmitted, reducing bandwidth efficiency. Selectively refreshing CSI only when CSI is
known to be stale provides a mechanism to minimize bandwidth efficiency lost due to transmission of
training sequences. The average likelihood values can be used to ensure system operation within bit
error rate (BER) thresholds. Systems exceeding average likelihood target values indicate the failure
of the FSOI to maintain a minimum BER. This method provides a mechanism to utilize training
sequences only when needed to avoid lost bandwidth due to over training.
xii

Chapter 1: Summary of the Interconnect Bottleneck Problem
The semiconductor industry’s ability to produce new technology in accordance with Moore’s law has
occurred due to a vast reduction in the gate size of transistor and integrated circuit (IC) structures1.
This miniaturization has proceeded in two fashions, first by shrinking the gate width of the transis-
tors which make up the IC, and second by increasing the density of transistors within the circuit2 3.
This has in turn led to the miniaturization of interconnects, and an increase in interconnect density
as ICs become smaller and denser. A notable feature of this trend is that as transistors shrink in
gate size their performance improves, whereas the miniaturization and increased density of inter-
connects degrades the performance of copper interconnects4. As transistor gate widths continue
to shrink in size, and improve in performance, studies have found that the degrading performance
of dense miniaturized interconnects will result in various performance bottlenecks5 6. These dense
interconnects will suffer from increased crosstalk, capacitance, skin effect, and dielectric loss7. As
these characteristics are frequency dependent the miniaturization of these interconnect will result
in a bandwidth bottleneck prohibiting ICs and modern computing systems from taking advantage
of the improved bandwidth due to the advances in transistor technology8 5 9 10. The cause of these
effects are rooted in the fundamental physics of metal interconnect traces11. As a result of the in-
trinsic nature of this performance degradation, the long-term solution to the interconnect bandwidth
limitations are unlikely to be ultimately solved through the use of new materials or technological
advances in metal interconnect technology12. Intermediate measures may provide some relief to
bandwidth limitations caused by interconnects, but are expected to fail as Moore’s law continues
apace13. Interconnects can be categorized as local, intermediate or global based on the path length
of the interconnect. Global interconnects tend to be the dominate cause of latency in logic or com-
puting resources. Global and intermediate interconnects are particularly vulnerable to the effects
cause by miniaturization since the latency caused by capacitance is proportional to the square of
the length of the wire14. In local and intermediate interconnects some attempts have been made
1
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to increase the bandwidth of interconnects through the use of repeaters, but these efforts cannot
improve bandwidth indefinitely as a result of bandwidth limitations imposed by the amplifiers and
additional circuitry13 3. This leaves the problem intact for interconnects which may be required to
provide large bandwidth from one logical group to another15.
Present technology utilizes interconnects with large trace widths for global paths to mitigate
the bandwidth limitation of global copper interconnects. This strategy, however, reduces density to
increase the reliability of transmission and as such is limited in application to those interconnects
that are not part of a dense group. With traditional metal interconnects this increased width is is
necessary, as utilizing gate width interconnects results in delays that are orders of magnitude larger
than those caused by the transistor. To solve this problem a proposed solution has been to move
away from traditional metal interconnects and utilize optical interconnects (OI) as an alternative
which would not be subject to the same intrinsic bandwidth limitations. Optical interconnects have
several interesting properties which also make them suitable as a long term solution to increasing
bandwidth demands. The local, intermediate, or global signal paths will all have similar bandwidth
and latencies, reducing the penalty for off-chip communications and hierarchical design constraints9.
These optical interconnects can provide the bandwidth needed to prevent the halt in semiconductor
technology which is expected to occur if a solution to the impending bottleneck is not found.
1.1 Optical Interconnects
Interconnects can be subdivided based on the length, or functional connectivity. These are often
specified as either long, intermediate, or short distances, as well as server-to-server, board-to-board,
chip-to-chip, and on-chip16. Here the intermediate, or board-to-board and chip-to-chip interconnects
will be focused on. Optical interconnects are being used extensively already for server-to-server, or
long distance communication, in the form of fiber optics. These fiber optic systems are well studied,
and grew out of similar necessities as those now facing intermediate length interconnects. Investiga-
tions into intermediate length optical interconnects have followed two general paths, those dedicated
to guided light, such as fiber optics, and those interested in utilizing free space optics.17 18
1.2 Guided Optical Interconnects 3
Each of these two architecture choices allows for designers to achieve high bandwidth communi-
cation systems which are expected by the International Technology Road map for Semiconductors
(ITRS) project to be necessary to avoid the interconnect bottleneck in the near future, with some
estimates of band limiting interconnects occurring as early as 202019 20 21 22. The are, however,
important differences between the two technologies which must be evaluated in the context of appli-
cation specific requirements and constraints. As a result of optical logic elements and computational
elements still appearing only in research environments, inclusion of OIs on-board or on-chip will
require a mix of photonic and electronic communications23 24. The noted risk averse behavior of
industry designers to move to unproven designs, or outright replacement of technology rather than
an iterated evolution of design practices remains an additional obstacle to widespread adoption19.
1.2 Guided Optical Interconnects
Guided light interconnects can be further divided into two groups, those that utilize existing fiber
optic technology, and those that seek to produce photonic layers which use wave guides to route
signals25 26 27. The distinction is significant in that modern fiber optic interconnect technology is
well understood and heavily utilized in industry. A significant drawback of the present fiber optic
technology is the physical size required for some optical elements. The core and cladding of common
multi-mode fiber measures 125µm which provides a ceiling on the density of fibers. Investigations of
fiber based interconnects have found that the restriction on the density of communication channels
would require wavelength division multiplexing to be utilized to satisfy the long term ITRS projec-
tions28 29 29. The imposition of wavelength division multiplexing impacts the required footprint and
complexity of the optical components needed to produce, transmit, and receive, the optical signal30.
Non-fiber based wave guides take the form of an optical substrate layer that exists somewhere in
the PCB stack-up. Due to manufacturing and assembly considerations it is expected to be placed
on top, or on bottom, of the electrical printed circuit board (PCB)31 32. One of the chief concerns
regarding the substrate technology is the need for precision alignment of optical and electronic
layers, on a board which will now likely exist in a 3D stack-up28 33. This method may be a possible
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solution to the density and footprint issue posed by fiber optic interconnects, but creates new
problems be requiring precise alignment of the electrical and optical layers34. If the optical layer
is expected to produce high density interconnects it may be expected to yield wave guides with
dimensions on order of the fiber optic core of approximately 9µm, as in common fiber optic systems
in telecommunication systems35. To produce sufficient density, alignment of the optical layer may
be required to maintain accuracy on this order of magnitude, as well as maintain alignment once
thermal effects are accounted for. In fact it is will documented that PCBs undergo warping both
during reflow soldering and manufacturing, and during operation caused by mismatched thermal
expansion coefficients36 37 38 39. This warping is caused by both design choices made when creating
the PCB, and manufacturing defects, requiring experimental verification to determine the degree
and manner of board deformation40. While the key benefits to utilizing guided OI over free space
optics include complex routing, and potentially, power, the obstacles outlined remain an impediment
to the adoption of this technology.
1.3 Free Space Optical Interconnects
A free space optical interconnect (FSOI) is an OI in which the optical signal propagates through
air, rather than through an optical medium as in a guided OI. FSOIs have been investigated for
use in some long range interconnects applications where fiber optics may be impractical, or as a
means to solve the so called last mile problem facing fiber optics in the telecommunications field41.
This architecture promises to deliver the bandwidth and interconnect density required by the ITRS
road map for next generation interconnects. This is achieved without 3D wave guide structures
being fabricated on-board, and the associated alignment difficulties. It also avoids the large form
factor components required by fiber optic technologies. As FSOIs do not utilize a wave guide, the
issue of alignment must be dealt with in a point-to-point fashion42 43 44. It should be noted that a
variety of optical systems using mirrors, or lenses, have been proposed to assist in the routing of
light in FSOIs45 46 47 48 49 16. Additionally many have proposed utilizing technology from the field of
microelectro-mechanical systems (MEMS) to enable run-time or dynamic alignment of optical ele-
ments50 51. As with guided OIs, the complexity of the FSOI is application specific, and can include
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all of the optical elements mentioned, or utilize a simple transmitter-photodetector pair52.
As a result of the historical size of optical elements, FSOIs have generally been assumed to occupy
far to large of a footprint to ever match the density requirement of the ITRS interconnect road
map. New investigations have noted progress has been made in FSOIs that promise to reduce the
size required for optical transmitters and receivers through quantum wells diodes, Vertical Cavity
Surface Emitting Lasers (VCSEL), and quantum dots28. These technologies suggest that FSOIs
can be designed to keep pace with the ITRS interconnect road map to meet present and future
interconnect density. With this future evolution of FSOI technology to meet the ITRS road map in
mind, this thesis will investigate a simple FSOI system, and the techniques and systems which are
critical to developing an FSOI that meeds the need of modern and future electronic systems.
Chapter 2: Free Space Optical Interconnects, Hardware Arrays and
Multiple-Input Multiple-Output Systems
Making definitive statements regarding the exact specifications all FSOIs will follow is difficult due to
the highly application specific nature of OIs. As all possible FSOIs which may be useful to designers
cannot be described and analyzed, this thesis will instead focus on one case. The introduction
of additional optical elements in further treatment of FSOIs is avoided as these elements may be
omitted in some applications for manufacturing and design simplicity. FSOI designs which utilize
optical elements do so for two main purposes, the routing of signals, and the focusing of light.
FSOIs which utilize additional elements in some cases may benefit from the reduction of crosstalk,
but create greater barriers to their use in industry by adding design work which may be outside
the expertise of many manufacturers and their consumers12 3. This drawback, as has been noted,
remains a significant barrier to OI implementation outside of the laboratory. Throughout this thesis
a single FSOI link will refer to a transmitter and receiver pair.
The simple FSOI link described can be considered the building block of all FSOI systems. It
is important, however, to acknowledge that density is a significant consideration in the ITRS road
map. A feature of FSOIs that make them such an attractive solution to the copper interconnect
bottleneck is that FSOI links can be grouped into large 2D arrays as depicted in figure 2.153. This
has been frequently touted as one key benefit of FSOIs over guided OIs28. In waveguide based OIs,
stacking optical layers increases the number of possible optical misalignments, whereas in FSOIs,
the addition of 2D arrays adds no additional alignment concerns52. That is not to say that accuracy
of alignment of 2D arrays cannot become more or less significant as dimensions grow or shrink, but
that it does not increase the number of elements which must be properly aligned as large array of
transmit or receive elements are created54. The addition of 2D arrays also allows for the expansion of
interconnect density to grow along any one linear dimension by adding new elements in the direction
normal to the PCB.
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7Figure 2.1: A 2D array of transmitter and receiver elements.
Figure 2.2: A two-by-two MIMO link, with two transmitters and two receivers.
Considering the 2D structure of an FSOI bus, immediately parallels can be drawn to arrays
of radio frequency (RF) antennas which have been utilized in wireless communications channels.
One important use of such an array common in RF applications, and directly applicable to the 2D
FSOI structure described, is that of a Multiple-Input Multiple-Output (MIMO) system. MIMO
systems enable designers to use multiple hardware links, for example 2 FSOI links, to act as a single
communications channel. In doing so, various schemes can be employed to improve the reliability
of the communications channel. This increased reliability comes at the penalty of increasing the
amount of hardware required for each communication channel. Given the easily expanded 2D array
structure of an FSOI, it can be imagined that RF MIMO technique could be readily adapted to be
used with FSOIs. In doing so it would provide a means to increase reliability without compromising
density requirements.
Investigations of FSOIs have often centered on the reliability of such links in various environ-
ments. One of the chief concerns of utilizing FSOIs in some applications centers around the pos-
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sibility of high bit error rates (BER) in the communication channels55 52. This is another metric
which can be highly application specific, but for most applications there will be a maximum tolerable
BER specified. In the 2D array structure previously described, each FSOI link could be tasked to
operate as either an independent communication link, or as part of a MIMO group which would
decrease BER. In this way a 2D array provides flexibility to increase bandwidth by utilizing only
single point-to-point links, or to increase reliability by grouping links into a MIMO system or sys-
tems. One particular MIMO scheme of interest is the so-called Alamouti code, an early example of
a form of encoding that has come to be described in general as space-time block codes (STBC)56.
The technique first described by Siavash Alamouti investigates the decrease in BER associated by
using two transmitters and one receiver, or two transmitters and two receivers. The Two-by-one
combination, or Multiple-Input Single-Output (MISO) will form the basis for the smallest link we
will considering in our FSOI array.
2.1 Multiple-Input Multiple-Output techniques in RF
The benefits of MISO and MIMO systems have been shown by many to produce improve channel
capacity in RF systems whose signals propagate through a fading channel57. These systems provide
improved performance through the use of increased transmitter or receiver diversity58. STBCs
are one method which has been developed for implementation in MIMO systems to utilize this
advantage. The STBC encoding scheme benefits the system by increasing spatial diversity. The
simplest scheme which falls under this category was developed by Siavash Alamouti. This scheme
demonstrated decreased BER over systems with no diversity and those which utilizes diversity only
at the receiver. It was also demonstrated that increasing diversity through the use of two receiver
elements and two transmitter elements further improved BER. Alamouti notes a few important
points worthy of repeating here. The first is that this two receiver-two transmitter scheme doubles
the power consumption of the communication system, and the one receiver-two transmitter scheme
will roughly double the power consumed to transmit data. The second is that the analysis performed
assumes that the receiver has perfect knowledge of the transmission channel. The author notes that
performance is degraded through time variation of the channel, and imperfect measurement of the
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channel.
2.2 Channel State Information
Channel state information is the measurement of the transmission channel performed by the MIMO
system. This is done to quantify the amount of power emitted by each transmitter that reaches each
receiver. This measure is given as ratio of power transmitted to power received. In a fading channel
this results in a unitless number between 0 and 1, which is commonly denoted by hij where i, j
indicate the receiver and transmitter. This measurement plays an important role in either encoding
or decoding of the data being transmitted. CSI can be used to inform the transmitter of the channel
in beam forming, or CSI can be used at the receiver to assist in the decoding of data that has been
transmitted59 60 61. CSI plays a significant role in MIMO systems, and accurate measurement of the
channel is necessary for the MIMO system to reach, or approach, the systems information capac-
ity62 63. To maximize channel capacity achieved in realized MIMO systems a variety of techniques
have been developed to produce accurate channel measurements. These techniques have grown in
number and complexity as designers continue to consider new systems, encoding schemes and chan-
nels which can not be assumed to remain static. In this thesis channel estimation techniques will be
discussed with respect to STBCs, which utilize CSI at the receiver. Throughout the remainder of
this document CSI will refer to CSI at the receiver.
2.3 Channel estimation techniques
Numerous investigators have noted the importance the channel, as well as the estimate of the channel
plays in the performance of MIMO systems64 65 66. In STBCs this estimated CSI is known by the
receiver, and used in the decoding process. Various schemes have been created to utilize transmission
of known symbols to allow the receiver to measure CSI, commonly referred to as a trained or training
approach67 64. Some novel works have shown that CSI can be calculated, in some cases, without the
use of known training sequences, collectively these methods are called blind training68 69 70. A third
category of CSI estimation is known as semi-blind training where blind techniques are combined
with some limited sequence of known transmissions69. Each method of obtaining CSI incurs a trade
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off between speed of training, accuracy, and reduction in bandwidth efficiency71.
2.4 Training Techniques in RF
The use of a training sequence, sometimes referred to as pilot symbols, is a commonly used method
of channel estimation. The purpose is to provide a sequence of symbols, perfectly known to both
transmitter and receiver, against which the channel can be calculated. Prior studies which have
investigated the optimal training sequence have determined that in fact the optical sequence is both
receiver independent, and made up of any number of sequences which be said to be orthogonal and
in which power is evenly distributed between the transmitter elements67. MIMO systems utilizing
training sequences are known to suffer from two sources of error, noise at the receiver or noise sourced
from the transmitter, and variations in the channel. Variations in the channel can occur through
a change in geometry or material properties of the channel. To mitigate these effects investigators
have proposed the use of training sequences which utilize longer sequences, and which occur more
often72. These considerations dictate the frequency and number of pilot symbols used in a channel
estimated through a training sequence.
The training technique has been found to produce accurate CSI, but requires the communication
system to send a predefined sequence rather than data. This results in reduced bandwidth efficiency,
which is sacrificed at the expense of channel estimation accuracy. MIMO designers wishing to account
for the possibility of changing channels are forced to train the system periodically. This periodic
training must be carefully selected such that the channel variations are detected quickly enough
for avoid excess loss in channel capacity due to stale CSI. The bandwidth efficiency lost is directly
related to the system’s ability to update CSI in a changing channel. This trade off has driven prior
work to propose alternative means of channel estimation.
2.5 Blind Techniques in RF
Blind channel estimation techniques do not utilize a training sequence, but rather attempt to measure
the channel based on the data being transmitted and decoded. A blind estimated MIMO system may
start up with predetermined assumption of the CSI, or making an initial estimate on the first set of
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data received. A blind estimator will then iteratively compute new estimates while trying to minimize
an error function, or maximize a likelihood function. This may also entail utilizing zero forcing,
singular value decomposition, least squared errors, or maximum likelihood estimation73 69 74 75 70.
These various methods involve an iterative process in which the estimator converges towards a
value after numerous blocks of data have been analyzed. These estimators require no pilot symbols,
and incur no loss of bandwidth efficiency due to the estimator69 74. To compare these estimators
a concept know as the clairvoyant estimator is used. The clairvoyant estimator is a hypothetical
estimator capable of producing a perfect measurement of the channel. Blind estimators will produce
a greater error, often measured as mean squared errors, than the trained estimator, when using the
clairvoyant estimator for comparison of the performance for both. As the blind method does not
utilize pilot symbols, or any symbols that it has perfect knowledge of, the iterative process requires
a longer number of symbols to estimate the channel76 70. This method generally requires a greater
computational complexity to estimate the channel than a training estimator, and is only possible
for certain STBC configurations. The Alamouti code described here, is notably one which cannot
be estimated in this fashion77.
2.6 Semi-Blind Techniques in RF
The so called semi-blind method is a combination of the blind and trained techniques, utilizing only
a few, or a small number, of pilot symbols while also estimating the channel during data transmis-
sion using blind methods. This enables the system to reach a good estimate of the channel much
faster than the blind method, without sacrificing as much bandwidth as in the training technique.
Since some symbols are known to both transmitter and receiver, the estimator is able to approach,
and in some investigations, was found to exceed training estimator performance71. Semi-blind
techniques have important consequences for MIMO systems which employ Orthogonal Frequency
Division Multiplexing (OFDM). OFDM systems utilize pilot symbols in frequency equalization of
the subcarriers, and uses cyclic prefixes to prevent one OFDM block from interfering with another.
In prior, investigators have shown that these two sources of know symbols, which are necessary in
OFDM systems, may also be used in semi-blind techniques to improve MIMO training78 64 76. In
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this case the semi-blind technique is able to avoid the bandwidth efficiency penalty associated with
adding pilot symbols. In communication systems which do not require pilot symbols for other pur-
poses, the semi-blind technique will introduce some decrease in bandwidth efficiency corresponding
to the injection of periodic know pilot symbols. Semi-blind estimators have the advantage of higher
bandwidth efficiency than training estimators, and also producing better channel measurements than
a blind estimator might.
2.7 Space Time Block Codes in Interconnect Applications
While MIMO - STBC systems may come in many forms only some of these forms are appropriate
for the board-to-board or chip-to-chip FSOIs that are considered in this thesis. Different length in-
terconnects must meet different requirements based on the technologies and tolerances of dependent
systems. The symbol encoding scheme is a critical feature of any interconnect, and is found in STBC
systems in many forms forms such as on-off keying (OOK), N-Phase shift keying, N Quadrature am-
plitude multiplexing, and OFDM79 80. These encoding schemes result in a trade off of capacity and
reliability. The use of OFDM has become attractive to many system designers for long rang inter-
connects in both wireless and wired interconnects, particularly with multiple users. The encoding
scheme considered in this thesis is OOK, which is commonly used in digital systems and found on
copper interconnects.
2.8 The Alamouti Code and Space-Time Block Codes
The Alamouti code was quickly generalized to produce designs of more than two transmitter-receiver
pairs, which came to be known as Space-time block codes. A STBC, in general, may include both
real and complex encoded symbols, but a important set of codes exist which are orthogonal and
contain only real encoded symbols81. The two-by-one and two-by-two STBCs are among such
codes. The other two important STBCs are the four-by-four and eight-by-eight. These are unique
combinations because all others require complex symbols to be transmitted, or are not orthogonal.
In RF communication systems there is no restriction on transmission of complex signals, and as such
other STBC combinations can be utilized. Recent work has demonstrated that these real valued
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STBCs can be extended into the optical domain through the reformulation of Alamouti’s code to
utilize signals which are purely real82. In this scheme optical intensity based transmission is possible
in the form of OOK encoded signals83.It should be noted that the original Alamouti work described
a two-by-one STBC and a two-by-two STBC which utilized complex signals, although a two-by-one
and two-by-two STBC with real only signals also exists81 84. Optical interconnect systems utilizing
STBCs have been described even in the larger four-by-four configuration, and notably this could be
extended even further to the eight-by-eight STBC85.
In a MIMO array, first the optimal allocation of the power in the available hardware resources
must be determined. The allocation of power is an important consideration whenever MIMO sys-
tems are being utilized86. Power allocation becomes non-trivial when large hardware arrays are used,
which must first be grouped into MIMO or single point-to-point links86. This allocation creates a
trade-off between lower BER and higher available bandwidth87 88. Numerous studies and methods
have been created to try and optimize this problem. These studies acknowledge that allocation of
hardware is highly dependent on quality of the estimated channel state information87 80 89. Inves-
tigations have noted that system performance can be enhanced by dynamically allocating MIMO
hardware throughout operation60 90. In all these scenarios accurate channel estimation is critical to
optimal allocation.
2.9 Channel Estimate Techniques Applied to Optical MIMO Systems
In this work, the application considered is the replacement of wide copper buses with a 2D array of
FSOIs. It is anticipated that some of these will operate together as MIMO, however not all FSOIs
will be operating in one MIMO system. Some adjacent channels may operate in single-input single-
output (SISO) links, or as part of another separate MIMO group. The allocation of these elements
is not the focus of this work, but it is important to recall that the MIMO FSOI systems considered
here, are in fact part of a larger bus. It must also be considered that in such applications BERs may
be expected to reach full performance immediately upon powering up. This suggests at least some
initial training sequence would be appropriate for this application. In the RF semi-blind techniques
noted earlier, pilot symbols required by the communication schemes, such as orthogonal frequency
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division multiplexing, are used by the semi-blind estimator to serve as the pilot symbols used by
the estimator for the training sequence. In the OOK scheme no such pilot symbols exist91. As such
the semi-blind estimator becomes less attractive as it is no longer able to utilize communication
overhead to serve as training symbols. To continue with the semi-blind estimator in OOK, pilot
symbols must be introduced specifically for use as training. The result is that in this application
the semi-blind technique is indistinguishable from the training sequence technique with a blind
estimator used when the training sequence is not occurring. In the bus application considered here,
it is anticipated that only full rate STBCs would be of interest. A STBC which operates at less than
full rate sacrifices bandwidth associated with that diminished data rate as compared to the full rate
STBC. A consequence of using only full rate STBCs is that, strictly speaking, the blind estimator
cannot be used for this application74. Consequently the training sequence channel estimator is most
appropriate for this application.
A significant figure effecting channel estimation is the coherence time of the channel. The co-
herence time defines the length of time over which the channel is quasi-static, or more formally, the
period over which the transmitted data remains correlated. The channel coherence time is sometimes
estimated as Tcoh ≈ 919pi fcνc , where fc is the carrier frequency, ν is the receiver speed, and c is the
speed of light in a vacuum92. It is difficult to calculate a coherence time in the case of an optical bus
given the appearance of ν, but some estimates can be made. Prior investigations into FSOIs have
used 1 ms as an estimated coherence time for those channels which are weakly turbulent, and as low
as 20µs as an estimate for strongly turbulent channels93. A MIMO system utilizing a periodic train-
ing sequence must enter the training sequence once for each interval defined by the coherence time
to detect any change in the channel. An important feature of the optical bus application considered
here is that the receiver is not free to move indefinitely or at all times. The receiver is moving only
very slowly, if at all. It is not assumed to move at equal speeds at all times, or to continuously move.
It may be that coherence time increases or decreases due to thermal or mechanical considerations
which are themselves, a dynamic feature. These conditions also may not occur uniformly on each
hardware MIMO link in an optical bus. One example is turbulence in the optical channel caused by
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streams of hot air resulting from fans attempt to cool silicon devices. Investigations of the effects
of these pockets of hot air have demonstrated that the spatial distribution of an optical channels
refractive index may not be uniform even for a single hardware link. This uneven distribution results
in a refractive index structure parameter varies, but also the gradient of the structure parameter
that varies both for the individual links and over adjacent links94. As such a system designer may
be forced to assume a worst case scenario of 20µs coherence time. If the training sequence requires
only 10 symbols to be transmitted as the training length for every 20µs in a 1 Gbps FSOI, 0.05%
is lost to training. If however, the MIMO FSOI exists as part of a bus of MIMO FSOIs which may
require each communication link to train individually, e.g. the MIMO link representing one bit on
the bus at a time, the loss grows to 3.2% in the case of a 64-bit bus. This sacrifice in bandwidth
efficiency motivates this investigation into an alternative means to verify if the channel has changed
sufficiently such that training is needed to refresh CSI.
Chapter 3: Measurement of a Changing Optical Channel
To avoid the loss of bandwidth efficiency due to periodic retraining a method must be developed by
which the receiver determines that a change in the optical channel has occurred. To improve upon
the periodic training method, the means by which the receiver determines a change in optical channel
should not introduce a loss of bandwidth efficiency. While the method the receiver uses to detect
changes in the optical channel will not decrease bandwidth efficiency, the training sequence used to
refresh CSI will result in a decrease in bandwidth efficiency. This method seeks to minimize the loss
of bandwidth, in contrast with the blind methods common in RF which utilize no bandwidth. In
the case presented here, bandwidth is still lost if retraining is necessary, but is only lost in such cases
that retaining is necessary. To develop the measurement of a changing optical channel, STBCs will
first be examined in detail to describe the information available to the receiver.
3.1 Alamouti Code
The Alamouti code, as presented here, is formulated to provide transmit diversity to an RF system
which utilizes complex symbols. These complex symbols present a challenge to adoption in intensity
based optical systems. Based on the principal of orthogonal designs, Alamouti’s work was extended
to encode real signals requiring no complex elements, and then more recently further adapted for the
use in direct detection, intensity based optical systems83. Here an overview of the Alamouti code
and the adapted STBC for direct detection in intensity based optical MIMO systems are presented.
The likelihood function utilized in the intensity based optical code will be investigated, and a method
of monitoring the optical channel is presented.
The Alamouti code begins by first developing the two-by-one, MISO system, where transmit
diversity is provided through two transmitters but only one receiver element is present56. The
system, as first detailed by Alamouti is present here. The transmission of information in any MISO
or MIMO system is described by equation (3.1) whereX is a matrix which contains the symbols being
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Figure 3.1: Schematic of a two-by-one FSOI illustrating the optical channel fading elements
which describe power transfer from each VCSEL to the photodiode.
transmitted, H describes the fading elements of the channel, N˜ is noise which has a distribution
appropriate for the channel being considered, and Y is a matrix made up of the signals received by
the receiver elements. A schematic depicting the two-by-one system and fading elements h1 and h2
can be seen in figure 3.1. In the initial formulation presented by Alamouti, the receiver is assumed
to have perfect knowledge of H.
Y = XH + N˜ (3.1)
STBCs encode the information transmitted not only in space, through the use of multiple re-
ceivers, but in time, by transmitting the data over multiple periods. In equation (3.2) the encoding
for the original two transmitter system described by Alamouti can be seen. Here TX1 and TX2 are
representative of the two transmitters, and T1 and T2 are alternating sequential time slots. That
is time slot T1 always precedes T2, which is then followed by the next T1. In this way the scheme
combines both spatial and time division multiplexing.
X =

TX1 TX2
T1 x1 x2
T2 −x∗2 x∗1
 (3.2)
Since Alamouti considers a complex system, the channel elements h1 and h2, which make up the
elements of H, are modeled as complex exponentials that describe the fading of the signal from
transmitter i to the receiver, where i = 1, 2. The elements y1 and y2, which make up the elements
of matrix Y , represent the signals received in the first and second time periods respectively. These
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two signals are describe in equations (3.4) where n˜0 and n˜1 are complex random variables which
represent receiver noise. The transmission of MIMO signals given in equation (3.1) can now be
expanded to the N by N system as show in equation (3.3).
Y =

TX1 TXN
T1 x11 . . . x1N
...
. . .
...
TN xN1 . . . xNN


h11 . . . h1N
...
. . .
...
hN1 . . . hNN
 (3.3)
The elements of Y can be seen expanded in equation (3.4) for the Alamouti code.
y1 = h1x1 + h2x2 + n˜0
y2 = −h1x∗2 + h2x∗1 + n˜1
(3.4)
These received values are used in a combining scheme described by equation (3.5) to be decoded
using a maximum likelihood decoder.
X˜1 = h
∗
1x1 + h2x
∗
2
X˜2 = h
∗
2x1 − h1x∗2
(3.5)
The code developed by Alamouti utilizes a maximum likelihood metric to implement the decision
rule. The two likelihood functions are evaluated and compared according to the rule given in equation
(3.6), where x˜i is one of the combined symbol calculated in (3.5), α1 and α2 are the magnitude of
the complex fading channel descriptions given by h1 and h2 respectively, and xˆj and xˆk are the two
possible symbols.
(
α21 + α
2
2 − 1
) |xˆj |2 + d2 (x˜i, xˆj) ≤ (α21 + α22 − 1) |xˆk|2 + d2 (x˜i, xˆk) , j 6= k (3.6)
The maximum likelihood decoder requires that the likelihood function is evaluated for each possible
symbol. The decoder selects the symbol which numerically minimizes the likelihood function. The
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MISO system described here is expanded in Alamouti’s original work to include a second receiver,
with corresponding modifications to the likelihood function and signal combination equations. Fol-
lowing Alamouti’s work a large body of work was developed to generalize this scheme to N -by-M
MIMO space time block codes each with decoding schemes appropriate to the relevant encoding
scheme, number of transmitters and receivers. New STBCs were developed through the principal of
orthogonal designs which utilized only real signals for encoding and decoding, that is STBCs which
do not include a complex component81 95.
3.2 Real Space-Time Block Codes for Optical Systems
Real valued STBCs based on Alamouti’s work have been adapted for use in FSOI systems which
employ direct detection of On-Off Keying (OOK) and Phase Shift Keying (PSK)83. The modified
STBC and related equations developed by Simon are presented here for OOK modulation83. The
symbols are defined in equation (3.7) where A is the amplitude of the signal caused by optical
intensity, and T is the signal period.
s1 = 0, 0 ≤ t ≤ T
s2 = A, 0 ≤ t ≤ T
(3.7)
The signals are then defined by each other through the relationship si = −sj + A. In OOK modu-
lation, the notation is introduced in equation (3.8) to denote the complement of a signal, where the
complement in this context refers to reversing the on or off status of the symbol.
xi = si, x¯i = sj = −si +A, i 6= j (3.8)
The STBC encoding matrix from (3.2) is rewritten in (3.9) for OOK modulation using this notation.
X =

TX1 TX2
T1 x1 x2
T2 x2 x1
 (3.9)
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The received signals are given in (3.10), where ni is an independent zero mean Gaussian random
number, and hi is a real number described by the distribution of the random variable squared in the
analogous RF system83.
y1 = h1x1 + h2x2 + n1
y2 = h1x¯2 + h2x1 + n2
(3.10)
The combined signals are similarly rewritten in (3.5) for the real STBC, using the substitution
provided from (3.8) to describe the complement. Here again, no complex component exists in hi or
yi for any i.
x˜1 = h1y1 + h2y2 − h1h2A
x˜2 = h2y1 − h1y2 − h21A
(3.11)
The likelihood function takes a similar form as it’s RF counterpart with only a slight change in
notation as seen below in equation (3.12).
L (xˆ|x˜) = (x˜− xˆ)2 +
(∑
h2ij − 1
)
xˆ2 (3.12)
A schematic illustrating the flow of data in a two-by-one FSOI system can be seen in figure 3.2. The
data originates as a single bit stream, it is then encoded according to equation (3.9). The encoding is
performed on two bits at a time, which are transmitted over two time periods, resulting in a full rate
encoding scheme. The schematic depicting the first time period is figure 3.2. The encoded bits are
converted to a current signal by a laser driver circuit which powers the VCSELs. The VCSEL is the
preferred laser technology in FSOI systems due to its size and its circular, approximately Gaussian,
shaped beam, over the elliptical beam of edge emitting lasers96. The transmitted light is detected
by the photodiode, converted from a current signal to voltage through the use of a transimpedance
amplifier, and sampled by an analog-to-digital converter. In the second time period the bits spatial
multiplexing is reversed, and the compliment of x2 is transmitted, as depicted in figure 3.3. The
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Figure 3.2: Schematic depicting the flow of data in a two-by-one FSOI system using STBCs
in time period T1.
Figure 3.3: Schematic depicting the flow of data in a two-by-one FSOI system using STBCs
in time period T2.
digital samples from both time periods are used in the maximum likelihood decoder through the
metric described in equation (3.12), after which the bit stream is finally reconstructed.
3.3 Optical Channel Models and Approximations
The optical channel elements hi are used to describe the fading of optical signals as they propagate
through free space. These values are in fact taken from a distribution which models the effect of
scintillation, that is the varying of optical signals due to interference, scattering and multi-path
effects. In the Simon formulation of STBCs in equation (3.11) for FSOIs the channel elements hi
(a) Schematic of a two-by-one FSOI with perfect
optical alignment.
(b) Schematic of a two-by-one FSOI with optical
misalignment.
Figure 3.4: Comparison of two FSOI systems, with and without, the introduction of optical
misalignment.
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are described by the distribution resulting from the squaring of the RF channel elements based on
the Alamouti code. In RF the elements hi often take on Rician or Rayleigh distribution
97. The
optical channel elements in the initial formulation for STBCs are assumed to follow the negative
exponential model83. Investigations into the models which best describes the optical channels of
an FSOI have found that the best model varies widely based on a number of system parameters.
The model which best describes an FSOI varies widely, because FSOI’s themselves vary widely in
scale and operating conditions. FSOIs, and associated channel models, can range from describing
optical communications that occur from adjacent integrated circuits, to communications from a
ground source to a satellite orbiting the Earth. Each of these scenarios yields very different behav-
iors as large path lengths result in multi-path behavior, and greater dependence on the environment
and medium through which the light is propagating. Common distributions used to model optical
channels include the gamma-gamma distribution, log-normal, K, modified Rician, negative expo-
nential, Poisson, and Gaussian98. Distributions such as K and gamma-gamma are commonly used
to describe FSOIs where the distance is very large, such as ground to satellite, or where the optical
channel is very turbulent99 100. The log-normal distribution is commonly used, and has been found
to closely match experimental results, in FSOIs of shorter path lengths and for weakly turbulent
optical channels101 102 103. The Gaussian channel model has been used as a good approximation
to the behavior of optical signals which are propagating through short path lengths, such as those
under one meter, where very little scintillation occurs104 105 106. The FSOIs considered in this thesis
are intended for operation at path lengths of less than one meter, making the Gaussian channel
mode a good approximation that greatly simplifies computation and analysis.
3.4 Receiver Knowledge and Bit Error Rate
In the formulation of the two-by-one STBC developed by Alamouti, and adapter for use in optical
systems by Simon, the receiver is assumed to have perfect knowledge of the channel. The assumption
requires two things, first that the receiver can perfectly measure the channel, and that the channel
is static, or that the receiver can continuously measure the channel. As mentioned in chapter 2,
realized MISO and MIMO systems are unable to perfectly measure the channel, and fading channels
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are dynamic in nature. It is important for an FSOI design to account for the relationship between
the CSI measured by the receiver, denoted hiR, and the optical channels fading elements hi. It
should be noted that the presence of hiR is missing in equations (3.12), and (3.11) because the
receiver has perfect knowledge. In a realized system each element hi in equations (3.12) and (3.11)
become the receiver’s measured CSI, hiR, rather than hi.
It can now be recognized by examining equations (3.12) and (3.11) that the likelihood function
uses CSI to decode the STBCs transmitted. To further illustrate the importance of CSI in decoding
STBCs, the BER of a two-by-one FSOI for various SNRs can be seen in figure 3.5. The BER,
determined through numerical integration in the MATLAB R© environment, is plotted for different
values of the channel element h2, each while CSI remains fixed at h2R = 0.4, and h1 = h1R = 0.6.
The signal power is calculated as the average power received by a the receiver over all space time
block codes, and the noise is the standard deviation of zero-mean Gaussian white noise added to the
transmitted signals. In figure 3.5 it can be seen that as SNR increases the agreement of h2 and h2R
become a significant factor in BER. As SNR approaches 10 dB the difference between the BER at
the value of h2 = h2R = 0.4, and any other value of h2 shown, differ by an order of magnitude in
BER. It is seen that at low SNRs different values of h2 will perform at the same order of magnitude
BER. In this region the Gaussian white noise of the received signals dominates the BER behavior.
It can still be seen that the system performs best near h2R in this region.
Given the strong dependence of BER on the agreement of h2 and h2R in figure 3.5, ensuring
receiver CSI has not gone stale is critical to system performance. Several means to measure the
channels have been discussed in chapter 2. The analysis of the likelihood function as a means to
find a method of detecting stale CSI, presented here, is motivated by two observations. The first,
that BER performance is directly related to the likelihood values generated for a given channel and
CSI. It is intuitively understood that since both of the received signals are random variables (RV),
which travel through a fading channel that is also a RV, that the value calculated by the likelihood
function is itself a RV with some distribution83 107. The BER is related to the shape and spread
of this distribution for each transmitted pair. That is, each transmitted pair will yield a unique
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Figure 3.5: BERs over several SNRs with differing values of h2 when h2R = 0.4 and h1 = h1R.
distribution of likelihood values. These distributions will depend on both the channel, and the CSI
used by the likelihood function. The overlap of these distributions, will determine the BER. The
second reason to use the likelihood function as a means to detect stale CSI is that it does not
require new communications overhead as in the semi-blind or periodic training case, and it does
not prohibit the use of the aforementioned techniques. The costs associated with this technique is
incurred entirely as additional computation performed by the receiver.
3.5 Analysis of the Likelihood Function
The likelihood function is used by the decoder to select the symbol, xˆ = s1 or xˆ = s0, that is most
likely given the estimated signal x˜ constructed from the received signals y1 and y2. In both the
original Alamouti code and in STBCs reformulated for optical systems, the receiver is assumed to
have perfect knowledge of H 83 56. In this scenario the values of H found in equation (3.10), and
the values of H which are found in equations (3.11) and (3.12) are identical. In physically realized
systems the receiver’s knowledge of H, used in equations (3.11) and (3.12) are an estimate of the
random variable H.
To further analyze the effect of H, and the receiver’s understanding of H, on the values of the
likelihood function it is necessary to distinguish between the channel as it exists, and the receivers
measured value of the channel. To this end the notation hiR shall be used to indicate the receiver’s
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measure of the ith element ofH. The likelihood function for the first bit of the transmitted sequence,
x1, is rewritten in equation (3.13) with this notation, and the likelihood function for the second bit
of the transmitted sequence x2 is rewritten in equation (3.14).
((h1Ry1 + h2Ry2 − h1Rh2RA)− xˆ)2 +
(
h22R + h
2
1R − 1
)
xˆ2 (3.13)
((
h2Ry1 − h1Ry2 + h21RA
)− xˆ)2 + (h22R + h21R − 1) xˆ2 (3.14)
To analyze the likelihood function, first a simplistic model is used. A hypothetical clairvoyant
receiver is imagined which can determine the channel with perfect accuracy, and in the absence
of any noise. While the receiver can determine the channel with perfect accuracy, it is assumed
that it does not do so continuously. It is further assumed that the channel is not static, and will
change in time. The transmitted signal is known to the clairvoyant receiver with perfect accuracy
and independent of the channel, and the received signals obtained are purely deterministic. The
likelihood functions in (3.13) and (3.14), can be expressed in terms of the channel elements, and the
receiver’s knowledge of the channel elements by substituting x1h1 + x2h2 for y1, and x2h1 + x1h2
for y2. The likelihood functions can be seen in (3.15) and (3.16) respectively, with the appropriate
substitutions for y1, y2, the complement function x¯2 = −x2 +A, and A = 1.
([h1R (x1h1 + x2h2) + h2R ([−x2 + 1]h1 + x1h2)− h1Rh2R1]− xˆ)2 +
(
h22R + h
2
1R − 1
)
xˆ2 (3.15)
([
h2R (x1h1 + x2h2)− h1R ([−x2 + 1]h1 + x1h2) + h21R1
]− xˆ)2 + (h22R + h21R − 1) xˆ2 (3.16)
In the clairvoyant noiseless receiver described, when the channel is unchanged since the receiver
last measured H, the values of hiR and hi are identical. This hypothetical receiver can be used as
an approximation for calculating the expected value of the likelihood in a system that but has a
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Figure 3.6: Likelihood curve for the first transmitted bit, x1, when the receiver tests for x1 = 1
and the transmitted pair was x1 = 1, x2 = 1, h1R = 0.6 and h2R = 0.4.
very high SNR. In this system, a change in the channel H is caused only by deterministic reasons,
such as a change in transmitter-receiver alignment. In a physically realized system it is expected
that hi are RVs which are distributed according to a log-normal distribution, or a gamma-gamma
distribution94 107. Since our hypothetical receiver has full knowledge of the symbols transmitted,
to expand the likelihood equations, the four combinations of x1 and x2 can be substituted into
equations (3.15) and (3.16). In equation (3.17) the simplified likelihood function is show for the first
transmitted bit x1 when x1 = 1 and the second transmitted bit x2 = 1.
(h1Rh1 + h1R [h2 − h2R] + h2Rh2 − 1)2 + h21R + h22R − 1 (3.17)
This equation is illustrated in figure 3.6 where the likelihood is shown over all valid values of h1
and h2. It can be seen that the likelihood surface is a twisted plane. This relationship may not be
immediately obvious as a consequence of the form found in (3.17).
In figure 3.6 the likelihood corresponding to h1 = 0.6 and h2 = 0.4 is marked. The values for
h1 and h2 are used as the receiver’s estimate of that channel, that is h1R = 0.6 and h2R = 0.4.
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Figure 3.7: Likelihood curve for the second transmitted bit, x2, when the receiver tests for
x2 = 0 and the transmitted pair was x1 = 0, x2 = 0.
This measure of the channel is used for the entire likelihood surface. This surface represents the
likelihood which would be calculated for all values of h1 and h2 after the receiver has initially trained
at h1R = 0.6 and h2R = 0.4. The surface seen in figure 3.6 demonstrates that h2 and h1 have a
complicated, and interrelated, effect on the likelihood function. This makes analysis of the likelihood
function difficult when both h2 and h1 are varied independently. It is further complicated by the
fact that the likelihood function must be calculated both possible OOK symbols, and compared to
decoding the received signal. In figure 3.7 the likelihood functions of the second OOK symbol can
be seen, that is the likelihoods of x1 = s0 and x1 = s1 can be compared when the symbols as they
are known to the transmitter are x1 = 1 and x2 = 1.
In figure 3.7 it can be seen that even for purely deterministic models, some ranges of h1 and
h2 for which h1R and h2R are not in good agreement, result in incorrect decoding. As a purely
deterministic system has been assumed, the STBC will either always be decoded correctly, or never.
These surfaces demonstrate that incorrect decoding will occur, but the complexity of the surface
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hinders more meaningful examination. To allow for analysis, the value of h1 is assumed to remain
constant, while h2 is allowed to vary, and the likelihood function is evaluated by the receiver for both
symbols. The likelihoods for the first bit, x1 for all possible transmitted pairs can be seen in the
sub-figures of figure 3.8. The likelihood curve for the decoding of x1, when the transmitted sequence
is x1 = 1 and x2 = 1 is shown in figure 3.8a. The decoder operates by selecting the symbol which
minimizes the likelihood function. Figure 3.8a demonstrates important behaviors of this system.
The first is a region in which the receiver can no longer properly decode the transmitted x1 = 1,
seen where the blue line crosses above the red line for x1 = 0. Intuitively, this can be explained
as being a result of the power reduction in the channel as h2 approaches zero. The behavior of
the system, is then entirely dominated by h1. In this sequence x1 = 1 and x2 = 1 the transmitter
corresponding to h1 will only be used once, by x1 in the first time block. This becomes synonymous
with a transmission of x1 = 0 and x2 = 1 if the receiver is unaware that h2 is approaching zero.
Substituting the transmitted symbols x1 = 1 and x2 = 1 into (3.10) yields the received signals shown
in equation (3.18) when h2 ≈ 0.
y1 = h1 (1) + h2 (1) ≈ h1 (1)
y2 = h1 (0) + h2 (1) ≈ 0
(3.18)
Then the same comparison can be made with the transmitted symbols x1 = 0 and x2 = 1 in (3.19),
with a non-zero h2.
y1 = h1 (0) + h2 (1) ≈ h2 (1)
y2 = h1 (0) + h2 (0) ≈ 0
(3.19)
The scenario described by (3.18) where the receiver is poorly trained, and the scenario described by
(3.19) where the receiver is well trained, become equivalent as h2 ≈ h1. It then can be intuitively
understood that the scenario outlined in figure 3.8a as h2 approaches zero, is best understood by
receiver as described in equation (3.19) when the expected channel is given as h1R = 0.6 and
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(a) Likelihood curves of x1 for the transmitted
pair x1 = 1 and x2 = 1 while receiver CSI h1R =
0.6, and h2R = 0.4
(b) Likelihood curves of x1 for the transmitted
pair x1 = 0 and x2 = 1 while receiver CSI h1R =
0.6, and h2R = 0.4
(c) Likelihood curves of x1 for the transmitted
pair x1 = 1 and x2 = 0 while receiver CSI h1R =
0.6, and h2R = 0.4
(d) Likelihood curves of x1 for the transmitted
pair x1 = 0 and x2 = 0 while receiver CSI h1R =
0.6, and h2R = 0.4
Figure 3.8: Likelihood curves for x1 with receiver CSI h1R = 0.6 and h2R = 0.4
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h2R = 0.4. Given this relationship, it is not entirely surprising that a similar, albeit not identically
inverse, relationship can be found in figure 3.8b as h2 approaches one. This can be understood
as the effect caused when the symbol x2 transmitted through the fading element h2 is of sufficient
power to appear to the receiver to be h1R + h2R. In figure 3.8c it is shown that x1 in the pair
x1 = 1 and x2 = 0 does not strongly depend on h2. In the scenario depicted, with infinite SNR, the
narrowing of distance between the likelihood for x1 = 1 and x1 = 0 never results in a failure of the
receiver to properly decode the transmitted sequence. It is important to note that in real systems
SNR is not only finite, but even systems with high SNR will have likelihood values which are not
a line, but in fact a distribution of values. As the two lines converge, representing a converging of
the expected value of the likelihood distribution, the two distributions will incur a larger overlap
of the distribution of likelihood values. This increased overlap between the distribution for x1 = 1
and x1 = 0 will result in an increased BER. The likelihood of decoding x1 in the pair x1 = 0 and
x2 = 0 is shown in figure 3.8d to be completely unaffected by the variations in h2. This behavior
occurs because of the encoding scheme described by (3.9), where the only signal transmitted is the
h1 element in the second half of the STBC as a result of x¯2.
The likelihood curves for the second bit x2 when x1 = 0 and x2 = 1 seen in figure 3.9b show
behavior similar to those found for the x1 bit in figure 3.8c. Here the likelihood curves for x2 = 1
and x2 = 0 also fail to cross over, but indicate an increased overlap in distribution of likelihood
values as the difference between expected values begins to shrink. A similar effect can be seen for
the likelihood curves of x2 with a transmission pair of x1 = 1 and x2 = 0 in figure 3.9c where the
expected values converge as h2 shrinks. An increase in BER is expected to occur as h2 decreases
in these cases. The opposite trend occurs in figure 3.9a where BER is expected to increase as h2
increases far beyond the receiver’s trained value of h2R = 0.4. Once again in figure 3.9d the likelihood
of x2 is seen to be invariant to h2 when the transmitted pair is x1 = 0, and x2 = 0 as in figure 3.9d.
It has been shown that even in a deterministic channel model, some decoding failures can occur.
This model, while easier to analyze, is insufficient to visualize the full effects of stale CSI on the
likelihood function.
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(a) Likelihood curves of x2 for the transmitted
pair x1 = 1 and x2 = 1 while receiver CSI h1R =
0.6, and h2R = 0.4
(b) Likelihood curves of x2 for the transmitted
pair x1 = 0 and x2 = 1 while receiver CSI h1R =
0.6, and h2R = 0.4
(c) Likelihood curves of x2 for the transmitted
pair x1 = 1 and x2 = 0 while receiver CSI h1R =
0.6, and h2R = 0.4
(d) Likelihood curves of x2 for the transmitted
pair x1 = 0 and x2 = 0 while receiver CSI h1R =
0.6, and h2R = 0.4
Figure 3.9: Likelihood curves for x2 with receiver CSI h1R = 0.6 and h2R = 0.4
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3.6 Likelihood Functions as Random Variable Distributions
The assumption of a noiseless, purely deterministic channel enables investigation of the relationship
the likelihood functions has with the channel’s fading elements, and the receiver’s measure of the
channel. FSOI systems, however, are not purely deterministic or noiseless. Instead, the channel
fading elements hi and the received signals yi are random variables. To provide a more accurate
representation of an FSOI, a RV is used as the received signal, where the received signals y1 and
y2 are now independent, identically distributed real Gaussian RVs with a mean µ determined by
the fading elements of the deterministic channel. The variance, σ2, is determined to provide the
specified SNR such that SNR = P/N , N = σ2, and P = 1k
k∑
i=1
y2i . The fading elements hi are also
themselves random variables following a log-normal distribution94. These elements vary as a result of
scintillation of the beam propagating from the laser transmitter to the photodiode receiver. Typical
values for the variance of the log-normal distribution of hi in an FSOI operating at an intermediate
interconnect length, on the order of 10cm or less, results in a variance σ  1. In this region
the log-normal distribution closely follows, and can be approximated by, the Gaussian distribution.
Using these models, the probability density function (PDF) that describes the likelihood function is
presented in (3.20) for xˆ = 1, and in (3.21) for xˆ = 0, where xˆ represents the possible symbol, s1 or
s0 for OOK, being tested by the likelihood function.
fX (x) =

1
2σ
√
2pi
√
x−(h21R+h22R−1)
e−
(
−
√
x−(h21R+h22R−1)−µ
)2
2σ2 x >
(
h21R + h
2
2R − 1
)
0 elsewhere
(3.20)
fX (x) =

1
σ
√
2pi
√
x
e−
(
√
x−µ)2
2σ2 x > 0
0 elsewhere
(3.21)
The values of σ and µ depend on the signal pair being transmitted, and the symbol being decoded.
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Figure 3.10: Analytically determined likelihood distributions of x1 with little overlap, calcu-
lated when x1 = 1 and x2 = 1 are the transmitted pairs, with h1R = 0.6, h2R = 0.4.
The value for µ can be determined for x1 by equation (3.22) and for x2 by equation (3.23).
µ = h1R (h1x1) + h1R (h2x2) + h2R (h1 (−x2 + 1)) + h2R (h2x1)− h1Rh2R − xˆ (3.22)
µ = h2R (h1x1) + h2R (h2x2)− h1R (h1 (−x2 + 1))− h1R (h2x1)− xˆ (3.23)
In equations (3.22), (3.23), (3.24), and (3.25), the elements hi are the expected values of the RV
channel fading element. The values for σ in (3.20) and (3.21) are determined by equation (3.24) and
(3.25) for the transmitted bits x1 and x2 respectively.
σ =
√
h21Rσ
2
hx1 + h
2
1Rσ
2
hx2 + h
2
1Rσ
2
N + h
2
2Rσ
2
h (−x2 + 1) + h22Rσ2hx1 + h22Rσ2N (3.24)
σ =
√
h22Rσ
2
hx1 + h
2
2Rσ
2
hx2 + h
2
2Rσ
2
N + h
2
1Rσ
2
h (−x2 + 1) + h21Rσ2hx1 + h21Rσ2N (3.25)
In (3.24) and (3.25) σh refers to the variance of the RV hi channel fading elements due to
scintillation, and σN refers to the variance which describes the Gaussian white noise added to the
received signals to model other sources of optical noise and electrical noise. It can be seen in equations
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Figure 3.11: Analytically determined likelihood distributions of x1 with increased overlap,
calculated when x1 = 1 and x2 = 1 are the transmitted pairs, with h1R = 0.6, h2R = 0.4
(3.22), (3.23), (3.24), and (3.25) that the distribution depends on both the channel elements hi and
the receiver’s estimate of the channel hiR. The values σ and µ described in equations (3.25), (3.24),
(3.23), and (3.22) are the values of σ and µ found in the likelihood PDF found in equations (3.21)
and (3.20). They should not be confused with the mean and variance of the distributions described
by (3.21) and (3.20). The distribution is seen in equations (3.20) and (3.21) to depend on the values
of hi and hiR. The effect of hi and hiR on these distributions can be seen in figures 3.10 and 3.11. In
figure 3.10 the distribution given by (3.20) and (3.21) appear to have a greater degree of separation
for a given value of hi and hiR. In figure 3.11 the two distributions representing the choice between
xˆ = 1 and xˆ = 0, are shown again with a new value for hi, but the same value of hiR. The two
distributions appear closer and with greater overlap in figure 3.11 than can be seen in figure 3.10.
This corresponds to an increase in the probability of an error. The results depicted in figures 3.10
and 3.11 show that not only are the likelihoods which select s1 or s0 a distribution, but also that the
distribution changes with the channel values and trained channel values. This change in distribution
is important not only because it indicates a higher, or lower probability of an error, but also because
it has descriptive statistical properties which are dependent on the channel values as well.
To further examine the behavior of these distributions and their means, the distribution and
mean for two pairs of transmitted STBCs, when x1 = 1 and x2 = 1, and x1 = 0 and x2 = 1 can
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Figure 3.12: Analytical likelihood distribution of x1 for h2 = 0.5, h2 = 0.4, and h2 = 0.3 of
the transmitted pair x1 = 1 and x2 = 1 while h1 = h1R = 0.6, h2R = 0.4
Figure 3.13: A zoomed in view of the analytical likelihood distribution of x1 for h2 = 0.5,
h2 = 0.4, and h2 = 0.3 of the transmitted pair x1 = 0 and x2 = 1 while h1 = h1R = 0.6,
h2R = 0.4
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be seen in figures 3.12 and 3.13 respectively. The distribution and mean are calculated in both for
three cases. In all cases h1 = h1R = 0.6 as previous sections, here the values of h1 and h1R also
remain constant throughout. The first case, in solid lines, is the PDFs and means when h2 = 0.5
and h2R = 0.4. The second case, in dashed lines, shows the PDFs and means when h2 = h2R = 0.4.
The third case, in fine dotted lines, shows the PDF and means when h2 = 0.3 and h2R = 0.4. The
two figures shown display entirely opposite trends for changing values of h2. In figure 3.12 it can
be seen that that as h2 increases to h2 = 0.5, the distributions depicted for x1 = 0, in green, and
x1 = 1, in gold, have moved further away from one another, as compared to h2 = 0.4, and h2 = 0.35
. This can be observed qualitatively by looking at the shape of the PDF, as well as by noting that
the expected values of both are further apart than at h2 = 0.4, and even further still from h2 = 0.3.
The opposite trend can be seen in figure 3.13. In figure 3.13 the shape both the shape of the PDFs,
and the means move closer together at lower values of h2, starting with h2 = 0.3 and move further
apart as h2 increases to h2 = 0.4 and even further for h2 = 0.5. It can be seen in these results, that
as h2 is increased, for some transmitted pairs the likelihood distributions and means moved closer,
and in other they move further apart, such as in figures 3.13 and 3.12 respectively.
The behavior seen in figures 3.13 and 3.12 mirrors those seen in the deterministic channel model
in figures 3.8 and 3.9. In the deterministic model it can also be seen that for some STBC pairs
an increase of h2 results in an increased distance between the two likelihoods, whereas other STBC
pairs have a decreased distance between the two likelihoods. The same behavior is true when the
likelihood is examined as an RV. This may appear to suggest that values of h2 6= h2R that increase
the distance between the two likelihoods could result in decreased BER for some STBC pairs. This
decrease in BER for certain STBC pairs, however, will not improve overall system BER, as the
system’s BER will roughly follow the highest BER of any STBC pair. As a result, an increase in the
distance between the mean of the likelihood distributions cannot be interpreted as improving the
system BER. Instead the important feature of the results shown in figures 3.12 and 3.13 is that as
h2 changes the distance between the mean of the likelihood distributions also change. This implies
that for a change in h2, a change in DML will also be observed.
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3.7 Difference of Mean Likelihood
Given the difficulty of measuring the entire distribution, a statistical description of the distribution
which can be more easily determined is preferable, such as the distribution’s expected value or
mean. The results of the two sets of distributions seen in figures 3.10 and 3.11 show the increase
in overlap which can occur with changing optical channels as the two distributions move closer
together. To measure the distance between these two distributions the mean serves as a useful and
simple calculation to determine the center of both distributions. The significance of the expected
value, or mean, or the likelihood function has already been hinted at in the deterministic models
seen previously. In figures 3.8 and 3.9 shown previously, the deterministic channel model serves as an
approximation of the behavior of the expected value of the likelihood distributions. It was shown in
the deterministic model that as the value of h2 was varied, without changing h2R, the deterministic
value also varied. This, along with the shifting distributions seen in figures 3.10 and 3.11, indicates
that a changing value of h2 will result in a changing expected value of the likelihood distribution.
To continue evaluation of the expected value’s dependence on the accuracy of the receiver’s channel
measurement, the expected value of the distribution seen in equation (3.20) can be seen in equation
(3.26) and the expected value for (3.21) can be seen in (3.27).
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Using the expected values of the distributions for xˆ = 1 and xˆ = 0 found in equations (3.26) and
(3.27) respectively, the distribution is plotted again with the expected value denoted by a dashed
vertical line in figures 3.14 and 3.15. In figure 3.14 the distribution can be seen as in figure 3.10 with
little overlap between the two distributions indicating a low probability of an error. The distance
between the expected value of the two likelihood distributions for xˆ = 1 and xˆ = 0, or the difference
of mean likelihood (DML), is −0.72. The distribution with increased overlap and higher probability
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Figure 3.14: Analytically determined likelihood distribution and expected value of x1 with
little overlap, calculated when x1 = 1 and x2 = 1 are the transmitted pairs, with h1R = 0.6,
h2R = 0.4.
Figure 3.15: Analytically determined likelihood distributions and expected value of x1 with
increased overlap, calculated when x1 = 1 and x2 = 1 are the transmitted pairs, with h1R = 0.6,
h2R = 0.4
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error can be seen in figure 3.15. In figure 3.15 the distributions are closer together, with a DML
of −0.32. This change indicates a smaller distance between the two distributions seen in figure
3.14. It is intuitively expected, and seen in these two figures 3.14 and 3.15 that as the distributions
move closer together, the means will also move closer together. It should be noted that here, and
throughout this thesis, the DML will result in a negative number. Although the DML is indicative
of a distance, or displacement, of two distributions, it is calculated by subtracting the mean of the
incorrect value of xˆ from the correct value of xˆ, yielding a negative number.
To determine how to use the DML as a method of verifying the accuracy of h2R, the deterministic
likelihood curves from figures 3.8 and 3.9 are revisiting by superimposing each likelihood curve in
figure 3.16. It can be seen that a number of these curves intersect at h2 = h2R, and diverge elsewhere.
This view indicates that indeed, an important feature of the likelihood function occurs when h2 =
h2R. This is expected given the previous discussion of the expected value of the likelihood functions,
and the minimization of BER at h2 = h2R. The decision metric, which effects BER, is determined not
by the likelihood function, but rather the difference between the likelihood function for both symbols
s0 and s1. The difference of the likelihood of the correct symbol, Li, and the likelihood of the incorrect
symbol, Lj , can be seen plotted in figure 3.17. As was mentioned previously, the deterministic
channel model yields an approximation of the expected value of the likelihood distributions The
curves seen in figure 3.17 are the DML when using a deterministic channel model approximation.
In figure 3.17 it can be seen that the values of the DML evaluated for both transmitted symbols
are equal for all possible transmitted sequences at h2 = h2R. The equal difference implies that the
probability of an error should be equal for all transmitted sequences. The results seen in figure 3.17
mirrors the trends seen in figures 3.12 and 3.13, where in some distributions, increasing values of h2R
would always decrease the probability of error, whereas other distributions increase the probability
of error with increasing values of h2R. The system’s overall probability of error being the average of
each possible transmitted sequence. The balanced error probability at h2R = h2 suggests that BER
reaches a minimum at this point.
It has been shown in figure 3.5 that for values of h2 6= h2R BER does not reach its minimum.
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Figure 3.16: Superimposed sets of likelihood curves in a deterministic channel for all STBC
pairs, and for both bits transmitted.
Figure 3.17: Difference between likelihood functions evaluated for symbol s0 and evaluated
for s1.
3.7 Difference of Mean Likelihood 41
Figure 3.18: The BER for each possible transmitted sequence as h2 is varied when h1 = h1R =
0.6 and h2R = 0.4
The explanation for the occurrence of these two behaviors can be explained by examining the BER
performance for each of the transmitted pairs. In figure 3.18 these BERs can be seen calculated for
each transmitted STBC separately. As h2 becomes smaller than h2R some individual BERs shrink
dramatically, yet others increase. This is analogous to the distributions shifter further apart in figure
and 3.13 and the distributions coming closer together in 3.12. The results is that while one pair may
decrease in BER, the system as a whole suffers because other pairs increase in BER. This can be
explained as analogous to the case where the system always guesses x1 = 1. If that were to occur the
system would always decoded x1 correctly when x1 = 1 is in fact the transmitted value, resulting in
a BER of 0, for that transmitted sequence, yet it would have a BER of 1 for the case where x1 = 0.
As such, assuming that each symbol is equally likely to be transmitted, the overall system BER is
0.5. This explains why for some values of h2 6= h2R some likelihood distributions are further apart
indicating a better BER, but this does not actually result in an improved BER for the FSOI.
It has been shown in figures 3.5 and 3.18 that the agreement of h2 and h2R play a strong
role in BER, and it is clear that the agreement of h2 and h2R impact the expected value of the
likelihood function. Given that the likelihood functions generates a RV with a distribution, the
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value generated by any one decoded STBC cannot be used to infer the agreement of receiver CSI to
the optical channel. The expected value, however, can be determined through equations (3.27) and
(3.26), and can be used as a measure of the distance of the distributions of the likelihood functions.
Significantly, the expected value can also be measured by taking the average of a sufficiently large
sample set. The results of the DML calculated for the deterministic channel model in figure 3.17,
the DMLs calculated for the Gaussian channel model in figures 3.14 and 3.15, and the changing
distance between mean likelihood in figures 3.12 and 3.13 all demonstrate that a change in DML is
indicative of a change in the channel value h2.
3.8 DML Certainty
The DML has been shown to be a useful method of determining changes in the optical channel. Since
the DML seeks to measure the difference of the expected values of the likelihood distributions, the
accuracy of the mean of the DML as a measurement of the expected value must be investigated. The
Central Limit Theorem is used to investigate the certainty associated with the DML measurement.
Another technique that is used to characterize the certainty of the likelihood is the relative likelihood
or likelihood ratio test, that is the ratio of the likelihood values used in the DML108. The likelihood
ratio is used as part of the decoding metric in some MIMO systems, or as part of a time series
threshold which may indicate sudden changes in the dynamic systems, or as part of blind estimators
in RF MIMO systems109 110 111. One critical weakness of the time series threshold techniques is their
sensitivity to outliers, or reliance on fast changing channels. A common use of the relative likelihood
that is applicable to MIMO systems if the determination of a confidence interval of a parameter. In
using the DML a comparison of likelihoods occur by measuring a fundamental descriptive statistical
feature of the likelihood distributions. Since the DML does not indicate a confidence interval,
or certainty, the central limit theorem is applied to determine how to maximize certainty when
computing the DML. The Central Limit Theorem (CLT) states that regardless of the distribution
of a RV, the mean of a sample set taken of the RV, will themselves be distributed according to a
Gaussian distribution112. That is if a RV has a distribution given by either (3.20) or (3.21), the
distribution of the mean calculated from a sample of likelihoods follows the Gaussian distribution.
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In this case the mean of such a distribution is equivalent to the underlying distribution’s mean,
µ = muL. The variance is proportional to the underlying distributions variance, and inversely
proportional to the square root of the number of samples. that is σ = σL√
N
, where N is the number
of samples taken to calculate the mean113. By using the CLT and Chebyshev’s Inequality, the
probability of the difference between the mean µ and the expected value of the the underlying
distribution can be expressed as the inequality (3.28)112.
Pr
[|Ln − µ| ≥ y] ≤ σ2L
y2n
(3.28)
This provides an important tool to determine the number of samples needed to produce a estima-
tion of the mean likelihood value with a certain probability, given a finite resolution. Significantly it
also relates the variance of the likelihood value, itself related to the SNR, to the number of samples
that must be taken. For example, if the likelihood values which decode x1 for the decoded sequence
x1 = 1 and x2 = 1 are considered for an SNR of 10 dB, then σL ≈ 2.1 × 10−2. If the expected
value of the individual likelihood function is Ln = −2.4× 10−1, and the mean likelihood function is
selected to be within 1% of the expected value, then in (3.28) y = 2.4× 10−3, σL = 2.1× 10−2. The
probability calculated from (3.28), for different lengths of samples n, can be seen in figure 3.28.
It should be noted that at some values of n the inequality provides a upper limit of a probability
greater than one. This does not imply the probability is actually greater than one. The inequality
provided in (3.28) provides a maximum upper bound, but does not guarantee that it reaches this
point. Instead it should be interpreted as the worst case scenario in this range being a probability
of one, or near certainty, that the sample mean is greater than 1%.
Given that the normal distribution of means described by CLT have a variance directly propor-
tional to the underlying variance, it is important to note the effect variance has on the probability
described in equation (3.28), as the variance of the likelihood function is related to SNR. The effects
of the variance of the likelihood function can be seen in figure 3.20. Examining figures 3.21 and 3.20
it can be seen that the number of q data sets has the effect of rotating the curve around a probability
of one, while the variance σ determines the length of data required to reach a probability of one.
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Figure 3.19: Probability the sample mean is greater than 1% of the expected value of the
likelihood function when σL = 2.1× 10−2
The probability plotted in figures 3.19 and 3.20 considers one set of data with a sample size of
n. In figure 3.21, q sets of data with sample size n are considered. The probability here represents
the joint probability that all q of the sample means are greater than 1%. By using this method
of considering repeated sets a significantly improved probability is achievable. In figure 3.22 the
probability again represents the joint probability that all q of the sample means are greater than
1%, however the probability is plotted against the total number of samples, rather then the number
of samples per set as in figure 3.21. The results of figure 3.22 demonstrate that for a given number
of samples, not all groupings of the samples into sets are equal.
In the FSOI design, if a maximum specified SNR for proper operation is established, the results
of figure 3.22 and be used, or expanded for new values of σL, q. The number of samples n can be
determined by the number of STBCs that are transmitted during the minimum coherence time. The
certainty of the DML can then be maximized by using the results in figure 3.22 in this worst case
scenario. The CLT represents a statistical method of obtaining a measure of certainty associated
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Figure 3.20: Probability that the sample mean is greater than 1% of the expected value of
the likelihood function for different values of σL.
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Figure 3.21: Probability that q sample means are all greater than 1% of the expected value
of the likelihood function when σL = 2.1× 10−2 for different values of q.
Figure 3.22: Probability that the sample mean is greater than 1% of the expected value of
the likelihood function for different values of σL.
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with the DML measurement.
3.9 Extension of the DML to the Two-By-Two FSOI
The results of the two-by-one MISO simulation demonstrate a physically realizable system. One
important feature of MIMO systems is the ability to increase or decrease the number of elements
grouped together. The DML measurement does not restrict the expansion of the two-by-one MISO
system to larger MIMO systems. To demonstrate this the FSOI simulated here is a two-by-two
MIMO system, using the real valued STBC adapted for optical systems with two transmitters and
two receivers83. The distance between adjacent transmitters and adjacent receivers, also called the
channel pitch, is given by ∆ = 250µm. This distance is used to describe the spacing of elements
which will be used together in the two-by-two MIMO system. The distance separating the receiver
and transmitter plane along the optical axis is z = 5mm. The transmitters are assumed to share
the same location on the z axis, the receivers are similarly assumed to be positioned at the same z
axis location. The transmitter is assumed to be a VCSEL, the VCSEL’s optical beam is modeled
as a pure Gaussian beam. Using specifications of a commercially available VCSEL the Gaussian
beam was created with a half-width initial beam of w0 = 0.5µm and a wavelength λ = 850nm. The
receiver was similarly modeled after a commercially available photodiode, radius of the active optical
area of each of the two photodetector is r = 50µm. Additive Gaussian white noise is used to model
noise in the channel, which is made up of all electronic and optical noise from sources outside of
the VCSEL-Photodiode pairs. The noise power was calculated such that the average SNR = 13dB.
The optical channel SNR is defined as SNR =
∑ hij
σ20
for all i, j. The measurement of the optical
channel is achieved by simulating one laser and calculating the power received by each photodiode.
The process is repeated for each laser in the system. The measured power has Gaussian white noise
with a variance σtrain =
1
40σ0 added to the channel matrix H to simulate the RV nature of the
channel fading elements that make up H.
A dynamic channel is simulated through a series of linear misalignments of the transmitter and
receiver planes. This misalignment can be seen depicted in the schematic shown in figure 3.23 where
the misalignment is indicated by . In a physically realized system, dynamic changes to alignment
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Table 3.1: List of channel matrices representing the different optical misalignments simulated.
h11 h12 h21 h22 
H1 16.46e−3 10.82e−3 10.82e−3 16.46e−3 0µm
H2 16.45e−3 11.18e−3 10.45e−3 16.45e−3 10µm
H3 16.41e−3 11.54e−3 10.09e−3 16.41e−3 20µm
H4 16.36e−3 11.88e−3 9.720e−3 16.36e−3 30µm
H5 16.28e−3 12.24e−3 9.355e−3 16.28e−3 40µm
H6 16.18e−3 12.58e−3 8.991e−3 16.18e−3 50µm
Figure 3.23: Schematic of optical system with a misalignment indicated by .
may occur in two forms, linear such as depicted in figure 3.23, and angular shifts of the optical axis.
In this simulation only the linear misalignment is considered. In some cases the linear misalignment
can be used to be representative of small angular misalignments. Small angular misalignments will
cause a shifted centroid while maintaining a close approximation of the circular Gaussian beam that
has been used to model the light emitted from each VCSEL. For each physical geometry of an FSOI,
a linear misalignment will produce a unique channel. In this simulation a range from  = 0, or
perfect alignment, to  = 50µm is simulated. The transfer of optical power from transmitter N to
photodiode M is indicated by hNM . The four elements which represent the transfer of optical power
from each VCSEL to each photodiode make up the matrix H. The H matrices created by linearly
shifting the optical axis of the transmitter optical plane from  = 0 to  = 50 in intervals of 10µm
are shown in table 3.1. The elements that make up these matrices are are seen in table 3.1, where
each channel is labeled H1 through H6 for  = 0 to  = 50 respectively.
Each successive row in table 3.1 indicates a new H matrix with an additional 10µm linear mis-
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Figure 3.24: Schematic of H elements in a 2 x 2 FSOI system
alignment of the optical axis starting with H1 being perfectly aligned or  = 0, H2 being misaligned
by  = 10µm, H3 being misaligned by  = 20µm, H4, H5, and H6 being misaligned by  = 30µm,
 = 40µm, and  = 50µm respectively. Here only a linear misalignment has been simulated to
represent dynamic changes in the channel, but angular misalignment is also expected to occur in a
physically realized system. The linear misalignment is used to serve as an approximation of effects
due to angular misalignment for small angles, which result in the shifted centroid of the optical
beam.
3.10 Simulated Mean Likelihood of the Two-By-Two FSOI
The first simulation demonstrates the effect of accurate training on BER. The BER of the two-by-
two system, shown in red in figure 3.26, is determine for the receiver which has trained the CSI
when H = H1. The channel matrix is then changed to H2, then H3, H4, H5, and H6, while the CSI
remains unchanged. It is seen that with each new H, representing an increase in misalignment, the
BER increases. The green line demonstrates the BER in the case which begins as with the previous
case, then the system retrains the CSI when H = H4, the CSI remains unchanged from these values
for the remaining channel matrices. In this case the BER is seen to increase over the first three
values of H, as in the red case, then sharply decrease on H4 when the CSI is change to H4. The
increases in BER seen in the red line, and at times in green as CSI deviates from H, demonstrates
the increased BER of a poorly trained system over a well trained system.
To develop a method of real time CSI validation, we start by demonstrating the stability of the
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Figure 3.25: Moving Average Likelihood of last 104 STBCs for 107 Transmissions
Figure 3.26: BER with Constant CSI (green) and Retrained CSI at H = H4(red).
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Figure 3.27: Moving Average Likelihood of last 106 STBCs as H varies from H1 to H6 with
constant CSI
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Figure 3.28: Relationship between mean likelihood and BER of a free space optical system
simulated for various linear misalignments.
moving average of the likelihood function values. The moving average of the likelihood function
values, shown in red in figure 3.25, are calculated with CSI = H1 and the channel H is varied from
H1 to H6 over 10
7 STBCs for each channel matrix. The mean likelihood value readily settles to
one level for each H matrix, and changes abruptly when H is changed, correlating with the change
in BER seen in figure 3.26. The same correlation of mean maximum likelihood values to BER
can be seen for the case in green, where CSI is retrained to H4 when H = H4, a sharp decrease
occurs in mean maximum likelihood corresponding to a decrease in BER seen in figure 3.25. A
significant feature of this method is that the data received need not be independently verified with
the transmitted data, only the likelihood values are needed. This demonstrates the usefulness of the
mean likelihood as a means to verify the accuracy of the CSI in real-time.
To show the mean likelihood, asH changes during operation, the system is simulated to maintain
the initial training at H1, and sweep the channel matrix from H1 to H6 over 5 · 107 STBCs. The
mean, shown in red in figure 3.27, increases in value as H begins to differ from the receiver CSI,
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which corresponds with an increase in BER. Since the BER cannot be measured directly we utilize
the moving average of the likelihood. If a threshold of approximately 5.5% change in likelihood is
selected, it is seen that the system is identified as stale after 3 · 107 bits when the moving average
reaches this threshold, indicating the system should be retrained. The mean likelihood is shown in
green in figure 3.27, when the system retrains according to the threshold. This sequence, and it’s
effect on the mean likelihood value in figure 3.27 correspond with the change in BER seen in figure
3.26.
Figure 3.28 demonstrates the curve fitted relationship between the percent change of mean like-
lihood, and percent change of BER, allowing prediction of BER based on mean likelihood value.
It can be seen that for small changes in mean likelihood the BER may change only negligibly, but
as the percent difference in mean likelihood continues to rise, the percent different in BER rises
parabolically in this region of interest. It is expected to saturate at some point outside the region
shown here. In the simulations presented, a change of approximately 60% in BER is selected as the
BER threshold, and the corresponding 5.5% change in mean likelihood is used as the threshold for
retraining, as shown in the scenarios depicted in green in figure 3.27 and figure 3.25.
The negative impact of a disparity between H and CSI has on BER, has been shown. Determin-
ing a system’s BER directly requires comparison of predetermined transmitted and received data
streams, limiting the use of this method of determining system performance to lab testing. The dy-
namic nature ofH, and impracticality of directly measuring BER, motivates the need for a real-time
measurement to validate the receiver CSI. These results demonstrates a method of determining the
validity of CSI as an accurate representation of H. The increase in BER for inaccurate CSI mirrors
the increased mean likelihood of a poorly trained system. The method proposed relies only on the
ability to accurately train H once it has been identified that retraining is needed, which is required
of all MIMO systems. This demonstrates the average likelihood method can be used to predict BER
after observing only 104 STBCs, providing a useful near real-time diagnostic of CSI accuracy and
system performance in two-by-two MIMO FSOI systems.
Chapter 4: Verification of Receiver Operations
The DML has been shown to indicate a change in the optical channel of an FSOI in chapter 3. This
chapter outlines two procedures by which the DML can be utilized by a MISO system to ensure
system operation based on guidelines selected by the designer. In one case the DML will be used to
ensure the receiver operates within a BER target. In a second example, the DML will be used to
detect if the optical channel changes such that it falls outside of a tolerance limit set for the trained
channel values. To illustrate these procedures a two-by-one FSOI is considered. The two-by-one, or
MISO, FSOI utilizes two transmitters and one receiver element. A schematic of the two-by-one FSOI
can be seen in figure 4.1. In this simulation the optical channel considered begins with h1 = 0.6 and
h2 = 0.4. The channel fading element h2 is then allowed to vary from h2 = 0.3 to h2 = 0.5. This
simulates the system with one changing channel element that starts with a BER less than the 10−5
threshold when h2 = 0.4, and performs with a BER greater than 10
−5 when h2 = 0.3 or h2 = 0.5.
The simulation was developed in MATLAB R© of a MISO system using real valued STBCs adapted
for FSOIs.No assumptions are made regarding the type of transmitter, the optical beam transmitted,
or the receiver. The noise profile is assumed to follow an additive Gaussian white noise model. The
noise power was calculated such that the average SNR = 10dB. The channel fading elements h1
Figure 4.1: Schematic of a two-by-one MIMO system.
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Figure 4.2: Analytical and simulated likelihood distribution of x1 for the transmitted pair
x1 = 1 and x2 = 1 while h1 = h1R = 0.6, and h2 = h2R = 0.4
and h2 are distributed according to the Gaussian distribution as an approximation of the log-normal
distribution with a variance σ  1, which is a good channel model approximation for an FSOI when
the interconnect distance is on the order of 10 cm. The optical channel signal power is determined,
as in chapter 3, by calculating the average power over all STBCs, that is SNR = Σ
yi,x1x2
8σ2 for all
eight combinations of i,x1, and x2. The noise is added as Gaussian white noise with a zero mean and
variance given by σ2. The measurement of the optical channel is achieved by simulating each period
of the STBC, and calculating the power received by the photodetector. The process is repeated for
each period of STBC.
The simulated likelihood values are compared to the analytically described likelihood PDF for
each pair transmitted, and for each symbol. The PDF of the likelihood function for x1 with the
transmitted pair x1 = 1 and x2 = can be seen in figure 4.2 along with the histogram fitted from
simulated data. The mean determined analytically for the PDF of the likelihood function is plotted
along with the mean calculated from simulated data.
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Figure 4.3: Analytical and simulated likelihood distribution of x1 for the transmitted pair
x1 = 0 and x2 = 1 while h1 = h1R = 0.6, and h2 = h2R = 0.4
The PDF and the histogram in figure 4.2 appear in good agreement, and the analytically de-
termined mean and mean calculated from simulated data are also in agreement. The PDF of the
likelihood function for x1 with the transmitted pair x1 = 1 and x2 = 0 can be seen in figure 4.3.
Here the simulated results are also in agreement with the analytical solution.
The PDF of likelihood function for x1 when the transmitted pair is x1 = 0 and x2 = 1, along
with the simulated likelihood values can be seen in figure 4.4a. Here the analytical solution and
the simulated values also agree well as in figures 4.2 and 4.3. The sharp and narrow distribution of
x1 for x1 = 0, however results in a poor visual representation by comparison. The axis in figures
4.4a and 4.4b, the latter of which depicts the likelihood PDF of x1 for x1 = 0 and x2 = 0, are both
cropped to improve visibility of the distribution’s spread, and magnitude for the x1 = 1 likelihood.
The simulated PDF, and the simulated mean, both begin to approach the analytically calculated
PDF and mean as the data size increases, for small sample sizes they make not produce the sharp
peak seen in figures 4.4a and 4.4b.
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(a) Analytical and simulated likelihood distri-
bution of x1 for the transmitted pair x1 = 1 and
x2 = 0 while h1 = h1R = 0.6, and h2 = h2R =
0.4
(b) Analytical and simulated likelihood distri-
bution of x1 for the transmitted pair x1 = 0 and
x2 = 0 while h1 = h1R = 0.6, and h2 = h2R =
0.4
(c) Analytical and simulated likelihood distri-
bution of x2 for the transmitted pair x1 = 1 and
x2 = 1 while h1 = h1R = 0.6, and h2 = h2R =
0.4
(d) Analytical and simulated likelihood distri-
bution of x2 for the transmitted pair x1 = 0 and
x2 = 1 while h1 = h1R = 0.6, and h2 = h2R =
0.4
(e) Analytical and simulated likelihood distri-
bution of x2 for the transmitted pair x1 = 1 and
x2 = 0 while h1 = h1R = 0.6, and h2 = h2R =
0.4
(f) Analytical and simulated likelihood distribu-
tion of x2 for the transmitted pair x1 = 0 and
x2 = 0 while h1 = h1R = 0.6, and h2 = h2R =
0.4
Figure 4.4: Comparison of analytically calculated likelihood distributions and simulated like-
lihood distributions.
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In figures 4.4c, 4.4d, 4.4e, and 4.4f, the analytically determined likelihood PDF and mean for
x2 is plotted against simulated histograms and calculated means for x2 with the transmitted pairs
x1 = 1 x2 = 1, x1 = 1 x2 = 0, x1 = 0 x2 = 1, and x1 = 0 x2 = 0 respectively. In figures 4.4c and
4.4e a similar behavior can be found as in figures 4.2 and 4.3. In this case they all share similar
shapes as a result of the transmitted signal being decoded having a value corresponding to s1. In
figures 4.4d and 4.4f, the same narrow peak is seen in figures 4.4a and 4.4b since the transmitted
signal being decoded is s0. In figures 4.4d and 4.4f the simulated results also approach the analytical
solution as the data set increases in size. Each of the simulated distributions and means shown in
figure 4.4 appear in good agreement with the analytically calculated distributions and means.
4.1 A Single DML Threshold Determined by BER
The two-by-one system simulated mirrors the FSOI described in chapter 3 where one optical channel
element is held constant, and the other is varied. Throughout the simulation the fixed channel fading
element h1 is also perfectly trained, that is h1 = h1R = 0.6. The second fading element h2 is allowed
to vary from h2 = 0.3 to h2 = 0.5 in intervals of 0.05. The simulation centers around the scenario in
which initially h2 = h2R = 0.4. This demonstrates the DML performance as the channel element h2
is changed without retraining occurring, as well as the results as the system correctly identified the
channel as having changed, and refreshed h2R to accurately reflect h2. The SNR is held constant at
SNR = 10dB. The STBCs are decoded according to the metric defined in equation (3.12). Those
STBCs which are decoded for a particular sequence, for example x1 = 1 and x2 = 1, are used to
construct the DML for that transmitted pair. In this simulation the DML values are calculated using
the result of the receiver metric, rather than the clairvoyant, or transmitter based, knowledge which
was described in chapter 3. This mimics the scenario which would occur in a physically realized
system, in which the transmitted sequence is not independently known. In this example a single
DML is calculated from one bit, x1, of a STBC pair.
To determine a DML threshold based on the system BER, the BER for each value of h2 must be
determined. The BER is calculated as the average probably of an incorrect decoding assuming that
each STBC pair is equally likely to be transmitted. The BER is shown for all valid values of h2 from
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Figure 4.5: BER performance vs h2 fading element when h2R = 0.4, h1 = h1R = 0.6, and
SNR = 10dB
Figure 4.6: System BER plotted against the DML of the first bit x1, when the transmitted
pair is x1 = 1 and x2 = 1.
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Figure 4.7: System BER, with 10−5 BER threshold, plotted against the DML of the first bit
x1, when the transmitted pair is x1 = 1 and x2 = 1.
0 to 1 in figure 4.5. To calculate the DML a STBC pair must be selected. To select the STBC pair
and the bit to use for the DML calculation, the DML from the deterministic channel model can be
referenced in figure 3.17. The DML of the STBC pair and bit should have a large change in value
for changes in h2. In this example the DML for x1 when x1 = 1 and x2 = 1 is selected. The DML
is then calculated for each value of h2. The mean likelihood is calculated using the expected values
given by the Gaussian approximation in equations (3.26) and (3.27). The BER calculated for each
value of h2 from figure 4.5 is then mapped to the DML calculated for each value of h2 in figure 4.6.
A system BER threshold is then established, in this example the BER threshold of 10−5 is used,
and can be seen indicated in figure 4.7. Finally the points at which the BER threshold intersects
the BER curve are used to determine the corresponding DML thresholds shown in figure 4.8. To
ensure that the receiver operates within a maximum BER of 10−5, the receiver must ensure the DML
stays within the range determined in figure 4.8 of −0.56 and −0.38. If the DML falls outside the
interval [−0.56,−0.38] the receiver is operating above the 10−5 maximum BER, and must refresh
CSI through training to reduce BER.
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Figure 4.8: System BER, showing 10−5 BER threshold, and DML threshold for the first bit
x1, when the transmitted pair is x1 = 1 and x2 = 1.
4.2 Receiver Operation of BER-Based DML threshold
To demonstrate the receiver utilizing the DML based thresholds, a total of 1010 STBCs were sim-
ulated for each value of h2. The length of the DML, that is the number of likelihood values used
to compute the mean, is 213. The value of h2 was changed after 10
10 STBCs in an instantaneous
fashion to the next value simulated. The DMLs calculated from the simulated STBCs can be seen
in figure 4.9. To follow the behavior of the receiver as it operates in a changing channel, the first
DML that can be consider is seen in figure 4.9a at the initial value of h2 = 0.4. The channel element
h2 is changed from 0.4 to 0.35 in figure 4.9b. The DML seen in figure 4.9b increases in value. This
increase in value corresponds with an increase in DML predicted by the deterministic channel model
in figure 3.17. The channel elements h2 is changed again, now to 0.3, in figure 4.9c. The DML seen
in figure 4.9c increases further, again in agreement with the prediction given by the deterministic
channel model from figure 3.17. The final two values of h2 = 0.45 and h2 = 0.5 are seen in figures
4.9d and 4.9e respectively. These represent a decrease in DML value as the value of h2 increases, as
predicted in figure 3.17.
The composite DML results of the simulation can be seen in figure 4.10 for comparison of the
change in DML with each change of h2. The simulation shows good separation between the DML
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(a) DML when h2 = 0.4, h2R = 0.4 (b) DML when h2 = 0.35, h2R = 0.4
(c) DML when h2 = 0.3, h2R = 0.4 (d) DML when h2 = 0.45, h2R = 0.4
(e) DML when h2 = 0.5, h2R = 0.4
Figure 4.9: DML of x1 where x1 = 1 and x2 = 1 for different values of h2.
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Figure 4.10: Composite of DMLs for x1 where x1 = 1 and x2 = 1, h2R = 0.4, and h1 = h1R =
0.6
at each of these values of h2. To show how the thresholds indicate to the FSOI to retrain once the
channel element h2 = 0.3, where the receiver exceeds the maximum of 10
5 BER, another composite
is shown in figure 4.11. In this example the FSOI begins operating again at h2 = h2R = 0.4. The
DML thresholds, indicated as red dotted lines, shows the region outside of which the receiver must
retrain. In this scenario if the channel element h2 decrease to 0.35 the DML increases, but remains
inside the [−0.56,−0.38] DML threshold. As h2 decreases further to 0.3 the DML increases and
crosses above the −0.38 threshold, indicating the receiver is operating at a BER larger than 10−5.
The receiver can then retrain, either immediately, or at a time of low demand on the FSOI link. The
DML results of the newly retrained receiver, where h2R = 0.3 can be seen in figure 4.11 in brown.
The DML is seen to decrease to within the thresholds, and remains within the thresholds even as
h2 increases to 0.35. It is, however, important to note that to properly ensure the receiver remains
operating at a BER of less than 10−5, new DML thresholds should be created once the receiver has
retrained. As can be seen in figure 4.11, after training the DML will shift back towards the original
starting position, but will not return to the same value. This necessitates the calculation of DML
threshold be repeated after CSI is refreshed.
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Figure 4.11: DML for x1 where x1 = 1 and x2 = 1, indicating DML threshold and demon-
strating retraining of CSI
4.3 Multiple DML Thresholds Set by BER
An important consequence of the curves seen in figure 3.17, is that a linear relationship exists between
the DML, and the value of h2 relative to h2R for each transmitted pair. That is, given a non-zero
value for the DML for a particular transmitted pair, figure 3.17 indicates the value of the optical
channel independent of the receiver’s knowledge of the channel. Since the difference of expected
values of the likelihood shares a linear relationship with h2, the BER can be readily compared with
the DML for pairs other than x1 when x1 = 1 and x2 = 1. In figure 4.12 this comparison can be
found for the first bit x1 when x1 = 1 and x2 = 0. A similar result, displaying the BER vs the
difference of expected values of the likelihood for the second bit x2 when x1 = 0 and x2 = 0 can be
seen in figure 4.13.
Using the relationship demonstrated in figures 4.12 and 4.13, and a BER threshold, a threshold
of the DML can be set to ensure system performance. If, for example, a BER of 10−5 is again
the maximum tolerable BER, thresholds could be determine for each of the possible DML. If the
example is now allowed to return to a more realistic scenario in which both h1 and h2 are allowed
to vary, where h1R = 0.6 and h2R = 0.4, the BER can be found in figure 4.14 when both h1 an h2
vary from the initial trained point of h1R = 0.6 and h2R = 0.4. The trained point is indicated by
the data point in figure 4.14. Using the 10−5 BER limit and the BER found in figure 4.14, the DML
thresholds corresponding to a maximum BER of 10−5 can be seen in table 4.1.
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Figure 4.12: System BER plotted against the difference between the expected value of the
likelihood function for the first bit x1, when the transmitted pair is x1 = 1 and x2 = 0.
Figure 4.13: The system BER plotted over the difference of means for the likelihood function
of the second bit x2; when x1 = 0 and x2 = 0.
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Figure 4.14: BER performance vs h1 and h2 when h1R = 0.6, h2R = 0.4, and SNR = 10dB
Table 4.1: Table of DML thresholds for a 10−5 BER Threshold.
xˆ x1 x2 Minimum Maximum
x1 1 1 -0.63627 -0.29600
x1 1 0 -0.32907 -0.32907
x1 0 1 -0.47867 -0.47867
x1 0 0 -0.47702 -0.45602
x2 1 1 -0.29600 -0.45493
x2 1 0 -0.43752 -0.43752
x2 0 1 -0.46240 -0.46240
x2 0 0 -0.45602 -0.45602
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(a) DML of the first bit x1 when x1 = 0 and
x2 = 0.
(b) DML of the first bit x1 when x1 = 1 and
x2 = 0.
(c) DML of the first bit x1 when x1 = 0 and
x2 = 1.
(d) DML of the first bit x1 when x1 = 1 and
x2 = 1.
Figure 4.15: DML of the first second bit x1 when h1R = 0.6 and h2R = 0.4
To determine the DML threshold values in table 4.1, just as the BER was extended into the case
where h1 and h2 are both varied, the DML is also determined when h1 and h2 are both varied in the
images found in figures 4.15 and 4.16. For these figures the height, or z axis, of each figure shows
the DML, but also indicated through color, is the region of that satisfies the 10−5 BER, depicted as
the yellow, roughly elliptical region. It is important to compare vantage point when considering the
different surfaces in figures 4.15 and 4.16. In figures 4.15a and 4.15c, the observation point starts
with h1 = 0.2 and h2 = 0.2, the lowest value for each in the figure, as the foreground point. In
figures 4.15b, 4.15d, 4.16a, 4.16b, 4.16c, and 4.16d the foreground starts with h1 = 1 and h2 = 1.
The two plotting methods are used entirely for the purpose of improved visibility.
It can be seen in each of the figures in 4.15 and 4.16 that for each DML, a vector exist along
which the same DML can be found for different values of h1 and h2. As such it is not possible to
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(a) DML of the second bit x2 when x1 = 0 and
x2 = 0.
(b) DML of the second bit x2 when x1 = 1 and
x2 = 0.
(c) DML of the second bit x2 when x1 = 0 and
x2 = 1.
(d) DML of the second bit x2 when x1 = 0 and
x2 = 1.
Figure 4.16: DML of the second second bit x2 when h1R = 0.6 and h2R = 0.4
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ensure the system performance remains inside the yellow region, indicating a BER of 10−5, found on
the figures in 4.15 and 4.16 without utilizing more than one DML. Specifically two must be chosen
which have dissimilar vectors along which the DML is invariant for changing values of h1 and h2 if
the boundary is rectangular. An example here could be to use figures 4.15c and 4.15d. In the case of
figure 4.16c, it can be seen that the DML is invariant, or only weakly varying, over different values
of h2. This is indicated as lines in the direction of 〈0, 1〉 having the same color, and do not vary
in value along the z axis, where DML can be seen. If the DML is selected from figure 4.15d, the
vector along which DML is equal is 〈−0.35, 0.20〉. Since the vectors describe are not parallel, these
two DMLs improve the ability of this method to detect operation outside of the BER tolerance. It
is not, however, be capable of detecting all possible values of h1 and h2 found on the surfaces in
figures 4.15d and 4.15c that occur outside of the non-rectangular region colored in yellow, indicating
a BER of 10−5. As a result of the BER threshold’s non-rectangular shape, the best measure method
of ensuring operation within this region is to utilize all eight pairs. If the threshold was determined
using a rectangular region dictated by bounds of h1 and h2, rather than BER, less than eight pairs
could be used without sacrificing performance. The DML threshold presented used the boundaries
defined by BER performance. The result is a boundary shape which is somewhat elliptical, but not
precisely so. To quantify the ability of the eight DML pairs to measure this threshold a comparison
is made between the range of values of h1 and h2 that fall inside the values presented in table 4.1
and those defined by the 10−5 BER threshold from figure 4.14. The range of values of h1 and h2 that
fall inside the DML threshold but outside those values of h1 and h2 defined by the BER threshold
can be seen in figure 4.17, representing an increase in permissible operation region of 1.4% of the
region defined by the BER threshold.
4.4 Receiver DML Thresholds Determined by CSI Accuracy
In the previous sections, the DML threshold was set by using the system BER as the criteria that
determines when CSI should be refreshed. An implicit assumption in the BER based criteria is that
the receiver can always obtain better CSI when the receiver uses a training sequence. Prior studies
examining receiver training sequences, and the accuracy of the measured channel through training,
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Figure 4.17: Regions of h1 and h2 that exceed 10
−5 BER threshold without exceeding the
DML thresholds.
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have found that the assumption made previously is not true in physically realized cases114 67. The
measurement of the optical channel through training will in fact be a sample of a random variable.
The uncertainty that will result from the training sequence can be quantified as a mean-squared
error, and having a standard deviation115. In the scenario that the receiver is operating at a very
low BER, which will have a very sharp rise in BER as channel elements change, the receiver may
not be able to refresh CSI with a high degree of certainty that the trained channel values will
represent an improved measure of the channel. In this case a designer may opt to determine DML
thresholds at those point which indicates the channel has changed to a certain percent change, or
change in absolute value from the CSI. This can be used to ensure the channel value is outside a
tolerance interval related to the training sequence. This reduces the possibility of obtaining CSI as
bad or worse than the receiver had prior to refreshing CSI. In this example the tolerance interval
of h2 ± 0.075 is the interval representing the mean and twice the standard deviation of the training
sequence’s measurement. This tolerance interval ensures that 95% of all training sequences would
result in a measurement of h2 that is h2 ± 0.075.
4.5 Receiver Operation of CSI-Based DML threshold
The first series of results focuses on the discrete and instantaneous change of the value of h2. Here
three scenarios are considered, when h2R = 0.4, when h2R = 0.3, and when h2R = 0.5. In figure 4.18
the DML can be shown for the first bit x1 for the decoded sequence x1 = 1 and x2 = 1. The DML
iteration shown on the bottom indicates the cumulative number of DMLs calculated from simulated
STBCs which have been decoded for that particular sequence. The results are further divided into
five sections, where h2 = 0.3, h2 = 0.35, h2 = 0.4, h2 = 0.45, and h2 = 0.5. These regions are
indicated by the text blocks placed underneath the lines for each region. Additionally lines in three
colors appear, in blue where h2R = 0.4, in red where h2R = 0.3, and in gold where h2R = 0.5.
In the scenario depicted the channel initially begins at h2 = h2R = 0.4. The results here depict
the case when a DML threshold of −0.375 and −0.675 have been chosen to represent a threshold
of h2 = h2R ± 0.075. Given the initial training of h2R = 0.4 the blue lines simulate the behavior of
the DML as h2 changes. When h2 = 0.3 and h2R = 0.4 the DML has crossed the DML threshold
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Figure 4.18: Simulated DML of x1, when the decoded sequence is x1 = 1 and x2 = 1, for
values of h2 indicates on the figure.
Figure 4.19: Simulated DML of x2, when the decoded sequence is x1 = 1 and x2 = 1, for
values of h2 indicates on the figure.
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Figure 4.20: Simulated DML of x1, when the decoded sequence is x1 = 1 and x2 = 0, for
values of h2 indicates on the figure.
of DML = −0.375. As such, the system retrains at this point to h2 = h2R = 0.3. The DML can
then be seen in red for the case when h2R = 0.3. If the channel element h2 begins to increase again,
the DML indicates the change, though now at a new value. This is not surprising, and implies
that thresholds must be set again each time a new trained value h2R is set. In the case were h2
increases from h2 = 0.4 to h2 = 0.5, rather than decreases, from the initial channel and training of
h2 = h2R = 0.4 the threshold of DML = −0.675 is crossed when h2 = 0.5. The DML is shown in
gold when the receiver has trained to h2R = 0.5. In this case the DML also requires the threshold
to be reset to indicate a changing h2.
The resulting DML calculated for the second bit x2 for the decoded sequence x1 = 1 and x2 = 1
can be seen in figure 4.19. Each of three scenarios, when h2R = 0.4, h2R = 0.3, and h2R = 0.5 are
depicted here in blue, red, and gold respectively. The DML for the second bit x2 also displays a
relation to the change in h2, but as seen in the results from chapter 3, not all combinations of the
DML are equally sensitive to changes in the optical channel. In figure 4.19, a threshold can be set
which is clearly distinguished from different values of h2, but the thresholds for all cases of h2R will
have a smaller magnitude than in the the case depicted in figure 4.18 for the x1 bit.
The DML calculated for the first bit x1 for the decoded sequence x1 = 1 and x2 = 0 can be seen
in figure 4.20. The three scenarios, h2R = 0.4, h2R = 0.3, and h2R = 0.5 are depicted here in blue,
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Figure 4.21: Simulated DML of x2, when the decoded sequence is x1 = 1 and x2 = 0, for
values of h2 indicates on the figure.
red, and gold respectively. The DML for this bit and STBC sequence displays a strong relation to
the value of h2, but a weak relationship to h2R. That is, for the considered values of h2, and when
only h2 varies, the value of the DML does not differ greatly when the receiver retrains. From the
previous investigation of the DML it is known that different sequences produce different sensitivity
to the channel fading elements, and the corresponding trained values.
Figure 4.21 shows the DML calculated for the second bit x2 for the decoded sequence x1 = 1
and x2 = 0. The three scenarios, h2R = 0.4, h2R = 0.3, and h2R = 0.5 are depicted here in blue,
red, and gold respectively. The DML for this combination takes a similar appearance to that found
in figure 4.18, though with a reduced change in DML as the value of h2R is refreshed.
In figure 4.22 the DML of x1, for the decoded sequence x1 = 0 and x2 = 1 can be seen. The three
scenarios, h2R = 0.4, h2R = 0.3, and h2R = 0.5 are depicted here in blue, red, and gold respectively.
The DML of this sequence show similar behavior to the DML of x2 with the decoded sequence of
x1 = 1 and x2 = 1 seen in figure 4.19. In figure 4.23 the DML of x2, for the decoded sequence x1 = 0
and x2 = 1 can be seen. The three scenarios, h2R = 0.4, h2R = 0.3, and h2R = 0.5 are depicted
here in blue, red, and gold respectively. The behavior of the DML displayed here mirrors that of
the DML of x1 with the decoded sequence of x1 = 1 and x2 = 0 seen in figure 4.19.
The results of this simulation demonstrates that the methods presented in chapter 3 can be
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Figure 4.22: Simulated DML of x1, when the decoded sequence is x1 = 0 and x2 = 1, for
values of h2 indicates on the figure.
Figure 4.23: Simulated DML of x2, when the decoded sequence is x1 = 0 and x2 = 1, for
values of h2 indicates on the figure.
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successfully implemented in systems which can be physically realizable, which do not benefit from
a clairvoyant receiver, or independent knowledge of the transmitted sequences. This demonstration
is important, as physically realizable systems will not benefit from independent knowledge of the
transmitted sequences, and clairvoyant receivers exist only as an abstraction which cannot be phys-
ically realized. The introduction of the concept of the clairvoyant receiver allows for significantly
simplified analysis of DML, but is not a required component of it’s implementation.
Chapter 5: Experimental Validation of Results
To demonstrate the results simulated in chapter 4, a physical FSOI system was created. In this
system the DML is calculated by using the likelihood functions that have been decoded for a partic-
ular sequence. Like the simulations, the experimental system has no independent knowledge of the
transmitted sequence when constructing the DML. The sequence of each DML is determined entirely
by the sequence as it is decoded, with no independent knowledge of the transmitted sequence. Like
in the simulation, the experimental system is not able to perfectly measure the channel. Instead it
relies on the transmission of a known sequence to measure the channel.
5.1 Experimental Setup
The experimental FSOI is set-up to operate as a two-by-one MISO system. The transmitters are
two VCSEL elements in a 3.6 Gb/s 4-by-1 array that is found on a single die, part no 8685-1402,
developed by EMCORE. The VCSEL array features a pitch, that is the distance from one VCSEL
to the next, of 250µm, a wavelength λ = 850nm, and a maximum divergence angle θ = 32◦. The
experimental FSOI used here is a lens-less system. The array was mounted on, and wire-bonded
to, a lead-less chip carrier (LCC). The chip carrier is placed in a mating socket, which is then
mounted on a 3-axis stage which can be manually manipulated to change the linear position of
the VCSEL array. The use of LCC and mating socket allows the LCCs and the attached VCSEL
array to be easily changed out without removing the socket from the 3-axis stage. The stage the
VCSEL array is mounted to allows for the manipulation of three linear directions, but no control
over angular misalignment. The photodiode is a Thor labs model PDA8A with integrated amplifier.
The photodiode is attached to an single post, which cannot be moved. The 3-axis stage, and the
photodiode’s post are both mounted directly to an optical table to assist in maintaining alignment.
The VCSEL is driven with the assistance of a Maxim MAX3740A 3.2 Gbps VCSEL driver. The
VCSEL driver circuit is a printed circuit board (PCB) designed at Drexel University116. The VCSEL
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Figure 5.1: Schematic of the experimental FSOI setup used to create a two-by-one MIMO
system.
Figure 5.2: Photograph of the experimental FSOI setup used to create a two-by-one MIMO
system.
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driver circuit accepts differential data supplied from a Xilinx ML605 FPGA evaluation board. The
ML605 is programed to generate a 20 MHz bit stream formed from pseudo-random data using a 8-bit
linear feedback shift register117. The data is sent, encoded, to the VCSEL driver circuit which then
converts the voltage signal to a current driving the VCSEL. The data is also sent, unencoded, to two
single ended I/O pins for monitoring. The encoded data is transmitted by the FPGA at 20 MHz,
while the unencoded data is now being transmitted over two pins at a rate of 10 MHz. The FPGA
indicates the time slot of the STBC which is currently being transmitted on a separate I/O pin. Data
collection occurs using a computer controlled Agilent digital oscilloscope model number 5054A. The
oscilloscope, controlled by a python script, samples the signal received photodetector, the unencoded
transmitted sequence, and the time slot of the STBC that is currently being transmitted. The data
is sampled at a much higher rate than the transmission rate, in the experimental results shown here
the sample rate was 200 MHz. The data is saved on the computer’s hard drive and the next sample
is collected.
The collected data is decoded using MATLAB R© . The data is then analyzed using a series of
scripts. The first script down samples the data from the oscilloscope, and time shifts the values
based on the latency of a signal propagating from the FPGA, through the FSOI as compared with
the unencoded data. This is done to synchronize the sampled data with the time slot signal from
the FPGA. The time slot signal is used to ensure that only complete STBCs are considered. Any
received signal which makes up part of an incomplete STBC is discarded. The STBC is decoded
based on the stored value of the signal received by the photodetector. The original data sequence is
then reconstructed. The reconstructed sequence is then compared against the recorded transmission
sequence to identify any errors. The DML is calculated based on the reconstructed sequence without
utilizing the recorded transmission sequence. A schematic of the setup can be seen in figure 5.1, and
a photograph of the setup, with the computer excluded, can be seen in figure 5.2. In the photograph
in figure 5.2, the VCSEL array and the photodiode are both surrounded by a single blue box, with
the VCSEL array appearing in the left most portion of the box and the photodiode occupying the
right portion of the box. The boxes in figure 5.2 match the color of the schematic boxes in figure 5.1.
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Figure 5.3: Histogram of likelihood values used in decoding the sequence x1 = 1 and x2 = 1.
The PC is not depicted in the photograph in figure 5.2. The PC is running a python script which
allows the PC to control the behavior of the digital oscilloscope, and to collect the data captured by
the scope.
5.2 Experimental Results
The experimental results demonstrates the ability of the DML to indicate a physical misalignment
of a physically realized FSOI, verifying the simulated results in chapter 4 and the analytical work
described in chapter 3. The DML is calculated over three linearly different alignments, the initial
alignment is designated by  = 0. The subsequent two alignments have a linear offset of  = 100µm
and  = 300µm. The likelihood values from the initial alignment used to decode the sequence
x1 = 1 and x2 = 1 are used to create a histogram in figure 5.3. This experimental distribution
can be visually compared with the likelihood distributions from simulated and analytical results in
figures 4.2, 4.3, and all of figure 4.4. The distribution seen in figure 5.3, while not identical to those
from the simulated or analytical results, appears to take a similar form. This indicates that the
analytical, simulated and experimental models are in agreement.
The DML for the x1 bit when x1 = 1 and x2 = 1 can be seen in figure 5.4. The results are
split into three sections, indicated by the text boxes which display the value of  for each region.
The receiver’s measure of the channel h1R and h2R are taken when  = 0 and held for all three
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Figure 5.4: Experimental DML of x1 when x1 = 1, x2 = 1 is the decoded sequence, mean
length 210
alignments. The length of the mean of DML in figure 5.4 is 210. The comparatively smooth signal
can be seen for a mean length of 213 in figure 5.5 for the same three alignments.
If the shorter mean sequence in figure 5.4 is used, a repeated crossing of thresholds is required
to ensure with sufficient probability that the optical channel has in fact change. If the longer mean
is selected in figure 5.5, fewer, or even a single, crossing of a threshold can be used to ensure that a
change in the optical channel has occurred. This is consistent with the operating guidelines discussed
in section 3.8.
As demonstrated in the simulated work, DMLs can be calculated for each bit and transmitted
sequence. The results of the DML with length 213, for the first bit x1 when x1 = 1 and x2 = 0 is
decoded, can be seen in figure 5.6. The DML in figure 5.6 also shows a clear separation in values for
each of the three alignments depicted. The DML with length 213, for the first bit x1 when x1 = 0
and x2 = 1 is decoded, is considered in figure 5.7. The values of DML, and separation between the
three alignments is visually less here than in figures 5.6 and 5.5. This indicates this pair may not be
useful for detecting the linear misalignment being introduced here. The final DML for the first bit
x1, when x1 = 0 and x2 = 0 is decoded, can be seen in figure5.8. Of the four DMLs calculated for
the first bit x1, this has the least separation between the three alignments. It is not expected that
all DMLs will work equally well, and not in all scenarios, as such it is not surprising that a sequence
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Figure 5.5: Experimental DML of x1 when x1 = 1, x2 = 1 is the decoded sequence, mean
length 213.
Figure 5.6: Experimental DML of x1 when x1 = 1, x2 = 0 is the decoded sequence, mean
length 213.
exists that is of limited use in detecting a single linear misalignment.
The DML for the second bit x2 when x1 = 0 and x2 = 0 is decoded, seen in figure 5.9, is similarly
small in magnitude, though less so than in figure 5.8. This is not entirely surprising. The sequence
x1 = 0 x2 = 0 , and x1 = 0 x2 = 1, both contain the lowest amounts of over-all power among
the STBC transmissions. The DML of x2 when x1 = 0, x2 = 1 can be seen in figure 5.10. It has
a large magnitude and clear distinctions between each of the three alignments. The DMLs for x2
when x1 = 1 and x2 = 1 can be seen in figure 5.11. This DML has a smaller change in magnitude,
yet still show a clear distinctions between the three alignments depicted. This is an example where,
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Figure 5.7: Experimental DML of x1 when x1 = 0, x2 = 1 is the decoded sequence, mean
length 213.
Figure 5.8: Experimental DML of x1 when x1 = 0, x2 = 0 is the decoded sequence, mean
length 213.
Figure 5.9: Experimental DML of x2 when x1 = 1, x2 = 1 is the decoded sequence, mean
length 213.
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Figure 5.10: Experimental DML of x2 when x1 = 0, x2 = 1 is the decoded sequence, mean
length 213.
Figure 5.11: Experimental DML of x2 when x1 = 0, x2 = 0 is the decoded sequence, mean
length 213.
while having a smaller magnitude change for various alignments, the difference is still clear enough
for thresholding to be useful.
To place the DML results in context of system performance the BER and channel estimates were
found for all three alignments. The summary of these results can be seen in table 5.1.
The BER for each of the three alignments is identical, and poor in all cases. The estimated SNR
of the system is 8 dB. The SNR figure is defined, and calculated in the same fashion as in chapters 3
and 4. If the BER chart in figure 3.5 is consulted, it can be seen that 10−2 is roughly the expected
BER for this SNR. In this region system behavior, in terms of BER, is dominated by the signal
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Table 5.1: BER table for the three misalignments that doesn’t change at all
BER h1 h2
 = 0 1.1× 10−2 0.425 0.380
 = 100µm 1.1× 10−2 0.435 0.395
 = 300µm 1.1× 10−2 0.442 0.401
Figure 5.12: DML when h1 = h1R = 0.425, and h2R = 0.380 using the deterministic channel
model.
noise, and errors cause by alignment are insignificant in comparison. The channel can be seen to
change with each alignment, but the BER remains roughly constant. It is expected that as SNR
improve, the alignment would be come increasingly important, consistent with the behavior seen in
figure 3.5. Here it is shown that even in very low SNRs, the DML remains a useful tool to determine
a change in optical channels in physically realized systems. This system demonstrates that the DML
thresholding, which could be based on the deterministic channel assumption or Gaussian channel
assumption if SNR is known or can be measured, can be employed to ensure that the receiver CSI
does not become stale.
If the receiver’s initial measurement of H from table 5.1 is used, the DML can be calculated for
all possible sequences using the deterministic model. The results of this calculation where h1 and
h2 are held constant can be seen in figures 5.12 and 5.13 respectively. The point at which h1 or h2
reaches the trained value both settle on a DML value of −0.325. If the experimentally calculated
DMLs are consulted only the results of seen in figure 5.11 for x2 when x2 = 1 and x1 = 1 produces
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Figure 5.13: DML when h2 = h2R = 0.380, and h1R = 0.425 using the deterministic channel
model.
DML equal to this value, though others may be seen as close. It is, however, an indication that the
initial channel measurement and the channel are in agreement.
Even in for those DMLs that are not equal to −0.325, the deterministic model can be used to
set DML threshold. Consider the DML for x1 when x1 = 1 and x2 = 0 as shown in figure 5.6.
The DML does not appear at −0.325. If the a receiver has determined a threshold of unacceptable
discrepancy between h1 and h1R, for example a difference of ±0.0075, the deterministic model can
be consulted to estimate the change in DML even for those sequences who’s initial DML does not
agree with the prediction by the deterministic model. In the case presented here, the deterministic
model from figure 5.13 suggests that a threshold should be set such that the change in DML for x1
when x1 = 1 and x2 = 0 from the initial value of approximately −0.335 would be −0.335 ± 0.012.
The DML with thresholds in orange can be seen in figure5.14. In fact in figure 5.14 it can be seen
that at  = 100µm, the DML does in fact cross the −0.3470 DML threshold, indicating a change
in h1 greater than 0.0075. The analysis here oversimplifies the situation by assuming h2 remains
constant. The experimental measurements of the optical channel seen in table 5.1 demonstrate that
both h1 and h2 change over these three alignments. A realized receiver must examine the DML
for both h1 and h2 to set approach DML thresholds. To do this the receiver would perform the
same determination of DML threshold described here using the DML values produces from figure
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Figure 5.14: DML thresholds, and DML of x1 when x1 = 1, x2 = 0 is the decoded sequence,
mean length 213.
5.12. The deterministic model is an important approximation, which enables a realized receiver to
determine DML thresholds with only a percent tolerance, or maximum absolute error, of h1 or h2
as the parameters needed. This example illustrates a simple process by which a realized receiver
can determine DML thresholds which ensure receiver CSI is an accurate measurement of the optical
channel.
An important feature of the DML is that it informs the receiver of the change in alignment, but
the receiver may elect not to retrain. In some applications, such as the optical bus, the communi-
cation link may not have high demand at all times. In such a case the receiver may designate two
thresholds, one which indicate the channel has changed, and CSI should be refreshed when demand
on the optical bus is low, and another that indicates the channel must be trained immediately. In
figure 5.14 two thresholds are indicated, one in orange and another in red, that represents a change
in h1 greater than 0.0075 and a change greater than 0.0225 respectively. In this case if the bus is
under heavy usage, it may refuse to retrain until it reaches the red line indicated in figure 5.14. If
however, the bus is undergoing low usage after the DML crosses the orange threshold in figure 5.14
the system can refresh CSI.
In this scenario, when the bus retrains after crossing the orange threshold, the DML thresholds
must be reestablished. The DML can be seen for the case when the bus is retrained in figure 5.15.
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Figure 5.15: Experimental DML with DML thresholds.
Figure 5.16: Deterministic DML calculated for experimentally trained CSI.
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The DML values can be calculated again by using the deterministic channel model in figure 5.16.
These lines in orange correspond to a DML threshold −0.3453±0.01245, that represents a change in
the channel element h1 of ±0.0075. This procedure can be repeated again when the DML crosses the
orange threshold in figure 5.15 when  = 300µm if the bus not undergoing high usage. This usage
of the DML to set multiple thresholds enables receivers to schedule retraining to provide minimum
disruption to data during time or bandwidth critical transmissions.
Chapter 6: Conclusions
The impending transition from copper interconnects to OIs in the semiconductor industry requires
a variety of application specific solutions which enable low barriers to implementation. A variety of
system dependent architectures must be developed to address these needs. Critical interfaces that
require high bandwidth data transfer, such as CPU to RAM, will need to implement some form of
optical bus structures to move data as Moore’s law continues. As miniaturization continues, and
density of interconnects increase, FSOI utilizing MIMO encoding schemes are critical to providing
the low BER, high bandwidth performance expected of these applications. It is known from previous
work, and demonstrated in chapter 3, that accurate CSI known to the receiver, is critical for optimal
receiver performance. Stale CSI results in increased BER which could be reduced if the receiver
refreshes the CSI. To do this, it must either periodically refresh the CSI, or it must know when the
CSI is stale. The latter, can be provided through implementation of the DML technique described
in this thesis.
6.1 Discussion of Results
The DML enables the receiver a mechanism through which to determine if a channel is remaining
static, or if it is undergoing a dynamic change. This is done without any decrease in bandwidth
efficiency. It is possible to implement on any size real valued STBC, without any modifications
required to the underlying communication scheme. In chapter 3 two approaches are demonstrated
for the treatment of the DML, the deterministic channel assumption, and the Gaussian distributed
assumption. These two methods enable analysis needed to utilize the DML, but differ in the amount
of information needed.
The Gaussian distributed assumption requires knowledge of at least one parameter of the channel
fading distribution, and the noise distribution of the received signals. This information, if known,
can be useful for simulation and predicting behavior, as was done in chapter 4. Here the Gaus-
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sian assumption was compared against the simulated results which did in fact follow the Gaussian
assumptions, and to which the variance of both the channel fading elements, and the signal noise,
was known. The deterministic channel assumption, while it did not mirror the simulated results
precisely, prove useful in the case in which the parameters of the signal noise and fading element
distribution are unknown, as may be the case in an uncontrolled experimental or realized system.
These two approaches allow for different levels of analysis, prediction, and DML thresholding based
on the knowledge available. If the parameters of the signal noise and fading elements distribution are
known, then analytical treatment can produce DML thresholds with high accuracy, as determined
by a BER threshold. Using this knowledge the DML is a direct measure that a system is performing
within set operating limits.
The deterministic assumption requires, significantly less knowledge of the channel the receiver is
operating in. In the deterministic case the only assumption is that the receiver is capable of taking a
good estimate of the channel. That is, when the receiver measures CSI, the measurement is in good
agreement with the channel at that time. As was done in chapter 3, the receiver can then construct
curves that predict the value of the DML for different values of the channel fading elements hi. This
allows the receiver to determine if it is operating within a specified bound of the values hi. The
bounded values of hi could be determined as a percentage of the value of the trained values hiR or
as an absolute difference from hiR according to the system designers requirements. In this case it is
not possible to know the BER, and as such it is not possible to set DML threshold based on BER.
It is however, still possible to set DML thresholds based on the disagreement, or error, between the
channel elements hi and hiR. Using the deterministic assumption, the receiver is able to establish
and monitor the DML thresholds with little or no information as to the environment it is operating
in.
Considering again the CPU to RAM optical bus application, as discussed in chapter 2, the
results of the simulated and experimentally measured DML both indicate the DML as a solution.
The minimum coherence time of 20µs, in a bus operating at 1 Gbps, results in a quasi-static channel
over a length of 2× 104 bits. Since each STBC used in this thesis transmit two bits, this implies the
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channel is quasi-static over 1 × 104 STBCs. Given this worst case coherence time, the DML used
must operate within the length of 1×104 STBCs. In the simulated work, the DML length of 1×104
is chosen to demonstrate the performance given the longest DML length, under the assumed worst
case of 20µs coherence time. In the experimental, however, a natural selection for the DML length
is a power of 2. This comes enables efficient division when calculating the mean of the likelihood
function. The DML lengths used in the experimental section in chapter 5 are all less than 1×104 in
length, the longest DML being 213 = 8, 192 in length, and the shortest 210 = 1024. In each of these
cases the DML length is not allowed to exceed the number of STBCs which are transmitted during
the minimum coherence time. This ensures the DML measures the channel during a quasi-static
period, rather than as the channel is itself undergoing dynamic effects. This is important to ensure
the DML is capable of accurately detecting a change in the optical channel. Here, a bus operating
speed of 1 Gbps has been assumed. If the operating speed of the bus is increased, for example to
10 Gbps, the number of STBCs that are transmitted within the coherence time increases by the
same amount. In the 10 Gbps bus this results in 1× 105 STBCs transmitted during the coherence
time, and a maximum DML length of the same. Consequently, faster bus operation only improves
the DML measurement by increasing the maximum number of STBCs that can be considered. As
discussed in chapter 4, this corresponds to an increased probability that the mean of the likelihood
function, as calculated during the DML, will be close to the expected value of the likelihood function.
The results discussed show the DML is a solution to ensuring the validity of CSI of a FSOI using
real valued STBCs, even in strongly turbulent conditions, and without any sacrifice in bandwidth
efficiency.
6.2 Future Work
While the work presented here demonstrates that the DML can be used for the MIMO optical
bus application, there is some important future efforts that could undertaken to expand upon the
body of work presented here. One important piece of work is to complete the extension of the
DML from the two-by-one MISO systems to two-by-two MIMO system. The flexibility in MISO or
MIMO allocation is important for large bus arrays, especially as future technologies require more
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and more bandwidth. An initial investigation into the extension of the DML into the two-by-two
STBC was performed in simulation in chapter 4. It is, however, necessary for the two-by-two STBC
to be given the analytical treatment as the two-by-one STBC was in chapter 3. In the two-by-two
scenario, the equations are expected to grow in length and complexity as the number of elements
of H double. This also makes the number of scenarios which will ultimately be considered more
numerous. In the two-by-two case with four elements hij the 12 combinations of constant and
varying elements hij yields a larger over all number of steps which must be taken to fully explore
the same treatment given in chapter 3. The deterministic channel approximation may prove only
marginally more complicated, however the Gaussian approximation will result in a considerable
increase in complexity as the number of channel fading elements increase. The simulated two-by-
two which was touched upon in chapter 4 provides an easier avenue to approach the extension of the
two-by-one MIMO to the two-by-two MIMO. The investigation may still require numerous scenarios
to fully investigate, as a result of the combinations of changes the channel may undergo with four
elements. The experimental development of the two-by-two MIMO system requires the development
of a suitable receiver. The receiver used in chapter 5 is a single large form factor photodiode.
The active area is small, but the packaging of the photodiode prohibits the positioning of a second
photodiode at the same channel pitch as the VCSEL array. To produce an appropriate receiver,
the photodiode must be made up of a photodiode array, just as the transmitters are comprised of
a single die VCSEL array. The addition of the second photodiode also implies a second chain of
signal conditioning and amplification. Since the values received by the photodiode must be sampled
by an analog-to-digital converter (ADC), this also implies a second ADC, or a two channel ADC
capable of sampling more than one analog signal. Real valued orthogonal STBCs exist not only
for two-by-one and two-by-two MIMO systems, but also for four-by-four and eight-by-eight MIMO
systems. These larger MIMO systems presents an increasingly complicated scenario, but one which
could be potentially beneficial in the optical bus application. These MIMO systems could be further
expanded to analysis of N-by-M quasi-orthogonal real valued STBCs. These combinations make for
an increasing number of combinations MIMO allocation that could utilized the DML in the optical
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bus structure.
A second important area to be completed is hardware decoding of the STBCs in the experimental
system. In the experimental system presented in chapter 5 the decoding of the STBCs is performed
only after many STBCs have been transmitted, sampled and stored on a computer. An important
step in both expanding the experimental capabilities, and in furthering a realized optical bus using
DML is to develop hardware decoding of STBC. This is an important capability to develop for future
experimental setups. As noted in chapter 5, an assumption of the experimental setup developed is
that the channel remains constant when not exposed to any change in alignment. As a consequence
of the manner in which the experimental setup in chapter 5 decodes the STBC and computes DML,
it is not possible to maximize the length of DML to the coherence times mentioned previously, or to
perform experimental work which investigates the coherence time. Some initial work has been done
to shift the decoding to hardware. Preliminary VHSIC Hardware Description Language (VHDL)
code was developed to perform the STBC decoding and computation of the mean of the likelihood
function. Continued work must be done to develop control logic for the VHDL code which calculates
the mean of the likelihood function, such that all of the DML combinations can be calculated by
examining the decoded bits. At present the VHDL is done for only one decoded sequence.
6.3 Thesis Contributions
A major contribution of this thesis is the development of the DML as a means to observe changes
in an optical channel’s state, without adding overhead or utilizing any bandwidth. The DML was
used experimentally, and in simulation, here to detect a misalignment of the optical channel. The
approach presently used is to utilize one of the estimators described in chapter 2, at an interval set
by the coherence time. For a real valued orthogonal STBC system transmitted OOK encoded data
the method of channel estimation is a training sequence77. This sequence necessitates a decrease in
bandwidth available to the transmission of data. The DML, without adding over head during high
demand, can indicate that the channel has changed. The DML allows the receiver to use multiple
thresholds to determine if the data transmission should continue until demand has decreased, or if
it has crossed a critical threshold and must be retrained immediately. Retraining does introduce a
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bandwidth penalty, but by preforming it on an as-needed or as-scheduled basis, the RAM to CPU
bus can avoid any significant loss in system performance resulting from retraining.
The second significant contribution presented in this thesis is the analytical procedure by which
a FSOI system can utilize the DML to determine if it is operating within specifications. This is
achieved in two ways, the first by using BER and SNR specifications for the communications link and
the Gaussian channel model, a system designer can determine the DML threshold outside of which
indicate the system must train to operate within BER specifications. This procedure can be done at
the design level. The second procedure presented here is through the use of the deterministic channel
model. This mode provides allows the receiver to set DML thresholds with little information about
the environment in which they’re operating. The thresholds are used to ensure accurate CSI. This is
critical for realized systems, as a receiver may not have an estimation of the SNR. This procedure is
performed by the receiver implementation. Both of these two procedures can be used by a receiver
to ensure stale CSI does not adversely effect the receiver’s ability to meet BER specifications. This is
achieved without long BER measurements which require independent copies of the data transmitted,
or long known sequences to be transmitted. This becomes particularly prohibitive as the target BERs
become smaller. A target BER of 10−5 cannot estimate the BER without transmitting at least 105
bits, likewise a target BER of 10−12 cannot estimate the BER without transmitting at minimum
1012 bits. The confidence in such numbers may be low, but this example illustrates the penalty
incurred by attempting to measure system performance in this fashion.
The third major contribution is the development of experimental FSOI implementing the DML.
This marks the first time this work has been utilized in a physical system. This validated the
utility of DML to detect a physical change in alignment. The experiment system was further able
to iteratively utilize the deterministic channel model following training periods to set new DML
thresholds. These thresholds could be used to again ensure the receiver’s CSI remains accurate.
This process can be repeated with each new estimate of the channel.
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